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Chapitre 1
Introduction
Cette the`se est consacre´e a` l’e´tude de la hauteur sur les varie´te´s abe´liennes. On a cherche´
plus pre´cise´ment a` obtenir une version quantitative de la proprie´te´ de Bogomolov, en mi-
norant le minimum essentiel des sous-varie´te´s alge´briques de varie´te´s abe´liennes (sauf celles
incluses dans un translate´ de sous-varie´te´ abe´lienne stricte).
En plus du pre´sent chapitre, ce travail est compose´ de deux chapitres inde´pendants,
organise´s sous forme d’articles. Dans le premier chapitre, on a mis en œuvre des techniques
de transcendance pour e´tendre aux produits de courbes elliptiques, en petite codimension,
la minoration de´ja` connue pour les sous-varie´te´s des tores depuis le travail d’Amoroso et
David (confer [AD03]). On a ensuite essaye´ d’obtenir ce re´sultat pour des varie´te´s abe´liennes
ge´ne´rales. Avec le langage de la the´orie des pentes, qui s’est de´veloppe´ dans la litte´rature
diophantienne depuis l’article fondateur de Bost ([Bos96b]), on a obtenu le meˆme type de
minoration sous l’hypothe`se d’une densite´ positive de premiers ordinaires, qui est conjectu-
ralement toujours ve´rifie´e.
La connaissance pre´cise des points de petite hauteur sur les varie´te´s abe´liennes est
aujourd’hui de´cisive. Elle permet par exemple de donner une version quantitative de la
conjecture de Mordell-Lang (initialement de´montre´e par Faltings dans [Fal94]), a` l’aide
des ine´galite´s de Mumford et de Vojta (voir [Re´m00a]). La minoration pre´cise du minimum
essentiel en fonction du degre´ de la sous-varie´te´, qui est l’objet de cette the`se, permet d’atta-
quer la conjecture de Zilber-Pink sur les varie´te´s abe´liennes, suivant la strate´gie de´veloppe´e
avec succe`s pour les courbes plonge´es dans les tores, par les travaux d’Habegger et de Maurin
(voir [Hab06] et [Mau07]).
1.1 Pre´sentation
1.1.1 Enonce´s de finitude en ge´ome´trie diophantienne
Le point de de´part de ce travail est le proble`me de Bogomolov. Pose´ en 1981 dans
[Bog80], sa forme originale est la suivante. Soit C une courbe alge´brique (i.e. de´finie sur
une cloˆture alge´brique Q de Q) de genre g ≥ 2, plonge´e dans sa jacobienne J(C). On obtient
une hauteur de Ne´ron-Tate hˆ sur J(C) par la polarisation canonique, qui induit une semi-
norme x →
√
hˆ(x) sur J(C). Plus pre´cise´ment, les points de hauteur nulle sont les points
de torsion de J(C). Le proble`me pose´ par Bogomolov est de savoir si la me´trique induite
sur C est discre`te. De fac¸on e´quivalente, en revenant a` la hauteur, il pose la conjecture (qui
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est de´sormais un the´ore`me d’Ullmo) :
The´ore`me 1.1 Il existe  > 0 tel que {x ∈ C, hˆ(x) ≤ } est fini.
Puisque les points de torsion sont exactement ceux de hauteur nulle, cette conjecture
ge´ne´ralise la conjecture de Manin-Mumford, de´montre´e par Raynaud en 1983 (dans [Ray83]) :
The´ore`me 1.2 Les points de torsion de J(C) qui sont dans C sont en nombre fini.
Une autre conjecture ce´le`bre affirmait la finitude d’un sous-ensemble de C en genre ≥ 2,
la conjecture de Mordell, de´montre´e par Faltings en 1983 (dans [Fal83]) :
The´ore`me 1.3 Soit K un corps de nombres sur lequel la courbe C est de´finie. Alors l’en-
semble C(K) est fini.
En comparaison de la conjecture de Bogomolov, on perd l’hypothe`se sur la hauteur mais
on fait une restriction forte sur le corps de de´finition.
Ces the´ore`mes reposent sur l’intuition suivante : certaines proprie´te´s arithme´tiques de C,
ici la finitude des points de petite hauteur ou des points rationnels, de´pendent d’invariants
ge´ome´triques de la courbe, ici le genre (la contrainte g ≥ 2 est capitale).
1.1.2 Ge´ne´ralisation et diffe´rentes approches
Ces e´nonce´s de finitude se ge´ne´ralisent naturellement aux sous-varie´te´s de varie´te´s
abe´liennes. Soit V une sous-varie´te´ alge´brique d’une varie´te´ abe´lienne A munie d’un fibre´
ample et syme´trique, et hˆ la hauteur de Ne´ron-Tate associe´e a` ce fibre´ ; soit aussi K un
corps de nombres sur lequel V et A sont de´finies. On doit d’abord donner un analogue en
dimension supe´rieure de l’hypothe`se faite sur le genre :
De´finition 1.1 On dit que V est de torsion si V est la translate´e d’une sous-varie´te´
abe´lienne par un point de torsion.
Par ailleurs, on introduit le minimum essentiel, pour de´crire les points de petite hauteur
dans V :
De´finition 1.2 Le minimum essentiel de V est :
µˆess(V ) = inf{θ > 0, V (θ)Z = V (Q)},
ou` V (θ) = {x ∈ V (Q), hˆ(x) ≤ θ},
et V (θ)
Z
est son adhe´rence de Zariski.
Le minimum essentiel µˆess(V ) renseigne sur la hauteur de V . Une premie`re construction
ge´ne´ralisant la hauteur (projective) aux sous-varie´te´s de varie´te´s abe´liennes est due a` Phi-
lippon. On de´finit la hauteur projective de V comme e´tant la hauteur de la forme de Chow
qui lui est associe´e et on la note h(V ).
Une seconde de´finition s’appuie sur la the´orie de l’intersection arithme´tique et est ex-
pose´e dans [BGS94], en particulier 3.1 et 3.2. On commence par se donner des mode`les
entiers V, A et L de V , A et L sur OK , et des me´triques de´finissant un fibre´ hermitien L.
La hauteur de V relativement a` L est alors de´finie comme le degre´ d’Arakelov normalise´ de
1.1 Pre´sentation 9
l’auto-intersection c1(L)d+1|V (ou` c1(L) est la premie`re classe de Chern du fibre´ L et d est
la dimension de V ). Avec cette de´finition, il existe une relation de re´currence assez simple
entre la hauteur d’une varie´te´ et la hauteur d’un diviseur sur cette varie´te´ (qu’on peut aussi
prendre comme de´finition, avec la hauteur de Ne´ron-Tate en dimension 0).
Ces deux notions co¨ıncident, si on fait le choix de la norme L2 pour les places ar-
chime´diennes dans la de´finition a` la Philippon. On construit ensuite la hauteur normalise´e
hˆ(V ) par passage a` la limite :
hˆ(V ) = limm→+∞
h([m]V )deg(V )
m2 deg([m]V )
.
Cette limite existe et la hauteur ainsi construite ge´ne´ralise la hauteur de Ne´ron-Tate pour
les points de A (voir [HS00], p. 450 et [Phi95]). On a en particulier les proprie´te´s suivantes,
pour toute sous-varie´te´ V de A :
(i) Positivite´ : hˆ(V ) ≥ 0.
(ii) Compatibilite´ avec la loi de groupe : hˆ([n]V )deg([n]V ) = n
2 hˆ(V )
deg(V ) .
(iii) Comparaison avec la hauteur projective : hˆ(V )deg(V ) − h(V )deg(V ) = O(1).
Le the´ore`me des minima successifs de´montre´ par Zhang (dans [Zha95a]) implique les
ine´galite´s suivantes :
The´ore`me 1.4 (ine´galite´ des minima successifs)
Soit V une sous-varie´te´ de A de degre´ D. Alors :
hˆ(V )
(dim(V ) + 1)D
≤ µˆess(V ) ≤ hˆ(V )
D
.
L’annulation du minimum essentiel e´quivaut donc a` celle de la hauteur canonique.
La conjecture de Bogomolov se ge´ne´ralise alors de la fac¸on suivante :
The´ore`me 1.5 Soit V une sous-varie´te´ alge´brique d’une varie´te´ abe´lienne A. Le minimum
essentiel de V est nul si et seulement si V est de torsion.
Ce the´ore`me a e´te´ de´montre´ par Ullmo pour les courbes plonge´es dans leur jacobienne (voir
[Ull98]), puis par Zhang en toute ge´ne´ralite´ (confer [Zha98]). Ces deux de´monstrations
s’appuient sur les proprie´te´s d’e´quire´partitions des petits points e´tudie´es dans [SUZ97].
Auparavant, des re´sultats partiels avaient e´te´ obtenus par une approche arakelovienne, en
reliant la hauteur d’une courbe alge´brique C, de´finie sur K un corps de nombres, a` l’auto-
intersection du faisceau dualisant associe´e a` un mode`le minimal de C sur l’anneau des entiers
OK (voir par exemple [Bur92] et [Zha95b]).
Avant de de´montrer la conjecture de Bogomolov dans le cas abe´lien, Zhang a obtenu le
meˆme re´sultat pour les sous-varie´te´s d’un tore Gnm (dans [Zha92]), en utilisant l’analogue
torique de la conjecture de Manin-Mumford, de´montre´ par Laurent ([Lau83]), et des argu-
ments de projection sur un facteur de Gnm. Cette strate´gie, mise en œuvre inde´pendamment
par Philippon pour les produits de courbes elliptiques (dans [Phi95]), est prise en de´faut
de`s que la varie´te´ abe´lienne a un facteur simple de dimension g ≥ 2. Mais une fois de´montre´
le the´ore`me 1.5, elle permet de prouver son analogue dans le cadre plus ge´ne´ral des varie´te´s
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semi-abe´liennes. Une telle varie´te´ est de´finie comme l’extension S par un tore T d’une varie´te´
abe´lienne A, c’est-a`-dire qu’on a une suite exacte de groupes alge´briques :
0 −→ T −→ S −→ A −→ 0.
Chambert-Loir a d’abord traite´ le cas d’une varie´te´ isotriviale (isoge`ne au produit d’une
varie´te´ abe´lienne et d’un tore), par des me´thodes d’e´quidistribution (confer [CL00]). Puis le
cas des varie´te´s semi-abe´liennes ge´ne´rales a e´te´ prouve´ par David et Philippon (voir [DP00]),
avec des techniques de projection.
Remarquons qu’avec un formalisme diffe´rent (en e´tudiant la mesure de Mahler), Lawton
avait de´montre´ de`s 1977 (voir [Law77]) l’e´quivalent de la conjecture de Bogomolov pour les
hypersurfaces de Gnm de´finies sur Q, et que des arguments simples (conjugaison et projec-
tion) permettent d’en de´duire aise´ment le cas ge´ne´ral sur Gnm. Cependant, il semble que ce
re´sultat, ou le fait que la mesure de Mahler logarithmique et la hauteur co¨ıncident sur Gnm,
semblent avoir e´te´ ignore´s jusqu’au de´but des anne´es 90.
1.1.3 Version quantitative
Les premie`res approches diophantiennes sont assez re´centes et s’inspirent des me´thodes
utilise´es a` la fin des anne´es 70 pour traiter le proble`me de Lehmer, qui pre´sente une analogie
avec le proble`me de Bogomolov (voir infra, 1.1.4). Ces approches ont permis d’obtenir des
versions quantitatives du the´ore`me 1.5. Plus exactement, elles ont permis de minorer le
minimum essentiel de sous-varie´te´s V de A si ce minimum est non-nul. En fait, on doit
aussi exclure les varie´te´s V = x+B, ou` B est une sous-varie´te´ abe´lienne et x est un point
d’ordre e´ventuellement infini. Dans ce cas, un calcul de Chambert-Loir e´crit par Litcanu
dans sa the`se (confer [Lit99] ou [Lit07]) permet de relier le minimum essentiel de V a` la
hauteur de la projection de x dans le quotient A/B (pour la polarisation induite). Si on fixe
la hauteur de A et le degre´ de B (qui sont les invariants cruciaux dans ce proble`me, comme
on le verra plus bas), on peut rendre le minimum essentiel non-nul et aussi petit qu’on veut
en fixant un point x0 d’ordre infini et en conside´rant xn = 1nx0.
Les e´nonce´s e´tudie´s ici donnent donc lieu a` diffe´rents types d’obstruction qu’on peut
hie´rarchiser de la fac¸on suivante. Le proble`me de Bogomolov qualitatif exclut les translate´s
de sous-varie´te´s abe´liennes par des points de torsion. Une version quantitative e´carte les
translate´s de sous-varie´te´s abe´liennes (sans hypothe`se sur le point). On verra qu’en direction
d’une version effective, on doit aussi enlever les varie´te´s incluses dans un translate´ de sous-
varie´te´ abe´lienne.
Une telle minoration de´pend a priori d’un certain nombre d’invariants ge´ome´triques de
V et de A. En vue d’une version effective de la conjecture de Bogomolov, on doit donc
comprendre quels invariants sont indispensables dans une telle minoration, et obtenir pour
chacun une de´pendandance optimale. Les travaux de Bombieri et Zannier, d’abord dans
le cas torique (voir [BZ95]) puis dans le cas abe´lien ([BZ96]), ont montre´ qu’on pouvait
attendre une borne uniforme, c’est-a`-dire ne de´pendant que du degre´ de V et de la varie´te´
ambiante A (et seulement de n dans le cas de Gnm).
David et Philippon ont ensuite obtenu des minorations, dans les cas torique ([DP99])
et abe´lien ([DP02]), conformes aux the´ore`mes d’uniformite´ de Bombieri et Zannier, et avec
une de´pendance “raisonnable” en le degre´ de V et les donne´es initiales. On cite ici le cas
abe´lien, qui est encore a` ce jour la meilleure estimation inconditionnelle :
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The´ore`me 1.6 Soit A une varie´te´ abe´lienne de genre g ≥ 2 de´finie sur Q, principalement
polarise´e par un fibre´ M, et V une sous-varie´te´ alge´brique de A qui n’est pas translate´e
d’une sous-varie´te´ abe´lienne. Alors :
µˆess(V ) ≥ min{1;Rinj}
2(b+1)
211g3(g − k + 1)deg(V )2k(b+1) ,
ou` k de´signe le nombre minimal de copies de V − V dont la somme est une sous-varie´te´
abe´lienne de A , b la dimension de cette sous-varie´te´ abe´lienne et Rinj la plus petite norme
de Riemann d’une pe´riode d’une conjugue´e de A.
Le terme au nume´rateur, appele´ rayon d’injectivite´, est relie´ au terme de hauteur h(A)
(hauteur projective de l’origine dans le plongement associe´ a`M⊗16) par le lemme “matriciel”
de Masser (voir le lemme 6.8 de [DP02]). Cette minoration est en outre monomiale en
l’inverse du degre´. Remarquons enfin que l’hypothe`se du the´ore`me : V n’est pas un translate´
de sous varie´te´ abe´lienne propre, en apparence plus faible, est en fait comparable dans ce
cas a` l’hypothe`se : V n’est pas incluse dans un translate´ de sous varie´te´ abe´lienne propre.
Une diffe´rence se ressent entre ces hypothe`ses de`s qu’on obtient une minoration plus pre´cise
en deg(V )−1/n(V,A), ou` n(V,A) > 1.
La strate´gie est d’utiliser, comme Ullmo et Zhang, les proprie´te´s d’une fonction ration-
nelle bien choisie, dominante mais singulie`re, et de s’aider d’une construction de transcen-
dance. On conside`re donc le morphisme :
V 2 −→ V 2
s : (x, y) −→ (x, x− y),
et on pose W = s(V 2). Par construction, la fibre de la deuxie`me projection au-dessus de
ze´ro est de dimension exceptionnellement grande. On construit alors, par transcendance,
une forme F non-nulle et de hauteur controˆle´e sur la deuxie`me projection de W , note´e B
et suppose´e sans trop de complication eˆtre une sous-varie´te´ abe´lienne, mais nulle en 0 a` un
ordre important. Le the´ore`me de Be´zout arithme´tique permet alors d’e´valuer la hauteur de
W ∩ pi−12 (Z) , ou` Z = Z(F ) et pi2 est la deuxie`me projection. Cette hauteur e´tant positive,
et la contribution de Z e´tant ne´gative (l’estimation pre´cise provient de la singularite´ du
morphisme et de calculs de volumes cruciaux), on peut minorer la hauteur de W , puis celle
de V et enfin son minimum essentiel.
Ils de´duisent de ce the´ore`me des estimations pour une se´rie de minima successifs de´finis
en tenant compte des translate´s de sous-varie´te´s abe´liennes inclus dans V . En notant :
V 0 := V \
⋃
x+B⊂V
(x+B),
ou` la re´union porte sur tous les translate´s de sous-varie´te´s abe´liennes de dimension au moins
1 contenus dans V , on a en particulier :
The´ore`me 1.7 Soit V ⊂ A une sous-varie´te´ alge´brique d’une varie´te´ abe´lienne principa-
lement polarise´e, toutes deux de´finies sur Q. Si on pose :
q(V ) :=
(
234g · h0(A)4 · deg(V )
)(4g2)dim(V )
,
alors les points x ∈ V 0 de hauteur hˆ(x) ≤ 1/q(V ) sont en nombre fini, infe´rieur a` q(V ).
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Ce dernier the´ore`me a e´te´ utilise´ par Re´mond pour donner une version explicite de
Mordell-Lang. Rappelons la version qualitative de cette conjecture, de´montre´e par Faltings
dans [Fal94] :
The´ore`me 1.8 Soient A une varie´te´ abe´lienne sur Q, X un sous-sche´ma ferme´ de A et
Γ un sous-groupe de rang fini de A. Il existe un entier naturel S, des e´le´ments (x1, . . . , xS)
de X ∩ Γ et des sous-varie´te´s abe´liennes (B1, . . . , BS) de A tels que xi +Bi ⊂ X pour tout
1 ≤ i ≤ S, et :
X ∩ Γ =
S⋃
i=1
(xi +Bi) ∩ Γ.
Dans [Re´m00a], Re´mond de´montre la version explicite suivante, ou` la de´pendance en
X se limite au degre´ de X (la dimension de X ne pouvant prendre qu’un nombre fini de
valeurs est vue comme un raffinement de la dimension de l’espace ambiant) :
The´ore`me 1.9 Soient A une varie´te´ abe´lienne de dimension g sur Q et L un fibre´ en
droites ample et syme´trique sur A. Il existe un re´el c(A,L) > 0 tel que pour tout sche´ma
ferme´ X de A de dimension m−1 et tout sous-groupe Γ de A de rang r ∈ N, on peut choisir
dans le the´ore`me 1.8 :
S ≤
(
c(A,L)degL(X)
)(r+1)g5m2
.
La de´marche de Re´mond est la suivante. On commence par se placer sur Γ⊗Z R qui est
un espace vectoriel de dimension r, muni de la norme euclidienne hˆ1/2 issue de la hauteur de
Ne´ron-Tate. On conside`re ensuite X0 (de´finie plus haut dans ce paragraphe) et on combine
une extension (restreinte) de l’ine´galite´ de Mumford qui, combine´e a` l’extension de l’ine´galite´
de Vojta prouve´e dans [Re´m00b], permet de majorer explicitement le cardinal des “grands”
points de X0 ∩ Γ (de norme plus petite qu’un parame`tre γ de´pendant des donne´es du
proble`me). On majore alors le cardinal des points “moyens” restants, en recouvrant la
boule de rayon γ par un nombre controˆle´ de “petites” boules ou` on applique le the´ore`me
1.7 (quitte a` conside´rer des translate´s de X). On traite enfin les points de X −X0 par des
arguments ge´ome´triques simples.
Remarquons pour finir que dans un article en cours de publication, David et Philippon
ont ame´liore´ la de´pendance en la hauteur de A dans le the´ore`me 1.7, pour A = Eg une puis-
sance de courbe elliptique (voir [DP07]). Les techniques employe´es par Re´mond devraient
permettre, dans ce cas, d’e´liminer la de´pendance en la hauteur de A dans la majoration du
the´ore`me 1.9. Une extension de ces travaux a` des varie´te´s abe´liennes plus ge´ne´rales soule`ve
cependant de nombreuses difficulte´s.
1.1.4 Lien avec le proble`me de Lehmer
Le the´ore`me 1.5, joint a` l’ine´galite´ des minima successifs (the´ore`me 1.4), est l’analogue
en dimension ≥ 1 d’un the´ore`me classique initialement de´montre´ par Kronecker. Soit K un
corps de nombres et n ≥ 1 un entier. On de´finit la hauteur (logarithmique de Weil) d’un
point α = [α0 : · · · : αn] ∈ Pn(K) par la formule suivante :
h(α) =
1
[K : Q]
∑
v∈M(K)
nvlog max{|α0|v, . . . , |αn|v},
ou` la somme porte sur toutes les places (archime´diennes et ultrame´triques) de K, ou` nv est
le degre´ local associe´ a` v et ou` on normalise les normes ultrame´triques par : |p|v = p−1, avec
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p l’image de v dans Z. Cette de´finition ne de´pend pas du choix de coordonne´es projectives
par la formule du produit, ni du choix d’un corps de de´finition de α par la normalisation.
Cette hauteur est positive, et si on fixe n, D et h, il n’y a qu’un nombre fini de points de Pn
de´finis sur un corps de degre´ ≤ D et de hauteur ≤ h (the´ore`me de Northcott). Si α ∈ Q, on
note h(α) la hauteur du point projectif [1 : α]. Le the´ore`me de Kronecker pre´cise les points
alge´briques en lesquels la hauteur s’annule.
The´ore`me 1.10 Un e´le´ment de Q∗ est de hauteur nulle si et seulement si c’est une racine
de l’unite´.
De meˆme que dans le proble`me de Bogomolov, la question suivante est de savoir si
on peut minorer la hauteur d’un point α non de torsion. Ce proble`me est de nature
arithme´tique, l’invariant naturel pour une telle minoration e´tant le degre´ d’un corps de
de´finition de α. En fixant un nombre alge´brique non de torsion puis en conside´rant ses
racines D-e`mes, on observe qu’on ne peut espe´rer une minoration meilleure que cD , ou` D
est le degre´ de α et c est une constante absolue. De plus, en conside´rant les racines de 2, on
voit que si une telle minoration existe, alors c ≥ log(2). La conjecture de Lehmer est alors
la suivante (il convient de rappeler que Lehmer n’e´tait pas aussi affirmatif) :
Conjecture 1.11 Il existe un nombre re´el c > 0 tel que pour tout α ∈ Q∗ qui n’est pas une
racine de l’unite´, on a :
h(α) ≥ c
[Q(α) : Q]
.
La litte´rature e´crite sur ce sujet est tre`s vaste et on se contente ici de citer quelques re´sultats
marquants. En 1971, Smyth a de´montre´ que le proble`me de Lehmer e´tait vrai pour α si α
et α−1 ne sont pas dans la meˆme orbite sous Galois (voir [Smy71]). Puis Dobrowolski, en
1979, a montre´ dans [Dob79] le meilleur re´sultat inconditionnel a` ce jour (a` l’ame´lioration
de la constante pre`s). En utilisant les proprie´te´s du morphisme x → xp de Gm, il a plus
pre´cise´ment montre´ qu’il existe une constante c > 0 telle que, pour tout α ∈ Q∗ non de
torsion et de degre´ D :
h(α) ≥ c
D
(
loglog(3D)
log(3D)
)3
.
Ce proble`me admet une ge´ne´ralisation aux points du tore Gnm, et d’une varie´te´ abe´lienne.
Des re´sultats comparables a` celui de Dobrowolski, avec globalement la meˆme approche, ont
e´te´ obtenus par Laurent pour les courbes elliptiques CM (voir [Lau83]), puis Amoroso et
David pour Gnm (voir [AD99]), et David et Hindry sur les varie´te´s abe´liennes CM ([DH00]).
Si on veut ge´ne´raliser ce type de re´sultat pour les sous-varie´te´s ge´ne´rales de dimen-
sion ≥ 1 dans les tores ou les varie´te´s abe´liennes, on peut imposer des conditions de type
ge´ome´trique pour e´liminer les obstructions (translate´s de sous-varie´te´s abe´liennes ou de sous-
tores) et obtenir une minoration du minimum essentiel, ce qui nous rame`ne au proble`me
de Bogomolov. Mais ces obstructions e´tant forme´es en fixant le degre´ ge´ome´trique et en
faisant tendre vers l’infini le degre´ d’un corps de de´finition (voir supra, paragraphe 1.1.3,
ou` on prend des points de division), on peut aussi chercher une minoration du minimum
essentiel de´pendant d’un corps de de´finition de la sous-varie´te´ V . Ceci me`ne alors a` une
ge´ne´ralisation du proble`me de Lehmer, e´tudie´e par Amoroso et David dans le cas torique
(voir [AD00] et [AD01]), puis par Ratazzi dans le cas des varie´te´s abe´liennes CM (voir
[Rat04a] et [Rat04b]). Dans le cas abe´lien, on a ainsi la conjecture suivante, telle qu’on la
trouve dans [Rat04a], et inspire´e de [DP98] :
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Conjecture 1.12 Soit A une varie´te´ abe´lienne de´finie sur un corps de nombres K, munie
d’un fibre´ ample et syme´trique L. Soit V une sous-varie´te´ stricte de A de´finie sur K, K-
irre´ductible et telle que V (K) n’est pas re´union de sous-varie´te´s de torsion. Alors on a :
µˆess(V ) ≥ c(A,L)degK,L(V )−
1
s−dim(V ) ,
ou` degK,L(V ) est le degre´ sur K d’un corps de de´finition de V , l’entier s est la dimension
du plus petit sous-groupe alge´brique contenant V et c(A,L) est une constante ne de´pendant
que de A et de L.
Cette conjecture suppose l’irre´ductibilite´ sur K, et non sur K, d’ou` la clause le´ge`rement
diffe´rente portant sur V (K). Remarquons que cette conjecture n’est pas la plus ge´ne´rale
qu’on puisse formuler ; notamment, on peut faire intervenir l’indice d’obstruction relatif a`
la plus petite re´union de sous-varie´te´s de torsion contenant V . Dans le cas des varie´te´s
abe´liennes de type CM, Ratazzi obtient une minoration optimale a` des termes logarith-
miques pre`s, typique de la me´thode employe´e par Dobrowolski (Amoroso et David ob-
tiennent des re´sultats comparables dans le cas torique).
1.2 Minorations pre´cises en le degre´ et applications
On de´crit dans cette partie le cas torique, qui a e´te´ traite´ par Amoroso et David (voir
[AD03]), puis on montre ses applications re´centes (par les travaux de Habegger et Maurin)
en vue de la conjecture formule´e par Zilber en 2002. Une estimation quantitative pre´cise
permet ainsi de de´montrer des re´sultats de nature qualitative. C’est ce programme qui a
inspire´ le travail abe´lien mis en œuvre dans cette the`se.
1.2.1 Conjecture et re´sultat quasi-optimal d’Amoroso et David
Commenc¸ons par introduire un invariant plus fin que le degre´, l’indice d’obstruction,
qui apparaˆıt naturellement avec les techniques diophantiennes.
De´finition 1.3 Soit V une sous-varie´te´ propre et irre´ductible d’une varie´te´ semi abe´lienne
G munie d’un fibre´ ample L. On appelle indice d’obstruction de V , note´ ωL(V ) :
ωL(V ) = inf{degL(Z)},
ou` l’infimum est pris sur l’ensemble des hypersurfaces irre´ductibles Z de G contenant V .
L’indice d’obstruction de V de poids T , note´ ωL(V, T ), est de´fini par :
ωL(V, T ) = inf{
(
TdegL(Z)
)1/codim(Z)},
ou` l’infimum est pris sur l’ensemble des sous-varie´te´s irre´ductibles Z de G contenant V .
Par abus de notation, on ne notera pas le L dans le degre´, l’indice d’obstruction, et la
hauteur, quand son choix ne pre´sentera pas d’ambigu¨ıte´.
Soit G une varie´te´ abe´lienne ou un tore, muni d’un fibre´ ample et syme´trique L. L’ana-
logue de la conjecture 1.12 dans le cas du proble`me de Bogomolov peut se formuler de la
fac¸on suivante :
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Conjecture 1.13 Soit V une sous-varie´te´ stricte de G de´finie et irre´ductible sur Q, qui
n’est pas un translate´ d’un sous-tore propre de G. Alors on a la minoration :
µˆess(V ) ≥ c(G, L)ω(V,B)−1,
ou` B est le plus petit translate´ d’un sous-groupe alge´brique contenant V et c(G, L) est une
constante ne de´pendant que de A et de L.
On peut aussi pre´ciser la forme de la constante c(G, L), ce qui rame`ne notamment au
proble`me de la de´pendance en la hauteur e´voque´ plus haut.
En utilisant les proprie´te´s de ramification dans les corps cyclotomiques, et en exploitant
des techniques sophistique´es e´labore´es pour traiter le proble`me de Lehmer en dimension
supe´rieure (notamment une descente finale sur des sous-varie´te´s obstructrices), Amoroso et
David obtiennent une minoration optimale aux termes logarithmiques pre`s en le degre´ pour
les sous-varie´te´s d’un tore. Au lieu d’extrapoler sur une puissance p-e`me (i.e. sur [p]V , ou` V
est la varie´te´ de de´part et p est un premier), ils extrapolent en les translate´s par des points
de p-torsion (i.e. sur [p]−1[p]V , avec les meˆmes notations).
Par le plongement standard Gnm ↪→ Pn, on obtient une hauteur projective h sur les
points de Gnm, et un minimum essentiel µˆess sur les sous-varie´te´s de Gnm. Ils obtiennent :
The´ore`me 1.14 Soit V une sous-varie´te´ propre (et irre´ductible) de Gnm de codimension k
qui n’est contenue dans aucun translate´ d’un sous-tore propre de Gnm. On a alors :
µˆess(V ) ≥ c(n)ω(V ) × (log(3ω(V )))−λ(k),
ou` c(n) est un re´el strictement positif et λ(k) = (9(3k)(k+1))k.
Remarquons que ce re´sultat a e´te´ raffine´ dans le cas des hypersurfaces par Pontreau
([Pon06]), et dans le cas ge´ne´ral (avec des simplifications) par Amoroso (voir [Amo07]).
1.2.2 Intersection avec des sous-groupes alge´briques
Dans l’article fondateur [BMZ99], Bombieri, Masser et Zannier e´tudient l’intersection
d’une courbe irre´ductible C de Gnm (non incluse dans un translate´ de sous-groupe alge´brique)
avec une re´union de sous-groupes alge´briques stricts. Ils de´montrent que si on conside`re la
re´union de tous les sous-groupes alge´briques stricts de Gnm, son intersection avec C est un
ensemble de hauteur borne´e. On restreint ensuite cette re´union, en posant (la condition de
codimension est lie´e a` la dimension de C) :
H =
⋃
codim(H)=2
H,
ou` la re´union porte sur tous les sous-groupes alge´briques de Gnm de codimension indique´e.
Ils prouvent alors le re´sultat suivant :
The´ore`me 1.15 Soit C une courbe alge´brique irre´ductible de Gnm non incluse dans un
translate´ de sous-groupe alge´brique propre. Alors C ∩H est fini.
La de´monstration de ce the´ore`me repose sur des me´thodes de ge´ome´trie des nombres et
sur l’extension du re´sultat de Dobrowolski en dimension supe´rieure par Amoroso et David
([AD99]), en particulier pour traiter les sous-groupes de petite codimension.
On peut e´tendre ce the´ore`me en conside´rant un e´paississement de la re´union H. Plus
pre´cise´ment, pour S un sous-ensemble de Gnm, posons S = {xy, x ∈ S, y ∈ Gnm, h(y) ≤ }.
Habegger a alors de´montre´ le the´ore`me suivant (dans [Hab06]) :
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The´ore`me 1.16 Soit C une courbe alge´brique irre´ductible de Gnm non incluse dans un
translate´ de sous-groupe alge´brique propre. Alors il existe  > 0 tel que C ∩H est fini.
Ce re´sultat ge´ne´ralise a` la fois le the´ore`me 1.15 et la proprie´te´ de Bogomolov (dont il ne
constitue pas une nouvelle de´monstration) pour les courbes plonge´es dans les tores. Sa
de´monstration s’appuie sur des me´thodes de ge´ome´trie des nombres, et sur le the´ore`me
1.14. Il de´montre en fait un re´sultat plus ge´ne´ral sur des sous-varie´te´s X de Gnm (avec une
condition technique portant sur la codimension des sous-groupes alge´briques).
1.2.3 Conjecture de Zilber-Pink sur les tores
L’aboutissement de ce programme est la de´monstration re´cente, par Maurin, de la conjec-
ture de Zilber-Pink pour les courbes incluses dans des tores. L’objet de cette conjecture,
dans le cas d’une courbe trace´e dans un tore, est d’obtenir le meˆme re´sultat que dans le
the´ore`me 1.15 sous des hypothe`ses optimales. Si C est une courbe et S un sous-ensemble
de Gnm, notons d’abord :
E(C,S) = C ∩
⋃
codim(B)=2
S ·B,
ou` la re´union porte sur les sous-tores de codimension indique´e. Maurin de´montre :
The´ore`me 1.17 Soit C une courbe de Gnm qui n’est pas incluse dans le translate´ d’un sous-
tore propre et Γ un sous-groupe de rang fini de Gnm. Alors il existe un re´el  > 0 tel que
l’ensemble E(C,Γ) soit fini.
Il de´duit alors de ce re´sultat que la conclusion du the´ore`me 1.15 est vraie de`s que la courbe
n’est pas incluse dans un sous-groupe alge´brique propre de Gnm (the´ore`me 1.2 de [Mau07]).
Les me´thodes sont inspire´es de celles mises en oeuvre dans [RV03]. Etant donne´ un
sous-tore propre B de A, on a un morphisme de projection φB modulo B et la condition sur
C fait que l’adhe´rence de φB(C) est encore une courbe, a` laquelle on peut appliquer une
ine´galite´ de Vojta classique. Maurin obtient en fait, graˆce au re´sultat principal de [Re´m05],
une ine´galite´ de Vojta uniforme en les sous-tores, ce qui lui permet de borner la hauteur de
E(C,Γ). Graˆce au the´ore`me 1.16, il montre ensuite que cet ensemble est fini.
1.2.4 Analogue abe´lien
Le but de cette the`se est donc d’e´tablir dans un contexte abe´lien le meˆme type de
minoration que celle obtenue dans [AD03]. Pour les applications, un re´sultat proche des
conjectures “a`  pre`s” (en particulier : a` des termes logarithmiques pre`s) suffit.
L’analogue du the´ore`me 1.15 a e´te´ de´montre´ par Viada dans [Via03] pour une puissance
Eg, ou` E est une courbe elliptique CM, en utilisant [DH00]. Elle prouve e´galement que l’in-
tersection d’une courbe C ⊂ Eg avec la re´union de tous les sous-groupes stricts de Eg est de
hauteur borne´e, sans condition sur E. Ce re´sultat a e´te´ e´tendu par Ratazzi a` une puissance
Ad d’une varie´te´ abe´lienne CM (dans [Rat05]). Puis dans un travail commun, Re´mond et
Viada ([RV03], utilisant une ine´galite´ de Vojta uniforme, de´montrent la conjonction de ce
re´sultat et de la proprie´te´ de Mordell-Lang. Plus pre´cise´ment, dans le cas ou` E est CM :
The´ore`me 1.18 Soit C une courbe alge´brique irre´ductible de Eg, une puissance de courbe
elliptique CM, avec C non incluse dans un translate´ de sous-groupe alge´brique propre ; soit
Γ un sous-groupe de rang fini de Eg. Alors C ∩ (⋃codimB≥2 Γ + B) est fini, ou` la re´union
porte sur toutes les sous-varie´te´s abe´liennes de Eg de codimension indique´e.
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L’attaque de ces proble`mes par des estimations de type Bogomolov devrait permettre
d’obtenir des re´sultats dans le cas ou` la varie´te´ abe´lienne n’est pas CM. Rappelons que cette
condition provient de l’utilisation, dans les travaux portant sur le proble`me de Lehmer, de
l’existence d’un rele`vement du Frobenius en caracte´ristique nulle.
Re´cemment, Viada, sous l’hypothe`se que le principal re´sultat du chapitre 2 de cette
the`se se ge´ne´ralise en codimension quelconque, s’est rapproche´e de l’analogue du the´ore`me
1.16 pour une puissance de courbe elliptique Eg (en se restreignant aux sous-groupes de
codimension ≥ 3). Les me´thodes employe´es par Habegger laissent espe´rer l’exact analogue
de ce the´ore`me pour un produit de courbe elliptiques.
Rappelons que tous ces travaux tendent vers une conjecture tre`s ge´ne´rale formule´e
inde´pendamment par Zilber et Pink. Ce dernier se place dans le cadre plus ge´ne´ral des
varie´te´s de Shimura mixtes, ge´ne´ralisant aussi un cas particulier important de la conjecture
d’Andre´-Oort. Dans le cadre des varie´te´s semi-abe´liennes, on obtient la conjecture suivante :
Conjecture 1.19 Soit S une varie´te´ semi-abe´lienne de´finie sur C et X une sous-varie´te´
irre´ductible de S, aussi de´finie sur C, qui n’est pas incluse dans un sous-groupe alge´brique
propre de S. Alors l’ensemble des points de X qui sont inclus dans un sous-groupe alge´brique
de S de codimension ≥ dim(X) + 1 n’est pas Zariski-dense dans X.
Remarquons que cet e´nonce´ est a priori d’autant plus significatif qu’il y a beaucoup de
sous-groupes alge´briques dans la varie´te´ conside´re´e, ce qui est le cas pour un produit de
courbes elliptiques.
1.3 Contenu de la the`se
Cette the`se est constitue´e de deux chapitres inde´pendants. Les introductions de cha-
cun de ces chapitres sont en particulier redondantes. Le premier chapitre se place dans le
contexte plus simple d’un produit de courbes elliptiques et de´veloppe des techniques de la
the´orie diophantienne classique. Le second s’attaque aux varie´te´s abe´liennes ge´ne´rales dans
le formalisme plus re´cent de la the´orie des pentes.
1.3.1 Me´thodes de transcendance sur les produits de courbes elliptiques
Dans le premier chapitre, on adapte le sche´ma de preuve d’Amoroso et David (dans
[AD03]) au cas multi-elliptique. Soit donc A = E1× · · · ×Eg (g ≥ 2) un produit de courbes
elliptiques de´fini sur un corps de nombres K. Pour 1 ≤ i ≤ g, on plonge Ei dans P2 par une
e´quation de Weierstrass ; par plongement de Segre, on a aussi un plongement projectif pour
A. On dispose donc d’une hauteur de Ne´ron-Tate sur A, construite a` partir de la hauteur
projective, et d’un minimum essentiel sur les sous-varie´te´s de A. On obtient alors le re´sultat
suivant, restreint aux sous-varie´te´s de petite codimension :
The´ore`me 1.20 Soit V une sous-varie´te´ propre (et irre´ductible) de codimension k ≤ 2
dans A. On suppose que V n’est contenue dans aucun translate´ d’une sous-varie´te´ abe´lienne
propre de A. On a alors :
µˆess(V ) ≥ C(A)
ω(V )
× (log(3deg(V )))−λ(k),
ou` C(A) est un re´el strictement positif ne de´pendant que de A et λ(k) = (9(2k)(k+1))k.
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Par l’ine´galite´ des minima successifs, on a aussi une minoration de la hauteur des sous-
varie´te´s en codimension 2 :
Corollaire 1.21 Soit V une sous-varie´te´ propre (et irre´ductible) de codimension k = 2
dans un produit de courbes elliptiques A. Si V n’est contenue dans aucun translate´ d’une
sous-varie´te´ abe´lienne propre de A, on a :
hˆ(V ) ≥ C ′(A),
ou` C ′(A) est un re´el strictement positif ne de´pendant que de A.
Le cas torique s’appuyait sur l’ine´galite´ suivante, vraie pour tout premier p, toute racine
p-e`me de l’unite´ ξ et toute place v/p d’un corps de nombres quelconque contenant ξ :
|ξ − 1|v ≤ p−1/p.
Cette proprie´te´ traduit la ramification du premier p dans l’extension cyclotomique Q[ξp] de
Q (ou` ξp est une racine p-e`me primitive de l’unite´). Dans le contexte abe´lien, les racines
de l’unite´ sont remplace´es par des points de torsion. Les proprie´te´s galoisiennes des points
de torsion des courbes elliptiques ont e´te´ e´tudie´es en de´tail par Serre dans [Ser72]. Soit p
un nombre premier. On peut supposer sans trop de perte que les ide´aux premier p/p de
l’anneau des entiers OK ne se ramifient pas sur Q. Dans ce cas, cet article montre qu’on
peut espe´rer le meˆme type de re´sultat en p−1/p pour e´valuer la distance p-adique d’un point
de p-torsion (se re´duisant sur 0 modulo q/p) a` l’origine, si p est un premier de re´duction
ordinaire. Dans le cas des premiers a` re´duction supersingulie`re, on obtient une majoration
plus faible en p−1/p2 . Les premiers de re´duction ordinaire simultane´e pour toutes les Ei
e´tant de densite´ positive, on peut adapter l’argument d’extrapolation mis en place dans
[AD03]. On a ici choisi de re´interpre´ter cet argument en terme de groupe formel, en vue
d’une ge´ne´ralisation.
Il est a` remarquer que le proble`me d’un rele`vement du Frobenius en caracte´ristique 0 se
fait sentir aussi dans notre cas. En effet, dans la phase de descente qui cloˆt la preuve, intro-
duite par Amoroso et David, on pousse la varie´te´ V initiale par l’isoge´nie de multiplication
par [l], ou` l est un entier forme´ a` partir des premiers d’extrapolation. Comme on extrapole
sur les points de torsion qui se re´duisent sur 0 modulo certains premiers, le meilleur analogue
dans le cas abe´lien serait forme´ a` partir d’un rele`vement du Frobenius, dont l’existence n’est
pas toujours garantie. C’est d’ailleurs un proble`me technique dans la mise en oeuvre de la
descente qui empeˆche pour l’instant le cas de la codimension quelconque.
1.3.2 The´orie des pentes sur les varie´te´s abe´liennes
Le second chapitre tente de ge´ne´raliser le re´sultat pre´ce´dent aux varie´te´s abe´liennes. De
nouvelles avance´es dans la the´orie des pentes (en particulier des re´sultats pris dans [BK06]
et [Che06]) ont permis de travailler avec ce formalisme, qui est grosso modo e´quivalent
au langage diophantien classique, mais qui rend plus facile le calcul des constantes. La
spe´cificite´ de notre proble`me e´tait de travailler, non pas avec un ensemble de dimension 0,
comme c’e´tait presque toujours le cas jusqu’alors dans les applications de la me´thode des
pentes (sauf, de manie`re qualitative, dans [Bos01]), mais sur des sous-varie´te´s de varie´te´s
abe´liennes.
A la recherche de bonnes proprie´te´s me´triques p-adiques, on a e´tudie´ les proprie´te´s ga-
loisiennes des points de torsion dans les varie´te´s abe´liennes (suivant notamment les travaux
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de Raynaud : [Ray74]). Mais la the´orie galoisienne ne donnant pas les estimations espe´re´es,
on s’est tourne´ vers la the´orie des groupes formels, et on a obtenu ces estimations en fai-
sant une hypothe`se sur l’application de Hasse-Witt. L’intuition fondamentale qui a guide´
ce travail e´tait la suivante : les proprie´te´s p-adiques de´pendent du p-rang de A et sont les
meilleures pour les premiers ordinaires. Mais lorsque le p-rang chute, on a en contrepartie
plus de points se re´duisant sur 0 modulo p, pour p/p dans une extension, et cette condition
est indispensable pour pouvoir utiliser la proprie´te´ p-adique. Malheureusement, pour des
raisons techniques lie´es aux outils diophantiens, ces proprie´te´s ne s’e´quilibrent pas exacte-
ment, mais la mise en œuvre de ce principe nous a permis d’exploiter diffe´rents types de
re´duction (et pas seulement la re´duction ordinaire, comme dans le travail multi-elliptique).
Soit A une varie´te´ abe´lienne de´finie sur K un corps de nombres, et L un fibre´ ample et
syme´trique sur A. Soit A un mode`le entier de A sur OK ; on conside`re les hypothe`ses sur A :
Hypothe`se H1 Il existe une densite´ positive d’ide´aux premiers p en lesquels la fibre spe´ciale
Ap est ordinaire.
Hypothe`se H2 Il existe une densite´ positive d’ide´aux premiers p pour lesquels le p-rang
de la fibre spe´ciale Ap est e´gal a` 0 ou a` g.
On observe que : l’hypothe`se H1 est plus forte que l’hypothe`se H2.
Notre re´sultat est le suivant :
The´ore`me 1.22 Soit A une varie´te´ abe´lienne de´finie sur K un corps de nombre. On sup-
pose qu’il existe un mode`le entier A de A ve´rifiant H2. Alors on a la proprie´te´ P(A)
suivante : pour toute sous-varie´te´ V propre (et irre´ductible) de codimension r ≤ 2 dans A,
si V n’est pas contenue dans le translate´ d’une sous-varie´te´ abe´lienne propre de A, on a :
µˆess(V ) ≥ C(A)
ω(V )
× (log(3deg(V )))−λ(r),
ou` C(A) est un re´el strictement positif ne de´pendant que de A et λ(r) = (16(2r)(r+1))r.
Notons pour finir que l’hypothe`se H1 est l’objet de la conjecture :
Conjecture 1.23 Pour toute varie´te´ abe´lienne A de´finie sur K un corps de nombres, quitte
a` e´tendre K, il existe un mode`le entier A de A ve´rifiant H1.
Cette conjecture est un the´ore`me en dimension 1, dont la de´monstration s’appuie sur la
the´orie des repre´sentations l-adiques dans le cas non CM (voir [Ser68]) et dans le cas CM, en
e´tudiant la de´composition des premiers ordinaires dans l’extension donne´e par adjonction
du corps de multiplication complexe. Elle est aussi vraie pour les varie´te´s abe´liennes CM et
on a montre´ en 2.4.3 qu’elle est ve´rifie´e pour les produits de courbes elliptiques.
Dans la continuite´ des travaux de Serre, il a e´te´ de´montre´ (voir [Ogu82]) que la proprie´te´
H1 est toujours ve´rifie´e par une surface abe´lienne. Les travaux de Noot et Pink (voir [Noo95]
et [Pin98]) donnent des conditions suffisantes portant sur les groupes de monodromie Gl
(associe´s a` chaque nombre premier l) d’une varie´te´ abe´lienne A pour que A ve´rifie H1 (les
premiers ordinaires e´tant meˆme de densite´ 1).
Sous la conjecture 1.23, la proprie´te´ P(A) est ve´rifie´e pour toute varie´te´ abe´lienne A
de´finie sur K un corps de nombres.
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Chapitre 2
Minimum essentiel sur un produit
de courbes elliptiques
2.1 Introduction
L’objet de ce travail est de transposer au contexte abe´lien la minoration de la hauteur
normalise´e d’une sous-varie´te´ d’un tore entreprise dans [AD03]. Soit C une courbe alge´brique
de genre g ≥ 2 de´finie sur Q et plonge´e dans sa jacobienne J(C). On note hˆ la hauteur
canonique sur J(C). La conjecture suivante (qui est aujourd’hui un the´ore`me) a e´te´ e´nonce´e
par Bogomolov en 1981 :
The´ore`me 2.1 Il existe  > 0 tel que {x ∈ C(Q¯), hˆ(x) ≤ } est fini.
Plus ge´ne´ralement, soit V une sous-varie´te´ d’une varie´te´ abe´lienne munie d’un fibre´ ample
et syme´trique ; on note hˆ la hauteur de Ne´ron-Tate associe´e a` ce fibre´. En vue d’une
ge´ne´ralisation de la conjecture de Bogomolov, on doit d’abord donner un analogue en di-
mension supe´rieure de l’hypothe`se faite sur le genre. On dit que V est de torsion si V est la
translate´e d’une sous-varie´te´ abe´lienne par un point de torsion ; une courbe alge´brique est
de genre 1 si et seulement si elle est de torsion. On a aussi la de´finition suivante (qui vaut
pour V un ferme´ de Zariski) :
De´finition 2.1 Le minimum essentiel de V est :
µˆess(V ) = inf{θ > 0, V (θ)Z = V (Q)},
ou` V (θ) = {x ∈ V (Q), hˆ(x) ≤ θ}
et V (θ)
Z
est son adhe´rence de Zariski.
On peut alors reformuler et e´tendre aux sous-varie´te´s des varie´te´s abe´liennes le the´ore`me
2.1 :
The´ore`me 2.2 Soit V une sous-varie´te´ propre d’une varie´te´ abe´lienne A (i.e. V ( A). Le
minimum essentiel de V est nul si et seulement si V est de torsion.
Le the´ore`me 2.1 a e´te´ de´montre´ par Ullmo (confer [Ull98]) et le the´ore`me 2.2 par Zhang
(confer [Zha98]), en utilisant les proprie´te´s d’e´quire´partition de´montre´es dans [SUZ97]. Le
re´sultat analogue est vrai si on remplace A par un tore (confer [Zha92]) ou plus ge´ne´ralement
par une varie´te´ semi-abe´lienne (confer [DP00]).
21
22 Produits de courbes elliptiques
2.1.1 Versions quantitatives du proble`me de Bogomolov
Ces conjectures e´tant de´montre´es, on peut s’inte´resser a` une version quantitative, en
pre´cisant  dans le the´ore`me 2.1 ou en minorant le minimum essentiel d’une varie´te´ qui
n’est pas de torsion. Graˆce au the´ore`me des minima successifs de´montre´ par Zhang (dans
[Zha95a]), ceci revient a` minorer la hauteur d’une telle varie´te´. Depuis les travaux de Bom-
bieri et Zannier (voir [BZ95] pour le cas torique et [BZ96] pour le cas abe´lien, le the´ore`me
1 de cet article e´tant vrai pour toute varie´te´ abe´lienne apre`s la de´monstration par Zhang
de la conjecture de Bogomolov ge´ne´ralise´e), on sait qu’on peut espe´rer obtenir une borne
“uniforme” pour le minimum essentiel, ne de´pendant que du degre´ de V et de la varie´te´
abe´lienne A.
Remarquons que pour obtenir de telles minorations, on doit exclure les translate´s de
sous-varie´te´s abe´liennes par des points qui ne sont pas de torsion. En effet, si V = x+B ( A,
le minimum essentiel est relie´ a` la hauteur de la projection de x dans le quotient A/B (pour
plus de de´tails, voir [Lit99]) et on peut le faire tendre vers 0 en fixant le degre´ et la dimension
de V .
Amoroso et David obtiennent une majoration quasi-optimale en le degre´ de V pour les
sous-varie´te´s des tores ([AD03]). Le degre´ y est en fait remplace´ par un invariant plus fin
et plus approprie´ aux techniques diophantiennes, l’indice d’obstruction.
De´finition 2.2 Soit V un ferme´ de Zariski propre de S une varie´te´ semi abe´lienne munie
d’un fibre´ ample. On appelle indice d’obstruction de V , note´ ω(V ) :
ω(V ) = inf{deg(Z)},
ou` l’infimum est pris sur l’ensemble des hypersurfaces (non ne´cessairement irre´ductibles)
de S contenant V .
Dans un sche´ma d’approximation diophantienne, ils utilisent les proprie´te´s de ramification
des corps cyclotomiques qu’ils traduisent en un re´sultat me´trique leur permettant d’ex-
trapoler une fonction auxiliaire nulle sur V . Par le plongement standard Gnm ↪→ Pn, on
obtient une hauteur projective h sur les points de Gnm, et un minimum essentiel µˆess sur les
sous-varie´te´s de Gnm. Ils de´montrent alors :
The´ore`me 2.3 Soit V une sous-varie´te´ propre (et irre´ductible) de Gnm de codimension k
qui n’est contenue dans aucun translate´ d’un sous-tore propre de Gnm. On a :
µˆess(V ) ≥ c(n)
ω(V )
× (log(3ω(V )))−λ(k),
ou` c(n) est un re´el strictement positif et λ(k) = (9(3k)(k+1))k.
Ce the´ore`me est optimal aux termes logarithmiques pre`s (voir la conjecture 1.2 de [AD03],
et la remarque qui suit), comme le re´sultat de Dobrowolski sur le proble`me de Lehmer, et
ses ge´ne´ralisations.
Dans le cas des varie´te´s abe´liennes, on dispose de´ja` de re´sultats quantitatifs, mais la
de´pendance en le degre´ est moins bonne. Le the´ore`me suivant est de´montre´ dans [DP02] :
The´ore`me 2.4 Soit A une varie´te´ abe´lienne de genre g ≥ 2 de´finie sur Q, principalement
polarise´e par un fibre´ M, et V une sous-varie´te´ alge´brique de A qui n’est pas translate´e
d’une sous-varie´te´ abe´lienne. Alors :
µˆess(V ) ≥ min{1;Rinj}
2(b+1)
211g3(g − k + 1)deg(V )2k(b+1) ,
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ou` k de´signe le nombre minimal de copies de V − V dont la somme est une sous-varie´te´
abe´lienne de A , b la dimension de cette sous-varie´te´ abe´lienne et Rinj la plus petite norme
de Riemann d’une pe´riode d’une conjugue´e de A.
Le terme au nume´rateur, appele´ rayon d’injectivite´, est relie´ au terme de hauteur h(A)
(hauteur projective de l’origine dans le plongement associe´ a`M⊗16) par le lemme “matriciel”
de Masser. On a plus pre´cise´ment :
Rinj ≥ 1
g2
(
d.max{1;h(A)})−1/2,
ou` d est le degre´ sur Q d’un corps de de´finition de A (voir le lemme 6.8 de [DP02], ainsi que
le corollaire 6.9 pour le lien avec la hauteur de Faltings). Cette minoration est monomiale
inverse en le degre´, alors que dans le cas torique, elle est line´aire inverse en l’indice d’obs-
truction (aux termes logarithmiques pre`s), ce qui, en vertu d’un re´sultat de Chardin (voir
infra, lemme 2.10), correspond a` une minoration en deg(V )−1/k.
Remarquons enfin que l’hypothe`se du the´ore`me 2.4 (V n’est pas un translate´ de sous-
varie´te´ abe´lienne propre) est plus faible que son analogue torique dans le the´ore`me 2.3 (V
n’est pas incluse dans un translate´ de sous-tore propre) ; cette diffe´rence se ressent de`s qu’on
obtient des re´sultats comparables au the´ore`me 2.3 et on peut pre´ciser la minoration sous
l’hypothe`se faible, en faisant intervenir la dimension du plus petit translate´ de sous-tore
propre contenant V (voir le corollaire 1.6 de [AD03]).
On souhaite ici ame´liorer la de´pendance en le degre´, et obtenir un re´sultat analogue
au cas torique. Dans ce travail, on traite le cas particulier ou` A est un produit de courbes
elliptiques. Soit donc A = E1 × · · · × Eg (g ≥ 2) un produit de courbes elliptiques de´fini
sur un corps de nombres K. Pour 1 ≤ i ≤ g, on plonge Ei dans P2 par une e´quation de
Weierstrass ; par Segre, on a aussi un plongement projectif pour A. On dispose donc d’une
hauteur de Ne´ron-Tate sur A, construite a` partir de la hauteur projective, et d’un minimum
essentiel sur les sous-varie´te´s de A. On obtient alors le re´sultat suivant :
The´ore`me 2.5 Soit V une sous-varie´te´ propre (et irre´ductible) de codimension k ≤ 2 dans
A. On suppose que V n’est contenue dans aucun translate´ d’une sous-varie´te´ abe´lienne
propre de A. On a alors :
µˆess(V ) ≥ C(A)
ω(V )
× (log(3deg(V )))−λ(k),
ou` C(A) est un re´el strictement positif ne de´pendant que de A et λ(k) = (9(2k)(k+1))k.
Par l’ine´galite´ des minima successifs (voir infra, 2.2.1 pour cette ine´galite´ et pour la de´finition
de hˆ sur les sous-varie´te´s de A), on en de´duit :
Corollaire 2.6 Soit V une sous-varie´te´ propre (et irre´ductible) de codimension k = 2 dans
un produit de courbes elliptiques A. Si V n’est contenue dans aucun translate´ d’une sous-
varie´te´ abe´lienne propre de A, on a :
hˆ(V ) ≥ C ′(A),
ou` C ′(A) est un re´el strictement positif ne de´pendant que de A.
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La minoration pre´cise du minimum essentiel trouve plusieurs applications, en direction
des conjectures formule´es par Zilber sur les varie´te´s semi-abe´liennes (dans [Zil02]), puis
Pink sur les varie´te´s de Shimura mixtes (voir [Pin05], conjectures 1.2 et 1.3). Le the´ore`me
2.4, combine´ aux ine´galite´s de Mumford et Vojta, a ainsi permis a` Re´mond de donner une
version quantitative de la conjecture de Mordell-Lang (voir [Re´m00a]). Un re´sultat re´cent
de David et Philippon ([DP07]) ame´liore la de´pendance en la hauteur de A si A = Eg
est une puissance d’une courbe elliptique, ce qui devrait permettre d’e´liminer, dans ce cas
pre´cis, le terme de hauteur dans les estimations de Re´mond.
Pour S un sous-ensemble de Gnm, on note :
S = {xy, x ∈ S, y ∈ Gnm, h(y) ≤ }.
En utilisant le the´ore`me 2.3, Habegger a de´montre´ le re´sultat suivant (voir [Hab06]) :
The´ore`me 2.7 Soit C une courbe dans Gnm qui n’est pas incluse dans le translate´ d’un
sous-tore propre, alors il existe  > 0 tel que C ∩H est fini, ou` :
H =
⋃
codimH=2
H,
la re´union portant sur tous les sous-groupes alge´briques de Gnm ayant la codimension pres-
crite.
Ce the´ore`me ge´ne´ralise a` la fois le the´ore`me 2 de [BMZ99] et la proprie´te´ de Bogomolov
pour les courbes plonge´es dans les tores. Re´cemment, Maurin a de´montre´ la conjecture
de Zilber-Pink pour une courbe plonge´e dans un tore, en utilisant le the´ore`me 2.7 et une
ine´galite´ de Vojta uniforme. Plus pre´cise´ment, si C est une courbe et S un sous-ensemble
de Gnm, notons :
E(C,S) = C ∩
⋃
codim(B)=2
S ·B,
ou` la re´union porte sur les sous-tores de codimension indique´e. Maurin de´montre d’abord
le the´ore`me suivant (the´ore`me 1.5 de [Mau07]) :
The´ore`me 2.8 Soit C une courbe de Gnm qui n’est pas incluse dans le translate´ d’un sous-
tore propre et Γ un sous-groupe de rang fini de Gnm. Alors il existe un re´el  > 0 tel que
l’ensemble E(C,Γ) soit fini.
Et il en de´duit :
Corollaire 2.9 Soit C une courbe alge´brique irre´ductible de Gnm non incluse dans un sous-
groupe alge´brique propre. Alors C ∩H est fini.
Ce corollaire ame´liore le re´sultat principal de [BMZ99], qui suppose que C n’est pas incluse
dans un translate´ de sous-groupe alge´brique propre. Une extension du the´ore`me 2.5 a` la
codimension ge´ne´rale pourrait permettre la de´monstration des the´ore`mes e´quivalents aux
the´ore`mes 2.7 et 2.8 dans le cadre multi-elliptique.
2.1.2 Plan de l’article
La preuve du the´ore`me 2.5 est une adaptation du sche´ma de transcendance mis en
oeuvre dans [AD03]. La deuxie`me partie rassemble quelques pre´liminaires sur les courbes
elliptiques. On y introduit notamment le plongement e´tire´. Celui-ci permet de ne´gliger la
constante de comparaison entre la hauteur projective, qui intervient naturellement dans les
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constructions d’approximation diophantienne, et la hauteur de Ne´ron-Tate, qui entre dans
la de´finition du minimum essentiel. On choisit aussi la base de de´rivations qu’on utilisera
dans la phase transcendante.
Dans la troisie`me partie, on suppose que le minimum essentiel d’une sous-varie´te´ V est
faible, et on en de´duit, par un lemme de Siegel absolu, qu’il existe une fonction auxiliaire
nulle sur V avec une forte multiplicite´, de degre´ et de hauteur borne´s. Le reste de la partie
est consacre´ a` la majoration de cette hauteur ; en e´tudiant d’abord la hauteur, puis le rang
du syste`me line´aire associe´.
Dans l’e´tape d’extrapolation, on e´tudie les proprie´te´s de ramification des points de
torsion d’une courbe elliptique et on en de´duit une proprie´te´ me´trique, qui permet de
montrer que la fonction auxiliaire construite dans la partie 2.3 est nulle sur les translate´s
de V par certains points de torsion. La qualite´ de la proprie´te´ me´trique p-adique de´pend
du type de re´duction des courbes elliptiques modulo p ; ceci oblige a` faire un choix sur les
premiers, contrairement au cas torique. On montre l’existence d’un ensemble de premiers
adapte´ et assez gros pour mener la preuve a` son terme. Pour obtenir assez d’informations
dans la dernie`re phase de la preuve, on est amene´ a` ite´rer k fois cette phase d’extrapolation,
k e´tant la codimension de V .
La partie 2.5 est consacre´e au lemme de ze´ros, qui permet de comparer le degre´ de
la fonction auxiliaire a` celui d’une large re´union impliquant des sous-varie´te´s obstructrices
lie´es a` V , et indexe´e par les points d’extrapolation. Un travail combinatoire de´licat autour
du stabilisateur est alors ne´cessaire pour en extraire une ine´galite´ plus simple, n’impliquant
que le degre´ d’une sous-varie´te´ obstructrice.
Comme dans le cas torique, il manque une hypothe`se de coprimalite´ entre des nombres
construits simultane´ment pour conclure. La dernie`re partie reprend donc la strate´gie de
descente de [AD03], et c’est a` ce stade qu’on doit supposer que la codimension de V est
≤ 2. La mise en oeuvre de cette me´thode de descente est plus difficile sur un produit de
courbes elliptiques, car si on fixe l un entier, l’isoge´nie [l] qu’on utilise pour “de´caler” les
varie´te´s n’est pas adapte´e au proble`me (un rele`vement du Frobenius en caracte´ristique 0
serait le bon morphisme, mais n’existe que dans le cas CM). Pour de´montrer la codimension
2, on a du travailler, de`s la transcendance, avec des ferme´s de Zariski pas ne´cessairement
irre´ductibles.
2.2 Pre´liminaires sur les produits de courbes elliptiques
2.2.1 Quelques de´finitions
Soit E1, . . . , Eg des courbes elliptiques de´finies sur K un corps de nombres. Fixons
1 ≤ i ≤ g ; on se donne une e´quation de Weierstrass pour Ei : y2i = x3i + aixi + bi et on
plonge Ei dans P2 par le morphisme :
(xi, yi) → [xi : yi : 1]
∞ → [0 : 1 : 0].
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Soit L un corps de nombres et P = [P0 : P1 : P2] un point de P2(L). On de´finit la hauteur
projective de P par la formule suivante :
h(P ) =
1
[L : Q]
∑
v∈M(L)
nvlog max{|P0|v, |P1|v, |P2|v},
ou`M(L) de´signe l’ensemble des places de L, et ou` on normalise les valeurs absolues de telle
sorte que la formule du produit soit satisfaite :
∀x ∈ L, x 6= 0 :
∏
v∈M(L)
|x|nvv = 1,
avec, pour tout v/p et p ∈ Z : |p|v = p−1/p. La formule donnant la hauteur ne de´pend
pas du choix du corps de de´finition L de P (par normalisation), et elle ne de´pend pas du
choix d’un repre´sentant de P (par la formule du produit). On dispose donc d’une hauteur
projective sur Ei. On de´finit aussi la hauteur de Ne´ron-Tate, donne´e par la formule :
∀P ∈ Ei : hˆ(P ) = lim
n→∞
h([n]P )
n2
.
Cette fonction hauteur ve´rifie les proprie´te´s suivantes, ou` [n] de´signe l’isoge´nie de multipli-
cation par n :
– hˆ(P ) = 0 si et seulement si P est un point de torsion de Ei.
– la hauteur est quadratique : hˆ([n]P ) = n2hˆ(P ), pour tout P ∈ Ei.
– il existe un re´el cEi ne de´pendant que de Ei telle que : ∀P ∈ Ei : |h(P )− hˆ(P )| ≤ cEi .
On plonge maintenant A = E1×· · ·×Eg dans un espace projectif par Segre. On a encore
une hauteur projective (resp. une hauteur de Ne´ron-Tate) sur A en sommant les hauteurs
projectives (resp. les hauteurs de Ne´ron-Tate) sur chaque Ei. On note encore h (resp. hˆ)
cette hauteur.
Ce plongement permet aussi de de´finir le degre´ et la hauteur d’une sous-varie´te´ de A. En
effet, soit plus ge´ne´ralement V une varie´te´ de dimension d plonge´e dans un espace projectif
Pn. On de´finit son degre´, qu’on note D, par la formule suivante :
D = ad(V )d!,
ou` ad(V ) est le coefficient dominant du polynoˆme de Hilbert de V (voir [Har77], page 47).
On peut montrer que D est le nombre de points d’intersection de V avec n− d hyperplans
de Pn en “position ge´ne´rale”.
On a de´fini dans l’introduction un invariant plus fin que le degre´, l’indice d’obstruction.
Si le the´ore`me qu’on souhaite de´montrer ne fait apparaˆıtre que cet indice, on aura besoin,
au cours de la preuve, de l’indice d’obstruction avec poids :
De´finition 2.3 Soit V un ferme´ de Zariski propre de A et α un re´el positif. On pose :
ω(α, V ) = inf{(αdeg(Z))1/codim(Z)},
ou` l’infimum porte sur l’ensemble des ferme´s e´quidimensionnels et propres de A contenant
V .
Le lemme suivant compare l’indice d’obstruction simple, qui ne prend en compte que les
hypersurfaces, et l’indice d’obstruction avec poids :
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Lemme 2.10 Soit V un ferme´ de Zariski e´quidimensionnel et propre de A de codimension
k et α ≥ 1. Il existe une constante c0 > 0 ne de´pendant que de A telle que :
c0α
1/kω(V ) ≤ ω(α, V ) ≤ αω(V ).
Preuve
L’ine´galite´ de droite est claire. Celle de gauche est une conse´quence d’un re´sultat de
Chardin (confer [Cha90], pages 8 et 9). Remarquons que seule la dimension du projectif
dans lequel on plonge A intervient dans c0, un plongement de Weierstrass ayant e´te´ fixe´
pour chaque courbe elliptique.
2
Soit V une sous-varie´te´ de A. On de´finit la hauteur projective de V comme e´tant la
hauteur de la forme de Chow qui lui est associe´e et on la note h(V ). On construit ensuite
la hauteur normalise´e hˆ(V ) par passage a` la limite :
hˆ(V ) = limm→+∞
h([m]V )deg(V )
m2 deg([m]V )
.
Cette limite existe et la hauteur ainsi construite ge´ne´ralise la hauteur de Ne´ron-Tate pour
les points de A (voir [HS00], page 450 et [Phi95]). On peut aussi de´finir la hauteur d’une
varie´te´ par l’approche arakelovienne (confer [BGS94], partie 3). Ces deux notions co¨ıncident,
si on fait le choix de la norme L2 pour les places archime´diennes dans la de´finition de la
hauteur projective. Le the´ore`me des minima successifs de´montre´ par Zhang (dans [Zha95a])
implique les ine´galite´s suivantes :
The´ore`me 2.11 (ine´galite´ des minima successifs)
Soit V une sous-varie´te´ de A. Alors :
hˆ(V )
(dim(V ) + 1)D
≤ µˆess(V ) ≤ hˆ(V )
D
.
2.2.2 Le plongement e´tire´
Lors de la phase de transcendance, on aura besoin d’e´liminer la constante de comparaison
entre hauteur projective et hauteur canonique sur A. On peut y arriver en conside´rant un
plongement e´tire´.
Soit M un entier strictement positif. On rappelle que l’isoge´nie de multiplication par M
sur A est note´e [M ] et on de´finit φM :
A → A×A
x → (x, [M ]x).
Ce plongement a e´te´ utilise´ pour la premie`re fois par Laurent pour e´tudier le proble`me de
Lehmer elliptique (confer [Lau83]) ; on suit ici la terminologie de Philippon ([Phi95]). Le
principe en est le suivant : le lemme de Siegel nous renseigne sur la hauteur projective, et
le minimum essentiel fait intervenir la hauteur de Ne´ron-Tate associe´e au plongement. On
sait que la diffe´rence entre ces deux hauteurs est borne´e mais la hauteur de Ne´ron-Tate,
qu’on prendra proche du minimum essentiel au cours de la preuve, peut eˆtre tre`s petite ; il
y a donc une perte d’information sur la hauteur projective. Le plongement e´tire´ multiplie la
hauteur par un parame`tre assez grand, qui rend ne´gligeable la constante de comparaison.
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On a vu que la varie´te´ A admet un plongement projectif ; par Segre, le produit A × A
admet aussi un plongement dans un espace projectif (dont la dimension sera note´e n), une
hauteur projective et une hauteur de Ne´ron-Tate. On notera VM (resp. AM ) l’image par φM
de V (resp. A) et AM l’anneau des fonctions sur AM . Le lemme suivant indique la variation
de la hauteur et du degre´ par φM :
Lemme 2.12 Si x est un point de A, on a :
hˆ(φM (x)) = (M2 + 1)hˆ(x),
et si V est une sous-varie´te´ de A, on a :
deg(VM ) = (M2 + 1)dim(V )deg(V ).
Preuve
La premie`re partie du lemme suit de la de´finition de φM par quadraticite´ de la hauteur.
La deuxie`me partie est de´montre´e, par exemple, dans [Phi95], proposition 7.
2
2.2.3 De´rivations
En vue de l’extrapolation, on va construire des polynoˆmes s’annulant avec une forte
multiplicite´ sur VM . On doit pour cela de´finir une base de de´rivation adapte´e a` la varie´te´
abe´lienne. Pour 1 ≤ i ≤ g, la courbe elliptique Ei est plonge´e dans P2 par Weierstrass. Si on
note [Xi : Yi : Zi] les coordonne´es projectives, un parame`tre en 0 est donne´ par : ti = Xi/Yi.
Sur A = E1 × · · · × Eg, on a une base de parame`tres en 0 donne´e par (t1, . . . , tg), ou`
on confond un parame`tre de Ei et son image dans le produit. A cette base de parame`tres
correspond une base du tangent de A en 0 qu’on appelle (∂1, . . . , ∂g). On fait de meˆme
pour A × A, de telle sorte que (∂1, . . . , ∂g) soit une base de de´rivation en 0 de A × 0, et
(∂g+1, . . . , ∂2g) soit une base de de´rivation en 0 de 0×A.
Soit x ∈ A. On peut de´duire des parame`tres (t1, . . . , tg) en 0, des parame`tres locaux au
voisinage de x :
(t1 ◦ τ−x, . . . , tg ◦ τ−x),
ou` τ−x de´signe la translation par −x sur A. On en de´duit une base du tangent de A en x,
qu’on note (∂1,x, . . . , ∂g,x), telle que pour tout 1 ≤ i ≤ g, ∂i,x engendre le tangent de l’image
de Ei dans A.
On en de´duit de meˆme une base du tangent de A×A en tout point. L’application induite
par [M ] sur le tangent de A e´tant la multiplication par M , on obtient enfin une base de
de´rivations en tout (x,Mx) ∈ AM par la formule :
δi,x = ∂i,(x,[M ]x) +M∂g+i,(x,[M ]x), pour i = 1, . . . , g.
On note enfin, pour λ = (λ1, . . . , λg) :
δλx =
1∏g
i=1 λi!
(δ1,x)λ1 ◦ · · · ◦ (δg,x)λg .
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2.2.4 Choix de la constante
La minoration que l’on a en vue fait intervenir une constante ne de´pendant que de la
varie´te´ abe´lienne A = E1×· · ·×Eg. On a de´ja introduit une constante c0 ne de´pendant que
de A et on introduira par la suite d’autres constantes c1, . . . , c16. On choisira une constante
C0, ne de´pendant que de A, grande devant les constantes c0, . . . , c16. La constante C(A) du
the´ore`me 2.5 s’exprimera simplement en fonction de C0. Ces constantes sont calculables mais
notre me´thode ne permet pas d’ame´liorer la de´pendance en la hauteur de A du the´ore`me
2.4.
2.3 Construction de la fonction auxiliaire
On peut maintenant passer a` la de´monstration proprement dite, qui commence avec
un lemme de Siegel. Dans cette premie`re e´tape, on suppose que la varie´te´ V admet un
minimum essentiel faible. On en de´duit qu’il existe un polynoˆme nul sur XM (ou` X est
un ferme´ de Zariski lie´ a` V ), avec une forte multiplicite´, de hauteur et de degre´ controˆle´s.
On travaillera plutoˆt avec un ensemble alge´brique plus ne´cessairement irre´ductible, mais
e´quidimensionnel, en vue de la dernie`re phase de la preuve.
2.3.1 Un lemme de Siegel absolu
Sous sa forme classique, le lemme de Siegel donne l’existence d’e´le´ments dans un espace
vectoriel sur K, ou` K est un corps de nombres, dont la hauteur est borne´e en fonction du
degre´ et du discriminant de K, de la hauteur du syste`me et de sa dimension. On veut borner
ici la hauteur d’un point dans un espace vectoriel sur Q, sans faire apparaˆıtre son corps de
de´finition. Le lemme suivant est de´montre´ dans [DP99] (en particulier la remarque suivant
le lemme 4.7) :
Lemme 2.13 Soient S un sous-espace vectoriel de QN+1 de dimension d et  > 0. Alors il
existe un point non nul x ∈ S(Q) de hauteur :
hL2(x) ≤
hL2(S)
d
+
log d
2
+ .
La hauteur L2 diffe`re de la hauteur de Weil aux places archime´diennes, ou` la norme du
supremum est remplace´e par la norme euclidienne. Elle est donc plus grande que la hauteur
de Weil.
La hauteur de S est la hauteur du point repre´sentant S dans l’alge`bre exte´rieure. Si
(α1, . . . , αd) est une base de S, la hauteur L2 de S est :
hL2(S) = hL2(α1 ∧ · · · ∧ αd) ≤ hL2(α1) + · · ·+ hL2(αd).
Cette hauteur ne de´pend pas du choix de la base pour S car si (β1, . . . , βd) est une autre
base de S, β1 ∧ · · · ∧ βd est coline´aire a` α1 ∧ · · · ∧ αd, donc a meˆme hauteur.
2.3.2 Lemme de Siegel et section de petite hauteur
Pour adapter le lemme pre´ce´dent aux polynoˆmes s’annulant sur un ferme´ de Zariski
XM (image d’un ferme´ X e´quidimensionnel par plongement e´tire´), on note BM l’ide´al de
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de´finition de XM sur Q ; c’est un ide´al homoge`ne. Si T ≥ 1, on de´finit B(T )M , l’ide´al engendre´
par les polynoˆmes P tels que :
∀x ∈ X, ∀λ ∈ Ng tq
g∑
i=1
λi ≤ T − 1 : δλxP = 0.
On note aussi [BM ]L l’ensemble des polynoˆmes homoge`nes de degre´ L de BM . C’est un sous
espace vectoriel de Q[X0, . . . , Xn]L, qui est un espace vectoriel de dimension (L+nn ).
De´finition 2.4 Si I est un ide´al homoge`ne (associe´ a` X, un ferme´ de Zariski de Pn), on
appelle fonction de Hilbert ge´ome´trique de I l’application qui a` L associe la dimension de
l’espace des e´le´ments de I de degre´ L. On note H(I, .) cette fonction.
On a clairement l’e´galite´ :
H(I, L) = (L+nn )− dimQ[I]L.
On va appliquer le lemme de Siegel avec comme espace vectoriel total :
[
Q[X0, . . . , Xn]/AM
]
L
et comme sous-espace S =
[B(T )M /AM]L. On a les formules suivantes pour les dimensions
de S et de son orthogonal :
dim S = H(AM , L)−H(B(T )M , L)
dim S⊥ = H(B(T )M , L).
Voici donc l’adaptation du lemme de Siegel :
Lemme 2.14 Soit L et T tels que :
dimQ
[B(T )M /AM]L > 0.
Il existe une constante c4 ne de´pendant que de A telle que : pour tout ′ > 0, il existe un
e´le´ment P de
[B(T )M /AM]L non nul sur AM tel que :
hL2(P ) ≤
c4H(B(T )M , L)
H(AM , L)−H(B(T )M , L)
(
LM2
(
µˆess(V )+′
)
+L+T log
(
2M(T+L)
))
+
1
2
log(L+nn ).
Remarque La hauteur de P est la hauteur projective de ses coefficients.
Preuve
Il s’agit essentiellement, dans ce lemme, de majorer la hauteur du syste`me line´aire S. On
va d’abord de´montrer qu’on peut se contenter de trouver un polynoˆme nul avec multiplicite´
sur les points de XM de hauteur petite et de degre´ borne´ ; ces points sont en nombre fini
par le the´ore`me de Northcott. Les polynoˆmes non nuls sur AM sont les polynoˆmes non nuls
de Q[X0, . . . , Xn]/AM .
Soit ′ > 0 quelconque et θ = µˆess(X) + ′. Conside´rons, pour D ∈ N∗, l’ensemble fini :
ΛD = {x ∈ X(Q) tq h(x) ≤ θ et [Q(x) : Q] ≤ D}.
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Les ΛD sont croissants et on peut leur associer les espaces vectoriels S′D forme´s par les
polynoˆmes F ∈
[
Q[X0, . . . , XN ]
]
L
nuls sur φM (ΛD) a` un ordre au moins T . Par choix des
ope´rateurs de de´rivation, un polynoˆme de AM est nul sur XM a` tout ordre, et on a :
∀D ∈ N, AM ⊂ S′D.
Les S′D sont des espaces vectoriels de dimension finie et de´croissants. Ils sont donc station-
naires et il existe S′∞ tel que pour D assez grand S′D = S
′∞. Comme AM ⊂ S′∞, on forme
le quotient S∞ = S′∞/
[AM]L. On a :
S = [B(T )M /AM ]L ⊂ S∞.
L’autre inclusion est vraie : les polynoˆmes de S′∞ sont nuls sur φM (Λ) a` un ordre ≥ T , ou`
on a note´ Λ la re´union des ΛD, c’est-a`-dire {x ∈ X(Q) tq h(x) ≤ θ}. De plus, φM est un
plongement ferme´ et l’adhe´rence de Zariski de Λ est X donc les polynoˆmes de S′∞ sont nuls
a` un ordre ≥ T sur XM (Q) tout entier.
On a donc l’e´galite´ S = S∞, qui va nous permettre d’estimer la hauteur de S en passant
par son orthogonal (on sait en effet que la hauteur de S⊥ est e´gale a` celle de S, voir [Sch91]
chapitre 1, 8). Soit x ∈ Λ et P s’annulant a` un ordre λ en x. On a :
δλxP = 0;
ce qui se traduit par :
< P, yx,λ >= 0,
ou` <,> est le produit scalaire habituel sur un ouvert affine contenant x, et yx,λ est un
vecteur de´pendant de x et λ. Pour x variant dans Λ, et λ de´crivant tous les multi-indices
de somme plus petite que T , les yx,λ sont des ge´ne´rateurs de S⊥, et leurs coordonne´es sont
les :
δλxG,
ou` G parcourt l’ensemble des monoˆmes unitaires de degre´ L. Par choix des ope´rateurs de
de´rivation, on peut e´crire :
δλx = δ
λ
0 ◦ τ∗(x,[M ]x),
ou` τ∗(x,[M ]x) est la translation par (x,Mx) sur l’alge`bre des fonctions re´gulie`res.
Soit G un monoˆme unitaire de degre´ L. Commenc¸ons par regarder τ∗(x,[M ]x)G. D’apre`s
la proposition 8.2 de [Dav95], la forme τ∗(x,[M ]x)G est de degre´ ≤ 2L et de hauteur
≤ h(G) + c1Lh(x, [M ]x),
pour une certaine constante c1 ne de´pendant que de A. On remarque ensuite que G est de
hauteur nulle, et qu’on peut majorer h(x, [M ]x) en la comparant a` la hauteur de Ne´ron-Tate
puis en utilisant le lemme 11. Par de´finition, l’ope´rateur δλ0 est un monoˆme de degre´ |λ| en
les ∂i dont les coefficients sont de hauteur :
≤ T log(2M).
De plus, si ∆ est un monoˆme de poids k en les ∂i et H est un polynoˆme de degre´ L en les
coordonne´es projectives de A×A, en appliquant la proposition 8.1 de [Dav95], a` une base
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de fonctions elliptiques, on obtient : h(∆(H)) ≤ c2T log(T + L), pour une constante c2 ne
de´pendant que de A. On a donc, pour une constante c3 ne de´pendant que de A :
h(δλxG) ≤ c3
(
LM2hˆ(α) + L+ T log(T + L) + T log(2M)
)
.
Le second terme correspond a` la comparaison entre hauteurs projective et canonique, le
troisie`me a` la majoration des hauteurs des de´rive´es en 0, et le quatrie`me a` la modification
des ope´rateurs de de´rivation due au plongement e´tire´.
Comme la diffe´rence entre hauteur de Weil et hauteur L2 est majore´e par une fonction ne
de´pendant que de la dimension du projectif, qui est elle aussi borne´e, il existe une constante
c4 telle que :
hL2(yx,λ) ≤ c4
(
LM2h(x) + L+ T log(T + L) + T log(2M)
)
.
Par ailleurs, si on note d la dimension de S⊥, on sait que pour tous points (α1, . . . , αd) :
hL2(α1 ∧ · · · ∧ αd) ≤ hL2(α1) + · · ·+ hL2(αd).
On en de´duit :
hL2(S) = hL2(S
⊥) ≤ dim(S⊥) max hL2(yx,λ)
≤ c4
(
H(B(T )M ;L)
)(
LM2(µˆess(X) + ′) + L+ T log(T + L) + T log(2M)
)
.
Le the´ore`me vient imme´diatement en appliquant le lemme 2.13 avec
 =
1
2
log
(L+nn )
dimS
> 0,
cette dernie`re ine´galite´ de´coulant de l’hypothe`se faite sur L et T dans le lemme 2.14.
2
2.3.3 Bornes pour les fonctions de Hilbert
Pour pouvoir expliciter le re´sultat du paragraphe pre´ce´dent, on doit estimer les fonctions
de Hilbert H(B(T )M ;L) et H(AM ;L). On majore d’abord H(B(T );L) en fonction de H(C;L),
ou` C est un ide´al bien choisi en fonction de X.
Plus pre´cise´ment, soit C un ide´al homoge`ne tel que A ( C ⊂ B, associe´ a` un ferme´ de
Zariski Z e´quidimensionnel de codimension k′ dans A. Il lui correspond un ferme´ ZM de
AM et un ide´al CM . On a alors la proposition :
Proposition 2.15 Soit L un entier et T ≥ 1 ; on a les ine´galite´s suivantes :
H(B(T )M ;L) ≤ H(C(T )M ;L) ≤
(T−1+k′
k′
)
H(CM ;L).
Preuve
La premie`re ine´galite´ est imme´diate. La de´monstration de la seconde de´coule du rai-
sonnement de ge´ome´trie diffe´rentielle classique appele´ “astuce de Philippon-Waldschmidt”
(voir [PW88], lemme 6.7, reprise dans [DH00], lemme 5.1 par exemple). L’ide´e, qu’on de´taille
ici, est de se ramener a` une base du cotangent de V (les de´rivations du tangent n’e´tant pas
“couˆteuses” par de´finition).
2.3 Fonction auxiliaire 33
Quitte a` renume´roter les indices, on peut supposer que
(δ1,x, . . . , δk′,x)
se projette sur une base du cotangent de ZM dans AM , pour tout x dans un ouvert de Zariski
U dense dans ZM . En effet, le cotangent est l’image de la matrice jacobienne associe´e a` la
varie´te´ ZM (sur un ouvert affine), et sa dimension est la taille maximale d’une sous-matrice
de de´terminant non nul. A chaque sous-matrice carre´e de taille k′, on associe l’ouvert des
points ou` le de´terminant ne s’annule pas. La re´union finie de ces ouverts est ZM tout entier
donc l’un d’entre-eux est non vide et par suite Zariski-dense.
De´montrons :(
δλxF = 0, ∀λ ∈ Nk
′
tel que |λ| ≤ T, ∀x ∈ ZM
)
=⇒ F ∈ C(T+1)M , (2.1)
ou` on a plonge´ Nk′ dans Ng en comple´tant les k′-uplets par des ze´ros. Faisons une premie`re
re´currence sur T . Le re´sultat est vrai pour T = 0. On le suppose vrai au rang T −1 ≥ 0. Soit
F un polynoˆme ve´rifiant l’assertion de gauche dans (2.1). Soit (λ1, . . . , λg) tel que |λ| ≤ T .
On fait une nouvelle re´currence sur la longueur re´siduelle
|λ|′ = λk′+1 + . . .+ λg,
pour montrer que δλxF = 0 pour tout x ∈ ZM . Pour |λ|′ = 0, l’assertion de gauche signifie
justement que : δλxF = 0 pour tout x ∈ ZM . Supposons le re´sultat de´montre´ pour |λ|′−1 ≥ 0.
Soit x ∈ U ; quitte a` renume´roter les indices, comme |λ|′ ≥ 1, on peut e´crire :
δλxF = uδg,x ◦ δµxF ;
la constante u correspond aux factorielles dans la de´finition des δi.
Comme (δ1,x, . . . , δk′,x) se projette sur une base du cotangent de ZM en (x, [M ]x), on
de´compose :
δg,x = δx + δ˜x,
ou` δx est une combinaison line´aire des δi,x (1 ≤ i ≤ k′), et δ˜x est un vecteur du tangent de
ZM , variant avec x. On a :
δx ◦ δµxF = 0,
par hypothe`se de deuxie`me re´currence et : δ˜x ◦ δµxF = 0. En effet, v → δµv est un polynoˆme
de C par hypothe`se de premie`re re´currence ; le re´sultat suit de la de´finition du tangent.
Ainsi, δλxF = 0 pour tout x ∈ U donc sur ZM tout entier car U est Zariski-dense dans ZM .
L’implication (2.1) donne une majoration du nombre de conditions line´aires a` e´crire
pour eˆtre dans C(T+1)M . La de´rivation e´tant de degre´ 1, on obtient :
H(C(T )M ;L) ≤
T−1∑
j=0
(j+k′−1
k′−1
)
H(CM ;L) ≤
(T−1+k′
k′
)
H(CM ;L).
Le terme binomial
(j+k′−1
k′−1
)
est le nombre de k-uplets d’entiers de somme j ; on calcule la
somme en remarquant qu’il y autant de monoˆmes a` k variables de degre´ majore´ par T − 1
que de monoˆmes a` k + 1 variables de degre´ T − 1.
2
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Il nous reste donc a` trouver des bornes pour les fonctions de Hilbert H(CM ;L) et
H(AM ;L). On sait par le the´ore`me de Hilbert-Serre (confer [Har77] page 51) qu’elles sont
polynomiales pour L assez grand. On en connaˆıt le coefficient dominant :
H(CM ;L) = deg(ZM )(g − k′)! × L
g−k′ +O(Lg−k
′−1).
On a en fait la majoration suivante, vraie pour tout L positif :
Proposition 2.16 Si CM est un ide´al associe´ a` un ferme´ de Zariski ZM de codimension
k′ dans AM , on a :
H(CM ;L) ≤
(L+g−k′
g−k′
)
deg(ZM ).
Preuve
C’est le re´sultat principal de [Cha88], vrai pour les ide´aux homoge`nes e´quidimensionnels
et ge´ome´triquement re´duits.
2
Il est important d’avoir un re´sultat pre´cis en fonction du ferme´ ZM , qui sera bientoˆt lie´
a` X, mais pour minorer H(AM ;L), on peut se contenter d’une borne moins explicite, qui
re´sulte du the´ore`me de Hilbert-Serre. Dans le contexte du plongement e´tire´, on doit faire
l’hypothe`se suivante sur L et M :
L ≥M2 + 1. (2.2)
Sous cette condition, on de´duit du the´ore`me de Hilbert-Serre qu’il existe une constante c5
ne de´pendant que de A telle que (pour plus de de´tails, dans le contexte torique facilement
adaptable aux varie´te´s abe´liennes, voir [DP99], 4.1) :
H(AM ;L) ≥ c5 deg(AM )Lg.
On en de´duit imme´diatement, par le lemme 2.12 :
H(AM ;L) ≥ c6 LgM2g.
En combinant toutes ces estimations, on peut majorer le quotient :
β :=
H(B(T )M ;L)
H(AM ;L) .
Pour cela, on introduit un nouveau parame`tre, note´ Tper, qui mesurera la perte totale de
multiplicite´ (apre`s extrapolations). On suppose donc : Tper ≤ T .
Proposition 2.17 Il existe une constante c7 ne de´pendant que de A, et 1 ≤ k′ ≤ k tels
qu’on ait la majoration suivante :
β ≤ c7
Tper
(Tω(Tper, X)
M2L
)k′
.
Preuve
Par de´finition de l’indice d’obstruction avec poids, il existe un ensemble alge´brique Z
de A de codimension k′ et e´quidimensionnel, contenant X, tel que :
ω(Tper, X) = (Tperdeg(Z))1/k
′
.
On applique les deux propositions pre´ce´dentes avec ce choix de Z, et on majore les coeffi-
cients binomiaux : (T−1+k′
k′
) ≤ T k′ ;
en utilisant, pour 0 ≤ i ≤ k′ − 1 :
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T + i ≤ T (1 + i), car T ≥ 1.
Puis : (L+g−k′
g−k′
) ≤ (L)g−k′ ;
en effet, pour 1 ≤ i ≤ g − k′ :
L+ i ≤ (L+ 1)i.
Le lemme 2.12 permet alors d’exprimer deg(ZM ) en fonction de deg(Z) et on a, pour une
constante c7 ne de´pendant que de A :
β ≤ c7
( T
M2L
)k′
deg(Z).
Le re´sultat suit alors du choix de Z.
2
Remarques La pre´sence du Tper au de´nominateur compensera le terme en T log(T +L) qui
est apparu lorsqu’on a majore´ la hauteur des de´rive´es dans le lemme de Siegel. L’utilisation
de l’indice ω(Tper, X) sera justifie´e dans la partie consacre´e au lemme de ze´ros. Celui-ci
donnera l’existence de certaines varie´te´s obstructices contenant des translate´s de V et on
obtiendra une majoration lie´e a` leur degre´ plutoˆt qu’a` celui de V . Le choix de l’indice
d’obstruction avec poids nous permettra d’exploiter cette majoration.
2.3.4 Premier choix de parame`tres et simplification de la hauteur
On va maintenant simplifier la majoration de la hauteur du polynoˆme obtenue avec
le lemme de Siegel. Plus pre´cise´ment, on souhaite majorer cette hauteur de telle sorte
qu’elle n’interfe`re pas dans la phase d’extrapolation (voir infra, 2.4.4). Compte tenu de la
proposition pre´ce´dente, on prendra donc :M2L tre`s proche de Tω(Tper, X), de telle sorte que
l’exposant de Dirichlet (le quotient des dimensions apparaissant dans le lemme de Siegel)
soit petit.
Le parame`tre M a e´te´ introduit pour compenser le terme d’erreur lie´ a` la comparaison
des hauteurs ; on choisit donc M de telle manie`re que le terme M2µˆess(X) soit majore´
par une constante. Pour la hauteur du syste`me line´aire, c’est le terme en T log(T + L)
provenant de la hauteur des de´rive´es qu’on veut pre´dominant. Une majoration de L en
de´coule, puisque le terme lie´ a` la hauteur ponctuelle dans lequel il apparaˆıt doit eˆtre plus
petit que T log(T +L). On ne doit pas fixer les parame`tres L et T pour l’instant, mais on a
une ine´galite´ les impliquant ; de plus, l’hypothe`se faite sur le minimum essentiel de´pend de
T .
Soit T,L, Tper trois entiers tels que T ≥ Tper ≥ max{3, 4c7}, ve´rifiant les ine´galite´s
suivantes (pour tout ferme´ de Zariski X de A) :
L ≤ T logT et : Tω(Tper, X)
L
≥ 1.
On note [.] la partie entie`re puis on pose :
M =
[(Tω(Tper, X)
L
)1/2]
+ 1.
Le corollaire principal de cette partie s’e´nonce donc ainsi :
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Corollaire 2.18 On suppose que X est un ferme´ alge´brique propre et e´quidimensionnel de
A tel que :
µˆess(X) <
L
Tω(Tper, X)
.
Alors il existe un e´le´ment P de
[B(T )M ]L non nul sur AM tel que :
h(P ) ≤ c8 T
Tper
log(T ),
ou` c8 ne de´pend que de A.
Preuve
On commence par appliquer la proposition 2.17 pour majorer le quotient de Dirichlet
du syste`me associe´ a`
[B(T )M ]L. On en de´duit aise´ment l’ine´galite´ suivante :
β ≤ c7
Tper
≤ 1
2
.
On a donc :
β
1− β ≤ 2β < 1,
En particulier :
dimQ[B(T )M /AM ]L > 0 ;
et on peut appliquer le lemme de Siegel.
D’apre`s le lemme 2.14, pour tout ′ > 0, il existe donc un polynoˆme non nul P dans[B(T )M /AM]L de hauteur :
h(P ) ≤ hL2(P ) ≤
2c4c7
Tper
(
LM2
(
µˆess(X) + ′
)
+ L+ T log
(
2M(T + L)
))
+
1
2
log(L+nn ).
Comme on a :
Tω(Tper, X)
L
≥ 1,
on voit que :
M2µˆess(X) ≤ 4.
et il vient :
h(P ) ≤ 2c4c7
Tper
(
LM2′ + 5L+ T log(4MT ) + T loglogT
)
+
1
2
log(L+nn )
≤ 14c4c7
Tper
T log(4MT ) + 2c4c7loglogT +
n
2
log(2T logT ).
en choisissant ′ assez petit. Et le re´sultat suit, avec une constante c8 assez grande ne
de´pendant que de A, en remarquant pour le terme logarithmique que :
M2 + 1 ≤ L ≤ T log(T ).
2
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2.4 L’extrapolation
Suivant les sche´mas de transcendance classiques, on souhaite maintenant extrapoler
les ze´ros de la fonction auxiliaire. Pour y parvenir, on veut exploiter des proprie´te´s ul-
trame´triques et les joindre a` la formule du produit. Cette me´thode a notamment permis
d’obtenir des estimations pre´cises sur le proble`me de Lehmer, a` la suite de Dobrowolski
(confer [Dob79]).
On va ici montrer que la translation par des points de p-torsion bien choisis est petite
w-adiquement si w est une place au-dessus de p dans l’extension de´finie par les points
de torsion. On fixera ensuite un ensemble de nombres premiers pour l’extrapolation. On
prouvera enfin qu’un polynoˆme P tel que celui donne´ par le corollaire 2.18 doit s’annuler
sur les translate´es de X.
2.4.1 Proprie´te´s du groupe formel associe´ a` une courbe elliptique
L’extrapolation repose sur les proprie´te´s des points de p-torsion des courbes elliptiques.
Celles-ci diffe`rent selon que p est un premier de re´duction ordinaire ou supersingulie`re. Rap-
pelons des re´sultats classiques sur le groupe formel d’une courbe elliptique en caracte´ristique
positive (pour plus de de´tails, on renvoie a` [Sil86], chapitre 4). Soit p un nombre premier et
E une courbe elliptique sur k un corps alge´briquement clos de caracte´ristique p. On de´finit
la hauteur du groupe formel associe´ a` la courbe elliptique.
De´finition 2.5 Soit Ê le groupe formel associe´ a` E. On appelle hauteur de Ê et on note
ht(Ê) le plus grand entier h tel que le morphisme de multiplication par p se factorise :
[p] = f(T p
h
).
Remarques Il n’y a aucun rapport entre cette hauteur et la hauteur d’un point ou d’une
varie´te´ de´finies dans la partie 2.2. De plus, la se´rie entie`re f telle que [p] = f(T p
h
), ou`
h = ht(Ê), ve´rifie : f ′(0) 6= 0.
Le lemme suivant indique les valeurs que prend la hauteur :
Lemme 2.19 Si E est ordinaire, ht(Ê) = 1. Sinon, E est supersingulie`re et ht(Ê) = 2.
Preuve
On sait que le degre´ de la multiplication par p est p2 et que son degre´ se´parable est e´gal
au cardinal du sous-groupe de p-torsion (le corps k e´tant alge´briquement clos). Il vaut 1
dans le cas supersingulier et p dans le cas ordinaire.
D’autre part, la se´rie f de la de´finition pre´ce´dente est se´parable par la remarque, et
le Frobenius est purement inse´parable de degre´ p. Le lemme suit en comparant les degre´s
inse´parables.
2
On prend maintenant E une courbe elliptique de´finie sur K, un corps de nombres. Soit
p un nombre premier et p un premier de OK divisant p, associe´ a` une place v ; on suppose
que ep/p = 1 (il n’y a pas de ramification initiale) et que E a bonne re´duction E˜ modulo p.
On pose q = ph ou` h est la hauteur du groupe formel associe´ a` E˜.
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Proposition 2.20 Soit x un point de p-torsion de E se re´duisant sur 0 modulo p. Soit t
un parame`tre en 0 tel que, si on note t˜ sa re´duction modulo p, t˜ soit un parame`tre en 0 de
E˜. Pour toute place w/v dans un corps de de´finition des points de torsion, on a :
|t(x)|w = p−1/(q−1).
Preuve
On e´crit la multiplication par p sur la loi de groupe formel, par rapport a` t :
[p](t) = pt+
∞∑
i=2
ait
i.
En re´duisant modulo p, on a une e´quation :
[p](t˜) =
∞∑
i=2
a˜it˜
i.
Comme t˜ est encore un parame`tre, on peut appliquer le re´sultat pre´ce´dent, qui montre
que q est le premier indice i pour lequel a˜i est non nul. Par ailleurs, puisque x est un
point de p-torsion se re´duisant sur 0 modulo p, on sait (voir : [Sil86], VII, prop. 2.2), que
la multiplication par [p] en t(x) est donne´e par la loi de groupe formel. En appliquant la
premie`re identite´ a` x qui est un point de p-torsion, on obtient :
pt(x) +
q−1∑
i=2
ait(x)i = −
∞∑
i=q
ait(x)i.
Soit w/v dans un corps de de´finition de E[p](Q). Comparons les normes w-adiques : dans
le membre de gauche, comme il n’y a pas de ramification initiale, tous les ai sont divisibles
par p et c’est le premier terme qui a la plus faible valuation ; celui de droite est de norme
|t(x)q|w. On en de´duit :
p−1|t(x)|w = |t(x)q|w,
et la proposition en re´sulte, vu le choix des normes ultrame´triques.
2
2.4.2 Lemme sur les de´rive´es
On veut maintenant utiliser le re´sultat me´trique du paragraphe pre´ce´dent pour extra-
poler les ze´ros du polynoˆme P obtenu par lemme de Siegel. On y parvient par une formule
de Taylor, et on doit donc aussi majorer les normes ultrame´triques des de´rive´es de P .
La premie`re e´tape consiste a` majorer la norme w-adique des de´rive´es de P en des points
α+ x ou` α ∈ X, x = (x1, . . . , xg) tel que pour tout 1 ≤ i ≤ g, xi est un point de p-torsion,
et w/p est une place dans un corps de de´finition de α et x. Pre´cisons d’abord un re´sultat
(c’est une version faible de [Dav95], proposition 8.1, qu’on a de´ja` utilise´e pour majorer la
hauteur du syste`me line´aire dans Siegel) :
Lemme 2.21 Soit E une courbe elliptique de´finie sur un corps de nombres K, donne´e par
une e´quation de Weierstrass : y2 = x3 + ax + b, avec a, b ∈ K. On note ∂ la de´rivation
correspondant par dualite´ au parame`tre t = y/x. Alors ∂x et ∂y sont des polynoˆmes de
degre´ au plus 2 en (x, y), dont les coefficients sont des e´le´ments de K de hauteur borne´e
explicitement en fonction de E.
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Remarque L’e´quation donnant la courbe elliptique est le´ge`rement diffe´rente dans [Dav95],
ce qui est sans conse´quence sur ce lemme qualitatif.
On en de´duit le corollaire suivant :
Corollaire 2.22 Il existe une constante c9 ne de´pendant que de A telle que si p ≥ c9,
pour tout w/p, une place de K(A[p]), pour toute fonction abe´lienne f de AM , pour tous
1 ≤ i ≤ g, et λ ∈ Ng, δλi f est un polynoˆme en les fonctions abe´liennes de AM dont les
coefficients αj(f) ve´rifient :
∀j : |αj(f)|w ≤ 1.
Preuve
Par le lemme pre´ce´dent, on peut trouver une constante c9 telle que si p ≥ c9 et w/p,
pour tout i et pour toute fonction abe´lienne f de A : ∂if =
∑
j αj(f)Hj . Les Hj sont
des monoˆmes en les fonctions abe´liennes ; les coefficients αj(f) sont dans K et ve´rifient,
∀j : |αj(f)|w = 1. En effet, soit f est nulle sur Ei, soit la hauteur de cette de´rive´e est borne´e
uniquement en fonction de Ei et pour p assez grand en fonction de Ei, cette e´galite´ est
ve´rifie´e.
Les ope´rateurs de de´rivation sur AM sont des combinaisons line´aires des ∂i a` coefficients
entiers et le passage aux de´rive´es d’ordre supe´rieur s’effectue par la formule de Leibniz ; ces
ope´rations ne peuvent que diminuer les normes ultrame´triques, et le corollaire suit.
2
On regroupe maintenant la proposition et le corollaire pre´ce´dents. Soit p un nombre
premier qui ne se ramifie pas dans OK et tel que : ∀1 ≤ i ≤ g, Ei a (bonne) re´duction
ordinaire en tout ide´al premier p de OK prolongeant p. Soit p un tel premier, associe´ a` une
place v ∈ M(K) et soit q/p (associe´ a` une place w) dans K ′ = K(A[p]), le corps engendre´
par les coordonne´es des points de p-torsion de A.
Soit α ∈ A, soit x = (x1 . . . , xg) un point de p-torsion se re´duisant sur 0 modulo w (i.e.
chaque xi est un point de torsion de Ei se re´duisant sur 0 modulo w), et soit P un polynoˆme
homoge`ne sur AM nul en (α,Mα) a` l’ordre T . On fixe un ouvert affine Uα (resp. UP ) de
Pn tel que ∀i : |αi|w ≤ 1 (resp. |Pi|w ≤ 1), en divisant par la coordonne´e homoge`ne de plus
grande norme w-adique. On pose Uα,P = Uα ∩ UP . On conservera les meˆmes notations sur
Uα,P et sur Pn.
Proposition 2.23 Il existe une constante c10 ne de´pendant que de A telle que si p ≥ c10,
on a l’ine´galite´ suivante sur Uα,P :
|δλα+xP |w ≤ p−(T−|λ)|/p.
Preuve
En posant, pour 1 ≤ i ≤ g : ti = yi/xi, on voit que la re´duction t˜i de ti modulo q
est encore un parame`tre local. Montrons que dans la comple´tion K ′w munie de la norme
w-adique, on a :
δλα+xP =
∑
µ≥λ
δµαP t1(x)
µ1−λ1 · · · tg(x)µg−λg . (2.3)
On sait de´ja` que le terme de gauche se de´veloppe en se´rie entie`re selon les ti car si on note
ÔAM ,0 le comple´te´ de l’anneau local OAM ,0 en 0 le long de l’ide´al maximal m0 associe´ a` 0,
on a :
ÔAM ,0 ∼= Q[[t1 . . . , tg]].
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La se´rie de droite est le de´veloppement de Taylor en 0 selon les ti du terme de gauche,
applique´ en x. Il suffit donc de montrer qu’elle converge pour avoir e´galite´.
D’apre`s la proposition 2.20, comme p est un premier de re´duction ordinaire simultane´e
pour les Ei, on sait que pour tout 1 ≤ i ≤ g :
|ti(x)|w ≤ p−1/p.
Il reste a` majorer la norme w-adique des coefficients de la se´rie formelle. On a l’e´galite´ :
δµαP = δ
µ
0
(
P ◦ τ(α,Mα)
)
.
Pour chaque courbe elliptique Ei, on s’est donne´ une e´quation de Weierstrass dont on appelle
Ei l’ensemble des coefficients. L’addition (donc la multiplication par M) et la translation
par α sont donne´es sur les coordonne´es homoge`nes par des polynoˆmes a` coefficients dans
Z[α, Ei 1≤i≤g]. Si p est plus grand qu’une constante c10 ≥ c9 ne de´pendant que de A, les
coordonne´es de (α,Mα) et du polynoˆme Q = P ◦ τ(α,Mα) sont toutes de norme w-adique
≤ 1, par choix de l’ouvert affine.
Soit maintenant µ ∈ Ng. En ite´rant le corollaire 2.22, on voit que δµQ est un polynoˆme
en les coordonne´es affines dont les coefficients sont de norme w-adique ≤ 1. En e´valuant en
0, on obtient :
|δµαP |w ≤ 1.
La se´rie converge donc bien car pour tout 1 ≤ i ≤ g : |ti(x)|w < 1 et car la norme est
ultrame´trique. Ainsi, on a l’e´galite´ (2.3). Comme P est nul a` l’ordre T en α, un terme de
la se´rie est non-nul seulement si :
∑g
i=1 µi ≥ T ; chaque terme de la se´rie est donc de norme
≤ p−(T−|λ)|/p et la proposition est prouve´e.
2
2.4.3 Choix des bons premiers
On peut maintenant construire un ensemble de nombres premiers PA, de´pendant de
A, tel qu’on pourra extrapoler pour des points de p-torsion, ou` p ∈ PA. Cet ensemble de
premiers sera de densite´ positive parmi les premiers de N (en fait, comme on pourra le
ve´rifier dans le paragraphe 2.6.1, on pourrait se contenter d’une hypothe`se le´ge`rement plus
faible sur l’ensemble de premiers).
Dans la proposition pre´ce´dente, qui donne une proprie´te´ me´trique inte´ressante en vue de
l’extrapolation, on a suppose´ que les courbes elliptiques avaient re´duction ordinaire ; dans
le cas de la re´duction supersingulie`re, le re´sultat serait en 1/p2. Cependant, cette proprie´te´
me´trique plus faible serait compense´e par le plus grand nombre de points supersinguliers
se re´duisant sur 0 modulo q, pour q/p dans K ′ = K(A[p]). La raison pour laquelle on
n’utilise pas les premiers supersinguliers est que, sauf dans le cas CM, ces premiers sont de
densite´ nulle. On a donc besoin de nombres premiers a` re´duction ordinaire simultane´e pour
E1, . . . , Eg. On dira qu’un sous-ensemble PA de P est de densite´ d si :
|{p ∈ PA, p ≤ x}|
|{p ∈ P, p ≤ x}| → d x→ +∞.
Il s’agit de la densite´ naturelle, selon la terminologie de [Ser70], VI,4. On a le lemme :
2.4 Extrapolation 41
Lemme 2.24 Soit E1, . . . , Eg des courbes elliptiques de´finies sur un corps de nombres K.
L’ensemble des nombres premiers p tels que : ∀p ide´al premier de OK divisant p, E1, . . . , Eg
ont re´duction ordinaire simultane´e en p, est de densite´ au moins 1/2g.
Preuve
Pour les courbes elliptiques qui ne sont pas de type CM, la densite´ d’ide´aux premiers de
OK ordinaires est 1 (confer [Ser68], IV, 13) ; comme les ide´aux premiers de OK divisant un
nombre premier fixe´ sont en nombre fini infe´rieur a` [K : Q], la densite´ de nombres premiers
au-dessus desquels tous les ide´aux premiers sont a` re´duction ordinaire est aussi e´gale a` 1.
On se limite donc aux courbes CM et on suppose, quitte a` intervertir les facteurs,
que E1, . . . , Er sont de type CM, avec r ≤ g. Pour une courbe elliptique Ei de type CM,
associe´e a` un corps quadratique Ki, les premiers de bonne re´duction ordinaire sont ceux
dont la projection sur Z se de´compose dans Ki ; le type de re´duction en un ide´al premier
ne de´pend donc que de son image sur Z.
On e´crit Ki = Q(
√−di) ou` di est un entier naturel sans facteur carre´. Les premiers ≥ 3
qui se de´composent dans Ki sont les p tels que di est un carre´ modulo p, ou encore tels que
le symbole de Jacobi :
(
di
p
)
= 1. On est amene´ a` traiter le premier 2 a` part, ce qui apporte
quelques complications techniques. On e´crit donc di = 2αid′i, ou` αi vaut 0 ou 1. La loi de
re´ciprocite´ quadratique ge´ne´ralise´e nous donne :
(di
p
)
=
(d′i
p
)(2αi
p
)
=
( p
d′i
)
(−1)( p−12 )(
d′i−1
2
)(−1)( p
2−1
8
)αi .
Soit (p1, . . . , pm) l’ensemble des premiers distincts rentrant dans la de´composition des
d′i. Par le the´ore`me de Dirichlet (voir [Ser70], VI.4), les premiers sont e´quire´partis dans les
classes modulo pi ; en particulier, les premiers p tels que ( ppi ) = 1 sont de densite´ 1/2 et les
premiers p tels que ( ppi ) = −1 sont aussi de densite´ 1/2.
On note d = 8
∏m
i=1 pi. Par le lemme chinois, il existe 2
m+2 sous-ensembles de Z/dZ
correspondant chacun a` une signature  = (1, . . . , m, m+1, m+2) ou` i est la valeur du
symbole de Legendre modulo pi (pour 1 ≤ i ≤ m), m+1 est celle de (−1)(
p−1
2
), et m+2
celle de (−1)( p
2−1
8
). De plus, les premiers sont e´quire´partis dans ces sous-ensembles. A di =∏
j∈Ji pj on associe :
fi : →
∏
j∈Ji
j 
(
d′i−1
2
)
m+1 
αi
m+2.
Alors la fonction :
f = (f1, . . . , fr) : {−1, 1}m+2 → {−1, 1}r
est un morphisme de groupes et |Kerf | ≥ 2m+2−r. Chaque signature correspondant a` une
classe de densite´ 1/2m+2 en premiers, on en de´duit que les premiers de re´duction ordinaire
simultane´e sont de densite´ 1/2r.
2
On peut de´sormais construire l’ensemble de premiers PA qui servira pour l’extrapolation :
Proposition 2.25 Il existe un ensemble de premiers PA de densite´ ≥ 1/2g tel que pour
tout p ∈ PA, et pour tout p ide´al premier de OK divisant p :
– L’indice de ramification : ep/p = 1.
– Les courbes elliptiques E1, . . . , Eg ont re´duction ordinaire en p.
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– La somme
∑
p∈PA
1
p2
≤ 13 .
– Pour tout p ∈ PA, p ≥ c10.
Preuve
NotonsDK/Q le discriminant deK sur Q. La premie`re condition est ve´rifie´e si p ≥ DK/Q.
Le lemme pre´ce´dent montre qu’il existe un ensemble de premiers de densite´ ≥ 1/2g ve´rifiant
la seconde condition (en particulier, A a bonne re´duction sauf pour les ide´aux premiers
divisant son conducteur). La troisie`me condition est vraie a` condition de prendre les p plus
grands qu’une constante absolue, puisque la se´rie en question indexe´e par N∗ converge. La
quatrie`me condition est vraie pour p assez grand en fonction de A, ce qui ne change pas la
densite´.
2
2.4.4 Le lemme d’extrapolation
On extrapole maintenant au moyen de l’ensemble PA qu’on vient de construire et en
utilisant la proposition 2.23. Soit N ≥ 3 un entier, p ∈ PA tel que p ≤ N et p/p un ide´al
premier de OK associe´ a` une place v ∈M(K). On notera dans la suite :
Ker[p]p,
le sous-groupe des points de p-torsion de A(Q) se re´duisant sur 0 modulo q, pour tout q/p.
On reprend les hypothe`ses et notations du paragraphe 2.3.4. On se donne donc un ferme´
de Zariski X de A, un entier L, deux re´els T ≥ Tper ≥ max{3, 4c7}, tels que :
µˆess(X) <
L
Tω(Tper, X)
≤ 1 et L ≤ T logT.
En posant :
M =
[(Tω(Tper, X)
L
)1/2]
+ 1,
et en supposant que : M2+1 ≤ L, on a de´montre´ qu’il existe un e´le´ment P de [B(T )M ]L non
nul sur AM tel que :
h(P ) ≤ c8log(T ).
Pour simplifier la discussion qui va suivre, on introduit maintenant un parame`tre ∆
ve´rifiant l’hypothe`se suivante :
∆ ≥ C0log(3ω(X)),
ou` on rappelle que C0 est une constante ne de´pendant que de A grande devant toutes les
autres constantes introduites (voir 2.2.4). Ce parame`tre ∆ est de l’ordre de log(3ω(X)),
mais il est grand devant tous les termes en log(3ω(X)), ce qui permettra de nombreuses
simplifications. On suppose aussi, hypothe`se qui sera aise´ment ve´rifie´e par la suite, qu’il
existe une constante c11 ne de´pendant que de A telle que :
max{logM, logL, logT, logN} ≤ c11∆. (2.4)
On peut en particulier majorer tous ces termes par ∆2.
En utilisant le travail de cette partie, on souhaite de´montrer que le polynoˆme P donne´
par le lemme de Siegel est nul a` un ordre T ∗ en tout translate´ φM (x) +XM , pour un point
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x ∈ Ker[p]p, ou` p ≤ N . Ceci est possible si on fait quelques hypothe`ses en plus. On devra
d’abord trouver une relation entre T ∗, T et N qui assure que T ∗ est assez petit par rapport
a` T . Ensuite, on devra s’assurer une nouvelle fois que L n’interfe`re pas, en renforc¸ant la
majoration qu’on a de´ja` faite ; cette contrainte provient de la comparaison entre hauteur
projective et hauteur canonique ; on devra enfin faire une hypothe`se sur Tper, qui justifie la
signification de ce parame`tre (perte de multiplicite´ totale). On suppose donc :
L ≤ T ∗logT ; T ∗ = T
N∆2
≥ 1 et T ∗ ≥ T
Tper
. (2.5)
Lemme 2.26 Si les parame`tres L, T , T ∗, Tper et N ve´rifient les ine´galite´s (2.4) et (2.5)
et si p ∈ PA ∩ [3, N ], alors pour tout x ∈ Ker[p]p, le polynoˆme P est nul a` un ordre ≥ T ∗
sur φM (x) +XM .
Preuve
Soit x un e´le´ment de Ker [p]p ; on suppose par l’absurde qu’il existe λ ∈ Ng avec λ < T ∗
tel que δλP ne soit pas nul sur φM (x) +XM .
Soit  un nombre re´el > 0. Par de´finition du minimum essentiel, et comme φM est un
plongement ferme´, il existe un e´le´ment α ∈ X(Q) tel que
hˆ(α) ≤ µˆess(X) +  et δλα+xP 6= 0.
On se place sur l’ouvert affine Uα,P choisi en 2.4.2 et on note cette fois K ′ = K(A[p], α).
Compte tenu de la convention faite en 2.2.1 sur les normes ultrame´triques et comme on
a : K(A[p]) ⊂ K ′, la norme |.|w n’augmente pas par extension et on sait de´ja majorer les
normes ultrame´triques |δλα+xP |w si w est une place de L et w/v :
|δλα+xP |w ≤ p−(T0−|λ)|/p.
Aux autres places, on a la majoration e´vidente :
|δλα+xP |w ≤ max{1, |δλα+xP |w}.
Ceci permet de faire intervenir la hauteur qu’on majore de la meˆme fac¸on que dans le lemme
de Siegel. Cette fois-ci, la hauteur du polynoˆme n’est pas nulle mais on dispose justement de
la majoration fournie par le lemme de Siegel. On a plus pre´cise´ment, pour c12 ne de´pendant
que de A :
h(δλα+xP ) ≤ c12
(
LM2hˆ(α) + L+ h(P ) + T ∗log(T ∗ + L) + T ∗log(2M)
)
,
en utilisant au passage : hˆ(α+ x) = hˆ(α), car x est un point de torsion.
On remarque que T ∗ ≤ T et on applique la formule du produit sur K ′, en divisant par
le degre´ total de l’extension [K ′ : Q] :
0 ≤ c12
(
LM2hˆ(α) + L+ h(P ) + T ∗log(4T logT )
)
+
∑
w/v nw
[K ′ : Q]
(T ∗ − T ) logp
p
.
On fait ensuite tendre  vers 0 ce qui donne, apre`s simplifications :
0 ≤ c12
(
5L+ c8
T
Tper
log(T ) + 3T ∗log(T )
)
− T
[K : Q]
logp
p
.
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Et il existe une constante c13, ne de´pendant que de A, telle que :
T
logN
N
≤ c13T ∗log(T ).
Puis par l’e´galite´ de (2.5) :
T
logN
N
≤ c13 T
N∆2
log(T ).
On en de´duit que : ∆2 ≤ c13log(T ), ce qui est une contradiction par de´finition de ∆ et par
(2.4). Le lemme est donc entie`rement de´montre´.
2
2.4.5 Extrapolation ite´re´e
Comme dans le cas torique, le sche´ma de preuve qu’on a suivi oblige a` ite´rer la phase
d’extrapolation. On ite`re donc k fois l’e´tape pre´ce´dente, ou` k est la codimension de X, pour
pouvoir ensuite appliquer le lemme de ze´ros.
On se donne donc une suite finie d’entiers N1 = N, . . . , Nk, tels que pour tout 1 ≤ i ≤ k :
Ni ≤ N ; vue l’hypothe`se (2.4) faite sur N , le logarithme de chaque Ni est en particulier
ne´gligeable devant ∆. On pose aussi :
T0 = T et pour 1 ≤ i ≤ k : Ti = T0∆2iN1 . . . Ni .
On pose enfin :
Tper =
T0
Tk
La suite d’hypothe`ses (2.5) faite pour e´crire le lemme d’extrapolation s’e´tend de la fac¸on
suivante :
L ≤ TklogT et Tk ≥ 1. (2.6)
On a donc la proposition :
Proposition 2.27 Sous les hypothe`ses du paragraphe 2.4.4, en supposant de plus que (2.6)
est ve´rifie´, alors il existe un polynoˆme P de degre´ L nul a` un ordre Tk sur⋃
(p1,...,pk)
( ⋃
xi∈Ker[pi]pi ,1≤i≤k
φM (x1 + · · ·+ xk) +XM
)
,
ou` la re´union porte sur les (pi, pi), 1 ≤ i ≤ k, tels que pour tout i, pi ∈ PA ∩ [3, Ni], et pi
est un ide´al premier de OK divisant pi.
Preuve
La preuve se fait par re´currence, graˆce au lemme d’extrapolation. Il suffit de remarquer
que la hauteur de Ne´ron-Tate, donc le minimum essentiel, ne change pas si on translate
la varie´te´ par un point de torsion ; et que par (2.6), les parame`tres interme´diaires Ti, pour
1 ≤ i ≤ k, ve´rifient :
L ≤ TilogT et Ti ≥ 1.
2
Remarque Graˆce a` une approche nouvelle dans la phase de transcendance, Amoroso a
re´cemment montre´ qu’on pouvait, au moins dans le cas torique, ne plus recourir a` l’extra-
polation ite´re´e et au lemme de ze´ros qui suit (confer [Amo07]).
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2.5 Lemme de ze´ros
On a de´montre´ a` la fin de la partie pre´ce´dente qu’il existait un polynoˆme P de degre´
controˆle´ s’annulant sur de nombreux translate´s de XM . Sachant cela, on commence par
se ramener a` X (le plongement e´tire´ n’e´tant plus utile apre`s la phase de transcendance).
Le ferme´ de Zariski X sera par la suite une re´union de translate´s d’une meˆme varie´te´
(irre´ductible) V par des points de torsion. On voudra alors comparer le degre´ de V a` celui
de P pour obtenir une contradiction. Cette comparaison est l’objet d’un lemme de ze´ros,
mais on n’y parvient pas directement (sauf en codimension 1) et on doit tenir compte de
varie´te´s obstructrices contenant un translate´ de V . Dans ce contexte, il est particulie`rement
pratique de travailler avec des indices d’obstruction avec poids.
2.5.1 Le the´ore`me
Le lemme de ze´ros dont on aura besoin est une version raffine´e des lemmes de ze´ros
classiques de´montre´s par Philippon. Une premie`re version de ces lemmes raffine´s a e´te´
prouve´e dans le contexte torique ([AD03], 4) et sa ge´ne´ralisation aux groupes alge´briques
(avec le formalisme tre`s souple des dessous d’escalier pour traiter la multiplicite´) a e´te´
annonce´e dans cette meˆme re´fe´rence.
On cite ici une version interme´diaire, la varie´te´ A e´tant un produit de courbes elliptiques,
et la multiplicite´ e´tant constante uniforme selon les directions tangentielles. De plus, comme
on va appliquer ce lemme sur A et non sur AM , on conside´rera le polynoˆme P˜ = φM ∗(P )
de degre´ L˜ = (M2 + 1)L.
The´ore`me 2.28 Soit V une sous-varie´te´ irre´ductible de A, de codimension k, et Σ0, . . . ,Σk
des sous-ensembles finis de A tels que pour tout 1 ≤ i ≤ k :
Σi =
⋃
l=1,...,si
Hi,l,
ou` les Hi,l sont des sous-groupes de A ; et Σ0 = H0, un sous-groupe fini de A. Soit de plus P˜
une fonction non identiquement nulle sur A, a` coefficients dans Q, de degre´ L˜, qui s’annule
sur Σ0+ · · ·+Σk+V . Alors il existe une constante c14 ne de´pendant que de A, deux entiers
1 ≤ r ≤ k′ ≤ k, des indices j1, . . . , jr−1 avec 1 ≤ jl ≤ sl pour l = 1, . . . , r − 1, et des
sous-varie´te´s alge´briques Zj (j = 1, . . . , sr) de A, propres, irre´ductibles et de codimension
k′, contenant au moins une composante isole´e de
Σ0 +H1,j1 + · · ·+Hr−1,jr−1 +Σr + · · ·+Σk + V,
telles que :
T k
′
r deg
( ⋃
x∈Σ0+H1,j1 ···+Hr−1,jr−1
⋃
j=1,...,sr, y∈Hr,j
(
x+ y + Zj
)) ≤ c14L˜k′ .
Preuve
Ce the´ore`me est un cas particulier du re´sultat principal de [AD07]. Remarquons qu’il
diffe`re du the´ore`me torique de [AD03] par l’introduction de multiplicite´s et par la pre´sence
de Σ0, justifie´e par la dernie`re partie de la preuve.
2
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2.5.2 Degre´ d’une sous-varie´te´ obstructrice
Il s’agit maintenant d’adapter le lemme de ze´ros a` notre cas, et d’en de´duire la majoration
du degre´ d’une sous-varie´te´ obstructrice. On y arrive par un travail sur son stabilisateur.
Commenc¸ons donc par la de´finition :
De´finition 2.6 Si Z est une sous-varie´te´ propre et irre´ductible de A, on appelle stabilisa-
teur de Z, note´ Stab(Z), l’ensemble :
{x ∈ A, x+ Z = Z} =
⋂
x∈Z
(Z − x).
On a les proprie´te´s suivantes pour le stabilisateur :
dim(Stab(Z)) ≤ dim(Z) et : deg(Stab(Z)) ≤ deg(Z)dim(Z)+1.
La premie`re suit de la de´finition, et la preuve torique de la seconde (dans [AD99], 2) se
transpose sans changement aux varie´te´s abe´liennes.
Les the´ore`mes de ze´ros classiques (comme [Phi96]) majorent directement le degre´ du
stabilisateur d’une varie´te´ obstructice. On se rapprochera ici de la de´marche de [AD03], en
majorant le degre´ d’une varie´te´ obstructrice Z. Mais on ne “de´calera” pas cette varie´te´ en
conside´rant son image par l’isoge´nie de multiplication par un entier l.
En effet, dans le cas abe´lien, comme on se limite aux points de torsion se re´duisant
sur 0 modulo certains ide´aux p, l’isoge´nie [l] (pour un certain entier l) n’est pas adapte´e. Si
toutes les courbes elliptiques sont CM, on peut reme´dier a` cela en prenant un rele`vement du
Frobenius en caracte´ristique nulle ; on peut aussi travailler avec des premiers supersinguliers,
si ceux-ci sont de densite´ positive. Mais dans le cas ge´ne´ral, on renonce a` travailler avec
une isoge´nie, et on se donne la possibilite´, pendant la descente, d’appliquer le re´sultat de
la transcendance a` des re´unions de translate´s de la varie´te´ de de´part (qui ne sont donc pas
irre´ductibles).
On adapte le the´ore`me pre´ce´dent au ferme´ X et a` la fonction φM ∗P . Pour i ≥ 1, les Hi,l
sont les sous-groupes forme´s des points de pl-torsion se re´duisant sur 0 modulo pl, pour un
ide´al premier pl de OK divisant pl. On reprend maintenant les hypothe`ses du paragraphe
2.4.5 et on suppose que :
X = V +Σ0,
ou` V est une varie´te´ irre´ductible et Σ0 = H0, un sous-groupe fini de A. L’ensemble Σ0 nous
permettra de traiter la phase de descente. On suppose de plus que V n’est pas incluse dans
un translate´ de sous-varie´te´ abe´lienne propre de A et que les ensembles :
Pi ⊂ PA ∩ [Ni/2, Ni] sont 2 a` 2 disjoints, (2.7)
ce qui est indispensable pour ce travail combinatoire, et nous poussera a` prendre les Ni
tre`s espace´s. On note B le cardinal de H0 et on suppose enfin que B est premier a` tous les
premiers des Pi, pour 1 ≤ i ≤ k.
Si l =
∏k
i=1 pi avec, pour tout 1 ≤ i ≤ k : pi ∈ Pi ou pi = 1, on note :
Ker[l]∗ =
⊕
i
Ker[pi]pi .
On obtient le corollaire suivant :
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Corollaire 2.29 Il existe des entiers 1 ≤ r ≤ k′ ≤ k, un entier l ∈ P1 · · · Pr et une sous-
varie´te´ Z de A propre et irre´ductible, de codimension k′, contenant un translate´ de V par
un point de torsion, tels que :
T k
′
r |Pr|
B
|H0 ∩ Stab(Z)|
lg
|Ker[l]∗ ∩ Stab(Z)|deg(Z) ≤ c15∆(LM
2)k
′
,
pour une constante c15 ne de´pendant que de A.
Remarque Le facteur dans le membre de gauche correspondant a` la contribution de Σ0
n’interviendra que dans la phase de descente. Pour simplifier les calculs qui viennent, on
pose :
f(Σ0, Z) =
B
|Stab(Z) ∩H0| .
Preuve
La proposition 2.27 e´tant ve´rifie´e, on applique le lemme de ze´ros avec V , Σ0 et pour
1 ≤ i ≤ k :
Σi =
⋃
p∈Pi
Ker[p]p,
ou` pour tout p ∈ Pi : p est un ide´al premier de OK divisant p. On prend aussi P˜ = φM ∗(P )
et on remarque que L˜ = LM2.
Il existe donc deux entiers k′ et r tels que : r ≤ k′ ≤ k, des couples (pi, pi) tels que
pi ∈ Pi pour 1 ≤ i ≤ r − 1 ; une sous-varie´te´ alge´brique Zp de A (propre et irre´ductible, de
codimension k′) et p un ide´al premier divisant p dans OK , pour tout p ∈ Pr, tels que :
T k
′
r deg
( ⋃
p∈Pr
⋃
x∈
(Lr−1
i=1 Ker[pi]pi
L
Σ0
) ⋃
y∈Ker[p]q
x+ y + Zp
)
≤ c14L˜k′ .
La somme indexante pour x est bien directe, par les hypothe`ses faites sur B et les Pi. De
plus, pour tout p ∈ Pr, la varie´te´ Zp contient un translate´ de V par un point de torsion.
Les entiers r et k′ sont de´ja fixe´s. Posons l0 = p1 · · · pr−1, et prenons pr ∈ Pr tel que :
f(Σ0, Zpr)
(l0pr)g
|Ker[l0pr]∗ ∩ Stab(Zpr)|
deg(Zpr)
soit minimale puis posons l = l0pr et Z = Zpr . Il s’agit de majorer cette quantite´ pour avoir
le corollaire. On partitionne Pr en introduisant la relation d’e´quivalence suivante :
p ∼ q ⇐⇒
(
∃ α ∈ Σ0 ⊕Ker[l0]∗ ⊕
⊕
pn∈Pr
Ker[pn]pn , tel que α+ Zp = Zq
)
.
On note C1, . . . , Cs les diffe´rentes classes d’e´quivalence. Les varie´te´s Zp sont irre´ductibles et
il en va de meˆme pour chacune de leurs translate´es. Si p et q appartiennent a` des classes
diffe´rentes, les re´unions ⋃
x∈Σ0⊕Ker[l0]∗⊕Ker[p]p
x+ Zp
n’ont aucune composante en commun et on peut additionner les degre´s :
T k
′
r
s∑
j=1
deg
( ⋃
p∈Cj
⋃
x∈Σ0⊕Ker[l0]∗⊕Ker[p]p
x+ Zp
)
≤ c14L˜k′ .
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Soit p ∈ Pr. Le stabilisateur de Zp ne de´pend que de la classe d’e´quivalence de p
puisque si q est dans la meˆme classe que p, Zq est un translate´ de Zp. On appelle Sj
le stabilisateur commun aux Zp, pour p ∈ Cj . Pour chaque classe Cj , on fixe un premier
ρj ∈ Cj . Pour tout autre premier p ∈ Cj , il existe donc deux e´le´ments αp ∈
⊕
pn∈Pr Ker[pn]pn
et ηp ∈ Σ0 ⊕Ker[l0]∗ tels que :
αp + ηp + Zp = Zρj .
Soit p 6= q dans la meˆme classe Cj et soit ωp ∈ Ker[p]p, ωq ∈ Ker[q]q. Si les re´unions⋃
x∈Σ0⊕Ker[l0]∗
x+ ωξ + Zξ, (2.8)
pour ξ = p et ξ = q ont au moins une composante commune, c’est qu’il existe un e´le´ment
ηp,q ∈ Σ0 ⊕Ker[l0]∗ tel que :
ωp + Zp = ηp,q + ωq + Zq.
On en de´duit, graˆce aux deux dernie`res e´galite´s, que :
x = αp − ωp − αq + ωq +
(
ηp − ηq + ηp,q
) ∈ Sj .
On note αpnp la composante selon pn de αp. Remarquons que α
p
p − αpq − ωp ∈ Ker[p]p, de
meˆme : αqq − αqp − ωq ∈ Ker[q]q, et : ηq − ηp + ηp,q ∈ Σ0 ⊕Ker[l0]∗. Le nombre p est premier
a` q, a` l0, a` B et a` tous les autres premiers de Pr. Il existe donc une relation de Bezout :
up+ vl0
∏
pn 6=p∈Pr ou pn/B
pn = 1.
On en de´duit, avec ce choix des pn, que :
[vl0
∏
pn
pn]x = [vl0
∏
pn
pn](αpp − αpq − ωp) = αpp − αpq − ωp ∈ Sj ;
puisqu’il suit de sa de´finition que le stabilisateur est stable sous la multiplication par un
entier. Par contraposition, si :
ωp ∈ Ker[p]p \
(
αpp − αpq + Sj
)
et ωq ∈ Ker[q]q \
(
αqq − αqp + Sj
)
,
les re´unions (2.8) n’ont pas de composantes communes. Il suit :
deg
( ⋃
p∈Cj
⋃
x∈Σ0⊕Ker[l0]∗
⋃
ξ∈Ker[p]p
x+ξ+Zp
)
≥
∑
p∈Cj
deg
( ⋃
x∈Σ0⊕Ker[l0]∗
⋃
ξ∈Ker[p]p\
(
αpp−αppn+Sj
)x+ξ+Zp
)
.
Fixons j et p ∈ Cj . On va calculer le degre´ de la re´union totale en fonction de deg(Zp).
Comme les ide´aux premiers p de OK divisant p ∈ PA sont simultane´ment ordinaires pour
toutes les courbes elliptiques Ei, on a :
deg
( ⋃
x∈Σ0⊕Ker[l0]∗
⋃
ξ∈Ker[p]p
x+ ξ + Zp
)
= f(Σ0, Zp)
(l0p)g
|Sj ∩ (Ker[l0p]∗|deg(Zp). (2.9)
A cette re´union, il faut retrancher :
deg
( ⋃
x∈Σ0⊕Ker[l0]∗
⋃
ξ∈αpp−αppn+Sj
x+ ξ + Zp
)
≤ f(Σ0, Zp) |Cj |l
g
0
|Sj ∩Ker[l0]∗|deg(Zp).
2.5 Lemme de ze´ros 49
En effet, il y a au plus |Cj | points de la forme αppn . Notons C˜j le sous-ensemble de Cj forme´
des p divisant [Sj : S0j ], ou` S0j de´signe le plus grand sous-groupe connexe de Sj . Si p /∈ C˜j ,
on peut comparer les termes apparaissant au de´nominateurs des deux dernie`res formules :
|Sj ∩Ker[l0]∗| = |Sj ∩ (Ker[l0p]
∗|
pdimSj
.
Comme V n’est pas inclus dans le translate´ d’une sous-varie´te´ abe´lienne propre, il en va de
meˆme pour tous les Zp, et on de´duit imme´diatement de la de´finition du stabilisateur que :
dimSj < dimZρj ≤ g − 1. Il suit :
deg
( ⋃
x∈Σ0⊕Ker[l0]∗
⋃
ξ∈Ker[p]p\αpp−αppn+Sj
x+ ξ + Zp
)
≥
(
1− |Cj |
p2
)
f(Σ0, Zp)
(l0p)gdeg(Zp)
|Sj ∩ (Ker[l0p]∗| .
En fixant j, on somme maintenant sur l’ensemble des p. En tenant compte des de´finitions
de l et de Z, on obtient :
deg
( ⋃
p∈Cj
⋃
x∈Σ0⊕Ker[l0]∗
⋃
ξ∈Ker[p]p
x+ ξ + Zp
)
≥
(
|Cj \ C˜j | − |Cj |
∑
p∈Cj
1
p2
) f(Σ0, Z) lg
|Stab(Z) ∩Ker[l]∗|deg(Z)
≥
(2
3
|Cj | − |C˜j |
) f(Σ0, Z) lg
|Stab(Z) ∩Ker[l]∗|deg(Z),
ou` on a utilise´ la de´finition de PA pour majorer :
∑
p∈Cj
1
p2
. On a plus directement, a` partir
de (2.9) et sans faire de de´nombrement dans Cj :
deg
( ⋃
p∈Cj
⋃
x∈Ker[l0]∗⊕Σ0
⋃
ξ∈Ker[p]p
x+ ξ + Zp
)
≥ f(Σ0, Z) l
g
|Stab(Z) ∩Ker[l]∗|deg(Z).
Il reste a` estimer le nombre de premiers divisant [Sj : S0j ]. Or on a :
|C˜j | ≤
log[Sj : S0j ]
log3
≤ log deg(Sj) ≤ glog deg(Zρj ) ≤ ∆.
On a ici majore´ le degre´ du stabilisateur en fonction de celui de la varie´te´ (par la proprie´te´
donne´e au de´but du paragraphe), puis on a utilise´ grossie`rement le lemme de ze´ros pour
majorer deg(Zρj ).
Une e´tude de fonction nous donne l’ine´galite´ : max{x − y; 1} ≥ x2y , valable pour x ≥ 0
et y ≥ 1 ; on en de´duit :
max{2
3
|Cj | − |C˜j |, 1} ≥ |Cj |3∆ .
Le corollaire suit en sommant sur les classes d’e´quivalence et en prenant c15 = 3c14.
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2.6 De´monstration du the´ore`me
Pour finir la de´monstration du the´ore`me 2.5, on va d’abord choisir les parame`tres de
sorte a` pouvoir utiliser le corollaire 2.29. On obtiendra une ine´galite´ (proposition 2.30),
qui ne nous permettra pas de conclure imme´diatement, car il manquera une hypothe`se de
coprimalite´ entre deux nombres choisis simultane´ment (l’un e´tant le cardinal de la partie
discre`te du stabilisateur d’une sous-varie´te´). On devra alors ite´rer cette proposition pour
construire une suite de varie´te´s ve´rifiant le meˆme type d’ine´galite´ ; cette partie, dite de
descente, imposera l’hypothe`se : codim(V ) ≤ 2.
2.6.1 Choix des parame`tres
On commence par fixer les parame`tres qui sont encore libres a` ce stade de la preuve,
a` savoir : L, Tk, les Ni et les Pi, 1 ≤ i ≤ k. Ceux-ci de´pendent d’un ferme´ X = V + Σ0 ;
on fixe donc V une sous-varie´te´ propre (et irre´ductible) de A, de codimension k. La phase
de descente nous force, en contrepartie, a` introduire deux nouveaux parame`tres : ρ, un re´el
positif, et R un entier strictement positif. On fait les hypothe`ses suivantes concernant ces
deux parame`tres :
∆ ≥ max{C0log(3ω(X)), logR} et : 1 ≤ ρ ≤
(
5(2k)k+1
)k−1
.
Les hypothe`ses que doivent ve´rifier les parame`tres sont regroupe´es dans la phase d’extra-
polation (2.4.4 et 2.4.5). A celles-ci s’est ajoute´e l’hypothe`se (2.7) de 2.5.2 sur les ensembles
Pi. On choisit d’abord les Ni ; ceux-ci doivent eˆtre assez espace´s pour que (2.7) soit ve´rifie´e,
et ils doivent eˆtre majore´s par une puissance de log
(
3ω(V )
)
. On pose :
Ni = ∆ρ(2k)
k+2−i
.
Et :
Pi = {p ∈ PA, Ni/2 ≤ p ≤ Ni, p - R};
on ve´rifie imme´diatement (2.7).
On rappelle que :
Tper = ∆2kN1 · · ·Nk et T = TkTper.
On pose aussi :
Tk = Tper ω(Tper, X) et L =
[(
2Tω(Tper, X)
)1/2]+ 1
On ve´rifie aise´ment, comme on l’a suppose´ en 2.4.4, que :
T ≥ Tper = ∆2kN1 · · ·Nk ≥ max{3, c7}.
L’hypothe`se (2.4) faite en 2.4.4 est vraie pour logT , logN1 (on rappelle que N = N1) et
logL. On a aussi :
M2 <
2Tω(Tper, X)
L
,
et on voit, en utilisant le lemme 2.10, que (2.4) est aussi ve´rifie´e pour logM . Cette meˆme
ine´galite´ couple´e avec la de´finition de L montre qu’on a aussi : M2 < L. Il en va de meˆme
pour l’hypothe`se (2.6), cruciale dans l’extrapolation. On a en effet :
L
Tk
≤
2
(
2Tω(Tper, X)
)1/2
Tk
≤ 2
√
2Tk/Tk ≤ 2
√
2.
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Les conditions sont donc re´unies pour qu’on puisse exploiter le corollaire 2.29. La discus-
sion pre´ce´dente a fait apparaˆıtre l’intersection de Ker[l]∗ et du stabilisateur de Z. Il s’agit
d’un groupe fini et son cardinal divise une puissance de l. On note alors, pour simplifier la
discussion qui suit :
|Ker[l]∗ ∩ Stab(Z)| = λ(Z).
On rappelle aussi la notation suivante :
f(Σ0, Z) =
B
|Stab(Z) ∩H0| .
Proposition 2.30 On suppose que X n’est pas incluse dans le translate´ d’une sous-varie´te´
abe´lienne et que son minimum essentiel est majore´ de la fac¸on suivante :
µˆess(X) ω(X) <
1
∆4ρ(2k)k+1
.
Alors il existe un entier l strictement positif et une sous-varie´te´ Z de codimension k′ conte-
nant un translate´ de V par un point de torsion tels que :
– L’entier l est premier avec R et :
l ≤ ∆2ρ(2k)k+1 .
– On a l’ine´galite´ : (
f(Σ0, Z)lg
λ(Z)
deg(Z)
)1/k′
< ∆−ρlω(l,X).
Preuve
Pour appliquer le corollaire pre´ce´dent, il reste a` voir que l’hypothe`se faite ici sur le
minimum essentiel est plus forte que celle faite en 2.4.4. Par le lemme 2.10, le choix des
parame`tres et les sommes des termes d’une suite ge´ome´trique, on a :
L
Tω(Tper, X)
≥
√
2√
Tω(Tper, X)
=
1
Tperω(Tper, X)
≤ 1
ω(X)∆4ρ(2k)k+1
.
On peut donc appliquer le corollaire 2.29 et il existe deux entiers strictement positifs
r ≤ k′ ≤ k, un entier l ∈ P1 · · · Pr, et une sous-varie´te´ alge´brique Z propre (et irre´ductible)
de A, de codimension k′, contenant un translate´ de V par un point de torsion, telle que :
T k
′
r |Pr|
f(Σ0, Z)lg
λ(Z)
deg(Z) ≤ c15∆M2k′Lk′ .
Par construction des Pi, l’entier l est premier avec R et on a les ine´galite´s :
2−rN1 · · ·Nr ≤ l ≤ N1 · · ·Nr ≤ ∆ρ[(2k)2+···+(2k)k+1].
On majore l’exposant comme suit :
k+1∑
j=2
(2k)j ≤ −k +
k+1∑
j=1
(2k)j ≤ 2(2k)k+1 − k,
par l’ine´galite´ :
1 + x+ · · ·+ xh ≤ 2xh pour h ∈ N et x ≥ 2.
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On a donc de´montre´ la majoration de l.
On doit encore prouver le second point. Comme ∆ ≥ C0, la de´finition de Nr montre que
ce parame`tre est grand devant toutes les constantes du proble`me. On peut donc appliquer
le the´ore`me des nombres premiers qui, joint a` la densite´ de l’ensemble PA, montre que pour
une constante c16 > 0 ne de´pendant que de A :
|Pr| ≥ c16 NrlogNr −
logR
log2
.
On observe que : logNr ≤ ∆1/2 (par choix de C0) et on a aussi :
∆ ≥ logR.
On en de´duit :
|Pr| ≥ ∆ρ(2k)k+2−r−1
(
c16∆1/2 − 1
) ≥ ∆ρ(2k)k+2−r−1,
par choix de C0, et parce que c16 > 0.
Par le lemme 2.4 de [AD03], comme l ≤ N1 · · ·Nr ≤ Tper, on a :
ω(Tper, X) ≤ Tper
l
ω(l,X) ≤ 2r∆2kNr+1 · · ·Nk ω(l,X),
ou` on convient que le produit Nr+1 · · ·Nk vaut 1 si r = k. De plus, le meˆme argument que
celui employe´ pour majorer l nous donne :
Nr+1 · · ·Nk ≤ ∆2ρ(2k)k+1−r .
On peut donc majorer :(
f(Σ0, Z)lg
λ(Z)
deg(Z)
)1/k′
≤ c15∆
1/k′M2L
|Pr|1/k′Tr
≤ 2c15∆
1/k′Tω(Tper, X)
|Pr|1/k′Tr
≤ 22r+1c15 l ∆
1/k′+4kNr+1
2 · · ·Nk2
|Pr|1/k′Nr+1 · · ·Nk
ω(l,X).
L’exposant h de ∆ dans cette dernie`re majoration est donne´ par :
h := 4k + ρ
(
(2k)2 + · · ·+ (2k)k+1−r)− (ρ(2k)k+2−r − 2)/k′.
≤ ρ((2k) + · · ·+ (2k)k+1−r)− 2ρ(2k)k+1−r
≤ ρ(k − r)(2k)k−r + ρ(2k)k+1−r − 2ρ(2k)k+1−r
≤ −ρ(k + r)(2k)k−r ≤ −2ρ.
On a donc finalement : (
f(Σ0, Z)lg
λ(Z)
deg(Z)
)1/k′
< ∆−ρlω(l,X),
en faisant disparaˆıtre les constantes avec ∆ρ, et le re´sultat suit par les proprie´te´s imme´diates
de l’indice d’obstruction avec poids.
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Remarques Posons X = V et Σ0 = {0}. Si on savait assurer la coprimalite´ entre l et
[Stab(Z) : Stab(Z)0] (deux objets construits simultane´ment), on pourrait de´ja` clore la
preuve, car on aurait :
λ(Z) ≤ ldim
(
Stab(Z)0
)
≤ lg−k′−1;
la deuxie`me ine´galite´ provient du fait que V , donc Z, n’est pas le translate´ d’une sous-
varie´te´ abe´lienne. La varie´te´ Z contenant un translate´ de V par un point de torsion, on a
de plus :
ω(l, V ) ≤
(
ldeg(Z)
)1/k′
,
et une contradiction suivrait imme´diatement.
Notons aussi que graˆce a` la prise en compte de la multiplicite´ Tr dans le lemme de ze´ros,
on a re´ussi a` ame´liorer le´ge`rement l’exposant de ∆ dans l’hypothe`se faite sur le minimum
essentiel ; il valait en effet 4ρ(3k)k+1 dans le cas torique.
2.6.2 Ite´ration et fin de la preuve
Cette construction ne permet pas de conclure, et on est amene´ a` ite´rer la dernie`re
proposition. C’est a` ce stade de la preuve qu’on utilise crucialement l’hypothe`se sur la
codimension de V . En effet, on n’a pas pu mettre en place la strate´gie de descente, devenue
classique dans les travaux diophantiens sur la minoration de hauteurs, en codimension
quelconque.
Une des raisons principales de l’e´chec de cette de´marche est la suivante : la proce´dure
diophantienne donne l’existence d’une sous-varie´te´ obstructrice ve´rifiant une proprie´te´ “pa-
thologique” ; contrairement au cas torique (et parce qu’on ne peut pas recourir a` une
isoge´nie adapte´e), on perd trop d’information en extrayant une hypersurface contenant
cette varie´te´ obstructrice. Le passage par l’hypersurface est pourtant indispensable pour
garantir l’emboˆıtement, et par suite l’e´galite´ des dimensions apre`s k ite´rations.
Preuve (du the´ore`me 2.5)
On peut maintenant de´montrer le the´ore`me 2.5. Soit V une sous-varie´te´ propre de A qui
n’est pas incluse dans un translate´ de sous-varie´te´ abe´lienne de A, de codimension k ≤ 2.
On pose :
∆ = C20 log(3deg(V )),
et on suppose que :
ω(V )µˆess(V ) < ∆−
(
9(2k)k+1
)k
.
Premie`re e´tape. Pour utiliser la proposition 2.30, on doit de´finir :
ρ1 =
(
5(2k)k+1
)k−1 et R1 = [Stab(V ) : Stab(V )0].
On a, en tenant compte des proprie´te´s du stabilisateur suivant la de´finition 2.6 :
log(R1) ≤ log
(
deg(Stab(V ))
)
≤ glog(3deg(V )) ≤ ∆.
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On applique alors la proposition 2.30 avec X = V , ce qui nous donne l’existence d’un entier
l1 et d’une sous-varie´te´ Z1 de A, propre et de codimension k1, contenant un translate´ de V
par un point x1, et telle que :(
lg1
λ1(Z1)
deg(Z1)
)1/k1
< ∆−ρ1 l1ω(l1, V ).
De plus, on peut supposer que V est de codimension 2 et que Z1 est une hypersurface. Sinon,
on aurait : Z1 = x1 + V , car ces varie´te´s seraient de meˆme codimension et : x1 + V ⊂ Z1.
Dans ce cas, l’entier l1 serait premier a`
[Stab(V ) : Stab(V )0] = [Stab(Z1) : Stab(Z1)0],
et la remarque suivant la preuve de la proposition 2.30 montre qu’on aurait une contradic-
tion.
Deuxie`me e´tape. On ite`re maintenant la proposition 2.30 en posant :
V1 =
⋃
x∈Stab(Z1)∩Ker[l1]∗
x+ V.
Puis :
ρ2 =
(
5(2k)k+1
)k−2 et R2 = [Stab(V ) : Stab(V )0]× [Stab(Z1) : Stab(Z1)0]× l1.
La dernie`re condition permet que le cardinal de Σ0 soit premier a` tous les premiers des Pi
dans la phase combinatoire. On ve´rifie une nouvelle fois (par les majorations du degre´ de
Z1 et de l1 donne´es par la proposition 2.30) que :
log(R2) ≤ glog(3ω(V )) + g2log(ω(V )) + 3log(l1) ≤ ∆.
On doit aussi majorer :
ω(V1)µˆess(V1).
Le minimum essentiel de V1 est celui de V puisqu’on translate par des points de torsion.
Quant a` l’indice d’obstruction, comme x1 + V1 ⊂ Z1 (par de´finition de ces deux varie´te´s),
l’ine´galite´ sur le degre´ de Z1 donne :
ω(V1) ≤ l1ω(l1, V ) ≤ l21ω(V ). (2.10)
On obtient donc :
ω(V1)µˆess(V1) ≤ l21ω(V )µˆess(V ) ≤ ∆−
(
9(2k)k+1
)k
+4ρ1(2k)k+1 ≤ ∆(2k)(k+1)(−9+5) ≤ ∆−4(2k)k+1 .
Par (2.10), on a enfin :
C0log(3ω(V1) ≤ ∆.
La proposition 2.30 avec Σ0 = H0 = Stab(Z1) ∩Ker[l1]∗ donne l’existence d’une varie´te´ Z2
de codimension k2 contenant un translate´ x2 + V , telle que :(
f(Σ0, Z2)l
g
2
λ2(Z2)
deg(Z2)
)1/k2
< ∆−ρ2 l2ω(l2, V1).
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On remarque que Z2 contient les translate´s de x2 + V par les points de H0 ∩ Stab(Z2). On
a :
deg
( ⋃
x∈Σ0/(Σ0∩StabZ2)
x+ Z2
)
≤ f(Σ0, Z2)deg(Z2);
et cette re´union, note´e Z ′2, contient un translate´ de V1. Si Z2 est de codimension 2, on a
encore une e´galite´ : Z2 = x2+V et on en de´duit que l2 est premier a` [Stab(Z2) : Stab(Z2)0].
Il suit : (
l2deg(Z ′2)
)1/2 ≤ ∆−ρ2ω(l2, V1),
ce qui est absurde, puisque Z ′2 contient un translate´ de V1.
Les deux varie´te´s Z1 et Z2 sont donc des hypersurfaces, qui contiennent toutes deux
un translate´ de V , de codimension 2. Quitte a` translater ces deux varie´te´s (ce qui est sans
conse´quences sur le degre´ et le stabilisateur), on suppose que V ⊂ Z1 ∩ Z2. Il reste a` com-
parer Z1 et Z2 pour finir la preuve.
Cas 1. L’intersection Z1 ∩ Z2 est de codimension 1. Les deux hypersurfaces (irre´ductibles)
sont donc e´gales. Par construction, Z1 contient V1 et on a :
ω(V1) ≤ deg(Z1) ≤ deg(Z2).
En outre, l’e´galite´ des varie´te´s nous montre que l2 est premier a` la partie discre`te du
stabilisateur de Z2, et comme cette hypersurface n’est pas incluse dans un translate´ de
varie´te´ abe´lienne (puisque cette proprie´te´ est vraie pour V ⊂ Z2) :
ω(V1) ≤ ∆−ρ2 l
2−g
2
λ2(Z2)
ω(V1) ≤ ∆−ρ2ω(V1).
On obtient donc une contradiction.
Cas 2. L’intersection Z1 ∩Z2 est de codimension 2. Dans ce cas, cette intersection contient
V , mais elle contient aussi les translate´s de V par les points de H0 ∩ Stab(Z2). Comme le
cardinal de ce groupe divise une puissance de l1, la partie discre`te du stabilisateur de V
n’intervient pas et on a :
deg
( ⋃
x∈H0∩Stab(Z2)
x+ V
)
≥ |H0 ∩ Stab(Z2)|
l
dim(V )−1
1
deg(V ).
On a utilise´ au passage le fait que V n’e´tait pas un translate´ de varie´te´ abe´lienne. Par le
the´ore`me de Be´zout, il vient :
l3−g1
λ1(Z1)f(Σ0, Z2)
deg(V ) ≤ deg(Z1)deg(Z2)
≤ ∆−ρ1 l
1−g
1
λ1(Z1)f(Σ0, Z2)
l22ω(l1, V )ω(V1).
La majoration des termes en l2 a e´te´ grossie`re car ceux-ci sont ne´gligeables devant ∆ρ1 par
la majoration de l2 suivant la proposition 2.30. On en de´duit :
deg(V ) ≤ ∆−ρ1 l−21 l22ω(l1, V )ω(V1).
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Par (2.10), on trouve :
l1deg(V ) ≤ ∆−ρ1 l22ω(l1, V )2 ≤ ∆uω(l1, V )2,
et le re´el u ve´rifie :
u ≤ −ρ1 + 4ρ2(2k)k+1 < 0.
C’est a` nouveau une contradiction.
Conclusion. Il en re´sulte que V contredit la majoration annonce´e au de´but de cette preuve.
On en de´duit :
µˆess(V ) ≥ C(A)
ω(V )
×
(
log(3deg(V ))
)−λ(k)
,
ou` λ(k) = (9(2k)(k+1))k et C(A) = 1
C
2λ(k)
0
, qui ne de´pend que de A.
2
Remarques Notons d’abord que dans le cas ou` les Ei sont toutes a` multiplication complexe,
l’existence d’un rele`vement du morphisme de Frobenius pour presque toute place de K
permet de de´montrer la meˆme minoration en codimension quelconque. En effet, la fin de la
preuve, a` partir du paragraphe 2.5.2, est alors, a` quelques de´tails pre`s, la meˆme que dans
le cas torique, en remplac¸ant l’isoge´nie [l] par le rele`vement du Frobenius associe´.
On n’a pas pu traiter la codimension quelconque car les techniques de descente re´sistent
pour l’instant en codimension supe´rieure a` 2. Il est cependant encourageant de voir qu’en
codimension 2, le premier cas non-trivial, on a su mettre en œuvre ces techniques.
Chapitre 3
Bogomolov effectif et me´thode des
pentes
3.1 Introduction
On souhaite par ce travail, et sous certaines conditions, e´tendre aux varie´te´s abe´liennes
la minoration du minimum essentiel de´ja` obtenue dans les produits de courbes elliptiques.
Une telle minoration est une version quantitative de la conjecture de Bogomolov dont la
formulation originale concerne les courbes alge´briques.
Si C est une courbe alge´brique de genre g ≥ 2 de´finie sur Q et plonge´e dans sa jacobienne
J(C), on note hˆ la hauteur canonique sur J(C). On a alors la conjecture suivante, e´nonce´e
par Bogomolov en 1981 et de´montre´e par Ullmo en 1996 :
The´ore`me 3.1 Il existe  > 0 tel que {x ∈ C(Q), hˆ(x) ≤ } est fini.
Puisque les points de torsion sont exactement ceux de hauteur nulle, le the´ore`me d’Ullmo
ge´ne´ralise le re´sultat suivant, connu sous le nom de conjecture de Manin-Mumford et de´montre´
par Raynaud (dans [Ray83]) :
The´ore`me 3.2 Les points de torsion de J(C) qui sont dans C(Q) sont en nombre fini.
Plus ge´ne´ralement, soit V une sous-varie´te´ alge´brique d’une varie´te´ abe´lienne munie d’un
fibre´ ample et syme´trique, et hˆ la hauteur de Ne´ron-Tate associe´e a` ce fibre´. On commence
par donner un analogue en dimension supe´rieure de l’hypothe`se faite sur le genre :
De´finition 3.1 On dit que V est de torsion si V est la translate´e d’une sous-varie´te´
abe´lienne par un point de torsion.
Une courbe alge´brique de torsion est en particulier de genre 1. On introduit par ailleurs le
minimum essentiel, pour de´crire les points de petite hauteur dans V :
De´finition 3.2 Le minimum essentiel de V est :
µˆess(V ) = inf{θ > 0, V (θ)Z = V (Q)},
ou` V (θ) = {x ∈ V (Q), hˆ(x) ≤ θ},
et V (θ)
Z
est son adhe´rence de Zariski.
On a alors la ge´ne´ralisation suivante du the´ore`me 1, de´montre´e par Zhang (confer [Zha98]) :
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The´ore`me 3.3 Soit V une sous-varie´te´ propre d’une varie´te´ abe´lienne A. Le minimum
essentiel de V est nul si et seulement si V est de torsion.
Remarque Ici, “V est une sous-varie´te´ propre de A” signifie que V ( A.
Le re´sultat analogue est vrai si on remplace A par un tore (confer [Zha92]) ou plus
ge´ne´ralement par une varie´te´ semi-abe´lienne (confer [DP00]).
On peut chercher a` obtenir une version quantitative de ce re´sultat, en pre´cisant  dans
le the´ore`me 1. Ceci revient, en dimension supe´rieure, a` minorer le minimum essentiel d’une
varie´te´ qui n’est pas de torsion. Graˆce au the´ore`me des minima successifs de´montre´ par
Zhang (dans [Zha95a]), il est e´quivalent de minorer la hauteur d’une telle varie´te´. Depuis
les travaux de Bombieri et Zannier (voir [BZ95] pour le cas torique et [BZ96] pour le cas
abe´lien), on sait qu’on peut espe´rer obtenir une borne “uniforme” pour le minimum essentiel,
ne de´pendant que du degre´ de V et de la varie´te´ abe´lienne A.
Amoroso et David obtiennent une majoration optimale aux termes logarithmiques pre`s
en le degre´ de V pour les sous-varie´te´s d’un tore (voir [AD03]). Le degre´ y est remplace´ par
un invariant plus fin qui apparaˆıt naturellement avec les techniques diophantiennes, l’indice
d’obstruction.
De´finition 3.3 Soit V une sous-varie´te´ propre et irre´ductible de S une varie´te´ semi abe´lienne
munie d’un fibre´ ample. On appelle indice d’obstruction de V , note´ ω(V ) :
ω(V ) = inf{deg(Z)},
ou` l’infimum est pris sur l’ensemble des hypersurfaces irre´ductibles de S contenant V .
Par le plongement standard Gnm ↪→ Pn, on obtient une hauteur projective h sur les points de
Gnm, et un minimum essentiel µˆess sur les sous-varie´te´s de Gnm. Amoroso et David de´montrent
la minoration suivante :
The´ore`me 3.4 Soit V une sous-varie´te´ propre (et irre´ductible) de Gnm de codimension k
qui n’est contenue dans aucun translate´ d’un sous-tore propre de Gnm. On a alors :
µˆess(V ) ≥ c(n)ω(V ) × (log(3ω(V )))−λ(k),
ou` c(n) est un re´el strictement positif et λ(k) = (9(3k)(k+1))k.
Dans le cas des varie´te´s abe´liennes, on dispose de´ja` de re´sultats quantitatifs et incondi-
tionnels, mais la de´pendance en le degre´ n’est pas aussi bonne. On a (confer [DP02]) :
The´ore`me 3.5 Soit A une varie´te´ abe´lienne de genre g ≥ 2 de´finie sur Q, principalement
polarise´e par un fibre´ M, et V une sous-varie´te´ alge´brique de A qui n’est pas translate´e
d’une sous-varie´te´ abe´lienne. Alors :
µˆess(V ) ≥ min{1;Rinj}
2(b+1)
211g3(g − k + 1)deg(V )2k(b+1) ,
ou` k de´signe le nombre minimal de copies de V − V dont la somme est une sous-varie´te´
abe´lienne de A , b la dimension de cette sous-varie´te´ abe´lienne et Rinj la plus petite norme
de Riemann d’une pe´riode d’une conjugue´e de A.
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Le terme au nume´rateur, appele´ rayon d’injectivite´, est relie´ au terme de hauteur h(A)
(hauteur projective de l’origine dans le plongement associe´ a`M⊗16) par le lemme “matriciel”
de Masser (voir le lemme 6.8 de [DP02]). Cette minoration est monomiale inverse en le degre´,
alors que dans le cas torique, elle est line´aire inverse en l’indice d’obstruction (aux termes
logarithmiques pre`s), ce qui correspond a` une minoration en deg(V )−1/k.
Remarquons enfin que l’hypothe`se du the´ore`me 3.5 (V n’est pas un translate´ de sous-
varie´te´ abe´lienne propre) est plus faible que son analogue torique dans le the´ore`me 3.4 (V
n’est pas incluse dans un translate´ de sous-tore propre) ; cette diffe´rence se ressent de`s qu’on
obtient des re´sultats comparables au the´ore`me 3.4 et on peut pre´ciser la minoration sous
l’hypothe`se faible, en faisant intervenir la dimension du plus petit translate´ de sous-tore
propre contenant V (voir le corollaire 1.6 de [AD03]).
Re´sultats
On poursuit ici le travail commence´ dans [Gal07], en vue d’obtenir une minoration, pour
les sous-varie´te´s de varie´te´s abe´liennes, comparable a` celle connue dans le cas torique. Soit
donc A une varie´te´ abe´lienne de´finie sur K un corps de nombres, et L un fibre´ ample et
syme´trique sur A. Soit de plus A un mode`le entier de A sur OK . Les me´thodes employe´es
dans le cadre multi-elliptique laissaient espe´rer le meˆme type de minoration en codimen-
sion r ≤ 2 sous l’hypothe`se suivante (on renvoie a` infra, 3.2.1 pour plus de de´tails sur la
re´duction ordinaire, et a` 3.2.3, sur la de´finition de la densite´, qui est la densite´ naturelle) :
Hypothe`se H1 Il existe une densite´ positive d’ide´aux premiers p en lesquels la fibre spe´ciale
Ap est ordinaire.
Pour obtenir un re´sultat plus large, on a essaye´ de travailler avec des ide´aux premiers
ayant un autre type de re´duction. Plusieurs obstructions sont apparues, nous forc¸ant a` faire
l’hypothe`se suivante sur A (voir infra, 3.2.2 pour plus de de´tails) :
Hypothe`se H2 Il existe une densite´ positive d’ide´aux premiers p pour lesquels le p-rang
de la fibre spe´ciale Ap est e´gal a` 0 ou a` g.
Il a e´te´ d’abord ne´cessaire de supposer que le p-rang est e´gal au rang de Hasse-Witt (ou
est nul) pour trouver de bonnes proprie´te´s me´triques p-adiques pour A (p e´tant un premier
de Z), relie´es au type de re´duction modulo p, pour p un ide´al premier de OK divisant p.
La preuve proprement dite, de nature diophantienne, nous a ensuite amene´ a` travailler
avec des ide´aux premiers p pour lesquels la fibre Ap a un p-rang e´gal a` 0 ou g. En effet,
lorsque l’ide´al premier p de OK n’est plus a` re´duction ordinaire, la proprie´te´ me´trique
obtenue est plus faible et on a besoin, en guise de compensation, d’un grand nombre de
points de torsion se re´duisant sur 0 modulo q (pour q divisant p dans une extension idoine).
Ceci est ve´rifie´ si le p-rang est e´gal a` 0.
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On de´montre le re´sultat conditionnel :
The´ore`me 3.6 Soit A une varie´te´ abe´lienne de´finie sur K un corps de nombre. On suppose
qu’il existe un mode`le entier A de A ve´rifiant H2. Alors on a la proprie´te´ P(A) suivante :
pour toute sous-varie´te´ V propre (et irre´ductible) de codimension r ≤ 2 dans A, si V n’est
pas contenue dans le translate´ d’une sous-varie´te´ abe´lienne propre de A, on a :
µˆess(V ) ≥ C(A)
ω(V )
× (log(3deg(V )))−λ(r),
ou` C(A) est un re´el strictement positif ne de´pendant que de A et ou` λ(r) = (16(2r)(r+1))r.
La constante C(A) est d’autant plus explicitable dans le contexte des pentes ; cependant,
la me´thode employe´e est couˆteuse en terme de la hauteur de A et ne peut pas e´galer les
meilleures minorations obtenues par David et Philippon.
Les produits de courbes elliptiques, tout comme les varie´te´s abe´liennes CM, ve´rifient
la proprie´te´ H1, qui implique clairement H2. Le the´ore`me 3.6 ge´ne´ralise donc le principal
re´sultat de [Gal07]. L’hypothe`se H1 est l’objet de la conjecture “folklorique” suivante :
Conjecture 3.7 Pour toute varie´te´ abe´lienne A de´finie sur K un corps de nombres, quitte
a` e´tendre K, il existe un mode`le entier A de A ve´rifiant H1.
Sous cette conjecture, la proprie´te´ P(A) est ve´rifie´e pour toute varie´te´ abe´lienne A de´finie
sur K un corps de nombres. Remarquons qu’on peut meˆme conjecturer, comme le fait
Pink dans [Pin98], 7, que les premiers ordinaires sont en densite´ 1 (en e´tendant le corps de
de´finition de A).
En dimension 1, pour une courbe elliptique E, le re´sultat est connu. Plus pre´cise´ment,
on sait que la densite´ de tels ide´aux est 1 si E n’est pas CM (voir [Ser68], IV, 13), 1/2 si
elle est CM.
La validite´ de H1 a e´te´ e´tendue aux surfaces abe´liennes par les travaux de Katz et Ogus
(voir [Ogu82] 2.7, en remarquant par le the´ore`me de Chebotarev que les premiers de degre´ 1
ont une densite´ positive). Des conditions suffisantes, portant sur les groupes de monodromie
Gl (associe´s a` chaque nombre premier l) de la varie´te´ abe´lienne, ont e´te´ donne´es par Noot,
puis Pink (voir [Noo95], 2 et [Pin98], 7).
Rappelons que la minoration fine du minimum essentiel permet d’obtenir des re´sultats en
direction des conjectures formule´es par Zilber sur les varie´te´s semi-abe´liennes (dans [Zil02]),
puis Pink sur les varie´te´s de Shimura mixtes (voir [Pin05], conjectures 1.2 et 1.3). Pour S
un sous-ensemble de Gnm, on note :
S = {xy, x ∈ S, y ∈ Gnm, h(y) ≤ }.
En utilisant le the´ore`me 3.4, Habegger a de´montre´ le re´sultat suivant (voir [Hab06]) :
The´ore`me 3.8 Soit C une courbe dans Gnm qui n’est pas incluse dans le translate´ d’un
sous-tore propre, alors il existe  > 0 tel que C ∩H est fini, ou` :
H =
⋃
codimH=2
H,
la re´union portant sur tous les sous-groupes alge´briques de Gnm ayant la codimension pres-
crite.
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Ce the´ore`me ge´ne´ralise a` la fois le the´ore`me 2 de [BMZ99] et la proprie´te´ de Bogomolov
pour les courbes plonge´es dans les tores. Re´cemment, Maurin a de´montre´ la conjecture de
Zilber pour une courbe plonge´e dans un tore, en utilisant le the´ore`me 3.8 et une ine´galite´
de Vojta uniforme. Plus pre´cise´ment, si C est une courbe et S un sous-ensemble de Gnm,
notons :
E(C,S) = C ∩
⋃
codim(B)=2
S ·B,
ou` la re´union porte sur les sous-tores de codimension indique´e. Maurin prouve d’abord
(the´ore`me 1.5 de [Mau07]) :
The´ore`me 3.9 Soit C une courbe de Gnm qui n’est pas incluse dans le translate´ d’un sous-
tore propre et Γ un sous-groupe de rang fini de Gnm. Alors il existe un re´el  > 0 tel que
l’ensemble E(C,Γ) soit fini.
Et il en de´duit :
Corollaire 3.10 Soit C une courbe alge´brique irre´ductible de Gnm non incluse dans un
sous-groupe alge´brique propre. Alors C ∩H est fini.
Ce corollaire ame´liore le re´sultat principal de [BMZ99], qui suppose que C n’est pas incluse
dans un translate´ de sous-groupe alge´brique propre.
Le the´ore`me 3.6 est donc la premie`re e´tape, sous la conjecture 3.7, d’un programme qui
permet d’attaquer la conjecture de Zilber-Pink sur les varie´te´s abe´liennes.
Plan de l’article
On de´montre le the´ore`me 3.6 en utilisant la me´thode des pentes, formalise´e par Bost
dans [Bos96b]. La deuxie`me partie est consacre´e a` la de´monstration d’une proprie´te´ p-
adique obtenue par l’e´tude du groupe formel d’une varie´te´ abe´lienne en caracte´ristique p.
On commence par faire quelques rappels sur le p-rang d’une varie´te´ abe´lienne, puis sur la
the´orie des sche´mas en groupes. On obtient ensuite un re´sultat me´trique p-adique pre´cis,
pour les points de p-torsion de A se re´duisant sur 0 modulo un ide´al premier q divisant
p dans une extension convenable. Ce re´sultat suppose en principe le choix d’une base du
tangent pour chaque ide´al premier q mais on de´montre, a` l’aide d’un argument de ge´ome´trie
des nombres, que si on borne les premiers, il existe une base sur OK de hauteur controˆle´e
dans laquelle toutes les proprie´te´s p-adiques sont simultane´ments ve´rifie´es. On a cherche´,
dans cette partie, a` obtenir les re´sultats les plus pre´cis en fonction du p-rang.
Dans la troisie`me partie, on rappelle les de´finitions et re´sultats ge´ne´raux de la the´orie
des pentes. Un premier fait assez inhabituel dans notre application de cette the´orie est
l’importance des estimations ultrame´triques. Dans cette perspective, on utilise une version
du the´ore`me des pentes assez pre´cise sur le plan ultrame´trique. Puis on introduit les fibre´s
hermitiens qui seront utiles par la suite et on estime leur pente. La principale difficulte´ de
cette partie re´side dans la majoration de la pente maximale du fibre´ des sections d’un fibre´
ample sur une sous-varie´te´ de A (avec multiplicite´s), le fibre´ d’arrive´e e´tant habituellement
forme´, dans la me´thode des pentes, a` partir d’un nombre fini de points. Cette majoration
est obtenue en suivant une ide´e figurant dans la the`se de Chen ([Che06]). Les re´sultats de
Bost et Ku¨nnemann ( [BK06], ame´liore´s par Chen en dimension ≥ 3 dans le chapitre 5
de sa the`se) concernant la pente maximale du produit tensoriel de deux fibre´s hermitiens
permettent de prendre en compte la multiplicite´.
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La preuve du the´ore`me commence re´ellement dans la quatrie`me partie. On prend une
sous-varie´te´ propre V d’une varie´te´ abe´lienne A qui n’est pas incluse dans un translate´ de
sous-varie´te´ abe´lienne et on lui associe un ferme´ de Zariski X en vue de la fin de la preuve ;
on construit deux espaces vectoriels E et F et un morphisme de restriction entre ces espaces
(parame´tre´s en fonction de l’indice d’obstruction de X et en fonction de A). Puis on fixe les
parame`tres (degre´ de l’espace de sections, multiplicite´s, bornes pour la norme des ide´aux
premiers utilise´s) intervenant dans cette construction et on suppose par l’absurde que le
minimum essentiel de X est majore´ en fonction de ces parame`tres. Dans toute cette partie
et les suivantes, on travaille avec un plongement e´tire´, devenu classique dans les travaux
diophantiens sur les varie´te´s abe´liennes pour passer de la hauteur projective a` la hauteur
de Ne´ron-Tate.
Dans la partie suivante, on calcule les rangs et les normes des morphismes susceptibles
de rentrer dans l’ine´galite´ de pentes. On e´crit ensuite cette ine´galite´, sous l’hypothe`se que le
morphisme soit injectif. On parvient rapidement a` une contradiction. A ce stade du travail,
on a montre´ que le minimum essentiel de X est correctement minore´ modulo l’injectivite´ du
morphisme.
On suppose donc par l’absurde, dans la sixie`me partie, que le morphisme n’est pas
injectif. On commence par appliquer un lemme de ze´ros tre`s ge´ne´ral d’Amoroso et Da-
vid. L’utilisation de ce lemme est suivie, comme dans les cas torique et multi-elliptique,
d’une phase de de´nombrement et d’un argument de descente, qui permettent d’obtenir une
contradiction. Le travail sur l’injectivite´ du morphisme s’effectue exceptionnellement apre`s
l’utilisation de l’ine´galite´ des pentes, d’abord car il est assez long, mais surtout parce qu’il
comporte une ite´ration (dans la phase de descente) qui ne´cessite d’avoir de´ja` e´crit cette
ine´galite´. Comme dans le cas multi-elliptique, on n’a pu adapter la phase de descente qu’en
petite codimension : r ≤ 2.
Constantes
Le the´ore`me 3.6 montre l’existence d’une constante C(A) ne de´pendant que de A et
implique´e dans la minoration du minimum essentiel. Au cours de ce travail, on introduira
des constantes c1, . . . , c22 ne de´pendant que de A. Le choix des parame`tres fera intervenir
une constante C0, de´pendant uniquement de A elle aussi, qui sera prise grande par rapport
aux constantes ci (1 ≤ i ≤ 22). La constante C(A) s’exprimera alors simplement en fonction
de C0.
3.2 Un lemme cle´ p-adique sur les varie´te´s abe´liennes
Soit A une varie´te´ abe´lienne de´finie sur K un corps de nombres et soit PA un ensemble
de premiers bien choisi en fonction de A. Le but de cette partie est d’e´tablir une ine´galite´ p-
adique concernant les points de p-torsion de A, pour p ∈ PA. On cherche a` montrer, pour les
varie´te´s abe´liennes, un re´sultat comparable a` l’ine´galite´ suivante, vraie pour tout premier
p, toute racine p-e`me de l’unite´ ξ et toute place v/p d’un corps de nombres quelconque
contenant ξ :
|ξ − 1|v ≤ p−1/p.
Cette ine´galite´, conse´quence d’une proprie´te´ de ramification bien connue sur les corps
cyclotomiques (voir [IR80], Proposition 13.2.7), a un analogue satisfaisant sur les courbes
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elliptiques pour les premiers de bonne re´duction ordinaire, s’il n’y a pas de ramification
initiale ; dans le cas des premiers supersinguliers, on doit remplacer 1/p par 1/p2 (voir
[Gal07], 4.1). On s’attend donc a` ce que le re´sultat obtenu sur A de´pende de la re´duction de A
modulo p, un ide´al deOK . Deux invariants associe´s a` une varie´te´ abe´lienne en caracte´ristique
positive apparaissent naturellement au cours de la discussion, a` savoir le rang de la matrice
de Hasse-Witt et son rang stable (ou p-rang de la varie´te´). On obtient une ine´galite´ assez
pre´cise sous l’hypothe`se que ces deux invariants sont e´gaux, puis on trouve une base du
tangent dans laquelle les proprie´te´s p-adiques associe´es a` des premiers diffe´rents (et de
norme borne´e) sont vraies simultane´ment.
Dans la suite de ce travail, on n’utilisera pas ces estimations p-adiques dans toute leur
pre´cision. Dans ces conditions, le choix de la base adapte´e n’est pas capital ; il est par
ailleurs peu couˆteux puisqu’il n’ajoute qu’un terme ne´gligeable dans le calcul de pente du
sous-paragraphe 3.3.2.
L’inte´reˆt de ce re´sultat p-adique, dans la mise en œuvre de la me´thode des pentes, sera
d’estimer certaines normes ultrame´triques d’un morphisme de restriction ; cette estimation
est le point crucial de la preuve et correspond a` la phase d’extrapolation dans une preuve
classique de transcendance.
3.2.1 Le p-rang d’une varie´te´ abe´lienne
On fixe pour ce paragraphe et le suivant un premier p et une varie´te´ abe´lienne A de´finie
sur un corps fini Fq ⊂ k = Fp. Commenc¸ons par donner la de´finition du p-rang, a` travers la
proposition suivante (confer [Mum74], page 64) :
Proposition 3.11 Le sous-groupe A[p] des points de p-torsion sur Fp est de cardinal pα,
ou` α ∈ [0; g] est un entier. De plus, le groupe A[p] est isomorphe a` (Z/pZ)α. Cet entier α
sera appele´ p-rang de A.
Preuve
L’application line´aire [p]∗ induite sur le tangent en l’origine 0 de A par [p] est la multi-
plication par p, donc est nulle en caracte´ristique p. Par conse´quent, si ω est une diffe´rentielle
invariante sur A, [p]∗ω est nulle en 0 ; comme cette diffe´rentielle est encore invariante, on
en de´duit qu’elle est nulle partout. Les diffe´rentielles invariantes sur A engendrent le fais-
ceau des formes diffe´rentielles Ω1A sur A, donc elles engendrent le k(A)-module Ωk(A) des
diffe´rentielles a` coefficients dans k(A), et l’application induite par [p], encore note´e [p]∗,
est nulle sur Ωk(A). On en de´duit que l’image de k(A) par [p] est incluse dans k(A)p, et
par suite son degre´ inse´parable est plus grand que pg. Le cardinal de A[p] e´tant e´gal au
degre´ se´parable de [p], le premier point est de´montre´. Les e´le´ments non nuls de A[p] sont
exactement d’ordre p, ce qui donne le second point.
2
Remarques Le p-rang de A est aussi appele´ rang stable de A (en raison de son lien avec
la matrice de Hasse-Witt de A, explicite´ infra, 3.2.2). S’il est e´gal a` g, la varie´te´ A est dite
ordinaire.
On peut maintenant introduire les morphismes de Frobenius Φpj , pour j ≥ 1 un entier.
On de´finit d’abord Φpj sur Spec(k) comme e´tant l’identite´ sur l’espace topologique re´duit
a` un point et l’e´le´vation a` la puissance pj sur k. On note ensuite A(p
j) le sche´ma sur
Spec(k) de´fini comme le tire´ en arrie`re de A par l’action du Frobenius Φpj sur Spec(k). Par
construction, ce sche´ma est une varie´te´ abe´lienne.
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De´finition 3.4 Le morphisme de Frobenius :
Φpj : A→ A(p
j).
est de´fini par l’e´le´vation a` la puissance pj sur le faisceau structural.
Remarque Si la varie´te´ abe´lienne A est de´finie sur Fq, avec q = pj , alors le Frobenius Φpj
est un morphisme de A dans A.
Le sche´ma A(p
j) est une varie´te´ abe´lienne et le Frobenius Φpj une isoge´nie purement
inse´parable de degre´ pjg (voir [MvdG07], page 72). On vient de montrer que le degre´
inse´parable de [p] est supe´rieur a` pg. Dans le cas des courbes elliptiques, il est facile de
prouver que [p] se factorise a` travers Φp ou Φp2 car son degre´ inse´parable est exactement
le degre´ d’un de ces deux morphismes. La factorisation par Φp est vraie en ge´ne´ral, et on
l’obtient en construisant explicitement le morphisme avec lequel on compose le Frobenius,
appele´ “Verschiebung” (confer [MvdG07], pages 74 et 104) :
Lemme 3.12 Il existe une isoge´nie V : A(p) → A telle que [p] = V ◦ Φp. De plus, V et
Φp sont duales l’une de l’autre au sens suivant : si on note Â la duale de A, on a une
de´composition :[p] bA = V bA ◦ Φp, bA avec :
V̂ = Φ
p, bA et Φ̂p = V bA.
Comme le morphisme de Frobenius est purement inse´parable, le p-rang n’est autre que
le degre´ se´parable de V . Si α = g, l’isoge´nie V est se´parable et sa diffe´rentielle en 0 est
inversible. On veut relier plus ge´ne´ralement α a` la diffe´rentielle de V en 0 ; ceci nous ame`ne
a` e´tudier la structure de sche´ma en groupe du sous-groupe A[p] de A.
3.2.2 Sche´mas en groupe
On fait ici quelques rappels sur la the´orie des sche´mas en groupes ; on peut trouver ces
re´sultats dans [Mum74], partie III.
De´finition 3.5 Un sche´ma en groupe G sur k est un sche´ma muni d’un morphisme de
multiplication m : G × G → G, d’un morphisme d’inversion i : G → G et d’un e´le´ment
neutre e : Spec(k)→ G ve´rifiant les axiomes :
m ◦ (m× IdG) = m ◦ (IdG ×m) : G×G×G→ G,
m ◦ (e× IdG) = j1 : Spec(k)×G→ G,
m ◦ (IdG × e) = j2 : G× Spec(k)→ G,
et :
e ◦ pi = m ◦ (IdG × i) = m ◦ (i× IdG) : G→ G,
ou` pi : G → Spec(k) ; j1 : Spec(k) × G ' G et j2 : G × Spec(k) sont les isomorphismes
canoniques.
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Soit G un sche´ma en groupe. Son alge`bre de Lie est le k-espace vectoriel des champs de
vecteurs invariants par m et elle est munie de la fonction de Hasse-Witt, qui associe a` une
de´rivation D la de´rivation Dp (p-e`me ite´re´e de D). C’est une application Fp-line´aire (i.e.
additive et line´aire sous la multiplication par un e´le´ment de Fp).
On de´finit Ĝ le dual (de Cartier) de G d’un sche´ma en groupe affine Spec(R) en prenant
le dual R∗ de R et en le munissant d’une comultiplication et d’un ide´al d’augmentation par
dualite´.
On suppose maintenant que G est un sche´ma en groupe fini et commutatif. On dit que
G est de type l (resp. de type r) si l’espace sous-jacent est constitue´ d’un seul point (resp.
si G est re´duit). On dit que G est de type (x, y) si G est de type x et Ĝ est de type y. Le
sche´ma G se de´compose alors de fac¸on unique en un produit :
G = Gr,r ×Gr,l ×Gl,r ×Gl,l,
ou` Gx,y est de type (x, y) (pour plus de de´tails, voir [Mum74], §14).
Pour le sche´ma en groupe A[p] qui nous inte´resse ici, le type Gr,r est trivial car A[p] est
de cardinal une puissance de p. Plus pre´cise´ment, on a la proposition :
Proposition 3.13 On a l’isomorphisme de sche´mas en groupes :
A[p] ' (Z/pZ)α × (µp)α ×G01,
ou` α est le p-rang de A, µp = Spec
(
k[X]/(Xp − 1)) et G01 est de type (l, l).
Preuve
Soit n ∈ N∗. Compte tenu des structures de groupes de A[pn] et du dual Â[pn], qui
donnent les composantes re´duites de ces deux sche´mas en groupes, et comme le dual du
noyau de l’isoge´nie [p] est le noyau de l’isoge´nie duale (confer [Mum74], page 143), on a la
de´composition :
A[pn] ' (Z/pnZ)α × ̂(Z/pnZ)β ×G0n,
pour un certain entier β et un sche´ma en groupe local G0n.
L’alge`bre de fonctions associe´e a` Z/pnZ est son alge`bre de groupe et, en notant X
l’e´valuation en 1 ∈ Z/pnZ, on voit que l’alge`bre duale est isomorphe a` :
Spec
(
k[X]/(Xp
n − 1)).
On en de´duit que : Ẑ/pnZ ' µpn . De plus, α et β sont permute´s par passage de A a` Â et
puisqu’il existe une isoge´nie f : A→ Â, en notant K le cardinal de son noyau, on a :
f(A[pn]) ⊂ Â[pn] donc pnα ≤ Kpnβ.
En faisant varier n, on obtient : α ≤ β. Mais comme la duale de Â est isomorphe a` A (confer
[Mum74], page 132), on obtient : α = β.
2
Remarque Les sche´mas en groupes de type local-local sont les plus difficiles a` comprendre.
Pour plus de de´tails, utilisant la the´orie des vecteurs de Witt, on renvoie par exemple a`
[Pin04] (en particulier §16 et §22).
On peut maintenant faire le lien entre la diffe´rentielle de V en 0 et le p-rang :
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Proposition 3.14 Soit Ψ la diffe´rentielle de V en 0. Alors le p-rang de A est le rang de
Ψg.
Preuve
On passe aux alge`bres de Lie dans la proposition pre´ce´dente et on observe que l’appli-
cation line´aire [p]∗ est la multiplication par p, donc est nulle sur Lie(A). En se limitant a` la
partie locale en 0, on a :
Lie(A) = Lie(A[p]) = Lie(µp)α ⊕ Lie(G01).
En prenant comme base de Lie(µp) la de´rivation X∂/∂X, on observe que la fonction de
Hasse-Witt est l’identite´ sur Lie(µp)α, alors qu’elle est nilpotente sur la partie locale-locale.
De plus, par l’isomorphisme canonique :
LieÂ ' H1(A,OA),
la fonction de Hasse-Witt correspond a` l’application induite par le Frobenius sur OA (confer
[Mum74], page 148), qui correspond par dualite´ a` la diffe´rentielle de V sur le tangent en 0.
Il existe donc une de´composition du tangent en 0 : tA = Vs + Vn laisse´e stable par Ψ telle
que Ψ|Vs soit un isomorphisme et Ψ|Vn soit nilpotente ; de plus, l’espace vectoriel Vs est de
dimension α. En ite´rant g fois l’application Ψ, la partie nilpotente s’annule et on en de´duit
que le p-rang est le rang de Ψg.
2
Remarques On appelle composante semi-simple de Ψ l’espace vectoriel Vs. Cette compo-
sante semi-simple est l’image de Ψg, donc est de´finie sur Fq.
Le p-rang d’une varie´te´ abe´lienne n’est pas toujours e´gal au rang de la matrice de Hasse-
Witt. Si on fixe α ≤ g − 1, on peut meˆme montrer (voir [Kob75], theorem 7, page 163)
que sur l’espace de module des varie´te´s abe´liennes principalement polarise´es de dimension g
avec structure de niveau fixe´e sur k, les varie´te´s abe´liennes ayant une matrice de Hasse-Witt
de rang g − 1 sont Zariski-denses dans le ferme´ des varie´te´s abe´liennes dont le p-rang est
plus petit que α.
Si le p-rang est e´gal a` g − 1 ou g, il est automatiquement e´gal au rang de la matrice de
Hasse-Witt.
En ge´ne´ral, le p-rang et le rang de la matrice de Hasse-Witt sont distincts, et la par-
tie nilpotente fait obstruction pour controˆler efficacement la norme p-adique de tous les
parame`tres. On devra donc par la suite travailler avec des ide´aux premiers p de bonne
re´duction tels que la varie´te´ abe´lienne modulo p ait ces deux invariants e´gaux.
Hypothe`se On suppose maintenant que le p-rang de A est e´gal a` 0 ou au rang de Ψ.
On choisit un syste`me de parame`tres (x1, . . . , xg) associe´s a` une base de diffe´rentielles inva-
riantes, tels que (x1, . . . , xα) soit une base de ImΨg (qui est e´gale a` ImΨ sauf e´ventuellement
si le rang est nul). Notons Ô0,A le groupe formel associe´ a` A en 0 sur Fq. On a ([HS00], page
268) :
Ô0,A ' Fq[[x1, . . . , xg]].
On note V = (V1, . . . , Vg) le g-uplet de se´ries formelles image de l’isoge´nie V dans le groupe
formel. On note aussi Φα le morphisme de Fq[[x1, . . . , xg]] qui agit sur les parame`tres par :
xi → xi si i ≤ α
xi → xpi si i > α.
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Corollaire 3.15 Il existe un g-uplet de se´ries formelles U = (U1, . . . , Ug) tel que V se
factorise : V = U ◦ Φα et tel que dU soit inversible.
Preuve
Si le p-rang est nul, on note K la cloˆture se´parable de V ∗k(A) dans k(A). Comme
k(A)p
2 ⊂ k(A) est purement inse´parable, et par de´finition de la cloˆture se´parable, on a l’in-
clusion : k(A)p
2 ⊂ K puis e´galite´ en comparant les degre´s de ces extensions. La factorisation
sur les corps de fonctions induit une factorisation : V = U ◦ Φp2 , ou` U est se´parable. Sa
diffe´rentielle est donc inversible (voir [Lan02], VIII, proposition 5.5).
Supposons maintenant α > 0. Pour tout entier i ∈ [1, g], comme V est une isoge´nie, la
forme diffe´rentielle dx∗iV est encore une diffe´rentielle invariante, donc se de´compose :
dx∗iV =
g∑
j=1
αi,jdxj ,
ou` les αi,j sont constants et donne´s par la i-e`me colonne de la matrice de Ψ dans la base
associe´e a` (x1, . . . , xg). On en de´duit par inte´gration que les seuls termes non-nuls dans les Vi
sont les termes line´aires ou des monoˆmes en (xp1, . . . , x
p
g). Par choix de la base, les parame`tres
(xα+1, . . . , xg) sont absents de la partie line´aire. On a donc bien la de´composition voulue.
L’application Φα est purement inse´parable et son degre´ est le rang de :
k[[x1, . . . , xg]]/(x
p
α+1, . . . , x
p
g),
donc :
degΦα = degiΦα = p
g−α.
En comparant les degre´s se´parables et inse´parables, on voit que U est se´parable, et que sa
diffe´rentielle est inversible.
2
3.2.3 Retour en caracte´ristique nulle
Le but de ce paragraphe est de traduire la proposition pre´ce´dente en un re´sultat p-adique
pour les points de torsion d’une varie´te´ abe´lienne de´finie sur un corps de nombres. Soit donc
A une varie´te´ abe´lienne de dimension g de´finie sur un corps de nombres K, munie d’un fibre´
L ample et syme´trique, et soit A un mode`le entier de A sur OK . On sait par un the´ore`me
de Lefschetz (voir [HS00], page 105) que le fibre´ L⊗3 est tre`s ample. Rappelons que pour
tout nombre premier p, il y a p2g points de p-torsion dans A(K). Pour un ide´al premier p
de OK de bonne re´duction divisant p, la fibre spe´ciale Ap ne contient plus que pα points de
p-torsion, ou` α est le p-rang de la fibre spe´ciale.
Par la suite, on fera implicitement un certain nombre de choix sur A (une base de
sections globales pour L⊗3, une base de de´rivations alge´briques, une base d’ouverts affines)
et par abus de langage, on dira qu’une constante ne de´pend que de A si elle de´pend de A
et de ces choix.
Pre´cisons d’abord que si q est un ide´al premier de K ′ une extension finie de K, dont la
projection sur Z est p, on choisit la normalisation suivante pour la valuation q-adique :
|p|q = p−nq , ou` nq est le degre´ local : [K ′q : Qp].
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Cette normalisation permet d’e´crire plus simplement la formule du produit et la hauteur
d’un morphisme, qui intervient dans les ine´galite´s de pentes.
Les premiers de re´duction ordinaire (i.e. les premiers de bonne re´duction pour lesquels
le p-rang est e´gal a` g) sont ceux pour lesquels les proprie´te´s me´triques sont les meilleures.
Dans le cas d’une courbe elliptique E, on sait qu’ils sont de densite´ 1 si E n’est pas a`
multiplication complexe ; et qu’ils sont de densite´ 1/2 si E est a` multiplication complexe.
En dimension supe´rieure, on ne connait aucun re´sultat de densite´ comparable. On va donc
travailler avec un ensemble de premiers ayant meˆme type de re´duction (pas ne´cessairement
ordinaire) et de densite´ positive. On de´finit la densite´ naturelle pour les ide´aux premiers de
la fac¸on suivante :
De´finition 3.6 Soit Q un sous-ensemble de l’ensemble P des ide´aux premiers de OK . On
dit que Q a une densite´ naturelle d si le quotient :
|{q ∈ Q,N(q) ≤ x}|
|{p ∈ P,N(p) ≤ x}|
tend vers d quand x→∞.
Remarque La fonction N est la norme sur les ide´aux (de´finie dans [Sam03] : III, 5).
La loi d’addition de A est donne´e sur chaque ouvert affine par des polynoˆmes biho-
moge`nes de degre´ (2, 2) (confer [LR85] ou [DP02], proposition 3.7) dont les coefficients sont
de hauteur borne´e uniquement en fonction de A. On a donc, si on note (xk)k l’ensemble de
ces coefficients :
∀k : |xk|p ≤ 1, (3.1)
sauf pour un nombre fini d’ide´aux premiers p (ne de´pendant que de A).
De plus, si on fixe une base de de´rivations alge´briques (∂1, . . . , ∂g) sur A (orthonormale
pour la forme de Riemann associe´e au fibre´ L⊗3) on a (confer [Dav91]) :
The´ore`me 3.16 Pour toute fonction abe´lienne fi sur A et pour toute de´rivation ∂j :
∂jfi =
∑
k,l
yi,jk,lfkfl,
ou` les fi sont une base de fonctions abe´liennes sur A. De plus, les y
i,j
k,l sont des nombres
alge´briques, de hauteur borne´e uniquement en fonction de A.
Preuve
La preuve de [Dav91], the´ore`me 4.1, est donne´e pour une base bien spe´cifique, la base de
de´rivation de Shimura, sous l’hypothe`se que la polarisation est principale. Le re´sultat obtenu
est alors effectif. Ses arguments s’adaptent sans peine pour obtenir le re´sultat qualitatif dont
on a besoin dans la ge´ne´ralite´ indique´e. Rappelons-en les e´tapes.
On commence par observer que, si on fixe deux fonctions theˆta (θ0, θ1) telles que :
fi = θ1/θ0, on a :
θ20∂j(
θ1
θ0
) ∈ Γ(A,L⊗2).
Puis (comme L est associe´e a` un plongement projectivement normal), on montre que le
morphisme :
Γ(A,L)⊗2 −→ Γ(A,L⊗2)
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est surjectif.
On a donc l’e´criture attendue, mais avec les yi,jk,l dans C, et comme la base de de´rivation
est alge´brique, on en de´duit que les yi,jk,l le sont aussi. Ces coefficients e´tant en nombre fini,
on peut trouver une borne pour leur hauteur ne de´pendant que de A.
2
En appliquant ce the´ore`me a` une base de sections de L⊗3, il en re´sulte que pour tout ide´al
premier p de OK sauf un nombre fini (ne de´pendant que de A) :
∀(i, j, k, l) : |yi,jk,l|p ≤ 1. (3.2)
Les premiers de mauvaise re´duction pour A sont en nombre fini, ainsi que les premiers de
Z se ramifiant dans OK . On pose PA,0 l’ensemble des premiers p de OK de bonne re´duction,
ve´rifiant (3.1) et (3.2), tels que si (p) = p ∩ Z, on a : ep/p = 1, et tels que :∑
p∈PA,0
1
p2
≤ 1
3
.
Comme la meˆme somme indexe´e par N∗ converge, il suffit d’exclure un ensemble fini (absolu)
de premiers pour que cette condition soit ve´rifie´e. L’ensemble PA,0 est de densite´ naturelle
e´gale a` 1, et sa construction ne de´pend que de A et K.
On fait maintenant l’hypothe`se suivante sur A :
Hypothe`se H3 Il y a une densite´ c0 > 0 d’ide´aux premiers p pour lesquels :
– soit le p-rang de Ap est e´gal a` 0,
– soit il est non-nul et e´gal au rang de la matrice de Hasse-Witt.
Par le principe des tiroirs de Dirichlet, il existe un entier k tel que la densite´ naturelle
d’ide´aux premiers de PA,0 ve´rifiant H3 et pour lesquels la fibre spe´ciale a un p-rang e´gal a` k
est supe´rieure ou e´gale a` c0g+1 . On choisit un tel entier et on le note α. On note PA l’ensemble
des ide´aux premiers p de PA,0 en lesquels la varie´te´ Ap a un p-rang e´gal a` α. De plus, quitte
a` diviser la densite´ de cet ensemble par [K : Q], on peut supposer que deux ide´aux premiers
distincts de PA ont des normes, donc des projections sur Z, distinctes. Dans les cas non
ordinaires, on obtient une ine´galite´ me´trique moins bonne. Cette perte sera compense´e, en
p-rang e´gal a` 0, par le plus grand nombre de points de torsion se re´duisant sur 0.
On peut maintenant traduire le corollaire pre´ce´dent en proprie´te´ p-adique. Soit p ∈ PA
un ide´al premier et p = p ∩ Z. Par choix de PA, la fibre spe´ciale Ap est lisse. Soit Ψp la
diffe´rentielle du Verschiebung sur Ap. Par la discussion du paragraphe pre´ce´dent, on peut
trouver une base de parame`tres alge´briques en l’origine de A :
tp,1, . . . , tp,g
(i.e. dont la projection est une base de m0/m20, ou` m0 est l’ide´al maximal correspondant a`
l’origine de A) telle que son image par re´duction modulo p :
t˜p,1, . . . , t˜p,g
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soit encore une base de parame`tres alge´briques, avec :
ImΨgp = Vect(t˜p,1, . . . , t˜p,α),
KerΨgp = Vect(t˜p,α+1, . . . , t˜p,g).
On note Op l’anneau de valuation associe´ a` p. Il lui correspond par tensorisation :
AOp := A×SpecOK SpecOp,
et la section nulle p. On note ÂOp le comple´te´ le long de p de AOp . La multiplication par
[p] est donne´e sur le groupe formel par un g-uplet de se´ries formelles : F = (F1, . . . , Fg) et
par re´duction modulo p, on obtient un g-uplet de se´ries formelles : F˜ = (F˜1, . . . , F˜g). La
de´composition : [p]p = Vp ◦ φp de la multiplication par p sur la fibre spe´ciale induit une
de´composition :
F˜(t˜p) = Vp(t˜
p
p),
ou` t˜pp = (t˜
p
p,1, . . . , t˜
p
p,g) est l’image de t˜p par le Frobenius.
On a alors la proposition suivante :
Proposition 3.17 Si P est un point de p-torsion se re´duisant sur 0 modulo q, pour une
place q/p dans un corps de de´finition de P , on a :
∀1 ≤ i ≤ α : |tp,i(P )|q ≤ p−nq/p,
et :
∀α < i ≤ g : |tp,i(P )|q ≤ p−nq/p2 .
Preuve
Soit P se re´duisant sur 0 modulo q, pour q/p dans un corps de de´finition de P . On sait
de´ja` que :
∀ 1 ≤ i ≤ g : |tp,i(P )|q < 1.
De plus, le morphisme [p] en P est donne´ par le g-uplet de se´ries formelles F applique´es au
syste`me de parame`tres (voir [HS00], page 272). On en de´duit :
F ◦ tp(P ) = 0.
D’apre`s le corollaire 3.15, on a une factorisation : Vp = Up ◦Φα,p, et la diffe´rentielle de
Up est inversible. En utilisant la re´duction modulo p de F et les proprie´te´s de base d’une
loi de groupe formel (rappele´es dans [HS00], page 269), on voit que F est donne´e par :
F(tp) = ptp +G(tp) +H ◦ Φα(tpp).
Le g uplet de se´ries formelles G a ses coefficients dans pOp et ses premiers termes sont qua-
dratiques ; le g-upletH a ses coefficients inversibles modulo p et sa diffe´rentielle est inversible
dans Op. Soit i0 ∈ [1, g] tel que |tp,i0(P )|q soit maximal. En inversant la diffe´rentielle, et par
choix de i0, on obtient :
tp,i0(P )
p
ni0 ∈ pOp,
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ou` ni0 = 1 si i0 ≤ α et ni0 = 2 sinon. Comme l’indice de ramification ep/p vaut 1 et par
de´finition de i0, on en de´duit que pour tout i ≤ g :
|tp,i(P )|q ≤ p−nq/p2 .
Ceci e´tant de´montre´, on est assure´ que les termes non-line´aires dans H donnent une norme
p-adique plus petite que 1, et n’interfe`rent pas avec le terme line´aire. On obtient donc, cette
fois, pour tout i ≤ α :
tp,i(P )p ∈ pOp,
et la proposition est entie`rement de´montre´e.
2
Remarque Puisque la ramification initiale : ep/p = 1 et le sous-groupe des points de p-
torsion se re´duisant sur 0 modulo q est galoisien de cardinal infe´rieur a` p2g−α, le the´ore`me
de Raynaud (corollaire 3.4.4 de [Ray74]) donne :
|tp,i(P )|q ≤ p−nq/p(2g−α) ,
pour tout i ≤ g. La the´orie galoisienne ne suffit donc pas ici a` de´montrer la proprie´te´
me´trique, alors qu’elle donne les meˆmes re´sultats que l’approche des groupes formels dans
le cas multi-elliptique.
On pose maintenant : nα = 1 si α = g et nα = 2 sinon. On choisit un syste`me de
parame`tres en 0 : (t1, . . . tg) associe´ a` une base orthonormale de tA, le tangent de A en
l’origine, pour la forme de Riemann. On a imme´diatement le corollaire :
Corollaire 3.18 Si P est un point de p-torsion se re´duisant sur 0 modulo q, pour une place
q/p dans un corps de de´finition de P , on a :
∀1 ≤ i ≤ g : |ti(P )|q ≤ p−nq/pnα .
3.2.4 Base adapte´e pour le tangent
On montre dans ce paragraphe comment ame´liorer le corollaire pre´ce´dent et trouver
une base entie`re du tangent dans laquelle les proprie´te´s p-adiques de la proposition 3.17
seront simultane´ment vraies, pour un nombre fini d’ide´aux premiers, de norme borne´e par
un entier N . La hauteur des e´le´ments de la base sera borne´e par une fonction explicite de
N .
On note tA l’espace tangent de A en l’origine et on le munit de sa base canonique
(f1, . . . , fg) pour le produit scalaire hermitien induit par la forme de Riemann. A tout
p ∈ PA, on peut associer une base orthonormale ep = (ep,1, . . . , ep,g) de tA dans laquelle on
dispose de bonnes proprie´te´s me´triques (par la proposition 3.17). On veut trouver une base
dans laquelle toutes les proprie´te´s p-adiques sont lisibles simultane´ment, pour p ∈ PA. Ceci
est possible si on borne de`s maintenant la norme des premiers avec lesquels on travaille.
Soit donc N un entier ; on suppose N ≥ g2 et on note :
PA,N = {p ∈ PA,N(p) ≤ N}.
On de´finit enfin la hauteur d’un vecteur x ∈ Kg comme le maximum des hauteurs de ses
coordonne´es.
On commence par de´montrer un lemme de ge´ome´trie des nombres, qui fournit des
e´le´ments de petite hauteur dans une classe modulo b, pour b un ide´al de OK .
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Lemme 3.19 Soit b un ide´al de OK de norme β ∈ N. Il existe une constante c1 ne
de´pendant que de K telle que : pour toute classe c modulo b, il existe un e´le´ment x de
OK dans c de hauteur plus petite que logβ + c1.
Preuve
Au cours de la preuve, on notera par commodite´ : n = [K : Q]. On commence par
plonger canoniquement K dans Rn ' Rr1×Cr2 par un morphisme qu’on appelle σ ; on note
r1 le nombre de plongements re´els et r2 le nombre de plongements complexes a` conjugaison
pre`s. Le module σ(b) est alors un sous-re´seau de σ(OK) et son covolume est donne´ par
(confer [Sam03], 4.2) :
det(σ(b)) = 2−r2 |dK |1/2β,
ou` dK est le discriminant absolu de K. On applique le second the´ore`me de Minkowski au
re´seau σ(b) et a` l’ensemble :
B = {b = (y1, . . . , yr1 , z1, . . . , zr2) ∈ Rr1 × Cr2 , ‖b‖ =
r1∑
i=1
|yi|+ 2
r2∑
j=1
|zj | ≤ 1},
qui est compact, convexe et syme´trique par rapport a` l’origine. Son volume est donne´ par
la formule ([Sam03], 4.2) :
vol(B) =
2r1−r2pir2
n!
.
En notant, pour 1 ≤ i ≤ n :
λi = inf{λ, ∃ i vecteurs de σ(b) libres dans λB},
on a l’ine´galite´ des minima successifs :
λ1 · · ·λnvol(B) ≤ 2ndetσ(b).
On souhaite majorer le dernier de ces minima. Pour y parvenir, on remarque que la norme
d’un e´le´ment x deOK est≥ 1 (c’est la valeur absolue du coefficient constant de son polynoˆme
minimal sur Z), et on en de´duit, par l’ine´galite´ arithme´tico-ge´ome´trique :( n∑
i=1
|σi(x)|
)n ≥ nnN(x) ≥ nn.
Ceci permet de minorer le premier minimum : λ1 ≥ n, et par suite :
nn−1λn ≤ λn−11 λn ≤
n∏
i=1
λi ≤ 2
ndetσ(b)
vol(B)
.
Soit c une classe de OK/b ; son image par σ est une classe du quotient σ(OK)/σ(b). Comme
la norme ‖.‖ ve´rifie l’ine´galite´ triangulaire, on peut choisir un repre´sentant x de c tel que
‖x‖ ≤ nλn. De plus, pour un point entier, seules les contributions archime´diennes inter-
viennent dans la hauteur. Notons I l’ensemble des indices pour lesquels |σi(x)| ≥ 1. Par
concavite´ de la fonction log :
h(x) =
1
n
∑
i∈I
nσi log|x|σi ≤ log
( 1
|I|
∑
i∈I
nσi |x|σi
)
≤ log(‖x‖) ≤ log(nλn).
On peut enfin conclure, a` l’aide de l’expression du dernier minimum, et des formules donnant
le de´terminant du sous-re´seau et le volume de B :
h(x) ≤ logβ + (n+ 1)log2 + 1
2
log|dK |.
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Le lemme pre´ce´dent, allie´ au lemme des restes chinois, permet alors de trouver une
bonne base simultane´e, de hauteur correctement controˆle´e :
Proposition 3.20 Il existe (e1, . . . , eg) une base orthogonale de tA(K), correspondant par
dualite´ a` un syste`me de parame`tres (t1, . . . , tg) ve´rifiant la proprie´te´ suivante : pour tout
p ∈ PA,N tel que p ∩ Z = pZ, si P est un point de p-torsion se re´duisant sur 0 modulo q,
pour une place q/p, on a :
∀1 ≤ i ≤ α : |ti(P )|q ≤ p−nq/p,
et :
∀α < i ≤ g : |ti(P )|q ≤ p−nq/p2 .
De plus, la hauteur des ei est majore´e par c3N , pour une constante c3 ne de´pendant que de
g et K.
Preuve
Soit 1 ≤ i ≤ g. Si on note eji,p la j-e`me composante de ei,p selon la base canonique, le
nombre eji,p est dans OK . Par le lemme des restes chinois :∏
p∈PA,N
OK/pOK ' OK/
( ∏
p∈PA,N
p
)OK .
Il existe donc dji , un e´le´ment de OK , tel que :
dji ≡ ejp,i mod p,
pour tout p ∈ PA,N et par le lemme pre´ce´dent, on peut prendre dji ve´rifiant :
h(dji ) ≤ logN
( ∏
p∈PA,N
pOK
)
+ c1,
pour une constante c1 ne de´pendant que de K. La norme e´tant multiplicative pour les
ide´aux (voir [Sam03], 3.5), et en utilisant l’estimation de Tche´bychev ([Ten95], th. 3 page
11), on a :
h(dji ) ≤
∑
p∈PA,N
log(N(p)) + c1 ≤
∑
p≤N,p∈PZ
log(p) + c1 ≤ c2N,
pour une constante c2 ne de´pendant que de K, avec PZ l’ensemble des premiers rationnels.
On note di le vecteur dont les coordonne´es sont les d
j
i dans la base canonique. La proprie´te´
p-adique ne de´pendant que de la classe mod p des coordonne´es, elle reste vraie pour la base
d = (d1, . . . , dg) et pour tout p ∈ PA,N . Le proce´de´ d’orthogonalisation de Schmidt applique´
a` d fournit une base e pour laquelle la proprie´te´ me´trique reste inchange´e (par l’ine´galite´
ultrame´trique). Les ei sont donne´s par la formule :
ei = di −
i−1∑
k=1
(ek, di)
(ek, ek)
ek.
Puisque N ≥ g2, on obtient par re´currence : h(ei) ≤ c3N avec c3 = 4gc2.
2
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3.3 The´orie des pentes
Dans cette partie, on commence par de´finir les objets qui apparaissent dans la the´orie
des pentes, puis on donne les ine´galite´s de pentes dont on se servira par la suite. On finit par
estimer les pentes de fibre´s qui apparaˆıtront dans la suite de ce travail. Un des avantages de
la me´thode des pentes, en ge´ome´trie diophantienne, est de rendre plus facile le calcul des
constantes. Si le calcul de la constante ne de´pendant que de A reste tre`s de´licat dans notre
minoration du minimum essentiel, on a tenu, dans cette partie, a` donner des estimations
pre´cises, sinon en le corps de de´finition et en le genre de A, du moins en la hauteur de
Faltings de A.
Enfin, comme dans la partie 3.2, on a donne´ des re´sultats un peu plus ge´ne´raux que ceux
dont on se servira par la suite, puisqu’on a de´fini la multiplicite´ avec un sous-module (de
rang maximal) du module tangent donne´ par un mode`le semi-abe´lien. Ces calculs pourraient
e´ventuellement permettre, dans un travail ulte´rieur, de mettre en oeuvre une technique de
multiplicite´s penche´es, qu’on n’a pu appliquer ici.
3.3.1 De´finitions et ine´galite´ de pentes
On souhaite mettre en œuvre le formalisme des pentes, introduit par Bost dans [Bos96b],
et qui s’est de´veloppe´ dans la litte´rature diophantienne depuis une dizaine d’anne´es. Pour
des de´tails et des exemples d’applications de la the´orie des pentes, on renvoie par exemple
aux articles de Bost ([Bos96b], [Bos01]) ou a` l’article tre`s complet de Gaudron ([Gau06]). Le
but de cette partie est donc d’e´crire une ine´galite´ de pentes. Sous sa forme basique, celle-ci
compare les pentes de deux OK-modules hermitiens s’il existe un morphisme φ injectif entre
eux. On va donc de´finir le degre´ arithme´tique d’un fibre´ vectoriel hermitien, puis sa pente,
sa pente maximale, et la hauteur d’un morphisme de fibre´s.
On note provisoirement (dans ce paragraphe) : S = Spec(OK), S0 l’ensemble des points
ferme´s de S et S∞ l’ensemble des places archime´diennes de OK (correspondant aux points
complexes de S) ; on note enfin M(K) = S0 ∪ S∞ l’ensemble des places de K. Un fibre´
vectoriel E sur S est constant, ce qui me`ne a` la de´finition suivante :
De´finition 3.7 Un fibre´ vectoriel hermitien sur S est un OK-module E muni d’une col-
lection {‖.‖v}v∈S∞ telle que pour tout v ∈ S∞, ‖.‖v soit une norme hermitienne sur le
Kv-espace vectoriel Ev = E ⊗Kv et qu’on ait la compatibilite´ suivante :
‖x‖v = ‖x‖v pour tous v ∈ S∞ et x ∈ Ev,
ou` v de´signe la conjugue´e de v (via le plongement complexe qui leur est associe´).
On note E le fibre´ (E , {‖.‖v }). Si v est une place finie de K, on lui associe un anneau de
valuation Ov, et e´tant donne´e une base (e1, . . . , er) de Ev = E ⊗Ov sur OK , on munit Ev de
la norme ‖.‖v de´finie comme le maximum des valeurs absolues v-adiques des coordonne´es
dans cette base (voir 3.2.3).
On peut maintenant de´finir le degre´ arake´lovien normalise´ d’un fibre´ hermitien. On
commence par les modules de rang 1 puis on passe au cas ge´ne´ral graˆce au de´terminant :
De´finition 3.8 Soit E un OK-fibre´ hermitien de rang 1 et s un e´le´ment non nul de E. On
de´finit le degre´ arithme´tique (ou arake´lovien) normalise´ de E de la manie`re suivante :
d̂eg E = 1
[K : Q]
(
log#(E/sOK)−
∑
v∈S∞
log‖s‖v
)
.
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Si E est un OK-fibre´ hermitien de rang r, on pose :
d̂eg E = d̂eg detE ,
ou` les normes sur le de´terminant sont celles obtenues par puissance tensorielle et quotient
a` partir de celles de E.
Remarques La formule du produit montre que cette de´finition ne de´pend pas du choix de
s. Si K = Q, le degre´ d’Arakelov est l’oppose´ du logarithme du covolume de E vu comme
re´seau de E ⊗Z R (voir [BGS94], formule (2.1.13) pour le cas ge´ne´ral).
De´finition 3.9 Soit E un fibre´ hermitien de rang non nul, on de´finit sa pente de la fac¸on
suivante :
µ̂(E) = d̂egE
rgE .
Les pentes des sous-modules de E sont borne´es (par l’ine´galite´ d’Hadamard), ce qui justifie
la de´finition :
De´finition 3.10 La pente maximale de E est de´finie par :
µ̂max(E) = max µ̂(F),
ou` F de´crit l’ensemble des sous-fibre´s non-nuls de E munis des me´triques de´duites de celles
de E par restriction.
Soit φ un morphisme entre deux OK-fibre´s E et F . Si ces fibre´s sont hermitiens, pour
toute place v ∈M(K), on note ‖φ‖v la norme d’ope´rateur du morphisme :
φ : Ev = E ⊗Kv → Fv = F ⊗Kv.
On a donc :
‖φ‖v = supx∈Ev ,x 6=0
‖φ(x)‖v
‖x‖v
.
On peut alors de´finir la hauteur de φ :
De´finition 3.11 Si φ est un morphisme entre deux OK-fibre´s hermitiens E et F , on appelle
hauteur de φ :
h(φ) =
1
[K : Q]
∑
v∈M(K)
log ‖φ‖v .
On est alors en mesure d’e´crire une premie`re ine´galite´ de pentes :
Lemme 3.21 Si le morphisme φ : EK → FK est injectif :
d̂eg E ≤ rg(E)
(
µ̂max(F) + h(φ)
)
.
Preuve
C’est une conse´quence de l’ine´galite´ d’Hadamard ; on renvoie a` [Che06], page 40, pour
plus de de´tails (ou` la meˆme convention est faite sur les normes ultrame´triques).
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On utilise ge´ne´ralement une version filtre´e de cette ine´galite´. Soit φ : EK → FK une appli-
cation K-line´aire injective. On suppose qu’il existe une filtration d’espaces vectoriels :
{0} = FK,N+1 ⊂ · · · ⊂ FK,0 = FK .
et que les quotients GK,i = FK,i/FK,i+1 sont les tensorisation avec K de fibre´s hermitiens
Gi sur SpecOK . On de´finit une filtration sur EK par image re´ciproque :
EK,i = φ−1K (FK,i),
et on conside`re :
φi : EK,i → GK,i,
l’application line´aire naturellement induite sur le quotient. La version filtre´e de l’ine´galite´
des pentes est la suivante :
Lemme 3.22 Si φ est injective, on a l’ine´galite´ :
d̂eg E ≤
N∑
i=0
dim
(EK,i/EK,i+1)(µ̂max(Gi) + h(φi)).
Cette version est particulie`rement utile dans une preuve de transcendance : la filtration
correspond alors aux diffe´rents ensembles et ordres d’annulation d’une fonction auxiliaire.
3.3.2 Quelques fibre´s hermitiens et leurs pentes
On peut maintenant pre´ciser les fibre´s hermitiens auxquels on compte appliquer la
me´thode des pentes. Rappelons que A est une varie´te´ abe´lienne munie d’un fibre´ ample
et syme´trique L, et de´finie sur un corps de nombres OK .
Tangent et espace syme´trique
Quitte a` prendre une extension finie de K ne de´pendant que de A, on suppose que
A admet re´duction semi-abe´lienne sur K. Il existe donc un mode`le semi-abe´lien pi : A →
SpecOK ; on note  : SpecOK → A la section nulle et on pose :
tA := ∗TA/SpecOK ,
ou` TA/SpecOK est le fibre´ tangent de A sur OK . On a une structure de OK-module de type
fini sur tA, qui est un sous-module de l’espace vectoriel tangent de A a` l’origine. Si σ est
une place complexe de K, il existe un isomorphisme : tA ⊗σ C ' tAσ(C) et la forme de
Riemann ω associe´e au fibre´ ample L induit une forme hermitienne ωσ ∈
∧1,1 t∨Aσ(C). Si ωσ
s’e´crit sous la forme :
ωσ =
i
2
∑
1≤h,l≤g
ah,lf
∗
h ∧ f∗l ,
ou` (f∗1 , . . . , f∗g ) est la base duale d’une base (f1, . . . , fg) de tAσ(C), pour (z1, . . . , zg) ∈ Cg,
on pose : ∥∥∥∥∥
g∑
i=1
zifi
∥∥∥∥∥
2
σ
=
∑
1≤h,l≤g
ah,lzhzl.
Ces me´triques font de tA un fibre´ vectoriel hermitien et cette structure se transporte par
dualite´ a` t∨A.
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On sait calculer explicitement la pente de t∨A en fonction de la hauteur de Faltings de
A (confer [Gau06], proposition 4.7). Pour de´finir celle-ci, on conside`re le module ωA/OK '
det t∨A muni de la norme associe´e a` chaque place archime´dienne σ de K :
∀s ∈ ωA/OK ⊗σ C, ‖s‖2σ :=
ig
2
(2pi)g
∫
Aσ(C)
s ∧ s.
De´finition 3.12 La hauteur de Faltings de A est le degre´ d’Arakelov normalise´ du fibre´
ωA/OK . Elle est note´e hF (A) et ne de´pend pas du choix de K, le corps de de´finition, et de
A, le mode`le semi-abe´lien de A sur OK .
Cette fonction ve´rifie les axiomes d’une hauteur sur les classes d’isomorphismes de varie´te´s
abe´liennes de dimension g sur Q (voir le the´ore`me (2.1) de [Bos96b]). Majorer la pente
maximale de t∨A en fonction de hF (A) revient donc a` comparer la pente maximale de deux
modules isomorphes mais non isome´triques ; on obtient (confer [Bos96b], (5.41)) :
Lemme 3.23 Il existe une constante c4 > 0 ne de´pendant que de g telle que :
µˆmax(t∨A) ≤ c4max{1, hF (A), logh0(A,L)},
ou` h0(A,L) de´signe la dimension de l’espace des sections du fibre´ L sur A.
On a construit une base du tangent (sur OK) dans laquelle les proprie´te´s p-adiques de A sont
lisibles, pour un grand nombre de premiers p de OK . On souhaite donc pouvoir majorer,
en ge´ne´ral, la pente maximale associe´e a` des sous-modules du tangent (de rang maximal).
Soit W un sous-module de tA de rang g engendre´ par des vecteurs (e1, . . . , eg) ; on munit ce
module des me´triques hermitiennes (issues de la forme de Riemann) de tA par restriction.
On peut majorer la pente maximale de W∨ en fonction de la hauteur d’une base de W :
Lemme 3.24 Soit c(W) > 0 tel qu’il existe une base de W forme´e d’e´le´ments dont toutes
les coordonne´es sont dans OK et de hauteur plus petite que c(W). La pente maximale de
W∨ ve´rifie alors :
µˆmax(W∨) ≤ c7max{1, hF (A),degL(A), c(W)},
pour une constante c7 > 0 ne de´pendant que de g et K.
Preuve
La valeur absolue du degre´ normalise´ de W est majore´e, a` partir de la formule (2.1.13)
de [BGS94], de l’ine´galite´ d’Hadamard et en prenant une base de OK d’e´le´ments dont la
hauteur est borne´e par c(W) :
|d̂eg W| ≤ c5c(W),
pour une constante c5 ne de´pendant que de g et de K. En effet, pour les vecteurs a` coor-
donne´es dans OK , il n’y a pas de contribution ultrame´trique dans l’expression de la hauteur,
et les contributions archime´diennes sont comparables a` la norme L2 sortant de l’ine´galite´
d’Hadamard. Un raffinement du lemme pre´ce´dent (formule (41) de [Gau06]) donne :
µˆmax(W∨) ≤ c6max{1, hF (A),degL(A), |d̂eg W|},
ou` c6 ne de´pend que de g. La majoration de la valeur absolue du degre´ de W permet de
conclure.
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Pour passer aux de´rive´es d’ordre supe´rieur, on doit comprendre comment la pente maxi-
male se comporte avec les puissances syme´triques. Soit E un fibre´ hermitien sur OK . Pour
tout m, la m-e`me puissance syme´trique SmE est munie d’une structure hermitienne par
produit tensoriel puis projection ; on note SmE le fibre´ hermitien ainsi obtenu. Le lemme
suivant est de´montre´ dans l’appendice de [Gra01] :
Lemme 3.25 Pour E un fibre´ hermitien de rang g :
µˆmax
(
Sm(E)) ≤ m(µˆmax(E) + 2glogg).
La combinaison des deux derniers lemmes donne la proposition suivante, qui nous servira a`
majorer la pente maximale des fibre´s d’arrive´e dans l’ine´galite´ de pentes :
Proposition 3.26 On a la majoration suivante :
µˆmax
(
Sm(W∨)) ≤ c8m max{1, hF (A),degL(A), c(W)},
pour une constante c8 ne de´pendant que de g et K.
L’espace des sections d’un fibre´ ample sur la varie´te´ abe´lienne
La varie´te´ abe´lienne A est munie de L un fibre´ ample et syme´trique, et on note H0(A,L)
l’espace des sections de degre´ 1 sur ce fibre´. Si s ∈ H0(A,L), on peut de´finir une me´trique
sur L a` l’aide de la fonction θ associe´e a` L. Pour x = expA(z) et z ∈ tA, on pose en effet :
‖s(x)‖ := e−pi2 ‖z‖2 |θ(z)|.
Cette me´trique est appele´e cubiste et sa forme de courbure est invariante par translation.
Il existe alors (voir [Bos96a], §4.3) un mode`le de (A,L), appele´ mode`le de Moret-Bailly
et note´ (A,L, 0), constitue´ d’un sche´ma abe´lien :
pi : A → SpecOK ,
et d’un fibre´ hermitien L sur A ve´rifiant notamment les proprie´te´s suivantes :
– Il existe un isomorphisme de varie´te´s abe´liennes sur Q : i : A→ AQ.
– Il existe un isomorphisme de fibre´s en droites sur A : i∗LQ → L.
– L’origine de A se rele`ve en une section  : SpecOK → A.
– Pour toute place σ archime´dienne de K, la me´trique sur L⊗σC est la me´trique cubiste
de´finie plus haut.
On note E le OK-module H0(A,L) et on le munit des me´triques hermitiennes suivantes
aux places archime´diennes : pour tout plongement σ : K ↪→ C et s ∈ E ⊗σ C ' H0(Aσ,Lσ),
on pose :
‖s‖L2,σ =
(∫
Aσ(C)
‖s(x)‖ 2dµ(x)
)1/2
,
ou` dµ est la mesure de Haar de masse totale e´gale a` 1 sur Aσ(C). On sait que E est
semi-stable : sa pente est e´gale a` sa pente maximale. De plus, on peut la calculer de fac¸on
totalement explicite :
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Proposition 3.27 La pente de E est donne´e par la formule suivante :
µˆ(E) = −1
2
hF (A) +
1
4
log
χ(A,L)
(2pi)g
;
ou` χ(A,L) = degL(A)g! de´signe la caracte´ristique d’Euler-Poincare´ de L.
Cette formule a e´te´ de´montre´e par Moret-Bailly ([MB90]) dans le cas χ(A,L) = 1 et en
ge´ne´ral par Bost ([Bos96a]). La semi-stabilite´ de E est de´montre´e dans [Bos96b], 4.2.
Pente maximale et sous-varie´te´s
Le morphisme de fibre´s qu’on de´finira dans la partie suivante associera a` une section de
L⊗M sur A (pour M ≥ 1 un entier) sa restriction a` X un ferme´ de Zariski, avec multiplicite´
(dans un plongement e´tire´). On aura donc besoin de majorer la pente maximale du fibre´
des sections sur des sous-varie´te´s de A avec multiplicite´.
Soit X un ferme´ de Zariski lisse et e´quidimensionnel de A, de dimension d, de´fini sur
une extension K ′ de K. On en prend un mode`le, c’est-a`-dire un OK′-sche´ma propre et plat
X tel que X ×SpecOK′ K ′ = X et on choisit un OK−fibre´ L sur X dont la restriction a` X
est L. Soit de plus W un sous-module du tangent tA, muni de la restriction des me´triques
hermitiennes provenant de la forme de Riemann. Pour chaque place archime´dienne σ de K ′,
on munit le OK-fibre´ :
L⊗M ⊗ Sm(W∨)
de la norme obtenue par produit tensoriel de la norme cubiste sur L ⊗σ C et de la norme
syme´trique sur Sm(W∨)⊗σ C ; puis on munit l’espace de sections, vu comme OK-module :
HMm = H0
(
X ,L⊗M ⊗ Sm(W∨)
)
de la me´trique de Lo¨wner ‖.‖L,σ associe´e a` la norme du sup, pour toute place archime´dienne
σ. Il s’agit d’une norme hermitienne proche de la norme du sup dans le sens suivant (confer
[Gau07], 2.2 pour le cas euclidien) :
∀x ∈ HMm ⊗ C : ‖x‖L,σ ≤ ‖x‖sup,σ ≤
√
2rgHMm ‖x‖L,σ .
Remarque En termes ge´ome´triques, l’existence de la norme de Lo¨wner est relie´e a` l’exis-
tence, e´tant donne´ un corps C convexe et syme´trique, d’un ellipso¨ıde de volume minimal
contenant C.
On e´tudie d’abord le cas sans multiplicite´ : m = 0. Lorsqu’il s’agit d’estimer la pente et
non la pente maximale, on sait obtenir une formule asymptotique lorsque le degre´ tend vers
l’infini. En effet, en combinant les the´ore`mes de Hilbert-Samuel arithme´tique et ge´ome´trique,
on obtient :
The´ore`me 3.28 En munissant HM0 de la norme du sup, on a l’e´quivalent asymptotique
suivant pour la pente :
µˆ(HM0 ) =M
hL(X)
degL(X)
+ o(M).
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Remarque La de´finition de la hauteur hL(V ) d’une varie´te´ V est donne´e dans [BGS94],
partie 3 ; elle correspond a` la de´finition de la hauteur projective donne´e par Philippon en
faisant le choix de la norme L2 pour les places archime´diennes (voir [HS00]).
Preuve
Il suffit de combiner le the´ore`me de Hilbert-Samuel arithme´tique (voir [GS92] ou le
the´ore`me (1.4) de [Zha95b]) et le the´ore`me de Hilbert-Samuel ge´ome´trique (confer [Har77],
page 51).
2
On de´sire obtenir une majoration efficace de la pente maximale par le premier terme
de ce de´veloppement asymptotique et des termes d’erreur bien controˆle´s. Dans sa the`se
([Che06]), H. Chen montre que le quotient
µˆmax(HM0 )
M
converge aussi. Plus pre´cise´ment, il donne une majoration assez fine de la pente maximale
en munissant le fibre´ de la norme L2. Cette ine´galite´ fait apparaˆıtre une constante non-
explicite provenant de l’ine´galite´ de Gromov, et c’est pour contourner cette difficulte´ qu’on
introduit la norme de Lo¨wner. De plus, on pre´cise le terme principal de la majoration a`
l’aide du “the´ore`me de Wirtinger” et de l’ine´galite´ des minima successifs de Zhang.
Proposition 3.29 Il existe une constante explicite c9 ne de´pendant que de K telle qu’on
ait la majoration suivante pour la pente maximale de HM0 :
µˆmax(HM0 ) ≤M(d+ 1)!
hL(X)
degL(X)
+ dlogM + log degL(X) + c9.
Preuve
On commence par majorer la pente maximale en introduisant la plus petite norme
(HM0 ) d’un e´le´ment non-nul du re´seau HM0 via le premier the´ore`me de Minkowski (confer
[BK06], ine´galite´ (3.24) et la majoration de la fonction ψ page 35) ; cette norme est la norme
hermitienne sur la somme orthogonale des HM0 ⊗σ C. On a :
µˆmax(HM0 ) ≤ −log (HM0 ) +
1
2
log rgZ(HM0 ) +
log|∆K |
2[K : Q]
.
On majore le terme −log (HM0 ) a` l’aide de la the´orie de l’intersection arithme´tique. On
peut appliquer la formule reliant la hauteur d’une varie´te´ a` la hauteur d’un diviseur sur
cette varie´te´ (confer [BGS94], proposition 3.2.1) et comme L est ample avec c1(L) de´finie
positive (par la proposition 3.2.4 de [BGS94]), pour s un diviseur effectif de LM , on a :
hL(div(s)) =MhL(X) +
∫
X(C)
log ‖s‖ c1(L)d ≥ 0.
De plus, comme c1(L) est de´finie positive, on a :∫
X(C)
log ‖s‖ c1(L)d ≤ maxσ∈Σ∞ log ‖s‖sup,σ
∫
X(C)
c1(L)d.
Par le the´ore`me de Wirtinger (voir [GH78], page 171), cette dernie`re inte´grale n’est autre
que
degL(X)
d!
.
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On a donc :
−maxσ∈Σ∞ log ‖s‖sup,σ ≤Md!
hL(X)
degL(X)
.
Soit σ tel que ‖s‖sup,σ re´alise le maximum sur toutes les places archime´diennes. Par choix
de la norme de Lo¨wner associe´e a` la norme du sup sur HM0 , on a :
maxσ∈Σ∞ ‖s‖sup,σ ≤
√
2rgHM0 ‖s‖L,σ ,
et par suite :
−log ‖s‖ = −1
2
log
( ∑
σ∈Σ∞
‖s‖2L,σ
)
≤ −log ‖s‖L,σ ≤ −maxσ∈Σ∞ log ‖s‖sup,σ + log rgHM0 .
On en de´duit que :
−log (HM0 ) ≤M(d+ 1)!
hL(X)
degL(X)
+ log rgHM0 .
Il reste a` majorer le rang de HM0 , ce qui suit du the´ore`me de Chardin (confer [Cha88]) :
rgZHM0 ≤ [K : Q]rgHM0 ≤ [K : Q]MddegL(X).
La proposition est donc entie`rement de´montre´e.
2
On peut maintenant majorer la pente maximale du fibre´ des sections avec multiplicite´.
Le choix, classique en ge´ome´trie diophantienne, de prendre le tangent de la varie´te´ abe´lienne,
qui est un fibre´ constant (et non le tangent a` la sous-varie´te´), simplifie le calcul. Il semble
possible d’obtenir une majoration dans le cas du tangent a` la sous-varie´te´ en calculant les
classes de Segre´ ge´ome´triques (voir [Ful84]) et arithme´tiques (voir [Mou04]) associe´es au fibre´
tangent tX . Dans le cas qui nous inte´resse, le fibre´ W∨ e´tant constant, on a l’isomorphisme
(isome´trique) :
HMm ' HM0 ⊗ SmW∨.
Bost a conjecture´ que la pente maximale du produit tensoriel est la somme des pentes
maximales. Les meilleurs re´sultats connus dans cette direction sont ceux de Bost-Ku¨nne-
mann (confer [BK06]), et de H. Chen, qui a de´montre´ dans sa the`se (confer [Che06]) :
The´ore`me 3.30 Soient E1, . . . , En des fibre´s hermitiens non-nuls sur SpecOK , alors :
µˆmax(E1 ⊗ · · · ⊗ En) ≤
n∑
i=1
(
µˆmax(Ei) + log(rgEi)
)
.
Remarque Pour un produit de deux fibre´s, le re´sultat de Bost et Ku¨nnemann fait ap-
paraˆıtre un facteur 1/2 pour le terme logarithmique (mais aussi, en contrepartie, une
constante ne de´pendant que de K).
Rappelons que par c(W), on de´signe un majorant de la hauteur d’une base entie`re de
W. On peut maintenant de´montrer le corollaire suivant :
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Corollaire 3.31 On a la majoration, pour la pente maximale :
µˆmax(HMm ) ≤M(d+ 1)!
hL(X)
degL(X)
+ 2dlog(M) + 2log degL(X) + c10m max{1, hF (A),degL(A), c(W)},
ou` c10 ne de´pend que de K et de g.
Preuve
Le the´ore`me pre´ce´dent nous montre que :
µˆmax(HMm ) ≤ µˆmax(HM0 ) + µˆmax(Sm(W∨)) + log(rgHM0 ) + log(rgSm(W∨)).
Les termes relatifs a`HM0 ont e´te´ calcule´s dans la proposition pre´ce´dente. Le rang de Sm(W∨)
est donne´ par la formule classique :
rg Sm(W∨) =
(m+g−1
g−1
)
≤ mg−1,
et sa pente maximale a e´te´ majore´e en (3.2.1).
2
3.4 Choix des fibre´s et du morphisme
Apre`s ces pre´liminaires, la preuve du the´ore`me 3.6 commence ve´ritablement ici. Soit
A une varie´te´ abe´lienne de´finie sur un corps de nombres K, munie d’un fibre´ L ample et
syme´trique, qu’on pourra supposer tre`s ample quitte a` conside´rer L⊗3. Par la suite, lorsque
cela ne sera pas pre´cise´, le degre´ et la hauteur seront de´finis par rapport a` ce fibre´. Quitte a`
prendre une extension finie de K (ne de´pendant que de A), on prend un mode`le de Moret-
Bailly (A,L, 0) de (A,L), suivant la terminologie de Bost ([Bos96a]). Ce mode`le est en
particulier semi-abe´lien (voir [Gau06], de´finition-the´ore`me 4.3). On suppose de plus que A
ve´rifie H3.
On prend une sous-varie´te´ propre (et irre´ductible) V de A, de codimension r, qui n’est
pas incluse dans le translate´ d’une sous-varie´te´ abe´lienne. On pose aussi : X = V + Σ0, en
vue de la dernie`re phase de la preuve. L’ensemble Σ0 sera un sous-groupe fini de A. On
va construire un fibre´ hermitien EM associe´ a` un espace vectoriel E, une suite de fibre´s
Gk, k ∈ I (pour un certain ensemble fini I), correspondant a` une fibration d’un espace
vectoriel F , et un morphisme φ de restriction entre E et F . Les Gk seront de´finis a` partir de
l’espace des sections d’une puissance de L sur des mode`les entiers de X et de ses translate´s
par des points de torsion bien choisis. La partie pre´ce´dente nous permettra de calculer les
termes de pentes associe´s a` ces fibre´s. A la fin de cette partie, on fixera les parame`tres
et on supposera par l’absurde que le minimum essentiel de V est majore´ en fonction des
parame`tres. Ce n’est qu’apre`s avoir obtenu une contradiction qu’on en de´duira le the´ore`me
3.6, en calculant explicitement les parame`tres.
3.4.1 Le plongement e´tire´
Pour e´liminer la constante de comparaison entre hauteur projective et hauteur de Ne´ron-
Tate sur A, on conside`re classiquement un plongement e´tire´.
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Soit M un entier supe´rieur ou e´gal a` 1. La multiplication par M sur A est note´e [M ] et
on de´finit φM :
A → A×A
x → (x, [M ]x).
Ce plongement a e´te´ utilise´ pour la premie`re fois par Laurent pour e´tudier le proble`me de
Lehmer elliptique (confer [Lau83]). Son principe est le suivant : les techniques diophan-
tiennes nous renseignent sur la hauteur projective, et le minimum essentiel fait intervenir
la hauteur de Ne´ron-Tate associe´e au plongement. On sait que la diffe´rence entre ces deux
hauteurs est borne´e mais la hauteur de Ne´ron-Tate peut eˆtre tre`s petite ; il y a donc une
perte d’information sur la hauteur projective. Le plongement e´tire´ multiplie la hauteur par
un parame`tre assez grand, qui rend ne´gligeable la constante de comparaison.
On notera LM (resp. LM ) l’image par φM de L (resp. L). On a :
LM ' L⊗M2+1;
par abus de langage, on utilise la meˆme notation pour le fibre´ induit sur A par le plongement.
On note degM (resp. hˆM ) le degre´ (resp. la hauteur canonique) par rapport au fibre´ LM .
Le lemme suivant indique la variation de la hauteur et du degre´ par changement de fibre´ :
Lemme 3.32 Si V est une sous-varie´te´ de A, on a la variation suivante de la hauteur
canonique :
hˆM (V ) = (M2 + 1)dim(V )+1hˆ(V );
et la formule suivante pour le degre´ :
degM (V ) = (M
2 + 1)dim(V )deg(V ).
Preuve
Ces formules sont de´montre´es, par exemple, dans [Phi95], proposition 7.
2
Dans cette partie et la suivante, on travaillera donc dans le plongement e´tire´. On confon-
dra la varie´te´ abe´lienne A et ses sous-varie´te´s avec leurs images par φM , mais on pre´cisera
toujours avec soin le fibre´.
3.4.2 Le fibre´ de de´part
Commenc¸ons par de´crire le premier fibre´. On pose EM = H0(A,LM ), le module des
sections sur A sur le fibre´ LM . On note aussi E le tensorise´ de EM avec K. On a vu en 3.3.2
comment munir ce fibre´ d’une structure hermitienne et on a donne´ son degre´ dans le cas
des sections de degre´ 1 ; le cas ge´ne´ral s’en de´duit en remplac¸ant L par L⊗(M2+1). On fait
une hypothe`se qui sera aise´ment ve´rifie´e par la suite, en supposant que :
log(M2) > 2
(2
g
hF (A) + log(2pig!)
)
.
Lemme 3.33 On a la minoration suivante pour le degre´ normalise´ de EM :
d̂eg EM ≥ c11(M2)glog(M),
pour une constante c11 > 0 ne de´pendant que de A.
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Preuve
En multipliant le degre´ arithme´tique par le rang, la proposition 3.27 donne :
µˆ(EM ) = (M2 + 1)g degL(A)
g!
(
− 1
2
hF (A) +
1
4
log
(M2 + 1)gdegL(A)
(2pig!)g
)
.
Notons que la hauteur de Faltings ne de´pend que de la classe d’isomorphisme de la varie´te´
abe´lienne, et qu’elle est donc invariante par le plongement e´tire´. L’hypothe`se faite sur les
parame`tres donne imme´diatement le lemme, avec une constante c11 > 0 ne de´pendant que
de A et facilement explicitable.
2
3.4.3 Voisinages infinite´simaux
On de´finit maintenant le fibre´ d’arrive´e pour appliquer l’ine´galite´ des pentes. Dans la
litte´rature existante, ce fibre´ est tre`s souvent forme´ a` partir d’un nombre fini de points.
Mais ici, on veut que les sections s’annulent sur le ferme´ X avec multiplicite´, puis sur ses
translate´s. Pour former le fibre´ d’arrive´e, on commence par introduire la notion de voisinage
infinite´simal (confer [Bos96a]). Ce voisinage sera donne´ par un ferme´ Y de A et un ordre
de de´rivation l, par rapport au tangent tAM , image de tA par l’e´tirement (voir 3.3.2 pour
des de´tails sur le fibre´ tangent).
On fixe de´sormais une base (f1, . . . , fg) de l’espace tangent tAM . L’action de l’isoge´nie
[M ] sur le tangent e´tant la multiplication par M , en prenant une base (e1, . . . , e2g) de tA2 ,
on peut choisir : fi = ei + Meg+i. Il correspond a` (f1, . . . , fg) une base de de´rivations
(∂1, . . . , ∂g). Si x ∈ A, on en de´duit par translation une base du tangent tAM ,x en x (dans
le plongement e´tire´), associe´e a` la base de de´rivations (∂1,x, . . . , ∂g,x). On notera aussi par
la suite :
∂λx =
1∏g
1=i λi!
∂λ11,x · · · ∂λgg,x.
Soit Y un ferme´ de Zariski de A (dans le plongement e´tire´). On de´finit le sche´ma V (Y, tAM , l)
de la fac¸on suivante :
– si l = 0, V (Y, tAM , l) est le sous-sche´ma re´duit de A de´fini par Y .
– si l = 1 et Y = 0, V (0, tAM , 1) est le voisinage infinite´simal d’ordre 1 de 0.
– si l ≥ 1, V (Y, tAM , l) est l’image dans A du sche´ma Y ×V (0, tAM , 1)l par le morphisme
d’addition Al+1 → A.
Le sche´ma V (Y, tAM , l) admet pour support le ferme´ Y et son faisceau d’ide´aux I est
de´fini par :
s ∈ I ⇔
(
∀y ∈ Y, ∀λ ∈ Ng tq :
g∑
i=1
λi ≤ l : ∂λy s = 0
)
.
3.4.4 Fibration de l’espace d’arrive´e
L’espace vectoriel d’arrive´e sera forme´ a` partir des espaces de sections sur des mode`les
de X et de nombreux translate´s de X par des points de torsion, avec multiplicite´. On doit
donc d’abord pre´ciser les points de torsion en lesquels on extrapole, et la multiplicite´, puis
mettre un ordre sur cet ensemble.
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On se donne T0 > 0 ; pour 1 ≤ n ≤ r (r e´tant la codimension de V et de X), on se donne
aussi deux nombres positifs Tn (qui correspond a` la multiplicite´ apre`s n extrapolations), et
Nn (qui borne les normes des premiers d’extrapolation). Puis on de´finit les ensembles Pn :
Pn = {p ∈ PA avec N(p) ∈ [Nn/2;Nn]}.
On note P l’ensemble des premiers de Z. La projection des Pn sur Z est donne´e par :
Pn,Z = {p ∈ P,∃ p ∈ Pn, p/p}.
Le choix des parame`tres sera tel que les ensembles Pn (resp. Pn,Z) soient disjoints. On note :
TorA,n = {P , points de p-torsion se re´duisant sur 0 mod q, pour q/p/p et p ∈ Pn},
ou` q est un ide´al premier dans un corps de de´finition du point de torsion P . On note pour
toute la suite K ′ le corps engendre´ par K, par un corps de de´finition de V et par les coor-
donne´es projectives des points de la re´union :
⋃
1≤n≤r TorA,n. Les fibre´s et les morphismes
qu’on va conside´rer seront tous de´finis sur K ′ ; en fait, comme on conside`re des OK-fibre´s,
les calculs de pentes valables sur OK se transportent sans changer a` OK′ , et le corps K ′
intervient uniquement dans les estimations ultrame´triques.
On ordonne les points de TorA,n en les classant d’abord selon le plus petit premier
p de torsion (pour l’ordre naturel sur Z) puis en choisissant arbitrairement un ordre a`
p fixe´. Pour i = (i1, . . . , ir), ou` in, pour 1 ≤ n ≤ r, est un indice dans [1, |TorA,n|], on
note Pi le point Pi1 + · · · + Pir . On note I l’ensemble de ces multi-indices, qu’on ordonne
avec l’ordre lexicographique. On confondra dans la suite l’ensemble I et son image dans
N par l’indexation, et les e´le´ments i ∈ I pourront eˆtre vus comme des entiers via cette
identification. On construit, pour i ∈ I, une suite de ferme´s Xi = X + Pi. On pose enfin,
pour i ∈ I : T(i) = Tni et N(i) = Nni , ou` ni est le plus grand des j tels que Pij 6= 0.
On de´finit maintenant S, un sche´ma, et F un espace vectoriel (de sections) :
S =
⋃
i∈I
V (Xi, tAM , T(i)) et : F = H
0(S,LM );
et pour k ∈ I un entier, on pose :
Sk =
⋃
i≤k
V (Xi, tAM , T(i)).
Ceci permet de de´finir Fk, le noyau du morphisme de restriction :
pk : H0(S,LM )→ H0(S,LM )|Sk .
La suite de´croissante des Fk est une filtration de F et on en de´duit une filtration de E en
posant : Ek := φ−1(Fk−1). Soit enfin Gk = Fk−1/Fk. En appliquant le lemme des serpents
aux deux suites exactes :
0→ Fk → H0(S,LM )→ H0(S,LM )|Sk → 0
et :
0→ Fk−1 → H0(S,LM )→ H0(S,LM )|Sk−1 → 0,
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on voit que Gk s’identifie au noyau de l’application :
H0(S,LM )|Sk → H0(S,LM )|Sk−1 .
Ce noyau est constitue´ de sections sur Sk nulles sur Sk−1, donc est un sous-espace vectoriel
de :
Hk := H0
(
Xk,SymT(k)(t∨AM )⊗ LM
)
' SymT(k)(t∨AM )⊗H0(Xk, LM ),
puisque le fibre´ SymT(k)(t∨AM ) est constant. On choisit un mode`le entier H
0(Xk,LM ) de
H0(Xk, LM ) et sa me´trique, ainsi qu’un mode`le entier tA de tA comme en 3.3.2 ; on en
de´duit un mode`le entier tAM de tAM (voir 3.4.3) ; on dispose aussi d’une me´trique sur tAM
et on en de´duit une me´trique sur SymT(k)(t∨AM ) par passage au dual, tensorisation et quo-
tient.
Remarque On a choisi ici de noter Sym le fibre´ syme´trique, pour e´viter toute confusion
avec le sche´ma S.
On obtient donc un mode`le entier Gk de Gk et par restriction des me´triques un fibre´
hermitien Gk ; sa pente maximale est majore´e par le corollaire 3.31 :
Lemme 3.34 Il existe une constante c12 ne de´pendant que de A telle que :
µˆmax(Gk) ≤ c12
(
M2µˆess(X) + log
(
deg(X)
)
+ T(k)log(M)
)
.
Preuve
L’injection :
Gk ↪→ Hk := SymT(k)(t∨AM )⊗H0(Xk,LM )
est isome´trique et on a, par de´finition de la pente maximale :
µˆmax(Gk) ≤ µˆmax(Hk).
On peut donc appliquer le corollaire 3.31 avec les ferme´s Xk. En notant hM la hauteur
projective associe´e a` LM , on commence par remarquer qu’il existe une constante c12 ne
de´pendant que de A telle que :
hM (Xk)
degM (Xk)
≤ hˆM (Xk)
degM (Xk)
+ c12 ≤ (M2 + 1) hˆ(Xk)deg(Xk) + c12,
en comparant la hauteur projective et la hauteur canonique dans le plongement e´tire´ (voir
[DP02], propositions 3.9 et 3.14), puis graˆce au lemme 3.32. L’ine´galite´ des minima successifs
(de´montre´e par Zhang dans [Zha95b], theorem 5.2) donne finalement, comme M ≥ 1 :
hM (Xk)
degM (Xk)
≤ 2gM2µˆess(X) + c12,
en remarquant que le minimum essentiel, tout comme le degre´, n’est pas modifie´ lorsqu’on
translate par des points d’ordre fini. Par choix de la base de de´rivation sur AM (en tenant
compte de l’action de [M ] sur le tangent), on peut prendre :
c(tAM ) = log(M).
Quitte a` prendre la constante c12 assez grande (en fonction de A), on a donc :
µˆmax(Hk) ≤ c12
(
M2µˆess(X) + log
(
deg(X)
)
+ T(k)log(M)
)
,
et le lemme suit.
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On note φ le morphisme de restriction de E vers F et on pose, pour k ∈ I : φk : Ek → Gk
l’application line´aire de´duite de φ et de la projection canonique : Fk−1 → Gk. Pour eˆtre en
mesure d’e´crire l’ine´galite´ de pentes, il restera a` de´montrer que φ est injectif, ce qu’on fera
a` l’aide d’un lemme de ze´ros.
3.4.5 Choix des parame`tres et hypothe`se sur le minimum essentiel
Le choix des parame`tres, auquel nous proce´dons maintenant, doit permettre d’assurer
l’injectivite´ du morphisme φ et de contredire l’ine´galite´ des pentes. La strate´gie qui guide
ce choix est la suivante :
– on de´finit les parame`tres M , T0, N1 de telle manie`re que le terme (correspondant au
ferme´ X non-translate´) :
rg(G0)
(
µ̂max(G0) + h(φ0)
)
,
soit infe´rieur a` d̂eg(EM ).
– les relations entre les parame`tres Ti et Ni sont telles que les contributions des termes
suivants dans l’ine´galite´ des pentes soient ne´gatives.
– le parame`tre d’e´tirementM est pris aussi petit que possible, ce qui permet de montrer
que le morphisme φ est injectif ; il est aussi choisi de telle sorte que M2µˆess(X) soit
majore´ par une constante, ce qui de´termine la minoration obtenue pour le minimum
essentiel.
On commence par introduire l’indice d’obstruction avec poids ω(x,X) ; celui-ci permet
classiquement de prendre en compte la hauteur des de´rive´es dans un lemme de Siegel. Il
aura un emploi similaire dans le cadre de la the´orie des pentes.
De´finition 3.13 Soit X un ferme´ de Zariski propre de A et x un re´el positif. On pose :
ω(x,X) = inf{(xdeg(Z))1/codim(Z)},
ou` l’infimum porte sur l’ensemble des ferme´s de Zariski (lisses, e´quidimensionnels) propres
de A contenant X.
On utilisera souvent le lemme suivant, qui compare l’indice d’obstruction simple, ne pren-
nant en compte que les hypersurfaces, et l’indice d’obstruction avec poids :
Lemme 3.35 Soit X un ferme´ propre (lisse et e´quidimensionnel) de A de codimension r.
Il existe une constante c13 ne de´pendant que de A telle que pour tout re´el x positif :
c13x
1/rω(X) ≤ ω(x,X) ≤ xω(X).
Preuve
L’ine´galite´ de droite est claire et celle de gauche est une conse´quence d’un re´sultat de
Chardin (confer [Cha90], corollaire 2, page 8 et exemple 1, page 9). Remarquons qu’un fibre´
tre`s ample e´tant fixe´, seule la dimension du projectif dans lequel on plonge A intervient
dans c13.
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On introduit maintenant la constante C0 annonce´e a` la fin de l’introduction ; il s’agit
d’une constante ne de´pendant que de A, grande devant toutes les constantes intervenant
dans ce proble`me, dans un sens explicitable. Soit ∆ le parame`tre :
∆ = C02log
(
3deg(V )
)
.
C’est a` partir de ce parame`tre, qui est grosso modo de l’ordre de log
(
deg(V )
)
, qu’on va
de´finir tous les autres parame`tres. Son avantage -compare´ a` log
(
deg(V )
)
- est d’eˆtre incon-
ditionnellement grand devant les constantes intervenant au cours de la preuve, par choix de
C0.
En vue de la phase de descente, qui cloˆt la preuve, nous introduisons deux parame`tres,
qui permettront d’ite´rer toute la construction. Soit donc R un re´el positif et ρ un entier
ve´rifiant les hypothe`ses suivantes :
∆ ≥ log(R) et : 1 ≤ ρ ≤ (9(2r)r+1)r−1.
Dans le formalisme des pentes, on regarde la restriction d’une section aux translate´s de
V par n points de torsion, ou` 0 ≤ n ≤ r. On prend un parame`tre T0 correspondant a` la
multiplicite´ initiale et on associe a` tout n ∈ [1; r] des parame`tres spe´cifiques, a` savoir une
multiplicite´ Tn, et une borne Nn pour la norme des premiers de torsion, ce qui de´termine
un ensemble de premiers Pn. Le lien entre ces parame`tres est choisi de telle sorte que la
contribution des termes de pente, pour des indices strictement positifs, soient ne´gatifs. On
prend d’abord :
Nn = ∆ρ(2r)
r+2−n
.
Chaque Nn est donc ne´gligeable devant le pre´ce´dent ; les raisons de ce choix seront plus
claires au cours de la preuve de la proposition 3.44, qui montrera quasiment l’injectivite´ du
morphisme φ. Passons aux parame`tres de multiplicite´s. Rappelons qu’on a pose´ : nα = 1 si
α = g et nα = 2 sinon (voir 3.2.3). Le choix de cet indice correspond a` la proprie´te´ me´trique
obtenue a` la fin de la partie 3.2. Si α = g, toutes les directions du tangent sont associe´es
a` une proprie´te´ me´trique en p−1/p ; sinon, il existe des directions associe´es a` des proprie´te´s
en p−1/p2 . Par re´currence descendante, pour 0 ≤ n ≤ r − 1, on pose :
Tn = Tn+1
(
Nnαn+1∆
2
)
.
Puis on pose :
Tr = 1.
Ces formules de´terminent comple`tement T0 par ite´ration :
T0 = ∆2r
(
N1 · · ·Nr
)nα .
On finit par le parame`tre Q. Le but est de prendre M2 assez grand pour que le premier
terme dans la somme de l’ine´galite´ de pentes soit plus petit que le degre´ de EM . Cette
condition s’apparente a` celle qu’on obtiendrait par un lemme de Siegel dans une preuve
classique de transcendance. Pour montrer l’injectivite´ de φ, on aura au contraire besoin que
M2 ne soit pas trop grand. On choisit donc :
M =
[(
T0ω(∆T0, X)
)1/2]
+ 1.
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On rappelle que V est une sous-varie´te´ propre de A qui n’est pas incluse dans un translate´
de sous-varie´te´ abe´lienne propre, et que : X = V +Σ0, ou` Σ0 est un sous-groupe fini de A.
On suppose que le cardinal de Σ0 n’est pas trop gros :
log(|Σ0|) ≤ ∆. (3.3)
Puis on fait l’hypothe`se suivante sur le minimum essentiel de X :
µˆess(X) <
∆
T0ω(∆T0, X)
. (3.4)
Notre but de´sormais sera d’obtenir une contradiction. Ceci fait, un rapide calcul nous don-
nera le the´ore`me 3.6.
3.5 Utilisation de l’ine´galite´ des pentes
On a de´ja` calcule´ le degre´ de EM et les pentes maximales. On veut maintenant majorer
le rang des Gk (via les Hk) et la hauteur des φk. Le calcul du rang des Hk correspond au
calcul du rang du syste`me line´aire dans un lemme de Siegel. Les estimations ultrame´triques
dans la hauteur des φk sont le point crucial de la preuve et ont e´te´ pre´pare´es par la partie
3.2. Les estimations archime´diennes, enfin, utilisent essentiellement l’ine´galite´ de Cauchy
(en plusieurs variables).
3.5.1 Majoration du rang
Pour majorer le rang des Gk, on doit d’abord compter les de´rivations puis estimer la
fonction de Hilbert d’un ferme´ lisse et e´quidimensionnel assez pre´cise´ment. Remarquons que
dans notre cas, c’est une majoration du rang pour k = 0 qui est cruciale.
On rappelle qu’on a l’injection suivante :
Gk ↪→ Hk = SymT(k)(t∨AM )⊗H0(Xk,LM ).
On peut donc se contenter de majorer le rang du fibre´ de droite, qui est plus explicite.
Nombre de de´rivations
Le calcul du nombre de de´rivations est classique dans les preuves de transcendance.
C’est un raisonnement de ge´ome´trie diffe´rentielle reposant sur l’“astuce de Philippon-
Waldschmidt”, qu’on trouve par exemple dans [AD03], lemme 2.5, et [DH00], 5.3, dans
un contexte abe´lien.
Si X est un ferme´ lisse et e´quidimensionnel, L un fibre´ ample sur X et n un entier, on
note h0(X,L⊗n) la fonction de Hilbert en degre´ n associe´e a` X et L. La prise en compte de
l’indice d’obstruction avec poids nous ame`ne a` faire le raisonnement qui suit avec un ferme´
lisse et e´quidimensionnel Zk contenant Xk, de codimension r′ ≤ r (r e´tant la codimension
commune a` V et a` tous ses translate´s).
Proposition 3.36 On a l’ine´galite´ suivante pour le rang de Hk :
rg(Hk) ≤ T r′(k)h0
(
Zk, LM
)
.
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Preuve
Commenc¸ons par remarquer que l’inclusion : Xk ⊂ Zk, nous permet de nous ramener a`
la majoration du rang du fibre´ Gk, dans lequel on a remplace´ Xk par Zk. Quitte a` permuter
les indices, on peut ensuite supposer que les de´rivations (∂1,x . . . , ∂r′,x) se projettent sur une
base du cotangent pour x ∈ U , un ouvert dense de Zk. Cet ouvert est de´fini par la non-
annulation du de´terminant d’une sous-matrice de taille maximale de la matrice jacobienne
sur un ouvert affine.
On note I(k) le faisceau d’ide´aux associe´ au voisinage infinite´simal V (Zk, tAM , T(k)).
Pour s une section sur Zk, on va de´montrer que :(
∀x ∈ U, ∀λ ∈ Nr′ tel que
∑
i≤r′
λi ≤ T(k) : ∂λxs = 0
)
=⇒ s ∈ I(k), (3.5)
ou` on plonge Nr′ dans Ng en comple´tant les r′-uplets par des ze´ros.
Faisons une premie`re re´currence sur T(k). Le re´sultat est vrai pour T(k) = 0. On le
suppose vrai au rang T(k)− 1 ≥ 0. Soit s ∈ H0(Zk, LM ) ve´rifiant l’assertion de gauche dans
(3.5). Soit (λ1, . . . , λg) tels que : ∑
i≤g
λi ≤ T(k).
On fait une nouvelle re´currence sur la longueur re´siduelle :
|λ|′ = λr′+1 + . . .+ λg,
pour montrer que ∂λxs = 0 si x ∈ U . Pour |λ|′ = 0, l’assertion de gauche dans (3.5) implique
que : ∂λxs = 0 pour tout x ∈ U . Supposons le re´sultat de´montre´ pour |λ|′ − 1 ≥ 0 et soit
x ∈ U . Quitte a` renume´roter les indices, comme |λ|′ ≥ 1, on peut e´crire :
∂λxs = γ∂g,x ◦ ∂µxs;
pour une certaine constante γ (correspondant aux factorielles dans la de´finition des ∂i).
Comme (∂1,x, . . . , ∂r′,x) se projettent sur une base du cotangent de Zk en x, on de´compose :
∂g,x = δx + δ′x,
ou` δx est une combinaison line´aire des ∂i,x (1 ≤ i ≤ r′) et δ′x est un vecteur du tangent de
Zk, de´pendant de x. On a :
δx ◦ ∂µxs = 0,
par hypothe`se de deuxie`me re´currence et : δ′x ◦ ∂µxs = 0. En effet, v → ∂µv s est une section
de I(k) par hypothe`se de premie`re re´currence et l’e´galite´ suit de la de´finition du tangent.
Ainsi, ∂λxs = 0 pour tout x ∈ U donc sur Zk tout entier car U est Zariski-dense dans Zk.
L’implication (3.5) est donc ve´rifie´e.
On obtient ainsi une majoration du nombre de conditions line´aires a` e´crire pour eˆtre
dans I(k). Puisque le nombre de r′-uplets d’entiers de somme i est e´gal au terme binomial(i+r′−1
r′−1
)
et puisque la de´rivation est de degre´ 1 sur les ide´aux homoge`nes :
rg(Hk) ≤
T(k)−1∑
i=0
(i+r′−1
r′−1
)
h0(Zk, LM ) ≤
(T(k)+r′−1
r′−1
)
h0(Zk, LM ).
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On a enfin la majoration : (T(k)+r′−1
r′−1
)
≤ T r′(k),
ce qui finit de prouver la proposition.
2
Remarque En suivant une approche le´ge`rement diffe´rente, on peut chercher des re´sultats
me´triques aussi pre´cis que possible, dans les cas interme´diaires ou` le p-rang est diffe´rent
de 0 ou g, et mettre en oeuvre la me´thode des pentes avec un syste`me de multiplicite´s
penche´es. Le calcul du rang ci-dessus s’adapte bien a` ce contexte, et on peut trouver, par
exemple sous l’hypothe`se que A est simple, des de´rivations (∂1,x . . . , ∂r′,x) se projetant sur
une base du cotangent de Zk sur un ouvert Zariski-dense, correspondant aux directions du
tangent les moins “pousse´es” (associe´es aux directions de meilleures proprie´te´s p-adiques).
On utilise pour cela le fait que V , donc X et les Xk, ne sont pas incluses dans un translate´
de sous-varie´te´ abe´lienne propre. Ceci permet d’avoir une majoration satisfaisante pour le
rang ; il semble cependant difficile d’avoir une bonne majoration de la pente maximale de
Hk dans ce cas.
Majoration de la fonction de Hilbert ge´ome´trique
Pour majorer la fonction de Hilbert de la varie´te´ Zk, on ne peut pas se contenter du
the´ore`me de Hilbert-Samuel ge´ome´trique. Celui-ci donne une estimation asymptotique, ce
qui oblige a` introduire une constante inde´termine´e de´pendant de Zk (et par suite de l’in-
dice d’obstruction), ce qu’on souhaite e´viter. On dispose d’une estimation inconditionnelle
de´montre´e par Chardin, qui donne imme´diatement :
Proposition 3.37 On a :
h0(Zk, LM ) ≤
(1+g−r′
g−r′
)
degM (Zk).
Preuve
C’est une conse´quence du re´sultat principal de [Cha88], valable pour un ferme´ lisse et
e´quidimensionnel.
2
On regroupe les deux derniers re´sultats dans le corollaire suivant :
Corollaire 3.38
rg(Gk) ≤ g(2M
2)g
∆T0
.
Preuve
On commence par combiner les deux dernie`res propositions en remarquant que le coef-
ficient binoˆmial apparaissant dans la dernie`re est infe´rieur ou e´gal a` g. Et on obtient, graˆce
au lemme 3.32 :
rg(Hk) ≤ gT r′(k)degM (Zk) ≤ gT r
′
(k)(2M
2)g−r
′
deg(Zk).
Ceci est vrai pour toute varie´te´ Zk contenant Xk. Soit donc Zk une sous-varie´te´, de codi-
mension r′, telle que (on se rame`ne a` X car le degre´ est invariant par translation) :
ω(∆T0, X) =
(
∆T0deg(Zk)
)1/r′
.
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On a donc, par choix du parame`tre M :
rg(Hk) ≤ g(2M
2)g
∆T0
(
T(k)
T0
ω(∆T0, X)
ω(∆T0, X)
)r′
,
et le re´sultat suit puisque T(k) ≤ T0.
2
3.5.2 Normes ultrame´triques des morphismes
Soit k ∈ I un entier, et p un premier de ⋃1≤n≤r Pn au-dessus d’un nombre premier
p. Pour q/p, un ide´al premier de K ′, la norme q-adique de φk n’est correctement majore´e
que si la k-e`me e´tape dans la filtration correspond a` la translation par un point de p-
torsion. Autrement, on se contente d’une majoration simple. On introduit donc la de´finition
suivante :
De´finition 3.14 On dit que k est n-lie´ a` q si le point Pk = Pk1 + · · ·+Pkn associe´ a` k est
tel que Pkn soit un point de p-torsion non-nul se re´duisant sur 0 modulo q, et q/p.
La proposition qui suit est une conse´quence du lemme p-adique de la partie 3.
Proposition 3.39 Pour tout k ∈ I, et tout ide´al premier q/p de K ′, on a :
log ‖φk‖q ≤ 0.
De plus, si k est n-lie´ a` q, on a :
log ‖φk‖q ≤ −nq
(
Tn−1 − Tn
) logp
pnα
.
Remarque On rappelle que nα vaut 1 si α = g (densite´ positive de premiers de re´duction
ordinaire) et vaut 2 sinon (voir 3.2.3).
Preuve
Soit k ∈ I et q/p un ide´al premier de K ′. Soit s un e´le´ment de Ek tel que : ‖s‖q ≤ 1 ;
soit Xk le mode`le entier de Xk choisi dans la de´finition de Gk, et x un e´le´ment de Xk. Soit
aussi λ ∈ Ng tel que ∑1≤i≤g λi ≤ T(k). On a :
∂λxs = ∂
λ(s ◦ τx).
Par de´finition de PA, les coefficients de τx sont p-entiers (voir (3.1)). De plus, le choix
de PA permet aussi que l’ope´rateur diffe´rentiel ∂λ applique´ en chaque fonction abe´lienne
s’exprime comme un polynoˆme en les fonctions abe´liennes a` coefficients p-entiers (par (3.2)).
En remarquant que notre base de de´rivations sur AM est obtenue par combinaisons line´aires
a` coefficients entiers de de´rivations sur A, on a :
|∂λxs|q ≤ 1,
ceci e´tant vrai pour tout x ∈ Xk et tout λ ∈ Ng tel que
∑
λi ≤ T(k), on en de´duit :
‖φk(s)‖q ≤ 1.
La premie`re partie de la proposition est donc de´montre´e en passant au sup sur s ∈ Ek.
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Supposons que k soit n-lie´ a` q. On de´signe par t = (t1, . . . , tg) une base de parame`tres
correspondant a` une base orthonormale pour la forme de Riemann sur tA. On reprend les
notations convenues avant la proposition 3.17. L’isomorphisme :
ÂOp ' Op[[t1, . . . , tg]],
induit une application :
H0(AOp ,OAOp )→ Op[[t1, . . . , tg]].
Celle-ci associe a` l’image d’une section f de H0(AOp ,OAOp ) son de´veloppement de Taylor
en 0 : ∑
µ∈Ng
(∂µf) tµ.
On e´crit Pk = Pk′+Pkn , et pour x ∈ Xk : x = x′+Pkn . Le point de torsion Pkn se re´duit
sur 0 modulo q. On en de´duit, par la proposition 3.17, les majorations suivantes :
∀1 ≤ i ≤ g : |ti(Pkn)|q ≤ p−nq/p
nα
.
De plus, on a encore, pour tout µ ∈ Ng :
|∂µ(s ◦ τx′)|q ≤ 1.
La norme e´tant ultrame´trique, ceci suffit a` voir que la se´rie de Taylor de ∂λ(s◦τx′) converge ;
on en de´duit l’e´galite´ :
∂λxs =
∑
µ≥λ∈Ng
∂µ(s ◦ τx′)t(Pkn)µ−λ,
ou` :
µ ≥ λ⇔ ∀i ≤ g : µi ≥ λi.
Par de´finition de Ek, s est nulle a` un ordre Tn−1 en x′, donc si ∂µ(s ◦ τx′) 6= 0, on a :∑
i≤g
µi > Tn−1.
On en de´duit : ∣∣∣∣∣
g∏
i=1
ti(Pkn)
µi−λi
∣∣∣∣∣
q
≤ p−nq(Tn−1−Tn)/pnα .
La norme e´tant ultrame´trique, l’ine´galite´ fine de la proposition en re´sulte.
2
3.5.3 Normes archime´diennes des morphismes d’e´valuation
Soit k un entier, et σ une place archime´dienne de K ′ ; tous les φk sont de´finis sur
K ′. Le but de ce paragraphe est de majorer ‖φk‖σ, par des me´thodes d’analyse complexe,
en particulier l’ine´galite´ de Cauchy. On suit pour cela le paragraphe 5.9 de [Gau06]. Cette
majoration sera la meˆme pour toutes les places archime´diennes ; plus pre´cise´ment, on obtient
la proposition suivante :
Proposition 3.40 Il existe une constante c16 ne de´pendant que de A telle que :
1
[K ′ : Q]
( ∑
σ:K′↪→C
log ‖φk‖σ
)
≤ c16T(k)log(M).
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Preuve
Soit s ∈ Ek ⊗ C et x ∈ Xk. On a alors :
φk(s)(x) ∈
(
ST(k)t∨AM ⊗ x∗LM
)⊗σ C,
qui est isomorphe (non isome´triquement) a` :
HomC(ST(k)tAM,σ , x
∗LM,σ).
Si on fixe une base d’ouverts affines, l’image de φk(s)(x) par cet isomorphisme est le mor-
phisme qui associe a` une de´rivation D d’ordre T(k) la valeur de Ds en x (la de´rivation D
donnant par translation une de´rivation en x). On note ΘT(k) cet isomorphisme qui est de´fini
dans [Gau06], 4.1, ou` sa norme d’ope´rateur, ainsi que celle de son inverse, sont majore´es :∥∥∥ΘT(k)∥∥∥
σ
≤ maxi∈Ng ,|i|=T(k)
{T(k)!
i!
}
et
∥∥∥Θ−1T(k)∥∥∥σ ≤ 1.
On en de´duit que :
‖φk(s)(x)‖σ ≤
∥∥∥ΘT(k)(φk(s)(x))∥∥∥
σ
.
Soit (f1,σ, . . . , fg,σ) une base de tAM,σ (compose´e a` partir d’une base orthonorme´e de tA
pour la forme de Riemann induite par σ), correspondant a` des de´rivations (∂1,σ, . . . , ∂g,σ).
SoitD une de´rivation d’ordre T(k) le long de tAM,σ . On e´critD =
∑
i∈Ng ,|i|=T(k) di∂
i1
1,σ · · · ∂igg,σ.
La norme sur ST(k)tAM,σ e´tant la norme quotient de´duite de la projection : t
⊗T(k)
AM,σ →
ST(k)tAM,σ , on a :
‖D‖2 =
∑
|i|=T(k)
|di|2 i!
T(k)!
≥
( ∑
|i|=T(k)
|di|
)2 × g−T(k) .
De plus, on a :
‖Ds(x)‖ ≤
∑
|i|=T(k)
|di|
∥∥∥(∂i11,σ · · · ∂igg,σ)s(x)∥∥∥ ,
et on en de´duit :
‖φk(s)(x)‖σ ≤ gT(k)/2max|i|=T(k)
{∥∥∥(∂i11,σ · · · ∂igg,σ)s(x)∥∥∥}.
En reprenant la de´finition de la me´trique cubiste, on peut se ramener a` la fonction θ cor-
respondant a` s ; notons que via le plongement e´tire´, la section s est une section sur A de
degre´ ≤ 2M2. On note u un logarithme de σ(x) ayant une norme hermitienne minimale sur
Cg. En tenant compte de l’action de φM sur les de´rivations, il vient :
‖φk(s)(x)‖σ ≤ (Q
√
g)T(k)e−3piM
2‖u‖2σ ×max|i|=T(k)
{∣∣∣ 1
i!
( ∂
∂z
)i
θ(u+ z)|z=0
∣∣∣}.
De plus, par l’ine´galite´ de Cauchy applique´e a` θ, pour tout re´el rC > 0 (a` ne pas
confondre avec r, qui de´signe la codimension de V ), on a :
max|i|=T(k)
{∣∣∣ 1
i!
( ∂
∂z
)i
θ(u+ z)|z=0
∣∣∣} ≤ ( 1
r
T(k)
C
)
sup‖z‖σ≤rC |θ(u+ z)|.
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En revenant aux me´triques cubistes, on trouve :
‖φk(s)(x)‖σ ≤
(
M
√
g
rC
)T(k)
e3piM
2(r2C+2rC‖u‖σ) ‖s‖sup,σ .
On choisit alors rC de fac¸on a` optimiser la majoration :
rC =
√
g
M2max{1, ‖u‖σ}
.
Comme M2 ≥ √g (par le choix des parame`tres), cela donne :
‖φk(s)(x)‖σ ≤
(
M3max{1, ‖u‖σ}
)T(k)e9pig ‖s‖sup,σ .
La norme sur Gk e´tant la norme de Lo¨wner ‖.‖L associe´e a` la norme du sup, elle est plus
petite que celle-ci et on a finalement :
‖φk(s)‖L,σ ≤
(
M3max{1, ‖u‖σ}
)T(k)e9pig ‖s‖sup,σ ,
Et, vu le choix de la norme L2 sur EM :
‖φk‖σ ≤
(
M3max{1, ‖u‖σ}
)T(k)e9pigsupf∈EM ,s 6=0{‖s‖sup,σ‖s‖L2,σ
}
.
La remarque 4.18 de [Gau06] montre que pour une certaine constante c14 ne de´pendant
que de g :
1
[K ′ : Q]
∑
σ:K′→C
logmax{1, ‖u‖σ} ≤ c14max{1, log(hF (A)), log(h0(A,L))}.
De plus, d’apre`s la meˆme re´fe´rence, lemme 4.16, il existe une autre constante c15 telle que :
log sups∈EMσ ,s 6=0
{‖s‖sup,σ
‖s‖L2,σ
}
≤ c15max{1, log(hF (A)), log(h0(A,L))}log(M2).
La proposition suit en sommant sur les places archime´diennes, pour une constante c16
de´pendant de A.
2
Remarques On aurait pu choisir diffe´remment le parame`tre rC issu de l’ine´galite´ de Cau-
chy, en prenant a` la place : r′C = rC ×M2. On aurait alors obtenu une majoration par
c16(T(k)+M2), qui aurait e´te´ plus mauvaise dans notre contexte puisque tous les parame`tres
sauf M sont logarithmiques en deg(X).
Jusqu’a` la phase de descente (ou` cela ne semble plus possible), on pourrait travailler
avec des termes en log
(
ω(V )
)
a` la place de log
(
deg(V )
)
, quitte a` ame´liorer la proposition
3.29.
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3.5.4 Ine´galite´ de pentes et conse´quences
Pour pouvoir appliquer le the´ore`me des pentes, on doit s’assurer que le morphisme φ est
injectif. On y travaillera dans la partie suivante, et on suppose par avance ici cette injectivite´.
Contradiction sous l’injectivite´ de φ
On suppose par l’absurde que (3.4) est ve´rifie´. Puisqu’on a aussi suppose´ que φ est in-
jectif, on peut donc utiliser l’ine´galite´ des pentes du lemme 3.22. On a donc :
d̂eg EM ≤
∑
k∈I
dim(Ek/Ek+1)
(
µ̂max(Gk) + h(φk)
)
.
Soit k > 0 un entier ; on veut d’abord montrer que la contribution du k-e`me terme dans
la somme pre´ce´dente est ne´gative. On regroupe pour commencer les estimations faites sur
le morphisme φk, a` savoir les majorations archime´diennes et ultrame´triques. L’entier k est
par de´finition n-lie´ a` tout ide´al premier q de OK′ au-dessus d’un seul premier p de PA. On
note p son image dans Z ; on a alors (par les propositions 3.39 et 3.40) :
h(φk) =
1
[K ′ : Q]
∑
v∈M(K′)
log ‖φk‖v ≤ c16Tnlog(M)−
1
[K ′ : Q]
∑
q/p
nq
(
Tn−1 − Tn
) logp
pnα
≤ c16Tnlog(M)− 1[K : Q]
(
Tn−1 − Tn
) logp
pnα
,
ou` on a utilise´ l’e´galite´ classique (voir[Lan86], II, Corollary 1 to Theorem 2) :∑
q/p
nq = [K ′ : K].
On majore ensuite :
µˆmax(Gk) + h(φk) ≤ c17
(
M2µˆess(X) + Tnlog(M) + log
(
deg(X)
))− 1
[K : Q]
Tn−1
logp
pnα
≤ c17
(
M2µˆess(X) + Tnlog(M) + log
(
deg(X)
))− 1
[K : Q]
Tn−1
logNn
Nnαn
,
pour une constante c17 ne de´pendant que de A, car p ≤ Nn et la fonction log(x)/xnα est
de´croissante pour x ≥ 3. Le choix du parame`tre M (confer 3.4.5) et l’hypothe`se (3.4) sur
le minimum essentiel donnent :
M2µˆess(X) ≤ 2∆T0ω(∆T0, X)
T0ω(∆T0, X)
≤ 2∆.
Puis :
µˆmax(Gk) + h(φk) ≤ 5c17∆Tn − Tn−1
Nnαn
≤ 0.
On a d’abord utilise´ l’hypothe`se (3.3) sur Σ0, puis on a majore´ log(M) par ∆ graˆce au lemme
3.35, en comparant log∆ a` ∆ (quitte a` prendre C0 assez grand). On a ensuite e´limine´ [K : Q]
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avec logNn (pour C0 assez grand la` encore). La dernie`re ine´galite´ re´sulte de la de´finition
des Tn par re´currence descendante (voir encore le paragraphe 3.4.5).
Il suit, graˆce a` l’estimation du terme de hauteur qu’on vient de faire (qui est encore
valable pour k = 0, sans le raffinement ultrame´trique) :
d̂eg EM ≤ dim(E0/E1)
(
µˆmax(G0) + h(φ0)
) ≤ rg(G0)(5c17∆T0).
On a pu remplacer dim(E0/E1) par rg(G0) en utilisant l’injectivite´ de φ, et parce que la
hauteur est majore´e par un terme positif. En combinant le lemme 3.33 (il est clair par
le choix des parame`tres que log(M) est plus grand que n’importe quelle constante), la
proposition 3.38 avec k = 0, et on obtient :
c11(M)2glog(M) ≤ g(2M
2)g
∆T0
(5c17∆T0),
et on rappelle que c11 > 0. Puis :
log(M) ≤ 5g2
gc17
c11
.
On en de´duit une contradiction, puisque log(M) est plus grand que n’importe quelle constante
du proble`me, par de´finition de ∆.
2
3.6 Lemme de ze´ros et injectivite´ du morphisme
Il nous reste donc a` nous assurer que le morphisme de restriction est injectif. On proce`de
par l’absurde, en commenc¸ant par e´crire un lemme de ze´ros, et le choix des parame`tres fait
dans 3.4.5 doit mener a` une contradiction. Ceci s’ave`re assez de´licat, et on y parvient en deux
e´tapes. La premie`re est de nature combinatoire (paragraphe 3.6.2), et me`ne a` une quasi-
contradiction en 3.6.3 ; la seconde est un argument de descente sur des varie´te´s (paragraphe
3.6.4), qui imposera de travailler en petite codimension : r ≤ 2.
3.6.1 Lemme de ze´ros
Notre lemme de ze´ros s’inscrit dans la tradition des the´ore`mes de´montre´s par P. Phi-
lippon, dont on reprend le formalisme (confer [Phi95]). Ce lemme est l’analogue abe´lien du
the´ore`me utilise´ dans [AD03], a` une diffe´rence pre`s : on prend en compte les multiplicite´s,
et ce a` l’aide de la notion de dessous d’escalier, qui permet d’envisager des multiplicite´s
variables et diffe´rentes selon les directions. Dans le cas qui nous inte´resse, il est utile d’envi-
sager la multiplicite´ finale dans le lemme de ze´ros, qui permet une le´ge`re ame´lioration par
rapport au cas torique. On ne fait pas usage, cependant, de multiplicite´s diffe´rentes selon
les directions.
Remarque On a pris la multiplicite´ finale Tr dans l’ine´galite´ de pentes e´gale a` 1 mais
la multiplicite´ finale dans le lemme de ze´ros est un certain Tr0 , pour r0 ≤ r, et n’est pas
force´ment nulle.
Dans la suite, si l ∈ N et Z est une sous-varie´te´ de A, on notera {l}Z le cycle Z avec la
multiplicite´ l. Cette notation peu conventionnelle s’explique par l’emploi, dans ce genre de
proble`me, de la notation [l]Z pour de´signer l’image de Z sous la multiplication par l.
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Faisons d’abord quelques rappels ne´cessaires pour e´crire le lemme de ze´ros. Soit A une
varie´te´ abe´lienne munie d’une fibre´ ample L ; on conside`re la base de de´rivations sur A
de´finie en 3.4.3. Un ensemble E ⊂ Ng est un escalier si pour tout β ∈ E, on a β + Ng ⊂ E.
Un sous-ensemble de Ng est un dessous d’escalier s’il est le comple´mentaire d’un escalier.
Si W est le dessous d’un escalier E de Ng, et si on a des indices : 1 ≤ i1 < · · · < id ≤ g, on
note Ci1,...,id(W ) l’enveloppe convexe dans Rd+ de la trace de E sur la d-face de Ng de´finie
par (i1, . . . , id).
On appelle aussi ensemble ponde´re´ un sous-ensemble Σ de Ng × A tel que pour tout
x ∈ A, l’ensemble Wx,Σ = (Ng × {x}) ∩ Σ soit un dessous d’escalier (e´ventuellement vide).
On appelle support de Σ, note´ Supp(Σ), sa projection sur A. Si Σ et Σ′ sont deux ensembles
ponde´re´s, on de´finit Σ+Σ′ comme l’ensemble des couples (x+x′, λ+λ′), pour (x, λ) ∈ Σ, et
(x′, λ′) ∈ Σ′ ; c’est aussi un ensemble ponde´re´. On a E + ∅ = ∅ et si E est un sous-ensemble
de A, on l’identifie a` l’ensemble ponde´re´ {0} × E.
On dit que f ∈ H0(A,L) s’annule sur un ensemble ponde´re´ Σ si pour tout (x, λ) ∈ Σ,
on a : ∂λxf = 0. Si V est une sous-varie´te´ de codimension r de A et W un dessous d’escalier,
on pose :
mW (V ) = r!maxx∈V,1≤i1<···<id≤g{vol(Rr+/Ci1,...,id(W ))},
ou` le maximum porte sur x ∈ X et les d-faces de Ng telles que (∂i1,x, . . . , ∂id,x) forment une
base du quotient tA,x/tV,x.
On peut maintenant e´noncer le the´ore`me dont on aura besoin :
The´ore`me 3.41 Soit V une sous-varie´te´ irre´ductible de A, de codimension r, M˜ ≥ 1 un
entier et Σ0, . . . ,Σr des ensembles ponde´re´s finis a` support dans A(K) tels que pour tout
1 ≤ n ≤ r :
Supp(Σn) =
⋃
l=1...sn
Hn,l,
ou` les Hn,l sont des sous-groupes de A(K) ; on suppose aussi que les dessous d’escaliers
associe´s aux Σn ne de´pendent que de n. Soit de plus f ∈ H0(A,L⊗M˜ ), non nulle, qui
s’annule sur V + Σ0 + · · · + Σr. Alors il existe une constante c18 ne de´pendant que de A,
deux entiers 1 ≤ r0 ≤ r1 ≤ r, des indices j0, . . . , jr0−1 avec 1 ≤ jl ≤ sl pour l = 0 . . . r0 − 1,
et des sous-varie´te´s alge´briques Zj (j = 1, . . . , sr0) de A, propres, K-irre´ductibles et de
codimension r1, contenant au moins une composante isole´e de
H0,j0 + · · ·+Hr0−1,jr0−1 +Σr0 + · · ·+Σr + V,
telles que :
deg
( ⋃
x∈H0,j0+···+Hr0−1,jr0−1
⋃
j=1...sr0 , y∈Hr0,j
{mWy(x+ y + Zj)}
(
x+ y + Zj
)) ≤ c18M˜ r1 .
Preuve
Le meˆme the´ore`me dans le cadre plus ge´ne´ral des groupes alge´briques est l’objet d’un
article en pre´paration de David et Amoroso ([AD07]).
2
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3.6.2 Degre´ d’une sous-varie´te´ obstructrice
Il s’agit d’adapter le lemme de ze´ros au cas qui nous inte´resse ; le degre´ M˜ du the´ore`me
qu’on vient d’e´noncer sera e´gal a` M2 + 1 dans notre cas.
On reprend les hypothe`ses et notations des parties 3.4 et 3.5 et on rappelle que :
X = V +Σ0,
ou` V est une varie´te´ irre´ductible et Σ0 = H0, un sous-groupe fini de A. On note B le
cardinal de H0 et on suppose enfin que B est premier a` tous les premiers des Pn,Z, pour
1 ≤ n ≤ r. Si p est un nombre premier de ⋃1≤n≤r Pn,Z et q/p dans K ′, on de´signe par :
Ker[p]q le groupe des points de p-torsion sur K ′ se re´duisant sur 0 modulo q.
Si l =
∏r
n=1 pn avec, pour tout 1 ≤ n ≤ r : pn ∈ Pn,Z ou pn = 1, on note :
Ker[l]∗ =
⊕
n
Ker[pn]qn .
Cette somme est bien directe car le choix des parame`tres implique que les Pn,Z sont deux-
a`-deux disjoints. Notre but, jusqu’a` la fin de cette partie, sera de de´montrer la proposition
suivante, pour un bon choix du ferme´ X (dont de´pend la construction du morphisme) :
Proposition 3.42 Le morphisme φ : E → F est injectif.
On va supposer que ce n’est pas le cas et obtenir une contradiction en appliquant le lemme
de ze´ros du paragraphe pre´ce´dent. Celui-ci permet de majorer le degre´ d’une re´union de
sous-varie´te´s. On souhaite se ramener a` une seule sous-varie´te´ obstructrice, et utiliser le
fait que la re´union est largement distincte. On y arrive par un travail sur le stabilisateur.
Commenc¸ons donc par une de´finition :
De´finition 3.15 Si Z est une varie´te´ propre et irre´ductible de A, on appelle stabilisateur
de Z, note´ Stab(Z), l’ensemble :
{x ∈ A, x+ Z = Z} =
⋂
x∈Z
(Z − x).
On a les proprie´te´s suivantes pour le stabilisateur :
dim(Stab(Z)) ≤ dim(Z) et : deg(Stab(Z)) ≤ deg(Z)dim(Z)+1.
La premie`re suit de la de´finition, et la preuve torique de la seconde (dans [AD99], 2) se
transpose sans changement aux varie´te´s abe´liennes.
On peut maintenant de´montrer la proposition suivante :
Proposition 3.43 Il existe une constante c20, des entiers r0 ≤ r1 ≤ r strictement posi-
tifs, un entier l ∈ P1,Z · · · Pr0,Z, et une sous-varie´te´ Z de A, propre et Q-irre´ductible, de
codimension r1 contenant un translate´ de V par un point de torsion, tels que :
T r1r0 |Pr,Z|
B
|H0 ∩ Stab(Z)|
l2g−α
|Ker[l]∗ ∩ Stab(Z)|deg(Z) ≤ c20M
2r1∆.
Remarque Pour simplifier les calculs qui viennent, on pose :
f(Σ0, Z) =
B
|Stab(Z) ∩H0| .
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Preuve
Si le morphisme φ n’est pas injectif, il existe une section f ∈ H0(A,L⊗M2+1) qui s’annule
sur : ⋃
i∈I
V (Xi, tA, T(i)).
Par de´finition des voisinages infinite´simaux, ceci implique que f s’annule sur :
X +Σ1 + · · ·+Σr,
ou` l’ensemble Σn, pour 1 ≤ n ≤ r, est ponde´re´ de support :
Supp(Σn) = TorA,n =
⋃
q/p∈Pn
Ker[p]q;
cet ensemble est associe´ au dessous d’escalier simple et ne de´pendant que de n de´fini par :
g∑
k=1
λk ≤ Tn.
Il existe donc, par le the´ore`me pre´ce´dent, deux entiers r0 et r1 tels que : r0 ≤ r1 ≤ r, des
couples d’ide´aux premiers (p1, q1), . . . , (pr0−1, qr0−1) avec qn ∈ Pn (pour 1 ≤ n ≤ r0 − 1)
et des sous-varie´te´s alge´briques Zq de A (pour tout q ∈ Pr0), propres et Q-irre´ductibles, de
codimension r1, tels que :
deg
( ⋃
q∈Pr0
⋃
ζ∈Σ0⊕
L
nKer[pn]qn
{mWζr0 (ζ + Zq)}
(
ζ + Zq
)) ≤ c18M2r1 ,
ou` on a e´crit, pour unifier l’e´criture dans la somme directe : qr0 = q ; et ou` ζr0 est la
composante selon r0 de ζ dans la somme directe. De plus, pour tout q ∈ Pr0 , la varie´te´ Zq
contient un translate´ de V par un point de torsion.
Le terme de multiplicite´ se calcule imme´diatement. Soit q ∈ Pr0 et ζ ∈ Σ0⊕
⊕
nKer[pn]qn ;
on a :
mWζr0
(ζ + Zq) = r1!T r1r0 vol({u1 + · · ·+ ur1 < 1}) = T r1r0 .
Cette multiplicite´ ne de´pend pas de la varie´te´ dans la re´union donc on peut la mettre en
facteur.
Les entiers r0 et r1 sont de´ja` de´termine´s ; posons l0 = p1 · · · pr0−1. Choisissons, pour tout
premier p ∈ Pr0,Z, un ide´al premier q de Pr0 divisant p tel que la quantite´ :
f(Σ0, Zq)
(l0p)2g−α
|Ker[l0p]∗ ∩ Stab(Zq)|deg(Zq)
soit minimale parmi les premiers de Pr0divisant p. Prenons aussi qr0 ∈ Pr0 (et pr0) tels que
cette meˆme quantite´ soit minimale parmi tous les premiers de Pr0 . On pose l = l0pr0 et
Z = Zqr0 . Il suffit donc de majorer cette quantite´ pour obtenir la proposition. Rappelons
que la somme :
Ker[l0]∗ =
r0−1⊕
n=1
Ker[pn]qn
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est bien directe car, les premiers pn e´tant deux-a`-deux distincts, on peut e´crire une relation
de Be´zout entre un des pn et tous les autres. On partitionne Pr0,Z en introduisant la relation
d’e´quivalence suivante :
p ∼ p′ ⇐⇒
(
∃ γ ∈ Σ0 ⊕Ker[l0]∗ ⊕
⊕
pi∈Pr0,Z
(
Ker[pi]qi
)
, tel que γ + Zq = Zq′
)
,
et on note (C1, . . . , Cs) les diffe´rentes classes d’e´quivalence associe´es. Les varie´te´s Zq sont
irre´ductibles et il en va de meˆme pour chacune de leurs translate´es. Si p et p′ appartiennent
a` des classes diffe´rentes, les re´unions ⋃
ζ∈Σ0⊕Ker[l0]∗⊕Ker[p]q
ζ + Zq
n’ont aucune composante en commun et on peut additionner les degre´s. Le choix d’un seul
ide´al de Pr0 au-dessus d’un nombre premier restreint la re´union ; on a donc :
T r1(r0)
s∑
j=1
deg
( ⋃
p∈Cj
⋃
ζ∈Σ0⊕Ker[l0]∗⊕Ker[p]q
ζ + Zq
)
≤ c18M2r1 . (3.6)
Soit p ∈ Pr0,Z et q l’ide´al qui lui est associe´ ; le stabilisateur de Zq ne de´pend que de
la classe d’e´quivalence de p puisque si p′ (associe´ a` q′) est dans la meˆme classe que p, Zq′
est un translate´ de Zq. On appelle Sj le stabilisateur commun aux Zq, pour q associe´ a`
p ∈ Cj . Dans chaque classe Cj , on fixe un premier ρj ∈ Cj et on note Zρj la varie´te´ qui lui est
associe´e. Pour tout autre premier p ∈ Cj , il existe donc un e´le´ment αp ∈
⊕
pi∈Pr0,Z Ker[pi]qi
et ηp ∈ Σ0 ⊕Ker[l0]∗ tels que :
αp + ηp + Zq = Zρj .
Remarquons que la somme est directe car tous les pi sont distincts. Soient p 6= p′ dans la
meˆme classe Cj ; soient ωp ∈ Ker[p]q et ωp′ ∈ Ker[p′]q′ . Si les re´unions⋃
ζ∈Σ0⊕Ker[l0]∗
ζ + ωξ + Zξ (3.7)
pour ξ = p et ξ = p′, ont au moins une composante commune, c’est qu’il existe un e´le´ment
ηp,p′ ∈ Σ0 ⊕Ker[l0]∗ tel que :
ωp + Zp = ηp,p′ + ωp′ + Zp′ .
On en de´duit, graˆce aux deux dernie`res e´galite´s, que :
x = αp − ωp − αp′ + ωp′ +
(
ηp − ηp′ + ηp,p′
) ∈ Sj .
On note αpip la composante selon pi de αp. On remarque que : α
p
p − αpp′ − ωp ∈ Ker[p]q. De
meˆme : αp
′
p′ − αp
′
p − ωp′ ∈ Ker[p′]q′ , et : ηp′ − ηp + ηp,p′ ∈ Σ0 ⊕ Ker[l0]∗. Le nombre p est
premier a` p′, a` l0, a` B et a` tous les autres premiers de Pr0,Z. Il existe donc une relation de
Be´zout :
up+ vl0
∏
pi 6=p∈Pr0,Z
pi = 1.
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On en de´duit que :
[vl0
∏
pi 6=p∈Pr0,Z
pi]x = [vl0
∏
pi 6=p∈Pr0,Z
pi](αpp − αpp′ − ωp) = αpp − αpp′ − ωp ∈ Sj ;
puisqu’il suit de sa de´finition que le stabilisateur est stable sous la multiplication par n,
quel que soit n ∈ N. Par contraposition, si :
ωp ∈ Ker[p]q \
(
αpp − αpp′ − Sj
)
et ωp′ ∈ Ker[p′]q′ \
(
αp
′
p′ − αp
′
p + Sj
)
,
les re´unions (5) n’ont pas de composantes communes. Il suit :
deg
( ⋃
p∈Cj
⋃
ζ∈Σ0⊕Ker[l0]∗
⋃
ξ∈Ker[p]q
ζ+ξ+Zq
)
≥
∑
p∈Cj
deg
( ⋃
ζ∈Σ0⊕Ker[l0]∗
⋃
ξ∈Ker[p]q\
S
i
(
αpp−αppi+Sj
) ζ+ξ+Zq
)
.
Fixons j et p ∈ Cj . On va calculer le degre´ de la re´union totale en fonction de deg(Zq).
Par choix de l’ensemble PA, il y a p2g−α points se re´duisant sur 0 mod q, et il y a l2g−α0
points dans Ker[l0]∗. Il en re´sulte :
deg
( ⋃
ζ∈Σ0⊕Ker[l0]∗
⋃
ξ∈Ker[p]q
ζ + ξ + Zq
)
=
f(Σ0, Zq)(l0p)2g−α
|Sj ∩
(
Ker[l0p]∗
)| deg(Zq). (3.8)
A cette re´union, il faut retrancher :
deg
( ⋃
ζ∈Σ0⊕Ker[l0]∗
⋃
ξ∈Si
(
αpp−αppi+Sj
) ζ + ξ + Zq
)
≤ |Cj |l
2g−α
0
|Sj ∩Ker[l0]∗|deg(Zq).
En effet, il y a au plus |Cj | points de la forme αppi . Notons C˜j le sous-ensemble de Cj forme´
des p divisant [Sj : S0j ], ou` S0j de´signe la composante connexe de l’identite´ dans Sj . Si p /∈ C˜j ,
les de´nominateurs des deux dernie`res formules sont e´gaux et comme α ≤ g, on a :
deg
( ⋃
ζ∈Σ0⊕Ker[l0]∗
⋃
ξ∈Ker[p]q\
S
i
(
αpp−αppi+Sj
) ζ + ξ + Zq
)
≥
(
1− |Cj |
p2
)
f(Σ0, Zq)(l0p)2g−α
|Sj ∩
(
Ker[l0p]∗
)| deg(Zq).
Le quotient 1
p2
provient du fait que la “partie discre`te” du stabilisateur de Zq est triviale
et que sa composante connexe en 0 est un groupe alge´brique de codimension ≥ r + 1 ≥ 2.
En fixant j, on somme sur l’ensemble des p ; en tenant compte de la de´finition de Z, on
obtient :
deg
( ⋃
p∈Cj
⋃
ζ∈Σ0⊕Ker[l0]∗
⋃
ξ∈Ker[p]q
ζ + Zq
)
≥
(
|Cj \ C˜j | − |Cj |
∑
p∈Cj
1
p2
)
f(Σ0, Z)(l)2g−α
|Ker[l]∗ ∩ Stab(Z)|deg(Z)
≥
(2
3
|Cj | − |C˜j |
) f(Σ0, Z)(l)2g−α
|Ker[l]∗ ∩ Stab(Z)|deg(Z).
On avait en effet choisi l’ensemble PA tel que la somme
∑
p/p∈PA
1
p2
< 13 . On a plus direc-
tement, par un calcul direct a` partir de (6) :
deg
( ⋃
p∈Cj
⋃
ζ∈Ker[l0]∗
⋃
ξ∈Ker[p]q
ζ + Zq
)
≥ f(Σ0, Z)(l)
2g−α
|Ker[l]∗ ∩ Stab(Z)|deg(Z).
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On doit donc estimer le nombre de premiers divisant [Sj : S0j ]. Or :
|C˜j | ≤
log[Sj : S0j ]
log3
≤ log deg(Sj) ≤ c19∆,
pour une constante c19. On a ici majore´ le degre´ du stabilisateur en fonction de celui de la
varie´te´ (confer [Hin88], lemme 6), puis on a utilise´ le lemme de ze´ros pour majorer deg(Zρj ),
et on a majore´ log(M) a` l’aide du choix des parame`tres. Par l’ine´galite´ : max{x−y; 1} ≥ x2y
pour x ≥ 0 et y ≥ 1, on obtient :
max{2
3
|Cj | − |C˜j |, 1} ≥ |Cj |3c19∆ .
La proposition suit en sommant sur les classes d’e´quivalence.
2
3.6.3 Un premier pas vers l’injectivite´
On suppose maintenant que A ve´rifie l’hypothe`se H2. On ve´rifie aise´ment que celle-ci
implique H3.
Le choix des parame`tres va nous donner une ine´galite´ “presque absurde” ; on ne pourra
cependant pas conclure, car il manquera une hypothe`se de coprimalite´ sur des objets
construits simultane´ment. On devra donc ite´rer une fois le re´sultat obtenu, en exigeant
cette hypothe`se entre la premie`re et la seconde e´tape, puis on conclura par un argument de
descente.
Rappelons que la dernie`re proposition nous a donne´ l’existence d’un couple (l, Z) ou` l
est un entier assez grand (on sait que l ∈ P1 · · · Pr0) et Z est une sous-varie´te´ irre´ductible
contenant un translate´ de V . La proposition suivante re´sume et pre´cise ce qu’on a obtenu.
Proposition 3.44 On suppose que X n’est pas incluse dans le translate´ d’une sous-varie´te´
abe´lienne et que son minimum essentiel est majore´ de la fac¸on suivante :
µˆess(X) ω(X) <
1
∆8ρ(2r)r+1
.
Alors il existe une sous-varie´te´ propre Z de codimension r1 ≤ r contenant un translate´ de
V par un point de torsion et un entier l > 0 tels que :
-L’entier l est premier avec R et :
l ≤ ∆2ρ(2r)r+1 .
-De plus, on a l’ine´galite´ :( f(Σ0, Z)lgnα
|Ker[l]∗ ∩ Stab(Z)|deg(Z)
)1/r1
< ∆−ρlnαω(lnα , X).
Preuve
On commence par montrer que la contrainte portant ici sur le minimum essentiel est
plus forte que l’hypothe`se (3.4). Si (3.4) n’est pas ve´rifie´e :
µˆess(X) ≥ ∆
T0ω(∆T0, X)
≥ 1
T 20ω(X)
,
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par application du lemme 3.35. De plus, par les choix de parame`tres faits en 3.4.5 :
T 20 ≤ ∆2r
r∏
n=1
N4n ≤ ∆8ρ(2r)
r+1
,
ce qui contredit l’hypothe`se de la proposition. Pour de´montrer cette ine´galite´, on a d’abord
utilise´ :
N1 · · ·Nr ≤ ∆ρ[(2r)2+···+(2r)r+1]; (3.9)
puis on a majore´ l’exposant comme suit :
r+1∑
j=2
(2r)j ≤ −r +
r+1∑
j=1
(2r)j ≤ 2(2r)r+1 − r,
par l’ine´galite´ :
1 + x+ . . .+ xh ≤ 2xh pour h ∈ N et x ≥ 2.
La proposition pre´ce´dente nous donne donc l’existence de trois entiers strictement posi-
tifs r0, r1 et l avec r0 ≤ r1 ≤ r, l ∈ P1,Z · · · Pr0,Z, et une sous-varie´te´ alge´brique Z propre et
irre´ductible de A, de codimension r1, contenant un translate´ de V par un point de torsion,
telle que :
T r1r0 |Pr0,Z|
f(Σ0, Z)l2g−α
|Ker[l]∗ ∩ Stab(Z)|deg(Z) ≤ c20M
2r1∆.
Par construction des Pn,Z, l’entier l est premier avec R et on a les ine´galite´s :
2−r0N1 · · ·Nr0 ≤ l ≤ N1 · · ·Nr0 .
Et le premier point suit, par la meˆme majoration que (3.9).
Reste a` prouver la seconde ine´galite´. Le the´ore`me des nombres premiers et le choix de
l’ensemble PA font que, pour une certaine constante c21 > 0 ne de´pendant que de A :
|Pr0,Z| ≥ c21
Nr0
logNr0
− logR
log2
.
Par de´finition des Nn et de ∆, on a : logNr0 ≤ ∆1/2 pour C0 assez grand dans la de´finition
de ∆. On a aussi :
Nr0 ≥ ∆9 ≥ log(R)2.
On a encore, pour C0 assez grand : 12c21∆
1/2 ≥ 1, le facteur 12 correspondant au terme en
log(R). On en de´duit :
|Pr0,Z| ≥ ∆ρ(2r)
r+2−r0−1.
Par le lemme 2.4 de [AD03], comme lnα ≤ (N1 · · ·Nr)nα ≤ ∆T0, on a :
ω(∆T0, X) ≤ ∆T0
lnα
ω(lnα , X).
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Sous l’hypothe`se H2, on peut supposer que α = 0 ou α = g. Dans les deux cas, on a :( f(Σ0, Z)lnαg
|Ker[l]∗ ∩ Stab(Z)|deg(Z)
)1/r1 ≤ c20M2∆1/r1|Pr0,Z|1/r1Tr0
≤ c20T0ω(∆T0, X)∆
1/r1
|Pr0,Z|1/r1Tr0
≤ c20 ∆T
2
0∆
1/r1
lnα |Pr0,Z|1/r1Tr0
ω(lnα , X).
Or on a :
T0
Tr0
≤ ∆2r0(N1 · · ·Nr0)nα ≤ (2∆)2r0 lnα ,
et on en de´duit :( f(Σ0, Z)lnαg
|Ker[l]∗ ∩ Stab(Z)|deg(Z)
)1/r1 ≤ c22 lnα∆2r+1+1/r1Nnαr0+1 · · ·Nnαr|Pr0,Z|1/r1 ω(lnα , X).
L’exposant h de ∆ dans cette dernie`re majoration est borne´ par :
h := 4r + 2ρ
(
(2r)2 + · · ·+ (2r)r+1−r0)− (ρ(2r)r+2−r0 − 2)/r1.
≤ 2ρ((2r) + · · ·+ (2r)r+1−r0)− 2ρ(2r)r+1−r0
≤ 2ρ(r − r0)(2r)r−r0 + ρ(2r)r+1−r0 − 2ρ(2r)r+1−r0
≤ −2ρr0(2r)r−r0 ≤ −2ρ.
On a donc finalement :( f(Σ0, Z)lnαg
|Ker[l]∗ ∩ Stab(Z)|deg(Z)
)1/r1
< ∆−ρlnαω(lnα , X),
en faisant disparaˆıtre les constantes avec ∆ρ, et le re´sultat suit.
2
Remarques On notera dore´navant :
|Ker[l]∗ ∩ Stab(Z)| = λ(Z).
PosonsX = V et Σ0 = {0}. Si on savait assurer la coprimalite´ entre l et [Stab(Z) : Stab(Z)0]
(deux objets construits simultane´ment), on pourrait de´ja` clore la preuve, car on aurait :
λ(Z) ≤ lnαdim
(
Stab(Z)0
)
≤ lnα(g−r1−1),
la deuxie`me ine´galite´ provenant du fait que V n’est pas inclus dans un translate´ de sous-
varie´te´ abe´lienne. La varie´te´ Z contenant un translate´ de V par un point de torsion, on a
de plus :
ω(lnα , V ) ≤
(
lnαdeg(Z)
)1/r1
,
et une contradiction suivrait imme´diatement.
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3.6.4 Ite´ration et descente
Cette construction ne permet pas de conclure, et on est amene´ a` ite´rer la dernie`re
proposition. C’est a` ce stade de la preuve qu’on utilise crucialement l’hypothe`se sur la
codimension de V . En effet, on n’a pas pu mettre en place la strate´gie de descente, devenue
classique dans les travaux diophantiens sur la minoration de hauteurs, en codimension
quelconque.
Cette de´marche e´choue en grande partie pour la raison suivante : la proce´dure dio-
phantienne donne l’existence d’une sous-varie´te´ obstructrice ve´rifiant une proprie´te´ “patho-
logique” mais on perd trop d’information en extrayant une hypersurface contenant cette
varie´te´ obstructrice. Le passage par l’hypersurface est pourtant indispensable pour garantir
l’emboˆıtement, et par suite l’e´galite´ des dimensions apre`s r ite´rations.
Preuve (du the´ore`me 3.6)
On peut maintenant de´montrer le the´ore`me 3.6, qui de´coulera de la non-injectivite´ d’un
morphisme φ par le re´sultat du paragraphe 3.5.4. Soit V une sous-varie´te´ propre de A qui
n’est pas incluse dans un translate´ de sous-varie´te´ abe´lienne de A, de codimension r ≤ 2.
On rappelle que :
∆ = C20 log(3deg(V )),
et on suppose :
ω(V )µˆess(V ) < ∆−
(
16(2r)r+1
)r
. (3.10)
Premie`re e´tape. Pour utiliser la proposition 3.44, on doit de´finir :
ρ1 =
(
9(2r)r+1
)r−1 et R1 = [Stab(V ) : Stab(V )0].
On a, en tenant compte des proprie´te´s du stabilisateur suivant la de´finition 3.15 :
log(R1) ≤ log
(
deg(Stab(V ))
)
≤ glog(3deg(V )) ≤ ∆.
Si le morphisme φ n’est pas injectif, on applique la proposition 3.44 avec X = V , ce qui
donne l’existence d’un entier l1 et d’une sous-varie´te´ Z1 de A, propre et de codimension k1,
contenant un translate´ de V par un point x1, et telle que :(
l
nα1g
1 deg(Z1)
λ1(Z1)
)1/k1
< ∆−ρ1 lnα11 ω(l
nα1
1 , V ).
De plus, on peut supposer que V est de codimension 2 et que Z1 est une hypersurface. Sinon,
on aurait : Z1 = x1 + V , car ces varie´te´s seraient de meˆme codimension et : x1 + V ⊂ Z1.
Dans ce cas, l’entier l1 serait premier a`
[Stab(V ) : Stab(V )0] = [Stab(Z1) : Stab(Z1)0],
et la remarque suivant la preuve de la proposition 3.44 montre qu’on aurait une contradic-
tion.
Deuxie`me e´tape. On ite`re maintenant la proposition 3.44 en posant :
V1 =
⋃
x∈Stab(Z1)∩Ker[l1]∗
x+ V.
Puis :
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ρ2 =
(
9(2r)r+1
)r−2 et R2 = [Stab(V ) : Stab(V )0]× [Stab(Z1) : Stab(Z1)0]× l1.
La dernie`re condition permet que le cardinal de Σ0 soit premier a` tous les premiers des Pi,Z
dans la phase combinatoire. On ve´rifie une nouvelle fois (par les majorations du degre´ de
Z1 et de l1 donne´es par la proposition 3.44) que :
log(R2) ≤ glog(3ω(V )) + g2log(ω(V )) + 3log(l1) ≤ ∆.
L’hypothe`se (3.3) est satisfaite pour les meˆmes raisons (on a la majoration : |Σ0| ≤ l2g1 ). On
doit aussi majorer :
ω(V1)µˆess(V1).
Le minimum essentiel de V1 est celui de V puisqu’on translate par des points de torsion.
Quant a` l’indice d’obstruction, comme x1 + V1 ⊂ Z1 (par de´finition de ces deux varie´te´s),
l’ine´galite´ sur le degre´ de Z1 donne :
ω(V1) ≤ l21ω(l21, V ) ≤ l41ω(V ). (3.11)
On obtient donc :
ω(V1)µˆess(V1) ≤ l41ω(V )µˆess(V ) ≤ ∆−
(
16(2r)r+1
)r
+8ρ1(2r)r+1 ≤ ∆ρ2(2r)(r+1)(−16+8) ≤ ∆−8ρ2(2r)r+1 .
Par (3.11), on a enfin :
C0log
(
3ω(V1)
) ≤ ∆.
La proposition 3.44 avec Σ0 = H0 = Stab(Z1) ∩Ker[l1]∗ donne l’existence d’une varie´te´ Z2
de codimension k2 contenant un translate´ x2 + V , telle que :(
f(Σ0, Z2)l
nα2g
2 deg(Z2)
λ2(Z2)
)1/k2
< ∆−ρ2 lnα22 ω(l
nα2
2 , V1).
On remarque que Z2 contient les translate´s de x2 + V par les points de H0 ∩ Stab(Z2). On
a :
deg
( ⋃
x∈Σ0/(Σ0∩StabZ2)
x+ Z2
)
≤ f(Σ0, Z2)deg(Z2);
et cette re´union, note´e Z ′2, contient un translate´ de V1. Si Z2 est de codimension 2, on a
encore une e´galite´ : Z2 = x2+V et on en de´duit que l2 est premier a` [Stab(Z2) : Stab(Z2)0].
Il suit : (
l
nα2
2 deg(Z
′
2)
)1/2 ≤ ∆−ρ2ω(lnα22 , V1),
ce qui est absurde, puisque Z ′2 contient un translate´ de V1.
Les deux varie´te´s Z1 et Z2 sont donc des hypersurfaces, qui contiennent toutes deux
un translate´ de V , de codimension 2. Quitte a` translater ces deux varie´te´s (ce qui est sans
conse´quences sur le degre´ et le stabilisateur), on suppose que V ⊂ Z1 ∩ Z2. Il reste a` com-
parer Z1 et Z2 pour finir la preuve.
Cas 1. L’intersection Z1 ∩ Z2 est de codimension 1. Les deux hypersurfaces (irre´ductibles)
sont donc e´gales. Par construction, Z1 contient V1 et on a :
ω(V1) ≤ deg(Z1) ≤ deg(Z2).
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En outre, l’e´galite´ des varie´te´s nous montre que l2 est premier a` la partie discre`te du
stabilisateur de Z2, et comme cette hypersurface n’est pas incluse dans un translate´ de
varie´te´ abe´lienne (puisque cette proprie´te´ est vraie pour V ⊂ Z2) :
ω(V1) ≤ ∆−ρ2 l(2−g)nα22 λ2(Z2)ω(V1) ≤ ∆−ρ2ω(V1).
On obtient donc une contradiction.
Cas 2. L’intersection Z1∩Z2 est de codimension 2. Dans ce cas, cette intersection contient V ,
mais elle contient aussi les translate´s de V par les points deH0∩Stab(Z2). Comme ce groupe
est de cardinal une puissance de l1, la partie discre`te du stabilisateur de V n’intervient pas
et on a :
deg
( ⋃
x∈H0∩Stab(Z2)
x+ V
)
≥ |H0 ∩ Stab(Z2)|
l
nα1 (dim(V )−1)
1
deg(V ).
On a utilise´ au passage le fait que V n’e´tait pas un translate´ de varie´te´ abe´lienne. Par le
the´ore`me de Be´zout, il vient :
λ1(Z1)l
(3−g)nα1
1
f(Σ0, Z2)
deg(V ) ≤ deg(Z1)deg(Z2)
≤ ∆−ρ1 λ1(Z1)l
(1−g)nα1
1
f(Σ0, Z2)
l42ω(l1, V )ω(V1).
La majoration des termes en l2 a e´te´ grossie`re car ceux-ci sont ne´gligeables devant ∆ρ1 par
la majoration de l2 suivant la proposition 3.44. On en de´duit :
deg(V ) ≤ ∆−ρ1 l−2nα11 l42ω(l
nα1
1 , V )ω(V1).
En raffinant (3.11) avec nα1 , on trouve :
l
nα1
1 deg(V ) ≤ ∆−ρ1 l42ω(l
nα1
1 , V )
2 ≤ ∆uω(lnα11 , V )2,
et le re´el u ve´rifie :
u ≤ −ρ1 + 8ρ2(2r)r+1 < 0.
C’est a` nouveau une contradiction.
Conclusion. On a donc de´montre´ par l’absurde que la proposition 3.42 e´tait vraie, soit
avec X = V , soit avec X = V1. Il en re´sulte dans les deux cas que V contredit la majoration
(3.10). On en de´duit :
µˆess(V ) ≥ C(A)
ω(V )
×
(
log(3deg(V ))
)−λ(r)
,
ou` λ(r) = (16(2r)(r+1))r et C(A) = 1
C
2λ(r)
0
, qui ne de´pend que de A.
2
Remarques Dans le cas ou` A est a` multiplication complexe, l’existence d’un rele`vement
du morphisme de Frobenius pour presque toute place de K permet de de´montrer la meˆme
minoration pour une varie´te´ V de codimension r quelconque. En effet, la fin de la preuve, a`
partir du lemme combinatoire, est alors (a` quelques de´tails pre`s) la meˆme que dans le cas
torique, en remplac¸ant l’isoge´nie [l] par le rele`vement du Frobenius associe´ (on est dans ce
cas assure´ d’avoir une densite´ positive de premiers ordinaires).
Il est envisageable qu’un raffinement de l’argument de descente, couple´ aux nouvelles
ide´es introduites par Amoroso dans [Amo07], permette de traiter la codimension quelconque,
ainsi que quelques cas inconditionnels en petite dimension (essentiellement le cas des surfaces
abe´liennes).
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Re´sume´
Cette the`se est consacre´e a` l’e´tude de la hauteur sur les varie´te´s abe´liennes, et plus
pre´cise´ment a` la re´partition des petits points dans les sous-varie´te´s alge´briques de varie´te´s
abe´liennes. On a cherche´ a` e´tablir une version quantitative de la proprie´te´ de Bogomolov
en minorant le minimum essentiel des sous-varie´te´s alge´briques de varie´te´s abe´liennes (sauf
celles incluses dans un translate´ de sous-varie´te´ abe´lienne stricte).
Dans la premie`re moitie´ de ce travail, on a mis en œuvre des techniques de transcendance
pour e´tendre aux produits de courbes elliptiques, en petite codimension, la minoration de´ja`
connue pour les sous-varie´te´s des tores depuis les travaux d’Amoroso et David. On a ensuite
essaye´ d’e´tendre ce re´sultat aux varie´te´s abe´liennes ge´ne´rales. Avec le langage de la the´orie
des pentes, qui s’est de´veloppe´ dans la litte´rature diophantienne depuis l’article fondateur
de Bost, on a obtenu le meˆme type de minoration sous l’hypothe`se d’une densite´ positive
de premiers ordinaires, qui est conjecturalement toujours ve´rifie´e.
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Hauteur, varie´te´s abe´liennes, ge´ome´trie diophantienne, effectivite´, degre´ d’Arakelov, me´thode
des pentes.
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