Selecting an optimal event distribution for experimental use in event-related fMRI studies can require the generation of large numbers of event sequences with characteristics hard to control. The use of known probability distributions offers the possibility to control event timing and constrain the search space for finding optimal event sequences. We investigated different probability distributions in terms of response estimation (estimation efficiency), detectability (detection power, parameter estimation efficiency, sensitivity to true positives), and false-positive activation. Numerous simulated event sequences were generated selecting interevent intervals (IEI) from the uniform, uniform permuted, Latin square, exponential, binomial, Poisson, 2 , geometric, and bimodal probability distributions and fixed IEI. Event sequences from the bimodal distribution, like block designs, had the best performance for detection and the poorest for estimation, while high estimation and detectability occurred for the long-decay exponential distribution. The uniform distribution also yielded high estimation efficiency, but probability functions with a long tail toward higher IEI, such as the geometric and the 2 distributions, had superior detectability. The distributions with the best detection performance also had a relatively high incidence of false positives, in contrast to the ordered distributions (Latin square and uniform permuted). The predictions of improved sensitivities for distributions with long tails were confirmed with empirical data. Moreover, the Latin square design yielded detection of activated voxels similar to the 2 distribution. These results indicate that high detection and suitable behavioral designs have compatibility for application of functional MRI methods to experiments requiring complex designs.
INTRODUCTION
A remaining unsolved problem in event-related functional magnetic resonance imaging (er-fMRI) concerns the development of optimal experimental designs to reveal activated brain areas in an unbiased and efficient manner. Until recently, the block design was the most commonly used behavioral design for fMRI investigations; fortuitously the block design appears to have the highest efficiency for detecting activated areas of all currently investigated designs . Block designs have clear utility for investigating aggregates, or blocks, of similar types of events, but they cannot readily accommodate behavioral constraints imposed by some event sequences, such as those occurring infrequently or discretely, those not having precise time locking to known stimuli, or mixing of events from fundamentally different tasks. Moreover, the inherent characteristics of block designs do not necessarily allow the detection of the hemodynamic responses of each individual event (see, however, Price et al., 1999) .
Event-related designs provide more flexibility than block designs, but at the cost of lowered efficiency . When first introduced, eventrelated designs appeared to necessitate long trial times to allow full sampling of the evoked hemodynamic response. For instance, if the interevent intervals (IEI) are fixed, the minimum single required IEI must be up to 20 s to resolve the hemodynamic response for any single trial completely without postulating assumptions about response linearity (Bandettini and Cox, 2000) . However, substantially shorter, fixed intervals between trials of 4 -5 s seemingly can resolve fMRI responses (Glover, 1999) , though this short IEI yields further decreases in efficiency. By assuming that nonlinearities in the hemodynamic response can be excluded, which seems likely with IEI greater than 1-2 s (Friston et al., 1998) , other kinds of designs can be employed, such as those using IEI randomization Burock et al., 1998) . Randomized IEI designs have a higher efficiency than fixed IEI designs (Dale, 1999; Friston et al., 1999) and appear to allow minimum IEI as short as 0.5 s (Burock et al., 1998) without compromising the detectability of erfMR signals.
Random IEI designs, while exhibiting general improvements in efficiency, do not provide explicit control of event timing, and consequently the efficiency for various event trains with the same average IEI may differ (Dale, 1999) . Efficient sequences using a random design can have other undesirable characteristics. First, absence of precise behavioral control and event timing that may lead to "mini-blocks" with bursts of events interspersed by short periods of no events. Second, sequences with low estimation efficiency, such as those including long periods without events, can happen arbitrarily. Random designs based on shaped probability functions may improve control of event timing, although bursts of events cannot be excluded. Such designs have been explored by Friston et al. (1999) who implemented rapid, intermediate, and slowly varying random designs with Gaussian shapes, and they found an increased efficiency when the shape of the probability distribution became more block-like. There might exist other random designs based on probability distributions with shapes or ordering, such as Latin square designs, not yet explored that may offer important advantages in the context of behavioral tasks and that may also yield a satisfactory performance to resolve er-fMR signals.
In relation to optimization of er-fMRI designs, procedures that aim to quantify the performance of a given randomized event sequence seem necessary, preferably before performing the experiment. Such procedures, akin to estimation efficiency (Dale, 1999) , detection power (Buxton et al., 2000) , and parameter estimation efficiency (Friston et al., 2000) have recently been proposed and evaluated using simulated data sets. These measures commonly explore the expected signal variance, but they require different amounts of additional information. Of these three methods, estimation efficiency seems the simplest, requiring only information about event timing. Generally, this measure can evaluate the performance of an event sequence by estimating the hemodynamic response shape. By contrast, calculating the detection power and the parameter estimation efficiency requires information about the fMRI noise variance and assumptions about the hemodynamic response shape. The parameter estimation efficiency also needs information regarding the autocorrelation of the fMRI noise and the applied temporal filtering.
The present work aimed to explore how different probability distributions affected various measures of statistical efficiency: estimation efficiency, detection power, parameter estimation efficiency, and the number of true-and false-positive activated voxels. We used several distributions having different shapes but all with the same average IEI. For each distribution, we generated a large number of event sequences and evaluated their performance. Moreover, we extended the study from theoretical simulations to include colored fMRI noise in the simulations and to performing an activation study using selected distributions. The results indicated that while uniform designs have high estimation efficiency and yield good detection power and parameter estimation efficiency in simulations, other more practical designs yield nearly equal results in simulations and perform better than uniform designs in experimental situations. Portions of this work have been published previously in abbreviated form (Hagberg and Sanes, 2000) .
MATERIALS AND METHODS
We report upon simulations of functional MRI experiments and functional MRI data collected from humans.
General
Participants and task. Six healthy individuals (one female, five males, 22-34 years) volunteered to participate in the study and gave their informed consent according to guidelines reviewed and approved by local ethics authorities for work involving humans. Each participant lay supine on the MR system patient table with the head positioned within the head coil. One participant closed his eyes and rested during the procedures (data used for the simulations), while the remaining five participants performed a movement task. The movement task started with gaze fixated upon a central white cross projected onto a black background. At time points defined by the event trains (see below) a green dot (approximately the same size as the cross) replaced the cross and flashed at 3 Hz for 1 s. When the green dot appeared, the participant pressed a pushbutton with the right index finger, and each pushbutton press was visually monitored by the experimenters via LEDs mounted in a custom-made, optic fiber response-box.
Apparatus. A Siemens Vision Magnetom MR system (Siemens Medical Systems, Erlangen, Germany) operating at 1.5 T and equipped for echoplanar imaging was employed for acquiring anatomical and functional MR images. A circular polarized volume head coil was used for radio frequency transmission and reception. The nasion was aligned with a laser crosshair projection, so that each participant's head would be approximately centered in the standing magnetic field of the MR system once within the bore of the MR system. Head movement was minimized by mild restraint and cushioning.
Visual stimuli were projected via mirroring to a back projection screen using a LCD video projector (Model VPL-351QM, Sony Corp., Tokyo) located inside the MR room and connected to a Macintosh computer (G3/266, Apple Computer Corp., Cupertino, CA) located outside the MR room.
The simulations were performed with MATLAB 5.3 (The Math Works, Inc., Natick, MA) and the MATLAB stats toolbox running on UNIX workstations (O2, Silicon Graphics, Inc., Mountain View, CA).
Image acquisition and analysis. Anatomical T1-weighted images (Siemens Medical Systems, MultiPlanar Rapid Acquisition Gradient Echo, 160 sagittal slices, thickness ϭ 1 mm, TI ϭ 20 ms, TD ϭ 0 ms, TR ϭ 11 ms, TE ϭ 4.4 ms, FA ϭ 15°, FOV ϭ 256 cm, 256 ϫ 224 matrix) were acquired from each participant. Functional images were acquired with a 60°slice selective RF pulse followed by sinusoidal echoplanar blipped read-out gradients. One data acquisition run consisted of a series of 270 such BOLD sensitive images (Kwong et al., 1992) . The acquisition parameters were TR ϭ 1000 ms, TE ϭ 60 ms, matrix: 64 ϫ 64, FOV ϭ 192 mm, number of slices ϭ 7, slice thickness ϭ 5 mm, and gap between slices ϭ 0.5 mm. The 14 initial BOLD images were discarded from further consideration to remove any possible T1 saturation effects. Prior to further analysis, a motion correction method that achieved 3-D shifting and rotation of the images using a gradient-descent method based on least squares objective functions (Cox and Jesmanowicz, 1999) was applied. The image signal intensity in the realigned images was calculated using Fourier interpolation of the original images (Eddy et al., 1996) .
To assist in evaluation of statistical efficiency and detection, the echoplanar fMR images measured in the healthy participant at rest were used to obtain an estimate of fMRI physiological and MR scanner related noise. Within-brain voxels in seven contiguous slices were selected and the corresponding fMRI time series, consisting of 256 time points, were extracted from the echoplanar images. For the evaluation of false-positives, a total of 3494 voxels were used, while 577 voxels that did not show any significant false-positive activation were selected to evaluate the number of "true" activation.
For the analysis of the group of five participants who performed the task, we focussed upon primary motor cortex (M1), since this was the only area with detectable activation across all participants. All images were realigned and normalized to a standard brain atlas using SPM99 (Wellcome Department of Cognitive Neurology, London, UK) before importation into the AFNI software package and regression statistical analysis (Bandettini et al., 1993; Cox, 1996) . The reference waveform used in the regression analysis was obtained by convolving a series of delta functions, occurring at the moment of actual finger tapping, with an ideal hemodynamic response function (SPM99). A sample M1 region-of-interest (ROI) was outlined on the anatomical T1-weighted images and transferred to the coregistered BOLD images. The number of activated voxels within the sample M1 ROI at a statistical threshold of P Յ 0.05 was calculated. To arrive at a statistical threshold using the regression analysis, a Bonferroni correction was applied using the number of acquired volumes and the total number of voxels in the areas examined, and this procedure yielded a r ϭ 0.28. Furthermore, to control that the distribution of the regression values associated with all voxels within the sample ROI did not deviate from normality, nonparametric statistical tests were performed (KolmogorovSmirnov tests, P Յ 0.05, corrected for multiple comparisons, P Յ 0.002, uncorrected, Statistica for Windows, Version 5.1, StatSoft Inc., Tulsa, OK).
Generation of event sequences. Event trains having a mean IEI Ϸ 5 s were generated with events occurring according to 11 probability functions; uniform, uniform permuted, Latin square, exponential with long and short decay constants, binomial, Poisson, 2 , geometric, bimodal, and fixed. One thousand sequences with a total duration of 256 s were generated for each probability distribution, by selecting an IEI according to specific constraints for each probability distribution (Fig. 1 ). The uniform distribution had IEI ranging from 2 to 8 s in 1-s steps with each IEI having an equal probability for selection on any trial. This distribution could allow runs, or mini-blocks, of any single IEI. The uniform permuted distribution was identical to the uniform distribution except that exactly seven replications of each IEI between 2 and 8 s in 1-s steps were used, with each IEI occurring in a randomized order. The uniform permuted distribution thus prevented runs of any IEI to occur, but did not completely control for order effects. To enable complete control of event order, we used a 7 ϫ 7 Latin square design in which the IEI from 2 to 8 s (1-s steps) were distributed evenly across the rows and columns of the 49 element Latin square such that no single IEI was repeated in any row or column.
The exponential distribution was used for two sets of sequences with two different decay constants, . The first set was obtained with ϭ 1.4 s after truncation of the ensuing times: trunc(t) ϭ IEI-4, according to the exponential probability distribution:
defined on the interval 4 Ͻ IEI Ͻ 256. The next set of sequences obtained from the exponential distribution was obtained with ϭ 4 after rounding off of t: round(t) ϭ IEI-1. The binomial distribution assumed a probability of the event at t ϭ IEI-4 s of P ϭ 0.16 (and consequently q ϭ 0.84) and seven repetitions (n) were used according to:
The Poisson distribution used was distributed with parameter ␣ ϭ 5 according to:
The 2 distribution had 5 df, ␦, according to:
where ⌫ is the gamma function:
The geometric distribution was used with parameter t ϭ IEI-1:
where p ϭ 1/6 and accordingly q ϭ 5/6. The distribution was defined on the interval: 1 Ͻ IEI Ͻ 256. The bimodal distribution was obtained by selecting IEI ϭ 1 s with a probability p ϭ 0.9 and IEI ϭ 41 s with p ϭ 0.1. This yielded a block-like design with 4 -6 blocks of events lasting 6 -13 s each, separated by 41-s long pauses. Finally, an event train having a fixed IEI of 5 s was also generated. The number of trials associated with the fixed IEI, Latin square, and uniform permuted designs was 49, while for the other distributions this number varied according to the ensemble of selected IEI.
To obtain the linearly additive ideal hemodynamic response, each simulated event sequence, represented by a series of stick-functions consisting of 1 when an event occurred and 0 elsewhere, was convolved with a gamma function obtained from SPM99. The single event hemodynamic response had a delay of 6 s, an undershoot delay of 16 s, dispersions of the response and the undershoot of 6 s, an undershoot to overshoot ratio of 6, and a sampling rate of 1 Hz. The maximum amplitude of the single event response function was set to 1, using arbitrary units.
Predicted Estimation Efficiency, Detection Power, and Parameter Estimation Efficiency of Simulated Event Sequences
Three measures were used to predict the performance of the simulated event sequences: the estimation efficiency (Dale, 1999) , the detection power (Buxton et al., 2000) , and the parameter estimation efficiency (Friston et al., 2000) .
For each event train, the estimation efficiency was calculated based on methods suggested previously (Dale, 1999) :
where Xc is the stimulus convolution matrix. Briefly, for each event train, Xc was generated by a Toeplitz operation (MATLAB 5.3) on the associated stick-function thus yielding an N tp by N h matrix, where N tp is the total number of evaluated timepoints (256) and N h is the hemodynamic response evaluation period that we set to 10 s.
To assess the performance of the simulated event sequences in terms of the detection power, D, that takes into account the shape of the hemodynamic response and fMRI noise, the following expression was used (Buxton et al., 2000; Liu et al., 2001) :
where H is the ideal hemodynamic response obtained by convolving a series of stick functions (occurring at the moment of the "event," either simulated or actual, as in finger tapping) with an ideal, single event, hemodynamic response function (SPM99), and 2 is the fMRI noise variance, that in the present case takes on a constant value.
The parameter estimation efficiency (Friston et al., 2000) was determined according to:
where H is the ideal hemodynamic response, S is the temporal filter matrix, and V is the noise autocorrelation matrix. The filter S was implemented as a band pass filter with a sharp edge and a high-pass cut-off frequency of 0.004 Hz normalized to retain the intrinsic variance and a low-pass gaussian shaped filter with cut-off 4 s (SPM99). The noise autocorrelation matrix V was estimated from 9002 single voxel fMRI time series obtained from the resting participant. The estimation efficiency, detection power, and parameter estimation efficiency were analyzed with oneway ANOVA with the distribution type coded as a nominal independent variable and E, D, or PE coded as the dependent continuous variable using JMP software (Version 3.2.6, SAS Institute, Cary, NC). Moreover, for the ensemble of 10 event distributions, a linear relation between the average number of trials and the average of E, D, and PE values was investigated using the Pearson product moment correlation coefficient (Statistica for Windows Version 5.1).
Detection of Activated Brain Areas
The preceding analysis will provide an assessment of the predicted estimation efficiency, detection power, and parameter estimation efficiency obtained with different hypothetical event distributions. Next, we aimed to investigate how different event distributions affected the detection of putative brain activation using regression analysis (Bandettini et al., 1993) . We performed this analysis on simulated data, using the ideal hemodynamic response, H, and the extracted fMRI time series from one healthy participant at rest and by a series of experiments performed on a group of five other participants who each moved the right hand index, as described above.
Detection of simulated brain activation. We generated simulated brain activation by summing the fMRI noise time series from the 577 voxels without false positive activation (see above) with the linearly additive ideal hemodynamic response associated with each simulated event train (1000 for each of the 10 distributions) according to
where y i (t) is the original fMRI noise time series at each ith voxel and for each time point, t, H(t) is the ideal hemodynamic response at each time point, and Y i (t) represents the time series of the simulated activation at each voxel and time point. Prior to statistical hypothesis testing about "significant" activation, the regression values associated with each probability distribution first had to pass a test for normality. Then activation (P Յ 0.05) was assessed with regression analysis (Bandettini et al., 1993) , following a high-pass filtering obtained by Fourier Transform of the time series, removal of the first frequency point, and inverse Fourier Transform thus yielding a cut-off frequency of 0.004 Hz. Similarly, false-positives associated with the event trains were calculated by regression analysis of the fMRI time series from each of sample 3494 voxels, obtained from two brain slices of the participant at rest, with the ideal hemodynamic response functions associated with each of the 1000 event trains. This procedure was repeated for all probability distributions. We also investigated the spectral power density at low-frequencies associated with the individual event sequences by performing a Fourier Transform of each series of stick-functions and calculating the square of the absolute value for frequencies 0.008 Յ f Յ 0.016 Hz. The number of activated voxels obtained for each distribution type was analyzed with a two-way ANOVA with the distribution type assigned as a nominal variable and the voxel count as a dependent continuous variable.
Detection of brain activation in the experimental situation. BOLD fMRI data were acquired to compare with the results of the simulations. For this purpose, the fixed IEI event train and selected sample event trains from the 2 , uniform and Latin square distributions were used. Two representative event trains were selected at random from each of the 1000 event trains previously generated, one with a high and one with a low parameter estimation efficiency. The event sequences from the Latin square distributions were selected so that Latin squares were not reused in a single experiment with a participant. The selection procedure led to a minor misrepresentation of the entire simulated data set, with an average estimation efficiency pertaining to the 60% percentile for the 2 distribution (range: 5-98%), 64% for the uniform (16 -97%) and 60% for the Latin square (15-97%) design.
For each participant and in a single session, we obtained functional MR images in seven runs, each corresponding to one of the selected distributions; these runs were presented in a random order for each participant. The acquisition of BOLD fMR images started at least 10 s before appearance of the visual cue triggering movement and continued throughout each run. An experimenter recorded movement onsets by observing a response box; for comparison between the planned and performed event sequences. The estimation efficiency, detection power, and parameter estimation efficiency were evaluated for the performed movement sequences and differences between distributions and participants were evaluated using a two-way ANOVA. Image analysis was performed as described above using regression analysis to identify movement related activation within M1. After testing for normally distributed regression values, the number of activated voxels having r Յ 0.28 (P Յ 0.05) was calculated within M1 and compared to an expected number of activated voxels, obtained for the actual sequence of finger taps as described previously for the simulations with added colored noise. Differences in number of activated M1 voxels between distributions and participants were assessed using a two-way ANOVA.
RESULTS

Predicted Estimation Efficiency, Detection Power, and Parameter Estimation Efficiency of Simulated Event Sequences
Estimation efficiency. The theoretical estimation efficiency calculated for the event trains pertaining to various distributions are shown in Fig. 2A . The statistical analysis revealed a significant main effect of distribution type (P Յ 0.0001) with the lowest efficiency obtained for the fixed IEI design and the greatest efficiency for the exponential distribution with a long decay constant. Although the long-exponential distribution exhibited a significantly higher efficiency when directly compared to all other distributions (P Յ 0.05, post-hoc contrasts), several other distributions had efficiencies similar or only marginally lower (1-7%) than that for the long-exponential design. The largest loss in efficiency was observed for the binomial, the shortexponential, and the bimodal distributions that exhibited 39 -85% lower efficiencies than the long-exponential design. We found no correlation between the average number of trials associated with each distribution and the estimation efficiency.
Detection power. When including the shape of the hemodynamic response and the noise variance to calculate the efficiency, the bimodal distribution had a three-to five-fold greater detection power than the other distributions. The distributions with the lowest detection power, the short-exponential, and binomial distributions exhibited the same rank order as that observed for the estimation efficiency, but the relative positioning of the other distributions differed slightly (Fig. 2B) . After the bimodal distribution, the geometric distribution yielded the next highest detection power, followed by the long-exponential distribution, having 5% lower detection power than the geometric design and the uniform design with 20% lower detection power. These distributions were followed by the 2 , Poisson, Latin square, and uniform permuted designs with 24 -29% lower detection power, while the shortexponential and binomial distributions showed reduc-tions with respect to the geometric distributions of 33-39%. These differences across distributions were statistically significant (P Յ 0.0001, one-way ANOVA) as were individual paired comparisons (Tukey HSD post-hoc test, P Յ 0.0001). We found no correlation between the average number of trials associated with each distribution and the detection power.
Parameter estimation efficiency. When including information about temporal filtering and an estimate of the noise autocorrelation structure in the evaluation of the event sequences, the distribution effect was still significant (P Յ 0.0001, one-way ANOVA). However, the range of values and the relative ordering of many of the distributions differed from that for the estimation efficiency and the detection power (Fig. 2C) . In particular, the parameter estimation efficiency of the bimodal distribution exceeded that of the other distributions by a factor of 6 to 60. Similar to the detection power analysis, the geometric distribution had the next best estimation performance followed by the long-exponential distribution (20% lower parameter estimation efficiency than the geometric distribution). In contrast to the estimation efficiency and detection power, the 2 distribution ranked amongst the four distributions with the best performance, with 55% lower parameter estimation efficiency than the geometric distribution. Post-hoc tests (P Յ 0.0001 Tukey-Kramer HSD) confirmed the distinctive behavior of the event trains obtained from the 2 distribution with respect to the other distributions, so that it occupied an intermediate range of parameter estimation efficiencies between the very-high and low performing sequences. The uniform, Poisson, uniform permuted, and Latin square distributions all had substantially less (Յ70%) parameter estimation efficiency than the geometric distribution, while the short-exponential and binomial distributions had reductions of 84 -89%. No correlation between the average number of trials associated with each distribution and the parameter estimation efficiency was found.
Detection of Activated Brain Areas Detection of true positive simulated brain activation.
In accordance with the results obtained when evaluating the detection power and parameter estimation efficiency, the bimodal and geometric designs had the best sensitivity to detect simulated activated voxels (Fig. 3) . Practically all the activated voxels (92% on average) were detected when event trains generated with the bimodal distribution were used, while 61% of the voxels were detected for the event trains generated
FIG. 3.
Number of activated voxels obtained from a simulated data set. Ideal hemodynamic response functions (1000 for each probability distribution) were added to fMRI time series obtained from a resting healthy participant at a signal-to-noise ratio of 1:80.
FIG. 2.
Predicted efficiency measures for simulated event sequences with IEI from the following distributions: Fixed, uniform, uniform permuted, Latin square, short-decay exponential, binomial, Poisson, 2 , long-decay exponential, geometric, and bimodal. (A) Estimation efficiency (Dale, 1999) ; (B) detection power (Buxton et al., 2000; Liu et al., 2001) ; and (C) parameter estimation efficiency (Friston et al., 2000) . from the geometric design. These two probability distributions were followed by the long-exponential (55% of the total sampled voxels), 2 (38%), uniform, and Poisson (both 27%), Latin square and uniform permuted (both with 22%), short-exponential (12%), and binomial distributions (8%). The differences in number of true positives across the distributions were significant (P Յ 0.0001, one-way ANOVA) and post-hoc tests (Tukey-Kramer HSD) confirmed the distinctive behavior of the event trains obtained from the bimodal, geometric, and long-exponential distributions compared to the other distributions. Pair-wise tests revealed no differences between the Poisson and the uniform distributions or between the uniform permuted and Latin square distributions. The average number of true-positives correlated with that of the detection power (r ϭ 0.86) and the parameter estimation efficiency (r ϭ 0.84), but not with the estimation efficiency or the number of trials. Excluding the bimodal distribution, for which practically all voxels were detected as activated, significant linear relationships between the number of activated voxels and the detection power (P Յ 0.0001), as well as the parameter estimation efficiency was found (P Յ 0.0001).
Detection of false-positive simulated brain activation. We also analyzed features of the false-positive rate for each of the 10 probability distributions, first for "occurrences," defined as the percentage of voxels (of the total 3494 analyzed) classified as false-positives, which was then averaged across the 1000 event sequences, and second, "incidence," defined as the percentage of sequences (of the 1000 sequences) that yielded one or more false-positives. All distributions exhibited a low overall occurrence (Ͻ0.5% of the sampled voxels) of false-positives across the 1000 event sequences (Table  1) . Despite this low occurrence, the distributions fell into three categories, those having a false-positive incidence of Յ5% (Latin square and uniform permuted, that is one or more false-positive in fewer than 50 of the 1000 sequence repeats), those with an incidence between 22 and 27% (binomial, uniform, Poisson, 2 , and short-exponential distributions) and those with an incidence of false-positives Յ35% (long-exponential, geometric, and bimodal distributions, Table 1 ). The impressions of the descriptive data were supported by an inferential analysis showing a highly significant effect of distribution (one-way ANOVA, P Յ 0.0001), with post-hoc paired comparisons, indicating that the bimodal distribution had significantly more occasions of false-positives than all the other distributions and the geometric distribution significantly more occasions than the Latin square and the uniform permuted distributions (P Յ 0.05).
The Latin square and uniform permuted distributions also exhibited another potentially useful feature in the false-positive analysis relative to the other distributions. In addition to having a relatively low incidence of false positives (Յ5%), when they did occur for these two distributions, the maximal number of falsepositives was low (Յ0.1% of the total voxels). Distributions with intermediate false-positive rates also exhibited a relatively low maximal number of false-positives (1.0 -2.2% of the total voxels). The long-exponential distribution also had relatively few false-positives (2.3%), but both the geometric (5.1%) and bimodal (19%) distributions showed relatively high numbers of false-positives when these distributions yielded erroneously activated voxels. These findings may be explained by the low frequency content associated with the different distributions, evaluated by analyzing the spectral power density (Table 1) at frequencies between 0.008 and 0.016 Hz. A significant positive relation between the false-positive rate and the mean of the low-frequency spectral power (P Յ 0.01, r ϭ 0.82) was found to support this hypothesis.
Detection of brain activation in the experimental situation. We next investigated whether the results from the simulation could be extrapolated to empirical studies of fMR activation (see Materials and Methods). Occasional trial omissions and long reaction times on some trials yielded slightly different parameter estimation efficiency than predicted for the performed event sequences compared to the planned event sequence; however, this difference was not significant (P Ͼ 0.05, two-way ANOVA).
The rank order for the estimation efficiency of the uniform, Latin square, and 2 distributions matched that derived from simulations (Table 2 , left column) exhibiting a significant distribution effect (P Յ 0.001, two-way ANOVA), but no participant-related or partic- Note. Occurrence expressed as percentage voxel (mean Ϯ SD) with false-positives. Incidence indicates the percentage of 1000 that the analysis yielded one or more false-positives. Spectral power density (mean Ϯ SD) pertains to low-frequency (0.008 Յ f Յ 0.016 Hz) components of the series of stick-functions associated with the single-event sequences.
ipant by distribution effects. These general characteristics held for a similar analysis of detection power (Table 2 , center column) for significant differences among the distributions (P Յ 0.001), but the rank order for the three distributions reversed for the same analysis of the parameter estimation efficiency (Table 2 , right column) and without significant differences among the three distributions. Figure 4 illustrates exemplar activation maps related to finger tapping at time points dictated by the 2 , the Latin square, and uniform distributions. The most extensive activation occurred when participants moved with the Latin square distribution to involve contralateral frontal and bilateral parietal movement-related areas. Movements performed with the 2 and uniform distributions yielded less activation. The analysis of activation occurring only within M1 yielded somewhat different results, with the 2 distribution yielding the greatest number of activated voxels (Fig. 5) ; the rank order of M1 activation followed the parameter estimation efficiency model. The overall differences in activated voxels between distributions and participants were significant (P Յ 0.01, two-way ANOVA), while a participant by distribution interaction was absent (P ϭ 0.2). We found no evidence for correlation between the number of detected voxels and the number of trials.
DISCUSSION
The current study investigated the performance of various shaped probability functions for use in er-fMRI experiments by simulations and empirical methods. The work builds upon recent findings, indicating that event trains with stochastic properties have reasonably high chances of revealing event-related MR signals, while improving the overall speed of data acquisition in comparison to fixed IEI designs (Burock et al., 1998; Dale, 1999; Friston et al., 1999; Donaldson and Buckner, 2000; Liu et al., 2001) . Using probability functions having desirable experimental design features revealed that ordered designs, such as the Latin square and a uniform permuted probability distribution had the best theoretical characteristics for estimation efficiency, detection power, parameter estimation efficiency, high numbers of true positives, and low false-positive rates. Agreeing with predictions based on the parameter estimation efficiency, the 2 and Latin Note. Estimation efficiency, detection power, and parameter estimation efficiency (mean Ϯ SEM) for the performed sequence of finger movements during experiments, n ϭ 10.
FIG. 4.
Activation pattern with finger tapping. Movements were performed at intervals generated according to a (A) 2 , (B) Latin square, and (C) uniform probability distribution. square designs performed better than the uniform design in detecting experimental events. The results indicate that designs with good capability to exert behavioral control over multiple event sequences also perform well in detecting er-fMR signals.
Several different types of experimental designs are used in the realm of fMRI, such as block designs, fixed and random event-related designs, and, more recently, mixed block/event-related designs. The most common of these remains the block design, a design used since the earliest fMRI studies (Ogawa et al., 1992; Kwong et al., 1992; Bandettini et al., 1992) . Commonly, block designs shift among aggregates of two or more principal tasks, incorporating single events that occur repeatedly during each block. This type of design appears to have the best known statistical efficiency to detect sustained task-related fMR signals, and it seems unlikely that any event-related design will ever exceed the block design's capability for detecting brain activation. In analogy with previous work Buxton et al., 2001) , we verified the detection capability of several fMRI designs, including the bimodal, block-like design by calculating the detection power and extended the analysis to the parameter estimation efficiency (Friston et al., 2000) . We found a substantial difference between event-related and the bimodal designs both in terms of detection power and parameter estimation efficiency. However, while event-related designs yield improved detection, one cannot determine the magnitude of such effects. Assuming linearity of the response amplitude, such information would help design experiments when transferring from block design to event-related designs, but would still require the existence of a relation between these measures and the number of detected voxels or some other value (e.g., r or t values). Indeed, our results revealed that both detection power and parameter estimation efficiency exhibited linearity with the number of activated voxels in simulated data and a loss in detection capability of about two orders of magnitude when comparing block with event-related designs.
Despite superior performance of the block design for detection, it has obvious limitations, such as the inability to readily extract an evoked hemodynamic response when closely spaced events are used. This difficulty arises since changes in the BOLD signal (or other fMR related signals, such as those obtained with arterial spin tagging methods) in responsive voxels become "clamped" at the new, steady-state level. In contrast, er-fMRI designs allow the detection of the entire time evolution of the hemodynamic response (Dale, 1999; Buxton et al., 2001) . Although the issue of hemodynamic response detection was not further evaluated here, we did compare the estimation efficiency for various designs and found 4 -7 times higher values for the random with respect to the bimodal design and up to 20 times higher values than for the fixed design. Interestingly, when recalling that a fixed IEI of 4 -5 s can allow extraction of credible er-fMR responses (Glover et al., 1999) , the current results suggest that the bimodal design would exceed a fixed design for estimation purposes. Another interesting finding made during the course of evaluating detection and estimation capabilities was that some of the probability distributions investigated here were equally good, or poor, at detecting activation and estimating the hemodynamic response, a finding that exemplifies recent theoretical work indicating that for single task design, maximal detection power also leads to maximal estimation efficiency, at least when the autocorrelation structure of the fMRI noise is not considered (Liu et al., 2001) . In particular, the exponential distribution with a short decay and the binomial distribution showed poor performance, while the exponential distribution with a long decay and the uniform design showed an excellent capacity for both detection and estimation. Consequently, these simulations suggest the existence of universal event sequences that could become useful in combined detection/estimation studies. An extension of such studies would be to use parts of the fMRI time series for detection, parts for estimation in a bootstrap fashion for auto-validation of the detection and estimation analysis.
Regardless of the particular aim of an er-fMRI study-detection of the amplitude or estimation of the shape of the hemodynamic response, random short IEI designs seem to be the currently preferred method for er-fMRI experiments Burock et al., 1998; Dale, 1999) . Although the linearity of the hemodynamic response remains unclear (e.g., Boynton et al., 1996; Cohen et al., 1997; Dale and Buckner, 1997; Friston et al., 1998; Vasquez and Noll, 1998; Miezin et al., 2000) , the assumption of linearity appears valid when the minimum IEI is about 2 s (Friston et al., 1998 . Thus, it may seem straightforward to optimize the design by simply selecting the IEI at random instead of keeping them fixed. An open question within this context is how to randomize the IEI to obtain optimal characteristics, an issue that in part has been addressed previously and in more detail here. For instance, ERP research (Hansen, 1983; Woldorf, 1993) has for long exploited the improved detection of events by the use of uniform probability distributions while in er-fMRI exponential, or geometric, distributions have been preferred (Burock et al., 1998) . Current methods aimed at optimizing random event-related fMRI designs generate a large number of random event sequences, calculate the statistical efficiency, and then select the sequence with the highest efficiency (Dale, 1999) ; this procedure is required since the sequence generation is a stochastic process and a considerable range of predicted efficiencies will result. The generated event sequences will have characteristics difficult to control. For instance, selecting an event sequence with mini-blocks may occur, since such sequences necessarily tend to have higher detectability. The introduction of other types of probability distributions, such as Latin square and uniform permuted, can eliminate or mitigate the possibility of mini-block occurrences while also increasing control over event timing. Another potential difficulty with random designs concerns the range of included event intervals. For example, if the temporal range has too much dispersion, the generated event sequences may have low estimation efficiencies. By contrast, if the range does not sample sufficiently divergent event intervals, the occurrence of "block-like" sequences will increase. The use of shaped probability distributions may reduce some of these deficiencies in accordance with the inherent features of each distribution, while constraining the search space for optimal event sequences.
The main objective of current work was to explore various probability distributions with specific characteristics in the context of er-fMRI. To this end, we used both simulated and experimental data to address the issue of the experimental validity of results obtained by simulations, which has been partly neglected in previous studies regarding statistical efficiency (Dale, 1999; Friston et al., 1999 Friston et al., , 2000 Buxton et al., 2000; Liu et al., 2001; see, however, Ollinger et al., 2001a see, however, Ollinger et al., , 2001b . The characteristics of probability distributions with various shapes having the same average IEI were evaluated. The present study limited the search for optimized experimental designs to those having a single event type, in this case, finger movement. The current results may be extended to behavioral experiments having more than a single event type, for instance by introducing multivariate distributions, although an efficient search for optimal designs may prove cumbersome. Nevertheless, others have already reported that random-style event sequences that intermix more than single events can successfully distinguish er-fMR signals from multiple distinctive events (Clark et al., 1998; Josephs and Henson, 1999; Miezin et al., 2000; Ollinger et al., 2001a Ollinger et al., , 2001b .
One query of ours related to the existence of a common basis for event timing by which the statistical efficiency can be increased. In this regard, it is generally assumed that the number of trials that can be accommodated during one experimental run is related to statistical efficiency (e.g., Ollinger et al., 2001a Ollinger et al., , 2001b . By contrast, we did not find any relation between the number of trials and the investigated measures of statistical efficiency. For instance, the geometrical distributions lead to 10% fewer trials per event sequences than the uniform design but performed relatively better in terms of estimation efficiency, detection power, parameter estimation efficiency, and number of true-positives. Consequently, the number of trials alone cannot account for the observed differences between distributions. Upon scrutiny of the designs we found that probability distributions with a long tail toward higher IEI, such as the geometric, long-decay exponential, and 2 distributions, yielded improved sensitivity in comparison to the uniform type designs (uniform, Latin square, and uniform permuted) and the short-tailed, shaped distributions (Poisson, short decay exponential, and binomial). A common feature of the high-performance distributions is the occurrence of several long IEI, allowing a return of the hemodynamic response to baseline between events, which may explain the improved sensitivity of these distributions to detect true-positives. The importance of this characteristic is supported by the observation that introducing null-events in the stimuli sequence increases the efficiency of many designs, in particular in the context of multiple tasks . In this regard, however, it can be noted that this result may be closer related to detection than estimation since detectability is maximized for long runs of null events, while estimation efficiency is maximized when null events occur randomly throughout the event series (Liu et al., 2001) .
In addition to the estimation efficiency, the detection power, the parameter estimation efficiency, and the number of true-positives, we also estimated the number of false-positives detected in pure fMRI noise time series. We found a false-positive incidence that ranged between the expected 5% level up to 65%. Such extreme values were somewhat unexpected, but may depend on the very mild temporal high pass filtering used. Interestingly, the distributions associated with the highest number of true-positives, also had the highest incidence of false positives. In particular, the geometric and long-decay exponential distributions had about seven times higher false-positive incidence than the Latin square and the uniform permuted distributions. The explanation for this observation may be that the hemodynamic response caused by more "ordered" distributions, such as the Latin square and the uniform permuted designs, has characteristics that differ from the fMRI noise and hence are not easily confounded with the noise. This hypothesis was supported by a significant positive linear relationship between the spectral low frequency components associated with the ten investigated distributions and their respective false-positive rate. In addition to the type of experimental design or experimental conditions (noise, variance, etc., in the fMR-simulated signal), detection of false-positives may also be related to the type of statistical hypothesis testing (Burock and Dale, 2001) .
The empirical data obtained in the current study yielded broad consistency with the simulations that used colored noise. Together, these data indicated that the uniform distribution, while having good estimation efficiency and detection power, can be improved upon. In particular, the event trains from the 2 distribution yielded almost three times and the Latin square design two times as many activated voxels as the uniform design. This difference between distributions was significant and was somewhat unexpected in view of the predictions based on the estimation efficiency and the detection power. These two theoretical measures indicated a reversed order with significantly higher values for the uniform distribution than the Latin square and 2 distributions. In contrast, the predictions based on the parameter estimation efficiency succeeded in indicating the correct rank order of the three distributions, suggesting that the parameter estimation efficiency may be superior to the detection power for evaluating detectability. For the evaluation of the parameter estimation efficiency, both information from the fMRI noise autocorrelation and temporal filtering is used. As such, the parameter estimation efficiency relates the expected hemodynamic response to its distinct frequency distribution and the BOLD contrast-to-noise ratio, factors that seem to be of importance for a correct prediction of detectability using regression analysis.
In conclusion, event sequences from the bimodal distribution, just like block designs, has the best performance for detection but the poorest response estimation, while for the long-decay exponential distribution, both a high estimation and detectability can be achieved jointly. The uniform distribution also yields high estimation efficiency, while probability functions having a long tail toward the higher IEI, such as the geometric and the 2 distributions, have superior detectability. When extending the evaluation of statistical efficiency to include a measure of false-positives, distributions accounting for order effects, such as the Latin square and uniform permuted probability distributions, prove useful and exceed the overall performance of nonordered distributions. In the experimental situation, the 2 distribution and the Latin square designs performed better than the uniform design in detecting events. The results indicate that designs, such as the Latin square, with good capability to exert behavioral control over multiple event sequences also perform well in detecting er-fMR signals.
