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Shannon [1948] provou que e sempre possível cons 
truir um código unicamente decifrãvel tal que 0 <■ r < 1 , on_ 
de r ê a redundância.
Em[1978], Gallager obteve o seguinte limite supe
ri o r ,
r < + o
onde P-j e a prob ab ilidad e da palavra mais provável, e 
a = l -  l o g 2 e +"log (log e) = 0,086
Gallager também mostrou que para P^ _> 0,5 a r e  
dundância é limitada su pe riormente por
r < 2 - H (Pi , 1 - P ^  - P 1
onde
H (P 1 ,l-P1 )= - P ^ o g ^ -  (1 - P ] ) 1 o g 2 (1 -P-j ) .
Em [1980] , Jonhsen melhorou estes resultados de 
Shannon e Gallager ap resenta nd o novos limites superiores e 
inferiores para a redundância. *
No capítulo I ap resentamos algumas definições e 
resultados básicos, os conceitos de entropia e redundância 
de grau 3 são introduzidos, definidos resp ec t iv a me nt e  por
H 3 (P) = ( 2 1 ' 6 - l ) “ 1 ( J  P 3 - 1), 3^1 e 3>0
e
r 3 = L (3) - H 3 (P)
onde
N
L (3) = . 1 . P.n.(B)
é o c o m pr i me nt o  médio de grau 3 -
Conforme Bouchon [1978] o comp ri me nto médio de 
grau 3 é limitado por
H 3 (P) < L (3) < H 3 (P ) + 1 ,3 > 1 .
o que constitui uma g e ne ra lização  do teorema de c od if icação 
para canais sem ruído.
No capi tu lo  II analisamos os resultados de Johnsen 
e ret ificamos  alguns pequenos erros presentes em Johnsen 
[ 1 980 J .
No c apit ul o III apresentamos limites superiores e 
inferiores para a redundância de grau 3 , que const it uem a 
c on t ri bu iç ão principal desta tese.
ABSTRACT
VI
Shannon [1 948] proved that it is always possj^ 
ble to construct a uniquely decipherabl e code such that
0 £  r < 1 , where r is the redundancy obtained.
In [1 978] Gal 1 ager obtained the following up
per bound:
r £  P-| + a
where is the p r obabi li ty  of the most probable word, 
and
a = 1 - 1 og^e + l og 2 (1 og^ 2 ) = 0,086
Gallager also showed that for P-j >_ 0,5 s the 
upper bound on redund an c y is given by
r < 2 - H ( P ] , l'-P-| ) - P ]
where
H ( P ] , 1 - P ^  = - P 1 l o g 2 P 1 - (1 -P-, ) 1 o g 2 (1 - P ] ).
In [1 980] , Johnsen improved the results of 
Shannon and Gallager, by giving new upper and lower 
bounds to redundancy.
In Chapter I we present some basic results and 
def initions. The concep ts  of entropy and r ed u nd a nc y  of 
degree B are defined, r es p ective ly  by:
3 1 -B - 1 N b
H (P) = ( 2 - 1) ( z P - l ) ,  B?l, 3>0
i = l
and
r B = L(B) - H S (P),
where
N
M B )  - .E, P. n. (3) , i = l i i
is the mean length of degree 0 .
Bouchon [1 978]showed that the mean length of de^  
gree 3 i s ! i m i t e d  by
VII
H 3 (3 ) < L (3) < H $ (P) + 1  , 3 > 1
which g e ne ra l iz e s the coding theorem for noiseless channels.
In chapter II we present Johnsen's results [1980] 
and co rrect some minor errors that appear in his paper.
In chapter III we give new upper and lower bounds 
for the re d un d an c y of degree 3 that constitute the main 
c o n t ri b ut i on  of this thesis.
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PNT/RffDUÇAO
O objet iv o desse trabalho e ap res entar novos li_ 
mites supe rior e inferior de redundância de grau 3 r e s p e c ­
ti vamente para os intervalos P^> 0,4 e 0,4 <_ P] < 0,5 .
Divi dimos o trabalho em três capítulos:
No capí tu lo  I , ap r es e nt a mo s entropia de uma 
d i st r i b u i ç ã o  de p ro b ab il id ades (Shannon), suas propr i edades, 
c o d if ic a çã o  sem ruído, redundância e sua ge ne ral iz a çã o  p a ­
ra entr op ia de grau 3 .
N o capítulo I I , analisamos o trabalho rea-lizado 
por Johrisen [1 980] sobre limites inferior e superior de r<2 
du ndancia, o qual serviu como base para mostrar limites 
sup erior e inferior de redundância de grau 3 .
No capítul o I I I , genera li za mos limites superior 
e inferior de red un dâ ncia de grau 3 , o qual apresentam os  
através de dois teoremas para os intervalos P-j >_ 0,4 e
0,4 < P < 0,5 , respectivamente.- 
"  1
1CAPTTULO I
REDUN D ÂN C IA  E SUA GENERAL IZAÇflO PARA ENTRO- 
PIA DE GRAU 3
INTRODUÇÃO
Shannon [ 1 948 ] desenvolveu a Teoria da Informa_ 
ção, que inicia lm en te sõ tratava de problemas relacionados 
a tr ansm is sã o de informações, mas hoje devido ao grande in^  
teresse por ela desp ertado, possue grandes aplicações em vã 
rios campos do conh ecimento , tais como: ciências exatas, 
li nguística, nos sistemas de comunicações, etc.
A idéia de Shannon era o de associar q u a n t i t a t i ­
vamente informação ã probabilidade de um evento.
Se temos certeza de um evento e este ocorre, o 
que se obtem em informação é pouca coisa. Por outro lado,se 
um evento altamente improvável tem lugar, a quantidade de 
inform ação assim adq uirida é muito grande.
0 problema fundamental da Teoria de Informação é
o de quant i f ic ar  o conteúdo informativo de um con junto de 
mensagens.
Vamos apre se n t ar  um esquema de um sistema da co
municação:
Fonte de M e n ­ A Codificador Canal V
sagens '
Decodi fi cador vRecep- 
tor
X
Fonte de M e n s a g e n s :
£ o co mponente do sistema que é capaz de prodij 
zir mensagens. Geralmen te  a fonte é representada por uma va 
riãvel aleatória X.
C o d i f i c a d o r :
Trans fo rm a a linguagem da fonte para a linguagem 
do canal, mantendo  inalterado seu conteúdo.
2Canal :
E o meio através do qual a men sa ge m e propaga_
d a .
Decodi fi cador :
Decifra a mensage m recebida de modo que a mesma 
seja inteligível pelo receptor.
R e c e p t o r :
£ o ponto de destino da mens ag em ê re pr e se n t^  
do pela variável aleatória ,Y.
1.1 - Entropia de uma dis tri bu iç ão de p r o b a b i ­
lidade (S h a n n o n ) .
Seja X = { x-j , X g s ... } uma variável aleat(5
ria discreta, com distribu iç ão  de probabilidade P e onde 
P = ( P 1 5 P 2 » •••5 P [\| ) £ ...
N
■= í P = <P-, ,P2 , .... PN ): P í >0 , E P. , 1 ,
i =1
i = 1 ,2 , . . . , N.} (1.1)
A entropia (Shannon) associada à dis tr ib uição 
de p robabil id ad e P e definida por:
N
H (P ) = H ( P 1 ,P2 , ... , PN ) = - Z P i log P,
i=l
( 1 . 2 )
O b s e r v a ç ã o :
Quando não indicarmos a base do logaritmo, esta 
sérã sempre na base 2 .
Ap re se nt amos agora algumas propriedades da entr£ 
pi a dada em ( 1 .2 ).
Para demonstração veja Aczel e Darõczy [1975].
1 . 2 -  Propriedades da entropia.
1.2.1 - Não Negativa.
H (P-j , ? 2 ,..., P^) ^  0 c o m a  igualdade se e somente se,
Pi = 1 para algum i e P • = 0 , j = 1, 2, ..., N, i^j.* d I
1.2.2 - Simétrica:
hn(p1 >p2 > •••» PN ) = hn (pi(1 ) > Pi(2 )’ Pi(N) ) para
todo (P] »^2..... PN ) e ’ onc*e  ^ ® uma PermiJtação arbitraria em
{1,2, N).
1.2.3 - Normal i d a d e :
H 2 (l/2,1/2)=1
1.2.4 - E x p a n s i b i l i d a d e :
^N + l ^ l ’^ 2 ’ *’* ’ PN ’^  = ^ N ^ P 1 ’P2 9 •••» P N )-
1.2.5 - Deci s i vi dade : •
H2 (l ,0) = H 2 (0,1 ) = 0
1.2.6 - Adi ti vi d a d e :
HM N (PQ) = H N ( P ) + Hm(Q)» onde p = (p i » p2 » ...,Pn )eANj 
Q=(Q! aQ2 » •••♦ Q [\j) £
PQ~ ( PjQ] » p2^2 ’ • • • ’ P1 ’ P2^1 ’' * ' ’ P2^m 5' ' ' ’P N^l ’ ' ’ * ’
1.2.7 Recurs i vi d a d e :
H n ( P 1 ’P2 ’ = Hn „ i ( P 1 + P2 ,P3 , * * • »P(S|) + (P 1 + P 2 )*
P P
. H 2 ( ----- ]___ í _____ ?____ ) j com P^ + > 0 .
P 1 + P 2 P 1 + p2
1.2.8 - Aditivi da de  F o r t e :
H MN í P 1 Q 11 » p -j Q 1 2 »- • • >p i Q i n ,P2^21 9 ’ ' ’ ,PM ^ 1 M 5' • ' ,PM^MN^ =
M
^ M ^ P 1 ’P2 ’ • • •’ PM^ + . ^  * • * ’ Q j N ) * 
j = 1
para todo ( P -j » »  •••» pm ) £ a M ’  ^Q j 1 ’Q J 2 ..... QjN) e a m i
j = 1,2, ... , M ♦
1.2.9 -- C o n t i n u i d a d e :
H N ( p i , p2 »• . • , Ppj) é uma função contTnua das n-va^ 
riãveis P 1 ,P2 , ... , PN .
1.2.10 - Pro pr ied ade de S o m a :
N
(P 1 ’P 2 ’ PN) = ,£,h(Pi) , onde H (P i )= - P i 1o g P i ,
P-jc[0,l] , com 0 log 0 = 0
1.2.11 - M a x i m a l i d a d e :
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H N (P 1 »?2 » ••• » pn ) £  log N = HN ( 1 / N , 1 / N ..... 1/N)
isto é, a en tropia é máxima quando todas as prob abilidades 
são iguais.
1 .2 . 1 2  - Monotoni ci d a d e :
H n (1 / N , 1 / N ..... 1/N.) ê uma função monótona crescer^
te de N, isto e: se <j) (N ) = H^ (1/N , ... J / N )  então <p (N )<_$ ( N + l ) .
1.2.13 - Des i gualdade :
Para qual qu er (P 1 ,P2 , ..., PM )e e
(Qjl »Q j 2 ’ Q j N ) c a NI ’ J= . . . s M , temos:
M M M
j-Ei PJ H n ( Q j 1 *Qj2 * • • •’ Qj n ) í H N ( j-S-i Pj Qjl - jEi P3 Q j2 • • - *
M
j 1 1 P j ^  j N ) •
1.2.14 - Desigual da de  de S h a n n o n :
Para ( P-j »P2 » • • • » Pjv])e ^ jvj e (Q-] »Q2 »* * * »Qfsj)6- Af 
com >0 temos :
N N
- z P i 1 o g P i < - I P-jlog Q.
i = 1 “ i=l
1.2.15 - Sub-aditi vidade Forte:
II M
6
H „ n (Pi1 >P 1 2 * * • • ’ P ] fj ,P21 ’' ’ • 5P 2N ’ ’ ' ’ ’ PM1 ' ' ‘ ,PMN ^
M M
-  H M ( í S / 1 1’ i =i P2 i ’ •••»i^ i PNi) + HN (j = ] Pjl ’j = l Pj 2 .......
M
1 PjN P ara ^odo (p i i *^12* *’’* P 1 N’’'' PM1 ’ PMN^
e A MN •
A seguir apres entamos as definições:
Palavra C ó d i g o :
Cada símbolo x^ associado com uma sequência 'fini_ 
ta do alfabeto código e chamado palavra código.
Exemplo:
x 1 ------------a-,a2 a 3 = W-,
x2 ...... a2 a3 a^ag = W 2
x m ------------- ^  a a a a a = W.
n 1 2 3 4 5 N
Onde X = {x-|,x2 , . . . ,’x^} e o conjunto de mens a-
gens e A - { a-j.a^ag, ..., a^} é o conjunto alfabeto 
código com dimensão D.
Co mprim en to  da palavra código
£ o número de elementos do alfabeto código em u_ 
ma palavra código.
C omprim en to  médio da palavra código 
i N= il,p in i » onde n n- é o comprimento da palavra
7a s soci ad a ao evento x i , i = 1,2, ... , N.
Co d i g o :
E a coleção de todas as palavras códigos.
E x e m p l o :
W = { W 1 ,W2 , ...., W N }
1.3 - Codificação sem ruído
Um canal é sem ruído se ele permite uma transmis^ 
são perfeita da entrada ã saída. Isto quer dizer que não 
precisa mos nos preocupar com o problema de correção de e r ­
ro .
Se a palavra cÕdigo associada com x^ , de compri_
mento n^ para todo i = 1,2, ..., N, tem probabi li da de Pi,
N
tentamos es colher códigos nos quais E^P^n^ é mínimo. E s ­
te e o obj et iv o da cod ificaçã o sem ruído.
1.3.1 - CÕdigo Decifrãvel unicamente
0 cõdigo é decifrãvel unicamente se cada s e q ü ê n ­
cia do alfabeto cõdigo corresponde, no máximo, a uma m e n ­
sagem.
1.3.2 - CÓdigo Instantâneo
Se um cõdigo tem a propriedade que nenhuma p a l a ­
vra cõdigo é prefixo de outra então o cõdigo é chamado "cj5 
digo instantâneo".
Cada cõdigo instantâneo e decifrãvel unicamente, 
mas a recíproca é falsa.
Exemplo:
{0 ,0 1 ,0 1 1 } ê um cõdigo decifrãvel unicamente, 
mas não ê instantâneo.
1.3.3 - Teorema - (Codificação sem ruído)-(Ash[196$)
8Dada uma variável aleatória X = {X-j, ..., X^}com 
ent ropia H(P), existe um código instantâneo de base D ( ou 




H (P ) 
log D
+ 1 (1.3)
O b s e r v a ç ã o :
Quando D = 2, isto e ,  l o g 2 D = 1 o g 2 2 = 1, neste ca 
so 0 código é chamado binário e (1.3) reduz-se para:
H ( P ) < L < H ( P ) + 1 (1 .4)
1.4 - Redundânci a
1.4.1 - Definição
A re dundância r do codigo da fonte é definida 
como sendo 0 compr im en to médio das palavras códigos menos a 
entropia H ( P-j , P 2 j ••• > pn)> ''sto
N
r = .j P-j n .j " H(P^, P 2 , ••• 5 ) (1-5)
Conhecidos os valores P-| , ... , P^, Huffma n 1952 
descreveu um pr oc ed i me n to  para a construção de um código 5 
timo, isto é, com redundância mínima sat is f az e nd o obviamen- 
te os limites es tabelec id os  por Shannon, isto é:
0 < r < 1 (1.6)
91.4.2 - Limite superior da redundância
Vamos citar um teorema que nos dã o limite supe 
rior da redundân cia quando é conhecido apenas a probabilida 
de da p a l avra mais provável. No Capítulo II apresentamos 
os resultados de J o h nsen [1980],que dão novos limites supe 
riores para 0,4 £  P^< 0,5 e limites inferiores para P^_>
0,4 , que são melhores que o apresentado por GaLlager [1978] 
conforme o Teorem a seguinte.
1 - 4 . 3 -  T e o r e m a : ( Gallager [1978]).
Seja P^ a p r o b abilidade da palavra mais prová 
vel numa fonte discreta finita. Então a redundânci a do có 
digo binário para a fonte satisfaz:
r £  P + o (1.7)
onde a = l -  log^e - log^(log^e)= 0 ,086 .
Para P _> 1/2
r < 2 - H ( P 1 , 1 - P 1 ) - P 1 (i.s)
1 Ç «„ Rríf r n m  o A o v £3 1' O * m i n  v ^ x u  u^ > u i  a u  p
Havrda e Charvãt [1967] e Daroczy [1970]intro 
duziram  o conceito de entropia de grau 8 para uma distri
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buiçao de p r o b a b i l i d a d e (P , ,P ? , ...,PN )e A de uma v a r i á v e l’i c n N
al eatória dis creta X= {x-j , x 2 , x^} de fini nd o- a por:
3 1 -R n N 3
H (P) = (2 - 1 (  Z P, - 1) ,3 t 1 e 3 > 0 .
i = 1
(1.9)
E fácil de verificar que:
s 1 Nlim H (P) = H (P) = -Z P.j log P i , que é a en- 
3+1 i=i
tropia de Shannan.
1.6 - Propriedades da entropia de grau 3 .
3
A entropia : A^ -> FR (reais) de grau 3 d e f i ­
nida em (1.9) t e m a s  seguintes propriedades: (Para d e m o n s t r a ­
ção veja Aczél e Darõczy p  975] ).
1.6.1 - Não N e g a t i v a .
O
^ 1 ’ ^2 ’ • • • »  ^ ® com a i9ua^dade se, e 
somente se, P-j = 1 para algum ,i = 1,2,...,N e Pj=0 , j/H .
1.6.2 - Simetri c a .
H nB (P,,P2 . .... p„) = H» ( P 1 ( 1 ) .......p . ( N ) ) para






H N < P T P2
1.6.5 - 
H g ( P , , P 2
fs(Pi) =
1 .6 . 6 -
H3 (1 ,0)
1.6.7 -
h n (p i-p 
(P,+P2 )
Normali d a d e :
1/2 ) = 1 
E x p a n s b i l i d a d e :
’ ’ • • • PN ^ = H N + 1 (P1 ,P2 ’ ''‘PN ,0^‘
Propriedade de s o m a :
N
, . . . , PN ) .= £ f 3 (P■:) onde 
i=l
1-3 -1 3 (2 - 1) IP,. - P i] , 3 ? £ l , 3 > 0
e i = 1 ,2, ..., N.
Deci s i vi d a d e :
= (0 ,1 ) = 0
Recurs i vi d a d e :
'  3
2 > • * * * P N ) P 1+P 2 ’ P 3 ’ ‘ ’ PN ^ +
3 H2 ( -------- i—  j  --------—— —) , com P 1+ P 2 >0
1.6.8 - A di ti vidade forte:
12
H NM (P lQll ’P i Q i 2’- - - 5P 1 ^ 1 M’P2^21 »* •* ’P2 ^ 2 M 5'
PN Q N 1 9 • ' •’PN ^ N M ^ = H N ^ P 1 ,P2 ’ ■••»pn) +
N
i ^ p i H S <Qii -Qi2-Qi3* •••* q í m >-
1.6.9 - Não Ad itividade de grau ß
H N M (P l Q l ..... P 1 ^ M ’P2^1 ’ *’ ’P2 ^ M ’’'" ,PN ^1 ’
ß ß 1 -ß 
= ^N íP‘l*P2 * * " ' * PN^ * ^[y|(Q]*Q2,' *‘,^M^"*"^
h N <P 1 - P2> P 3- ( Q l -02•
1.6.10 - Conti nui d a d e :
3
Hj^(P), ß > 0 , ß f- 1 é uma funçao continua 
suas N-var iã ve is P-| , P2 , ..., PN'.
1.6.11 - Maxi mali d a d e : 
ß
H n (P) é uma função maxima para ß> 0 , quando 
das as p r ob ab ilidade s são iguais, isto e:
ß ß 
H n (P 1 ,P2 , ...,Pn ) < H n ( l / N J / N ,  . . . J / N ) ,  ß






Para 3 ^ 1 ,  temos
3 M M M M 3H ( E P Q , E P Q .....  E P Q > E P
N j =1 j jl j = l j j2 j = l j j N ; -  j=l j
H N ( Q j 1 ’Qj 2 ’ Q j 3 ’- • • ’QjN) ’ onde ( P-| , P 2 , . - . , Pjvj) e A^
® ( Q ] » ^2 5 5  ^ e  ^—  ^ ^’ " ’" ’ ^ "
1.6.13 . Sub-Adi ti vi dade :
HMN (PU - P 1 2 ........ P , N’- " PM , ....... PMN> i
3 N N 3 M M
H ( I P , . . . , E P  ) + H ( E P  , . . . , E P ), M j = l lj j = l Mj N 1=1 lj i=l N j
3 > 1
A c a r a c t e r i zaçao de entropia de grau 3 j u n t a m e n ­
te com a entropia de Shannon pode ser visto em Sharma e Ta^  
neja [1 975 ] e Taneja r 1 97 5 ] ,[1 977 ].
1.7 - TE OR EM A DE CODIFICAÇÃO
Nesta seção apresentamos uma ge n er al i za ç ão  do 
Teore ma de Codifica çã o (Bouchoa [1978]) para entropia de
grau 3. Iniciamos primeiro csraa d e f i n i ç ã o  de c om priment o 
médio de grau 3 .
1.7.1 - Defi n i ç ã o :
C omprim en to  médio de grau 3 :
Generaliz am os  o co mp rimento n^ da palavra codi 
go para uma função 3 dada como
(1 - ß ) n i
n i ( ß )
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2 - — ~— L  , ß t 1 , ß > o
2 1 '3 - 1L ' i = l . 2..... N . (1.10)
E fácil ve rificar que
lim n . (ß ) = n . 
ß+1 1 1
Definimos o co mp rim ento medio de grau ß por
N
L(ß) = Z P n (ß) 
i=l i i
N ( 1 -3 ) n -
Z P (2-_________ 1_1 ) .
i=l i 2 (l-ß) _ i
1-ß -1 N (l-ß)n.
( 2  - 1 ) { E P.. 2 1 - 1 } ,
i = l  1
ß jí 1 , ß > 0
P r o v a ~ s e  agora o teorema que nos dá um limite 
sup erior e um limite inferior de co mpr i me n to  médio de 
grau 3.
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1. 7.2 - Teorema ( Bouchon [19 78] )
Dada uma variável aleatória X= {x^,x 2 > • * •
com entropia de grau B, H 3 (P), existe um código binário 
instantâneo cujo comprimento médio de grau 3 das pala 
vras . códigos L(3) satisfaz
H 3 (P) < L (8) < 2-~3 M P ) + l  , 8 > 0 (1.12) 
E para 8 1 temos
H 3 (P) < L (8) < H 3 (P) + 1 . (1.13)
D e m o n s t r a ç ã o :
(1.13) segue-se imediatamente de (1.12), pois 
para 8 > 1 , 2 1 - ^ < 1 isto ê;
1 - 8 r 8L (8) < 2  H (P ) + 1 < H (P) + 1
Para 8=1 em (1.12) ou (1.13), o r e s u ltado é 
v alido pela desig ualdade ( 1.4). Provamos (1.12) quando 
8 ^ 1 e 8 > 0 .
Sabemos que, ê sempre possível constru ir um 
codigo binário (D=2) ( ASh [1965]) instantâneo / d e c ifra
vel unicam e n t e  com comprime nto das palavras códigos 
(i= 1,2, ..., n) satisfazendo
- l o g 2P i < n ^  - l o g 2P i + 1 , P. > 0
isto ê: __ l____ < 2n i < 2 (1.14)
P i ~
Provou-se o resultado (1.12) em dois casos se 
parados isto e, quando 0 < 8 < l e 8 > l .
Quando 0<3<1 (1.13) implica
Caso 1 :




M u l t i p l i c a n d o  (1.14) por ----- ---- —  (que é maior que ze
ro) temos:
2 1 '3 -  1
P,6 ' 1 - 1 2 <1_B)ni - 1 2 1 " 6 p f  - ,— !---------  < ---------------  < --------L—------
2 1 ' 3 - 1 2 1 " 3 - 1 2 1 “6 - 1
(1.16)
M u lt i p l i c a n d o  (1.15) por P^ e somando para todos os i =1 ,2 ,. 







i = 1 
1-ß
-  1 £ P ( 2 ^ ' ß )n i _ 1 ) 
1=1 1
-  1 1 -Í3 - 1
2 1 " 3 " P? L i=l 1
1-3
N R £ P? 
i = l  1
2 1 “3 - 1
Z P . ( 2 ^  “ß )n i - 1 ) 
i = l  1____________________
o1-3 ï
2 l-3 z p 3 
i=l 1
1 + 2 1 "ß - 2 1 ~ß
1-3
P? - 1 
. 1 1 £ P i (2 ^ 1 "3 )n i - 1  )i =1
2 1 -3 - 1 o 1 “0 2 -  1
1 - R N 3
2 ß ( il]Pi - 1)
T e2 -  1




H 3 (P) < L (6 ) < 2 1_B H 3 (P) + 1  , 0 < 3 < 1
(1.17)
Caso II:
Quando 3 > 1 1I
Neste caso a desigualdad e (1.14) foi invertida 
,1-3 - n r 1mas como para 3 > 1 , 2 - 1 < 0 , isto e
2 1 -* - 1
to implica que a d e si gual da de  (1.16) fica o mesmo, isto é:
H 3 (P) < L(3) < 2 1 H S (P) + 1
para todo 3>0 .
1.8 - Redundância de Grau 3
Definimos a redundância de grau 3 como a d i f e ­
rença de comprim en to  médio de gra‘u 3 e a entropia de grau 3 , 
isto é :
r (3) - L (3) - H 3 (P)
N
p ( 2 ' ’ r'/”1 “ 1 -Z P 6 - 1
r (B) . — ------ :-------------------- . _ Ü 1  * ..
2 1 '6 - 1 2 - 1
1 9
r (e) = ( 2 1 " 6 - I ) ' 1 { ( P . 2 (1'6 ) n i - P3)} ( T . y )
8 f 1 e 8 > 0 .
No capTtulo II ap re sentaremos os limites s u p e ­
rior e inferior de redu ndância de se nvolvidos por Johnsen 
[1980], e no CapTtulo III faremos uma ge n e ra li z aç ã o desses 
limites sup erior e inferior de redundância de grau 8 .
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CAPTTULO II
LIMITES SUPERIOR E INFERIOR DE R E D U N D Â N C I A .
Neste capítulo analisamos os limites para a r e ­
dundância do código binário do trabalho realizado por John- 
sen [ 1 980] . i
Em particular, Johnsen estabeleceu novos limi_ 
tes superior para o intervalo 0,4 £  P-|< 0,5 e inf erior pa^  
ra P-| > 0 , 4 , onde P-| ® a redundância da palavra mais pro
vãvel da fonte.
2.1 - Limite Superior e Inferior de Redundância
Supon hamos que A = {a], a z , •••» a^} ê uma fonte 
discreta de N palavras independentes 2 <_ N < 00 > com P^ re 
p resent an do  a p robabi li da de da palavra a^ , i = 1,2,..., N.
Sem perda de generalidade, seja a-j a palavra 
mais provável e n. 0 comprim en to  da palavra binária a ^ .
A redundância r de tal código e definida por
(1.5).
A pr e sentamo s agora os teoremas dem on st rados por 
Johnsen 1980 .
2.1 - Teorema ( Johnsen [1 980J).
A palavra mais provável a-j de uma fonte pode ser 
co dificada por um único "bit" com 0 código de Huffman quan
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do sua pr obabili da de  de ocorrência P-| satisfizer:
P 1 > 0,4 (2.1)
D e m o n s t r a ç ã o :
Figura 1 : Exemplo de uma árvore binária de Huff_
m a n .
Consideremo s um código binário de Huffman e sua 
arvore c o rr e sp on d en t e (ver figura 1). A árvore apresenta £  
ma serie de ramos que identificam os símbolos códigos (0 ou 
1). Cada ramo é terminado por um nÓ ao qual é associado u^ 
ma probabilidade. Os nos terminais da árvore ca r ac t er iz a m 
as letras (a .,•} do alfabeto original da fonte com suas res^
pectivas probabilida de s {P -j}. A prob ab ilidade  de um nó iji 
terno é d et er minada  somando-se as probabilida de s dos nós 
terminais relativos aos ramos emergentes do nó em questão. 
Assim, a probabil id a de  associada a origem será necessaria-
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mente 1 .
Pela regra de Huffman devemos construir a arvore 
a ss oc ia ndo inicia lmente as duas menores probabilidades ( no 
ex emplo 0,05 e 0,15 dando 0,20 para o no A) obtendo-se um 
novo conjunto de pr ob abilidades (isto é: 0 ,15 ;0 ,15 ;0 ,2 ;0 ,2 ; 
0,3). Repet e-se o processo associando-se as duas. menores 
pr obabil id ad es (0,15;0,15) até chegar-se ã origem.
Para de mon s tr ar  esse teorema foi cons td er ado a 
etapa quando o conjunto de combinação é reduzido a tres pro^ 
b a b i 1 i d a d e s . I
Para que o comprimento da palavra codigo da pala^ 
vra mais provável seja n-|=l[ é necessário que a probabilida 
de P-j pertença a este conjunto conforme repres en tado na F i ­
gura 2 . Q5 ^
\
\  ^  "  \
Figura 2: A parte final de uma árvore de Huffman.
Indicou-se as duas probabilidades restantes por 
Q 2 e Q3 , com Q 2 .^Q 3 - Se a palavra fonte é codificada por ij 
ma única palavra devemos ter
P! > Q 2 > Q3 (2.2)
( do co ntrário P] , seria associado com Q 3 e n-j seria 2 ).
Visto que P-j + Q 2 + Q 3 = 1 entao P 1 = 1 “Q 2 ~Q 3
(2.3)
As relações (2.2) e (2.3) implicam que
(2.4)
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que é ne ce ssário, mas não e condição suficiente.
Supondo Q 2 formado pela adição das probabilidades 
Q4 e Qg dos dois nós precedentes, então
Q 5 f. Q 3 Q4 Q 3 (2.5)
Q 4 + Q 5 L  Q 3
Desse modo temos :
Q 2 = Q4 + Q 5 i  2 Q 3 (2 .6 )
e (2 .2 ) pode ser reescrito como:
P! 1  Q 2 1  0 3 > Q 2 /2 (2.7)
A relação (2.7) pode ser satisfeita por todos os 
valores possíveis de Q 2 e co ns eq ue ntement e também para 0 má 
ximo valor de Q 2 , 0 qual é obtido para um dado valor de P-j 
quando Q 2 = 2 Q ^ .
Então (2 .4) t o r n a - s e :
P-, = 1 - 3 Q 2 / 2  (2 . 8)
A condição em que P-| >_ Q 2 torna-se:
P-, > 0,4 ( 2 . 9 )
Mas como P-| > Q 2 pela condição anterior e a pa_r 
tir de (2.8) obtem-se, P-j >_ 0,4 que é condição suficiente.
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Mas se Q2 não é formada pela adição de duas probabilidades, 
isto é, ele ê a pr ob abilida de  terminal, neste caso ocorre 
que (2.2) é satisfeita visto que P-j é a palavra mais provável.
No teorema seguinte mostra-se que a redundância e mínima pa_ 
ra 1 - H(P-|, 1-P-j) e é maxima para 2 - P-j - H(P-| ,1-P-j), isto para
P1 >_ 0,4 .
2. 2 - Teorema : (Johnsen [J 980])
I , _
Quando a palavra mais provável de uma fonte tem a 
p r o ba bi l id a de  de ocorrer P^ ^ 0 , 4 ,  um limite inferior e
supe ri or  para a redundância é dado por:
1 - H { P ]5 1 -P-, ) < r < 2 - P-j - H ( P -j ,1-P-, ) (2.10)
onde
H ( P ■, j 1 - P -j ) = - P } log P 1 - (1 -P-, ) 1 og (1 -P-, ) (2 .1 1 )
Demons t r a ç ã o :
Para de mon s tr ar  esse teorema considera-se uma fo£ 
te produ zindo N palavras a^ , 1 £  i N e um
s ub co njunto re pr esentad o por B = (a2 ,a3 , ... , a^} com en^
tropia
h b -  H
Or N
1 -P- 1 -P.
N P i 





Pela prop riedade recursiva 1 .2 . 7  tem-se: 
H = H (P -j , 1-P-j ) + ( 1 - P-]) H g ,
1 ' r l 




H - H ( P lf 1 -P-j )
Con forme Cap ítulo I, como Lg é o comprimento m é ­
dio n ec es sário para a codificação do subconjunto B tem-se:
HB 1  LB < H B + 1 (2 -1 4 )
Para P-j >_ 0,4 , qnde a-j é codificada como uma úni_
ca palavra (Teorema 2.1), o com primento médio da palavra cõ 
digo para a fonte é relacionada a Lg por:
L = 1 + (1-P,) L b 
De fato:
N
L = E p.n , 
i=l 1 1
= P n  + P n  + . . . + P n ,
1 1  2 2 N N
L = 
B 1 -P.
n +2 1 -P.
n +3 1 -P.
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P ln 1 =1
( 1 - p 1 ) L B " P2 n 2 + P 3 n 3 + + P N n K
Para o conjunto {a-j} temos P-|=l e n -] = 1 entao
N
P 1 n 1 + (1 - P ) L B = Z P ^ .  + P ] n 1
i =2
1 + (1 - P 1 )Lg = L (2.15)
De (2.13) e (2.15) obtemos:
1 ‘ P 1 1 _ p l 1 - P-
H-H(Pj íl-P] ) < L < H - H(P, ,1- P 1 ) + 2 - P,
(2.17)
e final me nt e obtem-se
1“H(P-| »1 - P i ) < r < 2 - P ] - H ( P i , 1 - P i ) (2 .1 8 )
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ComejTtärj[ofs:
Vemos que Johnsen extendeu o limite superior 
d et e r m i n a d o  por Gal lager no intervalo P-j>_ 0,5 ( conforme 
(1.8)) para o intervalo 0,4 .
Johnsen estabeleceu ainda um novo limite infe 
rior neste intervalo. De acordo com estes resultados te 
mos os limites superio r em função de P-|Como mo st ra dos no 
grâfico I , onde
rmax P 1 + a , 0 < P-, < 0,4594
rmax ' 2 - P r  H ( P 1 ' P1 1 • P l> ° ’ 4594
r  . = 1 - H (P , 1 -P ) , p > 0,4min 1 1 1 ~
Note que para 0,4 <_ P-j^ 0 ,4594
P 1 + a < 2 - P 1 - H (P i , 1  - P 1 )
rGRÄFICO I
Limites inferior e superior, rm ~ n e rm g x de redundam 
cia do cõdigo binário de Huffman versus p r o b o b i 1 idade 
P-| para a palavra fonte mais provável como dadas pe^
lo Teorema 2.2, onde o = 0,086.
..Quando o valor de P-j não é conhecido estima-se. 
um valor máximo, seja P-imáx ’ ^ 116 P 1 Poc*e assumir. Seja r * g x e
rmin os ^ imites superior e inferior, respect iv amente,  obtj_ 
dos para tal caso. Como P-j e um valor (desconhecido) menor 
« ue P lraãx • O v e m o s  ter r j ax > rmSx para todo rm ; x corres- 
pondendo a P ] < P lmg x . Logo r j g x ( que é uma função de Plmãx)
deve ser função não decrescente. Vemos então que r * g x não po 
de ac omp a nh a r (ser igual a ) rm g x para 0,4594 < P-j < 0,8535
pois neste intervalo devemos ter r*- > rm - (0,4594)=0,5454.ma X — íílaX
co incide no entanto com r nos outros intervalos, max max
Si milarmen te  r^-jn tem que ser uma função não 
cres cente de P-j e portanto deve ser igual a zero.
No teorema a seguir aprese nta-se um novo limi 
te superior para 0,4 <_ P^< 0,5.
2.3 - T e o r e m a : ( Johnsen [1980] ).
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Quando a palavra mais . provável da fonte tem a 
p robabi li da de de ocorrer 0,4 < P-j < 0,5 , existe um melhor
limite superior da redundância, dado por:
r < 1 + 0,5 (1 - P i ) - H ( P i , 1-P.j), quando
0,4 < p ] < 6 
(2.19,)
r < 3 - 5P^ - H(2P^, 1 -2 P -j ) , quando õ <_ P ^ < 0,5
( 2 . 2 0 )
onde <5 =0 ,4505.
D e m o n s t r a ç ã o :
Como no Teorema 2 .2 , toma-se novamente o s u b c o n ­
junto B = {a , a , ..., a }, com probabilidades:
2 3 N
r P 2 P 3 P N
1 - P ] 1-P-, 1-P 1
A  pr ob abilida de  P-j da palavra mais provã
vel da fonte B é neste caso:
P 2 P 1
p j = —-----------  < ---------------- , ( 2 . 2 1 )
1 1 - P 1 “ 1- P 1 V '
pois P^_> •
P 1Se P-| < 0,5 então ------  < 1 .
! - P 1
Isto quer dizer que se é conhecido obtém 
se um limite superior sobre a p r o babili dade de PJ e em
conse q u ê n c i a  um limite superior na redundância do subcon 
junto B como dado por r^ x do gráfico I. Pode-se então 
substituir (2.18) por uma desigualdade mais r estritiva 
quando 0,4 <_ P^ < 0,5*
P.
Seja P' _ = ---- 1—  . Quando 0,4 < P-, < 0,5 ,Imax 1 -p-j -  *








P inix » 0,8535 , e
< Lg < Hg + 0,5454 ,
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(2.23)
2/3 < P,' - < 0 , 8535-  lmax -  ’
Quando P-jm 'x = 0 ,8535 , então = 0,4605
P,
Substituindo P-[m |x P or
1 -  P i
obtem-se
Hg < Lg < Hg + 0,5 454 , (2.24)
0,4 < P < 0,4605 e
Hg < Lg < Hg. + 2 -H
1-P. 1-P, 1-P.
(2.25)
0,4605 < P < 0,5 .
Com passos semelhantes ao Teorema 2.2 a partir 
17) e usando (2.24) finalmente obtém-se:
l - H ( P i ,l-Pi )< r < 0,5454 (1-P )+ 1-H(P ,1-P ),
(2.26)
0,4 < P < 0,4605 .
Usando (2.13) e (2.15) e substituindo em (2.24)
se .
H - H ( P 1 ,1-P1 ) L - 1 H - H ( P 1 ,1-P1 )
< ------------------ < -------------------------------  + 0 , 5 4 5 4  ,
1 - P . 1 - P - , 1 - P 1
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Como H






sub st i tu i nd o  em (2.25) obtem-se:
H - H( P 1 , 1 - P 1 ) L - 1 H - H ( P 1s 1 -P-, )1 ’ 1
+ 2
1 - P. 1 - Pi  1 - P]
, 1 -
1 - P- 1 - P- 1 - P-
1 - H ( P 1 , 1 - P 1 ) < L - H < 3 - H (P 1 , 1 -P 1 )




como r = L - H tem-se:
1 - H (Pl9 1 - P ^  < r < 3 + P 1 log P ^  (1-P-,)
log ( 1 - P ^  - 3 P 1 + (1 -P 1 ) 1 og





1 -2P] 1 og 1 - 2P ■
1 -H( P-, ,1-Pi )< r< 3 -3 P 1 + P 1 logPi +( 1 ~ P ] ) 1 og ( 1 -P-, ) +
PT log Pt - P-] 1 og(l -P-, ) + ( 1 - 2P-] ) 1 og ( 1 - 2 P-, ) - ( 1 - 2 P 1 )* 
.log (1 - P 1 ) .
1 -H ( P-, , 1 -Pi ) < r < 3 -3 P 1 + 2 P 1 l o g P 1 + (l - 2P] ) 1 og ( 1 -2P-, ) ,
que : I
2 P-] 1 og 2 P-j = 2 P-j 1 og.,2 + 2 P ^ o g  P ]
2Pi 1 og P 1 = 2 P -j log 2 ^  - 2 P ]
1 -H ( P q , 1 -P-j )< r <3 - 5 P 1 + 2 P 1 log 2 P ] + ( 1 - 2 P ] ) 1 og ( 1 - 2 P ] ) . 
1 - H ( P -, , 1 - P -j ) <r< 3-5 P-j - H ( 2 P 1 ,1-2P 1 ) , (2.2?)
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quando 0,4605 £  < 0,5 .
Essas duas desigualdades dão um melhor limi. 
te superior da redundância para 0,4 £  P^ < 0,5 . A redun
dância é agora m e n o r  ou igual a 0,5 para P][m áx 1  0,821. U
sando esse novo limite superior na redundância, (2.24) e
(2.25) tornam-se:
H n 5 L g < h r + ° ’ 5‘B B (2.28)
quando 0,4< Pj < fi , e
h b < L g < h b + 2_H 1 --
1-P. 1 - P.
(2.29)
quando 6 £  P-j <0 ,5
onde 6 é a pr ob abilid ad e P-. co r re s po nd e nd o  a P' _ = 0,821 ;
1 Imãx
6 = 0  ,4505 .
Se obedecermos os mesmos argumentos do Teorema
2 . 2  obtem-se (2 . 28) e chegamos a de si gualdad e :
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1 -H(P-, ,1 -P-, )<^r<l+0,5(1 -P-, )-H(P1 ,1 -Pn) , (2. 30)
quando 0 , 4 <^ Pi < <S
e 1 - H ( P 1 ,1 -P 1 )< r < 3 - 5 P 1 - H ( 2 P 1 , 1 -2P-, ) ,
quando 6 < P-|< 0,5 , com 6 s 0 ,4505
Comentari os : x
Esse novo limite r_- e r„» obtidos por John-lUa X min
sen [1 980] na redundância dados por (1.6), (2.18). (2.3Q)
são repres entados no gráfico II..,, Quando somente um va
lor máximo Pim g x c'e pode ser e s t i m a d o , o limite superior
é pa r ci al mente mo di f ic ad o  pois ê necessário uma função não
cresc ente de P n . Essas modificaçoes denotadas por r - , i y r max ’
estão também indicadas no gráfico II.
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GRÄFI CO II
Limites inferior e superior, r e r de redun-
min max
dância do codigo binário de Huffman versus p r o b a b i ­
lidade P-j para a palavra fonte mais provável como 
dadas pelo Teorema 2.3, onde a =0,086.
LIMITES SUPE RI OR E INFERIOR DE REDUNDÂNCIA DE GRAU 3
C A P Í T U L O  III
INTRODUÇÃO
; Neste capítulo gener alizamos os limites s up «5
rior e inferior de redundância dado por Johnsen [ 1 9 8 0 ] , pa 
ra redundância de grau 3 , que constit ue m os resultados 
princi pais desta tese.
Pelo Teorema 1.7.2., vemos que, ê sempre po£ 
sível construi r um codigo unicam ente decifrãvel onde a re 
dundância de grau 3 (3 > 0) e limitado entre 0 e 1. Usaji 
do argumento similar ao Johnsen, obtemos os limites supe 
rior e inferior da redundância quando a palavra mais pro 
vâvel da fonte é P 1 > 0,4. Quando 0,4 £  P^< 0,5 , o limi.
te superior foi superado.
0 conceito de entropia de grau 3 e o compri^ 
mento médio de grau 3, en co ntram-se no Capítulo I em se 
çÕes 1.5 e 1.7.1 respectivamente.
Definimos a redundância de grau 3 como sendo
r 3= L (3) - H B (P).
No Teorema a seguir ap resentamos os limites 
superiore inferior da redundância de grau 3 quando P^>0,4
3.1 - T e o r e m a :
Quando a palavra maos provável de uma fonte 
tem a pr obabili da de  P-j _> 0,4 , o limite superior e in
ferior para redundância de grau 3 e dado por:
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H 3 - H e ( P 1 ,1-Pn )1
( 1 - P , )
3-1
+ 1 - H 3 < r (3) < H ( P ï > 1 - P ï )
(T-P.! )
3-1
+ 2 - P ] - H 3 , 3 > 1 , (3.1 )
onde H 3 (P-j , 1-P-|) é a entropia binaria de grau 3.
D e m o n s t r a ç a o :
Consid er ando uma fonte produzindo N palavras com 
pr ob ab i li d ad e P ^ , 1 < i < N e um subconjunto B formado p e ­
las palavras B = Ía 2 » a^, ••• > a^} com entropia de grau 3>
3 3 
H B = H B
1 - P ! 1 1 - P.
(3.2)
Pela pr op riedade recursiva (réf. 1.6.7) sabemos
q u e :
H 3 = H B (P 1 , 1-P, ) + í 1 - P - ï3 H 3 i i • • i ' b (3 = 3)
Seja Lg(3) o comprimento médio da palavra cõdi-
go para c o difica çã o do subconjunto B = {a2 ,a3 , ... , a^ }. 
Então pelo Teorema 1.7.2, temos:
Hg < Lg(B) < Hg + 1 , B > 1 (3.4)
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Para P-| >_ 0,4 , onde a-| é codificado por um único
"bit" (Teorema 2.1), o comprimento médio de grau B das pala^ 
vras códigos para toda a fonte é relacionado com ' Lg(g) co_
m o :
N
1(3) = E P in i (8 ) = P t n -j (B ) + (l-Pi)Lg(B) , 
i=l
onde
P p Po P
Lg (3 ) = -------- n 2 (0) + -----—  n 3 (B) +•••+ — í!— .
1-Pl 1 - P 1 1 - P 1
• n ^  (3 ) »
(1- 3 ) n i
Seja n-(g) = —------ ;------- > 3 ^ 1 , 3 > 0
2 l-3 _ !
(3.5)
i = 1 , 2 ,  ... , N .
Agora, quando n-j = 1 > n-j (8 ) =  ^ e





(1 'P1 )LB(6) = ií2. P1 —
2 (1 -B)ni
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Z P. _ 1)
i =2 1_______________
2 1" 6 -  1
E Pi(2 (1'e )ni - 1 ) 
i -2
ou, P-]n-, (8) + (1-Pi)Lb (3) = Pini(B) + ----------R -----------
2 -  1
Para o conjunto { a-j} temos P-|=l e n-j =1, então
2 ( , - 6)1 - ,
n-,(3 ) = ---------------- = 1  , ( por (3.5) ) isto e;
Z1-® - 1
1 + (1-Pi) l b (3) = L (0) . ( 3 . 0 )
De (3.3), (3.4) e (3.6) obtemos:
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H3 - H3 (Pn ,1 -P-j)
(1-Pl) 6
L(B)-1 < H3 - H3 (P^l-P-,) + 1
61-P 1 (1-Pn)
( 3 . 7 )
(T-Pl)[ - H3 (P1 ,1-P-, )]< (L(g) - 1) (1“P-| )p <(1-P1 )[HP-
H3 (Pi ,1-P-,)] + (1-P-,) (1-Pl )3
Como
(1-P-,>etL(e) - h6 I = (i-p,)6[l(6) + i - i - h8 j,
1,é.. (1-P,) r(8) = (1-P,)6 ( L(B) - 1) + (1-P,)6 (1-HS ).
Então substituindo na desigualdade acima temos :
(1 - p n ) C He - H3 (P-, ,1 -p-, )J < (1 -p-, ) 3 r ( g ) - ( l - P 1 )3 (1-H3 )<
< (1-P-, ) [ H 3 - H 3 (P-, 91 -p-, )3 + ( 1 - P ^  (1 -P t ) 3 •
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Q 0
Somando (1-P-i) (1-H ) em ambos os lados e sim
p 1 i f icando o b t e m o s :
H B - H 3 ( P-j , 1 -P-j )
+ 1-H3 < r (3) <
- h 3 ( P ] , 1 - P )
+
2 - P-| - H3 para 3 > 1 (3.8)
Observação:
Quando fazemos 3+1, a equação (3.8) reduz-se p a ­
ra (2 . 1 0 ).
No Teorema a seguir damos um limite superior pa^  
ra redu ndância de grau 3 , quando 0,4 £  P-j < 0,5.
3.2 - Teorema :
Quando a palavra mais provável da fonte tem a pro 
bab ilidade  0,4 £  P-j < 0,5 , então existe um limite s u p e ­
rior na re du nd ância dada por:
r < (1 - _ (2P|)^H6 (2P 1 ,1-2P1 )
( 1-2P , ) 6 ' 5 <1- 2 P 1 )®-l
+ 3 - 3 P 1 . ( 3 . 9 )
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quando 0,4 £  P-j < 0,5 para 8>1 .
D e m o n s t r a ç ã o :
Co nsidere o subconjunto B = {a2 , a^} com pro_
P P Pn babi 1 idades { ____L. , ____L _ ...... .... ... }, seja P } a probabili_
1 - Pl 1-P, 1 - P]
. R2dade da palavra mais provável da fonte B, dado por P t =---  1
1 1 - P 1
P t
_ — !— , entao quando 0,4<Pi <0,5 , Pim g x toma valores
!-Pl
2/3 < P i m g x < 1 e ( 3 - 8) torna-se:
, , h s - h B (p i~sv > ub
(1 " P lraãx >
r B (3 )< -5--------- M i L ’ ' 1 -"S.x—  + 2 - P lms x - H B , ou
3 3 Pi P i
H ( —í—nr» 1 ) p-,
L b (b ) < J ------------L±1-----------l ± L _  + 2 - — _ L
ü 1 -PlP-1 3 - 1  1
(1 - — ^ )
'-p l
( 3 . 10)
De (3.3), (3.4) e (3.10) obtemos
44
H B - H 3 (P-, ,1 -P-, )
„ P i P -iHB 1----L_)
 ^ 1 - P] 1 -P]






Agora si mp lifica nd o (3.11) obtemos o resultado 
desejado; isto e,
r (3)
(1 - (1 -2Pi )3-1) H 3 - H 6 ( 2 P 1 , 1 - 2 P 1 ) - ( 2 P 1 )3
3-1
para 3>1 e 0,4<P ,<0,5 . J J
+ 3-3P 1
O b s e r v a ç ã o : Quando 3+1, a equaçao (3.9 ) reduz-se para (2 .20)
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c o n c l u s o e s
Entropias generalizadas tais como entropia de 
ordem a, entropia de grau 3 , entropia de ordem a e grau 3 estão
sendo aplic ad o se m  diversas areas tais como em computação, 
e st a tística , reco nh e ci me n to  de padrões (modelos), conjuntos 
difusos, teoremas de codificação (teoria da informação), 
etc .
Blumer [1982] apresentou novos limites superior 
e inferior de re du ndância de ordem a de um código binário 
definidas em função de entropia de ordem a e co mp rimento 
médio de ordem a (Campbell [1 965]). Os resultados ob^
tidos por Blumer [1 982] são baseados nas técnicas de pr^ o 
gramação linear e ge n er al izam os resultados de Gallager 
[ 1 978] .
Neste trabalho, generalizamos os resultados de 
Johnsen [ 1 980] e obtemos os limites superior e inferior de 
redundância de grau 3 de um cÕdigo binário. Os resultados 
obtidos são condici on ad os sobre a palavra mais provável da 
fonte, e p ri n ci pa lmente são baseados na propriedade r e c e s ­
siva de entropia de grau 3.Os novos resultados obtidos são 
válidos para 3 > 1 .
Para mais aplicações de entropias generalizadas 
em Códigos de Huffman veja Parker [1980] .
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