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Abstract. Knowledge of aerothermal ly induced convective heat transfer and plume induced 
radiative heat transfer loads is essential to the design of thermal protection systems (TPS) for 
launch vehicles. These loads are measured via the cylindrical heat flux gauges that are flush 
mounted with the outer surface of a launch vehicle and are exposed to the in-flight external 
thermal and velocity boundary layers as well as thermal radiation. Typically, Schmidt-Boelter 
gauges measure the incident heat flux based on the one-Dimensional Fourier's law. This 
instrumentation, when surrounded by low-conductivity insulation, has an exposed surface 
temperature significantly lower than the insulation. A substantial disturbance to the thermal 
boundary layer results, causing the heat flux incident on the gauge to be considerably higher 
(potentially by factors of 2 or more) than it would have been on the insulation had the gauge not 
been there. In addition, the gauge can receive energy radially from the hotter insulation, 
contributing to the increase of the indicated heat flux. The goal is to correct the gauge 
measurements to reflect the local heat flux on the insulation had the instrument not been present. 
The three major components of this effort include: 1) a three-dimensional, solid, thermal 
conduction model including the internal heat transfer details of a Schmidt-Boelter gauge and an 
installation surrounded by high temperature insulation, 2) a three-dimensional Navier-Stokes 
computational fluid dynamics (CFD) analysis to determine the effects of the rapidly changing 
thermal boundary layer over the near step changes in surface temperature, and 3) testing 
performed on physical models exposed to aerothermal and radiative environments in the Marshall 
Space Flight Center (MSFC) Improved Hot Gas Facility (IHGF) to calibrate the models. Much of 
the background research and testing was previously completed by the author, T. R. Reinarts, and 
M. L. Matson (Reinarts and Ford, 2004; Matson and Reinarts, 2002). This paper will focus on the 
effort to model the heat flux gauge under typical flight conditions. A brief summary of calibration 
issues and background will be presented, followed by the detailed analytical efforts, as well as an 
analysis of testing results and model calibration. Finally, recommendations will be made for flight 
data corrections. 
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INTRODUCTION 
Heat flux sensor measurements on launch vehicles are crucial to ensuring that thermal protection 
designs are neither overly conservative nor inadequate. Schmidt-Boelter gauges are commonly 
used on launch vehicles, including Expendable Launch Vehicles, and the space shuttle to provide 
feedback on launch and reentry thermal loads. It is crucial in this feedback that results are 
analyzed in the context of sensor limitation, including calibration and environmental disturbance 
effects on the measurements. 
Calibration of heat flux sensors is extremely sensitive, and if done improperly, can induce 
uncertainties of 10 to 20 %. The intricacies of heat flux gauge calibration will not be expanded 
here, but a few caveats are worth mentioning. First, the National Institute of Standards and 
Technology (NIST) has developed a radiation calibration standard for calorimeters that is limited 
to 4 Btu/ft2-s. Peak launch vehicle heat rates are typically at least twice that value, and sensor 
linearity with output voltage at heat rates beyond that value is not guaranteed. Second, NIST 
does not certify ''traceable to NIST" claims by vendors, thus a "caveat emptor" approach is 
crucial (Reinarts and Ford, 2004). 
The focus here is on measurement correction, assuming valid calibration. An instrument placed 
into a system to measure a given effect changes the environment simply by the addition of that 
instrument. Therefore, the measured value deviates by some amount from the undisturbed value, 
and it is important to understand the magnitude of this deviation. The deviation is small for many 
types of measurements, but can be substantial for heat flux gauges on launch vehicles which 
demonstrate much higher than actual heat flux measurements (Reinarts and Ford, 2004). Since 
analytical models used to predict heat flux loads on launch vehicles are frequently calibrated by 
in-flight measurements from heat flux gauges, such models can be used to understand the 
contributing factors to sensor disturbance of the environment and its impact on sensor 
measurement. The most distinctive cause for high heat flux readings on the Schmidt-Boelter 
gauge is the potentially large temperature difference between the hotter, low conductivity 
insulation at or near the surface that surrounds the gauge and the cooler gauge surface. The result 
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is an incident heat flux indicated by the gauge that is higher than it would be on the insulation if 
the gauge had not been introduced into the system, potentially by factors exceeding two. 
There are two recognized causes of this high indicated heat flux measurement, as can be seen in 
Figure la. The first is a direct result of supersonic flight, which is aerothermal heating. The near 
step change in wall temperature from the hotter thermal protection system (TPS) to the cooler 
sensor disturbs the thermal boundary layer, producing a higher incident flux on the sensor 
(Rubesin, 1951). Second, the lower temperature gauge also acts as a heat sink, causing a radial 
flow of energy through the sides of the gauge that moves through the epoxy/wafer and down the 
gauge body, increasing the indication of surface normal incident heat flux. The first effect is 
difficult to mitigate because of the differing material requirements of heat flux gauges and TPS. 
Mitigation of the second effect can potentially be achieved by reducing radial conduction, but 
introduces other concerns that have to be accounted for. The intent with this study is to quantify 
these effects and attempt to correct the heat flux measurements made by the Schmidt-Boelter 
gauge. An effort to quantify these effects has been undertaken in a three-part study, which 
includes modeling of the external velocity and thermal boundary layers, modeling of the 
conductive heat transfer within the sensor, and testing in an aerothermal facility at Marshall 
Space Flight Center (MSFC). 
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FIGURE la. Heat Transfer Diagram of Schmidt-Boelter Gauge (Reinarts and Ford, 2002). 
To understand the three-dimensionality of this diagram, Figure lb is a top view of the 
temperature sensitive elements of the Schmidt-Boelter gauge. 
FIGURE lb. Top View of Schmidt-Boelter Gauge (Reinarts, 2003). 
The overall modeling and test calibration effort will be used to quantify and correct the heat flux 
gauge measurement errors. The expected result is an improved understanding of aerothermally 
induced convective heat transfer on launch vehicles, reduced thermal design loads, and relaxed 
TPS requirements. While current, uncorrected data provide conservative factors of safety, there 
are potential benefits to be gained from reduced conservatism via lower TPS mass and reduced 
TPS application requirements, which consequently will lower launch costs. 
BACKGROUND 
Uncertainties in heat flux gauge measurements taken on launch vehicles has been an issue since 
the first space shuttle mission in 1981 (Reinarts, 2007). Prior to this, heat flux measurement 
errors were seen in numerous applications. In 1951, Morris W. Rubesin did a study on the 
convective heat transfer effects in an incompressible turbulent boundary layer over an arbitrary 
surface temperature variation (Rubesin, 1951). In 1961, John C. Westkaemper attempted to 
model the errors in heat flux gauge measurements caused by a surface-temperature mismatch 
(Westkaemper, 1961). In 1987, E. C. Knox also attempted to correct heat transfer results for a 
temperature mismatch (Knox, 1987). A disadvantage of the studies done by Westkaemper and 
Knox is that both of their models assumed constant fluid properties across the temperature 
mismatch. Carl T. Kidd was involved in many studies since 1981 focusing on heat transfer 
measurement errors (Kidd, 1981, 1985, 2000). Although significant, none of the previous work 
mentioned here combined the thermal boundary layer effects with the errors in heat flux gauge 
measurements. 
Attempting the unique mission of correcting the heat flux measurements in combined thermal 
boundary layer/thermal conduction models has been an on-going effort led by Dr. Thomas R. 
Reinarts of NASA Kennedy Space Center since 1998. Dr. Reinarts oversaw all efforts of this 
project, completed a lot of background research, and also co-authored many papers with some of 
the individuals involved. His ingenuity and perseverance resulted in a successful combined effort 
between a vast array of individuals who all spent a great deal time on various aspects of this 
project. The key players involved in the modeling effort include Dr. Max Kandula of Sierra Lobo 
Inc. and Monique L. Matson of NASA Kennedy Space Center. Those who aided in testing and 
data reduction at the aerothermal facility at MSFC consist of Randy Lufriu and Thomas Piff of 
NASA Marshall Space Flight Center, Irvin Stuckey and Richard L. Palko of bd Systems, and 
Forrest Strobel and Josh Gudgen of ITT Industries. Others involved include Laurie K. Walls, 
George F. Haddad, and Krystal A. Koch of NASA Kennedy Space Center. 
The history behind the analytical modeling involves a basic, but accurate three-dimensional 
boundary layer analysis created by Dr. Max Kandula and a solid thermal conduction model 
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created by Monique L. Matson. Dr. Kandula's fundamental analysis has been verified with 
acceptable accuracy (Kandula, Haddad, and Chen, 2007), which set up a foundation for the 
author to build a more detailed case with increased fidelity. This includes more specific 
boundary conditions and a more detailed and dynamic wall temperature distribution. For the 
solid thermal conduction model, M. Matson also designed a more basic case in order to have a 
working thermal representation of a Schmidt-Boelter gauge (Matson and Reinarts, 2002). The 
author built upon M. Matson's model by adding TPS material and ensuring accurate connections 
with the convective flow. With these two modified models producing to satisfactory solutions, 
the author was able to connect them and have them working together towards a converged 
solution. 
The main effort of this project employed by the author includes updating and running a refined 
boundary layer analysis and solid conduction model, coupling of the two models, and coupled 
model calibration via test results from aerothermal facility at MSFC. 
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THERMAL BOUNDARY LAYER ANALYSIS 
Schmidt-Boelter gauges are typically made of materials with relatively high specific heat and 
high thermal conductivity such as copper and aluminum. When surrounded by a TPS or other 
material with low conductivity, the surface temperature difference between the TPS and the 
gauge can be immense, thereby influencing the thermal boundary layer of the fluid flowing over 
the area. In this situation, the heat flux into the gauge is not the same as the heat flux into the 
same area if the gauge is not present. Attempts at modeling this phenomenon have been 
performed by others (Westkaemper, 1961; Knox, 1987), but these models assumed constant fluid 
properties over the surface temperature gradients. The computational fluid dynamics (CFD) 
effort undertaken here includes fluid property variations and calculates the difference between 
the gauge incident and undisturbed heat fluxes. 
In order to study the thermal boundary layer changes for flow over a heat flux gauge flush 
mounted into the TPS on the side of a launch vehicle, a three-dimensional Navier-Stokes CFD 
analysis of a TPS covered flat plate has been carried out. This flat plate assumption is accurate 
due to the size of the heat flux gauge relative to the size of the launch vehicle. For convective 
flow over a flat plate, a dramatic fluid thermal gradient at the fluid/wall interface can result from 
steep wall temperature discontinuities in the direction of flow, as is the case with this gauge/plate 
system (seen in Figure la). Thus, a large change in surface temperature results thermal boundary 
layer changes, thereby affecting the heat flux into the wall. The heat transfer at a point within a 
convective flow can be described by the following vectorized equation (Reinarts and Ford, 
2004): 
where V = three-dimensional del operator 
kf = thermal conductivity of the fluid 
Tfo = temperature of the fluid at the vehicle outer surface (or wall temperature) 
q = heat flux at the fluid/wall interface. 
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Concentrating on the surface normal axis (labeled the z-axis here) to demonstrate the physics of 
the problem, applying the above equation on this axis gives the heat flux to the plate from the 
convective flow (Reinarts and Ford, 2004): 
dT 
g_.=-k / 0 f dz 
Referencing Figure 2, the magnitude of the dissimilar material effect is dependent on fluid 
properties, including the free stream Mach number, M, Reynolds number, Re, Pressure, Poo, and 
temperature, Too, flow development length, L, calorimeter radius, R, temperature of the 
surrounding material, Twi, and the temperature of the sensor, Tw2- In the initial condition for the 
analysis, the entire structure is given a stepwise surface temperature discontinuity to simulate the 
effects of aerothermal heating over dissimilar conductivity materials. Solutions are obtained for 
turbulent flow as described below. 
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FIGURE 2. Diagram of CFD 2-D Plate Model (Reinarts and Ford, 2004). 
The grid system for this gauge/plate configuration is an overset or overlapping, structured, two-
grid system, which is shown in Figure 3a in three-dimensional form. For this analysis, the grids 
are generated independently for each element and then the PEGASUS code provides the inter-
8 
grid communication (Kandula, Haddad, and Chen, 2007). The plate-grid is the larger rectangular 
grid, which is 118 grid points in the flow, 72 grid points in the lateral, and 84 grid points in the 
normal directions. The gauge-grid is a circular grid with 69 grid points in the radial, 69 grid 
points in the circumferential, and 63 grid points in the normal directions. The total number of 
grid points is about 9.9xl05. The total length of the plate is 0.476m, while the gauge diameter is 
only 0.00476m. Figure 3b shows the side view of the grid system depicting the size of the gauge-
grid relative to the plate-grid. The purpose of this overset grid system is to better portray the 
complex geometry in the area close to the circular gauge, while still being able to correctly 
model the flow surrounding that area by breaking it up into a system of geometrically simpler 
subsets. In order to resolve the flow, the plate-grid is clustered in the normal direction near the 
wall, and in the axial direction near the leading edge and near the surface temperature 
discontinuity. The gauge-grid is clustered near the center of the gauge. A top view of the system 
is shown zoomed-in near the vicinity of the gauge in Figure 3c. 
FIGURE 3a. View of the 3-dimensional grid system (Kandula, Haddad, and Chen, 2007). 
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 A 
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FIGURE 3b. Side view of the grid system. 
FIGURE 3c. Top view of the grid system in the vicinity of the gauge (Kandula, Haddad, and 
Chen, 2007). 
A flow solution has been obtained using the Navier-Stokes CFD code, OVERFLOW version 
1.6s. OVERFLOW computes the numerical solutions of the compressible Navier-Stokes 
equations using implicit time-stepping and finite differencing in space (Jespersen, Pulliam, and 
Buning, 1997). OVERFLOW has a capability to solve flow problems with a large number of 
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unknowns in complex geometries. For the more complex geometries, such as in this gauge/plate 
system, the PEGASUS code is used to carry out a pre-processing step for the overset grid 
method. PEGASUS prepares the overlapping grids for the flow solver by computing the domain 
connectivity database, and blanking out grid points which are contained inside a solid body 
(Rogers, 2003). Figure 3d shows the plate with the blanked-out portion of the plate-grid. 
FIGURE 3d. I-blanking in plate-grid. 
Free stream boundary conditions are specified for the inflow boundary where x/L = -0.5 (see 
Figure 3b), at the top boundary away from the surface, and at the lateral boundary away from the 
heat flux gauge. A symmetry condition is employed in the lateral direction. Isothermal and 
viscous wall conditions are applied at both the gauge and the plate surfaces. Also, at the outflow 
(x/L = 2), an extrapolation boundary condition is used. Finally, as the solution progresses, a 
supersonic boundary condition replaces the free stream condition at the inflow boundary. 
Following Kandula, Haddad, and Chen (2007), the K-CO based Shear-Stress Transport (SST) 
turbulence model due to Menter (1994) has been implemented to obtain a flow solution for 
density, velocity, and temperature distribution. The K-CO model has significant advantages for 
turbulent boundary layer flows and heat transfer predictions. This model has been validated for 
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free shear layers and boundary layers (Kandula, Haddad, and Chen, 2007), which is a necessary 
step towards trusting its results. The algorithm used to reach a steady state solution is the 
Alternating Direction Implicit algorithm, which uses central differencing to calculate the fluxes. 
Basic thermodynamic equations such as the perfect gas law, the perfect gas speed of sound, and 
specific heat equations, are used by OVERFLOW to calculate the various Q field variables 
including density, velocity, temperature, and total energy. The Navier-Stokes continuity, 
momentum, and energy equations are written as (Buning, et al , 2000): 
^
 + V.pF = 0 
dt 
D V
 Y7 
H
 Dt lJ 
p ^ = V.(kVT) + r 5U 
Dt 1J dXj 
where, p = density of the fluid 
t = time 
V = velocity vector 
Ty = stress tensor 
ej = total energy 
k = coefficient of thermal conductivity 
Ui = velocity component in the direction of flow 
Xj = flow-direction spatial coordinate 
T = temperature of the fluid 
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Sutherland's formula (Buning, et al., 2000) is used to approximate the viscous transport 
properties such as viscosity and the coefficient of thermal conductivity for air, each dependant on 
temperature: 
M = Mo 
71+5..Y T^ 
T + S 
v J KT0J 
where, \L = viscosity at input temperature T 
\x0 = reference viscosity at reference temperature T0 
T = input temperature in degrees Rankine 
T0 = reference temperature in degrees Rankine 
SM = Sutherland's constant for viscosity (199°R for air, valid to ±2%) 
K-Kc 
TQ + SK 
O K 
T + S K J 
( rp\ 
v T 
where, K = thermal conductivity at input temperature T 
K0 = reference thermal conductivity at reference temperature T0 
T = input temperature in degrees Rankine 
Tn = reference temperature in degrees Rankine 
c 
r
 = Sutherland's constant for thermal conductivity (350 R for air, valid to ±2%) 
The residual history shown in Figure 4 created by the flow solver in OVERFLOW serves as an 
excellent measure of convergence to a steady state solution. It is apparent that the residuals for 
the two grids converge to steady state in less than 2000 time iterations. Three different input files 
were used to solve this flow problem. The first section ran for 400 iterations, the second and 
third ran for 200 iterations each, and the fourth ran for 1200 iterations. The restarts for each new 
section are evident in Figure 4, which is a convergence history of solution residuals. Besides 
number of iterations, each section varied by flow solver timestep, turbulence model timestep, 
boundary conditions, dissipation scheme, smoothing coefficient, and Courant, Freidricks, Levy 
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(CFL) number. The convergence criteria for the residuals is based on the change over time of the 
primary Q field variables; density, velocity, and total energy. 
1E-12 
2500 
Iteration Time (sec) 
FIGURE 4. Convergence History of Solution Residuals. 
After OVERFLOW is run to a steady state solution, heat flux per unit area is calculated. Flow 
quantities in OVERFLOW are calculated in a non-dimensionalized form for conformity with 
similar codes and simplification of computation (Buning, et al., 2000). Therefore, freestream 
conditions are necessary in order to find the dimensional quantities. As previously mentioned, 
the following parameters are considered in this problem: 
M = 4 
R e = l E 6 
Poo = 8627.793 N/m2 
Too=351.81K 
y=1.4 (ratio of specific heats) 
R = 287 J/kg-K (Universal Gas Constant) 
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These fluid property values are equal to the operating conditions of the aerothermal tunnel where 
physical tests were run to produce data which is used to calibrate this boundary layer analysis 
(Palko, et al., 1998). 
The non-dimensionalized equation for heat flux per unit area, QW, in OVERFLOW is: 
QW = -K 
f
 A7^ 
VAZy 
where, K = thermal conductivity 
vAZy 
second order finite-difference representation of the temperature gradient normal 
to the wall in Fourier's law of heat conduction. 
AT" is nondimensionalized by the freestream temperature. The non-dimensionalization length for 
AZ is simply unity. K is non-dimensionalized by Kx), the freestream thermal conductivity. 
K -T Therefore to re-dimensionalize, QW simply needs to be multiplied by °° to make the units 
1 
W for heat flux per unit area equal to — . SI units are used here for ease of calculation. 
m 
Dimensionalized freestream thermal conductivity, K^ is determined with the following equation 
(Holman, 2002): 
K„ = Pr 
where, C_ = ' r ^ 7? = specific heat at constant pressure 
ju^ = dynamic viscosity 
Pr = Prandtl Number (0.7 for air) 
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Dimensionalized dynamic viscosity is calculated using the following equation (Holman, 2002): 
A^co CO 
Re M» = 
where, pn = freestream density 
U^ = freestream velocity 
C = total length of the plate = 0.476m 
Re = Reynolds Number 
Applying the equation of state, the definition for Mach number, and the equation for speed of 
sound, dimensionalized dynamic viscosity becomes: 
= P„-MjyR-Tx-C 
Applying the dimensionalized freestream parameters, |Joo becomes 6.1x10
 m - s and K^  
N 
becomes 0.0878 . Using these values for |Joo and Ka> along with Tco=351.81K, the heat flux 
K-s 
per unit area can be considered as a dimensional quantity with units equal t o ^ . It is then 
m~ 
calculated at each grid point using data from the flow solution. This heat flux is the chief output 
desired from the boundary layer analysis. 
A graphic representation of the thermal boundary layer in the area surrounding the heat flux 
gauge is illustrated in Figure 5a. The effect that the surface temperature discontinuity has on the 
boundary layer is evident in this figure. The emergence of a new boundary layer beginning at the 
discontinuity has occurred. 
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FIGURE 5a. Thermal Boundary Layer Adaptation at Surface Discontinuity. 
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Figure 5b is a schematic of the top view of the surface temperature profile in the area 
surrounding the heat flux gauge. The dramatically lower temperature (>400F less) on the surface 
of the high conductivity heat flux gauge compared to the high temperature on the surface of the 
TPS is apparent in this figure. It is also important to note here that this flow analysis is highly 
grid dependent. Although the two higher temperature "rings" in the figure are similar in 
temperature, they differ due to the way the overlapping grid was defined in that area. This grid 
dependence is also evident in the lower temperature area over the heat flux gauge. The pie-
shaped segments are exactly the shape of the input temperatures for each grid section. This is 
considered acceptable since the flow was resolved approximately to what was expected and 
temperatures could be averaged for each significant surface section. 
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FIGURE 5b. Top View of Surface Temperature Distribution. 
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DETAILED CALORIMETER THERMAL MODEL 
The focus of this portion is to analyze the inner-workings of the internal conduction through the 
cylindrical heat flux gauge. It is also important here to investigate the variables that can affect 
the gauge's measurement and cause a higher indicated heat flux. This may include radial heat 
transfer effects into the sides of the calorimeter from the surrounding dissimilar material. Unlike 
the boundary layer effects, there are ways to lessen the effects of radial heat transfer, although 
reducing these effects comes with secondary impacts. The ideal solution would be to create a 
situation of infinite resistance radially outward from the calorimeter (i.e. a perfectly insulated 
calorimeter condition). However, if a solid is used to approximate this condition, the net result is 
a hot surface temperature condition on the solid that leads to energy movement into the cooler 
calorimeter, and corrections are still needed to account for the effect. If a slight vacuum (or air) 
is used to separate the calorimeter from the surrounding TPS, one has to account for radiation 
heat transfer from the surrounding TPS. Finally, regardless of the surrounding instrumentation, it 
is essential here to ensure, for convective aerothermal heat transfer purposes, that a smooth TPS 
profile is not interrupted by the calorimeter. Such an interruption could cause protuberance 
heating and require further calorimeter corrections. Details of this work are in Matson and 
Reinarts (2002). 
A Schmidt-Boelter gauge comprises four major components from a thermal perspective. These 
include the cylindrical conductive gauge body, the non-conductive epoxy, the conductive 
rectangular wafer, and the thermopile. (Refer to Figure la/b for a detailed description.) The 
gauge body and the wafer are typically composed of the same conductive material. The epoxy is 
exposed to the top surface of the gauge and completely encases the wafer and thermopile 
junctions. A basic orientation of these parts is shown in Figure 6. The gauge measures the 
temperature difference between the two surfaces of the wafer and then outputs a signal 
proportional to the incident heat flux (Kidd, 1981). 
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FIGURE 6. Simple Diagram of Schmidt-Boelter Gauge (Reinarts and Ford, 2004). 
The Schmidt-Boelter gauge includes a coiling of thermopile wire around the wafer, constructed 
to convert a temperature gradient that, based on the one-dimensional Fourier's law of heat 
conduction, outputs the incident heat flux (Holman, 2002): 
q dT 
— oc 
A dz 
The heat flux per unit area, —, for steady state one-dimensional heat transfer through a given 
A 
material is directly proportional to the temperature difference between two points, cT, divided by 
the differential length between those two points, dz. A detailed description of Schmidt-Boelter 
gauge design/operation can be found in Carl Kidd's AEDC report (1981). 
The first step in this part of the analysis was the development of the solid three-dimensional 
Schmidt-Boelter gauge model. The model only incorporates the epoxy, wafer, and gauge body. 
Kidd (1985) performed a study on the effects of the size and material of the thermocouple wire 
on heat transfer measurements, which shows that wire having diameters less than 0.0762 mm 
(0.003 in) induce small errors. Therefore, the thermocouple wire, which typically has a diameter 
of 0.0508 mm (0.002 in), is considered negligible for modeling construction. 
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The solid heat flux gauge model was created using SINDA/G (Version 2.3), which stands for 
Systems Improved Numerical Differencing Analyzer / Gaski. SINDA is a general thermal 
analyzer with capabilities to solve physical problems governed by diffusion equations. This 
software scheme uses a lumped parameter approach to model thermal systems by representing 
them as thermal capacitances and conductors. These conductor-capacitor networks are solved by 
SINDA using a cell-centered method in which a solution is obtained over the entire area of each 
cell, or node (SINDA/G, 1996). The actual programs are written using internal network 
description statements in addition to logic statements and subroutine calls written in the 
FORTRAN language. This duel language capability allows SINDA to permit the use of more 
detailed problem descriptions to suit more complicated models. 
The thermal capacitance of each node is equal to the product of its density, volume, and specific 
heat. This is different for each size node and the material it is comprised of. An initial 
temperature is also imposed on each node, which for this case is 90°F, an average of test facility 
ambient temperatures. The conductance of a conductor in SINDA represents a heat flow path 
through a material. The following equation is used by SINDA to solve for heat flow through a 
conductor (SINDA/G, 1996): 
where, Q = Heat rate (energy/time) 
G = Conductance 
T = Temperature 
i = the node whose temperature is to be solved 
j = the attached node 
For heat transfer by conduction, conductance is equal to the product of the material's thermal 
conductivity and the cross-sectional area of the flow path, divided by the length of the path 
(SINDA/G, 1996): 
21 
where, k = Thermal conductivity of the material 
A = Cross-sectional area of the conduction path 
L = Length of the conduction path 
For heat transfer by convection, conductance is found using the following equation (SINDA/G, 
1996): 
G = h-A 
where, h = Convetion coefficient 
A = Surface area 
For radiation heat flow, the conductance is equal to the product of the Stefan-Boltzmann constant 
(1.714E-9), the emissivity, the radiation shape factor, and surface area. The following quasi-
linear approximation is used (SINDA/G, 1996): 
G = <r-e.Fg AiTr+TfW+T,) 
where, a = Stefan-Boltzmann constant 
6 = Emissivity 
Fy = Radiation shape factor 
A = surface area 
The natural buoyancy convective coefficient is used in the SENDA model for the Schmidt-
Boelter gauge nodes adjacent to the stagnant air underneath the gauge to simulate a more 
realistic model which is similar in design to the test panel. For a horizontal, heated plate facing 
downward the natural buoyancy coefficient is (Holman, 2002): 
/z=0.59 AT 
L 
where h = natural buoyancy coefficient (W/m - C) 
Ar=Twa„ ToofQ 
L = vertical or horizontal dimension (m) 
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This heat flux gauge model consists of over 4000 manually generated nodes. It is a customized 
design allowing specific detailed areas to be analyzed as the focus of this study. The model is 
broken up into very small node sections in the area surrounding the wafer, allowing SINDA to 
reach an accurate solution in the area where temperature distribution is most important from a 
calorimeter standpoint. Figure 7 is a representation of the way the wafer, epoxy, and thermopile 
capacitances are broken up (depicted here as rectangular-shaped nodes). This is not an actual 
model since only node capacitance, which nodes are connected together, and the conductance of 
each connection is important in SINDA input files. The conductors are not visible here. 
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FIGURE 7. Node Designation for Wafer, Epoxy, and Thermopile. 
Surrounding the wafer, epoxy, and thermopile, is the gauge body, which is broken up into much 
less detail (see Figure 8). Two different variations of this model were created in SINDA; one 
thermally insulated without TPS (no heat flux into the sides of the Schmidt-Boelter gauge) and 
one with TPS surrounding the gauge. The purpose of this is to help understand the effects that 
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the TPS has on the gauge heat flux measurements. The TPS material (not shown) extends out 
radially by approximately 9.4" (approximately the length of the plate in the boundary layer 
analysis) beyond the gauge, which has a diameter of 0.1875". 
wafer 
Epow 
Gauqe Bod'. 
FIGURE 8. Top View: Node Designation for Entire Gauge Body. 
The primary dynamic input for the SINDA model is heat flux per unit area and is applied to the 
surface nodes adjacent to the convective flow. An initial guess was calculated using the 
freestream conditions from the boundary layer analysis (M=4, Re = 1E6, Poo= 8627.793 N/rrf, 
Too= 351.8IK, and y= 1.4) and pertinent thermal equations for high-speed flow found in Holman 
(2002). For the TPS surrounding the heat flux gauge, an estimation of 4.150 BTU/fT-s was 
applied, while 8.998 BTU/fT-s was used on the gauge surface. The SINDA model was adjusted 
until satisfactory solutions were produced using these initial approximations for heat flux per 
unit area. 
This SINDA model uses a prewritten subroutine called SNDUFR to perform a transient analysis 
to compute a solution for this particular problem. As described in the SINDA/G Library 
Reference Guide (1996), SNDUFR employs an unconditionally stable, explicit method which is 
based on a modified Dufort-Frankel algorithm. The Dufort-Frankel approximation: 
7X0 = 
T{t + At)-T(t-At) 
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which is only applied to the spatial derivative, not the time derivative, takes advantage of the 
unconditional stability of the intrinsic method for simple differential equations. This intrinsic 
method is second order accurate (MacKinnon, 2002). 
The basic conduction equation used in SNDUFR to solve for conductance is (SINDA/G, 1996): 
(At)(G ) * (At)(G ) n
 At At 
C, 7=1 C, 7 C , C, 
where, n = the total number of diffusion nodes 
i = the node whose temperature is to be solved 
j = the attached node 
T = the present temperature 
T = the unknown temperature 
T' = the past temperature 
Ct = the nodal capacitance 
Ql = the source term 
G = the linear conductance 
This method involves three time levels and their corresponding temperatures. The procedure 
implemented in this subroutine is to use the initial temperatures as the past temperatures, V', and 
the present temperatures, T , to calculate the unknown temperatures, T, for the first time step 
(SINDA/G, 1996). 
The two different solid conduction models (with TPS and without) were both subjected to 
radiative and convective heat flux in SINDA. The first step towards verifying the accuracy of 
these models was to run a radiation simulation in which a nominal value for heat flux taken from 
test data was applied to the surface of the models. A verification of the accuracy of the radiative 
simulation is shown in Figure 9, which shows the % difference in heat flux across the gauge 
wafer between the insulated and non-insulated models over time. This demonstrates that less heat 
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is transferring into the insulated condition because of the lack of matenal dissimilarity effects 
Once these models were deemed to be working properly in a radiative environment, they were 
run in coordination with the boundary layer analysis to simulate convective flow as described in 
the following section 
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OVERFLOW/SINDA OVERLAP 
Much difficulty was encountered while attempting to connect the SINDA solid conduction 
model and the OVERFLOW boundary layer analysis. Since the nodes of the SINDA model are 
extremely different in physical size and shape to the OVERFLOW grid point spacing, matching 
up the models proved to be very complicated. Figure 10 shows a quarter section of what the 
overlap in the section of the heat flux gauge would look like if you could physically map these 
two models together. 
SINDA nodes* 
] OVERFLOW 
FIGURE 10. OVERFLOW/SINDA overlap. 
The original version of the boundary layer analysis was created by Dr. Max Kandula, while the 
solid conduction model was first designed by Monique Matson many years prior to the author 
working on the project and refining the models. The boundary layer grid was designed to resolve 
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the flow over thermally significant areas and therefore used a structured grid with grid points 
clustered in those areas. On the contrary, the solid conduction model was designed to accurately 
solve the conduction though the geometrically diverse pieces of the heat flux gauge. This model 
was broken up into rectangular sections throughout wafer, which had to be connected to a larger 
cylindrical geometry (the shape of the gauge shell). Since each of these models was verified 
respectively, the author chose to use the existing designs without to realizing the unique 
difficulties in connecting them. 
In addition to the mapping problems caused by the physical differences between the models, this 
overlap arrangement is beset by another complexity. Specifically, OVERFLOW produces 
solutions at each grid point, or cross-section, whereas in SINDA, a solution is produced for the 
area over an entire node. Because of this, most SINDA nodes had to be connected to multiple 
OVERFLOW grid points and the grid point data had to be averaged for each respective mapped 
node. As can be seen in Figure 10, some SINDA nodes were connected to more than 280 
OVERFLOW grid points while other nodes were connected to only one grid point. This 
averaging is one of the presumed causes of the grid-dependency seen in Figure 5b. 
One last difficulty for this model overlap lies in the fact that the version of SINDA available to 
the author can only be used on a Windows based PC. On the contrary, the OVERFLOW program 
can only be used on a UNIX based machine. Because of this difference in operating systems, 
data had to be passed between two different computer systems. A third computer program, 
Python, was used to aid in the data transmission process. 
After creating the diagram seen in Figure 10, a connection between grid points and nodes was 
made via visual inspection. It is obvious that the accuracy of this coupled connection is 
dependent on the quality of the visual scrutiny. This made for a very time consuming and 
intricate segment of this project. 
With the mapping set up correctly, surface temperatures, which are calculated by SINDA, are 
passed into OVERFLOW input files at each grid point. After OVERFLOW is run to a steady 
state solution, surface heat flux per unit area is calculated at each grid point. The new heat fluxes 
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are then mapped back to the SINDA nodes to allow SINDA to calculate new surface 
temperatures using the updated thermal load. This procedure was repeated until an overall steady 
solution was attained, which occurred after only eight overall iteration loops. A diagram of this 
whole procedure is shown in Figure 11. An overall iteration loop is considered as one pass 
through the entire flow chart in Figure 11. All of the mapping between solutions was 
accomplished via a programming language called Python. Python is a dynamic object-oriented 
programming language which can be used for many types of software development (Python 
Community, 2006). It was chosen for this particular use due to its ease of use and its ability to be 
utilized on both UNIX and Windows operating systems. 
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FIGURE 11. OVERFLOW/SINDA Coupled Model Commands Flow Chart. 
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During each pass through an overall iteration loop, the OVERFLOW input temperatures were 
closely monitored for anomalies or values which pointed toward a diverging solution. Heat 
fluxes and OVERFLOW residuals were also observed to ensure that flow was moving in the 
correct direction and that pertinent results were close to predictions. Figure 12 is a plot of the 
TPS surface temperature increase from initial to final temperature after each overall iteration 
through the loop. Surface temperature increase is used instead of just final temperature to 
eliminate the test-to-test discontinuities as described in the aerothermal testing section below. It 
can be seen here that a converged solution is reached after only eight iterations. Similar 
converged results were seen for temperatures over the entire surface of the thermal model. All of 
these temperatures compare well with that seen in aerothermal testing. 
890 i 
640 
1 2 3 4 5 6 7 8 9 10 j 
Iteration j 
FIGURE 12. TPS Surface Temperature Convergence. 
In order to reach a converged overall solution, the total run time for SINDA had to produce a 
solution which would be in agreement with the steady-state OVERFLOW solution. There is a 
maximum stable time step that is a function of grid spacing and material properties, which varies 
considerably for each computer program. These problems are due to the difference in time scales 
for convection and conduction. For convection, the time scales are very small because the flow 
field adapts rapidly to changes in boundary temperatures. Conduction sees the exact opposite 
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effect. Also, because the TPS has a much lower thermal conductivity than the heat flux gauge, 
internal temperature distribution changes were seen for each different total run time in the 
SINDA model. 
Since it was assumed that the fluid flow could be treated as quasi-steady, the OVERFLOW 
model was run to steady state on each loop. Because SINDA was trying to resolve a transient, 
the total elapsed time required to maintain a finite value for numerical stability was a subject for 
some trial and error. SINDA repeatedly overshot the actual solution using the initial guess for 
total elapsed time. The original total elapsed time for SINDA was estimated to be 15 seconds 
which is approximately the aerothermal testing run time. It was quickly realized that this 
assumption resulted in numerical instability and huge oscillations in surface temperature from 
iteration to iteration. Total time was subsequently reduced until the temperature oscillations 
damped out as seen in Figure 12. These TPS surface temperatures settled out to values close to 
what was seen on the TPS in testing. 
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AEROTHERMAL TESTING 
The coupled OVERFLOW/SINDA models were calibrated via testing of flat plates at the 
Marshal Space Flight Center (MSFC) Improved Hot Gas Facility (IHGF) in Huntsville, 
Alabama. This facility is equipped with an aerothermal tunnel which is used to simulate the 
convective and radiative heat loads seen in launch ascent. The tunnel is supersonic and burns a 
lean mixture of air and hydrogen. It can produce total temperatures in the 1500 to 2500 °F range 
with total pressures in the 100 to 220 psia range. The combustion products are expanded from 
the combustor chamber through a two dimensional contoured nozzle and into a 16 x 16 inch test 
section with a nominal flow velocity of Mach 4 (Gudgen and Strobel, 2005). A photograph of the 
IHGF is shown in Figures 13 and a layout of the components is shown in Figure 14. 
FIGURE 13. Aerothermal Tunnel Photograph (Reinarts, 2003). 
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(OUTLET HIDO€N) 
FIGURE 14. Aerothermal Tunnel Layout (Remtech Inc., 1989). 
The analytical model calibrations have been achieved via testing of flat plates with thin skin 
calorimeters and copper and aluminum Schmidt-Boelter gauges flush mounted in the surface of 
the plates. The copper gauges were manufactured by Medtherm and the aluminum gauges were 
manufactured by AEDC. The thin skin calorimeters were manufactured at MSFC. The thin skin 
calorimeters use thermocouples to indicate actual heat flux, while the Schmidt-Boelter gauges 
give readings that, when properly corrected by the calibrated analytical models, will match the 
thin skin measurements. Test panels from the initial set of testing are shown in Figure 15. Note 
that the diagrams are not to scale but the panels are 0.3048 m by 0.4826 m (12" by 19"), the thin 
skins are 0.1143 m (4.5") in diameter, and the Schmidt-Boelter gauges are only 0.004763 m 
(0.1875") in diameter. 
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FIGURE 15. Initial Test Panel Configuration (Reinarts, 2003). 
There are two categories of test panels: with TPS and without TPS. The first set of test panels 
manufactured and tested at the aerothermal IHGF consist of three panels of different materials all 
without TPS (see Figure 15). The materials include stainless steel, copper, and aluminum. Each 
panel includes at least one thin skin calorimeter of a material similar to the plate to facilitate an 
accurate assessment of the incident convective or radiant heat flux. Each panel also has at least 
two Schmidt-Boelter (S-B) gauges of dissimilar materials, located as shown in Figure 15. The 
stainless steel panel includes two more thin skin calorimeters on the same flow path line as the 
first to determine incident heat rate variations as a function of location along the major plate axis 
(Reinarts and Ford, 2004). Summarizing the panel types, three different panels have been 
designed and fabricated: 1) a copper panel with one copper S-B gauge, two aluminum S-B 
gauges, and a thin skin calorimeter; 2) an aluminum panel with one aluminum S-B gauge, two 
copper S-B gauges, and one thin skin calorimeter; and 3) a stainless steel panel with three thin 
skin calorimeters, one copper S-B gauge, and one aluminum S-B gauge. 
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The primary purpose of the initial testing was to determine dissimilar material effects. In 
addition to that, the impact of heat flux gage and thin skin orientation with respect to convective 
flow direction was also studied in this testing program. Finally, the initial test results were used 
to more confidently characterize the boundary conditions for the second set of tests. The test 
matrix for the initial testing is shown in Table 1. 
TABLE 1. Initial Testing Matrix (Matson and Reinarts, 2002). 
Test 
No. 
Panel Approx. Heat Rate 
(BTU/ft2-s) 
Comments Time 
(s) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Stainless Steel 
Aluminum 
Copper 
Stainless Steel 
Stainless Steel 
Aluminum 
Aluminum 
Copper 
Copper 
4.67 
4.67 
4.67 
4.67 
4.67 
4.67 
4.67 
4.67 
4.67 
Baseline 20 
Baseline 20 
Baseline 20 
Baseline with Copper Calonmeters 20 
Baseline with Aluminum Calonmeters 20 
Baseline with Copper Calonmeters 20 
Baseline with Aluminum Calonmeters 20 
Baseline with Copper Calonmeters 20 
Baseline with Aluminum Calonmeters 20 
Initial test results demonstrated that the aluminum and copper thin skin calorimeters do not have 
sufficient specific heat to allow for accurate measurements. For the stainless steel panel, material 
dissimilarities seemed to be minimal at heat fluxes typical of launch ascent aerothermal heating 
rates (53 kW/m2 or 4.67 BTU/ft2-s) (Reinarts and Ford, 2004). This proves that for future tests, 
only stainless steel thin skin calorimeters and stainless steel panels should be used. Also by 
examining test results, heat flux gauge and thin skin orientation proved to be insignificant. After 
conducting these initial tests, it was expected that on the testing with the TPS panels, boundary 
layer effects would be equally significant for the same heating rates, which turns out to be an 
accurate hypothesis as described below. 
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Three types of panels were used for the second set of tests; a stainless steel panel, a TPS panel, 
and a full panel thin skin. The full panel thin skin, made with 17-4 stainless steel, has 
thermocouples ranging over the entire backside of the panel. The stainless steel panel is also 
constructed of 17-4 stainless steel, but with thin skins mounted in the same orientation as the 
TPS panel. The backside of the panels and an illustration of how the thermocouples attach to the 
thin skins is depicted in Figure 16. The thin skin calorimeters and the full panel thin skin use 
Type-K thermocouples to measure and indicate actual heat flux. The top surface of the thin 
skins in both the stainless steel and TPS panels is coated with a black paint of a known 
emissivity. 
Panel Backside Type K Thermocouple 
FIGURE 16. Thin Skins Mounted with Thermocouples (Gudgen and Strobel, 2005). 
The TPS panels were also made with 17-4 stainless steel, but bonded with an ablative material 
called Acusil II, a low density, silicone syntactic foam-filled material with excellent insulating 
properties (Gudgen and Strobel, 2005). The Acusil on the panels was approximately 0.0127m 
(0.5") thick. Two stainless steel thin skin calorimeters and two aluminum Schmidt-Boelter 
gauges were placed as shown in Figures 17a and 17b. Both were flush mounted with the surface 
of the TPS and the gap between the gauges and the TPS was minimized. The panel was designed 
with the particular orientation seen in the figures so that it could be rotated 180 degrees. This 
enabled each type of calorimeter to be tested at all four panel locations. The drawing in Figure 
17a is not to scale. The Schmidt-Boelter gauges are 0.004763 m (0.1875") in diameter while the 
thin skins are 0.1143 m (4.5") in diameter. The dimensions of the thin skins were selected in 
order to produce a one-dimensional temperature response at the center of the thin skin so that it 
was essentially not affected by the TPS. The thin skin measurements serve as baseline 
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measurements for calibration of the Schmidt-Boelter gauges. The panels are again 0.3048 m by 
0.4826 m (12" by 19"). 
Y 
k 
Calorimeter 
Thinskin 
S-B Thinskin 
11 11 Accusil 
Flow Direction 
L0V 0 5" 
Cross-sectional view A-A 
FIGURE 17a. TPS-Covered Test Panel Configuration. 
Schmidt-Boelter 
Heat Flux Gauges 
Thin Skins 
FIGURE 17a. Photograph of Actual Test Panel (Gudgen and Strobel, 2005). 
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For these second set of tests, all of the panels were exposed to convective and radiative heat 
fluxes ranging from 2 to 8 BTU/ft2-sec. Tunnel operating conditions were recorded by facility 
installed instrumentation to obtain a Mach number of 4, total combustor pressure of 
approximately 190psi, and total combustor temperature of approximately 2200°F (Palko, R. L., et 
al., 1998). The full panel thin skin was used to accurately characterize the heating distribution 
within the test section of the aerothermal tunnel. Once the environment in the tunnel was 
quantified, radiant testing was performed under the same test conditions using the stainless steel 
and TPS panels so that the radiation model and convective test set-up could be calibrated. 
Finally, the convective testing was performed on the stainless steel and TPS panels so that the 
coupled conduction and convection models could be calibrated. 
For the radiation tests, a quartz lamp mounted above the test section was used as shown in Figure 
18. For convective tests, hot gas flows over the test panels (also depicted in Figure 18). 
Combustor 
I Hot gas flow over the plate 
Radiation Lamps Radiation lamps 
FIGURE 18. Depiction of Convective and Radiant Hardware in Tunnel Test Section (Gudgen 
and Strobel, 2005). 
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In addition to the thermocouple and Schmidt-Boelter gauge measurements, surface IR (Infrared) 
data and spot IR data was also used to better verify the surface temperature profile of the plate, 
focusing on the areas on and in the near vicinity of the S-B gauges. This information is crucial in 
the model calibration efforts, for both convective and radial conduction effects. Figure 19 is a 
photograph made by an IR camera mounted inside the aerothermal tunnel test section. The cooler 
temperatures on the surface of the gauges and hotter temperatures on the surface of the TPS are 
evident here. The larger circle present in this picture is just a limit of the range of the camera and 
is not a depiction of the shape of the surrounding TPS. 
FIGURE 19. IR Camera Measurements (Reinarts, 2003). 
Table 2 shows the test matrix for the second set of tests at the IHGF. A total of 51 test runs were 
conducted for this phase of testing. For the convective tests, the thin skin calorimeter panel was 
tested with both a thin skin and a Schmidt-Boelter gauge at all four panel locations. The full 
panel thin skin was only exposed to convective loads, but for all heating rates. This was due to 
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the radiation lamps being out of service for that portion of the testing. Convective tests were 
performed at heat loads of 4, 6, and 8 BTU/ft2-sec, while radiative tests were performed at 2, 4, 
and 6 BTU/ft2-sec (Gudgen and Strobel, 2005). 
TABLE 2. Test Matrix for Second Test (Gudgen and Strobel, 2005). 
Stainless Steel Removable Thinskin Plate 
1 
2 
3 
4 
5 
6 
7 
8 
9 
12 
15 
18 
20 
21 
22 
^t^Jltl; 
23 
24 
25 
PANEL ID 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
Stainless Steel 
RUN No 
HGF-03-0262 
HGF-03-0263 
HGF-03-0264 
HGF-03-0265 
HGF-03-0266 
HGF-03-0267 
HGF-03-0268 
HGF-03-0269 
HGF-03-0270 
HGF-03-0273 
HGF-03-0276 
HGF-03-0279 
HGF-03-0281 
HGF-03-0282 
HGF-03-0283 
HGF-04-0070 
HGF-04-0071 
HGF-04-0072 
DATE 
12-02-03 
12-02-03 
12-02-03 
12-02-03 
12-02-03 
12-02-03 
12-02-03 
12-02-03 
12-02-03 
12-02-03" 
12-02-03 
12-02-03 
12-02-03 
12-02-03 
12-02-03 
02-18-04 
02-18-04 
02-18-04 
RUNTIME 
13 2 sec 
48 2 sec 
47 9 sec 
26 1 sec 
12 8 sec 
16 4 sec 
21 Osec 
36 1 sec 
28 7 sec 
29 5 sec 
31 0 sec 
17 4 sec 
15 9 sec 
16 8 sec 
29 8 sec 
Target Heat Load 
(BTU/ft2-sec) 
20 
20 
20 
4 0 
4 0 
4 0 
60 
6 0 
4 0 
4 0 
4 0 
60 
6 0 
80 
80 
4 0 
6 0 
80 
Radiation Lamp Amperage or 
Chamber Pressure (psi) / Total 
Temperature (F) 
200 Amps 
200 Amps 
200 Amps 
340 Amps 
340 Amps 
340 Amps 
445 Amps 
445 Amps 
132/ 1600 
126/ 1547 
126/ 1577 
144/2219 
145/2217 
190/2260 
190/2262 
125/ 1578 
144/2212 
188/2245 
Acusil covered Removable Thinskin Plate 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
! W K 
39 
40 
41 
PANEL ID 
Acusil 
Acusil 
Acusil 
Acusil 
Acusil 
Acusil 
Acusil 
Acusil 
Acusil 
Acusil 
Acusil 
Acusil 
Medtherm Calonmeter Plate 
Acusil 
Acusil 
Acusil 
RUN No 
HGF-03-0284 
HGF-03-0285 
HGF-03-0286 
HGF-03-0287 
HGF-03-0288 
HGF-03-0289 
HGF-03-0290 
HGF-03-0291 
HGF-03-0292 
HGF-03-0293 
HGF-03-0294 
HGF-03-0295 
HGF-03-0296 
HGF-04-0073 
HGF-04-0074 
HGF-04-0075 
DATE 
12-03-03 
12-03-03 
12-03-03 
12-03-03 
12-03-03 
12-03-03 
12-03-03 
12-03-03 
12-03-03 
12-03-03 
12-03-03 
12-03-03 
12-08-03 
02-18-04 
02-18-04 
02-18-04 
RUNTIME 
72 0 sec 
41 7 sec 
43 5 sec 
43 0 sec 
41 8 sec 
43 3 sec 
36 9 sec 
41 0 sec 
21 4 sec 
17 1 sec 
11 2 sec 
12 8 sec 
15 1 sec 
Target Heat Load 
(BTU/ft2-sec) 
20 
2 0 
4 0 
4 0 
6 0 
6 0 
4 0 
4 0 
6 0 
6 0 
8 0 
8 0 
40 
60 
80 
Radiation Lamp Amperage or 
Chamber Pressure (psi) / Total 
Temperature (F) 
200 Amps 
200 Amps 
340 Amps 
340 Amps 
445 Amps 
445 Amps 
124/ 1536 
125/1563 
144/2226 
144/2178 
189/2251 
189/2253 
140/2200 
125/1590 
144/2223 
189/2255 
Full Plate Thinskin 
42 
43 
44 
45 
46 
47 
W W 
48 
49 
50 
51 
PANEL ID 
Flat Plate 
Flat Plate 
Flat Plate 
Flat Plate 
Flat Plate 
Flat Plate 
Flat Plate 
Flat Plate 
Flat Plate 
Flat Plate 
RUN No 
HGF-03-0328 
HGF-03-0331 
HGF-03-0332 
HGF-03-0333 
HGF-03-0334 
HGF-03-0335 
HGF-04-0065 
HGF-04-0066 
HGF-04-0067 
HGF-04-0068 
DATE 
12-16-03 
12-16-03 
12-16-03 
12-16-03 
12-16-03 
12-16-03 
02-18-04 
02-18-04 
02-18-04 
02-18-04 
RUNTIME 
34 5 sec 
35 9 sec 
22 9 sec 
32 0 sec 
19 2 sec 
20 2 sec 
Target Heat Load 
(BTU/ft2-sec) 
40 
4 0 
60 
60 
80 
80 
60 
60 
80 
80 
Radiation Lamp Amperage or 
Chamber Pressure (psi) / Total 
Temperature (F) 
124/ 1553 
122/1540 
142/2192 
142/2156 
177/2220 
174/2218 
143/2199 
143/2204 
188/2240 
188/2237 
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TEST RESULTS AND CALIBRATION 
Test results from the aerothermal facility are the crucial element for calibration of the coupled 
analytical models. Post processing data reduction was performed by Gudgen and Strobel to make 
certain that test results correspond to actual heat fluxes (2005). These actual heat fluxes (thin 
skin thermal data) are correlated with facility operating conditions in order to obtain accurate 
boundary conditions. Once the facility operating conditions are calibrated, the radiation test 
results are used to calibrate the convective tests and the radiation model. Finally, the convective 
test results are used to calibrate the analytical models. 
The radiation test results are somewhat lacking due to the inoperability of the radiant test 
equipment during a portion of the testing; nevertheless, an acceptable amount of existing data is 
summarized in Table 3. Gauge position description is depicted in Figure 20. Similar results are 
seen for Schmidt-Boelter gauge measurements when surrounded by TPS or stainless steel. A 
strikingly different trend is noted in the convective test results in which the Schmidt-Boelter 
gauges measure about 40% higher in the TPS panel than in the stainless steel panel. Thus, in a 
radiative environment, the surrounding TPS material has an insignificant effect on Schmidt-
Boelter gauge thermal response (Gudgen and Strobel, 2005). 
TABLE 3. Radiation Results for Thin Skin Calorimeters and Schmidt-Boelter Gauges (Gudgen 
and Strobel, 2005). 
2 BTU/ft2-sec 
Run# 
Position 2 3 
Stainless Steel Plate 
Thinskin 
263 
1.75 
264 
1.77 
Heat Flux Gage 
263 
-
2.00 
264 
-
2.02 
Acusil Plate 
Thin 
284 
-
skin 
285 
1.80 
-
Heat Flux Gage 
284 
-
285 
-
2.19 
4 BTU/ft2-sec 
Run# 
Position 2 3 
265 
4.00 
-
267 
3.65 
-
265 
4.12 
267 
3.94 
286 
4.00 
287 
3.50 
286 
-
4.25 
287 
-
3.92 
6 BTU/ft2-sec 
Run# 
Position 2 3 
268 
5.65 
269 
5.70 
268 
-
5.72 
269 
-
5.90 
288 
5.72 
289 
5.67 
-
288 
-
6.02 
289 
-
5.96 
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FIGURE 20. Radiant Test Gauge Locations (Gudgen and Strobel, 2005). 
Table 4 provides an average of the data from Table 3 and also calculates a radiation test 
correction factor (CF) by dividing the thin skin heat flux by the Schmidt-Boelter gauge heat flux. 
This is considered a correction factor because it is the ratio of the actual heat flux to the 
measured heat flux. Therefore, when the Schmidt-Boelter gauge heat flux measurement is 
multiplied by the CF, the result is a "corrected" heat flux. For a radiation heat lamp setting of 
5.695 BTU/ ft2-s, the test CF turns out to be 0.95, i.e., the Schmidt-Boelter gauge measurement is 
only 5% higher than the actual heat flux. This demonstrates that the Schmidt-Boelter gauge 
measures approximately the same heat flux as does the thin skin in a radiative test setting. Since 
the radiation tests were not run for very long time-wise, the TPS was not able get much hotter 
than the gauges. Also, the emissivities of the TPS and Schmidt-Boelter gauge are about the same. 
Therefore, it can be assumed that the heat flux into the TPS is essentially equal to the heat flux 
into the gauge in a radiative setting. These results also illustrate that radial conduction effects are 
minimal since convection heating is not present here. 
TABLE 4. Radiative Test Correction Factors. 
Acusil Plate (BTU/ft2-s) 
Heat 
Lamp 
2 
2 
4 
4 
6 
6 
Thin 
Skin 
1.8 
4 
3.5 
5.72 
5.67 
5.695 
Schmidt-Boelter 
Gauge 
2.19 
4.25 
3.92 
6.02 
5.96 
Average 
Test 
CF 
0.821918 
0.941176 
0.892857 
0.950166 
0.951342 
0.950754 
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Figure 21 confirms what radiation test data has shown for the radial conduction effects. Slightly 
different from the test CF, Figure 21 is a plot analytical CF which is the ratio of the heat flux 
calculated by a perfectly insulated (described in Figure 9) versus a non-insulated calorimeter 
model in SINDA. This is similar to comparing a thin skin to a Schmidt-Boelter gauge as 
described in the second paragraph of the aerothermal testing section of this report. It can be seen 
that the analytical CF in Figure 21 compares favorably to the average test CF from Table 4, 
thereby calibrating the radiation SINDA models. 
Ratio of Heat Flux for Insulated vs. 
| Non-Insulated Calorimeter I 
0.975 — • , , 
0 0.5 1 1.5 2 2.5 3 3.5 4 I 
i time (s) I 
FIGURE 21. Analytical Radial Conduction Effects. 
Convection results vary considerably from that of radiation. A comparison of the surface 
temperature increase between the TPS and stainless steel panels for convective heating tests is 
shown in Figure 22. Environmental conditions such as ambient temperature and tunnel wall 
temperature affect boundary condition properties. In order to eliminate these test-to-test 
inconsistencies, temperature data is presented in terms of increase from initial to final 
temperature. This particular data set is from a test with a nominal convective heating condition of 
8 BTU/ft2-sec. The TPS surface temperature response was taken from the IR camera at the IHGF 
and the stainless steel temperatures were measured by thin skin thermocouples in Run 04-0072. 
Because TPS is a good insulator and stainless steel is a good conductor, the TPS reaches a higher 
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temperature at the surface than the stainless steel, on the order of 500°F. These higher surface 
temperatures result in higher boundary layer temperatures over the TPS than over the stainless 
steel (Gudgen and Strobel, 2005). This result is a good indicator of test accuracy since the 
different materials are reacting to convective flow as expected. 
900 Acusil surface thermal response at 
3 different locations across the panel 
15 
Time (sec) 
FIGURE 22. TPS and Stainless Steel Surface Temperature (Gudgen and Strobel, 2005). 
A summary of the convective test results for each type of test condition for the second set of tests 
at the IHGF is presented in Table 5. Figure 23 provides a description of the gauge position 
relative to flow direction. It can be seen that the heat flux measurements are similar for each 
panel position. This shows that gauge location along the panel is insignificant for convective 
heating. It should also be noted here that the heat flux measured by the thin skins mounted in 
TPS is similar to the heat flux measured by the thin skins mounted in stainless steel. The average 
difference in thin skin measurements between the two panels is only about 3%. This is important 
for test calibration because it shows that the convective heat loads applied to both panels are 
comparable and the purpose of the thin skins has been substantiated. Another validation of thin 
skin response was made by the full panel thin skin. This panel was designed to measure heat flux 
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at the same locations as the thin skins on the other two panels. The heat flux calculated by the 
full panel thin skin also compares favorably to both panels as can be seen in Table 5. 
TABLE 5. Convective Results for Thin Skins Calorimeters and Schmidt Boelter Gauges 
(Gudgen and Strobel, 2005). 
125 psi/1575 F 
140 psi/2200 F 
190 psi/2200 F 
Position 
1 
2 
3 
4 
Stainless Steel Plate 
Thinskin Heat Flux Gage 
BTU/ft2-sec 
4.10 
3.95 
4.50 
4.20 
4.37 
4.52 
4.75 
4.50 
% 
difference 
6.6 
14.4 
5.6 
7.1 
Acusil Plate 
Thinskin Heat Flux Gage 
BTU/ft2-sec 
4.00 
4.05 
4.50 
4.30 
5.30 
5.62 
7.20 
6.10 
% 
difference 
32.5 
38.8 
60.0 
41.9 
Full Plate 
Thinskin 
BTU/ft2-sec 
-
-
-
-
1 
2 
3 
4 
6.60 
6.60 
7.50 
6.50 
7.03 
6.95 
7.65 
7.00 
6.5 
5.3 
2.0 
7.7 
6.50 
6.90 
7.50 
6.90 
8.86 
9.40 
10.90 
9.20 
36.3 
36.2 
45.3 
33.3 
6.50 
6.80 
7.70 
6.30 
1 
2 
3 
4 
8.50 
8.40 
9.50 
8.40 
8.75 
8.49 
9.40 
8.35 
2.9 
1.1 
1.1 
0.6 
8.45 
8.60 
9.60 
8.50 
10.94 
11.57 
13.80 
11.65 
29.5 
34.5 
43.8 
37.1 
8.60 
8.80 
9.60 
8.40 
FIGURE 23. Gauge Position Diagram (Gudgen and Strobel, 2005). 
Table 5 also indicates that when considering solely the stainless steel panel, the difference 
between the heat flux calculated by the Schmidt-Boelter gauges and that by the thin skins is less 
than 10% for all but one test. On the contrary, for the TPS panel, the heat flux measured by the 
Schmidt-Boelter gauges is about 30%-45% higher than the heat flux measured by the thin skins. 
These observations are important when checking the validity of these tests to actual launch 
vehicle flight applications. It shows that the presence of TPS has some effect on the Schmidt-
Boelter gauge measurements, which has yet to be quantified. Reassuringly, when considering 
only the Schmidt-Boelter gauge measurements, the measured heat flux is considerably higher 
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when the gauges are mounted in TPS than in stainless steel. Since these results show that 
convection heating is a major source of Schmidt-Boelter gauge measurement error, which 
supports the conclusion from the radiation test results, which showed that radial conduction 
effects are minimal. 
The convection test CF is not calculated as easily as the radiation test CF. With radiation, the 
heat flux into the TPS was approximately the same as the heat flux through the Schmidt-Boelter 
gauge. For convection, the heat flux is not equal. Test data proved that the thin skins were 
designed to be large enough so that they would not be influenced by the TPS in a radiative or 
convective environment. Because of this, the heat transfer coefficient for the thin skins is able to 
recover to an equilibrium value. This means that the heat transfer coefficient for the thin skins is 
not affected by the surface temperature discontinuity and is therefore equal to the heat transfer 
coefficient for the TPS. However, since the surface temperatures are not the same, an equation 
for heat flux per unit area is necessary (Holman, 2002): 
A 
where, h = average heat transfer coefficient 
Tw = wall or surface temperature 
Taw = adiabatic wall temperature defined by the following relation (Holman, 2002): 
T -T 
r _ * aw co 
T -T 
O CO 
i 
where, r = recovery factor = Pr3 for turbulent flow 
Too= freestream temperature 
T0 = total temperature 
Freestream and total temperature are related by the following equation: 
j ( „ _ 1 \ 
-2- = l + L— 
ZL v 2 
M' 
where, T0=2659.69 Rankine 
Toc=633.26 Rankine (both from test conditions) 
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Combining the past two relations, Taw becomes: 
T =T 
aw oc 
1 + Pr3 Y-\ \M' 
Finally, by setting hlhln^km = hTPS , the ratio of thin skin heat flux to TPS heat flux becomes: 
TZ thin -skin V aw w )ti 'thm—skin 
QTPS 
'thin—skin 
(T -T) 
V aw w ' 
1.449 
aw ^wSTPS 
where, Taw= 2432.54 Rankine 
Tw(thm-skm) —200°F = 6 5 9 . 6 9 R a n k i n e 
TW(TPS) ^750°F = 1209.69 Rankine 
The value for TW(Tps) was estimate from Figure 22 after approximately 12 seconds (approximate 
test-run convergence time) and TW(thm-skin) was estimated from the following diagram found in the 
report by Gudgen and Strobel (2005). 
-T2205DEGF 
-T2206DEGF 
10 12 
Time (sec) 
Figure 24. IHGF Run 075 Thinskin Thermal Responses (Gudgen and Strobel, 2005) 
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This test data was chosen for its nominal thin skin heat flux equal to 8.79 BTU/ ft2-s because it 
seems to yield the most accurate values in the stainless steel panel (see % difference column in 
Table 5). Knowing that -^  thin-skin 
qTPS 
1.449 and qthin-skm —8.79 BTU/ ft -s , qTps is found to be equal 
to 6.061 BTU/ ft -s. The following figure found in the Gudgen and Strobel report (2005) shows 
value for qgauge =4 1.57 BTU/ ft2-s. This yields a value, - ^ - =$.524 for convective testing. This 
9, l gauge 
is the test convective CF. 
£ 8 
i-
m 
X 
3 
UL 6 
10 12 
Time (sec) 
20 
Figure 25. IHGF Run 075 Heat Flux Gauge Responses (Gudgen and Strobel, 2005) 
To conclude the calibration section, the convective testing CF needs to be compared to the CF 
created from the coupled OVERFLOW/SINDA model. The analytical convective CF is found 
from the average values for heat flux taken from OVERFLOW output data in the 10th iteration of 
the overall converged solution seen in Figure 12. The average value for qtpS is equal to 6.181 
BTU/ ft2-s and for qgauge is equal to 12.242 BTU/ ft2-s. Finally, the analytical convective CF, or 
QTPS =0.505, This value compares favorably to the value for test convective CF (0.524). The 
Hgauge 
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difference between the test CF and the analytical CF is 3.69%. This small difference proves the 
accuracy of the coupled analytical model. For that reason the actual heat flux into the TPS is 
determined by simply multiplying the Schmidt-Boelter gauge measurement by 0.505, i.e., the 
corrected heat flux is 50.5 % of the indicated Schmidt-Boelter gauge measurement. 
Furthermore, the analytical CF from was calculated from the coupled model which includes 
boundary layer disturbances and radial conduction effects, which were proved to be minimal. 
Therefore, this percent difference in heat flux measurement can essentially be attributed to 
boundary layer disturbances. 
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CONCLUSIONS AND RECOMMENDATIONS 
The primary goal of this study was to correct and better understand in-flight measurements of 
heat fluxes on launch vehicles. A three part program was assembled to produce a technique to 
correct material dissimilarity induced errors for in-flight Schmidt-Boelter gauge heat flux 
measurements on launch vehicles. Two coupled analytical models were developed and coupled: 
one that corrected boundary layer effects stemming from near step changes in the temperature 
from the surrounding material to the gauge and the other accounted for the internal conduction 
through the calorimeter. Testing in the MSFC aerothermal facility concluded the program by 
calibrating the analytical models. Although the need for such corrections is greatest for 
aerothermal heating measurements, the solid conduction model would also be useful for radiative 
measurement corrections. An example of this is in plume induced radiation, which would be an 
application for future work. 
It has been shown in this report that, in order to obtain an accurate heat flux measurement via a 
Schmidt-Boelter gauge mounted in the TPS of a launch vehicle, the indicated heat flux simply 
needs to be multiplied by a coupled, analytical model correction factor. While current 
uncorrected data provide conservative factors of safety for the necessary amounts of TPS on 
launch vehicles, there are potential benefits attainable from reduced conservatism. Of these, the 
most important include lower TPS mass and reduced TPS application requirements, which could 
improve launch vehicle performance and lower costs. 
Finally, this report has also proved that radial conduction through the sides of the gauge has a 
small impact on heat flux measurements when the gauge is surrounded by a high conductivity 
material. The majority of high heat flux gauge readings on launch vehicles are caused by 
disturbances to the thermal boundary layer that develops from the aerothermal heating produced 
during launch ascent. This is an interesting result as the original hypothesis considered radial 
conduction to be a significant contribution to high heat flux gauge readings. 
In order to improve this study, the author first recommends that similar measurements at 
different Mach numbers and total conditions representing positions along vehicle ascent 
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trajectory and at different locations on the vehicle surface be performed. This might resolve 
some of the aerothermal heating inconsistencies seen from launch to launch. This report has not 
shown that CF is a constant. Rather, it is suspected that CF varies with flight conditions, and 
orientation of the surface relative to the freestream environment. Additional aerothermal testing 
at some of these other conditions is recommended in order to further increase confidence in 
computational predictions. 
The author also recommends that if this entire study were repeated, more compatible analytical 
models were designed. If the boundary layer analysis and solid conduction models matched-up 
more precisely, it is possible that improvements to the accuracy of computational predictions 
could me made. Both models were broken up into great detail, but since the topologies were not 
the same, some accuracy in data communication was lost. This improvement would also most 
likely save a lot of time in the overall modeling effort. 
Overall, this model is very unique to this particular situation and would not be useful if 
conditions changed. For example, if a different type of gauge made with different materials or if 
a different size gauge were used, the model would have to be updated and the iterations re-run. 
However, since this model was calibrated for its particular conditions, a new model could be 
created much easier now that the coupling technique has been refined. 
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NOMENCLATURE 
M = Mach Number , speed m medium divided by speed of sound in medium 
Re = Reynolds Number 
Too = Free Stream Temperature 
Poo = Free Stream Pressure 
Poo = Free Stream Density 
Uoo = Free Stream Velocity 
/7oo = Free Stream Dynamic Viscosity 
/Coo = Free Stream Thermal Conductivity 
T N V i = Surrounding Matena l Surface Temperature 
T u 2 = Sensor Surface Temperature 
L = Running Length to Heat Flux Gauge 
R = Radius of Heat Flux Gauge 
W - L+2R 
q" = Incident Heat Flux 
T = Temperature 
z = Length in surface normal direction 
kf = Fluid Thermal Conductivity 
Tfo = Temperature of the Fluid at the Fluid Wall Interface 
V = three-dimensional Differential Del Operator 
7 = ratio of specific heats 
R = Universal Gas Constant 
p. = dynamic viscosity at input temperature T 
| i0 = reference viscosity at reference temperature T0 
T = input temperature 
T 0 = reference temperature 
S^ = Sutherland's constant for viscosity (199°R for air, valid to ±2%) 
K = thermal conductivity at input temperature T 
/c0 = reference thermal conductivity at reference temperature T0 
SK = Sutherland's constant for thermal conductivity (350°R for air, valid to ±2%) 
C p = specific heat at constant pressure 
Pr = Prandtl Number (0.7 for air) 
C = total length of the plate 
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dT = the temperature difference between two points 
dz = differential length between those two points,. 
n = the total number of diffusion nodes 
1 = the node whose temperature is to be solved 
j = the attached node 
T = the present temperature 
T1 = the unknown temperature 
T" = the past temperature 
C, = the nodal capacitance 
Qt = the source term 
Gy = the linear conductance 
A, = the area 
Fy = the radiation shape factor 
Gy = the radiation conductance 
h = natural buoyancy coefficient 
AT = TXNan T o o 
L = vertical or horizontal dimension 
CF = Correction Factor 
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