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By using the momentum-space Lanczos recursive method which considers rigorously all multiple-scattering
events, we unveil that the non-perturbative disorder effect has dramatic impact on the charge transport of a two-
dimensional electron system with Rashba spin-orbit coupling in the low-density region. Surprisingly, our simu-
lations find a power-law dependence of the dc longitudinal conductivity on the carrier density, with the exponent
linearly dependent on the Rashba spin-orbit strength but independent of the disorder strength. Therefore, the
classical charge transport influenced by complicated multiple-scattering processes also shows the characteristic
feature of the spin-orbit coupling. This highly unconventional behavior is argued to be observable in systems
with tunable carrier density and Rashba splitting, such as the LaAlO3/SrTiO3 interface, the heterostructure of
Rashba semiconductors bismuth tellurohalides and the surface alloy BixPbySb1−x−y/Ag(111).
Introduction.—Spin-orbit coupling underlies numerous
fascinating phenomena in condensed matter physics [1–6].
Since relativistic quantum mechanics is at the heart of the
spin-orbit coupling, most of the recent work on the nonequi-
librium phenomena in spin-orbit coupled systems focus on
spintronic effects, such as the spin and anomalous Hall effects
[7, 8], and the current-induced spin polarization [9]. On the
other hand, the classical charge transport, such as the longitu-
dinal conductivity and the Lorentz-force induced Hall effect,
is conventionally deemed as not being affected by spin-orbit
physics.
Nevertheless, recent studies have begun to uncover uncon-
ventional behaviors of classical charge transport in spin-orbit
coupled systems [10–16]. For instance, in the two dimen-
sional electronic systems (2DES) with linear Rashba spin-
orbit coupling, the Hall coefficient deviates considerably from
1/ne in the low-density region (n < n0) [14, 15]. Here n is the
electron density, and n0 = m2α2R/(pi~
4) is the electron density
when the Fermi level locates at the Dirac point of the Rashba
system, with αR the Rashba spin-orbit coefficient and m the ef-
fective mass. Besides, the longitudinal charge conductivities
as a function of n differ significantly between the high-density
(n ≥ n0) and low-density regions, as shown in the Boltzmann
transport theory [10, 11]:
σ =
ne2τ0
m
×
 1, n ≥ n0;12 ( nn0 + n3n30 ), n < n0. (1)
Here τ0 = ~3/(mniV˜20 ) is the elastic scattering time, where
V˜0 and ni denote, respectively, the scattering strength and the
impurity concentration of Gaussian white-noise disorder. This
formula shows that the charge conductivity is highly sensitive
to the spin-orbit coupling strength in the low-density region,
providing an alternative approach to determining the Rashba
coefficient in transport measurements.
However, the sensitivity of the Boltzmann conductivity to
the Rashba coupling in the low-density region implies that it
can only be observed if the spin-orbit split band structure [17]
is well-defined. Therefore, once the Rashba coupling is not
very large compared to the disorder-induced band broaden-
ing, the low-density systems are likely to locate outside the
Boltzmann transport regime. In this case the multiple scatter-
ing events which are not included in the Boltzmann theory are
important. Yet how is the conductivity in spin-orbit coupled
systems influenced by the multiple-scattering effect is still an
open question. In particular, it is of much interest whether the
conductivity in this case still shows unconventional character-
istic features of the spin-orbit coupling.
Given the non-perturbative nature of the multiple scatter-
ing effect [18–20], transport behaviors which differ dramat-
ically from the Boltzmann formula are expected in the low-
density region. For instance, a recent work by using the T-
matrix approximation found plateaus of the conductivity in
the ultra-low-density case of the Rashba system [13]. How-
ever, the T-matrix approximation only takes into account mul-
tiple scatterings off every single impurity center, but neglects
those off a set of impurities. As a result, it cannot repro-
duce [13, 21] the disorder-induced smooth tail of the density
of states near the band edges, which is however a basic ex-
perimental fact [22, 23]. Therefore, a more reasonable non-
perturbative method is necessary to inspect the novel transport
behavior resulting from multiple-scattering.
In this work, we simulate the conductivity of a Rashba
2DES based on the Kubo formula combined with the Green’s
function obtained from the Lanczos recursive method in mo-
mentum space. This latter numerical method takes into ac-
count rigorously all multiple-scattering events [24–26]. We
find that in the low-density region the multiple-scattering
events lead to an unexpected power-law dependence of the
conductivity σ on the electron density:
σ =
n0e2τ0
m
A(
n
n0
)ν, (2)
with A a coefficient independent of the electron density. More
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2surprisingly, our simulation displays that the exponent can be
fitted as
ν = −1.56kRa + 1.66, (3)
which does not depend on the electron density or disorder
strength, but is linearly correlated with the spin-orbit strength.
Here kR = mαR/~2 is the Rashba wave-vector which mea-
sures the momentum splitting of the two Rashba sub-bands
[10, 11], and a is the lattice constant. Since in a number of
systems, such as semiconductor heterostructures [16, 27, 28],
LaAlO3/SrTiO3 interface [29, 30], surface of Rashba semi-
conductors bismuth tellurohalides [31–34] and surface al-
loys [35–37], both the carrier density (Fermi energy) and the
Rashba spin-orbit coupling can be tuned, experimental verifi-
cation of the above two relations is feasible.
Preliminaries.—The continuum Hamiltonian of a Rashba
spin-orbit coupled 2DES is given by
H(k) =
~2k2
2m
+ αR(σ × k) · zˆ (4)
with k = (kx, ky) the 2D wave-vector, zˆ a unit vector perpen-
dicular to the 2D plane, and σ the vector of Pauli matrices.
The eigenfunctions and the corresponding eigenvalues of H
are given by |ks〉 = 1√
2
(i, seiθk )T and Eks = ~
2k2
2m + sαR|k|,
where s = ±1 denotes the helicity and θk is a k-dependent
angle defined by θk = arctan(ky/kx). The two Rashba bands
Eks are approximately linear in the vicinity of the Dirac point
k = 0, where they touch each other. The matrix
Uk =
1√
2
(
i i
eiθk −eiθk
)
(5)
implements the rotation from the spin to the eigenstate basis.
Besides, the disorder is modeled by the Gaussian white noise,
V(r)V(r′) = nimpV˜20δ(r − r′), where · · · stands for averaging
over disorder realizations.
Within the linear response the longitudinal charge conduc-
tivity at zero-temperature is given by the Kubo formula [38]
σ(E) = σRA(E) − σRR(E), (6)
where
σRA(E) =
e2~
2piΩ
Tr[GR(ks, E)vxGA(ks, E)v˜x], (7)
σRR(E) =
e2~
2piΩ
ReTr[GR(ks, E)vxGR(ks, E)v˜x]. (8)
Here Ω is the area of the system and Tr represents the trace
over ks, and
G(E) =
(
g(k+, E) 0
0 g(k−, E)
)
(9)
denotes the Green’s function of the disordered system in the
band-eigenstate basis with g(ks, E) = (E − Eks − Σ(ks, E))−1
and Σ(ks, E) the self-energy. A,R indicate advanced or re-
tarded Green’s functions. The x component of the veloc-
ity operator in the band-eigenstate basis is given by vx =
1
~
( ~
2kx
m + αR cos θσz + αR sin θσy), and the vertex function v˜x
can be obtained from the Behte-Salpeter equation v˜x(k) =
vx(k) + nimpV˜20
∫ d2p
4pi2 U
†
kUpG(p, E)v˜x(p)G(p, E)U
†
pUk. Based
on symmetry arguments, it is verified that v˜x has the same ma-
trix structure as vx, so that the vertex function can be solved
as
v˜x =
1
~
(
~2kx
m
+ α˜R cos θσz + α˜R sin θσy), (10)
where
α˜R =
αR + nimpV˜20 I1
1 − nimpV˜20 I2
,
I1 =
∫
d2k
4pi2
~2k
4m
(g+g+ − g−g−),
I2 =
∫
d2k
4pi2
1
4
(g+g+ + g−g− + g+g− + g−g−).
(11)
with g± = g(k±, E). Thus the conductivity can be calculated
by Eqs. (6-11).
Numerical methods.—In our numerical simulation, the
Green’s functions g(ks, E) of the disordered systems are cal-
culated using the well-developed Lanczos recursive method
[24–26, 39] with the nearest-neighbor tight-binding model on
the square lattice derived from Eq. (4) [39]:
H = 2t
∑
i
c†iσciσ −
∑
〈i, j〉σσ′
Viσ, jσ′c
†
iσc jσ′ + h.c.. (12)
Here
Vi,i+xˆ =
1
2
t
(
1 α/t
−α/t 1
)
, Vi,i+yˆ =
1
2
t
(
1 −iα/t
−iα/t 1
)
, (13)
c†iσ(ciσ) denotes the creation (annihilation) operator of an elec-
tron on site i with spin σ, and t = ~2/ma2 stands for the
nearest-neighbor hopping energy, with a the lattice constant.
We will use t as the energy unit in the following calculation.
α = αR/a denotes the spin-orbit coupling strength in the lat-
tice representation, and its dimensionless counterpart
α/t = kRa (14)
also marks the relative magnitude of the Rashba-induced
momentum-splitting compared to the size of the Brioullin
zone.
Moreover, in the lattice model we generate the disorder
by random on-site energies with zero mean and V20 variance,
where V0 = V˜0/a2, without loss of generality. The impurity
concentration is ni = N/Ω = 1/a2 in our calculation.
In order to be free from the finite-size errors and achieve
high energy measurement accuracy, we consider a sufficiently
large square lattice of size Lx × Ly = 8000 × 8000 with pe-
riodic boundary conditions in both the x and y directions. A
30
2
4
6
- 0 . 0 4 - 0 . 0 2 0 . 0 00
2
4
6
- 0 . 0 4 - 0 . 0 2 0 . 0 0
Γ0 = E R / 1 6
Σ(E
)/Γ 0
             - I m Σ    - R e ΣE x a c t         S C B A       B o r n         
Γ0 = E R / 3 2( a )
Γ0 = E R / 8
( b )
Γ0 = E R / 4( c )
Σ(E
)/Γ 0
E / t
( d )
E / t
FIG. 1. (Color online) The self-energy function versus energy of
the system with the spin-orbit strength α/t = 0.2 and the disorder
strength: (a) Γ0 = ER/32, (b) Γ0 = ER/16, (c) Γ0 = ER/8, and (d)
Γ0 = ER/4. The results calculated from the exact numerical sim-
ulation (blue), the SCBA (red) and the Born approximation (green)
are displayed for comparison. Gray lines locate at the Dirac point
E = 0t and band edge of the pure system E = −ER = −0.02t. Here
Γ0 = ~/2τ0 = V20 /2t denotes the disorder-induced band broadening,
and ER = αRkR/2 is the Rashba energy which marks the energy dif-
ference between the Dirac point and the band bottom.
small artificial cut-off η = 0.001 is used to simulate the in-
finitesimal imaginary energy in our simulations. Remarkably,
based on the standard Dyson equation Σ(ks, E) = g−10 (ks, E)−
g−1(ks, E), we find the self-energy function is independent
with both wave vector k and helicity s.
Before addressing the transport behaviors, here we show
the advantage of our exact simulation to the self-energy over
other methods employed in previous studies on the Rashba
system, including the Born approximation [10, 11], self-
consistent Born approximation (SCBA) [11] and the T-matrix
approximation [13, 21]. The self-energy produced by the lat-
ter two methods are qualitatively similar [13, 21], so we do
not show the result of the T-matrix approximation. In Fig. 1
one can see the qualitative differences between the results of
our method and the other two in the low-density region.
When the Fermi energy decreases below the Dirac point,
the results of our simulation and of the SCBA gradually devi-
ate from that of the Born approximation. The significant dif-
ferences appear in the regime near the band edge. This is ex-
pected because the disorder-induced band smearing is totally
neglected in the Born approximation. Particularly, the states
below the edge of the pure system (E = −ER) induced by
disorder are ignored. Besides, apparent differences between
our results and the SCBA ones also appear in the low-density
region. In particular, the non-analyticity in the SCBA’s self-
energy is replaced by the smooth tail of our non-perturbative
result. The similar phenomenon has been also observed in
the 2DES without spin-orbit coupling and is attributed to the
non-perturbative multiple-scattering events [18, 40–42].
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FIG. 2. ln(σ/σ0) vs ln(n/n0) for spin-orbit strength (a) α = 0.2t,
(b) α = 0.3t and (c) α = 0.4t, with σ0 = n0e2τ0/m. In the low-
density regime, the numerical results are described by Eq. (2) with ν
independent of both the carrier density and random disorder strength.
The Boltzmann analytical result is plotted for comparison. (d) The
slope ν of ln(σ/σ0) vs ln(n/n0) in the low-density region as a function
of spin-orbit strength α/t = kRa.
It is worthwhile to note that the character of the imaginary
part of the self-energy obtained by our simulation is consis-
tent with the smooth tail of the experimental density of states
of the Rashba-type spin-split states near the conduction band
bottom, such as the surface state of Bi/Ag(111) [22, 23]. This
agreement indicates that our simulation indeed gives a rea-
sonable account for the multiple-scattering effects in the low-
density region of Rashba systems.
Spin-orbit related power-law conductivity.—The qualita-
tive difference between the self-energies produced by our sim-
ulation and by the SCBA or the T-matrix approximation sug-
gests that our method may demonstrate some transport behav-
iors unprecedented in previous theoretical researches of 2D
Rashba systems [10, 11, 13]. Our simulation supports this
speculation by finding an emergent power-law dependence of
the charge conductivity on the carrier density [Eq. (2)] in the
low-density region.
The curves of the conductivity versus the carrier density n
for different spin-orbit strengths (α/t = 0.2, 0.3 and 0.4) are
displayed in the log-log plots Fig. 2(a), (b) and (c), compared
with the Boltzmann analytical formula [Eq. (1)]. In the low-
density regime our results deviate significantly from the ana-
lytical solution. This is natural since as n decreases the Fermi
level approaches the band edge, thus the multiple-scattering
events become important and the perturbative approximation
no longer works.
What is unexpected is that, in the multiple-scattering dom-
inated regime the curves of ln(σ/σ0) vs ln(n/n0) in Fig. 2(a),
(b) and (c) are mostly linear. This observation inspires us to
use the power-law formula [Eq. (2)] to fit the results, where
the exponent ν is independent of the carrier density. As shown
in Fig. 2(a), (b) and (c), the curves corresponding to different
40 . 0 0
0 . 2 5
0 . 5 0
0 . 7 5
0 . 0 0 . 2 0 . 4 0 . 6 0 . 80 . 0 0
0 . 2 5
0 . 5 0
0 . 7 5
0 . 0 0 . 2 0 . 4 0 . 6 0 . 8
( d )( c )
( a ) Γ0 = E R / 1 6
σ
/σ 0  σR A σR R σ
Γ0 = E R / 3 2 ( b )
Γ0 = E R / 8
σ
/σ 0
n / n 0
Γ0 = E R / 4
n / n 0
FIG. 3. Different contributions to the conductivity as a function of
the charge density for systems with α/t = 0.2 and disorder strengthes
(a) Γ0 = ER/32, (b) Γ0 = ER/16, (c) Γ0 = ER/8 and (d) Γ0 = ER/4.
disorder strengths Γ0/ER = 1/4, 1/8, 1/16 and 1/32 (defined in
the caption of Fig. 1) for a fixed spin-orbit strength are parallel
to each other in the linear regime. This means that the expo-
nent ν in Eq. (2) is also independent of the random disorder
strength.
More dramatically, when presenting the values of ν for
different spin-orbit strengths in the same plot, Fig. 2(d), we
find that the exponent ν is linearly dependent on the spin-
orbit strength α. Fitting the data, we obtain the linear scal-
ing Eq. (3). This equation indicates that, the classical charge
transport influenced by complicated multiple-scattering pro-
cesses also shows the characteristic feature of the spin-orbit
coupling. The deep understanding for the underlying physical
mechanism leading to this striking relation is not clear at the
present stage and is beyond the scope of our numerical study.
More theoretical efforts are called for in the future. Here we
just numerically find this relation, which can be experimen-
tally tested as a transport indicator of multiple-scattering.
As a final remark of this section, the factor A in Eq. (2) is
dependent on both the disorder and spin-orbit strengths. The
A-V0 curves for different spin-orbit strengths are shown in the
Supplemental Material [39]. While for relatively weak spin-
orbit coupling (α/t < 0.2) the curves are nonlinear, in the
case of stronger spin-orbit coupling the curves become nearly
linear and the slope decreases with α. In the latter case we
can fit the factor A as A(α/t,V0/t) = 0.47 (α/t)−1.43 V0/t +
0.03 (α/t)−1.1.
Conclusion and discussion.—In conclusion, we showed
that the multiple-scattering events play an important role in
determining both the quasi-particle and transport properties of
the low-density Rashba 2DES. Surprisingly, our simulations
uncover a power-law dependence of the dc conductivity on the
electron density with the exponent linearly dependent on the
spin-orbit strength but independent of the disorder strength.
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FIG. 4. The mobility µ = σ/ne as functions of the charge density n
calculated from Kubo formula combined with numerical and SCBA
self-energy function with the spin-orbit strength α/t = 0.2. Here
µ0 = σ0/n0e.
To provide some clues in understanding the unconventional
transport behavior described by Eqs. (2) and (3), we stress
here the relevance of the σRR term [Eq. (8)]. Theoretically,
this term can be neglected in the Boltzmann regime where
the σRA term yields the quantitatively similar result to Eq. (1)
produced by the Boltzmann equation. Hence, when the non-
Boltzmann power-law conductivity emerges instead of the
Boltzmann formula, the σRR term is anticipated to be impor-
tant. In Fig. 3, the contributions from the σRR and σRA terms
are shown separately for the case of α/t = 0.2. In combina-
tion with Fig. 2(a), we find that the power-law [Eq. (2)] holds
perfectly when σRR ≥ σRA/3.
The relevance of the σRR term in the low-density regime
was also addressed in a previous work [11] within the SCBA,
but was regarded to imply a saturated mobility µ = σ/ne for
small carrier densities, which is not supported by our non-
perturbative simulation. The concrete comparison is shown
in Fig. 4(b) for a fixed spin-orbit strength and different dis-
order strengths. It is clear that in the regime near the band
bottom the saturation behavior of the mobility obtained within
the SCBA disappears due to the full consideration of multiple-
scattering events.
Lastly, we suggest some experimental systems where our
simulation results can be potentially observed. First, atten-
tion can be paid to the Rashba 2DESs in heterostructures, due
to the tunability of the Rashba effect by an external electric
field, such as the one formed at the LaAlO3/SrTiO3 interface
[29, 30] where kR ≈ 0.08A˚−1 (a ≈ 2.5A˚, α/t ≈ 0.2) in the
absence of the external electric field. Besides, the Rashba
2DESs in the heterostructures formed by n-type polar semi-
conductors bismuth tellurohalides are also compelling candi-
dates [28]. Meanwhile, the Rashba 2DESs appearing near the
surface of bismuth tellurohalides [31–34] can be considered
5for experiment as well, such as that in the Te-terminated sur-
face of BiTeCl [31] which arises in the bulk-gap region with
kR ≈ 0.05A˚−1 (a ≈ 4.3A˚, α/t ≈ 0.22). Furthermore, it has
been reported that in the surface alloy BixPbySb1−x−y/Ag(111)
[35–37] the Fermi energy and Rashba splitting can be inde-
pendently tuned through the concentrations x and y. By in-
creasing x the Rashba splitting can be enhanced, and reaches
kR ≈ 0.13A˚−1 (a ≈ 5A˚, α/t ≈ 0.65) when x=1. Thus this
system may be another good platform to verify our finding.
We thank Yunshan Cao, Peng Yan and Chen Wang for mak-
ing the cooperation possible. C.X. is indebted to Yunke Yu for
her mental support in the beginning days of the cooperation.
This work is supported by the National Key Research & De-
velopment Program of China (Grants No. 2016YFA0200604)
and the National Natural Science Foundation of China (Grants
No. 21873088, and 11874337). C.X. is supported by NSF
(EFMA-1641101) and Welch Foundation (F-1255).
∗ Corresponding author. E-mail: congxiao@utexas.edu
† Corresponding author. E-mail: liqun@ustc.edu.cn
[1] J. Nitta, T. Akazaki, H. Takayanagi, and T. Enoki, Phys. Rev.
Lett. 78, 1335 (1997).
[2] H. C. Koo, J. H. Kwon, J. Eom, J. Chang, S. H. Han, and M.
Johnson, Science 325, 1515 (2009).
[3] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[4] X. L. Qi and S. C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
[5] A. Manchon, H. C. Koo, J. Nitta, S. M. Frolov, and R. A. Duine,
Nat. Mater. 14, 871 (2015).
[6] N. P. Armitage, E. J. Mele, and Ashvin Vishwanath, Rev. Mod.
Phys. 90, 015001 (2018).
[7] N. Nagaosa, J. Sinova, S. Onoda, A. H. MacDonald, and N. P.
Ong, Rev. Mod. Phys. 82, 1539 (2010).
[8] J. Sinova, Sergio O. Valenzuela, J. Wunderlich, C. H. Back, and
T. Jungwirth, Rev. Mod. Phys. 87, 1213 (2015).
[9] J. I. Inoue, G. E. W. Bauer, and L. W. Molenkamp, Phys. Rev.
B 70, 041303(R) (2004).
[10] C. Xiao, D. Li, and Z. Ma, Phys. Rev. B 93, 075150 (2016).
[11] V. Brosco, L. Benfatto, E. Cappelluti, and C. Grimaldi, Phys.
Rev. Lett. 116, 166602 (2016).
[12] V. Brosco and C. Grimaldi, Phys. Rev. B 95, 195164 (2017).
[13] J. Hutchinson, and J. Maciejko, Phys. Rev. B 98, 195305
(2018).
[14] C. Xiao and D. Li, J. Phys.: Condens. Matter 28, 235801
(2016).
[15] H. Suzuura and T. Ando, Phys. Rev. B 94, 085303 (2016).
[16] H. Liu, E. Marcellina, A. R. Hamilton, and D. Culcer, Phys.
Rev. Lett. 121, 087701 (2018).
[17] E. Cappelluti, C. Grimaldi, and F. Marsiglio, Phys. Rev. Lett.
98, 167002 (2007).
[18] B. I. Halperin and M. Lax, Phys. Rev. 148, 722 (1966).
[19] Jamie D. Walls, Jian Huang, Robert M. Westervelt, and Eric J.
Heller Phys. Rev. B 73, 035325 (2006).
[20] A. G. Galstyan and M. E. Raikh Phys. Rev. B 58, 6736 (1998).
[21] S. Onoda, N. Sugimoto, and N. Nagaosa, Phys. Rev. B 77,
165103 (2008).
[22] H. Hirayama, Y. Aoki, and C. Kato, Phys. Rev. Lett. 107,
027204 (2011).
[23] L. El-Kareh, P. Sessi, T. Bathon, and M. Bode Phys. Rev. Lett.
110, 176803 (2013).
[24] W. Zhu, Q. W. Shi, X. R. Wang, X. P. Wang, J. L. Yang, J. Chen,
and J. G. Hou, Phys. Rev. B 82, 153405 (2010).
[25] W. Zhu, W. Li, Q. W. Shi, X. R. Wang, X. P. Wang, J. L. Yang,
and J. G. Hou, Phys. Rev. B 85, 073407 (2012).
[26] Bo Fu, Wei Zhu, Qinwei Shi, Qunxiang Li, Jinlong Yang, and
Zhenyu Zhang, Phys. Rev. Lett. 118, 146401 (2017).
[27] J. B. Miller, D. M. Zumbuhl, C. M. Marcus, Y. B. Lyanda-
Geller, D. Goldhaber-Gordon, K. Campman, and A. C. Gos-
sard, Phys. Rev. Lett. 90, 076807 (2003).
[28] L. Wu, J. Yang, S. Wang, P. Wei, J. Yang, W. Zhang, and L.
Chen, Appl. Phys. Lett. 105, 202115 (2014).
[29] A. D. Caviglia, M. Gabay, S. Gariglio, N. Reyren, C. Cancel-
lieri, and J.-M. Triscone, Phys. Rev. Lett. 104, 126803 (2010).
[30] K. V. Shanavas and S. Satpathy, Phys. Rev. Lett. 112, 086802
(2014).
[31] S. V. Eremeev, I. A. Nechaev, Y. M. Koroteev, P. M. Echenique,
and E. V. Chulkov, Phys. Rev. Lett. 108, 246802 (2012).
[32] A. Crepaldi, L. Moreschini, G. Autes, C. Tournier-Colletta, S.
Moser, N. Virk, H. Berger, P. Bugnon, Y. J. Chang, K. Kern,
A. Bostwick, E. Rotenberg, O. V. Yazyev, and M. Grioni, Phys.
Rev. Lett. 109, 096803 (2012).
[33] M. S. Bahramy, B.-J. Yang, R. Arita, and N. Nagaosa, Nat.
Commun. 3, 679 (2012).
[34] L. Ye, J. G. Checkelsky, F. Kagawa, and Y. Tokura, Phys. Rev.
B 91 201104(R) (2015).
[35] H. Mirhosseini, A. Ernst, S. Ostanin, and J. Henk, J. Phys. Con-
dens. Matter 22, 385501 (2010).
[36] I. Gierz, F. Meier, J. H. Dil, K. Kern, and C. R. Ast, Phys. Rev.
B 83, 195122 (2011).
[37] C. R. Ast, J. Henk, A. Ernst, L. Moreschini, M. C. Falub, D.
Pacile´, P. Bruno, K. Kern, and M. Grioni, Phys. Rev. Lett. 98,
186807 (2007).
[38] E. N. Economou, Green’s Functions in Quantum Physics,
Springer-Verlag, Berlin, 1983.
[39] See Supplemental Materials at http://link.aps.org/supplemental
for the details about the numerical method and the A−V0 curves
for different spin-orbit strengths.
[40] C. M. Soukoulis, M. H. Cohen, and E. N. Economou, Phys.
Rev. Lett. 53, 616 (1984).
[41] E. N. Economou, C. M. Soukoulis, M. H. Cohen, and A. D.
Zdetsis, Phys. Rev. B 31, 6172 (1985).
[42] Zhao-ging Zhang, Ping Sheng, Phys. Rev. Lett.57.909 (1986).
