We present new approaches to reservoir modeling and flow simulation that dispose of the pillar-grid concept that has persisted since reservoir simulation began. This results in significant improvements to the representation of multi-scale geological heterogeneity and the prediction of flow through that heterogeneity. The research builds on 20+ years of development of innovative numerical methods in geophysical fluid mechanics, refined and modified to deal with the unique challenges associated with reservoir simulation.
4. A grid is defined within each reservoir zone, which subdivides the reservoir volume into a large number (currently c. 1×10 7 , increasing by approximately one order of magnitude every 10 years) of smaller, discrete volumes (grid cells), which are close to k-orthogonal (e.g. Cartesian, cornerpoint or 'Voronoi' / 'PErpendicular BIsector' (PEBI) grids; Heinemann et al., 1991; Gunasekera et al., 1997; Mlacnik et al., 2003; Wu and Pareshkevov, 2009) . The grid cells typically have aspect ratios of order 1-1 in plan-view (x-y) and 100-1 in cross-section (x-z or y-z). The spatial resolution of the grid dictates the spatial resolution of all subsequent modelling steps. 5. Each grid cell is assigned a unique facies code, typically using one of a number of geostatistical methods, such as sequential-indicator simulation (SISIM; e.g. Journel and Huijbregts, 1978) , object-based modelling (OBM; e.g. Haldorsen and Damsleth, 1990) , truncated Gaussian simulation (TGSIM; e.g. MacDonald and Aasen, 1994) or multiple point statistics (MPS; e.g. Strebelle, 2002) . These methods honour (i.e. leave unchanged) the known data in grid cells intersected by a well and attempt to replicate the conceptual geological model(s) developed for the reservoir zone, recognizing that the values assigned to the numerous cells not intersected by a well are uncertain. 6. Each grid cell is assigned a unique value of porosity and permeability, typically using simple interpolation (distanceweighted averaging) or one of a number of geostatistical methods such as kriging (e.g. Journel and Huijbregts, 1978) , sequential-Gaussian simulation (SGS; e.g. Deutsch and Journal, 1998) or MPS, within each of the facies types modelled in the previous step. These methods honour the known data in grid cells intersected by a well and attempt to replicate the spatial variations in porosity and permeability within a given facies type, recognizing that the values assigned to the numerous cells not intersected by a well are uncertain. 7. Upscale the porosity and permeability values modelled on the fine-scale to a coarser-scale, k-orthogonal grid.
Upscaling porosity is straightforward; upscaling permeability is challenging and numerous methods have been proposed (see Renard and de Marsily, 1997 for a review). 8. Assign relative permeability and capillary pressure curves to each coarse grid-cell, and define fluid properties and initial reservoir conditions (e.g. Mattax and Dalton, 1990 ). 9. Simulate flow using one of a number of commercially available simulators, in which the approach used to discretise and solve the governing equations is based on the 'Two-Point Flux Approximation' (TPFA) and requires k-orthogonal grids (or grids that deviate from k-orthogonality by only a few degrees; e.g. Gunasekera et al., 1997, Wu and Pareshkevov, 2009 ).
Despite the ubiquity and longevity of this workflow, it is well known that key geological heterogeneities, and key aspects of flow, are often not captured in the resulting simulation models. The problem with using strictly rectangular (Cartesian), approximately rectangular (cornerpoint), or PEBI grids of a given spatial resolution, is that they often provide a poor representation of geological heterogeneity. As numerous studies have demonstrated, geological heterogeneities have complex geometries that occur over a broad range of length-scales; these features are difficult to represent using Cartesian/cornerpoint/PEBI grids (e.g. Jones et al., 1994 Jones et al., , 1995 Kjønsvik et al., 1994; White and Barton, 1999; White et al., 2004; Sech et al., 2009; Choi et al., 2011) . The upscaling step typically results in a further loss of fidelity (e.g. Renard and de Marsily, 1997) . In conventional reservoir simulation, the same fixed ('coarse') grid resolution is used throughout a given reservoir zone. However, in many production scenarios, higher grid resolution is required in specific regions of the model where gradients in a property of interest (e.g. pressure, saturation, concentration) are large, and lower resolution is acceptable elsewhere. For example, during waterflooding, high resolution is required close to the migrating waterfront where the saturation gradient is large but, behind the front, the saturation changes gradually and high resolution is not required. A more efficient use of computational effort is to adapt the grid in space and time to be refined where necessary. In this paper, we describe a new approach to reservoir modelling and simulation that employs 1. A surface-based representation of geological heterogeneity, constructed without reference to an underlying grid. 2. Unstructured, non k-orthogonal meshes to discretise the rock volumes defined by the surfaces. 3. Control-volume-finite-element (CVFE) methods to solve the governing flow equations. 4. Adaptive gridding to focus computational effort on regions of the reservoir where it is required.
Many of the ideas presented in the paper are not new; for example, surface-based modelling has been discussed by a number of authors (e.g. Denver and Phillips, 1990; Hamilton and Jones, 1992; Hu et al., 1994; MacDonald et al., 1998; Deutsch et al., 2001; Pyrcz et al., 2005; Sech et al., 2009; Zhang et al., 2009) , as has the use of unstructured meshes (e.g. Verma, 1995; Edwards, 2002; Wheeler and Yotov, 2006; Matringe et al., 2007) , mesh adaptivity (e.g. Deb et al., 1995; Sammon, 2003; Christensen et al. 2004; Nilssen et al. 2005) and CVFE methods for reservoir simulation (e.g. Fung et al., 1992 Fung et al., , 1993 Durlofsky, 1993 Durlofsky, , 1994 Verma and Aziz, 1997; Geiger et al., 2004) . However, an integrated workflow that incorporates each of these methods has not yet been presented, yet such an approach is required to properly realize their benefits. For example, surface-based modelling is restricted by the use of conventional (Cartesian/cornerpoint/PEBI) grids which poorly represent complex geometries, and are much better suited to unstructured, tetrahedral meshes. However, these non k-orthogonal meshes cannot be used in conventional reservoir simulators. Conversely, CVFE and related numerical methods for reservoir simulation are poorly suited to the conventional grid-based models produced by the current generation of reservoir modelling workflows. Moreover, previous studies of adaptive gridding for reservoir simulation used conventional, grid-based geological models as input, so the adaptive simulation grid was different to the grid used to model petrophysical properties.
Consequently, the properties needed to be re-scaled (up-, cross-or down-scaled) onto the simulation grid, each time the simulation grid cells changed in size. The computational effort required to achieve this scaling outweighs the benefit of selective grid refinement (e.g. Deb et al., 1995; Sammon, 2003; Christensen et al., 2004; Nilssen et al., 2005) . The novel aspect of the work presented here lies in the implemetation of each method and their integration within a new workflow that allows the benefits of each to be maximized. The paper is structured in four parts. Firstly, the surface-based approach to reservoir modelling is outlined. Secondly, we discuss the use of adaptive, unstructured grids for reservoir simulation and the integral link between this and surface-based modelling. Thirdly, we give a brief review of our approach to solve the governing flow equations on the unstructured grid using CVFE methods. Finally, we present results obtained from a number of benchmark problems and test cases, and compare these with conventional modelling and simulation approaches.
Surface-based reservoir modelling
In the standard workflow described above, surfaces are used to define structural and stratigraphic heterogeneity in the first three steps; it is only at the stage of facies and petrophysical modelling that a grid is introduced. We suggest that surfaces should also be used to model facies boundaries. Any of the standard SISIM, OBM, TGSIM or MPS facies modelling algorithms produce discrete facies types. Rather than modelling these facies types on a pre-defined grid, the boundaries between facies types can be modelled using surfaces (e.g. Fig. 1 ). This allows structural, stratigraphic and sedimentological heterogeneities to be modelled in an integrated way using a hierarchy of surfaces. We further suggest that any geological heterogeneity, whether structural, stratigraphic, sedimentological or diagenetic in origin, that impacts on the spatial distribution of petrophysical properties such as porosity, permeability, relative permeability or capillary pressure, should be modelled as one or more discrete volumes bounded by surfaces (e.g. Fig. 2 ). Within these discrete volumes, which we term 'geological domains', the petrophysical properties are constant. This is equivalent to a grid-based approach to reservoir modelling, in the sense that petrophysical properties within each grid cell volume are constant. Any discretized approach to modelling must subdivide space (and time) into uniform intervals. However, in our approach, petrophysical properties are constant within geologically defined domains, rather than within grid cell volumes of arbitrary size and shape. We propose this approach because it offers distinct advantages in allowing reservoir simulation using unstructured and adaptive grids. Moreover, models constructed on a grid are unlikely to capture the spatial distribution of petrophysical properties properly. Current reservoir modelling workflows have reached a position where models are judged to be 'realistic' even though porosity and permeability values vary from grid cell to grid cell at a spatial resolution that is dictated by the chosen grid, rather than the underlying geology. In contrast, we argue that if there is an identified geological heterogeneity controlling the spatial distribution of petrophysical properties, then this heterogeneity should be explicitly modelled using surfaces. Where such heterogeneity has not been identified, or is at a length-scale below that which can be explicitly captured in the model, the petrophysical properties should not be varied. We should not pretend that spurious variations in modelled petrophysical properties between grid cells are more realistic than constant values modelled within a well defined geological architecture.
Petrophysical properties within the geological domains may be determined from core-or log-derived data, or may be upscaled from smaller-scale models that capture the impact on flow of heterogeneities below the resolution of the modelled surfaces. Similar approaches are used to assign petrophysical properties in conventional, grid-based models (e.g. Pickup et al., 1994; Kjønsvik et al., 1994; Jones et al., 1995) . Ideally, properties that represent the smaller-scale heterogeneities would be derived at the Representative Elementary Volume (REV) for a given small-scale heterogeneity, in which case they represent effective properties that can be assigned to rock volumes in the model regardless of the their size (e.g. Renard and de Marsily, 1997; Jackson et al., 2003; Nordahl and Ringrose, 2008) . However, it may not always be possible to identify the REV. In this case, upscaled properties are not generally representative of the smaller-scale heterogeneities, but represent equivalent properties that depend on the volume of the sample from which they were derived (Renard and de Marsily, 1997) . Nevertheless, using these equivalent properties in larger-scale models is likely to be better than omitting the smaller-scale heterogeneity entirely. These issues are identical to those faced when building conventional, grid-based models, where gridcell volumes rarely correspond to the REV for the smaller-scale heterogeneities they contain. 
Methodology for surface-based modelling
The surface-based modelling methodology has been described elsewhere (e.g. Jackson et al., 2005; Sech et al., 2009; in press) and we provide only a brief summary here. It is, in principle, simple: numerous surfaces are used to represent key geological heterogeneities prior to generating a grid for flow simulation. Each surface denotes either:
1. A fault surface; 2. A stratigraphic surface; 3. A boundary between facies associations, and/or facies types within facies associations, and/or rock types or lithologies within facies types; 4. A boundary between different regions of diagenetic modification of rock properties. The method could be extended to include fractures, but we do not include these here (see Matthäi et al. 2007 and Paluzny et al. 2007 for fracture applications). The surfaces are ranked into a hierarchy based upon relationships that specify which surfaces truncate, are truncated by, or conform to, other surfaces. In detail, this hierarchy will depend upon the reservoir being modelled and should be identified prior to model construction; similar hierarchies are (or should be) used in conventional, grid-based modelling approaches (see, for example, Kjønsvik et al., 1994; Jones et al., 1995; Sech et al., 2009; Choi et al., 2011) . A hierarchy of heterogeneity is also implicitly embedded in the workflow described in the introduction: 'large-scale' heterogeneities, which are identifiable in seismic or can be correlated between wells, are modelled deterministically as surfaces, 'medium-scale' heterogeneities, which cannot be correlated between wells, are modelled stochastically using grid-based techniques, and 'small-scale' heterogeneities, which are below the resolution of the model grid, are omitted.
In general, the hierarchy will be similar to the list order shown above (e.g. Fig. 2 ). Fault surfaces are typically at the top of the hierarchy, because these truncate other surfaces; however, there may be a hierarchy of fault surfaces that dictates which faults truncate other faults, and which are truncated. Stratigraphic surfaces are typically next in the hierarchy, as these are often truncated by faults but truncate facies boundaries; again, there will be a hierarchy of stratigraphic surfaces. In some cases, fault surfaces may be eroded (truncated) by stratigraphic surfaces, in which case these younger stratigraphic surfaces are located above the older faults in the hierarchy. Next are facies associations, then facies types within facies associations, then lithologies or rock types within facies types. Not all of these subdivisions may be required in a given reservoir model. Each facies association / facies type / rock type / lithology is modelled sequentially, according to rules that define which surfaces can truncate previously modelled surfaces, and which are truncated by previous surfaces. Similar rules are used in object-based modelling, to define the interactions between objects (e.g. Haldorsen and Damsleth 1990) . Modelling of diagenetic volumes depends upon whether cementation is controlled by structure, stratigraphy, facies or a combination of these factors. Regardless of the type of heterogeneity they represent, the surfaces can be generated in a number of ways: For the 3D test cases presented here, the GMSH meshing package (Geuzaine and Remacle, 2009 ) was used to generate an initial triangulation of the surfaces defining the geologic domains via the MeshAdapt algorithm. This triangulated representation of the model geometry is preserved throughout application of mesh adaptivity; element faces which lie on the surfaces may be subdivided or rejoined, but never removed. Thus, the geological domains are preserved during mesh adaption to flow-related fields. The initial 3D tetrahedralizations are generated through repeated application of the meshadaptivity routine, constrained to generate the desired number of degrees of freedom, starting from a Delaunay tetrahedralization generated via GMSH. The adaptivity routine (see Pain et al. 2001 for a full description) commences by estimating the L2 norm of the local interpolation error induced by the piecewise linear FE representation, using the weighted norm of the Hessian matrix of specified fields (here we use water saturation, but other fields could be used instead of, or in addition to, this), projecting variables defined in the CV space into the FE space as necessary. Additional bounds are specified as necessary to control maximum and minimum element dimensions, as well as the desired number of degrees of freedom and the local metric change between neighboring elements. These constraints are combined to generate a unified metric field specifying the preferred anisotropic mesh resolution.
Given this target metric, a new computational mesh is generated from the existing one via sequential application of local remeshing, i.e. by iteratively modifying the mesh structure in those regions where the current mesh resolution lies far from the desired one. The existing mesh is thus locally coarsened or refined until the required length-scales are obtained or no further improvement is possible. Specifically, the adaptivity algorithm attempts to adapt each candidate element in turn by:
1. Refinement by edge splitting, inserting a new vertex in the midpoint of a tetrahedron edge and generating the additional tetrahedral elements which will share it. 2. Coarsening by edge collapse, replacing a tetrahedron edge with a new vertex lying at its midpoint and removing the zero-volume elements this produces. 3. Face-edge and edge-face swapping, i.e. introducing or deleting edge connections between vertices of element tuples forming convex hulls 4. Node movement, repositioning an individual vertice within the space spanned by the elements which have it in common. The change is accepted if it improves a quality criterion based on the fit to the target mesh resolution. If no improvement is possible, the element is removed from the candidate list. This local remeshing algorithm parallelises efficiently through separate application on each computational subdomain, with global communication only necessary for the subdomain boundaries or for load balancing purposes. When the mesh adaptivity algorithm has terminated, new values for the model data are calculated on the new mesh structure using a conservative Galerkin projection interpolation technique (Farrell and Maddison, 2011) .
Flow simulation using CVFE methods
We solve the governing multiphase porous media flow equations on the unstructured, tetrahedral mesh described previously using a novel formulation termed the overlapping control volume -discontinuous Galerkin finite element method (OCV-DGFEM). The method is based on an overlapping scheme for CVFE method mixing formulation, and the recently developed P N (DG)-P N+1 tetrahedral element types, which have a discontinuous N th -order polynomial representation for velocity and a continuous (order N+1) representation for pressure. The underlying mass balance equations are solved in control volume (CV) space and a Petrov-Galerkin finite element (FE) method is used to obtain the high order fluxes on CV boundaries which are limited to yield bounded fields. The family of P N (DG)-P N+1 element pairs was originally introduced by Cotter et al. (2009b) (see also Cotter and Ham, 2011) for geophysical fluid dynamics applications (Fig. 4a) . In particular, the P 1 DG-P 2 element pair (linear discontinuous polynomial FE basis function for velocity (P 1 DG) and quadratic polynomial FE basis function for pressure (P 2 )), was developed to represent the balance of geostrophic pressure and velocity without introducing spurious pressure modes. Any numerical discretization that is not based upon quadrilateral and hexahedral meshes very often results in spurious pressure modes due to the unbalanced number of velocity and pressure degrees-of-freedom (Sollie and Bolchove, 2006; Cotter et al, 2009a) . However, tests on the P 1 DG-P 2 element pair proved that it is Ladyzhenskaya-BabuskaBrezzi (LBB) stable (see Ladyzhenskaya, 1969; Babushka, 1971; Brezzi, 1974) and does not yield spurious pressure modes on arbitrary unstructured meshes. Additionally, this family of FE, when used with the OCV-DGFEM method presented here, results in the exact balance represented by the multiphase Darcy equation.
Overlapping Formulation for Multiphase Darcy Equation
We write Darcy's law for the flow of N p immiscible fluid phases as 
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is discretized in space with CV basis functions M i and in time with the -method, which smoothly switches from CrankNicolson (CNM) to backward-Euler (BE) methods (see Gomes et al., 2008; in review) . The CNM has the simplicity of a two-level time-stepping method and is unconditionally stable. However, large grid Courant numbers can result in oscillations and unphysical solutions; consequently, the parameter  is introduced to alternate the time-stepping scheme from secondorder (CNM,  = 0.5) to first-order (BE,  = 1.0) accurate. Summing the discretized form of (10) over all N p phases, we obtain the global continuity equation
Finite element interpolation of saturation and density fields are flux-limited in space and time, subject to the natural saturation constraint
and linear variation of density across the CV representation of pressure
Density is treated implicitly in pressure using a perturbation method approach (see Gomes et al., 2008) , avoiding differentiating complex (and potentially computational expensive) equations of state at each control volume within the domain. In matrix form, (13) becomes (14) where the inter-operability of CV-space ( 
where the diagonal matrix M CV is used to form M p in (14).
Flux-Limiting the Interface Velocity
To determine where to apply high-order fluxes, extrema are detected and quantified. For simplicity, we consider a 1-D element with scalar fields (e.g. saturation S ) at contiguous CVs u, c and d, and the face value, S f , between CVs c and d (Fig.   4b ). For a monotonic solution, we require
where is the non-dimensional, high-order face value, and the dimensionless upwind face value is
We obtain a linear combination ( ̅ ) of and such that ̅ is equal to when there is a local extrema ( ∉ 0,1 ) and the scheme becomes first-order, and ̅ moves smoothly between this and the high-order flux according to a normalized variable diagram (NVD, Jasak et al., 1999; Darwish & Moukalled, 1994) . The flux-limited solution is
where
Therefore, a first-order, non-oscillatory method is applied at an extremum; 2.0 is chosen as an upper bound, as this corresponds to a Total Variation Diminishing scheme (TVD) condition in 1D (Piperno and Depeyre, 1998; Jasak et al., 1999) . In a multi-dimensional geometry, when integrating over a CV face, the upstream CV is denoted c, and the downstream CV is denoted d. The corresponding solution variables (e.g. saturation field) are S c and S d , and the far-field upstream value is S u . The surface integral across the CV (second term in the curl-bracket in 13) is computed by summing the surface integrals (using Gaussian quadratures) over each face of the CV. The values of the solution variable at the Gauss points are limited using the NVD approach described previously, so no new extremum are introduced. The minimum S min and maximum S max values of S in all CVs are used to compute the solution variable at the Gauss integration points from the highorder solution variable S f (via 19) with
This allows the application of flux-limiting as described in (19)- (20). S min and S max can also be modified to account for differing aspect ratio between neighbor CVs. The most relaxed form of limiting (22) yields bounded schemes and introduces less dissipation than other schemes. This flux limiting method prevents any new extremum from forming.
The velocity at the interface between two control volumes is determined by calculating the interface absorption term int based on an upstream fraction (a function of the size of the surrounding CVs and the respective FE-based velocities). Absorption terms from both sides of the same face are defined as a Taylor expansion on the saturation solution variable
This results in the projection of the phase-based absorption term  k and its tensor gradients ⁄ into the normal of the CV interface (24a) (24b) where ∈ , . The interface saturation ( ) is obtained from the finite element interpolation of the CV solution (20-23). In the integral across the control volume (second term in the curl-bracket in 13), . is limited according to the variation of the square of the saturation field, using the NVD limiting approach with a limiting value of saturation ( ) 2 .
Projection Method Solution
The pressure matrix equation is realized by summing the CV-based discretized global mass balance (14) and overlapping CV-FEM-based discretized Darcy equations
Using the discontinuous velocity within an element, the matrix is block diagonal and can be easily inverted (with each block being local to an element 
Equation (26) is solved for pressure, , and the velocity is corrected by * *
A full description of the solution method can be found in Gomes et al. (in review) .
IMPES formulation for the P 0 (DG)-P 1 element pair
For the 3D adaptive test cases presented here, we assume incompressible flow of two immiscible fluid phases and, neglecting boundary conditions and additional source terms, equations (3) and (4) may be inverted to obtain
Consequently, the velocity on a shared CV-FE facet is the product of the (piecewise constant) phase mobility and elementwise gradient of pressure. We also apply an implicit pressure, explicit saturation (IMPES) formulation, in which the volume integral in equation (11) vanishes due to the constraint (12), so global continuity becomes a linear equation in discretized pressure of the form
The diagonal form of ensures it is trivially invertible and the divergence operator is chosen to lie prefentially in an upwind direction. Given an updated value of the invidual phase saturations are found for one phase by solving the individual phase saturation equations in the form
where is the CV volume. The saturation of the other phase is then calculated from (12). The time step Δ is constrained through an adaptive time-stepping routine, such that the maximum porosity scaled CFL condition across all phases is no greater than 0.5, while the ratio of a successive timestep to the previous one is bounded at 1.1. For the results presented here, we solve equation (29) using an iterative, Krylov subspace-based GMRES algorithm from the PETSc suite (Balay et al., 2012) , preconditioned with the boomerAMG algebraic multigrid (AMG) algorithm from the HYPRE library (Henson and Yang, 2002) . The AMG method generates an approximate matrix inverse to the fine scale problem by solving a related coarse problem (found from the structure of the matrix itself) and then interpolating back to the fine scale. This approximate inverse is used to accelerate the rate of convergence of the iterative solver. These methods are chosen for their known efficiency on sparse matrix problems for data with multiple scales, and for their highly parallelized implementations.
3-D test case models
We demonstrate the methodology using simple 3-D models that capture elements of geological heterogeneity, such as inclined boundaries between geologically-defined domains, pinched-out domains, and domains with widely-varying spatial dimensions, that are ubiquitous in reservoir models yet are surprisingly difficult to simulate conventionally without introducing unacceptably large numbers of cells or highly non-orthogonal grids. Using orthogonal grids to discretize such models requires inclined boundaries and pinched-out layers to be represented using a 'stair stepping' approach, in which high grid resolution is required to capture the geometries. Using a corner-point grid allows the boundaries to be represented more accurately at lower grid resolution, but the resulting grid is no longer k-orthogonal, so errors are introduced when flow is simulated using a conventional TPFA approach (e.g. Fig. 5) . We investigate 4 model geometries here. All models measure 1000m × 1000m × 10m, and represent a sector of a single reservoir zone taken from a larger model, which may contain 10s -1000s of geological features of similar type. We adopt this approach so the results of our CVFE simulations with adaptive meshing can be clearly observed; this is not possible in larger and more complex models.
Model 1 is homogenous, and is used to benchmark the numerical solutions for incompressible two-phase flow against the Buckley-Leverett solution (e.g. Dake, 1978) . Model 2 contains two domains of contrasting porosity and permeability (summarized in Table 1 ), separated by a vertical boundary that is parallel to the model boundary. Model 3 contains two domains with the same contrasting petrophysical properties, but the boundary is inclined relative to the model boundaries. Models 2 and 3 represent faults that juxtapose rock types of contrasting permeability. Initial volumes of oil-in-place in these models are identical; differences arise only through the approach used to discretize the models. Model 4 contains a domain of high permeability that pinches-out in the centre of the model; such geometries are ubiquitous in a wide variety of depositional environments, such as the margins of high permeability, channel-fill sandbodies in fluvial and deepwater environments, and distal pinchouts of high permeability sandbodies and carbonate shoals in shallow marine environments.
We simulate incompressible, two-phase displacements, with the wetting water phase injected into models initially containing non-wetting oil and immobile, irreducible water. We compare solutions obtained using our CVFE numerical approach and an adaptive, unstructured grid, against those obtained using a commercial simulator (Eclipse 100) and a fixed grid. The commercial simulator models are gridded in several different ways. In the first, we use the surfaces that delimit the geological domains to constrain the grid architecture; this approach yields cornerpoint (denoted 'cp') grids in which the grid boundaries follow the geological domains (e.g. Fig. 5E, F) . In the second, the grid architecture is dictated by the surfaces that represent the top and base of the reservoir zone captured in each model; this approach, typical of the modelling workflow outlined in the introduction, yields Cartesian (denoted 'ca') grids in which the geological domains 'stair-step' on the underlying grid (e.g. Fig. 5G, H) . Three different grid resolutions are tested, denoted 'fine', 'geological' and 'simulation'. The 'geological' grids contain grid blocks with sizes typical of full-field geological (static) models, while the 'simulation' grids contain grid blocks with sizes typical of full-field simulation models (Table 2 ). In CVFE simulations using adaptive grids, the number of elements specified in Table 2 represents the maximum that can be used in a simulation; the number and spatial distribution of elements, and the dimensions and geometry of elements, vary as the simulation progresses. The boundary conditions in model 1 are a fixed flux of water over the inlet face (Darcy velocity of 10 -5 ms -1 or c. 0.85m/day), fixed pressure (0 Pa) on the outlet (opposing) face, and no flow across the other faces. In models 2-4, the boundary conditions are fixed pressure on the inlet (10 6 Pa) and outlet (0 Pa) faces, and no flow across the other faces. In the commercial simulations, the injection/production boundary conditions are approximated using vertical injection and production wells located in the grid blocks at the appropriate face, with large well connection factors and small, constant fluid densities used to ensure uniform injection flux or pressure, and uniform pressure at the outlet. The commercial simulator is run in IMPES mode with default timestepping (Schlumberger, 2012) . All models use the same Corey relative permeability curves, with the properties summarized in Table 1 . In the simulations we show here, gravity is neglected so the densities of oil and water are set to be equal; the viscosities are also assumed equal.
Results

Benchmarking against 1-and 2-D Buckley-Leverett solutions: fixed mesh
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s of geologica mpare solution methods and s s depend on g eakthrough oc at breakthrough re similar to h grid resolutio meability dom w in the low p most pronounc front has pass he displaceme (Fig. 8B) results from the different flow paths in the two gridding approaches; in the Cartesian grid, the flow should 'stair-step' along the boundary between the two domains; however, instead it moves directly towards the outlet face along each row of grid blocks, resulting in earlier breakthrough (Fig. 9A ). In the cornerpoint grid, flow is oriented parallel to the boundary between the two domains, which appears -at least visually -to better honor the effect of heterogeneity; however, in this case, flow is not oriented perpendicular to the grid block boundaries, violating the assumption of k-orthogonal flow (Fig. 9B) . The pressure gradient between inlet and outlet faces is not parallel to the flow as assumed in the discretization scheme, and the flow path between the faces is longer, leading to later breakthrough. In model 4, time to breakthrough, and oil recovery at breakthrough, vary significantly depending upon grid type (Cartesian versus cornerpoint) and resolution ('fine' versus 'geological'); moreover, the effect of grid type on breakthrough time depends on grid resolution. In the fine grid models, water breakthrough occurs earlier in the corrnerpoint grid but, in the coarse grid models, breakthrough occurs earlier in the Cartesian grid. This is because, in the fine Cartesian grid, flow tends to move parallel to the grid layers, so the focussing effect of the high permeability wedge on the injected water is not well captured, leading to late water breakthrough. Conversely, in the cornerpoint grid, the impact of the high permeability wedge is better captured, so breakthrough occurs earlier; however, even in this model, water breakthrough is delayed, because flow is restricted through the pinched-out cells at the point of the wedge: the downstream face of each pinched-out cell has zero thickness, so flow is forced through the upper and lower cell faces, perpendicular to the induced pressure gradient. The effect of this, with constant inlet pressure, is to delay the movement of water. In contrast, in the coarse ('geological') Cartesian grid (Fig. 10A) , flow again tends to move parallel to the grid layers, but numerical dispersion causes water to breakthrough earlier. In the coarse cornerpoint grid (Fig. 10B) , flow is again restricted through the pinched-out cells at the downstream point of the wedge, and this partially compensates for the increased numerical dispersion that results from grid coarsening. Consequently, water breakthrough in the coarse cornerpoint grid is later than in the equivalent Cartesian grid. In comparison to the conventional simulations, our CVFE method with adaptive meshing does a much better job of capturing the impact of heterogeneity on flow, despite using a maximum of 1000 nodes. In model 2, refining the mesh in the vicinity of the displacement front in each domain reduces numerical dispersion; moreover, refining the mesh at the boundary between the two domains also preserves the sharp saturation contrast between the layers (Fig. 11A ). This yields later breakthrough, a much more rapid increase in watercut post-breakthrough, and lower oil recovery (at late times) than predicted by the conventional simulations, because water injected into the high permeability domain does not flow as rapidly across the boundary into the low permeability domain. Even in model 2, in which the principal heterogeneity is oriented parallel to the conventional (Cartesian) grid and conventional simulation should do well, adaptive meshing yields benefits; the advantages of simulating on an adaptive, unstructured mesh are more marked in models 3 and 4. In model 3, refining the mesh reduces numerical dispersion, and also yields a much better representation of flow along the inclined boundary between the two domains ( Fig. 11B ; compare with Fig. 9A, B ). This yields a breakthrough time similar to the fine Cartesian grid but, at late times, oil recovery similar to the fine cornerpoint grid. The most signficiant advantages of adaptive meshing are seen in model 4, in which the effect on flow of the dipping, high permeability domain is much better captured ( Fig. 11C elsewhere. This is clearly demonstrated in the homogenous model 1 we test here, where an adaptive grid containing a maximum of 125 nodes is able to reproduce the Buckley-Leverett solution much more accurately than an equivalent conventional simulation model containing 1000 grid-blocks, and out-performs a refined conventional simulation using 32,000 blocks. Moreover, CPU times for the conventional simulation with 32,000 blocks, and adaptive simulation with 125 CVs, are comparable (of order 90s on a single 2.8Ghz processor), although we have made no effort at this stage to optimise the performance of our code. Secondly, multi-scale heterogeneity is much better captured using an unstructured mesh, because the mesh size and geometry can adjust to follow surfaces describing complex reservoir geometries over a wide variety of length-scales. This is demonstrated by the heterogeneous models 2-4 we test, which contain simplified representations of common geological heterogeneities that are surprisingly difficult to simulate conventionally, without introducing unacceptably large numbers of cells or highly non-orthogonal grids. The results obtained from these models using conventional simulation are clearly dependent on grid type (cornerpoint versus Cartesian) and resolution.
Our surface-based modelling approach allows adaptive meshing to be used in reservoir simulation without requiring petrophysical properties to be re-scaled each time the mesh is changed, because the mesh is coarsened or refined only within the domains defined by the surfaces. Petrophysical properties are constant within these domains. Initially, the surfaces are coarsely meshed, whilst preserving their architecture to a pre-defined tolerance. Where necessary, the mesh is refined to capture flow, and petrophysical properties are simply assigned to new mesh elements based on the domain within which they are located. Once the saturation front or other flow feature of interest has passed, the mesh is coarsened again. Note that we have focussed on using mesh adaptivity to capture sharp changes in saturation, but the method is not restricted to this. Any spatial property can be use to drive adaptivity, such as fluid pressure, component concentration, reaction rate, solid stress, and temperature. As the mesh adapts, the surfaces defining the geological domains are preserved, so adaptivity does not compromise the geological model.
There is an intimate and symbiotic link between surface-based modelling, mesh design for flow simulation, and adaptation of the mesh during simulation to capture key aspects of the flow. The most significant advantages of surfacebased modelling are observed when used in conjunction with an adaptive mesh simulator; likewise, adaptive mesh simulation is only feasible when used in conjunction with surface-based reservoir models. Implicit in this approach is the assumption that upscaling from 'geological' to 'simulation' model is not required. The two models are identical, except that in the former, no grid or mesh has been defined within the reservoir volume.
The results we present here represent only the first steps in the development, testing and application of a new workflow for reservoir modelling. Ongoing work is currently focussed on 1. Full implementation of implicit timestepping and higher-order discretization. The code for this has been developed and tested on fixed meshes (see, for example, Fig. 6 ), but has not yet been integrated with the existing mesh adaptivity algorithm. 2. Parallelisation. None of the CVFE simulations presented here were run in parallel, but test versions of the code have MPI parallel support and demonstrate outstanding parallel scaling to 8K processors. Moreover, the code has combined open-MP and MPI support separately for mesh adaptivity and the assembly of the equations, and we are leading the hybridization (combined open-MP and MPI) of the linear solver PETSc within the code. These have been tested individually, but not combined as yet. 3. Additional reservoir physics, such as gravity and capillary forces, compressibility, and component transport. The full code already includes these effects (see Gomes et al, in review) , but they are still undergoing testing. 4. Representation of wells. Conventional simulation models often fail to properly describe the location of wells, and flow into and out of the wells, because well locations are constrained by the pre-defined grid and flow is described using equations that simplify the local flow field and well geometry (e.g. Mattax and Dalton, 1990) . Adaptive gridding allows well locations to be preserved; indeed, the well trajectory constitutes an internal boundary that is used to constrain the mesh geometry (e.g. Deb et al., 1995) . 5. Testing of production scenarios. In this paper, we have demonstrated a small number of the advantages of surfacebased modelling, adaptive unstructured meshing and CVFE methods for flow simulation. The approach preserves key flow features associated with realistic geological features that are typically lost. However, it may also be used to capture near wellbore flow features such as cusping and coning. At present, these are, at best, captured by local grid refinements implemented by hand but, more typically, are simply lost. In the approach suggested here, the mesh can automatically adapt to capture changing pressure or saturation as new wells or completions are opened to flow; conversely, if a well is shut-in or completions are closed off, the mesh can coarsen again. Gravity tongues can also be automatically captured, as can viscous fingers. Reaction fronts in IOR/EOR simulations can be used to drive mesh adaptivity. It is also possible to adapt the mesh to capture changing rock geometries, such as those resulting from compaction or fracture. Flow simulation approaches using finite-element grids are closely compatible with the finite-element approaches typically in geomechanical models, and we envisage a coupled approach in which changes in geometry predicted by geomechanics are captured by modifying the surfaces in the simulation model, and the simulation mesh is updated in response. 6. Real field applications. To demonstrate the capabilities of the method, we have presented results from some simplified test models. We are currently applying the method to more complex models, including those of real fields.
