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Abstract
The representer theorem is one of the most important mathematical foundations
for regularised learning and kernel methods. Classical formulations of the theo-
rem state sufficient conditions under which a regularisation problem on a Hilbert
space admits a solution in the subspace spanned by the representers of the data
points. This turns the problem into an equivalent optimisation problem in a
finite dimensional space, making it computationally tractable. Moreover, Ba-
nach space methods for learning have been receiving more and more attention.
Considering the representer theorem in Banach spaces is hence of increasing
importance. Recently the question of the necessary condition for a representer
theorem to hold in Hilbert spaces and certain Banach spaces has been consid-
ered. It has been shown that a classical representer theorem cannot exist in
general in non-reflexive Banach spaces. In this paper we propose a notion of
approximate solutions and approximate representer theorem to overcome this
problem. We show that for these notions we can indeed extend the previous re-
sults to obtain a unified theory for the existence of representer theorems in any
general Banach spaces, in particular including l1-type spaces. We give a precise
characterisation when a regulariser admits a classical representer theorem and
when only an approximate representer theorem is possible.
Keywords: representer theorem, approximate representer theorem, regularised
interpolation, regularisation
1 Introduction
It is a common approach in learning theory to formulate a problem of estimat-
ing functions from input and output data as an optimisation problem. Most
commonly used is regularisation, in particular Tikhonov regularisation where
we consider an optimisation problem of the form
min {E((⟨f, xi⟩, yi)mi=1) + λΩ(f) ∶ f ∈ H}
where H is a Hilbert space ⟨⋅, ⋅⟩, {(xi, yi) ∶ i = 1, . . . ,m} ⊂H×Y is a set of given
input/output data with Y ⊆ R, E∶Rm × Y m → R is an error function, Ω ∶H → R
a regulariser and λ > 0 is a regularisation parameter. The representer theo-
rem is one of the most important mathematical foundations for such regularised
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learning problems. It states that under certain conditions on the regulariser the
optimisation problem has a solution in the finite dimensional subspace spanned
by the data points xi ∈H, making it computationally tractable.
While these problems are well understood in Hilbert spaces, Banach space meth-
ods have been receiving more and more attention in machine learning for various
reasons, such as e.g. the richer geometric variety in comparison to Hilbert spaces,
and certain desirable properties of Banach space norms such as the l1 norm in-
ducing sparsity of the solution vector. We are thus going to consider the more
general regularisation problem
inf {E((Li(f), yi)mi=1) + λΩ(f) ∶ f ∈ B} (1)
where B is a Banach space and the Li are continuous linear functionals on B.
This framework is general enough to include all classical Hilbert space techniques
such as least squares, SVMs and Kernel PCA but also their counterparts in re-
producing Kernel Banach spaces introduced by Zhang, Xu and Zhang [20, 21].
Furthermore it includes popular regularisation frameworks such as lasso [19] and
its variants, e.g. square-root lasso [3].
Moreover, while the Li could be simple point evaluations Li(f) = f(xi), phras-
ing the problem using general linear functionals has the advantage of including
other interesting cases such as local averages of the form L(f) = ∫B f(x)dP (x)
where P is a probability measure on B.
With the data given as functionals in the dual space B∗ it is clear that the
representer theorem in Banach spaces in fact has to be rooted in the dual space
rather than the space itself, as can also be seen in the work by Micchelli and
Pontil and Zhang, Xu and Zhang [13, 20, 21] and our earlier work [15, 16]. It
turns out that the representer theorem is closely related to the properties of the
duality mapping
J ∶ B → 2B∗ J(f) = {L ∈ B∗ ∶ L(f) = ∥L∥ ⋅ ∥f∥, ∥L∥ = ∥f∥} (2)
This does not become apparent in Hilbert spaces as the duality mapping is the
identity. Before we discuss this in more detail we introduce another common as-
sumption to simplify the problem. While in applications we are often interested
in regularisation problems of the form (1), Argyriou, Micchelli and Pontil [2]
and our earlier work [15, 16] show that in Hilbert spaces and reflexive Banach
spaces under very mild conditions (1) admits a representer theorem if and only
if the regularised interpolation problem
inf {Ω(f) ∶ f ∈ B, Li(f) = yi ∀i = 1, . . . ,m} (3)
admits a representer theorem. Here by admitting a representer theorem we
mean that a solution determined by a linear combination of the data always
exists whenever the constraints can be satisfied. In this case we will call Ω ad-
missible. The connection between regularisation and regularised interpolation
is not surprising as the regularisation problem is more general and one obtains
a regularised interpolation problem in the limit as the regularisation parameter
goes to zero. Thus we can, and will, focus our attention on the regularised in-
terpolation problem which is more convenient to study. The precise statement
of this fact with the required conditions and its proof for general Banach spaces
are presented in appendix D, as the proof only requires a few technical modifi-
cations from the one presented in our previous work [16]. Note that in fact any
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representer theorem for regularised interpolation holds for any regularisation
problem with the same regulariser without any further assumptions. Thus any
representer theorem for regularised interpolation proved below is immediately
valid for regularisation problems of the form (1).
It is well known that a regulariser is admissible if it is a nondecreasing function
of the Hilbert space norm. By a Hahn-Banach argument as e.g. by Zhang and
Zhang [21] the same is true for reflexive Banach spaces. Argyriou, Micchelli and
Pontil [2] showed that this condition is also necessary for differentiable regu-
larisers on Hilbert spaces. Dinuzzo and Scho¨lkopf [8] extend this result to lower
semicontinuous regularisers on Hilbert spaces. Recently we removed the regu-
larity assumptions on the regulariser [15], proving that an admissible regulariser
cannot be very far from being a nondecreasing function of the norm, in a sense
made precise in the paper. Moreover the results apply to uniformly convex, uni-
formly smooth Banach spaces, extending the theory to a wide range of Banach
spaces. More recently we further showed that in fact the same necessary and
sufficient condition holds for reflexive Banach spaces [16]. It is interesting, and
instructive for this work, to note that our previous work clearly highlights the
relationship between the properties of the duality mapping (2) and the formu-
lation of the representer theorem. To account for the nonlinearity of the duality
mapping in uniform Banach spaces [15] we defined a regulariser to be admissible
if there exists a solution f0 to (3) with dual element in the linear span of the
linear functionals defining the interpolation problem, i.e. ∑ ciLi = J(f0). To
account for the duality mapping not being univocal in Banach spaces which are
not smooth [16] this equality turns into an inclusion, i.e. ∑ ciLi ∈ J(f0).
Moreover, by giving a counterexample [16] we showed that it is not possible in
general to obtain a representer theorem in this sense if the space is not reflex-
ive. This is unfortunate since l1, which is frequently used in applications, is not
reflexive. Only the finite dimensional l1n is reflexive.
To overcome this issue we propose to follow the approach of reflecting the prop-
erties of the duality mapping in the formulation of the representer theorem.
The reason why a representer theorem in the above sense cannot exist in a non-
reflexive Banach space is that the duality mapping is not surjective. This means
that we cannot expect to find a solution with dual element in the linear span
of the linear functionals defining the optimisation problem as described above.
But Bishop and Phelps [4] prove that every Banach space is subreflexive, i.e.
the image of the duality mapping J is norm-dense in B∗. Thus we can hope to
be able to get arbitrarily close to span{Li}, i.e. dist(J(f0), span{Li}) < ε. This
leads to a notion of approximate solution and approximate representer theorem
which we are going to introduce in this paper. We are going to show that for
this weaker concept of solutions we can indeed obtain the immediate generali-
sations of the results of Argyriou, Micchelli and Pontil [2] and our earlier work
[15, 16]. This provides a unified theory for the existence of representer theorems
in arbitrary Banach spaces, in particular including l1-type spaces which are very
frequently used in applications.
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2 Approximate representer theorems
We let B be an arbitrary Banach space with duality mapping (2) and consider
the regularised interpolation problem (3). There are two main differences to the
setting of reflexive Banach spaces that need to be overcome.
Firstly, Argyriou, Micchelli and Pontil [2] and our earlier work [15, 16] assume
that a minimiser of (3) always exists, whenever the constraints can be satisfied.
But in a non-reflexive Banach space we cannot expect the minimum of (3) to
always be attained. More precisely, if we denote by Z the subspace
Z =⋂ mi=1 ker(Li)
it is easy to see that solving the minimal norm interpolation problem, i.e. the
case Ω(f) = ∥f∥B in (3), is equivalent to minimising inf{∥f + fT ∥B ∶ fT ∈ Z}
where f ∈ B is any function satisfying the interpolation constraints. In other
words the infimum of the minimal norm interpolation is attained at f0 if and
only if the distance of 0 to the affine space f +Z is attained at f0 ∈ f +Z. It is
well known that such f0 does not always exist if B is not reflexive. Now different
values of the yi correspond to different shifts f of Z so that if the distance is
attained, it happens at different points. Thus a solution to the minimal norm
interpolation always exist for any given data exactly when Z is proximinal.
Definition 2.1 (Proximinal Subspace)
Let V be a real normed vector space andW ⊂ V a closed subspace of V . We
say W is proximinal if the distance from any point in V to W is attained,
i.e. for every x ∈ V there is a y ∈W such that ∥x − y∥V = dist(x,W ).
Following this intuition, instead of assuming a solution to the regularised in-
terpolation always exists when the constraints can be satisfied, we will assume
that a solution to eq. (3) always exists if Z is proximinal. While in a reflexive
space every closed linear subspace is proximinal the question becomes a lot more
delicate in non-reflexive spaces and there are spaces which contain in a sense
very few proximinal subspaces, e.g. no proximinal subspace of finite codimension
greater than one [14, 12]. Conditions for when a subspace is proximinal are still
an active area of research. Some good references for what is known include the
books by Singer, Holmes and Conway [18, 11, 7]. We state two results which
are of particular relevance to our work in appendix E.
Secondly the duality mapping J is surjective if and only if the space is re-
flexive. Thus spanLi may not be entirely contained in the image of J , or as
we illustrate in our earlier work [16], possibly even J(B) ∩ span{Li} = ∅. We
thus cannot hope for a solution with a dual element in the linear span of the
functionals, i.e. J(f0) ∩ span{Li} ≠ ∅. But since every Banach space is sub-
reflexive [4], which means the image of the duality mapping is norm dense in
the dual space, we might expect to be able to get arbitrarily close to the linear
span, i.e. dist(J(f0), span{Li}) < ε.
Combining both, approximation of the infimum in (3) and norm-closeness to the
span of the Li leads to the afore mentioned notion of approximate solution and
approximate representer theorem and hence a new definition of admissibility of
regularisers.
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Definition 2.2 (Admissible Regularizer)
We say a function Ω ∶ B → R is admissible if for any m ∈ N and any given
data {L1, . . . , Lm} ⊂ B∗ and {y1, . . . , ym} ⊂ Y such that the interpolation
constraints can be satisfied the regularised interpolation problem eq. (3)
either
(i) Admits a solution f0 such that there exist coefficients {c1, . . . , cm} ⊂ R
such that
Lˆ =
m
∑
i=1
ciLi ∈ J(f0) if Z = ⋂
i∈Nm
ker(Li) is proximinal
(ii) Or otherwise admits for every ε > 0 an approximate solution f ε
0
such
that
Ω(f ε0) ≤ inf {Ω(f) ∶ f ∈ B, Li(f) = yi∀i = 1, . . . ,m} + ε
and there exist Lˆ ∈ J(f ε
0
) and coefficients {c1, . . . , cm} ⊂ R such that
∥Lˆ −
m
∑
i=1
ciLi∥B∗ < ε
2.1 Existence of approximate representer theorems
We now show that with this notion of admissibility we can indeed obtain the
analogue of the results of Argyriou, Micchelli and Pontil [2] and our previous
work [15, 16] that being in a sense nondecreasing along tangents is a necessary
and sufficient condition for admissibility. As became apparent in the case of
reflexive Banach spaces [16], when the space is not strictly convex we can only
hope to characterise the regulariser as a function of the faces of the norm ball.
Recall that an exposed face F of the norm ball Br ⊂ B is a non-empty subset
of Br such that F = {x ∈ Br ∶ L(x) = supy∈Br L(y)} for some L ∈ B∗ (for more
details see e.g. [10, 1]).
Lemma 2.3
A function Ω ∶ B → R is admissible if and only if for every exposed face of
the norm ball, Ω attains its minimum in at least one point and for every
f in the face where the minimum is attained and every L ∈ J(f) exposing
the face and every fT ∈ ker(L) we have
Ω(f + fT ) ≥ Ω(f)
Definition 2.4
We are going to refer to the points lemma 2.3 applies to as admissible points.
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Proof:
Part 1: Ω admissible ⇒ nondecreasing along tangential directions
Fix any f ∈ B and consider, for L ∈ J(f) arbitrary but fixed, the regularised
interpolation problem
min{Ω(g) ∶ g ∈ B, L(g) = L(f) = ∥f∥2}
Conway ([7] Prop. 4.7) proves that ker(L) is proximinal if and only if L is in the
image of the duality mapping. As Ω is assumed to be admissible we thus are in
the case (i) of definition 2.2 and there exists a solution f0 such that c ⋅L ∈ J(f0).
We can thus argue exactly as in the case of a reflexive space, we include the
short proof for completeness.
If there does not exist g ∈ B such that g ≠ f and L ∈ J(g) then the solution can
only be f itself. Then for any fT ∈ ker(L) also L(f + fT ) = L(f) = ∥f∥2 and
f + fT also satisfies the constraints and hence necessarily Ω(f + fT ) ≥ Ω(f).
But if there exists f ≠ g ∈ B such that L ∈ J(g) we have no way of making a
statement about how Ω(f) and Ω(g) compare. All we can say is that in this
face there is at least one point where the minimum of Ω is attained. It is clear
that for any of those minimal points the above discussion is true for L exposing
the face so that we obtain the tangential bound.
Part 2: Nondecreasing along tangential directions ⇒ Ω admissible
Fix any data (Li, yi) ∈ B∗ × Y for i = 1, . . . ,m such that the constraints can be
satisfied. We now have the two cases of definition 2.2 to consider.
Case 1: If Z is proximinal then by assumption there exists a solution f0 of the
regularised interpolation problem and we are looking for a solution in the sense
of definition 2.2 (i). We need to show that if f0 is not a solution in this sense
then there exists fT ∈ Z such that span{Li} ∩ J(f0 + fT ) ≠ ∅. It turns out that
the proof for reflexive Banach spaces [16] remains valid, and understanding its
main ideas is instructive for dealing with the second case. The proof is based
on minimising the functional
Ff0 ∶ B → R, Ff0(f) =
∥f−f0∥
∫
0
tdt =
∥f − f0∥2
2
(4)
over the subspace Z. Reflexivity of B is only used to ensure reflexivity of Z and
thus the existence of a minimiser on Z of the continuous, convex and coercive
functional Ff0 . But this minimiser clearly exists exactly when the metric pro-
jection of f0 onto Z exists, thus by definition when Z is proximinal. One can
check that with the existence of a minimiser of Ff0 on Z the rest of the proof for
reflexive spaces remains valid. Again we include the remaining short argument
for completeness.
For the minimiser fT ∈ Z of Ff0 we have that there exists L ∈ J(f0 + fT ) such
that L∣
Z
≡ 0. Since span{Li} = Z⊥ this in turn means that L ∈ span{Li}. It
remains to show that fˆ indeed minimises Ω. But for L ∈ J(f0+fT )∩Z⊥ we have
−fT ∈ ker(L). If f0 + fT is exposed by L then the tangential bound applies and
Ω(f0 + fT ) ≤ Ω((f0 + fT ) + (−fT )) = Ω(f0)
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so f0 + fT is a solution of the regularised interpolation problem.
If on the other hand f0 + fT is not exposed by L, then it is contained in a
face exposed by L. But then for any fT ∈ B such that (f0 + fT ) + fT is still
contained in this face we have that L ∈ J(f0 + fT + fT ) and fT ∈ ker(L) so that
f0 + fT + fT satisfies the interpolation constraints. We can thus choose fT such
that f0+fT +fT is a minimum of Ω in the face and the tangential bound applies
to it. Thus similarly to before
Ω(f0 + fT + fT ) ≤ Ω((f0 + fT + fT ) + (−fT − fT )) = Ω(f0)
and f0 + fT + fT is a solution of the regularised interpolation problem of the
desired form.
Case 2: If Z is not proximinal the existence of a minimiser of (3) is not guaran-
teed. But for every ε > 0 there exists f ε
0
which ε-almost attains the infimum. We
need to show that if any such f ε
0
is not a solution in the sense of definition 2.2 (ii)
then there exists f εT ∈ Z such that f
ε
0 +f εT is, i.e. dist(J(f ε0 +f εT ), span{Li}) < ε.
Following the approach from case 1 this means we are looking for f εT with
L ∈ J(f ε0 + f εT ) such that ∥L∣Z∥ < ε. We are again going to consider the func-
tional Ffε
0
as defined in (4), for simplicity denoted by F below. With Z not
proximinal we do not get a minimiser of F ∣
Z
anymore. But by Ekelands varia-
tional principle [9] for every ε > 0 there exists an approximate minimiser f εT ∈ Z
such that
F (f εT ) ≤ inf
f∈Z
F (f) + ε and F (f εT ) −F (g) < ε ⋅ ∥f εT − g∥ ∀f εT ≠ g ∈ Z (5)
Choosing g = f εT + th for h ∈ Z in eq. (5) we obtain a bound on the directional
derivative of F
F ′(f εT , h) = lim
t↘0
F (f εT + th) −F (f εT )
t
> −ε ⋅ ∥h∥ (6)
By a corollary of the Sandwich theorem by Simons (Appendix B corollary B.2)
there exists L ∈ Z∗ such that L ∈ ∂F ∣
Z
(f εT ) which is necessary to extend it to
L ∈ J(f ε0 + f εT ). Moreover
inf
h∈B
L(h) = inf
h∈B
F ′(f εT , h) 6> −ε ⋅ ∥h∥
which implies that ∥L∥Z∗ < ε. By a Hahn-Banach argument this functional
can be extended to an L ∈ J(f ε0 + f εT ) such that dist(L, span{Li}) < ε. The
construction is not difficult but technical and given in appendix C. Thus f ε
0
+f εT
satisfies the assumptions of definition 2.2 (ii).
The fact that f ε0 + f εT indeed minimises Ω follows in the same way as in case 1.
If f ε
0
+ f εT is an exposed point it satisfies the tangential bound and thus
Ω(f ε0 + f εT ) ≤ Ω((f ε0 + f εT ) + (−f εT )) = Ω(f ε0)
If f ε
0
+ f εT is not exposed it is contained in a face and just as before we can add
another fT ∈ Z so that the sum is within the face and
Ω(f ε
0
+ f εT + fT ) ≤ Ω((f ε0 + f εT + fT ) + (−f εT − fT )) = Ω(f ε0)
Since this new point is in the same face it has the same L as a dual element and
is thus an admissible solution. ❑
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2.2 Uniformly non-rotund spaces
Argyriou, Micchelli and Pontil [2] and our earlier work [15, 16] prove that being
tangentially nondecreasing is equivalent to being (almost) radially symmetric.
We now want to prove the corresponding geometric interpretation of lemma 2.3.
As we argued in the case of reflexive Banach spaces [16], the geometric variety
of arbitrary Banach spaces does not allow for a general, closed form result of
this kind. It is clear that our arguments for strictly convex spaces remain true
even without reflexivity, but with the most important examples of non-reflexive
spaces being l1 and L1 we are going to introduce and consider a class of function
spaces which in particular contains those spaces. The results we obtain are
closely related to the ones for l1n in [16].
Recall that a point x ∈ B is rotund if for any y ∈ B such that ∥y∥ = ∥x∥ we have
∥y∥ = ∥x+y
2
∥ implies x = y.
Definition 2.5 (Uniformly non-rotundness)
We say a point 0 ≠ f ∈ B is uniformly non-rotund if it is not rotund for
any two dimensional subspace of B containing it. In other words, f is not
rotund in any direction. We say the space B is uniformly non-rotund if
every 0 ≠ f ∈ B is uniformly non-rotund.
The main reason for uniform non-rotundness to be useful is because it means
that there cannot exist faces with a smooth boundary. If any part of the bound-
ary of a face was smooth one would be able to find a two dimensional subspace
containing the smooth boundary point and a rotund point in its neighbourhood.
If no point in the boundary of a face is smooth then the boundary consists of
faces of a lower dimension. As the faces are closed convex sets forming the
surface of the norm ball this means that the boundary of a face is given by
the intersections with its neighbouring faces. These lower dimensional faces are
exposed by another functional and contain their own minimum of Ω. This pro-
vides us with a way of running a similar argument as in the cases of uniform
and reflexive Banach spaces [15, 16]. From any admissible point we can reach a
minimum on the boundary of its face and from there either go back for a radial
bound or move further around the ball for a circular bound.
Lemma 2.6
If for every exposed face of the ball Ω attains its minimum in at least one
point, and for every f in the face where the minimum is attained and every
L ∈ J(f) exposing the face and every fT ∈ ker(L) we have Ω(f+fT ) ≥ Ω(f),
then for any fixed admissible fˆ ∈ B we have that
Ω(fˆ) ≤ Ω(f)
for all f ∈ B such that ∥fˆ∥ < ∥f∥.
Proof:
Once again we follow the proof ideas as for reflexive Banach spaces [16]. In
particular the proof for l1n is instructive. More precisely, the tangential bound
from lemma 2.3 can be extended to a radial bound by moving “out and back”
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along tangents. But since the minimum can occur anywhere within the face we
actually view Ω as a function Ω of the faces F of the norm ball in B
Ω(F ) =min
f∈F
Ω(f)
We are going to prove that Ω is monotone along the ray λF , λ > 1, i.e. the
minimum of Ω within a face is nondecreasing as a function of the norm. Since
each minimum satisfies the tangential bound this gives the half space bound for
all half spaces defined by a tangent plane through the minimum fˆ , given by
some Lˆ ∈ J(fˆ), as illustrated in figs. 1a and 1b. Moreover by repeatedly moving
along tangents we can extend the tangential bound all the way around the circle
as can be seen in fig. 1c.
But since a general Banach space may not contain any exposed points we need
to be more careful than in the cases of strictly convex Banach spaces and l1n.
The difficulties lie in the fact that we need to prove for both arguments that we
can always find admissible points at which to consider the tangents.
(a) If fˆ was the minimum in
the face Fˆ , then it has the
tangential bound from Lˆ to
reach g. From g we have the
tangential bound from Lt to
reach any point within λFˆ for
1 < λ < 1 + ε, in particular the
minimum within the face.
(b) If fˆ was an exposed point,
then we can construct a set of
functionals Lˆt which expose fˆ
and hit λg, the minimum in
the face λFt. For λg we then
get a tangential bound back to
the face µFˆ .
(c) We can move around the
circle along points which are
exposed in the two dimen-
sional subspace, while staying
arbitrarily close to the circle.
Figure 1: The tangential bound can be extended radially and around the ball.
Part 1: Bound Ω on the half spaces given by the tangent planes through fˆ
We start by proving that Ω is radially nondecreasing. Note that we don’t need
to show monotonicity for the entire ray λF for 1 < λ. It is sufficient to consider
1 < λ < 1+ ε as long as the ε is at least nondecreasing as a function of the norm
along the ray.
Fix an admissible fˆ ∈ B and let X be any 2-dimensional subspace containing fˆ .
As B is uniformly non-rotund no point in X is rotund so its unit ball consists of
straight line sections and corners as shown in fig. 1. In particular there exists
g ≠ fˆ in the same straight section as fˆ and exposed in X . It is also clear that
there are linear functionals Lˆ,L ∈ X∗, where Lˆ exposes the straight segment
containing fˆ and g, and L exposes only the point g. By Hahn-Banach there are
extensions of these functionals to B, also denoted by Lˆ and L, exposing faces Fˆ
and F respectively.
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We now let Lt = tLˆ + (1 − t)L, t ∈ (0,1) so that Lt exposes the face Ft = Fˆ ⋂F
which is strictly smaller than Fˆ . Thus Ω has a minimum in Ft, g say. Since
g ∈ Ft ⊂ Fˆ it is clear that Lˆ attains its norm at g which means that there is a
tangent from fˆ to g. Being the minimum in Ft we have that g has the tangential
bound for all Lt.
Putting those observations together we obtain the claimed bound. If fˆ was the
minimum in the face Fˆ , then it has the tangential bound from Lˆ to reach g.
From g we have the tangential bound from Lt to reach any point within λFˆ for
1 < λ < 1 + ε, in particular the minimum within the face. This is illustrated in
fig. 1a.
If on the other hand fˆ was an exposed point, then it is clear that using an ar-
gument similar to the one above we can construct a set of functionals Lˆt which
expose fˆ and hit λg, the minimum in the face λFt. For λg we then get a tan-
gential bound back to the face containing µfˆ in the same way as above. This is
illustrated in fig. 1b.
This shows that the minimum of Ω for any fixed face F is indeed monotone,
which in turn means that any admissible point bounds every point in the open
half spaces spanned by a tangent plane at the point.
Part 2: Extend the bound around the circle
Next we show that from any fixed admissible point fˆ we can reach every other
admissible point of norm strictly bigger than ∥fˆ∥. This combined with the half
space bound gives the claimed bound for all points outside the circle.
Fix an admissible point fˆ ∈ B and the admissible point f ≠ fˆ with ∥f∥ > ∥fˆ∥ to
be reached. Then fˆ and f span a two dimensional subspace X . As before X
only consists of straight line sections and corners. Clearly we can construct a
sequence of points gi and linear functionals Li exposing the straight line section
from gi−1 to gi as illustrated in fig. 1c. As in part 1 by Hahn-Banach we can
extend the Li to B, exposing faces Fi. Moreover by a similar construction as
in part 1 we obtain functionals Li,t = Li + (1 − t)Li+1, t ∈ (0,1) exposing the
face Fi,t = Fi⋂Fi+1 which in particular contains gi and has a minimum gi. This
provides us with a tangent from either gi or gi to gi+1 or if necessary gi+1 so
that we can indeed get from fˆ to f along tangents to points which are minima
of a face and hence admissible. Each step includes a step away from the circle
but it is clear that it can always be made arbitrarily small by varying t.
With this process we can reach any admissible f with ∥f∥ > ∥fˆ∥, which com-
bined with the half space bound from part 1 proves the claim. ❑
The proof makes clear that, just as for l1n, we are only able to make statements
about the minima of faces but not about their location within a face or the
remaining points within the face. We thus can only obtain a result about radial
symmetry in the spirit of Argyriou, Micchelli and Pontil [2] and our previous
work [15, 16] by viewing Ω as a function of the faces of the norm ball as in
the proof of lemma 2.6. In other words we are thinking of the faces as being
collapsed to one point where Ω is minimised. If we think of Ω in this way then
the same intuition of almost radial symmetry as in the afore mentioned papers
applies.
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Theorem 2.7
A function Ω ∶ B → R is admissible if and only if viewed as a function Ω of
the faces F of the norm ball in B, Ω(F ) =minf∈F Ω(f) it is of the form
Ω(F ) = h(∥f∥B ∶ f ∈ F )
for some nondecreasing h ∶ [0,∞) → R whenever ∥f∥B ≠ r for r ∈R. Here R
is an at most countable set of radii where h has a jump discontinuity. For
any f with ∥f∥B = r ∈ R the value Ω(F ) is only constrained by the mono-
tonicity property., i.e. it has to lie in between limt↗r h(t) and limt↘r h(t).
Moreover if a face F contains an exposed point then in points of conti-
nuity of h the function Ω attains its minimum in every exposed point in
F .
Proof:
(Sketch) It turns out that the proof of this result for uniform Banach spaces [15]
with the small adjustments for l1n [16] is also valid for non-reflexive Banach
spaces. We are going to sketch the arguments below for completeness, more
detail can be found in the afore mentioned papers.
Firstly it is easy to show that if Ω is continuous in radial direction then Ω
has to be radially symmetric. It is clear that we can only obtain radial symme-
try for admissible points but since these bound all other points from below this
is sufficient. If f and g are admissible points of the same norm and Ω(f) > Ω(g)
say, then by lemma 2.6 for all 1 < λ ∈ R we have Ω(λg) ≥ Ω(f), which implies
that ∣Ω(λg) −Ω(g)∣ ≥ ∣Ω(f) −Ω(g)∣ > 0 contradicting radial continuity of Ω.
Moreover by the same arguments as for uniform Banach spaces and l1n we can
define the radially mollified regulariser
Ω̃(f) =
0
∫
−1
ρ(t)Ω((∥f∥ − t) f∥f∥) dt
and check by direct calculations that Ω̃(f + fT ) ≥ Ω̃(f) so Ω̃ is tangentially
nondecreasing and hence admissible if Ω was admissible. This means that we
can mollify in radial direction while preserving admissibility.
Putting these two observations together we obtain the result. We know that Ω
is a monotone function of the norm, so a monotone function on the real line and
after mollification it is in fact radially symmetric. Thus the same considerations
as for uniform and reflexive Banach spaces [15, 16] say that Ω must have been
of the claimed form.
The converse is clear, since the value of Ω is defined to be the minimum across
each face, so minima exist and clearly satisfy the tangential bound.
For the moreover part assume f is an exposed point in a face F which con-
tains a minimum g ≠ f of Ω. Assume further that h is continuous in ∥f∥. Then
there are tangents from λf to g for 1 − ε < λ < 1. This is essentially the same
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situation as we saw before in fig. 1a, from the exposed point we can hit a point
in the face above. Thus Ω(λf) ≤ Ω(g). But since g is a minimum for Ω and is
in the same face as f
Ω(λf) ≤ Ω(g) ≤ Ω(f)
By continuity of h in ∥f∥ we have Ω(λf)Ð→
λ→1
Ω(f) and so Ω(f) = Ω(g). ❑
This shows that for any Banach space which is either strictly convex or uniformly
non-rotund an admissible regulariser has to be essentially radially symmetric
in the appropriate sense. This includes every space we can think of which is
commonly used in applications. One should expect that similar arguments are
possible for any Banach space once the space has been fixed to remove the issue
of geometric variety. More precisely, if a space is relevant for an application
it should be an easy check that the same proof strategy of moving between
admissible points along tangents can be applied to obtain the analogous result
of lemma 2.6 and thus also of theorem 2.7. This conjecture is reasonable because
with l1, l∞, c00 and L
1 we cover some examples of spaces often thought of as “as
bad as it can get”. Many of the spaces one would think of as giving the geometric
variety to make a general statement impossible can likely be seen as “nicer” than
some of the examples covered here. Once one fixes the space it is usually not
difficult to find admissible points to prove the required results.
3 Conclusions
The above results conclude the work by Argyriou, Micchelli and Pontil and Din-
uzzo and Scho¨lkopf [2, 8] and our earlier work [15, 16], providing a unified frame-
work for the existence of representer theorems in general Banach spaces. Most
notably this framework now includes non-reflexive Banach spaces, in particular
l1 and L1-type spaces. It thus includes common methods such as lasso [19] and
variations of it such as square-root lasso [3]. Moreover it contains other spaces
which may be very interesting for applications, but which are currently not used
due to a lack in mathematical and computational theory. As an example con-
sider c0, the space of sequences converging to zero equipped with the maximum
norm. Sequences in this space can for applications be ε-approximated by vec-
tors in c00, i.e. sequences of finitely many non-zero bounded coefficients. Our
framework may provide a basis for the development of a theory for regularised
learning in such spaces.
3.1 Optimality
It is clear from the proof of lemma 2.3 that proximinality of the subspace Z
is by definition the property that determines whether we can have an exact
representer theorem for any given data yi. We note further that definition 2.2 (ii)
is the best we can hope for when Z is not proximinal. Firstly the infimum is
not always attained so we can only find a sequence of approximate minimisers.
But moreover we also cannot achieve dist(J(f0), spanLi) < ε for all ε > 0 with
a single f0 ∈ B.
To see this consider the case B = l1, B∗ = l∞. Let L = (n/n+1)n∈N = (1/2, 2/3, 3/4, . . .)
and consider the regularised interpolation problem
min{Ω(f) ∶ f ∈ l1, L(f) = ∥L∥2l∞ = 1}
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First of all ∥L∥l∞ = 1 and there does not exist f ∈ l1 such that ∥f∥l1 = 1 and
L(f) = 1 so spanL ∩ J(l1) = {0} and there cannot be a solution in the sense of
definition 2.2 (i). Furthermore any solution f0 has to be of norm bigger than
1. This means that also any Lˆ ∈ J(f0) would be of norm bigger than 1, 1 + δ
for some δ > 0 say. But as Lˆ ∈ l∞ is in the image of the duality mapping, there
exists an element in the sequence where the norm is attained, Lˆi = 1 + δ. But
then ∥Lˆ−L∥ ≥ Lˆi−Li > (1+δ)−1 = δ > 0 and so f0 could not be a valid solution
for any ε < δ. This shows that the best we could hope for is finding a distinct
solution for any ε > 0.
3.2 Future work
Using the characterisation of admissible regularisers we showed [15, 16] that in
fact the solution in the sense of the exact representer theorem (definition 2.2 (i))
is independent of the regulariser but only depends on the function space the op-
timisation problem is posed in. This is a very interesting result which highlights
the importance of extending common learning frameworks to a variety of Ba-
nach spaces. Moreover it means that one is free to choose whichever regulariser
Ω is most suitable for a given application, whether this is numerical computa-
tion or mathematical proofs.
The proof of this is based on Theorem 1 in Micchelli and Pontil [13] which
characterises solutions to the regularised interpolation problem as points where
the distance of 0 to the subspace f + Z is attained, as discussed at the begin-
ning of section 2. It is thus plausible to expect a similar result to hold for
the approximate representer theorem (definition 2.2 (ii)) by characterising ap-
proximate solutions as points where the distance of 0 to f +Z is almost attained.
Furthermore, even when an exact representer theorem exists, in numerical im-
plementations we are often not going to compute the exact solution but only an
approximation to a given ε accuracy. It would be interesting to explore whether
the notion of an approximate representer theorem can lead to the design of new
algorithms which may improve the computation of approximate solutions even
in cases when an exact version of the theorem exists.
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B The sandwich theorem
Using the Hahn-Banach-Lagrange theorem, a stronger version of the Hahn-
Banach theorem, Simons [17] proves the following Sandwich theorem.
Theorem B.1 (Sandwich Theorem)
Let V be a nonzero, real vector space and P ∶V → R sublinear. Define a
vector ordering ≤P on V by
u ≤P v if P (u − v) ≤ 0
Further assume X is a nonempty set, k ∶X → (−∞,∞] not identically ∞
and j ∶X → V .
Suppose that for all x1, x2 ∈ dom(k) there exists u ∈ dom(k) such that
j(u) ≤P 1
2
j(x1) + 1
2
j(x2) k(u) ≤ 1
2
k(x1) + 1
2
k(x2)
Then there exists a linear functional L on V such that L ≤ P and
inf
x∈X
[L(j(x)) + k(x)] = inf
x∈X
[P (j(x)) + k(x)]
Using this theorem we can easily deduce a corollary that allows us to construct
a continuous linear functional of small norm which is in the subdifferential of a
given convex function. For a real valued, convex function F ∶V → R on a Banach
space V define the directional derivative of F at f ∈ V in direction h ∈ V as the
limit
F ′(f, h) = lim
t↘0
F (f + th) −F (f)
t
Then F ′ is everywhere finite and sublinear [6]. We choose P = F ′(f, ⋅) for some
fixed f in the Sandwich theorem. For simplicity we denote the order relation by
≤F . We let X = BV the unit ball in V and j(f) = f be the canonical embedding
of BV into V . Lastly define k to be identically 0.
With j being the identity map we get
j(h) ≤F 1
2
j(h1) + 1
2
j(h2)⇔ F ′(f, h − 1
2
h1 − 1
2
h2) ≤ 0
But for any h1, h2 ∈ BV also 1/2h1+1/2h2 ∈ BV and F ′(f,0) = 0 trivially. Further
the condition on k is trivially satisfied since k is identically 0. Thus we obtain
the following corollary of the sandwich theorem which yields a linear map in the
subdifferential of F at f with some control over its behaviour on the unit ball
which will allow us to bound its norm.
Corollary B.2 (Sandwich theorem for subdifferentials)
Let V be a nonzero, real vector space, F ∶V → R a convex, everywhere
continuous function and f ∈ V . Then there exists a linear functional L on
V such that L(⋅) ≤ F ′(f, ⋅), i.e. L ∈ ∂F (f), and
inf
h∈BV
L(h) = inf
h∈BV
F ′(f, h)
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C Extension of the linear functional in the proof
of lemma 2.3
In the proof of lemma 2.3 we obtain a functional L ∈ Z∗ such that ∥L∥Z∗ < ε.
We want to extend this functional to L ∈ B∗ such that L ∈ J(f ε
0
+ f εT ). We
proceed similarly to the proof of the Beurling-Livingston theorem [5, 16]. Let
Z be the vector space generated by Z and f ε
0
and extend L to Z by setting
L(f ε
0
) = L(f εT ) − ∥f εT − f ε0 ∥2B
Then L(f εT − f ε0 ) = ∥f εT − f ε0∥2B so ∥L∥Z∗ ≥ ∥f εT − f ε0∥. Since the norm of L on Z
is bounded by ε, and we can without loss of generality assume ε ≤ ∥f εT − f ε0∥, we
have that the norm of L on Z can only be strictly bigger than ∥f εT −f ε0∥ if there
is a point λfT + νf ε0 for fT ∈ Z and ν ≠ 0 where L has a value strictly bigger
than ∥f εT − f ε0∥ ⋅ ∥λfT + νf ε0∥. Since ν is nonzero we can divide through by ν and
absorb the constant into the subspace Z to equivalently look at points of the
form fT + f ε0 . But for those points we find that
L(fT + f ε0) = L(fT + f εT ) − ∥f εT − f ε0∥2
≤ ε ⋅ ∥fT + f εT ∥ − ∥f εT − f ε0∥2
≤ ∥f εT − f ε0∥ ⋅ ∣∥fT + f εT ∥ − ∥f εT − f ε0∥∣
≤ ∥f εT − f ε0∥ ⋅ ∥fT + f ε0∥
Thus indeed ∥L∥ = ∥f εT − f ε0∥
Now extend L by Hahn-Banach to a linear functional on B of the same norm.
Then since L(f εT − f ε0) = ∥f εT − f ε0∥2 by construction L ∈ J(f εT − f ε0). But then−L ∈ J(f ε
0
+ (−f εT )). This completes the proof.
D Regularisation and interpolation
Theorem D.1
Let E be a lower semicontinuous error functional which is bounded from
below. Assume further that for some ν ∈ Rm ∖ {0}, y ∈ Y m there exists a
unique minimiser 0 ≠ a0 ∈ R of min{E ((aνi, yi)i∈Nm) ∶ a ∈ R}. Assume the
regulariser Ω is lower semicontinuous and has bounded sublevel sets.
Then Ω is admissible for the regularised interpolation problem (3) if the
pair (E ,Ω) is admissible for the regularisation problem (1).
The proof is very similar to the case of reflexive Banach spaces [16], which gen-
eralises the proof for Hilbert spaces given by Argyriou, Micchelli and Pontil [2].
We are going to sketch the overall argument, which can be found in detail in
the afore mentioned papers, and only go into detail where ever the proof differs
for non-reflexive Banach spaces.
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Proof:
We are going to show that Ω is tangentially nondecreasing in the sense of
lemma 2.3.
For every λ > 0 consider the regularisation problem
min
⎧⎪⎪⎨⎪⎪⎩E
⎛
⎝(
a0
∥L∥2L(f)νi, yi)
m
i=1
⎞
⎠ + λΩ(f) ∶ f ∈ B
⎫⎪⎪⎬⎪⎪⎭
Since ker(L) is proximinal [7]Prop. 4.7 we are in the situation of definition 2.2 (i)
and by admissibility of the pair (E ,Ω) there exist solutions fλ ∈ B such that
J(fλ) ∩ span{L} ≠ ∅
Using the boundedness of sublevel sets we obtain a weakly* convergent subse-
quence (fλl)l∈N such that λl Ð→
l→∞
0 and fλl
∗
⇀ f
∗∗
as l → ∞. Since B is not
reflexive we do not get weak convergence as in the cases of Hilbert spaces and
reflexive Banach spaces [2, 16].
But by lower semicontinuity of E we still have that
E ⎛⎝(
a0
∥L∥2 f
∗∗(L)νi, yi)
m
i=1
⎞
⎠ ≤ E((a0νi, yi)mi=1)
which as before implies that f
∗∗(L) = ∥L∥2.
Just as before we obtain ∥f∗∗∥ = ∥L∥ so that f∗∗ ∈ J(L). This means that f∗∗
and fˆ , where fˆ(L) = L(f), both are in the same face of the norm ball in B∗∗.
Considering the lower semicontinuous extension Ω ∶ B∗∗ → R of Ω as before we
find that f
∗∗
is the minimiser of
min{Ω(f∗∗) ∶ f∗∗ ∈ B∗∗, f∗∗(L) = ∥L∥2}
But by Conway ([7] Prop. 4.7) ker(L) is proximinal and thus by assumption the
interpolation problem
min{Ω(f) ∶ f ∈ B, L(f) = ∥L∥2}
has a solution. When the original function attains its minimum then the min-
imum of the lower semicontinuous extension is not less than the minimum of
the original function. Thus Ω attains its minimum on Bˆ. Thus there exists a
g ∈ B such that gˆ is in the same face as f∗∗ and Ω(f∗∗) = Ω(gˆ). By the same
arguments as for reflexive Banach spaces [16] either g = f or f is an equivalent
minimum or f is not admissible.
Finally note that the claim is trivially true for L = 0 as in that case E is
independent of f and for every λ the minimiser fλ has to be zero to satisfy
J(fλ) ∩ {0} ≠ ∅. This means Ω is minimised at 0.
❑
Theorem D.2
Let E ,Ω be an arbitrary error functional and regulariser satisfying the gen-
eral assumption that minimisers always exist. Then the pair (E ,Ω) is admis-
sible for the regularisation problem (1) if Ω is admissible for the regularised
interpolation problem (3).
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Proof:
Let f0 be a solution of the regularisation problem (1). Consider the associated
regularised interpolation problem
min{Ω(f) ∶ f ∈ B, Li(f) = Li(f0)∀i ∈ Nm}
Since Ω is admissible for regularised interpolation, for this interpolation prob-
lem there exists a solution f0 (or f ε0 ) in the sense of definition 2.2. But then
Ω(f0) ≤ Ω(f0) and they have the same error as they agree on the data. Thus f0
is a solution of (1) in the sense of the representer theorem and the pair (E ,Ω)
is admissible.
❑
In conclusion under the assumptions of theorem D.1 we have that the pair (E ,Ω)
is admissible for the regularisation problem (1) if and only if Ω is admissible for
the regularised interpolation problem (3).
E Proximinal subspaces
The following corollary of Godini’s theorem gives a criterium for a subspace to
be proximinal which is of particular relevance to our work. Godini’s theorem
and the corollary, including their proofs, can be found in [11].
Corollary E.1
Let V be a real normed vector space with unit ball BV and W ⊂ V a closed
subspace of V .
(i) If W is finite dimensional it is proximinal.
(ii) If codim(W ) = m < ∞ then for any basis L1, . . . , Lm of W ⊥ define a
map S by
S ∶V → Rm
S(x) = (L1(x), . . . , Lm(x))
Then W is proximinal if and only if S(BV ), the image of the unit
ball of V under the map S, is closed in Rm.
Condition (ii) gives a condition for proximinality of the subspace Z in our work,
based on the linear functionals defining the regularised interpolation problem.
Singer [18] addresses the question when every closed subspace of finite codi-
mension, i.e. every possible Z above, is proximinal. He proves the following
result.
Proposition E.2
Let B be a Banach space. Then all closed linear subspaces W of a fixed,
finite codimension m, where 1 ≤m ≤ dim(B)− 1 are proximinal if and only
if B is reflexive.
This means that our result is optimal in the sense that for every non-reflexive
Banach space B there exists a combination of linear functionals Li such that
Z = ∩Li is not proximinal and we cannot obtain an exact representer theorem.
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