Abstract Lateral inhibition is a well documented aspect of neural architecture in the main sensory systems. Existing accounts of lateral inhibition focus on its role in sharpening distinctions between inputs that are closely related. However, these accounts fail to explain the functional role of inhibition in cortical columns, such as those in V1, where neurons have similar response properties. In this paper, we outline a model of position tracking using cortical columns of integrate-and-fire and Hodgkin-Huxley-type neurons which respond optimally to a particular location, to show that negatively correlated firing patterns arise from lateral inhibition in cortical columns and that this provides a clear benefit for population coding in terms of stability, accuracy, estimation time and neural resources. 
Overview

Introduction
Understanding the functional meaning of particular aspects of neural architecture is a central objective of neuroscience. Inhibitory interneurons are very common in the neocortex, and lateral inhibition has been shown to play an important role in sharpening the distinctions between similar inputs, where such inputs would otherwise invoke nearly the same response in neurons that have only slightly different response properties. However, it is our belief Tate et al. 2005) that inhibition also plays an important role in population coding, stabilising the mean field potential (Eq. 1) and greatly improving the ability of a group of neurons to accurately represent a given stimulus, by creating negatively correlated firing patterns. In this paper, we will describe the principle on which this improvement is based, showing how it extends the benefit of population coding. We will then present a model and a set of experiments using this model, which demonstrates that pools of neurons operating with inhibitory connections perform better on a stimulus-tracking task than the same model with no inhibitory connections. The model is designed to show how this can work in principle in neural sensory coding, incorporating a number of realistic aspects such as the use of spiking neurons, online estimation and a simple filtering mechanism. To extend our results to a biophysically realistic model is straightforward, and we will include a brief discussion on how our model is related to the circuits found in the primary visual cortex. Furthermore, we want to point out here that negatively correlated firing is opposite to the scenario of synchronised firing, which is still a hot topic in the literature (Gray et al. 1989; Palanca and DeAngelis 2005) .
Inhibitory mechanisms in neocortex
Sensory neural processing is most often thought of in terms of many interconnected circuits using excitatory connections to propagate signals through layers of increasingly abstract representation. Whilst there is some truth in this necessarily simplified image, it is also the case that a substantial fraction of neurons in the brain are inhibitory. Inhibitory neurons can operate in a variety of different ways, such as feedforward inhibition, where excitatory and inhibitory connections project from the same area to areas that are typically opposite in function, and feedback inhibition, where excitatory neurons suppress the activity of other neurons in the same area through local inhibitory interneurons. Much of the existing work on inhibitory mechanisms in the context of cortical columns has focused on the role of lateral inhibition in sharpening distinctions between neurons with slightly different response properties (Martin 1984; Ratliff 1972) . However, the existence of local inhibitory circuits (Tucker and Katz 2003a,b) and the fact that horizontal connections lead to inhibitory postsynaptic potentials (Hirsch and Gilbert 1991) suggest that inhibitory circuits are likely to operate within cortical columns, as well as across them. Clearly, inhibitory connections within cortical columns do not have the same role as those that operate across different columns. Lateral inhibition within columns means that neurons with the same response properties are inhibiting each other. What could be the functional role for this local inhibitory mechanism? In this paper, we propose that this local inhibition improves the performance of pooled neurons by exploiting one particular aspect of the law of large numbers applicable to population coding.
Population coding and the law of large numbers
Many areas of the neocortex show a columnar structure, in which all of the neurons in a given layer within the column (sometimes called a pool of neurons) have essentially the same response properties. Somatosensory cortex and primary visual cortex (V1) are two prominent examples of this. Cortical columns are an important structural unit in the brain and operate on the principle of population coding, where the activity of the pool as a whole is taken to be the signal, rather than the firing rates of the individual neurons. This mean field potential can be described by the following equation (Gerster and Kistler 2002) :
In this equation, Spikes N is the number of spikes and A(t) is the average population activity, each occurring over the short time interval, t. The advantage of this scheme for neural processing is that it allows variations in firing rates of individual neurons, due to extrinsic or intrinsic noise, whilst maintaining the signal-to-noise ratio through the cancellation of the noise when the firing rates are pooled together. This is an effect of the law of large numbers, and can be seen in Fig. 1 . When a group of random elements, for example neural firing rates, are summed together, they give a mean value (mean field potential). For a system in which the random elements consist of signal plus zero-mean noise (including, but not limited to, Gaussian noise), which is a typical assumption for most noisy systems including neurons, the mean value will tend to be closer to the signal value because the noise cancels out. More elements pooled together results in greater noise cancellation. There is, however, a way to accelerate this effect, and this is to have a noise component that is negatively correlated. It can be seen in Fig. 1 that negatively correlated noise cancels out much more quickly and effectively than independent noise, because corresponding elements tend to be on opposite sides of the mean (the space-filling effect of negative correlation). In order to take advantage of this fact, however, a system has to have a way to influence the correlation of the noise component, or at least the effect of the noise component.
In neural systems (and more generally in all threshold systems), a centrally important fact is that a neuron which spikes will be on average more likely to have a positive noise component than a negative one (because positive noise components lead to an increased membrane potential, which in turn increases the probability of spiking). In order to simulate the effect of having negatively correlated noise (without actually effecting the extrinsic or intrinsic noise directly, which is by definition beyond control), this neuron must reduce the membrane potential of the other neurons in the pool. This can be achieved through the inhibitory connections identified in Sect. 1.2, and the result is that neurons within a pool should have firing patterns that are negatively correlated with each other. We believe that this will result in a more stable system, with an estimated signal value closer to that of the underlying signal, which will give an improved performance on whatever task the neural pool undertakes. In the following sections, we test this hypothesis on the task of tracking a moving stimulus using groups of pooled neurons, and a more rigorous theoretical background is presented in Sect. 5.2.
Methods
Network model
Our model 1 consists of a set of N c = 10 cortical columns, each containing N n = 100 integrate-and-fire neurons, which either are unconnected (control condition; an effective synaptic strength of zero) or have a full set of inhibitory connections to all other neurons in the column (there were no recurrent connections back to the originating neuron itself). There are no connections across columns. Each neuron is parameterised by v thre (firing threshold), v rest (resting and reset potential), τ m (membrane time constant), C m (total membrane capacitance) and x col (stimulus position to which neurons in the column respond most strongly). In the experiments presented here, v rest was always set to 0 (using a standard rescaling approach from realistic values, for ease of analysis), C m was always set to 1 nF and τ m was always set to 20 ms. The value of v thre was varied in the experiments (details are given in Sects. 2.4 and 3.3). x col took evenly spaced values between 0 and 10 (inclusive), which were chosen to coincide with the limits of the stimulus range (in order that the model could handle all stimulus positions, but also that the full range of stimulus positions that could be handled by the model were available to be tested) (Fig. 2) .
At each simulation step, external inputs (determined by stimulus position and a random element; see Sect. 2.2) were presented to each of the neurons, and the membrane potential v (i,j) of the jth neuron in the ith column was updated according to the following leaky integrator equation:
1 A software tool for experimentation with our model is available at http://www.sussex.ac.uk/Users/sjd23/ lateral_inhibition.html.
where we have (i,j,k) .
Here, I
(i,j) E (t) is the external input from the stimulus with an input rate λ (i,j) (t) (see Sect. 2.2 for more details), B t is the Brownian motion, a is the magnitude of excitatory postsynaptic potentials (taking a fixed value of 0.5 mV), and r(λ (i,j) (t) ) is the ratio between inhibitory and excitatory inputs (see below for more details). I (i,j) S (t) is the spiking input from other neurons with connection strengths w (j,k) between the jth neuron and the kth neuron, where t (i,k) m is the mth spike generated from the kth neuron in the ith column. In the control condition, I
(i,j) S (t) will always be zero. The synapse model (as shown in Eq. 3) simply injects a fixed hyperpolarising current into neurons which have inhibitory connections from the spiking neuron (as shown in Eq. 3). In order to account for the limit of shunting inhibition (where the hyperpolarising effect of inhibitory input is related to the degree of depolarisation caused by excitatory inputs, especially when a neuron is already hyperpolarised to a significant extent; see Andersen et al. 1980) , we have also included a half-wave rectification, which ensures that neurons do not become hyperpolarised beyond resting potential. Neurons which reached the threshold level v thre produced a spike and had their membrane potential set to v rest for the remainder of the simulation step.
The model defined by Eq. 2 is essentially Stein's model (Stein 1965 (Stein , 1967 , which is a classical leaky integrator model with simple Dirac synapses. For the simplicity of notation, we will drop the index (i, j) whenever the meaning is clear. Our motivation for choosing this particular model is that this model has been widely used in studies of stochastic noise (starting with Stein's own work, and including more recent work, e.g. Feng et al. 2000) , it maintains an equivalent approach for the spiking neuron inputs and the external stimulus inputs, and in particular it allows a direct mapping of the relationship between the spiking neuron input current and the effect on the membrane potential, without being complicated by the effect of the time trajectory and the existing state of the membrane potential. However, we are aware of the need to make the link with more biophysically realistic models as well, and we present the results of simulations with such models in Sect. 4. Left: Three lots of data are generated randomly from the Gaussian distribution with zero mean and the identical variance (σ 2 = 16), but with the covariance altered to control the correlation. The uncorrelated data have more points in order to show the approximate main area that would be covered by the distribution with enough points generated. It can be seen that data points that are positively correlated with each other tend to form a small cluster, whilst the same number of data points that are negatively correlated tend to fill the space much more evenly, surrounding the mean. Right: Schematic diagram of how neural firing can benefit from the centre-surround consequence of negative correlation space filling; the data here were generated from a combination of the underlying signal and random Gaussian noise, with the noise correlation controlled by the covariance of the distribution (the mean and individual variance were again identical for all conditions). The underlying signal value for neural firing is shown, along with the mean (pooled) activity for a set of five uncorrelated neurons and a set of five negatively correlated neurons. The individual neuron firing rates are also shown (circles). It can be seen that when the neurons are negatively correlated, the result is that the mean field potential gives a more reliable representation of the underlying signal
It is important to understand the dynamics of the input behaviour. The balancing condition, r(λ (i,j) (t) ), means that the neurons are assumed to have approximately an even ratio of excitatory and inhibitory inputs (note that this does not include the inputs from the inhibitory connections added explicitly by our model), resulting in a zero-mean input. This condition highlights the fact that neural noise in vivo tends to scale with input (because as the input stimulus strength is increased, the neural noise level increases, rather than a simple linear increase in the synaptic input) and is required in order to allow an analytic expression of neural firing rates to be possible (as outlined in Feng and Ding 2004) . Given the balancing condition, μ provides a constant input to all neurons irrespective of stimulus position and σ effectively sets the variance of the Brownian motion according to how close the stimulus is to the column centre of a given neuron. The result of this is that the magnitude of the input to neurons for which the stimulus is closer to their maximal response position will be greater than that for other neurons.
Input stimuli
In order to facilitate comparison with the optimal statistical approach outlined in Rossoni and Feng (2005) , we adopt the same approach to input stimuli. In the experiments presented in Sect. 2.4, the stimulus position was either held constant throughout or moved instantaneously every 100 ms, creating a steplike signal. As the former case can be contained within the latter allowing the updated position to be the same at each step, the stimulus position is given as (Rossoni and Feng 2005 ):
Here, ξ k are independent, uniformly distributed random variables, between limits [X, Y]; χ is the indicator function; and T W is the length of time window used for estimating the firing rate. For a constant input position, X = Y = Position. For the step inputs, the limits are [0, L] , where L is the highest maximal response position for any neuron in the network model. Given the stimulus position, x(t), a Gaussian input rate λ is created for each neuron:
There are three constants in this stimulus creation. σ is the spatial resolution of each neuron and was set to 1 for all neurons across all experiments. λ core provides both a constant input component and effectively scales the random element in the balanced input; this was fixed at 3 for all of the experiments. Finally, c scales the stimulus intensity, effectively controlling the extent to which the input is position dependent; this was fixed to 10 for all of the experiments. These parameter values were chosen in order to rescale the input to ensure that the model used realistic neural firing rates.
Decoding strategy
In order to effectively evaluate the performance of a network model on a given task, it is necessary to be able to convert the network's output back into the domain of the task. In the case of our model using spiking neurons to perform the tracking task, this means we have to address the issue of neural decoding. In their model which performed the same tracking task, Rossoni and Feng (2005) explored two statistical decoding methods, one based on moment estimate, and an optimal unbiased strategy using a censored maximum likelihood approach. The latter of these provides a useful benchmark on the best decoding performance possible given a set of particular conditions (including balanced inputs). For our model, however, we prefer to use a decoding strategy that can be interpreted in terms of a neural model. There are two aspects to our decoding strategy:
1. All of the spikes in the estimation window for each column are simply summed and normalised, and multiplied by their respective column position, to give a value which represents the column's contribution to the position estimate. 2. The resultant set of outputs (one for each column) are filtered using a simple Gaussian filter (explained below). The stimulus position is estimated to be the mean of the filtered output. This is essentially a centre-of-mass approach.
The first stage represents the projection of activity from the columns to the next stage of cortical processing. The second stage represents a relative heightening of the more active outputs compared to the other outputs. Lateral inhibition across columns has been widely interpreted as having this effect; feedback connections, which are prominent between V1 and the LGN, could also act as this sort of filter. The filter is set up in advance and is identical for all experiments and conditions outlined in the paper. Its equation is as follows:
where x dis is the distance from the column with the strongest response; x win is the position for the optimal response of a given column, and σ is the standard deviation of the filter, which was fixed at a value of 1.5, determined by numerical experiments to give a reliable performance. The effect of this filter is to compensate for artificial edge-effects which exist as a result of a finite number of columns being combined through a centreof-mass approach and results in a more accurate conversion of the neural output back into the domain of the original signal. It can be seen that both stages in our decoding strategy have biological plausibility and do not rely upon any abstract, complex statistical calculation. Also in keeping with biological plausibility, estimation was performed online (while the simulation was running), which means that the position estimate was updated and available at each simulation step (rather than being unavailable until the end of each estimation period), allowing us to see the way in which the estimate varied over time. This was achieved using a sliding estimation window representing the memory of the estimation system. This means that we counted the number of spikes in a certain time window ending at the current time point (and starting at a time point equal to the window size subtracted from current time), and this window slides along the time axis as the simulation progresses, so that it always ranges between the current time point and a previous time point given by the window size subtracted from the current time. This is the standard approach when calculating moving averages and is equivalent to convolution with a low-pass finite impulse response filter. A rectangular sliding window was used in the experiments presented here, although alternative schemes can also be implemented in the model. The size of the estimation window is a parameter that was varied during the experiments (details given in the next section) in order to assess the interaction of estimation time and inhibition.
Experiments
A number of experiments have been conducted to examine the effect of inhibitory connections in the network on performance on the stimulus-tracking task. Basic performance was measured using the mean squared error (MSE), of the position estimate and the actual stimulus position, at the end of each estimation window period. Although a sliding estimation window was used to produce a position estimate at the end of every simulation step, in calculating the MSE we used only the position at the end of a stimulus period (the period of time during which the stimulus has been in one location) in order to ensure that there were no contamination effects from previous stimulus position adversely affecting the current position estimate. In addition to examining basic performance, correlation measures (both across and within columns and estimate autocorrelation) and firing rates have been shown where appropriate. We also vary a number of other parameters in the experiments, including:
-Stimulus type: both constant and steplike signals are used.
-Estimation window size: values from 100 ms down to just 10 ms are tested. -Number of neurons in each column: set to 100 by default, but varied in one experiment to examine the effect on central limit convergence of neuron numbers. -Firing threshold V thre : set to 5 by default for the network with lateral inhibitory input and 20 for the network without to ensure similar firing rates and therefore a balanced input for both, but varied in one experiment to have the same threshold value of 20 for each. -Inhibitory connection strength w (i,k) (set to −1 by default, but all values from 0 to −1 tested in one experiment).
The results of all of these experiments are presented in the next section.
Results
Basic performance
The performance of the network was first tested on a stimulus with a constant position of 4.5. It can be seen in Fig. 3 that when lateral inhibitory connections are used, the MSE is much lower, and the network's online position estimate is much more stable. As the estimation window size becomes smaller, the stimulus-tracking task becomes more difficult, and this is reflected in the increased MSE for the smaller window sizes. It is notable, however, that even for small window sizes, the network with inhibitory connections performs quite well, giving a performance with a 10-ms estimation window slightly better than that of the network with no inhibitory connections and a 50-ms estimation window. This highlights the very significant benefits that inhibitory connections within a pool of neurons can bring in situations where fast estimation is required, which would be expected for an evolved sensory processing system. Figure 4 shows the firing rates for all of the neurons in the network (in this case with inhibitory connections), demonstrating that neurons in the columns whose maximal response properties are closest to the stimulus position have the highest firing rates, but also emphasising the noisy nature of neural firing while performing the tracking task.
Figures 5 and 6 show the same results for a random steplike signal which moves position instantaneously every 100 ms. As for the constant stimulus, the network with inhibition significantly outperforms the network with no lateral connections, and the difference, not that Lateral inhibition not used. It can be seen that the MSE is lower when lateral inhibition is present, across all window sizes. The greater reliability of the position estimate when neurons have inhibitory connections is particularly apparent for smaller estimation window sizes, when the estimation task becomes more difficult apparent at 100 ms, becomes increasingly obvious as the estimation window size decreases. The relationship between estimation window size and MSE for networks with and without inhibitory connections is shown explicitly in Fig. 7 .
Correlation measures
It is useful to look more closely at one specific simulation, and in particular several different measures of correlation. Figure 8 gives the results of a simula- Mean firing rate for each neuron, shown here using a greyscale index, with higher firing rates shown by lighter shades. The neurons in the columns which have maximal response near the constant stimulus position of 4.5 show higher firing rates, as expected. The variability in individual firing rates even within the same column is also apparent here tion (of both a network with inhibitory connections, and one without) using default values and a 50-ms estimation window. The top row of Fig. 8 shows that, in keeping with the results of the previous section, the MSE for a network with inhibition is much lower than that of a network with no inhibition. The difference is qualitatively characterised by a smoother estimation curve for the inhibitory network, reflecting its greater reliability. This difference can be measured quantitatively by autocorrelation at low lags, which are shown in the left-middle graph; the greater autocorrelation reflects the smoother, more reliable, curve.
Of central importance to the understanding of lateral inhibitory connections in a column of neurons is the concept of firing rate correlation. This is a measure of the average correlation between any two neurons within the column, essentially reflecting whether they fire together (synchronisation), avoid firing together (antisynchronisation), or operate independently (no synchronisation). It is calculated by first taking the number of spikes emitted by a neuron in a period of time given by the bin size, for all such periods during the simulation, which gives a series of momentary firing rate values for each neuron in the column. The correlation between these values is then measured, giving a correlation matrix which shows the correlation between all pairs of neurons in the column, and the average value is calculated to give a mean correlation value for that column. This procedure is repeated for each column, and finally the overall average correlation value is taken from these.
It was earlier shown (Fig. 1) that when the firing rates of neurons were negatively correlated (that is, when one neuron fired more and other neurons correspondingly tended to fire less), the benefit of convergence to a central limit of pooled activity was enhanced. One mechanism for these firing rates to be achieved is if the spike trains of the neurons themselves are negatively correlated, which means that when one neuron fires, it reduces the probability of other neurons firing. Clearly, lateral inhibition might be expected to lead to this behaviour. The right-middle graph of Fig. 8 shows correlation curves for the networks with and without lateral inhibition. These are calculated by measuring the number of spikes within short time bins (and shown across a range of bin sizes in order to ensure that the results are not an artefact of bin size) and evaluating the correlation of these with each other as described above; the mean correlation value is shown. The graph also shows a baseline value (solid line), which is the lowest possible mean correlation value, a constraint resulting from the number seen that the MSE is lower when lateral inhibition is present, across all window sizes. The difference is greater for these smaller estimation windows than for the larger estimation windows in the previous figure of neurons in a column. It is clear from the graph that inhibitory connections have resulted in negatively correlated firing patterns emerging from the network, and without these the firing patterns are slightly positively correlated.
In addition to measuring the correlation of neurons within columns, it is of interest to evaluate the correlation across columns, given that column location is directly related to neural response properties (neurons in columns close to each other have similar response properties). The mean correlation between columns is shown at the bottom of Fig. 8 . It is clear from this that neurons in columns close to each other tend to respond in similar ways, as expected, and also that neurons in very distant columns tend to be independent of each other. Interestingly, neurons a medium distance away show a negative correlation, indicating that they tend to respond at different times. We believe that this is because neurons at longer distances actually have a negative correlation component when either is particularly active, but a positive correlation component when columns centrally in between them are more active, and as a result they are both less active at the same time. Columns a middle distance apart do not have as strong a positive correlation component (since there are fewer columns in between which could become active) and as a result appear to be more negatively correlated overall. It is also interesting to observe that the correlation curve is more accentuated for the network with inhibitory connections than the one without, indicating a smoother harmonic behaviour by that network. Fig. 7 Effect on MSE of estimation window size. The increased difficulty of the estimation task given less time can be seen here. Performance for the network without inhibitory connections drops considerably for small window sizes, while the presence of inhibitory connections helps the network to maintain a robust performance at these smaller sizes (2005) . However, this is not in itself a requirement for our network, since we are not using the analytical expression for neural firing rates dependent upon this, given in Feng and Ding (2004) . It is also the case that the network with inhibitory connections obviously has an additional source of input to each neuron (lateral inhibitory inputs from other spiking neurons) beyond the external stimulus input. As a result, given the same input strength and firing threshold, neurons in the inhibitory network will have a lower firing rate. This is shown in the top row of Fig. 9 . It should be noted that in this situation, the improved performance of the network with inhibitory connections is evident. In order to rule out the difference in firing rates as a possible factor and to simulate balanced inputs, the firing rate threshold of neurons in the inhibitory network was reduced to a level that would allow a firing rate approximately the same as that of the non-inhibitory network (the default situation). It should be noted that this is simply a scaling operation, equivalent to increasing the scale of the inputs or simulating background excitatory connections, for example, and in no way changed the dynamics of the model. The middle row of Fig. 9 confirms that the inhibitory network still has a much better performance than the non-inhibitory network, showing that irrespective of whether the firing threshold or the firing rates are the same, the inhibitory connections still allow the network to perform better.
The relationship between inhibitory connections and within-column correlations is closely linked to the relationship between inhibitory connections and firing rates. We have already seen in Sect. 3.2 that inhibitory connections lead to negatively correlated firing patterns. The bottom of Fig. 9 shows that as the connections become more inhibitory, the correlation in turn becomes more negative, as we would expect if the inhibitory connections were responsible for the negative correlation. It also shows that the MSE tends to decrease as the connections become more inhibitory, which conforms with our earlier results.
Number of neurons
Our hypothesis, described earlier in Sect. 1.3, is that population coding benefits from the law of large numbers, and that by having negatively correlated firing patterns, that benefit is enhanced. We have already seen that negatively correlated firing patterns arise from inhibitory connections and improve performance. In order to assess the initial central limit effect, we tested our model with different numbers of neurons. Figure 10 top row shows the performance of networks with and without inhibitory connections, with 100 neurons in each column. The middle row shows the performance with just 10 neurons per column. It can clearly be seen that with fewer neurons, the performance is much worse. The bottom graph shows the central limit effect clearly across a range of neuron population sizes. It also shows that across all sizes, the presence of inhibitory connections, with the associated negative correlation, improves performance.
Biophysical models
Synapse model
The model we presented in the previous section is very simple, in order to allow a useful evaluation of the lateral inhibitory mechanism in a controlled manner, without the additional complexity of more realistic neural dynamics. In particular, we have used a Dirac function for our synapse model, with no reversal potential, in order to be able to control the inhibitory input by making it free of temporal dynamics and independent of the state of the neuron. However, it is also necessary to use a much more biophysically realistic synapse model in order to ensure that the results presented so far are relevant for real neural systems. In the experiments described in this section, we use kinetic synapses implemented as Markov models, with the biophysically realistic parameter values given in Destexhe et al. (1994 Destexhe et al. ( , 1998 . The excitatory synapses used in Sect. 4.4 are fast AMPA synapses, and the inhibitory synapses used in all the biophysical model experiments are fast GABA A synapses. These are combined with the standard integrate-and-fire neuron model (Feng 2004) :
where we have
AM (t) is the total AMPA (AM) synaptic current going into the j th neuron in the ith column at time t, P (i,j,k) AM (t) is the fraction of AMPA receptors open for the synapse between the jth and kth neurons in the ith column at time t, and analogously for the GABA A synapses (GA). T represents a square pulse of transmitter concentration in the cleft, which occurs from the time of the most recent presynaptic spike, t , for a duration of 1 ms. This causes receptors to open in accordance with the kinetic equations shown, with opening rates α AM = 1.1 mM −1 ms −1 and α GA = 5 mM −1 ms −1 . Open receptors are continually closing at rates of β AM = 0.19 ms −1 and β GA = 0.18 ms −1 . The contribution to the total postsynaptic current from each synapse consists of three components: the maximum conductance values (ḡ AM = 0.7 nS andḡ GA = 0.8 nS), the proportion of open receptors as discussed previously, and the synaptic efficacy w (i,j,k) , which is set to an identical value for every synapse (w (i,j,k) = 50 for the experiments here; this value was chosen to allow neurons to fire with realistic rates, and reflects the fact that there are only a limited number of synaptic inputs in the model; it can be regarded as a scaling parameter). Finally, the total synaptic current for each synapse type is modulated by the distance between the current membrane potential and the reversal potential for the synapse (E AM = 0 mV and E GA = −80 mV; in practice these were rescaled to E AM = 65 mV and E GA = −15 mV in order to bring them in line with the zero resting potential approach adopted throughout this work).
The leaky integrate-and-fire neuron of Eq. 7 has a resting potential of V rest = −65 mV, rescaled to V thre = 0 mV, a firing threshold of V thre = −50 mV, rescaled to V thre = 15 mV, a leakage channel with a reversal potential of E L = −65 mV rescaled to 0 mV, a specific membrane capacitance c m = 10 nf/mm −2 , a specific membrane resistance of r m = 2 MOhms mm 2 , and a membrane area of A m = 0.1 mm 2 . This gives a membrane time constant of τ m = 20 ms and a total membrane capacitance of C m = 1 nF, and allows us to rewrite Eq. 7 in order to more clearly show the relationship between this biophysical model (including the rescaled threshold potential) and Stein's model outlined earlier (compare with Eqs. 2 and 3):-
All of the stimulus inputs and parameters are identical to the model presented in Sect. 2. The membrane equation is also the same; the only difference is in the form of the synaptic inputs I (i,j) S (t), which are now based on the more biophysically realistic kinetic models as described above. In the following sections, we present the results of some simulations based on this model.
Basic performance
We first examine the basic performance of the model with more biophysically realistic synapses as described in Sect. 4. Figure 11 shows the results of a typical run and can be considered analogous to Fig. 8 . The graphs in the top row of this figure give the central result: the MSE of the network with lateral inhibitory connections is considerably lower than that of the network with no lateral connections. The networks are identical in every other regard. This result is in keeping with the results obtained using the simpler synapse model. The autocorrelation graph also confirms this result, showing more rapid changes (high-frequency noise) for the network with no inhibitory connections, reflecting the greater variability of the mean firing rate while the same stimulus is being presented. Similarly, we observe the same negative correlation between the spike trains of neurons with inhibitory connections, but not in those without such connections. Similarly, we This shows that neurons in columns close to each other will tend to respond in a similar way as expected. Neurons in columns at medium distances tend to respond in quite different ways, giving a 'Mexican hat' shape, which is accentuated by the presence of inhibitory connections (dotted line) observe the same shape in the across-column correlation graphs for this new model as for the previous model, because the same stimulus-response dynamics apply to both models. Overall, we can see that the perfor- Fig. 10 Effect of neuron numbers. Top: Position targets (dotted line) and estimates (solid line) for a random steplike signal using a 25-ms estimate window, with 100 neurons in each column. Middle: Position targets (dotted line) and estimates (solid line) for a random steplike signal using a 25-ms estimate window, with 10 neurons in each column. Bottom: Effect of changing number of neurons on MSE when inhibitory connections are present (dotted line) and not present (dashed line). The central limit effect can be seen clearly in both cases, where increasing the number of neurons reduces the MSE. In addition the MSE is consistently lower when inhibitory connections are present irrespective of the number of neurons It should also be emphasised that this behaviour is completely typical and can be reproduced with high reliability. Figure 12 shows the MSE and correlation figures for 100 simulation runs. It can be seen that in every single run, for the network with lateral inhibitory connections the MSE is lower and the mean correlation (for the largest bin size) is negative, while the network without lateral inhibitory connections always demon- In all cases, the MSE was lower for the network when lateral inhibitory connections were included. Bottom: Correlation for network with (dotted line) and without (dashed line) lateral inhibitory connections. In all cases, the correlation was negative when lateral inhibitory connections were included and was always lower than the network with no lateral connections strates worse performance (higher MSE) and a higher mean correlation value.
Membrane time constant
As outlined in Sect. 4.1, the central difference between the kinetic synaptic model used in the biophysical model and the instantaneous current injection of the simple model is that the former has a time trajectory (whose effect is subject to further variation dependent on the state of the postsynaptic membrane potential). The effect of the synapse is not limited to the time at which the presynaptic spike takes place but increases to a peak over a short period of time and decays over a longer period. The time course of the AMPA and GABA A synaptic currents is shown on the left of Fig. 13 . It is apparent that most of the activity takes place over the first 20 ms, for both synapse types. However, this is also modulated by the rate at which external inputs affect the trajectory of the membrane potential. By using integrate-and-fire neurons, we have the opportunity to vary this rate-the membrane time constant-and thus examine the effect it has on the performance of the networks when using realistic synapse models.
The right-hand side of Fig. 13 shows the MSE as a function of the membrane time constant for two different estimation window sizes. It is immediately apparent that lower membrane time constants give better performance. This result is not surprising; a lower membrane time constant allows both inhibitory lateral inputs (where present) and the stimulus inputs to be incorporated into the membrane potential more rapidly, and thus allows a more accurate reflection of these inputs in the firing rate within a short period of time. The better performance at 50 ms than 20 ms shown in this graph reflects the general improvement in performance given a longer period over which the momentary firing rate is estimated (shown previously in Fig. 7 ).
Mixing excitatory and inhibitory connections
All of the experiments outlined so far have focused on the difference between a network in which neurons in each column have lateral inhibitory connections to all other neurons within the column and a network with ; shown here using a logarithmic scale for clarity of display. Performance is relatively static until the point where the number of excitatory connections exceeds the number of inhibitory connections, after which the MSE rapidly rises. Right: Firing rate as function of number of excitatory connections (and corresponding decrease in number of inhibitory connections). The firing rate is relatively low (and in a biophysically plausible range) until the number of excitatory connections exceeds the number of inhibitory connections, after which it rapidly grows without bound no lateral connections. In this section, we examine the effect of replacing some of the lateral inhibitory connections with excitatory connections (the replacement rather than addition is in order to avoid the biophysically implausible situation of the same neurons giving both excitatory and inhibitory connections). With 100 neurons per column, there are therefore 99 lateral connections per neuron (our neurons do not have recurrent connections to themselves). The results shown in the left panel of Fig. 14 show an interesting effect: as the number of excitatory connections increases, there is no obvious decrease in performance, which remains better than that of the network with no lateral connections, until a critical point is reached when the number of excitatory connections begins to exceed the number of inhibitory connections, at which time performance catastrophically falls off. There are two main contributing factors in this behaviour. The improved performance of the network with a greater number of inhibitory than excitatory connections is due to the beneficial effect of lateral inhibition, which is the main topic of this paper and has been seen in all of our previous experiments. On its own, we would expect this to lead to a somewhat more smoothly linear function than we see in the figure. The second major factor is the feedback effect from the excitatory connections, whereby a spiking neuron adds an excitatory input to other neurons in the same column, which are in turn more likely to spike and send further excitatory inputs to the neurons in the column, including the original neuron. This feedback mechanism is inherently unstable and can lead to large increases in the firing rates. By contrast, the lateral inhibitory connections are inherently stable since they seek to suppress the very activity that triggers them. While there are significantly more inhibitory than excitatory connections, the stabilising effect of the inhibitory connections allows the network to benefit from the higher firing rates caused by the excitatory connections, which is why performance actually slightly improves rather than linearly decreasing, without spiralling out of control. After reach the critical point, however, the system breaks, firing rates start to rise without bound, and performance catastrophically drops off. The right panel of Fig. 14 confirms the firing rate effect. These results confirm that excitatory lateral connections can be combined with inhibitory connections, without undermining their benefit, as long as the inhibitory connections remain in the majority, ensuring that the firing rate does not grow too much.
Hodgkin-Huxley neurons
In addition to using more biophysically realistic synapse models, it is also possible to use a more biophysically realistic neuron model. The integrate-and-fire model is widely used because it is both computationally straightforward, allows specific control over some parameters such as firing threshold and membrane time constant, and is analytically tractable. However, this comes at a certain price of realism, and although it offers a reasonable approximation to real neurons, there can be significant differences. It is therefore useful, where possible, to test the central aspect of a model that is based on integrate-and-fire neurons on a more biophysically realistic neuron model, such as the Hodgkin-Huxley model. We tested our model using Hodgkin-Huxley neurons, defined as follows: (v (i,j) 
Here
S (t) (including all referenced variables) are as previously defined in Eqs. 8 and 10. The specific membrane capacitance, c m = 10 nf/mm −2 , and the membrane area, A m = 0.1 mm 2 , are also the same as before. The reversal potentials for the leakage channel, potassium channel and sodium channel respectively, here rescaled to zero resting potential in order to remain consistent with the previous models, are E L = 11.387 mV, E K = −12 mV and E Na = 115 mV, while their respective maximum conductance values arē g L = 0.003 mS/mm −2 ,ḡ K = 0.36 mS/mm −2 andḡ Na = 1.2 mS/mm −2 . The opening rates of the specific channel activation and inactivation gating probabilities are
, 1(v(t) − 30)) ) .
We present the results of a typical run of our model using Hodgkin-Huxley neurons in Fig. 15 . The MSE is once again lower for the network with lateral inhibitory connections, though the difference is not as pronounced as for the integrate-and-fire models, something also reflected in the autocorrelation curves. We also find that the correlation is negative for the model with inhibitory connections, although again this effect is not as strong here as for the integrate-and-fire models. There is a general trend (reflected in this typical simulation being shown) towards a slightly more positive correlation for the model both with and without lateral connections. The across-column correlation curves are very similar to those of the previous models. Altogether, these results can be seen to vindicate the earlier models, suggesting that the benefits of lateral inhibition exist across different neuron models, and different synapse models, and as such are robust and reliable.
Discussion
Mechanism
Current theories of inhibitory mechanisms in the sensory cortex focus on lateral inhibition between neurons with slightly different response properties. These theories do not give an explanation of lateral inhibition between neurons with the same response properties, such as neurons in the same cortical columns in the primary visual cortex. We have presented a model here which demonstrates that one possible role of these local inhibitory mechanisms is that they improve the accuracy of the mean field potential by reducing the effects of noise. The explanation is as follows:
1. Inhibition between neurons in the same column ensures that when one neuron fires, the probability of other neurons firing is decreased. This gives negatively correlated firing patterns. 2. Negatively correlated firing patterns mean that one neuron with a higher than average firing rate will result in reduced firing rates of other neurons in the pool. This is in effect the centre-surround spacefilling property of negatively correlated data.
3. The combined activity of all neurons in the pool (mean field potential) is stabilised by the centresurround property, ensuring that the effects of random noise are minimised in comparison to the same pool of neurons operating without inhibitory connections. 4. The reduced-noise pooled activity is carried through decoding and leads directly to an improved performance on the given task of the pool of neurons.
In the case of our model, the improved performance of the network on the stimulus tracking task was evident in each experiment outlined. By effectively making the noise negatively correlated, we are reducing the level of noise beyond that which could be obtained by pooling uncorrelated or positively correlated noisy variables. The precise mechanism for this is described in the following section.
The law of large numbers and beyond
For a sequence of random variable ξ n with an identical distribution, we have
where Ex is the expectation for a random variable x, ξ is a random variable with mean zero and variance
where var(ξ ) is the variance of ξ and cov(ξ 1 , ξ i ) is the covariance between ξ 1 and ξ i . Note that, in general, we have cov(ξ 1 , ξ i ) = 0, i.e. they are correlated. As a consequence, we have
where the equality is true in the limit of N → ∞ provided that every term in Eq. 15 makes sense in the limit.
Hence we see that the larger the σ 2 N , the slower the convergence of S N to Eξ 1 . When the random variables are positively correlated, the second term in the righthand side of Eq. 14 is large and the convergence speed is slow. When they are negatively correlated, we can alter the covariance between random variables in such a way that σ 2 N is as close to zero as possible, which implies that for a given N, σ 2 N can also be as small as possible. This gives us a clear picture on the advantage of negatively correlated variables: it allows us to cancel the noise fluctuations as much as we want. Hence we have the following scenario: 
In plain language, we have the following possible situations:
1. When spike trains are partially synchronized (positively correlated), there is a low bound at which we cannot improve the accuracy of averaging out random fluctuations no matter how large the number of neurons N is. 2. When spike trains are independent, the accuracy tends to zero with a rate of 1/N. 3. When spike trains are negatively correlated, we could improve the accuracy as much as we want, even with a small number of neurons.
Therefore, for an ensemble of identical single random variables (spike trains), the most accurate performance is possible when they are negatively correlated, in comparison with the uncorrelated and positively correlated cases. With (partially) synchronized spike trains, we can never reach an accuracy of a zero error, even in the limiting case. The lateral inhibitory interaction between neurons widely observed in the nervous system provides us with a natural mechanism to generate negatively correlated spike trains. This is how we could achieve the effect of reliable computing with unreliable units and may serve as a basic principle of neuronal computations.
Multi-electrode data
Given that our model has produced negatively correlated firing patterns and shown the benefit of these, we might expect actual neural firing in the brain to be negatively correlated, at least in areas where the type of population coding we have used is in force. Historically, data taken from single-electrode recordings have not been able to give the firing patterns of neurons close to each other during the same time period, meaning that it has not been possible to accurately assess whether or not neural firing in the brain is in fact negatively correlated. Recently, however, data from the olfactory bulb of the rat and inferior temporal cortex of the sheep obtained using a multi-electrode array, coupled with an advance in spike sorting (Horton and Feng 2005; Nicol et al. 2005; Tate et al. 2005) , have allowed us to examine this question, and significantly it appears that neural firing patterns are indeed negatively correlated, as our model predicts.
As mentioned before, our theoretical results, together with our experimental findings, could contribute to the contemporary neurobiological on-going debate concerning the hypothesis of the temporal correlation advanced to solve the perceptual problem of linking different features in a unitary object or visual scene. Although fascinating and grounded on simulations and brain models, in addition to important electrophysiological findings on the sensory systems, this hypothesis is regarded as not conclusive, and it still excites numerous critical observations from different approaches. Negatively correlated firing patterns (of which anti-phase firing is a special case) are just opposite to positively correlated firing patterns (of which synchronized or in-phase firing is a special case), but both of them could produce rhythmic firing patterns. As such, our findings here do not in any way depend upon the absence of rhythmicity in neural firing patterns, but can apply equally whether or not rhythms are present. Furthermore, negatively correlated neural firing patterns have been reported early in the literature, see for example Zohary et al. (1994) . Nevertheless, in the literature to date, little attention has been given to its functional role.
Further developments
Further exploration of the implications of the current model in terms of other theories could yield fruitful results. For example, it has been suggested that the brain employs sparse codes (Field 1995; Olshausen and Field 1997) . Sparse coding actually arises naturally as a consequence of negatively correlated neural firing patterns, where the negative correlation ensures that only a small number of neurons are actively involved in representing a given input at any one time. Could the important benefits of local inhibitory mechanisms outlined here be responsible for the brain's choice of neural code? This is one of the questions that we will seek to answer in continued investigations into the benefits of local inhibitory mechanisms.
