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In this paper we show the existence of solutions with quadratic growth to
Hamilton–Jacobi–Bellman equations. We assume that the Hamiltonian has the
quadratic growth both in x and p. We obtain the explicit Lipschitz bound of solu-
tions in the weighted sup-norm. Also, we discuss the vanishing viscosity limit of
solutions and show the existence of viscosity solutions to the resulting Hamilton–
Jacobi equation. © 2001 Academic Press
1. INTRODUCTION
In this paper we show the existence of solution to the Hamilton–
Jacobi–Bellman (HJB) equation of the form
Vt=H(x, Vx)+e tr a(x) Vxx(1.1)
and
l=H(x, Vx)+e tr a(x) Vxx ,(1.2)
where the Hamiltonian is given by
H(x, p)=g(x) ·p+h(s(x) t p)+a(x),
for p ¥ Rn. We assume
(1) g ¥ Rn is C1, Lipschitz with
(g(x)−g(y), x−y) [ −w |x−y|2, x, y ¥ Rn,(1.3)
for some w > 0.
(2) h is C1 with quadratic growth.
(3) s ¥ Rn×m, 1 [ m [ n is C1 and bounded, and a is Lipshitz, or
(4) s is C1 with
`1+|x|2 |sxs t| [ b,(1.4)
and a is locally Lipschitz continuous with quadratic growth.
(5) a is a C1 and Lipschitz symmetric matrix on Rn with
(a(x) t, t) \ a |t|2, t ¥ Rn(1.5)
for some a > 0.
We are motivated by the HJB equation that arises in the control theory
[FS, FM]. For example, consider the dynamical programming equation
l=etr a(x) Vxx+g(x) ·Vx+
1
2c2
|s(x) tVx |2+a(x).(1.6)
Equation (1.6) corresponds to the stochastic H. problem [FM, MI],
max
v
lim sup
TQ.
1
T
Ex F
T
0
1a(xt)− c22 |v|22 dt
subject to
dxt=(g(xt)+s(xt) v) dt+`2e b(xt) dBt ,
where Bt is Rn–valued standard Brownian motion and a(x)=b(x) b(x) t.
A function v represents a disturbance and c \ 0 is an attenuation bound.
Also we discuss the viscosity limit as eQ 0+ of (1.1) and (1.2) and we show
the existence of viscosity solution to
Vt−H(x, Vx)=0 and lˆ−H(x, Vx)=0.(1.7)
The existence of Lipschitz solution to (1.1) and (1.2) is established in
[FM] assuming a is globally Lipschitz and a and s are constant. Even for
the case of Lipschitz a our results extends the one in [FM] since a and s
are not necessary constant in our analysis. For quadratic growth case the
existence of local Lipschitz solution to (1.1) is established in [BFN] under
the condition
k(x) |p|2−kˆ(x) [ −H(x, t, p)− a(x, t) [K(x) |p|2+Kˆ(x),
where k, k−1, kˆ, K, Kˆ \ 0, ¥ L.(Rn) and
a(x, t)−Kˆ \ 0, V0(x) \ 0 for |x| \ r0 .
2 KAZUFUMI ITO
Our assumption is different from [BFN] and allows a negative and an
indefinite quadratic growth of H in p. The uniqueness of viscosity solution
to (1.2)Œ is studied in [Mc, Is], and also an error estimate for viscosity
solutions in the weighted norm as defined below is established in [It].
1.1. Basic Estimates
In order to motivate a kind of results that can be expected we establish
a priori bound of Vx of (1.6) assuming V ¥ C3(Rn). Let s: R+Q R+ be a
positive C2 and convex function satisfying
s(t)=c0 , 0 [ t [ 1 and s(t)=t, t \ 1.5,
where 1 < c0 < 1.5 is a constant. We also assume that a ¥ C1 satisfies
a=sup
x ¥ R n
|ax |
`s(|x|2)
<.,(1.8)
and s ¥ C1 satisfies
sup
x ¥ R n
`s(|x|2) |sxs t| [ b.(1.9)
If we define U=Vx, then U ¥ Rn satisfies
e (tr a(x) Uxx+tr axUx)+1g(x)+a˜(x)
c2
U2 ·Ux+1
c2
Usxs tU+gxU+ax=0,
(1.10)
where (tr axUx)a=;ni=1 ;nj=1 (ai, j)xa (Ui)xj and a˜(x)=s(x) s(x) t. Define
the function
f(x)=
1
2 s(|x|2)
|U(x)|2.(1.11)
Suppose f takes its maximum at x0 ¥ Rn then
fx(x0)=0 and (tr a fxi , xj )(x0) [ 0.(1.12)
Note that
1 k
s(|x|2)
2
xi
=−
2sŒ(|x|2) xi
s(|x|2)2
k+
1
s(|x|2)
kxi
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and
1 k
s(|x|2)
2
xi , xj
=
1
s(|x|2)
kxi , xj −
(2xikxj+2xjkxi )sŒ(|x|2)
s(|x|2)2
+18 |sŒ(|x|2)|2 xixj
s(|x|2)3
−
2sŒ(|x|2) di, j+4xixjsœ(|x|2)
s(|x|2)2
2 k.
Moreover, we have
(|U|2)xi=2U·Uxi and (|U|
2)xi , xj=2 (U·Uxi , xj+Uxi ·Uxj ).
Thus, from (1.12) we have
U(x0) ·Ux(x0)=
sŒ(|x|2) x0
s(|x0 |2)
|U(x0)|2(1.13)
and
s(|x0 |2) (tr a fxx)(x0)=U(x0) · tr a(x0) Uxx(x0)(1.14)
+tr Ux(x0) t a(x0) Ux(x0)−1 sŒ(|x0 |2)s(|x0 |2) tr a(x0)
+2
sœ(|x0 |2)
s(|x0 |2)
x t0 ax0 2 |U(x0)|2.
Multiplying (1.9) by U(x0) and completing square, it follows from (1.13)–
(1.14) that
(U(x0), gx(x0) U(x0))(1.15)
+e 1 tr a(x0) sŒ(|x0 |2)s(|x0 |2)+2x t0 ax0 sœ(|x0 |
2)
s(|x0 |2)
+
|ax(x0)|2
4a
2 |U(x0)|2
+1g(x0)+a˜(x0)
c2
U(x0)2 · sŒ(|x0 |2) x0s(|x0 |2) |U(x0)|2
+
1
c2
(U(x0), U(x0) sx(x0) s(x0) t U(x0))+(U(x0), ax(x0)) \ 0,
where t ta(x0)t \ a |t|2 for t ¥ Rn by (1.4). Let g(0)=d. Then from (1.6)
(g(x0), x0) [ −w |x0 |2+(d, x0) and (t, gx(x0)t) [ −w |t|2, t ¥ Rn.
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Suppose
sup
R n
|U(x)|
`s(|x|2)
[M(1.16)
and
w >
Ms¯2
c2
+|d|,(1.17)
where |s(x)| [ s¯, x ¥ Rn and let
w˜=w− e max
x
3 tr a(x) sŒ(|x|2)
s(|x|2)
+2x t a(x) x
sœ(|x|2)
s(|x|2)
+
|ax(x)|2
4a
4 .
If X=|U(x0)|/`s(|x0 |2) , then it follows from (1.9) and (1.15) that
sŒ(|x0 |2) (−w |x0 |2+(|d|+(Ms¯2/c2) `s(|x0 |2)) |x0 |)
s(|x0 |2)
X2
+1−w˜+bM
c2
2 X2+a X \ 0.
Since sŒ(t)=0 on [0, 1], we have
sŒ(|x0 |2) (−w |x0 |2+(|d|+(Ms¯2/c2) `s(|x0 |2) ) |x0 |)
s(|x0 |2)
[ 0 for all x0 ¥ Rn
(1.18)
and thus
X [
a
w˜−(Mb/c2)
provided that w˜ >
Mb
c2
.
Hence if we assume that
4a
b
c2
< w˜2,(1.19)
then there existM> 0 such that
sup
x ¥ R n
|U(x)|
`s(|x|2)
[
a
w˜−(Mb/c2)
[M.(1.20)
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In fact, (1.20) is equivalent to
b
c2
M2− w˜M+a [ 0.
If (1.19) holds, then we have
M [
2a
w˜+`w˜2−4a(b/c2)
.
Thus, (1.17) is satisfied if
2as¯2
c2
< (w−|d|) 1 w˜+=w˜2−4a b
c2
2(1.21)
and w˜ >Mb/c2 follows from (1.19). In summary if (1.19) and (1.21) hold
along with (1.7)–(1.9), then we obtain the estimate
sup
x ¥ R n
|Vx(x)|
`s(|x|2)
[
2a
w˜+`w˜2−4a(b/c2)
.(1.22)
In view of the following example, (1.22) doses not hold for all solutions
of (1.6). But we show the existence of locally Lipschitz solutions to (1.1)
and (1.2) satisfying the estimate (1.22). Our assumption is satisfied by the
linear Quadratic Gaussian case. For example, let g(x)=−wx, b(x)=0,
a(x)=a2 |x|2 and s(x)=s¯. Then the solution to (1.6) is given by
V(x)=p2 |x|
2 where p satisfies
s¯2
c2
p2−2w p+a=0.(1.23)
If as¯2/c2 < w2 (which coincides with (1.22) since |d|=0 and b=0), then
(1.23) has the two solutions p ±=a/(w + `w2−as¯2/c2). Estimate (1.22)
gives p [ aw . It separates the upper and lower solution in the sense that
p− <
a
w
< p+
and gives an upper bound of the lower solution V−(x)=p
−
2 |x|
2.
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2. EXISTENCE
We establish the existence of solutions to (1.1) in the following three
steps. First, consider the equation of the form
Vt=Hˆ(x, Vx)+e tr a(x) Vxx .(2.1)
Assume that Hˆ is C1 and there exist c1 > 0, c2 > 0 and c3(x) ¥ L2(Rn) such
that
|Hˆ(x, p)−Hˆ(x, q)| [ c1 |p−q| and Hˆ(x, 0) ¥ L2(Rn),(2.2)
and
|Hˆx(x, p)| [ c3(x)+c2 |p|.(2.3)
Define the Hilbert space X=H1(Rn) by
X={f ¥ L2(Rn) : fx ¥ L2(Rn)}
with inner product
(f, k)X=F
R n
f(x) k(x)+fx(x) ·kx(x) dx,
where fx=Df is the gradient of f. We use the following lemma
throughout the paper.
Lemma 2.1. For g ¥H1(Rn) and f ¥ L2div={f ¥ (L2(Rn))n : N ·f ¥
L2(Rn)} we have
(f, Ng)+(N ·f, g)=0.
Proof. Note that for k ¥ C.0 (Rn)
(f, N(k g))+(N ·f, k g)=0.
Let t ¥ C.(Rn) satisfying t=1 for |x| [ 1 and t=0 if |x| \ 2 and set
k=t(xr). Then we have
1f, kNg+1
r
gNt2+(N ·f, k g)=0.
Since t(xr)Q 1 a.e. in R
d as rQ . thus the lemma follows from Fatou
lemma. L
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Then we have the following theorem.
Theorem 2.2. Equation (2.1) has a unique solution V in H1(0, y;
H1(Rn)) 5 L2(0, y; H3(Rn)) 5 C(0, y; H2(Rn)) for all y > 0 provided that
V(0) ¥H2(Rn).
Proof. For the sake of completeness of our discussions we will give a
sketch of the proof. We define the single valued operator A on X by
AV=Hˆ(x, Vx)+e tr a(x) Vxx
with dom(A)=H3(Rn). Then, A− wˆ I with
wˆ=
c1
2
+
c21
ea
+e 1 |ax |.
2
+
4 |ax |
2
.
a
2
is dissipative. In fact, from (2.2)
(Af−Ak, f−k)X=−e a |fx−kx |
2
X(2.4)
+(tr (a−a I)(f−k)xx , f−k−D(f−k))
+(Hˆ( · , fx)−Hˆ( · , kx), f−k−D(f−k)),
where we used Lemma 2.1 and
(Dfx , kx)=− C
i
((fxi )x , (kxi )x)=−(Df, Dk)(2.5)
for f, k ¥H3(W). Since
(tr a(x)Vxx , N ·q)=−((ai, j)xlVxx , ql)+((ai, j)xiVxx , ql)+(a NVxl , Nql)(2.6)
for V ¥H2(Rn) and q ¥ (H1(Rn))n, we have
(tr(a−a I)(f−k)xx , f−k−D(f−k)) [ −((ai, j)xi (f−k)xj , f−k)
+((ai, j)xl (f−k)xx , (f−k)xl )
−((ai, j)xi (f−k)xl , xj , (f−k)xl ).
Thus
(Af−Ak, f−k)X [ wˆ |f−k|2X−
ea
2
|fx−kx |
2
X.(2.7)
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Let us define the linear operator T on X by
Tf=
e
2
(tr a(x) fxx−a f)
with dom(T)=H3(Rn), where a=|ax |./2+4 |ax |
2
./a+a/2. Using the
same argument as above, it is not difficult to prove that T is maximal dis-
sipative on X. Moreover, if let V˜=H2(Rn) and X=H1(Rn) is the pivoting
space (X=X*), then V˜*=L2(Rn) and T ¥L(V˜, V˜*) is coercive in the
sense that
(Tf, f)X \ −
ea
4
|f|2V˜.(2.8)
Hence T generates an analytic semigroup on X [Pa, Ta]. From (2.4) and
(2.7), −(A− wˆ I−T) is hemicontinuous monotone mapping from V˜ into
V˜*. It thus follows from Theorem 6.5.2 in [Ta] that −A+wˆ I : V˜Q V˜*
under the Gelfand triple
V˜=H2(Rn) …X=X* … L2(Rn)=V˜*
is maximal monotone. Hence equation Af− wˆ f=f in V˜* has a unique
solution f ¥ V˜. Note that from (2.3) for f ¥ V˜=H2(Rn)
Hˆ(x, fx)x=Hˆx(x, fx)+Hˆp(x, fx) fxx ¥ L2(Rn),
that is, Hˆ(x, fx) ¥X. Thus, if f ¥X then the solution f ¥ dom (T)
=H3(Rn) and thus A is maximum dissipative on X. It follows from [Br]
that A generates the nonlinear C0-semigroup on X and (2.1) has the unique
solution V( · ) in C(0, y; X). Moreover if we define U(t)=Vx(t), then
U( · ) ¥ L2(0, y; Xn) 5H1(0, y; (H1(Rn))*) and satisfies
1 d
dt
U(t), f2=(Hˆx( · , U)+Hˆp(x, U) ·Ux , f)− e(tr a Ux , N ·f)(2.9)
for all f ¥H1(Rn)n. Note that from (2.3)
F y
0
|(Hˆ(x, U(t))|2X dt
=F y
0
|Hˆ(x, U(t))|2+|Hˆx(x, U(t))+Hˆp(x, U(t)) ·Ux(t)|2 dt
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is bounded. Thus, since T generates an analytic semigroup on the Hilbert
space X it follows from Theorem 5.5.1 and Lemma 5.5.1 in [Ta] that
Eq. (2.1)
d
dt
V(t)=AV(t)=2T V(t)+ea V+Hˆ(x, Vx)
has the solutionV(t) ¥ L2(0, y; dom(T)) 5H1(0, y; X)) 5 C(0, y; dom(T 12 )).
The theorem follows from the fact that dom (T
1
2 )=H2(Rn). L
In the following two sections we define locally Lipschitz solutions to
Vt=H(x, Vx)+e tr a(x) Vxx ,(2.10)
where
H(x, p)=g(x) ·p+h(s(x) t p)+a(x)
and g ¥ C1 is Lipschitz and satisfies (1.3).
2.1. Lipschitz Solution
In this section we consider the case when a is globally Lipschitz. First,
assume that h is Lipschitz with h(0)=0 and Lipschitz constant aˆ. Then it
follows from Theorem 2.2 that for c \ 1 equation
Vt=k(x) H(x, Vx)+e tr a(x) Vxx ,(2.11)
where
k(x)=
c2
c2+|x|2
,
has a unique solution V on [0, y]. Define U(t)=Vx(t). Then, from (2.9) we
have
(Ut , f)=(kx H(x, U), f)(2.12)
+((g+hŒ(s tU) s) ·Ux+(gx+hŒ(s tU) sx) U+ax , k f)
− e (tr a Ux , N ·f)
for f ¥H1(Rn)n. Let
|U|=`U21+·· ·+U2n and |U|p=1 F
Rn
|U(x)|p dx2 1p .
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For p \ 2 define the functions Y, F: R+Q R+ by
Y(r)=˛ r p2 for r [ R2
p
2
Rp−2(r−R2)+Rp for r \ R2
and
F(r)=˛ rp2−1 for r [ R2
Rp−2 for r \ R2.
Setting f=F(|U|2)U ¥H1(Rn)n in (2.12) and using (2.6), we obtain
1
p
d
dt
(Y(|U(t)|2), 1)(2.13)
=−1k 2x ·U
c2+|x|2
F(|U|2), g(x) ·U+h(s(x) t U)2
+1k f, F(|U|2) 11
2
|U|22
x
2+(k gU, F(|U|2) U)
− e 31
2
(FŒ(|U|2) a(|U|2)x , (|U|2)x)+(F(|U|2) a Ux , Ux))
−(tr axUx , F(|U|2) U)+((ai, j)xi Uxj , F(|U|
2) U)4
+((ka)x , F(|U|2) U),
where
f=g+hŒ(s tU) s and g=gx+hŒ(s tU) sx .
Note that there exists a positive constant k1=k1(c) such that k1(c)Q 0 as
cQ . and
1k 2x ·U
c2+|x|2
F(|U|2), g(x) ·U+h(s tU)) [ k1 (k, Y(|U|2)2
since
|g(x)| [ const`1+|x|2 and |h(s(x) tU)| [ const`1+|x|2 |U|.
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It thus follows from (2.13) that
1
p
d
dt
(Y(|U(t)|2), 1)+
ea
2
(F(|U|2) Ux , Ux) [ a˜(Y(|U(t)|2), 1)+|(ka)x |pp ,
where
a˜=k1(c)+1+aˆ |sx |.+
|k f|2.
ea
+
4e |ax |
2
.
a
.
Hence by Gronwall’s inequality we have
max
t ¥ [0, y]
(Y(|U(t)|2), 1)+
ea
2
F y
0
(F(|U|2) Ux , Ux) dt
is uniformly bounded in R > 0 for every y > 0. Letting RQ ., we obtain
|U|
p
2 −1U ¥ L2(0, y; (H1(Rn))n) 5 L.(0, y; (L2(Rn))n),
for all p \ 2. Now, setting f=|U|p−2 U in (2.12) and using exactly the same
arguments as above, we obtain
1
p
d
dt
|U(t)|pp=−1k 2x ·Uc2+|x|2 |U|p−2, g ·U+h(s tU)2
+1k f, |U|p−2 11
2
|U|22
x
2+(k g U, |U|p−2 U)
− e 3(p−2) 1 |U|p−4 a 11
2
|U|22
x
, 11
2
|U|22
x
2
+(|U|p−2 a Ux , Ux)+(tr axUx , |U|p−2 U)
−((ai, j)xi Uxj , |U|
p−2 U)4+((ka)x , |U|p−2 U).
Since 1p
d
dt (|U(t)|
p
p)=|U|
p−1
p
d
dt |U|p, we obtain
d
dt
|U|p [ −w(k, |U|p)+bp |U|p+(k, |ax |p)
1
p+2 1k, 1 |x| |a(x)|
c2+|x|2
2p2 1p ,(2.14)
where
bp=k1(c)+aˆ |sx |.+
|k f|2.
(p−2) ea
+
4e |ax |
2
.
a
.
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By Gronwall’s inequality we have
|U(t)|p [
1
bp
(ebp t−1) 1 (k, |ax |p) 1p+2 1k, 1 |x| |a(x)|c2+|x|2 2p2
1
p 2 .
Letting pQ ., we obtain
|U(t)|. [
1
b
(eb t−1) (|ax |.+k2(c))
for some k2=k2(c) satisfying k2(c)Q 0 as of cQ ., where
b=k1(c)+aˆ |sx |.+
4e |ax |
2
.
a
.
Now, from (2.14)
d
dt
|U|p [ (−w+bp) |U|p+(k, |ax |p)
1
p
+2 1k, 1 |x| |a(x)|
c2+|x|2
2p2 1p+w (1−k, |U|p).
If we let k3(c)=(1−k, |U|p), then >T0 k3(c) dtQ 0 as cQ ., for any T > 0
by Lebesgue dominated convergence theorem. Using exactly the same
arguments as above, we obtain
|U(t)|. [
1
b˜
(e b˜t−1) (|ax |.+k2(c)),
where
b˜=−w+b=−w+k1(c)+aˆ |sx |.+
4e |ax |
2
.
a
.(2.15)
For c \ 1 let us denote by Vc the unique solution of (2.11). Let z(x)=
z(|x|) ¥ C2(Rn) where z: R+Q R+ is a nonincreasing function such that
0 < z [ 1, z(0)=1, and z(s)=exp(−|s|) for s \ 1.
Then
(Vct , z t)=(kH(x, V
c
x), z t)+e (tr a V
c
xx, z t)(2.16)
SOLUTIONS WITH QUADRATIC GROWTH 13
for all t ¥ L2(Rd), and
OUct , z fP=−(kH(x, Uc), N · (z f))− e (tr a U
c
x, N · (z f))(2.17)
for all f ¥H1(Rn)n. Setting f=Uc in (2.16), we obtain
1
2
d
dt
(z Uc, Uc)=(kH(x, Uc), Uc ·zx+zN ·Uc)
− e 3(z aUcx, Ucx)− 12 (N · (azx), |Uc|2)
−(z tr axU
c
x, U
c)+(z (ai, j)xi U
c
xj , U
c)4.
Since |Uc|. is uniformly bounded in c \ 1, it follows that for every compact
set W in Rn there exists a constantMW independent of c \ 1 such that
(z Uc(t), Uc(t))W+e F
y
0
(z Ucx, U
c
x)W dt [MWy.
Moreover from (2.16) we have
F y
0
(z Vct , V
c
t )W dt [MWy.
Hence for every compact set W of Rn
F y
0
|Vct |
2
L2(W)+|V
c|2H2(W) dt [MW y,
uniformly in c \ 1. Since if Bk={x ¥ Rn : |x| < k}, then H2(Bk) is com-
pactly embedded into H1(Bk), it follows from Aubin’s lemma that
L2(0, y; H2(Bk)) 5H1(0, y; L2(Bk))
is compactly embedded into L2(0, y; H1(Bk))
Thus, there exists a subsequence of {Vc(t)} which converges strongly in
L2(0, y; H1(Bk)). By a standard diagonalization process, we can construct
a subsequence {V cˆ(t)} which converges to a function V(t) strongly in
L2(0, y; H1(Wˆ)) and weakly in L2(0, y; H2(Wˆ)) 5H1(0, y; L2(Wˆ)) for every
compact set Wˆ in Rn. Let U(t)=Vx(t). Then, U cˆ(t) converges weakly in
L2(0, y; H1(Wˆ)n) 5H1(0, y; (H1(Wˆ)*)n and strongly in L2(0, y; L2(Wˆ)n).
Since any L2((0, y)× Wˆ) convergent sequence has an a.e. pointwise con-
vergent subsequence, without loss of generality we can assume that U cˆ
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converges to U(t) a.e. in Rn×(0, y). Hence, by Lebesgue dominated con-
vergence theorem
Hp( · , U cˆ)QHp( · , U) and Hx( · , U cˆ)QHx( · , U)
strongly in L2(0, y; L2(Wˆ)n). It follows from (2.16)–(2.17) that the limit V(t)
satisfies
(Vt , z t)=(H(x, Vx), zt)+e(tr a Vxx(t), zt)(2.18)
for all z1/2t ¥ L2(Rn) and
OUt , z fP=(H(x, U), N · (z f))− e (Ux(t), (z f)x)(2.19)
for all z1/2 f ¥H1(Rn). Since k1(c), k2(c)Q 0 as cQ ., letting cQ . in
(2.15) we have
|U(t)|. [ F
t
0
e(−w+aˆ |sx|.+4e |ax|
2
.
a )(t−s) |ax |. ds.(2.20)
We summarize the results in the following theorem.
Theorem 2.3. Assume that g, a and s are Lipschitz and h is Lipschitz
with Lipschitz constant aˆ. Then equation (2.10) with V(0)=0 (equivalently,
(2.17)–(2.18)) has a unique Lipschitz solution V(t) ¥ L2(0, y; H2loc(Rn)) 5
H1(0, y; L2loc(R
n)) 5 C(0, y; H1loc(Rn)) and the solution satisfies (2.20).
Proof. Let k=1/s(|x|2). From (2.18)
(Vt , kp t)=(g ·Vx+h(s tVx)+a, kpt)+e (tr a Vxx , kpt)
for t ¥H1(Rn; kp dx). Setting t=|V|p−2 V andW=k V, we have
1
p
d
dt
|W|pp=1g, 1p (|W|p)x 2+2 1 sŒ(|x|
2)
s(|x|2)
x · g, |W|p2
(2.21)
+(k h(s tVx), |W|p−2 W)+(k a, |W|p−2 W)
+e 3 −(p−1)(a Wx , |W|p−2 Wx)−((ai, j)xi Wxj , |W|p−2 W)
+2 1 sŒ(|x|2)
s(|x|2)
tr a+2 11 sœ(|x|2)
s(|x|2)
−1 sŒ(|x|2)
s(|x|2)
222 x t ax, |W|p2
+4 1a sŒ(|x|2)
s(|x|2)
x, |W|p−2WWx 24 ,
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where we used
(tr a Vxx , kp |V|p−2V)=(tr a Wxx , |W|p−2 W)+2 3 sŒ(|x|2)s(|x|2) tr a
+2 11 sœ(|x|2)
s(|x|2)
−1 sŒ(|x|2)
s(|x|2)
22 h2 x tax, |W|p2
+4 1a sŒ(|x|2)
s(|x|2)
x, |W|p−2WWx)24.
Since g is Lipschitz,
1g, 1
p
(|W|p)x 2=−1p (N · g, |W|p) [ c1p |W|pp
for some c1 > 0. It follows from (1.3) that
1 sŒ(|x|2)
s(|x|2)
x · g, |W|p2 [ sŒ(|x|2)
s(|x|2)
(−w |x|2+x·g(0)), |W|p).
Since h is Lipschitz,
(k h(s tVx), |W|p−2 W) [ aˆ |s|. (|W|pp+|Wp|2 ||W|p/2−1 Wx |2).
It thus follows from (2.21) that
1
p
d
dt
(|W|pp) [ cp |W|pp+|k a|p |W|p−1p ,(2.22)
where
cp=c˜+
c1
p
+
aˆ2 |s|2.
2(p−1) ea
+
e |ax |
2
.+16 |a|
2
.
(p−1) a
2
with
c˜=aˆ |s|.+sup
x
5 sŒ(|x|2)
s(|x|2)
1−w |x|2+x·g(0))(2.23)
+2e 1 sŒ(|x|2)
s(|x|2)
tr a+2 1 sœ(|x|2)
s(|x|2)
−1 sŒ(|x|2)
s(|x|2)
222 x tax26 .
16 KAZUFUMI ITO
Note that
1
p
d
dt
(|W|pp)=|W|
p−1
p
d
dt
|W|p .
It thus follows from (2.22) and Gronwall’s inequality that
|W(t)|p [ ecp t |W(0)|p+F
t
0
ecp (t−s) |k a|p ds.(2.24)
Letting pQ ., we obtain from (2.24)
|W(t)|. [ e c˜ t |W(0)|.+F
t
0
e c˜ (t−s) |ka|. ds.(2.25)
Let V1 , V2 be the solutions to (2.18). By the same arguments as above
W˜=k (V2−V1) satisfies
1
p
d
dt
(|W˜|pp)=1g, 1p (|W˜|p)x2+1 sŒ(|x|
2)
s(|x|2)
g ·x+g˜ ·1W˜x+sŒ(|x|2)s(|x|2) x2 , |W˜|p−2 W˜2
+e 3−(p−1)(a W˜x , |W˜|p−2 W˜x)+((ai, j)xi W˜xj , |W˜|p−2 W˜)
+2 1 sŒ(|x|2)
s(|x|2)
tr a+2 1 sœ(|x|2)
s(|x|2)
−1 sŒ(|x|2)
s(|x|2)
222 x tax, |W˜|p2
+4 1a sŒ(|x|2)
s(|x|2)
x, |W˜|p−2 W˜W˜x 24,
where
g˜=F 1
0
hŒ(s ((V1+s (V2−V1))x) s) ds
and thus
|W˜(t)|. [ ec t |W˜(0)|. .
Hence the solution to (2.10) is unique. L
Definition. (1) A locally Lipschitz function V¯(t, · ) is a upper solution
of (2.10) if
V¯t−(g · V¯x+h(s tV¯x)+a+e tr a V¯xx) \ 0 a.e..
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(2) A locally Lipschitz function V¯(t, · ) is a lower solution of (2.10) if
V
¯ t
−(g ·V
¯ x
+h(s tV
¯ x
)+a+e tr a V
¯ xx
) \ 0 a.e..
Corollary 2.4. Let V¯(t, · ) and V
¯
(t, · ) be a upper and lower solution of
(2.10), respectively. Then V
¯
(t, x) [ V(t, x) [ V¯(t, x) a.e..
Proof. Let t=|inf(0, V(t)−V
¯
(t))|p−2 inf(0, V(t)−V
¯
(t)) in (2.18). Then
W=k inf(0, V(t)−V
¯
(t)) satisfies
1
p
d
dt
(|W|pp) [ 1g, 1p (|W|p)x 2+1 sŒ(|x|
2)
s(|x|2)
g ·x
+g
¯
·1Wx+sŒ(|x|2)s(|x|2) x2 , |W|p−2 Wx 2
+e 3−(p−1)(a Wx , |W|p−2 Wx)+((ai, j)xi Wxj , |W|p−2 W)
+2 1 sŒ(|x|2)
s(|x|2)
tr a+2 1 sœ(|x|2)
s(|x|2)
−1 sŒ(|x|2)
s(|x|2)
222 x tax, |W|p2
+4 1a sŒ(|x|2)
s(|x|2)
x, |W|p−2 Wx 24 ,
where
g
¯
=F 1
0
hŒ(s (V
¯ x
+s (V−V
¯
)x) s) ds.
Thus using the same arguments as those in the proof of Theorem 2.3, we
have |W(t)|.=0 and hence V¯
(t) [ V(t). Similarly, for V(t) [ V¯(t) we set
t=|sup(0, V(t)−V¯(t))|p−2 sup(0, V(t)−V¯(t)) in (2.18). L
Next, we consider the case when h ¥ C1. Consider the cut-off function of
h(s tp) by
hM(s tp)=˛shŒ 1s t M p|p|2 1p−M p|p|2+h 1s tM p|p|2 if |p| \M
h(s tp) if |p| [M.
Then it follows from Theorem 2.3 that equation
Vt=g(x) ·Vx+hM(s(x) ·Vx)+a(x)+e tr a(x) Vxx
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has the unique solution V and V satisfies (2.20) with
aˆ=aˆ(M)= sup
x ¥ R n, |p| [M
hŒ(s(x) · p).
We assume that
|s(x)| [ s¯ <.
and that there exists a constantM> 0 such that
|ax |.
wˆ− aˆ(M) |sx |.
[M,(2.26)
where
wˆ=w−
4e |ax |
2
.
a
.
From Theorem 2.3 we have
Theorem 2.5. Equation (2.10) with V(0)=0 has the unique Lipschitz solu-
tionV(t)¥L2(0, y; H2loc(Rn))5H1(0, y; L2loc(Rn))5C(0, y; H1loc(Rn)) satisfying
|Vx(t)|. [M for all t,
where M> 0 is the smallest constant satisfying (2.26).
Corollary 2.6. If h(v)=(1/2c2) |v|2 and
w2 \
4
c2
|ax |. |sxs t|. ,(2.27)
then we have
|Vx(t)|. [
2 |ax |.
wˆ+`wˆ2−(4/c2) |ax |. |sxs t|.
.
Proof. The corollary follows from the fact that (2.26) is written as
|ax |. [ wM−
|sxs t|. M2
c2
if h(v)=(1/2c2) |v|2. L
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2.2. Quadratic Growth Case
It follows from Theorem 2.3 that if a is globally Lipschitz, then Eq.
(2.10) with V(0)=0 has the unique Lipschitz solution V. In this section we
consider the case when a grows quadratically. Let k(x)=1/s(|x|2)1/2 . First,
we assume that a is globally Lipschitz. From (2.18)
(Ut , kp |U|p−2 U)=((g(x)+hŒ(s tU) s) ·Ux , kp |U|p−2 U)(2.28)
+(gx+hŒ(s tU) sx) U+ax , kp |U|p−2 U)
− e(tr a Vxx , N · (kp |U|p−2 U)).
Define U˜=k U
((g(x)+hŒ(s tU) s) ·Ux , kp |U|p−2 U)=1g(x)+hŒ(s tU) s, |U˜|p−2 112 |U˜|22x 2
(2.29)
+1 sŒ|x|2
s(|x|2)
x · g(x)+hŒ(s tU) s, |U˜|p2
and from (2.6)
J=−(tr a Uxx , N · (kp |U|p−2 U))(2.30)
=−(p−2) 1 |U˜|p−4 a 11
2
|U˜|22
x
, 11
2
|U˜|22
x
2
+(|U˜|p−2 a U˜x , U˜x)+1 tr a U˜x , sŒ|x|2 xs(|x|2) · U˜ |U˜|p−22
−((ai, j)xi (U˜a)xj , |U˜|
p−2 U˜a)+((ai, j)xa (U˜i)xj , |U˜|
p−2 U˜a).
+1ai, j sŒ(|x|)2s(|x|2) xjU˜i , −N · (|U˜|p−2 U˜)+ sŒ|x|
2
s(|x|2)
x · U˜ |U˜|p−22 .
It follows from (2.28)–(2.30) that
1
p
d
dt
(|U˜(t)|pp)=1 sŒ|x|2s(|x|2) x · g(x)+hŒ(s tU) s, |U˜|p2
−
1
p
(N · g, U˜p)+1hŒ(s tU) s, |U˜|p−2 11
2
|U˜|22
x
2
+((gx+hŒ(s tU) sx) U˜+k ax , |U˜|p−2 U˜)+e J.
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By completing square we obtain
1
p
d
dt
(|U˜(t)|pp) [ tp |U˜(t)|pp+|k ax |p ,
where
tp=−w˜+
c1
p
+sup
x
3 sŒ(|x|2)
s(|x|2)
x · g(x)+hŒ(s(x) ·U) s(x)4
+
|hŒ(s tU) s)|2.
4e(p−2) a
+b˜ sup
s ¥ [0, y]
|U˜(s)|. ,
where
w˜=w− e max
x
1 tr a(x)+|ax(x)|2
4a
2 .
Here we assumed that
sup
x
`s(|x|2) |hŒ(s tU) sx(x)| [ b˜ |U|.(2.31)
By Gronwall’s inequality we have
|U˜(t)|p [ F
t
0
etp (t−s) |k ax |p ds.
Letting pQ . we obtain
|U˜(t)|. [ F
t
0
et (t−s) |k ax |. ds,
where
t=−w˜+sup
x
3 sŒ(|x|2)
s(|x|2)
x · g(x)+hŒ(s(x) ·U) s(x)4+b˜ sup
s ¥ [0, y]
|U˜(s)|. .
(2.32)
Suppose that
|hŒ(s tU) s| [ Cs¯2 |U|(2.33)
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and set
X= sup
s ¥ [0, y]
: |U(s)|
`s(|x|2)
:
.
and a=: |ax |
`s(|x|2)
:
.
.
Then (2.32) implies that
sŒ(|x|2)(−w |x|2−(|d|+Cs¯2 `s(|x|2) X) |x|
s(|x|2)
X+(w˜− b˜ X) X [ (1−ety) a
(2.34)
provided that t < 0. From (2.32) t < 0 for sufficiently small y > 0 and
w \ |d|+Cs¯2 X.(2.35)
If (2.35) holds, then as argued in Introduction
sŒ(|x|2)(−w |x|2+(|d|+Cs¯2 `s(|x|2) X) |x|
s(|x|2)
[ 0 for all x ¥ Rn
and it follows from (2.34) that
b˜X2− w˜X+a \ 0.
Hence if we assume that
4 ab˜ < w˜2,(2.36)
then
X [
2a
w˜+`w˜2−4ab˜
.(2.37)
Thus, (2.35) is satisfied if
4aCs¯2 < (w−d)1 w˜+=w˜2−4a b˜
c2
2 ,(2.38)
and hence under conditions (2.36) and (2.38), (2.37) holds for all y > 0.
Now, for a ¥ C1 satisfying
: ax
`s(|x|2)
:
.
<.
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we define a sequence {ak} of globally Lipschitz approximations of a by
ak(x)=˛a(x) if |x| [ kax1k x|x|2 1x−k x|x|2+a 1k x|x|2 if |x| \ k.
Since the estimate (2.37) is independent of k > 0, using the similar argu-
ments as in Section 2.1 that the sequence {Vk( · )} of solutions to (2.10)
corresponding to ak has a subsequence that converges to V(t) ¥ L2(0, y;
H2aoc(R
n)) 5H1(0, y; L2aoc(Rn)) 5 C(0, y; H1aoc(Rn)) and V(t) satisfies (2.17)–
(2.18) and (2.37) provided that (2.36) and (2.38) are satisfied.
Theorem 2.7. Assume h satisfies (2.31) and (2.33) and (2.36) and (2.38)
are satisfied. Then Eq. (2.10) with V(0)=0 has a unique locally Lipschitz solu-
tionV(t)¥L2(0, y; H2loc(Rn))5H1(0, y; L2loc(Rn))5C(0, y; H1loc(Rn)) satisfying
: Vx(t)
`s(|x|2)
:
.
[
2a
w˜+`w˜2−4 ab˜
for all t.(2.39)
If h(v)=(1/c2) |v|2 then (2.36) and (2.38) coincide with (1.18) and (1.22),
respectively.
3. STEADY STATE SOLUTION
In this section we discuss the stationary equation
l=g(x) ·Vx+h(s tVx)+a(x)+tr a(x) Vxx .(3.1)
In order to construct a locally Lipschitz solution to (3.1) we consider for
r > 0 the equation of the form
Vt+r V=H(x, Vx)+e tra(x) Vxx .(3.2)
Theorem 3.1. Assume that h satisfies (2.31) and (2.33), (2.36) and
(2.38) are satisfied. Then Eq. (3.2) has a locally Lipschitz solution Vr(t) ¥
L2(0, y; H2loc(R
n)) 5H1(0, y; L2loc(Rn)) 5 C(0, y; H1loc(Rn)) satisfying (2.39)
and
: Vr(t)
s(|x|2)
:
.
[ e−r t : V(0)
s(|x|2)
:
.
+F t
0
e−r (t−s) : a
s(|x|2)
:
.
ds,(3.3)
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and for y \ 0
:Vr(t+y)−Vr(t)
s(|x|2)
:
.
[ e−rt : Vr(y)
s(|x|2)
:
.
.(3.4)
Proof. We can use the same procedure as in Section 2 to construct a
locally Lipschitz solution with quadratic growth. In order to obtain the
estimate (3.3) we note the fact that if e > 0 is sufficiently small then c˜=0
defined in (2.23). Thus the theorem follows from the proof of Theorem 2.3.
L
Next we show that (3.1) has a solution pair (l e, V e) for given e > 0. If
V(0)=0 then from (3.3)
r : Vr(t)
s(|x|2)
:
.
[ : a
s(|x|2)
:
.
.(3.5)
It thus follows from (3.4) that there exists a unique limit Vr(x)=
lim Vr(t, x) as tQ .. From
(Vr(t+1)−Vr(t), f)=F
1
0
(−r V(t+s)+H(x, Vx)+tr a(x) Vxx , f) ds(3.6)
for all f ¥ C.0 (Rn). Since for every compact set W in Rn
F 1
0
(|(Vr)t (t+s)|L2(W)+|Vr(t+s)|H2(W)) ds [MW
uniformly in t ¥ [0,.). It thus follows from Aubin’s lemma that there
exists a subsequence V(tn+·) ¥ L2(0, 1; H1(W) such that
Vr(tn+·)Q Vr strongly in L2(0, 1, H1(W))
Vr(tn+·)Q Vr weakly in L2(0, 1, H2(W))
for every compact set W in Rn. Since V is locally Lipschitz it follows from
(3.6) and Lebesgue dominated convergence theorem that
(r Vr , f)=(H(x, (Vr)x)+tr a(x)(Vr)xx , f)(3.7)
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for all f ¥ C.0 (Rn). Moreover, it follows from (3.5) that Vr ¥H2loc(Rn) is
locally Lipschitz and satisfies
: (Vr)x
`s(|x|2)
:
.
[
2a
w˜+`w˜2−4ab˜
,
r : Vr
s(|x|2)
:
.
[ : a
s(|x|2)
:
.
.
(3.8)
From (3.8) there exist a constant l \ 0 and a positive sequence rn Q 0
such that
lim rn Vrn (x)=l
e for all x ¥ Rn.
Using exactly the same arguments as in above, we can show that there
exists a locally Lipschitz function V e ¥H2loc(Rn) such that
Vrn Q V
e strongly in H1(W)
Vrn Q V
e weakly in H2(W)
for every compact set W. Hence (l e, V e) satisfies (3.1) and
0 [ l e [ : a
s(|x|2)
:
.
and : V ex
`s(|x|2)
:
.
[
2a
w˜+`w˜2−4 ab˜
.(3.9)
4. VANISHING VISCOSITY SOLUTION
In this section we prove that the solution V e to (2.18) converges (sub-
sequentially) to a viscosity solution V to
l=g(x) ·Vx+h(s tVx)+a(x)(4.1)
as eQ 0+, for some l \ 0.
Theorem 4.1. Let V e be the solution to (3.1). Then for all f ¥ C2(W) if
V e−f attains a local maximum (minimum, respectively) at x0 ¥ Rn then
l−H(x0 , fx(x0))− e tr a(x0) fxx(x0) [ 0 ( \ 0, respectively).
Proof. For f ¥ C2(W) we assume that V e−f attains a local maximum at
x0 ¥ Rn. Let W={x ¥ Rn : |x−x0 | < 1} and C denote its boundary. Then
without loss of generality we can assume that V e−f attains the unique
global maximum 1 at x0 and V e−f [ 0 on C. In fact we can choose
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z ¥ C.(W) such that V e−(f−z) attains the unique global maximum 1 at
x0, V e−(f−z) [ 0 on C and zx(x0)=0. Let k=sup(0, V e−f) ¥W1,.0 (W).
Multiplying kp−1 to (3.1) and integrating over W, we obtain
a |k|pp+(g · (V
e−f)x , kp−1)+e((p−1)(a kx , kp−2kx)−((ai, j)xi kxj , k
p−1)
=−(d−a k, kp−1)
for all a > 0, where
g=F 1
0
Hp(t, x, fx+h (V e−f)x) dh
and
d=l−H(x, fx)− tr a(x) fxx .
Since
|(gkx , kp−1)| [
1
2e(p−1) a
|g|2L.(W) |k|
p
p+ea(p−1) |k
p
2 −1kx |
2
2 ,
it follows that
1a−|g|2.+|ax |2.
2e(p−1) a
2 |k|pp [ −(d−ak, kp−1).
Letting pQ ., we can conclude that d(x0)−a [ 0 since d−a k ¥ C(W).
Since a > 0 is arbitrary we have d(x0) [ 0.
Setting k=inf(0, V e−f)) and assuming V e−f has the unique global
minimum −1 at x0 and V e−f \ 0 on C, the same argument as above
shows the second assertion. L
Next, we let eQ 0+.
Theorem 4.2. There exists a subsequence of (l e, V e) that converges to a
viscosity solution (l, V) to l−H(x, Vx)=0, i.e., for all f ¥ C2(W) if V−f
attains a local maximum at x0 ¥ Rn, then
l−H(x0 , fx(x0)) [ 0(4.2a)
and if V−f attains a local minimum at x0 ¥ Rn, then
l−H(x0 , fx(x0)) \ 0.(4.2b)
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Proof. The theorem follows from Theorem 3.1 in [CEL]. For the sake
of completeness of our discussions we present the proof. It follows from
Lemma 2.2 that for some c > 0 independent of e
|V e|W1,.(W) [ c
Thus there exists a subsequence of (l e, V e) (denoted by the same symbol)
that converges to (l, V) where the convergence is uniform in W and V
satisfies
: Vx
`s(|x|2)
:
.
[
2a
w˜+`w˜2−4 ab˜
.(4.3)
We prove (4.2a) first for f ¥ C2(W). Assume that for f ¥ C2(W) V e−f has a
local maximum at x0 ¥ W. We can choose z ¥ C.(W) such that zx(x0)=0
and V e−(f−z) has a strict local maximum at x0. For e > 0 sufficiently
small, V e−(f−z) has a local maximum at some xe ¥ W and xe Q x0 as
eQ 0+. From Theorem 4.1
l e−H(xe , fx(xe))− e tr a(xe) fxx(xe) [ 0
We conclude (4.2a) sinceV e(xe)Q V(x0), fx(xe)−zx(xe)Q fx(x0)−zx(x0)=
fx(x0) and e tr a(xe)(f−z)xx(xe)Q 0 as eQ 0. For f ¥ C1(W) exactly the
same argument is applied to the convergent sequence fn ¥ C2(W) to f in
C1(W) to prove (4.2a). L
ACKNOWLEDGMENT
The author thanks the referee for careful reviews and useful suggestions.
REFERENCES
[BFN] A. Bensoussan, J. Frehse, and H. Nagai, Some results on risk-sensitive control with
full observation, Appl. Math. Optim. (1998), 1–41.
[Br] H. Brezis, Monotonicity methods in Hilbert spaces and some applications to
nonlinear partial differential equations, in ‘‘Contribution to Nonlinear Functional
Analysis’’ (E. Zarantonello, Ed.), pp. 101–156, Academic Press, San Diego, 1970.
[CEL] M. G. Crandall, L. C. Evans, and P. L. Lions, Some properties of viscosity solutions
of Hamilton–Jacobi equations, Trans. Amer. Math. Soc. 282 (1984), 487–502.
[CL] M. G. Crandall and T. M. Liggett, Generation of semi-groups of nonlinear trans-
formations on general Banach spaces, Amer. J. Math. 93 (1971), 265–298.
[CIL] M.G.Crandall,H. Ishii, and P. L. Lions,Uniqueness of viscosity solutions ofHamilton–
Jacobi equations revisited, J. Math. Soc. Japan 39 (1987), 581–595.
SOLUTIONS WITH QUADRATIC GROWTH 27
[CL] M. G. Crandall and P. L. Lions, Viscosity solutions of Hamilton–Jacobi equations,
Trans. Amer. Math. Soc. 277 (1983), 1–42.
[FS] W. H. Fleming and H. M. Soner, ‘‘Controlled Markov Process and Viscosity
Solutions,’’ Springer-Verlag, New York/Berlin, 1992.
[FM] W. H. Fleming and W. M. McEneaney, Risk-sensitive control on an infinite time
horizon, SIAM J. Control Optim. 33 (1995), 1881–1915.
[Is] H. Ishii, Uniqueness of unbounded viscosity solution of Hamilton–Jacobi equations,
India Univ. Math J. 33 (1984), 721–748.
[It] K. Ito, Error estimates for viscosity solutions of Hamilton–Jacobi equation under
quadratic growth condition, submitted for publication.
[Mc] W. M. McEneaney, Uniqueness for viscosity solutions of nonstationary Hamilton–
Jacobi–Bellman equation under some a priori conditions (with application), SIAM
J. Control Optim. 33 (1995), 1560–1576.
[MI] W. M. McEneaney and K. Ito, Infinite time–horizon risk sensitive systems with
quadratic growth, in ‘‘Proc. 36th IEEE Conf. on Decision and Control, 1997,’’
pp. 1088–1093.
[Pa] A. Pazy, ‘‘Semigroup of Linear Operators and Apllications to Partial Differential
Equations,’’ Springer-Verlag, New York, 1983.
[Ta] H. Tanabe, ‘‘Equations of Evolution,’’ Pitman, London, 1979.
28 KAZUFUMI ITO
