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ここでΩ = {1, 2, . . . , N} はN個のニューロン素子のラベルの集合であり，S = {Si | i ∈
Ω} はニューロン素子の集合である．Siはラベル iのニューロン素子の状態を表す変数で
あり，±1の 2値をとるバイナリ変数であるとする．またLは互いに結合しているニュー
ロン素子対のラベルの集合である．θ = {θi | i ∈ Ω}，w = {wij | ij ∈ L}はそれぞれ閾値，
結合荷重とよばれるモデルパラメータであり，実際の学習においてはこれらのパラメータ
が調整される．結合荷重にはwii = 0 とwij = wji が仮定されている．
ボルツマンマシンにおいて各ニューロン素子 iは時刻 tにおける状態 {Si(t)}から定義
される確率にしたがって，状態を遷移させる．
pi(Si(t + 1) = 1) ≡ 1






wijSj(t) + θi (2.3)
と定義されている．ここで ∂iは素子 iに結合がある素子の集合である．各時刻 tにおいて
ランダムにニューロン素子を選び出し，式 (2.2) の確率にしたがって状態を遷移させてい
くとボルツマンマシンは初期状態にかかわらず次の平衡分布にたどりつく．

















































































ln fij(1, 1)fij(1,−1)fij(−1, 1)fij(−1,−1) (2.9)
7
と表すことができる．これらを式 (2.7)に代入し，整理すると





























































(a)|V | = 5, |H| = 0のボルツマンマシン． (b)|V | = 5, |H| = 4のボルツマンマシン．
図 2.1: ボルツマンマシンのグラフィカルモデルの例．可視素子は ◦， 隠れ素子は • で表
している．
ボルツマンマシンの学習は，N 次元データ dµ = {dµi | i ∈ V } をM セット {dµ | µ =




PB(S | θ,w) がデータの経験分布

































P0(SV ) ln P0(SV )−
∑
SV




P0(SV ) ln P0(SV ) + β
∑
SV























j = 0 (2.17)
となる．この極値条件から，隠れ素子なしのボルツマンマシンの学習則は最急降下法を用
いて
θi(t + 1) = θi(t)− βηi
(∑
SV







wij(t + 1) = wij(t)− βηij
(∑
SV


























































































+ ln ZB(θ,w) (2.20)








SiPB(S | θ,w)− β
∑
S






SiSjPB(S | θ,w)− β
∑
S




q0(SH | SV , θ, w) ≡ PB(S | θ, w)∑
SH


























Siq0(SH | SV ,θ,w)P0(SV )
)
(2.25)






SiSjq0(SH | SV ,θ, w)P0(SV )
)
(2.26)




分布P0(SV )に関する期待値をとった後で分布 q0(SH | SV ,θ,w)に関して期待値をとるこ
とで求められる．式 (2.25),(2.26)を可視素子に関するパラメータ，隠れ素子に関するパラ
メータとを区別するために i, j ∈ V，k, l ∈ Hとして書き直すと




















































となる．ここで 〈·〉Bはボルツマンマシン PB(S | θ,w) に関する期待値であり，〈·〉µ0 は分
布 q0(SH | dµ,θ, w) に関する期待値である．原理的にはこれらの更新則を繰り返し計算
していくことで，学習の目的は達成される．しかし，隠れ素子のない場合と同様にボル





布 q0(SH | dµ,θ,w) に関する期待値を求める必要があり，これも一般に計算困難である．
つまり，隠れ素子のあるボルツマンマシンの学習ではボルツマンマシンに関する期待値の
計算に加えて，分布 q0(SH | dµ, θ, w) に関する期待値の計算についても計算量が膨大に
なるという問題を抱えている．したがってこれらの期待値を効率的に計算する手法の開発
が課題となっており，多くの研究がなされてきている [4, 5, 13]．
特に近年 Hintonにより提案された CD法 [6] は構造に制限をもたせたボルツマンマシ
ンに対して有効な非常に高速な確率的近似学習アルゴリズムでありさらなる応用が期待
されている．CD法は可視素子同士，隠れ素子同士の結合のない（LV = φ, LH = φ）とい
う構造が制限されたボルツマンマシン（Restricted Boltzmann Machine; RBM）へしばし
ば適用される．RBMのグラフィカルモデルの例を図 2.2に示す．RBMのように隠れ素子
図 2.2: RBMのグラフィカルモデルの例．可視素子は ◦， 隠れ素子は • で表している．
同士に結合がない場合には式 (2.24)の分布が

















































PB(SV | θ,w) (3.1)
これに対し，CD法の更新則の導出の出発点となるのは次のように定義されるContrastive
Divergenceとよばれる量である．
CDV ≡ KLV (P0||P∞)−KLV (Pn||P∞) (3.2)
14
ここで Pnはデータの経験分布 P0からマルコフ連鎖モンテカルロ法により nステップ遷


















となる．1ステップの遷移は iをランダムに選び，0 ≤ R ≤ 1の一様乱数 Rを発生させ
R < PB(S


















P0(SV ) ln P0(SV ) + β
∑
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Pn(SV | θ,w) ln Pn(SV | θ,w) + β
∑
SV
Pn(SV | θ,w)EB(S | θ, w)

















































































































PB(S | θ,w) (3.14)
ととらえなおす．ここで




























































































Φn(S | θ,w) ln Φn(S | θ,w) + β
∑
S
Φn(S | θ, w)EB(S | θ,w)







SiPB(S | θ,w)− β
∑
S






SiSjPB(S | θ,w)− β
∑
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SiPB(S | θ, w)− β
∑
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SiSjPB(S | θ,w)− β
∑
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SiΦn(S | θ, w)− β
∑
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SiSjΦn(S | θ,w)− β
∑
S














Siq0(SH | SV ,θ,w)P0(SV )
)
(3.27)
wij(t + 1) = wij(t)− βηij
(∑
S
SiSjΦn(S | θ, w)−
∑
S







i, j ∈ V，k, l ∈ Hとして更新式を整理すると次のようになる．




















































ただし 〈·〉µ0 は分布 q0(SH | dµ,θ, w) に関する期待値であり，〈·〉nは分布Φ0から nステッ




























士が結合をもたない場合（LH = φ）である．この場合の分布 q0は





























































P (S) ln P (S) (4.1)
































Q(S) ln Q(S) (4.5)




















































































Qi(Si) ln Qi(Si) (4.9)

























































tanh−1 mi = 0 (4.13)
と求められ，これを整理すると












































































































Qij(Si, Sj) ln Qij(Si, Sj)
(4.18)
となる．ここで ziは素子 iに結合のある素子の数を表しており，zi = |∂i|である．また，




















































1 + Simi + Sjmj + SiSjmij
4
ln



























1 + Simi + Sjmj + SiSjmij
4











































































1 + Simi + Sjmj + SiSjmij
4





−1 mi + Sjmij
1 + Sjmj




























1− (1−m2i −m2j) tanh2(2βwij)− 2mimj tanh(2βwij)
}
(4.29)




































1 + mj + mi + mij




1 + mj −mi −mij











(1−mj + mi −mij)(1−mj −mi + mij)
(1 + mj + mi + mij)(1 + mj −mi −mij)
× (1 + mj + mi + mij)(1 + mj −mi −mij)







1 + mj + mi + mij
1 + mj −mi −mij +
√
1 + mj −mi −mij
1 + mj + mi + mij√
1−mj + mi −mij
1−mj −mi + mij +
√
1−mj −mi + mij










1 + mj + mi + mij







1−mj + mi −mij























− tanh−1 mi −mij







1−mj = 2 tanh
−1 mi − 2Mj→i
















































































が得られるので，式 (4.40)により得られるメッセージ {Mi→j} から {mi}を求めることが
できる．また {mij}は求めた {mi}を式 (4.30)に代入することによって得ることができる．
式 (4.40)をよくみると素子 iから素子 jへのメッセージMi→j は素子 j以外から素子 i
に向かうメッセージ {Mk→i | k ∈ ∂i \ j} から計算されるという構造になっている．この
様子を図 4.1に示す．このようなメッセージの伝搬により動作するアルゴリズムは確率伝
図 4.1: 式 (4.40)におけるメッセージ伝搬の図．素子 iから素子 jへのメッセージMi→j は





















P0(SV ) ln P0(SV )− β
∑
i∈V
θi 〈Si〉0 − β
∑
ij∈LV
wij 〈SiSj〉0 + ln ZB(θ, w)
(4.42)
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P0(SV ) ln P0(SV )− β
∑
i∈V
θi 〈Si〉0 − β
∑
ij∈LV














































P0(SV ) ln P0(SV )− β
∑
i∈V
θi 〈Si〉0 − β
∑
ij∈LV
wij 〈SiSj〉0 − βFMFB (θ, w)
(4.48)

























≈ −β 〈Si〉0 + βmi = 0 (4.51)
∂KLV (P0||PB)
∂wij
≈ −β 〈SiSj〉0 + βmimj = 0 (4.52)
となる．したがって最急降下法を用いることで平均場近似のもとでの学習則を以下のよう
に導くことができる．
θi(t + 1) = θi(t) + βηi (〈Si〉0 −mi(t)) (4.53)












































1 + Simi + Sjmj + SiSjmij
4
ln














P0(SV ) ln P0(SV )− β
∑
i∈V
θi 〈Si〉0 − β
∑
ij∈LV











































≈ −β 〈Si〉0 + βmi = 0 (4.61)
∂KLV (P0||PB)
∂wij


































































fi(Si) ≡ exp (βθiSi) (4.66)





図 4.2: PB(S1, S2, S3)における因子グラフの例．因子ノードにより因数分解が陽に表現さ
れる．


















の変数の集合を表す．また，Fj→i(Si, Sj→i) は因子ノード fij に関連するグループのすべ
ての因子の積を表す．
32




































これから，メッセージ {λj→i(Si) | ij ∈ L} が満たす関係式を導出する．もう一度図 4.3
をみるとFj→i(Si,Sj→i) も因子グラフによって記述されるので，それ自身も因数分解可能
であることがわかる．具体的には












































































隠れ素子のあるボルツマンマシンに対するCD法の更新式を再掲する．i, j ∈ V，k, l ∈ H
に対して



























































分布 q0(S | dµ,θ,w)にしたがう（マルコフ連鎖モンテカルロ法で十分緩和させた後にサ
ンプリングした）あるサンプル sµ = {sµk | k ∈ H}が得られているとし，このサンプルから
マルコフ連鎖モンテカルロ法1 を用いてm ≥ 1ステップ確率的に遷移させ生成した新たな
サンプルを ŝµ,m = {ŝµ,mk | k ∈ H}とする．もちろんこの新たなサンプルも任意のmに対し
て分布 q0(SH | dµ,θ,w)にしたがうサンプルとなっているはずである．sµを初期値にし，
K個のサンプル {ŝµ,1, · · · , ŝµ,K}を生成する．これらを用いると，分布 q0(SH | dµ,θ, w)
は


























































の一種であるmax-productアルゴリズムが知られている [10]．分布 q0(SH | dµ,θ,w)(2.24)
に対してこれを適用する．まず，隠れ素子間の結合に対して双方向にメッセージ{λl→k(Sk)| k, l ∈






















1第 3章の式 (3.17)におけるマルコフ連鎖モンテカルロ法は分布 PB(S | θ, w)を平衡分布としてもつマ














































分布q0(SH | dµ,θ,w)にしたがい生成された初期サンプルsµとして我々はq0(SH | dµ,θ,w)
を最大とするSH の配位を採用する：













Step 1: データ {dµ| µ = 1, . . . , M}を観測する．パラメータの初期値 θ(t = 0),w(t = 0)
を設定し，t = 0とする．
Step 2: データ {dµ}とΘtからmax-productアルゴリズム (5.9),(5.10) を用いて最大周
辺確率を計算し，式 (5.12)を用いて初期サンプル {sµ}を計算する．
Step 3: {sµ}を用いて式 (5.8)に基づきΦ0の近似分布 Φ̃0(S)を構成する．
Step 4: 得られた近似分布 Φ̃0(S)から分布 (2.4)に基づくマルコフ連鎖モンテカルロ法で
nステップ状態遷移させることで分布 Φ̃n(S)を求める．
Step 5: パラメータ更新式 (3.29)-(3.33)を用いて θ(t + 1),w(t + 1)を求める．
37
Step 6: 収束条件を満たせば θ̂ = θ(t + 1), ŵ = w(t + 1) として終了する．満たさなけれ











(a)|V | = 4, |H| = 4のボルツマンマシン． (b)|V | = 8, |H| = 5のボルツマンマシン．
図 5.1: 数値実験に用いるボルツマンマシン．可視素子は ◦， 隠れ素子は • で表され，そ
れぞれ隠れ素子同士の結合は木構造になっている．









次元，図 5.1(b)のモデルでは 13次元の 2値データであるが，それぞれそのうち隠れ素子
に対応する場所のデータが欠落した 4次元のデータと 8次元のデータを観測データとして
扱うことになる．サンプリングにより得られた 2値の観測データ {dµ| µ = 1, . . . , M}か
ら提案アルゴリズム (n,K = 1)を用いて図 5.1のモデルで学習を行い，パラメータ推定値
θ̂, ŵを用いて対数尤度
































































(a)図 5.1(a)のモデルでの結果． (b)図 5.1(b)のモデルでの結果．















































































となる．ここでLはボルツマンマシンの素子の結合の集合である．また簡便のため β = 1
としたが，これは問題の本質に影響を与えない．
式 (6.2),(6.4)の仮定をおくと，周辺尤度 (6.1)は










































となる．M パターンのデータセットD = {ξ1, ξ2, . . . , ξM} をそれぞれ独立に得たとする
と，データセットDに関する周辺尤度は
P (D | θ,w,α) =
M∏
µ=1








































デルにおける観測不可能な潜在変数である．観測データセット ~ξ ≡ D = {ξ1, ξ2, . . . , ξM}
に対応するノイズがのる前のデータセットの確率変数を ~X ≡ {X1,X2, . . . , XM}と表し，
パラメータをまとめてΘ = {θ,w,α} と表すこととする．このとき，Q-関数はひとつ前
のアルゴリズムの時間ステップにおけるパラメータの推定値Θ′ = {θ′, w′,α′} を用いて
次のように定義できる．










P (~ξ, ~X | Θ′)∑
~Y P (
~ξ, ~Y | Θ′)
ln P (~ξ, ~X | Θ′) (6.8)
~ξと ~Xの結合確率は




































P (~ξ, ~X | Θ′)∑
~Y P (
~ξ, ~Y | Θ′)





















ln 2 cosh αi − ln ZB(θ,w) (6.12)
となる．ただし 〈·〉µr は次に定義する分布 r(X | ξµ,Θ′)に関する期待値を表している．
r(X | ξµ,Θ′) ≡ P (ξ
µ, X | Θ′)∑
X P (ξ





















まず，Eステップでは分布 r(X | ξµ,Θ′)に関する期待値の計算が課題となっている．し
























































ことによりメッセージ {Mµi→j | ij ∈ L, µ = 1, 2, . . . , M} の値が求められる．そして，そ
のメッセージの値を用いて式 (6.16)により {〈Xi〉µr | µ = 1, 2, . . . , M}が求められ，さらに
その結果を用いて式 (6.17)により {〈XiXj〉µr | µ = 1, 2, . . . , M}が求まる．
またMステップにおいてはボルツマンマシンの自由エネルギーFB(θ, w) = − ln ZB(θ,w)
を第 4章で示したベーテ自由エネルギーFBetheB (θ,w) で近似することを考える．
























1 + Ximi + Xjmj + XiXjmij
4
ln

























































































ξµi 〈Xi〉µr − tanh αi = 0 (6.25)
となる．以下のように工夫することによって最急降下法の反復計算をせずにデータからパ
ラメータを決定することができる．ベーテ近似により式 (4.25),(4.28) が成り立つから






































であるから，Eステップの結果から式 (6.28),(6.29)により {mi, mij}を求め，その結果を















鎖状のボルツマンマシン（θ ∼ N (0, 0.1)，w ∼ N (0, σ)）から±1の 2値の人工データを
MCMC法を用いてサンプリングし，それぞれのビットを独立に確率 p = 0.2 の２元対称
通信路によって劣化させてM = 1000の観測データセットを得る．図 6.1にこの生成モデ
ルのグラフィカルモデルを示す．学習にも素子数N = 4の鎖状のボルツマンマシンを用














PB(X | θ,w) ln PB(X | θ,w)
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