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Abstract
Let H be a Hopf algebra over a 5eld k. We study O(H), the subalgebra of invariants of H
under the adjoint coaction, and prove that it is closely related to questions about the antipode and
the integral. It may di8er from C(H), the subalgebra of cocommutative elements of H . In fact, we
prove that if H is unimodular then C(H) =O(H) is equivalent to assuming that the antipode is
an involution. We prove that if H is a semisimple Hopf algebra over an algebraically closed 5eld
then O(H∗) is a symmetric Frobenius algebra containing the left integral of H∗. This enables us
to prove that if H is also cosemisimple then C(H∗); C(H) are all separable algebras. It has been
recently shown by Etingof and Gelaki (On 5nite-dimensional semisimple and cosemisimple Hopf
algebras in positive characteristic, preprint) that in this situation S2 = id and hence O(H) =C(H).
In characteristic 0 semisimple Hopf algebras are cosemisimple and O(H∗) and C(H∗) coincide
(and equal the so-called “character ring”). In positive characteristic O(H) =C(H) in some cases,
and O(H) may be a more natural object. For example, quasitriangular Hopf algebras are endowed
with an algebra homomorphism between O(H∗) and the center of H . We show that if this
homomorphism is a monomorphism then H is factorizable (a notion connected to computing
invariants of 3-manifolds). We prove that if (H; R) is factorizable and semisimple then it is
cosemisimple and so C(H∗) and C(H) are separable algebras. We apply these results to the
associated Yetter–Drinfeld category. c© 2001 Elsevier Science B.V. All rights reserved.
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The (left) adjoint action of a Hopf algebra H on itself is a fundamental concept.
When H = kG, G a group, or H =U (g), the universal enveloping algebra of a Lie
algebra g, this action coincides with the classical adjoint action. As in the classical
case, the set of elements which are invariant under the adjoint action is the center of
H [1].
A formal dual of the left adjoint action is the left adjoint coaction of A on itself. So
it may be dually expected for O(H), the set of elements invariant under this coaction
to be a coalgebra consisting of cocommutative elements. In this paper we show 5rst
that O(H) could fail in both respects (Example 1.13). In fact, these properties are
strongly related to questions about the antipode and the integral (Propositions 1.6 and
1.8).
If H is 5nite-dimensional with antipode S, then O(H∗) will be shown to equal the set
{p∈H∗ | 〈p; ab〉= 〈p; bS2(a)〉, all a; b∈H} (Corollary 1.2). This set has a meaning
even H is not 5nite dimensional, and was used by [4] to construct the Casimir element
for quasitriangular Hopf algebras.
The more natural set, C(H∗) = {p∈H∗ | 〈p; ab〉= 〈p; ba〉, for all a; b∈H}; the set
of all cocommutative elements of H∗ which contains the character ring (i.e., the algebra
generated by all characters associated with 5nite-dimensional representations) has been
studied extensively for semisimple Hopf algebras over algebraically closed 5elds (e.g.
[12,15,19]). The study being modelled after the analysis of the representation theory of
5nite groups. But for group algebras, S2 = id; and hence C(H∗) and O(H∗) coincide.
When S2 = id they could di8er (Example 1.13), and O(H∗) yields additional structural
information. In fact, if H is unimodular then the left integral of H∗ is contained in
O(H∗); regardless of the order of the antipode (Proposition 1.6) yet the right integral
is contained in O(H∗) if and only if S4 = id (Corollary 1.12). If, moreover, the left
or right integrals are contained in C(H∗) then S2 = id forcing C(H∗) and O(H∗) to
coincide (Proposition 1.8). Moreover, we show
Theorem 1.17. If H is a 7nite-dimensional unimodular Hopf algebra; then
O(H∗) =Z(H)*T and O(H∗)*t =Z(H);
where 0 =T ∈ ∫ H∗l ; 0 = t ∈ ∫ Hl and Z(H) = center of H.
When H is a semisimple Hopf algebra over an algebraically closed 5eld then S2
is an inner automorphism. But when S2 is an inner automorphism induced by u then
there exists an isomorphism C(H∗)→O(H∗) given by c 	→ (u*c). This isomorphism
is used in the proof of
Theorem 2.1. If H is a semisimple Hopf algebra over an algebraically closed 7eld; 0 =
T is a left integral of H∗ and 0 = t is a left integral of H then O(H∗) is a sym-
metric Frobenius algebra with Frobenius homomorphism t|O(H∗) and T ∈O(H∗) is a
two-sided integral of O(H∗).
And consequently
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Theorem 2.4. Let H be a semisimple and cosemisimple Hopf algebra over a 7eld k.
Then C(H∗) and C(H) are separable algebras.
The fact that C(H∗) is a separable algebra when characteristic k is 0 was proved by
Kac [7] and Zhu [19] but their proof depended heavily on the characteristic assumption.
Our more elementary proof forgoes this assumption.
In characteristic 0 semisimple Hopf algebras are cosemisimple and S2 = id [9] hence
C(H∗) =O(H∗). In positive characteristic this may fail (though S is conjectured to be
an involution, this is Kaplansky’s conjecture). However O(H∗) is sometimes a more
natural object. Evidence for this is provided by the following two theorems:
Theorem 2.7. Let (H; R) be a 7nite-dimensional quasitriangular Hopf algebra. Then
Fb is a linear isomorphism (i.e. H is factorizable) if and only if Fb|O(H∗) is a mono-
morphism; where Fb :H∗→H by p 	→ (id ⊗ p)(RR),
Theorem 2.8. If (H; R) is a 7nite-dimensional factorizable Hopf algebra over a 7eld
k then:
(1) H is semisimple if and only if H is cosemisimple.
(2) If H is semisimple then C(H) and C(H∗) are separable algebras.
We apply Theorem 2.4 to the left Yetter–Drinfeld category, HHYD [14,18]. For each
M ∈ HHYD; M co H is a left O(H)-module. Conversely if W is a left O(H)-module then
W =H ⊗O(H) W is an element in HHYD in a natural way. In Proposition 3.3 we prove
that if W is a Oat O(H)-module then (W )co H =W . Since all modules over semisimple
algebras are Oat we prove
Theorem 3.4. Let H be a semisimple and cosemisimple Hopf algebra over a 7eld k;
then the map  : O(H)Mod→ HHYD via W 	→ W =H⊗O(H)W is an inclusion preserving
injection.
0. Preliminaries
Throughout k denotes a 5eld, ⊗=⊗k and H is a Hopf algebra over k. We follow
the notation as in [16]. Any Hopf algebra concepts not de5ned here can be found in
[10].
We denote the coproduct, counit and antipode of H by ;  and S, respectively. We
say 0 = t is a left integral of H , or t ∈ ∫ Hl , if ht = 〈; h〉t, for all h∈H . The right
integral is de5ned analogously. Such an element t exists if H is 5nite dimensional and
then the space
∫ H
l is one dimensional. This implies that there exists  ∈H∗, called the
distinguished group-like element associated with t, so that th= 〈 ; h〉t for all h∈H . H
is called unimodular if  = .
For 5nite dimensional H there exist T ∈ ∫ H∗l and t ∈ ∫ Hl so that
〈T; S(t)〉= 〈T; t〉= 1: (1)
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Moreover, for any nonzero right or left integrals T of H∗ and any right or left integral
t of H , 〈T; t〉 = 0 [12].
The left action of H on H∗ is given by 〈h*p; x〉= 〈p; xh〉 and the right action by
〈p ( h; x〉= 〈p; hx〉; all p∈H∗, h; x∈H . Similarly H∗ acts on H .
If H is a 5nite-dimensional algebra then H is a free left and right H∗-module (under
* or () with t or S(t) as a left or right basis.
The left or right action of H on H∗ gives H∗ the structure of an H -module algebra
hence
(h*p)q=
∑
h1 * (p(S(h2)*q)) and
p(h*q) =
∑
h2 * ((S−1(h1)*p)q) (2)
for all p; q∈H∗ and h∈H [2].
The left adjoint coaction of H on itself is given by
%l(h) =
∑
h1S(h3)⊗ h2 for all h∈H:
The left action of H on itself via left multiplication lh, is called the left regular
representation, and also denoted by reg. It is easy to see that
〈H; reg; %l〉 ∈ HHYD;
the so-called Yetter–Drinfeld category [14,18].
Similarly, we can de5ne rh which gives the right regular representation. If V is any
left H -module then VH = {v∈V | h · v= 〈; h〉v, for all h∈H}. An element v∈V is
called a -semi-invariant, where 0 = ∈H∗, if
h · v= 〈; h〉v (3)
for all h∈H [1]. It is easy to see that  is an algebra isomorphism thus if H is 5nite
dimensional  is a group-like element of H .
If 〈M; %〉 is a left H -comodule, we write %(m) = ∑m−1 ⊗ m0 ∈H ⊗M . We de5ne
the invariants M co H = {m∈M |%(m) = 1⊗ m}.
If V is any 5nite-dimensional left H -module then we write lV (h)(v) = h · v and
〈+V ; h〉= Trace(lV (h)), all h∈H; v∈V: +V is called the character associated with V .
In particular, if H is 5nite dimensional we write +reg for the character associated with
the left regular representation. It is obvious that +V ∈H∗ and satis5es
〈+V ; ab〉= 〈+V ; ba〉 all a; b∈H all 5nite-dimensional V:
Thus, if H is 5nite dimensional then +V is cocommutative. Moreover,
〈; +V 〉= 〈+V ; 1〉= dim V:
So
〈+reg; 1〉= dimH:
We write deg +V = dim V . It is well known that for 5nite-dimensional Hopf algebras
Trace( lh) = Trace(rh) for all h∈H [12]; 〈+reg; t〉= 〈; t〉
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and
+reg+V = +V +reg = (dim V )+reg = 〈+V ; 1〉+reg
for all 5nite dimensional V ∈ HMod [9, Proposition 2.d].
If H is a semisimple Hopf algebra and k is algebraically closed then H =
∑m
i = 1 ⊕Hei,
where Hei is a simple ideal of H , and ei ∈Z(H). Choose a complete system V1; : : : ; Vm
of nonisomorphic irreducible left H -modules so that Hei is isomorphic to End(Vi).
Then Hei ∼= End(Vi) ∼= Mni(k) where ni = dim Vi. Let +i ≡ +Vi with +1 = . It is easy
to see that ej *+i = .ij+i. Moreover in this case {+i} is a linearly independent set
which forms a basis of the algebra of all cocommutative elements of H∗. The algebra
spanned by {+i} is called the character ring of H .
For every Vi, the dual vector space V ∗i is again an irreducible module, therefore
is isomorphic to one of the Vj’s above. Denote this j be i∗. It is easy to see that
+i∗ = S(+i) and that ni∗ = ni. Also, +reg =
∑m
i = 1 ni+i and so S(+reg) = +reg. By a dual
version of [8], {+i} satisfy the orthogonal relation
〈+i+j; t〉= .i∗j:
1. The subalgebras O(H) and O(H∗)
Let H be a Hopf algebra over a 5eld k. Let %l :H→H ⊗ H be the left adjoint
coaction and denote H co H by O(H). So O(H) = {h∈H |%l(h) = 1 ⊗ h}. Note that
G(H), the group of group-like elements of H is contained in O(H). In what follows,
we give several descriptions of O(H) and show that properties of O(H) or O(H∗) are
related to questions about the antipode, and that O(H) does not necessarily consist
of cocommutative elements. We 5x our notation 0 =T ∈ ∫ Hl , 0 = t ∈ ∫ Hr and  is the
distinguished group-like element associated with t.
Lemma 1.1. O(H) = {h∈H |(h) = ∑ S2(h2)⊗ h1}.
Proof. If h∈O(H) then ∑ h1S(h3)⊗h2 = ∑ 1⊗h. Thus ∑ h1S(h4)⊗h2⊗h3 = ∑ 1⊗
h1 ⊗ h2. Let / be the multiplication of H . Apply (/ ⊗ id)(S ⊗ id ⊗ id) to both
sides and conclude that h belongs to the set on the right-hand side. Conversely, if
(h) =
∑
S2(h2) ⊗ h1, apply (id ⊗ id ⊗ S)(id ⊗ ) to both sides of this equality and
conclude that∑
h1 ⊗ h2 ⊗ S(h3) =
∑
S2(h3)⊗ h1 ⊗ S(h2):
Thus ∑
h1S(h3)⊗ h2 =
∑
S2(h3)S(h2)⊗ h1 =
∑
S(〈; h2〉)⊗ h1
and hence h∈O(H).
Corollary 1.2. O(H) = {h∈H | 〈pq; h〉= 〈qS2(p); h〉; ∀p; q∈H∗}.
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Proof. This is immediate from Lemma 1.1.
Note that if H is 5nite dimensional then by Corollary 1.2, applied to H∗,
{p∈H∗ | 〈p; ab〉= 〈p; bS2(a)〉 for all a; b∈H}
=
{
p∈H∗ |(p) =
∑
p1S(p3)⊗ p2
}
= O(H∗): (4)
When H is not 5nite dimensional the 5rst set has a meaning while the second does
not. By (4) there is no danger of ambiguity to denote the 5rst set by O(H∗) in the
in5nite-dimensional case as well.
In the next proposition we give several characterizations of O(H∗). We need the
following lemma.
Lemma 1.3 (Radford [12;Theorem 3:a]). Let H be a 7nite-dimensional Hopf algebra;
and let T and  be as in the Preliminaries. Then
〈T; ab〉= 〈T; b( −1 *S2(a))〉 for all a; b∈H:
Proof. By Radford [12, Theorem 3.a] in our notation and noticing that S2(b (  ) =
S2(b) (  , we have
〈S(T ); ab〉= 〈S(T ); (S2(b) (  )a〉 for all a; b∈H: (5)
Use 〈T; ab〉= 〈S(T ); S−1(ab)〉 and apply (5) to the right-hand side.
Let x∈H and denote by adx the map :H→H via y 	→
∑
x1yS(x2), all y∈H .
In the next proposition, (1) ⇔ (2) was observed without proof by Reshetikin [4]
and the proof of (1) ⇔ (3) is in the spirit of [12, Proposition 6].
Proposition 1.4. Let H be a Hopf algebra; and p∈H∗. The following are equivalent:
(1) p∈O(H∗).
(2) p ◦ adx = 〈; x〉p; for all x∈H .
If H is 7nite-dimensional then (1); and thus (2) is equivalent to:
(3) if p= a*T then
ba= a( −1 *b) for all b∈H:
Proof. (1) ⇒ (2) Let p∈O(H∗) and x; y∈H . Then
(p ◦ adx)(y) =
∑
〈p; x1yS(x2)〉=
∑
〈p; yS(x2)S2(x1)〉 (by (4))
=
∑
〈p; yS(S(x1)x2)〉= 〈〈; x〉p; y〉:
Thus p ◦ adx = 〈; x〉p.
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(2) ⇒ (1) If p ◦ adx = 〈; x〉p for all x; y∈H then
〈p; xy〉 =
∑
〈p; x1y〈; x2〉〉=
∑
〈p; x1y〈; S(x2)〉〉=
∑
〈p; x1yS2(x3)S(x2)〉
=
∑
(p ◦ adx1 )(yS2(x2)) =
∑
〈; x1〉〈p; yS2(x2)〉= 〈p; yS2(x)〉:
(1) ⇔ (3) If b; c∈H then
〈p; bc〉= 〈a*T; bc〉= 〈T; bca〉= 〈T; ca( −1 *S2(b))〉
by Lemma 1:3. This expression equals 〈T ( c; a( −1 *S2(b))〉. On the other hand,
〈p; cS2(b)〉= 〈T ( c; S2(b)a〉:
Since H∗ = {T ( c | c∈H} we have proved (1) ⇔ (3).
Remark 1.5. De5ne for any Hopf algebra H ,
C(H∗) = {p∈H∗ | 〈p; ab〉= 〈p; ba〉}: (6)
From Corollary 1.2 it is obvious that O(H∗) =C(H∗) holds for all Hopf algebras
with S2 = id. For H = kG; G a group, condition (2) in Proposition 1.4 means that
〈p; ghg−1〉= 〈p; h〉 for all g; h∈G. This is of course equivalent to the condition
〈p; gh〉= 〈p; hg〉 for all g; h∈G. This observation about H = kG just means that
O(H∗) =C(H∗).
Conversely, in Proposition 1.8 we prove that O(H∗) =C(H∗) if H is unimodular
and O(H∗)⊂C(H∗) and then S2 = id:
If H is 5nite dimensional then
C(H∗) = {cocommutative elements of H∗}:
The following is a key to what follows. It could also be deduced from [12, Theorem
3.d]. It can of course be stated for H , but we prefer to state many of the lemmas for
H∗ since they will be required for the analysis of Section 2.
Proposition 1.6. Let H be a 7nite-dimensional Hopf algebra. Then
T ∈O(H∗) if and only if H is unimodular:
Proof. If T ∈O(H∗) then by Proposition 1.4, T satis5es b1 = 1( −1 *b). That is, for
all b∈H , b=  −1 *b. Apply  to both sides, then 〈 −1; b〉= (b) for all b∈H . Hence
 = , and so H is unimodular. The converse is obvious since  =  implies that we
can substitute a= 1 in the condition ba= a( *b), for all b∈H .
Although T ∈O(H∗) requires only unimodularity, T ∈C(H∗) requires more.
Lemma 1.7 (Radford [12, Corollary 5]). Let H be a 7nite-dimensional Hopf algebra.
Then the following are equivalent:
(a) T ∈C(H∗);
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(b) H is unimodular and S2 = id;
(c) S(T )∈C(H∗).
Proof. Radford [12, Corollary 5] states this lemma for right integrals, but T is cocom-
mutative if and only if the right integral S(T ) is cocommutative.
Consequently we have:
Proposition 1.8. If H is unimodular then the following are equivalent:
(1) O(H∗)⊂C(H∗).
(2) T ∈C(H∗).
(3) S(T )∈C(H∗).
(4) S2 = id.
(5) O(H∗) =C(H∗).
Proof. Condition (1) ⇒ (2) by Proposition 1.6 T ∈O(H∗). Condition (2) ⇒ (3) since
C(H∗) is invariant under S. Condition (3) ⇒ (4) by Lemma 1.7 and (4) ⇒ (5) by
Lemma 1.1. Since (5) implies (1) the proof is complete.
In view of Propositions 1.6 and 1.8, every 5nite-dimensional unimodular Hopf al-
gebra with S2 = id is a counterexample to the assertion that O(H) consists of cocom-
mutative elements. Example 1.13 will be a concrete counterexample.
Although S may not be an involution, S2 = id on O(H).
Lemma 1.9. Let H be a Hopf algebra. If h∈O(H) then S2(h) = h.
Proof. Let h∈O(H) then ∑ h1S(h3) ⊗ h2 = 1 ⊗ h. Apply /(S ⊗ id) to both sides to
get the result.
Proposition 1.10. Let H be a Hopf algebra. Then
(1) If O(H) is a left coideal then O(H)⊆C(H) (in particular; this is true if O(H)
is a subcoalgebra).
(2) If H is 7nite dimensional then the following are equivalent:
(a) O(H) is a left coideal and H∗ is unimodular.
(b) H is a cocommutative Hopf algebra.
Proof. (1) Let h∈O(H) and (h) = ∑ni = 1 ki ⊗ hi, where n is as small as possible.
Then by Lemma 1.1
(h) =
n∑
i = 1
S2(hi)⊗ ki:
If O(H) is a left coideal then {hi}ni = 1 ⊆O(H). By Lemma 1.9 applied to hi; S2(hi) = hi.
Thus (h) =
∑n
i = 1 hi ⊗ ki, hence h∈C(H).
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(2) (a) ⇒(b) The left integral 0 = t of H is contained in O(H) by Proposition 1.6
and unimodularity of H∗. Let (t) =
∑n
i = 1 si ⊗ ti, where m is as small as possible.
Since O(H) is a left coideal all ti ∈O(H). But {ti} forms a linear basis for H and
{ti}⊆C(H) by part (1). Thus H has a basis of cocommutative elements, proving that
H is a cocommutative Hopf algebra. Condition (b) ⇒ (a) holds since S2 = id and
O(H) =H , certainly a left coideal. H∗ is unimodular since H∗ is a commutative Hopf
algebra.
While unimodularity is equivalent to the property that the left integral T belongs to
O(H∗), an additional strong condition is required for the right integral S(T ) to belong
to O(H∗) as well. However for C(H∗) either both T and S(T ) belong to C(H∗) or
neither does (Lemma 1.7).
First we state a lemma, it involves S4 rather than S2.
Lemma 1.11. Let H be a 7nite-dimensional Hopf algebra; and p= S(T ) ( a. Then
p∈O(H∗) if and only if ab= (S4(b) (  )a for all b∈H:
Proof. Let b; c∈H and p= S(T ) ( a. Then
〈p; cS2(b)〉 = 〈S(T ); acS2(b)〉
= 〈S(T ); (S4(b) (  )ac〉 (by (5))
= 〈c*S(T ); (S4(b) (  )a〉;
while
〈p; bc〉 = 〈S(T ); abc〉
= 〈c*S(T ); ab〉:
Hence 〈p; cS2(b)〉= 〈p; bc〉 if and only if (S4(b) (  )a= ab, for all b∈H . We are
done by (4).
Corollary 1.12. Let H be a 7nite-dimensional Hopf algebra. Then
S(T )∈O(H∗) if and only if H is unimodular and S4 = id:
Proof. If S(T )∈O(H∗) then by Lemma 1.11 1b= (S4(b) (  )1 for all b∈H . Ap-
ply  to both sides to get (b) = 〈 ; S4(b)〉= 〈 ; b〉, for all b∈H . Thus  = , and
b= S4(b) for all b∈H . The converse is true by Lemma 1.11 since then a= 1 satis5es
ab= (S4(b) (  −1)a.
In the following, we give an example of a 5nite-dimensional Hopf algebra H which
is unimodular, H∗ is unimodular, S2 = id but S4 = id. Hence O(H) =C(H) and O(H)
is not a right coideal of H , by Propositions 1.8 and 1.10, respectively.
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Example 1.13. Let k be a 5eld of characteristic = 2. Let H be the eight-dimensional
Hopf algebra with k-basis
{1; x; y; g; xy; xg; yg; xyg};
where g2 = 1; x2 =y2 = 0; xg= − gx; yg= − gy; yx= − xy; (x) = g ⊗ x + x ⊗
1; (y) = g⊗ y + y ⊗ 1 and (g) = g⊗ g.
It is easy to see that S(x) = − gx hence S2(x) = − x. Similarly, y; xg and yg are
eigenvectors of S2 with eigenvalue −1: While, 1; xy; g; xyg are eigenvectors of S2 with
eigenvalue 1. Thus S4 = id but S2 = id. The left and right integral of H is t = (1+g)xy
and the left and right integral of H∗ is T de5ned by 〈T; xy〉= 1 and 〈T; a〉= 0 for all
other basis elements. In passing we show that O(H) has a k-basis 1; g; t. Obviously
1; g∈O(H). The fact that t ∈O(H) follows from Proposition 1.6 applied to the uni-
modular Hopf algebra H∗. Thus, if
h=  1 +  2x +  3y +  4g +  5xy +  6xg +  7yg +  8xyg∈O(H);
then by Lemma 1.9 S2(h) = h. Computing S2(h) and comparing coeRcients we get
 2 =  3 =  6 =  7 = 0:
Since  1+ 4g∈O(H) we have h′ =  5xy+ 8xyg∈O(H). We need to show that  5 =  8
for then h′ =  5t and so h is a linear combination of 1; g; t. Well, h′− 8t = ( 5− 8)xy.
If  5 =  8, then xy∈O(H). We show that this is impossible. Compute, (xy) = 1 ⊗
xy+gy⊗x−gx⊗y+xy⊗1 then (S2⊗ id)op(xy) = xy⊗1−x⊗gy+y⊗gx+1⊗xy.
Since these expressions are obviously unequal, xy =∈O(H) using Lemma 1.1.
Another consequence of Proposition 1.4 is the following:
Lemma 1.14. Let H be a 7nite-dimensional Hopf algebra. Then
O(H∗) =H *T;
where H = {h∈H |
∑
S(x1)hx2 = 〈 ; x〉h; for all x∈H}.
Proof. In view of Proposition 1.4 we must show that H = {a∈H | ba= a( −1 *b),
for all b∈H}. Assume that ba= a( −1 *b), for all b∈H , then for all x∈H ,∑
S(x1)ax2 =
∑
a( −1 *S(x1))x2 =
∑
a〈 −1; S(x1)〉S(x2)x3
= 〈 −1; S(x)〉a= 〈 ; x〉a:
Conversely, if a∈H then for all b∈H
a( −1 *S(b)) = a
∑
〈 −1; S(b1)〉S(b2) =
∑
〈 ; b1〉aS(b2)
=
∑
(S(b1)ab2)S(b3) = S(b)a:
Since S is surjective we are done.
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Remark 1.15. The Hopf algebra acts on itself on the right by the right adjoint action
h ( x=
∑
S(x1)hx2. The set H is thus the set of  -semi-invariants (see (3)) with
respect to this action. Since Z(H), the center of H , is the set of invariants under this
action it follows that Z(H)H ⊂H . Hence
Z(H)*O(H∗) =O(H∗): (7)
This easy fact can be proved directly.
Let H act on itself on the left by the left adjoint action. Denote by  −1H the set of
 −1-semi-invariant with respect to this action. That is  −1H = {h∈H |
∑
x1hS(x2) =
〈 −1; x〉h, for all x∈H}. Complementary to Lemma 1.14 we prove
Proposition 1.16. Let H be a 7nite-dimensional Hopf algebra; and let  −1H be as
above. Then
O(H∗)*t =  −1H:
Proof. First, we prove that O(H∗)*t⊂ −1 H:
Let p∈O(H∗) and x∈H . Then∑
x1(p* t)S(x2) =
∑
x1(p1 * (t(S(p2)*S(x2)))) by (2)
=
∑
x1(p1 * (t〈 ; S(p2)*S(x2)〉))
=
∑
x1(p1 * (t〈 ; S(x3)〉〈S(p2); S(x2)〉))
=
∑
x1(p1 *t)〈 ; S(x3)〉〈S2(p2); x2〉:
By Lemma 1.1 this equals to∑
x1(p2 *t)〈 ; S(x3)〉〈p1; x2〉 =
∑
(p1 *x1)(p2 *t)〈 −1; x2〉
=
∑
(p*x1t)〈 −1; x2〉
=
∑
(p* t)〈; x1〉〈 −1; x2〉
= (p* t)〈 −1; x〉:
Thus p* t ∈  −1H:
To prove the reverse inclusion it suRces to show that dim −1 H = dimO(H∗). Since
by Lemma 1.14 dimO(H∗) = dimH we shall be done once we prove that dim −1 H =
dim H . We prove this fact by showing that S(H ) =  −1H: Let h∈H and x= S(y)∈H:
Then ∑
x1S(h)S(x2) =
∑
S(y2)S(h)S2(y1) = S
(∑
S(y1)hy2
)
= S(〈 ; y〉h)
= 〈 ; S−1(x)〉S(h) = 〈 −1; x〉S(h):
Thus S(h)∈  −1H and so S(H )⊂ −1 H: Similarly  −1H ⊂ S(H ): Hence S(H ) =  −1H:
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As a corollary we have
Theorem 1.17. If H is a 7nite-dimensional unimodular Hopf algebra; 0 =T ∈ ∫ H∗l
and 0 = t ∈ ∫ Hl ; then
O(H∗) =Z(H)*T and O(H∗)*t =Z(H):
Proof. Since H is unimodular,  =  and  −1H =Z(H) =H : Thus the result follows
from Lemma 1.14 and Proposition 1.16.
As a corollary of Lemma 1.14 and Proposition 1.16 we have
Corollary 1.18. If H is a 7nite-dimensional Hopf algebra; then
(1) dimO(H∗) = dimH = dim −1 H .
(2) If H is unimodular then
dimO(H∗) = dim Z(H):
If H is a 5nite-dimensional Hopf algebra then D(H), the Drinfeld-double of H , is
always unimodular with integral (ST ) ./ t [11]. Thus by Theorem 1.17
Corollary 1.19. If H is a 7nite-dimensional Hopf algebra and D=D(H) then O(D∗)*
[(ST ) ./ t] =Z(D).
Remark 1.20. The following is an analogue of Radford [12, Proposition 6], it is proved
using Lemma 1.3. Let c= a*T . Then
c∈C(H∗) if and only if ba= aS2( −1 *b) for all b∈H:
Remark 1.21. The right adjoint coaction
%r(h) =
∑
h2 ⊗ S(h1)h3
gives rise to another subalgebra of semi-invariants
O(H) = {h∈H |%r(h) = h⊗ 1}:
It is easy to see that
S(O(H)) =O(H);
while
S(C(H)) =C(H):
2. O(H∗) for semisimple H
A lot more can be said about O(H∗) if S2 is an inner automorphism induced by
some u∈H . That is
S2(h) = uhu−1 for all h∈H:
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As observed in [4], the map
C(H∗)→O(H∗) via c 	→ (u*c) (8)
is an isomorphism of vector spaces. In particular, dimC(H∗) = dimO(H∗). S2 is inner
when H is a semisimple Hopf algebra over an algebraically closed 5eld. This will be
our assumption through most of this section. Let us recall some facts from the pre-
liminaries. The Hopf algebra H =
∑m
i = 1 eiH ∼=
∑m
i = 1 Mni(k), where eiH is a minimal
ideal of H . +i(h) = Trace(lhei), S(
∑
+i) =
∑
+i, ei *+j = .ij+j, S(+i) = +i∗ , S(ei) = ei∗
and {+i}mi = 1 is a basis for C(H∗) = {cocommutative elements of H∗}. In the standard
notation Sp{+i} is called the character ring of H .
Another important property is the orthogonality relations on +i,
〈+i+j; t〉= .i∗j:
By Radford [12, Theorem 5] the element u can be chosen so that
S(T ) ( u=
m∑
i = 1
+i and 〈S(T ); ei〉 = 0 for all i:
Since S(+i) = +i∗ , this means that 〈T; ei〉 = 0 for all i. (In the notation of [12] +i =
Trace|Hei and
∑m
i = 1 +i = TraceH .) Note also that S
2(u) = u and uS(u) = S(u)u, for u
induces S2.
Let us recall some de5nitions (see [15] for details). A 5nite-dimensional algebra over
a 5eld k is called a Frobenius algebra if there exists a nondegenerate bilinear form
[·; ·] :A⊗A→ k so that [aa′; a′′] = [a; a′a′′] for all a; a′; a′′ ∈A. Such a form determines
a linear map f : A→ k given by f(a) = [a; 1]. This f is called the Frobenius homo-
morphism. If A is moreover augmented by  : A→ k then the space of left integrals
{x∈A | ax= 〈; a〉x for all a∈A} is one dimensional. A similar statement exists for
right integrals. The Frobenius algebra is symmetric if the form is symmetric and then
both integrals coincide.
It was observed by several people that the orthogonal relations on the characters
impose a structure of a symmetric augmented Frobenius algebra on C(H∗). The Frobe-
nius homomorphism is t and the integral is +reg [15, Proposition 3.5]. We show the
same for O(H∗) where the integral is T .
Theorem 2.1. Let H be a semisimple Hopf algebra over an algebraically closed 7eld
k; 0 =T ∈ ∫ H∗l and t ∈ ∫ Hl with 〈T; t〉= 1. Let u∈H so that S(T ) ( u= ∑mi = 1 +i.
Set w= S(u−1) and pi =w*+i; i= 1; : : : ; m. Then
(1) T =
∑m
i = 1 pi.
(2) O(H∗) is a symmetric Frobenius algebra with
(a) Frobenius homomorphism t|O(H∗).
(b) dual bases with respect to the form
{p1; p2; : : : ; pm} and
{
p1∗
〈T; e1∗〉 ;
p2∗
〈T; e2∗〉 ; : : : ;
pm∗
〈T; em∗〉
}
;
where 〈T; ei〉= 〈T; ei∗〉= 〈; pi〉= 〈; pi∗〉 = 0.
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(c) The two-sided integral of O(H∗) is spanned by T .
Proof. Let w= S(u−1); then it is easy to see that w induces the inner automorphism
S2, so by (8), pi =w*+i belongs to O(H∗). The set {pi}mi = 1 is linearly independent
since {+i}mi = 1 is linearly independent. Since by (8) dimC(H∗) = dimO(H∗) we have
shown that {pi}mi = 1 is a basis of O(H∗).
(1) Apply S−1 to both sides of S(T ) ( u=
∑m
i = 1 +i and use the fact that
S−1(
∑m
i = 1 +i) = S(
∑m
i = 1 +i) =
∑m
i = 1 +i, to get
∑m
i = 1〈u; S(T2)〉T1 =
∑m
i = 1 +i, or
S(u)*T =
∑m
i = 1 +i. Hence T = S(u
−1)*
∑m
i = 1 +i =
∑m
i = 1 pi.
(2) Since S2 is an inner automorphism induced by both u and w we have u−1w=
S(w)w∈Z(H). Thus,
S(w)wei ∈Z(eiH) = kei:
This implies that S(w)wei =  iei for some 0 =  i ∈ k.
Apply S to both sides we have, S(w)S2(w)S(ei) =  iS(ei). Since S2(w) =w, wS(w) =
S(w)w and S(ei) = ei∗ , we get S(w)wei∗ =  iei∗ . Hence  i =  i∗ . We use this to prove
that
〈pipj; t〉=  i∗.i∗j; for all 1≤ i; j≤m: (9)
Well,
〈pipj; t〉 = 〈(w*+i)(w*+j); t〉
=
∑
(w1 * (+i(S(w2)w*+j))); t〉 (by (2))
=
∑
〈+i(S(w2)w*+j); tw1〉= 〈+i(S(w)wej *+j); t〉
= 〈+i( jej *+j); t〉=  j〈+i+j; t〉=  i∗.i∗j:
Hence 〈pipj; t〉=  i∗.i∗j as claimed.
Next, we show that 〈; pi〉= 〈T; ei〉=  i. Since we have shown that  i =  i∗ this
would imply that 〈; pi〉= 〈; pi∗〉 and that 〈; pi〉 = 0. While using T * t = 1 (since
〈T; t〉= 1) we have
〈; pi〉 = 〈pi; 1〉= 〈pi; T * t〉= 〈piT; t〉
=
〈
pi
m∑
j = 1
pj; t
〉
(by part (1))
=  i∗ (by (9)):
On the other hand,
〈; pi〉 = 〈; S(u−1)*+i〉= 〈+i; S(u−1)〉= 〈S(+i); u−1〉= 〈+i∗ ; u−1〉
= 〈+i∗ ; u−1〉= 〈S(T ) ( uei∗ ; u−1〉= 〈S(T ); uei∗u−1〉
= 〈S(T ); ei∗〉= 〈T; ei〉:
We have shown that 〈; pi〉= 〈T; ei〉=  i∗ =  i = 〈; pi∗〉= 〈T; ei∗〉 as claimed. Replac-
ing  i∗ by 〈T; ei∗〉 in (9) we have proved that {p1; p2; : : : ; pm} and {p1∗ =〈T; e1∗〉; p2∗ =
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〈T; e2∗〉; : : : ; pm∗ =〈T; em∗〉} are dual bases. The form is symmetric by (9) and the fact
that  i =  i∗ .
Since the form is symmetric, the left and right integrals of O(H∗) coincide. Since T
is a left integral of H∗ it certainly is a left integral of O(H∗). Thus it is a two-sided
integral of O(H∗).
When H is also cosemisimple then S2 = id [5] and so O(H) =C(H). The following
lemma addresses this condition:
Lemma 2.2. Let H be a semisimple Hopf algebra over an algebraically closed 7eld k.
If there exists an algebra or an anti-algebra isomorphism f :C(H∗)→O(H∗); so that
〈; f(c)〉= 〈; c〉; ∀c∈C(H∗):
Then
(1) 0 =f(+reg) =T ′ ∈
∫ H∗
l .
(2) If Char k - dimH then H is cosemisimple.
Proof. (1) Let p=f(c)∈O(H∗) for some c∈C(H∗). Then
pf(+reg) = f(c)f(+reg) =f(c+reg)
= f(〈; c〉+reg) [15; Proposition 3:5]
= 〈; c〉f(+reg) = 〈; f(c)〉f(+reg) = 〈; p〉f(+reg):
Thus 0 =f(+reg) is an integral of O(H∗). Since the space of integrals is spanned by
T (by Theorem 2.1) we have f(+reg) =  T for some  ∈ k. Note that T ′ =  T ∈
∫ H∗
l :
(2) Since (+reg)2 = (dimH)+reg = 0 and (T ′)2 = 〈; T ′〉T ′ we conclude from part (1)
that 〈; T ′〉 = 0. That is, H is cosemisimple.
Remark 2.3. If S2 is induced by a group-like element u then the isomorphism in (8)
f : c 	→ (u*c) is an algebra isomorphism but if H is semisimple and dimH = 0, then
this isomorphism satis5es the condition 〈; f(c)〉= 〈; c〉, for all c∈C(H∗) if and only
if u= 1. For, if we assume this property then by Lemma 2.2 u*+reg ∈
∫ H∗
l and so
for any p∈H∗
(u*p)(u*+reg) = 〈p; u〉(u*+reg):
Applying u−1 to both sides we get p+reg = 〈p; u〉+reg. Thus 〈p; 1〉〈+reg; 1〉= 〈p; u〉〈+reg; 1〉.
Since 〈+reg; 1〉= dimH = 0, we get 〈p; 1〉= 〈p; u〉 for all p∈H∗. Hence u= 1.
A consequence of Theorem 2.1 is that when H is also cosemisimple then C(H∗) is
a separable algebra. This is proved in the next theorem. Notice that in characteristic
0 semisimplicity of H implies its cosemisimplicity, thus Theorem 2:3 applies. The
fact that in this situation the character ring, C(H∗) is a separable algebra is well
known but ours is a more elementary proof than in [7,19], which applies to any
characteristic.
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Theorem 2.4. Let H be a semisimple and cosemisimple Hopf algebra over a 7eld k.
Then C(H∗) and C(H) are separable algebras.
Proof. By Etingof and Gelaki [5] S2 = id hence O(H∗) =C(H∗). Let us 5rst assume
that k is algebraically closed. We show that C(H∗) is semisimple. Assume there exists
p∈C(H∗) such that pC(H∗)p= 0, we wish to show that p= 0. By Lemma 1.3 applied
to H∗, and since H∗ is unimodular, we have
〈xy; t〉= 〈yx; t〉 for all x; y∈H∗:
Thus,
0 = 〈pC(H∗)pH∗; t〉= 〈C(H∗)pH∗p; t〉:
Since H∗ is semisimple, it is von Neumann regular, and so p∈pH∗p. By above then
0 = 〈C(H∗)p; t〉= 0. Since C(H∗) is a Frobenius algebra with Frobenius map t; this
is possible only if p= 0. Thus C(H∗) is semisimple. Since k is algebraically closed,
C(H∗) is a separable algebra [3, Proposition 1:13, p. 47].
The statement about C(H) hold by the symmetry of the condition.
Now let Sk be the algebraic closure of k. Since H and H∗ are separable algebras it
follows that SH =H ⊗ Sk and SH∗ = SH∗ =H∗ ⊗ Sk are semisimple Hopf algebras. Let us
see that
C( SH) =C(H)⊗ Sk:
Let
∑
hi ⊗ ti ∈C( SH), where {ti} are linearly independent over k, then

(∑
i
hi ⊗ ti
)
=
∑
i
∑
((hi)1 ⊗ 1)⊗ Sk ((hi)2 ⊗ ti)
=
∑
i
∑
((hi)2 ⊗ ti)⊗ Sk ((hi)1 ⊗ 1)
=
∑
i
∑
((hi)2 ⊗ 1)⊗ Sk ((hi)1 ⊗ ti):
Since the {ti} are linearly independent we have
∑
(hi)1 ⊗ (hi)2 =
∑
(hi)2 ⊗ (hi)1 for
each i. Thus hi ∈C(H) for each i, and so
∑
i hi⊗ ti ∈C(H)⊗ Sk: The reverse inclusion
is obvious. We have shown that C( SH) is a separable algebra, hence the same is true
for C(H) [3, Corollary 1:10].
Other instances in which H is both semisimple and cosemisimple are described in
Proposition 2:4 and Theorem 2:3:2.
Proposition 2.5 (Larson and Radford [9, Corollary 1]). Let H be an odd-dimensional
Hopf algebra over a 7eld k where Char k = 2. If S4 = id then H is semisimple and
cosemisimple.
Proof. The proof is the 5rst part of [9, Corollary 1].
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Next, let (H; R) be a quasitriangular Hopf algebra [4], then S2 is an inner automor-
phism [4, Proposition 2:1]. Moreover, if
R=
∑
R1 ⊗ R2; R =
∑
R2 ⊗ R1; b=RR;
de5ne Fb :H∗→H by p 	→ (id ⊗ p)(b); and fb =Fb|O(H∗) then fb :O(H∗)→Z(H) is
an algebra map [4, Proposition 1:2, 3:3]. If Fb (or its analogue F :p 	→ (p⊗ id)(b)) is
a linear isomorphism then (H; R) is called factorizable. In this case H is unimodular
[13, Proposition 3]. Moreover if 9∈ ∫ H∗r , then 0 =F(9) = t is an integral for H [6,
Theorem 2:3:2]. In the following lemma we prove a new property of Fb; which also
yields some of the above.
Some notation: if W ∈H ⊗ H , then we de5ne FW :H∗→H by p 	→ (p⊗ id)(W ):
Lemma 2.6. Let (H; R) be a quasitriangular Hopf algebra; and Fb :H∗→H de7ned
as above. Then
(1) 〈q; 1〉= 〈; Fb(q)〉; all q∈H∗:
(2) Fb(qp) =Fb(q)Fb(p); all q∈H∗; p∈O(H∗):
(3) De7ne a right action of O(H∗) on H by h ← p= hFb(p): Then H is a right
O(H∗)-module and Fb is an O(H∗) module map (where H∗ is an O(H∗)-module
by right multiplication).
(4) Fb =fR ∗ fR (where ∗ is the convolution product).
(5) If  is the distinguished group-like associated to t ∈ ∫ Hl then Fb( ) = 1 =Fb():
(6) Im Fb is an H∗-submodule of H (under * ).
Proof. (1) It is known that
∑〈; R1〉R2 = 1; thus 〈; Fb(q)〉= ∑〈q; R2〉〈; R1〉= 〈q; 1〉:
(2) Let r =R=m= n then by properties of R; we have
(id ⊗ )(r) =
∑
r1m1 ⊗ m2 ⊗ r2
and
(⊗ id)(R) =
∑
R1 ⊗ n1 ⊗ R2n2:
Hence,
Fb(pq) =
∑
〈qp; R1r2〉R2r1 =
∑
〈q; (R1r2)1〉〈p; (R1r2)2〉R2r1
=
∑
〈q; R11r21〉〈p; R12r22〉R2r1 =
∑
〈q; R1m2〉〈p; n1r2〉R2n2r1m1
=
∑
〈q; R1m2〉R2〈p; n1r2〉n2r1m1 =
∑
〈q; R1m2〉R2Fb(p)m1
=
∑
〈q; R1m2〉R2m1Fb(p) (since Fb(p)∈Z(H)) =Fb(q)Fb(p):
(3) is obvious from (1) and (2).
(4) Fb(p) =
∑
R2r1〈p; R1r2〉=
∑
〈p1; R1〉R2〈p2; r2〉r1 = (fR ∗ fR)(p):
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(5) Let g =fR( ) then it was shown in [13, last paragraph of p. 224] that fR( ) =
(g )−1: Hence by (4) Fb( ) = 1: Since
∑ 〈; R1〉R2 = ∑R1〈; R2〉= 1; also Fb() = 1
(by (4)).
(6) Use (1) and a similar proof as the one given in [6, Lemma 2:3:1].
The following theorem is an example of the fundamental role played by O(H∗):
Theorem 2.7. Let (H; R) be a 7nite-dimensional quasitriangular Hopf algebra and
Fb :H∗→H be given by p 	→ (id ⊗ p)(RR). Then Fb is a linear isomorphism (i.e.,
H is factorizable) if and only if Fb|O(H∗) is a monomorphism.
Proof. Every group-like element x is an element of O(H∗): In particular, ;  ∈O(H∗):
If Fb|O(H∗) is a monomorphism then (5) of Lemma 2.6 leads to  = ; hence H is
unimodular. Since Fb|O(H∗) :O(H∗)→Z(H), and since unimodularity of H implies that
dimO(H∗) = dim Z(H) (Corollary 1.18), it follows that Fb|O(H∗) is surjective. Since H
is unimodular, 0 = t an integral of H is an element of Z(H); and so t ∈ Im(Fb): As
in the proof of [6, Theorem 2:6] (6) of Lemma 2.6 implies that H∗*t⊂ Im Fb; but
H∗*t =H hence Fb is surjective. Thus Fb is an isomorphism and we are done.
Another consequence of Lemma 2.6 is
Theorem 2.8. If (H; R) is a 7nite-dimensional factorizable Hopf algebra over a 7eld
k then:
(1) If T ∈ ∫ H∗l then 0 =Fb(T ) = t is an integral of H [6].
(2) H is semisimple if and only if H is cosemisimple.
(3) If H is semisimple, then C(H) and C(H∗) are separable algebras.
Proof. (1) We give a proof which is a left-handed version of [6] using Lemma 2.6.
By Proposition 1.6 and since H is unimodular, we have T ∈O(H∗): By Lemma 2.6,
if h=Fb(q), then
hFb(T ) =Fb(qT ) = 〈q; 1〉Fb(T ) = 〈; h〉Fb(T ):
Thus 0 =Fb(T ) is a left integral hence an integral.
(2) By (1) above and Lemma 2.6
〈; T 〉= 〈; Fb(T )〉= 〈; t〉:
Hence 〈; T 〉 = 0 if and only if 〈; t〉 = 0. Thus (2) is proved.
(3) follows from (2) and Theorem 2.4.
We end this section with some related ideas.
Proposition 2.9. Let H be a 7nite-dimensional unimodular Hopf algebra. Regard
H∗H∗ as a left H∗-module via the left regular representation. If there exists 0 = c∈
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C(H∗) so that c is a g-semi-invariant (see (3)); then S2 is induced by the group-like
element g; and 0 = g*c∈ ∫ H∗l .
Proof. Since c = 0 is a g-semi-invariant, g is a group-like element of H . Hence
g*c = 0. We show that g*c∈ ∫ H∗l .
If p∈H∗, then
p(g*c) = g* ((g−1 *p)c) = g* (〈g; g−1 *p〉c) = 〈p; 1〉(g*c):
Thus T = g*c∈ ∫ H∗l . Since H is unimodular, and since g−1 *T = c∈C(H∗), (1:20)
applies and we conclude that bg−1 = g−1S2(b) for all b∈H . Thus S2(b) = gbg−1.
Proposition 2.10. Let H be a semisimple Hopf algebra over an algebraically closed
7eld k. Then the following are equivalent:
(1) +reg ∈O(H∗) and ni1 = 0.
(2) S2 = id.
Proof. (1) ⇒ (2) +reg =
∑m
i = 1 ni+i. Thus n
−1
i ei *+reg = +i. Since n
−1
i ei ∈Z(H) and
+reg ∈O(H∗) it follows from (7) that +i ∈O(H∗). Since {+i} is a basis for C(H∗) and
dimC(H∗) = dimO(H∗) (by (8) we have proved that O(H∗) =C(H∗). By Proposition
1.8) S2 = id.
(2)⇒(1) If S2 = id then O(H∗) =C(H∗) thus +reg ∈O(H∗). The second statement in
(1) is [8, Theorem 2.8].
Proposition 2.11. Let H be a 7nite-dimensional Hopf algebra. If there exists an
invertible element u so that u−1 *T = +%; where % is some 7nite-dimensional repre-
sentation of H; then H is semisimple and u induces S2.
Proof. Assume that H is not semisimple. Then for 0 = x∈ ∫ Hr we have x2 = 0. Thus
〈+%; x〉= 0. But
0 = 〈+%; x〉= 〈u−1 *T; x〉= 〈T; xu−1〉= 〈T; x〉〈; u−1〉 = 0:
A contradiction. Hence H is semisimple. The rest follows from [13, Corollary 3].
Example 2.12. The following is an illustration of H and k for which it can be easily
seen that there exists no invertible u with u−1 *T = +%, for some %. Let k =Z2 and
G= 〈g〉 with g2 = 1. Then  is the unique irreducible character of H . Let u be any
invertible element of H ; then u−1 =  + :g, for some  ; :∈ k. Now, if u−1 *p1 is a
character then u−1 *p1 = n; n = 0. Thus  p1 + :pg = n= n(p1 + pg). This implies
that  = := n. But then u−1 = n(1 + g). This is impossible since 1 + g is nilpotent.
168 M. Cohen, S. Zhu / Journal of Pure and Applied Algebra 159 (2001) 149–171
3. Applications to HHYD
Let H be a Hopf algebra. A left Yetter–Drinfeld module M is a left H -module and
H -comodule and satis5es the compatibility condition
%(h · m) =
∑
h1m−1S(h3)⊗ h2 · m0
for all h∈H; m∈M . The category of left Yetter–Drinfeld modules is denoted by HHYD
[14,18]. The Hopf algebra H is an element of HHYD in several ways. One of these is
by considering H as a left module via multiplication and as a left comodule via %l,
the left adjoint coaction. It is in fact an H -comodule coalgebra in HHYD with these
operations.
Recall that for every left H -comodule we de5ne M co H = {m∈M |%(m) = 1 ⊗ m}.
We start with an observation.
Lemma 3.1. Let H be a Hopf algebra and M ∈ HHYD. Then M co H is a left O(H)-
module.
Proof. Let m∈M co H and h∈O(H), then
%(h · m) =
∑
h1m−1S(h3)⊗ h2 · m0 =
∑
h1S(h3)⊗ h2 · m
= 1⊗ h · m:
Conversely, Lemma 3.2 can easily be checked.
Lemma 3.2. Let H be a Hopf algebra and let W be a left O(H)-module then
W =H ⊗O(H) W is a left Yetter–Drinfeld module where
x · (h⊗O(H) w) = xh⊗O(H) w and %(h⊗O(H) w) =
∑
h1S(h3)⊗ h2 ⊗O(H) w
= (%l ⊗ id)(h⊗O(H) w)
for all h; x∈H; w∈W .
We consider W ⊂W by w 	→ 1⊗O(H) w:
Proposition 3.3. Let H be a Hopf algebra and W a @at left O(H)-module. With W
as above. Then
(W )co H =W:
Proof. Obviously, W ⊂(W )co H . Let ∑ni = 1 hi ⊗O(H) wi ∈ (W )co H . Then; we have
n∑
i = 1
(%l(hi)− 1⊗k hi)⊗O(H) wi = 0: (10)
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Let ui = %l(hi) − 1 ⊗ hi ∈H ⊗ H . Consider H ⊗ H as a right O(H)-module by (h ⊗
x)y= h⊗ xy, for all h; x∈H , and y∈O(H). Denote by U the right O(H) submodule
of H ⊗ H generated by {ui}. Since
U
j
,→H ⊗ H
is monic,
U ⊗O(H) W j⊗id−→H ⊗ H ⊗O(H) W
is monic by the Oatness of W . Thus (10) is also valid in U ⊗O(H) W . By StenstrTom
[17, Proposition 8:8] there exist xj ∈W; :ij ∈O(H) where 1≤ i; j≤ n such that∑
i
ui:ij = 0 and wi =
∑
j
:ijxj
for all i; j.
Let h˜j =
∑
i hi:ij. Then in U ⊗O(H) W∑
i
hi ⊗O(H) wi =
∑
i
hi ⊗O(H)
∑
j
:ijxj
=
∑
j
(∑
i
hi:ij
)
⊗O(H) xj
=
∑
j
h˜j ⊗O(H) xj:
We will be done if we show that h˜j ∈O(H) for each j.
Now,∑
(h˜j)1S(h˜j)3 ⊗ (h˜j)2 =
∑
i
∑
(hi)1(:ij)1S((hi)3(:ij)3)⊗ (hi)2(:ij)2:
Since :ij ∈O(H); this equals∑
i
∑
(hi)1(S(hi))3 ⊗ (hi)2:ij =
∑
i
(1⊗ hi):ij = 1⊗
∑
i
hi:ij = 1⊗ h˜j :
Hence h˜j ∈O(H).
If A is a semisimple algebra then every left A-module is Oat. Consequently, we have:
Theorem 3.4. Let H be a semisimple and cosemisimple Hopf algebra over a 7eld k.
Then the map
 : C(H)Mod→ HHYD via W 	→ W =H ⊗C(H) W
is an inclusion preserving injection. (H acts on W by left multiplication and coacts
via %l ⊗ id; where %l is the left adjoint coaction.)
Proof. By Theorem 2:4 C(H) is semisimple and also C(H) =O(H) hence Proposition
3.3 applies to every left C(H)-module W .
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That is, if  : HHYD→ C(H)Mod by
M 	→ M co H :
Then ( ◦ )(W ) =W . Thus  is an inclusion preserving injection.
We end this paper by showing a categorical property of the functors (·)co H and (S·):
Proposition 3.5. (·)co H : HHYD→ O(H)Mod is a right adjoint of (S·) : O(H)Mod→ HHYD.
Proof. For any M ∈ O(H)Mod; and N ∈ HHYD; we de5ne two maps
=M;N : Hom H
HYD
( SM;N )→HomO(H)Mod(M;N co H )
and
>M;N : HomO(H)Mod(M;N
co H )→Hom H
HYD
( SM;N )
via
=M;N (f)(m) =f
(
1⊗O(H) m
)
; where f∈Hom H
HYD
( SM;N ); m∈M
and
>M;N (g)
(
h⊗O(H) m
)
=h ·g(m); where g∈HomO(H)Mod(M;N coH); and h∈H;m∈M:
Since f is a comodule morphism and 1 ⊗O(H) m∈ SM co H by Proposition 3.3,
f(1⊗O(H) m) is an element in N co H and this shows that f∈HomO(H)Mod(M;N co H ).
For any f∈Hom H
HYD
( SM;N ); h∈H , m∈M ,
(>M;N ◦ =M;N )(f)
(
h⊗O(H) m
)
= >M;N (=M;N (f))
(
h⊗O(H) m
)
= h · (=M;N (f)(m)) = h · f
(
1⊗O(H) m
)
= f
(
h⊗O(H) m
)
;
thus (>M;N ◦ =M;N )(f) =f and this leads to >M;N ◦ =M;N = idO(H)Mod. On the other hand,
for any g∈HomO(H)Mod(M;N co H ); and m∈M
(=M;N ◦ >M;N )(g)(m) = =M;N (>M;N (g))(m)
= >M;N (g)
(
1⊗O(H) m
)
= 1 · g(m)
= g(m);
thus (=M;N ◦ >M;N )(g) = g for all g∈HomO(H)Mod(M;N co H ) and this implies that =M;N ◦
>M;N = id H
HYD
. The naturality of = and > is obvious.
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