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INTRODUCTION 
Let 9 be the class of functions, defined and analytic on a neighborhood 
of the extended real line in the extended complex plane, that vanish at infinity. 
We say that an entire function belongs to the Carlson class if it is of expo- 
nential type and if its rate of growth on the imaginary axis is less than V. 
THEOREM 1, For each f E F and each t E R, there exists a unique function 
F(z : t) in the Carlson cZass, such that F(n : t) = f (“)(t)/n!. 
This result is simple to prove, but it has interesting implications. We are 
led to define the fractional Taylor coefficients oforder x off at t by F(z : t), 
and therefore to define the fractional derivative f(“)(t) of any complex 
order z # -1, -2, -3,... by f($)(t) = x! F(.z : t), where z! = r(z + 1). 
This leads to a consistent heory of fractional differentiation and integration 
for functions in the class S. If z = n is a nonnegative integer, then fez) 
coincides with the ordinary n-th derivative off. 
Our theory is connected with other theories of fractional differentiation, 
We show that our fractional derivative coincides with the Weyl fractional 
derivative for this class of functions, over a suitable range of z. Our fractional 
derivative also coincides with the result of formal differentiation u der the 
integral sign in the Fourier transform representation, again for a suitable 
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range of z. The Fourier transforms of functions in 9 are characterized by 
pairs of entire functions of exponential type “back-to-back” (see Definition 
1.1). We write 9 = flG” for this class of functions. 
In Section 1 we sketch a proof of Theorem 1 and show the connections with 
the Fourier transform and the Weyl integral. In Section 2, we study some of 
the properties off . tZ)In particular, we derive a new formula for the fractional 
derivative of a product that is not a generalization of the Leibnitz formula. 
It does not reduce to it even in the case of first-order differentiation, although 
it gives the same numerical value, of course. In Section 3, we briefly discuss 9 
as a convolution algebra. 
1. CONNECTION WITH OTHER THEORIES 
Proof of Theorem 1. By standard “contour bending”, as found for example 
in Buck [2] in a similar context, we get 
;p = - & j f(W) 
r (w - t)“+1 
dw, 
where r = r, u C , where r,. and C are contours that wind once 
around the singularities off in the upper and lower half-planes, respectively. 
Defining 
F(x : t) = - j +(t) e-*E d6, 
Y 
where 
and where y is the image of r under the change of variable w - t = exp 5, 
so that y is composed of two contours y+ and y- lying in the strip 1 Im 5 / < 7~, 
we obtain the required function F. The uniqueness ofF follows from Carlson’s 
theorem [l, p. 1531. A useful formula for F is 
F(z : t) = - r 
277i .i 
f(w) dw 
r (w - ty+1 ’ (1.1) 
where the principal branch of the logarithm is chosen. 
It is an unfortunate fact that if z is not an integer, then F(z : t), as a function 
of t, may fail to belong to 9 because of branch singularities. 
EXAMPLE 1.1. Let f(w) = (i - w)-1 so that f E 9. We have 
f’“)(t)/n! = (z’ - t)-tn+l). We make the guess F(z : t) = (i - t)-cz+l), with 
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the principal branch of the logarithm. Since this F belongs to the Carlson 
class and has the right values at the positive integers, it must be correct. 
DEFINITION 1.1. Let 9 be the class of functions $(x) defined on 
(- co, 0~)) such that I$( x restricted to (0, co) is the restriction there of an ) 
entire function #+ of exponential type that decays exponentially at CO, and 
such that 4(x) restricted to (- CO, 0) is the restriction there of an entire 
function +- of exponential type that decays exponentially at - KI. 
We say that + consists of two entire functions of exponential type “back-to- 
back.” An example is (b(x) = e-lzl, whose Fourier transform, incidentally, 
is f(x) = (1 + X2)-l. 
THEOREM 1.1. 9 and 3 are reciprocal classes under Fourier transformation. 
The proof involves only standard contour bending as in the proof in [I, 
p. 1051 of the Paley-Wiener theorem, and we omit it, after making the remark 
that if f ~9, then f EL~(- co, oo), and f (t) - a(i - t)-l EP(-- co, CO) for 
a suitable constant a. 
THEOREM 1.2. &ppose that f E 9, with f = 4”. Then if Re x > - 1, 
we have 
f (‘j(x) = --&==g ,I, 4(t) (- it)” e-izt dt, 
where the branch cut for the logarithm is the negative imaginary axis. 
We sketch the proof. Let @+ and @- be the Bore1 transforms of 4, and $- , 
and let 52, and JX be closed contours lying in the left and right half-planes, 
respectively, surrounding the singularities of@+ and @- , respectively. That 
is, Q+(w) is the analytic ontinuation of sr +(t) eetw dt, and 
4+(4 = & jQ+ [E] dw> 
with similar relations between @- and #J- . Then we have 
_ ei(n/2)z 
F(z :x> = 32 \j D+(W) (W - h-(2+1) dw 
n-a 77 Q+ 
- I s)_ D-(w) (w - i~)-‘~+l’ dw/ , 
where the branch of the logarithm is cut along the negative imaginary axis. 
To prove this formula, it need only be verified for z = 1, 2, 3,... which is 
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easy, and then be observed that F(x : x) belongs to the Carlson class, upon 
which Theorem 1 assures its validity for all z. Now a direct computation 
verifies the assertion of Theorem 1.2. 
For f E g, we define the Weyl fractional integral of order /3 by the custom- 
ary formula 
fdx) = &jj s1, (x -W1f(t) d ,P>a 
and the Weyl fractional derivative by 
for n > Is. 
THEOREM 1.3. If f E 9, x E R, and /3 > 0, then 
f (@(x) = f {@(x). 
Proof. Let f [al(x) be defined by 
f v4 = gfh-B,(X) n 
for suitable n, where 
co 
w + 1) 
fdt) = k&o IyK + 1 + /I) 
aktk+O 
if 
f(t) = J$ a#, 
k-0 
where these formulas hold for small complex values of t, and the principal 
value of the logarithm is used. This is Hadamard’s version of fractional 
differentiation. We have 
1 
fbl(4 = qsJ I 
* (z - .)E-l f (u) du, o 
the path of integration being rectilinear, and (z - ~)s-l having its principal 
value at the origin (see [4]). We prove our theorem by showing that 
f [yx) -f (fl)(x) = 
r(l + j3) sin 7+ 
s 
O 
77 
f(w) (x - w)-@+l) dw 
-cc 
==f’Bl(X) -fqv) 
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if f E S, /3 > 0, and 0 < x < B, where B is the radius of convergence of the 
power-series expansion off around 0. The second equality follows from the 
definitions. Now Hardy and Littlewood [4] have shown that 
P](5) = “‘2; B, j,,f(w) (w - ()-(B+l) dw, 
where C, is a loop from w = 0 around w = 5 in the counterclockwise 
direction, and where (w - [)-(a’-i) has its principal value at the point of C, 
on the radial line from w = 0 to w = 5. We will take 5 = x > 0. By contour 
bending, we have 
p](X) = “p2; I’ /j;- +j”,,,i - jr+-s, \f(w) (w-x)-@*l) dw, 
from which the result follows on comparison with (1. I). 
2. PROPERTIES OF THE FRACTIONAL DERIVATIVE 
In this section we also use the notation Dz for fractional differentiation, so 
that Dzf = f lz). It is quite easy to prove that fractional differentiation com- 
mutes with translation, and that if  E 9, then 
D”f’“‘(x) = f (z+n)(x) = D”f (“l(x), n = 1, 2, 3 ,..., z # - I, - 2, - 3 ,.,.. 
Ifg =f(z), wemaydefine 
gcw) = f (z+w) for w # - 1 - z, - 2 - z, - 3 - z ,... 
This leads to a consistent heory. 
THEOREM 2. I. If f E F then 
$y+[f ‘“‘(y) -f ‘“WI = ,:f (4 ds. 
Proof. Writing f = $J^, we see by Fubini’s theorem that 
j: f (s) ds = --& j:, q%(t) (it)-1 (e-i*u - eeits) dt. 
Nowfor-l<(z<O,weseethatfor-l<(t<l, 
1 q%(t) (- it)” (rigt - e-tat)l < ( b(t) (- it)-l (civt - e-ist)l . 
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We have, using Theorem 1.2, 
f'"'(y) -f'"'(X) = --Jig jIm f$(t) (- it)* (e-igt - e-izt) & 
The first and third integrals converge for all x and depend continuously on a 
since 4 is of exponential decay in both directions. By the Lebesgue dominated 
convergence theorem, 
Iim j’ #(t) (- it)* (e-ivt - e-izt) dt = jIl#(t) (- it)-l (e-igt - &St) dt, 
2+--l+ --1 
and the result follows. 
THEOREM 2.2. Suppose that f ~9, that k is a real number, and that 
g(x) =f(kx). Then if k > 0, 
G(z : t) = k”F(z : kt), (2.1) 
where kz is defined by the principal branch of the logarithm. If k = - 1, then 
G(z : t) = eZrriF*(z : t), (2.2) 
where F*(z : t) is de$ned as in (1. l), but using the branch of the logarithm cut 
along [0, + co). 
We omit the easy proof that proceeds by showing that the functions on the 
right sides of Eqs. (2.1) and (2.2) belong to the Carlson class and have the 
right values at z = 1, 2, 3 ,... 
The next theorem gives an interesting interpretation of the Taylor coeffi- 
cients of negative integral order. 
THEOREM 2.3. If f E F with f (0) = 0 and if g(x) = f( l/x), then 
G(x : 0) = - F(- z : 0). 
The proof simply involves a change of variables in Eq. (1. l), and we omit it. 
THEOREM 2.4. Suppose that f E 9, that 0 < p < 03, and that 
Re.a>(l -p)/p. Thenf(Z) E LP(- co, 00). This result is sharp. 
Proof. It will do no harm to suppose for simplicity that all the singulari- 
ties off lie in the upper half-plane. We may enclose them with a circle 
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d = {zu : w = w,, + pei”} that does not intersect R. We writeF,(x) = F(x : x), 
and also write x = OL + ip. Then 
= (&)” jr, /jA.f(w) exp[- (8+1 + $3) Log(w --x)1 dw1’ dx 
x exp[P Arg(w - 41 p &I’. 
Since 1 Arg(w - x)1 < n and 1 f(w)1 is bounded on d, we can find an 44 < co 
such that 
Hence 
(2~)~~ (f(w)/ p exp[j? Arg(w - x)] 6 &P/p for w E d. 
Since d is compact, there is a real number A > 0 such that for any fixed 
W’EA and for all xER, 
A / w’ _ x I-W) > 1 w. + pei” - x (-(a-t-l) 
for all C$ with - rr < 4 < r. Hence for some finite K > 0, 
/IF, 11; < K jy, I w' - x I (ar+lkP dx,
which converges when 01 > (1 - p)/p, and the first part of the theorem is 
proved. The sharpness of the result is proved by consideringf(x) = (; - x)-r 
as in Example 1.1. 
We now consider the fractional derivative of a product of two functions in 
9. Formally, we will have 
co I 
(fg)‘“’ Cx)= go k!(zT A)! (f’“‘(x) g+“‘(x) + p”‘(X) g’“‘(x)}. 
However, this formula requires strict interpretation, especially if x is an 
integer. 
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We recall that the Mittag-Leffler star (ML-star) off is the region formed 
by drawing rays from 0 through every singular point off and removing from 
the complex plane the parts of the rays beyond these singular points. The 
importance of the Mittag-Leffler summability method for our purpose is that 
it sums the Taylor series off to f throughout the ML-star off, and uniformly 
on compact subsets of it. By definition, 
DEFINITION 2.1. Given f and g in 9, we say that f and g are Mittag- 
Leffler compatible if the singularities off lie in the ML-star of those of g, 
and vice versa. 
THEOREM 2.5. If h = fg, where f and g are ML-compatible functions in St, 
then 
H(z : 0) = (ML) 5 [F(k : 0) G(z - k : 0)] + (ML) f [F(z - K : 0) G(R : O)]. 
k=O k=O 
Proof. The singularities ofh lie in the union of the singularities off with 
those ofg. By Eq. (1.1) 
(2.3) 
where I’, represents two closed contours, not intersecting R, one in the upper 
half-plane and one in the lower half-plane, enclosing the singularities off and 
g. By contour bending, we can decompose r, into two sets of closed contours 
represented by r, and I’, , enclosing the singularities off and of g, respec- 
tively, and lying entirely in the ML-stars of g and off respectively. Equation 
(2.3) can be written as 
H(z : 0) = - & jrDfw dt - & jryfw d[. (2.4) 
Since I’, is contained in the ML-star off, we see that for 4 in I’, we have 
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and this holds uniformly. Letting H,(z) be the first of the integrals on the 
right in Eq. (2.4), we have 
= (ML) i [F(K : 0) G(z - k : O)]. 
k=O 
A similar computation holds for the second integral on the right in Eq. (2.4), 
and the theorem is proved. 
EXAMPLE 2.1. Let f and g be the ML-compatible functions in 9 given by 
f(x) = (ein/* - x)-r and g(x) = ( eirri2 - x)-r. Expanding f in a power series, 
we have 
f(E) = f e-i(n+lh/4p 
TL=O 
and therefore, as in Example 1.1, 
Similarly, 
F(z : 0) = e-iaPe-izq/4. 
G(z : 0) = e-in/Q-i*n/2. 
Letting h = fg, we compute H(z : 0) directly, using partial fractions to 
obtain 
1 
W) = ei"/4(1 _ ,i*/4) n=. 
f [e-iw+lhr/2 _ e-i(n+lh/4] 5" 
so that, as in Example 1.1, 
f&f : 0) = ei”,4(1 ‘- ei”,4) {e--irfl/2e--in/2  e-i*n/4e-in/4}. (2.5) 
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Now 
(ML) 2 [F(K : 0) G(s - k : 0) + F(x - K : 0) G(k : 0)] 
ILO 
= (ML) t (e-i?r/4e-ikn/4e-inj2e-ion/2 + e-ix/4e-i(z-k)n/4e-i”/2e-ik~/2) 
k=O 
(2.6) 
_ &35,/4(ML) $ (e-izn/2eikn/4 + ,-izn/4e-ikn/4} 
k=O 
= &3n/4 
! 
e-izn12 
1 - eiv14 + 
since (ML) CI==, an = (1 - a)-’ unless CA >, 1. It is easy now to check that 
the right sides of Eqs. (2.5) and (2.6) are the same, thereby supporting 
Theorem 2.5. 
Theorem 2.5 unfortunately does not apply to two functionsf and g in 9 
if the singularities of each do not lie in the ML-star of the other. The next 
result holds in general, but is more complicated. 
THEOREM 2.6. If h = fg, with f and g in 3, then there is a number 7. such 
that whenever T > rO , 
H(z:O)=(ML)f$ 
n=O . 
Here, F(,z - R + n + l)jr(z - k + 1) is shorthand for 
(.z - k + 1) (Z + k + 2) ..+ (x - k + n) and 
r(k + n + 1) 
r(k + 1) 
is shorthand for (k + 1) (k + 2) ... (k + n). 
Proof. We have 
f&z : 0) = (ML) 5 (- 1)” K’“)(z; T) $ , 
TX=0 
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where 
@f : 4 = ; [wk7)1(0) and P)(x; T) = g Iqz : T), 
where 
&(X) = g(x - 4. 
This is because K(z; T) is an analytic function of 7 for T E R since 
I‘+?; T) = - & j, “;$p’ dw = - & j,f(w)$z~,-- dw. 
But by taking r large enough, we guarantee that f and g, are ML-compa- 
tible, so that Theorem 2.5 applies and gives us 
K(z : T) = (ML) i [F(k : 0) G(.z - k : - T)] 
k=O 
+ (ML) 2 [F(z - k : 0) G(k : - T)] 
k=O 
and the result is proved. 
We conclude this section with a uniqueness result hat follows directly from 
[5, p. 1931 and the fact that F belongs to the Carlson class. 
THEOREM 2.7. If f E 9 and if A = {A, , A, , A, ,...} is a sequence of num- 
berswith0 <A, <A, <A, < .a*, such that D&I) > 1, and iffor some x0 E R, 
f (A*)(xo) = 0 for all n = 0, 1, 2,..., then f (x) = 0 for all x. 
Here DL is the logarithmic block density defined by 
DL(A) = lim lim sup 
A(ax) - A(x) 
a-Pm X-+rn log a ’ 
where 
A(t) = c f . 
n,<t n 
3. SOME PROPERTIES OF ?? AS A CONVOLUTION ALGEBRA 
It is clear that 9 is closed under convolution since (f * g)” = f ^ g”, and F 
is closed under pointwise multiplication. The next result shows that the 
hypothesis in the definition of 9 about $+ and 4- being of exponential type is 
essential. 
409/34/2-S 
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EXAMPLE 3.1. Let 
and 
for t > 0 
for 1 < 0. 
Then $ t 4 has no extension as an entire function. To see this, we write, for 
x > 0, 
(4 c I)) (x) = j:, Z,!J(X - t) t+(t) dt = 11 exp(- e-(“-t)) exp(- et) dt 
= j: exp[- et(e-3c - l)] dt = 1’ + /: = B(x) + C(x). 
5 
Clearly, B(x) has a unique extension as an entire function, and C(x) can be 
extended uniquely as an analytic function C(c) of 5 = s + it for s > 0. 
Fixing t = n, we let y(s) = 1 + e-s-in = 1 - e@. Now y(s) -+ 0+ as s -+ Of. 
Making the substitution u = et and writing C(y) for C(c), the integral now 
takes the form 
C(y) = jr u--le--Y” du. 
It is clear now that C(y) + CC as y -+ O+, so that 5 = in is a singularity of 
cw 
We now consider the problem of convolution multipliers for 9. 
THEOREM 3.1. Let m be a measurable function on (- co, co) such that 
m * g = y5 exists and such that # is again a member of 569 for each g in 8. Then, 
module its values on a set of measure zero, m must be a member of 9’. 
Proof. Suppose m satisfies the hypotheses. Let g(x) = e-= if x > 0 and 
g(x) = 0 if x < 0. Then g E 9 and hence, if x > 0, 
+(x) = (m * g) (x) = s”, g(x - Y) m(r) d. = (l, f j:) e-‘5-“m(y) dY 
is the “right half” of a function in 9. Hence 
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Applying the fundamental theorem of the calculus for Lebesgue integrals, 
we have 
44 = #+‘(x> + #+(x) (a.e. * 3 0). 
From the Polya representation theorem, we know (see [l, p. 771) that the 
indicator diagram of #+’ is the same in our case as that of z+!J+ . In particular, 
where 
Hence 
h&+(0) = lim sup r-l log j #+(reis)i . 
r-m 
Thus m(x) is (a.e. x > 0) the restriction fan entire function of exponential 
type that decays exponentially as x + + co. Essentially the same argument 
holds for x < 0, so that m E B. 
THEOREM 3.2. Let m be an element of L1(- co, co) such that for some one 
g E 59, g not identically 0, m * g = 4 belongs again to 9. Then m E 9, module 
its values on a set of measure 0. 
Proof. We have m^g^ = *^ so that m is meromorphic on R. Actually, 
mh is analytic on R since possible zeros of g^ on R must be zeros of +’ 
there, of at most the same multiplicity since m^ is bounded. Also, mh has 
at worst a pole at co, since g” and tj^ are regular there. But m”(x) + 0 as 
x + f CL), by the Riemann-Lebesgue lemma, and hence mh E 3 so that 
m E 9. 
Perhaps it is true that if m is measurable and if m *g = $J exists and 
belongs to 9 for some one g E 99 such thatg^ has no zeros, then m must belong 
to 9. The restriction that g^ have no zeros is essential. Otherwise, we could 
choose m(t) = e-i(sot) where g^(x,) = 0. 
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