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ABSTRACT
We address the problem of latent truth discovery, LTD for short,
where the goal is to discover the underlying true values of entity
attributes in the presence of noisy, conflicting or incomplete in-
formation. Despite a multitude of algorithms to address the LTD
problem that can be found in literature, only little is known about
their overall performance with respect to effectiveness (in terms
of truth discovery capabilities), efficiency and robustness. A prac-
tical LTD approach should satisfy all these characteristics so that
it can be applied to heterogeneous datasets of varying quality and
degrees of cleanliness.
We propose a novel algorithm for LTD that satisfies the above re-
quirements. The proposedmodel is based on Restricted Boltzmann
Machines, thus coined LTD-RBM. In extensive experiments on var-
ious heterogeneous and publicly available datasets, LTD-RBM is
superior to state-of-the-art LTD techniques in terms of an overall
consideration of effectiveness, efficiency and robustness.
KEYWORDS
Latent Truth Discovery, Restricted Boltzmann Machines, Conflict-
ing Information
1 INTRODUCTION
Quality assessment for information coming from different sources
is of tremendous importance in data integration tasks. Such tasks
encompass information aggregation and information sharing ap-
plications, e-Commerce product descriptions, or even database con-
solidations after the merger of companies. For a huge number of
Big Data applications information about the same objects can be
obtained from different sources. These applications (such as book-
ing or social editing and recommendation applications on the web)
face the challenges of qualitative data integration. In the absence of
a ground truth, one of the main challenges when integrating infor-
mation from multiple sources is contradicting information, which
is typically the result of sources delivering noisy, outdated, erro-
neous, or incomplete information. For example, for the same flight,
different flight bookingweb sitesmay report different arrival times.
This challenge of deriving the most complete and accurate merged
information for entities in such scenarios is commonly referred to
as the latent truth discovery (LTD) problem.
State-of-the-art methods solving the LTD problem go well be-
yond casting a simple majority vote among all sources. Instead,
they incorporate the reliability of the sources in their decisions
and jointly infer source reliabilities and trustworthiness of infor-
mation. Quite often the methods are based on certain assumptions
about the underlying data and depend on parameters for a gener-
ative model of the observations. The quality of a method is com-
monly measured in terms of effectiveness (i.e. the quality of the
discovered truths) and efficiency (concerning the runtime of the
inference procedure).
One aspect that so far has not been addressed in this context is
the robustness of the LTD methods. By robustness we mean the
effectiveness with respect to varying parameter settings, varying
data quality and varying data set properties (such as underlying
source accuracy, amount of copied claims or difficulty of the truth
discovery process in terms of normalized entropy). Hence, beyond
the traditional quality criteria it is desirable for an LTD approach
to show both: a stable behavior and high-quality predictions.
There are several proposals in literature to solve the LTD prob-
lem, e.g., [5, 8, 12, 14–16, 19, 23, 26, 29]; an overview can be found
in [17]. However, a clean methodological comparison under all of
the aspects of effectiveness, efficiency and robustness is difficult,
mainly for the following reasons:
Heterogeneity and quality of the experimental datasets
The experimental datasets vary in structure and quality from arti-
cle to article and are sometimes proprietary (e.g. [12, 13]).
Nontransparent data preprocessing Even when the datasets
are freely available, the applied preprocessing steps are often non-
transparent; it is important to note that the results are often highly
dependent on the preprocessing steps.
Datamodel diversityDifferent methods build on different data
models andmodel semantics; some consider binary values (e.g. [24]),
others multinomial (e.g. [29]) or even continuous values (e.g. [28]).
Parameter dependency All approaches come with their own
parameters, which can be tuned to achieve better performance
on specific experimental datasets; however, since in reality the
ground truth would be missing, it would be desirable to have a
robust setting for the used parameters that works well across var-
ious datasets.
As a practical solution should be a holistic approach that com-
bines effectiveness with efficiency and robustness, these issues need
to be addressed. With this goal in mind we provide the following
contributions in this paper:
- We propose a novel LTD approach based on Restricted Boltz-
mannMachines (RBMs) [6, 9]. The underlyingmodel is quite generic
and can in principle handle discrete and continuous values.
- We provide a practical inference procedure, based on Con-
trastive Divergence [3, 9] and Gibbs sampling [4], which is effective,
efficient and robust in the above sense.
- In an extensive experimental evaluation on various heteroge-
neous datasets of varying quality levels we show that our solution,
LTD-RBM, is superior to state-of-the-art LTD techniques in terms
of an overall consideration of efficiency, quality and robustness.
This work extends our previous work[2] by profound technical
details, extensions, multiple proofs and experiments. The remain-
der of this paper is organized as follows: We give an overview of
related work in Section 2. A general formalization of the LTD prob-
lem and the underlying data model are presented in 3. Section 4
introduces the LTD model and the inference procedure. The ex-
perimental evaluation follows in Section 5, and we conclude in
Section 6.
2 RELATED WORK
From an abstract viewpoint, one possible way of categorizing la-
tent truth discovery methods is by looking at the underlying infer-
ence and learning algorithms:
Bayesian Inference algorithms use prior distributions for the
truth and reliability parameters and jointly estimate truth and source
reliability by fitting the parameters to the available data based on
the assumed prior distributions.
Fix-point algorithms start with an initial guess on the truth
and reliability parameters and simplifying assumptions are used to
iteratively fit the parameters to the available data.
Semi-supervisedandActive Learning algorithms startwith
a set of known ground truth labels. This initial ground truth and
other assumptions are exploited to learn the reliability of sources.
This reliability estimations can be used to estimate the latent truth.
In the following paragraphs, we give an overview of the above
three groups by highlighting representative approaches.
Bayesian Inference AccuSim [5, 16] integrates the similarity be-
tween claimed values into the Bayesian inference approach and
proposes an extension of the algorithm AccuCopy in which source
similarities – in terms of which source might have copied from
which other source – are considered. ABayesian approach to knowl-
edge corroboration is proposed by [12, 13], where a latent truth
discovery model integrates the logical dependencies between facts
in a knowledge base and crowd opinions to derive the underlying
correctness of the facts in the knowledge base. Latent TruthModel
(LTM) [29] is a probabilistic graphical model that applies collapsed
Gibbs sampling to estimate the false positive and the false nega-
tive rate of sources by optimizing for the most probable answers.
Another Bayesian inference approach for continuous responses is
presented in [28].
Fix-point Algorithms TruthFinder [26] models the influence be-
tween claimed values and alternately estimates source reliabilities
and the latent truth based on each other’s values. In 2-Estimates [8]
the assumption that there is one and only one true value for each
object is integrated in a voting-based fix-point algorithm. The au-
thors also propose an extension, 3-Estimates, in which the diffi-
culty of deriving the true value of an object is considered. In [18],
a source uniformly "invests" its reliability among the values it has
claimed for the objects. The confidence of a value grows accord-
ing to a non-linear function defined on the sum of invested reliabili-
ties. In turn, the sources collect credits back from the confidence of
their claimed values. AMaximum Likelihood formulation of latent
truth discovery for crowd/social sensing applications is provided
by [22, 24]. The Expectation Maximization algorithm is proposed
to derive the most probable answers as well as the true positive
and true negative rates of sources (human agents in this case).
Semi-supervised and Active Learning Algorithms In [27] a semi-
supervised truth discovery approach is proposed. An initial set
of known ground truth labels is used to estimate the reliability of
sources. The formalization of mutual exclusivity and mutual sup-
port between claimed values are exploited to capture the relations
between values and to guide the algorithm towards reliability and
truth estimations. Active learning approaches [1, 25] address the
general problem of optimally choosing the next instances to label
by experts; experts should be only asked if really needed. For exam-
ple, the authors of [25] propose a probabilistic multi-labeler model
that enables learning frommultiple annotators with varying exper-
tise levels across the information space and provide an optimiza-
tion formulation for selecting the most uncertain sample and the
most reliable annotator to ask for that sample. In [1], the authors
propose a probabilistic graphical model that jointly estimates the
difficulties of test questions, the abilities of test participants and the
correct answers to questions in aptitude testing and crowdsourcing
settings. The authors devise a scheme for the greedy minimization
of expectedmodel entropy, which allows dynamically choosing the
next question to be asked based on the previous responses.
Note that LTD approaches do not focus on optimizing the allo-
cation of resources or incorporating a feedback loop, which is typi-
cal for active learning scenarios. Hence, although semi-supervised
LTD and active learning do have some commonalities, they differ
with respect to important aspects. Our approach is designed to
deal with the typical LTD setting.
Despite the variety of LTD techniques and their applications
found in research literature, as we will see in the following sec-
tions, issues concerning the general practical viability (like effi-
ciency and robustness) are still open. Our approach, LTD-RBM,
addresses these issues in a holistic manner and achieves an overall
performance that outperforms state-of-the-art techniques on vari-
ous heterogeneous datasets.
3 TRUTH DISCOVERY FORMULATION
The aim of latent truth discovery is to identify the underlying truth
of facts based onpotentially conflicting claims frommultiple sources.
While all LTD algorithms agree on this general goal, they some-
times differ in the specific definition of facts, claims and sources.
Therefore, in this section, we start by formally describing a data
model for the LTD task. Afterwards, we will formulate the LTD
problem based on the introduced data model.
3.1 Data Model
For this work, we focus on a binary model, i. e. a model with facts
that can be true or false. Thereby, we closely followmodels used in
multiple previous works [8, 24, 29]. Each source can make claims
about some or all facts, where each claim either states that a fact
is true or false.
Formally, we have a set F of facts and a set S of sources. Each
fact f ∈ F is a combination of a statement together with a Boolean
latent truth tf ∈ {0, 1} that represents whether the statement is
true or false. For the sake of simplicity, in the following we will
refer to a fact f as true or false, depending on tf . A claim of a
source s ∈ S for a fact f ∈ F is then a triple (s, f ,v
f
s ) ∈ C ⊆
S × F × {0, 1}, where C is the set of all claims and v
f
s ∈ {0, 1}
represents the view of source s on f , i.e. whether s considers f
to be true or false. In this work, we call a claim that a fact is true,
a positive claim. In the same manner, claims that a fact is false
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Term Formula Description
Fact f ∈ F A fact can be true or false.
Truth tf ∈ {0, 1} The latent truth whether a fact f is
true or false.
D
at
a
M
o
d
el
Source s ∈ S A source that makes claims.
Claim (s, f , v
f
s ) ∈ C A positive (v
f
s = 1) or negative
(v
f
s = 0) claim of source s about a
fact f .
Plausibility pf ∈ R Plausibility of a fact f to be true.
Reliability rs Reliability of a source s .
tprs, fprs True / False positive rate.
L
T
D
Prevalence pT Probability of a fact to be true.
Claimed
truth
v
f
s ∈ {0, 1} The claimed truth of source s about
fact f .
Claiming
Sources
Sf ⊆ S Set of all sources that provide a claim
about fact f .
Hidden
Truth
h ∈ [0, 1] P (h |v f ) is the estimation of pf by
the LTD-RBM algorithm.
Table 1: Terminology
Fact (∈ F) Source (∈ S) Claimed Value
Berlin is the Capital of Germany A true
Berlin is the Capital of Germany B true
Sydney is the Capital of Australia A false
Sydney is the Capital of Australia C true
. . . . . . . . .
Table 2: Example claims from a geographic domain.
are called negative claims. A list of the terminology used in this
paper is shown in Tab. 1. Note that we do not require sources to
provide claims for all facts. Table 2 shows some example claims to
illustrate the model. Each row corresponds to a claim, while facts
and sources can be found in the first and second column.
Categorical model In many latent truth discovery applications,
sources do not make claims about the truth of facts, but claim val-
ues for the attributes of entities. As stated in previous works, such
data models are interchangeable [8, 19, 29]: Each pair of entity at-
tribute and value can be seen as a fact, and a source claiming a
value X can be understood as a positive claim for the fact entity
attribute has value X and negative claims all other facts for the
same attribute of the same entity. In our example of Tab. 2, an en-
tity would be Germany, the attribute would be Capital of and city
names would be the values. Thus, a claimed value of “Berlin”, for
the Capital of Germany, would result in a positive claim for the fact
“Berlin is the Capital of Germany”, but also in negative claims for
facts like “Frankfurt is the Capital of Germany”.
Note that it depends on the domainwhether each entity attribute
can only have one true value (like in our example above) or mul-
tiple true values (like the author of an article). For further details
on how to translate claimed values into logical claims according to
the model, we refer to the aforementioned works.
Using our fact-basedmodel (irrespective of whether the original
data is fact-based or value-based) we can now formulate the truth
discovery problem.
3.2 Truth Discovery
In the following, we will formally define latent truth discovery in
terms of our data model. This includes the available input data as
well as the two typical goals of LTD: an estimation of the truth of
facts and the reliability of sources.
Input Initially, all available data is the information given from
the sources. That means the input for LTD algorithms is the set C
of claims, which implicitly contains the sets of facts F and sources
S. Based on this information, an LTD algorithm has to perform
the inference, typically in an unsupervised fashion.
Truth Estimation The main goal of latent truth discovery is to
distinguish between true and false facts, given the set of claims.
Here, we aim for a probabilistic result, i. e. we try to find for each
fact f a probability pf ∈ [0, 1] for the fact to be true. This proba-
bility can be written as
pf = P(tf = 1|C) (1)
Note that tf can depend on all claims instead of just depending on
the claims about the fact f . The reason is, that tf also depends on
the reliability of sources, which in turn can depend on all claims.
Reliability Estimation One key for discovering the underlying
truth is to distinguish between good and bad sources. To do so,
the reliability of sources has to be measured. The range, dimension
and interpretation of reliabilities are algorithm-dependent. For ex-
ample, they can be custom scores [26], error measures [8] or a com-
bination of true positive and false positive rates [24, 29]. In general,
the reliability of a source s ∈ S will be denoted as rs . For our algo-
rithm, rs is a combination of true positive and false positive rates.
Thus, we write rs = (tprs , fprs ).
Note that if we knew the true reliability of each source – in
terms of its true positive rate and true negative rate – we could
aggregate the source claims in a probabilistically optimal way as
stated at [11, 24]. The only requirement is, that the sources make
independent claims. So the goal for any LTD technique should be
to estimate the tprs and fprs of sources as accurately as possible
from given claims.
4 RESTRICTED BOLTZMANN MACHINES
FOR LATENT TRUTH DISCOVERY
In this section, we will introduce our specific LTD algorithm, that
operates on the previously introduced data model. This algorithm
uses Restricted BoltzmannMachines (RBMs) to learn both, the plau-
sibility of the hidden truth and the reliability of sources in terms
of true positive rate (tpr) and false positive rate (fpr). We will first
give a brief overview of RBMs and their capabilities and will then
introduce our specific LTD-RBM model for truth discovery.
In a first step, this will be done for the case that all sources make
claims for all facts. Afterwards, wewill show how prior knowledge
about the sources can be used to initialize our RBMs. Formulas
developed in this section are then used to generalize our approach
for cases where sources are not required to make claims for every
fact. In the end of this section, we will extend our approach for the
usage with categorical data.
4.1 Restricted Boltzmann Machines
Restricted Boltzmann Machines are a type of neural networks that
can be used to learn distributions and hidden factors of observable
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variables. In their original form, all units of RBMs are binary vari-
ables, although other units are possible [10]. In this work, we will
concentrate on RBMs with binary variables.
An RBM consists of two layers that form an undirected, bipar-
tite graph. These two layers can represent observable (visible) vari-
ables and hidden factors respectively. Each edge has a weight that
models the mutual influence of the connected visible and hidden
unit. There is also no direct influence between the units of the
same layer.
This allows for the following probabilistic view on RBMs that
considers each unit as a (Bernoulli-distributed) random variable.
Given the units of one layer, the units of the other layer are then
conditionally independent of each other. Furthermore, the condi-
tional distributions of one layer can be computed from the weights
of the RBM and the fixed states of the other layer. Thus, a trained
RBM (that has learned the distributions of the training data) allows
the computation of the distribution of the hidden factors, given a
test example for the visible layer.
The common form for computing these distributions is to use
the logistic function σ (x) = 11+e−x . With the visible units v =
(vi )i=1, ...m and the hidden units h = (hj )j=1, ...n , the conditional
probabilities are given by:
P(vi = 1|h) = σ
(
ai +
∑n
j=1
wi jhj
)
(2)
P(hj = 1|v) = σ
(
bj +
∑m
i=1
wi jvi
)
(3)
with the weightswi j , the visible biases ai and the hidden biases bj .
In order to be able to compute these probabilities, the RBM has
to learn the underlying distributions of a training set of examples
for the visible units. This can be done in an unsupervised fash-
ion by feeding the RBM with all observed examples. In our work,
we used the Contrastive Divergence (CD) learning method [9] for
doing so. CD allows to update the weights for a minibatch of
a few facts instead of the whole dataset. Such updating meth-
ods are known to show better convergence than global updates
and, thus, make the approach more robust. We refer to previous
works [6, 10, 20] for further details on RBMs.
4.2 LTD-RBM: RBM-Based Latent Truth
Discovery
In our work, we utilize RBMs to model the LTD process and for
inference (i.e., the discovery of fact truths and source reliabilities).
The motivation for this idea is the ability of RBMs to learn hid-
den factors. Given the aim of sources to provide correct claims,
we would expect the main hidden factor behind the claims of all
sources is the unknown truth, which we try to discover.
Following this idea, we design an RBM with one visible unit for
each source and only one hidden unit for the hidden truth. This
will allow us to feed the visible layer with information from the
claims about one fact and use the hidden unit for reasoning about
the hidden truth. A positive claim from a source can then be en-
coded by 1 in the visible unit and a negative claim by a 0.
Note that RBMs require the units of one layer to be independent,
given the units of the other layer. For our model, this means that
the sources make independent claims, given the hidden truth. This
is a common assumption [8, 24, 29], although real-world data of-
ten contains dependencies between sources, such as copying from
each other. In section 5, we will show that our method still per-
forms well when there are dependencies between the sources, but
in the following, we will at first assume an independence of the
sources.
Let us for themoment assume that all sourcesmake claims about
a fact f . We then get an input vectorvf for the visible layer from
all claims made about this fact. For the sake of simplicity, we will
assume S = {s1, . . . , sn } and identify the claim of s ∈ S about the
fact f with v
f
s ∈ {0, 1}.
Thus, in order to learn the underlying distribution of our data,
we can train our RBM iteratively with the input vectors v
f
s of all
facts, using Contrastive Divergence as mentioned above. We per-
form this repeatedly with all facts until the weights in the RBM
converge.
In a trained model, which has learned the underlying distribu-
tion, the probability pf that a fact f is true, given the set of all
claims about the fact, is then equivalent to the probability that the
hidden unit is 1, given the corresponding visible units. This proba-
bility is defined in equation (3) and can directly be computed. Note
that our model has only one hidden unit, so we can omit j. In this
way, we get:
pf = P(h |v
f ) (4)
Furthermore, the reliability of sources can also be expressed in
terms of the Restricted Boltzmann Machine. The true positive rate
of a source s is the probability that s makes a positive claim for
a fact under the condition of the fact to be true. A positive fact
corresponds to the hidden layer being 1 and a positive claim of s
corresponds to the visible unit vs to be 1. Analogously, we can
express negative facts and claims. This leads to
tprs = P(vs = 1|h = 1) = σ (as +ws ) (5)
fprs = P(vs = 1|h = 0) = σ (as ) (6)
Using these equations, we can see that a trained RBM solves the
truth discovery problem. That means that truth discovery requires
training an RBM with the given claims. Afterwards, the plausibil-
ity and the source reliability can directly be computed as shown.
4.3 Prior Knowledge
In the previous subsection, we dealt with trained RBMs and showed
how they can be used for truth discovery. For doing so, the RBMs
have to be trained with the given set of claims. Basically, the train-
ing data can also be explained by a dual model: Replacing the hid-
den truthH with its inverse H ∗ := 1−H would swap true and false
positive rate of all sources, but explain the model in the same way.
Thus, the training can lead to different models.
Under the assumption that most sources aim at providing cor-
rect information, a smart initialization can ensure that the training
process creates the desired model. Furthermore, initializing the
RBM close to the real distribution will reduce the required train-
ing steps. For this purpose, we will show how an initial estimation
of the true and false positive rates can be used for initialization.
Often, these initial estimations are just based on the confidence
that most sources are good, which leads to the same initial values
tpr > 0.5 and fpr < 0.5 for all sources. Subsequent training will
adjust these initial beliefs to the real data. Our method also allows
for more specific initializations, e.g. different values for different
types of sources. It is even possible to initialize the model with
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Figure 1: Update in case of missing claims: The weights of
an RBM R are updated into weights R′ by switching to the
modelM and using a helper Rf for the actual update.
well-known individual values for the sources and skip the training
that has the goal of finding these values. In order to find the initial
weights for the RBM, we start with equations (5) and (6):
fprs
(6)
= σ (as ) =
1
1 + e−as
⇒ as = − log
(
1
fprs
− 1
)
= log
(
fprs
1 − fprs
)
(7)
tprs
(5)
= σ (as +ws ) =
1
1 + e−as−ws
⇒ ws = log
(
tprs
1 − tprs
)
− log
(
fprs
1 − fprs
)
(8)
It is also possible to compute the bias b for the hidden unit. Using
the prevalence pT = P(h = 1), we get:
b = log
(
pT
1 − pT
)
+
∑
s
(
log(1 − tprs ) − log(1 − fprs )
)
(9)
The derivation for this formula can be found in appendix A.
Based on these formulas, we can initialize the setting of source
reliabilities in an LTD-RBM, if the prevalence is given. This will
be used in the next subsection to deal with facts that do not have
claims from all sources.
4.4 Missing data
Using the previous insights, we can see from (5) and (6) how to
compute the source qualities from the weights of an RBM. In addi-
tion (7), (8) and (9) show how to compute the weights of an RBM
from the source qualities. This leads to a bijection that we will use
to deal with facts that do not have claims from all sources.
The idea is to construct for each fact f a helping RBM that op-
erates only on sources with claims for fact f . This new RBM al-
lows performing all operations for f as described in subsection
4.2. For the training operation, the updated weights can be trans-
ferred back to the original RBM. Two operations are affected by
missing claims: training an RBM and computing the plausibility.
In the following, we will describe in detail how the helping RBM
can be used to perform them.
Let Sf ⊆ S be the set of sources that provide a claim about a fact
f . As mentioned before, wewant to create a helping RBM that only
has visible units for the sources in Sf . For that purpose, we iden-
tify a given RBM R with the corresponding model of the sources
M =
(
pT , (tprs )s ∈S , (fprs )s ∈S
)
. It is then possible to shrink M to
a modelMf by only using sources from Sf . Mf can again be iden-
tified with an RBM Rf , which is the desired helping RBM. This
process is illustrated in Fig. 1.
It is now possible to compute the probability of f being true by
using Rf . Keep in mind that this is based on the modelMf , which
Claims Truth
v1
v2
v3
a1
a2
a3
b
h
w1
w2
w3
(a) (b)
Claims Truth
v1
v2
v3
a1
a3
bf
h
w1
w3
Figure 2: Example for missing claims: The weights of an
RBM R are transformed into weights of Rf with less input
units (i.e. less sources).
is a sub-model ofM . Thus, the computed probability is consistent
with the learned distribution of R. During the training, Rf can be
updated into a new RBM R′
f
. This RBM corresponds bijectively
to an updated model M ′
f
, this can be extended to a model M ′ by
filling the rates of the missing sources with the (unchanged) rates
from the original model M . See Fig. 1 for the complete chain of
updating an RBM R into R′ when not all sources provide claims
for f .
ImplementationComputing a new RBM for each fact is resource
consuming and inefficient. In order to avoid this huge overhead,
we do not explicitly construct a new RBM, but implemented the
RBMs in a way that allows to act like the helping Rf . The bias ai
and the weightwi only depend on the true and false positive rates
of source si (see equations (7) and (8)). This means that removing
a source does not affect these values and only the bias b must be
adjusted in case of missing claims. Figure 2 shows an example for
the result.
In equation 9 b can be split into b := bG +
∑
s bs with a global
part bG and a source dependent part bs :
bG := log
(
pT
1 − pT
)
bs :=
(
log(1 − tprs ) − log(1 − fprs )
)
This allows to easily adjust b to missing claims by removing the
corresponding source-dependent parts. When updating theweight
b intob ′, we compute the updated source dependent biases b ′s from
the updated true / false positive rates. This allows us to compute
the difference for the global bias, which allows us to update the
global bias.
Note that it is possible to skip the steps initialization and han-
dling of missing data (by filling in negative claims). However, we
observed in experiments, that without initialization we obtained
random results and without a treatment for missing data we ob-
tained results of poor quality. Hence, in the following all experi-
ments included these steps.
4.5 Categorical data
In the previous parts, we concentrated binary data where facts can
either be true or false. Often, datasets contain categorical data,
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Figure 3: Computational time in relation to the number of
claims in a dataset.
such as dates or names. In the categorical case, sources claim val-
ues for attributes of entities. As mentioned in section 3.1, multi-
nomial data can be transformed into binary data by creating one
binary fact for each claimed value.
In the following, we will consider the case where only one value
can be correct per entity attribute. The above binarization of cat-
egorical data has the disadvantage that the resulting facts are in-
dependent and the constraint of having only one correct value is
lost. In the following, we will show how this constraint can be in-
cluded again. First this is done as a post-processing step for any
probabilistic truth discovery algorithm, which allows to adjust the
computed plausibilities. Afterwards, we will incorporate the con-
straint into our algorithm, which results in both modified learning
and prediction methods.
We start by formalizing the categorical model:
Definitions. Given a setA of entity attributes, for each attribute
a ∈ A we denote the set of sources that make a claim about a as
Sa ∈ S and the set of claimed values as Ωa . When binarizing the
data, we get one fact f = (a, c) for each attribute a ∈ A and each
value c ∈ Ωa .
This leads to the binary model as described in 3.1 in which we
now denote a fact by the pair (a, c) (and thus replace f in the terms).
A claim in the binary model is positive, i.e. v
(a,c)
s = 1, if a the
source s claims that c is the value of a.
Post-Processing Step. Given a probabilistic truth discovery algo-
rithm, we get for each fact f a probability that f is true. Following
the notion of (1), we get for each fact f = (a, c) a value
p(a,c) = P
(
t(a,c) = 1
C) (10)
As mentioned above, this formula does not include the knowledge
that a categorical attribute takes exactly one value. This knowl-
edge can be expressed by the constraint
∑
c ∈Ωa t(a,c) = 1. Includ-
ing this into (10) leads to the following conditioned probability:
p∗
(a,c)
= P
(
t(a,c) = 1
∑
c ′∈Ωa
t(a,c ′) = 1;C
)
(11)
=
P
(
t(a,c) = 1,
∑
c ′∈Ωa t(a,c ′) = 1
C)
P
(∑
c ′∈Ωa t(a,c ′) = 1
C)
=
p(a,c)
∏
c′∈Ωa
c′,c
(1 − p(a,c ′))
P
(∑
c ′∈Ωa t(a,c ′) = 1
C)
=
p(a,c )
1−p(a,c )
∏
c ′∈Ωa (1 − p(a,c ′))∑
d ∈Ωa
p(a,d )
1−p(a,d )
∏
c ′∈Ωa (1 − p(a,c ′))
=
p(a,c )
1−p(a,c )∑
d ∈Ωa
p(a,d )
1−p(a,d )
(12)
This mean that normalizing the odds over the different values
for an entity attribute leads to the desired adjusted plausibility val-
ues. Note that this adjustment does not change the order of the
confidences: the value c with the highest confidence p(a,c) has also
the highest confidence p∗
(a,c)
.
Modified LTD-RBM. While the post-processing step works with
every latent truth discovery algorithm that provides probabilistic
plausibility values, it does not change the order of the plausibilites.
Thus, if always the value with the highest plausibility is consid-
ered as the true value, the adjustment of the plausibilities does not
change the outcome.
In the following, we show how above results can be used tomod-
ify our RBM-based algorithm. This allows to include the constraint
of exactly one correct value per entity attribute into the training of
the RBM. We begin by computing the odds of the plausibility for
the RBM model:
p(a,c)
1 − p(a,c)
=
σ
(
T(a,c)
)
1 − σ
(
T(a,c)
) =
1
1+e
−T(a,c )
e
−T(a,c )
1+e
−T(a,c )
= eT(a,c )
with
T(a,c) := b +
∑
s ∈Sa
v
(a,c)
s ws
Using these results, we can express the adjusted plausibilities by a
softmax function:
p∗
(a,c)
=
eT(a,c )∑
d ∈Ωa e
T(a,d )
Using this formula, it is possible to modify the contrastive diver-
gence for learning the weights of the RBM. Contrastive divergence
requires to Bernoulli-sample the hidden state based on the current
probabilityp(a,c). By using the adjusted probability instead, we get
a categorical inference method for the truth discovery problem.
5 EVALUATION
In this section, we will evaluate how well LTD-RBM performs and
compare it with state-of-the-art truth discovery algorithms. We
examine different aspects of the algorithms, including their effec-
tiveness, efficiency and robustness. For this purpose, we utilize
synthetic datasets in 5.2 as well as real-world datasets in 5.3. Be-
fore, we describe the hyperparameters of the different methods in
5.1. These will play a role in 5.3, where we optimize the hyperpa-
rameter to find good values for the different datasets.
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We will compare our method to the Maximum Likelihood Esti-
mation (MLE) approach [24]1, the Latent Truth Model (LTM) ap-
proach [29], the 2-Estimates method [8] and majority voting.
Categorical Data In our experiments, we have to deal with cate-
gorical data. Since all evaluated algorithms expect binary data, we
have to transform the data into the binary model, as described in
in 4.5. Each of these facts gets a plausibility score (of being true)
from the LTD-Algorithms. For the sake of evaluation, we then take
for each entity attribute the fact with the highest probability as the
true fact and all other facts are considered to be false.
5.1 Hyperparameters
The performance of our algorithm for truth discovery can be influ-
enced by a number of hyperparameters, such as the learning rate
or the initial source reliabilities. In the following, we discuss the
hyperparameters of the above mentioned methods.
Prior Source Reliabilities One type of hyperparameters are the
initial or prior source reliabilities in terms of initial true and false
positive rates and an initial prevalence. In many applications, no
concrete prior source reliability is known. In that case, choosing a
concrete initial/prior source reliability can be difficult and, thus, a
low sensitivity towards the choice of these parameters is desirable.
Number of iterations Except Majority Voting, all mentioned al-
gorithms perform an iterative truth discovery. The number of iter-
ations influences both the accuracy of the output as well as compu-
tational time. Thus, the choice of the relevant parameters has to be
done according to a desired trade-off between time and accuracy.
Depending on the algorithm, the number of iteration is influenced
by different parameters: LTM uses a Gibbs sampling. Here we use
the recommendes number of 50 iterations. The other algorithms
use a convergence criterion to stop the iterations.
Further Parameters Apart from the above mentioned hyperpa-
rameters, the training of the Restricted Boltzmann Machine re-
quires a learning rate and a decay factor for it. Furthermore, 2-
Estimates relies on a linearly decreasing weight λ. We use the
number of steps needed for λ to decrease from 1 to 0 as another
hyperparameter.
Choice of Hyperparameters For the synthetic dataset, we set the
parameters to comparable values. That is in our case a tpr of 0.8
and a fpr of 0.2. The learning rate for LTD-RBM was set to 0.01 ·
exp(−0.5 · n) in the n-th iteration. The weights for the LTM-prior
are set according to the original publication (100 for tpr , 1010 for
fpr and 10 for pT ). The 2-Estimates weight λ decreases within 10
steps to 0. For the real-world dataset, we perform a dataset specific
optimization, which is explained in 5.3.
5.2 Synthetic Data
In order to evaluate how well the algorithms perform on different
types of datasets, we randomly generated 10000 different synthetic
datasets with different characteristics. Using these datasets, we can
evaluate the influence of multiple aspects on the truth discovery.
In the following, we first briefly describe the generation of our syn-
thetic data and afterwards present our results on these datasets.
Generating Synthetic Data In section 4, we described the assump-
tions that were made for LTD-RBM: given the latent truth, we as-
sumed independence of sources as well as independence of facts.
1The original MLE publication takes all missing claims as negative claims. For our
data sets, we adapted the formulas to the case of positive, negative and missing claims.
Normally, real-world scenarios do not fulfill these assumptions.
Hence, we also generate the synthetic datasets in a way that break
these assumptions: we create categorical data as described in 3.1
and include copying sources.
In the following, we describe our dataset generation process.
For each dataset we randomly choose values for a set of param-
eters and based on these parameters, we randomly generate a set
of source models. Based on the source models and the dataset pa-
rameters, we then generate the dataset. This random generation
allows us to cover a huge variability of dataset characteristics with-
out the need to create each possible combination.
The dataset parameters are the number of sources, the number
of entity attributes, the expected claim frequency of sources, the
expected average source accuracy and the probability for a source
to be a copying source. For the source frequency and accuracy,
we also choose a value of variability. Combined with the expected
value, we get Beta-Distributions by using the variability value as
sum of the two distribution parameters.
Based on these dataset parameters, we can randomly choose the
following source model parameters: The claim frequency and the
accuracy are drawn from the above mentioned Beta-Distributions.
With the abovementioned probability, a source is a copying source.
In this case, a random source is assigned as source for the copies
and a random frequency of copies is assigned. This frequency mod-
els how many claims are original claims and how many are copied
from the other source.
Based on this model, we randomly generated 10000 datasets of
variable size from 200 up to 500.000 claims. In order to evaluate the
influence of certain aspects on the LTD performance, we grouped
the datasets according to that aspect and compute for each group
the average accuracy and the standard deviation of the accuracy.
This allows us to analyze the influence of the aspect on the perfor-
mance of different LTD-Algorithms.
In the following, we will highlight some aspects. Note that due
to the randomness of our datasets, some results are based on a
small number of datasets. This can lead to noise and outliers in
the diagrams. We will always show the number of datasets that
lead to a result to indicate where such artifacts can occur.
Ambiguousness For some facts or entity attributes, most sources
favor the same value, while for other facts the sources are more
ambiguous in their statements. These characteristics can be ex-
tended on datasets. We use the normalized entropy per fact / entity
attribute as measure for the ambiguousness that goes from 0 (all
sources always agree) to 1 (all possible values receive support from
the same number of sources). Figure 4 (a) shows how the different
algorithms perform for different levels of ambiguousness.
As expected, all algorithms have problemswith high entropy up
to the very ambiguous point where all answers receive the same
number of supporting sources. It can be seen that LTD-RBM is
among the best algorithms except for the border cases where the
low number of samples leads to sampling noise with less signif-
icant results. Furthermore, LTD-algorithms differ in their ability
to produce stable results for datasets with high entropy. Here, the
variance of LTD-RBM shows that its effectiveness is less dataset-
dependent than for the other state-of-the-art algorithms.
Source Dependencies As previously mentioned, we intentionally
break the assumption that all sources are independent by allow-
ing copying sources that partially copy from other sources. This
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Figure 4: Average accuracy in relation to (a) the entropy as a measure for ambiguousness (b) the frequency of copies as a
measure for source dependencies and (c) the quality of sources. Each plot shows the average accuracy (top), its standard
deviation (middle) and the number of datasets that were used to compute the above values (bottom).
allows us to analyze how well the algorithms perform when the
independence assumption is broken. Figure 4 (b) shows how the
different algorithms perform for different levels of dependence.
Similarly to the ambiguousness results, it can be seen that the
accuracy gets lower with increasing frequency of copying. The
reason is that all algorithms expect independent sources. Again,
LTD-RBM is one of the topmost algorithms that also provides more
stable results than the other state-of-the-art algorithms.
Source QualitiesOnemajor influence for the outcome of the LTD
is the quality of the sources. It is much easier to infer the hid-
den truth when most sources make most of the time true claims.
We take the average accuracy of sources as a measurement for the
source quality in a dataset and measure in this way how well the
algorithms deal with different levels of source quality. The results
can be seen in Fig. 4 (c). It can be seen that we only generated
a few outlier datasets with an average source accuracy below 0.3.
This leads to results that are heavily affected by noise. We plotted
these datasets for the sake of completeness, since they are also in-
cluded in the data for the other plots. Again, LTD-RBM shows top
effectiveness while providing the most stable results among the
state-of-the-art competitors. The plot shows that all algorithms
are sometimes just slightly better than the average source. The
reason is that we set up the dataset generation process to include
hard problems, e.g. by including many copying sources. The ag-
gregation over all datasets then results in the shown plot.
Robustness As our experiments show, LTD-RBM produces sta-
ble results. This can be seen in the computed standard deviations.
Only Majority Voting has a lower variance, but shows at the same
time the lowest effectiveness. Thismeans that for unknown datasets,
the results of our method are more stable and predictable than
for the other state-of the-art competitors. We hypothesize that
one reason for the robustness of LTD-RBM is that it updates the
weights on mini-batches, while the other methods update globally
over all claims.
Computational costs In difference to the previous aspects, the
computational costs do not deal with the accuracy, but with the
runtime of an algorithm. We measured the runtime in relation to
the number of claims in a dataset. Figure 3 shows that the runtime
of LTD-RBM is only outperformed by the simple Majority Voting.
5.3 Real World Data
Additionally to our experiments on synthetic datasets, we also eval-
uate the overall performance on real-world datasets. For this, we
use two different publicly available datasets2: A flight dataset and a
weather dataset. We found that the flight and the weather data con-
tained raw values that cause problems for the LTD algorithms. The
reason is that all algorithms work with categorical values. Thus,
2Both were used in [21] and can be found at: http://da.qcri.org/dafna.
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LTD-RBM
Optimized For Flight (0) Flight (1) Weather (0) Weather (1)
Flight (0) 11.46 % 64.72 % 58.71 % 70.86 %
Flight (1) 9.11 % 76.61 % 55.97 % 58.09 %
Weather (0) 8.16 % 76.28 % 71.56 % 67.68 %
Weather (1) 10.99 % 64.75 % 61.42 % 72.17 %
Mean 9.58 % 71.72 % 63.79 % 66.58 %
Std 1.40 % 5.70 % 6.47 % 5.08 %
Max 11.46 % 76.61 % 71.56 % 72.17 %
LTD-RBM-C
Optimized For Flight (0) Flight (1) Weather (0) Weather (1)
Flight (0) 12.81 % 53.50 % 8.05 % 10.10 %
Flight (1) 9.39 % 76.55 % 57.58 % 56.72 %
Weather (0) 11.30 % 76.19 % 73.41 % 72.07 %
Weather (1) 9.34 % 76.14 % 73.33 % 71.81 %
Mean 10.43 % 71.76 % 54.81 % 54.37 %
Std 1.41 % 9.13 % 24.21 % 22.93 %
Max 12.81 % 76.55 % 73.41 % 72.07 %
MLE
Optimized For Flight (0) Flight (1) Weather (0) Weather (1)
Flight (0) 10.97 % 74.21 % 57.72 % 57.41 %
Flight (1) 9.26 % 76.07 % 61.86 % 60.82 %
Weather (0) 9.27 % 46.14 % 68.36 % 66.53 %
Weather (1) 9.27 % 46.14 % 68.36 % 66.53 %
Mean 9.61 % 63.72 % 63.75 % 62.50 %
Std 0.68 % 14.37 % 4.10 % 3.55 %
Max 10.97 % 76.07 % 68.36 % 66.53 %
LTM
Optimized For Flight (0) Flight (1) Weather (0) Weather (1)
Flight (0) 12.89 % 47.22 % 38.60 % 48.08 %
Flight (1) 6.76 % 76.38 % 0.62 % 9.69 %
Weather (0) 10.83 % 76.28 % 66.72 % 63.95 %
Weather (1) 6.77 % 65.70 % 67.42 % 64.77 %
Mean 9.20 % 66.26 % 34.78 % 39.29 %
Std 2.38 % 10.64 % 29.79 % 24.79 %
Max 12.89 % 76.38 % 67.42 % 64.77 %
Table 3: Optimization dependency. These tables show the in-
fluence of the hyperparameters on the effectiveness of the
algorithms. Weget different reasonable hyperparameter set-
tings by optimizing the settings for specific datasets; these
optimized settings for one dataset are then applied to the
other datasets. Hence, naturally the best accuracy results
are observed in the diagonal of the upper parts.
technically identical values with different representations are con-
sidered as completely different values. An example are dates that
come in different formats from different sources. In order to com-
pensate for this effect, we applied a preprocessing step that nor-
malized the representations. As a result, we got four datasets for
our tests (two datasets, each with and without preprocessing).
Table 4 gives an overview of these datasets. The raw flights
dataset contains dates in a large variety of formats. That makes it
nearly impossible to find the correct value in a categorical sense.
For this purpose, we normalized the date strings and obtainedmuch
better results with all algorithms.
DataSet F. F. Prep. W. W. Prep.
#Attr. 207,908 207,908 30,317 30,181
#Claims 2,849,984 2,844,030 307,335 306,034
#Sources 38 38 16 16
Entropy 0.8792 0.761 0.5561 0.4809
Avg-Acc 6.15% 45.69% 35.59% 40.93%
Ground truth 7.71% 7.71% 62.96% 63.25%
Table 4: Characterization of real-world datasets.
We applied LTD-RBM, MLE and LTM to the 4 datasets. In ad-
dition, we added the categorical version of our algorithm (LTD-
RBM-C) to see if there are benefits from the modification. Beside
the overall effectiveness (in terms of accuracy), we also focused on
the robustness of the methods, especially the robustness towards
the choice of hyperparameters. For an unknown dataset, it is often
difficult to determine good hyperparameters. Thus, it is desirable
to have an algorithm that is not strongly influenced by the choice
of the hyperparameters.
In order to evaluate the robustness, we individually optimized
the hyperparameters of each algorithm for each dataset. This gave
us for each dataset an optimal parameter combination. Afterwards,
we applied all combinations to all datasets. This allows us not only
to measure the overall performance, but also to see how well the
algorithms perform with poorly chosen hyperparameters.
We used an alternating scheme [7] for the optimization to au-
tomatically find a local optimum hyperparameter combination for
each algorithm. This scheme iteratively optimizes one parameter
by fixing all other parameters until a local optimum is reached.
This optimization was done on the prior source reliabilities, the
learning rate (with decay) and the 2-Estimates-specific parameter.
We used the recognition accuracy as optimization criterion.
The results of our experiment can be seen in Tab. 3. It can be
seen that LTD-RBM is the best choice for the preprocessed datasets.
Furthermore, it provides stable results over multiple hyperparame-
ter settings, which makes it a very robust algorithm. As for the cat-
egorical version: it is especially strong with unprocessed datasets,
where there are various different claimed values for each attribute.
Normalization steps in the preprocessing reduce this number - and
thus the effect of the build-in constraint of only one true value.
These benefits come with the drawback of lower robustness com-
pared to the original RBM algorithm.
Comparing our results with previous works, it can be seen that
the results do not always match. This has multiple reasons: our
experiments show that preprocessing has a strong impact, but is
often not described in detail. Furthermore, the hyperparameters
have an influence (depending on how robust the algorithm is). As
a last point: at least in our version of the datasets, there were con-
flicts in the ground truth data. We solved this by removing all con-
flicting entries. To the best of our knowledge, these conflicts were
not dealt with in prior work.
Besides that, we also took the optimal choice of hyperparam-
eters and modified each hyperparameter. Figure 5 shows an ex-
ample for how sensitive the LTD-algorithms react to changes in
their hyperparameters. Note that the diagram does not include
2-Estimates, since the shown parameters are only shared by the
other three algorithms. It can be seen that LTD-RBM works inde-
pendently well for all false positive rates. In comparison, LTM and
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Figure 5: Example for the robustness towards the choice of
hyperparameters. It shows how much the initial fpr influ-
ences the accuracy on the preprocessed flights dataset.
MLE are strongly affected by the choice of initial / prior false pos-
itive rate. MLE even performs poorly for both, too high as well as
too low values. This makes it difficult to find a good value.
6 CONCLUSION
We have introduced an RBM-based approach to latent truth dis-
covery. In various experiments on multiple datasets, we compared
LTD-RBM to state-of-the-art LTD approaches. LTD-RBM shows
a highly competitive performance in all conducted experiments
and in terms of an overall consideration of effectiveness, efficiency
and robustness, LTD-RBM outperforms all of its competitors. Es-
pecially, in terms of robustness, varying data quality and varying
dataset properties (such as underlying source accuracy, amount of
copied claims or difficulty of the truth discovery process in terms
of normalized entropy), LTD-RBM shows the desired behavior.
Given the generality of the model behind LTD-RBM, we are
planning to investigate the capability of LTD-RBM to deal with
continuous values and predictions. An interesting challenge is to
expand the LTD-RBM model to measure the confidence of predic-
tions in an online fashion. The extension of the LTD-RBMmodel to
deal with active learning scenarios is a further point on our agenda.
In any case, we are confident that LTD-RBM will be the method of
choice for many LTD tasks on large datasets.
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(
tprs
1 − tprs
))
−
∑
s
(
log(1 − fprs ) − log(1 − tprs )
)
(8)
= log(pT ) − log(1 − pT ) +
∑
s
vsws
+
∑
s
(
log(1 − tprs ) − log(1 − fprs )
)
⇒ b = log
(
pT
1 − pT
)
+
∑
s
(
log(1 − tprs ) − log(1 − fprs )
)
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