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Zusammenfassung
Die Entstehung von Planeten und Sternen ist engmiteinander verknüpft. Der Stern bildet
sich im Zentrum einer rotierenden Materiescheibe. Die Planeten entstehen wiederum in
der zirkumstellaren Scheibe. Das Kern-Akkretions-Modell beschreibt die allmähliche Ent-
stehung von Planeten in folgender Weise: Interstellare Staubteilchen mit Größen im Sub-
millimeterbereich wachsen durch Kollisionen auf eine Größe von Millimetern bzw. Zenti-
metern heran. Sie stoßen wieder zusammen und bilden im weiteren kilometergroße Pla-
netesimale. Schließlich akkretieren die felsartigen Planetenkerne Gas und bilden dann, je
nach akkretierter Gasmasse, einen erdähnlichen Planeten oder einen Gasriesen. Moderne
Interferometer mit Wellenlängen von Submillimeter über Millimeter bis in den Radiobe-
reich wie das Atacama Large Millimetre Array (ALMA) oder das Very Large Array (VLA)
detektieren die thermische Emission von Staubkörnern und erlauben eine nie dagewesene
Auflösung von protoplanetaren Scheiben bis auf Längenskalen, auf denen sich die Plane-
tenbildung ereignet.
In den letzten Jahren haben ausführliche photometrische Studien im Submillimeter-
und Millimeter-Wellenlängenbereich Hinweise auf Kornwachstum in Scheiben geliefert,
allerdings nur gemittelt über die gesamte Scheibe. Zudem wurde die Ableitung der Stau-
beigenschaften vom beobachteten spektralen Index unter plausiblen, aber stark vereinfa-
chenden, Annahmen durchgeführt. In Rahmen dieser Dissertationwurde eine Analyseme-
thode entwickelt, die es zum ersten Mal erlaubt, gleichzeitig die Struktur der Scheibe und
die Eigenschaften des Staubs durch eine Anpassung eines selbstkonsistenten, physikali-
schen Modells an die Beobachtungen in mehreren Wellenlängenbereichen zu ermitteln.
Außerdem wird eine neue Version eines Computercodes präsentiert, die durch die Ver-
wendung moderner Grafikkarten viel schneller ist. Das stellt einen Durchbruch in der Re-
chenleistung dar, der erforderlich ist, um die riesigen, aktuell verfügbaren Datenmengen
zu bewältigen.
In der Anwendung derMultiwellenlängen-Analyse auf Beobachtungen dreier Scheiben
in Sternentstehungsregionen der Sternbilder Stier (Taurus) und Schlangenträger (Ophi-
uchus) zeigt sich ein radialer Gradient in der Verteilung der Korngröße. Dabei sind große
Körner von bis zu einem Zentimeter Größe auf die innere Scheibe beschränkt. Dagegen
sind Körner, die viel kleiner sind als ein Millimeter, in der gesamten Scheibe zu finden.
Ähnliche Ergebnisse betreffen eine andere analysierte Scheibe in HD 163296. Dort gilt
zusätzlich, dass das Radialprofil der Korngröße ein Szenario unterstützt, in dem verstärk-
tes Kornwachstum genau dort auftritt, wo der zweithäufigste, flüchtige Stoff in Scheiben,
nämlich Kohlenmonoxid (CO), gefriert.
Das Computerprogramm, das im Rahmen der Dissertation entwickelt wurde, dient
auch zur Beschleunigung der zwölf Analysen von hochaufgelösten Beobachtungen in Stu-
dien ganzer Populationen von Sternen mit protoplanetaren Scheiben. Konkret wurde das
Programmaufmit ALMAbeobachtete Scheiben in einer Sternentstehungsregion imStern-
bildWolf (Lupus) angewendet.Darauswurdedie physikalische Struktur vonmehr als zwan-
xii Zusammenfassung
zig Scheiben abgeleitet. Neben anderen physikalischen Parametern wurden ihre Größen
und Staubmassen bestimmt. Bis jetzt ist dies die größte Anzahl von Scheiben aus der glei-
chen Sternentstehungsregion, die je einheitlich mit einem selbstkonsistenten Modell be-
trachtet wurde. Es ist bemerkenswert, dass dieser Satz an Scheiben imMassenbereich von
0,7 bis 1 Sonnenmassen und im Strahlungsfluss — integriert über den Submillimeterbe-
reich — vollständig ist. Die Ergebnisse sind im Einklang mit vorherigen Arbeiten, die auf
einfacheren Analysen beruhten. Allerdings zeigen sie auch einen klaren Unterschied in der
Korrelation zwischen der Leuchtkraft und der Größe der Scheiben aus der älteren, ca. drei
Millionen Jahre alten Region im Sternbild Wolf und der jüngeren, ca. 1-2 Millionen Jahre
alten Population aus dem Grenzgebiet zwischen Stier und Fuhrmann (Auriga).
DieAnwendungderAnalyse dieserDissertation aufMultiwellenlängen-Beobachtungen
einer großen Zahl von Scheiben, die mit ALMA beobachtet wurden, wird es erlauben, das
Wachstum fester Körper im frühen Stadium vieler protoplanetarer Scheiben räumlich auf-
zulösen. DieseMessungenwerden von zentraler Bedeutung sein, um theoretischeModelle
der Planetenentstehung aufzustellen, zu testen und sie weiter zu verbessern.
Abstract
Planets are thought to form in the circumstellar disks orbiting young stars in formation.
According to the core-accretion model, a candidate scenario for Earth-like planets, the in-
terstellar sub-µm-sized dust particles grow thanks to collisions to mm/cm size and then
form km-sized planetesimals via dynamical encounters. Eventually, the rocky planetary
cores accrete gas and, depending on the total gas mass attained, a terrestrial planet or a
gas giant forms. Modern sub-mm/mm/radio interferometers such as ALMA and VLA de-
tect the thermal emission of dust grains and provide us with an unprecedented sharp view
of protoplanetary disks at the spatial scales where planet formation occurs.
In recent years, evidence of grain growth in disks has been obtained by extensive sub-
mm/mmphotometric studies, but so far they only provided disk-averaged estimates of the
dust properties. Moreover, the derivation of dust properties from the observed spectral
indexwas done under reasonable - but simplifying - assumptions rather thanwith a proper
modeling of the disk emission. The thesis presents an analysis method that enables - for
the first time - the disk structure and the dust properties to be constrained simultaneously
by fitting multi-wavelength observations with a self-consistent physical model. The the-
sis presents also an accelerated version of the computer code that uses modern graphics
cards and provides the computational breakthrough needed to exploit the new wealth of
information now available.
Applying the multi-wavelength analysis to observations of three disks in the Taurus
andOphiuchus star-forming regions, a key result is a radial gradient in the grain-size distri-
bution, with large grains of up to 1 cm size confined to the inner disk and smaller grains of
size≪ 1mm populating the whole disk. Similar results hold for another disk, HD 163296,
where in addition the grain size radial profile supports the scenario of enhanced grain
growth at the snowline location of the second most abundant volatile in disks, CO.
The tool developed in the thesis is also designed to accelerate the analysis of high-
resolution observations for demographic studies. By applying the analysis tool to anALMA
disk survey in the Lupus star-forming region, the physical structure of more than 20 disks
is obtained, in particular the disks’s size and dust mass among other physical parameters.
To date, this is the largest sample of disks of the same star-forming region fitted homo-
geneously with a self-consistent model. Remarkably, the sample is complete in the mass
range of 0.7M⊙ to one M⊙. The results are compatible with previous studies based on
simpler analyses but also highlight a consistent difference in the disks’s luminosity-size
correlation between the older (∼ 3Myr) Lupus and the younger (∼ 1−2Myr old) Taurus-
Auriga region.
The application of the analysis developed in this thesis to multi-wavelength observa-
tions of large samples of disks with ALMAwill allow us to spatially resolve the early growth
of solids in numerous protoplanetary disks, and therefore to provide measurements that
will be crucial to inform, test, and refine theoretical models of planet formation.

1
Introduction
One of the experiences that more than any other caused wonder and amazement in all
generations across the history of human kind is the sight of the starry sky on a clear night.
The silvery light that our eyes detect and - now - our telescopes can collect, has been source
of inspiration for poets, painters and philosophers in an incredible number of civilizations
from all over the world. Nowadays, the progress of scientific knowledge and technological
capabilities allowed us to reveal the physical nature and to understand the origin of many
phenomena that until some centuries ago were regarded as mysterious or barely known.
Notwithstanding, the question about how our planet, the Earth, originated and whether a
planetary system like our Solar System is common or not in the Universe have challenged
mankind since the beginning.
Seven centuries ago, in its Divine Comedy, Dante Alighieri described the orderly shape
of theUniverse, already relating the inclinationof the ecliptic on the celestial equator to the
origin of seasons, which in turn makes life possible on the Earth thanks to the alternation
of summer and winter:
Vedi come da indi si dirama
l’oblico cerchio che i pianeti porta,
per sodisfare al mondo che li chiama.
Chè se la strada lor non fosse torta,
molta virtù nel ciel sarebbe in vano,
e quasi ogni potenza qua giù morta;
e se dal dritto più o men lontano
fosse ‘l partire, assai sarebbe manco
e giù e su de l’ordine mondano.
See, how thence oblique¹
Brancheth the circle, where the planets roll
To pour their wished influence on the world;
Whose path not bending thus, in Heaven above
Much virtue would be lost, and here on earth
All power well-nigh extinct; or, from direct
Were its departure distant more or less,
I’ the universal order, great defect
Must, both in Heaven and here beneath, ensue.
Dante Alighieri,TheDivine Comedy, ca. 1300
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In the 14th century, starting from the evidence that life has developed on Earth, Dante
Alighieri asked himself what were the conditions that made life possible on our planet,
attempting an empirical explanation related to the disposition of our orbit. In the present
days, after modern observing facilities allowed us to discover a few thousands of planets
outside the Solar System, we are asking ourselves the same question, but from the opposite
perspective: we detect a planet or a planetary systemandwe aimat understandingwhether
it is hosting life or not.
What are the signatures of life? Is there life elsewhere in the Universe? How different
or similar to ours is life in the Universe, if it exists? These deep, pressing questions have
been the driver of many fields of research in the last century. They are still unsolved, and
this is mostly due to the fact that we are not able yet to fully answer to the original ques-
tion: what are the conditions that make life possible? We have criteria² that help us ruling
out planets where life (as we conceive it) is impossible, and identifying good candidates
on which to focus, but we are still far from the definition of reliable tracers of life. For
many exoplanets, we have now several observational techniques (e.g., radial velocity, tran-
sit, direct imaging) that allow us to measure (or at least put limits on) their orbit, mass,
size and average composition. In some cases we can also obtain high resolution measure-
ments of the transmission spectrum from their atmospheres (Madhusudhan et al. 2014,
and references therein) where we look for traces of organic compounds or other chemical
signatures of life. Moreover, for each planet-hosting star, we can define an habitable zone
as the orbital region where a terrestrial planet would have environmental conditions that
could support life. The requirement that water can be found in liquid phase on an Earth-
like planet is only one of the several additional stellar and planetary properties that deter-
mine the habitability of a planet (for a recent review on habitability, see Güdel et al. 2014).
Out of the almost three thousands confirmed exoplanets³, only 10% reside in a habitable
zone⁴, and just a handful of them fulfill all the other habitability criteria. Incidentally, the
last Earth-like exoplanet in a habitable zone has been discovered very recently around the
nearest star Proxima Centauri (Anglada-Escudé et al. 2016), but despite its closeness (4.2
light years) the study was not able to exclude the presence of liquid water on it.
The fundamental questions about the development of life on the Earth and in the Uni-
verse are now tackled by several disciplines, from biology to chemistry, from geophysics
to astronomy, and with a broad range of techniques, from radioactive dating of asteroid
samples to space based missions around comets (e.g., the ESA Rosetta mission). In any
case, our direct experience shows that life develops on those rocky aggregates that we call
planets. Before any question about how life has been triggered on the Earth, the first and
foremost question suggested by our experience is about how the Earth and the other plan-
ets in the Solar System formed. Indeed, we can legitimately surmise that there is a strong
connection between the properties deciding the habitability of a planet (or planetary sys-
¹Planets move on the zodiac, the oblique circle that is inclined (by ∼ 23.4◦) on the celestial equator in
such a way that living beings on the planets benefit from that. Indeed, if the zodiac were not thus inclined, it
would not divide seasons as it now does, substantially all the advantageous conditions that make this portion
of the Universe habitable would be in vain, and the potential qualities intrinsic to the matter would never
come into being. Moreover, if the inclination between the zodiac and the celestial equator would be larger or
smaller than its actual value, shortcomings and imperfections would arise everywhere.
²A set of conditions that we regard as necessary for life to develop.
³2951 total confirmed exoplanets, as of 24 September 2016, http://exoplanets.org.
⁴297 exoplanets are found in a habitable zone (as of 24 September 2016) defined as the or-
bital region where planets attain an equilibrium temperature between 180K and 310K and have an
insolation between 0.25 and 2.2 times the insolation received by the Earth from the Sun. Source:
http://exoplanetarchive.ipac.caltech.edu/.
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tem) and the process that led to its formation. A detailed knowledge of the typical envi-
ronment where (and time scales on which) planets are formed is essential to understand
the demographics of planetary systems at birth and to evaluate the potential of forming
habitable planets.
Planet formation is thought to occur in the accretion disks made of gas and dust that
surroundyoung stars during their early evolution (first 10Myrof their life, see Section1.1).
The small µm sized grains that the disk has inherited from the parent interstellar cloud
have to grow by at least 13 orders of magnitude in size on their way to become planets:
Section 1.2 is dedicated to describing what are the physical mechanisms that can lead to
the formation of planets.
It is nowmanifest that understanding how planets form requires a coordinated effort:
on the theoretical side (e.g., with sophisticated numerical codes for bottom-up planet syn-
thesis or with simplifying parametric studies), on the experimental side (e.g., with lab-
oratory experiments able to reproduce the physical conditions where grain growth and
molecular line emission occur), on the observational side (e.g., with more detailed obser-
vations of single sources, as well as with demographic studies of disk surveys). The new
generation of modern mm/radio interferometers like the Atacama Large Millimeter and
sub-millimeter Array (ALMA) and the Karl J. Jansky Very Large Array (VLA), accompanied
by the advances in the optical with new high angular resolution imagers like VLT/SPHERE
is delivering us unprecedented sharp views of planet-forming disks (see Figure 1.1).
Exploiting the wealth of information provided by these revolutionary observing facil-
ities is crucial to determine the properties of the solids, building blocks of planets, and
therefore to constrain the initial conditions of planet formation. To this extent, as I de-
scribe at length in Section 1.3, the major goal of this Thesis has been the development of
the tools needed for the analysis of thesemulti-wavelength data sets and their subsequent
application to existing observations to determine the dust properties in different disks.
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Fig. 1.1 (top): ALMA reveals extraordinarily fine structures in the 890µmdust continuum emis-
sion of the∼ 1Myr old HL Tau protoplanetary disk (left, ALMAPartnership et al. 2015), and of the
∼ 5−10Myr old TWHydrae disk (right, Andrews et al. 2016). While theHLTau disk is surprisingly
evolved for its young age (the gapsmight be carved by forming planets, among other explanations),
the older TW Hydrae disk is surprisingly smooth (the shallower gaps could be carved only by very
low-mass planets), except for a hole in the inner ∼ 1 au (possibly cleared by photo-evaporation
Ercolano et al. 2016).
(bottom): Panel (a) shows the VLA continuum image at 7 mm of the LkCa 15 protoplanetary disk
(gray-scale, Isella et al. 2014) and the three candidate protoplanets detected in L’ band with LBT
and Magellan. Panel (b) shows a zoomed composite image of the detections (blue: Hα, green: KS,
red: L’). Credit: Sallum et al. (2015)
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1.1 From star forming regions to planet forming disks
Planets are forged in the circumstellar disks orbiting young stars in formation, which -
thanks to their high density and relatively low temperatures - constitute an ideal envi-
ronment for the growth of dust particles and the formation of dense clumps of gaseous
material. While the two main scenarios usually employed to explain planet formation are
presented in Section 1.2, here we focus on the environment where this process takes place.
The hypothesis of a Solar nebula as a way to explain the origin of the coplanar orbits
found in the Solar System was formulated almost two centuries ago by natural philoso-
phers (Laplace 1796) and subsequently assumed by astronomers (for a historical review,
see Wood and Morfill 1988). Nowadays, the formation of a primordial disk out of which
planets can be generated (i.e., the nebula) is reasonably well understood in the more gen-
eral context of star formation. In the classical scenario of star formation (Shu et al. 1987),
the disk structure naturally arises from the redistribution of angular momentum within
a gravitationally collapsing molecular cloud core (Terebey et al. 1984). In the next para-
graphs I will present themain phases of this process and the key observational probes that
allow us to trace such evolutionary path.
The formation of low-mass stars begins with the fragmentation of a molecular cloud
into one or more gravitationally bound cores, internally supported by the contribution
of thermal pressure, magnetic fields and turbulence (phase 1 in Figure 1.2). During the
evolution of the gravitationally bound core, further dissipation of energy and angular mo-
mentum can lead the core to become gravitationally unstable: it quickly collapses under
its own gravity and forms one, or possibly more, protostars (phase 2). For clarity of this
explanation, let us assume that only one protostar forms. At the center of the collapsed
core a protostar enters itsmain accretion phase, withmaterial being accreted directly from
the infalling envelope as well as through the accretion disk that rapidly forms due to the
conservation of angular momentum of the whole cloud. At this stage, the vigorous redis-
tribution of angular momentum across the accretion disk (from the envelope to the disk,
and from the disk inner edge to the stellar surface) is accompanied by the production of
strong outflows and bipolar jets that eject a small fraction of the accreted material in a di-
rection perpendicular to the disk plane and contribute to carrying away the excess angular
momentum of the infalling material (phase 3). Once the protostar has reached most of
its final mass it becomes a pre-main sequence (PMS) star (phase 4) and continues its evo-
lution by accreting the material left in the circumstellar disk. Finally, once the gas in the
accretion disk has been dissipated, the PMS star reaches its final mass and evolves at fixed
mass towards the main sequence.
From an observational point of view, the evolutionary stages of young stellar objects
(YSO) presented above (and illustrated in Figure 1.2) can be clearly identified from the
slope of their spectral energy distribution (SED) in the near-/mid-IR window, between 2.2
and 20µm: αIR = d log(λFλ)/d log λ (Lada and Wilking 1984; Lada 1987; Greene et al.
1994). The IR slope-based classification divides YSOs in three distinct classes, which can
be interpreted in terms of an evolutionary sequence.
• Class I YSOs have αIR > 0.3 and are generally interpreted as protostars with typi-
cal ages of 0.1 − 0.2Myr Greene et al. (1994) surrounded by an accretion disk and
embedded in a low-mass circumstellar envelope that is being rapidly dissipated.
• Class II YSOs start to be detectable in the optical (the PMS star is not embedded any-
more in the envelope) and exhibit−1.6 ≤ αIR ≤ −0.3: the thermal emission of the
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Fig. 1.2 Evolutionary stages of young stellar objects. For each stage, we show the observed SED
(left column), a schematic view of the spatial structure (center column), and typical time scales. A
molecular cloud undergoes gravitational collapse (1), leading to the formation of a very dense core
in which the protostar is getting assembled (2). At its early stages, the protostar is still embedded
in a dusty and optically thick cloud but exhibits powerful jets and outflows (3). The protostar turns
into a pre-main-sequence (PMS) star (4) and becomes visible at optical wavelengths. Thedust in the
surrounding accretion disk emits thermal radiation which appears as an IR/sub-mm/mm excess to
the stellar photosphere black-body (BB) radiation. Finally, the PMS is surrounded by a planetary
system and/or by a debris disk (5). Credit: André (2002).
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dust is detected as an IR excess w.r.t. the BB radiation from the stellar photosphere
and becomes dominant at λ > 20µm. This is the stage in which planet formation
is thought to occur as the circumstellar disk is still very massive (therefore has the
potential of forming one or several planets) and very dense both in gas and dust. The
disk is optically thick in the IR and (mostly) optically thin at (sub-)mmwavelengths.
• Class III YSOs are bright in the optical and exhibit very low or absent IR excess: the
evolvedPMSstar has stopped accreting gas fromthedisk (whichhas beendissipated)
and is (possibly) left with a surrounding planetary system and/or by a system of
debris made of comets/asteroids and a distribution of smaller particles originated
from the collisions between large bodies.
As soon as the observational capabilities allowed us to detect fainter sources, the classifica-
tion has been extended to an earlier Class 0 phase, which comprehends deeply embedded
sources with envelope mass larger than Class I sources, mostly invisible at IR wavelengths
(λ < µm), but with strong emission at (sub-)mm wavelengths (Andre et al. 1993).
In this Thesis I will focus on the Class II phase of YSOs since it constitutes the evolu-
tionary stage where planet formation has to take place. The presence of disks in Class II
YSOs were first inferred from infrared excess and then confirmed in the millimetre with
the first generation of interferometers. Beckwith et al. (1990) measured mm/radio fluxes
that were incompatible with the observed optical extinctions unless a disk-like (as opposed
to spherical) dust distribution was considered. These findings were confirmed by the high
resolution optical images from theHubble SpaceTelescope (HST) of several protoplanetary
disks seen in silhouette in the Orion Nebula O’dell et al. (1993); McCaughrean and O’dell
(1996). Subsequently, protoplanetary disks were targeted from a considerable number of
surveys in different wavelength windows, from near- to far-IR (e.g., with the Spitzer Space
Telescope, Evans et al. 2009) to (sub-)mm and radio (Dutrey et al. 1996; Andrews and
Williams 2005; Andrews et al. 2009, 2013; Ricci et al. 2010b; Ansdell et al. 2016; Pascucci
et al. 2016, among many others) which provided complementary multi-wavelength con-
straints that allowed us to reach a comprehensive view of their structure and fostered the
development of models aimed at explaining the physical origin of their SED (see recent
reviews by Dullemond et al. 2007; Williams and Cieza 2011; Testi et al. 2014; Andrews
2015).
The protoplanetary disks surrounding young stars during their Class II phase are flat-
tened gaseous distributions enriched by a low-mass population (the dust to gas mass ratio
is ∼ 1%) of dust particles with initial sizes around 1µm. In the optical, the light emit-
ted from the central star scatters on the small µm-sized grains, thus behaving as a tracer
of the disk surface geometry. Recently, the advent of high angular resolution optical im-
agers (e.g., VLT/SPHERE) endowed with proper coronographs allows us to investigate the
presence of forming (or already formed) planets by direct imaging. At IR wavelengths, the
disk SED is dominated by the dust thermal emission which is optically thick and therefore
acts as a thermometer for the disk surface layer. IR observations are typically used also to
derive constraints on the dust properties and composition (e.g., from the 10µm spectral
feature typical of astronomical silicates) and of the disk geometry (e.g., the disk flaring).
How the temperature and the dust mass vary in the deeper regions of the disk cannot be
determined with IR observations.
Sub-mmandmmobservations exploit the fact that at thesewavelengths the disk emis-
sion is optically thin and therefore have the unique capability of delivering us with a de-
tailed view of the gas and dust distribution (building material for planets) in the disk. The
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Fig. 1.3 Masses and orbital distances (semi-major axis) of exoplanets from the Exoplanet Orbit
Database (Han et al. 2014, http://exoplanets.org) as of July, 2013. Exoplanets are colored accord-
ing to the discoverymethod: radial velocity (red circles), transit (blue diamonds), imaging (magenta
hexagons), gravitational microlensing (black stars), pulsar timing (cyan squares). Solar System
planets are green triangles. Credit: Fischer et al. (2014).
development of modern radio interferometers like ALMA and VLA brought us the reso-
lution needed to resolve the disk structure even at these long wavelengths (spatial scales
∼ au in the nearby SFRs). The gas is detected from the roto-vibrational transitions falling
in the sub-mm/mm window and provide fundamental information not only on the mass
distribution in the disk (recall that the gaseousmass is 100 times larger than thedustmass)
which is useful to understand the dynamical evolution of the disk, but also on its velocity
field from which we can probe its global kinematics (in many cases compatible with a ke-
plerian motion). The dust is revealed through its thermal emission, which for most of the
disk is in the Rayleigh-Jeans regime of the BB spectrum (Td > 14K for observations at
1mm) and one can therefore convert the mm continuum flux into a dust mass by a rather
simple relation (see Eq. 2.9 in Chapter 2). By comparing observations at different (sub-
)mm wavelengths we can gain information of the properties of the dust grains, such as
their size and composition. As I will describe in Section 1.3, this is the main topic of the
Thesis.
1.2 Mechanisms of planet formation
The last twodecades have seen an extraordinary progress in the study of extrasolar planets,
mainly thanks to the advances in the detection and in the characterization of their phys-
ical properties (Fischer et al. 2014, and references therein). The development of several
detections methods (e.g., doppler measurements, transit observations, microlensing, as-
trometry, direct imaging) allowed us to explore parameter space regions (e.g., in the planet
mass vs semi-major axis plane, see Fig. 1.3) that were unaccessible some years ago. The
most prominent result of these planet-searching extensive studies has been to uncover the
great diversity of the outcomes of the planet formation process, which is apparent in terms
of planetary architectures as well as of physical properties of each planet Lissauer et al.
(2014). Sizes, masses, average density and atmosphere composition of the observed exo-
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planets place boundary conditions that are crucial to inform theoretical models of planet
formation (Johnson et al. 2010; Howard 2013).
The variety in the physical properties that we currently observe in the exoplanet popu-
lation can be hardly explained with a single, universal, mechanism. At a first order, we can
divide the observed exoplanets into two morphological classes of planets: rocky (Earth-
like) planets and gaseous (giant Jupiter-like or smaller sized Neptune-like) planets. Such
differentiation is readily observed in our Solar System, with the inner planets being rocky
(Mercury, Venus, the Earth, Mars) and the outer ones being gaseous (Jupiter, Saturn,
Uranus, Neptune). Their different structure, size and mass imply that during their forma-
tion phase they have interacted in different ways with the gaseous disk where they were
embedded. At the moment, theoretical models of planet formation are not able to con-
strain whether they formed in situ (i.e., in the location where we observe them today) or
they formed outer in the disk and subsequently migrated reaching their current location
at the time of the gas disk dissipation.
In the 20th century two main processes have been proposed to explain the formation
of rocky and gaseous planets: the core accretion with subsequent gas capture model (Perri
and Cameron 1974; Safronov 1972) and the disk instability model (Cameron 1978; Boss
1997). Both models have been developed to explain the formation of giant planets, how-
ever the core accretionmodel is also capable of explaining the formation of terrestrial plan-
ets (which can be thought as giant planets where a runaway gas accretion have not been
triggered). In the next section I will outline the core accretion model and in Section 1.2.2
the gravitational instability model.
1.2.1 Core accretion
The fundamental idea behind the core accretionmodel for planet formation is that planets
form through the progressive growth of solid particles, with the building blocks of plan-
ets to be identified in the sub-µm sized grains inherited from the parent ISM cloud (see
Fig. 1.4). On their way to form a planet, the dust particles have to grow by at least 12
orders of magnitude in size via pair-wise interactions. As it will be apparent below, this
dramatic growth needs the interplay of several physical mechanisms that become relevant
at different growth stages and depend on the dynamical evolution of the disk.
In the first phase of planet formation the sub-µm sized grains are extremely well cou-
pled to the gaseous disk via aerodynamic forces (gas drag). At this stage, grain growth is
driven by coagulation (sticking in two body collisions), is favored by dust sedimentation
(grain settling in vertical direction towards the disk midplane), is hampered by turbulence
(who stirs up small solid particles preventing them from settling in the midplane), and
is overall influenced by the radial drift toward the central star. All these processes deter-
mine the time and space evolution of the distribution of solids (micron tomillimeter sized
grains) in protoplanetary disks: observations able to constrain such distribution would
provide us unique insight into the initial conditions of planet formation.
The second step of the core accretion model requires the grains to grow up to the for-
mation of a population of planetesimals, bodies with 1-100 km radius whose orbital evolu-
tion is dominated by gravitational interactions rather than by interactionwith the gaseous
disks. Planetesimals are the building blocks of planets as they contribute to the formation
the planetary (rocky) cores via two-body inelastic interactions. The process through which
planetesimals can form is actually under debate, but there is general consensus about the
fact that coagulation is not sufficient. Our knowledge of the coagulation (in terms of stick-
ing efficiencies) and motion of solids in disks is based on theoretical models and limited
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Fig. 1.4 Sketch of the core accretion model for planet formation. Planet formation starts with
the build up of the planetesimals, bodies of 1-100 km in radius: the sub-µm sized ISM grains grow
via coagulation up to∼1m, but further growth needs alternative mechanisms in which turbulence
and gravity play important roles (see text). The planetary core is assembled from the planetesi-
mals through gravity-assisted two-body inelastic encounters. If the protoplanet core is massive
enough (∼ 10M⊕) a rapid gas accretion is triggered and a gaseous planet is formed; otherwise, the
a terrestrial planet with a rocky core and a tenuous atmosphere is formed. Credit: C. Dullemond.
laboratory experiments (for a review, see Blum andWurm2008): common evidence is that
coagulation is able to produce dust agglomerates up to 1msize in the inner disk but further
growth by sticking of meter-sized boulders is rather difficult to conceive and impossible to
reproduce in the laboratory.
In recent years several promising mechanisms have been proposed to explain the for-
mation of planetesimals, and many of them are based on fluid instabilities forming dense
clumps of dust particles (Chiang and Youdin 2010, and references therein). The process
of grain growth via coagulation has an undoubted efficiency when the dust can be con-
sidered uniformly distributed throughout the disk: in this regime, the dust particles are
subject to their mutual interactions and, since the total dust mass is much smaller (as low
as 1%) than the total gas mass, they can be modelled in the gravitational field produced
by the gas. However, a combination of vertical settling, radial drift and other effects (e.g.,
dust trapping, photoevaporation) might lead to local overdensities of dust that make its
gravitational field not negligible anymore. In these conditions the dust comes to play a
dynamical role in the disk evolution and new physical effects can become relevant.
In the classical model for planetesimal formation by Goldreich andWard (1973), when
the surface density of the dust particles (which have settled to the disk midplane) exceeds
a critical value, a gravitational instability is triggered. At this point, dust particles col-
lapse under their own gravity, thus leading to the prompt formation of planetesimals. This
mechanism is extremely promising since the gravitational collapse is so fast that the it by-
passes the potential issues involved in particle growth beyond themeter-scale regime. The
role of turbulence in this mechanism is not clear yet. On the one hand, it seems to hamper
the planetesimal formation: the velocity shear between the dust midplane (in Keplerian
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motion) and the gas disk (in sub-Keplerian motion) undergoes Kelvin-Helmholtz instabil-
ity that stirs up dust particles from the midplane and halts their collapse. On the other
hand, recent numerical simulations (Cuzzi et al. 1993; Youdin and Goodman 2005) have
shown that under certain conditions turbulence can be very effective in developing very
dense clumps of solid material and therefore sustain the overall planetesimal formation.
Once a population of km sized planetesimals has formed in the disk, the planetary
cores start to be formed via two-body inelastic collisions (aided by gravitational focusing)
between the planetesimals. This leads to the growth of planetary cores up to a mass of
the order of 1M⊕. At this point, the maximum mass that a planetary core attains be-
fore the dissipation of the gaseous disk sets whether it will turn out in a terrestrial or
in a gaseous planet. If the planetary core mass exceeds a critical mass (typically ∼ 10M⊕
for fiducial disk parameters, but see more details in Pollack et al. 1996 and the heuristic
derivation in Armitage 2010) then an hydrodynamic instability sets in and induces the
rapid (∼ 105 yr) accretion of gas onto the protoplanet (Perri and Cameron 1974; Mizuno
1980). The amount of gas accreted depends on the supply from the disk which is in turn
dependent on the gas density profile and on the disk dispersal time scale. This runaway
accretion has the potential of forming gas giants like Jupiter or Saturn, as well as smaller
gaseous planets like Neptune or Uranus, depending on the amount of gas available. If,
conversely, the planetary core does not reach the critical mass (which is a function of the
planetesimal distribution and of the gas cooling efficiency), it will terminate its evolution
as a rocky planet with a tenuous atmosphere, similarly to our Earth. For this reason the
core accretion scenario is the best candidate for the formation of terrestrial planets (Ray-
mond et al. 2014, and references therein).
1.2.2 Disk instability
An alternative mechanism for giant planet formation is provided by the disk instability
model, whichwas initially postulated byCameron (1978) andonly recently verified through
exhaustive numerical simulations by Boss (1997). According to this model, if the proto-
planetary disk is massive enough to be unstable under its own self-gravity, the giant plan-
ets are formed through the collapse of dense portions of the protoplanetary disk into grav-
itationally bound clumps. Unlike the core accretion scenario in which planetary cores are
the outcome of a bottom-up grain growth process, in the disk instability model the forma-
tion of the cores is driven by the gas dynamics in which the dust follows the gas evolution
and plays an indirect role by setting the opacity. For a recent review of disk instability
applied to planet formation, see Helled et al. (2014).
The first necessary condition for planet formation through disk instability is the de-
velopment of density perturbations in the disk. Through a linear stability analysis of the
fluid equations governing the disk dynamics (for a derivation, see Armitage 2010) it can
be shown that the disk becomes unstable to axisymmetric disturbances wherever
Q ≡ csκ
πGΣ
< 1 , (1.1)
where cs ∝ T1/2 is the sound speed, Σ is the gas surface density and κ is the epicyclic
frequency (which equals ΩK = (GM∗/R3)1/2 for Keplerian motion). The criterion above
(Toomre 1964) has been developed for an infinitesimally thin disk and shows that pres-
sure and shear have a stabilizing effect, while gravity tends to make the disk unstable. By
means of numerous 2D and 3D numerical studies it has been verified (Durisen et al. 2007)
that in the more realistic case of a disk with finite thickness and non-axisymmetric dis-
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turbances, the stability criterion in Eq. (1.1) holds true, but instabilities develop for larger
values of Q ≲ 1.7 (Q ≲ 1.4 for an isothermal disk, see Mayer et al. 2004). Wherever
Q approaches the critical value, disk perturbations will grow exponentially forming den-
sity enhancements known as spiral arms that transport mass and angular momentum and
dissipate through shocks (see Fig. 1.5, left panel).
Fig. 1.5 Gas surface density of a massive (Mdisk = 0.1M∗) self-gravitating disk. Spiral arms
develop quickly at all radii into a quasi-steady state pattern (left). Signs of fragmentation of the
gaseous disk into gravitationally bound clumps are clearly visibile (right). Credit: Rice et al. (2003).
Since the energy liberated by the spiral arms heats the gas and therefore contributes to
the stabilization of the disk in a self-regulatingmechanism, a second condition is necessary
for disk instability to form giant planet cores. The additional destabilizing contribution is
provided by the coolingmechanism, whichhas to counteract the heating contribution from
the spiral arms dissipation. If tcool is the cooling time scale and theat = 1/Ω is the heat-
ing time scale (Ω is the angular gas velocity), it is useful to introduce the dimensionless
ratio β = tcool/theat = tcoolΩ as an expression of the cooling efficiency. Gammie (2001)
showed that a 2Ddisk fragments into gravitational bound clumps (see Fig. 1.5, right panel)
if β < βcrit, whereas it remains in a steady-state spiral pattern regime if β > βcrit, where
βcrit is a critical value which is function of the cooling law and typically varies between
6 and 12, depending on the adopted equation of state. The actual value of βcrit is cur-
rently under debate, as Meru and Bate (2011) showed that previous estimates based on
3D smoothed particle hydrodynamics (SPH) codes were not converging with numerical
resolution. Recent revised estimates by Meru and Bate (2012) report βcrit as large as 20
or 30. Regardless the numerical intricacies of the disk instability mechanism and its non
trivial dependence on the stellar properties and spectral energy distribution (SED), there
is a general consensus that fragmentation is more likely to occur in the outer disk regions,
and is positively favored if accretion from the molecular core onto the disk is still relevant.
The attractiveness of the disk instability model rests on its capability to form giant
planets (mass Mp ≥ 1MJ) on a dynamical time scale, which is very short if compared to
the viscous disk evolution. However, from a theoretical point of view, the effectiveness
of this model in forming planets is still under heavy investigation: several uncertainties
related to the cooling mechanism, to the role of metallicity and to the effects of stellar
radiation have to be addressed with numerical simulations at higher resolution. From an
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observational point of view, the increasing number of exoplanet detections is delivering us
with an unprecedented sample that can be used to test the different physical ingredients of
any planet formation model, e.g. through population synthesis studies (Mordasini et al.
2009). Furthermore, with the advent of ALMA, we have now the spatial resolution and
the sensitivity to resolve spiral patterns in disks, which are expected to be detectable at
(sub-)mm wavelengths and easily resolvable in disks in the closest star forming regions
(Cossins et al. 2010; Dipierro et al. 2014, 2015).
1.3 Role of the Thesis: studying planet formation with multi-
wavelength observations
Themain topic of thisThesis is the characterization of the properties of the dust content in
young circumstellar disks in order to provide robust constraints on the initial conditions
for planet formation.
According to the core accretion scenario (Section 1.2.1), the formation of planets pro-
ceedswith the formationof rocky cores through the growthof dust aggregates frommm/cm
to km sizes and the subsequent accretion of gas onto these cores to form the planetary
atmosphere. The initial population of sub-micron sized dust particles coming from the an-
cestral interstellar cloud (Mathis et al. 1977) is processed by micro-physical interactions
that determine the evolution of their shape, size, and structure (Testi et al. 2014 and ref-
erences therein).
Determining the size distributionof dust grains in protoplanetary disks is of paramount
importance in order to understand the initial conditions of planet formation. In the recent
theoretical studies by Brauer et al. (2008) and Birnstiel et al. (2010) the evolution of dust
grain populations have been modeled taking into account dust growth processes (coagu-
lation and fragmentation) and the dynamical mechanisms responsible for the transport
of dust grains (radial drift, vertical settling, turbulent mixing). According to these stud-
ies, radial drift effectively depletes the large grain population in disks within 1Myr (see
also Laibe 2014) unless it is halted by the occurrence of dust traps (Whipple 1972; Wei-
denschilling 1977; Klahr andHenning 1997; Pinilla et al. 2012) or a different aerodynamic
behavior when the grains are extremely fluffy aggregates (Okuzumi et al. 2012; Kataoka
et al. 2013).
The major limitation of theoretical grain growth studies is the lack of direct informa-
tion on the actual size of dust grains occurring in the different regions of the protoplane-
tary disks. Observing a protoplanetary disk at different wavelengths allows different parts
of the disk to be investigated (see Fig. 1.6). Optical, near-infrared, and mid-infrared ob-
servations show evidence of micron-sized dust grains in protoplanetary disks (Bouwman
et al. 2001; van Boekel et al. 2003; Juhász et al. 2010; Miotello et al. 2012); however, they
effectively trace the dust content only of the inner disk and its surface layer (both directly
heated by the impinging stellar radiation). In order to study the disk midplane, where the
bulk of the dust mass resides and planet formation is thought to occur, millimeter and
sub-millimeter continuum observations are needed. At these longer wavelengths most of
the disk becomes optically thin to its own thermal radiation and therefore directly probes
the entire dust emitting volume. Moreover, by approximating the (sub-)mm dust opacity
with a power law κν ∝ νβ , changes in the spectral index β can be linked to changes in
the dust properties (Stognienko et al. 1995; Henning and Mutschke 2010). In particular,
Draine (2006) and Natta and Testi (2004) showed that β can be interpreted in terms of
grain growth: large β-values are produced by small grains (µm to mm size), whereas small
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Fig. 1.6 Structure of a protoplanetary disk, with a summary of the grain evolution processes
(left side) and an highlight of the regions probed by observations at different wavelengths (right
side). The left edge of the horizontal boxes indicate the spatial resolution attainable by different
current (and future) observational facilities and instruments at different wavelengths for disks in
the closest SFRs. Credit: Testi et al. (2014).
values β ≲ 1 are a signature of dust grains larger than 1 mm.
Frommultiwavelength observations we can gain insight into the dust opacity spectral
index, and therefore on the evolutionary stage of the dust in a protoplanetary disk. Past
mmand sub-mmphotometry studies of disks in several SFRs (Wilner et al. 2000; Testi et al.
2001, 2003; Rodmann et al. 2006) inferred disk-averaged β values which suggested that:
(i) grain growth processes are particularly efficient, able to produce large grains (∼ 1mm)
within relatively short timescales of 1−3Myr (Ricci et al. 2010a,b); (ii) local or global dust
retention mechanisms must be occurring in disks in order to account for the observed
presence of large grains in evolved disks (Testi et al. 2014).
In recent years, the improved observational capabilities offered by mm and sub-mm
interferometers delivered - for the first time - spatially resolved observations that can be
used to measure the dust properties as a function of the disk radius and to compare them
with the theoretical predictions of grain growth models. Initial attempts using 1.3 and
3mm observations showed hints of possible radial variation of the dust properties (Isella
et al. 2010; Guilloteau et al. 2011) and recent studies have benefitted from extending the
wavelength range to cmwavelengths using theKarlG. JanskyVery LargeArray (VLA) (Ban-
zatti et al. 2011; Trotta et al. 2013; Pérez et al. 2012;Menu et al. 2014; Andrews et al. 2014;
Pérez et al. 2015). Azimuthal variations in the dust distribution have been recently discov-
ered with ALMA early science observations in several disks and interpreted as dust traps,
with the large grains being more concentrated than the small grains and the molecular gas
(van der Marel et al. 2013, 2015; Fukagawa et al. 2013; Pérez et al. 2014; Casassus et al.
2015; Marino et al. 2015).
The main limitation of all the studies prior the beginning of my PhD is the lack of
a self-consistent modeling of the multi-wavelength disk emission. Most of the studies
Role of theThesis 15
(except for Banzatti et al. 2011 and Trotta et al. 2013 who actually laid down the basis
for the multi-wavelength fit that I have developed) fitted each wavelength separately, thus
deriving a piece-wise solutionmade of disk models and dust populations of different grain
sizes, each of them applying to different disk regions. The adoption of this piece-wise disk
model reflected in the impossibility to interpret the results in terms of a global solution for
the disk structure and a unique population of dust grains with a clearly defined maximum
size distribution.
In my PhD I have therefore focused on developing the tools to investigate the dust
properties in protoplanetary disks with a physically rigorous self-consistent modeling of
the disk emission. The Thesis is organized as follows.
Chapter 2 – I present the disk model that I have employed to fit the multi-wavelength
observations. I describe themain physical assumptions and the equations that are used to
model the disk emission. I also explain the adopted dust model (grain composition, size,
etc.) and the algorithm for computing the dust opacity.
Chapter 3 – I develop an analysis technique that allows us to constrain the disk struc-
ture (surface density and temperature profiles) together with the radial dust properties
(maximum grain size profile). The analysis is based on the simultaneous fit of several ob-
servations at different wavelengths, spanning from 0.88mm to 1 cmwith a self-consistent
disk model and a radially-dependent dust population. I apply the analysis to three proto-
planetary disks and I use one of them to performa (successful) benchmark of the technique
against literature results. I obtain robust evidence that the grains are grown beyond∼ cm
sizes in the inner disk regions for all the disks, but the radial profiles are different for dif-
ferent disks. Understanding whether this reflects an evolutionary trend or an intrinsic
scattering due to different initial conditions for the disk evolution requires to enlarge the
sample to dozens of disks. With this study I have paved the way for applying this analysis
to large samples of disks: the analysis is robust and computationally efficient, the interpre-
tation of the results is robust as it rests on a self-consistent diskmodeling, the exploration
of degeneracies is thorough. This study sets the current state-of-the-art for the investiga-
tions of the dust properties from spatially resolved multi-wavelength radio observations.
Chapter 4 – I apply the multi-wavelength analysis technique developed in Chapter 3
to sub-mm, mm and cm observations of the protoplanetary disk around the Herbig Ae/Be
star HD 163296. We assess the presence of large grains (≳ 1mm) in the inner disk region
and smaller grains outside. For the first time, we observe that the radius where the grain
size increases (≈ 100 au) interestingly matches the location of the CO snowline (which
has been directly detected for this disk). Our findings provide observational support to
the theoretical expectation that grain growth could be enhanced close to a snowline (e.g.,
due to changes in the grain sticking properties). Moreover, by applying the tool developed
in Chapter 3 with a modified version of the two-layer disk model allowed us to discover
the presence of a ring-like excess of emission exactly at 100 au from the central star. We
could not pin down whether this excess is due to a local pressure maximum induced by the
snowline or by local dust-retaining turbulent eddies, however we provided first evidence
that grain growth might be influenced by the occurrence of gas snowlines.
Chapter 5 – I analyze the 890µm continuum emission of more than 20 disks in the
Lupus SFR which have been observed with ALMA at∼0.3” (∼50 au) resolution. The disks
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have been fitted with the self-consistent disk model described in Chapter 2. Since we only
have observations at one wavelength, we cannot constrain the radial dependence of the
dust properties, but we derive for each disk its size and mass. The masses compare well
with values derived with simpler methods, the discrepancy being due to the more refined
determination of the temperature profile performed by our disk model. Moreover, I con-
strain the radial shape of the dust surface density and the disk inclination. The parame-
ters derived with these fits provide structural constraints on a large set of disks that have
been selected from a complete sample of Class II disks in the Lupus SFR. By studying the
890µm integrated flux as a function of the disk size for the fitted Lupus disks I confirm
the existence of a positive correlation that was initially claimed for disks in the younger
Taurus-Auriga and Ophiuchus SFRs. Interestingly, I find an offset between the two corre-
lations that is constant for disks of all sizes andmight be a signature of the different mean
ages of the different SFRs.
Chapter 6 – I develop a high performance computing tool that aims to accelerate the
comparison of model predictions with interferometric observations at (sub-)mm wave-
lengths. With the huge enhancements in angular resolution and sensitivity delivered by
modern radio interferometers such as ALMA and JVLA, the comparison of a model syn-
thetic image with the observations becomes prohibitively intensive from a computational
point of view since it involves several matrix operations (e.g., FFT, rotations, etc.) and in-
terpolations (on non-uniformly spaced points). I therefore develop an accelerated library
that leverages on the computing power ofmodern graphics processing units⁵ (GPUs)which
deliver stunning performances for matrix operations w.r.t. to the classical CPUs. I provide
evidence of the speed-up that the library achieves under different working configurations.
This GPU accelerated library constitutes the core engine of the code used in Chapter 3
to perform the multi-wavelength fits. The library is designed to work in parallel jobs on
cutting-edge multi-CPU/multi-GPU architectures, thus allowing us to explore thoroughly
even many-dimensional parameter spaces.
Chapter 7 – I draw the conclusions of this Thesis, highlighting the main findings and
providing some prospective lines of research that this work suggests.
⁵Unlike central processing units (CPUs), which consist of a few cores designed for sequential processes,
GPUs have a massively parallel architecture with thousands of smaller, but more efficient, cores optimized for
the execution of multiple tasks simultaneously.
2
Modeling the (sub-)mm continuum
emission of protoplanetary disks
In the last decade, the advent of modern radio interferometers such as ALMA and VLA
allowed us to study the (sub-)mm/cm emission from protoplanetary disks at an unprece-
dented detail. The electromagnetic radiation emitted by protoplanetary disks provides us
with a wealth of information about their geometrical and physical structure, however a
proper modeling of their emission is needed in order to convert the observed flux into
physical constraints. This task is usually performed with dedicated physical models that
implement - at different degrees of accuracy - the several physical mechanisms that con-
tribute to the continuum emission.
The role of this Chapter is to introduce the fundamental physics that we need tomodel
the (sub-)mm spectral energy distribution (SED) of protoplanetary disks. In Section 2.1 I
introduce the disk model based on the two-layer approximation that allows us to compute
the disk emission in a simplified, yet physically rigorous, way and that constitutes the basis
of the studies presented in Chapters 3, 4 and 5. In Section 2.2 I present the surface density
profiles that are usually observed in disks. Finally, in Section 2.3 I present the model for
the dust opacity and the algorithm for its computation.
2.1 Disk model
An accurate modeling of the physical structure (temperature and density distribution) of
protoplanetary disks is needed in order to interpret their (sub-)mm emission in physical
terms.
In this Thesis I adopt the two-layer disk model for passively irradiated disks, initially
developed by Chiang and Goldreich (1997) and subsequently refined by Dullemond et al.
(2001), so called because is a 1D model that resolves the radial structure of the disk as-
suming that its vertical structure can be reduced to two layers: the disk surface and the
disk interior. These models proved successful in reproducing the continuum emission of
protoplanetary disks in a wide range of wavelengths, from near-IR to sub-mm, and around
stars ranging from low-mass brown dwarfs and T Tauri stars up to more massive Herbig
AeBe stars (see Natta et al. 2007, and references therein). The advantage of using such
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where measures optical depth from z to O along the axisqlperpendicular to the disk midplane.
2.3.1. Flat Geometry
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contribution is hidden by that from the central star. Most of
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2.3.2. Hydrostatic Equilibrium
Now we investigate the disk model in which both vertical
hydrostatic equilibrium and radiative transfer are treated in
a self-consistent fashion. The Ñaring geometry is governed
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Fig. 2.1 Scheme of the two-laye di k model. R diation from the star (left) impinges on the
surface layer at an angle α and p netrates in the disk atmosphere until τ∗ = 1 (in the picture, the
V in τV indicates tha th stellar radiation is ty ically at visible wavel ngths). Dust particles of the
surface layer re h ated and then re-emit the en rgy half away from the disk and half towards the
disk midplane. The dust grains in the midplane are heated from this re-processed radiation and
emit energy as black bodies at wavelengths much longer than visible, usually sub-mm/mm/cm.
Credit: Chiang and Goldreich (1997).
models (as opposed to other disk models) is twofold: first, they provide us with a phys-
ically motivated disk structure which a parametric model would not be able to provide;
second, as they are based on simple thermal balance arguments, they quickly converge to
the solution, as opposed to models based onMonte Carlo calculations that are muchmore
time-consuming.
The two layer disk model (see a scheme in Figure 2.1) is based on the fundamental
assumption that the main source of heating for the disk is the stellar radiation (the disk is
passively irradiated) and that the internal disk heating (e.g., due to the accretion process)
is negligible at all radii (in the case this second heating dominates, the disk is said to be
active). Further assumptions of the two layer model are hydrostatic equilibrium between
gas pressure and stellar gravity and thermal balance between gas and dust. The two layer
model neglects the disk self-gravity. In the following, we will assume that the disk is axis-
symmetric and will make use of cylindrical coordinates (R, φ, z), where R is the distance
from the star (located at the origin.
According to the model, the surface layer is defined as the region where the opacity
to the stellar radiation is τ surs < 1, while the disk interior (hereafter, midplane) is the re-
gion between the upper (at z > 0) and lower (z < 0) surface layers. Four inputs are
needed for the computation of the two layer disk model: the stellar parameters (stellar
luminosity L∗, mass M∗, effective temperature Teff , distance d), the gas surface density
profile Σg(R) ≡
∫
ρg dz, the dust properties (grain size distribution, grain composition,
optical constants) and the gas-to-dust mass ratio ζ ≡ ρg/ρd. The two layer disk model
computes the thermal structure in an iterative way that converges when full thermal bal-
ance between surface and midplane layer is reached (within some accuracy) everywhere in
the disk. At each iterative step, the model assumes that, at each radius, the surface layer
absorbs a fraction of the impinging stellar radiation (striking the disk surface at a grazing
angle α), heats up to a temperature Tsur, and then radiates half of the energy away from
the disk and half towards the disk midplane. The dust grains residing in the disk midplane
are then heated up to a temperature Tmid from this re-processed radiation and emit as
black bodies at sub-mm/mm/cm wavelengths (here we neglect the surface layer absorp-
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tion of this long-wavelength radiation). Following hydrostatic equilibrium, at each radius
the midplane layer has a Gaussian vertical density distribution:
ρ(R, z) = ρ0(R) exp
(
−z2/2H2p
)
, (2.1)
where the scale height Hp is given by:
Hp
R
=
(
Tmid
Tg
)1/2 ( R
R∗
)1/2
, (2.2)
where R∗ = (L∗/4πσSBT4eff)
1/2 is the stellar radius and Tg = GM∗µmp/kBR∗ is the virial
temperature at the stellar surface. The surface scale height Hs is then computed self-
consistently fromHp, the grazing angle α, the surface densityΣg(R) and the Planck mean
opacity at the stellar temperature T∗ (for the computational details, see Appendix A2 in
Dullemond et al. 2001). We note that by imposing hydrostatic equilibrium the disk geom-
etry turns out to be flared, i.e. the ratio Hs/R increases with radius¹.
A fundamental working condition for the two layer model is that the surface layer
is optically thick to the stellar radiation, or, in other words, that the surface layer con-
tains enough mass to reach τ surs = 1. The optical depth of the surface layer is defined as
τ surs = κ
sur
ν ∆Σ, where κ
sur
ν is the opacity of the dust in the surface layer at the frequency
ν, and ∆Σ is the surface density of the surface layer (computed as
∫
ρ dz, with the line
integral performed along the line of sight between the star and the surface element hit by
the stellar radiation). Across the radial grid where the disk model is computed, it is pos-
sible that ∆Σ or κsurν (or both) become so low that τ
sur
s = 1 is not reached anymore and
the two layer model breaks down². Let us call R the radius where this happens. In our im-
plementation of the two layer model, to avoid the surface brightness of the disk falling off
abruptly where the surface layer becomes optically thin, we assume a power-law behaviour
for the midplane temperature such that:
Tmid(R) = T0(R/R0)−k , (2.3)
where R0 and T0 are, respectively, the radius and the midplane temperature where the
two layer model broke down and k is computed by fitting Tmid(R) in the region where the
surface was still optically thick, around R ≈ R0.
Finally, following Isella et al. (2010) we impose a lower limit on the midplane temper-
ature, namely the equilibrium temperature with the interstellar radiation field. We model
this by adding an extra radiative flux impinging on the midplane σSBT4ext, where the tem-
perature of the external radiation field Text = 7K. As a result, at each radius the midplane
temperature is given by [T4mid(R) + T
4
ext]
1/4, where Tmid(R) is the temperature computed
by the two-layer model for R ≤ R, and Tmid(R) ∝ R−k for R > R. This additional flux con-
tribution is negligible in the inner region of the disk and starts to be relevant only in the
outer parts where Tmid becomes comparable to Text.
Once the surface and themidplane temperature profiles, respectivelyTsur(R) andTmid(R),
¹Recent theoretical calculations of dust evolution show that in reality the disk geometry has to be flatter
than the fully-flared one predicted by the two layer model (Dullemond and Dominik 2004). A reduced flaring
allows mid- to far-IR fluxes as well as sub-mm spatially resolved observations to be better reproduced. In
Chapters 4 and 5 we will employ far-IR observed fluxes to manually set a realistic flaring.
²∆Σ is positively correlated withΣg(R), therefore withΣg(R) decreasing with radius, also∆Σ decreases
with radius. κsν can change with radius if the dust properties are radius-dependent (see Section 2.3).
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are computed, the radial profile of the disk thermal emission at a given wavelength ν is
given by:
Itotν (R) = I
sur
ν (R) + I
mid
ν (R) , (2.4)
where
Isurν (R) =
1
d2
{
1+ exp
[
−Σd(R)κ
mid
ν (R)
cos i
]}
Bν [Tsur(R)]∆Σ(R)κsurν , (2.5)
Imidν (R) =
cos i
d2
{
1− exp
[
−Σd(R)κ
mid
ν (R)
cos i
]}
Bν [Tmid(R)] , (2.6)
and Σd(R) = Σg(R)/ζ is the dust surface density, κsurν and κ
mid
ν (R) are respectively the
surface and themidplane dust opacities, Bν(T) is the blackbody brightness and i is the disk
inclination (i = 0◦ for a face-on disk). In the equations above we distinguish the surface
and the midplane opacities (κsurν and κ
mid
ν , respectively) since they can be (and usually
are) different: the disk surface hosts a population of small dust grains with sizes up to
1µm (thus providing a high optical depth at the visibile wavelengths), whereas the disk
midplane is populated by the distribution of large grains (up to 1mm or even 1 cm sized
grains) representing the bulk of the dust mass (see Section 2.3 for more details). These
equations hold for low disk inclinations (if the disk is seen at i > 70◦ a proper ray tracing
is needed to account for the optical depth induced by the vertical structure of the disk).
The total disk emission can be computed by integrating over the disk surface:
Fν = 2π
Rout∫
Rin
Itotν (R)RdR , (2.7)
where Rin and Rout are the inner and outer edges of the radial grid, respectively. In our
modeling, Rin = 0.1 au, slighly larger than the dust sublimation radius (so that the dust is
present everywhere in the disk regionmodeled), andRout ≥ 600 au, larger than the typical
spatial extent of the sub-mm/mm emitting region.
Our two layer model implements the full equations and the iterative procedure de-
scribed above, however, it is worth deriving here some simple relations that are typically
used to convert the observed (sub-)mm flux into a disk mass. First, since ∆Σ ≪ Σd, the
contribution from the disk midplane (eq. 2.6) to the total flux is much larger than the con-
tribution from the disk surface (eq. 2.5). Moreover, since at (sub-)mm wavelengths the
emission from the disk midplane is mostly optically thin, we can approximate the total
flux as
Fmm ≈
2π
d2
Rout∫
Rin
Σd(R)κmidmm(R)Bmm [Tmid(R)] RdR , (2.8)
where it is apparent that the (sub-)mm continuum emission is a tracer of the dust mass
(Σd), but the contribution of the mass to the observed flux is degenerate with the opacity
and the temperature. In order to break this degeneracy it is necessary to gain independent
information on the opacity (and, possibly, on its radial gradient) and on the temperature.
This can be done, for example, by fitting simultaneously several observations at different
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wavelengths, as we do in Chapter 3.
If we further assume that - at mm wavelengths - we are in the Rayleigh-Jeans regime
of the spectrum (Tmid > 10Kmostly everywhere in the disk), we obtain that the total flux
can be approximated as:
Fmm ≈
Mdκmm < T >
d2
, (2.9)
where < T > is the mass-averaged midplane temperature, Md is the total dust mass and
the opacity κmm has been assumed to be radially constant for this latter equation. This
relation is usually employed to convert an observed (sub-)mm flux (Fmm) into a dust mass
(Md), however the uncertainties on the opacity and on the dust temperature constitute a
major limitation of this simple conversion: the dust opacity can easily vary by one order of
magnitude for not-so-much different grain size distributions or for slightly different grain
composition, and the dust temperature varies by at least two orders of magnitude across
the disk thus making it difficult to estimate its average value.
In the next Section we discuss possible choices for the surface density profile Σg(R)
and in Section 2.2 describe the properties of the dust and the algorithm that allows us to
compute its opacity κν .
2.2 Disk surface density
In the previous section we have seen that the radial profile of the surface brightness of
a protoplanetary disk at mm wavelengths has the following scaling (assuming that the
emission is optically thin):
Imm(R) ∝ Σd(R)κmidmm(R)Bmm [Tmid(R)] . (2.10)
Since most of the dust mass resides in the cold and dense disk midplane (Dullemond and
Dominik 2004), this equation shows that observations at mm wavelengths can be used to
trace the bulk of the dust mass in disks, provided that we have some constraint or make
some assumption on the temperature profile and on the opacity: to obtain an estimate of
the temperature profile Tmid(R) we can use a disk model (e.g., the one presented in the
previous section), while for the dust opacity a common choice is to adopt a constant value
throughout the disk, unless there is evidence for a radial gradient in κ (obtained, e.g., by
comparing observations and multiple wavelengths)³.
The total⁴ surface density profile Σ is one of the most informative quantities describ-
ing the structure of a protoplanetary disk. Measurements of Σ are crucial to investigate
both planet formation and disk evolution. By setting themass distribution in the disk, the
shape ofΣ determines the initial orbits of the forming planets and influences their migra-
tions. This is expected to leave important signatures in the properties of the exoplanet
populations that we are now able to observe. Moreover, since Σ determines the angular
momentum distribution in the disk, measuring it at a given time provides us with a direct
measurement of the angular momentum flow in the disk and therefore a unique insight
on its overall evolution (Hartmann et al. 1998).
³The absolute value of κmm depends on the actual properties of the dust grains emitting the (sub-)mm
radiation (see next section). These properties (such as shape, size, composition of the grains) are unknown to
us, however values typically used are κ1 mm ∼ 2− 3 cm2/gdust (Beckwith et al. 1990).
⁴Where totalmeans gas and dust. However, note that the dust mass is∼ 1/100 of gas mass.
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For a geometrically thin disk in Keplerian rotation, the time (and space) evolution of
Σ can be derived by solving the viscous equation (Lynden-Bell and Pringle 1974; Pringle
1981) which follows from the angular momentum conservation throughout the disk:
∂Σ
∂t
=
3
R
∂
∂R
[
R1/2
∂
∂R
(
R1/2νΣ
)]
, (2.11)
whereΣ = Σ(R, t) is a function of space and time and ν = ν(R) is the kinematical viscos-
ity. It can be shown⁵ that the equation above has a diffusive nature, with viscosity being
the driver of the diffusion: as time passes, the initial mass distribution Σ(R, 0) spreads
both inwards and outwards and is substantially accreted over a so called viscous time scale
tν = R2/ν.
The viscous equation can be solved analytically under simplifying assumptions on the
viscosity and on its initial distribution. An important class of solutions is derived when
the viscosity is assumed to have a simple power-law dependence which is constant with
time, namely ν ∝ Rγ . In this case, the viscous equation has a similarity solution given by:
Σ(R, t) =
C
3πν1
(
R
R1
)−γ
exp
[
− 1
T
(
R
R1
)2−γ]( 1
T
)1+ 12(2−γ)
, (2.12)
in which R1 is a radial spatial scale, C is a normalization constant and we have defined
ν1 = ν(R1). We have also introduced the dimensionless time T :
T = 1+ t
tν
, (2.13)
where the viscous time scale is given by:
tν =
1
3(2− γ)2
R21
ν1
. (2.14)
The global solution in Eq. (2.12) is often called self-similar solution of the viscous equation.
For t ≪ tν (T ∼ 1) we obtain that the initial mass distribution is
Σ(R, 0) = Σ0
(
R
R1
)−γ
exp
[
−
(
R
R1
)2−γ]
. (2.15)
where we have substituted Σ0 = C/3πν1. This functional form is among the most used
profiles to fit spatially resolved (sub-)mm observations of disks as it provides a smooth
radial distribution with a clear physical interpretation. Thanks to the diffusive nature of
the viscous equation, the self-similar solution in Eq. (2.15) is global (i.e., non-local) in the
sense that links the time evolution of the inner disk (with power-law behaviour) to the one
of the outer disk (which decreaseswith an exponential cut-off). The radial spatial scaleR1 is
often called characteristic radius of the self-similar solution and can be regarded as a proxy
for the disk size.
Another relevant spatial scale that follows from the angular momentum conservation
⁵Bymeans of a change of variables such that x = 2R1/2 and y = 32Σ x, and assuming ν =const., Eq. (2.11)
takes the shape of a prototypical diffusion equation ∂y/∂t = D ∂2y/∂x2.
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is the radius where the mass flux changes sign:
RT ≡ R1
[
T
2(2− γ)
]1/(2−γ)
. (2.16)
At a given time, for R < RT the fluid material moves inward and for R > RT it moves out-
ward; on the overall time evolution of the accretion disk, it is apparent fromEq. (2.16) that
RT moves outward. From the mass conservation we can also compute the time evolution
of the total disk mass:
M(t) = M0T −
1
2(2−γ) , (2.17)
whereM0 = 2π
∫∞
0 Σ(R, 0)R dR is the initial disk mass.
2.2.1 Comparison with observations
In this section I illustrate some of the surface density profiles that are usually employed to
interpret the spatially resolved continuum emission of protoplanetary disks. I also collect
themain results obtained by past works in terms ofmeasurements of disk sizes and spatial
gradients of Σ.
The typical size of a protoplanetary disk is of the order of 100-500 au in radius, which
corresponds to an angular size of 1′′−3′′ at the distance of the closest low-mass star form-
ing regions such as Taurus (140 pc) and Ophiuchus (125 au). At mmwavelengths this spa-
tial resolution can be achieved only by means of interferometry (synthesis imaging), and
this was one of the main motivations driving the development of modern (sub-)mm/cm
interferometers such as ALMA and VLA.
The first millimetric survey targeting protplanetary disks was carried out by Dutrey
et al. (1996), who observed more than 30 disks aroung young stars in the Taurus-Auriga
star forming region. They fitted the mm observations with a simplified profile for the sur-
face density, a truncated power-law:
Σ(R) =
Σ0
(
R
R0
)−p
R ≤ Rout
0 otherwise
(2.18)
where Σ0 = Σ(R0) and Rout is the disk radial size. This functional form has three free
parameters: Σ0, p and Rout, while R0 can be kept fixed to an arbitrary value. Dutrey et al.
(1996) obtained a distribution of values forRout between 50 au and 300 au, but the angular
resolution (∼ 2′′, corresponding to 140 au in radius at the distance of Taurus-Auriga) was
not good enough to obtain robust constraint on the radial gradient p. Using the power-law
profile in Eq. (2.18) has the advantage of providing a simple phenomenological interpre-
tation of the surface brightness: a monotonically decreasing (or increasing, for p < 0)
surface density profile with a very clear definition of disk size (Rout). Nevertheless, the
interpretation of the simple power-law profile in terms of accretion theory is less visibile
w.r.t. the self-similar solution in Eq. (2.15).
More recently, Hughes et al. (2008) analyzed the dust and the gas emission at 890µm
and 1.3mm of four young nearby disks finding that there is an apparent discrepancy be-
tween the gas and the dust outer radii (see also, de Gregorio-Monsalvo et al. 2013). By
modeling the dust and the gas emission, Hughes et al. (2008) demonstrated that such dis-
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crepancy cannot be solved by using a truncated power-law profile but rather with a simi-
larity solution like the one given in Eq. (2.15). The main motivation for the success of the
self-similar solution is in the exponentially-tapered edge, which allows a large enough gas
column density to produce detectable CO 3-2 line emission, even though the drop off is
significant enough that the dust continuum emission is negligible. The sharp outer edge
of the power-law model, conversely, limits the extent of the CO emission to the region
where dust continuum emission is present, which is in contrast with the observations.
Subsequently, the self-similar solution has been used in a number of studies that an-
alyzed mm observations of Taurus-Auriga and Ophiuchus disks at sub-arcsecond angular
resolution, allowing the disk size and the shape ofΣ to be constrainedmore robustly (Isella
et al. 2009, 2010; Andrews et al. 2009, 2010;Guilloteau et al. 2011). All these studies found
a range of characteristic radii (proxy for the disk sizes) very similar: Isella et al. (2009) de-
rived Rc ∼ 30− 230 au, while Andrews et al. (2009, 2010) obtained Rc ∼ 14− 198 au and
Guilloteau et al. (2011) found Rc ∼ 10 − 180 au. In terms of shape of Σ, the results are
more assorted: Isella et al. (2009) reports γ between -0.8 and 0.8, Andrews et al. (2010)
between 0.4 and 1.1, and Guilloteau et al. (2011) γ ∼ −0.2− 1.6. To understand whether
the discrepancies between the shapes of Σ and the similarities in the disk sizes can be in-
terpreted in terms of disk evolution, or are rather expression of the intrinsic scattering of
the initial conditions of these disks, we need more complete and more uniform surveys of
the closest star forming regions.
In the ALMA era, it is now possible to carry out high angular resolution (< 0.3′′) and
high sensitivity (rms ∼ 10µJy) observations for large samples of disks at multiple wave-
lengths, ranging from890µmto3mm. Thefirst high-resolution surveys at 890µmof pro-
toplanetary disks in the closest star forming regions have been completed (Barenfeld et al.
(2016), Upper Sco; Ansdell et al. (2016), Lupus; Pascucci et al. (2016), Chamaeleon). Lever-
aging on the power of statistical analysis, these observations have the potential of reveal-
ing scaling laws that we cannot investigate with the detailedmodeling of single sources. To
this extent, in Chapter 5 I show the application of the analysis tool that I have developed
to the ALMA survey of the Lupus disks at 890µm, where I use the self-similar profile to
derive constraints on the disk size and on the shape of Σ for 20 disks.
Throughout thisThesis, I always adopt the self-similar profile in Eq. (2.15)which allows
the derived disk structure to be interpreted directly in terms of the evolution of accretion
disks.
2.3 Dust model
In the previous section we recalled the fundamental equations of the two-layer disk model
that is used throughout this Thesis. A key physical parameter that influences the contin-
uum emission (especially at radio wavelengths) is the dust opacity κν (see, e.g., Eq. 2.5 and
2.6), which depends on dust properties such as the grain size and shape distribution, the
grain temperature, the chemical composition, the electric charge, etc. (see Chapters 22
to 25 in Draine 2011). Since all these properties must be specified in order to compute
the bulk dust opacity κν , we can use (sub-)mm observations (which are sensitive to κν) to
increase our knowledge of the dust properties in protoplanetary disks (Testi et al. 2001;
Draine 2006). Observational constraints on the dust properties would be of paramount
importance for theoreticalmodels of planet formation as theywould constitute amajor in-
put parameter setting the environment of the initial stages of planet formation (Armitage
2010; Testi et al. 2014).
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2.3.1 Dust composition
Assessing the compositionof dust grains frommeasurements of thewavelength-dependent
opacity is not an easy task as it requires the simultaneous analysis of several tracers and
an accurate modeling of the interaction between the grain and the radiation. Indeedmany
physical mechanisms (e.g., related to the thermal conditions where the dust grains live) as
well as other dust properties may pollute the spectral features that can be used as signa-
tures of particular dust compounds, thus making the determination of their abundances
rather degenerate.
By collecting a wide range of astronomical data, the composition of primitive solar
system bodies and solar elemental abundances, Pollack et al. (1994) derived a model for
the composition and the abundances of grains and gaseous species inmolecular cloud cores
and accretion disks around young stars. The dust properties in protoplanetary disks are
derived from those in molecular cloud cores assuming the cold dust in the outer disk has
undergoneminor processing (the dust in the cloud core is slightly processed from the shock
occurring at the cloud-disk interface) and the dust of the inner disk has properties similar
to those of the dust residing in the warm regions of cloud cores. The mass fractions of the
most abundant grain species found by Pollack et al. (1994) are reported in Table 2.1.
Throughout thisThesis I assumed a simplified version of the Pollack et al. (1994)model
assuming the three most abundant species: water ice, astronomical silicates (e.g., olivine)
and refractory organics. Furthermore, since the process of grain growth in disks leads
grains to form fluffy aggregates with fractal structures, the dust model I assume always
considers a rescaled version of these abundances to account for a 30% vacuum in the grain
composition (cf. the Porous simplified version in Table 2.1).
Table 2.1 Dust composition in protoplanetary disks
Pollack et al. (1994) Simplified version
Compact Porous
Species Bulk Density Mass fr. Volume fr. Volume fr. Volume fr.
( g/cm3) ×10−3 % % %
Water ice 0.92 5.55 59.46 65.99 46.2
Refractory organic 1.5 3.53 23.19 25.74 18.0
Olivine 3.49 2.64 7.46 8.27 5.8
Orthopyroxene 3.40 0.77 2.23 – –
Troilite 4.83 0.77 1.57 – –
Volatile organic 1.0 0.60 5.93 – –
Metallic iron 7.87 0.13 0.16 – –
Vacuum – – – 0 30.0
Notes. Grain species in accretion disks around young stars, sorted by decreasing mass fraction, derived by
Pollack et al. (1994). For each species, we report the mass and volume fractions found by Pollack et al. (1994)
and the volume fractions for two simplified versions: for compact (0% vacuum) and porous (30% vacuum)
grains. The latter version is adopted throughout this Thesis.
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2.3.2 Shape
In the core accretion scenario, the coagulation of small sub-µm sized grains into larger
aggregates is the first step towards planet formation. The complexity of the structures of
the growing aggregates is determined by the dust composition, by the collision velocity
between dust grains and by the relative size of the colliding grains (see Testi et al. 2014,
and references therein). At low collision velocities the sub-µm sized aggregates develop
fractal and fluffy structures (Kataoka et al. 2013), while as they grow and hit at higher
velocities they are compactified and therefore can be better described as spherical grains
with typical volume filling factor between 0.05 and 0.5 (Blum and Wurm 2008). Since
the (sub-)mm emission is mostly produced by large mm-sized grains, for studies in this
wavelength regime it is safe to assume that the dust grains have a spherical shape.
2.3.3 Grain size distribution
The distribution of dust grains in gas-free environments such as asteroid belts and de-
bris disks is regulated by a so-called collisional cascade (Williams andWetherill 1994): large
bodies undergo collisions at extremely high velocities (order of km/s) which cause their
fragmentation into smaller bodies which, in turn, collide and fragment further until they
reachµmsizes and are removedbyPoynting-Robertsondrag (Wyatt et al. 1999). Dohnanyi
(1969) computed the grain size distribution inducedby such a collisional cascade and found
that it is well represented by a power-law density distribution⁶ n(a) ∝ a−q, where a is the
grain radius and q = 3.5. Derived under the assumption that the collisions have self-
similar outcomes, the slope of the power-law distribution found by Dohnanyi (1969) is
primarily set by themass dependence of cross section and is very weakly dependent on the
mechanical details of the fragmentation process (Tanaka et al. 1996; Makino et al. 1998;
Kobayashi and Tanaka 2010).
Since the Dohnanyi (1969) distribution is in good agreement with size distribution of
ISM grains (Mathis et al. 1977), it is normally used to describe the dust also in the gas-
rich medium of protoplanetary disks. In the standard star formation scenario (Shu et al.
1987), protoplanetary disks are made out of the material of their parent cloud, therefore
it is reasonable to assume that the building blocks available for planatesimal formation
are the sub-µm sized grains typical of the ISM. However, in the gas-rich interior of proto-
planetary disks, the grain motions are damped by the interaction with the gas and their
relative velocity is greatly reduced. This leads to an enhanced probability of grain sticking
in low-velocity encounters, and to an overall growth of grain size (Birnstiel et al. 2011).
For a review of theoretical models of grain growth in protoplanetary disks see Birnstiel
et al. (2016).
Throughout this Thesis, we assume a power-law grain size distribution that captures
both the aspects described above: in the disk atmosphere (i.e., the surface layer) we expect
the grain size distribution to be dominated by small, sub-µm sized grains, therefore we
will adopt a slope q = 3.5 (Mathis et al. 1977). Conversely, in the disk interior (i.e., in the
midplane layer), we expect the grains to have grown in size and settled (Dullemond and
Dominik 2004; Tanaka et al. 2005), thereforewewill use a slope q = 3.0which corresponds
⁶The distribution can also be stated as a function of grain mass: n(m) ∝ m−α, with α = 11/6.
Dust model 27
to a population of larger grains. The grain size distribution can be summarized as follows:
n(a)sur =
{
a−3.5 10 nm ≤ a ≤ 1µm
0 otherwise
(for the surface) (2.19)
n(a)mid =
{
a−3 10 nm ≤ a ≤ amax
0 otherwise
(for the midplane) (2.20)
where amax is the maximum grain size in the midplane layer.
There is theoretical (Brauer et al. 2008; Birnstiel et al. 2009) and observational (Testi
et al. 2003; Natta and Testi 2004; Rodmann et al. 2006; Ricci et al. 2010b) evidence that
typical amax in the disks midplane is (at least) 1mm − 1 cm, but these are disk-averaged
values and a currently active area of research is the determination of the maximum grain
size that can be reached in protoplanetary disks as a function of the location in the disk
(Pérez et al. 2012; Tazzari et al. 2016). Indeed, many dynamical an micro-physical effects
arising from the interaction with the gas hamper the growth of dust grains, resulting in
several barriers that the grains have to overcome in order to reach the planetesimal size.
One of the main aims of this Thesis (cf. Section 1.3) is to determine the radial profile
of amax in protoplanetary disks: in Chapter 3 I develop a tool that allows us to constrain
amax(R) from multi-wavelength resolved (sub-)mm observations and in Chapter 4 I apply
the method to the disk orbiting the Herbig AeBe star HD 163296.
2.3.4 Opacity calculation
In this section we compute the opacity κν corresponding to the dustmodel specified in the
previous sections. We therefore aim at computing the optical properties of a population of
dust grains with size distribution n(a), spherical shape and amixed chemical composition.
First, we use the Bruggeman (1935) mixing theory that allows us to compute the op-
tical properties of dust grains made of different chemical components by combining the
optical properties of each component. The simplified version of the Pollack et al. (1994)
dust model that we are using assumes dust grains made of water ice, refractory organics
and olivine, with volume fractions of 46.2%, 18% and 5.8%, respectively, and account for
a 30% of vacuum. The average density of a composite grain can be computed as:
ρ =
N∑
j=1
fjρj , (2.21)
where fj and ρj are the volume fraction and the bulk density of the j−th component, re-
spectively, and N is the total number of components. For our dust model ρ = 0.9 g/cm3
and N = 4, vacuum being the fourth component having f4 = 0.30.
It is useful to define the complex refractive index mj = nj+ ikj and the dieletric function⁷
ϵj = m2j of the j−th chemical component. Note that both these quantities are functionofλ,
the wavelength of the incident radiation, and vacuum has ϵ = 1 by definition. Throughout
this Thesis we use the measurements of the wavelength-dependent refractive index from
Warren (1984) for water ice, from Zubko et al. (1996) for refractory organics and from
Weingartner and Draine (2001) for astronomical silicates.
⁷Defined as the response of a material to an incident electric field E = E0e−iωt.
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According to the Bruggeman (1935) theory, we can derive an effective dielectric func-
tion ϵeff for a composite material by solving the followingmixing rule for ϵeff :
N∑
j=1
fj
ϵj − ϵeff
ϵj + 2ϵeff
= 0 . (2.22)
Once ϵeff is computed, to convert the dielectric function into an opacity estimate we
useMie theory⁸ (Mie 1908; Debye 1909) which provides a solution toMaxwell’s equations
for spherical grains of size comparable to the wavelength of the incident radiation. Mie
theory allows us to compute the wavelength dependence of the normalized absorption
cross sectionQabs(ν, a) for a grain of radius a. From the definition of opacity (Rybicki and
Lightman 1986) we can thus compute the opacity of a single grain as:
κabs(ν, a) ≡
Cabs
m
=
Qabsπa2
m
=
3
4aρ
Qabs(ν, a) , (2.23)
where Cabs is the absorption cross section and m is the grain mass. For a population of
dust grains with size distribution n(a), the overall opacity is obtained by mass-averaging
κabs over the population:
κ(ν) =
1
M
mmax∫
mmin
κabs(ν,m) n(m)mdm =
4πρ
3M
amax∫
amin
κabs(ν, a) n(a)a3 da , (2.24)
wherem = 43πρa
3 is the mass of a grain andM is the total mass of the dust population. At
radio wavelengths the frequency dependence of κ can be well approximated with a power-
law, therefore it is usually written as:
κ(ν) = κ0
(
ν
ν0
)β
, (2.25)
where κ0 is a normalization factor and β is the spectral index. Opacity measurements at
mm wavelengths for dust in the ISM exhibit a steep spectral index βISM = 1.7 (Friesen
et al. 2005), while in protoplanetary disks the observed values are smaller βdisk ≃ 1 (Beck-
with et al. 1990; Testi et al. 2003; Natta and Testi 2004; Ricci et al. 2010a,b).
While the absolute scale of κ indeniably depends on the grain structure (which sets the
absorption and scattering cross sections), Draine (2006) showed that the smallβdisk values
that are commonly observed in disks can be safely interpreted as the result of an increased
grain size a ≳ 3mm. The mm spectral index β can be therefore used as a tracer for grain
growth, and has been recently measured in a few protoplanetary disks as a function of the
distance from the star (Pérez et al. 2012, 2015; Tazzari et al. 2016; Guidi et al. 2016): all
these studies find β ≪ 1 in the inner disk (R < 100 au) and a gradient towards larger
β ≃ βISM in the outer disk, evidence that would confirm the size-sorting effect induced
by radial drift (large grains, less coupled with the gas than small grains, drift inwards more
quickly).
Finally, the theoretical dust opacity calculation described in this section allows us to
convert the measurements of β in estimates of the maximum grain size: in Figure 2.2 we
show that β ≲ 1 is a clear signature of the presence of large grains with sizes amax ≳
⁸A modern derivation of Mie theory is given in Stratton (1941) and in Chapter 9 of van de Hulst (1981).
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Fig. 2.2 Dust spectral index β as a function of amax for a dust population with a power-law size
distribution as in Eq. (2.19) and (2.20), for three different grain compositions. The colored bands
show the range of β values produced for different power law indices q. β ≲ 1 can be safely inter-
preted in terms of large grains (a ≳ 1mm), regardless the composition. Credit: Testi et al. (2014).
1mm, regardless the dust composition, porosity and size distribution (Testi et al. 2014).
In Figures 3.1 (Chapter 3) and C.1 (Appendix C) I show the opacity κ(λ) and the spectral
index β as a function of amax for the dust model that I adopt throughout this Thesis.

3
Multi-wavelength analysis for
interferometric (sub-)mm
observations of protoplanetary disks
The content of this chapter has been published in:
“Multi-wavelengthanalysis for interferometric (sub-)mmobservations of protoplan-
etary disks”
Tazzari, M., Testi, L., Ercolano, B., Natta, A., Isella, A., Chandler, C.J., Pérez,
L.M., Andrews, S., Wilner, D. J., Ricci, L., Henning, T., Linz, H., Kwon, W.,
Corder, S. A., Dullemond, C. P., Carpenter, J.M., Sargent, A. I., Mundy, L.,
Storm, S., Calvet, N., Greaves, J.A., Lazio, J., Deller, A.T., 2016, A&A, 588, 53.
3.1 Need for a forward-modeling approach
The first multi-wavelength study that leveraged on a wide sub-mm/cm wavelength cover-
age was carried out by Pérez et al. (2012), who used interferometric observations between
0.88 and 9.8mm to constrain the radial profile of the β index in the AS 209 protoplanetary
disk. They fit each wavelength separately assuming a dust opacity constant with radius,
and derived a disk temperature profile and an optical depth profile τν ∝ Σκν for each
wavelength, where Σ is the dust surface density and κν is the dust opacity. Then, given
that the surface density must be wavelength independent, they ascribed the changes in τν
to variations in κν (and therefore in the dust properties), thus deriving the β(R) profile.
They found β ∼ 0.5 (mm- and cm-sized grains) in the inner disk region (R ≲ 50 au) and
β ≳ βISM = 1.7 (sub-mm-sized grains) in the outer disk. Themain limitation of this study
was the lack of a self-consistent modeling of all the fitted wavelengths with a single disk
model with radially-dependent dust properties. The adoption of this piece-wise diskmodel
reflected in the impossibility to interpret the results in terms of a global solution for the
disk structure characterized by a unique population of dust grains with a clearly defined
maximum size distribution.
Improving on the results of Banzatti et al. (2011), Trotta et al. (2013) carried out the
first attempt of a self-consistent modeling of the disk structure and the dust properties
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by fitting interferometric observations of the CQ Tau protoplanetary disk using a radius-
dependent grain size distribution. With this model, they were able to fit observations
simultaneously at 1.3, 2.6, and 7mm, finding evidence of dust grains ranging in size from
a few cm in the inner disk (< 40 au) to a few mm at 80 au. The work by Trotta et al.
(2013) laid down the basis of the study we present here, where we have developed this
multiwavelength fit technique further.
In this Chaper we present a data analysis procedure that exploits the wealth of infor-
mation carried by multiwavelength (sub-)mm observations in order to characterize the
disk structure and the level of grain growth in the disk in a self-consistent way. Previous
studies fit observations at different wavelengths separately, inferring for each of them a
different temperature and surface density profile. Wenote that the discrepancy in the tem-
perature profile inferred from fitting two different wavelengths can be as large as a factor
of 2, especially in the outer disk, see Figure C.2 in Appendix C).Then, making assumptions
on the average temperature and surface density profile that should characterize the disk,
these studies reconciled the wavelength-dependent discrepancies between the models by
deriving a β(R) profile. Adopting a more typical forward-modeling technique, the multi-
wavelength analysis we present here derives a self-consistent diskmodel defined by unique
temperature, surface density, and grain size profile thatmake it capable of reproducing the
observed disk emission at all thewavelengths simultaneously. Themultiwavelengthnature
of the analysis enables us to break the degeneracy between the disk temperature, the dust
opacity, and the dust surface density and thus provides us with a self-consistent physical
description of the disk structure.
With ALMA reaching full science and the major upgrade of the VLA, the improving
quality of the (sub-)mm observational datasets in terms of angular resolution and sensi-
tivity make such automated multiwavelength analysis an ideal tool to investigate the disk
structure and the dust properties for a large number of disks.
The Chapter is organized as follows. In Section 3.2 we introduce the architecture of the
analysis technique, describing the details of disk and of the dustmodels, and clarifying the
Bayesian approach adopted for the analysis. In Section 3.3 the details of the observations
are given. In Section 3.4 we present the results of the fit of FT Tau and in Section 3.5 fit
results for the other disks. In Section 3.6 we compare and discuss the results obtained for
the different disks. In Section 3.7 we draw our conclusions. In Appendices B and C we de-
scribe, respectively, the implementation of the Bayesian analysis and the results produced
during the benchmarking of our analysis against previous results by Pérez et al. (2012).
3.2 Analysis technique
Wedeveloped amethod for constraining thedust properties and thedisk structure through
the self-consistentmodeling of sub-mmandmmobservations. Themethod is based on the
simultaneous uv-plane fit of several interferometric observations at differentwavelengths.
The strength of the method lies in the fact that it allows the derivation of a unique disk
structure and dust size distribution capable of reproducing the observed flux at all the
fitted wavelengths (forward-fit).
Themethod adopts aBayesian approach andperforms an affine-invariantMarkov chain
Monte Carlo (MCMC) method developed by Goodman and Weare (2010) to explore pa-
rameter space in an efficient way. The results of the fit provide probability distributions
for the value of each free parameter, estimates of their correlations, and a best-fit model
from which residual maps can be computed.
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Furthermore, we designed the method to have a modular and flexible architecture. It
ismodular in the sense it allows the disk and the dust models to be changed independently
of each other, making it suitable for studying disks with particular morphologies (e.g.,
with holes or asymmetries) or for testing different dust opacity models. It is flexible as
it is designed to fit each observed (u, v)−point independently rather than binned values
of deprojected visibilities (which would require an a priori knowledge of the disk center,
inclination, and position angle). This makes the method ready to be applied to disks with
non-axisymmetric surface brightness distributions and to be expanded in future to fit the
disk inclination and position angle self-consistently with the disk structure.
It is worth noting that the major requirement of this method is the availability of a
fast and efficient disk and dust model. Since the MCMC usually requires from one to two
million model evaluations in order to converge, the speed and the efficiency of the model
become extremely important and determine the overall computation time. For this, a huge
effort was put into the optimization of the disk and the dust models and into the compu-
tation of synthetic visibilities. The average time required for one posterior evaluation¹ is
approximately 30 seconds on an Intel® Xeon®CPUE5-2680 at 2.70GHz, thus implying that
one million evaluations would require more than 1 year to be computed. However, since
half of the model evaluations required by the affine invariant MCMC can be computed in-
dependently of each other at each step, the overall computation time can be shortened to
2 days by parallelizing the code and running it on hundreds of cores. We achieved an ex-
tremely good scalability of the code performance up to 200 cores using the implementation
and parameters discussed in Section 3.2.3.
3.2.1 Disk model
We compute the disk structure and its thermal emission adopting the two-layer diskmodel
of Chiang and Goldreich (1997) with the refinements by Dullemond et al. (2001). Accord-
ing to the two-layer approximation, the disk ismodeled as a surface layer directly heated by
the radiation of the central star and an internal layer – hereafter called midplane – heated
by the radiation reprocessed by the surface layer. Accretion, if present, is another process
that would contribute to the heating of the midplane. This internal heating is most effi-
cient in the very inner regions of the disk and only if the accretion rate is very high (see,
e.g., Dullemond et al. 2007, and references therein); however, for this particular study we
neglect it. Assuming that the disk is vertically isothermal (separately in each layer) and
in hydrostatic equilibrium under the gas pressure and the gravitational field of the star,
the two-layer approximation allows us to compute the structure of the disk by solving the
vertical radiative transfer equation at each radius. The disk model is computed over a log-
arithmic radial grid between an inner and an outer radius, respectively Rin = 0.1 au and
Rout ≥ 300 au; the exact value of Rout is chosen to be much larger than the continuum
emission observed for the particular object that is being fitted.
Once the surface and themidplane temperature profiles, respectivelyTsur(R) andTmid(R),
are computed, the radial profile of the disk thermal emission (assumed to be optically thin)
¹A posterior evaluation consists of an execution of the disk and the dust models; the computation of the
synthetic visibilities through four fast Fourier transforms (FFT) (for the test case, we fit four wavelengths and
the matrix sizes were 1024x1024, 1024x1024, 4096x4096, and 4096x4096, which are defined by the range
of (u,v) distances sampled by the observed visibilities); and the sampling of the synthetic visibilities at the
location of the antennas (for the test case we have approximately 2.5 million uv-points).
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at a given wavelength ν is given by:
Itotν (R) = I
sur
ν (R) + I
mid
ν (R) , (3.1)
where
Isurν (R) =
1
d2
{
1+ exp
[
−Σd(R)κ
mid
ν (R)
cos i
]}
Bν [Tsur(R)]∆Σ(R)κsurν , (3.2)
Imidν (R) =
cos i
d2
{
1− exp
[
−Σd(R)κ
mid
ν (R)
cos i
]}
Bν [Tmid(R)] , (3.3)
andΣd(R) is the dust surface density, κsurν andκ
mid
ν (R) are respectively the surface and the
midplane dust opacities (see the next Section for details), Bν(T) is the blackbody bright-
ness, i is the disk inclination (i = 0◦ for a face-on disk), ∆Σ is the surface density of the
surface layer, and d is the distance to the disk. These equations are derived for a geomet-
rically thin disk (H/R ≪ 1) and for low disk inclinations (if the disk is seen at i > 70◦ a
proper ray tracing is needed to account for the optical depth induced by the vertical struc-
ture of the disk). We refer the reader to Dullemond et al. (2001) for a complete derivation
of the above expressions .
To complete the definition of themodel, a radial profile for the gas and the dust surface
density must be specified. In continuity with previous studies (Andrews et al. 2009; Isella
et al. 2010), we parametrize the surface density adopting a self-similar solution for an
accretion disk (derived assuming viscosity is constant in time; Lynden-Bell and Pringle
1974; Hartmann et al. 1998)
Σg(R) = Σ0
(
R
R0
)−γ
exp
[
−
(
R
Rc
)2−γ]
, (3.4)
where Σ0 is a constant, R0 is a scale radius that we keep fixed at R0 = 40 au, and Rc is
the spatial scale of the exponential cutoff. Assuming a constant dust-to-gas mass ratio
ζ = 0.01 throughout the disk, the dust surface density is Σd = ζ Σg. A fixed ζ across the
disk is a commonly used simplifying assumption, which we also adopt in our models as
we cannot independently constrain the gas and dust surface density profiles with our ob-
servations. It is expected (e.g., Birnstiel and Andrews 2014) that the gas and dust disk
surface densities evolve differently over time. This is also confirmed by some observations
that show extended, dust depleted outer gaseous disks (e.g., de Gregorio-Monsalvo et al.
2013). In addition, as discussed above, we assume that viscous evolution has been shaping
the surface density profile, but that it is not important for the disk heating balance. This is
a common approximation that generally describes the observations well; high spatial reso-
lution observations reveal that these smooth surface densities are an approximation of the
real dust distribution (e.g., ALMA observations of the HL Tauri disk, ALMA Partnership
et al. 2015). In this study, considering the limited angular resolution of the observations
we are analyzing, there is no need to adopt a more detailed radial profile.
We now discuss two fundamental modifications we implemented in the two-layer disk
model for the present study. First, the two-layer model is applicable only if, at every ra-
dius, the disk absorbs all the impinging stellar radiation. However, due to the exponential
tapering of the dust surface density, the outermost disk region will eventually become op-
tically thin to the stellar radiation. In this outer region, instead of adopting the two-layer
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Table 3.1 Stellar and disk properties.
Object SpT L⋆ M⋆ T⋆ i P.A. Ref.
(L⊙) (M⊙) (K) ( ◦ ) ( ◦ )
AS 209 K5 1.5 0.9 4250 38 86 1
DR Tau K7 1.09 0.8 4060 25a 75a 2
FT Tau K6-M3.5b 0.38 0.85 5000 23 29 3
Notes For each disk we give the spectral type of the central star, its luminosity, mass, and surface
temperature. We also provide the parameters defining the disk geometry, namely the inclination and the
position angle (measured East of North). (a)From Eisner et al. (2014); (b)From Luhman et al. (2010a,b).
References. (1) Andrews et al. (2009); (2) Ricci et al. (2010b); (3) Guilloteau et al. (2011); Kenyon and
Hartmann (1995).
model (which becomes numerically unstable), we assume that the disk temperature de-
creases radially as a power law Tmid(R) ∝ R−k, where k is obtained by fitting the Tmid
profile in the optically thick disk region. Hereafter we call R ≥ R the region where we ap-
ply this power law assumption. Second, following Isella et al. (2010) we impose a lower
limit on the midplane temperature, namely the equilibrium temperature with the inter-
stellar radiation field. We model this by adding an extra radiative flux impinging on the
midplane σSBT4ext, where the temperature of the external radiation field Text = 10K and
σSB is the Stephan-Boltzmann constant. As a result, at each radius the effective midplane
temperature is given by [T4mid(R) + 10
4]1/4, where Tmid(R) is the temperature computed
by the two-layer model for R ≤ R, and Tmid(R) ∝ R−k for R > R. This additional flux con-
tribution is negligible in the inner region of the disk and starts to be relevant only in the
outer parts where Tmid becomes comparable to 10K.
The geometry of the disk on the sky is defined by specifying the disk inclination i (the
angle between the disk rotation axis and the line of sight, where i = 90◦ corresponds to
an edge-on view) and position angle PA (the angle between the disk semi-major axis as it
appears on the sky and the north direction, measured east of north). In the present study
i and PA are fixed parameters (see Table 3.1 for detailed references).
Furthermore, in our model we account for the possible contamination by emission
from ionized gas, which is mostly relevant at longer wavelengths and is caused by ther-
mal or non-thermal emission processes (e.g., free-free or gyro-synchrotron emission) from
free electrons in the densest parts of a wind or the stellar corona (Rodmann et al. 2006;
Ubach et al. 2012). We estimate and subtract this contamination by assuming that the
emission is unresolved by our observations and dominates the long-wavelength emission
at and beyond 3.6 cm. We estimate the maximum possible contamination extrapolating
to millimeter wavelengths the flux density observed with the VLA at 6 cm (assuming that
at these wavelengths there is no contribution from dust emission) and using an optically
thick spherical wind approximation (Fν ∼ ν0.6: Panagia and Felli 1975). This assumption
is conservative in the sense that provides themaximum possible contamination at shorter
wavelengths.
3.2.2 Dust model
In order to account for the settling of large grains toward the diskmidplane, as predicted by
the models and observed by the lack of large grains in the disk atmosphere (e.g., based on
studies of silicate features; Natta et al. 2007 and references therein), we adopt twodifferent
dust size distributions for the surface and for the midplane, which result in two different
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Fig. 3.1 Dust opacity (per gram of dust) for amax = 0.8, 1, 3mm, and 1 cm, computed for the
midplane population of grains assuming the composition of 5.4% astronomical silicates, 20.6%
carbonaceous material, 44% water ice, and 30% vacuum and a size distribution n(a) ∝ a−q for
amin < a < amax with q = 3.0 and amin = 10 nm.
opacities, κsurν and κ
mid
ν , respectively.
The choice of the dust grain size distribution aims at simplymodeling a protoplanetary
disk with a surface layer mainly composed of small grains and a midplane layer of larger
pebbles (Dullemond and Dominik 2004; Tanaka et al. 2005). For both the surface and the
midplane we adopt a power law distribution n(a) ∝ a−q for amin < a < amax, where a is
the dust grain radius and q > 0 is the power law index, choosing asurmin = a
mid
min = 10 nm,
kept fixed throughout the disk. The particular value chosen for amin does not affect our
results as long as amin ≪ 1µm (Miyake and Nakagawa 1993). For the surface we assume
asurmax = 1µm constant throughout the disk, whereas for the midplane we allow a radial
variation of amidmax modeled as
amidmax(R) = amax0
(
R
R0
)bmax
, (3.5)
where R0 = 40 au and amax0 is a normalization constant. In the disk surface we choose
q = 3.5 which describes well the size distribution of interstellar dust grains (Mathis et al.
1977; Draine and Lee 1984) out of which protoplanetary disks form, whereas for the disk
midplane we assume q = 3, which accounts for an enhanced population of large grains.
In Figure 3.1 we show the midplane dust opacity as a function of wavelength, computed
for some amax values ranging from 0.8mm to 1cm (which are representative values of the
grain sizes we find in the analyzed disks, see below Section 3.4). The impact of the choice
of q on the resulting β value can be seen in Figure 4 of Testi et al. (2014).
We assume the same dust composition in the surface and in the midplane. Similarly
to Banzatti et al. (2011) and Trotta et al. (2013), we assume the following simplified vol-
ume fractional abundances from Pollack et al. (1994): 5.4% astronomical silicates, 20.6%
carbonaceous material, 44% water ice, and 30% vacuum, thus implying an average dust
grain density of 0.9 g/cm3. We choose the fractional abundances given above for continu-
ity with previous studies on grain growth; however, we note that more recent estimates
based on analysis of data from the Spitzer Space Telescope can be found in the literature
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(e.g., Juhász et al. 2010).
Given the dust composition and the grain size distribution, we compute the dust opac-
ity using the Bruggeman effective medium theory (Bruggeman 1935) to calculate the di-
electric function of the composite spherical grain andMie theory to derive the dust absorp-
tion coefficients. The complex optical constants used to compute the dielectric function
are taken from Weingartner and Draine (2001) for silicates, Zubko et al. (1996) for car-
bonaceous material, and Warren (1984) for water ice.
3.2.3 Modeling methodology
We adopt a Bayesian approach, which provides probability distribution functions (PDFs)
for the free parameters of the model using a variant of the MCMC algorithm family. Isella
et al. (2010) provide a general description of the use of this methodology for modeling
protoplanetary disks.
Our diskmodel is defined by the following free parameters: Σ0,Rc, γ (to define the disk
structure) and amax0, bmax (to define the dust distribution). In the present study the fol-
lowing parameters are kept fixed: the dust properties (e.g., composition, shape, porosity),
the disk inclination i, the disk position angle PA, and the contaminating free-free flux den-
sity at each wavelength Fff(ν). We note, however, that in a more general approach these
parameters could be added to the Bayesian analysis and derived consistently with the disk
structure and the grain size distribution.
Given a set of values for these parameters, we compute the synthetic disk images (one
perfittedwavelength), and thenwe sample their Fourier transformat the same (u, v)−plane
locations of the observed visibilities. We finally compute the totalχ2 as the sumof the sev-
eral partial χ2λ computed for each wavelength,
χ2 =
∑
λ
χ2λ =
∑
λ
Nλ∑
j=1
∣∣∣Vobsλ,j − Vmodλ,j ∣∣∣2 · wλ,j , (3.6)
where wλ,j is the visibility weight², Vobsλ,j and V
mod
λ,j are respectively the observed and the
synthetic visibilities, and Nλ is the number of visibility points at the wavelength λ.
The posterior PDF is computed as the product of the likelihood of the observations
given the model, namely exp(−χ2/2), by the prior PDF p(θ) (where θ is a point in the
5D space of parameters). We assume a uniform prior for all the parameters, therefore
p(θ) = 1 for θ ∈ Θ and p(θ) = 0 otherwise, where Θ is a 5D domain in the space of
parameters defined by the ranges given in Table 3.2. In principle, the domain Θ can be
Table 3.2 Ranges defining the space of parameters explored by the Markov chain
Parameter Min Max Unit
γ -1 4 –
Σ0 0.1 200 g/cm2
Rc 5 300 au
amax0 0.001 100 cm
bmax -5 2 –
²The visibility weightswλ,j are computed theoretically as described byWrobel andWalker (1999) and then
re-scaled in order to assign the same weight to each wavelength.
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changed from disk to disk (e.g., the Rc interval can be changed depending on the disk size
determined from observations); however, in this study we kept it fixed to the intervals
given in Table 3.2, which are large enough to be suitable for different disks.
In addition to the disk structure and the dust size distribution, we also derive the pre-
cise position of the disk centroid by adding two nuisance parameters for each wavelength,
∆α0 and ∆δ0, that measure the angular offset between the disk centroid with respect to
its nominal position (α0, δ0). Thismethod allows the derivation of the correct center posi-
tion for the model even without any prior information on the star proper motion or other
systematic position offsets between the different wavelength observations.
The fit is performed using a variant of the MCMC algorithm (Goodman and Weare
2010), which allows the parameter space to be explored by several Markov chains at the
same time (an ensemble of hundreds to thousands of walkers³), which interact with each
other in order to converge to the maximum of the posterior. There are two advantages of
using several chains simultaneously. On the one hand, it allows a more complete explo-
ration of the parameters space (each chain starts from a different initial location); on the
other hand, it allows the computation to bemassively parallelized. We perform theMCMC
using the implementation provided in the Python package emcee (Foreman-Mackey et al.
2013), which offers the possibility of running the computation in parallel on several cores
and has been used for an increasing number of astrophysical problems in recent years. In
this study, we performMCMCwith 1000 chains: they are initialized with uniform random
distribution in the parameter spaceΘ, made evolve for a burn-in phase of some hundreds
steps, and finally let sample the posterior for several hundreds steps (for a detailed expla-
nation of the criteria used to assess the convergence of the chain, see Appendix B).
The outcome of theMCMC is a collection (a chain) of posterior samples out of whichwe
can estimate the 1D and2Dmarginal distributions of the free parameters (marginalization
means that all but one or two parameters of the posterior are integrated over). From the
1D marginal distributions, we do a point estimate of each parameter using the median
and we estimate the uncertainty as the central interval; i.e., from the 16th to the 84th
percentile. These estimators give a good representation of the marginalized distribution,
and reduce to the usual central credibility interval in the Gaussian case. For each fit, we
present a staircase plot with the 1D and 2D marginalized distributions of the interesting
physical parameters.
For this study, the optimization of the disk model and of the imaging routines allowed
us to execute the fits efficiently on hundreds of cores (hosted at the Computational Cen-
ter for Particle and Astrophysics, C2PAP) and thus to reduce the time needed to perform
each multiwavelength fit to 1 or 2 days. For further details on the implementation, see
Appendix B.
3.3 Observations
In this studywe apply ourmethod to three protoplanetary disks forwhichmultiwavelength
(sub-)mm observations are available: AS 209, DR Tau, and FT Tau. The AS 209 observa-
tions have already been presented by Pérez et al. (2012) and we refer the reader to that
paper for their details. DR Tau and FT Tau observations from CARMA and VLA are now
described in turn. A summary can also be found in Table 3.3.
³In this affine-invariant MCMC, the chains are also called walkers.
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Table 3.3 Details of the observations used for the fits
Object α δ Telescope λ Fλ Beam properties Fff Ref.
(J2000.0) (J2000.0) (mm) (mJy) FWHM (
′′
) P.A. ( ◦ ) (µJy)
AS 209 16 49 15.30 −14 22 08.7 SMA 0.88 580 ±60 0.61×0.45 32.4 – 1
CARMA 2.80 40 ±60 0.93×0.63 −21.9 – 1
VLA 8.00 1.1 ± 0.1 0.25×0.18 −77.0 80 1
VLA 9.83 0.48± 0.1 0.30×0.20 −79.0 100 1
DR Tau 04 47 06.20 +16 58 42.8 CARMA 1.30 137 ±20 0.25×0.22 −63.8 – 3
VLA 7.05 1.4 ± 0.1 0.43×0.33 −54.2 <122 3
VLA 7.22 1.4 ± 0.1 0.45×0.34 −54.1 <120 3
FT Tau 04 23 39.19 +24 56 14.1 CARMA 1.30 107 ±10 0.52×0.39 −60.0 – 2
CARMA 2.60 24 ± 2 1.13×1.02 −77.3 – 2
VLA 8.00 1.1 ± 0.1 0.48×0.32 71.3 <220 3
VLA 9.83 0.7 ± 0.1 0.57×0.36 70.9 <190 3
Notes. For each disk we give the coordinates and the properties of the observations: λ is the wavelength of
the combined continuum data, Fλ is the integrated continuum flux density (with error), FWHM and PA are
respectively the size and the position angle (measured east of north) of the synthesized beam, Fff is the
estimated free-free contamination upper limit.
References. Observations presented in: (1) Pérez et al. (2012) (2) Kwon et al. (2015) (3) this work.
3.3.1 CARMA observations of DR Tau and FT Tau
Observations of DR Tau at 1.3mm were obtained using CARMA between October 2007
and December 2011. Multiple array configurations (A, B, and C) provide a uv-coverage
spanning 15-1290 kλ. Double-sideband single-polarization receivers were tuned to a LO
frequency of 230 GHz in A configuration, 227.75 GHz in B configuration, and 228.60 GHz
in C configuration. For optimal continuum sensitivity, the spectral windows in the cor-
relator were configured to the maximum possible bandwidth per spectral window (0.47
GHz). The number of continuum spectral windows varied for different configurations: a
total bandwidth of 1.9 GHzwas available for the B and C configuration observations, while
during the A configuration observations the total bandwidth was 8 GHz. Observations of
complex gain calibrators (0530+135 and 0449+113) were interleaved with science target
observations. Additionally, a strong quasar was observed to calibrate the complex band-
pass. The absolute flux density scale was derived from observations of a secondary flux
density calibrator (3C84 or 3C273), whose flux density was monitored by the CARMA ob-
servatory, resulting in a fractional uncertainty of∼ 15% in the absolute flux density cali-
bration. Calibration was performed with theMIRIAD software package, with each dataset
being calibrated separately. The 1 and 3mmCARMA observations of FT Tau are presented
in Kwon et al. (2015), to which we refer for the observational details. Here we give a brief
description. The data were obtained over a period of about 2 years, between 2008 Oct 15
and 2011 Jan 5. For good uv coverage, multiple array configurations were employed: 1mm
observations in B and C configurations provide a uv coverage of 17.0–620 kλ, and 3 mm
observations in A and C configurations gives a uv coverage from 4.1–727.6 kλ. MIRIAD
(Sault et al. 1995) was used for the data calibration. The absolute flux density was obtained
through observations of a reliable flux calibrator (Uranus) and resulted in fractional uncer-
tainties of 10%and8% for observations at 1.3 and2.6mm, respectively. The complex gains
were obtained through observations of a nearby bright point source (3C111). In the case
of the A configuration data at 3 mm the C-PACS (Pérez et al. 2010) was employed to re-
move short-period atmospheric turbulence. We note that while the images of Kwon et al.
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(2015) are produced with a Briggs robust parameter of 0 (which produces images with a
lower signal-to-noise ratio but better beam resolution), the images in this study use the
natural weighting (which does not apply any density weighting function to the observed
uv-points thus producing images with the best signal-to-noise ratio). Through the analysis
procedure described in Section 3.2.3 we fit the flux measured at each uv-point, therefore
we adopt the natural weighting scheme since is the most suitable to perform a direct com-
parison between the observed and the model data.
3.3.2 VLA observations of DR Tau and FT Tau
Observations of DR Tau and FT Tau using the Karl G. Jansky Very Large Array (VLA) of
theNational Radio AstronomyObservatory⁴ weremade as part of theDisks@EVLA project
(AC982) between 2010 November and 2012 August. DR Tau was observed using the Q-
band (λ ∼7mm) receivers with two 1GHz basebands centered at 41.5 and 42.5GHz in the
C and B configurations, providing projected uv-spacings from 5 to 1500 kλ. FT Tau was
observed using the Ka-band (λ ∼1cm) receivers with two 1GHz basebands centered at
30.5 and 37.5GHz in the C and B configurations, providing projected uv-spacings from 8
to 1300 kλ. For both targets the complex gain was tracked using frequent observations
of J0431+2037 (in C configuration) or J0431+1731 (in B configuration), and the complex
bandpass was measured using 3C84. The absolute flux density scale was derived from ob-
servations of 3C147 (e.g., Perley and Butler 2013), and its overall accuracy is estimated to
be 10%. The data were calibrated, flagged, and imaged using amodified version of the VLA
Calibration Pipeline⁵. At Ka-band the calibrator source J0431+2037 turned out to have
multiple components that required the source to be modeled before being used to derive
calibration solutions. In addition, because of the substantial time period covering the ob-
servations, corrections for source proper motion and/or other systematic position offsets
between datasets (e.g., caused by the structure of J0431+2037) also had to be applied. The
astrometry reported here corresponds to that derived from the B configuration data. The
VLA observations shown in this study have been imaged using natural weighting.
Both sources were also observed with the C-band (λ ∼6cm) receivers in themost com-
pact, D configuration of the VLA in 2010 July in order to evaluate any potential contami-
nation from ionized gas at shorter wavelengths. Two 1GHz basebandswere centered at 5.3
and 6.3GHz. Complex gain variations were tracked through observations of J0431+2037,
the bandpass was measured using 3C84, and the absolute flux density scale was obtained
through observations of 3C147. DR Tau was detected with an integrated flux density
F6cm = 99 ± 31µJy, while for FT Tau a 3σ upper limit on the 6cm flux density of 72µJy
was obtained.
3.4 Results
For each disk, we give a set of statistical and physical results that we describe in turn. In
this sectionwediscuss in detail the results for FTTau and in Section 3.5weprovide detailed
plots for the other disks.
In Figure 3.2 we present a staircase plot showing the posterior PDF computed from
the chain, after proper thinning; the fit needed 800 burn-in steps, and 500 further steps
⁴The National Radio Astronomy Observatory is a facility of the National Science Foundation operated
under cooperative agreement by Associated Universities, Inc.
⁵See https://science.nrao.edu/facilities/ vla/data-processing/pipeline/scripted-pipeline.
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Fig. 3.2 Representation of theMCMC results for FT Tau. On the top diagonal, the 1D histograms
are the marginalized distributions of the fitted parameters; the vertical dashed lines represent
(from left to right) the 16th, the 50th, and the 84th percentiles. The 2D density plots represent
the bi-variate distributions for each pair of parameters, with one dot representing one sample. The
plot shows the posterior sampling provided by 500 steps of the 1000-walkers chain (800 burn-in
steps were performed to achieve convergence). We note that in order to obtain an independent set
of samples, the chain has been thinned by a factor equal to the autocorrelation time (∼ 80 steps in
this case).
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Table 3.4 Fitted disk centroid positions
Object Telescope Epoch α δ ∆α,∆δ p.m. (α) p.m. (δ)
(UT) (J2000.0) (J2000.0) mas mas/yr mas/yr
AS 209 – 2000.0 16 49 15.30324 −14 22 08.6346 – −7.69 −22.84
SMA 2006-05-12 16 49 15.282 −14 22 08.77 0.005
CARMA 2009-12-10 16 49 15.303 −14 22 08.853 0.005
VLA 2011-05-20 16 49 15.298 -14 22 08.914 0.005
DR Tau – 2000.0 04 47 06.209 +16 58 42.81 – 12.6 −17.1
CARMA 2011-12-06 04 47 06.219 +16 58 42.711 0.002
VLA 2012-08-08 04 47 06.217 +16 58 42.652 0.006
FT Tau – 2000.0 04 23 39.193 +24 56 14.11 – 10.3 −21.4
CARMA 2008-10-15 04 23 39.193 +24 56 14.003 0.002
VLA 2011-03-28 04 23 39.196 +24 56 13.977 0.004
Notes. For each object we give the astrometric coordinates at the reference Epoch 2000.0 with proper
motion estimates from SIMBAD. For each interferometric dataset we give the coordinate of the disk center
derived from the fit, with the estimated errors (∆α and∆δ are found to be approximately equal). These are
the formal uncertainties of the fitting process and do not account for the uncertainties introduced by the
phase calibration (position accuracy of the calibrator and potentially uncorrected phase offsets); we estimate
that they contribute at the 0.1′′ level for our observations.
to sample the posterior. On the diagonal of Figure 3.2 we show themarginalized 1D distri-
butions for each parameter, which display a Gaussian-like shape; off the diagonal we show
the 2Dmarginalized distributions, which give an overview of the correlations between the
parameters. For FT Tau we obtain the following parameter values:
γ = 1.07± 0.06
Σ0 = 18± 2 g/cm2
Rc = 28± 3 au
amax0 = 0.40± 0.03 cm
bmax = −1.3± 0.1.
The errors are given by the central credibility interval of their marginalized distribution
(i.e., the 16th and 84th percentiles). We note that the fit has some additional parameters,
specifically four pairs of directional offsets (one pair (∆α0, ∆δ0) for eachwavelength), but
for the clarity of the plot we do not show them. In Table 3.4 we list the derived position of
the disk centroid (α, δ) determined by the fit, whereα = α0+∆α0 and δ = δ0+∆δ0. For
each disk, we also list (from the SIMBAD database) the star reference position at Epoch
2000.0 (from Hipparcos or 2MASS measurements), the proper motion estimates (from
Hipparcos or US Naval Observatory Catalogs), and– for each interferometric dataset– the
fitted disk center position with derived uncertainties. Within the uncertainties, the de-
rived positions are consistent with the expected stellar positions based on the astrometric
and proper motion measurements.
InFigure 3.3we compare the observed and themodel images at eachwavelength, show-
ing the residuals obtained by imaging the residual visibilities (obtained by subtracting the
noise-free model visibilities from the the observed visibilities). The best-fit model rep-
resented in Figure 3.3 corresponds to the model with median values of the marginalized
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Table 3.3 Comparison between the observed and the best-fit model images at different wave-
lengths of the FT Tau protoplanetary disk. The best-fit model is defined by the following parame-
ters: γ = 1.07, Σ0 = 18 g/cm2, Rc = 28 au, amax0 = 0.4 cm, bmax = −1.3. The observed images
are shown in the left panels, the model images in the center panels, the residuals in the right pan-
els. The positive and negative contour levels are spaced by 3σ (starting from -3σ) and are the same
in all the panels. The synthesized beam FWHM is represented as a gray ellipse in the bottom-left
corner of each map.
distributions (γ = 1.07, Σ0 = 18 g/cm2, Rc = 28 au, amax0 = 0.4 cm, bmax = −1.3) and
we have verified that it is among the models with lowest reduced χ̃2 ≃ 1.01. To produce
the maps we have applied the CLEAN algorithm (Clark 1980) with natural weighting. The
residuals are small at all the wavelengths, with one negative 3σ residual left at 1.3mm, a
few 3σ residuals left at 3mm, and no residuals within±3σ left at 8.0 and 9.8 mm.
Figure 3.4 shows the comparison between the probability distribution of themodel vis-
ibilities and the observations as a function of the deprojected baseline length (uv-distance).
Each panel corresponds to one wavelength, with the upper frame showing the real part
Re(V) and the lower frame showing the imaginary part Im(V). The declining profile of
Re(V) with increasing uv-distance shows that the disk is spatially resolved at all the wave-
lengths. Furthermore, wenote that the visibility profile at longerwavelengthshas a steeper
declinewith increasing baseline than the visibility profile at shorterwavelengths, thus con-
firming the rather general observational feature that the size of the (sub-)mm emitting re-
gion is anticorrelated with the observing wavelength (Pérez et al. 2012; Testi et al. 2014).
Themodels fit the observationswith a very good agreement at the shortest wavelength
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Fig. 3.4 Comparison between themodel and the observed visibilities as a function of deprojected
baseline length (uv-distance) for FT Tau. The data are binned in 40kλ bins. Black dots represent the
observed data and the colored boxes represent the probability distribution of model visibilities for
each uv-distance bin. The x-axis extent of each box is the bin size, while the y-axis extent is not fixed
as it depends on the probability distribution of themodel at that particular uv-distance bin; in some
cases they are very close to each other. The color scale represents the density of the distribution.
The solid black curve is the median, the dashed black lines are the 16th and 84th percentiles, and
the red dotted lines are the 2.3th and 97.7th percentiles.
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Fig. 3.5 Results of the FT Tau fit. Top: in the left panel, the posterior PDF of the maximum dust
grain size amax as a function of the disk radius; in the right panel, the posterior PDF of the dust
spectral radial profile β(R) between 1 and 10 mm. Bottom: in the left panel, the posterior PDF of
the gas surface density; in the right panel, the posterior PDF of the midplane temperature. Line
conventions are the same as those in Fig. 3.4.
(1.3 mm), and a lower degree of agreement at longer wavelengths. This should not be
a surprise for two main reasons: first, the observations at the shorter wavelength also
have higher signal-to-noise ratio and therefore have more weight in the fit; second, we are
modeling all the wavelengths simultaneously and so the resulting best-fit models are not
necessarily the models that best fit each wavelength separately. We note, however, that
although the VLA observations at 8.0 and 9.83 mm have a worse signal-to-noise ratio, the
models are still able to reproduce the observed total flux density (short uv-distances) and
the average flux density at the longer spatial frequencies extremely well. In the case of FT
Tau, the observations at 2.6 mm have a very low signal-to-noise ratio compared to those
at 1.3, 8.0, and 9.8 mm.
The top-left panel of Figure 3.5 shows the posterior PDF of the maximum dust grain
size amax as a function of the disk radius. The maximum dust grain size is larger in the
inner disk than in the outer disk, changing by one order of magnitude from 1 cm at 20 au
to 1mm at 120 au. We note that the smoothness of the amax(R) profile follows from the
power-law parametrization in Eq. 3.5. The 2σ error bars (given in terms of the 2.3-97.7%
credibility interval) are smaller than 10% at all radii and allow us to conclude that there
is a clear signature of a radial gradient in the maximum dust grain size throughout the
disk. In the top-right panel of Figure 3.5 we present the posterior PDF of the dust spectral
index radial profileβ(R) between 1 and 10mm, computed given the amax(R) posterior PDF
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Table 3.5 Parameters derived from the fits
Object γ Σ0 Rc amax 0 bmax
(g/cm2) (au) (cm)
AS 209 0.91+0.03−0.03 7.0
+0.4
−0.4 78
+3
−3 0.62
+0.02
−0.02 −1.17
+0.07
−0.07
DR Tau 1.10+0.08−0.1 20
+3
−3 21
+3
−3 0.24
+0.03
−0.02 −1.8
+0.2
−0.2
FT Tau 1.07+0.06−0.06 18
+2
−2 28
+3
−3 0.40
+0.03
−0.03 −1.3
+0.1
−0.1
Notes. For each parameter of the fit we list the median value; the error bars are given by the 16th and 84th
percentiles.
according to
β(R) =
∂ log κν(R)
∂ log ν
. (3.7)
The spectral index β increases with radius: the small values β < 1 for R < 50 au signal the
presence of dust grains that have reached sizes comparable to 1mm or more (Natta and
Testi 2004), whereas in the outer disk the spectral index approaches β ≳ βISM = 1.7,
a signature of the presence of smaller grains. The fact that in the outer disk we obtain
β ≳ βISM for grains somewhat larger (amax ≈ 1mm) than the usual ISM dust grains
(amax ≈ 1 − 10µm) is consistent with the observations at different wavelengths; these
observations give us information on different spatial scales in the disk and they are all fit
well by a model with the amax profile shown in Figure 3.5. The bottom plots in Figure 3.5
present the physical structure derived for FT Tau: the gas surface density (bottom-left
panel) and the midplane temperature (bottom-right) profiles. The surface density profile
monotonically decreases with a power-law index γ = 1.07± 0.06, a normalization value
Σ0 = 18± 2 g/cm2 at 40 au, and a cut-off radius Rc = 28au. The midplane temperature
profile decreases from 40K in the inner disk to 11K in the outer region.
The AS 209 and DR Tau protoplanetary disks have been fit with the same analysis pre-
sented here and the results are shown in Section 3.5. For both these disks the fit performed
well, as can be seen from themaps of the residuals and the comparison between themodel
and the observed visibilities at all the wavelengths. We note that the observations of DR
Tau at 1.3 mm display an asymmetry (in the NE region) that an axisymmetric disk model
like the one we are using here is not able to account for. In Table 3.5 we summarize the
results of the fits for the FT Tau, AS 209, and DR Tau protoplanetary disks. In all disks
we find sharply decreasing dust grain sizes, with amax ≈ 0.5 cm at R ≲ 40au, with a radial
power law slope −1.8 ≤ bmax ≤ −1.17. We also note that AS 209, DR Tau, and FT Tau
are fit with γ > 0 and bmax < 0. A degeneracy between γ and bmax is also apparent from
the bi-variate distributions in Figure 3.2 (bottom-left panel) and was already observed by
Trotta et al. (2013).
In Table 3.6 we list the physical quantities derived from the models: the total mass of
the diskMdisk (computed as the sum of the dust and the gas mass), the radius R90 contain-
ing 90%of the diskmass, and the radiusRwithinwhich the temperature is computed using
the two-layer approximation (see Section 3.2.1). It is reassuring that for all the disks, R is
larger than or comparable to the radius containing 90% of the mass, thus implying that
the assumption of a power-law temperature profile in the region R > R has minimal influ-
ence on the computation of the total flux density. We observe that the diskmasses that we
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Table 3.6 Models: physical quantities
Object Mdisk R90 R
(10−3 M⊙) (au) (au)
AS 209 14.9+0.4−0.4 161
+5
−3 155
+5
−4
DR Tau 14+4−1 52
+3
−3 65
+4
−2
FT Tau 15+1−1 69
+6
−4 99
+7
−6
Notes. For each disk we list the total disk massMdisk, the radius R90 within which 90% of the disk mass
resides, and the radius R within which the disk temperature is computed with the two layer disk model.
obtain with our multiwavelength analysis are comparable within a factor of 2 (or 4 in the
worst case) with those derived by previous single-wavelength studies. The Andrews et al.
(2009) analysis of AS 209 foundMdisk = 28× 10−3 M⊙ (γ = 0.4, Rc = 126 au), the Isella
et al. (2010) analysis of DR Tau foundMdisk = 63× 10−3 M⊙ (γ = −0.3, Rc = 41 au), and
the Guilloteau et al. (2011) analysis of FT Tau foundMdisk = 7.7× 10−3 M⊙ (γ = −0.17,
Rc = 43 au). We note that in two cases (DR Tau and FT Tau) we obtain γ > 0, whereas
past analyses obtained γ < 0. Furthermore, in all the cases we obtain γ values larger
than the previous single-wavelength studies. As noted by Trotta et al. (2013), this can
be understood by looking at the anticorrelation between γ and bmax, clearly visible in the
bottom-left frame in the staircase plot in Figure 3.2: single-wavelength studies (that adopt
an opacity constant with radius and therefore bmax = 0) obtain smaller γ values than a
multiwavelength analysis, where bmax and γ are constrained simultaneously.
3.5 Fits results
As anticipated in Section 3.4, herewe present the results of themultiwavelength fits for AS
209 and DR Tau. For each disk we present staircase plots with the 1D and 2Dmarginalized
posterior PDFs, maps of the residuals at each wavelength (obtained subtracting the best-
fit model from the observations), and a comparison between the observed and the model
visibilities at eachwavelength. We also present the physical structure derived for each disk:
the gas surface density and the midplane temperature profile. In Figures 3.6, 3.7, and 3.8
we present the results of the fit for AS 209 showing respectively the comparison of model
and observed visibilities, the residual maps and the posterior PDFs, and the derived disk
structure. In Figures 3.9, 3.10, and 3.11 we present the same plots for DR Tau.
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Fig. 3.6 AS 209 bin-averaged visibilities as a function of deprojected baseline length (uv-
distance). Black dots represent the observed data, the colored area represents the density ofmodels
for each uv-distance bin, and the lines are defined as in Figure 3.5.
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Fig. 3.7 Left panel: Staircase plot showing the marginalized and bi-variate probability distribu-
tions resulting from the fit for AS 209. Right panel: AS 209 maps of the residuals at the fitted
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Fig. 3.8 Results of the AS 209 fit. Left panel: posterior PDF of the gas surface density. Right panel:
posterior PDF of the midplane temperature. Line conventions are the same as those in Fig. 3.4.
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Fig. 3.9 DR Tau bin-averaged visibilities as a function of deprojected baseline length (uv-
distance). Color and line conventions are defined in Figure 3.5.
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Fig. 3.11 Results of the DR Tau fit. Left panel: posterior PDF of the gas surface density. Right
panel: posterior PDF of the midplane temperature. Line conventions are the same as those in Fig.
3.4.
3.6 Discussion
In the previous section we show how our new multiwavelength fitting technique allows
us to simultaneously constrain the disk structure and the radial variation of themaximum
dust grain size. This is themost important difference between ourmethod and previous at-
tempts to use multiwavelength observations to constrain the dust properties. We derive a
unique, yet simplified disk physical structure that describes the emission at all the observ-
ing wavelengths and at the same time we obtain a self-consistent distribution of particle
sizes that we assume to be a continuous function. Previous analyses have either assumed
a non-self-consistently derived temperature distribution across the disk (Guilloteau et al.
2011) or have used different disk physical structure fits at different wavelengths to infer
from their differences a constraint on the dust properties (Banzatti et al. 2011; Pérez et al.
2012). The method we developed, extending the work of Trotta et al. (2013), improves on
previous results by attempting a self-consistent modeling of the disk structure and dust
radial stratification. Our models produce results that are in qualitative agreement with
previous studies (larger grains in the inner disk than in the outer disk), but do show some
quantitative difference even when using the same assumptions about the dust composi-
tion.
We used the AS 209 protoplanetary disk to perform a detailed comparison of the re-
sults from ourmultiwavelength analysis with those of Pérez et al. (2012), who constrained
the disk structure and the dust radial distribution fitting each wavelength separately. The
details of the comparison are given in Appendix C, while here we briefly summarize the
main results. Adopting the same disk model and the same dust properties as Pérez et al.
(2012) we fit the AS 209 protoplanetary disk separately at each wavelength and found an
extremely good agreementwith the disk structure obtained by Pérez et al. (2012). Then, we
performed a multiwavelength fit again using the same disk model and dust prescriptions
used by Pérez et al. (2012) and we compared the resulting amax(R) and β(R) profiles. The
two techniques provide amax(R) profiles in good agreement almost throughout the disk,
with some differences in the inner region where the emission is not spatially resolved.
The main differences between the two approaches arise from the different derivation of
the dust temperature profile. The modeling by Pérez et al. (2012) produces independent
temperature profiles at different wavelengths, whereas our multiwavelength fit derives a
unique temperature profile for the disk midplane that holds at all wavelengths (which is
made possible by imposing a fixed parametrization of themaximum grain size with radius,
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Fig. 3.12 Left panel: radial profile of the maximum dust grain size amax constrained from the
multiwavelength fits. Right panel: radial profile of the dust opacity spectral slope β(R) between
1mm and 10mm. The dashed black horizontal line at βISM = 1.7 represents the typical value of
β for small ISM dust grains. In both panels: the thick lines represent the median (i.e., the best-
fit) model, and the shaded areas represent the 1σ credibility intervals. The best-fit model lines are
plottedwherever the signal-to-noise ratio is higher than3 (computed for the observationdisplaying
the most extended disk emission); the shaded areas are truncated at half the average beam size
(inner regions) and at R = R (outer regions).
in our case a power law⁶). Obtaining an accurate estimate of the temperature in the outer
disk is difficult due to the low optical depth to the stellar radiation and the low tempera-
ture reached by the disk midplane (moreover, other external heating effects possibly start
to play a role). Because we expect –within the range of wavelengths at which we observe–
that the major contribution of the emission always comes from themidplane dust, model-
ing this emission with a unique temperature profile is more physically founded than using
several different temperature profiles that apply in different disk regions. This considera-
tion is the main motivation for the development of our joint multiwavelength analysis.
In the left panel of Figure 3.12 we compare the radial profiles amax(R) obtained for the
disks in the sample. The observed declining profile of amax(R) with radius is in line with
the expected outcome of the viscous evolution of disks according to which the smaller dust
particles (closely coupledwith the gas) are brought to large stellocentric distances, whereas
the larger dust grains (less coupled with the gas and more sensitive to the gas drag) drift
inwards (Weidenschilling 1977; Brauer et al. 2008; Birnstiel et al. 2010; Armitage 2010). In
both figures, we plot the best-fit models as lines and the 1σ credibility intervals as shaded
areas. The best-fitmodels are truncated at the radius where the signal-to-noise ratio of the
observations becomes lower than 3, computed for the observation displaying the most
extended disk emission. The shaded areas are truncated in the inner region at half the
synthesized beam size to give a visual representation of the average angular resolution of
the observations, and in the outer regions at R = R . All the objects support evidence of
large grains in the inner disk (amax ≈ 1 cm) and smaller grains in the outer disk (amax ≲
3mm), with changes in size of at least one order of magnitude. Given the constrained
amax(R) profiles, we compute the dust spectral index β(R) profiles (shown in the right
panel of Figure 3.12), which grow accordingly from β ≈ 0.5 in the inner disk to β ≳ 1.7 in
⁶This choice is justified by the outer disk maximum grain size distribution derived by other authors and
by simple fits to the predictions of global dust evolution models, e.g., Birnstiel et al. (2012).
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the outer disk. These findings confirm the earlier evidence of β(R) increasing with radius
obtained by Pérez et al. (2012), Banzatti et al. (2011), and Guilloteau et al. (2011) with
different techniques, and by Trotta et al. (2013) with an initial implementation of this
joint multiwavelength analysis.
The amax(R) radial profiles derived for the three disks tend towards similar values
amax(R) ≃2 cm in the innermost spatially resolved region 10 au < R < 20 au, but display
apparent differences in the slope with AS 209, FT Tau, and DR Tau showing respectively
an increasing steepness. The differences we observe in the slopes may be due to several
factors: different disk ages (grain growth processes can lead to time-dependent grain size
distributions), different initial grain size distributions of the primordial material out of
which the disks formed, different dust compositions, and/or different disk morphologies.
The limited sample of disks analyzed here clearly does not enable us to investigate in detail
these effects on the dust size distribution, but the overall similarity between the profiles
is remarkable. The three disks –AS 209, FT Tau, and DR Tau– appear to have progressively
more concentrated large grains. Extension of our analysis to a larger sample of objects will
possibly allow us to understand what drives these differences in the overall distribution of
grain sizes in disks. Our work here lays down the methodology for this type of study.
3.7 Conclusions and outlook
This study presents the architecture and the capabilities of a new multiwavelength anal-
ysis designed to constrain the structure and the dust properties of protoplanetary disks
through a simultaneousfit of interferometric (sub-)mmobservations at severalwavelengths.
Theanalysis adopts aBayesian approach andperforms afit in theuv-plane. It requiresmod-
els for the disk thermal emission and the dust opacity. The architecture of the analysis is
highlymodular (the disk and the dustmodels can be changed independently of each other)
and therefore is particularly suitable for testing other models for the dust opacity or the
disk structure (e.g., disks with holes or with non-axisymmetric morphology).
For this study, we modeled the disk with a two-layer disk approximation (Chiang and
Goldreich 1997; Dullemond et al. 2001) and the dust opacity with Mie theory. We applied
the fit technique to three protoplanetary disks (AS 209, DRTau, and FTTau) forwhich sub-
mm,mm, and cmobservations are available. We combined observations from theCARMA,
SMA, and VLA interferometers with different angular resolution and signal-to-noise ra-
tios. Despite the heterogeneity of the observations, the analysis technique has proven
to be effective in simultaneously fitting all the datasets available for each object, as the
visibility comparisons and the residual maps show. Furthermore, the convergence of the
Markov chain Monte Carlo was assessed through careful statistical checks. The strength
of our method lies in the fact that it allows us to derive a unique and self-consistent disk
structure (Σ(r), T(r)) that is applied to all wavelengths to derive the overall variation of the
maximum grain size with radius under the simplifying assumption that the radial profile
amax(R) can be approximated with a smooth power law, which is a realistic assumption
given the angular resolution of the observations we are analyzing here.
In the three disks analyzed here, we find a common trend of larger (cm-sized) grains in
the inner disks (R<30-40 au) and smaller (mm-sized) grains in the outer disks, but different
slopes of amax(R) for different disks. A natural question that arises is whether this is an
evolutionary trend (caused by dust growth processes) or an intrinsic variability of disk
properties. It is not possible to answer this question with the very limited sample we have
analyzed here, but the analysis method is ready to be performed on larger samples that
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will have the potential of giving us some insight into possible correlations and intrinsic
variability.
The highly modular architecture of the analysis makes it suitable for testing other dust
opacity and disk models with relatively little coding effort. From this perspective, it will
become important to develop new models that are on the one hand more computation-
ally efficient, and on the other hand refined enough to describe the complex structures
now seen in the dust and gas distribution of protoplanetary disks (e.g., ALMA Partnership
et al. 2015). The versatility of the method makes this kind of multiwavelength analysis
suitable for tackling many interesting questions about the dust and the gas evolution in
protoplanetary disks.

4
Dust properties across CO snowline in
the HD 163296 disk
The content of this chapter has been published in:
“Dust properties across CO snowline in the HD 163296 disk fromALMA and JVLA
observations”
Guidi, G., Tazzari, M., Testi, L., de Gregorio-Monsalvo I., Chandler, C. J.,
Pérez, L., Isella, A., Natta, A., Ortolani, S., Henning, T., Corder, S., Linz, H.,
Andrews, S., Wilner, D., Ricci, L., Carpenter, J., Sargent, A., Mundy, L., Storm,
S., Calvet, N., Dullemond, C., Greaves, J., Lazio, J., Deller, A., Kwon, W., 2016,
A&A 588, A112.
4.1 Connecting grain growth with gas properties
It was realized already four decades ago that aerodynamical friction may effectively pre-
vent grain growth (Weidenschilling 1977). The process of rapid radial migration and frag-
mentation sets an upper limit to the grain sizes as a function of radius and a very rapid
evolutionary timescale for dust particles in disks (Brauer et al. 2008; Birnstiel et al. 2012).
These theoretical expectations are at odds with direct observations of dust properties in
the outer disks frommillimeter observations (Ricci et al. 2010b; Birnstiel et al. 2010). This
is a general result, although some authors have shown that disks with peculiar growth pro-
cesses (e.g., Laibe et al. 2014; Dra￿żkowska et al. 2014) or specific dust properties (Okuzumi
et al. 2012) may retain large particles more efficiently. To overcome the general inconsis-
tency between models and observations, the most commonly accepted scenarios involve
local grain growth and trapping in small regions, with sizes close to or smaller than the local
disk scale height (Klahr and Henning 1997; Pinilla et al. 2012; Testi et al. 2014; Johansen
et al. 2014).
The regions in the disk midplane that correspond to the snowlines¹ of major volatiles
are particularly interesting. The presence of a snowline may locally promote efficient grain
¹For a given molecule, the snowline radius marks the region where the species is in gaseous phase (at
radii smaller than the snowline) and the region where the species condenses into ices (at radii larger than the
snowline).
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growth through recondensation across the snowline or by changing the sticking properties
of ice-coated grains and, in addition, the local release of volatiles from the ices may induce
a local pressure bump that could trap large grains (e.g., Supulver and Lin 2000; Wada et al.
2009; Ros and Johansen 2013; Gundlach and Blum 2015).
It is now becoming possible to investigate observationally the effect of the CO snow-
line on grain growth. Indeed, on the one hand, recent multi-wavelength studies by Pérez
et al. (2012); Tazzari et al. (2016) (see Chapter 3) are able to provide robust constraints
on the radial variations of the dust properties; on the other hand, the CO snowline has
been clearly identified in several nearby disks (Mathews et al. 2013; Qi et al. 2013, 2015)
by studying its effects on DCO+ and N2H+ abundances. Since the CO abundance in pro-
tostellar ices is found to be about 30-40% of H2O (Öberg et al. 2011), the CO snowline is
one of the most important snowlines to be studied after water’s one.
In this work we focus on the Herbig Ae star HD 163296, a bright and isolated object
at a distance of 122+17−13 parsec (van den Ancker et al. 1998) with a relatively massive disk
(∼ 0.1M⊙: Qi et al. 2011; Isella et al. 2007) and an excellent prototype for gas- and dust-
rich protoplanetary disks. An estimated age of 5 Myr was obtained from the comparison
between Hipparcos astrometric measurements and pre-main sequence evolutionary mod-
els by van den Ancker et al. (1998). The stellar parameters computed by Natta and Testi
(2004) are M∗ = 2.3M⊙, L∗ = 36L⊙, Teff = 9500K. To study the dust properties in the
protoplanetary disk around HD 163296, we re-analyse the ALMA Science Verification ob-
servations (de Gregorio-Monsalvo et al. 2013; Mathews et al. 2013; Rosenfeld et al. 2013)
and for the first time discuss the continuum emission in Band 6, combined with new VLA
observations from the Disks@EVLA collaboration. In Section 4.2 we describe the observa-
tional data, in Section 4.3 we report themain new results of our analysis, in Section 4.4 we
present the result of our diskmodeling, and in Section 4.5wediscuss themain implications
for grain properties.
4.2 Observations
4.2.1 ALMA observations
The ALMA observations of HD 163296 (also known as MWC 275) were part of the ALMA
Science Verification Program 2011.0.000010.SV². Band 6 observations were performed on
2012 June 9, June 23, and July 7 using a set of configurations comprising 20, 21 and 19
antennas, respectively. The total integration timewas 3.14 hours (1.4 hours on the science
source), the field of view was ∼20”onds and the baselines ranged from 20 to 400 meters,
corresponding to spatial scales of 1600 au to 80 au at the distance of the object. The flux
density calibrator for the three execution blocks were Juno, Neptune, and Mars, while the
phase calibrator was J1733-130 and the bandpass calibrator J1924-292. The correlator
was set with four spectral windows in dual polarization mode, two spectral windows in
the upper side band and two in the lower side band. Two spectral windows, #0 (216.2
- 218 GHz) and #3 (233.1 - 234.9 GHz), were used to observe the line-free continuum
with channel widths of 488 kHz; while at higher resolution (244 kHz) spectral window#1
(219.5 - 220.4 GHz) included the C18O(2 − 1) line at 219.560 GHz and the 13CO(2 − 1)
line at 220.398 GHz, and spectral window#2 (230.5 - 231.5 GHz) covered the CO(2− 1)
line at 230.539 GHz. Imaging of the continuum emission of HD 163296 was performed
²The ALMA Science Verification data can be found at: https://almascience.eso.org/alma-data/science-
verification
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excluding the above-mentioned lines (see Rosenfeld et al. 2013; Klaassen et al. 2013). Data
was calibrated using version 4.1.0 of the Common Astronomy Software and Application
(CASA), self calibration was appliedmaking use of the line-free channels, and using robust
weighting during the CLEAN deconvolution, we were able to reach a resolution of 0.74′′×
0.60′′ with a rms of 0.37 mJy/beam (see Table 4.1).
Band 7 observations were made on 2012 June 9, June 11, and June 22 with the same
antenna configurations as for Band 6. Collectively, the five datasets covered an integration
time of 3.9 hours, with 2.3 hours on the science target. The flux density calibrators were
Juno and Neptune, while the bandpass and phase calibrators were the same as those used
for Band 6. The two spectral windows in the lower side band were #2 (345.56 − 346.03
GHz) and#3 (346.52−347.47)with channelwidths of 122 and244kHz, respectively. The
ones in the upper side band were#1 (356.50− 356.97 GHz) with 122 kHz channel width
and #0 (360.11 − 360.23 GHz) at a high spectral resolution of 30.5 kHz; these included
the emission lines: CO(3− 2) at 345.796 GHz (#2), HCO+(4− 3) at 356.734 GHz (#1),
H13CO+(4− 3) at 346.998 GHz (#3) and DCO+(5− 4) at 360.160 GHz (#0). A detailed
analysis of these spectral lines has been published by Mathews et al. (2013), de Gregorio-
Monsalvo et al. (2013), and Rosenfeld et al. (2013). In this work we focus on the imaging
of the continuum emission, obtained with the task CLEAN applying a robust weighting
with Briggs parameter 0.5 and achieving a synthesized beam of 0.57′′ × 0.37′′ and a rms
of 0.18 mJy/beam (see Table 4.1).
4.2.2 VLA observations
Observations ofHD163296weremade using theKarl G. Jansky Very Large Array (VLA) of
the National Radio Astronomy Observatory³ as part of the Disks@EVLA project (AC982)
in 2011 May and June in the BnA and A configurations. The Ka-band (λ ∼1cm) receivers
were used with two 1GHz basebands centered at 30.5 and 37.5GHz, providing projected
uv-spacings from 25 to 3,800 kλ. The complex gain was tracked via frequent observations
of J1755−2232, and the spectral shape of the complex bandpass was determined through
observations of 3C279. The absolute flux density scale was derived from observations of
3C286 (Perley and Butler 2013, e.g.,), and its overall accuracy is estimated to be 10%. The
data were calibrated, flagged, and imaged using a modified version of the VLA Calibration
Pipeline⁴ with CASA. The astrometry reported here corresponds to what was derived from
the A configuration data.
In addition, HD 163296 was observed with the C-band (λ ∼6cm) receivers in the
DnC configuration in September 2010, in order to evaluate any potential contamination
from ionized gas at shorter wavelengths. Two 1GHz basebands were centered at 5.3 and
6.3GHz. Complex gain variations were tracked through observations of J1820−2528, and
the bandpass and absolute flux density scale was obtained through observations of 3C286.
The data were calibrated, flagged, and imaged using the CASA data reduction package. HD
163296 was detected with integrated flux density F5.2cm = (410± 57)µJy.
³The National Radio Astronomy Observatory is a facility of the National Science Foundation operated
under cooperative agreement by Associated Universities, Inc.
⁴See https://science. nrao.edu/facilities/vla/data-processing/pipeline/scripted-pipeline
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4.3 Observational results
4.3.1 Continuummaps
In Figure 4.1 we show the continuum intensity maps obtained from the line-free channels
at three different wavelengths: ALMA Band 7, ALMA Band 6, and the combination of the
two VLA frequency ranges at 30.5 and 37.5 GHz. The parameters of the images are listed
in Table 4.1.
Fig. 4.1 Continuum maps at different wavelengths, from the left: 850 µm, 1.3 mm, and 9 mm,
the last obtained from the combination of VLA 8.0 mm and 9.8 mm bands. The contour levels
correspond to -3 (dashed), 3, 6, 12, 24, 48, 100, 200, 400, 800, 1600 σ. The bottom right of every
panel shows the synthesized beam (see Table 4.1).
Table 4.1 Parameters for the deconvolved images displayed in Fig. 4.1 and for the images obtained
from the single VLA frequencies of 30 and 37 GHz.
λ ν Fint Fpeak rms CLEAN beam Beam P.A.
[mm] [GHz] [mJy] [mJy/beam] [mJy/beam] [FWHM] [◦]
ALMA B7 0.85 352.9 213± 21 440 0.18 0.57′′ × 0.37′′ 86.5
ALMA B6 1.33 225.3 600± 60 220 0.37 0.74′′ × 0.60′′ 77.3
VLA Ka 9.00 34.0 1.83± 0.02 0.847 0.013 0.18′′ × 0.11′′ -49.4
VLA Ka 8.00 37.5 2.02± 0.2 0.928 0.024 0.16′′ × 0.10′′ −56.1
VLA Ka 9.83 30.5 1.65± 0.2 0.806 0.015 0.19′′ × 0.12′′ 131.5
In agreement with previous work (de Gregorio-Monsalvo et al. 2013; Natta and Testi
2004), we observe more compact emission at longer wavelengths, obtaining at 850 µm
a projected radius of ∼2.4′′ at a three-sigma level, corresponding to about 290 au, while
the outer radius of the emission is ∼260 au at 1.3 mm, and ∼40 au at 8-10 mm. We note
that the low signal-to-noise of the VLA data at 8 and 10 mm can lead to underestimating
the extent of the emission at these wavelengths, and it is critical to consider the visibility
function for a proper analysis of the disk structure. We use 44◦ for the disk inclination
and 133◦ for the disk position angle (fromQi et al. 2011) and plot the normalized real and
imaginary part of the visibilities in Figure 4.2.
Theseplots show that the real part of the visibilities declinesmore steeply at the shorter
wavelengths (ALMA 850 µm and 1.3 mm) than at longer wavelengths (VLA 8 mm and
9.8 mm), demonstrating that the millimeter wavelength emission is intrinsically consid-
erably more extended than the centimeter wavelength emission (a point source would
be a constant 1.0 as a function of uv-distance in this plot). The integrated flux density
above the 3σ level at 850 µm is F850µm = 2.13 ± 0.02 Jy, similar to the value found
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Fig. 4.2 Real and imaginary parts of the measured visibilities as a function of uv-distance, de-
projected assuming PA=133◦, i=44◦and bin-averaged every 40 kλ. Visibilities at each wavelength
have been normalized by the average value at 40 kλ and error bars display the standard error of the
mean, negligible for ALMA observations.
by Isella et al. (2007) and de Gregorio-Monsalvo et al. (2013), while in Band 6 we find
F1.3mm = 0.59± 0.06 Jy. At the longer wavelengths, the flux density decreases by almost
3 orders ofmagnitude, with F8mm = 2.0±0.2mJy and F10mm = 1.6±0.2mJy. We include
a calibration error of 10% in the measurements of the flux densities. We find a smoothly
decreasing intensity profile at all wavelengths, consistent with the disk temperature and
surface density decreasing with radius.
4.3.2 Proper motions
Wecheckedwhether the position of the star at the twodifferent epochs of our observations
was consistent with the proper motions reported in the literature: applying a gaussian fit
with to the images we find that the positions of the peaks fall within the 3σ error ellipse
from the predicted position based on the Hipparcos astrometric mission measurements
(J1991.25). For the ALMA observations (2012), we used Band 7 data because of its better
signal-to-noise, with the peak position of the images obtained from the calibrated dataset
before the self-calibration was applied. Figure 4.3 displays the estimated positions of the
central star, and the astrometric error for interferometric observations is affected, among
other things, by the phase calibration and depends on several factors (weather conditions,
the separation between the target and the calibrator, etc.). We assume here that the ab-
solute astrometry of the ALMA data is 0.1′′⁵, while for the VLA in A configuration, it is
expected to be ∼ 0.02′′⁶. The proper motions derived from a least-squares interpolation
between our peaks at the two different epochs and the J1991.25 Hipparcos position are
consistent with the latest reduction of the Hipparcos data (van Leeuwen 2007) within the
errors and are listed in Table 4.2. The main difference we find is in the right ascension,
⁵https://help.almascience.org/index.php?/Knowledgebase/Article/View/153/6/what-is-the-
astrometric-position-accuracy-of-an-alma-observation
⁶https://science.nrao.edu/facilities/vla/docs/manuals/oss/performance/positional-accuracy
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Fig. 4.3 Position of HD 163296 at the different observing epochs. The dashed line represents
the proper motions from the Hipparcos measurement (J1991.25) to 2012, with respective proper
motion error ellipses at 1, 2, and 3 σ from the predicted positions. The black dot indicates our
position estimate for the star at epoch 2012.5 based on the peak of the image in Band 7, while the
red dot is the peak of the VLA image at 9mm in 2011.5. The error bars are given by the astrometric
accuracy of 0.1” for ALMA and 0.02” for VLA. The blue solid line represents the proper motions
calculated from a least-squares regression betweenHipparcosmeasurements and the observations.
where our best fit would imply a smaller proper motion. Nevertheless, the difference is
still well within the uncertainties.
Table 4.2 Coordinates of HD 163296 at different epochs
RA [hh : mm : ss] DEC [◦.′.′′]
Hipparcos J1991.25 17:56:21.293 -21.57.21.527
VLA 2011.5 17:56:21.283 -21.57.22.30
ALMA 2012.5 17:56:21.285 -21.57.22.36
4.3.3 SED and free-free contribution
The integrated flux densities measured within a three-sigma level in our observations and
the spectral energy distribution predicted by ourmodel (see Section 4.4) are plotted in Fig-
ure 4.4. Our model is consistent with the observed flux densities in the literature (Natta
and Testi 2004; Isella et al. 2007). At submillimeter and millimeter wavelengths, the con-
tinuum emission is due to the dust in the colder regions of the diskmidplane, while at cen-
timeter wavelengths the emission may also arise from free electrons in the stellar wind.
Since this contribution is thought to come from a region in the inner part of the disk, we
examined the longest baselines (≥1500 kλ) in the VLA 8.0 and 9.8 mm observations and
we estimate an upper limit of 0.3mJy for this wind emission, corresponding to the asymp-
totic value reached at the higher uv-distances by the real part of the visibilities. We fit a
power law for the free-free emission by performing a least squares interpolation between
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Table 4.3 Proper motions of HD 163296
pm-ra pm-dec error ellipse
[mas/yr] [mas/yr] [mas mas]
Hipparcos -7.98 -39.21 [0.94 0.51]
This work -6.8 -38.5 [1.0 1.0]
our estimates at 8 and 10 mm and other VLA measurements at 3.6 cm (Natta and Testi
2004) and 5.2 cm (see Section 4.2). The resulting power law is Fν ∝ ν−0.19±0.11, and is
shown in Figure 4.4 (where we plot νFν as a function of λ). According to this estimate, the
free-free component at wavelengths shorter than 7 mm is negligible (see also Natta and
Testi 2004).
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Fig. 4.4 HD163296 spectral energy distribution. Ourmeasurements are represented in red filled
squares, the white empty squares are taken from the literature (Isella et al. 2007; Natta and Testi
2004), and the longer wavelength measurements used to evaluate the free free contribution are
shown with full black circles (Natta and Testi 2004) and a blue full circle (Disks@EVLA collabora-
tion). Empty circles show the value of 0.3 mJy for the free free emission estimated in this work.
The dashed curve shows the best fit model from this work (see Section 4.4), the dotted line is the
estimated free-free emission, and the solid line the sum of the two.
4.3.4 Excess emission at 850 µm
In Figure 4.5we show the intensity profile of the image at 850µm: as the disk is inclined by
44◦ from the line of sight, the best angular resolution is reached using only the data along
the projected disk major axis. We considered the pixels inside one beam across the major
axis, each point corresponding to a pixel of 0.1 ” in the image (the points are therefore not
all independent). The vertical spread is due to the shape and position angle of the synthe-
sized beam, and to estimate the error when averaging on bins (Fig. 4.5, second panel) we
weighted thepoints for thenumber of correlatedpixels, i.e.,σ =
√
(M− 1)Σi(xi − µ)2/(NM),
where M is the number of correlated points and N the number of averaged pixels.
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A simple analysis of the profiles reveals a bump in the emission between 80 and 150 au:
fitting a simple polynomial to outline a smooth profile does not produce an accurate fit (see
Fig. 4.6). The degree of the polynomial was chosen as the lowest degree that would pro-
vide a reasonable fit to the intensity profile. To characterize the properties of this bump
we fitted a combination of a 3rd degree polynomial plus a gaussian curve to our flux den-
sity profile (see Fig. 4.6, right panel): subtracting the polynomial from the data leaves a
gaussian-shaped residual (see Fig.4.5, second panel) centered at about (106 ± 4) au, with
a full width at half maximum (FWHM) of (71 ± 18) au and a peak at (67±29)% of the
smooth polynomial profile. An estimate of the maximum spatial extent of the feature can
be derived from deconvolving our best fit Gaussian with the synthesized beam (∼0.5′′ in
Band 7), resulting in an upper limit of∼40 au in FWHM.These values depend on the choice
of the pixel size of the image and the tolerance we use for the points on themajor axis, and
thus are useful only for giving a rough estimate of the spatial scale of this unresolved emis-
sion excess. An independent analysis of this excess, obtained frommodeling the visibilities
directly, is shown in Section 4.
The feature cannot be clearly identified in Band 6 intensity profiles: we find an indi-
cation of a faint excess in the radial profiles along the disk projected major axis, but its
detection depends on the small variation in the position angle and inclination parameters,
making its characterization unreliable. This is consistent with the lower angular resolution
of the Band 6 SV data: if we image the Band 7 dataset with a restoring beam equal to Band
6 resolution, the feature is diluted and cannot be reliably separated from the smooth disk
emission (see Figure 4.7).
Table 4.4 Best fit parameters of the polynomial fits
a0 a1 a2 a3
Polynomial (4.2±0.1)e-01 (-5.6±0.3)e-03 (2.7±0.2)e-05 (-4.8±0.6)e-08
a0 a1 a2 a3
Polynomial
+ Gaussian
(4.6±0.2)e-01 (-7.3±0.9)e-03 (4.0±0.7)e-05 (-7.4±1.6)e-8
α [Jy/beam] µ [AU] σ [AU]
(3.4±1.5)e-02 (1.06±0.04)e+02 (3.0±0.8)e+01
Best fit parameters with associated standard deviations, obtained from the least-square interpolation of the
data along the major axis using a 3rd-degree polynomial (y = a0 + a1x+ a2x2 + a3x3) and a polynomial plus a
Gaussian curve (y = a0 + a1x+ a2x2 + a3x3 + α exp(−(x− µ)2/2σ2)), where x is in au and y in Jy/beam.
4.3.5 DCO+ emission
We extracted the DCO+(J = 5−4) emission lines at 360.160 GHz from the ALMA Band 7
observations in order to compare the dust continuum radial profile with a potential molec-
ular tracer of the CO snowline (Mathews et al. 2013, see). We used the CASA task “clean”
with natural weighting to produce an integratedmap of the DCO+ emission in the velocity
range 0.8-10 km/s, and the resulting synthesized beam is 0.62′′ × 0.42′′. We find a ring-
like structure, similar to the one reported byMathews et al. (2013), with a central radius of
∼110 au and a total extent of theDCO+ emission (detected at greater than 3σ) of 200 au in
radius. In Fig. 4.5 (top panel), we show the radial profile of the integrated DCO+ emission
along the disk projected major axis: we note a symmetry between the southeast and the
northwest directions, both displaying a double peak at a distance of ∼60 au and ∼140 au
from the central star. We also point out that theminimum between the two peaks on both
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Fig. 4.5 Top panel: flux density at 850 µm along the disk major axis from SE (left) to NW (right).
The solid line represents the fit (polynomial profile + a Gaussian for the excess) performed exclud-
ing the inner 0.2” of the disk (gray shaded area). The vertical dashed line corresponds to the CO
snowline at 90± 10 au (fromQi et al. (2015)). DCO+ emission in blue squares binned by 0.15”, the
blue triangles show the upper limit of DCO+ emission in the inner 0.2” region of the disk, where we
are limited by resolution. Bottom panel: residuals obtained by subtracting the polynomial fit from
the data are shown with black dots binned by 0.15”onds. The blue solid line represents the Gaus-
sian that best fits the excess (see Table 4.4), with the shaded area showing the 1σ fit uncertainty.
The red triangles are the polarized light contrast in the Ks band (from Garufi et al. 2014, the scale
is on the right side vertical axis).
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Fig. 4.6 Left: flux density across the diskmajor axis with a polynomial fit of degree 3 (dashed line
in the upper panel). The second and third panels show the absolute residuals and the percentage
residuals respectively. Right: the same intensity profile fitted with a 3rd-degreee polynomial plus a
Gaussian (see Table 4.4 for the best fit parameters).
sides appears to fall at the position of the excess in the continuum emission at 850 µm
(∼110 au). The signal-to-noise ratio of the DCO+ image is very low, so this result is very
tentative and should be verified with higher sensitivity observations.
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Fig. 4.7 Left: radial profile at 1.3 mm across the disk major axis, with the dashed curve resulting
from the polynomial fit of the data. Bottom panel: absolute residuals with respect to the poly-
nomial interpolation. The excess emission found at 850µm is not visible in Band 6. Right: radial
profile of the image at 850 µm restored with the same beam as Band 6 (0.74′′×0.60′′, PA 77.3◦).
4.3.6 Spectral index profiles
The dust opacity at millimeter and submillimeter wavelengths is usually approximated by
a power law, κν ∝ νβ (e.g., Hildebrand 1983). The emission properties depend on the
details of the composition, geometry, and size distribution of dust grains, most of which
are very difficult to constrain. A general conclusion, however, is that in the conditions
expected for dust in the densest regions of cores and disks, larger grain sizes correspond
to lower values of the β index (e.g., Miyake and Nakagawa 1993; Stognienko et al. 1995;
Natta and Testi 2004; Draine 2006). Even though directly connecting a value of β to the
detailed properties of the dust population is not possible, measurements of β have been
successfully used to infer the growth of dust in disks for many years (e.g., Beckwith and
Sargent 1991; Wilner et al. 2000; Testi et al. 2001, 2003; Rodmann et al. 2006; Ricci et al.
2010b; Kwon et al. 2015).
Previous measurements of the dust opacity power law between 0.87 and 7 mm (Isella
et al. 2007) and between 1.3 and 7 mm (Natta and Testi 2004) have already shown that
grain growth occurs in the disk around HD163296. With the high resolution of ALMA it
is now possible to extend these studies and constrain the radial behavior of the opacity
spectral index β (see, e.g., Pérez et al. 2012, 2015; Tazzari et al. 2016), not just its average
value across the disk. We recall here that the emission from the disk midplane is generally
optically thin, and at these wavelengths the Rayleigh-Jeans regime is a good approxima-
tion. To verify these assumptions, we compared the brightness temperature derived from
our observations with the temperature profile of our best-fit model (see Sect. 4.4), in or-
der to estimate the optical depth τ of the emission as τ ≃ −ln(1 − Tb/Tmodel). We found
τ increasing toward the central regions, as expected, with values<0.6 for the emission at
850µm, and<0.5 for the emission at 1.3mmoutside a inner region of∼30 au (see Fig. 4.8
for the 850 µm optical depth profile). At longer wavelengths, we estimate a lower optical
depth with values of τ < 10−1 at both 8 and 10 mm. The assumption of optically thin
continuum emission is therefore consistent with our data, and we expect a linear relation
between flux density and dust opacity.
The flux density emitted from a ring dr at a given radius can be written as
Fν(r) ∝ Σ(r) · Bν [T(r)] · νβ(r), (4.1)
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Fig. 4.8 Temperature profile of the best fit model (see Sect.4.4) in black dots and brightness
temperature from the observations at 850 µm (red solid line) plotted in function of the distance,
starting from 30 au to have a reliable estimate considering the resolution of the observations. On
the right axis, the optical depth fromthe comparisonof the two temperatures, plotted as the dashed
line.
where T(r) and Σ(r) are the midplane temperature and surface density at the distance r
from the star, and Bν is the Planck function. In the Rayleigh-Jeans regime we therefore
have Fν(r) ∝ Σ(r) · T(r) · ν2 · νβ(r). Producing matched images (same beam, pixel size and
centered on the peak of the emission) at different wavelengths and measuring the ratio
of the flux densities as a function of distance from the star allows the spectral index, α
(where Fν ∝ να), to be determined. Then, given the assumptions noted above, the power-
law dependence of the dust opacity, β, can be derived as β = α − 2 and does not depend
on temperature or surface density. As discussed in Sect. 4.3.3, the observation at 8 and
10 mm includes gas emission from the stellar wind that needs to be subtracted to study
the dust emissivity. The VLA maps used to compute the spectral index were produced by
subtracting a point source at the center of the system with a flux density of 0.3 mJy from
the calibrated visibilities (see Sec. 4.3.3).
In the lefthand panel of Figure 4.9 we show the intensity maps at 850 µm and 9 mm
with a circular beam of 0.5′′, the corresponding averaged radial intensity profiles and the
derived α profile. The intensity-averaged values (and consequently the spectral index) are
plotted as long as they stay above the 1σ level. We see an increasing trend in the spec-
tral index α from ∼2.5 in the inner regions to ∼3.5 at 150 au. The profiles are displayed
starting from and sampling every half resolution element of the images, corresponding to
∼30 au; the large error associated with this spectral index profile is dominated by the lim-
ited signal-to-noise ratio of the VLA images. With the same procedure we computed the
spectral index between the ALMA Band 6 and 7 images, with a matching circular beam of
0.6′′, and obtained the profile shown in the righthand panel of Figure 4.9. In this case the
profile is sampled every 0.3′′ (∼40 au). In spite of the high signal-to-noise of the ALMA
images, the large uncertainties are caused by the small wavelength leverage between the
ALMABand6 and7 observations. In propagating the uncertainty onα, we used a 10% cali-
bration error for eachflux, which in the case ofα(850µm−1.3mm) represents a pessimistic
estimate, because the two ALMA observations were carried out with the same phase cali-
brator and with Neptune as flux calibrator. Within the uncertainties the α profile seems
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to be consistent with the measurements between 850 µm and 9 mm. The spectral index
remains below the value of 3 beyond 50 au, corresponding to a β<1 under the assumptions
mentioned above, this indicates the presence of grains that have grown to at least 1 mm in
size (using the dust opacity curves computed by Testi et al. 2014). We find no features in
the α (and by implication, β) profiles across the CO snowline, as would be expected for lo-
calized grain growth, but it should be noted that the resolution of the spectral index maps
is limited by the lower resolution of Band 6 observations (∼0.6′′), which would not be suf-
ficient to detect small scale variations of the emission (see Section 4.3.4). We return to the
estimate of β(r) in Sect. 4.5.
4.4 Modeling results
In Section 4.3.4we have shown that the surface brightness radial profile for the continuum
emission at 850 µm is compatible with having an excess peaked around 110AU, with de-
convolved FWHM≤ 40AU. To assess the robustness of this result, we performed a direct
fit of the interferometric data (i.e., the visibilities) using the fitting scheme described by
Tazzari et al. (2016) to which we refer for the analysis details. To estimate the disk thermal
emission at 850 µm, we used a classical two layer disk model (Chiang and Goldreich 1997)
with refinements by (Dullemond et al. 2001) and a reduced disk flaring that adequately
describes the observed far-infrared flux (from Tilling et al. 2012). The resulting vertical
scale height for the surface layer at R > 50AU is h/R ∼ 0.08. Moreover, we assumed a
constant dust to gas mass ratio ζ = 0.01 and the following gas surface density profile:
Σg(R) = Σ0
(
R
R0
)−γ
exp
[
−
(
R
Rc
)2−γ]
, (4.2)
where R0 = 10 AU is a fixed scale length and Σ0, Rc, and γ are free parameters to be fit-
ted. To compute the disk emission, the dust opacity is calculated using Mie theory (see
Trotta et al. 2013, for details of the computation) assuming the same dust composition
throughout the disk, given by the following fractional abundances adapted from Pollack
et al. (1994): 5.4% astronomical silicates, 20.6% carbonaceaous material, 44% water ice,
and 30% vacuum. Furthermore, we assume a power-law grain size distribution n(a) ∝ a−q
for amin ≤ a ≤ amax, where a is the grain radius. To model the expectation that in
the disk midplane there are larger grains than on the surface (Testi et al. 2014), we used
different parametrization for the grain size distribution in these two regions: q = 3.5,
amin = 10 nm, amax = 100µm in the surface and q = 3, amin = 10 nm and amax =
0.8 ∗ (R/10 au)−1.025mm in the midplane, where this variable maximum grain size is
chosen to reproduce the β(R) profiles found in Sect. 4.3.6. The modeling methodology is
based on a Bayesian approach and employs an affine-invariantMarkov ChainMonte Carlo
(MCMC) ensemble sampler (Foreman-Mackey et al. 2013) to explore the parameter space
and find the best-fit models (Tazzari et al. 2016).
In panel (a) of Figure 4.10we show the comparisonbetween the observations at 850µm
and the best-fit model (obtained running a MCMC with 500 chains) that corresponds to
the following median values:
γ = 0.882± 0.002 ,
Σ0 = (13.40± 0.03) g/cm2 ,
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Fig. 4.9 Left: Flux density maps (top panel) at 850 µm and 9 mm with contour levels at -3
(dashed), 3, 6, 12, 24, 48, 100, 200, 400, 800, and 1600 σ. Disk surface brightness profiles (middle
panel) used to compute the spectral index, plotted on a logarithmic scale. The shaded region shows
the dispersion of the individual data points in the images, while the error bars show the uncertainty
on the mean for each bin. The flux density spectral index (bottom panel) was calculated between
850 µm and 9 mm as a function of radial distance. The profiles were averaged on ellipses of semi
major axis r (shown in” and au in the top and bottom axes, respectively). The shaded region indi-
cates the uncertainty of the measurement, resulting from the noise of the deconvolved images and
the systematic calibration uncertainty; the low signal-to-noise ratio in the VLAmap dominates the
uncertainty on the spectral index determination beyond∼100 au. Right: as above, but for the two
ALMA datasets at 850 µm and 1.3 mm.
Rc = (118.7± 0.2) au .
We note that the model with median values also gives the minimum χ2, with a reduced
χ2red =1.853. The ring-shaped residuals are clearly visible in the righthand plot of panel
(a), and this show that a simple two-layer disk model with a monotonically decreasing sur-
face density (and thus surface brightness) is not sufficient to completely account for the
observed flux density profile.
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Fig. 4.10 Continuum maps at 850µm showing the results of the fits of the visibilities. The top
left panel shows the observations, the two panels in the center the best-fit model, and the two pan-
els on the right the residuals. The red solid curve represents the CO snowline at 90 au. Panel (a): we
use a classical two-layer disk model that implements a monotonically decreasing surface bright-
ness. Ring-shaped residuals are clearly visible. Panel (b): we use the two layer disk model with an
additional Gaussian peak. We fit the peak location (Rp = 96AU) and width FWHMp = 58AU.The
residuals are substantially reduced. The parameters used for the CLEAN are the same as discussed
in Section 4.2, and the contour levels are the same as those used in Figs. 4.1 and 4.9.
To assess whether the residuals can be explained by adding a simple ring-like peak or
whether they need a more complicated treatment, we performed another fit with a mod-
ified version of the two-layer model. This modified two-layer disk model implements an
additional ring-like structure in the 850 µm emission, with a disk surface brightness I′(R)
as follows:
I′(R) = I2L(R) + IpI2L(Rp) exp
[
−
(R− Rp)2
2σ2p
]
, (4.3)
where I2L(R) is the brightness computed by the classical two layer model, Rp the peak cen-
ter, σp the peak width, and Ip the peak intensity (in units of the brightness in the vicinity
of the peak, namely I2L(Rp)). This new model therefore has six free parameters: three of
them for the two-layermodel (γ, Σ0, Rc) and another three to define the peak (Rp, σp, Ip).
We performed the fit with the Tazzari et al. (2016)modeling tool discussed above, with the
results shown in panel (b) of Figure 4.10. The best-fit model (χ2red =1.830) is described
by γ = 1.32± 0.01, Σ0 = (24.6± 0.3) g/cm2, Rc = (111.3± 0.8) au, which correspond
to a radial profile that is slightly steeper than the simple power-law model but has a sim-
ilar cut-off radius. For the Gaussian peak, we find that is described by Rp = (96± 1) au,
σp = (24.9± 0.5) au and Ip = 128± 20%. This modified disk model is able to reproduce
the observations with an extremely good agreement, as confirmed by the considerably
smaller residuals (right plot of panel (b), Figure 4.10). The midplane temperature is com-
puted at every radius according to the two-layer approximation: in Figure 4.8 (Section
4.3.6) we show the temperature profile of this best-fit model.
In conclusion, the peak inferred from the direct fit of the visibilities is evidence of a
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ring-like structure centered at 96 AU with a FWHM= 2
√
2 ln 2 · σp ≈ (58 ± 3)AU, com-
patible with the upper limit resulting from the simple polynomial+Gaussian fitting of the
continuum surface brightness in Section 4.3.4.
4.5 Discussion
In Section 4.3 we derived spatially resolved spectral index profiles for the dust emission
from the HD 163296 protoplanetary disk and we identified and characterized an unre-
solved excess 850µm emission centered at∼110 au. The presence of this feature has also
been confirmed through a detailed modeling of the visibilities in Sect. 4.4. In this section
we analyze these results and their possible implications for the growth of grains in the
HD 163296 disk.
4.5.1 β(r) profiles and grain growth
In Section 4.3.6 we derived the radial distribution of the spectral index as measured com-
bining the ALMA 850µm image with the ALMA 1.3mm or the VLA 10mm images. Under
the assumptions of optically thin emission and Rayleigh-Jeans regime, the spectral index
profiles can be directly converted into opacity power-law index profiles by subtracting a
constant value of 2.0. Ourmodeling of the disk (Sect. 4.4) and the comparison of themea-
sured brightness temperature with the expected temperature profile fromourmodel (Sect.
4.3.6) confirm that the emission is optically thin throughout the disk, with the exception
of the very inner region that is not resolved by the ALMA and VLA observations. On the
other hand, the Rayleigh-Jeans approximation is not fully justified in the outer regions
of the disk, especially for the ALMA Band 7 data. To estimate the value of the opacity
power-law index as a function of radius we thus used (see Eq. 4.1)
β(r) =
[
log
(
ν1
ν2
)]−1 [
log
(
Fν1(r)
Fν2(r)
)
− log
(
Bν1(T(r))
Bν2(T(r))
)]
(4.4)
where T(r) are the temperature profiles derived from our models. In Fig. 4.11 we show the
profiles of β(r) obtained from Eq. 4.4 using the intensity profiles shown in Fig. 4.9.
Our analysis of the continuum emission at three different frequencies shows in the
first place a decreasing spatial extent with increasing wavelength, confirming the presence
of dust processing and radial transport in this disk, as already shown by the comparison
between the size of the dust and gas disk by de Gregorio-Monsalvo et al. (2013) and con-
firm and extend the results of Natta and Testi (2004); Natta et al. (2007), who showed
the presence of large grains in the HD 163296 disk from integrated spectral indices and
suggested a possible spectral index variation within the disk.
The β(r) profiles are qualitatively consistent with the results of similar analyses per-
formed in other classical smooth disks (Guilloteau et al. 2011; Banzatti et al. 2011; Pérez
et al. 2012, 2015; Trotta et al. 2013; Menu et al. 2014; Tazzari et al. 2016), with a signif-
icant variation of β throughout the disk (∆β > 1), indicating a maximum grain size amax
decreasing with the distance from the star. The ALMA and VLA data provide for the first
time the combination of signal-to-noise ratio, angular resolution and image fidelity to suc-
cessfully perform an analysis in the image plane. Unfortunately, the ALMA Band 6 science
verification data do not have the angular resolution to probe the dust properties in a lo-
calized region across the CO snowline. Similarly, the VLA data do not have a high enough
signal-to-noise ratio at 100 au and beyond to derive strong constraints in the outer disk.
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Fig. 4.11 Dust opacity power-law index (β) profiles derived using Eq. 4.4. β(r) is computed be-
tween 850 µm and 9 mm in the top panel and between 850 µm and 1.3 mm in the bottom panel.
The uncertainties are propagated from the surface brightness profiles presented in Fig. 4.9. The
derived values of β(r) in the top panel are dominated by the low signal-to-noise in the VLA image
from ∼100 au and are very uncertain beyond this radius. The CO snowline at 90±10 au from Qi
et al. (2015) is pictured as the dashed vertical line.
The conclusion that we can draw from the β(r) profiles is that there is convincing evi-
dence of large grains inside theCOsnowline, but at∼70 au resolution theprofile appears to
be smoothwith no features. Thedata are consistentwith significant grain growth through-
out the inner 150-200 au of the disk. As discussed by many authors (see, e.g., Testi et al.
2014, and references therein), deriving a direct constraint on the level of grain growth
from the β values is not trivial, because it requires assumptions on the dust structure and
composition, which cannot be constrained outside the solar system. Nevertheless, a very
broad range of reasonable assumptions on the grains properties imply that β values lower
than 1 in the millimeter to centimeter regime can only be produced by grains and pebbles
larger than a millimeter in size, and can be significantly larger under reasonable assump-
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tions for grain porosity (Natta and Testi 2004). As an example, if we adopt an educated
guess for the grain composition based on the constraints from our own Solar System (e.g.,
Natta and Testi 2004), combined with a fraction of vacuum of∼50%, we derive maximum
grain sizes as large as∼ 1 cm at the CO snowline and even exceeding∼ 10 cm in the inner
∼50 au of the disk (see Fig. 4 of Testi et al. 2014).
4.5.2 The nature of the 850 µm excess
We found an excess emission at 850 µm located at about 105-115 au from the star with
a full width along the disk major axis of ≤ 40 au. This excess appears to be located very
close to the CO snowline at 90 au as measured by Qi et al. (2015), who resolved the N2H+
emission in this disk with ALMA. The N2H+ molecule is thought to be a robust tracer of
CO condensation fronts, because of the strong correlation between its abundance and gas
phase CO depletion (see also Qi et al. 2013).
An analogous excess ring was found in the images of scattered light from HD 163296
taken with VLT/NACO (Garufi et al. 2014): polarized light images in Ks band displayed
a “broken” ring feature with an excess along the major axis between ∼0.5 and 1”, corre-
sponding to 60 and 120 au, respectively (shown in Figure 4.5, middle panel). The upper
limit on the extent of the excess we found corresponds to a total radial extent of ≲40 au,
while the dimension of the resolved ring found in infrared polarized light by Garufi et al.
(2014) measured 0.45′′ on the east side and 0.6′′ on the west side, corresponding to 60 au
and 73 au, respectively.
The interpretation of the ring inKs bandpolarized contrast givenbyGarufi et al. (2014)
was the effect of self-shadowing of the disk created by a puffed-up inner region, with the
outer disk emerging from the shadow at the location of the polarized emission. Garufi
et al. (2014) could not exclude other effects that are possibly related to the CO snowline,
but could not reach a conclusion as the polarized infrared light is tracing the τ ∼1 (at
2 µm) surface of the disk atmosphere at much higher altitudes in the disk than the cold
midplane where the CO snowline (and the bulk of the disk material) is located.
Our result provides an important contribution, since it shows that the excess is not
purely a disk surface feature. The detection of the excess at the two different wavelengths,
tracing two different vertical regions of the disk, suggests the presence of a structure that
concerns the whole vertical extent of the disk. At millimeter wavelengths we are probing
the diskmidplane, and the emission is proportional to the surface density, the dust proper-
ties, and the temperature profile (see Sect. 4.3.6). In principle any localized change of one
(or more) of these properties can explain the excess emission that we find in our images.
The lack of sensitivity or angular resolution in the VLA and ALMA Band 6 data do not
allow us to probe the spectral index of the excess detected in Band 7. Future ALMA and/or
VLA observations may allow us to probe the presence of large grains at the location of
the excess emission. The possibility of large grains at the snowline may also be connected
with a local increase in the surface density (or temperature), which could also explain the
observed excess.
This is indeed expected from the simulations of grain growth across snowlines (e.g., Ros
and Johansen 2013). We note that the effect of snowlines on grain growth is still poorly
understood theoretically and much work is still needed. Recent simulations (Stammler,
priv. comm.) show that, as grainsmaintain the (water) icemantles across the CO snowline,
this does not produce a discontinuity in the coagulation and fragmentation properties.
The only effect would be a drop in the mass of solid particles inside the snowline because
a fraction of the mantles is released in the gas. Such a variation in the surface density
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distribution across the snowline may produce an effect similar to the one we observe in
the brightness profile and possibly also explain the effects on the disk surface observed in
the near infrared.
Another mechanism that has been proposed to explain emission rings near snowlines
in disks is sintering (Okuzumi et al. 2016): this process brings icy grains to bond at tem-
peratures close to the sublimation temperature. As a consequence, these aggregates can
easily fragment by collisions close to the snowline leading to the accumulation of smaller
fragments, which are less affected by radial drift. Clearly more theoretical work is needed
before a detailed comparison of our observations with models can be done.
An alternative explanation for this excess emission, which is not connected to the pres-
ence of the CO snowline, could be that particles are trapped by zonal flows (Dittrich et al.
2013, e.g.,) or by vortices (e.g., Klahr and Henning 1997). Such a mechanism has been in-
voked to explain the presence of annular dust confinement in some transitional disks (e.g.,
Pérez et al. 2014). Future higher angular resolution mm observations of the dust and gas
will allow this possibility to be tested.
4.6 Summary
We have re-analyzed HD 163296 ALMA Science Verification data at 850 µm and 1.3 mm,
and VLA data at 8 and 10 mm to study the radial behavior of dust properties in this disk.
Our goal was to combine high resolution observations to derive the profile of the dust
opacity spectral index, which is ultimately related to the size of grains throughout the disk,
and look for evidence of grain growth across the CO snowline.
Our analysis shows, in the first place, more compact emission moving to longer wave-
lengths, confirming that dust processing and radial migration are taking place in this disk.
A significant conclusion is that the dust opacity spectral index varies with radius and de-
creases toward the center to values ≤1, indicating the presence of large grains (≥1 mm)
in the inner regions of the disk (inside 100 au). Our β(r) profiles agree with those found
in other resolved disks (Guilloteau et al. 2011; Pérez et al. 2012, 2015; Tazzari et al. 2016,
e.g.,).
For this particular source, where a direct measurement of the location of the CO snow-
line is available, our analysis supports a scenario where the grains outside the snowline
have not grown significantly, while the inner disk is populated by large grains. This gen-
eral distribution would be consistent with an enhanced production of large grains at the
CO snowline and subsequent transport to the inner regions. The alternative explanation
of a smooth distribution of the grain sizes due to growth and transportation processes un-
related to the CO snowline is also consistent with the observed β(r) profile.
A second important finding is the evidence of an excess in the continuum emission at
850µmnear the location of theCO snowline and approximately at the sameposition of the
excess in Ks band polarized light as found byGarufi et al. (2014). Our finding confirms that
the infrared excess emission is not only related to a disk surface layer effect, but also has
more profound roots in the disk midplane, which is responsible for the 850 µm emission.
The possible causes for this bump could be a local increase in the dust surface density due
to dust trapping, for example caused by a local pressure maximum at the location of the
snowline (Armitage 2010) or by turbulent eddies that can retain grains in their interior
(Klahr and Henning 1997).
It is not clear whether the dust at this location has a different opacity spectral index β
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with respect to the bulk of the dust, since we lack the spatial resolution and/or sensitivity
at 1.3 mm and∼10 mm to clearly detect the excess emission.
To conclusively probewhether this excess is a local change in the dust density and prop-
erties due to an effect of the CO snowline or another dust-trapping process, ALMA high
resolution and sensitivity observations at mm wavelengths are needed, as well as higher
sensitivity VLA measurements. As a future development, with ALMA longer baselines we
might be able to resolve the iceline of the most important volatile, H2O, and investigate
the role of snowlines in grain growth more extensively.

5
ALMA survey of Lupus protoplanetary
disks II: structure of disks
The content of this chapter has to be included in:
“ALMA survey of Lupus protoplanetary disks II: structure of disks”
Tazzari, M., Testi, L., Williams, J. P., van Dishoeck, E., Ansdell, M., Manara,
C., Miotello, A., Natta, A., et al., to be submitted to A&A.
The investigation of the fundamental properties of protoplanetary disks can be done
either with dedicated studies on single objects or with statistical studies on large samples.
The latter has the unique potential of revealing scaling laws that are key to understand how
disks evolve on their way to form planets. In this chapter I analyze the ALMA observations
of protoplanetary disks in the Lupus star forming region presented in Ansdell et al. (2016),
which is a near complete (96% completeness) survey of Class II disks in the Lupus I-III
clouds.
The chapter is organized as follows. In Section 5.1 I present the sample selection, in
Section 5.2 the modeling details and in Section 5.3 the modeling results. I also provide
a comparison with previous results by Ansdell et al. (2016). The results are discussed in
Section 5.4 and in Section 5.5 I draw the conclusions.
5.1 Observations and sample selection
The bandwidth-weighted average frequency of the continuum observations is 335.8GHz
(890µm). The flux calibration error of these observations is estimated to be 10%. For
details on observational setup and data reduction we refer to Ansdell et al. (2016).
We carry out the analysis of the disk structure for a sub-sample of the 61 sources
that have been detected in the continuum observations by Ansdell et al. (2016). The sam-
ple in Ansdell et al. (2016) contained a near complete (96% completeness) census of the
sources with Class II or Flat IR spectra in the Lupus star forming region (I to IV clouds,
whereas V and VI host Class III disks). We selected the sub-sample from the total sam-
ple of 61 objects excluding the edge-on disks (J16070854-3914075), the disks with clearly
resolved gaps or holes (J16083070-3828268, RY Lup, Sz 111), the sources with irregular
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shapes (J16090141-3925119, Sz 74, J16070384-3911113, Sz 118), the resolved and unre-
solved binaries (V856 Sco, Sz 123A) and two sources (J15450634-3417378, J16011549-
4152351) for which we do not have information on the stellar parameters. We also ex-
clude 14 sources with an integrated flux Fcont < 4mJy (Sz 106, J16002612-4153553,
J16000060-4221567, J16085529-3848481, J16084940-3905393, V1192 Sco, Sz 104, Sz
112, J16073773-3921388, J16080017-3902595, J16085373-3914367, J16075475-3915446,
J16092697-3836269, J16134410-3736462): such a low signal-to-noise ratio does not al-
low a robust estimate of their disk structure. We end up with a sub-sample of 33 sources.
In addition, we also analyze the Band 7 observations of IM Lup that have been taken by
another observing program (Cleeves et al., in prep.). Table 5.1 provides a list of the 34
sources (with stellar properties) analyzed in this work.
In Figure 5.1 we summarize the properties of the sub-sample in comparison to the
complete sample from Ansdell et al. (2016). In the left panel, we show the distribution of
stellar masses, ranging between 0.1M⊙ and 3M⊙. In the right panel we present the inte-
grated continuum flux at 890µm as a function of stellar mass for all the sources detected
in the Ansdell et al. (2016) sample. In particular, we differentiate the sources considered in
this analysis (blue dots) from the sources that we excluded (black symbols). The red dots
represent the disks that were initially included in our analysis but turned out to be too
faint to enable us to constrain their structure.
Finally, it is noteworthy that the sub-sample is complete (i.e., we apply our analysis to
all the sources with stellar mass) in the 0.7 − 1 M⊙ mass bin: in this and in future plots
the sources in this bin are highlighted as blue circled dots.
5.2 Modeling
To study the structure of the disks we fit their continuum emission with a disk model that
is based on the two-layer approximation (Chiang and Goldreich 1997; Dullemond et al.
2001). In the following we introduce the fundamental quantities that are needed to com-
pute the disk emission and for more details we refer to Tazzari et al. (2016) and Chapter 2.
5.2.1 Disk model
Under the basic assumptions that, at each radius, the disk is vertically isothermal and in
hydrostatic equilibrium, the two-layer approximation allows us to compute the disk con-
tinuum emission given the properties of the central star, a surface density profile and a
dust grain size distribution.
Following previous studies (Andrews et al. 2009; Trotta et al. 2013; Tazzari et al. 2016),
we parametrize the gas surface density with a self-similar solution for an accretion disk
(Lynden-Bell and Pringle 1974; Hartmann et al. 1998):
Σ(R)g = Σ0
(
R
R0
)−γ
exp
[
−
(
R
Rc
)2−γ]
, (5.1)
whereΣ0 is a normalization factor, R0 is a characteristic radius that we keep fixed to 10AU,
γ is the power-law slope and Rc is the exponential cut-off radius. The dust surface density
is given by:
Σd(R) = ζ Σg(R) , (5.2)
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Fig. 5.1 Left panel: distribution of stellarmass for the full Lupus sample fromAnsdell et al. (2016)
(white bars) and for the sub-sample analyzed in this work (blue bars). In the 0.7− 1.02 M⊙ mass
bin the sub-sample is complete. Right panel: integrated continuum flux at 890µmmeasured from
Ansdell et al. (2016) as a function of stellar mass. Blue and dots represent sources that have been
analyzed in this work. In this and subsequent plots, the circled blue dots identify sources in the
0.7 − 1.02 M⊙ mass bin where the sub-sample is complete. The “x” symbols represent the tran-
sition disks (TD), i.e. disks with resolved inner holes, hexagons the sources with irregular shape,
diamonds the binary sources, empty circles the sources with integrated flux Fcont < 4mJy.
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Table 5.1 Source properties
Name RA (J2000) Dec (J2000) d M∗ L∗ SpT Teff
(pc) M⊙ L⊙ (K)
Sz 65 15:39:27.75 -34:46:17.56 150 0.76 0.832 K7 4060
J15450887-3417333 15:45:8.85 -34:17:33.81 150 0.14 0.058 M5.5 3060
Sz 68 15:45:12.84 -34:17:30.98 150 2.13 5.129 K2 4900
Sz 69 15:45:17.39 -34:18:28.66 150 0.19 0.088 M4.5 3197
Sz 71 15:46:44.71 -34:30:36.05 150 0.42 0.309 M1.5 3632
Sz 73 15:47:56.92 -35:14:35.15 150 0.82 0.419 K7 4060
IM Lup 15:56:9.18 -37:56:6.12 150 1.0 1.65 M0 3850
Sz 83 15:56:42.29 -37:49:15.82 150 0.75 1.313 K7 4060
Sz 84 15:58:2.5 -37:36:3.08 150 0.18 0.122 M5.0 3125
Sz 129 15:59:16.45 -41:57:10.66 150 0.8 0.372 K7 4060
J16000236-4222145 16:00:2.34 -42:22:14.99 150 0.24 0.148 M4 3270
MY Lup 16:00:44.5 -41:55:31.27 150 1.02 0.776 K0 5100
Sz 133 16:03:29.37 -41:40:2.14 150 0.63 0.07 K2 4900
Sz 90 16:07:10.05 -39:11:3.64 200 0.79 0.661 K7 4060
Sz 98 16:08:22.48 -39:04:46.81 200 0.74 2.512 K7 4060
Sz 100 16:08:25.74 -39:06:1.63 200 0.18 0.169 M5.5 3057
Sz 108B 16:08:42.86 -39:06:15.04 200 0.19 0.151 M5 3125
J16085324-3914401 16:08:53.22 -39:14:40.53 200 0.32 0.302 M3 3415
Sz 113 16:08:57.78 -39:02:23.21 200 0.19 0.064 M4.5 3197
Sz 114 16:09:1.83 -39:05:12.79 200 0.23 0.312 M4.8 3175
J16124373-3815031 16:12:43.73 -38:15:3.4 200 0.47 0.617 M1 3705
Notes. Distances: for stars in the Lupus I, II and IV clouds d = 150 pc, while for stars in the Lupus
IV cloud d = 200 pc (see Comerón 2008). Stellar parameters L∗, Teff and SpT are derived from
X-Shooter measurements by Alcalá et al. (2014). Stellar masses are the same used in Ansdell et al.
(2016), obtained using evolutionary tracks by Siess et al. (2000).
Modeling 79
where ζ is the dust-to-gas mass ratio, assumed to be constant and equal to the typical
ISM value ζ = 0.01. The choice of the profile in Eq. (5.1) and of a constant dust-to-gas
ratio are a clear simplification of reality, in which we expect ζ to change across the disk
from both observational (de Gregorio-Monsalvo et al. 2013) and theoretical (Birnstiel and
Andrews 2014) arguments. However, since in this study we are only analyzing the dust
continuum emission (we cannot pose any constraint on the actual gas-to-dust variations
in the disks), these choices are useful as they provide us with a simple parametrization of
the dust distribution that we can directly compare to other studies. As a result, there are
three free parameters describing the surface density: Σ0, γ and Rc.
To compute the continuum emission we compute the dust opacity of the grain popula-
tion using the MieTheory (which allows us to compute the emissivity of a single spherical
grain) and the Bruggeman mixing theory (Bruggeman 1935, which allows us to compute
the effective dielectric constants for composite grains). For both the disk surface andmid-
plane we use a MRN-like grain size distribution (Mathis et al. 1977), i.e. a number density
n(a) ∝ a−q for amin ≤ a ≤ amax and n(a) = 0 otherwise, where a is the grain radius. In
the surface layer we use amin = 10 nm and amax = 1µm with q = 3.5, typical of a pop-
ulation of small grains (this ensures that the surface layer is optically thick to the stellar
radiation). In the diskmidplane, where dust coagulation and settling are expected to occur
(Dullemond andDominik 2004), we use amin = 10 nm and amax = 1.023 cmwith q = 3.0,
which corresponds to a population of larger grains and reproduces the same opacity (per
gram of dust) used by Ansdell et al. (2016), namely κ890µm = 3.37 cm2/ g. Similarly to
Trotta et al. (2013) and Tazzari et al. (2016), we assume spherical grains and we adopt
the simplified volume fractional abundances found by Pollack et al. (1994): 20.6% car-
bonaceous materials, 5.4% astronomical silicates, 44% water ice and 30% vacuum, for an
average grain density of 0.9 g/ cm3.
Finally, the disk appearance on sky is set by the disk inclination along the line of sight,
defined as i = 0◦ for a face-on disk and i = 90◦ for an edge-on disk, and by the disk
Position Angle, defined East-of-North from P.A. = 0◦ to P.A. = 180◦.
5.2.2 Disk flaring
Computing a realistic dust temperature profile is key for a reliable estimate of their sub-
mm continuum emission and therefore of theirmass. The self-consistent fully-flaredmod-
els based on the two-layer approximation (Chiang and Goldreich 1997; Dullemond et al.
2001) are typically too vertically thick and do not properly reproduce the spectral energy
distribution in the far-IR.This is confirmed by theoretical and observational studies (refs)
that require a reduced disk flaring (i.e., some degree of dust settling) in order to reconcile
the far-IR and the sub-mm fluxes. Daemgen et al. (2016) use the ratio between the far-IR
and the J-band¹ fluxes as a proxy for the disk flaring. With a spectroscopic study of disks
around very low mass T Tauri stars and brown dwarfs they find that the dust temperature
strongly depends on the disk flaring (in addition to stellar luminosity), and to a lesser de-
gree on the disk mass and other disk properties. In this work we use the spectral slope
between the far-IR and the J-band to obtain a rough estimate of the disk flaring that char-
acterizes the disks in our sample. Since the spectroscopic measurements are not available
for all the sources in our sample, we derive an average disk flaring reduction factor that we
use for all the fitted sources.
To this purpose, we use Herschel/PACS measurements at 70, 100 and 160µm from
¹A good proxy for the stellar photospheric emission.
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Fig. 5.2 Left: spectral indices for the sources in our sample measured between J-band (2MASS,
1.235µm) and, respectively, 70µm, 100µm, 160µm (Herschel/PACS) using the definition in Eq.
(5.3). The vertical lines show the spectral indices obtained with our disk model for different values
of the flaring parameter iflar, from a fully-flared model (f = 1, dotted line) to less flared models
(f = 0.5, 0.3, 01., respectively dash-dotted, dashed and solid line). Right: scale-height of the disk
surface layer computed by the model.
(refs). We compute the spectral slope between the Herschel/PACS bands and the 2MASS
J-band (1.235µm) as (Adams et al. 1987; Daemgen et al. 2016):
αλ1λ2 =
log(λ1Fλ1/λ2Fλ2)
log(λ1/λ2)
, (5.3)
which provides a model-independent estimate of the far-IR dust emission. In Figure 5.2
we present the histograms of the computed spectral slopes. On the same histograms the
orange vertical lines represent the spectral slopes computed fromour diskmodel for differ-
ent values of the flaring reduction parameter f. By varying this parameter we canmanually
reduce the disk flaring from a fully-flared profile (f = 1), which produces flatter spectral
slopes (α ≥ −0.5), to progressively less flaredmodels (f < 1), which produce progressively
steeper spectral slopes (α ≤ −0.5). By comparing the synthetic and the observed spectral
slopes we find that a disk flaring reduced by a factor ≈ 3 (f = 0.3) gives a good represen-
tation of the slopes at all the three bands simultaneously. We adopt this value for all the
fits that we perform in this study.
5.2.3 Modeling methodology
We perform the fits with a bayesian approach, which produces probability distribution
functions (PDFs) for the free parameters of the model by means of aMarkov ChainMonte
Carlo (MCMC) algorithm. The free parameters are seven: Σ0, γ and Rc which define the
surface density, i and P.A. which define the disk appearance,∆α and∆δ which define the
(R.A., dec) offset of the disk center with respect to the phase center of the observations.
We consider these last two parameters as nuisance parameters: for each disk we fit the disk
center to achieve a better matching between model and observations, however the infor-
mation encoded in such offset is not relevant for the aims of this study².
Following the implementation developed by Tazzari et al. (2016), for a given set of
values of the free parameters themodel produces a synthetic image of the disk that is then
Fourier-transformed and sampled in the same (u, v)−locations of the observed visibilities.
²In principle it is possible to relate the fitted offsets to the proper motion of each single object as shown
in Tazzari et al. (2016), but this is beyond the scope of this chapter.
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We finally compute the χ2 as:
χ2 =
N∑
i=0
wi|Vobs(ui, vi)− Vmod(ui, vi)|2 , (5.4)
where Vobs and Vmod are the observed and the synthetic visibilities, respectively, wi is the
weight associated to the observed visibilities at the (ui, vi) location³, and N is the total
number of (u, v)−locations. The posterior PDF is computed as exp(−χ2/2) within a rect-
angular domain in the parameter space (the region of interest), and zero outside such do-
main. The ranges defining the domain of exploration of the parameter space are detailed
in Table 5.2.
Table 5.2 Parameter space explored by the Markov chains.
Parameter Min Max
γ -2 2
Σ0 0.05 g/ cm2 400 g/ cm2
Rc 2 au 400 au
i 0◦ 90◦
P.A. 0◦ 180◦
∆α -2” +2”
∆δ -2” +2”
The region of interest in the 7-dimensional parameter space is explored using an en-
semble ofMarkov chains that evolve simultaneously according to the affine-invariantMCMC
algorithm by (Goodman andWeare 2010). Two of the main advantages of using this algo-
rithm are: first, the several chains are initialized in random locations across the domain
of interest, thus ensuring that the PDFs that we derive after they have converged do not
depend on their initialization. Second, the algorithm enables a massive parallelization of
the computation⁴: in a reasonable amount of time it allows us to achieve a rather solid
sampling of the posterior PDF out of which we can derive reliable PDFs for all the param-
eters.
In this study, we perform the fits using one hundred chains, which is a reasonable num-
ber for a seven-dimensional parameter space (approx. 10-20 walkers⁵ per parameter). We
initialize the chains in random positions in the domain of interest, making sure that they
are not initialized too close to the borders in order to avoid computational issues. After
initialization, we let the chains evolve for a burn-in phase of 1000-1500 steps (the actual
number varies from source to source) and then we take 4000-5000 steps to achieve a good
sampling of the posterior PDF. This results in approximately 500-700 thousands evalua-
tions of the posterior for the fit of each disk.
³Following Tazzari et al. (2016), the weights are calculated from theoretical arguments according to Wro-
bel and Walker (1999) and then re-scaled to ensure that
∑
i wi = 1.
⁴The evolution of half of the chains can be computed simultaneously, thus implying that a single step of
the whole ensemble takes just twice as long as the time needed to evolve one chain (provided that the fit is
executed on a number of processes at least equal to half the number of chains).
⁵In theMCMC terminology for the ensemble sampling Goodman andWeare (2010), awalker is one of the
Markov Chains of the ensemble.
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The product of a MCMC fit is the chain that results from collecting the locations of all
the walkers throughout their evolution. Each element of the chain represents a sample of
the posterior PDF.Therefore, to give an adequate representation of the results of the fit we
always provide a plot of the chain, projected in the various dimensions. By marginalizing⁶
the chain over one parameter we obtain an estimate of its PDF, out of which we derive
its value as the median and uncertainty as the central interval (between 16% and 84%
percentiles). By marginalizing the chain over two parameters of interest we obtain the 2D
distribution of the samples from which we can study their correlation.
To perform the fit we use the implementation of the MCMC algorithm provided by
the Python package emcee (Foreman-Mackey et al. 2013), which allows us to exploit the
massively parallel nature of the algorithm by running the fits on many cores simultane-
ously. For this study, we use the computing facilities hosted at the Computational Center
for Particle and Astrophysics (C2PAP).
5.3 Modeling results
In this section we present the results of the fits. Here we show the results for Sz 71 to
present the analysis that we performed for each disks, while the detailed plots of all the
other fits are reported in the Appendix D.
The staircase plot in Figure 5.3 shows theMarkov chain resulting from the fit of Sz 71.
On the main diagonal we show the histograms of the marginalized distribution, with ver-
tical dashed lines indicating the 16th, 50th and 84th percentiles. The distributions are
single-peaked, with profiles very close to Gaussians. For Sz 71 we find the following best
fit parameters: γ = 0.27±0.01,Σ0 = 16.2±0.25 g/cm2, Rc = 85± 1 au, i = 40.8±0.7◦
and P.A. = 37.5±0.1◦. The off-diagonal 2D plots represent the bivariate distributions be-
tween each pair of parameters which provide an immediate estimate of their correlation.
The red lines highlight the location of the best-fit model, which has been chosen among
the models with lowest chi-square.
A description of the physical structure of the best fit model for Sz 71 can be found
in Figure 5.4, where we plot the gas surface density and cumulative mass (left panel), the
midplane temperature (middle panel) and the optical depth of the diskmidplane at the ob-
serving wavelength (right panel) as a function of the distance from the star. In all plots, we
highlight the radius containing the 95% of the mass as a vertical dotted red line. The disk
model for Sz 71 has a very flat (γ ∼ 0) surface density profile in the inner disk and a sharp
exponential cut-off at Rc ∼ 85 au, with 95% of the mass contained within 150 au. The
disk is optically thin at 890µm almost everywhere, except in the inner R < 2.6 au region
which, anyway, gives a negligible contribution to the total mass. The midplane temper-
ature decreases monotonically from 325K in the innermost disk region (R ∼ 0.1 au) to
∼ 10K at 100 au and then levels to 7 K, which is the minimum temperature allowed in the
model, chosen to give a simple realization of the typical interstellar radiation field.
Figure 5.5 is a visual representation of how the distribution of models (i.e. the poste-
rior samples shown in Figure 5.3) compare with the observations. The top (bottom) panel
shows the Real (Imaginary) part of the deprojected observation and model visibilities as a
function of baseline length. The observation and model visibilities have been centered on
the disk centroid (according to the fitted offsets∆α and∆δ) and then de-projected assum-
ing the fitted values of i and P.A.. Of the model visibilities we show the posterior PDF (as
⁶Integrating over all but the one (the two) parameter (parameters) of interest.
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Fig. 5.3 Staircase plot of the chain resulting from the MCMC fit of Sz 71. The histograms on the
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Fig. 5.4 Physical structure of the best-fit model describing Sz 71. (left): surface density pro-
file Σg(R), with the dashed vertical line highlighting the cut-off radius Rc ≃ 85 au. (middle):
dust temperature profile Tmid(R) derived self-consistently at each radius given the stellar prop-
erties and Σg(R). The dashed horizontal line represents the mass-averaged dust temperature
< Tmid >≃ 14K. (right): optical depth of the disk midplane at the observing wavelength: the
sub-mm continuum emission is expected to be optically thick only in the inner most R < 2 au
(highlighted by the dashed line).
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Fig. 5.5 Comparison between model and observed visibilities of Sz 71 as a function of depro-
jected baseline length (uv-distance). The panel above (below) shows the Real (Imaginary) part of
the visibilities. Black dots show the observed visibilities (binned every 30kλ), the blue density in-
dicators represent the PDF of the model visibilities in each uv-bin. The black solid line corresponds
to the median of the model visibilities PDF, the black dashed lines the 16th and 84th percentiles,
the red dotted lines the 2.7th and 97.7th percentiles.
the blue density indicator for each uv-bin), the median (black solid line), the 1σ central in-
terval (the black dashed lines) and the 2σ central interval (the red dotted lines). In the case
of Sz 71 the posterior PDF of themodel visibilities has a very narrow peak, therefore these
lines are very close to the median (cfr. with the broader model visibilities PDF derived for
some disks in Appendix D). The Real part of the observation and model visibilities match
almost perfectly up to 300 kλ and are compatible within 2σ at higher uv-distances. The
Imaginary part of the model visibilities is on average 0 (as it should be for a centered az-
imuthally symmetric surface brightness distribution) with a residual oscillating behaviour
at very low signal to noise level, probably due to some sort of asymmetry in the disk that
cannot be described by our axis-symmetric disk model.
In Figure 5.6 we compare the observation to the best-fit model images. The three pan-
els illustrate the images of the observations, of themodel andof the residuals, derived from
the respective visibilities with the CLEAN algorithm (Clark 1980) and a natural weighting
scheme using the software CASA 4.5.0. The best-fit model (whose location in the param-
eter space is highlighted in Figure 5.3) reproduces the observations extremely well (the
residuals being lower than the 3σ level).
In Table 5.3 we report the values of the parameters derived for Sz 71 and for all the
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Fig. 5.6 Comparison between the observed (left) and the best-fitmodel (middle) images for Sz 71.
Residuals are shown in the right panel. The best-fit model has the following parameters γ... The
three images have been produced by applying the CLEAN deconvolution algorithm with natural
weighting to the observed, best-fitmodel and residual visibilities, respectively. Contour levels refer
to -3, 3, 6, 12, 24, 48, 50, 100, 150, etc. multiple of the rms, which here is σ = 0.3mJy/beam. The
FWHM of the synthesized beam is shown as a grey ellipse in the left panel.
other disks. For each disk, we provide estimates of the free parameters γ,Σ0, Rc, i and P.A.,
derived from the Markov chains as described in Section 5.2.3. From the chains, we also
compute some derived quantities such as the disk outer radius Rout, defined as the radius
containing 95% of the model flux, and the total dust massMdust, computed by integrating
the dust surface density:
Mdust =
Rout∫
Rin
Σd(R) 2πRdR , (5.5)
where Rin = 0.1 au is the inner edge of the radial grid of the model (fixed for all the disks).
The derived quantities are estimated in two steps: first, we build a PDF of the derived
quantity by computing it for each sample of the Markov chain and then we estimate it as
the median of its distribution, assigning an uncertainty that corresponds to the central
interval between the 16th and 84th percentile.
For all the 21 disks in the sample the Markov chains converged to single-peaked dis-
tributions with moderate to absent degeneracy. In all these cases, the best-fit model has
usually a normalized chi-square of 1.0±0.2 and the residuals are at very low signal-to-noise
levels. We note, however, that two disks (IM Lup and Sz 98) display a significant level of
ring-shaped residuals that cannot be explained by our model. Ring-like structures might
be produced by several processes, either linked to the dynamics of the disk (e.g., planet
formation) or to the physical conditions in the disk (e.g., gas condensation). For these
disks, a more detailed analysis is required to assess the physical process that originates
such structures (Guidi et al. 2016).
5.3.1 Comparison with Ansdell et al. (2016)
We now compare our results with those by Ansdell et al. (2016), who derived dust masses
and disk inclinations with a simplified method.
First, in Figure 5.7 we compare the dust masses: the plot shows the ratio between the
masses derived from our fits and those derived by Ansdell et al. (2016) by converting the
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Fig. 5.7 (top): Ratio between the dust masses derived in this work and those derived by Ansdell
et al. (2016). Althoughderivedwith very differentmethods (for a detailed description, see the text),
the masses are within a factor of 2 for the vast majority of disks. The disks are sorted from left to
right by increasing stellar mass. (bottom): Comparison between the disk inclinations i (along the
line of sight) obtained in this work and those derived by Ansdell et al. (2016). The disks are sorted
from left to right by increasing stellar mass.
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spatially-integrated sub-mm continuum flux Fν into dust mass:
M′dust =
d2 Fν
κ890µmBν(Td)
, (5.6)
where d is the distance, κ890µm = 3.37 cm2/ g (per gram of dust) is the dust opacity, Bν(T)
is the black-body brightness at the temperature T, and Td = 20K is the dust temperature.
Figure 5.7 shows that the dust masses obtained with our fits are in rather good agree-
ment with those obtained by Ansdell et al. (2016). It is remarkable that the simple con-
version in Eq (5.6) yields dust masses that are accurate within a factor of 2 at a 1σ level for
the majority of disks (15 out of 20).
From Figure 5.7 it is also clear that our mass estimates are systematically larger than
those by Ansdell et al. (2016). This discrepancy is not caused by a different dust opacity,
as in our fits we assumed exactly the same opacity used by Ansdell et al. (2016). Rather,
we interpret the discrepancy to be originated from a different assumption on the dust
temperature: while Ansdell et al. (2016) assumed a disk average temperature of 20K for
all the disks in the sample (regardless the spectral type, themass and the luminosity of the
central star), in our fits we use a physical model (based on the two layer approximation,
see Section 5.2.1) that takes into account the stellar properties and accurately derives the
radial profile of the midplane temperature Tmid(R) by solving the energy balance at each
radius. By checking the temperature profiles resulting from our fits, we observe that in
many cases (see Figure 5.8) the disk-averaged temperature derived by our physicalmodel is
smaller than 20K (but never smaller than 7K by definition), thus explaining the tendency
towards larger masses that characterizes our estimates.
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Fig. 5.8 Mass-averaged midplane temperature as a function of stellar mass for the twenty disks
for which we derive a reliable disk structure. Errorbars on the y-axis reflect the distribution of
models obtained from the fits. In more than half disks we find a disk temperature smaller than
Td = 20K used by Ansdell et al. (2016) (red dashed line).
In right panel of Figure 5.7 we compare the inclinations derived for all the disks. In
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all the cases for which Ansdell et al. (2016) provide a measurement of inclination, their
estimate is in complete agreement with ours. Moreover, in substantially all the cases we
are able to put a more stringent constraint on the disk inclination, as shown by the much
smaller error bars. The improvement in the estimate of the disk inclination is likely due to
the fit procedure, which in the case of Ansdell et al. (2016) is based on the CASA procedure
uvmodelfit with the assumption of a gaussian bightness profile, while in our case benefits
of a more extended exploration of the parameter space.
5.3.2 Distribution of slopes and radii
In Figure 5.9 we show the distribution of the cut-off radii Rc (left panel), disk sizes Rout
(central panel) and slopes γ (right panel) obtained from our fits. The distribution of cut-off
radiiRc derived fromourfits counts 6diskswithRc < 25 au, 12diskswith25 au ≤ Rc ≤ 75 au
and two much larger disks with Rc ∼ 200 au (Sz 98) and Rc ∼ 430 au (IM Lup). The dis-
tribution of their sizes (Rout) reflects that of Rc: 4 disks are compatible with being unre-
solved (the inferred size is smaller than the spatial resolution), 14 disks have a size between
25 au and 125 au, the two disks Sz 98 and IM Lup have a size of ∼ 280 au and ∼ 500 au,
respectively. The range of values of Rc that we find is line with the findings of Andrews
et al. (2009, 2010) in Ophiuchus (14 au ≤ Rc ≤ 200 au) and Isella et al. (2009) in Taurus-
Auriga (30 au ≤ Rc ≤ 230 au) who fitted sub-mm observations of several disks using an
exponentially-tapered power law surface density profile as we do here.
The distribution of γ (Figure 5.9, left panel) is centrally peaked around γ = 0 and has
a standard deviation of 0.6. In the right panel of Figure 5.9 we show the distribution of γ
as a function of Rc obtained for each disk, showing that there is not any particular trend
between these two quantities. We notice that 10 disks are compatible with γ > 0 and
other 10 disks with γ < 0. Interestingly, among the disks with negative γ, several of them
are characterized by large cut-off radii (40 − 70 au) that could be a signature of a large
cavity.
These findings compare well with the trend that has been emerging in last years thanks
to the significant improvement in the observational capabilities in the (sub-)mm win-
dow (Williams and Cieza 2011): while low angular resolution observations were usually
compatible with large and positive γ values (e.g., ⟨γ⟩ ∼ 0.9, Andrews et al. 2009, 2010;
γ ∼ 0.9, Hughes et al. 2008) mostly set by the fall-off of the outer disk (the only part
clearly spatially resolvedby suchobservations), higher angular resolutionobservations (ca-
pable of resolving the inner 100 au region) reveal that smaller γ values (⟨γ⟩ ∼ 0.1, Isella
et al. 2009; γ ∼ 0.1, de Gregorio-Monsalvo et al. 2013) are required in order to reproduce
the radial profile of the continuum brightness distribution consistently in the inner and
in the outer disk.
It is worth noticing that the surface density profiles have been determined assuming
a dust opacity κλ that is constant with radius, this choice being justified by the lack of
a direct evidence that would call for a different treatment. Since a combination of grain
growth and radial drift are expected to produce a size-sorting effect in the grain radial
distribution (Birnstiel et al. 2010) with a consequent gradient in the dust opacity, the slope
of Σ(R) derived here might be shallower than the real one (see the discussion in Trotta
et al. 2013). As shown by Tazzari et al. (2016), such degeneracy can be broken by forward-
modeling spatially resolved multi-wavelength observations.
90 ALMA survey of Lupus protoplanetary disks II: structure of disks
2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
γ
0
1
2
3
4
5
6
N
< γ> = 0. 021± 0. 003
0 100 200 300 400 500
Rc (au)
0
1
2
3
4
5
6
7
N
Spatial resolution
100 101 102 103
Rc (au)
-2.0
-1.0
0.0
1.0
2.0
γ
Fig. 5.9 Distributionof surface density slopesγ (top), exponential cut-off radiiRc (middle) and the
correlation between them (bottom) derived for the disks in the sample. The vertical dashed line in
the top andmiddle panels gives a visual representation of the spatial resolution of the observations,
estimated as half of the synthesized beam size (in our case∼ 25 au at a distance of 150 pc). There
is no apparent correlation between γ and Rc. Several disks with negative γ values have large cut-off
radii, and this might indicate the presence of a large inner cavity.
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Fig. 5.10 Surface density profiles of the five disks having γ < 0 at a significance level larger than
3σ. The vertical dashed line gives a visual representation of the spatial resolution of the observa-
tions (25 au at 150 pc).
5.3.3 Transition disks
Transition disks are protoplanetary disks that exhibit inner cavities or gaps in their dust
and gas distribution. In the observations by Ansdell et al. (2016) three disks already clas-
sified as TD were detected with clearly resolved gaps in the continuum emission (2MASS
J16083070-3828268, RY Lup, Sz 111), three other sources (Sz 123A, Sz 100 and 2MASS
J16070854-3914075) showed marginal evidence for cavities with diameter of 0.4” and
six sources (Sz 84, MY Lup, Sz 112, 2MASS J16011549-4152351, 2MASS J16102955-
3922144, and 2MASS J16081497-3857145) previously classified as TD did not exhibit
any cavity or hole.
As explained in Section 5.1, we decided not to fit the three disks with clearly resolved
gaps as we are already sure that their continuum emission cannot be explained with a sim-
plemodel based on the two-layer approximation. For Sz 100, one of the three sources with
possible cavities, we obtain a robust fit with γ = −1.52 that confirms the presence of an
inner hole with radius Rhole ≈ 60 au. Unlike Sz 100, the other two sources with possi-
ble cavities Sz 123A and 2MASS J16070854-3914075 were excluded from our sample, the
former because is a binary, the latter because is edge-on. Finally, four out of the six disks
classified as TD but with no evidence of cavities in the continuum maps were included in
our sample: for Sz 84 and MY Lup we derive a surface density profile with a clear hole
(γ = −0.98 and γ = −0.8) located respectively at Rhole ≈ 41 au and Rhole ≈ 60 au,
for 2MASS J16102955-3922144 the fit is more uncertain (marginal evidence of a cavity
at Rhole ≈ 60 au) and for 2MASS J16081497-3857145 we obtain a structure that is com-
patible with being unresolved. The other two disks classified as TD (Sz 112 and 2MASS
J16011549-4152351) were excluded from our sample due to a low integrated flux (below
4mJy) and due to the lack of stellar parameters, respectively.
In addition to these disks, we also find evidence for the presence of holes in other two
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Fig. 5.11 Luminosity-size correlation. For each disk, we plot the flux at 0.88mm normalized at
the common distance of 140 pc. The fluxes F1.3mm from literature results have been re-scaled to
0.89mm assuming an average spectral index α = 3. Yellow circles are from the compilation in An-
drews (2015). The red dashed lines indicate the correlation found by the bayesian linear regression
and the gray lines represent the posterior density of models.
disks not classified as TD (2MASS J16000236-4222145 and Sz 129) for which we find
robust estimates of negative γ values, respectively γ = −0.2±0.02 and γ = −0.33±0.02,
and hole sizes of Rhole = 30 au and Rhole = 20 au (comparable with the spatial resolution
of the observations). The surface density profiles corresponding to such γ values imply the
presence of inner holes but the depletion factor inside Rhole is expected to be not as high
as for γ ≤ −1. We thus conclude that for these two disks the evidence for an inner hole
is tentative and to be confirmed with higher angular resolution observations. For a visual
representation of the surface density profiles of these disks, see Figure 5.10.
5.4 Discussion
In recent years, (sub-)mm observations of protoplanetary disks at an angular resolution
high enough to resolve their structure (∼ 0.75′′ for nearby SFRs) seem to suggest that
fainter disks are alsomore compact (Andrews et al. 2010; Andrews 2015; Piétu et al. 2014).
In order to check if this trend is verified also in the Lupus disks, in Figure 5.11 we show the
disk 890µm integrated flux (rescaled to the common distance of 140 pc) as a function of
the disk cut-off radius, which is a direct proxy of the disk size. We compare the results from
our fits (blue) with those by Andrews (2015) (yellow), which collected the fits of spatially
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resolved (sub-)mm observations of disks in Taurus-Auriga and Ophiuchus from Andrews
et al. (2009, 2010); Isella et al. (2010); Guilloteau et al. (2011); Piétu et al. (2014). The first
evidence is that the Lupus disks that we fitted in this study are generally characterized
by larger cut-off radii and smaller integrated fluxes. This behaviour seems to be consistent
throughout the range of cut-off radii between 10 and 200 au. The disks in the 0.7−1.0M⊙
mass range (circled blue dots) in which our sample is complete appear to be distributed
randomly, with no clear signs of correlation.
To assesswhether thediscrepancy between theLupus and theTarus-Auriga/Ophiuchus
is statistically relevant, we use the Kelly (2007) Bayesian linear regression algorithm⁷,
which allowsus to includeuncertainties onbothquantities in the computation. Figure 5.11
shows the resulting density of solutions as gray lines and the overall correlation deter-
mined by the regression algorithm as red dahsed lines. We infer the following correlations:
log F890µm = (0.77± 0.18) log Rc + (0.76± 0.3) (Lupus)
log F890µm = (0.77± 0.2) log Rc + (1.24± 0.2) (Taurus-Auriga/Ophiuchus)
Remarkably, the presence of an offset in the luminosity-size plane between the two popu-
lations is statistically significant at a 2σ level. This is particularly interesting if we consider
that the two disk populations havemean ages differing by 1-2Myr (Lupus being older) and
recall that disks evolve by viscous spreading (cfr. Section 2.2): the total disk mass, and
therefore the integrated mm flux, decreases with time as it is accreted by the central star,
while the outer radius of the disk moves outwards. For the self-similar solutions adopted
in this study (Eq. 5.1), it results that the two quantities evolve such that, at any given time,
Md ∝ R
−1/2
c (combineEq. 2.16 and2.17). Thegray arrow inFigure 5.11highlights the slope
of the resulting viscous evolutionary track. Since the typical e-folding time of a viscously
evolving accretion disk is 5-7Myr (see Fig. 14 in Hernández et al. 2007), it follows that
a difference of 1-2Myr could induce relevant changes in the disk structure (mass, size).
The results that we obtain here provide tentative evidence of these changes, as it seems
that the older (3Myr old) Lupus disks are more evolved than the younger (1-2Myr old)
Taurus-Auriga/Ophiuchus disks.
The analysis that we perform on each disk allows their structure (surface density and
temperature) to be determined with a self-consistent disk model. Our fits analyzed obser-
vations at one wavelength only, therefore a certain degree of degeneracy between these
two quantities and the dust opacity chosen is unavoidable⁸, however the temperature is
derived via a self-consistent resolution of the energy balance within the disk (given the
properties of the central star and the local disk properties). This enables us to use the de-
rived surface density profiles to obtain a physically motivated estimate of the total dust
mass. In Figure 5.12 we report, for each fitted disk, the dust mass as a function of the
cut-off radius (blue circles). To investigate the presence of a correlation between these
two quantities we perform the same Bayesian linear regression by Kelly (2007) that we
used above. We find a moderate/high correlation (r = 0.75) and a best-fitting curve
log(Mdust) = (0.91±0.2) log(Rc). The intrinsic scattering of the data is σ = 0.13±0.05.
In Figure 5.12 the fitted correlation is shown as a red dashed line, while 400 posterior
samples (gray lines) give a visual representation of the posterior PDF. In Appendix D (Fig-
ure D.1) we report the detailed staircase plot of the complete MCMC chain resulting from
⁷We use the linmix Python package which implements Kelly (2007) and is available here:
https://github.com/jmeyers314/linmix.
⁸The incoming ALMA observations at 1.3 and 3mm will help in breaking this degeneracy.
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Fig. 5.12 Disk dust mass as a function of cut-off radius. The dust masses are computed from
the modeling results by integrating the dust surface density profile. The red dashed line represent
the correlationMdust ∝ R 0.91±0.20c fitted by applying a Bayesian linear regression algorithm (Kelly
2007) to the data. The gray lines are 400 posterior samples and give a visual representation of the
posterior PDF.
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the Bayesian regression. The correlation that we find is less steep than theMd ∝ R1.6±0.3c
found by Andrews et al. (2009, 2010) in Ophiuchus. The difference between the two cor-
relations is significant at a 3σ level and could be due to the different evolutionary stages
of the Lupus and Ophiuchus disks. In order to assess whether viscous evolution can ex-
plain the discrepancy, further investigations with theoretical models of disk populations
are needed.
Finally, in Figure 5.13 we collect the surface density profiles (and cumulative distri-
bution) obtained for all the fitted disks. We compare these profiles with the minimum
mass solar nebula (MMSN, Weidenschilling 1977) with the Solar System normalizations
by Hayashi (1981). The green curves highlight Σg of the disks orbiting stars with stellar
mass in the 0.7 − 1M⊙ range. We note that these curves can thus be directly compared
to the MMSN curve, which has been obtained for the primordial disk orbiting around the
Sun. In general, the Lupus disks seem to be less massive than the MMSN, only a few of
them having a comparable mass. Interestingly, a comparison with the surface density pro-
files found inTaurus-Auriga/Ophiuchus and collected byAndrews (2015) confirms that the
Lupus disks are also less massive than the Taurus-Auriga/Ophiuchus disks, many of them
being more massive than the MMSN⁹. This finding would be consistent with the above
interpretation of Lupus disks being more viscously evolved, i.e. less massive andmore dif-
fused. From these results we conclude that planet formation in the Lupus disks either has
already taken place (which would explain the mass depletion) or will be unlikely to occur
(most of disks do not seem to have enough mass to produce Solar-System like planets).
5.5 Conclusions
In this chapter we have analyzed the 890µm continuum emission of than 20 disks in the
Lupus SFR which have been observed with ALMA at ∼0.3” (∼50 au) resolution (Ansdell
et al. 2016). We have fitted the disk emission the a self-consistent diskmodel based on the
two layer approximation and a realistic dust opacity computation.
For each disk, we derive the dust surface density profile, the temperature profile, and
we constrain the disk inclination and position angle. Themasses compare well with values
derived with the simple flux conversion obtained by by Ansdell et al. (2016). The residual
discrepancies are due to themore refined determination of the temperature profile enabled
byourmodel-based analysis. Theparameters derivedwith thesefits provide structural con-
straints on a large set of disks that have been selected from the complete sample of Class II
disks in the Lupus SFR. By studying the 890µm integrated flux as a function of the disk
size we obtain evidence of a correlation. Comparing the derived Lupus luminosity-size
relation with the one obtained for Taurus-Auriga/Ophiuchus (Andrews 2015), we find a
remarkably consistent offset between the two. This result, obtained in the context of vis-
cous disk evolution, positively correlate with the differingmean ages of Lupus and Taurus-
Auriga/Ophiuchus. Finally, we evaluate the potential for planet formation in the Lupus
disks: we find them mass-depleted w.r.t. Taurus-Auriga/Ophiuchus, suggesting that ei-
ther planets have already formed or they are unlikely to form.
The incoming ALMA observations at 1.3 and 3mm will enable the multi-wavelength
analysis developed inChapter 3 to be appliedL: thiswill allowus to remove thedegeneracies
in the physical modeling and a more robust determination of the fundamental properties
of the Lupus disks.
⁹Note, however, that the Taurus-Auriga/Ophiuchus sample collected by Andrews (2015) tends to select
bright sources, while our Lupus sample is a sub-selection of a complete Class II survey.
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Fig. 5.13 (top): Gas surface density profiles for the disks in the sample (gray curves) compared to
the Hayashi (1981) surface density model for the solar system (black thick line). The green curves
correspond to the sources in the 0.7-1M⊙ stellar mass bin. The inferred surface density profiles
are dashed where they are not spatially resolved, i.e. for R < 25 au. (bottom): The same curves as
above, bust expressed in terms of cumulative distribution.
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GPU-accelerated library for the
analysis of interferometric
observations
The content of this chapter has to be included in:
“pyvfit: aGPU-accelerated library for the analysis of interferometric observations”
Tazzari, M., Testi, L., Beaujean, F., to be submitted to A&A.
6.1 Introduction
Theadvent ofmodern radio interferometers such as the Atacama largemillimeter and sub-
millimeter array (ALMA) and the upgraded Karl J. Jansky Very Large Array (JVLA) have
rapidly transformed the landscape of interferometric observations in the sub-mm to cm
wavelengthwindow. By combining huge improvements in angular resolution and dramatic
enhancements in terms of sensitivity, in the last few years these advanced radio telescopes
have been delivering data that transformedmany fields of astronomy ranging from proto-
planetary disks and signatures of life to gravitational lenses, from the interstellar medium
to galaxy clusters.
These new observational facilities offer unprecedented capabilities to investigate - with
a very high signal-to-noise ratio - the structure of many sources that only a few years ago
appeared as point-like. This is particularly true for protoplanetary disks, the field of re-
search that motivated the development of the tool presented in this chapter and in which
we are witnessing new discoveries about the spatial structure of disks on an almost daily
basis.
The extreme angular resolution that is now achievable even at mm wavelengths (tens
of mas) reveals sources with complex spatial structures that cannot be modeled anymore
with a (combination of) simple two-dimensional Gaussians. Rather, it is now apparent
that a comparison between the observations and physics-motivated models with varying
level of details is the only way to fully exploit the wealth of information encoded in such
spatially resolved observations. In the last years this forward-modeling technique has been
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used with success in an increasing number of studies. Themodels that are used usually de-
pend on a (preferably small) set of free parameters whose best-fit values are determined ei-
ther manually (if the model is particularly expensive in computational terms) or by means
of dedicated tools such as χ2 optimizers or Markov ChainMonte Carlo (MCMC) samplers.
In all these analyses the depth of exploration of the parameter space depends roughly on
three factors: (i) the number of free parameters, (ii) the exploration algorithm, and (iii) the
computational effort required to calculate the model and to compare it to the observed
data (namely, to compute the likelihood of the data for a given set of values of the free
parameters). It is worth noting that, in most cases, the overall time needed to obtain a
statistically robust fit is largely set by the time taken by the computation of the likelihood
which usually has to be calculated between∼ 104 to∼ 106 times (provided that the num-
ber of free parameters is not very large - e.g., less than 50 - and the likelihood distribution
is well behaved). It follows that a fast and efficient likelihood computation is a crucial re-
quirement for almost any algorithm of parameter space exploration to produce a result on
a reasonable time scale.
While single dish telescopes measure the sky brightness directly, interferometers take
measurements of its Fourier transform. The fit of interferometric data can be performed
either in the image or in the Fourier plane. In the first case, the synthetic image produced
of the model is compared to the image of the sky, which has to be reconstructed from the
measurements of its Fourier transform with nonlinear deconvolution algorithms. In the
second case, the only image to be processed is the synthetic image of the model, which is
Fourier transformed and sampled in the same Fourier space locations where the measure-
ments are available.
When fitting interferometric observations in the Fourier plane, the computation of
the likelihood involves a compute-intensive image processing that consists of operations
on large matrices and arrays; e.g., the Fourier transform operation, the sampling of the
Fourier transformedmodel brightness in the locations where the measurements are avail-
able, etc. If the codes used so far have been able to deal with the complexity set by the size
of the current interferometric data sets, there are two major challenges that radio astron-
omy faces in the next years. A first challenge is provided by the extreme angular resolution
achieved by an ever growing number of observations, which translates into the demand
for modeling larger and larger portions of the Fourier plane at the same time, which in
turn requires the usage of larger and larger matrices and arrays. In addition, the data rate
achieved by modern instrumentation is so high that much information delivered by the
interferometers has to be time-integrated (e.g., on temporal bins of∼30 s) before it can be
handled. A secondmajor challenge is set by the requirements for a multi-wavelength anal-
ysis that combines not only the dust continuum emission (Tazzari et al. 2016) but also the
gas molecular lines. Indeed, modern receivers mounted on radio interferometers provide
us with unprecedented sensitivity and spectral resolution in several wavelength windows
allowing us to resolve not only the spatial distribution of the dust and gas content but also
their velocity field. The observations taken in the thousands of spectral channels featured
by the receivers encode a lot of information about the physical structure of the emitting
sources, which however can be constrained only by comparing adequate physical models
to such observations.
The observational capabilities of modern radio interferometers put researchers in the
condition to address for the first time several specific physics questions, provided that the
predictions of the models can be tested against the data in a time-effective way. As long
as the observations allow to unveil new structures and new physical effects that were pre-
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viously unseen, the complexity of the models has to increase accordingly. This inevitably
results in a larger computational effort required to obtain model predictions, which adds
to the even more demanding requirements set by the improved observations. It is thus
evident that a breakthrough in the computational capabilities is needed in order to deal
with the challenges posed by modern radio interferometry and to be able to fully exploit
the abundance of information offered by the observations. To this end, in this chapter we
provide a way to accelerate the comparison of model predictions to the data, and we do so
by leveraging the performances offered by modern computing devices.
In this chapter we develop a computational tool called pyvfit that accelerates the cal-
culation of the likelihood in the context of the analysis of interferometric observations.
The tool is designed as a library that can be easily imported to accelerate already existing
codes and provides a drop-in replacement for the function that computes the χ2 given the
synthetic image computed by themodel and the interferometric data set. The acceleration
is achieved by executing the image processing required by the likelihood computation on
graphical processing units (GPUs)¹. Thanks to their massively parallel architecture, GPUs
perform operations on large arrays and matrices much more efficiently than CPUs and
therefore constitute the ideal devices to accelerate the imaging processing tasks. In this
tool we implement the imaging algorithms using the NVIDIA CUDA specifications that al-
low the code to runonNVIDIAGPU cards. Platform-independent alternatives are available
on the market (OpenACC) but we favored NVIDIA CUDA for two main reasons: first, be-
cause nearly all high performance computing (HPC) clustersmountNVIDIA cards; second,
because we also need to have fine-grained control on the code for optimum performance.
The acceleration of the likelihood computation achieved by pyvfit showcases the ad-
vantages of GPU-accelerated computing. This modern computing pattern consists of of-
floading the compute-intensive routines to the GPU, while the rest of the code is still
executed on the CPU. In Section 6.3 we demonstrate that GPU accelerated computing
is needed to deal with the challenges in terms of angular resolution and extreme multi-
wavelength data sets that radio interferometry is now facing. As an example, we show
that using the GPU version of pyvfit allows a multi-wavelength data set with 100 wave-
lengths to be fit by a single GPU (controlled by 16 CPU cores) on the same timescale on
which the CPU version (executed on 100 CPU cores) fits a 5 wavelength data set.
Nowadays an increasing number of worldwide computing clusters are designed with
hybrid architectures (e.g., the Oak Ridge National Laboratory’s TITAN, the Swiss National
Supercomputing Centre’s Piz Daint, etc.) hosting nodes equipped with many CPU cores
(usually 16 or 32) and 1 or 2 GPUs each. Such hybrid architecture and the usage of GPU-
accelerated computing allows the clusters to optimize the usage of the resources (with
CPUs dedicated to serial tasks and GPUs to massively parallel tasks) as well as the energy
consumption. On a smaller scale, in the last years GPU cards have becomemore accessible
in terms of price and selection, thus making it easier to equip single servers with one or
two GPUs. In this multi-faceted context, pyvfit is a highly flexible tool that is designed
to work in a multi-CPU/multi-GPU context. It can be used effortlessly both on a single
server or on several nodes, and it automatically exploits the power of all the GPUs that are
available on the machines.
The chapter is organized as follows. In Section 6.2 we describe the basic definitions
and equations used by pyvfit. We also detail the implementation of the GPU version of
¹As opposed to CPUs which consist of a few cores designed for sequential processing, GPUs have a mas-
sively parallel architecture that consists of thousands of smaller butmore efficient cores designed for executing
multiple tasks simultaneously.
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the code. The results of the performance tests, with comparison between the CPU and
GPU versions, are reported in Section 6.3. In Section 6.4 we draw our conclusions and in
Appendix E we give additional details on the code implementation.
6.2 Description of pyvfit
Synthesis arrays, or interferometers, such as ALMA and JVLA allow us to make images of
the sky bymeasuring the components of its Fourier Transform (FT), usually called complex
visibilities. The output of an interferometer is a discrete set of samples of the FT of the sky
brightness. A model can be fitted to interferometric data in two ways: (a) in the image
plane, or (b) in the Fourier plane.
Approach (a) requires to perform the inverse Fourier transform of the complex visi-
bilities by means of nonlinear deconvolution algorithms such as CLEAN (Clark 1980) that
allow the image of sky to be reconstructed even though the visibilities are irregularly dis-
tributed. This approach is probably more intuitive (it works in the image plane), but is
affected (to a non quantifiable extent) by the nonlinear effects introduced by the decon-
volution algorithms. Basically, the synthetic brightness produced by a physical model is
compared to amodel of the measurements rather than to the measurements themselves.
Approach (b) embodies a more forward-modeling technique: the synthetic brightness
produced by the model is Fourier transformed and sampled in the same Fourier-plane lo-
cations where the measurements are available so that the resulting comparison between
the synthetic visibilities and the observed ones is a proper comparison betweenmodel and
measurements. In addition to this intrinsic difference, approach (b) should be preferred
over approach (a) because the noise of adjacent image pixels is inevitably correlated due to
the finite extent of the point-spread-function (PSF) (and therefore requires an adequate
consideration of the off-diagonal elements of the covariance matrix), whereas the noise of
complex visibilities can be fairly considered uncorrelated (Wrobel and Walker 1999) (thus
ensuring that the covariance matrix is diagonal).
In this study we adopt approach (b), namely the fitting in the Fourier domain. We
develop a tool to accelerate the computation of the χ2 between a model image and the ob-
served interferometric data. Before introducing the tool, we recall the fundamental equa-
tions of synthesis imaging and define the relevant quantities used in the code.
6.2.1 Basic equations of Synthesis Imaging
To derive the response of an interferometer we first introduce some definitions and a sys-
tem of coordinates, following standard conventions as in Thompson (1999). Let us call
b⃗ the baseline vector connecting two antennas on the ground and s⃗ the unit vector (the
same for all the antennas) pointing towards the source. It is useful to rewrite s⃗ = s⃗0 + σ⃗,
where s⃗0 represents the phase center of the synthesized field of view. It is possible to show
(Thompson 1999) that the response of the interferometer to a source of brightness I is:
Vobs(⃗b) =
∫
ΩS
A(σ⃗)I(σ⃗)e−2πiν b⃗·σ⃗/cdΩ , (6.1)
where ν = c/λ is the radiation frequency, A(σ⃗) is the normalized antenna reception pat-
tern and ΩS is the angular size of the source as it appears on sky Eq. (6.1) defines the
complex visibility of the source. The brightness I is a flux density and is therefore measured
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in Jy/ sr or Jy per beam area²; the visibility Vobs is a flux and is measured in Jy. Eq. (6.1)
has been derived under the assumption that the brightness I is constant within the band-
width∆ν of the observations, and that the source is in the far field of the interferometer
and is spatially incoherent (i.e., that the contribution to the brightness I from different
regions of the source can be considered uncorrelated).
It is useful to define a system of coordinates for the baseline vector (u, v,w), where u
points towards the East, v towards theNorth andw towards s⃗0, all of them beingmeasured
in units of the observing wavelength λ. Positions on sky have coordinates (l,m), which are
the direction cosines computed w.r.t. the u and v axes. An image in the (l,m) plane can
be regarded as the projection of the celestial sphere onto a plane tangent to the sphere in
(l,m) = (0, 0).
In the assumption of small field imaging it is possible to rewrite Eq. (6.1) as:
Vobs(u, v) =
+∞∫
−∞
+∞∫
−∞
I(l,m)e−2πi(ul+vm)dldm , (6.2)
where we have made the fair assumption that for the primary beam A(l,m) ≈ 1 where
I(l,m) ̸= 0 and zero otherwise.
Interferometers measure the visibility function Vobs(u, v) in a discrete set of locations
(uk, vk), with 1 ≤ k ≤ M. In the following, we shall refer to these locations as sampling
points.
In order to compare a synthetic, or model, brightness Imod(l,m) produced by a model
to the interferometric data we need to compute the synthetic visibilities Vmod according
to Eq. (6.2):
Vmod(u, v) =
+∞∫
−∞
+∞∫
−∞
Imod(l,m)e−2πi(ul+vm)dldm (6.3)
and then to sample Vmod(u, v) at the same sampling points (uk, vk) where the observa-
tions were taken. Finally, once the synthetic visibility function has been sampled, we can
compare it to the measurements by computing the χ2:
χ2 =
M∑
k=1
|Vobs(uk, vk)− Vmod(uk, vk)|2 w2k , (6.4)
where wk is the theoretical weight associated to the visibility measurement in (uk, vk) and
is assumed independent from the fit parameters.
We conclude this theoretical section recalling a basic property of the Fourier Transform
that becomes particularly useful to fit the location of a source on sky, that is, to find the
angular offsets ∆α and ∆δ (right ascension and declination, respectively) between the
actual source location and the phase center (α0, δ0). In particular, the behaviour of the
Fourier Transformunder translations allows us to perform a translation in the image plane
I(l,m) → I(l−∆l,m−∆m) by simplymultiplying the complex visibilities by a phase factor
exp [−2πi (u∆l+ v∆m)], where ∆l = sin(∆α) and ∆m = sin(∆δ) for sufficiently small
imaging fields.
²The effective area of the synthesized beam.
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the noise of complex visibilities can be fairly considered uncor-
related (Wrobel & Walker 1999) (thus ensuring that the covari-
ance matrix is diagonal).
In this study we adopt approach (b), namely the fitting in the
Fourier domain. We develop a tool to accelerate the computation
of the  2 between a model image and the observed interferomet-
ric data. Before introducing the tool, we recall the fundamental
equations of synthesis imaging and define the relevant quantities
used in the code.
2.1. Basic equations of Synthesis Imaging
To derive the response of an interferometer we first introduce
some definitions and a system of coordinates, following standard
conventions as in Thompson (1999). Let us call b the baseline
vector connecting two antennas on the ground and s the unit vec-
tor (the same for all the antennas) pointing towards the source.
It is useful to rewrite s “ s0 `  , where s0 represents the phase
center of the synthesized field of view. It is possible to show that
the response of the interferometer to a source of brightness I is:
Vobspbq “
ª
⌦
S
Ap qIp qe´2⇡i⌫ b¨ {cd⌦ , (1)
whereAp q is the normalized antenna reception pattern and ⌦
S
is the angular size of the source as it appears on sky. Eq. (1)
can be considered the definition of the complex visibility of the
source I. The brightness I is a flux density and is therefore mea-
sured in Jy/ sr or Jy per beam area2; the visibility Vobs is a flux
and is measured in Jy. Eq. (1) has been derived under the as-
sumption that the brightness I is constant within the bandwidth
 ⌫ of the observations, and that the source is in the far field of
the interferometer and is spatially incoherent (i.e., that the con-
tribution to the brightness I from di↵erent regions of the source
can be considered uncorrelated).
It is useful to define a system of coordinates for the baseline
vector pu, v, wq, where u points towards the East, v towards the
North and w towards s0, all of them being measured in units of
the observing wavelength  . Positions on sky have coordinates
pl,mq, which are the direction cosines computed w.r.t. the u and
v axes. An image in the pl,mq plane can be regarded as the pro-
jection of the celestial sphere onto a plane tangent to the sphere
in pl,mq “ p0, 0q.
In the assumption of small field imaging it is possible to
rewrite Eq. (1) as:
Vobspu, vq “
ª `8
´8
ª `8
´8
Ipl,mqe´2⇡ipul`vmqdl dm , (2)
where we have made the fair assumption that the primary beam
Apl,mq « 1 where Ipl,mq ‰ 0 and zero otherwise.
Interferometers measure the visibility function Vobspu, vq in a
discrete set of locations pu
k
, v
k
q, with 1 § k § M. In the follow-
ing, we shall refer to these locations as sampling points.
In order to compare a synthetic brightness Imodpl,mq pro-
duced by a model to the interferometric data we need to compute
the synthetic visibilities Vmod according to Eq. (2):
Vmodpu, vq “
ª `8
´8
ª `8
´8
Imodpl,mqe´2⇡ipul`vmqdl dm (3)
and then to sample Vmodpu, vq in the same sampling points
pu
k
, v
k
q where the observations were taken. Finally, once the syn-
thetic visibility function has been sampled, we can compare it to
2 The e↵ective area of the synthesized beam.
the measurements by computing the  2:
 2 “
Mÿ
k“1
|Vobspuk, vkq ´ Vmodpuk, vkq|2 w2
k
, (4)
where w
k
is the theoretical weight associated to the visibility
measurement in pu
k
, v
k
q.
We conclude this theoretical section recalling a basic prop-
erty of Fourier Transform that becomes particularly useful to
fit the location of a source on sky, that is, to find the angu-
lar o↵sets  ↵ and    (right ascension and declination, respec-
tively) between the actual source location and the phase center
p↵0,  0q. In particular, the behaviour of Fourier Transform un-
der translations allows us to operate a translation in the image
plane Ipl,mq Ñ Ipl ´  l,m ´  mq by simply multiplying the
complex visibilities by a phase factor exp r´2⇡i pu l ` v mqs,
where  l “ sinp ↵q and  m “ sinp  q for su ciently small
imaging fields.
2.2. Usage of pyvfit
pyvfit can be imported as a common Python package, with
its functions o↵ering a simple interface to the GPU accelerated
routines. Here below we show an example on how to use the
tool.
from package import libgpu_dp # double precision
# model image
# in this example: point source
Nx = 1024 # matrix size
I_mod = np.zeros((Nx, Nx), dtype='complex128')
I_mod[Nx/2, Nx/2] = 1.0 # [Jy/sr]
cell = 0.01 # cell angular size [arcsec]
# observational data
# u, v: arrays [wavelength]
# Re, Im: arrays [Jy]
# w: array
# angular offsets (optional)
Delta_alpha = 0.5 # [arcsec]
Delta_delta = -2.5 # [arcsec]
# identifier for this execution (optional)
rank = 0
# execution
chi2_dp = acc_lib_dp.chi2(I_mod, cell,
u, v, Re, Im, w,
Delta_alpha, Delta_delta,
rank)
Let us analyze the steps for executing the chi2 function:
1. We import the double precision version libgpu_dp from the
package (to import the single precision one just replace _dp
with _sp).
2. For this example, we create a mock model image Imod in a
square matrix of size N
x
ˆ N
x
and double precision values.
In this example we choose the simplest model, i.e. a point
source located at the image center. In a real case, Imod can
be whatever brightness distribution in the form of an image.
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6.2.2 Usage of pyvfit
pyvfit can be installed via the common pip command and imported as a common Python
package, with its functions offering a simple interface to the GPU accelerated routines.
Following Figure 6.1 wher we show an ex mple usage of the tool, let us analyze the steps
needed to execute the chi2 function:
1. We import the double precision version libgpu_dp from the package (to import the
single precision one just replace _dp with _sp).
2. For this example, we create a mock model image Imod in a square matrix of size
Nx × Nx and double precision values. We choose the simplest model, i.e. a point
source located at the image center. In an actual application, Imod can be whatever
brightness distribution the model predicts in the form of an image. Imod has di-
mensions of a flux density, therefore is measured in Jy/sr. We also specify the cell
angular size∆θx (in arcsec) to be 0.01 arcsec.
3. The observational data consist of two arrays with the uk and vk coordinates of each
sampling point (in units of the observing wavelength), two arrays containing the
real and imaginary part of the observed visibilitiesReVobs and ImVobs (in Jy), and
an array with the associated weight wk.
4. As optional parameters, we provide angular offsets (∆α,∆δ) (in arcsec) by which
the model image has to be translated: if not provided to the chi2 function, they are
assumed to be both zero, therefore no translation is executed.
5. Finally, as an additional optional parameter, we specify the rank for this computa-
tion, namely an integer number acting as an identifier of this chi2 execution. The
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rank parameter is useful when runningmulti-CPU code onmachines withmore than
one GPU, as it allows to balance the workload on all the available GPUs with mini-
mum programming effort. As an example, for a multi-CPU application using the
MPI technology, if rank is set to be equal to the MPI rank, then the package auto-
matically takes care of distributing the parallel executions of chi2 to all the available
GPUs. Alternatively, the rank parameter can be used to restrict the chi2 execution
to one specific GPU among those available.
Basic requirements for the inputs are as follows. The image of the model brightness
Imod(l,m) has to be provided in the form of a square matrix of size Nx × Nx , with Nx a
power of 2 to allow the FFT algorithm to be used. Nx and ∆θx must be chosen carefully
so that the computation of the visibility function Vmod on a matrix of same size properly
resolves the smallest angular scales (largest spatial frequencies) probed by the observa-
tions and encompasses the whole field of view (smallest spatial frequency) covered by the
observations. The first condition is met if ∆θx ≤ 1/maxk{(u2k + v2k)1/2}, and the sec-
ond if Nx ≥ maxk{(u2k + v2k)1/2}/mink{(u2k + v2k)1/2}, where the maximum and the min-
imum uv-distances are computed from the coordinates of the M sampling points. Note
that, given Nx and ∆θx, in the Fourier space the Nx × Nx matrix covers an extent given
by |u| < 1/(2∆θx) and |v| < 1/(2∆θx), with the origin of the (u, v) plane located at the
pixel coordinate (Nx/2,Nx/2). In order to avoid aliasing effects, it is important to bear in
mind such conversions and ensure that the sampling points do not fall close to the matrix
borders.
The (uk, vk) coordinates of the sampling points have to be expressed in units of the ob-
servingwavelengthλ and the complex visibilitiesVobs in Jy (1 Jy = 10−23 erg s−1 cm−2 Hz−1).
The angular offsets (∆α,∆δ), if provided, need to be expressed in arcseconds.
6.2.3 Implementation
The package pyvfit is written in C++ 11 and uses NVIDIA CUDA to make the code exe-
cutable onNVIDIAGPUs. NVIDIACUDA is a platform and a programmingmodel designed
for parallel computing, particularly suitable for accelerating scientific applications (Nick-
olls et al. 2008): it provides tools to execute custom algorithms on GPUs and, through the
NVIDIA CUDA Toolkit, it offers application programming interfaces (APIs) to high per-
formance routines for scientific computing, e.g. linear algebra (cuBLAS) and FFT (cuFFT)
among many others.
For the development of pyvfitwe exploit the power of the already existing CUDAAPIs
and we write custom kernels (algorithms to be executed on GPUs) to implementmore spe-
cific operations that are not available in theNVIDIA Toolkit. pyvfit provides out-of-the-box
not only a GPU-accelerated version, but also a CPU-accelerated one that uses the OpenMP
technology (Dagum and Menon 1998) to distribute the workload on multiple CPU cores.
Indeed, the latest improvements in the NVIDIA CUDA technology allows the code of the
numerical core functions to be executed both on GPUs and CPUs without needing to be
modified. This ensures that the data is processed in the same way in the two versions, thus
dramatically enhancing the versatility of the library, and making it relevant even for users
without direct access to GPU-hosting machines.
Finally, for ease of use and greater flexibility, pyvfit is wrapped in a Python package
that makes both the GPU- and CPU-accelerated routines accessible with a unique straight-
forward interface.
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6.2.3.1 Algorithm and details of GPU implementation
We now turn to illustrate the structure of the algorithm of the chi2 function which im-
plements the synthesis imaging equations presented in Section 6.2.1 and computes theχ2
given some interferometric data and amodel image. In the following, we refer to the visual
representation given in Figure 6.2.
Model Image
Fourier Transform
shift -> FFT -> shift
Image translation
×e−2πi (u∆l+v∆m)
Sampling
Interpolate
Comparison and Reduction∑
k |V ′mod − Vobs|2k w2k
χ2
Kernel 1
(cuFFT)
Kernel 2
Kernel 3
Kernel 4
(cuBLAS)
Imod(l,m), ∆θx HtoD HtoD HtoD
HtoD: Host->GPU
DtoH: GPU->Host
DtoH
Vmod(u, v)
V ′mod(u, v)
V ′mod(uk, vk)
Offsets
(∆α,∆δ)
Observations
(uk, vk)
Vobs(uk, vk), wk
Fig. 6.2 Flow chart of the algorithm, proceeding from top to bottom. White boxes indicate in-
puts: the image of the model brightness, the observational data set, and (optional) the angular
offsets. The only output is the χ2. Green boxes represent the kernels that are performed on the
GPU (device) and provide an elementary description of the operations they perform. Green arrows
indicate data flow between kernels and black dashed arrows highlight memory transfers from host
to GPU (host to device, HtoD) and viceversa (DtoH).
The two mandatory sources of input (white boxes in Figure 6.2) are
1. theModel Image: an image of themodel brightness Imod(l,m) and the correspond-
ing cell angular size∆θx ;
2. theObservations: an interferometric data set, i.e. a set of visibility samplesVobs(uk, vk)
with weights wk (for 1 ≤ k ≤ M).
Optionally, it is possible to specify the right ascension and declination Offsets (∆α,∆δ)
by which the model image Imod(l,m) has to be translated.
Following Figure 6.2, the algorithm is organized in five parts (kernels) that we now
describe in turn.
Kernel 1 - Fourier Transform As a first step, following Eq. (6.3) the model brightness
Imod(l,m) is Fourier Transformed to obtain the visibility function Vmod(u, v).
First, we need to prepare the model image for the FFT algorithm. While the image has
its center in the (Nx/2,Nx/2) pixel, the FFT algorithm assumes the image center to be in
the (0, 0) corner. To correct for the differing definitions we apply to the image a shift
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function that divides the image in four quadrants and swaps the upper-left quadrant with
the lower-right one and the lower-left quadrant with the upper-right one. We implement
this shift function as a CUDA C++ kernel. Note that our solution has been obtained in-
dependently from Abdellah (2014). For more details, see the shift implementation in
Appendix E.
Second, we apply the FFT algorithm to the shifted image. To achieve the best perfor-
mances, we exploit the implementation provided by the NVIDIA cuFFT library, which is
a high performance implementation of the FFT algorithm (Cooley and Tukey 1965) and
is freely available in the NVIDIA CUDA Toolkit³. The cuFFT library offers a simple inter-
face to themany implementations of the FFT algorithm, namely the Real-to-Complex, the
Complex-to-Complex, and the Complex-to-Real variants. All these functions are available
both in single or double precision accuracy. In our code, even though the model image
Imod(l,m) is real-valued by definition, we decide to use the general Complex-to-Complex
transform cuFFT_Z2Z (and its single precision version cuFFT_C2C), which allows the input
and output data to have the same data layout. Conversely, the Real-to-Complex trans-
form, which theoretically is faster, requires manipulation of the input data before it can be
applied.
As a third and last step of this kernel, we apply the shift function again to the output
of the FFT algorithm in order to bring the (u, v) plane origin (by definition assigned to the
(0, 0) pixel of the transform) back to the matrix center (Nx/2,Nx/2). The resulting matrix
contains N2x samples of Vmod(u, v) evaluated at the regularly spaced pixel centers.
Kernel 2 - Image Translation If any angular offset (∆α,∆δ) is provided, the model
image Imod(l,m) is translated accordingly. The image translation is performed with a cus-
tom CUDA C++ kernel that applies a phase shift to the visibility function Vmod(u, v) as
explained in Section 6.2.1.
Kernel 3 - Sampling The output of Kernel 2 is a matrix containing N2x samples of the
visibility function, distributed on a regularly spaced grid. In order to evaluate the visibility
function in the non-uniformly distributed sampling points (uk, vk) we implement a CUDA
C++ kernel that performs a bilinear interpolation (Press et al. 2007) for each sampling
point. The output of this kernel is a set ofM samples Vmod(uk, vk).
Kernel 4 - Comparison and Reduction Following Eq. (6.4), the computation of the
final χ2 involves a reduction (summation) of the square discrepancies over all theM sam-
ples. To ensurehighperformances on the reductionoperationwe rely on the cuBLAS library⁴
which offers an implementation of the highly optimized BLAS⁵ routines for NVIDIAGPUs.
The operation in Eq. (6.4) can be viewed as the Euclidean norm of anM-dimensional com-
plex number, whose k-th component is given by |Vobs(uk, vk)−Vmod(uk, vk)|2 wk. We thus
use the cublasDznrm2 (cublasScnrm2) function that computes the Euclidean norm of anM-
dimensional complex number with double (single) precision.
One of the most relevant bottlenecks that usually affect GPU applications is the mem-
ory transfer from host to device⁶ (HtoD) and viceversa (DtoH), the main reasons being:
(i) the much larger latency of the device memory w.r.t. the host memory (e.g. numbers),
(ii) the limited memory bandwidth (usually smaller than 8GB/s). During the design of the
code, we paidmuch care in reducing the HtoD and DtoHmemory transfers to the absolute
minimum. As an example, to this extent the behaviour of Fourier Transform under trans-
³For the development and testing of the code we used the NVIDIA CUDA Toolkit versions 6.0, 7.0 and
7.5, available here: https://developer.nvidia.com/cuda-toolkit
⁴cuBLAS is freely available in the NVIDIA CUDA Toolkit.
⁵Basic Linear Algebra Subprograms, http://www.netlib.org/blas/.
⁶In this context, the CPU represents the host system, while the GPU is the device.
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lations is particularly useful as it allows us to perform the image translation directly on
the GPU, with no need to move the data. As a result, Figure 6.2 shows that we have three
HtoDmemory transfers to upload the input data to the GPU, and only one DtoH transfer,
to retrieve the result of the computation from the GPU. No other memory transfers are
executed throughout the computation of Kernels 1 to 4. Moreover, wherever possible we
preferred in-place operations that, avoiding the creation of intermediate copies of the data,
help to reduce the overall amount of memory actually needed.
The current version of the code executes all the HtoD transfers at the beginning, i.e.
immediately before Kernel 1 execution, which makes the code more easily readable and
debuggable. It is worth noting that possible speed improvements could be attained with
H2D asynchronous transfers, which would allow the data to be transferred immediately
before it is needed.
6.3 Performance
The performance tests that we report here have been executed on a local server with 28
physical CPU cores, 56 logical CPU cores and 1 NVIDIA Tesla K40.
In Figure 6.3 we show the comparison of the execution time on GPU and CPU of the
chi2 routine as a function of matrix size, for single e double precision. We perform the
same measurements also for different number of sampling points, respectively 103 and
106, as to represent data sets of different size. For reference, in Table 6.1 we report the
actual execution time measurements plotted in Figure 6.3.
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Fig. 6.3 Comparison of the execution time of chi2() on GPU (blue lines) and CPU (orange lines),
as a function ofmatrix size. We report the execution time for double (solid lines) and single (dotted
lines) precision, for 1 thousand (empty circles) and 1 million (filled circles) sampling points. For
matrix sizes larger than 2048x2048 pixels, the GPU outperforms the CPU by a factor larger than
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Table 6.1 Execution times of chi2() on CPU and GPU.
Size Double Precision Single Precision
Time GPU Time CPU Time GPU Time CPU
(px) (ms) (ms) (ms) (ms)
256 9.9 66.4 6.6 78.6
512 10.6 79.5 7.1 89.8
1024 13.6 96.5 8.5 99.0
2048 23.6 244.5 13.8 139.4
4096 68.1 789.7 32.7 634.4
8192 237.6 3294.8 116.3 2434.6
Notes – Times in the table refer to the case with 1 million sampling points.
Figure 6.3 displays that the execution of chi2() on the GPU allows a speedup around
10x, factor that is almost constant for matrix sizes larger than 1024x1024. The single pre-
cision versions are faster than the double precision ones, but the difference is almost neg-
ligible for CPUs, and not larger than a factor of two for GPUs. Interestingly, the number of
sampling points has a major impact on performances at small matrix sizes (<1024x1024,
in particular for the CPU version), whereas it becomes almost negligible for matrix sizes
larger than 4096x4096. For small matrix sizes the translation and the sampling opera-
tions (through interpolation) dominate the computing time, which is somehow expected
since the FFT routines are highly optimized. However, the typical matrix sizes used in fits
of real ALMA and VLA observations are at least 1024x1024, in many cases 4096x4096 as
soon as observations at medium-high (0.1”-0.2”) angular resolution are considered. The
plot confirms that in the working regime of our interest, the considerable speedup deliv-
ered by the GPU library will allow us to fit observations at an angular resolution 4-8 times
higher (matrix size∼ 8192x8192) than what the CPU version would allow.
In Figure 6.3 we compare the execution times of one single call of the chi2() function,
in the CPU and GPU versions. Here, we study the execution times in a multi-wavelength
working regime. In Figure 6.4 the execution times of chi2() are plotted as a function of
matrix size, for different number of fitted wavelengths Nλ = 2, 5, 10, 20, 50, 100. We
also represent the computing times for different number of CPU cores used: for the CPU
version, 8, 16, and 32 computing cores; for the GPU version, 8 and 16 cores. For the GPU
version, the number of cores indicates howmany processes are controlling the GPU at the
same time.
The most remarkable feature arising from the results in Figure 6.4 is the enormous
computing power of the GPU card: if we compare the GPU execution times at Nλ = 2 and
Nλ = 10, we see that they are substantially identical, and they start to increase very slowly
atNλ > 50. The GPU computing times are double forNλ = 100 in comparison to those at
Nλ = 2. If we repeat the comparison for the CPU execution times at the same Nλ values,
we observe a much steeper increase. As a result, for small Nλ ≤ 5, CPU runs are more
convenient than GPU-accelerated runs, but as soon as the data to be processed increases
(Nλ ≥ 10), the GPU runs are as fast as before while CPU runs are rapidly outperformed.
We can understand this behaviour⁷. if we consider that the GPU runs are affected bymuch
⁷The actual numbers could depend on the particular GPU used (for this test, we used the latest generation
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times change as a function of the number of wavelengths fitted simultaneously Nλ. It is apparent
that for small Nλ the CPU version is more efficient, but for Nλ approaching 100, the GPU version
allows a speedup larger than 10x.
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larger memory latency (compared to that of the RAM used by CPUs) and include memory
transfer overheads, which CPU runs do not require. Themain result of this analysis is that,
while CPUs can be preferred for fitting a small number of wavelengths simultaneously,
GPUs are definitely required to tackle the next generation multi-wavelength analysis of
high resolution observations.
6.4 Conclusions
We have presented pyvfit, a Python package that offers a simple interface to high perfor-
mance routines for comparing interferometric data sets with the predictions of a model.
The main feature of the package is its capability to be executed on NVIDIA graphical pro-
cessing units (GPUs),many-core devices designed to deliver extremeperformances for par-
allel tasks.
The package has been designed as a general purpose tool whose usage can be easily im-
plemented in already existing codes withminimal programming effort (as we demonstrate
in Section 6.2.2). The package allows the user to exploit the power ofmodernNVIDIAGPU
cardswhen computing Fourier Transforms and the othermatrix operations involved in the
likelihood computation. The package uses latest NVIDIA CUDA technologies to ensure the
optimal usage of GPU resources and data consistency.
Thanks to the flexibility of the NVIDIA CUDA specifications, the numerical routines
implemented in pyvfit can be compiled effortlessly for CPU as well as for GPU. We there-
fore provide also a full version of pyvfit that can be run on CPU. We remark that the only
core routines that differ between the GPU and the CPU versions are the FFT implemen-
tations, for which we relied, respectively, on the well tested NVIDIA CUDA cuFFT library
and on the widely used FFTW 3 library. Such code flexibility has the additional advantage
of allowing the user to choose the device on which to run the code just by changing one
import statement. More remarkably, pyvfit is suitable also for users who do not have di-
rect access to machines with GPUs: thanks to the support of the OpenMP technology, the
CPU version of pyvfit reaches very good performances even when it is executed on CPU
(see Figure 6.3).
We have tested the performances of the GPU vs the CPU version. From a strong scal-
ing perspective, the GPU-accelerated code achieves a>20x speedup for a single likelihood
evaluation as compared to the multi-core CPU version. From a weak scaling perspective,
the GPU library is particularly promising as it allows the simultaneous fit of many more
wavelengths (up to 100) compared to the CPU version.
The GPU-accelerated library is designed to work in parallel environment, on multi-
CPU/multi-GPU hybrid architectures, both on local servers and large clusters. Thanks to
the flexibility and to the performances delivered, the GPU-accelerated routines offered in
pyvfit are ideal tools to develop the next generation multi-wavelength analysis of obser-
vations at high angular resolution.
NVIDIA Tesla K40), but the embarrassingly parallel nature of the operations that we perform in the chi2()
function ensures that very good performances should be attained on anymodern GPU.

7
Conclusions and Outlook
In this chapter I summarize the main findings of the Thesis and I discuss some follow-up
investigations suggested by this work.
In recent years, evidence of grain growth in disks has been obtained by extensive sub-
mm/mm photometric surveys, but so far they only provided disk-averaged estimates of
the dust properties. Moreover, these past studies derived the dust properties from the ob-
served spectral index under simplifying assumptions (e.g., that the emission is optically
thin and in Rayleigh-Jeans regime) rather than with a proper modeling of the disk emis-
sion.
In thisThesis I have developed an analysis method that enables - for the first time - the
disk structure and the dust properties to be constrained simultaneously by fitting multi-
wavelength observations with a self-consistent physical modeling. The fit is performed
directly in the visibility (Fourier) domain. The usage of realistic models has allowed me
to fit the observations with a physical interpretation of the detected disk emission, de-
riving the disk surface density and the temperature profiles, as well as the radial profile
of the maximum grain size. Moreover, the novel method of fitting simultaneously obser-
vations at several wavelengths proved successful in breaking the degeneracy between the
terms contributing to the (sub-)mm emission, namely surface density, temperature and
dust opacity. This analysis sets the current state-of-the-art for the analysis of spatially
resolved multi-wavelength radio observations.
I have applied the multi-wavelength analysis to observations between 0.88mm and
1 cm of three disks in the Taurus and Ophiuchus star forming regions (SFRs). First, this
allowed me to test the analysis method against literature studies, obtaining a positive re-
sult. Second, for all these disks I derived the radial profiles of their grain size distributions:
they are all compatible with large grains (up to 1 cm) in their inner regions and small grains
(≪ 1mm) populating the whole disks (which agrees with theoretical expectations of grain
growth models), but at the same time they also show non negligible differences.
A natural continuation of this work would be to extend the analysis to a larger sample
of disks, which would allowme to understandwhether the differences reflect an evolution-
ary trend or an intrinsic scattering due to different initial disk conditions. To this extent, I
am leading an international teamwho has been awarded ALMA time to conduct the largest
survey to date at 3mmof Class II disks belonging to the same star forming region (Lupus).
By combining the incoming 3mm observations with those at 0.87mm (analyzed in this
112 Conclusions and Outlook
Thesis) and at 1.3mm (data being delivered at the moment of writing), I will carry out the
most extensive analysis (30 disks) ofmulti-wavelength observations with a self-consistent
modeling. The disk structures and grain size profiles that I will derive will be the first in
terms of completeness of the sample and homogeneity of the analysis. This study will pro-
vide unique and statistically sound observational benchmarks useful to inform and refine
any theoretical model of planet formation and disk evolution.
The studyof grain growthwill be carried out alsowith another recently approvedALMA
observing program at 1.3 and 3mm that follows up the VLA observations at 8 and 10mm
taken within the Disks@EVLA project. Constraints on the level of dust processing in the
18 disks targeted by the program will be derived with the analysis tool that I developed.
As part of this project, I have applied the analysis tool to ALMA and VLA observations
of the disk around the Herbig AeBe star HD 163296. Employing a modified disk surface
brightness profile, the analysis tool has allowed me to reveal the presence of a strong ring-
like excess peaked at 100 au. Interestingly enough, 100 au is also the location of the CO
snowline¹ and this seems to support the theoretical expectation for which in the vicinity of
a snowline grain growth could be enhanced, thus rapidly leading to the formation of grains
beyond mm sizes. The angular resolution of the observations was limited, therefore we
couldnot conclusively pindownwhether the100 au excess is due to such snowline effect, to
local dust-retaining turbulent eddies, or to a dynamical effect (e.g., due to the presence of a
giant planet). To address this question, I am part of an international collaboration that has
been awarded time both at ALMA and VLA to execute high sensitivity observations of the
HD163296 disk at 1.3, 3, 8, 9.8 and 36mm: with such an exceptional wavelength coverage
and high spatial resolution (∼ 10 au, which is the typical disk scale height at 100 au) we
will probe the distributions of grains ranging between 1 and 10 mmout to a distance from
the star≳ 140 au which will give crucial observational constraints for assessing the origin
of the ring-like excess.
The tool developed in this Thesis has been designed also to accelerate the analysis of
high resolution observations for demographic studies. I have used the analysis tool to fit
observations of an ALMA Class II disk survey in the Lupus SFR. I have fitted the physical
structure of more than 20 disks, obtaining their size and dust mass (among other phys-
ical parameters). To date, this is the largest sample of disks of the same SFR fitted ho-
mogeneously with a self-consistent modeling. Remarkably, the sample is complete in the
0.7M⊙-1M⊙mass range. The results are compatiblewith previous studies based on simpler
analyses but also highlight a consistent difference in the disks luminosity-size correlation
between the older (∼3Myr) Lupus and the younger (∼1-2Myr old) Taurus-Auriga region
(data from literature results). In the next future, the study will be extended with the ap-
plication of the same analysis to follow-up ALMA observations for complete samples of
Class II disks in other SFRs (e.g., Taurus-Auriga, Ophiuchus, Upper Sco). By comparing
results in SFRs with different mean ages, this follow-up study has the potential of reveal-
ing scaling laws (and their dependence on time and environmental parameters) that could
have profound connections with the star and planet formation processes.
Finally, I have developed an accelerated version of the code that achieves the computa-
tional breakthrough needed to exploit the new wealth of information offered by modern
sub-mm/radio interferometers. With the huge enhancements in angular resolution and
sensitivity delivered by ALMA and VLA, the comparison of a model synthetic image with
the observations becomes prohibitively intensive. I have therefore developed an acceler-
ated library that leverages on the computing power of modern graphics processing units
¹Location in the disk where CO freeze-out occurs.
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(GPUs) which deliver stunning performances for matrix operations w.r.t. to the classi-
cal CPUs. From a strong scaling perspective, the GPU-accelerated code achieves a >20x
speedup for a single likelihood evaluation as compared to the multi-core CPU version.
From a weak scaling perspective, the GPU library is particularly promising as it allows the
simultaneous fit of many more wavelengths (up to 100) compared to the CPU version. A
natural case study that would benefit from the usage of the GPU-accelerated library is the
simultaneous analysis of several spectral channels. Such analysis would allow not only the
gas spatial distribution, but also its velocity field, to be constrained in a self-consistent
way. This would open new opportunities to study the gas kinematics with proper model-
ing, thus allowing us to search for signatures of forming planets, to estimate the impact of
accretion on the energy balance in the disks, and to assess the amount of gas turbulence.
Throughout the Thesis I have greatly benefitted from the multi-disciplinary environ-
ment that characterizes the Excellence Cluster Universe. On the one hand, it provided
opportunities and a fertile ground for the development of skills at the interface between
theoretical and observational astrophysics that revealed crucial to achieve the goals of the
Thesis. On the other hand, I have been able to take advantage of its facilities, e.g. the com-
putational center for particle and astrophysics (C2PAP), where I was awarded computing
time in 2015 and 2016 and on which I executed all the fits performed in the Thesis.
In the last years we are witnessing an explosion of high resolution observations that
are quickly revolutionizing protoplanetary disks studies. We can now legitimately say that
the new field of observational planet formation has born. In this Thesis I have developed
the tools that pave the way for an effective exploitation of the incoming wealth of data and
make our analysis capabilities ready to advance our knowledge of the planet formation
process.

A
Physical and astronomical constants
Physical constants
Speed of light c 2.998×1010 cm s−1
Gravitational constant G 6.673×10−8 cm3 g−1 s−2
Planck constant h 6.626×10−27 erg s
Proton mass mp 1.673×10−24 g
Boltzmann constant kB 1.381×10−16 erg K−1
Molar gas constant R 8.314×107 erg mol−1K−1
Stefan–Boltzmann constant σSB 5.670×10−5 erg cm−2 K−4 s−1
Thomson cross-section σT 6.653×10−25 cm2
Astronomical constants
Solar mass M⊙ 1.989×1033 g
Jupiter mass MJ 1.899×1030 g
Earth mass M⊕ 5.974×1027 g
Solar radius R⊙ 6.963×1010 cm
Jupiter radius RJ 7.149×109 cm
Earth radius R⊕ 6.371×108 cm
Solar luminosity L⊙ 3.846×1033 erg s−1
Astronomical Unit 1 au 1.496×1013 cm
Light year 1 ly 9.419×1017 cm
Parsec 1 pc 3.086×1018 cm

B
Bayesian analysis: MCMC details and
implementation
The tool developed in Chapter 3 and used in Chapters 4 and 5 is based on the Bayesian
inference, which allows us to estimate the consistency of the model with its parameters
against a given dataset by encapsulating the notion of degree of belief in terms of proba-
bility. In explaining how the tool works we will refer to Fig. B.1.
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Fig. B.1 Sketch of the Bayesian tool devel-
oped tofitmulti-wavelength interferometric
data sets (for more details, see Chapter 3).
The interferometric observations are fitted
directly in the uv−plane (i.e., the Fourier space)
in order to avoid the nonlinear disturbances
introduced by the CLEAN deconvolution algo-
rithm. Quantitatively, the Bayes’sTheorem can
be written as follows:
p(⃗x |D) = p(D |M(⃗x))p(⃗x)
p(D)
, (B.1)
where M is the model, x⃗ = (⃗x1, . . . , x⃗n) are the
model parameters and D is the data. On the
left-hand side p(⃗x |D) is the posterior probability
(hereafter posterior), representing our degree of
belief on the parameter values after observing
the data. On the right-hand side p(D |M(⃗x))
is the likelihood and represents the probability
of observing the data D given the model M(⃗x);
p(⃗x) is the prior probability distribution (here-
after prior) that represents our initial knowl-
edge on the parameter values (it contains all previous information coming fromother stud-
ies, constraints, etc.). Finally, p(D) is a normalization factor, usually called evidence: while
for our purposes (parameter estimate) is negligible, it becomes useful for model selection
(i.e. to discriminate the goodness of different models).
In our case, the data D is constituted by the interferometric observations at different
wavelengths, the modelM is given by the disk and the dust models, the set of parameters
x⃗ is given by the following free parameters: three for the surface densityΣ0, Rc, γ, and two
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for the dust grain size distribution amax0 and bmax, namely:
x⃗ = (Σ0, Rc, γ, amax0, bmax) . (B.2)
According to Eq. (B.1), the posterior is computed as the product of the likelihood and
the prior (as explained above, we neglect p(D)). The prior can encapsulate our previous
knowledge about the parameter values, if there is any. In our case, since we do not have
any particular insight for their actual value, we adopt a uniformprior for all of them, namely
p(⃗x) = 1 for x⃗ ∈ D and p(⃗x) = 0 everywhere else, withD given by:
D = [−1, 2]γ × [0.1, 200]Σ0 × [5, 300]Rc ×
× [0.001, 100]amax0 × [−5, 2]bmax , (B.3)
that is a rectangular five-dimensional domain and is equivalent to restricting the fitting
algorithm to research withinD.
To compute the likelihood we proceed as follows. Let us call {λℓ}Lℓ=1 the collection of
L wavelengths we are fitting simultaneously. For each wavelength λℓ, let {Vobsℓ,j }
Nℓ
j=1 be the
set of the observed visibilities. Given the parameter values x⃗, at each wavelength λℓ:
1. the disk and the dustmodels compute the radial profile of the disk thermal emission
(eq. 3.2, 3.3);
2. given the disk inclination (i) and Position Angle (PA), an intensity map is computed;
3. the model visibilities {Vmodj }
Nℓ
j=1 are computed by taking the Fourier Transform (FT)
of the intensity map and sampling it at the same (u, v)−plane locations of the ob-
served visibilities.
Then, since the errors on the visibilities can be treated as gaussian (Wrobel and Walker
1999), we can use the χ2 as an estimator for the likelihood, namely
p(D |M(⃗x)) ∝ exp (−χ2/2) , (B.4)
with
χ2 =
L∑
ℓ=1
Nℓ∑
j=1
∣∣∣Vobsℓ,j − Vmodℓ,j ∣∣∣2 · wℓ,j , (B.5)
where wℓ,j = 1/σ2lj is the visibility weight.
To efficiently compute the posterior distributions for all the free parameters (the five
physical parameters that define the disk model plus two offset parameters per each fitted
wavelength) we use a variant of the MCMC algorithm (Mackay 2003; Press et al. 2007),
which proved to be effective in finding global maxima for a wide range of posteriors. We
adopt an affine-invariant ensemble sampler for MCMC proposed by Goodman and Weare
(2010), which is designed to simultaneously run severalMarkov chains (also calledwalkers)
interacting with each other to converge to the maximum of the posterior. For unimodal
posteriors (i.e., posteriors that exhibit only one globalmaximum) this algorithm is efficient
at avoiding getting stuck in local maxima and allows the computation to be massively par-
allelized over the walkers. According to our experience, we have always observed unimodal
posteriors, thus making this algorithm particularly suitable for our purpose.
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In this study, we let the MCMC (usually of 1000 walkers) evolve for an initial burn-
in phase, which is needed to allow the MCMC to perform a reasonable sampling of the
parameter space and to find the posterior maximum (which is usually achieved after ten
autocorrelation times¹). After the burn-in phase, we let the MCMC run for several other
autocorrelation times (3-4) to get a sufficient number of independent posterior samples.
Since two consecutive steps in the MCMC are correlated (Goodman and Weare 2010), in
order to extract a set of independent posterior samples out of the whole MCMC we need
(1) to discard the samples of the burn-in phase and (2) to thin the remaining chain, i.e.,
to consider only steps separated by one autocorrelation time and to discard all the steps
between them². For completeness, we note that to estimate the chain convergence we also
analyzed the acceptance ratio, i.e., the ratio of accepted over proposed moves, verifying
that it is within the acceptable range between 0.2 and 0.5 in all cases. The number of steps
needed to achieve convergence varies from disk to disk and depends on several factors,
thus making it not predictable a priori; for the disks analyzed here, we needed at most
2000 steps including burn-in. With 1000 walkers, 2000 steps, and an acceptance fraction
of∼ 0.2−0.5, wenote that themethod requires the computation of severalmillionmodels
and likelihoods, hence it is necessary to exploit the efficient Message Passing Interface
(MPI) parallelization of the computation by advancing several hundred walkers in parallel.
As explained in Section 3.2.3, in addition to the disk structure and the dust size dis-
tribution, we also fit the position of the disk centroid by adding two nuisance parameters
for each wavelength, namely ∆α0 and ∆δ0. To implement these offset parameters we
exploit the fact that a translation in the real space corresponds to a phase shift in the con-
jugate (Fourier) space. Therefore, to shift the disk emission computed by the model by
(∆α0, ∆δ0) on the sky, we multiply the model visibilities Vmodj (u, v) by the phase-shift
exp [2πi(u∆α0/λ+ v∆δ0/λ)], with∆α0 and∆δ0 given in radian units and λ in meters.
From the computational point of view, the main architecture of the analysis is written
in Python and delegates the most demanding tasks, like the disk model evaluation or the
visibility sampling, to C- and Fortran-compiled external libraries. Writing the main archi-
tecture of the analysis in Python allows us to use the affine-invariantMCMC algorithm im-
plemented in the Python-based emcee package³ which enables a massive parallelization of
the overall computation. By far themost costly part of the sampling is the evaluation of the
posterior, which emcee allows us to do simultaneously for half the walkers (it exploits the
Message Passing Interface (MPI) protocol to distribute the computation to several cores).
In our case, we ran the fits on hundreds of cores hosted at the Computational Center for
Particle and Astrophysics (C2PAP), decreasing the overall computational time to approxi-
mately one or two days. After a careful profiling of the analysis method, we noted that the
bottleneck of the posterior evaluation (i.e., the single walker computation) is given by the
several Fourier transform computations⁴ (one for each wavelength that is being fit) and by
their sampling at the discrete locations where the antennas sampled the sky.
¹The autocorrelation time of a MCMC is an estimate of the number of posterior PDF evaluations needed
to produce a large number of independent samples of the target density.
²In our case, since the autocorrelation time is usually observed to be smaller than 100 steps, the thin-
ning does not reduce the effective sample size, but allows us to save a lot of computational time during post-
processing, e.g., when producing the uv-plots that show the comparison between the observed visibilities and
the density of synthetic visibilities.
³The code can be found at https://github.com/dfm/emcee.
⁴To compute the Fourier transforms we use the numpy implementation.

C
Grain growth in AS 209: comparison
with previous study
We present the results of the comparison between our analysis and the previous one by
Pérez et al. (2012). As described below, the comparison is performed using the same ob-
servational datasets, the same disk model and the same dust opacity used by Pérez et al.
(2012).
As presented in Section 3.2.3, our analysis consists of a self-consistentmodeling of the
disk structure and the radial distribution of the dust grains that provides us with a unique
model that is capable of reproducing the multiwavelength observations simultaneously.
In this framework, the radial profile of amax is constrained from observations at several
wavelengths. Then, from the resulting amax(R) profile we derive the corresponding β(R)
profile through the dust opacity model.
The analysis of Pérez et al. (2012) consists of two steps: first, assuming a constant
amax throughout the disk, they separately fit the observations at differentwavelengths and
obtain radial profiles of the disk temperature and the optical depth τλ(R); then, assuming
that the disk surface density Σ is unique, they interpret the wavelength dependence of
τλ in terms of radial variations of β. In the end, they provide constraints on amax(R) by
fitting the β(R) profile with a dust opacity model. In order to check whether we recover
the results of Pérez et al. (2012) we first fit each wavelength separately. Subsequently, we
perform amultiwavelength fit with the same disk and dustmodel and compare the results.
We perform single-wavelength fits of each observation of the AS 209 protoplanetary
disk using the same setup for the disk model and the dust properties used by Pérez et al.
(2012). For the disk model, we use the two-layer model described by Isella et al. (2010),
which assumes the following surface density profile (Hartmann et al. 1998),
Σ(R) = ΣT
(
R
RT
)−γ
exp
{
− 1
2 (2− γ)
[(
R
RT
)2−γ
− 1
]}
, (C.1)
where RT is the radius at which the radial component of the gas velocity changes sign
(gaseous material at R < RT moves inwards, at R > RT moves outwards). The dust size
distribution is defined with the parametrization in Eq. (3.5), with amidmin = a
sur
min = 10 nm,
amidmax = 1.3mmconstant throughout the disk (b
mid
max = 0), and qmid = qsur = 3.5. The dust
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Fig. C.1 Dust opacity spectral indexβ between 0.88 and 8mmas a function of themaximumdust
grain size amax. The solid line refers to our dust composition (q = 3, 5.4% astronomical silicates,
20.6% carbonaceous material, 44% water ice, and 30% vacuum), whereas the dashed line refers
to the dust composition used by Pérez et al. (2012) (q = 3.5, 7.7% astronomical silicates, 29.5%
carbonaceous material, 62.8% water ice).
grains are assumed to be compact spherical grains made of astronomical silicates (7.7%),
carbonaceous material (29.5%), and water ice (62.8%) with an average dust grain density
0.9 g/cm3 (the correct value should be 1.3 g/cm3, but we adopt 0.9 g/cm3 in order to have
the same setupused byPérez et al. 2012). Thedust opacity is computed throughMie theory
as described in Section 3.2.2 using the same optical constants. In Figure C.1 we show a
comparison between the β(amax) profile for the dust we used in our jointmultiwavelength
fits (presented in Section 3.4) and the dust used by Pérez et al. (2012).
In Table C.1 we list the comparison of the single wavelength fits. The agreement be-
tween our results and those by Pérez et al. (2012) is extremely good, with all the values
compatible within 1σ and only in a few cases within 2σ. Similarly to Pérez et al. (2012) we
derive larger disks (RT ≳ 60 au) at the shorterwavelengths and smaller disks (RT ≈ 25 au)
at the longer wavelengths, thus confirming the observational result that the size of emit-
ting region is anticorrelated with the observing wavelength. As a further check, we note
that the estimates of the uncertainty we obtain from our MCMC fits are similar to those
obtained by Pérez et al. (2012).
In Figure C.2 we show the midplane temperature profiles (left panel) and the optical
depth profiles τν = κνΣ (right panel) obtained with the single wavelength fits. We note
that both the temperature and the optical depth profiles obtained with our single wave-
length modeling are found to be in complete agreement with those computed by Pérez
et al. (2012). The agreement occurs at all the fitted wavelengths.
In Table C.2 we present the results of themultiwavelength fit that was performed with
the same disk model and dust assumptions as the single wavelength fits with the only
difference that in the multiwavelength fit, amax is not constant throughout the disk and
its radial profile is constrained from the observations at several wavelengths. In Figure C.2
the multiwavelength results are represented with a dashed black line.
The midplane temperature profile obtained with the multiwavelength fit is an average
temperature between the four single wavelength profiles. There is close agreement be-
tween the multiwavelength temperature profile and those derived at 0.88 and 2.80 mm
throughout the disk, whereas at 8.00 and 9.83 mm some discrepancies arise at R > 40 au.
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Table C.1 Comparison of the single wavelength fits of AS 209 performed with our analysis and
the results reported by Pérez et al. (2012).
λ γ ΣT RT Ref.
(mm) (g/cm2) (au)
0.88 0.25+0.04−0.05 0.44
+0.02
−0.02 60
+2
−2 1
0.20+0.03−0.05 0.43
+0.02
−0.01 61
+1
−2 2
2.80 0.76+0.09−0.09 0.38
+0.07
−0.07 69
+6
−9 1
0.60+0.10−0.05 0.47
+0.03
−0.09 60
+7
−3 2
8.00 0.364+0.14−0.17 1.5
+0.3
−0.3 24
+2
−4 1
0.36+0.09−0.18 1.75
+0.39
−0.21 24
+1
−3 2
9.83 0.375+0.16−0.17 1.748
+0.37
−0.34 27
+3
−4 1
0.31+0.15−0.18 1.97
+0.47
−0.31 26
+2
−4 2
Notes. For each parameter, we list the median value with uncertainties given by the 16th and
84th percentiles of its marginalized distribution.
References. (1) This work; (2) Pérez (2013).
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Fig. C.2 Left panel: best-fit model midplane temperature obtained from fitting each wavelength
separately (solid lines, one line per each wavelength) or from ourmultiwavelength fit (dashed line).
Right panel: for the same best-fit models, the optical depth τν = κνΣ of the disk midplane to its
own thermal radiation. Both panels: the single-wavelength fits have been performed assuming a
constant amax = 1.3 mm (i.e., constant dust opacity) throughout the disk. The dashed lines refer
to the best-fit model obtained through multiwavelength modeling.
Table C.2 Parameters derived from the multiwavelength fit of AS 209
γ ΣT RT amax 0 bmax
(g/cm2) (au) (cm)
0.91+0.08−0.04 0.81
+0.07
−0.08 48
+3
−4 0.37
+0.04
−0.05 −1.3
+0.1
−0.1
Notes. For each parameter of the fit, we list the median value; the error bars are given by the 16th
and 84th percentiles.
124 Grain growth in AS 209: comparison with previous study
The comparison of the optical depth profiles displays a similar behavior; there is good
agreement at 0.88 and 2.80mm and larger discrepancies at 8.00 and 9.83mm in the outer
disk. Thediscrepancies in the optical depth canbeunderstoodby considering that theΣ(R)
profiles (and therefore the τλ(R) profiles) obtained with the single wavelength fits are to-
tally independent of each other, whereas the multiwavelength fit is defined by a unique
Σ(R) and produces different τλ(R) slopes at different wavelengths through radial varia-
tion of amax. In other words, the ability of the multiwavelength fit to produce different
τλ(R) profiles at different wavelengths depends on the degrees of freedom of the amax
parametrization¹. That said, the net advantage of using the multiwavelength fit lies in the
fact that it provides a unique, self-consistent disk model with a dust radial distribution, as
opposed to several single wavelength fits that provide as many different disk structures.
We now compare the amax(R) and β(R) profiles obtained with our multiwavelength fit
and those obtained by Pérez et al. (2012). In the left panel of Figure C.3 we compare the
amax(R) profiles, which agree to within a factor of less than 2 in the region where most
of the signal comes from (between 40 and 140 au the disk emission is spatially resolved
and with signal-to-noise ratio higher than 3). It is reassuring that we both derive the same
absolute dust grain size and radial slope throughout the disk. The discrepancy visible at
R <40 auour amax(R) is not a source of concern for two reasons. First, atR <40 au the disk
is not spatially resolved at any wavelength. Second, amax(R) is computed differently. Our
amax(R) profile is by definition a power law; therefore, it cannot become arbitrarily steep
since it has to accommodate both the inner and the outer disk simultaneously. Conversely,
the amax(R) profile derived by Pérez et al. (2012) is independent at each radius, but goes to
extremely large values amax ≳ 10 cm owing to the high degeneracy in the β(amax) curve
(cf. Figure C.1).
In the right panel of Figure C.3 we compare the radial profile of β between 0.88 and
8.0 mm. The two profiles agree in that they find common evidence of β(R) increasing with
radius from small values β ∼ 0.5 in the inner disk and β ≳ βISM = 1.7 in the outer disk.
Nevertheless, they also display some important differences that can be understood by re-
calling the method used to derive them. In our multiwavelength analysis, the constraint
is posed on the amax(R) profile, while β(R) is calculated as a post-processing result of the
analysis through the Mie theory as explained in Section 3.2.2. It is then natural that a
slowly decreasing amax(R) profile results in a slowly increasing β(R) profile. The analysis
by Pérez et al. (2012), on the other hand, poses a direct constraint on β(R), which is com-
puted substantially as the ratio of the optical depth profiles τλ(R) at 0.88 and 8.00 mm
obtained from the single-wavelength fits, although the actual procedure they use is more
refined since they employ a MCMC to compute a PDF for β(R) given the τλ(R) profiles
and and average temperature T(R). For these reasons, the β(R) profiles obtained by these
twomethods are not directly comparable point by point in radius; nevertheless, they show
common evidence of an increasing β with radius.
¹This limitation is related to the dust parametrization, not to the multiwavelength approach of the fit:
the implementation of more sophisticated amax(R) parametrizations is not only possible, but is one of the
advantages of having a fit architecture that is highly modular.
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Fig. C.3 Left panel: maximum dust grain size amax as a function of the disk radius. Right panel:
dust opacity spectral index β between 0.88 and 8 mm as a function of the disk radius. Both panels:
the solid black linewith the shadowed blue area represent the best-fit and the 3σ region constrained
by ourmultiwavelength analysis. The yellow shaded area represent the 3σ region obtained by Pérez
et al. (2012). The vertical dashed lines represent the spatial resolution of the observations.

D
Additional material of the Lupus disks
analysis
D.1 Md ∝ Rc correlation
Here we report the results of the bayesian linear regression performed to search for a cor-
relation between the dust mass (Md) and the disk exponential cut-off radius (Rc).
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Fig. D.1 Staircase plot showing theMCMC resulting from the application of the Bayesian regres-
sion method by Kelly (2007) to infer a law forMdust versus Rc (cfr. Figure 5.12). From left to right,
the parameters are the intercept (α), the slope (β), the intrinsic scatter of data points (σ) and the
correlation degree (corr). The red lines highlight the posterior PDF peak.
D.2 Fits of the individual sources
Following the order in Table 5.3, we report the results of the fits for the individual sources.
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Fig. D.2 Fit results for Sz 65. Top row: on the left, the staircase plot showing theMCMC chains as
in Figure 5.3; on the right, the comparison of the observations and model deprojected visibilities
as a function of uv−distance as in Figure 5.5. Middle row: plots showing the physical structure
of the disk as in Figure 5.4. Bottom row: synthesized images of observations, model and residual
visibilities as in Figure 5.6. In the images σ = 0.3mJy/beam.
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Fig. D.3 Fit results for J15450887-3417333, presented as in Figure D.2. In the images σ =
0.3mJy/beam.
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Fig. D.4 Fit results for Sz 68, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.5 Fit results for Sz 69, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.6 Fit results for Sz 71, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
Fits of the individual sources 133
Sz 73
γ = 1. 00+0. 18−0. 17
9
12
15
Σ
0
Σ0 = 10. 94+1. 22−0. 98
30
45
60
75
R
c
Rc = 43. 47+9. 20−5. 66
30
40
50
60
i
i = 49. 76+3. 74−4. 16
75
90
10
5
12
0
P
A
PA = 94. 71+3. 92−6. 42
0.2
04
0.1
98
0.1
92
0.1
86
∆
α
 0
∆α 0 = −0. 20+0. 00−0. 00
0.4 0.8 1.2
γ
0.3
70
0.3
65
0.3
60
0.3
55
∆
δ 
0
9 12 15
Σ0
30 45 60 75
Rc
30 40 50 60
i
75 90 10
5
12
0
PA 0.
20
4
0.1
98
0.1
92
0.1
86
∆α 0 0.
37
0
0.3
65
0.3
60
0.3
55
∆δ 0
∆δ 0 = −0. 36+0. 00−0. 00
G20
Sz 73
uv-distance (kλ)
0.0
0.02
0.04
R
e(
V)
 (J
y)
Sz 73
0 100 200 300 400 500 600 700
uv-distance (kλ)
-0.01
0.0
0.01
Im
(V
) (
Jy
)
10-1 100 101 102 103
R (au)
10-3
10-2
10-1
100
101
102
Σ
g
(g
/c
m
2
)
10-1 100 101 102 103
R (au)
101
102
103
T
m
id
(K
)
<Tmid >
10-1 100 101 102 103
R (au)
10-3
10-2
10-1
100
101
τ 8
90
µ
m
1.0 0.5 0.0 0.5 1.0
∆α (")
1.0
0.5
0.0
0.5
1.0
∆
δ
("
)
Sz 73
1.0 0.5 0.0 0.5 1.0
∆α (")
1.0 0.5 0.0 0.5 1.0
∆α (")
0.0
2.5
5.0
7.5
10.0
12.5
15.0
17.5
20.0
22.5
Fl
ux
 (m
Jy
 / 
be
am
)
Fig. D.7 Fit results for Sz 73, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.8 Fit results for IM Lup, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.9 Fit results for Sz 83, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.10 Fit results for Sz 84, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.11 Fit results for Sz 129, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.12 Fit results for J16000236-4222145, presented as in Figure D.2. In the images σ =
0.3mJy/beam.
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Fig. D.13 Fit results for MY Lup, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.14 Fit results for Sz 133, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.15 Fit results for Sz 90, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.16 Fit results for Sz 98, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.17 Fit results for Sz 100, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.18 Fit results for Sz 108B, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.19 Fit results for J16085324-3914401, presented as in Figure D.2. In the images σ =
0.3mJy/beam.
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Fig. D.20 Fit results for Sz 113, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.21 Fit results for Sz 114, presented as in Figure D.2. In the images σ = 0.3mJy/beam.
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Fig. D.22 Fit results for J16124373-3815031, presented as in Figure D.2. In the images σ =
0.3mJy/beam.
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Details of pyvfit implementation
Sample kernels and their implementation
Here we present the implementation of the shift algorithm in a CUDA C++ kernel. This
example shows how the latest NVIDIA CUDA technologies allows us to write code that
is portable, scalable and easily debuggable. In particular, we obtain most of the benefit
thanks to the usage of grid-stride loops. In the code below we report four functions:
1. shift_core: this is the core algorithm. It implements the swap of two matrix ele-
ments so that elements of the upper-left quadrant are swapped with those in the lower-
right one, and those of the lower-left quadrant with those of the upper-right one. The
preprocessor variable __CUDACC__ used the in the #ifdef clauses is used to define the lines
that have to be executed only when the GPU version is compiled (i.e. using the NVIDIA
nvcc compiler). If the version for CPU is compiled (e.g., with any C++ compiler), the other
lines are executed. It is remarkable that for shift_core, only the declaration depends on
the GPU vs CPU version, and all the instructions are exactly the same both for GPU and
CPU execution.
2. shift_d: is a wrapper function for the GPU version. It defines the loops over the
matrix elements on which the shift is performed. Actually, the loops are done only on
half of the matrix elements because the shift_core function automatically computes the
homologous element that should be used for the swap. Moreover, we are using the so called
grid-stride loops: the stride of the loops is not 1 as usual, but equals the number of threads
within the grid of blocks (blockDim.x × gridDim.x). This allows the shift_d kernel to be
called without requiring the number of threads to be sufficient to cover all the data at the
same time. The data (i.e., the matrix) is processed one grid-size at a time.
3. shift_h: this is a wrapper function for the CPU version. It defines the loops on the
data (the stride is now 1), and with only one additional line of code on the head of the
for loops make the code capable of exploiting the OpenMP technology. Again, the core
algorithm of the shift is inlined from the shift_core algorithm.
4. C_acc_shift: this is the general wrapper that is accessed from Python. If the GPU
version is compiled, it performs the memory copy and calls the GPU wrapper shift_d. If
the CPU version is called, then shift_h is executed.
It is apparent from the code above that the usage of grid-stride loops brings several
advantages. First, it allows to keep the code readable, and to separate the core algorithm
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Appendix A: Installation and getting started
Details on how to retrive the code, install it and compile it. How
to run the tests for a successful installation.
[MT: Requirements: FFTW, ...]
[MT: At the installation time, both the CPU and GPU ver-
sions and the SP and DP versions should be compiled. CPU ver-
sion: always compiled. If GPU available (how to check this? if
nvcc exists?), then compile GPU version, both SP and DP.]
Appendix B: Contributions to development
Github repository, issues, pull requests, forks,
Appendix C: Documentation
Here (link) you can find more documentation on the code.
Appendix D: Sample kernels and their
implementation
[Probably: for PhD Thesis only] Here we present the implemen-
tation of the shift algorithm in a CUDA C++ kernel. This ex-
ample shows how the latest NVIDIA CUDA technologies allows
us to write code that is portable, scalable and easily debuggable.
In particular, we obtain most of the benefit thanks to the usage
of grid-stride loops. In the code below we report four functions:
1. shift_core: this is the core algorithm. It implements
the swap of two matrix elements so that elements of the upper-
left quadrant are swapped with those in the lower-right one, and
those of the lower-left quadrant with those of the upper-right one.
The preprocessor variable __CUDACC__ used the in the #ifdef
clauses is used to define the lines that have to be executed only
when the GPU version is compiled (i.e. using the NVIDIA nvcc
compiler). If the version for CPU is compiled (e.g., with any
C++ compiler), the other lines are executed. It is remarkable
that for shift_core, only the declaration depends on the GPU
vs CPU version, and all the instructions are exactly the same
both for GPU and CPU execution.
#ifdef __CUDACC__
__host__ __device__ inline void shift_core
#else
inline void shift_core
#endif
(int const idx_x, int const idx_y, int const nx,
dcomplex* const __restrict__ a) {
auto const src_ul = idx_x + idx_y*nx;
auto const src_ll = idx_x + idx_y*nx + nx*nx/2;
auto const tgt_ul = src_ul + nx/2 + nx*nx/2;
auto const tgt_ll = src_ll + nx/2 - nx*nx/2 ;
auto const temp_ul = a[src_ul] ;
a[src_ul] = a[tgt_ul] ;
a[tgt_ul] = temp_ul ;
auto const temp_ll = a[src_ll] ;
a[src_ll] = a[tgt_ll];
a[tgt_ll] = temp_ll;
}
2. shift_d: is a wrapper function for the GPU version. It
defines the loops over the matrix elements on which the shift is
performed. Actually, the loops are done only on half of the ma-
trix elements because the shift_core function automatically
computes the homologous element that should be used for the
swap. Moreover, we are using the so called grid-stride loops:
the stride of the loops is not 1 as usual, but equals the number of
threads within the grid of blocks (blockDim.x ˆ gridDim.x).
This allows the shift_d kernel to be called without requiring
the number of threads to be su cient to cover all the data at the
same time. The data (i.e., the matrix) is processed one grid-size
at a time.
#ifdef __CUDACC__
__global__ void shift_d
(int const nx, dcomplex* const __restrict__ a) {
// indices
int const x0 = blockDim.x * blockIdx.x + threadIdx.x;
int const y0 = blockDim.y * blockIdx.y + threadIdx.y;
// stride
int const sx = blockDim.x * gridDim.x;
int const sy = blockDim.y * gridDim.y;
for (auto x = x0; x < nx/2; x += sx) {
for (auto y = y0; y < nx/2; y += sy) {
shift_core(x, y, nx, a);
}
}
}
#endif
3. shift_h: this is a wrapper function for the CPU version. It
defines the loops on the data (the stride is now 1), and with only
one additional line of code on the head of the for loops make
the code capable of exploiting the OpenMP technology. Again,
the core algorithm of the shift is inlined from the shift_core
algorithm.
void shift_h
(int const nx, dcomplex* const __restrict__ a) {
#pragma omp parallel for
for (auto x = 0; x < nx/2; ++x) {
for (auto y = 0; y < nx/2; ++y) {
shift_core(x, y, nx, a);
}
}
}
4. C_acc_shift: this is the general wrapper that is accessed
from Python. If the GPU version is compiled, it performs the
memory copy and calls the GPU wrapper shift_d. If the CPU
version is called, then shift_h is executed.
void C_acc_shift(int nx, void* data) {
#ifdef __CUDACC__
dcomplex *data_d;
size_t nbytes = sizeof(dcomplex)*nx*nx;
CCheck(cudaMalloc((void**)&data_d, nbytes));
CCheck(cudaMemcpy(data_d, data, nbytes,
cudaMemcpyHostToDevice));
shift_d<<<dim3(nx/2/32+1, nx/2/32+1),
dim3(32, 32)>>>(nx, (dcomplex*) data_d);
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Fig. E.1 Implementation of the shift_core() function.
A&A proofs: manuscript no. gpu
Appendix A: Installation and getting started
Details on how to retrive the code, install it and compile it. How
to run the tests for a successful installation.
[MT: Requirements: FFTW, ...]
[MT: At the installation time, both the CPU and GPU ver-
sions and the SP and DP versions should be compiled. CPU ver-
sion: always compiled. If GPU available (how to check this? if
nvcc exists?), then compile GPU version, both SP and DP.]
Appendix B: Contributions to development
Github repository, issues, pull requests, forks,
Appendix C: Documentation
Here (link) you can find more documentation on the code.
Appendix D: Sample kernels and their
implementation
[Probably: for PhD Thesis only] Here we present the implemen-
tation of the shift algorithm in a CUDA C++ kernel. This ex-
ample shows how the latest NVIDIA CUDA technologies allows
us to write code that is portable, scalable and easily debuggable.
In particular, we obtain most of the benefit thanks to the usage
of grid-stride loops. In the code below we report four functions:
1. shift_core: this is the core algorithm. It implements
the swap of two matrix elements so that elements of the upper-
left quadrant are swapped with those in the lower-right one, and
those of the lower-left quadrant with those of the upper-right one.
The preprocessor variable __CUDACC__ used the in the #ifdef
clauses is used to define the lines that have to be executed only
when the GPU version is compiled (i.e. using the NVIDIA nvcc
compiler). If the version for CPU is compiled (e.g., with any
C++ compiler), the other lines are executed. It is remarkable
that for shift_core, only the declaration depends on the GPU
vs CPU version, and all the instructions are exactly the same
both for GPU and CPU execution.
#ifdef __CUDACC__
__host__ __device__ inline void shift_core
#else
inline void shift_core
#endif
(int const idx_x, int const idx_y, int const nx,
dcomplex* const __restrict__ a) {
auto const src_ul = idx_x + idx_y*nx;
auto const src_ll = idx_x + idx_y*nx + nx*nx/2;
auto const tgt_ul = src_ul + nx/2 + nx*nx/2;
auto const tgt_ll = src_ll + nx/2 - nx*nx/2 ;
auto const temp_ul = a[src_ul] ;
a[src_ul] = a[tgt_ul] ;
a[tgt_ul] = temp_ul ;
auto const temp_ll = a[src_ll] ;
a[src_ll] = a[tgt_ll];
a[tgt_ll] = temp_ll;
}
2. shift_d: is a wrapper function for the GPU version. It
defines the loops over the matrix elements on which the shift is
performed. Actually, the loops are done only on half of the ma-
trix elements because the shift_core function automatically
computes the homologous element that should be used for the
swap. Moreover, we are using the so called grid-stride loops:
the stride of the loops is not 1 as usual, but equals the number of
threads within the grid of blocks (blockDim.x ˆ gridDim.x).
This allows the shift_d kernel to be called without requiring
the number of threads to be su cient to cover all the data at the
same time. The data (i.e., the matrix) is processed one grid-size
at a time.
#ifdef __CUDACC__
__global__ void shift_d
(int const nx, dcomplex* const __restrict__ a) {
// indices
int const x0 = blockDim.x * blockIdx.x + threadIdx.x;
int const y0 = blockDim.y * blockIdx.y + threadIdx.y;
// stride
int const sx = blockDim.x * gridDim.x;
int const sy = blockDim.y * gridDim.y;
for (auto x = x0; x < nx/2; x += sx) {
for (auto y = y0; y < nx/2; y += sy) {
shift_core(x, y, nx, a);
}
}
}
#endif
3. shift_h: this is a wrapper function for the CPU version. It
defines the loops on the data (the stride is now 1), and with only
one additional line of code on the head of the for loops make
the code capable of exploiting the OpenMP technology. Again,
the core algorithm of the shift is inlined from the shift_core
algorithm.
void shift_h
(int const nx, dcomplex* const __restrict__ a) {
#pragma omp parallel for
for (auto x = 0; x < nx/2; ++x) {
for (auto y = 0; y < nx/2; ++y) {
shift_core(x, y, nx, a);
}
}
}
4. C_acc_shift: this is the general wrapper that is accessed
from Python. If the GPU version is compiled, it performs the
memory copy and calls the GPU wrapper shift_d. If the CPU
version is called, then shift_h is executed.
void C_acc_shift(int nx, void* data) {
#ifdef __CUDACC__
dcomplex *data_d;
size_t nbytes = sizeof(dcomplex)*nx*nx;
CCheck(cudaMalloc((void**)&data_d, nbytes));
CCheck(cudaMemcpy(data_d, data, nbytes,
cudaMemcpyHostToDevice));
shift_d<<<dim3(nx/2/32+1, nx/2/32+1),
dim3(32, 32)>>>(nx, (dcomplex*) data_d);
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Fig. E.2 Implementation of the shift_d() function.
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Appendix A: Installation and getting started
Details on how to retrive the code, install it and compile it. How
to run the tests for a successful i stallatio .
[MT: Requirements: FFTW, ...]
[MT: At the installation time, both the CPU and GPU ver-
sions and the SP and DP versions should be compiled. CPU ver-
sion: always compiled. If GPU available (how to check this? if
nvcc exists?), then compile GPU version, both SP and DP.]
App ndix B: Contributions to devel pment
Github repository, issues, pull requests, forks,
Appendix C: Doc mentation
Here (link) you can find more documentation on the code.
Appendix D: Sample kernels and their
implementation
[Probably: for PhD Thesis only] Here we present the implemen-
tation of the shif algorithm in a CUDA C++ kernel. This ex-
ample shows how the latest NVIDIA CUDA technologies allows
us to write code that is portable, scalable and easily debuggable.
In particular, we obtain most of the benefit thanks to the usage
of grid-stride loops. In the code below we report four functions:
1. shift_core: this is the core algorithm. It implements
the swap of two matrix elements so that elements of the upper-
left quadrant are swapped with those in the lower-right one, and
those of the lower-left quadrant with those of the upper-right one.
The preprocessor variable __CUDACC__ used the in the #ifdef
clauses is used to define the lines that have to be executed only
when the GPU version is compiled (i.e. using the NVIDIA nvcc
compiler). If the version for CPU is compiled (e.g., with any
C++ compiler), the other lines are executed. It is remarkable
that for shift_core, only the declaration depends on the GPU
vs CPU version, and all the instructions are exactly the same
both for GPU and CPU execution.
#ifdef __CUDACC__
__host__ __device__ inline void shift_core
#else
inline void shift_core
#endif
(int const idx_x, int const idx_y, int const nx,
dcomplex* const __restrict__ a) {
auto const src_ul = idx_x + idx_y*nx;
auto const src_ll = idx_x + idx_y*nx + nx*nx/2;
auto const tgt_ul = src_ul + nx/2 + nx*nx/2;
auto const tgt_ll = src_ll + nx/2 - nx*nx/2 ;
auto const temp_ul = a[src_ul] ;
a[src_ul] = a[tgt_ul] ;
a[tgt_ul] = temp_ul ;
auto const temp_ll = a[src_ll] ;
a[src_ll] = a[tgt_ll];
a[tgt_ll] = temp_ll;
}
2. shift_d: is a wrapper function for the GPU version. It
defines the loops over the matrix elements on which the shift is
performed. Actually, the loops are done only on half of the ma-
trix elements because the shift_core function automatically
computes the homologous element that should be used for the
swap. Moreover, we are using the so called grid-stride loops:
the stride of the loops is not 1 as usual, but equals the number of
threads within the grid of blocks (blockDim.x ˆ gridDim.x).
This allows the shift_d kernel to be called without requiring
the number of threads to be su cient to cover all the data at the
same time. The data (i.e., the matrix) is processed one grid-size
at a time.
#ifdef __CUDACC__
__global__ void shift_d
(int const nx, dcomplex* const __restrict__ a) {
// indices
int const x0 = blockDim.x * blockIdx.x + threadIdx.x;
int const y0 = blockDim.y * blockIdx.y + threadIdx.y;
// stride
int const sx = blockDim.x * gridDim.x;
int const sy = blockDim.y * gridDim.y;
for (auto x = x0; x < nx/2; x += sx) {
for (auto y = y0; y < nx/2; y += sy) {
shift_core(x, y, nx, a);
}
}
}
#endif
3. shift_h: this is a wrapper function for the CPU version. It
defines the loops on the data (the stride is now 1), and with only
one additional line of code on the head of the for loops make
the code capable of exploiting the OpenMP technology. Again,
the core algorithm of the shift is inlined from the shift_core
algorithm.
void shift_h
(int const nx, dcomplex* const __restrict__ a) {
#pragma omp parallel for
for (auto x = 0; x < nx/2; ++x) {
for (auto y = 0; y < nx/2; ++y) {
shift_core(x, y, nx, a);
}
}
}
4. C_acc_shift: this is the general wrapper that is accessed
from Python. If the GPU version is compiled, it performs the
memory copy and calls the GPU wrapper shift_d. If the CPU
version is called, then shift_h is executed.
void C_acc_shift(int nx, void* data) {
#ifdef __CUDACC__
dcomplex *data_d;
size_t nbytes = sizeof(dcomplex)*nx*nx;
CCheck(cudaMalloc((void**)&data_d, nbytes));
CCheck(cudaMemcpy(data_d, data, nbytes,
cudaMemcpyHostToDevice));
shift_d<<<dim3(nx/2/32+1, nx/2/32+1),
dim3(32, 32)>>>(nx, (dcomplex*) data_d);
Article number, page 10 of 12
Fig. E.3 Implementation of the shift_h function.
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4. C_acc_shift: this is the general wrapper that is accessed
from Python. If the GPU version is compiled, it performs the
memory copy and calls the GPU wrapper shift_d. If the CPU
version is called, then shift_h is executed.
void C_acc_shift(int nx, void* data) {
#ifdef __CUDACC__
dcomplex *data_d;
size_t nbytes = sizeof(dcomplex)*nx*nx;
CCheck(cudaMalloc((void**)&data_d, nbytes));
CCheck(cudaMemcpy(data_d, data, nbytes,
cudaMemcpyHostToDevice));
shift_d<<<dim3(nx/2/32+1, nx/2/32+1),
dim3(32, 32)>>>(nx, (dcomplex*) data_d);
CCheck(cudaDeviceSynchronize());
CCheck(cudaMemcpy(data, data_d, nbytes,
cudaMemcpyDeviceToHost));
CCheck(cudaFree(data_d));
#else
shift_h(nx, (dcomplex*) data);
#endif
}
It is apparent from the code above that the usage of grid-stride
loops brings several advantages. First, it allows to keep the code
readable, and to separate the core algorithm from the particular
calls. Second, it allows to decouple the size of the CUDA grid
from the size of the data being processed, thus reducing the over-
all coupling of the host and device properties. Third, it provides
a clear programming pattern to develop portable code for GPU
and CPU quickly and in a robust way.
Appendix E: Tests and profiling
[For PhD Thesis only]
Appendix F: A case study: investigating planet
formation in protoplanetary disks
• case study: determining the dust properties in protoplanetary
disks: needs spatially resolved and multi-wavelength obser-
vations. di↵erent attempts, advantage of having a forward-
modeling technique. Image of a protoplanetary disk at sev-
eral wavelengths, scientific discussion about grain growth.
Advantage of having a tool like this. Tazzari et al. 2016. Plot
of a
max
pRq.
Article number, page 11 of 12
Fig. E.4 Implementation of the C_acc_shift() function.
from the particular calls. Second, it allows to decouple the size of the CUDA grid from the
size of the data being processed, t u re ucing the overall coupling of the host and device
properties. Third, it provides a clear programming pattern to develop portable code for
GPU and CPU quickly and in a robust way.
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