We discuss the relations between restricted Boltzmann machine (RBM) states and the matrix product states (MPS) for the ground states of 1D translational invariant stabilizer codes. A generic translational invariant and finitely connected RBM state can be expressed as an MPS, and the matrices of the resulting MPS are of rank 1. We dub such an MPS as an RBM-MPS. This provides a necessary condition for exactly realizing a quantum state as an RBM state, if the quantum state can be written as an MPS. For generic 1D stabilizer codes having a non-degenerate ground state with periodic boundary condition, we obtain an expression for the lower bound of their MPS bond dimension, and an upper bound for the rank of their MPS matrices. In terms of RBM, we provide an algorithm to derive the RBM for the cocycle Hamiltonians whose MPS matrices are proved to be of rank 1. Moreover, the RBM-MPS produced by our algorithm has the minimal bond dimension. A family of examples is provided to explain the algorithm. We finally conjecture that these features hold true for all the 1D stabilizer codes having a non-degenerate ground state with periodic boundary condition, as long as their MPS matrices are of rank 1.
Restricted Boltzmann machines (RBM)
1-17 and more generally neural networks, have recently gained lots of attention as numerical tools for studying quantum manybody physics, boosted by the fast paced progress in machine learning. An RBM is a restriction from a Boltzmann machine (BM). The BM is defined on a bipartite graph, whose vertices are grouped into two classes: the visible vertices and the hidden vertices. Suppose there are n visible vertices and m hidden vertices, and we associate the visible variables g ∈ {0, 1} n and the hidden variables h ∈ {0, 1} m on the visible and hidden vertices respectively. The variables {g, h} obey the Boltzmann distribution,
where E(g, h) is a real function mimicking the "energy" in the Boltzmann distribution, and Z = ∑ g,h exp (−E(g, h)) is the partition function. As the name suggests, only the visible variables will show up in the physical probability distribution, while the hidden variables are summed over and thus hidden. Given Eq.
(1), the BM is defined to be the marginal distribution P (g) over the visible variables g by summing over all the hidden variables {h}
The RBM further requires that the "energy" function E(g, h) depends linearly on g and h. The most important property of RBM is its representing power. It has been proven 18 in the machine learning context that any probability distribution P 0 (g) of an n number of Z 2 variables, i.e., g ∈ {0, 1} n , can be approximated arbitrarily well by an RBM P (g) given enough number of hidden spins. See Ref. 18 for details.
For the purposes of the quantum physics, it is natural to change the "energy" function E(g, h) from a real function to a complex one. Then we can interpret the "complex probability distribution" P (g) as the coefficients of a quantum many-body wave function:
where g⟩ is the basis to expand the quantum states Ψ⟩. The RBM state refers to the ansatz in Eq. (3) . The ground state of a 1D gapped local Hamiltonian has entanglement entropy S(L) for a subregion of length L which obeys area law 19 and is in fact a constant, i.e., S(L) ∼ constant. Therefore, we expect that it suffices to use a constant number of hidden spins per visible spin, when we represent such a ground state by an RBM. One of the purposes of this paper is to study the representing power of RBM for 1D stabilizer code ground states using as few hidden spins as possible.
For a 1D gapped local Hamiltonian, its ground state is efficiently encoded as a matrix product state (MPS) [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] . An MPS can be obtained either numerically (via, e.g., the density matrix renormalization group) or analytically. The core reason of this efficiency is the area law satisfied by these many body quantum states. Indeed, the entanglement of a generic MPS is upper bounded by the dimension of the MPS matrices, i.e., the bond dimension D. On general grounds, the RBM state and the MPS share many features in common 12, 13, [30] [31] [32] [33] . Both the virtual indices in the MPS and the hidden variables in the RBM serve as the glue between different parts of the state, and thus provide nontrivial entanglement. In the literature, some of the relations between MPS and the RBM have already been studied. In Refs. 13 and 17, a numerical algorithm has been proposed to convert an RBM into an MPS as well as into a projected entangled pair state (PEPS) -a generalization of MPS in higher dimension. Refs. 13 and 17 also studied how the PEPS are mapped to the RBM for some subset of the stabilizer codes whose interactions are products of either purely Pauli X or purely Z operators (e.g. the toric code model 34 ). In Refs. 12 and 35, an RBM state for the 1D ZXZ model was found numerically. However, their RBM state is not optimal: the MPS from their RBM state has bond dimension 4, which is larger the minimal bond dimension 2. In other words, their MPS uses too many hidden spin variables. We present another analytical construction which yields an optimal RBM state for the ZXZ model. We also systematically construct the optimal RBM states for a large family of stabilizer codes. In
In this paper, we make progresses toward answering the following questions, when the stabilizer codes have one ground state with periodic boundary condition (PBC):
1. How to map a translational invariant and finitely connected RBM to an MPS?
2. Given a stabilizer code, how to find the MPS of its ground state?
3. Given a stabilizer code, can we cast the ground state as an RBM state minimizing the number of hidden spins?
This paper is organized as follows: In Sec. II, we review the BM and RBM, and discuss how an RBM state can be expressed as an MPS which we dub as RBM-MPS. In particular, we show that the rank of the non-vanishing RBM-MPS matrices must be 1. In Sec. III, we present an algorithm deriving the MPS from a stabilizer code Hamiltonian. We illustrate the algorithm through the example of ZZXZZ model. We derive a lower bound for the bond dimension of the MPS matrices. In Sec. IV, we provide an upper bound for the rank of the MPS matrices. In Sec. V, we show that the MPS matrices for the cocycle Hamiltonians, which are representative Hamiltonians of generic SPT phases, are of rank 1. We provide an algorithm to derive the optimal RBM of the cocycle Hamiltonians whose bond dimension of the RBM-MPS saturates the lower bound that is derived in Sec. III. We apply our algorithm to the Z q−1 XZ q−1 models deriving their RBM-MPS matrices.
II. (RESTRICTED) BOLTZMANN MACHINE
In this section, we introduce the notion of Boltzmann machine (BM) states, restricted Boltzmann machine (RBM) states and their connection to MPS.
A. Definitions
A BM state is a state defined by a classical Ising model on a graph. Each vertex of the graph carries a classical Ising spin s r = 0, 1 where r is the index of the vertex. Each edge of the graph carries a weight W rr ′ ∈ C that mimics the Ising "interaction" between s r and s r ′ , and each vertex also carries a biasα r ∈ C that mimics "an external magnetic field". The "energy" for such an Ising model is:
where the summation runs over all spins. In turn, a BM can be efficiently represented by a graph: (1) the vertices of the graph represent the spins {s r }; (2) the nonzero weight of s r and s . The set of spins is divided into two disjoint subsets: the visible spins whose set is denoted by V and the hidden spins denoted by H. We denote g r the visible spins and h s the hidden spins. Using these notations, the BM state is defined as: where C is a normalization constant that we will drop for simplicity. The states {g r }⟩ are the basis states over the visible spins, i.e., a given {g r }⟩ is the direct product of Pauli Z eigenstates with eigenvalues {(−1) 
where W rs , R rr ′ , S ss ′ ∈ C are the weights between visible and hidden, visible and visible, hidden and hidden spins respectively. β r ∈ C is the bias of the visible spin g r , and α s ∈ C is the bias of the hidden spin h s .
A restricted Boltzmann machine (RBM) state is a special BM state satisfying R rr ′ = 0, ∀ r, r ′ ∈ V ; S ss ′ = 0, ∀ s, s ′ ∈ H.
Thus an RBM state reads RBM⟩ = (9) In this article, we will consider RBM states for 1D translational invariant systems. For this reason, we use r, s to label the unit cells, and i, a to label the visible spin and hidden spins within a unit cell (which are dubbed "orbitals") respectively. We further require the RBM to be finitely connected, and by properly enlarging the unit cell, we can always choose the RBM to be nearest unit cell connected. Due to the requirement of translational invariance and nearest neighbor connectivity, we label the visible spins, the hidden spins, the weights and the biases as follows:
1. The visible spins within the unit cell at r are labeled by g r i where i = 1, . . . , q labels the orbitals within the unit cell. q is the number of visible spins within each unit cell.
The hidden spins are divided into two categories:
(a) h r a , a ∈ {1, . . . , M }, labels the hidden spins connecting to the visible spins from the unit cell at r − 1 and those from the unit cell at r, i.e., h r a connects to both {g r−1 i } and {g r i }. M is the total number of such hidden spins within the unit cell. Since we assume that the RBM is nearest unit cell connected, h r a does not connect to the visible spins of another unit cell. We will dub such hidden spins as type-h hidden spins.
(b)h r b , b ∈ {1, . . . , M }, labels the hidden spins connecting to the visible spins within the unit cell at r, i.e.,h r b only connects to {g r i }. M is the total number of such hidden spins within the unit cell. We will dub such hidden spins as type-h hidden spins.
3. The weight connecting h r a and g r i is labeled by A ia , i ∈ {1, . . . , q}, a ∈ {1, . . . , M }. is labeled by B ia , i ∈ {1, . . . , q}, a ∈ {1, . . . , M }. 6. The bias of the visible spin g r i is β i , i ∈ {1, . . . , q}. 7. The bias of the hidden spin h r a is α a , a ∈ {1, . . . , M }.
The weight connecting h

The weight connectingh
The bias of the hidden spinh
Due to translational invariance, the weights A ia , B ia ,C ib and the biases β i , α a andα b are all independent of the position of the unit cell r. We have distinguished the hidden spins into type-h and type-h because, as will be explained in Sec. II B, the hidden spins of type-h contribute to the entanglement, while those of type-h do not. Correspondingly, we distinguish the weights A ia which connect the visible spin g r i to the hidden spins of type-h, i.e., h 
with
B. Relation to MPS
The RBM state defined by Eq. (10) can be cast into an MPS by mapping the hidden spins of the RBM to the virtual indices of the MPS. We name such MPS an RBM-MPS. Specifically, Eq. 
where
The bond dimension of the RBM-MPS is determined by the number of type-h hidden spins, i.e., M . Hence only the hidden spins of type-h contribute to the entanglement, while those of type-h do not. The optimal M will be determined in Sec. III. For instance, if each h r a ∈ {0, 1} is Z 2 valued, the bond dimension is 2 M . The tensor T satisfies two useful properties: Since the non-vanishing matrices of the RBM-MPS are of rank 1, it is natural to ask if the reverse statement also holds true, i.e., whether an MPS can be expressed as an RBM-MPS if the non-vanishing MPS matrices are of rank 1. In the rest of this article, we study this problem in the context of stabilizer codes. We conjecture that if the non-vanishing MPS matrices of the ground state of a translational invariant stabilizer code are of rank 1, such a ground state can also be found as an RBM state. In Sec. III, we first determine the condition for the non-vanishing MPS matrices of a stabilizer code to be of rank 1. In Sec. V, we give an algorithm to generate the RBM state for a large class of models (the cocycle models) whose MPS matrices are of rank 1.
III. MATRIX PRODUCT STATE OF A STABILIZER CODE
In this section, we present our algorithm to find an MPS for the ground state of a translational invariant stabilizer code. Along the way, we derive the formula which enables us to read the minimal bond dimension and the upper bound of the rank of the MPS matrices from the Hamiltonian terms. We illustrate our algorithm using an example, the ZZXZZ model, and then discuss of the general case. Each steps of the algorithm is proven in App. B, C, D, E and F. We derive and prove our results based on the following assumptions throughout the paper:
Assumption III.1. We only consider the translational invariant stabilizer codes that have a unique ground state with PBC.
Assumption III.2. The MPS matrices of the translational invariant stabilizer codes become independent of the system size for sufficiently large system sizes.
Assumption III.3. The MPS matrices are independent of the boundary condition. In other words, in the bulk, the MPS matrices for PBC are the same as those for the open boundary condition (OBC).
We begin by stating the notations of spin chains. We mainly consider spin models defined on a finite chain with L unit cells and PBC. Each unit cell contains q spin- 
where Z r i and X r i are Pauli Z and X matrices acting on g r i ⟩.
A. An Example of Stabilizer Codes: ZZXZZ Model
To define the ZZXZZ model, we place 3 physical spin-1 2 's in each unit cell, i.e., q = 3. (We choose q = 3 since it fits naturally into the discussion of general cocycle models. See App. H for details.) We introduce three sets of commuting operators O r α (α = 1, 2, 3) defined as
where r is defined modulo L due to PBC. Using these operators, the Hamiltonian reads
All the terms in the Hamiltonian Eq. (16) mutually commute, and have eigenvalues ±1. Thus its ground state is the common positive eigenstate of O r α for any r and α, i.e., O r α GS⟩ = GS⟩, α = 1, 2, 3, r = 0, 1, . . . , L − 1. (17) For example, one can construct GS⟩ as
It is straightforward to verify that the GS⟩ in Eq. (18) satisfies Eq. (17) . Our goal in this section is to express the ground state GS⟩ as an MPS
The Fig. 2 
The matrix
In the second equality, we use the definition of O r 1 in Eq. (15), and in the last equality we defined the action of O
For O 
Using the definitions Eqs. (23) and (24), we find that a sufficient condition for the stabilizer condition Eq. (17) is
We prove in App. B and C that Eq. (25) is also a necessary condition for Eq. (17) . A graphical representation of these equations is given in Fig. 3 . We now construct a solution of T matrices from Eq. (25) . It is difficult to solve Eq. (25) directly, as it is a set of nonlinear equations of the T matrices. In the following, we will derive a new set of equations equivalent to Eq. (25) , which are linear in the T matrices and only contain the matrices in the r-th unit cell.
The idea to derive the equations linear in the T matrices is to decompose the Hamiltonian terms O (27) only act on a given unit cell. The second subscript τ of L 
where Notice that R . Concretely, we have
where ○ represents the action on the physical indices (see Eqs. (23) and (24)), and ⋅ represents the matrix multiplication (i.e., the contraction over the virtual indices). See Fig. 4 . Similarly, for L
Eqs. (30) , (31) and ( 51 Here,
This statement is proved in App. E in a general setting of stabilizer codes. The commutation relations can be encoded using the compact notations:
Since R operators obey the same commutation relations as the L's, we just focus on the L operators. The coefficients t
form an anti-symmetric t matrix, which under the basis
T is given by
We first determine the dimension of irreducible representation of the algebra Eq.
The new operators {L α ,Ũ α , α = 1, 2, 3, 4} satisfy a simpler algebra,L
The algebra of {L α } (or {Ũ α }) is decoupled into two subalgebras, generated by {L 1 ,L 2 } (or {Ũ 1 ,Ũ 2 }) and
. Each subalgebra has a two dimensional irreducible representation. Hence the total dimension of the irreducible representation of {L α } (or {Ũ α }) is 2 × 2 = 4. Finally, noticing that the transformation between L's andL's is invertible. The inverse transformation of Eq. (36) is
SinceL's form a irreducible representation, the physical operators 
where the superscript r on the RHS indicates that the operators acts on the virtual bonds connecting the the r-th and r + 1-th unit cell. We denote the corresponding MPS matrix elements as T h1h2,h3h4 where h 1 , h 2 ∈ {0, 1} represent the left virtual indices and h 3 , h 4 ∈ {0, 1} represent the right virtual indices. In Eq. (40), the first Pauli matrices act on the virtual indices h 1 and h 3 , while the second Pauli matrices act on the virtual indices h 2 and h 4 .
So far, we have only considered bipartition of the Hamiltonian terms O r α . For the operators that have support over three or more unit cells, we can take the combinations of L and R operators so that O r α can be decomposed into a product of operators which only act within a single unit cell. We enumerate the decompositions for all three types of operators:
where all the terms on the RHS of Eq. (41)
, are supported within one unit cell. In App. F, we show in a general setting of stabilizer codes, that Eq. (31) is equivalent to the following equations linear to the T matrix in the r-th unit cell:
where by translational invariance
More concretely, the equations in (42) are
h1h2,h3h4 (−1)
(1−h2),(1−h3)h4
(1−h1)h2,h3h4
(1−h2),h3h4
Thus we have derived a set of linear equations Eq. (44) of the T -matrices from the non-linear ones Eq. (25) . Solving Eq. (44), we obtain a solution up to a total scale factor:
These matrices are of rank 1 and all the tensor elements are nonzero. We emphasize that they match the two properties (a) and (b) in Theorem II.1, and this match depends on the proper choice of the matrices for U operators. Indeed, if there is a U operator containing Pauli Z matrix, for instance U In fact, we do not have to solve the matrices and then find their ranks. We can immediately find the rank of the matrices from the Hamiltonian terms. From Eq. (44) used only for T 000 ,
The physical indices are unchanged on both sides of Eq. (46) simply because the four equations are coming from acting with the physical operators on the LHS of Eq. (46),
which contain only Pauli Z operators and identities. Hence, the left indices h 1 and h 2 of the matrix T 000 obey two independent constraints, and the right indices h 3 and h 4 obey two independent constraints. Therefore, the rank of the matrix T 000 can be at most 1, since each constraint for the left (or right) indices eliminates half of the total rank. Acting with Eq. (47) on the T -matrices with other physical indices, we also get two independent constraints on the left and right indices respectively. Hence the T matrices with any physical indices are of rank 1. For other general models obeying the assumptions (III.1), (III.2) and (III.3), we can similarly find the constraints on the rank of the matrices by counting the independent L or R operators with only Pauli Z matrices without solving explicitly the matrices by brute-force. We elaborate this idea in Sec. IV.
We finally comment that for the ZZXZZ model with one spin per unit cell, i.e.,
Using the same calculation in this section, the ground state of H 1−site ZZXZZ can be expressed as an MPS,
where the MPS matrices are
Notice that both T 0 and T 1 are of rank 2. By theorem II.1, it is impossible to express the MPS Eq. (49) as an RBM state.
C. General Stabilizer Code Convention
A generic translational invariant stabilizer code is described by the Hamiltonian
where t is the total number of types of interactions and α ∈ 1, . . . , t labels the type. Each unit cell contains q spin- 
Each interaction term O r α is supported over the unit cells r, r + 1, ..., r + P α − 1, and can be written as an ordered product of P α number of local operators o
where o r α,τ is a product of Pauli matrices only supported on the (r + τ − 1)-th unit cell. For convenience, we define L 
Our goal is to express the ground state GS⟩ as an MPS
where g r α , (α = 1, ..., q), labels the value of the α-th physical spin in the r-th unit cell.
D. General Algorithm to Construct MPS
The calculation algorithm to construct an MPS representation is divided into in 4 steps. These 4 steps will follow those of Sec. III B for the ZZXZZ model. can act nontrivially on the MPS, although their product leaves the MPS invariant. This nontrivial action can be captured by a transformation on the virtual index exactly across the cut (between the (r + τ − 1)-th and the (r + τ )-th unit cell). From Eq. (57), we find
Eq. (58) is graphically represented as Fig. 7 . We prove in App. D that Eq. (58) is both necessary and sufficient for Eq. (57).
For convenience, for each choice of (α, τ ) we can shift r to r−τ +1 in Eq. (58) by translational invariance such that the U r−τ +1 α,τ acts on the virtual bond between the r-th and (r + 1)-th unit cell. See where I r is an identity operator acting on the r-th unit cell.
3. We further determine the minimal bond dimension of T g r 1 ...g r q . We prove in App. E that the commutation and anti-commutation relations of the virtual U operators on RHS of Eq. (59) should match those of the physical L and R operators on the LHS,
The parameter
We ensemble the parameters t
into an anti-symmetric matrix t.
54
The algebra Eq. (60) is a generalization of the Clifford algebra, where the standard Clifford algebra is generated by mutually anti-commuting operators. In Ref. 36 , it was shown that any integer-valued antisymmetric matrix t can be block diagonalized by a unimodular integer matrix V , such that each nontrivial block is a 2 × 2 anti-symmetric matrix with integer off-diagonal elements. Due to Eq. (61), only the modulo 2 values of the off-diagonal elements of the nontrivial 2 × 2 blocks matter. The nontrivial blocks can therefore be written as follows:
Here we explicitly keep the minus signs to make the antisymmetry manifest. In the new basis, the operators L r α,τ become decoupled pairs of anti-commuting operators (such as Eq. (36)); there are rank(t) 2 such pairs. Since each pair provides a two dimensional irreducible representation, the dimension of the irreducible representation of the generalized Clifford algebra Eq. (60) is given by
Since the dimension of an irreducible representation of the algebra Eq. (60) is D, the matrices of the U Since the representation is irreducible, D is also the minimal bond dimension. For the ZZXZZ model with 3 spins per unit cell discussed in Sec. III B, the t matrix is given by Eq. (35) , which is of rank 4. By Eq. (63), the minimal bond dimension of the MPS is D = 2 4 2 = 4, which matches the MPS explicitly derived in Eq. (45).
4. We solve Eq. (59) for the MPS matrices T with the minimal bond dimension D. Let us first determine the form of U . The matrix elements of U can be obtained by finding the representation of the algebra Eq. (60). Here we focus only on irreducible representations such that the bond dimension is minimal. Notice that there exist multiple choices of U operators satisfying the same algebra Eq. (60). However, since we only consider models with a single ground state, different solutions of T from different choices of U should correspond to the same ground state. Hence it is sufficient to work with one choice of U . As shown in App. G, U can always be constructed as a tensor product of
Pauli matrices. After specifying the virtual U operators, we manipulate the equations in Eq. (59) such that all the physical operators on the LHS only act on the r-th unit cell, and all the equations are linear in T 
is only supported on the r-th unit cell. In App. F, we show that Eq. (59) are equivalent to
Since Eq. (64) is a set of linear equations in T , they can be numerically solved efficiently. For all the models we have explicitly checked (e.g. Z q−1 XZ q−1 with 2 ≤ q ≤ 6), Eq. (64) has one non-zero solution up to an overall scaling.
IV. AN INEQUALITY FOR RANK OF MPS
As discussed in Sec. II, a necessary condition for the existence of a finitely connected RBM of a stabilizer code ground state is Theorem II.1. In this section, we propose an inequality which allows us to directly constrain the rank of the MPS without solving for the MPS matrices.
Before we state and prove our theorem, it is convenient to introduce two notations. Denote a set of operators:
In particular, L contains a special subset dubbed as L Z such that the operators in L Z are only the tensors products of Pauli Z and the identity I matrices. Denote N L Z as the number of independent operators in L Z . Notice that due to translational invariance, N L Z is independent of r. 
where N L Z is the number of independent operators in L Z .
Proof. To constrain rank(T Explicitly, this subset of equations are all included in the following equations:
This subset is useful to constrain rank(T Using Theorem F.2 of App. F, the number of independent equations among Eq. (67)(i.e., the number of independent constraints for the columns ) is given by the number of independent operators in L Z , i.e., N L Z . We know that U operators form a generalized Clifford algebra, and as proven in App. G, their matrices are tensor products of the Pauli matrices. More precisely, each virtual U operator either swaps and/or multiplies by some factors (±i or ±1) on half of the columns. Hence, each independent constraint eliminates half of the rank. Therefore, the rank of the MPS T matrix is upper bounded:
This completes proving Theorem IV.1.
In the 1D stabilizer codes we have studied, the upper bound in Eq. (66) always saturates.
V. RESTRICTED BOLTZMANN MACHINE STATE OF A STABILIZER CODE
In this section, we discuss how to express the ground states of a class of stabilizer codes, which we dub as cocycle models, as RBM states. They are a special class of Hamiltonians describing 1D symmetry protected topological phases. We first use Theorem IV.1 to prove that the rank of the ground state MPS is 1. Then we use the ZZXZZ model as an example to illustrate the construction of the RBM state with the RBM-MPS bond dimension 4. We further present a general and explicit algorithm to construct the RBM states for an arbitrary cocycle model, with the minimal RBM-MPS bond dimension. We finally conjecture that for any stabilizer code which satisfies Assumptions III.1, III.2 and III.3 and also the necessary condition II.1, it is possible to express its ground state as an RBM state with the minimal RBM-MPS bond dimension.
A. MPS Matrix Rank For Cocycle SPT Models
In this section, we apply Theorem IV.1 to a particular family of stabilizer codes -the cocycle Hamiltonians for symmetry protected topological phases -and show that their MPS matrices are of rank 1. In App. H, we provide some backgrounds about the cocycle Hamiltonians, including the projective representations of the global symmetry G, cocycles ω 2 , cohomology group H 2 (G, U (1)) and 1D SPT phases. The cocycle ω 2 ∈ H 2 (G, U (1)) classifies the 1D SPT phases with the discrete onsite symmetry G. In this paper, we restrict G to be (Z 2 )
q . The group elements are parametrized by g = (g 1 , g 2 , . . . , g q ) with g i ∈ Z 2 = {0, 1}, and the generic form of the cocycle is 37,38 :
where P ij can be either 0 or 1. The cocycles can also be used to construct representative SPT wave functions and representative parent Hamiltonians which are stabilizer codes. For simplicity, we dub the representative states and representative Hamiltonians as cocycle states and cocycle Hamiltonians respectively. See App. H for a brief overview.
The cocycle Hamiltonian for a (Z 2 ) q SPT phase (with q spin- 's per unit cell) with a given generic cocycle ω 2 Eq. (69) is
(71) 
We will first compute rank(t) and N L Z respectively, and show that the upper bound is 1. We further show that the upper bound is saturated, which completes the proof of the theorem.
We first compute rank(t)
We have suppressed the identity operators for simplicity. Among all the operators in Eq. (75), the first q − 1 and the last one act only on the r-th unit cell, while the remaining act both on the r − 1-th and r-th unit cells. It is straightforward to compute the commutation relation and determine the t matrix. In the basis where the operators are listed as in Eq. (75), i.e., {L
where 0 is a (q − 1) × (q − 1) dimensional zero matrix, and Λ is a (q − 1) × (q − 1) upper triangular matrix:
Therefore, by Eq. (76), we have:
Counting rank(Λ) is simply counting the number of independent rows in Λ.
We proceed to evaluate
Z is defined to be the number of independent operators among L Z .
In this case, we have:
A crucial observation is that the powers of the Z's among the operators in Eq. (79) are in one-to-one correspondence with the rows of the Λ matrix in Eq. (77). Hence, the number of independent operators among Eq. (79) coincides with the number of independent rows of the Λ matrix Eq. (77), i.e.,
Using Theorem IV.1 and Eqs. (78) and (80), we obtain
We have assumed that T g1...gq is not null. rank(T g1...gq ) is thus assumed to be positive. Constrained by Eq. (81), we conclude that
Since in the ground state Eq. (72) for any spin configuration {g q .
B. An Example: ZZXZZ Model Revisited
In this section, we derive the RBM for the ZZXZZ model with the RBM-MPS bond dimension 4.
We start with the ground state GS⟩ of the ZZXZZ model Eq. (18) . Concretely, by restricting Eq. (72) to q = 3, and using P 12 = P 23 = P 13 = 1, we obtain the ground state
(83) The coefficient of the configuration {g r i }⟩ is an exponent of a quadratic function of the physical spins. The idea to write Eq. (83) in the form of an RBM state is to introduce hidden spins and to transform the quadratic terms in g to linear terms. This is achieved by applying a series of identities proved in App. I. The identities can be summarized as
where g i ∈ {0, 1}, and Sym(g 1 , ⋯, g n ) is a symmetric summation of quadratic expressions in g i , i.e.,
We introduce the following definitions to simplify the discussion below:
1. The on-site terms: the quadratic terms involving only the visible spins from a single unit cell.
, etc. To convert Eq. (83) into an RBM state, our strategy is as follows. We group all the quadratic terms in the exponent of Eq. (83) into a sum of symmetric expressions, and apply the identity Eq. (84) to each symmetric expression. For the inter-site symmetric expression, applying Eq. (84) introduces a hidden spin of type-h; for the onsite symmetric expression, applying Eq. (84) introduces a hidden spin of type-h. As discussed in Sec. II, each hidden spin of type-h doubles the bond dimension once we write the RBM state as an MPS (i.e., RBM-MPS), while the hidden spin of type-h does not contribute to the bond dimension. Hence, to obtain the RBM state whose RBM-MPS bond dimension is as small as possible, we are aiming to group the quadratic expressions in Eq. (83) to as few inter-site symmetric expressions as possible, together with some additional on-site symmetric expressions.
We first discuss the inter-site terms in Eq. (83) , and it seems that one has to introduce 3 hidden variables by applying Eq. (84) to the three terms separately. However, it is possible to organize the three inter-site terms into the sum of two inter-site symmetric expressions and one on-site symmetric expression. Concretely, . From the discussion in the last paragraph, the bond dimension of the RBM-MPS is 2 2 = 4, which precisely matches the minimal bond dimension of the ZZXZZ model derived in Sec. III B. This shows that there is no way to decompose the quadratic expression ∑ 1≤i<j≤3 g r−1 j g r i in Eq. (83) as a sum of at most one intersite symmetric expression, together with some additional on-site symmetric expressions. Different decompositions of ∑ 1≤i<j≤3 g r−1 j g r i should include at least two inter-site symmetric expressions. We will provide a general recipe of grouping the inter-site terms in Sec. V C for all the 1D cocycle models and show that the grouping is optimal.
We further consider the on-site terms ∑ 1≤i<j≤3 g + i
We have suppressed the overall normalization constant. From the discussion in Sec. II, the RBM state Eq. (88) can further be written as an MPS with the MPS matrix:
The bond dimension of the RBM-MPS Eq. (89) is indeed 4, which matches the bond dimension derived from the RBM state Eq. (88). Since we have shown in Sec. III B that the minimal bond dimension of the ZZXZZ MPS is 4, there can not be an RBM state with the number of hidden spin of type-h per unit cell less than 2. This implies that our RBM state is the most optimal, in the sense that the number of hidden spins of type-h is minimal. Fig. 8 is a graphical representation of the RBM state Eq. (88). In fact, the RBM-MPS matrices Eq. (89) are the same as the MPS matrices Eq. (45) in derived in Sec. III B. As we will see in the next subsection, for more general models Z q−1 XZ q−1 , each unit cell contains q visible spins. Our construction yields the RBM-MPS bond dimension 2 q−1 , and we need to introduce 2(q − 1) hidden spins on average for each unit cell. Among them, (q − 1) are of the type-h while the remaining (q − 1) are of the type-h.
C. RBM States of Cocycle Hamiltonians
In Sec. V A, we have shown that the MPS matrices of the (Z 2 ) q cocycle Hamiltonians (with q spin- bond dimension being D defined in Eq. (63). In this subsection, we describe a procedure to obtain the RBM states with minimal number of hidden spins. In particular, we generalize and apply the procedures of Sec. V B, and we present explicit RBM states for Z q−1 XZ q−1 cocycle Hamiltonians with arbitrary q. See App. J for more examples.
The cocycle Hamiltonian in Eq. (70) has the ground state GS⟩ (Z2) q ,ω2 in Eq. (72). To convert it to an RBM state, we follow the same procedures in Sec. V B. The core idea is that we need to group the inter-site terms ∑ 1≤i<j≤q P ij g r−1 j g r i as a sum of the rank(Λ) inter-site symmetric expressions together with some on-site terms. Since each inter-site symmetric expression contributes a hidden spin of type-h which doubles the bond dimension of the RBM-MPS, the bond dimension of the RBM-MPS is thus 2 rank(Λ) ≡ 2
. This is precisely the minimal bond dimension derived in Sec. (III D), which in turn implies that the decomposition of the inter-site terms is optimal, i.e, the number of type-h hidden spins is minimal in our construction.
Lemma V.2. For an inter-site quadratic term,
there exists a unimodular transformation G such that Γ transforms to
where the integer matrix γ of size rank(Γ)×q has full row rank:
The vectors g r−1 and g r transform as 
Proof. Our proof is based on the Gaussian elimination algorithm. For simplicity, we first introduce the matrix notations: I represents the identity q × q matrix, and E(i, j) represents a q × q matrix whose elements are
In other words, the only nonzero value of E(i, j) is 1 located at the i-th row and j-th column. Moreover, we use the following two types of matrix row transformations:
It is obvious that both G 1 and G 2 are unimodular, i.e.,
The products of G 1 's and G 2 's are also unimodular. The first transformation G 1 (i, j) interchanges the i-th row and the j-th row of Γ, and the second transformation G 2 (i, j) adds the i-th row to the j-th row.
57 There exists a sequence of G 1 (i, j) and G 2 (i, j) such that:
where the matrix γ ′ of size rank(Γ) × q has full row rank, and its elements are either 0 and 1. Denote:
Using Eq. (98), we have:
and γ of size rank(Γ) × q has full row rank. Proof. We first define the Γ matrix:
The matrix Γ is a q × q matrix, whose each element is defined modulo 2. There are 0s in the first row and last column because g 
Using this notation, we have:
Using Lemma V.2, Eq. (104) can be simplified: 
It can be decomposed by the symmetric expressions:
The first rank(Λ) terms are inter-site symmetric expressions, and the remaining rank(Λ) terms are the on-site terms. This completes the proof.
Theorem V.4. There exists an RBM for the state Eq. (72) whose RBM-MPS has the minimal bond dimension 2 rank(Λ) where Λ is defined in Eq. (77).
Proof. Using Lemma V.2 and V.3, we obtain
Applying Eq. (84) to the inter-site symmetric expressions leads to:
Notice that further introducing the hidden spins by linearizing the on-site terms on RHS of Eq. (107) To exemplify our RBM construction, we apply the above algorithm to the stabilizer code Z q−1 XZ q−1 for an arbitrary cocycle. Another example is discussed in App. J. The Z q−1 XZ q−1 model corresponds to the cocycle Hamiltonian with P ij = 1 for any 1 ≤ i < j ≤ q.
The Hamiltonian of the Z q−1 XZ q−1 model is
Its ground state is
The the q × q Γ matrix and the (q − 1) × (q − 1) Λ matrix are
To transform the Γ matrix to the form as in Eq. (91), we switch the rows using
The visible spins transform as
The Γ matrix transforms as
All the q − 1 rows in the top (q − 1) × q block ofΓ are independent,
As a result, the exponents in Eq. (112) can be written as (118) On RHS of the equality, the first q−1 symmetric functions are inter-site terms. Using Eq. (84) we introduce q−1 hidden spins of type-h contributing to 2 rank(Γ) = 2 q−1 bond dimension of the RBM-MPS. The remaining q − 1 symmetric functions only contain on-site quadratic terms. Using Eq. (84), we introduce q −1 hidden spins of type-h. Combining these two operations, we have:
This RBM can be casted into an rank-1 MPS, and the matrix elements of the RBM-MPS are:
We discuss two particular cases. When q = 2, the model corresponds to the ZXZ model. A graphical representa- tion of the ZXZ model is shown in Fig. 9 . We notice that the corresponding RBM-MPS has bond dimension 2. In the RBM derived in Ref. 35 , the corresponding bond dimension is 4, which is not minimal. When q = 3 which corresponds to the ZZXZZ model, we find that the RBM-MPS matrices in Eq. (120) precisely agrees with the MPS matrices in Eq. (45) . In summary, we have shown that for cocycle Hamiltonians, the ground state can be expressed as an RBM state with the minimal RBM-MPS bond dimension. We further conjecture, that for an arbitrary translational invariant stabilizer code with non-degenerate ground state with PBC, if its ground state MPS matrix is of rank 1, then it is possible to express its ground state as an RBM state with the minimal RBM-MPS bond dimension matching Eq. (63). We leave the proof of this conjecture for future work.
VI. CONCLUSION
We conclude this paper by summarizing the main results for a 1D translational invariant stabilizer code with a non-degenerate ground state on PBC.
1. We have shown that a translational invariant and finitely connected RBM state can be converted to an MPS, which we dub as an RBM-MPS. We show that the non-vanishing matrix of the RBM-MPS is always of rank 1.
2. We provide an algorithm to determine the MPS for the stabilizer codes satisfying our assumptions given in Sec. III. The MPS bond dimension 2
is proved to be the irreducible representation of the generalized Clifford algebra Eq. (60). The t matrix elements can be read off from the Hamiltonian.
3. An upper bound for the rank of the MPS matrices is proved. For all the stabilizer codes we have explicitly considered, the upper bound is saturated.
In particular, we have proved that the MPS matrices of the cocycle Hamiltonians are all of rank 1.
4. For the cocycle Hamiltonians, we present an explicit construction of the RBM state with the minimal RBM-MPS bond dimension. We exemplify our construction using a family of cocycle Hamiltonians explicitly. For a stabilizer code satisfying the assumptions III.1, III.1 and III.3, we conjecture that the ground state can be expressed as an RBM state and that its RBM-MPS bond dimension is the minimal one, as long as its MPS matrices are of rank 1.
We have restricted our study to 1D stabilizer codes with a non-degenerate ground state for PBC, i.e., without symmetry breaking. Including cases with symmetry breaking could be envisioned rather simply. Consider a classical Ising model as the simplest case of such a 1D stabilizer code, which has two maximally polarized ground states. A (trivial) MPS of bond dimension 1 can be built for each maximally polarized state. For each of these two MPS, we can derive a (trivial) RBM. We conjecture that such a construction could be extended to the more involved cases.
For future investigation, it would be interesting to extend the discussion of the present paper to higher dimensions. Some examples of the RBM representation of SPT states and topologically ordered states in two and three dimensions 13, 17, 39 have been studied. A general understanding of RBM states for higher dimensional stabilizer codes is still missing. We hope to get some insights for higher dimensional systems by considering stabilizer codes. Following the ideas developed in this paper, we hope to address the two following challenges: 1) how to systematically derive the PEPS representations of stabilizer codes, where the Hamiltonian terms can be the mixed products of both Pauli X and Z operators 40 ; 2) whether a given PEPS of a stabilizer code can be represented by an efficient RBM state with the minimal RBM-PEPS bond dimension.
Note Added: During the preparation of the present manuscript appeared a paper Ref. 41 partially overlapping with our results. The authors have proposed an efficient numerical algorithm to construct efficient RBM state for an quantum stabilizer code. In particular, their RBM state of the ZXZ model is identical to ours. r i as the Pauli X and Z operators acting on i-th orbital (i = 1, . . . , q) in the r-th unit cell, their action on the MPS matrices are defined as:
and
For other, more complex operators, the notation ○ can be naturally generalized.
To make the equations more compact, let h i ∈ {1, ..., D} be the virtual indices of the MPS matrices, where D is the bond dimension. Notice that the bold font h i is different from the Z 2 valued virtual indices h's in the main text. For instance, the MPS matrix elements of Eq. (44) become T , where h 1 , h 2 ∈ {1, ..., D} are the left and right virtual indices, we can construct the MPS transfer matrix T h1h3,h2h4 by contracting over the physical indices,
Here, h 1 h 3 is regarded as a composite left virtual index of the transfer matrix, of dimension D 2 . The same applies to h 2 h 4 . The transfer matrix T is a D 2 × D 2 matrix.
Review of Canonical MPS
We now review the definition and the properties of canonical MPS, and apply the canonical MPS to stabilizer codes. The MPS matrixT 
where S is an invertible matrix. We use˘to denote the canonical form of the MPS matrix and the MPS transfer matrix throughout the appendix.
In Ref. 42 , it was proved that when there is a nondegenerate ground state on any compact space, the entanglement spectrum of a stabilizer code ground state is flat. The reduced density matrices are, in fact, projectors. Their original proof was formulated in 2 spatial dimensions, but it can be directly generalized to arbitrary dimensions. See Ref. 43 for the application to 3 spatial dimensions. Here we apply their conclusion to the case of 1 spatial dimension. Hence, the entanglement spectrum of a 1D stabilizer code with PBC is flat.
The reduced density matrix on a local and contractible region of a gapped state should not depend on the boundary condition far away from the local region. Thus the entanglement spectrum does not depend on the boundary condition either. Thus for the 1D stabilizer code with OBC, the entanglement spectrum is flat. Hence Λ in Eq. (A5) is also flat for one of the ground states with OBC. Since Λ is full-rank, there are no zero diagonal elements in Λ and Λ is proportional to an identity matrix. Hence the canonical MPS of a stabilizer code satisfies the following conditions
The two conditions in Eq. (A7) are graphically represented in Fig. 10 .
Hence we can use Eq. (A7) to solve for the MPS with OBC. By Assumption III.3, the MPS matrices for the OBC shall also be the MPS matrices for the PBC.
Appendix B: Correlation Functions and Transfer Matrix Eigenvalues
In this appendix, we derive the eigenvalue structure of the transfer matrix of a general translational invariant stabilizer code. As we will prove, there is only one nonzero eigenvalue of the MPS transfer matrix, obtained by Jordan decomposition. Moreover, a finite power of the MPS transfer matrix can be decomposed as a tensor product of two vectors. The lemmas and theorems will be used in App. C. 
Consider two operators σ i , i = 1, 2. We denote p 1 (resp. p 2 ) the support of σ 1 (resp. σ 2 ) on the unit cells r 1 ≤ r ≤ r 1 + p 1 − 1 (resp. r 2 ≤ r ≤ r 2 + p 2 − 1). We define the distance d(σ 1 , σ 2 ) of the two operators as the number of unit cells between the two operators plus one, i.e.,
(B4) In particular, when two operators overlap even only on one site, their distance is zero. When the distance of two operators σ 1 and σ 2 are larger than P , where P is the range of another operator O, then O can not overlap simultaneously with σ 1 and σ 2 .
Lemma B.2. Suppose σ 1 and σ 2 are products of Pauli matrices supported on different regions of distance larger than the maximal interaction range, i.e.:
where P α is the support of α-th type of the Hamiltonian term O r α . Then, their expectation values satisfy
Proof. σ 1 and σ 2 either commute or anti-commute with the Hamiltonian terms, because σ 1 , σ 2 and stabilizer operators are all products of Pauli matrices. We prove this lemma case by case:
1. σ 1 and σ 2 both commute with all stabilizer operators.
[H,
Hence for any excited eigenstate E, k⟩ of the Hamiltonian H, i.e., H E, k⟩ = E E, k⟩ (E is the energy and k labels the degeneracy within the energy eigenspace), σ i E, k⟩ is also an excited eigenstate of H. One can see this from Eq. (B7): [H, σ i ] E, k⟩ = 0 for i = 1, 2, which implies σ i E, k⟩ is an energy eigenstate of H with energy E. So
where in the first equality, we have used Assumption III.1, and in the last equality, we have used Eq. (B8). Hence Eq. (B6) holds true in this case.
2. σ 1 commutes with all stabilizer operators while σ 2 anti-commutes with some of the stabilizer operators. Hence, σ 2 and σ 1 σ 2 both satisfy Lemma B.1.
Their expectation values are both 0:
Therefore, Eq. (B6) holds true in this case.
3. σ 1 anti-commutes with some of the stabilizer operators while σ 2 commutes with all stabilizer operators. This is the same situation as the last one. Both sides of Eq. (B6) vanish.
4. σ 1 and σ 2 both anti-commute with some of stabilizer operators. Using Lemma B.1, their expectation values both vanish. There does not exist a stabilizer operator which overlaps simultaneously with σ 1 and σ 2 , because σ 1 and σ 2 are separated with a distance larger than the maximal interaction range max{P 1 , . . . , P t }. Hence, σ 1 σ 2 still anti-commutes with some of the stabilizer operators. So both sides of Eq. (B6) vanish.
This completes the proof.
Theorem B.3. Suppose two arbitrary operators O and O are supported on different regions separated by a distance larger than max{P 1 , . . . , P t }. Then we have
Proof. First we can expand the two operators as the summations of the products of Pauli matrices:
where the terms σ i andσ j are products of Pauli matrices supported in two separated regions, and φ i and θ j are complex coefficients. Recall our assumption that O andÕ are supported on different regions separated by a distance larger than the maximal interaction range max{P 1 , . . . , P t }. Then, σ i andσ j are also supported on regions with a distance larger than max{P 1 , . . . , P t }. Hence, σ i andσ j satisfy Lemma B.2. Therefore
h1,h2 be the MPS matrix element of a translational invariant stabilizer code where h 1 and h 2 are the virtual indices, and T h1h3,h2h4 be the MPS transfer matrix of T defined in Eq. (A4). Then T has only 1 nonzero eigenvalue.
Proof. For convenience, we introduce the notation:
Moreover, the transfer matrix T can always be decomposed into Jordan blocks:
where λ 0 > λ 1 > λ 2 > ⋯ are the eigenvalues of T, and P λi is the corresponding Jordan block. By a proper scaling of T, we let λ 0 = 1. Using this normalization, P λ0 ≡ P 1 is non-degenerate due to the gap and non-degeneracy of the ground state. 44, 45 Without loss of generality, let us consider the special basis of the virtual indices such that U is an identity matrix, i.e.,
Suppose we have two operators O r andÕ r+l with a sufficiently large (but finite) l such that they satisfy Theorem B.3. The expectation value of O r andÕ r+l can be written in terms of transfer matrices:
By Assumption III.2 in the beginning of Sec. III, the MPS matrices is independent of the system size when L is sufficient large. For simplicity, let us take the limit:
Using the Jordan blocks decomposition of T (λ 0 = 1), we have
Substituting to Eq. (B19), we have
Since P 1 is 1 dimensional (unique gapped ground state),
Theorem B.3 implies that:
for any operators O r andÕ r+l with a sufficiently large but finite l. Then the only possibility is that for all λ ≠ 1, λ = 0. In other words, the only nonzero eigenvalue of T is 1. This completes the proof.
We numerically checked the Z q−1 XZ q−1 models with 2 ≤ q ≤ 6 and found that the transfer matrix indeed has only 1 nonzero eigenvalue.
Lemma B.5. For a Jordan block P 0 of size m × m with zero diagonal elements, then
where the integer n ≥ m.
Proof. In terms of matrix elements, P 0 is:
Denote e i as the vector of size m whose i-th entry is 1 and 0 otherwise. Then we can show that:
Hence, for any vector e i (i = 1, 2, . . . , m), we can prove that:
Therefore, we conclude that:
For any integer n ≥ m, we also have: 
where ⋅ represents the vector multiplication. In terms of matrix elements, Eq. (B31) is
and Eq. (B32) is
Proof. Using the fact that T satisfies Theorem B.4, its Jordan decomposition is:
where P 1 is the projector into the 1 dimensional Jordan block for eigenvalue 1 and P 0 is the projector into the Jordan block for eigenvalue 0. Therefore,
where we have used Lemma B.5 and the fact that the size of P 0 is smaller than D 2 × D 2 :
Since the Jordan block with eigenvalue 1 is 1 dimensional, there is only one nontrivial matrix element which locates at the diagonal of P 1 . Without loss of generality, we assume that the only nonzero element of P 1 locates at 1-th row and 1-th column. Hence, we can write this equation in terms of matrix elements
where we define
From these definitions
Now we explore the properties for the canonical MPS with the tensorT and Eq. (A7).
Lemma B.7. For a stabilizer code, the transfer matrix of the ground state canonical MPS satisfies Eq. (A7). We prove that:
Proof. Using the definition of the canonical MPS in Eq. (A7), we first show that
Then we repeatedly apply this equation until there is only 1T matrix.
Similarly, we can prove the other equation. This completes the proof.
Lemma B.8. For a stabilizer code, the transfer matrix of its ground state canonical MPS satisfies Theorem B.6. We prove that the elements of u and v are
In other words,
Proof. Using Theorem B.6 for a canonical MPS, we have:
Applying Lemma B.7 with n = D 2 , we obtain:
Hence, the second equation of Eq. (B44) is proved. Similarly, we can prove the first one. Using Eqs. (B32) and (B44), we find that
This yields
Hence, Eq. (B46) is proved.
Note that Lemma B.8 is not true for a general MPS transfer matrix. Indeed, using the similarity transformation Eq. (A6), a general MPS transfer matrix is related to a canonical one:
(B51) where S is the similarity transformation. Applying Lemma B.8, we get:
The similarity transformation S is required to be invertible, but does not have to be unitary. Hence, we conclude that Lemma B.8 is not true for a general MPS transfer matrix.
Lemma B.9. For a stabilizer code, the transfer matrix of the ground state canonical MPST satisfies:
Proof. Using Lemma B.8, we have
Using Lemma B.7, we obtain
We further remark that the Lemma B.9 holds only when n > D 2 , which is more restricted than the condition, i.e., n > 0, for the Lemma B.7 holds true. However, when we contract over the two virtual indices h 1 and h 3 (or h 2 and h 4 ) in Eq. (B55), we get Eq. (B41).
Appendix C: Stabilizer Operator Acts on MPS Locally
In this appendix, we prove that Eq. (25) (and its generic case Eq. (57)) is a sufficient and necessary condition satisfied by any MPS description of the 1D stabilizer codes fulfilling the 3 assumptions of Sec. III. The strategy of this proof is to first establish this statement for the canonical MPST and then for a general MPS T . Typically, we will encounter many long equations where there are T -matrices with their physical indices uncontracted on both sides. Using the properties of the canonical MPS, i.e., Eq. (A7), we are able to shorten the equations by contracting out those T -matrices. We will use this trick many times below. Similar to Sec. III B, and summing over their physical indices, we obtain:
Summing over the physical indices gives rise to transfer matrices. We rewrite this equation with explicit virtual indices as follows
T L−P1
h4h1,h3h2
Using Lemma B.9 and considering L ≥ D 2 + max{P 1 , . . . , P t } as stated, we simplify .
Applying the theorem C.1 to the ZZXZZ model, we find that Eq. (25) is a necessary and sufficient condition for Eq. (17) when the system size is large enough, i.e., L ≥ 16 + 3 = 19. 
where in the third equality, we use Lemma B.7. Let us define
h2,h3 
Using the property of the canonical form Eq. (A7), we obtain that (Ȗ r 1,1 ) 2 = I is an identity operator, hencȇ
In particular, the U matrices are invertible. Since the 
where S is the similarity transformation defined in Eq. (A6). Similarly for other pairs of L and R operators. Therefore, Eq. (58) also holds. This completes the proof.
Applying Theorem D.1 to the ZZXZZ model, we find that Eqs. (30) , (31) and (32) 
So the virtual U operators (associated to the noncanonical MPS) also satisfy the same commutation relation as the physical L operators.
Appendix F: Linear Equations for Local Tensors
In this appendix, we prove that Eq. (42) (and its generalization Eq. (64)) is a necessary and sufficient condition of Eqs. (30) , (31) and (32) the tensor is the canonical oneT : (See Fig. 13 (a) 
By iterating the process, we can prove the rest of the equations in Eq. (64) for the canonical MPS with tensoȓ T . The same statement is true for a general MPS with a tensor T , since the tensor T andT are related by the similarity transformation in Eq. (A6). Therefore, we have completed our proof.
Applying the theorem F.1 to the ZZXZZ model, we find that Eq. (42) is the necessary and sufficient condition for Eqs. (30) , (31) and (32) . 
When the MPS is not canonical, we apply the similarity transformation Eq. (A6):
Appendix G: Virtual U Operators as Tensor Products of Pauli Matrices
In this appendix, we show that the virtual U operators can be constructed as tensor products of Pauli matrices.
As discussed in the paragraph before Eq. (62) in Sec. III D and proved in Ref. 36 , the anti-symmetric integer matrix t can be block diagonalized by a unimodular integer matrix V , such that each nontrivial block is a 2×2 anti-symmetric matrix with integer off-diagonal matrix elements. Consider a general set of operators {U i } (i = 1, ..., N ) which either commute or anti-commute,
Let us define a new set of operators using the unimodular integer matrix V as follows
where V ij are the entries of the unimodular integer matrix V . It is straightforward to compute the commutation relations of {Ũ i },
Due to Eq.(62), V ⋅ t ⋅ V T is block diagonalized. Since V ⋅ t ⋅ V T appears on the exponent of (−1), only the modulo 2 values of the matrix elements matter. Hence the nontrivial 2×2 blocks have off-diagonal elements ±1 where we keep the minus signs to make the anti-symmetry manifest. Suppose n is the number of nontrivial blocks of the V ⋅ t ⋅ V T . Then one can find the representations ofŨ i by using the Pauli matrices, because each 2 × 2 block corresponds to a pair of anti-commuting operators. For an irreducible representation, we can assign for instancẽ 
where n = rank(t) 2
, and eachŨ i is a tensor product of n Pauli matrices, forming a 2 rank(t) 2 = 2 n dimensional representation. Since V is unimodular, we can do an inverse transformation from {Ũ i } to {U i }.
Since {Ũ i } are tensor product of Pauli matrices, {U i } are also tensor product of Pauli matrices. This generalizes the construction of Sec. III B. 
Notice that in the exponent, the coefficient of g 
Cocycle Hamiltonians
We now construct a cocycle Hamiltonian H (Z2) q ,ω2 whose ground state is Eq. (H8). The cocycle Hamiltonian has been constructed in Refs. 48, 49 . We present a simplified construction. 
In the second line, we used the fact that since the group element g r α is defined mod 2, gr k + δr r δ kα is equivalent to flipping the value of the spin g r α . We further redefine the spins asgr k = gr k + δr r δ kα , and rewrite the equation as 
(H12)
In the second line, the first term on the exponent has exactly the same form as the original ψ⟩ (Z2) q ,ω2 , while the second and the third terms on the exponent are extra terms. They can be reproduced by the acting with the product of Pauli Z operators, ∏ 1≤k<α (Z 
has only one ground state.
Proof. We prove by counting the degrees of freedom and the number of independent constraints. Since each unit cell contains q spins and there are L unit cells, the total dimension of the Hilbert space is 2 qL . From Lemma H.2, all the operators in the Hamiltonian commute. Thus the ground state ψ⟩ (Z2) q ,ω2 must be stabilized by all the operators satisfying 2. There is a unique ground state ψ⟩ (Z2) q ,ω2 with PBC. .
If we further restrict the value of g i as g i ∈ {0, 1}, we have g 
Introducing a hidden variable h to write the RHS in the RBM form, we find the RHS is precisely
This completes the proof. 
for n = 3. 
We also present the RBM for two examples in Fig. 14 and 15 corresponding to q = 3 and q = 4.
FIG. 14: RBM network for cocycle model with q = 3, P12 = P13 = 1, P23 = 0.
