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Abstract
The paper established sufficient conditions of predictability with degeneracy for the spectrum at M -
periodically located isolated points on the unit circle. It is also shown that m-periodic subsequences of
these sequences are also predictable if m is a divisor of M . The predictability can be achieved for finite
horizon with linear predictors defined by convolutions with certain kernels. As an example of applica-
tions, it is shown that there exists a class of sequences that is everywhere dense in the class of all square-
summable sequences and such that its members can be recovered from their periodic subsequences. This
recoverability is associated with certain spectrum degeneracy of a new kind.
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1 Introduction
It is well known that band-limited sequences, or sequences with Z-transform vanishing on an open arc of the
unit circle T = {z ∈ C : |z| = 1}, are predictable, i.e. their future values can be estimated with arbitrarily
small error from observation of their history; see e.g. the literature review in [1]. It is also known that
• A sequence is predictable if its Z-transform vanishes with a certain rate at a single point [1].
• If there are m-periodic spectrum gaps on T of positive measure, then m-periodic subsequences are
predictable.
The paper established sufficient conditions of predictability with degeneracy for the spectrum at M -
periodically located isolated points on the unit circle (Theorem 2.2). In addition, it shows that m-periodic
subsequences of these sequences are also predictable if m is a divisor of M (Corollary 2.7). This is a new
result for the case where either M > m or the spectrum does not have gaps of positive measure.
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It is shown that the corresponding predictability can be achieved for finite horizon with linear predictors
defined by convolutions with certain kernels that were presented explicitly.
This result implies sequences are predictable if they are formed as a combination of sequences with pe-
riodically located isolated points on T where Z-transform is vanishing (Theorem 2.11). These compound
sequences feature predictability even if their Z-transform is separated from zero on T.
As an example of applications, it is shown that there exists a class of sequences that is everywhere dense
in the class of all square-summable sequences and such that its members can be recovered from their periodic
subsequences (Theorems 3.4-3.7). These theorems represents a modification of the related result obtained in
[3].
Some definitions and notations
We denote by L2(D) the usual Hilbert space of complex valued square integrable functions x : D → C,
where D is a domain.
We denote by Z the set of all integers. Let Z+q = {k ∈ Z : k ≥ q}, let Z−q = {k ∈ Z : k ≤ q}, and let
Z[a,b] = {k ∈ Z : a ≤ a ≤ b}.
For a set G ⊂ Z and r ∈ [1,∞], we denote by `r(G) a Banach space of complex valued sequences
{x(t)}t∈G such that ‖x‖`r(G) ∆=
(∑
t∈G |x(t)|r
)1/r
< +∞ for r ∈ [1,+∞), and ‖x‖q(G) ∆= supt∈G |x(t)| <
+∞ for r =∞. We denote `r = `r(Z).
We denote by Br(`2) the closed ball of radius r > 0 in `2.
Let Dc ∆= {z ∈ C : |z| > 1}, and let T ∆= {z ∈ C : |z| = 1}.
For x ∈ `2, we denote by X = Zx the Z-transform
X(z) =
∞∑
k=−∞
x(k)z−k, z ∈ C.
Respectively, the inverse Z-transform x = Z−1X is defined as
x(k) =
1
2pi
∫ pi
−pi
X
(
eiω
)
eiωkdω, k = 0,±1,±2, ....
For x ∈ `2, the trace X|T is defined as an element of L2(T).
Let Hr(Dc) be the Hardy space of functions that are holomorphic on Dc including the point at infinity
with finite norm
‖h‖Hr(Dc) = sup
ρ>1
‖h(ρeiω)‖Lr(−pi,pi),
r ∈ [1,+∞].
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For n ∈ Z+1 and β ∈ (−pi, pi], let Rn,β be the set of all ω ∈ (−pi, pi] such that eiωn = eiβ , i.e.
Rn,β = {ωn,β,k}k=0,...,n−1, where ωn,β,k = 2pik − β
n
.
In this papers, we focus on processes without spectrum gaps of positive measure on T but with spectrum
gaps at isolated periodic points on T where Z-transforms vanishes with a certain rate.
Let L > 1 be given. (In fact, we can take L = 1 for all results below except Theorem 3.4, where we
require that L > 1 is sufficiently large; this is rather technical conditions that is used in the proof.)
For β ∈ (−pi, pi], q > 1, c > 0, and ω ∈ (−pi, pi], set
%(ω, ω˜, q, c) =
1
L
max
(
L, exp
c
|eiω − eiω˜|q
)
.
For r > 0, let Xn,β(q, c, r) be the set of all x ∈ `2 such that
max
k=0,1,...,n−1
∫ pi
−pi
|X (eiω) |2%(ω, ωn,β,k, q, c)2dω ≤ r, (1)
where X = Zx.
Let
Xn ∆= ∪β∈(−pi,pi],q>0,c>0,r>0Xn,β(q, c, r).
For m ∈ Z+1 and s ∈ Z, let decimm,s : `2 → `2 be a mapping representing decimation of a sequence
such that y(t) = x(t)I{(t+s)/m∈Z} for y = decimm,sx.
Let subseqm,s : `2 → `2 be a mapping representing extraction of a subsequence such that ŷ(k) = x(km−
s) for all k ∈ Z for ŷ = subseqm,sx.
Let superseqm,s : `2 → `2 be a mapping representing construction of a supersequence such that x¯(t) =
y¯(t)I{(t+s)/m∈Z} for x¯ = superseqm,sy¯.
Let K̂+ be the class of functions h : Z → R such that h(t) = 0 for t < 0 and such that H = Zh ∈
H∞(Dc). Let K̂− be the class of functions h : Z → R such that h(t) = 0 for t > 0 and such that
H = Zh ∈ H∞(D). Let K̂ be the linear span of K̂+ ∪ K̂−.
2 The main results
Up to the end of this paper, we assume that we are given m ≥ 1, m ∈ Z.
Definition 2.1 Let X ⊂ `2 be a class of processes. We say that the class X is uniformly `2-predictable on
finite horizon if for any ε > 0 and any integers n > 0 (any n < 0) there exists h ∈ K̂+ (respectively, h ∈ K̂−
for n < 0) and ψ ∈ `∞ such that infk |ψ(k)| > 0, supk |ψ(k)| < +∞, and∑
t∈Z
|x(t+ n)− x̂(t)|2 ≤ ε ∀x ∈ X ,
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where
x̂(t)
∆
= ψ(t)−1
∑
s∈Z
h(t− s)ψ(s)x(s).
In Definition 2.1, the use of h ∈ K̂− means causal extrapolation, i.e. estimation of x̂(t + n) for n > 0 is
based on observations {x(k)}k≤t, and the use of h ∈ K̂+ means anti-causal extrapolation, i.e. estimation of
x̂(t+ n) for n < 0 is based on observations {x(k)}k≥t.
Theorem 2.2 For any q > 0, r > 0, ν ∈ Z+1 , β ∈ (−pi, pi], s ∈ Z, and ρ > 0, the class of sequences
Xmν,β(q, c, r) is uniformly predictable on finite horizon in the sense of Definition 2.1 with ψ(t) = eiθt and
θ = (β − pi)/(mν).
2.1 Robustness of prediction
Definition 2.3 Let X ⊂ `2 be a set of sequences. Consider a problem of predicting {x(k)}∈Z[−M,M ] using
observations of noise contaminated sequences x = x˜+ ξ, where Z[−M,M ] = {k ∈ Z, |k| ≤M}, x˜ ∈ X , and
where ξ ∈ `2 represents a noise. Suppose that only truncated traces of observations of {x(k), k ∈ T0, −N ≤
k < −M} available (or only traces {x(k), k ∈ T0, −N ≤ k < −M} are available), where N > 0 is
an integer. We say that the class X allows uniform and robust prediction if, for any integer M > 0 and any
ε > 0, there exists ρ > 0, N0 > 0, a set of sequences {ψt(·)}t∈Z[−M,M ] such that ψt ∈ `∞, infk |ψt(k)| >
0, supk |ψt(k)| < +∞ for any t, and a set {ht(·)}t∈Z[−M,M ] ⊂ K+ (or a set {ht(·)}t∈Z[−M,M ] ⊂ K−
respectively) such that
max
t∈Z[−M,M ]
|x(t)− x̂(t)| ≤ ε ∀x˜ ∈ Xmν,β(q, c, r), ∀ξ ∈ Bρ(`2),
for any N > N0 and for
x̂(t) = ψt(t)
−1 ∑
s∈T0, M<|s|≤N
ht(t− s)ψt(s)x(s), t ∈ Z[−M,M ],
with ψt(s) = eiθs for all t and θ = (β − pi)/(mν).
The following theorem shows that predicting is robust with respect to noise contamination and truncation.
Theorem 2.4 For given ν ∈ Z+1 , β ∈ (−pi, pi], q > 0, c > 0, r > 0, the class of sequences Xmν,β(q, c, r)
allows uniform and robust prediction in the sense of Definition 2.3 with ψ(t) = eiθt and θ = (β − pi)/(mν).
4
2.2 Predictability of subsequences
Definition 2.5 Let q > 0, ν ∈ Z+1 , β ∈ (−pi, pi], q > 0, c > 0, r ≥ 0, and s ∈ Z, be given.
(i) Let Ym,ν,β,s(q, c, r) be the set of all y ∈ `2 such that there exists x ∈ Xmν,β(q, c, r) such that y =
decimm,sx.
(ii) Let Ŷm,ν,β,s(q, c, r) be the set of all y ∈ `2 such that there exists x ∈ Xmν,β(q, c, r) such that ŷ =
subseqm,sx for x ∈ Xmν,β(q, c, r).
Lemma 2.6 Ym,ν,β,s(q, c, r) ⊂ Xmν,β(q, c, r1) for some r1 = r1(m, ν, β, q, s, r).
Corollary 2.7 Let ν ∈ Z+1 , β ∈ (−pi, pi], q > 0, c > 0, r ≥ 0, and s ∈ Z, be given. Let either X =
Ym,ν,β,s(q, c, r) or X = Ŷm,ν,β,s(q, c, r). Then the class of sequences X is uniformly predictable on finite
horizon in the sense of Definition 2.1 and allows robust uniform prediction in the sense of Definition 2.3. This
predictability is robust with respect to noise contamination in the sense of Theorem 2.4.
Let
Ym,s ∆= ∪β∈(−pi,pi],ν∈Z+1 ,q>0,c>0,r>0Ym,ν,β,s(q, c, r), Ym
∆
= ∪s∈ZYm,s
and
Ŷm,s ∆= ∪β∈(−pi,pi],ν∈Z+1 ,q>0,c>0,r>0Ŷm,ν,β,s(q, c, r), Ŷm
∆
= ∪s∈ZŶm,s.
Corollary 2.8 Let either Y = Ym or Y = Ŷm. For any p ∈ Z, any sequence y ∈ X is uniquely defined by its
tail {y(k)}k∈Z−p . It is also uniquely defined by its tail {y(k)}k∈Z+p .
Corollary 2.9 `2 \ Ŷm 6= ∅.
Theorem 2.2 and Corollary 2.8 indicate that sequences from Ym and Ŷm feature predictability that is
usually associated with spectrum degeneracy. By Lemma 2.6, it is expectable for Ym since Z-transforms of
sequences from Ym vanish at a periodic set of point of T as was defined for sequences from Xmν,β(q, c, r).
However, it is less expectable for sequences from Ŷm since their Z-transforms can be actually separated from
zero on T.
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2.3 On detecting predictable sequences
Sequences from Ŷm are predictable; predictability of these processes is defined by certain spectrum degener-
acy of their supersequences. By Corollary 2.9, there are sequences in `2 that do not belong to this class.
For a given ŷ ∈ `2, the question arises if ŷ ∈ Ŷm. The following lemma suggests an answer for this
question.
Lemma 2.10 For ŷ ∈ `2 and s ∈ Z, we have that ŷ ∈ Ŷm,s if and only if y = superseqmν,sŷ ∈ Xmν for
some ν ∈ Z+1 .
According to this Lemma, ŷ is a subsequence of a sequence x with degenerate spectrum if and only if the
supersequence y obtained from x by nullifying members not belonging to ŷ also has a degenerate spectrum.
2.4 Predictability of compound processes
For m ∈ Z+1 , q > 0, c > 0, ν = (ν0, ..., νm−1) ∈ (Z+1 )m, β = (β0, ..., βm−1) ∈ (−pi, pi]m, and s ∈ Z, let
Ycompm,ν,β,s(q, c, r) be the set of all sequences y such that
y(k) =
m−1∑
d=0
ξd (k + d) I{ k+dm ∈Z},
where ξd ∈ Ym,νd,βd,s(q, c, r).
Theorem 2.11 Let m ∈ Z+1 , q > 0, ν ∈ (Z+1 )m, β ∈ (−pi, pi]m, q > 0, c > 0, and s ∈ Z, be given. Then the
class of sequences X = Ycompm,ν,β,s(q, c, r) is uniformly predictable on finite horizon in the sense of Definition
2.1 with ψt(s) = eiθts and θt = (βd − pi)/(mνd) if (t+ d)/m ∈ Z.
Let
Ycompm,s ∆= ∪β∈(−pi,pi],ν∈Z+1 ,q>0,c>0,r>0Y
comp
m,ν,β,s(q, c, r), Ycompm
∆
= ∪s∈ZYcompm,s .
Corollary 2.12 For any p ∈ Z, any sequence Ycompm is uniquely defined by its tail {y(k)}k∈Z−p . It is also
uniquely defined by its tail {y(k)}k∈Z+p .
Corollary 2.13 `2 \ Ycompm 6= ∅.
It can be noted that Z-transform of sequences from Ycompm can be separated from zero on T, so their spectrum
is non-degenerate in the usual sense.
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3 On recovery of sequences from their subsequences
We will need some modification of Definition 3.1.
Definition 3.1 Let X ⊂ `2 be a class of sequences. Let T˜ ⊂ Z. We say that the class X is uniformly
recoverable from observations of x on T˜ if, for any integer M > 0 and any ε > 0, there exists a set of
sequences {ψt(·)}t∈Z[−M,M ] such that ψt ∈ `∞, infk |ψt(k)| > 0, supk |ψ(k)| < +∞ for any t, and a set
{ht(·)}t∈Z[−M,M ] ⊂ K̂ such that
max
t∈Z[−M,M ]
|x(t)− x̂(t)| ≤ ε ∀x ∈ X ,
where
x̂(t) = ψt(t)
∑
s∈T˜
ht(t− s)ψt(s)x(s), t ∈ Z[−M,M ].
In Definition 3.1, the use of h ∈ K̂− means causal extrapolation, i.e. selection of x̂(t+ n) for n > 0 based on
observations {x(k)}k≤t, and the use of h ∈ K̂+ means anti-causal extrapolation, i.e. selection of x̂(t+ n) for
n < 0 based on observations {x(k)}k≥t.
A special type of spectrum degeneracy
Definition 3.2 Let q > 0, r > 0, β ∈ (−pi, pi], s ∈ Z, and ρ > 0 be given. We say that x ∈ `2 features
braided spectrum degeneracy with parameters m, r, β, s, q if, for d = −m + 1, ...,m − 1, there exist ν =
(ν−m+1, ..., νm−1) ∈ (Z+1 )2m−1 and ξd ∈ Xmνd,β(q, c, r) such that the following holds:
(i) The sets Rmνd,β are mutually disjoint for d = −m+ 1, ....,m− 1.
(ii)
ξd(k) = ξ0(k), k ≤ 0, d > 0
ξd(k) = ξ0(k), k ≥ 0, d < 0, (2)
(iii)
x(k) =
m−1∑
d=0
ξd (k + d) I{ k+dm ∈Z}, k ≥ 0,
x(k) =
0∑
d=−m+1
ξd (k + d) I{ k+dm ∈Z}, k ≤ 0. (3)
We denote by Pm,ν,β(q, c, r) the set of all sequences x with this feature, and we denote Pm =
∪m,ν,β,r,q,c,rPm(q, c, r).
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Example 3.3 A possible choice of integers νd such that all sets Rmνd,pi are mutually disjoint is νd = 2d for
d ≥ 0 and νd = 22m+d−1 for d < 0.
Let
T0 = {k ∈ Z : k/m ∈ Z}, T0(s) = {k ∈ T : |k| > s},
Td = {k ∈ Z : (k − d)/m ∈ Z, k > 0}, d = 1, ...,m− 1,
Td = {k ∈ Z : (k − d)/m ∈ Z, k < 0}, d = −m+ 1, ...,−1.
Theorem 3.4 Let δ > 0 and s > 0 be given, and L > 1 be sufficiently large in the definition for %. Then the
class Pm,ν,β(q, c, r) is uniformly recoverable from observations on T0(s) in the sense of Definition 3.1.
Remark 3.5 As is seen from the proof below, Theorem 3.4 is still valid if K̂ in Definition 3.1 is replaced by
a smaller set K̂− ∪ K̂+.
Corollary 3.6 A sequence x ∈ Pm is uniquely defined by its subsequence {x(km)}k∈Z. Moreover, for any
s > 0, a sequence x ∈ Pm is uniquely defined by its subsequence {x(km)}k∈Z, |k|>s.
Theorem 3.7 For any x ∈ `2 and any ε > 0, there exists x̂ ∈ Pm,ν,β(q, c, r) such that
‖x− x̂‖`2 ≤ ε. (4)
In other words, the set Pm is everywhere dense in `2.
Let us compare these results with the result of [5], where a method was suggested for recovery from
observations of subsequences of missing values oversampling sequences for band-limited continuous time
functions. The method [5] is also applicable for general type band-limited sequences from `2. The algorithm
in [5] requires to observe quite large number of subsequences, and this number is increasing as the size of
spectrum gap on T is decreasing. Theorems 3.4 and 3.7 ensures recoverability with just one subsequence for
a class of sequences that everywhere dense in `2.
Robustness of recovery
The following theorem shows that recovery of a finite part of a sequence from Pm from its m-periodic subse-
quence is robust with respect to noise contamination and truncation.
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Theorem 3.8 Let m, ν, β, r, q, c, r be given. Consider a problem of recovery of the set {x(k)}Mk=−M from
observed subsequences of noise contaminated sequences x = x˜+ ξ, where M ∈ Z+0 , x˜ ∈ Pm,ν,β(q, c, r) and
where ξ ∈ `2 represents a noise. Suppose that only truncated traces of observations of {x(k), k ∈ T0, M <
|k| ≤ N} are available, where N > 0 is an integer. Then for any integer M > 0 and any ε > 0, there exists
ρ > 0, N0 > 0, a set of sequences {ψt(·)}t∈Z[−M,M ] such that ψt ∈ `∞, infk |ψt(k)| > 0, supk |ψ(k)| < +∞
for any t, and a set {ht(·)}t∈Z[−M,M ] ⊂ K̂ such that
max
t∈Z[−M,M ]
|x(t)− x̂(t)| ≤ ε ∀x˜ ∈ Pm,ν,β(q, c, r), ∀ξ ∈ Bρ(`2),
for any N > N0 and for
x̂(t) = ψt(t)
∑
s∈T0, M<|s|≤N
ht(t− s)ψt(s)x(s), t ∈ Z[−M,M ].
4 Proofs
It suffices to consider prediction on n steps forward with n > 0. The case where n < 0 can be considered
similarly.
Special predicting kernels
The proofs are based on special predicting kernels and their transfer functions representing modification of
kernels and transfer functions introduced in [1].
Let us introduce transfer functions and its inverse Z-transform
Ĥn(z) = Ĥn,mν(z)
∆
= znV (zmν)n, z ∈ C, ĥn = Z−1Ĥn, (5)
where
V (z)
∆
= 1− exp
[
− γ
z + 1− γ−r̂
]
,
and where r̂ > 0 and γ > 0 are parameters. Functions V were introduced in [1]. In the notations from [1],
r̂ = 2µ/(q−1), where µ > 1 and q > 1 are parameters; q describes the required rate of spectrum degeneracy.
We assume that r is fixed, and we consider variable γ → +∞.
In the proof below, we will show that Ĥn
(
eiω
)
approximates einω and therefore defines a linear n-step
predictor with the kernel ĥn = Z−1Ĥn.
The case where β = pi
Lemma 4.1 Theorem 2.2 holds for the case where β = pi.
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Proof of Lemma 4.1. The proof represents a modification of the proof from [1], where the case of n = 1
was considered and where the spectrum degeneracy were assumed to be at a single point only. In addition,
represents a modification of the proof from [3], where the case of β = pi was considered.
Let α = α(γ) ∆= 1− γ−r. Clearly, α = α(γ)→ 1 as γ → +∞.
Let W (α) = arccos(−α), let D+(α) = (−W (α),W (α)), and let D(α) ∆= [−pi, pi]\D+(α). We have
that cos(W (α)) + α = 0, cos(ω) + α > 0 for ω ∈ D+(α), and cos(ω) + α < 0 for ω ∈ D(α).
It was shown in [1] that the following holds:
(a1) V (z) ∈ H∞(Dc) and zV (z) ∈ H∞(Dc).
(a2) V (eiω)→ 1 for all ω ∈ (−pi, pi) as γ → +∞.
(a3) If ω ∈ D+(α) then Re
(
γ
eiω+α
)
> 0 and |V (eiω)− 1| ≤ 2.
(a4) For any c > 0, there exists γ0 > 0 such that, for any γ ≥ γ0,
|V (eiω)− 1|%(ω, pi, q, c)−1 ≤ 1 ∀ω ∈ D(α).
Without a loss of generality, we assume below that γ > γ0 for corresponding c.
Let
Q(α) = ∪mν−1k=0
(
W (α) + 2pik
mν
,
2pi −W (α) + 2pik
mν
)
, Q+(α) = [−pi, pi] \Q(α).
From the properties of V , it follows that the following holds.
(b1) V (zmν)n ∈ H∞(Dc) and Ĥn(z) = znV (zmν)n ∈ H∞(Dc).
(b2) V
(
eiωmν
)→ 1 and Ĥn (eiω)→ einω for all ω ∈ (−pi, pi] \Rmν as γ → +∞.
(b3)
Re
(
γ
eiωmν + α
)
> 0,
∣∣V (eiωmν)− 1∣∣ ≤ 1 ∀ω ∈ Q+(α).
(b4) For any c > 0, there exists γ0 > 0 such that, for any γ > γ0,
|V (eiωmν)− 1|%(ω, ωmν,pi,k, q, c)−1dω ≤ 1 ∀ω ∈ Q(α),∀k = 0, 1, ...,mν − 1.
Let p = {pl} ∈ Rn be such that an − 1 =
∑n
l=0 pl(a− 1)l. In this case,
V
(
eiωmν
)n − 1 = n∑
l=0
pl(V
(
eiωmν
)− 1)l
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and
|V (eiωmν)n − 1| ≤ n∑
l=0
|pl||V
(
eiωmν
)− 1|l.
Furthermore, we have that there exists C1 = C1(n) > 0 such that
%(ω, ωmν,pi,k, q, c)
−n/2 ≤ C1(n)%(ω, ωmν,pi,k, q, c)−l/2∀k = 0, 1, ...,mν − 1, l = 1, ..., n.
By the choice of the function % and by property (iii), it follows that, for any c > 0, there exists γ0 > 0 and
C = C(n) > 0 such that, for any γ > γ0,
|V (eiωmν)n − 1|%(ω, ωmν,pi,k, q, n)−n/2dω ≤ C(n) ∀ω ∈ (−pi, pi], ∀k = 0, 1, ...,mν − 1.
This implies that the following analog of the property (b4) holds.
(b4’) For any c > 0, there exists γ0 > 0 and C = C(n) > 0 such that, for any γ > γ0,
|V (eiωmν)n − 1|%(ω, ωmν,pi,k, q, c)−1/2dω ≤ C(n) ∀ω ∈ (−pi, pi], ∀k = 0, 1, ...,mν − 1.
Clearly, α = α(γ)→ 1 and mesQ(α)→ 0 as γ → +∞. It follows that, for any c > 0,
‖%(ω, ωmν,pi,k, q, c)−1/2‖L2(Q(α)) → 0 as γ → +∞ ∀k = 0, 1, ...,mν − 1. (6)
For c > 0 and r ≥ 0, consider an arbitrary x ∈ Xmν,pi(q, c, r). We denote X ∆= Zx and X̂ ∆= ĤnX .
Let xn(t)
∆
= x(t+ n) and Xn
∆
= Zxn. In this case, Xn(z) = znX(z). We have that
‖Xn
(
eiω
)− X̂ (eiω) ‖L1(−pi,pi) = I1 + I2,
where
I1 =
∫
Q(α)
|Xn
(
eiω
)− X̂ (eiω) |dω, I2 = ∫
Q+(α)
|Xn
(
eiω
)− X̂ (eiω) |dω.
By the assumption, (1) holds. Hence
I1 = ‖X̂
(
eiω
)−Xn (eiω) ‖L1(Q(α)) = ‖(Ĥn (eiω)− eiωn)X‖L1(Q(α))
≤
mν−1∑
k=0
‖(V (eiωmν)n − 1)%(ω, ωmν,pi,k, q, c)−1/2‖L2(Q(α))‖X (eiω) %(ω, ωmν,pi,k, q, c)1/2‖L2(−pi,pi).
By the properties of V , it follows that I1 → 0 as γ → +∞ uniformly over x ∈ Xmν,pi(q, c, r).
Let us estimate I2. We have that
I2 =
∫
Q+(α)
|(eiωn − Ĥn
(
eiω
)
)X
(
eiω
) |dω ≤ ∫
Q+(α)
|eiωn(1− V (eiωmν)n)X (eiω) |dω
≤ ‖1− V (eiωmν)n ‖L2(Q+(α))‖X (eiω) ‖L2(−pi,pi).
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Further, IQ+(α)(ω)|1− V
(
eiωmν
)n | → 0 a.e. as γ → +∞. By the properties of V ,
IQ+(α)(ω)|V
(
eiωmν
)n − 1| ≤ 2n n∑
l=0
|pl|. ∀γ : γ > γ0.
From Lebesgue Dominance Theorem, it follows that ‖V (eiωmν)n−1‖L2(Q+(α)) → 0 as γ → +∞. It follows
that I1 + I2 → 0 uniformly over x ∈ Xmν,β(q, c, r). Hence
sup
k∈Z
|x(k + n)− x̂(k)| → 0 as γ → +∞ uniformly over x ∈ Xmν,β(q, c, r), (7)
where the process x̂ is the output of the linear predictor defined by the kernel ĥn = Z−1Ĥn as
x̂(k)
∆
=
k∑
p=−∞
ĥn(k − p)x(p). (8)
Hence the predicting kernels ĥn = Z−1Ĥn constructed for γ → +∞ are such as required. This completes
the proof of Lemma 4.1, i.e. the proof of Theorem 2.2 for the case where β = pi.
The case where β ∈ (−pi, pi]
We are now in the position to complete the proof of Theorem 2.2 for an arbitrarily selected β ∈ (−pi, pi]
Proof of Theorem 2.2. We have that Rmν,β = {ωmν,β,k}k=0,1,...,mν−1, where
ωmν,β,k =
β − 2pik
mν
, k = 0, 1, ...,mν − 1.
Let θ ∆= (β − pi)/(mν). We have that
ωmν,pi,k = ωmν,β,k − θ, k = 0, 1, ...,mν − 1.
Let us select
ψ(t)
∆
= eiθt, xβ(t)
∆
= ψ(t)x(t), t ∈ Z.
Let x ∈ Xmν,β(q, c, r) for some q > 0 and and integer ν > 0. Let Xβ = Zxβ and X = Zx. In this case,
Xβ
(
eiω
)
=
∑
k∈Z
e−iωkxβ(k) =
∑
k∈Z
e−iωkψ(k)x(k)
=
∑
k∈Z
e−iωk+iθkx(k) = X
(
eiω−iθ
)
.
We have that
Xβ
(
eiωmν,pi,k
)
= X
(
eiωmν,pi,k−iθ
)
= X
(
eiωmν,β,k
)
= 0, k = 0, 1, ...,mν − 1.
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Hence xβ ∈ Xmν,pi(q, c, r). As we have established above, xβ is predictable in the sense of Definition 2.1.
Let ĥn be the corresponding predicting kernel which existence is required by Definition 2.1 for the case where
ψ(t) ≡ 1 such that the approximation x̂β(t) of xβ(t+ n) is given by
x̂β(t) =
t∑
k=−∞
ĥn(t− k)yβ(k).
These kernels were constructed in the proof of Theorem 2.2 above for the special case β = pi. It follows that
x̂(t) = ψ(t)−1
t∑
k=−∞
ĥn(t− k)ψ(t)x(k).
This completes the proof of Theorem 2.2. 
Proof of Theorem 2.4. It suffices to show that the error for recovery a singe term x(n) for a given integer
n > 0 from the sequence {x(mk)}k∈Z, k≤0 can be made arbitrarily small is a well-posed problem; the proof
for a finite set of values to recover is similar.
The case where n < 0 and {x(mk)}k∈Z, k≥0 are observable can be considered similarly.
We assume that N > n.
Let us consider an input sequence x ∈ `2 such that
x = x˜+ η, (9)
where η(k) = ξ(k)I{|k|≤N} − x˜(k)I{|k|>N}. In this case, (9) gives that x(k) = (x˜(k) + ξ(k))I{|k|≤N}.
Let X = Zx, and letN ∆= Zη, and let σ = ‖N (eiω) ‖L2(−pi,pi); this parameter represents the intensity of
the noise.
Let us assume first that β = pi.
Let an arbitrarily small ε > 0 be given. Assume that the parameters (γ, r̂) of Ĥn in (5) with ν = νd are
selected such that
|x¯(n)− x¯(0)| ≤ ε/2 ∀x¯ ∈ Xmν,β(q, c, r), (10)
for x¯ = Z−1(ĤnX¯) and X¯ = Zx¯. The kernel ĥn produces an estimate x¯(0) of based on observations of
{x¯(km)}k≤0.
Let x˜ ∆= Z−1(ĤnX˜), where X˜ = Zx˜. By (10), we have that
|x˜(0)− x˜(n)| ≤ ε/2.
Let x̂ ∆= Z−1(ĤX), where X = Zx. We have that x̂ = x˜+ Z−1(ĤN ) and
|x̂(0)− x(n)| ≤ |x˜(0)− x(n)|+ |Z−1(ĤN )(0)| ≤ ε/2 + Eη,
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where
Eη
∆
=
1
2pi
‖(Ĥ (eiω)− eiωn)N (eiω) |‖L1(−pi,pi) ≤ σ(κ+ 1),
and where
κ
∆
= sup
ω∈[−pi,pi]
|Ĥn
(
eiω
) |.
We have that σ → 0 as N → +∞ and ‖ξ‖`2(−N,N) → 0. If N is large enough and ‖ξ‖`2(−N,N) is small
enough such that σ(κ + 1) < ε/2, then |x̂(0) − x(n)| ≤ ε. This completes the proof of Theorem 2.4 for the
case where β = pi.
The prove for the case where β 6= pi follows from the case where β = pi, since the processes
x(t), x¯(t), x˜(t), x̂(t), x˜(t), presented in the proof with β = pi will be simply converted to processes
e−iθtx(t), e−iθtx¯(t), e−iθtx̂(t), e−iθtx˜(t), for θ = (β − pi)/(mν), similarly the proof of Theorem 2.2. 
Remark 4.2 By the properties of Ĥn, we have that κ → +∞ as γ → +∞. This implies that error (11) will
be increasing if ε̂ → 0 for any given σ > 0. This means that, in practice, the predictor should not target too
small a size of the error, since in it impossible to ensure that σ = 0 due inevitable data truncation.
Proof of Lemma 2.6. Let y ∈ Ym,ν,β,s(q, c, r) for some m, ν, β, δ, s, r. By the definitions, there exists
x ∈ Xmν,β(q, c, r) such that y = decimm,sx. It suffices to prove that y ∈ Xmν,β(q, c, r1) for some r1 =
r1(m, ν, β, δ, s, r).
Let us consider the case where s = 0. In this case, Y = Zy can be represented as
Y
(
eiω
)
=
1
m
m∑
k=1
X
(
eiω+iωm,0,k
)
.
(See e.g. [4] , pp. 167-168). To prove that y ∈ Xmν,β(q, c, r1) for some r1 > 0, it suffices to show that
ei(ωmν,β,l+ωm,0,k) ∈ {eiωmν,β,d}d=0,1,..,mν−1, k, l ∈ Z. (11)
We have that
ωmν,β,l =
2pil − β
mν
, ωm,0,k =
2pik
m
.
Hence for all k, l ∈ Z we have that
ei(ωmν,β,l+ωm,0,k) = exp
(
i
2pil − β
mν
+ i
2pik
m
)
= exp
(
i
2pil − β + 2pikm
mν
)
.
This implies that (11) holds.
Consider now a general case of s ∈ Z.
14
Consider operator S : `2 → `2 such that (Sx)(t) = x(t + s). Let xs = Sx and ys = Sy. For
y = decimm,sx, we have that ys = Sy = decimm,0xs. Clearly, xs ∈ Xmν,β(q, c). As was proved above,
ys ∈ Xmν,β(q, c, r1) for some r1 > 0. Hence y ∈ Xmν,β(q, c, r1). This completes the proof of Lemma 2.6.
The proof of Corollary 2.7. For X = Ym,ν,β,s(q, c, r), the proof follows immediately from the proof of
Lemma 2.6. The proof for X = Ym,ν,β,s(q, c, r) follows immediately from the observation that there is a
natural bijection between Ym and Ŷm; one may simply represent ŷ ∈ Ŷ as an element of Y and establish
predictability by application of the predictor derived above for sequences from Ym. 
Proof of Corollary 2.8. It suffices to prove that if y ∈ Ym such that y(k) = 0 for k ≤ s, then y(k) = 0
for k > q for all q ∈ Z. By the predictability established by Theorem 2.7, for a process y ∈ Ym such that
y(k) = 0 for k ≤ s, it follows that y(k + 1) = 0; we obtain this by letting γ → +∞ in (5). Similarly, we
obtain that y(k + 2) = 0. Repeating this procedure, we obtain that y(k) = 0 for all k ∈ Z. 
Corollary 2.9 follows immediately from Corollary 2.8. 
Lemma 2.10. Let ŷ ∈ Ŷm,s and let Ŷ = Z ŷ. By the definitions, ŷ = subseqm,sx for some x ∈
Xmν,β(q, c, r1) and ν, β, r1. Let s = 0, and let Y (z) ∆= Ŷ (zm). By Lemma 2.6, y ∈ Xmν,β(q, c, r1). At the
same time, y = superseqm,0ŷ. Then the proof follows.
then, follows fro 
The proof of Theorem 2.11, Corollary 2.12, and Corollary 2.13 repeats the proofs above with minor
modifications, and will be omitted here.
Proof for Example 3.3. It suffices to show that ωµ(m,d1),k 6= ωµ(m,d2),l if d1 6= d2 for all k, l ∈ Z ,
where ωn,k = 2pik−pin are the roots of the equation e
inw = −1. Suppose that ωµ(m,d1),k = ωµ(m,d2),l for some
k, l ∈ Z for d2 = d1 + r, for some d1, d2 ∈ {−m+ 1, ...,m− 1} such that a ∆= d2− d1 > 0. In this case, the
definitions imply that
2k − 1
2d1
=
2l − 1
2d2
.
This means that 2a(2k − 1) = 2l − 1 which implies that the number 2a(2k − 1) is odd. This is impossible
since we had assumed that a > 0. Hence the sets Rmνd,β are mutually disjoint for different d. This completes
the proof for Example 3.3. 
We will need an extended version of Definition 3.1.
Definition 4.3 Let P be a finite subset of Z withN > 0 elements, Let X be a class of ordered sets {xp}p∈P ⊂
(`2)
N . Let a set I ⊂ Z be given, and let I(M) = I \ Z[−M,M ]. We say that the class Y¯ is uniformly
recoverable from observations of x0 on I˜ if, for any integer M > 0 and any ε > 0, there exists a set
{hp,t(·)}p∈P,t∈Z[−M,M ] ⊂ K̂ such that
max
p∈P, t∈Z[−M,M ]
|xp(t)− x̂p(t)| ≤ ε ∀x ∈ X ,
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where
x̂p(t) =
∑
s∈I(M)
hp,t(t− s)x0(s).
Let us introduce mappingsMd : `2 → `2 for d ∈ Z[−m+1,m−1] = {−m + 1, ...,m − 1} such that, for
x ∈ `2, the sequence xd =Mdx is defined by insertion of |d| new members equal to x(0) as the following:
(i) x0 = x;
(ii) for d > 0 : xd(k) = x(k), k < 0,
xd(k) = x(0), k = 0, 1, ..., d,
xd(k) = x(k − d), k ≥ d+ 1;
(iii) for d < 0 : xd(k) = x(k), k > 0,
xd(k) = x(0), k = d, d+ 1, ..., 0,
xd(k) = x(k − d), k ≤ d− 1.
Proof of Theorem 3.4. Let νd > 0 be some integers d ∈ Z[−m+1,m−1] = {−m+ 1, ...,m− 1}. Let Y˜d be
the set of ξd = decimm,0xd, where xd =Mdx, for all x ∈ Pm,ν,β(q, c, r).
Let Y˜(δ) be the set of all ordered sets {ξd}m−1d=−m+1 such that ξd ∈ Y˜d(δ).
By Lemma 4.1, the sets Y˜d(δ) are uniformly predictable in the sense of Definition 2.1. It follows that,
for any s ∈ Z+ and d ≥ 0, the sets Y˜d(δ) are uniformly recoverable in the sense of Definition 3.1 from
observations of {ξd(k)} on {k ∈ Z : k ≤ −s}. Clearly, time direction can be reversed and therefore it can be
concluded that, for d < 0 and any s ∈ Z, the sets Y˜d(δ) are uniformly recoverable in the sense of Definition
3.1 from observations of {ξd(k)} on {k ∈ Z : |k| ≥ s}. By the structure of ξd = decimm,0xd, it follows
that it sufficient to use observations of ξd on {k ∈ Z : k/m ∈ Z, k ≤ −s} only for d ≥ 0 and, respectively,
observations of ξd on {k ∈ Z : k/m ∈ Z, k ≥ s} only for d < 0.
By the definitions, we have for d > 0 that ξd(k) = ξ0(k) for k ≤ 0. For d < 0, we have that ξd(k) = ξ0(k)
for k ≥ 0. Hence, for any s > 0, the set Y˜(δ) is uniformly recoverable in the sense of Definition 4.3 (with
ψp ≡ 1) from observations of ξ0 on the set T0(s) = {k ∈ Z : k/m ∈ Z, |k| ≥ s}.
By the definitions again, we have that ξ0(km) = x(km) for all k ∈ Z. For d > 0, we have that
ξd(km− d) = x(km− d) for k ≥ 1 and ξd(km) = x(km) for k ≤ 0. For d < 0, we have that ξd(km− d) =
x(km − d) for k ≤ −1 and ξd(km) = x(km) for k ≥ 0. Hence x is uniformly recoverable in the sense of
Definition 3.1 from from observations of x on T0(s). This completes the proof of Theorem 3.4. 
Proof of Theorem 3.7. In the proof below, we consider d ∈ Z[−m+1,m−1] = {−m+ 1, ...,m− 1}.
Let x ∈ `2 be arbitrarily selected and let xd ∆=Mdx.
We assume that all mνd are different for different d.
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Let Yd
∆
= X0 −Xd and ξd = Z−1Yd, where Xd = Zxd. Since xd(k) = x0(k) for k ≤ 0 and d > 0, and
xd(k) = x0(k) for k ≥ 0 and d < 0, it follows that ξd(k) = 0 for k ≤ 0 and d > 0, and ξd(k) = 0 for k ≥ 0
and d < 0. In addition, Y0 ≡ 0 and ξ0 ≡ 0.
Further, let D = {k ∈ Z : |k| ≤ m− 1, k 6= 0}, and let
A(ω) =
m−1∏
d=−m+1
mνd−1∏
k=0
%(ω, ωmνd,β,k, q, c)
−1, αd(ω) =
mνd−1∏
k=0
[1− %(ω, ωmνd,β,k, q, c)−1].
We have that, for any (L, r̂, c), for large enough γ,
(ad(ω)− 1)%(ω, ωmνd,β,k, q, c) ≡ 1 k = 0, 1, ..., νd − 1. (12)
We assume that γ, L, r̂, c are selected such that (12) holds.
Let
X̂0
(
eiω
) ∆
= X0
(
eiω
)
A(ω) +
∑
p∈D
Yp
(
eiω
)
ap(ω).
We have that x̂0 ∈ Xmd0,β(q, c, r), where x̂0 = Z−1X̂0.
Furthermore, by the definitions,
X̂d
(
eiω
)
= Xd
(
eiω
)
+ X̂0
(
eiω
)−X0 (eiω) = X0 (eiω)A(ω) +Wd (eiω) ,
where
Wd
(
eiω
)
= Xd
(
eiω
)
+
∑
p∈D
[X0
(
eiω
)−Xp (eiω)]ad(ω)−X0 (eiω) .
For large enough L > 0, the function % takes the value one on the most part of T , with some isolated peaks.
Because of this, we have that
ap
(
eiω
)
%(ω, ωmνd,β,k, q, c) = 0 a.e., p 6= d, k = 0, 1, ..., νd − 1.
By the choice of A
(
eiω
)
, it follows for all d that
max
k=0,1,...,mνd−1
∫ pi
−pi
|X0
(
eiω
)
A(ω)|2%(ω, ωmνd,β,k, q, c)2dω ≤ r, (13)
where X = Zx.
Let us show that, for large enough γ,
max
k=0,1,...,mνd−1
∫ pi
−pi
|Wd
(
eiω
) |2%(ω, ωmνd,β,k, q, c)2dω ≤ r, (14)
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where X = Zx. We have that
Wd
(
eiω
)
= Xd
(
eiω
)−X0 (eiω)+ ∑
p∈D
[X0
(
eiω
)−Xp (eiω)]ap(ω)
= Yd
(
eiω
)
(ad(ω)− 1) +
∑
p∈D, p6=d
Yp
(
eiω
)
ap(ω).
By (12), it follows that (13) and (14) holds. Hence
max
k=0,1,...,mνd−1
∫ pi
−pi
|Xd
(
eiω
) |2%(ω, ωmνd,β,k, q, c)2dω ≤ r (15)
and xd ∈ Xmνd,β(q, c, r) for all d.
In addition, it was shown above that x̂d(k) = x̂0(k), for k ≤ 0 and d > 0, and x̂d(k) = x̂0(k), for k ≥ 0
and d < 0. Let x̂ be defined by (3), where ξd = x̂d. By the definitions, it follows that x̂ ∈ Pm,ν,β(q, c, r).
Further, assume that q > 1 is fixed and c→ 0+. Clearly,
‖ap‖L2(−pi,pi) → 0, ‖A‖L2(−pi,pi) → 1 as c→ 0 + .
It follows that
‖X̂0
(
eiω
)−X0 (eiω) ‖L2(−pi,pi) → 0,
‖X̂d
(
eiω
)−Xd (eiω) ‖L2(−pi,pi) → 0 as c→ 0 + .
It follows that
‖x̂d − xd‖`2 → 0 as c→ 0. (16)
By the definitions, it follows that
x̂(k)− x(k) = x̂d(k + d)− xd(k + d), k ≥ 0, d ≥ 0, (k + d)/m ∈ Z,
and
x̂(k)− x(k) = x̂d(k + d)− xd(k + d), k < 0, d < 0, (k + d)/m ∈ Z.
Then (4) follows from (16). This completes the proof of Theorem 3.7. 
Proof of Theorem 3.8 follows from Theorem 2.4 applied to the prediction of the corresponding subse-
quences. 
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Some properties of predicting kernels
Proposition 4.4 (i) The predicting kernels ĥn are real valued,
(ii) The predicting kernels ĥn are quite sparse:
ĥn(k) = 0 if either (k + n)/(mν) /∈ Z or k < mn− n. (17)
Proof. To prove (i), it suffices to observe that Ĥn (z¯) = Ĥn (z). Let us prove (ii). By the choice of V , it
follows that |V (z)| → 0 as |z| → +∞. Hence v(0) = 0 for v = Z−1V and
V (zmν) = z−mνv(1) + z−2mνv(2) + z−3mνv(3) + ...
Clearly, we have that
V (zmν)n = z−nmνw(1) + z−(n+1)mνw(2) + z−(n+2)mνw(3) + ...,
where w = Z−1(W ) for W (z) = V (z)n. Hence
Ĥn(z
mν) = znV (zmν)n = zn−nmνw(1) + zn−(n+1)mνw(2) + zn−(n+2)mνw(3) + ...
= zn−nmν ĥ(nmν − n) + zn−(n+1)mν ĥ((n+ 1)mν − n) + zn−(n+2)mν ĥ((n+ 2)mν − n) + ...
Hence (17) holds. This completes the proof of Proposition 4.4. 
5 On numerical implementation
Our numerical experiments show that ‖ĥn‖`∞ is growing very fast as γ is increasing. For the case of relatively
small γ ∼ 2, some experiments were done in [2]. These experiments demonstrated that it is possible to achieve
small but noticeable improvement of the prediction accuracy for autoregressions in stochastic setting. In the
present paper, we attempted to improve approximation using larger γ. The main challenge here is that ‖ĥn‖`∞
is growing very fast as is increasing very fast as γ is increasing.
For example, we calculated for n = 2, r = 1.2, the kernel ĥn for different choices of γ using standard
integration in R. We obtained that ‖ĥn‖`∞ = 239, 190 for γ = 3, that ‖ĥn‖`∞ = 2, 985, 964 · 1029 for γ = 6,
and that ‖ĥn‖`∞ = 2, 475, 003 · 10122. for γ = 10. Figures 1 and 2 shows the distance |Ĥ2
(
eiω
)− e2iω| from
the transfer function e2iω of the ideal two-step predictor for γ = 3.
This makes calculations with large γ
The values of ĥn of this magnitude are being coded in a standard computer programm with a large error;
this generates a large error for the prediction. Potentially, application of more precise computational technique
with an adequate number of digits for representation for large numbers.
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The theorems presented above focus on processes without spectrum gaps of positive measure on T. How-
ever, for numerical examples, we considered more special processes with periodic spectrum gaps of a positive
measure T defined as the follwing.
For δ > 0, β ∈ (−pi, pi], ω̂ ∈ (−pi, pi], and n ∈ Z+1 , let
J(ω̂, δ) = {ω ∈ (−pi, pi] : |eiω − eiω̂| ≤ δ}, Jn,β(δ) = ∪nk=0J (ωn,β,k, δ) .
Let Vn,β(δ, r) be the set of all x ∈ Br(`2) such that X
(
eiω
)
= 0 for a.e. ω ∈ Jn,β(δ), where X = Zx.
These processes have periodic spectrum gaps of positive measure on T.
Clearly, Vn,β(δ, r) ⊂ Xn,β(q, c, r1) for some r1 = r1(r, q, c, δ, n), and there exists C = (r, q, c, δ, n) > 0
such that∫ pi
−pi
|X (eiω) |2dω ≤ max
k=0,1,...,n−1
∫ pi
−pi
|X (eiω) |2%(ω, ωn,β,k, q, c)2dω ≤ C1 ∫ pi
−pi
|X (eiω) |2dω
for all x ∈ Vn,β(δ, r) and Z = Zx.
So far, we managed to make some experiments allowing to establish what is a sufficient size of γ for
prediction of processes from x ∈ V2,pi(δ), i.e. with periodic spectrum gaps on T having a positive measure
given that we are able to deal with large values of kernels hn. For this, we done experiments that allowing to
recreate this scenario without actually using large values of hn. Let us describe this experiments.
Let
I(ω)
∆
= IJn,β(δ)(ω), H˜n
(
eiω
) ∆
= Ĥn
(
eiω
)
I
(
eiω
)
, h˜n
∆
= Z−1H˜n.
The idea is to replaced causal predicting kernels ĥn by more regular non-causal kernels ĥn that, in the theory,
would lead to the same results x ∈ V2,pi(δ), if were able to complete calculations with large ĥn and large γ
with sufficient precision. Let us explain why the results would be the same. For x ∈ V2,pi(δ) and
x̂(t) =
∑
k≤t
ĥn(t− k)x(k), X̂ = Zx̂,
we have that
x̂(t) =
1
2pi
∫ pi
−pi
eiωtX̂
(
eiω
)
dω =
1
2pi
∫ pi
−pi
eiωtĤn
(
eiω
)
X
(
eiω
)
dω
=
1
2pi
∫ pi
−pi
eiωtĤn
(
eiω
)
X
(
eiω
)
I
(
eiω
)
dω =
1
2pi
∫ pi
−pi
eiωtH˜n
(
eiω
)
X
(
eiω
)
dω
=
∑
k∈Z
h˜n(t− k)x(k).
Figure 3 shows the distance |H˜2
(
eiω
)−e2iω| from the transfer function e2iω of the ideal two-step predictor
for γ = 3. Since H˜2
(
eiω
)
= Ĥ2
(
eiω
)
for ω ∈ (−pi, pi] \ J4,pi(δ) for δ = 0.5, it follows that Figure 2 shows
the distance |Ĥ2
(
eiω
)− e2iω| on a interior interval inside (−pi/4, pi/4).
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With this relaxation of the conditions of the experiments, we found that, for large γ, the value x̂(t) ap-
proximates x(t+ n) quite effectively.
Let us illustrate this on the case of two-step prediction, i.e. prediction of x(2) given truncated observations
{x(t)}t/2∈Z,−T≤t≤0 for x ∈ V4,pi(0.5). In our notations, this means that n = 2 and x̂(0) is the estimate of
x(2). To create a process x, we created first a path {g(t)}Tt=−T generated as a path of a Gaussian stationary
process, and we considered x = Z−1(IJ4,pi(δ)
(
eiω
)
G
(
eiω
)
) for δ = 0.5, where G = Zg; by the definitions,
it follows that x ∈ V4,pi(0.5). Figure 4 shows the path of g, and Figure 3 shows the path of x.
We calculated the relative errors
E =
|x̂(0)− x(2)|√
1
T+1
∑0
t=−T x(t)2
.
In particular, for T = 250 and r̂ = 1.2, we have that
(i) E = −0.57 for γ = 3;
(ii) E = −0.036 for γ = 10;
(iii) E = −0.027 for γ = 20.
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Figure 1: The distance |Ĥ4
(
eiω
)− e2iω| for γ = 3 on [−pi, pi].
Figure 2: The distance |Ĥ4
(
eiω
)− e2iω| for γ = 3 on a interior interval inside (−pi/4, pi/4).
Figure 3: The distance |H˜4
(
eiω
)− e2iω| for γ = 3 on [−pi, pi].
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Figure 4: Process g: a truncated path a Gaussian process.
Figure 5: x = Z−1(IJ4,β(δ)
(
eiω
)
G
(
eiω
)
), G = Zg.
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