Background and aims: Multi-arm, multi-stage trials have recently gained attention as a means to improve the efficiency of the clinical trials process. Many designs have been proposed, but few explicitly consider the inherent issue of multiplicity and the associated type I error rate inflation. It is our aim to propose a straightforward design that controls family-wise error rate while still providing improved efficiency. Methods: In this article, we provide an analytical method for calculating the family-wise error rate for a multi-arm, multi-stage trial and highlight the potential for considerable error rate inflation in uncontrolled designs. We propose a simple method to control the error rate that also allows for computation of power and expected sample size. Results: Family-wise error rate can be controlled in a variety of multi-arm, mutli-stage trial designs using our method. Additionally, our design can substantially decrease the expected sample size of a study while maintaining adequate power. Conclusion: Multi-arm, multi-stage designs have the potential to reduce the time and other resources spent on clinical trials. Our relatively simple design allows this to be achieved while weakly controlling family-wise error rate and without sacrificing much power.
Introduction
Randomized clinical trials comparing a single experimental arm to a control arm have long been the gold standard for demonstrating treatment safety and efficacy. This high standard requires lengthy studies along with substantial financial and scientific resources. For this reason, there has been considerable interest in modifying the standard design to be more efficient. One such modification is the multi-arm, multi-stage trial. Multi-arm designates the inclusion of multiple treatment arms all compared to the same control arm. Multi-stage means that the trial is conducted in multiple stages. At the end of each stage, an analysis is carried out to determine which, if any, of the treatment arms are performing well enough (relative to control) to merit further study by continuing enrollment in the subsequent stage.
The multi-arm, multi-stage design is more efficient than the standard design in two ways. First, only one control arm is necessary to evaluate multiple novel treatments, reducing sample size and administrative overhead for conducting multiple two-arm studies.
Second, dropping poorly performing arms early in the study can reduce the expected sample size.
The Systemic Therapy in Advancing or Metastatic Prostate cancer: Evaluation of Drug Efficacy (STAMPEDE) trial was perhaps the first large trial to employ a multi-arm, multi-stage design. Subjects were randomized to one of six treatment arms, with interim looks scheduled to drop poorly performing arms. 1 More recently, the multi-arm, multi-stage design has been recommended in the setting of tuberculosis treatment trials; 2 tuberculosis treatments require multi-drug regimens, so any new drug must be evaluated in combination with others, resulting in numerous combinations. While each combination could be evaluated in a separate trial, it seems more sensible to consider different combinations in a single study with a common control regimen.
Explicit recommendations about adjustment for the multiple comparisons inherent in the multi-arm, multistage design are lacking. Many papers consider a single treatment arm over multiple stages, claiming generalizability to multiple treatment arms. Others consider multiple treatment arms but a single stage. Some have argued that the multi-arm, multi-stage design is best suited for Phase II trials where concerns about type I error rate inflation or bias in effect size estimation are less of a concern than in Phase III. Phase II trials often do not control the type I error rate at the same level as a Phase III trial, but adequate description of the error rate remains important and cannot be dismissed. In a regulatory setting, control of the type I error rate at a level similar to a phase III trial may be relevant. For instance, companies may wish to support Phase III findings with results from Phase II trials. For example, Novartis combined results from the RELAX-AHF (Relaxin for the Treatment of Acute Heart Failure) trial with those from the (Phase II) Pre-RELAX-AHF trial when presenting on REASANZ TM (Serelaxin) to the Food and Drug Administration's Cardiovascular and Renal Drugs Advisory Committee. 3 In such a situation, the results from Phase II cannot be considered without addressing concerns of multiplicity and its attendant family-wise error rate (FWER) inflation and bias.
Evaluations of the operating characteristics of multiarm, multi-stage designs have been almost exclusively based on simulation studies of specific settings, such as Royston et al., 4 who explored timing of interim looks, power, and significance levels. This work was later adapted to studies with binary outcomes by Bratton et al. 5 Wason and Jaki 6 focused on methods for determining optimal multi-arm, multi-stage designs with regard to stopping boundaries and sample size via simulation. Proschan and Dodd 7 derived FWERs for different thresholds for dropping arms in a simplified setting with multiple arms without interim evaluations. It is worth noting that this work focused on a multiarm, single-stage setting with intention of future work to generalize to a multi-arm, multi-stage setting. In particular, Proschan and Dodd 7 used the idea of dropping poorly performing arms as a way to reduce the threshold for significance in a single stage, not to (directly) reduce expected sample size. Magirr et al. 8 adopted a very different approach. They used a clever generalization of the Dunnett testing procedure in the multi-arm, multi-stage setting and provided methods for both calculating and controlling the FWER. We use their approach and simplify the numerical integration to make it amenable to existing software for monitoring clinical trials while building on Proschan and Dodd's 7 basic methodology.
In this article, we characterize the properties of a particular multi-arm, multi-stage design with respect to FWER inflation and bias and make corresponding recommendations about trial design and analysis. We begin by extending the method from Proschan and Dodd 7 to include multiple stages, demonstrating the potential for FWER inflation. Next, we derive a method to calculate the FWER, which leads to adjusted thresholds for significance. We then demonstrate the expected sample size, power, and bias of the multi-arm, multi-stage design with control of the FWER via simulation, with further demonstration via example. We end with a discussion including directions for future work and possible limitations.
Extension of previous work
We extend the method described by Proschan and Dodd, 7 which considered m treatment arms (m + 1 arms including the control arm) but restricted to a single stage (J = 1). Each treatment arm is compared to the control arm based on the relevant summary statistic (such as the sample mean). Any treatment arm failing to meet a pre-specified threshold of performance, based on the estimated effect comparing treatment to control, as measured by the Z-score, is dropped. Without multiple stages, Proschan and Dodd 7 found that when the criteria for dropping treatment arms was a Z-score \0, the FWER was nearly controlled without the need to adjust a beyond using a=k, where a is the pre-specified nominal type I error rate and k is the number of arms meeting the performance threshold at the final stage. The straightforward extension considers multiple stages (J .1), in which each treatment arm is compared to the control arm at the end of each stage. Poorly performing treatment arms are dropped, and the study continues to the subsequent stage with all remaining treatment arms. Hypothesis testing is not carried out until the end of the last stage of the study. At that point, we conduct tests with a significance level of a=k. Through simulation, we investigated whether this nearly controlled FWER when considering multiple stages (J .1).
In our simulations, we generated control and treatment arm sample means for 1,000,000 hypothetical datasets from a standard normal distribution. Sample size was assumed to be large enough to treat standard deviation as known. We considered designs with J = 1, 2, or 3 stages, corresponding to equally spaced intervals of recruitment time, and m = 2, 5, or 10 treatment arms. Thresholds were held constant at each stage, corresponding to one of the following Zscores: À0:5, 0, or 0:5. For instance, a Z-score threshold of 0 means that arms whose Z-scores with control are below 0 are dropped. A nominal a of 0.025 was used to determine the significance at the end of the simulated trial.
The choice of sampling ratio is also relevant. Many multi-arm designs suggest a ffiffiffi ffi m p : 1 control arm sample size to treatment arm sample size as the most efficient sampling ratio. In practice, this ratio is problematic for many reasons. First, ratios higher than 1:1:. :1 may necessitate more adjustment to the nominal a, reducing or negating the efficiency gained, as mentioned in Proschan and Dodd. 7 Second, comparisons among active arms may also be of interest, but would have reduced power if the total sample size is fixed and the control sample size is increased. Third, patients may prefer to have a reasonably high probability of being assigned to a new therapy, as discussed in Halpern et al. 9 Finally, recent work from Wason et al. 10 has shown that in multi-arm, multi-stage trials, the optimal ratio does not differ substantially from 1:1:. :1 and the gains in efficiency comparing the optimal ratio to the equal assignment ratio are relatively small. For these reasons, we consider only 1:1:. :1 randomizationratios. Table 1 demonstrates that FWER inflation can be substantial for certain study designs. FWER tends to increase both as the threshold for continuation of an arm becomes more stringent and as the number of stages increases. For example, when m = 10, J = 3, and thresholds of Z.0 are used, the simulated FWER of 0.0477 is nearly double the target of 0.025. While the number of treatment arms clearly has an effect on FWER, the trend is not as clear as it is for number of stages. Interestingly, for less stringent thresholds and larger number of arms, we observe FWER deflation (i.e. an actual FWER lower than the nominal a). This is primarily due to the conservative nature of the Bonferroni correction for multiple testing on which this method is based, particularly when the test statistics are correlated (as they are here). The possibility of performing no hypothesis tests (if all arms are dropped) may contribute as well, though this is less likely as the number of arms increases.
Note that while the simulation results presented above assume a large enough sample to treat the standard deviation as known and to have asymptotically normally distributed sample means in each arm, additional simulations (data not shown) conducted using small samples (n = 10 observation per arm per stage) and a variety of heavy-tailed and/or heavily skewed distributions had similar results.
Based on our simulation results, it is clear that, particularly for designs with multiple stages, FWER control must be considered more carefully and further adjustment of a is necessary.
Methods
Inherent in the multi-arm, multi-stage design described in the previous section is the issue of multiplicity. At the end of the trial, k different tests are carried out. As in Proschan and Dodd, 7 we see that while testing with a significance level of a=k reduces the probability of type I errors, it is not sufficient to control FWER. This is particularly true in a design with multiple stages. We must, therefore, determine a method for calculating an adjusted significance level a 0 . While simulation allows us to estimate the true FWER associated with a particular a, an analytic method is preferred for more precise calculation of the true FWER.
We adopt Magirr et al.'s 8 idea of first conditioning on all of the control data, as is done when determining the Dunnett critical values. Once we condition on the control data, the Z-scores comparing the active arms with control are independent, greatly facilitating the calculation of the Type I error rate. The end result is that the FWER can be computed according to the following multiple integral, subjected to certain assumptions (refer Appendix 1 for derivation)
where p A and p B are defined by equations (2) and (3), respectively, in Appendix 1. In other words, p A is the conditional probability, given the control means at the different stages, that a given arm lasts until the end of the trial, while p B is the conditional probability, given the control means at the different stages, that a given arm lasts until the end of the trial and is significant at level a=k. Importantly, both p A and p B are probabilities evaluated using existing monitoring techniques. 11 These techniques address the more complex mathematics and allow us to express the FWER as a relatively simple summation and multiple integral. As previously mentioned, to control FWER at a particular value (e.g. 0.025), we must replace the nominal a with an adjusted a 0 . This a 0 can be solved for iteratively using either equation (1) or simulation. Table 2 provides these a 0 s for target FWERs of 0.025 and 0.05 with m = 2, Á Á Á , 10 treatment arms, J = 1, 2 or 3 stages, and a Z-score threshold of Z.0. For all values of m, a 0 decreases as the number of stages increases. In other words, the increased FWER inflation from more stages must be countered by a more stringent criterion for determining significance. The trend is less clear for number of treatment arms. With two or more stages, the degree of stringency increases up to some number of arms, and then decreases. With J = 2 stages, the most adjustment is necessary for m = 3 treatment arms. With J = 3 stages, the most adjustment is necessary for m = 6 treatment arms.
The FWER control we have demonstrated in Appendix 1 is weak control: control of FWER under the global null. Using the same reasoning as Proschan and Dodd, 7 it can be shown that we in fact have strong control when no treatment arm is harmful. While a similar proof is unavailable when allowing for harmful treatment arms, we have not observed lack of strong FWER control in any of our simulations, though they were not designed to investigate this in particular.
Expected sample size, power, and bias
Having calculated a 0 for a variety of design parameters, we conducted further simulations to evaluate power, expected sample size, and bias. These simulations demonstrate the advantages of the multi-arm, multistage design and the performance of our method. We generated normally distributed observations representing control and treatment arm sample means for 1,000,000 hypothetical datasets. We considered designs with m = 2, 5, or 10 treatment arms, J = 2or 3 stages, and a constant threshold of Z.0. To determine the significance at the end of the simulated trial, we used a 0 corresponding to a FWER of 0.025, as provided in Table 2 .
When calculating expected sample sizes, we considered three settings: the ''global null'' setting with all treatment arm means equal to the control arm mean, a ''single effective'' setting in which only one treatment arm mean differed from the control arm mean, and an ''all effective'' setting in which all treatment arm means differed from the control arm means (and were equal to each other). The effect size was specified so that a two-armed trial with the same FWER would have 95% power: d = z 1Àa + z 0:95 ð Þ2s 2 =n ð Þ À1=2 . Table 3 shows the relative expected sample sizes (i.e. the ratio of the expected sample size of a study using our multi-arm, multi-stage design to the sample size of a study without dropping treatment arms) for several different combinations of parameters and data settings. The true structure of the data plays a big role: relative expected sample size decreases as the number of treatment arms for which the alternative hypothesis holds decreases. This is anticipated, since treatment arms that have true means higher than the mean of the control arm are unlikely to be dropped. Indeed, when all treatment arms are more effective than the control arm, we see virtually no reduction in expected sample size as compared to a trial that does not allow for dropping arms. The number of stages also influences the expected sample size, with additional stages being associated with lower expected sample sizes. This is also anticipated, as additional stages offer more opportunities to drop poorly performing treatment arms. When evaluating power and bias, we considered only the single effective and all effective settings. In a study with multiple arms, power can be defined in several ways. Here, we define it as the probability that we reject the null hypothesis of equality between a particular treatment arm and the control arm when the parameter for that particular treatment arm truly differs from the parameter for the control arm. This is in contrast to an alternative method for evaluating power that computes the probability of rejecting at least one of the treatment arms that truly differ from the control arm. We calculated power using the method described above, comparing it to the Dunnett method in which no arms were dropped. Both were applied using this ''basic'' method and a sequentially rejective method adapting the Holm sequential method. 12 The Hochberg 13 sequential method, which is known not to control the FWER in all settings, was considered but not employed due to further inflation of the FWER when applied to our method. The Holm sequential method showed no FWER inflation (data not shown). Table 4 shows the simulated powers for several different combinations of parameters and data settings. Under the single effective setting, there is no appreciable difference between the basic and sequential methods. This is as expected; we do not expect to reject the other null hypotheses because they are truly null. In this setting, our method outperforms the Dunnett method, especially as the number of arms and stages increase. There is a difference between the basic and sequential methods in the all effective setting. Compared to the single effective setting, the basic version of our method has reduced power in the all effective setting (this is not true for the Dunnett method). Most of this lost power can be regained using sequential rejection methods. Indeed, in the all effective setting, the Dunnett sequential method has better power than it did in the single effective setting. Note that the Dunnett method has a slight power advantage over our method in the all effective setting. Nonetheless, it is likely a rare occurrence for all arms to be substantially superior to the control.
Some broader trends are also apparent from Table 4 . Power tends to decrease slightly with additional stages. The decrease in power is likely due to incorrectly dropping treatment arms that may truly be superior to the control arm. For both methods, power decreases as the number of arms increases. This is as expected, since a larger m means a smaller a=m and likewise for k and a 0 =k.
As noted in Proschan and Dodd, 7 bias must be carefully defined in a multi-arm trial because it depends not only on the parameter values in the arm considered but on parameter values in other arms. Therefore, we evaluate bias conditional only on the arm of interest making it to the end of the study. Table 5 shows the simulated percent relative biases (E(û) À u=u 3 100%) for several different combinations of parameters and data settings.
All percent relative biases shown in Table 5 are quite small-less than 1%. Bias was also minimal under the global null setting (data not shown). This is partly because there is no early stopping for efficacy. Still, bias clearly increases with increasing number of stages and, by extension given our set-up, earlier initial interim analyses. This may not be of particular concern in the settings we considered, but bias can be much larger when more stringent thresholds are used or when the study is underpowered. For example, using the same simulation settings as above but with a power of only 50%, relative bias for J = 3 stages can be as high as 9.8%. This is because, in a low-power setting, the signal-to-noise ratio in the data is lower, so the decision to keep or drop an arm is more dependent on chance and therefore more prone to introducing bias as we define it. While we would not intentionally design a study with such low power, it is possible to find ourselves in such a setting when the true effect size is lower than expected. Further exploration of bias in a similar setting and with similar results can be found in Chondri-Oskooei et al. 14 As explained above, we have focused on bias for arms making it to the end of the study. It is worth noting that bias will also exist in arms that are dropped at an interim analysis. The estimates for these arms will be biased in the direction of poor performance relative to control. This is not particularly concerning, given that the implication of dropping treatment arms is that we are no longer interested in them, but knowing that the estimates are biased downwards may be important if new studies may be designed based on the results from a study using this design.
Example
Our example is loosely based on the PanACEA multiarm, multi-stage tuberculosis trial. 15 Suppose we want to conduct a study evaluating m = 4 potential new treatments for tuberculosis. For a study with J = 2 stages, both with performance thresholds of Z.0, using a = 0:05 would give us a FWER of 0.0615. Instead, for a desired one-sided FWER of 0.05, we use a 0 = 0:0410, as shown in Table 2 . Determining sample size is less straightforward both because the number of treatment arms that will perform sufficiently well relative to the control arm (i.e. k) is unknown a priori and because of our sequential rejection method. Because of this, the significant threshold necessary to power a study is unknown. One can choose to err on the side of being overpowered using a 0 =m = a 0 =4. Since this is likely to be a bit conservative, we can balance it to some degree by choosing a relatively low power of 0.8. Assuming an effect size of d = s=2, this yields a per-arm sample size of n = 80(40 per arm per stage), with a maximum total sample of 400.
Through simulation, we can estimate the expected sample sizes, powers, and percent relative biases for this particular study design. Under the global null, we calculate a relative expected sample size of 0.78 with minimal bias (percent relative bias does not apply). Using the ''single effective'' setting from before, we get a relative expected sample size of 0.85, a power of 0.89, and percent relative bias of 0.79%. Finally, in the ''all effective'' setting, we obtain a relative expected sample size of 0.99, a power of 0.88, and a percent relative bias of 0.76%. Note that both powers are calculated using our sequentially rejective method.
Discussion
In this article, we propose a simple multi-arm, multistage design that allows for FWER calculation to be reframed as a relatively simple extension of existing monitoring techniques, in turn allowing control of the FWER based on adjustments to the significant threshold. We have shown that depending on the design parameters, FWER inflation can present substantial problems in the multi-arm, multi-stage setting without appropriate adjustments. The proposed method can alleviate these issues, while still providing large efficiency gains by reducing expected sample size.
One aspect of our multi-arm, multi-stage design bears further examination: the inclusion of ''terminal dropping.'' That is, at the end of the final stage, treatment arms performing relatively poor compared to control are ''dropped'' immediately before the final analysis is performed. The appropriateness of this is debatable. There are no logistical or financial gains, as no further recruitment into any of the treatment arms would take place, regardless of their performance. However, we are able to increase our power for testing the other arms since reducing k, the number of treatment arms continued to the end of the study, increases a 0 =k. While one might argue that this is statistical trickery achieved by previewing the data before conducting the primary analysis, it is important to note two things. First, any dropped arms would not be able to meet the significant thresholds. Second, any possible type I error rate inflation that may accompany this method is adjusted for using a 0 . For these reasons, and because ''terminal dropping'' allows us to be consistent across all interim analyses, we chose to apply it. We should note that the use of ''non-binding'' futility stopping boundaries does not fit well with our design at a conceptual level. Fundamentally, we are considering the multi-arm, multi-stage framework as a way of reducing the time and resource costs of clinical trials. This is achieved in part by stopping enrollment into poorly performing arms which forces some degree of binding on to the decision. Therefore, we have assumed throughout that stopping rules are binding. If a stopping rule is overruled, so long as it is included in k during hypothesis testing at the end of the study, it seems unlikely that continuing enrollment into said arm would be responsible for renewed FWER inflation. Being certain of this, understanding how such a test would perform with respect to power and other characteristics would require additional investigations.
There are also several generalizations of and extensions to our method that could be pursued. First, one may wish to consider the possibility of stopping treatment arms early for benefit as opposed to just for futility. The appeal of this is readily apparent, although implementing it would raise questions about how stopping a single treatment arm early for benefit would affect the rest of the trial. One may wish to stop enrollment in the control arm, but whether enrollment in the other treatment arms should be discontinued is less clear.
We have explored the operating characteristics of our proposed multi-arm, multi-stage design only for a single, continuous endpoint. A second generalization would be to explore the effects of other endpoints: either using different endpoints for the intermediate and final analyses or using different types of endpoint, such as binary or time-to-event. As an example of the former, a study of cardiovascular health might use reduction in blood pressure as the intermediate outcome, while the final endpoint might be survival free of major cardiac event. Early simulations have suggested that using an intermediate endpoint that differs from the final endpoint results in less precision at intermediate analyses and in turn reduced power. Unexpectedly, there also appears to be increased FWER inflation, though the reason for this is unclear and bears further investigation. As for different types of endpoints, while summary measures quantifying these endpoints will tend to be normally distributed in a large sample setting, their unique properties may need to be taken into account in small sample settings.
These generalizations could only improve a method that we consider already suitable for implementation in the clinical trials setting. In sum, we believe that correctly designed multi-arm, multi-stage studies have great potential for speeding up the clinical trials process without sacrificing desirable statistical properties.
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Note that the left-hand sides of the inequalities may be viewed as cumulative Z-scores Z 1 , . . . , Z J from a one-sample test of H 0 : m = 0 with known variance 1, computed after 1, 2, . . . , J equally sized blocks of information accrue. Thus p A = P(Z 1 .g 1 , . . . , Z J .g J x ( j) 0 = x ( j) 8 j 2 1, . . . , J ) ð2Þ
where g j = g j (b j ) = ffiffiffiffi 2j p b j + P j i = 1 x (i) ffi ffi j p and Z 1 , . . . , Z J are multivariate normals with zero means, unit variances, and correlation cor(Z i , Z j ) = (i=j) 1=2 for i j.
Using existing integration techniques developed for the monitoring setting, we can easily calculate such probabilities. 11 Using nearly identical methods, we can calculate the probability that a particular arm both makes it to the end of the study and is determined to be significant at the level a=k (still conditional on the control arm means at each stage). This probability can be written as
Here, g J has been replaced with g 0 J = g J (b 0 J ) where b 0 J = maxfb J , F À1 (1 À a=k)g a is our nominal significance level and k is the number of arms that makes it to the final stage. We evaluate p B with the same methods used for evaluating p A .
Using these quantities, we can write the probability that a particular set of k treatment arms makes it to the end of the study, at least one is found to be significant, and the remaining m À k treatment arms do not make it to the end as
As previously stated, conditioning on the control arm means at each stage implies conditional independence across the treatment arms of a particular treatment arm making it to the end of the study. Therefore, we are able to express this probability relatively succinctly.
To find the conditional probability (given the control arm means at each stage) that some set of exactly k treatment arms makes it to the end, at least one is found to be significant, and the remaining m À k treatment
