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Abstract
The autocorrelation and the linear complexity of a key
stream sequence in a stream cipher are important cryp-
tographic properties. Many sequences with these good
properties have interleaved structure, three classes of bi-
nary sequences of period 4N with optimal autocorrelation
values have been constructed by Tang and Gong based
on interleaving certain kinds of sequences of period N .
In this paper, we use the interleaving technique to con-
struct a binary sequence with the optimal autocorrelation
of period 2N , then we calculate its autocorrelation val-
ues and its distribution, and give a lower bound of linear
complexity. Results show that these sequences have low
autocorrelation and the linear complexity satisfies the re-
quirements of cryptography.
Keywords: Linear complexity, minimal polynomial, inter-
leaved sequences, the autocorrelation value
1 Introduction
A sequence u = {ui}
∞
i=0, if u satisfies ui+N = ui, where
ui ∈ {0, 1}, is called a binary sequence of period N. The
set U = {0 ≤ i < N : ui = 1} is called thecharacteristic
set of u. If |U| = N/2 for even N or |U| = (N ± 1)/2 for
odd N, where |U| denotes the cardinality of U, then such a
sequence u is called a balanced sequence. Let u = {ui}
∞
i=0
and v = {vi}
∞
i=0 be two sequences of period N . The
periodic correlation between them is defined by
Ru,v(τ) =
N−1∑
i=0
(−1)u(i)+v(i+τ), 0 ≤ τ < N, (1)
where the addition t+ τ is performed modulo N . Ru,v(τ)
is called the (periodic) cross-correlation function of u and
v. If u = v, Ru,v(τ) is called the (period) autocorrelation
function of u, denoted by Ru(τ) for short [3].
According to the remainder of N modulo 4, the op-
timal values of out-of-phase autocorrelations of binary
sequences are classified into four types as follows: (1)
Ra(τ) = −1 if N ≡ 3 mod 4; (2) Ra(τ) ∈ {−2, 2} if
N ≡ 2 mod 4; (3) Ra(τ) ∈ {1,−3} if N ≡ 1 mod 4; (4)
Ra(τ) ∈ {0,−4, 4} if N ≡ 0 mod 4, where 0 < τ < N .
For the second case, it is exactly the autocorrelation of
the sequence we constructed. Binary sequences with low
correlation have very significant applications in communi-
cation systems, radar and cryptography [2, 4]. Sequences
should have low autocorrelation to eliminate the effect of
multipath, and low cross-correlation to extract the desired
user’s signal from the rest of users.
In cryptographic applications, the linear complexity of
a sequence is considered as the most important property.
Generally speaking, a sequence with large linear complex-
ity is favorable for cryptography to resist the well-known
Berlekamp-Massey algorithm [6, 7], and the sequence can
be recovered easily if the linear complexity is less than half
the period [8]. It is worth to know the linear complexity
of a sequence before applying them in any applications.
Many sequences with these good properties have inter-
leaved structure, interleaved technique is widely used to
analyse and design sequences [6]. In 2008, based on the in-
terleaved structure, Yu and Gong [18] presented a family
of binary sequences of period 4N with optimal autocorre-
lation magnitude, i.e., Rs(τ) ∈ {0,±4} for all 0 < τ < n,
and they also determined the linear complexity of the pro-
posed sequence. Later, Tang and Gong [15] generalized
the sequences in [18] and obtained more binary sequences
of period 4N with optiaml autocorrelation value.
In this paper, using the interleaved technique, We con-
struct the binary sequence with the otimal autocorrela-
tion of period 2N , and we calculate its autocorrelation
value and distribution, and give a lower bound of linear
complexity. Results show that these sequences have low
autocorrelation and the linear complexity satisfies the re-
quirements of cryptography.
This paper is organized as follows. Section 2 introduces
some related definitions and lemmas which would be used
later. In Section 3, We first give the interleaved structure,
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then calculate the autocorrelation value and its distribu-
tion of the sequences. In Section 4, we give a lower bound
of linear complexity. In Section 5, we give a Remark.
Conclusions are given in Section 6.
2 Preliminaries
2.1 Interleaved Sequence
Definition 1. [8] Let {a0, a1, · · · , aT−1} be a set of T
sequences of period N . An N × T matrix U is formed by
placing the sequence ai on the ith column, where 0 ≤ i ≤
T − 1. Then one can obtain an interleaved sequence u
of period NT by concatenating the successive rows of the
matrix U . For simplicity, the interleaved sequence u can
be written as
u = I(a0, a1, · · · , aT−1),
where I denotes the interleaved operator.
Let s = (s(i))∞i=0 be a sequence over a field F2. A
polynomial of the form
f(x) = 1 + c1x+ c2x
2 + · · ·+ crx
r ∈ F[x]
is called the characteristic polynomial of the sequence s
if
s(i) = c1s(i− 1) + c2s(i− 2) + · · ·+ crs(i− r), ∀i ≥ r.
Among all the characteristic polynomials of s, the
monic polynomial ms(x) with the lowest degree is called
its minimal polynomial. The linear complexity of s is de-
fined as the degree of ms(x), which is described as LC(s).
Let s = (s(0), s(1), · · · , s(n−1)) be a binary sequence
of period n and define the sequence polynomial
S(x) = s(0) + s(1)x+ · · ·+ s(n− 1)xn−1. (2)
Then, its minimal polynomial and linear complexity
can be determined by Lemma 1.
Lemma 1. [15] Assume a sequence s of period n with
sequence polynomial S(x) is defined by Equation (2). Then
1) the minimal polynomial is ms(x) =
xn−1
gcd(xn−1,s(x)) ;
2) the linear complexity is LC(s) = n − deg(gcd(xn −
1, S(x))),
where gcd(xn − 1, S(x)) denotes the greatest common di-
visor of xn − 1 and S(x).
Lemma 2. [22] Let a be a binary sequence of period n,
and sa(x) be its sequence polynomial. Then
1) Sb(x) = x
n−τSa(x), if b = L
τ (a);
2) Sb(x) = Sa(x) +
xn − 1
x− 1
, if b is the complement
sequence of a;
3) Su(x) = Sa(x
2) + xSb(x
2), if u = I(a, b).
Lemma 3. [17] Let m be an integer. Correlation of se-
quences satisfies the following properties:
1) RLm(a)b(τ) = Rab(τ −m);
2) RaLm(b)(τ) = Rab(τ +m);
3) Rab(τ) = Rab(τ +N) = Rba(N − τ);
4) Rab(τ) +Rab¯(τ) = Rab(τ) +Ra¯b(τ) = 0.
Lemma 4. The autocorrelation of u = I(a, b)
Ru(τ) =
{
Ra(τ/2) +Rb(τ/2) if τ is even,
Rab(
τ−1
2 ) +Rba(
τ+1
2 ) if τ is odd.
(3)
Proof For the case τ is even, we can know the location
of sequence a is replaced by L
τ
2 (a), and the location of
sequence b is replaced by L
τ
2 (b), in other words, I(a,b)
becomes I(L
τ
2 (a), L
τ
2 (b)), so by the definition, we have
Ru(τ) = Ra(
τ
2 ) +Rb(
τ
2 ).
For the case τ is odd, we can know the location of se-
quence a is replaced by L
τ−1
2 (b), and the location of se-
quence b is replaced by L
τ+1
2 (a), in other words, I(a,b)
becomes I(L
τ−1
2 (b), L
τ+1
2 (a)), so by the definition we
have Ru(τ) = Rab(
τ−1
2 ) + Rba(
τ+1
2 ). Hence, we have
completed the proof of Lemma 4.
Let N be a prime and β a primitive element of the
integer residue ring ZN = {0, 1, · · · , N − 1}, such that
for any j ∈ ZN\{0}, there exists an integer k satisfying
j = βk. Denote by D0 a multiplicative subgroup gen-
erated by β4, i.e., D0 = {β
4k : 0 ≤ k < f}. Then,
Z∗N = ZN\{0} can be decomposed as Z
∗
N = ∪
3
j=0Dj ,
where Dj = {β
4k+j : 0 ≤ k < f} is called the cyclotomic
class j of order 4.
Lemma 5. [3] Let u and v be two binary sequences with
characteristic sets D0 ∪D1 and D1 ∪D2 respectively, and
u(0) = 0 and v(0) = 0. Then we have
Ru(τ) =


N τ = 0,
−1− 2y τ ∈ D0 ∪D2,
−1 + 2y τ ∈ D1 ∪D3,
Rv(τ) =


N τ = 0,
−1 + 2y τ ∈ D0 ∪D2,
−1− 2y τ ∈ D1 ∪D3,
and
Ruv(τ) =
{
−3 τ ∈ D2,
1 otherwise.
Lemma 6. [21] Let Su(x) and Sv(x) be the sequence poly-
nomials of sequences u and v, α a primitive N th root of
unity over the field GF (2m), that is the splitting field of
xN − 1. Then
Su(α
j) =


Su(α) j ∈ D0,
Sv(α) j ∈ D1,
1 + Su(α) j ∈ D2,
1 + Sv(α) j ∈ D3,
N−1
2 (mod 2) j = 0,
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Sv(α
j) =


Sv(α) j ∈ D0,
1 + Su(α) j ∈ D1,
1 + Sv(α) j ∈ D2,
Su(α) j ∈ D3,
N−1
2 (mod 2) j = 0,
where
Su(x) =
∑
i∈D0∪D1
xi,
Sv(x) =
∑
i∈D1∪D2
xi.
Lemma 7. [21] Su(α) ∈ {0, 1} if and only if 2 ∈ D0.
Lemma 8. Sv(α) ∈ {0, 1} if and only if 2 ∈ D0.
Proof Since (D0, ·) is a group, we have qD0 = D0 and
q−1 ∈ D0 for any q ∈ D0. Hence
Sv(α
q)
=
∑
i∈D1∪D2
αqi
=
∑
y∈D1∪D2
αy
= Sv(α).
Since the characteristic of the field GF (2m) is 2, it fol-
lows that (Sv(α))
2 = Sv(α
2). From the above, we have
Sv(α
2) = Sv(α) if and only if 2 ∈ D0, that is to say
Sv(α) ∈ {0, 1} if and only if 2 ∈ D0. So we have com-
pleted the proof of Lemma 8.
3 New Construction Method and
the Autocorrelation Values and
Distribution
In this section, assume that u and v are two binary se-
quences with characteristic sets Di ∪Dj and Dj ∪Dl re-
spectively, and we define
u′(t) =
{
u(t) t 6= 0,
1 t = 0.
v′(t) =
{
v(t) t 6= 0,
1 t = 0.
we proposes one new way to construct sequences, then we
calculate its autocorrelation values and distribution.
3.1 New Construction Method and Se-
quence Correspondence
Let N = 4f + 1, where f = y2 is odd and N ≥ 5, and se-
quences u and v are the same as before, new construction
as the following:
s = I(u, L(N+1)/2v), (4)
s
′ = I(u′, L(N+1)/2v). (5)
Compare the above two constructions, we can know
that when s ′ = I(u′, L(N+1)/2v), the sequence is a bal-
anced sequence, then we give the autocorrelation value
for different characteristic sets for s ′, which is similarly
demonstrated when s = I(u, L(N+1)/2v). Below we cal-
culate their autocorrelation of s ′ in different situations.
3.2 the Autocorrelation Values and Dis-
tribution
Case 1. (i, j, l) = (0, 1, 2), and(i, j, l) = (2, 1, 0).
Proof When (i, j, l) = (0, 1, 2), we know that the char-
acteristic sets of u′ and v are D0 ∪ D1 and D1 ∪ D2 re-
spectively. Let β be a primitive element of the integer
residue ring ZN = {0, 1, · · · , N − 1}, such that for any
j ∈ ZN\{0}, there exists an integer k satisfying j = β
k.
We have 1 = β4f , since ord(β) = N − 1 and f is odd,
f can be empressed by f = 2t + 1, t is an integer, so
(β)4t+2 = −1, we have −1 ∈ D2. For the sequences u
and v, since −1 ∈ D2, by Lemmas 3(3) and 5, we know:
Rvu(τ) =
{
−3 τ ∈ D0,
1 otherwise.
(6)
For the autocorrelation values of sequences u′ and v′,
since the only difference between sequences u and u′ is
u′(0) = 1, we only need to know the values of u′(τ)
and u′(N − τ), since −1 ∈ D2, u
′(τ) and u′(N − τ)
take different values of 0 and 1, we have (−1)u
′(0)+u′(τ)+
(−1)u
′(0)+u′(N−τ) = 0, so we have Ru(τ) = Ru′(τ), sim-
ilarly we know Rv(τ) = Rv′(τ), for the cross-correlation
value of sequences u and v′, we only to know v(τ) and
v(N − τ), then by Lemma 5 and Equation (6), we have:
Ru′v(τ) =
{
3 τ ∈ D1,
−1 otherwise.
Rvu′(τ) =
{
3 τ ∈ D3,
−1 otherwise.
By Lemma 4, we know:
Rs(τ) =
{
Ru(τ/2) +Rv′(τ/2) τ is even,
Ru′v(
τ+N
2 ) +Rvu′(
τ+N
2 ) τ is odd.
(7)
Then by Lemma 5, we have
Rs(τ) =


2N τ = 0,
−2 τ is even, τ 6= 0,
−2 τ is odd, τ+N2 ∈ D0,
2 τ is odd, τ+N2 ∈ D1,
−2 τ is odd, τ+N2 ∈ D2,
2 τ is odd, τ+N2 ∈ D3,
−2 τ = N.
(8)
When (i, j, l) = (2, 1, 0), compared to (i, j, l) = (0, 1, 2),
their difference is that the position of the base sequence
has changed, so the autocorrelation values and cross-
correlation values of the base sequences are unchanged,
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then by Equation (7), the autocorrelation values of the
sequence s is the same as above.
Case 2. (i, j, l) = (1, 2, 3), (i, j, l) = (3, 2, 1).
Proof According to the proof of case 1, we can know
that when the characteristic sets (i,j,l)=(1,2,3) and
(i,j,l)=(3,2,1), the autocorrelation values of the sequences
are equal, and we can know the autocorrelation values of
the base sequence:
Ru′(τ) =


N τ = 0,
−1 + 2y τ ∈ D0 ∪D2,
−1− 2y τ ∈ D1 ∪D3,
Rv(τ) =


N τ = 0,
−1− 2y τ ∈ D0 ∪D2,
−1 + 2y τ ∈ D1 ∪D3,
The cross-correlation values of the base sequence:
Ru′v(τ) =
{
3 τ ∈ D2,
−1 otherwise.
Rvu′(τ) =
{
3 τ ∈ D0,
−1 otherwise.
Then by Equation (7), we have
Rs(τ) =


2N τ = 0,
−2 τ is even, τ 6= 0,
2 τ is odd, τ+N2 ∈ D0,
−2 τ is odd, τ+N2 ∈ D1,
2 τ is odd, τ+N2 ∈ D2,
−2 τ is odd, τ+N2 ∈ D3,
−2 τ = N.
(9)
The above is the autocorrelation function of sequences
s
′, the sequences s can be similarly demonstrated, in the
case of the same characteristic set, except for τ = N ,
the autocorrelation values are opposite to each other, in
other cases, the autocorrelation values are the same, and
its proof is omitted for simplicity. Next we give the auto-
correlation distribution of the sequence s.
Theorem 1. The autocorrelation value distribution of
s = I(u′, L(N+1)/2v):
Rs(τ) =


2N 1 time,
−2 7N−34 time,
2 N−14 times.
(10)
When s = I(u, L(N+1)/2v):
Rs(τ) =


2N 1 time,
−2 7N−74 time,
2 N+34 times.
(11)
Proof Let Q denote the quadratic residual set of modulo
N , P be a quadratic non-residual set for modulo N , then
Q = D0 ∪ D2, P = D1 ∪ D3, since −1 ∈ D2, and N is
odd, if a ∈ Q is odd(even), then N − a ∈ Q, and N − a
is even(odd). Thus half elements in Q are even(odd). So
is P . Then by Equations (8) and (9), the Equation (10)
is proved. When s = I(u, L(N+1)/2v) similarly demon-
strated. So Theorem 1 is proved.
4 A Lower Bound of Linear Com-
plexity
Since N = 4f + 1, 2 /∈ D0 ∪ D2, then we only consider
the case 2 /∈ D0, u
′ and v are two binary sequences with
characteristic sets D0∪D1 and D1∪D2 respectively, then
we have:
Corollary 1. The minimal polynominls of u′ and v:
1) mu′(x) = x
N − 1;
2) mv(x) =
xN − 1
x− 1
.
Proof Let α be a primitive Nth root over GF (2m) as
before. Since N = 4f + 1, 2 /∈ D0, by Lemmas 7
and 9, Su′(α) /∈ {0, 1} and Sv(α) /∈ {0, 1}, so {α
j :
0 < j ≤ N − 1} are not the roots of Su′(α) and Sv(α).
Since Su′(α
0) = (N−12 + 1) = 1 (mod 2), Sv(α
0) =
N−1
2 = 0 (mod 2), we have gcd(Su′(x), x
N − 1) = 1,
gcd(Sv(x), x
N − 1) = x − 1, then by the Lemma 1, we
have completed the proof.
Corollary 2. When 2 ∈ D1, we have Sv(x
2) = Su′(x),
and 2 ∈ D3, we have Su′(x
2) = Sv(x).
Proof When 2 ∈ D1,
Sv(x
2)
=
∑
i∈D1∪D2
x2i
=
∑
g∈D2∪D3
xg
= Su(x);
When 2 ∈ D3,
Su(x
2)
= 1 +
∑
i∈D0∪D1
x2i
= 1 +
∑
h∈D0∪D3
xh
= Sv(x).
We have completed the proof.
Theorem 2. Let s′ be the interleaved sequence of period
2N as before and Ss′(x) is the sequence polynomial of s
′,
s′ = I(u′, L(N+1)/2v). Then the linear complexity LC(s′)
is bounded by LC(s′) ≥ 2N−4, when s = I(u, L(N+1)/2v),
the linear complexity LC(s) is bounded by LC(s) ≥ 2N −
5.
Proof Let Su′(x) and Sv(x) be the sequence polyno-
mials of u′ and v, the characteristic sets (i, j, l) =
(0, 1, 2), (1, 2, 3), (2, 1, 0) or (3, 2, 1), α be a primitive Nth
root of unity over the field GF (2m). Let us take the char-
acteristic set (i,j,l)=(0,1,2) as an example, and other cases
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can be similarly proved. By Lemma 2(3), we have
gcd(Ss′(x), x
2N − 1)
= gcd((Su′(x
2) + x
N+1
2 Sv(x
2), x2N − 1).
Since Ss′(α
0) = 1, then gcd(Ss ′(α
0), ((α0)2N−1)) = 1,
so x − α0 is not a common factor. Then we consider
whether {αj : j ∈ Z∗N} is the common root of Ss′(x) and
x2N − 1).
When 2 ∈ D1, by Corollary 3, we have
gcd(Su′(x
2) + x
N+1
2 Sv(x
2), x2N − 1)
= gcd(Su′(x)(Su′(x) + x
N+1
2 ), x2N − 1).
Since gcd(Su′(x), x
N − 1) = 1, so we only consider
gcd(Su′(x)+x
N+1
2 , x2N −1), for {αj : j ∈ D0}, (α)
j.(N+1)
2
are not equal to each other, then by Lemma 6,for {αj :
j ∈ D0}, Su′(x) is the same value, we can know in the
set {αj : j ∈ D0}, only one number may be the root of
the equation Su′(x) + x
N+1
2 = 0. Similarly, there may be
only three roots for the other three cases, so the linear
complexity is bounded by LC(s ′) ≥ 2N − 4.
When 2 ∈ D3, then by Corollary 3, we have
gcd(Su′(x
2) + x
N+1
2 Sv(x
2), x2N − 1)
= gcd(Sv(x)(1 + x
N+1
2 Sv(x)), x
2N − 1).
Since gcd(Sv(x), x
N −1) = 1, we only consider gcd(1+
x
N+1
2 Sv(x), x
2N − 1), according to the above proof, for
{αj : j ∈ D0}, Sv(x) is the same value, we can know in
the set {αj : j ∈ D0}, only one number may be the root
of the equation 1 + x
N+1
2 Sv(x). Similarly, there may be
only three roots for the other three cases, so the linear
complexity is bounded by LC(s ′) ≥ 2N − 4. Hence, we
have completed the proof of Theorem 2.
When s = I(u, L(N+1)/2v), the proof of linear
complexity is the same as for s ′ = I(u′, L(N+1)/2v),
the only difference between s = I(u, L(N+1)/2v) and
s
′ = I(u′, L(N+1)/2v) is that 1 is the root of s =
I(u, L(N+1)/2v), so the linear complexity is bounded by
LC(s) ≥ 2N − 5.
5 Remark
s and s ′ possess optiaml autocorrelation if and only if its
characteristic set is an almost difference set, sequences s
and s ′ can also be obtained by the results in [1].
6 Conclusion
In this paper, we use the interleaving technique to con-
struct a binary sequence with the optimal autocorrelation
of period 2N . From the section 3, we can conclude that
this sequence is optimal, the sequence has low autocor-
relation values, and we give the distribution of the auto-
correlation values. Especially, in section 4, based on the
discussion of roots of the sequence polynomials over the
field GF(2m), we give a lower bound of linear complexity,
the linear complexity can be reached 2N − 4, far larger
than half of a period. Results show that these sequences
have low autocorrelation and the linear complexity satis-
fies the requirements of cryptography.
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