Abstract. We report on a new approach, as well as some related experiments, to construct families of K3 surfaces having real or complex multiplication. Fundamental ideas include considering the period space of marked K3 surfaces, determining the periods by numerical integration, as well as tracing the modular curve by a numerical continuation method.
Introduction
The endomorphism algebra of an elliptic curve X over is either equal to or an order in an imaginary quadratic field. The latter phenomenon is called complex multiplication. The theory of CM elliptic curves is very rich, cf. [Si, Chapter II] or [Co, Chapter 3] , and their construction in an analytic setting is classical. The whole theory generalises to higher dimensions, most obviously to abelian varieties. There are, however, natural generalisations of elliptic curves, other than abelian varieties. One such kind is provided by K3 surfaces. Indeed, elliptic curves may be characterised as being the curves with trivial canonical class, a property shared by K3 surfaces.
Since K3 surfaces do not carry a natural group structure, the endomorphism algebra needs to be defined cohomologically. For X a K3 surface, H 2 (X, É) is a pure weight-2 Hodge structure H of dimension 22, consisting of the image of Pic X ⊗ É under the Chern class homomorphism and its orthogonal complement T , the transcendental part of H. The endomorphism algebra End(T ) may only be É, a totally real number field, or a CM field. If E É is totally real then X is said to have real multiplication. If E is CM then one speaks of complex multiplication.
The Kummer surface X := Kum(E 1 × E 2 ) attached to the product of two elliptic curves has complex multiplication if one of the elliptic curves has. In this case, CM is actually caused by an endomorphism of X. In Section 5, we give examples of K3 surfaces of lower Picard ranks, having CM even due to an automorphism.
On the other hand, a Kummer surface does not inherit real multiplication from the underlying abelian surface [EJ14, Remark 3.5 .ii)]. Nonetheless, the existence of K3 surfaces having real multiplication has long been established by analytic means [vG, Example 3.4] . In Theorem 5.16, we generalise these results by giving explicit formulae for the dimensions of the RM and CM loci in the period space.
The situation of Picard rank 16. For example, in a family q : X → Y of K3 surfaces of Picard rank 16, those having RM by a quadratic number field form families over curves C ⊂ Y . In coincidence with this, several such 1-dimensional families, but also isolated examples, have been found [EJ16, Conjectures 5.2] .
On the side of the period space, the geometry of the corresponding base curves τ (C) is very simple. In fact, the restricted period space Ω κ,16 is just on open subset of a quadric in P 5 and τ (C) ⊂ P 5 is its intersection with a projective subspace of codimension 3. However, the period map τ : Y → Ω κ,16 is less explicit. For a single point y ∈ Y , i.e. a single surface, the period vector τ (y) can be computed by numerical integration. In addition, the partial derivatives of τ at y may be calculated.
Numerical continuation. Thus, given one of the isolated examples mentioned above, numerical continuation methods apply. One determines a list of further surfaces in the same family, the period vectors of which lie on τ (C) at high precision. Then, using numerical linear algebra, in particular the singular value decomposition, algebraic equations with small coefficients may be recovered that define a curve and numerically contain the parameters of the surfaces found.
This approach should work rather generally. We illustrate it at one particular example, which is a family of K3 surfaces of degree 2, having Picard rank 16 and real multiplication by É( √ 13).
K3 surfaces
The algebraic setting. Let k be an algebraically closed field. Then K3 surfaces form one of the types of surfaces over k, according to the Enriques-Kodaira classification of surfaces [CE, Sh] . By a surface, here, one means a 2-dimensional, connected, regular scheme that is projective over k. A surface X is characterised [Be, BHPV] to be K3 by the properties that
Remark 2.1. The degree of a K3 surface is automatically even. There are examples in every even degree [Be, Proposition VIII.15] .
i) Double covers of P 2 ramified in a regular sextic curve are K3 surfaces of degree 2.
ii) Regular quartics in P 3 are K3 surfaces of degree 4.
iii) Regular complete intersections of a quadric and a cubic in P 4 are K3 surfaces of degree 6.
In each of these cases, isolated singular points may be allowed, as long as all of them are of type ADE [Do, Section 8.2.7] . Then a K3 surface is obtained as the minimal desingularisation of the surface described.
The setting of complex manifolds. There is a theory, parallel to the classification just mentioned, for complex surfaces. I.e., for 2-dimensional compact complex manifolds. In this setting, a K3 surface is a complex surface such that i) there is a global holomorphic (2, 0)-form ω ∈ Ω 2,0 (X) without zeros (or poles).
ii) πé t 1 (X, ·) = 0. A complex K3 surface is automatically a Kähler manifold [BHPV, Theorem IV.3.1] . It is however not, in general, projective so that this theory does not exactly mirror the algebraic theory of K3 surfaces in the case that k = , but is more general.
All K3 surfaces X are mutually diffeomorphic [BHPV, Corollary VIII.8.6 ]. Moreover, H 2 (X, ) is free of rank 22 and, of course,
The period space
Explicit cohomology classes. A complex K3 surface has a natural orientation, defined by the complex structure. Consider a compact, oriented 2-manifold S, together with a continuous map α : S −→ X. This might be the embedding of a divisor, the embedding of a non-complex manifold, or not even an embedding. Then α defines a cohomology class
for 1 ∈ H 0 (S, ) the canonical generator.
Facts 3.1 (Cohomology versus homology). a) There is a canonical isomorphism ι :
Proof. a) This is a version of Poincaré duality [Sp, Chapter 6, Theorem 3.12] . b) The transfer map α ! is characterised [Dd, Definition 10.6 ] by the property that
. The second assertion is just a particular case of this. For the first, the claim is simply ( [Sp, Chapter 5, 6.18] , while that to the right is c ∩ α * ([S]) by [Sp, Chapter 5, 6 .16].
Remarks 3.2. i) In what follows, we generally prefer cohomology versus homology, although there are situations in which homology classes appear to be more natural. For instance, as K3 surfaces are simply connected, the Hurewicz isomorphism theorem [Sp, Chapter 7, Proposition 5.2] shows that π 2 (X, .) ∼ = H 2 (X, ). Thus, every class in H 2 (X, ), and hence every class in H 2 (X, ), may be represented by a spheroid α : S 2 → X.
ii) There is the cup product pairing (. , .) := . ∪ ., [X] : H 2 (X, ) × H 2 (X, ) → , which is symmetric and perfect. The cup product pairing bilinearly extends to a pairing (. , .) :
is given by a compact oriented 2-manifold S with a differentiable map ϕ : S → X and w ∈ H 2 (X, ) is represented by the smooth 2-form ω then the extended pairing may be evaluated as the 2-dimensional integral
The same is true when ϕ is only continuous, but differentiable outside a finite set.
, according to the definition of the pairing and the first claim of Fact 3.1.b).
Marked K3 surfaces.
Definition 3.4. By a marked K3 surface, we mean a complex K3 surface together with an isomorphism i :
Notation 3.5. i) The marking i :
→ the cup product pairing. iii) Moreover, as the pull-back of the cup product pairing via i, the marking distinguishes a perfect, symmetric pairing on 22 .
Given any cohomology class c ∈ H 2 (X, ), there is the canonical decomposition c = (c 1 , c)c
of c with respect to i. For instance, this applies to the distinguished cohomology class [ω] ∈ H 2 (X, ) of the K3 surface X, for ω the nowhere vanishing holomorphic (2, 0)-form, which is uniquely determined up to scaling. Definition 3.6. A marked K3 surface (X, i) gives rise to a point
which is called the period point of (X, i).
Theorem 3.7 (Shafarevich). Let κ be a perfect pairing on 22 . Denote the pairing induced on 22 by κ, as well. a) Let (X 1 , i 1 ) and (X 2 , i 2 ) be marked K3 surfaces inducing the pairing κ on 22 and having the same period point. Then (X 1 , i 1 ) and (X 2 , i 2 ) are isomorphic. b) The set of the period points of all marked K3 surfaces inducing the pairing κ is
This is an open subset of a quadric in P 21 ( ).
Proof. This is [BHPV, Theorem VIII.11 .1], together with [BHPV, Theorem VIII. 14.1].
The relative situation. Let q : X → Y be a holomorphic submersion of complex manifolds such that every fibre is a K3 surface. Then the higher direct image sheaf R 2 q * on Y is locally constant of dimension 22. Moreover, one has a natural base change isomorphism ι *
Definition 3.8. By a family of marked K3 surfaces, one means a holomorphic submersion q : X → Y , every fibre of which is a K3 surface, together with a set of markings i = (i t ) y∈Y , one for each fibre, satisfying the condition that, for each
Remark 3.9. Consider the particular case that the base manifold Y is simply connected, e.g. a polydisc. Then R 2 q * ∼ = 22 is constant of dimension 22, which means that a marking on one fibre [uniquely] extends to the whole family. 
Proof. This is easily obtained by a direct calculation, cf. [BHPV, Theorem IV.4.3] .
The restricted period space.
Fact 3.11. Let (X, i) be a marked K3 surface and x = τ (X, i) be its period point. Then one has i −1 Pic X = (x) ⊥ ∩ 22 , the orthogonal complement being taken in
22
and with respect to κ.
Proof. One has Pic
Corollary 3.12. Let r ∈ {1, . . . , 20} be an integer and κ a perfect pairing on 22 . Denote the pairing induced on 22 by κ, too. Then the set of the period points of all marked K3 surfaces (X, i) such that i) the cohomology class c k ∈ H 2 (X, ) from the dual basis is algebraic, i.e. in Pic X ⊂ H 2 (X, ), for k = 22 − r + 1, . . . , 22, and ii) via i, the pairing κ gets induced,
is Ω κ,r := {(x 1 : · · · :
This is an open subset of a quadric Q κ,r ⊂ P 21−r ( ).
Proof. In comparison with Theorem 3.7, c 22−r+1 , . . . , c 22 being algebraic is the only new condition. By Fact 3.11, it means that x ⊥ i −1 (c 22−r+1 ), . . . , x ⊥ i −1 (c 22 ) with respect to κ, i.e. that i(x) ⊥ span(c 22−r+1 , . . . , c 22 ) with respect to the cup product pairing. The latter is equivalent to i(x) ∈ span(c 1 , . . . , c 22−r ).
A particular family of K3 surfaces
The family. We consider double covers of P 2 ramified over a union of six lines. These are given by X ′ : w 2 = l 1 · · · l 6 , for l 1 , . . . , l 6 linear forms in three variables. We assume that no point of the plane is contained in three lines. Then there are 15 singular points, each of which is isolated and of type A 1 . The minimal desingularisation X of X ′ is hence a K3 surface. It is a well-known fact from projective geometry that configurations of six lines in P 2 have exactly four moduli. One may normalise the six lines under Aut(P 2 ) = PGL 3 ( ), such that X ′ is given by an equation of the form
The K3 surface X is obtained from X ′ by blowing up 15 times, hence rk Pic X ≥ 16. There is an obvious system of 16 explicit algebraic curves on X representing generators of a rank-16 sublattice P in Pic X. One may simply take the 15 exceptional curves, together with the inverse image of a general line in P 2 . Thus, the corresponding restricted period space is an open subset of a quadric Q ⊂ P 5 , which is in perfect coincidence with the fact that geometrically there are four moduli.
The global holomorphic differential form.
Proposition 4.1. Let X be a K3 surface, obtained as the minimal desingularisation of the double cover X ′ : w 2 = l 1 · · · l 6 , for l 1 , . . . , l 6 linear forms in the variables x, y, and z. Assume that no three of the six linear forms have a zero in common. Then, for any linear form l = x, y that defines an irreducible curve on X ′ ,
is a differential form on X ′ , the pull-back ω of which to X is a global holomorphic (2, 0)-form without zeroes or poles. Proof. On the affine plane, given by l = 0, the functions ξ := x l and η := y l form a system of coordinates. In particular, there are functions λ 1 , . . . , λ 6 of total degree 1 such that
), for i = 1, . . . , 6. The corresponding affine part of the double cover X ′ is thus given by
, which is the ramification locus, and V (l), which is not on our chart, ω has neither zeroes, nor poles.
Next, consider a point that lies on exactly one of the lines V (λ 1 ), . . . , V (λ 6 ). Then at least one of the partial derivatives ∂(λ 1 ···λ 6 ) ∂ξ and ∂(λ 1 ···λ 6 ) ∂η is nonzero. Without restriction, ∂(λ 1 ···λ 6 ) ∂η = 0. Then ψ and ξ form a local system of coordinates. Moreover, the equation
Thus, dξ ∧ dη is indeed divisible by ψ and the quotient ω ′ = dξ ∧ dη/ψ is nonzero near the point considered. Finally, let us write W := div ω ∈ Div X. The calculations above prove that
, for L := V (l) and E 1 , . . . , E 15 the exceptional curves. We have to show that, in fact, all coefficients vanish. For this, note that W is a canonical divisor. As X is a K3 surface, this means that W is principal and, in particular, numerically equivalent to zero.
Transcendental 2-cycles-Spheroids representing cohomology classes. Figure 1 . A deformed line and a curve encircling a triangle
The starting point. We assume once and for all that the branch locus is the union of six real lines [no three of which have a point in common], which will be denoted by V (l 1 ), . . . , V (l 6 ), as before. The starting point of our construction are 1-manifolds in P 2 (Ê) of the behaviour indicated in the two pictures above. We allow as well 1-manifolds that are of a similar shape, i.e. meet the branch locus V (l 1 · · · l 6 ) only in its double points, but encircle a quadrangle or pentagon instead of a triangle.
2-dimensional spheroids from 1-manifolds. Consider a single 1-manifold of the kind described. In any case, it is parametrised by a differentiable map γ : Ê/∼ → P 2 (Ê), for ∼ the equivalence relation on Ê, given by t ∼ t
Working on a suitable affine chart of P 2 (Ê), one has a map γ : Ê/∼ → Ê 2 . We extend γ to a differentiable map in two variables by putting
for a suitable vector b ∈ Ê 2 . Then lim u→±∞ γ ′ (t, u) exists in P 2 ( ) and is independent of t. Therefore, γ ′ actually provides a continuous map
to P 2 ( ). Clearly, α ′ is differentiable outside the two poles n, s ∈ S 2 .
Lifting to the double cover X ′ . For n = 3, 4, or 5, let t 1 , . . . , t n ∈ Ê be such that
Lemma 4.2. Let the six real lines V (l 1 ), . . . , V (l 6 ) be given such that none of them is that at infinity. Then there is a union E ⊂ Ê 2 of finitely many 1-dimensional subvector spaces satisfying the condition below.
For b ∈ Ê 2 \E, each of the spheroids α ′ , as constructed above, meets the branch locus V (l 1 · · · l 6 ) only at (t i , 0), for i = 1, . . . , n, i.e. only in the three to five real points.
Proof. Let the affine equations of the six lines be
and assume b ∈ Ê 2 \ E. We first claim that γ ′ (t, u) ∈ V (l 1 · · · l 6 ) implies u = 0. For this, note that the equation of V (l i ) yields A i1 Im x + A i2 Im y = 0. On the other hand, Im γ ′ (t, u) = ub = (ub 1 , ub 2 ), so that γ
is the point that lies in direction ib ∼ b on the line at infinity. As b ∈ E, this is not the point at infinity of any of the lines V (l i ).
Proposition 4.3. Let V (l 1 ), . . . , V (l 6 ) be six real lines in P 2 such that no three of them have a point in common. Take an affine chart that meets each of the six lines, choose a vector b ∈ Ê 2 \E according to Lemma 4.2, and consider a continuous map (2) and (3).
Then α ′ lifts to a continuous map α : S 2 → X ′ , for X ′ : w 2 = l 1 · · · l 6 the double cover of P 2 ( ) ramified at the union of the six lines.
Proof. We equip Ê/∼×Ê with the structure of a complex manifold, taking the projections to the two factors as the real and imaginary parts of a holomorphic coordinate function. This induces the structure of a complex manifold on S 2 \{n, s}, too. First step. Reduction to a statement on fundamental groups. Put X 0 ⊂ X ′ to be the preimage of P 2 ( ) \ V (l 1 · · · l 6 ) under the natural map. Then the restriction π :
On the other hand, let x 1 , . . . , x n ∈ S 2 , for n = 3, 4, or 5, be the points corresponding to the (t i , 0) ∈ (Ê/∼ ) × [−∞, ∞], for i = 1, . . . , n. We claim that the restriction α 0 :
This would indeed complete the proof, as the images of x 1 , . . . , x n are uniquely determined by their images under α ′ and provide a continuous extension of α 0 . In order to establish the claim, according to [Sp, Chapter 2, Theorem 4 .5], we have to show that (α 0 ) # π 1 (S 2 \{x 1 , . . . , x n }, .) ⊆ π # π 1 (X 0 , .).
Second step. One local obstruction.
For that, we note that π 1 (S 2 \{x 1 , . . . , x n }, .) is a free group on (n − 1) generators. It is generated by n small loops ν 1 , . . . , ν n , each of which encircles exactly one of the points x 1 , . . . , x n . Thus, the assertion is (α 0 ) # ν i ∈ π # π 1 (X 0 , .), for i = 1, . . . , n.
Take any i ∈ {1, . . . , n}. For a neighbourhood 2 ∼ = U i ∋ x i , there is a homotopy
with a holomorphic map ϕ = H 1 . Indeed, one lets all maps H s , for s ∈ [0, 1], be of type (2). In doing so, one deforms γ = γ 0 into the linear function γ 1 , given by γ 1 (t) = (t − t i )b + γ(t i ), thereby making sure that γ −1
Then
is, according to the construction above, a homotopy of maps to
Third step. The holomorphic case. The holomorphic map ϕ : U i ∼ = 2 → P 2 ( ) lifts to X ′ , at least when the neighbourhood U i is chosen small enough. Indeed, the holomorphic curve ϕ(
2 ) meets the branch locus only once, and with multiplicity 2, which implies that (l 1 · · · l 6 )| ϕ( 2 ) is the square of a holomorphic function.
This shows that one has (ϕ|
) is generated by (α 0 ) # ν i , the assertion follows.
Transcendental 2-cocycles. One has π 2 (X ′ ) = π 2 (X)/ span(E 1 , . . . , E 15 ). Thus, each of the spheroids constructed allows a further lift to the minimal desingularisation X. Moreover, since P ⊃ span(E 1 , . . . , E 15 ), the class in H 2 (X, )/P is independent of the particular lift chosen. The construction described provides, in fact, by far more than six representatives of classes in H 2 (X, )/P .
Algorithm 4.4 (Determining the cup product on P ⊥ , up to scaling). Let X be a K3 surface that is given as the minimal desingularisation of a double cover of the form (1) and α 1 , . . . , α n : S 2 → X be spheroids.
i) Choose open neighbourhoods
4 , no three of the resulting six lines in P 2 have a point in common. Then the cohomology classes c α 1 , . . . , c αn uniquely extend to the whole family of K3 surfaces X (a,b,c,d) that are analogous to X. Moreover, choose N surfaces X 1 , . . . , X N at random from the family and write down the corresponding holomorphic 2-forms ω 1 , . . . , ω N . [We work with N = 50.] ii) Set up the matrix M := ( c α j , ω i ) 1≤i≤N,1≤j≤n using numerical integration and calculate the singular value decomposition of M. Six singular values should be numerically nonzero. The others give rise to linear relations among the cohomology classes c α 1 , . . . , c αn iii) Choose a basis c 1 , . . . , c 6 of the free -module spanned by c α 1 , . . . , c αn modulo the relations found. iv) Build from M the matrix F := ( c j 1 , ω i c j 2 , ω i ) 1≤i≤N,1≤j 1 ≤j 2 ≤6 and determine a approximate solution of the corresponding homogeneous linear system of equations, using the QR-factorisation of F . The solution vector describes the symmetric, bilinear form desired.
Remarks 4.5. i) As it relies on the restricted period space, our method detects only the restriction of the cup product pairing to P ⊥ ⊂ H 2 (X, É), cf. Corollary 3.12.
Every class in H 2 (X, )/P has a unique representative in P ⊥ , the orthogonal projection pr : H 2 (X, )/P → P ⊥ being injective.
ii) The algorithm yields the matrix describing the cup product pairing, up to scaling, with respect to (c 1 , . . . , c 6 ), but provides the dual basis (c 1 , . . . , c 6 ). The corresponding matrices are, in fact, inverse to each other. Indeed,
ii) [Scaling] Let α : S 2 → X be a spheroid constructed from a deformed line, as in Figure 1 , to the left. Then (pr(c α ), pr(c α )) = − Proof. Up to homotopy, the three double points are collinear. Then, without restriction, α ′ , as in (2) and (3), parametrises a complex projective line in P 2 , so that its lift α parametrises a complex-analytic curve C ′ ⊂ X ′ of genus 0. Its strict transform C ⊂ X represents one of the possible lifts α : S 2 → X to the minimal desingularisation. The projection to P ⊥ is then represented by the É-divisor , as is easily seen from a direct calculation.
ii) [Numerical integration] In order to numerically calculate the 2-dimensional integrals occurring, we use Fubini's Theorem in a completely naive manner. The resulting 1-dimensional integrals are then evaluated using the Gauß-Legendre method of a degree between 30 and 300.
Fact 4.6. Let X be the minimal desingularisation of a double cover of P 2 ramified over a union of six real lines, such that no three of them have a point in common. Then the classes of the spheroids, as described in Proposition 4.3, always generate the whole of H 2 (X, )/P .
Proof [depending on numerical integration]. The admissible configurations of six real lines correspond under projective duality to the arrangements of six real points in P 2 , no three of which are collinear. Moreover, classical invariant theory shows that only four such arrangements are essentially distinct. We made an experiment for each case.
Real and complex multiplication. Hodge structures
The concepts.
Definition 5.1 (Deligne). i) A (pure É-)Hodge structure of weight i is a finite dimensional É-vector space V together with a decomposition
having the property that H m,n = H n,m for every m, n ∈ ≥0 such that m + n = i.
ii) A polarisation on a pure É-Hodge structure V of even weight is a nondegenerate symmetric bilinear form ., . : V × V → É such that its -bilinear extension ., . : V × V → satisfies the two conditions below.
• One has x, y = 0 for all x ∈ H m,n and y ∈ H m ′ ,n ′ such that m = n ′ .
• The inequality i m−n x, x > 0 is true for every 0 = x ∈ H m,n . Definition 5.3 (Zarhin) . A Hodge structure of K3 type is a primitive polarisable Hodge structure of weight 2 such that dim H 2,0 = 1.
Examples 5.4. Let X be a compact complex manifold that is Kähler.
i) Then H j (X, É) is naturally a polarisable pure É-Hodge structure of weight j. ii) For X a K3 surface, the transcendental part T := (Pic X⊗ É)
Hodge structure of K3 type. Indeed, if T would split off a direct summand T ′ then, without restriction, one had T ′2,0 = 0. But this implies that T ′ must be contained in the algebraic part, according to the Lefschetz (1, 1)-Theorem, a contradiction.
Facts 5.5 (Zarhin) . Let T be a Hodge structure of K3 type. i) Then E := End(T ) is either a totally real field or a CM field.
ii) Suppose that T is equipped with a polarisation ., . . Then every ϕ ∈ E operates as a self-adjoint mapping. I.e., ϕ(x), y = x, ϕ(y) , for the identity map in the case that E is totally real and the complex conjugation in the case that E is a CM field. Examples 5.7. Let f 6 be a homogeneous sextic form in three variables that defines a regular curve C ⊂ P 2 . Then the double cover X : w 2 = f 6 (x, y, z) ramified at C is a K3 surface of degree 2. i) Suppose that f 6 (x, y, −z) = −f 6 (x, y, z) or f 6 (y, x, z) = −f 6 (x, y, z). Then X has an automorphism, given by
and complex multiplication by É( √ −1). ii) Suppose that f 6 (x, y, z) = ζ 3 f 6 (y, z, x). Then X has an automorphism, given by I : (w, x : y : z) → (ζ 6 w, y : z : x) , and complex multiplication by É(
Proof. The automorphism J := I •I (respectively I •I •I) of X is of order 2 and has the curve C as its fixed point set. The genus of C is 10, hence the topological Euler characteristic is equal to (−18). Therefore, the Lefschetz trace formula [Ed, Theorem 8.5] shows that Tr J| H 2 (X,É) = −20. This means that J acts nontrivially, with only eigenvalue (−1), on the 21-dimensional orthogonal complement of the inverse image of a general line on P 2 . In particular, it does so on the transcendental part T ⊂ H 2 (X, É).
Example 5.8. Let f 4 be a homogeneous quartic form in three variables that defines a regular curve C ⊂ P 2 . Then the fourfold cover X : w 4 = f 4 (x, y, z) ramified at C is a K3 surface of degree 4. It has an automorphism, given by I : (w : x : y : z) → (ζ 4 w : x : y : z) and complex multiplication by É( √ −1). Proof. Again, the automorphism I •I is of order 2 and has C as its fixed point set. But here, C is of genus 3, such that Tr J| H 2 (X,É) = −6 results. In other words, the eigenvalue 1 has multiplicity 8, while the eigenvalue (−1) occurs with multiplicity 14.
On the other hand, X is a double cover of the degree two Del Pezzo surface X ′ , given by w 2 = f 4 (x, y, z). One has Pic X ′ ∼ = 8 and the natural homomorphism π * : Pic X ′ → Pic X is an injection, as it doubles all intersection numbers. Thus, J acts nontrivially, with only eigenvalue (−1), on the 14-dimensional orthogonal complement of im(π * :
In particular, it does so on the tran-
Example 5.9. Let f 2 and f 3 be homogeneous forms in four variables such that the subscheme X ⊂ P 4 , given by f 2 (x, y, z, u) = 0 and v 3 = f 3 (x, y, z, u) is regular. Then X is a K3 surface of degree 6. It has an automorphism, given by
and complex multiplication by É(
Proof. The automorphism I is of order 3 and has the curve
as its fixed point set. This is a canonical curve of genus 4, such that the Lefschetz trace formula yields Tr J| H 2 (X,É) = −8. In other words, the eigenvalue 1 has multiplicity 2, while the eigenvalues ζ 3 and ζ 3 both occur with multiplicity 10. On the other hand, X is a threefold cover of the space quadric, given by X ′ : f 2 (x, y, z, u) = 0. One has Pic X ′ ∼ = 2 and the natural homomorphism Pic X ′ → Pic X is an injection, tripling all intersection numbers. Thus, J acts nontrivially, with eigenvalues only ζ 3 and ζ 3 , on the 20-dimensional orthogonal complement of the image of H 2 (X ′ , É) in H 2 (X, É). In particular, it does so on the
The known examples II.
Real multiplication tends to be more complicated than complex multiplication. In particular, no examples are known, in which real multiplication occurs due to an automorphism.
Proposition 5.10 (Some arithmetic effects of real or complex multiplication).
Let X be a K3 surface over É. A) Suppose that X has real or complex multiplication by a field containing É( f is a square.
b) The reduction X p is non-ordinary. I.e., #X p ( p ) ≡ 1 (mod p). B) Let a, D ∈ be such that gcd(a, D) = 1 and suppose that #X p ( p ) ≡ 1 (mod p) for every good prime p ≡ a (mod D). Then X has real or complex multiplication. Example 5.11. Let q : X → A 1 É be the family of K3 surfaces, the fibres of which are the minimal desingularisations of the double covers of P 2 , given by
i) Then the generic fibre of q is of geometric Picard rank 16. ii) Every geometric fibre of q, the Picard rank of which is 16, has real multiplication by É(
Proof. i) The generic fibre is a double cover of P 2 ramified over a union of six lines in general position. Thus, the minimal desingularisation is obtained by blowing up 15 times, which immediately shows that rk Pic X η ≥ 16. The upper bound is established using a variant of van Luijk's method [vL] .
The proof of ii) relies on the arithmetic effects caused by real multiplication. Using an elliptic fibration, we showed that all primes p ≡ 3, 5 (mod 8) are nonordinary. Cf. [EJ14, Theorem 6.6 ] for more details.
Remark 5.12. For t ∈ É, the field of definition of the Picard group is É( √ 2), too.
Remarks 5.13. i) Several further families have been found, for which there is strong evidence for real multiplication by specific fields, including É( For each of these surfaces, it has been verified that the arithmetic effects caused by real or complex multiplication occur for all primes p < 500. This required fast methods for point counting on surfaces over finite fields, cf. [Ha] or [EJ16] .
ii) Moreover, there are a few isolated examples for É( √ 13). For instance, there is the following.
Example 5.14. Let X be the minimal desingularisation of the double cover of P 2 , given by
Then X is a K3 surface over É of geometric Picard rank 16. There is strong evidence that X has real multiplication by É(
Proof. The quartic form f 4 is the norm of a linear form over the cyclic quartic number field K = É( 13 − 3 √ 13) of conductor 8 · 13. Thus, the branch locus is the union of six lines in general position. This shows that rk Pic X ≥ 16, while the upper bound may again be obtained using van Luijk's method.
Evidence for real multiplication includes the facts that #X( p ) ≡ 1 (mod p) for every prime p ≡ 2, 5, 6, 7, 8, 11 (mod 13) up to 1000, as well as the splitting over É( − 1 such that the following is true. Let x ∈ Ω κ,r ⊂ Q κ,r be the period point of a marked K3 surface (X, i), for which the cohomology classes c k ∈ H 2 (X, É) from the dual basis are algebraic, for k = 22 − r + 1, . . . , 22, and the Picard rank of X is exactly r. Then X has complex multiplication by K if and only if x ∈ M.
Proof. By Fact 3.11, one has that Pic X = i(x) ⊥ ⊇ span(c 1 , . . . , c 22−r ) ⊥ . However, the assumption rk Pic = r ensures equality, such that the transcendental lattice of X is T = (Pic X ⊗ É) ⊥ = span(c 1 , . . . , c 22−r ). i) Real multiplication by K means that K operates É-linearly on T , keeping the distinguished cohomology class x 1 c 1 + · · · + x 22−r c 22−r as a simultaneous eigenvalue. For this, take a primitive element u ∈ K. To fix the operation of K, one simply has to choose a self-adjoint endomorphism U : T → T , the minimal polynomial of which is the same as that of u. If this is possible then d | (22 − r). Moreover, there are certainly only countably many choices. Thus, let us consider U as being fixed.
Then U Ê has d eigenvalues, the numbers σ 1 (u), . . . , σ d (u), for σ i : K → Ê the real embeddings, and the eigenspaces E 1 , . . . , E d are of dimension
Since U is self-adjoint, the eigenspaces are perpendicular to each other. In particular, they are non-degenerate quadratic spaces.
To complete the proof, let us note that, for real multiplication, the vector x 1 c 1 + · · · + x 22−r c 22−r needs to be contained in E i ⊗ Ê , for one of the eigenspaces.
ii) Take a primitive element u ∈ K. Similarly to the above, for complex multiplication, one has to choose an endomorphism U : T → T , the minimal polynomial of which is the same as that of u. Again, if this is possible then d | (22 − r), and, again, there are only countably many choices, so that we may consider U as being fixed. Then U has d eigenvalues, the numbers σ 1 (u), . . . , σ d (u), for σ i : K → the complex embeddings, and the eigenspaces E 1 , . . . , E d are of dimension
each. And, clearly, for complex multiplication, the vector x 1 c 1 + · · · + x 22−r c 22−r needs to be contained in one of the eigenspaces E i . This provides us with projective subspaces of dimension 22−r d − 1, as desired. Moreover, U must fulfil, together with the linear map V , associated with u, the self-adjointness relation U (x), y = x, V (y) . In particular, for x ∈ E i , this yields
and hence x, x = 0, as σ i (u) is certainly non-real, when K is a CM field and u a primitive element. This shows that the projective subspaces P(E i ), associated with the eigenspaces E i , are already contained in Q κ,r .
6. Tracing the preimage of a curve in the period space Remark 6.1. In particular, in a family of K3 surfaces of Picard rank 16, there are 1-dimensional subfamilies having real multiplication. Cf. [vG, Example 3.4] . Strategy 6.2. Let X be an isolated example of a K3 surface that has real multiplication by a quadratic field É(
Assume that X is given as the minimal desingularisation of a double cover of the form (1). The strategy below describes how to find the 1-dimensional family of RM surfaces, X belongs to. i) Run Algorithm 4.4 in order to fix a marking i on X and to calculate the cup product pairing in terms of i. Then, in particular, open neighbourhoods ∼ = U(a 0 ) ∋ a 0 , . . . , ∼ = U(d 0 ) ∋ d 0 are chosen in such a way that, for every (a, b, c, d) ∈ 4 , no three of the resulting six lines in P 2 have a point in common. Thus, the marking extends to the whole family and there is the associated period map τ :
4 −→ Q, (a, b, c, d) → τ (X (a,b,c,d) , i (a,b,c,d) ) .
ii) Calculate the period point of X = X (a 0 ,b 0 ,c 0 ,d 0 ) and identify the three linear relations between the six periods that encode real multiplication. These define, together with the cup product pairing, a conic C in the restricted period space. iii) Trace the curve Q −1 (C) ⊂ 4 using a numerical continuation method.
iv) Use the singular-value decomposition in order to find algebraic relations between the coordinates of the points found. Control, using Gröbner bases, that they indeed define an algebraic curve.
The result.
Theorem 6.3. Consider the family of double covers X Proof. a) Putting (a, b, c, d) := (0, −4, −9, −8), the surface from Example 5.14 is obtained. b) This is easily obtained by a calculation in any computer algebra system. We used magma for this purpose.
c) The curve C is the result of Strategy 6.2, taking the surface from Example 5.14 as the starting point. Evidence for assertion c) includes that one has #X ξ ( p ) ≡ 1 (mod p), for every prime number p < 500 such that p ≡ 2, 5, 6, 7, 8, 11 (mod 13) and every point ξ ∈ C( p ).
Remark 6.4. The genus 1 curve C has É-rational points. Taking any of them as the origin, the Mordell-Weil group of C is isomorphic to .
Remarks 6.5 (Some details). i) When running Algorithm 4.4, we used 14 transcendental cohomology classes, which were represented by spheroids and obtained as explained in Section 4. For numerical integration, the Gauß-Legendre method of degree 30 [i.e. order 60] was applied, using floats of 30 digits.
In step ii) of Algorithm 4.4, we found six singular values within a factor of 100, while the next one was smaller by nine orders of magnitude. In the basis chosen, the cup product form found on P ⊥ has only coefficients from {±1, ± 1 2 , 0}, up to errors that are smaller than 10 −10 . ii) In step iii) of Strategy 6.2, in the language of [AG] , we applied a predictorcorrector method. More precisely, we used the Euler predictor, followed by Newton corrector steps. We did not care too much about rounding errors, nor about a step length adaptation, as we worked with floats of high precision. For numerical integration, the Gauß-Legendre method of degree 100 [i.e. order 200] was used. Based on this, we determined 101 points on Q −1 (C) ⊂ 4 , each with a numerical precision of 80 digits. iii) Polynomials of degree ≤ 3 in four variables form a vector space of dimension 35. When looking for cubic relations between the 101 points found, we ended up with 25 singular values in the range from 1714 to 6.08 · 10 −41 , the other ten being less than 10 −80 . Thus, the curve sought is contained in an intersection of ten cubics in A 4 . The equations given form a Gröbner basis for the ideal generated by them.
