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Abstract
A super point is a host that interacts with a far larger number of counterparts in the network over a period of
time. Super point detection plays an important role in network research and application. With the increase of
network scale, distributed super point detection has become a hot research topic. Compared with single-node
super point detection algorithm, the difficulty of super point detection in multi-node distributed environment
is how to reduce communication overhead. Therefore, this paper proposes a three-stage communication
distributed super point detection algorithm: Rough Estimator based Asynchronous Distributed super point
detection algorithm (READ). READ uses a lightweight estimator, the Rough Estimator (RE), which is fast
in computation and takes less memory to generate candidate super point. At the same time, the Linear
Estimator (LE) is used to accurately estimate the cardinality of each candidate super point, so as to detect
the super point correctly. In READ, each node scans IP address pairs asynchronously. When reaching the
time window boundary, READ starts three-stage communication to detect the super point. In this paper,
we proof that the accuracy of READ in distributed environment is no less than that in the single node
environment. Four groups of 10 Gb/s and 40 Gb/s real-world high-speed network traffic are used to test
READ. The experimental results show that READ not only has higher accuracy in distributed environment,
but also has less than 5% of communication burden compared with existing algorithms.
1. Introduction
The Internet is one of the most important in-
frastructures of the modern information society.
With the rapid development of China’s economy,
the bandwidth of core network is increasing year by
year. According to the latest statistics of China In-
ternet Information Center (CNNIC), as of Decem-
ber 2018, China’s international export bandwidth
has reached 8,946,570 Mbps, with an annual growth
rate of 22.2%[1]. It is a worldwide problem to man-
age such a large-scale network effectively and ensure
its safe operation.
In the face of complex network environment, the
monitoring and protection of backbone network is
the most important and basic step[2]. Internet
management under the condition of large data-level
network traffic is a hot research subject, which can
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be carried out from different aspects at the indus-
trial and academic levels. To pay more attention to
some core hosts in the network is a way to improve
the efficiency of network management[3].
The super point in the Internet is such a kind
of core host[4]. It is generally believed that a super
point refers to a host that communicate with lots of
other hosts. Super points play important roles in
the network, such as servers, proxies, scanners[5],
hosts attacked by DDoS, etc. The detection and
measurement of super points are important to net-
work security and network management[6].
With the increase of network size, large-scale
networks usually contain multiple border entries
and exits. How to detect the super point from
multiple nodes is a new requirement for super
point detection. Some existing algorithms, such as
DCDS[7], VBFA[8] and CSE[9] and so on, can re-
alize distributed super point detection by adding
data merging process. However, in the distributed
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environment, DCDS, VBFA, CSE must send all the
whole used memory, which is more than 300MB for
a 10Gb/s network, to the main server. When de-
tecting the super point, such a large data trans-
mission between the sub-node and the global server
will cause the peak traffic of network communica-
tion and increase the communication delay. How to
reduce the communication overhead in distributed
environment is a difficult problem in the research
of distributed super point detection.
Super points account for only a small portion of
all hosts. In theory, only the data related to the su-
per point should be sent to the global server to com-
plete the super point detection. Based on this idea,
a distributed super point detection algorithm, asyn-
chronous distributed algorithm based on rough es-
timator (READ), is proposed in this paper. READ
uses a lightweight rough estimator (RE) to gener-
ate candidate super points. Because RE takes up
less memory, each sub-node only needs to send a
small amount of data to the global server to gener-
ate candidate super points. READ not only reduces
the detection error rate, but also reduces the com-
munication overhead by transferring data related
to candidate super points to the global server. The
main contributions of this paper are as follows:
• A method of generating candidate super point
in distributed environment using lightweight
estimators is proposed.
• A distributed super point detection algorithm
READ with low communication overhead is
proposed.
• It is proved theoretically that READ has lower
error rate in distributed environment.
• Using the real-world high-speed network traffic
to evaluate the performance of READ.
In section 2, we introduce the rough estimator
and the linear estimator for estimating hosts cardi-
nality, as well as the existing algorithms for super
point detection. Section 3 discuss the model and
difficulty of distributed super point detection. Sec-
tion 4 introduces the operation principle of READ,
and how READ works. Section 5 introduces how to
modify READ to work under sliding time window.
Section 6 shows the experiment of READ with 10
Gb/s and 40 Gb/s real world network traffic, and
analyses the detection accuracy of READ in dis-
tributed environment and the communication over-
head between sub-nodes and the global server. Sec-
tion 7 summarizes READ.
2. Related work
Super point detection is a hotspot in the field of
network research and management. For the sake of
narrative convenience, this section first gives rele-
vant definitions.
2.1. Related definitions
All of the super point detection algorithms are
based on network traffic and belong to passive net-
work measurement. The original data used in the
algorithm is the IP address collected from the net-
work. For network managers, the measuring place
is usually located at the boundary of the managed
network, as shown in Figure 1. The host in A com-
municates with those hosts in B through the bound-
ary router. IP address pairs such as < a,b > can
be extracted from each packet passing through the
border router, where a ∈ A, b ∈ B. For the host a
in A, its cardinality is defined as follows:
Definition 1 (Opposite host set / cardinality). In
time window T , for a host a ∈ A, the set of all
hosts in B that communicating with it is called the
opposite host set of a, and is denoted as SB
a,T . The
size of SB
a,T is called the cardinality of a, which is
denoted as |SB
a,T |.
The cardinality is one of the important network
attribute[10], and it is also the only criteria of super
point judgement.
Definition 2 (Super point). In the time window
T , the host whose cardinality exceeds the specified
threshold is called a super point.
In this paper, without losing generality, it is as-
sumed that the super point detection is only for A.
Threshold is set by the users according to different
situations, such as detecting DDoS attacks, locat-
ing servers and so on.
Cardinality estimation is the basis of super point
detection. In the next section, we will introduce the
commonly used algorithm for cardinality estimating
in super point detection.
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Figure 1: The observation node on network boarder
2.2. Cardinality Estimation
Cardinality is an important attribute in net-
work research[11]. At the same time, the cal-
culation of cardinality is also the basis of su-
per point detection[12]. Therefore, this sub sec-
tion introduces the algorithm of hosts cardinality
estimating[13].
There are many cardinality estimating algo-
rithms, such as PCSA algorithm[14], HyperLogLog
algorithm[15], Linear Estimator (LE) algorithm[16]
and so on. LE algorithm is widely used in super
point detection because of its high accuracy and
simple operation.
Let C denote a set of bits and |C| denote the num-
ber of bits in C. LE uses C to record and estimate
the opposite hosts of a. Each bit in C is initially set
to zero. For any opposite host b, LE maps it to a
bit in C by using the hash function hLE(b) and sets
the bit to 1. At the end of time window T , LE uses
the following formula to estimate |SB
a,T |. Where n0
denotes the number of bits in C with value of 0.
|SB
a,T |′ = −|C| ∗ log(n0/(|C|)) (1)
The estimation error of LE is related to |SB
a,T |
and the number of counter |C|. Define the ratio
of |SB
a,T | to |C| as a load factor, marked L. The
estimated standard deviation of LE is
√
(eL−L−1)
C .
When |SB
a,T | is determined, the larger |C| is, the
higher the estimation accuracy of LE is. However,
the larger |C|, the more memory space LE occu-
pies, and the longer time it takes to estimate the
cardinality.
In order to compensate for the deficiency of LE,
Jie et al.[17] proposed a lightweight rough estimator
(RE). RE only takes 8 bits to determine whether
a is a candidate super point. At initialization, RE
sets all 8 bits to 0. For each opposite host b of a, RE
maps b to a random integer b˜ between 0 and 232−1
using hash function hrand(b), and then compares
the lowest significant bit of b˜ with a real number
τ . The lowest significant bit is the position of the
first bit “1” starting from the right. For example,
the binary formatter of integer 200 is “11001000”,
its lowest significant bit is 3. Let R0(x) denote
the lowest significant bit of integer x. τ is used to
determine whether update a bit. The definition of
τ is as follows.
τ = log2(θ/g) (2)
If R0(b˜) ≥ τ , RE maps b to one of 8 bits us-
ing a hash function and sets the bit to 1. Denote
this hash function as hRE(b). When the number
of bits with a value of 1 is greater than or equal to
3, RE determines b as a candidate super point. As
a lightweight estimator, RE can quickly determine
candidate super point, but it cannot accurately es-
timate the cardinality. Jie et al.[18] used RE as
a preliminary screening tool to reduce the range
of candidate super points, and combined with LE
to realize real-time detection of super points un-
der sliding time window. A detailed analysis of RE
could be found in [19].
2.3. Super point detection
From the introduction in the previous sub sec-
tion, LE and RE can estimate the cardinality of a
host and determine whether a host is a candidate
super point. However, there are a large number
of active IP[20] in the actual network. At the be-
ginning of the time window, it is not known which
IP will become a super point. The task of the su-
per point detection algorithm is to detect the su-
per points from these IP based on the cardinality
estimation algorithm. In this paper, we call the
memory that used to record the opposite hosts in-
formation as master data structure.
A simple and straightforward method of super
point detection is to record each host a and its op-
posite IP. But this is unrealistic, because there are
3
a lot of IP addresses in high-speed networks. Accu-
rately recording each IP and its opposite hosts not
only requires a lot of memory, but also a lot of mem-
ory access times[21]. Therefore, the estimation-
based super point detection algorithms using fixed
amount of memory have attracted wide attention,
and a large number of super points detection algo-
rithms have emerged, such as CBF[22], DCDS[7],
VBFA[8] and CSE[9].
CBF[22] is a super point detection algorithm
based on the principle of Bloom filter. It uses
Bloom filter to remove duplicate IP address pairs,
and uses a data structure derived from Bloom fil-
ter, called Counting Bloom filter, to record opposite
IP information. The algorithm uses Bloom filter to
avoid multiple updates of the master data struc-
ture by the same IP address pair, and improves
the speed of the algorithm. When updating the
counting Bloom filter, only increment some coun-
ters with 1, and no other complicated calculation
is needed. Since each counter can be used by mul-
tiple hosts, the memory usage of the algorithm is
low. Although Bloom filter can avoid multiple up-
dates of CBF to an IP address pair, it may also
cause omissions of some IP address pairs. In dis-
tributed environment, an IP address pair will ap-
pear on different nodes, which will be updated by
different nodes many times. Therefore, CBF can
not be applied to distributed environment.
DCDS[7], VBFA[8] and CSE[9] all use LE to es-
timate hosts cardinality. DCDS[7] uses China Re-
mainder Theorem (CRT)[23] to restore candidate
super point. However, when mapping a to LE,
DCDS needs to use CRT principle, which takes up
more computing time and is not conducive to the
improvement of algorithm speed. VBFA does not
use computationally complex CRT to recover can-
didate super points, but maps a to different LE
according to the principle of Bloom filter[24]. The
length of LE array used to recover candidate super
points in VBFA is fixed. As the number of host
increases, each LE is used to estimate too many
hosts cardinalities. At this time, the number of hot
LE (whose cardinality is bigger than threshold) in
LE array increases correspondingly. The number
of hot LEs that need to be tested also increases,
which increases the time to recover candidate su-
per points. CSE uses virtual LE to estimate the
number of counterparts. CSE assigns a virtual LE
to each a. Each bit in virtual LE associates with a
physical bit in the bit pool. CSE achieves bit-level
sharing and makes more efficient use of memory.
Each a associates with only one virtual estimator,
so only one physical bit needs to be updated when
scanning each IP address pair, and memory access
times are less than DCDS and VBFA. CSE cannot
generate candidate super points after scanning all
IP address pairs in a time window like DCDS and
VBFA. Therefore, CSE saves all hosts in A as candi-
date super points, when scanning IP address pairs.
It increases the number of candidate super points
and the time used to estimate the cardinalities of
candidate super points.
DCDS, VBFA and CSE can run in distributed en-
vironment. In distributed environment, DCDS and
VBFA collect LE from all nodes, and merge these
LE sets according to “bit or” mode; CSE collects
bit pools from all nodes, and merges these bit pools
according to “bit or” mode. Then the super points
are detected according to the unioned LE set or bit
pool. Although DCDS, VBFA and CSE can run in
a distributed environment, they need to collect all
LE or bit pools from each distributed node, which
leads to low communication efficiency. This paper
presents an algorithm that can realize distributed
super point detection by collecting only fraction of
LE sets, which reduces the communication in dis-
tributed environment.
2.4. Notations and symbols
To facilitate reading, Table 1 lists some com-
monly used symbols and abbreviations in this arti-
cle. In Table 1, RE cube, RE array, LE array are
data structures used in our algorithm, and they will
be described in detail in section 4.
3. Distributed super point detection model
and difficulty
A network connected to the Internet may have
multiple border routers, as shown in Figure 2. For
example, a campus network access to multiple In-
ternet Service Provider(ISP). Assuming that there
is an observation node at each border router. Traf-
fic can be observed and analyzed independently on
each node. This section will discuss the algorithm
of super point detection in distributed environment.
3.1. Detection model
For a host a in the network, it may interact
with different opposite hosts through different bor-
der routers. At this time, only part of the traffic of a
4
Table 1: Notations and symbols used.
Notation Definition
A The network from which to detect super points.
B The network communicating with A through edge routers.
a or b An IP address in A or B.
T A time window.
SB
a,T Set of opposite hosts of a in T .
n The number of distributed observation nodes.
Ol The l-th observation node.
SpairT ,l The stream of IP pair observed on Ol in time window T .
Rl A RE cube in the l-th observation node.
r The number of right bits in a used to locate a RE array in RE cube.
La The left (32− r) bits of a.
u The number of row in a RE array.
vi The number of bits in La which is used to locate a RE in the i-th row of a RE array.
Ll A LE array in the l-th observation node.
uˆ The number of row of a LE array.
vˆ The number of column of a LE array.
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Figure 2: Super point detection in distributed environmentr
can be observed at each observation node. Assum-
ing that the host a communicates with other net-
works in the Internet through n border routers, only
part of the traffic of a is forwarded on each border
router. At this time, the cardinality of a observed
at each border router may be less than the thresh-
old, but the cardinality of a observed from all ob-
servation nodes is larger than the threshold, which
will lead to the omission of super points. Therefore,
it is a meaningful work to detect the super point in
distributed environment.
In the distributed environment, the global server
collects data from all observation nodes and per-
forms super point detection. The research of su-
per point detection in distributed environment is
to study which data the global server collects from
the observation nodes and how to detect the global
super points on the global server.
3.2. Requirements and difficulties
In order to avoid missing super point in dis-
tributed environment, it is necessary to detect them
globally. A simple method is to send the IP ad-
dress pairs extracted from each observation node to
a global server that processes all data, and then de-
tect the super point on global server. This method
needs to transfer a large amount of data between
the global server and observation nodes. There-
fore, the method of sending all IP addresses to the
global server and detecting the super point on the
global server cannot process the high-speed network
data in real time because of the long communica-
tion time.
Another method of super point detection in dis-
tributed environment is to run super point detec-
tion algorithms, such as DCDS, VBFA and CSE,
at each observation node and then send only the
master data structure to the global server for su-
per point detection. Compared with the method
of transferring all IP addresses to the global server,
the method of transferring only the master data
structure to the global server reduces the commu-
nication overhead between observation nodes and
the global server.
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But when using this method, all observation
nodes need to transmit the master data structure to
the global server. When the number of observation
nodes increases, the total amount of data trans-
ferred between all observation nodes and the global
server will also increase. Moreover, the size of the
master data structure is related to the error rate of
the algorithm: the larger the master data structure,
the lower the error rate of the algorithm. Therefore,
the communication overhead between the observa-
tion node and the master node cannot be reduced
by reducing the size of the master data structure. In
addition, the transmission of all master data struc-
tures will generate a large amount of burst traffic
at the end of the time window, which will increase
the network burden.
How to avoid sending all master data structures
to the global server and reduce the communication
between observation nodes and the global server is
a difficult problem in distributed environment.
3.3. Solution of this paper
If only part of the cardinality estimation struc-
ture at the observation node is sufficient to detect
the global super point, then there is no need to
transfer all of them between the observation node
and the global server, which can further reduce the
communication overhead. Based on this idea, this
paper proposes a low communication overhead dis-
tributed super point detection algorithm: Rough
Estimator based Asynchronous Distributing Algo-
rithm (READ).
In distributed environment, it is necessary to
recover the global candidate super points at the
end of the time window according to the informa-
tion recorded at all observation nodes. DCDS and
VBFA have the function of recovering candidate su-
per points. But DCDS and VBFA have to use LE
to recover candidate super points. Although LE
has a high accuracy, it also occupies a high amount
of memory, resulting in a large amount of commu-
nication between observation nodes and the global
server.
RE not only runs fast, but also occupies less
memory. If RE is used to generate candidate super
points, a small amount of memory can be used to
generate global candidate super points. The global
server collects LE related to candidate super points
from all observation nodes for estimating the car-
dinalities of candidate super points, and then com-
pletes super points detection without transmitting
all cardinality estimation structure. In the next sec-
tion, we will describe how READ works.
4. RE based distributed super points detec-
tion algorithm READ
In this section, we will introduce our low com-
munication overhead distributed super points de-
tection algorithm Rough Estimator based Asyn-
chronous Distributed super points detection algo-
rithm(READ).
4.1. Principle of READ
READ uses a data structure that can recover
candidate super points to achieve distributed super
points detection. It uses RE to recover candidate
super points and LE to estimate cardinality of each
candidate super point. Therefore, the master data
structure of READ includes two parts: RE set and
LE set. Scanning IP address pairs and estimat-
ing cardinalities are operations on RE and LE sets.
REDA algorithm contains three main steps:
• Scan IP pair on each observation node. Each
observation node scans each IP address pair
passing through it and updates the RE and
LE sets on it.
• Generate candidate super points in global
server. The global server collects RE sets from
all observation nodes, merges these RE sets,
and generates candidate super points using the
merged RE sets.
• Estimate cardinalities and filter super points.
After the candidate super points are obtained,
the global server collects LE related to each
candidate super point from all observation
nodes, and estimates the cardinalities of can-
didate super points based on these LE.
According to the above analysis, in READ, the
communication between observation nodes and the
global server is divided into three stages:
• Each observation node sends RE set to global
server;
• The global server distributes candidate super
points to each observation node;
• Each observation node sends LE of every can-
didate super point to the global server;
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For READ, the sum of the communication in the
three stages above is the total communication be-
tween an observation node and the global server in a
time window. The number of LEs sent by observa-
tion nodes to the global server equals to the number
of candidate super points. Since the number of can-
didate super points is less than the number of LE
in the master data structure, the amount of data
sent by each observation node to the global server
is less than the size of LE set.
4.2. Scanning IP pair in distributed environment
Distributed scanning IP address pairs is to scan
the IP address pairs collected at each observation
node. Let Ol denote the l-th observation node and
SpairT ,l,denote all IP address pairs in time window T
on Ol. READ uses RE estimator and LE estimator
to record IP information. Each observation node
has the same cardinality estimation structure: the
same number of RE and LE, and the same number
of counters in RE and LE. The basic operation of
Ol when scanning IP address pairs is to update RE
and LE.
READ uses RE to generate global candidate su-
per points, and LE to estimate the cardinality of
each global candidate super point. In distributed
environment, because only part of the network traf-
fic can be observed at each observation node, it is
impossible to determine whether a host is a global
candidate super point according to RE when scan-
ning IP address pairs. In distributed environment,
the algorithm of super point detection must be able
to recover the global candidate super points di-
rectly, such as DCDS and VBFA.
In order to recover candidate super points,
READ adopts a new data structure, Rough Estima-
tor Cube (REC). REC is a three-dimensional data
structure composed of RE, as shown in Figure 3.
The basic element of REC is RE. Several RE con-
stitutes a one-dimensional RE vector (REV); the
set of REV constitutes a two-dimensional RE ar-
ray (RE Array, REA). The three-dimensional REC
can be regarded as a set of REA, which contains 2r
REA and r is a positive integer less than 32. Each
REA of REC has the same structure, that is, the
REA contains the same number of REV, and the
associating REV contains the same number of RE.
Let u denote the number of REV contained in REA
and 2vi denote the number of RE contained in the
ith REV. Three indexes can be used to locate a RE
in REC accurately.
All observation nodes have their own REC, and
the structure of REC at different observation nodes
is the same, that is, the r, u , 2vi of REC at dif-
ferent observation nodes are the same. When the
IP address pair is scanned at the observation node,
the REC at the observation node will be updated.
Let Rl denote the REC on the observation node
Ol, Rl(i,j,k) denote the j-th RE of the i-th REV on
the k-th REA, where k is an integer between 0 and
2r − 1, i is an integer between 0 and u -1, and j is
an integer between 0 and 2vi-1. In time window T ,
for each IP address pair < a,b > of SpairT ,l,, READ
selects u RE from Rl according to a, and updates u
RE with b. How to map a to u RE in REC deter-
mines whether READ can recover global candidate
super points from REC.
RE RE RE RE RE RE RE RE RE
……
……R
EV
RE RE RE RE RE RE RE RE RE
……
……
R
EV
RE RE RE RE RE RE RE RE RE
……
……
R
EV
RE RE RE RE RE RE RE RE RE
……
……
R
EV
…
…
…
…
REA
REC
IPv4 address
32-r bits r bits
Figure 3: Structure of RE cube
The u RE associating with a are located in the
same REA. READ divides A into two parts: the
first part is r bits on the right (Right Part, RP),
and the second part is 32-r bits on the left (Left
Part, LP).
READ selects a REA in the REC based on the IP
of a. REC has 2r REA, so the RP of a can deter-
mine only one REA in the REC. READ divides A
into 2r subsets according to r bits on the right side
of the IP address. Each subset of A associates with
a REA in the REC. During the operation of the al-
gorithm, the number of RE in the REC is fixed, and
each RE is used to record opposite hosts of multiple
a. When A contains many IP addresses, by increas-
ing r, the number of hosts sharing the same RE can
be reduced.
The LP of a is used to select u RE in REA, i.e.
one RE from each REV. Let I i
a
denote the index
of RE in the i-th REV, 0 ≤ I i
a
≤ 2vi − 1. I i
a
is an integer containing vi bits. Let I ia [j] denote
the j-th bit in I i
a
, 0 ≤ j ≤ vi. READ selects vi
bits from the LP of a as the value of I i
a
. Let La
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denote the LP of a, La[i] denote the i-th bit of La,
0 ≤ i ≤ 32−r−1. Each bit in I i
a
associates with a
bit in La, as shown in Figure 4.
…… ……
32-r bits
……
𝔟0
……
𝔟1
……
𝔟u−1
RE index 0
RE index 1
RE index u-1
Figure 4: Locate RE by left part of IP address
When selecting bits from La as I ia, READ first
determines which bit in La is I ia [0], and then cal-
culates the other bits in I i
a
. Let bi denote the
index of the 0th bit of I i
a
in La, i.e. I ia [0]=La
[bi]. Each bit of I ia is calculated according to the
following formula:
I i
a
[j] = La[(bi+j)mod(32−r)], 0 ≤ j ≤ vi−1 (3)
bi0iu−1is a parameter of READ, which is deter-
mined at the beginning of the algorithm. In order to
recover the global candidate super point from REC,
bi meets the following conditions when setting:
• b0 = 0
• bi < bi+1 < 31− r, i ∈ [0, u− 2]
• bi+1 < bi + vi − 1, i[0, u− 2]
• bu−1 + vu−1 > 31− r
The above conditions ensure that each bit in La
appears in at least one I i
a
, and that there are the
same bits between two adjacent I i
a
(associating
with the same bit in La). When restoring global
candidate super points, READ extracts the associ-
ating bits of La from all I ia to recover La, and re-
duces the number of global candidate super points
by using the repeated bits between two adjacent
I i
a
.
RE estimator only determine whether the host
is a global candidate super point, but cannot give
an estimate of the cardinality. Therefore, READ
uses LE to estimate the cardinality of each global
candidate super points.
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...
LE
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...
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...
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...
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...
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...
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...
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...
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...
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...
LE
...
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...
LE
...
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...
LE
...
LE
……LE
V
...
LE
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LE
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...
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...
LE
...
LE
...
LE
...
LE
……LE
V
…… ……
LE array
ොu
ොv
Figure 5: Structure of LE array
READ uses LE array of uˆ rows and vˆ columns to
record the opposite hosts of a, as shown in Figure
5.
LE vector (LEV) contains uˆ LE, and LEA con-
tains u LEV. Each observation node has a LEA,
and the LEA at all observation nodes has the same
structure. Let Ll denote the LEA at the l-th ob-
servation node, and Lli,j denote the j-th LE in the
i-th LEV of Ll.
For each a in A, READ selects one LE from each
LEV of LEA to record the opposite hosts of a.
READ maps a to uˆ LE in LEV with uˆ random hash
functions. READ uses the hash function hLEAi (a)
when mapping a to a LE in the i-th LEV, where
h
LEA
i (a) ∈ [0, vˆ − 1], 0 ≤ i ≤ uˆ − 1. The observa-
tion node Ol not only updates Rl but also Ll when
scanning SpairT ,l .
The Algorithm 1 describes how READ scans IP
address pairs in one observation node. READ first
determines the size of REC and LEA according to
the parameters, allocates the memory needed by
REC and LEA, and initializes the counters of all RE
and LE. Then start scanning each IP address pair
in SpairT ,l and update REC and LEA. When scanning
IP address pairs < a,b >, READ selects a REA
from the REC by using r bits on the right side
of a, and extracts 32 − r bits on the left side of
a as La. Then the index of RE in each REV is
determined according to La. Here, the index of RE
refers to the location of RE in REV and takes the
value between [0, 2vi − 1], where 2vi is the number
of RE contained in the REV. For the i-th REV,
parameter bi specifies the bits in La associating
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Algorithm 1 scanIPair
Input: r,u, {v0, v0, · · · , vu−1}, {b0, b1, · · · , bu−1},
uˆ , vˆ, |C|, {hLEA0 ,hLEA1 , · · · ,hLEAuˆ−1 }, SpairT ,l
Output: Rl, Ll
1: Init Rl
2: Init Ll
3: for < a,b >∈ SpairT ,l do
4: k ← right r bits of a
5: La← left 32-r bits of a
6: for i ∈ [0,u−1] do
7: j=0
8: for i1 ∈ [0, vi − 1 do
9: j = j + (La[(bi + i1)mod(32−r)] <<
i1)
10: end for
11: Update Rli,j,k with b
12: end for
13: for i do[0,uˆ-1]
14: j= hLEAi (a)
15: Update Lli,j with b
16: end for
17: end forreturn Rl, Ll
with the first bit of the RE index. After the index
value of RE is obtained, the RE is updated with b.
Compared with updating Rl, updating Ll is much
simpler, because Ll is only used to estimate the
cardinality and does not need to restore the global
candidate super point.
After the observation node scans all IP address
pairs in SpairT ,l , Rl and Ll record the information of
opposite hosts. By collecting Rl and Ll from all ob-
servation nodes, the global candidate super points
can be recovered and the cardinalities of candidate
super points can be estimated.
The next section describes how READ recovers
global candidate super points in a distributed envi-
ronment.
4.3. Generate candidate super points
The master data structure at the observation
node consists of two parts: REC and LEA. REC
is used to recover global candidate super points,
which has the advantage of less memory consump-
tion; LEA is used to estimate cardinality, which has
the advantage of high estimation accuracy. Each
observation node can only observe part of the op-
posite hosts. In order to detect the super points ac-
curately, it is necessary to collect the opposite hosts
information recorded by each observation node on
the global server. In this paper, we call the super
points detected from IP address pairs of all observa-
tion nodes as global super points, and the generated
global candidate super points as global candidate
super points. When generating global candidate
super points, only RECs are collected from each
observation node, as shown in Figure 6.
ℝ0
𝕃0
Observation node 1
ℝ1
𝕃1
ℝ𝑛−1
𝕃𝑛−1
Global server
……
……
ℝ0
ℝ1
ℝ𝑛−1
……
Observation node 0 Observation node n-1
Figure 6: Collect REC from observation nodes
After each observation node has scanned all IP
address pair in a time window, only the REC needs
to be sent to the global server. The global server
merges all the collected REC. The merging method
is to merge the RE of different observation nodes in
a “bit or” manner. In this paper, the way of com-
bining according to “bit or” is called external merg-
ing, and the way of combining according to “bit
and” is called internal merging. External merger of
RE is defined as follows:
Definition 3 (RE Out merging). All bits of two
RE generate a new RE according to the operation
of “bit or”.
In this paper, when the operand of the operator
“
⊕
” is two RE or two LE, it means to out merge
the two RE or LE; when the operand of the operator
“
⊙
” is two RE or two LE, it means to inner merge
the two RE or LE.
The REC of all observation nodes are merged on
the global server by outer merging, which ensures
that any bit in the REC is still 1 in the merged
global REC as long as it is set to 1 at any one ob-
servation node. Since RE uses bits to record the
occurrence of opposite host, the global REC gener-
ated by outer merging contains the opposite infor-
mation recorded by all observation nodes.
In this paper, we call the REC used to restore the
global candidate super points on the global server
as the global REC. The global REC has the same
structure as the REC at all observation nodes. The
global REC and the REC of all observation nodes
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are merged according to outer merging. There are
two methods to get the global REC:
(1) Before merging the REC, the global server ini-
tializes a REC with the same structure as the
REC at the observation nodes, and sets all bits
in the initialized REC to 0. Then, the REC on
the global server is merged with the REC on all
observation nodes one by one, and the results
are saved to the global REC.
(2) The global server takes the REC from the
first observation node as the global REC, then
merges the global REC with the REC from the
remaining observation nodes, and saves the re-
sults to the global REC.
Among the two methods for merging global REC,
method (2) is less computational than method (1),
because method (2) does not need to re-initialize
REC. In this paper, method (2) is used to merge
the REC of observation nodes into the global REC.
Let R denote the global REC, and Ri,j,k denote
the j-th RE of the i-th REV in the k-th REA of
R. Assuming that the REC on O0 is first received
one on the global server, Algorithm 2 describes the
REC merging process on the global server.
Algorithm 2 Out Merging REC
Input: n, {R0,R1, · · · ,Rn−1}, r, u,
{v0, v1, · · · , vu−1}
Output: R
1: R← R0
2: for l ∈ [1, n− 1] do
3: for k ∈ [0, 2r − 1] do
4: for i ∈ [0, 2u − 1] do
5: for j ∈ [0, 2vi − 1] do
6: Ri,j,k ← (Ri,j,k
⊕
Rli,j,k)
7: end for
8: end for
9: end for
10: end for
11: Return R
The first line of Algorithm 2 takes the received
R0 as the global REC after the first merge, and
then merges the remaining n− 1 observation nodes
into the global REC. After merging the REC at all
observation nodes, algorithm 2 outputs the global
REC.
READ recovers the global candidate super points
from each REA of the global REC in turn. For
the k-th REA of the global REC (denoted as Ak),
READ calculates the global candidate super points
in it by the following two steps:
Step (1) Find out all RE in Ak whose estimating
cardinality is greater than the threshold.
Step (2) From the candidate RE, 32-r bits on the
left of the candidate super point are recov-
ered, and then concatenate with the right
r bits represented by k to get the complete
global candidate super point.
The above Step (1) only need to scan all RE inAk
once to get candidate RE. Let Ci = {ci0, ci1, ci2, · · · }
represents the index of candidate RE in the i-th
REV of Ak. Equation 3 shows that the index of
candidate RE in Ci comes from the bits of certain IP
address. At the same time, as can be seen from Fig-
ure 4, if the two indexes cix and c
((i+1)mod(u))
y of two
adjacent row, i and (i+1)mod(u) are from the same
IP address, then they have bi + vi − b((i+1)mod(u))
bits are the same. Conversely, if the left bi + vi −
b((i+1)mod(u)) bits of c
i
x are different from the right
bi+vi−b((i+1)mod(u)) bits of c((i+1)mod(u))y , then
cix and c
((i+1)mod(u))
y certainly do not come from the
same IP address. When the u RE indexes comes
from the same IP address, the u RE indexes are
called a candidate RE tuple. Inner merge these u
RE in a candidate RE tuple. If the estimated value
of the inner merged RE still exceeds the threshold,
the candidate RE tuple come from a global candi-
date hyper point.
When the candidate RE tuple comes from a
global candidate super point, the candidate RE tu-
ple can recover 32-r bits to the left part of the global
super point. From the setting requirement of pa-
rameter bi, if the RE indexes in a candidate RE
tuple comes from the same IP address a, any bit of
La will appear at least once in the u different can-
didate RE indexes. Therefore, 32-r bits of La can
be recovered from the candidate RE tuple. Then,
a global candidate super point is obtained by con-
catenation with k, i.e. (La << r) + k.
Depth traversal can be used to calculate all can-
didate RE tuples from Ci. For example, suppose
that the parameters of REC are set to r = 2, u =
3, v0 = v1 = v2 = 14, b0=0, b1=10, b2=20, the can-
didate RE indexes of A2 is C0 = {c00, c01, c02},C1 =
{c10, c11}, C2 = {c20, c21, c22}. The number values of
some candidate RE are as follows:
• c00 = 1100 010101 0101
10
• c10 = 1100 011001 0101 ,
c11 = 1110 010001 1100
• c20 = 1001 011101 1110 ,
c21 = 0101 000101 1110
In the above example, bi+vi-bi+1=4, that is, the
candidate RE indexes in the two adjacent Ci deter-
mines whether it comes from the same IP address
by the four bits on the left and the four bits on
the right (the gray part in the RE index). When
the candidate RE tuple is calculated by depth-first
method, the candidate RE tuple is empty at the be-
ginning, and then the first RE number is c00. Test
whether c00 and c
1
0 come from the same IP address,
as shown in Figure 7.
𝒸0
0 𝒸1
0 𝒸2
0𝒞0
𝒸0
1 𝒸1
1𝒞1
𝒸0
2 𝒸1
2 𝒸2
2𝒞2
<𝒸0
0, 𝒸1
1>
<𝒸0
0, 𝒸1
1, 𝒸1
2 >
Figure 7: Example of restoring LP with depth-first method
The four bits on the left of c00 are different from
the four bits on the right of c10, so c
0
0 and c
1
0 come
from different IP addresses. Then test c00 and c
1
1.
The four bits on the left side of c00 are the same as
the four bits on the right side of c11, so c
1
1 is added
to the candidate RE tuple. Then find the RE index
from C2 which come from the same IP address with
c11. In C2, the four bits on the right side of c
2
0 are
the same as the four bits on the left side of c11, but
the four bits on the left side of c20 are not equal to
the four bits on the right side of c00, so c
2
0 cannot
form a candidate RE tuple with c00 and c
1
1. In C2,
not only are the four bits on the right side the same
as the four bits on the left side of c11, but also the
four bits on the left side of c21 the same as the four
bits on the right side of c00. Therefore, < c
0
0,c
1
1,c
2
1 >
constitutes a candidate RE tuple.
From the values of c00, c
1
1 and c
2
1, we can
see that the RE associating with the candi-
date RE tuple is Rl0,12629,2, Rl1,14620,2 , Rl2,5214,2.
If the cardinality estimated from the inner
merge RE, Rl0,12629,2
⊙
Rl1,14620,2
⊙
Rl2,5214,2, still
over the threshold, 30 bits of the left part
of a can be recovered from < c00, c
1
1, c
2
1 >:
“000101 1110 010001 1100 010101 0101 ”. A2 is
the 2-th REA in REC. The associating binary for-
mat is “10”. Thus, the global candidate super point
is “000101 1110 010001 1100 010101 0101 10”.
All REA in global REC are processed in the
above way. Because the number of RE counters is
small (for IPv4 address, there are only 8 counters),
so it is faster to scan REA and calculate candidate
RE number. And each RE only takes up one byte
of space, so REC takes up less memory and reduces
the amount of data transmitted between observa-
tion nodes and the global server. However, the car-
dinalities of the global candidate super points can-
not be estimated by RE. Estimating the cardinality
requires the use of the opposite host information
stored in LEA. The next section describes how to
collect the opposite host information stored in LEA
from the observation nodes, estimate the cardinali-
ties of the global candidate super points, and filter
out the super points.
4.4. Estimate cardinalities of candidate super
points
The LEA at each observation node is used for es-
timating the cardinality of global candidate super
points. A simple way is to send all LEAs at each ob-
servation node to the global server, and then merge
all LEA of observation nodes on the global server
in a “bit or” manner to get the global LEA.
In this paper, when the operand of “
∑
” is the
LE or RE set, it means that all LE or RE in the
set are merged by outer merging method; when the
operand of “
∏
” is the LE or RE set, it means that
all LE or RE in the set are merged by inner merging
method.
Merging LEA of all observation nodes on the
global server in the way of outer merging is equiv-
alent to sending IP address pairs directly to the
global server to update the global LEA. Because
LE outer merging guarantees that any bit in the
global LEA will remain 1 as long as it is set to 1 at
one or more observation nodes.
After the global LEA is generated, the cardinal-
ities of global candidate super points can be esti-
mated according to the global LEA. Let q denote a
global candidate super point, Bli(q) denote the LE
of q in the i-th LEV of the l-th observation node,
i.e. Bli(q) = Lli,j , j = hLEAi (q). Using hash func-
tions hLEAi (q), we can find these LE used by q from
the global LEA.
11
Let Bi(q) denote the LE associating with q in
the first LEV of the global LEA. Since global LEA
is obtained by combining LEA from all observation
nodes, Bi(q) =
∑n−1
l=0 B
l
i(q) . The uˆ LE of q on the
global LEA are merged into B(q) =
∏uˆ−1
i=0 Bi(q) .
Let |B(q)| denote the number of bits with value “1”
in B(q). The cardinality of q is estimated based on
B(q) by equation 1. If the estimated result is larger
than the threshold, q is reported as a super point.
Although the above method avoids sending all IP
addresses to the global server, it still needs to send
the complete LEA to the global server. In order
to improve the accuracy of cardinality estimating,
the parameters of LEA are set to larger values. For
example, when uˆ = 5, vˆ = 215, |C| = 214, LEA is
320 MB in size. When estimate cardinalities, each
observation node needs to send 320MB of data to
the global server.
When estimating the cardinality of global can-
didate super point q, only B(q) is needed. Based
on this principle, READ first sends the global can-
didate super points to each observation node from
the global server, and then each observation node
send these LE relating with candidate super points
back to the global server, as shown in Figure 8.
Observation node 0
ℝ0
𝕃0
ℝ1
𝕃1
ℝ𝑛−1
𝕃𝑛−1
Global server
……
……
……
ℚ
ℚ ℚ
ഥ𝔅0
ഥ𝔅1
ഥ𝔅𝑛−1
Observation node 1
Observation node n-1
Figure 8: Super point detection in distributed environmentr
In Figure 8, Q = {q0, q1, q2, · · · , qw−1} de-
notes the set of global candidate super points,
Bl denotes the set of LE used to estimate car-
dinalities of global candidate super points in Q
on the observation node l. For global candi-
date super point q, there are uˆ LE associat-
ing with it, i.e. {Bl0(q),Bl1(q), · · · ,Bluˆ−1(q)}.
READ does not send all of the uˆ LE to the
global server, but the result of internal merg-
ing , Bl(q) =
∏uˆ−1
i=0 B
l
i(q).In Figure 8, B
l =
{Bl(q0),Bl(q1),Bl(q2), · · · ,Bl(qw−1)} is the LE
set to be sent to the global server on the l-th obser-
vation node.
On the global server, B(q) =
∑n
l=0B
l(q), which
is used for estimating the cardinality of q, is ob-
tained by outer merging all Bl(q). Let |B(q)| de-
note the number of bits with value “1” in B(q).
Theorem 1 shows that B(q) can more accurately
estimate the cardinality of q than B(q).
Theorem 1. For global candidate super point q,
let SBT ,q denote the set of opposite hosts of q pass-
ing through all observation nodes in time window
T , B(q) denote a LE after scanning SBT ,q, and
|B(q)| denote the number of bits with value “1”
in B(q). Then these bits with value “1” in B(q)
are still with value “1” in B(q) and B(q). And
|B(q)| ≤ |B(q)| ≤ |B(q)|.
Proof. When a bit in B(q) has value “1”, there ex-
ists an IP address pair < q,b > in SBT ,q to set the
bit to “1”. In global LEA, b sets all the bits of uˆ
LE associating with q. After inner merging in LE,
the bit is “1” in B(q). At the same time, b will
appear on at least one observation node and set all
the bits of uˆ LE associating with q to “1”. Since
the bit is “1” in at least one Bl(q), the bit is still
“1” after outer merging on the global server. So
|B(q)| ≤ |B(q)| and |B(q)| ≤ |B(q)|. Then we will
proof that |B(q)| ≤ |B(q)|.
Let Bi(q) =
∑n−1
l=0 B
l
i(q) , then B(q) =∏uˆ−1
i=0 Bi(q) =
∏uˆ−1
i=0
∑n−1
l=0 B
l
i(q). Let B
l(q) =∏uˆ−1
i=0 B
l
i(q), then B(q) =
∑n−1
l=0 B
l(q) =∑n−1
l=0
∏uˆ−1
i=0 B
l
i(q). To proof that |B(q)| ≤ |B(q)|
is equivalent to proof that the number of bits with
value “1” in
∑n−1
l=0
∏uˆ−1
i=0 B
l
i(q) is no more than the
number of bits with value “1” in
∏uˆ−1
i=0
∑n−1
l=0 B
l
i(q).
Bli(q) is a LE and the number of bits in all B
l
i(q)
are the same. Let βli denote an arbitrary bit in
Bli(q). All β
l
i in different observation nodes could
be written as an array in the following format:
β =
 β
0
0 · · · βn−10
...
. . .
...
β0uˆ−1 · · · βn−1uˆ−1

In β,
∏uˆ−1
i=0
∑n−1
l=0 β
l
i represents that “bit or”
operations are performed on each line, and then
“bit and” operations are performed on the results;∑n−1
l=0
∏uˆ−1
i=0 β
l
i represents that “bit and” operations
are performed on each line, and then “bit or” oper-
ations are performed on the results.
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When
∏uˆ−1
i=0
∑n−1
l=0 β
l
i = 0, at least one row
has all bits equal to “0”, and the result of
“bit and” operation for each column is also 0,
then
∑n−1
l=0
∏uˆ−1
i=0 β
l
i =
∑n−1
l=0 0 = 0. When∏uˆ−1
i=0
∑n−1
l=0 β
l
i = 1, there is no row whose bits are
all “0”. But
∑n−1
l=0
∏uˆ−1
i=0 β
l
i may still be 0. Because
when each column of β contains at least one bit
with value “0”, then
∑n−1
l=0
∏uˆ−1
i=0 β
l
i =
∑n−1
l=0 0 =
0. At this time, each row may contains one or
more bits with value “1”. For example, when
n=3,uˆ = 3,β =
1 0 00 1 0
0 0 1
, ∏uˆ−1i=0 ∑n−1l=0 βli = 1,
but
∑n−1
l=0
∏uˆ−1
i=0 β
l
i = 0.
When
∑n−1
l=0
∏uˆ−1
i=0 β
l
i = 1,
∏uˆ−1
i=0
∑n−1
l=0 β
l
i also
equals to 1. Because when
∑n−1
l=0
∏uˆ−1
i=0 β
l
i = 1, at
least one column in β has all bits with value “1”.
Then there is no row in β whose bits are all “0”.
Becuae βli is an arbitrary bit in B
l
i(q), then:
• When a bit has value “1” in B(q), the bit has
value “1” in B(q);
• When a bit has value “0” in B(q), the bit has
value “0” in B(q);
• When a bit has value “1” in B(q), the bit may
has value “0” in B(q)
So the number of bits with value “1” in B(q) is
no more than that in B(q) and |B(q)| ≤ |B(q)| ≤
|B(q)|.
LE estimates cardinality based on the number
of bits with value “1”. Theorem 1 shows that the
number of bits with value “1” in B(q) is closer to
the number of bits with value “1” in the LE which is
used by q exclusively. So the accuracy of estimating
cardinality by B(q) is more accuracy.
READ not only does not need to transfer the en-
tire LEA to the global server, but also has a higher
accuracy in estimating cardinalities of global candi-
date super points. When estimating cardinalities,
the amount of data transmitted between each obser-
vation node and the global server is (32∗w+|C|∗w)
bits, where w is the number of candidate super
points recovered by REC. 32 ∗w is the data size of
global candidate super points transmitting to each
observation node from the global server, and |C|∗w
is the data size of LE of candidate super points that
transmitting to the global server from each obser-
vation node. When (32∗w+|C|∗w) < uˆ∗vˆ∗|C|, the
data transmission between an observation node and
the global server is less than the data transmission
of the entire LEA. Global candidate super points
account for only a small portion of all IP addresses,
usually hundreds to thousands. In order to improve
the estimation accuracy, the value of uˆ ∗ vˆ will be
more than tens of thousands. So READ reduces
the amount of data transmitted between observa-
tion nodes and the global server. READ can also
apply more powerful counters to replace bits in RE
and LE to realize the detection of super points un-
der sliding time window as discussed in the next
section.
5. Distributed super points detection under
sliding time window
READ only scans IP address pairs at each ob-
servation node, so only sliding window counter is
needed to record opposite hosts incrementally at
the observation node. The master data structure
at the observation node consists of two parts: REC
and LEA. The estimators of REC and LEA are RE
and LE, while the counters used by RE and LE are
bits. So the master data structure at the observa-
tion node can be regarded as a set of bits. Using
counter DR[17] or AT[25] under sliding window in-
stead of bit in REC and LEA at each observation
node, distributed super point detection under slid-
ing window can be realized.
The counter under the sliding window needs to be
updated. After all LE associating with the global
candidate super points are sent to the global server,
the observation node can start to update the sliding
counter. At the end of each time window, the REC
on the global server is generated by these REC col-
lecting from all observation nodes, there is no need
to update it.
Under the sliding time window, the observation
node only needs to send the active state of the
counter to the global server, that is, at the end of
the time window, each sliding window counter can
be changed into a bit: 0 for inactivity, 1 for activ-
ity. Therefore, under sliding time window, the traf-
fic between observation nodes and the global server
is the same as that under discrete time window.
6. Experiments and analysis
In order to test the performance of READ, four
groups of high-speed network traffic are used to
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carry out experiments in this section. The exper-
iment analyzes READ from the aspects of detec-
tion error rate, memory usage and running time.
We compared READ with DCDS, VBFA, CSE and
SRLA.
6.1. Experiment data
In this paper, four groups of high-speed network
traffic are used. Two of the four sets of data come
from the 10 Gb/s Caida[26]. The other two groups
are from the network boundary of the 40Gb/s CER-
NET in Nanjing network[27].
The Caida data acquisition dates are Febru-
ary 19, 2015 and January 21, 2016 (denoted by
Caida 2015 2 19 and Caida 2016 01 21), and the
data acquisition dates of the two groups of CER-
NET Nanjing network were October 23, 2017 and
March 8, 2018 (denoted by IP tas 2017 10 23 and
IP tas 2018 03 08). The collection time of the four
groups of data is one hour from 13:00. The col-
lected data are raw IP Trace. Caida data collected
Trace between Seattle and Chicago. In this paper,
the IP on Seattle side is defined as a, and the IP
on Chicago side is defined as b. IPtas data col-
lects traces between CERNET Nanjing network and
other networks. In this paper, the IP in Nanjing
network is a, and in the other network is b.
In the experiment of this section, the length of
time window is 5 minutes, and the threshold of su-
per point is set to 1024. Therefore, each group of
experimental data contains 12 time windows. Table
2 lists the statistical information of each experimen-
tal data. The number of a in Caida data is more
than the number of a in IPtas data, which is 1.85
times more on average. But the average cardinal-
ity per a in Caida data is less than that in IPtas
data, only 21.389% of the latter. The number of
packets per second determines the number of IP
address pairs that need to be processed per second.
Therefore, packet speed (in millions of packets per
second, Mpps) is a key attribute. As can be seen
from Table 1, the average packet speed of IPtas
data is 3.89 times that of Caida data. Therefore,
Caida data and IPtas data represent two different
types of network data sets, which can test the effect
of the algorithm more comprehensively.
6.2. The purpose and scheme of the experiment
The experimental purposes of this paper are as
follows:
Table 2: Statistics of experiment data
Traffic name 
Statistic 
type 
Number 
of 𝕒 
Number 
of 𝕓 
Number 
of IP pair 
Average 
cardinality 
Number of 
packet 
(Mpkt) 
Packet speed 
(Mpps) 
Number of 
super 
points 
Caida 
2015_02_19 
Average 2500423 1536625 6608075 2.6713 268.9149 0.8964 162.1667 
Max 2844368 1639128 6965239 3.0884 276.8782 0.9229 178 
Min 2026263 1490879 6241517 2.4414 258.2578 0.8609 153 
Standard 
deviation 
313920 39868 269719 0.252 5.8792 0.0196 7.4203 
Caida 
2016_01_21 
Average 2437770 746177 4800712 1.9691 322.4348 1.0748 41.9167 
Max 2488042 811230 4944912 2.013 344.9535 1.1498 49 
Min 2382249 702651 4637869 1.9142 303.239 1.0108 36 
Standard 
deviation 
34286 32638 118781 0.0286 14.7145 0.049 3.1176 
IPtas 
2017_10_23 
Average 1262184 1588792 15163646 12.0132 1354.1672 4.5139 598.8333 
Max 1262810 1721288 32847335 26.0139 1463.4874 4.8783 662 
Min 1261625 1515963 12573274 9.9649 1265.9158 4.2197 581 
Standard 
deviation 
371 49878 5596915 4.431 63.054 0.2102 22.1722 
IPtas 
2018_03_08 
Average 1406287 1815909 13429067 9.5422 946.4292 3.1548 527.4167 
Max 1436128 1865955 30234164 21.3223 1253.2099 4.1774 569 
Min 1378231 1758650 11299384 7.9936 890.201 2.9673 505 
Standard 
deviation 
18387 30026 5300542 3.7187 97.9128 0.3264 17.7787 
 
• Analyse the accuracy of READ and test
whether REC can accurately generate candi-
date super points.
• Analyzing the memory occupancy and running
time of READ;
• Test the number of candidate super points gen-
erated by READ and the amount of data that
needs to be transmitted between each observa-
tion node and the global server.
In order to process high-speed network data in
real time, this paper deploys READ, DCDS, VBFA,
CSE and SRLA algorithm on GPU platform. All
the experiments in this paper run on a server with
GPU. The running environment is: Intel Xeon
E5-2643 CPU, 125 GB memory, Nvidia Titan XP
GPU, 12 GB memory, Debian Linux 9.6 operating
system.
In the experiment, the parameters of REC are
r = 6, u = 3, v0 = v1 = v2 = 14; the parameters
of LEA are uˆ = 5,vˆ = 215 and |C| = 215. From the
above parameters, it can be seen that REC occu-
pies 3 MB of memory and LEA occupies 320 MB
of memory. Because there is no distributed experi-
mental data, the experiment in this section is car-
ried out under a single node. However, from the
previous analysis of READ, we can see that the er-
ror rate of READ in distributed environment will
not be higher than that in single node environment.
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Table 3: Memory and false rate
Experiment 
 traffic
Caida 
 2015_02_19
Algorithm 
 name
DCDS
Caida 
 2016_01_21
DCDS
IPtas 
 2017_10_23
DCDS
IPtas 
 2018_03_08
DCDS
Memory(MB)
VBFA
VBFA
VBFA
VBFA
FPR(%)
CSE
CSE
CSE
CSE
FNR(%)
SRLA
SRLA
SRLA
SRLA
FTR(%)
READ
READ
READ
READ
384.000
384.000
384.000
384.000
320.000
320.000
320.000
320.000
512.000
512.000
512.000
512.000
320.625
320.625
320.625
320.625
323.000
323.000
323.000
323.000
0.72369
0.77143
4.99736
5.59276
0.92050
1.78230
5.43212
6.56157
2.01786
3.85642
1.38629
1.43821
0.76265
0.82254
2.41890
3.35907
0.87118
1.02579
2.45240
2.96332
0.31960
0.83944
0.00000
0.01558
0.15116
0.39682
0.00000
0.00000
1.25898
3.21498
1.27283
1.40151
0.82739
1.01357
0.55412
0.55576
0.70775
0.39705
0.43564
0.31849
1.04329
1.61087
4.99736
5.60834
1.07166
2.17913
5.43212
6.56157
3.27683
7.07140
2.65912
2.83972
1.59005
1.83611
2.97302
3.91484
1.57893
1.42284
2.88803
3.28181
6.3. Memory and false rate
In order to analyze the memory and false rate of
READ, this section compares READ with DCDS,
VBFA, CSE and SRLA algorithm. Table 3 shows
the average memory occupancy and error rate
of READ and comparison algorithms in differ-
ent experimental data sets. False positive rate
(FPR), false negative rate (FNR) and false total
rate (FTR) are three kind of false rate. Let N
represent the number of super points, N− repre-
sent the number of super points that not detected
out by an algorithm and N+ represent the num-
ber of hosts whose cardinalities are less than the
threshold but detected as super points by an al-
gorithm. Then FPR = 100 ∗ N+/N%, FNR =
100 ∗N−/N%, FTR = FPN + FNR.
Table 3 shows that READ occupies less memory
than DCDS and CSE, and only 3 MB more memory
than VBFA. In terms of error rate, the error rate
of READ is close to that of SRLA algorithm.
6.4. Running time analysis
Figure 9 shows the time of IP address pairs scan-
ning (GScanT). The graph shows that the GScanT
of READ is slightly higher than that of SRLA al-
gorithm. However, the GScanT of each algorithm
is not more than 4 seconds, which can process 40
Gb/s of high-speed network traffic in real time.
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Figure 9: Time of scan IP address pair
Figure 10 shows the time of candidate super point
cardinality estimation (GEstT). The graph shows
that GEstT of READ is close to DCDS, VBFA and
SRLA algorithm, much lower than CSE, and GEstT
of READ is not higher than 2.5 seconds. Therefore,
READ can detect super points in real-time from
40Gb/s high-speed network.
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Figure 10: Time of estimate candidate super points
6.5. Data transmission under distributed environ-
ment
READ is a distributed algorithm. In distributed
environment, data will be transmitted between each
observation node and the global server, including:
• REC from observation node to the global
server;
• Candidate super points from the global server
to each observation node
• The LE set of candidate super points from each
observation node to the global server.
In the above data, the size of REC is fixed. The
size of candidate super points and LE in trans-
mission depends on the number of candidate super
points. From the running process of READ, it can
be seen that the candidate super points generated
by READ when running in single node environment
are the same as those generated when running in
distributed environment. Therefore, the number of
15
Table 4: Transmitting data between each observation node and the global server
Experiment 
 traffic
Caida 
 2015_02_19
Statistic
 name
Average
Caida 
 2016_01_21
Average
IPtas 
 2017_10_23
Average
IPtas 
 2018_03_08
Average
Number of
 candidate super points
Min
Min
Min
Min
Size of REC
(MB)
Max
Max
Max
Max
Size of candidate
 super points(MB)
Std
Std
Std
Std
Size of candidate 
 super points' LE(MB)
 955.3333
363.66667
2199.1667
2254.9167
Total 
 transmission(MB)
 801.0000
303.00000
1723.0000
1790.0000
Sum size of 
 REC and LEA(MB)
1106.0000
404.00000
3434.0000
3753.0000
Pecentage of 
 transmission(%)
  83.9224
 31.00831
 494.0519
 555.1954
3
3
3
3
3
3
3
3
3
3
3
3
0
0
0
0
0.00364
0.00139
0.00839
0.00860
0.00306
0.00116
0.00657
0.00683
0.00422
0.00154
0.01310
0.01432
0.00032
0.00012
0.00188
0.00212
1.86589
0.71029
4.29525
4.40413
1.56445
0.59180
3.36523
3.49609
2.16016
0.78906
6.70703
7.33008
0.16391
0.06056
0.96495
1.08437
4.86953
3.71167
7.30364
 7.41274
4.56751
3.59295
6.37181
 6.50292
5.16438
3.79060
9.72013
10.34439
0.16423
0.06068
0.96683
 1.08648
323
323
323
323
323
323
323
323
323
323
323
323
  0
  0
  0
  0
1.50759
1.14912
2.26119
2.29496
1.41409
1.11237
1.97270
2.01329
1.59888
1.17356
3.00933
3.20260
0.05085
0.01879
0.29933
0.33637
candidate super points generated at runtime under
a single node can be used to determine the size of
data transmission between observation nodes and
the global server in a distributed environment.
Table 4 lists data transmission between each ob-
servation node and the global server. The number
of candidate super points is the number of can-
didate super points produced by REC. The size
of candidate super points is multiplied by 4 bytes
(each IPv4 address size is 4 bytes); the size of candi-
date super points’ LE is multiplied by 211 bytes (LE
contains 214 bits, 211 bytes). The total amount of
data transmitted is the sum of the size of REC, the
size of candidate super point and the size of LE of
candidate super points. The master data structure
size is the sum of REC and LEV. The percentage
of transmitted data is the ratio of the total amount
of transmitted data to the size of the master data
structure. From Table 4, we can see that the aver-
age amount of data transmitted by READ between
the global server and each observation node is not
more than 7.5 MB, which only occupies less than
2.3% of the total size of master data structure.
6.6. Experiment conclusion
From the above experiments, the following con-
clusions can be drawn:
• The memory consumption and error rate of
READ is similar to the existing algorithms.
• The running time of READ is small enough to
handle 40Gb/s networks in real time.
• In distributed environment, READ only needs
to transmit up to 10.4 MB of memory between
each observation node and the global server,
which accounts for less than 3.21% of the size of
master data structure. It is obviously superior
to other algorithms and has the advantage of
low communication overhead.
7. Conclusion
READ uses REC to generate candidate super
points in distributed environment. REC is a three-
dimensional structure of RE. Because RE has the
characteristics of small memory occupation and fast
computing speed, REC can generate candidate su-
per points from 40Gb/s high-speed network with
only 3MB of memory. LEA is used to estimate the
cardinalities of candidate super points and filter out
the super points. READ does not need to transfer
the entire LEA to the global server. For 40 Gb/s
high-speed network, the data size transmitted be-
tween each observation node and the global server
is only 3.21% of the sum of REC and LEA. Low
data communication overhead ensures the efficient
operation of READ in distributed environment even
under the sliding time window.
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