For analytic functions we study the remainder terms of Gauss quadrature rules with respect to Bernstein-Szegő weight functions
INTRODUCTION
We study the kernels K n (z) in the remainder term R n (f ) of the Gaussian quadrature formula (1)
for analytic functions on elliptical contours with foci at ∓1 and the sum of semi-axes ρ > 1,
where w is a nonnegative and integrable function on the interval (−1, 1). This formula is exact for all algebraic polynomials of degree at most 2n − 1. The nodes τ ν in (1) are zeros of the orthogonal polynomials π n with respect to the weight function w. When ρ → 1 the ellipse (2) shrinks to the interval [−1, 1], while with increasing ρ it becomes more and more circle-like. The advantage of the elliptical contours, compared to the circular ones, is that such a choice requires the analyticity of f in a smaller region of the complex plane, especially when ρ is near 1.
In this paper w represents the third class of Bernstein-Szegő weight functions (3) w(t) = 1 + t 1 − t β(β − 2α) t 2 + 2δ(β − α) t + α 2 + δ 2 , t ∈ (−1, 1), where 0 < α < β, β = 2α, |δ| < β − α, whose denominator is an arbitrary polynomial of exact degree 2 that remains positive on [−1, 1]. The weight function (3) has been studied extensively in [1] . Let Γ be a simple closed curve in the complex plane surrounding the interval [−1, 1] and D = int Γ its interior. If the integrand f is analytic in D and continuous on D, then the remainder term R n (f ) in (1) admits the contour integral representation
The kernel is given by
where n (z) ≡ n,w (z) = 1 −1 π n (t) z − t w(t)dt.
The modulus of the kernel is symmetric with respect to the real axis, i.e., |K n (z)| = |K n (z)|. If the weight function w in (1) is even, the modulus of the kernel is symmetric with respect to both axes, i.e., |K n (−z)| = |K n (z)| (see [2] ).
The integral representation (4) leads to the error estimate
where (Γ) is the length of the contour Γ. For a different approach to the estimation of R n (f ) see [3] . Since here we take Γ = E ρ , where the ellipse E ρ is given by (2), the estimate (5) reduces to
The derivation of adequate bounds for |R n (f )| on the basis of (6) is possible only if good estimates for max z∈Eρ |K n (z)| are available, especially if we know the location of the extremal point η ∈ E ρ at which |K n | attains its maximum. In such a case, instead of looking for upper bounds for max z∈Eρ |K n (z)|, one can simply try to calculate |K n (η, w)|. In general, this may not be an easy task, but in the case of the Gauss-type quadrature formula (1) there exist effective algorithms for the calculation of K n (z) at any point z outside of [−1, 1] (see [2] ). In [1] the analytic form of the corresponding orthogonal polynomials is determined for the weight-functions under consideration; in addition, analytical expressions for the coefficients of the corresponding three-term recurrence relation are derived, which enabled a numerically stable construction of the corresponding Gaussian quadrature formulas.
In [10] , in the case of the weight function
sufficient conditions were found to ensure the existence of a ρ min = ρ min (n, γ) such that for each ρ ≥ ρ min the kernel attains its maximal absolute value at the intersection points of the ellipse with the coordinate axes. For this specialized case, much smaller values for ρ = ρ min than the ones obtained by [9] (except for γ close to 0 and n even), especially for large values of n, were found. In this paper, with respect to the more general class of the weight functions (3), sufficient conditions are found, which ensure the existence of a ρ min = ρ min (n, α, β, δ) such that for each ρ ≥ ρ min the kernel attains its maximum absolute value at the intersection points of the ellipse with the real axis. This leads to effective error bounds for the corresponding Gaussian quadratures. The approach we use in this paper ensures that the values ρ min = ρ min (n, α, β, δ) are very well estimated. The quality of the derived bounds is analyzed by a comparison with other error bounds proposed in the literature for the same class of integrands, such as in the cases of the second and the first class of Bernstein-Szegő weight functions
which were considered in [6] and [5] respectively. The results obtained by Schira [9] cannot be applied in general for all Bernstein-Szegő weight functions, since those are not symmetric.
MAXIMUM OF THE MODULUS OF KERNEL FOR GAUSSIAN QUADRATURE FORMULAS WITH THE WEIGHT FUNCTION (3)
For the weight function (3) under consideration here, the corresponding (monic) orthogonal polynomial π n (t) of degree n has the form (see [1] ) , p. 5) we obtain by direct calculation that for n ≥ 2 the kernel can be expressed as (7)
The similar result can be obtained for n = 1 by direct calculations, using some results from [1] , but this case doesn't have practical importance. Employing the usual notation a j = 1 2 (ρ j + ρ −j ), j ∈ N and using (7), in conjunction with the identities
we obtain (for n ∈ N\{1}) that
Numerical experiments show that there exists a ρ min = ρ min (n, α, β, δ) > 1 such that |K n (z)| attains its maximum value on the real axis, i.e., on the positive real semi-axis for δ < β/2, and on the negative real semi-axis for δ > β/2, for each ρ ≥ ρ min . We state the following theorem. Theorem 1: For the Gauss quadrature formula (1) with the weight function (3), 0 < α < β, β = 2α, |δ| < β − α, there exists a ρ min ∈ (1, +∞) (ρ min = ρ min (n, α, β, δ)) such that for each ρ ≥ ρ min the modulus of the kernel |K n,α,β,δ (z)| from the expression (7) attains its maximum value on the positive real semi axis (θ = 0) if δ < β/2 and on the negative real semi axis (θ = π) if δ > β/2, i. e.,
Proof: We, actually, have to show that there exists a large enough ρ min such that for each ρ > ρ min , θ ∈ [0, π], δ < β/2 (δ > β/2), where α, β, δ satisfy the Bernstein-Szegő conditions mentioned previously, we have that:
where A, B, C, D, E are the values of a, b, c, d, e for θ = 0 (θ = π).
The inequality (9) can be rewritten in the form (the same expression as (2.7) in [10] ) (10) EA 
and (for θ = 0) it is positive exactly if δ < β/2. When 2α > β, that condition always holds because δ < β − α < β/2. When δ > β/2, i.e. when A, B, C, D, E are the values of a, b, c, d, e for θ = π, we analogously get (see p. 9/10) the corresponding highest-degree coefficient of ρ is equal to H π cos 2 θ 2 , where
, which obviously finishes our proof.
THE DETERMINATION OF ρ min
From the practical point of view, our aim is to precisely determine the (minimal possible) value of ρ min defined in the Theorem 1 in the purpose of getting stronger error-estimates. Hence all of our considerations concerning ρ min will be in relation to the domain (1, +∞). Numerical experiments showed that the case β > 2α, δ = β/2 is not interesting from that point of view and that's why we didn't analyse it even theoretically.
The whole of this problem, for given α, β, δ, can be reduced to the case of α = 1 because
where β 1 = β/α and δ 1 = δ/α.
Referring to the work [10] , we deduce that for δ = 0, if 2α < β, then the locations of values of ρ min obtained are different. Numerical experiments we have performed additionally show that in the subcase 2α < β, δ = 0 ρ min is close to 1 when δ is positive and very close to β − α, or when δ/(β − α) < −0.5. Numerical experiments also show that if 2α > β, then ρ min is always close to 1. Regardless of the location of the actual value of ρ min , which cannot be calculated exactly and can only be determined by experiments, for each choice of the parameters α, β and δ (for a sufficiently large value of n) -the proposed methods yield its estimation ρ * ≥ ρ min , which is very close to the corresponding value of ρ min (that is found experimentally).
The expressions A 1 , B 1 , C 1 and E 1 are the polynomials in x = cos
2 ) of the constant degree (which doesn't depend on n), while D 1 is not such a expression. The idea (which works in all the cases except 2α < β, δ < β/2) is to find a polynomial T in x = cos 2 θ 2 (sin 2 θ 2 ) of the constant degree, such that D 1 ≥ T for each θ ∈ [0, π]. In the expression from (10) D 1 appears only in the summand EA(B + B 1 )(C + C 1 )D 1 and since EA(B + B 1 )(C + C 1 ) can't be negative (each of its factors is the modulus of some expression), we will have that this expression is greater than or equal to P (x) for each θ ∈ [0, π] (x ∈ [0, 1]), where (11) P
is also going to be the polynomial in x = cos 2 θ 2 or sin 2 θ 2 of the constant degree, with the coefficients dependent on ρ. Finally, the correponding value of ρ * will be obtained as the minimal value of ρ such that P (x) ≥ 0 for each
for all ρ > ρ * (this will be easier to do precisely in the case of that expression and, clearly, P (x) ≥ 0 implies positivity of the expression from (10)).
1. Let us first suppose that δ < β/2. Since this case is concerned with the value of the expression for the modulus of the kernel at θ = 0, all the expressions which appear in (10) will be denoted by 0 in superscripts. By denoting cos 2 θ 2 = x, we get
We will estimate the expression D 0 1 (and then, also, the whole expression from (10)) using the well-known inequality (12) sin nθ sin θ ≤ n, n ∈ N.
1. a) Let first suppose that β < 2α. If δ ≥ 0, we have
and using p 2 + q 2 + r 2 ≥ |pq| + |qr| + |rp| ≥ ±pq ± qr ± rp, we obtain
Using (12), since 2α < β and δ > 0 (δ > β/2), we get the further estimates for the last expression, which are also estimates for D π 1 :
As we can see, in all of these cases we made the estimate of the form D 1 ≥ (1 − x)D 2 (x) (= T (x)), which means that for P (x) from (11) we can take (1 − x)I(x) (x = cos 2 θ 2 when β > 2δ and x = sin 2 θ 2 when 2α < β < 2δ) , where (13)
I Thus in the cases when 1 < β/α < 2 and β/α > 2, δ > β/2, we analyze the expression (13) in the purpose of determining as precisely as possible the minimal value of ρ * such that for each ρ > ρ * , x ∈ [0, 1] holds I(x) > 0. This will be done using the same method as in ([6] , p. 11/12) or in ( [5] , p. 16/17). There we had the polynomial of the 4-th or the 3-th degree and here we have the polynomial of the 6-th degree, but the procedure gives equally satisfactory results, which are presented in the Tables 1 and 2 . Hence, in this case, for each choice of the parameters α, β, δ we have to treat the 7 corresponding expressions depending on ρ and this doesn't cost algorithmically. Namely, after substitution x = 1 y+1 for some unique y ≥ 0, the polynomial
It is obvious that P (x) is nonnegative on [0, 1] if and only if Q(y) is nonnegative on [0, ∞).
The nonnegativity of the q-coefficients, q 0 , q 1 , q 2 , q 3 , q 4 , q 5 , q 6 is a sufficient condition for the nonnegativity of the polynomial Q(y) on the interval [0, ∞).
As we can see, p 0 (ρ) contains the strictly highest degree of ρ of all the pcoefficients, because in each of the polynomials A 2 (x), B 2 (x), C 2 (x), D 2 (x), E 2 (x), also, the free term contains the highest degree of ρ. Thus we easily conclude that the highest degree coefficient in the expression p 0 (ρ) will be the same as in the expression I (in all of the cases), and then the term with the highest degree of ρ in all the q-coefficients will be 2(β − 2α) 4 |β − 2δ| ρ 2n+10 (eventually multiplied by 6, 15 or 20, but this does not change the sign of the corresponding coefficient). This means that there exist values ρ i , i ∈ {0, 1, 2, 3, 4, 5, 6} such that for ρ > ρ i we have q i (ρ) ≥ 0. Then we can take
It is necessary to investigate the functions q i (ρ), which depend on ρ alone (all of the other parameters -α, β, δ, n -being fixed). Determining the value of ρ i in Matlab doesn't represent a problem (nor does, for that matter, the creation of the expressions q i (ρ) in Matlab present a difficulty, for given α, β, δ, n, although their explicit expressions are huge and are therefore omitted here for the sake of brevity). In the interest of economy of space, the corresponding tables (1 and 2) contain only the final value ρ * .
II In the case when 2α < β and δ < β/2, δ = 0 the previous method doesn't give enough good results and we will treat the whole expression from (10). Let us call it J(ρ). It is easily seen that J 1 (ρ) = ρ 2n+6 J(ρ) is a polynomial in ρ. Its degree is equal to 4n + 16, i.e. J 1 (ρ) = 4n+16 i=0 r i (θ) · ρ i . In order to ensure that J 1 is non-negative for each ρ greater than ρ (for each θ ∈ [0, π]), we will use the same method as in the (2.b) in ([5], p. 19 ). This method was also used in the purpose of proving the last Gautschi's conjecture ( [7] ). Hence, the method we will use in this case is to find the minimal ρ such that if we rewrite the polynomial J 1 (ρ) as a polynomial in ρ − ρ , then all of its coefficients (depending only on θ when we fix ρ ) are non-negative for all θ ∈ [0, π]. Such a value ρ is found by using Matlab (by trial and error). The resulting value of ρ will then be our ρ * .
Numerical experiments show that here it gives precise results when 2α < β, δ < β/2, δ = 0 (Table 3) , maybe also in some of the other cases, but the number of calculations we have to do here is O(n), so we use the method just in this case where the previous one doesn't work.
Near each value of ρ * displayed in the Tables 1, 2 and 3 there is the minimal value ρ min found experimentally. The two values are very close to each other in most the cases. Observe that the results become particularly satisfactory as n increases. The experiments are limited to the case of α = 1 in view of what was mentioned before. In all the tables in the paper (this and the next section), the values of β and δ were chosen randomly in a way to be uniformly distributed in their domain.
NUMERICAL RESULTS
The same examples as in [10] are tested. According to the results from that paper, in the case of numerical calculation of the integral (14) I
with f (t) = f 0 (t) = e t 2 we analogously get
where
and A, B, C, D, E are defined above (we get the values of ρ * n using the methods proposed in the previous section). Also, reffering to ( [11] , Th. 1) and Table 1 : Values ρ * , ρ min for some 1 < β/α < 2, δ < |β − α| 1.01, 0) 1.538, 1.001 (10, 1.1, 0.8 
, where µ 0 = π/(α(β − α + δ)) and For α = 1 and selected values of β, δ, the obtained valuesr Table 4 .
In the case of (14) with f 1 (t) = e The calculated values ofr Tables 5 and 6 respectively. (Numbers in parentheses indicate decimal exponents.)
