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1. INTRODUCTION 
Consider a two-dimensional stochastic system that has a stable deterministic equilibrium and in which 
the stochastic fluctuations are small. Various systems of this type have been studied in literature, see 
MATKOWSKY and SCHUSS (1,2), MATKOWSKY, SCHUSS and TIER [3], HANSON and TIER (4]. With 
respect to the behaviour of the deterministic system at the boundary of the region under considera-
tion, different cases can be distinguished: the deterministic vector field enters the region [l], or it is 
tangent to the boundary of the region, without [2] or with (3) critical points on the boundary. It is 
assumed that the diffusion tensor is nonsingular. The asymptotic theories for small stochastic fluctua-
tions lead to expressions for the exit distribution and the (lowest) statistical moments of the exit time. 
An asymptotic analysis of a one-dimensional stochastic system in which the diffusion coefficient 
becomes singular at the boundary is given in [4]. In this system, both the drift and the diffusion 
coefficients vanish, linearly with the distance to the boundary. 
The two-dimensional stochastic system treated in this paper arises as the diffusion approximation of 
a birth-death process with two populations having large equilibrium values of equal order [5]. The 
diffusion matrix is diagonal and becomes singular at the boundary. There, the normal components of 
both the drift and the diffusion vanish linearly with the distance to the boundary. This system differs 
from the system treated in [3] in that the diffusion tensor becomes singular at the boundary, and from 
the system in [4] in the dimension. Extending the methods presented in [3,4], asymptotic expressions 
are derived for the probabilities of exit at the two boundaries as well as the expectation and variance 
of the exit time. 
Section 2 describes the stochastic model and formulates the boundary value problems with respect 
to exit boundary and exit time. In section 3 we find asymptotic expressions for the probability of exit 
at each of the boundaries, valid uniformly outside an asymptotic small neighbourhood of the origin. 
In section 4, a derivation largely analogous to that in section 3 leads to asymptotic expressions for the 
expectation and variance of the exit time that are uniformly valid. Section 5 is concerned with the 
numerical determination of constants that appear in the formulas obtained in sections 3 and 4. As an 
example, section 6 treats a predator-prey system. Section 7 contains some remarks on the diffusion 
approximation to a birth-death process and possible extensions of the approach presented in this 
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paper. 
2. 'fHE STOCHASTIC MODEL AND THE BOUNDARY VALUE PROBLEMS 
Consider a system of two populations with birth and death rates B;,D; of the form: 
B;(N1,N2) = N;(A;o+'A;1N1 +>..i2N2), 
D;(N I>N 2) = N;(JL;o +/Li 1N1 + 1112N 2) , 
(2.1) 
in which 'Aij, /Lij are positive constants and N; denotes the number of individuals in population 
i, i,j = 1,2. By assumption, B; - D; vanishes at the equilibrium (Nf ,N~) with: 
1 Nf = ->0, 0<£<<1, IC; = 0(1)' 
IC;€ (2.2) 
the values of IC; depending on the choice of £. The birth-death process (2.1) is defined on the discrete 
state space N: 
(2.3) 
It can be approximated by the diffusion process described by the forward Fokker-Planck (or forward 
Kolmogorov) equation: 
av(x,1> _ = 2 [--a- . .!.. L . ] 
0 - M,v _ ~ ~ . [b,(x)v(x,t)] + 2 2 (a,(x)v(x,t)] , t i=l ux, OX; (2.4) 
in which v ~ the probability density function and x; represents N; I Nf, defined on the continuous 
state space R, 
R = {(x1>x2)1x1>x2EIR and x1>x2>0}, 
see [5]. The diffusion matrix is diagonal with elements: 
a1(x) = x1(a10+a11x 1 +a12x2), 
a2(x) = x 2(a 20 +a21 x 1 +a22x2), 
in which the aij are the positive numbers: 
a;0 = IC;(A;o +/Lio) , 
aij = IC;(Aij + /Lij )Nj , 
i,j= 1,2. This diffusion matrix is singular at x 1 =O and x 2 =O. The drift vector is given by 
(2.5) 
(2.6) 
(2.7) 
h1(x) = x1(h10+h11x1 +h12x2), (2.8) 
h2(x) = X2(b20 +h21X1 +b22X2), 
with 
h;o = A;o - /Lio , (2.9) 
h;j = ('Aij - /Lij )Nj , 
i,j= 1,2. Thus, x 1 =O and x 2 =Oare characteristic boundaries. 
In this paper we investigate the stochastic system described by (2.4), with a diffusion matrix of the 
form (2.6), aij positive, and a drift vector of the form (2.8), in which the bij are restricted by assump-
tions made below. 
The deterministic system 
dx1 dt = h1(x), (2.10) 
dx2 dt = b2(x), 
associated with the stochastic system (2.4) has the equilibria: 
(0,0)' 
b20 
(O,- b22)' 
b10 (--b ,0)' 
11 
xe = (xf,x~) = [
b22h10-h12h20 b11b20-h21h10 l 
h21h12-b11h22 ' h21h12-b11h22 . 
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(2.lla) 
(2.llb) 
(2.llc) 
(2.lld) 
By assumption the critical points (2.llb, c) lie on the positive xi-axis, x 1-axis respectively, with order 
0 (1) distance from the origin: 
- b20 >0, - b20 = 0(1), - b 10 >0 - b 10 = 0(1), (assumption 1) 
h22 h22 b11 ' b11 
and are attracting along the x 2-axis, x 1 -axis, respectively: 
h20>0, h1o>O. (assumption 2) 
The deterministic system has an equilibrium in R with coordinates of order 0(1): 
xf >0, xf = 0(1), x~ >0, x~ = 0(1). (assumption 3) 
The following assumption is made with respect to the stability of the deterministic system at xe. In 
the neighbourhood of xe we have by linearization of the deterministic vector field: 
b = (b1(x),b2(x))' ~B(x -xe), (2.12) 
where the matrix B is given by: 
ah. 
B = (Bij) = <-f-lxe) = (bijxD . 
Xj 
The eigenvalues of B are 
(2.13) 
;\1,2 = ~ [b11xf +b22x~ + V(b11xf +h22xn2 - 4(b11h22-b12h21)xfx~]. (2.14) 
The condition for stability of the deterministic system at xe is that the real parts of ;\1 and ;\2 are 
negative. Using the assumptions (1-3) this condition results in: 
(assumption 4) 
By the assumptions (1-4) the equilibria (2.llb,c) are saddle points. The equilibrium (2.lla) is an 
unstable node. 
At the boundary x; = 0 we have: 
( a 
J;(x,t) = b;(x)v(x,t)-2 ax. [a;(x)v(x,t)]<O (2.15a) 
I 
b;(x)=O, a;(x) = 0, (2.15b) 
i= 1,2. By (2.15a) the probability current J; at x; =O is negative, indicating that x;=O can be reached 
from R. Once x;=O has been reached, by (2.15b) it cannot be left. Thtis, x 1 =O and x 2 =Oare exit 
boundaries. 
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Starting away from x 1 =O and x 2 =O, the stochastic system described above will likely remain in 
the neighbourhood of the stable equilibrium xe of the deterministic system for a long time. With 
small probabilities large excursions from xe occur. In such an excursion the system may exit at x 1 =O 
or x2 =O. This will happen within a firiite time with probability one. 
The boundary value problems describing exit are commonly defined on a bounded region. How-
ever, for the asymptotic analysis held in this paper, the use of the unbounded region ii. and the boun-
dary oR defined by 
(2.16) 
will not lead to any difficulty. 
In order to determine the probabilities of exit at x 1 =O and x 2 =O, a study is made of the station-
ary backward Fokker-Planck (or backward Kolmogorov) equation: 
2 au t: a2u 0 = L.u = ~ [b;(x)-;-_- + -2 a;(x)-2 ] in R , (2.17a) i=I ux, OX; 
with the boundary condition: 
in which 
u = f(x) onoR, 
u(x) = J f(x')P(x,x')dsx' , 
aR 
(2.17b) 
(2.17c) 
where P(x,x') is the probability of exit at x'eoR, starting from xeR. By defining/ as: 
{
l, x;=O, 
f(x) = 0, else, 
the function u(x) is the probability of exit at x;=O, starting from xeR,i=l,2. 
boundary conditions of the form 
{
Cbi. X1 =O, 
f(x) = cb2• X2 =O, 
are considered, with Cb 1, Cb2 constants that are either zero or one. 
(2.18) 
In this paper only 
(2.19) 
Another point of interest is th~ determination of the expectation Er(x) and variance Varr(x) of the 
exit time T(x), starting from x eR. By 
Er(x) = T1, 
Varr(x) = T2 -Ty , 
the expectation and variance of T are expressed in the moments 
T;(x) = <T;> 
of T, which satisfy the equations: 
L.T; = g;(x) in R , 
and conditions 
T; = 0 
i=l,2, with 
on oR, 
g1(x)= -1, 
g2(x) = -2T1(x). 
(2.20a) 
(2.20b) 
(2.21) 
(2.22a) 
(2.22b) 
(2.22c) 
(2.22d) 
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Equation (2.22a) with i = 1 is the Dynkin equation. Although higher moments can be determined as 
well, the analysis of the exit time in this paper is restricted to its expectation and variance. For a 
derivation of the boundary value problems (2.17, 2.22) the reader is referred to [6,7). 
In biological terms, exit means extinction of a species. The expected exit time is a measure of sto-
chastic persistence of the ecosystem. The type of interaction between the two populations with densi-
ties x 1 and x 2 is mutualism for b12 >0, b21 >0, competition for b12 <0, b21 <0 and predation-prey in 
the other cases. 
3. THE EXIT BOUNDARY 
In this section the exit problem (2.17) with fas in (2.19) is solved asymptotically for small f. The solu-
tion contains an unknown constant. To obtain an expression for this constant, we use an integral for-
mula which results from the divergence theorem. In the integral formula, a formal solution of the for-
ward equation adjoint to (2.17a) is needed. This adjoint equation is solved by the WK.B-method. Near 
the boundaries x 1 =O and x 2 =O, the solution of the adjoint equation is peaked at the critical points 
(0, -b20 /b22) and (-b10 /b 11 ,0) respectively. Neighbourhoods of these critical points play an impor-
tant role in the subsequent analysis. 
3.1. The backward equation 
An asymptotic analysis of the boundary value problem (2.17) reveals the existence of an outer solu-
tion, valid away from x 1 =O and x 2 =O. Near these boundaries, an examination of different stretch-
ings of the normal coordinate shows the presence of a boundary layer of width 0(£). Inside the 
boundary layers, the diffusion parallel to the boundary is negligible, except near critical points of the 
deterministic system. Thus, the following regions are distinguished: 
h20 _ r 
region A: x 1 = 0(£), x2 + -b >0( Vf), (3.la) 
22 
b20 _ r 
region B: x 1 = 0(£), lx2 + -b I = 0( Vt:), 
22 
b20 _ r 
region C: x 1 = 0(£), O(E)<x2<- b
22 
-0( Vf), 
region D: x 1 = O(t:), x 2 = 0(£), 
h10 _ r 
X1 + -b >0( Vf), X2 = 0(£), 
II 
region A': 
region B': 
b10 _ r 
lx1 + -b I = O(Vf), x 2 = 0(£), 
. II 
region C': 
see fig. 1. 
3.1.1 The outer solution 
The reduced equation corresponding to (2.l7a) reads: 
2 au ~ b;(x)~ = 0, 
i=I uX; 
which has the solution: 
(3.lb) 
(3.lc) 
(3.ld) 
(3.le) 
(3.lf) 
(3.lg) 
(3.2) 
(3.3) 
with cb a constant with respect to x, which is yet undetermined. An expression for cb will be found 
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in subsection 3.3. The solution (3.3) is valid in R except near x 1 =O and x 2 =O because the boundary 
condition (2.19) cannot be satisfied. 
O(c:) 
~ 
Xz 
A 
outer 
! region 
-b2ofh22 B 0(£2) 
c ! O(c:2) 
E ~ 
D C' B' A' $ O(c:) 
0 
-bIO/bl l xl 
FIGURE I. The outer region and the boundary layer regions. In the 
regions A,A',C,C' the diffusion parallel to the boundary is 
negligible, while this is not the case in the regions B,B' and 
D. 
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3.1.2 The boundary layer solution in the regions Band B' 
Near the critical point (0, -b20 Jb22 ) of the deterministic system, we introduce the stretched coordi-
nates: 
and the boundary layer function 
b 
U(Xi.:X2) = u(ai. - b20 + y';:X2). 
22 
Substitution into (2.17a) leads to the boundary layer equation: 
in which 
k _ au + k _ a
2 u k _ au + k a2 u 0 1X1-- 2X1_2_ - 3X2-- 4--=r = ' 
a:X1 a:X1 a:X2 ax2 
b12b20 
k1 = b10 - --
b22 
1 b20 
k2 = 2<a10-a12 b
22
), 
k3 = b20' 
I b20 anb20 
k4 = ---(a20- ) . 
2 b22 b22 
(3.4a) 
(3.4b) 
(3.5) 
(3.6) 
(3.7a) 
(3.7b) 
(3.7c) 
(3.7d) 
From the assumptions (l-4) and the positivity of the aij it follows that the constants k; are positive. 
By separation of variables: 
U(Xi.:X2) = w(Xi)z(X2), (3.8) 
equation (3.6) leads to the ordinary differential equations: 
k - d2w + k - dw '" 0 2X1-:=2 1X1-- - AW= , 
dx1 dX1 
(3.9a) 
d2z - dz k 4 - 2 - k3x2-- + Az = 0, di2 di2 
(3.9b) 
in which A is the separation constant. The general solution of (3.9a) is: 
(3.10) 
in which 
(3.lla) 
(3.llb) 
W>.,..L and W ->. ..!... are Whittaker functions [8] and ci. c2 are arbitrary constants. The general 
• 2 1• 2 
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solution of (3.9b) is: 
in which 
_2 
x, 
4 - .-z(X 2) = e [c3D>.,(X2)+c4D->.,-1(1x2)], 
x2= ~:X2, 
A A2 = °k;, 
(3.12) 
(3.13a) 
(3.13b) 
D>., and D ->., - I are parabolic cylinder functions [9] and c3, c 4 are arbitrary constants. At x 1 = 0 we 
have the boundary condition 
(3.14) 
This condition can be satisfied only if A=O. The matching condition with the outer solution (3.3) is 
stated as: 
lim U(Xi.x2) = cb. 
i1-+00 
The boundary layer solution satisfying both conditions (3.14) and (3.15) is given by 
U(Xi.:X2> = Cb +(Cb1 -Cb)e -x, 
or, in the original notation: 
u(X1>X2) = Cb+(Cbl -Cb)e k, ( . 
The boundary layer region B' around the critical point ( - b 10 I b ll • 0) yields a similar result: 
in which 
3.1.3 The boundary layer solution in the regions A,A' and C,C' 
Introduction of the stretched coordinate (3.4a) and the boundary layer function 
U(Xi.x2) = u(ai.x2) 
into equation (2.17a) leads to the boundary layer equation: 
(3.15) 
(3.16a) 
(3.16b) 
(3.17) 
(3.18a) 
(3.18b) 
(3.19) 
i1(b10 +b12x2) a!! + x2(b20 +b22X2) aau + X1 ; (a10 +a12X2) a~ = 0. (3.20) 
'dx1 x2 'dx1 
In order to make this equation separable, the variable x 1, is replaced by the new variable 
y = XJ°Y(X2)' (3.21) 
with the function y still to be determined. Equation (3.20) becomes: 
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(3.22) 
where 
(3.23) 
and 
I I 
f(x2)= 1 [h1o+h12x2+x2(h20+h22X2)L]. 
2(a10 +a12x2!Y Y 
(3.24) 
The function y is chosen such that 
f(x2) = 1. (3.25) 
Then (3.24) is a Bemouilli equation, the integration of which is discussed in appendix A. The 
corresponding integration constant follows from a matching condition, see below. The partial 
differential equation (3.22) with (3.25) can be solved by separation of variables: 
W(Y,x2) = w(y)z(x2), (3.26) 
leading to the ordinary differential equations: 
d2w dw 
Y- +y--Aw = 0 dy2 dy ' 
X2(b20 +b22X2) dz '\ _ 
I +ru::=O, 
2(a10+a12x2)'y dx2 
in which A is the separation constant. To satisfy the matching conditions 
U(O,x2) = Cb1 , 
lim U(i1>x2) = cb , 
i1-+00 
A must equal zero and the solution of (3.20), (3.28) is obtained as: 
U(X1>x2) = Cb+(Cb1 -Cb)e-'Y(x,)X, , 
or, in the original notation: 
x, 
(3.27a) 
(3.27b) 
(3.28) 
(3.29a) 
-y(x,)-
U(X1>X2) = Cb+(Cb1 -Cb)e • (3.29b) 
The integration constant in the problem (3.24), (3.25) for y is chosen such that (3.29) matches the 
solution (3 .. 16), that is, by the condition: 
k1 
limb
20 
y(x2) = k; . 
x,-+-b; 
(3.30) 
The boundary layer regions A' and C' along the x 1-axis are treated similarly. There, the solution is 
given by 
-Y<x,)~ 
u(x1>X2) = Cb+(Cb2-Cb)e • (3.31) 
in which y(x 1) solves a Bernoulli problem analogous to (3.24), (3.25), (3.30). 
The treatment above in the direction along the boundary leads to a correct result only for constant 
boundary conditions. Readers interested in boundary conditions (2.17b) with nonconstant f are 
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referred to the approach in [3]. 
3.1.4 The boundary layer solution in the region D 
We introduce the stretched coordinates (3.4a) and 
and the boundary layer function 
U{X1>:X2) = u(u1>u2). 
Substitution into equation (2.17a) leads to the boundary layer equation: 
b _ au 1 _ a
2u + b _ au + 1 _ a2u 0 1ox1-- + 2a10X1 ---::r 20x2-- 2a20x2---::r = . 
a:x1 ax1 a:X2 ax2 
This equation is solved by separation of variables. By the assumption 
U{X1>:X2) = w{X1)z{X2) 
the ordinary differential equations 
b _ dw I - d
2w "' 0 10x1-- + 2a10X1 .-2 - ~w = ' 
dX1 ax1 
b _ dz I - d
2z "'_ 0 2ox2-- + 2a2ox2--2 + ~ = , 
di2 di2 
are obtained, in which X is the separation constant. The general solution of (3.36a) is: 
in which 
,,.. bw -
Xt = -.--x1' 
2a10 
X X1 =-b . 
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The general solution of (3.36b) is: 
-x, 
z(X2) = e 2 [c3 wli.z.L (-~2)+c4 w -li.z.L (~2)], 
2 2 
in which: 
,,.. b20 -
X2 = -.-- X2' 
2a20 
X2 = -~. 
b20 
The solution of (3.34) must obey the boundary conditions: 
U(O,:X2) = Cb1 , 
U(XI>O) = Cb2 , 
(3.32) 
(3.33) 
(3.34) 
(3.35) 
(3.36a) 
(3.36b) 
(3.37) 
(3.38a) 
(3.38b) 
(3.39) 
(3.40a) 
(3.40b) 
(3.4la) 
(3.4lb) 
and the matching conditions: 
b,. -
--1-x1 
_fun U{X1':X2) = cb+(Cbl·-Cb)e TDio 
Xz-+00 
b,. -
--,--x, 
fun U{Xi.:X2) = cb+(Cb2-Cb)e Ta,. 
i1-+00 
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(3.42a) 
(3.42b) 
with respect to the solution in the regions C and C' respectively. The conditions (3.42) follow from 
(3.43a) 
(3.43b) 
see appendix A. The desired solution is a rather complicated expression, which will not be given here. 
Instead, we remark that 
U{X1>:X2) = ~b [Cb+(Cb1-Cb)e-;'][Cb+(Cb2-Cb)e-;,], (3.44) 
obtained with A=O, solves the differential equation (3.34), satisfies the matching conditions (3.42) and 
has the boundary values: 
- cb2 _;, 
U(O,x2) = Cb1[1 +( Cb - l)e ], (3.45a) 
cb1 _; 
U{Xi.O) = Cb2[l +( Cb - l)e '], (3.45b) 
which are different from the boundary conditions (3.41). 
3.1.5 Summary 
It is easily verified that the results of subsection 3.1 can be summarized as follows. The uniform 
asymptotic expansion for small £ in ii. \ D, D an 0( £) neighbourhood of the origin, of the boundary 
value problem (2.17, 2.19) is given by: 
(3.46) 
in which y;y solve ~moulli problems as discussed in 3.1.3. Expression (3.46) is the uniform asymp-
totic expansion in R of the boundary value problem (2.17) with boundary conditions (3.45). The 
remainder of section 3 concerns the determination of Cb, which is yet unknown. 
3.2 The adjoint equation 
The forward equation adjoint to (2.17a) is given by 
MEv = 0, (3.47) 
with the operator ME defined in (2.4). The function v(x) describes the probability density, 
corresponding to the (quasi-) stationary state of the system (2.4). The solution of equation (3.47) is 
needed in section 3.3. 
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3.2.1 The WKB-approximation 
A solution of (3.47) is sought in the form of the WKB-Ansatz [10]: 
-Q(x,,x,) 
where 
Q(xf.xD = 0, 
w(x1,xD = l, 
t:~O, 
(normalization) . 
(3.48a) 
(3.48b) 
(3.48c) 
Substitution of this form into (3.47) leads to leading order O(t:- 1) to the eikonal equation: 
2 
N 1- N2 -~ [b; ':I . + 2 a;( ':I ) ] - 0 , (3.49) i=I uX1 uX1 
and to order O(t:0) to the transport equation: 
2 a N_a_ 1- ~-~ [-':1-(b;w) + ':I ':I (a;w)+ 2 a;w 2 ] - 0. (3.50) i = 1 uX; uX; uX; OX; 
The numerical computation of the functions Q and w subject to the conditions (3.48b, c) is treated in 
section 5. 
3.2.2 Behaviour near the boundary 
To investigate the asymptotic behaviour of Qin the x 2-direction for small xi. the expansion 
- - I- 2 Q(xi.x2) = Qo(x2) + Q1(x2)x1 + 2Q2(x2)x1 + · · · (3.51) 
is substituted into (3.49). Terms of order O(x?) are collected, resulting in: 
dQo 
dx2 
b20 +b22X2 
1 . 
2(a20 +a22x2) 
(3.52) 
This expression indicates that inside the interval x 2 E [O, oo ), the only extremum of Q 0 is a minimum, 
situated at the critical point x 2 = -b20 /b 22 . By (3.48a) the probability density function v is sharply 
peaked at this critical point. Therefore, the probability of meeting the stochastic system in the boun-
dary layer x 1 =O(t:), asymptotically equals the probability of meeting the system in the boundary 
layer region B. 
To study the WKB-solution in the region B the new variable 
A b20 
X2 = X2 + -b 
22 
is introduced and Q is approximated by the Taylor series expansion: 
A 1 A2 Q(xi.x2) = Qo + Q2x2 + Q1x1 + 2Q3x2 + · · · 
(3.53) 
(3.54) 
Note that in the region B, x 1 is of the order O(x;). Substitution of (3.54) into the eikonal equation 
(3.49) determines the constants 
Q2 = 0, 
(3.55) 
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and leaves the constant Q0 undetermined. The value of Q0 is obtained by solving the problem (3.47, 
3.48) numerically. 
A boundary layer analysis is carried. out to reveal the behaviour of the transport function w in the 
region B. The result (B9) for the one-dimensional exit problem, given in appendix B, indicates a 
singular behaviour. The stretched coordinates (3.4) and the boundary layer function 
V(Xi.x2) = v(ui.- bb 20 + Yti2) (3.56) 
22 
are introduced. Substitution into (3.47) leads to the boundary layer equation: 
a ~ a ~v 
-k1-=--CX1V) + k2--:Tlx1V) + k3-=-CX2V) + k4--:::r = o, 
ax1 ax1 ax2 ax2 
with the k; defined by (3.7). By the separation assumption 
V(Xi.i2) = r(X1)s(X2), 
(3.57) leads to the ordinary differential equations: 
d2 d k2 -2 CX1r)-k1-CX1r)-µr = 0, 
dX1 tfX1 
d2s d k4 -2 + k3-(X2s) + µs = 0, 
dx2 dX2 
in whichµ is the separation constant. The general solution of (3.59a) is: 
with 
(3.57) 
(3.58) 
(3.59a) 
(3.59b) 
(3.60) 
/LI = t • (3.61) 
ci.c2 arbitrary constants and i 1 defined by (3.1 la). The general solution of (3.59b) is: 
_2 
-~ 4 - .-s(X 2) = e [c3D,.,(x2)+c4D-,.,-1(ix2)], 
with 
11~ = .../!:_ 
,..,,_ k3 ' 
c3 , c4 arbitrary constants and i 2 defined by (3.13a). Putting 
/L = 0' 
C2 = 0, 
C4 = 0, 
the boundary layer solution 
_2 
- X2 
- --1 x,-2 V(X 1,x2 ) = const. x 1 e 
(3.62) 
(3.63) 
(3.64) 
(3.65) 
is obtained. The leading order part of the WKB-solution (3.48a) with Q given by (3.54), (3.55) agrees 
with the exponential function in the boundary layer solution (3.65). The solution (3.65) indicates that 
the transport function w behaves according to 
14 
1 w ,_,_ 
XJ 
(3.66) 
in the region B. Substitution of the expansion 
1 A I A2 
w(xi.x2) = -(wo+w2x2+w1x1 +1w3x2 + · · ·) (3.67) 
X1 
into the transport equation (3.50) and using (3.55), leaves the constant w0 undetermined. Its value is 
obtained by solving the problem (3.47), (3.48) numerically. 
As a conclusion, in the boundary layer region B the WKB solution (3.48) behaves as: 
I k, k, x~ 
C1(£) -;-<Tx, - TT> 
v(xi.x2) = -- e 2 • 
XJ 
(3.68) 
in which 
(3.69) 
where w0 , Q0 as in (3.67), (3.54) respectively, have to be determined numerically. A similar result can 
be derived in the boundary layer region B'. There, the WKB-solution is: 
I k 1' k,' x~ C2(t:) -;-<--;;-;- x, - k7 2> 
v(xi.x2) = --e 2 ' X2 (3.70) 
where the constants in C 2 , which is the analogue of C 1, have to be determined numerically. The con-
stants k3',k/ are given by 
aub10 
b ), 
ll 
and x1 by: 
A b10 
XJ = XJ + -b . 
II 
3.3 Application of the divergence theorem 
Using the divergence theorem the following integral relation can be derived: 
f f 
2 
[ t: au av t: aa; l (vL(u-uM(v)dR'= ~v; -2 a;(v-a . -u-a )+(b;--2 -a _)uv ds, R' 3R' i=I x, x, X, 
(3.71a) 
(3.71b) 
(3.72) 
(3.73) 
where R' is a region with boundary aR' on which the operators L 0 ME are defined, and v denotes the 
outward normal on aR'. In the right side of (3.73) v and its conormal derivative need to be evaluated 
at the boundary S'. By (3.68), (3.70) these functions become singular at x 1 = 0 and x 2 = 0. To 
avoid singular functions, R' is chosen as a slight modification of the region R: 
and 
aR' = ii.'\R' = {(xi.x2)l(x1 -B)(x2-B)=O and X1 +x2;;;ai.2B} 
with B a small number: 
O<B<<t:. 
(3.74) 
(3.75) 
(3.76) 
By (2.17a) and (3.47) the left side of (3.73) equals zero. First the boundary x 1 
sidered. There, the right side of (3.73) is written as: 
-a1(-v--+u--)-(b1 ----) uv dx2. Joo [ £ ()u i)v . £ ()a I l li 2 ax1 ax1 2 ax1 x,=li 
15 
= 8 of R' is con-
(3.77) 
The only significant contribution to this integral comes from the boundary layer region B. Using the 
expression (3.16b) for u and (3.68) for v, the integrand in (3.77) is evaluated. Subsequently the limit 
s~o is taken and asymptotically for small £ the following result is obtained: 
l C1(<) :: e -~ !: ~ [<•10-b10 ~: )C,1 - ; a10C, + {<•12-b12 :: )C,1 - ; a12C,} x2] dx,. (3.78) 
This integral is evaluated by the method of Laplace [11]. Expression (3.78) becomes: 
C1(<) ~: y;:¥, [<•10-b10 ~: )C,1 - ; a10C,- :: {<•12 -b12 ~: )C,1 - ; •12C, }] · (3.79) 
Analogous to the derivation above the boundary x 2 = 8 is treated. The following expression is 
found: 
C 2(<) ~:: 2m ~:: [<•20 - b20 ~:: )C., - ; a,. c, - : :: {(a 2i-b21 ~:: )C., - ; •21 C,}] · (3.80) 
Combining the results (3.79), (3.80) in the divergence theorem formula (3.73), an expression is 
obtained for cb: 
Cb1 C1(£)K1 +Cb2C2(£)K2 
Cb= C1(£)K1 +C2(£)K2 ' (3·81) 
with 
(3.82) 
Expression (3.81) completes the analysis of this section. With (3.46) the following result is obtained. 
Denoting the probability of exit at boundary x; =O, starting at x, by u;(x), we have: 
(3.83a) 
(3.83b) 
asymptotically for small £ in R \ D, D and 0 ( £) neighbourhood of the origin. It is easily verified that 
in the region R\D, expressions (3.83a) and (3.83b) add up to one. Rewriting (3.69) and the analog 
expression for C 2 as: 
-Q .. 
C;(£) = w0; e ( (i = 1,2) (3.84) 
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and using the fact that w0i,Ki are order 0(1) constants, (3.83) can be simplified. In the case Q01 <Q02 
we find: 
_::;,x)2 
1\ I ( 
u1(x) ,...._, 1-e 
-Y<x1)2 
u2(x) ,...._, e • 
and in the case Qo1 >Qo2: 
X1 
-y(x,)-
U1(X) ,...._, e < 
4. THE EXPECTATION AND VARIANCE OF THE EXIT TIME 
(3.85a) 
(3.85b) 
In this section the boundary value problems (2.22) are solved asymptotically for small t:. Assume that 
Ti(x) is of the form: 
T;(x) = Cr,;(t:)Ti(x), (4.1) 
in which 
(4.2) 
Substitution of ( 4.1) into (2.22a) yields to leading order the reduced equation: 
2 CIT· ~bj(x)~ = 0, (4.3) 
j=l XJ 
which is solved by a constant that is taken 1 without loss of generality (any other constant can be 
incorporated in Cr,i): 
Tj(X) = 1. (4.4) 
This is the outer solution, valid away from O(t:) boundary layers along x 1 =O and x 2 =O. A boundary 
layer analysis can be held as in section 3, with u replaced by Tj. The only difference is in the boun-
dary condition, for this case stated by (2.22b ). The following uniform asymptotic expansion for Ti is 
obtained: 
-y(x,)- -'y(x )-
Tj(X 1>X2) = 1-e ( 1-e I • ' 
[ 
x, l [ - x, l (4.5) 
valid in R (the region D included). The unknown Cr,i(t:) are determined using the integral relation 
(3.73) with u replaced by Ti. After some calculus, this integral relation reduces to: 
2 00 00 00 [ CIT.· ] 
00 
[ CIT.· ] 
--;-J J vgidx1dx2 = J 01V Clx: dx2 + J 02V Clx: dx1 • 
Ii Ii Ii x, = Ii Ii x, = Ii 
(4.6) 
On the right side, the largest contributions to the integrals are from the boundary layer regions B and 
B'. These integrals are evaluated by the method of Laplace, using expressions (4.1), (4.5) with 
k1 
y(x2) = k; , (4.7) 
- k1' 
y(x1) = k2' ' 
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for T and expressions (3.68), (3.70) for v. The left side of (4.6) is evaluated using the WKB-expression 
(3.48a) for v and the method of Laplace for double integrals. Letting 8~0, the following expressions 
are found for Cr,;(E): 
Vlff Cr, i(E) = -C-1-(E"""")K_1_+_C..._2_( ..... E)_K_2 ' (4.8a) 
(4.8b) 
in which H(xe) is the determinant of the Hessian matrix of Q at xe. With Q* =min(Qoi.Q02), see 
(3.84), and using the fact that w0 ;, K;, H(xe) are of order 0(1), Cr, 1(E) is of the order 
.Q_ 
Cr, 1(E),...., "\[;e E • (4.9) 
In the evaluation of the left side of (4.6) we let 8~0, while the WKB-expression (3.48a) for v fails to 
be integrable in this limit. This procedure was proposed by LUDWIG [10]. Its correctness has not · 
been proven. ~ee also the remarks in [4] at this point. By (2.20) the resulting uniform asymptotic 
expansions in R of the expectation and variance of the exit time are given as: 
[ 
x, l [ - x, l -y(x,)- -Y(x,)-Er(X) = Cr,1(E) 1-e ( 1-e ( , (4.lOa) 
Varr(x) = c~,1(£) 1- e ( + e ( -e E ( ' [ [ 
-y(x,)~ -l(x,)~ -y(x,)~-l(x,)~] 2] (4.lOb) 
respectively. 
5. NUMERICAL DETERMINATION OF THE WKB-SOLUTION. 
To obtain the constants Q0i.woi.Q02 ,w02 in (3.84), the WKB-solution (3.48) of the adjoint equation 
(3.47) is determined numerically. By the Hamilton-Jacobi theory [12], the eikonal equation (3.49) is 
written in terms of the Hamiltonian H: 
2 I 
H(x,p) = ~[b;p; + 2a;pf] = 0, (5.la) 
i=I 
where 
p· = 1Q_ 
I ClX; • (5.lb) 
The corresponding system of bicharacteristics reads: 
dx; ClH 
ds = Clp; = b; +a;p;' (i = 1,2) (5.2a) 
dp; _ ClH 
ds Clx; (i = 1,2) (5.2b) 
with s a parameter along the characteristics. The rate of change of Q with s is given by: 
.!!Q__ 2 dx; - 2..!_ 2 
ds - H + i~I ds p; - i~I 2 a;p; , (which is ~O) . (5.2c) 
At s = 0 all characteristics start in a neighbourhood of the equilibrium 
18 
p = 0, 
Q = 0, 
(5.3) 
of the system (5.2). The initial position of a characteristic is specified on a circle around xe with 
radius r<<l, by the variable 8: 
x1 = x1 + rcosfJ, 
x2 = x~ + rsinfJ . 
The corresponding initial values of p 1,p2 ,Q are obtained by the following local analysis. 
(5.4) 
In the neighbourhood of (5.3), Q ~s approximated by the quadratic form: 
1 Q ~ 2(x -xe)1P(x -xe), (5.5) 
in which P is a symmetric matrix and t denotes the transpose. It follows that: 
p = ':& ~p (x-xe). (5.6) 
Substitution of the approximations (5.6), (2.12) and 
into the eikonal equation (3.49) leads to the matrix equation: 
PAP+ PB+ B 1P = 0, 
which is solved to give: 
-2(Bu + B22) 
p = 2 2 (B21A1-B12A2) +A1A2(Bu +B22) 
[B~1A 1 +[BuB22 -B12B21 +Bt1JA2 B22B21A1 +BuB12A2 l • 2 2 B22B21A 1 + BuB12A2 B12A2 +[B11B22 -B12B21+B22JA1 . 
(5.7) 
(5.8) 
(5.9) 
The initial values ofpi.p 2 ,Q are determined by (5.6), (5.5), (5.9). Notice that (5.9) also determines the 
determinant 
in (4.8a). 
Next we consider the transport equation (3.50). With (5.2a) and 
2 a dx; d i~l OX; ( ds ) = ds lnlJI, 
see [10], in which J is the Jacobian 
dx1 OX1 
ds ao 
J= dx2 
ds 
(5.10) 
(5.lla) 
(5.llb) 
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equation (3.50) is rewritten as: 
d 2 [oh· oa·] 
ds (lnw
2 IJI) = - ~ ~ + p;~ · 
i=l ux, ux, 
(5.12) 
Differentiation of (5.2a,b) with respect to fJ leads to the equations 
d OX; oh; oa; op; 
ds < ofJ > = oo + oo P; + a; oo ' (5.13a) 
(5.13b) 
i = 1,2, which describe the rate of change with s of ox;fo() and, using (5.2a), of J. The initial value at 
s =O of w is chosen according to (3.48c). The initial values of ox;loO, op;loO are obtained by 
differentiation of the initial expressions (5.4) for x; and (5.6) for p; with respect to e. 
To obtain Q0i.woi. the system of 10 ordinary differential equations (5.2), (5.12), (5.13) is integrated. 
By trial and error the angle fJ of the initial point is manipulated in order to obtain a characteristic 
containing points close to (0,-h20 /h22). Once a (A2,A)-neighbourhood of (0,-h20 /h22) is reached, 
A«l, the integration is terminated. Using the values of Q,w obtained numerically at the end point(s) 
of the characteristic and the formulas (3.54), (3.55) for Q and (3.67) for w, valid in the case 
x 1 =O(x~), x 2 small, we approximate the values of Q0i.w01 . 
The solutions of Q and w obtained by the numerical method described above are not always unique 
functions of x. By assumption, the solution is unique along the characteristic which starts at the ini-
tial point with r =O and ends at (0, -h20/h22). In numerical computations, this characteristic cannot 
be followed exactly. Near (0, -h201h22) the characteristics curve upward or downward along x 1 =O 
and get into caustic surfaces, as indicated by a change of sign in the determinant (5.llb). There, the 
solution is not a unique function of x. The numerical integration must be terminated before the deter-
minant vanishes. The boundary x 1 =O cannot be approached too close. Consequently, A cannot be 
taken arbitrary small, which limits the accuracy of the computed values of Qo1>w01 . In the subsequent 
example, the numerical computation was stopped at x 1 ~0.02. 
6. AN EXAMPLE 
Consider the predator-prey system defined by the diffusion 
a1(x) = xi(l.28 + 0.80x1 + 0.32x2), 
a2(x) = x2(1.08 + 0.28x1 + 0.40x2), 
and the drift: 
h 1(x) = x 1(0.72 - 0.40x 1 - 0.32x2), 
h1(x) = x2(0.12 + 0.28x1 - 0.40x2), 
(6.la) 
(6.lb) 
in which x 1 and x 2 denote the prey and predator density, respectively. The stochastic system defined 
by (6.1) is the diffusion approximation to a birth-death process treated in [5]. Some trajectories of the 
deterministic system are depicted in fig.2. The numerical computation described in section 5 produces 
the values: 
Q01 = 0.26, w01 = 1.1, Q02 = 0.30, w02 = 1.5. (6.2) 
The projection on the x-plane of the characteristics (called rays), used in this computation, are dep-
icted in fig. 3. Outside the region D, the probability of exit at boundary x;=O is given by u;: 
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0 1.8 
4 
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0.907 
0.788 y(xl) 
y(x2) 
0.222 
x. 
l. 
0 0.3 1.8 
FIGURE 2. Trajectories of the deterministic system associated with the 
stochastic system (6.1). The critical points are (0,0), (0,.3), 
(l.8,0), (1, 1). 
FIGURE 3. The rays used in the numerical computation of Qo1. Wot 
and Qo2.wo2· 
FIGURE 4. The functions y, y. The critical points, at which the initial 
condition for the Bernoulli differential equation is 
specified, are indicated. The values denoted along the verti-
cal axis follow from (3.30), a similar formula for the other 
boundary, and (3.43a,b). 
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-~ _..Lpo+x11'(x,)] 
( .69e • + I.03e • U1 X) = -~ _.:lQ_ 
. 69e • + l.03e 
[ -Y(x,)2-l 1 - e • (6.3a) 
-..L[.26+x2Y{x,)] 
.69e • + l.03e U2(X) = ----_-.-26----_-.-30--
.69e • + I.03e • 
_.:lQ_ 
[ -y(x,)~l 1 - e • 
- x, 
-y(x,)-;-
""' e (6.3b) 
according to (3.83), (3.85). The expectation and variance of the exit time satisfy equations (4.10), uni-
formly in R, with 
-..;; .26 
Cr, 1(£) = ---_
2
-
6
-£ ____ -.-
30
- "'"'9.1-..;;e-.-. (6.4) 
0.1 le • +0.16e 
The functions y, .:Y are computed numerically by the method described in appendix A. Their graphs are 
shown in fig. 4. In the boundary layers along x 1 =O and x 2 =O a small (large) value of y,y respec-
tively, may be interpreted as a relatively weak (strong) stochastic stability. From fig. 4 we conclude 
that for low prey density the stochastic stability of the system (6.1) decreases with increasing predator 
density; for low predator density the stochastic stability increases with increasing prey density. 
7. SOME REMARKS 
Problems with diffusion and drift coefficients vanishing nonlinearly at the boundary require a different 
asymptotic analysis. In such a case the boundaries may be not of exit type. It is noted that for two-
dimensional stochastic systems no complete classification of boundaries exists as for one- dimensional 
systems [13,14]. 
In a diffusion approximation to a birth-death process, only the first and second jump moments are 
incorporated. An approximation to birth-death processes taking into account higher jump moments 
can be found in [15]. 
Various extensions of the theory presented in this paper are conceivable. Investigations can be 
directed towards a two-dimensional model, more general than treated in this paper, with the same 
qualitative behaviour of drift and diffusion at the boundary and the same type of deterministic critical 
points. The boundary condition (2. l 7b) can be used with general f. With respect to these points, see 
the approach in [l,2,3]. The theory may be extended to higher dimensions. 
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APPENDIX A: SOLUTION OF THE BERNOULLI-PROBLEM 
The Bernoulli-equation 
(b10 + b12X2)Y + X2(b20 + b22X2)Y' = ~ (aw + a12X2)y2, 
must be solved with the condition: 
b20 k1 
y(- b22) = ,;:;· 
By the substitution 
y = g-1 
equation (Ala) changes into the linear differential equation: 
l 
X2(b20 + b22X2)g' - (bw + b12X2)g = -2(a10 + a12X2), 
with the condition 
b20 k2 g(--) = -. 
. b22 k1 
The general solution of equation (A3a) is given by the variation of constants formula: 
,, [ I • , l J h,.+b12x dx x,2(a10+a12x) -J h,.+b12x dx' 
( ) _ x(b20 + b22x) C _ J x'(b20 + b22x') d g x 2 - e (b +b ) e x . 
X 20 22X 
Only in special cases this formula can be worked out analytically. Next it is shown that 
I 
2a10 
g(O) = -b-. 
10 
The homogeneous equation corresponding to the inhomogeneous equation (A3a) is solved by: 
., f bto+b12X b 12 b10 b10 
( ) - x(b,.+b,,x) dx - C(b + b )b;-b,; b,; gh X2 - e - 20 22X2 X2 
By the assumptions made in section 2 with respect to the bij we have: 
so that 
b12 bw 
---<0 
b22 b20 ' 
bw >0 
b20 ' 
C>O 
C<O 
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(Ala) 
(Alb) 
(A2) 
(A3a) 
(A3b) 
(A4) 
(AS) 
(A6) 
(A7a) 
(A7b) 
(A8a) 
(A8b) 
A particular solution of the inhomogeneous equation (A3a) is obtained by the Taylor series expansion 
around the regular singular point x2 = -b20/b22: 
k2 a12b10-a10b12 b20 
gp,1(x2) =-;;: + 2k1(b20+k1) (x2 + b22) + (A9) 
24 
which converges on at least (0, -b20/b22]. Since gp, l satisfies the condition (A3b) and, by (A8a), gh 
becomes infinite at x 2 = -b20 /b22 , the solution of (A3) on (0, -b20/b22] is given by: 
g(x2) = gp, 1 (x2). (AIO) 
Another particular solution of the inhomogeneous equation (A3a) is obtained by the Taylor series 
expansion around the regular singular point x 2 =O: 
l 
2010 o12b10-010b12 
gp,2(X2) = b;- - 2b10(b20-b10) X2 + (All) 
which converges on at least (0, -b20 /b22). The general solution of equation (A3a) on (0, -b20 /b 22) 
may be written as: 
g(x2) = gh(x2) + gp,2(x2). 
By (A8b) and (All) we have 
l 
2010 
(Al2) 
lim g(x2) = -b-, (A13) 
x2J,O 10 
independent of C. Remark that since the regions of convergence of (A9) and (A12) overlap, the con-
stant C is determined by the condition: 
_ bw 
g(x2) = gp, 1 (x2), x2 e(O, - -b ). (A14) 
22 
Generally, y has to be determined numerically. Expressions (A2), (A9) supply the starting values 
y(-b20 /b22 +tJ..), a small, and a forward (backward) finite difference scheme base on (Ala) is used to 
obtain y(x2) for x2>-b20lb22 +a (,x2 <-bwlb22 -a). 
APPENDIX B: THE ONE-DIMENSIONAL EXIT PROBLEM 
Consider the one-dimensional stochastic system defined by the diffusion coefficient 
o(x) = x(oo + 01x), o0 >0, 01>0, 
and the drift coefficient: 
b(x) = x(bo + b1x). 
The deterministic system has the equilibria 
x = 0, 
e - bo 
x = x = -,;;· 
By the assumptions 
xe>o' xe = 0(1), 
bo>O, 
(BI) 
(B2) 
(B3a) 
(B3b) 
(B4a) 
(B4b) 
the equilibrium x =O is instable and the equilibrium xe has a positive coordinate of order one and is 
stable. The determination of the probability of exit at x =O is a trivial problem since only one boun-
dary is involved. To avoid a trivial problem we assume a second boundary x =I, 
(B5) 
and study exit at either x = 0 or x =I. Using the methods of section 3 the ·uniform expansion of u in 
R = {xlO~x~/} 
is determined: 
-~~ 
u(x) = cb + (Cbo-Cb)e 00 • + (Cbl - Cb)e 
with the constant cb given by: 
[ Cbx v(x )h(x )]~ ~9 
Cb = x-O , [v(x)h(x)]x;I 
2(bo +b,I) x -I 
a0 +a,I 
in which v is the WKB-solution of the adjoint forward problem, found analytically as: 
ho ho 
- -(ao - a 1-) I [ b, ho b0a, -a0b, a0 +a,x ] h h -- -2-(x +-)-2 In( ) 
( ) 
I I • a, b, a, a0 -a1b01b, 
v x = e 
x(ao+a1x) ' 
which is singular at x =O. In the limit /~oo the trivial result 
u(x) = Cbo 
is obtained. The asymptotic expansion for the expectation of the exit time yields: 
""~ 2box 
V ~ [1 - e--;;;-;- -e Er(x) = -=-----........... '--
[v (x )h (x )]~ ~9 
2(b.+b,I) x -I] 
a0 +a,I E 
' 
with 
In the limit z~oo we obtain: 
--~ 2b 
Er(x) = V ~ [1 - e ---;;;; ]· [v(x)h(x)y-0 
The variance of the exit time is given asymptotically by: 
VarT(x) = {[•(xifa;1l' [1 - [• -~ ; + e 2(bo +b,I) x -/] 2] a0 +a,I • , 
which, in the limit /~oo, reduces to: 
25 
(B6) 
(B7) 
(B8) 
(B9) 
(BIO) 
(Bll) 
(B12) 
(Bl3) 
(Bl4) 
(BIS) 
26 
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