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Table des symboles et notations
Mathématiques
 Lh : transformée de Laplace de la fonction h
 Re(z) : partie réelle du nombre complexe z
 Im(z) : partie imaginaire du nombre complexe z
 |z| : module du nombre complexe z
 [x] : partie entière par défaut de x
 dxe : partie entière par excès de x
 Γ : fonction Gamma
 erf : fonction d'erreur
 sgn : fonction signe
 exp : fonction exponentielle
 I0 : fonction de Bessel modiﬁée de premier type et d'ordre 0
 1D : fonction indicatrice du domaine D
 Bn(M, δ) : boule euclidienne ouverte de centre M et de rayon δ dans Rn
 B¯n(M, δ) : boule euclidienne fermée de centre M et de rayon δ dans Rn
 P{·} : probabilité d'un évènement
 Nn(m,Σ) : loi normale de dimension n d'espérance m et de matrice de covariance Σ
 χ2 : loi de distribution du chi deux
 µX/E(X) : espérance du vecteur aléatoire X
 ΣX : matrice de covariance du vecteur aléatoire X
 a mod b : a modulo b
 L1q(I,Rn) : ensemble des fonctions de I dans Rn dont la norme q est Lebesgue-intégrable
 G2([a, b],Rn) : espace normé des fonctions à variations bornées (pour ‖ · ‖2) de [a, b] dans Rn
 C([a, b],Rn) : ensemble des fonctions continues du segment [a, b] à valeurs dans Rn
 In : matrice identité de taille n
 0n : matrice carrée nulle de taille n
 Ckn : combinaison de k parmi n
 JF : matrice Jacobienne de la fonction F
 ∂jF : matrice des dérivées partielles de la fonction F par rapport à sa j-ième entrée
 ~a ·~b : produit scalaire des vecteurs ~a et ~b

∨
: connecteur de disjonction logique

∧
: connecteur de conjonction logique
Mécanique spatiale
 µ : constante de gravitation terrestre
 p : objet primaire
 s : objet secondaire
 PJc : probabilité de collision sur l'intervalle de temps J ⊂ R
 f, g : coeﬃcients de Lagrange
 Coord(~x,R) : coordonnées du vecteur ~x dans le repère R
 ν : anomalie vraie
 E : anomalie excentrique
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 e : excentricité d'une orbite
 a : demi-grand axe d'une orbite elliptique
 n : mouvement moyen d'une orbite
 ρ(ν) = 1 + e cos(ν)
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Le terme de débris spatiaux fait référence aux objets en orbite autour de la Terre, construits
par l'homme, qui n'ont pas ou plus d'utilité opérationnelle [58]. Ils proviennent essentiellement
de satellites et d'étages supérieurs de lanceurs, piégés dans le champ de gravitation terrestre. La
prolifération des débris est apparue comme une problématique potentielle pour l'accès à l'espace
une vingtaine d'années après le début de l'ère spatiale avec la mise en orbite de Spoutnik. En
eﬀet, en 1978, la notion de syndrome de Kessler [57] a vu le jour. Il s'agit de la prédiction d'une
croissance exponentielle du nombre de débris, due à une réaction en chaîne de collisions entre eux.
De fait, toute collision en orbite est problématique en soi par les nouveaux débris qu'elle génère. A
l'heure actuelle, il apparait que la population de débris croît déjà d'elle-même, uniquement par le
jeu des collisions [58]. Il est notable que deux évènements critiques ont conduit à des augmentations
spectaculaires du nombre de débris : la destruction volontaire du vieux satellite chinois Fengyun 1-C
en 2007 lors d'un test balistique [55] et la collision accidentelle entre Iridium 33 et Cosmos 2251 en
2009 [56]. On dénombre deux amas principaux dans la répartition des débris [58], qui correspondent
tout simplement aux deux types d'orbites les plus utilisées pour les missions spatiales terrestres.
D'un côté, l'orbite basse (altitude inférieure à 2000 km), où le frottement atmosphérique ﬁnit
toujours par désintégrer ou faire retomber les objets, mais sur des échelles parfois supérieures à
l'année ou la décennie. D'un autre côté, la ceinture géostationnaire, dont les 35000 kilomètres
d'altitude rendent très stables la présence d'objets. Les débris sont détectés depuis le sol à l'aide
de radars pour ceux qui sont en orbite basse et par des télescopes pour ceux qui évoluent à des
altitudes plus importantes [58]. En tout et pour tout, selon la National Aeronautics and Space
Administration (NASA), on dénombrait en 2012 [85] plus de 21000 objets de diamètre supérieur à
10 centimètres et environ 500000 objets de diamètre compris entre 1 et 10 centimètres, le nombre
de corps de taille inférieure étant au moins d'un milliard.
Pour faire face à la gravité de la situation, de nombreuses mesures, eﬀectives ou ﬁctives, existent.
On en donne ici une liste non exhaustive. A la ﬁn d'une mission, on peut utiliser les dernières
quantités de carburant du satellite pour soit le faire retomber sur Terre (s'il se trouve en orbite
basse), soit le placer sur une orbite dite cimetière où il ne représentera plus une gêne (s'il se trouve
à plus haute altitude). Il est également envisagé d'envoyer des robots pour eﬀectuer du service en
orbite et ainsi étendre la durée de vie des satellites. D'autre part, des missions de désorbitation
forcée de débris sont à l'étude. La cible principale serait les plus gros débris existants, comme les
étages de lanceurs, car ils sont responsables des collisions les plus dramatiques. Enﬁn, on citera le
concept de lanceurs entièrement réutilisables, dont tous les étages atterrissent après le vol et ne
restent ainsi pas en orbite.
Les débris spatiaux représentent un risque majeur de détérioration, voire de destruction, pour
les engins spatiaux opérationnels [58]. En orbite basse particulièrement, des objets, même de taille
minime, peuvent causer des dégâts importants, du fait des vitesses considérables qui sont en jeu. Les
collisions sérieuses impliquants des satellites en mission restent rares, grâce aux mesures préventives
prises par leurs opérateurs. Une des plus anciennes jamais répertoriées remonte à 1996 [3]. Elle
impliquait le satellite militaire français Cerise et un débris issu d'un étage supérieure de la fusée
Ariane. La plus connue reste celle entre Iridium et Cosmos en 2009 [56]. Le premier était un
satellite américain actif et le second une épave d'engin spatial russe. C'est en fait cet évènement
catastrophique qui a conduit à une prise de conscience massive du danger représenté par les débris
spatiaux et à une communication moins restreinte sur le sujet [16].
La surveillance constante des débris permet de prévoir des collisions potentielles entre deux
objets du catalogue des corps répertoriés. Pour cela, on propage dans le futur les orbites de chaque
objet et on regarde s'il existe des rapprochements. Si une conjonction apparait entre un engin actif
et un débris, une alerte est émise. Dans un tel document, le satellite opérationnel est appelé objet
primaire, par opposition au débris qui est l'objet secondaire. Il contient des informations sur chacun
des objets, notamment une estimation de leur taille ainsi que de leur position et vitesses (valeurs
moyennes et covariances). Parmi les organismes de surveillance des débris et de prévention de
collision, on compte le Joint Space Operation Center (JSpOC), qui communique notamment avec
Airbus Defence and Space (ADS), le Centre National d'Etudes Spatiales (CNES) ou la European
Space Agency (ESA). Depuis 2014, les alertes de cette institution militaire américaine portent le
nom de Conjonction Data Message (CDM), en remplacement du format précédent, le Conjonction
Summary Message (CSM) [16].
Une fois qu'une conjonction a été prédite, il convient d'estimer le risque de collision. Bien
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entendu, l'opérateur est libre de compléter ou de mettre à jour les informations contenues dans
une alerte avec ses propres ressources, notamment concernant l'objet primaire. Il existe plusieurs
moyens d'évaluer le risque associé à une rencontre. Historiquement, la première méthode utilisée
est un simple critère géométrique. Il consiste à regarder si la trajectoire moyenne du secondaire
pénètre une zone de non-droit, généralement un ellipsoïde, centré sur le primaire. Plus tard est
apparue une méthode plus élaborée, basée sur une métrique probabiliste. Il s'agit de calculer la
probabilité de collision associée à la rencontre. On distingue essentiellement deux modèles, selon que
le mouvement relatif est considéré comme rectiligne [10] ou non [89, 7, 33]. Généralement, chaque
objet est modélisé par une sphère, résultant en un volume combiné sphérique, mais la probabilité
de collision a été généralisée à d'autres formes [88, 28]. Ce critère de décision a été ensuite enrichi
selon deux directions. Ainsi, on peut faire varier les incertitudes portant sur les objets [6, 28]. En
eﬀet, il est possible que des incertitudes trop grandes conduisent à une sous-estimation du risque :
on parle de dilution du risque. D'autre part, dans le calcul de la probabilité, il a été proposé de
remplacer le volume combiné des deux objets par un volume plus grand, dit de conﬂit, de forme
ellipsoïdale [91, 92]. Cela permet de mesurer le risque d'une manière plus conservative.
Lorsque le risque de collision est avéré, une solution consiste à changer à l'avance la trajectoire
de l'engin menacé. La Station Spatiale Internationale, comme la navette américaine avant elle,
eﬀectue régulièrement ce genre de man÷uvres, à l'aide de ses modules de propulsion [58]. Pour
les satellites, on utilise, selon l'énergie nécessaire, soit les tuyères principales, de mise à poste, soit
les secondaires, de maintien à poste. Dans la pratique, l'opérateur peut avancer dans le temps
une man÷uvre de maintien à poste pour éviter la collision, néanmoins dans le cas général, cette
démarche est insuﬃsante et il lui faut calculer un plan spéciﬁque. Dans une volonté de réduire
au maximum l'impact d'une telle mesure sur la durée de vie du satellite, on cherche à réaliser la
correction de trajectoire la moins coûteuse possible en carburant. La conception d'une stratégie
d'évitement est donc un problème d'optimisation dont les formulations varient selon la métrique
utilisée. L'utilisation de probabilités de collision en fait un problème d'optimisation sous contraintes
probabilistes [117, 96, 18, 48].
Le mémoire est organisé en trois volets. La Partie I concerne l'évaluation du risque de collision
et est elle-même subdivisée en deux sous-parties. Le Chapitre 1 décrit le modèle probabiliste gé-
néral adopté ainsi que les méthodes existantes de calcul de probabilités de collision. Il détaille en
particulier les cas du modèle de rapprochement rapide et de la probabilité de collision instantanée.
Le Chapitre 2 présente une nouvelle méthode, développée au cours de la thèse, applicable dans les
deux cas cités précédemment. La Partie II est consacrée au calcul de plans de man÷uvres d'évite-
ment à consommation minimale. Après une introduction générale de ce problème d'optimisation,
deux chapitres se concentrent sur des cas particuliers où des hypothèses spéciﬁques permettent
d'obtenir des solutions. Le Chapitre 3 se place dans un cadre où le mouvement relatif peut être
considéré comme rectiligne et le Chapitre 4 dans celui des rapprochements lents. Enﬁn, la Partie
III ne traite pas directement de l'évitement de collision, mais plutôt d'opérations de rendez-vous
en temps ﬁxé et consommation minimale. En pratique, on s'intéresse à la dynamique linéarisée
hors du plan d'une orbite képlérienne de référence. Une solution analytique de ce problème de
commande optimale est proposée, obtenue par une méthode indirecte de résolution.
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Première partie
Évaluation du risque de collision
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Introduction
Dans cette première moitié du mémoire, on s'intéresse à l'évaluation du risque de collision
entre deux véhicules spatiaux par un calcul de probabilité. Cette partie se concentre sur deux
grandeurs en particulier : la probabilité de collision dans un contexte de vitesse relative élevée et la
probabilité de collision instantanée, utilisée en particulier dans le modèle de rencontre lente [28]. La
première donne une estimation conservative du risque pour une grande part des rencontres réelles,
celles rentrant dans le cadre dit du rapprochement rapide [10, 2, 28, 33], tandis que la seconde
fournit, dans un contexte plus général, une information ponctuelle dans le temps qui permet ensuite
d'obtenir des bornes inférieures pour le risque de collision sur des intervalles temporels. Le calcul
de probabilités de collision dans un contexte autre qui nécessiterait des hypothèses diﬀérentes sur
le modèle, n'est pas abordé ici.
Pour commencer, le Chapitre 1 décrit donc le modèle probabiliste de collision adopté dans le
cadre de la thèse. Des expressions intégrales classiques sont obtenues pour la probabilité de collision
en rapprochement rapide et la probabilité de collision instantanée. Toutes deux s'expriment comme
l'intégrale d'une fonction de densité gaussienne non centrée sur une boule euclidienne, de dimension
respectivement 2 et 3. Le premier chapitre dresse également un état de l'art des méthodes de calcul,
qui sont basées soit sur un schéma d'intégration numérique (Foster [42], Patera [88, 90], Alfano
[4]), soit sur une formule analytique approchée (Chan [27, 28], Distribution Approchées [28]), soit
sur un mélange des deux (Volumes Équivalents [28]).
Le Chapitre 2 présente une nouvelle méthode, développée pendant la thèse, qui a l'avantage
d'être basée sur une formule analytique exacte, sous la forme d'une série convergente à termes
positifs. Elle s'appuie sur les théories de la transformée de Laplace et des fonctions holonomes i.e.
solutions d'équations diﬀérentielles linéaires à coeﬃcients polynomiaux. Pour chaque dimension,
des exemples numériques sont donnés aﬁn de démontrer l'eﬃcacité des formules proposées. Le cas
bidimensionnel est particulièrement intéressant car la preuve est fournie que la formule utilisée
est la version exacte de la formule approchée de Chan [28]. D'autre part, des bornes analytiques
sont obtenues pour la probabilité de collision. Elles représentent un outil mission signiﬁcatif car
l'évaluation de cet encadrement, presque immédiate, permet dans bien des cas réels de statuer sur
l'importance du risque.
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Chapitre 1
Déﬁnition et état de l'art du calcul
de probabilités de collision
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Introduction
Une alerte de collision entre deux objets spatiaux est le point de départ de l'évaluation du
risque pour l'opérateur d'un satellite. En eﬀet, un tel document contient des informations critiques
sur la conjonction, qui incluent une estimation des position et vitesse de chaque objet à une date de
référence. Dans le cas de l'alerte du JSpOC [16], dont le format répond désormais au nom de CDM,
ce temps tm est celui dit de plus proche passage, c'est-à-dire la date à laquelle la distance entre
les trajectoires moyennes des deux objets est la plus petite. Cette valeur minimale, notée dm, est
appelée distance de plus proche passage ("miss distance" dans la littérature anglophone). L'esti-
mation des vecteurs position-vitesse des objets comprend deux niveaux d'information : l'espérance
et la matrice de covariance. La première est donnée dans un référentiel inertiel et la seconde dans
un repère orbital local lié à l'objet. Enﬁn, une autre donnée importante contenue dans une alerte
du JSpOC est la surface apparente des objets, à partir de laquelle on peut déduire un diamètre
approximatif.
Historiquement, le premier critère d'évaluation du risque utilisé est de nature géométrique
et reste peu documenté. Essentiellement, il consiste à regarder si la trajectoire relative moyenne
pénètre ou non à l'intérieur d'une zone de non-droit, comme par exemple un parallélépipède rec-
tangle [10] ou une ellipsoïde [34]. Les dimensions de cette dernière sont ﬁxées arbitrairement ou
bien calculées en sommant les rayons respectifs des objets et les écarts-types sur leur distance
relative. A partir de 1992, avec la référence [42], un critère probabiliste s'est peu à peu imposé
à l'ensemble des acteurs du domaine (opérateurs, propriétaires...). Au lieu de considérations pu-
rement géométriques, celui-ci exploite directement la nature incertaine des données et représente
la probabilité pour que les deux objets rentrent en collision au cours du temps. Une hypothèse
classique [2, 89, 7, 28, 33] consiste à modéliser les vecteurs aléatoires des positions et vitesse avec
des lois multinormales construites à partir des données de l'alerte. Basées sur le calcul de proba-
bilité, certaines procédures vont plus loin dans la quantiﬁcation du risque. Ainsi, il est possible de
s'intéresser aux variations de la probabilité de collision en fonction des paramètres caractérisant la
distribution des vecteurs aléatoires [28]. Le but est d'éviter la zone dite de dilution [6], c'est-à-dire
la plage où des valeurs élevées des incertitudes conduisent à une sous-estimation du risque. Tou-
jours dans un souci de ne pas sous-estimer le risque de collision, la notion de probabilité de conﬂit
[91] a vu le jour. En lieu et place des volumes réels estimés des objets, cette approche considère
des ellipsoïdes de sécurité. Néanmoins, mathématiquement parlant, le calcul d'une telle probabilité
n'est pas diﬀérent de celui d'une probabilité de collision classique [92], et les méthodes développées
dans cette partie peuvent donc être appliquées.
Ce chapitre pose les bases mathématiques du problème d'évaluation du risque de collision
selon une approche probabiliste, avant de se focaliser sur le calcul de la probabilité de collision
en rapprochement rapide et de la probabilité de collision instantanée. La Section 1.1 introduit le
modèle probabiliste général de collision, en s'inspirant notamment d'un article de Coppola [33].
Ensuite, la Section 1.2 présente le modèle classique de rapprochement rapide ainsi que la formule
associée pour la probabilité de collision. Elle décrit les quatre principales méthodes de calcul
existantes, nommées d'après leurs inventeurs Foster [42], Chan [27], Patera [88] et Alfano [4].
Enﬁn, la Section 1.3 traite de la probabilité de collision instantanée. Outre le modèle, elle détaille
deux méthodes de calcul présentes dans le livre de Chan [28], à savoir les Volumes Équivalents et
les Distributions Approchées.
1.1 Modèle probabiliste général de collision
Dans cette section, on s'intéresse à la conjonction des trajectoires de deux corps en orbite.
Cette rencontre met donc en scène un satellite actif, l'objet primaire p, et un débris spatial, l'objet
secondaire s. Dans la suite, on déﬁnit le cadre mathématique nécessaire à l'évaluation du risque
de collision selon un critère probabiliste.
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1.1.1 Déﬁnition du modèle de rencontre
Dynamique
Soient ~xp = (~rp, ~vp) et ~xs = (~rs, ~vs) les vecteurs position-vitesse des centres de gravité respectifs
des deux objets dans le repère de référence Rˆ. Ce peut être un référentiel inertiel ou bien un repère
local. On considère un intervalle de temps J ⊂ R au cours duquel les deux corps sont soumis à
des dynamiques propres déﬁnies respectivement par les champs de vecteurs ~fp, ~fs : J ×R6 7→ R3.
Ainsi, à tout instant t ∈ J , les équations du mouvement s'écrivent :
d~vp
dt
(t) = ~fp(t, ~xp), (1.1)
d~vs
dt
(t) = ~fs(t, ~xs). (1.2)
Ces dynamiques, supposées déterministes, tiennent compte de l'attraction gravitationnelle newto-
nienne. Elles peuvent aussi prendre en compte des perturbations orbitales diverses : non-sphéricité
de la Terre, frottement atmosphérique, pression de radiation solaire, attraction de la Lune, etc.
Quel que soit le modèle adopté, on suppose que, pour des conditions initiales données, les solutions
aux problèmes de Cauchy des systèmes (1.1) et (1.2) sont uniques.
Aﬁn de décrire la dynamique relative des objets, on introduit le vecteur ~x = (~r,~v) déﬁni par :
~r = ~rs − ~rp, (1.3)
~v = ~vs − ~vp. (1.4)
Géométrie
Aﬁn de déﬁnir le domaine de collision entre les objets, on a besoin de caractériser leur géométrie
respective, ce qui est classiquement fait à l'aide de l'hypothèse suivante [2, 89, 7, 28, 33].
Hypothèse 1. Géométrie sphérique.
Les objets p et s sont modélisés par des sphères, de diamètres respectifs Dp et Ds.
La Figure 1.1 représente la conﬁguration spatiale d'une rencontre entre deux objets modélisés
par des sphères.
L'hypothèse de géométrie sphérique permet d'ignorer tous les aspects liés à l'orientation dans
l'espace des deux corps, et notamment les éventuelles contraintes d'attitude de l'objet primaire.
Elle permet aussi de modéliser de manière conservatrice l'objet secondaire, dont la géométrie est
souvent mal connue.
Plusieurs auteurs [88, 7, 28] se sont intéressés à des géométries diﬀérentes, comme des polygones
ou des assemblages de polygones. De tels modèles permettent de modéliser plus ﬁnement des
structures complexes comme la Station Spatiale Internationale [28], mais ne sont pas nécessaires
pour décrire des rencontres entre des satellites et des débris.
Incertitudes
Grâce à des mesures physiques, on connaît avec une certaine incertitude les positions et vitesses
des deux objets à un temps de référence, pris comme origine des temps. Soient Xˆ0p = Coord(~x
0
p, Rˆ)
et Xˆ0s = Coord(~x
0
s, Rˆ), c'est-à-dire les coordonnées cartésiennes des vecteurs position-vitesse des
deux objets au temps t = 0 dans le repère Rˆ. Il s'agit de vecteurs aléatoires conjointement déﬁnis,
complètement déterminés par leurs fonctions de densité respectives ρXˆ0p , ρXˆ0s : R
6 7−→ R+. On
adopte ici une hypothèse classique [28] concernant la corrélation de la connaissance des deux
objets.
Hypothèse 2. Non corrélation des lois de probabilité.
On suppose que les vecteurs aléatoires Xˆ0p et Xˆ
0
s sont décorrélés.
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Rˆ~vp
~rp ~rs
~vs
Figure 1.1  Proﬁl d'une rencontre entre deux objets.
Remarque 1. En réalité, même dans le cas où les mesures sont indépendantes pour chaque objet
(et il n'y a donc pas de biais commun), les états ne sont pas nécessairement complètement décor-
rélés. En eﬀet, il peut y avoir dans les dynamiques des deux corps des incertitudes communes, par
exemple sur le modèle de frottement atmosphérique considéré. Certains auteurs se sont intéressés
à l'inﬂuence de la corrélation sur les probabilités de collision dans [35].
1.1.2 Déﬁnition de la probabilité de collision
Grâce aux hypothèses précédentes, on peut désormais déﬁnir formellement l'évènement "colli-
sion".
Dans le cadre de la modélisation sphérique (Hypothèse 1), il y a collision sur un intervalle de
temps I ⊂ J si et seulement si on a l'existence d'une date t ∈ I telle que :
‖~r(t)‖2 ≤ Dp +Ds
2
, (1.5)
En d'autres termes, du point de vue de la position relative, l'ensemble de collision à un instant
t est assimilable à une sphère ﬁctive de rayon R = Dp+Ds2 . On déﬁnit ainsi la sphère combinée,
représentée sur la Figure 1.2.
p
s
2R
Dp
Ds
Figure 1.2  Sphère combinée des deux objets.
On note PIc la probabilité de collision sur un intervalle de temps I ⊂ J . Il s'agit d'une
probabilité portant sur le couple de vecteurs aléatoires (Xˆ0p , Xˆ
0
s ), qui représentent les coordonnées
des vecteurs position-vitesse des objets au temps t = 0. Dans l'espace des conditions initiales,
l'évènement "collision" est représenté par l'ensemble V 0(I) des initialisations aboutissant à une
collision sur l'intervalle I :
D(I) = {Coord((~x0p, ~x0s), Rˆ) ∈ R6 × R6 : ∃t ∈ I, ‖~rp(t)− ~rs(t)‖2 ≤ R}. (1.6)
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La probabilité de collision s'écrit comme l'intégrale sur le domaine D(I) de la densité de probabilité
jointe ρ(Xˆ0s ,Xˆ0s ) :
PIc =
∫
. . .
∫
D(I)
dρ(Xˆ0s ,Xˆ0s ). (1.7)
Dans l'idéal, on veut calculer PJc c'est-à-dire la probabilité de collision sur tout l'horizon
temporel.
Remarque 2. Si I1 ⊂ I2, on a PI1c ≤ PI2c . De plus, lorsque l'intervalle de temps est réduit à un
singleton, on regarde en réalité la probabilité pour qu'il y ait collision à une date ﬁxée. On parle de
probabilité de collision instantanée à l'instant t et on a la propriété PJc ≥ sup
t∈J
P{t}c .
1.1.3 Méthodes générales de calcul du risque
Ce qui précède déﬁnit le cadre théorique général du calcul de la probabilité de collision entre
deux objets spatiaux modélisés par des sphères avec des incertitudes sur les positions et vitesses
initiales, représentées par des vecteurs aléatoires non corrélés. Le calcul analytique de cette proba-
bilité est un problème très diﬃcile. D'une part se pose la question de la détermination du domaine
d'intégration qui dépend très fortement du modèle dynamique adopté. D'autre part, même dans
le cas où ce domaine est connu analytiquement, il reste à intégrer la densité de probabilité sur cet
ensemble, ce qui peut s'avérer également très complexe, même pour une distribution gaussienne
[28].
Les seules méthodes de calcul qui s'appliquent dans le cadre le plus général possible, i.e. sans
hypothèse particulière, sont celles de Monte-Carlo. Dans la littérature, on les trouve par exemple
dans [9, 38]. Elles sont basées sur un échantillonnage aléatoire de N vecteurs dans l'espace des
conditions initiales. Pour chacun d'entre eux, on simule la trajectoire selon le modèle dynamique
adopté sur l'intervalle I, que l'on discrétise. On compte 1 s'il y a collision, 0 sinon. Au ﬁnal, la
probabilité est donnée par la formule PIc = 1N
∑N
i=1 δi. Le nombre de tirages à eﬀectuer dépend de
la précision demandée ainsi que de la valeur de la probabilité : une valeur faible requiert beaucoup
d'échantillons pour être correctement estimée. C'est là un des désavantages majeurs des méthodes
de Monte-Carlo : on peut avoir besoin de beaucoup de tirages et les simulations peuvent s'avérer
coûteuses en temps. Ces méthodes sont donc peu aptes à calculer des probabilités faibles, liées à
des évènements dits rares. Des méthodes spéciﬁques existent néanmoins pour essayer de réduire le
nombre de tirages nécessaires [81].
Certains auteurs ont développé des techniques diﬀérentes de celles de Monte-Carlo, tout en
essayant de rester dans un modèle assez général. Dans [33], Coppola présente une formule intégrale
en dimension 3 pour calculer la probabilité de collision, dans un modèle d'incertitude de nature
gaussienne à chaque instant. Le calcul est ensuite eﬀectué à l'aide d'un schéma numérique d'in-
tégration. Patera [89] puis Alfano [7] ont développé des méthodes de calcul où l'horizon temporel
est subdivisé en segments sur lesquels la trajectoire est supposée rectiligne uniforme, sans incer-
titude sur la vitesse. Toutes ces méthodes nécessitent néanmoins des hypothèses supplémentaires
par rapport au modèle adopté ici.
Dans la Section 1.2, on se place dans un cadre de travail particulier, pour lequel l'expression
de la probabilité de collision peut être grandement simpliﬁée. Il s'agit du cas du rapprochement
rapide entre les deux corps, qui englobe un nombre important de cas réels. Dans cette conﬁguration
spéciﬁque, des hypothèses supplémentaires peuvent être faites sur le modèle, aboutissant à une
nouvelle formule et à des méthodes pratiques de calcul pour la probabilité de collision. Enﬁn,
dans la Section 1.3, on considère la probabilité de collision instantanée et plus particulièrement
lorsque les incertitudes sont de type gaussien. Là encore, la formule intégrale qui en découle, fait
l'objet d'une méthode de calcul dédiée fondée sur celle développée dans le cadre des rencontres
rapides. En fait, la nouvelle méthode proposée dans cette thèse est très générique et généralise de
manière indépendante une approche développée dans les années 1960 pour la caractérisation des
distributions de probabilité d'une fonction quadratique de variables normalement distribuées [59],
[60]. Cette dernière problématique de l'analyse du contenu probabiliste d'une ellipsoide centrée ou
non, sous une distribution normale a fait l'objet de nombreuses publications dans la communauté
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des statisticiens dans les années 60 [104], [86], [116], [37], [108], [59], [60]. Une bonne synthèse de ces
travaux peut être consultée dans la monographie [53]. On peut retrouver en partie ces références
dans le livre de Chan [28], en particulier dans le Chapitre 14 dédié au calcul de la probabilité
de collision instantanée, mais il est étonnant de constater la méconnaissance de la communauté
spécialiste du calcul de probabilité issue du domaine spatial en la matière. Dans la suite du Chapitre
1 et lors du Chapitre 2, les diﬀérentes méthodes présentées seront mises en perspective vis-à-vis
de ces résultats historiques.
1.2 Modèle de rapprochement rapide
Certaines rencontres se caractérisent par une vitesse relative moyenne élevée, de l'ordre du
km/s. Cette conﬁguration pousse à faire des hypothèses supplémentaires aﬁn de déﬁnir le modèle
dit des rencontres rapides ("short-term encounter" dans la littérature anglophone [28, 33]), pour
lequel par ailleurs certains auteurs se sont intéressés aux limites de validité [32, 38, 28]. L'hypothèse
fondamentale est celle du mouvement relatif rectiligne, réaliste en raison de la faible courbure de
la trajectoire au plus proche de la conjonction. Il existe même chez certains auteurs [88, 5] une
dénomination alternative du modèle sous la forme de rencontre linéaire. Dans un tel cadre, la
probabilité de collision admet une expression simpliﬁée, sous la forme d'une intégrale 2-D. Les
démonstrations de cette formule varient dans la littérature, où l'on distingue essentiellement deux
formulations. D'un côté, il est possible d'obtenir d'abord une expression du taux de collision, puis
de l'intégrer selon la variable temporelle [2, 33]. De l'autre, certains auteurs [10, 28] suivent un
raisonnement similaire à ce qui est proposé ici, dans la continuité du cas général présenté dans la
section précédente. Plus précisément, on considère le volume géométrique des coordonnées relatives
initiales aboutissant à une collision, sur lequel on intègre ensuite la fonction de densité du vecteur
aléatoire de position relative.
On s'intéresse dans la suite à la probabilité de collision sur un intervalle temporel centré autour
du temps de référence t = 0, plus précisément sur [t1, t2] avec t1 ≤ 0 ≤ t2.
1.2.1 Déﬁnition du modèle
L'hypothèse à la base du modèle de rencontre rapide concerne la nature géométrique des tra-
jectoires.
Hypothèse 3. Mouvement rectiligne uniforme.
Le mouvement de chaque objet est considéré comme rectiligne uniforme pendant la rencontre. Ainsi,
pour tout t ∈ [t1, t2] :
~rp(t) = ~r
0
p + t~v
0
p, (1.8)
~rs(t) = ~r
0
s + t~v
0
s . (1.9)
La rapidité de la rencontre incite également à négliger les écarts concernant les vitesses des
deux objets, limitant ainsi l'incertitude à leurs seules positions.
Hypothèse 4. Aucune incertitude sur les vitesses.
Les vitesses respectives des objets sont considérées comme des quantités déterministes.
Hypothèse 5. Vecteurs aléatoires gaussiens.
On suppose que Rˆ0p et Rˆ
0
s suivent des lois de distribution multinormales conjointement déﬁnies :
Rˆ0p ∼ N3(µRˆ0p ,ΣRˆ0p), Rˆ
0
s ∼ N3(µRˆ0s ,ΣRˆ0s). (1.10)
Les Hypothèses 3 et 4 (mouvement rectiligne et vitesses déterministes) conduisent naturellement
à introduire ce qu'on appelle le plan et le repère de la rencontre. La déﬁnition exacte de ce dernier
varie dans la littérature [28, 89] mais, dans tous les cas, le repère est centré sur l'un des objets et
un des axes est orienté selon la vitesse relative.
Déﬁnition 1. Repère et plan de rencontre au temps t (voir Figure 1.3).
A une date t, on déﬁnit le repère de rencontre R˜t de la manière suivante :
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 Origine : position moyenne du centre de gravité de l'objet primaire
 Axe z˜ : orienté selon la vitesse relative ~v0
Les deux autres axes sont perpendiculaires à la vitesse relative. Le plan Πt contenant l'origine et
engendré par ces axes est appelé plan de rencontre.
 Axe x˜ : dirigé vers la projection de la position moyenne du centre de gravité de l'objet
secondaire dans le plan de rencontre
 Axe y˜ : complète le repère orthogonal direct
p
s
~v0
x˜
y˜
z˜
R˜t
Πt
Figure 1.3  Repère et plan de rencontre.
1.2.2 Expressions de la probabilité de collision
Dans la suite, on se place dans le repère de rencontre déﬁni au temps de référence t = 0.
Formule 3-D
Soit R˜0 les coordonnées de la position relative dans le repère R˜0. On va exprimer la probabilité
de collision à l'aide de ce vecteur aléatoire. D'après l'Hypothèse 3, le mouvement relatif est rectiligne
uniforme, à savoir que :
~r(t) = ~r0 + t~v0 ∀t ∈ [t1, t2]. (1.11)
Déﬁnissons l'ensemble T Ic des positions relatives à t = 0 conduisant à une collision sur l'intervalle
I :
T Ic = {Coord(~r0, R˜0) ∈ R3 : ∃t ∈ I, ‖~r0 + t~v0‖2 ≤ R}. (1.12)
On a alors :
P [t1,t2]c =
∫∫∫
T [t1,t2]c
dρR˜0 . (1.13)
Le volume d'intégration peut se réécrire sous la forme :
T [t1,t2]c =
⋃
t∈[t1,t2]
B¯3(−t~v0, R). (1.14)
Il s'agit en fait d'un domaine tubulaire, appelé tube de collision [28] et représenté sur la Figure
1.4.
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−t2~v0 R
R R(0, 0, 0)
−t1~v0
Figure 1.4  Tube de collision.
Soient R˜0p (respectivement R˜
0
s) les coordonnées de ~r
0
p (respectivement ~r
0
s) dans le repère R˜0.
La position relative à t = 0 est donnée par :
R˜0 = R˜0s − R˜0p (1.15)
D'après l'Hypothèse 5, Rˆ0p et Rˆ
0
s sont des vecteurs aléatoires gaussiens conjointement déﬁnis. Le
passage du repère initial Rˆ au repère de rencontre R˜0 s'eﬀectue par une transformation linéaire à
l'aide de la matrice de passage P qui conserve la nature gaussienne. En conséquence, on a :
R˜0p ∼ N3(µR˜0p ,ΣR˜0p), R˜
0
s ∼ N3(µR˜0s ,ΣR˜0s). (1.16)
Leurs deux premiers moments (espérance et covariance) les déﬁnissent complètement et s'ob-
tiennent directement à l'aide de P , à savoir que :
µR˜0p
= PµRˆ0p
, µR˜0s
= PµRˆ0s
, (1.17)
ΣR˜0p
= PΣRˆ0p
PT , ΣR˜0s
= PΣRˆ0s
PT . (1.18)
La non corrélation est également conservée par ce changement de repère, puisque Cov(R˜0p, R˜
0
s) =
PCov(Rˆ0p, Rˆ
0
s)P
T = 0. On en déduit que le vecteur des coordonnées de position relative R˜0 est
également un vecteur aléatoire gaussien [87]. Ses caractéristiques sont données par :
µR˜0 = µR˜0s
− µR˜0p , (1.19)
et
ΣR˜0 = ΣR˜0p
+ ΣR˜0s
. (1.20)
Le calcul de la probabilité de collision se ramène donc à l'intégrale d'une loi multinormale de
dimension 3 sur un domaine tubulaire. Formulée à l'aide de la fonction de densité, cela s'écrit :
P [t1,t2]c =
1
(2pi)3/2
√
det(ΣR˜0)
∫
T [t1,t2]c
exp
(
−1
2
(~r − µR˜0)TΣ−1R˜0 (~r − µR˜0)
)
d~r. (1.21)
La Figure 1.5 permet de visualiser les diﬀérents paramètres de cette intégrale. Sont représentés
d'une part le domaine d'intégration, à savoir le tube de collision, et d'autre part ce que l'on appelle
une n-σ ellipsoïde de la loi normale. Il s'agit d'une ligne de niveau particulière de la fonction de
densité gaussienne : selon les valeurs de l'entier n, cette surface englobe un certain pourcentage
des occurrences possibles de la variable aléatoire.
Formule 2-D
Une simpliﬁcation classique consiste à étendre à l'inﬁni le tube de collision. Cela revient à
considérer que : ∫∫∫
T [t1,t2]c
dρR˜0 '
∫∫∫
T Rc
dρR˜0 (1.22)
En faisant cette approximation, on néglige en fait l'apport de l'intégration sur la queue de la
distribution gaussienne. Il s'agit d'une hypothèse conservatrice puisque l'on approche par valeur
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n-σ ellips.
~v0s − ~v0p
R
Tc
Figure 1.5  Représentation des paramètres de l'intégrale 3-D.
supérieure l'intégrale initiale. Cette approximation permet de se ramener à un problème 2-D. En
eﬀet :
T Rc = B¯2(0, R)× R, (1.23)
et donc T Rc est le cylindre circulaire droit de rayon R, d'axe z˜ et de hauteur inﬁnie. Dans sa
déﬁnition, il ne fait pas intervenir la troisième coordonnée z. En conséquence, l'intégration sur ce
volume se réduit à celle, sur un disque de rayon R centré à l'origine, de la densité de probabilité
marginale sur les deux premières coordonnées de R˜0, notées (X˜, Y˜ ). D'après les propriétés des
lois normales [87], cette loi marginale est aussi une loi normale (cf. Figure 1.6). Le vecteur µ(X˜,Y˜ )
s'obtient en prenant les deux premières coordonnées de µR˜0 et Σ(X˜,Y˜ ) est la sous-matrice 2 × 2
obtenue par l'intersection des deux premières lignes et colonnes de ΣR˜0 .
2-D n-σ ellips. 3-D n-σ ellips.
Tc
Figure 1.6  Passage de la dimension 3 à la dimension 2.
En omettant la référence à l'intervalle de temps, qui de toute façon n'intervient plus dans le
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calcul, on a :
Pc = 1
2pi
√
det(Σ(X˜,Y˜ ))
∫∫
B¯2(0,R)
exp
(
−1
2
(~r − µ(X˜,Y˜ ))TΣ−1(X˜,Y˜ )(~r − µ(X˜,Y˜ ))
)
dx˜dy˜ (1.24)
D'après les propriétés du repère de rencontre, on a µ(X˜,Y˜ ) = (x˜m, 0) où x˜m est la distance de
plus proche passage. Quant à Σ(X˜,Y˜ ), s'agissant d'une matrice de covariance, elle peut s'écrire sous
la forme :
Σ(X˜,Y˜ ) =
[
σ2x˜ rx˜y˜σx˜σy˜
rx˜y˜σx˜σy˜ σ
2
y˜
]
, (1.25)
où σx˜, σy˜ > 0 représentent les écarts types selon x, y et rx˜y˜ ∈ [−1, 1] le coeﬃcient de corrélation
linéaire.
La matrice Σ(X˜,Y˜ ) étant symétrique réelle, elle est toujours diagonalisable. Dans le but d'éli-
miner les termes croisés de la fonction gaussienne, on eﬀectue un changement de variables vers
la base propre de la matrice de covariance. On réalise pour ce faire une rotation permettant de
s'aligner avec les axes principaux x et y (voir Figure 1.7). On choisit l'angle, noté −θ, qui permet
d'avoir σx ≤ σy. Plus précisément, il s'agit de la transformation suivante :
(x˜, y˜) 7−→ (x, y) = (x˜ cos(θ) + y˜ sin(θ),−x˜ sin(θ) + y˜ cos(θ)), (1.26)
avec :
θ = arctan
 σ2y˜ − σ2x˜
2ρx˜y˜σx˜σy˜
− signe(ρx˜y˜)
√√√√1 +( σ2y˜ − σ2x˜
2ρx˜y˜σx˜σy˜
)2 . (1.27)
Si ρx˜y˜ = 0, la matrice Σ(X˜,Y˜ ) est en fait déjà diagonale et deux-sous cas sont possibles. Si σx˜ ≤ σy˜,
il n'y a pas besoin de rotation et θ = 0 ; si σx˜ > σy˜, il est seulement nécessaire d'intervertir les
deux axes et donc θ = pi2 . Cet alignement avec les axes propres de la matrice de covariance permet
d'aboutir (après calculs) à la formule suivante pour la probabilité de collision :
Pc = 1
2piσxσy
∫∫
B¯2(0,R)
exp
(
−1
2
(
(x− xm)2
σ2x
+
(y − ym)2
σ2y
))
dxdy, (1.28)
où σ2x et σ
2
y sont les valeurs propres de Σ(X˜,Y˜ ), à savoir :
σ2x =
σ2x˜ + σ
2
y˜
2
− sgn(σ2x˜ − σ2y˜)
√√√√(σ2x˜ − σ2y˜
2
)2
+ r2x˜y˜σ
2
x˜σ
2
y˜, (1.29)
σ2y =
σ2x˜ + σ
2
y˜
2
+ sgn(σ2x˜ − σ2y˜)
√√√√(σ2x˜ − σ2y˜
2
)2
+ r2x˜y˜σ
2
x˜σ
2
y˜. (1.30)
Conformément à la rotation déﬁnie par (1.26), on a :
xm = cos(θ)x˜m, (1.31)
et
ym = − sin(θ)x˜m. (1.32)
Les diﬀérents paramètres de l'intégrale 2-D intervenant dans le calcul de Pc sont représentés sur
la Figure 1.7.
La formule (1.28) déﬁnit la formule classique [28] pour la probabilité de collision en rapproche-
ment rapide. La suite de la section s'attache à la question du calcul de cette quantité.
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θlignes de niveaux de la fonction gaussienne
R x
y
x˜m
xm
ym
objet combine´
Figure 1.7  Représentation des paramètres de l'intégrale 2-D.
1.2.3 Calcul de la probabilité de collision
Dans le cas spéciﬁque des rapprochements rapides, plusieurs techniques de calcul de la proba-
bilité de collision ont été élaborées. Les quatre principales méthodes de la littérature, dans l'ordre
historique d'apparition, sont celles de Foster [42], Chan [27], Patera [88] et Alfano [4]. Elles ont
déjà fait l'objet de plusieurs études comparatives [28, 8]. On peut les diviser en deux catégories.
D'une part, les méthodes de Foster, Patera et Alfano sont construites sur un schéma d'intégra-
tion numérique adapté. En eﬀet, les diﬃcultés d'intégration numérique directe de l'intégrale de
(1.28) sont mentionnées dans la référence [37]. D'autre part, celle de Chan se base sur une formule
analytique pour la probabilité de collision, sous la forme d'une série à termes positifs. Toutefois,
son obtention nécessite une hypothèse simpliﬁcatrice supplémentaire par rapport au modèle de
rapprochement rapide ce qui en fait, dans le cas général, une méthode approchée.
Méthode de Foster
Historiquement, il s'agit de la première méthode de la littérature. Elle est exposée dans [42] et
est utilisée par la NASA [28]. On dispose en conséquence de très peu de détails la concernant. Les
quelques éléments donnés ci-après sont extraits du livre de Chan [28].
Foster utilise les coordonnées polaires (r, ψ) associées à (y, x), à savoir les variables telles que :
(x, y) = (r sin(ψ), r cos(ψ)). (1.33)
La formule (1.28) devient ainsi :
Pc =
exp
(
− 12
(
x2m
σ2x
+
y2m
σ2y
))
2piσxσy
∫ R
0
r
∫ 2pi
0
exp
(
− 1
2
r
2
((
sin(ψ)
σx
)2
+
(
cos(ψ)
σy
)2)
+ r
(
sin(ψ)xm
σ2x
+
cos(ψ)ym
σ2y
))
dψdr.
(1.34)
Cette intégrale est calculée numériquement à l'aide d'un schéma inconnu. D'après la référence
[28], les pas d'intégration sont les suivants :
∆r =
R
12
, (1.35)
∆ψ = 0.5 deg. (1.36)
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Toujours selon la même source, puisqu'il s'agit d'un schéma numérique en dimension 2, la méthode,
bien que précise, est assez coûteuse en temps de calcul.
Méthode d'Alfano
Alfano [5] propose une expression pour la probabilité de collision sous la forme d'une intégrale
1-D qu'il calcule ensuite à l'aide d'un schéma numérique classique, celui de Simpson.
De la formule (1.28), il vient directement :
Pc = 1
2piσxσy
∫ R
−R
∫ +√R2−x2
−√R2−x2
exp
(
−1
2
(
(x− xm)2
σ2x
+
(y − ym)2
σ2y
))
dydx. (1.37)
Alfano introduit alors la fonction d'erreur erf, déﬁnie pour tout y ∈ R par :
erf(z) =
2√
pi
∫ z
0
e−t
2
dt. (1.38)
A l'aide de cette fonction d'erreur et du changement de variable t =
y − ym√
2σy
, on peut réécrire
Pc comme une intégrale 1-D :
Pc = 1√
8piσx
∫ R
−R
exp
(−(x− xm)2
2σ2x
)(
erf
(
ym +
√
R2 − x2√
2σy
)
+ erf
(
−ym +
√
R2 − x2√
2σy
))
dx.
(1.39)
Remarque 3. La transformation de la double intégrale (1.37) en une intégrale simple faisant
apparaitre la fonction d'erreur, trouve son origine dans la référence [37] où cette transformation
est proposée à l'aide d'un changement de variable légèrement diﬀérent de celui donné par Alfano.
En eﬀet, en intervertissant x et y et en posant k = −ym et h = −xm, l'approche de [37] revient
à utiliser le changement de variable t =
√
1− y
R
. Une étude numérique assez complète est éga-
lement donnée dans [37] concernant la méthode de quadrature utilisée et la précision obtenue de
l'implémentation informatique choisie.
Alfano propose de calculer cette intégrale par la méthode de Simpson. Pour rappel, ce schéma
numérique consiste à approximer l'intégrande sur chaque segment de la subdivision par le polynôme
de Lagrange de degré 2 qui l'interpole aux extrémités et au point milieu (voir Figure 1.8). En
découpant le segment [a, b] en 2M subdivisions (avec une discrétisation xi, i = 1, . . . , 2M), cela
revient à faire l'approximation suivante :∫ b
a
f(x)dx ' b− a
6M
(
f(x0) + 2
M−1∑
i=1
f(x2i) + 4
M∑
i=1
f(x2i−1) + f(x2M )
)
. (1.40)
En regroupant les termes par parité, Alfano arrive à la formule :
Pc = ∆x
3
√
8piσx
(m0 +mpair +mimpair), (1.41)
avec :
m0 = 2
(
erf
(
−ym +
√
R2 − x20√
2σy
)
− erf
(
−ym −
√
R2 − x20√
2σy
))
(
exp
(−(x0 − xm)2
2σ2x
)
+ exp
(−(x0 + xm)2
2σ2x
))
,
(1.42)
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xi xi+1 x
f(xi+1)
f(xi)
Figure 1.8  Interpolation polynomiale de degré 2 (tirets) d'une fonction intégrable f (trait plein)
pour la méthode de Simpson.
mpair = 2
M−1∑
i=1
(
erf
(
−ym +
√
R2 − x22i√
2σy
)
− erf
(
−ym −
√
R2 − x22i√
2σy
))
(
exp
(−(x2i − xm)2
2σ2x
)
+ exp
(−(x2i + xm)2
2σ2x
))
+2
(
exp
(−x2m
2σ2x
)(
erf
(
−ym +R√
2σy
)
− erf
(
−ym −R√
2σy
)))
,
(1.43)
mimpair = 4
M∑
i=1
erf
−ym +
√
R2 − x22i−1√
2σy
− erf
−ym −
√
R2 − x22i−1√
2σy

(
exp
(−(x2i−1 − xm)2
2σ2x
)
+ exp
(−(x2i−1 + xm)2
2σ2x
))
.
(1.44)
La subdivision de l'intervalle est déﬁnie par :
∆x =
R
2M
, (1.45)
x0 = 0.015∆x−R, (1.46)
et
xi = i∆x−R ∀i = 1, . . . , 2M. (1.47)
Alfano propose une formule empirique pour évaluer l'ordre M du développement nécessaire aﬁn
obtenir deux chiﬀres signiﬁcatifs (pour une valeur de la probabilité de collision comprise entre 10−1
et 107) :
M =
[
5R
min(σx, σy,
√
x2m + y
2
m)
]
, (1.48)
tout en restant dans les limites 10 ≤M ≤ 50 [5].
Méthode de Patera
Patera se ramène à une intégrale 1-D, calculable ensuite à l'aide d'un schéma numérique d'inté-
gration. A l'origine, dans la référence [88], il distingue deux expressions diﬀérentes pour l'intégrale,
selon la conﬁguration du problème. Plus tard, dans [90], il propose sans démonstration une formule
uniﬁée (1.63), que l'on a reprise ici avec une preuve adaptée de [88].
Le point de vue de départ adopté est diﬀérent de celui présenté précédemment, bien que ma-
thématiquement équivalent. En eﬀet, Patera voit la probabilité de collision comme l'intégrale sur
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une aire elliptique d'une fonction gaussienne isotrope i.e. dont les lignes de niveau sont des cercles.
D'autre part, il place le pic de cette fonction au centre du repère et le domaine d'intégration se
retrouve donc excentré. Pour obtenir cette formulation, il est nécessaire d'eﬀectuer le changement
de variables suivant :
(x′, y′) 7−→
(
−x+ xm, σx
σy
(−y + ym)
)
. (1.49)
y′
x′
lignes de niveaux
objet combine´
y′m
x′m
Figure 1.9  Conﬁguration géométrique adoptée par Patera.
La nouvelle expression de Pc est :
Pc = 1
2piσ2x
∫∫
E
exp
(
−x
′2 + y′2
2σ2x
)
dx′dy′, (1.50)
avec :
E =
{
(x′, y′) ∈ R2/(x′ − xm)2 +
σ2y
σ2x
(y′ − ym)2 ≤ R2
}
. (1.51)
On passe alors en coordonnées polaires (r′, φ′) déﬁnies par :
(x′, y′) = (r′ cos(φ′), r′ sin(φ′)). (1.52)
D'où :
Pc = 1
2piσ2x
∫∫
ellipse
exp
(
− r
′2
2σ2x
)
r′dr′dφ′. (1.53)
Il faut alors distinguer deux cas. Première possibilité : l'origine est à l'extérieur de l'ellipse. Dans
ce cas, on a d'après le paramétrage décrit sur la Figure 1.10 :
Pc = 1
2piσ2x
φ′2∫
φ′1
r′(φ)∫
r′(φ)
exp
(
− r
′2
2σ2x
)
r′dr′dφ′. (1.54)
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Dès lors, l'intégration selon la variable r′ donne, avec K une constante quelconque :
Pc = 1
2pi
φ′2∫
φ′1
[
K − exp
(
− r
′2
2σ2x
)]r′(φ)
r′(φ)
dφ′, (1.55)
=
1
2pi
 φ
′
2∫
φ′1
(
K − exp
(
− r
′2
2σ2x
))
dφ′ −
φ′2∫
φ′1
(
K − exp
(
− r
′2
2σ2x
))
dφ′
 . (1.56)
Ce qui se réécrit en :
Pc = 1
2pi
∫
s2
(
K − exp
(
− r
′2
2σ2x
))
dφ′ −
∫
s1
(
K − exp
(
− r
′2
2σ2x
))
dφ′
 , (1.57)
où s1 et s2 déﬁnissent le contour de l'ellipse (voir Figure 1.10). On retrouve là l'intégrale sur le
contour de l'ellipse, d'où :
Pc = 1
2pi
∮
ellipse
(
K − exp
(
− r
′2
2σ2x
))
dφ′. (1.58)
x′
y′
s1
s2
φ′1
φ′2
r′
r′
Figure 1.10  Paramétrage lorsque l'origine est à l'extérieur de l'ellipse.
Lorsque l'origine est située à l'intérieure de l'ellipse, on a cette fois, avec le paramétrage de la
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Figure 1.11 :
Pc = 1
2piσ2x
2pi∫
0
r′(φ)∫
0
exp
(
− r
′2
2σ2x
)
r′dr′dφ′, (1.59)
=
1
2pi
2pi∫
0
[
− exp
(
− r
′2
2σ2x
)]r′(φ)
0
dφ′, (1.60)
=
1
2pi
2pi∫
0
(
1− exp
(
− r
′2
2σ2x
))
dφ′, (1.61)
=
1
2pi
∮
ellipse
(
1− exp
(
− r
′2
2σ2x
))
dφ′. (1.62)
x′
y′
r′
φ′
Figure 1.11  Paramétrage lorsque l'origine est à l'intérieur de l'ellipse.
En choisissant K = 1 dans (1.58), on a une formule valable dans les deux cas, à savoir :
Pc = 1
2pi
∮
ellipse
(
1− exp
(
− r
′2
2σ2x
))
dφ′. (1.63)
L'intégrale curviligne peut ensuite être calculée numériquement à l'aide d'un schéma d'intégration.
La méthode proposée dans [88] est la suivante :∮
ellipse
(
1− exp
(
− r
′2
2σ2x
))
dφ′ =
N−1∑
k=0
(
1− exp
(
−‖~yk + ~yk+1‖
2
4σ2x
))
∆φ′k, (1.64)
avec
~yk =
[
x′m +R cos(
2pik
N )
y′m +R
σx
σy
sin( 2pikN )
]
∀k = 0, . . . , N, (1.65)
et
∆φ′k = arcsin
(
~yk ∧ ~yk+1
‖~yk‖2‖~yk+1‖2
)
∀k = 0, . . . , N − 1. (1.66)
L'intérêt de cette méthode réside essentiellement dans sa relative rapidité d'exécution et dans son
extension possible à des objets combinés de formes polygonales [88].
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Méthode de Chan
Par rapport au modèle classique du rapprochement rapide décrit dans la Section 1.2.1, Chan
[28] fait une hypothèse simpliﬁcatrice supplémentaire qui limite fortement le domaine de validité de
son résultat, mais présente le mérite d'aboutir à une formule analytique. L'approximation réalisée
consiste à remplacer une surface d'intégration par une autre, de même aire, d'où le nom choisi par
l'auteur, de méthode des aires équivalentes.
Comme Patera, Chan adopte la formulation d'une intégrale sur un domaine elliptique, obtenue
par dilatation d'une des coordonnées. Plus précisément, le changement de variables est le suivant :
(x, y) 7−→ (x′′, y′′) =
(
σy
σx
x, y
)
. (1.67)
La probabilité Pc est donc ramenée à l'intégrale d'une fonction gaussienne isotrope sur l'intérieur
d'une ellipse centrée à l'origine :
Pc = 1
2piσ2y
∫∫
σ2x
σ2y
x′′2+y′′2≤R2
exp
(
− (x
′′ − x′′m)2 + (y′′ − y′′m)2
2σ2y
)
dx′′dy′′. (1.68)
L'approximation réalisée alors par Chan consiste à remplacer la surface d'intégration elliptique par
un disque de même aire. Plus précisément, on remplace l'ellipse par le cercle de même centre et de
rayon
√
σy
σx
R (voir Figure 1.12).
2σyσxR
2R
2
√
σy
σx
R
y′′
x′′
Figure 1.12  Approximation de l'ellipse par un disque de même aire.
Cela donne :
Pc = 1
2piσ2y
∫∫
B¯2(0,
√
σy
σx
R)
exp
(
− (x
′′ − x′′m)2 + (y′′ − y′′m)2
2σ2y
)
dx′′dy′′. (1.69)
On est donc ramené à calculer l'intégrale sur un disque centré sur l'origine d'une fonction gaussienne
isotrope (cf. Figure 1.13). Chan propose alors une formule analytique pour cette quantité, obtenue
à l'aide d'une fonction modiﬁée de Bessel.
Pour continuer, on introduit les coordonnées polaires (r′′, φ′′). A partir de celles-ci, on réalise
le changement de variables suivant :
(x′′, y′′) = (r′′ cos(φ′′ − φ′′m), r′′ sin(φ′′ − φ′′m)). (1.70)
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x′′
y′′
objet combine´
lignes de niveaux
y′′m
x′′m
r′′m
φ′′m
Figure 1.13  Conﬁguration géométrique simpliﬁée de Chan.
La formule (1.69) s'écrit alors :
Pc = 1
2piσ2y
∫ √ σy
σx
R
0
∫ 2pi
0
r′′ exp
(
−r
′′2 + r
′′2
m − 2r′′r′′m cos(φ′′)
2σ2y
)
dφ′′dr′′. (1.71)
Cela revient à placer le pic de la fonction gaussienne sur l'axe des abscisses. Cette expression peut
être réécrite comme :
Pc = 1
2piσ2y
∫ √ σy
σx
R
0
∫ 2pi
0
r′′ exp
(
−r
′′2 + r
′′2
m − 2r′′mr′′ cos(φ′′)
2σ2y
)
dφ′′dr′′,
=
1
2piσ2y
∫ √ σy
σx
R
0
r′′ exp
(
−r
′′2 + r
′′2
m
2σ2y
)∫ 2pi
0
exp
(
r′′mr
′′ cos(φ′′)
σ2y
)
dφ′′dr′′. (1.72)
Une partie de l'intégrande peut être exprimée à l'aide de la fonction modiﬁée de Bessel de type 1
d'ordre 0, que l'on notera I0 [1] :
I0(a) = 1
pi
∫ pi
0
exp(a cos(φ′′))dφ′′. (1.73)
Notons que l'on a :
2pi∫
0
exp(a cos(φ′′))dφ′′ =
pi∫
0
exp(a cos(φ′′))dφ′′ +
2pi∫
pi
exp(a cos(φ′′))dφ′′,
= piI0(a) +
pi∫
0
exp(a cos(φ(3)))dφ(3), (1.74)
= 2piI0(a). (1.75)
En prenant a = r
′′
mr
′′
σ2y
, il vient :
Pc =
∫ √ σy
σx
R
0
r′′
σ2y
exp
(
−r
′′2 + r
′′2
m
2σ2y
)
I0
(
r′′mr
′′
σ2y
)
dr′′. (1.76)
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L'intégrande dans l'équation précédente déﬁnit une distribution dite ricienne [82, 102]. Posons
maintenant :
v =
x2m
σ2x
+
y2m
σ2y
, (1.77)
de sorte que :
Pc = exp
(
−v
2
)∫ √ σyσxR
0
r′′
σ2y
exp
(
− r
′′2
2σ2y
)
I0
(
r′′mr
′′
σ2y
)
dr′′.
Dans l'intégrale, on eﬀectue le changement de variables r′′ 7−→ η déﬁni de la manière suivante :
√
η =
r′′mr
′′
σ2y
. (1.78)
permettant d'obtenir :
Pc = 1
2v
exp
(
−v
2
)∫ uv
0
exp
(
− η
2v
)
I0(√η)dη, (1.79)
avec :
u =
R2
σxσy
. (1.80)
Or, la fonction I0 peut être développée en série [123] comme :
I0(√η) =
+∞∑
m=0
ηm
4m(m!)2
, (1.81)
d'où :
Pc = 1
2v
exp
(
−v
2
)∫ uv
0
∞∑
m=0
ηm
4m(m!)2
exp
(
− η
2v
)
dη.
La série qui apparaît dans l'intégrale est absolument convergente. Ainsi, on peut inverser les sym-
boles de la somme et de l'intégrale :
Pc = 1
2v
exp
(
−v
2
) +∞∑
m=0
1
4m(m!)2
∫ uv
0
ηm exp
(
− η
2v
)
dη.
Les intégrales Jm =
∫ uv
0
ηm exp
(− η2v ) dη peuvent être calculées analytiquement. En eﬀet, en inté-
grant par parties, il est possible d'établir la relation de récurrence suivante :
Jm = 2vmJm−1 − 2v(uv)m exp
(
−u
2
)
. (1.82)
Puisque J0 = 2v(1− exp
(
−u
2
)
), on aboutit à la formule générale :
Jm = m!(2v)
m+1
(
1− exp
(
−u
2
) m∑
k=0
uk
2kk!
)
. (1.83)
On obtient alors la formule ﬁnale de Chan :
Pc = exp
(
−v
2
) +∞∑
m=0
vm
2mm!
(
1− exp
(
−u
2
) m∑
k=0
uk
2kk!
)
. (1.84)
Dans la pratique, on ne calcule qu'une somme partielle, ce que Chan propose de faire de manière
récursive. Dans son livre [28], il préconise les valeurs suivantes pour le nombre M de termes :
M = 3 pour u ≤ 0.01 ou v ≤ 1,
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M = 10 pour 0.01 < u ≤ 1 ou 1 < v ≤ 9,
M = 20 pour 1 < u ≤ 25 ou 9 < v ≤ 25,
M = 60 autrement.
Les termes de la série étant positifs, toute troncature à l'ordre M permet d'obtenir une approxi-
mation par valeur inférieure de la série. De plus, on peut borner l'erreur commise TM en majorant
le reste. Les troncatures au premier ordre (1.85) et au deuxième ordre (1.87), données ci-dessous,
sont particulièrement intéressantes car leurs expressions restent relativement simples.
Au premier ordre :
Pc = exp
(
−v
2
)(
1− exp
(
−u
2
))
+ T1, (1.85)
avec
T1 <
1
8
u2v exp
(
−v
2
)
exp
(uv
4
)
. (1.86)
Au second ordre :
Pc = exp
(
−v
2
)((
1− exp
(
−u
2
))
+
v
2
(
1−
(
1 +
u
2
)
exp
(
−u
2
)))
+ T2, (1.87)
avec
T2 <
1
128
u3v2 exp
(
−v
2
)
exp
(uv
4
)
. (1.88)
Il faut toutefois garder à l'esprit qu'il ne s'agit là que de formules approchées de la véritable
intégrale qui représente la probabilité de collision. La méthode de Chan n'est exacte que dans le
cas où σx = σy et aucune indication n'est donnée quant à la quantiﬁcation de l'erreur commise
lors de cette approximation.
1.3 Probabilité de collision instantanée
On s'intéresse dans cette section à la probabilité de collision instantanée à une date donnée,
sachant que les incertitudes sur la position relative des deux objets sont supposées comme étant
de nature gaussienne.
1.3.1 Modèle et formule intégrale
Pour t ∈ J , on considère la position relative ~r(t) dans un repère de travail quelconque Rt et
on pose Rt = Coord(~r(t),Rt). La probabilité de collision s'écrit comme l'intégrale de la densité de
probabilité ρRt sur la boule de rayon R et de centre 0 :
P{t}c =
∫∫∫
B¯3(0,R)
dρRt . (1.89)
On fait l'hypothèse suivante sur la nature des incertitudes.
Hypothèse 6. Incertitudes de type gaussien.
On suppose que la variable aléatoire Rt suit une loi multinormale i.e. Rt ∼ N3(µRt ,ΣRt).
Cette hypothèse est vériﬁée par exemple lorsque les incertitudes à l'instant initial sont supposées
de type gaussien et que les dynamiques respectives des deux objets sont linéaires en la variable
d'état.
D'après l'Hypothèse 6, on peut écrire :
P{t}c =
1
(2pi)3/2 det(ΣRt)1/2
∫∫∫
B¯3(0,R)
exp
(
−1
2
(~r − µRt)TΣ−1Rt (~r − µRt)
)
d~r, (1.90)
Dans la suite de la section, la dépendance en t de la probabilité de collision instantanée est omise.
On notera simplement cette dernière Pc, à ne pas confondre avec la quantité de la section précé-
dente.
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En eﬀectuant une transformation vers les axes principaux de la matrice de covariance ΣRt , on
peut se ramener à une formule du type :
Pc = 1
(2pi)3/2
∏3
i=1 σi
∫∫∫
B¯3(0,R)
exp
(
−1
2
3∑
i=1
(xi − µi)2
σ2i
)
dx1dx2dx3. (1.91)
De plus, quitte à ré-indexer les coordonnées, on peut toujours supposer que σ1 ≤ σi pour i = 2, 3.
Une représentation géométrique dans l'espace des paramètres de l'intégrale est donnée sur la Figure
1.14.
x1
x3
x2
µ
surface de niveau
volume d’inte´gration
R
Figure 1.14  Représentation des paramètres de la probabilité instantannée de collision.
Dans la suite, on présente les méthodes permettant le calcul de l'intégrale présente dans l'équa-
tion (1.91).
1.3.2 Calcul de la probabilité instantanée
Outre l'intégration numérique pure, Chan présente, dans son livre [28], deux méthodes dédiées
au calcul de la probabilité de collision instantanée. Aucune d'entre elles n'est exacte dans le sens
où elles reposent sur des formules approchées. La première, celle des Volumes Équivalents, couple
une intégration numérique 1-D à la formule 2-D de Chan. La seconde utilise des distributions
intermédiaires pour approximer la probabilité à l'aide de la fonction d'erreur, justiﬁant ainsi le
nom de méthode des Distributions Approchées.
Méthode des Volumes Équivalents
Cette méthode est pseudo-analytique dans le sens où elle couple la méthode bidimensionnelle
de Chan, basée sur une formule analytique [28], à une intégration numérique sur la troisième
dimension. On suppose de plus sans perte de généralité que σ2 ≤ σ3. Le point de départ consiste
à voir la probabilité de collision comme l'intégrale d'une fonction gaussienne isotrope dans deux
directions sur un ellipsoïde. Cette formulation s'obtient en eﬀectuant le changement de variables
suivant :
(x1, x2, x3) 7−→ (x′′1 , x′′2 , x′′3) =
(
σ2
σ1
x1, x2, x3
)
. (1.92)
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On a alors :
Pc = 1√
2piσ3
∫ +R
−R
exp
(
− (x
′′
3 − µ3)2
2σ23
) 1
2piσ22
∫∫
E(x′′3 )
exp
(
− (x
′′
1 − µ1)2 + (x′′2 − µ2)2
2σ22
)
dx′′1dx
′′
2
dx′′3 ,
(1.93)
avec
E(x′′3) =
{
(x′′1 , x
′′
2) ∈ R2 :
σ21
σ22
x′′1
2
+ x′′2
2 ≤ R2 − x′′32
}
. (1.94)
L'approximation réalisée alors par Chan consiste, comme en 2-D, à remplacer l'aire elliptique
d'intégration en (x′′1 , x
′′
2) par un disque de même aire et de même centre. En posant :
I(x′′3) =
1
2piσ22
∫∫
B¯2(0,
√
σ2
σ1
(R2−x′′3 2))
exp
(
− (x
′′
1 − µ1)2 + (x′′2 − µ2)2
2σ22
)
dx′′1dx
′′
2 , (1.95)
l'hypothèse de Chan permet d'écrire :
Pc ' 1√
2piσ3
∫ +R
−R
exp
(
− (x
′′
3 − µ3)2
2σ23
)
I(x′′3)dx
′′
3 . (1.96)
Dans R3, cela revient à remplacer l'ellipsoïde d'intégration, à l'origine quelconque, par un ellipsoïde
de même volume dont les coupes orthogonales selon l'axe x′′3 sont des cercles. Ceci est à l'origine
du nom de la méthode.
La quantité I étant une intégrale d'une fonction gaussienne isotrope sur un disque, une expres-
sion analytique en a déjà été donnée dans la section précédente :
I(x′′3) = exp
(
−v
2
) +∞∑
m=0
vm
2mm!
(
1− exp
(
−u
2
) m∑
k=0
uk
2kk!
)
, (1.97)
avec
u =
R2 − x′′32
σ1σ2
, (1.98)
et
v =
µ21
σ21
+
µ22
σ22
. (1.99)
On peut donc calculer Pc en intégrant numériquement en x′′3 et en évaluant I(x′′3) avec un nombre
ﬁni de termes dans (1.97). Puisque le schéma numérique est mono-dimensionnel, cette méthode
se révèle bien plus rapide que l'intégration numérique directe en 3-D. Néanmoins, son domaine de
validité reste limité du fait de l'approximation géométrique sur laquelle elle repose.
Méthode des Distributions Approchées
Le but est de calculer la probabilité de collision de manière approchée à l'aide d'une série d'ap-
proximations successives transformant la loi de distribution de la norme euclidienne d'un vecteur
aléatoire gaussien de dimension 3 en une loi normale centrée réduite. L'avantage est que, pour la
fonction de répartition de cette dernière, on dispose d'une formule simple faisant intervenir la fonc-
tion d'erreur. Les approximations s'eﬀectuent par l'intermédiaire de plusieurs lois de probabilité
et l'on considère ainsi successivement les distributions suivantes :
1. Loi multinormale N3((µ1, µ2, µ3), diag(σ21 , σ22 , σ23)) ;
2. Loi d'une forme quadratique de variables aléatoires gaussiennes ;
3. Loi du chi-deux centrée de degré n′ ;
4. Loi normale N1(0, 1).
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Le passage de 1 à 2 est exact, mais les deux autres (2 vers 3 et 3 vers 4) ne le sont pas. Ces derniers
s'obtiennent en égalant les deux ou trois premiers moments des distributions. On peut résumer la
méthode de la manière suivante :
Pc = P
{‖(X1, X2, X3)‖22 ≤ R2} = P {Ψ2 ≤ R2} ' P{Φ2 ≤ φ2} ' P{T ≤ τ}, (1.100)
où X1, X2, X3,Ψ,Φ, T sont des variables aléatoires et φ, τ des scalaires déﬁnis dans la suite. Un
historique détaillé des développements techniques associés à cette approche est présenté dans le
chapitre 14 du livre de Chan [28]. L'Annexe A contient un rappel des éléments de base associés
aux distributions du χ2 centrée et non centrée.
La première égalité dans l'équation (1.100) s'établit de manière relativement directe et ne
nécessite pas d'approximation. En eﬀet, on cherche à évaluer la probabilité pour que la distance
‖(X1, X2, X3)‖2 au carré soit inférieure à R2, où les variables aléatoiresXi ∼ N1(µi, σ2i ) (i = 1, 2, 3)
sont indépendantes. En notant Ψ2 = X21 + X
2
2 + X
2
3 , on a directement Pc = P{Ψ2 ≤ R2}.
Ce changement de variables proposé dans l'annexe de la référence [94] est intéressant car l'on
sait calculer la fonction caractéristique (et donc la fonction génératrice des moments) de Ψ2.
Contrairement à ce qui est indiqué par Chan dans le chapitre 14 de son livre [28], cette dernière
ne suit pas une loi du χ2 non centrée, mais une loi plus générale, celle d'une norme euclidienne
de variables de Gauss indépendantes. Caractériser cette distribution est un problème diﬃcile et le
chapitre 26 de la référence [53] lui est entièrement dédié en utilisant la fonction caractéristique.
Ainsi, la fonction génératrice des moments de Ψ2 est donnée par :
s 7→
exp
(
−
3∑
i=1
µ2i s
1+2sσ2i
)
3∏
i=1
√
1 + 2sσ2i
, (1.101)
permettant d'obtenir les trois premiers moments de Ψ2 :
m1 =
3∑
j=1
(σ2j + µ
2
j ), (1.102)
m2 = 2
3∑
j=1
(σ4j + 2σ
2
jµ
2
j ), (1.103)
m3 = 8
3∑
j=1
(σ6j + 3σ
4
jµ
2
j ). (1.104)
L'étape suivante consiste à remplacer Ψ2 par une variable aléatoire Φ2 suivant une loi du chi-
deux centrée. Le degré n′ de cette dernière est choisi de manière à ce que les distributions soient
les mêmes jusqu'à l'ordre 3. Plus précisément, on veut que l'égalité suivante :
Ψ2 −m1√
m2
=
Φ2 − n′√
2n′
(1.105)
soit vériﬁée en ce qui concerne les trois premiers moments. L'équation (1.105) étant centrée et
normalisée, les deux premiers moments de chaque côté du signe égal sont automatiquement les
mêmes (0 pour la moyenne et 1 pour la variance). En ce qui concerne le moment d'ordre 3, on
obtient pour le membre de gauche
m3√
m32
et pour celui de droite
8n′√
8n′3
=
√
8
n′
. On en déduit le
degré de Φ2 :
n′ =
8m32
m23
. (1.106)
A l'issue de cette substitution, la probabilité de collision est donc approximée par P{Φ2 ≤ φ2} où
Φ2 suit une loi du chi-deux centrée dont le degré n′ est donné par l'équation (1.106). On récupère
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la valeur de φ en injectant R dans (1.105) :
φ2 = n′ +
√
2n′
m2
(R2 −m1). (1.107)
La dernière étape consiste à substituer à la loi du chi-deux centrée de degré n′ une loi normale
centrée réduite. En d'autres termes, on considère que P{Φ2 ≤ φ2} ' P{T ≤ τ} avec T ∼ N1(0, 1).
Cette approximation porte le nom de transformation de Wilson-Hilferty [126] et se base sur la
formule approchée suivante :
T =
(
Φ2
n′
)3/2
− (1− 29n′ )√
2
9n′
. (1.108)
La valeur de τ est obtenue en injectant φ dans (1.108) :
τ =
(
φ2
n′
)3/2
− (1− 29n′ )√
2
9n′
. (1.109)
Finalement, on a approché la probabilité de collision de la façon suivante :
Pc ' P{T ≤ τ}, (1.110)
où T ∼ N1(0, 1) et τ est donné par l'équation (1.109). Cette nouvelle probabilité peut être calculée
à l'aide de la fonction d'erreur, permettant ainsi d'obtenir la formule ﬁnale :
Pc ' 1
2
+
1
2
erf
(
τ√
2
)
. (1.111)
Cette méthode s'avère très rapide, mais également peu précise du fait de la double approximation.
Un autre avantage est le fait qu'elle peut se généraliser en dimension supérieure.
Conclusion
Outre la présentation générale du modèle probabiliste de collision, ce chapitre se focalise sur
deux grandeurs en particulier. D'une part, la probabilité de collision en rapprochement rapide, et
d'autre part, la probabilité de collision instantanée. Dans les deux cas, le risque peut s'écrire sous
la forme d'une intégrale gaussienne sur une boule euclidienne, en dimension respectivement 2 et
3. Dans le cas 2-D, la littérature fait état de quatre méthodes spéciﬁques de calcul, classables en
deux catégories : celles basées sur un schéma d'intégration numérique et celle basée sur une formule
analytique faisant intervenir une série entière. Cette dernière, développée par Chan [27], est une
approximation de la véritable intégrale. Elle peut être couplée à une intégration numérique 1-D pour
traiter le cas tridimensionnel (cf. [28]). La nouvelle méthode de calcul, présentée dans le chapitre
suivant, est elle aussi basée sur une formule analytique qui s'avère, dans le cas bidimensionnel, être
une généralisation rigoureuse de celle de Chan.
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Chapitre 2
Nouvelle méthode de calcul de la
probabilité de collision
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Introduction
Ce chapitre présente la méthode développée au cours de la thèse pour le calcul de la probabilité
de collision dans deux cas spéciﬁques : probabilité de collision en rapprochement rapide et pro-
babilité de collision instantanée. Ces deux quantités ne sont rien d'autre que des intégrales d'une
fonction gaussienne sur une boule euclidienne en dimension respectivement 2 et 3. La nouvelle
méthode proposée ici consiste à calculer cette intégrale à l'aide d'une série convergente à termes
positifs. Elle se situe au croisement de deux théories. D'une part, la transformée de Laplace, qui
permet d'obtenir des développements en série entière. D'autre part, les fonctions holonomes, qui
représentent l'ensemble des séries entières dont les suites correspondantes vériﬁent une récurrence
linéaire à coeﬃcients polynomiaux en la variable entière [109]. La Section 2.1 introduit les idées et
les outils nécessaires à la mise en place de la méthode. La Section 2.2 décrit en détail le cas 2-D
dans un contexte de calcul certiﬁé et fournit notamment un encadrement analytique du risque de
collision, très utile d'un point de vue de l'analyse mission. De plus, la preuve est donnée que la
formule à la base de la nouvelle méthode est la version exacte de celle approchée de Chan [28].
Enﬁn, la Section 2.3 étend la méthode à la dimension 3. Dans chaque cas, des exemples numériques
viennent illustrer l'eﬃcacité des algorithmes. La version 2-D de la méthode a déjà fait l'objet d'une
publication [113] et la 3-D a été introduite dans [112].
2.1 Principe de la méthode
Le but est de calculer une probabilité de collision qui a la forme d'une intégrale gaussienne
multivariée sur une boule euclidienne ((1.28) en dimension 2 pour les rencontres rapides et (1.91)
en dimension 3 pour la probabilité instantanée). Comme indiqué dans le Chapitre 1, ces deux pro-
blèmes constituent des cas particuliers d'une thématique plus générale dans laquelle l'on s'intéresse
à la caractérisation statistique de la distribution d'une fonction quadratique déﬁnie positive de N
variables aléatoires conjointement normalement distribuées, centrées ou non centrées [59], [60]. Ce
problème est équivalent à calculer la mesure probabiliste d'une sphère non centrée sous une distri-
bution normale multivariée centrée et d'écart-types ﬁxés [108]. Par exemple, avec les notations de
cette dernière référence, calculer (1.28) revient à calculer H2,A,b(t) avec
A =
[
σ2x 0
0 σ2y
]
, b =
 −
xm
σx
−ym
σy
 . (2.1)
L'idée de base de la méthode proposée dans ce chapitre consiste à calculer (1.28) ou (1.91) à l'aide
d'une série entière. Cette idée n'est pas complètement nouvelle puisque nous l'avons retrouvée dans
les références [104] et [86] (série entière alternée pour le cas où les variables aléatoires suivent une
loi normale réduite), [116] pour le cas non centré, [108] pour le cas centré mais avec une forme
quadratique non homogène et où la probabilité est calculée comme un développement de distribu-
tions χ2 ou χ2 non centrale, [59] et [60] enﬁn, qui synthétisent les résultats précédents dans le cas
centré et non centré, tout en proposant une méthode générale de dérivation des représentations de
la probabilité en diverses séries. La méthode développée indépendamment dans ce mémoire (nous
avons pris connaissance de ces références lors de sa rédaction) est très semblable à l'approche
générale développée par Kotz et ses co-auteurs et la généralise, tout en portant une attention par-
ticulière aux aspects de calcul numérique qui étaient un peu négligés par les références [59] et [60].
Elle a pour origine les travaux de [62] où est traité le calcul de plusieurs catégories d'intégrales
gaussiennes déﬁnies sur un ensemble S (polyèdre convexe ou ellipsoïde) en dimension arbitraire.
Nous résumons maintenant les principales phases et outils de la méthode générale proposée, avant
de revenir sur les relations étroites avec la méthode de Kotz.
1. Vues comme des fonctions de répartition, les probabilités de collision données par les équa-
tions (1.28) ou (1.91) peuvent être reformulées comme des fonctions h(ζ) avec ζ = R2 pour
lesquelles la transformée de Laplace Lh(λ) peut être calculée analytiquement. Cette dernière
fonction complexe est alors développée en série de Laurent.
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3. L'inverse de la transformée de Laplace (aussi connue comme la transformée de Borel de la
suite des coeﬃcients de la série de Lh(λ)) est appliquée terme à terme. Cela est justiﬁé
rigoureusement par des résultats d'analyse complexe [125] ou [124, Chap. 2.14] et permet
d'obtenir un développement en série entière de l'intégrale initiale.
4. Une forme simple des coeﬃcients de la série est fournie en montrant qu'ils satisfont une
récurrence linéaire à coeﬃcients polynomiaux en la variable entière et en se fondant sur
la théorie et les propriétés des fonctions D-ﬁnies (ou holonomes [129, 109], cf. Annexe B).
Les fonctions D-ﬁnies sont des fonctions satisfaisant une équation diﬀérentielle linéaire à
coeﬃcients polynomiaux. Un exemple élémentaire est la fonction exponentielle sur C, puisque
exp′(z) = 1 · exp(z). De telles fonctions peuvent être développées en série entière dont les
coeﬃcients sont P-récursifs (satisfaisant une récurrence linéaire avec des termes polynomiaux
[120]). Aﬁn de manipuler les fonctions D-ﬁnies/séquences P-récursives, la boîte à outils Gfun
de Maple (version 3.65, [110]) a été utilisée.
5. Du point de vue numérique, l'évaluation directe des termes de la série obtenue pour h(ζ)
peut être diﬃcile. En eﬀet, bien que le développement en série entière de h(ζ) soit convergent,
l'évaluation des sommes partielles en précision ﬁnie est aﬀectée par le phénomène de compen-
sation (cancellation phenomenon) [43, 29]. En eﬀet, dans certains cas, la série est telle que
des coeﬃcients consécutifs de la série, de même ordre de grandeur, changent de signe et se
compensent de telle sorte que leur somme, calculée en précision ﬁnie, ne contienne que peu de
chiﬀres signiﬁcatifs corrects. Un exemple très simple est le calcul de exp(−z) = ∑+∞k=0(−1)k zkk!
pour z > 0 qui est développé dans l'Annexe B. Aﬁn d'empêcher cela, on réalise ce que l'on
appelle, selon le lexique des fonctions holonomes, un préconditionnement par une fonction
ψ, elle-même D-ﬁnie. Au lieu de développer directement la fonction h en série entière, on
travaille sur la fonction ψ · h. En choisissant judicieusement la fonction de préconditionne-
ment ψ, celle-ci et ψ · h peuvent être évaluées numériquement eﬃcacement. Une méthode
permettant un choix judicieux de la fonction de préconditionnement est présentée dans la
suite et justiﬁé dans l'Annexe B pour notre cas précis.
Finalement, la formule de la probabilité de collision dans le cas 2D aura la forme suivante :
Pc = exp
(
− R
2
2σ2x
) +∞∑
k=0
αk
(k + 1)!
R2(k+1), (2.2)
où (αk)k∈N est une suite positive obtenue par une récurrence linéaire.
La méthode générale présentée dans [59] et [60] présente de nombreux ingrédients communs
avec celle proposée dans ce mémoire : utilisation de la transformée de Laplace pour obtenir un
développement en série (entière alternée, de Laguerre et de distributions χ2 ou χ2 non centrale), ap-
plication d'un résultat de convergence absolue de la série dans le plan de Laplace aﬁn de permettre
une inversion terme à terme. Toutefois, contrairement à notre méthode, les auteurs imposent un
choix a priori de la forme de la série conduisant à un calcul numérique de ses coeﬃcients pouvant
s'avérer problématique. L'utilisation de la théorie des fonction holonomes et des fonctions entières
de type exponentiel permet d'obtenir une série entière à coeﬃcients positifs dont l'évaluation nu-
mérique rigoureuse en précision ﬁnie sera garantie. De plus, des bornes inférieures et supérieures
analytiques peuvent être aisément déduites en fonction de la précision souhaitée. Ces diﬀérents
points sont maintenant développés dans le cadre des rencontres rapides (dimension 2) dans la
Section 2.2 et du calcul de la probabilité de collision instantanée (dimension 3) dans la Section 2.3.
2.2 Modèle de rapprochement rapide
Dans cette section, une expression analytique pour l'intégrale 2-D est obtenue sous la forme
d'un produit entre un terme exponentiel et une série entière à coeﬃcients positifs (Théorème 1
et Proposition 1). Ces résultats aboutissent à la mise en ÷uvre de l'Algorithme 1 de calcul de la
probabilité de collision. Le Corollaire 1 et la Proposition 4 permettent de calculer le rang à partir
duquel on peut tronquer la série pour obtenir la précision recherchée. Enﬁn, la Proposition 6 donne
la preuve que l'on retrouve la formule de Chan (1.84) dans le cas isotrope, qui est le seul où cette
dernière est exacte.
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On déﬁnit pour la suite les grandeurs suivantes :
p =
1
2σ2x
, φy = 1− σ
2
x
σ2y
, ωx =
x2m
4σ4x
, ωy =
y2m
4σ4y
. (2.3)
2.2.1 Nouvelle formule analytique
Le résultat principal de cette section, concernant la probabilité de collision en rapprochement
rapide, permet d'exprimer cette dernière à l'aide d'une série convergente.
Théorème 1. La probabilité de collision en rapprochement rapide s'écrit :
Pc = exp
(
− R
2
2σ2x
) +∞∑
k=0
αk
(k + 1)!
R2(k+1), (2.4)
où la suite (αk)k∈N vériﬁe la formule linéaire de récurrence d'ordre 4 suivante :
(k + 4)αk+4 =
(
p(2φy + 1)(k + 3) + p
(
φy
2
+ 1
)
+ ωx + ωy
)
αk+3
−p
(
pφy
(
φy
2
+ 1
)
(2k + 5) + φy
(
2ωx +
3p
2
)
+ ωx + ωy
)
αk+2
+p2φy
(
pφy
(
k +
5
2
)
+ 2ωx
(
φy
2
+ 1
))
αk+1 − p3φ2yωxαk,
et dont les premiers termes sont :
α0 =
1
2σxσy
exp
(
−1
2
(
x2m
σ2x
+
y2m
σ2y
))
,
α1 = α0
(
p
(
φy
2
+ 1
)
+ ωx + ωy
)
,
α2 =
α0
2
((
p
(
φy
2
+ 1
)
+ ωx + ωy
)2
+ p2
(
φ2y
2
+ 1
)
+ 2pφyωy
)
,
α3 =
α0
6
((
p
(
φy
2
+ 1
)
+ ωx + ωy
)3
+ 2
(
p3
(
φ3y
2
+ 1
)
+ 3p2φ2yωy
)
+3
(
p
(
φy
2
+ 1
)
+ ωx + ωy
)(
p2
(
φ2y
2
+ 1
)
+ 2pφyωy
))
(2.5)
Démonstration. On commence par introduire la fonction de répartition h de la variable aléatoire
X2 + Y 2 où X,Y sont deux variables aléatoires gaussiennes indépendantes, respectivement de
moyenne xm, ym et d'écart-type σx, σy. Ainsi, Pc = P{X2 +Y 2 ≤ R2} = h(R2). La probabilité de
collision est donc vue comme une fonction de la variable R2.
La fonction h vériﬁe h = 0 sur R− et pour ζ > 0 :
h(ζ) =
1
2piσxσy
∫∫
B¯2(0,
√
ζ)
exp
(
−1
2
(
(x− xm)2
σ2x
+
(y − ym)2
σ2y
))
dxdy. (2.6)
Dans la suite, il est préférable d'écrire h à l'aide de la fonction indicatrice 1 :
h(ζ) =
1
2piσxσy
∫∫
R2
1B¯2(0,
√
ζ)(x, y) exp
(
−1
2
(
(x− xm)2
σ2x
+
(y − ym)2
σ2y
))
dxdy. (2.7)
Calculons maintenant la transformée de Laplace de h. Cette étape permettra ensuite de déduire
la transformée de la fonction préconditionnée. Par déﬁnition, on a :
Lh(λ) =
∫ +∞
0
exp(−λζ)h(ζ)dζ. (2.8)
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Par un argument de Fubini, il vient :
Lh(λ) = 1
2piσxσy
∫∫
R2
∫ +∞
0
1B¯2(0,
√
ζ)(x, y) exp
(
−λζ − (x− xm)
2
2σ2x
− (y − ym)
2
2σ2y
)
dζdxdy,
=
1
2piσxσy
∫∫
R2
∫ +∞
x2+y2
exp
(
−λζ − (x− xm)
2
2σ2x
− (y − ym)
2
2σ2y
)
dζdxdy,
=
1
2piσxσy
∫∫
R2
[− exp(−λζ)
λ
]+∞
x2+y2
exp
(
− (x− xm)
2
2σ2x
− (y − ym)
2
2σ2y
)
dxdy,
=
1
2piσxσyλ
∫∫
R2
exp
(
−λx2 − (x− xm)
2
2σ2x
− λy2 − (y − ym)
2
2σ2y
)
dxdy. (2.9)
Grâce aux propriétés de l'exponentielle, l'intégrale double est égale au produit de deux intégrales
simples respectivement en x et y. Considérons maintenant uniquement la partie en x. On eﬀectue
le changement de variables suivant :
u =
√
λ+
1
2σ2x
(
x− xm
2λσ2x + 1
)
, (2.10)
Cela conduit à :
1√
2piσx
∫
R
exp
(
−
(
λ+
1
2σ2x
)
x2 +
xm
σ2x
x− x
2
m
2σ2x
)
dx =
exp
(
− λx2m2λσ2x+1
)
√
2piσx
√
λ+ 12σ2x
∫
R
exp(−u2)du,
=
exp
(
− λx2m2λσ2x+1
)
√
pi
√
2λσ2x + 1
∫ +∞
−∞
exp(−u2)du,
=
exp
(
− λx2m2λσ2x+1
)
√
2λσ2x + 1
.
L'intégrale en y donne un résultat similaire, d'où ﬁnalement :
Lh(λ) =
exp
(
−λ
(
x2m
2λσ2x+1
+
y2m
2λσ2y+1
))
λ
√
2λσ2x + 1
√
2λσ2y + 1
. (2.11)
On opère maintenant le préconditionnement à proprement parler. Au lieu de manipuler h, on
déﬁnit par son intermédiaire la fonction h˜ :
h˜(ζ) = exp (pζ)h(ζ), (2.12)
où p est donné dans l'équation (2.3). On a très simplement Pc = exp(−pR2)h˜(R2). La transformée
de Laplace de h˜ peut être obtenue directement à partir de celle de h. En eﬀet, par les propriétés de la
transformée de Laplace, on a Lh˜(λ) = Lh(λ− p). En utilisant les notations déﬁnies précédemment
(équation (2.3)), il vient :
Lh˜(λ) =
α0 exp
(
ωx
λ +
ωy
λ−pφy
)
(λ− p)√λ(λ− pφy) . (2.13)
La fonction Lh˜ est une fonction complexe analytique pour |λ| > p (cf. Figure 2.1), avec trois
singularités isolées : 1 pôle en p et deux singularités essentielles en 0 et pφy.
La fonction Lh˜ peut donc être représentée par une série de Laurent en 0, convergente sur le
domaine {λ ∈ C : |λ| > p}. Pour obtenir celle-ci, du fait de l'analycité de Lh˜ à l'inﬁni, il est possible
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Figure 2.1  Singularités de la fonction Lh˜ dans le plan complexe.
de calculer son développement de Taylor à l'inﬁni. Pour cela, on considère le développement en
série entière en 0 de :
Lˆh˜(λ) = λ−2Lh˜(λ−1), (2.14)
=
α0 exp
(
ωxλ− ωypφy −
ωy
pφy(pφyλ−1)
)
(1− pλ)√1− pφyλ . (2.15)
La division par λ2 est purement technique et vient du fait que les deux premiers termes de la série
de Taylor de Lh˜(λ−1) sont nuls.
Un calcul direct montre que Lˆh˜ vériﬁe :
dLˆh˜
dλ
(λ) = ϕ(λ)Lˆh˜(λ), Lˆh˜(0) = α0, (2.16)
où :
ϕ(λ) = ωx − pφy
2(pφyλ− 1) −
p
pλ− 1 +
ωy
(pφyλ− 1)2 . (2.17)
Ainsi, Lˆh˜(λ) est une fonction holonome et peut être développée en ∑+∞k=0 αkλk, pour tout
{λ : |λ| < 1p}. En conséquence, la suite (αk)k∈N vériﬁe une récurrence linéaire dont la formule est
obtenue à l'aide de Gfun.
Lh˜(λ) = λ−2Lˆh˜(λ−1), (2.18)
=
+∞∑
k=0
αkλ
−(k+2). (2.19)
On applique ensuite la transformée de Laplace inverse terme à terme sur la série (2.19) [125,
Chap. 9], [124, Chap. 2.14]. Or, la transformée inverse de λ 7→ λ−(n+1) est ζ 7→ 1n!ζn pour n ∈ N.
On obtient donc au ﬁnal :
h˜(ζ) =
+∞∑
k=0
αk
(k + 1)!
ζk+1. (2.20)
La proposition qui suit montre tout l'intérêt du préconditionnement choisi. En eﬀet, sa consé-
quence immédiate est que la série entière intervenant dans la probabilité de collision est à termes
positifs.
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Proposition 1. La suite (αk)k∈N est à termes strictement positifs i.e. :
αk > 0 ∀k ∈ N. (2.21)
Démonstration. Puisque ϕ(λ) est une fraction rationnelle, on peut calculer son développement en
série entière
+∞∑
k=0
ϕkλ
k de manière analytique (à la main ou en utilisant par exemple ratpolytocoeﬀ
avec Gfun) :
ϕk = p
k+1
(
1 + φky
(
(k + 1)ωy
p
+
φy
2
))
+
{
ωx, k = 0
0, k > 0.
(2.22)
On voit clairement que ϕk > 0, pour tout k ∈ N. En injectant les séries
+∞∑
k=0
ϕkλ
k et
+∞∑
k=0
αkλ
k dans
l'équation diﬀérentielle (2.16) et en identiﬁant les coeﬃcients devant λk un à un, on obtient :
(k + 1)αk+1 =
k∑
i=0
ϕiαk−i. (2.23)
Puisque α0 > 0, on démontre, par une récurrence immédiate, que αk > 0, pour tout k ∈ N.
Du Théorème 1 peut être déduit un algorithme permettant de calculer une approximation par
valeur inférieure de la probabilité de collision. Il consiste à calculer par récurrence une somme
partielle de la série entière puis à la diviser par le préconditionneur. Pour n ∈ N, on déﬁnit la
somme partielle :
Sn = exp(−pR2)
n∑
k=0
αk
(k + 1)!
R2(k+1). (2.24)
On pose également, pour k ∈ N, ck = αk(k+1)!R2(k+1), de sorte que Sn = exp(−pR2)
∑n
k=0 ck.
Algorithme 1. Évaluation de la probabilité de collision avec n termes.
Entrées :
 xm, ym, R ∈ R ;
 σx ≤ σy ∈ R+∗ ;
 n ∈ N.
Sortie : Sn = exp(−pR2)
∑n
k=0 ck.
p :=
1
2σ2x
; φy := 1− σ
2
x
σ2y
; ωx :=
x2m
4σ4x
; ωy :=
y2m
4σ4y
;
α0 :=
1
2σxσy
exp
(
−1
2
(
x2m
σ2x
+
y2m
σ2y
))
;
c0 := α0R
2 ; c1 := α0R
4
2
(
p
(
φy
2 + 1
)
+ ωx + ωy
)
;
c2 :=
α0R
6
12
((
p
(
φy
2 + 1
)
+ ωx + ωy
)2
+ p2
(
φ2y
2 + 1
)
+ 2pφyωy
)
;
c3 :=
α0R
8
144
((
p
(
φy
2 + 1
)
+ ωx + ωy
)3
+ 2
(
p3
(
φ3y
2 + 1
)
+ 3p2φ2yωy
)
+ 3
(
p
(
φy
2 + 1
)
+ ωx + ωy
)(
p2
(
φ2y
2 + 1
)
+ 2pφyωy
))
;
Pour k = 0 à n− 5
ck+4 :=
R2
(
p(2φy+1)(k+3)+p
(
φy
2 +1
)
+ωx+ωy
)
(k+4)(k+5) ck+3;
− R
4p
(
pφy
(
φy
2 +1
)
(2k+5)+φy(2ωx+ 3p2 )+ωx+ωy
)
(k+4)2(k+5) ck+2
+
R6p2φy
(
pφy(k+ 52 )+2ωx
(
φy
2 +1
))
(k+3)(k+4)2(k+5) ck+1 −
R8p3φ2yωx
(k+2)(k+3)(k+4)2(k+5)ck;
Sn := 0;
Pour k = 0 à n− 1 : Sn ← Sn + ck ;
Sn ← exp
(−pR2)Sn ;
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2.2.2 Encadrement analytique de l'erreur de troncature
On s'intéresse maintenant à une évaluation certiﬁée de la probabilité de collision. Pour cela,
déﬁnissons pour commencer l'erreur réalisée lorsqu'on utilise une somme partielle de la série pour
l'évaluer. Ainsi, pour n ∈ N, on pose :
Tn = exp(−pR2)
+∞∑
k=n
αk
(k + 1)!
R2(k+1). (2.25)
Aﬁn de quantiﬁer le reste, on cherche un encadrement de la suite (αk)k∈N. Puisque la série
fait intervenir un factoriel au dénominateur, il est naturel de chercher à encadrer (αk)k∈N par des
suites géométriques, de manière à obtenir des séries minorante et majorante exprimables à l'aide
de la fonction exponentielle.
Proposition 2. On a l'encadrement suivant pour le terme général de la suite (αk)k∈N :
αk ≤ αk ≤ αk, (2.26)
où αk = α0p
k et αk = α0pk(1 +
φy
2 +
ωx+ωy
p )
k.
Démonstration. La démonstration est faite par récurrence. Pour l'initialisation, on a α0 = α0 = α0
et :
α1 = α0p ≤ α0p
(
1 +
φy
2
+
ωx + ωy
p
)
= α1 = α1. (2.27)
Aﬁn de prouver l'hérédité, on remarque d'abord que, pour i ∈ N∗ :
α0ϕi
αi+1
= 1 + φiy
(
ωy(i+ 1)
p
+
φy
2
)
≥ 1. (2.28)
D'autre part, toujours pour i ∈ N∗ :
α0ϕi
αi+1
=
1 + φiy
(
ωy(i+ 1)
p
+
φy
2
)
(
1 +
φy
2 +
ωx+ωy
p
)i+1 . (2.29)
Or, on a :
1 + φiy
(
ωy(i+ 1)
p
+
φy
2
)
≤ 1 + ωy(i+ 1)
p
+
φy
2
≤ 1 + (ωx + ωy)(i+ 1)
p
+
φy
2
(i+ 1)
≤
(
1 +
(ωx + ωy)
p
+
φy
2
)i+1
.
Il apparaît donc que :
α0ϕi
αi+1
≤ 1. (2.30)
Soit k ∈ N∗ et supposons que αi ≤ αi ≤ αi (∀i ≤ k), alors :
n∑
i=0
ϕiαk−i ≤
k∑
i=0
ϕiαk−i ≤
k∑
i=0
ϕiαk−i. (2.31)
Puisque αk−i =
α0αk+1
αi+1
et αk−i =
α0αk+1
αi+1
, il vient que :
αk+1
k∑
i=0
α0ϕi
αi+1
≤
k∑
i=0
ϕiαk−i ≤ αk+1
k∑
i=0
α0ϕi
αi+1
. (2.32)
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Ainsi, on obtient :
(k + 1)αk+1 ≤
k∑
i=0
ϕiαk−i ≤ (k + 1)αk+1, (2.33)
et la conclusion découle du fait que (k + 1)αk+1 =
k∑
i=0
ϕiαk−i ≤ (k + 1).
Remarque 4. En posant Ω = φy2 +
ωx+ωy
p , on peut écrire plus simplement le majorant sous la
forme αk = α0pk(1+Ω)k. L'expression de Ω en fonction des paramètres originaux de la probabilité
de collision est :
Ω =
1
2
(
1− σ
2
x
σ2y
)
+
σ2x
2
(
x4m
σ4x
+
y4m
σ4y
)
. (2.34)
Proposition 3. Pour tout ordre n ∈ N, on a l'encadrement de l'erreur :
α0 exp(−pR2)
p
+∞∑
k=n
(pR2)k+1
(k + 1)!
≤ Tn ≤ α0 exp(−pR
2)
p(1 + Ω)
+∞∑
k=n
(p(1 + Ω)R2)k+1
(k + 1)!
. (2.35)
Démonstration. En considérant les restes des séries
∑
k
(·)kR2(k+1)
(k+1)! avec (·) = α, α, α, il vient,
d'après (2.26) :
+∞∑
k=n
α0(pR
2)k+1
p(k + 1)!
≤
+∞∑
k=n
αkR
2(k+1)
(k + 1)!
≤
+∞∑
k=n
α0(p(1 + Ω)R
2)k+1
p(1 + Ω)(k + 1)!
(2.36)
On obtient ensuite le résultat en multipliant la dernière équation par exp(−pR2).
2.2.3 Bornes analytiques pour la probabilité
Le corollaire suivant (Proposition 3 pour n = 0) fournit un encadrement analytique de la
probabilité.
Corollaire 1. La probabilité de collision satisfait :
l0 ≤ Pc ≤ u0, (2.37)
où
l0 =
α0
(
1− exp(−pR2))
p
, (2.38)
et
u0 =
α0
(
exp
(
pΩR2
)− exp(−pR2))
p (1 + Ω)
. (2.39)
2.2.4 Calcul certiﬁé de la probabilité de collision
Le Corollaire 1 permet d'obtenir de manière immédiate un encadrement de la probabilité de
collision. Dans le cas où celui-ci ne serait pas assez précis, on s'intéresse maintenant au problème du
calcul garanti de Pc. Plus précisément, on veut être capable d'évaluer cette dernière pour n'importe
quelle précision donnée (en valeur absolue).
Proposition 4. Pour tout ordre n ∈ N∗, on a l'encadrement de l'erreur :
ln ≤ Tn ≤ un, (2.40)
avec
ln =
α0 exp(−pR2)pnR2(n+1)
(n+ 1)!
, (2.41)
et
un =
α0 exp
(
pΩR2
)
pn (1 + Ω)
n
R2(n+1)
(n+ 1)!
. (2.42)
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Démonstration. On commence par démontrer un résultat sur le reste de la série exponentielle. Soit
γ > 0. Par positivité des termes, on a immédiatement :
γn+1
(n+ 1)!
≤
+∞∑
k=n
γk+1
(k + 1)!
. (2.43)
On obtient la borne ln en combinant (2.35) avec (2.43) pour γ = pR2.
D'autre part, en utilisant le développement de Taylor-Lagrange de l'exponentielle sur [0, γ], on a
l'existence de c ∈]0, γ[ tel que :
exp(γ) =
n∑
k=0
γk
k!
+
cn+1
(n+ 1)!
exp(c), (2.44)
qui se réécrit en :
+∞∑
k=n
γk+1
(k + 1)!
=
cn+1
(n+ 1)!
exp(c). (2.45)
De là, il vient :
+∞∑
k=n
γk+1
(k + 1)!
≤ γ
n+1
(n+ 1)!
exp(γ). (2.46)
La borne un est obtenue en combinant (2.35) avec (2.46) pour γ = p(1 + Ω)R2.
On a donc Pc ∈ [Sn−1 + ln, Sn−1 + un]. En rendant un − ln suﬃsamment petit, il est ainsi
possible de connaître un encadrement aussi précis que l'on veut de la probabilité de collision. La
proposition suivante donne un outil pratique pour calculer cet encadrement.
Proposition 5. Pour tout ε > 0, on a l'implication :
(n ≥ max(N1, N2(ε))− 1) =⇒ (un − ln < ε), (2.47)
où N1 = 2
⌈
epR2 (1 + Ω)
⌉
et N2(ε) =
⌈
log2
(
α0 exp
(
pR2Ω− 1/2)
p3/2
√
4piR (1 + Ω)
3/2
)⌉
.
Démonstration. Pour commencer, on remarque que :
un − ln = ln
(
exp
(
pR2 (1 + Ω)
)
(1 + Ω)
n − 1)
< ln exp
(
pR2 (1 + Ω)
)
(1 + Ω)
n
. (2.48)
D'après l'inégalité de Stirling, on a :
ln ≤ α0 exp(−pR
2)(epR2)n+1
p
√
2pi(n+ 1)(n+ 1)n+1
, (2.49)
d'où :
un − ln <
(
epR2 (1 + Ω)
n+ 1
)n+1
α0 exp
(
pR2Ω
)
p
√
2pi(n+ 1) (1 + Ω)
. (2.50)
Lorsque n+ 1 ≥ N1, on a comme majoration :
un − ln <
(
1
2
)n+1 α0 exp (pR2Ω)
p
√
2piN1 (1 + Ω)
, (2.51)
<
(
1
2
)n+1 α0 exp (pR2Ω− 1/2)
p3/2
√
4piR (1 + Ω)
3/2
. (2.52)
D'autre part, par construction, on a :(
1
2
)N2 α0 exp (pR2Ω− 1/2)
p3/2
√
4piR (1 + Ω)
3/2
≤ ε, (2.53)
d'où le résultat pour n ≥ max(N1, N2)− 1.
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2.2.5 Comparaison théorique avec la formule de Chan
Un aspect théorique intéressant de la formule analytique (2.4) de la probabilité de collision est
que, dans le cas isotrope i.e. σx = σy, on retrouve la formule de Chan (1.84), comme le montre la
proposition suivante :
Proposition 6. Lorsque σx = σy, la probabilité de collision vériﬁe :
Pc|σx=σy = exp
(
−ωx + ωy
p
) +∞∑
m=0
(ωx + ωy)
m
pmm!
(
1− exp (−pR2) m∑
k=0
(pR2)k
k!
)
. (2.54)
Démonstration. Si σx = σy, alors φy = 0. Dès lors, la formule de récurrence vériﬁée par la suite
(αk)k∈N se simpliﬁe en :
(k + 2)αk+2 = −p (ωx + ωy)αk + (p(k + 2) + ωx + ωy)αk+1, (2.55)
où α0 est inchangé et α1 = α0 (p+ ωx + ωy). La relation (2.55) se réécrit en :
(k + 2) (αk+2 − pαk+1) = (ωx + ωy) (αk+1 − pαk) . (2.56)
Cela donne par récurrence immédiate αk+1 − pαk = α0(ωx+ωy)
k+1
(k+1)! , et donc :
αk = α0p
k
k∑
m=0
(ωx + ωy)
m
pmm!
. (2.57)
On a alors :
exp
(
pR2
) Pc|σx=σy = +∞∑
k=0
αkR
2(k+1)
(k + 1)!
= exp
(
−ωx + ωy
p
) +∞∑
k=0
(pR2)k+1
(k + 1)!
k∑
m=0
(ωx + ωy)
m
pmm!
= exp
(
−ωx + ωy
p
) +∞∑
m=0
(ωx + ωy)
m
pmm!
+∞∑
k=m
(pR2)k+1
(k + 1)!
,
= exp
(
−ωx + ωy
p
) +∞∑
m=0
(ωx + ωy)
m
pmm!
(
exp
(
pR2
)− m∑
k=0
(pR2)k
k!
)
.
Le résultat ﬁnal s'obtient en multipliant par exp(−pR2).
2.2.6 Résultats numériques
La méthode décrite précédemment a été validée sur plusieurs séries de cas tests, issus de la
littérature ou d'alertes réelles envoyées par le JSPoC au partenaire industriel Airbus DS. Les
paramètres de chaque exemple sont compilés dans le Tableau 2.1. Les cas "Chan", tirés du chapitre
5 de [28], sont censés être représentatifs de rencontres rapides réalistes. Les CSM (Conjunction
Summary Messages) et CDM (Conjunction Data Messages) sont des scénarios réels, issus d'alertes
concernant cinq satellites diﬀérents. Enﬁn, "Alfano 3" et Alfano 5" viennent de la référence [9]. Ces
derniers sont des cas numériquement plus diﬃciles, dans le sens où ils ont été créés pour éprouver
les méthodes de calcul.
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Cas Paramètres d'entrée (m)
num. σy σx R ym xm
Chan 1 50 25 5 10 0
Chan 2 50 25 5 0 10
Chan 3 75 25 5 10 0
Chan 4 75 25 5 0 10
Chan 5 3000 1000 10 1000 0
Chan 6 3000 1000 10 0 1000
Chan 7 3000 1000 10 10000 0
Chan 8 3000 1000 10 0 10000
Chan 9 10000 1000 10 10000 0
Chan 10 10000 1000 10 0 10000
Chan 11 3000 1000 50 5000 0
Chan 12 3000 1000 50 0 5000
CSM 1 152.8814468 57.918666 10.3 60.583685 84.875546
CSM 2 5,756.840725 15.988242 1.3 115.055899 -81.618369
CSM 3 643.409272 94.230921 5.3 693.405893 102.177247
CDM 1 6095.858688 445.859950 3.5 644.939441 -752.672701
CDM 2 562.027293 193.454603 13.2 4475.456261 -692.362272
Alfano 3 114.2585190 1.4101830 15 0.1591646 -3.8872073
Alfano 5 177.8109003 0.0373279 10 2.1230067 -1.2217895
Table 2.1  Paramètres d'entrée pour les cas tests.
Dans un premier temps, l'analyse des résultats obtenus montre que l'encadrement analytique de
la probabilité de collision permet pour la plupart des cas tests, y compris sur la totalité des alertes
réelles, d'obtenir une estimation ﬁne du risque associé à la rencontre. Les résultats numériques sont
donnés dans la Table 2.2. Les chiﬀres soulignés (respectivement surlignés) représentent une sous-
estimation (respectivement surestimation) du risque. Concernant les cas de Chan et les scénarios
réels, on constate une précision allant de 1 à 5 chiﬀres signiﬁcatifs. Pour ce qui est des cas d'Alfano,
l'encadrement est très large et ne fournit pas d'information assez ﬁne sur la probabilité de collision,
d'où l'utilité de l'Algorithme 1 qui calcule la série tronquée avec autant de termes que l'utilisateur
le souhaite.
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Cas l0 u0
Chan 1 9.704× 10−3 9.775× 10−3
Chan 2 9.139× 10−3 9.182× 10−3
Chan 3 6.542× 10−3 6.572× 10−3
Chan 4 6.09× 10−3 6.13× 10−3
Chan 5 1.576561× 10−5 1.576576× 10−5
Chan 6 1.010860× 10−5 1.010881× 10−5
Chan 7 6.44304× 10−8 6.44323× 10−8
Chan 8 3.2145× 10−27 3.2186× 10−27
Chan 9 3.03258× 10−6 3.03261× 10−6
Chan 10 9.643× 10−28 9.656× 10−28
Chan 11 1.03831× 10−4 1.03871× 10−4
Chan 12 1.518× 10−9 1.565× 10−9
CSM 1 1.878× 10−3 1.900× 10−3
CSM 2 2.0101× 10−11 2.0557× 10−11
CSM 3 7.194× 10−5 7.200× 10−5
CDM 1 5.3902× 10−7 5.3904× 10−7
CDM 2 2.2517× 10−20 2.2797× 10−20
Table 2.2  Minorant l0 et majorant u0 de la probabilité de collision calculés à partir du Corollaire
1.
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Dans un second temps, l'Algorithme 1 est comparé aux les autres méthodes de la littérature
décrites dans la Table 2.2. Cette étude comparative est présentée dans trois tableaux distincts :
Table 2.3 (cas tests de Chan), Table 2.4 (alertes réelles) et Table 2.5 (cas tests d'Alfano). Les
chiﬀres en gras représentent les divergences entre les résultats de l'Algorithme 1, exacts pour les
chiﬀres signiﬁcatifs donnés grâce au calcul certiﬁé, et les autres méthodes. L'ensemble des exemples
illustre la Proposition 6 : la méthode de Chan est théoriquement moins précise que l'Algorithme
1, ce qui est ﬂagrant pour les cas d'Alfano. Par rapport aux deux autres méthodes, l'Algorithme
1 s'avère également meilleur, dans une moindre mesure.
Cas de Probabilité de collision (-)
Chan Alfano Patera Chan Algorithme 1
1 9.742× 10−3 9.741× 10−3 9.754× 10−3 9.742× 10−3
2 9.181× 10−3 9.181× 10−3 9.189× 10−3 9.181× 10−3
3 6.571× 10−3 6.571× 10−3 6.586× 10−3 6.571× 10−3
4 6.125× 10−3 6.125× 10−3 6.135× 10−3 6.125× 10−3
5 1.577× 10−5 1.577× 10−5 1.577× 10−5 1.577× 10−5
6 1.011× 10−5 1.011× 10−5 1.011× 10−5 1.011× 10−5
7 6.443× 10−8 6.443× 10−8 6.443× 10−8 6.443× 10−8
8 0 3.219× 10−27 3.216× 10−27 3.219× 10−27
9 3.033× 10−6 3.033× 10−6 3.033× 10−6 3.033× 10−6
10 0 9.656× 10−28 9.645× 10−28 9.656× 10−28
11 1.039× 10−4 1.039× 10−4 1.039× 10−4 1.039× 10−4
12 1.564× 10−9 1.564× 10−9 1.556× 10−9 1.564× 10−9
Table 2.3  Comparaison des probabilités de collision pour les cas tests de Chan avec 4 chiﬀres
signiﬁcatifs.
Cas Probabilité de collision (-)
Alfano Patera Chan Algorithme 1
CSM 1 1.9002× 10−3 1.9001× 10−3 1.8934× 10−3 1.9002× 10−3
CSM 2 2.0553× 10−11 2.0552× 10−11 2.0135× 10−11 2.0553× 10−11
CSM 3 7.2004× 10−5 7.2000× 10−5 7.2000× 10−5 7.2003× 10−5
CDM 1 5.3904× 10−7 5.3901× 10−7 5.3903× 10−6 5.3904× 10−7
CDM 2 2.2796× 10−20 2.2795× 10−20 2.2880× 10−20 2.2796× 10−20
Table 2.4  Comparaison des probabilités de collision pour les cas réels avec 5 chiﬀres signiﬁcatifs.
Cas Probabilité de collision (-)
d'Alfano Alfano Patera Chan Algorithme 1
3 1.0038× 10−1 1.0087× 10−1 3.1264× 10−2 1.0038× 10−1
5 4.4712× 10−2 4.4520× 10−2 1.6618× 10−77 4.4509× 10−2
Table 2.5  Comparaison des probabilités de collision pour les cas tests d'Alfano avec 5 chiﬀres
signiﬁcatifs.
En ce qui concerne le nombre de termes n utilisé dans l'Algorithme 1, une analyse des cas réels
et de Chan permet de dégager une tendance. Il apparait sur ces exemples, en calculant les valeurs
de N1 et N2 déﬁnis dans la Proposition 5, que 30 termes sont toujours suﬃsants pour obtenir
une erreur absolue sur la probabilité de collision de 10−10 et qu'une quinzaine est suﬃsante pour
l'avoir à 10−5. Le calcul de ces mêmes quantités pour les cas d'Alfano donne des entiers bien plus
grands. Ainsi, aﬁn d'obtenir les valeurs pour la probabilité de collision contenues dans la Table
2.5, on aurait respectivement besoin de 689 et 1013 termes pour les cas 3 et 5. Néanmoins, il
faut se souvenir que le rang fourni dans la Proposition 5 est conservatif. En pratique, ici, 90 et
56
37000 termes suﬃsent en réalité pour obtenir la précision aﬃchée. Cela montre cependant que le
nombre de termes nécessaires à une évaluation acceptable du risque peut exploser dans certains
cas. Cela s'explique par le fait que la vitesse de convergence de h˜(R2) =
+∞∑
k=0
αk
(k+1)!R
2(k+1) est liée
aux singularités dans le plan complexe de Lh˜(λ) =
+∞∑
k=0
αkλ
−(k+2). Or, le rayon de convergence
de cette série en 1λ est
1
p = 2σ
2
x. Ainsi, lorsque 2σ
2
x est petit par rapport à R
2 i.e. R >> σx, la
convergence de h˜ est relativement lente.
2.3 Probabilité de collision instantanée
La méthode de calcul de l'intégrale d'une fonction gaussienne sur une boule euclidienne dans
R2, présentée dans la section précédente, se généralise à la dimension supérieure. Cela permet
d'obtenir une expression de la probabilité de collision instantanée sous la forme d'une série en-
tière préconditionnée par un terme exponentiel (Théorème 2). La suite associée, déﬁnie par une
formule de récurrence d'ordre 6, est positive (Proposition 7). Les preuves sont très similaires au
cas bidimensionnel et par conséquent, les détails en sont omis.
On déﬁnit pour la suite les grandeurs suivantes : p =
1
2σ21
, φ2 = 1− σ
2
1
σ22
, ω1 =
µ21
4σ41
, ω2 =
µ22
4σ42
.
2.3.1 Nouvelle formule analytique
Le théorème fondamental de cette section permet d'exprimer la probabilité de collision instan-
tanée à l'aide d'une série convergente.
Théorème 2. La probabilité de collision instantanée s'écrit :
Pc = exp
(
− R
2
2σ21
) +∞∑
k=0
α′k
Γ(k + 5/2)
R2k+3, (2.58)
où Γ est la fonction Gamma (voir Annexe A) et la suite (α′k)k∈N vériﬁe la formule de récurrence
linéaire suivante :
2(k + 6)α′k+6 =− 2ω1p5φ3 2φ2 2α′k + (2ω1p4φ3 2φ2 2 + 6p5φ3 2φ2 2 + 4ω1p4φ2 2φ3 + 4ω1p4φ3 2φ2 + 2p5φ3 2φ2 2k)α′k+1
+ ((−4p4φ3 2φ2 − 2p4φ3 2φ2 2 − 4p4φ2 2φ3 )k − 6p4φ3 2φ2 2 − 2ω1p3φ2 2 − 4ω1p3φ2 2φ3 − 4ω1p3φ3 2φ2
− 15p4φ2 2φ3 − 2ω1p3φ3 2 − 2ω3p3φ2 2 − 2ω2p3φ3 2 − 15p4φ3 2φ2 − 8ω1p3φ3φ2 )α′k+2
+ ((8p3φ3φ2 + 4p
3φ2
2φ3 + 4p
3φ3
2φ2 + 2p
3φ2
2 + 2p3φ3
2)k + 9p3φ3
2 + 8ω1p
2φ3φ2
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2φ2
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3φ3
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3φ2
2φ3 )α
′
k+3
+ ((−4p2φ3 − 8p2φ3φ2 − 2p2φ2 2 − 2p2φ3 2 − 4p2φ2 )k − 2ω2p− 4ω1pφ2 − 4ω1pφ3
− 4ω3pφ2 − 4ω2pφ3 − 21p2φ3 − 21p2φ2 − 2ω1p− 2ω3p− 9p2φ3 2 − 36p2φ3φ2 − 9p2φ2 2)α′k+4
+ ((2p+ 4pφ2 + 4pφ3 )k + 12p+ 2ω1 + 2ω3 + 21pφ3 + 2ω2 + 21pφ2 )α
′
k+5, (2.59)
avec les conditions initiales :
α′0 =
1
3∏
i=1
σi
exp
(
−1
2
3∑
i=0
µ2i
σ2i
)
, (2.60)
α′1 = α
′
0p+ α
′
0ω1 + α
′
0ω3 + 1/2α
′
0pφ3 + α
′
0ω2 + 1/2α
′
0pφ2 , (2.61)
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Démonstration. On déﬁnit en premier lieu la fonction h′(ζ) = P{∑3i=1X2i ≤ ζ}, avec Xi ∼
N1(µi, σ2i ) pour i = 1, 2, 3, de sorte que Pc = h′(R2). On a h′ = 0 sur R− et pour ζ > 0 :
h′(ζ) =
1
(2pi)3/2
∏3
i=1 σi
∫∫∫
B¯3(0,
√
ζ)
exp
(
−1
2
3∑
i=0
(xi − µi)2
σ2i
)
dx1dx2dx3, (2.66)
La transformée de Laplace de h′ est donnée par :
Lh′(λ) =
∫ +∞
0
exp(−λζ)h′(ζ)dζ,
=
exp
(
−λ
3∑
i=1
µ2i
2λσ2i+1
)
λ
3∏
i=1
√
2λσ2i + 1
. (2.67)
On réalise le préconditionnement de h par la fonction exp(pζ) :
h˜′(ζ) = exp (pζ)h′(ζ), (2.68)
La transformée de la nouvelle fonction est déduite de celle de h′ par translation :
Lh˜′(λ) =
α′0 exp
(
ω1
λ +
ω2
λ−pφ2 +
ω3
λ−pφ3
)
(λ− p)√λ(λ− pφ2)(λ− pφ3) . (2.69)
On pose alors :
Lˆh˜′(λ) = λ−5/2Lh˜′(λ−1), (2.70)
=
α′0 exp
(
ω1λ− ω2pφ2 − ω2pφ2(pφ2λ−1) − ω3pφ3 − ω3pφ3(pφ3λ−1)
)
(1− pλ)√1− pφ2λ
√
1− pφ3λ
, (2.71)
Cette fonction est bien holonome puisque :
dLˆh˜′
dλ
(λ) = ϕ′(λ)Lˆh˜′(λ), Lˆh˜′(0) = α′0, (2.72)
où :
ϕ′(λ) = ω1 − p
pλ− 1 −
pφ2
2(pφ2λ− 1) −
pφ3
2(pφ3λ− 1) +
ω2
(pφ2λ− 1)2 +
ω3
(pφ3λ− 1)2 . (2.73)
On en déduit le développement en série de Laurent :
Lh˜′(λ) = λ−5/2Lˆh˜′(λ−1), (2.74)
=
+∞∑
k=0
α′kλ
−(k+5/2). (2.75)
L'inverse pour la transformée de Laplace de λ 7→ λ−(n+3/2) est ζ 7→ 1Γ(n+3/2)ζn+1/2 pour n ∈ N.
Par inversion terme à terme, il vient donc que :
h˜′(ζ) =
+∞∑
k=0
α′k
Γ(k + 5/2)
ζk+3/2. (2.76)
Le principal intérêt du Théorème 2 réside dans la positivité des termes de la série, qui découle
directement de la proposition ci-dessous.
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Proposition 7. Pour tout k ∈ N, on a :
α′k > 0. (2.77)
Démonstration. On eﬀectue le développement en série entière de la fonction ϕ′ déﬁnie par (2.73).
Cela donne ϕ′(λ) =
∑+∞
k=0 ϕ
′
kλ
k, avec :
ϕ′k = p
k+1
(
1 + φk2
(
(k + 1)ω2
p
+
φ2
2
)
+ φk3
(
(k + 1)ω3
p
+
φ3
2
))
+
{
ω1, k = 0
0, k > 0.
(2.78)
Comme dans le cas 2-D, le résultat se démontre par récurrence en remarquant que ϕ′k > 0 et :
(k + 1)α′k+1 =
k∑
i=0
ϕ′iα
′
k−i. (2.79)
2.3.2 Encadrement analytique de l'erreur de troncature
Aﬁn d'estimer l'erreur commise sur la probabilité de collision lorsqu'on calcule une somme
partielle de la série (2.58), on déﬁnit, pour n ∈ N, le reste T ′n d'ordre n :
T ′n = exp(−pR2)
+∞∑
k=n
α′k
Γ(k + 5/2)
R2k+3. (2.80)
Aﬁn de quantiﬁer le reste, on commence par chercher un encadrement de la suite (α′k)k∈N.
Proposition 8. Pour tout k ∈ N, on a l'encadrement :
α′k ≤ α′k ≤ α′k, (2.81)
où α′k = α
′
0p
k et α′k = α
′
0p
k (1 + Ω′)k avec Ω′ = φ2+φ32 +
ω1+ω2+ω3
p .
Démonstration. On raisonne par récurrence. L'initialisation est immédiate puisque α′0 = α
′
0 = α
′
0
et α′1 = α
′
0p ≤ α′0p
(
1 + φ2+φ32 +
ω1+ω2+ω3
p
)
= α′1 = α
′
1. Aﬁn de prouver l'hérédité, on remarque
d'abord que, pour i ∈ N∗ :
α′0ϕ
′
i
α′i+1
= 1 + φi2
(
ω2(i+ 1)
p
+
φ2
2
)
+ φi3
(
ω3(i+ 1)
p
+
φ3
2
)
≥ 1. (2.82)
D'autre part, toujours pour i ∈ N∗ :
α′0ϕ
′
i
α′i+1
=
1 + φi2
(
ω2(i+ 1)
p
+
φ2
2
)
+ φi3
(
ω3(i+ 1)
p
+
φ3
2
)
(
1 + φ22 +
ω1+ω2+ω3
p
)i+1 ,
≤
1 +
(i+ 1)ω2
p
+
φ2
2
+
(i+ 1)ω3
p
+
φ3
2(
1 + φ22 +
ω1+ω2+ω3
p
)i+1 ,
≤
1 +
ω2(i+ 1)
p
+
φ2 + φ3
2
+
(i+ 1)(ω1 + ω2 + ω3)
p(
1 + φ22 +
ω1+ω2+ω3
p
)i+1 ,
≤ 1. (2.83)
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Soit k ∈ N∗ et supposons que α′i ≤ α′i ≤ α′i (∀i ≤ k), alors :
n∑
i=0
ϕ′iα
′
k−i ≤
k∑
i=0
ϕ′iα
′
k−i ≤
k∑
i=0
ϕ′iα
′
k−i. (2.84)
Puisque α′k−i =
α′0α
′
k+1
α′i+1
et α′k−i =
α′0α
′
k+1
α′i+1
, il vient que :
α′k+1
k∑
i=0
α′0ϕ
′
i
α′i+1
≤
k∑
i=0
ϕ′iα
′
k−i ≤ α′k+1
k∑
i=0
α′0ϕi
α′i+1
. (2.85)
Ainsi, on obtient :
α′k+1(k + 1) ≤
k∑
i=0
ϕ′iα
′
k−i ≤ α′k+1(k + 1), (2.86)
et la conclusion découle de (2.79).
Proposition 9. Pour tout ordre n ∈ N, l'erreur vériﬁe :
2α′0 exp(−pR2)√
piRp2
+∞∑
k=n
(pR2)k+2
(k + 2)!
≤ T ′n ≤
2α′0R exp(−pR2)√
pip(1 + Ω′)
+∞∑
k=n
(p(1 + Ω′)R2)k+1
(k + 1)!
. (2.87)
Démonstration. D'après la Proposition 8, il vient immédiatement que :
+∞∑
k=n
α′k
Γ(k + 5/2)
R2k+3 ≤
+∞∑
k=n
α′k
Γ(k + 5/2)
R2k+3 ≤
+∞∑
k=n
α′k
Γ(k + 5/2)
R2k+3. (2.88)
Intéressons-nous maintenant à la fonction Gamma, qui généralise la notion de factorielle aux non-
entiers, à savoir que Γ(z + 1) = zΓ(z). Puisque Γ(1/2) =
√
pi, on a, pour tout k ∈ N :
Γ(k + 5/2) =
∏k+1
l=0 (2l + 1)
2k+2
√
pi. (2.89)
D'après l'encadrement suivant :
2k+1(k + 1)! =
k∏
l=0
(2l + 2) <
k∏
l=0
(2l + 3) <
k∏
l=0
(2l + 4) = 2k+1(k + 2)!, (2.90)
il apparait que : √
pi
2
(k + 1)! < Γ(k + 5/2) <
√
pi
2
(k + 2)!. (2.91)
En injectant ce résultat dans (2.88), on obtient :
2√
pi
+∞∑
k=n
α′k
(k + 2)!
R2k+3 ≤
+∞∑
k=n
α′k
Γ(k + 5/2)
R2k+3 ≤ 2√
pi
+∞∑
k=n
α′k
(k + 1)!
R2k+3, (2.92)
que l'on peut réécrire en remplaçant αk et αk par leurs expressions respectives :
2α′0√
piRp2
+∞∑
k=n
(pR2)k+2
(k + 2)!
≤
+∞∑
k=n
α′k
Γ(k + 5/2)
R2k+3 ≤ 2α
′
0R√
pip(1 + Ω′)
+∞∑
k=n
(p(1 + Ω′)R2)k+1
(k + 1)!
(2.93)
Le résultat ﬁnal s'obtient en multipliant la dernière équation par exp(−pR2).
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2.3.3 Bornes analytiques pour la probabilité
Le corollaire suivant (Proposition 9 pour n = 0) fournit un encadrement analytique de la
probabilité de collision.
Corollaire 2. La probabilité de collision instantanée est telle que :
l′0 ≤ Pc ≤ u′0, (2.94)
où
l′0 =
2α′0√
piRp2
(1− exp(−pR2)(1 + pR2)), (2.95)
et
u′0 =
2α′0R√
pip(1 + Ω′)
(exp(Ω′R2)− exp(−pR2)). (2.96)
2.3.4 Calcul certiﬁé de la probabilité de collision
Le Corollaire 2 permet d'évaluer de manière immédiate un encadrement de la probabilité de
collision. Dans le cas où celui-ci ne serait pas assez précis, on s'intéresse maintenant au calcul
garanti de la probabilité i.e. avec une précision absolue certiﬁée.
Proposition 10. A tout ordre n ∈ N∗, on a l'encadrement :
l′n ≤ T ′n ≤ u′n, (2.97)
avec
l′n =
2α′0p
nR2n+3√
pi(n+ 2)!
exp(−pR2), (2.98)
et
u′n =
2α′0p
nR2n+3(1 + Ω′)n+1√
pi(n+ 1)!
exp(Ω′R2). (2.99)
Démonstration. D'après l'inégalité de gauche dans (2.87), on a :
2α′0 exp(−pR2)√
piRp2
+∞∑
k=n
(pR2)k+2
(k + 2)!
≤ T ′n. (2.100)
Par positivité des coeﬃcients, on peut minorer la série par son premier terme, ce qui donne l'ex-
pression de l′n. Pour obtenir l'autre borne, on part cette fois de l'inégalité de droite dans (2.87) :
T ′n ≤
2α′0R exp(−pR2)√
pip(1 + Ω′)
+∞∑
k=n
(p(1 + Ω′)R2)k+1
(k + 1)!
. (2.101)
On obtient alors u′n en se servant du lemme
+∞∑
k=n
γk+1
(k + 1)!
≤ γ
n+1
(n+ 1)!
exp(γ) (déjà prouvé dans la
Section 2.2) pour γ = p(1 + Ω′)R2.
On a donc Pc ∈ [Sn−1 + l′n, Sn−1 + u′n]. En rendant u′n − l′n suﬃsamment petit, il est ainsi
possible de connaître un encadrement aussi précis que l'on souhaite de la probabilité de collision
instantanée. La proposition suivante donne un outil pratique pour calculer cet encadrement.
Proposition 11. Pour tout ε > 0, l'implication suivante est vraie :
(n ≥ max(N ′1, N ′2(ε))− 1) =⇒ (u′n − l′n < ε), (2.102)
où N ′1 = d2epR2 (1 + Ω′)e et N ′2(ε) = dlog2
α′0 exp
(
1/2 + pR2Ω′
)
√
1 + Ωp
3
2piε
e.
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Démonstration. Tout d'abord, on remarque que :
u′n − l′n = l′n
(
exp
(
pR2 (1 + Ω)
)
(1 + Ω)n+1(n+ 2)− 1)
< ln(n+ 2)(1 + Ω)
n+1 exp
(
pR2 (1 + Ω)
)
. (2.103)
D'après l'inégalité de Stirling, on a :
l′n ≤
√
2α′0 exp(−pR2)pnR2n+3en+2
pi
√
(n+ 2)(n+ 2)n+2
. (2.104)
D'où :
u′n − l′n <
(
epR2 (1 + Ω′)
n+ 2
)n+1 √
2α′0R exp
(
1 + pR2Ω′
)
√
n+ 2ppi
. (2.105)
Pour tout n ≥ N1 − 2, on a donc :
u′n − l′n ≤
(
1
2
)n+1 α′0 exp (1/2 + pR2Ω)√
1 + Ω′p
3
2pi
. (2.106)
D'autre part, par déﬁnition : (
1
2
)N ′2 α′0 exp (1/2 + pR2Ω′)√
1 + Ω′p
3
2pi
≤ ε, (2.107)
d'où le résultat.
2.3.5 Résultats numériques
Le Théorème 2 a été testé numériquement sur des cas tests issus du Chapitre 13 de Chan [28].
Les résultats sont répartis dans trois tableaux. Le Tableau 2.6 (respectivement 2.7) traite des cas
d'une fonction gaussienne isotrope dont le pic est centré (respectivement non-centré) sur l'origine.
Le Tableau 2.8 propose des exemples où la distribution gaussienne est anisotrope. Pour chaque
exemple, on obtient une valeur égale à la référence donnée par l'auteur. Dans le premier tableau, il
s'agit d'une formule analytique, tandis que dans les autres cas, cette valeur de référence est calculée
par intégration numérique pure.
Dans certains cas, les bornes analytiques l′0 et u
′
0 sont du même ordre de grandeur que la
probabilité de collision, ou bien d'un ordre de grandeur suﬃsamment proche pour donner une
information qualitative intéressante sur celle-ci. Dans d'autres cas, l'encadrement est trop large
pour être réellement utile. Cela s'explique par le fait que, dans le cas 3-D, les inégalités théoriques
obtenues sont plus larges que dans le cas bidimensionnel. En eﬀet, pour les obtenir, on a du encadrer
la fonction Gamma à l'aide de factorielles, étape qui n'apparaissait pas dans la Section 2.2.
Paramètres (m) Quantités (-)
σ1, σ2, σ3 R µ1, µ2, µ3 l
′
0 Pc u′0
1,1,1 10 0,0,0 1.60× 10−1 1.00× 100 7.98× 100
1,1,1 5 0,0,0 3.19× 10−1 1.00× 100 3.99× 100
1,1,1 1 0,0,0 1.44× 10−1 1.99× 10−1 3.14× 10−1
1,1,1 0.5 0,0,0 2.30× 10−2 3.09× 10−2 4.69× 10−2
1,1,1 0.1 0,0,0 1.99× 10−4 2.65× 10−4 3.98× 10−4
1,1,1 0.05 0,0,0 2.49× 10−5 3.32× 10−5 4.98× 10−5
1,1,1 0.01 0,0,0 1.99× 10−7 2.66× 10−7 3.99× 10−1
1,1,1 0.005 0,0,0 2.49× 10−8 3.32× 10−8 4.98× 10−8
1,1,1 0.001 0,0,0 1.99× 10−10 2.66× 10−10 3.99× 10−10
1,1,1 0.0005 0,0,0 2.52× 10−11 3.32× 10−11 4.98× 10−11
1,1,1 0.0001 0,0,0 0 2.66× 10−13 3.99× 10−13
Table 2.6  Résultats numériques pour des cas isotropes centrés.
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Paramètres (m) Quantités (-)
σ1, σ2, σ3 R µ1, µ2, µ3 l
′
0 Pc u′0
1,1,1 0.5 0.5,0,0 2.03× 10−2 2.74× 10−2 4.17× 10−2
1,1,1 0.5 1,0,0 1.39× 10−2 1.92× 10−2 2.94× 10−2
1,1,1 1 0.5,0,0 1.27× 10−1 1.80× 10−1 2.87× 10−1
1,1,1 1 1,0,0 8.73× 10−2 1.32× 10−1 2.19× 10−1
1,1,1 2 1,0,0 2.88× 10−1 6.02× 10−1 1.67× 100
1,1,1 1 2,0,0 1.95× 10−2 3.85× 10−2 7.60× 10−2
1,1,1 2 2,0,0 6.41× 10−2 3.01× 10−1 3.92× 100
1,1,1 1 5,0,0 5.36× 10−7 4.91× 10−6 1.14× 10−4
1,1,1 1 10,0,0 2.78× 10−23 1.01× 10−20 2.17× 10−13
Table 2.7  Résultats numériques pour des cas isotropes non centrés.
Paramètres (m) Quantités (-)
σ1, σ2, σ3 R µ1, µ2, µ3 l
′
0 Pc u′0
1,2,3 1 0,0,1 2.27× 10−2 3.68× 10−2 6.23× 10−2
1,2,3 1 0,0,10 9.27× 10−5 1.70× 10−4 3.05× 10−4
1,2,3 10 0,0,1 2.52× 10−2 9.98× 10−1 5.84× 1017
2,3,10 1 0,1,0 2.90× 10−3 4.05× 10−3 6.20× 10−3
2,3,10 1 0,10,0 1.18× 10−5 1.86× 10−5 2.99× 10−2
2,3,10 10 0,1,0 4.03× 10−2 6.41× 10−1 4.99× 103
Table 2.8  Résultats numériques pour des cas anisotropes non centrés.
En ce qui concerne le nombre de termes nécessaires à une bonne évaluation de la probabilité,
il s'avère en général plus élevé qu'en 2-D, toujours parce que les encadrements du reste de la série
ont été obtenus par des inégalités plus larges. Pour obtenir les valeurs aﬃchées dans les tableaux
précédents, la Proposition 11 préconise entre 1 et 496 termes selon les paramètres d'entrée. Comme
dans le cas bidimensionnel, ce nombre augmente de manière drastique plus R est grand devant σ1.
Conclusion
Une nouvelle méthode de calcul de l'intégrale d'une fonction gaussienne sur une boule eucli-
dienne a été présentée. La version 2-D trouve son application dans l'évaluation du risque pour
les rapprochements rapides [2, 28] et la version 3-D dans le calcul de probabilités de collision
instantanées [28]. Contrairement aux autres méthodes de la littérature, elle est basée sur une for-
mule analytique exacte. Cette dernière a la forme d'une série entière préconditionnée par un terme
exponentiel. Numériquement, elle se comporte favorablement, comme illustré par les nombreux
exemples académiques et réels, notamment grâce à la positivité des termes de la série. Dans le cas
bidimensionnel, la formule obtenue est particulièrement intéressante car la preuve a été faite qu'il
s'agit de la version exacte de la formule approchée de Chan [28]. De plus, on dispose de bornes
analytiques sur le risque de collision. Cet encadrement, évaluable presque instantanément, permet
une estimation qui se révèle bien souvent être d'une ﬁnesse suﬃsante d'un point de vue de l'analyse
mission, comme le montrent les cas tests réels.
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Conclusion
Cette première partie de la thèse traite des méthodes de calcul de probabilités de collision.
Plus particulièrement, elle est dédiée au modèle du rapprochement rapide [10, 2, 28, 33] et de la
probabilité de collision instantanée sous incertitudes gaussiennes [28]. Le premier englobe une large
part des rencontres réelles, pour lesquelles les vitesses relatives sont grandes, tandis que la seconde
fournit une borne inférieure du risque dans un cadre plus général. Mathématiquement parlant, ces
deux calculs de probabilités reviennent à évaluer l'intégrale d'une fonction gaussienne sur une boule
euclidienne, respectivement en dimensions 2 et 3. La nouvelle méthode, détaillée dans le Chapitre
2, se démarque de celles de la littérature du domaine spatial, décrites dans le Chapitre 1, par le
fait qu'elle n'est basée ni sur un schéma numérique d'intégration ni sur une formule analytique
approchée, mais bien sur une formule analytique exacte. Cette dernière est obtenue à l'aide de
deux outils principaux. D'une part, la transformée de Laplace, qui sert ici à développer en série la
fonction intermédiaire au calcul de la probabilité. D'autre part, la technique de préconditionnement
qui permet d'évaluer eﬃcacement les fonctions holonomes i.e. développables en série entière dont
les coeﬃcients vériﬁent une formule de récurrence linéaire à coeﬃcients polynomiaux. Un des
avantages de la méthode repose sur le fait que l'intégrale est évaluée à l'aide des sommes partielles
d'une série convergente à termes positifs, ce qui permet numériquement d'approcher par valeurs
inférieures la probabilité de collision sans diﬃculté. On dispose même d'informations sur l'erreur
de troncature, permettant ainsi de certiﬁer la précision du calcul. De plus, des bornes analytiques
sur la probabilité de collision elle-même sont données et constituent dans la plupart des cas un
outil pratique d'une grande utilité pour estimer rapidement le risque associé à une rencontre.
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Deuxième partie
Calculs de man÷uvres d'évitement
de collision
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Introduction
Le second volet de la thèse est consacré à l'évitement du débris par l'objet primaire. Il s'agit
de concevoir pour ce dernier une série de man÷uvres à eﬀecteur résultant en une probabilité de
collision inférieure à un seuil de tolérance donné. Une telle stratégie est nécessaire dès que le risque
associé à une alerte de collision dépasse cette valeur critique ﬁxé par l'opérateur. On considère un
type de propulsion chimique à poussée forte : en conséquence, les man÷uvres sont classiquement
[105] modélisées par des incréments de vitesse instantanés, appelés impulsions. La performance
d'une stratégie d'évitement est évaluée par un critère de minimisation de la consommation de
carburant, aﬁn de réduire au maximum l'impact sur la durée de vie de la mission. Sous l'hy-
pothèse des poussées instantanées, la consommation d'ergol s'écrit comme la somme des normes
des impulsions réalisées [106, Chapitre 6]. D'autre part, le calcul de man÷uvres est soumis à des
contraintes d'origines diverses. En premier lieu, on cherche bien sûr à rendre la probabilité de
collision sur l'intervalle de temps J considéré, notée PJc , inférieure au seuil de tolérance. Il s'agit
là d'une contrainte probabiliste. De plus, on peut avoir des conditions sur la trajectoire de l'ob-
jet primaire. Par exemple, il est envisageable de vouloir inclure dans le plan de man÷uvres le
retour, en temps voulu, sur l'orbite nominale. Dans cette introduction, on formule en toute gé-
néralité la question de la conception d'une stratégie d'évitement de collision comme un problème
d'optimisation sous contrainte probabiliste ("chance-constrained optimization" dans la littérature
anglophone [117, 96, 18, 48]). Les caractéristiques d'un plan de man÷uvres, et donc les paramètres
d'optimisation, sont :
 N ∈ N∗ le nombre de man÷uvres,
 t1 < · · · < tN ∈ J leurs dates d'exécution,
 ∆V1, . . . ,∆VN ∈ R3 les impulsions.
Pour être exact, il faudrait considérer les dates et composantes des impulsions comme des variables
non déterministes, du fait de l'incertitude liée à l'exécution d'une man÷uvre. En eﬀet, des impréci-
sions sur la réalisation d'une poussée (par exemple au niveau de la direction et de l'amplitude [77])
existent. Néanmoins, le problème est déjà complexe en négligeant ces aléas, et il est possible de
compenser cette approximation en prenant des marges sur les solutions obtenues ainsi. Finalement,
le problème d'optimisation s'écrit :
Problème 1.
min
N,ti,∆Vi
N∑
i=1
‖∆Vi‖q sous
{ PJc (N, ti,∆Vi) ≤ ε
b(N, ti,∆Vi) = 0
où :
 q = 1 ou 2 selon la conﬁguration des tuyères considérée ;
 ε ∈]0, 1[ est le risque maximum autorisé, déﬁni par l'utilisateur ;
 b représente des conditions sur la trajectoire moyenne de l'objet primaire.
En toute généralité, le Problème 1 est diﬃcile, principalement à cause de la nature probabiliste
de la contrainte. En eﬀet, le simple calcul de la probabilité de collision elle-même peut se révéler
ardu. Par exemple, dans la première partie (Sections 1.2.1 et 2.2), on a vu que l'on savait calculer
la probabilité de collision en rapprochement rapide lorsque les incertitudes au temps de référence
étaient de type gaussien. Malheureusement, dans le cas général, l'introduction de man÷uvres, du
fait de la non linéarité de la dynamique orbitale, modiﬁe la nature des vecteurs aléatoires, qui ne
sont donc gaussiens. En d'autres termes, bien qu'il soit possible de calculer PJc (N, ti, 0) i.e. le risque
sans man÷uvres, il est diﬃcile d'évaluer PJc (N, ti,∆Vi). Lorsque l'on sort du cadre des rencontres
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rapides, même le calcul de PJc (N, ti, 0) devient problématique (cf. par exemple le Chapitre 8 de
[28]). Il apparait donc nécessaire d'utiliser des hypothèses simpliﬁcatrices ou des relaxations pour
obtenir une formulation du problème susceptible d'être résolue eﬃcacement.
Dans le Chapitre 3, on se place dans un cadre où le mouvement relatif peut être considéré
comme rectiligne et l'on s'autorise une unique man÷uvre d'évitement, exécutée à une date ﬁxée
à l'avance. L'utilisation de la notion de tube de collision permet d'exprimer la condition de non-
collision en fonction des paramètres du problème à l'aide d'une unique inégalité. On propose alors
deux méthodes pour résoudre le problème : la première se base sur une approximation des lois
de distribution pour calculer la probabilité de collision et la seconde utilise l'approche dite des
scénarios [22, 23] pour produire des solutions admissibles de plus en plus optimales. Le Chapitre 4
considère le modèle des rapprochements lents [28], qui permet une linéarisation de la dynamique
képlerienne des objets autour de l'orbite primaire de référence. La contrainte sur le risque global de
collision est alors remplacé par des contraintes sur le risque instantané. A la suite d'une relaxation,
à savoir un recouvrement polyédral de la sphère combinée, on arrive à un problème sous contraintes
probabilistes linéaires jointes. Deux approches sont proposées pour le résoudre. La première est
directe et se base sur un choix judicieux de polyèdres cubiques aﬁn d'obtenir une expression
analytique des contraintes. La seconde s'appuie sur le principe de sélection du risque [17]. Cette
seconde relaxation permet d'obtenir un problème sous forme déterministe avec des contraintes
disjonctives, que l'on peut résoudre dans le cadre de la programmation linéaire mixte en variables
réelles et binaires.
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Chapitre 3
Stratégies d'évitement de collision en
rapprochement rapide
71
Ce chapitre est consacré à l'évitement de collision pour des rencontres rapides. L'hypothèse de
mouvement rectiligne de ce modèle permet de travailler avec un ensemble géométrique de collision
ayant la forme d'un cylindre circulaire droit de hauteur inﬁnie. Comme dans la référence [93], les
eﬀets de la man÷uvre sont calculés en supposant une dynamique képlerienne. En conséquence,
la propagation des orbites peut être faite analytiquement, par exemple grâce aux coeﬃcients de
Lagrange [13, 36, 54]. On cherche un plan de man÷uvres sous la forme d'une unique impulsion,
réalisée à une date avant la conjonction ﬁxée par l'opérateur. En pratique, une telle action est
généralement suﬃsante pour réduire le risque de collision à un niveau acceptable [111]. De plus,
les eﬀets de la poussée d'évitement sur l'orbite de l'objet primaire sont en général faibles et les
corrections inhérentes peuvent être intégrées aux man÷uvres nominales de maintien à poste.
Dans la littérature, le processus d'optimisation est souvent subdivisé. Pour une date d'exécution
donnée, Patera et Peterson [93] recherchent d'abord une direction de poussée, avant de se consacrer
à son amplitude. De plus, certains auteurs considèrent un critère géométrique en lieu et place
de la probabilité de collision pour contraindre l'impulsion. Dans la référence [111], la date et
la direction de la man÷uvre sont ﬁxées à l'avance de manière heuristique, l'objectif étant de
réaliser une distance de plus proche passage donnée. On citera également l'article [20], où une
linéarisation des fonctions par rapport aux composantes de l'incrément de vitesse est eﬀectuée.
Cette approximation permet de calculer analytiquement une man÷uvre maximisant la distance
de plus proche passage ou bien minimisant la probabilité de collision, ce qui ne correspond pas
véritablement à une contrainte probabiliste.
Deux méthodes sont proposées ici pour résoudre le problème d'optimisation sous contrainte
probabiliste considéré. La première est basée sur une approximation des lois de distribution. On
réalise des développements de Taylor en fonction du vecteur aléatoire pour calculer les eﬀets de
la man÷uvre, permettant ainsi de conserver la nature gaussienne des incertitudes et de calculer
la probabilité de collision à l'aide de la formule classique en rencontre rapide (cf. Section 1.2.1 du
premier chapitre). Ceci est fait à l'aide de l'algorithme présenté dans la Section 2 du deuxième
chapitre. La seconde méthode se base quant à elle sur l'approche dite des scénarios [22, 23]. Cette
technique aléatoire oﬀre une chance d'obtenir une solution admissible au problème probabiliste.
Sous des hypothèses de convexité, il existe une garantie théorique sur cette quantité [23], bien que
celles-ci ne soient pas vériﬁées dans le cas présent. Néanmoins, itérer la résolution de problèmes de
scénarios reste un moyen pratique eﬃcace d'obtenir une solution admissible et peu coûteuse.
Le chapitre débute par la Section 3.1 qui présente le problème d'optimisation sous contrainte
probabiliste. Ensuite, les deux méthodes de résolution sont décrites : par approximation des distri-
butions (Section 3.2) et selon l'approche par scénarios (Section 3.3). Enﬁn, la Section 3.4 compare
les méthodes sur deux cas tests.
3.1 Formulation du problème
Le contexte est celui d'une conjonction entre deux objets spatiaux de forme sphérique en
rapprochement rapide [10, 2] : les incertitudes sur les vitesses sont négligées et la trajectoire relative
est considérée comme rectiligne. Le risque de collision, calculé à partir des données fournies par une
alerte selon les méthodes développées dans la Partie I, est supposé supérieur au seuil de tolérance
ε, d'où la nécessité d'une stratégie d'évitement. On supposera dans la suite que la propulsion est
chimique, ce qui nous permettra d'assimiler la poussée à un incrément de vitesse instantané.
Déﬁnissons maintenant les données fournies par l'alerte de collision à l'instant de référence
t = 0. On note Ξ = (Ξp,Ξs) le couple de vecteurs aléatoires, à valeurs dans R3 ×R3, décrivant les
positions des objets primaire et secondaire à t = 0. On fait l'hypothèse qu'ils suivent des lois de
distribution multinormale indépendantes :
Ξp ∼ N3(µΞp ,ΣΞp), Ξs ∼ N3(µΞs ,ΣΞs).
Dans le cadre des rapprochements rapides, les vitesses sont considérées comme déterministes et
notées respectivement v¯0p et v¯
0
s . Elles sont notées avec une barre pour ne pas les confondre avec les
vitesses à t = 0 lorsqu'une man÷uvre a été eﬀectuée, et qui dépendent alors des incertitudes.
Dans ce chapitre, on s'autorise une unique impulsion ∆V , exécutée à une date t = τ ﬁxée à
l'avance et antérieure à la rencontre (τ < 0). A noter que le choix de τ peut être heuristique ou
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dicté par des contraintes opérationnelles. Il est également possible de faire varier cette date aﬁn
de comparer les solutions ainsi obtenues.
Le problème d'optimisation consiste alors à minimiser la consommation associée tout en rame-
nant la probabilité de collision sous un seuil acceptable. On considère ici le cas d'une unique tuyère
orientable, ce qui nous permet de déﬁnir la consommation par la norme euclidienne de l'impulsion
∆V [106]. Pour lever la non-diﬀérentiabilité, le critère de minimisation peut être remplacé, sans
changer les solutions, par son carré ‖∆V ‖22.
Dans le cadre d'un mouvement rectiligne, nous avons vu au Chapitre 1 que l'ensemble de
collision peut être assimilé à un cylindre droit inﬁni, appelé tube de collision. Ceci nous permet
d'exprimer, pour une occurrence ξ = (ξp, ξs) du vecteur aléatoire Ξ, la condition de non-collision
à l'aide d'une unique équation c(∆V, ξ) ≥ 0, dont le calcul est détaillé ci-après. La contrainte
probabiliste associée s'écrira alors sous la forme : P{c(∆V,Ξ) < 0} ≤ ε. Autrement dit, on réévalue
la probabilité de collision à l'instant t = 0 après qu'une man÷uvre ait été eﬀectuée au temps t = τ .
Le problème d'évitement s'écrit ﬁnalement :
Problème 2.
min
∆V
‖∆V ‖22 sous P{c(∆V,Ξ) < 0} ≤ ε.
Remarque 5. Pour que l'hypothèse de mouvement rectiligne reste valable quelle que soit l'impul-
sion, il est nécessaire de limiter l'amplitude de cette dernière. En pratique, on utilisera dans les
applications des contraintes de boîtes sur les composantes de ∆V .
Revenons maintenant à l'expression de la fonction de collision c. Étant donnée une occurrence ξ
une occurrence des variables incertaines de position, on déﬁnit (r0p(∆V, ξp), v
0
p(∆V, ξp)) le vecteur
position-vitesse de l'objet primaire à t = 0 lorsqu'une man÷uvre ∆V a été réalisée à l'instant
t = τ .
Condition géométrique de non-collision
Rappelons que sous l'hypothèse de mouvement rectiligne, le domaine de collision à t = 0 peut
être vu comme un ensemble tubulaire. Comme pour le calcul de la probabilité dans la Section 1.2,
on étend ce tube de collision à l'inﬁni, ce qui revient à considérer que l'intervalle de temps de la
rencontre est R. Ainsi l'ensemble de collision, dans l'espace des conditions initiales, est un cylindre
inﬁni de révolution, d'axe orienté selon la vitesse relative et de rayon R égal à celui de la sphère
combinée (voir Figure 3.1).
R v0p − v0s
r0p − r0s
(0, 0, 0)
Figure 3.1  Tube de collision.
La condition de collision s'exprime alors à l'aide d'une unique inégalité, fonction des grandeurs
r0p(∆V, ξp), v
0
p(∆V, ξp), ξs et v¯
0
s . Elle traduit le fait que la norme de la projection de la position
relative sur le plan orthogonal à la vitesse relative doit être inférieure au rayon combiné des objets
R. Mathématiquement, cela s'écrit :√
‖r0p(∆V, ξp)− ξs‖2 −
(
(r0p(∆V, ξp)− ξs)T ·
v0p(∆V, ξp)− v¯0s
‖v0p(∆V, ξp)− v¯0s‖
)2
< R. (3.1)
Cela est équivalent à la condition c(∆V, ξ) < 0, en posant :
c(∆V, ξ) = ‖r0p(∆V, ξp)− ξs‖2 −
(
(r0p(∆V, ξp)− ξs)T ·
v0p(∆V, ξp)− v¯0s
‖v0p(∆V, ξp)− v¯0s‖
)2
−R2. (3.2)
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Reste enﬁn à calculer l'état propagé (r0p(∆V, ξp), v
0
p(∆V, ξp)) lorsque une man÷uvre a eu lieu.
Observons que l'expression précédente est indépendante du modèle de propagation d'orbite.
Propagation des trajectoires
Comme dans [93], on considère que l'eﬀet du ∆V peut être calculé sans prendre en compte les
perturbations orbitales. Ainsi, on peut propager l'état de l'objet primaire à l'aide des coeﬃcients
f et g de Lagrange (voir Annexe C pour les détails sur ces fonctions). Le principe est le suivant :
étant donné l'état initial (ξp, v¯0p),
1. on le propage dans le passé pour obtenir les position et vitesse (rτp(ξp), v
τ
p (ξp)) de l'objet
primaire à t = τ avant man÷uvre :
rτp(ξp) = f
(
ξp, v¯
0
p, τ
)
ξp + g
(
ξp, v¯
0
p, τ
)
v¯0p, (3.3)
vτp (ξp) = f˙
(
ξp, v¯
0
p, τ
)
ξp + g˙
(
ξp, v¯
0
p, τ
)
v¯0p. (3.4)
2. On applique l'incrément de vitesse ∆V .
3. On propage dans le futur jusqu'à t = 0 :
r0p(∆V, ξp) = f
(
rτp(ξp), v
τ
p (ξp) + ∆V,−τ
)
rτp(ξp) + g
(
rτp(ξp), v
τ
p (ξp) + ∆V,−τ
)
(vτp (ξp) + ∆V ),(3.5)
v0p(∆V, ξp) = f˙
(
rτp(ξp), v
τ
p (ξp) + ∆V,−τ
)
rτp(ξp) + g˙
(
rτp(ξp), v
τ
p (ξp) + ∆V,−τ
)
(vτp (ξp) + ∆V ).(3.6)
En injectant ces équations dans (3.2), on obtient ainsi une expression analytique pour c ne
dépendant que de l'impulsion et des incertitudes. Néanmoins, malgré le caractère quadratique et
convexe de la fonction coût, le Problème 2 reste diﬃcile à résoudre du fait de la nature probabiliste
de la contrainte. De plus, même pour un ξ donné, l'inégalité c(·, ξ) ≥ 0 ne présente pas de propriété
de convexité.
3.2 Résolution par approximation des distributions
La première méthode utilise la formule classique de rencontre rapide pour calculer la probabilité
de collision (cf. Section 1.2.1). La diﬃculté est que, dans le cas général, pour un ∆V non nul, le
vecteur aléatoire de position de l'objet primaire à t = 0 n'est pas gaussien et sa vitesse n'est pas
une fonction déterministe. Or, ces propriétés sont nécessaires pour l'utilisation de la dite formule.
On va donc réaliser des approximations pour se ramener dans une conﬁguration adéquate.
Le moyen le plus naturel pour conserver la nature gaussienne de la position consiste à linéariser
ce vecteur par rapport au paramètre incertain, en écrivant :
r0p(∆V, ·) ' r0p(∆V, µΞp) + ∂2r0p(∆V, µΞp)((·)− µΞp), (3.7)
où la notation ∂2 désigne la dérivée partielle par rapport à la seconde variable de la fonction
considérée. D'autre part, la méthode la plus simple pour que le vecteur v0p(∆V,Ξ) ne soit plus
concerné par les incertitudes, consiste à faire l'approximation à l'ordre 0 suivante :
v0p(∆V, ·) ' v0p(∆V, µΞp). (3.8)
Avec les simpliﬁcations précédentes, on est bien sous les hypothèses classiques de la rencontre
rapide, même après application de la man÷uvre ∆V . Il est donc possible de calculer la probabilité
de collision P{c(∆V,Ξ) < 0} avec la formule de rencontre rapide selon la méthode détaillée dans la
Section 2.2. Dans ces conditions, la contrainte probabiliste du Problème 2 devient facile à évaluer
et la résolution de ce dernier est possible à l'aide d'outils classiques d'optimisation.
En pratique, pour utiliser la formule de rencontre rapide pour la probabilité de collision, on
a besoin des deux premiers moments du vecteur position de l'objet primaire au temps t = 0.
L'équation (3.7) permet d'obtenir l'espérance :
E(r0p(∆V,Ξp)) = r0p(∆V, µΞp), (3.9)
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et la matrice de covariance :
E((r0p(∆V,Ξp)−E(r0p(∆V,Ξp)))(r0p(∆V,Ξp)−E(r0p(∆V,Ξp)))T ) = ∂2r0p(∆V, µΞp)ΣΞp∂2r0p(∆V, µΞp)T .
(3.10)
Cette dernière équation nécessite la connaissance de ∂2r0p. D'après (3.5), pour ξp ∈ R3, on a :
∂2r
0
p(∆V, ξp) =f
(
rτp , v
τ
p + ∆V,−τ
)
Jrτp + r
τ
p(∂1f
(
rτp , v
τ
p + ∆V,−τ
)T
Jrτp + ∂2f
(
rτp , v
τ
p + ∆V,−τ
)T
Jvτp )
+ vτp (∂1g
(
rτp , v
τ
p + ∆V,−τ
)T
Jrτp + ∂2g
(
rτp , v
τ
p + ∆V,−τ
)T
Jvτp ),
où J désigne la matrice jacobienne des fonctions concernées. Or, d'après (3.3) et (3.4), on a :
Jrτp (ξp) = ξp∂1f
(
ξp, v¯
0
p, τ
)T
+ ξp∂1g
(
ξp, v¯
0
p, τ
)T
+ f
(
ξp, v¯
0
p, τ
)
I,
Jvτp (ξp) = ξp∂1f˙
(
ξp, v¯
0
p, τ
)T
+ v¯0p∂1g˙
(
ξp, v¯
0
p, τ
)T
+ f˙
(
ξp, v¯
0
p, τ
)
I.
Étant donnée la double approximation des équations (3.7) et (3.8), il n'existe pas de garantie que
la solution obtenue avec cette méthode soit admissible pour le Problème 2. Il est donc nécessaire
de calculer a posteriori le risque réel associée à la solution. Ceci peut être fait, par exemple, avec
une méthode de Monte Carlo.
3.3 Résolution à l'aide de l'approche par scénarios
La deuxième méthode proposée recherche la solution optimale en comparant des solutions
admissibles produites par l'approche dite par scénarios. Cette dernière est présentée dans la Sous-
section 3.3.1 tandis que la Sous-section 3.3.2 présente l'algorithme itératif de résolution du Pro-
blème 2. Enﬁn, la Sous-section 3.3.3 détaille le calcul du gradient de la fonction contrainte par
rapport aux variables d'optimisation, dont la connaissance est préférable pour les performances de
l'approche par scénarios.
3.3.1 L'approche par scénarios
L'approche par scénarios peut produire des solutions admissibles à un problème d'optimisa-
tion sous des incertitudes modélisées de manière probabiliste [22]. En lieu et place de contraintes
probabilistes, on cherche à résoudre un problème min-max sur un grand nombre d'occurrences du
paramètre incertain. Dans le cas présent, la fonction coût ne dépendant pas du vecteur aléatoire,
le problème déterministe obtenu est une recherche de minimum.
Le problème de scénarios
L'approche par scénarios vise à résoudre ce que l'on appelle un problème de scénarios [22]. Tout
d'abord, on tire aléatoirement n vecteurs ξ1, . . . , ξn dans R3×R3, représentant diﬀérentes positions
pour les objets primaire et secondaire à t = 0. Le problème par scénarios associé au Problème 2
s'écrit :
Problème 3.
min
∆V
‖∆V ‖22 sous cj(∆V ) ≥ 0 ∀j = 1, . . . , n,
où cj : ∆V 7→ c(∆V, ξj).
A noter que la fonction coût apparaissant dans le Problème 3 est inchangée par rapport au
problème d'origine, mais que la contrainte probabiliste a été remplacée par un nombre ﬁni de
conditions déterministes, bien plus faciles à évaluer. En général, des solutions locales au problème de
scénarios peuvent être obtenues à l'aide d'outils classiques d'optimisation, et encore plus facilement
si le gradient de c par rapport aux variables d'optimisation peut être calculé analytiquement.
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Solutions du problème de scénarios
Déﬁnissons d'abord l'ensemble de faisabilité Kξ, pour ξ dans R3 × R3 :
Kξ = {∆V : c(∆V, ξ) ≥ 0}. (3.11)
Pour une occurrence ξ du paramètre incertain, l' ensemble Kξ contient tous les vecteurs d'opti-
misation qui ne conduisent pas à une collision entre les objets. Lorsque ξ varie dans R3 × R3,
(3.11) déﬁnit une famille d'ensembles réalisables pour le Problème 3. Si ces derniers vériﬁent une
propriété de convexité, alors il existe un résultat fort reliant la solution au problème probabiliste
(voir ci-dessous).
Théorème 3 (Problème convexe incertain [23] en dimension 3). Si Kξ est convexe pour tout ξ
dans R3 × R3 et si n est tel que :
2∑
i=0
Cinε
i(1− ε)n−i ≤ β, (3.12)
alors il y a une probabilité 1 − β, appelé niveau de conﬁance, pour que la solution ∆V ∗ du
Problème 3 associé à ξ1, . . . , ξn vériﬁe :
P{c(∆V ∗,Ξ) < 0} ≤ ε. (3.13)
Ce théorème signiﬁe que, sous une hypothèse de convexité des ensembles de faisabilité, il existe
une garantie, en termes de probabilité, pour que la solution d'un problème de scénarios suﬃsam-
ment grand soit admissible pour le problème probabiliste d'origine. Néanmoins, la solution ne sera
que sous-optimale car elle ne représente un optimum que pour un nombre ﬁni d'occurrences du
paramètre incertain.
Dans le cas où des ensembles de faisabilité Kξ ne sont pas convexes pour certains ξ dans R3×R3, il
n'y a plus de garantie probabiliste théorique que la solution du problème de scénarios soit admis-
sible. De plus, en général, la solution obtenue n'est qu'un optimum local du problème de scénarios.
Dans le cas présent d'évitement de collision pour des trajectoires relatives rectilinéaires, il s'avère
que la propriété de convexité n'est pas vériﬁée. En conséquence, même pour des grandes valeurs
de n, il n'y a pas de garantie sur l'admissibilité de la solution par scénarios pour le problème
probabiliste. Ainsi, la validité d'une solution doit être systématiquement vériﬁée a posteriori et
son optimalité ne peut être évaluée que par comparaison avec d'autres méthodes disponibles.
3.3.2 Méthode de résolution
On propose maintenant un algorithme, basé sur une résolution itérative de problèmes à scéna-
rios, pour obtenir une solution sous-optimale au Problème 2. Il s'agit une heuristique sans garantie
de convergence, mais qui en pratique donne de bons résultats.
L'algorithme proposé est le suivant :
Algorithme 2. Recherche itérative de résolution de problèmes de scénarios.
Commencer avec k = 0 et ∆V ∗ = 0.
1. Incrémenter k et générer aléatoirement n scénarios.
2. Résoudre le problème de scénarios correspondant.
(a) S'il n'y a pas de solution, retourner à l'étape 1.
(b) Sinon, soit ∆V k la solution obtenue. Aller à l'étape 3.
3. Comparer le coût ‖∆V k‖2 à la valeur stockée ‖∆V ∗‖2.
(a) Si ‖∆V k‖2 < ‖∆V ∗‖2, aller à l'étape 4.
(b) Sinon, retourner à l'étape 1.
4. Vériﬁer l'admissibilité de ∆V k pour le problème probabiliste d'origine via une méthode de
Monte Carlo.
(a) Si P{c(∆V k,Ξ) < 0} ≤ ε, faire ∆V ∗ = ∆V k et retourner à l'étape 1.
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(b) Sinon, retourner à l'étape 1.
La boucle s'arrête lorsque le nombre maximum d'itérations k est atteint. A noter que le choix
de la valeur de n est laissé à l'utilisateur. Dans l'étude numérique 3.4, on a ﬁxé empiriquement
k = 100 et n = 1000.
3.3.3 Calcul du gradient de la fonction contrainte
Le Problème 3 peut être résolu à l'aide d'outils d'optimisation dédiés. Pour les utiliser, il
est nécessaire de calculer les fonctions contraintes cj (j = 1, . . . , n) et, si possible, leur gradient
∇cj(·) = ∂1c(·, ξj). Dans le modèle considéré, le gradient de c par rapport à ∆V peut être calculé
analytiquement, permettant ainsi une résolution plus eﬃcace. Le but de cette sous-section est
d'obtenir une expression de ∂1c.
On commence par introduire les matrices jacobiennes ∂1r0p et ∂1v
0
p des vecteurs position et
vitesse de l'objet primaire r0p et v
0
p par rapport à l'impulsion ∆V . Ces matrices peuvent être
obtenues directement grâce aux équations (3.5) et (3.6) :
∂1r
0
p(∆V, ξp) = ∂2f
(
rτp , v
τ
p + ∆V,−τ
)
rτp + ∂2g
(
rτp , v
τ
p + ∆V,−τ
)
vτp + g
(
rτp , v
τ
p + ∆V,−τ
)
I,(3.14)
∂1v
0
p(∆V, ξp) = ∂2f˙
(
rτp , v
τ
p + ∆V,−τ
)
rτp + ∂2g˙
(
rτp , v
τ
p + ∆V,−τ
)
vτp + g˙
(
rτp , v
τ
p + ∆V,−τ
)
I.(3.15)
Les dérivées partielles de f et g peuvent être obtenues à partir de leurs expressions analytiques.
Déﬁnissons maintenant :
u0(∆V, ξp) =
v0p(∆V, ξp)− v¯0s
‖v0p(∆V, ξp)− v¯0s‖2
, (3.16)
et réécrivons la contrainte c :
c(∆V, ξ) = c′(∆V, ξ)− c′′(∆V, ξ)2,
où les applications c′, c′′ : R3 × R3 → R sont déﬁnies par :
c′(∆V, ξ) = ‖r0p(∆V, ξp)− ξs‖22 −R2,
c′′(∆V, ξ) =
(
r0p(∆V, ξp)− ξs
)T
u0(∆V, ξp).
On a donc :
∂1c(∆V, ξ) = ∂1c
′(∆V, ξ)− 2c′′(∆V, ξ)∂1c′′(∆V, ξ).
La fonction c′ peut être vue comme une fonction composée, à savoir :
c′ : (∆V, ξ) 7→ r0p(∆V, ξp)− ξs 7→ ‖r0p(∆V, ξp)− ξs‖22,
dont le gradient par rapport à ∆V est :
c′(∆V, ξ) = 2∂1r0p(∆V )(r
0
p(∆V, ξp)− ξs).
Passons maintenant au calcul de ∂1c′′(∆V, ξ). Dans la suite, la dépendance en ∆V est omise pour
ne pas trop alourdir les équations. La première étape consiste à calculer le gradient de c′′ en
fonction de la Jacobienne de u0. Un calcul direct donne :
∂1c
′′ = ∂1r0Tp u
0 + ∂1u
0T (r0p − ξs).
La deuxième étape est le calcul de ∂1u0 et se révèle plus technique. La fonction u0 peut également
être vue comme une composée de fonctions :
u0 : R3 × R3 → R3 ψ−→ R3
(∆V, ξp) 7→ v0p(∆V, ξp)− v¯0s 7→ v
0
p(∆V,ξp)−v¯0s
‖v0p(∆V,ξp)−v¯0s‖2
En utilisant le développement de Taylor à l'ordre 1 de la fonction ψ : x ∈ R3 7→ x‖x‖2 , il vient :
Jψ(x) =
1
‖x‖2
(
I3 − xx
T
‖x‖22
)
.
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Ainsi :
∂1u
0 = Jψ(v
0
p − v¯0s)∂1v0p,
=
(
I3 −
(v0p − v¯0s)(v0p − v¯0s)T
‖v0p − v¯0s‖22
)
∂1v
0
p
‖v0p − v¯0s‖2
,
=
1
‖v0p − v¯0s‖2
(
I3 − u0u0T
)
∂1v
0
p.
Le gradient de c′′ est donné par :
∂1c
′′ = ∂1r0Tp u
0 +
∂1v
0T
p
‖v0p − v¯0s‖2
(
I3 − u0u0T
)T
(r0p − ξs).
Finalement, le gradient de c vaut :
∂1c = 2
(
∂1r
0
p −
(r0p − ξs)Tu0
‖v0p − v¯0s‖2
∂1v
0
p
)T
(I3 − u0u0T )(r0p − ξs). (3.17)
3.4 Résultats numériques
Dans tous les exemples proposés, la date de poussée τ est ﬁxée à une demi-orbite avant le
temps de référence. La période de l'objet primaire est calculée à partir de l'orbite moyenne. On
peut justiﬁer ce choix d'une durée relativement courte par deux raisons. Premièrement, il permet
de valider l'hypothèse de mouvement képlérien entre la man÷uvre et la rencontre. Deuxièmement,
il laisse le temps de réévaluer le risque de collision plusieurs fois à la suite de nouvelles alertes,
pour éventuellement reconsidérer le besoin d'un changement de trajectoire. D'autre part, le seuil
du risque de collision est ﬁxé à ε = 10−4.
Le problème d'optimisation par approximation des distributions et les problèmes de scénarios
de l'Algorithme 2 sont résolus sous Matlab c© R2014a à l'aide de la fonction "fmincon" (méthode de
point intérieur). La durée de la résolution du premier est de l'ordre de la seconde, ce qui est environ
deux ordres de grandeur en dessous du temps moyen de résolution d'un problème de scénarios.
Les solutions sont exprimées dans le repère orbital local (x, y, z) représenté sur la Figure 3.2.
Il est rattaché à l'état de l'objet primaire rétropropagé jusqu'à t = τ à partir de (µΞp , v¯
0
p). L'axe x
est orienté selon la vitesse orbitale, l'axe z est opposé au moment angulaire et l'axe y complète le
repère orthogonal direct.
Terre
µΞp
vˆ0p
x
y
z
Figure 3.2  Conﬁguration de la man÷uvre d'évitement de collision.
A des ﬁns comparatives, une troisième méthode de résolution a été implémentée. La probabilité
de collision y est calculée selon une méthode de Monte Carlo. La recherche d'optimalité est faite
par dichotomie, dans la direction x. L'algorithme s'arrête dès que le risque est dans l'intervalle
[0.99ε, ε]. Le choix de la direction se justiﬁe par le fait que, pour une orbite circulaire, une ma-
n÷uvre tangentielle maximise l'éloignement radial une demi-orbite plus loin et donc, intuitivement,
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augmente signiﬁcativement la distance de plus proche passage [111]. L'eﬀet d'une telle poussée est
représentée sur la Figure 3.3.
Terre
∆V
Conj.
Man.
Figure 3.3  Man÷uvre d'éloignement radial.
Pour chaque solution ∆V ∗ produite par l'Algorithme 2, on présente un histogramme compta-
bilisant les distances (normalisées) de plus proche passage :√
c(∆V ∗, ξˆi)
R2
+ 1, (3.18)
pour un tirage aléatoire de 104 occurrences ξˆi. Les grandeurs montrées étant logarithmiques, les
collisions correspondent aux valeurs négatives. Les bâtonnets bleues correspondent au cas non
contrôlé et les rouges à celui où la man÷uvre est eﬀectuée. Cela permet de visualiser l'eﬀet de
cette dernière sur les trajectoires relatives.
3.4.1 Exemple 1
Ce cas test est une alerte réelle, donnée sous la forme d'un Conjunction Summary Message
(CSM), envoyée par le Joint Space Operation Center à EADS Astrium (maintenant Airbus Defence
and Space). Elle concerne un satellite sur une orbite circulaire à basse altitude. Du fait de la nature
des données contenues dans l'alerte, l'instant de référence est le temps de plus proche passage sans
man÷uvre. La probabilité de collision s'élève à 1.9× 10−3 (voir CSM1 du Chapitre 2).
Les diﬀérentes solutions sont données dans le Tableau 3.1. Il est notable que les trois résultats,
issus d'approches dissemblables, tendent à indiquer la même direction optimale, conﬁrmant ainsi
l'heuristique de la référence [111]. On remarque que, du fait de l'approximation réalisée dans le
cadre de la première méthode, la solution proposée n'est clairement pas optimale par rapport aux
autres. Elle reste néanmoins admissible, ce qui, pour rappel, n'est a priori pas garanti. D'autre
part, le risque associé à la solution par scénarios n'est pas tout à fait saturé, laissant ainsi une petite
marge d'amélioration possible. On voit, sur la Figure 3.4, comment la distribution des distances de
plus proche passage est éloignée de la zone de collision par la man÷uvre (décalage vers la droite).
Méthode ∆Vx (mm/s) ∆Vy (mm/s) ∆Vz (mm/s) ‖∆V ‖2 (mm/s) Risque (-)
Approximation -24.417 0.551 -0.003 24.423 6.9× 10−5
Scénarios -22.363 1.768 0.000 22.433 9.7× 10−5
Dichotomie -22.344 0 0 22.344 1.0× 10−4
Table 3.1  Solutions pour l'exemple 1.
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Figure 3.4  Histogramme des distances de plus proche passage sans man÷uvre (bleu) et avec la
solution par scénarios (rouge) pour l'exemple 1.
3.4.2 Exemple 2
Cette rencontre met en scène un objet primaire sur une orbite fortement elliptique. Les données
sont obtenues en modiﬁant un exemple de la littérature (cas 9 dans la référence [8]). Plus préci-
sément, le signe d'une des composantes de la vitesse moyenne de l'objet secondaire a été changé,
aﬁn que le mouvement relatif soit approximativement une droite. Il est à noter que bien qu'Alfano
fournisse des valeurs pour les incertitudes concernant les vitesses au temps de référence, celles-ci
apparaissent comme négligeables et seront donc ignorées. Les valeurs moyennes sont fournies dans
le Tableau 3.2 et les matrices de covariance pour les positions dans les équations (3.19) (objet
primaire) et (3.20) (secondaire) : 67.01430 14.5722 31.3632∗ 3.2133 6.8234
∗ ∗ 14.7289
 (3.19)
 67.0146 14.5721 31.3630∗ 3.2133 6.8234
∗ ∗ 14.7288
 (3.20)
Objet Primaire Secondaire
Position (km) [−5532.700 20132.674 40010.549] [−5532.694 20132.677 40010.554]
Vitesse (km/s) [−1.450945 − 0.311609 − 0.671302] [−1.450947 − 0.311608 0.671301]
Table 3.2  État moyen des objets au temps de référence.
La probabilité de collision, sans man÷uvre, s'élève à 3.24× 10−1. Une nouvelle fois, la solution
générée par la première méthode est la plus coûteuse. Ceci se traduit par un risque associé très
faible par rapport à la limite autorisée. Néanmoins, c'est de loin la plus rapide des trois méthodes.
D'autre part, on constate que la solution obtenue par dichotomie est 16.7% plus coûteuse que celle
obtenue avec l'Algorithme 2. Cela s'explique par le fait que, pour une orbite non circulaire, la
man÷uvre tangentielle ne possède pas d'avantage particulier. Ceci illustre l'eﬃcacité de l'approche
par scénarios qui permet de trouver des solutions peu coûteuses dans des cas où il est diﬃcile de le
faire de manière heuristique. La Figure 3.5 retranscrit visuellement l'eﬀet bénéﬁque de l'impulsion
sur l'éloignement des objets.
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Méthode ∆Vx (mm/s) ∆Vy (mm/s) ∆Vz (mm/s) ‖∆V ‖2 (mm/s) Risque (-)
Approximation -0.4779 -0.0825 -0.2357 0.5392 ≤ 1.00× 10−6
Scénarios -0.2430 0.0094 -0.1469 0.2841 8.04× 10−5
Dichotomie -0.3315 0 0 0.3315 1.00× 10−4
Table 3.3  Solutions pour l'exemple 2.
Figure 3.5  Histogramme des distances de plus proche passage sans man÷uvre (bleu) et avec la
solution par scénarios (rouge) pour l'exemple 2.
3.5 Conclusion
Le chapitre traite du problème de l'évitement de collision lorsque les vitesses sont telles que
le mouvement relatif peut être considéré comme rectiligne. Cette hypothèse permet d'exprimer à
l'aide d'une unique équation la condition de non-collision en fonction des variables d'optimisation
et des paramètres incertains. De plus, les eﬀets de la man÷uvre sont calculés sous l'hypothèse
du mouvement képlérien, ce qui permet d'utiliser des formules analytiques. Deux méthodes de
résolution du problème d'optimisation sont proposées. La première consiste à approximer les lois
de distributions dans le but d'utiliser la formule classique pour la probabilité de collision en rap-
prochement rapide. Pour ce faire, on réalise des développements de Taylor par rapport au vecteur
aléatoire : à l'ordre 1 pour la position de l'objet primaire et à l'ordre 0 pour sa vitesse. La résul-
tante est un problème qui est certes approché par rapport à celui d'origine, mais qui est également
très simple dans sa structure et dont la résolution est relativement rapide. La seconde méthode
utilisée se base sur l'approche par scénarios, une technique aléatoire pouvant produire des solutions
admissibles pour des problèmes d'optimisation sous contraintes probabilistes. L'avantage est qu'un
problème de scénarios possède une structure déterministe et que sa résolution par des outils clas-
siques d'optimisation peut tirer proﬁt des informations de type gradient du système. L'itération
proposée dans l'Algorithme 2 multiplie les possibilités de trouver des solutions admissibles, aug-
mentant ainsi les chances de s'approcher d'un optimum global plutôt que d'un minimum seulement
local.
Il est notable que l'approche par scénarios ne nécessite aucune hypothèse sur la nature des
incertitudes, l'important étant de pouvoir eﬀectuer des tirages des variables aléatoires : il n'est
donc pas nécessaire de considérer des modélisations gaussiennes des paramètres incertains ou bien
de négliger les incertitudes initiales portant sur les vitesses. Enﬁn, bien que la thèse se concentre
sur des objets modélisés par des sphères, la méthode par scénarios développée dans ce chapitre
peut être étendue à d'autres formes géométriques de l'ensemble de collision, comme des polytopes.
En eﬀet, l'essentiel est de pouvoir exprimer analytiquement avec un nombre ﬁni d'équations la
condition de collision en fonction des variables d'optimisation et des paramètres incertains.
81

Chapitre 4
Stratégies d'évitement de collision en
rapprochement lent
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Dans ce chapitre, on s'intéresse à l'évitement de collision en rapprochement lent. Ce modèle
représente les conjonctions pour lesquelles les trajectoires des deux objets ne peuvent pas être
approximées par des droites [28]. Selon la référence [38], cela arrive systématiquement dès que la
vitesse relative est inférieure à 5 m/s. De telles situations ont typiquement lieu sur la ceinture
géostationnaire, où les vitesses orbitales sont relativement faibles. Dans un tel cadre, il est envisa-
geable de linéariser la dynamique des objets par rapport à une référence commune [28]. L'avantage
de cette linéarisation est que les incertitudes restent de nature gaussienne au cours du temps et
que l'on sait donc calculer eﬃcacement la probabilité de collision instantanée à n'importe quelle
date (voir Section 2.3). Ceci pousse à remplacer la condition de non-collision sur l'intervalle de
temps de la rencontre, diﬃcile à calculer, par des conditions de non-collision en un nombre ﬁni
d'instants. La diﬃculté reste que, du point de vue de l'optimisation, ces quantités ne présentent
aucune propriété particulière par rapport à la commande qui faciliterait la résolution du problème
d'évitement de collision.
L'approche proposée dans ce chapitre consiste à substituer à ce problème, par l'intermédiaire
d'une relaxation, une nouvelle version, certes conservative, mais surtout plus facile à résoudre. Plus
précisément, on remplace la sphère combinée des objets, qui représente l'espace de collision, par
un polyèdre la contenant. Ceci conduit à des contraintes probabilistes linéaires jointes et donc à un
problème convexe. Deux méthodes de résolution sont alors proposées. La première, directe, consiste
à choisir judicieusement les polyèdres aﬁn d'avoir une expression analytique des contraintes. La
seconde se base sur une deuxième relaxation. Plus précisément, on utilise la méthode dite de "sé-
lection du risque" [17], qui permet de se ramener à une disjonction de contraintes probabilistes
linéaires individuelles. Les contraintes probabilistes scalaires de ce nouveau problème disposent
d'une formulation équivalente sous forme déterministe, c'est-à-dire ne faisant plus intervenir direc-
tement de probabilité. Le problème s'écrit alors comme un programme linéaire mixte en variables
continues et binaires, qui peut être résolu par la méthode classique du "big-M" [41].
Dans la littérature, on retrouve essentiellement le sujet de l'évitement de collision en rappro-
chement lent dans le cadre de vol en formation ou d'opérations de proximité. Dans ce contexte,
certains auteurs [118] ne manipulent pas directement des probabilités. A la place, l'incrément de
vitesse est conçu pour réaliser une certaine valeur de distance de plus proche passage, choisi par
l'utilisateur. Dans le cadre de la mission PRISMA [61], des algorithmes sont proposés dans un
cadre d'optimisation robuste plutôt que sous contrainte probabiliste. Cependant, l'objectif n'y est
pas d'éviter la collision directement, mais de concevoir de manière conservative des man÷uvres
d'évasion d'une zone de non-droit.
Pour commencer, la Section 4.1 décrit en détails le modèle de rencontre (dynamique et incer-
titudes). Ensuite, la Section 4.2 s'intéresse à la formulation du problème d'évitement de collision,
puis à ses reformulations successives pour arriver à un problème mieux adapté à la résolution. La
Section 4.3 propose alors deux approches pour résoudre eﬃcacement cette dernière formulation.
Enﬁn, la Section 4.4 présente des résultats numériques obtenus sur trois cas tests artiﬁciels issus
de la référence [9].
4.1 Modélisation de la rencontre
Le problème de départ consiste à réduire la probabilité de collision entre l'objet primaire p et
le secondaire s à un niveau acceptable. Pour ce faire, il s'agit de trouver une stratégie de poussées
en consommation minimale. Comme paramètres d'entrée, on dispose des lois de distribution des
positions et vitesses de chaque objet au début de la rencontre (t = t). Aﬁn de ne plus manipuler des
variables de décision qui soient des fonctions continues du temps, on ﬁxe a priori la grille de dates
t1 < t2 < · · · < tN auxquelles une man÷uvre peut être exécutée. Son choix peut être heuristique
ou bien découler de résultats numériques obtenus antérieurement. Par défaut, cela peut être une
discrétisation uniforme de [t, t]. Plus N est grand, plus la grille est ﬁne, mais plus on augmente
le nombre de variables du problème. Dans tous les cas, les paramètres de décision se limitent
aux composantes des incréments de vitesse instantanés ∆Vi, puisque l'on fait l'hypothèse d'une
propulsion chimique.
84
4.1.1 Dynamique relative
On utilise des coordonnées relatives dans un repère orbital local, usuellement dénommé Local
Vertical Local Horizontal (LVLH) [54]. Il est attaché à la trajectoire nominale de l'objet primaire.
Plus précisément, il s'agit du repère (Op, ~ux, ~uy, ~uz) (voir Figure 4.1). L'origine Op est la position
nominale du centre de gravité de l'objet primaire. Les vecteurs unitaires ~ux, ~uy, ~uz sont orientés
selon les axes suivants :
 Axe z : direction radiale (nadir), orientée vers le centre de la Terre ;
 Axe y : perpendiculaire au plan orbital nominal de l'objet primaire, orienté à l'opposé du
moment cinétique.
 Axe x : choisi tel que ~ux = ~uy × ~uz.
~uz
~ux
~uy
Op
Terre
Figure 4.1  Repère orbital local.
L'hypothèse de rapprochement lent signiﬁe que le temps passé à proximité relative par les deux
objets est signiﬁcatif. On considère que, pendant la rencontre déﬁnie par l'intervalle de temps
[t, t], leurs distances respectives à la position de référence de l'objet primaire sont négligeables
devant leurs distances respectives au centre de la Terre. Cette hypothèse permet de linéariser les
équations du mouvement autour de cette orbite nominale. Dans une modélisation képlérienne des
trajectoires, le système diﬀérentiel est celui de Tschauner-Hempel [121], dont les solutions peuvent
être exprimées à l'aide de la matrice de transition de Yamanaka-Ankersen [128].
Notons Xp = (Rp, Vp) et Xs = (Rs, Vs) les coordonnées respectives des vecteurs position-vitesse
des deux objets dans le repère de travail. De par la nature linéaire de la dynamique, la propagation
de ces vecteurs d'état se fait linéairement selon les équations (4.1) et (4.2), pour t ∈ [t, t] :
Xp(t) = Φ(t, t)Xp(t) +
∑
i∈{1,...,N}
ti≤t
Φ(t, ti)B∆Vi (4.1)
Xs(t) = Φ(t, t)Xs(t), (4.2)
où Φ est la matrice de transition de Yamanaka-Ankersen et B = [03 I3]T .
4.1.2 Incertitudes portant sur les positions et vitesses
On suppose que les incertitudes portant sur l'état des deux objets à l'instant initial de la
rencontre (t = t) sont de type gaussien. Mathématiquement, cela s'écrit :
Xp(t) ∼ N6(µXp(t),ΣXp(t)), Xs(t) ∼ N6(µXs(t),ΣXs(t)), (4.3)
où les espérances et les matrices de covariance sont des paramètres d'entrée du problème. Du fait
de la linéarité de la propagation de l'état, la nature gaussienne des incertitudes sur les vecteurs
position-vitesse est conservée au cours du temps. En d'autres termes, à tout instant t, les vecteurs
d'état des objets déﬁnissent un processus stochastique gaussien :
Xp(t) ∼ N6(µXp(t),ΣXp(t)), Xs(t) ∼ N6(µXs(t),ΣXs(t)).
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D'après les équations de la dynamique (4.1) et (4.2), l'espérance et la matrice de covariance des
états de chaque objet sont données par :
µXp(t) = Φ(t, t)µXp(t) +
∑
i∈{1,...,N}ti≤t
Φ(t, ti)B∆Vi, ΣXp(t) = Φ(t, t)ΣXp(t)Φ(t, t)
T (4.4)
µXs(t) = Φ(t, t)µXs(t), ΣXs(t) = Φ(t, t)ΣXs(t)Φ(t, t)
T . (4.5)
De plus, on suppose que les deux vecteurs aléatoires de Gauss Xp(t) et Xs(t) sont décorrélés i.e.
de covariance nulle. Grâce à la linéarité des équations du mouvement, cette propriété est conservée
au cours du temps. En conséquence, le vecteur position-vitesse relatives X(t) = Xp(t)−Xs(t) suit
lui aussi une loi multinormale :
X(t) ∼ N6(µX(t),ΣX(t)),
où :
µX(t) = Φ(t, t)(µXp(t) − µXs(t)) +
∑
i∈{1,...,N}
ti≤t
Φ(t, ti)B∆Vi,
ΣX(t) = Φ(t, t)(ΣXp(t) + ΣXs(t))Φ(t, t)
T .
Remarque 6. Les distributions de probabilité des positions et vitesses des objets, en tant que lois
marginales de vecteurs de Gauss, sont également de nature gaussienne. L'espérance s'obtient en
tronquant celle du vecteur position-vitesse et la matrice de covariance est une sous-matrice 3 × 3
de la matrice 6× 6 décrivant l'état complet.
4.2 Formulation du problème d'évitement de collision
Pour rappel, le but de la stratégie d'évitement est de maintenir le risque de collision sous un
certain seuil de tolérance, tout en minimisant la consommation de carburant associée. On fait
l'hypothèse que les tuyères de l'objet primaire ont une orientation ﬁxe sur chacun des axes du
satellite. En conséquence, c'est la norme 1 qui permet d'évaluer le coût d'une impulsion [106].
En plus de la contrainte probabiliste de non-collision, on inclut dans le processus d'optimisation
une condition ﬁnale sur le vecteur position-vitesse moyen de l'objet primaire, par exemple un retour
sur la trajectoire de référence. Pour ce faire, on impose la condition µXp(t) = Xf , où Xf est une
donnée du problème. Plus précisément, cela s'écrit :
Φ(t, t)µXp(t) +
N∑
i=1
Φ(t, ti)B∆Vi = Xf . (4.6)
Il s'agit là d'une contrainte linéaire par rapport aux paramètres de commande ∆Vi, i = 1, . . . , N .
Ainsi, le Problème d'évitement de collision s'écrit :
Problème 4.
min
∆Vi
N∑
i=1
‖∆Vi‖1 sous
 P
[t,t]
c ≤ ε
Φ(t, t)µXp(t) +
N∑
i=1
Φ(t, ti)B∆Vi = Xf .
La diﬃculté du Problème 4 réside dans l'évaluation de la contrainte probabiliste, et ce pour
deux raisons. Premièrement, on ne sait pas calculer analytiquement l'ensemble des conditions
initiales (t = t) aboutissant à une collision sur [t, t], et deuxièmement, il faudrait pouvoir intégrer
eﬃcacement une fonction de densité gaussienne sur ce domaine. Une alternative consiste à employer
une méthode de Monte Carlo, mais il s'agit là d'une technique coûteuse en temps de calcul. C'est
pourquoi on préfère substituer au Problème 4 une version dont la structure est mieux adaptée à
une résolution numérique eﬃcace.
L'évolution vers un problème d'optimisation que l'on sait résoudre eﬃcacement a lieu en deux
étapes. Pour commencer, on remplace la probabilité de collision sur l'intervalle [t, t], que l'on ne sait
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pas calculer de manière satisfaisante, par un nombre ﬁni de probabilités de collision instantanées,
faciles à évaluer, sur une grille temporelle uniforme. La diﬃculté reste que ces nouvelles contraintes
probabilistes ne présentent aucune propriété intéressante vis-à-vis des variables d'optimisation.
Dans un deuxième temps, la sphère combinée des deux objets est remplacée par un polyèdre qui
l'englobe. L'ensemble de collision est alors décrit par un nombre ﬁni d'équations linéaires en la
commande.
4.2.1 Passage aux probabilités de collision instantanées
Comme il a été dit précédemment, le calcul de la probabilité de collision sur l'intervalle de
temps de la rencontre est diﬃcile. En revanche, les incertitudes étant de nature gaussienne pour
tout t ∈]t, t[, on sait calculer eﬃcacement la probabilité de collision instantanée P{t}c (cf. Chapitre
2, Section 2.3). Ce dernier point incite à modiﬁer la contrainte probabiliste du Problème 4. Ainsi, on
choisit de contraindre non plus le risque global, mais plutôt la probabilité de collision instantanée
sur une grille temporelle uniforme tˆ1 < tˆ2 < · · · < tˆN ′ dans ]t, t[. A noter que ce maillage est
diﬀérent de celui utilisé pour les dates d'impulsions. D'autre part, on sait que la probabilité de
collision instantanée est un minorant pour le risque global. Il faut donc lui imposer un majorant
ε′ plus petit que ε, celui qui contraint P [t,t]c . En pratique, un choix heuristique consiste à prendre
ε′ = T0
t−tε avec T0 = 1 s [17]. Ce choix s'explique par le fait que l'on cherche, par l'intermédiaire
du risque instantané à chaque date t ∈]t, t[, à avoir un eﬀet sur la probabilité de collision pour un
intervalle de temps de longueur t− t.
Au ﬁnal, le problème de substitution au Problème 4 est le suivant :
Problème 5.
min
∆Vi
N∑
i=1
‖∆Vi‖1 sous

P{tˆk}c ≤ ε′ ∀k = 1, . . . , N ′,
Φ(t, t)µXp(t) +
N∑
i=1
Φ(t, ti)B∆Vi = Xf .
On s'intéresse maintenant aux propriétés, du point de vue de l'optimisation, du Problème
5. Tout d'abord, en tant que somme de normes, la fonction coût est convexe. De plus, elle est
diﬀérentiable partout sauf au niveau d'une impulsion de norme nulle. Regardons maintenant les
contraintes probabilistes du problème. Pour k ∈ {1, . . . , N ′}, la probabilité instantanée de collision
en tk est :
P{tˆk}c = P{‖R(tˆk)‖22 ≤ R2}, (4.7)
= P
{
‖[I3 03]Φ(t, t)X(t) + [I3 03]
∑
i:ti≤tˆk
Φ(t, ti)B∆Vi‖22 −R2 ≤ 0
}
. (4.8)
Posons :
• uk = [I3 03]
∑
i:ti≤tˆk
Φ(t, ti)B∆Vi, fonction déterministe linéaire par rapport aux variables de
décision ∆Vi,
• Ξk = [I3 03]Φ(t, t)X(t), vecteur aléatoire gaussien indépendant de la commande,
• α(uk,Ξk) = ‖uk + Ξk‖22 −R2, fonction traduisant la condition de collision.
On peut alors écrire la contrainte de non-collision à l'instant tˆk sous la forme :
P{α(uk,Ξk) ≤ 0} ≤ ε′, (4.9)
Bien que l'on sache évaluer eﬃcacement la contrainte probabiliste, la nature quadratique de la
fonction α fait que le Problème 5 reste un problème diﬃcile. L'idée est alors de faire une hypothèse
conservative mais raisonnable permettant d'obtenir une fonction linéaire en uk, dans le but d'avoir
une contrainte probabiliste convexe dont on connaît une expression analytique du gradient.
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4.2.2 Recouvrement polyédral de la sphère combinée
L'ensemble de collision d'origine, la sphère combinée B3(0, R), est remplacé de manière conser-
vative par un polyèdre convexe i.e. un ensemble de R3 déﬁni par un nombre ﬁni m d'équations
aﬃnes, ou de manière équivalente, comme l'intersection de m demi-espaces.
Un exemple de polyèdre recouvrant la sphère est un cube dont les faces sont tangentes à celle-ci
(voir Figure 4.2).
2R
R
Figure 4.2  Exemple de cube contenant la sphère combinée des objets.
Plus généralement, si l'on déﬁnit à chaque instant tˆk (k = 1, . . . , N ′) un polyèdre qui contient
le domaine de collision :
{r ∈ R3 : ‖r‖2 ≤ R} ⊂
r ∈ R3 :
m⋂
j=1
(
aTjkr ≤ bjk
) , (4.10)
où ajk ∈ R3, bjk ∈ R (j = 1, . . . ,m), alors :
P {‖R(tˆk)‖2 ≤ R} ≤ P

m⋂
j=1
(aTjkR(tˆk) ≤ bjk)
 .
A l'aide de cette approximation polyédrale (4.10), le Problème 5 est remplacé de manière conser-
vative par :
Problème 6.
min
∆Vi
N∑
i=1
‖∆Vi‖1 sous

P
{
m⋂
j=1
(aTjkR(tˆk) ≤ bjk)
}
≤ ε′ ∀k = 1, . . . , N ′,
Φ(t, t)µXp(t) +
N∑
i=1
Φ(t, ti)B∆Vi = Xf .
Cette approximation est conservative dans le sens où une solution admissible pour le Problème
6 l'est aussi pour le Problème 5. Le degré de conservatisme est directement lié à la ﬁnesse de
l'approximation polyédrale de la sphère combinée. Plus le nombre de faces du polytope est élevé,
plus on s'approche de la sphère, mais plus la résolution numérique du problème d'optimisation est
complexe. Il est possible de mesurer ce conservatisme en calculant a posteriori, pour une solution
du Problème 6, les probabilités de collision instantanées sur la sphère combinée, aﬁn d'estimer la
marge que l'on a sur les contraintes du Problème 5.
Revenons aux propriétés des contraintes probabilistes, cette fois pour le Problème 6. En repre-
nant les notations introduites précédemment, on a maintenant une condition du type :
P

m⋂
j=1
(αj(uk,Ξk) ≤ 0)
 ≤ ε′, (4.11)
avec αj(uk,Ξk) = aTjkuk + a
T
jkΞk − bjk. Il s'agit là d'une contrainte linéaire séparable [48], qui
présente l'avantage d'être convexe en la commande [96]. Ce genre de contrainte se distingue de
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celles dites individuelles, du type
m∧
j=1
(P{αj ≤ 0} ≤ ε′), où le symbole
∧
désigne la conjonction. Des
contraintes probabilistes individuelles sont également convexes et plus simples à manipuler qu'une
contrainte jointe [48, 49]. Dans la suite, on propose deux méthodes de résolution du Problème
6 : la première traite directement les contraintes jointes tandis que la seconde se ramène, par une
nouvelle relaxation, à des contraintes individuelles.
4.3 Deux méthodes de résolution
On propose maintenant deux approches pour résoudre eﬃcacement le Problème 6. La pre-
mière consiste à attaquer directement le problème en choisissant judicieusement le recouvrement
polyédral de manière à avoir des contraintes linéaires jointes calculables analytiquement. La se-
conde technique se base sur une relaxation supplémentaire, appelée sélection du risque [17], pour
substituer aux contraintes jointes des contraintes individuelles.
4.3.1 Approche directe
A un instant tˆk, un choix particulier est celui d'un polyèdre cubique dont les faces sont perpen-
diculaires aux axes principaux de la matrice de covariance de la position relative des deux objets.
Cette dernière est donnée par la formule suivante :
ΣR(tˆk) = [I3 03]Φ(tˆk, t)(ΣXp(t) + ΣXs(t))Φ(tˆk, t)
T [I3 03]
T , (4.12)
et ne dépend pas des ∆Vi. Soient σ2l (l = 1, 2, 3) les valeurs propres de ΣR(tˆk) et Pk la ma-
trice de passage vers le repère propre associé. Ces quantités sont toutes indépendantes de la loi
de commande. On pose alors Yk = PkR(tˆk) et on remarque que µYk = PkµR(tˆk). Le problème
d'optimisation s'écrit :
Problème 7.
min
∆Vi
N∑
i=1
‖∆Vi‖1 sous

P {Yk ∈ [−R,R]3} ≤ ε′ ∀k = 1, . . . , N ′,
Φ(t, t)µXp(t) +
N∑
i=1
Φ(t, ti)B∆Vi = Xf .
L'avantage est que l'on peut calculer la probabilité de collision avec ce cube de manière analy-
tique. En eﬀet, en notant les coordonnées du vecteur µYk à l'aide du superscript (·), on a :
P {Yk ∈ [−R,R]3} = 1
(2pi)3/2
3∏
l=1
σl
+R∫
−R
+R∫
−R
+R∫
−R
exp
(
−
3∑
l=1
(yl − µ(l)Yk)2
2σ2l
)
dy1dy2dy3,
=
3∏
l=1
1√
2piσl
+R∫
−R
exp
(
− (yl − µ
(l)
Yk
)2
2σ2l
)
dyl,
=
3∏
l=1
1
2
(
erf
(
µ
(l)
Yk
−R√
2σl
)
+ erf
(
µ
(l)
Yk
+R√
2σl
))
, (4.13)
où erf est la fonction d'erreur, déﬁnie pour rappel par erf(x) = 2√
pi
x∫
0
e−s
2
ds.
Ainsi, on dispose d'une expression analytique de la probabilité de collision à l'aide de la fonc-
tion d'erreur. Cela permet de calculer analytiquement son gradient par rapport à la commande
∂
∂∆Vi
P {Yk ∈ [−R,R]3} = ∂∂µYk P {Yk ∈ [−R,R]3} · ∂∂∆ViµYk . En eﬀet, on a d'une part :
∂
∂∆Vi
µYk =
{
Pk[I3 03]Φ(tˆk, ti)B si ti ≤ tˆk,
03 sinon.
(4.14)
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Et d'autre part, pour l ∈ {1, 2, 3} :
∂
∂µ
(l)
Yk
P {Yk ∈ [−R,R]3} = exp
(
−
(
µ
(l)
Yk
−R√
2σl
)2)
+ exp
(
−
(
µ
(l)
Yk
+R√
2σl
)2)
√
piσl
(
erf
(
µ
(l)
Yk
−R√
2σl
)
+ erf
(
µ
(l)
Yk
+R√
2σl
)) √2P {Yk ∈ [−R,R]3} .
(4.15)
En conclusion, la résolution du Problème 7 est facilement traitable avec des outils classiques d'op-
timisation convexe [21].
4.3.2 Approche par sélection du risque
Cette seconde approche pour la résolution du Problème 6 est basée sur une nouvelle relaxation,
appelée sélection du risque [19]. Cette dernière permet par la suite, grâce à la méthode du "big-M"
[41], d'arriver à un problème d'optimisation linéaire mixte en variables continues et binaires que
l'on sait résoudre eﬃcacement avec des outils dédiés.
Relaxation par sélection du risque
La méthode de sélection du risque a été utilisée pour la première fois dans un cadre de pla-
niﬁcation probabiliste de trajectoire [17], bien que la dénomination actuelle ne soit apparue que
plus tardivement dans la référence [19] par exemple. Cette technique permet de remplacer les
contraintes probabilistes jointes du Problème 6 par des contraintes individuelles.
On considère désormais le même polyèdre à chaque pas de temps, de sorte que les coeﬃcients
ajk et bjk sont inchangés lorsque k varie. Cet indice sera donc omis dans toute la suite. On a :
P

m⋂
j=1
(aTj R(tˆk) ≤ bj)
 ≤ P {aTj R(tˆk) ≤ bj} ∀j = 1, . . . ,m, (4.16)
ce qui signiﬁe que s'il existe j tel que P{aTj R(tˆk) ≤ bj} ≤ ε′ alors P
{
m⋂
j=1
(aTj R(tˆk) ≤ bj)
}
≤ ε′.
En utilisant la notation de disjonction
∨
, cela se résume en :
m∨
j=1
(P {aTj R(tˆk) ≤ bj} ≤ ε′) =⇒ P

m⋂
j=1
(aTj R(tˆk) ≤ bj)
 ≤ ε′. (4.17)
La contrainte probabiliste jointe peut donc être remplacée de manière conservative par un ensemble
disjonctif de contraintes individuelles :
m∨
j=1
(P {aTj R(tˆk) ≤ bj} ≤ ε′) . (4.18)
Cette approche est qualiﬁée de "sélection du risque" car, plutôt que de chercher directement une
forte probabilité de non-collision, on impose au vecteur de position relative d'avoir une forte chance
de se trouver dans au moins un des demi-espaces qui déﬁnissent le complémentaire du polyèdre.
La sélection du demi-espace fait partie du processus d'optimisation. Ce découpage de l'ensemble
de non-collision est illustrée en 2-D sur la Figure 4.3, où l'on voit que l'on peut déﬁnir trois
demi-espaces, tous inclus dans le complémentaire du polytope O, et dont l'union recouvre R2.
A la suite de cette relaxation, le Problème 6 est reformulé de la manière suivante :
Problème 8.
min
∆Vi
N∑
i=1
‖∆Vi‖1 sous

m∨
j=1
(P {aTj R(tˆk) ≤ bj} ≤ ε′) ∀k = 1, . . . , N ′,
Φ(t, t)µXp(t) +
N∑
i=1
Φ(t, ti)B∆Vi = Xf .
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OFigure 4.3  Sélection du risque pour un triangle.
Réécriture déterministe
La nouvelle contrainte (4.18) est une contrainte probabiliste individuelle. On peut néanmoins
la reformuler de manière équivalente sous forme déterministe [17]. Le principe est le suivant : soit
Z une variable aléatoire de Gauss i.e. Z ∼ N1(µZ , σ2Z). Une contrainte probabiliste portant sur
Z peut être traduite par une condition portant sur l'espérance µZ et l'écart-type σZ (voir [17,
Section III.C]) :
P{Z < 0} ≤ ε′ ⇐⇒ µZ ≥
√
2σZerf
−1(1− 2ε′). (4.19)
En appliquant (4.19) à :
Z = aTj R(tˆk)− bj ∼ N1(aTj µR(tˆk) − bj , aTj ΣR(tˆk)aj),
chaque contrainte probabiliste individuelle peut se réécrire en une condition déterministe linéaire
en l'espérance :
P {aTj R(tˆk) ≤ bj} ≤ ε′ ⇐⇒ aTj µR(tˆk) ≥ bj + cjk,
où : cjk =
√
2aTj ΣR(tˆk)ajerf
−1(1 − 2ε′). En conclusion, le Problème 8 est reformulé de manière
équivalente de la façon suivante :
Problème 9.
min
∆Vi
N∑
i=1
‖∆Vi‖1 sous

m∨
j=1
(
aTj µR(tˆk) ≥ bj + cjk
)
∀k = 1, . . . , N ′,
Φ(t, t)µXp(t) +
N∑
i=1
Φ(t, ti)B∆Vi = Xf .
Vers une formulation linéaire mixte
Dans ce qui précède, une forme déterministe (Problème 9) du Problème 8 a été établie, à l'aide
de conditions disjonctives. Deux derniers ajustements permettent d'aboutir à un problème linéaire
mixte, que l'on sait résoudre à l'aide des outils éprouvés du domaine.
Premièrement, on cherche à se défaire du caractère linéaire par morceaux de la fonction coût.
Pour cela, on introduit des variables d'écart classiques [14] ∆V −i ,∆V
+
i appartenant à l'orthant
positif de R3 i.e. ∆V ±i ≥ 0. Pour tout i ∈ {1, . . . , N}, les substitutions suivantes sont eﬀectuées :
∆Vi = ∆V
+
i −∆V −i . (4.20)
L'indice de performance
N∑
i=1
‖∆Vi‖1, linéaire par morceaux, peut être remplacé de manière équi-
valente par la version linéaire suivante :
N∑
i=1
(‖∆V +i ‖1 + ‖∆V −i ‖1) = N∑
i=1
3∑
l=1
(
∆V
+(l)
i + ∆V
−(l)
i
)
,
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puisqu'à l'optimum, ∆V +i = 0 ou ∆V
−
i = 0 [14].
La disjonction est traitée à l'aide de la méthode classique dite du "big-M" [41]. Cette technique a
déjà été utilisée pour l'évitement de collision sans incertitude [103]. On en rappelle ici brièvement
le principe pour un cas mono-dimensionnel. Considérons la disjonction suivante de conditions
linéaires en la variable scalaire y :
y ≤ ymin ou y ≥ ymax.
Si la variableM est choisie suﬃsamment grande i.e. plus grande que n'importe quelle autre quantité
du problème, alors les conditions précédentes sont équivalentes aux suivantes :
y ≤ ymin + wM et − y ≤ −ymax +Mw′ et w + w′ ≤ 1,
où w et w′ sont des variables binaires : w,w′ ∈ {0, 1}. Par extension, on peut exprimer une
disjonction de contraintes dans Rn à l'aide de nombres entiers à valeurs dans {0, 1}.
En appliquant cette méthode au Problème 9, on obtient un problème d'optimisation mixte avec
2× 3×N = 6N variables continues et m×N ′ variables binaires :
Problème 10.
min
∆V ±i ,wk
N∑
i=1
‖∆V ±i ‖1 sous

m∧
j=1
(
aTj µR(tˆk) +Mw
(j)
k ≥ bj + cjk
)
∀k = 1, . . . , N ′,
‖wk‖1 ≤ m− 1 ∀k = 1, . . . , N ′,
wk ∈ {0, 1}m ∀k = 1, . . . , N ′,
∆V ±i ≥ 0 ∀i = 1, . . . , N,
Φ(t, t)µXp(t) +
N∑
i=1
Φ(t, ti)B∆Vi = Xf .
4.4 Résultats numériques
Dans cette section, les deux méthodes de résolution proposées sont appliquées à trois exemples
issus d'un article d'Alfano [9, cas 1, 4 et 9], dans lequel il compare plusieurs méthodes de calcul de
probabilités de collision sans toutefois proposer de plan de man÷uvres d'évitement. Ce ne sont pas
des scénarios réels, mais ils sont sensés être réalistes. Le Problème 7 est résolu selon l'algorithme
SQP de fmincon sous Matlab c© R2014a, tandis que le Problème 10, équivalent au Problème 8,
est résolu à l'aide de Gurobi 5.6.0 [46]. Dans les sorties graphiques, qui simulent la dynamique
linéarisée, la solution du premier est représentée en bleu et celle du second en rouge. Dans le cas
de la sélection du risque, la sphère combinée est approchée conservativement par le cube suivant :
{(r1, r2, r3) ∈ R3 : −ri ≤ R, ri ≤ R ∀i = 1, 2, 3}.
Ce polyèdre est un bon compromis entre le nombre de faces (qui multiplie par N ′ le nombre
de variables binaires) et la distance à la sphère (qui mesure le conservatisme du changement de
géométrie de l'ensemble de collision). De plus, ce cube en particulier, par ses symétries, ne privilégie
aucune coordonnée du repère par rapport à une autre pour la direction des impulsions. Enﬁn, sa
nature est similaire à celle des polyèdres du Problème 7, ce qui rend la comparaison entre les deux
approches plus pertinentes.
L'origine des temps t = 0 est la date de plus proche passage lorsqu'aucune man÷uvre n'est
eﬀectuée. C'est en général autour de cet instant que les distances relatives sont les plus faibles et que
la probabilité de collision instantanée est la plus élevée. Pour cette raison, l'intervalle de rencontre
[t, t] est choisi tel que t < 0 < t. En pratique, on détermine les distributions multinormales des
vecteurs aléatoires au temps t en rétro-propageant l'état à t = 0 (fourni par Alfano [9]). D'autre
part, on ﬁxe le seuil de risque global ε à 10−4, qui permet de déduire ε′ en fonction de la durée de
la rencontre.
Pour chacun des exemples, on suppose que l'objet primaire se trouve en moyenne sur sa trajec-
toire nominale à l'instant initial (Xp(t) = 0) et on impose qu'il y soit au temps ﬁnal (Xp(t) = 0).
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4.4.1 Exemple 1
Ce cas test décrit la conjonction de deux objets en orbite géostationnaire, pour laquelle la
distance de plus proche passage est inférieure au rayon de la sphère combinée. L'orbite de référence
de l'objet primaire admet un mouvement moyen n = 7.4996 × 10−5 s−1 et une excentricité e =
0.0119. L'anomalie vraie (voir Annexe C) nominale à l'instant initial t = −50000 s est ν0 = −0.6258
rad et le temps ﬁnal est ﬁxé à t = 50000 s. Le rayon combiné des objets est R = 15 m et le seuil de
risque instantané ε′ = 10−9. Les conditions initiales dans le repère de référence sont données dans
le Tableau 4.1 pour l'état secondaire moyen et dans l'équation (4.21) pour la matrice de covariance
de l'état relatif :
3107.4 0 −1963.5 253.5378× 10−3 0 −47.7226× 10−3
∗ 1.5 0 0 0.0828× 10−3 0
∗ ∗ 1469.2 189.5196× 10−3 0 35.7087× 10−3
∗ ∗ ∗ 24.4470× 10−6 0 4.6062× 10−6
∗ ∗ ∗ ∗ 0.0045× 10−6 0
∗ ∗ ∗ ∗ ∗ 0.8679× 10−6
 (4.21)
µRs(t) (m) [−2295.60 − 3.99 388.17]
µVs(t) (mm.s
−1) [50.35 − 0.21 21.55]
Table 4.1  État moyen de l'objet secondaire à l'instant initial.
Lorsqu'aucune man÷uvre n'est réalisée, le risque instantané maximum, déduit à partir d'un
calcul sur l'horizon tˆ1, · · · , tˆN ′ avec N ′ = 500, s'élève à 9.74 × 10−2 (contre 9.76 × 10−2 dans
la référence [9]). Les caractéristiques générales des solutions sont données dans la Table 4.2. De
manière prévisible, la sélection du risque fait que la solution associée est plus coûteuse et moins
risquée que dans l'approche directe. Après élimination des impulsions négligeables (ici inférieures
en norme à 0.2 mm/s), on récupère les plans de man÷uvres présentés dans le Tableau 4.3. Il
est notable que dans les deux cas, toutes les impulsions obtenues ont lieu hors du plan orbital
de référence. En conséquence, la dynamique moyenne de l'objet primaire, visible sur la Figure
4.4, varie uniquement selon l'axe y. Par ailleurs, on observe bien un retour sur l'orbite nominale
dans le temps imparti. Les trajectoires relatives moyennes sont représentées sur la Figure 4.5. La
trajectoire non contrôlée est conﬁnée dans le plan orbital de référence et a une forme cycloïdale.
Celles causées par la réalisation de man÷uvres s'en démarquent par leur composante hors-plan.
Problème N Calcul (s) Coût (mm/s) Risque inst. max.
Approche dir. 20 152 3.682 1.31× 10−11
Sél. du risque 250 159 4.651 1.27× 10−12
Table 4.2  Caractéristiques des solutions.
Instant (s) Composantes (mm/s)
Solution par approche dir. Solution par sél. du risque
-19388 0 0 0 0 -1.540 0
-18421 0 -1.095 0 0 0 0
-13158 0 -0.437 0 0 0 0
9184 0 0 0 0 -1.553 0
23684 0 -0.991 0 0 0 0
28947 0 -0.558 0 0 0 0
37755 0 0 0 0 -1.558 0
Table 4.3  Plans de man÷uvres.
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Figure 4.4  Dynamique primaire moyenne et impulsions selon l'axe y en fonction du temps.
Figure 4.5  Trajectoires relatives moyennes controllées (trait plein) et libre (tirets).
En ce qui concerne la probabilité de collision instantanée maximale, les valeurs obtenues
s'avèrent largement inférieures à ε′ pour les deux approches (cf. Tableau 4.2). Ceci est révélateur
du conservatisme introduit par les relaxations eﬀectuées. Dans un deuxième temps, il convient
également de vériﬁer l'admissibilité des solutions pour le problème d'évitement de collision d'ori-
gine (Problème 4), à savoir regarder si la probabilité de collision sur tout l'intervalle ne dépasse
pas ε = 10−4. Un tirage de 105 occurrences des conditions initiales n'a abouti à aucune collision.
Sur la Figure 4.6 est représentée en échelle logarithmique la limite inférieure de l'enveloppe des
distances relatives normalisées pour cet échantillon i.e. la distance relative minimale sur toutes
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les trajectoires simulées en fonction du temps. On observe une certaine marge par rapport à la
distance de collision (0 sur l'échelle logarithmique).
Figure 4.6  Borne inférieure de la distance relative en fonction du temps pour un échantillon de
trajectoires contrôlées (trait plein) et libres (tirets).
4.4.2 Exemple 2
Ce cas test décrit la conjonction de deux objets en orbite géostationnaire, pour laquelle la
distance de plus proche passage est supérieure au rayon combiné. La position angulaire nominale
à l'instant initial t = −60000 s est ν0 = −3.7326 rad et la ﬁn de la rencontre est ﬁxée à t = 120000
s. Le rayon combiné des objets est R = 15 m et le seuil de risque instantané ε′ = 5.56 × 10−10.
Les conditions initiales dans le repère de référence sont données dans le Tableau 4.4 pour l'état
secondaire moyen et dans l'équation (4.22) pour la matrice de covariance de l'état relatif :
15526.4 0 −249.3 −21.1138× 10−3 0 −6.3890× 10−3
∗ 0 0 0 0.0015× 10−3 0
∗ ∗ 5.8 0.5486× 10−3 0 0.1772× 10−3
∗ ∗ ∗ 0.0532× 10−6 0 0.0174× 10−6
∗ ∗ ∗ ∗ 0.0005× 10−6 0
∗ ∗ ∗ ∗ ∗ 0.0057× 10−6
 (4.22)
µRs(t) (m) [2193.9 4.1 − 157.9]
µVs(t) (mm.s
−1) [−14.1 0.2 − 13.3]
Table 4.4  État moyen de l'objet secondaire à l'instant initial.
Lorsqu'aucune man÷uvre n'est réalisée, le risque instantané maximum, pour une grille tempo-
relle de N ′ = 600 dates, s'élève à 3.46× 10−2 (contre 3.42× 10−2 selon la référence [9]). Les deux
approches proposent exclusivement des poussées selon l'axe x (cf. Tableau 4.6). La dynamique
moyenne de l'objet primaire (Figure 4.7) est conﬁnée dans le plan (x, z). Les trajectoires relatives
moyennes sont représentées sur la Figure 4.8 et sont presque confondues.
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Problème N Calcul (s) Coût (mm/s) Risque inst. max.
Approche dir. 10 55 0.9800 2.84× 10−11
Sél. du risque 600 22 1.0668 1.55× 10−32
Table 4.5  Caractéristiques des solutions.
Instant (s) Composantes (mm/s)
Solution par approche dir. Solution par sél. du risque
-60000 0.1816 0 0 0.1990 0 0
-40000 -0.3258 0 0 0 0 0
-34157 0 0 0 -0.3619 0 0
40000 0.2110 0 0 0 0
51486 0 0 0 0.3343 0 0
60000 0.0979 0 0 0 0 0
100000 -0.1637 0 0 0 0 0
104074 0 0 0 -0.1714 0 0
Table 4.6  Plans de man÷uvres.
Figure 4.7  Dynamique primaire moyenne et impulsions selon l'axe x en fonction du temps.
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Figure 4.8  Trajectoires relatives moyennes controllées (trait plein) et libre (tirets).
Dans un deuxième temps, il convient également de vériﬁer l'admissibilité des solutions pour
le problème d'évitement de collision d'origine (Problème 4). On regarde donc si la probabilité de
collision sur tout l'intervalle ne dépasse pas ε = 10−4. Un tirage de 105 occurrences des conditions
initiales n'a abouti à aucune collision pour la solution obtenue par sélection du risque, contrairement
à celle, moins coûteuse, de l'approche directe. En eﬀet, cette dernière en a produites 53, ce qui
s'interprète comme une probabilité de collision d'environ 5 × 10−4, et qui rend cette solution
non admissible. Sur la Figure 4.9 est représentée en échelle logarithmique la limite inférieure de
l'enveloppe des distances relatives normalisées pour cet échantillon.
Figure 4.9  Borne inférieure de la distance relative en fonction du temps pour un échantillon de
trajectoires contrôlées (trait plein) et libres (tirets).
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4.4.3 Exemple 3
Ce cas test simule la rencontre entre deux objets sur une orbite fortement elliptique, pour
laquelle la distance de plus proche passage est supérieure au rayon de la sphère combinée. L'orbite
de référence de l'objet primaire admet un mouvement moyen n = 1.4591 × 10−4 s−1 et une
excentricité e = 0.741. La position angulaire nominale à l'instant initial t = −60000 s est ν0 =
−5.4638 rad et le temps ﬁnal de la rencontre est ﬁxé à t = 25000 s. Le rayon combiné des deux
objets est R = 6 m et le seuil de risque instantané ε′ = 1.43× 10−9. Les conditions initiales pour
l'état relatif dans le repère de référence sont données dans le Tableau 4.7 pour l'état secondaire
moyen et dans l'équation (4.23) pour la matrice de covariance de la position relative :
17125.7 0 −6917.1 −8.0466× 10−3 0 6.1721× 10−3
∗ 0 0 0 0 0
∗ ∗ 2793.8 3.25× 10−3 0 2.4929× 10−3
∗ ∗ ∗ 3.7808× 10−6 0 2.9× 10−6
∗ ∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ ∗ 2.2245× 10−6
 (4.23)
µRs(t) (m) [279.4636 0.0002 − 115.8673]
µVs(t) (mm.s
−1) [135.2128 0.0001 − 96.7295]
Table 4.7  État moyen de l'objet secondaire à l'instant initial.
La probabilité de collision instantanée atteint une valeur maximale de 2.81 × 10−1 (même
valeur qu'Alfano [9]) pour N ′ = 400. Les solutions sont détaillées dans les Tableaux 4.8 et 4.9. La
Figure 4.10 montre la dynamique moyenne de l'objet primaire selon l'axe y. Les deux approches
donnent des résultats très similaires. Cela s'explique par le fait que les incertitudes selon l'axe y
sont négligeables et qu'il est donc naturel d'utiliser un éloignement slon cette direction pour faire
diminuer le risque instantané de collision. Les trajectoires relatives moyennes dans le plan orbital
de référence sont représentées sur la Figure 4.11. Le mouvement libre est restreint au plan (x, z),
contrairement aux cas contrôlés pour lesquels la composante hors-plan est mise à proﬁt pour éviter
la collision.
Problème N Calcul (s) Coût (mm/s) Risque inst. max.
Approche dir. 20 68 65.077 0
Sél. du risque 50 36 65.732 6.34× 10−228
Table 4.8  Caractéristiques des solutions.
Instant (s) Composantes (mm/s)
Solution par approche dir. Solution par sél. du risque
-60000 0 28.560 0 0 28.557 0
-37614 0 2.943 0 0 0 0
-37449 0 0 0 0 4.913 0
-35714 0 0 0 0 1.357 0
2632 0 0.333 0 0 0 0
5919 0 0 0 0 0.9643 0
7105 0 3.825 0 0 0 0
25000 0 29.415 0 0 29.941 0
Table 4.9  Plans de man÷uvres.
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Figure 4.10  Dynamique primaire moyenne et impulsions selon l'axe y en fonction du temps.
Figure 4.11  Trajectoires relatives moyennes controllées (trait plein) et libre (tirets) dans le plan
orbital de référence.
Dans un deuxième temps, il convient de vériﬁer l'admissibilité des solutions pour le problème
d'origine, à savoir regarder si la probabilité de collision sur tout l'intervalle ne dépasse pas 10−4. Un
tirage de 105 occurrences des conditions initiales n'a abouti à aucune collision. Sur la Figure 4.12
est représentée en échelle logarithmique la limite inférieure de l'enveloppe des distances relatives
normalisées pour cet échantillon.
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Figure 4.12  Borne inférieure de la distance relative en fonction du temps pour un échantillon
de trajectoires contrôlées (trait plein) et libres (tirets).
4.5 Conclusion
Ce chapitre propose une formulation du problème d'évitement de collision en rapprochement
lent, pour laquelle deux méthodes de résolution sont proposées. Le point de départ réside dans le
caractère linéaire de la dynamique, obtenu ici grâce à une linéarisation des équations du mouvement
autour de la trajectoire primaire nominale et qui permet de conserver la nature gaussienne des
incertitudes au cours du temps. Le problème d'optimisation considéré présente l'avantage d'être
basé sur des contraintes probabilistes linéaires jointes. Pour l'obtenir, on commence par remplacer
la probabilité de collision sur l'intervalle de temps de la rencontre par des probabilités instanta-
nées sur un échantillon de dates, puis on approxime de manière conservative l'espace de collision,
originellement sphérique, à l'aide de polyèdres. La première méthode de résolution exploite son
caractère convexe grâce à une expression analytique des contraintes jointes, obtenue par un choix
judicieux des polyèdres. La seconde approche s'inscrit, à l'issue d'une relaxation appelée sélection
du risque [17], dans le domaine de la programmation linéaire mixte, pour laquelle des outils ef-
ﬁcaces de résolution numérique existent. Du fait de son caractère moins conservatif, l'approche
directe fournit des solutions moins coûteuses et plus risquées que la seconde méthode. Néanmoins,
cette dernière a l'avantage d'être basée sur un problème d'optimisation linéaire mixte et permet
de manipuler plus de variables de commande et des polyèdres non cubiques. A ce propos, une
perspective pour l'approche directe consiste à considérer d'autres polyèdres que les cubes tangents
à la sphère et alignés avec les ellipsoïdes d'incertitudes. Un tel choix nécessite l'utilisation d'une
méthode numérique pour évaluer les contraintes, mais un code eﬃcace existe [44]. De plus, il existe
une formule intégrale pour le gradient de contraintes probabilistes jointes [50], également calculable
selon ce schéma d'intégration.
D'autre part, et c'est là aussi un avantage de notre formulation, la structure du problème se
prête aisément à l'ajout de certaines contraintes opérationnelles. En eﬀet, la forme du problème
est conservée lorsque l'on impose des man÷uvres planaires (composantes nulles selon y pour les
impulsions) ou des bornes supérieures sur les poussées (ajout de majorants pour les variables
d'écart).
Enﬁn, on peut facilement envisager une extension de l'algorithme à un nombre supérieur d'ob-
jets. Par exemple, pour des questions de sécurité globale en orbite, on peut considérer plusieurs dé-
bris, qui représenteraient autant de corps supplémentaires à éviter. D'autre part, dans un contexte
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de vol en formation, on peut avoir plusieurs satellites actifs. Dans tous les cas, l'algorithme est
limité par le nombre de variables binaires, qui croît fortement avec l'ajout d'autres objets.
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Conclusion
On s'est intéressé, dans cette deuxième partie de la thèse, au calcul de man÷uvres d'évitement
pour l'objet primaire, avec comme indice de performance la consommation de carburant. Sous
l'hypothèse des poussées instantanées, la fonction coût s'écrit comme la somme des normes des
impulsions. Du fait de la condition de non-collision, une des diﬃcultés rencontrées consiste en la
prise en compte de contraintes probabilistes. Néanmoins, certaines hypothèses, dans le cadre de
modèles spéciﬁques, permettent de formuler des problèmes que l'on arrive à résoudre plus ou moins
directement.
En ce qui concerne les rencontres pour lesquelles les trajectoires relatives peuvent être approxi-
mées par des droites, deux méthodes sont proposées dans le Chapitre 3. La première consiste à faire
des hypothèses simpliﬁcatrices sur les lois de distribution des vecteurs aléatoires, aﬁn de calculer
la probabilité de collision à partir de la formule classique de rencontre rapide (cf. Section 1.2.1 du
Chapitre 1). La seconde s'appuie sur l'approche par scénarios [22, 23]. Cette technique consiste à
résoudre un problème déterministe en travaillant avec un large échantillon d'occurrences, appelées
scénarios, du vecteur aléatoire. Elle s'adapte bien au cas du mouvement rectiligne car la condition
de non-collision est exprimable à l'aide d'une unique équation, fonction des variables d'optimisation
et des paramètres incertains. Malheureusement, cette dernière n'étant pas convexe, il n'existe pas
de garantie théorique sur la probabilité pour que la solution d'un problème de scénarios vériﬁe la
contrainte probabiliste. Il est donc nécessaire de vériﬁer systématiquement a posteriori l'admissibi-
lité du résultat pour le problème d'origine. Néanmoins, la méthode itérative proposée augmente les
chances d'obtenir une solution admissible peu coûteuse, et ce dans un cadre très général, comme
par exemple avec une orbite non circulaire de l'objet primaire.
Pour les rencontres lentes, traitées dans le Chapitre 4, la démarche se base sur la linéarisation
des équations du mouvement dans un repère orbital local de référence. La linéarité de la dynamique
garantit la conservation du caractère gaussien des incertitudes au cours du temps : on peut donc
utiliser la méthode développée au Chapitre 2 pour calculer le risque instantané de collision. D'où
l'idée de remplacer la contrainte sur la probabilité de collision sur l'intervalle de temps de la
rencontre, diﬃcile à évaluer, par une contrainte sur un nombre ﬁni de probabilités de collision
instantanées. Cependant, d'un point de vue de l'optimisation, cette substitution n'est toujours
pas suﬃsante pour obtenir une résolution eﬃcace. On procède alors à une relaxation : l'espace de
collision, à savoir la sphère combinée des objets, est remplacé conservativement par un polyèdre.
A partir de là, deux méthodes de résolution sont proposées : une première directe et une seconde
basée sur une relaxation supplémentaire. Cette dernière, appelée sélection du risque [19], permet
d'aboutir à une formulation du problème avec des contraintes déterministes et disjonctives, que
l'on peut alors traiter dans un cadre de programmation mixte grâce à la méthode du big-M [41].
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Troisième partie
Opérations de rendez-vous en temps
ﬁxé et consommation minimale
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Introduction
Cette dernière partie de la thèse est consacrée à un problème particulier de planiﬁcation de
trajectoires spatiales pour le rendez-vous entre deux engins spatiaux. Les opérations de rendez-
vous constituent un type spéciﬁque d'opérations de proximité en orbite. Schématiquement, une
telle mission consiste à réaliser la jonction entre deux véhicules spatiaux déﬁnis au sens large
(comprenant ainsi la station spatiale internationale) partant de conditions initiales ﬁxées, sur
un horizon de temps libre ou ﬁxe pour aboutir à une rencontre déterminée par des conditions
ﬁnales. Dans notre cas, nous considérons une mission de rendez-vous entre un véhicule cible ou
de référence passif (il n'eﬀectue aucune man÷uvre) et un véhicule chasseur guidé et commandé.
Pour des conditions initiales ﬁxées, il s'agit alors de déterminer la loi de guidage optimale en
consommation du chasseur lui permettant de rejoindre le véhicule de référence en un temps ﬁxé et
en des conditions ﬁnales en position et vitesse pré-assignées. Prise dans sa globalité, la mission de
rendez-vous comprend les phases suivantes [40] :
- La phase de lancement correspondant à l'injection sur le plan orbital de la cible et l'obtention
de conditions orbitales stables ;
- le phasage en navigation absolue télé-opérée permettant la réduction de l'angle de phase
orbital entre la cible et le chasseur. Cette phase se termine quand le chasseur a acquis la
cible, permettant ainsi une navigation relative ;
- l'opération de rendez-vous proprement dite. Elle s'eﬀectue en navigation relative
et se termine quand le chasseur a atteint les conditions terminales ﬁxées en
position et vitesse en proximité de la cible ;
- les opérations de proximité et l'opération de capture.
Dans le cadre de cette étude, seule la phase de rendez-vous en navigation relative sera abordée.
Concrétisée scientiﬁquement et techniquement dans les années 1960 pour le projet Gemini et
dans le cadre de la mission lunaire Apollo [30] (dont le principe original fût proposé dans les années
1920 par Koudratyuk, cf. [47]), l'idée du rendez-vous entre deux véhicules spatiaux s'est construite
à la ﬁn du XIXeme siècle autour du besoin supposé de disposer d'une station spatiale intermédiaire
en orbite permettant le transfert interplanétaire au meilleur coût en termes de consommation
[47]. Après avoir conquis le statut oﬃciel et international de problème scientiﬁquement pertinent
pour la conquête spatiale au deuxième congrès d'astronautique organisé à Londres en 1951 sous
l'égide de la British Interplanetary Society (BIS) [119], le problème du rendez-vous a fait l'objet
du développement de travaux scientiﬁques à la ﬁn des années 1950 et dans les années 1960. De
nombreuses références de cette époque peuvent être trouvées dans diﬀérents articles de synthèse
[52, 39, 122, 51, 45]. Ces études ont abouti à la première démonstration en vol complètement
réussie d'un rendez-vous pour la mission Gemini X, le 18 juillet 1967 (suivant les communautés,
le premier rendez-vous est crédité au programme russe Vostok 2, le 12 août 1962 ou encore au
programme Gemini VII, le 15 décembre 1965 [127]). La totalité des expériences de rendez-vous
en vol de cette époque, peut se partager entre les programmes spatiaux russes (Vostok, Soyouz)
et les programmes spatiaux américains (Gemini et Apollo) avec deux philosophies distinctes. Les
programmes russes proposent des rendez-vous automatisés et partiellement autonomes alors que
les programmes américains fonctionnent avec un opérateur humain pour réaliser la mission de
rendez-vous [127]. Même si de nombreuses idées, techniques et procédures de cette époque sont
encore d'actualité de nos jours, les motivations et les objectifs des missions de rendez-vous ont
largement évolué ces dernières années conduisant à une ré-évaluation des méthodes traditionnelles.
En particulier, le besoin de mener à bien des missions de rendez-vous autonomes sans opérateur
humain et sans l'introduction de structures de communications complexes entre les deux véhicules
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est une incitation forte pour la convergence des deux philosophies précédentes et le développement
de nouveaux algorithmes de guidage.
Le problème de rendez-vous considéré est un problème de guidage ou de génération de tra-
jectoires qui peut se reformuler comme un problème de commande optimale. En tant que tel, il
peut donc être abordé par des méthodes directes (méthodes de transcription, méthodes de tir) ou
par des méthodes indirectes (résolution de conditions nécessaires d'optimalité) [15, 31]. Dans ce
dernier cas, les conditions d'optimalité s'expriment à l'aide du vecteur d'état adjoint du système
dynamique. Le vecteur d'état adjoint à la vitesse, au centre des méthodes de résolution indirectes,
est dénommé "primer vector" dans la littérature anglo-saxonne du domaine spatial. Ce terme, in-
troduit par Lawden qui a formulé et étudié le problème original dans une série de communications
à la ﬁn des années 1950 [64, 63, 65, 66, 67, 68, 69, 70, 72, 71, 74, 73, 75], peut être traduit en
français par  vecteur eﬃcacité  [80] puisque ce vecteur d'état adjoint à l'optimum indique là où
la poussée sera la plus eﬃcace en termes de consommation.
Si les méthodes indirectes oﬀrent un cadre général de résolution du problème de commande
optimale associé au problème de rendez-vous, la modélisation retenue tant du point de vue de la
propulsion choisie pour le satellite actif (poussées faibles, instantanées...) que des dynamiques re-
latives considérées (linéaires/non linéaires, képlériennes/perturbées) va conditionner les approches
et les solutions obtenues. Dans ce travail, nous nous focalisons sur le problème du rendez-vous
orbital linéarisé képlérien et sous l'hypothèse que le chasseur est actionné de manière idéale par
des impulsions équivalentes à des changements instantanés de vitesse relative. En considérant une
dynamique linéarisée, il est connu, depuis les travaux de Neustadt [83] que la solution optimale est
nécessairement de type impulsionnelle et que l'on dispose d'une borne supérieure sur le nombre
optimal d'impulsions à réaliser. D'autre part, Prussing a également donné une démonstration al-
ternative à la formulation de Neustadt, pour la suﬃsance des conditions nécessaires d'optimalité
dans [99], pour le cas linéaire. Si de plus, la dynamique relative est supposée képlérienne (conte-
nant uniquement le terme d'attraction central sans perturbations orbitales) alors elle peut être
découplée en le mouvement relatif dans le plan orbital et le mouvement relatif hors-plan. Les
contributions relatives au problème de rendez-vous coplanaire sont nombreuses et variées dans
leur nature, en fonction de l'orbite de référence circulaire ou elliptique (par exemple approche géo-
métrique [97, 100, 25], approche polynomiale [24, 26, 11, 12]). En ce qui concerne le mouvement
hors-plan, une solution analytique complète est connue depuis les travaux de Prussing [98]. Le cas
hors-plan elliptique, pour lequel aucune solution exacte n'existait jusqu'à présent, est étudié dans
cette partie et complètement résolu analytiquement [115, 114]. Il est à noter que la problématique
de l'évitement de collision étudiée dans les deux premières parties de la thèse n'est pas abordée ici
quoiqu'elle ait été déjà abordée dans le cadre du rendez-vous dans [101].
Le Chapitre 5 commence par introduire le problème du rendez-vous linéaire en temps ﬁxé et
consommation minimale de manière formelle et générale. Il détaille ensuite la méthode indirecte de
résolution basée sur les propriétés du vecteur eﬃcacité. Dans un premier temps, le cadre théorique
est développé dans le cas général d'une dynamique képlérienne linéarisée en utilisant le formalisme
de Neustadt. Cela permet d'établir un certain nombre de résultats théoriques et généraux. Un lien
est alors fait avec les conditions d'optimalité de la littérature portant sur le vecteur eﬃcacité et
qui sont principalement décrites dans les travaux de Carter (cf. la référence [26] par exemple). La
solution du problème hors-plan au voisinage d'une orbite de référence circulaire illustre l'utilisation
de ces conditions d'optimalité pour dériver la solution analytique du problème. Le Chapitre 6
propose une nouvelle contribution dans le domaine en donnant une solution analytique inédite
dans le cas d'une excentricité non nulle, généralisant ainsi la solution du cas circulaire.
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Chapitre 5
Le problème de rendez-vous
impulsionnel linéarisé en temps ﬁxé
et consommation minimale
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5.1 Introduction
Le problème de rendez-vous spatial consiste à trouver la trajectoire commandée d'un chasseur
permettant de se rendre, en consommant un minimum de carburant, d'un état A à un état B
relativement à une cible (ﬁctive ou réelle). Dans le cas général, le temps imparti ainsi que l'état
ﬁnal peuvent être libres ou ﬁxés, mais ici on s'intéresse au rendez-vous en temps ﬁxé avec des
conditions ﬁnales données. Avant tout, il s'agit donc de calculer une loi de poussées permettant
au satellite actif d'atteindre une conﬁguration par rapport à la cible souhaitée par l'utilisateur.
Ce principe est illustrée sur la Figure 5.1. Le fait de chercher un plan de man÷uvres optimal en
consommation d'ergols en fait en général un problème diﬃcile.
orbite initiale du chasseur
orbite de la cible
chasseur
trajectoire du chasseur
corps central
manœuvre 2
cible
manœuvre 1
Figure 5.1  Illustration du problème de rendez-vous spatial.
L'optimisation du rendez-vous correspond à un pur problème de commande optimale. En tant
que telle, on peut envisager sa résolution avec une méthode indirecte, c'est-à-dire en considérant
l'état adjoint du système et les conditions nécessaires d'optimalité associées. Dans la littérature
francophone du domaine spatial, cet angle d'attaque porte le nom de théorie du vecteur eﬃcacité
[80]. Celle-ci fournit des conditions nécessaires d'optimalité [75, 84], qui sont en fait également
suﬃsantes dans le cas d'une dynamique linéaire [83, 99, 26].
Pour commencer, la Section 5.2 introduit formellement le problème linéaire de rendez-vous spa-
tial en temps ﬁxé et consommation minimale comme un problème de commande optimale, avant
d'en proposer une reformulation équivalente sous la forme d'un problème de moments. Des résul-
tats, dûs à Neustadt [83], sont donnés sur la dualité de problème. Ceux-ci permettent l'obtention
de conditions nécessaires et suﬃsantes d'optimalité, présentées dans la Section 5.2.4, qui sont à la
base de la méthode indirecte de résolution du problème de rendez-vous. Enﬁn, la Section 5.3 illustre
cette dernière dans le cas du mouvement situé hors du plan d'une orbite de référence circulaire i.e.
d'excentricité nulle, le cas purement elliptique étant traité dans le chapitre suivant.
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5.2 Problème linéaire de rendez-vous impulsionnel en temps
ﬁxé et consommation optimale
5.2.1 Formulation comme un problème de Lagrange
On considère un horizon temporel ﬁxé [t0, tf ]. Le vecteur d'état x du chasseur, de taille 2m,
est composé des vecteurs position r et vitesse v relatives à la cible, dans un repère orbital local
attaché à cette dernière, de type LVLH [54]. La dynamique képlérienne est linéarisée autour de
la trajectoire de référence, ce qui suppose que la distance du chasseur à la cible est négligeable
devant leurs distances au centre du corps central. Les équations du mouvement correspondantes
sont celles de Tschauner-Hempel [121]. Ainsi, en l'absence de commande, on a x˙ = Ax, où A est
une matrice 2m × 2m fonction du temps. A chaque instant t, l'accélération due à la poussée des
moteurs est supposée proportionnelle à la commande u(t) ∈ Rm. On a donc le système diﬀérentiel
suivant :
x˙(t) = A(t)x(t) +Bu(t) ∀t ∈ [t0, tf ], (5.1)
avec B = [0m Im]T . Le problème de rendez-vous en consommation minimale avec conditions aux
bords ﬁxées consiste à faire passer x de l'état initial x0 à l'état ﬁnal xf . On impose donc :
x(t0) = x0, x(tf ) = xf . (5.2)
Le coût de la loi de commande s'évalue à l'aide de sa norme intégrale :
‖u‖L1q =
tf∫
t0
‖u(t)‖qdt =
tf∫
t0
 m∑
j=1
|uj(t)|q
1/q dt, (5.3)
qui est proportionnelle à la masse de carburant consommée. Cela suppose que la norme q de u
est intégrable au sens de Lebesgue i.e. u ∈ L1q([t0, tf ],Rm). Le choix de q ∈ {1, 2} dépend du
type de propulsion considéré [106]. Ici, on choisit arbitrairement q = 2 puisqu'en pratique, pour le
mouvement hors-plan de la dynamique képlérienne linéarisée, on aura m = 1 et donc ‖ · ‖1 = ‖ · ‖2.
On peut désormais formuler le problème de rendez-vous.
Problème 11. Le problème de rendez-vous linéaire en temps ﬁxé et consommation minimale
s'écrit :
min
u
‖u‖L12 sous
{
x˙(t) = A(t)x(t) +Bu(t) ∀t ∈ [t0, tf ],
x(t0) = x0, x(tf ) = xf .
(5.4)
Il s'agit là d'un problème de commande optimale sous la forme de Lagrange car la fonction coût
est sous forme intégrale. Dans la référence [83], Neustadt en propose une formulation équivalente,
restituée ci-dessous, plus propice à l'établissement d'un certain nombre de résultats théoriques en
vue d'une résolution eﬃcace.
5.2.2 Reformulation comme un problème de moments
L'idée est d'exploiter la nature linéaire de l'équation d'état pour réécrire les contraintes à l'aide
d'une unique équation intégrale. Introduisons la matrice fondamentale φ déﬁnie par :
φ˙(t) = A(t)φ(t) ∀t, φ(0) = I2m. (5.5)
L'état ﬁnal vériﬁe :
x(tf ) = φ(tf )φ
−1(t0)x(t0) + φ(tf )
tf∫
t0
φ−1(t)Bu(t)dt. (5.6)
Posons Y (·) = φ−1(·)B. Il s'agit d'une matrice 2m ×m. On suppose dans la suite que ses lignes,
notées y1(·), . . . , y2m(·), ne sont pas liées entre elles. On a :
φ(tf )
−1x(tf )− φ−1(t0)x(t0) =
tf∫
t0
Y (t)u(t)dt. (5.7)
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En posant c = φ(tf )−1xf −φ−1(t0)x0 ∈ R2m, les contraintes sur le vecteur d'état s'écrivent alors :
tf∫
t0
Y (t)u(t)dt = c. (5.8)
Ceci permet de reformuler le problème de rendez-vous linéaire comme un problème de moments.
Problème 12. Le problème de rendez-vous linéaire est équivalent au problème de norme minimale
sous une contrainte de moments :
min
u
‖u‖L12 sous
tf∫
t0
Y (t)u(t)dt = c. (5.9)
Remarque 7. On peut écrire la contrainte linéaire de moments comme :
tf∫
t0
yi(t)u(t)dt = ci ∀i = 1, . . . , 2m, (5.10)
où les ci sont les composantes de c. Cela permet de voir que le Problème 12 consiste à chercher
la fonction intégrable u∗ de norme minimale envoyant les fonctions yTi ∈ C([t0, tf ],Rm) sur les ci
par l'intermédiaire de l'application linéaire f 7→
tf∫
t0
fT (t)u∗(t)dt.
Le Problème 12 est mal posé, dans le sens où la borne inférieure de la fonction coût n'est pas
forcément atteinte dans L12([t0, tf ],Rm) (voir Exemple 5.2.3) et n'est donc pas un minimum. Ceci
s'explique par le fait que l'espace normé L12([t0, tf ],Rm) n'est pas isomorphe au dual de l'ensemble
des fonctions continues muni de la norme inﬁnie (‖f‖∞ = supt∈[t0,tf ] ‖f(t)‖2). En eﬀet, cet espace
dual (ensemble des fonctionnelles linéaires), noté C([t0, tf ],Rm)∗, est égal, à une isométrie près,
à l'ensemble des fonctions à variations bornées (Théorème 1, paragraphe 5.5 dans [78]). L'espace
L12([t0, tf ],Rm) ne peut donc représenter de manière exhaustive les solutions du Problème 12 et il
est nécessaire de reformuler le problème dans l'espace normé des fonctions à variations bornées,
dont la déﬁnition est donnée ci-dessous [83, 78].
Déﬁnition 2. Une fonction g : [t0, tf ] 7→ Rm est dite à variations bornées si et seulement si :
sup
t0=t1<···<tN=tf
N−1∑
i=1
‖g(ti+1)− g(ti)‖2 < +∞, (5.11)
où la borne supérieure est calculée sur l'ensemble des partitions de [t0, tf ]. La quantité précédente
déﬁnit la variation de g.
Remarque 8. Un sous-ensemble particulier de fonctions à variations bornées est celui des fonc-
tions constantes par morceaux, également appelées fonctions en escalier.
Il est possible, à partir des fonctions à variations bornées, de déﬁnir un espace normé :
Proposition 12. [78] L'ensemble G2([t0, tf ],Rm) des fonctions à variations bornées nulles en t0
et continues à droite sur ]t0, tf [ est un espace vectoriel, sur lequel la variation déﬁnit une norme,
notée ‖ · ‖G2 .
Le lien entre fonctions intégrables et fonctions à variations bornées peut être fait grâce à
l'application linéaire suivante :
Ψ : L12([t0, tf ],Rm) 7−→ G2([t0, tf ],Rm) (5.12)
u 7−→ Ψ(u) : t 7→
t∫
t0
u(τ)dτ, (5.13)
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qui conserve la norme i.e. ‖Ψ(u)‖G2 = ‖u‖L12 . En revanche, elle n'est pas surjective. En d'autres
termes, l'espace des fonctions à variations bornées contient, à une isométrie près, les fonctions
intégrables.
C
C∗ G2
L12
Ψdualite´
Ψ(L12)
isomorphe
Figure 5.2  Ensembles de contrôle et dualité des fonctions continues.
La Figure 5.2 montre de manière schématique les relations entre les diﬀérents espaces utilisés
dans cette formulation du problème de commande optimale considéré. Dans ce nouveau cadre de
travail, le problème initial de rendez-vous devient donc le suivant.
Problème 13. La version bien posée du problème de moments, formulée dans l'espace des fonc-
tions à variations bornées, est :
min
g
‖g‖G2 sous
tf∫
t0
Y (t)dg(t) = c, (5.14)
où l'intégrale est déﬁnie au sens de Stieljies, si bien que
tf∫
t0
Y (t)dΨ(u)(t) =
tf∫
t0
Y (t)u(t)dt. En
d'autres termes, la contrainte du Problème 13 est la même que celle du Problème 12 lorsque
g = Ψ(u).
Remarque 9. Dans le cas particulier d'une fonction g en escalier, celle-ci est admissible pour le
Problème 13 i.e. vériﬁe la contrainte des moments si et seulement si :
N∑
i=1
Y (ti)(g(t
+
i )− g(t−i )) = c, (5.15)
où les ti (i = 1, . . . , N) sont les points de discontinuité de g sur [t0, tf ].
Comme il a été dit précédemment, l'intérêt majeur de déﬁnir le problème de rendez-vous dans
l'espace des fonctions à variations bornées réside dans la relation de dualité avec l'espace des
fonctions continues. Il est donc possible d'associer au Problème 13, posé dans l'espace représentatif
de C([t0, tf ],Rm)∗, un problème équivalent déﬁni dans l'espace primal C([t0, tf ],Rm) (cf. Théorème
2, paragraphe 5.8 et Corollaire 1, paragraphe 5.9 dans [78]).
5.2.3 Problème primal et solutions optimales
Problème primal
Le Problème 13 consiste à trouver un élément de G2 de norme minimale et vériﬁant un nombre
ﬁni (2m) de contraintes linéaires de type moment. En utilisant des résultats de dualité des espaces
topologiques, puisque G2 est assimilable à C([t0, tf ],Rm)∗, il est possible de formuler un problème
d'optimisation équivalent sur C([t0, tf ],Rm) [78] dont l'expression est relativement simple.
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Commençons par reformuler le Problème 13, toujours dans l'espace des fonctions à variations
bornées. Soit g¯ ∈ G2 une fonction admissible i.e. telle que :
tf∫
t0
Y (t)dg¯(t) = c. (5.16)
En posant gˆ = g¯ − g, le Problème 13 est équivalent à :
min
gˆ
‖g¯ − gˆ‖ sous
tf∫
t0
Y (t)dgˆ(t) = 0. (5.17)
Cette reformulation immédiate de Problème 13 est équivalente (mêmes valeurs optimales), par
dualité, au problème suivant, posé dans l'espace des fonctions continues (Théorème 2, paragraphe
5.8 dans [78]) :
max
f
tf∫
t0
fT (t)dg¯(t) sous sup
t∈[t0,tf ]
‖f(t)‖2 = 1 et f ∈ Vect(y1, . . . , y2m). (5.18)
Puisque ce dernier est posé dans Vect(y1, . . . , y2m) qui est un espace vectoriel de dimension 2m,
on peut le réécrire en posant f(·) = Y T (·)λ avec λ ∈ R2m et en utilisant (5.16). A noter que cette
formulation ﬁnale aurait pu être obtenue directement en utilisant le Corollaire 1 (paragraphe 5.9)
de la référence [78].
Problème 14. Le problème primal au rendez-vous se formule comme une recherche dans R2m de
maximum sous une contrainte continue :
max
λ
cTλ sous sup
t∈[t0,tf ]
‖Y T (t)λ‖2 = 1. (5.19)
Remarque 10. La fonction t 7→ Y T (t)λ déﬁnit en fait l'état adjoint associée à la vitesse relative v.
En eﬀet, historiquement, l'établissement par Lawden des conditions nécessaires d'optimalité, pour
une dynamique non linéaire, découle de l'application du principe du maximum et de l'introduction
du vecteur d'état adjoint dans la déﬁnition du Hamiltonien associé au système [75]. Cette fonction
joue un rôle fondamental et Lawden l'a baptisée "primer vector" (vecteur eﬃcacité en français
[80]), comme justiﬁé par la Remarque 11.
Pour un vecteur λ donné, on a besoin pour la suite d'introduire un ensemble particulier.
Déﬁnition 3. Pour λ ∈ R2m, on déﬁnit le sous-ensemble de [t0, tf ] suivant :
Γλ =
{
t ∈ [t0, tf ] : ‖Y T (t)λ‖2 = sup
t∈[t0,tf ]
‖Y T (t)λ‖2
}
. (5.20)
Cet ensemble contient toutes les dates auxquelles le vecteur eﬃcacité atteint sa norme maximale
(unitaire). Les coûts optimaux des Problèmes 13 et 14 sont égaux et les solutions optimales sont
liées par des relations particulières, comme énoncé dans la proposition suivante.
Proposition 13. [83, 78] Soient λ∗ et g∗ des solutions optimales respectivement des Problèmes
14 et 13. On a :
‖g∗‖G2 = λ∗T
tf∫
t0
Y (t)dg∗(t) = cTλ∗. (5.21)
De plus, la fonction g∗ est constante sur tout segment inclus dans [t0, tf ]−Γλ∗ . Et si tˆ est un point
isolé de Γλ∗ , alors on a :
‖g∗(tˆ+)− g∗(tˆ−)‖2Y T (tˆ)λ∗ = g∗(tˆ+)− g∗(tˆ−). (5.22)
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Remarque 11. L'équation (5.22) signiﬁe que la direction du vecteur eﬃcacité optimal, aux ins-
tants de norme unitaire, donne l'orientation de la variation d'une fonction minimale en consom-
mation. C'est en fait de cette propriété que vient la notion d'eﬃcacité.
tt0 tf
Y T (t)λ∗ g∗(t)
1
−1
Γλ∗
Figure 5.3  Relation entre les solutions optimales des problèmes primal et dual.
Les liens entre les solutions optimales des Problèmes 14 et 13 sont représentés graphiquement
en dimension 1 sur la Figure 5.3, en particulier le fait que les variations de g∗ n'ont lieu que sur
l'ensemble Γλ∗ . De plus, la Proposition 13 fait émerger l'importance des fonctions en escalier, qui
pour rappel sont des fonctions à variations bornées particulières.
Solutions optimales en escalier
De la Proposition 13 découle le résultat suivant :
Corollaire 3. Soit λ∗ une solution optimale du Problème 14. Si l'ensemble Γλ∗ est ﬁni i.e. Γλ∗ =
{t1, . . . , tN} avec t1 ≤ · · · ≤ tN , alors une fonction g est optimale pour le Problème 13 si et
seulement si elle est en escalier, vériﬁe la contrainte des moments et que ses points de discontinuité,
contenus dans Γλ∗ , correspondent à des sauts tels que :
‖g(t+i )− g(t−i )‖2Y T (ti)λ∗ = g(t+i )− g(t−i ) ∀i = 1, . . . , N. (5.23)
Un cardinal ﬁni pour Γλ∗ impose donc une nature constante par morceaux pour la solution
optimale du Problème 13, avec des sauts dont la direction est donnée par celle du vecteur eﬃcacité
optimal aux instants de norme unitaire. En réalité, il est toujours possible de trouver une solution
optimale sous la forme d'une fonction en escalier, comme le montre le résultat suivant.
Proposition 14. [83] Il existe g∗ une solution optimale du Problème 13 sous la forme d'une
fonction en escalier avec N ≤ 2m sauts. De plus, si λ∗ est une solution optimale du Problème
14, alors les points de discontinuité ti de g∗ (i = 1, . . . , N) sont contenus dans Γλ∗ et les sauts
correspondants vériﬁent l'équation (5.23).
Remarque 12. Il est important de noter que l'on peut toujours se ramener à une solution en
escalier avec au plus 2m sauts, m étant la taille du vecteur de la position relative. Ce résultat est
fondamental dans le sens où il donne un majorant sur le nombre minimal de poussées nécessaires
pour réaliser le rendez-vous.
Physiquement, une fonction g en escalier correspond à des poussées instantanées. Ce modèle
particulier de loi de commande, qui représente une idéalisation raisonnable des poussées fortes en
propulsion chimique [105] et qui a déjà été utilisé dans la Partie II, sera adopté pour toute la suite
de cette partie. Explorons maintenant un exemple simple qui permet de comprendre les relations
entre les Problèmes 13 et 14 ainsi que le caractère mal posé du Problème 12.
113
Exemple du double-intégrateur
Dans le but d'illustrer les résultats présentés sur la dualité du Problème 13 ainsi que le caractère
mal posé du Problème 12, on propose d'étudier un exemple oùm = 1, déﬁni de la manière suivante :
A =
[
0 1
0 0
]
, x0 =
[
0
0
]
, xf =
[
1
0
]
. (5.24)
Physiquement, cela correspond à un champ de gravité inexistant, où le chasseur serait uniquement
mû par la propulsion : x¨ = u. Pour ce qui est des conditions aux deux bouts, on cherche à translater
le chasseur entre deux états immobiles. Pour simpliﬁer les expressions, on normalise les temps initial
et ﬁnal en t0 = 0 et tf = 1. La matrice fondamentale s'écrit :
φ(t) = exp(tA) =
[
1 t
0 1
]
, (5.25)
d'où φ(t)−1 = φ(−t) et :
Y (t) =
[ −t
1
]
, c =
[
1
0
]
. (5.26)
Le problème sur l'espace des fonctions à variations bornées que l'on se propose de résoudre est
donc :
min
g
‖g‖G2 sous
1∫
0
[ −t
1
]
dg(t) =
[
1
0
]
. (5.27)
Ce dernier est équivalent au problème suivant :
max
(λ1,λ2)∈R2
λ1 sous sup
t∈[0,1]
| − tλ1 + λ2| = 1. (5.28)
La dynamique du vecteur eﬃcacité est très simple : il s'agit d'une fonction aﬃne du temps, qui
atteint donc ses extrema en norme aux deux bouts. En conséquence, la résolution du problème
dual est élémentaire et fournit la solution optimale suivante :
(λ∗1, λ
∗
2) = (2, 1), (5.29)
dont le vecteur eﬃcacité correspondant est représenté sur la Figure 5.4.
t10
Y T (t)λ∗
1
−1
Figure 5.4  Vecteur eﬃcacité optimal en fonction du temps.
On a Γ(2,1) = {0, 1} i.e. un ensemble ﬁni : la solution optimale du problème dans l'espace des
fonctions à variations bornées est donc en escalier avec un saut initial et un saut ﬁnal. Or, une
fonction g en escalier avec deux sauts en 0 et 1 est admissible si et seulement si :[
0
1
]
(g(0+)− g(0)) +
[ −1
1
]
(g(1−)− g(1)) =
[
1
0
]
, (5.30)
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d'où l'unique solution optimale, de coût égal à 2, représentée sur la Figure 5.5.
t10
g∗(t)
1
Figure 5.5  Solution optimale en fonction du temps.
Revenons maintenant au Problème 12, déﬁni dans l'espace des fonctions intégrables au sens de
Lebesgue. Il est possible de construire des fonctions uε, admissibles pour ce problème d'origine,
dont le coût tend vers l'optimum. En eﬀet, pour ε ∈]0, 1[, posons :
uε(t) =

1
ε(1− ε) si ε ∈ [0, ε[,
0 si ε ∈ [ε, 1− ε[,
− 1
ε(1− ε) si ε ∈ [1− ε, 1],
(5.31)
dont le graphe est donné sur la Figure 5.6.
t10
uε(t)
1
ε(1−ε)
− 1ε(1−ε)
ε 1− ε
Figure 5.6  Fonction uε.
Ces fonctions, paramétrées par ε, vériﬁent la contrainte des moments :
1∫
0
[ −t
1
]
uε(t)dt =
[
1
0
]
. (5.32)
D'autre part, on a :
1∫
0
|uε(t)|dt = 2
1− ε −→ε→0 2. (5.33)
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Cela signiﬁe que le coût des ces fonctions tend vers l'optimum calculé précédemment. Néanmoins,
la limite de uε, lorsque ε tend vers 0, n'est pas déﬁnie, puisque :
lim
ε→0
uε(0) = − lim
ε→0
uε(1) = +∞. (5.34)
En conclusion, la borne inférieure de la fonction coût n'est pas atteinte sur l'ensemble des fonctions
intégrables au sens de Lebesgue, ce qui veut dire qu'ici, le Problème 12 est mal posé.
Dans cet exemple, on a d'abord résolu le problème dans l'espace des fonctions continues avant
d'en déduire la solution du problème dans l'espace des fonctions à variations bornées. Si l'on se
place dans un cadre purement impulsionnel, il est en fait possible d'obtenir la solution du premier
problème et de celui de rendez-vous en même temps, en résolvant les conditions d'optimalité dites
de Lawden [75].
5.2.4 Conditions d'optimalité de Lawden
On rappelle que, désormais, on se focalise sur une loi de poussées instantanées. Les variables
d'optimisation sont :
 le nombre N de man÷uvres,
 leurs dates d'exécution ti ∈ [t0, tf ] (i = 1, . . . , N),
 les incréments de vitesse correspondants ∆Vi ∈ Rm (i = 1, . . . , N).
Formulons maintenant le problème de rendez-vous impulsionnel.
Problème 15. Le problème de rendez-vous linéaire impulsionnel, exprimé à l'aide de la variable
temporelle, s'écrit :
min
N,ti,∆Vi
N∑
i=1
‖∆Vi‖2 sous
N∑
i=1
φ(ti)B∆Vi = c. (5.35)
Pour simpliﬁer l'expression des conditions d'optimalité, il est néanmoins préférable de substituer
à la variable indépendante t un paramètre angulaire. Pour ce faire, on reprend dans la suite le
formalisme introduit par Carter [26].
Changement de variable indépendante
L'idée est de considérer non pas le temps t comme variable indépendante, mais l'anomalie vraie
ν (voir Annexe C). Commençons par poser :
ρ(ν) = 1 + e cos(ν), (5.36)
où e est l'excentricité de l'orbite de référence. On s'intéresse alors au vecteur d'état x˜ =
[
r˜
dr˜
dν
]T
avec :
r˜(ν) = ρ(ν)r(ν). (5.37)
La relation linéaire suivante existe entre les deux états :
x˜(ν) =
 ρ(ν)I3 03dρ
dν
(ν)I3
(1− e2)3/2
nρ(ν)
I3
x(ν), (5.38)
où n est le mouvement moyen de l'orbite de référence. Dans la suite, on notera P la matrice
de passage entre les deux systèmes de coordonnées. Un incrément de vitesse correspond à une
variation ∆V˜i pour
dr˜
dν
donnée par :
∆V˜i =
(1− e2)3/2
nρ(νi)
∆Vi. (5.39)
Posons φ˜(ν) = P−1(ν)φ(t)P (ν). La contrainte de rendez-vous s'écrit :
n(1− e2)−3/2(φ˜−1(νf )x˜f − φ˜−1(ν0)x˜0) =
N∑
i=1
φ˜−1(νi)B
ρ(νi)
∆Vi. (5.40)
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Appelons z le membre de gauche et posons R(·) = φ˜−1(·)B. Le problème de rendez-vous impul-
sionnel en temps ﬁxé et consommation minimale sous une dynamique képlérienne linéarisée peut
donc s'écrire :
Problème 16. Le problème de rendez-vous linéaire impulsionnel, exprimé à l'aide de l'anomalie
vraie, s'écrit :
min
N,νi,∆Vi
N∑
i=1
‖∆Vi‖2 sous
N∑
i=1
R(νi)
ρ(νi)
∆Vi = z. (5.41)
Intéressons-nous maintenant aux conditions d'optimalité, exprimées à l'aide du vecteur eﬃca-
cité.
Conditions nécessaires et suﬃsantes d'optimalité
Commençons par déﬁnir le vecteur eﬃcacité en variable angulaire :
Déﬁnition 4. [26] Pour λ ∈ R2m, on déﬁnit :
pλ(ν) =
R(ν)
ρ(ν)
λ. (5.42)
Dans le cadre d'une dynamique non linéaire, il est possible d'exprimer, à l'aide du vecteur
eﬃcacité, des conditions nécessaires d'optimalité pour le problème de rendez-vous [75, 84], qui
deviennent suﬃsantes dans le cas linéaire. On en donne ici une version condensée par rapport à la
référence [26].
Proposition 15. Une solution N, νi,∆Vi (i = 1, . . . , N) est optimale si et seulement s'il existe
λ ∈ R2m tel que :
‖∆Vi‖2pλ(νi) = −∆Vi ∀i = 1, . . . , N, (5.43)
N∑
i=1
R(νi)
ρ(νi)
∆Vi = z, (5.44)
sup
ν∈[ν0,νf ]
‖pλ(ν)‖2 = 1. (5.45)
Démonstration. Une preuve purement algébrique du caractère suﬃsant des conditions d'optima-
lité est donnée par exemple dans la référence [26], dans laquelle les composantes de λ sont vues
comme des multiplicateurs de Lagrange. Celle de la nécessité s'obtient de manière directe grâce
aux résultats de dualité présentés précédemment, en faisant juste attention de noter que le λ de
Carter est en fait l'opposé de celui de Neustadt.
Remarque 13. La seconde condition ne garantit en réalité que l'admissibilité de la solution pour
le problème. A proprement parler, ce sont les deux autres conditions qui traduisent l'optimalité.
5.2.5 Application au mouvement hors du plan orbital
Intéressons-nous maintenant à la partie du mouvement située hors du plan orbital de référence,
pour laquelle m = 1. L'avantage est que celle-ci est découplée de la dynamique coplanaire [121] et
peut donc être traitée indépendamment.
Dynamique hors-plan
L'équation diﬀérentielle vériﬁée par la composante hors-plan est celle d'un oscillateur harmo-
nique [128]. On a donc :
φ˜(ν) =
[
cos(ν) sin(ν)
− sin(ν) cos(ν)
]
, (5.46)
d'où φ˜−1(ν) = φ˜(−ν) et :
R(ν) =
[ − sin(ν)
cos(ν)
]
. (5.47)
Ainsi, le problème de rendez-vous hors-plan s'écrit :
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Problème 17.
min
N,νi,∆Vi
N∑
i=1
|∆Vi| sous
N∑
i=1
[ − sin(νi)
cos(νi)
]
∆Vi
1 + e cos(νi)
= z. (5.48)
Intéressons-nous maintenant au vecteur eﬃcacité.
Vecteur eﬃcacité hors-plan
D'après l'expression de R, le vecteur eﬃcacité s'écrit :
pλ(ν) =
−λ1 sin(ν) + λ2 cos(ν)
1 + e cos(ν)
, (5.49)
avec λ =
[
λ1
λ2
]
∈ R2.
Il est désormais possible de formuler les conditions nécessaires et suﬃsantes (CNS) d'optimalité
pour le rendez-vous hors-plan.
Conditions d'optimalité hors-plan
Un plan de N ∈ N man÷uvres νi,∆Vi (i = 1, . . . , N) est optimal pour le problème de rendez-
vous hors-plan si et seulement si on a l'existence de λ ∈ R2 tel que :
 CNS 1
|∆Vi|pλ(νi) = −∆Vi ∀i = 1, . . . , N ; (5.50)
 CNS 2
N∑
i=1
[ − sin(νi)
cos(νi)
]
∆Vi
1 + e cos(νi)
= z; (5.51)
 CNS 3
sup
ν∈[ν0,νf ]
|pλ(ν)| = 1. (5.52)
Dans la suite de cette partie, on va résoudre analytiquement ces conditions d'optimalité aﬁn d'ob-
tenir toutes les solutions optimales du Problème 17. La section suivante considère le cas circulaire,
lorsque e = 0, selon un traitement diﬀérent de celui de Prussing [98]. Le chapitre suivant, quant à
lui, est dédié à la solution du cas elliptique (e ∈]0, 1[) jusqu'alors non connue.
5.3 Illustration de la méthode indirecte pour le rendez-vous
hors-plan dans le cas d'une orbite circulaire
Dans la suite du chapitre, on se concentre sur le cas d'une orbite de référence circulaire, c'est-à-
dire pour laquelle e = 0. Il s'agit d'un problème classique résolu pour la première fois par Prussing
[98]. Ces éléments servent à illustrer en pratique, sur un exemple relativement simple, la méthode
de résolution indirecte à l'aide des conditions nécessaires et suﬃsantes d'optimalité.
5.3.1 Dynamique du vecteur eﬃcacité
Avec e = 0, pλ est une simple fonction harmonique :
pλ(ν) = −λ1 sin(ν) + λ2 cos(ν). (5.53)
Il s'agit donc d'une fonction 2pi-périodique qui change de signe tous les pi. De plus, sur une période,
pλ admet deux extrema globaux, distants de pi, de même norme et de signe opposé. Enﬁn, son
amplitude est égale à la norme euclidienne de λ, si bien que :
sup
ν∈R
|pλ(ν)| = ‖λ‖2. (5.54)
Écrivons maintenant les conditions nécessaires et suﬃsantes d'optimalité lorsque e = 0.
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5.3.2 CNS d'optimalité
Un plan de N ∈ N man÷uvres νi,∆Vi (i = 1, . . . , N) est optimal pour le problème de rendez-
vous hors-plan circulaire si et seulement s'il existe λ ∈ R2 tel que :
pλ(νi) = −sgn(∆Vi), (5.55)
N∑
i=1
[ − sin(νi)
cos(νi)
]
∆Vi = z, (5.56)
sup
ν∈[ν0,νf ]
|pλ(ν)| = 1. (5.57)
Dans ce qui suit, la forme générale des solutions de ces conditions d'optimalité est présentée, avant
de donner la démonstration de ces résultats.
5.3.3 Solutions optimales en consommation
Commençons par déﬁnir l'angle suivant :
ν∗ = min
{
ν ≥ ν0 : ν = νz + pi
2
mod pi
}
, (5.58)
où νz est l'angle, déﬁni modulo 2pi, tel que :
cos(νz) =
z1
‖z‖2 , sin(νz) =
z2
‖z‖2 . (5.59)
La nature des solutions optimales dépend de l'appartenance de ν∗ à l'intervalle [ν0, νf ].
Cas où ν∗ ≤ νf
Posons :
N = max {i ∈ N : ν∗ + pii ≤ νf}+ 1. (5.60)
Cet entier représente le nombre maximum d'impulsions non nulles d'une solution optimale. Une
solution νi, ∆Vi (i = 1, . . . , N) est optimale si et seulement si :
νi = ν
∗ + pi(i− 1) ∀i = 1, . . . , N, (5.61)
sgn(∆Vi) = (−1)i cos
(
ν∗ +
pi
2
− νz
)
∀i = 1, . . . , N, (5.62)
N∑
i=1
|∆Vi| = ‖z‖2. (5.63)
Il est donc possible de répartir les impulsions comme on le souhaite tous les pi, du moment que la
consommation égale la norme euclidienne de z. Ce degré de liberté est illustré dans la suite sur le
premier exemple numérique.
Le vecteur eﬃcacité optimal est caractérisé de la manière suivante :
λ = − z‖z‖2 . (5.64)
Cas où ν∗ > νf
L'unique solution optimale possible est celle des impulsions aux deux bouts. Celles-ci sont
données par : [
∆V1
∆V2
]
=
1
sin(νf − ν0)
[
cos (νf − νz)
− cos (ν0 − νz)
]
, (5.65)
pour une consommation totale de :
|∆V1|+ |∆V2| = | cos(νf − νz) + cos(ν0 − νz)|
sin(νf − ν0) . (5.66)
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Les multiplicateurs de Lagrange optimaux sont donnés par :
λ =
εf
sin(νf − ν0)
[
cos (νf ) + cos (ν0)
sin (νf ) + sin (ν0)
]
, (5.67)
avec :
εf = sgn(cos(νf − νz)). (5.68)
5.3.4 Preuve de l'optimalité
Démontrons les résultats reportés précédemment. En tout et pour tout, seules deux conﬁ-
gurations permettent de satisfaire l'équation (5.57) : ‖λ‖2 = 1 ou ‖λ‖2 > 1. Traitons ces cas
séparément.
Cas où ‖λ‖2 = 1
Soit ν1 l'angle où la norme du vecteur eﬃcacité atteint 1 pour la première fois sur l'intervalle
[ν0, νf ]. Le vecteur eﬃcacité est du type pλ = −ε cos(ν − ν1) avec ε ∈ {−1, 1}. La norme ne vaut
1 qu'en ν1 modulo pi, ce qui signiﬁe que les impulsions νi ne peuvent avoir lieu que toutes les
demi-périodes. En posant L = max{l ∈ N : ν1 + lpi ≤ νf}+1, on a νi = ν1 + (i − 1)pi pour tout
i = 1, . . . , L.
Si ε = 1, l'équation (5.55) donne sgn(∆Vi) = (−1)i. Ainsi, l'équation (5.56) s'écrit :
L∑
i=1
[ − sin (ν1 + (i− 1)pi)
cos (ν1 + (i− 1)pi)
]
sgn(∆Vi)|∆Vi| = z, (5.69)
qui se simpliﬁe en : [ − sin (ν1)
cos (ν1)
] L∑
i=1
|∆Vi| = z, (5.70)
et qui est équivalente à : [
cos (ν1 + pi/2)
sin (ν1 + pi/2)
] L∑
i=1
|∆Vi| = z. (5.71)
On en déduit que
∑
i |∆Vi| = ‖u‖2 et ν1 = νz−pi/2 mod 2pi. Quant au vecteur eﬃcacité, il s'écrit
pλ(ν) = − cos(ν + pi/2− νz) = − cos(νz) cos(ν)− sin(νz) sin(ν), d'où λ = − z‖z‖2 .
Dans le cas où ε = −1, on obtient cette fois :
−
[ − sin (ν1)
cos (ν1)
] L∑
i=1
|∆Vi| = z, (5.72)
ce qui est équivalent à [
cos (ν1 − pi/2)
sin (ν1 − pi/2)
] L∑
i=1
|∆Vi| = z. (5.73)
On en déduit toujours que
∑
i |∆Vi| = ‖u‖2, mais cette fois ν1 = νz + pi/2 mod 2pi. D'autre part,
pλ(ν) = cos(ν − pi/2− νz) = − cos(νz) cos(ν)− sin(νz) sin(ν) d'où encore une fois λ = − z‖z‖2 .
En résumé, pour ε = ±1, on a ν1 = ν∗ ≤ νf et L = N . De plus, l'équation (5.62) est vériﬁée.
Cas où ‖λ‖2 > 1
Dans cette conﬁguration, le vecteur eﬃcacité ne peut pas atteindre une de ses tangentes ho-
rizontales, sinon la condition de norme inﬁnie égale à 1 ne serait pas respectée. En conséquence,
νf − ν0 < pi et le vecteur eﬃcacité est monotone sur [ν0, νf ]. Les impulsions ne peuvent donc avoir
lieu qu'aux deux bouts de l'intervalle et vériﬁent :[ − sin (ν0) − sin (νf )
cos (ν0) cos (νf )
] [
∆V1
∆V2
]
= z. (5.74)
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Le déterminant de la matrice de gauche est sin(νf − ν0). Cette quantité est non nulle puisque
0 < νf − ν0 < pi. Le système précédent est donc inversible et :[
∆V1
∆V2
]
=
[
cos (νf ) sin (νf )
− cos (ν0) − sin (ν0)
]
z
sin(νf − ν0) , (5.75)
ce qui est équivalent à : [
∆V1
∆V2
]
=
1
sin(νf − ν0)
[
cos (νf − νz)
− cos (ν0 − νz)
]
. (5.76)
D'autre part, le signe d'une impulsion est toujours opposé à celui du vecteur eﬃcacité. Puisque
ce dernier est monotone et atteint une norme unitaire aux deux bouts, on a sgn(pλ(νf )) =
−sgn(pλ(νf )), donc sgn(∆V1) = −sgn(∆V2). Ceci est équivalent à sgn(cos(νf−νz)) = sgn(cos(ν0−
νz)). Étant donnée la taille de l'intervalle [ν0, νf ], cela correspond à ν∗ > νf .
Pour ce qui est des multiplicateurs de Lagrange, on a pλ(νf ) = −pλ(ν0) = sgn(∆V1) = εf . Il
vient donc que : [ − sin (ν0) cos (ν0)
− sin (νf ) cos (νf )
] [
λ1
λ2
]
= εf
[
1
−1
]
. (5.77)
Cette matrice est la transposée de celle rencontrée précédemment. Ce système est donc inversible
lui-aussi, d'où : [
λ1
λ2
]
=
εf
sin(νf − ν0)
[
cos (νf ) − cos (ν0)
sin (νf ) − sin (ν0)
] [
1
−1
]
. (5.78)
5.3.5 Exemples numériques
Les cas exposés ci-après permettent de visualiser les deux grands types de solutions optimales
pour une orbite de référence circulaire. Le premier exemple permet notamment de voir le cas de
ﬁgure d'une inﬁnité de possibilités pour les impulsions associées à un unique vecteur eﬃcacité
optimal.
Exemple 1
Dans cet exemple, l'orbite de référence est géostationnaire. Les éléments orbitaux ainsi que les
conditions du rendez-vous hors-plan sont indiqués par la Table 5.1.
a [km] e ν0 [rad] xT0 [m m/s] νf [rad] x
T
f [m m/s]
42241 0 0 [ 5000 −1 ] 5.0265 [ 20 −0.1 ]
Table 5.1  Paramètres du rendez-vous pour l'exemple 1.
La résolution des conditions d'optimalité donne le vecteur eﬃcacité représenté sur la Figure
5.7. Il possède une amplitude unitaire et sa norme atteint 1 en deux angles. Il existe une inﬁnité
de solutions optimales associées, puisque l'on peut répartir les impulsions entre ces deux anomalies
vraies pour un coût total de 1.0707 m/s. Le Tableau 5.2 propose les deux seules solutions optimales
en une unique impulsion non nulle. Les deux graphiques suivants sont des plans de phase, à savoir
qu'ils représentent la vitesse en fonction de la position. Le premier (Figure 5.8) correspond à la
solution 1 et le deuxième (Figure 5.9) à la solution 2. Dans les deux cas, l'état ﬁnal visé est atteint
et la consommation est la même.
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Figure 5.7  Tracé du vecteur eﬃcacité optimal.
ν [rad] Sol. 1 [m/s] Sol. 2 [m/s]
0.4423 1.0707 0
3.5839 0 −1.0707
Table 5.2  Solutions optimales en une impulsion.
Figure 5.8  Plan de phase pour la solution optimale 1.
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Figure 5.9  Plan de phase pour la solution optimale 2.
Exemple 2
Dans cet exemple, la trajectoire de référence est une orbite basse. Les éléments orbitaux ainsi
que les conditions du rendez-vous hors-plan sont indiqués par la Table 5.3.
a [km] e ν0 [rad] xT0 [m m/s] νf [rad] x
T
f [m m/s]
8059 0 0 [ −2000 −3 ] 2.5133 [ −10 −0.05 ]
Table 5.3  Paramètres du rendez-vous pour l'exemple 2.
La résolution des conditions d'optimalité aboutit à une unique possibilité pour la solution
optimale : des impulsions aux deux bouts, données dans le Tableau 5.4. Le vecteur eﬃcacité
correspondant est représenté sur la Figure 5.10 et le plan de phase sur la Figure 5.10. L'impulsion
initiale place le chasseur sur une trajectoire relative qui l'amène, au temps ﬁnal, à la position
requise. L'ultime impulsion sert alors à corriger la vitesse suivant la valeur demandée. On constate
bien que les impulsions sont de signe opposé au vecteur eﬃcacité.
ν [rad] ∆V [m/s]
0 0.5829
2.5133 −3.0313
3.6143
Table 5.4  Solution optimale.
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Figure 5.10  Tracé du vecteur eﬃcacité optimal.
Figure 5.11  Plan de phase pour la solution optimale.
5.4 Conclusion
Dans ce chapitre d'introduction sur le problème linéaire de rendez-vous en temps ﬁxé été
présentée la méthode indirecte de résolution, basée sur les notions de dualité. En eﬀet, la solution
optimale du problème dual est liée à celle du primal via le vecteur eﬃcacité, introduit à l'origine
dans le cadre d'une dynamique non linéaire par Lawden [75]. Les conditions d'optimalité déduites
par ce dernier sont nécessaires et suﬃsantes dans le cas linéaire. En ﬁn de chapitre, cette technique
est mise en pratique à des ﬁns illustratives pour résoudre analytiquement le problème classique
de consommation minimale des trajectoires relatives situées hors du plan d'une orbite képlerienne
circulaire. La généralisation au cas d'une excentricité non nulle est l'objet de la suite de cette
troisième partie et en constitue la contribution majeure.
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Chapitre 6
Résolution du problème de
rendez-vous hors-plan elliptique
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6.1 Introduction
Ce deuxième et dernier volet de la Partie III est consacré à la résolution du rendez-vous hors-
plan sous une dynamique linéarisée autour de la trajectoire d'une cible sur une orbite fermée non
circulaire. Cela correspond à une excentricité e comprise dans l'intervalle ]0, 1[. Dans le chapitre
précédent, on a présenté la méthode de résolution indirecte basée sur les conditions nécessaires
et suﬃsantes d'optimalité de Lawden, qui a déjà été utilisée pour trouver les solutions optimales
lorsque e = 0 et que l'on va appliquer une nouvelle fois. Ces résultats, jusqu'alors inédits, ont été
publiés dans [114], après parution dans une note interne au LAAS [115].
La Section 6.2 analyse la dynamique du vecteur eﬃcacité lorsque e ∈]0, 1[. Les solutions opti-
males sont détaillées dans la Section 6.3. Les démonstrations associées sont données en partie dans
la Section 6.4, le reste des preuves étant reporté dans l'Annexe D. Pour ﬁnir, la Section 6.5 illustre
ces résultats sur des exemples numériques.
6.2 Dynamique du vecteur eﬃcacité
La fonction pλ(ν) est clairement une fonction périodique de période 2pi. C'est un oscillateur
harmonique divisé par la fonction positive r(ν) = 1 + e cos(ν). On en déduit que son signe change
tous les pi. Sa dérivée est donnée par :
dpλ
dν
(ν) = −λ1(e+ cos(ν)) + λ2 sin(ν)
(1 + e cos(ν))2
. (6.1)
Comme 0 ≤ e < 1, on déduit que pλ(ν) atteint deux extrema globaux, de signe opposé, en νe1 et
νe2 sur la période de 2pi.
Soient νe1 et νe2 les dates des deux extrema de pλ sur une période donnée.∣∣∣∣pλ(νe2)pλ(νe1)
∣∣∣∣ = 2e cos(νe1) + 11− e2 − 1.
On en déduit :
|pλ(νe2)| < |pλ(νe1)| ⇔ cos(νe1) < −e. (6.2)
6.2.1 Multiplicateurs de Lagrange et extrema de pλ(ν)
Si pλ(ν) a un extremum pλ(νe) en νe alors il est possible de déduire de (5.49) et (6.1) que :
λ1 = −pλ(νe) sin(νe), λ2 = pλ(νe)(e+ cos(νe)). (6.3)
Un vecteur eﬃcacité candidat à l'optimalité peut alors être réécrit comme suit :
pλ(ν) = pλ(νe)
cos(ν − νe) + e cos(ν)
1 + e cos(ν)
. (6.4)
6.2.2 Rapport des extrema
A partir de (6.3), il vient :
|pλ(νe2)|
|pλ(νe1)|
sin(νe2) = − sin(νe1), (6.5)
|pλ(νe2)|
|pλ(νe1)|
(e+ cos(νe2)) = −(e+ cos(νe1)). (6.6)
En combinant les équations (6.5) et (6.6), une équation polynômiale du second ordre est obtenue.
Le rapport des valeurs absolues du vecteur eﬃcacité, évalué en ses extrema est une solution de :
X2 − 2e(e+ cos(νe1))
1− e2 X −
1 + 2e cos(νe1) + e
2
1− e2 = 0. (6.7)
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Seule la solution positive des deux racines {−1; 1+2e cos(νe1 )+e21−e2 } correspond au rapport des valeurs
absolues. Ainsi :
|pλ(νe2)|
|pλ(νe1)|
=
1 + 2e cos(νe1) + e
2
1− e2 , (6.8)
que l'on peut ré-arranger comme :
|pλ(νe2)|
|pλ(νe1)|
− 1 = 2ee+ cos(νe1)
1− e2 . (6.9)
Il est important, pour la suite, de noter que |pλ(νe1)| 6= 0 sinon pλ(ν) ≡ 0, du fait de (6.3).
A partir de (6.9), l'extremum de norme maximale est caractérisé par cos(νe) ≤ −e alors que
l'extremum de norme minimale est tel que cos(νe) ≥ −e. Ainsi, si l'on suppose que l'extremum
de norme maximale est donné par νe2 alors νe1 est l'extremum de norme minimale et il peut être
déduit de (6.9) que :
|pλ(νe2)|
|pλ(νe1)|
− 1 = 2ee+ cos(νe1)
1− e2 ≥ 0. (6.10)
Ainsi, on obtient que cos(νe1) ≥ −e pour l'extremum de norme minimale. La condition pour
l'extremum de norme maximale est obtenue de la même façon en supposant que νe2 est l'extremum
de norme minimale. Quand |pλ(νe1)| = 1, il vient que :
|pλ(νe2)| =
1 + 2e cos(νe1) + e
2
1− e2 . (6.11)
Alors, |pλ(νe2)| > 1 si et seulement si cos(νe1) > −e.
6.2.3 Extrema et multiplicateurs de Lagrange
Pour λ ∈ R2 donné tel que λ2 6= 0, l'anomalie vraie de l'extremum est déﬁnie par l'équation :
sin(νe)
e+ cos(νe)
= −λ1
λ2
. (6.12)
En déﬁnissant Y = cos(νe) et Q =
λ1
λ2
, il s'ensuit, avec (6.12) au carré que :
(1 +Q2)Y 2 + 2eQ2Y + e2Q2 − 1 = 0. (6.13)
Les racines de (6.13) sont :
±√1 +Q2(1− e2)− eQ2
1 +Q2
.
Ainsi :
cos(νe) =
±
√
1+Q2(1−e2)−eQ2
1+Q2 et sin(νe) = −Q
±
√
1+Q2(1−e2)+e
1+Q2 .
(6.14)
En gardant à l'esprit les restrictions sur les extrema de norme maximale et minimale, le vecteur
eﬃcacité en ses extrema peut être exprimé en fonction de λ. En insérant les expressions cos(νe) et
sin(νe) prises de (6.14) dans (5.49), l'expression suivante est obtenue en notant que λ1 = Qλ2 :
pλ(νe) =
±λ2(1 +Q2)
√
1 +Q2(1− e2)
1 + (1− e2)Q2 ± e√1 +Q2(1− e2) . (6.15)
Par complétion des carrés :
1 + (1− e2)Q2 + e√1 +Q2(1− e2) = √1 +Q2(1− e2)(√1 +Q2(1− e2) + e),
1 + (1− e2)Q2 − e√1 +Q2(1− e2) = √1 +Q2(1− e2)(√1 +Q2(1− e2)− e),
et en prenant la valeur absolue de (6.15), les expressions suivantes sont obtenues :
max
ν∈R
|pλ(ν)| = |λ2|(1 +Q
2)√
1 +Q2(1− e2)− e , minν∈R |pλ(ν)| =
|λ2|(1 +Q2)√
1 +Q2(1− e2) + e . (6.16)
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6.3 Solutions optimales en consommation
La méthode mise en ÷uvre aﬁn de dériver la solution analytique de ce problème consiste princi-
palement à exploiter les diﬀérentes caractéristiques du vecteur eﬃcacité à l'optimalité et à discuter
les diﬀérentes conﬁgurations possibles pour l'optimalité. La solution est fortement dépendante de
la durée ﬁxée pour le rendez-vous dν = νf − ν0, des anomalies initiale ν0 et ﬁnale νf et du vecteur
de conditions aux limites z.
 Quand la durée du rendez-vous est plus longue qu'une période (i.e. quand dν ≥ 2pi), le vecteur
eﬃcacité pλ(ν) atteint nécessairement ses extrema. Alors, il n'existe que deux possibilités
pour pλ(ν) pour être optimal, puisqu'il doit vériﬁer (5.52) : un extremum a une norme égale
à 1 et l'autre a une norme strictement inférieure à 1 (une impulsion, au plus, par 2pi), ou les
deux extrema de pλ(ν) ont une norme égale à 1 (deux impulsions, au plus, par 2pi).
 Quand la durée du rendez-vous est plus courte qu'une période (i.e. quand dν < 2pi), cette
dépendance peut être complexe puisqu'un extremum peut correspondre à un point frontière.
Dans la suite, les diﬀérentes solutions et leurs conditions associées sont présentées le plus syn-
thétiquement possible sous forme de propositions. Pour chaque type de solutions optimales, les
conditions associées s'appliquant à dν , ν0, νf et z sont données. Les multiplicateurs de Lagrange et
le vecteur eﬃcacité optimaux sont également présentés. Les développements analytiques permet-
tant la déduction de tels résultats sont exposés dans la Section 6.4 et l'Annexe D. Nous utiliserons
les notations suivantes dans la suite de ce chapitre :
ν± = min{ν ≥ ν0 / cos(ν) = −e, sin(ν) = ±
√
1− e2}. (6.17)
La notation ν± déﬁnit deux localisations diﬀérentes ν+ et ν− appartenant à l'intervalle [ν0, ν0+2pi)
et vériﬁant |pλ(ν±)| = 1 et dpλ(ν±)
dν
= 0. Elles sont caractérisées par un cosinus identique et par
un sinus respectivement positif et négatif, i.e. cos(ν+) = cos(ν−) = −e, sin(ν+) =
√
1− e2 et
sin(ν−) = −
√
1− e2. D'autre part,
ε1 = sgn(z1), ε2 = sgn(z2),
ε0 = sgn(cos(ν0)z1 + sin(ν0)z2), (6.18)
εf = sgn(cos(νf )z1 + sin(νf )z2).
Du fait de (6.17), quand dν < pi, la condition (ν−, ν+) ∈ [ν0, νf ]2 est équivalente à :
sin(ν0) ≥
√
1− e2 et sin(νf ) ≤ −
√
1− e2. (6.19)
Quand pi ≤ dν < 2pi, la condition (ν−, ν+) ∈ [ν0, νf ]2 est équivalente à :
sin(ν0) ≥
√
1− e2,
ou
sin(ν0) ≤ −
√
1− e2 et sin(νf ) ≤ −
√
1− e2,
ou
| sin(ν0)| <
√
1− e2 et (e+ cos(ν0))(e+ cos(νf )) > 0.
(6.20)
6.3.1 Solutions optimales à deux impulsions intérieures
Dans cette section, le cas des solutions optimales à deux impulsions intérieures par période est
étudié. Indépendamment de la durée du rendez-vous, le vecteur eﬃcacité optimal atteindra ses
deux extrema, et ces deux extrema ont une norme unitaire.
Proposition 16. Une solution optimale pour le problème du rendez-vous impulsionnel hors-plan
linéarisé est une trajectoire à 2 impulsions déﬁnies par les localisations optimales ν± et les direc-
tions optimales de poussée données par :
∆V (ν±) =
√
1− e2
2e
(∓ez1 −
√
1− e2z2), (6.21)
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si les conditions suivantes sont vériﬁées :
e‖z‖ > |z2| et dν ≥ 2pi, (6.22)
ou
e‖z‖ > |z2| et dν < pi et sin(ν0) ≥
√
1− e2 et sin(νf ) ≤ −
√
1− e2. (6.23)
ou
e‖z‖ > |z2| et pi ≤ dν < 2pi,
et
sin(ν0) ≥
√
1− e2,
ou
sin(ν0) ≤ −
√
1− e2 et sin(νf ) ≤ −
√
1− e2,
ou
| sin(ν0)| <
√
1− e2 et (e+ cos(ν0))(e+ cos(νf )) > 0.
(6.24)
Les multiplicateurs de Lagrange et le vecteur eﬃcacité optimaux sont :
λ1 = −ε1
√
1− e2, λ2 = 0, pλ(ν) = ε1
√
1− e2 sin(ν)
1 + e cos(ν)
. (6.25)
Remarque 14. Comme il est indiqué dans la preuve de la Proposition 16, donnée dans la section
suivante, quand dν ≥ 2pi, la solution optimale peut être étalée sur N∗ = N−+N+ poussées vériﬁant
les conditions (6.86) et (6.87), en fonction de la durée du rendez-vous.
6.3.2 Solutions optimales à une impulsion intérieure
Nous considérons maintenant le cas des solutions optimales formées d'une seule impulsion in-
térieure sans impulsion sur la frontière. Dans ce cas, deux conﬁgurations géométriques du vecteur
eﬃcacité peuvent se produire. Quand le rendez-vous dure plus d'une période (dν ≥ 2pi), le vec-
teur eﬃcacité optimal associé atteint necessairement un extremum de norme unitaire tandis que
l'autre extremum a une norme strictement inférieure à 1. Quand le rendez-vous dure moins d'une
période (dν < 2pi), il n'existe pas de condition sur la norme de l'autre extremum et des conditions
supplémentaires seront nécessaires aﬁn d'imposer |pλ(ν)| ≤ 1, ν ∈ [ν0, νf ].
Proposition 17. Si cos(ν0)z1 + sin(ν0)z2 6= 0 et cos(νf )z1 + sin(νf )z2 6= 0, une solution optimale
pour le problème du rendez-vous impulsionnel hors-plan linéarisé est une trajectoire à 1 impulsion
déﬁnie par les localisations optimales νi[ :
cos(νi[) = −ε[ z2‖z‖ , sin(νi[) = ε[
z1
‖z‖ , (6.26)
et les poussées optimales sont déﬁnies par :
∆V (νi[) = −ε[‖z‖+ ez2, (6.27)
avec [ = 0, si les conditions suivantes sont vériﬁées :
dν < 2pi et e‖z‖ ≤ ε0u2 et εf = −ε0, (6.28)
ou
dν < 2pi et e‖z‖ > ε0u2 et εf = −ε0,
et
‖z‖+ (2e‖z‖ − ε0z2) cos(ν0) + ε0z1 sin(ν0) > 0,
et
ε0(e+ cos(ν0))z1 + (ε0z2 − e‖z‖) sin(ν0) > 0,
et
‖z‖+ (2e‖z‖ − ε0z2) cos(νf ) + ε0z1 sin(νf ) > 0,
et
ε0(e+ cos(νf ))z1 + (ε0z2 − e‖z‖) sin(νf ) < 0
(6.29)
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avec [ = 2, si les conditions suivantes sont vériﬁées :
dν ≥ 2pi et |z2| > e‖z‖, (6.30)
ou
pi ≤ dν < 2pi et e‖z‖ ≤ |z2| et εf = ε0, (6.31)
ou
pi ≤ dν < 2pi et e‖z‖ > |z2| et εf = ε0,
et
‖z‖+ (2e‖z‖ − ε2z2) cos(ν0) + ε2z1 sin(ν0) > 0,
et
ε2z1(e+ cos(ν0))− (e‖z‖ − ε2z2) sin(ν0) > 0,
et
‖z‖+ (2e‖z‖ − ε2z2) cos(νf ) + ε2z1 sin(νf ) > 0,
et
−ε2z1(e+ cos(νf )) + (e‖z‖ − ε2z2) sin(νf ) > 0.
(6.32)
Les multiplicateurs de Lagrange et le vecteur eﬃcacité optimaux sont :
λ1 = − z1‖z‖ , λ2 = ε[e−
z2
‖z‖ , pλ(ν) =
z1 sin(ν) + (ε[e‖z‖ − u2) cos(ν)
(1 + e cos(ν))‖z‖ . (6.33)
Remarque 15. Comme il est indiqué dans la preuve de la Proposition 17, donnée dans la section
suivante, quand dν ≥ 2pi, l'impulsion optimale peut être subdivisées en N∗ en νi[ mod 2pi en
fonction de la durée du rendez-vous.
Quand le vecteur eﬃcacité a un extremum de norme unitaire en ν0 (respectivement en νf ),
nous obtenons un cas particulier de la proposition 17. Les résultats deviennent alors les suivants.
Corollaire 4. Quand cos(ν0)z1 + sin(ν0)z2 = 0 ou cos(νf )z1 + sin(νf )z2 = 0, la solution optimale
devient une solution impulsionnelle à la frontière, pour laquelle il peut exister une inﬁnité de
multiplicateurs de Lagrange optimaux. Sans perte de généralité, le vecteur eﬃcacité peut être choisi
comme dans (6.33) où ε[ = −sgn(− sin(ν[)z1 + cos(ν[)z2) et [ = 0 ou [ = f .
1. Si cos(ν0)z1 + sin(ν0)z2 = 0, alors la solution optimale est une solution optimale initiale et
la poussée optimale associée est donnée par :
∆V (ν0) = (− sin(ν0)z1 + cos(ν0)z2)(1 + e cos(ν0)).
2. Si cos(νf )z1 + sin(νf )z2 = 0, alors la solution optimale est une solution optimale ﬁnale et la
poussée optimale associée est donnée par :
∆V (νf ) = (− sin(νf )z1 + cos(νf )z2)(1 + e cos(νf )).
6.3.3 Solutions optimales à une impulsion intérieure et une impulsion
initiale (ou ﬁnale)
Nous nous concentrons maintenant sur les solutions optimales constituées par une impulsion
intérieure et au moins une impulsion (initiale ou ﬁnale) à la frontière. Dans ce cas, un extremum
du vecteur eﬃcacité conduit à une norme égale à 1 tandis que l'autre conduit à une norme du
vecteur eﬃcacité supérieure à 1. Aﬁn d'être le plus concis possible dans l'expression des solutions
optimales, nous déﬁnissons les notations suivantes :
ν+i0 = ν0 + arccos(−1− 2e cos(ν0)), (6.34)
ν−if = νf − arccos(−1− 2e cos(νf )), (6.35)
νˆ+i0 = ν0 + 2pi − arccos(−1− 2e cos(ν0)), (6.36)
νˆ−if = νf − 2pi + arccos(−1− 2e cos(νf )), (6.37)
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et
g+(ν0) = e sin(ν0) +
√
−e cos(ν0)(1 + 2e cos(ν0)), (6.38)
g−(νf ) = −e sin(νf ) +
√
−e cos(νf )(1 + 2e cos(νf )). (6.39)
La variable νi0 représente l'anomalie d'un extremum sur [ν0, νf ] et ε la direction de l'impulsion
localisée en νi0 :
ε =
∆V (νi0)
|∆V (νi0)|
. (6.40)
Si la norme du vecteur eﬃcacité atteint 1 en n'importe quelle autre anomalie dans l'intervalle
[ν0, νf ], cela ne peut être qu'en ν0 ou νf et les directions des poussées optimales en ces localisations
sont nécessairement dans le sens opposé de celui de l'impulsion intérieure :
∆V (ν0)
|∆V (ν0)| =
∆V (νf )
|∆V (νf )| = −ε. (6.41)
En utilisant le fait que le vecteur eﬃcacité admet une tangente horizontale en νi0 , on montre que
les multiplicateurs de Lagrange sont obtenus de manière unique :
λ1 = ε sin(νi0), λ2 = −ε(e+ cos(νi0)), (6.42)
et le vecteur eﬃcacité est alors calculé comme :
pλ(ν) = −εcos(ν − νi0) + e cos(ν)
1 + e cos(ν)
. (6.43)
Du fait que les cas où les solutions optimales sont composées d'une impulsion intérieure et d'une
impulsion de bord ﬁnale ou initiale sont très similaires, seule la dérivation des conditions pour les
solutions optimales composées d'une impulsion intérieure et d'une impulsion initiale est détaillée
dans cette section.
Il est donc nécessaire de déterminer la localisation optimale de l'impulsion intérieure. En utili-
sant la déﬁnition (6.43) du vecteur eﬃcacité, supposer une impulsion en ν0 conduit à :
1 + 2e cos(ν0) + cos(νi0 − ν0) = 0. (6.44)
Cette équation a une solution νi0 dans ]ν0, ν0 + 2pi] si et seulement si :
cos(ν0) ≤ 0. (6.45)
Si cette condition est satisfaite, les solutions sont :
{ν0 + arccos(−(1 + 2e cos(ν0)); ν0 + 2pi − arccos(−(1 + 2e cos(ν0))}. (6.46)
Si νf − ν0 < pi, alors (6.44) a une unique solution dans [ν0, ν0 + pi], et a une solution dans [ν0, νf ]
si et seulement si la condition (6.47) est satisfaite :
1 + 2e cos(ν0) + cos(νf − ν0) ≤ 0. (6.47)
Sinon, quand νf −ν0 ≥ pi, alors l'équation (6.44) a une unique solution dans [ν0, νf ] si et seulement
si :
1 + 2e cos(ν0) + cos(νf − ν0) < 0, (6.48)
et deux solutions si la condition (6.48) n'est pas satisfaite. Dans la suite, deux cas sont analysés :
νi0 = ν0 + arccos(−(1 + 2e cos(ν0))) et νi0 = ν0 + 2pi − arccos(−(1 + 2e cos(ν0))).
Aﬁn de rendre les résultats plus clairs au lecteur, il est important d'insister sur la notation
particulière : + est associé avec # = 0 (impulsion initiale) tandis que − est associé avec # = f
(impulsion ﬁnale) comme les notations (6.34)-(6.37) l'indiquent.
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Cas I
Dans le cas où νi0 = ν0 +arccos(−(1+2e cos(ν0))), les résultats sont résumés par la Proposition
18.
Proposition 18. Une solution optimale pour le problème du rendez-vous impulsionnel hors-plan
linéarisé est une trajectoire à 2 impulsions, déﬁnie par les localisations optimales (ν], ν
±
i] ) et les
poussées optimales associées :
∆V (ν]) = (1 + e cos(ν]))
cos(ν±i] )z1 + sin(ν
±
i] )z2
sin(ν±i] − ν])
,
∆V (ν±i] ) = −(1 + e cos(ν±i] ))
cos(ν])z1 + sin(ν])z2
sin(ν±i] − ν])
.
(6.49)
si les conditions :
] = 0 et dν < pi et sin(ν0) <
√
1− e2 et 1 + 2e cos(ν0) + cos(νf − ν0) ≤ 0,
et  ε0 = εf ,ou
ε0 = −εf et ‖z‖+ (2e‖z‖ − ε0z2) cos(ν0) + ε0z1 sin(ν0) ≤ 0,
(6.50)
ou
] = f et dν < pi et sin(νf ) > −
√
1− e2 et 1 + 2e cos(νf ) + cos(νf − ν0) ≤ 0,
et  ε0 = εf ,ou
ε0 = −εf et ‖z‖+ (2e‖z‖ − ε0z2) cos(ν0) + ε0z1 sin(ν0) ≤ 0,
(6.51)
ou
] = 0 et pi ≤ dν < 2pi et sin(ν0) <
√
1− e2 et cos(ν0) ≤ 0,
et
1− cos(νf − ν0) + 2 sin(νf − ν0)g−(ν0) ≥ 0,
et
‖z‖+ (2e‖z‖ − ε0z2) cos(ν0) + ε0z1 sin(ν0) ≤ 0,
et
sin(νf − ν0) + e(sin(νf )− sin(ν0)) + 2(cos(νf − ν0) + e cos(ν0))g−(ν0) ≤ 0,
(6.52)
ou
] = f et pi ≤ dν < 2pi et sin(νf ) > −
√
1− e2 et cos(νf ) ≤ 0,
et
1− cos(νf − ν0) + 2 sin(νf − ν0)g+(νf ) ≥ 0,
et ‖z‖+ (2e‖z‖+ εfz2) cos(νf )− εfz1 sin(νf ) ≤ 0,et
sin(νf − ν0) + e(sin(νf )− sin(ν0)) + 2(cos(νf − ν0) + e cos(νf ))g+(νf ) ≥ 0,
(6.53)
sont vériﬁées. Les multiplicateurs de Lagrange optimaux sont donnés par :
λ1 = ε]
(
± sin(ν])(1 + 2e cos(ν])− 2 cos(ν])
√−e cos(ν])(1 + e cos(ν]))) ,
λ2 = ε]
(
±e∓ cos(ν])(1 + e cos(ν])− 2 sin(ν])
√−e cos(ν])(1 + 2e cos(ν]))) , (6.54)
alors que le vecteur eﬃcacité optimal est :
pλ(ν) = pλ(ν
±
i] )
cos(ν − ν±i] ) + e cos(ν)
1 + e cos(ν)
. (6.55)
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Cas II
Dans le cas où νi0 = ν0 + 2pi − arccos(−(1 + 2e cos(ν0))), les résultats sont résumés par la
Proposition 19.
Proposition 19. Une solution optimale pour le problème du rendez-vous impulsionnel hors-plan
linéarisé est une trajectoire à 2 impulsions, déﬁnie par les localisations optimales (ν], νˆ
±
i] ) et les
poussées optimales associées par (6.49), si les conditions :
] = 0 et pi ≤ dν < 2pi et sin(ν0) < −
√
1− e2 et cos(ν0) ≤ 0,
et
1− cos(νf − ν0)− 2 sin(νf − ν0)g+(ν0) ≥ 0,
et
1 + 2e cos(ν0) + cos(νf − ν0) ≥ 0,
et
‖z‖+ (2e‖z‖+ ε0z2) cos(ν0)− ε0z1 sin(ν0) ≤ 0,
et
− sin(νf − ν0)− e(sin(νf )− sin(ν0)) + 2(cos(νf − ν0) + e cos(ν0))g+(ν0) ≥ 0,
(6.56)
ou
] = f et pi ≤ dν < 2pi et sin(νf ) >
√
1− e2 et cos(νf ) ≤ 0,
et
1− cos(νf − ν0)− 2 sin(νf − ν0)g−(νf ) ≥ 0,
et
1 + 2e cos(νf ) + cos(νf − ν0) ≥ 0,
et
‖z‖+ (2e‖z‖ − εfz2) cos(νf ) + εfz1 sin(νf ) ≤ 0,
et
− sin(νf − ν0)− e(sin(νf )− sin(ν0)) + 2(cos(νf − ν0) + e cos(νf ))g−(νf ) ≥ 0,
(6.57)
sont vériﬁées. Les multiplicateurs de Lagrange optimaux sont donnés par :
λ1 = ε]
(
∓ sin(ν])(1 + 2e cos(ν]))− 2 cos(ν])
√−e cos(ν])(1 + e cos(ν]))) ,
λ2 = ε]
(
∓e± cos(ν])(1 + e cos(ν]))− 2 sin(ν])
√−e cos(ν])(1 + 2e cos(ν]))) , (6.58)
alors que le vecteur eﬃcacité optimal est déﬁni par :
pλ(ν) = pλ(νˆ
±
i] )
cos(ν − νˆ±i] ) + e cos(ν)
1 + e cos(ν)
. (6.59)
6.3.4 Solutions optimales aux bords
Dans cette section, le cas des solutions optimales sans impulsion intérieure est analysé. Ce cas
est possible seulement si νf − ν0 < 2pi et la norme du vecteur eﬃcacité vaut 1 seulement en ν0
and νf . L'équation déﬁnissant la fonction objectif, donnée par la condition CNS 2 conduit à faire
la diﬀérence entre deux cas : νf − ν0 6= pi et νf − ν0 = pi.
Cas I : νf − ν0 6= pi
Proposition 20. Une solution optimale pour le problème du rendez-vous impulsionnel hors-plan
linéarisé est une trajectoire à 2 impulsions, déﬁnie par les localisations optimales (ν0, νf ) et les
poussées optimales associées :
∆V (ν0) = (1 + e cos(ν0))
cos(νf )z1 + sin(νf )z2
sin(νf − ν0) ,
∆V (νf ) = −(1 + e cos(νf ))cos(ν0)z1 + sin(ν0)z2
sin(νf − ν0) ,
(6.60)
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si les conditions
dν < pi et ((sin(ν0) <
√
1− e2) ou (sin(νf ) > −
√
1− e2)),
et 
ε0 = εf ,
et
1 + 2e cos(νf ) + cos(νf − ν0) ≥ 0,
et
1 + 2e cos(ν0) + cos(νf − ν0) ≥ 0,
et
cos(νf )z1 + sin(νf )z2 6= 0,
et
cos(ν0)z1 + sin(ν0)z2 6= 0,
(6.61)
sont vériﬁées. Les multiplicateurs de Lagrange optimaux sont donnés par :
λ1 = −ε0 cos(νf ) + cos(ν0) + 2e cos(ν0) cos(νf )
sin(νf − ν0) ,
λ2 = −ε0 sin(νf ) + sin(ν0) + e sin(νf + ν0)
sin(νf − ν0) ,
(6.62)
alors que le vecteur eﬃcacité optimal est déﬁni par :
pλ(ν) = ε0
(1 + e cos(νf )) sin(ν − ν0)
sin(νf − ν0)(1 + e cos(ν)) − ε0
sin(νf − ν)(1 + e cos(ν0)
sin(νf − ν0)(1 + e cos(ν)) , (6.63)
ou les conditions suivantes :
pi < dν < 2pi et ε0 = −εf ,
et
cos(νf )z1 + sin(νf )z2 6= 0 et cos(ν0)z1 + sin(ν0)z2 6= 0,
et
|λ2|(1 +Q2)√
1 +Q2(1− e2) + e < 1,
(6.64)
sont vériﬁées. Les multiplicateurs de Lagrange optimaux sont donnés par :
λ1 = εf
cos(νf )− cos(ν0)
sin(νf − ν0) , λ2 = εf
(
sin(νf )− sin(ν0)
sin(νf − ν0) + e
)
, (6.65)
alors que le vecteur eﬃcacité optimal est déﬁni par :
pλ(ν) = −εf sin(ν − ν0) + sin(νf − ν) + e cos(ν0)
sin(νf − ν0)(1 + e cos(ν)) , (6.66)
ou les conditions suivantes :
pi < dν < 2pi et ε0 = εf ,
et
1 + 2e cos(νf ) + cos(νf − ν0) ≤ 0,
et
1 + 2e cos(ν0) + cos(νf − ν0) ≤ 0,
et
cos(νf )z1 + sin(νf )z2 6= 0 et cos(ν0)z1 + sin(ν0)z2 6= 0,
et | sin(ν0)| <
√
1− e2 et (e+ cos(ν0))(e+ cos(νf )) < 0,
ou
sin(ν0) < −
√
1− e2 et sin(νf ) > −
√
1− e2,
(6.67)
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sont vériﬁées avec les multiplicateurs de Lagrange optimaux donnés par :
λ1 = ε0
cos(νf ) + cos(ν0) + 2e cos(ν0) cos(νf )
sin(νf − ν0) ,
λ2 = ε0
sin(νf ) + sin(ν0) + e sin(νf + ν0)
sin(νf − ν0) ,
(6.68)
alors que le vecteur eﬃcacité optimal est donné par :
pλ(ν) = −ε0 (1 + e cos(νf )) sin(ν − ν0)
sin(νf − ν0)(1 + e cos(ν)) + ε0
sin(νf − ν)(1 + e cos(ν0)
sin(νf − ν0)(1 + e cos(ν)) . (6.69)
Cas II : νf − ν0 = pi
Corollaire 5. Quand dν = pi et ν0 = −pi2 + kpi, k ∈ Z, la solution optimale peut être concentrée
en une impulsion au bord ou répartie sur deux impulsions au bord. Dans ce cas, il peut exister une
inﬁnité de multiplicateurs de Lagrange optimaux (−ε1, λ2), |λ2| ≤ e, et les directions optimales et
amplitudes optimales de poussée sont caractérisées par :
∆V (ν0)
|∆V (ν0)| = ε1 et
∆V (νf )
|∆V (νf )| = −ε1. (6.70)
La consommation optimale devient : |∆V (ν0)|+ |∆V (νf )| = ‖z‖.
Résumé des solutions optimales et des conditions
Les solutions dérivées dans les sections précédentes sont assez complexes du fait de la com-
binatoire à prendre en compte. Elles sont résumées dans les deux Tables 6.1 et 6.2. La première
récapitule les 8 solutions diﬀérentes et les conditions devant être vériﬁées par chaque type de so-
lutions optimales en fonction de la durée du rendez-vous alors que les ∆V optimaux associés et
leur localisation sont résumés dans la seconde table. Dans les tables, n.d. est la notation pour non
déﬁni.
En pratique, il faut utiliser ce résumé ainsi : à partir de la durée (mesurée de manière angulaire),
on identiﬁe le type de solution optimale à l'aide du Tableau 6.1. Ensuite, on se reporte au Tableau
6.2 pour calculer les angles correspondants aux dates de poussées ainsi que les impulsions associées.
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6.4 Preuves de l'optimalité dans le cas où νf − ν0 ≥ 2pi
Dans cette section, on prouve les résultats énoncés précédemment, lorsque νf − ν0 ≥ 2pi. Les
idées sont très similaires au cas circulaire (e = 0) pour νf − ν0 ≥ pi. Lorsque 0 < e < 1 et
νf − ν0 < 2pi, les démonstrations sont bien plus complexes et ont été reportées dans l'Annexe D,
dans un souci de concision et de clarté. La diﬃculté vient du fait que, lors d'un rendez-vous court,
selon la dynamique du vecteur eﬃcacité, il existe de nombreux conﬁgurations possibles pour une
solution optimale : impulsions internes uniquement, impulsions aux deux bouts seulement, ou bien
un mélange des deux. En conséquence, l'analyse des CNS de Lawden est plus délicate.
La déﬁnition de la dynamique relative hors-plan a permis de montrer que le vecteur eﬃcacité
est une fonction périodique, de période 2pi, admettant deux extrema de signes opposés par période.
Dans tous les cas, on a donc au plus deux impulsions par période.
6.4.1 Une impulsion par période
Supposons que la solution optimale du problème hors-plan est une solution à une impulsion
par période. On note νi0 ≥ ν0 la première date à laquelle le vecteur eﬃcacité atteint un de ses
extrema (de norme 1) :
νi0 = min{ν ∈ [ν0, νf ] : |pλ(ν)| = 1 et
dpλ
dν
(ν) = 0}.
Notons : N = max{i ∈ N : νi0 + 2ipi ≤ νf}+ 1. La solution optimale à une impulsion par période
admet donc au plus N impulsions et les dates possibles de ces impulsions sont :
νi = νi0 + 2(i− 1)pi, i = 1, . . . , N, (6.71)
Remarque 16. Sur l'intervalle [ν0, ν0 + 2pi[, le vecteur eﬃcacité admet nécessairement un se-
cond extremum à la date νe. La solution optimale étant supposée à une impulsion par période,
nécessairement : |pλ(νe)| < 1 = |pλ(νi0)|, d'où d'après (6.10) :
cos(νi0) < −e (6.72)
Pour déterminer complètement la solution à une impulsion par période, il faut déterminer νi0
ainsi que les directions et amplitudes des impulsions.
Les directions des impulsions sont données par la CNS 1. Sachant que νi = νi0 mod 2pi, de
façon équivalente, cette condition devient : pour tout i = 1, . . . , N ,
∆V (νi) = 0 ou sgn(∆V (νi)) = sgn(∆V (νi0)) = −pλ(νi0) (6.73)
Les impulsions ont donc toutes même direction. Notons ε = sgn(∆V (νi0)). La CNS 1 s'écrit alors :
sgn(∆V (νi)) = ε pour tout i = 1, . . . , N, (6.74)
et les impulsions sont donc de la forme :
∆V (νi) = ε|∆V (νi)| pour tout i = 1, . . . , N. (6.75)
En chaque impulsion, le fait qu'il y ait une tangente horizontale pour le vecteur eﬃcacité s'écrit :[
sin(νi0) − cos(νi0)
e+ cos(νi0) sin(νi0)
]
λ =
[
ερ(νi0)
0
]
.
Ce système étant toujours inversible, on obtient :
λ1 = ε sin(νi0), λ2 = −ε (e+ cos(νi0)) , (6.76)
et on en déduit l'expression du vecteur eﬃcacité :
pλ(ν) = −εcos(ν − νi0) + e cos(ν)
1 + e cos(ν)
.
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Considérons maintenant la CNS 2. En utilisant les relations (6.71) et (6.75), on a :
N∑
i=1
R(νi)
ρ(νi)
∆V (νi) = z ⇐⇒ εR(νi0)
ρ(νi0)
N∑
i=1
|∆V (νi)| = z
⇐⇒ R(νi0)
N∑
i=1
|∆V (νi)| = εu(1 + e cos(νi0))
En multipliant à gauche par la matrice inversible
[ − sin(νi0) cos(νi0)
cos(νi0) sin(νi0)
]
, la CNS 2 s'écrit de
façon équivalente :
N∑
i=1
|∆V (νi)| = ε (− sin(νi0)z1 + cos(νi0)z2) (1 + e cos(νi0))
cos(νi0)z1 + sin(νi0)z2 = 0
(6.77)
La seconde équation du système (6.77) nous donne ainsi une caractérisation de νi0 en fonction
de z comme unique solution du problème : cos(νi0)z1 + sin(νi0)z2 = 0,cos(νi0) < 0,
ν0 ≤ νi0 < ν0 + 2pi.
(6.78)
Il restera à vériﬁer que la solution obtenue vériﬁe bien : cos(νi0) < −e. Si la solution de (6.78)
obtenue ne vériﬁe pas cos(νi0) < −e, on en conclut qu'une solution avec une impulsion par période
n'est pas possible.
Revenons au système (6.77). Sachant que : 1 + e cos(νi0) ≥ 0, le système (6.77) conduit aux
relations suivantes :
ε = sgn (− sin(νi0)z1 + cos(νi0)z2) et cos(νi0)z1 + sin(νi0)z2 = 0.
Étant donné que cos(νi0) < −e < 0, il s'ensuit :
z1 = − sin(νi0)
cos(νi0)
z2, et ε = sgn
(
z2
cos(νi0)
)
= −sgn (z2) .
D'où l'équation suivante :
‖z‖ =
√
(z1)
2
+ (z2)
2
=
√(
sin(νi0)
cos(νi0)
z2
)2
+ (z2)
2
,
=
∣∣∣∣ z2cos(νi0)
∣∣∣∣ = ε z2cos(νi0) .
On en déduit alors :
z1 = −ε‖z‖ sin(νi0), z2 = ε‖z‖ cos(νi0), (6.79)
puis la consommation totale :
N∑
i=1
|∆V (νi)| = ‖z‖ (1 + e cos(νi0)) = ‖z‖ − e|z2| > 0. (6.80)
On retrouve cette expression en injectant les valeurs de λ et z données par les relations (6.76) et
(6.79) dans l'expression de la consommation.
Enﬁn, en reprenant les relations (6.79), on remarque que la condition cos(νi0) < −e peut être
reformulée en fonction de z de la façon suivante :
e‖z‖ < |z2|. (6.81)
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6.4.2 Deux impulsions par période
Examinons maintenant le cas d'une solution optimale du problème hors-plan à deux impulsions
par période. On note ν+ et ν− les dates des extrema du vecteur eﬃcacité sur l'intervalle [ν0, ν0+2pi[
vériﬁant :
|pλ(ν±)| = 1 et dpλ
dν
(ν±) = 0,
soit, d'après (6.10) :
cos(ν±) = −e et
{
sin(ν+) =
√
1− e2,
sin(ν−) = −
√
1− e2. (6.82)
Notons :
N+ = max{n ∈ N : ν+ + 2npi ≤ νf}+ 1,
N− = max{n ∈ N : ν− + 2npi ≤ νf}+ 1,
N = N+ +N−.
Toute solution optimale à deux impulsions par période admet donc au plus N impulsions aux
dates :
ν+i = ν+ + 2(i− 1)pi, pour i = 1, . . . , N+,
ν−i = ν− + 2(i− 1)pi, pour i = 1, . . . , N−.
Dans la suite, on notera : {νi : i = 1, . . . , N} = {ν+i : i = 1, . . . , N+} ∪ {ν−i : i = 1, . . . , N−}
l'ensemble des dates des impulsions possibles.
Avant de reprendre une à une les conditions d'optimalité, remarquons que la tangente horizon-
tale du vecteur eﬃcacité fournit un résultat préliminaire qui va simpliﬁer la suite des calculs. En
eﬀet, cette condition s'écrit ici :
(e+ cos(ν±))λ1 + sin(ν±)λ2 = 0 ⇐⇒
√
1− e2λ2 = 0
⇐⇒ λ2 = 0.
Les directions de poussée des impulsions sont caractérisées par la CNS 1. Connaissant la forme
des dates d'impulsions, les directions sgn(∆V (νi)) aux dates d'impulsions vériﬁent :
∆Vi = 0 ou sgn(∆V (νi)) =
{
sgn(∆V (ν+)) si νi ∈ {ν+i : i = 1, . . . , N+},
sgn(∆V (ν−)) si νi ∈ {ν−i : i = 1, . . . , N−}.
Posons : ε = sgn(∆V (ν−)) la direction des impulsions appliquées aux dates ν−i , i ∈ {1, . . . , N−}.
Du fait que λ2 = 0 et d'après la déﬁnition (6.82) des dates ν+ et ν−, la CNS 1 s'écrit :
sgn(∆V (ν−)) = −R(ν−)
Tλ
ρ(ν−)
= − λ1√
1− e2 ,
sgn(∆V (ν+)) = −R(ν+)
Tλ
ρ(ν+)
=
λ1√
1− e2 .
D'où : sgn(∆V (ν+)) = −sgn(∆V (ν−)) et λ1 = −sgn(∆V (ν−))
√
1− e2. D'où :
sgn(∆V (ν−)) = −sgn(∆V (ν+)) = ε, (6.83)
λ1 = −ε
√
1− e2 et λ2 = 0. (6.84)
On en déduit la forme du vecteur eﬃcacité :
pλ(ν) = ε
√
1− e2 sin(ν)
1 + e cos(ν)
,
ainsi que la direction des impulsions les unes par rapport aux autres :
∆V (νi) =
{ −ε∆V +i si νi ∈ {ν+i : i = 1, . . . , N+},
ε∆V −i si νi ∈ {ν−i : i = 1, . . . , N−},
(6.85)
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avec ∆V ±i ≥ 0. Examinons maintenant la CNS 2, qui s'écrit ici de la façon suivante :
N+∑
i=1
R(ν+i )
ρ(ν+i )
∆V (ν+i ) +
N−∑
i=1
R(ν−i )
ρ(ν−i )
∆V (ν−i ) = z,
soit : [ √
1− e2
e
] N+∑
i=1
∆V +i +
[ √
1− e2
−e
] N−∑
i=1
∆V −i = εz(1− e2)
Ceci peut se réécrire de façon équivalente sous la forme d'un système linéaire en la consommation
dont la matrice est inversible, et dont l'unique solution est :
N+∑
i=1
∆V +i = ε
√
1− e2
2e
(
ez1 +
√
1− e2z2
)
, (6.86)
N−∑
i=1
∆V −i = ε
√
1− e2
2e
(
ez1 −
√
1− e2z2
)
. (6.87)
Chacune de ces deux sommes est positive ou nulle, soit :
ε(ez1 +
√
1− e2z2) ≥ 0 et ε(ez1 −
√
1− e2z2) ≥ 0.
On en déduit d'une part :
ε = sgn(z1),
et d'autre part, que les quantités (ez1 +
√
1− e2z2) et (ez1−
√
1− e2z2) sont de même signe, soit :
(ez1 +
√
1− e2z2)(ez1 −
√
1− e2z2) ≥ 0,
ou de manière équivalente :
e‖z‖ ≥ |z2|. (6.88)
Remarquons que le cas e‖z‖ = |z2| correspond au cas où :
N+∑
i=1
∆V +i = 0 ou
N−∑
i=1
∆V −i = 0.
La consommation totale calculée à partir de (6.86) et (6.87) a pour expression :
N+∑
i=1
∆V +i +
N−∑
i=1
∆V −i = |z1|
√
1− e2. (6.89)
6.4.3 Résumé
En résumé, dans le cas où νf −ν0 ≥ 2pi, il existe deux types de solutions optimales du problème
hors-plan selon le signe de e‖z‖ − |z2| :
1. Si e‖z‖ < |z2| alors la solution optimale est une solution à une impulsion par période.
Dans ce cas, on déﬁnit :
 νi0 (unique) solution du système :
cos(νi0) = −
|z2|
‖z‖ , sin(νi0) = sgn(z2)
z1
‖z‖
ν0 ≤ νi0 < ν0 + 2pi
 N = max{i ∈ N : νi0 + 2ipi ≤ νf}+ 1 le nombre maximum d'impulsions possibles.
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 ε = −sgn(z2) la direction des impulsions. Remarquons que si z2 = 0, alors soit z1 = 0 et
le problème est trivialement résolu, soit cos(νi0) = 0, ce qui impliquerait qu'il n'existe pas
de solution optimale à une impulsion par période.
Les impulsions possibles sont espacées de 2pi et sont de même direction ε. Les dates des
impulsions sont : νk = νi0 + 2(k − 1)pi, k = 1, . . . , N . Les impulsions peuvent être réparties
arbitrairement selon les dates ν1, . . . , νN à condition de vériﬁer :
N∑
i=1
|∆Vi| = ‖z‖ − e|z2|.
De plus, le vecteur eﬃcacité est alors déﬁni par :
λ1 = − z1‖z‖ ,
λ2 = sgn(z2)
(
e− |z2|‖z‖
)
.
2. Si e‖z‖ ≥ |z2| alors la solution optimale est une solution à deux impulsions possibles par
période.
Dans ce cas, on déﬁnit :
 ν+ et ν− tels que :
cos(ν±) = −e et
{
sin(ν+) =
√
1− e2,
sin(ν−) = −
√
1− e2.
 ε = sgn(z1). Remarquons qu'ici nécessairement z1 6= 0. En eﬀet, si z1 = 0 alors la condition
e‖z‖ > |z2| devient : e > 1 ce qui est impossible.
 N− = max{n ∈ N : ν−+2npi ≤ νf}+1 le nombre maximum d'impulsions dans la direction
ε.
 N+ = max{n ∈ N : ν+ +2npi ≤ νf}+1 le nombre maximum d'impulsions dans la direction
−ε.
Toute solution optimale à deux impulsions par période admet donc au plus N− impulsions
dans la direction ε et au plus N+ impulsions dans la direction opposée. Les dates possibles
de ces impulsions sont :
ν+i = ν+ + 2(i− 1)pi, pour i = 1, . . . , N+,
ν−i = ν− + 2(i− 1)pi, pour i = 1, . . . , N−.
Les impulsions peuvent être réparties arbitrairement selon les dates ν+i et ν
−
i à condition de
vériﬁer :
N+∑
i=1
∆V +i = ε
√
1− e2
2e
(
ez1 +
√
1− e2z2
)
,
N−∑
i=1
∆V −i = ε
√
1− e2
2e
(
ez1 −
√
1− e2z2
)
.
Remarquons que dans le cas : e‖z‖ = |z2|, alors
N+∑
i=1
∆V +i = 0 ou
N−∑
i=1
∆V −i = 0.
Cela signiﬁe que les directions de poussée sont toutes choisies dans le même sens, réparties
respectivement selon les dates ν+i et ν
−
i . On retrouve ainsi la solution à une impulsion par
période du cas précédent. De plus, le vecteur eﬃcacité est alors déﬁni par :{
λ1 = −sgn(z1)
√
1− e2,
λ2 = 0.
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6.5 Exemples numériques
6.5.1 Exemple 1
Le premier exemple est fondé sur la mission PROBA-3 dont les objectifs principaux sont de
demontrer les capacités des technologies nécessaires au vol en formation de deux véhicules en
orbite elliptique [95]. Les éléments orbitaux ainsi que les conditions du rendez-vous hors-plan sont
indiqués par la Table 6.3.
a [km] e ν0 [rad] xT01 [m m/s] x
T
02 [m m/s] νf1 [rad] νf1 [rad] x
T
f [m m/s]
7039.887 0.80621 2.042 [ −5000 0.5 ] [ −5000 0 ] 3pi 4pi [ 20 0.2 ]
Table 6.3  Paramètres du Rendez-vous PROBA-3.
Cas 1 : x0 = x01 and νf = νf1
Le vecteur eﬃcacité optimal est représenté sur la Figure 6.1. Une solution optimale pour le
rendez-vous impulsionnel hors-plan est présentée par la Table 6.4.
Figure 6.1  Tracé du vecteur eﬃcacité optimal pour le cas 1 de PROBA-3.
ν [rad] ∆V [m/s]
2.5085 −0.34875
3.7747 0.1639
8.7917 −0.34875
0.8614
Table 6.4  Solution optimale pour le cas 1 de l'exemple PROBA-3.
La Figure 6.2 décrit la trajectoire hors-plan associée dans le plan de phase.
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Figure 6.2  Plan de phase pour la solution optimale du cas 1 de l'exemple PROBA-3.
Il est à noter que, puisque le vecteur eﬃcacité atteint trois tangentes horizontales, il est toujours
possible de choisir une solution optimale répartie sur le nombre maximal de man÷uvres impul-
sionnelles. Si l'on veut une solution optimale en un nombre minimal d'impulsions non nulles, il n'y
a que deux possibilités, données dans le Tableau 6.5
ν [rad] Sol. 1 [m/s] Sol. 2 [m/s]
2.5085 −0.6975 0
3.7747 0.1639 0.1639
8.7917 0 −0.6975
0.8614 0.8614
Table 6.5  Solution optimale pour le cas 1 de l'exemple PROBA-3.
Cas 2 : x0 = x02 et νf = νf2
Lorsque x0 = x02 and νf = νf2 , la durée du rendez-vous est toujours telle que dθ > 2pi mais
cette fois e|zf | < |zf2 |. Cela correspond au cas B2 dans la Table 6.1. Le vecteur eﬃcacité optimal
est représenté sur la Figure 6.3. Comme il atteint deux fois le même extremum, il existe une inﬁnité
de solutions optimales associées. On donne dans la Table 6.6 la solution en une unique impulsion
réalisée le plus tôt possible. Le plan de phase associé est donné par la Figure 6.4.
ν [rad] Sol. 1 [m/s]
2.777 −0.5322
Table 6.6  Solution optimale en un nombre minimal d'impulsion pour le cas 2 de PROBA-3.
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Figure 6.3  Vecteur eﬃcacité optimal pour le cas 2 de l'exemple PROBA-3.
Figure 6.4  Plan de phase pour la solution de la Table 6.6.
6.5.2 Exemple 2
On considère maintenant l'exemple numérique emprunté à la référence [130], pour lequel le
véhicule cible est sur une orbite de transfert géostationnaire (GTO). Il s'agit d'une orbite terrestre
fortement elliptique dont l'apogée est de 42164 km. Les caractéristiques du rendez-vous hors-plan
sont résumés par la Table 6.7.
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a [km] e ν0 [rad] xT0 [m m/s] νf1 [rad] νf2 [rad] x
T
f [m m/s]
24616 0.73074 0.1pi [ 10000 −3 ] 5.2 3 [ 0 0 ]
Table 6.7  Paramètres du rendez-vous de l'exemple extrait de [130].
Deux durées diﬀérentes de rendez-vous sont étudiées. Le premier cas est directement extrait
de la référence [130] avec pi < dν1 < 2pi alors que la durée du second rendez-vous a été raccourcie,
dν2 < pi, avec des conditions initiales et ﬁnales inchangées.
Cas 1 : νf = 5.2 rad.
Dans ce cas, la solution optimale est une trajectoire à 2 impulsions avec des périodes initiale
et ﬁnale de coasting. Ici, le coasting ﬁnal peut être considéré comme un coasting dégénéré puisque
le chasseur a déjà atteint sa destination ﬁnale après la seconde man÷uvre.
ν [rad] ∆V [m/s]
2.3902 3.1060
3.8930 −3.1668
6.2728
Table 6.8  Solution optimale pour l'exemple 2 et νf1 .
Figure 6.5  Trajectoire optimale dans le plan de phase pour l'exemple 2 et νf1 .
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Figure 6.6  Tracé du vecteur eﬃcacité optimal pour l'exemple 2 et νf1 .
Figure 6.7  Trajectoire en position et vitesse relatives pour l'exemple 2 et νf1 .
Cas 2 : νf = 3 rad.
La nature particulière de la solution optimale précédente est illustrée en considérant le cas
suivant pour lequel la durée du rendez-vous est raccourcie. Cette réduction résulte en une solution
optimale à 2 impulsions avec une période de coasting initiale et une impulsion ﬁnale, pour une
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augmentation de la consommation de presque 40 %.
ν [rad] ∆V [m/s]
1.8924 7.8311
3 −0.9261
8.7572
Table 6.9  Solution optimale pour l'exemple 2 et νf2 .
Figure 6.8  Trajectoire optimale dans le plan de phase pour l'exemple 2 et νf2 .
Figure 6.10  Trajectoires en position et vitesse relatives pour l'exemple 2 et νf2 .
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Figure 6.9  Tracé du vecteur eﬃcacité optimal pour l'exemple 2 et νf2 .
6.6 Conclusion
Ce chapitre expose la résolution inédite du problème de rendez-vous hors-plan en temps ﬁxé au
voisinage d'une orbite strictement elliptique. Les solutions, minimales en consommation de carbu-
rant, sont obtenues à l'aide de la méthode indirecte présentée dans le Chapitre 5. Plus précisément,
on résout de manière analytique les conditions nécessaires et suﬃsantes d'optimalité de Lawden.
Cela est rendu possible par le fait que le vecteur eﬃcacité est de dimension 1 et que l'on arrive à
analyser sa dynamique. En résumé, les solutions optimales associées sont classables en trois grands
types :
 impulsion(s) interne(s) uniquement ;
 une impulsion interne et une au bout (initial et/ou ﬁnal) ;
 impulsions aux deux bouts.
Dans la première conﬁguration, de manière similaire à ce que l'on peut observer dans le cas circu-
laire, il existe une inﬁnité de solutions optimales lorsque la durée du rendez-vous est relativement
longue. En eﬀet, le vecteur eﬃcacité est 2pi-périodique et il est donc possible de subdiviser les im-
pulsions. Ce phénomène est illustré sur certains des exemples numériques proposés, dont certains
sont inspirés de missions spatiales réelles.
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Conclusion
Dans cette partie, la solution optimale du problème de rendez-vous linéarisé hors-plan en temps
ﬁxé et consommation minimale a été présentée. La résolution est faite analytiquement et de manière
indirecte grâce aux conditions nécessaires et suﬃsantes d'optimalité, exprimées à l'aide du vecteur
eﬃcacité. Historiquement, celui-ci a été introduit par Lawden [75] dans un contexte de dynamique
orbitale non linéaire. Le cas linéarisé a été formalisé mathématiquement par Neustadt [83], puis
appliqué au cas d'une dynamique képlérienne par Prussing [97] et Carter [26]. En pratique, dans
cette étude, on se focalise sur la partie du mouvement située hors du plan de la trajectoire de
référence. A la ﬁn du Chapitre 5, dans le but d'illustrer la méthode de résolution indirecte, le cas
classique d'une orbite circulaire est traité. Celui d'une orbite elliptique d'excentricité non nulle,
bien plus complexe et jusqu'alors non résolu, est l'unique objet du Chapitre 6. Dans les deux cas de
ﬁgure, les résultats sont illustrés sur des exemples, dont certains sont inspirés de missions réelles.
Pour le problème de rendez-vous coplanaire, il apparait encore plus diﬃcile de résoudre analy-
tiquement les CNS d'optimalité. Il est d'ailleurs notable que pour cette partie de la dynamique,
contrairement au hors-plan, l'expression des conditions d'optimalité dépendent de la norme considé-
rée [83], car la dimension du vecteur vitesse n'est pas égale à 1. Dans le cas de la norme euclidienne,
certains auteurs [100, 25] ont néanmoins donné des résultats partiels dans le cas circulaire, pour
lequel le mouvement est cycloïdale. Parallèlement, il est toujours possible de tenter une résolution
numérique itérative à l'aide d'algorithmes dédiés [26, 12]. Une approche alternative, actuellement
étudiée au LAAS, consiste à résoudre numériquement le Problème 14 sans raisonner du tout sur
le problème de rendez-vous. Ce n'est que dans un second temps, une fois les multiplicateurs de
Lagrange optimaux calculés, que l'on déduit les impulsions optimales grâce aux conditions de
Lawden.
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Conclusion générale
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Cette thèse traite d'opérations de proximité en orbite, et plus précisément des man÷uvres,
optimales en consommation, d'évitement de collision et de rendez-vous. Les deux problématiques
concernent une paire d'objets spatiaux : un satellite opérationnel, actif, et un corps passif. Le
sujet de la collision en orbite, en particulier, est traité à deux niveaux : l'évaluation selon un
critère probabiliste du risque de collision associé à une rencontre et sa réduction par un plan de
man÷uvres propulsives.
Bilan
Le sujet de la Partie I est l'évaluation du risque de collision. Le premier chapitre présente les
formules classiques des deux quantités que sont la probabilité de collision en rapprochement rapide
[2] et la probabilité de collision instantanée [28]. Il s'agit d'intégrales d'une fonction gaussienne
sur une boule euclidienne, en dimension respectivement 2 et 3. Les méthodes de calcul de ces
grandeurs que l'on trouve dans la littérature du domaine spatial sont également présentées. Toutes
se basent sur des schémas numériques d'intégration, à l'exception de celle de Chan [27, 28] qui
se fonde sur une formule analytique, néanmoins issue d'une approximation. Le deuxième chapitre
fournit une nouvelle méthode de calcul basée quant à elle sur une expression analytique et exacte
de l'intégrale, sous la forme du produit d'un terme exponentiel avec une série convergente à termes
positifs. Elle est obtenue à l'aide de la transformée de Laplace et de la technique d'évaluation des
fonctions de la variable complexe dite de préconditionnement [43]. C'est d'ailleurs ce dernier point
qui la distingue des autres formules analytiques de la littérature du domaine des probabilités [59].
De plus, on propose dans ce document des garanties sur la précision du calcul de la probabilité de
collision, ainsi qu'un encadrement analytique de celle-ci. Ce dernier aspect constitue un outil très
rapide et eﬃcace d'estimation du risque.
La Partie II traite de l'évitement de collision à proprement parler, puisque l'objectif est de
concevoir une stratégie de poussée visant à réduire le risque de collision sous un seuil de tolérance
ﬁxé par l'opérateur. Un tel plan d'action n'est nécessaire que si l'évaluation de la probabilité de
collision sans man÷uvre excède cette valeur critique. Dans la formulation du problème, on dis-
tingue deux modèles de conjonction, à savoir les rencontres rapides [2] et les rencontres lentes [28].
Dans chaque cas, le problème appartient au domaine de l'optimisation sous contraintes probabi-
listes [96, 48] et la diﬃculté réside dans l'évaluation et la dérivation des probabilités de collision
en fonction des variables de commande. Dans le premier cas, en développant à l'ordre 0 ou 1 les
vecteurs aléatoires en fonction des variables de commande, on peut estimer la contrainte proba-
biliste en se ramenant à la formule classique de probabilité de collision en rapprochement rapide.
On propose également une autre méthode, cette fois sans aucune approximation. En eﬀet, l'hy-
pothèse de mouvement relatif rectiligne permet de formuler la condition de non collision à l'aide
d'une unique inégalité, et cette structure simple permet de traiter le problème indirectement par
l'approche dite des scénarios [22, 23]. Pour le deuxième cas, le cadre du rapprochement lent au-
torise une linéarisation de la dynamique orbitale au voisinage de la trajectoire de référence de
l'objet primaire. L'avantage est que la linéarité du système entraîne la conservation de la nature
gaussienne des incertitudes sur les positions et les vitesses au cours du temps. On sait donc éva-
luer eﬃcacement la probabilité de collision instantanée, que l'on contraint sur un échantillon de
dates pendant la rencontre. Deux méthodes de résolution sont proposées, toutes les deux basées
sur un recouvrement polyédral du domaine de collision conduisant à des contraintes convexes. La
première traite directement le problème en choisissant astucieusement des polyèdres cubiques ré-
sultant en une expression analytique et facilement diﬀérentiable des probabilités de collision. La
seconde, valable pour n'importe quel polyèdre, fait appel au principe de sélection du risque [19],
une relaxation supplémentaire qui permet au ﬁnal d'aboutir à un problème d'optimisation mixte
en variables binaires et continues.
Enﬁn, la Partie III est consacrée à l'optimisation en consommation de trajectoires en temps
ﬁxé à proximité d'une orbite képlérienne de référence. Bien qu'en marge de la problématique
d'évitement de collision, il s'agit toutefois d'un sujet d'intérêt pour les opérations de proximité,
par exemple la visite d'un débris ou le rendez-vous avec une station orbitale. Formellement, on
étudie le problème de commande optimale dit de rendez-vous qui consiste à faire passer la position
et la vitesse d'un chasseur actif d'un état initial vers un état ﬁnal donnés, relativement à une cible
passive qui peut être ﬁctive ou réelle. Ces travaux se focalisent sur la partie du mouvement située
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hors du plan orbital de référence. On commence par décrire de manière théorique la méthode
indirecte de résolution du problème de rendez-vous spatial [83, 26], qui s'appuie sur les propriétés
du vecteur eﬃcacité [75, 79], avant de la mettre en pratique sur le cas classique d'une orbite
circulaire i.e. d'excentricité nulle. La résolution du cas strictement elliptique, bien plus complexe
et inédite dans la littérature, est traitée dans le second chapitre de cette partie. Ces résultats sont
illustrés numériquement sur divers exemples incluant des cas réels de missions spatiales.
Perspectives
Concernant l'évaluation du risque de collision associé à une alerte, l'intérêt des opérateurs se
porte désormais de plus en plus sur les variations de la probabilité de collision en fonction des
paramètres caractérisant les incertitudes pour chaque objet, à savoir les espérances et écart-types
de leurs coordonnées. En eﬀet, ceux-ci sont parfois mal connus et il peut y avoir une sous-estimation
du risque lorsque le niveau d'incertitude est trop élevé (phénomène dit de dilution [8]). Plutôt que
d'eﬀectuer une étude numérique de cette sensibilité comme c'est actuellement le cas, l'idée serait
d'être plus rigoureux en essayant d'obtenir des expressions analytiques des dérivées partielles de
la probabilité de collision. Dans son livre [28], Chan a calculé analytiquement les variations du
premier terme de sa série, qui pour rappel n'est qu'une approximation de la véritable probabilité.
On pourrait faire une étude similaire de la formule exacte proposée dans la thèse.
Pour ce qui est des algorithmes d'évitement de collision, plusieurs perspectives sont envisa-
geables. Dans le cadre des rencontres rapides, l'approche par scénarios peut être étendue aux
objets non sphériques, par exemple de forme polygonale avec une application pour les structures
complexes comme les stations orbitales. L'essentiel est de pouvoir, pour une instance donnée des
vecteurs aléatoires, évaluer la condition de non-collision à l'aide d'un nombre ﬁni d'inégalités.
D'autre part, les méthodes proposées pour l'évitement de collision en rapprochement lent peuvent
être adaptées pour prendre en compte plus de deux objets. On peut ainsi imaginer des applications
pour le vol en formation. Une autre perspective de travail consiste à travailler sans relaxation sur
la géométrie de collision, ou bien avec des polyèdres autres que des cubes. Il existe par exemple
un code eﬃcace [44] pour calculer des intégrales gaussiennes sur des polyèdres quelconques, qui
pourrait être utilisé dans le cadre de l'approche directe pour un ensemble de collision non cubique.
Quant au problème de rendez-vous, la perspective majeure d'amélioration réside dans l'obten-
tion d'une forme analytique plus élégante des solutions optimales pour la partie hors-plan, par
exemple à l'aide de l'anomalie excentrique. De plus, il est envisagé de s'intéresser au problème de
rendez-vous hors-plan linéarisé au voisinage d'une orbite de référence non fermée, comme une para-
bole ou une hyperbole, pour laquelle l'excentricité est supérieure à 1 et la dynamique relative n'est
pas périodique. Concernant la partie coplanaire, une nouvelle méthode numérique est à l'étude au
LAAS. Elle consiste à résoudre dans un premier temps une série de relaxations du problème dans
l'espace des fonctions continues, avec une garantie de convergence vers la solution des contraintes
non relaxées. Le calcul de la solution optimale du rendez-vous n'intervient qu'ensuite. Pour cela,
on résout les conditions nécessaires et suﬃsantes de Lawden avec les multiplicateurs de Lagrange
obtenus précédemment de manière numérique.
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Annexe A
Lois de probabilités usuelles
157
Sauf précision contraire, l'ensemble des éléments présents dans cette annexe a été extrait de la
référence [53].
A.1 Lois normales
Loi unidimensionnelle
Déﬁnition 5. Soit U une variable aléatoire dans R de moyenne µ et d'écart-type σ. On dit que
U suit une loi normale (ou gaussienne) si et seulement si sa fonction de densité est la suivante :
R 7→ R+
x 7→ 1√
2piσ
exp
(
− (x− µ)
2
2σ2
)
.
(A.1)
Elle est donc complètement déterminée par ses deux premiers moments et l'on note N1(µ, σ) sa
distribution de probabilité.
Remarque 17. Variable gaussienne centrée réduite.
On appelle N1(0, 1) la loi gaussienne centrée réduite, puisque sa moyenne est nulle et son écart-type
unitaire. Sa fonction de répartition F est exprimable à l'aide de la fonction d'erreur de la manière
suivante :
F (x) =
1
2
(
1 + erf
(
x√
2
))
. (A.2)
Loi multidimensionnelle
Déﬁnition 6. Soit V un vecteur aléatoire dans Rn de moyenne µ et de matrice de variance-
covariance Σ. On dit que V suit une loi normale multivariée si et seulement si sa fonction de
densité est :
R 7→ R+
x 7→ 1
(2pi)
n
2
√
det(Σ)
exp
(
− (x− µ)
TΣ−1(x− µ)
2
)
.
(A.3)
On note Nn(µ,Σ) sa distribution de probabilité.
A.2 Lois du χ2
Loi centrée
La loi du χ2 centrée peut être déﬁnie de diﬀérentes manières [53]. On reprend ici la déﬁnition
utilisée dans le cadre de la méthode des distributions approchées de Chan [28] pour le calcul de
probabilités instantanées de collision.
Déﬁnition 7. Soient U1, . . . , Um des variables aléatoires indépendantes, suivant chacune une loi
normale centrée réduite N1(0, 1). La variable
m∑
i=1
U2i suit une loi de distribution dite du χ
2 centrée
à m degrés de liberté. Elle est notée χ2m. Sa densité de probabilité est la suivante :
R 7→ R+
x 7→
exp
(
−x
2
)
x
m
2 −1
2
m
2 Γ(m2 )
,
(A.4)
où Γ est la fonction Gamma [1], déﬁnie par la formule Γ(z) =
∫ +∞
0
tz−1e−tdt. Par extension,
grâce à la formule (A.4), on déﬁnit la loi du chi-deux pour les valeurs non entières de m.
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Loi non centrée
Cette distribution de probabilité a été obtenue par plusieurs approches diﬀérentes donnant lieu
à des applications multiples ainsi qu'à des interprétations variées (voir chapitre 28 de [53]). La
déﬁnition standard est la suivante :
Déﬁnition 8. Soient m variables aléatoires indépendantes U1, . . . , Um et autant de constantes
scalaires δ1, . . . , δm. La variable aléatoire
m∑
i=1
(Ui + δi)
2 suit une loi de distribution dite du χ2 non
centrée à m degrés de liberté et de paramètre de non centralité λ =
m∑
i=1
δ2i . Sa densité de probabilité
est la suivante :
R 7→ R+
x 7→
exp
(
−x+ λ
2
)
2
m
2
+∞∑
j=0
λjx
m
2 −1+j
j!22jΓ(m2 + j)
.
(A.5)
Remarque 18. Lorsque λ = 0, on retrouve une loi du χ2 centrée.
Proposition 21. La fonction génératrice des moments se calcule comme :
φ(t) = (1− 2t)−m2 exp
(
λt
1− 2t
)
. (A.6)
Les premiers moments sont donc :
µ1 = m+ λ, (A.7)
µ2 = 2(m+ 2λ), (A.8)
µ3 = 8(m+ 3λ), (A.9)
µ4 = 48(m+ 4λ) + 12(m+ 2λ)
2. (A.10)
A.3 Loi de Rice-Rayleigh
Cette distribution a pour origine les travaux de S.O.Rice [102] en théorie de la communication
et généralise la distribution de Rayleigh [87].
Déﬁnition 9. [82] Soient deux variables aléatoires indépendantes X ∼ N1(µX , σ2) et Y ∼
N1(µY , σ2). La variable aléatoire R =
√
X2 + Y 2 suit une loi de probabilité dite de Rice-Rayleigh,
notée R(ν, σ), avec ν =
√
µ2X + µ
2
Y . Sa densité de probabilité est :
R 7→ R+
x 7→ x
σ2
exp
(
−x
2 + ν2
2σ2
)
I0
(xν
σ2
)
,
(A.11)
où I0 est la fonction de Bessel modiﬁée de premier type et d'ordre 0, caractérisée par I0(x) =
1
pi
pi∫
0
exp(x cos(θ))dθ.
Remarque 19. Si une variable aléatoire R suit une loi de Rice-Rayleigh R(ν, 1), alors R2 suit
une loi du χ2 non centrée à deux degrés de liberté et de paramètre de non centralité ν2.
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Annexe B
Quelques notions d'analyse complexe
161
Cette annexe introduit quelques notions relatives aux fonctions holonomes et entières, dans le
but d'expliquer le principe de la méthode de préconditionnement employée dans la Section 2.2 du
Chapitre 2 pour évaluer la probabilité de collision en rapprochement rapide.
B.1 Fonctions holonomes
Ci-dessous, on énonce les déﬁnitions et propriétés fondamentales relatives aux fonctions D-ﬁnies
(ou holonomes). Plus de détails peuvent être trouvés dans la référence [129].
Déﬁnition 10. Une fonction z 7→ h(z) est dite holonome si et seulement si elle vériﬁe une équation
diﬀérentielle linéaire à coeﬃcients polynomiaux en z.
Un exemple élémentaire de fonction holonome est l'exponentielle, puisque exp′(z) = 1 · exp(z).
Proposition 22. [129] L'ensemble des fonctions holonomes est stable pour les opérations sui-
vantes : addition, soustraction, multiplication, intégration et dérivation.
Déﬁnition 11. Une suite (un)n∈N est dite P-récursive si et seulement si elle vériﬁe une relation
de récurrence linéaire à coeﬃcients polynomiaux en la variable entière k.
Le théorème suivant fait le lien entre fonctions D-ﬁnies et suites P-récursives.
Théorème 4. [129] Une fonction h est holonome si et seulement si elle est développable en z0 en
série entière h(z) =
∑+∞
n=0 un(z − z0)n et que la suite (un)n∈N est P-récursive.
En pratique, on obtient la formule de récurrence en injectant le développement en série dans
l'équation diﬀérentielle. Inversement, on peut déduire l'équation diﬀérentielle à partir de la série.
Cela se fait de manière algorithmique à la main ou bien en utilisant le package Gfun [110] pour
Maple qui en propose une implémentation. Pour revenir à l'exemple de l'exponentielle, exp(z) =∑+∞
n=0 unz
n et exp′(z) =
∑+∞
n=0(n+ 1)un+1z
n, d'où (n+ 1)un+1 = un.
B.2 Évaluation d'une série et méthode de préconditionne-
ment
Phénomène de compensation des termes
Considérons une série de Taylor sous la forme :
h(z) =
+∞∑
n=0
unz
n, (B.1)
où un se comporte asymptotiquement à l'inﬁni comme (−1)nγ β
n
n!κ avec γ, β, κ > 0. Pour de large
valeur de |z|, le calcul en précision arithmétique ﬁnie d'une telle série est sujet à une compensation
des termes. Cela s'explique par le fait que les coeﬃcients |unzn| croissent avant que la série ne
commence à converger lorsque nκ ≥ βz. Lorsque nκ ' βz, les quantités |unzn| deviennent généra-
lement bien supérieures à |h(z)|. Ainsi, les contributions des termes s'annulent entre elles lorsque
les bits d'ordre bas, qui contribuent aux premiers chiﬀres signiﬁcatifs de h, sont perdus dans les
erreurs de troncature. En conséquence, on va chercher à minimiser le ratio suivant :
d(z) = log
max
n
|unzn|
|h(z)| . (B.2)
Un exemple classique de compensation des termes est h(z) = exp(−z) =
+∞∑
n=0
(−1)n
n! z
n. Les
valeurs de
∣∣∣ (−1)nn! zn∣∣∣ sont aﬃchées sur la Figure B.1 pour z = 15. On observe que d(z) ' 12 (pour
log10). En sommant les 101 premiers termes avec une précision de 10 digits sous Maple,
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Figure B.1  Valeurs de
∣∣∣ (−1)n15nn! ∣∣∣, n = 0, . . . , 100, à comparer à exp(−15) ' 3.06 · 10−7.
Digits:=10:
add((-15.)^n/n!, i=0..100);
on obtient −0.4847810247 · 10−4, alors que exp(−15) ' 3.06 · 10−7.
Aﬁn d'éviter ce problème de compensation pour cette fonction en particulier, on peut utiliser
le développement en série de exp(x), dont tous les coeﬃcients sont positifs, puis calculer 1exp(x) .
C'est un exemple élémentaire de la technique employée dans [43, 29], qui consiste à évaluer deux
séries "bien conditionnées", notées f et ψ, telles que h = fψ . Dans l'exemple précédent, ψ = exp
et f = 1.
Cette idée est développée dans la référence [43] par Gawronski, Müller et Reinhard, qui donnent
une méthode (appelée GMR dans la suite) pour évaluer une fonction entière sur un certain domaine
complexe en limitant les compensations de terme. En pratique, pour la probabilité de collision,
nous utiliserons cette technique sur l'axe des réels. Avant d'expliquer plus en détails la méthode
GMR, on énonce quelques notions classiques d'analyse complexe (cf. par exemple [76, Chap.1, 9]).
Principe de la méthode GMR de préconditionnement
Notions d'ordre, de type et de fonction indicatrice Soit h(z) =
+∞∑
n=0
unz
n une fonction
entière (i.e., analytique sur C, lim
n→+∞
n
√|un| = 0).
 L'ordre (de croissance) ρ de h est ρ = lim sup
n→+∞
log logM(r)
log r , où M(r) := max|z|=r
|h(z)|. L'ordre est
lié aux coeﬃcients :
ρ = lim sup
n→+∞
n log n
log |un|−1
. (B.3)
 Si 0 < ρ < +∞, le type τ est déﬁni par :
τ = lim sup
n→+∞
logM(r)
rρ
. (B.4)
On a la relation suivante entre ordre, type et coeﬃcients :
τ =
1
eρ
lim sup
n→+∞
n |un|ρ/n. (B.5)
 La fonction indicatrice par rapport à ρ est H :
H(θ) = lim sup
n→+∞
log |h(reiθ)|
rρ
. (B.6)
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Elle décrit la croissance de h le long d'une demi-droite issue de l'origine (rayon), {z : arg z =
θ}. Il est connu que H est continue et que :
max
θ∈[0,2pi]
H(θ) = τ. (B.7)
La première idée de la méthode GMR est que l'on peut dire, pour de grandes valeurs de r,
que dans un certain sens log
∣∣h(reiθ)∣∣ se comporte comme H(θ)rρ. Ceci permet de quantiﬁer la
compensation des termes en fonction du type τ et de la fonction indicatrice.
Lien entre compensation des termes, type et fonction indicatrice. L'équation (B.2)
indique que l'on souhaite minimiser le ratio :
d(reiθ) = log
max
n
|un| rn
|h(reiθ)| .
D'après [107, Théorème 10.1], on peut remplacerM(r) par µ(r) := max
n
|un| rn dans (B.4), puisque
logµ(r)
logM(r)
→ 1, (lorsque r → +∞). Sous certaines hypothèses supplémentaires [43], et en utili-
sant (B.6), on peut considérer que d(reiθ) se comporte asymptotiquement comme ∼ rρ(τ −H(θ)).
Cette équivalence est le point de départ pour essayer de trouver un moyen d'évaluer la série (B.1)
sans compensation des termes. On doit faire en sorte que τ − H(θ) soit aussi petit que possible
lorsqu'on l'évalue le long d'un rayon d'argument θ.
En pratique, on a donc besoin de calculer la fonction indicatrice. Le théorème de Polya permet
de le faire dans le cas qui nous intéresse.
Calcul de H à l'aide du théorème de Polya Soit h(z) =
+∞∑
n=0
unz
n une fonction entière d'ordre
1 (également appelé de type exponentiel) et soit
+∞∑
n=0
n!un
(
1
λ
)n+1
sa transformée de Borel inverse.
Cette série converge en dehors d'un disque {λ : |λ| ≤ τ} et diverge à l'intérieur. Soit K ⊂ C le
plus petit ensemble convexe compacte contenant les singularités de h et k la fonction support de
K, déﬁnie pour θ dans [0, 2pi] par :
k(θ) = sup
z∈K
{Re(z) cos θ + Im(z) sin θ} = sup
z∈K
{Re(ze−iθ)}. (B.8)
Le théorème suivant 5 relie la croissance le long d'un rayon d'une fonction entière de type
exponentiel aux singularités de sa transformée de Borel inverse.
Théorème 5. Polya [76, Chapitre 9]. Pour toute fonction entière de type exponentiel h(z), on a
la relation : H(θ) = k(−θ).
On a désormais tous les outils nécessaires au préconditionnement de la probabilité de collision.
B.3 Application de la méthode GMR au calcul de la proba-
bilité de collision
Considérons maintenant le cas particulier où h est la fonction déﬁnie dans la Section 2.2 du
Chapitre 2. Soit Lh(λ) sa transformée de Laplace, que l'on développe en
+∞∑
n=0
an
(
1
λ
)n+1
pour {λ :
|λ| > 12σ2x }. La série h(z) =
+∞∑
n=0
an
n!
zn est une fonction entière de type exponentielle. Ce résultat
découle de la correspondance entre transformées de Borel et de Laplace, cf. par exemple [107, Prop.
11.5, Cor. 11.5 et Prop. 11.7].
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Les singularités de h sont S =
{
− 12σ2x ,−
1
2σ2y
, 0
}
et Kh = {λ : |λ| ≤ 12σ2x } car σy ≥ σx > 0.
Ainsi, la fonction indicatrice est :
Hh(θ) = sup
x∈
[
−1
2σx2
,0
]{x cos(−θ)}, θ ∈ [0, 2pi]
=
{
− cos θ
2σx2
si θ ∈ [pi2 , 3pi2 ]
0 si θ ∈ [0, pi2 ) ∪ ( 3pi2 , 2pi].
(B.9)
De plus, τh = 12σ2x . Ainsi, τh − Hh(0) =
1
2σ2x
6= 0, ce qui signiﬁe que l'évaluation de h sur l'axe des
réels (et donc le calcul de la probabilité de collision h(R2)) est prompte à des compensations de
termes.
Explication du choix de multiplier par exp(p˜z). La méthode GMR suggère de multiplier
h par un préconditionneur ψ de sorte que les fonctions ψ et f := ψ · h soient bien conditionnées
pour une évaluation sur l'axe des réels. Si ψ est entière d'ordre 1, on s'attend à ce que f(reiθ) se
compote asymptotiquement comme exp((Hh(θ) + Hψ(θ))r). Un choix possible est ψ(z) = exp(p˜z)
(avec p˜ > 0), pour lequel Hψ(θ) = p˜ cos(θ).
La transformée de Laplace de f s'obtient directement à partir de celle de h, en la translatant
par p˜. C'est notamment là l'intérêt du choix d'un préconditionneur exponentiel. On en déduit que
les singularités de Lf sont s˜0 = p˜, s˜1 = p˜− 12σy2 et s˜2 = p˜− 12σx2 , d'où :
τf = max
{
|p˜| ,
∣∣∣∣p˜− 12σx2
∣∣∣∣} . (B.10)
A noter que
∣∣∣p˜− 12σy2 ∣∣∣ est toujours compris entre les deux autres valeurs, puisque σy ≥ σx > 0.
D'après le théorème de Polya :
Hf (θ) = sup
x∈
[
p˜− 1
2σx2
,p˜
]{x cos(−θ)}, θ ∈ [0, 2pi]
=
{(
p˜− 12σx2
)
cos θ si θ ∈ [pi2 , 3pi2 ]
p˜ cos θ si θ ∈ [0, pi2 ) ∪ ( 3pi2 , 2pi].
(B.11)
D'après (B.11), on a asymptotiquement :
df (re
iθ)
r
=
max
{
|p˜| ,
∣∣∣p˜− 12σx2 ∣∣∣}− (p˜− 12σx2) cos θ si θ ∈ [pi2 , 3pi2 ]
max
{
|p| ,
∣∣∣p˜− 12σx2 ∣∣∣}− p˜ cos θ si θ ∈ [0, pi2 ) ∪ ( 3pi2 , 2pi]. (B.12)
Pour une évaluation sur l'axe des réels (θ = 0), on a
df (r)
r
= max
{
|p˜| ,
∣∣∣∣p˜− 12σx2
∣∣∣∣}− p˜,
qui est minimisé à 0 lorsque p˜ ≥ 14σx2 .
Ainsi, d'après cette analyse basée sur la méthode GMR, la série est conditionnée de manière
optimale pour une évaluation sur l'axe des réels lorsque p˜ ≥ τh2 . L'eﬀet du préconditionnement sur
la fonction indicatrice de f peut être visualiser sur les Figures B.2 et B.3 pour diﬀérentes valeurs
de p˜. Dans la Section 2.2, on a pris p˜ = τh, car il est alors possible de démontrer la positivité des
coeﬃcients du développement en série de f , mais d'autres choix sont bien sûr possibles. D'autre
part, le choix d'un préconditionneur exponentiel n'est pas obligatoire, néanmoins il n'existe pas
dans la littérature d'éléments pour choisir une fonction plutôt qu'une autre. A noter qu'ici, certains
choix (comme la fonction sinus) apparaissent comme mauvais de manière immédiate, puisqu'alors
τf − Hf (0) 6= 0.
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θIndic.
2pi0
p˜
τh − p˜
Figure B.2  Indicatrice de f lorsque 0 ≤ p˜ ≤ τh/2.
θ
Indic.
2pi0
p˜
τh − p˜
Figure B.3  Indicatrice de f lorsque τh/2 ≤ p˜ ≤ τh.
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Annexe C
Orbites kepleriennes elliptiques
167
Cette annexe traite du mouvement keplerien en général, et plus particulièrement des orbites
elliptiques. Tous les résultats utilisés peuvent être trouvés avec leur preuve dans [13].
C.1 Problème de Kepler
Le problème dit de Kepler consiste à résoudre le système diﬀérentiel suivant :
~˙r(t) = ~v(t), (C.1)
~˙v(t) = − µ‖~r‖3~r(t), (C.2)
~r(0) = ~r0, (C.3)
~v(0) = ~v0. (C.4)
où (˙) = d()dt et µ est la constante de gravitation du corps autour duquel orbite le mobile à la position
~r dans un repère inertiel. Le vecteur ~v est donc la vitesse.
Comme la force est dirigée selon le vecteur position, on parle de force centrale.
C.2 Nature des trajectoires
Les trois lois de Kepler, obtenues à l'origine empiriquement par ce dernier à l'aide des observa-
tions de Tycho Brahé, sont vériﬁables analytiquement. La première loi stipule que les trajectoires
sont planes : le mouvement a donc lieu dans le plan engendré par ~r0 et ~v0. De plus, la loi précise
que ces trajectoires sont des coniques.
Pour les orbites les moins énergétiques, il s'agit d'ellipses. Dans la suite, on supposera que l'on
se trouve dans ce cas là et l'on notera a le demi-grand axe de l'ellipse et e son excentricité. Ces
quantités dépendent des conditions initiales selon les formules suivantes :
a =
(
2
r0
− v
2
0
µ
)−1
, (C.5)
e =
1
µ
‖(v20 −
µ
r0
)~r0 − (~r0 · ~v0)~v0‖. (C.6)
C.3 Anomalies angulaires
Dans la résolution du problème de Kepler, il est intéressant d'introduire deux angles : l'anomalie
vraie ν et l'anomalie excentrique E. Ces paramètres angulaires apparaissent naturellement dans la
géométrie du problème et sont représentés sur la Figure C.1).
On peut prouver géométriquement ou analytiquement que :
‖~r‖ = a(1− e cos(E)). (C.7)
L'équation (C.7) fait le lien entre la norme du vecteur position et l'anomalie excentrique, le signe
de E étant donné par celui de ~r · ~v.
Il est également possible de prouver que :√
µ
a3
(t− tp) = E − e sin(E), (C.8)
où tp est le dernier temps de passage au périapse (point de l'orbite le plus proche du corps central).
L'équation (C.8), dite de Kepler, permet de relier l'anomalie excentrique à la variable temporelle.
Elle donne immédiatement la seconde en fonction de la première, en revanche pour déduire la
première de la seconde il faut résoudre cette équation transcendante. Dans la pratique, on peut le
faire par une méthode de Newton-Raphson.
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E~r
ν
~v
a
a(1− e)
~y
~x
Figure C.1  Anomalies angulaires.
En dérivant l'équation de Kepler par rapport au temps, on obtient immédiatement :
E˙ =
√
µ
a3
1
1− e cos(E) . (C.9)
Une fois l'anomalie excentrique calculée, on peut passer à l'anomalie vraie en utilisant les
relations suivantes :
cos(ν) =
e− cos(E)
e cos(E)− 1 , (C.10)
sin(ν) =
a
√
1− e2
‖~r‖ sin(E). (C.11)
C.4 Solution du problème de Kepler
Dans le repère (~x, ~y) représenté sur la Figure C.1, on a :
~r = X~x+ Y ~y, (C.12)
et
~v = X˙~x+ Y˙ ~y. (C.13)
On peut prouver, géométriquement ou analytiquement, que :
X = a(cos(E)− e), (C.14)
Y = a
√
1− e2 sin(E). (C.15)
En dérivant et en injectant (C.9), on obtient :
X˙ = −
√
µ
a
sin(E)
1− e cos(E) , (C.16)
Y˙ =
√
µ(1− e2)
a
cos(E)
1− e cos(E) . (C.17)
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C.5 Coeﬃcients f et g de Lagrange
Les coeﬃcients f et g de Lagrange sont un moyen d'exprimer les solutions du problème de
Kepler [13, 36, 54]. On sait que pour tout t, (0, ~r(t), ~v(t)) et (0, ~r(0), ~v(0)) engendrent le même
plan. Ceci encourage à chercher une expression pour la position du type :
~r(t) = f~r0 + g~v0. (C.18)
où les coeﬃcients f et g sont des scalaires dépendant de t, ~r0 et ~v0. Par dérivation temporelle, on
obtient immédiatement :
~v(t) = f˙~r0 + g˙~v0. (C.19)
Pour une force centrale, on a conservation du moment cinétique, d'où :
~r(t)× ~v(t) = ~r0 × ~v0. (C.20)
En injectant dans cette équation les coeﬃcients de Lagrange, on obtient que :
1 = fg˙ − f˙g. (C.21)
En regardant le produit vectoriel entre ~r et ~v0, il vient que :
f =
XY˙0 − X˙0Y
‖~r0 × ~v0‖ . (C.22)
De même, en analysant ~r0 × ~r, on obtient :
g =
X0Y −XY0
‖~r0 × ~v0‖ . (C.23)
Par dérivation temporelle, il vient immédiatement que :
f˙ =
X˙Y˙0 − X˙0Y˙
‖~r0 × ~v0‖ , (C.24)
g˙ =
X0Y˙ − X˙Y0
‖~r0 × ~v0‖ . (C.25)
En injectant dans ces expressions des coeﬃcients de Lagrange les équations présentées dans la
Section C.4, on a, tous calculs faits :
f = 1− a
r0
(1− cos(∆E)), (C.26)
g = ∆t−
√
a3
µ
(∆E − sin(∆E)), (C.27)
f˙ = −
√
µa
‖~r‖‖~r0‖ sin(∆E), (C.28)
g˙ = 1− a‖~r0‖ (1− cos(∆E)), (C.29)
avec ∆E = E − E0 et ∆t = t− t0.
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Annexe D
Preuves de l'optimalité des solutions
du rendez-vous hors-plan elliptique
lorsque νf − ν0 < 2pi
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Cette annexe expose les preuves des résultats énoncés dans la Section 6.3 du Chapitre 6 dans le
cas où νf−ν0 < 2pi, le complémentaire ayant été traité dans le corps même de la thèse (Section 6.4,
Chapitre 6). Cette démonstration est basée sur une analyse des conditions nécessaires et suﬃsantes
d'optimalité de Lawden.
D.1 Solution à deux impulsions internes
Examinons le cas d'une solution optimale à deux impulsions dans l'intervalle [ν0, νf ] : le vec-
teur eﬃcacité étant une fonction 2pi périodique à deux extrema par période, il n'est pas possible
d'avoir des impulsions ailleurs qu'en un point d'extremum du vecteur eﬃcacité. On retrouve donc
exactement les résultats du Paragraphe 6.4.2. Si la condition suivante :
e‖z‖ > |z2|,
est vériﬁée alors la solution décrite par les CNS d'optimalité est déﬁnie par :
∆V + = −
√
1− e2
2e
(
ez1 +
√
1− e2z2
)
,
∆V − =
√
1− e2
2e
(
ez1 −
√
1− e2z2
)
,
où ν+ et ν− vériﬁent :
cos(ν±) = −e et
{
sin(ν+) =
√
1− e2,
sin(ν−) = −
√
1− e2. (D.1)
Dans ce cas, le vecteur eﬃcacité est déterminé par :{
λ1 = −sgn(z1)
√
1− e2,
λ2 = 0.
Pour que cette solution soit bien déﬁnie et optimale sur l'intervalle [ν0, νf ], il faut (et il suﬃt)
qu'il existe deux dates ν+ et ν− vériﬁant (D.1) et appartenant bien à [ν0, νf ].
Cas νf − ν0 < pi. Il existe ν+, ν− ∈ [ν0, νf ] vériﬁant (D.1) si et seulement si :
sin(ν0) ≥
√
1− e2, sin(νf ) ≤ −
√
1− e2. (D.2)
Réciproquement, la solution optimale à deux impulsions décrite dans ce paragraphe n'est pas
possible si :
sin(ν0) <
√
1− e2 ou sin(νf ) > −
√
1− e2. (D.3)
Cas νf − ν0 ≥ pi. Il existe ν+, ν− ∈ [ν0, νf ] vériﬁant (D.1) si et seulement si :
sin(ν0) ≥
√
1− e2,
ou
sin(ν0) ≤ −
√
1− e2, sin(νf ) ≤ −
√
1− e2,
ou
| sin(ν0)| <
√
1− e2, (e+ cos(ν0))(e+ cos(νf )) > 0.
(D.4)
Réciproquement, la solution optimale à deux impulsions décrite dans ce paragraphe n'est pas
possible si : { | sin(ν0)| < √1− e2,
(e+ cos(ν0))(e+ cos(νf )) ≤ 0, ou
{
sin(ν0) ≤ −
√
1− e2,
sin(νf ) > −
√
1− e2. (D.5)
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D.2 Solutions à une unique impulsion
Dans ce paragraphe, on étudie les solutions à une unique impulsion interne ou extrême. Réécri-
vons les CNS d'optimalité :
CNS 1. sgn(∆V (νi0)) = −
R(νi0)
Tλ
ρ(νi0)
On pose : ε = sgn(∆V (νi0)). On a donc : sgn(∆V (νi0)) = ε,
soit :
sin(νi0)λ1 − cos(νi0)λ2 = ε(1 + e cos(νi0)).
Dans le cas d'une impulsion interne (i.e. si νi0 est un point d'extremum de pλ) alors la CNS
1 nous donne l'expression des multiplicateurs de Lagrange :
λ1 = ε sin(νi0), λ2 = −ε (e+ cos(νi0)) ,
qui nous permettent de déterminer l'expression du vecteur eﬃcacité en fonction de νi0 :
pλ(ν) = −εcos(ν − νi0) + e cos(ν)
1 + e cos(ν)
. (D.6)
CNS 2. On a :
R(νi0)
ρ(νi0)
∆V (νi0) = z,
d'où de façon équivalente :{
∆V (νi0) = (− sin(νi0)z1 + cos(νi0)z2) (1 + e cos(νi0)),
cos(νi0)z1 + sin(νi0)z2 = 0.
Pour décrire complètement la solution, il faut donc déterminer explicitement la date de l'impulsion
comme solution du problème : {
cos(νi0)z1 + sin(νi0)z2 = 0,
ν0 ≤ νi0 ≤ νf , (D.7)
et garantir que la norme du vecteur eﬃcacité reste inférieure ou égale à 1 pendant toute la durée
du rendez-vous.
Intéressons nous tout d'abord à la résolution du problème (D.7). La fonction ν 7→ cos(ν)z1 +
sin(ν)z2 s'annulant tous les pi, ce problème admet au plus une solution sur l'intervalle [ν0, νf ] si
νf − ν0 < pi, au moins une solution et au plus deux si νf − ν0 ≥ pi. On en déduit :
1er cas : cos(ν0)z1 + sin(ν0)z2 6= 0 et cos(νf )z1 + sin(νf )z2 6= 0.
Notons :
ε0 = sgn(cos(ν0)z1 + sin(ν0)z2),
εf = sgn(cos(νf )z1 + sin(νf )z2).
 Quelle que soit la durée du rendez-vous, le problème (D.7) admet une unique solution si
et seulement si : ε0 = −εf , et dans ce cas, la solution est déﬁnie par :
cos(νi0) = −ε0
z2
‖z‖ , sin(νi0) = ε0
z1
‖z‖ ,
 Si νf − ν0 < pi et ε0 = εf , alors le problème (D.7) n'a pas de solution.
 Si νf − ν0 ≥ pi et ε0 = εf alors le problème (D.7) admet deux solutions ν1 et ν2 déﬁnies
par :
cos(ν1) = −ε0 z2‖z‖ , sin(ν1) = ε0
z1
‖z‖ ,
ν2 = ν1 + pi.
2ème cas : cos(ν0)z1 + sin(ν0)z2 = 0. Si νf − ν0 < pi alors le problème (D.7) a pour unique so-
lution ν0. Si νf − ν0 ≥ pi alors le problème (D.7) admet exactement deux solutions ν0 et
ν0 + pi.
3ème cas : cos(νf )z1 + sin(νf )z2 = 0. Si νf − ν0 < pi alors le problème (D.7) a pour unique
solution νf . Si νf − ν0 ≥ pi alors le problème (D.7) admet exactement deux solutions νf et
νf − pi.
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Cas d'une unique impulsion interne
La démarche est similaire à celle eﬀectuée pour la détermination de la solution à une impulsion
par période présentée pour le cas où νf − ν0 ≥ 2pi.
1er cas : supposons que le problème (D.7) admet alors une unique solution νi0 ∈ [ν0, νf ] i.e. :{
cos(ν0)z1 + sin(ν0)z2 6= 0,
cos(νf )z1 + sin(νf )z2 6= 0 et ε0 = −εf ,
ou
cos(ν0)z1 + sin(ν0)z2 = 0 et νf − ν0 < pi,
ou
cos(νf )z1 + sin(νf )z2 = 0 et νf − ν0 < pi.
Dans chacune de ces trois conﬁgurations, la date de l'impulsion est donnée par :
cos(νi0) = ε
z2
‖z‖ , sin(νi0) = −ε
z1
‖z‖ ,
et l'impulsion en νi0 est donnée par :
∆V (νi0) = ε‖z‖+ ez2,
avec :
ε =
{ −ε0 si cos(ν0)z1 + sin(ν0)z2 6= 0,
εf si cos(νf )z1 + sin(νf )z2 6= 0,
et sachant que :
νi0 =
{
ν0 si cos(ν0)z1 + sin(ν0)z2 = 0,
νf si cos(νf )z1 + sin(νf )z2 = 0.
La direction de l'impulsion étant donnée par sgn(∆V (νi0)) = ε, le vecteur eﬃcacité est alors déﬁni
par :
λ1 = − z1‖z‖ , λ2 = −εe−
z2
‖z‖ .
Remarque 20. Dans le cas cos(ν0)z1 + sin(ν0)z2 = 0, on s'intéresse aux solutions à une unique
impulsion initiale. Il existe en fait deux situations possibles suivant que ν0 est un point d'extremum
du vecteur eﬃcacité ou pas. Dans ce paragraphe, on considère que ν0 est bien un point d'extremum
de pλ.
Il reste maintenant à garantir que la norme du vecteur eﬃcacité reste inférieure ou égale à 1
pendant toute la durée du rendez-vous.
1er sous-cas : cos(νi0) ≤ −e. Cette condition s'écrit également :
cos(νi0) ≤ −e ⇐⇒ −εz2 ≥ e‖z‖ .
On en déduit la condition implicite : ε = −sgn(z2). Dans ce cas, d'après (6.10), le second
extremum du vecteur eﬃcacité est de norme inférieure ou égale à 1 : ainsi aucune condition
supplémentaire n'est nécessaire pour garantir que la norme du vecteur eﬃcacité reste infé-
rieure ou égale à 1 sur l'intervalle [ν0, νf ], et il n'y a pas d'autre impulsion possible qu'en
νi0 .
2ème sous-cas : cos(νi0) > −e i.e. :
e‖z‖ > −εz2.
Dans ce cas, le second extremum du vecteur eﬃcacité est de norme strictement supérieure à
1. Il nous faudra donc des conditions supplémentaires pour ne pas avoir d'impulsion en ν0 et
νf , à savoir : {
|pλ(ν0)| < 1, sgn(dpλdν (ν0)) = sgn(pλ(νi0)) = −ε,
|pλ(νf )| < 1, sgn(dpλdν (νf )) = −sgn(pλ(νi0)) = ε.
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Autrement dit : {
cos(νi0 − ν0) + 2e cos(ν0) + 1 > 0,
sin(νi0 − ν0) + e (sin(νi0)− sin(ν0)) ≥ 0,
et {
cos(νi0 − νf ) + 2e cos(νf ) + 1 > 0,
sin(νi0 − νf ) + e (sin(νi0)− sin(νf )) ≤ 0.
Soit, en se rappelant que la direction de l'impulsion est ε :{
‖z‖+ (2e‖z‖+ εz2) cos(ν0)− εz1 sin(ν0) > 0,
−εz1(e+ cos(ν0))− (εz2 + e‖z‖) sin(ν0) ≥ 0,
(D.8)
et {
‖z‖+ (2e‖z‖+ εz2) cos(νf )− εz1 sin(νf ) > 0,
−εz1(e+ cos(νf ))− (εz2 + e‖z‖) sin(νf ) ≤ 0.
(D.9)
On remarque en particulier que dans le cas d'une impulsion initiale (respectivement ﬁnale),
les conditions (D.8) (respectivement (D.9)) sont trivialement satisfaites.
2ème cas : supposons que : νf − ν0 ≥ pi et
cos(ν0)z1 + sin(ν0)z2 = 0,
ou
cos(νf )z1 + sin(νf )z2 = 0,
ou {
cos(ν0)z1 + sin(ν0)z2 6= 0,
cos(νf )z1 + sin(νf )z2 6= 0, et ε0 = εf .
Dans ce cas le problème (D.7) admet deux solutions ν1 et ν2 déﬁnies par :
cos(ν1) = −ε˜ z2‖z‖ , sin(ν1) = ε˜
z1
‖z‖ ,
ν2 = ν1 + pi,
où :
ε˜ =
{
ε0 si cos(ν0)z1 + sin(ν0)z2) 6= 0,
εf si cos(νf )z1 + sin(νf )z2) 6= 0.
La solution de consommation minimale est donnée par :
∆V (νi0) = −sgn(z2)‖z‖+ ez2,
de direction ε = −sgn(z2), à la date νi0 ∈ [ν0, νf ] déﬁnie par :
cos(νi0) = −
|z2|
‖z‖ , sin(νi0) = sgn(z2)
z1
‖z‖ .
Le vecteur eﬃcacité est complètement déterminé par les coeﬃcients de Lagrange :
λ1 = − z1‖z‖ , λ2 = sgn(z2)e−
z2
‖z‖ .
Il reste maintenant à garantir que la norme du vecteur eﬃcacité reste inférieure ou égale à 1
pendant toute la durée du rendez-vous.
1er sous-cas : si e‖z‖ ≤ |z2|. Cela correspond au cas où :
cos(ν1) = −|z2|‖z‖ ≤ −e ou cos(ν2) = −
|z2|
‖z‖ ≤ −e.
et dans lequel on choisit pour la date νi0 de l'impulsion la solution νi de cosinus négatif.
Dans ce cas, aucune condition supplémentaire n'est nécessaire pour garantir que la norme
du vecteur eﬃcacité reste inférieure à 1 pendant toute la durée du rendez-vous.
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2ème sous-cas : si e‖z‖ > |z2|. Cela correspond au cas où :
| cos(ν1)| < e, | cos(ν2)| < e.
et l'on choisit à nouveau la solution de cosinus négatif correspondant à la solution de consom-
mation minimale. Dans ce cas, en revanche, il faut ajouter les conditions (D.8) et (D.9) ap-
pliquées en ε = −sgn(z2) pour garantir que la norme du vecteur eﬃcacité reste inférieure à
1 sur [ν0, νf ], soit ici :{
‖z‖+ (2e‖z‖+ εz2) cos(ν0)− εz1 sin(ν0) > 0,
−εz1(e+ cos(ν0))− (e‖z‖+ εz2) sin(ν0) > 0,
(D.10)
et {
‖z‖+ (2e‖z‖+ εz2) cos(νf )− εz1 sin(νf ) > 0,
−εz1(e+ cos(νf ))− (e‖z‖+ εz2) sin(νf ) < 0.
(D.11)
Cas particulier d'une unique impulsion initiale
Reprenons le cas particulier des solutions à une unique impulsion pour lesquelles :
cos(ν0)z1 + sin(ν0)z2 = 0.
1er cas : νf − ν0 < pi. Dans ce cas, la seule date possible de l'impulsion est ν0 et on a :
cos(ν0) = εf
z2
‖z‖ , sin(ν0) = −εf
z1
‖z‖ .
La CNS 1 nous donne :
sin(ν0)λ1 − cos(ν0)λ2 = εf (1 + e cos(ν0)),
soit une inﬁnité de multiplicateurs de Lagrange optimaux possibles.
Choisissons par exemple :
λ1 = εf sin(ν0) = − z1‖z‖ ,
λ2 = −εf (e+ cos(ν0)) = −εfe− z2‖z‖ .
Dans ce cas, le vecteur eﬃcacité admet un extremum de norme 1 en ν0 et on se ramène ainsi
aux résultats du cas précédent.
2ème cas : νf − ν0 ≥ pi. Dans ce cas, le problème (D.7) admet deux solutions : ν0 et ν0 +pi avec :
cos(ν0) = −εf z2‖z‖ , sin(ν0) = εf
z1
‖z‖ ,
si νf − ν0 6= pi. Comme précédemment, la solution de consommation minimale est obtenue
pour une impulsion à la date de cosinus négatif, dans la direction ε = −sgn(z2).
1er sous-cas : si cos(ν0) > 0. Alors l'impulsion a lieu à la date ν0 +pi. Le vecteur eﬃcacité
est déterminé de façon unique via sa tagente horizontale :
λ1 = − z1‖z‖
λ2 = −εe− z2‖z‖
et on retrouve exactement les résultats vus au paragraphe précédent à savoir :
• Si e‖z‖ ≤ |z2|, alors la norme du vecteur eﬃcacité est inférieure ou égale à 1 pendant
toute la durée du rendez-vous sans condition supplémentaire.
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• Si e‖z‖ > |z2| alors on a besoin des conditions suivantes :{
‖z‖+ (2e‖z‖+ εz2) cos(ν0)− εz1 sin(ν0) > 0,
−εz1(e+ cos(ν0))− (e‖z‖+ εz2) sin(ν0) > 0,
et {
‖z‖+ (2e‖z‖+ εz2) cos(νf )− εz1 sin(νf ) > 0,
−εz1(e+ cos(νf ))− (e‖z‖+ εz2) sin(νf ) < 0.
2ème sous-cas : si cos(ν0) < 0, alors l'impulsion a lieu à la date ν0 et il existe une inﬁnité
de multiplicateurs de Lagrange optimaux vériﬁant la CNS 1 :
sin(ν0)λ1 − cos(ν0)λ2 = ε(1 + e cos(ν0)).
A nouveau, on peut choisir par exemple :
λ1 = ε sin(ν0) = − z1‖z‖
λ2 = −ε(e+ cos(ν0)) = −εe− z2‖z‖
de sorte que le vecteur eﬃcacité admette un extremum de norme 1 en ν0 et on retrouve
les résultats obtenus au paragraphe précédent sachant que les conditions en ν0 sont
automatiquement satisfaites.
D.3 Solutions à une impulsion interne et une ou deux impul-
sions extrêmes
Étudions maintenant le cas des solutions optimales à une impulsion interne et une ou deux
impulsions extrêmes : trois situations sont possibles :
1. Impulsions en ν0 et en νi0 ∈]ν0, νf [ ;
2. Impulsions en νi0 ∈]ν0, νf [ et en νf ;
3. Impulsions en ν0, νi0 ∈]ν0, νf [ et νf .
Analysons les CNS d'optimalité. On note νi0 la date de l'impulsion interne. Les directions des
impulsions sont données par la CNS 1 :
∆V (ν0) = 0 ou sgn(∆V (ν0)) = −R(ν0)
Tλ
ρ(ν0)
,
∆V (νi0) = 0 ou sgn(∆V (νi0)) = −
R(νi0)
Tλ
ρ(νi0)
,
∆V (νf ) = 0 ou sgn(∆V (νf )) = −R(νf )
Tλ
ρ(νf )
.
Notons : ε = sgn(∆V (νi0)) la direction de l'impulsion à la date νi0 . D'après la dynamique du vecteur
eﬃcacité et sachant que le vecteur eﬃcacité atteint un de ces extrema en νi0 , les impulsions initiale
et ﬁnale, si elles ont lieu, sont nécessairement de direction opposée à celle de l'impulsion appliquée
en νi0 , soit :
sgn(∆V (ν0)) = sgn(∆V (νf )) = −ε.
On peut donc écrire :
∆V (ν0) = 0 ou sgn(∆V (ν0)) = −ε,
∆V (νf ) = 0 ou sgn(∆V (νf )) = −ε.
On retrouve les relations (6.76) :
λ1 = ε sin(νi0), λ2 = −ε (e+ cos(νi0)) ,
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qui nous permettent de déterminer l'expression du vecteur eﬃcacité en fonction de νi0 :
pλ(ν) = −εcos(ν − νi0) + e cos(ν)
1 + e cos(ν)
. (D.12)
Considérons maintenant la CNS 2 :
R(ν0)
ρ(ν0)
∆V (ν0) +
R(νi0)
ρ(νi0)
∆V (νi0) +
R(νf )
ρ(νf )
∆V (νf ) = z,
soit :
Il reste enﬁn à garantir que la norme du vecteur eﬃcacité ne dépasse pas 1 sur l'intervalle
[ν0, νf ] (cf. CNS 3), i.e. ici :
∀ν ∈ [ν0, νf ],
∣∣∣∣cos(ν − νi0) + e cos(ν)1 + e cos(ν)
∣∣∣∣ ≤ 1,
soit, de façon équivalente :
∀ν ∈ [ν0, νf ], cos(ν − νi0) + 2e cos(ν) + 1 ≥ 0. (D.13)
Remarque 21. D'après la condition (D.13), on remarque que si cos(ν) > 0 alors nécessairement :
|pλ(ν)| < 1 et il ne peut donc pas y avoir d'impulsion à la date ν.
La solution considérée admettant une impulsion à la date νi0 ∈ [ν0, νf ], deux situations se
présentent :
 cos(νi0) ≤ −e. D'après les relations (6.10), le second extremum du vecteur eﬃcacité est de
norme inférieure ou égale à 1. Ainsi, il n'y a pas d'autre impulsion possible qu'en νi0 et aucune
condition supplémentaire n'est donc nécessaire pour garantir que la CNS 3 est satisfaite.
Remarquons que si cos(νi0) = −e, suivant la position de ν0, la solution peut être à une ou deux
impulsions, mais dans ce cas on retrouve la solution à 2 impulsions traitée précédemment.
 cos(νi0) > −e. D'après les relations (6.10), le second extremum du vecteur eﬃcacité est de
norme strictement supérieure à 1. Dans ce cas, l'étude de la dynamique et de l'allure du
vecteur eﬃcacité nous permet de remplacer la CNS 3 par les conditions suivantes :
 la norme du vecteur eﬃcacité reste inférieure à 1 sur l'intervalle [ν0, νi0 ], soit :
|pλ(ν0)| ≤ 1 et sgn(dpλ
dν
(ν0)) = sgn(pλ(νi0)) = −ε,
soit :
cos(ν0 − νi0) + 2e cos(ν0) + 1 ≥ 0, (D.14)
et
sgn(
dpλ
dν
(ν0)) = −ε ⇐⇒ sgn ((e+ cos(ν0))λ1 + sin(ν0)λ2) = ε,
⇐⇒ (e+ cos(ν0)) sin(νi0)− sin(ν0)(e+ cos(νi0)) > 0, (D.15)
⇐⇒ e(sin(νi0)− sin(ν0)) + sin(νi0 − ν0) > 0,
 la norme du vecteur eﬃcacité reste inférieure à 1 sur l'intervalle [νi0 , νf ], soit :
|pλ(νf )| ≤ 1 et sgn(dpλ
dν
(νf )) = −sgn(pλ(νi0)) = ε,
soit :
cos(νf − νi0) + 2e cos(νf ) + 1 ≥ 0, (D.16)
et
e(sin(νi0)− sin(νf )) + sin(νi0 − νf ) < 0. (D.17)
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D.4 Une impulsion initiale et une impulsion interne
Examinons maintenant la possibilité d'une solution à une impulsion interne et une impulsion
initiale. Pour avoir une impulsion en ν0, la condition (D.14) est remplacée par :
|pλ(ν0)| = 1, soit : 1 + 2e cos(ν0) + cos(νi0 − ν0) = 0.
A condition que cette équation ait des solutions, i.e. à condition que :
cos(ν0) ≤ 0.
On en déduit : νi0 ∈ {ν1, ν2} où :
ν1 = ν0 + arccos(−1− 2e cos(ν0)) ∈ [ν0, ν0 + pi],
ν2 = ν0 − arccos(−1− 2e cos(ν0)) + 2pi ∈ [ν0 + pi, ν0 + 2pi].
Si νf − ν0 < pi, alors la seule solution est : νi0 = ν1 à condition que ν1 ∈ [ν0, νf ] i.e. :
1 + 2e cos(ν0) + cos(νf − ν0) ≤ 0. (D.18)
Si νf − ν0 ≥ pi alors nécessairement ν1 ∈ [ν0, νf ]. Il y a donc éventuellement deux solutions pour
νi0 si ν2 ∈ [ν0, νf ], i.e. de façon équivalente, si :
1 + 2e cos(ν0) + cos(νf − ν0) ≥ 0. (D.19)
Remarque 22. Si : cos(ν0) > 0 ou
{
νf − ν0 < pi,
1 + 2e cos(ν0) + cos(νf − ν0) > 0. alors une impulsion
initiale n'est pas possible.
1er cas : Supposons que la date de l'impulsion soit déﬁnie par :
νi0 = ν0 + arccos(−1− 2e cos(ν0)) ∈ [ν0, ν0 + pi].
Cela correspond donc au cas :{
cos(ν0) ≤ 0
1 + 2e cos(ν0) + cos(νf − ν0) ≤ 0 si νf − ν0 < pi.
On en déduit alors l'expression des coeﬃcients de Lagrange :
λ1 = −ε
(
sin(ν0)(1 + 2e cos(ν0))− 2 cos(ν0)
√−e cos(ν0)(1 + e cos(ν0))) ,
λ2 = −ε
(
e− cos(ν0)(1 + 2e cos(ν0))− 2 sin(ν0)
√−e cos(ν0)(1 + e cos(ν0))) ,
et le vecteur eﬃcacité est ainsi complètement déterminé. La CNS 2 nous donne ensuite les impul-
sions :
∆V (ν0) =
cos(νi0)z1 + sin(νi0)z2
sin(νi0 − ν0)
(1 + e cos(ν0)), (D.20)
(D.21)
∆V (νi0) = −
cos(ν0)z1 + sin(ν0)z2
sin(νi0 − ν0)
(1 + e cos(νi0)), (D.22)
(D.23)
où :
cos(νi0) = − cos(ν0)(1 + 2e cos(ν0))− 2 sin(ν0)
√
−e cos(ν0)(1 + e cos(ν0)),
sin(νi0) = − sin(ν0)(1 + 2e cos(ν0)) + 2 cos(ν0)
√
−e cos(ν0)(1 + e cos(ν0)),
sin(νi0 − ν0) = 2
√
−e cos(ν0)(1 + e cos(ν0)).
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Les impulsions étant de signe opposé, on a nécessairement :
sgn(cos(νi0)z1 + sin(νi0)z2) = sgn(cos(ν0)z1 + sin(ν0)z2) (D.24)
et par suite, puisque sin(νi0 − ν0) > 0 :
ε = −sgn (cos(ν0)z1 + sin(ν0)z2) = −ε0. (D.25)
Explicitons la condition (D.24) : remarquons tout d'abord que si νf − ν0 < pi et
sgn(cos(ν0)z1 + sin(ν0)z2) = sgn(cos(νf )z1 + sin(νf )z2),
alors la fonction ν 7→ sgn(cos(ν)z1 + sin(ν)z2) ne change pas de signe sur [ν0, νf ]. La condition
(D.24) est donc automatiquement satisfaite.
A l'inverse, la fonction ν 7→ sgn(cos(ν)z1 + sin(ν)z2) peut s'annuler une ou deux fois sur
l'intervalle [ν0, νf ]. Dans les deux cas, la plus petite anomalie, notée ν1, à laquelle cette fonction
s'annule vériﬁe :
cos(ν1) = −ε0 z2‖z‖ , sin(ν1) = ε0
z1
‖z‖ , ν1 ∈ [ν0, ν0 + pi]
où ε0 = sgn(cos(ν0)z1 + sin(ν0)z2) = −ε. Étant donné que νi0 − ν0 < pi et la condition (D.24)
est vériﬁée, nécessairement : ν0 + pi ≥ ν1 ≥ νi0 ≥ ν0, d'où : cos(ν1 − ν0) ≤ cos(νi0 − ν0). Cette
condition s'écrit :
cos(ν1 − ν0) + 2e cos(ν0) + 1 ≤ 0,
ou encore :
‖z‖+ (2e‖z‖ − ε0z2) cos(ν0) + ε0z1 sin(ν0) ≤ 0. (D.26)
De plus, comme ε = −ε0, le vecteur eﬃcacité est déﬁni par :
λ1 = ε0
(
sin(ν0)(1 + 2e cos(ν0))− 2 cos(ν0)
√
−e cos(ν0)(1 + e cos(ν0))
)
, (D.27)
λ2 = ε0
(
e− cos(ν0)(1 + 2e cos(ν0))− 2 sin(ν0)
√
−e cos(ν0)(1 + e cos(ν0))
)
. (D.28)
Remarque 23. Pour qu'une impulsion initiale soit possible, il faut nécessairement que le second
extremum du vecteur eﬃcacité soit de norme supérieure ou égale à 1, soit : e+ cos(νi0) ≥ 0. Or :
e+ cos(νi0) = e− cos(ν0)(1 + 2e cos(ν0))− sin(ν0) sin(νi0 − ν0),
= e− cos(ν0)− 2e cos2(ν0)− sin(ν0) sin(νi0 − ν0),
= −e− cos(ν0)− sin(ν0) (sin(νi0 − ν0)− 2e sin(ν0)) ,
avec sin(νi0 − ν0) = 2
√
−e cos(ν0)(1 + e cos(ν0)), d'où :
e+ cos(ν0) + 2 sin(ν0)
(√
−e cos(ν0)(1 + e cos(ν0))− e sin(ν0)
)
≤ 0.
Il reste donc à garantir que la norme du vecteur eﬃcacité reste inférieure ou égale à 1 sur
toute la durée du rendez-vous. Pour cela, on impose la condition (D.15) en ν0 et par les conditions
suivantes en νf :
|pλ(νf )| < 1, sgn(dpλ
dν
(νf )) = −sgn(pλ(νi0)) = ε.
Connaissant sin(νi0−ν0), la condition de signe (D.15) s'écrit plus simplement de la façon suivante :
sin(νi0 − ν0)− 2e sin(ν0) > 0.
Cette condition est satisfaite si et seulement si sin(ν0) < 0 ou si sin(ν0) ≥ 0 et
sin(νi0 − ν0)− 2e sin(ν0) > 0 ⇐⇒
√− cos(ν0)(1 + e cos(ν0)) > √e sin(ν0),
⇐⇒ − cos(ν0)(1 + e cos(ν0)) > e sin2(ν0),
⇐⇒ − cos(ν0) > e⇐⇒ cos(ν0) < −e.
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Sachant que cos(ν0) ≤ 0, la condition de signe est ﬁnalement équivalente à :
sin(ν0) <
√
1− e2. (D.29)
Concernant les conditions en νf , en injectant les valeurs de λ calculées précédemment, on obtient :
|pλ(νf )| < 1 ⇐⇒ cos(νf − νi0) + 2e cos(νf ) + 1 > 0,
⇐⇒ cos (νf − ν0 − arccos(−1− 2e cos(ν0))) + 2e cos(νf ) + 1 > 0,
⇐⇒ cos(νf − ν0)− 2e cos(ν0) cos(νf − ν0) + 2e cos(νf ),
+ sin(νf − ν0) sin(νi0 − ν0) > 0,
⇐⇒ (sin(νi0 − ν0)− 2e sin(ν0)) sin(νf − ν0) + 1− cos(νf − ν0) > 0,
d'où au ﬁnal la condition :
2
(√
−e cos(ν0)(1 + e cos(ν0))− e sin(ν0)
)
sin(νf − ν0) + 1− cos(νf − ν0) > 0.
Remarquons que sous la condition : sin(ν0) <
√
1− e2, on a :
sin(νi0 − ν0)− 2e sin(ν0) > 0.
Ainsi cette condition est automatiquement vériﬁée dans le cas νf − ν0 < pi. De même :
sgn(dpλdν (νf )) = ε ⇐⇒ (sin(νi0 − ν0)− 2e sin(ν0)) (cos(νf − ν0) + e cos(ν0)) ,
+ sin(νf − ν0) + e(sin(νf )− sin(ν0)) < 0,
d'où :
2
(√
−e cos(ν0)(1 + e cos(ν0))− e sin(ν0)
)
(cos(νf − ν0) + e cos(ν0)) ,
+ sin(νf − ν0) + e(sin(νf )− sin(ν0)) < 0.
2ème cas : Supposons que la date de l'impulsion soit déﬁnie par :
νi0 = ν0 + 2pi − arccos(−1− 2e cos(ν0)),
ce qui correspond au cas : {
νf − ν0 ≥ pi,
1 + 2e cos(ν0) + cos(νf − ν0) ≥ 0.
On en déduit alors l'expression des coeﬃcients de Lagrange :
λ1 = −ε
(
sin(ν0)(1 + 2e cos(ν0)) + 2 cos(ν0)
√
−e cos(ν0)(1 + e cos(ν0))
)
,
λ2 = −ε
(
e− cos(ν0)(1 + 2e cos(ν0)) + 2 sin(ν0)
√
−e cos(ν0)(1 + e cos(ν0))
)
,
et le vecteur eﬃcacité est ainsi complètement déterminé. La CNS 2 nous donne ensuite les impul-
sions :
∆V (ν0) =
cos(νi0)z1 + sin(νi0)z2
sin(νi0 − ν0)
(1 + e cos(ν0)), (D.30)
∆V (νi0) = −
cos(ν0)z1 + sin(ν0)z2
sin(νi0 − ν0)
(1 + e cos(νi0)), (D.31)
où :
cos(νi0) = − cos(ν0)(1 + 2e cos(ν0)) + 2 sin(ν0)
√
−e cos(ν0)(1 + e cos(ν0)),
sin(νi0) = − sin(ν0)(1 + 2e cos(ν0))− 2 cos(ν0)
√
−e cos(ν0)(1 + e cos(ν0)),
sin(νi0 − ν0) = −2
√
−e cos(ν0)(1 + e cos(ν0)).
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Les impulsions étant de signe opposé, on a nécessairement :
sgn(cos(νi0)z1 + sin(νi0)z2) = sgn(cos(ν0)z1 + sin(ν0)z2), (D.32)
et par suite, puisque sin(νi0 − ν0) < 0 :
ε = sgn (cos(ν0)z1 + sin(ν0)z2) . (D.33)
On en déduit :
λ1 = −ε0
(
sin(ν0)(1 + 2e cos(ν0)) + 2 cos(ν0)
√
−e cos(ν0)(1 + e cos(ν0))
)
, (D.34)
λ2 = −ε0
(
e− cos(ν0)(1 + 2e cos(ν0)) + 2 sin(ν0)
√
−e cos(ν0)(1 + e cos(ν0))
)
. (D.35)
Explicitons la condition (D.32). Ici, puisque νf − ν0 ≥ pi, elle s'écrit :
‖z‖+ (2e‖z‖+ ε0z2) cos(ν0)− ε0z1 sin(ν0) ≤ 0. (D.36)
Il reste donc à garantir que la norme du vecteur eﬃcacité reste inférieure ou égale à 1 sur
toute la durée du rendez-vous ce qui revient à imposer la condition (D.15) en ν0 et les conditions
suivantes en νf :
|pλ(νf )| < 1, sgn(dpλ
dν
(νf )) = −sgn(pλ(νi0)) = ε.
Par un raisonnement similaire au précédent, la condition de signe (D.15) s'écrit :
sin(ν0) < −
√
1− e2.
Concernant les conditions en νf , en injectant les valeurs de λ calculées précédemment, on obtient :
|pλ(νf )| < 1 ⇐⇒ cos(νf − νi0) + 2e cos(νf ) + 1 > 0,
⇐⇒ (sin(νi0 − ν0)− 2e sin(ν0)) sin(νf − ν0) + 1− cos(νf − ν0) > 0.
Soit au ﬁnal la condition :
2
(√
−e cos(ν0)(1 + e cos(ν0)) + e sin(ν0)
)
sin(νf − ν0)− 1 + cos(νf − ν0) < 0,
sgn(dpλdν (νf )) = ε ⇐⇒ (sin(νi0 − ν0)− 2e sin(ν0)) (cos(νf − ν0) + e cos(ν0))
+ sin(νf − ν0) + e(sin(νf )− sin(ν0)) < 0,
équivalente à :
2
(√−e cos(ν0)(1 + e cos(ν0)) + e sin(ν0)) (cos(νf − ν0) + e cos(ν0)) ,
− sin(νf − ν0)− e(sin(νf )− sin(ν0)) > 0.
D.5 Une impulsion ﬁnale et une impulsion interne
Les résultats de ce paragraphe sont tout à fait similaires à ceux pour une solution à une
impulsion initiale et une impulsion interne. Pour avoir une impulsion en νf , la condition (D.16)
est remplacée par :
|pλ(νf )| = 1, soit : 1 + 2e cos(νf ) + cos(νi0 − νf ) = 0.
Si :
cos(νf ) > 0 ou
{
νf − ν0 < pi
1 + 2e cos(νf ) + cos(νf − ν0) > 0
aucune impulsion ﬁnale n'est pas possible.
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1er cas : supposons que la date de l'impulsion est donnée par :
νi0 = νf − arccos(−1− 2e cos(νf )) ∈ [νf − pi, νf ].
Cela correspond au cas où :{
cos(νf ) ≤ 0,
1 + 2e cos(νf ) + cos(νf − ν0) ≤ 0 si νf − ν0 < pi.
On a alors : sin(νi0 −νf ) = −2
√
−e cos(νf )(1 + e cos(νf )) puisque νi0 −νf ∈ [−pi, 0]. On en déduit
les coeﬃcients de Lagrange :
λ1 = −ε
(
sin(νf )(1 + 2e cos(νf )) + 2 cos(νf )
√
−e cos(νf )(1 + e cos(νf ))
)
,
λ2 = −ε
(
e− cos(νf )(1 + 2e cos(νf )) + 2 sin(νf )
√
−e cos(νf )(1 + e cos(νf ))
)
.
Le vecteur eﬃcacité est donc complètement déterminé. Les impulsions sont complètement déter-
minées par la CNS 2 :
∆V (νi0) =
cos(νf )z1 + sin(νf )z2
sin(νf − νi0)
(1 + e cos(νi0)), (D.37)
∆V (νf ) = −cos(νi0)z1 + sin(νi0)z2
sin(νf − νi0)
(1 + e cos(νf )), (D.38)
où :
cos(νi0) = − cos(νf )(1 + 2e cos(νf )) + 2 sin(νf )
√
−e cos(νf )(1 + e cos(νf )),
sin(νi0) = − sin(νf )(1 + 2e cos(νf ))− 2 cos(νf )
√
−e cos(νf )(1 + e cos(νf )),
sin(νf − νi0) = 2
√
−e cos(νf )(1 + e cos(νf )).
Les impulsions étant de signe opposé, on a nécessairement :
sgn(cos(νi0)z1 + sin(νi0)z2) = sgn(cos(νf )z1 + sin(νf )z2), (D.39)
et :
ε = sgn(cos(νf )z1 + sin(νf )z2). (D.40)
On en déduit :
λ1 = −εf
(
sin(νf )(1 + 2e cos(νf )) + 2 cos(νf )
√
−e cos(νf )(1 + e cos(νf ))
)
,
λ2 = −εf
(
e− cos(νf )(1 + 2e cos(νf )) + 2 sin(νf )
√
−e cos(νf )(1 + e cos(νf ))
)
.
Explicitons la condition (D.39). Par un raisonnement tout à fait analogue à celui fait pour la
condition (D.24), on montre que que si νf − ν0 < pi et
sgn(cos(ν0)z1 + sin(ν0)z2) = sgn(cos(νf )z1 + sin(νf )z2),
la condition (D.39) est donc automatiquement satisfaite. Sinon, on trouve la condition :
‖z‖+ (2e‖z‖+ εfz2) cos(νf )− εfz1 sin(νf ) ≤ 0, (D.41)
avec εf = sgn(cos(νf )z1 + sin(νf )z2).
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Il reste donc à garantir que la norme du vecteur eﬃcacité reste inférieure ou égale à 1 sur toute
la durée du rendez-vous. Comme précédemment, on impose la condition suivante en νf :
sin(νf ) > −
√
1− e2,
et les conditions suivantes en ν0 :
|pλ(ν0)| < 1, sgn(dpλ
dν
(ν0)) = sgn(pλ(νi0)) = −ε.
Au ﬁnal, on obtient les conditions suivantes :
1− cos(νf − ν0) + 2 sin(νf − ν0)
(√
−e cos(νf )(1 + e cos(νf )) + e sin(νf )
)
≥ 0,
qui sont automatiquement vériﬁées dans le cas où νf − ν0 < pi et
2
(√−e cos(νf )(1 + e cos(νf )) + e sin(νf )) (cos(νf − ν0) + e cos(νf )) ,
+ sin(νf − ν0) + e(sin(νf )− sin(ν0)) > 0.
2ème cas : supposons que la date de l'impulsion est déﬁnie par :
νi0 = νf + arccos(−1− 2e cos(νf ))− 2pi ∈ [νf − 2pi, νf − pi].
Cela correspond au cas :
cos(νf ) ≤ 0 et
{
νf − ν0 ≥ pi
1 + 2e cos(νf ) + cos(νf − ν0) ≥ 0.
Alors les coeﬃcients de Lagrange optimaux sont déﬁnis par :
λ1 = ε
(
− sin(νf )(1 + 2e cos(νf )) + 2 cos(νf )
√
−e cos(νf )(1 + e cos(νf ))
)
,
λ2 = −ε
(
e− cos(νf )(1 + 2e cos(νf ))− 2 sin(νf )
√
−e cos(νf )(1 + e cos(νf ))
)
.
Les impulsions sont complètement déterminées par la CNS 2 :
∆V (νi0) =
cos(νf )z1 + sin(νf )z2
sin(νf − νi0)
(1 + e cos(νi0)), (D.42)
∆V (νf ) = −cos(νi0)z1 + sin(νi0)z2
sin(νf − νi0)
(1 + e cos(νf )), (D.43)
où :
cos(νi0) = − cos(νf )(1 + 2e cos(νf ))− 2 sin(νf )
√
−e cos(νf )(1 + e cos(νf )),
sin(νi0) = − sin(νf )(1 + 2e cos(νf )) + 2 cos(νf )
√
−e cos(νf )(1 + e cos(νf )),
sin(νf − νi0) = −2
√
−e cos(νf )(1 + e cos(νf )).
Les impulsions étant de signe opposé, on a nécessairement :
sgn(cos(νi0)z1 + sin(νi0)z2) = sgn(cos(νf )z1 + sin(νf )z2), (D.44)
et :
ε = −sgn(cos(νf )z1 + sin(νf )z2) = −εf . (D.45)
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Le vecteur eﬃcacité optimal est donc complètement déterminé par :
λ1 = −εf
(
− sin(νf )(1 + 2e cos(νf )) + 2 cos(νf )
√
−e cos(νf )(1 + e cos(νf ))
)
,
λ2 = εf
(
e− cos(νf )(1 + 2e cos(νf ))− 2 sin(νf )
√
−e cos(νf )(1 + e cos(νf ))
)
.
Par un raisonnement tout à fait analogue à celui fait pour la condition (D.32), on montre que
la condition (D.44) s'écrit :
‖z‖+ (2e‖z‖ − εfz2) cos(νf ) + εfz1 sin(νf ) ≤ 0. (D.46)
Il reste donc à garantir que la norme du vecteur eﬃcacité reste inférieure ou égale à 1 sur toute
la durée du rendez-vous. A nouveau, on impose la condition suivante en νf :
sin(νf ) >
√
1− e2,
et les conditions suivantes en ν0 :
|pλ(ν0)| ≤ 1, sgn(dpλ
dν
(ν0)) = sgn(pλ(νi0)) = −ε.
Au ﬁnal, on obtient :
1− cos(νf − ν0)− 2 sin(νf − ν0)
(√
−e cos(νf )(1 + e cos(νf ))− e sin(νf )
)
≥ 0,
et
2
(√−e cos(νf )(1 + e cos(νf ))− e sin(νf )) (cos(νf − ν0) + e cos(νf )) ,
− sin(νf − ν0)− e(sin(νf )− sin(ν0)) > 0.
D.6 Deux impulsions initiale et ﬁnale, une impulsion interne
La CNS 1 impose dans ce cas les conditions : 1 + 2e cos(νf ) + cos(νi0 − νf ) = 0,1 + 2e cos(ν0) + cos(νi0 − ν0) = 0,
νi0 ∈ [ν0, νf ].
et on sait qu'une telle solution νi0 existe si et seulement si :
cos(ν0) ≤ 0, cos(νf ) ≤ 0
1 + 2e cos(ν0) + cos(νf − ν0) ≤ 0,
1 + 2e cos(νf ) + cos(νf − ν0) ≤ 0.
On remarque en particulier que le cas νf − ν0 = pi est exclu ici.
Il faut de plus que les deux équations soient compatibles entre elles. En particulier dans le cas
νf − ν0 < pi, on doit avoir :
νi0 = ν0 + arccos(−1− 2e cos(ν0)) = νf − arccos(−1− 2e cos(νf )).
Cela conduit à :
2
(√
−e cos(ν0)(1 + e cos(ν0))− e sin(ν0)
)
sin(νf − ν0) + 1− cos(νf − ν0) = 0.
Or d'après ce qui a été vu au Paragraphe D.4, on sait que chaque terme de cette somme est positif
ou nul, donc nul, d'où sin(νf − ν0) = 0. Ceci est impossible lorsque νf − ν0 ∈]0, pi[.
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Reprenons les conditions vues aux paragraphes précédents. Une solution à 2 impulsions ex-
trêmes et une impulsion interne est possible en combinant les conditions (Cd1) ou (Cd2) pour
avoir une impulsion initiale et une impulsion interne avec |pλ(νf )| = 1 au lieu de |pλ(νf )| < 1
avec les conditions (Cd3) ou (Cd4) pour avoir une impulsion interne et une impulsion ﬁnale avec
|pλ(ν0)| = 1 au lieu de |pλ(ν0)| < 1.
(Cd1) Date de l'impulsion interne : νi0 = ν0 + arccos(−1 − 2e cos(ν0)) ∈ [ν0, ν0 + pi] à condition
que :
cos(ν0) ≤ 0
‖z‖+ (2e‖z‖ − ε0z2) cos(ν0) + ε0z1 sin(ν0) ≤ 0,
sin(ν0) <
√
1− e2,
2
(√
−e cos(ν0)(1 + e cos(ν0))− e sin(ν0)
)
sin(νf − ν0) + 1− cos(νf − ν0) = 0.
(Cd2) Date de l'impulsion interne : νi0 = ν0 − arccos(−1 − 2e cos(ν0)) + 2pi ∈ [ν0 + pi, ν0 + 2pi] à
condition que :
cos(ν0) ≤ 0
1 + 2e cos(ν0) + cos(νf − ν0) ≥ 0
‖z‖+ (2e‖z‖+ ε0z2) cos(ν0)− ε0z1 sin(ν0) ≤ 0,
sin(ν0) < −
√
1− e2,
2
(√
−e cos(ν0)(1 + e cos(ν0)) + e sin(ν0)
)
sin(νf − ν0)− 1 + cos(νf − ν0) = 0.
(Cd3) Date de l'impulsion interne : νi0 = νf − arccos(−1 − 2e cos(νf )) ∈ [νf − pi, νf ] à condition
que :
cos(νf ) ≤ 0
‖z‖+ (2e‖z‖+ εfz2) cos(νf )− εfz1 sin(νf ) ≤ 0,
sin(νf ) > −
√
1− e2,
2
(√
−e cos(νf )(1 + e cos(νf )) + e sin(νf )
)
sin(νf − ν0) + 1− cos(νf − ν0) = 0.
(Cd4) Date de l'impulsion interne : νi0 = νf+arccos(−1−2e cos(ν0))−2pi ∈ [νf−2pi, νf ] à condition
que :
cos(νf ) ≤ 0
1 + 2e cos(νf ) + cos(νf − ν0) ≥ 0
‖z‖+ (2e‖z‖ − εfz2) cos(νf ) + εfz1 sin(νf ) ≤ 0,
sin(νf ) >
√
1− e2,
1− cos(νf − ν0)− 2
(√
−e cos(νf )(1 + e cos(νf ))− e sin(νf )
)
sin(νf − ν0) = 0.
Remarque 24. Un calcul simple montre que toutes les conditions de la forme :
2
(√−e cos(ν0)(1 + e cos(ν0))− e sin(ν0)) (cos(νf − ν0) + e cos(ν0))
+ sin(νf − ν0) + e(sin(νf )− sin(ν0)) < 0
sont automatiquement satisfaites lorsque la condition de compatibilité des solutions νi0 est satis-
faite.
Les directions et amplitudes de poussée optimales sont déterminées via la CNS 2 par :
R(ν0)
ρ(ν0)
∆V (ν0) +
R(νi0)
ρ(νi0)
∆V (νi0) +
R(νf )
ρ(νf )
∆V (νf ) = z.
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D.7 Solutions à 2 impulsions initiale et ﬁnale
Dans ce paragraphe, on étudie maintenant le cas des solutions optimales sans impulsion interne.
Les conditions d'optimalité s'écrivent alors de la façon suivante : les directions des impulsions sont
données par la CNS 1 :
∆V (ν0) = 0 ou sgn(∆V (ν0)) = −R(ν0)
Tλ
ρ(ν0)
,
∆V (νf ) = 0 ou sgn(∆V (νf )) = −R(νf )
Tλ
ρ(νf )
.
La CNS 2 s'écrit :
R(ν0)
ρ(ν0)
∆V (ν0) +
R(νf )
ρ(νf )
∆V (νf ) = z.
Cas particulier : νf − ν0 = pi
D'après la CNS 1, on a donc :
sgn(∆V (νf )) = −R(νf )
Tλ
ρ(νf )
=
R(ν0)
Tλ
ρ(ν0 + pi)
.
D'où sgn(∆V (ν0)) = −sgn(∆V (νf )) et
cos(ν0) = 0 et sin(ν0) = ±1.
On pose ε = sgn(∆V (ν0)). Les CNS d'optimalité se simpliﬁent donc de la façon suivante :
CNS 1. sin(ν0)λ1 = ε, soit :
λ1 = ε sin(ν0), λ2 quelconque.
CNS 2.
|∆V (ν0)|+ |∆V (νf )| = −ε sin(ν0)z1
z2 = 0
On en déduit donc que ε = −sgn(sin(ν0)z1) et :
∆V (ν0) = −sgn(sin(ν0)z1)|∆V (ν0)|,
∆V (νf ) = sgn(sin(ν0)z1)|∆V (νf )|.
avec :
|∆V (ν0)|+ |∆V (νf )| = ‖z‖.
Il reste donc maintenant à garantir que la norme du vecteur eﬃcacité reste inférieure ou égale à
1 pendant toute la durée du rendez-vous. Les impulsions étant de directions opposées, le vecteur
eﬃcacité est nécessairement monotone sur l'intervalle [ν0, νf ]. Cela se traduit, compte tenu de la
durée du rendez-vous, par des conditions de signe au bord :
sgn(dpλdν (ν0)) = −sgn(pλ(ν0)) = ε,
sgn(dpλdν (νf )) = sgn(pλ(νf )) = ε,
c'est-à-dire :
ε(eλ1 + sin(ν0)λ2) ≤ 0,
ε(eλ1 − sin(ν0)λ2) ≤ 0.
En réinjectant l'expression de λ1, les conditions précédentes s'écrivent :
e sin(ν0) + ε sin(ν0)λ2 ≤ 0,
e sin(ν0)− ε sin(ν0)λ2 ≤ 0.
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On en déduit :
sin(ν0) = −1 et |λ2| ≤ e,
et également :
ε = sgn(z1).
En conclusion si ν0 = −pi
2
+ 2kpi, k ∈ Z, et si νf − ν0 = pi, alors la solution optimale est une
solution à 2 impulsions initiale et ﬁnale déﬁnie par :
∆V (ν0) = sgn(z1)|∆V (ν0)|,
∆V (νf ) = −sgn(z1)|∆V (νf )|.
avec :
|∆V (ν0)|+ |∆V (νf )| = ‖z‖.
Il existe en revanche une inﬁnité de multiplicateurs de Lagrange déﬁnissant le vecteur eﬃcacité
optimal :
λ ∈ {(−sgn(z1), λ2) ; λ2 ∈ [−e, e]} .
Cas général : νf − ν0 6= pi
La CNS 2 est alors équivalente à :
∆V (ν0) =
cos(νf )z1 + sin(νf )z2
sin(νf − ν0) (1 + e cos(ν0)),
∆V (νf ) = −cos(ν0)z1 + sin(ν0)z2
sin(νf − ν0) (1 + e cos(νf )).
On en déduit alors que pour avoir une solution à deux impulsions initiale et ﬁnale, il faut néces-
sairement que :
cos(ν0)z1 + sin(ν0)z2 6= 0 et cos(νf )z1 + sin(νf )z2 6= 0,
Dans le cas contraire, on retrouve des solutions à une impulsion initiale ou ﬁnale.
La CNS permet alors d'en déduire les directions des impulsions :
sgn(∆V (ν0)) = sgn
(
cos(νf )z1 + sin(νf )z2
sin(νf − ν0)
)
,
sgn(∆V (νf )) = −sgn
(
cos(ν0)z1 + sin(ν0)z2
sin(νf − ν0)
)
.
L'expression des λ et du vecteur eﬃcacité optimaux est donnée par :
λ1 = −cos(νf )(1 + e cos(ν0))
sin(νf − ν0) sgn(∆V (ν0)) +
cos(ν0)(1 + e cos(νf ))
sin(νf − ν0) sgn(∆V (νf )),
λ2 = − sin(νf )(1 + e cos(ν0))
sin(νf − ν0) sgn(∆V (ν0)) +
sin(ν0)(1 + e cos(νf ))
sin(νf − ν0) sgn(∆V (νf )).
Il reste donc maintenant à garantir que la norme du vecteur eﬃcacité soit inférieure ou égale à
1 pendant toute la durée du rendez-vous.
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1er cas : Impulsions dans la même direction : sgn(∆V (ν0)) = sgn(∆V (νf ))
On note : ε = sgn(∆V (ν0)) = sgn(∆V (νf )). Nécessairement, la condition suivante :
sgn(cos(ν0)z1 + sin(ν0)z2) = −sgn(cos(νf )z1 + sin(νf )z2),
est vériﬁée. Les coeﬃcients de Lagrange s'écrivent alors :
λ1 = −εcos(νf )− cos(ν0)
sin(νf − ν0) , λ2 = −ε
(
e+
sin(νf )− sin(ν0)
sin(νf − ν0)
)
.
Il reste à garantir que la norme du vecteur eﬃcacité soit inférieure ou égale à 1 pendant toute
la durée du rendez-vous. Dans le cas de deux impulsions aux bords de même direction, le vecteur
eﬃcacité admet nécessairement un extremum de norme strictement inférieure à 1 dans l'intervalle
[ν0, νf ] et un extremum de norme supérieure à 1 en dehors de l'intervalle [ν0, νf ] i.e. :
 Il existe νe ∈ [ν0, νf ] tel que : dpλdν (νe) = 0 et
|pλ(νe)| < 1. (D.47)
On a en particulier : cos(νe) > −e.
On impose également les conditions de signe suivantes :
sgn(dpλdν (ν0)) = −sgn(pλ(ν0)) = ε,
sgn(dpλdν (νf )) = sgn(pλ(νf )) = −ε.
Cela s'écrit aussi :
sgn((e+ cos(ν0))λ1 + sin(ν0)λ2) = −ε (D.48)
sgn((e+ cos(νf ))λ1 + sin(νf )λ2) = ε. (D.49)
En réinjectant les expressions de λ dans les conditions (D.48) et (D.49), on trouve la condition
suivante :
cos(νf − ν0)− 1
sin(νf − ν0) > 0,
soit au ﬁnal : sin(νf − ν0) < 0, i.e. :
νf − ν0 > pi.
Considérons maintenant la condition (D.47) : la condition dpλdν (νe) = 0 s'écrit :
(e+ cos(νe))λ1 + sin(νe)λ2 = 0.
Cela nous permet de réécrire la condition (D.47) sous la forme :
|λ1| ≤ | sin(νe)| ou encore : |λ2| ≤ e+ cos(νe).
En conclusion, à condition que νf − ν0 > pi, les impulsions optimales sont données par :
∆V (ν0) =
cos(νf )z1 + sin(νf )z2
sin(νf − ν0) (1 + e cos(ν0)),
∆V (νf ) = −cos(ν0)z1 + sin(ν0)z2
sin(νf − ν0) (1 + e cos(νf )),
de direction commune ε = −εf = ε0, d'où : ε0 = −εf . Les coeﬃcients de Lagrange optimaux
s'écrivent donc :
λ1 = −ε0 cos(νf )− cos(ν0)
sin(νf − ν0) , λ2 = −ε0
(
e+
sin(νf )− sin(ν0)
sin(νf − ν0)
)
.
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2ème cas : Impulsions dans des directions opposées : sgn(∆V (ν0)) = −sgn(∆V (νf ))
On note ε = sgn(∆V (ν0)) = −sgn(∆V (νf )). La condition suivante :
sgn(cos(ν0)z1 + sin(ν0)z2) = sgn(cos(νf )z1 + sin(νf )z2),
est nécessairement vériﬁée. Les impulsions sont données par :
∆V (ν0) =
cos(νf )z1 + sin(νf )z2
sin(νf − ν0) (1 + e cos(ν0)),
∆V (νf ) = −cos(ν0)z1 + sin(ν0)z2
sin(νf − ν0) (1 + e cos(νf )),
et sont de directions respectives : εf et −ε0 si νf − ν0 < pi et −εf et ε0 si νf − ν0 > pi. Les
coeﬃcients de Lagrange s'écrivent alors :
λ1 = −εcos(ν0) + cos(νf ) + 2e cos(ν0) cos(νf )
sin(νf − ν0) ,
λ2 = −ε sin(ν0) + sin(νf ) + e sin(ν0 + νf )
sin(νf − ν0) ,
avec :
ε = sgn
(
cos(νf )z1 + sin(νf )z2
sin(νf − ν0)
)
=
{
εf = ε0 si νf − ν0 < pi,
−εf = −ε0 si νf − ν0 > pi.
Il faut encore garantir que la norme du vecteur eﬃcacité reste inférieure ou égale à 1 pendant
toute la durée du rendez-vous. Les impulsions étant aux bords, on est nécessairement dans la
conﬁguration où le vecteur eﬃcacité admet deux extrema de norme supérieure à 1 à des dates
n'appartenant pas à [ν0, νf ]. On en déduit en particulier que :
ν+ /∈ [ν0, νf ] ou ν− /∈ [ν0, νf ].
Dans le cas contraire, la date de l'extremum de plus grande norme appartenant à l'intervalle
[ν+, ν−], serait également dans l'intervalle [ν0, νf ].
De plus, les impulsions étant de directions opposées, le vecteur eﬃcacité est nécessairement
monotone sur l'intervalle [ν0, νf ]. Ceci se traduit, compte tenu de la durée du rendez-vous, par des
conditions de signe au bord :
sgn(dpλdν (ν0)) = −sgn(pλ(ν0)) = ε,
sgn(dpλdν (νf )) = sgn(pλ(νf )) = ε,
c'est-à-dire :
sgn((e+ cos(ν0))λ1 + sin(ν0)λ2) = −ε, (D.50)
sgn((e+ cos(νf ))λ1 + sin(νf )λ2) = −ε. (D.51)
En réinjectant les expressions des coeﬃcients de Lagrange, on montre que les conditions (D.50) et
(D.51) sont respectivement équivalentes à :
1 + 2e cos(νf ) + cos(νf − ν0)
sin(νf − ν0) > 0,
1 + 2e cos(ν0) + cos(νf − ν0)
sin(νf − ν0) > 0.
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Résumé
Cette thèse traite de l'évitement de collision entre un engin spatial opérationnel, appelé ob-
jet primaire, et un débris orbital, dit secondaire. Ces travaux concernent aussi bien la question
de l'estimation du risque pour une paire d'objets sphériques que celle du calcul d'un plan de
man÷uvres d'évitement pour le primaire. Pour ce qui est du premier point, sous certaines hypo-
thèses, la probabilité de collision s'exprime comme l'intégrale d'une fonction gaussienne sur une
boule euclidienne, en dimension deux ou trois. On en propose ici une nouvelle méthode de calcul,
basée sur les théories de la transformée de Laplace et des fonctions holonomes. En ce qui concerne
le calcul de man÷uvres de propulsion, diﬀérentes méthodes sont développées en fonction du mo-
dèle considéré. En toute généralité, le problème peut être formulé dans le cadre de l'optimisation
sous contrainte probabiliste et s'avère diﬃcile à résoudre. Dans le cas d'un mouvement considéré
comme relatif rectiligne, l'approche par scénarios se prête bien au problème et permet d'obtenir
des solutions admissibles. Concernant les rapprochements lents, une linéarisation de la dynamique
des objets et un recouvrement polyédral de l'objet combiné sont à la base de la construction d'un
problème de substitution. Deux approches sont proposées pour sa résolution : une première directe
et une seconde par sélection du risque. Enﬁn, la question du calcul de man÷uvres de proximité en
consommation optimale et temps ﬁxé, sans contrainte d'évitement, est abordée. Par l'intermédiaire
de la théorie du vecteur eﬃcacité, la solution analytique est obtenue pour la partie hors-plan de la
dynamique képlérienne linéarisée.
Mots-clés : optimisation, contrainte probabiliste, approche scénarios, évitement de collision,
probabilité de collision, développement en série, fonctions holonomes, collision en orbite, débris
spatiaux, rendez-vous, commande optimale, vecteur eﬃcacité
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Abstract
This thesis is about collision avoidance for a pair of spherical orbiting objects. The primary
object - the operational satellite - is active in the sense that it can use its thrusters to change its
trajectory, while the secondary object is a space debris that cannot be controlled in any way. On-
ground radars or other means allow to foresee a conjunction involving an operational spacecraft,
leading in the production of a collision alert. The latter contains statistical data on the position
and velocity of the two objects, enabling for the construction of a probabilistic collision model.
The work is divided in two parts : the computation of collision probabilities and the design of
maneuvers to lower the collision risk. In the ﬁrst part, two kinds of probabilities - that can be
written as integrals of a Gaussian distribution over an Euclidean ball in 2 and 3 dimensions -
are expanded in convergent power series with positive terms. It is done using the theories of
Laplace transform and D-ﬁnite functions. In the second part, the question of collision avoidance
is formulated as a chance-constrained optimization problem. Depending on the collision model,
namely short or long-term encounters, it is respectively tackled via the scenario approach or relaxed
using polyhedral collision sets. For the latter, two methods are proposed. The ﬁrst one directly
tackles the joint chance constraints while the second uses another relaxation called risk selection
to obtain a mixed-integer program. Additionaly, the solution to the problem of ﬁxed-time fuel-
minimizing out-of-plane proximity maneuvers is derived. This optimal control problem is solved
via the primer vector theory.
Keywords : optimization, chance constraint, scenario approach, collision avoidance, collision
probability, series expansion, D-ﬁnite functions, orbital collision, space debris, rendezvous, optimal
control, primer vector
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