Guaranteed Outlier Removal for Point Cloud Registration with
  Correspondences by Bustos, Álvaro Parra & Chin, Tat-Jun
1Guaranteed Outlier Removal for Point Cloud
Registration with Correspondences
A´lvaro Parra Bustos, Tat-Jun Chin, Member, IEEE
Abstract—An established approach for 3D point cloud registration is to estimate the registration function from 3D keypoint
correspondences. Typically, a robust technique is required to conduct the estimation, since there are false correspondences or outliers.
Current 3D keypoint techniques are much less accurate than their 2D counterparts, thus they tend to produce extremely high outlier
rates. A large number of putative correspondences must thus be extracted to ensure that sufficient good correspondences are
available. Both factors (high outlier rates, large data sizes) however cause existing robust techniques to require very high computational
cost. In this paper, we present a novel preprocessing method called guaranteed outlier removal for point cloud registration. Our method
reduces the input to a smaller set, in a way that any rejected correspondence is guaranteed to not exist in the globally optimal solution.
The reduction is performed using purely geometric operations which are deterministic and fast. Our method significantly reduces the
population of outliers, such that further optimization can be performed quickly. Further, since only true outliers are removed, the
globally optimal solution is preserved. On various synthetic and real data experiments, we demonstrate the effectiveness of our
preprocessing method. Demo code is available as supplementary material.
Index Terms—Point cloud registration, global optimality, preprocessing, guaranteed outlier removal.
F
1 INTRODUCTION
POint cloud registration is a core operation in computervision and robotics. In general, point cloud registration
is required whenever there is a need to integrate 3D mea-
surements from different viewpoints or time steps. Given
two point clouds X and Y , the aim is to find a transforma-
tion function f that maps X to the reference frame of Y , in
a way that the points are as “aligned” as possible. In this
work, we focus on rigidly moving point clouds, i.e., f is a
rotation or a Euclidean/rigid transformation.
A popular paradigm for point cloud registration is to es-
timate f from a set of point correspondences or matches ex-
tracted using a 3D keypoint technique [1]. Let {(xi,yi)}Ni=1
denote a set of point matches between X and Y . If there are
no false matches or outliers, the best f in the least squares
sense can usually be obtained analytically [2], [3]. However,
most automatic 3D keypoint matching methods [4], [5], [6]
invariably produce mismatches. Thus f must be estimated
robustly from the input correspondences.
To this end, many practitioners apply the maximum
consensus approach, i.e., find the f that is consistent up to
threshold ξ with as many of the input matches as possible
maximize
Ω, I⊆H
|I|
subject to ‖f(xi | Ω)− yi‖ ≤ ξ, ∀i ∈ I,
(1)
where Ω represents the parameters of f , H = {1, . . . , N}
are indices of the input data, and ‖ · ‖ denotes the Euclidean
norm. The subset I is often called a consensus set. The
optimal Ω∗ to (1) enables f to be consistent with the largest
possible consensus set I∗. Hereafter, we make no distinction
between the indices and the data referred to by the indices.
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Also, primarily for convenience, we call the data in I∗ true
inliers, and the data in H \ I∗ true outliers.
RANSAC [7] is the standard approach to solve maxi-
mum consensus problems. In the context of (1), RANSAC
randomly samples minimal subsets of size m (m = 2 for
rotation, m = 3 for rigid transformation) and estimates Ω
from the minimal subsets (usually using least squares). The
Ω with the largest consensus set is returned as the solution.
The number of samples to generate is typically taken as⌈
log(1− ρ)
log(1− (1− η)m)
⌉
, (2)
where η is the outlier proportion. Formula (2) is derived
with the aim of retrieving at least one minimal subset
that consists purely of inliers with probability ρ. Since η
is unknown initially, it is estimated on-the-fly based on the
current best result I˜ , thus (2) is merely a probabilistic lower
bound of the runtime of RANSAC.
Although RANSAC is generally efficient, its runtime as
predicted by (2) increases exponentially with the outlier
ratio η. The sampling stage thus becomes a significant bot-
tleneck in point cloud registration, since the accuracy of 3D
keypoint matching methods is generally much lower than
their 2D image counterparts such as SIFT [8] and SURF [9] ,
due to inherent difficulties in the 3D case such as irregular
point cloud density and lack of useful texture on the points.
As we shall see later in Sec. 5, outlier ratios of more than
95% is quite common in real point clouds.
Another fundamental limitation of RANSAC is that it
does not provide the optimal solution in general. Formally,
let Ω˜ be the result of RANSAC, and I˜ ⊆ H be the associated
consensus set. We have that |I˜| ≤ |I∗|, and in general I˜ *
I∗, i.e., true inliers may be discarded by RANSAC.
There exist globally optimal algorithms for point cloud
registration. Most of the global methods [10], [11], [12], [13],
ar
X
iv
:1
71
1.
10
20
9v
1 
 [c
s.C
V]
  2
8 N
ov
 20
17
2(a) Input correspon-
dence set H.
(b) Reduced correspon-
dence set H′ by GORE.
(c) RANSAC’s alignment
on H′.
Fig. 1. Illustrating the concept of GORE for robust point cloud registration (1). In the above diagrams, green indicates true inliers I∗ and red indicates
true outliers H \ I∗. In this instance, the input H contains N = 2000 correspondences with outlier rate η = 0.98. In 4.62 seconds, GORE reduced
the input to a smaller correspondence set H′ of size 60 with η = 0.28. Using ρ = 0.99 in the stopping criterion (2), executing RANSAC on H′
terminated in 0.005 seconds. Executing RANSAC on the original input H, however, required 132 seconds to converge.
[14], [15] employ branch-and-bound (BnB) [16] to systemati-
cally search the parameter space (SO(3) for rotation, SE(3)
for rigid transformation) to deterministically optimize their
respective objective function. Another class of global al-
gorithms [17], [18], [19] leverage the fact that the optimal
solution to a robust objective function can be obtained as
the solution of the same problem on a d-subset of the N
input correspondences H. For example, for 6 DoF rigid
registration (1), d is equal to 6. To find Ω∗, the methods [17],
[18], [19] enumerate all
(N
d
)
subsets of H and solve (1) on
each d-subset analytically (note that this approach differs
from “standard” RANSAC which solves for Ω via least
squares on sampled minimal subsets of size m).
A general weakness of global algorithms is their high
computational cost, especially on data with large sizes N
and high outlier contamination rates. Theoretically, the run-
time of BnB increases exponentially with the input size. The
significant cost of BnB is also exacerbated by large outlier
ratios, since outliers tend to increase local optima. As we
will show in Sec. 5, runtimes in excess of several hours can
be consumed by BnB when invoked on real correspondence
sets of moderate size (N = 1000). In the second group
of global algorithms [17], [18], [19], the number of unique
subsets to test is impracticably large for practical input sizes,
e.g., for N = 1000 there are ≥ 100 Trillion 6-subsets. Thus,
such methods are feasible only on very small instances.
1.1 Our contributions
We propose a novel guaranteed outlier removal (GORE) tech-
nique for robust point cloud registration (1). Specifically,
our method is able to efficiently reduce H to a subset
H′ of point matches, in a way that any correspondence
(xi,yi) discarded by reducing H to H′ is a true outlier, i.e.,
any (xi,yi) that is removed does not belong to I∗. More
formally, our method ensures that
I∗ ⊆ H′ ⊆ H. (3)
Note that this fundamentally differs from the objective of
RANSAC, which is to return a suboptimal consensus set I˜ .
See Fig. 1 for an illustration of the concept of GORE.
Based on computationally simple geometric consistency
checks, our GORE technique is deterministic and efficient,
e.g., the result in Fig. 1 was produced in 4.62 seconds.
Though GORE may not remove all true outliers, i.e.,H′ may
not be a consensus set, it is able to aggressively reduce the
population of true outliers1. On real data, almost 90% of
the true outliers can be eliminated (see results in Table 1 for
mining and remote sensing datasets). We pose our technique
as an efficient preprocessor to robust point cloud registration,
in that GORE reduces the amount of data and the ratio of
outliers in the input H, without removing true inliers.
The output H′ can be used in the following ways:
• Since the ratio of outliers is much lower in H′, ap-
proximate maximum consensus algorithms such as
RANSAC, whose runtime increases exponentially with
outlier rate, can also benefit. Practically, preprocessing
with GORE enables RANSAC to return good solutions
in more reasonable times.
• Due to condition (3), the globally optimal solution
Ω∗ is preserved in H′. Thus, one can conduct further
optimization on H′ to find Ω∗. By applying GORE to
drastically reduce the amount of data and outlier ratio,
the total runtime can be reduced significantly (by more
than an order of magnitude on real data).
Comprehensive experimental evaluation is provided in
Sec. 5 to demonstrate the above claims2.
As a by-product, a sub-optimal solution Ω˜ is also re-
turned by GORE. We empirically show that this sub-optimal
transformation represents an approximate solution of com-
parable quality to the result of RANSAC. However, contrary
to RANSAC, our method is deterministic.
Previous work. This work is an extension of our previ-
ous conference paper [20] which proposed GORE for 3 DoF
rotational registration. Here, we propose a novel broader
GORE algorithm for 6 DoF Euclidean registration, which
significantly increases the practical usefulness of GORE.
1.2 Related work: preprocessing for robust estimation
A priori reducing the data size before conducting opti-
mization is an age-old idea in computer science. In the
context of robust estimation problems such as (1), one could
first execute RANSAC with a large ξ to remove hopefully
1. Note that removing all true outliers amounts to solving the
original maximum consensus problem (1), which is intractable. Thus,
except in trivial instances, GORE does not generally remove all true
outliers.
2. Matlab implementation is available as supplementary material.
3most of the outlying data, before performing a more care-
ful optimization (e.g., using BnB) on the remaining data.
However, such a heuristic “pipeline” does not provide any
optimality guarantees, and worse, the rough initial culling
could unintentionally remove many of the useful data such
that a decent result is no longer attainable.
More closely in the area of robust registration from
point correspondences, preprocessing methods that quickly
reject outliers based on geometric consistency have been
proposed. One of the earliest work with this flavor is by
Adam et al. [21] who targeted the epipolar geometry esti-
mation problem. Given two images with putative feature
correspondences, they seek a rotation on one of the images
such that the “flow vectors” of the correspondences are as
aligned as possible. Correspondences that are not aligned
are removed as outliers. Adam et al. showed that their
method can significantly lower the outlier rate in the input
data. However, their technique is heuristic, thus there are no
strict guarantees on the preservation of solution optimality.
Another relevant work is by Sva¨rm et al. [22], who
proposed a technique for camera localization from 2D-3D
correspondences. In their work, the usage of gravitational
sensors reduces camera localization to a 3 DoF problem (2D
translation and 1D rotation). Their approach also conducts
a guaranteed outlier rejection scheme for the 2D-3D point
matches, before a globally optimal algorithm is invoked.
The underlying geometric consistency check is based on
analysing the planar projection of backprojected viewing
cones using Minkowski sums. Since our target problems
(3 DoF rotational and 6 DoF rigid registration) differ from
Sva¨rm et al.’s, the core geometric motivations and opera-
tions of our work are vastly different from theirs.
Another previous work [23] investigated the usage
of mixed integer linear programming (MILP) to perform
GORE on robust linear regression. Apart from differences in
intended applications (their method cannot be utilized for
rotational and rigid registration), [23] also “outsourced” the
calculation of bounds required for GORE to a MILP solver.
This contrasts greatly with the present work which studies
and exploits the problem geometry for consistency checks.
1.3 Recent work on point cloud registration
Note that we focus on correspondence-based registration,
which differs from registering “raw” point clouds [24], [25].
Zhou et al. [26] conducted robust registration under the
outlier removal framework of [27]. Their idea is to alleviate
the effects of local optima by minimizing a continuation
of increasingly good approximations of a robust objective
function. The method locally solves each objective function
from the previous objective value. Hence, there are no global
optimality guarantees.
Petrelli and Di Stefano [28] used an heuristic based on
the alignment of local reference frames [29] as a preproces-
sor of RANSAC. The method relies on a unique local refer-
ence frame for 3D features, such that every correspondence
induces a local transformation. A suboptimal consensus
is obtained by using a 3D Hough voting scheme over a
transformed representative point (of the point cloud to be
aligned) when applying the induced transformations. Other
heuristics based on unique local reference frames could also
be applied, e.g.: clustering the induced transformations [30].
Unlike GORE, these heuristics do not guarantee preserva-
tion of solution optimality. As observed in [28], its method
may fail under the presence of incorrect local frames.
Albarelli et al. [31], [32], [33], [34] proposed a point
cloud registration method based on evolutionary game the-
ory [35]. Their objective is to find the subset of correspon-
dences that maximize average pairwise consistency, defined
by a payoff matrix—thus, their notion of ”inliers” differs
from ours (1). The solution is obtained as an evolutionary
stable state of an inlier selection process. Their algorithm is
stochastic and has no global optimality guarantees, unlike
GORE. In Sec. 5.4, we will compare GORE with [31] as
a representative of a state-of-the-art correspondence-based
point cloud registration method.
2 THEORY OF GORE
The robust registration problem (1) can be rewritten as
maximize
k∈H
pk, (4)
where pk is defined as the maximum objective value of the
subproblem Pk, for k = 1, . . . , N :
maximize
Ωk, Ik⊆H\{k}
|Ik|+ 1
subject to ‖f(xi | Ωk)− yi‖ ≤ ξ, ∀i ∈ Ik,
‖f(xk | Ωk)− yk‖ ≤ ξ.
(Pk)
In words, Pk seeks the transformation f that agrees with
as many of the data as possible, given that f must align
(xk,yk). Our reformulation (4) does not make the original
problem (1) any easier - its utility derives from showing
how an upper bound on the quality pk of the subproblem
Pk allows to identify true outliers.
Let l ≤ |I∗| be a lower bound for the solution of the
original problem (1). Note that any suboptimal solution I˜
to (1) can give rise to l. Let pˆk be an upper bound on the
quality of Pk, i.e., pˆk ≥ pk. Given the lower and upper
bound values, the following result can be established.
Theorem 1. If pˆk < l, then (xk,yk) is a true outlier, i.e., k does
not exist in the solution I∗ to (1).
Proof. The proof is by contradiction. If k is in I∗, then we
must have that pk = |I∗|. However, if we are given that
pˆk < l, then pk < l ≤ |I∗|, which contradicts the previous
condition. Hence, k cannot exist in I∗.
The primary computation performed by GORE is to
obtain l and pˆk for k = 1, . . . , N , such that the test based
on Theorem 1 can be attempted to reject true outliers. In
Sec. 3, we describe how to calculate pˆk efficiently for rota-
tional registration. In Sec. 4, a novel algorithm to efficiently
calculate pˆk for 6 DoF rigid registration is described. Apart
from the calculations of pˆk, in the following sections, we also
present heuristic procedures that rapidly tighten the bounds
l and pˆk as the rejection tests are being iterated over k.
As a by-product of our GORE algorithms, good suboptimal
solutions (of quality l) are also produced.
43 GORE FOR ROTATIONAL REGISTRATION
To promote better flow of the ideas, we first present GORE
for rotational registration. The algorithm presented here will
form a “kernel” for the 6 DoF case in Sec. 4.
As a specialization of (1), the maximum consensus for-
mulation for rotational registration is
maximize
R∈SO(3), I⊆H
|I|
subject to ‖Rxi − yi‖ ≤ ξ, ∀i ∈ I.
(5)
It is clear that, since rotational motion is more “restricted”,
any correspondence (xi,yi) where
|‖xi‖ − ‖yi‖| > ξ (6)
cannot be rotationally aligned and thus does not affect the
result. We assume that such data have been removed.
We further rewrite (5) to become
maximize
R∈SO(3), I⊆H
|I|
subject to ∠(Rxi,yi) ≤ i, ∀i ∈ I,
(7)
where we have changed the error metric from Euclidean to
angular. Further, the inlier threshold i (in radians) is now
data dependent and is defined as
i =
{
arccos(λi) if λi > −1
pi otherwise,
(8)
where
λi :=
‖xi‖2 + ‖yi‖2 − ξ2
2‖xi‖‖yi‖ . (9)
See Fig. 2 for a depiction of the principle behind calculating
i. By construction, problems (5) and (7) are equivalent.
Further, since the norm of the points do not matter under
the angular error, in the rest of Sec. 3, we regard all points
to have unit norm.
(a) (b)
Fig. 2. Relating the Euclidean and the angular error. (a) A solid ball
intersects the surface of a sphere at a spherical patch, which has a
circular outline in the sphere (highlighted in red). (b) Side view of the
circular outline.
Specializing the subproblem Pk to rotational registra-
tion (7), we obtain
maximize
Rk∈SO(3), Ik⊆H\{k}
|Ik|+ 1
subject to ∠(Rkxi,yi) ≤ i, ∀i ∈ Ik,
∠(Rkxk,yk) ≤ k.
(P rotk )
Secs. 3.1 and 3.2 are devoted to describing an efficient
algorithm for calculating an upper bound pˆk to P rotk . In
Sec. 3.3, an overall algorithm which encapsulates the bound
calculation to conduct GORE will be presented.
3.1 Efficient algorithm for upper bound
Recall that any candidate rotation Rk to solve P rotk must
bring xk within angular distance k from yk, i.e.,
∠(Rkxk,yk) ≤ k. (10)
We interpret Rk by decomposing it into two rotations
Rk = AB, (11)
where we define B as a rotation that honors the condition
∠(Bxk,yk) ≤ k, (12)
and A as a rotation about axis Bxk. Since A leaves Bxk
unchanged, the condition (12) and hence constraint (10) are
always satisfied. Fig. 3a illustrates this interpretation.
Solving P rotk thus amounts to finding the combination of
the rotationB (a 2 DoF problem, given (12)) and the rotation
angle of A (a 1 DoF problem) that maximize the objective.
3.1.1 The ideal case
In the absence of noise and outliers, xi can be aligned
exactly with yi for all i. Based on (11), we denote the rotation
that solves P rotk under this ideal case as
Rˆk = AˆBˆ, (13)
which can be solved as follows (refer also to Fig. 3a). First,
find a rotation Bˆ that aligns xk exactly with yk, i.e.,
Bˆxk = yk. (14)
For example, take Bˆ as the rotation that maps xk to yk with
the minimum geodesic motion. To solve for Aˆ, take any
i 6= k, then find the angle θˆ of rotation about axis Bˆxk that
maps Bˆxi to yi. Then,
Aˆ = exp (θˆ[Bˆxk]×), (15)
where exp (·) is the exponential map, and [x]× returns
the cross product matrix of x. The above steps affirm
that rotation estimation requires a minimum of two point
matches [2].
3.1.2 Uncertainty bound
In the usual case, we must contend with noise and outliers.
The aim of this section is to establish a bound on the position
of xi when acted upon by the set of feasible rotations Rk,
i.e., those that satisfy (10) for P rotk .
The set of B that maintain (12) cause Bxk to lie within a
spherical region of angular radius k centered at yk, i.e.,
Bxk ∈ Sk(yk) (16)
where
S(y) := {x ∈ R3 | ‖x‖ = 1,∠(x,y) ≤ }. (17)
Since Bxk is the rotation axis of A, the interior of Sk(yk) is
also the set of possible rotation axes for A. Further, for any
i 6= k, we can establish a second spherical region
Bxi ∈ Sk(Bˆxi) (18)
such that the set of feasible B cause Bxi to lie in a spherical
region; see Sec. A in the supp. material for its derivation.
5(a) (b) (c) (d)
Fig. 3. (a) Interpreting rotation Rk according to (11). (b) The uncertainty region Lk(xi) (21). (c) This figure shows Sδ(θ)(Aθ,yk Bˆxi) intersecting
with Si (yi) for a particular θ. (d) We wish to find a bounding interval Θi = [θ
a, θb] ⊂ [−pi, pi] on θ for which the intersection is non-empty.
Fig. 3a also shows Sk(yk) and Sk(Bˆxi). The bound on
Rkxi can thus be analyzed based on these two regions.
To make explicit the dependence of A on a rotation axis
a and angle θ, we now denote it as Aθ,a, where
Aθ,a = exp (θ[a]×). (19)
Let p be an arbitrary unit-norm point. Define
circ(p,a) := {Aθ,ap | θ ∈ [−pi, pi]} (20)
as the circle traced by p when acted upon by rotation Aθ,a
for all θ at a particular axis a.
The set of possible positions of Rkxi is then defined by
Lk(xi) := {circ(p,a) | p ∈ Sk(Bˆxi),a ∈ Sk(yk)}. (21)
Fig. 3b illustrates this feasible region, which exists on the
unit sphere. The region is bounded within the two circles
circ(pn,an) and circ(pf ,af ), (22)
which are highlighted in Fig. 3b. Intuitively, pn and an
(resp. pf and af ) are the closest (resp. farthest) pair of points
from Sk(Bˆxi) and Sk(yk). See Sec. A in the supp. material
for their mathematical representations.
The derivations above lead to our first result.
Result 1. For any i 6= k, if Si(yi) does not intersect with
Lk(xi), then (xi,yi) cannot be aligned by any rotation Rk
that satisfies (10). The correspondence (xi,yi) can then be safely
removed without affecting the result of P rotk .
3.1.3 Reducing the uncertainty
For each point match (xi,yi) that survives the pruning
by Result 1, we reduce its uncertainty bound (21) into an
angular interval. This reduction is crucial for our efficient
upper bound algorithm to be introduced in Sec. 3.2.
Consider rotating a point p in Sk(Bˆxi) with Aθ,u for a
fixed angle θ and an axis u ∈ Sk(yk). We wish to bound
the possible locations of Aθ,up given the uncertainty in p
and u. To this end, the following bound can be established
(see Sec. A in the supp. material for its derivation)
max
p∈Sk (Bˆxi)
u∈Sk (yk)
∠(Aθ,up, Aθ,ykBˆxi) ≤ δ(θ), (23)
where
δ(θ) := 2|θ| sin(k/2) + k. (24)
The inequality (23) states that for a fixed θ and for all u ∈
Sk(yk) and Bxi ∈ Sk(Bˆxi), the point Aθ,uBxi lies in
Sδ(θ)(Aθ,ykBˆxi). (25)
Fig. 3c depicts this spherical region. Observe that for all
θ ∈ [−pi, pi], the center of the region lies in circ(Bˆxi,yk).
Intuitively, this is a circle of a fixed latitude on the globe
when yk is the “North Pole”. Further, the spherical region
attains the largest angular radius at θ = ±pi.
For a pair (xi,yi), we wish to obtain a bound Θi =
[θa, θb] on the range of θ that enable Aθ,uBxi to align
with yi, given the uncertainties u ∈ Sk(yk) and Bxi ∈
Sk(Bˆxi). This is analogous to seeking a bound on the θ
that allows Sδ(θ)(Aθ,ykBˆxi) to “touch” Si(yi); see Fig. 3d.
Analytically solving for Θi is non-trivial; Sec. A (supple-
mentary material) describes a fast approximate algorithm
that is able to yield a tight bounding interval Θi.
Result 2. For any i 6= k, if Si(yi) intersects with Lk(xi), the
range of angles θ such that ∠(Aθ,uBxi,yi) ≤ i for all u ∈
Sk(yk) and Bxi ∈ Sk(Bˆxi) is bounded by Θi, where Θi is as
defined in Sec. 3.1.3 and computed as in Sec. A (supp. material).
3.2 Interval stabbing
For problem P rotk , on the input point matches that remain
after pruning by the application of Result 1, we use Result 2
to convert them into a set of angular intervals {Θj}, where
each Θj = [θaj , θ
b
j ]. We aim to find the largest number of
point matches that can be aligned by the same rotation angle
θ. More formally, we seek the solution
Ok = maximize
θ∈[−pi,pi]
∑
j
I(θ ∈ [θaj , θbj ]) (26)
where I(·) is an indicator function that returns 1 if the input
predicate is true and 0 otherwise. This is the well-known
interval stabbing problem, for which efficient deterministic
algorithms exist [36, Chap. 10]. We take pˆk = Ok + 1 as an
upper bound to the value pk to P rotk .
Theorem 2. Ok + 1 is an upper bound to the value of P rotk .
6Algorithm 1 GORE for rotational registration (7).
Require: Point correspondences {(xi,yi)}Ni=1 (points are
assumed to have unit norm), inlier thresholds {i}Ni=1.
1: H ← {1, 2, . . . , N}.
2: H′ ← H, O ← H, V ← ∅, and l← 0.
3: for all k ∈ O do
4: V ← V ∪ {k}.
5: Compute upper bound pˆk and suboptimal rotation
R˜k (Secs. 3.1 and 3.2) for problem P rotk on data
indexed by H′.
6: Ck ← {i ∈ H′ | ‖f(xi | R˜k)− yi‖ ≤ i}.
7: lk ← |Ck|.
8: if lk > l then
9: l← lk, R˜← R˜k.
10: O ← H′ \ Ck.
11: end if
12: if pˆk < l then
13: H′ ← H′ \ {k}.
14: end if
15: O ← O \ V .
16: end for
17: return H′ and R˜.
Proof. By Result 2, each interval Θj is an over-estimation of
the range of angles of rotation Aθ,u that permit the associ-
ated point match to be aligned. The number Ok + 1 must
thus be greater than or equal to the maximum number of
point matches that can be aligned under problem P rotk .
As a by-product of interval stabbing, we derive
R˜k = Aθ˜,BˆxkBˆ, (27)
where θ˜ is an angle that globally solves (26). We can take
R˜k as an approximate solution to the rotational registration
problem (7). Aligning the input data with R˜k thus provides
a lower bound l to the problem (7).
3.3 Main algorithm
Algorithm 1 summarizes our GORE method for rotational
registration (7). Given a set of input point matches H,
our method iterates over each point match (xk,yk) and
performs two operations: seek an improved lower bound l
to problem (7) and an upper bound pˆk to subproblem P rotk ;
both steps are conducted simultaneously using our tech-
niques in Secs. 3.1 and 3.2. Both values are then compared
to try to reject the current point match as a true outlier. The
output is a reduced set of point matchesH′ ⊆ H guaranteed
to include the globally optimal solution I∗ to (7).
The worst case time complexity can be established as
follows: for each k, the bounding interval Θi for each
i 6= k is obtained in constant time. Given N intervals,
the stabbing problem (26) can be solved in O(N logN)
time [36, Chap. 10]. Thus, Line 5 in Algorithm 1 takes
O(N logN) time. In the worst case, Line 5 is performed N
times, and Algorithm 1 thus consumes O(N2 logN) time.
Overall, Algorithm 1 contains only very simple geometric
operations. In the next subsection, we demonstrate the
extreme efficiency of the algorithm in processing large input
data sizes for robust rotational registration.
3.4 Results for rotational registration
We first present experimental results for Algorithm 1. Only
synthetic data was used for the experiment here, since
• GORE for rotational alignment will primarily be used
as a sub-routine in the more general 6 DoF GORE
algorithm in Sec. 4. A synthetic data experiment enables
a more comprehensive analysis of the performance of
Algorithm 1 as a “black box”.
• In real-life applications such as surveying and robotics,
the point clouds usually differ by more than a 3 DoF
rotation. It is thus more cogent to test on real data for
the 6 DoF GORE algorithm. Comprehensive evaluation
on real data will be given in Sec. 5.
All techniques/algorithms used in this section were imple-
mented in C++. Experiments were conducted on a standard
PC with a 2.50GHz CPU. Our implementations are also
provided in the supplementary material.
3.4.1 Data generation and experimental setting
A data instance for (5) was generated as follows: N points
in a solid ball of radius 100 were randomly produced to
obtain set X . Set X was randomly rotated to produce set
Y , which was then added with uniformly distributed noise
on a sphere centred at the origin with radius ξ = 0.5. We
ensured that all correspondences (xi,yi) satisfy
|‖xi‖ − ‖yi‖| ≤ ξ (28)
such that no data can be pruned by simply comparing
norms; see (6). For a given outlier rate η, ηN point corre-
spondences (xi,yi) were randomly chosen from (X ,Y) and
the xi was randomly rotated to produce outliers. Each data
instance was then converted to the equivalent form (7).
In our experiments, N = {100, 250, 500} and η =
{0, 0.025, . . . , 0.95} were used. For each (N, η) combina-
tion, 1000 data instances were generated. The following
approaches/pipelines were run on each instance:
• RANSAC: A confidence level of ρ = 0.99 was used
for the stopping criterion [7]. For each data instance,
median runtime over 100 runs were taken.
• GORE: Algorithm 1. No particular ordering for the data
was conducted beyond the order of generation.
• BnB: A simplification of the method of [15] by in-
putting the point correspondences instead of the raw
point clouds X and Y . Discussing the BnB algorithm is
beyond the scope of this paper. See [15] for details.
• GORE+BnB: Data remaining after GOREH′ was fed to
BnB. The lower bound of BnB was also initialized as the
value of l at the termination of Algorithm 1.
• GORE+RANSAC: Data remaining after GORE H′ was
fed to RANSAC.
• RGORE+BnB: Same as GORE+BnB, but the initial
value of l in Algorithm 1 for GORE was obtained by
first running RANSAC to yield a suboptimal result.
• GORE+aBnB: Same as GORE+BnB, but all the original
data was given to BnB (GORE was only used to initial-
ize the lower bound of BnB).
3.4.2 Runtime comparisons
The first row of Fig. 4 shows the median total runtime over
all data instances for the methods. While RANSAC was
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Fig. 4. Results of rotation search on synthetic data. Top row: Runtimes of different optimization pipelines under different data size N and outlier
rates. Bottom row: Angular errors of estimated rotations w.r.t. the globally optimal rotation.
faster than GORE at low outlier rates, as the outlier rate
increased, the runtime of RANSAC increased exponentially.
In contrast, the runtime of GORE grew at a much lower rate.
The runtime of BnB also grew rapidly at higher outlier rates.
Observe that at very high outlier rates (η > 80%), RANSAC
consumed at least as much time as BnB.
For all N , the comparative trends between BnB versus
GORE+BnB, and RANSAC versus GORE+RANSAC, were
similar. At low outlier rates, preprocessing with GORE did
not “payoff” since there were few outliers to reject. How-
ever, as the outlier rate increased, the benefits of preprocess-
ing with GORE steadily became obvious, i.e., we observe
crossing of the curves of pipelines that preprocess with
GORE and pipelines that do not. For all N , the performance
gain is significant for ≥ 90% outliers. As we will show in
Sec. 5, outlier rates greater than 95% are very common in
real point clouds. We remind readers that in this experiment,
the data were generated in such a way that the correspon-
dences cannot be rejected by comparing norms, thus the
outlier percentages displayed are “actual”.
The results of RGORE+BnB at low outlier rates show that
initializing GORE with RANSAC only marginally reduced
the total runtime. However, at high outlier rates, the total
runtime increased dramatically following the exponentially
slowing down of RANSAC.
The trend of BnB shows clearly that the dominating fac-
tor in speeding up BnB is in reducing the data amount, not
in initializing BnB with a good lower bound. Hence, warm
starting BnB with the suboptimal result |I˜| of RANSAC will
not reduce runtime (not to mention that at high outlier rates,
the computation of RANSAC itself is a major burden).
3.4.3 Evaluation of suboptimal rotation
Here we provide empirical evidence that, although GORE
cannot completely eliminate all outliers, the best suboptimal
rotation R˜k calculated by Algorithm 1 is actually a good ap-
proximate solution. On each data instance generated above,
we calculated the error of the best R˜k to the globally optimal
solution R∗, where the error is measured by
d∠(R˜k,R∗) = ‖ log(R˜k(R∗)T )‖2 (29)
with log(·) the inverse of the exponential map. The distance
is interpreted as the minimum geodesic motion between
R˜kp and R∗p where p is an arbitrary point [37].
The second row in Fig. 4 shows the error of the
R˜k returned by GORE. In the same diagrams, we show
the error of the rotations obtained by RANSAC and
GORE+RANSAC. The error of R˜k remained very low
(≤ 0.05°) even for high outlier rates, indicating that GORE
is more accurate than RANSAC. This indicates the efficacy
of GORE as an approximate rotational registration method.
The results also show that a further reduction of RANSAC’s
error can be achieved by preprocessing with GORE.
As baselines, we obtained the error of the rotations
estimated using SVD (least squares) [3] directly on the input
data, and on the reduced data H′ after GORE. As expected,
SVD rotation estimation is easily biased by outliers. Also,
the non-negligible error of GORE+SVD points to the pres-
ence of remaining outliers after GORE.
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In the context of 6 DoF rigid registration, the maximum
consensus problem (1) becomes
maximize
T∈SE(3), I⊆H
|I|
subject to ‖Rxi + t− yi‖ ≤ ξ, ∀i ∈ I,
(30)
where T = (R, t) defines a rigid transformation. Specializ-
ing subproblem Pk to rigid registration yields
maximize
Tk∈SE(3), Ik⊆H\{k}
|Ik|+ 1
subject to ‖Rkxi + tk − yi‖ ≤ ξ, ∀i ∈ Ik,
‖Rkxk + tk − yk‖ ≤ ξ,
(P rigk )
where Tk = (Rk, tk). For the purpose of GORE, we need to
compute an upper bound pˆk to the value pk of P
rig
k .
4.1 Efficient calculation of upper bound
Define
x
(k)
i := xi − xk, y(k)i := yi − yk, (31)
and consider the following rotational registration problem
maximize
Rk∈SO(3), Ik⊆H\{k}
|Ik|+ 1
subject to ‖Rkx(k)i − y(k)i ‖ ≤ 2ξ, ∀i ∈ Ik.
(Qrigk )
Intuitively, we obtain Qrigk from P
rig
k by translating the
point clouds X and Y such that the reference frame is
centered at (xk,yk), then doubling the threshold to 2ξ.
Define qk as the maximum objective value of prob-
lemQrigk . We first establish the following proposition, which
permits the usage of qk as the required upper bound pˆk to
the value of subproblem P rigk .
Theorem 3. qk ≥ pk, where pk is the value of P rigk .
See Sec. A in the supp. material for a proof of Theorem 3.
We apply Theorem 3 in a “two-step” procedure:
1) First, we convert Qrigk to a rotational registration prob-
lem of the form (7) which uses angular errors. Then,
we execute Algorithm 1 to conduct GORE. Let H′k
denote the remaining correspondences. We have that
|H′k| + 1 ≥ qk. Therefore, if |H′k| + 1 < l, where l is a
lower bound to problem (30), then
pk ≤ qk < l (32)
and we can immediately reject (xk,yk) as a true outlier
to problem (30).
2) If the above rejection is not successful, then on the re-
maining data H′k (which can be much smaller than the
original input H \ {k}), we perform BnB optimization
to exactly solve Qrigk . Then we compare qk and l again
to attempt the rejection. The convenience of this step is
investigated in Sec. 5.3.
To conduct the BnB, we again apply the method of [15]
with a simple modification to accept point correspondences
instead of “raw” point clouds without correspondences.
Algorithm 2 GORE for 6 DoF Euclidean registration (30).
Require: Point correspondences {(xi,yi)}Ni=1, threshold ξ.
1: H ← {1, 2, . . . , N}.
2: H′ ← H, O ← H, V ← ∅, and l← 0.
3: for all k ∈ O do
4: V ← V ∪ {k}.
5: (H′k, R˜k)← Output of Alg. 1 to solve Qrigk on H′.
6: if |H′k|+ 1 < l then
7: pˆk ← |H′k|+ 1.
8: else
9: (pˆk, R˜k) ← Maximized value and maximizer
of Qrigk on H′k using BnB.
10: end if
11: T˜k ← (R˜k, yk − R˜kxk).
12: Ck ← {i ∈ H′ | ‖f(xi | T˜k)− yi‖ ≤ ξ}.
13: lk ← |Ck|.
14: if lk > l then
15: l← lk, T˜← T˜k.
16: O ← H′ \ Ck.
17: end if
18: if fˆk < l then
19: H′ ← H′ \ {k}.
20: end if
21: O ← O \ V .
22: end for
23: return H′ and T˜.
Let R˜k be the solution of Q
rig
k (either a suboptimal solu-
tion output by Algorithm 1 for Qrigk , or a globally optimal
solution). A candidate solution to (30) can be realised as
T˜k = (R˜k, yk − R˜kxk), (33)
which can then be used to attempt to improve l.
4.2 Main algorithm
Algorithm 2 summarizes GORE for 6 DoF Euclidean reg-
istration. The overall operation is largely similar to Algo-
rithm 1 for the rotational registration case, i.e., given a
set of input point correspondences H, iterate over each
correspondence and attempt to reject it by comparing the
upper bound pˆk with the lower bound l. Both values are
computed/updated with the technique described in Sec. 4.1.
The main differences with Algorithm 1 are due to the two-
step procedure to compute pˆk (see Sec. 4.1).
Algorithm 2, however, has exponential worst case time
complexity, due to the possible usage of BnB to solve Qrigk
(Line 9). However, in practice, BnB is efficient since it is
run on a subset H′k of the original input Hk, where usually
|H′k|  |H′| due to the usage of Algorithm 1 to first prune
the correspondences (Line 5). In Sec. 5, we will demonstrate
the high efficiency of Algorithm 2 in processing large inputs.
5 RESULTS FOR RIGID REGISTRATION
5.1 Point cloud registration
5.1.1 Experimental setup
We tested our GORE algorithms on real data. This exper-
iment was designed as follows. We used scans of objects
from four different sources, namely, our own dataset of
9laser scans of underground mines (specifically mine-a, mine-
b and mine-c), the Stanford 3D Scanning Repository [38],
(specifically bunny, armadillo, dragon and buddha), Mian’s
dataset3 (specifically t-rex, parasauro, chef and chicken), and
remote sensing data from the ISPRS4 (specifically vaihingen-a
and vaihingen-b). Scans of two objects per dataset are shown
in Fig. 5 (scans of remaining objects can be found in the
Sec. B in the supp. material).
Two partially overlapping scans X and Y were selected
for each object (for the ISPRS set, we manually divided the
full scan of a scene into two overlapping scans). The average
sizes of X and Y per dataset are listed on the first row in
Table 1. X and Y were centred and scaled such that their
centroids coincided with the origin and both point sets were
contained in the cube [−50, 50]3. Point matches between X
and Y were obtained using the state-of-the-art ISS3D [6]
detector and the PFH [5] descriptor, as implemented on
Point Cloud Library5.
The N best keypoint correspondences (sorted based
on the `2-norm of the PFH descriptors), where N ∈
{500, 1000, 2000}, were retained to create instances of the
robust point cloud registration problem (30). The ratio of
true outliers η are listed in Table 1 per each dataset, based on
the inlier threshold ξ taken as the average nearest neighbor
distance in X and Y . Observe that the outlier rates in this
problem are extremely high, even reaching 99% in some
(N , dataset) configurations. For each correspondence set, 10
different randomized transformations were applied on X to
produce 10 data instances for Euclidean registration.
5.1.2 Qualitative evaluation
Fig. 5 shows qualitative results from applying GORE (Al-
gorithm 2) on the data instances with N = 500. All of
these instances contain > 90% outliers. GORE terminated
within 5 seconds, except for vaihingen-b, for which GORE
terminated within 11 seconds (see Table 1 in Sec. B of the
supp. material for results on individual instances). Impor-
tantly, GORE reduced the input data H to be much smaller
set H′ (< 15% of original size). The approximate solutions
T˜ output by GORE also gave satisfactory registrations.
GORE even produced satisfactory alignments for the
mining dataset. In this dataset, registration instances contain
structured outliers resulting from the self-similar structures of
channels. Moreover, point density vary w.r.t. the distance to
the LIDAR scan. To efficiently capturing a mining site, scan-
ning devices are distant located each other. Consequently,
overlapping between scans is low.
5.1.3 Quantitative benchmarking
We tested the following approaches or pipelines: GORE,
GORE+RANSAC, RANSAC, GORE+BnB, and BnB (for BnB,
the 6 DoF variant in [15] was used). We recorded the
following measures for each method/run.
• |I|: Consensus size of best solution found.
• RMSE: Root mean square error between the trans-
formed points in the consensus (with the best solution
found) and the true locations.
3. http://staffhome.ecm.uwa.edu.au/∼00053650/3Dmodeling.html
4. http://www2.isprs.org/commissions/comm3/wg4/tests.html
5. http://pointclouds.org/
• |H′|: Number of remaining data after GORE.
• time (s): Total runtime. A timeout of 5 hours (18, 000
seconds) was imposed on all methods.
• |I∗|: Consensus size of global solution.
The median values over all 10 data instances per every (N ,
dataset) combination are summarized in Table 1 (|I|,|H′|
and |I∗|) and in Fig. 6 (time and RMS). RMSE was lower
than 0.5 for all methods showing a correct alignment. Not
all BnB runs finalized within the time limit; see Table 1 in
Sec. B (supp. material) for results on individual objects.
The result of GORE could vary depending on the initial
relative pose of the point clouds (usually by ≤ 2 points
in ours experiments), since the suboptimal rotation (27)
used by GORE to reject outliers is obtained from minimum
geodesic motions. However, initial pose does not have to be
”close” to the correct alignment for GORE to be efficient.
On all the (N , dataset) combinations, GORE was able to
terminate within 30 seconds; in fact, for N ≤ 1000, it was
able to finish within 10 seconds in all the datasets. Also,
for most of the instances, GORE reduced the input H to a
very small subset H′ of size < 70. Due to the efficacy of
GORE in reducing the data size and outlier rate, the time
required to attain a solution (either global or local) to the
robust registration problem (30) has been greatly reduced.
Specifically, the combination GORE+BnB was able to
find the globally optimal result using typically only half of
the time required by BnB alone. This was due to the massive
reduction of data size before BnB - in this experiment, after
GORE the median problem size to BnB was just 50. Note
that GORE+BnB is guaranteed to be globally optimal.
As evidenced from the significant runtimes, RANSAC
is not a practical algorithm to solve (30) due to the very
high outlier rates. However, the strategy GORE+RANSAC
was able to drastically reduce RANSAC’s runtime and yield
very satisfactory registration results. In fact, we see that the
runtimes of GORE+RANSAC were two orders of magnitude
smaller than RANSAC alone.
5.2 Depth map registration
5.2.1 Experimental setup
We tested GORE on depth maps (acquired, e.g., using RGB-
D cameras) based on two problems:
• Stitching: Registering two 3D views of a scene.
• Localization: Registering a 3D object against a cluttered
3D scene.
For stitching, we used views from the Microsoft 7-scenes
dataset [39]. Two partially overlapped views of the office
(Row 1 in Fig. 7) and kitchen (Row 2) scenes were selected.
We repeated the experimental setup in Sec. 5.1.1, except to
generate correspondences. Since ISS3D was inaccurate on
RGB-D data, we used SIFT on the associated RGB images.
To obtain exact N 3D point correspondences, we select the
top-N SIFT correspondences with valid depth values.
For localization, we repeated the above setup on (object,
scene) pairs from the RGB-D object and scenes datasets [40].
We selected 3D views for the pairs (cereal-box, scene-13), and
(cup, scene-12); see the last 2 columns in Fig. 7.
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Fig. 5. Qualitative results of GORE for 6 DoF Euclidean registration (30) with N = 500. Column 1: Input correspondences (true inliers are
represented by green lines, and true outliers by red lines). Column 2: Data remaining after GORE. Column 3: Registration using approximate
solution T˜ produced by GORE.
5.2.2 Qualitative evaluation
Analogously to Sec. 5.1.2, Fig. 7 shows qualitative results
for both problems with N = 500. All of these instances
contain more than 95% outliers. GORE terminated within 7
seconds for stitching, and in < 0.5 seconds for localization
(see Sec. B in the supp. material for results on individual
instances). GORE produced a reduced set H′ with < 10%
of the N original points, and a satisfactory approximate
transformation T˜.
5.2.3 Quantitative benchmarking
We tested same pipelines and recorded the same measure-
ments that in Sec. 5.1.3. Table 2 and Fig. 8 summarizes the
median values over all 10 data instances per problem and
N . For all methods, RMSE was lower than 0.6 for stitching
and lower than 0.4 for localization what shows a correct
alignment.
GORE took < 16 seconds for stitching and < 4 seconds
for localization to reduceH to a very small subsetH′ of size
< 120. Similar to point cloud registration, GORE+BnB took
only half of the runtime of BnB, and GORE+RANSAC gave
a 2-orders-of-magnitude reduction in runtime than running
RANSAC alone.
5.3 Investigating the role of BnB in Algorithm 2
To investigate the effects on accuracy and runtime due to the
usage of BnB in Algorithm 2 (Line 9), we ran Algorithm 2
with and without BnB.
First we analyse this effect for synthetic data. We use
instances of point cloud registration with outliers ratios
in the range [0.5, 0.98] obtained as in Sec. 3.4 and then
11
Stanford Mian Mining Remote Sensing
500 1000 2000
101
102
103
104
tim
e 
(s)
500 1000 2000
101
102
103
104
tim
e 
(s)
500 1000 2000
101
102
103
104
tim
e 
(s)
500 1000 2000
101
102
103
104
tim
e 
(s)
500 1000 2000
0
0.1
0.2
0.3
0.4
0.5
R
M
SE
500 1000 2000
0
0.1
0.2
0.3
0.4
0.5
R
M
SE
500 1000 2000
0
0.1
0.2
0.3
0.4
0.5
R
M
SE
500 1000 2000
0
0.1
0.2
0.3
0.4
0.5
R
M
SE
GORE
BnB
GORE+BNB
RANSAC
GORE+RANSAC
GORE
BnB
GORE+BNB
RANSAC
GORE+RANSAC
GORE
BnB
GORE+BNB
RANSAC
GORE+RANSAC
GORE
BnB
GORE+BNB
RANSAC
GORE+RANSAC
GORE
BnB
GORE+BNB
RANSAC
GORE+RANSAC
Fig. 6. Time (top row) and RMSE (bottom row) per every (N , dataset) combination for 6 DoF Euclidean registration. Time is plotted in log scale.
Stanford Mian Mining Remote Sensing
|X | = 7767.5 |Y| = 7807.0 |X | = 7667.0 |X | = 7780.5
|Y| = 7172.0 |X | = 8000.5 |Y| = 6452.0 |Y| = 7448.0
N = 500
outlier ratio 0.96 0.96 0.98 0.99
Pi
pe
lin
e GORE
|I| 18 17 9 5
|H′| 61 46 18 46
GORE+BnB |I∗| 25 21 12 7
GORE+RANSAC |I| 21 18 10 6
RANSAC |I| 21 17 8 6
N = 1000
outlier ratio 0.98 0.98 0.99 0.99
Pi
pe
lin
e GORE
|I| 21 18 10 11
|H′| 60 57 25 14
GORE+BnB |I∗| 27 22 12 12
GORE+RANSAC |I| 20 19 10 11
RANSAC |I| 22 19 10 11
N = 2000
outlier ratio 0.98 0.99 0.99 0.99
Pi
pe
lin
e GORE
|I| 22 19 12 15
|H′| 69 64 35 21
GORE+BnB |I∗| 28 24 14 17
GORE+RANSAC |I| 22 19 12 15
RANSAC |I| 24 19 12 15
TABLE 1
6 DoF Euclidean registration results.
Stitching Loc.
N
=
5
0
0
outlier ratio 0.97 0.96
Pi
pe
lin
e GORE
|I| 13 16
|H′| 36 25
GORE+BnB |I∗| 16 18
GORE+RANSAC |I| 13 17
RANSAC |I| 14 17
N
=
1
0
0
0
outlier ratio 0.98 0.97
Pi
pe
lin
e GORE |I| 20 24|H′| 77 40
GORE+BnB |I∗| 24 27
GORE+RANSAC |I| 20 26
RANSAC |I| 20 25
N
=
2
0
0
0
outlier ratio 0.98 0.98
Pi
pe
lin
e GORE |I| 24 42|H′| 111 61
GORE+BnB |I∗| 31 46
GORE+RANSAC |I| 24 44
RANSAC |I| 24 43
TABLE 2
RGB-D registration results.
randomly translated. Fig. 9a plots the pruning rates and
Fig. 9b the runtimes taken as the median values for 100
random instances. For high outlier ratios (which are more
relevant in 6 DoF registration), the addition of BnB has an
extra cost of one order of magnitude. BnB slightly improved
the pruning of GORE, however, as further results will show,
the improvement is more significant on real data.
For real data, we used the instances in Table 1. Results
reported in Table 3 are median values over all same size
instances (Column 2) for every dataset (Column 1). We
recorded the number of removed outliers and runtime for
GORE with (Columns 3 and 6) and without BnB (Columns
4 and 7). Table 3 also lists the increment ratio of removed
outliers of using BnB (Column 5). Whilst the increment
was low for the Mian and the Stanford datasets, it was in
general more than a 10% for the remote sensing and mining
datasets. For example, in remote sensing with N = 500,
the usage of BnB allowed reduction to almost 7 times more
true outliers. Most likely this effect occurs due to the more
challenging characteristics of real data: more clutter, low
overlaps, and structured error.
Although the runtime increases by one order of magni-
tude by using BnB in Algorithm 2, this increase is insignifi-
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Fig. 7. Qualitative results of GORE for 6 DoF Euclidean registration (30) withN = 500 on RGB-D data. Column 1: Input correspondences (true inliers
are represented by green lines, and true outliers by red lines). Column 2: Data remaining after GORE. Column 3: Registration using approximate
solution T˜ produced by GORE. For localization, the localized object is colored in red.
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Fig. 8. Time (top row) and RMSE (bottom row) per N for stitching and
localization problems on RGB-D data. Time is plotted in log scale.
cant relative to the savings in overall runtime (GORE+BNB),
due to the much more aggressive pruning by GORE.
5.4 Comparison against an approximate method
Here we compare against the method of Albarelli et al. [31],
[32], [33], [34]. We use the following two variants:
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Fig. 9. Effect of BnB on GORE for synthetic data. (a) Pruning rate of
GORE with and without BnB is compared for data with 50% to 98%
outlier ratios. (b) Time comparison for GORE with and without BnB.
• Albarelli-Orig: With the proposed payoff matrix of [31]
Pij =
min(‖xi − xj‖, ‖yi − yj‖)
max(‖xi − xj‖, ‖yi − yj‖) . (34)
• Albarelli: The payoff matrix is defined as
Pij =
{
1 if | ‖xi − xj‖ − ‖yi − yj‖ | ≤ 2ξ
0 otherwise.
(35)
This second variant is defined to make [31] “more
compatible” to our objective (30), in that if a pair of
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Dataset |H|
Removed Outliers Time (s)
with w/o inc. with w/o
BnB BnB ratio BnB BnB
Mian
500 435 422 0.025 0.424 0.110
1000 929 911 0.021 0.882 0.301
2000 1917 1887 0.017 2.023 0.938
Stanford
500 424 397 0.057 0.908 0.201
1000 919 866 0.036 1.498 0.420
2000 1906 1831 0.035 3.371 1.368
Remote
Sensing
500 353 43 6.808 2.422 0.155
1000 974 884 0.105 0.833 0.272
2000 1957 1717 0.153 5.512 2.180
Mining
500 376 311 0.172 0.907 0.069
1000 770 744 0.063 4.386 0.305
2000 1810 1698 0.105 11.034 1.284
TABLE 3
Effect of BnB on GORE for real data.
correspondences (xi,yi) and (xj ,yj) are in a consensus
set I (see (30)), then the condition
| ‖xi − xj‖ − ‖yi − yj‖ | ≤ 2ξ. (36)
must be satisfied.
For a fair comparison, we did not impose one-to-one cor-
respondences for the solution of the Albarelli’s variants
since such a constraint is not considered in the objective
function (30). We then take the output (surviving correspon-
dences) of Albarelli’s variants as the “reduced set” H′ ⊆ H.
To compare GORE against Albarelli’s variants, we com-
puted precision (pre) and recall (rec) for H′ as follows
pre := |H′ ∩ I∗|/|H˜| (37)
rec := |H′ ∩ I∗|/|I∗|. (38)
We also recorded the total runtime (time). Since Albarelli et
al.’s method is stochastic, all its reported metrics in Table 4
were the median value over 100 repetitions.
Both variants converged extremely fast: < 0.06 seconds
for the larger instances to few milliseconds for small in-
stances (N = 500). In general we observed that Albarelli ob-
tained a better precision than Albarelli-Orig whilst the recall
was higher for the former. For both variants, precision was
higher than GORE in the Stanford and Mian datasets where
the method reported very acceptable results. However, in
several instances of the remote sensing and mining datasets
precision and recall were 0. The performance of Albarelli’s
variants is worse for instances of those datasets, presumably
because the low overlapping between point clouds at the
optimal solution. Contrast to GORE, where recall is always
one as it is guaranteed that H′ contains all true inliers.
5.5 Failure case
Fig. 10 depicts a failure case of GORE for 6 DoF point
cloud registration for two consecutive views of bunny. Cor-
respondences (Fig. 10a) with low outlier ratio (η = 0.23)
were obtained by selecting ISS3D keypoints with mutually
lowest distance between their PFH descriptors. Since GORE
was only able to remove two outliers, it was ineffective
in reducing the overall runtime when finding the optimal
solution; BnB took lesser time without the preprocessing of
GORE. This result suggest that GORE could be ineffective
as a preprocessor for low outlier ratio problems.
(a) correspondences
GORE |H
′| 58
time (s) 0.016
GORE
+
BnB
|I∗|
time (s)
56
1.05
BnB time (s) 0.99
(b) results
Fig. 10. A failure case for bunny with N = 73 and η = 0.23.
6 CONCLUSIONS
We have presented a guaranteed outlier removal technique
for robust Euclidean point cloud registration with corre-
spondences. Any datum removed by our method is guaran-
teed to not exist in the globally optimal solution. Based on
simple geometric operations, our algorithm is deterministic
and efficient. Experiments show that, by significantly reduc-
ing the amount of data and outliers, our method greatly
speeds up the solution (local and global) of the registration.
ACKNOWLEDGEMENTS
This work was supported by the Australian Research Coun-
cil grant DP160103490.
REFERENCES
[1] G. K. L. Tam, Zhi-Quan Cheng, Yu-Kun Lai, F. C. Langbein,
Yonghuai Liu, D. Marshall, R. R. Martin, Xian-Fang Sun, and P. L.
Rosin, “Registration of 3D point clouds and meshes: A survey
from rigid to nonrigid,” IEEE TVCG, vol. 19, no. 7, pp. 1199–1217,
2013.
[2] B. K. P. Horn, “Closed-form solution of absolute orientation using
unit quaternions,” J. Opt. Soc. Am. A, vol. 4, no. 4, pp. 629–642,
1987.
[3] K. Arun, T. Huang, and S. Blostein, “Least-squares fitting of two
3-D point sets,” IEEE TPAMI, vol. 9, no. 5, pp. 698–700, 1987.
[4] F. Tombari, S. Salti, and L. Di Stefano, “Performance evaluation of
3D keypoint detectors,” IJCV, vol. 102, no. 1, pp. 198–220, 2013.
[5] R. B. Rusu, N. Blodow, Z. C. Marton, and M. Beetz, “Aligning
point cloud views using persistent feature histograms,” in IROS.
IEEE, 2008, pp. 3384–3391.
[6] Y. Zhong, “Intrinsic shape signatures: A shape descriptor for 3D
object recognition,” in ICCV Workshops. IEEE, 2009, pp. 689–696.
[7] M. A. Fischler and R. C. Bolles, “Random sample consensus: A
paradigm for model fitting with applications to image analysis
and automated cartography,” Commun. ACM, vol. 24, no. 6, pp.
381–395, 1981.
[8] D. Lowe, “Distinctive image features from scale-invariant key-
points,” IJCV, vol. 60, no. 2, pp. 91–110, 2004.
[9] H. Bay, T. Tuytelaars, and L. Van Gool, “SURF: Speeded up robust
features,” in ECCV, 2006.
[10] C. Olsson, F. Kahl, and M. Oskarsson, “Branch-and-bound meth-
ods for Euclidean registration problems,” IEEE TPAMI, vol. 31,
no. 5, pp. 783–794, 2009.
[11] O. Enqvist and F. Kahl, “Robust optimal pose estimation,” in
ECCV, 2008.
[12] R. I. Hartley and F. Kahl, “Global optimization through rotation
space search,” IJCV, vol. 82, no. 1, pp. 64–79, 2009.
[13] J.-C. Bazin, Y. Seo, and M. Pollefeys, “Globally optimal consensus
set maximization through rotation search,” in ACCV, 2012.
[14] J. Yang, H. Li, and Y. Jia, “Go-ICP: Solving 3D registration effi-
ciently and globally optimally,” in ICCV, 2013.
[15] A´. Parra Bustos, T.-J. Chin, A. Eriksson, H. Li, and D. Suter, “Fast
rotation search with stereographic projections for 3D registration,”
IEEE TPAMI, vol. 38, no. 11, pp. 2227–2240, 2016.
[16] R. Horst and H. Tuy, Global optimization: Deterministic approaches.
Berlin, Heidelberg: Springer, 2003.
14
Object N η GORE Albarelli Albarelli-Orig
|H′| pre rec time (s) |I| pre rec time (s) |I| pre rec time (s)
bunny
500 0.92 56 0.71 1.00 0.860 47 0.83 1.00 0.003 57 0.70 1.00 0.004
1000 0.96 59 0.73 1.00 1.362 50 0.84 0.98 0.012 58 0.74 1.00 0.013
2000 0.98 60 0.72 1.00 4.618 50 0.84 1.00 0.045 60 0.72 1.00 0.048
dragon
500 0.94 50 0.64 1.00 1.807 37 0.83 0.94 0.003 52 0.62 1.00 0.004
1000 0.97 53 0.64 1.00 2.813 39 0.82 0.94 0.011 55 0.62 1.00 0.013
2000 0.98 57 0.60 1.00 4.770 41 0.79 0.97 0.046 60 0.57 1.00 0.051
t-rex
500 0.94 40 0.70 1.00 0.788 35 0.80 1.00 0.003 43 0.65 1.00 0.003
1000 0.97 47 0.66 1.00 1.721 39 0.79 1.00 0.012 53 0.58 1.00 0.013
2000 0.98 49 0.65 1.00 3.493 40 0.80 1.00 0.045 57 0.56 1.00 0.049
parasauro
500 0.96 46 0.46 1.00 4.314 28 0.69 0.95 0.003 49 0.43 1.00 0.004
1000 0.98 57 0.39 1.00 8.004 30 0.69 0.91 0.011 56 0.39 1.00 0.014
2000 0.99 58 0.40 1.00 16.216 30 0.69 0.91 0.044 58 0.40 1.00 0.050
mining-a
500 0.98 16 0.75 1.00 2.669 15 0.75 1.00 0.003 13 0.00 0.00 0.003
1000 0.99 18 0.67 1.00 9.885 6 0.33 0.17 0.011 16 0.00 0.00 0.013
2000 0.99 21 0.67 1.00 27.076 6 0.00 0.00 0.044 20 0.00 0.00 0.052
mining-b
500 0.98 20 0.50 1.00 3.546 10 0.90 0.90 0.003 14 0.07 0.10 0.003
1000 0.99 33 0.30 1.00 20.328 6 0.00 0.00 0.011 16 0.00 0.00 0.012
2000 0.99 38 0.29 1.00 98.255 7 0.00 0.00 0.044 19 0.00 0.00 0.047
vaihingen-a
500 0.99 75 0.08 1.00 10.756 7 0.00 0.00 0.003 13 0.00 0.00 0.003
1000 0.99 14 0.93 1.00 1.402 7 0.00 0.00 0.011 17 0.00 0.00 0.013
2000 0.99 20 1.00 1.00 10.631 8 0.00 0.00 0.046 21 0.24 0.25 0.053
vaihingen-b
500 0.98 20 0.40 1.00 3.375 7 0.17 0.12 0.003 11 0.00 0.00 0.003
1000 0.99 22 0.55 1.00 2.318 7 0.00 0.00 0.011 18 0.33 0.50 0.013
2000 0.99 22 0.64 1.00 20.325 7 0.00 0.00 0.046 21 0.00 0.00 0.049
TABLE 4
Comparison against to Albarelli’s variants.
[17] C. Olsson, O. Enqvist, and F. Kahl, “A polynomial-time bound for
matching and registration with outliers,” in CVPR, 2008.
[18] O. Enqvist, E. Ask, F. Kahl, and K. A˚stro¨m, “Robust fitting for
multiple view geometry,” in ECCV, 2012.
[19] O. Enqvist, E. Ask, F. Kahl, and K. Astro¨m, “Tractable algorithms
for robust model estimation,” IJCV, vol. 112, no. 1, pp. 115–129,
2014.
[20] A´. Parra Bustos and T.-J. Chin, “Guaranteed outlier removal for
rotation search,” in ICCV, 2015.
[21] A. Adam, E. Rivlin, and I. Shimshoni, “ROR: Rejection of outliers
by rotations,” IEEE TPAMI, vol. 23, no. 1, pp. 78–84, 2001.
[22] L. Sva¨rm, O. Enqvist, M. Oskarsson, and F. Kahl, “Accurate
localization and pose estimation for large 3D models,” in CVPR,
2014.
[23] T.-J. Chin, Y. H. Kee, A. Eriksson, and F. Neumann, “Guaranteed
outlier removal with mixed integer linear programs,” in CVPR,
2016.
[24] C.-S. Chen, Y.-P. Hung, and J.-B. Cheng, “RANSAC-based
DARCES: A new approach to fast automatic registration of par-
tially overlapping range images,” IEEE TPAMI, vol. 21, no. 11, pp.
1229–1234, 1999.
[25] D. Aiger, N. J. Mitra, and D. Cohen-Or, “4-points congruent sets for
robust pairwise surface registration,” in ACM SIGGRAPH, 2008,
pp. 85:1–85:10.
[26] Q.-Y. Zhou, J. Park, and V. Koltun, “Fast global registration,” in
ECCV, 2016.
[27] M. J. Black and A. Rangarajan, “On the unification of line pro-
cesses, outlier rejection, and robust statistics with applications in
early vision,” IJCV, vol. 19, no. 1, pp. 57–91, 1996.
[28] A. Petrelli and L. Di Stefano, “Pairwise registration by local
orientation cues,” Computer Graphics Forum, vol. 35, no. 6, pp. 59–
72, 2016.
[29] F. Tombari and L. Di Stefano, “Object recognition in 3D scenes
with occlusions and clutter by Hough voting,” in PSIVT, 2010, pp.
349–355.
[30] A. Mian, M. Bennamoun, and R. Owens, “On the repeatability
and quality of keypoints for local feature-based 3D object retrieval
from cluttered scenes,” IJCV, vol. 89, no. 2, pp. 348–361, 2010.
[31] A. Albarelli, E. Rodola`, and A. Torsello, “A game-theoretic ap-
proach to fine surface registration without initial motion estima-
tion,” in CVPR, 2010.
[32] A. Albarelli, S. R. Bulo`, A. Torsello, and M. Pelillo, “Matching as a
non-cooperative game,” in CVPR, 2009, pp. 1319–1326.
[33] E. Rodola`, A. M. Bronstein, A. Albarelli, F. Bergamasco, and
A. Torsello, “A game-theoretic approach to deformable shape
matching,” in CVPR, 2012.
[34] E. Rodola`, A. Albarelli, F. Bergamasco, and A. Torsello, “A scale in-
dependent selection process for 3D object recognition in cluttered
scenes,” IJCV, vol. 102, no. 1-3, pp. 129–145, 2013.
[35] S. Rota Bulo` and I. M. Bomze, “Infection and immunization: A
new class of evolutionary game dynamics,” Games and Economic
Behavior, vol. 71, no. 1, pp. 193–211, 2011.
[36] M. de Berg, O. Cheong, M. van Kreveld, and M. Overmars,
Computational geometry, 3rd ed. Springer, 2008.
[37] R. Hartley, J. Trumpf, Y. Dai, and H. Li, “Rotation averaging,”
IJCV, vol. 103, no. 3, pp. 267–305, 2013.
[38] B. Curless and M. Levoy, “A volumetric method for building
complex models from range images,” in Computer Graphics (SIG-
GRAPH 1996 Proceedings). ACM, 1996, pp. 303–312.
[39] J. Shotton, B. Glocker, C. Zach, S. Izadi, A. Criminisi, and
A. Fitzgibbon, “Scene coordinate regression forests for camera
relocalization in RGB-D images,” in CVPR, 2013.
[40] K. Lai, L. Bo, X. Ren, and D. Fox, “A Large-Scale Hierarchical
Multi-View RGB-D Object Dataset,” 2011.
A´lvaro Parra obtained a BSc Eng. (2006), a
B.Eng. Computer Science (2008) and a MSc.
Computer Science (2011) from Universidad de
Chile (Santiago, Chile). He received the PhD
degree in computer and mathematical sciences
from The University of Adelaide in 2016 (Ade-
laide, Australia). He is currently a Research As-
sociate at the School of Computer Science in
The University of Adelaide. His main research in-
terests include point cloud registration, 3D com-
puter vision and optimization methods.
Tat-Jun Chin received the BEng degree
in mechatronics engineering from Universiti
Teknologi Malaysia (UTM) in 2003 and the PhD
degree in computer systems engineering from
Monash University, Victoria, Australia, in 2007.
He was a research fellow at the Institute for In-
focomm Research (I2R) in Singapore from 2007
to 2008. Since 2008, he has been a Senior Re-
search Associate, Lecturer, then Senior Lecturer
at The University of Adelaide, South Australia.
His research interests include robust estimation
and geometric optimization. He is a member of the IEEE.
SUPPLEMENTARY MATERIAL FOR: GUARANTEED OUTLIER REMOVAL FOR POINT CLOUD REGISTRATION WITH CORRESPONDENCES 1
A MATHEMATICAL DERIVATIONS
A.1 Derivation of (18) in the main text
Without lose of generality define
B = CBˆ, (1)
where Bˆ is the rotation that minimizes the motion between
xk and yk, and C the rotation that minimizes the motion
between yk and u in Sk(yk).
The distance between two rotations d∠(P,Q) is defined
as the rotation angle of PQT , and the distance of a rotation
matrix d∠(P) is defined as d∠(P, I). By using that definition
d∠(C) = k (2)
since C is a rotation matrix with rotation axis orthogonal to
yk and rotation angle k.
Equation (18) in the main text is equivalently expressed
as
∠(Bxi, Bˆxi) ≤ k. (3)
From Lemma 1 in [1], (3) is true if d∠(B, Bˆ) = k.
From the definition of B
d∠(B, Bˆ) = d∠(CBˆ, Bˆ) = d∠(CBˆBˆ
T , I) = d∠(C). (4)
Finally, from (2) and (4),
d∠(B, Bˆ) = k. (5)
A.2 Mathematical representations of vectors in (22) in
the main text
pn = exp
(
k
[
Bˆxi × yk/‖Bˆxi × yk‖
]
×
)
Bˆxi; (6)
an = exp
(
k
[
yk × Bˆxi/‖yk × Bˆxi‖
]
×
)
yk; (7)
pf = exp
(
k
[
yk × Bˆxi/‖yk × Bˆxi‖
]
×
)
Bˆxi; and (8)
af = exp
(
k
[
Bˆxi × yk/‖Bˆxi × yk‖
]
×
)
yk. (9)
A.3 Derivation of (23) in the main text
Consider rotating an arbitrary unit-norm point p with Aθ,u
for a fixed angle θ and an axis u ∈ Sk(yk). We wish to
bound the possible locations of Aθ,up given the uncertainty
in u. To this end, we establish
max
u∈Sk (yk)
∠(Aθ,up,Aθ,ykp) ≤ max
u∈Sk (yk)
‖θu− θyk‖2
= 2|θ| sin(k/2), (10)
where the first line is due to a well-known result of the axis-
angle representation (see [1, Lemma 2]), and the second line
occurs since Sk(yk) has an angular radius of k.
Now we extend (10) to accommodate the uncertainty of
p itself as a point from Sk(Bˆxi). We thus establish
max
p∈Sk (Bˆxi)
u∈Sk (yk)
∠(Aθ,up,Aθ,ykBˆxi)
≤ max
p∈Sk (Bˆxi)
u∈Sk (yk)
∠(Aθ,up,Aθ,ykp) + ∠(Aθ,ykp,Aθ,ykBˆxi)
≤ 2|θ| sin(k/2) + k. (11)
Fig. A1. Solving for γi in the red triangle. Its cathetus is half of the longest
segment connecting points in Si (yi) and its hypotenuse is the radius
of circ(yi,yk).
Fig. A2. To simplify the diagram and to aid intuition, the sphere in Fig. 3d
in the main text is stereographically projected to the 2D plane using the
North Pole (yk) as the projection pole. Recall that the stereographic
projection preserves circles [2], thus the shapes of all the circles and
spherical regions on the sphere are preserved. Note that stereographic
projection is only for presentation and is not required in practice.
The second line is due to the triangle inequality, while the
third line applies (10) on the first term of the second line.
A.4 Approximate solution for Θi
Here, concepts from the spherical coordinate system are
used with reference to yk as the North Pole.
A.4.1 Degenerate cases
If Bˆxi is close to yk, the North Pole may lie in Lk(xi). If this
occurs, we take Θi = [−pi, pi].
A.4.2 Non-degenerate cases
Define φ(yi) and ψ(yi) respectively as the azimuth and
inclination of yi. The spherical region Si(yi) is contained
between the meridians φ(yi)− γi and φ(yi) + γi, where
γi = arcsin
(
sin(i)
sin(ψ(yi))
)
(12)
following the geometric considerations in Fig. A1. Let θi ∈
[−pi, pi] be the rotation angle such that the point Aθi,ykBˆxi
is on the meridian φ(yi). Refer to Fig. A2.
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Case 1: θi ∈ [0, pi]
This case is shown in Fig. A2. Define Θi = [θai , θ
b
i ]. The
desired bounding interval Θi can be obtained by taking
θai = θi − γi − αi and θbi = θi + γi + βi, (13)
where αi is the largest value such that the spherical region
Sδ(θai )(Aθai ,ykBˆxi) (14)
still touches the meridian φ(yi) − γi, and βi is the largest
value such that the spherical region
Sδ(θbi )(Aθbi ,ykBˆxi) (15)
still touches the meridian φ(yi) + γi. Refer to Fig. A2. To
determine Θi, we must find αi and βi. From definition (24)
in the main text,
δ(θai ) = 2|θi − γi − αi| sin(k/2) + k and (16)
δ(θbi ) = 2|θi + γi + βi| sin(k/2) + k. (17)
Applying the same geometric considerations in Fig. A1 on
the spherical regions (14) and (15), we have
sin(αi) =
sin(δ(θai ))
sin(ψ(xi))
and sin(βi) =
sin(δ(θbi ))
sin(ψ(xi))
. (18)
Note that the functions on both sides of each equation have
the unknowns αi and βi respectively.
Fig. A3 plots the two sine functions sin(βi) and
sin(δ(θbi ))/ sin(ψ(xi)). We consider only βi ∈ [0, pi/2], since
the condition where the two functions do not intersect
before βi ≤ pi/2 corresponds to the degeneracies. The
following theorem defines the domain for αi and βi.
Theorem 1. αi and βi are well defined in [0, pi/2].
Proof. Let the outline of the spherical region
Sδ(θbi )(Aθbi ,ykBˆxi) (see Fig. A2) be infinitesimally close
to either the North or the South Pole. In such a limiting
case, the meridians containing Sδ(θbi )(Aθbi ,ykBˆxi) will be
at azimuthal angle pi apart, thus βi ≤ pi/2. If either the
North or the South Pole is contained in Sδ(θbi )(Aθbi ,ykBˆxi),
then this spherical region cannot be bounded between two
meridians since the spherical region can intersect points
with azimuth in all the azimuthal domain [0, 2pi]. The same
analysis can be done for αi.
Further, since usually k  pi, the period of the second
sine function
2pi
2 sin(k/2)
 2pi (19)
is much greater than 2pi, thus explaining the almost linear
trend of the second sine function for βi ∈ [0, pi/2]. A largely
identical plot occurs for the functions involving αi.
Analytically solving the equations in (18) is non-trivial.
However, since all that we require is a bounding interval
Θi, we can replace the sine functions with more amenable
approximations that yield a valid bounding interval. An
identical technique is used to solve for αi and βi respec-
tively, thus we describe our solution only for βi.
0
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sin(βi)
lower bnd. of sin(βi)
sin(δ(θbi ))/ sin(ψ(xi))
δ(θbi )/ sin(ψ(xi))
β∗i β
′
i0 pi/4 pi/2
Fig. A3. Solving for βi in (18) using the proposed linear approximations.
Note that the obtained solution β′i is always greater than the exact
solution β∗i , thus guaranteeing that the upper limit θ
b
i of Θi is a valid
bound.
We replace sin(βi) with a lower-bounding two-piece
linear function; see Fig. A3. To obtain an upper-bounding
line to sin(δ(θbi ))/ sin(ψ(xi)), we use Jordan’s inequality
sin(t) ≤ t for t ≤ pi/2, (20)
which enables us to replace the second sine function with
δ(θbi )
sin(ψ(xi))
=
2|θi + γi + βi| sin(k/2) + k
sin(ψ(xi))
. (21)
This upper-bounding line is legitimate for
2|θi + γi + βi| sin (k/2) + k ≤ pi/2, (22)
where in the worst case requires
2pi sin (k/2) + k ≤ pi/2 (23)
or k ≤ pi/(2pi+ 2) ≡ 21.7°, which is more than adequate in
most cases. In case that k > 21.7° or approximate functions
to solve (18) do not intersect in [0, pi/2], we set Θi = [−pi, pi].
Solving for βi in the manner above allows us to compute
the upper limit θbi in constant time.
Note that the resulting upper limit θbi may extend be-
yond pi; to “wrap around” the interval, we break Θi =
[θai , θ
b
i ] into two connected intervals [θ
a
i , pi] and [θ
b
i−2pi,−pi].
Case 2: θi ∈ [−pi, 0]
Case 2 is simply a mirror of Case 1 and the same steps
apply with the “directions” reversed.
A.5 Proof of Theorem 3 in the main text
Here, we prove that qk ≥ pk, where pk is the value of P rigr .
Proof. At an abstract level, we need to establish that the
feasible domain of P rigk is a subset of the feasible domain
of Qrigk . To do this practically, we need to show that the
constraints of P rigk are also satisfied under Q
rig
k for all Tk.
Let Tk = (Rk, tk) be an arbitrary rigid transformation
with consensus set Ik which satisfies the constraints in P rigk .
By triangle inequality
‖x− y‖ ≤ ‖x‖+ ‖y‖, (24)
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we have that
‖(Rkxi + tk − yi)− (Rkxk + tk − yk)‖
= ‖Rkx(k)i − y(k)i ‖
≤ ‖Rkxi + tk − yi‖+ ‖Rkxk + tk − yk‖ ≤ 2ξ,
(25)
thus the constraints in Qrigk are also satisfied.
B ADDITIONAL EXPERIMENTAL RESULTS
For a better visualization and to show all used scans in
Sec. 5.1, qualitative results are plotted in Figs. A4, A5, A6,
A7, for the Stanford, Mian, mining and remote sensing
datasets.
Table 1 presents individual results per every used object
for 6 DoF Euclidean registration (results in the main paper
are aggregated by dataset). If a method could not terminate
successfully within the time limit, the result was marked
with a ‘-’ in the table. Analogously, Table 2 lists the results
for each RGB-D instance.
D SOURCE CODE
Please download Matlab demo and implementation from
https://cs.adelaide.edu.au/∼aparra/project/gore/sup.
zip
For the demo, Matlab with point cloud support is re-
quired. Please read the readme file first.
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approximate solution
T˜ from GORE
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Fig. A4. Qualitative results of GORE for 6 DoF Euclidean registration with N = 500 on the Stanford dataset. Column 1: Input correspondences
(true inliers are represented by green lines, and true outliers by red lines). Column 2: Data remaining after GORE. Column 3: Registration using
approximate solution T˜ produced by GORE.
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Fig. A5. Qualitative results of GORE for 6 DoF Euclidean registration with N = 500 on the Mian dataset. Column 1: Input correspondences
(true inliers are represented by green lines, and true outliers by red lines). Column 2: Data remaining after GORE. Column 3: Registration using
approximate solution T˜ produced by GORE.
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Fig. A6. Qualitative results of GORE for 6 DoF Euclidean registration with N = 500 on the mining dataset. Column 1: Input correspondences
(true inliers are represented by green lines, and true outliers by red lines). Column 2: Data remaining after GORE. Column 3: Registration using
approximate solution T˜ produced by GORE.
SUPPLEMENTARY MATERIAL FOR: GUARANTEED OUTLIER REMOVAL FOR POINT CLOUD REGISTRATION WITH CORRESPONDENCES 7
Input correspondences H Remaining data H′ after GORE Registration using approximate solution T˜
from GORE
va
ih
in
ge
n-
a
va
ih
in
ge
n-
b
Fig. A7. Qualitative results of GORE for 6 DoF Euclidean registration with N = 500 on remote sensing data. Column 1: Input correspondences
(true inliers are represented by green lines, and true outliers by red lines). Column 2: Data remaining after GORE. Column 3: Registration using
approximate solution T˜ produced by GORE.
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Object N η
GORE GORE+BnB BnB GORE+RANSAC RANSAC
|I| angErr trErr |H′| time |I∗| angErr trErr time time |I| angErr trErr time |I| angErr trErr time
(°) (s) (°) (s) (s) (°) (s) (°) (s)
bunny
|X | = 7776
|Y| = 7439
500 0.92 35 0.42 0.20 56 0.860 40 0.54 0.17 11782.48 14583.60 35 0.49 0.12 0.866 34 0.52 0.14 2.18
1000 0.96 37 0.52 0.16 59 1.362 43 0.47 0.15 11567.52 17866.86 37 0.37 0.11 1.368 37 0.39 0.04 14.87
2000 0.98 37 0.56 0.13 60 4.618 43 0.48 0.14 13984.68 - 37 0.44 0.10 4.623 37 0.31 0.10 131.61
armadillo
|X | = 7558
|Y| = 7027
500 0.98 5 1.22 0.26 343 38.161 9 0.61 0.30 1172.16 1313.25 7 0.64 0.34 91.751 7 2.19 0.36 219.22
1000 0.98 12 1.20 0.19 70 8.902 17 0.61 0.27 296.27 820.79 13 0.85 0.18 9.056 12 0.77 0.26 358.28
2000 0.99 13 0.92 0.18 105 49.397 19 0.59 0.28 706.96 2196.23 15 0.99 0.25 49.720 14 0.33 0.07 2136.27
dragon
|X | = 7774
|Y| = 6875
500 0.94 25 0.54 0.19 50 1.807 32 0.23 0.13 122.90 261.02 27 0.24 0.17 1.817 27 0.34 0.14 4.04
1000 0.97 27 0.53 0.18 53 2.813 34 0.23 0.13 116.43 355.15 30 0.25 0.15 2.822 28 0.17 0.25 40.95
2000 0.98 28 0.50 0.19 57 4.770 34 0.24 0.13 286.85 1150.63 28 0.31 0.21 4.781 30 0.41 0.08 245.01
buddha
|X | = 7761
|Y| = 7317
500 0.96 12 1.26 0.41 71 19.533 19 0.81 0.40 1448.80 3586.01 14 1.66 0.28 19.613 15 0.65 0.43 26.39
1000 0.98 13 1.54 0.25 79 25.527 20 0.83 0.39 2001.45 5298.21 15 2.02 0.30 25.614 17 1.05 0.43 127.38
2000 0.99 15 0.96 0.24 87 37.855 22 2.23 0.32 17615.56 - 18 1.38 0.29 37.972 18 1.46 0.42 1171.60
t-rex
|X | = 7862
|Y| = 8303
500 0.94 24 0.40 0.08 40 0.788 28 0.40 0.06 145.03 298.14 24 0.28 0.10 0.796 25 0.15 0.05 5.93
1000 0.97 27 0.44 0.14 47 1.721 31 0.41 0.05 230.63 583.91 27 0.27 0.14 1.728 28 0.47 0.16 46.37
2000 0.98 28 0.40 0.14 49 3.493 32 0.41 0.05 259.95 1207.55 29 0.27 0.12 3.500 29 0.19 0.17 340.77
parasauro
|X | = 7547
|Y| = 6782
500 0.96 17 0.84 0.06 46 4.314 21 0.45 0.07 386.74 708.96 16 0.62 0.15 4.341 17 0.58 0.09 14.79
1000 0.98 18 0.84 0.09 57 8.004 22 0.46 0.07 621.52 1536.69 17 0.94 0.13 8.038 18 0.43 0.31 150.96
2000 0.99 19 0.83 0.05 58 16.216 23 0.46 0.07 740.10 2521.50 18 0.66 0.12 16.246 18 0.83 0.14 1209.45
chef
|X | = 7811
|Y| = 7698
500 0.96 16 1.71 0.68 57 5.529 22 0.85 0.56 8658.81 13717.03 18 1.54 0.71 5.563 18 1.74 0.77 17.12
1000 0.98 17 1.28 0.56 62 5.809 23 0.90 0.57 8665.13 14060.27 19 1.56 0.73 5.836 20 1.80 0.64 107.41
2000 0.99 20 1.06 0.56 65 8.120 25 1.86 0.60 10175.85 17813.93 20 1.57 0.71 8.149 20 1.76 0.86 750.75
chicken
|X | = 7803
|Y| = 8333
500 0.96 16 0.42 0.14 46 2.609 20 0.71 0.34 557.54 1168.93 17 0.42 0.18 2.623 16 0.46 0.13 21.53
1000 0.98 18 0.46 0.37 56 6.853 21 0.76 0.35 889.70 2227.40 18 0.42 0.21 6.885 17 0.20 0.10 126.27
2000 0.99 16 0.47 0.18 70 12.865 21 0.76 0.36 1153.00 4305.64 17 0.39 0.24 12.923 18 0.64 0.42 1030.21
mining-a
|X | = 7433
|Y| = 7355
500 0.98 9 0.53 0.14 16 2.669 12 1.96 0.16 15.05 42.59 10 0.48 0.14 2.676 8 1.87 0.20 140.92
1000 0.99 10 0.83 0.14 18 9.885 12 1.97 0.16 29.99 105.16 10 0.62 0.15 9.893 10 0.27 0.13 633.52
2000 0.99 12 0.89 0.14 21 27.076 14 2.03 0.16 50.16 356.89 12 0.69 0.14 27.089 12 1.90 0.13 4405.42
mining-b
|X | = 7667
|Y| = 5450
500 0.98 6 5.34 0.35 20 3.546 10 3.69 0.38 5.21 13.11 8 5.21 0.42 3.581 8 5.14 0.43 141.34
1000 0.99 6 4.91 0.33 33 20.328 10 3.72 0.36 22.00 56.85 8 5.46 0.42 20.380 8 5.06 0.44 1811.11
2000 0.99 7 5.94 0.33 38 98.255 11 3.74 0.36 175.37 497.49 9 4.76 0.40 98.327 9 4.10 0.49 7989.53
mining-c
|X | = 7679
|Y| = 6452
500 0.97 11 0.84 0.24 18 0.978 14 1.55 0.15 10.91 43.24 12 0.95 0.18 0.985 10 1.21 0.11 72.00
1000 0.98 12 0.97 0.23 26 3.325 16 1.55 0.14 35.09 135.61 13 0.68 0.15 3.338 13 0.39 0.21 289.40
2000 0.99 13 0.99 0.24 35 13.537 17 1.48 0.14 288.96 958.63 14 0.58 0.17 13.563 15 0.53 0.14 2275.94
vaihingen-a
|X | = 7786
|Y| = 7190
500 0.99 5 1.00 0.36 75 10.756 6 2.02 0.84 13.19 18.15 5 1.47 0.61 12.784 5 1.42 0.46 575.37
1000 0.99 12 1.68 0.65 14 1.402 13 1.22 0.34 1.86 100.54 12 0.65 0.24 1.404 12 1.10 0.50 369.55
2000 0.99 18 0.73 0.34 20 10.631 20 0.53 0.38 10.79 489.81 19 0.52 0.19 10.634 19 1.31 0.51 866.33
vaihingen-b
|X | = 7775
|Y| = 7706
500 0.98 7 1.70 0.43 20 3.375 8 1.48 0.45 15.92 43.59 7 1.00 0.24 3.407 7 0.54 0.12 209.01
1000 0.99 10 1.27 0.31 22 2.318 12 2.53 0.58 6.76 98.72 10 1.17 0.29 2.326 11 0.47 0.31 465.22
2000 0.99 12 0.57 0.36 22 20.325 14 1.58 0.52 35.57 574.45 12 2.06 0.43 20.332 12 0.96 0.15 3596.55
TABLE 1
6 DoF Euclidean registration results.
Object N η
GORE GORE+BnB BnB GORE+RANSAC RANSAC
|I| angErr trErr |H′| time |I∗| angErr trErr time time |I| angErr trErr time |I| angErr trErr time
(°) (s) (°) (s) (s) (°) (s) (°) (s)
office
|X | = 262242
|Y| = 275943
500 0.96 17 1.88 1.32 49 1.941 22 2.88 0.91 1619.00 2455.34 17 3.04 0.93 1.951 20 2.44 0.90 11.53
1000 0.97 27 2.03 1.64 97 8.770 31 1.38 1.66 4677.07 7416.09 27 2.66 1.59 8.793 25 1.83 1.29 41.64
2000 0.98 32 2.19 1.32 149 27.576 41 2.18 1.36 7675.66 13737.20 33 2.78 0.83 27.626 32 2.01 1.44 184.51
kitchen
|X | = 273943
|Y| = 268131
500 0.98 10 1.48 3.30 23 6.536 11 2.63 3.45 10.05 30.30 9 3.84 3.71 6.546 9 4.51 3.67 92.77
1000 0.98 13 2.77 3.38 55 16.536 17 3.31 3.40 87.89 208.61 14 3.79 3.46 16.570 15 3.68 3.41 173.84
2000 0.99 17 2.30 3.29 69 10.441 21 1.61 3.15 268.38 904.20 17 3.41 3.25 10.472 16 3.60 3.03 1250.42
cap
|X | = 307200
|Y| = 307200
500 0.98 9 18.05 0.42 19 0.271 11 8.83 0.19 8.32 10.96 10 18.24 0.39 0.279 10 7.69 0.08 67.17
1000 0.98 14 13.04 0.23 48 1.697 18 6.34 0.23 50.36 59.73 16 9.33 0.11 1.717 16 9.78 0.10 168.03
2000 0.99 24 14.77 0.28 38 5.754 28 11.80 0.42 605.19 949.31 24 12.36 0.25 5.759 24 10.92 0.28 468.36
cereal-box
|X | = 307200
|Y| = 307200
500 0.95 24 5.06 0.17 25 0.237 25 5.25 0.14 0.25 6.00 24 6.94 0.15 0.239 24 5.43 0.13 5.56
1000 0.96 35 3.41 0.17 38 0.919 37 3.48 0.17 37.84 89.49 35 4.65 0.17 0.921 35 4.49 0.13 14.66
2000 0.97 68 3.31 0.20 71 2.342 69 4.25 0.14 51.58 169.70 68 2.69 0.15 2.344 68 2.94 0.15 19.16
TABLE 2
RGB-D registration results.
