ABSTRACT This paper focuses on the tracking-control problem of nonlinear strict-feedback system by utilizing neural networks. Combining a novel recurrent neural network and gradient-based neural network, we investigate, develop and design a new controller based on the synthesized neural network model (N-G model) to track the output trajectory performance of the nonlinear strict-feedback system. This presented control scheme could have a good output tracking performance for the nonlinear strict-feedback system. For comparing with the presented N-G model, the classic backstepping design method is also employed to design the control input for the nonlinear strict-feedback control system in this paper. The computer simulation results demonstrate that the controller based on the N-G model could be used to tackle the tracking-control problem with accuracy and effectiveness, together with the faster convergent speed than that based on the backstepping algorithm. Generally speaking, with the appropriate increase of design parameters, the controller based on the N-G model could improve convergence performance for nonlinear strict-feedback system. INDEX TERMS Output tracking-control, nonlinear strict-feedback system, recurrent neural network, backstepping algorithm.
I. INTRODUCTION
It is well known that nonlinear system has a wide range of applications in the fields of engineering and science, especially in control systems, such as digital control [1] , adaptive control [2] , navigation system [3] , and the remote control system [4] . As a significant subject of nonlinear system in control fields, the output tracking-control problem emerges frequently in practical engineering, such as mobile robot control [5] , [6] , flight control [7] and motor control [8] . The main objective of tracking-control is for the design of controller to be able to tracking the desired output trajectory. Generally speaking, there exist many design methods for the controller of output tracking-control in nonlinear control areas [9] - [19] , where many design methods are developed based on the classic backstepping algorithm [12] - [19] .
In the 1990s, Kanellakopoulos et al. ' s proposed a recursive design procedure, named as adaptive backstepping (i.e., backstepping algorithm), to track the control problem of strict-feedback systems with parameters [12] . This approach could avoid some restrictions such as matching condition, extended matching condition or growth conditions on system nonlinearities being made to guarantee the global stability [13] , [14] . In an attempt to extend the research of backstepping idea, Krstic et al. [15] further investigated the backstepping idea for parametric strict-feedback systems with unknown virtual control coefficients. It has been proven that the design methods based on the backstepping algorithm can guarantee the global stabilities, tracking and transient performance for a class of strict-feedback systems [15] . In [16] and [17] , the authors have illustrated that this design method is applicable to non-linear systems as well, particularly is effective for the strict-feedback nonlinear systems with parameters. Recently, the adaptive backstepping has been studied to design a speed controller for a novel hybrid excitation synchronous machine with nonlinear coupling and parametric uncertainty [18] . In [19] , an intelligent backstepping tracking control system is developed for wheel inverted pendulum with unknown system dynamic and external disturbance.
As an alternative method for the controller design of output tracking-control, the in-depth research has been carried out for the neural network (NN) control methods [20] , [21] . For example, an adaptive multiple neural-network control with a supervisory controller is developed for a class of uncertain nonlinear systems in [20] . With the help of a supervisory controller, the resulting closed-loop system is globally stable in the sense that all signals involved are uniformly bounded and the Lyapunov function-based design of adaptation laws guarantees the global stability of the closed-loop system. Recently, Liu et al. have proposed an efficient neural network approach to tackle the tracking-control problem of autonomous surface vehicle (ASV) [21] . The NN approach forces the ASV to track the desired trajectory with good control performance through the on-line learning of the NN without any off-line learning procedure. Especially, many scholars have already exhibited their interests in the combination of backstepping design and neural network methods to obtain the nonlinear system controller [17] , [22] , [23] . For example, by combining adaptive neural network design with backstepping methodology, an integral-type Lyapunov function is investigated and plays an important role in conquering the singularity problem [17] .
In this paper, we investigate and develop a new neural network approach to deal with the controller design problem for the output tracking-control of nonlinear strict-feedback system. This method is a combination of a novel recurrent neural network (NRNN, also named as ZNN) proposed by Guo and Zhang [24] and a traditional based-gradient neural network (GNN) [25] . These two methods are often used for the online solution of linear/nonlinear matrix equation problem [24] - [26] . Through synthesizing NRNN and GNN models, a new neural network, i.e., N-G model, is developed and utilized to design the controller in the form of timederivative for the nonlinear strict-feedback system. In order to facilitate the comparison and analysis with the design process of the presented N-G model, the classic backstepping design approach is also employed to design the controller for the same nonlinear strict-feedback system. Simulation studies illustrate that the problem of such a controller design could be solved efficiently by the presented N-G model. Through the comparative analysis of output trajectory performance and tracking error, we can have the conclusion that our presented N-G model could be used to design a controller to tackle the tracking-control problem effectively and exactly, and moreover, it can obtain a superior convergence performance than that based on the backstepping algorithm.
The rest of this paper is organized into four sections. Section 2 firstly presents the problem description of nonlinear control system briefly, and then introduce the simple development of the N-G model to obtain the controller for solving the output tracking-control problem of the nonlinear strict-feedback system. In Section 3, we provide the specific procedure of the controller based on the classic backstepping design for the same nonlinear system. For illustrative and comparative purpose, the two controllers are employed to simulate and analyze for the tracking performance and convergence performance of nonlinear strictfeedback in Section 4. The simulation results show that the controller based on our presented N-G model could track the desired output trajectory effectively and exactly. Section 5 concludes this paper with final remarks.
II. CONTROLLER BASED ON N-G MODEL
In this section, we firstly introduce the problem description of output tracking problem in nonlinear strict-feedback system. In order to get the controller based on the novel recurrent neural networks (NRNN, i.e., ZNN) for the nonlinear strict-feedback system, inspired by Guo and Zhang [24] , Yi et al. [25] [26], Zhang and Ge [27] , and Yi and Liu [28] research work, a novel recurrent neural network (NRNN) is presented for the controller design in the form ofu(t) utilized to solve the output tracking-control problem of 2nd-order nonlinear strict-feedback system, together with the gradientbased neural network (GNN).
A. PROBLEM DESCRIPTION
In general, the key purpose for the tracking-control problem is to design a input controller, i.e., u(t), to make the actual output y(t) of a nonlinear system able to track the desired trajectory y d (t) effectively, or to make the tracking error able to keep within a permissible error range as soon as possible for the system. The control principle can be shown in Fig. 1 . As a classic solution scheme for the controller of the nonlinear strick-feedback systems, the computational method based on Backstepping algorithm could avoid the matching conditions of satisfying the nonlinear function constraints [13] , and mainly be employed to solve a class of so-called lowertriangular structure system control problems, which no longer meet with the certain restrictions usually used to step up the relations between the states in the nonlinear differential equations for nonlinear systems [22] , [29] . The typical representatives of such control systems are strict-feedback system and output-feedback system. These two kinds of systems have been attracted much attention because the general nonlinear system satisfying some geometric conditions could be transformed into them by using the diffeomorphism method [30] . In this paper, combining NRNN and GNN models, we investigate and develop a new design method based on neural networks to achieve the controller for the output trackingcontrol problem of nonlinear strict-feedback system written as follows. Note that, For the convenience of description, the argument t will be omitted in some places.
. . .
(1) where
and y ∈ R are the state variables, system control law (or system controller) and output, respectively; f i (·) (i = 1, 2, · · · , n) is the unknown smooth function and may not be linearly parameterized. The reason for referring to the system (1) as ''strict-feedback'' is that the nonlinearities f (·) in the
, that is, on state variables that are ''fed back'' [15] . The control objective is to design a system controller u(t) for system (1) such that the system actual output y(t) can track the given desired trajectory y d (t).
B. DEVELOPMENT OF NRNN AND GNN MODELS
According to Guo and Zhang [24] , Yi et al. [25] [26], and Zhang and Ge's [27] design idea, a vector-valued indefinite error function Z ∈ R n is firstly constructed for NRNN model. In order to make each-element z i ∈ R(i = 1, 2, 3, · · · , n) in the vector-valued error function Z ∈ R n be able to converge to zero (in mathematics), we have the following design formula of NRNN.Ż
where the design parameter (or learning rate) γ > 0 ∈ R is used to scale the convergence rate for the NRNN solution [27] , F(·): R n → R n denotes an activation-function array of neural model. Generally speaking, there are four commonly used activation-functions, such as linear, power, sigmoid and power-sigmoid functions [25] . Studies have shown that arbitrary monotonically increasing excitation function can be used to construct the network model to improve the convergence performance [26] , [27] . In the past related research work, NRNN is usually applied to solve the timevarying matrix equation problems, such as matrix inversion [27] and linear/nonlinear equation solving [25] , [26] .
As for the traditional classical gradient-based neural network (GNN), it is usually designed based on a scalar-valued non-negative energy function ε(u(t)) [26] . Evolving along a decent direction resulting from the negative gradient of such energy function, we could obtain the following GNN mathematical expression:
where the design parameter (or learning rate) µ > 0 ∈ R is used to scale the convergence rate of the gradient dynamic solution [26] . Similar to the NRNN design formula, we could also add an activation function F(·) to improve the convergence performance. The GNN model (3) was originally designed for constant (i.e., time-invariant) problems solving [25] . Recent researches have shown that the neural models based on such a traditional gradient search algorithm could not solve the time-varying problems exactly and effectively. It only approaches approximately to the time-varying theoretical solution [25] , [26] .
C. CONTROLLER DESIGN BY N-G MODEL
In this subsection, by synthesizing the above-presented NRNN and GNN models, we can obtain a N-G model, which can be extended and applied to design a new nonlinear controller u(t) for the strict-feedback system (1). Differing from the traditional controller in the form of u(t), the N-G model is exploited in this paper to solve the tracking-control problem of the nonlinear system in the form ofu(t) (i.e., the timederivative of u(t)), which can be referred as in formula (6) . To present conveniently the design process, the linear activation function is utilized in NRNN model (2) , and GNN model (3) is activated by the power-sigmoid activation function. The design steps for controller are listed as follows.
Step 1: From system (1), the 1st NRNN error function z 1 is constructed as follows:
Combining the NRNN design formula (2), i.e.,ż 1 = −γ z 1 , we haveẋ
Step 2: we also construct the following 2nd NRNN error function z 2 :
By applying the formula (2) again, we have the timederivative of z 2 :ż 2 := −γ z 2 =z 1 + γż 1 .
Step 3: Similarly, we can construct the 3rd NRNN error function z 3 : By substitutingż 2 into the time-derivative of z 3 , we havė
Step n: Therefore, based on the NRNN design formula (2), we can construct the nth-order NRNN error function z n and the time derivative of z n (i.e.,ż n ), which are written as the following expressions:
Then, differentiating the first sub-equation in (4), we can obtain the following general formula ofż n .
By the second sub-equation in (4), let h :=ż n + γ z n , which should be zero theoretically, then we could obtain the expression:
In the last step, by following GNN (3), we firstly define the energy function ε(h(t)) := h 2 (t) and add the power-sigmoid activation function F(·). Then, the new controller model in the form ofu(t) for nonlinear system (1) can be designed as below.u
Note that, if we can encounter u before the nth step, we don't have to design n steps. That is, once we get the equation containing u during the design process, we could stop using the aforementioned NRNN design formula, and then apply GNN (3) directly to achieve the controller u(t). The block diagram can be seen in Fig. 2 .
D. ANALYTICAL EXAMPLE
In order to analyze the design steps of N-G method for the controller u(t) exhaustively, in this subsection, we would present a specific analytical example of the 2nd-order nonlinear strict-feedback system as depicted below.
According to the design procedure in Section (II-C), we could get the following design steps for the 2nd-order nonlinear strict-feedback system (7).
At first, the 1st NRNN error function z 1 is defined as:
By following the NRNN model (2), substituting (7) into the above equation, we could geṫ
Then, we could construct the 2nd NRNN error function as follows:
Thus, we have the time-derivative of z 2 (i.e.,ż 2 ) as follows.
Evidently, Eq. (8) contains the control input u. Therefore, we can employ GNN model (3) directly to obtain the controller u(t). As the above mentioned in Section II-C, let h define as:
which should be zero theoretically. Therefore, by applying GNN (3), the novel controller in the form ofu for output tracking-control of the 2nd-order nonlinear strict-feedback system (7) is ultimately designed as below:u
where the energy function ε in (3) is defined as ε := h 2 , and the power-sigmoid activation function F(·) is adopted for the better convergence performance.
III. CONTROLLER BASED ON BACKSTEPPING ALGORITHM
The Backstepping design idea was firstly presented in [15] . As a traditional classic recursive algorithm, the Backstepping method has been widely applied to design the controller for the nonlinear strict-feedback system in much literature [17] - [19] , [23] . In this section, in comparison with our presented N-G model, the Backstepping algorithm is also used for the controller design of nonlinear system (7). In fact, the design essence of Backstepping algorithm is to select some appropriate functions of state variables recursively as pseudo/virtual control inputs for lower dimension subsystems of the overall system. During the design process, an intermediate virtual function α i shall be developed by using an appropriate Lyapunov function V i . Next, we would like to present a summary of nth-order Backstepping design procedure. Firstly, we define error variables z 1 = y − y d and z 2 = x 2 − α 1 , where α 1 is a virtual control law to be derived as follows. Hence, the dynamic equation ofż 1 is given bẏ
Define the following Lyapunov function candidate
. By combining x 2 = z 2 + α 1 , then the time-derivative of V 1 is written as:
In order to make the Lyapunov function V 1 stable, let
where z 1 z 2 would be processed in the next step.
Therefore, we have
Secondly, since z 2 = x 2 − α 1 , we could get its timederivative given bẏ
Consider the following Lyapunov candidate function:
Then, we havė
In order to makeV 2 < 0 for the stability ofż 2 , we define
∂ẏ dÿ d . Then, the control input u(t) (i.e., the controller model of the 2nd-order nonlinear strict-feedback system (7)) is given by
Similarly, for the general nth-order nonlinear strictfeedback system, we could obtain the generalized design formula for the controller u(t) as follows.
Firstly, the error variant(s) should be defined based on the coordinate transformations
Besides, choose the suitable virtual control functions
and 
Constructing the Lyapunov function
could obtain the following expression:
In order to makeV n < 0, we let
Hence, we could achieve the controller for the nth-order nonlinear strict-feedback system as follows:
and the block diagram can be shown in Fig. 3 .
IV. ILLUSTRATIVE SIMULATION RESULTS
As for the output tracking-control problem fo nonlinear strictfeedback styem, we have presented the design procedures of controller by using two types of methods (i.e., N-G model and Backstepping algorithm) in Sections II and III, respectively. In this section, we will make use of MATLAB simulation techniques to verify the correctness of the presented N-G model for achieving the controller of the following nonlinear strict-feedback system presented in [23] .
Through the N-G model (5) and (6), we can get the controller in the form of the time-derivative of u(t) as below:
In addition, by using Backstepping method (12), we get the controller as follows:
To illustrate the aforementioned analytical results that the N-G model could be used to solve the tracking-control problem in the form ofu(t), simulations of tracking the desired output y d = sin(t) [23] are performed for the 2nd-order nonlinear system (13) equipped with N-G model controller (14) . During the simulation process, the design parameters γ = µ = 10. In order to comparative purpose, the controller by Backstepping (15) is also used to solve the output tracking-control problem of the same nonlinear system (13) with design parameters k 1 = k 2 = 10. Besides, the initial conditions are selected as x 1 (0) = x 2 (0) = 0.5 and u(0) = 0. When the controllers (14) and (15) are used to track y d (t) = sin(t), we can get the output trajectory of the nonlinear strictfeedback system (13) as shown in Fig. 4 , where the solid red curves correspond to the desired trajectory y d (t) and the dotted blue curves correspond to the actual output trajectory y(t). Note that, the controller (14) is activated by the powersigmoid activation function. As shown in Fig. 4 , starting from the given initial values, the output trajectory generated by the above two controllers can track the desired objective y d (t) with accuracy and effectiveness. This demonstrates that the N-G model could be used to design the controller for tracking the tracking-control problem of nonlinear strict-feedback system exactly and efficaciously. However, the derivations of the controller based on N-G model is relatively simpler than those based on the Backstepping algorithm.
In addition, we can use the tracking error |y−y d | to monitor the convergence performance. Figure 5 shows the tracking error performances of the controllers based on N-G model and Backstepping, respectively. After 0.6s or so, the tracking error |y − y d | by (14) is convergent to zero, which is shown in Fig. 5(a) , while it needs 0.8s to converge to zero for the controller (15) from Fig. 5(b) . That is to say, the presented controller based on the N-G method has superior convergence performance than that based on the Backstepping algorithm.
To further substantiate the accuracy and validity of the presented controller based on the new N-G model, another desired trajectory, i.e., y d = sin(0.5t) + 0.5 sin(1.5t) presented in [17] , is to be tracked by using the above-mentioned two controllers. Figs. 6 and 7 show the simulation results of tracking the desired trajectory of the nonlinear strictfeedback system via the controller u obtained by our presented N-G model and Backstepping algorithm, respectively. In this simulation, we apply the power-sigmoid activation and set the design parameter γ = µ = 10, k 1 = k 2 = 10. In addition, the running time is 20s and the initial value is x 1 (0) = x 2 (0) = 0.5 and u(0) = 0. It demonstrates that both controllers (i.e., (6) and (12)) could be used to track the desired trajectory precisely. Therefore, as seen from Figs. 4(a) and 6(a), the presented controller based on the N-G model can track the different desired trajectories for the nonlinear strict-feedback system. Specially, the convergence of (6) is superior than that of (12) , as shown in Fig. 7 .
Note that, if the design parameters are set as different values, we can achieve different convergence performance.
Figs. 8(a) and (b) exhibit the tracking performance and convergence characteristics of the controller (6) with the design parameters γ = µ = 50 and γ = µ = 100. Comparing and analyzing Figs. 5(a), 8(a) and 8(b), we can conclude that, through increasing the values of design parameters, the convergence performance could be improved by using the controller (6) .
In summary, the above simulation results have further illustrated that the reliability and the effectiveness of our presented controller based on the N-G model for solving trackingcontrol problem of nonlinear strict-feedback system and the faster convergence rate than that based on the Backstepping algorithm.
V. CONCLUSIONS
In this paper, combining the novel neural networks by Zhang and the traditional classic gradient-based algorithm, we design and investigate a control input u(t) for the nonlinear strict-feedback system. For comparison purposes, the classic Backstepping algorithm is also used to exploit the controller for the same nonlinear system. There exist some different points for the two models, such as the derivation complexity and exhibited formula form. The computer simulation results further shows that our presented controller can track the desired trajectories effectively and exactly. Furthermore, in comparison with the controller based on the Backstepping algorithm, the tracking error by the our presented controller is convergent to zero with faster speed than that based on the Backstepping algorithm. 
