We propose a generic model for the "weighted voting" aggregation step performed by several methods in supervised classification. Further, we construct an algorithm to enumerate the number of distinct aggregate classifiers that arise in this model. When there are only two classes in the classification problem, we show that a class of functions that arises from aggregate classifiers coincides with the class of self-dual positive threshold Boolean functions.
Introduction
The supervised classification problem can be described as follows. Given is a domain D ⊆ R P and a design data set {(x 1 , c 1 ), ..., (x N , c N )}, where x n ∈ D is a P -dimensional row vector of measurements describing observation n, and c n ∈ {1, ..., C} denotes the class containing observation n, n ∈ {1, ..., N }. The supervised classification problem consists in specifying a function g : D → {1, ..., C} : x → g(x) that classifies any point in the domain D into one of the C classes. The function g is called a classifier . For an observation (x n , c n ) in the data set, if g(x n ) = c n , then point n is correctly classified by the classifier g, otherwise it is misclassified. As c n is given for all n ∈ {1, ..., N }, the problem is called supervised classification problem, in contrast with the unsupervised classification problem where the class membership of the observations in the design data set is not known beforehand [17] .
In practice, there exist many methods to design classifiers [17, 29] . This variety of methods, and the corresponding abundance of classifiers, gives rise to a natural question: is it possible to aggregate classifiers in such a way that the resulting aggregate classifier has more desirable characteristics than any of the original classifiers separately? In this paper, we concentrate on the following aggregation framework.
Given are a finite number of classifiers g 1 , ..., g L , L ∈ {2, 3, ...}; these L classifiers will be referred to as the component classifiers. For every point x ∈ D, the functional value g l (x) can be determined for l ∈ {1, ..., L}. Now, let us assume that a nonnegative real weight α l is associated to each component classifier g l , l ∈ {1, ..., L}. (We assume that at least one of the weights α l is strictly positive.) Then, the corresponding aggregate classifier g assigns each point x ∈ D to the class c * defined by the rule:
g(x) = c * if and only if
{α l | g l (x) = c} for all c ∈ {1, ..., C} \ c * .
Informally, the weight α l can be seen as the voting weight associated with component classifier g l , and the aggregation operation is a weighted majority vote based on these L values. (We will make sure below that the class c * is uniquely defined by (1).)
Example 1.
Assume that L = 5, C = 4, and that (g 1 (x), g 2 (x), g 3 (x), g 4 (x), g 5 (x)) = (1,2,1,3,3). If (α 1 , α 2 , α 3 , α 4 , α 5 ) = (1,1,2,0,0.4), then c * = arg max c {3, 1, 0.4, 0} and the aggregate classifier assigns point x to class 1.
Weighted majority voting has been used for a long time in fields such as game theory and distributed computing systems [14] . In supervised classification, aggregation procedures based on weighted majority voting have become a popular research issue in the last decade, and they now constitute an active, fast-growing field of investigation [10, 15, 16, 28] . This interest is largely due to the promising empirical results delivered by two powerful aggregation techniques: bagging [11] and boosting [26] .
Bagging relies on simple majority voting to aggregate the component classifiers, i.e., each component is given the same weight α l = 1 L for l ∈ {1, ..., L}. A drawback of bagging is that the weights are fixed independently of the design data set, so that a bad component classifier is given the same weight as a good one.
Boosting takes the design data set indirectly into account by letting the weight α l depend on e l , where e l is the fraction of design data set observations that are misclassified by component classifier g l . In Ada-Boosting [15] , the weight of the l-th component classifier is chosen as α l = log((1 − e l )/e l ). (Notice that in this method, the weights α l can be negative and it is not required that at least one α l > 0, l ∈ {1, ..., L}.)
Similarly, in Logical Analysis of Data (LAD, see e.g. [9] ), the construction of the so-called discriminant classifier is based on weighted aggregation of elementary classifiers. The paper [9] proposes several ways to choose the aggregation weights: uniformly as in bagging, as a function of the accuracy of the classifier on the data set, etc.
An alternative to the above approaches is to use mathematical programming techniques to determine the weights α l according to some criterion function defined directly on the available design data set [2] . For instance, a natural objective function would be to minimize the number of misclassifications on the design data set. It can be shown that this optimization problem is NPhard (see [1] and the references contained therein).
In this paper, we concentrate on a question motivated by such weighted majority aggregation methods, namely on the following counting problem:
.., g L taking their values in {1, ..., C}, how many different classifiers can be defined by the aggregation rule (1)?
Notice that, when the answer to this question is not too large, and when assuming the availability of not only the number of different aggregate clas-sifiers, but also corresponding different solutions, an "optimal" aggregate classifier can be found by complete enumeration over all possible distinct aggregate classifiers for a broad class of criteria. One obvious choice, as mentioned earlier, would be to select the aggregate classifier that yields the minimum number of misclassifications. Observe that this number may be strictly less than the number of misclassifications produced by each component classifier. Alternatively, we may also want to identify the aggregate classifier that minimizes the number of observations wrongly placed in some specific category (for instance, in a medical application, the number of patients mistakenly classified as "healthy"). We also note that other optimality criteria have been used in closely related contexts, e.g., in the determination of voting weights realizing mutual exclusion in distributed computing systems (see e.g. [4, 6] ).
Since the answer to the counting problem defined above may depend on the choice of the component classifiers g 1 , ..., g L , we shall actually restrict our attention to a more general version of the problem, denoted #AP, which only depends on L and C but not explicitly on g 1 , ..., g L .
The paper is organized as follows. In Section 2, the aggregation problem, called AP, is stated, and a framework is proposed to count the number of solutions of AP. Section 3 proposes an enumeration algorithm and reports on the number of non equivalent solutions of AP for small values of L and C. In Section 4, we show that the class of L-bit boolean functions arising from aggregate classifiers when C = 2 coincides with the class of self-dual positive threshold L-bit boolean functions. The last section presents some conclusions and directions for future work.
Solution space of the aggregation problem
In order to describe more formally the aggregation problem, let us first introduce some definitions.
L is a solution of the aggregation problem AP if and only if (i) α l ≥ 0 for l ∈ {1, ..., L} and (ii) for every possible partition of the set {1, ..., L} into at least 2 and at most C nonempty subsets, there exists a subset G * in the partition such that l∈G * α l > l∈G α l for all other subsets G in the partition.
The aggregating function associated with the solution (
Functions defined on {1, . . . , C} L and with values in {1, . . . , C} are sometimes called discrete functions, and have been investigated in e.g. Bioch [5] .
Condition (i) expresses that every component classifier is taken "positively" into account in the aggregation process. This is a rather natural assumption. Together with condition (ii), it also implies that at least one component classifier must receive a strictly positive weight.
Condition (ii) ensures that the aggregate classifer given by (1), and equivalently the aggregating function given by (2) , are well-defined functions. To see this, for a given point x ∈ D, define the C sets G c (x) = {l | g l (x) = c}, c ∈ {1, ..., C}. The sets G c (x) induce a partition of the set {1, ..., L} into at most C nonempty subsets. Conversely, every partition of the set {1, ..., L} into at most C nonempty subsets represents a way in which the classifications of the component classifiers can potentially differ; that is, every such partition might arise from the collection {G 1 (x), ..., G C (x)} for some observation x.
Thus, condition (ii) imposes that there is always a unique aggregate classification for all possible classifications assigned by the individual component classifiers. Notice that in the statement of the condition, it is not relevant which value from {1, ..., C} is associated to which nonempty subset in the partition. What matters in the analysis of the solution space is the mechanism of aggregation, not its outcome.
The counting problem associated with the aggregation problem AP can now be more formally stated:
[#AP] For all L in {2, 3, ...} and for all C in {2, 3, ...}, compute the number of aggregating functions of the form (2).
In order to structure the solution space of AP further, let T be the set of all the possible partitions of the set {1, ..., L} into at least 2, and at most C nonempty subsets. Now, order the elements of T in any order and label them from 1 to |T |. Denote by P t the t-th partition in T , t ∈ {1, ..., |T |}.
..,α L ) be a solution of AP and denote by G * t the (unique) subset in P t such that l∈G * t α l > l∈G α l for all other subsets G ∈ P t , t ∈ {1, ..., |T |}.
|T | ] can be associated with every solution (α 1 ,...,α L ). This |T |-dimensional vector will be called the decision vector of the solution. It is easy to see that it completely characterizes the aggregating function f associated to (α 1 ,...,α L ) by the voting rule (2). The above definitions put some useful structure on the solution space of
For all values of L and C, the set S sol contains infinitely many elements. However, the equivalence relation introduced in Definition 2 partitions the set S sol into Q equivalence classes S q sol with q ∈ {1, ..., Q}. Therefore, counting the number of distinct aggregate classifiers really amounts to computing the number Q of non equivalent solutions of AP. Formally, we define:
is the number of non equivalent solutions of AP, i.e., the number of distinct aggregating functions with L component classifiers and C classes.
It is obvious that, for all possible values of L and C, Q(L, C) is finite. This framework leads to a discrete, rather than continuous, representation of the solution space of AP. As already mentioned in the Introduction, this suggests that for certain objective functions, an "optimal" aggregate classifier could be found by complete enumeration of all (Q(L, C)) non equivalent solutions of AP. In view of this, we now turn to two related questions.
Question 1, the counting problem: Compute Q(L, C).
Question 2, the enumeration problem: Generate Q(L, C) non equivalent solutions of AP.
In the next section, these questions will be partially answered. Since we are not able to come up with an analytic or recursive expression for Q(L, C) as a function of L and C (not even when C = 2; see our discussion in Sections 4 and 5), an algorithm to compute Q(L, C) will be presented as a best alternative. This enumeration algorithm will also provide an answer to Question 2.
An algorithm to compute Q(L, C)
In Section 2, we have introduced T , the set of all partitions of the set {1, ..., L} into at least 2 and at most C nonempty subsets, and we have denoted by P t the t-th element in T . The cardinality of T is
where S(L, k) is the Stirling number of the second kind, representing the number of ways to partition a set of L elements into exactly k nonempty subsets [12, 30] .
Any |T |-dimensional vector for which the t-th entry, t ∈ {1, ..., |T |}, is an element of P t is called a candidate decision vector. The number of different partition decision vectors is |T | t=1 |P t |, which can be rewritten as:
since |P t | ∈ {1, ..., min{L, C}} for t ∈ {1, ..., |T |}.
The number of candidate decision vectors for a given value of L and C gives a (weak) upper bound for Q(L, C). Observe that the parameter C only influences the upper bound through the number min{L, C}. If L ≤ C, the parameter C does not determine the upper bound.
By Definitions 1 and 2, in order to generate all solutions of AP, it "suffices" to generate all candidate decision vectors and check if there exists a solution that corresponds to each candidate. If so, the candidate decision vector is a decision vector. The test comes down to the following question:
[FP] Is the system of strict linear inequalities
As solutions to AP can be multiplied by a real number r > 0 without changing the corresponding aggregate classifier, FP is equivalent to the problem FP-hereunder:
[FP-] Let ∈ R, > 0. Is the system of linear inequalities
Note that FP-can be solved by linear programming techniques. These techniques also yield a feasible solution if there exists one. Hence, in this way, they can be used to answer Question 1 and 2 at the same time and at the same computational cost.
The approach that we have underlined is computationally expensive, however, since FP-needs to be solved for all candidate decision vectors. In order to speed it up, we observe now that every decision vector must obey the following consistency rule.
Consistency Rule. Consider an arbitrary decision vector (G * 1 , ..., G * |T | ), and let t ∈ {1, ..., |T |}. For every partition P s , s ∈ {1, ..., |T |}, s = t, if (i) there exists an element G s ∈ P s such that G * t ⊆ G s and, (ii) every element G of P s , G = G s , is a subset of some element
then it must hold that G s is the s-th entry in the decision vector, i.e., G s = G * s .
The consistency rule is obviously valid: indeed, the total weight of G s is at least as large as the weight of G * t , while the weight of any other set G in P s is at most the weight of G , which is smaller than the weight of G * t . As a consequence, rather than enumerating all the possible candidate decision vectors, only those will be enumerated that do not violate the consistency rule. This strongly reduces the number of feasibility problems FP-that need to be solved. For example, if L = 4 and C = 3 only 116 feasibility checks are required while the number of candidate decision vectors is 2 7 3 6 = 93312. Below, an informal description is given of an algorithm that enumerates and determines the number of non equivalent solutions of AP, i.e., Q(L, C), for a given value of L and C.
ENUMERATION ALGORITHM
Input: A number L ∈ {2, 3, ...}, a number C ∈ {2, 3, ...}.
1. Generate all P t and label them in any order from 1 to |T |.
Set q = 0.
2. Take the first entry in a to-be-built candidate decision vector, t = 1.
3. Choose a subset G t in P t and put subset G t at entry t of the to-be-built candidate decision vector, G * t = G t .
4. If possible, fill in unfilled entries of the to-be-built candidate decision vector by application of the consistency rule.
5. If all the entries of the to-be-built candidate decision vector are filled in, a candidate decision vector has been built and proceed to step 6; else update t to the next unfilled entry in the to-be-built candidate decision vector and go to step 3.
6. Use FP-to check if there exists a solution that would give the candidate decision vector. If so, the candidate decision vector is a decision vector, q ← q + 1 and the solution is saved.
7. Empty the entries of the to-be-built candidate decision vector filled up in the last step 3 and 4.
8. If there exists a subset G t in P t which has not yet been chosen, go to step 3; else if possible, set t to its previous value and go to step 8; else go to step 9.
9. Set Q = q.
Output: A number Q, a set of Q solutions.
In Table 1 , the values for Q(L, C) for small values of L and C are given. A question mark indicates that it was not possible to calculate Q(L, C) within 24 hours of computation time on a PENTIUM III 550 Mhz computer. Given our computational resources, this table is currently the best answer that we can provide to Question 1. For all the cases where Q(L, C) can be found, also Question 2 is answered as the enumeration algorithm provides a set of Q(L, C) solutions, each of which is associated to a distinct aggregate classifier. This set then suffices to determine, for example, a set of weights which minimize the number of misclassified observations for any instance of the aggregation problem with L ≤ 5 component classifiers and any number C of classes (remember that, when C ≥ L, Q(L, C) depends on L only). These exact solutions provide easy-to-obtain lower bounds for larger aggregation problems and, in this sense, might prove useful in the development of algorithms to solve larger aggregation problems. Note that, in contrast to the mathematical programming approach in [2] , the influence on the computational performance of the number of observations N in the design data set is negligible.
From Table 1 , it is clear that the numbers Q(L, C) grow extremely fast with increasing L and, due to limited computational resources, the counting algorithm will not be able to find Q(L, C) when L gets large. Interestingly, none of the sequences in the [27] . We will come back to this issue in the next Section.
Aggregate classifiers and Boolean functions
In this section we explore the connection between the aggregation problem AP with C = 2 and the enumeration of n-bit self-dual, positive, threshold Boolean functions. Section 4.1 recalls the necessary definitions from Boolean function theory, and in Section 4.2 we prove the equivalence between aggregating Boolean functions and Boolean functions that are self-dual, monotone, and threshold.
Boolean functions
Fundamental facts and definitions about Boolean functions can be found in [3, 7, 8, 14, 23] . Let n ∈ {1, 2, ...}.
Definition 4. An n-bit Boolean function is a function
When b is an element of {0, 1}, we letb = 1 − b.
Definition 6. An n-bit Boolean function f is positive (sometimes called monotone) if f (b 1 , ..., b n ) ≤ f (b 1 , ..., b n ) whenever (b 1 , ..., b n ) ≤ (b 1 , ..., b n ) .
Definition 7. An n-bit
We denote the set of n-bit (respectively, self-dual, positive, threshold) Boolean functions by B (respectively, B sd , B p , B t ). Counting the number of Boolean functions with various properties has been the subject of numerous mathematical studies. It is easy to check that the total number of n-bit Boolean functions is 2 2 n , and that the number of self-dual n-bit Boolean functions is 2 2 n−1 . Determining the number of positive n-bit Boolean functions is known as Dedekind's problem. Many mathematicians contributed to this problem but despite their efforts, the exact number of positive n-bit Boolean functions is known for small values of n only [22] . Kleitman [19] proved that log 2 |B p | is asymptotic to the middle binomial coefficient
(see also [20, 21] ). Bioch and Ibaraki [6] enumerate all self-dual, positive functions for n ≤ 7.
Counting and tabulating threshold functions has been a main topic of investigation in electrical engineering [23] . Here again, the exact value of |B t | is known for small values of n only (see e.g. [6, 23, 24] ). Asymptotically, it has been proved that (log 2 |B t |)/n 2 approaches 1 as n grows large [3, 31] , meaning in particular that the class of threshold functions is quite small with respect to the classes of self-dual or positive functions.
The link between classifiers with C = 2 and Boolean functions
For classification problems with C = 2 classes, in a slight departure from our usual notations, let us encode the two classes by 0 and 1, respectively. Thus, in this case, aggregating functions are L-bit Boolean functions (by Definition 1), and we are going to show that they correspond exactly to self-dual, positive, threshold Boolean functions.
Proposition. A Boolean function is an aggregating function if and only if it is self-dual, positive and threshold.
Proof. For C = 2, consider the aggregating function f associated to a
or equivalently
The Boolean function f is positive (since α j ≥ 0 for all j), threshold (by (5)), and self-dual: indeed, in view of (4),
Conversely, let f be a self-dual, positive, threshold L-bit Boolean function. In view of Definition 7, f is associated to a set of weights α 1 , ..., α L , and to a threshold value θ satisfying (3). It is well-known, and easy to check, that the weights α 1 , ..., α L can be chosen to be non negative when f is positive (see [14, 23] ). Then, we claim that these weights define a solution of AP. Indeed, as in condition (ii) of Definition 1, consider an arbitrary partition of the set {1, ..., L} into {G 0 , G 1 } (where G 1 may be empty). For all l ∈ {1, ..., L}, write
..,b L ), and we can assume without loss of generality that
..,b L ) = 1 (the other case being symmetrical). Thus, by Definition 7,
This shows that the weights α 1 , ..., α L satisfy condition (ii) in Definition 1, i.e. (α 1 , ..., α L ) is a solution of AP and f is an aggregating function.
In view of this result, computing Q(L, 2) is tantamount to computing the number of self-dual, positive, threshold L-bit Boolean functions. The value of Q(L, 2) is found in the first column of Table 1 for L ≤ 7.
Interestingly, enumeration algorithms for the number of self-dual, positive, threshold L-bit Boolean functions have been previously considered in the Boolean literature. (To the best of our knowledge, all such algorithms actually rely on the solution of the corresponding complete enumeration problem.) For L ≤ 7, Muroga [23] and Bioch and Ibaraki [6] tabulate the results as shown in Table 2 . (This same sequence is also erroneously listed in the On-Line Encyclopedia of Integer Sequences [27] for the number of self-dual threshold functions.) The difference between the two sequences in Table 1 and Table 2 can be explained by the fact that [23, 6] count the number of self-dual positive threshold Boolean functions that effectively depend on all their L variables, while we actually count self-dual positive threshold functions of at most L variables, including those that may effectively depend on a subset of their L variables only (since some of the weights α l may be zero in (4)). For instance, the function f (b 1 , b 2 ) = b 1 is self-dual, positive and threshold, but it does not effectively depend on its second variable.
Let S(L) be the L-th element of the sequence considered in [23, 6] . Then, it is easy to see that
..}, and to check this relation for Tables 1 and 2 .
Finally, let us observe that the results presented in previous sections usually have simple Boolean interpretations when C = 2. For instance, the system of inequalities FP in Section 3 has been classically used for the recognition of threshold Boolean functions, and the 'Consistency Rule" simply amounts to ensuring that the function is positive and concentrating on "minimal true points" or "maximal false points" of the function (see e.g. [13, 14, 23, 25] for details). Also (as pointed out by one of the referees), it is known that every self-dual Boolean function is a nested composition of the basic majority function of three variables, i.e., the threshold function m(b 1 , b 2 , b 3 ) defined by α 1 = α 2 = α 3 = θ = 1; see e.g. [7, 8, 18] . So, when C = 2, every aggregating function can be viewed as a composition of simple majority voting aggregators.
Conclusions and open questions
This paper considers a generic model for the "weighted voting" aggregation step performed by several classification methods. After having observed that the number of distinct aggregate classifiers is finite for every set of component classifiers g 1 , g 2 , ..., g L , we have presented an algorithm that is able to count and to generate all non equivalent solutions of the aggregation problem. Interestingly, the resulting sequence of numbers Q(L, C) appears to be new.
This complete enumeration approach allows to find exact solutions for certain optimization versions of the aggregation problem (e.g., for minimizing the number of misclassified observations). Evidently, this approach can only be successful for instances of the aggregation problem where L and C are small.
For C = 2, we have also established the link between the aggregation problem and previous results concerning L-bit self-dual, positive, threshold Boolean functions. This connection shows that the class of aggregating functions appears to be an intriguing new class of discrete functions, and that our model for the aggregation problem has far-reaching ramifications. This opens up new opportunities for theoretical investigations of the aggregation problem.
In particular, it may prove interesting to investigate more thoroughly the complexity of the computational problems raised in this paper. When C = 2, as pointed out by one of the referees, the question: "does the vector (α 1 , ..., α L ) define a feasible solution of the aggregation problem" is coNPcomplete; indeed, checking condition (ii) in Definition 1 (i.e., checking selfduality of the corresponding aggregating function) is tantamount to solving the well-known Partition problem. On the other hand, analyzing the complexity of the counting problem [#AP] is a more challenging question, even when C = 2. The function Q(L, C) only depends on two argument L, C, and it seems unlikely that the value of Q(L, C) can be computed in time polynomial in the input size (log L + log C), nor perhaps even in time polynomial in L + C. In particular, no closed form expression or recursive formula appears to be known in the literature for the number Q(L, 2) of positive, self-dual threshold functions on L variables, or for the number of threshold functions, in spite of the fact that this number is asymptotically known ( [3, 31] ). Also, the complexity of generating all aggregating functions, for given values of L and C, is currently unknown. In particular, the algorithm in Section 3 is not efficient, as it examines many candidate decision vectors which must eventually be rejected. In principle, it may be possible to generate efficiently all aggregating functions in an incremental fashion, for successive increasing values of L and C. At this time, however, we do not even know how to solve the problem when C = 2, that is, how to generate efficiently all self-dual, positive, threshold functions of L variables. (Note that efficient algorithms exist for the generation of all self-dual positive Boolean functions; see [6] .)
