Abstract. We study the 1-D Schrödinger operators in Hilbert space L 2 (R) with real-valued Radon measure q ′ (x), q ∈ BV loc (R) as potentials. New sufficient conditions for minimal operators to be bounded below and selfadjoint are found. For such operators a criterion for the discreteness of the spectrum is proved, which generalizes Molchanov's, Brinck's, and the Albeverio-KostenkoMalamud criteria. The quadratic forms corresponding to the investigated operators are described.
Introduction and main results
We consider the 1-D Schrödinger operator 
, Dom(Ṡ 0 (q)) := {u ∈ Dom(S(q)) | supp u ⋐ R } .
As usual the operators S(q) andṠ 0 (q) are called maximal and preminimal respectively. Under these assumptions the operatorṠ 0 (q) is symmetric and closable, its closure being denoted by S 0 (q) (see Proposition in Appendix).
Necessary and sufficient conditions for the operators S 0 (q) to be bounded below and to have discrete spectrum are found in [11] . However, they are not constructive. Nonetheless, in physical applications the most interesting situation is where the potentials q ′ (x) in (1.1) are real-valued Radon measures on a locally compact space R, i. e. q ∈ BV loc (R) (see, for instance, references in [2, 1, 8] ). This situation is investigated in this paper. The case where Radon measure is absolutely continuous, i. e. q ′ ∈ L 1 loc (R), was studied in [3, 12] . The approach applied in [3] may be generalized onto arbitrary Radon measures on R.
Let us suppose that there exists a finite number C > 0 such that for all intervals J of the real axis R with length ≤ 1 we have
Without loss of generality we may assume that in the Brinck condition (Br) C ≥ 2 and we assume this in what follows.
Theorem A. Under the condition (Br) the operator S 0 (q) is bounded below, selfadjoint and S 0 (q) = S(q).
The following theorem gives necessary and sufficient conditions for the spectra of the minimal operators to be discrete. The following theorem gives a description of the quadratic forms generated by the Schrödinger operators. We use notations and definitions from [7] .
Theorem C. Let the potential q ′ (x) satisfy the condition (Br). Then following statements are fulfilled.
(I) The sesquilinear forṁ
is densely defined, symmetric, and bounded below
The formṫṠ
exists and is finite for all u ∈ Dom(S(q)), moreover
(III) The closure t of the sesquilinear formṫ, t := (ṫ) ∼ , may be represented as:
The sesquilinear form t is densely defined, closed, symmetric, and bounded below.
Lemma 2.2 (I. Brinck [3] ). Let J be a compact interval of length l. Then for all x ∈ J and f ∈ H 1 (J) we have
Lemma 2.3. Let q ′ (x) satisfy the condition (Br). If I is a finite interval of length l and if f ∈ H 1 (I), then
where n is an integer such that n − 1 < l ≤ n, and h is an arbitrary number from
Proof. There is no loss of generality in supposing that I = (0, l).
We first suppose l = 1 and apply Lemma 2.1. Thus
Due to (Br) the factor − sup K⊂I K d q(x) is majorized by C, and from Lemma 2.2 we get inf
We now write f (x) = f 1 (x) + if 2 (x), where f 1 and f 2 are real functions. Due to Cauchy's inequality we get
and, hence,
, which proves the lemma for l = 1.
To prove the lemma for arbitrary l we put Q(x) = q(ln
Note that the function Q satisfies condition (Br) with the same constant C for all intervals of length ≤ n/l and, hence, for all intervals of length ≤ 1. Therefore the assumption of lemma for intervals of unit length implies
and hence, summing over k, we get
which proves the lemma.
Corollarry 2.3.1. If the length of an interval I does not exceed 1, then
Proof. Due to the choice of n in Lemma 2.3, we get n/lC < (l + 1)/lC. Since we assume that C ≥ 2, we may conclude that n/lC < 1 if l ≥ 1. Thus, we may put h = n/lC in (2.1), which yields the corollary.
Corollarry 2.3.2. Let the condition (Br) be satisfied. Then
for all u ∈ H 1 comp (R) and h ∈ (0, 1]. Proof. We divide the real axis into a sum of disjoint intervals of unit length. Then (2.1) holds on each of these intervals and the summation gives (2.2).
Remark. If the support of u is not compact, corollary 2.3.2 obviously still holds if
exists as improper Riemann-Stieltjes integral. Then the integral in (2.2) must, of course, be interpreted accordingly.
Lemma 2.3 allows us to prove that the preminimal operator is bounded below.
Theorem 2.4. Let the potential q ′ (x) satisfy the condition (Br). Then the preminimal operatorṠ 0 (q) is bounded below and the following estimate holds:
Proof. For arbitrary u ∈ Dom(Ṡ 0 (q)) there is a positive integer N such that supp
To estimate terms [n,n+1) |u(x)| 2 d q(x) we apply Lemma 2.3 with l = n = 1 and
Substituting the estimate (2.4) into (2.3) we receive the estimate we require:
If the preminimal operatorṠ 0 (q) is bounded below, then the minimal operator S 0 (q) is selfadjoint and coincides with the maximal operator S(q) (see [ Theorem A is proved.
Auxiliary results
We shall make use of a set of functions ϕ(x) with compact supports and uniformly bounded derivatives. We define ϕ as follows: It follows from this definition that 0 ≤ ϕ ≤ 1 and that ϕ → 1 as min(r, R) → ∞.
Lemma 3.1. Let ω : R → R be a bounded, twice continuously differentiable function with bounded first and second derivatives. If
Proof. Let ϕ be one of the functions introduced above and put ψ = ϕ 2 ω 2 . If u is any function in Dom(S(q)) we get, integrating by parts,
Now, let u be a real function in Dom(S(q)). Then the first integral on the right can be integrated by parts, yielding
The functions ψ and ψ ′′ tend boundedly to ω 2 and (ω 2 ) ′′ respectively as ϕ → 1, that is as min(r, R) → ∞, and, since |ω 2 l q [u]u| and (ω 2 ) ′′ |u| 2 are both integrable, the first two integrals in (3.4) tend to the finite limits R ω 2 l q [u]ud x and R (ω 2 ) ′′ |u| 2 d x respectively as ϕ → 1. Since the convergence of ψ is also monotone, we conclude
x although this limit may not be finite, and therefore R ψ|u| 2 d q must also have limit (possibly −∞).
. It follows from (3.2) that W satisfies a condition of the type (Br). Therefore, we apply Lemma 2.1 (as in the proof of Lemma 2.3) to obtain
But varϕ 2 ω|u| 2 is bounded by
which in turn is majorized by
where the coefficient M depends only on the bounds for ω, ω ′ , and ϕ ′ . Hence, it follows from (3.4) that
and the lemma is proved for every real u ∈ Dom(S(q)). Since every u in Dom(S(q)) may be written u 1 + iu 2 , where u 1 and u 2 are real and from Dom(S(q)), the proof for real u shows that R ω 2 |u
The proof of the lemma is complete.
We observe that R ψ|u| 2 d q has a finite limit for all u in Dom(S(q)), and that |u ′ u| is integrable.
We obtain the following useful result from Lemma 3.1 with ω(x) ≡ 1.
Corollarry 3.1.1. Let the condition (Br) be satisfied. Then
We see from (3.3), (3.4) and (3.5) with ω(x) ≡ 1 that u ′ 2 is finite and that
and also that
This enables us to prove that the "potential energy"
exists and is finite for every u ∈ Dom(S(q)) as improper Riemann-Stieltjes integral.
, with ϕ being defined by (3.1). Then obviously
In these two identities four integrals over intervals of unit length can each be onesidedly estimated by the norms of u and u ′ over the interval by Lemma 2.3. Since u and u ′ are both from L 2 (R), those norms vanish with increasing r and R. Thus
as min(r, R) → ∞. Thus, the limit in (3.6) exists. It also follows that
for all u ∈ Dom(S(q)), which is equivalent to
We have just proved the first half of the following Theorem 3.2. If q ′ (x) satisfies (Br), then the potential energy Q(u) defined by (3.6) exists and is finite for any u ∈ Dom(S(q)) as improper Riemann-Stieltjes integral. Moreover, for any h ∈ (0, C −1 ] and every u ∈ Dom(S(q)), we have
Proof. For all h ≤ C −1 (< 1) and every u ∈ Dom(S(q)) we have
due to Corollary 2.3.2 and the remark to this Corollary. Then (3.8) and (3.9) follow from (3.7).
Proof of Theorem B
Let us first prove some preliminary results. If q ′ (x) satisfies an upper estimate of a type corresponding to (Br), that is 
where n is the integer determined by n − 1 < l ≤ n and h is any number in the interval 0 < h ≤ 1. If u belongs to H 1 (R) and has compact support, then also
for any positive h ≤ 1.
Lemma 4.2. Assume that I is an interval of length ≤ 1, q ′ (x) satisfies (Br) and
where C 0 depends only on C, C 1 , m, M , and h ′ 2
Proof. We apply Lemma 2.1 with f = |h| −2 and d g = |h| 2 d q to obtain (4.3)
and we shall exhibit a bound for each of the factors on the right. For any J ⊂ I the set I \ J consists of at most two intervals K and L, of length k and l respectively. From Lemma 2.3 with h = 1 we find
Because a similar estimate holds for the interval L, we have
Hence,
Thus, there exists a bound of the required type for the second factor in (4.2). On the other hand,
and where I is the identity operator with the domain Dom(S(q)). Let us recall that S 0 (q) = S(q). It is obvious that the operator S(q) has discrete spectrum if and only if the operator B has. We get
Then due to Rellich Theorem the operator B has discrete spectrum if and only if the set M = {u ∈ Dom(S(q))|(Bu, u) L 2 (R) ≤ 1} is precompact (i. e. every infinite sequence contains a Cauchy-sequence).
The norms of elements of M are uniformly bounded according to (4.7). Hence, choosing h appropriately in (3.9), we see that u is sufficient for the discreteness of the spectrum. To this end we suppose that (4.8) is not fulfilled. This means that we assume the existence of a sequence of functions u n ∈ M for which (4.10)
for some η independent of n. Now
according to (3.7), and if n ≥ 1, then
due to Corollary 2.3.1. Therefore, in view of (4.10),
We split the set (−∞, −n) ∪ (n, ∞) into a sum of disjoint intervals J k of equal length l ≤ 1. (This number l shall be the same for all n. It will be clear below how l is most suitable chosen, depending on the numbers C and η only.) Then (4.11)
Hence, there exists at least one interval I n = I among J k such that (4.12)
Lemma 2.3 and (4.12) yield
Since the expression on the right vanishes as l → 0, there exists a number l 0 (η, C) depending only on η and C such that
. Letting the intervals in (4.11) have precisely the length l 0 we conclude from the Lemma 2.2 that
for all x in I. Finally, we conclude from (4.12), which also holds for v n by homogeneity, that (4.14)
In view of (4.13) and (4.14), the assumptions of Lemma 4.2 are satisfied. Hence,
L 2 (I) , C, and K, i. e. on η and C only. Therefore, if M is not precompact, we can find a sequence of intervals I n of equal length l 0 and with I n outside the interval |x| ≤ n such that In d q(x) is uniformly bounded. Then (4.9) cannot be true; hence, M must be precompact if (4.9) holds. This proves the sufficiency assertion of Theorem B.
It remains to prove that condition (4.9) for the discreteness of the spectrum is necessary. To do this let us consider the operator B 
is precompact. The operator B 1/2 is more convenient than the operator B for proving the necessity because
Let notice that Dom(B 1/2 ) coincides with the domain of the closure of the quadratic formṫṠ 0(q) generated by the preminimal operatorṠ 0 (q). Now, suppose that condition (4.8) is not satisfied. This is equivalent to the existence of a sequence {∆} for all ν. Obviously there is no loss of generality to suppose that κ ≤ 1, for otherwise we can find a sequence of intervals contained in ∆ ν of length ≤ 1 for which (4.15) holds.
We observe that (4.15) implies the existence of an upper bound for the corresponding integral over any sub-interval J contained in ∆ ν , because
Let ϕ 1 ≡ 0 be a twice continuously differentiable function with support contained in ∆ 1 and let ϕ ν be the translate of ϕ 1 to the interval ∆ ν . Applying Proposition 4.1 we then get
for all ν. Since the functions ϕ ν have disjoint supports, it follows that
Hence a set containing all the functions ϕ ν cannot be precompact.
Further, supposing that ϕ 1 is normed so that the right hand side of (4.16) does not exceed, say, 1 2 , and using the fact that B 1/2 ≥ I, we conclude that the set M ′ contains the sequence {ϕ ν } ∞ 1 . Therefore M ′ is not precompact, and hence the spectrum of S(q) cannot be discrete. Thus, assumption (4.15) must be false if S(q) has discrete spectrum. Consequently, (4.9) is a necessary condition.
The proof of Theorem B is thereby complete. The operator B is selfadjoint and B ≥ I. It is well known that Dom(B 1/2 ) coincides with Dom(t).
For arbitrary f, g ∈ H 1 comp (R) we define a new inner product
where p(x) := q(x) + (2C 2 + 1)x. Then in view of Corollary 2.3.2 we conclude that
for all positive h ≤ 1. Therefore with a proper choice of h we get
2) we get a Hilbert space R.
Lemma 5.1. The embedding R ⊂ H 1 (R) holds true and the inner product in R is given by
comp (R) and f ∈ R. Proof. The first assertion of the lemma follows immediately from (5.3). To prove the second one, let f be defined by a sequence {f ν } ∞ 1 of elements from H 1 comp (R). Then
to f ′ and f respectively. Hence, f ν converges uniformly to f on the support of h. Thus, the integral in (5.5) tends to the integral in (5.4), which proves the lemma.
Lemma 5.2. The domain Dom(Ṡ 0 (q)) is dense in R.
Proof. Suppose that f, u = 0 for every u ∈ Dom(Ṡ 0 (q)) and some f ∈ R. Integrating by parts we obtain
according to lemma 5.1. But B(Dom(Ṡ 0 (q))) is dense in L 2 (R), hence f = 0, which proves the lemma. Proof. We first note that Dom(Ṡ 0 (q)) is dense in Dom(S(q)) in the graph norm, because S is the closure of its restriction to Dom(Ṡ 0 (q)). Using well-known functional calculus for operators, we then conclude that Dom(Ṡ 0 (q)) is also dense in the domain of B 1/2 in the corresponding graph norm. Since
for all u ∈ Dom(Ṡ 0 (q)), then the domain of B 1/2 is obtained by closing Dom(Ṡ 0 (q)) with respect to the norm in R. Thus
But Lemma 5.2 shows that Dom(B 1/2 ) cannot be a proper subset of R, for then some f ∈ R \ {0} would be orthogonal to all h ∈ Dom(B 1/2 ) and hence to all u ∈ Dom(Ṡ 0 (q)), which is possible only for f = 0. Thus Dom(B 1/2 ) = R and the theorem is proved.
Remark that we have not given any explicit form for the inner product f, g of arbitrary elements in R. It may be of interest to note, however, that an integral expression corresponding to (5.1) does give the inner product f, g for arbitrary f, g ∈ R.
Lemma 5.4. The inner product in R is given by
Proof. It is sufficient to prove that for every f ∈ R
We define
for any f ∈ R and infer from the Corollary 2.3.1 to Lemma 2.3 that the number f, f n is non-negative for all n. We proceed to prove that the series
comp (R) the series in (5.7) is finite and P (h) = h, h . Now, let f be an arbitrary element in R, defined by a Cauchy-sequence {f ν } ∞ 1 of elements in H 1 comp (R). Then, as we have seen, f ′ ν converges in L 2 (R) to f ′ and f ν converges uniformly to f on compacts. Thus the individual terms f ν , f ν n converge to f, f n for every n. But f ν , f ν converges to f, f and hence Fatou's lemma shows that
Thus, the series P (f ) converges, because its terms are non-negative, and P (f ) ≤ f, f .
To obtain the converse inequality, we define f, h n for f ∈ R and h ∈ H
Lemma 5.1 shows that
the series in fact being finite. Since f, f n is positive definite we get by Schwarz' inequality
is dense in R. Therefore, P (f ) = f, f in view of the inequality obtained above.
We have thus proved that the integral in (5.6) converges to f, f when Z ∋ M, N → ∞. But f and f ′ are both in L 2 (R); therefore we can apply Lemma 2.3 to arbitrary M and N (as in the proof of Theorem 3.2) to obtain
with [N ] denoting the greatest integer ≤ N . But we have proved that the expressions on the left and on the right both tend to f, f . Hence the lemma is proved.
Theorem 5.5. The equality
holds, where the integral R uvd q(x) is considered as improper Riemann-Stieltjes integral.
Proof. We have just shown that the limit in (5.6) exists and is finite for all f ∈ R.
Since f and f ′ are in L 2 (R), then the potential energy exists and is finite. Conversely, if f satisfies the conditions of the theorem, the formula
defines a continuous functional realized by some element h ∈ R, and it is not difficult to prove that the function f −h must then be an L 2 -solution to the equation Bu = 0. Since B is positive this implies f = h, hence f ∈ R and the theorem is proved.
Some remarks
Standard arguments show that the minimal operator S 0 (q) is bounded below in the Hilbert space L 2 (R) if and only if minimal operators S ± 0 (q), generated by the differential expression S(q) in Hilbert spaces L 2 (R ± ) correspondingly are bounded below. Herein the discreteness of the spectrum of operator S 0 (q) is equivalent to the discreteness of the both spectra of the operators S ± D (q) that correspond to the selfadjoint extensions of operators S ± 0 (q) with homogeneous Dirichlet condition at the end of the semi-axis R ± . Therefore Theorems A and B (reformulated accordingly) also hold for the Schrödinger operators on the semi-axis, which were studied in [1] . These theorems generalize the results [1, Lemma III.1] and [1, Theorem IV.1].
The following example illustrates the difference between our results and the former ones.
Example. Let {x n } ∞ n=1 be an arbitrary strictly increasing unbounded sequence of positive numbers such that x n+1 − x n → 0 as n → ∞. Choose ρ > 0 and {α 2n−1 } ρδ(x − x 2n ).
Simple verification shows that the Radon measure q ′ (x) does not satisfy conditions (A) and (B) from paper [2] and conditions of Theorem IV.1 from [1] . However, q ′ (x) satisfies condition (Br). Therefore, operator S + D (q) is bounded below and self-adjoint. Due to Theorem B its spectrum is discrete if and only if x2n−1∈∆ α 2n−1 → +∞, where the interval ∆ ⊂ R + moves to +∞ preserving its length.
