; and a third of three Brigade Combat Teams about to deploy to Afghanistan who are being followed multiple times after returning from deployment (n= 9,421). Although the response rates in these surveys are quite good (72.0-90.8%), questions can be raised about sample biases in estimating prevalence of mental disorders and suicidality, the main outcomes of the surveys based on evidence that people in the general population with mental disorders are under-represented in community surveys. This paper presents the results of analyses designed to determine whether such bias exists in the Army STARRS surveys and, if so, to develop weights to correct for these biases. Data are also presented on sample inefficiencies introduced by weighting and sample clustering and on analyses of the trade-off between bias and efficiency in weight trimming.
The Army Study to Assess Risk and Resilience in Servicemembers (Army STARRS; www.armystarrs.org) is a multi-component epidemiological and neurobiological study of risk and resilience factors for suicidality and its psychopathological correlates among U.S. Army personnel (Ursano et al., under review) . One of these components, the Historical Administrative Data Study (HADS) is a study examining associations among information collected on all soldiers (2004) (2005) (2006) (2007) (2008) (2009) ) using Army and Department of Defense (DoD) administrative data records to predict suicide outcomes. Two others are retrospective casecontrol studies of suicide attempts and fatalities. The other main component studies in Army STARRS are three large-scale surveys (Kessler et al., this issue) . One of these, the New Soldier Study (NSS), attempted to obtain information from self-administered neurocognitive tests and self-administered questionnaires (SAQ) in a representative sample of over 57,000 of new soldiers reporting for Basic Combat Training (BCT) (Heeringa et al., this issue) . The second, the All Army Study (AAS), attempted to obtain SAQ information from a representative sample of nearly 50,000 soldiers other than those in BCT (Heeringa et al., this issue) . The third, the Pre-Post Deployment Study (PPDS), attempted to obtain SAQ information from all 10,380 members of three Brigade Combat Teams scheduled to deploy to Afghanistan shortly after the baseline PPDS was carried out (Heeringa et al., this issue) . The NSS and PPDS additionally attempted to collect blood samples from all respondents, while all three studies attempted to obtain informed consent from SAQ respondents to link their Army/ DoD administrative records with their self-report responses.
An important characteristic of the Army STARRS surveys is that identifying information is needed from SAQ respondents to link administrative records with SAQ data. Concerns can be raised about the absence of anonymity in this design, as some military researchers have suggested that lack of anonymity can lead to under-reporting of emotional problems in military surveys (Warner et al., 2008; Warner et al., 2007) . A number of large military surveys, like the Department of Defense Survey of Health Related Behaviors Among Active Duty Military Personnel (DoD Health Behavior Surveys; Ryan et al., 2007) and the Mental Health Surveillance Surveys in combat environments carried out by U.S. Army Mental Health Advisory Teams (MHATs; Bliese et al., 2011) , are administered anonymously based on this concern in an effort to encourage complete and accurate reporting.
A good deal of methodological research has been carried out on the effects of anonymity in surveys. One line of this research investigates the effects of experimentally manipulating perceived risk of disclosure of survey responses (Couper et al., 2008 (Couper et al., , 2010 . These studies find that only when risk of disclosure is virtually certain and the information in the survey is potentially damaging to the individual does risk of disclosure reduce survey response rates. Emphasizing the confidentiality of responses in identified surveys, on the other hand, has been shown consistently to increase survey response rates significantly (Edwards et al., 2009) . Based on this evidence, the informed consent sessions preceding the Army STARRS surveys were designed to be quite elaborate (30-minute group-based sessions) and presented detailed information on the tight security measures put in place to guarantee survey response confidentiality.
A second line of experimental research investigates the effects of anonymity on honesty of responding to sensitive questions among people who participate in surveys. The results of this research are mixed, with some studies showing that anonymity increases reports of embarrassing behaviors (Ong and Weiss, 2000; Werch, 1990) and others finding no such effects (Brink, 1995; Campbell and Waters, 1990) . It is unclear why this variability exists, but it has been found even in studies examining the same types of behaviors (Begin et al., 1979; Fidler and Kleinknecht, 1977) . A broader experimental literature documents effects of "social distance" on reporting of potentially embarrassing behaviors even within anonymous surveys, with highest reported rates in self-administered surveys, lower rates in telephone surveys, and lowest rates in face-to-face surveys Turner et al., 1998) .
Non-experimental studies have also been carried out on this issue. For example, a metaanalysis of studies designed to estimate prevalence of major depression in surveys of military samples found that anonymous surveys, all else equal, yielded higher prevalence estimates than confidential surveys that were not anonymous (Gadermann et al., 2012) . The most dramatic non-experimental evidence for such an effect came in a study of responses to the Post-Deployment Health Assessment (PDHA) in a sample of infantry soldiers returning from Iraq (Warner et al., 2011) . Completion of the PDHA is required of all soldiers returning from deployment. PDHA responses are neither anonymous nor confidential, as each soldier who completes a PDHA is required to have an in-person review of responses with a health care provider and to discuss deployment-related health problems reported in the survey and to allow the health care professional an opportunity to provide referrals for needed treatment (http://www.pdhealth.mil/dcs/dd_form_2796.asp). The effects of this lack of confidentiality on PDHA responses were examined by administering a completely anonymous survey containing some of the same questions as the PDHA about emotional problems to a group of soldiers shortly after they completed the PDHA. Reported prevalence of depression was over three times as high in the anonymous survey as in the PDHA (7.0% vs. 1.9%, χ 2 1 = 87.7, p < .001), with similar differences found for a number of other reports, such as having symptoms of PTSD (7.7% vs. 3.3%, χ 2 1 = 48.9, p < .001) and of having thoughts-concerns about losing control or hurting someone (8.6% vs. 3.4%, χ 2 1 = 63.1, p < . 001).
A number of factors could be involved in the dramatic under-reporting of emotional problems in the PDHA, as respondents know with certainty that their responses will be reviewed in a meeting with a health professional. The situation is quite different, of course, in the Army STARRS surveys, where respondents are guaranteed that their self-reports will be used only for research purposes, that personally identifying information will never be linked to research data, that the identifying information they provide will be maintained securely by the civilian academic research team carrying out the study, and that this identifying information will never be shared with the Army. It is unclear whether lack of anonymity will affect reports of emotional problems in a situation of this sort.
In an effort to address the possibility of such an effect in the Army STARRS surveys, a strategic decision was made to allow Army STARRS survey respondents to provide completely anonymous survey reports. This was done by asking first for informed consent to complete the survey and then asking separately for identifying information to link survey data to administrative data. Importantly, the survey cooperation rates (i.e., the proportions of soldiers attending the consent sessions that agreed to complete the surveys) were comparable to those achieved in anonymous surveys of similar samples (Heeringa et al., this issue) . However, meaningful proportions of SAQ respondents in the three surveys chose not to provide identifying information: 22.9% in the NSS (n = 11,633), 31.4% in the AAS (n = 11,106), and 21.2% in the baseline PPDS (n = 1,996). These respondents would presumably either not have completed the surveys or would have under-reported emotional problems in the surveys if the option for anonymous reporting was not provided.
Access to these anonymous surveys made it possible for us to compare the characteristics of soldiers who completed anonymous versus confidential (i.e., not anonymous) surveys. Furthermore, we had access not only to the Army /DoD administrative records of all respondents who completed confidential (i.e., non-anonymous surveys in which respondents provided identifying information for purposes of linking the SAQ responses to their administrative records) but also to a limited amount of de-identified individual-level administrative record data for all soldiers in the Army. The latter data were provided by the Army for purposes of sample post-stratification. We were able to use these data to make part-whole comparisons aimed at investigating basic differences between survey respondents who consented to administrative data linkage and all other soldiers (i.e., both those who did not complete the survey and those who completed the survey but did consent to provide the identifying data needed to link survey responses to administrative records). These comparisons were used to evaluate response bias in the Army STARRS surveys and to develop weighting adjustments designed to correct for these biases to the extent possible by adjusting for two types of differences: (i) differences between the anonymous survey sample and the de-identified survey sample in variables assessed in the survey; and (ii) differences between the de-identified survey sample and the population in variables available in the Army /DoD administrative records. The results of these analyses are presented in the current report. Data are also presented on sample inefficiencies introduced by weighting and time-space clustering and on analyses of the trade-off between bias and efficiency in weight trimming.
DATA ADJUSTMENTS AND PROCESSING

Sample clustering
The time-space clustering of observations in the NSS, AAS, and PPDS studies could lead to inefficiencies in estimation due to increases in the variances of statistics estimated from the survey data (Heeringa et al., 2010) . To obtain correct estimates of variances and associated inferences about the survey population, we used design-based methods of estimation (Wolter, 1985) that required us to define strata and within-stratum sampling error calculation units (SECUs) for each sample to characterize the sample design stratification and the timespace clustering of observations within strata. In the case of the NSS, this was done by beginning with the fact that each week between January 2011 and November 2012 NSS group-administered SAQ data collections were conducted with 200-400 new soldiers at each of three Army training installations shortly after they arrived for BCT. Both the implicit stratification of the sample by location and time and the "clustering effects" of weekly administrations to groups of incoming soldiers introduced complex design effects. (The weighting of observations, discussed below in the sub-section on case-level missing data, also contributes to design effects.) The NSS "two SECU-per-stratum" sampling error calculation model for design-based variance was formed by first defining pseudo strata based on the training facility location of the survey and bi-weekly windows of time. Each of the weekly time-space clusters of respondents was defined as a separate SECU and twoweek pairs of SECUs were combined at a specific BCT installation to define strata to capture the stratification influences on time-space clustering. The two-SECU coding approach, while not necessary, was chosen because of its flexibility in permitting designbased variance estimation under both the Taylor Series Linearization (TSL), Balanced Repeated Replication (BRR) and Jackknife Repeated Replication (JRR) methods. The same sampling error calculation model also permits analysts the option to use Bootstrap methods of inference for the complex sample of NSS observations. The AAS, in comparison, was selected in quarterly replicates at the unit level stratified by Army command and unit size within command. Large units from substrata within commands (where computer-administered interviewing [CAI] was the data collection mode) were typically treated as pseudo-self representing (SR) units and split into two random SECU groups for variance estimation purposes. Splitting was done at the session level whenever possible and at the individual Soldier level for units that were surveyed in a single session. Non self-representing smaller units were usually paired with another similar unit within the same command and quarterly time period to create a sampling error stratum for variance estimation. Unit pairing was always carried out not only within command, but also within size stratum and survey mode (i.e., either CAI or paper-and-pencil interviewing [PAPI] ) in order to allow data to be analyzed within meaningful subgroups of interest (e.g., FORSCOM-only, CAI-only, etc.) while still maintaining the ability to perform designbased variance estimation.
The PPDS sample, finally, consisted of all Soldiers in three Brigade Combat Teams scheduled to deploy to Afghanistan (and return) in the 2011-2012 time frame. Two of the three were Infantry Brigade Combat Teams (one light infantry, the other airborne), each consisting of six battalions (two infantry and one each of cavalry, fires, special troops, and support) and the third was a Stryker (mechanized infantry) Brigade Combat team consisting of three infantry battalions, one artillery battalion, one support battalion, a number of separate companies (network support, military intelligence, engineer, anti-tank, and headquarters), and one cavalry squadron.
PPDS was designed as a "census" of all Soldiers in these three Brigade Combat Teams (BCTs). While the three BCTs in the PPDS were selected purposefully because of their deployment schedule, a design-based approach to PPDS estimation and inference serves to capture the influence of nonresponse and post-stratification weighting adjustments on the sampling error of statistics estimated from the PPDS data The design-based sampling error calculation model developed for the analysis of these data effectively treats the three BCTs as a sample from a super-population of all possible such units that underwent a similar deployment experience. A two SECU-per-stratum sampling error calculation model for PPDS design-based variance estimation was formed by first randomly creating strata of 50-100 Soldiers within each of these units and then further randomly creating half-samples of soldiers within each of these strata to define SECUs. The two-SECU per stratum coding approach, as noted above, is not the only one that could have been used to estimate variances, but was used here because of its flexibility in allowing implementation of designbased variance estimation methods of the sort used in substantive analyses of the Army STARRS data.
Adjusting for item-level non-response
Item-missing data are generally more common in SAQs than interviewer-administered surveys. Army STARRS is no exception to this rule, as indicated by the fact that a meaningful proportion of SAQ respondents failed to complete all SAQ items (Heeringa et al., this issue) . In addition, sporadic item-level missing data could be found in a substantial proportion of completed SAQs. A two-step process was used to address this problem. First, SAQs were coded as missing if the data pattern suggested that respondents were giving random responses or if the amount of missing data was so large that imputation was infeasible. Second, item-level missing data were imputed using a three-part process that began with conservative rational imputation for missing items in sections that had selective missing items. For example, in the section on exposure to traumatic experiences, missing values for respondents that endorsed some items but left others blank were recoded as negative responses. The second part of this three-part process involved psychometric scales, where respondents were assigned a total scale score based on partial values using modelbased imputation (e.g., estimated true score values on an item response theory [IRT] scale). The third part, finally, involved the use of multiple imputation to assign plausible values to item-missing data based on responses to other questions (Schafer, 1999 ).
Adjusting for case-level missing data
Recruiting difficult-to-reach cases-One way to deal with case-level missing data is to develop special field procedures aimed at tracking, recruiting, and interviewing hard-toreach cases. These procedures were not used in the NSS, AAS, or baseline PPDS because of logistical constraints. However, these procedures are being used in the third wave of the PPDS follow-up survey by selecting a probability sub-sample of non-respondents at the end of the standard field period and using special tracing procedures, personalized recruitment procedures, and financial incentives to obtain interview data from as many of these cases as possible. Up-weighting of these cases will be used to adjust for the fact that they are being under-represented in the consolidated analysis dataset. Similar procedures will be used in future planned follow-up surveys of the baseline NSS and AAS samples and further followups of the PPDS sample.
Weighting for case-level non-response-As noted in the introduction, we were able to adjust for case-level missing data by comparing characteristics of respondents with those of non-respondents. This was done in two ways: by comparing SAQ responses of respondents who did versus did not consent to Army/DoD administrative data linkage; and by comparing profiles of SAQ respondents who consented to linkage with population profiles on the small set of administrative record variables (e.g., age, sex, rank) we were given access to for post-stratification. We developed weights based on both of these comparisons to make weighting adjustments for case-level non-response. Weight 1 (WT1) adjusted for discrepancies in SAQ responses of survey completers with versus without record linkage. Weight 2 (WT2) then adjusted for discrepancies in multivariate profiles of weighted (WT1) survey respondents with administrative record linkage versus the population. Each weight was constructed based on an iterative process of stepwise logistic regression analysis designed to arrive at a stable weighting solution. WT1 was the inverse of the probability of agreement to link administrative data with SAQ data in the sample of SAQ completers based on a prediction equation using SAQ responses as predictors. WT2 was the inverse of the probability of completion of the SAQ based on the comparison of SAQ respondents who agreed to linkage and were weighted (WT1) to represent all SAQ respondents compared to the population based on a prediction equation using administrative record variables as predictors.
Inspection of detailed results for the replicates weighted up to now, which consist of NSS and AAS respondents from Q2-4 2011 and the baseline PPDS, shows that survey respondents who consented to administrative record linkage differ from non-consenters in having experienced more stress in their lifetime and the recent past and in having generally higher self-reported rates of DSM-IV mental disorders. However, these differences are not dramatic even though they are statistically significant. This is illustrated in Table 1 , which shows that linkage consenters across the three main Army STARRS surveys were somewhat more likely than non-consenters to report having 30-day DSM-IV mental disorders, a history of trauma exposure, and a history of head injuries, but that these differences are quite modest in substantive terms despite being significant from a statistical point of view.
The fact that consenters do not differ dramatically from non-consenters leads to the ratio of high to low weights based on the best-fitting logistic regression equations (i.e., the ratio of 1/p 1 divided by 1/p 99 , where p 1 is the predicted probability of consent for respondents at the 1 st percentile of this probability in the sample and p 99 is the predicted probability of consent for respondent at the 99 th percentile of this probability in the sample) being relatively low: 4.2-8.4 for the NSS, 4.9-9.4 for the AAS, and 1.7 for the PPDS. In addition, the bodies of the weight distributions are fairly symmetrical. These distributional characteristics typically reduce the impact of weights on variances of coefficient estimates (Kish, 1976; Little and Vartivarian, 2005) Inspection of detailed results of the logistic regression equations used to produce WT2 shows that NSS respondents who provided administrative data linkage consent are somewhat younger than the population of all soldiers eligible for the survey and somewhat more likely than soldiers in the population to be female, Non-Hispanic White, never married, and Protestant, but less likely to have no religion, and somewhat more highly educated than all soldiers in the population. NSS respondents with linked administrative data are also somewhat more likely than the population to be in the Regular Army rather than the U.S. Air National Guard (USANG) or U.S. Army Reserve (USAR). Some of these patterns are shown in Table 2 , where we see that sample versus population differences are modest in substantive terms even though statistically significant. Similar patterns of statistically significant but substantially modest sample versus population difference in socio-demographic characteristics were found in the AAS, including the sample being somewhat younger, less female (as opposed to more female in the NSS), more Non-Hispanic White, more currently married (as opposed to more 'never married' in the NSS), less highly educated (as opposed to more highly educated in the NSS), and less likely to have any religion than soldiers in the population. Some of these patterns are shown in Table 3 , where we see that the differences between sample and population are quite modest in substantive terms even though they are statistically significant. Differences between the AAS sample and the population in Army career characteristics are more substantial, though, with a higher proportion of the sample than the population in the lower enlisted ranks (E2-4), having somewhat less time in service, and being more likely to have been deployed exactly once (as opposed either never or more than once). More detailed analyses found that respondents in the sample are more likely than the population to be in the Medical Command and less likely to be in Area Service Component Commands (North/South America, Europe/Central/Africa, Pacific) and to have quite different distributions than the population on Military Occupational Specialties (MOS). These differences are due to differential sampling of units in the first year of the AAS. In the case of the baseline PPDS, finally, differences between sample and population were found to be very modest in all respects other than that the sample was more likely to have deployed two or more times.
The substantial sample versus population differences in the AAS in Command and MOS led to the ratio of consolidated weights (i.e., WT1 x WT2) based on the best-fitting logistic regression equations being a good deal higher (53.3) than for the NSS (14.2) or the PPDS (3.8). However, as with WT1, the consolidated WT1xWT2 distributions were found to be smooth and fairly symmetric in all three surveys, with no evidence of bimodality toward the extremes. In addition, as respondents with suicidality and mental disorders are overrepresented in the samples, respondents with the highest weights tend to be those who do not have these outcomes. This, as shown in the next sub-section, minimizes the adverse effects on sample efficiency that might otherwise occur as a result of weighting. However, it is possible that results will differ in the remaining sample replicates. As a result, all weighting calculations will be repeated in future Army STARRS study replicates once data collection is completed. Consolidated weights will then be created that allow for changes in optimal weighting procedures over the course of the study.
Weighting for under-represented time periods in the ARFORGEN cycle-As noted in an earlier paper in this issue (Kessler et al., this issue) , the initial AAS replicates were restricted to the continental United States and only later expanded to include units in other parts of the world. It was not until rather late in the data collection period, furthermore, that we were able to add soldiers who were currently deployed to Afghanistan by interviewing these soldiers when they were passing through Kuwait either leaving for or returning from their mid-tour leave. Other than for those deployed soldiers, the AAS replicates under-represented activated USANG and USAR units in the continental United States due to the fact that soldiers in such units typically activated for only a short time before deployment, spent only a short time in the continental United Stated after returning from deployment prior deactivating, and were reluctant to participate in the AAS during either of these short time periods. For a similar reason, the AAS under-represented units that were scheduled to deploy in the near future as well as units that recently returned from deployment. As we know that the suicide rate is related to these fine-grained time distinctions, the AAS is biased in that it under-represents certain time periods in the unit deployment cycle.
In order to capture such subtleties of a unit's location in the ARFORGEN (Army Forces Generation) cycle we added replicates late in the AAS field period to include USANG and USAR units that (i) were scheduled either to deploy soon after completing the AAS or that (ii) recently returned from Afghanistan and were scheduled to deactivate soon after completing the AAS. In addition, the baseline PPDS sample provided us with information about Brigade Combat Teams that were going to deploy shortly after completing an Army STARRS survey. Importantly, this baseline PPDS survey contained all (and more than) the information in the AAS. In addition, the T2 PPDS survey provided us with comparable information for the same respondents approximately three months after they returned from their deployment. Once the data from all these final surveys are available for analysis, we will combine them with the larger AAS sample to construct a composite portrait of the entire Army with appropriate weights for the cross-classification of Command (i. 
Design effects
Conventional methods of estimating significance, which assume a simple random sample, do not take the imprecision introduced by clustering and weighting into account. As a result, special design-based methods of estimating standard errors and significance tests are used in Army STARRS analyses to adjust for the effects of weighting and clustering. The Taylor series linearization method is the main approach used here (Wolter, 1985) , although we also use the more computationally intensive method of jackknife repeated replications (JRR; Kish and Frankel, 1974) for applications where a convenient software application using the Taylor series method is not readily available or for highly nonlinear estimation problems in which the linearization of the Taylor series method might be problematic.
Although the effects of weighting and clustering can be described in a number of ways, a particularly convenient way is to calculate a statistic known as the design effect (DE; Kish, 1965) for a number of variables of interest. The DE is the square of the ratio of the designbased standard error (SE) of a descriptive statistic divided by the simple random sample SE. The DE can be interpreted as the approximate proportional increase in the sample size that would be required to increase the precision of the design-based estimate to the precision of an estimate based on a simple random sample of the same size. DEs due to clustering are usually a good deal larger in estimating means and other first-order statistics than more complex statistics, as the number of respondents having the same characteristics in the same SECU of a single stratum becomes smaller and smaller as the statistics become more complex. This leads to a reduction in the effects of clustering in the estimation of DE. DEs due to weighting are also usually somewhat smaller for multivariate than bivariate descriptive statistics because DEs are due not only to the variance in the weights but also to the strength of the association between the weights and the substantive variables under consideration. Because means typically have higher DEs than other statistics, evaluations of DEs typically focus on the estimation of means. We do the same here.
Seven dichotomous measures of 30-day prevalence of critical outcome variables were included in the evaluation of DEs: suicide ideation and DSM-IV disorder estimates for major depressive episode, generalized anxiety disorder, post-traumatic stress disorder, panic disorder, intermittent explosive disorder, and any of the above six outcomes. DEs for these estimates are in the range 1.1-1.5 for the NSS, 1.0-1.9 for the AAS, and 1.0-1.2 for the PPDS. (Table 3 ) The fact that a number of DEs are 1.0 (i.e., equal in efficiency to a simple random sample) or only slightly higher than 1.0 can be explained by the same general pattern of the samples with linked administrative data over-representing soldiers with the disorders that are the focus of interest in Army STARRS.
Trimming weights to reduce design effects
As DEs can be sensitive to extreme weights, weight trimming of various sorts is often used to reduce this sensitivity. We investigated the implications of trimming the final consolidated weight (WT1 x WT2) in each survey. In doing this we took into consideration the fact that even though weight trimming usually reduces the variance of weights, and in this way improves the precision of estimates and the statistical power of tests, it can also lead to bias in estimates if the reduction in variance created due to added efficiency is less than the increase in variance due to bias. It is possible to study this trade-off between bias and efficiency empirically in order to evaluate alternative weight trimming schemes by making use of the equation (1a) where (Zaslavsky et al., 2001) . The separate estimates were obtained by sequentially modifying the sample and then generating an estimate based on that modified sample. The modification consisted of removing all cases from one SECU and then weighting the cases in the remaining SECU in the same stratum to have a sum of weights equal to the original sum of weights in that stratum. If we define Y p as the weighted estimate of Y at trimming point p in the total sample and we define Y p(sn) as the weighted estimate at the same trimming point in the sample that deletes SECU n ( n = 1, 2) of stratum s ( s = 1-42), then Var(Y p ) can be estimated as (2) Var(B̂Y p ) was estimated in the same fashion by replacing Ŷ p(sn) in Eq. (2) 
The analysis compared the design-based MSE of 30-day prevalence estimates for the same outcomes as considered in the last sub-section using the consolidated WT1 × WT2 weight and ten successively more severely trimmed versions of these weights in which between 1% and 10% of cases were trimmed at each tail of the distribution. Trimming consisted of distributing the weights at each of these tails equally across all cases in that tail. MSE Y0 was arbitrarily set at 100.0 and all other values were defined in relation to that mean for ease of interpretation. Summary results for illustrative trimming points are presented in Table 4 . In the cases of NSS and AAS, while weight trimming reduced MSE for some outcomes (most notably, GAD in the NSS and MDE in the AAS), it increased MSE for other outcomes, leading us to decide not to trim the consolidated weight for either survey. In the case of PPDS, while the effects of weight trimming were generally positive, they were so modest that we decided not to trim the consolidated weight. As with the weights themselves, it is possible that results regarding the value of weight trimming will differ in the remaining sample replicates. As a result, all weight trimming calculations will be repeated in future Army STARRS study replicates once data collection is completed. Consolidated weight trimming rules will then be created that allow for changes in optimal trimming procedures over the course of the study.
DISCUSSION
As noted in the introduction, our reading of previous methodological literature led us to expect that Army STARRS survey respondents who agreed to administrative record linkage would have lower rates of self-reported mental disorder than survey respondents who provided identifying information both because those with mental disorders would be less likely to consent to record linkage and because those who did consent would under-report emotional problems. Yet the opposite pattern was found in the data when we examined the predictors of WT1: SAQ respondents who consented to administrative record linkage had significantly higher, not lower, self-reported rates of mental illness than SAQ respondents who did not consent to record linkage.
Why this pattern occurred is unclear. One possibility is that it reflects a positive effect of the message used in respondent recruitment: that Army STARRS is an independent research project carried out by academic researchers outside of the Army that represents a unique opportunity for soldiers to let Army leadership know about issues they are experiencing in the realms of work-related stress and emotional problems. This recruitment message went on to say that only a small proportion of all soldiers were invited to participate in the survey, that each respondent's voice consequently speaks for many, and that it is important for those few soldiers who are invited to take advantage of this opportunity to have their voices heard by Army leadership in a fashion that protects confidentiality. This message was presented to all potential Army STARRS survey respondents both in a Study Information Sheet distributed prior to the informed consent session and in the informed consent session. The Army STARRS data collection team worked very closely with local Army Points of Contact to mount a campaign for survey participation while distributing Study Fact Brochures. They also emphasized the high-profile nature of Army STARRS and made it clear that survey results would be used at the highest levels of Army leadership. This recruitment message and the aggressive campaign mounted to disseminate this message might have encouraged both a high response rate and also encouraged soldiers with mental disorders to admit having these disorders, leading to the high reported rates of emotional problems among soldiers who agreed to administrative record linkage.
It is important to put the Army STARRS response rates in perspective by noting that these response rates are a good deal higher than those in a number of other major military surveys, including in surveys that offered complete anonymity to survey respondents (Bray et al., 2006; Ryan et al., 2007) . As noted by Heeringa and colleagues in a companion paper in this issue (Heeringa et al., this issue) , these high Army STARRS response rates are due to higher proportions of pre-designated respondents in Army STARRS than previous surveys attending the consent sessions coupled with equally or higher proportions of those attending these sessions in Army STARRS than previous surveys agreeing to participate.
The high overall response rates in the Army STARRS surveys had an important implication for WT2, where we compared Army/DoD administrative record data in the population of all soldiers with those in the weighted (WT1) subset of soldiers who both completed the Army STARRS SAQ and provided administrative record linkage. This analysis failed to find evidence of significant differences between the weighted (WT1) sample and the population on a variety of administrative record variables. As a result, while it was important to weight the SAQ data for soldiers who consented to administrative data linkage, this was because failure to do so would have led to over-estimation rather than under-estimation of mental disorder prevalence in the de-identified survey data.
As we saw in the analysis of design effects, this over-representation of soldiers with mental disorders improved efficiency in estimating prevalence and correlates of these outcomes. Another important finding in this part of the analysis was that the distributions of the consolidated weights were fairly symmetrical and had a relatively narrow range. Taken together, these weight characteristics led to the finding, reported in Table 3 , that design effects for the self-reported outcomes of central interest to the initiative are all quite modest.
One important limitation of the above analysis is that the weighting adjustments are based on the assumption that self-reports of mental disorders are as valid in the sample of respondents who provided de-identified SAQs as in the sample whose SAQ reports are completely anonymous. This need not be the case. The definitive evaluation of this issue would have required us to carry out an experiment in which a probability sub-sample of soldiers selected to participate in an Army STARRS survey were asked to provide completely anonymous survey data without the option to provide identifying information for administrative record linkage. We did not carry out that experiment. This means that even though prevalence estimates of the disorders assessed in the Army STARRS surveys are higher in the de-identified than anonymous SAQ sub-samples, it might still be the case that prevalence estimates would have been higher yet among respondents whose SAQs are not completely anonymous if they had never been asked to provide identifying information. There is no way to assess this possibility with the data available to us here, but it is a possibility that needs to be kept in mind when interpreting substantive results. To the extent that this bias exists, prevalence estimates of these disorders in the weighted Army STARRS survey data should be considered conservative. Table 1 Selected comparisons on self-administered survey (SAQ) questions of SAQ respondents who consented and provided valid information for administrative data record linkage versus those who did not consent in the three main Army STARRS survey samples. 
*
Significant difference between respondents who consented versus did not consent at the .05 level, two-sided test.
1
The NSS target sample consisted of a number of new soldiers in Reception Battalion in designated cohorts equal to the numbers we could accommodate in the group survey administration settings established on the training bases. SRS staff worked with Army POCs to select a representative sample of new soldiers from each cohort to fill those quotas. These new soldiers were ordered to attend the Army STARRS consent session but then provided voluntary informed consent for participation in the NSS. The AAS and PPDS target samples were all soldiers in designated units who were ordered to attend the Army STARRS consent session but then provided voluntary informed consent for participation in the study.
2
The NSS and AAS studies were piloted in Q1 2011 absent the questions about suicidality and the safety plan associated with those questions (which did not receive IRB approval until after the Q1 replicates were fielded). Full implementation started in Q2 2011, which is why this was the first replicate included in the weighting. Data for 2012 are not reported here because weighting of the 2012 NSS and AAS data are being carried out separately using an updated population post-stratification dataset for that year.
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Table 2
Selected comparisons on administrative data record variables of weighted self-administered survey respondents who consented and provided valid information for administrative record linkage versus the population in the three main Army STARRS survey samples. 1 The samples were doubly weighted to adjust for differences on SAQ variables between SAQ respondents who consented and provided linking information for administrative data versus those that did not (WT1) and between the weighted (WT1) sample of SAQ respondents with linked ADS data and the population (WT2).
2 The NSS and AAS studies were piloted in Q1 2011 absent the questions about suicidality and the safety plan associated with those questions (which did not receive IRB approval until after the Q1 replicates were fielded). Full implementation started in Q2 2011, which is why this was the first replicate included in the weighting. Data for 2012 are not reported here because weighting of the 2012 NSS and AAS data are being carried out separately using an updated population post-stratification dataset for that year. 1 The samples were doubly weighted to adjust for differences on SAQ variables between SAQ respondents who consented and provided linking information for ADS data versus those that did not (WT1) and between the weighted (WT1) sample of SAQ respondents with linked ADS data and the population (WT2).
2 The NSS and AAS studies were piloted in Q1 2011 absent the questions about suicidality and the safety plan associated with those questions (which did not receive IRB approval until after the Q1 replicates were fielded). Full implementation started in Q2 2011, which is why this was the first replicate included in the weighting. Data for 2012 are not reported here because weighting of the 2012 NSS and AAS data are being carried out separately using an updated population post-stratification dataset for that year.
3 The trimming point is the proportion of respondents trimmed at each tail of the distribution. Four percent of respondents (2% at the upper end of the distribution and 2% at the lower end of the distribution) were trimmed in the solution with a trimming point of 2, 10% at a trimming point of 5, and 20% at a trimming point of 10. See the text more a more detailed description of the procedures and rationale for trimming. Results for trimming points at each whole number value in the range 1-10 are available on request.
