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INTRODUCTION 
Preliminary remarks 
When light is incident on a metal surface, the reflected and transmit­
ted intensities are determined by the optical properties of the metal. 
These properties may be expressed quantitatively in terms of quantities 
called optical constants. Two such constants are represented by the 
complex index of refraction defined by the equation 
In this equation, n and k are real, and n is termed the index of refraction 
while k is called the extinction coefficient. Because the equations for 
calculating the reflected and transmitted intensities are usually written 
in terms of n and k, n is the quantity most often determined in optical 
experiments. 
Although optical experiments are better interpreted in terms of the 
optical constants n and k, the response of the electrons in a metal to an 
electric field at optical frequencies is better characterized by two other 
optical constants, which are the real and imaginary parts of the complex 
dielectric constant defined by the equation 
Although the above quantities have been called optical constants, they are 
dependent on the frequency or wavelength of the incident light. Also, as 
will be shown in the next section, a relation exists between n and è, and 
if one is known at a particular wavelength, the other can be evaluated 
n = n + ik (1-1) 
(1-2)  
2 
at the same wavelength. 
Optical response of materials according to the electromagnetic theory of 
light 
Stern (1) has given a thorough discussion of the electromagnetic 
theory of light in a framework suitable for solids. The theory of the 
propagation of electromagnetic waves in solids is based on Maxwell's 
equations, and usually it is assumed that the medium is such that Ohm's law 
and the other constitutive relations are valid. With this assumption and 
by considering an isotropic, non-magnetic, uncharged conducting medium one 
finds that the electric field must satisfy the wave equation 
V^ i = -£7 i + Ë , (1-3) 
c^ c^ 
where e is the dielectric constant and a the conductivity. 
One of the possible solutions of Equation 1-3 is 
E = EQ e exp[±i(e(ji)^ + i4now)^ z/c] . (1-4) 
Equation 1-4 represents a plane (transverse) sinusoidal wave traveling 
parallel to the z axis. The direction of the electric field is that of E^ 
and its amplitude is |Eg|. The magnetic field in this case is given by 
H = HQ e exp[±i(ea)^ + i4now)^ z/c] , (1-5) 
where |HQ| = |Eo|[|G + i(4no/w)|^] and is perpendicular to both EQ and 
the 2 axis. 
Equations 1-4 and 1-5 are formally identical to those for non-conduct-
ind media if they are written as follows: 
E = E^exp [-itù(t±nz/c)] , (1-6) 
H = H^exp [-ia)(t±fiz/c)] , (1-7) 
where the complex index of refraction has been introduced and defined by 
the relation 
n = n + ik = [e + i4no/w]^ . (1-8) 
Taking the analogy between conductors and non-conductors further, we 
introduce a complex phase velocity and complex dielectric constant which 
gives the relation 
n^ = È = + iEg • (1-9) 
Using Equations 1-8 and 1-9 the following equations are obtained: 
2 2 
= n - k = E , (1-10) 
Eg = 2nk = 4mo/w . (1-11) 
The flow of energy is governed by the Poynting vector which may be 
taken in the form 
"S = -^  Ë X H . (1-12) 
4Tr 
Inserting the real parts of E and H from Equations 1-6 and 1-7 and taking 
the time average over one cycle yields the average energy flux in the 
direction of propagation; the magnitude is given by 
(I S I) =1^ exp(-4mkz/X) , (1-13) 
4 
where X is the vacuum wavelength obtained from the formula X = ?.TTC/W 
Since the intensity of the wave is proportional to Equation 1-13, we see 
that it is attenuated by the factor exp(-4nkz/X). Often an absorption 
constant or absorption coefficient is defined by 
6 = 4wk/X . (1-14) 
The tine average of the energy removed from the wave per unit volume per 
unit time, W (erg/cm sec), may be calculated as follows: 
W = - ^  |Eg| exp(-4iTkz/X) . (1-15) 
Or, substituting from Equation 1-11 into Equation 1-15 gives 
W = [Ë-Ë* I , (1-16) 
^ OTT 
where the star indicates complex conjugation. Notice that the energy 
absorbed by the medium is proportional to 
The real and imaginary parts of the dielectric constant can be used to 
relate the current induced in the medium to the electric field. This 
relation has been used as the basis of many quantum mechanical calculations 
of the complex dielectric constant. In order to see the relation we write 
Maxwell's curl H equation as follows: 
curl H = 1 E + G - 1 E + Am E . (1-17) 
Each term on the right hand side of Equation 1-17 has the nature of a 
current; the first term is the free-space displacement current, the second 
is the polarization current and the third is the real current. The 
important point is that from an atomic view point the polarization current 
5 
cannot be distinguished from the real current unambiguously. Therefore, 
for an electric field with a sinusoidal time dependence, the linear rela­
tion between the total current induced in the medium and the electric field 
is 
Ë . (1-18) 
In the light of this result and Equations 1-10 and 1-11, we see that 
relates the real (in-phase) current to the electric field and relates 
the polarization (out-of-phase) current to the electric field. 
The discussion so far has been concerned with the propagation of 
electromagnetic waves in a conductor. However, the experimentally measured 
quantities in most optical experiments are the reflectance and transmit-
tance of the conductor, defined respectively as the ratios of the reflected 
and transmitted intensities to the incident intensity; therefore, it is 
necessary to relate the reflectance and transmittance to the optical con­
stants. Since this subject is the topic of Appendix A, only a brief 
comment will be made on it at this point. 
When electromagnetic waves pass from one medium into another, certain 
boundary conditions must be satisfied, giving rise to the phenomena of 
reflection and refraction. The boundary conditions, which may be obtained 
from Maxwell's equations, are; (a) normal components of D and B are contin­
uous and (b) tangential components of E and H are continuous at a boundary 
that contains no charge or current. Application of these conditions to a 
plane wave traveling in a dielectric of refractive index n' and incident 
perpendicularly onr^a» plane metal surface yields for the reflectance 
6 
R - - "'>1 * . (1-19) 
(n' + n) + k 
Free-electron theory of the optical constants 
The classical treatment of the optical properties of metals that is 
based on the assumption of perfectly free electrons was originally develop­
ed by Drude (2). The equation of motion of a free electron that is subject 
to t;he electric field of the plane wave given by Equation 1-4 with in 
the X direction is 
- + I = - I . (1-20) 
where the z dependence of E has been suppressed. The damping term arises 
from the resistance of the metal, as we will show below. The steady state 
solution of Equation 1-20 is 
_ e o 
E 
X = — 
m 2 . 0) + 10)/T 
(1-21)  
If we let N be the density of free electrons (determined by the number of 
valence electrons per atom of the metal), then the current density induced 
by the electric field is given by 
2 E„ 
J = - Nex = 2 — , (1-22) 
m U) + 1/T 
Using Equations 1-18, 1-10, and 1-11 we obtain 
-I 
- 1 5—^ J . . (1-23) 
' a'- + 1/T^ 
% Eg = 5- » (1-24) 
WT(W + 1/T ) 
7 
where is defined by the equation 
2 g AjlNei _ (1-25) 
F m 
When w is zero we obtain a relation between the dc conductivity and the 
relaxation time T by using Equations 1-24 and 1-11; the relation is 
which illustrates the source of the damping term in Equation 1-20. By 
combining Equations 1-23 and 1-24 we obtain what may be called the standard 
Drude form of the complex dielectric constant, 
5 = 1 -  ,  P , .  ,  . (1-27) 
a)(aj + i/t) 
The Drude form has been shown to give an accurate account of the optical 
properties of free-electron-like metals such as silver, gold, and aluminum 
in the infrared (3). 
Quantum mechanical theory of the optical constants 
A detailed discussion of the derivation of the complex dielectric 
constant from quantum mechanical principles is not necessary for the 
purpose of this work, and therefore, only a brief outline of the procedure 
used will be given. There are essentially two approaches to the problem, 
namely, the many-body formulation (4), and the one-electron formulation. 
In optical considerations the latter is the most commonly used formulation. 
In the one-electron formulation, the dielectric constant Is found by 
calculating, to first order in the incident field, the current induced in 
the medium. That is, the expectation value of the operator. 
8 
J # (P + # A) , (1--28) 
is calculated to first order in the electric field. Here e is the elec­
tronic charge and m is its mass; "p is the momentum and A is the vector 
potential of the field. In the second section it was shown that EgW/An is 
the linear coefficient between the electric field and the in-phase current, 
while a)(ej - l)/4ir multiplies the electric field to give the out-of-phase 
or polarization current. 
The expectation value of the right hand side of Equation 1-28 has' been 
evaluated by Ehrenreich and Philipp (5) using density matrix methods and 
following the procedure of Ehrenreich and Cohen (6). Their method included 
many-body effects by describing them as the interaction of a single 
electron with a self-consistent electromagnetic field consisting of the 
external field plus a field due to the induced change in electron density. 
Using Bloch wavefunctions, the complex dielectric constant is as follows 
(5): 
9 o 
-1 b) 
Ë(w) = 1 -
a)(u) + I/t^ ) 
. 2 
1 e^ 
m ÏÏ 
(1-29) 
In Equation 1-29 = [Ej^(k) - E^,(k)]^h, E^(k) being the energy of an 
electron with wave vector k in band £, f^^k) is the Fermi distribution 
function for state k in band £, f^,^ is the oscillator strength defined by 
|<&'k|p^|&k>| , (1-30) 
where |ilk> is the space part of the Bloch function for an electron in state 
k and band I with momentum component p*^ in the direction of polarization of 
9 
the incident radiation. Equation 1-30 implies the assumption of an elec­
tric field wavelength much larger than the interatomic distance, which is a 
2 
valid assumption at optical frequencies. Further, Up is the square of the 
conduction band plasma frequency defined by 
ojp = 4irNe^/m* , (1-31) 
where N is the conduction electron density and 1/m* is the average inverse 
effective mass of the conduction electrons defined by 
1 1 
o V^E (k) 
d k . (1-32) 
The relaxation time possibly frequency dependent, characterizes excited 
states in the conduction band, while , is a relaxation time for inter-
band transitions and was phenomenologically introduced to account for 
broadening effects in a simple qualitative manner. Notice that the first 
two terms in Equation 1-29 have the standard Drude form and represent the 
dielectric constant of a free-electron gas. The third term gives the 
contribution of bound electrons. 
The energy-loss function and plasma oscillations 
In general there are two complex dielectric constants that describe 
the response of a solid to electromagnetic fields. The transverse dielec­
tric constant, e ë, which was the topic of discussion of the previous 
section, gives the response to a transverse electric field such as that of 
a light wave. The effect of a longitudinal electric field such as that of 
a point charge is given in terms of the longitudinal dielectric constant 
e^. Also in general they are functions not only of frequency, but of 
10 
wavevector or wavelength too. In chapter four of Pines's book (7) it is 
shown that in the long wavelength limit, that is, as the wavevector goes to 
zero, the transverse and longitudinal dielectric constants are the same. 
This result obtains because in the limit of zero wavevector one cannot 
distinguish between an electric field perpendicular or parallel to the 
wavevector. It should also be mentioned that this result applies only to 
isotropic solids. For optical experiments the wavelength of the incident 
radiation is many times the interatomic or interelectronic spacing and the 
long wavelength limit applies. 
In chapter three of Pines's book (7), he shows that a fast particle 
moving through an electron gas transfers momentum hk and energy -fioj to the 
electron gas with a probability of transfer proportional to the imaginary 
part of 1/E^(k,w). Thus the quantity -Im(l/E^(k,w)) is known as the 
energy-loss function. For small k, that is, for small momentum transfers 
= E^Xw) 5 È(w), therefore, the energy-loss function can be determined 
from optical measurements, at least for those energy-loss processes that 
involve small momentum transfers. In terms of EJ^ and Eg, the energy-loss 
function (which we will abbreviate ELF from here on) is given by 
ELF = Eg/CE? + ep . (1-33) 
One would ^ xpect the ELF of a solid to vary with frequency, and if 
there is a frequency at which the dielectric constant is zero or very small 
then obviously the ELF will exhibit a strong peak. The peak in the ELF due 
to a vanishing dielectric constant is of special interest because it corre­
sponds to an energy loss due to the excitation of plasmons. Plasmons are 
quantized collective oscillations of the conduction electrons in a metal 
11 
or the valence electrons of other materials. 
The existence of plasma oscillations in the valence electrons (nearly 
free electrons) of materials was predicted by Bohm and Pines (7, 8) in 
their "collective description" of an electron gas. The model they used to 
describe the valence electrons was that of a gas of free electrons immersed 
in a uniform background of positive charge. The gas particles, electrons, 
interact with each other via Coulomb forces. This model resembles a 
classical plasma except that the particle density is high and the tempera-
< ture is low so that quantum, rather than classical, statistics for the 
electrons must be employed, hence, the electron gas was regarded as a 
quantum plasma. Bohm and Pines found that quantum plasmas, like classical 
plasmas, display considerable organized or collective behavior because of 
the long range Coulomb interaction between the electrons. 
The existence of organized oscillations in the electron plasma may be 
understood in the following way. Consider a momentary fluctuation in the 
equilibrium position of any given electron which is under the influence of 
the average electrostatic field of all the other electrons of the gas. 
Such a position fluctuation will correspond to a charge imbalance in the 
region of that electron and rccult in a subsequent attempt by other elec­
trons to rush into the area in order to restore charge balance. Because of 
their high mobility, the electrons will in general overshoot their mark 
somewhat. Subsequently they rush back to the region and overshoot again. 
The continuation of this motion constitutes organized or collective oscil­
latory motion. 
In the absence of any damping mechanism, Bohm and Pines show that a 
collective oscillation of the electrons is a normal mode of the plasma. 
12 
Because a plasma oscillation is a normal mode, it exists in the absence of 
any external field even though the plasma oscillation constitutes a current 
flow and therefore means that an electric field exists in the system. It 
can be shown (9) that the total electric field in a solid consists of the 
external field plus the Induced field due to polarization of the electrons 
by the external field (this resultant total field is often called a 
self-consistent field) and that the total field can be given in terms of 
the external field by the relation = (l/g(w))E^^^. Hence, we arrive 
at the conclusion that if there is a field in the solid in the absence of 
an external field, then the dielectric constant must vanish. This means 
that the condition g(w) = 0 must be met in order that well defined plasma 
oscillations exist in a solid. 
Plasmons in solids decay by exciting interband transitions or intra-
band transitions. If the bound electron term in Equation 1-29 is neglected 
and if the conduction band relaxation time is taken to be very large, then 
the dielectric constant is real and reduces to 
È(w) = 1 1" . (1-34) 
0) 
In this free-electron case the plasma frequency determined by Ë(w) = 0 is 
(0^ = 0)2 = ^ 21^2 (1-35) 
p m* 
2 
using the definition of Wp given by Equation 1-31. For an electron gas at 
23 3 
typical metallic densities, N ig aboyt 10 eleçtrons/cm and for m* of the 
ordet of the free-electron mass the plasmon energy, &Wp, is about twelve 
electron volts. The plasmon energy is large, not because some of the 
electrons are greatly perturbed, but because a large number of electrons 
13 
are moving together in a coherent fashion. 
The strongest evidence for the existence of plasmons in solids comes 
from energy loss measurements of fast electrons either transmitted through 
a thin film or reflected from a clean surface of the solid in question. 
The measurements of Powell and Swan (10) are an example of the latter type 
of experiment. The electron energy loss spectra they obtain for aluminum 
and magnesium show strong peaks at energies very close to -fiWp where Wp is 
calculated from Equation 1-31. 
In a real solid there is damping of the electronic motion, but if 
damping is small, a well defined plasma oscillation can be observed at Wp 
if Gi(Wp) is zero and CgifWp) is much less than unity; a nonvanishing value 
of ££ corresponds to a finite amount of damping. This can be seen from an 
expansion of ë(aj) about w = Wp: 
de. 
ë(û)) = 1 
db) a)p 
(o) - OJp) + iEgtWp) (1-36) 
Then from Equation 1-36 we find that 
ELF = - Im (1-37) 
de. 
db) 
2 2 (o) - Wp) + 62(Wp) 
Thus the electron energy-loss function has a narrow Lorentzian line shape 
associated with the process in which the electron loses energy -hojp. 
An interesting property of a solid is that at the plasma frequency it 
becomes transparent if Eg is very small. To see this we consider the 
simple case of free electrons and infinite relaxation time in which case 
the dielectric constant is given by Equation 1-34. Then, according to 
Equations 1-10 and 1-11, n = 0 for w<wp and k = 0 for w>wp. Therefore, for 
14 
w<Wp the solid is perfectly reflecting, as shown by Equation 1-19. For 
w>Wp the solid is not perfectly reflecting, and since there is no absorp­
tion, energy not reflected is transmitted. Admittedly the case considered 
here is an oversimplification; nevertheless it does give approximately the 
frequency of the onset of transparency in the alkali metals (11). 
Reflection of electronic behavior by the complex dielectric constant 
In general terms it can be said that the behavior of È(w) is deter­
mined by the elementary excitations that are present in the system of 
interest. At optical frequencies in solids these excitations may be 
characterized as individual particle excitations involving intraband and 
interband transitions and collective excitations, in particular, the plasma 
oscillations discussed in the previous section. Intraband and interband 
transitions were listed as possible damping mechanisms for plasmons in the 
previous section. It should also be pointed out that although plasma 
oscillations affect the dielectric constant, they are longitudinal oscilla­
tions and do not couple with transverse light waves, and no energy is 
absorbed from a beam of light by the excitation of plasmons. 
An intraband transition is one in which the initial and final states 
are both located in the same band and is illustrated by transition (a) in 
Figure 1. Clearly, intraband transitions are-only possible when the 
band is not completely filled such as the conduction band of a metal. Also, 
because of the low photon momentum, an intraband absorption process cannot 
take place without the assistance of some external scattering process, due 
either to impurities in the crystal or to lattice vibrations, which makes 
it possible to conserve momentum as well as energy during the process. 
15 
k 
Figure 1. Illustration of intraband and interband transitions 
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Hence intraband transitions are often called indirect transitions. Fur­
ther, intraband transitions are characterized by the absence of a gap in 
the intraband excitation spectrum, and their contribution to the dielectric 
constant is represented by the Drude free-electron result; 
2 
e^Cw) = 1 ^ , (1-38) 
w(w + 1/T(,) 
which is obtained from Equation 1-29 by neglecting the bound electron term. 
Interband transitions are those for which the initial and final states 
are in different bands. Such transitions are usually thought of as being 
direct transitions in that the electron is excited from one band to another 
without changing its k vector (transition (b) in Figure 1). This results 
from the very low momentum of the photon inducing the transition. However, 
there is a possibility that some interband transitions may involve an 
additional scattering mechanism, in which case, they would be indirect 
interband transitions if the electronic momentum changed. Neglecting the 
intermediate state, such a transition is illustrated by (c) in Figure 1. 
Since indirect interband transitions are second order processes, they occur 
much less frequently than direct transitions. Whether direct or indirect, 
interband transitions are characterized by a finite gap, that is, a minimum 
energy below which such excitations cannot occur. 
The work of Berglund and Spicer (12, 13) indicates that interband 
transitions in which k is not conserved are important excitations in some 
solids, at least in the optical processes associated with photoemission. 
These transitions are too strong and too temperature insensitive to be the 
type of Indirect transitions discussed above, so they are called non-direct 
interband transitions. According to Spicer (14), k conservation is 
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unimportant when the hole produced by the transition is sufficiently local­
ized. The interaction of the localized hole with nearby electrons intro­
duces many-body effects, in which case the interband transition must be 
excitation. For a many-body excitation k conservation is not important as 
an optical selection rule. 
Since the relative importance of these non-direct interband transi­
tions in determining the optical constants is a matter of some controversy 
at the present, and since the assumption of only direct interband transi­
tions results in a fairly good account of the optical properties of the 
noble metals (15), the result, Equation 1-29, will be used for this work. 
In Equation 1-29 the interband transition contribution is given by the term 
In order to do the integration in Equation 1-39 one would have to know 
the electronic wavefunctions and the electronic band structure, but this 
much information is not available for most materials. Although a detailed 
analysis of the frequency dependence of ë(a)) would be very revealing, our 
inability to do the integration in Equation 1-39 prevents such an analysis. 
However, it is possible to make a qualitative analysis of the frequency 
dependence of Ë(w) and several general conclusions may be drawn from such 
an analysis. In order to do this, the dielectric constant will be divided 
intq free-electron and bound-electron terms, as given by Equations 1-38 and 
1-39, and then further divided into real and imaginary parts. Hence the 
real and imaginary parts of ë^(w) are: 
considered in terms of a many-body excitation rather than a one-electron 
(1-39) 
18 
2 f w_ 
e j  =  1  -  2 - 2 '  '  ( 1 - 4 0 )  
0) + Tg 
4 2'^ -2 • (1-41) 
+ Tg ) 
Since the frequency dependence of is probably weak (5), will be taken 
to be constant. At low frequencies we see that is large and negative 
while Eg is large and positive. Thus, at low frequencies, the free-elec­
tron term shows that the metal is highly polarizable and that any electro­
magnetic wave traveling in the metal is quickly absorbed by exciting intra-
band transitions. By recalling Equations 1-10, 1-11, and 1-19 we can also 
conclude that the metal is highly reflecting at low frequencies. As the 
f 2 frequency increases, increases approximately as -l/io then slows down 
near zero and approaches asymptotically the value of one. The imaginary 
f 3 
part. Eg, decreases approximately as l/o) as oi increases and approaches 
zero for large frequencies. At high frequencies, the free-electron contri­
bution is the same as that of free space; there is no polarization or 
absorption. If to t>>1, then e^(a)p) and egCcOp) are essentially zero. 
The examination of the frequency dependence of E^(w) was elementary, 
and the details were included for the sake of completeness. The frequency 
dependence of È^(to) is not quite as transparent. Again we look at real and 
imaginary parts, but we will also consider a simplified version of Equation 
1-39 in which the interband relaxation time is assumed to be much longer 
than the period of the incident radiation frequency and interband transi­
tion frequencies. Thus, in the limit of infinite interband relaxation 
time, the results which can be deduced from those of reference (6) are: 
19 
4 = m -I P l'f.CWf!, 
ZI' 
2 2 - 1  (1-42) 
3 1 
'2 2m &'A 
TTO) 
W 
(1-43) 
The letter P means that the principal value is to be taken in the integra­
tion. 
b 
At low frequencies will be finite and not show much variation with 
w, but as an interband transition is approached structure should appear 
because of the denominator. Because of the delta-function, Eg will be zero 
until the onset of interband transitions. The delta-function is present 
because e^ characterizes the absorption of energy by the excitation of 
transitions that are allowed only if w is as large or larger than the 
threshold frequency. Because of the widths of the various bands between 
which transitions take place and because several different transitions may 
be energetically possible at the same time, e^ would not be expected to be 
a series of spikes. More likely it would rise from zero at the threshold 
frequency and exhibit some structure as other transitions become possible. 
From the preceding statements and Equations 1-42 and 1-43 it is fairly 
apparent that more information, mainly information about energy differ­
ences between bands, can be obtained from a study of e^ than from e^. It 
must be kept in mind that the dielectric constant contains both free- and 
bound-electron contributions, and while the free-electron contribution will 
not produce any structure, it-may have a tendency to wash out some of the 
structure in the bound-electron contribution particularly at low frequen­
cies and with larger effect on e^ than e^. There will be further broaden­
ing of structure because the excited states have finite lifetimes rather 
20 
than infinite lifetimes as assumed in Equations 1-42 and 1-43. 
Besides energy differences between bands, there is another aspect of 
the electronic band structure of a solid that is revealed in the dielectric 
constant. For the sake of simplicity we will assume a temperature of zero 
and will consider only as given by Equation 1-43, which can be written 
as 
=2 
» > 2 
e 
mo) 
d^k y 6(0) - w) , (1-44) 
^ . n ' n o o »  '  
where the momentum matrix element = |<&'k|p^l&k>| has been subst'i-
A ' 
tuted for the oscillator strength in accordance with Equation 1-30. Next, 
we will assume that is a slowly varying function of k and replace it 
by a constant. While this latter assumption is rather poor for the noble 
metals (15), we can still use it to obtain a useful qualitative result. 
Then using a property of the ô-function, Equation 1-44 can be transformed 
to give the following expression for : 
\2 
where 
J , ^ . (1-46) 
grad^XE^(k) - E^,(k))| 
S 
Here dS represents an element of a surface in k space defined by the 
equation E^(k) - E^^(k) =-hw. Equation 1-46 defines the joint density of 
states for interband transitions and shows strong variations as a function 
of frequency near certain values of frequency. Van Hove (16) has investi­
gated the behavior of Equation 1-46 and has found that certain points in 
the Brillouin zone produce analytic singularities in Equation 1-46 due to 
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the vanishing of the denominator in the integrand. These points are called 
critical points and their presence produces strong variations in and 
hence in at certain frequencies. The conditions for the existence of a 
critical point can be met at any point in the Brillouin zone, but they are 
most likely to be met at symmetry points of the Brillouin zone. The number 
of points in the Brillouin zone where critical points may occur has been 
discussed by Phillips (17). Hence, on the basis of the preceding discus­
sion, it would seem reasonable to try to relate the structure observed in 
the dielectric constant to gaps between the calculated bands at symmetry 
points whenever band calculations are available. 
Theory of alloys of noble metals 
The optical properties of alloys have not often been studied, probably 
because only in the past few years have there been reasonably accurate 
interpretations of the optical properties of pure metals. By noting how 
the structure in the constants changes and shifts with concentration, a 
study of the optical constants of an alloy could help identify the various 
transitions that make up the excitation spectrum of the major constitutent. 
However, this presupposes a knowledge of the changes produced in the band 
structure by alloying. At the present there is not a good theory of 
alloys. Therefore it is probable that knowledge of the optical properties 
of pure metals will be more useful in developing a theory of alloys rather 
than vice versa. 
There are two fairly common descriptions of alloys. The first is 
based on the rigid band model. For this model it is assumed that the per­
turbing potential due to the difference in valence between solute and 
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solvent affects only the conduction electrons which are treated as nearly 
free electrons. In this approximation a first order perturbation calcula­
tion yields the result that all the conduction band states are shifted by a 
constant amount. This results in a shift of the whole curve of the density 
of states versus energy without altering its shape. The solute atoms add 
electrons to the conduction band of the solvent and thus move the Fermi 
level upward with respect to the bottom of the conduction band if a solute 
atom has more valence electrons than a solvent atom. If the valence dif­
ference is negative then electrons are removed from the conduction band and 
the Fermi energy is decreased. 
The second description, due to Friedel (18), is based on the idea that 
the highly mobile electrons of the conduction band will be displaced so as 
to screen out the excess charge of the solute atoms. Essentially this 
means that the solute atoms in dilute alloys contribute very few extra 
electrons to the conduction band and that the conduction band and Fermi 
level are hardly affected* In more concentrated alloys there is a shift of 
the Fermi level, but it is much smaller than that predicted by the rigid 
band model. 
Since it is well established that the Fermi surface of each of the 
noble metals touches the first Brillouin zone boundary, it is expected that 
the density of states at the Fermi level should decrease as the Fermi 
energy increases. Therefore, according to the rigid band model, the elec­
tronic specific heat should decrease with concentration for a noble metal 
alloyed with a metal of higher valence. This is not the case experimental­
ly; the measurements on CuZn alloys by Veal and Rayne (19) are examples of 
the results obtained. Leonard (20), using the screening model, has 
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calculated the shift in the density of states for several noble metal 
alloys, and his results are in fair agreement with those obtained from 
electronic specific heat experiments. On the other hand, Lettington (21) 
gives a reasonable interpretation of the optical absorption data of Biondi 
and Rayne (22) on CuZn alloys based on the rigid band model. He admits, 
however, that the rigid band model does not predict the experimentally 
measured movement of the Fermi level with respect to the d bands. In their 
analysis of the data, Biondi and Rayne showed that the shift of the d band 
to Fermi level transition is not predicted by the screening model either. 
The examples just presented should serve to illustrate the point that a 
good theory of alloys does not yet exist and to show a need for more 
experimental and theoretical work on alloys. 
Before leaving this section we should mention the discussion of the 
rigid band model by E. A. Stern (23) which clarifies the situations to 
which the theory of rigid bands may be applied. He shows that under the 
right conditions—namely: (a) the excess charge of a solute atom is local­
ized around it (this will be the situation if the conduction electrons near 
the impurity are displaced so as to shield the rest of the electrons in the 
solid); (b) the mean free path of the electrons is many interatomic spac-
ings (this condition is met in dilute alloys and it means that Bloch states 
are still adequate to describe the electrons even though the periodicity of 
the lattice has been destroyed); (c) the electron states of the pure metal 
in the vicinity of the Fermi level are in one band and are greatly sepa­
rated in energy from other bands (this condition is satisfied by noble 
metals and does not allow the perturbation of the solute to mix in states 
from lower bands with the conduction band)—all features of the rigid band 
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model are valid except the one dealing with the density of stales. 
alloys of noble metals seem to meet the conditions listed above, bui a:nee 
the position of the Fermi level depends on the density of states, the rue id 
band model will not be able to account for the shift of the Ferrai energy 
with concentration. 
Why silver and its alloys were studied 
Silver is a particularly interesting metal to study because, as 
Ehrenreich and Philipp have shown (5), the three elementary excitations 
discussed in previous sections occur in separate energy regions with only 
a small overlap. Because of this it is possible to study each type of 
excitation separately. Also of importance is the fact that collective 
oscillations occur in silver at a very convenient energy. Ehrenreich and 
Philipp show from their measurements of the optical constants of silver 
that a very strong peak occurs in the ELF at 3.8 eV. The plasma resonance 
at 3.8 eV is not that due simply to the conduction electrons. Equation 
1-31 gives a plasmon energy of.S.2 eV for the conduction electrons of 
silver. Instead it is considered to be a hybrid resonance resulting from 
the cooperative behavior of both the conduction and d band electrons. 
Alternatively, the peak in the ELF at _3..8 eV may be attributed to the con­
duction electrons screened by a frequency dependent dielectric constant 
(the bound-electron term) which shifts the plasma frequency to a lower 
frequency. 
Adding indium to silver should have several effects on the optical 
constants. The obvious effects expected are: an increase in the conduction 
electron plasma frequency due to the increase in the number of conduction 
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electron plasma frequency due to the increase in the number of conduction 
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electrons; a decrease in the conduction band relaxation time; an increas 
in the energy of onset of interband transitions because the onset is 
probably due to transitions from the d band to the Fermi level according 
Reference (5). Also, it is possible that the strength of the interband 
absorption, as measured perhaps by Eg above the onset frequency, could 
change; and a low energy tail could develop due to the excitation of 
indirect transitions in which the indium atoms participate in momentum 
conservation. 
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EXPERIMENTAL PROCEDURES 
Review of methods of determining optical constants 
Since the complex index of refraction is made up of two independent 
quantities, two independent quantities which are functions of the index 
of refraction must be measured. In the case of a thin film, a third 
measurement is needed, one that will determine the thickness of the film. 
The methods of determining the optical constants, n and k, of metals 
may be grouped into two general classifications. The methods may be 
labeled as polarimetric or as photometric. 
Originally formulated by Drude (24), the first method was employed 
by many early workers to determine the optical constants of metals. 
It involves thé use of a beam of plane polarized monochromatic light 
incident obliquely on a reflecting surface. The plane of polarization is 
at forty-five degrees with respect to the plane of incidence. This beam 
may be thought of as two in-phase orthogonal plane wave components of 
equal amplitude; one component in the plane of incidence and the other 
perpendicular to it. After reflection there will be a phase shift between 
the components as well as a difference in amplitudes. A measurement of 
the phase shift and the amplitude ratio serves to determine the optical 
constants. A disadvantage of this method is that a surface oxide layer 
or a contaminating film on the surface of the sample strongly affect the 
results. Its principal limitation is the wavelength range of commercially 
available compensators and polarizers• 
Photometric methods designate those in which light intensity ratios 
such as reflectance and transmittance are measured. There is a special 
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case in which only one quantity has to be measured if it is measured over 
a very wide energy range. It can be shown (1) that the reflectance at 
normal incidence and the phase change of the electric field upon reflection 
are related by Kramers-Kronig relations. Therefore if the reflectance is 
measured over a wide frequency range and if a suitable extrapolation of the 
measured values to cover the frequency range beyond that of the experiment 
can be performed, then dispersion analysis can be used to obtain the phase 
change. This gives the two quantities needed to determine n and k. 
Because this method involves only the measurement of the normal incidence 
reflectance, it is the easiest method to use if a large frequency range is 
to be investigated. 
Some other pairs of quantities that can be used to obtain n and k are 
the reflectances of light polarized parallel and perpendicular to the plane 
of incidence at one angle of incidence; the reflectance of light polarized 
perpendicular to the plane of incidence at two angles of incidence; the 
unpolarized reflectance at two a,ngles of incidence; and the normal inci­
dence reflectance and transmittance. Of these pairs of quantities, 
probably the last two are the most frequently used. 
None of the pairs of quantities listed in the previous paragraph 
represent a perfect combination of variables to measure in order to obtain 
n and k with good precision at all wavelengths. As mentioned before 
polarizers are not available for all frequencies of interest so any experi­
ment involving polarized light must be confined to the wavelength range for 
which they are available. If the difference in the reflectances measured 
at two angles of incidence is not considerably greater than the errors in 
the reflectance measurements, then clearly there will be large 
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uncertainties in the derived n and k valueis. For this reason the unpolar-
ized reflectance at two angles of incidence measurements do not give very 
accurate results in the visible and infrared spectral regions unless 
extremely accurate measurements are made. 
With the exception of the reflectance-transmittance method, all the 
methods listed above may be used with bulk samples or films thick enough 
that multiple reflections in the film may be neglected. This points out 
a somewhat obvious and severe limitation of the reflectance-transmittance 
method, namely, samples must be in the form of films which are thin enough 
to have accurately measurable transmittances. Because multiply reflected 
beams would contribute to the reflectance, the dispersion analysis method 
is not amenable for the determination of the optical constants of thin 
films; all the other methods are. 
Method of determining optical constants used in this work 
For this work the reflectance-transmittance method was chosen. This 
choice was influenced by several factors: (1) the method could be used for 
vacuum evaporated films, (2) the availability of a Gary Model 14 recording 
spectrophotometer, (3) the fact that even a relatively thick silver film 
has a measurable transmittance, and (4) in normal incidence experiments 
one does not have to consider the polarization of the incident radiation. 
The distinct advantage of working with vacuum evaporated films is that 
clean, smooth and flat surfaces are obtained rather easily and consistent­
ly. Very smooth, even surfaces can be obtained by mechanical polishing, 
but such treatment also produces strain and disorder on the surface and in 
the underlying material for a depth of several microns. Since the optical 
29 
properties of metals are essentially determined by the material within 
distances much less than a micron from the surface, results obtained on 
mechanically polished samples will not likely reflect the true nature of 
the material. The strained surface layer may be removed by the technique 
of electropolishing but in some preliminary work the writer found that this 
technique was difficult to use, especially for some silver alloys. The 
availability of the Gary 14 spectrophotometer made it possible to measure 
the normal incidence transmittance and near normal incidence reflectance 
with good accuracy. Although designed for transmission measurements prima­
rily, the Gary 14 can be used for reflectivity measurements if a suitable 
reflectometer attachment is constructed. According to the manufacturer of 
the instrument, the measured optical density of a sample is correct to 
within ±0.006. The optical density is defined as the base ten logarithm of 
the ratio of incident intensity to transmitted or reflected intensity. The 
above uncertainty should be regarded as that in an ideal experiment in 
which all the light reflected from or transmitted through a sample is 
measured. 
Since the equations for the reflectance and transmittance of a metal 
film can not be inverted to get equations for n and k, the procedure 
followed here was to measure the reflectance, transmittance (as functions 
of wavelength) and the film thickness, and then use an iteration program 
and an IBM 360 computer to obtain the complex index of refraction. The 
iteration program was fairly simple and worked well, probably because the 
transmittance has an exponential dependence on k and reasonably good k 
values were obtained after the first iteration cycle. A brief discussion 
of the computer program as well as possible effects of variations in 
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reflectance and transmittance on calculated values of n and k is given in 
Appendix B. 
Film fabrication and composition analysis 
The films were deposited on fused quartz substrates. Silver films 
were made by evaporating quantities 99.999% pure silver. Alloy films were 
produced by evaporating a quantity of alloy made from 99.999% silver and 
99.9+% indium. 
The five alloys studied in this work were produced by an arc melting 
technique. In this case the resulting alloys were in the form of buttons 
from which quantities were cut for chemical determination of indium con­
tent, for x-ray analysis (to provide standards for composition measurements 
of the films) and for the production of alloy films. 
The vacuum evaporator used was an Ultek TMB vacuum system which was 
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capable of reaching a pressure of 5 x 10 torr. This system was pumped 
by a 50 liter/sec ion pump and a titanium sublimator which produced an 
ultrahigh vacuum without any possible contamination due to diffusion pump 
oil. The evaporation source consisted of four molybdenum boats in a paral­
lel alignment with just enough space between them to prevent contact being 
made between the boats at the wide areas near their centers. The boats 
were formed from three mil molybdenum strips 3/8 inch wide and Ih inches 
long. The use of four boats allowed fairly large quantities (about 0.25 
gm) to be evaporated quickly. Also, this arrangement produces an extended 
source which allows the production of films with a uniform thickness. 
To further insure that the films would have a constant thickness, the 
substrate holder was placed as far from the boats as practical. If the 
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substrate-to-source distance is too large, the quality of the film suffers 
because of the low deposition rate (25). The substrate holder resembled a 
flight of stairs consisting of three steps. By placing a substrate on the 
underside of each step, three films of different thicknesses could be made 
during a single evaporation. The steps, and the spacers that separated the 
steps, were made of copper and had holes drilled through them so that a 
piece of resistance wire could be laced through the interior of the holder. 
The wire was prevented from shorting to the holder by putting quartz tubing 
through the drilled holes and lacing the wire through the tubing. This 
arrangement allowed the substrate holder to be heated uniformly and hence 
allowed the three films to-be annealed at very nearly the same temperature. 
A thermocouple attached to the middle step allowed the temperature to be 
monitored and by varying the current flowing in the resistance wire the 
temperature could be controlled. The substrate was placed so that the 
lowest step was about 22 cm and the upper about 26 cm above the evaporation 
source. 
After a little experience the thickness of a film could be estimated 
if the weight of the material evaporated were known. Therefore the proce­
dure followed for making a set of films of an alloy began with cutting a 
piece from an alloy button and trimming it until it had a mass of about 
0.25 gm. This amount of alloy gave a set of films whose thicknesses were 
somewhere between 1000 A and 1500 A. Next the quarter gram piece was cut 
into four approximately equal pieces and these pieces were etched in a 
solution for thirty to forty-five minutes in order to remove 
impurities embedded by the cutting process. While the alloy was in the 
etch solution, substrates were cleaned by swabbing them with an ethyl 
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alcohol-sodium hydroxide solution, rinsing in distilled water and drying in 
a stream of warm air from a hair dryer. The substrates were considered 
clean if after rinsing the water formed a continuous layer across the sub­
strate. After thoroughly rinsing away the etch solution, the pieces of the 
alloy were dried and placed in the evaporation source, each piece in a 
separate boat. The substrates were mounted in the holder and then the 
system was allowed to pump down. From the beginning of thé""cleaning proc­
ess the substrates and alloy were handled only with clean forceps in order 
to avoid contamination. 
The evaporation source and alloy were initially outgassed when the 
pressure reached about 1 x 10 ^ torr by applying power to the boats and 
increasing the power until the alloy pieces melted, then the power was 
turned off. When a pressure of 2 x 10 ^  torr or less was reached, the 
outgassing procedure was repeated with the exception that a somewhat higher 
temperature than the melting point of the alloy was attained. After the 
pressure had dropped back to 2 x 10~® torr or less, the current through the 
boats was brought up to the value at the second outgassing, the shutter 
protecting the substrates during the outgassing was removed and then the 
current was increased about 25% more and maintained at that value until all 
the alloy had evaporated. It usually took twenty to thirty seconds for the 
alloy to evaporate. Next, power was applied to the heater wire in the sub­
strate holder and the films were annealed at about 300°C for three hours. 
Although the vapor pressures of silver and indium are nearly the same 
at elevated temperatures, there still exists the possibilicy that one 
component of the alloy might evaporate more rapidly than the other. If 
this occurs then outgassing may allow the composition of the alloy to 
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change with the result that the film will not have the same composition as 
that of the starting material. Because all the alloy is evaporated from 
the boats, the film composition is affected by a difference in evaporation 
rates only by the relative amounts that evaporate during the outgassing 
process. 
In order to check the film composition, a film was deposited on a 
curved glass substrate simultaneously with the deposition of films for 
optical work. The curved substrate was mounted in a back reflection, fo­
cusing camera (Norelco Type 52058) and a Debye-Scherrer pattern was obtain­
ed of the alloy film using filtered radiation from a copper target. Any 
significant difference in indium content between the film and starting 
material could be detected and the amount estimated by comparing the diame­
ters of the diffraction rings of the alloy film with those of bulk alloy 
samples which had been chemically analyzed. The diffraction patterns of 
the alloys differ from each other and from that of silver because the 
lattice parameter changes with indium concentration. In order to obtain a 
diffraction pattern, the films for x-ray analysis had to be several times 
thicker than those for optical work; therefore, the curved substrate was 
placed about 10 cm from the evaporation source and protected during outgas­
sing by its own shutter. No provision was made for annealing these thick 
films in the vacuum system; instead they were annealed in a furnace in a 
nitrogen atmosphere at the same temperature and for the same period of time 
as those for optical experiments. It should be mentioned that only for 
thick silver films was it possible to obtain a diffraction pattern without 
prior annealing, which indicates the alloy films were probably in an amor­
phous state before they were annealed. 
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Room temperature reflectance measurements 
In order to do reflectance measurements with the spectrophotometer, 
the normally straight-through optical path in the sample compartment had to 
be modified considerably. To accomplish this a reflectometer was con­
structed along the lines of the one designed by Hartman and Logothetis 
(26). With the reflectometer installed, the light beam, at an incident 
angle of 15° and near its smallest cross section, is reflected by the film 
to a concave spherical mirror where the beam is reflected to, and then 
between, two parallel 45° mirrors and sent into the detector compartment 
along the original direction. The spherical mirror was chosen such that 
the geometry of the beam incident on the photomultiplier detector was about 
the same as it was originally and such that no light was lost geometrically 
en route. The parallel mirrors were each adjustable in translation perpen­
dicular to the original beam direction, and the spherical mirror could be 
translated along a line at about 30° with respect to the original direc­
tion; it could also be rotated about an axis perpendicular to the plane of 
incidence. By suitable adjustments in the positions of the mirrors and by 
reducing the height of the beam somewhat as it entered the sample compart­
ment, the beam geometry on the detector was the same as it was orginally. 
A reflectance determination required the use of two auxiliary mirrors 
and involved four separate measurements. Figure 2 illustrates the four 
.S 
arrangements for the measurements. In Figure 2, P is a platform that can 
be rotated 180° about an axis at 0 and whose position is determined by 
stops mounted on the reflectometer base. 
In the following let Rg be the reflectance of mirror S, that of mirror 
M be Rw, that of the film be R , and let T be the effective transmittance 
n f 
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Figure 2. Various reflectometer configurations 
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of the reflectometer. The reflectances of the spherical mirror and the 
parallel mirrors and the transmission of the slit that reduces the beam 
height as it enters the sample compartment are represented by T. Further, 
IQ will be the incident light intensity, ^ ^  ^  the emergent light inten­
sity in the various arrangements, and ^ ^  j the corresponding recorded 
optical densities. 
For arrangement (a) we have = I^R^T which gives an effective den­
sity of Dg = log IQ/IQ = - log - log T. In order to go from (a) to (b), 
P is rotated 180° and S is attached. In arrangement (b) we have I^ = I^R^ 
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RgT with a density of = log I^/I^ = - log - 2 log Rg - log T. Com­
bining the results of these two measurements gives log Rg = 1/2(0^ - D^), 
which determines the absolute reflectance of mirror S. If the area of the 
2 
film were large enough for two reflections to take place and if R were not 
F 
too small, mirror S could have been replaced by the film and its reflect­
ance would have been determined in measurements (a) and (b). Because the 
reflectance of silver drops to about one percent at some frequencies, which 
2 
means that R^ would be about 0.0001, the substitution was not made. Ar­
rangement (c) is the same as (a) except that S is substituted for M, in 
which case I^ = I^R^T and = log I^/l^ = - log Rg - log T. Finally, 
substituting the film for S in (c) gives arrangement (d). For (d) we have 
Ij = loRpT and = log Ig/I^ = - log R^ - log T. Combining the results 
from (c) and (d) gives log R^ = + log Rg. Substituting for Rg 
yields log R^ = Dg - + l/2(Da - D^), which determines the absolute re­
flectance of the film. 
The procedure usually followed was to set up the reflectometer accord­
ing to arrangement (a) and continuously scan the wavelength range from 
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3700 A down to 2900 A while a record of the optical density is produced on 
a strip chart. Since the scan rate and the chart speed were known, the 
strip chart recording was a graph of optical density versus wavelength. 
In a like manner records of density versus wavelength were made for 
arrangements (b), (c), and (d). From these recordings log and hence 
were obtained as a function of wavelength. Repetitions of measurements 
(a), (b), (c), and (d) gave values of log R that were within 0.01 of each 
F 
other. Therefore the overall uncertainty in any log R^ value (including 
the inherent uncertainty of ±0.006 in any single measurement) is estimated 
to be ±0.01 which results in a possible error of about ±2.5% in Rp. 
The slit width on the spectrophotometer was adjusted so that the band 
pass of the instrument (defined as the product of slit width and reciprocal 
dispersion) was about 17.5 A or in energy units about 0.023 eV. These 
numbers represent an average value since the dispersion varied slightly 
with wavelength. 
As is shown in Appendix B the leading term in the reflectance 
2 2 2 
equation has a zero derivative with respect to n at n = n^ + k where n^ 
is the refractive index of the dielectric through which the incident radia­
tion travels. Therefore in the wavelength region where this condition 
holds, the réflectance is not a very sensitive function of n. For silver 
and for n^ = 1 (air) this condition is met near a wavelength of 3200 A 
which is near the middle of a wavelength region of great importance for 
silver. If the index of refraction of fused quartz, n^ = 1.5, is used, the 
vanishing of the derivative is pushed to shorter wavelengths by about 
150 A. Hence, in order to obtain more accurate determinations of n and k, 
all reflectance and transmittance measurements were made with light 
incident on the substrate side of the film. Of course the front surface of 
the substrate had to be taken into account in the reflectance and transmit-
tance calculations, but this is fairly easily accomplished (Appendix A). A 
distinct advantage of making measurements on the substrate side of the film 
is that no contaminating film or oxide layer can form on the reflecting 
surface. Because the transmittance of any film used in this work was low, 
the reflectance was determined almost entirely by the reflectivity of the 
quartz-metal interface (light reflected by the metal-air interface had to 
make at least two trips through the film); therefore, the perturbing effect 
of a dielectric layer on the air side of the film on the reflectance was 
virtually negligible. 
To check the assumption that an angle of incidence of 15° is small 
enough to allow the use of a reflectance equation based on normal inci­
dence, a calculation of the reflectance of a silver film was made using the 
n and k values derived from the normal incidence formula. Since the 
non-normal incidence reflectance depends on the relative amounts of the 
incident beam that is polarized perpendicular and parallel to the plane of 
incidence, the intensities of the light polarized perpendicular and paral­
lel to the plane of incidence were measured. The final results of the 
calculation varied no more than one percent from the normal incidence 
results and justified the use of the simpler equation. 
Room temperature transmittance measurements 
Room temperature transmittance measurements were rather simple to make 
using the Gary 14 spectrophotometer. The only complicating feature was the 
fact that in normal operation the Gary 14 cannot measure optical densities 
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greater than two, which corresponds to a transmittance of one percent, and 
the optical densities of all the films were larger than this near the 
beginning and the end of the energy range under consideration. To circum­
vent this difficulty the normal procedure is to put a metal screen, which 
has a constant optical density, in the reference beam. This arrangement 
produces a decrease in the recorded density of the sample equal to the 
density of the screen. Because the effective density of the screen depend­
ed on its exact position in the reference beam, the density of the screen 
was measured each time it was used by taking the difference between the 
densities of a film, recorded with and without the filter in place, in the 
region where there was overlap. If there was no overlap region, that is, 
if there was no wavelength region where the film density was less than 
two, the density of the screen was determined by substituting, for the film 
being investigated, a film for which there was overlap. 
The optical density of the screen did not usually turn out to be a 
constant; the variation being as much as 0.015. Also, in order to maintain 
a band pass of 0.023 eV, it was necessary to increase the gain when the 
screen was placed in the reference beam, which increased the noise level 
and made the strip charts more difficult to read. Taking into account the 
variation in the screen optical density, the increased difficulty in read­
ing the strip charts and the inherent uncertainty in a density measurement 
of ±0.006, the possible error in the optical density (the negative loga­
rithm of the transmittance) is estimated to be about ±0.016 which corre­
sponds to an error in the transmittance of about ±3.5%. 
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Liquid helium temperature reflectance and transmittance measurements 
The cryostat used in the low temperature measurements utilized an 
exchange gas for cooling the sample. It was of a more or less standard 
design and constructed by the Cryonetics Corporation. Originally the win­
dows in the tail section were fused quartz and sealed with an epoxy. 
However the epoxy seal on the exchange gas chamber windows developed leaks 
at liquid helium temperatures. Repeated attempts to renew the seal so that 
it would not develop leaks at very low temperatures failed. Therefore a 
new tail section for the exchange gas chamber was made to which sapphire 
window assemblies were soldered. The sapphire window assemblies consisted 
of polished sapphire plates brazed to kovar flanges and were a product of 
Eitel-McCullough, Incorporated. No leaks developed in the new windows 
during the course of these experiments. 
A film for low temperature work was held to an aluminum sample holder 
by small wire clamps. One end of the sample holder was machined to fit in 
a hole in the tail section of the exchange gas chamber. The other end of 
the sample holder was attached to a length of thin walled stainless steel 
tubing. A Cenco vacuum coupling supported the tubing at the top of the 
cryostat and sealed it to the exchange gas chamber. With this arrangement 
the position of a film in the cryostat was accurately determined. The 
0-ring seal of the vacuum coupling allowed the sample to be rotated by 
rotating the tubing. By releasing the coupling, the tubing and sample 
holder could be withdrawn from the exchange gas chamber. The leads of a 
calibrated copper and gold-iron alloy thermocouple attached to the sample 
holder were run up the inside of the tubing and through electrical feed-
throughs in a small brass plate that was soldered to the top of the tubing 
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to make it vacuum tight. With liquid helium in the liquid helium reservoir 
and with an exchange gas (helium) pressure of about fifty microns, the 
thermocouple voltage indicated a temperature that was in all cases less 
than 4.5°K. The temperature remained constant as long as there was liquid 
helium in the reservoir. 
Reflectance measurements with the film in the cryostat were made with 
a reflectometer similar to the one used for room temperature measurements. 
The primary difference between the reflectometers being the use of a 17° 
incident angle in order to get the reflected light past the cryostat tail 
without part of the beam striking the tail. From the discussion in the 
section on room temperature reflectance measurements, we know that if Rg is 
known then only the measurements depicted by arrangements (c) and (d) in 
Figure 2 are necessary to get R^,. In order to eliminate the effect of the 
cryostat windows, measurements (c) and (d) had to be made with mirror S and 
the film mounted in the cryostat. Because mirror S had to be small in 
order to mount it in the cryostat, a different one had to be used for 
measurements involving the cryostat. The reflectance of this smaller 
mirror had to be determined by the same procedure used for determining the 
room temperature reflectance of a film. It was too small to support two 
reflections and its reflectance could not be determined using only arrange­
ments (a) and (b). 
A cryostat stand was built to support the cryostat and designed so 
that the cryostat would always be in the correct position with respect to 
the light beam and the reflectometer. The only adjustment needed when 
making a measurement such as (c) or (d) was a small rotation of the sample 
holder (via the stainless steel tubing connected to the sample holder) in 
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order to obtain the correct angle of incidence. This angle was found by 
noting the variation of the optical density as the sample holder rotated; 
the correct position corresponded to minimum density (highest reflectance). 
The usual procedure followed when doing a low temperature experiment 
began by measuring the transmittance of a film mounted in the cryostat 
according to the procedure in the previous section. Next, the film was 
taken out and replaced by mirror S. Then the cryostat was lifted off its 
stand, and after the reflectometer was installed, the cryostat was replaced 
on the stand and the density as a function of wavelength was recorded. 
Next, S was replaced by the film and the density again recorded. This data 
plus the previously measured density of the windows and reflectance of S 
allowed the room temperature transmittance and reflectance to be determin­
ed. 
Next, vacuum pumps connected to the vacuum jacket of the cryostat and 
to the exchange gas chamber were switched on. After about two hours of 
pumping, the liquid nitrogen reservoir was filled, some exchange gas was 
admitted and the sample was cooled to liquid nitrogen temperature by slowly 
pouring liquid nitrogen in the helium reservoir. At this point another 
recording of optical density was made so that the reflectance at 77°K could 
be compared to that at 300°K and 4.2°K. After blowing out the liquid 
nitrogen in the helium reservoir, liquid helium was transferred into the 
reservoir, and the density at about 4.2°K was recorded. Finally the cryo­
stat was lifted off the stand, and after the reflectometer was removed, the 
cryostat was repositioned on the stand and the optical density correspond­
ing to the transmittance at 4.2°K was recorded. 
Because of the possibility of small base line shifts during the long 
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time period (four hours or more) required to complete these measurements 
and because extra measurements had to be made, the uncertainties in the 
4.2°K reflectances and transmittances should be a little larger than those 
determined at room temperature without the cryostat. The possible errors 
in the low temperature results are estimated to be ±3% for the reflectance 
and ±4% for the transmittance. 
Film thickness measurements 
Film thicknesses were measured with a multiple-beam interferometer 
manufactured by Varian Associates. According to the specifications of the 
instrument, careful measurements would give results that were accurate to 
within ±30 A. After the reflectance and transmittance of a film had been 
measured, it was prepared for the thickness measurement in a standard way. 
A pointed instrument (in this case a metal scribe) was gently drawn across 
the film. This removed a narrow section of the film exposing the substrate. 
Then the film was placed in the vacuum evaporator and the film and exposed 
substrate were covered with an opaque layer of silver. 
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EXPERIMENTAL RESULTS 
In this chapter we wish to introduce the experimental results for the 
optical constants of silver and some dilute silver-indium alloys. First, 
however, we will discuss the results of the composition measurements of the 
films. It was found that a film contained considerably less indium than 
the alloy evaporated to produce the film. In the last chapter it was 
pointed out that the evaporation procedure followed was such as to make it 
possible for film composition to be different from the starting material. 
Table 1 lists the indium concentrations of the starting materials and 
resulting films used in this work. 
Table 1. List of alloy concentrations 
The uncertainties in the film concentrations given in Table 1 repre­
sent the spread in the results of repeated composition measurements. The 
diffraction patterns of films became more diffuse with concentration, and 
this is a major source of the increase in uncertainty with concentration. 
Reannealing the films did not produce any noticeable reduction in diffuse-
ness of the x-ray diffraction patterns. 
In Figure 3 are plotted our results for n and k for silver as well as 
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Figure 3. Results for n and k for evaporated silver 
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the results of Huebner et^ (27). The results given in Reference (27) 
were obtained by measuring the unpolarized reflectance, at two angles, of 
silver films with thicknesses ranging between 3000 and 4000 A, and the 
reflectance measurements were carried out with the films in the same vacuum 
system in which they were produced. As Figure 3 shows our results corre~ 
spond closely to those of Reference (27). A comparison made by Huebner 
al. of their results with those of Ehrenreich and Philipp (5), obtained 
from measurements on electropolished bulk samples, showed no significant 
differences except in the vicinity of the minimum of k. At the minimum the 
k value of evaporated silver was about twice as large as the k value of 
bulk silver. 
The data plotted in Figure 3 were obtained from measurements made on 
only a single silver film. In the course of the experiments, at least ten 
silver films were carefully studied, and the n and k values of these films 
at any energy below about 4.0 eV were all within 10% of the average n and k 
values at that energy. At energies above 4.0 eV in our energy range, the 
reflectance-transmittance method does not give very accurate results for 
silver, and we obtained very unrealistic values for n and k above 4.0 eV 
for all the silver films except the one that gave the results plotted in 
Figure 3. We might also mention that in the results for silver (in the 
energy range between 3.35 and 4.0 eV) and for the alloys we saw no thick­
ness dependence in the results. The thicknesses of the films ranged from 
1000 to 1600 A. 
In Figures 4 and 5 are plotted the n and k values, measured at room 
temperature, of the five alloys. Except for the n curve of the 1.7% alloy 
above 4.1 eV, the curves show a consistent variation with composition. The 
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curves for each alloy represent a simple average of experimental results 
obtained from three films of different thicknesses of that alloy. The 
three films were produced simultaneously so there would be no difference in 
indium concentration. In Figures 6, 7, and 8 are plotted curves of E^, e^, 
and ELF respectively, calculated from Equations 1-10, 1-11, and 1-33 using 
the n and k values of silver and the alloys given in Figures 3, 4, and 5. 
Figures 9 and 10 represent the n and k values obtained from measure­
ments made at liquid helium temperatures on silver and the alloys. At 
energies above 4.13 eV no silver data were plotted because at these ener­
gies the data did not appear realistic. Because of the difficulty in 
obtaining room temperature data on silver at energies above 4.0 eV, and 
because we have no way of judging its correctness, the low temperature 
silver data above 4.0 eV should perhaps not be trusted. The n curves for 
the two most dilute alloys above 4.0 eV do not look correct when compared 
to the corresponding room temperature results and with the low temperature 
results of the other alloys. For the same reasons the n curve above 4.1 eV 
and the k curve below about 3.5 eV for the 1.7% alloy do not appear cor­
rect. Because the sources of error in low temperature reflectance and 
transmittance measurements are more numerous, and since these errors are 
more serious at higher energies (where E^ approaches unity; see Appendix 
B), we believe that the anomalous behavior of the curves at higher energies 
for the alloys mentioned above is due to experimental error, but we do not 
think that the error is serious enough to invalidate the results obtained 
at lower energies. 
Figures 11, 12, and 13 give the low temperature results for , E^, 
and ELF. Notice that the E^ and £2 values reflect the anomalous behavior 
Figure 6. Room temperature values for silver and five alloys 
1.40 — 
1.00 — 
0.60 
0.20 — 
-0.20 — 
^ -0.60 
-1.00 — 
-1.40 — 
-1.80 — 
-2.20 
-2.60 
-3.00 
3.20 3.30 3.40 3.50 3.60 3.70 3.80 3.90 4.00 4.10 4.20 4.30 4.40 
PHOTON ENERGY (eV) 
0.80 -
4.1 % 
2.4% 
1.7% 
1.0% 
0.5»/ 
3.20 3.30 3.40 350 360 3.70 380 3.90 4.00 4,10 4.20 4.30 4.40 
PHOTON ENERGY (eV) 
Figure 7. Room temperature values for silver and five alloys 
53 
1.90 
Ag CURVE )S DRAWN TO 
1/2 SCALE VERTICALLY 
.40 
.50 
1.20 
1.00 
0.9 % 
0.90 
u. 0.80 
• -I 
0.70 
1.0% 
0.60 
0.50 1.7% 
2.4% 
4.1% 
0.30 
0.20 
0.10 
4.20 4.30 440 
PHOTON ENERGY (tV) 
Figure 8. Room temperature ELF values for silver and five alloys 
i 
f 
LIQUID HELIUM TEMPERATURE RESULTS 
1.80 
1.60 
1.20 
1.00 
0.80 
0.60 
4.1 % 
0.40 
1.7 % 
1.0 % 
.5% 
0.20 
0.00 
3.20 3.30 3.40 3.50 3.60 3.70 3.80 3.90 4.00 4.10 4.20 4.30 4.40 
PHOTON ENERGY (eV) 
Figure 9. Values of n for silver and five alloys 
1.80 
LIQUID HELIUM TEMPERATURE RESULTS 
I.60 
I.40 
4.1 % 
I.20 
2 4 % 
I.OO 1.7% 
0.80 
0.5% 
0.40 
0.20 
3L20 3.30 3 40 3.50 3.60 3.70 3.80 3.90 4.00 4.10 4.20 4.30 4.40 
PHOTON ENERGY (eV) 
Figure 10. Values of k for silver and five alloys 
Figure 11. Values of for silver and five alloys 
3.00 
2.50 
2.00 
0.5% 1.50 
1.0% 
1.00 
1.7% 
0.50 
2.4% 
4.1 % 
0.50 
-1.00 
-1.50 
-2.00 
-2.50 
LIQUID HELIUM TEMPERATURE RESULTS 
-3.00 
3.20 3.30 3.40 350 3.60 3.70 3.80 3.90 4.00 4.10 4.20 4.30 4.40 
PHOTON ENERGY (eV) 
Figure 12. Values of for silver and five alloys 
4.00 
3.60 
3.20 
2.80 
2.40 
2.00 
1.60 
1.20 
0.80 
0.40 
0.00 
4.1 % 
2 .4% 
1.7% 
_ 1.0% 
0.5% 
LIQUID HELIUM 
TEMPERATURE RESULTS 
3.20 3.30 3.40 3.50 360 3.70 3.80 3.90 4.00 4.10 4.20 4.30 4.40 
PHOTON ENERGY (eV) 
60 
2.40 
LIQUID HELIUM 
TEMPERATURE RESULTS 
Ag CURVE IS DRAWN TO 
1/2 SCALE VERTICALLY 
2.20 
2.00 
1.80 
1.60 
1.40 
.8 
1.20 
1.00 
0.80 
1.0» 
060 
1.7% 
0.40 2.4% 
4.1% 
020 
0.00 
3.20 130 3.40 3.50 3.60 3.70 3.80 3.90 4.00 4.10 4.20 4.30 4.40 
PHOTON ENERGY ( eV) 
Figure 13. Liquid helium temperature values of ELF for 
silver and five alloys 
61 
of the n and k values from which they were calculated. Only one film was 
produced for low temperature work when the three for room temperature 
measurements were made, so the low temperature results are those obtained 
from a single film of each alloy. 
62 
DISCUSSION 
Preliminary remarks 
In the following sections we will discuss the experimental data repre­
sented by the graphs in the preceding chapter. The discussion will be 
divided into three sections, which will be characterized by emphasis on 
interband and intraband transitions in the first section, plasma oscilla­
tions in the second section, and low temperature effects in the third 
section. It will be more convenient to discuss the low temperature results 
in a separate section for several reasons: (a) the results are based on 
measurements made on a small number of films, (b) the experimental accuracy 
is less at low temperatures than at room temperature, and (c) the differ­
ences in the low temperature and room temperature results are minor and are 
easily attributed either to the effects of cooling or to experimental 
errors and will not affect any conclusions based on the room temperature 
results. 
Interband and intraband transitions 
In this section we will be interested in the various features of the 
and curves given in Figures 6-and 7. Let us consider for the moment 
only the and curves for silver. The imaginary part of the dielectric 
constant is small and nearly constant until the sharp rise near 3.8 eV. We 
attribute the sharp rise in to the onset of interband transitions. 
Since describes absorption due to interband transitions, it will be zero 
(except for small broadening effects) at energies below the onset. There-
f f fore, below the onset = Eg, where is given by Equation 1-41. How­
ever, in order to fit their data to Equation 1-41, Ehrenreich and Philipp 
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(5) found that it was necessary for to be slightly frequency dependent; 
it decreased-from its dc value of 3.7 x 10 sec to 1.6 x 10 sec at 3 
eV. 
If we look at the real part of the dielectric constant of silver given 
in Figure 6, we notice that is rising rapidly at low energies, changes 
sign at about 3.8 eV and reaches a peak near 4.08 eV. If did not con­
tain a bound-electron contribution, then according to Equation 1-40 it 
would not change sign until an energy of about 9.2 eV had been reached. 
The contribution of the bound-electron term causes to increase more 
rapidly and also produces the peak. Because describes the polarization 
rather than absorption, it is not necessarily insignificant below the ener­
gy of onset of interband transitions. Indeed, Ehrenreich and Philipp found 
that Ej can be neglected only at energies well below the lowest energy that 
we are considering in this work. 
Figure 14 gives the band structure of silver calculated by Segall 
(28). According to Ehrenreich and Philipp the rapid rise of and the 
peak in Eg are produced by direct transitions from the upper d band (L^) to 
the Fermi surface near the point L. More recently Mueller and Phillips 
(15) have suggested that direct transitions from the occupied conduction 
band near Lgi to the empty conduction band near Lj also contribute to the 
structure in and Eg near 4 eV. The suggestion was based on their as­
signment of the transition in copper to that energy and on the fact 
that, except for the d bands being about 2 eV lower in silver, the band 
structures for the two metals are very similar. The assignment in 
copper has been verified by piezo-reflectance measurements by Gerhardt 
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(29). The contribution of these latter transitions is thought to be 
small compared to the former because of the small number of occupied states 
near Lg,, but not negligible. Since our data extend to energies only a 
little higher than the onset of the lowest energy transitions, there is no 
need to consider other transitions which occur at higher energies. 
Now we turn our attention to the complex dielectric constants of the 
alloys. One noticeable feature of the plots in Figure 7 is the increase 
of Eg with concentration at the low energy end of the plot; we also see 
that the sharp increase in the Eg curve for silver is more gradual in the 
alloys and that Eg starts rising at lower energies with increasing indium 
content. Although it can hardly be seen in the third alloy and cannot be 
seen in the two most dilute alloys, secondary structure is developing as 
the concentration increases. This structure is seen as a rather weak 
shoulder on the curve for the 1.7% alloy which becomes very pronounced on 
the curve for the 2.4% alloy and develops into a broad low peak in the 
curve for the 4.1% alloy. The structure seems to be shifting to lower 
energy with increasing concentration. 
The effects of alloying on the free-electron contribution to the 
imaginary part of the dielectric constant are easily seen. To do this we 
will use Eg given by the expression 
0) wtg 
where Eg has been expanded and only the lowest order term in 1/wT^ has been 
3 
retained; the next term in the expansion goes as (l/wT^) « Alloying indium 
with silver will increase the number of conduction electrons and therefore 
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2 2 increase since Wp = N. The relaxation time, would also be expected 
to decrease because alloying represents the addition of an impurity. Both 
of these effects tend to increase the intraband absorption and increase the 
free-electron contribution to Eg « The increase in the free-electron con­
tribution may account for a large part of the increase on the low energy 
values of Eg with concentration. By the same token we would conclude that, 
contrary to the case for silver, the bound-electron contribution at higher 
energies is less than that given by the curves at those energies. For 
silver l/wTg= 0.01 (using Xg obtained by Ehrenreich and Philipp at 3 eV) 
and wp/w^<10 throughout our energy range. Therefore Eg = Eg* Since Eg is 
a monotonie decreasing function of frequency, the structure growing with 
concentration in the Eg curves must be attributed to changes in the inter-
band absorption spectrum of silver produced by alloying. 
It is worthwhile to try to subtract the intraband contribution from 
the measured Eg values in order to see more clearly the changes produced in 
Eg by alloying, but before doing this, we will examine the curves for the 
real part of the dielectric constants of the alloys given in Figure 6. The 
several features of interest in these curves are: the tendency of E^ to 
increase less rapidly, the decrease in the peak heights, the shift of the 
peaks to higher energies as the indium concentration increases, the initial 
shift of the peak to lower energy with respect to the energy of the peak in 
silver, and the weak low energy structure that develops with increasing 
indium content. 
Before discussing the features just listed we will write e^ as 
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where has been expanded and only the lowest order term in l/wT^ has been 
kept. In this case must be rather small (on the order of 1 x 10 sec 
or less) before it affects the values of in our energy range. There­
fore, the major effect of alloying on is to make it more negative 
2 because of the increase in tOp . At the alloy concentrations used in this 
work, the expected negative shift in does not come close to accounting 
for the decrease in the peak heights observed in Figure 6. Thus, we must 
conclude that there is considerable broadening of the structure in 
associated with these transitions (and possibly a decrease in strength) as 
the indium concentration increases. When the T^ -dependent term in be­
comes important, it can help decrease the rate at which rises, because 
it contributes more at low energies than at high energies, but this term is 
not likely to be important except in our most concentrated alloys. There­
fore, since the change produced in the T^-independent term in is such as 
to increase the rate at which rises, and since changes produced in by 
alloying cannot account for the weak structure that develops with increas­
ing concentration, we see that most of the changes in must be due to 
changes produced in by alloying. 
Now we turn to the problem of subtracting the intraband contributions 
from the experimental values of and e^ in order to obtain the bound-
electron contributions. We assume that each atom of indium contributes two 
extra electrons to the conduction band of the alloy. Only if each indium 
atom effectively contributed less than one extra electron would there be 
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any significant error produced in the final results by the above assump­
tion. Using the measured composition of the alloys and the above assump­
tion, the values given in Table 2 for the plasma frequencies of the alloys 
were obtained. 
Table 2. Parameters used in calculating and 
Concentration "hwp (eV) Tg X lO^^(sec) Corrected x lO^^(sec) 
0.0% 9.20 5.7 5.7 
0.5% 9.25 3.3 3.3 
1.0% 9.29 2.4 2.4 
1.7% 9.36 1.7 1.7 
2.4% 9.41 1.1 1.3 
4.1% 9.58 0.7 0.8 
Next it was assumed that at the lower limit of the energy range being 
investigated, 3.35 eV, was given by Equation 3-1 with = 0. Obviously 
this approximation was rather poor for the more concentrated alloys as 
Figure 7 shows, but using it and the measured values of Eg at 3.35 eV, the 
values of shown in the third column of Table 2 were obtained. Then a 
plot of 1/Tj, versus concentration was made. In the dc case it can be 
shown, as in chapter 9 of Ziman's book (30) for example, that the relaxa­
tion time for scattering by charged impurities is inversely proportional to 
the impurity concentration. Whether such a relation holds at optical fre­
quencies is open to question. At any rate it was found that the points for 
silver (zero concentration) and the three most dilute alloys could be con­
nected by a straight line if allowance was made for errors in the concen­
trations'. Extrapolation of this line to higher concentrations gave new 
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values of for the 2.4% and 4.1% alloys which were higher than those 
calculated from Use of the exact expression for in calculating x^ 
was no help here. Only for the 4.1% alloy did it produce any significant 
change (about 8%) in the calculated x^, and that change decreased x^, which 
put the point for this alloy even further away from the straight line. The 
values that were used in calculating are listed in the fourth column of 
Table 2. The final values of x^ are most likely an underestimate of the 
true values, perhaps by as much as 50%, because we have no way of elimina­
ting the effect of a non-zero value of at 3.35 eV. 
In Figures 15 and 16 are shown the values of and obtained by 
using Equations 3-2 and 3-1 with the values of oip and x^ listed in Table 2. 
Use of a constant value of x^, as opposed to a value that decreased with 
frequency, produced and values that are a bit too high by an amount 
that increases slightly with energy, but are not in serious error as far as 
energy shifts and order of decrease of peak heights are concerned. Figures 
15 and 16 reflect fairly well the behavior of the and Eg curves in Fig­
ures 6 and 7, but now we can see more clearly the changes produced in the 
bound-electron terms in and e^ by alloying. 
Now we will suppose that the peak in e^ and the rapid rise in e^ for 
silver are due to the onset of transitions from the upper d band to the 
Fermi surface and from the occupied conduction band to the unoccupied con­
duction band near L. These transitions will be represented by and 
in the following discussion, and we will further suppose that the 
L^-^Ep transition is the stronger. These assumptions are consistent with 
the band structure of silver and correspond to the suggestion in Reference 
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(15). On this basis, the changes in the and £2 curves indicate that the 
weaker transition moves to lower energies and that the stronger 
transition shifts to higher energies as indium is added to silver. 
The results of optical absorptivity measurements on copper and copper-zinc 
alloys by Biondi and Rayne (22) indicate a similar movement of these tran­
sitions in copper with increasing zinc concentration. Because the contri­
butions to and Eg from both of these transitions overlap considerably, 
only qualitative statements can be made concerning the energy shifts of the 
transitions. 
The decrease in the e^ peaks can be partially accounted for by the 
shift to lower energies of the contribution of the transition cou­
pled with the shift of the contribution to higher energies, but 
because the high energy sides of the peaks appear to decrease in slope, 
part of the decrease in peak height may be attributed to damping of the 
transitions, which means that the interband relaxation time may decrease. 
Equally likely, if not more so, is that what appears to be interband damp­
ing is actually a spreading of the energy range over which transitions can 
occur due to the Fermi surface becoming more diffuse with decreasing con­
duction band relaxation time. Another part of the decrease in peak height 
could be due to a decreasing oscillator strength, which, as Equation 1-30 
shows, could decrease because for the Lg^Ep transition increases, even 
if the momentum matrix element remains constant. The negative shift of the 
Ej peak for the 0.5% alloy with respect to the peak for silver indicates a 
negative shift of the contribution to e^ larger than the positive 
shift of the L ->E contribution (if there really is a positive shift for 
J F 
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this alloy). These two contributions become more separated with increasing 
concentration, and they combine to give a positive shift of the peak. 
Unfortunately our data do not extend to energies high enough to see 
the peak in associated with the transition. The curves do show 
that the onset of this transition probably moves to higher energies. Per­
haps they also indicate a decrease in slope and peak height at higher ener­
gies (the anomalous behavior of and above 4.1 eV for the 1.7% alloy 
is most likely due to some experimental error rather than some feature of 
the alloy), but no statement based on the curves can be made about 
damping of the transition because of the limited amount of data and 
because of overlap of the ^2'"^^! transition. 
If we now turn our attention to the transition, we first notice 
that the onset of this transition shifts to lower energies and by an amount 
greater than 0.5 eV when a concentration of 4.l%~is"reached. In the case 
of the d band to Fermi surface transition, indirect transitions cannot be 
important because of the flatness of the d band and because the Pauli 
principle prevents transitions to conduction band states below the Fermi 
surface. By "not important" is meant that these transitions cannot occur 
at lower energy by means of indirect momentum conservation. Such is not 
the case for the conduction band to conduction band transitions. An indi­
rect transition from the Fermi surface to the conduction band at the inter­
section of the band with the zone boundary (see Figure 17) can occur at an 
energy several tenths of an eV lower than a direct or "vertical" transition 
from the Fermi surface. According to Figure 14, an indirect transition 
from the Fermi level to would occur at an energy 0.35 eV lower than a 
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direct transition from the Fermi level to a point near Lj^. Compared to a 
direct transition from the point to the point such an indirect tran­
sition would occur 0.55 eV lower. Since the rate of occurence of indirect 
transitions is enhanced by the presence of impurities (31), part of the 
large shift of the onset to lower energies of the transition may be 
due to the increase in occurence of these "nonvertical" transitions. How­
ever, using Ziman's (31) approximate equation for the ratio of the number 
of indirect to direct transitions, the direct transitions are estimated to 
be 100 times more numerous for the 4.1% alloy and even more than that for 
the weaker alloys. There will be further broadening of the structure 
associated with these transitions because of the decrease ^ n A reduc­
tion in T^, as we mentioned before, can make the Fermi surface more dif­
fuse, but in this case it can also cause lifetime-broadening of transitions 
originating from conduction states below the Fermi surface. 
Since the L ,->-L and L^-vE transitions are most widely separated in 
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the 2.4% and 4.1% alloys, any discussion of the shift of the onset of the 
transition must be based on the curves for these two alloys. If the 
curves in Figures 15 and 16 were taken at face value, we would conclude 
that Figure 15 indicates an onset considerably lower than 3.35 eV and Fig­
ure 16 indicates an onset near 3.3 eV. However, we cannot take the curves 
for the 2.4% and 4.1% alloys at face value at low energies. For these 
alloys the conduction band relaxation times are small enough to produce 
significant errors in the low energy values of and if the t^'s are 
not chosen properly, particularly in the and values for the 4.1% 
alloy. Because of the 1/w^ dependence of and the l/w^ dependence of the 
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Tg-dependent term in e^, the higher energy values of and not 
seriously affected. Recall that the procedure used for estimating was 
such that the results obtained were very likely underestimates of the true 
values, with the amount of error being considerably greater at 4.1% than at 
0.5% indium. For example, if for the 0.5% alloy were increased by about 
3% and a straight line were drawn through the points for silver and the 
0.5% alloy on a plot of 1/t^ versus concentration, then extrapolation of 
this line would give an increase of for the 2.4% alloy of about 14% and 
of about 20% for the 4.1% alloy. If we check the effects of such an in­
crease in Tg on the values of and we find that, at 3.35 eV, and 
Eg are increased by about 0.05 and 0.17 respectively for the 2.4% alloy and 
by about 0.17 and 0.39 respectively for the 4.1% alloy. These increases 
are reduced by about 70% for and about 50% for at 4.27 eV. Also, the 
shape of the e^ curve for the 2.4% alloy and in particular the curve for 
the 4.1% alloy (notice that the slope is negative at the lowest energy) 
indicates that transitions are occurring at energies well below 3.3 eV 
whereas, the curves indicate that these transitions cease at energies a 
little below 3.3 eV. Since the e^ curves are less affected by our choice 
of than the Eg curves, we conclude that the curves are top low. An 
increase in e^ and e^ for the 4.1% alloy by the amount resulting from a 20% 
increase in would result in an curve much more consistent with the 
implications of the resulting e^ curve. 
Here we have used the more accurately determined curve to help 
determine possible changes to be made in the less accurately determined e^ 
curve. We do this because Ej and are related by Kramers-Kronig 
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relations. Because of the form of the relations (1), a peak in occurs 
where is increasing most rapidly. The curves in Figures 15 and 16 are 
consistent with this relation. Therefore, since for the 4.1% alloy 
indicates a peak near 3.3 eV and since the curve varies smoothly we believe 
that Eg should not go to zero for some distance past 3.3 eV. Also, since 
must rise from zero somewhere between our lowest energy and zero energy, 
the Kramers-Kronig relations tell us there will be a peak in associated 
with this rise. In other words the peak in e^ that we said is probably 
near 3.3 eV (which we can not see because of our limited energy range) 
should exist. On the basis of this discussion we feel justified in sug­
gesting that the transition increases slightly in strength, and that 
the onset of this transition is nearer 3.2 eV than 3.3 eV. 
For several reasons we believe that the negative shift of the 
transition is much larger than the positive shift of the transition. 
The reasons are based mainly on a study of the and Eg curves for the 
4.1% alloy and on the preceding discussion. In silver we estimate the 
onset of the transition to occur at an energy greater than 3.8 eV. 
In making this estimate we considered Eg and neglected the small amount of 
tailing below 3.8 eV. In the preceding discussion we argued that a more 
accurate estimate of would raise the curve for the 4.1% alloy signif­
icantly at lower energies. A crude extrapolation of the raised e^ curve to 
energies outside our range and neglect of any tailing would indicate an 
energy of onset near 3.2 eV. We further argued that there should be a low 
energy peak in e^, and the shape of the e^ curve at low energies indicates 
such a peak would occur at an energy of 3.3 eV or less. This peak would be 
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roughly associated with the onset of transitions. We mentioned before that 
indirect transitions could cause a large apparent decrease in the onset 
energy, but because our alloy concentration is low and because the energy 
gap for these transitions is relatively high, the indirect transition rate 
is small compared to the direct transition rate. All of this discussion 
points to a shift of the onset of the transition to lower energy by 
an amount of 0.5 eV or more at 4.1% indium. A shift of the transi­
tion by this amount is consistent with the shape of the curve for the 
4.1% alloy at higher energies also. The relatively flat region between 
3.75 eV and 3.95 eV can easily be pictured as a region where an increasing 
contribution of the transition barely cancels a decreasing contribu­
tion of the L ,->L, transition. This picture has the bulk of the L ,->L 
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structure centered near 3.75 eV in the 4.1% alloy, whereas in silver it was 
centered around an energy of 4.15 eV or greater. Because of broadening 
effects the shift of the bulk of the structure associated with the 
transition would not be as large as the shift of the onset energy. 
We can make no reasonable estimate of the shift in the transi­
tion. Ehrenreich and Philipp (5) obtain a peak in for silver near 4.3 
eV and our curve for silver is consistent with a peak near this energy. 
Such, a peak occurs at the energy where interband absorption is the strong­
est. Notice that for the 2.4% and 4.1% alloys show no tendency to peak 
near 4.3 eV. Because of broadening effects the peak will probably not be 
as sharp for the alloys as it is for silver, therefore the slope of the 
curve near 4.3 eV for the 4.1% alloy suggests a shift of more than 0.1 eV 
for the peak. This does not necessarily near that there is a similar shift 
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in the onset energy; because of broadening effects, the shift of the onset 
should be less than the peak shift. 
Since it appears that most of the changes in the curves at higher 
energies can be attributed to a relatively large shift of the con­
tribution plus a comparatively smaller shift of the contribution, we 
take this as evidence for a small increase in the energy gap compared 
to the 0.5 eV or more decrease in the energy gap. 
The data and the preceding discussion are consistent with a descrip­
tion of the alloying process in silver similar to the one implied by the 
results of the band structure calculation of copper-zinc alloys by Amar 
e^ cd. (32), if it is assumed that the d bands are unaffected by alloying. 
With the addition of a small amount of indium, there is a negative shift of 
both the lower and upper conduction bands, but because the Fermi surface 
swells due to the addition of extra electrons there is essentially no 
change in the Fermi energy or the energy of the transition. As more j r 
indium is added the conduction bands continue to shift to lower energies, 
but the swelling of the Fermi surface more than compensates for the shift 
of the lower conduction band and causes the Fermi level and the Lv+E tran-J r 
sition to move to a slightly higher energy. A greater negative shift of 
the upper conduction band compared to that of the lower conduction band 
explains why the transition moves to lower energy. The tran­
sition would be expected to increase in strength because the number of 
occupied states near L^, increases as electrons are added to the conduction 
band. However, because the joint density of states for this transition 
decreases away from the zone boundary, there may not be a large increase in 
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the strength of the transition. 
One can almost interpret the experimental data in terms of the rigid 
band model. In the rigid band model the gap would not decrease; in 
which case, the low energy interband transitions could be attributed to 
indirect transitions from the lower conduction band to the upper conduction 
band at L^,, contrary to our rough estimate of the strength of these tran­
sitions. The lowest energy indirect transition (corresponding to the on­
set) would be from the Fermi surface to L^. Previously we argued that the 
onset of interband transitions was probably in the neighborhood of 3.2 eV 
for the 4.1% alloy, which is about 0.6 eV below the onset in silver. Also 
we estimated the energy difference between a direct and indirect transition 
from the Fermi surface to to be 0.35 eV for silver. This would give a 
positive shift of the Fermi level of 0.25 eV relative to the lower conduc­
tion band if we let indirect transitions account for the low energy inter­
band absorption in the 4.1% alloy. 
A calculation of the shift of the Fermi level from its value at one 
electron/atom to its value at 1.08 electrons/atom in silver was made ac­
cording to the prescription of Ziman (33). The result was a shift of 0.3 
eV, which is in good agreement with the rough experimental value above. 
However, there is one detail in the experimental results needed to validate 
the above results that seems to be missing. There does not seem to be any 
evidence of direct L ->-L transitions that correspond to the indirect tran-
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sitions at lower energies. The direct transitions would not shift accord­
ing to the rigid band theory, and they should be at least as strong as the 
indirect transitions. Therefore, their effects should have been uncovered 
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by the shift of the transition in the 4.1% alloy. Since and 
curves for the 4.1% alloy near 4 eV show no features that can be attributed 
to direct transitions, we conclude that the rigid band model is not 
suitable for an interpretation of the experimental results. 
Plasma oscillations 
Recall that when we earlier mentioned the plasma resonance in silver 
at about 3.8 eV, it was called a hybrid resonance because its occurrence at 
such a low energy is due to a combination of free-electron and bound-elec­
tron effects. Witfliout the bound-electron contribution to the dielectric 
constant, the ELF would exhibit a strong peak at about 9.2 eV. Although 
for silver becomes very small at energies a little above 3 eV, does not 
become zero until w = Wp = 9.2 eV/fi. However, the contribution of to 
E^, particularly the sharp increase in due to incipient interband tran­
sitions, causes to vanish near 3.8 eV, which is an energy where both 
and £2 are small. This results in a sharp narrow peak in the ELF indica­
tive of the existence of fairly well defined plasma oscillations. 
As Ehrenreich and Philipp (5) point out, the resonance may also be 
described as that due to conduction electrons screened by a frequency-
dependent dielectric constant. This can be seen directly from the condi­
tion for a plasma resonance, e(a)) = 0, and Equations 3-1 and 3-2 when is 
neglected; 
e(w) = (1 + eb(w))(l - w2/w2) = 0 , (3-3) 
r 
where 
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Gp = 0)2/(1 + G^(Wp)) (3-4) 
is the square of the screened conduction band plasma frequency. In this 
case the plasma frequency is essentially real because the oscillations 
occur where = e^. 
When E2<<1, a well defined plasma resonance occurs (the ELF exhibits a 
sharp peak) where E^(w) = 0, and Equation 1-37 might be used to represent 
the ELF. A study of this equation shows that the height of the ELF is 
l/e_(a) )and the half-width is given by 2e„((o )/(de,/da)),, . Besides deter-2 p / r i Wp 
mining the peak height, we see that the value of the imaginary part of the 
dielectric constant also affects the width of the peak. We also see that 
the slope of the EJ^ curve, when it crosses the axis, affects the width of 
the ELF. 
One noticeable feature of the ELF curves in Figure 8 is the decrease 
in peak height and increase in half-width with concentration. These 
effects may be attributed mostly to the decrease in x^,, the shift to a 
lower energy of the Lgi-^L^ transition, and effects which broaden the struc­
ture in Eg associated with the L^^Ep transition. All of these increase the 
value of Eg at the plasma energy. This means that the plasma oscillations 
are damped by intraband and interband transitions excited by the decay of 
plasmons. As we mentioned above, the slope of near = 0 also affects 
the width of the ELF; a decrease in slope produces an increase in width. 
This is another way in which the shift of the Lgi^L^ transition to lower 
energy affects the ELF curves, because this shift along with the decrease 
in'the Lg^Ep contribution causes the slope of the E^ curves for the alloys 
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to decrease with concentration. Because of damping effects that grow 
stronger with concentration, plasma oscillations with energy near 4 eV 
cease to be well-defined excitations of silver-indium alloys when a con­
centration of 4.1% indium is reached. 
Another noteworthy feature of the ELF curves is revealed when the 
energy locations of the peaks are compared with the energies of the zeros 
of the corresponding curves. Although the peak energy is just slightly 
less than the = 0 energy for silver, this difference becomes larger as 
the amount of indium increases (notice that the curve for the 4.1% 
alloy does not even reach zero in our energy range). There is actually no 
problem here because the correlation between the plasma energy and the zero 
of G2 involves the tacit assumption that is very small. In the case of 
the alloys this assumption is not valid. We can see the effect of £2 if we 
consider a frequency range near the zero of and expand and Eg about 
this frequency, WQ. If we write 
then the frequency of the maximum of the ELF is that at which the function 
(3-5) 
/wo 
(3-6) 
F = 
- wo)2 
+ SgCw - oJq) + Eg^Wq) (3-7) 
egx^o) + sgfw - coQ) 
is at a minimum. After a little algebra we arrive at the result, 
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where and Sg are now derivatives with respect to energy. This result 
shows that if and S2 are positive, as they are in our case, we can ex­
pect the ELF to peak before reaches zero. Equation 3-8 serves to ex­
plain, for example, why the ELF for the 0.5% alloy peaks at a lower energy 
than that for silver. Inspection of the and curves indicates that 
for both metals the values of oJq and the values of the term in square 
brackets are nearly the same, but because for the 0.5% alloy is 
considerably larger than the corresponding value for silver, the 0.5% alloy 
ELF peaks at a lower energy. 
Low temperature effects 
Before entering into a discussion of the liquid helium temperature 
results, we wish to draw attention to the anomalous behavior of the real 
part of the index of refraction (Figure 9) above 4 eV for the 0.5% and 1.0% 
alloys and above 4.1 eV for the 1.7% alloy as well as that of the imaginary 
part of the index of refraction below about 3.5 eV for the 1.7% alloy. 
This behavior is believed to be due to experimental inaccuracies and to an 
inherent defect in the reflectance-transmittance method of obtaining n and 
k when n and k have certain values. As a result the E^ and e^ values for 
the alloys and energy ranges mentioned above are not to be trusted. 
We will not consider effects due to a volume change for two reasons: 
(a) the volume change will be small and (b) because the films are con­
strained by the quartz substrate, which has an essentially zero expansion 
_1 
S, 
1 
sf + S2 
(3-8) 
; 
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coefficient compared to that of silver, the film can contract in only one 
direction. This means that the films become strained as they are cooled. 
We have no way of estimating the effects of this strain on the optical 
properties of the films. 
Fortunately, there are still enough reliable data to form a reasonable 
picture of the effect of cooling to liquid helium temperatures. Consider­
ing the case of silver first, a close comparison of the room temperature 
and low temperature results for below, say, 3.9 eV shows that the curves 
are nearly parallel with the low temperature curve shifted to higher energy 
by roughly 0.02 eV. Since is large in the case of silver and does not 
contribute to , this shift can be interpreted as a shift in the onset of 
interband transitions, or as a sharpening up of the structure in associ­
ated with the interband transitions (due to a decrease in damping and/or 
sharpening of the Fermi surface), or perhaps a combination of the two. The 
peak of the low temperature curve is shifted to slightly higher energy, but 
the magnitude is greater too; therefore it seems that it is a combination 
of effects. The E2 curves for silver also show a sharpening of structure 
and a shift in onset energy. Since the thermal spread in energy at the 
Fermi surface (on the order of 0.03 eV) is reduced by more than two orders 
of magnitude at liquid helium temperatures, one would expect the onset of 
transitions to the Fermi surface to be more sudden and shifted to slightly 
higher energy at 4.2°K. The value of Tg at 3.35 eV obtained from Equation 
3-1 by neglect of is about 40% greater than the room temperature value. 
This means that there is considerable non-thermal scattering in films of 
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pure silver. 
A comparison of the low temperature curve for the 0.5% alloy with 
its room temperature counterpart shows that they coincide up to an energy 
of about 3.85 eV, where they gradually start separating, the low tempera­
ture curve definitely heading toward higher values. Similar behavior is 
exhibited by the curves for the 1.0% alloy with the separation occurring at 
a lower energy. Because of the anomalous behavior of the low temperature 
result, a comparison of the curves for the 1.7% alloy below about 3.5 eV 
has no value, but at higher energy we can see that the low temperature 
result does have a higher peak. For the 2.4% alloy the curves are close to 
each other at the lowest energies, but the low temperature result is on 
top. They gradually increase in separation with increasing energy. The 
corresponding curves for the 4.1% alloy are separated by a nearly constant 
amount at all energies with the low temperature result being on top. 
The differences just pointed out between room temperature results and 
low temperature results must be due to changes in the bound-electron con­
tribution to , because changes in the free-electron contribution, e^, 
reflect changes in t^. Even at room temperature is too large to give 
but a very small contribution to for the three most dilute alloys. For 
the 2.4% and 4.1% alloys is small enough to give a significant contri­
bution to but for these alloys should be nearly temperature-inde­
pendent. As with silver the changes in indicate a sharpening of the 
structure in caused by a reduction in fuzgyness of the Fermi surface and 
perhaps in part by an increase in the interband relaxation time. 
The differences between the low temperature and room temperature 
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curves reflect the same effects of cooling as the curves. Because the 
free-electron contribution is greater for than for one might expect 
to see effects directly related to an increase in t^. However, because 
impurity scattering should not depend on temperature, one should not expect 
Tg for the alloys to change very much with temperature. If we calculate 
with Equation 3-1 by neglecting we did before, we find that at low 
temperatures is about 50% larger than it is at room temperatures for each 
of the alloys. A close comparison of the low temperature curves with 
their room temperature counterparts shows that most of this rather large 
apparent increase in is due to a reduction in tailing of the interband 
absorption. In other words, the sharpening of structure in reduces the 
contribution of Eg to Gg at low energies, but since we had neglected in 
our calculation, this reduction of e^ gives an apparent large increase in 
•^c* 
A study of the low temperature ELF curves reveals that peaks are high­
er for silver and the two most dilute alloys, and that the silver and 0.5% 
alloy peaks shift to higher energies, while the peaks for the three more 
concentrated alloys shift to lower energies; the 1.0% alloy peak does not 
move. Table 3 gives the energies at which is zero and the energies 
where ELF peaks occur for silver and each of the alloys. 
Changes produced by cooling in ELF curves are easily explained in 
terms of changes in E^ and Eg, which reflect, primarily, changes in inter­
band absorption. For instance, the silver peak shifts to higher energy 
because the interband contribution to shifts and causes E^ to be zero at 
a higher energy. A reduction in both e^ and Eg at the plasma energy means 
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Table 3. Energy values at which is zero and at which the maximum of the 
ELF occurs (energy in units of eV) 
Room temperature Liquid helium temperature 
Concentration = 0 ELP^^^ = 0 EL^max 
0.0% 3.78 3.77 3.80 3.80 
0.5% 3.79 3.76 3.79 3.78 
1.0% 3.84 3.78 3.82 3.78 
1.7% 3.91 3.84 3.87 3.80 
2.4% 4.05 3.96 3.99 3.90 
4.1% ? 4.05 4.13 4.03 
that there is less damping of the plasma oscillations so the maximum value 
of the ELF is larger. The explanation of the 0.5% alloy's behavior is the 
same as that for silver. As the concentration increases, the shift in the 
L^i^L^ transition becomes more pronounced; and since going to low tempera­
tures enhances the contribution of this transition to , as well as that 
of the L^-^Ep transition, goes to zero at lower energies. Therefore, the 
plasma frequency is reduced. Since is also reduced near the plasma 
energy of the 1.0% alloy, it does not shift the peak in the ELF from the 
zero of as much as it does at room temperature, hence there is no net 
change in the energy location of the ELF peak. For the remaining alloys 
there is a shift to lower energy of the zero of as well as an increase 
in £2 near the plasma energy; both of these tend to shift the ELF peak to a 
lower energy. 
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SUMMARY 
In previous chapters we have: discussed, in somewhat general terms, 
the relation of the optical constants -of a metal to its electronic struc­
ture, described the experimental procedures we used in measuring the 
optical constants of silver and some dilute silver-indium alloys, displayed 
the experimental results in plots of optical constants versus photon 
energy, and discussed the experimental results in terms of changes in the 
electronic structure of silver caused by alloying with indium. In this 
chapter we will briefly redescribe the experiments, summarize the discus­
sion of the experimental results, and make some suggestions about possible 
future work on silver-indium alloys using the experimental procedures 
described in this work. 
In this research the optical constants of silver and five dilute 
silver-indium alloys were determined from reflectance and transmittance 
measurements in the spectral range between 3.35 and 4.28 eV on vacuum 
evaporated films. The complex index of refraction, from which the complex 
dielectric constant and the energy loss function are calculated, was deter­
mined by a computer program which chose the value of the index so as to 
make the calculated values and the experimental values of the reflectance 
and transmittance agree. In order to minimize the amount of gas trapped in 
the film, no films were evaporated until the pressure in the vacuum system 
dropped to less than 2 x 10~® torr. The indium concentrations of the films 
were determined by x-ray diffraction techniques. The thicknesses of the 
films, measured with a multiple-beam interferometer, ranged between 1000 
and 1600 A. 
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The interpretation of the experimental results was facilitated by the 
assumption that the onset of interband absorption in pure silver is due not 
only to the excitation of interband transitions from the d band near to 
the Fermi surface near Lg,, but to some extent to the excitation of inter­
band transitions from the conduction band near to the next higher 
conduction band near The data were interpreted to show a shift of the 
transitions to lower energy and a shift of the transitions to 
higher energy with increasing indium concentration. Only minor effects 
were attributed to indirect transitions. Because the contributions of 
these transitions to and eg overlapped considerably at all alloy concen­
trations studied, and because of broadening effects, no quantitative esti­
mates of the shifts were made. Rough estimates of 0.15 to 0.20 eV for the 
transitions and greater than 0.5 eV for the transitions were 
mentioned. These estimates were based on a study of the and curves 
obtained by a semi-quantitative calculation of free-electron contributions 
to and and subtraction of those contributions from the experimental 
values of and Eg. Further study of the curves indicated a rather 
marked decrease in the contribution of the transitions to with 
increasing indium content. This was taken as evidence for an increase in 
broadening effects (such as an increase in interband damping and a smearing 
of the Fermi surface) and for a possible decrease in oscillator strength 
for the transitions. There were indications that a more accurate 
calculation of and would show that the transitions exhibit a 
tendency to increase in strength with increasing concentration. Because 
the evidence for the shift of transitions was so strong we had to 
conclude that the rigid band model, in which the gap would not 
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change, could not be used for an interpretation of the optical properties 
of silver-indium alloys. 
A study of the energy loss function (ELF) of the alloys showed that 
the relatively undamped plasma resonance in silver near 3.8 eV is strongly 
damped as indium is added. The increase in damping was attributed to an 
increase in strength of both intraband and interband transitions at the 
energy of the plasma oscillations. There was no correlation between the 
energy locations of the peaks of the ELF and the increase in conduction-
electron density. However, it was demonstrated that the changes in the 
locations of the peaks could be accounted for by the changes in and Eg» 
The liquid helium temperature data indicated some sharpening of 
structure in and Eg due to interband transitions and a slight ^tiift to 
higher energies of these transitions. Cooling effects were most noticeable 
in silver and in the most dilute alloy and for these two there was an 
unmistakable increase in t^. The sharpening of structure and the slight 
energy shift of the transitions were attributed to the reduction in the 
thermal spread in energy of the Fermi surface. 
Obviously there is more useful work on dilute silver-indium alloys 
remaining to be done. Somewhat more concentrated alloys could be studied 
and the energy range of the present work could be extended. Both of these 
extensions of the present work would require the use of thinner films, if 
the reflectance-transmittance method were used, in order to obtain a 
measurable transmittance. Results obtained from films much thinner than 
1000 A require careful consideration because, unfortunately, the properties 
observed are often those characteristic of the film itself and not of the 
bulk material from-which it was produced. Because free-electron absorption 
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is very strong at lower energies, transmittance measurements could probably 
not be made much below 3 eV. At any rate, extension of the present energy 
range would enable one to see the variations in the Eg peak height and 
energy, which would perhaps allow a better estimate of the shift of the 
L^E transitions and give a more complete picture of the apparent decrease 3 F 
in strength of these transitions. By going to lower energies better 
estimates of could be made, and the changes in and due to the 
shift of the transitions could be seen more clearly. In more 
concentrated alloys, the overlapping of the L„^E with the L ,-»-L transi-j r z 1 
tiens might not be so great, in which case shifts in the onset energies and 
changes in the strengths of the transitions could be better estimated. 
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appendix a 
The problem of determining the intensity of light reflected and trans­
mitted at a boundary separating two media is dealt with by applying bound­
ary conditions to solutions of Maxwell's equations. If the boundary is 
considered to be a sharp discontinuity separating regions of differing 
optical properties, the boundary conditions require that the tangential 
components of the electric and magnetic vectors be continuous at the bound­
ary. The results of such an analysis are the familiar expressions for the 
Fresnel coefficients of reflection and transmission (34) which give the 
ratios of the amplitudes of the reflected and transmitted beams to that of 
the incident beam. 
In the following an alternate definition of n. n = n - ik, will be 
used so that many of Heavens's (34) results may be used without having to 
worry about signs. If monochromatic light, traveling in a medium of re­
fractive index n^, strikes the boundary of an absorbing medium of refrac­
tive index n at normal incicence, the Fresnel reflection and transmission 
coefficients are given by 
r 
n - n 
o (A-1) 
t (A-2) 
For propagation in the opposite direction, from n to n^, we have 
(A-3) 
(A-4) 
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When a beam of_light is incident on a thin film, it is divided into 
reflected and transmitted parts. Such a division occurs each time the beam 
strikes an interface so that the reflected and transmitted beams are 
ments. We now consider the case of a parallel beam of light of unit ampli­
tude and wavelength A incident normally on a parallel-sided, homogeneous, 
one side by a medium of index n^ and on the other side by a medium of index 
n^. This situation is depicted in Figure 18, where, for the sake of clar­
ity, the beam is at non-normal incidence. In Figure 18 we have also writ­
ten the amplitudes of the successively reflected and transmitted beams in 
terms of the Fresnel coefficients given by Equations A-1 to A-4. 
Using the relation r^ = - r^ the amplitudes of the successive beams 
reflected into medium n^ are given by r^, .... 
2 2 
and the transmitted amplitudes by t^tg, -t^tgi^rg, The 
phase change of the beam on traversing the film is 6 = Znn^d/X. Therefore 
the total reflected amplitude is given by 
obtained by summing the multiply-reflected and multiply-transmitted ele-
isotropic film of thickness d and refractive index n^ = n^ - ik^ bound on 
= ?! + ^^^(1 - r^rge'zig + ) 
^1 JL -r L , j: _e 
(A-5) 
1 2 
From Equations A-1, A-2, and A-4 we have 
(A-6) 
so Equation A-5 becomes 
Figure 18. Amplitudes of the reflected and transmitted beams 
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r + r 
Similarly, the total transmitted amplitude is given by 
' t = •  
It must be remembered that these expressions give the amplitudes of the 
waves in the bounding media. The energies of the corresponding beams are 
given by 
^o = , (A-9) 
Eg = n^T^T^Cc/Air) . (A-10) 
In order to get the reflectance and transmittance of the film we must 
divide by the energy of the incident beam which gives 
rj, - vt • (a-ll) 
Now we will consider a case similar to the one above, but we will 
limit medium HQ by placing a boundary at some distance from the film much 
greater than the film thickness and the wavelength of the light. On the 
other side of the new boundary will be a medium of refractive index ng. 
These changes produce a system which represents the experimental situation 
in this work. We have a film deposited on a substrate with the light 
incident on the substrate side of the film. Because the substrate is very 
thick, we do not have to worry about interference between multiply-reflect­
ed elements in the substrate. This means that an intensity summation may 
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be used to obtain the reflectance and transmittance of the substrate-film 
system. The summation procedure is similar to the above case with the 
exception that reflectances and transmittances are used instead of Fresnel 
coefficients and there is no phase angle involved. The new system is 
pictured in Figure 19 where again for clarity the beam is at non-normal 
incidence. 
The symbols R^g* T^^, T^^, and T^ have the following mean­
ings: 
RgQ is reflectance in medium n^ at ng - n^ boundary 
Rq2 is reflectance in medium n^ at n^ - n^ boundary 
TgQ is transmittance into medium n^ from medium n^ 
Tq2 is transmittance into medium n^ from medium n^ 
Rp is reflectance in medium n^ at n^ - film boundary 
Tp is transmittance into medium n^ from n^ through the film. 
Summation of the multiply-reflected intensities gives the total 
reflectance of the two layer system, 
R ' *20 + + ^02^^02" + Vo2 + + ' ' ' '' 
This may be simplified to give 
(A-14) 
^ ^20 ^20^02*^ 
' - V02 
Now Rp is given by Equation A-11. R^^ and R^^ are given by the same equa­
tion with R^ replaced by the simple Fresnel coefficients. Similarly T^^ 
and Tq2 are given by an equation like A-12 but with Tp replaced by the 
corresponding Fresnel transmission coefficients. If medium n^ is air, we 
have 
yt ^0^20 
0'20 
d 
Figure 19. Intensities of the reflected and transmitted beams of the substrate-film system t iti  
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n - 1 
= R o 
02 
'
 
3 o +
 
1 
T = T 
20 02 
4n^ 
(1 + n^)' 
(A-15) 
(A-16) 
A similar summation of the transmitted intensities gives the total trans-
mittance of the two layer system, 
T, 
T = T, 20 
^ ~ ^02^f 
(A-17) 
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APPENDIX B 
Equations A-14 and A-17 for the reflectance and transraittance of a 
film-substrate system cannot be inverted to obtain equations for n and k in 
terms of R and T. Because of this, one has to use what amounts to a trial 
and error method in which trial values of n and k (along with the film 
thickness, substrate refractive index, and wavelength) are inserted in 
Equations A-14 and A-17 and the resulting R and T values compared to the 
experimental results at that wavelength. If the calculated and measured 
values of R and T agree, then n and k have been determined; if they do not 
agree, n and k are changed in some systematic fashion, and R and T re­
calculated until agreement is attained. Because of the time required to 
calculate R and T using Equations A-14 and A-17, the reflectance-transmit-
tance method is not practical unless an electronic computer is available. 
The computer program used in this work was very simple. At a particu­
lar wavelength, n and k were determined by first changing the trial value 
of n by increments of 0.05 until the difference between the calculated 
value of reflectance (Rg) and measured value (R^) was a minimum. Using the 
value of n that gave a minimum for [R^ - R^|, a minimum in IT^ - T^l (Tg 
and Tjjj refer to calculated and measured transmittance respectively) was 
found by changing k from its initial value by 0.05 increments. The result­
ing value of k plus the previously obtained value of n constituted a new 
set of trial values, and the above calculations were repeated to obtain 
still another set of values for n and k. This completed two cycles of the 
iteration program. Six more cycles followed; two in which n and k were 
changed in increments of 0.01, two in increments of 0.005, and two in 
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increments of 0.0005. After completion of eight cycles, the differences 
between calculated and measured values of R and T were much less than 1% of 
the measured values. The choice of using n with reflectance and k with 
transmittance was influenced by the exponential k-dependence of the trans-
mittance (see Equation A-17). 
In order to see the effects of variations in and on the derived 
values of n and k, that is, in order to see how errors in and affect 
the n and k values derived from them we now consider the results tabulated 
in Table 4. 
Table 4. Variations in R and T resulting from 10% changes in n and k 
Energy 
(eV) n k R A%k T 
3.425 0. 086 1.558 0.8910 -0. oil 0.015 0. 0049 -0. 010 -0. 692 
3.543 0. 094 1.309 0.8567 -0. 014 0.019 0. 0117 -0. 013 -0. 568 
3.669 0. 127 0.947 0.7553 -0. 022 0.027 0. 0411 -0. 021 -0. 359 
3.804 0. 568 0.336 0.2941 -0. 127 -0.006 0. 1954 0. 007 -0. 112 
3.949 1. 253 0.454 0.0669 -0. 216 0.061 0. 1120 -0. 020 -0. 218 
4.026 1. 433 0.667 0.0792 -0. 071 0.120 0. 0382 -0. 039 -0. 314 
4.106 1. 572 0.914 0.1137 -0. 028 0.127 0. 0104 -0. 053 -0. 445 
4.218 1. 565 1.146 0.1533 -0. 050 0.132 0. 0029 -0. 062 -0. 583 
3.425 0. 155 1.520 0.8118 -0. 020 0.024 0. 0054 -0. 019 -0. 663 
3.543 0. 216 1.269 0.7098 -0. 032 0.033 0. 0118 -0. 028 -0. 531 
3.669 0. 384 0.961 0.4930 -0. 063 07041 0. 0276 -0. 042 -0. 368 
3.804 0. 777 0.708 0.2167 -0. 144 0.052 0.0473 -0. 034 -0. 283 
3.949 1. 197 0.717 0.1078 -0. 159 0.106 0. 0346 -0. 037 -0. 324 
4.106 1. 407 0.961 0.1291 -0. 078 0.134 0. 0088 -0. 053 -0. 467 
4.218 1. 478 1.142 0.1577 -0. 065 0.135 0. 0031 -0. 060 -0. 580 
3.425 0. 648 1.769 0.5092 -0. 060 0.077 0. 0012 -0. 050 -0. 763 
3.543 0. 715 1.689 0.4607 -0. 068 0.084 0. 0012 -0. 054 -0. 752 
3.669 0. 765 1.608 0.4202 -0. 074 0.090 0. 0013 -0. 057 -0. 719 
3.804 0. 811 1.506 0.3778 -0. 081 0.096 0. 0015 -0. 059 -0. 698 
3.949 0. 886 1.359 0.3153 -0. 094 0.103 0. 0022 -0. 060 -0. 641 
4.106 1. 081 1.235 0.2322 -0. 104 0.121 0. 0027 -0. 060 -0. 600 
4.218 1. 230 1.268 0.2111 -0. 094 0.131 0. 0018 -0. 062 -0. 642 
Alloy 
0.0% 
0.5% 
4.2% 
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The n and k values in Table 4 are those used in producing the plots in 
Figures 3, 4, and 5. A film thickness of 1200 A was assumed in order to 
make the reflectance and transmittance calculations. The column headings 
have the following meanings: 
R = R(n,k) 
T = T(n,k) 
AR^ = [R(n + 0.05n,k) - R(n - 0.05n,k)]/R(n,k) 
ATn = [T(n + 0.05n,k) - R(n - 0.05n,k)]/T(n,k) 
AR^ = [R(n,k + 0.05k) - R(n,k - 0.05k)]/R(n,k) 
AT^ = [T(n,k + 0.05k) - T(n,k - 0.05k)]/T(n,k) . 
If we use the ratio of the change in n to the fractional change in R 
to measure the sensitivity of the derived value of n to errors in R and use 
the ratio of the change in k to the fractional change in T to measure the 
sensitivity of the derived value of k to errors in T, the smaller the ra­
tio, the less small errors in R and T will affect the derived n and k 
values. If the ratio is unity, then a fractional variation in R or T 
produces an absolute variation of the same magnitude in n or k. On this 
basis, the values in Table 4 show that k is little affected by small 
errors in T at any energy (the ratios are 0.3 or less) and for any alloy 
concentration. Such is not the case with the reflectance and n. At ener­
gies of 4.026 eV and greater, the ratio is about 2 or greater for silver. 
For the 0.5% alloy, large uncertainties in n for small errors in R are 
possible at energies above 4.106 eV. Comparing the 4.1% alloy results with 
those of silver and the 0.5% alloy, we see that the region in which the 
ratio is greater than unity shifts to higher energies with increasing 
concentration. 
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The source of the difficulty at higher energies with silver and to a 
lesser extent with alloys is the fact that in this energy range k = 1, 
which means that the reflectance is determined mainly by 
iJ(n^-n)^k^J 
r = rp = • (b-i) 
(% + n) + k^ 
This result is obtained by neglecting the exponential in Equation A-7. For 
k = 1 the exponential is 
-2i6 -i4nnd/A -4nd/X _ -i4mnd/X -4 , 
e = e e = e e , (B-2) 
for X/d = 1/3 as it is in our case. 
Now if we treat R as a function of n only, we find that dR/dn = 0 when 
2 2 2 
n - k = HQ. This means that there is a range of n and k values for which 
a small uncertainty in R produces a large uncertainty in n. For our case 
2 2 
n^ = 1.5 (fused quartz) which gives n - k =2.25. The results in Table 4 
2 2 for silver give n - k - 1.6 for the region where dR/dn is small. Presum­
ably this discrepancy is due to terms neglected in arriving at Equation 
B-1. For the 0.5% alloy the region of large uncertainty is given by 
2 2 
n - k - 1. A thorough study of the reflectance-transmittance method 
with respect to possible errors in the derived n and k values due to 
experimental errors in the reflectance and transmittance is given in Refer­
ence (35). 

