Abstract Current experimental methods used to determine pore size distributions (PSD) of porous media present several drawbacks such as toxicity of the employed fluids (e.g., mercury porosimetry). The theoretical basis of a new method to obtain the PSD by injecting yield stress fluids through porous media and measuring the flow rate Q at several pressure gradients ∇ P was proposed in the literature. On the basis of these theoretical considerations, an intuitive approach to obtain PSD from Q(∇ P) is presented in this work. It relies on considering the extra increment of Q when ∇ P is increased, as a consequence of the pores of smaller radius newly incorporated to the flow. This procedure is first tested and validated on numerically generated experiments. Then, it is applied to exploit data coming from laboratory experiments and the obtained PSD show good agreement with the PSD deduced from mercury porosimetry.
Introduction
Porous media are inherent in many industrial applications such as oil recovery, soil remediation, CO 2 underground storage, and geothermal energy storage. Due to their internal structure and their high surface to volume ratio inducing high performance in heat and mass transfer processes, they are used in numerous industrial processes namely those in fuel cells, paper pulp drying, filtration, etc. Therefore, continuously growing research efforts are devoted to study porous media structure and especially the flow of Newtonian fluids as well as complex fluids therein. The structure of the porous space is complex with tortuous and interconnected pathways (Sun et al. 2013) , and the use of global porosity (porous volume/total volume ratio) and permeability K of porous media does not provide any information about local dimension and shape of the void space. Even if pore space is continuous, pores structure is often discretized as a succession of connected pore bodies and pore throats. However, a simple and widely used representation of pore space consists in a bundle of straight parallel capillaries with various sizes following a particular distribution, where a given pore radius r is weighted by a probability factor p(r ). The shape of the pore size distribution (PSD) is determined by the geological history and composition of the material. Moreover, the PSD is linked to quantities such as capillary pressure, hydraulic conductivity, and solute dispersion (Nimmo 2004) . Determination of the PSD is thus a routine task executed by means of several experimental methods.
Among these methods, stereology is a time consuming method which consists in deducing pore characteristics from imaging thin porous medium slices (Riche et al. 2012; Okabe and Blunt 2005; Galaup et al. 2012) . Treatment and correlation of many successive images is needed to provide statistically representative shapes and sizes of the pore space. Others disadvantages of the thin sectioning method include the extensive man hours required in polishing/slicing/digitalization, the destructive nature of the technique and the fact that the digitalization resolution within each slice is much superior to the slice thickness (Lindquist and Venkatarangan 2000) .
More recently, great progress on direct measurement of the pore space topology has been achieved with X-ray computed tomography (Lindquist and Venkatarangan 2000; Prodanovic et al. 2006 Prodanovic et al. , 2007 . This nondestructive technique has a resolution of typically 1 µm, and a preset network model is needed in order to define a pore geometry. Regarding this definition of the pore geometry, several criteria are possible: spheres connected by channels, intersecting spheres, etc. The input of these networks include coordination number of pores, pore size distribution, pore throat distribution, pore body-to-pore throat aspect ratio, and pore body-to-pore body aspect ratio. Therefore, different networks may be obtained for the same sample as a consequence of the different possibilities to define pore bodies and pore throats (Prodanovic et al. 2006; Okabe and Blunt 2005) . An excellent review of the tomography techniques and the acquisition of the pore structure from the images was presented by Plougonven (2009) .
Due to the limitations, representativeness and cost of the techniques mentioned above, methods of invading fluids are favored even if each of them has some specific shortcomings. Water vapor adsorption methods have shortcomings with respect to the analysis of coarse size pores due to the lack of capillary condensation (Kate and Gokhale 2006) . Low-pressure adsorption of CO 2 is useful for characterizing microporosity (pore diameters <2 nm), while low-pressure adsorption of nitrogen is useful for characterizing meso and macroporosity (pore sizes between 2 and 50 nm, and >50 nm, respectively) (Clarkson et al. 2013 ). Unfortunately, low-pressure adsorption has an upper pore diameter limit of about 300 nm. Furthermore, this technique requires drying of the porous media samples to remove volatiles prior to analysis.
The mercury invasion porosimetry (MIP) consists in immersing a piece of porous medium in mercury and measuring the volume of the invading mercury versus the applied pressure, which gives the distribution of the capillary pressure as it represents the counterpart of the actually applied pressure (Giesche 2006) . Also, knowing the mercury/solid interfacial tension and the contact angle, this data allows determination of pore size distribution using a modified Laplace equation referred to as Washburn equation. For that purpose the porous medium is usually modeled as a bundle of cylindrical capillaries, which leads to an overestimation of the occurrence of small pores. Indeed, the volume of the large pores situated downstream a constriction, which are filled at higher pressures than those predicted with Washburn equation, is assigned to the smaller pores. Moreover, the major shortcoming of MIP is the use of mercury, known to be a highly toxic fluid. Besides, a legally binding limitation on the use of mercury is being adopted (UNEP 2013). The IUPAC Working Group on Liquid Intrusion and Alternative Methods for the characterization of macroporous materials recently published a document (Rouquerol et al. 2012 ) with the intention of listing, examining, and comparing the methods presently used to characterize macroporous structures (pore width >50 nm). The conclusion was that none of the current alternatives is in a position to replace the mercury porosimetry. Indeed, none of them can provide in 2-3 h comparable information over so broad a pore sizes range. Therefore, abandoning mercury porosimetry would result in a loss of efficiency of research and of routine work on macroporous materials. It is then of great interest to develop new alternative methods.
In that respect, the aim of the present work is to propose a method to derive PSD from experiments of injection of a yield stress fluid in porous media. By measuring the flow rate as a function of the pressure gradient Q(∇ P) and through application of an intuitive treatment, the PSD can be deduced. In the following section the theoretical basis of the involved method is presented. Section 3 is devoted to the presentation of details concerning the procedures of raw data treatment and determination of the pore size distribution. Tests of the method on numerically generated experiments and on laboratory experiments are then presented and discussed in Sect. 4 before drawing some concluding remarks and perspectives.
Theoretical Background
Yield stress fluids are mainly characterized by a threshold stress τ 0 below which they do not flow. The rheological behavior under shear of such fluids is mostly described by the Herschel-Bulkley law:
where k is the fluid consistency and n its flow index. In other respect, for a fluid flowing through a capillary, the momentum balance under equilibrium state leads to a linear dependence of the shear stress on the radial coordinate x for a given pressure gradient ∇ P:
Consequently, if a Herschel-Bulkley fluid is subjected to a pressure gradient ∇ P and no-slip condition on the wall is assumed, no flow will occur in the capillaries whose radius is below the critical value r c :
Hence, the flow rate of a Herschel-Bulkley fluid through a capillary with an arbitrary radius r is given by (Skelland 1967) :
Now, if the porous medium is assumed to be well represented by a bundle of parallel capillaries of various radii, the total flow rate Q for a given ∇ P is related to q(∇ P, r ) through the following relationship: (5) p(r ) being the pore size distribution function. In practice, the upper limit of the integral is finite and is equal to the radius of the largest pores r max , and the lower limit correspond to the smallest pore radius that participates in the flow r min (∇ P j ) = 2τ 0 ∇ P j at the involved pressure gradient ∇ P j . Moreover when all pores are conducting, the overall flow rate at high pressure gradients is a power law of ∇ P with an exponent of 1/n. As q(∇ P, r ) encompasses the rheological characteristics of the fluid, an inversion procedure of the integral equation above leads to the determination of the pore size distribution. In their original work, Ambari et al. (1990) studied the simple case of a Bingham fluid (n = 1). Chaplain et al. (1992) extended such work to a bundle of randomly oriented capillaries and more recently, Oukhlef et al. (2011) considered the case of Herschel-Bulkley fluids. They showed that the analytical inversion of Eq. (5) leads to the following expression of p(r ):
If the value of 1/n is not an integer, the last equation involves the calculation of fractional derivatives, which may be complex in some cases (Weilbeer 2005) . In order to test this method, Oukhlef (2011) performed in silico experiments of a HerschelBulkley fluid flowing through a bundle of capillaries with a pre-defined PSD. A polynomial function was then used to fit at best the raw numerical data (Q, ∇ P) and p(r ) was calculated using the Eq. (6). The obtained results were then compared to the original size distribution. He showed the method to work very well in the case of Bingham fluids (n = 1). However when n = 1 the procedure is less convincing since high fluctuations are noticed at low radii and the quality of the obtained results is reported to depend on the degree of the polynomial function chosen for the fitting step in the procedure (see Oukhlef et al. 2011 for details).
Description of the Present Method
Like in standard mercury porosimetry, and as in the analytical method presented in the previous section, the porous medium is modeled as a bundle of capillaries whose radii are distributed according to a probability density function p(r ) and hence, the flow rate through a class of pores of radius r i , q(∇ P, r i ), is given by Eq. 4 for r = r i . During a typical experiment, a yield stress fluid whose rheology is described by the Herschel-Bulkley model (Eq. 1) is injected through the investigated porous medium and a set of N + 1 raw data (Q i , ∇ P i ) with i = (1, . . . , N + 1) are collected and arranged in an ascending manner. The range of the data should be so that the lowest flow rate is as close to zero as possible and the upper flow rate lies in the interval where Q(∇ P) follows the power law ∇ P y with y close to 1/n. Each ∇ P i defines a class of pores of representative radius r i taken here as being r i = α
where α is a factor greater than unity whose precise value will be discussed later. Besides, rather than using Eq. (6) to determine the PSD, we simply express that the measured flow rate at a given ∇ P j is greater or equal to the sum of the contributions of all the pores whose radii are larger than r j . So it can be written
where n i represents the number of pores of each ith class. In order to obtain the PSD, the N unknowns n i must be determined by solving the following system of inequalities:
. . .
These inequalities express the fact that the measured flow rate at a given ∇ P j should be greater or equal to the one calculated if only pores of radii larger than r j are taken into account. In the routine used to calculate a targeted n i , and starting with n 1 , successive and increasing positive values are scanned until one of the inequalities is violated and the maximum value is assigned to n i . In this procedure, and as large pores contribute significantly to the total flow rate, the scanning should be more refined when the considered pore radius is large. Once n i (i = 1, . . . , N ) have been calculated, the probability (in terms of relative volume) p(r i ) is obtained through:
Here, it has been set that the representative radius of a class of pores r i is linked to
where α is a factor greater or equal to one. The fundamental reason of this is that for a given ∇ P i the resulting Q i is due to the pores whose radii are strictly larger than
. In other words, ∇ P i represents only the onset of contribution to the flow of pores of radius 2τ 0 ∇ P i . To determine the suitable value of α, which will be named α * , successive values will be used to solve the system (7), starting with α = 1 and in increasing order until the following condition is satisfied:
where s, f and g are integers.
What is expressed in condition (9) is that, as it has already been said, the last measures should correspond to (Q, ∇ P) couples assuring conduction in all pore classes. Therefore, no further contribution of any pore class to the flow is expected at least between the last two (Q, ∇ P) couples. Also, the last inequality in (7) has to be violated at the same moment as another previous one (the f -est), which indicates that there is no more extra growth of the total flow rate due to newly incorporated pores from (Q f , ∇ P f ) to (Q N +1 , ∇ P N +1 ). This last condition (9) allows to determine the correct value of α, i.e., α = α * . In the next section it will be shown how the value of α influences the representativeness of the obtained PSD.
Test of the Method
In this part we successively test the method presented in the preceding section in the case of numerical experiments and in the case of laboratory experiments carried out on porous medium with unknown PSD.
Numerical Experiments

Experimental Procedure
A yield stress fluid, whose yield stress, consistency and flow index are respectively τ 0 = 10 Pa, k = 1 Pas n and n = 0.60 was injected numerically through a bundle of 1,000,000 capillaries whose radii are distributed according to the following bimodal probability density function
which is a weighted sum of two normal laws with means μ 1 = 12 µm and μ 2 = 24 µm, standard deviations, σ 1 = 3 µm and σ 2 = 6 µm, and weights w 1 = 2/3 and w 2 = 1/3. 50 different pressure gradients (N + 1 = 50) given by ∇ P i = 
, z min = μ 1 − 3σ 1 , and z max = μ 2 + 3σ 2 were considered and the resulting flow rates were calculated using Eq. (5). The obtained data are displayed in Fig. 1. 
Pore Size Distribution
The method presented in Sect. 3 was applied to the (Q i , ∇ P i ) data and α * satisfying condition (9) was found to be 1.05. The calculated PSD in terms of n i (number of pores of radius r i ) is presented in Fig. 2 together with the original PSD. It can be observed that the calculated PSD agrees very well with the original PSD. Furthermore, in order to study the influence of the used value of α, the PSDs corresponding to several values of α were calculated and compared to the original PSD as shown in Fig. 3 for some of these values. From this figure it can be observed that the obtained PSDs globally capture the correct form of the original PSD. The agreement is qualitatively worse with α = 1. Moreover, when α > 1.05 the calculated PSDs also deviate more or less from the original PSD and α = α * = 1.05 is the best value in the present case. To go further, these values of α were tested in the case of different sets of distribution parameters μ 1 , μ 2 , σ 1 , σ 2 , w 1 and w 2 , and the deviations from the original PSD were evaluated by calculating the following quantity d(α): where N + 1 is the number of data (N = 49), n io is the number of pores of radius r i corresponding to the original PSD (after discretization), n i (α) is the number of pores of radius r i for the given α, and N i=1 n io is the total number of pores (1,000,000 in this case). The value of d(α) is bounded below by zero (no difference) and above by two. The obtained deviations as a function of α are tabulated in Table 1 , where it is observed that whatever the considered distribution, the value of α * obtained by applying the method is approximately the same (1.05). Moreover, when α is varied, best PSD are obtained for α > 1 and those corresponding to α far from the α * given by the method (1.05) are less satisfactory.
Laboratory Experiments
Materials
The fluid to be injected is a xanthan gum solution obtained by dissolving an amount of xanthan gum powder in de-ionized and filtered water containing 400 ppm of NaN 3 as a bactericide. The concentration of xanthan gum solution C p was alternatively fixed at 6,000 or 7,000 ppm depending on the experiment. Xanthan gum is a commonly used viscosifier Its chemical composition, structure and other physico-chemical properties may be found elsewhere (Song et al. 2006 ). Its semi dilute aqueous solutions are known to develop a high viscosity level at low shear rates before displaying a drastic decrease when the applied shear rate is increased. Therefore, xanthan gum solutions are sometimes classified as yield stress fluids (Song et al. 2006; Khodja 2008 ) even if strictly speaking, they should be referred to as pseudo-yield stress fluids. In solution state, an isolated xanthan macromolecule is more or less rigid and is of typically 1 µm of contour length (Mongruel and Cloitre 2003) and a transverse size of approximately 2 nm. In the case of porous media whose largest pores are larger than 1 µm, no plugging effect is expected at low ∇ P as only large pores are involved in the flow. Under high ∇ P the shear rateγ may be so high that the xanthan molecules are oriented in the direction of the flow and the limiting pore size that can be investigated should be compared to the transverse dimension of the molecules. These polymer solutions were then characterized by means of a stress controlled rheometer (ARG2 from TA Instruments, France) equipped with a cone-plate geometry. Each shear rate corresponding to a specified shear stress was collected when its variation was less than a prescribed tolerance (typically 3 %) within a given time period. The obtained rheograms are displayed on Fig. 4 showing the shear stress versus shear rate. As can be observed the rheology is well fitted by a Herschel-Bulkley model for each xanthan concentration. The fitting procedure used here consists in minimizing the sum
where τ (γ ) is given by Eq. (1) and (γ i , τ i ) are experimental data, allowing determination of values of the yield stress τ 0 , the flow index n, and the consistency k for each C p as specified in the figure caption. The square of the difference between τ (γ i ) and τ i is weighted byγ i in order to ensure a good fit for high shear rates while obtaining a convenient yield stress. Expression (12) was evaluated in both cases (6,000 and 7,000 ppm) resulting in an approximately 50 % greater value for 6,000 ppm. Therefore, and as it is expected, the higher the polymer concentration, the better is the quality of the Herschel-Bulkley fit. Again, it has to be noted that xanthan gum solutions are not actually yield stress fluids (if yield stress fluids do really exist). However, they present a Newtonian plateau of very high viscosity at low shear rates and a drastical shear-thinning behavior (the plateau viscosity of the 7,000 ppm solution is approximately 10 4 times its viscosity at 100 s −1 ). For that reason, and as a first approximation, their rheology may be well fitted by a Herschel-Bulkley model (Sochi 2010) . Some authors claim that this procedure leads to arbitrary values of the yield stress and that other methods might be used to obtain the correct value of the yield stress (Nguyen and Boger 1983; Balhoff et al. 2011) . Moreover, the rheology of these solutions may be also well fitted by using the popular Carreau model, but unfortunately no rigorous analytic relation expressing Q versus ∇ P in a capillary exists (Balhoff et al. , 2012 . Therefore, the use of an asymptotic rheological law (truncated power law) should result in errors of the same order as those introduced by the Herschel-Bulkley model. Nevertheless, from a practical point of view, the most important issue in this method is to obtain a pseudo-yield stress below which the contribution of a pore size to the total flow rate is negligible.
The porous medium sample used in this study is a synthetic sintered silicate (Aerolith®10 purchased from PALL Corporation, USA) with a porosity and a permeability provided by the manufacturer of respectively = 0.40 and K = 5 darcys.
Experimental Setup and Operating Procedures
A schematic representation of the experimental setup is displayed on Fig. 5 . From left to right there are (1) a syringe pump filled alternatively with the polymer solution or the de-ionized water which ensures fluids injection at controlled flow rates, (2) the porous medium to be investigated, and (3) a vessel to collect the outgoing fluid. A pressure sensor is also connected to the inlet and the outlet of the porous media and the time evolution of the measured pressure drop was registered. To prepare the porous medium the following procedure was adopted: the 10 cm long sample was a cylindrical core of 5 cm diameter. The two extremities were in contact with aluminum injector plates. Surfaces in contact with the porous medium were Teflon (Du Pont, Washington, D.C., USA) coated to prevent any ion exchange between the metal and the core. The lateral surface of the porous medium was coated with a non-wetting epoxy resin then wrapped with epoxy-coated fiberglass to insure liquid imperviousness and mechanical strength.
Prior to the injection of xanthan gum solutions, the porous medium was saturated with degassed de-ionized and filtered water. Moreover, and to avoid any further bubble gas formation inside the porous medium, the polymer solution was degassed too under moderate vacuum. It should be finally noted that the temperature of the lab was kept constant at T = 20 • C ± 0.1 during all the experiments. In a typical experiment, the imposed flow rate is steeply increased and the corresponding pressure drops are measured at the steady state by starting at a flow rate that is the lowest provided by the pump in order to scan pores of the largest size. A sample of the outgoing fluid was characterized with the rheometer, and the obtained rheogram was found to be very close to the one of the fluid before injection. At the end of the experiment a set of (Q i , ∇ P i ) raw data are collected. Figure 6 shows the results obtained for C p = 7,000 ppm with N + 1 = 39. In any way, from this data set, firstly it is possible to determine the range of pore radii that may be explored by using Eq. (3) and subsequently the procedure described in Sect. 3 is used to obtain the PSD.
Pore Size Distribution
The method presented in Sect. 3 was applied to the raw data (Q i , ∇ P i ) obtained in the case of the investigated porous medium for C p = 7,000 ppm. The corresponding PSD expressed in terms of relative volume of pore classes of representative radii r i , p(r i ), is displayed on Fig. 7 . The value of α * obtained using the criterion presented by Eq. (9) was 1.3.
In the meantime the investigated porous medium was characterized by means of the classic mercury porosimetry and the obtained results are also presented in the same figure. Examination of this figure shows that both PSDs are approximately of Gaussian form. There is a good agreement between the PSD determined using the present method and the one obtained by MIP. It has been shown numerically that the value of α * depends on the precision of the (Q, ∇ P) measures. Hence, the observed difference between values of the current α * = 1.3 and the one previously obtained for numerical experiments α * = 1.05 may be attributed to the lower precision of the laboratory raw data. The fact that the fluid used is a pseudoplastic fluid without a true yield stress may also be considered as a factor of difference between the results from laboratory experiments and those from numerical experiments.
Furthermore and as in numerical experiments, a sensitivity analysis has been carried out so as to study the effect of the value of α on the obtained PSD. This is illustrated in Fig. 8 . Once again, it is observed that α should be greater than one and that the MIP is best reproduced by choosing α = α * even if similar α values as in numerical experiments are used (1.05), acceptable PSDs are obtained despite some observed deviations. Complementary experiments were carried out under the same conditions and by changing only the xanthan concentration to C p = 6,000 ppm. In that case the obtained α * is again 1.3 and the determined PSD is slightly shifted to small pore radii when compared to the PSD corresponding to C p = 7,000 ppm (Fig. 9 ). This should be expected as when xanthan concentration is lowered the fluid rheology deviate more appreciably from the HerschelBulkley fluid type. This implies that the higher the polymer concentration, the better is the quality of the obtained PSDs. A sensitivity analysis concerning the effect of α was also carried out in this case (6,000 ppm), concluding that α * reproduced the best the MIP results (data not shown). Finally, it has to be taken into account that to assess the pertinence of the present method the MIP method is used as a reference which is obviously, as in our lab experiments, affected by several sources of error. In any way, it may be concluded that the method presented here can be considered as a new alternative for the derivation of the PSD of an unknown porous medium from simply measuring the change of flow rate versus the pressure gradient when a true or pseudo-yield stress fluid is injected through it.
Discussion
Some remarks should be addressed as follows:
(i) From a fundamental point of view, one may wonder which characteristic size of the actual pores is determined using the present method and what the relevance of the use of the PSD deduced from MIP is as a reference. To address these questions it is firstly reminded that the experiments carried out are essentially fluid transport experiments and, consequently, the pressure loss is mainly sensitive to hydrodynamic throat size rather than pore body size (Chauveteau February 2002) . Consequently, the present method is not appropriate when one is interested in determining characteristics such as specific surface. Meanwhile, in the case of MIP, the PSD obtained from mercury intrusion measurements are dominated by pore throats, whereas pore bodies dominate in those calculated from mercury extrusion measurements. It is not then surprising that the PSD calculated with the present method are close to those coming from mercury intrusion. In general, PSD obtained by different methods may not be directly comparable. This aspect has to be kept in mind when comparing MIP results with other techniques such as tomography, whose results make a distinction between pore bodies size distribution and throats size distribution. Wardlaw et al. (1988) compared MIP distributions on carbonates with those obtained by means of an optical microscope finding a poor agreement between them, especially with regard to the small pores. (ii) It is important to emphasize that the range of pore sizes that can be scanned with each porosimetry technique is restricted. This is of major importance when dealing with sedimentary rocks, whose pore sizes differ by several orders of magnitude. In that case, Radlinski et al. (2004) showed that the use of several techniques is needed to cover the whole range of pore radii from 20 Å to 500 µm in a sandstone from an oil reservoir in central Australia.
(iii) Concerning yield stress fluids, they are generally complex media in which the dispersed objects are not negligibly small compared with smallest pores. So even if concentrated calibrated emulsions can be considered as good candidates, the minimum pore size that can be probed is typically of 300 nm (Mabille et al. 2000) . Also, it is noticed that yield stress fluids such as Carbopol solutions (Islam et al. 2004; Kim et al. 2003; Tiu et al. 2006) , alumina suspensions (Zhu and Smay 2011; Hirata et al. 2010) , or bentonite suspensions (Ambrose and Loomis 1933) are not recommended because of their inherent thixotropy and viscoelasticity. Besides, other fluids than xanthan gum solutions should be used with porous media whose pore sizes are of the same order of magnitude as xanthan gum macromolecules to avoid pore-plugging phenomenon. (iv) Some authors state that the yield stress does not truly exist (Barnes and Walters 1985) and is just an idealization due to the limited measurement time and experimental resolution. Careful inspection of the rheograms of xanthan gum solutions at low shear rates shows that, strictly speaking, there is no such yield stress. It is then reasonable to consider that the rheology of xanthan gum solutions is better represented by a Carreau model featuring a low shear viscosity plateau. However, and as it was put forward before, unfortunately no rigorous analytic relation expressing Q versus ∇ P in a capillary may be obtained. Therefore, the use of an asymptotic rheological law (truncated power law) should result in errors of the same order as those introduced using Herschel-Bulkley model. Moreover, to apply this model in the present method, it is necessary to define a "critical" viscosity above which a particular pore size class contributes only negligibly to the overall flow, and such "critical" viscosity would be analogous to a pseudo-yield stress. In any way, it is important that the shear-thinning character of the used fluid is sufficiently pronounced so that the fluid can be assimilated to a yield stress one (Sochi 2010) . This is best accomplished in the case of concentrated polymer solutions. (v) Real porous media are of course not bundles of capillaries and it is obvious that this model is not the most realistic one and is therefore unable to take into account nonlinear opening up of pores especially in the vicinity of the yield pressure gradient (Balhoff et al. 2012) . This is a result of a complex percolation pattern only predictable by solving the pore-level physics (Balan et al. 2011) . The use of more complex models for porous media such as pore networks would imply the necessity of knowing more details regarding the pore geometry and connectivity (coordination number, pore body-to-pore throat aspect ratio, etc.). This information is not available unless other techniques such as micro tomography and image analysis are used. Moreover, in these models a large but finite value of the viscosity is considered so as to emulate the yield stress (Sochi 2010) . Despite recent efforts to simulate yield stress fluids flow through pore networks (Sochi and Blunt 2008; Balhoff and Thompson 2004) , the resolution of the pore-level physics is not possible without knowing "a priori" the pore topology. The way to extend the present method to more representative models of porous media is to develop a relationship between the applied pressure gradient and the critical pore radius joining the flow at this pressure gradient. In the case of a bundle of capillaries model this relationship is given by Eq. (3). Other relationships could be found for pore networks through simulations as suggested by Sochi and Blunt (2008) . The goal of the present paper is to propose a simple method that allows determination of representative PSD of real porous media without any input of topological parameters coming from other techniques. Finally, and as explained previously, the bundle of capillaries is also used in mercury porosimetry, so the present method will be "only" as bad as the mercury porosimetry concerning the representativeness of the porous morphology.
Conclusion
A new method of PSD determination from yield stress fluids injection experiments is proposed. It is possible to get PSD from Q(∇ P) raw data from relatively easy to do experiments using straightforward calculations. The method has been successfully tested on numerical experiments and on two laboratory experiments. In the case of laboratory experiments it provides PSDs comparable to the mercury porosimetry results. Therefore, it may be concluded that the method presented here can be considered as a new alternative for the derivation of the PSD of a porous medium with unknown PSD. However, the reliability of this method has now to be tested over a wide range of porous medium samples with different permeabilities and pore sizes and adsorption phenomena have to be quantified and minimized. It should be noted that despite the number of questions raised, the first results presented here are very encouraging.
