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OOSELY speaking, a rate distortion code sequence is considered good for a given source if it attains a point on its rate distortion curve. The existence of good code sequences with empirical distributions close to those achieving the minimum mutual information in the definition of the rate distortion function is a consequence of the random coding argument at the heart of the achievability part of rate distortion theory. It turns out, however, in ways that we quantify in this work, that any good code sequence must have this property.
This behavior of the empirical distribution of good rate distortion codes is somewhat analogous to that of good channel codes which was characterized by Shamai and Verdú in [27] . Defining the th-order empirical distribution of a channel code as the proportion of -strings anywhere in the codebook equal to every given -string, this empirical distribution was shown to converge to the capacity-achieving channel input distribution. The analogy is more than merely qualitative. For example, the growth rate of with where this convergence was shown in [27] to break down will be seen to have an analogue in our setting. A slight difference between the problems is that in the setting of [27] the whole codebook of a good code was shown to be well behaved in the sense that the empirical distribution is defined as an average over all codewords. In the source coding analogue, it is clear that no meaningful statement can be made on the empirical distribution obtained when averaging and giving equal weights to all codewords in the codebook. The reason is that any approximately good codebook will remain approximately good when appending to it a subexponential number of additional codebooks of the same size, so essentially any empirical distribution induced by the new codebook can be created while maintaining the "goodness" of the codebook. We therefore adopt in this work what seems to be a more meaningful analogue to the empirical distribution notion of [27] , namely, the empirical distribution of the codeword corresponding to the particular source realization, or the joint empirical distribution of source realization and its associated codeword. We shall show several strong probabilistic senses in which the latter entities converge to the distributions attaining the minimum in the associated rate distortion function. The basic phenomenon we quantify in this work is that a rate constraint on a sequence of codes imposes a severe limitation on the mutual information associated with its empirical distribution. This is independent of the notion of distortion, or goodness of a code. The described behavior of the empirical distribution of good codes is a consequence of it.
Our work consists of two main parts. The first part, Section III, considers the distribution of the pair of -tuples obtained by looking at the source-reconstruction pair through a -window at a uniformly sampled location. More specifically, we look at the distribution of , where is chosen uniformly from (independently of everything else). We refer to this distribution as the " th-order marginalization of the distribution of ." In Section III-A, we show that the normalized mutual information between and is esentially 1 upper-bounded by denoting the rate of the code and the source entropy rate. This is seen in Section III-B to imply, for any asymptotically good code sequence, the convergence in distribution of to the joint distribution attaining (the th-order rate distortion function) whenever it is unique and satisfies the relation (with denoting the rate distortion function of the source). This includes all independent and identically distributed (i.i.d.) sources, as well as the large family of sources for which the Shannon lower bound holds with equality (cf. [10] , [11] , [2] , and references therein). In Section III-C, we show that convergence in any reasonable sense cannot hold for any code sequence when increases with such that , where is the entropy rate of the reconstruction process attaining the minimum mutual information defining the rate distortion function. It is further shown that for any growth rate of with (such that as ), there exist good code sequences for which this convergence breaks down. The argument used to establish this last fact is readily seen to be applicable to establish an analogous result on the empirical distribution of good channel codes, resolving a question left open in [27] . In Section III-D we apply the results to obtain performance bounds for compression-based denoising. We extend results from [7] by showing that any additive noise distribution induces a distortion measure such that if optimal lossy compression of the noisy signal is performed under it, at a distortion level matched to the level of the noise, then the marginalized joint distribution of the noisy source and the reconstruction converges to that of the noisy source and the underlying clean source. This is shown to lead to bounds on the performance of such compression-based denoising schemes.
Section IV is dedicated to pointwise analogues of the results of Section III. Specifically, we look at properties of the (random) empirical th-order joint distribution induced by the source-reconstruction pair of -tuples . The main result of Section IV-A (Theorem 7) asserts that is not only an upper bound on the normalized mutual information between and (as established in Section III), but is essentially, 2 with probability one, an upper bound on the normalized mutual information under . This is seen in Section IV-B to imply the sample converse to lossy source coding of [18] , avoiding the use of the ergodic theorem in [17] . In Section IV-C this is used to establish the almost-sure convergence of to the joint distribution attaining the th-order rate distortion function of the source, under the conditions stipulated for the convergence in the setting of Section III. In Section IV-D, we apply these almost-sure convergence results to derive a pointwise analogue of the performance bound for compression-based denoising derived in Section III-D. In Section IV-E, we show that a simple post-processing "derandomization" scheme performed on the output of the previously analyzed compression-based denoisers results in essentially optimum denoising performance.
The empirical distribution of good lossy source codes was first considered by Kanlis, Khudanpur, and Narayan in 2 In the limit of large n. [15] . For memoryless sources, they showed that any good sequence of codebooks must have an exponentially nonnegligible fraction of codewords which are typical with respect to the -achieving output distribution. It was later further shown in [14] that this subset of typical codewords carries most of the probabilistic mass in that the probability of a source word having a nontypical codeword is negligible. That work also sketched a proof of the fact that the source word and its reconstruction are, with high probability, jointly typical with respect to the joint distribution attaining . More recently, Donoho established distributional properties of good rate distortion codes for certain families of processes and applied them to performance analysis of compression-based denoisers [7] . The main innovation in the parts of the present work related to good source codes is in considering the pointwise behavior of any th-order joint empirical distribution, for general stationary ergodic processes.
Other than Sections III and IV which were detailed above, we introduce notation and conventions in Section II, and summarize the paper with a few of its open directions in Section V.
II. NOTATION AND CONVENTIONS
and will denote, respectively, the source and reconstruction alphabets which we assume throughout to be finite.
We shall also use the notation for and . We denote the set of probability measures on a finite set by . For we let will denote the ball around , i.e., 
For a random element, subscripted by the element will denote its distribution. Thus, for example, for the process , and will denote, respectively, the distribution of its first component, the distribution of its first components, and the distribution of the process itself. If, say, are jointly distributed then will denote the conditional distribution of given . This will also hold for the cases with and\or by assuming to be a regular version of the conditional distribution of given , evaluated at . For a sequence of random variables will stand for . For and we let and denote the th-order empirical distributions defined by (5) (6) and (7) will denote the conditional distribution when . In accordance with notation defined above, for example, will denote expectation of when .
Definition 1:
A fixed-rate -block code is a pair where is the codebook and . The rate of the block code is given by . The rate of a sequence of block codes is defined by will denote the reconstruction sequence when the -block code is applied to the source sequence .
Definition 2:
A variable-rate code for -blocks is a triple with and as in Definition 1. The code operates by mapping a source -tuple into via , and then encoding the corresponding member of the codebook (denoted in Definition 1) using a uniquely decodable binary code. Letting denote the associated length function, the rate of the code is defined by and the rate of a sequence of codes for the source is defined by .
Note that the notion of a code in the above definitions does not involve a distortion measure according to which goodness of reconstruction is judged.
We assume throughout a given single-letter loss function satisfying (8) We will let denote a conditional distribution of given with the property that for all (9) (note that (8) implies existence of at least one such conditional distribution). The rate distortion function associated with the random variable is defined by (10) where the minimum is over all joint distributions of the pair consistent with the given distribution of . Letting denote the (normalized) distortion measure between -tuples induced by (11) the rate distortion function of is defined by (12) The rate distortion function of the stationary ergodic process is defined by (13) Note that our assumptions on the distortion measure, together with the assumption of finite source alphabets, combined with its well-known convexity, imply that (as a function of ) is 1. nonnegative valued and bounded, 2. continuous, 3. strictly decreasing in the range , where (and identically 0 for ), properties that will be tacitly relied on in proofs of some of the results. The set will be referred to as the "rate distortion curve." The distortion rate function is the inverse of , which we formally define such that for for for (14) (to account for the trivial regions) as shown in (14) at the top of the page.
III. DISTRIBUTIONAL PROPERTIES OF RATE-CONSTRAINED CODES
Throughout this section "codes" can be taken to mean either fixed-or variable-rate codes.
A. Bound on the Mutual Information Induced by a Rate-Constrained Code
The following result and its proof are implicit in the proof of the converse of [6, Theorem 1].
Theorem 1:
Let be stationary and be the reconstruction of an -block code of rate . Let be uniformly distributed on , and independent of . Then (15) In particular, when is memoryless. Proof: (16) where the last inequality follows from the facts that (by stationarity) for all , that , and the convexity of the mutual information in the conditional distribution (cf. [4, Theorem 2.7.4]). The fact that is the reconstruction of an -block code of rate implies , completing the proof when combined with (16) .
Remark: It is readily verified that (15) remains true even when the requirement of a stationary is relaxed to the requirement of equal first-order marginals. To see that this cannot be relaxed much further note that when the source is an individual sequence, the right-hand side of (15) equals . On the other hand, if this individual sequence is nonconstant, one can take a code of rate consisting of one codeword whose joint empirical distribution with the source sequence has positive mutual information, violating the bound.
Theorem 2:
Let be stationary and be the reconstruction of an -block code of rate . Let and be uniformly distributed on , and independent of . Then . Note that . Let be the distribution defined by (18) Note, in particular, that (19) Now (20) where the first inequality is due to the rate constraint of the code and the last one follows from the bound established in (16) with the assignment Rearranging terms (21) where in the second inequality we have used the fact that Inequality (17) now follows from (21), (19) , the fact that (both equaling the distribution of a source -tuple) for all , and the convexity of the mutual information in the conditional distribution.
An immediate consequence of Theorem 2 is the following.
Corollary 1:
Let be stationary and be a sequence of block codes of rate . For let be uniformly distributed on , and independent of . Consider the pair and denote (22) Then (23) Proof: Theorem 2 implies (24) completing the proof by letting .
B. The Empirical Distribution of Good Codes
The converse in rate distortion theory (cf. [1] , [9] ) asserts that if is stationary ergodic and is a point on its rate distortion curve then any code sequence of rate must satisfy (25) The direct part, on the other hand, guarantees the existence of codes that are good in the following sense.
Definition 3: Let be stationary ergodic, , and be a point on its rate distortion curve. The sequence of codes (with associated mappings ) will be said to be good for the source at rate (or at distortion level ) if it has rate and (26) Note that the converse to rate distortion coding implies that the limit supremum in the above definition is actually a limit and the rate of the corresponding good code sequence is .
Theorem 3:
Let correspond to a good code sequence for the stationary ergodic source and be defined as in Corollary 1. Then we have the following.
1. For every (27) 
so, in particular (29) 2. If it also holds that then (30) 3. If, additionally, is uniquely achieved (in distribution) by the pair then as
The condition in the second item clearly holds for any memoryless source. It holds, however, much beyond memoryless sources. Any source for which the Shannon lower bound holds with equality is readily seen to satisfy for all . This is a rich family of sources that includes Markov processes, hidden Markov processes, autoregressive sources, and Gaussian processes (in the continuous alphabet setting), cf.
[10], [11] , [2] , [8] , [31] .
The first part of Theorem 3 will be seen to follow from Theorem 2. Its last part will be a consequence of the following lemma, whose proof is given in the Appendix, part A. proving (27) . To prove (28) note that since is a sequence of codes for at rate , Theorem 2 implies
On the other hand, since , it follows from the definition of that (39) implying (40) by (37) and the continuity of . This completes the proof of (28) . Displays (29) and (30) are immediate consequences. The convergence in (31) is a direct consequence of (30) and Lemma 1 (applied with the assignment and ).
Remark: Note that to conclude the convergence in (31) in the above proof, a weaker version of Lemma 1 would have sufficed, that assumes for all instead of in (32) . This is because clearly, by construction of for all and . The stronger form of Lemma 1 given will be instrumental in the derivation of a pointwise analogue to (31) in Section IV (third item of Theorem 9). where we denote by (a limit which exists 3 under our hypothesis that is uniquely achieved by for every ). As we show later, the rate at which may be allowed to increase while maintaining the convergence in (44) depends on the particular code sequence (through which are defined). We first show, however, that if increases more rapidly than a certain fraction of , then the convergence in (44) (and, a fortiori, in (41)) fails for any code sequence. To see this note that for any Thus, we see that, for any good code sequence, convergence takes place whenever (Theorem 3), and does not hold whenever for satisfying (52). This is analogous to the situation in the empirical distribution of good channel codes where it was shown in [27, Theorem 5] for the memoryless case that convergence is excluded whenever for , where stands for the entropy of the capacity-achieving channel input distribution.
C. A Lower Bound on the Convergence Rate
For growing with at the intermediate rates, whether or not convergence holds will depend on the particular code sequence. Indeed, as argued earlier, for any good code sequence there exists a growth order of (with ) such that (44) holds. Conversely, we have the following.
Proposition 1: Let be any memoryless source whose rate distortion function at some distortion level has a unique joint distribution attaining it, that satisfies . Given any sequence satisfying , there exists a good code sequence for under which (44) fails (and, a fortiori, so does (41) with replaced by ).
Note that the stipulation on the joint distribution attaining the rate distortion function holds for all but the degenerate cases where the test channel that attains the rate distortion function is deterministic (in which case optimum rate distortion performance is attained by simple entropy coding). In proving Proposition 1, we will make use of the following, the proof of which is deferred to the Appendix, part B. 
where is constructed from as in Corollary 1.
Proof of Proposition 1:
Let denote the generic pair achieving the rate distortion function of the memoryless (as in the statement of the proposition) at some distortion level , and fix any positive . Let be any given sequence satisfying
. Assume without loss of generality that is nondecreasing (otherwise, we can take a nondecreasing subsequence on which it would suffice to show that (44) fails). Take to be any good code sequence for at a distortion level . We now use this sequence to construct a new code sequence which we shall argue to be a good code sequence as well, but for which (44) 
the last inequality following since, by construction, . Taking limit suprema, (55) and (58) give, respectively (59) and (60) where the existence of the limits, as well as the equalities on the right-hand sides of (59) and (60), follow by the fact that is a good code sequence. This shows that is a good code sequence.
To show that (44) fails, let denote the associated with the code . Note that for every and which is an integer multiple of (there exists at least one such in that range since ), , by its construction and the memorylessness of , is formed by a concatenation of i. To conclude this subsection, we point out that an idea very similar to that used in the preceding proof can be used to establish an analogous fact for the setting of [27] . More specifically, it can similarly be shown that for any memoryless channel whose capacity is strictly less than the entropy of the input distribution that achieves it, and for any sequence with , there exists a good (capacity-achieving) sequence of channel codes whose induced th-order empirical distributions do not converge (neither in the weak convergence sense of (41) nor under the normalized divergence measure of [27] ) to the capacity-achieving distribution. This resolves a question left open in [27, Sec. III] (cf., in particular, Fig. 4 therein) .
D. Applications to Compression-Based Denoising
The point of view that compression may facilitate denoising was put forth by Natarajan in [22] . It is based on the intuition that the noise constitutes that part of a noisy signal which is least compressible. Thus, lossy compression of the noisy signal, under the right distortion measure and at the right distortion level, should lead to effective denoising. Compression-based denoising schemes have since been suggested and studied under various settings and assumptions (cf. [21] - [23] , [3] , [13] , [7] , [28] , [25] , [29] and references therein). In this subsection, we consider compression-based denoising when the clean source is corrupted by additive white noise. We will give a new performance bound for denoisers that optimally lossily compress the noisy signal (under distortion measure and level induced by the noise).
For simplicity, we restrict attention throughout this subsection to the case where the alphabets of the clean, noisy, and reconstructed sources are all equal to the -ary alphabet . Addition and subtraction between elements of this alphabet should be understood modulo-throughout. The results we subsequently develop have analogues for cases where the alphabet is the real line.
We consider the case of a stationary ergodic source corrupted by additive "white" noise . That is, we assume are i.i.d. , independent of , and that the noisy observation sequence is given by (67) By "channel matrix" we refer to the Toeplitz matrix whose, say, first row is . We assume that for all and associate with it a difference distortion measure defined by
We shall omit the superscript and let stand for throughout this section.
Fact 1:
is valued and is uniquely achieved (in distribution) by .
Proof: is clearly in the feasible set by the definition of . Now, for any -valued in the feasible set with where the strict inequality follows from .
Theorem 4:
Let denote the th-order rate distortion function of under the distortion measure in (68). Then (69) Furthermore, it is uniquely achieved (in distribution) by the pair whenever the channel matrix is invertible. Proof: Let achieve . Then
where the last inequality follows by the fact that (otherwise would not be an achiever of ) and Fact 1. The first part of the theorem follows since the pair satisfies and is readily seen to satisfy all the inequalities in (70) with equality. For the uniqueness part, note that it follows from the chain of inequalities in (70) that if achieve then is the output of the memoryless additive channel with noise components whose input is . The invertibility of the channel matrix guarantees uniqueness of the distribution of the satisfying this for any given output distribution (cf., e.g., [32] where (74) is the well-known Bayesian envelope for this setting [12] , [26] , [20] . The achieving distribution in this case (assuming, say, ) is (75)
Theorem 5: Let correspond to a good code sequence for the noisy source at distortion level (under the difference distortion measure in (68)) and assume that the channel matrix is invertible. Then (76) Note, in particular, that for the case of a binary source corrupted by a binary-symmetric channel (BSC), the optimum distributiondependent denoising performance is (cf. [32, Sec. 5]), so the right-hand side of (76) is, by (73), precisely twice the expected fraction of errors made by the optimal denoiser (in the limit of many observations). Note that this performance can be attained universally (i.e., with no a priori knowledge of the distribution of the noise-free source ) by employing a universal rate distortion code on the noisy source, e.g., the fixed distortion version of the Yang-Kieffer codes 4 4 This may conceptually motivate employing a universal lossy source code for denoising. Implementation of such a code, however, is too complex to be of practical value. It seems even less motivated in light of the universally optimal and practical scheme in [32] . (martingale convergence), the continuity of and the bounded convergence theorem imply (87) which completes the proof when combined with (86).
IV. SAMPLE PROPERTIES OF THE EMPIRICAL DISTRIBUTION
Throughout this section "codes" should be understood in the fixed-rate sense of Definition 1.
A. Pointwise Bounds on the Mutual Information Induced by a Rate-Constrained Code
The first result of this section is the following. 
In particular, when is memoryless a.s.
The following lemma is at the heart of the Proof of Theorem 6. 
where (95) follows from (93) and (96) from the definition of .
We shall also make use of the following "converse to the asymptotic equipartition property (AEP)" (proof of which is deferred to the Appendix, part C).
Lemma 4:
Let be stationary ergodic and an arbitrary sequence satisfying (97) Then, with probability one, for only finitely many .
Proof of Theorem 6:
Fix an arbitrary and small enough so that (98) (the continuity of the entropy functional guarantees the existence of such a ). Lemma 3 (with the assignment ) guarantees that for every and (99) where denotes the rate of . Thus,
where (101) follows from (99) and from the (obvious) fact that is a union of less than strict types, and (102) follows from (98). Denoting now the set in (100) by , i.e.,
we have
But, by ergodicity, for only finitely many with probability one. On the other hand, the fact that (recall (102)) implies, by Lemma 4, that for only finitely many with probability one. Thus, we get eventually a.s (105) But, by hypothesis, has rate (namely, ) so (105) implies a.s. (106) which completes the proof by the arbitrariness of .
Theorem 6 extends to higher order empirical distributions as follows.
Theorem 7:
Let be a sequence of block codes with rate . For any stationary ergodic and a.s. (107) In particular, when is memoryless a.s.
Note that defining, for each by 5 (109)
it follows from Theorem 6 (applied to a th-order super-symbol) that when the source is ergodic in -blocks 6 a.s. (110) Then, since for fixed and large and, by the -block ergodictiy, , it would follow from the continuity of and its convexity in the conditional distribution that, for large implying (107) when combined with (110). The proof that follows makes these continuity arguments precise and accommodates the possibility that the source is not ergodic in -blocks.
Proof of Theorem 7: For each
, denote the th-order super source by . Lemma 9.8.2 of [9] implies the existence of events with the following properties. where and denote, respectively, the entropy of the distribution of when conditioned on and the entropy rate of when condition on . Now, due to the fact that conditioned on is stationary ergodic we have, for each a.s. on (113) with denoting the distribution of conditioned on . Equation (113) it follows from the first property of the sets recalled above that (125) and that (126) Combining (123) with (125) and (126) 
gives (107).
A direct consequence of (107) 
The proof in [18] was valid for general source and reconstruction alphabets, and was based on the powerful ergodic theorem in [17] . This result is also implied by those in [19, Sec. II .D], proof of which was based on a similar, though simplified, approach as that of [17] . We now show how Corollary 2 can be used to give another proof, valid in our finite-alphabet setting.
Proof of Theorem 8:
Note first that by a standard continuity argument and ergodicity, for each a.s. (129) implying, in turn, by the continuity of the mutual information as a function of the joint distribution a.s. (130) Fix now
. By Corollary 2, with probability one there exists a large enough that for all sufficiently large (131) implying, by (130), with probability one, existence of large enough so that for all sufficiently large
By the definition of it follows that for all such and (133) implying, by the continuity property (129), with probability one, the existence of large enough so that for all sufficiently large
By the definition of , it is readily verified that for any (and all sample paths) 7 (135) where is a deterministic sequence with as . Combined with (134) this implies a.s.
completing the proof by the arbitrariness of and the continuity of . 7 In fact, we would have pointwise equality 
C. Sample Behavior of the Empirical Distribution of Good Codes
In the context of Theorem 8, we make the following sample analogue of Definition 3.
Definition 4:
Let be a sequence of block codes with rate and let be a stationary ergodic source. will be said to be a pointwise good sequence of codes for the stationary ergodic source in the strong sense at rate if a.s.
Note that Theorem 8 implies that the limit supremum in the preceding definition is actually a limit, the inequality in (137) actually holds with equality, and the rate of the corresponding good code sequence is . The bounded convergence theorem implies that a pointwise good sequence of codes is also good in the sense of Definition 3. The converse, however, is not true [30] . The existence of pointwise good code sequences is a known consequence of the existence of good code sequences [18] , [16] . In fact, there exist pointwise good code sequences that are universally good for all stationary and ergodic sources [34] , [35] , [33] . Henceforth, the phrase "good codes" should be understood in the sense of Definition 4, even when omitting "pointwise."
The following is the pointwise version of Theorem 3. 
and Lemma 1 (applied to the th-order super-symbol).
D. Application to Compression-Based Denoising
Consider again the setting of Section III-D, where the stationary ergodic source is corrupted by additive noise of i.i.d. components. The following is the almost sure version of Theorem 5. 
On the other hand, joint stationarity and ergodicity of the pair implies a.s.
Arguing analogously as in the Proof of Theorem 5 (this time, for the sample empirical distribution 8 instead of the distribution of the triple in (77)) leads, taking say, , to a.s. (150) implying (76) upon letting .
E. Derandomizing for Optimum Denoising
The reconstruction associated with a good code sequence has what seems to be a desirable property in the denoising setting of the previous subsection, namely, that the marginalized distribution, for any finite , of the noisy source and reconstruction is essentially distributed like the noisy source with the underlying clean signal, as becomes large. Indeed, this property was enough to derive an upper bound on the denoising loss (Theorems 5 and 10) which, for example, for the binary case, was seen to be within a factor of from the optimum.
We now point out, using the said property, that essentially optimum denoising can be attained by a simple "post-processing" procedure. The procedure is to fix an and evaluate, for each and
In practice, the computation of can be done quite efficiently and sequentially by updating counts for the various as they appear along the noisy sequence (cf. [32, Sec. 3] ). Define now the -block denoiser by letting the reconstruction symbol at location be given by
(and can be arbitrarily defined for 's outside that range). Note that is nothing but the Bayes response to the conditional distribution of given induced by the joint distribution of . However, from the conclusion in (148) we know that this converges almost surely to the conditional distribution of given . Thus, in (151) is a Bayes response to a conditional distribution that converges almost surely (as ) to the true conditional distribution of conditioned on . It thus follows from continuity of the performance of Bayes responses (cf., e.g., [12, 
where the right-hand side is the asymptotic optimum distribution-dependent denoising performance (cf. [32, Sec. 5] ). Note that can be chosen independently of a source, e.g., taking the Yang-Kieffer codes of [33] or any other universal lossy compression scheme such as the simplistic ones of [24] or the "Kolmogorov sampler" of [7] , followed by the postprocessing detailed in (151). Thus, (154) implies that the post-processing step leads to essentially asymptotically optimum denoising performance. Bounded convergence implies also (155) implying, in turn, the existence of a deterministic sequence such that for
The sequence for which (156) holds, however, may depend on the particular code sequence , as well as on the distribution of the active source .
V. CONCLUSION AND OPEN QUESTIONS
In this work, we have seen that a rate constraint on a source code places a similar limitation on the mutual information associated with its th-order marginalization, for any finite , as becomes large. This was shown to be the case both in the distributional sense of Section III and the pointwise sense of Section IV. This was also shown to imply in various quantitative senses that, for any fixed , the th-order empirical distribution of codes that are good (in the sense of asymptotically attaining a point on the rate distortion curve) becomes close to that attaining the minimum mutual information problem associated with the rate distortion function of the source. This convergence, however, was shown to break down in general when allowing to increase with . This convergence was also shown to imply, for a source corrupted by additive "white" noise, that under the right distortion measure, and at the right distortion level, the joint empirical distribution of the noisy source and reconstruction associated with a good code tends to "imitate" the joint distribution of the noisy and noise-free source. This property led to performance bounds (both in expectation and pointwise) on the denoising performance of such codes. It was also seen to imply the existence of a simple post-processing procedure that, when applied to these compression-based denoisers, results in essentially optimum denoising performance.
One of the salient questions left open in the context of the third item in Theorem 3 (respectively, Theorem 9) is whether the convergence in distribution (in some appropriately defined sense) continues to hold in cases beyond those required in the second item. Another interesting question, in the context of the postprocessing scheme of Section IV-E, is whether there exists a universally good code sequence (for the noisy source sequence under the distortion measure and level associated with the given noise distribution) and a corresponding growth rate for under which (156) holds simultaneously for all stationary ergodic underlying noise-free sources.
APPENDIX

A. Proof of Lemma 1
We shall use the following elementary fact from analysis. 
where (A14) follows since, given , for any is distributed as a deterministic function of i.i.d. drawings of . The proof is completed since (A15) is upper-bounded by the right-hand side of (53) for .
C. Proof of Lemma 4
Inequality (97) implies the existence of and such that Thus, by the Borel-Cantelli lemma, with probability one, for only finitely many . On the other hand, by the Shannon-McMillan-Breiman theorem (cf., e.g., [4, Theorem 15.7.1]), with probability one, for only finitely many . The result now follows since
