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MIRROR THEOREMS FOR ROOT STACKS AND RELATIVE
PAIRS
HONGLU FAN, HSIAN-HUA TSENG, AND FENGLONG YOU
Abstract. Given a smooth projective variety X with a smooth nef divisor D
and a positive integer r, we construct an I-function, an explicit slice of Given-
tal’s Lagrangian cone, for Gromov–Witten theory of the root stack XD,r.
As an application, we also obtain an I-function for relative Gromov–Witten
theory following the relation between relative and orbifold Gromov–Witten
invariants.
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1. Introduction
1.1. Overview. Mirror symmetry has been an important way of computing Gromov–
Witten invariants. A mirror theorem is usually stated as a formula relating certain
generating function (the J-function) of genus-zero Gromov–Witten invariants of a
variety and the period integral (or the I-function) of its mirror. Mirror theorem
for quintic threefolds was first proven by A. Givental [23] and Lian–Liu–Yau [33].
Since then, genus-zero mirror theorems have been proven for many types of va-
rieties: toric complete intersections [24], [25], [27], partial flag varieties [7], toric
fibrations [9], etc.
On the other hand, Gromov–Witten theory of Deligne–Mumford stacks was
introduced in [11], [4], [5]. Since Deligne–Mumford stacks are natural ingredients
in mirror symmetry, there have been a lot of works on their mirror theorems as
well. These include, for example, [28], [15], [12], [30], and so on.
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Our motivation is to study Gromov–Witten theory of Deligne–Mumford stacks.
The geometric structure of a smooth Deligne–Mumford stack X in relation with
the coarse moduli space X , which we assume to be a scheme, can be factored into
three stages. Let X →X
be the structure map of an orbifold X to its coarse moduli X . Following the
discussion of [37], it can be factored into
X → Xrig → Xcan →X.
The first map is given by rigidification [3] that allows one to ”remove” the generic
stablilizer of X . Under the map X → Xrig, X is a gerbe over Xrig. Following [22],
under some mild hypothesis, the second map Xrig → Xcan is a composition of the
root construction of [5] and [10]. In the third map, Xcan is the canonical stack
associated to X in the sense of [19, Section 4.1]. The stacky locus of Xcan is of
codimension at least 2.
To study Gromov–Witten theory of a Deligne–Mumford stack, one may break
it down according to this decomposition. Gromov–Witten theory of gerbes has
been studied by X. Tang and the second author in [34], [35]. As to the second
map, it is shown in [22] that the root construction is essentially the only way to
introduce stack structures in codimension 1. Gromov–Witten invariants of root
stacks are partially studied by the second and the third author in [38]. We would
like to obtain more precise results in this paper.
1.2. Orbifold Gromov–Witten theory of root stacks. In this paper, we
study genus-zero mirror symmetry for root stacks over smooth projective vari-
eties.
More precisely, let X be a smooth projective variety and D be a smooth nef
divisor. In this paper, we construct the I-function for the r-th root stack XD,r
in terms of the J-function of its coarse moduli space X . The idea of finding the
I-function is to construct root stacks as hypersurfaces in toric stack bundles. The
hypersurface contruction is given in Section 3.1. Combining with orbifold quantum
Lefschetz theorem ([36] or [14] plus a similar argument of [31]), the I-function1 of
root stacks can be constructed as a hypergeometric modification of the I-function
of the toric stack bundle, which is further written (according to [30]) in terms of
the J-function of X . We have the following theorem.
Theorem 1.1 (=Theorem 3.3). The I-function for the root stack XD,r:
IXD,r (Q, t, z) = ∑
d∈NE(X)
JX,d(t, z)Qd ( ∏0<a≤D⋅d(D + az)∏⟨a⟩=⟨Dr ⋅d⟩,0<a≤Dr ⋅d(Dr + az))1⟨−Dr ⋅d⟩(1)
lies in the Givental’s Lagrangian cone LXD,r for the root stack XD,r, where ⟨a⟩ is
the fractional part of the rational number a.
1Following the custom in mirror theorems, the term “I-function” refers to an explicitly con-
structed slice of Givental’s Lagrangian cone.
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In the formula, Dr ⊂ XD,r is the divisor corresponding to the substack iso-
morphic to an r-th root gerbe of D. In computations, one could simply replace Dr
by D/r.
Using the S-extended I-function for toric stack bundles in [30], we also state
the mirror theorem for root stacks in terms of S-extended I-function.
Theorem 1.2 (=Theorem 3.11). The S-extended I-function
ISXD,r (Q,x, t, z)
= ∑
d∈NE(X)
∑
(k1,...,km)∈(Z≥0)m
JX,d(t, z)Qd ∏
m
i=1 x
ki
i
z∑
m
i=1
ki ∏mi=1(ki!)×
( ∏
0<a≤D⋅d
(D + az))⎛⎜⎝
∏
⟨a⟩=⟨Dr ⋅d−
∑m
i=1
kiai
r
⟩,a≤0
(Dr + az)
∏
⟨a⟩=⟨Dr ⋅d−
∑m
i=1
kiai
r
⟩,a≤Dr ⋅d−
∑m
i=1
kiai
r
(Dr + az)
⎞⎟⎠1⟨−Dr ⋅d+∑mi=1 kiair ⟩
lies in the Givental’s Lagrangian cone LXD,r for the root stack XD,r.
We refer the readers to Section 3 for the precise definitions of the notation.
Note that if X is a toric variety, and D is not an invariant divisor, we can still
write down the I-function of the corresponding root stack in terms of combinatorial
data of X . Hence, our mirror formula provides a way to compute Gromov–Witten
invariants of some non-toric stacks.
From a pure Gromov–Witten theory point of view, I-functions need to be
accompanied with other reconstruction theorems in order to (sometimes partially)
recover genus-zero Gromov–Witten theory. In Section 3.3, a more general result de-
scribing the full genus-zero theory is obtained by further studying the localization
on the hypersurface construction.
Theorem 1.3 (=Theorem 3.6). Let YX∞,r be the r-th root stack of Y ∶= P(OX(−D)⊕OX) along the infinity section X∞. Given cohomological classes γj ∈H∗CR(YX∞,r)
and nonnegative integers aj, for 1 ≤ j ≤ n, we have
⟨ n∏
j=1
τaj (i∗γj)⟩XD,r0,n,d =
⎡⎢⎢⎢⎣∫M0,n(Xr,d)
n
∏
j=1
ψ¯j ev
∗
j (i′∗γj) eC∗(O(D)0,n,d)eC∗(O(D/r)0,n,d)
⎤⎥⎥⎥⎦λ=0 ,
where i ∶XD,r ↪ YX∞,r and i′ ∶ Xr ↪ YX∞,r are the embeddings.
Here on the right hand side, Xr is the gerbe of r-th roots of O(D) over X ,
and O(D)0,n,d ∈K0(M0,n(Xr,d)) is given by pulling back O(D) to the universal
curve and pushforward to the moduli space. O(D/r) is the universal sheaf on the
root gerbe, and similarly O(D/r)0,n,d is the pull-back and push-forward. O(D)
and O(D/r) have fiberwise C∗-action of weights 1 and 1/r, respectively. λ is the
corresponding equivariant parameter.
In short, this theorem says that genus-zero Gromov–Witten theory of a root
stack is nothing but the non-equivariant limit of a (doubly) twisted theory on a
root gerbe. This can be used to provide a second proof of previous mirror theorem
of root stacks.
4 HONGLU FAN, HSIAN-HUA TSENG, AND FENGLONG YOU
1.3. Relation to relative Gromov–Witten theory. Gromov–Witten theory
of root stacks is important also because it is naturally related to relative Gromov–
Witten theory. Abramovich-Caman-Wise [2] proved that genus-zero Gromov–Witten
invariants of root stacks are equal to the corresponding relative Gromov–Witten
invariants if the roots are taken to be sufficiently large. The relation between higher
genus invariants has recently been carried out by the second and the third authors
in [39] and [40]. However, the correspondence between relative and orbifold invari-
ants in [2] and [40] only contains orbifold invariants whose orbifold markings are
of small ages. That is, the ages are of the form i/r, for r sufficiently large. In [18],
the correspondence between genus-zero relative and orbifold invariants has been
generalized to include orbifold invariants with large ages. The extra orbifold in-
variants correspond to relative invariants with negative contact orders as defined
in [18]. Givental’s formalism for genus-zero relative Gromov–Witten theory has
also been worked out in [18].
Although mirror symmetry for absolute Gromov–Witten theory has been in-
tensively studied over the past two decades, mirror symmetry for relative Gromov–
Witten theory has been missing in the literature for a long time. To the best of the
authors’ knowledge, mirror symmetry with relative Gromov–Witten invariants was
first studied in M. van Garrel’s thesis [20] for genus-zero relative Gromov–Witten
theory of toric del Pezzo surfaces with maximal tangency along smooth effective
anticanonical divisors.
The relation between relative and orbifold invariants allows one to formu-
late relative mirror symmetry as a limit of mirror symmetry for root stacks. In
Section 4, we obtain a Givental style mirror theorem for relative Gromov–Witten
invariants. That is, the I-function for relative Gromov–Witten invariants lies in
Givental’s Lagrangian cone for relative invariants, as defined in [18]. In partic-
ular, the result in [2] and [40] is already sufficient if one only considers the re-
stricted J-function, defined in Section 4, where each invariant only contains one
relative marking. We obtain the I-function for relative Gromov–Witten invari-
ants of (X,D) with maximal tangency condition along the divisor D by passing
the I-function for root stacks to the limit. Therefore, we first obtain the relation
between the restricted J-function of (X,D) and the non-extended I-function of(X,D) without using Givental’s formalism for relative invariants.
Theorem 1.4 (=Theorem 4.3). Given a smooth projective variety X and a smooth
nef divisor D such that the class −KX −D is nef. The non-extended I-function for
relative Gromov–Witten invariants of (X,D) is
I(X,D)(Q, t, z) = ∑
d∈NE(X)
JX,d(t, z)Qd ( ∏
0<a≤D⋅d−1
(D + az)) [1]−D⋅d,(2)
where we refer to Section 4 for the notation. The non-extended I-function I(X,D)(Q,z)
is equal to the restricted J-function J(X,D)([t′]0, z) for the relative Gromov–Witten
invariants of (X,D) after change of variables.
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The non-extended I-function of (X,D) coincides with the I-function for the
local Gromov–Witten theory of OX(−D) (up to signs). Hence, Theorem 1.4 should
be related to the relation between relative invariants of (X,D) and local Gromov–
Witten invariants of OX(−D) in [21] when the divisor is smooth and there is one
relative marked point.
To state a mirror formula for relative invariants with more than one rela-
tive marked points, as well as relative invariants with negative contact orders, we
consider the S-extended I-function IS(X,D)(Q,x, t, z) for relative invariants. We re-
fer the readers to Section 4.3 for the definition of IS(X,D)(Q,x, t, z). The following
theorem follows.
Theorem 1.5 (=Theorem 4.6). The S-extended I-function IS(X,D)(Q,x, t, z) for
relative invariants lies in Givental’s Lagrangian cone for relative invariants as
defined in [18, Section 7.5].
1.4. Acknowledgment. F.Y. would like to thank Qile Chen, Charles Doran and
Melissa Liu for helpful discussions. H. F. is supported by grant ERC-2012-AdG-
320368-MCSK and SwissMAP. H.-H. T. is supported in part by NSF grant DMS-
1506551. F. Y. is supported by a postdoctoral fellowship funded by NSERC and
Department of Mathematical Sciences at the University of Alberta.
2. Preliminary
2.1. Orbifold Gromov–Witten theory. In this section, we briefly recall the
definition of genus-zero orbifold Gromov–Witten invariants and Givental’s formal-
ism. General theory of orbifold Gromov–Witten invariants can be found in [1], [4],
[5], [11] and, [36].
Let X be a smooth proper Deligne–Mumford stack with projective coarse
moduli space X . The Chen–Ruan orbifold cohomology H∗CR(X ) of X is the co-
homology of the inertia stack IX with gradings shifted by ages. We consider the
moduli stack M0,n(X ,d) of n-pointed genus-zero degree d stable maps to X with
sections to gerbes at the markings (see [5, Section 4.5], [36, Section 2.4]). Given
cohomological classes γi ∈ H∗CR(X ) and nonnegative integers ai, for 1 ≤ i ≤ n, the
genus-zero orbifold Gromov–Witten invariants of X are defined as follows
⟨ n∏
i=1
τai(γi)⟩
X
0,n,d
∶= ∫[M0,n(X ,d)]w
n
∏
i=1
(ev∗i γi)ψ¯aii ,(3)
where,
● [M0,n(X ,d)]w is the the weighted virtual fundamental class in [4, Section
4.6] and [36, Section 2.5.1].● for i = 1,2, . . . , n,
evi ∶M0,n(X ,d) → IX
is the evaluation map;● ψ¯i ∈H2(M0,n(X ,d),Q) is the descendant class.
6 HONGLU FAN, HSIAN-HUA TSENG, AND FENGLONG YOU
The genus-zero Gromov–Witten potential of X is
F0X (t) ∶= ∑
n,d
Qd
n!
⟨t, . . . , t⟩X0,n,d,
where Q is the Novikov variable and
t = ∑
i≥0
tiz
i ∈H∗CR(X )[z].
.
The Givental’s formalism about the genus-zero orbifold Gromov–Witten in-
variants in terms of a Lagrangian cone in Givental’s symplectic vector space was
developed in [36]. The Givental’s symplectic vector space is
H ∶=H∗CR(X ,C) ⊗C[[NE(X )]][z, z−1]],
where NE(X ) is the Mori cone of X . The symplectic form on H is defined as
Ω(f, g) ∶= Resz=0(f(−z), g(z))CRdz,
where (−,−)CR is the orbifold Poincare´ pairing of the Chen-Ruan cohomology
H∗CR(X ) of X .
We consider the polarization
H =H+ ⊕H−,
H+ =H∗CR(X ,C) ⊗C[[NE(X )]][z], H− = z−1H∗CR(X ,C) ⊗C[[NE(X )]][[z−1]].
The Givental’s Lagrangian cone LX is defined as the graph of the differential ofF0X in the dilaton-shifted coordinates. That is,
LX ∶= {(p, q) ∈H− ⊕H+∣p = dqF0X } ⊂H.
An important slice of LX is the J-function:
JX (t, z) ∶= z + t +∑
n,d
∑
α
Qd
n!
⟨ φα
z − ψ¯ , t, . . . , t⟩
0,n+1,d
φα,
where
{φα},{φα} ⊂H∗CR(X )
are additive bases dual to each other under orbifold Poincare´ pairing and,
t = ∑
α
tαφα ∈ H∗CR(X ).
One can decompose the J-function according to the degree of curves
JX (t, z) = ∑
d
JX ,d(t, z)Qd.
Givental-style mirror theorems can be formulated in terms of the Lagrangian
cone LX . For example, the mirror theorem in [9] (resp. [30]) for toric fibrations
(resp. toric stack bundles) states that the I-function, certain hypergeometric mod-
ification of the J-function of the base, lies in Givental’s Lagrangian cone for the
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target. For toric complete intersection stack Y cut out by a generic section of a con-
vex vector bundle E with suitable assumptions (see [16, Section 5]), the I-function
lies in Givental’s Lagrangian cone for Y.
We will also need to consider Gromov–Witten invariants twisted by the T-
equivariant (inverse) Euler class. We assume that T acts trivially on the target X .
Let E → X be a vector bundle equipped with a T-linearization. We consider
E0,n,d ∶= Rpi∗ ev∗E ∈K0T(M0,n(X ,d)),
where pi and ev give the universal family:
C0,n,d ev //
pi

X
M0,n(X ,d)
.
The (eT,E)-twisted genus-zero Gromov–Witten invariants are defined to be
⟨ n∏
i=1
τai(γi)⟩
X
0,n,d,(eT,E)
∶= ∫[M0,n(X ,d)]w
n
∏
i=1
(ev∗i γi)ψ¯aii eT(E0,n,d).(4)
The (e−1
T
,E)-twisted invariants are defined by replacing eT(E0,n,d) with e−1T (E0,n,d).
2.2. Root construction. Given a smooth Deligne–Mumford stack X , an effective
smooth divisor D ⊂ X , and a positive integer r, the r-th root stack of (X ,D) is
denoted by XD,r. The Deligne–Mumford stack XD,r can be defined as the stack
whose objects over a scheme f ∶ S → X consist of triples
(M,φ, τ)
where
(1) M is a line bundle over S,
(2) φ ∶M⊗r ≅ f∗OX (D) is an isomorphism,
(3) τ is a section ofM such that φ(τr) is the tautological section of f∗OX (D).
There is a natural morphism f ∶ XD,r → X , which is an isomorphism overX ∖D.
When X is a scheme X , the inertia stack of the root stack XD,r can be
decomposed into a disjoint union of r components
I(XD,r) =XD,r ⊔Dr ⊔⋯⊔Dr,
where there are r−1 twisted components of µr-gerbesDr overD. Roughly speaking,
we see it as a way to add stacky structure to X along D.
The root stack is the root of a line bundle with a section. In Section 3.3, we
will also consider the root of a line bundle L over a scheme X which is called a
root gerbe Xr over X . Objects of Xr over a scheme f ∶ S → X consist of a line
bundle M over S and an isomorphism
φ ∶M⊗r ≅ f∗L.
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The stack Xr is a gerbe over X banded by µr. We refer to [5, Appendix B] for
more detailed discussions about root constructions.
3. A mirror theorem for root stacks
Let X be a smooth projective variety and D ⊂ X be a smooth nef divisor.
We want to construct the root stack XD,r as a hypersurface in a weighted projec-
tive bundle, then apply known mirror theorems to obtain the I-function. By [13,
Section E] and [32], the blow-up of X along a smooth center can be constructed
as a complete intersection in a projective bundle Y over X . Motivated by their
construction, we describe root stacks in a similar way.
3.1. A hypersurface construction. Consider the line bundle
L ∶= OX(−D),
and the projectivization
Y ∶= P(L⊕OX) piÐ→X.
Geometrically, Y is the compactification of the total space of L. The zero section
is
X0 = P(OX) ⊂ P(L⊕OX).
Also let
X∞ = P(L) ⊂ P(L⊕OX).
X∞ is the exact divisor we add in at infinity to compactify L. There is an invertible
sheaf OY (1) corresponding to the section X∞ (as a divisor class). Denote
h = c1(OY (1)).
Choose a section σ of OX(D) whose vanishing locus is the divisor D. This section
defines a homomorphism of sheaves
f = (σ ⊕ 1)∗ ∈ HomX(L⊕OX ,OX).
The section f determines a section
f˜ ∈H0(Y,OY (1)),
by the canonical identifications
HomX(L⊕OX ,OX) =H0(X, (L⊕OX)∗) =H0(X,pi∗OY (1)) =H0(Y,OY (1)).
Following the argument in [13, Lemma E.1], we can determine the zero locus of
the section f˜ of OY (1) locally over X . Locally, the zero locus of the section f˜ ofOY (1) is defined by s0σ(x)+ s1 = 0, where s0 is the local equation of X0 and s1 is
the local equation of X∞. If s0 = 0, then s1 = 0, this can not happen. If s0 is not
0, then σ(x) = −s1/s0. Hence, f˜−1(0) = σ(X) ≅X . Its intersection with X∞ is D.
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OY (1)
X ≅ σ(X) = f˜−1(0) Y ∶= P(L⊕OX)
X
i
pi
f˜
.
The above construction can be viewed as a special case of the geometric construc-
tion of blow-up when the blow-up center is the divisor D. The blown-up variety is
simply X .
To provide some intuition, a geometric explanation could go as follows. Note
that the normal bundle of X∞ is L
∗. Moreover, the total space of L∗ actually
embeds into Y as a Zariski neighborhood of X∞. Recall that σ is a section ofOX(D) ≅ L∗. Under the embedding of L∗ into Y , the image σ(X) becomes a
section of Y over X . One can check σ(X) is the zero locus of f˜ , and the image of
σ(X) intersect X∞ along D simply because σ vanishes at D.
To construct the root stack XD,r, we consider the projection
p ∶ YX∞,r → Y
from the stack of r-th roots of Y along the infinity section X∞. The section f˜ pulls
back to a section p∗(f˜) of p∗(OY (1)). The zero locus p∗(f˜)−1(0) is the inverse
image of f˜−1(0) via p. This inverse image is isomorphic to XD,r.
p∗(OY (1)) OY (1)
p∗f˜−1(0) =XD,r YX∞,r Y
X X
i p
p∗f˜
pi
f˜
.
3.2. Construction of the I-function. In this section, the Novikov variable qn
corresponds to n times of fiber classes of Y over X , and Qd corresponds to the
image of d under the embedding NE(X∞) ⊂ NE(Y ). We also represent a curve
class β ∈ NE(Y ) by (d, n) under this decomposition.
Recall that a line bundle F over X is called convex if H1(C, f∗F ) = 0 for all
genus-zero orbifold stable maps f ∶ C → X .
Lemma 3.1. p∗OY (1) is a convex line bundle.
Proof. p∗OY (1) is convex because it is a pullback of a convex line bundle OY (1)
on the coarse moduli space Y of YX∞,r. 
Recall that
h = c1(OY (1)).
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We can now construct the I-function of XD,r in terms of the J-function of X
as follows. YX∞,r is a toric stack bundle over X with the fibers isomorphic to
the weighted projective line P11,r. Therefore, by the mirror theorem for toric stack
bundles [30], [41], we can write the I-function of YX∞,r as the hypergeometric
modification of the J-function of X :
IYX∞,r(Q,q, t, z) =e(h logq)/z ∑
d∈NE(X)
∑
n≥0
JX,d(t, z)Qdqn
( (∏⟨a⟩=⟨n/r⟩,a≤0(h/r + az))(∏a≤0(h −D + az))(∏⟨a⟩=⟨n/r⟩,a≤n/r(h/r + az))(∏a≤n−D⋅d(h −D + az)))1⟨−n/r⟩,
where ⟨a⟩ is the fractional part of the rational number a.
Recall that i is the embedding XD,r ↪ YX∞,r. In view of Lemma 3.1, we may
apply orbifold quantum Lefschetz [36], [14]. Denote the resulting I-function for
the root stack as the following.
I˜XD,r (Q,q, t, z)
=e(D log q)/z ∑
d∈NE(X)
∑
n≥0
JX,d(t, z)Qdqn
i∗ ( ∏⟨a⟩=⟨n/r⟩,a≤0(h/r + az)∏⟨a⟩=⟨n/r⟩,a≤n/r(h/r + az)
∏a≤0(h −D + az)
∏a≤n−D⋅d(h −D + az)
∏a≤n(h + az)
∏a≤0(h + az) )1⟨−n/r⟩.
Here “∼” on the top of IXD,r is to signify that it is not completely intrinsic to XD,r
due to the extra Novikov variable q.
We have the relation
i∗h =D.
Recall that Dr is the substack of XD,r isomorphic to an r-th root gerbe of D. As
divisor classes, Dr =D/r. The I-function I˜XD,r can be written as
I˜XD,r (Q,q, t, z) =e(D log q)/z ∑
d∈NE(X)
∑
n≥D⋅d
JX,d(t, z)Qdqn
(5)
( ∏⟨a⟩=⟨n/r⟩,a≤0(Dr + az)∏⟨a⟩=⟨n/r⟩,a≤n/r(Dr + az)
∏a≤n(D + az)
∏a≤0(D + az)
1
(n −D ⋅d)!zn−D⋅d )1⟨−n/r⟩.
It is worth noting that n starts from D ⋅ d instead of 0. If n <D ⋅ d, we have
i∗
∏a≤0(h −D + az)
∏a≤n−D⋅d(h −D + az) = 0
because of numerator has a zero factor when a = 0.
The above I-function contains an extra Novikov variable q coming from the
ambient P11,r-bundle. To get an intrinsic expression of XD,r, we need to restrict
Novikov variables to NE(XD,r) ⊂ NE(YX∞,r). To elaborate the situation, we start
with the following standard computation.
MIRROR THEOREMS FOR ROOT STACKS AND PAIR 11
Lemma 3.2. If a curve class β ∈ NE(YX∞,r) represented by (d, n) as above is
contained in NE(XD,r) then n =D ⋅ d.
Proof. Suppose there is γ ∈ NE(XD,r) such that β = i∗γ. Then
n = ∫
β
c1(OY (1)) = ∫
i∗γ
h = ∫
γ
i∗h = (pi∗D) ⋅ γ =D ⋅ (pi∗γ) =D ⋅ d.

Thus, by Lemma 3.2, a natural idea is to set n = D ⋅ d in (5). We replace
QdqD⋅d by Qd after rescaling Q. This yields the following expression.
IXD,r (Q, t, z) = ∑
d∈NE(X)
JX,d(t, z)Qd×(6)
(∏a≤D⋅d(D + az)∏a≤0(D + az) )(
∏⟨a⟩=⟨Dr ⋅d⟩,a≤0(Dr + az)
∏⟨a⟩=⟨Dr ⋅d⟩,a≤Dr ⋅d(Dr + az))1⟨−Dr ⋅d⟩.
Note that curve classes (d,D⋅d) lie on the boundary of the sub-cone {(d, n)}, n ≥
D ⋅ d. We conclude that Birkhoff factorization and the mirror map of I˜XD,r and
the ones of IXD,r have the same effect on the coefficient of Q
dqD⋅d (corresponding
to Qd) after restricting the cohomology to the hypersurface XD,r ⊂ YX∞,r. Recall
that Dr =D/r as a divisor class. Note that D is a nef divisor (thus D ⋅ d ≥ 0).
Theorem 3.3. Given a smooth projective variety X and a smooth nef divisor
D, the I-function of the r-th root stack XD,r of (X,D) can be constructed as a
hypergeometric modification of the J-function of X as the following:
IXD,r (Q, t, z) = ∑
d∈NE(X)
JX,d(t, z)Qd ( ∏0<a≤D⋅d(D + az)∏⟨a⟩=⟨Dr ⋅d⟩,0<a≤Dr ⋅d(Dr + az))1⟨−Dr ⋅d⟩,
(7)
where ⟨a⟩ is the fractional part of the rational number a. The I-function2 IXD,r
lies in Givental’s Lagrangian cone LXD,r for XD,r.
Remark 3.4. There are two reasons that we need to assume X is a smooth
projective variety instead of a smooth proper Deligne-Mumford stack. First, the
mirror theorem for toric stack bundles in [30] requires the base to be a smooth
variety. Whether it holds for smooth Deligne-Mumford stack is currently not yet
studied. Second, quantum Lefschetz principle can fail for orbifold hypersurfaces if
the line bundle is not the pullback from the coarse moduli space [17]. Provided a
mirror theorem for toric stack bundles with stacky base, the above construction
of I-function can be extended to the case when X is a smooth Deligne–Mumford
stack and OX(D) is convex.
2We need to require the cohomology classes at orbifold marking to be in i∗H∗(X) instead of
H∗(D), because we apply quantum Lefschetz.
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3.3. A refinement of the hypersurface construction. In fact, the hypersur-
face construction in Section 3.1 can be exploited further. We put a C∗-action on
fibers of YX∞,r so that on the normal bundle of X∞, the weight is 1. More precisely,
under the presentation Y = P(L⊕O), we need the C∗ to act on L with weight −1
and to act trivially on O. It induces an action on YX∞,r. The C∗-action naturally
lifts to a C∗-action on the line bundle p∗OY (1). Let λ be the equivariant param-
eter. As mentioned in the previous section, orbifold quantum Lefschetz already
implies a result stronger than the mirror theorem.
Theorem 3.5. Let ⟨. . .⟩YX∞,r,p∗OY (1) denote Gromov–Witten invariant twisted by
equivariant line bundle p∗OY (1). Given cohomological classes γj ∈ H∗CR(YX∞,r)
and nonnegative integers aj, for 1 ≤ j ≤ n, we have
⟨ n∏
j=1
τaj (i∗γj)⟩
XD,r
0,n,d
=
⎡⎢⎢⎢⎢⎣
⟨ n∏
j=1
τaj (γj)⟩
YX∞,r ,p
∗
OY (1)
0,n,i∗d
⎤⎥⎥⎥⎥⎦λ=0
,
where i ∶XD,r ↪ YX∞,r is the embedding.
The theorem above already allows one to compute invariants of XD,r only
using invariants of X . But we will do more in this section. Let us compute the
right-hand side by localization. In the localization computation of invariants of
YX∞,r, the fixed loci can be labelled by decorated bipartite graphs. In particular,
we have the graph Γ0 consists of a single vertex supported on p
−1(X∞) without
edges. This graph contributes
ContΓ0 = ∫[M0,n(Xr,d)]vir
n
∏
j=1
ev∗j γj
eC∗(O(D)0,n,d)
eC∗(O(D/r)0,n,d) ,
where Xr is the gerbe of r-th roots of O(D) over X , and O(D)0,n,d is given by
pulling back O(D) to the universal curve and pushforward to the moduli space.O(D/r) is the universal sheaf on the root gerbe, and O(D/r)0,n,d is the pullback
and pushforward similar as before.
We claim that any other graph Γ containing an edge always contributes 0.
The reason comes from the effect of the twisting eC∗((p∗OY (1))0,n,d) on an edge.
Schematically, the localization contribution of Γ can be written as follows.
ContΓ0 = ∫[MΓ]vir ∏v∈V (Γ)
Contv ∏
e∈E(Γ)
Conte,
whereMΓ is the fixed locus in the moduli space, V (Γ),E(Γ) are sets of vertices and
edges, respectively. Writing a localization residue as vertex and edge contributions
is standard, and a detailed expression in this situation can be written out by an
easy modification of the computation in [30]. But we do not need the full expression
in our analysis.
Suppose an edge e ∈ E(Γ) has multiplicity k. The corresponding edge con-
tribution includes a factor coming from the twisting eC∗((p∗OY (1))0,n,i∗d). More
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precisely, it has the form
(8) Conte = ev∗e
k
∏
j=0
(k − j
k
(D + λ))Cont′e,
where the factor
k
∏
j=0
(k − j
k
(D + λ)) comes from the twisting, and Cont′e refers to
other factors (e.g., contribution of TYX∞,r ) whose expressions do not concern us.
Note that when j = k, Conte = 0. We could almost conclude our claim. One could
be a little more careful by checking the gluing of nodes at the X∞ side in order
to make sure that this 0 factor is not cancelled in the normalization sequence. It
is straightforward and the conclusion is that Conte = 0 whenever there is at least
one edge.
As a result, we have the following statement.
Theorem 3.6. Given cohomological classes γj ∈ H∗CR(YX∞,r) and nonnegative
integers aj, for 1 ≤ j ≤ n, we have
⟨ n∏
j=1
τaj (i∗γj)⟩XD,r0,n,d =
⎡⎢⎢⎢⎣∫M0,n(Xr,d)
n
∏
j=1
ψ¯j ev
∗
j (i′∗γj) eC∗(O(D)0,n,d)
eC∗(O(D/r)0,n,d)
⎤⎥⎥⎥⎦λ=0 ,
where i ∶XD,r ↪ YX∞,r and i′ ∶ Xr ↪ YX∞,r are the embeddings.
In particular, this result covers Theorem 3.3 as a special case, resulting in a
second proof of Theorem 3.3. First, recall that IXr = ⊔r−1j=0X . Let ιj ∶ X → IXr be
the isomorphism of X with the component of age j/r. By [6], the small J-function
of X and the one of Xr has a simple relation.
Lemma 3.7. JXr(t, z) = r−1 r−1∑
j=0
(ιj)∗JX(t, z).
Write JXr(t, z) = ∑
d
JXr ,d(t, z)Qd. We can then construct I-function for the
required twisted theory by attaching hypergeometric factors ([36, 14]). By a slight
abuse of notation, we use Novikov variable Qd for curve classes d ∈ NE(XD,r).
Proposition 3.8.
ItwXr(Q, t, z) = ∑
d
∑
α
JXr,d(t, z)Qd (∏a≤D⋅d(D + λ + az)∏a≤0(D + λ + az) )×
⎛
⎝
∏⟨a⟩=⟨(D⋅d)/r⟩,a≤0(D+λr + az)
∏⟨a⟩=⟨(D⋅d)/r⟩,a≤(D⋅d)/r(D+λr + az)
⎞
⎠ ,
where superscript tw means the (double-) twisted theory by O(D) (using the char-
acteristic class eC∗(⋅)) and O(D/r) (using 1/eC∗(⋅)).
Combining all the above and taking nonequivariant limit, we obtain the fol-
lowing equation.
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IXD,r (Q, t, z) = ∑
d∈NE(X)
JX,d(t, z)Qd (∏a≤D⋅d(D + az)∏a≤0(D + az) )(9)
( ∏⟨a⟩=⟨Dr ⋅d⟩,a≤0(Dr + az)∏⟨a⟩=⟨Dr ⋅d⟩,a≤Dr ⋅d(Dr + az))1⟨−Dr ⋅d⟩.
In view of D being a nef divisor, this becomes exactly the same equation as the
one in Theorem 3.3.
Remark 3.9. Comparing Theorem 3.6 with Theroem 3.5, an advantage is that
it can be made more explicit via Grothendieck-Riemann-Roch computation. In
fact, the Hurwitz–Hodge classes e(O(D/r)0,n,d) can be further related to double
ramification cycles with target varieties. Further study is in progress.
Remark 3.10. We would like to make a note about the choice of C∗-weights on the
bundles O(D) and O(D/r). In Theorem 3.5, the C∗-action on p∗OY (1) is in fact
arbitrary since it is nef and we only care about the non-equivariant limit. However,
there is only one choice that allows us to further achieve Theorem 3.6. And the
choice is the equivariant OY (1) of Y = P(L⊕O) with weights −1,0 on factors L,O.
Otherwise, (8) would look different and we would have more complicated graph
sums. In the end, this forces the C∗-weight on O(D) to be 1.
3.4. The S-extended I-function. One can also consider the S-extended I-function
for toric stack bundles to construct the S-extended I-function for root stacks.
Then Theorem 3.3 can also be stated in terms of the S-extended I-function for
root stacks without change. We also refer to [15] and [12] for the S-extended
I-function for toric stacks. As mentioned in [26], [15], [30], the non-extended I-
function only determines the restriction of the J-function to the small parameter
space H2(XD,r,C) ⊂H2CR(XD,r,C). Taking the S-extended I-function allows one
to determine the J-function along twisted sectors.
Recall that YX∞,r is a toric stack bundle over X and the fiber is the weighted
projective line P11,r. As a toric Deligne–Mumford stack, the weighted projective
line P11,r can be constructed using stacky fans defined in [8]. The fan sequence is
0Ð→ Z
⎛
⎜
⎝
r
1
⎞
⎟
⎠ÐÐ→ (Z)2 (−1 r)ÐÐÐÐÐ→ Z.
Following [29], one can also consider the S-extended stacky fan. In general,
we choose S to be a subset of the so-called box elements of the toric stack bundle.
For P11,r, it simply means we assume
S ∶= {a1, a2, . . . , am} ⊂ {0,1, . . . , r − 1}.
MIRROR THEOREMS FOR ROOT STACKS AND PAIR 15
The S-extended fan sequence is
0Ð→ Z1+m
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝
r 0 ⋯ 0
1 −a1 ⋯ −am
0 r ⋯ 0
⋮ ⋮ ⋯ ⋮
0 0 ⋯ r
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠ÐÐÐÐÐÐÐÐÐÐÐÐÐ→ (Z)2+m (−1 r a1 ⋯ am)ÐÐÐÐÐÐÐÐÐÐÐÐÐÐ→ Z.
By [30], the S-extended I-function is
ISXD,r (Q,x, t, z) = ∑
d∈NE(X)
∑
(k1,...,km)∈(Z≥0)m
JX,d(t, z)Qd ∏
m
i=1 x
ki
i
z∑
m
i=1
ki ∏mi=1(ki!)×
(10)
( ∏
0<a≤D⋅d
(D + az))⎛⎜⎝
∏⟨a⟩=⟨Dr ⋅d−∑mi=1 kiair ⟩,a≤0(Dr + az)
∏⟨a⟩=⟨Dr ⋅d−∑mi=1 kiair ⟩,a≤Dr ⋅d−∑mi=1 kiair (Dr + az)
⎞⎟⎠1⟨−Dr ⋅d+∑mi=1 kiair ⟩,
where x = {x1, . . . , xm} is the set of variables corresponding to the extended data
S, and Dr =D/r as divisor classes.
The following mirror theorem again follows from the mirror theorem for toric
stack bundles [30] and orbifold quantum Lefschetz [36], [14].
Theorem 3.11. The S-extended I-function (10) lies in the Givental’s Lagrangian
cone LXD,r of the root stack XD,r.
Theorem 3.11 allows one to compute orbifold Gromov–Witten invariants of
root stacks when there are orbifold marked points with ages ai/r, for 1 ≤ i ≤m.
3.5. Examples.
Example 3.12 (Toric pairs). We consider a toric pair (X,D), where X is a toric
variety and D is a toric divisor. The root stack XD,r is a toric Deligne–Mumford
stack, where r is a positive integer. The I-function for X is
IX(Q,z) = ze∑li=1 pi logQi/z ∑
d∈NE(X)
Qd
n
∏
i=1
( ∏a≤0(Di + az)∏a≤Di ⋅d(Di + az)) ,
where D1, . . . ,Dn are toric divisors of X ; {p1, . . . , pl} is a basis of H2(X,Q). We
can also write down the I-function for XD,r:
IXD,r (Q,z) = ze∑li=1 pi logQi/z ∑
d∈NE(X)
Qd
n
∏
i=1
( ∏⟨a⟩=⟨Di⋅d⟩,a≤0(Di + az)∏⟨a⟩=⟨Di⋅d⟩,,a≤Di⋅d(Di + az))1⟨−Dr ⋅d⟩,
where Di are toric divisors of XD,r.
Therefore,
IXD,r (Q,z) = pi∗ ∑
d∈NE(X)
IX,d(Q,z)(∏a≤D⋅d(D + az)∏a≤0(D + az) )(
∏⟨a⟩=⟨Dr ⋅d⟩,a≤0(Dr + az)
∏⟨a⟩=⟨Dr ⋅d⟩,,a≤Dr ⋅d(Dr + az))1⟨−Dr ⋅d⟩,
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where pi ∶ XD,r →X , and Dr =D/r as divisor classes. This matches with the
mirror formula in Theorem 3.3. Note that for toric pairs, D is not required to be
nef.
Example 3.13. Let C be a smooth cubic curve in P2. The I-function for the root
stack P2C,r is
IP2
C,r
(Q,z) = zeH logQ/z ∑
d≥0
Qd
∏3da=1(3H + az)
∏da=1(H + az)3
∏⟨a⟩=⟨3d/r⟩,a≤0(3H/r + az)
∏⟨a⟩=⟨3d/r⟩,a≤3d/r(3H/r + az)1⟨−3d/r⟩,
(11)
where H ∈ H2(P2) is the hyperplane class.
Example 3.14. Let S be a smooth cubic surface in P3. The I-function for the
root stack P3S,r is
IP3
S,r
(Q,z) = zeH logQ/z ∑
d≥0
Qd
∏3da=1(3H + az)
∏da=1(H + az)4
∏⟨a⟩=⟨3d/r⟩,a≤0(3H/r + az)
∏⟨a⟩=⟨3d/r⟩,a≤3d/r(3H/r + az)1⟨−3d/r⟩.
(12)
More generally, one can also write down the I-function for the root stack PnD,r,
where D is a smooth hypersurface of Pn, in a similar way.
4. A mirror theorem for relative pairs
Genus-zero invariants of root stacks and genus-zero relative invariants are
closely related. Following the formalism of [18], we rephrase our result as a mirror
theorem of relative theory in this section.
Note that in [18], relative invariants with negative contact orders are defined,
and it is proven to coincide with invariants of root stacks with some “large”-age
markings. In general, Theorem 3.5 should involve such invariants. In Section 4.2, we
consider a non-extended I-function, and these invariants are not involved in this
case. Hence, we state a mirror theorem for relative invariants without Givental
formalism for relative invariants developed in [18]. In Section 4.3, we state the
mirror theorem using Givental formalism for relative invariants and S-extended
I-function to determine relative invariants with more than one relative markings,
as well as invariants with negative markings.
4.1. Genus-zero formalism of relative theory. In this subsection, we briefly
recall some notation in [18].
Define H0 =H∗(X) and Hi =H∗(D) if i ∈ Z − {0}. Let
H =⊕
i∈Z
Hi.
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Each Hi naturally embeds into H. For an element γ ∈ Hi, we denote its image in
H by [γ]i. Define a pairing on H by the following.
([γ]i, [δ]j) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, if i + j ≠ 0,
∫X γ ∪ δ, if i = j = 0,
∫D γ ∪ δ, if i + j = 0, i, j ≠ 0.
(13)
The pairing on the rest of the classes is generated by linearity.
If we pick fixed basis for H0 and each Hi≠0, we have a basis for the whole H.
H is used as our ring of insertions, and the indices in Hi signifies the contact order
of the corresponding marking. For details, see [18, Section 7.1].
In [18], relative invariants with insertions coming from H are denoted by the
following:
Id(ψ¯a1[γ1]i1 , . . . , ψ¯an[γn]in),
where (i1, . . . , in) are contact orders and ψ¯a1γ1, . . . , ψ¯anγn are insertions (see [18,
Definition 7.3]). Unfortunately, this notation is in conflict with the notation for I-
functions in this paper. In this paper, we switch the above notation to the following:
⟨ψ¯a1[γ1]i1 , . . . , ψ¯an[γn]in⟩(X,D)0,n,d .
According to [18, Section 7.5], the whole Lagrangian cone formalism can be
built over H, and therefore, I-functions make sense as points on the Lagrangian
cone. For i ∈ Z, let {T̃i,α} be a basis for H and T̃α−i be the dual basis. For l ≥ 0, we
write tl = ∑
i,α
tl;i,αT̃i,α, where tl;i,α are formal variables. Also write
t(z) = ∞∑
l=0
tlz
l.
The relative genus-zero descendant Gromov–Witten potential is defined as
F(t(z)) = ∑
d
∞
∑
n=0
Qd
n!
⟨t(ψ¯), . . . , t(ψ¯)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n
⟩(X,D)
0,n,d
.
Givental’s Lagrangian cone L is then defined as the graph of the differential dF .
More precisely, a (formal) point in Lagrangian cone can be explicitly written as
−z + t(z)+∑
d
∑
n
∑
i,α
Qd
n!
⟨ T̃i,α
−z − ψ¯
, t(ψ¯), . . . , t(ψ¯)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n
⟩(X,D)
0,n+1,d
T̃α−i.
Moreover, [18, Theorem 6.1] implies
Theorem 4.1. Let d ∈ NE(X) and (i1, . . . , in) be a sequence of integers such that
∑k ik =D ⋅ d. For r≫ 1, we have
rρ− ⟨τa1(γ11i1/r), . . . , τan(γn1in/r)⟩XD,r0,n,d = ⟨ψ¯a1[γ1]i1 , . . . ψ¯an[γn]in⟩(X,D)0,n,d ,
where ρ− is the number of ik, for 1 ≤ k ≤ n, such that ik < 0.
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4.2. The non-extended I-function for relative invariants. Assuming the
anti-canonical divisor of XD,r is nef for r ≫ 1, we consider the following J-function
of XD,r with restricted parameters.
JXD,r (t′, z) ∶= z + t′ +∑
d
∑
α
Qd ⟨ φα
z − ψ¯
, t′, . . . , t′⟩
XD,r
0,n+1,d
φα,
where we restrict the parameter t′ to H∗(X) ⊂ H∗CR(XD,r); {φα} is a basis of
the ambient cohomology ring3 of the twisted sector D of IXD,r with age (D ⋅d)/r.
Indeed, for this restricted J-function, the distinguished marked point (first marked
point) has to be orbifold marked point with age (D ⋅ d)/r by virtual dimension
constraint.
On the other hand, under the set-up of [18], we can write down the restricted
J-function of (X,D) as follows.
Definition 4.2. The J-function for relative Gromov–Witten invariants of (X,D)
with restricted parameter is
J(X,D)([t′]0, z) ∶= z + [t′]0 +∑
d
∑
α
Qd ⟨[φα]D⋅d
z − ψ¯
, [t′]0, . . . , [t′]0⟩
(X,D)
0,n+1,d
[φα]−D⋅d.
Note that each invariant in J(X,D)([t′]0, z) only has one relative marking,
hence the contact order is D ⋅d. Informally, J(X,D)([t′]0, z) can be seen as a “limit”
of JXD,r(t′, z) for r →∞. It is slightly different from the traditional limit, because
our “limit” also changes the underlying vector spaces from H∗(IXD,r) to H.
Consider IXD,r (Q, t, z) from Theorem 3.3. We want to turn it into an I-
function for relative Gromov–Witten theory. For a fixed Qd, when r > D ⋅ d, the
coefficient looks like the following.
JX,d(t, z)Qd (∏a≤D⋅d(D + az)∏a≤0(D + az) )
1
(D + (D ⋅d)z)/r1⟨−(D⋅d)/r⟩(14)
=JX,d(t, z)Qd ( ∏
0<a≤D⋅d−1
(D + az)) r1⟨−(D⋅d)/r⟩,
Except r1⟨−(D⋅d)/r⟩, the rest is independent of r as long as r > D ⋅ d. On non-
trivial twisted sectors of IXD,r, Poincare´ pairing has an extra r factor due to
gerbe structures. Therefore, r1⟨−(D⋅d)/r⟩ altogether turns into [1]−D⋅d. Hence, we
conclude
Theorem 4.3. Given a smooth projective variety X and a smooth nef divisor
D such that the class −KX −D is nef. The non-extended I-function for relative
Gromov–Witten invariants of (X,D) is
I(X,D)(Q, t, z) = ∑
d∈NE(X)
JX,d(t, z)Qd ( ∏
0<a≤D⋅d−1
(D + az)) [1]−D⋅d,(15)
3the basis {φα} is a basis of the cohomology ring pullback from the cohomological ring of
XD,r to Dr.
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where [1]−D⋅d is the identity class of the component H−D⋅d of the ring of insertions
H. The non-extended I-function I(X,D)(Q, t, z) equals the J-function J(X,D)([t′]0, z)
for the relative Gromov–Witten invariants of (X,D) with restricted parameter af-
ter change of variables.
The non-extended I-function for relative invariants coincides with the I-
function for local invariants of OX(−D) (up to signs). It should be related to
the equality in [21] between relative Gromov–Witten invariants of (X,D) with
one relative marking and the local Gromov–Witten invariants of OX(−D).
Example 4.4. Consider Gromov–Witten invariants of P2 relative to a generic
cubic curve C with maximal tangency along C at a point. The I-function is the
limit of the I- function in Example 3.13:
I(P2,C)(Q,z) = zeH logQ/z (1 +∑
d>0
Qd
∏3d−1a=1 (3H + az)
∏da=1(H + az)3 [1]−3d) .(16)
The I-function I(P2,C)(Q,z) is equal to the J-function J(P2,C)([t′]0, z) via change
of variables. Hence relative invariants of (P2,C) with one marking can be com-
puted. It coincides with the I-function for the canonical bundle KP2 of P
2 via
the relation between relative invariants and local invariants [21]. Moreover, we re-
cover the relative Gromov–Witten invariants of (P2,C) with one relative marking
computed in [20].
Example 4.5. Similarly, we can consider Gromov–Witten invariants of P3 relative
to a generic cubic surface S with maximal tangency along S at a point. The I-
function can be obtained by taking the limit of the I-function in Example 3.14:
I(P3,S)(Q,z) = zeH logQ/z (1 +∑
d>0
Qd
∏3d−1a=1 (3H + az)
∏da=1(H + az)4 [1]−3d) .(17)
Relative invariants with one marking can be directly computed.
4.3. The S-extended I-function for relative invariants. Recall the S-extended
I-function for root stacks is
ISXD,r (Q,x, t, z) = ∑
d∈NE(X)
∑
(k1,...,km)∈(Z≥0)m
JX,d(t, z)Qd ∏
m
i=1 x
ki
i
z∑
m
i=1
ki ∏mi=1(ki!)×(18)
( ∏
0<a≤D⋅d
(D + az))⎛⎜⎝
∏⟨a⟩=⟨Dr ⋅d−∑mi=1 kiair ⟩,a≤0(Dr + az)
∏⟨a⟩=⟨Dr ⋅d−∑mi=1 kiair ⟩,a≤Dr ⋅d−∑mi=1 kiair (Dr + az)
⎞⎟⎠1⟨−Dr ⋅d+∑mi=1 kiair ⟩.
The S-extended I-function for root stacks determines the J-function along the
twisted sectors of age ai
r
, for 1 ≤ i ≤ m. Therefore, for r sufficiently large, the S-
extended I-function determines relative invariants with relative markings of con-
tact order ai, for 1 ≤ i ≤m.
The S-extended I-function for relative invariants can be obtained from S-
extended I-function for root stacks by fixing {ai}mi=1 and d and letting r be suffi-
ciently large. The S-extended I-function splits into two parts:
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● When ∑
m
i=1 kiai
r
<Dr ⋅ d, we have
⎛⎜⎝
∏⟨a⟩=⟨Dr ⋅d−∑mi=1 kiair ⟩,a≤0(Dr + az)
∏⟨a⟩=⟨Dr ⋅d−∑mi=1 kiair ⟩,a≤Dr ⋅d−∑mi=1 kiair (Dr + az)
⎞⎟⎠ =
1
Dr + (Dr ⋅d − ∑mi=1 kiair )z
,
where the extra factor r on the right hand side together with 1
⟨−Dr ⋅d+
∑m
i=1
kiai
r
⟩
is identified with the class [1]−D⋅d+∑mi=1 kiai in relative theory.
● When ∑
m
i=1 kiai
r
≥Dr ⋅ d, we have
⎛⎜⎝
∏⟨a⟩=⟨Dr ⋅d−∑mi=1 kiair ⟩,a≤0(Dr + az)
∏⟨a⟩=⟨Dr ⋅d−∑mi=1 kiair ⟩,a≤Dr ⋅d−∑mi=1 kiair (Dr + az)
⎞⎟⎠ = 1.
The class 1
⟨−Dr ⋅d+
∑m
i=1
kiai
r
⟩
is identified with the class [1]−D⋅d+∑mi=1 kiai in
relative theory.
Therefore, we write the S-extended I-function for relative invariants as follows
IS(X,D)(Q,x, t, z) = I+ + I−,
where
I+ ∶= ∑
d∈NE(X),(k1,...,km)∈(Z≥0)m
∑
m
i=1 kiai<D⋅d
JX,d(t, z)Qd ∏
m
i=1 x
ki
i
z∑
m
i=1
ki ∏mi=1(ki!)
∏0<a≤D⋅d(D + az)
D + (D ⋅ d −∑mi=1 kiai)z [1]−D⋅d+∑mi=1 kiai ,
and
I− ∶= ∑
d∈NE(X),(k1,...,km)∈(Z≥0)m
∑
m
i=1 kiai≥D⋅d
JX,d(t, z)Qd ∏
m
i=1 x
ki
i
z∑
m
i=1
ki ∏mi=1(ki!)
( ∏
0<a≤D⋅d
(D + az))[1]−D⋅d+∑mi=1 kiai .
The S-extended I-function for relative invariants correspond to J-function
for relative invariants with possibly one negative relative marking. These relative
invariants with one negative relative marking exactly correspond to the terms of
I−. On the other hand, the terms of I+ correspond to relative invariants with-
out negative relative marking. Therefore, we have a mirror formula for relative
invariants beyond the case of maximal tangency.
Theorem 4.6. The S-extended I-function IS(X,D)(Q,x, t, z) for relative invariants
lies in Givental’s Lagrangian cone for relative invariants as defined in [18, Section
7.5].
We can also allow some ai to be large, then the S-extended I-function allows
us to compute relative invariants with more than one negative relative markings.
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