ABSTRACT This paper introduces a novel smeared synthesized LFM (SSLFM) time compression overlap-add (TC-OLA) radar system. The new system allows us to control the signal to noise ratio level, and, therefore, obtain a higher processing gain compared to the traditional LFM-PC radar systems. In addition, it allows us to control the signal spectrum spreading, making it more immune to noise jamming. The new SSLFM signal is obtained by either multiplying the LFM waveform with a complex unit signal with the random phase or by encoding the time compression signal with the random phase at the transmitter. A denoising processor, placed either before or after the OLA processor, is used to remove the random phase from the SSLFM and forward the resulted LFM signal to the rest of the conventional LFM-PC radar receiver system. The new SSLFM TC-OLA radar system enjoys a better low probability of intercept feature while maintaining the LFM time sidelobe and Doppler tolerance properties. Moreover, the additional modules in the new radar system do not require changing the core LFM radar components. Using TC-OLA and denoising requires a synchronization system (SS) to properly recover the LFM signal. We, therefore, offer three SSs. The performance evaluation of the new radar system shows its superiority over the traditional LFM, the wideband LFM, and the TC-OLA-based LFM radars, especially under powerful noise jamming. The synchronization system is implemented and tested experimentally using software-defined radar.
I. INTRODUCTION
As radars are increasingly facing serious threats from electronic warfare support (ES) interception capabilities and electronic attack (EA), they have to hide their emissions from hostile receivers. Low probability of intercept (LPI) radars use low-power managed waveforms, which are hard to detect without using sophisticated hardware and signal processing algorithms. Many articles are published trying to introduce new LPI waveforms [1] - [3] , especially noise-related ones. Govoni et al. [4] and Feng et al. [5] designed a synthesized LFM waveform by combining of random noise waveform and conventional LFM. Their idea is to multiply the conventional LFM signal by a complex noise waveform with a phase factor to control the phase randomness. By increasing the phase The associate editor coordinating the review of this manuscript and approving it for publication was Weimin Huang.
factor, the randomness of the obtained signal increases and therefore a higher LPI is achieved. However, the Doppler shift of the moving targets, even the slow ones, cannot be resolved if a large signal phase factor is used. This introduces a trade-off between high LPI and reasonable Doppler tolerance. The authors, therefore, had to use a small phase factor with an optimized matched filter to maintain the estimation accuracy (range and Doppler) with a fair LPI. To obtain high LPI and Doppler tolerance, we propose a new radar system that relies on time compression overlap-add (TC-OLA) technique [6] , [7] and allows for large phase factors.
The TC-OLA-based LFM radar introduced in [8] and [9] , incorporate time compression (TC) and overlap-add (OLA) modules as a pre-and post-processors into an LFM-PC radar. At the transmitter side and using a TC module, the digitally generated LFM signal is divided into overlapping segments. Each segment is transmitted using higher rates to produce non-overlapping segments. At the receiver side, the signal is reconstructed from the segments at the original lower sampling rate using the OLA module and passed to the traditional LFM-PC receiver.
We extend the TC-OLA-based LFM radar by using a synthesized LFM waveform instead. The new radar system obtained requires adding a few modules to harness the power of complex noise waveform with large phase factors. The modules include two Hadamard multipliers, one at the transmitter side to ''noise'' the LFM signal and produce the synthesized LFM waveform, and the other at the receiver side to denoise the synthesized LFM waveform and convert it back to the traditional LFM. Since the denoising process requires the received signal and the multiplicative complex conjugate of the noise waveform to be fully synchronized, a synchronization module at the receiver side is needed. Because of the LFM signal is noised, scrambled and spread via TC, we qualify our radar system as 'smeared'.
The proposed radar is simulated, evaluated, and then compared with traditional LFM, wideband LFM, 1 and TC-OLA based LFM radar systems.
The SSLFM radar enjoys many features, aside from those of TC-OLA-based LFM radar reported in [8] , which we enumerate below: 1) Synthesis of new signal with noise-like nature using high phase factor while still possessing LFM features (fair time resolution and high Doppler tolerance). 2) Significant increase of the radar immunity against noise jamming technique compared to traditional LFM, wideband LFM with the same processing gain, and TC-OLA-based LFM radar systems. 3) No change in the radar signal processing blocks, namely matched filter (MF), moving target detector (MTD), and constant false alarm rate (CFAR). In fact, the papers that introduce new signals with a noise-like waveform have to optimize the matched filter to accommodate the new waveform shape. 4) Same processing gain as TC-OLA-based LFM radar system but with a higher spectrum spread, and therefore higher immunity to jamming. 5) Introduction of advanced synchronization modules to ensure a perfect recovery of the signal. 6) Possible implementation of the SSLFM TC-OLA radar using software-defined radar (SDR). The remainder of this paper is structured as follows. Section II discusses the detail explanation and an analytical description of SSLFM TC-OLA radar. Section IV investigates the proposed radar under additive noise, and noise jamming. The validation of the theoretical model and its implementation in SDR is presented in Section V. We conclude and present our future work in Section VI. 1 When the signal bandwidth is between 1% and 25% of the radar center frequency, the signal is generally considered to be a wideband signal [10] . 
II. SMEARED SYNTHESIZED LFM TC-OLA RADAR
The block diagram of SSLFM TC-OLA radar is shown in Fig. 1 , and depicts two ways to represent the proposed radar. Notice that, we use Table in our discussion. In the first way, the digitized LFM and the random phase signal are multiplied using Hadamard product, i.e. the element-wise product, to produce the synthesized LFM waveform (see path A, Fig. 1 ). In the second way, the signal is encoded by random phase during TC process (see path B, Fig. 1 ). The two ways of transmitting the radar signal have also two ways of reconstructing the signal at the receiver side. In what follows, the detail explanation including the analytical description of the transmitter, receiver, and synchronization systems.
A. SSLFM TC-OLA RADAR TRANSMITTER
Let x(n) be the digitized version of the LFM radar signal at sampling rate f s 1 , and L be the length of x(n). Let r(n) be a digital uniform random phase signal in [0, 2π] of length L. The digital noise waveform N (n) is defined as:
where µ is the noise factor. By increasing µ from 0 to 1, we produce a noise waveform with higher phase variation. As opposed to taking µ less than 0.5 as done in [5] , we opted for µ = 1 to get the full LPI advantage.
To noise the LFM signal, x(n), we multiply it by the noise waveform, N (n) as follows:
The signal x syn (n) is the synthesized LFM (SLFM) signal. Fig. 2 shows the spectrogram of the LFM signal before and VOLUME 7, 2019 after product. The usual LFM spectrum occupies the chirp bandwidth B in the known linear shape while the SLFM spectrum is spread over the entire frequency bandwidth. Setting µ = 1 renders x syn (n) a noise-like waveform. The signal after product is taken as reference signals in the receiver side. Next, we apply the TC technique to x syn (n). The predefined parameters M , the segment length, and R, the hop size, are used to form the overlapping segments. The SLFM signal, x syn (n), is divided into overlapping sequences of segments
, each S j is a vector of length M defined as following the ideas in [6] and [8] :
Notice that the bound L−M R is not guaranteed to be integer unless M , L, and R are chosen in such a way to achieve that, or either by taking the lower or the higher integer of the term. Increasing the sampling frequency to f s 2 = M R f s 1 , where f s 1 is the sampling frequency of the digitized LFM, produces a smeared synthesized signal with non-overlapping segments. The spectrum of the new signal is therefore spread by
where B is the radar bandwidth [8] . To express the transmitted signal, x t (n), a windowing function is introduced to select the proper segment via a shift. Since each segment overlaps with the next by M −R samples, n−i(M −R) gives the index of the transmitted value in the segment i. Therefore, the transmitted signal, x t (n) can be written as:
where w(n) is a windowing function that can be of any digital window function type [11] . The length of the windowing function, however, has to be [0, . . . , M − 1]. To cover only the finite length of the signal, the overlapping process should end at L − M + 1. The expression of x t (n) is similar to the one we have in [8] except that each sample
). This allows the LFM TC signal to be smeared over the bandwidth M R f s 1 . As such, x t (n) is called the smeared SLFM TC signal.
To preserve the time duration of the original signal x(t), x t (n) is converted to continuous-time signal x t (t) by DAC at a high sampling rate f s 2 = M R f s 1 . Fig. 3 shows how the TC processor smears the synthesized LFM signal over the bandwidth of M R f s 1 . The power of the SSLFM signal is spread over the entire band instead of a restricted area as in TC-OLAbased LFM radar (see [8] , Fig.6 ). In addition to the target time delay, the signal is subjected to the channel effect including noise and the target Doppler shift. The result can be written as:
where f d is the target Doppler shift, t d is the target time delay, and n r (t) is the radar additive white Gaussian noise (AWGN). Convolution noise jamming (CNJ) is a smart noise jamming techniques [12] , [13] that is proposed for jamming LFM radars [14] , [15] . In the CNJ context, the jammer receives the radar signal and convolves it with random signals. Therefore, less power is required to effectively jam the radar signal compared to other kinds of noise jamming technique [16] .
The intercepted SSLFM signal at a self screening jammer (SSJ), a unit carrying a jamming equipment for its own protection, located at a distance R j = R t from the radar is given by [12] :
where t j is the time delay of the signal expressed as R j /c. The convolution noise jamming signal is:
where is the convolution operator, J (t) is the pulsed jamming signal, n j (t) is the jamming noise, t 0 is the response time that takes to transmit the jamming signal. The received jamming signal by the radar is therefore:
In the frequency domain, the jamming spectrum is multiplied by that of the signal and, therefore, noises the signal spectrum while keeping the spectral envelop the same. As such, the effect of jamming depends on the bandwidth of the signal and, in fact, decreases as the bandwidth of the signal increases. Under the same average jamming power, and since the SSLFM spectrum is spread over the entire M R f s 1 bandwidth, the effect of CNJ is significantly decreased compared to the standard or wideband LFM with B or M R B bandwidth, respectively. Moreover, the noise-like spectrum of the SSLFM signal makes it much better than the TC-OLAbased LFM as it has a higher LPI nature. Fig. 4 shows the effect of the CNJ on the wideband and TC-OLA-based LFM, and SSLFM signals. The standard LFM signal is not shown as it is a scaled version of the wideband LFM. As we can see, the jamming noise spreads its power over the bandwidths of the signals.
Given the expression of x j (t), the total received signal can be formulated from Eq. 5 and Eq. 8 as follows:
We rewrite the received signal as:
where
is the SSLFM signal that holds the target information. 
B. SSLFM TC-OLA RADAR RECEIVER
The received signal x r (t) is sampled via ADC at the sampling rate f s 2 to obtain a discrete-time signal x r (n). A synchronization system right after ADC is necessary to properly recover the signal at the OLA and denoising processors. Our proposed synchronization systems are discussed in the next subsection. For simplicity, we assume that the signal x r (n) is already synchronized and is fed to the OLA processor. This processor is then deployed to partition x r (n) into consecutive segments of length M ; each segment is then shifted to the right by R with respect to its preceding segment and added to produce the synthesized LFM signal, x s (n). The shifting is carried out using the windowing function w to produce overlapping segments similar to the ones at the transmitter side. For a segment i and given that now the segments overlap over M − R, n + i(M − R) gives the index of the value of x corresponding to the index n of the signal x s . Therefore, x s (n) can be expressed as:
We can rewrite x s (n) as:
where X t OLA (n) is the OLA output of the SSLFM signal, N OLA (n) is the OLA output of AWGN, and X j OLA (n) is the OLA output of jamming signal whose value depends on the jamming to signal ratio (JSR). As shown in [8] , the gain of the OLA output X t OLA (n) increases by a factor of ( M R ) 2 while still preserving target information.
It is worth emphasizing that all processors coming after OLA carry out their operations at a lower sampling rate, f s 1 . The OLA processor is followed by the denoising processor. The denoising processor is used to remove the random noise phase from the signal by multiplying each sample of the signal by the conjugate of the corresponding random phase sample to produce the LFM signal, x f (n), as follows:
where '' * '' is the conjugate operator. Using Eq. 12, the reconstructed LFM signal can be written as:
We can deduce from the previous equation that, with a good SS, the LFM signal is recovered while the jamming signal effect at the MF and MTD is reduced as a result of the element-wise multiplication by the conjugate of the random waveform. The output of the denoising process goes through the tradition LFM-PC radar receiver to detect the information of the target (time delay and Doppler shift). Namely, MF, MTD, and CFAR. MF is for maximizing SNR at its output [17] , [18] , MTD is for producing a 2-D array with rows corresponding to the Doppler cells and columns corresponding to the range cells [8] , and CFAR is for computing the adaptive threshold at each Doppler cell to maintain the certain value of a false alarm rate, P f a [19] , [20] .
Comparing the proposed radar with the traditional LFM and TC-OLA-based LFM radar, we obviously see the superiority of our system over the others as shown in Fig. 5 . As we move from the traditional LFM to the wide LFM, the processing gain increased by M R (5 in this case) as a result of the bandwidth increase. The receiver output of the TC-OLAbased LFM radar is almost the same as that of the wideband LFM radar [8] . The interesting aspect of SSLFM is that it kept the same TC-OLA-based LFM processing gain while it significantly reduced the effect of CNJ. In fact, the denoising did not only allow us to extract LFM from SLFM but also to cause CNJ to be very uncorrelated with the reference signal.
C. SYNCHRONIZATION SYSTEM OF SSLFM TCOLA RADAR
The SS for the new proposed radar is of extreme importance as we are dealing with random phase signal. Deciding the beginning of the first segment is critical to produce the proper overlapping segments so that they can be added constructively. Table 2 presents the list of symbols for easy addressing the explanation of our proposed SSs. Given that the returned signal is formed from overlapping segments, each of length M , there are M − 1 possible choices to select the first sample. As a consequence, we have to design a SS that is able to find the correct choice and reconstruct the incoming signal properly. For that, we propose three SSs. The first and second SSs target the first way, while the third SS targets the second way.
1) SYNCHRONIZATION SYSTEM #1
Fig . 6 shows the first SS (SS#1). The SS involves M paths as shown in Fig. 6 ; each path contains three cascaded blocks, namely delay, OLA processor, and MF, denoted by MF (1) . Let α : {α ∈ N|0 ≤ α ≤ M − 1} be the shift value as well as the path number (e.g. if α = 0, it corresponds to the first path). The received signal after OLA processor can be formulated as follows:
Although OLA is computed for all possible α shifts, only one will produce the correct OLA output. To illustrate this step, let the synthesized LFM signal be
and let M = 4 and R = 2. Therefore the SSLFM signal is
Notice that, the number of sample increases by amount of M R . Assume that the incoming signal is delayed 2 samples:
where the samples x i include all the background effects. Although all the samples have different values, the samples with the same notations are expected to be added together by the OLA processor. At the first path, α = 0, the OLA carries out its operation without shift. It means that the first segment S 0 = [0 0 x 0 x 1 ] is added to the second segment
after hopping by 2 samples and is also added to the third segment S 3 = [x 4 x 5 x 4 x 5 ] after hopping by 2 samples with respect to the second segment and so on. In particular, x 0 and x 1 in the first segment are added to x 2 and x 3 in the second segment, respectively. In the same way, x 2 and x 3 (sample number three and four) in the second segment are added to x 4 and x 5 (sample number one and two) in the third segment. As the result, the OLA processor gives the inappropriate signal. The two peaks are a consequence of the reference signal being half correlated with the overlapped signal. The second path deals with the received signal with one sample shift. In this case, the first three segments are
, and
. Therefore, 0 and x 0 in the first segment are added to x 1 and x 2 in the second segment, respectively. Also, x 3 and x 2 in the second segment are added to x 3 and x 4 in the third segment. One sample out of four is correctly added after each hop. Next, the OLA processor in the third path executes its operation after two sample shifts. The first three segments are
The two zeros in the first segment are added to x 0 and x 1 ; x 2 and x 3 in the second segment are added to x 2 and x 3 in the third segment. The output of OLA in such case is properly overlapped. The last path output with three sample shifts is the same as the second path output as only one sample is correctly overlapped in each segment. To search for the maximum peak, each OLA has to be followed by MF (MF (1) ); the impulse response of the MF is obtained by time-reversing and conjugating the synthesized LFM waveform x syn (n) as expressed below:
where T pw is the pulse duration that is added for the impulse response to be causal. From Eq. 19, x α s and x * syn should be a matched pair to maximize the SNR output. If the OLA process changes the waveform (as in paths 1, 2, 4), a mismatch occurs and, in turn, a reduction of the correlation peak is observed. Fig. 7 shows the MF (1) output of each path after applying successive shifts before OLA processor.
Comparing the peaks at the output of MFs (1) , we can detect the path number, ξ 1 , for which the maximum correlation occurs. This path number can be written as the maximum of the maximum peaks as follows:
The proper OLA output is selected according to ξ 1 value, and the output of SS#1 is:
In SS#1, we need (M − 1) unit delays, M OLA processors, and M MFs. This makes the implementation challenging for large M . For that reason, we offer a second SS, SS#2 as explained next.
2) SYNCHRONIZATION SYSTEM #2 Fig. 8 shows the SS#2 which is composed of two multirate stages.
The first stage involves downsampling the received signal by a factor of M :
Let β : {β ∈ N|0 ≤ β ≤ R − 1} The β shifted the R downsampled SLFM signal is given by:
The R signals produced (x β syn d (n)) are used to create the R-impulse responses, h β MF (2) (n), accordingly:
Using Eq. 22 and Eq. 24, the output of R-matched filters are: 
The SSLFM signal is given by:
Assume that the incoming signal is delayed 4 samples as follows:
The incoming signal is then downsampled by a factor of 6 to be:
].
As we can see, the number of the missing samples, as a result of downsampling process, is (R − 1) and x d (n) has the same length as x β syn d (n). Correlating x d (n) with all h β MF (2) (n) for β = 0, 1, 2, we found that h 2 MF (2) (n) produces the maximum correlation peak while the rest do not have any apparent peaks as shown in Fig. 9 .
Similar to the first SS, the index of the matched filter which has a good correlation is given by:
FIGURE 9. The correlation output of MF (2) , M = 6, R = 3, for:
(n). Only the MF with the coefficients x 2 syn d
(n) has an apparent correlation peak while the rest do not.
where SS 2 : {SS 2 ∈ N|0 ≤ SS 2 ≤ R − 1}. The shift value of the delay unit, δ, at the beginning of the second stage, is given by δ = ξ 2 − 1.
In the second stage, the total number of delay units is M R . The output of each delay unit is connected to the OLA processor. Let γ : {γ ∈ N|0 ≤ γ ≤ M R − 1}, representing the index of each path in the second stage and, therefore, the shift value of the delay unit in each path (see Fig. 8 ). The output of the OLA, x γ s (n), can be written as follows:
Back to the example above, the shift value of the first delay unit is 2 and is added to x r (n) before the OLA. At the first path, the first three segments at the output of OLA processor will be, In this case, x 0 , x 1 , and x 2 in the second segment are added to the x 3 , x 4 , and x 5 in the third segment, and, therefore, produced the wrong output. Next, MF (1) is applied to each OLA output: From Fig. 10 and the above analysis, it is clear that the first matched filter has a good correlation compared to the second one. By detecting the peak, we obtain the index of the appropriate path as follows:
Finally, the output of SS#2 is:
In SS#2, we need (1) s and R MF (2) s. For large M and R > 1, the complexity of the second approach is remarkably reduced compared to the first one. However, the computational complexity of OLA modules are relatively high. Therefore, we introduce a third SS, SS#3 to reduce the complexity of the previous SSs.
3) SYNCHRONIZATION SYSTEM #3
This system targets the second way of the proposed radar (see Fig. 1, path B) . Fig. 11 shows SS#3. Similar to SS#2, it consists of two multirate stages. Since the noise phase is inserted during the TC process, the transmitted SSLFM signal, represented in Eq. 4, is now modified to:
The length of N (n) is now equal to the length of x t (n). In the first stage, the incoming signal is downsampled by a factor of M (See Eq. 22). One way to create the impulse response of MFs is from SSLFM signal (TC signal). Let β : {β ∈ N|0 ≤ β ≤ M − 1}. The SSLFM signal downsampled by M and shifted by β is given by:
(33) VOLUME 7, 2019 The M -impulse responses can be written as:
Using Eq. 22 and Eq. 34, the output of M -matched filters are:
Only one MF is matched with the x d (n) and gives one peak, while the others MFs do not have any common samples with the incoming signal, given thereby very low correlations. The index of the matched filter which has a maximum correlation is given by:
The shift value of the delay unit is given by δ = ξ 4 − 1. To illustrate this, let us look at the example where M is 6 and R is 3. The SSLFM signal is given by:
Notice that the above equation is different from the Eq. 27 in SS#2. Each M segment is multiplied by M independent random phases. In other words, the random phase sample that is multiplied by x 4 in the first segment, for example, is different than the one that is multiplied by x 4 in the second segment.
Therefore, the six versions of x β syn d (n), for β = 0, 1, . . . , 5:
Assume that the incoming signal SSLFM is delayed by 3 samples:
From Eq.40, x d (n) has the same length as x (2) (n) for β = 0, 1, . . . , 5, it is easy to see the h 3 MF (2) (n) produces the maximum correlation peak while others do not as shown in Fig. 12 . The shift value is calculated as in Eq. 27. Unlike SS#2 that need extra work for reconstruction to be done, this shift value is directly used to determine the first sample and reconstruct the incoming signal properly.
FIGURE 12.
The correlation output of MF (2) in the second stage -path B, M = 6, R = 3, for: (a) h 0
(n), Only the MF with the coefficients (n) has an apparent correlation peak while the rest do not.
The decision of time offset, the actual sampling time is out of sync by a consistent amount from the nominal sampling time throughout the system, or time drift, the actual sampling time is progressively out of sync over time from the nominal sampling time, is taken based on the output of MFs. Each MF output is divided by the maximum normalized correlation and the result is compared to a certain threshold, η, as follows:
where β = 0, . . . , M − 1. If two of them exceed the threshold, the decision goes to adaptive denoising processor to change its mode. In the drift/offset mode, the phase noise is interpolated using an upsampler followed by a low-pass filter:
where N up is upsampled phase noise, N intp is interpolated phase noise, and h lp is the impulse response of the low-pass filter. After that, the downsampler picks the samples that are closely matched to the current state. Therefore, the adaptive random phase signal, N adapt can be written as:
where ρ is the controlled time offset ∈ [0,
. The output of the OLA and also the output of SS#3 can be written as follows: Fig. 13 shows the problem of time offset of 0.45T s . The threshold is set to be 0.5 of the maximum correlation. Fig. 14 shows the output and OLA and denoising processors with and without the time offset correction. ρ is set to be 0.4T s . A notable enhancement in recovering signal is recorded. Notice that the recovered signal has extra gain of 2 as M R = 2. In SS#3, although we have increased the number of MFs, we need one unit delay, one OLA processor, and M MF (2) s; no need to add the MF after OLA processors as in SS#1 and SS#2. Therefore, the complexity of SS#3 depends mainly on M .
III. ANALYTICAL DESCRIPTION OF SSLFM TC-OLA RADAR
In this section, we rely on Table 1 to support our discussion.
A. SSLFM TC-OLA SYNCHRONIZATION SYSTEM
In what follows, we elaborate on the three proposed SSs.
IV. EVALUATION OF SSLFM TC-OLA RADAR
In this section, the proposed radar is evaluated under AWGN and CNJ in the presence of moving target, and compared with the traditional LFM-PC radar, the TC-OLA LFM-PC radar, and a wideband LFM-PC radar having the same processing gain as our model. The parameters for these different radar systems is shown in Table 1 .
The evaluation is done using the Detection Probability Curve (DPC); such curve combines SNR with the probability of detection, P D , under fixed probability of false alarm, P f a . Notice that the SNR used in the simulation is calculated at the receiver front end. Fig. 15 shows the effect of the AWGN on the proposed radar compared to the other radars. The SSLFM processing gain is the same as the TC-OLA-based LFM and wideband LFM radars but 5 times (or 7 dB) greater than the traditional LFM radar because of the M R additional processing gain of OLA processor. From Fig. 15 , the simulation result is consistent with our analytical result.
A. EVALUATION UNDER AWGN

B. EVALUATION UNDER CNJ
The radar models are subjected to CNJ with a JSR of 35 dB. According to radar parameters, this value is chosen to totally jam the traditional LFM radar. With that JSR value the detection of TC-OLA-based LFM and wideband LFM radars is comparable to no jamming case. For example, in Fig. 15 , TC-OLA-based LFM and wideband LFM radars achieve 100% in their detections at SNR = −40 dB. Fig. 16 , with jamming, they achieve ≈ 58%, 72% in their detections, respectively. The SSLFM curve, shown in Fig. 16 , has a very small degradation. In fact, at SNR = −40 dB, The radar has a detection of ≈ 98%. To quantify the superiority of the proposed system, we increase JSR to 40 dB. Fig. 17 shows the performance of TC-OLA-based LFM, wideband LFM, and SSLFM TC-OLA radars.
The detection of the TC-OLA-based at SNR = −35 dB LFM radar is decreased to 20%, and that of the wideband LFM is below 50%. The SSLFM TC-OLA radar, however, has detection almost 100% which is a huge improvement compared to the other radars. The green curves in both figures 16 and 17 will be discussed in Section IV-E.
C. OVERALL EVALUATION
From the above discussion, the SSLFM has better performance even under high noise jamming compared to TC-OLA-based LFM and wideband LFM. To take the comparison even further, we developed Table 3 for the reader to contrast the models from different aspects. In practice, the higher processing gain may not be achievable using a wideband LFM radar, since an existing LFM radar system will need to be redesigned to accommodate the new higher sampling rate. This may be straightforward in theory for a software-radio based radar system, but if the radar is a hardware-based design, such redesign may be costly or otherwise not practical in an operational context. Radar operations, in SSLFM and TC-OLA-based LFM, such as MF, MTD, and CFAR operate at the low sampling rate, thus enabling the use of more complex algorithms than that would be possible for a wideband LFM radar at the high sampling rate. The TC-OLA add-on does not require any modification or redesign of the existing LFM radar, which we see as a significant advantage.
Given that the SS is applied to the TC-OLA-based LFM and SSLFM TC-OLA, the latter includes a synthesized LFM and denoising modules in the transmitter and receiver, respectively (see Fig. 1 ). Although these modifications add extra complexity to the system, they are not costly as the added modules operate at a lower frequency. Furthermore, the overall system still has lower complexity compared to wideband LFM, and achieve higher immunity against noise jamming techniques compared to traditional LFM, wideband LFM, and TC-OLA-based LFM radars [8] , [15] , [21] .
D. EVALUATION OF SYNCHRONIZATION SYSTEMS
We evaluate the three SSs in two ways. The first way looks at the statistical distributions of the errors at the selector output. while the second at the detection sensitivity of the overall system. Since SS#2 and SS#3 are done the synchronization in the same fashion, we suffice to evaluate SS#1 and SS#2. Both SSs are evaluated on a wide range of SNR for a few values of M and R.
1) STATISTICAL PERFORMANCE
In this evaluation, pre-specified uniform distributed random delays ∈ [0, Fig. 19 . Note that, the value 0.875 appears two times, Fig. 19 (b) and (h). Contaminating the received signal with noise will cause such a value to be very close to 1, and, therefore, increasing the difficulty to detect the correct output.
As Given that the MFs of the first stage have a rate lower by R, the processing gain at the output of these low rate MFs are also lower by R. Therefore, as R increases, the processing gain becomes smaller and the low rate MFs become susceptible to noise. Although lowering the rate of MFs might look disadvantageous, it is very effective in producing uncorrelated signals in all paths except for the correct one (see Fig. 9 ).
2) OVERALL PERFORMANCE
The two SSs are followed by CFAR detectors to evaluate their overall performance and investigate their DPCs. It should be noticed that the CFAR detector was recomputed for each SS to satisfy a fixed P f a , typically set to 10 −6 . The same M and R values as in Subsection IV-D.1 are also used here. For the two SSs, we can state the following:
• The detection performance is enhanced as M R increases.
• As R increases, while keeping M R fixed, the P d decreases for the same reason mentioned previously (see Subsection IV-D).
• As M R increases, the difference between the two PDCs increases as shown in Fig. 20(d) . Comparing the two SSs, it is clear that SS#1 is slightly better than SS#2. The SS#1 enhancement of the detection is not that much compared to its complexity with respect to SS#2. For example, for M = 20 and R = 4, SS#1 needs 20 OLA processors and 20 MFs while SS#2 only needs 4 low rate MFs, 5 OLA processors, and 5 normal rate MFs. This entails a 75% reduction in OLA processors and 55% in MFs. 
E. DISCUSSION
In the previous section, we investigated the performance of each SS as a standalone system. In this section, we will look at the performance of the entire system, after adding SS, to ensure the ongoing superiority of the proposed radar over the other radars. The performance of SSLFM TC-OLA radar with the SS#1 are shown in green in Fig. 16 and Fig. 17 .
Under a JSR of 35 dB, from Fig. 16 , at P D = 0.5, the difference between the curves of the SSLFM TC-OLA with perfect synchronization and SSLFM TC-OLA with SS is ≈ 3 dB. As JSR increases to 40 dB, the SSLFM TC-OLA with SS reaches the limit of the SS performance and fails to provide reliable target detection. However, (See Fig. 17 ) the SSLFM TC-OLA with SS outperforms all the other radars except for the ideal SSLFM TC-OLA. As the figure shows, P D = 0.5 is achieved at −41.5 dB and −36 dB for the ideal SSLFM TC-OLA radar and the SSLFM TC-OLA with SS, respectively. The wideband LFM radar has the same detection at −30 dB.
V. HARDWARE PROOF OF CONCEPT
This Section introduces a proof of concept of our proposed synchronization systems. In this test, SS#3 has been selected. The entire radar system with different types of SSs is deferred to the next paper. Table 4 presents the parameters used in the experiment. It should be noticed that the experiment is done by moving real data from MATLAB to GNU Radio and vice versa. Fig. 21 shows the transmitted LFM signal (up-chirp) with time-frequency plot. This signal is time compressed and then transmitted through 960 ft coaxial cable to emulate the radar round trip. Fig. 22 shows the incoming signal. It is easy to see the spectrum of the received signal is spread over the entire band. Fig. 23 represents the first stage of SS#3. As we expected, there is no correlation between the MFs and the incoming signal except one. This indicates the shift value for the OLA and denoising processors. Fig. 24 represents the recovered LFM signal after OLAing and denoising the received signal. Comparing Fig. 22 with Fig. 24(b) , SS#3 succeeded to recover the received signal.
VI. CONCLUSION AND FUTURE WORK
We have presented a new radar system based on smearing the synthesized LFM signal using the TC-OLA technique. VOLUME 7, 2019 A new LPI signal with noise-like nature (using a high phase factor) is created while still possessing LFM features without changing in the standard LFM radar signal processing blocks. Although the proposed radar system has the same processing gain as TC-OLA-based LFM radar system, it enjoys a higher spectrum spread which increases the radar immunity against noise jamming techniques including CNJ. Moreover, the added modules (synthesizing and denoising at the transmitter and receiver respectively) operate at low frequency without increasing the complexity of the system while significantly improving the performance of detection.
Furthermore, three synchronization systems have been proposed for executing the overlap-add and the denoising processes properly. The limitation of the synchronization systems is mainly depending on the SNR and M R values as reported in Subsection IV-D. The SSLFM TC-OLA radar have been analyzed, simulated and then compared to traditional LFM, wideband LFM, and TC-OLA based LFM radars. The analysis shows that the new radar system is superior to the aforementioned radars. One of the SSs is evaluated experimentally using SDR. The result showed that it succeeded to recover the radar received signal. Currently, we are investigating the performance of the new system under other jamming and deception techniques.
Our future developments include further experimental evaluation of the proposed system using SDR, evaluating the system under different waveforms, such as phase coded waveforms and other frequency modulation waveform as we aim to build end to end radar system.
