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Abstract-A program of studies of quantum mechanical control systems is initiated. 
Following the historical development of quantum mechanics, the quantum control 
model is obtained from a corresponding classical structure. Second order linear and 
bilinear control systems as well as first order linear control systems are investigated; 
it is further demonstrated that the analysis may be extended to some nonlinear control 
problems. The results derived for these systems form an interesting example of the 
general theory of quantization. 
1. INTRODUCTION 
Since the early sixties, stimulated largely by achievements in space technology, there has 
been intense activity in mathematical systems theory and its applications. Indeed, the 
last two decades have witnessed the emergence of a coherent new discipline called sys- 
tems science. The concepts and language of this new field are firmly rooted in classical 
mechanics. On the other hand, developments in science and engineering focus increas- 
ingly on the control of microsystems obeying the laws of quantum physics. Problems of 
quantum or microsystem control are encountered, for example, in particle accelerators, 
in nuclear energy, in sophisticated computer devices, and especially in modern optical 
technology [1,2]. There is, then, strong motivation for the development of a formal de- 
scription of quantum control systems. To date, very little has been published in this 
important area, although the quantum control problem has been discussed in general 
terms and in particular the controllability of pure quantum states has been considered 
r3,41. 
Here, as a first step toward a comprehensive formal theory of controlled quantum 
mechanical systems, we take up the fundamental problem of deriving a model of a con- 
trolled quantum system from a given model of a controlled classical system. Such a 
process is called quantization. The quantization of systems subject to an outside force 
has been investigated in physics literature [5-91, but a number of key issues are still 
unresolved U-71. The geometric quantization theory of systems without control was 
proposed by Kostant, Segal and others [lo-201. To the authors’ knowledge the quanti- 
zation of control systems has not been previously studied as such. 
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There are two aspects of the project we have undertaken. First, we must realize a 
suitable classical treatment of the control system, and second, we must accomplish the 
quantization. At the classical level, to facilitate later quantization, we need to construct 
a symplectic structure for the control system in question. Equivalently, we need to con- 
struct a Lagrangian for the system. This is the so-called inverse problem in classical 
mechanics, which can be dealt with by adapting Santilli’s results [211 to our situation. 
On the quantization level, the algorithm set forth by van Hove, Souriau, and Kostant [ 131 
will be implemented to obtain the controlled Schrodinger equation. 
The paper is divided into five sections. In Section 2 we specify the classical control 
systems of most immediate interest. We show how to apply Santilli’s work on the inverse 
problem to these systems and present the main results on their quantization in Section 
3. In Section 4 elementary examples are given for the various classes of control systems 
under analysis. We conclude the paper with remarks on directions of future research in 
the fertile and largely unexplored domain of quantum control. 
2. PROBLEM STATEMENT 
The systems which we will concentrate on in this paper are linear control systems 
defined as follows. 
Second order linear control system 
We consider a control system governed by n second order linear ordinary differential 
equations with additive control, i.e., 
where xeRn is the state vector, UER’ is the control vector and A, B, and C are real 
constant matrices of appropriate order. 
First order linear control system 
This 
erature 
is the conventional control system model studied extensively in the control lit- 
and has the following description: 
*=Ax+&f 
dt 
9 (2) 
where XER” is the state vector, UER’ is the control vector and A and B are real matrices 
of appropriate order. 
Problem. Given the control systems (1) and (2), obtain the corresponding quantum 
mechanical control systems, i.e., execute the transition from functions in phase space to 
a set of Hermitian operators in Hilbert space. This is the problem of quantization. 
3. CONSTRUCTION OF A LAGRANGIAN AND THE PROCESS OF 
QUANTIZATION 
To proceed we need the following definitions. 
Definition 1. System (1) admits an analytic representation in terms of the conventional 
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Lagrange equations when there exists a nonsingular n x n matrix function T(t) such that 
daL aL --_-= 
dt ax ax 
$ - A 2 - Bx - Cu 
where L is a Lagrangian and X = d+rldt. 
Definition 2. System (2) admits an analytic representation in terms of the conventional 
Lagrange equations when there exists a nonsingular n x n matrix function T(r) such that 
d aL aL --_-= 
dt ax ax 
, 
where L is a Lagrangian and i = dxldt. 
To solve the problem of quantization of control systems (1) and (2) we use the quan- 
tization algorithm proposed by van Hove, Souriau, and Kostant [13, Theorem 5.4.131. 
This algorithm is based on the symplectic structure of the system being considered. 
Accordingly, we need to construct a symplectic structure for systems (1) and (2). It is 
well known that through Legendre transformation, this problem is equivalent to the prob- 
lem of construction of a Lagrangian for systems (1) and (2). Solution of the construction 
problem is facilitated by the notations and definitions stated below [211. 
We consider a control system described by 
fi(u(t),x,_;,;;.) = 0, i=l, 2, . . . . n, (3) 
where xeRn, UER’ and we assume that (3) satisfies certain global existence theorems [211. 
Let p = {xi(t,w)}, tE(tl,t,), u~EO~, i = 1, 2, . . . . n, denote the family of admissible paths 
characterized by all one-parameter functions xi(ty w). The system of variational forms of 
(3) is determined by 
where 
(We employ the summation convention throughout this paper.) 
The following definitions are of central significance. 
Dejinition 3. A system of variational forms M<(i) is called the adjoint system of forms 
&Ii(q) when there exists a function Q(T,+) such that 
for all 7, +. 
Definition 4. A system of variational forms Mi(v) is called self-adjoint when it coin- 
cides with its adjoint system MS(q) for all v, that is, 
M{(q) = &(a), i = 1, 2, . . . . n. 
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Now we are equipped to present a necessary and sufficient condition for system (1) to 
allow an analytic representation and a method for generating a Lagrangian for system (1). 
THEOREM 1 [21]. A necessary and suf$cient condition for system (1) to udmit an 
analytic representation in terms of the conventional Lagrange equations 
d aL aL --_-_= $-a$-sx-cu i T(t) 2 + S(t,u,x,jc) (4) 
dt ax a+ 
is that the right hand side of (4) is self-adjoint, i.e., thut each and all the conditions 
(i,j,k = 1, 2, . . . . n) 
is everywhere satisfied. 
THEOREM 3 [21]. A Lagrangian for the analytic representation of system (I) is given 
by 
L = K(t,x) + Di(t ,X)ii + E(t ,X)9 (6) 
where the functions K, Di, and E are a solution sf the linear system of partial differ- 
entiul equations 
a2K 
- = TiJ, 
a..iia.ij 
aE aDi 
ax,=ar 
’ Vi(t,x), 
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and are given by 
K(t,i) = iii,’ d?J { [ (dTz-&)I ij} (t,7’X), (7) 
1 
Di = dT&(t,rx)r x,, 1 
E = [ ldrV,(t,Tx)] xi. 
In the first line of (7), the curly brackets signify that the function of the X variables 
resulting from the integration over T must be evaluated along T’X before carrying out the 
integration over 7’. 
Concerning the first order control system (2), we quote the following result from Santilli 
r211. 
THEOREM 3. A necessaty and sufficient condition for system (2) to admit an analytic 
representation in terms of the conventional Lagrange equations 
d aL ,3L --_-= 
dt ax ax 
(8) 
is that the right hand side of (8) is everywhere self-adjoint, i.e., that each and all the 
conditions 
a”ti ah 
_=-A 
d.ij a& 
ah 46 d ah -=-_-- 
dxj dxi dt axi 
(9) 
(i,j = 1, 2, . . . . n) 
is everywhere satisfied; the Lagrungiun for the analytic representation is given by 
I 
1 
L(t,x,i) = -Xi d$(t,Tx,Ti). (10) 
0 
Remark I. It should be pointed out that in Definition 1 we could choose the n X n 
matrix function T(t) to be a function of (t,x,i) and in Definition 2 we could choose T(t) 
to be a function of (t,x). This will not affect the results on analytical representation and 
the construction of a Lagrangian. However it will cause difficulty in subsequent quanti- 
zation . 
Remark 2. In equations (4) and (8), if we can choose T(t) to be an identity matrix, 
then we can quantize the systems (1) and (2) directly. It is an easy exercise to show that 
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with such a choice the first order control system (2) does not satisfy the condition (9) for 
self-adjointness. Thus we cannot quantize the first order control system (2) directly. 
However it is possible to find a transformation T, as in equation (8), for which the 
transformed system is self-adjoint. In the sequel, whenever we discuss quantization of 
the first order control system we always refer to quantization of the transformed system. 
Remark 3. Theorems 1, 2, and 3 are still true even if the right-hand sides in (1) and 
(2) are nonlinear. 
We are finally ready to formulate and prove the main results of this paper on quanti- 
zation of control systems. 
THEOREM 4. The second order linear control system (1) is quantizable if there exists 
a nonsingular n x n matrix function T(t) such that 
T(t) $ = T(t) A 2 + Bx + Cu (11) 
is self-adjoint. 
Proof. By assumption equation (11) is self-adjoint; therefore we can use the algorithm 
of Theorem 2 to construct a Lagrangian. From (7) we have 
K(t,i) = ; T,(t)ijii, 
1 
Di = - - (TilAlj - TjlAli)xj, 
4 
Substituting K, Di and E into equation (6) we obtain 
L = ; .?Ti - a xt(TA - AT)x - txt 5 (TA - AT) n + (TAzi)‘x 
+ +!TBx + x”i% - t xt(TA 
where the superscript t denotes transpose. Let 
A 
P = L, = Ti + (TA)‘x + i-x -; (TA - AT)‘x. 
We then arrive at a Hamiltonian 
H = pci - L 
x - 5x’TBx - (TCu)lx. 
- AT), + (TCu)‘x, 
(12) 
(13) 
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Now, consider, for a given t, a polarization composed of all {(xi(t), pi(t)) 1 xi(t) = 
constant}, so that we can use the algorithm given by van Hove, Souriau and Kostant 113, 
Theorem 5.4.131 to obtain the quantization maps 
ij ’ S = q(Xs,S) + ( Xi - 2 pjdxi S j apj )
n a =- -s ( 1 i dpi + XiS. 
In our case (that is, for the above chosen polarization), s is a function of x only; thus 
Similarly, we derive 
@i * s = &s) + ( Pi - C. Pj!$ s j ) J 
a = -S---s. 
axi 
From equation (12) we can solve for ii, 
Substituting (14) into (13) and using the quantization prescription Xi + Xi, pi + - ifi& 
in (13) we finally achieve the Schrodinger representation, that is, a modelling of th: 
quantum mechanical control system. This completes the proof. 
Corollary 5. System (1) is quantizable if there exists a nonsingular n X II matrix T(t) 
such that 
is self-adjoint. 
Proof. Simply, the self-adjoint character of (15) implies 
T(t)$j = T(t) A$ + Bx + Cu 
is self-adjoint for any given C, i.e., self-adjointness of a second order control system is 
independent of any additive control. Then by Theorem 4 we complete the proof. 
It is noted that if we ‘prefer to use bilinear control in the second order system, then 
Corollary 5 is no longer true. This can be seen from the following corollary. 
Corollary 6. The system i = Ai + Bx + UiCiX is quantizable if TZ = TAX + TBx is 
self-adjoint and TCi, i = 1, . . . . r, are symmetric. 
Proof. Easy exercise. 
We have thus been able to derive, in a fairly straightforward manner, useful results on 
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quantization of second order control systems. Turning now to the problem of quantization 
of first order control systems, an interesting restriction arises. 
Lemma 7. If system (2) admits an analytical representation then (2) must be an even 
dimensional system. 
Proof. The statement that system (2) possesses an analytical representation implies 
the existence of a nonsingular n x n matrix T(r) such that 
T(t)2 = T@){Ax + Bu} 
is self-adjoint. From conditions (9) we know T(t) must be a skew-symmetric matrix, i.e., 
T’ = - T. Consequently det T’ = det T = (- 1)” det T. But T is nonsingular, so n must 
be even. 
Remark 4. Lemma 7 tells us that if the dimension of system (2) is odd then (2) does 
not admit an analytic representation. Hence we cannot quantize the first order system 
based on our approach if it has odd dimension. Accordingly, when we discuss quanti- 
zation of first order systems in the work to come, it will always be assumed that the 
dimension of the system is even. 
THEOREM 8. The first order control system (2) is quantizable if (i) there exists a 
nonsingular matrix T(t) such that 
T(t)% = T(t){Ax + Bu} is self-adjoint, 
A 
(ii) there exist integers 1 = {iI, ip, . .., inn} C {I, 2, . . . . n} such that we can express 
each xk, k F I, as a function of x,, pj, where j E I, and 
(iii) C dpi A dxi = 0 w h en evaluated at p, = x, for all j E I. 
id 
Proof. By assumption (i), since T(t) X = T(t) {Ax + Bu} is self-adjoint, we can use 
the algorithm presented in Theorem 3 to obtain a Lagrangian 
I 
1 
L(t&,i) = -xk dT{TkjTXj - Tki[AurXj $_ Buuj]} 
0 
= - ;TkjXkXj f ;TkiAUXkxj + TkiBuU*Xk. 
From the proof of Lemma 7 we know that T(t) must be skew-symmetric. Thus we have 
i.e., p = %Tx, and the corresponding Hamiltonian will be 
(16) 
H = p’x - L = -~TkiAB~,xi - TkiBuu+Xk. 
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Notice that the symplectic form for our system is 
w = dpAdx = dpiAdri= Tijd.X,Adri,jr i; 
= dpi A dri, i E I. 
Now, invoking assumptions (ii) and (iii) and deriving quantization maps via the same line 
of development as in the proof of Theorem 4, we can use the quantization prescription 
Xi+ Xiyp; + -i h$ for i E I together with the given Hamiltonian H to arrive at the 
quantum mechanical control system corresponding to system (2). The proof is completed. 
Remark 5. We feel that the assumption (ii) in the above theorem is not necessary. 
Assumption (i) requires that the nonsingular matrix T is skew-symmetric; this require- 
ment may in fact already imply assumption (ii). So far we can neither prove this conjecture 
nor can we find an example which satisfies assumption (i) but not assumption (ii). 
Remark 6. Based on the proofs of Theorems 4 and 8, the Hamiltonian of either type 
of control system can be decomposed as H = H, + u1 HI, where H, is the Hamiltonian 
of the system without control while HI describes the interaction of the controls with the 
guided system. 
4. EXAMPLES 
(i) Consider a controlled harmonic oscillator in one dimension, 
x + dx = u(r). 
This equation is self-adjoint. From Theorem 2, we obtain 
L. = 5 - $x2 + u(t)x. 
Thus p f Ls = i, and 
H = pX - L = $ + $2 - u(t)x. 
Substituting p + -i h aldx and x -+ x we may form the Schrodinger equation 
It is recognized that this equation corresponds (for example) to the well-defined quantum 
mechanical problem of a particle in an oscillator well, subject also to a uniform gravita- 
tional field whose overall strength and direction u(t) is a controllable function of time. 
(ii) Let the (one-dimensional) control system be 
x + xx + w2x = u(r). 
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This system is not self-adjoint. However if we choose T(t) = ehf, the system 
e*‘(i + Ai + w”x) = e”lu(t) 
is self-adjoint. Application of Theorem 2 leads to 
L = eht ( ; _ T + u(t)x ) . 
With p i Li = e”‘i, we obtain 
H=pj,-L=e- 
The corresponding Schrodinger equation is then 
&&) = ( w2x2 -e-*z!$$ + e;*‘_ - 2 e”‘u(t)n $(t). ) 
This example demonstrates that even if the original system is not self-adjoint we may 
choose a transformation T(t) which renders the transformed system self-adjoint. There- 
upon we can appeal to the established procedures to achieve quantization. However, one 
notes that for the transformed system we have p = e%, which is no longer a physically 
meaningful momentum variable. This undesirable feature is symptomatic of the well- 
known difficulty [5] of quantizing such dissipative systems as a damped harmonic oscil- 
lator . 
(iii) Consider next a second order bilinear control system 
i + w2x = u(t)x. 
Manipulations similar to those of the previous examples yield for the one dimensional 
system the Schrodinger equation 
ih$(t)= -p$+-- ( 02x2 2 y lJJ(t). 1 
This equation traces the state of a quantum oscillator with adjustable, time-dependent 
spring parameter. 
(iv) Again, consider the controlled harmonic oscillator 
i + w2x = u(t) 
of example (i). Let x1 = x and xq = X, to form a first order control system 
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The choice T = produces a transformed system which is self-adjoint. From 
Theorem 3, we then obtain 
63X: 
L=-?-- 2 2 + u(r)x, + y - 2. 
In this case we have 
p1 = L,, = :andp, = Lk2 = -2. 
Now observe that with p’ = X we have the symplectic structure 
w = dpA& = dp,Adx, + dp,Adr, 
=dxzAdx,=dp’Adx, 
and 
H = p& + p& - L 
-4 W'X: =-++- 
2 2 u(t)% 
P 
t2 
W2X2 
=-++- 
2 2 
u(t)x. 
Accordingly, we see that both the symplectic structure and the Hamiltonian are the same 
as in the original second order control system (i). Therefore the Schrodinger equation will 
be the same. 
(v) Given a first order control system 
X = Ax + Bu , 
where 
let 
0 1 0 1 
T= [ -’ 0 0 
0 0 0 
-1  -1 0 1 1  
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and choose x1, x3, pl, and p3 as independent variables. Then conditions (i), (ii), and (iii) 
of Theorem 8 are satisfied. We obtain the Hamiltonian 
H = ;(x; + 3x; + 2~; - 4p,p, + 6~23) - (2.x, + x3 - p&(t) 
and the Schrodinger equation 
&-$(t) = [ ( -h2 L?&L ha I 3a2 +d+3x2,_ 1 2 axlax 4ax; 1 + 2 2 ( -i-- 2ax, + 2x, x3 1 u(t) 1 +(t). 
Remark 7. The quantization procedure developed in this paper for linear control sys- 
tems and second order bilinear control systems can be generalized for some nonlinear 
control problems, as the following one-dimensional example illustrates. 
(vi) Given m2x3.f + M’ = -mmu(t)x3, which is not self-adjoint, we choose a nonlinear 
transformation T = 1 lmx3 and treat rn,f + M2/mx3 + u(t) = 0, which is self-adjoint. A 
suitable Lagrangian is found to be 
+(X2--g) -u(t)x; 
with p = L.+ = mx, we arrive at the Hamiltonian 
H = pi - L = 5 + ;s + u(t)x r 
and the Schrodinger equation 
i?i+tJl(t) = 
( 
-ES + ;s + u(t)x 
) 
$(t): 
This equation describes a quantum particle in a uniform gravitational field of controllable, 
time dependent strength and direction, the particle seeing in addition a “centrifugal” (l/ 
x2) barrier. To relate solutions of this equation to those of a radial equation for central- 
force motion in three dimensions, one must impose the supplementary condition that $ 
= 0 for x < 0, corresponding to the superimposition of an impenetrable potential wall to 
the left of the origin. 
Remurk 8. In the modern control literature, a first order bilinear control system is 
described by 
X = (A + uiBi)x. (17) 
This system, which can model a number of physical and biological systems, has been 
studied by many researchers. We are presently engaged in the problem of quantizing (17), 
but have no results to report at this stage. 
5. CONCLUSION 
In this paper we have laid a foundation for the modelling of quantum mechanical control 
systems. The investigation has centered on the quantization of second order linear and 
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bilinear control systems as well as first order linear systems. The basic concept involved 
in formulating the quantization prescription is the notion of self-adjointness. 
The results obtained herein constitute an interesting example of the general theory of 
quantization. In particular, the quantization procedure developed for first order control 
systems seems to be new. Also, an example has been given which demonstrates that our 
results may be generalized to certain nonlinear control systems. 
The problem of quantization of control systems can be attacked with a variety of 
sophisticated mathematical tools. However, in this paper the emphasis has been on prob- 
lem formulation and simplicity of presentation rather than mathematical rigor. A deeper 
investigation should reveal many fascinating and difficult mathematical and systems- 
theoretical problems. 
The present exploratory study is but the first step in the development of a general 
theory of quantum mechanical control systems. The next major objective is the adaptation 
of the notions of controllability, observability, identification, realization, and feedback to 
the quantum domain. It is already evident that novel insights as well as delicate mathe- 
matical manipulations will be required to overcome profound conceptual obstacles as- 
sociated with the quantum nature of the measurement process 1221. This and other issues 
essential to the rich new subfield of quantum control theory will be addressed in future 
papers. 
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