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Abstract
In the rst part of this work we considered the properties of the rst order
approximation with respect to the small parameter . In this part we present
the second order approximation which describes the evolution of amplitudes
and, consequently, establishes conditions of stability.
3.7 Equation for the amplitude of discontinuity
In the Part I we have exploited the conditions following from the rst order approx-
imation. I order to nd the evolution of amplitudes we proceed to investigation of
the second order approximation.
We begin with the second approximation to equations (2.8). We obtain the following
relations:
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We dene the background functions V
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1
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s
1
and %
s
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as a solution of the Cauchy
problem in Q
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with the initial data on the front  
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This solution can be continued as a solution of the system (3.10) either in the domain
Q
+
T
= f(x; t) 2 Q
T
; x > x(t); t 2 (0; T )g, if z
+
0
= 1 (see (3.3)), or in the domain
Q
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; x < x(t); t 2 (0; T )g, if z
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0
= 0. The same result follows in the
case when (3.40) holds. We have commented already on this solution in the Part I
(p. 25-26).
The amplitude
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of jump for v
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of the characteristic Cauchy problem (3.51). We obtain the following equation
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which has the solution
d
H
f
1
(t) = H
f
1
(0) exp( 
1
2%
f
0
t):
Then due to (3.48), (3.49) one obtains for the fast corrections
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3.8 Stability of the structure of soliton-kink solutions
The system (3.42), (3.43) has the nontrivial kink solutions
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Due to (3.19) we can simplify this equation
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Simultaneously, the rst approximation to the equation (2.7) yields
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Integrating equation (3.45) one obtains
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i.e. the form of equation (3.56) leads to the product of the kink z
0
and the soliton
A
f
2
which is again a solition-like structure. This means that the rst order approx-
imation of porosity 
1
is dened by a soliton-like contribution A
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2
of the second
approximation of the velocity v
f
.
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Substituting (3.58) in (3.57) we obtain the so-called variational equation for (3.21).
We remind that the rst approximation for the propagation velocity of the front
had a form of a pendulum. On the other hand the above second approximation is
unique. It means that the solution is stable. Namely
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where due to (3.59) K
3
is a soliton-like function. Certainly, the unique solution of
the homogeniuos equation (3.60) is z
0
0
. Therefore the solution of the equation (3.55)
can be sought in the form
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where C is an unknown kink function and C
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is constant. Then for the function C
one has the equation:
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It is not diculty to see that
C(; t) = O

jj)

jj  1:
Comment 8 The solution is constructed in an analogous manner for each step of
asymptotics. Consequently, we can construct the solution with an arbitrary accuracy.
Hence we have proved the Theorem 3.1.
3.9 Strong discontinuity of v
s
Analogously to section 3.3 we can obtain the results for the case when v
s
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smooth approximations of discontinuous functions and functions v
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are smooth
approximations of some continuous functions. As above we have
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The asymptotic solution (3.1), (3.4), (3.7) exists on the short time interval (0; T )
with any accuracy. The leading part of this asymptotics
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satises system (2.7)-(2.12) up to the order O(). Corresponding to (3.2) the
leading part of the outer expansion has the form (3.8). The background functions
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satisfy the Cauchy problem (3.9) in the strip Q
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This solution can be continued as a solution of the system (3.9) either in the domain
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is soliton-like. The kink-like function z
0
satisfying (3.2) is a strictly monotonic
solution of the nonlinear equation

'(n
0
) +
c
%
s
0
@n
@%
s
(
c
%
f
0
;
c
%
s
0
) + (
Æ
x
E
c
%
s
0
)
2
@n
E
@%
s
(
c
%
f
0
;
c
%
s
0
)
d
H
s
1
E
0
(n
0
)
E(n
0
)
(1  2z
0
)

z
0
0
=
= (
c
%
s
0
)
2
@n
E
@%
s
(
c
%
f
0
;
c
%
s
0
)
E
0
(n
0
)
E(n
0
)
d
H
f
1
z
0
(1  z
0
): (3:61)
Moreover the function z
0
increases if
@n
E
@%
s
(
c
%
f
0
;
c
%
s
0
)E
0
(n
0
)
d
H
f
1
> 0; t 2 [0; T ];
34
and it decreases if
@n
E
@%
s
(
c
%
f
0
;
c
%
s
0
)E
0
(n
0
)
d
H
f
1
< 0; t 2 [0; T ]:
The solution of (3.61) exists if



d
H
s
1


 <

'(n
0
) +
c
%
s
0
@n
E
@%
s
(
c
%
f
0
;
c
%
s
0
)

q
E(n
0
)
(
c
%
s
0
)
3=2



@n
E
@%
s
(
c
%
f
0
;
c
%
s
0
)E
0
(n
0
)



: (3:62)
The amplitude
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of the strong discontinuity of v
s
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es the following equation
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Remark 3.1 Let us note that due to the physical condition (1.1) the inequality
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is identically satised.
In the case of the opposite sign of the rst correction to
Æ
x
E
of the propagation velocity
of the front a Theorem, analogous to the Theorem 3.3 holds with an appropriate
change of signs. For completeness we quote it here in the full form.
Theorem 3.4 Let the following condition hold:
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The asymptotic solution (3.1), (3.4), (3.7) exists on the short time interval (0; T )
with any accuracy. The leading part of this asymptotics
v
s
as
= (V
s
1
(x; t) +H
s
1
(x; t)z
0
(; t)) +O(
2
);
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s
as
= (
s
1
+H
;s
1
z
0
(; t) +O(
2
);
v
f
as
= (U
f
1
(x; t) +H
f
1
(x; t)z
0
(; t)) +O(
2
);
%
s
as
= %
s
0
(x) + (%
s
1
(x; t) +H
%;s
1
z
0
) +O(
2
);
%
f
as
= %
f
0
(x) + (%
f
1
(x; t) +H
%;f
1
(x; t)z
0
) +O(
2
);

as
= 
0
(t; ) +A
p
0
(; t) +O();
satises system (2.7)-(2.12) up to the order O(). In accordance to (3.2) the lead-
ing part of the outer expansion has the form (3.8). The background functions
V
f
1
; V
s
1
; %
f
1
; %
s
1
and 
s
1
satisfy the Cauchy problem (3.9) in the strip Q
T
.
The functions H
f
1
; H
s
1
; H
;s
1
; H
%;f
1
and H
%;s
1
are the solution of characteristic Cauchy
problem (3.10) in suciently small neighborhood 

T
of the front  
T
with the Cauchy
data on  
T
:
H
s
1
j
 
T
= H(x); H
;s
j
 
T
=  
1
Æ
x
E
H(x); H
%;s
=
c
%
s
0
Æ
x
E
H(x);
H
f
1
j
 
T
= H
%;f
1
j
 
T
= 0:
This solution can be continued as a solution of the system (3.9) either in the domain
Q
+
T
= f(x; t) 2 Q
T
; x > x(t); t 2 (0; T )g, if z
+
0
= 1(see (3.2)), or in the domain
Q
 
T
= f(x; t) 2 Q
T
; x < x(t); t 2 (0; T )g, if z
+
0
= 0.
Also

0
(t; ) = 
0
0
exp( 
t

2
); 
0
0
= const :
The function

0
= (
c
%
s
0
)
2
@n
E
@%
s
(
c
%
f
0
;
c
%
s
0
)
E
0
(n
0
)
E(n
0
)
(
d
H
f
1
)
2
z
0
(1 + z
0
);
is soliton-like. The kink-like function z
0
is a strictly monotonic solution of the
nonlinear equation

'(n
0
) +
c
%
s
0
@n
e
@%
s
(
c
%
f
0
;
c
%
s
0
) 
Æ
x
E
(
c
%
s
0
)
2
@n
@%
s
(
c
%
f
0
;
c
%
s
0
)
d
H
s
1
E
0
(n
0
)
E(n
0
)
(1 + 2z
0
)

z
0
0
=
=  (
c
%
s
0
)
2
@n
E
@%
s
(
c
%
f
0
;
c
%
s
0
)
E
0
(n
0
)
E(n
0
)
d
H
f
1
z
0
(1 + z
0
); (3:64)
satisfying the following conditions in innity
lim
! 1
z
0
=  1; lim
! 1
z
0
= 0;
or
lim
! 1
z
0
= 0; lim
! 1
z
0
=  1;
The function z
0
increases if
@n
E
@%
s
(
c
%
f
0
;
c
%
s
0
)E
0
(n
0
)
d
H
f
1
< 0 t 2 [0; T ];
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and it decreases if
@n
E
@%
s
(
c
%
f
0
;
c
%
s
0
)E
0
(n
0
)
d
H
f
1
> 0 t 2 [0; T ]:
A solution of (3.64) exists if relation (3.62) holds.
The amplitude
d
H
s
1
of the strong discontinuity for v
s
satises equation (3.63), so that
d
H
s
1
(t) = H
s
1
(0) exp

 

2%
s
0
t

:
4 Strong discontinuity of porosity.
Now let us investigate the case when 
as
is a smooth approximation of the strong
discontinuity of porosity. Simultaneously the functions v
s
as
;
s
as
; %
s
as
; v
f
as
and %
f
as
are
smooth approximations of weak discontinuous functions.
We consider two cases. In the rst one the functions v
f
as
and %
f
as
are smooth ap-
proximations of weakly discontinuous functions with respect to the small parameter
, and, simultaneously, the functions v
s
as
;
s
as
and %
s
as
are smooth approximations
of smooth functions. In the other case the functions v
s
as
; %
s
as
;
s
as
are smooth ap-
proximations of weakly discontinuous functions and the functions v
f
; %
f
are smooth
approximations of smooth functions.
Further we investigate again in details the rst case, i.e. when the functions v
f
as
and
%
f
as
are smooth approximations of weakly discontinuous functions with respect to
the small parameter . For the second case we present results.
4.1 Weak discontinuity of v
f
We proceed to investigate the rst case, i.e. a smooth approximation of a strong
discontinuity of porosity and weak discontinuities of v
f
and %
f
. We begin with
the derivation of equations specifying the leading part of asymptotics for v
f
and
. These should be equations having weakly discontinuous and kink-like solutions,
respectively.
Setting  =  we investigate the system (2.7), (2.8).
The ansatz for the asymptotic expansion of an unknown function  in a neighbor-
hood 

 
= fx 2 R
1
; jx   x(t)j < Æ; t 2 [0; T ]g, Æ being suciently small, of the
front  
T
= fx 2 R
1
; x = x(t); t 2 [0; T ]g has the form:

as
=
N
X
j=0

j
(
j
(x; t) + Y
p
j
(; x; t)); (4:1)
where
Y
p
j
= 
j
(; t)) +H
p
1
(x; t)z
0
(; t)); j  1;
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and
 = (x  x(t))=;
is the fast variable. The function z
0
(; t) is a smooth bounded kink-like function
and the functions 
j
(; t); j  1; are smooth bounded soliton-like functions. The
functions 
j
; z
0
are stabilized in the innity:

k
d
j
d
j
d
l
dt
l
d
k
dx
k
(y   y

) ! 0; 8k; j; l  0 if  ! 1; lim
! 1
y = 0; (4:2)
for y = z
0
and y = 
j
, where
z
+
0
= lim
!1
z
0
= 1; 

j
= lim
!1

j
= z
 
0
= lim
! 1
= 0: (4:3)
Here y
+
(x; t) = lim
!+1
y.
In order to get a smooth approximation of the discountinuous function , we assume
that 
j
(x; t); H
p
j
(x; t) H
p
j
(x; t); j  1 are smooth bounded functions and
H
p
1
(x; t)



 
T
6= 0:
The ansatz for the smooth approximation of weak discontinuities of the velocity v
f
and the density %
f
has the form:
v
f
as
= V
f
0
(x; t) +H
f
0
(x; t)z
0
+
N
X
j=1

j
(V
f
j
(x; t) + Y
f
j
); (4:4)
and
%
f
as
= %
f
0
(x; t) +H
%;f
0
(x; t)z
0
+
N
X
j=1

j
(%
f
j
(x; t) + Y
%;f
j
);
where
Y
f
j
= H
f
j
(x; t)z
0
(; t) +A
f
j
(; t); Y
%;f
j
= H
%;f
j
z
0
(; t) +A
%;f
j
(; t):
The functions V
f
j
; %
f
j
and H
f
j
; H
%;f
j
; j  1 are smooth in 

 
. The functions A
f
j
;A
%;f
j
are smooth bounded soliton-like functions.
To dene the smooth approximation of weak discontinuities one has to require
d
H
%;f
0
=
d
H
f
0
= 0;
and
d
@
x
H
%;f
0
;
d
@
x
H
f
0
6= 0:
The ansatz for the smooth approximation of the velocity v
s
, the deformation 
s
and
the density %
s
has the form:
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vs
as
= V
s
0
(x; t) +H
s
0
(x; t)z
0
+
N
X
j=1

j
(V
s
j
(x; t) + Y
s
j
(; x; t)); (4:5)

as
= 
s
0
(x; t) +H
;s
0
(x; t)z
0
+
N
X
j=1

j
(
s
j
(x; t) + Y
;s
j
(; x; t));
%
s
as
= %
s
0
(x; t) +H
%;s
0
(x; t)z
0
+
N
X
j=1

j
(%
s
j
(x; t) + Y
%;s
j
);
where
Y
s
j
= H
s
j
(x; t)z
0
(; t) +A
s
j
(; t); Y
;s
j
= H
;s
j
(x; t)z
0
(; t) +A
;s
j
(; t);
Y
%;s
j
= H
%;s
j
z
0
(; t) +A
%;s
j
(; t):
In this case
d
H
s
0
=
d
H
;s
0
=
d
H
%;s
0
=
d
@
x
H
%;f
0
=
d
@
x
H
;s
0
=
d
@
x
H
f
0
= 0;
and
d
@
2
x
H
s
0
;
d
@
2
x
H
;s
0
;
d
@
2
x
H
%;s
0
; 6= 0:
The functions V
s
j
;
s
j
; V
f
j
; %
s
j
; %
f
j
; H
s
j
; H
;s
j
; H
f
j
; H
%;s
j
and H
%;f
j
; j  1 are smooth in


 
. The functions A
s
j
;A
;s
j
are smooth bounded soliton-like functions.
Then the functions
V
s
0
+H
s
0
z
0
; 
s
0
+H
;s
0
z
0
; %
s
0
+H
%;s
0
z
0
; V
f
0
+H
f
0
z
0
; %
f
0
+H
%;f
0
z
0
;
are smooth approximations of C
1
-functions.
For the smooth part of asymptotic expansions we obtain the following Cauchy prob-
lem in the strip Q
T
:
%
s
0
(@
t
V
s
0
+ V
s
0
@
x
V
s
0
)  E@
x

s
0
  (V
f
0
  V
s
0
)) = 0;
@
t

s
0
  @
x
V
s
0
= 0;
%
f
0
(@
t
V
f
0
+ V
f
0
@
x
V
f
0
) + @
x
%
f
0
+ (V
f
0
  V
s
0
) = 0;
@
t
%
f
0
+ @
x
(V
f
0
%
f
0
) = 0;
@
t
%
s
0
+ @
x
(V
s
0
%
s
0
) = 0; (4:6)
with the initial data
V
s
0
j
t=0
= V
0
s
(x); V
f
0
j
t=0
= V
0
f
(x); 
s
0
j
t=0
= 
0
s
(x);
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%s
0
j
t=0
= %
0
s
(x); %
f
0
j
t=0
= %
0
f
(x): (4:7)
The functions H
s
0
; H
f
0
; H
;s
0
; H
%;s
0
and H
%;f
0
can be dened as the solutions of the
Cauchy problem in a suciently small neighborhood 

 
of  
T
:
%
s
0
(@
t
H
s
0
+H
s
0
@
x
H
s
0
+ @
x
(V
s
0
H
s
0
))  E@
x
H
;s
0
  (H
f
0
 H
s
0
))
+H
%;s
0
(@
t
(V
s
0
+H
s
0
) + (V
s
0
+H
s
0
)@
x
(V
s
0
+H
s
0
) = 0;
@
t
H
;s
0
  @
x
H
s
0
= 0;
@
t
%
s
0
+ @
x
(H
s
0
H
%;s
0
) + @
x
(H
s
0
%
s
0
+ V
s
0
H
%;s
0
) = 0; (4:8)
and
%
f
0
(@
t
H
f
0
+H
f
0
@
x
H
f
0
+ @
x
(V
f
0
H
f
0
)) + @
x
H
%;f
0
+ (H
f
0
 H
s
0
)
+H
%;f
0
(@
t
(V
f
0
+H
f
0
) + (V
f
0
+H
f
0
)@
x
(H
f
0
+ V
f
0
)) = 0;
@
t
H
%;f
0
+ @
x
(H
f
0
H
%;f
0
) + @
x
(H
f
0
%
f
0
+ V
f
0
H
%;f
0
) = 0; (4:9)
with the initial data on  
T
d
H
s
0
=
d
H
f
0
=
d
H
;s
0
=
d
H
%;s
0
=
d
H
%;f
0
= 0: (4:10)
Theorem 4.1 Let
 = :
Consider a strictly decreasing function z
0
() , satisfying (4.2), (4.3) such that
lim
!1
z
0
0
exp( ( l

))
= l

;
Z
1
 1
 z
0
0
d = 0; (4:11)
where z
0
0
=
d
d
z
0
, the positive constants l

full
max(l
+
; l
 
) <
1
p

if
Æ
x
2
E
= ; (4:12)
and
Æ
x
=
d
dt
x(t) =
Æ
x
E
+O():
Then an asymptotic solution (4.1), (4.4), (4.5) of (2.7), (2.8) exists on the short
time interval (0; T ) with any accuracy.
The leading part of this asymptotics

as
= 
0
(x; t) +H
p
0
(x; t)z
0
+A
p
0
(; x; t)) +O(); (4:13)
v
s
as
= V
s
0
(x; t) +H
s
0
(x; t)z
0
+ (V
s
1
+ Y
s
1
) +O(
2
);

as
= 
s
0
(x; t) +H
;s
0
(x; t)z
0
+ (
s
1
+ Y
;s
1
) +O(
2
);
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vf
as
= V
f
0
(x; t) +H
f
0
(x; t)z
0
+ (V
f
1
+ Y
f
1
) +O(
2
);
%
s
as
= %
s
0
(x; t) +H
%;s
0
(x; t)z
0
+ (%
s
1
+ Y
%;s
1
) +O(
2
);
%
f
as
= %
f
0
(x; t) +H
%;f
0
(x; t)z
0
+ (%
f
1
+ Y
%;f
1
) +O(
2
);
satises the system (2.7), (2.8) up to the order O().
Here

0
(x; t) =  @
x
(V
f
0
  V
s
0
); H
p
0
(x; t) =  @
x
(H
f
0
 H
s
0
): (4:14)
The equilibrium velocity
Æ
x
E
of the front  
T
satises the following equation:
(
d
V
f
0
 
Æ
x
E
)
2
=  and
c
V
s
0
 
Æ
x
E
6= 0: (4:15)
The functions
A
p
0
= exp

 

c
V
s
0
 
Æ
x
E

Z

 1
exp


1
c
V
s
0
 
Æ
x
E

F
p
0
d
1
if
c
V
s
0
 
Æ
x
> 0;
and
A
p
0
=   exp

 

^
V
s
0
 
Æ
x
E

Z
1

exp


1
c
V
s
0
 
Æ
x
E

F
p
0
d
1
if
c
V
s
0
 
Æ
x
< 0;
are soliton-like functions, where
F
p
0
=  
d
H
p
0
z
0
0
+
d
@
x
H
f
0
Æ
x
E
 
c
V
s
0
 z
0
0
:
The background functions V
f
0
; V
s
0
;
0
; %
s
0
and %
f
0
are the solutions of the Cauchy prob-
lem (4.6), (4.7) in the strip Q
T
. The functions H
s
0
; H
f
0
; H
;s
0
; H
%;s
0
and H
%;f
0
are the
solutions of characteristic Cauchy problem (4.8)-(4.10) in suciently small neigh-
borhood 

 
= f(x; t); jx  x(t)j < Æ; t 2 [0; T ]g of the front  
T
.
The amplitude of jump
d
@
x
H
f
0
(t) of a weak discontinuity of v
f
is the solution of the
nonlinear problem:
d
dt
d
@
x
H
f
0
+ (
d
@
x
H
f
0
)
2
+
h

2
c
%
f
0
+
d
@
x
V
f
0
  (4:16)
 
1
2
(
d
V
f
0
 
Æ
x
E
)
d
@
x
%
f
0
c
%
f
0
 
(
d
V
f
0
 
c
V
s
0
)
2
c
%
f
0
(
d
V
f
0
 
Æ
x
E
)
i
d
@
x
H
f
0
= 0:
The function
d
H
f
1
(t) is dened by the nonhomogeneuos linear equation on  
T
:
d
dt
d
H
f
1
+
n

2
c
%
f
0
+ q
f
(
d
V
f
0
;
c
%
f
0
;
d
@
x
H
f
0
)
o
d
H
f
1
= g
f
(
c
%
f
0
;
d
V
f
0
;
d
@
x
V
f
0
c
%
f
1
;
d
V
f
1
); (4:17)
where the function q
f
depends on the functions V
f
0
; @
x
H
f
0
; %
f
0
, while the function g
f
depends on the functions %
f
0
; V
f
0
; %
f
1
; V
f
1
and their rst derivatives.
41
Remark 4.1 Let us note that the solution of (4.9)- (4.11) exists in 

 
if Æ < Æ
0
is suciently small. This solution can be extended to the region Q
 
T
= f(x; t); x <
x(t); t 2 (0; T )g such that it remains to be a soliton for (4.9), (4.10).
As in the preceding cases the proof of the theorem 4.1 is devided into several steps.
First we obtain the equation for the propagation velocity of the front  
T
.
4.2 Propagation velocity of the front.
Lemma 4.1 Weak discontinuities of v
f
and v
s
cannot exist simultaneously. The
propagation velocity of the front of the weak discontinuity of v
f
satises the equation
(
d
V
f
0
 
Æ
x
E
)
2
= : (4:18)
and the propagation velocity of the front of the weak discontinuity of v
s
satises the
equation
(
c
V
s
0
 
Æ
x
)
2
=
E
c
%
s
0
:
Let us denote

N
= 

N
X
j=1

j 1

j
; Y
p
N
= 

X
j=1

j 1
Y
p
j
; x

N
(t) =
N
X
j=0

j
x
j
(t): (4:19)
V
s
N
=
N
X
j=0

j
V
s
j
; V
f
N
=
N
X
j=0

j
V
f
j
; Y
s
N
=
X
j=1

j
Y
s
j
; Y
f
N
=
X
j=1

j
Y
f
j
Now let us substitute (4.1), (4.4), (4.5) in the rst equation of (2.7). Using standard
procedure one gets the following relation specifying the functions 
N
and Y
p
N
:
 x
N

@
@
Y
p
N
+ Y
p
N
+ (V
s
N
+ Y
s
N
)
@
@
Y
p
N
+
@
@
(Y
f
N
  Y
s
N
) + @
t
(
N
+ Y
p
N
)
+(V
s
N
+ Y
s
N
)@
x
Y
p
N
+ @
x
(V
f
N
  V
s
N
+ Y
f
N
  Y
s
N
) + 
N
= 
1+N
f
p
N
(; x; t); (4:20)
where f
p
N
2 C
1
(

 
R
1
 [0; T ]) is some function bounded in the norm C(

 
). It
should be noted that in (4.20) the slow variables x and t and the fast variable  are
assumed, as before, to be independent.
Setting coecients of 
j
equal to zero one gets the system of recurrent equations for
the denition of the functions 
j
(x; t); H
p
j
(x; t) and A
p
j
(; t). The lowest approxi-
mation leads to the following relation:
(
c
V
s
0
 
Æ
x
E
)(A
p
0
)
0
+A
p
0
=  (
c
V
s
0
 
Æ
x
E
)
d
H
p
0
z
0
0
 
1
 H
p
0
z
0
(4:21)
 @
x
(V
f
0
  V
s
0
)  @
x
(H
f
0
 H
s
0
)z
0
  (
d
@
x
H
f
0
 
d
@
x
H
s
0
) z
0
0
+O():
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This relation is fullled if

0
=  @
x
(V
f
0
  V
s
0
); H
p
0
=  @
x
(H
f
0
 H
s
0
);
and
(
^
V
s
0
 
Æ
x
E
)(A
p
0
)
0
+A
p
0
=  (
^
V
s
0
 
Æ
x
E
)
^
H
p
0
z
0
0
  (
^
@
x
H
f
0
 
^
@
x
H
s
0
) z
0
0
= F
p
0
; (4:22)
where
F
p
0
=  (
^
V
s
0
 
Æ
x
E
)
^
H
p
0
z
0
0
  (
^
@
x
H
f
0
 
^
@
x
H
s
0
) z
0
0
:
Then the soliton-like solution A
p
0
of (4.22) has the form:
A
p
0
= exp( 

^
V
s
0
 
Æ
x
E
)
Z

 1
exp(

1
^
V
s
0
 
Æ
x
E
)
F
p
0
^
V
s
0
 
Æ
x
E
d
1
if
^
V
s
0
 
Æ
x
> 0;
or
A
p
0
=   exp( 

^
V
s
0
 
Æ
x
E
)
Z
1

exp(

1
^
V
s
0
 
Æ
x
E
)
F
p
0
^
V
s
0
 
Æ
x
E
d
1
if
^
V
s
0
 
Æ
x
< 0:
Remark 4.2 Under conditions (4.11), (4.12) the following estimate holds true:
A
p
0
z
0
0
= O(jj) jj  1:
>From the subsequent equations of (2.7) one obtains in the lowest approximation:
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and
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)
d
@
x
H
%;f
0
+
d
@
x
(%
f
0
H
f
0
)

z
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 @
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0
z
0
) + @
x
((%
f
0
+H
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0
)(V
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0
+H
f
0
z
0
)) +O(): (4:27)
First we dene the smooth background functions V
f
0
; V
s
0
;
0
; %
s
0
and %
f
0
as the solution
of the Cauchy problem in the strip Q
T
:
%
s
0
(@
t
V
s
0
+ V
s
0
@
x
V
s
0
)  E@
x

s
0
  (V
f
0
  V
s
0
)) = 0;
@
t

s
0
  @
x
V
s
0
= 0;
%
f
0
(@
t
V
f
0
+ V
f
0
@
x
V
f
0
) + @
x
%
f
0
+ (V
f
0
  V
s
0
) = 0;
@
t
%
f
0
+ @
x
(V
f
0
%
f
0
) = 0;
@
t
%
s
0
+ @
x
(V
s
0
%
s
0
) = 0; (4:28)
with the initial data
V
s
0
j
t=0
= V
0
s
(x); V
f
0
j
t=0
= V
0
f
(x); 
s
0
j
t=0
= 
0
s
(x);
%
s
0
j
t=0
= %
0
s
(x); %
f
0
j
t=0
= %
0
f
(x): (4:29)
Then the functions H
s
0
; H
f
0
; H
;s
0
; H
%;s
0
and H
%;f
0
can be dened as the solutions of
the Cauchy problem in a suciently small neighborhood 

 
of  
T
:
%
s
0
(@
t
H
s
0
+H
s
0
@
x
H
s
0
+ @
x
(V
s
0
H
s
0
))  E@
x
H
;s
0
  (H
f
0
 H
s
0
))
+H
%;s
0
(@
t
(V
s
0
+H
s
0
) + (V
s
0
+H
s
0
)@
x
(V
s
0
+H
s
0
) = 0;
@
t
H
;s
0
  @
x
H
s
0
= 0;
@
t
H
%;s
0
+ @
x
(H
s
0
%
s
0
) + @
x
(H
s
0
H
%;s
0
+ V
s
0
H
%;s
0
) = 0; (4:30)
44
and
%
f
0
(@
t
H
f
0
+H
f
0
@
x
H
f
0
+ @
x
(V
f
0
H
f
0
)) + @
x
H
%;f
0
+ (H
f
0
 H
s
0
)
+H
%;f
0
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t
(V
f
0
+H
f
0
) + (V
f
0
+H
f
0
)@
x
(H
f
0
+ V
f
0
)) = 0;
@
t
H
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0
+ @
x
(H
f
0
%
f
0
) + @
x
(H
f
0
H
%;f
0
+ V
f
0
H
%;f
0
) = 0; (4:31)
with the initial data on  
T
^
H
s
0
=
^
H
f
0
=
^
H
;s
0
=
^
H
%;s
0
=
^
H
%;f
0
= 0: (4:32)
As it is well-known (4.30)-(4.32) has a nontrivial solution if this problem is charac-
teristic, i.e. either
(
^
V
f
0
 
Æ
x
E
)
2
= : (4:33)
if
d
@
x
H
f
0
;
d
@
x
H
%;f
0
6= 0:
or
(
^
V
s
0
 
Æ
x
E
)
2
= E=
^
%
s
0
(4:34)
if
d
@
x
H
s
0
;
d
@
x
H
%;s
0
;
d
@
x
H
;s
0
6= 0:
Due to the physical interpretation of speeds of P1- and P2- waves the relations
(4.33), (4.34) cannot hold simultaneuosly.
The solution of (4.30)-(4.32) can be extended to the region Q
+
T
so that it remains a
solution of the above equations for a suciently small t  T
0
 T . Any solution of
(4.30)-(4.32) has the following properties:
Lemma 4.2 For the characteristic Cauchy problem (4.30)-(4.32) on the front the
amplitude of the jumps
d
@
x
H
f
0
of the weak discontinuity of v
f
satises the following
nonlinear equation:
d
dt
d
@
x
H
f
0
+ (
d
@
x
H
f
0
)
2
+
h

2
c
%
f
0
+
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@
x
V
f
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 
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x
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(
d
V
f
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 
c
V
s
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2
c
%
f
0
(
d
V
f
0
 
Æ
x
E
)
i
d
@
x
H
f
0
= 0;
d
@
x
H
f
0
j
t=0
= @
x
H
0
f
(0) (4:35)
and the following relations on  
T
hold:
d
@
x
H
%;f
0
=  
c
%
f
0
d
V
f
0
 
Æ
x
E
d
@
x
H
f
0
;
d
@
x
H
s
0
=
d
@
x
H
;s
0
=
d
@
x
H
%;s
0
= 0;
d
H
%;f
1
=  
c
%
f
0
d
V
f
0
 
Æ
x
E
d
H
f
1
6= 0;
d
H
s
1
=
d
H
;s
1
=
d
H
%;s
1
= 0;
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where the function
d
H
f
1
satises the following equation
d
dt
d
H
f
1
+
n

2
c
%
f
0
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f
(
d
V
f
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;
c
%
f
0
;
d
@
x
H
f
0
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o
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V
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d
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;
d
V
f
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); (4:36)
with the function q
f
dependent on the functions V
f
0
; @
x
H
f
0
; %
f
0
, and the function g
f
dependent on the functions %
f
0
; V
f
0
; %
f
1
; V
f
1
and their rst derivatives.
Proof Due to (4.32) it follows from (4.30), (4.31) on  
T
that
c
%
f
0
d
@
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H
f
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d
V
f
0
 
Æ
x
E
)
d
@
x
H
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0
= 0; (4:37)
and
d
@
x
H
s
0
=
d
@
x
H
;s
0
=
d
@
x
H
%;s
0
= 0:
Dierentiating (4.30), (4.31) with respect to x one gets the following relations on
 
T
:
c
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and
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Whence
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+
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>From (4.37) one has
 (
d
V
f
0
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Æ
x
E
)
d
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d
@
x
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=
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0
d
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d
@
x
H
f
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+
d
@
x
%
f
0
d
@
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H
f
0
:
The statement of Lemma 4.2 follows from (4.38).
Taking into account (4.28), (4.30), (4.32) and Lemma 3.1, one gets the following
estimates:
@
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0
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)) = O();
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x
((%
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)) = O(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Thus relations (4.23)-(4.27) hold if
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:
Due to (4.2) the solvability condition of the system (4.39) in the class of soliton-like
functions is equivalent to the existence of a nontrivial solution
d
H
f
1
;
d
H
%;f
1
;
d
H
s
1
;
d
H
%;s
1
;
d
H
;s
1
for the following system
 
c
%
s
0
(
c
V
s
0
 
Æ
x
E
)
d
H
s
1
+ E
d
H
;s
1
= 0; (4:40)
Æ
x
E
d
H
;s
1
 
d
H
f
1
= 0;
(
c
V
s
0
 
Æ
x
E
)
d
H
%;s
0
 
c
%
s
0
d
H
s
1
= 0;
and
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c%
f
0
(
d
V
f
0
 
Æ
x
E
)
d
H
f
1
+ 
d
H
%;f
1
= 0; (4:41)
(
d
V
f
0
 
Æ
x
E
)
d
H
%;f
1
+
c
%
f
0
d
H
f
1
= 0:
Condition 4.1 Let
c
V
s
0
 
Æ
x
E
6= 0 if (
d
V
f
0
 
Æ
x
E
)
2
= :
Then the algebraic noncharacteristic system (4.40) has only the trivial solution
d
H
s
1
=
d
H
;s
1
=
d
H
%;s
1
= 0:
The characteristic algebraic system (4.41) results in the relation:
d
H
%;f
1
=  
c
%
f
0
d
V
f
0
 
Æ
x
E
d
H
f
1
:
Whence we get the nontrivial soliton-like solutions of (4.39)
A
%;f
1
=  
%^
f
0
d
V
f
0
 
Æ
x
E
A
f
1
; A
s
1
= A
;s
1
= A
%;s
1
= 0:
Comment 9 For the velocity v
f
the smooth approximation of weak discontinuities
of order O(1) genarates a smooth approximation of the strong discontinuity of order
O(). For v
s
the smooth approximation of the weak discontinuity of order O() may
or may not appear.
4.3 Correction of the propagation velocity of the front
Now we are in the position to show which functions can be specied by the rst
approximation.
Lemma 4.3 The rst correction
Æ
x
1
to the velocity
Æ
x
E
of the front  
T
satises the
following equation:
Æ
x
1
=
d
V
f
1
+
d
H
p
0
2
c
%
f
0
d
H
f
1
:
Consequently either
d
V
f
1
 
Æ
x
1
> 0 if
d
@
x
H
f
0
d
H
f
1
> 0;
or
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dV
f
1
 
Æ
x
1
< 0 if
d
@
x
H
f
0
d
H
f
1
< 0:
It means that, when the background function V
f
1
= 0, the propagation front decel-
erates if the amplitude of weak jump H
f
0
of velocity v
f
increases and
d
H
f
1
> 0. The
latter corresponds to the local increment of porosity A
p
0
and the global decrement of
porosity Y
p
0
behind the front. Since due to (4.37)
d
@
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=
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0
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^
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;
this case corresponds to the Saman-Taylor instability.
>From the second approximation of the equations (2.8) one has:
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: (4:43)
The smooth background functions %
f
1
; %
s
1
; V
f
1
; V
s
1
and 
s
1
are dened as a solution of
the following Cauchy problem in Q
T
:
%
f
0
(@
t
V
f
1
+ @
x
(V
f
0
V
f
1
)) + @
x
%
f
1
+ %
f
1
(@
t
V
f
0
+ V
f
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@
x
V
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) + (V
f
1
  V
s
1
) = 0; (4:44)
@
t
%
f
1
+ @
x
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f
0
V
f
1
+ %
f
1
V
f
0
) = 0;
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s
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t
V
f
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(V
f
0
V
s
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x

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1
+ %
s
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0
+ V
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@
t
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1
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V
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1
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@
t
%
f
1
+ @
x
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f
0
V
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1
+ %
f
1
V
f
0
) = 0;
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with the initial data
V
s
1
j
t=0
= V
1
s
(x); V
f
1
j
t=0
= V
1
f
(x);
s
1
j
t=0
= 
1
s
(x); %
s
1
j
t=0
= %
1
s
(x); %
f
1
j
t=0
= %
1
f
(x):
Then the functions H
f
1
; H
s
1
; H
;s
1
; H
%;s
1
and H
%;f
1
can be obtained as a solution of the
Cauchy problem in 

 
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(4:45)
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H
;s
1
  @
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H
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@
t
H
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0
H
s
1
+H
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1
H
s
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x
(%
s
1
H
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s
0
H
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1
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%;s
1
V
s
0
+H
%;s
0
V
s
1
) = 0;
with the initial data on  
T
:
H
%;f
1
=
%
f
0
Æ
x
E
 
d
V
f
0
H
f
1
; H
;s
1
= H
s
1
= H
%;s
1
= 0:
Equations (4.42), (4.43) can be simplied to:
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Æ
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d
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d
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d
H
p
0
z
0
0
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d
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Æ
x
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)
c
%
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d
Y
f
1
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0
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x
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f
0
V
f
0
)(
^
Y
f
1
)
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Æ
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2
)
0
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(
d
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f
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)
0
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
c
%
f
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f
0
d
V
f
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Æ
x
E
(
d
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f
1
 
Æ
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+

 
d
@
x
%
f
0
+
%^
f
0
d
V
f
0
 
Æ
x
E
d
@
x
V
f
0

 z
0
0
+
%^
f
0
d
V
f
0
 
Æ
x
E

(
d
Y
f
1
)
2

0
= 0:
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Analogously to (4.34) we can derive the equation for the amplitude
^
H
f
1
of the strong
discontinuity of v
f
from the characteristic problem (4.45):
d
dt
d
H
f
1
+


2%^
f
0
+ q
f
(
d
V
f
0
; %^
f
0
;
d
@
x
H
f
0
)

d
H
f
1
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f
(%
f
0
; V
f
0
; %
f
1
; V
f
1
):
Here the function q
f
depends on the functions
d
V
f
0
;
d
@
x
H
f
0
; %^
f
0
, the function g
f
depends
on %
f
0
; V
f
0
; %
f
1
; V
f
1
and their rst derivatives.
System (4.46), (4.47) has a nontrivial solution
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;
if the following solvability condition holds:
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:
Here we used the fact that, due to conditions of the Theorem 4.1, @
t
z
0
 0. In-
tegrating this equation with respect to  and taking into account (4.6) we get the
equation for the correction
Æ
x
1
of the velocity of the front  
T
:
Æ
x
1
=
d
V
f
1
+
d
H
p
0
2%^
f
0
d
H
f
1
; (4:48)
and we dene the function A
f
1
:
A
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1
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where
^
V
f
1
 
Æ
x
1
6= 0 since
d
H
p
0
d
H
f
1
=  
d
@
x
H
f
0
d
H
f
1
6= 0:
Conclusion 4.1 At any step of asymptotic construction the solution is derived anal-
ogously to the previous case. Thus this asymptotic solution can be constructed with
any accuracy.
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4.4 Comments
Comment 10 For simplicity let us consider the case when the background functions
V
f
0
= V
f
1
= V
s
0
= %
f
1
= 0. Then the equation (4.16) has the form
d
dt
d
@
x
H
f
0
+ (
d
@
x
H
f
0
)
2
+

2%
f
0
d
@
x
H
f
0
= 0: (4:49)
Solving this nonlinear equation one obtains
d
@
x
H
f
0
=
d
@
x
H
f
0
(0) exp( 

2%
f
0
t)

2%
f
0
+
d
@
x
H
f
0
(0)

1  exp( 

2%
f
0
t)

This solution decreases and it is bounded if
d
@
x
H
f
0
(0) >  

2%
f
0
: (4:50)
For the same case the functions
^
H
f
1
; H
%;f
1
satisfy the following system on the front
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1
+ %
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@
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H
f
1
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f
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E
d
@
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f
0
H
f
1
= 0:
As above we reduce this system to the equation
d
dt
d
H
f
1
+


2%
f
0
+
d
@
x
H
f
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
d
H
f
1
= 0: (4:51)
Due to the equation (4.49) the equation (4.51) has the unique solution
d
H
f
1
(t) =
d
H
f
1
(0)
d
@
x
H
f
0
(0)
d
@
x
H
f
0
(t):
Therefore under the assumption (4.50) the functions
d
@
x
H
f
0
(t);
d
H
f
1
(t) decrease.
Comment 11 The conditions of the decrement of amplitudes
d
@
x
H
f
0
;
d
H
f
1
allow one
to separate two asymptotic solutions for each direction of the equilibrium velocity
Æ
x
E
, which correspond to physically plausible situations.
The rst asymptotic solution describes the process being an analogy of the classical
Saman-Taylor instability with the global closing of pores behind the front  
T
and the
second one is a non-classical case in which the Saman-Taylor instability interacts
with the global opening of pores ahead of the front (see: Fig 2 and 3 in which the
position of the front is indicated by the vertical broken line). Namely
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Figure 2: A schematic x-distribution illustrating the appearance of the Saman-Taylor
instability with the closing of pores behind the front  
T
(the case 1 in Comment 11)
Figure 3: A schematic x-distribution illustrating the appearance of the global opening of pores
behind the front  
T
(the case 2 in Comment 11)
1) the rst case corresponds to the choice
Æ
x
E
> 0, the background functions v
f
0
=
V
f
1
= V
s
0
= %
f
1
= 0 and
^
@
x
H
f
0
(0) > 0 and
d
H
f
1
(0) > 0. Then due to (4.48)
Æ
x
1
< 0.
The leading fast part of the asymptotic solution of porosity Y
p
0
= H
p
0
z
0
+A
p
0
yields a
local opening of pores ( the soliton-like term A
p
0
is positive) in a small neighborhood
of the front, similar to the push displacement considered in the Section 3.6, and a
global closing of pores behind the front  
T
. A global closing of pores dominates and
this yields the deceleration of the front since (4.51)
Æ
x
1
=  
d
@
x
H
f
0
(0)=
d
H
f
1
(0) < 0. One
obtains as well negative values of the uid velocity v
f
as
= H
f
0
z
0
+(H
f
1
z
0
+A
f
1
)+O(
2
)
behind the front. We deal in this case with an interaction of a wave of a local opening
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of pores and a reection wave following from a global closing of pores behind of the
front.
2) The second case corresponds to the following choice:
Æ
x
E
> 0, the background
functions V
f
0
= V
f
1
= V
s
0
= %
f
1
= 0, and
d
@
x
H
f
0
(0) < 0,
d
H
f
1
(0) > 0.
The leading fast part of the asymptotic solution of porosity Y
p
0
= H
p
0
z
0
+ A
p
0
de-
nes the local closing of pores ( the soliton-like term A
p
0
is negative) in a small
neighborhood of the front, considered in the Section 3.6, and the global opening of
pores behind the front  
T
. The global opening of pores dominates and this yields the
acceleration of the front since
Æ
x
1
> 0.
The kink-like member H
p
0
z
0
drives the global increment of porosity behind the front,
which yields a push displasement in the uid. We deal in this case with an interaction
of a stable displacement and a reection wave ahead of the front following from a
local closing of pores.
The condition (4.50) bounding the amplitude of the jump from below eliminates the
breaking (blow up) of the push displacement.
As in the subsection 3.6 we have for these two cases an analogy of the entropy-like
conditions.
The proof of existence of the special exact solution of the considered problem, having
the same initial data as the asymptotic solution shows that the entropy-like condi-
tions yield the condition of stability of the asymptotic solution and the uniqueness
condition of the special solution.
Comment 12 Let us remind that due to (4.49), (4.51) the functions H
f
0
; H
f
1
de-
crease. On times t = O(ln(1=)) one obtains that H
f
0
= O(), H
f
1
= O().
For such asymptotic solutions these equations are discoupled and functions
d
@
x
H
f
0
,
d
H
f
1
satisfy the equation of the form:
d
dt
H +

2%
f
0
H = 0:
Then for the rst correction one obtains
d
H
f
1
Æ
x
1
=
d
@
x
H
f
0
on  
T
:
Hence due to the appearence of the term from the second order approximation we
may solely have the following solution
d
@
x
H
f
0
= 0;
Æ
x
1
= 0 and
d
H
f
1
6= 0;
which was impossible in the previous case. This yields a bifurcation of
Æ
x
1
.
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To prove this statement exactly it is necessary to pass to large times by means of the
following transformation
t = =; x  x
E
(t) = y=;  > 


Æ
; 0 < Æ < 1; 

= const > 0:
Then the system (2.8) for  = 1 ie reduced to the system (2.8) with  = 2, cor-
responding to the case  = 
2
with  replaced by =, as considered in Section
3. Consequently, we can consider the present case as a pendulum similar to this
considered in Section 3.
For large times t = O(ln(1=)) the soliton-like solution for porosity can be again
interpreted as a lterwhich is an analogy of a pendulum in the vicinity of the stable
equilibrium point.
4.5 Weak discintinuity of the velocity v
s
Theorem 4.2 Let
 = :
Consider strictly decreasing function z
0
() , satisfying (4.2), (4.3) such that
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!1
z
0
0
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
))
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
;
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 1
 z
0
0
d = 0;
(
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 
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E
)
2
=
E
%^
s
0
; (4:52)
where the positive constans l

are as follows
max(l
+
; l
 
) <
s
%
s
0
E
:
Then asymptotic solution (4.1),(4.4) and (4.5) of the system (2.7)-(2.12), exists on
the short time interval (0; T ) with any accuracy.
Leading part of this asymptotics

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= 
0
(x; t) +H
p
0
(x; t)z
0
+A
p
0
(; x; t)) +O();
v
s
as
= V
s
0
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s
0
(x; t)z
0
+ (V
s
1
+ Y
s
1
) +O(
2
);

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= 
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0
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;s
0
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0
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s
1
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;s
1
) +O(
2
);
v
f
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= V
f
0
(x; t) +H
f
0
(x; t)z
0
+ (V
f
1
+ Y
f
1
) +O(
2
);
%
s
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= %
s
0
(x; t) +H
%;s
0
(x; t)z
0
+ (%
s
1
+ Y
%;s
1
) +O(
2
);
%
f
as
= %
f
0
(x; t) +H
%;f
0
(x; t)z
0
+ (%
f
1
+ Y
%;f
1
) +O(
2
);
satises the system (2.7)-(2.12) up to order O().
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Here

0
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x
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0
  V
s
0
); H
p
0
(x; t) =  @
x
(H
f
0
 H
s
0
);
and the equilibrium velocity
Æ
x
E
of the front  
T
satises the following equation:
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)
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=
E
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0
: (4:53)
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are soliton-like , where
F
p
0
= (
Æ
x
E
 
^
V
s
0
)
^
H
p
0
z
0
0
 
^
@
x
H
f
0
 z
0
0
:
The background functions V
f
0
; V
s
0
;
0
; %
s
0
and %
f
0
are the solutions of the Cauchy prob-
lem (4.21), (4.29) in the strip Q
T
. The functions H
s
0
; H
f
0
; H
;s
0
; H
%;s
0
and H
%;f
0
are
the solutions of characteristic Cauchy problem (4.30), (4.31) in a suciently small
neighborhood 

 
= f(x; t); jx  x(t)j < Æ; t 2 [0; T ]g of the front  
T
.
The amplitude of jump
d
@
x
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s
0
(t) of weak discontinuity of v
s
is dened by the nonlinear
problem:
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The fuction
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x
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s
0
is dened by the equation
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%
f
0
:
Also the function
d
H
s
1
(t) is dened by the nonhomogeniuos linear equation on  
T
:
d
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d
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s
1
+
n
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0
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(
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s
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; %^
s
0
;
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)
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;
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0
; %^
s
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;
c
V
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
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); (4:55)
where the function q
s
depends on the functions V
s
0
; @
x
H
s
0
; %
s
0
, the function g
s
depends
on %
s
0
; V
s
0
; %
s
1
; V
s
1
and their rst derivatives.
Remark 4.3 Let us note that the solution of (4.30)- (4.32) exists in 

 
if Æ < Æ
0
is
suciently small. This solution can be extended to the region Q
 
T
so that it remains
a solition-like solution of (4.30), (4.32).
56
5 APPENDIX
In the paper we presented main results for a 1-D case of the Riemann problem. As
already mentioned most of them can be also proved for 2-D and 3-D cases.
However there are additional eects accompanying multidimensional cases which
cannot appear in the 1-D case. The most important eect of this type is an instability
appearing due to the curvature of an initial prole of the velocities. The evolution
of this curvature yields instabilities connected with a local concaving of the front.
They appear, for instance, in the form of loss of symmetry of the initial data.
We demonstrate these eects with a simple 2-D example in which the initial value
problem is chosen to be either
1)
v
fx
(t = 0; x; y) = 0; v
fy
(t = 0; x; y) =  z
0
();
 :=
y   sin(x)

2
; 0 < x < ;  1 < y <1;
where z
0
() has the form (3.47) and we use periodic boundary conditions in x-
direction,
or
2)
 = (y + sin(x))=
2
with other conditions being the same as above.
In Figures 4 and 5 we show the behavior of components of the uid velocity v
fx
; v
fy
and of the changes of porosity  for a chosen instant of time.
Figure 4: Distribution of velocity components v
fy
and v
sy
(left upper part), v
fx
, v
sx
(right
upper part), and changes of the porosity (lower part) for the dimensionless time instant 0.3125 in
the rst case of initial conditions
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Figure 5: Distribution of velocity components v
fy
and v
sy
(left part), v
fx
, v
sx
(right part) for
the dimensionless time instant 0.46875 in the second case of initial conditions
It is clear that, in contrast to a stable behavior of the case 1) in Fig. 4, in the
case 2) (Fig. 5) the velocity prole is loosing its symmetry. As in the 1-D case its
disturbance hase the character of a soliton wave (in the normal sections) but the
instability of the 2-D front yields a creation of a mushy region (compare the middle
part of regions shown in the Figure ).
These problems will be investigated in details in a forthcoming paper.
6 FINAL REMARKS
We have shown that the balance equation of porosity leads to a denite structure of
solutions of Riemann problems for partial velocities v
f
and v
s
. Kink-like solutions
for velocities propagate with characteristic velocities modied in the second order
terms by contributions whose sign depends on initial amplitudes.
This is conneced with the existence of two eects. In the case of a positive second
order correction of the propagation velocity there appears a Saman-Taylor insta-
bility. On the other hand in the case of a negative second order correction we deal
with the so-called stable push displacement.
Simultaneously we have proved that disturbances of porosity propagate as soliton-
like waves accompanying the disturbances of velocity. This proves as well that the
model of porous materials used in this paper does not require additional boundary
conditions which could arise due to the additional balance equation.
We have shown as well that the model is stable in large times which is the conse-
quence of the attenuation arising due to diusive forces.
In addition we have indicated that the existence of kink-like and soliton-like solu-
tions requires entropy-like conditions. These were formulated in the paper but their
physical interpretation in terms of thermodynamics is still missing.
It has been indicated as well that the behavior of the model depends on the choice of
relation between two small parameters of the model: the relaxation time of porosity
 and the coupling parameter . In the case of the same order of magnitude of these
parameters, i.e. O(=) = 1, we deal with classical porous materials. In the second
case, when the relaxation time  is much smaller than , c.g. O(=) = O(),
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we deal with granular-like maaterials. Both cases were investigated in the paper.
They are quite similar in the rst order eects but they do dier considerably in the
behavior of amplitudes of the waves. This is the second order eect.
Finally let us mention that the 1-D character of the model hides certain essential
properties of waves connected with the curvature of the front. This was illustrated
by a numerical example in Appendix and it should be investigated in the forthcoming
paper.
7 Bibliography
1. K. Wilmanski; Porous Media at Finite Strains. The New Model with the
Balance Equation of Porosity, Arch. Mech., 48, 4, 591-628, 1996.
2. K. Wilmanski; A Thermodynamic Model of Compressible Porous Materials
with the Balance Equation of Porosity, Transport in Porous Media, 32: 21-47,
1998.
3. K. Wilmanski; Thermomechanics of Continua, Chap. 10, Springer, Heidel-
berg, Berlin, N.Y., 1998.
4. K. Wilmanski; On Weak Discontinuity Waves in Porous Materials, in: Trends
in Applications of Mathematics to Mechanics, M. Marques, J. Rodrigues (eds.),
71-83, Longman Scientic & Technical, Essex, 1995.
5. K. Wilmanski; On the Acoustic Waves in Two-Component Linear Poroelastic
Materials, in: Ingo Müller's Anniversary Volume, H. Struchtrup (ed.), 425-
443, TU Berlin, 1997.
6. K. Wilmanski; On the Time of Existence of Weak Discontinuity Waves in
Poroelastic Materials, Arch. Mech., 50, 3, 657-669, 1998.
7. K. Wilmanski; Waves in Porous and Granular Materials, in: Kinetic and Con-
tinuum Theories of Granular and Porous Media, CISM #400, K. Hutter, K.
Wilmanski (eds.), Springer, Wien, N.Y., 1999.
8. B. Albers, K. Wilmanski; An Axisymmetric Steady-State Flow Through a
Poroelastic Medium Under Large Deformations, Archive of Applied Mechanics,
69, 2, 121-132, 1999.
9. B. Albers, K. Wilmanski; On a Stationary Axisymmetric Filtration Problem
Under Large Deformations of the Skeleton, in: Trends in Applications of Math-
ematics to Mechanics, G. Iooss (ed.), O. Gues, A. Nouri (eds.) Chapman Hall,
Boca Raton, 47-57, 2000.
10. T. Bourbie, O. Coussy, B. Zinszner; Acoustics of Porous Media, Editions Tech-
nip, Paris, 1987.
59
11. G. I. Barenblat, V. M. Entov, V. M. Rizik; The behavior of liquids and gases
in porous layeres., Moscow, Nedra, 1984.
12. V. P. Maslov and V. A. Tsupin; Necessary conditions of existens of innitely
thin solitons in gas dynamics, DAN SSSR, 246:9, 1979 (In Russian).
13. V. P. Maslov; Propagation of shock waves in an isoentropic nonviscous gas,
Itogi Nauki i Tekhniki, 8, VINITI, Moscow, 1977 (In Russian).
14. V. G. Danilov, G. A. Omel'yanov, and E. V. Radkevich; Hugoniot-type con-
ditions and weak solutions to the phase eld system, I. Eur. J. Appl. Math.,
vol. 10, pp. 55-77, 1999.
15. V. G. Danilov and G. A. Omel'yanov; Truncation of a chain of Hugoniot-type
conditions for shock waves and its justication for the Hopf equation, Preprint
ESI No. 502, 1997.
16. P.G. Saman, G.I. Taylor; The penetration of a uid into porous medium or
Hele-Show cell containing a more viscous liquid. Proc. Royal Soc. London.
A. 245, 312-329, 1958.
17. R. Courant; Partial Dierential Equations, Interscience, New York and Lon-
don, 1962.
18. D. A. Ludwig; Uniform asymptotic expansion of the eld scattered by a convex
object at high frequencies, Comm. Pure Appl. Math., 20, 103-138, 1967.
19. R. Ravindran and P. Prasad; A new theory of shock dynamics, Appl. Math.
Lett., 3:2, 107-109, 1990.
20. J. J. Cauret, J. F. Colombeau, and A. Y. Le Roux; Discontinuous generalized
solutions of nonlinear nonconservative hyperbolic equations, J. Math. Anal.
Appl., 139, 552-573, 1989.
60
