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We evaluate dark matter (DM) limits from cosmic-ray antiproton observations using the recent
precise AMS-02 measurements. We properly take into account cosmic-ray propagation uncertainties,
fitting DM and propagation parameters at the same time, and marginalizing over the latter. We
find a significant (∼ 4.5 σ) indication of a DM signal for DM masses near 80 GeV, with a hadronic
annihilation cross-section close to the thermal value, 〈σv〉 ≈ 3 × 10−26 cm3s−1. Intriguingly, this
signal is compatible with the DM interpretation of the Galactic center gamma-ray excess. Con-
firmation of the signal will require a more accurate study of the systematic uncertainties, i.e., the
antiproton production cross-section, and the modeling of the effect of solar modulation. Interpreting
the AMS-02 data in terms of upper limits on hadronic DM annihilation, we obtain strong constraints
excluding a thermal annihilation cross-section for DM masses below about 50GeV and in the range
between approximately 150 and 500GeV, even for conservative propagation scenarios. Except for
the range around ∼ 80 GeV, our limits are a factor ∼ 4 stronger than the limits from gamma-ray
observations of dwarf galaxies.
INTRODUCTION
Cosmic-ray (CR) antiprotons are a powerful tool to in-
vestigate the particle nature of dark matter (DM), see,
for example, [1–13]. DM constraints from CRs are, how-
ever, affected by uncertainties in the description of CR
propagation in the Galaxy. Thus, CR DM limits have
so far been derived for benchmark propagation models,
like the MIN/MED/MAX scenarios [2] obtained from ob-
servations of the Boron over Carbon (B/C) ratio. Such
benchmark models introduce an order-of-magnitude un-
certainty in the DM interpretation of CR fluxes.
The antiproton CR spectrum has recently been mea-
sured by the AMS-02 experiment with high precision [14].
It is thus timely to evaluate the antiproton DM con-
straints in the light of the new data. We will improve on
previous analyses in two crucial aspects: First, the new
AMS-02 data allow us to significantly reduce the uncer-
tainties in the CR propagation. Although B/C data from
AMS-02 have been recently published [15], there is, how-
ever, evidence that the propagation of heavy nuclei like
B and C is different from the propagation of light nuclei
like p and p¯ [16] (but, see also [17–19]). Thus, using B/C
data to constrain CR propagation is likely to introduce
a bias when analysing antiprotons. We will instead fol-
low the analysis of Ref. [20] (hereafter KC16) and use the
measured p¯ flux to directly constrain the propagation sce-
nario, thus avoiding any bias. In addition, as a second
important new feature, we will constrain CR propaga-
tion including a potential p¯ flux from DM annihilation.
Previous analyses have, in contrast, assumed a certain
propagation scenario (or a small number of fixed bench-
mark scenarios) and thus a fixed antiproton background
to then constrain a DM contribution in a second step (al-
though, see [11] for an improved approach). Here, with a
joint DM and CR propagation analysis, we will, for the
first time, explore possible correlations and degeneracies
between the two components, providing more robust and
reliable DM constraints.
DARK MATTER
Dark matter annihilation in the Galaxy leads to a flux
of antiprotons from the fragmentation of Standard Model
(SM) particles. The corresponding source term can be
written as:
q
(DM)
p¯ (x, Ekin) =
1
2
(
ρ(x)
mDM
)2∑
f
〈σv〉f
dNfp¯
dEkin
, (1)
where mDM is the DM mass and ρ(x) the DM density
profile. Furthermore, 〈σv〉f denotes the thermally aver-
aged annihilation cross-section for the SM final state f ,
DM+DM → f + f¯ , and dNfp¯ /dEkin the corresponding
antiproton energy spectrum per DM annihilation. Note
that the factor 1/2 corresponds to Majorana fermion DM.
We use the NFW DM density profile [21], ρNFW(r) =
ρh rh/r (1 + r/rh)
−2, with a characteristic halo radius
rh = 20 kpc, and a characteristic halo density ρh, nor-
malized so that to obtain a local DM density ρ =
0.43GeV/cm3 [22] at the solar position r = 8 kpc. To
quantify the impact of the choice of the DM profile on
our results, we will compare with the Burkert profile [23],
ρBur(r) = ρc (1+r/rc)
−1(1+r2/r2c )
−1, with a core radius
of rc = 5 kpc, and again normalized at the solar position.
The yield of antiprotons per DM annihilation, and the
corresponding energy distribution, dNfp¯ /dEkin, depend
on the DM mass, the relevant SM annihilation channels,
and on the antiproton yield from fragmentation of SM
particles. We employ the results presented in [24], and
focus on the annihilation into bottom quarks, DM DM→
bb¯, for illustration.
ar
X
iv
:1
61
0.
03
07
1v
2 
 [a
str
o-
ph
.H
E]
  1
2 M
ay
 20
17
2ANALYSIS
To derive predictions for the fluxes of protons, helium
and antiprotons near Earth, we solve the standard diffu-
sion equation [25] using Galprop [26, 27]. We assume
a cylindrical symmetry for our Galaxy, with a radial ex-
tension of 20 kpc. The propagation parameters which de-
termine the shape of the injection spectrum include the
spectral indices of the protons and the heavier species,
γ1,p, γ2,p and γ1, γ2, respectively, the two break positions,
R0, R1, as well as smoothing factors, s, s1. The prop-
agation is assumed to be homogenous and isotropic. It
is constrained by the normalisation, D0, and slope, δ, of
the diffusion coefficient, the velocity of Alfven magnetic
waves, vA, connected to reacceleration, the convection
velocity, v0c, the normalization of the proton and he-
lium fluxes, Ap and AHe, respectively, the Galaxy’s half-
height, zh, and the solar modulation potential, φAMS, in
the framework of the force-field approximation. See the
supplemental material and KC16 for more details. We
also take into account the production of tertiary antipro-
tons [28]. The DM component of the CR flux, finally, is
determined by the DM mass, mDM, and the DM annihi-
lation cross-section 〈σv〉, for any given choice of the DM
profile and the SM annihilation channel.
We stress that this is a simplified scenario since diffu-
sion is likely to be non-homogenous and anisotropic at
some level. On the other hand, this simplified model has
been able to explain the observations so far and has been
assumed in past studies. It is thus important to address
the implication of the new data within this model. A crit-
ical assessment of this base scenario will be the subject
of future studies. Nonetheless, for the purposes of this
analysis, we can consider the homogenous propagation
coefficient D0 as an effective parameter describing an av-
erage propagation, since we propagate only light nuclei,
which share similar propagation properties. Violations of
homogeneity will will be manifested as a different D0 for
heavier nuclei, which have a different propagation length.
We discuss this issue in more detail in the supplemental
material in relation to Boron and Carbon.
The above propagation and dark matter parameters
are determined in a global fit of the AMS-02 proton
and helium fluxes [29, 30], and the AMS-02 antipro-
ton to proton ratio [14], complemented by proton and
helium data from CREAM [31] and VOYAGER [32].
The CREAM data extend to large rigidities of up to
≈ 100 TV, and allow us to determine the position, R1,
amount, ∆γ = γ3−γ2 and smoothness, s1, of the second
break in the rigidity dependence of the source. The VOY-
AGER data at rigidities ofO(GV), on the other hand, are
used to constrain the solar modulation potential φAMS.
The ranges of variation of the parameters that enter
our prediction of the CR flux are listed in TABLE I next
to the fit results. Having fixed the strength and posi-
tion of the second break in rigidity as in KC16, leaves
16 free parameters to be determined from a global fit to
the AMS-02, CREAM, and VOYAGER data. We use
MultiNest [33] to scan this parameter space and de-
rive the corresponding profile likelihoods. Details of the
global fit are presented in KC16.
RESULTS
The result of our global fit is shown in FIG. 1 for
the antiproton to proton ratio, for both the case in
which DM is included (left panel) and the case with-
out a DM component (right panel). We consider the
rigidity range R ≥ 5 GV, for which the force-field ap-
proximation should describe solar modulation reliably.
Adding DM annihilating into bb¯, with mDM ≈ 80 GeV
and 〈σv〉 ≈ 3 × 10−26 cm3/s, results in a much better
fit and provides an intriguing hint for a DM signal in the
antiproton flux. The improvement of the fit quality is sig-
nificant: we find a χ2/(number of degrees of freedom) of
71/165 for the fit without DM, which is reduced to 46/163
when adding a DM component. Formally, ∆χ2 = 25 for
the two extra parameters introduced by the DM com-
ponent corresponds to a significance of ∼ 4.5σ, although
this does not take into account possible systematics er-
rors.
The comparison of the two panels provides a deeper
insight into the reason for the large improvement of the
fit when DM is included. We can see that, without DM,
the residuals show a sharp feature, similar to a break,
at a rigidity of ≈ 18 GV. This feature is present in the
measured spectrum and cannot be described by the sec-
ondary antiprotons only, since their predicted spectrum
is too smooth compared to the data. We see instead that
the DM component, shown separately in the left panel,
possesses a distinctive feature which matches the struc-
ture of the residuals without DM. For comparison, we
also show the contribution from background tertiaries,
which peaks at similar rigidities, but which cannot fit
the strength and shape of the excess.
The preferred range of DM masses and annihilation
cross-sections is shown in FIG. 2. Intriguingly, this region
is in very good agreement with the DM interpretation of
the Galactic center gamma-ray excess [34–38]. We show
for comparison the preferred DM best fit region obtained
from the Galactic center gamma-ray excess in [38]. Also,
a similar hint for DM has been found in [6], in relation
to PAMELA antiproton data [39].
A known systematic uncertainty affecting the fit is the
imperfect knowledge of the antiproton production cross-
section [41–46], which determines the flux of secondary
antiprotons produced by the interactions of primary pro-
tons and Helium nuclei on the inter-stellar medium gas.
Adopting the recent cross-section estimates from [41]
and [42], rather than the Galprop default [40], does
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FIG. 1: Comparison of the best fit of the p¯/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the
dotted lines, i.e., for rigidities 5 GV ≤ R ≤ 10 TV. The grey bands around the best fit indicate the 1 and 2σ
uncertainty, respectively. The dashed black line (labeled “φ = 0 MV”) shows the best fit without correction for
solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.
not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,
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FIG. 2: Best fit regions (1, 2 and 3σ) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of
the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,
〈σv〉 ≈ 3× 10−26 cm3s−1.
see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.
From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
δ, changes by about 30% from a value of δ ≈ 0.36 with-
out DM to δ ≈ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.
As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =
1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ≈ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why
4TABLE I: Analysis constraints on the fit parameters,
and their ranges of variation in the fit.
Propagation Fit with- Standard fit
parameters out DM with DM Fit range
γ1,p 1.54
+0.04
−0.18 1.41
+0.19
−0.01 1.2 - 1.8
γ2,p 2.425
+0.023
−0.002 2.531
+0.008
−0.010 2.3 - 2.6
γ1 1.56
+0.03
−0.18 1.21
+0.22
−0.02 1.2 - 1.8
γ2 2.388
+0.021
−0.003 2.480
+0.005
−0.005 2.3 - 2.6
R0 [GV ] 8.43
+0.27
−1.93 5.01
+1.30
−0.12 1.0 - 10
s 0.38+0.11−0.01 0.46
+0.01
−0.06 0.05 - 0.9
δ 0.361+0.005−0.043 0.245
+0.015
−0.007 0.2 - 0.5
D0 [1028 cm2/s] 7.48+1.52−1.88 9.84
+0.26
−2.85 0.5 - 10.0
vA [km/s] 23.8+3.09−0.91 28.5
+1.5
−0.64 0 - 30
v0,c [km/s] 26.9+34.7−3.33 45.3
+5.69
−19.2 0 - 100
zh [kpc] 6.78+0.22−2.70 5.35
+1.65
−1.27 2 - 7
φAMS [GV] 580+65−50 520
+35
−35 0 - 1.8
DM parameters
log(mDM/GeV) 1.85
+0.02
−0.03 1 - 5
log(〈σv〉/cm3/s) −25.57+0.09−0.03 −(28 - 23)
Experiment χ2 (Number of data points)
p (AMS-02) 9.6 (61) 6.2 (61)
p (VOYAGER) 1.8 (4) 0.4 (4)
He (AMS-02) 30.8 (65) 24.8 (65)
He (VOYAGER) 2.3 (4) 1.6 (4)
p¯/p (AMS-02) 26.6 (42) 12.6 (42)
Total 71.0 (176) 45.6 (176)
DM cannot accommodate anymore this excess, is the low-
rigidity tail of the DM spectrum, c.f. FIG. 1 (left panel),
which would overshoot the experimental data below 5
GV. Nonetheless, although the data at R <∼ 5GV ap-
pear to disfavor a DM component in the antiproton flux,
the situation is not conclusive: at rigidities R <∼ 5GV,
solar modulation deviates from the simple force-field ap-
proximation and exhibits also charge dependent effects
[47, 48]. Thus, a deeper scrutiny of the antiproton excess
and of a potential DM signal will require a dedicated
study of the solar modulation below 5GV, for which it
would be desirable to have time series of the proton and
antiproton fluxes.
In the remainder of this paper, we will make the con-
servative assumption of no DM detection and derive con-
straints on the hadronic DM annihilation cross-section
as a function of the DM mass. Our limits on the an-
nihilation cross-section 〈σv〉 as a function of mDM are
obtained by marginalizing over the CR propagation un-
certainties. Technically, we divide the likelihood samples
in the 〈σv〉-mDM plane obtained from the MultiNest
scan into 20 slices in mDM, equally spaced in log(mDM)
between mDM = 10 GeV and 100 TeV. For each mDM
slice we derive the 1D profile likelihood as a function of
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FIG. 3: Limits on the DM annihilation cross-section
into bb¯ final states for our standard setting, for different
diffusion zone heights, zh, for propagation without
convection, for an alternative antiproton cross-section
model, for the Burkert DM profile, and for rigidities
down to 1 GV, respectively. We also show limits for
three fixed DM masses, as discussed in the text.
〈σv〉, determining the minimum χ2 and then set 95% ex-
clusion limits on 〈σv〉 from the condition ∆χ2 = 3.84.
Formally, the correct procedure would amount to fixing
mDM to a grid of values and to perform a separate fit for
each of these values. However, such a procedure would
be computationally very demanding and would lead to
results very similar to those obtained using the 1D pro-
file likelihood for slices in mDM. This is shown in FIG. 3,
comparing the black line with the the three black dots,
which are the limits derived with the formally accurate
procedure for the three values of mDM.
In order to obtain an estimate of the systematic un-
certainties affecting the limits, we perform fits with dif-
ferent diffusion models, rigidity cuts, DM profiles, and
antiproton production cross-sections. The various limits
are shown in FIG. 3. Not surprisingly, the worst limits
are obtained when fixing the diffusion zone height zh to
the minimal considered value of 2 kpc, since in this case a
large fraction of a potential DM signal outside the diffu-
sion zone cannot reach Earth. Correspondingly, setting
the diffusion zone height to the maximal value we con-
sider, zh = 7 kpc, leads to a larger DM contribution and
thus stronger constraints. Neglecting convection in the
diffusion equation and/or changing the DM profile from
NFW to Burkert does not have a significant impact on
the fit.
The most prominent feature in FIG. 3 is the weak ex-
clusion near DM masses of 80GeV, where the fit prefers a
significant DM component. The exclusion becomes much
stronger for a fit down to low rigidities of 1GV, which
also disfavours a DM signal. However, as argued above,
the simple force-field approximation is not expected to
5describe well solar modulation at rigidities R <∼ 5GV,
and more work is needed to interpret the low rigidity
data in a reliable way.
We have emphasized the importance of the antiproton
production cross-section for a reliable estimate of the an-
tiproton flux. Adopting the more recent cross-section
model from [41], rather than the Galprop default [40],
has little impact on the fit near mDM ≈ 80GeV, but the
different energy dependence of the cross-section models
leads to a change in the DM limits for light and heavy
DM.
In FIG. 4 we summarize the result of our fit and show
both the evidence for a DM component in the CR an-
tiproton flux, as well as limits on the DM annihilation
cross-section. The systematic uncertainty on the exclu-
sion limit is shown as an uncertainty band obtained from
the envelope of the various fits presented in FIG. 3. In
our baseline scenario (solid line), we can exclude ther-
mal DM with 〈σv〉 ≈ 3 × 10−26 cm3s−1 annihilating
into bb¯ for DM masses below about 50GeV and in the
range between approximately 150 and 1500GeV. Even
considering our most conservative propagation scenario,
we achieve strong limits and can exclude thermal DM
below about 50GeV and in the range between approxi-
mately 150 and 500GeV. The results for other hadronic
annihilation channels, and for annihilation into ZZ and
W+W− final states are very similar; in the supplemen-
tary material we provide limits for DM annihilation in
into W+W− as a further explicit example.
In comparison with the results derived in [49] from
gamma-ray observations of nearby dwarf galaxies, we im-
prove the annihilation cross-section limits by a factor of
∼ 4 for all DM masses except those around 80GeV. We
also see from FIG. 4 that, similarly to the DM interpre-
tation of the Galactic center gamma-ray excess, the pre-
ferred region of a DM signal in the antiproton flux is in
tension with the dwarf galaxy constraints. However, this
tension can be relieved with a more conservative estimate
of the DM content of the dwarf galaxies [50]. Also, a
recent analysis using new discovered dwarfs galaxies [51]
actually provides weaker limits, also shown in FIG. 4, fur-
ther relieving the tension.
SUMMARY AND CONCLUSION
In conclusion, the very accurate recent measurement
of the CR antiproton flux by the AMS-02 experiment
allows to achieve unprecedented sensitivity to possible
DM signals, a factor ∼ 4 stronger than the limits from
gamma-ray observations of dwarf galaxies.
Further, we find an intriguing indication for a DM
signal in the antiproton flux, compatible with the DM
interpretation of the Galactic center gamma-ray excess.
A deeper examination of such a potential signal would
require a more accurate determination of the antipro-
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FIG. 4: Best fit regions (1, 2 and 3σ) for a DM
component of the antiproton flux, and limits on the DM
annihilation cross-section into bb¯ final states. The grey
shaded uncertainty band is obtained from the envelope
of the various fits presented in FIG. 3. For comparison
we show limits on the annihilation cross-section
obtained from gamma-ray observations of dwarf
galaxies [49, 51], and the thermal value of the
annihilation cross-section, 〈σv〉 ≈ 3× 10−26 cm3s−1.
ton production cross-section, to constrain the flux of sec-
ondary antiprotons, as well as an accurate modeling of
solar modulation at low rigidities of less than about 5GV.
Note added: After our submission we became aware of
a similar work by [52]. They perform an analysis using
methodologies analogous to the ones of this letter and
find results consistent with ours.
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7SUPPLEMENTAL MATERIAL
In this Supplemental Material we present a more ex-
tensive discussion of the theoretical setup of the analysis,
and we provide some further results and figures to com-
plement those described in the letter.
THEORETICAL SETUP
The propagation of charged CRs can be described by
a diffusion equation [25] for the particle density ψi of
species i per volume and absolute value of momentum p
∂ψi(x, p, t)
∂t
= qi(x, p) +∇ · (Dxx∇ψi − V ψi)
+
∂
∂p
p2Dpp
∂
∂p
1
p2
ψi − ∂
∂p
(
dp
dt
ψi − p
3
(∇ · V )ψi
)
− 1
τf,i
ψi − 1
τr,i
ψi . (2)
The source term of primary CRs is denoted by qi(x, p),
while the terms proportional to Dxx,V and Dpp corre-
spond to CR diffusion, convection and reacceleration, re-
spectively. Furthermore, Eq. (2) includes the momentum
gain or loss rate ∝ dp/dt, adiabatic energy losses ∝∇·V ,
and loss by fragmentation and radioactive decay ∝ 1/τf,i
and 1/τr,i, respectively.
Diffusion is modelled by a power law in rigidity R =
p/|Z|,
Dxx = D0β(R/4 GV)
δ , (3)
where β = v/c denotes the CR velocity. The coefficient
of the reacceleration term, Dpp, is related to Dxx and the
velocity of Alfven magnetic waves, vA,
Dpp =
4 (p vA)
2
3(2− δ)(2 + δ)(4− δ) δ Dxx , (4)
where δ is the index of the power law as introduced in
Eq. (3). We assume that convective winds are orthogonal
to the Galactic plane, such that V (x) = sign(z) v0,c.
The source term of primary CRs, qi(x, p), is assumed
to factorise into a space- and rigidity dependent part,
qi(x, p) = qi(r, z, R) = q0,i qr,z(r, z) qR(R) , (5)
where r, z are cylindrical coordinates with respect to the
Galactic center. We model the rigidity dependence as a
double broken power law with smooth transitions
qR(R) =
(
R
R0
)−γ1 (R 1s0 +R 1s
2(R0)
1
s
)−s(γ2−γ1)
×
R 1s11 +R 1s1
R
1
s1
1
−s1(γ3−γ2) , (6)
whereR0, R1 are the two break positions, s, s1 denote the
smoothing factors, and γi (i = 1, 2, 3) the slopes in the
three rigidity ranges in between the breaks. The spatial
dependence of the source term is parameterized as
qr,z(r, z) =
(
r
rs
)α
exp
(
−β r−rsrs
)
exp
(
− |z|z0
)
, (7)
with parameters α = 0.5, β = 1.0, rs = 8.5 kpc, and
z0 = 0.2 kpc.
In the case of antiprotons from DM annihilation the
source term is given in the main text.
Secondary CRs, including in particular antiprotons,
are produced through spallation in the interstellar
medium (ISM). Their source term is calculated from the
particle densities of the primary CRs, ψi, and the corre-
sponding spallation cross-sections σij ,
q(x, p) =
∑
j=H,He
nj(x)
×
∑
i=p,He
∫
dpi
dσij(p, pi)
dp
βi c ψi(x, pi), (8)
where we assume the ISM to be composed of hydrogen
and helium, j = H,He, in proportion 1:0.11. We use
the antiproton production cross-sections from [40], but
also adopt the cross-sections provided in the more re-
cent study [41] for comparison. Tertiary antiprotons are
taken into account with a formula similar to Eq. (8), but
using as cross-section the total inelastic non-annihilating
antiproton cross-section (see [28] for more details).
We solve Eq. (2) numerically using Galprop [26, 27],
assuming a steady state regime, ∂ψi/∂t = 0, with time-
independent sources qi. The equation is solved in Galac-
tic cylindrical coordinates on a three-dimensional grid in
r, z, Ekin. We use as grid spacing ∆r = 1 kpc, ∆z = 0.2
kpc and ∆ logEkin = log 1.5 starting from Ekin,min = 1
MeV. We verified that the results are stable when using
a finer grid.
We use MultiNest [33] to scan the parameter space
defined by Eq. (2) and by the DM mass and annihilation
cross-section, as summarized in Table I of the main text.
For the MultiNest settings we use 500 Live Points, an
enlargement factor efr=0.4 and a tolerance tol=0.1.
TheMultiNest scan is effectively thirteen-dimensional,
since the three parameters Ap, AHe, φAMS are treated in
a special way to exploit the fact that they can be var-
ied without a new Galprop run for given values of the
other thirteen parameters. They are, thus, handled as
nuisance parameters and profiled away. In practice, for a
given set of the main’ thirteen parameters the associated
χ2 is assigned looking for the minimum χ2 varying the
three nuisance parameters. For further details on the fit
see KC16 [20].
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FIG. 5: Triangle plot for the cosmic-ray propagation and dark matter fit parameters for the two fits in which DM is
included (black contours) or not included (red contours).
MAIN FIT EXTENDED RESULTS
FIG. 5 present the full triangle plot summarizing the
results of the main fit with (black contours) and without
(red contours) DM. We can see, as already described in
the main text, that the main effect when including DM
is a shift of the parameter δ by about ∼30%. This shift
is accompanied by a corresponding shift in γ2 and γ2,p.
This is expected since the quantity δ+ γ has to be equal
to the observed slope of the spectra of the primary species
p and He at high rigidities.
RESULTS FOR W+W− ANNIHILATION
In FIG. 6 we show the DM preferred region, and limits
on the annihilation cross-section, forW+W− final states,
in comparison to bb¯ final states. For mDM ≥ mW , where
annihilation into W+W− is kinematically accessible, the
DM preferred region, and the limits on the annihilation
cross-section, are very similar to those obtained for bb¯.
This is expected since the antiproton spectrum per anni-
hilation is very similar in each hadronic channel, includ-
ing Z0Z0 as well as u, d, s, c, t quarks and gluons.
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FIG. 6: Left panel: DM best fit regions (1, 2 and 3σ) for bb¯ and W+W− final states, respectively. Right panel:
limits on the DM annihilation cross-section into bb¯ and W+W− final states, respectively. See the text in the main
body of the letter for a discussion of the systematic uncertainty represented by the grey shaded band.
COMPARISON WITH BORON OVER CARBON
As discussed in the main text, we fit only light nu-
clei p, p¯ and He to take into account the possibility that
heavier nuclei could have different propagation proper-
ties and thus bias the result. Heavier nuclei have differ-
ent propagation lengths with respect to the light ones,
and therefore probe a different Galaxy volume. As a re-
sult, if propagation is non-homogenous, the fit within a
homogenous model would provide inconsistent parame-
ters if light or heavier nuclei are used. Indeed indications
in this sense have been presented in the literature [16].
Nonetheless, the Boron over Carbon ratio has been his-
torically the prime mean to constrain propagation of CRs
and it is thus useful to check if antiproton propagation
is consistent with Boron and Carbon propagation in the
light of the new AMS-02 data. Here we present some
first and still preliminary results and conclusions from
such a comparison. A detailed analysis will be, however,
reported in a follow-up publication.
Using the same formalism described for the fit to p, p¯
and He, we have performed a fit to the recently published
B/C AMS02 data [15] together with p and He AMS-02
data. Propagation is thus constrained by B/C, while the
joint fit to p and He data ensures a reliable prediction for
the antiproton flux. The result of the fit to B/C, down
to 5 GV is shown in the left panel of FIG. 7. It can be
seen that we are able to achieve a good fit with very flat
residuals. The right panel shows the predicted antiproton
over proton ratio from this fit. The uncertainty band has
been derived from a propagation of the errors from the
B/C fit. No fit to the antiproton flux is performed. From
the residuals panel it can be seen that the agreement is
quite good above. Notably, the same excess feature at
about 20 GV present in the p¯/p fit also appear here. The
parameters of the fit for the two cases are indeed very
close, except for a slightly larger value of δ (≈ 0.35 in
this case, vs ≈ 0.25 for the p¯/p fit).
This preliminary result thus indicates that light and
heavier nuclei have compatible propagation, and that an
homogenous diffusion scenario is still in agreement with
the data. A joint fit with p¯/p and B/C and DM should
thus be possible (see also [17–19, 52]), and would pro-
vide more stringent constraints. This will be explored in
follow-up analyses.
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FIG. 7: Left panel: Best fit and residuals for the Boron over Carbon data. Right panel: predicted antiproton over
proton ratio from the B/C fit, and residuals.
