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Global geometrised Rankin-Selberg method for GL(n)
Sergey Lysenko
Abstract We propose a geometric interpretation of the classical Rankin-Selberg method
for GL(n) in the framework of the geometric Langlands program. We show that the geometric
Langlands conjecture for an irreducible unramified local system E of rank n on a curve
implies the existence of automorphic sheaves corresponding to the universal deformation
of E. Then we calculate the ‘scalar product’ of two automorphic sheaves attached to this
universal deformation.
Introduction
0.1. In this paper, which is a continuation of [14], we propose a geometric interpretation of the
global Rankin-Selberg method for GL(n) in the framework of the geometric Langlands program.
The corresponding classical result computes the scalar product of two cuspidal nonramified
automorphic forms on GL(n) over a function field.
Our first motivation is the following result of G. Laumon ([11]) and M. Rothstein ([16]) in
the case of GL(1). Let X be a smooth, projective, connected curve of genus g ≥ 1 over C. Let
M ′ be the Picard scheme classifying invertible OX -modules L of degree zero. Denote by M the
coarse moduli space of invertible OX -modules L with connection ∇ : L → L ⊗OX ΩX . This is
an abelian group scheme over C (for the tensor product), which has a natural structure of a
H0(X,ΩX)-torsor over M
′. In [11, 16] a certain invertible OM×M ′-module Aut with connection
(relative toM) is considered as a kernel of two Fourier transforms F : Dbqcoh(DM ′)→ D
b
qcoh(OM )
and F ′ : Dbqcoh(OM ) → D
b
qcoh(DM ′). The theorem of G. Laumon and M. Rothstein claims that
these functors are quasi-inverse to each other.
This result can be obtained as a formal consequence of two orthogonality relations. One of
them states that the complex
R(pr12)∗(pr
∗
13Aut⊗ pr
∗
23Aut)
is canonically isomorphic to △∗OM in D
b
qcoh(OM×M ) (up to a shift and a sign), where pr13,pr23 :
M×M×M ′ →M×M ′ and pr12 : M×M×M
′ →M×M are the projections, △: M →M×M
is the diagonal, and the functor R(pr12)∗ is understood in the D-modules sense.
0.2. An ℓ-adic analogue of this orthogonality relation is the following. Let X be a smooth,
projective, connected curve of genus g ≥ 1 over an algebraically closed field k. Fix a prime ℓ
invertible in k and an algebraic closure Q¯ℓ of Qℓ. Let E0 be a smooth Q¯ℓ-sheaf on X of rank 1.
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The moduli space of ℓ-adic local systems on X is not known to exist. However, we can
consider the deformations of E0 over Q¯ℓ (cf. Sect. 3.1). The local system E0 admits a unversal
deformation E (cf. Proposition 3). Let Spf(R) be the base of this deformation. In fact, R is
isomorphic to the ring of formal power series over Q¯ℓ of dimension 2g.
For a positive integer d we have the R-sheaf E(d) on the symmetric power X(d) of X (cf.
Sect. 1.5). Let PicdX denote the Picard scheme of X parametrizing the isomorphism classes of
invertible OX -modules of degree d. According to the geometric abelian class field theory, E
(d)
descends to a smooth R-sheaf Ed of rank 1 on PicdX. Denote by Ed1 , E
d
2 the two liftings of E
d
to Spf(R ⊗ˆQ¯ℓ R). Essentially, we show that there is a canonical isomorphism of R ⊗ˆR-modules
H2g(PicdX,Hom(Ed1 , E
d
2 ))→˜R(−g),
where the R ⊗ˆR-module structure on R is given by the diagonal map R ⊗ˆR → R. Besides,
Hi(PicdX,Hom(Ed1 , E
d
2 )) = 0 for i 6= 2g. Actually, a bit different statement is proved (cf. the
discussion at the end of Sect. 0.4).
This is the particular case n = 1 of our Main Global Theorem (cf. Sect. 4.1), which is an
analogue of this orthogonality relation for GL(n).
Already in the case of GL(1) we observe the important role of deformations. Applying the
base change theorem for the above result, we get the scalar square of Ed0 , namely
RΓ(PicdX, End(Ed0 , E
d
0 ))→˜R
L
⊗R ⊗ˆR Q¯ℓ(−g)[−2g]
As is easy to see, this complex has cohomology groups in all degrees 0, 1, . . . , 2g. For GL(n) the
answer will also be simplier when considered as an object on the moduli of parameters.
0.3. Let X be a smooth, projective, geometrically connected curve over Fq. Let ℓ be a prime
invertible in Fq. According to the Langlands correspondence for GL(n) over function fields
(proved in full generality by L. Lafforgue), to any smooth geometrically irreducible Q¯ℓ-sheaf E
on X is associated a (unique up to a multiple) cuspidal automorphic form ϕE : Bunn(Fq)→ Q¯ℓ,
which is a Hecke eigenvector with respect to E. The function ϕE is defined on the set Bunn(Fq)
of isomorphism classes of rank n vector bundles on X.
The global Rankin-Selberg for GL(n) allows to calculate for any integer d the scalar product
of two (appropriately normalized) automorphic forms∑
L∈Bundn(Fq)
1
#AutL
ϕE∗1 (L)ϕE2(L), (1)
where Bundn(Fq) is the set of isomorphism classes of vector bundles L on X of rank n and degree
d+n(n−1)(g−1), and #AutL stands for the number of elements in AutL. More precisely, this
scalar product vanishes if and only if E1 and E2 are non isomorphic. In the case E1→˜E2→˜E
the answer is expressed in terms of the action of the geometric Frobenius endomorphism on
H1(X ⊗ F¯q, EndE).
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Assume that ϕE is canonically normalized (cf. footnote 1). The local part of the classical
Rankin-Selberg method for GL(n) may be stated as the equality of formal series (cf. [14])∑
d≥0
∑
(Ωn−1 →֒L)∈ nMd(Fq)
1
#Aut(Ωn−1 →֒ L)
ϕE∗1 (L)ϕE2(L)t
d = qn
2(1−g) L(E∗1 ⊗ E2, t) (2)
Here nMd(Fq) is the set of isomorphism classes of pairs (Ω
n−1 →֒ L), where L is a vector bundle
on X of rank n and degree d + n(n − 1)(g − 1), and Ω is the canonical invertible sheaf on X
(Ωn−1 is embedded in L as a subsheaf, i.e., the quotient is allowed to have torsion). We have
denoted by
L(E∗1 ⊗ E2, t) =
∑
d≥0
∑
D∈X(d)(Fq)
tr(Fr, (E∗1 ⊗ E2)
(d)
D )t
d
the L-function attached to the local system E∗1 ⊗ E2 (here Fr is the geometric Frobenius endo-
morphism).
The calculation of (1) is an asymptotic argument. First, rewrite (2) as
∑
d≥0
∑
L∈Bundn(Fq)
1
#AutL
(qdimHom(Ω
n−1,L) − 1)ϕE∗1 (L)ϕE2(L)t
d =
qn
2(1−g) L(E∗1 ⊗ E2, t)
The cuspidality of ϕE implies that if ϕE(L) 6= 0 and degL is large enough then Ext
1(Ωn−1, L) =
0, and dimHom(Ωn−1, L) = d − n2(g − 1). To conclude, it remains to study the asymptotic
behaviour of the above series when t goes to q−1, using the cohomological interpretation
L(E∗1 ⊗ E2, t) =
2∏
r=0
det(1− Fr t, Hr(X ⊗ F¯q, E
∗
1 ⊗ E2))
(−1)r+1
of the L-function.
0.4. Let X be as in 0.2. Let E0 be a smooth irreducible Q¯ℓ-sheaf on X of rank n. Let (E,R) be
a universal deformation of E0 (cf. Sect. 3.1). The base R is, in fact, isomorphic to the ring of
formal power series over Q¯ℓ of dimension 2 + (2g − 2)n
2. We assume the geometric Langlands
conjecture for GL(n) (Conjecture 1, Sect. 2.4), so that to E is associated a perverse R-sheaf
AutE on the moduli stack Bunn of rank n vector bundles on X, which is a geometric analogue
of the automorphic form ϕE
1. Denote by AutdE the restriction of AutE to Bun
d
n, the connected
component of Bunn classifying vector bundles on X of rank n and degree d + n(n − 1)(g − 1).
One can calculate the cohomology
RΓc(Bun
d
n, pr
∗
1Aut
d
E∗ ⊗R ⊗ˆR pr
∗
2Aut
d
E),
1We normalize AutE as in Conjecture 1, this also gives a normalization of ϕE as the function trace of Frobenius
of AutE.
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which is a geometric analogue of (1). (Here pri : Spf(R ⊗ˆR)→ Spf R are the two projections.)
But the answer turns out to be ‘bad’: this complex has nontrivial cohomology groups in infinitely
many degrees (bounded from above). To get the desired answer, we modify the problem as
follows.
Scalar automorphisms of vector bundles provide an action ofGm on Bunn by 2-automorphisms
of stacks. We introduce the stack Bunn (cf. Sect. 2.5), the quotient of Bunn under this action.
There exists a perverse R-sheaf AutE on Bunn such that the inverse image of AutE[−1](−
1
2 )
under the projection Bunn → Bunn is identified with AutE .
Our Main Global Theorem essentially says that if Conjecture 1 is true then for any integers
i and d there is a canonical isomorphism of R ⊗ˆR-modules
Hic(Bun
d
n,pr
∗
1Aut
d
E∗ ⊗R ⊗ˆR pr
∗
2Aut
d
E)→˜
{
R, if i = 0
0, if i 6= 0,
where the R ⊗ˆR-module structure on R is given by the diagonal map R ⊗ˆR→ R.
Actually a bit different statement is proved. Conceptually, we should work in the derived
categories Dbc(Y,R) of complexes of R-sheaves in e´tale topology on Y , where Y is a k-scheme
of finite type and R is the ring of formal power series over Q¯ℓ. (For R = Q¯ℓ this is the derived
category of ℓ-adic sheaves on Y ). However, for dimR > 0 the definition of this derived category
is not known. We impose an additional condition: the reduction of E0 modulo ℓ has no nontrivial
endomorphisms. This allows to work in another triangulated category denoted Dbc(Y, R¯)σ (cf.
Sect. 1.4), which ‘approximates’ the desired one. Our Main Global Theorem is an isomorphism
in such triangulated category.
0.5. The paper is organized as follows. In Sect. 1 we partially establish some formalism of
R-sheaves on schemes. We adopt the point of view that an appropriate formalism of R-sheaves
holds for algebraic stacks locally of finite type over k. In Sect. 2 we formulate the geometric
Langlands conjecture relative to R (Conjecture 1), and essentially show that if this conjecture
is true over Q¯ℓ then it is also true over the rings of formal power series over Q¯ℓ (actually a bit
different statement is proved, cf. Proposition 2).
In Sect. 3.1-3.3 we study the deformations of local systems on X. In Sect. 3.4 we calculate
the cohomology of some natural sheaves arising from the universal deformations. The proof of
Main Global Theorem is given in Sect. 4.
We refer the reader to Sect. 0.2 of [14] for our conventions.
1 R-sheaves
1.1 Let E be a finite extension field of Qℓ. Denote by CE the category of local Artin E-algebras
with residue field E (the morphisms are local homomorphisms of E-algebras).
Let A ∈ Ob(CE) and Y be a k-scheme of finite type. The category Sh(Y,A) of constructable
A-sheaves on Y is the category of pairs (E, ρ), where E is a constructable E-sheaf on Y , and
ρ : A→ End(E) is an action of A on E.
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A constructable A-sheaf (E, ρ) is smooth of rank m, if E is a smooth E-sheaf, and the fibres
of (E, ρ) are free A-modules of rank m.
Let R be a complete local noetherian E-algebra with residue field E and maximal ideal m.
We let Sh(Y,R) be the projective 2-limit of Sh(Y,R/mn). This is a category whose objects are
projective systems (Fn, ψn)n∈N, where Fn ∈ Ob(Sh(Y,R/m
n)) and ψn : Fn+1⊗R/mn+1R/m
n→˜Fn
is an isomorphism. Morphisms are defined as the morphisms of the corresponding projective
systems.
Conceptually, we should work in the derived category Dbc(Y,R), where R is the ring of formal
power series in several variables over Q¯ℓ, but its definition is not known. We ‘approximate’ it
by another triangulated category defined below.
1.2 Let A be a commutative ring, S ⊂ A be a multiplicative system. We denote by AS the
localization of A in S. Given an A-additive category A, denote by A⊗A AS the category such
that Ob(A⊗AAS) = Ob(A), and morphisms in A⊗AAS from K to K
′ are HomA(K,K
′)⊗AAS .
This is an AS-additive category. The following statement is left to the reader (the points i) and
iii) follow from [8], Proposition 3.6.1).
Lemma 1. 1) Let D be an A-additive triangulated category. Then D ⊗A AS is triangulated
(its distinguished triangles are those isomorphic to images of distinguished triangles in D). If
F : D → D′ is an A-additive triangulated functor between A-additive triangulated categories
then the induced functor D ⊗A AS → D
′ ⊗A AS is triangulated.
2) Assume, in addition, that D is equiped with a t-structure (D60,D>0) such that any K ∈
Ob(D) is of finite amplitude, i.e., D = ∪iD
6i = ∪iD
>i. Let A denote the core of this t-
structure. Let S be the full-subcategory of D consisting of K with Hi(K)⊗AAS = 0 in A⊗AAS
for all i. Then
i) S is a thick subcategory of D;
ii) the localization of D in S is canonically equivalent to D ⊗A AS;
iii) D ⊗A AS has a t-structure (D
60
S ,D
>0
S ), where D
60
S (resp., D
>0
S ) is the essential image of
those K ∈ D that Hi(K)⊗AAS = 0 for i > 0 (resp., for i < 0). The core of this t-structure
is an abelian category equivalent to A⊗A AS. 
Remark 1. We will use the following trivial observation. Let c−A−mod denote the category
of finite type A-modules. If A is noetherian then the natural functor (c−A−mod) ⊗A AS →
c−AS−mod is fully faithful.
The following statement is left to the reader (point 3) follows from [2], 4.3 and 4.5.1).
Lemma 2. Let Λ be a local noetherian ring with residue field κΛ.
1) If K is a perfect complex of Λ-modules then it can be represented as a direct sum K = K1⊕K2
of two perfect complexes, where K1 is acyclic, and the differential in K2 ⊗Λ κΛ is zero.
2) If K1 and K2 are perfect complexes of Λ-modules such that the differential in Ki⊗ΛκΛ is zero
(i = 1, 2) and f : K1 → K2 is a homotopical equivalence then f is an isomorphism of complexes.
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3) Let Dparf (Λ) be the category whose objects are perfect complexes of Λ-modules, and the mor-
phisms are morphisms of complexes of Λ-modules modulo homotopical equivalence. Let Dbcoh(Λ)
be the full subcategory of the bounded derived category of complexes of Λ-modules, consisting
of complexes whose cohomologies are of finite type. If Λ is regular then the natural functor
Dparf (Λ)→ D
b
coh(Λ) is an equivalence of categories. 
1.3 Let O ⊂ E be the ring of integers of E, κ be the residue field of O. Let R¯ be a local noetherian
O-algebra with maximal ideal m¯ and residue field κ. Assume that R¯ is complete in the m¯-adic
topology. Let Sh(Y, R¯) denote the category of m¯-adic constructable R¯-sheaves (SGA5, V, 3.1.1).
We say that F ∈ Sh(Y, R¯) is smooth of rank m if for each k > 0 the sheaf F ⊗R¯ R¯/m¯
k is locally
constant and its fibres are free R¯/m¯k-modules of rank m.
Assume, in addition, that R¯ is regular. Denote by Dbc(Y, R¯) the triangulated category defined
in ([4], Theorem 6.3) (and denoted Dbc(Y − R¯) in loc. cit.). So, D
b
c(Y, R¯) is R¯-additive, has
the natural t-structure, whose core is equivalent to Sh(Y, R¯), and the perverse t-structure p1/2
obtained by the gluing procedure ([1], 2.2.14). So, the usual definition of the perverse t-structure
p1/2 is applicable:
Definition 1. An object K ∈ Dbc(Y, R¯) lies in
pD60c (Y, R¯) (resp., in
pD>0c (Y, R¯)) if and only if
for any irreducible closed subscheme Y ′ ⊂ Y there is a nonempty open subscheme U ⊂ Y ′ such
that Hj(i∗UK) = 0 for j > − dimU (resp., H
j(i!UK) = 0 for j < − dimU), where iU : U →֒ Y is
the inclusion.
We let Perv(Y, R¯) = pD60c (Y, R¯)∩
pD>0c (Y, R¯). Any object of D
b
c(Y, R¯) has a finite amplitude
with respect to both the natural and the perverse t-structure p1/2.
The perverse t-structure p1/2 on D
b
c(Y, R¯) is not preserved by Verdier duality (unless R¯ = κ).
This is already observed for Y = Spec k. We have an equivalence of triangulated categories that
preserves natural t-structures as well as tensor products and internal Hom’s ([4], 7.2)
Dbc(Spec k, R¯)→˜D
b
coh(R¯),
and D(D60coh(R¯)) ⊂ D
>0
coh(R¯). However, the image of D
>0
coh(R¯) under the Verdier duality functor
D is strictly bigger than D60coh(R¯) (this image is described by [8], 6.3.2).
Lemma 3. If K ∈ pD60c (Y, R¯) then DK ∈
pD>0c (Y, R¯).
Proof Let Y ′ ⊂ Y be an irreducible closed subscheme. Chose a nonempty open subscheme
U ⊂ Y ′ such that i∗UK is placed in usual degrees ≤ − dimU and all H
j(i∗UK) are locally
constant (by this we mean that Hj(i∗UK) ⊗R¯ R¯/m¯
k are locally constant for all k > 0). Then
D(i∗UK) is placed in usual degrees ≥ − dimU . 
We have a conservative triangulated functor of extension of scalars ([4], 6.3)
κ
L
⊗R¯: D
b
c(Y, R¯)→ D
b
c(Y, κ)
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Lemma 4. 1) For K ∈ Dbc(Y, R¯) we have K ∈
pD60c (Y, R¯) if and only if κ
L
⊗R¯ K ∈
pD60c (Y, κ).
Besides, if κ
L
⊗R¯ K ∈
pD>0c (Y, κ) then K ∈
pD>0c (Y, R¯).
2) Let f : Y → Y ′ be a morphism of k-schemes of finite type. If f is affine then f∗ is right
exact with respect to p1/2. If f is an open immersion then f∗ (resp., f!) is left exact (resp., right
exact) with respect to p1/2 (the functors are from D
b
c(Y, R¯) to D
b
c(Y
′, R¯)).
Proof 1) By ([4], 6.3), the functors i∗U , i
!
U commute with κ
L
⊗R¯. To conclude, apply ([4], 3.1).
2) By (loc.cit., 6.3), f∗, f! commute with κ
L
⊗R¯. It remains to use 1) and ([1], 4.1.1). 
Definition 2. We say that K ∈ Dbc(Y, R¯) is a R¯-flat perverse R¯-sheaf on Y if it satisfies one of
the following equivalent conditions:
i) K ∈ pD60c (Y, R¯) and DK ∈
pD60c (Y, R¯);
ii) K ∈ Perv(Y, R¯) and DK ∈ Perv(Y, R¯);
iii) κ
L
⊗R¯ K ∈ Perv(Y, κ)
We denote by Pervfl(Y, R¯) the full subcategory of Perv(Y, R¯) consisting of R¯-flat perverse R¯-
sheaves on Y .
Note that the Verdier duality functor preserves R¯-flat perverse R¯-sheaves and induces an
autoequivalence of Pervfl(Y, R¯).
1.4 Given a local homomorphism of O-algebras σ : R¯ → O, denote by mσ the kernel of the
induced map R¯⊗O E→ E, and by R¯σ the localization of R¯⊗O E in mσ. By Lemma 1, we have
a triangulated category Dbc(Y, R¯) ⊗R¯ R¯σ, which will also be denoted D
b
c(Y, R¯)σ. It is equiped
with the natural and perverse t-structures induced by those of Dbc(Y, R¯). So, by definition,
pD60c (Y, R¯)σ (resp.,
pD>0c (Y, R¯)σ) is the essential image of
pD60c (Y, R¯) (resp., of
pD>0c (Y, R¯)).
The core of the perverse t-structure on Dbc(Y, R¯)σ will be denoted Perv(Y, R¯)σ. The category
Perv(Y,O)σ will also be denoted by Perv(Y,E). We also write Sh(Y,E) for Sh(Y,O)⊗O E.
By 1) of Lemma 1, the functors defined for Dbc(Y, R¯) in [4] extend trivially to D
b
c(Y, R¯)σ. So,
for a separated morphism f : Y → Y ′ of schemes of finite type over k we have functors
f!, f∗ : D
b
c(Y, R¯)σ → D
b
c(Y
′, R¯)σ
and
f !, f∗ : Dbc(Y
′, R¯)σ → D
b
c(Y, R¯)σ
functorial in f . We also have triangulated functors
(−)
L
⊗R¯σ (−) : D
b
c(Y, R¯)σ ×D
b
c(Y, R¯)σ → D
b
c(Y, R¯)σ
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and
RHom(−,−) : Dbc(Y, R¯)
op
σ ×D
b
c(Y, R¯)σ → D
b
c(Y, R¯)σ
The next lemma claims that the perverse t-structure on Dbc(Y, R¯)σ defined by Lemma 1 is,
in fact, obtained by a gluing procedure as in ([1], 2.2).
Lemma 5. K ∈ pD60c (Y, R¯)σ (resp., K ∈
pD>0c (Y, R¯)σ) if and only if for any irreducible closed
subscheme Y ′ ⊂ Y there is a nonempty open subscheme U ⊂ Y ′ such that Hj(i∗UK) = 0 for
j > − dimU (resp., Hj(i!UK) = 0 for j < − dimU), where iU : U →֒ Y is the inclusion, and the
cohomologies are calculated with respect to the usual t-structure on Dbc(U, R¯)σ.
Proof The only if part is trivial. The if part follows from ([1], 1.4.12). 
From Lemma 3 and 2) of Lemma 4 we immediately get the next corolary.
Corolary 1. 1) If K ∈ pD60c (Y, R¯)σ then DK ∈
pD>0c (Y, R¯)σ.
2) Let f : Y → Y ′ be a morphism of k-schemes of finite type. If f is affine then f∗ is right
exact with respect to p1/2. If f is an open immersion then f∗ (resp., f!) is left exact (resp., right
exact) with respect to p1/2 (the functors are from D
b
c(Y, R¯)σ to D
b
c(Y
′, R¯)σ). 
Let R¯→ R¯′ be a local homomorphism of complete local noetherian regular O-algebras with
residue fields κ. It induces a conservative triangulated functor of extension of scalars ([8], A.1)
R¯′
L
⊗R¯ : D
b
c(Y, R¯)→ D
b
c(Y, R¯
′) (3)
By (loc.cit., A.1.5), the functors f!, f∗, f
∗ commute with (3)2.
Assume that σ is the restriction to R¯ of a local homomorphism of O-algebras σ′ : R¯′ → O.
Then R¯′
L
⊗R¯ factors to give a triangulated functor
Dbc(Y, R¯)σ → D
b
c(Y, R¯
′)σ′ (4)
that we denote by R¯′σ′
L
⊗R¯σ . The map σ itself yields the functor of extension of scalars
E
L
⊗R¯σ : D
b
c(Y, R¯)σ → D
b
c(Y,E),
where, by definition, Dbc(Y,E) is the triangulated category D
b
c(Y,O)⊗O E ([1], 2.2.18).
Lemma 6. i) The functor E
L
⊗R¯σ : D
b
c(Y, R¯)σ → D
b
c(Y,E) is triangulated and conservative.
ii) If for an object M of Dbc(Y, R¯)σ we have H
r(E
L
⊗R¯σ M) = 0 for some r, then H
r(M) = 0,
where the cohomologies are calculated with respect to the usual t-structures.
2The author does not know if f ! and D commute with (3).
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Proof i) We must show that for an object M of Dbc(Y, R¯)σ the property E
L
⊗R¯σ M = 0 implies
M = 0. This follows from ii).
ii) Since for any closed point i : Spec k → Y the functors O
L
⊗R¯ and i
∗ commute, the as-
sertion is fibrewise on Y , and we may assume Y = Spec k. Then we have an equivalence
Dbc(Y, R¯)→˜D
b
coh(R¯) ([4], 7.2). We have a commutative diagram of functors
Dbcoh(R¯)⊗R¯ R¯σ → D
b
coh(O)⊗O E
↓ ↓
Dbcoh(R¯σ) → D
b
coh(E),
where the low horizontal arrow is the functor E
L
⊗R¯σ in the literal sense. By our assumption,
the image of E
L
⊗R¯σ M under D
b
coh(O)⊗O E→ D
b
coh(E) has no cohomology in degree r.
Sublemma 1. Let K be an object of Dbcoh(R¯σ) such that H
r(E
L
⊗R¯σ K) = 0 for some r then
Hr(K) = 0 (here E
L
⊗R¯σK is understood in the literal sense).
Proof Represent K by a bounded complex K0 of free R¯σ-modules of finite type. Then K0 =
K1⊕K2, where K1 is acyclic and the differential in K2 is zero modulo the maximal ideal of R¯σ.
Our assertion follows now from lemma of Nakayama. 
By Sublemma 1, the image of M in Dbcoh(R¯σ) has no cohomology in degree r. Represent M
by an object M0 of D
b
coh(R¯). Since R¯σ is flat over R¯, we have H
r(M0
L
⊗R¯ R¯σ)→˜H
r(M0)⊗R¯ R¯σ in
the category of R¯σ-modules. So, H
r(M0)⊗R¯ R¯σ = 0 as R¯σ-module. Since H
r(M0) is a R¯-module
of finite type, the image of Hr(M0) in (R¯ −mod)⊗R¯ R¯σ vanishes by Remark 1. 
The perverse t-structure on Dbc(Y, R¯)σ is not preserved by Verdier duality (unless R¯ is of
dimension 1). As in Sect. 1.3, we give the next definition.
Definition 3. Let Pervfl(Y, R¯)σ be the full subcategory of D
b
c(Y, R¯)σ consisting of objects sat-
isfying one of the following equivalent conditions:
i) K ∈ pD60c (Y, R¯)σ and DK ∈
pD60c (Y, R¯)σ ;
ii) K ∈ Perv(Y, R¯)σ and DK ∈ Perv(Y, R¯)σ
The Verdier duality functor induces an autoequivalence of Pervfl(Y, R¯)σ .
Define the category of smooth R¯σ-sheaves of rank m on Y as the full subcategory of D
b
c(Y, R¯)σ
consisting of K such that E
L
⊗R¯σ K is a smooth E-sheaf of rank m on Y placed in usual
cohomological degree zero. The next lemma will be used in the proof of Proposition 2.
Lemma 7. 1) Assume that Y is connexe, and y → Y is a geometric point. Then the functor
that sends K to Ky is an equivalence between the category of smooth R¯σ-sheaves of rank m on Y
9
and the category of paires (M,ρ), where M is a free R¯σ-module of rank m, ρ : π1(Y, y)→ AutM
is a homomorphism such that there exists a finite type R¯-submodule M ′ ⊂ M generating M ,
invariant under π1(Y, y), and such that the homomorphism ρ : π1(Y, y)→ AutM
′ is continuous
(note that we do not require M ′ to be free over R¯).
2) Let U ⊂ Y be an open subscheme and K ∈ Dbc(Y, R¯)σ. If both K
L
⊗R¯σ E and (DK)
L
⊗R¯σ E
are perverse and the Goresky-MacPherson extensions from U to Y then K ∈ Pervfl(Y, R¯)σ is
the Goresky-MacPherson extension from U to Y .
Proof 1) Argue as in SGA5, VI, 1.2.
2) For M ∈ Dbc(Y, R¯)σ the condition M
L
⊗R¯σ E ∈
pD60c (Y,E) implies M ∈
pD60c (Y, R¯)σ. So, our
assumption implies K ∈ Pervfl(Y, R¯)σ. Let i : S → Y be a closed subscheme whose complement
is U . The complexes i∗(K
L
⊗R¯σ E) and i
∗((DK)
L
⊗R¯σ E) lie in
pD<0c (S,E). So, i
∗K and Di!K
lie in pD<0c (S, R¯)σ . By Corolary 1, i
!K ∈ pD>0c (S, R¯)σ. 
1.5 Laumon’s sheaf Ld
E¯
Let R¯ be as in Sect. 1.3. Assume that R¯ is of characteristic zero. Let E¯ be a smooth R¯-sheaf
on X. Denote by sym : Xd → X(d) the natural map. Consider the smooth R¯-sheaf E¯⊠d on Xd
(the tensoring is taken over R¯). Set
E¯(d) = (sym!(E¯
⊠d))Sd
This is a direct summand of the constructable R¯-sheaf sym!(E¯
⊠d) on X(d). Since sym!(E¯
⊠d)[d]
is a R¯-flat perverse R¯-sheaf, which is the Goresky-MacPherson extension of its restriction to any
nonempty open subscheme, the same holds for E¯(d)[d].
Following [9], we associate to E¯ a perverse R¯-sheaf Ld
E¯
on Shd0 that we call Laumon’s sheaf.
Denote by F l1,... ,1 (1 occurs d times) the stack of complete flags (F1 ⊂ . . . ⊂ Fd), where Fi
is a coherent torsion sheaf on X of length i. The morphism p0 : F l
1,... ,1 → Shd0 that sends
(F1 ⊂ . . . ⊂ Fd) to Fd is representable and proper. The morphism q0 : F l
1,...1 → Sh10× . . .× Sh
1
0
that sends (F1 ⊂ . . . ⊂ Fd) to (F1, F2/F1, . . . , Fd/Fd−1) is a generalized affine fibration. This,
in particular, implies that F l1,... ,1 is smooth.
Springer’s sheaf SprdE¯ is defined as
SprdE¯ = (p0)!(q0)
∗(div×d)∗(E¯⊠d)
Laumon’s theorem claims that p0 is small. It follows that Spr
d
E¯
is a R¯-flat perverse R¯-sheaf,
which is the Goresky-MacPherson extension of its restriction to any nonempty open substack.
It also carries a natural action of the symmetric group Sd ([9], 3.3.1). Set
LdE¯ = (Spr
d
E¯)
Sd ,
where the invariants are taken in Perv(Shd0, R¯). As a direct summand of Spr
d
E¯
, the perverse
R¯-sheaf Ld
E¯
is R¯-flat and coincides with the Goresky-MacPherson extension of its restriction to
any nonempty open substack. Besides, the formation of Ld
E¯
commutes with extension of scalars
(3), and the Verdier dual of Ld
E¯
is canonically isomorphic to Ld
E¯∗
.
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2 Automorphic sheaves AutE¯
2.1 Let R¯, E¯ be as in Sect. 1.5. Assume that E contains the group of p-th roots of unity, so
that we can fix a nontrivial additive character ψ : Fp → O
∗. Then the Artin-Schreier sheaf Lψ
associated to ψ can be viewed as a smooth O-sheaf (or smooth R¯-sheaf) of rank 1 on A1.
Let n > 0, d ≥ 0. In Sect 2.1 and 4.1 of [14] we introduced the diagram
≤nShd0
β
← nQd
µ
→ A1
↓ ϕ ց ζ
nYd → nMd
Definition 4. We associate to E¯ an object nF
d
E¯,ψ
∈ Pervfl(nQd, R¯) given by
nF
d
E¯,ψ = β
∗LdE¯ ⊗R¯ µ
∗Lψ[b](
b
2
),
where b = dim nQd. We also define nP
d
E¯,ψ
∈ Dbc(nYd, R¯) and nK
d
E¯
∈ Dbc(nMd, R¯) by nP
d
E¯,ψ
=
ϕ!(nF
d
E¯,ψ
) and nK
d
E¯
= ζ!(nF
d
E¯,ψ
).
The formation of all these complexes commutes with extension of scalars (3). The complex
nK
d
E¯
does not depend on ψ in the following sense.
Lemma 8. For any two nontrivial additive characters ψ,ψ′ : Fp → O
∗ there is a canonical
isomorphism ζ!(nF
d
E¯,ψ
)→˜ζ!(nF
d
E¯,ψ′
) in Dbc(nMd, R¯).
Proof There is a unique a ∈ F∗p such that ψ
′(x) = ψ(ax) for x ∈ Fp. So, Lψ′→˜a
∗Lψ, where
a : A1→˜A1 denotes the multiplication by a. Let α denote the automorphism of nQd that
multiplies si : Ω
n−i→˜Li/Li−1 by a
i−1 for i = 2, . . . , n, where (L1 ⊂ . . . ⊂ Ln ⊂ L, (si)) is a
point of nQd. Then α
∗(nF
d
E¯,ψ
)→˜nF
d
E¯,ψ′
, and our assertion follows. 
2.2 Fix σ : R¯→ O as in Sect. 1.4. Let E0 be the image of E¯ ⊗R¯ O in Sh(X,E). It was shown
in ([7], 7.3 and 7.5) that nP
d
E0,ψ
(resp., nK
d
E0
) satisfies Hecke property with respect to E0. Let
us show that this Hecke property still holds in the corresponding categories Dbc( . , R¯)σ.
As for nP
d
E¯,ψ
, (Proposition 5, Corolary 2 and Lemma 12, [14]) hold with E0 replaced by E¯,
if the maps and isomorphisms are understood as such in Dbc( . , R¯)σ. Indeed, one constructs the
morphisms in the same way and checks that they are isomorphisms applying the conservative
functor E
L
⊗R¯σ .
The Hecke property of nK
d
E¯
is formulated as follows. Let nModd denote the stack classifying
modifications (L ⊂ L′) of rank n vector bundles on X with deg(L′/L) = d. Let supp : nModd →
X(d) be the map that sends (L ⊂ L′) to div(L′/L). For d′ ≥ 0 denote by
pM : nMd ×Bunn nModd′ → nMd+d′
the map that sends (Ωn−1 →֒ L →֒ L′) to the composition (Ωn−1 →֒ L′). It is representable and
proper. Let also qM : nMd ×Bunn nModd′ → nMd denote the projection.
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Proposition 1. For any smooth R¯-sheaf E¯ on X and any d ≥ 0 there is a natural morphism
(qM × supp)! p
∗
M(nK
d+1
E¯
)→ nK
d
E¯ ⊠ E¯(
2− n
2
)[2 − n] (5)
in Dbc(nMd ×X, R¯)σ, which is an isomorphism if rk E¯ ≤ n.
Let nM˜odd be the stack of flags (L0 ⊂ . . . ⊂ Ld), where (Li ⊂ Li+1) ∈ nMod1 for all i. Let
s˜upp : nM˜odd → X
d be the map that sends (L0 ⊂ . . . ⊂ Ld) to (div(L1/L0), . . . ,div(Ld/Ld−1)).
Let p˜M : nMd ×Bunn nM˜odd′ → nMd+d′ denote the composition
nMd ×Bunn nM˜odd′ → nMd ×Bunn nModd′
pM→ nMd+d′ ,
where the first map is the projection. We also have the map qM× s˜upp : nMd×Bunn nM˜odd′ →
nMd ×X
d′ .
Corolary 2. For any smooth R¯-sheaf E¯ on X and any d, d′ ≥ 0 there is a natural morphism
(qM × s˜upp)! p˜
∗
M(nK
d+d′
E¯
)→ nK
d
E¯ ⊠ E¯
⊠d′(
2d′ − nd′
2
)[2d′ − nd′] (6)
in Dbc(nMd ×X
d′ , R¯)σ, which is an isomorphism if rk E¯ ≤ n. 
As in ([14], Sect 6.6) we write rssXd
′
for the open subscheme of Xd
′
that parametrizes
pairwise different points (x1, . . . , xd′) ∈ X
d′ (‘rss’ stands for ‘regular semisimple’). We also
denote by rssn M˜odd′ the preimage of
rssXd
′
under s˜upp. The symmetric group Sd′ acts on
nMd ×Bunn
rss
n M˜odd′ ,
and this action lifts naturally to an action on p˜∗M(nK
d+d′
E¯
). Since the restriction rssn M˜odd′ →
rssXd
′
of s˜upp is Sd′-equivariant, Sd′ acts on the complex
(qM × s˜upp)! p˜
∗
M(nK
d+d′
E¯
)
restricted to nMd ×
rssXd
′
. On the other hand, Sd′ acts on E¯
⊠d′ and, hence, on the right hand
side of (6). Using the explicit description of the map (6) (cf. Sect. 2.3) one easily obtains the
next result.
Lemma 9. The map (6) restricted to nMd ×
rssXd
′
is Sd′-equivariant. 
2.3 In this subsection we prove Proposition 1.
Denote by nY˜
1
d the stack of collections ((ti), L, x ∈ X), where L is a rank n vector bundle
on X with degL = d+ deg(Ω(n−1)+...+(n−n)) and
ti : Ω
(n−1)+...+(n−i) →֒ (∧iL)(x)
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are sections satisfying Plu¨cker’s relations as in ([14], Sect. 4.1). We have a closed immersion
nYd ×X →֒ nY˜
1
d given by the condition: every ti factors as Ω
(n−1)+...+(n−i) →֒ ∧iL ⊂ (∧iL)(x).
If (L ⊂ L′) ∈ nMod1 with x = div(L
′/L) then (∧iL′)(−x) ⊂ ∧iL ⊂ ∧iL′ for all i. This
allows to define a map
q˜Y : nYd+1 ×Bunn nMod1 → nY˜
1
d
that sends (((t′i), L
′) ∈ nYd+1, L ⊂ L
′) to ((ti), L, x), where x = div(L
′/L) and ti is the compo-
sition
ti : Ω
(n−1)+...+(n−i)
t′i
→֒ ∧iL′ ⊂ (∧iL)(x)
The map q˜Y is representable and proper.
Definition 5. For any smooth R¯-sheaf E¯ on X set nP˜
d,1
E¯,ψ
= (q˜Y)!(nP
d+1
E¯,ψ
⊠ R¯)(n2 )[n].
Remark 2. i) It may be shown that nP˜
d,1
E¯,ψ
lies in Perv(nY˜
1
d , R¯)σ and coincides with the Goresky-
MacPherson extension of its restriction to any nonempty open substack. Besides, the Verdier
dual to nP˜
d,1
E¯,ψ
is canonically isomorphic to nP˜
d,1
E¯∗,ψ−1
. We will not need these facts.
ii) The following square is cartesian
nYd ×Bunn nMod1 →֒ nYd+1 ×Bunn nMod1
↓ qY×supp ↓ q˜Y
nYd ×X →֒ nY˜
1
d
So, the restriction of nP˜
d,1
E¯,ψ
to nYd ×X is described by by ([14], Prop. 5).
The only property of nP˜
d,1
E¯,ψ
we need is the following. Let ′nY˜
1
d →֒ nY˜
1
d be the closed sub-
stack given by: t1 factors as Ω
n−1 →֒ L →֒ L(x). So, nYd × X →֒
′
nY˜
1
d is a closed substack.
Proposition 1 will follow from the next observation.
Lemma 10. For any smooth R¯-sheaf E¯ on X the restriction of nP˜
d,1
E¯,ψ
to ′nY˜
1
d vanishes outside
nYd ×X.
Proof In the case R¯ = O this follows from ([7], 7.5) (the assumption rkE = n required in loc.cit.
is, in fact, not used for this particular statement). Applying the conservative functor E
L
⊗R¯σ ,
one reduces the general case to R¯ = O. 
Proof of Proposition 1 Define the closed substack T of nYd+1 ×Bunn nMod1 from the cartesian
square
T →֒ nYd+1 ×Bunn nMod1
↓ ↓ q˜Y
′
nY˜
1
d →֒ nY˜
1
d
Then we have a commutative diagram, where the right square is cartesian
nYd ×X →֒
′
nY˜
1
d ← T → nYd+1
ց ↓ ξY ↓ ↓
nMd ×X
qM×supp← nMd ×Bunn nMod1
pM→ nMd+1
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We have denoted here by ξY the natural forgetful map. Denote for brevity by F the restriction
of nP˜
d,1
E¯,ψ
to ′nY˜
1
d . By the base change theorem,
(qM × supp)! p
∗
M(nK
d+1
E¯
)→˜(ξY)!F [−n](
−n
2
)
By Lemma 10, F is the extension by zero from nYd×X. By ([14], Prop. 5), we get a morphism
F → nP
d
E¯,ψ
⊠ E¯(1)[2], which is an isomorphism when rk E¯ ≤ n. Our assertion follows. 
2.4 Recall the definition of a Hecke-eigensheaf ([7], 1.1). Consider the correspondence
Bunn×X
q×supp
← nMod1
p
→ Bunn, (7)
where p sends (L ⊂ L′) ∈ nMod1 to L
′, q sends (L ⊂ L′) to L, and supp : nMod1 → X is the
map defined in Sect. 2.2.
The Hecke functor H1n : D
b
c(Bunn, R¯)σ → D
b
c(Bunn×X, R¯)σ is defined by
H1n(K) = (q× supp)!p
∗(K)(
n − 1
2
)[n − 1] (8)
Consider the d-th iteration of H1n:
(H1n)
⊠d : Dbc(Bunn, R¯)σ → D
b
c(Bunn×X
d, R¯)σ
For anyK ∈ Dbc(Bunn, R¯)σ the restriction of (H
1
n)
⊠d(K) to Bunn×
rssXd is naturally equivariant
with respect to the action of the symmetric group Sd on
rssXd.
Definition 6. Let E¯ be a smooth R¯-sheaf of rank n on X. A Hecke eigensheaf with respect
to E¯ is a nonzero object K ∈ Dbc(Bunn, R¯)σ equiped with an isomorphism H
1
n(K)→˜K ⊠ E¯ such
that the resulting map
(H1n)
⊠d(K) |Bunn× rssXd →˜K ⊠ E¯
⊠d |Bunn × rssXd
is Sd-equivariant.
Following [7], pick a line bundle Lest on X such that for any vector bundle M on X of rank
k < n, Hom(M,Lest) = 0 implies that
a) deg(M) > nk(2g − 2),
b) Ext1(Ωk−1,M) = 0.
For example, Lest of degree > 2n(2g−2) satisfies this property. Let us denote by nM
est
d ⊂ nMd
the open substack consisting of (Ωn−1 →֒ L) ∈ nMd such that Hom(L/Ω
n−1,Lest) = 0. Set
nM = ∪d≥0 nMd. Denote by ̺ : nM→ Bunn the natural projection.
Notational Convention. For notational convenience, in what follows by degree of a coherent
sheaf on X of generic rank n we will understand its usual degree −n(n − 1)(g − 1), so that
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O ⊕ Ω ⊕ . . . ⊕ Ωn−1 is of degree zero. We write Bundn for the connected component of Bunn
classifying vector bundles of rank n and degree d on X.
Recall that R¯ is a local complete noetherian regular O-algebra with residue field κ, and
σ : R¯ → O is a local homomophism of O-algebras (in particular, R¯ is of characteristic zero).
The geometric Langlands conjecture (relative to R¯) may be formulated as follows (cf. [9, 5, 7]).
Conjecture 1. Let E¯ be a smooth R¯-sheaf on X of rank n such that E0 ⊗E Q¯ℓ is irreducible.
Then for any d ≥ 0 the natural map ζ!(nF
d
E¯,ψ
) → ζ∗(nF
d
E¯,ψ
) is an isomorphism over nM
est
d in
Dbc(nM
est
d , R¯)σ, and the restriction of nK
d
E¯
to nM
est
d lies in Pervfl(nM
est
d , R¯)σ. Moreover, there
exist the following data:
• a perverse sheaf AutE¯ ∈ Pervfl(Bunn, R¯)σ equiped with the structure of a Hecke-eigensheaf
with respect to E¯;
• for each d ≥ 0 an isomorphism in Dbc(nMd, R¯)σ between nK
d
E¯
and the inverse image
̺∗AutdE¯[d− n
2(g − 1)](
d − n2(g − 1)
2
)
under ̺ : nMd → Bun
d
n (we write Aut
d
E¯
for the restriction of AutE¯ to Bun
d
n).
These data satisfy the following properties:
i) the Hecke properties of AutE¯ and of nKE¯ are compatible.
ii) Autd
E¯
is the Goresky-MacPherson extension from any nonempty open substack of Bundn.
iii) AutE¯ is cuspidal in the sense that for any nontrivial partition n¯ = (n1, . . . , nk) of n
determining the correspondence
Flagn¯
pn¯
→ Bunn
↓ qn¯
Bunn1 × . . . × Bunnk ,
we have (qn¯)!(pn¯)
∗AutE¯ = 0. Here Flagn¯ is the stack of flags (M1 ⊂ . . . ⊂ Mk),
where Mi/Mi−1 ∈ Bunni. The map pn¯ sends this flag to Mk, and qn¯ sends this flag
to (M1, M2/M1, . . . ,Mk/Mk−1).
Remarks . 1) The property i) means the following. For any d ≥ 0 we have a commutative
diagram, where the left square is cartesian
nMd ×X
qM×supp← nMd ×Bunn nMod1
pM→ nMd+1
↓ ↓ ↓
Bunn×X
q×supp
← nMod1
p
→ Bunn
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It is required that the restriction of the isomorphism H1n(AutE¯)→˜AutE¯ ⊠E¯ under the left vertical
arrow in the above diagram coincides with the isomorphism (5) (up to a cohomological shift and
a Tate twist).
2) From main result of [7] it follows that if certain vanishing conjecture (Conjecture 2.3, loc.cit)
is true then Conjecture 1 is true for R¯ = O. Indeed, the first assertion follows from (3.6, loc.cit.)
combined with the properties of the Fourier transform ([10], 1.3.1.1, 1.3.2.3).
3) The perverse sheaf AutE¯ in Conjecture 1 is defined up to a canonical isomorphism.
2.5 The quotient of Bunn by a 2-action of Gm
Consider the k-prestack whose category fibre at a scheme S is the following groupo¨ıd. Its objects
are vector bundles L on S × X of rank n. A morphism from L1 to L2 is an equivalence class
∈ {(A, u)}/ ∼, where A is an invertible sheaf on S, u : L1→˜L2⊗A is an isomorphism of OS×X-
modules, and the pairs (A, u) and (A′, u′) are equivalent if there exists an isomorphism A→˜A′
making commute the diagram
L1
u
→ L2 ⊗A
ց u′ ↓ ≀
L2 ⊗A
′
We define Bunn as the stack associated to this prestack.
3 Then the natural morphism r : Bunn →
Bunn is a Gm-gerb.
Lemma 11. Bunn is an algebraic stack locally of finite type and smooth of pure dimension
n2(g − 1) + 1.
Proof Let S be a noetherian scheme, L1 and L2 be vector bundles on S×X of rank n. Consider
the morphism Isom(L1, L2) → S obtained by the base change S
(L1,L2)
→ Bunn×Bunn from the
diagonal mapping Bunn → Bunn×Bunn. Recall that Isom(L1, L2) is an open subscheme of
some affine S-scheme V(F), where F is a coherent OS-module, and Isom(L1, L2) is of finite type
over S ([12], the proof of 4.6.2.1). We have a free action of Gm on Isom(L1, L2), and the square
is cartesian
Bunn×Bunn Bunn → Bunn×Bunn
↑ ↑ (L1, L2)
Isom(L1, L2)/Gm → S
It follows that Isom(L1, L2)/Gm is an open subscheme of P(F), in particular it is separated
over S. So, the diagonal mapping Bunn → Bunn × Bunn is representable, separated and quasi-
compact.
If Y → Bunn is a presentation of Bunn then the composition Y → Bunn → Bunn is a
presentation of Bunn. 
3Scalar automorphisms of vector bundles provide a 2-action of Gm on Bunn, that is, an action by 2-
automorphisms of stacks. The quotient of a 1-stack under a 2-action is, in general, a 2-stack. In our particular
case this 2-stack is representable by the 1-stack Bunn.
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The connected components of Bunn are numbered by d ∈ Z: the component Bun
d
n is the
image of Bundn under r : Bunn → Bunn. The morphism r : Bun
d
1 → Bun
d
1 is, in fact, the
canonical map PicdX → PicdX, where PicdX is the Picard scheme of X.
Let mult : Bunn×X → Bunn be the map that sends (L, x) to L(x). There is a unique map
mult : Bunn ×X → Bunn making commute the diagram
Bunn×X
mult
→ Bunn
↓ r×id ↓ r
Bunn ×X
mult
→ Bunn
(9)
The composition 1Md → Bun
d
1 → Bun
d
1 is, in fact, the Abel-Jacobi map X
(d) → PicdX sending
a divisor D to the isomorphism class of O(D). More generally, the composition nMd → Bun
d
n
r
→
Bundn is representable. Given a scheme S and an S-point S
L
→ Bundn, consider the scheme
ZS = nMd ×Bunn S. This is an S-scheme that classifies nonzero sections s : Ω
n−1 →֒ L. The
group Gm acts freely on ZS (over S), multiplying s by a scalar. One checks that nMd ×Bunn S
is identified with the quotient ZS/Gm. In particular, for S = Speck the scheme ZS is the
projective space (Hom(Ωn−1, L)− {0})/Gm.
Now we are able to prove the following result.
Proposition 2. 1) If Conjecture 1 is true then D(AutE¯)→˜AutE¯∗ canonically.
2) If Conjecture 1 is true for R¯ = O then it is true in full generality. Moreover, there exists a
perverse sheaf AutE¯ ∈ Pervfl(Bunn, R¯)σ together with an isomorphism
AutE¯ →˜r
∗AutE¯ [−1](−
1
2
) (10)
By this condition AutE¯ is defined up to a canonical isomorphism. The formation of AutE¯
commutes with extension of scalars (4). We also have canonically
mult∗AutE¯ →˜AutE¯ ⊠ ∧
n E¯ (11)
Proof 1) Let Bunestn ⊂ Bunn be the open substack consisting of L such that degL > n
2(g − 1)
and Hom(L,Lest) = 0. Let nM
est = ∪d≥0 nM
est
d . By Conjecture 1, over nM
est there is a
canonical isomorphism
D(nKE¯)→˜nKE¯∗ (12)
Over Bunestn ∩Bun
d
n the map ̺ : nMd → Bun
d
n is a vector bundle of rank d − n
2(g − 1) with
removed zero section. Since the preimage of Bunestn ∩Bun
d
n under this map is contained in
nM
est
d , the isomorphism (12) descends to give an isomorphism over Bun
est
n
D(AutE¯)→˜AutE¯∗ (13)
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By ([7], 1.5), Hecke property of AutE¯ yields an isomorphism
mult∗AutE¯ →˜AutE¯ ⊠ ∧
n E¯ (14)
For any open substack of finite type U ⊂ Bunn there exists an integer d
′ such that for any
x ∈ X the morphism multd′x : Bunn → Bunn sending L to L(d
′x) maps U isomorphically onto
a substack of Bunestn . We get
D(AutE¯) |U →˜ D((∧
nE¯x)
⊗−d′ ⊗mult∗d′xAutE¯) →˜
(∧nE¯∗x)
⊗−d′ ⊗mult∗d′x(DAutE¯) →˜ (∧
nE¯∗x)
⊗−d′ ⊗mult∗d′xAutE¯∗ →˜AutE¯∗ |U
According to (14), this gives a well-defined isomorphism (13) over the entire Bunn, which coin-
cides with the old one over Bunestn .
2) Step 1. Applying the conservative functor E
L
⊗R¯σ , one checks that ζ!(nF
d
E¯,ψ
)→ ζ∗(nF
d
E¯,ψ
) is
an isomorphism over nM
est
d . This yields the isomorphism (12) over nM
est
d .
Since both nK
d
E¯
L
⊗R¯σ E and (D nK
d
E¯
)
L
⊗R¯σ E restricted to nM
est
d are irreducible perverse
sheaves, by 2) of Lemma 7, the restriction of nK
d
E¯
to nM
est
d is an object of Pervfl(nM
est
d , R¯)σ,
which is the Goresky-MacPherson extension from any nonempty open substack of nM
est
d .
Step 2. As was explained in ([7], 7.6), we have a notion of a Hecke eigensheaf on Bunestn . Indeed,
for the diagram (7) we have
(q× supp)−1(Bunestn ×X) ⊂ p
−1(Bunestn )
Define the functor Dbc(Bun
est
n , R¯)σ → D
b
c(Bun
est
n ×X, R¯)σ by formula (8) and denote it again by
H1n. Considering its iterations (H
1
n)
⊠d, one can repeat Definition 6 in this context.
Let Bunestn be the image of Bun
est
n under r : Bunn → Bunn.
Lemma 12. 1) There exists a perverse sheaf AutestE¯ ∈ Pervfl(Bun
est
n , R¯)σ and for each d ≥ 0
an isomorphism
̺∗r∗AutestE¯ [d− 1− n
2(g − 1)](
d − 1− n2(g − 1)
2
)→˜nK
d
E¯
over ̺−1(Bundn ∩Bun
est
n ). These data are defined up to a canonical isomorphism. Besides, over
each connected component of Bunestn , Aut
est
E¯ is the Goresky-MacPherson extension from any
nonempty open substack, and the formation of AutestE¯ commutes with extension of scalars (4).
2) Set Autest
E¯
to be r∗Autest
E¯
[−1](−12 ) over Bun
est
n . Then Aut
est
E¯
has a unique structure of a
Hecke eigensheaf with respect to E¯, which is compatible with the Hecke property of nKE¯.
Proof Let d > n2(g − 1) be such that Bundn ∩Bun
est
n is nonempty. Let U ⊂ Bun
d
n ∩Bun
est
n be a
nonempty open substack such that AutE0 is an (appropriately shifted) smooth E-sheaf over U .
Let U ′ = ̺−1(U). So, over U ′, nK
d
E¯
is a smooth R¯σ-sheaf (appropriately shifted).
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Recall that U ′ → U is a vector bundle of rank d− n2(g − 1) with removed zero section. Let
U¯ be the image of U under r : Bunn → Bunn. Then U
′ → U¯ is a projectivization of a vector
bundle. By 1) of Lemma 7, there exists an (appropriately shifted) smooth R¯σ-sheaf V0 on U¯
and an isomorphism in Dbc(U
′, R¯)σ
̺∗r∗V0[d− 1− n
2(g − 1)](
d − 1− n2(g − 1)
2
)→˜nK
d
E¯
Define the restriction of Autest
E¯
to Bundn ∩ Bun
est
n as the Goresky-MacPherson extension of
V0 from U¯ . Since ̺
−1(Bunestn ) ⊂ nM
est, our first assertion follows. All the other assertions
follow from the fact that the restriction ̺−1(Bunestn ) → Bun
est
n of ̺ is smooth and surjective
with connected fibres. 
Step 3. As in ([7], 1.5), Hecke property of AutestE¯ yields the isomorphism (14) over Bun
est
n ×X.
This isomorphism descends to give the isomorphism (11) over Bunestn × X. Then one extends
Autest
E¯
to the entire Bunn as follows.
For any open substack of finite type U ⊂ Bunn there exists an integer d
′ such that for any
x ∈ X the morphism multd′x : Bunn → Bunn sending L to L(d
′x) maps U isomorphically onto
a substack of Bunestn . Set AutE¯ |U to be
(∧nE¯x)
⊗−d′ ⊗mult∗d′xAut
est
E¯
This gives a well-defined perverse sheaf AutE¯ ∈ Pervfl(Bunn) together with the isomorphism
(11) over the entire Bunn ×X. One concludes the proof as in (loc.cit., 7.8 and 7.9).
(Proposition 2)
Remark 3. 1) Denote by BunPGLn the moduli stack of PGLn-bundles on X. There exists a
morphism r˜ : Bunn → BunPGLn such that the composition Bunn
r
→ Bunn
r˜
→ BunPGLn is the
canonical map Bunn → BunPGLn . The morphism r˜ is representable, smooth and separated.
Let tX : Bun
d
n×Pic
0X → Bundn be the map that sends (L,A) to L ⊗ A. We have a map
tX : Bun
d
n × Pic
0X → Bundn such that the diagram
Bundn×Pic
0X
tX→ Bundn
↓ ↓
Bundn × Pic
0X
tX→ Bundn
commutes, and the following two squares are cartesian
Bundn → BunPGLn Bun
d
n
r˜
→ BunPGLn
↑ tX ↑ ↑ tX ↑ r˜
Bundn×Pic
0X
pr1→ Bundn Bun
d
n × Pic
0X
pr1→ Bundn
2) Let Λ be a noetherian ring such that the characteristic of Λ is invertible in k. Then Bunn is
a Bernstein-Lunts stack with respect to Λ in the sense of ([12], 18.7.4).
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Indeed, if X1 → X2 is a representable separated morphism of algebraic stacks, and X2 is a
Bernstein-Lunts stack then X1 is also. Apply this for r˜. The stack BunPGLn is a Bernstein-Lunts
stack, because it is of the form M/G, where M is a separated algebraic space with an action of
an affine algebraic group G ([12], 18.7.5).
3 Deformations of local systems and cohomology of Hom(E¯1, E¯2)
3.1 Let E be a finite extension field of Qℓ. Fix a smooth E-sheaf E0 on X of rank m. First, we
recall the structure of the universal deformation of E0 over E. This construction is standard (cf.
[17] for the definition of pro-representability, etc.).
Let η ∈ X be the generic point of X and η¯ → η → X be a geometric point over η. Set
G = π1(X, η¯). Let A ∈ Ob(CE). Recall that the functor that sends E to Eη¯ is an equivalence
between the category of smooth A-sheaves of rank m on X and the category of pairs (E, ρ),
where E is a free A-module of rank m and ρ : G → AutAE is a representation continuous in
the ℓ-adic topology.
Definition 7. An A-deformation of E0 is a pair (E, h), where E is a smooth A-sheaf on X of
rank m and h : E ⊗A E →˜E0 is an isomorphism of E-sheaves on X.
Define the functor FE0 : CE → Sets by FE0(A) = the set of isomorphism classes of A-
deformations of E0.
Proposition 3. If End(E0) = E then FE0 is pro-representable by a pro-pair (R,E), where R
is (non canonically) isomorphic to the ring of formal power series over E in 2 + (2g − 2)m2
variables. Let m ⊂ R be the maximal ideal of R. The E-dual of m/m2 is canonically identified
with H1(X, EndE0). If, in addition, E ⊂ E
′ is a finite extension field and End(E0 ⊗E E
′) = E′
then the pro-pair (R ⊗E E
′ , E ⊗E E
′) pro-represents the functor FE0⊗ E E′.
Lemma 13. Suppose that End(E0) = E
1) If E is an A-deformation of E0 then End(E) = A.
2) Let A′ → A,A′′ → A be two morphisms in CE. Suppose that A
′′ → A is surjective then the
natural morphism FE0(A
′ ×A A
′′)→ FE0(A
′)×FE0(A) FE0(A
′′) is a bijection.
Proof 2) The surjectivity is easy. To prove the injectivity use point 1) and Corollary 3.6, p.217
of [17]. 
Lemma 14. Let A′ → A be a surjection in CE , whose kernel is a 1-dimensional E-vector space.
Let V ′ be a free A′-module of rank m. Put V = V ′ ⊗A′ A. Then the natural map
GL(V ′)→ PGL(V ′)×PGL(V ) GL(V )×GL(det V ) GL(detV
′)
is an isomorphism of groups. 
Proof of Proposition 3
Consider the ring E[ε]/(ε2) of dual numbers. The groupo¨ıd of E[ε]/(ε2)-deformations of E0 is
naturally equivalent to the category of extensions 0→ E0 →?→ E0 → 0 on X. So, the tangent
space to FE0 is identified with Ext
1
X(E0, E0) = H
1(X, EndE0). Now combining Lemma 13 with
Theorem 2.11 of [17] we get the pro-representability of FE0 by a pro-pair (R,E).
Let us show that the morphism of functors associating to an A-deformation E of E0 the
A-deformation detE of detE0 is a formally smooth morphism from the universal deformation of
E0 to the universal deformation of detE0. Let A
′ → A, V ′ and V be as in Lemma 14. Suppose
that V is equipped with a structure of an A-deformation of E0. Let ρ : G → AutA V be the
corresponding representation of G. Since H0(X, End0E0) = 0, we get H
2(X, End0E0) = 0 (we
write End0E for the sheaf of traceless endomorphisms of E). It follows that the corresponding
representation of G in PGL(V ) can be lifted to a representation ρ′ : G → PGL(V ′). Now our
assertion follows from Lemma 14.
The universal deformation of detE0 is formally smooth, because it is isomorphic to the
universal deformation of the trivial 1-dimensional local system, which is an infinitesimal formal
E-group (cf. SGA3, t.1,VIIB, 3.3). So, R is formally smooth, i.e., by ([17], 2.5), is isomorphic
to the ring of formal power series over E.
Since χ(End0E0) = (2− 2g)(m
2 − 1), we have dimH1(X, EndE0) = (2g − 2)m
2 + 2.
If E ⊂ E′ is a finite exension with End(E0 ⊗E E
′) = E′ then (R ⊗ E′ , E ⊗ E′) is a pro-pair
for the functor FE0⊗E′ : CE′ → Sets, which defines a morphism of functors hR⊗E′ → FE0⊗E′ ,
where hR⊗E′ : CE′ → Sets denotes the functor represented by R ⊗ E
′, that is, hR⊗E′(B) =
Homlocal E′−alg(R⊗E
′ , B). We must show that this is an isomorphism of functors. Since FE0⊗E′
can be represented by a ring of formal power series over E′, our assertion follows from the fact
that the induced map on the tangent spaces is an isomorphism. 
By definition, E = (Ek)k∈N, Ek ∈ FE0(R/m
k) are such that the image of Ek+1 under
FE0(R/m
k+1)→ FE0(R/m
k) is Ek. Fix a R/m
k-deformation of E0 in the isomorphism class Ek
and denote it by the same symbol Ek. For each k fix an isomorphism of R/m
k-deformations of
E0: Ek+1 ⊗R/mk+1 R/m
k→˜Ek. Then the projective system (Ek)k∈N is an object of Sh(X,R),
equipped with an isomorphism α : E⊗RE→˜E0 of E-sheaves on X. Notice that R is defined up to
a canonical isomorphism, whence the R-sheaf E is defined up to a non-canonical isomorphism.
3.2 Let O ⊂ E be the ring of integers of E, κ be the residue field of O, and ω ∈ O be a
uniformizing parameter. A smooth O-sheaf E′0 on X together with an isomorphism E
′
0⊗OE→˜E0
can be viewed as a G-invariant O-lattice in (E0)η¯ . Set E¯0 = E
′
0 ⊗O κ. It is easy to see that,
though E¯0 is not defined up to an isomorphism by E0, the image of E¯0 in the Grothendieck
group of the category of smooth κ-sheaves on X is uniquely defined by E0.
In this subsection we compare the universal deformation (R,E) of E0 and the universal
deformation of E¯0 over O.
Let CO be the category of local Artin O-algebras with residue field κ (the morphisms are
local homomorphisms of O-algebras). For A ∈ Ob(CO) one defines a notion of an A-deformation
of E¯0 and a functor FE¯0 : CO → Sets as in Sect. 3.1. The proof of the next result is similar to
that of Proposition 3.
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Proposition 4. If End(E¯0) = κ then FE¯0 is pro-representable by a pro-pair (R¯, E¯), where R¯ is
a complete local noetherian O-algebra with residue field κ. If m¯ is the maximal ideal of R¯ then
the κ-dual of m¯/(m¯2, ω) is canonically identified with H1(X, EndE¯0). 
As in Sect. 3.1, we may and will view E¯ as an object of Sh(X, R¯) equiped with an isomor-
phism α¯ : E¯ ⊗R¯ κ→˜E¯0. (Notice that R¯ is defined by E¯0 up to a canonical isomorphism, whence
E¯ is defined up to a non canonical isomorphism.)
Since E′0 is anO-deformation of E¯0, it defines a local homomorphism ofO-algebras σ : R¯→ O
such that there exists an isomorphism β : E¯ ⊗R¯ O→˜E
′
0 in Sh(X,O) compatible with α¯ (so, β is
defined up to multiplication by an element of 1+ωO). Let mσ denote the kernel of the induced
map R¯⊗O E→ E. We denote by R¯σ the localization of R¯⊗O E in mσ, and by Rˆσ the mσ-adic
completion of R¯⊗O E.
Remark 4. The rings R¯⊗O E (and, hence, R¯σ and Rˆσ) are noetherian. Indeed, R¯ is isomorphic
to a quotient of the ring of formal power series O[[t1, . . . , tN ]] for some N , so that R¯ ⊗O E is
isomorphic to a quotient of O[[t1, . . . , tN ]]⊗O E, which is noetherian (cf. [8], Appendix A.2).
The isomorphism β induces on E¯⊗R¯ Rˆσ a structure of a Rˆσ-deformation of E0. This defines
a local homomorphism of E-algebras τ : R→ Rˆσ that does not depend on the choice of β.
Proposition 5. Assume that End(E0) = E and End(E¯0) = κ. Then O → R¯ is formally
smooth, that is, R¯ is (non canonically) isomorphic to the ring of formal power series over O in
2+(2g−2)m2 variables. Besides, the natural map τ : R→ Rˆσ is an isomorphism of E-algebras.
Remark 5. One easily checks that if E¯0 is an irreducible κ-sheaf then E0 is an irreducible E-sheaf
on X. However, the converse is not true.
We start with the following observation. Let A ∈ CE. Denote by n ⊂ A the maximal ideal.
If A′ ⊂ A is an O-subalgebra, which is a finite O-module with A′ ⊗O E→˜A, then A
′ = O ⊕ n′,
where n′ = A′ ∩ n is an O-lattice in the E-vector space n. Conversely, if n′ is an O-submodule
of finite type in n with n′ ⊗O E→˜n then the O-subalgebra A
′ ⊂ A generated by n′ satisfies
A′ ⊗O E→˜A, and A
′ is a finite O-module.
Lemma 15. 1) Let A′ ⊂ A be an O-subalgebra, which is a finite O-module with A′⊗OE→˜A. Let
M be a free A-module of rank m, M ′ ⊂M be an A′-submodule of finite type with M ′⊗O E→˜M .
Then there exists an O-subalgebra A′ ⊂ A′′ ⊂ A such that A′′ is a finite O-module, and A′′M ′
is a free A′′-module.
2) Let, in addition, M ′0 denote the image of M
′ → M/nM then the image of A′′M ′ → M/nM
also equals M ′0, and the latter map induces an isomorphism of O-modules A
′′M ′ ⊗A′′ O→˜M
′
0.
Proof Notice that M ′0 = M
′/(nM ∩M ′) is a free O-submodule of rank m (an O-lattice) in
the m-dimensional E-vector space M/nM . Pick e1, . . . , em ∈M
′ that define an O-basis in M ′0.
Then e1, . . . , em is an A-basis in M . Set L = A
′e1 + . . .+A
′em ⊂M
′.
Any x ∈M ′ is written uniquely as x = a1e1 + . . .+ amem with ai ∈ A. Reducing modulo n
we learn that every ai lies in O ⊕ n.
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Let u1, . . . , ur generate M
′ over A′. Write ui =
∑
j aijej with aij ∈ O ⊕ n. Let A
′′ be the
A′-subalgebra of A generated by all aij . Then M
′ ⊂ A′′L, so that A′′M ′ = A′′L, and A′′L is a
free A′′-module. The second statement is clear. 
Lemma 16. 1) Let V be a smooth A-sheaf on X. Then there exists an O-subalgebra A′ ⊂ A,
which is a finite O-module with A′ ⊗O E→˜A, a smooth A
′-sheaf V ′ on X, and an isomorphism
ν : V ′ ⊗A′ A→˜V of A-sheaves on X.
2) Given, in addition, a smooth O-sheaf V ′0 and an isomorphism V
′
0 ⊗O E→˜V ⊗A E, one may
chose A′, V ′, ν such that the isomorphism (V ′ ⊗A′ O)⊗O E→ V
′
0 ⊗O E induced by ν is obtained
by extension of scalars from an isomorphism of O-sheaves V ′ ⊗A′ O→˜V
′
0 .
Proof 1) View V as a free A-module with a continuous representation of G. Pick a G-invariant
O-lattice V1 in V . Pick any O-subalgebra A
′ ⊂ A, which is a finite O-module with A′⊗O E→˜A,
and apply Lemma 15 for the A′-submodule A′V1 of V .
2) Recall that n ⊂ A denotes the maximal ideal. Chose V1 with an additional property: the
image of V1 in V/nV is the O-lattice V
′
0 . Then for any O-subalgebra A
′′ ⊂ A, which is a finite
O-module with A′′ ⊗O E→˜A, we still have the same property for V1 replaced by A
′′V1. So, our
assertion follows from ii) of Lemma 15. 
Proof of Proposition 5
Let D′ → D be a surjection in CO, whose kernel is a principal ideal (t) ⊂ D
′ with tmD′ = 0,
where mD′ denotes the maximal ideal of D
′. We must show that any local homomorphism of
O-algebras R¯→ D can be lifted to R¯→ D′.
Pick k > 0 with mkD = 0, where mD ⊂ D is the maximal ideal. Then m
k+1
D′ = 0. Set
A = R/mk+1 and denote by n ⊂ A the maximal ideal. By Lemma 16, there is an O-subalgebra
A′ ⊂ A, which is a finite O-module with A′ ⊗O E→˜A, a smooth A
′-sheaf V on X and an
isomorphism δ : V ⊗A′ A→˜E ⊗R A of A-sheaves on X such that the induced isomorphism
(V ⊗A′ O)⊗O E→˜E
′
0 ⊗O E
of E-sheaves is obtained by extension of scalars from an isomorphism γ : V ⊗A′ O→˜E
′
0 of O-
sheaves on X. Further, γ endows V with a structure of an A′-deformation of E¯0. This defines
a local homomorphism of O-algebras R¯ → A′ such that E¯ ⊗R¯ A
′ and V are isomorphic as
A′-deformations of E¯0.
Notice that the composition R¯ → A′ → O coincides with σ. Set B = (R¯ ⊗O E)/m
k+1
σ , so
that R¯→ A′ yields a morphism B → A in CE.
Lemma 17. The composition R
τ
→ Rˆσ → B → A coincides with the natural map R→ R/m
k+1.
Proof Let fi : R → C be two local homomorphisms of E-algebras with C ∈ Ob(CE). If
h : E⊗R,f1 C→˜E⊗R,f2 C is an isomorphism of C-sheaves on X then, for a suitable a ∈ E
∗, ah is
an isomorphism of C-deformations of E0, which implies f1 = f2. In our case the corresponding
A-sheaves on X are isomorphic by definition. Indeed, by definition of τ : R → Rˆσ, we have
(E ⊗R Rˆσ)⊗Rˆσ B→˜E¯ ⊗R¯ B. Finally,
(E¯ ⊗R¯ B)⊗B A→˜(E¯ ⊗R¯ A
′)⊗A′ A→˜V ⊗A′ A
δ
→ E ⊗R R/m
k+1
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By Lemma 17, the image A0 of R¯ → A
′ generates A as a E-vector space. Replacing A′ by
A0 and V by E¯ ⊗R¯ A0, we may assume that R¯→ A
′ is surjective.
Consider the composition R¯ → A′ → A → A/n2. Its image is an O-subalgebra O ⊕ n˜ of
A/n2 such that n˜ is an O-lattice in n/n2. Let r denote the dimension of n/n2 over E. Pick
e1, . . . , er ∈ R¯ whose images in A/n
2 define an O-basis of n˜. Let ρ : O[[t1, . . . , tr]] → R¯ be the
continuous homomorphism of O-algebras that takes ti to ei.
We claim that ρ is surjective. To see this it suffices to show that the reduction κ[[t1, . . . , tr]]→
R¯/ωR¯ of ρ is surjective. Now, R¯→ O⊕ n˜ induces a κ-linear surjective map m¯/(m¯2, ω)→ n˜/ωn˜.
The latter is an isomorphism, because the dimension of m¯/(m¯2, ω) equals r by Proposition 4.
So, ρ is surjective and induces an isomorphism O[[t1, . . . , tr]]/(t1, . . . , tr)
k+1→˜A′.
Clearly, R¯→ D factors as R¯→ A′ → D and A′ → D can be lifted to A′ → D′, so that O → R¯
is formally smooth. By Lemma 17, τ : R→ Rˆσ is injective. Since τ induces an isomorphism on
tangent spaces, it is an isomorphism.
 (Propoistion 5)
Remark 6. If we do not assume that End(E¯0) = κ then FE¯0 has a hull (R¯, E¯) in the sense
of Schlessinger [17], where R¯ is a complete local noetherian O-algebra (defined up to a non
canonical isomorphism). One still can define the maps σ : R¯ → O and τ : R → Rˆσ as above
(they are no more unique) and show that τ is injective. We conjecture that this map τ : R→ Rˆσ
is formally smooth, that is, Rˆσ is a ring of formal power series over R.
3.3 Cohomology of Hom(E¯1, E¯2)
In the rest of Sect. 3 we assume the conditions of Proposition 5 satisfied.
Recall that (R¯, E¯) denotes the universal deformation of E¯0 over O. Notice that R¯ ⊗ˆO R¯ is
isomorphic to the ring of formal power series over O in 2r-variables, where r = 2+ (2g − 2)m2.
Put E¯i = E¯⊗R¯ (R¯ ⊗ˆO R¯), where the homomorphisms R¯→ R¯ ⊗ˆ R¯ correspond to two projections
Spf(R¯ ⊗ˆ R¯)→ Spf R. So, Hom(E¯1, E¯2) is a smooth R¯ ⊗ˆ R¯-sheaf on X. Consider the map
Hom(E¯1, E¯2)→ Hom(E¯1, E¯2)⊗R¯ ⊗ˆ R¯ R¯→˜End(E¯)
tr
→ R¯
Applying the functor H2(X, . ), we get a canonical map H2(X,Hom(E¯1, E¯2))→ H
2(X, R¯)→˜R¯(−1).
Proposition 6. 1) RΓ(X,Hom(E¯1, E¯2)) is an object of D
b
coh(R¯ ⊗ˆ R¯) that can be represented
by a complex (V 0 → V 1 → V 2) of free R¯ ⊗ˆ R¯-modules with rkV 0 = rkV 2 = 1, rkV 1 =
(2g − 2)m2 + 2 such that the differential in V is zero modulo the maximal ideal of R¯ ⊗ˆ R¯. The
complex V is defined up to a non canonical isomorphism of complexes.
2) The canonial map H2(X,Hom(E¯1, E¯2))→ R¯(−1) is an isomorphism of R¯ ⊗ˆ R¯-modules.
Proof 1) By ([4], 6.3), RΓ(X,Hom(E¯1, E¯2)) lies in D
b
coh(R¯ ⊗ˆ R¯), and we have
RΓ(X, End(E¯0)) →˜ RΓ(X,Hom(E¯1, E¯2))
L
⊗R¯ ⊗ˆ R¯ κ
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By Lemma 2, RΓ(X,Hom(E¯1, E¯2)) can be represented by a perfect complex V of R¯ ⊗ˆ R¯-modules
whose differential is zero modulo the maximal ideal of R¯ ⊗ˆ R¯, and V is defined up to a non canon-
ical isomorphism. However, the complex V ⊗R¯ ⊗ˆ R¯ κ is defined up to a canonical isomorphism.
More presicely, V i⊗R¯ ⊗ˆ R¯ κ→˜H
i(X, End(E¯0)) canonically for every i. Our first assertion follows.
2) By the projection formulae ([8], ii) of Proposition A.1.5),
RΓ(X,Hom(E¯1, E¯2))
L
⊗R¯ ⊗ˆ R¯ R¯ →˜ RΓ(X, EndE¯) →˜ RΓ(X, R¯)⊕ RΓ(X, End0E¯)
Since Hi(X, End0E¯) = 0 for i 6= 1, the differential in V ⊗R¯ ⊗ˆ R¯ R¯ vanishes. Let A ∈ Ob CO.
Let R¯→ A be a surjective local homomorphism of O-algebras, I ⊂ A⊗O A be the ideal of the
diagonal, and J ⊂ I be another ideal.
The next assertion is an immedialte consequence of the universal property of (R¯, E¯).
Lemma 18. If the images of E¯1⊗R¯ ⊗ˆ R¯ (A⊗A) and E¯2⊗R¯ ⊗ˆ R¯ (A⊗A) in FE¯0(A⊗A/J) coincide
then J = I. 
Lemma 19. Let B ∈ Ob CO and M1,M2 be two non-isomorphic B-deformations of E¯0. Then
for any f ∈ H0(X,Hom(M1,M2)) the map f ⊗ id :M1 ⊗B κ→M2 ⊗B κ vanishes.
Proof We have f ⊗ id ∈ End(E¯0) = κ. If f ⊗ id 6= 0 then f ⊗ id is an isomorphism of κ-vector
spaces. Therefore, f is an isomorphism of smooth B-sheaves on X. After a multiplication by a
suitable element of κ∗, f becomes an isomorphism of B-deformations of E¯0. 
Set B = A⊗A/J .
Lemma 20. If the differential d0 : V 0 ⊗R¯ ⊗ˆ R¯ B → V
1 ⊗R¯ ⊗ˆ R¯ B vanishes then J = I.
Proof Consider the B-deformations Mi = Ei ⊗R¯ ⊗ˆ R¯ B of E¯0 (i = 1, 2). By our assumption,
H0(X,Hom(M1,M2))→˜V
0 ⊗R¯ ⊗ˆ R¯ B is a free B-module of rank 1. Suppose that J 6= I then
M1 and M2 are non-isomorphic by Lemma 18. Denote by n the maximal ideal of B and set
Ann n = {b ∈ B | bn = 0}. By Lemma 19, Ann n annihilates H0(X,Hom(M1,M2)). Since
Ann n 6= 0, we get a contradiction. 
Consider the complex V ⊗R¯ ⊗ˆ R¯ (A ⊗ A). Combining Lemma 20 with the Poincare´ duality,
one proves that the image of the differential d1 : V 1 ⊗R¯ ⊗ˆ R¯ (A ⊗ A) → V
2 ⊗R¯ ⊗ˆ R¯ (A ⊗ A) is
I(V 2 ⊗R¯ ⊗ˆ R¯ (A⊗A)). In other words, the natural map
H2(X,Hom(E¯1, E¯2)⊗R¯ ⊗ˆ R¯ (A⊗A))→ A(−1)
is an isomorphism. Passing to the limit we get the desired assertion.
(Proposition 6)
3.4 Cohomology of x(Hom(E¯1, E¯2))
(d)
Recall that we write PicdX for the Picard stack classifying invertible sheaves of degree d on X.
Let PicdX be the corresponding Picard scheme of X, so that the natural map r : PicdX →
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PicdX is a Gm-gerbe. Chose a closed point x ∈ X. It defines a section αx : Pic
dX → PicdX of
r. Namely, if one considers PicdX as the moduli scheme of pairs (A, t), where A ∈ PicdX and
t : Ax→˜k is a trivialization of the geometric fibre at x then αx sends (A, t) to A.
Define the Gm-torsor α
′
x :
xX(d) → X(d) by the cartesian square
xX(d)
α′x→ X(d)
↓ ↓
PicdX
αx→ PicdX,
where the right vertical arrow sends a divisor D ∈ X(d) to OX(D).
Recall that Hom(E¯1, E¯2) is a smooth R¯ ⊗ˆ R¯-sheaf on X, so that (Hom(E¯1, E¯2))
(d) is a
constructable R¯ ⊗ˆ R¯-sheaf on X(d) (cf. Sect. 1.4). Let x(Hom(E¯1, E¯2))
(d) denote its inverse
image to xX(d). In this subsection we prove the following result.
Proposition 7. For d > 0 there is a canonical isomorphism of R¯ ⊗ˆ R¯-modules
H2d+2−ic (
xX(d), x(Hom(E¯1, E¯2))
(d))→˜
{
R¯(−d− 1), if i = 0
0, if 0 < i < d,
where the R¯ ⊗ˆ R¯-module structure on R¯ is given via the diagonal mapping R¯ ⊗ˆ R¯→ R¯.
This will be done using Proposition 6 and Appendices A and B.
3.4.1 To prove Proposition 7 we need the following linear algebra lemma.
Let A be a (commutative) ring of characteristic 0. Consider a complex of A-modules M =
(A→M−1
ð
→ A), whereM−1 is a free A-module of rank r. (So,M−2 =M0 = A andM i = 0 for
i > 0 and i < −2). Suppose that there exists a basis e1, . . . , er ∈M
−1 such that ð(e1), . . . ,ð(er)
is a regular sequence for A. Denote by I the image of ð. Let ξ1 : M → M [2] be a morphism
of complexes such that the induced map M−2 → M0 is an isomorphism. Define the morphism
ξ :
d
⊗
i=1
M → (
d
⊗
i=1
M)[2] as ξ1 ⊗ id⊗ · · · ⊗ id+ . . . + id⊗ · · · ⊗ id⊗ξ1. Then there is a (unique)
morphism ξd : Sym
d(M)→ Symd(M)[2] such that the diagram commutes
d
⊗
i=1
M
ξ
→
d
⊗
i=1
M [2]
∪ ∪
Symd(M)
ξd→ Symd(M)[2]
Notice that Symd(M) is a bounded complex of free A-modules of finite type.
Lemma A.1. Define the object K ∈ Dparf(A) from the distinguished triangle K → Sym
d(M)
ξd→
Symd(M)[2]. Then H0(K)→˜A/I and Hi(K) = 0 for −d < i < 0 and for i > 0.
26
The proof is given in Appendix A.
3.4.2 Denote by Yx : X
(d−1) →֒ X(d) the closed immersion that sends D to D+ x. We consider
Yx as a divisor on X
(d) and write sometimes Yx →֒ X
(d) for the same closed subscheme. Denote
by ′Yx the inverse image of Yx under sym : X
d → X(d). (In other words, the closed immersion
′Yx →֒ X
d is obtained from Yx →֒ X
(d) by the base change sym : Xd → X(d)). Denote by ′Y ix
the inverse image of x under pri : X
d → X. So, ′Y ix and
′Yx are divisors on X
d, and we have
′Yx =
′Y 1x + . . .+
′Y dx .
Consider the invertible sheaf O(Yx) on X
(d).
Lemma 21. xX(d) is naturally isomorphic to the total space of O(Yx) with removed zero section.
Proof Denote by Y univ →֒ X(d) ×X the universal divisor. Clearly, the inverse image of Y univ
under the closed immersion X(d) × x →֒ X(d) ×X is the divisor Yx × x on X
(d) × x with some
multiplicity r > 0. It is enough to show that r = 1, i.e., to show that the following square is
cartesian
Y univ →֒ X(d) ×X
↑ ↑
X(d−1) × x
Yx×id
→֒ X(d) × x
To do so, denote by ′Y univ the inverse image of Y univ under Xd×X
sym× id
→ X(d)×X. Since the
inverse image of ′Y univ under the closed immersion Xd×x →֒ Xd×X is ′Yx×x with multiplicity
one, our assertion follows. 
Proof of Proposition 7
Let for brevity R = R¯ ⊗ˆO R¯. By Lemma B.1, we have a distinguished triangle
(α′x)!R → R(−1)[−2]
c
→R
in Dbc(X
(d),R), where c ∈ H2(X(d),R(1)) is the Chern class of O(Yx). By Ku¨nneth’s formulae,
H2(Xd,R) = ⊕
i1+···+id=2
Hi1(X,R)⊗ · · · ⊗Hid(X,R)
and H2(X(d),R) = H2(Xd,R)Sd . Denote by c′ the image of c in H2(Xd,R(1)). The construction
of the Chern class is functorial, so that c′ is the Chern class of O(′Yx). Since
′Yx =
′Y 1x +. . .+
′Y dx ,
we get
c′ = c1 ⊗ 1⊗ · · · ⊗ 1 + . . .+ 1⊗ · · · ⊗ 1⊗ c1 ∈
H2(X,R(1)) ⊗H0(X,R)⊗ · · · ⊗H0(X,R) ⊕ . . .
⊕H0(X,R)⊗ · · · ⊗H0(X,R) ⊗H2(X,R(1)) ⊂ H2(Xd,R(1)),
where c1 ∈ H
2(X,R(1)) is the Chern class of the invertible sheaf O(x) on X. Since O(x) is of
degree 1, we have c1 6= 0. On X
(d) we get a distinguished triangle
(α′x)!
x(Hom(E¯1, E¯2))
(d)(1)[2]→ (Hom(E¯1, E¯2))
(d) c→ (Hom(E¯1, E¯2))
(d)(1)[2]
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Let ξd be the morphism obtained from (Hom(E¯1, E¯2))
(d) c→ (Hom(E¯1, E¯2))
(d)(1)[2] by applying
the functor RΓ(X(d), . ). We get the distinguished triangle in Dbcoh(R)
RΓc(
xX(d), x(Hom(E¯1, E¯2))
(d))(1)[2]→ RΓ(X(d), (Hom(E¯1, E¯2))
(d))
ξd→
RΓ(X(d), (Hom(E¯1, E¯2))
(d))(1)[2]
Since sym!(Hom(E¯1, E¯2))
⊠d is a direct sum over the irreducible representations of Sd, the same
holds for RΓ(Xd, (Hom(E¯1, E¯2))
⊠d) =
d
⊗
i=1
RΓ(X,Hom(E¯1, E¯2)), and we have naturally
RΓ(X(d), (Hom(E¯1, E¯2))
(d))→˜(
d
⊗
i=1
RΓ(X,Hom(E¯1, E¯2)) )
Sd
Denote also by ξ :
d
⊗
i=1
RΓ(X,Hom(E¯1, E¯2)) →
d
⊗
i=1
RΓ(X,Hom(E¯1, E¯2))(1)[2] the morphism
obtained from sym!(Hom(E¯1, E¯2))
⊠d c→ sym!(Hom(E¯1, E¯2))
⊠d(1)[2] by applying the functor
RΓ(X(d), . ).
The map ξ is a cup product by an element c ∈ H2(X(d),R(1)). Replacing the cup product
on X(d) by that on Xd, we get
ξ = ξ1 ⊗ id⊗ · · · ⊗ id+ . . .+ id⊗ · · · ⊗ id⊗ξ1
Pick a perfect complex M of R-modules that represents RΓ(X,Hom(E1, E2)). We assume
that M is chosen as in 1) of Proposition 6. Pick a morphism ξ˜1 :M →M(1)[2] that represents
ξ1 in Dparf (R) (so, ξ˜1 is defined up to a homotopy). Since c1 6= 0, it follows that ξ˜1 is given by
the diagram
M0 →M1 →M2
↓
M0(1)→M1(1)→ M2(1),
where the vertical arrow is an isomorphism of R-modules.
Let r = 2 + (2g − 2)m2. By Proposition 6, M1 is a free R-module of rank r. Further, any
r elements in R, which generate the ideal of the diagonal, form a regular sequence in R. So,
combining 2) of Proposition 6 with Lemma A.1 we get the desired assertion. 
4 Main Global Theorem
4.1 Let E be a finite extension of Qℓ that contains the group of p-th roots of unity, O ⊂ E be
its ring of integers, and κ be the residue field of O. Let E0 be a smooth E-sheaf of rank n on X
such that E0 ⊗E Q¯ℓ is irreducible (this, in particular, implies End(E0) = E).
Choose a smooth O-sheaf E′0 on X together with an isomorphism E
′
0 ⊗O E→˜E0 and let
E¯0 = E
′
0⊗Oκ. The local system E¯0 may not be irreducible. We impose an additional assumption
End(E¯0⊗κ κ¯) = κ¯, where κ¯ is an algebraic closure of κ. This automatically implies End(E¯0) = κ.
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Let (R¯, E¯) be the universal deformation of E¯0 over O. It is equiped with a local homomor-
phism of O-algebras σ : R¯→ O (cf. Sect. 3.2).
Put E¯i = E¯ ⊗R¯ (R¯ ⊗ˆO R¯) (i = 1, 2), where the homomorphisms R¯ → R¯ ⊗ˆ R¯ correspond to
two projections Spf(R¯ ⊗ˆ R¯)→ Spf(R¯). These are smooth R¯ ⊗ˆ R¯-sheaves on X of rank n.
By abuse of notation, the composition of the diagonal map R¯ ⊗ˆ R¯→ R¯ with σ : R¯→ O will
also be denoted by σ. So, we have the categories Dbc( . , R¯ ⊗ˆ R¯)σ (cf. Sect. 1.4).
Our main result is the following.
Main Global Theorem. Suppose that Conjecture 1 is true. Then for any integer d there is a
canonical isomorphism in Dbc(Spec k, R¯ ⊗ˆ R¯)σ
RΓc(Bun
d
n, Aut
d
E¯∗1
L
⊗(R¯ ⊗ˆ R¯)σ Aut
d
E¯2
) →˜ R¯
where R¯ is considered as a R¯ ⊗ˆ R¯-module via the diagonal map R¯ ⊗ˆ R¯→ R¯.
Remarks . i) As in Sect. 1.4, let (R¯ ⊗ˆ R¯)σ denote the localization of R¯ ⊗ˆ R¯ in the multiplicative
system {x ∈ R¯ ⊗ˆ R¯ | σ(x) 6= 0}. Notice that R¯σ is the localization of R¯ in {x ∈ R¯ | σ(x) 6= 0}.
By Proposition 2,
AutE¯i →˜AutE¯
L
⊗R¯σ (R¯ ⊗ˆ R¯)σ
is an object of Pervfl(Bunn, R¯ ⊗ˆ R¯)σ. By Remark 1, the core of the natural t-structure on
Dbc(Spec k, R¯ ⊗ˆ R¯)σ is a full subcategory of the category of (R¯ ⊗ˆ R¯)σ-modules. Since
R¯⊗R¯ ⊗ˆ R¯ (R¯ ⊗ˆ R¯)σ→˜R¯σ,
Main Global Theorem can be reformulated as follows: for any integers i, d there is a canonical
isomorphism of (R¯ ⊗ˆ R¯)σ-modules
Hic(Bun
d
n, Aut
d
E¯∗1
L
⊗(R¯ ⊗ˆ R¯)σ Aut
d
E¯2
) →˜
{
R¯σ, if i = 0
0, if i 6= 0,
where R¯σ is viewed as a (R¯ ⊗ˆ R¯)σ-module via the localized diagonal map (R¯ ⊗ˆ R¯)σ → R¯σ.
ii) The stack Bundn is not of finite type (for n > 1). However, the cuspidality condition of
Conjecture 1 implies that Autd
E¯
is the extension by zero from a substack of finite type of Bundn.
So, in fact, we calculate the cohomology of a stack of finite type.
iii) The definition of G. Laumon and L. Moret-Bailly ([12], 18.8) of the cohomology with compact
support of a stack is applicable here, because Bunn is a Bernstein-Lunts stack (cf. Remark 3).
4.2 Essentially, the idea is to derive Main Global Theorem from Main Local Theorem ([14]).
Actually, instead of using Main Local Theorem, we will replace it by the following statement,
which is easier to prove as soon as Conjecture 1 is assumed true.
Let η : Bundn → Pic
dX be the map that sends L to (detL)⊗ Ω(1−n)+(2−n)+...+(n−n). Let us
write γ : X(d) → PicdX for the map that sends D ∈ X(d) to OX(D).
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Proposition 8. Assume that Conjecture 1 is true. Then for each d ≥ 0 there is a canonical
isomorphism in Dbc(Pic
dX, R¯ ⊗ˆ R¯)σ
η!(Aut
d
E¯∗1
⊗̺!(nK
d
E¯2
)) →˜ γ!Hom(E¯1, E¯2)
(d))[d+ n2(g − 1)](
d + n2(g − 1)
2
)
The complex nK
0
E¯
does not depend on E¯ and will be denoted nK
0. To prove the above
proposition, we will only use the particular case d = 0 of Main Local Theorem under the
following form.
Lemma 22. There is a canonical isomorphism η!̺!(nK
0 ⊗ nK
0)→˜γ!R¯ in D
b
c(Pic
0X, R¯).
Proof We have RΓc(A
1,Lψ) = 0 not only in D
b
c(Spec k, Q¯ℓ) but also in D
b
c(Spec k, R¯). This can
be seen, for example, from ([15], Lemma 3.3). Therefore, the proof given in ([14], Lemma 6)
holds for Q¯ℓ-sheaves replaced by R¯-sheaves. 
Proof of Proposition 8. By Proposition 2, D(AutE¯)→˜AutE¯∗. Therefore,
η!(Aut
d
E¯∗1
⊗̺!(nK
d
E¯2
)) →˜ η!DRHom(̺!(nK
d
E¯2
),AutdE¯1)
Recall the map supp : nModd → X
(d) (cf. Sect. 2.2). Let π : nModd → Sh
d
0 be the map that
sends (L ⊂ L′) to L′/L. Consider the diagram
nModd
ւ h← ց h→
Bunn Bunn,
where h← (resp., h→) sends (L ⊂ L′) ∈ nModd to L (resp., to L
′). Following [7], consider the
averaging functor Hdn,E¯ : D(Bunn)→ D(Bunn) given by
Hdn,E¯(K) = h
→
! (h
←∗K ⊗ π∗LdE¯)[dn](
dn
2
)
We have Hdn,E¯(̺!(nK
0))→˜̺!(nK
d
E¯
). Define the functor H˜
−d
n,E¯ : D(Bunn)→ D(X
(d) × Bunn) by
H˜
−d
n,E¯(K
′) = (supp×h←)!(π
∗LdE¯ ⊗ h
→∗K ′)[dn](
dn
2
)
Let ǫ : X(d)×Pic0X → X(d)×PicdX be the isomorphism that sends (D ∈ X(d),A ∈ Pic0X)
to (D,A(D)). Denote by p : X(d) × Bun0n → Bun
0
n and p
′ : X(d) × PicdX → PicdX the
projections. The next result is a straightforward application of the formalism of six functors.
Lemma 23. For K ∈ D(Bun0n) and K
′ ∈ D(Bundn) we have
η∗RHom(H
d
n,E¯(K),K
′) →˜ p′∗ǫ∗(id×η)∗RHom(p
∗K, H˜
−d
n,E¯∗(K
′)) 
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Applying this lemma we get
η∗RHom(̺!(nK
d
E¯2
),AutdE¯1) →˜ p
′
∗ǫ∗(id×η)∗RHom(p
∗̺!(nK
0), H˜
−d
n,E¯∗2
(AutdE¯1))
By ([7], 9.5), we have
H˜
−d
n,E¯∗2
(AutdE¯1) →˜ (E¯1 ⊗ E¯
∗
2)
(d)
⊠Aut0E¯1 [d](
d
2
)
This yields an isomorphism
RHom(p∗̺!(nK
0), H˜
−d
n,E¯∗2
(AutdE¯1)) →˜ (E¯1 ⊗ E¯
∗
2)
(d)
⊠ RHom(̺!(nK
0),Aut0E¯1)[d](
d
2
)
Applying Lemma 22, we get
η∗RHom(̺!(nK
0),Aut0E¯1) →˜ η∗D(̺!(nK
0)⊗Aut0E¯∗1
) →˜ Dη!(̺!(nK
0)⊗Aut0E¯∗1
) →˜
(Dη!̺!(nK
0 ⊗ nK
0))[n2(1− g)](
n2(1− g)
2
) →˜ γ∗R¯[n
2(1− g)](
n2(1− g)
2
)
Since the diagram commutes
X(d) ×X(0) →˜ X(d)
↓ id×γ ↓ γ
X(d) × Pic0X
ǫ
→ X(d) × PicdX
p′
→ PicdX,
we get
η∗RHom(̺!(nK
d
E¯2
),AutdE¯1) →˜ p
′
∗ǫ∗((E¯1 ⊗ E¯
∗
2)
(d)
⊠ γ∗R¯)[d+ n
2(1− g)](
d + n2(1− g)
2
) →˜
γ∗(E¯1 ⊗ E¯
∗
2)
(d)[d+ n2(1− g)](
d + n2(1− g)
2
)
Applying the Verdier duality functor D, we get the desired assertion.
(Proposition 8)
4.3 Pick a closed point x ∈ X. Recall that it defines the map αx : Pic
dX → PicdX (cf.
Sect. 3.4). Define the stacks xBundn and
x
nMd from the cartesian squares
x
nMd → nMd
↓ ̺x ↓ ̺
xBundn
βx
→ Bundn
↓ ↓ η
PicdX
αx→ PicdX
Note that the composition xBundn
βx
→ Bundn
r
→ Bundn is a µn-gerbe, so that (r ◦ βx)!R¯→˜R¯. Thus,
in Main Global Theorem we may and will replace the calculation of cohomologies of Bundn by
that of xBundn.
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Definition 8. Let xAutd
E¯
be the pull-back of Autd
E¯
under xBundn → Bun
d
n. Let also
x
nK
d
E¯
be
the pull-back of nK
d
E¯
[1](12 ) under
x
nMd → nMd.
Proposition 8 admits the following immediate corolary.
Corolary 3. Assume that Conjecture 1 is true. Then for any d ≥ 0 there is a canonical
isomorphism in Dbc(Spec k, R¯ ⊗ˆ R¯)σ
RΓc(
x Bundn,
xAutdE¯∗1
⊗ ̺x!(
x
nK
d
E¯2
))→˜
RΓc(
xX(d), xHom(E¯1, E¯2)
(d))[d+ n2(g − 1) + 2](
d + n2(g − 1) + 2
2
) 
For d ≥ 0 define the complex N d on xBundn as ̺x!(R¯ ⊗ˆ R¯)[2d − 2n
2(g − 1)](d − n2(g − 1)).
Combining Corolary 3 with Proposition 7, we get the following result.
Corolary 4. Assume that Conjecture 1 is true. Then for any d > 0 there is a canonical
isomorphism in Dbc(Spec k, R¯ ⊗ˆ R¯)σ
τ≥1−d RΓc(
x Bundn,
xAutdE¯∗1
⊗ xAutdE¯2 ⊗N
d) →˜ R¯,
where the R¯ ⊗ˆ R¯-module structure on R¯ is given via the diagonal map R¯ ⊗ˆ R¯→ R¯. 
Proof of Main Global Theorem
Recall that in [7] a vector bundle M is called very unstable if it can be represented as a direct
sum of two vector bundles M→˜M1 ⊕M2 with Ext
1(M1,M2) = 0. Let Bun
vuns
n ⊂ Bunn denote
the substack of very unstable vector bundles. By the cuspidality property, ∗-restriction of AutE¯
to Bunvunsn vanishes.
Recall that we have fixed a line bundle Lest on X (cf. Sect. 2.4). There is a constant cg,n
such that for d ≥ cg,n and M ∈ Bun
d
n the condition Hom(M,L
est) 6= 0 implies that M is very
unstable.
Pick c′ ∈ Z such that for each d ∈ Z all the nontrivial cohomology sheaves of Autd
E¯
with
respect to the usual t-structure are places in degrees ≤ c′, the existence of such constant follows
from formulae (11).
Given a pair of integers i and d, calculate Hic(Bun
d
n, Aut
d
E¯∗1
⊗Autd
E¯2
) as follows. Pick k ∈ Z
large enough, so that if we put d′ = d+ kn then the following conditions are satisfied:
A) d′ > 0, d′ ≥ cg,n, d
′ > n2(g − 1)
B) i ≥ 1− d′, i > −2d′ + 2n2(g − 1) + 2c′ + 2dim(x Bund
′
n )
We have used the fact that the dimension of xBund
′
n does not depend on d
′.
Consider the map multkx : Bun
d
n → Bun
d′
n that sends L to L(kx). By Proposition 2, we have
mult∗kxAut
d′
E¯ →˜Aut
d
E¯ ⊠(∧
nE¯)⊗kx
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Therefore,
Hic(Bun
d
n, Aut
d
E¯∗1
⊗AutdE¯2)⊗ (∧
nE¯∗1 ⊗ ∧
nE¯2)
⊗k
x →˜ H
i
c(Bun
d′
n , Aut
d′
E¯∗1
⊗Autd
′
E¯2
) →˜
Hic(
xBund
′
n ,
xAutd
′
E¯∗1
⊗ xAutd
′
E¯2
)
Recall the stack Bunestn defined in the proof of Proposition 2. The condition A) implies that
Autd
′
E¯ is the extension by zero from Bun
est
n ∩Bun
d′
n . Let U denote the preimage of Bun
est
n ∩Bun
d′
n
under βx :
xBund
′
n → Bun
d′
n . Then over U the map ̺x :
x
nMd′ →
xBund
′
n is a vector bundle of
rank d′ − n2(g − 1) with removed zero section. So, over U we have
τ≥−2d′+2n2(g−1)+2 N
d′ →˜ R¯ ⊗ˆ R¯
Now, using condition B), from Corolary 4 we conclude that
Hic(
xBund
′
n ,
xAutd
′
E¯∗1
⊗ xAutd
′
E¯2
) →˜
{
R¯σ, if i = 0
0, if i 6= 0,
as (R¯ ⊗ˆ R¯)σ-modules. Since (∧
nE¯∗1 ⊗ ∧
nE¯2)
⊗k
x is a free R¯ ⊗ˆ R¯-module of rank 1, and
(∧nE¯∗1 ⊗ ∧
nE¯2)
⊗k
x ⊗R¯ ⊗ˆ R¯ R¯ →˜ R¯
canonically, we are done. 
A Some linear algebra
In this appendix we prove Lemma A.1 (cf. Sect. 3.4.1). Let A be a commutative ring of
characteristic 0. LetM be a bounded complex of A-modules. Then Sd acts on the complex
d
⊗
i=1
M ,
and we put Symd(M) = (
d
⊗
i=1
M)Sd . Clearly, Symk+l(M) is a direct summand of Symk(M) ⊗A
Syml(M), so that we have both natural maps
Symk(M)⊗A Sym
l(M)→ Symk+l(M) and Symk+l(M)→ Symk(M)⊗A Sym
l(M)
We will be interested in complexes M of the form (· · · → M−2 → M−1 → A → 0), i.e., we
suppose that M0 = A and M i = 0 for i > 0. Denote by σ≤k, σ≥k the ’foolish’ troncation
functors. Put V = σ≤−1M , so the sequence of complexes
0→ A→M → V → 0
is exact. Define a morphism fd : Sym
d(M)→ Symd+1(M) as the composition A⊗ Symd(M)→
M⊗Symd(M) = Sym1(M)⊗Symd(M)→ Symd+1(M). We get an inductive system of complexes
(Symd(M), fd)d∈N. Put Sym
∞(M) = lim−→Sym
d(M).
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Lemma A.2. For any d ≥ 0 the sequence of complexes
0→ Symd(M)
fd→ Symd+1(M)→ Symd+1(V )→ 0
is exact, where the second arrow is defined by functoriality from the natural morphism M → V .
Proof If k ≤ 0 then (
d+1
⊗
i=1
M)k is the direct sum
[ ⊗
i1+···+id+1=k
ij=0 for some j
M i1 ⊗ · · · ⊗M id+1 ]⊕ [(
d+1
⊗
i=1
V )k]
The group Sd+1 acts on every summand in square brackets. It is easy to understand that the
invariants
[ ⊗
i1+···+id+1=k
ij=0 for some j
M i1 ⊗ · · · ⊗M id+1 ]Sd+1
are identified with (Symd(M))k. 
From the above lemma it follows that the natural map Symd(M) → Sym∞(M) is injective
and σ≥−d Sym
d(M)→ σ≥−d Sym
∞(M) is an isomorphism for d ≥ 0. So, Sym∞(M) is a filtered
complex with the filtration (Symd(M))d∈N. Since the morphisms Sym
k(M) ⊗ Syml(M) →
Symk+l(M) are compatible with fd, by passing to the limit we get the morphism of multiplication
Sym∞(M)⊗ Sym∞(M)→ Sym∞(M) (compatible with the above filtration).
Lemma A.3. Suppose that M = (M−1
ð
→ A), i.e., M i = 0 for i < −1. Then Sym∞(M) is the
Koszul complex for M . In addition,
Symd(M)→ σ≥−d Sym
∞(M)
is an isomorphism for any d ≥ 0. 
Now we impose on M the additional condition: M i = 0 for i < −2 and M−2 = A, so
M = (A→M−1 → A). Then we have
Lemma A.4. Let d ≥ 0.
1) For any k we have (Symd(M))k = (Symd(M))−2d−k canonically.
2) If 0 ≤ k ≤ d then (Symd(M))−k = ∧k(M−1)⊕ ∧k−2(M−1)⊕ ∧k−4(M−1)⊕ . . . 
Set W = σ≥−1M . Pick c1 ∈ A
∗ and consider the exact sequence 0→ W → M → A[2] → 0,
where M → A[2] is given by M−2
c1→ A. Let us define a morphism gd : Sym
d+1(M) →
Symd(M)[2] as the composition Symd+1(M) → Sym1(M) ⊗ Symd(M) = M ⊗ Symd(M) →
(A[2]) ⊗ Symd(M). The proof of the next result is analogous to that of Lemma A.2.
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Lemma A.5. For any d ≥ 0 the sequence
0→ Symd+1(W )→ Symd+1(M)
gd→ Symd(M)[2]→ 0
is exact, where the first arrow is defined by functoriality from the natural map W →M . 
Remark 7. i) The map (Symd+1(M))k
gd→ (Symd(M))k+2 is described as follows. For −d− 1 ≤
k ≤ 0 this is the morphism
∧−k(M−1)⊕ ∧−k−2(M−1)⊕ . . .→ ∧−k−2(M−1)⊕ . . .
that sends ∧−k(M−1) to zero and induces isomorphisms on the others direct summands. For
k < −d− 1 this is an isomorphism preserving the direct sum decomoposition.
ii) Passing to the limit we get an exact sequence
0→ Sym∞(W )→ Sym∞(M)
g
→ Sym∞(M)[2]→ 0
Denote by ξd the composition Sym
d(M)
fd
→֒ Symd+1(M)
gd→ Symd(M)[2]. In particular, ξ1 is
given by the diagram
A →M−1 → A
↓ c1
A→M−1 → A
Define the morphism ξ :
d
⊗
i=1
M →
d
⊗
i=1
M [2] as ξ1 ⊗ id⊗ · · · ⊗ id+ . . . + id⊗ · · · ⊗ id⊗ξ1. Then
the diagram commutes
d
⊗
i=1
M
ξ
→
d
⊗
i=1
M [2]
∪ ∪
Symd(M)
ξd→ Symd(M)[2]
Proof of Lemma A.1
Sym∞(W ) is the Koszul complex for ð(e1), . . . ,ð(er) ∈ A, so that the natural map Sym
∞(W )→
A/I is a quasi-isomorphism. Our assertion follows now from Lemmas A.5 and A.2. 
B Chern classes
Let S be a smooth separated scheme of finite type, A an invertible OS-module, f : Y → S the
total space of A with removed zero section. Fix n > 0 invertible as a function on S (we don’t
need here S to be defined over k).
Lemma B.1. The complex f!µn is included into a distinguished triangle f!µn → Z/nZ[−2]
c(A)
→
µn on S, where c(A) ∈ H
2(S, µn) is the Chern class of A.
To prove this we need two lemmas.
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Lemma B.2. Let A be an abelian category, D(A) be its derived category. Let K ′
α
→ K →
K ′′ be a distinguished triangle in D(A). Suppose that the morphism Hi(K ′′) → Hi+1(K ′)
is surjective. Then there is a unique morphism τ≤i+1K
′ → τ≤iK such that the composition
τ≤i+1K
′ → τ≤iK → τ≤i+1K is obtained from α by applying the functor τ≤i+1, and the triangle
τ≤i+1K
′ → τ≤iK → τ≤iK
′′ is distinguished. 
Lemma B.3. The complex f∗µn is included into a distinguished triangle f∗µn → Z/nZ[−1]
c(A)
→
µn[1], where c(A) ∈ H
2(S, µn) is the Chern class of A.
Proof The Kummer exact sequence 1 → µn → Gm
x 7→xn
→ Gm → 1 on S defines a distinguished
triangle Gm[1] → Gm[1]
δ
→ µn[2], and the Chern class of A ∈ PicS = HomD(Z,Gm[1]) is the
composition δ ◦ A ∈ HomD(Z, µn[2]) of morphisms in the derived category.
Consider now the Kummer exact sequence on Y . It provides a distinguished triangle f∗µn →
f∗Gm → f∗Gm on S. As is easily seen, the moprhism (R
0f∗)Gm → (R
1f∗)µn is surjective
(the question is local for the e´tale topology on S, and one can assume f to be the projection
S ×Gm → S). Since τ≤1f∗µn→˜f∗µn, by Lemma B.2 we get a distinguished triangle
f∗µn → (R
0f∗)Gm
κ
→ (R0f∗)Gm
Let us now construct a morphism (R0f∗)Gm → Z. If U is a smooth scheme then
H0(U ×Gm,Gm)→˜H
0(U,Gm)×H
0(U,Z)
canonically. Let S′ → S be an e´tale morphism. Put Y ′ = S′×SY and denote by g : Gm×Y
′ → Y ′
the action of Gm on Y
′. Let s ∈ H0(S′, (R0f∗)Gm). Since Y
′ is smooth, to s◦g there corresponds
an element of H0(Y ′,Z) = H0(S′,Z). This provides a morphism (R0f∗)Gm → Z. It is included
into an exact sequence
0→ Gm → (R
0f∗)Gm → Z→ 0,
where the first arrow comes from the natural morphism Gm → f∗f
∗Gm. Using Chech coverings
one proves that the corresponding element of Ext1S(Z,Gm) = PicS is A. In other words, we get
a distinguished triangle (R0f∗)Gm → Z
A
→ Gm[1] on S.
The morphism κ yeilds a morphism of exact sequences
0 → Gm → (R
0f∗)Gm → Z → 0
↓ x 7→ xn ↓ κ ↓ n
0 → Gm → (R
0f∗)Gm → Z → 0
The latter provides a commutative diagram, where the rows and columns are distinguished
triangles
(R0f∗)Gm → Z
A
→ Gm[1]
↓ κ ↓ n ↓
(R0f∗)Gm → Z
A
→ Gm[1]
↓ ↓ ↓ δ
f∗µn[1] → Z/nZ → µn[2]
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So, the morphism Z/nZ→ µn[2] in the lowest row is c(A). 
Lemma B.1 follows from Lemma B.3 by Verdier duality.
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