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Introduction
Practical planning problems with deterministic forecasts of inherently uncertain parameters often yield unsatisfactory solutions. Stochastic programming formulations allow uncertain parameters to be modeled as random variables with known distribution, but the size of the resulting mathematical programs can be formidable. Dantzig [5] and Beale [1] introduced stochastic programming with recourse; some example applications from the literature include capacity expansion planning [7] , forest harvest planning [12] , hydroelectric scheduling [20, 27] , and portfolio management [22, 26) .
Stochastic programming algorithms are typically one of three types: (i) exact solution procedures,
(ii) approximation and bounding schemes, and (iii) sampling-based methods. Exact methods include simplex-based algorithms that exploit special structure of bases [17] , decomposition or L-shaped schemes [2, 31] , interior point methods [24] , and the Progressive Hedging algorithm [29] . A classic approximation scheme involves calculating deterministic lower and upper bounds via the inequalities of Jensen and Edmundson-Madansky, respectively; see [3, 4, 11, 21] for extensions and alternatives.
Stochastic quasigradient (SQG) methods [9, 13] are sampling-based. Another set of sampling-based algorithms are rooted in the L-shaped method [6, 14, 19, 27] . In many models, as the number of random parameters and the number of scenarios grow, exact solution procedures and approximation and bounding schemes become more difficult to apply due to required computational effort. Samplingbased algorithms may provide an attractive alternative for such models. Stopping criteria for SQG methods are examined in [28] . In general, however, sampling-based approaches lack stopping rules that can control a priori the quality of the proposed solution. In this paper, we develop rules designed to rectify this shortcoming for a particular class of sampling-based algorithms.
A host of questions arise when one replaces deterministic upper and lower objective function bounds generated by a decomposition algorithm with estimates formed from sample means. How should an "optimal" solution be characterized and how should the sampling procedure proceed so as to ensure an appropriately defined notion of convergence? The primary purpose of this paper is to provide a framework in which these issues may be addressed. The stopping rules we develop are comprised of two components: (i) a criterion for terminating the algorithm and (ii) a rule for selecting the sample sizes. The main results, detailed in §2, provide stopping rules that guarantee 1 asymptotic validity of the desired confidence interval statements as the interval width shrinks and the sample sizes grow. Application of these methods to an algorithm for a class of multistage stochastic linear programs [27] is described in §3. Empirical coverage results for a simple example are given in §4, and the paper is summarized in §5. 2 Stopping Rules
This section begins by outlining our framework of assumptions on the underlying sampling-based algorithm. Consider the following general optimization problem:
z* = minimize z(z) subject to z E X.
Suppose we have at hand an algorithm that at each iteration k selects a sample size nk, produces a feasible decision zk, and generates estimates for upper and lower bounds on the optimal objective function value denoted Uk(nk) and Lk(nk), respectively. It is assumed that at each iteration k the difference random variable, Dk(nk) = Uk(nk) -Lk(nk), satisfies the central limit theorem (CLT):
where ok >0 (2) and where => denotes convergence in distribution; N(p, a2) denotes a normal random variable with mean p and variance o 2 . The sample size parameter will typically be suppressed when referring to the upper, lower, and difference random variables. The true upper and lower bounds at iteration k are denoted Uk and ik and satisfy Uk *:= uk and Lk =*' lk as nk -ý oo, where i1 _< z 5< uk, and (necessarily) Pk = Uk -lk. If Uk and Lk are independent and satisfy respective CLT's then hypothesis (2) follows as a consequence.
The algorithm is terminated on the first iteration, T, in which the difference random variable drops below zero; i.e., T = inf {k : Dk < 0).
k>1
The feasible decision XT generated at the random stopping iteration satisfies UT Ž_ Z(zT). In addition, we assume that, at the stopping iteration, the algorithm permits re-evaluation of the difference random variable through independent resampling. The algorithm is said to stop correctly 2 if z(ZT") < z* + c where e is a positive confidence interval width. Stopping correctly is ensured if
PT < e; we use this observation and the CLT hypothesis (2) to prescribe sample sizes, nk, under which a statement can be made regarding the probability that the algorithm stops correctly. At the heart of the procedures we develop is the idea that the sample sizes must increase as the algorithm proceeds.
In order to illustrate the underlying ideas in a simple setting, we assume in §2.1 that the difference random variables at each iteration are normally distributed. Under this assumption, we show it suffices to increase the sample size at a rate proportional to log k to guarantee that the probability of stopping correctly satisfies a prescribed confidence level. In §2.2, the normality assumption is replaced with the CLT hypothesis (2) and an O(log 2 k) sample-size formula is provided under which the results of §2.1 can be recovered in the form of an asymptotic validity result. Moreover, we indicate that with respect to required computational effort, the O(log 2 k) sample-size formula is preferable to the O(log k) formula. In §2.3 we verify the asymptotic validity result under a weaker historydependent CLT hypothesis in which the difference random variable may depend on the (potentially) random history of the algorithm in previous iterations. In §2.4 we address issues associated with finite stopping times and incorporation of sample variance estimators.
Stopping Rules: Normal Differences
In this subsection we replace the CLT hypothesis (2) with the following more restrictive assumption:
At the k t V iteration of the algorithm, we choose a sample size nk and then observe the random variable:
Example 1 This example indicates that a fixed sample size, nk = n, can lead to unattractive results. Suppose uk = P = p > for k = 1,...,K; pk = 0 for k > K + 1; and ok = o > 0 for all k.
The algorithm will not stop correctly if and only if it terminates prior to iteration K + 1. By choosing K sufficiently large we can make the probability we stop correctly,
Theorem 2 provides a sample-size formula that overcomes the difficulty illustrated in Example 1;
in particular, it ensures that the probability the algorithm stops correctly satisfies a minimum prescribed confidence level of 1 -a; e.g., 0.95. We require the following lemma regarding bounds on the tail of a normal distribution (see Feller "Ohapter VII §1 [10] ).
Theorem 2 Assume (3), (4) , and define
where 
Since 03 > 1, the tail bound from Lemma 1 yields:
Hence it suffices to show , X-ep -(0+2plnk) _<5--k-P, and this inequality follows from the definition of /. U Remark I The coverage result of Theorem 2 states that [0,E] is a (1 -a) *100% confidence interval for PT. In terms of the optimization problem (1) this implies:
Remark 2 Tables of values of the Riemann-Zeta function, C(p), may be found in Dwight [8] ; C(p)
is also an intrinsic function in some mathematical software packages such as Mathematica [32] . We return to the topic of choosing values for the parameter p to minimize the total number of samples required in §2.2.
Remark 3 The term "ktPh iteration" should be interpreted liberally; a better phrase is "kkth stopping cycle" with one possible definition as follows: A stopping cycle consists of a number of algorithm iterations in which a fixed sample size is used plus one resampling iteration in which the samplesize formula (5) is applied. The fixed sample-size phase of a stopping cycle is terminated when a heuristic pre-test is passed; e.g., a negative difference is observed. The sample-size formula and stopping criterion described above are then applied to a realization of the difference random variable generated from an independent sample. This idea, illustrated in the application of §3, helps to minimize computational burden. The disadvantage of results based on heuristic stopping rules is that we have inadequate control of the interval width, D+, + w6aT,l/Vi. The primary purpose of Theorem 2 (and the subsequent generalizations we present in this paper) is to provide a priori control on the confidence interval width.
Remark 5 We regard the specific values of z" and z(ZT) of secondary interest relative to controlling the quality of the proposed solution, ZT. However, if UT and LT are each normally distributed (or more generally satisfy respective CLT's) then one can also develop confidence intervals for these quantities through the resarnpling procedure.
Remark 6 The coverage result of Theorem 2 does not depend on any convergence structure of the optimization algorithm. The sample-size formula is designed so that if the algorithm does not converge then the stopping criterion will not be satisfied with probability, at least, 1 -a. This property contributes to the conservative nature of the coverage result since many algorithms have some underlying convergence structure. We provide conditions under which finite termination can be ensured (with probability one) in §2.4.
Stopping Rules: CLT Differences
In §2.1, under the assumption of normally distributed difference random variables, we derived a valid confidence interval for all positive interval widths, c. In this subsection, we replace the normality assumption with an asymptotic normality hypothesis (2) and provide conditions under which the confidence interval of §2.1 is valid in the limit as the interval width shrinks and the sample sizes grow. In particular, we show
where the stopping time, T = T(c) is once again the first iteration in which the observed difference drops below zero.
Example 1 was appropriate under the assumptions of §2.1 only because the confidence interval statement was made for all positive interval widths; for sufficiently small c, adequate coverage results are achieved. In Example 2 we again use an identical sample size for all iterations and construct a problem in which the probability of stopping correctly is zero in the limit as the interval width shrinks to zero. ., yields the smallest integer greater than or equal to its argument.) If the algorithm terminates prior to iteration m + 1 it has stopped incorrectly. Thus,
Let e = Cnj 1 / 2 > 0 so that the sample size has the same value for all iterations and observe:
k= rm/21
Hence P{PT(,) ! 5}
Example 2 demonstrates that a fixed sample size, no matter how large, may lead to "confidence" intervals with unsatisfactory coverage properties. The key idea, once again, is that we must increase the sample size as the algorithm proceeds; Theorem 3 provides stopping rules under which the desired confidence intervals are asymptotically valid.
Theorem 3 Assume (2), (3), and
is bounded for I' 1 _< -y..
(7)
We begin as in the proof of Theorem 2 and see that it suffices to show
CIO k=1
Next we show the order of the limit and sum on the left hand side of (9) may be exchanged with equality by employing the dominated convergence theorem. Applying Markov's inequality (see, e.g.,
Loive §9 (23] ) to e-'Yzh, 7 > 0 we have
With y -y o, the right hand side of (10) We now address two issues with respect to the hypotheses of Theorem 3. First, we provide conditions under which the bounded expectation assumption (7) holds and then we examine the function O(p). Verification of (7) is straightforward when each difference random variable may be expressed as a sample mean of independent and identically distributed random variables (i. (ii) ln C(p) and InO(p) are convex functions on (1,oo) and (0,oo), respectively.
Proof
Based on the inequalities
A change of variables yields Using the definition of C(p) we see it suffices to show:
This inequality follows from Holder's inequality. for sample-size formula (5) or
In2 k)
for sample-size formula (8) . From Proposition 5, part (ii) it is clear that WC(p) and WO(p) are convex functions on (1, oo) and (0, oo), respectively. Table 1 displays the results of minimizing the respective work functions for various choices of T with a = 0.05. While T, of course, is unknown a priori, rough estimates for T (or ET) may be available for certain classes of problems. 
Stopping Rules: History-Dependent CLT Differences
We can generalize the results of Theorem 3 with respect to the assumptions on the interaction of the algorithm with the upper and lower bound estimates. In the development above, we assume {pk,crk'}j-= is simply a sequence of constants, but in many applications these parameters may depend on the random history of the algorithm through iteration k -1 which we denote 7Nk-. For example, in an L-shaped algorithm for two stage stochastic programs in which cuts are obtained by sampling (see Dantzig and Glynn [6] ), the sequence of master program decisions depends on which scenarios were (randomly) selected to compute cuts in previous iterations. In this example, it is clear Pk, at, and Dk are random variables that are sample-path dependent. A realization of 7k may be thought of as the information necessary to reconstruct exactly the steps of the algorithm through iteration k. In this more general setting, we will assume that conditioned on the history random variable, the mean and variance are constants and the difference random variables satisfy
Theorem 6 Assume (3), (7), ( From the proof of Theorem 3 we know hypothesis (7) permits exchanging the order of limit and summation with equality. Now observe The remainder of the proof is analogous to that of Theorem 2. 1
Remark 7
The asymptotic validity results of Theorems 3 and 6 both still hold when we select C proportional to ork; i.e., a relative precision confidence interval. In particular, with C = 1 Ork the only technical modification required is replacing lim, 1 0 with limilo.
Remark 8 A sufficient condition for verifying (7) in the history-dependent setting is
where M and y'. do not depend on the iteration k, the history, 7Wk, or the confidence interval width, t (which determines nk). This test may often be more natural to apply than attempting to verify (7) directly.
2.4 Stopping Rules: Additional Considerations
In this subsection we address two additional issues. First, we describe how sample variance estimates may be incorporated in confidence interval construction, and second, we examine the issue of finite stopping times.
Sample Variance Estimators
If the confidence interval width, c, is a sufficiently small, pre-selected, fixed value then we interpret Theorems 3 and 6 as providing an approximate absolute precision confidence interval. However, the population variance terms, 01, are typically unknown; hence nk is unknown and the procedure is not implementable. Alternatively, if c is proportional to ak, we obtain a relative precision confidence interval (see Remark 7) with unknown width coT. There are standard approaches to this difficulty based on well-known results from parameter estimation in statistics. For simplicity, we describe one possible approach in the setting of Theorem 3 for the relative precision case. We replace the CLT hypothesis (2) with the following assumption:
Sk/7nWk
where sk is a sample variance estimator. We may then form a "sample-variance" analog of Theorem 3 by replacing o2 with s' in (7) and (8) . However, this result is of limited value because the sample variance equivalent of the moment generating function hypothesis (7) A simple solution to this difficulty is as follows: At iteration T we can resample the difference random variable at the proposed solution XT (see Remark 4) . We denote this random variable DiT and assume it satisfies the CLT (2) with mean pT and variance 4. Coupled with a weakly consistent sample variance estimator, 4, this ensures the sample variance version of the CLT hypothesis (13) holds for DT. From this we infer
13 is an approximate 100(I-6)% confidence interval for z(zr) where n denotes the (resampling) sample size and w6 satisfies P{N(O, 1) < w6} = 1 -6, As Theorems 3 and 6 ensure PT is not too large,
we have a priori control on the confidence interval width. Restated: For sufficiently small c and for sufficiently large n = n(q) we have i ++--
Finite Stopping Times
It would be undesirable if the stopping rules we have developed precluded finite termination for "well-behaved" algorithms. To this end, we introduce the notion of a stopping tolerance c' satisfying 0 < e' < c and make the following assumptions. The stopping time is redefined as
k_>1
Under this termination criterion
, and we assume
which is a natural generalization of inter-iteration independence of the difference random variables to the history-dependent setting. With regard to the convergence structure of the algorithm we assume there exists a subsequence of {pk, }O that converges to zero with probability one; i.e., P {w : 71. 0 (w) implies 3 {pk,(w)},91 1 such that Pk%(W) `--0} =1. (18) In this framework the following modification of Theorem 6 incorporates a finite stopping result.
Theorem 7 Assume (7), (11), (16) , c' > 0 and define
and the corresponding parameters as in Theorem S.
If, in addition, (12) , (17) , (18) hold and 0 < e' < c then P{T(c) < oo} = 1.
(finite stopping time)
Proof
By hypothesis (17) P{T <001Ž 1-JIIP{Dk> e'I74-iJdP~i,_,.
k=1
We know from the bounded convergence theorem it suffices to show M lim flP{Dk > C'1 7_l} = 0 w.p.1.
For any e > 0, condition (12) to be read column-wise as a vector in RN, where Nc = nt + mt +mt -n1_1 +mt -nt; A' t is an mt x at matrix and the remaining matrices and vectors are dimensioned to conform. We assume ts has finite support and a probability mass function given by P {It = ý' } = Pe". For notational convenience, we assume a first stage sample space, Q, that is a singleton set where C" represents the known state at the time decisions are made in the first stage; clearly, pel' has value one. At the time decisions are made in stage t, the observation .' and the previous stage's decision Z(.') are known to the decision maker; the goal is to find a first stage decision, x1, that minimizes the expected cost of operating the system over T stages.
Pereira and Pinto [27] have proposed a sampling and decomposition-based algorithm for SLP-T models with interstage independence of the stochastic parameters and a "manageable" number of descendants, IA(wt)l, for each node in the scenario tree. Note that if 7 is moderately large, application of exact methods or bounding and approximation schemes (see §1) may be computationally impractical. The basic idea behind the algorithm is to compute upper bound estimates by sampling paths through the scenario tree on a forward pass, and to compute deterministic outer-linearization cuts on a backward pass. Figures 1 and 2 are designed to illustrate this concept. The algorithm of Figure 3 generates valid lower bounds (i.e., they contain no error due to sampling) and in the history-dependent sense, sample mean upper bounds on the optimal objective function value; applying Theorem 6 in this setting is straightforward. The first stage decision at the kth iteration, 4h, is a random variable; it depends on the set of first stage cuts, and these cuts, in turn, depend on which sample paths were selected in previous iterations. However, given the history of the algorithm through the first k -1 iterations, 76-1, the decision xk is known, and the upper bound estimate 1 T is the sum of a deterministic constant, c 1 1 -a; moreover, in this setting,
1
T is a known lower bound when the algorithm terminates (see Remark 5) . While UT is unknown, as a practical matter one may be satisfied that the solution 
Empirical Coverage Results
In this section we present preliminary empirical coverage results that illustrate dangers associated with naive stopping rules and show empirical performance of the recommended stopping rules developed in §2. The simplistic "test problems" are motivated by Example 1, and we use a pseudo-random number generator [30] to directly form the difference random variables.
In the first group of these problems, the true gap is pk = 2/3 for k -1,..., K and pk = 0 for k > K + 1, and the pre-specified confidence interval width is c = 1/3. We terminate on the first iteration in which the difference random variable drops below zero; if the algorithm stops prior to In this paper we developed a stopping rule theory for a class of optimization algorithms that estimate upper and lower bounds on the optimal objective function value via sampling. While our immediate motivation lies in developing stopping rules for a class of Monte Carlo sampling-based stochastic programming algorithms, the theory may also be applicable to other optimization algorithms that use simulation techniques. In the main result, we assume that the difference random variables satisfy history-dependent central limit theorems and provide appropriate conditions and a sample-size formula under which the desired confidence interval for the objective function value of the proposed solution is asymptotically valid. We regard the recommended procedure as conservative because:
(i) underlying convergence properties of the optimization algorithm are ignored in developing the methodology; and (ii) the normal tail bound used to derive the sample-size formula is not sharp, particularly in the early iterations. Moreover, through well-designed stopping cycles and because of the slow growth of the sample size formula, the recommended stopping rules are practical from an implementation standpoint.
The applicability of the stopping rule theory was illustrated on an algorithm for a class of multistage stoch,-stic linear programs (Pereira and Pinto [27] ) that generate sample mean upper bound estimates and deterministically valid lower bounds. In other sampling-based stochastic programming algorithms for two stage programs (Dantzig and Glynn [6] , Infanger [19] , Higle and Sen [14] ), sample mean upper bounds are readily available, but lower bound estimates have proved more difficult to analyze. Development and analysis of lower bound estimators for these sampling-based algorithms remains an active area of research [15, 18, 25] ; the procedures we have developed here should be useful for asymptotically normal estimators.
