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HPC High Performance Computing.
IP Intellectual Property.
LSB Least Significant Bit.
MLP Multi-Layer Perceptron.




REC Reconfigurable Ensemble Classifier.
REN Reconfiguration Enable.
RI Reconfigurable Interconnection.
RMLC Reconfigurable Machine Learning Classifier.
RPE Reconfigurable Processing Element.
RTL Register Transfer Level.
SIMD Single Instruction, Multiple Data.
SMO Sequential Minimal Optimisation.
SoC System on Chip.
SVM Support Vector Machine.
TSMC Taiwan Semiconductor Manufacturing Company.




У овоj дисертациjи приказане су две дигиталне реконфигурабилне
архитектуре грубог степена гранулациjе коjе могу да се примене за
имплементациjу машинских предиктивних модела. Архитектура Re-
configurable Machine Learning Classifier (RMLC) састоjи се од већег
броjа истоветних блокова и може се конфигурисати да имплементира
ортогонална стабла одлука - Decision Trees (DT), неортогоналне DT-ове,
нелинеарне DT-ове, функционалне DT-ове, регресионе DT-ове, линеарне
и нелинеарне Support Vector Machine (SVM) предиктивне моделе са
полиномиjалним и радиjалним кернелима, вишеслоjне перцептроне и Ar-
tificial Neural Network (ANN) класификаторе засноване на радиjалним
функциjама. Архитектура Reconfigurable Ensemble Classifier (REC)
се може конфигурисати да ради као ансамбл претходно наведених
машинских класификатора или може да имплементира већи броj оваквих
класификатора, истовремено.
1.1 Мотивациjа
Машинско учење (Machine Learning) [1] [2] jе област вештачке
интелигенциjе коjа се бави анализом и синтезом вештачких система коjи
могу да уче из података. Машинско учење се jош може представити и као
скуп метода за конструкциjу математичких модела коjи могу аутоматски
да препознаjу шаблоне у подацима. Ови математички модели се називаjу
и предиктивни модели. Циљ синтезе ових модела jе превиђање нових
података и доношење одлука. Наjчешће коришћени предиктивни модели
су вештачке неуронске мреже - ANN [3], стабла одлука - DT [4] [5]
и SVM [6]. У области рударења података (Data Mining) [7], тражења
шаблона у великоj количини података, методе DT и SVM су међу првих
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10 коришћених данас [8] [9]. Међу истраживачима у рударењу података
и ANN се често користе [7] [10].
Када се машински класификатори користе за решавање проблема
велике величине (нпр. у рударењу података) или у апликациjама обраде
података у реалном времену (нпр. компjутерска визиjа) [11] [12] [13]
[14], време за коjе се обавља класификациjа jе веома критична ставка.
Скраћивање времена класификовања може се постићи развоjем нових
алгоритама и софтверских алата или имплементирањем класификатора
директно у хардверу.
Алгоритамска решења за проблеме рударења података огромне
величине постоjе већ децениjама. Међутим, њихова примена jе
ограничена на специjализоване, високо буџетне системе. Неки од таквих
система су финансиjске и високо технолошке индустриjске апликациjе.
За овакве случаjеве предложен jе велики броj алгоритамских решења
[15] [16] . Компаниjе као што су Google, Yahoo, Facebook, Linke-
dIn, Twitter и eBay раде са “Hadoop” софтверским системом намењеног
дистрибуираном рачунању. “Hadoop” омогућава ефикасно обрађивање
велике количине података коришћењем великих мултипроцесорских
система, процесорских фарми и читавих мрежа рачунара [17].
Компаниjа IBM у своjоj понуди има SPSS софтвер намењен за рад са
подацима великог обима. Часописи “Wiley Interdisciplinary Review” и
“Rexer Analytics” наводе као наjчешће коришћене софтверске алате, у
проjектима рударења података, RapidMiner, R project и Pentaho/WEKA
платформу. Ови алати, између осталих, нуде велики броj алгоритама
за рад са машинским класификаторима као што су DT-ови, SVM-ови и
ANN-ови.
1.2 Преглед постоjећих резултата
У области хардверских имплементациjа класификатора машинског
учења постоjи доста обjављених радова и предложених архитектура.
Велика пажња посвећена jе стаблима одлука, SVM предиктивним
моделима као и неуронским мрежама.
Стабла одлука су машински класификатори са веома jедноставном
идеjом. Иако су примењуjу веома много, прошло jе доста времена док се
нису поjавиле прве хардверске архитектуре за ову врсту класификатора.
Хардверска имплементациjа алгоритма за изградњу стабала одлука дата
jе у [18]. Предложена архитектура погодна jе за релизациjу како на Fi-
eld Programmable Gate Array (FPGA), тако и на Application Specific In-
tegrated Circuits (ASIC) чиповима. Имплементациjа познатог Classifica-
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tion and Regression Tree (CART) алгоритма за изградњу стабала одлука
описана jе у [19]. Приказано решење користи FPGA чип као и Cen-
tral Processing Unit (CPU) са више jезгара да постигне значаjно убрзање
у односу на софтверска решења. Приказано решење намењено jе High
Performance Computing (HPC) системима. Реализациjа ортогоналног
стабла одлуке погодног за системе ниске потрошње предложена jе у
[20]. Систем jе имплементиран као ASIC чип урађен у 0.18 µm Comple-
mentary metal–oxide–semiconductor (CMOS) технологиjи и употребљен
jе за идентификациjу гасова. Jош jедна имплементациjа ортогоналног
стабла одлука приказана jе у [21]. Предложена паралелна проточна
архитектура имплементирана jе на FPGA чипу.
Решење за DT предиктивне моделе са наjширом применом
предложено jе у [22] и [23]. Приказано Intellectual Property (IP) jезгро
може да реализуjе ортогонална, неортогонална и нелинеарна стабла
одлука и погодно jе за интеграциjу у System on Chip (SoC) решења.
Архитектура се састоjи од низа универзалних чворова уз помоћ коjих
могу да се имплементираjу све три наведене врсте стабала. При томе,
предложене архитектуре су погодне за имплементациjу како на FPGA
тако и на ASIC чипу. На слици 1.1 приказана jе архитектура коjа се
састоjи од секвенце универзалних чворова.
Слика 1.1: Архитектура састављена од низа универзалних чворова
(Преузето из [22])
Архитектура, чиjи циљ jе да се имплементираjу хомогени ансамбли
коjи се састоjе од DT предиктивних модела предложена jе у [21].
SVM предиктивни модели су се показали као веома добри у
практичноj примени али jе њихово срачунавање доста комплексно.
Из тог разлога су хардверске архитектуре предложене убрзо након
првог приказивања ових класификатора у [6]. Прва хардверска
архитектура за тренирање SVM класификатора предложена jе у [24].
У том раду развиjен jе посебан алгоритам, погодан за паралелну
хардверску имплементациjу и описан jе његов Register Transfer Level
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(RTL) модел. На жалост, предложени алгоритам има експоненциjалну
комплексност. Дигиталнe архитектуре за убрзање наjефикасниjег
алгоритма за тренирање SVM класификатора предложене су у [25, 26].
Решење приказано у [26] имплементира чувени Sequential Minimal Op-
timisation (SMO) алгоритам и реализовано jе као SoC решење у 90 nm
Taiwan Semiconductor Manufacturing Company (TSMC) технологиjи.
Решење приказано у [25] реализовано jе као IP jезгро и релизован jе
FPGA прототип.
Ако се посматраjу само класификатори, jедан генератор SVM
предиктивних модела предложен jе у [27]. Предложени генератор прави
модел коjи jе погодан за FPGA имплементациjу и примењуjе се у
уграђеним системима. Jедна паралелна дигиталана архитектура за ову
врсту класификатора предложена jе у [28] и примењена jе на детекциjу
обjеката. Архитектура користи дељење ресурса између паралелних
jединица и имплементирана jе на FPGA чипу. Jедна архитектура коjа
може да ради са SVM предиктивним моделима чиjи jе кернел радиjалан
предложена jе у [29].
SVM класификатори се обично имплементираjу као бинарни
класификатори. SVM предиктивни модел коjи може да предвиђа
више од две резултуjуће класе предложен jе у [30]. На слици
1.2 приказанa jе архитектура предложеног класификатора. Може
се видети да jе предикциjа на више класа постигнута паралелном
имплементациjом више бинарних класификатора. Коначна класа се
одређуjе простим гласањем што jе jедна од идеjа коjа се користи код
ансамбала класификатора.
ANN предиктивни модели имаjу структуру као неуронске мреже
биолошких система и наjпознатиjи су међу класификаторима.
Хардверска решења за ову врсту класификатора у употреби су
преко 20 година. Преглед постоjећих решења до 2010. године дат
jе у [31]. У тим решењима за имплементациjу неуронских мрежа
коришћена су аналогна, дигитална као и хибридна решења. Дигиталне
неуронске мреже имплементиране су како на FPGA тако и на ASIC
чипу. Од архитектура коришћене су, паралелне као и Single In-
struction, Multiple Data (SIMD) архитектуре. Више књига се бави
хардверском имплементациjом неуронских мрежа међу коjима jе
нпр. [32]. У књизи се описуjу архитектуре неуронских мрежа са
посебним нагласком на реализациjи на FPGA чиповима. Тврди се
да су хардверске имплементациjе неуронских мрежа постале поново
атрактивне захваљуjући повећању капацитета FPGA чипова и да су
почетни неуспеси хардверског приступа везани са покушаjима да се
мреже имплементираjу искључиво коришћењем ASIC чипова.
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Слика 1.2: SVM архитектура за предикциjу више од две класе (Преузето
из [30])
Паралелна имплементациjа неуронске мреже намењене за обраду
видео сигнала у реалном времену предложена jе у [33]. Архитектура
користи фиксну репрезентациjу за представљање броjева ширине 16
бита, организована jе по слоjевима и имплементирана jе на FPGA
чипу. У чланку [34] приказана jе архитектура за Multi-Layer Percep-
tron (MLP) неуронске мреже. Предложена архитектура реализована jе
на FPGA чипу, организована jе по слоjевима и користи паралелизам
своjствен неуронским мрежама. Другачиjи приступ реализациjи ANN
мрежа показан jе у чланку [35] где jе предложено идеjно решење за
имплементациjу ANN класификатора као SoC архитектуре. Концепт
овог идеjног решења приказан jе на слици 1.3. Предложена архитектура
користи огроман броj елемената коjи су названи неуронски Proces-
sing Element (PE). Ти елементи су преко jедне мреже за међусобно
повезивање организовани у jединствен систем. У истом чланку
анализира се наjекономичниjи поступак добиjања jединствене мреже са
милионима неурона.
Као што се може видети из доступне литературе, хардверске
имплементациjе предиктивних модела машинског учења су од
истраживачког интереса више од 20 година. Предложен jе веома велики
броj архитектура, са наjразличитиjим циљевима имплементациjе. За
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Слика 1.3: Неуронска мрежа на SoC (Преузето из [35])
све архитектуре заjедничко jе да имаjу знатно краће време предикциjе
у односу на софтверска решења, од 1 до 3 реда величине мања.
1.3 Главни резултати докторске дисертациjе
Све постоjеће дигиталне архитектуре за хардверску имплементациjу
машинских класификатора могу да реализуjу само jедан тип
класификатора, на пример DT, SVM или ANN. Обзиром на могуће
компаративне предности коришћења хибридних модела коjи укључуjу
различите типове класификатора, од интереса jе дигитална архитектура
коjа би могла да имплементира више различитих врста машинских
класификатора. У овоj докторскоj дисертациjи представљена jе jедна
таква универзална реконфигурабилна архитектура, грубог степена
гранулациjе, коjа има могућност да имплементира више типова
различитих машинских класификатора, укључуjући и DT-ове, SVM-
ове као и ANN-ове. Предложена хардверска дигитална архитектура
може да имплементира ортогоналне DT-ове, неортогоналне DT-
ове, нелинеарне DT-ове, функционалне DT-ове, регресионе DT-ове,
линеарне и нелинеарне SVM-ове са полиномиjалним и радиjалним
кернелима, вишеслоjне перцептроне (врста ANN) и ANN-ове засноване
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на радиjалним функциjама. Колико jе нама познато ово jе прва
хардверска архитектура коjа има овакве могућности.
1.4 Три наjчешће коришћена предиктивна
модела
Машинско учење jе научна област коjа анализира и развиjа
алгоритме, чиjим извршавањем се омогућава машинско учење. Циљ jе
да се изграде системи, коjи само на основу улазних података, могу да
доносе интелигентне одлуке. Област машинског учења jе у тесноj вези
са областима као што су теориjа вероватноће, вештачка интелигенциjа,
итд.
Системи машинског учења имаjу два дела (Слика 1.4). Први део
служи за формирање предиктивних модела на основу података за
тренирање коришћењем неког од алгоритама за обучавање. Други део
обухвата употребу претходно изграђеног предиктивног модела коjи се
може интерпретирати као знање или интелигенциjа.
Слика 1.4: Систем машинског учења
Постоjи велики броj алгоритама машинског учења. Три главне групе
су неуронске мреже, стабла одлука и Support Vector Machine.
1.4.1 Стабла одлука
Стабла одлука (DT) су jедни од првих машинских модела учења коjи
су ушли у ширу примену. DT додељуjу неку класу улазноj инстанци
на основу сериjе тестова у чворовиима стабла (Слика 1.5). На основу
теста у чвору стабла бира се jедна од две или више могућих грана
и тим избором преноси се даље тест у наредни суседни чвор. У овоj
дисертациjи разматраjу се само стабла код коjих су могуће две наредне
гране. Овакви тестови понављаjу се док се не наиђе до листа стабла.
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Лист стабла заправо представља резултат предикциjе коjи се додељуjе
улазноj инстанци. На оваj начин, процес класификовања своди се на
обилазак стабла одлуке.
Слика 1.5: Стабло одлуке
У сваком од чворова стабла, више атрибута улазне инстанце може
бити подвргнуто тесту. Уколико су атрибути нумерички, у зависности
од врсте теста, стабла могу бити ортогонална, неортогонална или
нелинеарна [21].
У случаjу неортогоналних стабала, тест у чворовима стабла
проверава да ли jе вредност функциjе 1.1 позитивна или не.
f(x) = w · x+ b (1.1)
У формули 1.1 вектор w представља вектор нормалне раздваjаjуће
хиперравни у простору атрибута, x jе улазни вектор (инстанца) док jе b
скалар.
У зависности од тога шта се налази у листу стабла предиктивни
модели стабала могу се поделити на две класе:
• Класификациона стабла, коjа у своjим листовима имаjу скаларне
вредности коjе представљаjу класу коjа се додељуjе инстанци из
дискретног скупа вредности.
• Регресиона стабла, коjа у своjим листовима стабла процењуjу
реалну вредност као резултат предикциjе.
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У употреби су jош и функционална стабла - Functiona Tree (FT)
уведена у [36].
1.4.2 Support Vector Machines
SVM су алгоритми за машинско учење коjи су засновани на
статистичкоj теориjи учења [37]. У литератури се први пут поjављуjу
у [6]. Такви алгоритми постижу одличне резултате jер имаjу две добре
особине. Прва особина jе та што увек налазе глобални минимум циљне
функциjе класификациjе а друга jе да постижу максималну маргину
класификациjе. Ове особине ће даље бити обjашњене у наредним
параграфима.
Обично се o SVM машинама говори као о бинарним
класификаторима. Уз одређене модификациjе ове машине могу
давати и континуалан излаз и тада се такве машине називаjу регресионе
SVM машине. У наставку ће прво бити укратко описане бинарне а
затим регресионе машине.
SVM алгоритми апроксимираjу непознату функциjу класификациjе
T : X → Y са неком функциjом F : X → Y . Улазни подаци за алгоритам
обучавања SVM-а jе тренинг скуп величине n:
S = {xi, yi}, i = 1, . . . , n, xi ∈ X ⊆ Rn, yi ∈ Y = {−1, 1}, T : xi → yi
Линеарна верзиjа функциjе класификациjе jе облика
F (x) = w · x+ b, w ∈ Rn, b ∈ R
Линеарна функциjа класификациjе представља хиперраван (Слика
1.6). Са jедне “стране” равни налазе се тачке jедне класе а са супротне
стране налазе се тачке друге класе. SVM алгоритми налазе хиперраван
коjа jе максимално удаљена од тачака обе класе. То jе особина
максималне маргине. Ова се обично сматра одличном особином пошто
повећава моћ генерализациjе машине. Моћ генерализациjе jе особина
коjом се на основу jедног броjа случаjева може направити правило коjе
покрива све или већи броj случаjева.
Улазни простор X може се нелинеарним мапирањем φ превести
у простор Z ⊆ Rl, l  n , чиме се уводи нелинеарна функциjа
класификациjе. То омогућава да се подаци коjе ниjе било
могуће раздвоjити у простору X, уколико се примени одговараjуће
пресликавање, раздвоjе у простору Z коjи има више димензиjа од
простора X. Укупни резултат jе да се добиjа нелинеарна раздваjаjућа
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Слика 1.6: Хиперраван
површ (Слика 1.7). Коришћењем “трика jезгра” (Kernel Trick), избегава
се рад са нелинеарним функциjама и задржава се сва jедноставност
линеарног случаjа. Функциjа класификациjе се у том случаjу изражава
као F (x) = w · φ(x) + b.
Слика 1.7: Трик jезгра
У принципу, потпуно раздваjање тачака ниjе могуће ни у просторима
са великим димензиjама што значи да неке тачке могу бити погрешно
класификоване. Због тога се уводи околина хиперравни (описуjе се
ε параметрима) у коjоj jе допуштена погрешна класификациjа. Када
се ови пареметри уведу у већ постоjеће jедначине, SVM jе могуће
представити у форми ограниченог квадратног програмирања - Constra-











yi(w · φ(xi) + b) ≥ (1− εi)
C > 0, εi ≥ 0,∀i ∈ 1, . . . ,m
Први део функциjе за минимизациjу обезбеђуjе наjвећу маргину
а други одређуjе колико тачке могу бити погрешно класификоване.
Параметар C балансира оба циља. Применом Лагранжове теориjе








0 ≤ αi ≤ C, ri = −1∀i ∈ 1, . . . ,m,
yTα = 0
Матрица Q jе симетрична, позитивна, семи-дефинитна матрица,
величине m×m са елементима
qij = yiyjK(xi, xj)
Функциjа K се зове jезгро (kernel) и она имплицитно дефинише
пресликавање φ , K(xi, xj) = φ(xi) · φ(yi) . Избором jезгра бирамо
простор у коjи ће тачке бити пресликане. Нека од популарних jезгара су
радиjално и полиномиjално jезгро:






kpoly(xi, xj) = (xi · xj + a)b
У случаjу SVM машина, систем за обучавање наjчешће решава
дуални Лангранжов CQP проблем. Резултат обучавања jе SVM




yiαiK(xi, s) + b (1.2)
Улазни податак означен jе са s . Знак v(s) jе класа улазног примера
и на таj начин добиjа се бинарна класификациjа.
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Код машина за регресиjу излаз jе континуална вредност, yi ∈ Y ⊆ R.
Ове машине предвиђаjу колики ће бити излаз непознате реалне функциjе
на произвољан улаз.
Машине за регресиjу користе сложениjу функциjу за оцену колико
jе тачака погрешно класификовано. Уколико jе предвиђена вредност на
раздаљини мањоj од неког ε тада се грешка игнорише. На таj начин се













ti ≤ yi + ε+ ξ+i
ti ≥ yi − ε− ξ−i
Вредности ti су тачне вредности за тренинг пример i а ξ+i и ξ
−
i су
вредности коjе одређуjу колика jе допуштена грешка за дати пример.











(α+i − α−i )(α+j − α+j )xi · xj + ε
L∑
i=1
(α+i − α−i ) +
L∑
i=1
(α+i − α−i )ti]
∀i, 0 ≤ α+i ≤ C, 0 ≤ α−i ≤ C
L∑
i=1
(α+i − α−i ) = 0
1.4.3 Вештачке неуронске мреже
Вештачке неуронске мреже су машински модели за предикциjу чиjа
jе структура слична неуронским структурама живих бића. На jезику
графова ANN-ови се могу интерпретирати као тежински графови где су
вештачки неурони као чворови графа повезани тежинским гранама. У
зависности од тога да ли jе граф мреже цикличан или не, ANN се могу
поделити на рекурзивне ANN-ове (енглески recurrent ANN) и ANN-ове
без повратних грана (енглески feed-forward ANN). У овоj дисертациjи
неће бити речи о рекурзивним ANN-овима.
Два наjчешћа коришћена типа мрежа су MLP мреже и RB (Ra-
dial Basis) мреже. У случаjу MLP мрежа, коjи су широко коришћена
врста неуронских мрежа, неурони су организовани у слоjеве. Jедини
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допуштени споjеви међу неуронима су они између суседних слоjева
мреже. Не постоjе ни споjеви између неурона истог слоjа, као ни
повратни споjеви од слоjа M ка слоjевима M-1, M-2... (Слика 1.8).
Слика 1.8: Структура неуронске MLP мреже
У структури MLP ANN предиктивног модела, постоjе три врсте
слоjева: улазни, скривени и излазни слоj. Улазни слоj састоjи се од
n неурона где jе n броj атрибута улазне инстанце. Након улазног слоjа
следи jедан или више скривених слоjева. Сваки скривени слоj састоjи се
од произвољног броjа неурона. Излазни слоj мреже израчунава коначну
вредност класификовања за улазну инстанцу.
Сваки неурон, било у скривеном, било у излазном слоjу, рачуна
следећи израз:
f(w · x+ b) (1.3)
где jе x jе улазни вектор, вектор w представља вектор тежине док jе b
скалар, коjи се jош назива и додатна вредност. Функциjа f , коjа се назива
и активациона функциjа, може бити линеарна или нелинеарна реална
функциjа реалне скаларне променљиве: f : R → R. За неуроне улазног
слоjа вектор x заправо jе вектор атрибута улазне инстанце. За неуроне
скривених слоjева и излазног слоjа вектор x се састоjи од резултата
прорачуна претходних слоjева мреже. Вектор w има исте димензиjе као
и вектор x.
У употреби MLP ANN класификатора, коришћене су многе








Други, веома важан, тип неуронских мрежа су RB ANN мреже. Оне
се типично састоjе од три слоjа неурона: улазни, скривени и излазни.
Сваки неурон у скривеном слоjу рачуна следећи израз:
f ‖x−w‖ (1.5)
где jе x jе улазни вектор (инстанца), вектор w представља централни




Неурон из излазног слоjа рачуна:
f(x) = x ·w (1.7)
где jе x вектор коjи се састоjи од резултата прорачуна скривеног слоjа,
а w jе тежински вектор излазног неурона, док jе · скаларни производ.
Вектор x има димензиjу jеднаку броjу неурона у скривеном слоjу мреже.
Вектори x у формулама 1.5 и 1.7, у општем случаjу имаjу различите
димензиjе. Исто важи и за векторе w из истих формула.
1.5 Реконфигурабилне хардверске
архитектуре
Област реконфигурабилног хардвера jе у великом развоjу. Обjављено
jе више књига и радова на ову тему, [38, 39, 40]. У овом поглављу
биће дат мали увод коjи ће омогућити да се опише каквог типа су
реконфигурабилни системи представљене у овоj дисертациjи.
Обично се сматра да се неки алгоритам може имплементирати на два
начина. Први начин, широко распрострањен, jе реализациjа алгоритма
као софтвера коjи се извршава на неком процесору опште намене -
CPU. Други начин jе имплементациjа алгоритма као специjализованог
хардвера у виду ASIC чипа. Софтверка имплементациjа пружа велику
флексибилност приликом реализациjе алгоритма али су перформансе
такве релизациjе вишеструко лошиjе од ASIC имплементациjе.
Реконфигурабилна хардверска решења пружаjу флексибилност коjа
jе приближна софтверским решењима, уз перформансе коjе се могу
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мерити са ASIC решењима. У поређењу са CPU имплементациjом,
реконфигурабилна решења пружаjу перформасе коjе су неколико
редова величине боље али jе сам развоj значаjно комплексниjи.
Када се реконфигурабилна решења пореде са ASIC имплементациjом,
перформансе су лошиjе ред величине али jе развоj драстично
поjедностављен.
Уколико се jош дубље уђе у разматрање компромиса између
ефикасности система и флексибилности његовог развоjа може се видети
да нису само CPU и ASIC имплементациjе jедина решења коjа имаjу
велику примену. Уз ове две могућности за релизациjу алгоритама
користе се jош у значаjноj мери и FPGA, Application Specific Integra-
ted Processor (ASIP) и Digital Signal Processor (DSP) решења (Слика
1.9). FPGA системи су пример реконфигурабилног система са великом
флексибилности. Реконфигурабилни системи развиjени специjално за
неки проблем могу се поставити између ASIC и FPGA решења, што се
тиче перформанси и флексибилности.
Слика 1.9: Компромис између ефикасности и флексибилности
Реконфигурабилни систем састоjи се од већег броjа програмабилних
елемената за процесирање - Reconfigurable Processing Element (RPE) и
програмабилних интерконекциjа - Reconfigurable Interconnection (RI).
RPE се по потреби могу конфигурисати да реализуjу одговараjућу
логичку операциjу док се RI могу конфигурисати да образуjу међусобну
везу два RPE. Имплементациjа потребног алгоритма постиже се тако
што се упишу одговараjуће вредности у конфигурационе бите коjи
одређуjу како ће се понашати RPE и RI елементи.
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На основу тога да ли се реконфигурациони систем конфигурише на
нивоу бита или на нивоу речи, може се направити следећа класификациjа
ових система:
• Реконфигурабилни системи финог степена гранулациjе
• Реконфигурабилни системи грубог степена гранулациjе
Реконфигурабилни системи финог степена гранулациjе су они
код коjих се и RPE и RI елементи могу конфигурисати на нивоу
поjединачних бита. Пример система финог степена гранулациjе jе
FPGA чип. На слици 1.10 може се видети генерална структура jедног
реконфигурабилног система финог степена гранулациjе. Сваки RPE
елемент може се конфигурисати тако да имплементира произвољну
jеднобитну Булову функциjу. Уопштено, RPE може имплементирати
више различитих Булових функциjа одjедном. RI елементи омогућаваjу
да се произвољни улази/илази RPE елемената повежу на нивоу бита и
броj ових веза jе веома велик.
Слика 1.10: Генерални приказ реконфигурабилног система финог
степена гранулациjе
Реконфигурабилни системи грубог степена гранулациjе су системи
чиjи RPE и RI елементи се конфигуришу на нивоу речи. Ови системи
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се проjектуjу циљано за одређени домен проблема. На слици 1.11 се
може видети генерална структура jедног реконфигурабилног система
грубог степена гранулациjе. У случаjу ових система, RPE елементи
обављаjу задатак специjализован за домен проблема. У овом случаjу
они се конфигуришу целим речима и не могу да обављаjу произвољну
функциjу. Конфигурациjа се за RPE елементе у овом случаjу смешта у
RAM мемориjе. Броj RI елемената знатно jе мањи него у случаjу система
финог степена гранулациjе. Код система грубог степена гранулациjе
ови елементи конфигуришу целе магистрале. Зато што су системи
грубог степена гранулациjе орjентисани ка само jедном домену проблема,
елементи за конфигурисање немаjу велику флексибилност као елементи
система финог степена гранулациjе. Мањи степен флексибилности
омогућава овим системима да имаjу перформансе приближне ASIC
решењима.
Слика 1.11: Генерални приказ реконфигурабилног система грубог
степена гранулациjе
Према овоj класификациjи, архитектуре представљене у овоj
дисертациjи су реконфигурабилни системи грубог степена гранулациjе




архитектура за убрзавање три
предиктивна модела
2.1 Универзални математички модел за три
предиктивна модела
У овом поглављу детаљно ће бити описана универзална
реконфигурабилна дигитална архитектура коjа може да реализуjе
DT, SVM и ANN класификаторе. У наставку текста ову архитектуру
ћемо звати RMLC. Главна идеjа за реализациjу оваквог класификатора
jе чињеница да формуле 1.1, 1.2, 1.3 и 1.5 имаjу неколико заjедничких
операциjа. За DT моделе, SVM моделе коjи имаjу кернел у коjем
се користи скаларни производ и за MLP моделе, основна операциjа
jе скаларни производ вектора. Уjедно ово jе и операциjа коjа jе
рачунски наjзахтевниjа а у случаjу DT-ова и линеарних SVM-ова ово
jе и jедина операциjа коjа треба да се уради. У случаjу формула
за нелинеарне SVM-ове и MLP-ове на резултат скаларног производа
се примењуjе jош и додатна нелинеарна функциjа. За два модела,
SVM коjе користе радиjални кернел и RB мреже, основна операциjа jе
рачунање модула разлике вектора. Све наведене формуле могу да се




cfg = 0 : w · x+ b
cfg = 1 : f(w · x+ b)
cfg = 2 :
∑
w αf(w · x) + b
cfg = 3 :
∑
w αf(‖w − x‖) + b
cfg = 4 : f(w · x+ b)
cfg = 5 : f(‖w − x‖)
(2.1)
Када се анализира формула 2.1 може се закључити да сви случаjеви,
унутар комплексне формуле, деле сличне операциje. Ова чињеница
открива да jе могуће дизаjнирати jединствено реконфигурабилно jезгро
коjе би могло да реализуjе поменуте предиктивне моделе. Ово
jезгро треба да има могућност да ради одузимање два вектора,
скаларни производ два вектора, додавање броjа и рачунање произвољне
нелинеарне функциjе. По потреби би се користиле само неке од
свих ових операциjа уз одговараjући редослед њиховог извршавања.
У фази реконфигурисања универзална дигитална архитектура би се
програмирала да имплементира jедан тачно одређен тип класификатора.
У наредним поглављима jе представљена jедна имплементациjа таквог
реконфигурабилног дигиталног хардверског jезгра.
2.2 Детаљи RMLC архитектуре
RMLC архитектура (Слика 2.1) састоjи се од везе истоветних блокова
поређаних у низ. Ове блокове ћемо звати Reconfigurable Block (RB)
модули. Броj ових блокова jе параметар архитектуре и може се
подесити током дизаjнирања система. Сваки RB модул прима податке од
претходног модула, потом ради прорачун над тим подацима и прослеђуjе
их до наредног модула. Поред RB модула, RMLC архитектура има и
jедан додатни модул коjи се зове Reconfiguration Enable (REN). Модул
REN бира, током програмирања система, коjи поjединачни RB модул се
конфигурише.
Архитектура RMLC има неколико улазних интерфеjса: интерфеjс за
конфигурациjу, интерфеjс за W RAM, интерфеjс за F RAM и интерфеjс
за улзану инстанцу.
Интерфеjс за конфигурациjу служи да програмира функциjу
поjединачних RB модула, одређуjе величину улазне инстанце и подешава
броj активних колона унутар W RAM-а. Интерфеjси за W RAM и F
RAM конфигуришу W RAM и F RAM мемориje, респективно. О овим
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Слика 2.1: RMLC архитектура
мемориjама биће више речи у наредним параграфима. Интерфеjс за
улазну инстанцу прослеђуjе улазну инстанцу до класификатора.
Модул RMLC има два излазна порта, data и vdata. Порт data садржи
резултат предикциjе док порт vdata означава да ли jе вредност на порту
data важећа. Порт data се различито интерпретира у зависности од тога
коjи тип класификатора имплементира RMLC архитектура. У случаjу
да jе RMLC архитектура конфигурисана као DT, тада ће на излазном
порту бити срачуната класа улазне инстанце. Када jе архитектура RMLC
конфигурисана да ради као SVM, тада се на излазу класификатора
налази срачуната сума функциjе за предикциjу 1.2. И на краjу, уколико
jе RMLC архитектура конфигурисана да ради као ANN, на излазном
порту ће бити излазне вредности за сваки неурон излазног слоjа.
Начин мапирања сваког од типова класификатора илустрован jе на
наредноj слици 2.2.
Слика 2.2: Мапирање на RMLC архитектуру
У случаjу када jе RMLC архитектура конфигурисана као DT, сви
чворови и листови у jедном нивоу стабла су пресликани у jедан RB модул
(2.2 a). Када jе архитектура конфигурисана да ради као SVM, формула
1.2 се дели на делимичне суме. Свака од добиjених делимичних сума
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се потом срачунава у поjединачном RB модулу (2.2 b). На краjу, када
jе архитектура програмирана да ради као ANN, тада су сви неурони из
jедног нивоа мреже пресликани у jедан RB модул (2.2 c).
2.3 RB модул
Дизаjн модула RB организован jе хиjерархиjски. Сваки RB модул
садржи по jедну инстанцу следећа три модула (Слика 2.3): X, CALC,
CONFIG.
Слика 2.3: Структура RB модула
Модул X прима улазне вредности и смешта их у интерну RAM
мемориjу. Ову мемориjу ћемо звати X RAM. У случаjу када jе
архитектура конфигурисана као DT или SVM, улазна инстанца се
прослеђуjе наредним RB модулима у низу, коjи вредности инстанце
смешта у X RAM. Када jе архитектура програмирана да ради као ANN,
тада се вредности излазних неурона тренутног RB модула смештаjу у X
RAM наредног RB модула.
Модул CONFIG контролише начин рада RB модула. Модул CON-
FIG садржи неколико основних конфигурационих регистара (cfg, xlen,
wlen, first, last, pass) и две RAM мемориjе (W RAM и F RAM).
Конфигурациони регистар cfg одређуjе режим у ком ради RB модул. У
зависности од тога коjа jе вредност у овом регистру, добиjа се различит
класификатор: DT, SVM или ANN. Регистар xlen одређуjе броj атрибута
у инстанцама. Вредност у регистру wlen одређуjе броj вредности унутар
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W RAM-а. Регистар first означава да ли jе модул RB први у низу
елемената, док регистар last означава да ли jе модул RB последњи
у низу. Регистар pass одређуjе да ли модул треба само да проследи
резултат класификовања до наредног модула. Оваj регистар има наjвећи
приоритет. Уколико jе он постављен на вредност jедан, вредности
осталих регистара нису од значаjа.
Слика 2.4: Структура CONFIG модула
RAM мемориjе унутар модула CONFIG садрже разне вредности
у зависности од тога како jе програмиран целокупан RB модул.
Уопштено, W RAM jе организован као дводимензионални низ коjи
садржи вредности неопходне за рачунање скаларног производа. F RAM
jе jедно-димензиони низ у коме се налазе одбирци функциjа.
W RAM jе организован као дводимензионални низ, зато има два
улазна порта за адресе (wr_waddr и wr_xaddr) чиjим коришћењем се
бира локациjа унутар мемориjе у коjу ће се уписати вредност. Адресни
улази за читање су одвоjени (rd_waddr и rd_xaddr). Током адресирања
вредности коjе се налазе на портовима *_waddr и *_xaddr (* се односи
или на rd или на wr) се комбинуjу унутар модула у jедну адресну
вредност. Коначна адреса се добиjа тако што се *_xaddr интерпретира
као мање значаjна вредност док се *_waddr посматра као вредност већег
значаjа. На пример, када би обе адресне линиjе биле широке 4 бита,
тада би се мемориjа W RAM адресирала са 8 бита. Уколико би вредност
*_waddr била 0xA а вредност *_xaddr износила 0x5, тада би се мемориjа
W RAM адресирала вредношћу 0xA5.
Модул CALC jе наjкомплексниjи део модула RB. Он се састоjи од
аутомата стања - Finite State Machine (FSM), регистара и комбинационих
мрежа. На слици 2.5 аутомат стања jе означен са FSM док су
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комбинациони део система као и регистри обележени са Datapath.
Регистри и комбинационе мреже су такви да могу да обаве произвољан
прорачун неопходан да се реализуjе функциjа неопходна за рад
класификатора. FSM контролише ток података између регистара и
комбинационих мрежа тако да се добиjе жељени резултат. Рад аутомата
стања зависи од тренутне конфигурациjе класификатора.
Слика 2.5: Структура CALC модула
Модул CALC (Слика 2.5) садржи неколико регистара (MREG, AREG,
SREG, DREG, WADDR, XADDR, DATAREG), jедан множач, jедан
сабирач, jедан одузимач и два инкрементера.
Регистри MREG, AREG и DREG чуваjу вредости из множача,
сабирача и одузимача, респективно (Слика 2.6). Регистар DATAREG
jе излазни регистар RB модула. У зависности од конфигурациjе RB
модула, вредност регистра RB има другачиjу интерпретациjу. У случаjу
када jе архитектура конфигурисана да ради као DT, вредност регистра
DATAREG се интерпретира као вредност класе или као базна адреса за
W RAM, за наредни RB модул. Када jе архитектура програмирана да
ради као SVM, регистар DATAREG садржи парциjалну суму срачунату
за све векторе подршке смештене у W RAM тренутног RB модула.
Класификатор испрограмиран да ради као ANN у регистру DATAREG,
садржи излазну вредност тренутног неурона. Регистар SREG акумулира
парциjалну суму, када класификатор ради као SVM. Регистар XADDR
садржи вредност улазне адресе за X RAM док комбиноване вредности
регистара WADDR и XADDR представљаjу вредност улазне адресе за
W RAM.
Машина стања модула RB контролише како подаци теку кроз
комбинационе мреже и регистре. У зависности од конфигурациjе RB
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Слика 2.6: Регистри и комбинационе мреже модула CALC
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модула, машина стања мења ток података тако да се одређуjу потребни
кораци да би се спровео прорачун за предикциjу.
У наредним поглављима биће дат детаљниjи опис рада машине стања






3.1 Архитектура као DT
Модул RB, када jе програмиран да ради као DT, срачунава излазне
вредности свих чворова и листова коjи су у истом нивоу структуре
стабла. Мемориjа X RAM садржи вредности атрибута улазне инстанце,
x. За сваки чвор тренутног слоjа стабла у W RAM-у се чуваjу
информациjе о тежинама w и додатноj вредности b потребних да би се
срачунала формула 1.1 (Слика 3.1). У специjалном случаjу када RB
модул имплементира ортогоналне DT-ове све тежине за вектор w су
jеднаке нули осим jедне. Уз вредности неопходне да се срачуна формула,
у W RAM-у се налазе и константа прага tr као и базне адресе намењене
наредном модулу, adr1 и adr2. Вредности tr1, adr1 и adr2 су намењене да
се омогући гранање у стаблу. За свако од два могућа гранања у стаблу, у
мемориjи се чуваjу две вредности (adr1, adr2). Коначна излазна вредност
модула RB, када ради као DT, jе jедна од адреса, adr1 или adr2. Ова
излазна вредност представља доношење одлуке у сваком чвору стабла
коjи се посети током класификовања.
Слика 3.1: Садржаj W RAM-а у случаjу DT-ова
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Прорачун унутар модула CALC пролази кроз три фазе (Слика 3.2).
У фази 1 рачуна се скаларни производ w ·x. У фази 2, додатна вредност
b се додаjе на резултат скаларног производа. Добиjени резултат се
прослеђуjе на излаз faddr коjи се користи као улазна адреса за мемориjу
F RAM. У фази 3, вредност прага tr се одузима од вредности прочитане
из мемориjе F RAM. У зависности да ли jе вредност након одузимања
позитивна или негативна из W RAM мемориjе се захвата одговараjућа
адреса, adr1 или adr2. Знак вредности се одређуjе на основу Most Signi-
ficant Bit (MSB) вредности одузимања. Вредност одговараjуће адресе се
потом уписуjе у регистар DATAREG.
Слика 3.2: Фазе у прорачуну - DT
У фази 1, у коjоj се рачуна скаларни производ, постоjе две могуће
вариjанте за имплементациjу ланца за обраду. Прва вариjанта, коjа
jе одабрана у RMLC архитектури, jе да се ланац за обраду скаларног
производа подели на два нивоа. Ово jе постигнуто уметањем регистра
MREG између множача и сабирача. Друга могућност jе да између
сабирача и множача не постоjи нити jедан регистар што би свело
ланац за обраду на само jедан ниво. Предност првог приступа jе што
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jе комбинациони пут измећу улаза и регистра AREG скраћен па jе
могуће постићи већу фреквенциjу рада целог система, уколико jе ово
и наjкритичниjи пут. Предност другог приступа jе што има само jедан
ниво па се цела обрада jедног атрибута може урадити у само jедном
циклусу. Уjедно други приступ би поjедноставио и дизаjн машине
стања модула CALC. Ово jе типичан случаj компромиса између веће
проточности система и смањења кашњења за коjе систем даjе резултат.
Пошто jе цела архитектура RMLC проjектована са циљем што веће
проточности, и пошто ова подела ланца на два нивоа, уноси само
jедан циклус кашњења по инстанци, за имплементациjу jе одабран први
приступ и поред усложњавања машине стања модула CALC.
У случаjу да архитектура RMLC имплементира класификационо
стабло, тада прорачун на сваком нивоу стабла пролази кроз све три
наведене фазе. Када се током прорачуна досегне лист стабла, тада
се уместо адресе, у регистар DATAREG смешта вредност коjа се
интерпретира као резултуjућа класа. Уколико архитектура RMLC
имплементира регресионо стабло и када се прорачун одвиjа у чвору тада
се пролази кроз све три наведене фазе. Када се прорачун одвиjа у листу
стабла тада се не пролази кроз све три фазе, већ само кроз фазу 1 и
фазу 2b и вредност коjа се добиjа на излазу на краjу фазе 2b се уписуjе
као коначни резултат у регистар DATAREG.
Када RB модул ради као DT класификатор, машина стања модула
CALC има шест активних стања (Слика 3.3). FSM контролише процес
рачунања коjи jе описан раниjе. Прва фаза прорачуна одвиjа се кроз
стања “STEP_1” и “STEP_2”; друга фаза се одвиjа у стању “STEP_3”;
и трећа фаза се одвиjа у стањима “STEP_4” и “STEP_5”.
Слика 3.3: Машина стања модула CALC као DT класификатора
3.2 Пример рада архитектуре као DT-а
Као пример рада архитектуре RMLC, конфигурисане да ради као DT,
узећемо jедно неортогонално стабло (Слика 3.4).
37
Слика 3.4: Стабло за илустративни пример
Чворови стабла су означени почетним словом “C” и броjем коjи их
идентификуjе. На пример, “C1” означава први чвор, односно корен
стабла. Листови стабла су обележени речима “class” након чега следи
идентификациони броj класе. На пример, “class 2” означава лист у коме jе
завршена класификациjа и излазна класа jе 2. У сваком чвору се рачуна
по jедан тест. Уколико jе срачуната вредност за конкретну инстанцу
за задату формулу истинита, тада jе наредни чвор/лист онаj на коjи се
наиђе када се иде граном “Y”. У случаjу да jе вредност неистинита, тада
jе наредни чвор/лист онаj на коjи се наилази када се иде граном “N”.
За ово конкретно стабло формуле коjе се рачунаjу у чворовима су:
• C1: 0.1 a - 0.2 b + 0.3 c > 0.2
• C2: -0.4 a + 0.3 b + 0.2 c > -0.1
• C3: 0.2 a + 0.1 b - 0.5 c > 0.3
• C4: c > -0.1
• C5: b > 0.2
Архитектура RMLC биће конфигурисана да има 4 RB блока. За ово
конкретно стабло, то значи да ће се користити само прва 3 RB блока
(Слика 3.5). Чвор стабла “C1” ће jедини бити пресликан у први RB
блок. Два чвора из другог нивоа стабла, “C2” и “C3”, биће пресликана
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у други RB блок. У трећем нивоу стабла налазе се два чвора и два
листа. Листови се не пресликаваjу у блокове. Они представљаjу резултат
класификовања. То значи да ће се у трећи RB блок пресликати само
чворови из трећег нивоа стабла, “C4” и “C5”. У четвртом новоу стабла
се налазе само листови. Они се не пресликаваjу у RB модуле, тако да
ће четврти RB модул остати празан. Он ће само пропустити резултат
класификовања претходних RB модула.
Слика 3.5: Пресликавање стабла на архитектуру
Пре него што се уради основна конфигурациjа свих блокова,
основни регистри свих модула (cfg, xlen, wlen, first, last, pass)
су неинициjализовани (Слика 3.6). Сви основни конфигурациони
регистри jедног блока могу да се инициjализуjу у jедном циклусу. У
jедном циклусу могуће jе уписивати вредности само у jедан од RB
блокова. Вредност на улазу baddr одређуjе у коjи блок ће се уписати
конфигурациjа. За оваj пример прво jе конфигурисан блок 0, потом
блок 1, па блок 2 и блок 3. Оваj редослед може бити произвољан.
Да би се уписала вредност у регистар xlen потребно jе поставити ’1’ на
улазну линиjу we_xlen. У случаjу када архитектура RMLC ради као DT
класификатор у оваj регистар се уписуjе броj атрибута улазне инстанце
па због тога на улазноj линиjи стоjи броj 3.
Омогућавање уписа у регистре cfg, first, last и pass се постиже тако
што се стави ’1’ на улаз we_cfg. На улазноj линиjи cfg поставља се
вредност за све ове регистре заjедно. Три Least Significant Bit (LSB)
бита се уписjу у регистар cfg. Ова вредност одређуjе на коjи ће начин
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Слика 3.6: Основни конфигурациони интерфеjс за DT
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класификатор радити. У овом примеру то jе вредност “001”, а то
значи да класификатор може да ради као неортогонално стабло или
као функционално стабло. Четврти бит улазне речи cfg се уписуjе у
основни регистар first. Логично, вредност ’1’ се уписуjе само у RB блок
на адреси 0. Пети бит улазне речи cfg се уписуjе у основни регистар last.
Вредност ’1’ стоjи само за RB модул на адреси 2, пошто jе то последњи
активни модул у овом примеру. Шести бит улазне речи cfg се уписуjе у
регистар pass. Оваj бит одређуjе да ли jе RB модул конфигурисан да само
пропушта вредности. Оваj бит jе постављен на ’1’ само за RB модул на
адреси 3, пошто се у оваj модул не пресликава никаква функционалност
стабла.
Две улазне линиjе we_wlen и wlen контролишу упис у регистар wlen.
Када се постави ’1’ на улазну линиjу we_len тада jе омогућен упис у
оваj регистар и вредност коjа се уписуjе се налази на улазу wlen. Када
класификатор RMLC ради као стабло вредност у регистру wlen ниjе
од значаjа. У овом примеру произвољна вредност 2 jе уписана у оваj
регистар.
Пре конфигурисања, мемориjа W RAM jе неинициjализована (Слика
3.7). Мемориjи W RAM jе неопходно више циклуса да би се
инициjализовала. Додатно, у jедном тренутку могуће, jе радити са
мемориjом W RAM само jедног блока RB. Блок чиjа се мемориjа
конфигурише jе, слично као и код основних регистара, контролисан
улазним сигналом baddr.
Слика 3.7: Конфигурисање мемориjа W RAM jедног DT класификатора
Упис у W RAM се омогућава постављањем улазног порта we_wdata
на вредност ’1’. Вредност коjа треба да се упише у W RAM се поставља
на улазни порт wdata. Локациjа у коjу ће податак да се уписуjе добиjа се
комбиновањем вредности на улазним портовима wr_waddr и wr_xaddr.
Адреса локациjе унутар W RAM добиjа се рачунањем вредности:
address = 2width_wr_xaddr ∗ wr_waddr + wr_xaddr (3.1)
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Ширина адресне линиjе wr_xaddr у овом примеру jе три. У првих
седам локациjа биће уписане важеће вредности за први RB блок:
вредности три атрибута, вредност прага, две адресе са коjи прорачун
треба да започне наредни модул као и додатна вредност коjа се за
оваj тип стабла не користи. Остале локациjе остаће неинициjализоване.
Други RB блок садржи две формуле коjе треба рачунати, зато ће у W
RAM мемориjи две врсте бити заузете. Првих седам локациjа имаће
важеће вредности. Осма локациjа остаће неинициjализована. Затим ће
наредних седам локациjа опет имати вредности са значењем док ће све
остале вредности остати неинициjализоване.
За стабло приказано у овом примеру, вредности коjе треба да се
упишу у прве три локациjе, прве и jедине врсте, првог модула RB су
0.1, -0.2 и 0.3 (Слика 3.8). За представљање реалних броjева, у овом
примеру, користимо фиксну тачку са два бита у целом делу и шест бита у
разломљеном делу. Негативни броjеви су представљени као комплемент
двоjке. Стога у прве три локациjе треба да се упишу битови “00000110”,
“11110011” и “00010011”. Све вредности коjе се уписане у мемориjу W
RAM су добиjене одсецањем.
00000110 = 00.000110 = 2−4 + 2−5 = 0.09375 ≈ 0.1
11110011 = 11.110011 = −(00.001101) =
−(2−3 + 2−4 + 2−6) = −0.203125 ≈ −0.2
00010011 = 00.010011 = 2−2 + 2−5 + 2−6 = 0.296875 ≈ 0.3
Пошто се у примеру ради са неортогоналним стаблом одлуке, у ком
се не додаjе константа пре рачунања функциjе, вредност у четвртоj
локациjи jе 0. У петоj локациjи се налази вредност прага 0.2. На сличан
начин се рачунаjу и вредности коjе су потребне за све остале модуле RB.
На основу мапирања чворова по RB модулима, jасно jе да ће у модулу
RB 0 бити jедна врста унутар мемориjе W RAM, у модулима RB 1 и RB
2 биће две врсте у овоj мемориjи док ће последњи модул, RB 3, остати
са потпуно неинициjализованом W RAM мемориjом (Слика 3.8).
У последње две локациjе налазе се адресе врста са коjих треба
наставити прорачун у наредном модулу RB. Као што се може видети,
у случаjу гране “N” модула RB 0, прорачун се наставља од врсте 0 у
модулу RB 1. Ако се иде граном “Y” прорачун би се наставио од врсте
1 у модулу RB 1. Уколико се из чвора иде на лист, уместо адреса у
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Слика 3.8: Вредности у W RAM-у за пример стабла
овим локациjама се налазе излазне класе. Класе и адресе се разликуjу
по наjвишем биту. Уколико jе наjвиши бит ’1’ тада jе у питању класа,
у супротом jе у питању адреса. То jе разлог зашто се у последње две
локациjе свих врста, чвора “C3” налазе вредности 0x81, 0x82 или 0x83.
Наjзначаjниjи бит ових вредности означава да су у питању излазне класе
док остали битови одређуjу коjа класа jе у питању: 0x81 = класа 1, 0x82
= класа 2 и 0x83 = класа 3.
Модул 3 садржи два чвора коjа су ортогонална. У овом примеру се
може видети како се jедноставно имплементира ортогоналан чвор у RB
модулу (Слика 3.8). Само вредност атрибута коjи се пореди са прагом
jе различита од нуле и има вредност 1.
Модул 4 jе конфигурисан да само пропушта резултат класификациjе,
зато у W RAM мемориjу овог модула нема потребе уписати било какве
вредности.
У мемориjи W RAM стоjе подаци коjи су концептуално матрице.
Мемориjа W RAM jе обична мемориjа са случаjним приступом.
Матрична структура jе добиjена тако што су у мемориjу ређане врста
по врста (Слика 3.9). Улазна адреса за ову мемориjу добиjа се спаjањем
адресних линиjа wr_waddr и wr_xaddr. То значи да у мемориjи између
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валидних података могу да се налазе неинициjализовани делови, коjима
архитектура никада неће приступити.
Слика 3.9: Садржаj мемориjе W RAM-а за пример стабла
Пре конфигурисања, мемориjа F RAM jе неинициjализована (Слика
3.10). Мемориjи F RAM jе неопходно више циклуса да би се
програмирала. Слично као са мемориjом W RAM, у jедном тренутку
могуће jе радити са мемориjом F RAM само jедног модула RB. Блок
чиjа мемориjа се конфигурише контролисан jе улазним портом baddr.
Упис у F RAM омогућава се постављањем улазног порта we_fdata на
вредност ’1’. Вредност коjа треба да се упише у F RAM поставља се на
улазни порт fdata. Адреса локациjе у коjу ће се податак уписати унутар
F RAM-а, поставља се на улазни порт wr_faddr.
У овом примеру, као и у већини случаjева, мемориjа F ADDR за
све блокове у jеднодимензионом низу има исти садржаj. Зато што се
ради са неортогоналним стаблом, садржаj ове мемориjе чине одбирци
функциjе идентитета. Пошто jе при параметризовању архитектуре узето
да jе ширина порта wr_faddr 5, у овоj мемориjи ће се налазити 32 одбирка
функциjе.
Улаз у мемориjу F RAM ће бити нека међувредност током прорачуна.
Та вредност ће имати више бита од 5 па ће се мање значаjни бити
одбацити приликом адресирања ове мемориjе. Приликом интепретирања
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Слика 3.10: Конфигурациони интерфеjс за F RAM за функциjу
идентитета
Слика 3.11: Одбирци функциjе унутар F RAM-а за стабло из примера
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бита као означених броjева представљених у комплементу броjа 2, ниже
адресе се интепретираjу као позитивне вредности а више адресе као
негативне. Зато у одбирцима функциjе идентитета постоjи нагли скок
између две вредности коjе представљаjу прелаз са позитивних величина
на негативне (Слика 3.11). Мемориjа F RAM се у архитектури користи
на следећи начин:
• Одреди се улазна вредност функциjе чиjи одбирци су смештени у
мемориjи F RAM;
• Та вредност се прошири или скрати на онолико бита колико jе
широка адресна магистрала F RAM мемориjе;
• Та вредност се пошаље као адреса у мемориjу F RAM;
• Наредни циклус на излазноj магистрали за податке мемориjе F
RAM налази се вредност тражене функциjе;
Рад архитектуре биће демонстриран на две улазне инстанце коjе се
класификуjу jедна за другом. Прва улазна инстанца ће бити (1, 0, 1).
Друга улазна инстанца ће бити (−0.4, 0.5, 0.2).
Класификациjа за прву улазну инстанцу започиње прорачуном у
чвору стабла - “C1”. (Слика 3.12).
(0.1,−0.2, 0.3) · (1, 0, 1) = 0.4 > 0.2 =⇒ Y (3.2)
Након прорачуна у чвору “C1” резултат jе да се иде низ грану “Y”, па
jе наредни чвор за прорачун “C3”.
(0.2, 0.1,−0.5) · (1, 0, 1) = −0.3 > 0.3 =⇒ N (3.3)
Резултат за прорачун у чвору “C3” jе да се иде низ грану “N”, тако
да jе наредни активни чвор “C4”. У том чвору се рачуна формула као за
ортогонална стабла.
(0, 0, 1) · (1, 0, 1) = 1 > −0.1 =⇒ Y
Резултат прорачуна у чвору “C4” jе “Y” па jе коначан резултат
класификовања “класа 3”.
Друга улазна инстанца биће на улазним портовима одмах након
прве инстанце. То ће максимално оптеретити архитектуру. Наравно,
класификациjа за другу улазну инстанцу започиње прорачуном у чвору
стабла - “C1”. (Слика 3.13).
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Слика 3.12: Путања кроз стабло за прву улазну инстанцу
(0.1,−0.2, 0.3) · (−0.4, 0.5, 0.2) = 0.12 > 0.2 =⇒ N
За разлику од прве инстанце, резултат у чвору “C1” jе да се иде низ
грану “N”. На основу структуре стабла, видимо да то значи да ће за ову
инстанцу ефективни прорачун бити краћи.
(−0.4, 0.3, 0.2) · (−0.4, 0.5, 0.2) = 0.03 > −0.1 =⇒ Y
Резултат прорачуна у чвору “C2” jе “Y” па jе коначан резултат
класификовања “класа 2”.
Архитектура RMLC прихвата улазну инстанцу преко интерфеjса за
податке коjи сачињаваjу улазни портови data и vdata, као и излазни
порт ready (Слика 3.14). Када jе спољни систем спреман да проследи
улазну инстанцу у архитектуру, потребно jе да се улазни порт vdata
постави на ’1’. Архитектура ће, када jе спремна за класификовање,
поставити излазни порт ready на ’1’. Трансфер података почеће када
су оба сигнала на ’1’. Када трансфер почне, не сме да стаjе што значи
да vdata мора остати на ’1’ онолико тактова колико постоjи атрибута у
улазноj инстанци.
За оваj пример, улазна инстанца има три атрибута па jе, од тренутка
када почне, за цео трансфер, потребно три циклуса (Слика 3.14). Може
се приметити да архитектура може да прими прве две инстанце одмах
jедну за другом када ради као стабло. Чим први атрибут прве инстанце
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Слика 3.13: Путања кроз стабло за другу улазну инстанцу
заврши у мемориjи X RAM, модул CALC почиње да ради. То се на
таласним облицима може видети по промени сигнала стања система
“state” са вредности 0 (“IDLE”) на вредност 1 (“STEP_1”). Модул CALC
потом почиње да чита вредности из мемориjе X RAM. Чим се заврши
упис атрибута прве инстанце у мемориjу X RAM, почиње упис атрибута
друге инстанце. То jе могуће зато што jе модул CALC већ обрадио
почетне атрибуте прве инстанце. Стања управљачког аутомата унутар
CALC модула су кодована бинарно у RTL моделу.
• IDLE = 0
• STEP_1 = 1
• STEP_2 = 2
• STEP_3 = 3
• STEP_4 = 4
• STEP_5 = 5
У стању “IDLE” се након стартовања класификациjе унутар модула
CALC, чита вредност са адресе 0 мемориjе X RAM и са одговараjуће
адресе мемориjе W RAM. У случаjу модула RB 0 ова адреса биће исто
0, али у случаjу осталих модула, ова адреса не мора бити 0 већ зависи
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Слика 3.14: Класификовање прве инстанце унутар модула RB 0 за DT
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од резултата прорачуна претходних модула. Оваj случаj ћемо видети за
случаj прве инстанце и модула RB 1. За читање из мемориjа jе потребан
jедан циклус, стога се модул CALC пребацуjе у стање “STEP_1”.
Када ради као DT класификатор, модул CALC у стању “STEP_1”
има важеће вредности на улазима “X” и “W”. У овом стању модул CALC
ће измножити ове вредности и омогућиће регистру MREG да прихвати
резултат множења. Уз то ће прочитати вредности из мемориjа за наредне
адресе. Вредност регистра AREG биће постављена на 0. Потом ће се
модул пребацити у наредно стање “STEP_2”.
Скаларни производ се рачуна док jе модул CALC у стању “STEP_2”.
При првом прелазу у ово стање, вредност у регистру MREG jе важећа,
док jе вредност регистра AREG доведена на 0. У овом стању ће модул
CALC остати онолико циклуса колико атрибута има улазна инстанца.
За наш пример то jе три циклуса (Слика 3.14). Док jе модул у овом
стању активни регистри, реконфигурабилног модула CALC, су регистри
MREG и AREG (Слика 3.15). У регистру AREG се акумулира резултат
скаларног производа улазне инстанце и тежинског вектора. Улазна
инстанца се прослеђуjе у модул CALC, наравно, преко улаза X, док
се тежинска сума добиjа из мемориjе W RAM, преко улаза W. Циклус
пре него што се аутомат стања модула CALC пребаци у наредно стање
“STEP_3”, на улазу W ће се наћи додатна вредност коjу треба додати
на скаларни производ. Та вредност ће се сачувати у регистру MREG.
Уjедно док jе у стању “STEP_2” модул RB прослеђуjе атрибуте инстанце
коjа се класификуjе на излазни порт data и поставља излазни порт vdata
на ’1’.
Слика 3.15: Ланац за рачунање у модулу CALC у стању “STEP_2” када
класификатор ради као DT.
Када jе аутомат у стању “STEP_3”, тада се на вредност скаларног
производа додаjе додатна вредност сачувана у регистру MREG. Добиjена
вредност се шаље као улазна адреса мемориjе F RAM. У наредном
циклусу ће се на улазу F, стога, поjавити вредност функциjе. У овом
кораку се уради и додавање вредности као и рачунање функциjе. Док
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jе машина стања модула CALC у стању “STEP_3” улаз W садржи
вредност прага. Ова вредност ће се сачувати у регистру DREG и биће
искоришћена у наредном стању “STEP_4”. Аутомат се у овом стању
задржава jедан циклус (Слика 3.14). У овом стању у регистру AREG
се налази и срачуната вредност скаларног производа. За прву инстанцу
вредност коjа се налази у регистру AREG jе 0x19, што одговара реалном
броjу 0.390625. То jе приближно вредност 0.4 коjа треба да се добиjе
за оваj скаларни производ (Формула 3.2). Додатна вредност у овом
примеру jе 0 тако да ће вредност коjа ће бити послата као адреса за
мемориjу F RAM бити 0x19, заокружена на 5 значаjних цифара.
Аутомат у стању “STEP_4” упоређуjе вредност функциjе и прага и
на основу тога доноси одлуку коjа jе врста активна за наредни модул RB
или даjе резултат класификациjе. Вредност коjа jе прочитана из F RAM
мемориjе jе 0x18 (Слика 3.14). Пошто jе као адреса послата вредност
0x19, а у F RAM-у се налази функциjа идентитета, произилази да се
jедан бит прецизности изгубио. Ово се десило стога што се у F RAM
мемориjи налази 32 одбирка функциjе jер се ова мемориjа адресира са
адресама ширине 5 бита. Пре адресирања улазна вредност jе заокружена
на 5 значаjних цифара па се добиjа:
0x19 = 00011001 = 00.011001 =⇒
addr = 00.011 =⇒ value = 00.011000 = 0x18
На улазу W се у стању “STEP_4” налази вредност коjа ће се
проследити даље уколико се прати грана “N”. Уколико би се након
одузимања вредности функциjе од прага добила позитивна вредност,
наредно стање аутомата би било стање “IDLE” и вредност са улаза “W”
би се проследила на излаз. У овом примеру вредност коjа се добиjа
jе негативна па аутомат прелази у стање “STEP_5” уjедно читаjући
наредну вредност из мемориjе W RAM.
Када jе машина стања модула CALC у стању “STEP_5” тада се
вредност на улазу W прослеђуjе на излаз. Ово jе резултат прорачуна
модула RB. Наредно стање jе стање “IDLE”. Прелаз аутомата из стања
“STEP_5” у стање “IDLE” еквивалентан jе праћењу гране “Y” у стаблу.
За пример прве инстанце коначан резултат прорачуна у чвору “C1” je
0x01 (Слика 3.14). То значи да ће наредни модул у низу RB 1 почети
своj прорачун за прву инстанцу од врсте 0x01 у своjоj мемориjи W
RAM. Модул CALC подиже излазни порт vdata на ’1’ чиме означава
да jе излазна вредност важећа, а резултат прорачуна, 0x01, ставља на
излазни порт data. На таласним облицима (Слика 3.14) се види и како
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вредности атрибута улазне инстанце одлазе кроз излазне портове до
наредног модула RB 1. Након атрибута инстанце на излаз jе прослеђен
и резултат прорачуна.
У модулу RB 1 прорачун се започиње када кроз улазне портове
за податке, vdata и data, стигну атрибути улазне инстанце као и
резултат прорачуна претходног модула, RB 1. Модул X на основу
конфигурационог бита first има информациjу када да започне прорачун
у модулу CALC. У случаjу да jе оваj бит ’1’, као у случаjу модула
RB 0, прорачун се започиње након примљеног последњег атрибута. У
случаjу када jе оваj бит ’0’ прорачун се започиње тек након примљеног
резултата претходног модула RB. Излазни порт ready нема функциjу,
осим ако jе конфигурациони бит first ’1’. То значи да ready синхронише
трансфер података само између спољних система и архитектуре RMLC,
док нема никакав утицаj унутар архитектуре. Унутар архитектуре
проток информациjа jе такав да размена података на обе стране ниjе
неопходна.
Након стартовања прорачуна унутар модула RB1, рачунање се одвиjа
на већ описани начин (Слика 3.16). Пошто jе резултат прорачуна
претходног модула 0x01, модул RB 1 ће тежине из мемориjе W RAM
узимати из врсте 1. За оваj модул у врсти 0 се налазе тежине за чвор
“C2”, а у врсти 1 се налазе тежине за чвор “C3”. Пошто се читаjу тежине
из врсте 1, то значи да ће модул RB 1 радити рачун за чвор “C3” што и
треба да буде, пошто се у току прорачуна за прву инстанцу на другом
слоjу стабла наилази на чвор “C3”.
Након рачунања скаларног производа у овом модулу резултат треба
да буде -0.3 (Формула 3.3). У стању “STEP_3” аутомата модула CALC,
срачуната вредност jе 0x7EC, што одговара реланом броjу -0.265625.
(Слика 3.16) У овом случаjу разлика између добиjене вредности и тачне
вредности (-0.3) jе већа него у првом случаjу али jе и даље довољно
добра за тачну класификациjу. У модулу RB 1 за прву инстанцу се
прати грана jедан тако да машина стања модула CALC неће отићи у
стање “STEP_5”. Другим речима, прорачун у овом модулу ће траjати за
jедан циклус краће него у модулу RB 0. Резултат прорачуна jе вредност
0x0 коjа представља адресу од коjе ће модул RB 2 започети своj рачун.
Ово се интерпретира као праћење гране “N” у стаблу прорачуна и прелаз
са чвора “C3” на чвор “C4” (Слика 3.12).
Модул RB 2 ће радити прорачун за чвор “C4”. Почетна адреса коjа jе
примљена од претходног модула jе 0x0 што значи да у мемориjи W RAM
треба читати вредности из прве врсте а ту се налазе тежине за чвор
“C4” (Слика 3.17) . Оваj модул ради прорачун као код ортогоналних
стабала. Резултат скаларног производа коjи се добиjа jе 0x40 што
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Слика 3.16: Прорачун за прву инстанцу унутар модула RB 1
53
Слика 3.17: Прорачун за прву инстанцу унутар модула RB 2
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представља реалну вредност 1.0 (Формула 3.2) и одговара атрибуту “c”
улазне инстанце. Оваj модул уjедно и завршава класификациjу. Као
резултат на излазни порт шаље се 0x83. Вредност ’1’ на биту 7 резултата
означава да jе класификациjа завршена и да се вредност резултата
налази у преосталим битима на нижим позициjама. У овом случаjу,
улазна инстанца jе класификована у класу 3, што jе и тачан резултат
(Слика 3.12).
На таласним облицима се може приметити да jе, циклус
након завршетка класификовања прве инстанце, стигао и резултат
класификовања друге инстанце (−0.4, 0.5, 0.2). Пошто jе прорачун за
другу инстанцу краћи, модул RB 2 неће имати никакав прорачун да
ради у случаjу инстанце 2 па ће само проследити резултат на излазне
портове. Као што се може видети, примљени резултат jе 0x82. То значи
да jе другоj улазноj инстанци додељена класа 2, што jе и у овом случаjу
тачан резултат.
Слика 3.18: Прорачун за прву инстанцу унутар модула RB 3
Модул RB 4 jе конфигурисан тако да само пропушта добиjене
резултате зато што jе архитектура параметризована са 4 модула RB,
док стабло коjе имплементира има само 3 слоjа. Машина стања модула
CALC, у овом случаjу, стално ће бити у стању “IDLE” и пропуштаће
резултат са улазних портова за податке ка изланим портовима.
Организациjа архитектуре jе таква да jе оптимизована проточност.
Захваљуjући томе се, и поред извесног кашњења за добиjање првог
резултата, добиjа велико убрзање када улазне инстанце иду jедна за
другом. Уколико се архитектури проследи довољан броj улазних
инстанци jедна за другом, сви RB модули коjи учествуjу у прорачуну
могу бити активни истовремено (Слика 3.19). Када архитектура
ради као DT класификатор, времена класификовања инстанце су
непредвидива и зависе од саме инстанце. Ово се може уочити на
таласним облицима излазних портова последњег модула у низу. Када
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Слика 3.19: Поглед на прорачун свих модула на 4 улазне инстанце DT
класификатора
56
архитектура ради као DT класификатор мора да има бар онолико
RB модула колика jе дубина стабла. Додавање додатних RB модула
у архитектуру неће довести до већег убрзања. Видећемо да за неке





4.1 Архитектура као SVM
Када RMLC архитектура ради у SVM моду, RB модул срачунава
део суме из формуле 1.2 и прослеђуjе jе до наредног RB модула у
jеднодимензионом низу. Последњи RB модул у низу срачунава коначну
суму и одређуjе коначни резултат класификациjе. Мемориjа X RAM
садржи вредности атрибута улазне инстанце, x. F RAM мемориjа
садржи одбирке нелинеарне кернел функциjе k у формули 1.2. Сваки W
RAM садржи вредности компоненти вектора подршке s и Лагранжових
множитеља, α. W RAM мемориjа последњег RB модула у последњоj
колони садржи додату вредност b (Слика 4.1).
Слика 4.1: Садржаj W RAM-а у случаjу SVM-ова
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У случаjу када модул CALC ради прорачун за SVM класификатор,
прорачун пролази кроз 4 фазе. У првоj фази регистар SREG се
инициjализуjе. Регистар SREG у првом модулу се инициjализуjе на
нулу. У последњем модулу, регистар SREG се инициjализуjе сумом
излазне вредности претходног модула RB и додатне вредности b из
W RAM-а. Сви остали регисти SREG, коjи припадаjу модулима RB
између првог и последњег, се инициjализуjу излазним вредностима
претходних RB модула. У фази 2, кернел функциjа се срачунава. У
зависности од кернел функциjе, постоjе две могуће вариjанте фазе 2.
(2a и 2b на слици 4.2). У случаjу да SVM ради са полиномиjалним
jезгром или са jезгром коjе садржи скаларни производ, само множач
и сабирач су неопходни за релизациjу (2a на слици 4.2). Када SVM
ради са радиjалним jезгром, сва три елемента за рачунање су неопходна:
сабирач, одузимач и множач (2a на слици 4.2). У оба случаjа срачуната
вредност се прослеђуjе на излаз faddr. Излаз faddr jе адресни улаз за
мемориjу F RAM. Садржаj адресиране мемориjске локациjе F RAM-а
представља срачунату вредност одговараjућег jезгра. У трећоj фази,
добиjена вредност се множи са α и резултат се додаjе на садржаj регистра
SREG. Фазе 2 и 3 се понављаjу за све векторе подршке смештене у
мемориjу W RAM модула RB. Уколико модул RB ниjе последњи у
низу, када се заврши прорачун за последњи вектор подршке, вредност
из регистра SREG се прослеђуjе до регистра DATAREG и прорачун се
завршава. Ако jе модул последњи у низу, тада се прелази на фазу 4 у
коjоj се додаjе додатна вредност b на резултат сумирања. Та вредност се
прослеђуjе на регистар DATAREG. Излаз data jе повезан на регистар
DATAREG, и таj излаз jе везан на улаз data наредног RB модула у
jеднодимензионом низу.
Када RB модул ради као SVM класификатор, машина стања модула
CALC има шест или седам активних стања (Слика 4.3). FSM контролише
процес рачунања коjи jе већ описан. Прва фаза прорачуна се завршава у
стању “IDLE”. У случаjу када FSM ради са jегрима коjа садрже скаларни
производ, фаза 2 се односи на проласке FSM-а кроз стања “STEP_1”,
“STEP_2” и “STEP_3”. Када машина стања ради са радиjалним jезгрима
фаза два се одвиjа у проласцима кроз стања “STEP_6”, “STEP_1”,
“STEP_2” и “STEP_3”. Фаза 3 се одвиjа у стању “STEP_4”. За последњи
модул у низу ради се и фаза 4 у стању “STEP_5”.
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Слика 4.2: Фазе у прорачуну - SVM
Слика 4.3: Машина стања модула CALC као SVM класификатора
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a b c α
s1 0.5 0.25 0.5 0.25
s2 -0.25 -0.4 -0.3 -0.3
s3 1.0 -0.5 -0.2 -0.5
s4 1.0 0.5 0.2 0.5
s5 -1.0 0 0 -0.6
s6 0 1.0 0 -0.5
s7 -0.5 -0.5 -1 0.4
Табела 4.1: Класификатор SVM за илустративни пример
4.2 Пример рада архитектуре као SVM-a
За илустрациjу рада архитектуре као SVM класификатора узећемо
полиномиjални SVM класификатор. Класификатор ће садржати седам
вектора подршке (Табела 4.1). У табели, симболом α jе обележена
вредност Лагранжовог множитеља помноженог са +/-1, у зависности
од тога коjоj класи припада одговараjући вектор подршке. То значи да
ће множитељи моћи да имаjу и негативне вредности. SVM предиктивни
модели улазну инстанцу класификуjу у две излазне класе у зависности
од коначно срачунате вредност. Они су бинарни класификатори. За
оваj пример ћемо узети да за случаj када улазна инстанца резултуjе у
коначноj суми коjа jе позитивна, тада она припада класи 1 у супротном
инстанца припада класи 2.
Вектори подршке се налазе у врстама табеле и означени су словима
“SV” уз броj коjи их jединствено идентификуjе. Атрибути вектора се
налазе у колонама a, b и c. Лагранжов множитељ сваког вектора jе дат
у колони α. Додатна вредност за оваj класификатор jе -0.2.
Архитектура RMLC биће конфигурисана да има 4 RB блока. У
случаjу када архитектура ради као SVM сви блокови у већини случаjева
могу бити искоришћени за прорачун. Потребно jе само распоредити
равномерно све векторе у W RAM мемориjе. Jедини случаj када неки
блокови не могу бити употребљени и треба да се конфигуришу да
пропуштаjу резултат jе када jе броj вектора подршке мањи од броjа RB
модула. За оваj пример у прва три модула биће распоређена по два
вектора подршке док ће последњи модул садржати само jедан вектор.
Додатна вредност биће садржана у последњем RB модулу.
Основни конфигурациони регистри (cfg, xlen, wlen, first, last, pass)
су неинициjализовани након ресетовања архитектуре (Слика 4.5). Сви
основни конфигурациони регистри за jедан блок су инициjализовани
у jедном циклусу. Вредност у регистру baddr одређуjе коjи се блок
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Слика 4.4: Пресликавање SVM класификатора на архитектуру
конфигурише, тако да су, слично као у примеру са стаблима, блокови
инициjализовани у растућем редоследу.
Регистар xlen када архитектура ради као SVM, означава колико
атрибута има улазна инстанца. Оваj регистар се, и у овом случаjу,
инициjализуjе на вредност 3.
Регистар cfg унутар модула CONFIG jе постављен на вредност “010”
што значи да ће модул радити као SVM класификатор. Само модул RB 0
има вредност бита first постављену на ’1’. То значи да jе оваj модул први
у jеднодимензионалном низу и да jе jедино његов излаз ready од значења.
Модул RB 3 jедини има регистар last постављен на ’1’. То значи да jе оваj
модул последњи у низу, таj модул садржи додатну вредност и завршава
класификовање. Нити jедан од модула нема постављен регистар pass на
jедан, што значи да ће сви модули бити активни у прорачунавању.
Пошто класификатор ради као SVM садржаj регистра wlen jе од
значаjа. Вредност унутар овог регистра означава колико jе вектора
смештено у мемориjу W RAM модула CONFIG. Може се уочити да сви
модули, осим последњег, имаjу подешену вредност 2 у овом регистру
(Слика 4.5). За све модуле, осим последњег то значи да имаjу два вектора
унутар мемориjе. За последњи модул, у овом регистру jе смештена
вредност 1. Ово значи да jе у мемориjу смештен jедан вектор подршке.
Пошто jе модул последњи и конфигурисан jе као SVM у њему jе смештена
и додатна вредност.
Као што jе већ напоменуто, мемориjа W RAM jе неинициjализована
(Слика 4.6) и неопходно joj je више циклуса да би се инициjализовала.
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Слика 4.5: Основни конфигурациони интерфеjс за SVM
У jедном тренутку могуће jе радити са мемориjом W RAM само jедног
блока RB a блок чиjа мемориjа се конфигурише jе контролисан улазним
портом baddr.
Улазни портови коjи се користе за уписивање садржаjа у мемориjу W
RAM су we_data, wr_waddr и wr_xaddr. Као што jе већ описано, када
jе порт we_data постављен на вредност ’1’, омогућен jе упис у мемориjу.
Ефективна адреса, у коjу се уписуjе податак, добиjа се помоћу формуле
3.1.
Када се ради са SVM класификаторима, за прорачун су неопходни
вектори подршке као и Лагранжови множитељи. Као што jе већ речено
за представљање броjева се користи репрезентациjа са фиксном тачком
са два бита у целом делу и шест бита у разломљеном док се за негативне
броjеве користи комплемент броjа два. Први вектор подршке (Табела
4.1) jе (0.5, 0.25, 0.5), а његов множитељ jе 0.25. У мемориjу ће
прво бити уписане вредности вектора 0x40, 0x20 и 0x40, а потом и
вредност за множитељ 0x20. Прва врста заузима укупно првих осам
локациjа, пошто jе адресна магистрала wr_xaddr широка три бита. Из
тог разлога наредне четири локациjе остаjу неинициjализоване. Потом
следе вредности за други вектор подршке (-0.25, -0.4, -0.3) као и његов
множитељ 0.3. Те вредности су: 0xf0, 0xe7 и 0xed. На краjу се налази и
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Слика 4.6: Конфигурисање мемориjа W RAM jедног SVM
класификатора
вредност за множитељ 0x13. Све вредности коjе се уписане у мемориjу
W RAM су добиjене одсецањем.
0x20 = 00.100000 = 2−1 = 0.5
0x10 = 00.010000 = 2−2 = 0.25
0xF0 = −(compl2(11.110000)) = −(00.010000) = −2−2 = −0.25
0xE7 = −(compl2(11.100111)) = −(00.011001) =
− (2−2 + 2−3 + 2−6) = −0.390625 ≈ −0.4
0x20 = 00.010000 = 2−2 = 0.25
Слично као у модулу RB 0, у модулима RB 1 и RB 2 су смештени
вектори подршке заjедно са њиховим Лагранжовим множитељима
(Слика 4.7). У сва три модула су смештена по два вектора подршке.
Jедини модул коjи нема тачно овакву структуру jе последњи модул у
низу. То jе у овом случаjу RB 3. У њему се уз векторе подршке у jедноj
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Слика 4.7: Вредности у W RAM-у за пример SVM-а
врсти налази и само додатна вредност. За оваj пример у овом модулу се
налази jедан вектор подршке са додатном вредношћу.
Приликом конфигурисања система, да би архитектура имала наjвећу
брзину обраде података, векторе подршке jе потребно распоредити што
равномерниjе по модулима RB. Броj вектора подршке, распоређених по
модулима, треба да иде у опадаjућем редоследу. У овом примеру све
то jе испоштовано па ће архитектура имати максималну брзину обраде
улазних инстанци.
Матрична структура унутар мемориjе W RAM добиjена jе спаjањем
адресних линиjа wr_waddr и wr_xaddr. У мемориjу су ређане врста
по врста (Слика 4.8). Као што jе већ напоменуто, ово значи да ће се
у мемориjи између важећих података налазити и локациjе коjе нису
инициjализоване. Локациjе коjе нису инициjализоване имаjу произвољну
вредност означену са XX. То су уjедно и делови у мемориjи коjима
архитектура неће никада приступити.
Инициjализациjа мемориjе F RAM траjе онолико тактова колико
одбирака функциjе jе узето за прорачун (Слика 4.9). То значи да jе
у овом случаjу потребно 32 циклуса за инциjализациjу мемориjе F RAM.
Наравно, за одређивање модула, чиjа мемориjа F RAM се програмира,
користи се улазни порт baddr.
И у случаjу SVM класификатора, остали сигнали за програмирање
мемориjе F RAM су we_fdata, fdata и wr_faddr. Улазни сигнал we_fdata
омогућуjе упис податка коjи се налази на порту fdata на адресну локациjу
коjа jе одређена вредношћу на улазу wr_faddr.
Мемориjа F ADDR има исти садржаj за све модуле RB у низу
када класификатор ради као SVM. За оваj класификатор jе одабрана
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Слика 4.8: Садржаj мемориjе W RAM-а за пример SVM-а
Слика 4.9: Конфигурациони интерфеjс за F RAM за квадратну функциjу
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полиномиjална функциjа 1/2x2 и пошто jе ширина адресног порта
параметризована броjем 5, ова функциjа ће бити узоркована у 32 тачке.
Слика 4.10: Одбирци функциjе унутар F RAM-а за SVM класификатор
из примера
Адресни улаз у мемориjу F RAM ће бити вредност скаларног
производа улазне инстанце и вектора подршке. Та вредност ће у овом
случаjу имати више битова од 5, колико jе потребно за адресирање па
ће се вишак бита одбацити. Ова вредност jе означен броj представљен
као комплемент броjа 2, па као што jе већ описано код примера за
DT, ниже адресе се интерпретираjу као позитивни броjеви а више као
негативни, тако да ће квадратна функиjа имати шпиц на прелазу са
улазних позитивних вредности на негативне (Слика 4.10).
Рад архитектуре биће демонстриран на две улазне инстанце коjе се
класификуjу jедна за другом. Прва улазна инстанце ће бити (1, 0, 1).
Друга улазна инстанца ће бити (−0.4, 0.5, 0.2).
Класификациjа за сваку инстанцу започиње у модулу RB 0. У модулу
RB 0, рачуна се формула 1.2 за прва два вектора подршке. За оваj модул
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укупна срачуната сума се поставља на 0. Потом се, за сваки вектор
подршке, раде четири корака. Први jе рачунање скаларног производа
улазне инстанце и вектора подршке. Други jе рачунање нелинеарне
функциjе за срачунату вредност скаларног производа. Трећи корак jе
множење са Лагранжовим множитељем. И на краjу, четврти корак jе
додавање резултата множњена на суму. Након обраде првог вектора
подршке резултат суме у модулу 0 биће тачно 0.125 (Прорачун 4.1).
Након срачунавања за други вектор подршке резултат би требао да jе
приближно jеднак 0.079625.
sum = 0





s1 3. 0.5 · 0.25 = 0.125
s1 4. sum = 0.125





s2 3. 0.15125 · −0.3 = −0.045375
s2 4. sum = 0.125− 0.045375 = 0.079625
(4.1)
Прорачуни унутар модула RB 1 и RB 2 биће слични као прорачун
унутар модула RB 0. Разлика ће бити у почетноj суми. Пошто jе RB 0
модул први у низу, његова почетна сума jе jеднака 0. Модули RB 1 и RB
2 добиjаjу своjу почетну суму од претходних модула у низу: модул RB
1 од модула RB 0, а модул RB 2 од модула RB 1. Модул RB 1 ће стога
проследити вредност приближну 0.27962 до модула RB 2 (Прорачун 4.2),
док ће модул RB 2 проследити вредност приближну -0.020375 до модула
RB 3 (Прорачун 4.3).
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sum = 0.079625





s3 3. 0.32 · −0.5 = −0.16
s3 4. sum = −0.16 + 0.079625 = −0.080375





s4 3. 0.72 · 0.5 = 0.36
s4 4. sum = 0.36− 0.080375 = 0.27962
(4.2)
sum = 0.27962




− 12 = 0.5
s5 3. 0.5 · −0.6 = −0.3
s5 4. sum = −0.3 + 0.27962 = −0.020375





s6 3. 0 · −0.5 = 0
s6 4. sum = 0 +−0.020375 = −0.020375
(4.3)
Прорачун унутар модула RB 3 jе нешто краћи него у остала три
модула, jер у њему стоjи само jедан вектор подршке и додатна вредност.
Почетну вреност суме модул RB 3 добиjа од модула RB2. Након што
заврши већ наведене кораке, оваj модул jош сабира додатну вредност
са тренутном укупном сумом. Тиме се завршава срачунавање формуле
за SVM класификатор. Као коначан резултат на излаз се прослеђуjе
завршна сума. На основу знака резултата, зна се коjоj класи jе
придружена улазна инстанца. Коначан резултат прорачуна jе 0.22962
(Прорачун 4.4), стога, првоj улазноj инстанци класификатор треба да
додели као резултат класу 1.
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sum = −0.020375




− 1.52 = 1.125
s7 3. 1.125 · 0.4 = 0.45
s7 4. sum = 0.45− 0.020375 = 0.42962
out = sum− 0.2 = 0.22962
(4.4)
Сличним прорачуном за другу улазну инстанцу се добиjа коначна
вредност суме од -0.41776. У прорачуну 4.5 су приказани резултати
суме након сваког поjединог вектора подршке. Пошто jе за ову
инстанцу коначна вредност негативна, њоj се, као коначан резултат
класификовања, додељуjе класа 2.
s1 sum = 7.8125e− 05
s2 sum = −0.0037619
s3 sum = −0.12279
s4 sum = −0.11976
s5 sum = −0.16776
s6 sum = −0.23026
s7 sum = −0.21776
sum = −0.41776
(4.5)
Архитектура прихвата улазну инстанцу преко улазних портова vdata
и data. Уз помоћ излазног порта ready, може се одложити обрада улазне
инстанце до тренутка када jе архитектура спремна за прорачун (Слика
4.11). Трансфер података започиње када су оба порта vdata и ready
постављени на ’1’. Спољни систем не сме да стаjе са прослеђивањем
улазне инстанце jедном када jе трансфер започео.
Пошто улазна инстанца има три атрибута, цео трансфер инстанце
траjе три циклуса. За разлику од DT-ова архитектура не може да прими
две инстанце jедну за другом (Сликe 4.11 и 3.14). То ниjе могуће зато
што обрада jедне инстанце унутар модула RB може да траjе знатно
дуже за SVM-ове него за DT-ове. Траjање класификациjе инстанце,
унутар jедног модула RB, jе у случаjу када архитектура ради као SVM
пропорционално, осим броjу атрибута, и броjу вектора подршке унутар
модула RB. Када архитектура ради као DT траjање класификациjе
унутар jедног RB модула пропорционално jе само броjу атрибута. Модул
RB започиње класификациjу чим се први атрибут прве инстанце смести
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Слика 4.11: Класификовање прве инстанце унутар модула RB 0 за SVM
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у мемориjу X RAM. Почетак класификовања унутар модула CALC може
се уочити променом тренутног стања аутомата унутар модула. Промена
вредности стања са 0 (“IDLE”) на 1 (“STEP_1”) значи да jе модул почео
класификациjу инстанце коjа се тренутно смешта у мемориjу X RAM
тренутног модула RB. Стања коначног аутомата, унутар модула CALC,
су кодована бинарно у RTL моделу.
• IDLE = 0
• STEP_1 = 1
• STEP_2 = 2
• STEP_3 = 3
• STEP_4 = 4
• STEP_5 = 5
Док jе аутомат унутар модула CALC у стању “IDLE”, он чека да
пристигне први атрибут улазне инстанце. Чим се то деси аутомат
прелази у стање “STEP_1”. Прорачун се, када класификатор ради
као SVM, увек започиње од адресе 0 и за мемориjу W RAM као и за
мемориjу X RAM. Након стања “IDLE” у ланцу за обраду података,
важећа вредност ће се налазити у регистру MREG. Вредност регистра
SREG се за оваj модул, RB 0, пошто jе он први у низу, инициjализуjе на
0.
Када jе машина стања унутар модула CALC прешла у стање
“STEP_1”, прорачун скаларног производа већ jе започео. Производ
вредности првог атрибута улазне инстанце и прве вредности првог
вектора подршке већ jе срачунат и резултат се налази у регистру MREG.
Први ниво ланца за обраду већ jе активан (Слика 4.12). У овом стању
ће модул CALC остати онолико циклуса колико улазна инстанца има
атрибута, умањено за вредност 1. У овом примеру то значи да ће
аутомат остати у овом стању 2 циклуса (Слика 4.11). Док се налази
у овом стању, оба нивоа ланца обраде су активна. Први ниво ланца
обраде коjи се завршава са регистром MREG обрађуjе n-ти атрибут
улазне инстанце и n-ти скалар вектора подршке. Други ниво ланца
обраде, коjи се завршава са регистром AREG акумулира n-1 резултат
множења. Треба напоменути да, када класификатор ради као SVM у
зависности од кернела класификатора, оваj ланац може бити и другачиjе
конфигурисан и пролаз кроз стања аутомата може бити другачиjи. За
пример рада класификатора као SVM узет jе полиномиjални кернел па
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ланац за обраду има илустровани изглед. Уколико би SVM радио са,
рецимо, радиjалним кернелом ланац би имао три нивоа. Овакав ланац
за обраду ће бити илустрован код АNN класификатора. Машина стања
модула CALC ће прећи у наредно стање “STEP_2” у тренутку када се на
улазу X поjави последњи атрибут улазне инстанце, а на улазу W се поjави
последња вредност тренутног вектора подршке. У овом случаjу ће на
улазу X бити вредност 1 (0x40), а на улазу W ће бити вредност 0.5 (0x20).
Ово значи да се у стању “STEP_1” рачунање скаларног производа jош
ниjе завршило. При уласку у стање “STEP_2” у регистру MREG ће се
налазити помножена вредност улаза X и W.
Слика 4.12: Ланац за рачунање у модулу CALC у стању “STEP_1” када
класификатор ради као SVM.
У стању “STEP_2” завршиће се рачунање скаларног производа. Та
вредност се може видети, тек у наредном циклусу, на регистру AREG
(Слика 4.11). Да би се прорачун убрзао, вредност са сабирача се шаље на
излаз FADDR, тако да ће се наредни циклус на улазу F поjавити вредност
израчунате нелинеарне функциjе. У овом стању се и завршава рачун
скаларног производа и рачун нелинеарне функциjе. Обе вредности ће
бити важеће тек у наредном стању “STEP_3”. Уjедно, у регистру MREG
се чува вредност Лагранжовог множитеља коjи jе преузет из мемориjе W
RAM и налази се на улазу W док jе аутомат у стању “STEP_2”. Активна
врста у мемориjи W RAM се мења на наредну врсту.
Док jе аутомат у стању “STEP_3” у регистру AREG се налази
вредност скаларног производа. У нашем примеру та вредност jе 1 (0x40)
(Слика 4.11). Вредност срачунате нелинеарне функциjе се налази на
улазу F, што jе у овом примеру 0.5 (0x20). Вредност Лагранжовог
множитеља jе смештена у регистар MREG и за наш пример износи 0.25
(0x10). У овом стању аутомата множи се вредност резултата нелинеарне
функциjе и Лагранжовог множитеља. Резултат ће бити валидан наредни
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циклус и налазиће се у регистру MREG. Аутомат остаjе у овом стању
само jедан циклус и пребацуjе се у стање “STEP_4”.
У стању “STEP_4”, аутомат додаjе вредност из регистра MREG на
тренутну вредност суме коjе се налази у регистру SREG. Вредност
се опет чува у регистру SREG. Вредност коjа jе сачувана у регистру
SREG се види у наредном циклусу. За оваj пример она износи 0.125
(0x08) (Слика 4.11). За први вектор подршке израчуната вредност не
одступа од тачне вредности (Прорачун 4.1). Пошто у модулу RB 0,
постоjи jош jедан вектор подршке прелази се на већ описану процедуру
почевши од стања “IDLE”. У општем случаjу машина стања модула CALC
ће циклично пролазити кроз стања “STEP_1”, “STEP_2”, “STEP_3”
и “STEP_4”. Због ове чињенице, jасно jе да jе траjање прорачуна
директно пропорционално броjу вектора подршке. Аутомат се у стању
“STEP_1” задржава пропорционално броjу атрибута улазне инстанце.
На основу рада аутомата, jасно jе да jе траjање прорачуна у случаjу
када класификатор ради као SVM директно пропорционално и броjу
вектора подршке као и броjу атрибута улазне инстанце. Краj прорачуна
унутар jедног модула, коjи ниjе последњи у низу, када архитектура ради
као SVM, може се одредити на основу преласка аутомата унутар модула
CALC са стања “STEP_4” на стање “IDLE”.
При другом пролазу кроз стања “STEP_1” и “STEP_2”, аутомат ће
проследити вредности атрибута улазне инстанце на излазни порт data и
учиниће вредност порта важећом, постављањем порта vdata на ’1’ (Слика
4.11). Аутомат ово у општем случаjу ради при последњем пролазу
аутомата кроз ова два стања приликом класификовања неке инстанце.
На таj начин, наредни RB модул добиjа атрибуте улазне инстанце.
Последњи пролаз аутомата кроз ова стања догађа се када се ради
прорачун за последњи вектор подршке смештен у тренутном модулу RB.
Када обради све векторе подршке и заврши у стању “STEP_4”, аутомат
прослеђуjе збир тренутне суме и резултата обраде улазне инстанце и
последњег вектора подршке на излазни порт data. Притом се, наравно,
оваj порт начини важећим. За наш пример, модул RB 0, jе послао
резултат 0.0625 (0x04) до наредног модула RB 1. Резултат прорачуна
се након обраде другог вектора подршке разликуjе од тачног резултата
0.079625. До овога jе дошло, наравно, због ограничене прецизности са
коjом архитектура ради.
Траjање класификациjе архитектуре када ради као SVM не зависи од
конкретне улазне инстанце, као што jе то био случаj када архитектура
ради као DT. Сви кораци су исти и нема специjалног кодовања унутар
мемориjе, као што jе то био случаj када jе архитектура радила као
DT. Стога, сви већ описани кораци су потпуно исти за прву инстанцу
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Слика 4.13: Класификовање прве инстанце унутар модула RB 1 за SVM
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Слика 4.14: Класификовање прве инстанце унутар модула RB 2 за SVM
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и унутар модула RB 1 и RB 2 (Слике 4.13 и 4.14). Jедина разлика jе
што jе у модулу RB 0 регистар SREG био инициjализован на вредност
0, а у случаjу модула RB 1 и RB 2 оваj регистар се поставља, на
почетку прорачуна, на вредност коjа jе добиjена од предходног модула.
Након модула RB 1 резултат класификовања jе 0.23438 (0x0F). Према
прорачуну 4.3 тачан резултат jе 0.27962. Након модула RB 2 резултат
jе -0.062500 (0xFC) док jе према прорачуну 4.4 тачан резултат -0.020375.
Као што се види прорачун унутар архитектуре прати тачан прорачун уз
извесно одступање, коjе зависи од броjа бита коjи jе узет за представљање
броjева. Више о анализи потребног броjа бита за представљање броjева
може се наћи у поглављу 7.
Прорачун унутар модула RB 3 jе нешто краћи него у остала три
модула. Наравно, то jе последица тога што се у овом модулу налази
само jедан вектор подршке. Оваj модул, пошто jе последњи у низу,
не поставља излазни порт data на вредности улазне инстанце (Слика
4.15). Након њега се налази спољни систем, стога jе на излазне портове
потребно поставити само коначну вредност рачунања. Оваj модул ради
исто као и претходни све док ради прорачун до последњег вектора
подршке. Оваj модул у мемориjи W RAM након последњег вектора
подршке, садржи додатну вредност. Стога у цикусу, када на краjу
прорачуна аутомат модула CALC дође до стања “STEP_4”, прелази у
стање “STEP_5”, у ком сабира вредност регистра SREG са додатном
вредношћу и на таj начин добиjа коначну вредност класификовања.
Та вредност се пребацуjе на излазни порт data уз постављање порта
vdata на вредност ’1’. Другим речима стање “STEP_5” jе достижно
само за последњи модул RB у низу, када архитектура ради као SVM.
Након прелаза аутомата модула CALC из стања “STEP_5” у стање
“IDLE” архитектура jе завршила класификовање jедне инстанце. За прву
инстанцу резултат класификовања jе 0.18750 (0x0C) што се разликуjе
од тачно израчунате вредности 0.22962. Но, пошто SVM упоређуjе ову
вредност са 0 и придружуjе улазноj инстанци класу на основу знака
резултата, у оба случаjа ће улазноj инстанци бити додељена класа 1,
као резултат предикциjе.
За другу улазну инстанцу резултат класификовања jе -0.45312 (0xE3)
(Слика 4.15). Као тачан резултат класификациjе треба да се добиjе
коначна сума -0.41776. Опет се резултати разликуjу али jе резултат
класификовања идентичан, пошто ће у оба случаjа улазноj инстанци
бити додељена класа 2.
У досадашњем разматрању се говорило о детаљима прорачуна унутар
поjединих модула архитектуре. Оно на шта треба посебно скренути
пажњу jе, да jе организациjа архитектуре таква да jе оптимизована
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Слика 4.15: Класификовање прве инстанце унутар модула RB 3 за SVM
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Слика 4.16: Поглед на прорачун свих модула на 4 улазне инстанце SVM
класификатора
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проточност. Захваљуjући томе се, и поред великог кашњења за
добиjање првог резултата, добиjа велико убрзање када улазне инстанце
класификуjу jедна за другом. То значи да, док модул RB 3 ради
прорачун за прву инстанцу, истовремено, модул RB 2 ради прорачун
за другу инстанцу, модул RB 1 обрађуjе трећу инстанцу док модул RB
0 прорачунава за четврту инстанцу (Слика 4.16). Оно што се може
уочити када архитектура ради као SVM, за разлику од DT-ова, jесте
предвидљивост са коjом долазе резултати прорачуна на излазне портове.
Може се уочити и да прорачун за SVM-ове траjе доста дуже, пошто jе за
SVM класификовање потребно урадити знатно више операциjа. Треба
нагласити и да архитектура, када ради као SVM класификатор, готово
увек има добитак у убрзању ако се у низ додаjу нови RB модули. Што
jе више RB модула, то се мање вектора подршке налази у свакоме од






5.1 Архитектура као ANN
Када RMLC архитектура ради као ANN класификатор, активни RB
модули рачунаjу излазне вредности свих неурона у jедном слоjу. У
случаjу да RB модул ниjе први у jеднодимензионом низу, X RAM тада
садржи излазне вредности добиjене од претходног RB модула. Мемориjа
X RAM првог RB модула садржи вредности атрибута улазне инстанце.
Мемориjа F RAM садржи одбирке нелинеарне функциjе коjу користи
ANN класификатор. У случаjу када се ради о излазном слоjу радиjалног
ANN класификатора, ова функциjа jе функциjа идентитета. Пошто
RMLC архитектура може да ради као две врсте ANN класификатора,
постоjе две могућности за распоред вредности унутар W RAM-а. Када
RMLC архитектура ради као MLP ANN, тада W RAM мемориjа садржи
тежински вектор w и додату вредност b, за сваки неурон тренутног слоjа
(Слика 5.1 а). Броj врста унутар мемориjе W RAM зависи од броjа
неурона у тренутном слоjу ANN класификатора. У случаjу да RMLC
архитектура ради као радиjални ANN класификатор, мемориjа W RAM
за неуроне из скривеног слоjа садржи само централни вектор w (Слика
5.1 b) из формуле 1.5. За неуроне у излазном слоjу, мемориjа W RAM
садржи само тежински вектор w из формуле 1.7.
Приликом прорачуна модул CALC пролази кроз три фазе. У
зависности од типа ANN класификатора постоjе две могућности у фази
1 (Слика 5.2 1a, 1b) и фази 2. (Слика 5.2 2a, 2b). У фази 1 се, у случаjу
када RMLC архитектура ради као класификатор MLP ANN, рачуна
скаларни производ између садржаjа мемориjе X RAM и тежинског
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Слика 5.1: Садржаj W RAM-а у случаjу ANN-ова
вектора w (Слика 5.2 1а). У случаjу када RMLC архитектура ради
као радиjални ANN класификатор прво се рачуна разлика вектора
унутар мемориjе X RAM и централног вектора w, потом квадрирање
па акумулациjа (Слика 5.2 1b). У фази 2, у случаjу MLP ANN
конфигурациjе, додатна вреднос b се сумира са резултатом скаларног
производа па се резултат прослеђуjе на излаз faddr (Слика 5.2 2а).
Када jе архитектура у конфигурациjи радиjалног ANN класификатора,
сума квадрираних вредности се само прослељуjе на излаз faddr. (Слика
5.2 2b). Излаз faddr одређуjе адресу мемориjске локациjе F RAM-а
чиjи садржаj ће се преузети. Вредност прочитана из F RAM мемориjе
представља срачунату вредност одговараjуће активационе функциjе. У
фази 3 се садржаj прочитан из мемориjе F RAM смешта у регистар DA-
TAREG. Да би се израчунала вредност jедног неурона, потребан jе jедан
пролазак кроз фазе 1, 2 и 3. За сваки неурон у слоjу мреже понављаjу
се ове три фазе.
Машина стања модула CALC има 4 или 5 стања (Слика 5.3). Када
дигитална архитектура RMLC ради као класификатор MLP ANN тада
се фазе 1 и 2 реализуjе у стањима “STEP_2” и “STEP_3” док се
у случаjу радиjалних ANN класификатора фаза 1 имплементира у
стањима “STEP_1”, “STEP_2” и “STEP_3”. Фаза 3 jе имплементирана
у стању “STEP_4”.
5.2 Пример рада архитектуре као ANN-a
Рад архитектуре RMLC као ANN класификатора илустроваћемо на
примеру ANN мреже са радиjалним кернелом (Слика 5.4). Радиjална
функциjа коjу ће архитектура користити биће e−(‖x−c‖)2 . У радиjалноj
функциjи улазна инстанца jе означена са x, а централни вектор са c.
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Слика 5.2: Фазе у прорачуну - ANN
Слика 5.3: Машина стања модула CALC као ANN класификатора
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Слика 5.4: Неуронска мрежа за илустративни пример
Неуралне мреже са радиjалним кернелом имаjу три слоjа: улазни,
скривени и излазни. Као што jе већ напоменуто, улазни слоj
представљаjу улазни атрибути. Они су означени словима a, b и c. Улазни
атрибути се прослеђуjу до свих неурона скривеног слоjа. Броj неурона у
скривеном слоjу за оваj илустративни пример jе 4. Неурони у скривеном
слоjу су означени почетним словом “H” и броjем коjи их jединствено
идентификуjе. На пример, “H1” означава неурон у скривеном слоjу
са идентификационим броjем 1. Излазни слоj у овом примеру садржи
неурон коjи jе означен словом “O”.
За ову конкретну мрежу, централни вектори са коjима се ради
прорачун у неуронима су:
• H1: (0.5 0 0.5)
• H2: (0.3 -0.2 0.3)
• H3: (0.4 -0.1 0.25)
• H4: (0.0 -0.15 0.6)
Као и у преходним примерима, архитектура RMLC ће бити
конфигурисана са 4 RB модула (Слика 5.5). Када архитектура ради
као неуронска мрежа, цели слоjеви мреже се пресликаваjу у jедан RB
модул. Улазни слоj неуронске мреже представља улазне атрибуте па се
он не имплементира унутар архитектуре. Слоjеви се пресликаваjу на
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модуле архитектуре почевши од првог скривеног слоjа. То значи да ће
се сви неурони jединог скривеног слоjа мреже из примера: “H1”, “H2”,
“H3” и “H4” пресликати у модул RB 0. Неурон “O” из излазног слоjа ће
се пресликати у модул RB 1”. За ову мрежу, само прва два модула RB
ће ефективно учествовати у прорачуну резултата, док ће последња два
само пропуштати резултате прорачуна.
Слика 5.5: Пресликавање неурноске мреже на архитектуру
Основни конфигурациони регистри (cfg, xlen, wlen, first, last, pass) су,
слично као и у претходним примерима инициjализовани сви у jедном
циклусу за jедан RB модул (Слика 5.6). Вредност улазног порта
baddr одређуjе коjи се блок конфигурише, па се види да су блокови
програмирани у растућем редоследу.
Регистар xlen има другачиjе значење када архитектура ради као
неуронска мрежа за разлику од случаjева када архитектура ради као
стабло или SVM. За слоj коjи jе пресликан у први RB модул, вредност
регистра xlen има исто значење као и у претходним примерима. Ова
вредност означава колико атрибута има улазна инстанца. Но, за
остале слоjеве неуронске мреже вредност овог регистра означава броj
веза неурона у тренутном слоjу са неуронима у претходном слоjу.
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Слика 5.6: Основни конфигурациони интерфеjс за ANN
Вредност овог регистра може бити различита у свим модулима коjи
имплементираjу неки слоj мреже и вредност тог броjа зависи од
структуре мреже. Стога, за оваj пример, вредност уписана у регистар
xlen модула RB 0 биће jеднака 3, пошто слоj мреже пресликан у оваj
модул ради директно са атрибутима улазне инстанце. Вредност уписана
у регистар xlen унутар модула RB 1 jе 4. Jедини неурон, “O”, унутар
излазног слоjа, коjи jе пресликан у оваj модул повезан jе са 4 неурона
из претходног слоjа мреже, зато jе вредност 4 уписана у оваj регистар.
За последња два модула архитектуре вредност унутар регистра xlen ниjе
од значаjа пошто су ова два модула конфигурисана да само пропуштаjу
резултат прорачуна.
Када архитектура ради као неуронска мрежа и регистар cfg може
имати резличите вредности у зависности од модула до модула. За
модул RB 0 из примера вредност у регистру cfg jе “101”. То значи да
таj модул ради као неуронска мрежа са радиjалним кернелом (Слика
5.6). Интересантна jе вредност регистра cfg за модул RB 1. Вредност у
том регистру jе “010”. Ова вредност означава да модул ради као SVM.
Ако се пажљиво погледа какав jе прорачун унутар различитих неурона
неуронске мреже са радиjалним кернелом, може се приметити да излазни
неурон има другачиjи прорачун него остали неурони у мрежи. Оваj
прорачун jе исти као прорачун модула код SVM класификатора па jе
оваj модул тако и конфигурисан. За модул RB 0, вредност у регистирма
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first, last и pass су исто очекиване. Вредност унутар регистра first jе ’1’
пошто jе оваj модул први у низу. Вредност у друга два регистра су ’0’
пошто оваj модул ниjе последњи и не пропушта резултат. Но вредност
унутар регистра first за модул RB 1 jе исто ’1’ што ниjе очекивана
вредност. Ова вредност jе постављена на ’1’ зато што се само у том
случаjу вредност суме поставља на 0 приликом прорачуна модула коjи
ради као SVM. О овоме ће jош бити речи када се буде описивао сам
прорачун. Вредност унутар регистра last за модул RB 1 jе ’1’ пошто jе
оваj модул последњи активан модул архитектуре када се имплементира
оваква мрежа. Последња два модула имаjу уписану вредност ’1’ унутар
регистра pass, тако да ће они само пропуштати добиjене вредности до
наредног модула, односно до излаза мреже.
Регистар wlen означава броj неурона у слоjу мреже коjи
имплементира модул. Четири неурона се налазе унутар модула RB 0
па jе зато уписана вредност 4 унутар регистра wlen овог модула (Слика
5.6). Само jедан неурон се налази унутар модула RB 1 па jе уписана
вредност 1 у регистар wlen модула RB 1. Вредности у овом регистру у
последња два модула нису од значаjа, пошто они не раде прорачун.
Мемориjа W RAM се програмира модул по модул и у зависности од
броjа неурона коjи су смештени унутар модула потребан jе одговараjући
броj циклуса да би се ова мемориjа инициjализовала (Слика 5.7).
Слика 5.7: Конфигурисање мемориjе WRAM jедног ANN класификатора
Улазни портрови за конфигурисање мемориjе W RAM су we_data,
wr_waddr и wr_xaddr и контролишу се на већ описани начин, као код
класификатора DT-ова и SVM-ова.
Када се ради са ANN класификаторима са радиjалним кернелом за
прорачун у скривеном слоjу мреже, потребан jе централни вектори а
за прорачун у излазном слоjу потребни су коефициенти са коjима се
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множе резултати из скривеног слоjа. За представљање броjева се, као
и до сада, користи репрезентациjа са фиксном тачком са два бита у
целом делу броjа и шест бита у разломљеном делу. Негативни броjеви су
представљени као комплемент броjа два. Скалари централних вектора
ће бити пребачени у репрезентациjу фиксном тачком коришћењем
одсецања. Репрезентациjа за неке конкретне вредности jе приказана
у прорачуну 5.1. Уместо одсецања за већу прецизност могло jе
бити коришћено заокруживање. За ове примере, за коначан резултат
класификациjе и ово ће бити довољно прецизно а само пребацивање
jе jедноставниjе. За први неурон у скривеном слоjу, “H1” , централни
вектор jе (0.5, 0, 0.5). У мемориjу W RAM ће бити уписане вредности
0x20, 0, 0x20 (Слика 5.7). То jе све што се уписуjе у мемориjу за неуроне
скривеног слоjа. Пошто jе адресна магистрала wr_addr широка три
бита, информациjе о првом неурону се смештаjу у првих осам локациjа.
Пошто jе за смештање централног вектора потребно само три локациjе,
осталих пет ће остати неинициjализоване. Потом се у мемориjу смешта
централни вектор другог неурона, “H2” у скривеном слоjу, (0.3 -0.2 0.3).
Те вредности ће бити смештене на адресама 8, 9 и 10, а оне износе
0x13, 0xf4, 0x13. За преостала два неурона уписуjу се њихови централни
вектори, (0.4 -0.1 0.25) и (0.0 -0.15 0.6) представљени у одговараjућоj
репрезентациjи: 0x19, 0xfa, 0x10 и 0, 0xf7 и 0x26.
0.5 = 00.100000 = 0x20
0 = 00.000000 = 0
0.3 ≈ 00.010011 = 0x13 = 0.29688
-0.2 ≈ 11.110100 = 0xF4 = −0.18750
0.4 ≈ 00.011001 = 0x19 = 0.39062
-0.1 ≈ 11.111010 = 0xFA = −0.093750
0.25 = 00.010000 = 0x10
-0.15 ≈ 11.111110 = 0xF7 = 0.14062
0.6 ≈ 00.100110 = 0x26 = 0.59375
-0.4 ≈ 11.100111 = 0xE7 = −0.39062
0.75 = 00.110000 = 0x30
-0.8 ≈ 11.001101 = 0xCD = −0.79688
(5.1)
За излазни слоj, за неурон “O”, у мемориjу W RAM потребно jе
сместити све коефициjенте са коjима jе потребно помножити излазе
неурона из скривеног слоjа. Као што се може видети (Слика 5.4), ти
коефициjенти су 0.5, -0.4, 0.75, -0.8. У мемориjу W RAM модула RB 1 у
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прву врсту од адресе 0 ће бити уписане репрезентациjе фиксном тачком
ових реалних броjева: 0x20, 0xe7, 0x30, 0xcd (Слика 5.7). Пошто jе оваj
модул програмиран као да ради прорачун за SVM на наредну локациjу
у мемориjи jе потребно ставити неку вредност за Лагранжов множитељ
коjа неће утицати на прорачун. Наравно, за ту вредност jе одабран броj
1. Пошто jе ово уjедно и последњи модул, а он ради као да jе SVM
класификатор у питању, потребно jе ставити неку додатну вредност коjа
неће утицати на резултат. За ту вредност jе наравно одабрана 0. Она jе
смештена у другу врсту унутар модула RB 1.
У мемориjи W RAM коjа jе обична секвенциjална мемориjа са
случаjним приступом матрична структура jе добиjена тако што су ређане
врста по врста у мемориjу (Слика 5.8). Као што jе већ напоменуто,
известан броj локациjа ће остати са садржаjем коjи може имати
произвољну вредност. Вредност локациjа коjе нису инициjализоване
означена jе са XX. Садржаjу тих локациjа архитектура никада неће
приступити.
Слика 5.8: Садржаj мемориjе W RAM за пример ANN-а
Мемориjа F RAM садржи одбирке функциjе потребне за прорачун
кернела. Архитектура смешта 32 одбирка функциjе па jе исто толико
циклуса потребно да би се ова мемориjа инициjализовала (Слика 5.9).
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Као и у претходним примерима за конфигурисање мемориjе F RAM
користе се улазни портови baddr, we_fdata, fdata и wr_faddr, на начин
коjи jе већ описан.
Слика 5.9: Конфигурациони интерфеjс за F RAM за функциjе
коришћене за ANN мрежу из примера
Као што jе већ речено радиjални кернел коjи мрежа у примеру
користи jе e−(‖x−c‖)2 . Оваj кернел се рачуна само у скривеном слоjу
неуралне мреже. Да би архитектура могла да срачуна вредност овог
кернела у мемориjи F RAM, модула RB0, треба сместити одбирке
функциjе e−t. У модулу RB 1 се множе вредности неурона скривеног
слоjа са одговараjућим коефициjентима и рачуна се њихова сума. Стога
у овом модулу треба сместити функциjу коjа неће мењати вредност
улаза. Та функциjа jе функциjа идентитета, f(x) = x. У модулима
RB 2 и RB 3 ниjе битно какве ће се вредности налазити у мемориjи F
RAM. У овом примеру jе приказан случаj коjи се разликуjе од претходна
два примера по томе што се функциjе коjе се налазе у мемориjи F RAM
разликуjу.
У модулу RB 0, мемориjа F RAM ће бити адресирана вредношћу коjа
се добиjе рачунањем (‖x− c‖)2. Ову вредност ће срачунати архитектура,
заокружиће jе на 5 бита и потом ће послати као адресу за мемориjу
F RAM. Пошто jе улазна вредност функциjе смештене у F RAM увек
позитивна ниjе битно коjе ће вредности бити смештене за негативне
улазне вредности (Слика 5.10). Негативне улазне вредности се налазе
у делу мемориjе коjи се адресира са адресама коjе у свом MSB биту
имаjу вредност ’1’. Из тога следи да jе неважно какви су одбирци од
16-тог до 31-ог. На адресама од 0 до 15 се налазе одбирци функциjе e−t
за позитивне вредности. У модулу RB 1 се налазе одбирци функциjе
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Слика 5.10: Одбирци функциjе унутар F RAM-а за ANN класификатор
из примера у модулу RB 0
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идентитета и то jе исти случаj као у примеру код стабала одлука (Слика
5.11).
Слика 5.11: Одмерци функциjе унутар F RAM-а за ANN класификатор
из примера у модулу RB 1
Рад архитектуре, као и у претходним примерима, ће бити
демонстриран на две улазне инстанце коjе се класификуjу jедна за
другом. Прва улазна инстанца ће бити (1, 0, 1), док ће друга улазна
инстанца бити (−0.4, 0.5, 0.2).
Одређивање класе улазне инстанце почиње у модулу RB 0, коjи
садржи скривени слоj неуронске мреже. За сваки неурон потребно jе
срачунати радиjалну функциjу и вредност jе потребно проследити до
следећег модула у низу. Да би се срачунала вредност радиjалне функциjе
потребно jе проћи кроз неколико корака. Први корак jе да се израчуна
разлика улазне инстанце и централног вектора. На таj начин се добиjа
вектор разлике. Други корак jе да се израчуна сума квадрата скалара
вектора разлике. Трећи корак jе израчунавање природног експонента
негативне вредности израчунате суме. Прорачун унутар модула RB 1 jе
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приказан у прорачуну 5.2. У прорачуну jе са леве стране приказано име
неурона и корак прорачуна. Након срачунатих кернела за сваки неурон,
модул RB 0, за прву инстанцу, ће проследити модулу RB 1, приближне
вредности тачним вредностима 0.60653, 0.36059, 0.39357 и 0.30651.
H1 1. (1, 0, 1)− (0.5, 0, 0.5) = (0.5, 0, 0.5)
H1 2. (‖(0.5, 0, 0.5)‖)2 = 0.5
H1 3. e−0.5 = 0.60653
H2 1. (1, 0, 1)− (0.3,−0.2, 0.3) = (0.7, 0.2, 0.7)
H2 2. (‖(0.7, 0.2, 0.7)‖)2 = 1.02
H2 3. e−1.02 = 0.36059
H3 1. (1, 0, 1)− (0.4,−0.1, 0.25) = (0.6, 0.1, 0.75)
H3 2. (‖(0.6, 0.1, 0.75)‖)2 = 0.9325
H3 3. e−0.9325 = 0.39357
H4 1. (1, 0, 1)− (0,−0.15, 0.6) = (1, 0.1, 0.4)
H4 2. (‖(1, 0.1, 0.4)‖)2 = 1.1825
H4 3. e−1.1825 = 0.30651
(5.2)
Након што су резултати послати до излазног слоjа, креће прорачун у
модулу RB 1. У том модулу се рачуна скаларни производ резултата
добиjених од скривеног слоjа и коефициjената у излазном слоjу. У
прорачуну 5.3 види се да се као коначан резултат добиjа вредност 0.20900.
На основу знака резултата ANN класификатор из примера додељуjе
првоj инстанци као резултат класификациjе класу 1.
O (0.60653, 0.36059, 0.39357, 0.30651) · (0.5,−0.4, 0.75,−0.8) = 0.20900
(5.3)
За другу инстанцу на основу прорачуна 5.4 и 5.5 као коначан резултат
рачунања се добиjа вредност -0.09583. Пошто jе резултат прорачуна
вредност мања од 0, инстанци 1 се додељуjе класа 2 као коначна вредност
класификациjе.
93
H1 1. (−0.4, 0.5, 0.2)− (0.5, 0, 0.5) = (−0.9, 0.5,−0.3)
H1 2. (‖(−0.9, 0.5,−0.3)‖)2 = 1.15
H1 3. e−1.15 = 0.31664
H2 1. (−0.4, 0.5, 0.2)− (0.3,−0.2, 0.3) = (−0.7, 0.7,−0.1)
H2 2. (‖(−0.7, 0.7,−0.1)‖)2 = 0.99
H2 3. e−0.99 = 0.37158
H3 1. (−0.4, 0.5, 0.2)− (0.4,−0.1, 0.25) = (−0.8, 0.6,−0.05)
H3 2. (‖(−0.8, 0.6,−0.05)‖)2 = 1.0025
H3 3. e−1.0025 = 0.36696
H4 1. (−0.4, 0.5, 0.2)− (0,−0.15, 0.6) = (−0.4, 0.65,−0.4)
H4 2. (‖(−0.4, 0.65,−0.4)‖)2 = 0.7425
H4 3. e−0.7425 = 0.47592
(5.4)
O (0.31664, 0.37158, 0.36696, 0.47592) · (0.5,−0.4, 0.75,−0.8) = −0.09583
(5.5)
Атрибути улазне инстанце се прихватаjу преко улазних портова vdata
и data док се уз помоћ излазног порта ready може одложити прихватање
улазне инстанце потребан броj циклуса, док архитектура ниjе спремна
за прорачун (Слика 5.12). Трансфер коjи jе започео постављањем порта
vdata на ’1’ се не сме прекидати.
Улазна инстанца се пребацуjе у архитектуру током три циклуса,
пошто толико атрибута има улазна инстанца. Траjање прорачуна унутар
jедног RB модула, када архитектура ради као ANN класификатор, може
доста да се разликуjе од модула до модула. Време прорачуна за jедну
инстанцу унутар модула пропорционално jе броjу неурона унутар слоjа
коjи jе смештен у модулу. Углавном, када архитектура ради као ANN,
мора да се направи известан размак између трансфера и класификовања
две инстанце. Таj размак се уочава по томе што архитектура држи
излазни порт ready на ’0’ све време за коjе не може да прими наредну
инстанцу због класификовања тренутне инстанце (Слика 5.12). Чим се
прими последњи атрибут улазне инстанце, модул RB започиње прорачун.
Почетак прорачуна jе циклус у коме архитектура прелази из стања 0
(“IDLE”) у стање 1 (“STEP_1”). Када архитектура започне прорачун,
инстанца коjа jе тренутно смештена у мемориjи X RAM почиње да се
обрађуjе. Стања аутомата модула RB су кодована бинарно.
• IDLE = 0
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Слика 5.12: Класификовање прве инстанце унутар модула RB 0 за ANN
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• STEP_1 = 1
• STEP_2 = 2
• STEP_3 = 3
• STEP_4 = 4
• STEP_5 = 5
Аутомат у модулу CALC, док jе у стању “IDLE”, чека да пристигне
последњи атрибут улазне инстанце или последњи резултат претходног
слоjа неуронске мреже пре него што започне прорачун. Ово се разликуjе
од понашања аутомата када он ради као DT или SVM где jе аутомат
почео прорачун чим jе пристигао први атрибут. Ова разлика постоjи
стога што када модул CALC ради као неуронска мрежа, он не разликуjе
да ли прима улазне атрибуте или резултате прорачуна претходног
слоjа мреже. Резултати претходног слоjа мреже не долазе jедан за
другим, већ су размакнути известан броj циклуса. Стога jе прорачун
могуће започети тек када пристигне последњи атрибут инстанце, односно
резултат прорачуна претходних слоjева. Када jе пристигла последња
вредност неопходна за прорачун аутомат инициjализуjе први ниво у
ланцу прорачуна, коjи jе у овом случаjу регистар иза одузимача, DREG
(Слика 5.13). Уjедно аутомат се пребацуjе у стање “STEP_1”.
Аутомат модула CALC у стању “STEP_1” остаjе само jедан циклус.
У овом стању прорачун разлике централног вектора и улазне инстанце
jе почео и резултат за први атрибут улазне инстанце и први скалар
централног вектора се налази у регистру DREG. Може се видети да
jе резултат у овом регистру 0.5 (0x20) (Слика 5.13). У овом стању
други ниво ланца прорачуна се активира. Након jедног циклуса аутомат
модула CALC се пребацуjе у стање “STEP_2”.
Аутомат у стању “STEP_2” рачуна радиjалну кернел функциjу и
све операциjе осим рачунања експонента се извршаваjу унутар модула
CALC. Сва три нивоа ланца прорачуна су активна. У регистру DREG
се налазе међурезултати разлике два вектора за n-ти атрибут инстанце
и скалар вектора. У регистру MREG jе смештен квадрат разлике n-
1 атрибута инстанце и скалара централног вектора. Ови квадрати се
на краjу сумираjу у регистру AREG, трећем нивоу ланца прорачуна
(Слика 5.13). Аутомат остаjе у стању “STEP_2” онолико циклуса колико
има атрибута улазна инстанца умањеном за 1. За оваj пример то
значи да ће аутомат остати 2 циклуса у овом стању (Слика 5.12). У
случаjу када се не би рачунао кернел коjи jе радиjалног типа, већ
96
када би се радило са неуронским мрежама типа MLP, ланац прорачуна
би имао 2 нивоа и био би као у примеру рада архитектуре као SVM
класификатора. Аутомат унутар модула CALC ће променити тренутно
стање на наредно, “STEP_3” у тренутку када се у регистру DREG поjави
разлика последњег атрибута инстанце и последњег скалара вектора
разлике. У примеру се може видети да jе у циклусу, када jе аутомат
jош увек у стању “STEP_2”, у регистру DREG jе вредност 0.5 (0x20)
што тачно одговара последњоj разлици. У регистру DREG се током три
циклуса може видети вектор разлике, у овом случаjу (0.5, 0, 0.5) - (0x20,
0x00, 0x20).
Слика 5.13: Ланац за рачунање у модулу CALC у стању “STEP_2” када
класификатор ради као ANN.
У стању “STEP_3” аутомата завршава се рачунање вредности коjа jе
потребна да би се проследила као улаз за нелинеарну функциjу. У овом
стању у регистру MREG се налази последњи квадрат разлике. Адресном
улазу мемориjе F RAM се прослеђуjе срачуната сума са сабирача, али
само пет значаjних бита. У примеру се може видети да jе мемориjи
FRAM прослеђена вредност 0.5 (0x04) (Слика 5.12). Вредност коjа се
прослеђуjе као адреса мемориjи FRAM се заправо интерпретира као
реалан броj представљен у репрезентациjи фиксном тачком са 2 бита
у целом делу и 3 бита у разломљеном. Вредност коjа jе прочитана из
мемориjе ће се наредни циклус видети на улазу F аутомата. Аутомат
остаjе у стању “STEP_3” jедан циклус и потом се пребацуjе у наредно
стање, “STEP_4”.
Слика 5.14: Излазне вредности за прву инстанцу унутар модула 0, када
класификатор ради као ANN
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Када jе аутомат у стању “STEP_4” добиjена вредност из мемориjе F
RAM се прослеђуjе на излаз data уз потврђивање да jе вредност излаза
важећа. Може се видети да jе на излаз прослеђена вредност 0.59375
(0x26) што jе врло приближно тачно срачунатоj вредности 0.60653.
Избацивање важеће вредности на излаз data представља краj прорачуна
за први неурон. Пошто у слоjу неуронске мреже коjа се налази у
модулу RB 0 има jош неурона, аутомат наставља прорачун од стања
“STEP_1”. Док не заврши прорачун за све неуроне у слоjу, аутомат
ће пролазити циклично кроз стања “STEP_1”, “STEP_2”, “STEP_3” и
“STEP_4”. Када дође до последњег неурона у слоjу и налази се у стању
“STEP_4”, аутомат прослеђуjе срачунату вредност на излаз али у том
случаjу прелази у стање “IDLE”. Из овог разматрања jе jасно да jе време
прорачуна модула RB, када ради као ANN калсификатор, сразмерно
броjу неурона у слоjу, као и броjу улазних вредности коjе неурон прима.
Jош jедна значаjна разлика у раду аутомата CALC као ANN
класификатора, у односу на случаjеве када ради као DT и SVM
класификатор, jе да се улазни атрибути не прослеђуjу до наредног
модула RB, пошто они нису потребни за прорачун. Уместо тога се
прослеђуjу само резултати прорачуна неурона унутар слоjа (Слика
5.14). Ово значи да RB модули када раде као неуронске мреже на
улазе могу добити или атрибуте или резултате прорачуна претходних
слоjева и они се употребљаваjу на исти начин, без разлике. Jасно jе
и зашто модул CALC започиње прорачун тек када добиjе последњу
улазну вредност. Пошто улазне вредности долазе раздвоjене, прорачун
и ниjе могуће почети док све вредности не стигну. Код рада модула RB
као DT или SVM класификатора, сви улазни атрибути су долазили до
свих RB модула jедан за другим па jе у том случаjу могуће започети
прорачун чим стигне прва вредност. Вредности срачунате у неуронима
су: 0.59375 (0x26), 0.35938 (0x17), 0.40625 (0x1a) и 0.3125 (0x14). Ове
вредности се прослеђуjу до наредног модула и врло су приближне тачним
вредностима: 0.60653, 0.36059, 0.39357 и 0.30651.
Модул RB 1 ради другачиjе од модула RB 0. Пошто цео класификатор
ради као неуронска мрежа са радиjалним кернелом оваj модул треба
да направи тежинску суму резултата добиjених од претходног модула.
Треба нагласити да би у случаjу да класификатор ради као неуронска
мрежа типа MLP и оваj модул радио исто као и претходни. У зависности
колико слоjева има MLP класификатор, толико модула RB би било
активно и сваки од њих би имплементирао jедан слоj MLP неуронске
мреже.
Као што jе већ речено, модул RB 1 ради као да се рачуна прорачун
за SVM класификатор са линеарним кернелом, при чему jе оваj модул
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Слика 5.15: Класификовање прве инстанце унутар модула RB 1 за ANN
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и први и последњи. Модул се конфигурише као да jе први, зато што
се у том случаjу сума поставља на вредност 0. Конфигурише се и као
последњи зато што се тада на излаз прослеђуjе само резултат прорачуна,
а не и остале улазне вредности. Прорачун jе идентичан већ описаном
прорачуну код примера рада архитектуре као SVM класификатора
(Слика 5.15). Вектор коефициjената за множење резултата прорачуна
скривеног слоjа jе идентичан као jедан вектор подршке. Ово jе уjедно
и jедини вектор подршке. Пошто у овом случаjу не треба да се додаjе
додатна вредност, она jе постављена на 0. Када архитектура заврши
прорачун на излазном порту ће се поjавити вредност 0.125 (0x08), док jе
тачна вредност 0.20900. Ова вредност се прослеђуjе до наредних модула.
Као што се може приметити модул RB 1 има знатно мање тога да рачуна,
па добар део времена стоjи у стању “IDLE”.
У модулима RB 2 и RB 3 неће бити никаквог прорачуна већ ће се
само добиjена вредност од модула RB 1 проследити на излазне портове
система (Слика 5.16). Пошто jе добиjена вредност већа од 0, улазноj
инстанци ће као резултат прорачуна бити додељена класа 1, што jе исти
резултат коjи jе добиjен прорачунима 5.2 и 5.3. Може се видети да се
као резултат прорачуна за другу инстанцу добиjа вредност -0.25 (0xF0)
док jе тачна вредност на основу прорачуна 5.4 и 5.5 -0.09583. У оба
случаjа ће улазноj инстанци као резултат класификациjе бити додељена
класа 2. Мали броj бита узет приликом параметризовања архитектуре,
за представљање реалних броjева у репрезентациjи са фиксном тачком,
ни у овом случаjу ниjе променио резултат класификовања.
Као и у случаjевима рада архитектуре као DT и SVM класификатора,
прорачун архитектуре jе проточан. То као резултат даjе велико
кашњење за добиjање првог резултата прорачуна али се сваки
наредни добиjа знатно брже, уколико архитектура ради под наjвећим
оптерећењем, па се стога добиjа велико убрзање прорачуна када се улазне
инстанце класификуjу jедна за другом. Величина самог убрзања биће
презентована у поглављу посвећеном експерименталним резултатима.
Пошто jе организациjа архитектуре проточна то значи да сви модули
раде на различитим улазним векторима током прорачуна (Слика 5.17).
Када архитектура ради као ANN, слично као и код рада као SVM, може
се предвидети тачан тренутак када ће стићи резултат класификациjе
архитектуре. Да би RMLC архитектура могла да имплементира
одговараjући ANN класификатор, потребно jе да има бар онолико RB
модула колики jе броj слоjева неуронске мреже. У обрађеном примеру
таj броj jе већи па су два RB модула била неактивна. RB ANN
мреже имаjу само два слоjа коjа jе потребно имплементирати унутар
RB модула, зато jе у случаjу ових мрежа довољно само два модула RB у
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Слика 5.16: Класификовање прве инстанце унутар модула RB 2 и 3 за
ANN
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Слика 5.17: Поглед на прорачун свих модула на 4 улазне инстанце ANN
класификатора
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jеднодимензионалном низу. MLP мреже могу имати већи броj скривених






У претходном поглављу приказана jе универзална реконфигурабилна
дигитална архитектура коjа може да реализуjе SVM, DT и ANN
класификаторе. Ту архитектуру смо назвали RMLC. У овом поглављу
биће представљено проширење RMLC архитектуре коjе ће jоj омогућити
да ради и као хомогени или хетерогени анасамбл класификатора.
Ову архитектуру ћемо звати REC. Као што jе описано, RMLC
архитектура jе организована као jеднодимензиони низ блокова са
истом функционалношћу, способних да се конфигуришу у произвољан
DT, SVM или ANN класификатор. Уколико би се уместо jедног
jеднодимензионог низа користило више њих, добила би се матрична
структура коjа би могла да реализуjе произвољан, хомоген или хетероген
ансамбл састављен од DT, SVM или ANN класификатора.
6.1 Ансамбли класификатора
Ансамбли класификатора су у жижи пажње истраживача ваштачке
интелигенциjе и машинског учења у последих неколико децениjа.
Ансамбли класификатора су се показали као ефикасни алати у решавању
многих различитих проблема машинског учења, као што су одабир
особина, процена сигурности, инкрементално учење, исправка грешака...
Главна идеjа ансамбала jе да се одабере одговараjуће правило
за комбиновање предикциjа више резличитих индивидуалних
класификатора. Класификатори су различити уколико праве
104
различите грешке на истим улазним инстанцама. Прецизност
сваког од класификатора треба да jе већа од 50%. Под овим
претпоставкама, ансамбл класификатора може да досегне произвољну
тачност доношењем колективне одлуке (Слика 6.1).
Слика 6.1: Ансамбл класификатора
У општем случаjу, ансамбли се могу састоjати од различитих типова
класификатора (Слика 6.3) и тада се називаjу хетерогени ансамбли.
Уколико се ансамбл састоjи само од jедне врсте класификатора тада се
називаjу хомогеним ансамблима (Слика 6.2).
Слика 6.2: Хомогени ансамбл класификатора
У литератури постоjи много различитих алгоритама за конструкциjу
ансамбала класификатора а неки од њих су Bagging, Boosting, Ada-
Boost [41], Stacked generalization [42], Mixtures of experts [43] и разна
комбинациона правила као што су већинско гласање (анонимно гласање,
наjпростиjе већинско гласање, тежинско већинско гласање), Behavio-
ural Knowledge Space [44] и Borda Count. У овоj дисертациjи ћемо
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Слика 6.3: Хетерогени ансамбл класификатора
се бавити само реализациjом самих машинских модела, не и њиховом
конструкциjом.
6.2 Детаљи REC архитектуре
Основна структура архитектуре REC jе организована као
дводимензиони низ (матрица) истоветних реконфигурабилних RB
модула (Слика 6.4). Броj врста у овоj матрици мора бити већи или
jеднак броjу чланова ансамбла коjи архитектура треба да имплементира.
Броj потребних колона RB матрице треба да jе већи или jеднак дубини
наjдубљег стабла члана ансамбла или наjвећем броjу слоjева ANN
мреже коjа jе члан ансамбла. Броj колона и врста REC архитектуре се
одређуjе параметрима архитектуре пре имплементациjе класификатора
и не може се мењати током рада система.
Свака врста RB матрице реализуjе jедан класификатор коjи jе члан
ансамбла. Сваки од класификатора jе одговоран за додељивање jедне
класе тренутноj инстанци. Сваки класификатор jе имплементиран
на начин описан у претходним поглављима (Слика 6.5). Подаци о
атрибутима инстанци теку само у хоризонталном смеру. У сваком
низу REC архитектуре, прорачун jе проточан. Сваки RB модул у низу
прима податке од претходног модула. Сваки RB модул обрађуjе податке
у зависности од тога да ли jе низ конфигурисан као DT, SVM или
ANN. Због проточне обраде, више инстанци се обрађуjе истовремено на
различитим модулима RB.
Осим RB модула унутар REC архитектуре налази се и додатни модул
коjи служи за конфигурисање поjединачних RB модула. Оваj модул ћемо
звати CM (енглески: Configuration Manager). Модул CM прима податке
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Слика 6.4: Основна структура REC архитектуре
од конфиурационих сигнала и бира коjем од RB модула треба да их
проследи. Конфигурациони сигнали су они исти, већ наброjани: baddr,
cfg, we_cfg, xlen, we_xlen, wlen, we_wlen, we_wdata, wdata, wr_waddr,
wr_xaddr, we_fdata, fdata и wr_fdata. За разлику од тока података
атрибута инстанце, ток конфигурационих података jе вертикалан унутар
REC архитектуре. Модул CM jе повезан директно са свим RB модулима.
6.3 Изградња комплетног ансамбла
У овом поглављу ће бити показано како се може дизаjнирати
комплетан ансамбл класификатора коjи jе заснован на REC
архитектури. Генерално, хардверски системи за реализациjу ансамбала
класификатора се састоjе од два модула:
• Модул EMI (енглески: Ensemble Members Implementation)
за реализациjу поjединачних класификатора ансамбла коjи су
задужени да доделе индивидуалну класу улазноj инстанци;
• Модул CRC (енглески: Combination Rule Calculation) коjи преузима
резултате класификовања поjединачних модула и комбинуjе
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Слика 6.5: Мапирање на REC архитектуру
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их коришћењем неког од правила комбиновања и представља
колективни резултат класификовања тренутне инстанце.
Архитектура REC се може употребити за имплементациjу модула
EMI свеукупног ансамбла класификатора. Пошто су RB модули
универзални, у смислу да могу да имлпементираjу DT, SVM или ANN,
архитектура REC може бити употребљена за имплементациjу хомогених
и нехомогених чланова ансамбла. Штавише, пошто jе REC архитектура
конфигурабилна, могуће jе модификовати архитектуру по потреби у
току рада. Архитектура се са лакоћом може пребацити са хомогеног
ансамбла на нехомогени и обрнуто, или се неки од чланова ансамбла
може променити у тренутку када нови подаци за тренирање постану
доступни.
Архитектура REC не може да се користи за реализациjу CRC модула.
За ову сврху нека друга архитектура треба да се размотри. Архитектуре
за ефикасну имплементациjу CRC модула са различитим правилима за
комбиновање већ постоjе и могу се видети у [45]. Неке од тих паралелних
архитектура се лако могу повезати са REC архитектуром да би се добиле
целокупне хардверске имплементациjе ансамбала класификатора.
Архитектура REC би у целокупном ансамбл систему рачунала у
паралели резултате поjединачних чланова ансамбла за улазну инстанцу
(Слика 6.6). Када би резултати класификовања постали доступни
унутар REC архитектуре, сви резултати би били послати, истовремено,
на излазне портове. Сви резултати би ушли у неки од предложених
паралелних CRC модула [45] коjи би их све искомбиновао неким од
правила да би се на краjу добио коначан резултат класификовања. Таj
резултат се прослеђуjе за даљу обраду кроз jединствен излазни интерфеjс
за резултат класификовања.
Архитектуре модула CRC предложених у [45] захтеваjу да се сви
поjединачни резултати класификовања проследе истовремено. REC
архитектура подржава овакав приступ, зато што се сваки RB модул
може конфигурисати да буде линиjа за кашњење за програмабилном
вредношћу кашњења. Због тога, целокупан ансамбл класификатор се
састоjи само од REC архитектуре коjа jе директно повезана на модул
CRC (Слика 6.6).
У случаjу када REC архитектура ради као хомогени ансамбл
састављен од DT свако стабло jе мапирано на jедну врсту REC матрице
(Слика 6.7). Прорачун унутар стабла jе исти као у случаjу RMLC
архитектуре. Броj модула RB по врстама и колонама REC матрице
да би се имплементирао одговараjући хомогени DT ансамбл може да
се одреди према следећим правилима. Броj врста RC архитектуре треба
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Слика 6.6: Структура целокупног хомогеног и нехомогеног ансамбла
класификатора базираног на REC архитектури
да jе jеднак броjу чланова ансамбла, док броj колона треба да jе jеднак
дубини наjдубљег стабла у ансамблу. Пошто дубине стабала различитих
елемената ансамбла могу да варираjу, а и сама брзина jедног члана
стабла може да буде различита од случаjа до случаjа потребно jе на неки
начин синхронизовати поjављивање резултата класификовања поjединих
чланова ансамбла.
За хомогени ансамбл приказан у примеру (Слика 6.7) дубина
првог и четвртог стабла jе 3, дубина другог стабла jе 4, док jе
дубина трећег стабла 2. То значи да ће класификатори 1 и 4,
у наjгорем случаjу, завршити класификовање за троструко време
потребно jедном RB модулу да заврши прорачун, класификатору два
четвороструко а класификатору 3 двоструко. Треба приметити да
постоjе и модули коjи су неискоришћени (Модули RB означени белом
боjом на слици 6.7) пошто су одговараjућа стабла мање дубине од 4.
Ови неискоришћени модули могу бити конфигурисани да пропуштаjу
резултат класификовања или да га одлажу потребно време зарад
синхронизациjе. На улаз сваког поjединог класификатора се прослеђуjе
иста инстанца за класификовање.
Када се имплементира хомогени SVM ансамбл, сваки SVM члан
ансамбла се мапира на jедну врсту REC архитектуре (Слика 6.8).
Сваки SVM класификатор се имплементира исто као и у случаjу RMLC
архитектуре. Величина REC архитектуре потребна за реализациjу
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Слика 6.7: Имплементациjа поjединачних чланова хомогеног ансамбла,
састављеног од DT-ова
хомогеног SVM ансамбла се одређуjе помоћу наредне процедуре.
Броj потребних врста jеднак jе броjу чланова ансамбла, док jе броj
колона jеднак наjвећоj подели укупне суме потребне за срачунавање
класификациjе jедног SVM класификатора. Треба нагласити да што jе
већи броj колона то се укупна сума може поделити на више мањих, тако
да jе у случаjу хомогеног SVM ансамбла, са аспекта бржег прорачуна
већи броj колона увек пожељан. У сваком случаjу, пошто броj вектора
подршке по класификатору може бити различит у поjединим члановима
ансамбла и у случаjу хомогених SVM ансамбала може доћи до проблема
синхронизациjе коjи се може решити на већ описани начин.
На приказаном примеру хомогеног SVM ансамбла (Слика 6.8) види
се ансамбл од 4 члана са различитим парциjалним сумама. Само
трећи члан ансамбла има блок коjи jе неискоришћен. Као што jе
већ напоменуто и код RMLC архитектуре ово jе случаj коjи се ретко
дешава, пошто се сваки додатни модул RB може искористити за
додатно убрзање у прорачуну. Као што се може видети (Слика 6.8)
на улаз сваког поjединог класификатора се прослеђуjе иста инстанца за
класификовање.
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Слика 6.8: Имплементациjа поjединачних чланова хомогеног ансамбла,
састављеног од SVM-ова
И на краjу, у случаjу када REC архитектура ради као хомогени ANN
ансамбл, сваки члан ансамбла се мапира на jедну врсту REC матрице
(Слика 6.9). Свака неуронска мрежа се имплементира на исти начин
као код RMLC архитектуре. Одређивање величине REC архитектуре,
да би се омогућила имплементациjа хомогеног ANN ансамбла, може се
урадити на следећи начин: броj потребних врста jеднак jе броjу чланова
ансамбла, док jе броj колона jеднак дубини наjдубље мреже од свих
поjединих чланова. Чланови ансамбла, слично као и у случаjу стабала,
могу имати различите дубине. У овом случаjу и сами слоjеви могу
имати различит броj неурона па се стога и у овом случаjу може поjавити
проблем синхронизациjе коjи се решава на већ описани начин.
За хомогени ансамбл приказан као пример (Слика 6.9) постоjе четири
члана од коjих први и четврти имаjу дубину 4, други има дубину 3, док
трећи има дубину 2. За прву и четврту мрежу ће требати знатно веће
време за класификациjу него за, на пример, трећу мрежу. И у овом
случаjу постоjе модули коjи су остали неискоришћени и коjи се могу
употребити за већ описани проблем синхронизациjе, док се иста инстанца
за класификовање прослеђуjе сваком поjедином класификатору.
Због своjе универзалности и реконфигурабилности, REC архитектура
се може користити за имплементациjу хетерогених ансамбала коjи
се састоjе од DT-ова, SVM-ова и ANN-ова. У случаjу хетерогених
ансамбала класификатора, поjедини класификатори моги припадати
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Слика 6.9: Имплементациjа поjединачних чланова хомогеног ансамбла,
састављеног од ANN-ова
различитим врстама модела машинског учења. Пошто се REC
архитектура може индивидуално, врсту по врсту, конфигурисати
у различит тип класификатора, могуће jе реализовати било коjи
хетерогени ансамбл коjи се састоjи од DT, SVM или ANN класификатора.
Као пример, представљен jе хетерогени ансамбл коjи се састоjи од
четири члана (Слика 6.10). Jедан члан jе стабло одлуке и мапиран jе
на прву врсту REC архитектуре. Jедан члан jе SVM класификатор
коjи jе имплементиран у другоj врсти архитектуре. Преостала два
члана су неуронске мреже коjе су реализоване у последње две врсте
архитектуре. Одговараjућим конфигурисањем сваког од RB модула,
REC архитектура може да класификуjе произвољну улазну инстанцу
и за хетерогени ансамбл.
И у овом случаjу, као и код хомогених ансамбала, постоjи проблем
синхронизациjе. Штавише, у случаjу хетерогених ансамбала оваj
проблем jе jош изражениjи, пошто време класификовања различитих
врста класификатора може одступати много више, него када су
класификатори истоветни. Пошто се модули RB могу конфигурисати
да унесу додатно кашњење, оваj проблем се решава исто као и код
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хомогених ансамбала, док се иста инстанца за класификовање прослеђуjе
сваком поjедином класификатору.
Слика 6.10: Имплементациjа поjединачних чланова хетерогеног
ансамбла, састављеног од DT-ова, SVM-ова и ANN-ова
На краjу, треба напоменути да се REC архитектура може употребити
и за вишеструко класификовање истоветног класификатора. Пошто се
свака врста REC архитектуре може програмирати на произвољан начин,
могуће jе имплементирати исти DT, SVM или ANN класификатор у
свакоj врсти (Слике 6.11, 6.12 и 6.13). Надаље, пошто свака врста
има своj посебан улаз за прослеђивање атрибута улазне инстанце и
посебан излаз за давање резултата класификовања, архитектура може
класификовати различите инстанце за исти проблем класификовања у
паралели. Све врсте се при томе конфигуришу као исти класификатор.
Овакав приступ класификовању може драстично да повећа проточност
архитектуре. Ако се REC архитектура користи са M врста, проточност
ће се повећати M пута. Ово jе уjедно и главни разлог зашто jе у
REC архитектури остављен посебан улаз за сваку врсту. Да би се
архитектура користила на овакав начин за сваку врсту jе потребан
посебан улаз. У случаjу ансамбала био би потребан само jедан улаз
за атрибуте улазне инстанце. Треба обратити пажњу да у датим
примерима (Слике 6.11, 6.12 и 6.13) вишеструког повећања протока
114
индивидуалног класификатора, на улазе за атрибуте инстанци доводе
различите инстанце. Када архитектура ради на оваj начин модул CRC
jе сувишан и проблем синхронизациjе не постоjи.
Слика 6.11: Вишеструка паралелна имплементациjа jедног DT
класификатора
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Слика 6.12: Вишеструка паралелна имплементациjа jедног SVM
класификатора





У овом поглављу ће бити представљени резултати експеримената
чиjи jе циљ да се упореде перформансе RMLC и REC архитектуре са
софтверским пакетима, WEKA и R project.
Софтверски пакет R project [46] jе софтвер отвореног кода, коjи,
између осталог, нуди и различите врсте класификатора и алгоритама
коjи се користе у машинском учењу. Према Rexer-овом годишњем
прегледу рударења података из 2010 [47], R project jе био коришћен
у 43% проjеката рударења података, што чини оваj софтверски алат
наjкоришћениjим. R project jе писан коришћењем програмских jезика
C и Fortran, као и посебно развиjеним скриптним jезиком R. Апликациjе
у R project се развиjаjу углавном коришћењем R скрипти, док су неки
делови софтвера са интензивним рачунањем повезани са библотекама
писаним у jезицима C и Fortran. Jедна од главних карактеристика
софтверског пакета R project jе да се може лако проширивати додатним
пакетима коjе развиjаjу сами корисници. Наредни пакети су коришћени
у разним експериментима за демонстрациjу убрзања: e1071 пакет за
SVM-ове, rpart пакет за ортогонална стабла и rsnns пакет за MLP и RBF
неуронске мреже. Сви ови пакети су писани у програмском jезику C.
Изведене су две групе експеримената. Циљ прве групе експеримената
jе био да одреди коjи jе оптималан броj бита потребан за представљање
броjева унутар RMLC архитектуре. Друга група експеримената jе
имала за циљ да одреди могуће убрзање хардверске имплементациjе
класификатора у односу на софтверску. Експерименти су спроведени
над 18 скупова из UCI базе [48] (Табела 7.1).
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Скуп Скраћеница Броj атрибута Броj инстанци
Breast Cancer bc 9 286
Wisconsin Breast Cancer bcw 9 699
Credit Approval ca 15 690
German Credit cg 20 1000
Horse Colic col 22 368
Congressional Voting Records cvr 16 435
Heart Disease hd 13 270
Hepatitis hep 19 155
Haberman’s Survival hs 3 306
Ionosphere ion 34 351
Liver Disorders ld 6 345
Labor Rleations lr 16 57
Mushrooms mus 22 8124
Pima Indians Diabetes pid 8 768
King Rock vs King Pawn rvp 36 3196
Spambase sb 57 4601
Sonar, Mines vs Rocks son 60 208
Tic-Tac-Toe ttt 9 958
Табела 7.1: Коришћени скупови података из UCI базе
7.1 Процена оптималне репрезентациjе
броjева
Важан корак у релизациjи нумеричких алгоритама коришћењем
дигиталног хардвера jе бирање одговараjуће репрезентациjе броjева.
Оваj корак, коjи се зове квантизациjа, треба да одреди наjмањи броj бита
потребних за репрезентациjу нумеричких вредности тако да се добиjе
наjбоља прецизност прорачуна. Квантизациjа треба да смањи потребне
ресурсе за имплементациjу система и повећа брзину класификовања.
У општем случаjу квантизациjа уноси грешке у систем коjе му мењаjу
неке карактеристике. У случаjу RMLC архитектуре, квантизациjа
вредности смештених у мемориjама W RAM и F RAM, као и самих
атрибута инстанце утиче на прецизност предикциjе. Од посебног jе
значаjа испитати утицаj квантизациjе ових вредности на прецизност
класификациjе.
Да би се сагледала осетљивост прецизности RMLC класификатора
у односу на репрезентациjу броjева, развиjен jе симулациони
модел класификатора коjи омогућава мењање репрезентациjе
броjева. Коришћењем овог модела, могуће jе проценити прецизност
класификатора за различите броjевне формате. За сваки сет из
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табеле 7.1 спроведен jе истоветан експеримент коjи се састоjи од пет
десетоструких кросвалидациjа.
Поставка експеримента коjи jе коришћен да би се проценила
оптимална репрезентациjа броjева коришћењем фиксне тачке jе следећа:
• У свакоj кросвалидациjи се изгради jедан DT, SVM или ANN
класификатор коришћењем стандардне репрезентациjе реалних
броjева са 64-битном покретном тачком за атрибуте, коефициjенте
и нелинеарну функциjу. За оваj корак jе коришћен WEKA
софтверски алат.
• Направи се скуп DT-ова, SVM-ова и ANN-ова и у сваком се
заокруже атрибути, коефициjенти и нелинеарне функциjе на
одговараjућу репрезентациjу броjа. Процедура за одговараjућу
репрезентациjу броjа jе следећа. Прво се одабере укупан броj
бита са коjим ће броj бити представљен. Оваj укупан броj иде
од 8 до 32, и повећава се за 4 у сваком кораку. Потом се
одреди броj бита потребних да се представи наjвећи целоброjни
део атрибута из датог скупа. Преостали бити се користе за
представљање разломљениог дела. Ова процедура се користи и за
одређивање репрезентациjе коефициjената и вредности нелинеарне
функциjе. У табели 7.2 приказани су детаљи репрезентациjе
броjева за сваку дужину речи коришћену у експериментима, за
атрибуте, коефициенте и нелинеарну функциjу. Укупно 7 скупова
DT, SVM и ANN класификатора са различитим репрезентациjима
броjева коришћено jе за сваки DT, SVM и ANN класификатор
коjи jе користио стандардну 64-битну репрезентациjу са покретном
тачком.
• Свих 8 класификатора са различитом репрезентациjом броjева се
тестираjу на одговараjућем скупу и њихова прецизност се бележи.
• Стандардни Студентов т-тест за два узорка jе коришћен за
поређење процењене прецизности сваког решења коjе jе користило
репрезентациjу фиксном тачком са решењем коjе jе користило
покретну тачку, за сваки тип класификатора. Подразумевано jе
да се решење са фиксном тачком понаша упоредиво са решењем са
покретном тачком ако jе статистички значаj теста већи од 95%.
Оваква поставка експеримената jе већ коришћена са успехом за
процену оптималне репрезентациjе броjева са фиксном тачком приликом
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Вредност 8 бита 12 бита 16 бита 20 бита 24 бита 28 бита 32 бита
Атрибут 2,6 4,8 6,10 8,12 8,16 8,20 8,24
Коефициjент 2,6 4,8 6,10 8,12 8,16 8,20 8,24
Нелинеарна функциjа 6,2 10,2 14,2 16,4 16,8 16,12 16,14
Табела 7.2: Различите репрезентациjе броjева коришћене у
експериментима
Скуп FP 8 бита 12 бита 16 бита 20 бита 24 бита 28 бита 32 бита
bc 0.817 ± 0.016 0.789 ± 0.027 0.814 ± 0.014 0.817 ± 0.016 0.817 ± 0.016 0.817 ± 0.016 0.817 ± 0.016 0.817 ± 0.016
bcw 0.974 ± 0.001 0.972 ± 0.003 0.973 ± 0.002 0.974 ± 0.002 0.974 ± 0.001 0.974 ± 0.001 0.974 ± 0.001 0.974 ± 0.001
ca 0.904 ± 0.010 0.715 ± 0.133 0.780 ± 0.131 0.890 ± 0.015 0.903 ± 0.090 0.904 ± 0.010 0.904 ± 0.001 0.904 ± 0.001
cg 0.879 ± 0.009 0.819 ± 0.026 0.875 ± 0.010 0.879 ± 0.01 0.879 ± 0.009 0.879 ± 0.009 0.879 ± 0.009 0.879 ± 0.009
col 0.918 ± 0.013 0.849 ± 0.053 0.894 ± 0.041 0.916 ± 0.014 0.918 ± 0.013 0.918 ± 0.013 0.918 ± 0.013 0.918 ± 0.013
cvr 0.973 ± 0.003 0.970 ± 0.004 0.972 ± 0.003 0.972 ± 0.003 0.973 ± 0.003 0.973 ± 0.003 0.973 ± 0.003 0.973 ± 0.003
hd 0.865 ± 0.028 0.857 ± 0.022 0.864 ± 0.027 0.865 ± 0.028 0.865 ± 0.028 0.865 ± 0.028 0.865 ± 0.028 0.865 ± 0.028
hep 0.905 ± 0.012 0.893 ± 0.020 0.904 ± 0.012 0.905 ± 0.012 0.905 ± 0.012 0.905 ± 0.012 0.905 ± 0.012 0.905 ± 0.012
hs 0.791 ± 0.013 0.758 ± 0.033 0.791 ± 0.013 0.791 ± 0.013 0.791 ± 0.013 0.791 ± 0.013 0.791 ± 0.013 0.791 ± 0.013
ion 0.947 ± 0.010 0.884 ± 0.088 0.944 ± 0.011 0.946 ± 0.01 0.947 ± 0.010 0.947 ± 0.010 0.947 ± 0.010 0.947 ± 0.010
ld 0.764 ± 0.021 0.642 ± 0.039 0.746 ± 0.026 0.764 ± 0.021 0.764 ± 0.021 0.764 ± 0.021 0.764 ± 0.021 0.764 ± 0.021
lr 0.979 ± 0.019 0.960 ± 0.040 0.976 ± 0.018 0.978 ± 0.019 0.978 ± 0.019 0.979 ± 0.019 0.979 ± 0.019 0.979 ± 0.019
mus 0.997 ± 0.002 0.590 ± 0.210 0.645 ± 0.241 0.992 ± 0.008 0.996 ± 0.003 0.997 ± 0.002 0.997 ± 0.002 0.997 ± 0.002
pid 0.785 ± 0.015 0.759 ± 0.035 0.784 ± 0.014 0.785 ± 0.015 0.785 ± 0.0150 0.785 ± 0.015 0.785 ± 0.015 0.785 ± 0.015
rvp 0.987 ± 0.007 0.934 ± 0.040 0.990 ± 0.005 0.988 ± 0.007 0.987 ± 0.007 0.987 ± 0.007 0.987 ± 0.007 0.987 ± 0.007
sb 0.969 ± 0.005 N/A 0.524 ± 0.123 0.824 ± 0.091 0.945 ± 0.024 0.966 ± 0.005 0.969 ± 0.005 0.969 ± 0.005
son 0.906 ± 0.020 0.869 ± 0.033 0.903 ± 0.019 0.906 ± 0.020 0.906 ± 0.020 0.906 ± 0.020 0.906 ± 0.020 0.906 ± 0.020
ttt 0.963 ± 0.004 0.904 ± 0.004 0.962 ± 0.003 0.963 ± 0.004 0.963 ± 0.004 0.963 ± 0.004 0.963 ± 0.004 0.963 ± 0.004
Табела 7.3: Просечна прецизност за DT-ове
имплементирања машинских класификатора као дигиталног харвера
[49, 50, 22].
Табеле 7.3, 7.4 и 7.5 приказуjу просечну прецизност класификатора
и стандардну девиjациjу мерену на 50 кросвалидациjа за DT-ове, SVM-
ове и ANN-ове, респективно. У свим табелама колона означена са FP
показуjе прецизност класификатора коjи ради са покретним зарезом,
док наредне колоне приказуjу прецизност класификатора са фиксним
зарезом и све већим броjем бита за репрезентациjу вредности.
У табелама 7.3, 7.4 и 7.5, N/A означава случаj за коjи
специфицирана квантизациjа ниjе прихватљива. Подебљаним броjевима
приказани су случаjеви код коjих постоjи значаjна статистичка
разлика између прецизности добиjене када су вредности представљене
презентациjом покретном тачком и прецизности добиjене када су
вредности представљене фиксном тачком.
На основу резултата експеримената испоставља се да jе за прорачун
DT класификатора потребно 28 бита да би се добила прецизност
упоредива са класификатором коjи ради са покретном тачком. Ипак,
из табеле 7.3 може се видети да у већини случаjева (15 од 18) довољно
jе свега 16 бита да би се постигла иста прецизност. У случаjу SVM-
ова ситуациjа jе нешто боља. Резултати из табеле 7.4 показуjу да jе 20
бита довољно да се постигну перформансе класификатора са покретном
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Скуп FP 8 бита 12 бита 16 бита 20 бита 24 бита 28 бита 32 бита
bc 0.934 ± 0.008 0.864 ± 0.080 0.934 ± 0.008 0.934 ± 0.008 0.934 ± 0.008 0.934 ± 0.008 0.934 ± 0.008 0.934 ± 0.008
bcw 0.971 ± 0.002 0.972 ± 0.002 0.971 ± 0.002 0.971 ± 0.002 0.971 ± 0.002 0.971 ± 0.002 0.971 ± 0.002 0.971 ± 0.002
ca 0.939 ± 0.003 0.897 ± 0.160 0.941 ± 0.005 0.939 ± 0.003 0.939 ± 0.003 0.939 ± 0.003 0.939 ± 0.003 0.939 ± 0.003
cg 0.967 ± 0.005 0.683 ± 0.141 0.967 ± 0.004 0.967 ± 0.005 0.967 ± 0.005 0.967 ± 0.005 0.967 ± 0.005 0.967 ± 0.005
col 0.975 ± 0.006 0.676 ± 0.142 0.975 ± 0.006 0.975 ± 0.006 0.975 ± 0.006 0.975 ± 0.006 0.975 ± 0.006 0.975 ± 0.006
cvr 0.993 ± 0.003 0.962 ± 0.046 0.993 ± 0.003 0.993 ± 0.003 0.993 ± 0.003 0.993 ± 0.003 0.993 ± 0.003 0.993 ± 0.003
hd 0.901 ± 0.008 0.892 ± 0.109 0.900 ± 0.008 0.901 ± 0.008 0.901 ± 0.008 0.901 ± 0.008 0.901 ± 0.008 0.901 ± 0.008
hep 0.975 ± 0.009 0.919 ± 0.095 0.975 ± 0.009 0.975 ± 0.009 0.975 ± 0.009 0.975 ± 0.009 0.975 ± 0.009 0.975 ± 0.009
hs 0.754 ± 0.013 0.754 ± 0.033 0.754 ± 0.012 0.754 ± 0.013 0.754 ± 0.013 0.754 ± 0.013 0.754 ± 0.013 0.754 ± 0.013
ion 0.976 ± 0.005 0.504 ± 0.152 0.770 ± 0.166 0.976 ± 0.006 0.976 ± 0.005 0.976 ± 0.005 0.976 ± 0.005 0.976 ± 0.005
ld 0.602 ± 0.007 0.607 ± 0.006 0.602 ± 0.007 0.602 ± 0.007 0.602 ± 0.007 0.602 ± 0.007 0.602 ± 0.007 0.602 ± 0.007
lr 0.988 ± 0.015 0.979 ± 0.020 0.988 ± 0.015 0.988 ± 0.015 0.988 ± 0.015 0.988 ± 0.015 0.988 ± 0.015 0.988 ± 0.015
mus 1.000 ± 0.000 0.445 ± 0.040 0.935 ± 0.111 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000
pid 0.784 ± 0.002 0.749 ± 0.031 0.784 ± 0.004 0.784 ± 0.002 0.784 ± 0.002 0.784 ± 0.002 0.784 ± 0.002 0.784 ± 0.002
rvp 0.999 ± 0.000 0.506 ± 0.027 0.623 ± 0.149 0.961 ± 0.041 0.999 ± 0.000 0.999 ± 0.000 0.999 ± 0.000 0.999 ± 0.000
sb 0.811 ± 0.004 0.810 ± 0.003 0.811 ± 0.004 0.811 ± 0.004 0.811 ± 0.004 0.811 ± 0.004 0.811 ± 0.004 0.811 ± 0.004
son 0.985 ± 0.007 0.555 ± 0.104 0.923 ± 0.095 0.985 ± 0.007 0.985 ± 0.007 0.985 ± 0.007 0.985 ± 0.007 0.985 ± 0.007
ttt 0.999 ± 0.004 0.928 ± 0.076 0.999 ± 0.004 0.999 ± 0.004 0.999 ± 0.004 0.999 ± 0.004 0.999 ± 0.004 0.999 ± 0.004
Табела 7.4: Просечна прецизност за SVM-ове
Скуп FP 8 бита 12 бита 16 бита 20 бита 24 бита 28 бита 32 бита
bc 0.870 ± 0.045 0.870 ± 0.045 0.870 ± 0.045 0.870 ± 0.045 0.870 ± 0.045 0.870 ± 0.045 0.870 ± 0.045 0.870 ± 0.045
bcw 0.979 ± 0.003 0.973 ± 0.004 0.979 ± 0.003 0.979 ± 0.003 0.979 ± 0.003 0.979 ± 0.003 0.979 ± 0.003 0.979 ± 0.003
ca 0.924 ± 0.012 0.911 ± 0.017 0.924 ± 0.012 0.924 ± 0.012 0.924 ± 0.012 0.924 ± 0.012 0.924 ± 0.012 0.924 ± 0.012
cg 0.896 ± 0.037 0.878 ± 0.048 0.896 ± 0.037 0.896 ± 0.037 0.896 ± 0.037 0.896 ± 0.037 0.896 ± 0.037 0.896 ± 0.037
col 0.941 ± 0.016 0.938 ± 0.017 0.941 ± 0.016 0.941 ± 0.016 0.941 ± 0.016 0.941 ± 0.016 0.941 ± 0.016 0.941 ± 0.016
cvr 0.982 ± 0.005 0.980 ± 0.005 0.982 ± 0.004 0.982 ± 0.005 0.982 ± 0.005 0.982 ± 0.005 0.982 ± 0.005 0.982 ± 0.005
hd 0.910 ± 0.028 0.876 ± 0.022 0.909 ± 0.027 0.910 ± 0.028 0.910 ± 0.028 0.910 ± 0.028 0.910 ± 0.028 0.910 ± 0.028
hep 0.937 ± 0.047 0.932 ± 0.047 0.937 ± 0.047 0.937 ± 0.047 0.937 ± 0.047 0.937 ± 0.047 0.937 ± 0.047 0.937 ± 0.047
hs 0.757 ± 0.028 0.728 ± 0.055 0.757 ± 0.027 0.757 ± 0.028 0.757 ± 0.028 0.757 ± 0.028 0.757 ± 0.028 0.757 ± 0.028
ion 0.972 ± 0.016 0.962 ± 0.018 0.972 ± 0.016 0.972 ± 0.016 0.972 ± 0.016 0.972 ± 0.016 0.972 ± 0.016 0.972 ± 0.016
ld 0.618 ± 0.066 0.590 ± 0.031 0.618 ± 0.066 0.618 ± 0.066 0.618 ± 0.066 0.618 ± 0.066 0.618 ± 0.066 0.618 ± 0.066
lr 0.909 ± 0.148 0.909 ± 0.148 0.908 ± 0.148 0.909 ± 0.148 0.909 ± 0.148 0.909 ± 0.148 0.909 ± 0.148 0.909 ± 0.148
mus 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000
pid 0.775 ± 0.036 0.724 ± 0.047 0.773 ± 0.036 0.775 ± 0.036 0.775 ± 0.036 0.775 ± 0.036 0.775 ± 0.036 0.775 ± 0.036
rvp 0.996 ± 0.003 0.992 ± 0.007 0.996 ± 0.003 0.996 ± 0.003 0.996 ± 0.003 0.996 ± 0.003 0.996 ± 0.003 0.996 ± 0.003
sb 0.935 ± 0.007 0.641 ± 0.049 0.922 ± 0.011 0.935 ± 0.007 0.935 ± 0.007 0.935 ± 0.007 0.935 ± 0.007 0.935 ± 0.007
son 0.879 ± 0.166 0.867 ± 0.164 0.879 ± 0.166 0.879 ± 0.166 0.879 ± 0.166 0.879 ± 0.166 0.879 ± 0.166 0.879 ± 0.166
ttt 0.987 ± 0.004 0.986 ± 0.004 0.987 ± 0.003 0.987 ± 0.004 0.987 ± 0.004 0.987 ± 0.004 0.987 ± 0.004 0.987 ± 0.004
Табела 7.5: Просечна прецизност за ANN-ове
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тачком, док jе за већину случаjева (14 од 18) свега 12 бита довољно. Ако
се посматраjу ANN-ови, ситуациjа jе jош боља као што jе показано у
табели 7.5. Коришћењем свега 16 бита постиже се исти резултат као и
да се користи репрезентациjа покретном тачком, а за већину скупова (17
од 18) довољно jе свега 12 бита.
7.2 Процена убрзања у случаjу RMLC
архитектуре
Да би се проценило убрзање RMLC архитектуре у односу на
софтверски пакет R project, просечна брзина класификовања за jедну
инстанцу jе мерена за сваки од већ споменутих скупова. За оваj
експеримент jе одабран софтвер R project jер има боље перформансе
што се тиче брзине класификовања у односу на WEKA софтвер. R
софтвер jе покретан под оперативним системом Ubuntu 13.10 Linux OS
на процесору AMD Phenom II 1090T (3.2 Ghz) са 16 GB DDR3 RAM
системске мемориjе.
Архитектура RMLC jе параметризована да се састоjи од 12 RB
блокова. Оваj броj блокова jе одређен као већи броj од две вредности:
максималне дубине стабла и максималног броjа слоjева неуронских
мрежа коjи се се добиjали током експеримената. Величина мемориjе
X RAM jе постављена на 128 локациjа, зато што jе максималан броj
атрибута након конверзиjе 122, као што се може видети у табели 7.1.
Величина мемориjа W RAM jе постављена на 32768 баjтова да би се
у њу могао сместити максималан броj вектора подршке добиjен током
експеримената. Величина мемориjе F RAM jе постављена на 4096. На
краjу, репрезентациjа фиксном тачком коjа jе коришћена за RMLC и
REC архитектуру jе имала следећи формат:
• Атрибути су представљени са фиксном тачком коjа jе користила
28 бита. Осам бита jе коришћено за целоброjни део док jе 20
преосталих бита коришћено за разломљени део.
• Коефициjенти су представљени са фиксном тачком коjа jе
користила 28 бита са истом дистрибуциjом као и атрибути.
• Вредности нелинеарне функциjе представљене су фиксном тачком
коjа jе користила 28 бита. Шеснаест бита jе коришћено за
целоброjни део док jе 12 преосталих бита коришћено за разломљени
део.
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Архитектура Слаjсови Флип-флопови DSP блокови Блок RAM Максимална фреквенциjа
RMLC 1062 1813 12 66 113 MHz
Табела 7.6: Хардверски ресурси неопходни имплементирање RMLC
архитектуре коришћене у експериментина за мерење убрзања
Оваква репрезентациjа jе одабрана зато што су експерименти
приказани у поглављу 7.1 показали да jе то оптимална репрезентациjа
када су у питању скупови приказани у табели 7.1.
Архитектура RMLC jе имплементиранa коришћењем Xilinx Virtex-
7 FPGA чипа. Софтвер Xilinx Vivado 2014.2 коришћен jе за
логичку синтезу и имплементациjу са подразумеваним подешавањима за
синтезу и имплементциjу. Ниjе коришћена никакава посебна датотека
за ограничавање дизаjна. Табела 7.6 приказуjе потребне ресурсе
да би се имплементирала архитектура RMLC коjа je коришћенa у
експериментима.
Поређење између хардверске и софтверске имплементациjе jе
спроведено над следећих 5 врста класификатора коjи су доступни у
оквиру софтверског пакета R project: ортогоналани DT (AP-DT), SVM
са полиномиjалним кернелом (SVM-P), SVM са радиjалним кернелом
(SVM-R), MLP ANN (MLP-ANN) и RB ANN (RB-ANN). За сваки скуп из
табеле 7.1 покренут jе експеримент коjи се састоjи од пет десетоструких
кросвалидациjа. Коришћењем софтвера истренирани су класификатори
и измерено jе време њихове класификациjе. Потом jе имплементиран
исти класификатор коришћењем дигиталних архитектура и измерено jе
просечно време класификовања.
Време потребно да софтвер R заврши класификовање jе мерено од
линиjе у C коду у коjоj почиње одговараjућа функциjа за класификациjу
па до тренутка када та функциjа заврши своj задатак. Овакав
начин мерења jе наjприближниjи времену коjе jе потребно за само
класификовање jер он не садржи времена потребна да би се учитали
подаци као ни само време позива и повратка из функциjе. Потребно jе
jош нагласити да софтвер R користи само jедно jезгро процесора током
прорачуна.
Да би се измерило време потребно за класификовање архитектуре
RMLC, мерење ниjе почето пре него што су сви подаци унесени у
одговараjуће мемориjе. Додатно, време потребно да се конфигурише сам
класификатор ниjе узето у обзир. Броj циклуса неопходних за прорачун
измерен jе и затим помножен са периодом радне фреквенциjе. На таj
начин се добиjа време потребно да би се класификовала jедна инстанца.
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Скуп AP-DT SVM-P SVM-R MLP-ANN RB-ANN
bc 17.62 4.60 6.53 5.13 2.60
bcw 12.38 4.70 10.09 16.07 7.25
ca 9.86 5.46 9.46 3.87 1.70
cg 9.71 7.66 9.04 3.91 1.97
col 11.98 7.55 11.4 5.86 2.93
cvr 20.01 4.90 8.72 8.03 3.72
hd 20.05 5.74 11.29 10.67 4.87
hep 11.46 11.52 17.78 11.65 5.28
hs 7.41 4.03 7.29 8.01 3.68
ion 5.49 4.21 6.32 5.68 2.67
ld 5.97 3.83 8.07 1.36 0.67
lr 10.87 5.95 9.09 6.69 3.28
mus 17.28 4.30 4.48 29.51 13.69
pid 7.48 3.67 7.01 9.06 4.10
rvp 21.67 9.57 12.24 23.33 10.38
sb 4.87 3.75 4.12 4.57 2.36
son 5.46 3.56 4.16 6.20 2.96
ttt 4.23 3.75 5.86 3.95 1.83
Просечно убрзање 11.32 5.49 8.50 9.09 4.22
Табела 7.7: Просечно убрзање RMLC архитектуре у односу софтвер R
Просечно убрзање коjе пружа FPGA имплементациjа RMLC
архитектуре над софтвером R jе процењено на просечном времену
неопходном за класификациjу на свим скуповима приказаним у табели
7.1. Процедура за мерење убрзања jе спроведена над свим типовима
класификатора коjе пружа софтвер R и резултати су приказани у табели
7.7 као и на слици 7.1.
Као што се може видети из табелe 7.7, архитектурa RMLC пружа
значаjно убрзање у односу на софтвер R за све типове машинских
класификатора коjи су коришћени у експериментима. Просечно убрзање
RMLC архитектуре у односу на софтвер R jе 11.32 (5.49, 8.50, 9.09,
4.22) за AP-DT (SVM-P, SVM-R, MLP-ANN, RB-ANN). Ова убрзања су
постигнута на хардверскоj архитектури коjа ради на свега 113 Mhz, коjа
jе 28.32 пута спориjа од процесора коришћеног да извршава софтвер R.
Ови резултати су постигнути коришћењем ресурса коjи су веома скромни
у односу на оно што пружаjу наjмодерниjи FPGA чипови.
До сада приказана убрзања су процењена без урачунатог времена за
трансфер података до FPGA чипа. Време трансфера података зависи од
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Слика 7.1: Просечно убрзање RMLC архитектуре у односу на софтвер
R
података коjи се преносе као и од брзине комуникациjе коjа се користи.
На пример, у случаjу да се користи USB 3.0 комуникациjа, теоретски
максимална брзина трансфера би била до 5 Gbit/s, за SATA-III 6 Gbi-
t/s, PCI Express 3.0 нешто испод 7.877 Gbit/s по линиjи, док Ethernet
комуникациjа може да иде и до 100 Gbit/s. Одабир комуникационог
линка значаjно може да утиче на време трансфера података.
Уколико би се узело време трансфера потребног да се коришћењем
jедног 10Gbit/s Ethernet линка пребаце подаци на FPGA чип убрзања
из табелe 7.7 би била другачиjа. Табелa 7.8 приказуje убрзања коjа се
добиjаjу када се урачуна и време потребно за трансфер података.
Уколико се упореде резултати из табеле 7.7 са резултатима из
табеле 7.8 и 7.11 могу се извући следећи закључци. У случаjу RMLC
архитектуре, за AP-DT класификатор, трансфер података би у просеку
смањио убрзање за 4.47%. Минимално и максимално смањење убрзања
jе 0.61% и 12.56%. У случаjу SVM-P просечно смањење jе 0.58% док су
минимално и максимално 0.02% и 2.08%. За SVM-R имплементациjу,
просечно смањење jе 0.56%, док су минимално и максимално 0.02%
и 2.04%. У случаjу MLP-ANN просечно смањење jе 0.68% док су
минимално и максимално 0.08% и 1.84%. И на краjу, у случаjу RB-ANN
имплементациjе просечно смањење би било 0.65%, док би минимално
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Скуп AP-DT SVM-P SVM-R MLP-ANN RB-ANN
bc 17.489 4.597 6.526 5.125 2.597
bcw 11.448 4.613 9.917 15.868 7.166
ca 9.672 5.454 9.450 3.860 1.696
cg 9.514 7.655 9.035 3.899 1.965
col 11.776 7.540 11.385 5.847 2.924
cvr 19.687 4.882 8.690 8.011 3.711
hd 19.694 5.726 11.263 10.641 4.858
hep 10.917 11.397 17.597 11.568 5.244
hs 6.781 4.006 7.248 7.901 3.633
ion 5.009 4.140 6.218 5.607 2.637
ld 5.651 3.819 8.048 1.347 0.664
lr 10.571 5.861 8.959 6.664 3.268
mus 17.146 4.299 4.479 29.481 13.676
pid 7.112 3.663 6.998 8.986 4.069
rvp 21.293 9.559 12.225 23.274 10.356
sb 4.260 3.747 4.117 4.486 2.317
son 4.774 3.486 4.075 6.086 2.906
ttt 4.204 3.748 5.857 3.947 1.829
Просечно убрзање 10.94 5.46 8.45 9.03 4.20
Табела 7.8: Просечно убрзање RMLC архитектуре у односу на софтвер
R са урачунатим временом трансфера података
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и максимално било 0.05% и 1.82%. Из приказаних резултата jасно jе
да су смањења убрзања у сличаjу SVM-ова и ANN-ова минимална. У
случаjу DT смањење jе значаjниjе али jе и даље испод 10% за већину
скупова коришћених у експериментима. Трансфер података има наjвећи
утицаj на DT-ове зато што су они наjмање захтевни за прорачун. Време
потребно да би се класификовала инстанца за DT класификатор jе
наjкраће па стога додато трансфер време наjнеповољниjе утиче на оваj
тип класификатора.
Треба напоменути да, уколико се у некоj апликациjи испостави да jе
смањење убрзање због времена трансфера велико, оно се може и потпуно
елиминисати. Архитектуре RMLC и REC могу се користити у проточном
режиму или се може имплементирати двоструки бафер. У проточном
режиму подаци се не би смештали на FPGA чипу, већ би се одмах
класификовали док би се резултат проточно слао до примаоца. Ако
би се користио двоструки бафер, тада би се две мемориjе неизменично
користиле за примање података. Док се у jедну мемориjу примаjу
подаци, дотле би се подаци из друге мемориjе класификовали и обрнуто.
На ова два начина jе могуће у потпуности уклонити утицаj времена
трансфера података на убрзање самих архитектура.
7.3 Процена убрзања у случаjу REC
архитектуре
Архитектура REC се може користити и за имплементациjу
поjединачних класификатора као и за реализациjу ансамбала. У
наставку поглавља прво ће бити описани експерименти везани за
поjединачне класификаторе а потом за ансамбле.
Архитектура REC коришћена за експерименте убрзања поjединачних
класификатора састоjала се од 15 врста а свака врста jе имала по 12
RB блокова са репрезентациjом броjева коjа jе иста као и за RMLC
архитектуру.
Поставка експеримената jе иста као и за архитектуру RMLC описану
у одељку 7.2. И у овом случаjу jе коришћен софтвер R project а
скраћенице за коришћене класификаторе су исте: AP-DT, SVM-P, SVM-
R, MLP-ANN и RB-ANN.
Архитектура REC jе имплементиранa коришћењем Xilinx Virtex-7
FPGA чипа. Софтвер Xilinx Vivado 2014.2 коришћен jе за логичку
синтезу и имплементациjу са подразумеваним подешавањима за синтезу
и имплементциjу. Ниjе коришћена никакава посебна датотека за
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Архитектура Слаjсови Флип-флопови DSP блокови Блок RAM Максимална фреквенциjа
REC 9680 24541 180 954 113 MHz
Табела 7.9: Хардверски ресурси неопходни за имплементирање REC
архитектуре коришћене у експериментина за мерење убрзања
Скуп AP-DT SVM-P SVM-R MLP-ANN RB-ANN
bc 264.30 69.00 97.95 76.95 39.00
bcw 185.70 70.50 151.35 241.05 108.75
ca 147.90 81.90 141.90 58.05 25.50
cg 145.65 114.9 135.60 58.65 29.55
col 179.70 113.25 171.00 87.90 43.95
cvr 300.15 73.50 130.80 120.45 55.80
hd 300.75 86.10 169.35 160.05 73.05
hep 171.90 172.8 266.70 174.75 79.20
hs 111.15 60.45 109.35 120.15 55.20
ion 82.35 63.15 94.80 85.20 40.05
ld 89.55 57.45 121.05 20.40 10.05
lr 163.05 89.25 136.35 100.35 49.20
mus 259.20 64.50 67.20 442.65 205.35
pid 112.20 55.05 105.15 135.90 61.50
rvp 325.05 143.55 183.60 349.95 155.7
sb 73.05 56.25 61.80 68.55 35.40
son 81.90 53.40 62.40 93.00 44.40
ttt 63.45 56.25 87.90 59.25 27.45
Просечно убрзање 169.83 82.29 127.46 136.29 63.28
Табела 7.10: Просечно убрзање REC архитектуре у односу на софтвер R
ограничавање дизаjна. Табела 7.9 приказуjе потребне ресурсе да би се
имплементирала архитектура REC коjа je коришћенa у експериментима.
Просечно убрзање коjе пружа FPGA имплементациjе REC
архитектуре над софтвером R jе процењено на просечном времену
неопходном за класификациjу на свим скуповима приказаним у табели
7.1. Процедура за мерење убрзања jе спроведена над свим типовима
класификатора коjе пружа софтвер R и резултати су приказани у
табели 7.10 као и на слици 7.2.
Као што се може видети из табеле 7.10, архитектура REC jе очекивано
постигла значаjно већа убрзања од RMLC архитектуре . Ова архитетура
jе убрзала калсификаторе AP-DT (SVM-P, SVM-R, MLP-ANN, RB-ANN)
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Слика 7.2: Просечно убрзање REC архитектуре у односу на софтвер R
просечно 69.83 (82.29, 127.46, 136.29, 63.28) пута. И у овом случаjу нису
узета времена потребна за трансфер података на FPGA чип.
Уколико би се узело време трансфера потребног да се коришћењем
jедног 10Gbit/s Ethernet линка пребаце подаци на FPGA чип убрзања
из табелe 7.10 би била другачиjа. Табелa 7.11 приказуje убрзања коjа се
добиjаjу када се урачуна и време потребно за трансфер података.
Анализом података из табела 7.10 и 7.11 види се да jе утицаj трансфер
времена другачиjе него у случаjу RMLC архитектуре. У случаjу REC
архитектуре смањење убрзања ће бити значаjниjе него у случаjу RMLC
архитектуре. То jе стога што jе време класификовања по jедноj инстанци
jош краће па додато време трансфера утиче значаjниjе. И у овом
случаjу за очекивати jе да ће убрзање DT класификатора бити наjвише
смањено. Ако се упореде резултати долази се до закључка да се убрзање
класификатора AP-DT у просеку смањило 34.93%, док jе минимално и
максимално смањење 8.51% и 68.32%. У случаjу SVM-P класификатора,
прсечно смањење jе 7.34% док су минимално и максимално 0.30% 24.13%,
а за SVM-R класификаторе, просечна вредност jе 7.09% док су наjмања и
наjвећа вредност 0.30% и 23.87%. У случаjу ANN-ова ситуациjа jе слична
те jе код MLP-ANN просечно смањење 8.77%, а наjмање и наjвеће су
1.19% and 22.00% а код RB-ANN, просечно jе 8.43%, а наjмање и наjвеће
су 1.18% and 21.72%.
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Скуп AP-DT SVM-P SVM-R MLP-ANN RB-ANN
bc 237.573 68.385 97.076 75.813 38.424
bcw 83.611 54.992 120.024 202.478 92.514
ca 114.562 80.571 139.597 55.871 24.578
cg 111.268 113.875 134.39 56.367 28.4
col 142.676 111.084 167.729 84.969 42.546
cvr 240.891 69.734 124.453 116.264 53.939
hd 236.532 82.988 163.465 153.82 70.41
hep 98.482 148.709 230.709 157.93 71.869
hs 46.467 55.383 100.598 99.544 46.192
ion 33.729 50.379 76.083 71.297 33.684
ld 48.471 55.055 116.338 17.879 8.914
lr 114.461 72.768 111.854 94.804 46.547
mus 232.05 64.307 66.999 436.108 202.315
pid 63.193 53.525 102.535 121.015 55.281
rvp 256.855 141.012 180.354 337.79 150.507
sb 23.216 55.583 61.158 53.471 27.71
son 25.942 40.516 47.507 72.543 34.755
ttt 58.051 55.831 87.246 58.547 27.125
Просечно убрзање 120.446 76.372 118.229 125.917 58.651
Табела 7.11: Просечно убрзање REC архитектуре у односу на софтвер R
са урачунатим временом трансфера података
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Време трансфера података се може у потпуности уклонити неким од
поступака описаним у поглављу 7.2.
Архитектура REC може да ради и као део система за имплементациjу
ансамбала класификатора. Да би се проценило убрзање коjе архитектура
пружа у односу на постоjећа софтверска решења одабран jе софтверски
алат Waikato Environment for Knowledge Analysis (WEKA). WEKA jе
софтверски алат коjи jе већим делом написан у програмском jезику Java.
Обично се програми написани у Java програмском jезику извршаваjу
спориjе него програми написани у програмиским jезицима C/C++ и For-
tran. За поређење jе одабран програмски пакет WEKA зато што има
одличну подршку за ансамбле класификатора. Програмски пакет R pro-
ject ниjе узет, и поред бољих перформанси, jер недостаjе имплементациjа
ансамбала.
Програмски пакет WEKA подржава и функционална стабла одлука
па су у овом експериментима и ова стабла узета у обзир.
Поређење између хардверске и софтверске имплементациjе jе
спроведено над следећих 10 врста ансамбала коjи се могу имплементиати
у оквиру софтверског пакета WEKA:
• хомогени ансамбл функционалних DT (F-DT EC)
• хомогени ансамбл ортогоналаних DT (AP-DT EC)
• хомогени ансамбл SVM са полиномиjалним кернелом (SVM-P EC)
• хомогени ансамбл SVM са радиjалним кернелом (SVM-R EC)
• хомогени ансамбл MLP-ANN (MLP-ANN EC)
• хомогени ансамбл RB ANN (RB-ANN EC)
• хетерогени ансамбл састављен од DT и SVM класификатора
(DTSVM EC)
• хетерогени ансамбл састављен од DT и ANN класификатора
(DTANN EC)
• хетерогени ансамбл састављен од SVM и ANN класификатора (SV-
MANN EC)
• хетерогени ансамбл састављен од DT, SVM и ANN класификатора
(DTSVMANN EC)
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Скуп F-DT EC AP-DT EC SVM-P EC SVM-R EC MLP-АNN EC RB-АNN EC DTSVM EC DTANN EC SVMANN EC DTSVMANN EC
bc 226867.70 4474.71 360.72 331.75 6768.00 10403.70 949.93 38035.02 382.68 1071.41
bcw 38942.77 2559.62 260.20 188.36 4022.26 4875.46 594.47 8836.78 378.56 837.25
ca 195000.00 2444.00 281.00 296.00 4468.00 7052.00 597.00 31451.00 273.00 660.00
cg 499509.00 2300.00 329.00 299.00 4584.00 7613.00 615.00 63953.00 318.00 670.00
col 306018.13 4099.70 355.63 359.95 6470.92 10712.49 899.05 45513.60 381.70 1034.82
cvr 53352.94 3823.53 353.17 167.13 5220.59 6495.10 641.22 13284.31 357.77 775.61
hd 61144.00 5679.00 272.00 184.00 6921.00 7454.00 592.00 14631.00 357.00 799.00
hep 88194.00 8439.00 542.00 298.00 10238.00 11376.00 1288.00 22200.00 756.00 1770.00
hs 79538.00 6022.00 236.00 169.00 6691.00 7527.00 378.00 15926.00 241.00 484.00
ion 150047.62 3650.79 322.01 214.25 5339.29 7392.86 1042.86 24429.89 412.74 1312.33
ld 61803.23 5861.29 150.11 108.40 6491.94 5873.66 263.86 14529.57 178.03 351.08
lr 130784.31 13980.39 1992.01 820.29 18602.94 23112.75 4573.98 37957.52 2563.65 6519.69
mus 404272.74 843.11 458.06 462.73 4734.65 10255.78 450.23 43868.88 396.21 436.05
pid 55420.00 2330.00 191.00 166.00 3703.00 4216.00 191.00 10485.00 147.00 224.00
rvp 152587.00 960.00 183.00 195.00 2754.00 4179.00 274.00 20020.00 195.00 256.00
son 239840.00 5781.00 427.00 306.00 6918.00 11275.00 1449.00 37718.00 521.00 1684.00
ttt 122978.00 1628.00 185.00 180.00 3135.00 4558.00 257.00 18166.00 162.00 280.00
Просечно убрзање 181309.25 4218.73 395.44 277.60 6110.37 8308.49 852.31 28173.64 456.80 1080.85
Табела 7.12: Просечно убрзање REC архитектуре у односу на софтвер
WEKA
Скуп F-DT EC SVM-P EC MLP-ANN ECВреме (WEKA) Време (REC) Убрзање Време (WEKA) Време (REC) Убрзање Време (WEKA) Време (REC) Убрзање
Higgs 181977.8 s 0.47826 s 380498.9 249400.0 s 1733.78 s 143.847 1800 s 0.76522 s 2352.27
Susy 21088.9 s 0.21739 s 97008.9 40955.6 s 256.83 s 159.468 800 s 0.34783 s 2300.00
Skin 292.9 s 0.01065 s 27487 312.7 s 4.67 s 70 41.8 s 0.01705 s 2452.4
Табела 7.13: Време потребно да би се класификовале све инстанце
великих скупова
За 17 скупова из табеле 7.1 покренут jе експеримент коjи се састоjи од
пет десетоструких кросвалидациjа. Коришћењем софтвера истренирани
су класификатори и измерено jе време њихове класификациjе.
Потом jе имплементиран исти класификатор коришћењем дигиталних
архитектура и измерено jе просечно време класификовања. Мерење
времена софтверског решења у хардверске архитектуре jе спроведено
на начин описан у поглављу 7.2.
Као што табела 7.12 показуjе REC архитектура пружа убрзања од 2
до 5 редова величине већа од WEKA софтверских решења за све врсте
ансамбала класификатора. Просечно убрзање REC архитектуре у односу
на WEKA софтвер jе 181309.25 (4218.73, 395.44, 277.6, 6110.37, 8308.49)
за хомогене ансамбле класификатора и 852.31 (28173.64, 456.8, 1080.85)
за хетерогене ансамбле.
На краjу, да би се боље илустровало потенциjална уштеда времена
када се користи REC реконфигурабилна архитектура, узета су три
скупа са великим броjем инстанци из UCI базе скупова. У табели 7.13
приказана су времена потребна да би се класификовале све инстанце
ових скупова за WEKA софтвер и REC архитектуру.
Скуп Higgs садржи 11000000 инстанци, има 28 атрибута и инстанце
треба да се класификуjу у две класе. Скуп Susy садржи 5000000
инстанци, има 18 атрибута и инстанце треба да се класификуjу у две
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класе. Скуп Skin садржи 245057 инстанци, има 2 атрибута и инстанце
треба да се класификуjу у две класе.
Када се анализираjу резултати из табеле 7.13, види се да се време
потребно за класификовање свих инстанци великих скупова може
значаjно смањити уколико се користи REC архитектура уместо WEKA
софтвера. За неке скупове, WEKA софтверу су потребни сати, чак и
дани да заврши класификовање док архитектура REC исти задатак може
да уради за време мерено у минутима, чак и секундима. Резултати
у табелама 7.10 и 7.13 показуjу да се перформансе архитектуре REC
одлично скалираjу са повећањем величине скупа са коjим се ради. Ови





У докторскоj дисертациjи представљена jе универзална
реконфигурабилна дигитална архитектура грубог степена гранулациjе
коjа може да реализуjе стабла одлука - DT, SVM као и вештачке
неуронске мреже - ANN. Уз то, показана jе и архитектура коjа може
да имплементира хомогене као и хетерогене ансамбле наведених
класификатора. Архитектуре су погодне за имплементациjу како
на технологиjи FPGA тако и на технологиjи ASIC. У дисертациjи jе
приказано како се архитектуре користе за имплементациjу више врста
DT-ова, SVM-ова и ANN-ова као и хомогених и хетерогених ансамбала
ових класификатора. Имплементациjа архитектура на FPGA чипу jе
поређена са R и WEKA софтверским имплементациjама на већем броjу
стандардних проблема из UCI базе података за проблеме машинске
класификациjе. За три врсте класификатора детаљно jе илустровано
како RMLC архитектура ради на конкретним примерима предикциjе.
Ефикасност рада архитектура показана jе на већем броjу
експеримената над скуповима података из UCI базе података. Резултати
експеримената показуjу да приказане архитектуре остваруjу убрзања и
до неколико редова величина већа у односу на имплементациjе истих
класификатора софтверским решењима. Архитектуре су поређене са R
project и WEKA софтверским пакетима. Архитектура RMLC остварила
jе ред величине краће време предикциjе у односу на софтвер R project,
при чему jе постигнута иста прецизност класификовања. Архитектура
REC има убрзање коjе jе два реда величине веће него софтвер R
project док убрзање иде и до шест редова величине у поређењу са
WEKA софтверским пакетом. При томе, постигнута jе иста прецизност
предикциjе. Архитектуре су имплементиране на FPGA чипу и радиле
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