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Abstract
Under some suitable assumptions, we show that the n + 2 order non-linear boundary value problems
(BVP1)

(E1) [φp(u(n)(t))]′′ = f (t, u(t), u(1)(t), . . . , u(n+1)(t))
(BC1)

u(i)(0) = 0, i = 0, 1, 2, . . . , n − 3,
u(n−1)(1) = 0
u(n−2)(0) = λu(n−1)(η)
u(n+1)(0) = α1u(n+1)(ξ)
u(n)(1) = β1u(n)(ξ)
and
(BVP2)

(E2) [φp(u(n)(t))]′′ = f (t, u(t), u(1)(t), . . . , u(n+1)(t))
(BC2)

u(i)(0) = 0, i = 0, 1, 2, . . . , n − 3,
u(n−1)(0) = 0
u(n−2)(1) = −λu(n−1)(η)
u(n+1)(0) = α1u(n+1)(ξ)
u(n)(1) = β1u(n)(ξ)
have at least two positive solutions in Cn[0, 1].
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1. Introduction
In this paper, we are concerned with the existence of solutions of the boundary value problems consisting of the
p-Laplacian differential equations.
(BVP1)

(E1) [φp(u(n)(t))]′′ = f (t, u(t), u(1)(t), . . . , u(n+1)(t))
(BC1)

u(i)(0) = 0, i = 0, 1, 2, . . . , n − 3,
u(n−1)(1) = 0
u(n−2)(0) = λu(n−1)(η)
u(n+1)(0) = α1u(n+1)(ξ)
u(n)(1) = β1u(n)(ξ)
and
(BVP2)

(E2) [φp(u(n)(t))]′′ = f (t, u(t), u(1)(t), . . . , u(n+1)(t))
(BC2)

u(i)(0) = 0, i = 0, 1, 2, . . . , n − 3,
u(n−1)(0) = 0
u(n−2)(1) = −λu(n−1)(η)
u(n+1)(0) = α1u(n+1)(ξ)
u(n)(1) = β1u(n)(ξ),
where f : [0, 1]×[0,∞)×Rn+1 → [0,∞) is a continuous function 0 < ξ , η < 1, λ ≥ 0, p > 1, α1 < 1, β1 ∈ [0, 1)
and φp(z) = |z|p−2z.
Two-point boundary value problems are used to describe a number of physical, biological and chemical
phenomena. For additional background and results, we refer the reader to the monograph by Agarwal and Wong [1,2]
as well as the recent contributions by [3–6].
Recently, three point boundary value problems for differential equations were presented and studied by many
authors, see [7–9] and the references therein.
Three point boundary value problems (BVP1) and (BVP2) have not received much attention in the literature. The
Lidstone condition boundary value problem
(BVP3)
{
(E3) u′′′′(t) = a(t) f (u(t)), t ∈ (0, 1),
(BC3) u(0) = u(1) = u′′(0) = u′′(1) = 0,
and the three point boundary value problem
(BVP4)
{
(E4) u′′′′(t)+ a(t) f (u(t)) = 0, t ∈ (0, 1),
(BC4) u(0) = 0, u(1) = αu(η),
were extensively considered, for example, in [4–6,10,11] and [8,9,12,13] respectively. Results for the existence of
positive solutions of (BVP1) and (BVP2) are relatively scarce.
The motivation for the present work also originates from many recently investigations. Recently, there has been
an increasing interest in obtaining twin positive solutions for two point boundary value problems for both ordinary
differential equations and finite difference equations: for more details, we refer the reader to [5,7,14–16]. To the
best of our knowledge, existence of results of multiple positive solutions for three point BVP have not been
found in the literature. The purpose of this paper is to establish the existence of at least two positive solutions of
(BVP1) and (BVP2). Our arguments involve the use of the concavity and integral representation of solutions and
the Avery–Henderson fixed point theorem, Lemma 2.4. We will impose growth conditions on f which ensure the
existence of at least two positive solutions of (BVP1) and (BVP2).
In 2003, Liu and Ge [17] studied this topic for the boundary value problem
(BVP∗1)

(E∗1) (φp(u′′(t)))′′ = a(t) f (u(t))
(BC∗1)

{
u′(1) = 0
u(0) = λu′(η){
u′′′(0) = α1u′′′(ξ)
u′′(1) = β1u′′(ξ),
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and
(BVP∗2)

(E∗2) (φp(u′′(t)))′′ = a(t) f (u(t))
(BC∗2)

{
u′(0) = 0
u(1) = −λu′(η){
u′′′(0) = α1u′′′(ξ)
u′′(1) = β1u′′(ξ).
They applied a fixed point theorem to establish the existence of at least two positive solutions of (BVP∗1) and (BVP∗2).
Now, we consider the same problem for (BVP1)–(BVP2) and attempt to obtain some extension of the results of
Liu and Ge [17].
2. Main result
Throughout this paper, we assume that
(i) q is a constant and satisfies 1p + 1q = 1;
(ii) (φp)−1(z) := φq(z) = |z|q−2z.
In order to discuss our results, we need the following hypotheses and lemmas:
Definition 2.1. Let X be a real Banach space. Then a non-empty closed convex set P ⊂ X is called a cone of X if it
satisfies the following conditions:
(i) x ∈ P and λ ≥ 0 implies λx ∈ P;
(ii) x ∈ P and −x ∈ P implies x = 0.
Every cone P ⊂ X induces an ordering in X which is given by x ≤ y if and only if y − x ∈ P .
Definition 2.2. A map ψ : P → [0,+∞) is called non-negative continuous concave functional provided ψ is non-
negative, continuous and satisfies
ψ(t x + (1− t)y) ≥ tψ(x)+ (1− t)ψ(y),
for all x, y ∈ P and t ∈ [0, 1].
A map beta is a continuous convex functional on a cone P of X if
β : P → [0,+∞)
is continuous and
β(t x + (1− t)y) ≤ tβ(x)+ (1− t)β(y),
for all x, y ∈ P and t ∈ [0, 1].
Definition 2.3. An operator is called completely continuous if it is continuous and maps bounded sets into pre-
compact sets.
Let
P(ψ, d) = {x ∈ P : ψ(x) < d}, ∂P(ψ, d) = {x ∈ P : ψ(x) = d},
and P(ψ, d) = {x ∈ P : ψ(x) ≤ d}.
Lemma 2.4 (Avery, Chyan and Henderson [18], Theorem 2.4). Suppose X is a real Banach space, P is a cone of X.
Let γ , α, θ ∈ C(P, [0,∞)) with θ(0) = 0 and T : P(γ, c) → P be completely continuous satisfying the following
conditions: there exist a, b, c,M ∈ (0,∞) with 0 < a < b < c such that
(a) γ (x) ≤ θ(x) ≤ α(x), ‖x‖ ≤ Mγ (x) for x ∈ P(γ, c).
(b) θ(µx) ≤ µθ(x), µ ∈ (0, 1], x ∈ ∂P(θ, b),
(c) γ (T x) > c for x ∈ ∂P(γ, c);
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(d) θ(T x) < b for x ∈ ∂P(θ, b);
(e) P(α, a) 6= φ and α(T x) > a for x ∈ ∂P(α, a).
(f) α and γ are increasing.
Then, T has at least two fixed point x1 and x2 ∈ P(γ, c) such that
a < α(x1), θ(x1) < b < θ(x2),
and
γ (x2) < c.
In the sequel, we impose growth conditions on f which allows us to apply Theorem AH in obtaining two positive
solutions (BVP1) and (BVP2).
Lemma 2.5 (Liu and Ge [17]). Suppose that H is continuous on [0, 1], then the unique solution of boundary value
problem{−y′′ = H(t) in [0, 1]
y′(0) = α1y′(ξ), y(1) = β1y(ξ) (1)
is
y(t) =
∫ 1
0
g(t, s)H(s)ds,
where
g(t, s) = 1
Θ

1− β1ξ − t + β1t, 0 ≤ s ≤ t < ξ < 1 or 0 ≤ s ≤ ξ ≤ t ≤ 1
1− β1ξ + (1− β1)(α1s − s − α1t), 0 ≤ t ≤ s ≤ ξ < 1
1− α1 − β1s + α1β1s − t + α1t + β1t − α1β1t, 0 ≤ ξ ≤ s ≤ t ≤ 1
(1− s)(1− α1), 0 < ξ ≤ t ≤ s ≤ 1 or 0 ≤ t < ξ ≤ s ≤ 1
and Θ = (1− α1)(1− β1) 6= 0.
Proof. If y(t) is a solution of (1), then we suppose that
y(t) = −
∫ 1
0
(t − s)H(s)ds + At + B, t ∈ [0, 1].
By the boundary conditions, we obtain
A = −α1
∫ ξ
0
H(s)ds + α1A
and
−
∫ 1
0
(1− s)H(s)ds + A + B = −β1
∫ ξ
0
(ξ − s)H(s)ds + β1ξ A + β1B,
hence
y(t) = −
∫ t
0
(t − s)H(s)ds − α1t
1− α1
∫ ξ
0
H(s)ds + 1
1− β1
∫ 1
0
(1− s)H(s)ds
− 1
(1− α1)(1− β1)
∫ ξ
0
(β1ξ − β1s + α1β1s − α1)H(s)ds
=
∫ 1
0
g(t, s)H(s)ds.
On the other hand, it is easy to know that if α1 < 1, β ∈ [0, 1) then g(t, s) ≥ 0 for (t, s) ∈ [0, 1]×[0, 1]. It follows
from Lemma 2.5 that the solution u(t) of problem (BVP1) satisfy
φp(u(n)(t)) = −
∫ 1
0
g(t, s) f (s, u(s), . . . , u(n+1)(s))ds.
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Thus,
u(n)(t) = −φq
(∫ 1
0
g(t, s) f (s, u(s), . . . , u(n+1)(s))ds
)
. (2)
Using (2) and the boundary condition (BC1), we have
−u(n−1)(t) = −
∫ 1
t
φq
(∫ 1
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds (3)
and
u(t)(n−2) − u(n−2)(0) =
∫ t
0
∫ 1
s
φq
(∫ 1
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
drds. (4)
This implies
u(n−2)(t) = λ
∫ 1
η
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+ t
∫ 1
t
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ t
0
sφq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds.
Similarly, if u(t) is a solution of (BVP2), we have
u(n−2)(t) = λ
∫ η
0
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ 1
0
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
− t
∫ t
0
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
−
∫ 1
t
sφq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds.
Here, we consider the classical Banach space X = Cn([0, 1]) which is equipped with the super norm ‖x‖ =
max0≤t≤1 |xn−2(t)|. The cones P1 and P2 ⊂ X are defined as follows:
P1 = {u ∈ X |un−2(t) is non-negative concave and non-decreasing on [0, 1]}
and
P2 = {u ∈ X |un−2(t) is non-negative concave and non-increasing on [0, 1]}. 
3. Twin positive solutions of (BVP1)
We choose r ∈ (η, 1) and define the non-negative, increasing, continuous functionals γ, θ and α on P1 by
γ (u) = min
t∈[η,r ] u
(n−2)(t) = u(n−2)(η),
θ(u) = max
t∈[0,η]
u(n−2)(t) = u(n−2)(η),
α(u) = max
t∈[0,r ]
u(n−2)(t) = u(n−2)(r).
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Since u ∈ P1, we have
u(n−2)(η) = u(n−2)((1− η) · 0+ η · 1) ≥ (1− η)u(n−2)(0)+ ηu(n−2)(1)
and
λ
u(n−2)(η)− u(n−2)(1)
η − 1 = λu
(n−1)(ξ) ≤ λu(n−1)(η) = u(n−2)(0) for some ξ ∈ (η, 1).
This means that
u(n−2)(η) ≥ −λ(u(n−2)(η)− u(n−2)(1))+ ηu(n−2)(1)
and
γ (u) = u(n−2)(η) ≥ λ+ η
λ+ 1u
(n−2)(1) = λ+ η
λ+ 1‖u‖,
which implies
‖u‖ ≤ 1+ λ
η + λγ (u) for u ∈ P1.
Finally, we also note that
θ(µu) = µθ(u), for µ ∈ [0, 1] and u ∈ P1.
This completes the proof.
Theorem 2.6. Suppose that
(C1) f : [0, 1] × [0,∞)× R(n+1) → [0,∞) is continuous,
(C2) a, b, c ∈ (0,∞) satisfying 0 < a < LN b < LN · η+λ1+λ c and
(C3) there are three positive constants k1, k2, k3 satisfy the following conditions:
(1◦) f (t, y1, . . . , yn+2) > k1φp
( c
M
)
, (t, y1, . . . , yn+2) ∈ [η, 1] ×
n−2∏
k=0
[
cηn−2−k, 1+ λ
η + λc
]
× R3,
(2◦) f (t, y1, . . . , yn+2) < k2φp
(
b
N
)
, (t, y1, . . . , yn+2) ∈ [0, 1] ×
[
0,
1+ λ
η + λb
]n−1
× R3,
(3◦) f (t, y1, . . . , yn+2) > k3φp
( a
L
)
, (t, y1, . . . , yn+2) ∈ [0, r ] ×
n−2∏
k=0
[0, arn−2−k] × R3,
where L ,M, N are defined as follows:
M = (λ+ η)
∫ 1
η
φq
(∫ 1
η
k1g(s, r)dr
)
ds +
∫ η
0
sφq
(∫ 1
η
k1g(s, r)dr
)
ds,
N = (λ+ η)
∫ 1
η
φq
(∫ 1
0
k2g(s, r)dr
)
ds +
∫ η
0
sφq
(∫ 1
0
k2g(s, r)dr
)
ds,
L = λ
∫ 1
η
φq
(∫ r
0
k3g(s, τ )dτ
)
ds + r
∫ 1
r
φq
(∫ r
0
k3g(s, τ )dτ
)
ds +
∫ r
0
sφq
(∫ r
0
k3g(s, τ )dτ
)
ds.
Then (BVP1) has at least two positive solutions u1 and u2 such that
a < max
t∈[0,r ]
u(n−2)1 (t) = u(n−2)1 (r) with u(n−2)1 (η) = maxt∈[0,η] u
(n−2)
1 (t) < b
and
b < max
t∈[0,η]
u(n−2)2 (t) = u(n−2)2 (η) with u(n−2)2 (η) = mint∈[η,r ] u
(n−2)
2 (t) < c.
Proof. First, we define a completely continuous integral operator T : P1 → X via
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(Tu)(n−2)(t) = λ
∫ 1
η
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+ t
∫ 1
t
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ t
0
sφq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds.
It is well-known that solutions of (BVP1) are fixed points of T and conversely. Next, we separate the rest proof into
the following steps to show the conditions of Lemma 2.4 (Avery, Chyan and Henderson) are satisfied:
Step 1. Let u ∈ P1(γ, c). By the non-negativity of f and g, we have (Tu)(n−2)(t) ≥ 0. In addition, we see that
((Tu)(n−2)(t))′′ = −φq
(∫ 1
0
g(t, s) f (s, u(s), . . . , u(n+1)(s))ds
)
≤ 0,
((Tu)(n−2)(t))′ =
∫ 1
t
φq
(∫ 1
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds ≥ 0,
(Tu)(n−2)(0)−λ((Tu)(n−2))′(η) = 0 and ((Tu)(n−2))′(1) = 0. Consequently, Tu ∈ P1 and conclude T : P1(γ, c)→
P1.
Choose u ∈ ∂P1(γ, c), then γ (u) = u(n−2)(η) = c. Since u ∈ P1, u(n−2)(t) ≥ c for t ∈ [η, 1]. Using
‖u‖ ≤ 1+λ
η+λγ (u) = 1+λη+λc, we have
c ≤ u(n−2)(t) ≤ 1+ λ
η + λc on [η, 1].
Therefore,
cηn−2−k ≤ u(k)(t) ≤ 1+ λ
η + λc on [η, 1], k = 0, 1, . . . , n − 2.
This and (C3)—(1◦) imply
γ (Tu) = (Tu)n−2(η)
= λ
∫ 1
η
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+ η
∫ 1
η
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ η
0
sφq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
≥ (λ+ η)
∫ 1
η
φq
(∫ 1
η
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ η
0
sφq
(∫ 1
η
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
> (λ+ η)
∫ 1
η
φq
(∫ 1
η
k1g(s, r)φp
( c
M
)
dr
)
ds +
∫ η
0
sφq
(∫ 1
η
k1g(s, r)φp
( c
M
)
dr
)
ds
= c
M
[
(λ+ η)
∫ 1
η
φq
(∫ 1
η
k1g(s, r)dr
)
ds +
∫ η
0
sφq
(∫ 1
η
k1g(s, r)dr
)
ds
]
= c.
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Step 2. Let us choose u ∈ ∂P1(θ, b), then θ(u) = u(n−2)(η) = b and hence 0 ≤ u(n−2)(t) ≤ b for 0 ≤ t ≤ η. Since
u ∈ P1, we have b ≤ u(n−2)(t) ≤ ‖u‖ = u(1) for t ∈ [η, 1]. Moreover,
‖u‖ ≤ 1+ λ
η + λγ (u) =
1+ λ
η + λθ(u) =
1+ λ
η + λb,
so
0 ≤ u(n−2)(t) ≤ 1+ λ
η + λb, 0 ≤ t ≤ 1.
Therefore,
0 ≤ u(k)(t) ≤ 1+ λ
η + λb on [0, 1], k = 0, 1, . . . , n − 2.
This and (C3)—(2◦) imply
θ(Tu) = (Tu)(n−2)(η)
= (λ+ η)
∫ 1
η
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ η
0
sφq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
< (λ+ η)
∫ 1
η
φq
(∫ 1
0
k2g(s, r)φp
(
b
N
)
dr
)
ds +
∫ η
0
sφq
(∫ 1
0
k2g(s, r)φp
(
b
N
)
dr
)
ds
= b
N
[
(λ+ η)
∫ 1
η
φq
(∫ 1
0
k2g(s, r)dr
)
ds +
∫ η
0
sφq
(∫ 1
0
k2g(s, r)dr
)
ds
]
= b.
Step 3. Consider u(n−2)(t) = a2 on [0, 1]. Then α(u) = a2 < a which implies u ∈ P1(α, a). Thus, P1(α, a) 6= ∅.
Now, let us choose u ∈ ∂P1(α, a). Then α(u) = u(n−2)(r) = a. This implies 0 ≤ u(n−2)(t) ≤ a on [0, r ].
Therefore,
0 ≤ u(k)(t) ≤ arn−2−k on [0, r ], k = 0, 1, . . . , n − 2.
This and (C3)—(3◦) imply
α(Tu) = (Tu)(n−2)(r)
= λ
∫ 1
η
φq
(∫ 1
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds
+ r
∫ 1
r
φq
(∫ 1
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds
+
∫ r
0
sφq
(∫ 1
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds
≥ λ
∫ 1
η
φq
(∫ r
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds
+ r
∫ 1
r
φq
(∫ r
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds
+
∫ r
0
sφq
(∫ r
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds
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> λ
∫ 1
η
φq
(∫ r
0
k3g(s, τ )φp
( a
L
)
dr
)
ds + r
∫ 1
r
φq
(∫ r
0
k3g(s, τ )φp
( a
L
)
dτ
)
ds
+
∫ r
0
sφq
(∫ r
0
k3g(s, r)φp
( a
L
)
dτ
)
ds
= a
L
[
λ
∫ 1
η
φq
(∫ r
0
k3g(s, τ )dτ
)
ds + r
∫ 1
r
φq
(∫ r
0
k3g(s, τ )dτ
)
ds
+
∫ r
0
sφq
(∫ r
0
k3g(s, τ )dτ
)
ds
]
= a.
Hence, there exist at least two fixed points of T which are positive solutions u1, u2 of (BVP1) such that
a < α(u1) = u(n−2)1 (r) with u(n−2)1 (η) = θ(u1) < b,
b < θ(u2) = u(n−2)2 (η) with u(n−2)2 (η) = γ (u2) < c. 
4. Twin positive solutions of (BVP2)
Similar to that the Section 3, we choose r ∈ (0, η) and define the non-negative, increasing, continuous functionals
γ, θ and α on P2 by
γ (u) = min
t∈[r,η] u
(n−2)(t) = u(n−2)(η),
θ(u) = max
t∈[η,1]
u(n−2)(t) = u(n−2)(η),
α(u) = max
t∈[r,1]
u(n−2)(t) = u(n−2)(r).
Since u ∈ P2, we have
u(n−2)(η) = u(n−2)((1− η) · 0+ η · 1) ≥ (1− η)u(n−2)(0)+ ηu(n−2)(1)
and
λ
u(n−2)(η)− u(n−2)(0)
η − 0 = λu
(n−1)(ξ) ≥ λu(n−1)(η) = −u(n−2)(1)
for some ξ ∈ (0, η). This means that
u(n−2)(η) ≥ (1− η)u(n−2)(0)− λ(u(n−2)(η)− u(n−2)(0))
and
(1+ λ)u(n−2)(η) ≥ (1+ λ− η)u(n−2)(0),
which implies
γ (u) = u(n−2)(η) ≥ 1+ λ− η
1+ λ u
(n−2)(0) = 1+ λ− η
1+ λ ‖u‖.
Thus, ‖u‖ ≤ 1+λ1+λ−ηγ (u), for u ∈ P2.
Finally, we also note that
θ(µu) = µθ(u) for µ ∈ [0, 1] and u ∈ P2.
Theorem 2.7. Suppose that (C1) and the following conditions hold:
(C4) a, b, c ∈ (0,∞) satisfy 0 < a < L1N1 b <
L1
N1
· 1+λ−η1+λ c,
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(C5) there are three positive constants k1, k2, k3 satisfy the following conditions:
(4◦) f (t, y1, . . . , yn+2) > k1φp
(
c
M1
)
, (t, y1, . . . , yn+2) ∈ [η, 1] ×
n−2∏
k=0
[
cηn−2−k, 1+ λ
1− η + λc
]
× R3,
(5◦) f (t, y1, . . . , yn+2) < k2φp
(
b
N1
)
, (t, y1, . . . , yn+2) ∈ [0, 1] ×
[
0,
1+ λ
1− η + λb
]n−1
× R3,
(6◦) f (t, y1, . . . , yn+2) > k3φp
(
a
L1
)
, (t, y1, . . . , yn+2) ∈ [r, 1] × [0, a]n−1 × R3,
where L1,M1, N1 are defined as follows:
M1 = (1− η + λ)
∫ η
0
φq
(∫ 1
η
k1g(s, r)dr
)
ds +
∫ 1
η
(1− s)φq
(∫ 1
η
k1g(s, r)dr
)
ds,
N1 = (1− η + λ)
∫ η
0
φq
(∫ 1
0
k2g(s, r)dr
)
ds +
∫ η
0
(1− s)φq
(∫ 1
0
k2g(s, r)dr
)
ds,
L1 = λ
∫ η
0
φq
(∫ 1
r
k3g(s, τ )dτ
)
ds + (1− r)
∫ r
0
φq
(∫ 1
r
k3g(s, τ )dτ
)
ds
+
∫ 1
r
(1− s)φq
(∫ 1
r
k3g(s, τ )dτ
)
ds.
Then (BVP2) has at least two positive solutions u1 and u2 such that
a < max
t∈[r,1]
u(n−2)1 (t) = u(n−2)1 (r) with u(n−2)1 (η) = maxt∈[η,1] u
(n−2)
1 (t) < b
and
b < max
t∈[η,1]
u(n−2)2 (t) = u(n−2)2 (η) with u(n−2)2 (η) = mint∈[r,η] u
(n−2)
2 (t) < c.
Proof. First, we define a completely continuous integral operator T : P2 → X via
(Tu)(n−2)(t) = λ
∫ η
0
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ 1
0
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
− t
∫ t
0
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
−
∫ 1
t
sφq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
= λ
∫ η
0
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ 1
t
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ t
0
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
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− t
∫ t
0
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
−
∫ 1
t
sφq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
= λ
∫ η
0
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ 1
t
(1− s)φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ t
0
(1− t)φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds.
It is well-known that solutions of (BVP2) are fixed points of T and conversely. Next, we separate the rest proof into
the following steps to show the conditions of Lemma 2.4 (Avery, Chyan and Henderson) are satisfied:
Step 1. Let u ∈ P2(γ, c). By the non-negativity of f and g, we have (Tu)(n−2)(t) ≥ 0. In addition,
((Tu)(n−2))′′(t) = −φq
(∫ 1
0
g(t, s) f (s, u(s), . . . , u(n+1)(s))ds
)
≤ 0,
((Tu)(n−2))′(t) = −
∫ t
0
φq
(∫ 1
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds ≤ 0,
(Tu)(n−2)(1)+λ((Tu)(n−2))′(η) = 0 and ((Tu)(n−2))′(0) = 0. Consequently, Tu ∈ P2 and conclude T : P2(γ, c)→
P2.
Choose u ∈ ∂P2(γ, c), then γ (u) = u(n−2)(η) = c. Since u ∈ P2, u(n−2)(t) ≥ c on [r, η]. It follows from
‖u‖ ≤ 1+λ1−η+λγ (u) = 1+λ1−η+λc that
c ≤ u(n−2)(t) ≤ 1+ λ
1− η + λc, η ≤ t ≤ 1.
Therefore,
cηn−2−k ≤ u(k)(t) ≤ 1+ λ
1− η + λc on [η, 1], k = 0, 1, . . . , n − 2.
This and (C5)—(4◦) imply
γ (Tu) = (Tu)(n−2)(η)
= λ
∫ η
0
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ 1
η
(1− s)φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ η
0
(1− η)φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
≥ (1− η + λ)
∫ η
0
φq
(∫ 1
η
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ 1
η
(1− s)φq
(∫ 1
η
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
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> (1− η + λ)
∫ η
0
φq
(∫ 1
η
k1g(s, r)φp
(
c
M1
)
dr
)
ds +
∫ 1
η
(1− s)φq
(∫ 1
η
k1g(s, r)φp
(
c
M1
)
dr
)
ds
= c
M1
[
(1− η + λ)
∫ η
0
φq
(∫ 1
η
k1g(s, r)dr
)
ds +
∫ 1
η
(1− s)φq
(∫ 1
η
k1g(s, r)dr
)
ds
]
= c.
Step 2. Let us choose u ∈ ∂P2(θ, b), then θ(u) = u(n−2)(η) = b, which implies 0 ≤ u(n−2)(t) ≤ b for η ≤ t ≤ 1.
Since u ∈ P2, we see that b ≤ u(t) ≤ ‖u‖ = u(n−2)(0) for t ∈ [0, η]. Moreover,
‖u‖ ≤ 1+ λ
1− η + λγ (u) =
1+ λ
1− η + λθ(u) =
1+ λ
1− η + λb,
so
0 ≤ u(n−2)(t) ≤ 1+ λ
1− η + λb, 0 ≤ t ≤ 1.
Therefore,
0 ≤ u(k)(t) ≤ 1+ λ
1− η + λb on [0, 1], k = 0, 1, . . . , n − 2.
This and (C5)—(5◦) imply
θ(Tu) = (Tu)(n−2)(η)
= λ
∫ η
0
φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ 1
η
(1− s)φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
+
∫ η
0
(1− η)φq
(∫ 1
0
g(s, r) f (r, u(r), . . . , u(n+1)(r))dr
)
ds
< (1− η + λ)
∫ η
0
φq
(∫ 1
0
k2g(s, r)φp
(
b
N1
)
dr
)
ds
+
∫ η
0
(1− s)φq
(∫ 1
0
k2g(s, r)φp
(
b
N1
)
dr
)
ds
= b
N1
[
(1− η + λ)
∫ η
0
φq
(∫ 1
0
k2g(s, r)dr
)
ds +
∫ η
0
(1− s)φq
(∫ 1
0
k2g(s, r)dr
)
ds
]
= b.
Step 3. Consider u(n−2)(t) = a2 on [0, 1]. Then α(u) = a2 < a which implies P2(α, a) 6= φ. Now, let us choose
u ∈ ∂P2(α, a). Then α(u) = u(n−2)(r) = a. This implies 0 ≤ u(n−2)(t) ≤ a on [r, 1]. Therefore,
0 ≤ u(k)(t) ≤ a on [r, 1], k = 0, 1, . . . , n − 2.
This and (C5)—(6◦) imply
α(Tu) = (Tu)(n−2)(r)
= λ
∫ η
0
φq
(∫ 1
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds
+
∫ 1
r
(1− s)φq
(∫ 1
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds
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+ (1− r)
∫ r
0
φq
(∫ 1
0
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds
≥ λ
∫ η
0
φq
(∫ 1
r
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτdr
)
ds
+
∫ 1
r
(1− s)φq
(∫ 1
r
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds
+ (1− r)
∫ r
0
φq
(∫ 1
r
g(s, τ ) f (τ, u(τ ), . . . , u(n+1)(τ ))dτ
)
ds
> λ
∫ η
0
φq
(∫ 1
r
k3g(s, τ )φp
(
a
L1
)
dτ
)
ds +
∫ 1
r
(1− s)φq
(∫ 1
r
k3g(s, τ )φp
(
a
L1
)
dτ
)
ds
+ (1− r)
∫ r
0
φq
(∫ 1
r
k3g(s, τ )φp
(
a
L1
)
dτ
)
ds
= a
L1
[
λ
∫ η
0
φq
(∫ 1
r
k3g(s, τ )dτ
)
ds +
∫ 1
r
(1− s)φq
(∫ 1
r
k3g(s, τ )dτ
)
ds
+ (1− r)
∫ r
0
φq
(∫ 1
r
k3g(s, τ )dτ
)
ds
]
= a.
Hence, there exist at least two fixed points of T which are positive solutions u1, u2 of (BVP2) such that
a < α(u1) = u(n−2)1 (r) with u(n−2)1 (η) = θ(u1) < b,
b < θ(u2) = u(n−2)2 (η) with u(n−2)2 (η) = γ (u2) < c. 
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