We consider models defined by conditional moment restrictions under semi-strong identification. Identification strength is directly defined through the conditional moments that flatten as the sample size increases. The framework allows for different identification strengths across parameter's components. We propose a minimum distance estimator that is robust to semi-strong identification and does not rely on the choice of a user-chosen parameter, such as the number of instruments or any other smoothing parameter. Our method yields consistent and asymptotically normal estimators of each parameter's components. Heteroskedasticity-robust inference is possible through Wald testing without prior knowledge of the identification pattern. In simulations, we find that our estimator is competitive with alternative estimators based on many instruments. In particular, it is well-centered with better coverage rates for confidence intervals.
Introduction
In many econometric models with endogenous variables Y and exogenous variables X, the parameter value is identified through restrictions of the form E [g(Z i , θ 0 )|X i ] = 0 a.s.
(1.1) where g(Z i , θ) is a known function of the random vector of observations
and of the structural parameter of interest θ ∈ Θ ⊂ R p . We are interested in providing reliable inference on the parameter θ 0 in cases where its identification is not strong. This happens when information about some, or all, components of θ 0 accumulates as the sample size increases, but at a rate slower than the square-root of the sample size. In the literature, it is customary to transform (1.1) into K unconditional moment restrictions 2) where the instruments A(X i ) = (A 1 (X i ), . . . , A K (X i )) are functions of X i . In such a setting, weaker identification patterns are modeled by assuming that these unconditional moments flatten around the true value as the sample size increases. Staiger and Stock (1997) are first to study weak identification in the context of a linear IV regression. They assume that the moments (1.2) tend to zero at rate √ n around θ 0 , and they show that parameters cannot be estimated consistently. However, as noted by Hansen, Hausman and Newey (2008) , such a modeling may not be the most suitable for microeconometric applications. Hence many authors rather consider a rate of decay to zero slower than √ n. In this situation, one can recover consistency and asymptotic normality in estimation, though at a slower than parametric rate. Hahn and Kuersteiner (2002) study IV estimators in a linear model, while Antoine and Renault (2009 , 2010 and Caner (2010) consider the nonlinear case. These authors label this situation as nearly-weak identification. Following Andrews and Cheng (2012) , we will use instead the terminology semi-strong identification. To gain efficiency, many authors consider a growing number of instruments K. Chao and Swanson (2005) , Stock and Yogo (2005) , and Hansen, Hausman, and Newey (2008) study k-class IV estimators in linear models in the so-called "many weak instruments" case. Han and Phillips (2006) study consistency and asymptotic distribution of GMM estimators with many weak instruments in nonlinear models. Newey and Windmeijer (2009) 
study Continuously Updated GMM (CUE) and other Generalized Empirical Likelihood estimators.
A key finding of the literature is that the estimators' properties, including consistency, are contingent upon identification patterns. In addition, they also depend on the relative standing of the user-chosen parameter, such as the number of instruments, and identification strength. For instance, in a linear model with endogenous regressors and many weak instruments, 2SLS is inconsistent if the number of instruments is too large, see Chao and Swanson (2005) . Han and Philips (2006) give a general thorough discussion of the conditions under which GMM estimators are consistent. Jun and Pinkse (2011) consider a semiparametric estimator that uses smoothing, and find that tuning the smoothing parameter also affects the consistency and efficiency of their estimator. Therefore, in applications, the number of instruments, or the smoothing parameter, is likely to have strong influence on empirical results. Selecting such a parameter then appears as a key but delicate task, since in practice one cannot know the exact identification strength.
In this work, we follow Jun and Pinkse (2009, 2011) by defining identification strength directly through conditional moments, that are allowed to flatten as the sample size increases. We extend their framework by allowing for different identification patterns across distinct parameter's components, while assuming semi-strong identification for the whole parameter. We then propose a new Weighted Minimum Distance (WMD) estimator that directly exploits the whole set of conditional restrictions (1.1). Because our estimator avoids the choice of the instruments' set and does not rely either on a user-chosen parameter, its properties only depend upon identification pattern. Our estimator is asymptotically normal with a rate of convergence comparable to the one obtained in recent literature for estimators using "many weak instruments". Heteroskedasticity-robust Wald-type tests and confidence intervals can easily be built without a priori knowledge of identification pattern. The price to pay for our estimator's simplicity is a possibly greater dispersion compared to existing estimators. Our simulations results of Section 5 reveal that this price is often reasonable and that, overall, our estimator is competitive: while it may be slightly more dispersed in terms of standard deviation, it typically yields smaller median bias and better coverage rates for confidence intervals. The paper is organized as follows. In Section 2, we focus on a linear model with endogenous regressors for expository purposes. In this context, we introduce our definition of semi-strong identification based on conditional moments and our WMD estimator that is robust to semistrong identification. Our estimator resembles a k-class estimator, so that its computation is fast, and inference is straightforward. In Section 3, we expose our general framework and estimation method. In Section 4, we develop asymptotic theory for estimation and heteroskedasticity-robust inference. In Section 5, we study the small sample performance of our estimator through Monte-Carlo simulations and compare it to estimators recently proposed by Hausman, Newey, Woutersen, Chao and Swanson (2012) . Section 6 concludes. Proofs are available at http://www.sfu.ca/∼baa7/research.html.
Linear model with endogenous regressors
Let us consider the structural equation
observations, where the exogenous X i are continuous. This type of model is often encountered in microeconometrics, with possibly additional exogenous variables that are subsumed in the intercept for expository purposes. Formal identification of the structural parameter
We assume global identifiability, i.e. that (2.1) is zero almost surely only for θ = θ 0 . While the intercept is always strongly identified, we consider that β 0 may not be. As shown by Jun and Pinkse (2009, 2011) , a formalization of semi-strong identification does not require to transform the conditional moment restriction (2. 
Identification strength of β 0 thus depends on the unknown rate r n . For estimation purposes, since the vector of functions f (·) is unknown, it is customary to introduce approximating functions A(X i ) = (A 1 (X i ), . . . , A K (X i )), such as power series or splines, and use them as instruments. This yields K unconditional moments
2) The parameter θ 0 can then be estimated by 2SLS, GMM, LIML, or any variant of these methods. The number of instruments can be allowed to grow with the sample size to gain efficiency, as in Chao and Swanson (2005) , Stock and Yogo (2005) , Han and Phillips (2006) , Hansen, Hausman, and Newey (2008) , and Hausman et al. (2012) . A feature of such procedures is that the properties of the associated estimators, including consistency, depend on the chosen number of instruments, and, specifically, on the interplay between the growth rate of the number of instruments and the unknown degree of identification strength. In the semi-strong case, inference can be entertained through t-tests, provided one uses corrected standard errors that account for the presence of many instruments, see Hansen, Hausman, and Newey (2008) , Windmeijer (2009) or Hausman et al. (2012) .
Our estimation procedure instead directly relies on the conditional moments, and thus avoids practical choices that can have key consequences on the estimators' properties. We motivate our estimator in Section 3.2. For now, we define it for the linear model and discuss its main properties. Let e be the n × 1 vector of ones,
whereK is the matrix of size n with diagonal elements equal to zero and off-diagonal elements K ij ≡ K(X i −X j ) for some multivariate density K(·). For instance, one can choose K(·) as the product of univariate standard normal densities. In practice, we recommend that observations X i are scaled before being passed as arguments to K(·) to retain scale invariance.
1 The above minimization problem can be easily solved and our WMD estimator explicitly writesθ
where I n is the identity matrix of size n. Here,λ is the minimum value of the objective function, which can be explicitly computed as the smallest eigenvalue of (Y
. Details are provided in the Appendix. Our estimator is consistent under semi-strong identification, that is when r n = o( √ n). Its global rate of convergence is r −1 n √ n, which is comparable to the one of previously proposed estimators under "many weak instruments" asymptotics. Moreover, as we will show in Section 4.1,
is asymptotically normally distributed. Hence, as could be expected, the first componentα n is √ n-asymptotically normal, while the remaining componentsβ n are asymptotically normal with rate r −1 n √ n. Moreover, its asymptotic variance does not depend on higher moments.
Such a result is similar to Antoine and Renault (2009 , 2010 . 2 The key difference is that the latter consider a finite number of unconditional restrictions after choosing K instrumental variables A(X i ) as in (2.2), whereas we consider directly conditional moments (2.1), hence avoiding the choice of instruments. The estimator's variance can be simply approximated in a heteroskedasticity-robust way, using an Eicker-White-type formula. Namely, one can use
where Ω n is the diagonal matrix whose typical element is the squared residual y i − Y * ′ 1iθ n 2 . We formally justify in Section 4.2 that inference can be conducted through a standard Wald test using the above formula. Our WMD estimator (2.4) resembles a k-class estimator. Recall that a general k-class estimator is of the form
where A is a matrix depending on the exogenous variables. Estimators differ in the choice of A andλ: for instance, 2SLS uses A = P , the projection matrix on the space spanned by the chosen instruments, andλ = 0, while the jackknifed IV estimator (JIVE) uses A =P , the projection P whose diagonal elements are set to zero, andλ = 0, see Angrist, Imbens, and Krueger (1999) ; LIML corresponds to A = P andλ equal to the smallest eigenvalue of (Y 
. Under strong identification, 2SLS (respectively, JIVE) and LIML (respectively, HLIM) are asymptotically equivalent, while they are generally not under semi-strong identification: 2SLS can be inconsistent, see Chao and Swanson (2005) , or asymptotically inefficient relative to LIML, see Hausman et al. (2012) , because the correctionλ can yield a lower variance. Butλ also depends on the number of instruments, because it involves a projection matrix whose rank is the number of instruments. This yields an interplay between the number of instruments and their strength. By contrast, the WMD estimator does not use projection on instruments, so there is no user-chosen parameter that affects its consistency or asymptotic variance. Nonetheless, it retains the computational simplicity of k-class estimators, while being competitive in our Monte-Carlo analysis.
3 General framework 3.1 Semi-strong identification Let g(Z i , θ) be a known r-vector valued function (r ≥ 1) of the random vector of i.i.d.
′ ∈ R d+q and of the structural parameter θ ∈ Θ ⊂ R p . The parameter θ 0 is assumed to be identified through the conditional moment restrictions (CMR)
We assume that X are continuous, as discrete X would only yield a finite number of unconditional moment restrictions. We formally state our global identifiability assumption.
Identification is not strong when the above restrictions become local to zero as the sample size increases. We specifically assume that E [g(Z i , θ)|X i ] can be additively decomposed into components that are local-to-zero at different (unknown) rates. As a result, various identification strengths appear for different components of the structural parameter.
where θ l , l = 1, . . . s, are vectors of size p l that form a partition of θ, and r l,n are real sequences such that (i)
Our framework provides a natural extension of semi-strong identification, in the sense of Andrews and Cheng (2012) , to conditional moments. To provide additional intuition, let us focus on the simple case where
Here, θ = (α ′ β ′ ) ′ and r n → ∞ with r n = o( √ n). This corresponds to many models of interest where exogenous and endogenous variables enter in the estimating equations in an additively separable way. In the weak instruments literature, unconditional moments m(θ) are typically modeled as
In their pioneer work, Stock and Wright (2000) consider τ = 1/2 and show that consistent estimation of β 0 is not possible. Caner (2010) generalizes this formulation to consider additional components of θ that are semi-strongly identified with τ < 1/2, see also the Introduction for further references. Clearly, semi-strong identification as defined in (3.3) implies that any unconditional moment m(θ) = E [A(X i )g(Z i , θ)] writes as (3.4). The main difference is that, in our framework, semi-strong identification explicitly comes from the conditional distribution of Y given X, while in modeling unconditional moments as in (3.4), it may come from either this conditional distribution or the marginal distribution of X. Indeed, it could well be the case that unconditional moments are local-to-zero because the distribution of X becomes degenerate as the sample size increases. However, in most of the literature, with the exception of some examples discussed in Han and Phillips (2006) , this possibility is implicitly ruled out by regularity assumptions. Hence, our framework appears no less general than the one adopted up to now in the literature, and it will be legitimate to compare our estimator's properties with the ones of competing estimators based on many weak instruments.
Our definition of semi-strong identification assumes that the partition θ = (θ
′ is known a priori, as is the case in the literature on nearly-weak instruments that originates in the work of Stock and Wright (2000) . It is the case, for instance, in the linear model of Section 2. As we will see, we do not need in practice to know this partition or the different rates at which each subset is identified to estimate parameters or perform inference. However, as noted by Antoine and Renault (2012) , knowledge of the partition is relevant to assess local power of associated tests.
Estimation
Our above discussion of semi-strong identification implies that the data generating process changes with n. As explained above, X is assumed to be continuous, since a discrete X yields only a finite number of unconditional moment restrictions. The observations form a rowwise independent triangular array, where the marginal distribution of the continuously distributed X remains unchanged.
The assumption of a constant distribution of X could be weakened, but is made to formalize that semi-strong identification comes from the conditional distribution of Y given X only. For the sake of simplicity, we will not use a double index for observations and will denote by {Z 1 , . . . Z n } the independent copies from Z for a sample size n.
The restrictions (3.1) are equivalent to the continuum of unconditional restrictions
see Bierens (1982) for a proof. This is akin to using a continuum of instruments of the form e it ′ X i . As illustrated by Dominguez and Lobato (2004) , it is important to consider such a continuum to ensure identification. It also avoids the choice of an inappropriate set of instruments that may lead to inaccurate inference, see Jun and Pinkse (2011) . The main idea is thus to build a theoretical criterion that combines the above continuum of restrictions into a single criterion. Let g (k) (·, ·), k = 1, . . . , r, be the components of g(·, ·). Then for a given strictly positive measure µ on R p , such as the one induced by a multivariate standard normal distribution, θ 0 minimizes the theoretical objective function
where
is an independent copy of Z i . Consider the Fourier transform of the density induced by the measure µ, that is,
The objective function (3.5) then becomes
A natural estimator of the latter is obtained after replacing the expectation by a double average. Therefore, an estimator could be chosen to minimize
Such an estimator is a particular case of the Smooth Minimum Distance (SMD) estimator introduced by Lavergne and Patilea (2010) under strong identification, but where we do not use smoothing. One can show that the estimator is consistent under semi-strong identification. However, as the gradient of the objective function flattens under semi-strong identification, the solution of the first-order conditions can be quite dispersed in practice, as shown in our simulations. To avoid such a behavior, we consider instead
as our Weighted Minimum Distance (WMD) estimator. The first-order conditions imply that
where λ n is the minimum value of the objective function (3.6). This combines the gradient of the SMD estimator with the one of a least-squares criterion (that assumes the functions in g(·, θ 0 ) are homoskedastic and uncorrelated). This second gradient does not flatten, even under semi-strong identification, and thus yields more stability in estimation for small and moderate samples. As already mentioned for the linear case, we recommend in practice to scale the observations X i . As for K(·), we impose the following assumption.
is a symmetric, bounded density on R q , with integral equal to one. Its Fourier transform is strictly positive on R q and non-increasing on (0, ∞).
Examples of suitable densities include products of triangular, normal, logistic (see Johnson, Kotz, and Balakrishnan, 1995, Section 23.3), Student (including Cauchy, see Hurst, 1995), or Laplace densities. As suggested by a referee, it would also be possible to apply a oneto-one transform of the X i . This would allow to enlarge the class of possible functions K, at the cost of introducing an additional choice. Since our restrictions on K are not unduly restrictive, we did not formally investigate this possibility. The combination of the continuum of moments in our theoretical objective function, as well as in our estimator, is not optimal in general. Such an optimal combination is a difficult issue. Carrasco and Florens (2000) study this problem under strong identification. Generally, optimal combination of moments necessitates weighting depending on conditional variance of the moments, and estimation of this conditional variance can have adverse effects in practice. Hausman et al. (2012) found that this can degrade the finite sample performance of estimators such as CUE, which tend to have large dispersion under semistrong identification, suggesting a "moments problem". By contrast, in our simulations, our WMD estimator is well-behaved and is competitive compared to estimators that rely on estimation of the optimal instruments under either strong or semi-strong identification.
4 Large Sample Theory
Asymptotic Normality
We now show that our WMD estimator is consistent and asymptotically normal, with different rates of convergence for the elements of the partition of θ 0 introduced in Assumption 2. We make some regularity assumptions. Let E be the operator that maps any function
Here uniformly means that the envelope and the constants in the definition of the Euclidean family are independent of n.
is continuous in θ and var [g(Z, θ 0 )|X] is almost surely positive definite and bounded away from infinity uniformly in n.
Assumption 5 does not require the continuity of the functions θ → g(z, θ), but guarantees that the family of functions {(z,z) → g ′ (z, θ)g(z, θ) : θ ∈ Θ} is uniformly Euclidean for a squared integrable envelope, see Lemma 2.14-(ii) of Pakes and Pollard (1989) .
On the neighborhood N of θ 0 , each second-order partial derivative is uniformly Euclidean for a common envelope H with EH < ∞.
Assumption 6 implies that τ (x, θ) itself fulfills Condition 1. Let D n be the p × p matrix
where I k is the identity matrix of size k. The matrix D n allows to rescale the different components of τ (·, ·).
To gain some insight on Assumption 7, consider the linear model
Our local identifiability assumption means that the functions τ 2 (·), τ 3 (·), and the constant function are not perfectly collinear. If they were, we would only be able to identify some linear combinations of the coefficients. In this linear-in-parameters model, local identifiability directly follows from global identifiability. In nonlinear setups however, this additional assumption is generally needed. To state our main result, let us define the matrices
Our result implies that each component θ l , l = 1, . . . s, is estimated at asymptotic rate r −1 l,n √ n. This extends the result of Antoine and Renault (2012) to conditional moments models. Because our definition of semi-strong identification implies semi-strong identification as defined through instruments, it is possible to compare our results with available ones. Our estimators have the same rate of convergence as estimators based on instruments, whether there is a fixed number of them or increasingly many, see e.g. Newey and Windmeijer (2009) . 4 However, it did not appear possible in general to formally compare the variance of our estimator with the one of estimators with a fixed or increasing number of instruments. Whether one approach yields more efficient estimation generally depends on the true data generating process and on the choice and number of instruments used in IV estimation. This is also rendered complex as the variance of IV estimators is inflated when the number of instruments grows with the sample size, see e.g. Bekker (1994) and Hansen, Hausman and Newey (2008) . Hence, we investigated through simulations the relative efficiency of our estimator compared to (infeasible and feasible) estimators based on (possibly optimal) instruments, see Section 5.
Our theoretical result entails that WMD and SMD are first-order asymptotically equivalent under semi-strong identification. This is because the correctionλ is O p (n −1 ) irrespective of identification strength, as shown in our proofs. However, we found through simulations that WMD is much better behaved than SMD under semi-strong identification. It is thus likely that WMD and SMD are not asymptotically equivalent to higher-order. One might want to develop higher-order approximations to account for this phenomenon. However, as shown by Hahn, Hausman, and Kuersteiner (2004) , higher-order expansions traditionally used to rank LIML, 2SLS and other IV estimators can be unreliable when identification of the model is weak. Hence it is unclear whether such a study would shed much light on the small sample behavior of WMD and SMD. Since WMD has a better behavior than SMD under semi-strong identification, it must be that the correctionλ plays a role in small and moderate samples and this should be accounted for in variance estimation. Note that ∆ is proportional to the asymptotic variance of the first-order condition for SMD and V is similarly proportional to the second-order derivatives of the SMD objective function. Hence, instead of estimation V and ∆ by sample analogs, we recommend to use
where Ω nj is the diagonal matrix with s-th diagonal element equal to the square of the s-th component of g(Z j ,θ n ) and K ij = K (X i − X j ). Here we have assumed for simplicity that the functions g(·, ·) are differentiable 5 around θ 0 . For the linear model of Section 2, these formulas yield the variance estimator (2.5). We formally justify in the next section that inference can be performed using these estimates.
Inference
We consider testing implicit parametric restrictions of the form
is not differentiable, one can use numerical methods to approximate ∇ θ τ (·, θ 0 ) as done in Pakes and Pollard (1989) .
where h(·) is a function from Θ ⊂ R p on R m with m ≤ p. From Theorem 4.1, what we need is that D n V n D n and D n ∆ n D n consistently approximate D n V D n and D n ∆D n , respectively.
6
The Wald test statistic can then be constructed as
It is the very same statistic one would compute under strong identification, i.e. when D n = I p . Hence its computation does not require to know the specific pattern of identification, as soon as semi-strong identification holds. This is because the construction of the test statistic provides an automatic inner correction. Since W n has the usual asymptotic chisquare distribution under the null hypothesis, in practice we can perform inference as if θ was strongly identified. Its power under local alternatives is, however, affected by semi-strong identification. Intuitively, the rate of local alternatives under which the test has non-trivial power depends on the rate at which parameters involved in each of the restrictions can be estimated. In our analysis, we establish consistency of the test, but for the sake of simplicity we do not study its local power.
Theorem 4.2. (Wald Test)
Assume that (i) for any x, g(x, ·) is differentiable in a neighborhood N of θ 0 independent of x, with first derivative Euclidean on this neighborhood for an envelope L with EL 2 (Z) < ∞, and that (ii) h(·) is continuously differentiable with ∇ θ h(θ 0 ) of full rank m. Then, under the assumptions of Theorem 4.1, W n is asymptotically chi-square with m degrees of freedom under H 0 , and
The validity of the Wald test under semi-strong identification was first pointed out by Antoine and Renault (2012) , who consider a finite set of unconditional restrictions associated with different identification strengths. Our analysis follows a similar reasoning, but applied to conditional moments.
Monte-Carlo Simulations
We investigate the small sample properties of our estimator in the linear structural model of Section 2, that is
where Y 1i is univariate and X i follows a standard univariate normal distribution. We set α 0 = β 0 = 0 and r n = n 0.45 . We consider different specifications, depending on f (·), s(·), and the joint distribution of (ε i , U i ), see Table 1 . In all of them, (s(X i )ε i , U i ) has mean 0, unit unconditional variances, and unconditional correlation 0.8. Also f (X) has variance one. We compare the performance of our WMD estimator with standard normal K(·) to 
These estimators are robust to "many weak" instruments and unknown heteroskedasticity.
To generate instruments, we consider piecewise linear approximating functions on a grid of 3, 6, and 12 intervals, which yield 6, 12, and 24 instruments respectively. The intervals are based on the quantiles of the normal distribution, the distribution of X i . Formally, with 2K instruments, the i th observation is
, with I the indicator function, Φ the c.d.f. of a standard normal, and
Note that for a linear f (·), any set of instruments allows to recover the conditional expectation of Y 1i on X i . Since HFUL was found to perform best by Hausman et al. (2009) , we also consider WMDF, a Fuller-like modification of our WMD estimator, which writes as (2.4) with
We consider the four specifications of Table 1 for n = 250 and c = 8. The constant c tunes the strength of the relation between Y 1 and X. Our choice yields a theoretical R F statistic of about 8, so that the rule-of-thumb suggested by Staiger and Stock (1997) indicates weak identification. We report in Tables 2 to 9 the performance of the different estimators, summarized by standard deviation (Std), median bias (Med), interdecile range (DecR), and empirical rejection frequencies for univariate Wald tests at 5% nominal level (Rej). All simulations results are based on 10,000 replications. Several common features emerge from the results. Among feasible IV estimators, HLIM and JIVE are very dispersed, and especially so for a large number of instruments, while HFUL is the least dispersed. This is in line with the findings of Hausman et al. (2009) , who also observed that CUE was more dispersed than HLIM in their simulations. The estimator WMDF performs better than WMD, especially for the slope parameter, being usually less dispersed with similar median bias. Comparing WMDF and HFUL, the former has a larger standard deviation, but also a lower interdecile range than HFUL with a large number of instruments, in all specifications but the homoskedastic one. Moreover, WMD and WMDF always have smaller median bias than HFUL. IV estimators have too high rejection percentages for test of H 0 : β = β 0 , and these increase with the number of instruments, e.g. for HFUL with 24 instruments, they are 12% and 10.2% in specification M L,H and M L , respectively. Corresponding figures for WMD and WMDF are always the closest to nominal level. As for rejection percentages for the intercept, they are all well below nominal level, mostly between 2 and 3%, and for IV estimators decrease when the number of instruments grows. We also consider variations around the linear heteroskedastic model where we increase the sample size and the parameter c. First, we evaluate the effect of doubling the sample size, see Table 6 . This does not affect our main findings. Second, we let c = 50 in Table 7 to see how identification strength affects our results. Both parameters are then well estimated by all methods, and rejection frequencies are close to 5%. A striking finding is that our estimators are less variable and better centered than IV estimators. Moreover, they exhibit rejection percentages closer to nominal levels for the slope parameter. To better investigate the efficiency of our estimators, we compare them with IV estimators based on optimal instruments for model M L,H with c = 8 and c = 50, see Tables 10 and 11 . Specifically, we consider infeasible estimators based on
as well as two-steps feasible versions. First-step estimation is either 2SLS with X i and the intercept as instruments, or HFUL with 6 instruments. The optimal instruments are then estimated using a gaussian kernel estimator, with bandwidth chosen by the rule-ofthumb of Silverman (1986) . We also report the behavior of Lavergne and Patilea's (2010) SMD estimator with no smoothing. Compared to optimal IV estimators, WMDF is more variable as could be expected. But it is also surprisingly better centered and with rejection rates closer to nominal level. This is particularly striking when compared to feasible efficient estimators, which exhibit disastrous performances irrespective of the bandwidth choice. The performances of SMD are very close to the ones of WMD and WMDF when c = 50. However when c = 8, SMD is very variable and not well centered, contrary to WMD. This illustrates the usefulness of our new estimator under semi-strong identification; see also Tables 8 and  9 for the homoskedastic case.
To check that the control of the level does not come at the price of low statistical power, we draw power curves for model M L,H . We compare WMD and WMDF to either HFUL with 6, 12 and 24 instruments, or to HFUL with optimal instruments. Figures 1 and 3 relate to the case c = 8, Figures 2 and 4 relate to c = 50. In all cases, the power curves of WMD and WMDF cannot be distinguished, regardless of identification strength. There are small discrepancies between the power curves associated with HFUL and WMD, especially for the slope parameter. WMD performs better in the strongly identified case (c = 50), while no ranking is possible in the "weakly" identified case (c = 8). More strikingly, there is little difference between the power curves of WMD and the infeasible HFUL with optimal IV, especially when identification is strong (c = 50). This suggests that, even though WMD and WMDF are not efficient under strong identification, the cost is low in practice. Figure 5 represents the Monte-Carlo variance of WMDF as a function of the identification strength (everything else being equal, the identification strength is controlled by the parameter c). Similar to the infeasible HFUL estimator, the Monte-Carlo variances do not vary much as the identification becomes weaker (smaller values of c), but not too weak. This is also true for SMD. In addition, this figure shows that the variance of WMDF (and SMD) is more stable than the feasible HFUL using optimal instruments. Finally, to further investigate the discrepancy between rates of convergence of the WMD estimatorsα n andβ n , we perform a regression of the logarithm of the ratio of their MonteCarlo standard deviations on the logarithm of the sample size, that is
From our theoretical results, the slope in this regression should be log r n / log n = 0.45. Results of the above regression are reported for model M L,H with c = 50 and sample sizes varying from 200 to 1000 with increment 50, see Figure 6 . We also checked through unreported simulations that these results were robust to different designs. The estimated γ 2 are 0.449 for WMD and 0.450 for WMDF. This simple experiment confirms the theoretical discrepancy between rates of convergence for the intercept and slope estimators.
Conclusion
We have considered models defined by conditional moment restrictions where identification is semi-strong. Identification strength is directly defined through the conditional moments that flatten as the sample size increases. The framework allows for different identification strengths across parameter's components. In this setup, we have proposed a new weighted minimum distance (WMD) estimator which does not rely on choosing specific instrumental variables or any other smoothing parameter. We have proved that WMD is consistent and asymptotically normal. We have also shown how, in practice, estimation and heteroskedasticity-robust inference Wald testing can be entertained without prior knowledge of the identification pattern. We have extensively discussed the linear model with endogenous regressors. We have shown that WMD resembles a k-class estimator, and that its asymptotic variance can be estimated straightforwardly. In Monte-Carlo experiments, we have compared the small sample properties of WMD and its Fuller-modified version, WMDF, to three estimators recently studied by Hausman et al. (2009) that are robust to "many weak" instruments and heteroskedasticity. Overall, WMD and its variant WMDF are very competitive, outperforming HLIM and JIVE in terms of median bias and dispersion, while being pretty comparable to HFUL overall. Finally, the rejection frequencies for WMD and WMDF are closer to nominal level than all competitors throughout. We thus recommend that WMD, or its variant WMDF, be used in models defined by conditional moment restrictions when heteroskedasticity can be present, which is common in microeconometrics. Further research will investigate the use of our objective function for specification testing or inference under weak identification, see Antoine and Lavergne (2013) . Table 10 : Linear Heteroskedastic Model M L,H with n = 250 and c = 8. To compute feasible versions of the optimal IV, we consider GMM or HFUL (6 IV) as a preliminary estimator, with h = 1.06n −1/5 . We report bias (Bias), standard deviation (Std), median bias (Med), interdecile range (DecR), and empirical rejection frequencies for univariate Wald tests at 5% nominal level (Rej). Table 11 : Linear Heteroskedastic Model M L,H with n = 250 and c = 50. To compute feasible versions of the optimal IV, we consider GMM or HFUL (6 IV) as a preliminary estimator, with h = 1.06n −1/5 . We report bias (Bias), standard deviation (Std), median bias (Med), interdecile range (DecR), and empirical rejection frequencies for univariate Wald tests at 5% nominal level (Rej). 
