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La tesis utiliza de base la transformada de Hilbert-Huang para desarrollar una serie de 
herramientas que permiten caracterizar diversas series de datos temporales relacionadas 
con la ingeniería eléctrica. Partiendo de una revisión de las técnicas convencionales de 
análisis, se indican las principales ventajas e inconvenientes de dichas técnicas y se las 
compara con la transformada de Hilbert-Huang. Dicha transformada no se encuentra 
exenta de problemas, por lo que a lo largo del documento se discuten sus dificultades y 
una serie de adaptaciones y mejoras necesarias para su utilización en las bases de datos 
consideradas. Como aplicaciones de las herramientas desarrolladas se muestra: la 
clasificación e identificación de eventos electromagnéticos del sistema eléctrico de 
potencia, la caracterización y desagregación de cargas de consumo eléctrico tanto en 
macro como en micro escala y la predicción de consumos eléctricos al nivel del sistema 
eléctrico. Para todo ello, se utilizan otras técnicas auxiliares como son la transformada de 





Thesis uses as a basis the Hilbert-Huang transform to develop several tools that allow to 
characterize different sampled data related to electrical engineering. In the document, a 
review of conventional analysis techniques is fullfilled, appointing its pros and cons, to 
be compared with Hilbert-Huang transform. However, this transform is not free of 
difficulties, so through the text its problems and different solutions and adaptations are 
presented in order to be used to analyze the considered data bases. As applications of the 
developed tools are shown: the classification and identification of electrical 
electromagnetic power events of the electrical power system, the characterization and 
disaggregation of consumption power loads in macro and micro scale sampling level and 
the load forecasting at power system level. With these objectives other auxiliar techniques 
are used, such as: Fourier transform, statistical tools and artificial neural networks such 
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1. Introducción 
La presente tesis busca definir un conjunto de herramientas matemáticas que permitan 
analizar series de datos temporales en diversas ramas de la ingeniería eléctrica.  
En el análisis matemático de series de datos temporales, son diversas las transformadas 
matemáticas que se pueden utilizar. En el caso de señales de origen eléctrico, la técnica 
de análisis matemático más extendida es la transformada de Fourier (FT). Sin embargo, 
como herramienta de análisis matemático tiene sus limitaciones, al estar su uso 
condicionado a datos de tipo estacionario. Esto dificulta su utilización en análisis de datos 
de carácter transitorio, al menos sin llevar a cabo una modificación de la misma para tener 
en cuenta las variaciones en el tiempo, como por ejemplo se realiza en la transformada de 
Fourier en ventanas (WFT). 
En la bibliografía, hay presentes otros tipos de técnicas, más oportunas para el análisis de 
transitorios. Concretamente, la transformada wavelet (WT) es una de las más utilizadas 
en este caso. Sin embargo, no se encuentra exenta de otros problemas de tipo técnico, 
como puedan ser la naturaleza no adaptativa de la transformada, la necesidad de una 
correcta elección de la “onda madre”, o el hecho de poder dar una interpretación física 
plausible en el caso de fenómenos lineales, pero no en el caso de perturbaciones no 
lineales. La WT ha sido incluso objeto de modificaciones y mejoras como pueda ser la 
transformada S o S-Transform (ST) como debidamente se explicará. 
Para analizar series de datos que presentan cambios en frecuencia o amplitud a lo largo 
del tiempo, es importante disponer de una herramienta matemática que permita definir la 
amplitud instantánea y el controvertido concepto de frecuencia instantánea. La propia 
definición de frecuencia implica una repetición en el tiempo, por lo que el concepto de 
una frecuencia que evoluciona instante a instante resulta en cierto modo incongruente. 
Hay por tanto que pensar en el concepto de frecuencia instantánea como la evolución en 
frecuencia que va tomando la oscilación local de una serie de datos a lo largo del tiempo. 
En el caso de la amplitud instantánea, si bien no tiene problema en su definición 
conceptual, también resulta de importancia definir la evolución que va tomando su valor 
de pico o eficaz conforme evoluciona la oscilación local. 
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Para poder definir las características instantáneas de una serie de datos, necesitamos tanto 
una herramienta matemática que nos permita computar analíticamente las variables, como 
definir las oscilaciones locales que presenta dicha serie. 
La técnica matemática que se usará como núcleo de cálculo se basará en la transformada 
de Hilbert (HT). HT consigue definir la frecuencia instantánea de una serie de datos a 
partir de la definición de una señal analítica compuesta por dos funciones en cuadratura: 
la propia serie y su transformada matemática. 
Por sí misma, HT tiene un limitado uso al precisar de una señal de estrecho ancho de 
banda (oscilación local única en cada instante temporal), para que a priori su resultado 
sea significativo desde el punto de vista físico. Debido a esta limitación como técnica de 
análisis, se suele utilizar la versión mejorada por Norden E. Huang (Huang, Shen 2005), 
conocida como transformada de Hilbert-Huang (HHT) que consiste en combinar HT con 
un algoritmo de descomposición denominado descomposición empírica modal 
(Empirical Mode Decomposition EMD). HHT permite descomponer la señal original en 
diferentes modos de oscilación local, en principio con un estrecho ancho de banda. Estas 
ondas denominadas funciones intrínsecas de modo (Intrinsic Mode Function IMF) 
permiten por tanto, la correcta aplicación de la HT. No obstante, tal y como veremos a lo 
largo de la tesis, HHT presenta problemas debido principalmente a su carácter no 
analítico. 
El conjunto de herramientas que se propone en la tesis toma de base HT y/o HHT, pero 
la modifica y amplia con otras técnicas adicionales, para mitigar los problemas y 
limitaciones que posee. 
2. Datos y objetivo de la tesis 
El objetivo fundamental de la tesis y su aplicabilidad está relacionado con la extracción 
de parámetros significativos de las series de datos que se desee analizar. Estos parámetros 
nos permitirán categorizar y/o identificar el dato en cuestión, lo que dependiendo del 
mismo puede tener diferente aplicación. 
Por la heterogénea naturaleza de los datos que se tratan a lo largo del documento, no es 
posible definir una herramienta única, por lo que realmente la aplicación del concepto de 
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análisis de las oscilaciones locales de las series de datos que se analizarán, variará en 
mayor o menor medida según el caso estudiado. 
Desde el punto de vista práctico, dos serán las bases de datos relacionadas con la 
ingeniería eléctrica a los que aplicaremos la herramienta: datos a micro escala (frecuencia 
de muestreo mayor a 50Hz) y datos a macro escala (frecuencia de muestreo inferior a 
50Hz). La razón de separar los datos en función del muestreo es que permite definir mejor 
la aplicación de la herramienta. Es por ello por lo que se estimó más pertinente realizar 
dicha separación, en vez de en función de la naturaleza de los datos. En cuanto al origen, 
estos se dividen también en dos grandes grupos: eventos electromagnéticos del sistema 
eléctrico y curvas de carga de aparatos de consumo residencial. Adicionalmente, también 
se lleva a cabo una aplicación para predicción de curvas de demanda. 
2.1. Aplicación a calidad de potencia 
La categorización e identificación de eventos del sistema eléctrico llevada a cabo en la 
tesis está relacionada con el análisis de la calidad de potencia. Intentar mejorar la calidad 
en el suministro se ha convertido en una de las áreas clave de investigación en los últimos 
tiempos. Cuando se habla de calidad en el sistema de potencia se hace referencia a todos 
aquellos fenómenos electromagnéticos que caracterizan la corriente o intensidad en 
cualquier punto del mismo. La proliferación de cargas no lineales en nuestros días 
aumenta la presencia de perturbaciones electromagnéticas en la red. Adicionalmente, 
dichos equipos electrónicos suelen ser muy sensibles a cualquier tipo de anomalía, por lo 
que mantener una alta calidad de la señal es cada vez más importante. Si a todo esto se le 
unen las perturbaciones propias de la maniobra del sistema, se hace clara la necesidad de 
analizar y definir los distintos eventos que pueden aparecer en nuestro sistema eléctrico 
de potencia. 
Estos problemas, sus efectos o correcciones alteran el valor de la energía al modificar 
los beneficios y costes asociados tanto para las empresas suministradoras, como para los 
propios clientes. Por ello, caracterizar cualquier tipo de perturbación que aparezca en el 
sistema eléctrico es algo necesario; para así, en primera instancia obtener información de 
las causas que lo han provocado y en segunda diseñar o llevar a cabo una actuación 
correctora adecuada al problema. Es decir, la adecuada detección y caracterización de un 
transitorio resulta crítica para cualquier tipo de dispositivo corrector, al evitar su actuación 
Capítulo I  Introducción 
I-4 
en el caso de que la perturbación sea provocada por una falsa alarma; por ejemplo, debida 
a un transitorio por maniobras. 
Además, la metodología mostrada en esta tesis tiene otro uso adicional indirecto: la 
capacidad de condensar la información adquirida en vectores de datos más pequeños. Una 
de las principales aplicaciones de HHT es la compresión de datos, propiedad que no se 
pierde en nuestra propuesta. Esto puede ayudar a mejorar el problema de almacenaje de 
datos por parte de las compañías eléctricas (IEEE std 1159-2009 2009) o simplemente 
permitir mejorar el funcionamiento de los algoritmos de caracterización, clasificación y/o 
identificación al reducir el número de datos necesario. 
2.2. Aplicación a gestión de la demanda 
Otra de las herramientas desarrollada permite caracterizar y dar información sobre las 
cargas presentes en una instalación. Esto puede resultar de gran ayuda como herramienta 
en gestión de la demanda. Los recursos que permiten gestionar la respuesta de la demanda 
(DR) son de gran importancia para el mercado eléctrico. Este interés se muestra no sólo 
desde el punto de vista técnico, sino también desde el punto de vista económico y 
medioambiental. Algunos informes (Chardon et al. 2008), (Faruqui et al. 2010) estiman 
que las políticas de gestión de la demanda de la Unión Europea (UE) para el 2020 podrían 
ser entre el 25-50% del ahorro energético y reducción de CO2. La comisión europea 
establece como objetivo que un 80% de los consumidores deberían tener un medidor 
inteligente (Smart meter) para 2020 (European Commission 2011b). Sin embargo, el 
potencial de los medidores inteligentes no se puede transcribir en un beneficio real para 
el consumidor si este no está bien informado sobre las posibilidades de la gestión de 
demanda o el mercado está cerrado a dicha actuación para un determinado sector de 
consumidores (FERC 2008, FERC 2011).  
Las compañías eléctricas y comercializadoras de la UE no tienen una gran experiencia en 
la venta de productos DR (European Commission 2011a, European Commission 2011b, 
Marino et al. 2010) para pequeños consumidores del sector comercial o residencial. Esto 
hace muy difícil su participación en políticas DR, aun cuando aquellos suponen entre un 
25 y 40% de la demanda global de la UE-27. Por tanto, el desarrollo de conocimiento y 
experiencia en este sector es necesaria para aprovechar la información recabada por los 
medidores inteligentes y poder aplicar así con éxito, tecnologías de reducción de demanda 
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(Piette et al. 2007, Mayer 2010). Existe sin embargo, un problema adicional asociado a la 
información que proporciona el medidor inteligente (normalmente potencia activa y 
reactiva medida entre 1 y 5 minutos), y es que normalmente se da de forma agregada 
siendo difícil evaluar independientemente aquellas cargas con mayor potencial DR: 
radiadores, aire acondicionado, termo eléctrico… debido a su capacidad para almacenar 
energía eléctrica en forma de energía térmica. Aquí es donde entra la herramienta, al 
caracterizar los consumos individuales, a partir de la curva agregada, más adecuados para 
participar en políticas DR. Adicionalmente en el caso de control directo de cargas (Direct 
Load Control DLC) proporciona información sobre la reducción de energía durante el 
periodo de recorte y corrobora el adecuado funcionamiento de la consigna de control con 
costes reducidos al no hacerse necesario un equipo individual de medida. 
2.3. Combinación con técnicas de inteligencia artificial para 
clasificación, identificación o predicción 
Desde el punto de vista de análisis, es difícil inspeccionar de forma manual los datos 
obtenidos por el proceso de monitorización. 
En el caso de la calidad de potencia, un sistema capaz de interpretar las variables extraídas 
con la herramienta y diagnosticar de forma rápida y fidedigna las causas y posibles efectos 
de cualquier evento que comprometa la calidad del sistema eléctrico se hace necesario 
(Gargoom et al. 2008).  
Tras caracterizar las series de datos con las variables oportunas, su identificación se lleva 
a cabo tras una primera etapa de clasificación. Para ello la herramienta se apoya en el uso 
de redes neuronales (Artificial Neural Networks ANN). La técnica escogida fue la 
desarrollada por Teuvo Kohonen (Kohonen 1989) conocida como mapas auto 
organizados (Self Organizing Maps SOM), principalmente por la precisión en la 
identificación de datos, demostrada en investigaciones previas (Valero et al. 2007) y su 
clara representación gráfica. Incluso se puede utilizar para la predicción de consumos 
eléctricos, como veremos en otro apartado de la tesis a partir del análisis de curvas de 
demanda tratadas con HHT. 
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3. Estructura del documento 
El documento de tesis se encuentra dividido en distintos capítulos con su propio índice 
para facilitar la búsqueda de información. La tesis contiene, a parte del de introducción 
siete capítulos adicionales y un anexo. El contenido de los mismos es el siguiente: 
• Capítulo II: Señales eléctricas a micro y macro escala. En este capítulo se 
indican las señales susceptibles de ser objeto de estudio. La separación 
inicialmente se lleva a cabo en función del tamaño de muestreo de los datos 
(micro o macro escala). Por su naturaleza, fundamentalmente se trata de 
consumos eléctricos o eventos electromagnéticos del sistema de potencia. 
En este punto no se indica el origen de los datos tratados en la tesis, ya que 
aparece para cada caso en el capítulo VI, pero sí que se da una tabla resumen 
sobre la utilización de los mismos en el documento. 
• Capítulo III: Revisión de las técnicas tradicionales en el análisis de 
señales eléctricas. En este capítulo se analiza el estado del arte de las 
principales técnicas utilizadas para el análisis de señales eléctricas, tales 
como FT, WT, ST... También se indican los pros y contras que estas 
metodologías tienen a la hora de analizar series de datos en el tiempo. 
• Capítulo IV: La transformada de Hilbert. Contiene un exhaustivo análisis 
de la transformada Hilbert. Estudiando su comportamiento y los problemas 
que presenta su aplicación, indicándose las mejoras que han ido apareciendo 
en la bibliografía y las dificultades que presenta.  
• Capítulo V: Mejoras propuestas a la aplicación de la Transformada 
Hilbert. El capítulo V contiene las mejoras propuestas tanto para solventar 
los problemas indicados en el capítulo IV, como para desarrollar las 
heterogéneas aplicaciones consideradas en el documento y que se analizan 
en el capítulo VI. Por tanto, expone las herramientas que luego más tarde se 
aplican. 
• Capítulo VI: Resultados. En este capítulo se lleva, de forma práctica, la 
aplicación de las mejoras propuestas en el capítulo V. Por la heterogeneidad 
de las aplicaciones, se separan en diversos puntos tratados de forma 
independiente: caracterización e identificación de eventos a micro escala, 
caracterización e identificación de consumos eléctricos a macro escala, 
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caracterización e identificación de consumos eléctricos a micro escala y 
predicción de carga. 
• Capítulo VII: Conclusiones y futuras líneas de investigación. Finalmente 
se exponen las conclusiones más relevantes del trabajo realizado y las 
futuras líneas de mejora y desarrollo posibles. 
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1. Introducción 
A la hora de definir la base de datos sobre la que se va a aplicar las técnicas desarrolladas 
en la tesis se puede hacer diferentes tipos de categorizaciones. En principio puede parecer 
lógico subdividir los datos en función de la naturaleza de los mismos en eventos 
electromagnéticos del sistema de potencia o curvas de carga de potencia. Sin embargo, 
finalmente se optó por categorizar los datos por otro concepto distinto al origen de los 
mismos: la frecuencia de muestreo. La razón de ser de esta elección viene dada por la 
aplicación de la herramienta. El análisis es matemático, y fundamentalmente y con 
algunas variaciones busca definir los datos en base a la evolución temporal que tienen en 
amplitud y frecuencia, independientemente de su origen. Por ello, a la hora de definir las 
señales de estudio resulta más idóneo separar las categorías de datos en función de la 
ventana de tiempo de muestreo necesaria ya que la herramienta en realidad se adaptará 
para cada aplicación de forma específica como se verá en el capítulo VI. 
Consideraremos señales en micro escala cuando la frecuencia de muestreo sea mayor que 
la frecuencia nominal (más de una muestra por ciclo); y en macro escala cuando los 
parámetros tienen una definición a lo largo de varios ciclos de la onda y no es necesario 
muestrear por encima de la frecuencia nominal (menos de una muestra por ciclo). Nótese, 
que analizar una señal a micro escala no significa que se vaya realizar el análisis a un solo 
ciclo de la misma, pues pueden ser necesarios varios ciclos, sino que el rango de estudio 
y definición del parámetro característico buscado necesita más de un dato por ciclo para 
ser definido. 
Por ejemplo, un transitorio de corta duración se puede extender durante varios ciclos. Sin 
embargo, su frecuencia de muestreo debe ser muy superior a los 50/60 Hz de la 
componente fundamental que define el periodo del ciclo. Por tanto, la frecuencia de 
muestreo debe ser mayor para asegurar que haya varios puntos en un ciclo de la 
fundamental (micro escala) y se pueda analizar las componentes presentes.  
Una serie de datos para análisis a macro escala podría venir dado por la potencia que 
consume un receptor. En este caso la medición se puede muestrear por encima de las 50 
veces por segundo a las que cicla la corriente en su componente fundamental, siguiendo 
siendo significativa la medida. Desde el punto de vista estrictamente matemático esta 
definición es convenida, ya que la potencia como serie de datos puede tener una oscilación 
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propia con una determinada frecuencia “fundamental”. Imaginemos por ejemplo, la 
conexión/desconexión de un radiador eléctrico cada 10 minutos. La herramienta 
matemática necesitará igualmente que el número de datos muestreados sea tal que permita 
definir la oscilación de frecuencia en 0.1min-1. Esto hace que se necesite lógicamente una 
frecuencia de muestreo superior a dicho valor (más de una muestra por ciclo de 10min) y 
que en realidad respecto de esa frecuencia de referencia se esté en micro escala. 
Para tener una separación objetiva, se separa entre datos a micro y macro escala en 
función de si el muestreo es realizado por encima o por debajo de los 50/60Hz. 
En cuanto a la naturaleza de los datos, aunque a priori se puede pensar en una asociación 
de micro escala con datos para calidad de potencia y macro escala con datos para DR, 
esta aseveración de modo generalista es errónea. Hay que tener en cuenta que una carga 
tiene asociada muchas veces un evento electromagnético (contenido en amplitud y 
frecuencia, conexión, desconexión…) que nos permite poder caracterizarla, además de 
por su definición a macro escala (curva de potencia), a nivel de micro escala por ciertos 
parámetros extraídos de la misma, ya sean en régimen permanente o en transitorio (Liang 
et al. 2010). Igualmente, existen perturbaciones electromagnéticas que afectan a la calidad 
que, por su naturaleza, son eminentemente datos a macro escala (oscilaciones de 
frecuencia-potencia en el SEP). Esto hace que ambos grupos pueden mezclarse en su 
definición desde el punto de vista de la naturaleza de los datos, dando la separación micro-
macro un criterio más general, marcado, eso sí, muchas veces más bien por la capacidad 
técnica en muestreo del aparato de medición y la aplicación de la herramienta.  
Para las perturbaciones electromagnéticas que pueden aparecer en el sistema eléctrico nos 
basaremos en lo definido por el estándar 1159-2009 de la IEEE (IEEE std 1159-2009 
2009). 
2. Señales a micro escala 
2.1. Introducción 
La mayoría de transitorios y problemas de distorsión de onda mostrados en la tabla II.1 
entrarían en la categoría de micro escala. Adicionalmente, consumos eléctricos que tienen 
asociados transitorios o componentes armónicas pueden ser analizados mediante un 
análisis a micro escala también. 
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Tabla II.1. Características típicas de los fenómenos electromagnéticos en el sistema eléctrico de 
potencia según su categoría. 
Categorías Contenido en 
frecuencia 







1.2.1. De baja frecuencia 
1.2.2. De media frecuencia 
1.2.3. De alta frecuencia 
 
 
Ascenso 5 ns  
Ascenso 1 μs 








50 ns – 1 ms 
> 1 ms 
 









0 – 4 pu 
0 – 8 pu 
0 – 4 pu 
2. Variación de corta duración 
del valor eficaz 
2.1. Instantánea 
2.1.1 Hueco (Sag) 
2.1.2 Elevación (Swell) 
2.2. Momentánea 
2.2.1 Interrupción 
2.2.2 Hueco (Sag) 
2.2.3 Elevación (Swell) 
2.3. Temporal 
2.3.1 Interrupción 
2.3.2 Hueco (Sag) 






0.5 -30 ciclos 
0.5 -30 ciclos 
 
0.5 ciclos – 3 s 
30 ciclos – 3 s 
30 ciclos – 3 s 
 
> 3 s – 1 min 
> 3 s – 1 min 




0.1– 0.9 pu 
1.1– 1.8 pu 
 
< 0.1 pu 
0.1– 0.9 pu 
1.1– 1.4 pu 
 
< 0.1 pu 
0.1– 0.9 pu 
1.1– 1.2 pu 
3. Variación de larga duración 
del valor eficaz  
3.1 Interrupción, mantenida 





> 1 min 
> 1 min 
> 1 min 




0.8 – 0.9 pu 









0.5 – 2 % 
1.0 – 30 % 
5. Distorsión de onda 







0 – 9 kHz 











0 – 0.1 % 
0 – 20 % 
0 – 2 % 
 
0 – 1 % 
6. Fluctuaciones de tensión 
(Flicker) 
< 25 Hz Intermitentes 0.1 – 7 % 
0.2 – 2 PSt1 
7. Variaciones de frecuencia  < 10 s ± 0.10 Hz 
2.2. Transitorios  
El término transitorio hace referencia a eventos momentáneos que puedan aparecer en el 
sistema eléctrico. La naturaleza del transitorio, como su propio nombre indica, va 
                                                 
1 Índice de severidad de Flicker está definido en (IEC 61000-4-15 2003) y (IEEE std 1453-2004 2005) 
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asociado a un fenómeno de corta duración. De modo general, los transitorios se pueden 
clasificar en dos tipos distintos: impulsos y oscilatorios. 
2.2.1. Impulsos 
Un impulso viene dado por una variación repentina de la tensión y/o corriente de forma 
unidireccional en polaridad (positiva o negativa). Este tipo de transitorio suele venir 
definido por su tiempo de subida y caída.  
Las causas más comunes de la aparición de estos transitorios son las descargas 
atmosféricas. Las altas frecuencias asociadas a la brusca variación de la magnitud en 
cuestión, suelen ser amortiguadas rápidamente por las resistencias del circuito, por lo que 
no suelen tener una duración superior a pocos milisegundos. A la hora de representar o 
analizar este tipo de fenómenos se puede hacer con o sin la componente fundamental, 
aunque normalmente esta suele ser despreciable en comparación al impulso. 
 
Figura II.1. Evolución en el tiempo de la corriente provocada por un rayo. Fuente (IEEE std 1159-
2009 2009) Copyright © 2009, IEEE. 
2.2.2. Transitorios oscilatorios 
Un transitorio oscilatorio viene dado por una brusca variación de la amplitud o tensión de 
una onda, cambiando su valor instantáneo de valor positivo a negativo rápidamente. Este 
tipo de transitorios se suele caracterizar por su amplitud, duración y contenido de su 
espectro de frecuencia. 
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Se suele subdividir a los transitorios oscilatorios, según la banda de frecuencia 
característica del espectro, en tres subclases: baja frecuencia (<5 kHz), media frecuencia 
(5-500 kHz) y alta frecuencia (0.5-500 MHz).  
Al igual que los impulsos, los transitorios oscilatorios pueden ser medidos teniendo en 
cuenta la componente fundamental o no. Si es así, es preciso indicar el valor de la 
magnitud con y sin la componente fundamental para aclarar su definición. En la tabla II.1 
aparece su valor sin la componente fundamental. 
2.2.2.1. Transitorios oscilatorios de alta frecuencia 
La presencia de oscilaciones por encima de 500 kHz suele estar asociada a la conmutación 
de interruptores, teniendo una duración el transitorio no mayor a unos pocos 
microsegundos, lo que corresponde tan sólo a unos pocos ciclos de la frecuencia 
fundamental característica del transitorio. Este tipo de transitorio muchas veces suele ser 
la respuesta local del sistema a un impulso. 
Los dispositivos electrónicos pueden producir transitorios oscilatorios de tensión debido 
a la conmutación o a circuitos RLC amortiguados. La frecuencia puede estar en el rango 
alto de kHz, durando unos pocos ciclos de la frecuencia fundamental del transitorio. 
Dependiendo de la pulsación del dispositivo electrónico, el fenómeno se suele repetir 
varias veces por ciclo de la onda original con valores de hasta 0.1 pu. 
Requieren por tanto “hardware” de muy alta capacidad de muestreo, lo que hace difícil 
su medición en la práctica. 
2.2.2.2. Transitorios oscilatorios de media frecuencia 
Cuando la frecuencia característica del transitorio se mueve entre los 5 kHz y 500kHz el 
transitorio es considerado como de media frecuencia. La duración suele estar en torno a 
las decenas de microsegundos. La energización de condensadores en paralelo suele 
ocasionar corrientes en la decena de kHz. El fenómeno sucede cuando un banco de 
condensadores se energiza estando en paralelo con otro banco ya energizado. La siguiente 
imagen muestra el transitorio de corriente debido a la conmutación de una conexión de 
condensadores de este modo. 
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Figura II.2. Transitorio oscilatorio debido a la conexión de condensadores en paralelo. Fuente (IEEE 
std 1159-2009 2009) Copyright © 2009, IEEE. 
Los transitorios de media frecuencia también pueden ser resultado de la respuesta del 
sistema a un transitorio de impulso. 
También requieren de “hardware” con alta capacidad de muestreo. En este documento se 
analiza de forma sintética la conexión de un banco de condensadores. 
2.2.2.3. Transitorios oscilatorios de baja frecuencia 
Los transitorios de baja frecuencia tienen valores de menos de 5 kHz con duraciones de 
0.3 ms a 50 ms. Suelen suceder en subtransporte y distribución. En el caso de energización 
de bancos de condensadores la frecuencia del transitorio de tensión suele encontrarse 
entre los 300 Hz y 900 Hz. El transitorio puede alcanzar valores de pico de 2 pu, pero 
usualmente suele encontrarse entre 1.3 pu y 1.5 pu, con duraciones que van desde 0.5 a 3 
ciclos de la frecuencia fundamental dependiendo de la amortiguación del sistema. 
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Figura II.3. Transitorio oscilatorio de baja frecuencia causado por la energización de un banco de 
condensadores. Fuente (IEEE std 1159-2009 2009) Copyright © 2009, IEEE. 
Frecuencias de oscilación inferiores a 300Hz pueden aparecer en el sistema de 
distribución debido a fenómenos de ferrorresonancia y energización de transformadores. 
Este transitorio de baja frecuencia ocurre cuando la resonancia del sistema magnifica las 
bajas frecuencias de la corrientes de magnetización del transformador (segundo y tercer 
armónicos) o cuando por condiciones inusuales se produce resonancia. 
 
Figura II.4. Transitorio oscilatorio de baja frecuencia ocasionado por ferrorresonancia de un 
transformador sin carga. Fuente (IEEE std 1159-2009 2009) Copyright © 2009, IEEE. 
Tanto la conexión de bancos de condensadores (datos sintéticos) como corrientes de 
magnetización de transformadores (datos reales) serán analizadas con la herramienta. 
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2.3. Distorsión de onda 
Los fenómenos de distorsión de onda son definidos como una desviación estacionaria de 
la componente senoidal fundamental de la frecuencia de red. El fenómeno se caracteriza 
principalmente por el contenido en frecuencia de dicha desviación. 
Hay cinco tipos fundamentales de distorsiones de onda: 
- Componente de continua (DC offset) 
- Armónicos 
- Interarmónicos 
- Muescas (Notching) 
- Ruido 
2.3.1. Componente de continua 
La presencia de una componente de continua en un sistema eléctrico de corriente alterna 
puede deberse a perturbaciones geomagnéticas o a la presencia de rectificadores de media 
onda (equipos de iluminación). La componente de continua en sistemas de alterna tiene 
un efecto negativo sobre el sistema eléctrico, al aumentar la saturación del transformador 
y su calentamiento asociado, el estrés de los aislamientos y otros efectos adversos. 
Normalmente su valor no suele exceder el 0.1% de la tensión nominal. Este tipo de 
componente aparece consignada en el residuo que se obtiene mediante nuestra 
herramienta. 
2.3.2. Armónicos 
Se definen los armónicos como tensiones o corrientes sinusoidales cuyas frecuencias son 
múltiplos enteros de la frecuencia de diseño del sistema (50 Hz o 60 Hz). Al combinarse 
con la componente fundamental del sistema provocan la distorsión de ésta. 
La presencia de armónicos viene asociada a características no lineales de los equipos y 
cargas del sistema de potencia. Las cargas electrónicas son las que originan el mayor 
número de armónicos al inyectar corrientes que causan caídas de tensión no lineales. 
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Los niveles de distorsión armónica se caracterizan por el espectro armónico (módulo y 







La fórmula es análoga para intensidades. 
Sin embargo, THD como indicador puede llevar a equívoco, especialmente en el caso de 
intensidades. Por ejemplo, un motor con variador de frecuencia a baja carga puede dar 
una alta THD para su corriente de alimentación aun cuando el valor eficaz del contenido 
armónico es bajo. 
El estándar IEEE Std. 519-2014 (IEEE std 519-2014 2014) define otro indicador más 
apropiado: la distorsión de demanda total (TDD). La fórmula es la misma pero haciendo 








En el mismo estándar se definen los niveles de distorsión para armónicos de corriente y 
tensión en sistemas de distribución y transporte. 
La distorsión armónica es uno de los problemas de calidad más comunes y aunque es 
analizable por herramientas tradicionales, por su importancia será también tratada dentro 
de algunos ejemplos analizados. 
2.3.3. Interarmónicos 
Aparecen cuando las componentes de tensión o intensidad presentes en la señal tienen 
frecuencias múltiplo no enteras de la frecuencia de muestreo. Los interarmónicos pueden 
aparecer en frecuencias discretas o en anchos de banda. 
Se encuentran en distintos niveles de tensión del SEP. Las principales causas de su 
aparición son convertidores estáticos de frecuencia, ciclo convertidores, hornos de 
inducción y dispositivos de arco, especialmente en aquellos cuyo sistema de control no 
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está sincronizado con la frecuencia del sistema. Señales portadoras en líneas de potencia 
pueden considerarse interarmónicas también. 
Los efectos de los interarmónicos no son del todo conocidos, pero se sabe que afectan a 
señales portadoras en líneas de potencia e inducen parpadeos en televisores 
convencionales de tubo de rayos catódicos (CRT). Así mismo, hay referencias 
bibliográficas (Yacamini 1995) sobre la aparición de oscilaciones de torsión de baja 
frecuencia en motores debido a la aparición de pequeñas frecuencias subsíncronas. 
Aunque, en (IEC 61000-2-2 2002) se categoriza el ruido de fondo como interarmónico, 
en el estándar seguido para la definición de eventos en esta tesis (IEEE std 1159-2009 
2009) se estudia como un evento independiente. Desde el punto de vista matemático del 
análisis, no difieren de los armónicos en su dificultad de caracterización, ya que la única 
diferencia es la de no ser múltiplo de la frecuencia fundamental. 
2.3.4. Muescas (notching) 
El fenómeno de “notching” es una perturbación en la tensión de modo periódico, debida 
a la operación de dispositivos electrónicos cuando la corriente conmuta de una fase a otra. 
Los rectificadores trifásicos son los que originan una mayor aparición de muescas. En 
realidad, lo que sucede es que cuando la corriente conmuta de una fase a otra, se produce 
un breve cortocircuito entre las fases. La severidad de la muesca depende de: la 
inductancia de la fuente y la bobina de aislamiento entre el convertidor, la magnitud de la 
corriente, y el punto que se monitoriza. Una descripción detallada del fenómeno puede 
consultarse en (IEEE std 519-2014 2014). 
La siguiente imagen muestra el fenómeno de “notching” provocado por la operación de 
un rectificador. 
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ruido puede atenuarse mediante la utilización de filtros, transformadores de aislamiento 
y acondicionadores de señal (line conditioners). 
El ruido puede ser filtrado mediante la herramienta ya que es extraído como IMFs de alta 
frecuencia, normalmente la primera o segunda de ellas. 
2.4. Firmas de carga 
Las perturbaciones que hemos visto en puntos anteriores están asociadas a la calidad de 
la señal en un SEP. Sin embargo, esas perturbaciones pueden servirnos para caracterizar 
patrones de consumo asociados al funcionamiento normal de cargas. 
Al patrón de consumo que define una carga determinada se le denomina “load signature” 
o firma de carga (Liang et al. 2010). La firma de carga puede estudiarse desde un nivel 
de micro o macro escala. En el caso de la micro escala, cada carga puede tener un patrón 
distintivo. Por ejemplo, en la siguiente imagen se pueden ver diversos electrodomésticos 
en función de la forma de onda de la corriente. 
 
Figura II.7. Ejemplos de firmas de carga de diversos electrodomésticos. Fuente (Liang et al. 2010) 
Copyright © 2010, IEEE. 
La firma de carga a nivel de micro escala ha sido utilizada en diversos artículos de 
investigación (Cheng et al. 2006, Leung et al. 2007, Lee et al. 2004, Suzuki et al. 2008, 
Akbar, Khan 2007). 
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Varios aparatos domésticos serán caracterizados a micro escala mediante la herramienta. 
3. Señales a macro escala 
3.1. Introducción 
Dentro de las señales a macro escala se encuentran aquellas en cuya definición de 
frecuencia nos movemos en valores menores a la frecuencia nominal de la red y por tanto 
no requieren de una frecuencia de muestreo superior a la misma. Dentro de este grupo se 
encuentran la mayoría de eventos que no tienen asociados una variación de frecuencia de 
la señal o componentes en sí (variaciones del valor eficaz de la tensión o intensidad y 
desequilibrios) o esta es de baja frecuencia (oscilaciones de potencia en el SEP). Cuando 
el análisis de firmas de carga se realiza a nivel de curvas de potencia, al ser los valores de 
muestreo mayores, también nos encontraríamos en este nivel macro. Veamos algunos 
ejemplos de ambos casos. 
3.2. Variación de corta duración del valor eficaz  
Las variaciones de corta duración de la tensión suelen ir casi siempre causadas por faltas, 
energización de cargas que requieran una gran intensidad inicial o pérdidas de conexión 
intermitentes en bobinados. Dependiendo de las características del sistema y la 
localización del fallo, éste puede ocasionar aumentos temporales de la tensión (“swells”), 
disminuciones temporales de la tensión (“huecos”), o pérdidas totales de tensión 
(“interrupciones”). 
Se pueden clasificar en instantáneas (hasta 30 ciclos), momentáneas (hasta 3 segundos) o 
temporales (hasta 1 minuto) según el tiempo de duración. 
Son más bien efectos causados por otros eventos electromagnéticos del sistema eléctrico, 
por lo que su estudio como evento en sí no tiene sentido. Dicho de otro modo, son 
consecuencias de un evento de una determinada naturaleza, por ejemplo una falta o una 
interrupción. Es decir, aunque la consecuencia de la falta es un fenómeno a macro escala, 
estudiaremos el transitorio de la falta como un fenómeno a micro escala para poder 
caracterizarla. 
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3.2.1.  Interrupciones  
Suceden cuando la tensión o corriente de suministro disminuye por debajo de 0.1 pu. 
Normalmente vienen asociadas a faltas en el sistema de potencia, fallos en equipos o 
errores de control. Como la magnitud es siempre inferior a 0.1 pu, las interrupciones de 
corta duración se suelen caracterizar por su duración, clasificándose en momentáneos 
(hasta los 3 segundos) y temporales (hasta el minuto). El tiempo de interrupción en caso 
de falta viene dado por las características de los dispositivos de protección y el hecho 
particular que provoca la interrupción. Si la interrupción está provocada por mal 
funcionamiento de equipamiento o pérdidas de conexión la duración puede ser variable. 
Algunas interrupciones de suministro pueden ir precedidas por un hueco de tensión. El 
hueco se produce en el tiempo que tarda en actuar la protección respecto al fallo. 
Dependiendo de la capacidad de reenganche del relé de protección la duración de la 
interrupción será mayor o menor. 
En la figura siguiente puede apreciarse una interrupción momentánea de unos 2.3 
segundos. En la gráfica superior se observa la variación del valor eficaz durante primero 
el hueco (unos 50 ms) y luego la interrupción. En la superior se puede ver en detalle la 
amplitud instantánea durante el transitorio. 
 
Figura II.8. Interrupción momentánea debida a una falta y posterior reconexión. En la gráfica inferior 
se aprecia en zoom el transitorio en la desconexión. Fuente (IEEE std 1159-2009 2009) Copyright © 
2009, IEEE. 
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3.2.2. Huecos (sags) 
Los huecos de corta duración son disminuciones del valor eficaz de la tensión a valores 
entre 0.1 y 0.9 pu. La designación en valor pu del hueco se refiere a la tensión resultante 
y no a la caída de tensión. Según su duración, se clasifican en instantáneos (hasta 30 
ciclos), momentáneos (hasta 3 s) o temporales (1 minuto). 
La causa de un hueco suele ser o una falta, o la conexión de grandes cargas o motores. La 
siguiente figura muestra el hueco provocado por una falta a tierra de una línea eliminado 
posteriormente por un relé aguas abajo del punto de monitorización. El tiempo que tarda 
en eliminar el fallo el relé depende de la sobreintensidad y su nivel de tarado, soliéndose 
mover el tiempo entre los 0.5 y 30 ciclos (hueco instantáneo).  
 
Figura II.9. Hueco de tensión causado en una línea por una falta a tierra de una fase. Fuente (IEEE std 
1159-2009 2009) Copyright © 2009, IEEE. 
Si la causa está originada por la conexión de una gran carga o motor, los tiempos pueden 
ser de varios segundos (hueco momentáneo o temporal). El descenso de la tensión viene 
provocado por la mayor caída de tensión en la impedancia del sistema debido a la 
sobreintensidad demandada en la conexión de la carga/motor. En la siguiente figura puede 
observarse un hueco temporal provocado por el arranque de un motor. 
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Figura II.10. Hueco temporal de tensión ocasionado por el arranque de un motor. Fuente (IEEE std 
1159-2009 2009) Copyright © 2009, IEEE. 
3.2.3. Swells 
Un “swell” es un aumento de la tensión por encima de 1.1 pu (normalmente hasta 1.2 pu) 
de duración desde 0.5 ciclos a 1 minuto. Son menos comunes que los huecos y suelen ir 
asociados a faltas en el sistema. Por ejemplo, una falta a tierra de la fase de una línea 
provoca un hueco en dicha fase y elevaciones en las otras dos. También se pueden 
producir elevaciones debidas a desconexiones de grandes cargas, deslastre de carga (load 
shedding) o conexión de un gran banco de condensadores. En la siguiente figura se puede 
observar un “swell”. 
 
Figura II.11. Swell instantáneo ocasionado por el fallo de otra fase a tierra. Fuente (IEEE std 1159-
2009 2009) Copyright © 2009, IEEE. 
En un sistema puesto a tierra, la magnitud de la elevación depende de la localización del 
fallo, impedancia del sistema y las características de la puesta a tierra del neutro de la 
alimentación. Si este no se encuentra puesta a tierra y una fase se pone en contacto con 
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tierra por un fallo, las fases sin falta alcanzan una elevación de 1.73 pu. Cuando el fallo 
se produce cerca de una subestación eléctrica en un sistema puesto a tierra, la elevación 
es prácticamente nula al ser el transformador triángulo-estrella y proporcionar un camino 
de cierre de impedancia muy baja para la corriente de falta. 
3.3. Variación de larga duración del valor eficaz (RMS) 
Se suelen considerar variaciones de larga duración del valor eficaz cuando esta es mayor 
que un minuto. 
Al igual que las duraciones de corta duración, las variaciones del valor eficaz pueden 
venir dadas por subidas o caídas de la tensión. Sin embargo, al contrario de las de corta 
duración, su origen no suele ser debido a faltas en el sistema, sino a variaciones de la 
carga u operaciones de conexión/desconexión.Interrupción mantenida 
Cuando la tensión desciende de 0.1 pu durante más de 1 minuto se considera que la 
interrupción es mantenida. Este tipo de interrupciones son normalmente permanentes en 
la práctica y requieren la intervención manual para restablecer el suministro. No debe 
confundirse el término de interrupción mantenida con el de apagón, ya que este se refiere 
no a un fenómeno específico, sino al hecho en sí de que una o varias fases del sistema 
fallan y dejan de funcionar. El concepto de interrupción en el contexto de monitorización 
de la calidad del SEP no tiene relación en sí con la fiabilidad o continuidad del servicio. 
3.3.2. Sobretensión 
Una sobretensión de larga duración es un aumento del valor eficaz de la tensión por 
encima de 1.1 pu durante más de 1 minuto. Normalmente al igual que en las de corta 
duración el aumento suele encontrarse entre 1.1 y 1.2 pu. 
Estas sobretensiones suelen deberse a la desconexión de grandes cargas o a variaciones 
en la compensación de reactiva en el sistema (por ejemplo, conexión de banco de 
condensadores). Un deficiente control de la regulación del sistema o regulación de los 
transformadores puede llevar a sobretensiones de este tipo. 
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3.3.3. Subtensión 
Se considera que ocurre una subtensión de larga duración cuando desciende la tensión a 
0.1-0.9 pu (normalmente se mantiene entre 0.8-0.9 pu) por encima de 1 minuto.  
Su origen viene dado por la causa contraria de las sobretensiones. Por ejemplo, la 
conexión de una carga o la desconexión de una batería de condensadores pueden producir 
una caída de la tensión hasta que los equipos de regulación del sistema consigan 
estabilizar la misma en un valor dentro de la tolerancia necesaria. Líneas sobrecargadas 
debido al exceso de intensidad respecto de la de diseño también pueden provocar caídas 
de tensión por debajo de los 0.9 pu. 
El término “brownout” (normalmente relacionado con periodos mantenidos de baja 
tensión como una estrategia de generación de energía para reducir el transporte de 
energía), se encontraría dentro del concepto de caída de tensión definido aquí. Al no 
existir una definición formal para dicho término, para evitar confusión no debería ser 
utilizado para definir este tipo de perturbaciones del SEP. 
3.3.4. Sobrecarga 
Cuando el aumento del valor eficaz viene asociado a la corriente tenemos una sobrecarga. 
El aumento debe ser entre 1.1-1.2 pu durante más de 1 minuto. Como se indicó en puntos 
anteriores una sobrecarga puede ocasionar caídas de tensión en la línea que se produce. 
Su origen viene dado por el aumento del consumo respecto a la capacidad de la línea de 
alimentación. Tiene poco interés desde el punto de vista de nuestra herramienta al ser 
sencilla su detección. 
3.4. Desequilibrios de tensión 
Las diferencias de tensión entre fases se pueden deber a diversas causas, ya sean faltas o 
consumos desequilibrados. 
El desequilibrio en un sistema trifásico se define como el ratio entre la magnitud de la 
componente de secuencia negativa respecto la positiva. 
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(II.3) % 𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 =  �𝑉𝑉𝑛𝑛𝑛𝑛𝑛𝑛�
�𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝�
× 100 
La definición se puede aplicar tanto a tensión como a intensidad. Normalmente en el caso 
de tensión éste no suele llegar al 3%. Sin embargo, en el caso de corriente el valor puede 
ser sensiblemente mayor sobre todo si se encuentran presentes cargas monofásicas. 
Otras definiciones se pueden encontrar en la bibliografía. Por ejemplo muchos equipos 
de medida se rigen por la definición de (ANSI C84.1-2006 2006) que expresa el 
desequilibrio como el ratio entre de la máxima desviación de una tensión de valor 
promedio a valor promedio, expresada en porcentaje (ver también (IEEE std 141-1993 
R1999)). 
El principal problema de la definición de desequilibrio basada en el estándar que se 
comenta en esta tesis (IEEE std 1159-2009 2009), es la dificultad para obtener el valor de 
las componentes de secuencia con medidores de valor eficaz convencionales. Como lo 
que realmente se busca es el cociente entre las componentes de secuencia y no las 
componentes en sí, este ratio se puede obtener con otra formulación basada en valores 
eficaces: 








Siendo las tensiones los valores eficaces de línea entre las fases indicadas. El problema 
con la definición expuesta en las ecuaciones (II.4) y (II.5) es que sólo son ciertas si la 
componente secuencial homopolar es nula. En el caso de tensiones, al tomar el valor de 
línea entre fases no hay problema, pero en el caso de corrientes en sistemas con retorno 
de neutro, al no ser la componente homopolar nula al producirse el desequilibrio, se deben 
calcular las componentes secuenciales y aplicar la ecuación (II.3). 
La principal causa de pequeños desequilibrios (<2% en tensión) está causada por el uso 
de cargas desequilibradas monofásicas en una línea trifásica o a fallos en baterías de 
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condensadores. Si el desequilibrio es grande (>5% en tensión) suele ser debido por 
ejemplo, a dispositivos de protección abiertos aguas arriba del punto de monitorización.  
El estudio de desequilibrios no se va a abordar en esta tesis para limitar la extensión del 
contenido de la misma. 
3.5. Fluctuaciones de tensión 
Son variaciones sistemáticas de la envolvente de la tensión o cambios aleatorios de la 
misma sin sobrepasar la variación un valor de 0.95-1.05 pu. 
Una carga que tiene variaciones significantes cíclicamente, especialmente de carácter 
reactivo, ocasiona fluctuaciones de tensión. En general, toda carga que tiene continuas y 
rápidas variaciones de su intensidad provoca la aparición de este fenómeno. Las 
fluctuaciones de tensión son muchas veces mal designadas como “flickers”, cuando en 
realidad el término “flicker” hace referencia al efecto que tiene en la variación del flujo 
luminoso una fluctuación de tensión; es decir, el “flicker” es un efecto y no el fenómeno 
electromagnético. Tal y como se recomienda en (IEEE std 1159-2009 2009) el término 
“voltage flicker” no debe ser utilizado en vez de su correcta designación como fluctuación 
de tensión. 
La siguiente imagen muestra las fluctuaciones de tensión originadas por un horno de arco, 
que es la causa más común de la aparición de fluctuaciones de tensión en los sistemas de 
transporte y distribución, que originan “flickers” en luminarias. 
 
Figura II.12. Ejemplo de fluctuaciones de tensión ocasionadas por un horno de arco eléctrico. Fuente 
(IEEE std 1159-2009 2009) Copyright © 2009, IEEE. 
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Las fluctuaciones de tensión aparecen como una modulación de la frecuencia 
fundamental de la onda (similar a las ondas de amplitud modulada (AM) en señales de 
radio). Para definir por tanto la magnitud de la fluctuación, basta con demodular la 
frecuencia fundamental de la onda y medir la magnitud de las ondas moduladas restantes. 
Fluctuaciones de tensión pueden ocasionar “flickers” en iluminación perceptibles con 
variaciones de 0.25 pu si la frecuencia se encuentra en el rango de 6 Hz a 8 Hz. Aunque 
mediante la herramienta es posible analizar este tipo de evento, no se llevó a cabo su 
análisis. 
3.6. Variaciones de la frecuencia (Oscilaciones interárea) 
La frecuencia del sistema va directamente relacionada con la velocidad de giro de los 
generadores rotativos del sistema. La estabilidad del sistema depende del equilibrio entra 
la carga demandada y la generación (Messina, Vittal 2006). Si este balance se rompe, 
aparecen pequeñas variaciones de frecuencia en el sistema. La magnitud y duración del 
cambio depende de las características de la modificación de la carga y de la respuesta de 
la generación. Debido a la conexión de cargas y la consiguiente modificación de la fase 
de la tensión y la corriente que pasa por el sistema, pueden darse pequeñas variaciones de 
carácter “local” (de forma pronunciada en la cercanía de la carga). 
Las variaciones de frecuencia de mayor magnitud son debidas a fallos globales en el 
sistema eléctrico de potencia al nivel de transporte, caídas de grandes centros de consumo 
o generación. Los sistemas eléctricos de potencia que trabajan de modo aislado son más 
susceptibles a sufrir variaciones de frecuencia al tener una menor inercia. 
La siguiente figura muestra las variaciones de frecuencia detectadas en la red en diversos 
puntos de Europa durante el 19 de febrero de 2011 debido a oscilaciones interárea de la 
potencia. 
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Figura II.13. Variaciones de frecuencia detectadas en la red en diversos puntos de Europa durante el 
19 de febrero de 2011 debido a oscilaciones interárea de la potencia. Fuente (ENTSO-E 2011). 
Aunque de interés para nuestra herramienta, no ha sido tenida en cuenta en este 
documento por acotar los objetivos de aplicación de la tesis. 
3.7. Firmas de carga (load signatures) 
Los patrones de consumo que definen las firmas de carga pueden definirse tanto a nivel 
de micro como macro escala. A nivel de macro escala se pueden obtener otros importantes 
datos de las firmas de carga no presentes a nivel de micro escala como pueden ser los 
ciclos de control. Así mismo, es mucho más sencilla la obtención de datos a nivel de 
macro escala al requerirse unos niveles de muestreo mucho menores. Este nivel de estudio 
es el que se realiza en el Electric Power Research Institute (EPRI) (Hart 1992, Drenker, 
Kader 1999) y el Massachusetts Institute of Technology (MIT) (Laughman et al. 2003). 
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Tabla II.2. Resumen de la aplicación de la herramienta a los distintos tipos de datos enumerados 




Tipo de dato Capítulo 
µS Impulsos Descarga atmosférica No - - - 






Conexión C, Energización línea 

















µS Distorsión de onda: 







Armónicos, Firmas de carga 
Interarmónicos, Firmas de carga 
Notching, Firmas de carga 















Sintético y Real 
Real 
Sintético y Real 

























MS Desequilibrio de tensión - No - - - 
MS Fluctuaciones de tensión - No - - - 
MS Variación de frecuencia - No - - - 
MS Consumos P(W) Firmas de carga, Previsión de P(W) Sí MLS, MS Real VI.3-VI.5 
(µS) micro escala 
(MS) macro escala 
(µLS) en referencia a su uso en firma de carga a micro escala 
(MLS) en referencia a su uso en firma de carga a macro escala 
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1. Introducción 
Este capítulo se centrará en exponer las técnicas de análisis de señal más conocidas. 
Fundamentalmente han sido aplicadas al análisis de eventos electromagnéticos del 
sistema, aunque también hay ejemplos de su aplicación en los últimos tiempos para la 
caracterización de consumos eléctricos. 
El problema de calidad asociado a las perturbaciones eléctricas en el sistema de potencia 
no es un tema nuevo en la bibliografía (Kusko 1967). La necesidad de monitorizar y 
detectar cualquier problema de calidad en la señal hace necesaria la utilización de 
herramientas más o menos complejas que permitan detectar estas perturbaciones y hacer 
actuar en consecuencia los relés de protección, o evitar que actúen cuando la perturbación 
se deba a una labor de maniobra.  
La complejidad de la herramienta va muchas veces asociada al tipo de evento, siendo 
mucho más difícil la categorización de un transitorio de tipo oscilatorio que una variación 
del valor eficaz de la tensión. 
Los principales elementos de caracterización de un evento electromagnético son tres:  
• La magnitud del mismo, valor asociado al evento respecto al valor fundamental. 
• Contenido en frecuencia. 
• Duración en tiempo. 
No todas las técnicas tradicionales tienen la posibilidad de caracterizar estas tres 
variables, lo que limita su aplicación a tan sólo una parte de los posibles eventos. 
En cuanto al análisis de consumos eléctricos las técnicas en la bibliografía se basan en la 
desagregación del consumo mediante el análisis con redes neuronales, lógica difusa o 
modelos ocultos de Markov (HMM) de datos estadísticos (Ghahramani, Jordan 1997), 
variaciones del consumo, espectros de FT (Zeifman, Roth 2011)... 
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2. Transformada de Fourier (FT) 
2.1. Introducción 
FT es quizás la técnica de análisis de señal más utilizada. La principal característica de la 
FT es la conversión de la señal del dominio del tiempo al dominio de la frecuencia. Una 
vez transformada al dominio de la frecuencia, la señal se analiza por su contenido en 
frecuencia al relacionarse cada uno de los coeficientes de la transformación a los términos 
de las funciones seno y coseno correspondientes para cada frecuencia. 
Mediante la transformada de Fourier se puede descomponer la señal en una serie infinita 
de funciones ortogonales, senos y cosenos, de frecuencias enteras múltiplo de la 
fundamental. Dada una señal f(t), su FT se define por: 
(III.1) 𝑋𝑋(𝑓𝑓) = ∫ 𝑓𝑓(𝑡𝑡) ∙ 𝐷𝐷−𝑗𝑗2𝜋𝜋𝜋𝜋𝜋𝜋 ∙ 𝑑𝑑𝑡𝑡∞−∞  
Donde: 
• X(f): transformada de Fourier de la señal f(t), representando los valores de 
las amplitudes de los armónicos. 
• t: tiempo. 
• f: frecuencia. 
• 𝐷𝐷−𝑗𝑗2𝜋𝜋𝜋𝜋𝜋𝜋: función base. 
FT representa la señal en el dominio de la frecuencia mediante una representación 
frecuencia-amplitud. La magnitud del contenido en armónicos de la señal (componentes 
de frecuencia múltiplos enteros de la frecuencia fundamental) aparece en su espectro de 
Fourier. Esto la hace la herramienta de referencia para el análisis de señales de distorsión 
de onda de carácter estacionario: componente de continua y armónicos. 
Sin embargo, al ser la función base de la transformada válida para todo t (es decir no tener 
carácter local), conlleva que X(f) dependa de f(t) para todos los valores de tiempo. Dicho 
de otro modo: FT analiza la señal de forma global no haciendo posible analizar cualquier 
propiedad local de f(t). Esto limita el uso de la FT, al dar información de las componentes 
de la señal de manera global, sin localizar la información en el tiempo en el que suceden; 
perdiéndose por tanto, al pasar al dominio de la frecuencia, la resolución en el tiempo.  
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Aunque FT permite obtener los valores de las componentes de frecuencia, no es capaz de 
indicar el instante preciso en el que se producen o su duración. La información que 
proporciona en el caso de transitorios o señales no lineales, es limitada por lo que no es 
apropiado su uso en señales no estacionarias. 
No obstante, este problema puede ser parcialmente solucionado mediante la aplicación 
de la transformada de Fourier en ventanas “Windowed Fourier Transform” (WFT) o 
“Short Time Fourier Transform” (STFT). 
2.2. Transformada de Fourier Discreta (DFT) y rápida (FFT) 
Desde el punto de vista práctico, las perturbaciones electromagnéticas en el SEP se 
almacenan de forma discreta como un número finito de valores medidos a una 
determinada frecuencia de muestreo. La FT definida en el subpunto anterior es de 
aplicación a funciones continuas, por lo que para su aplicación en el análisis de señales 
muestreadas se debe aplicar una variación del algoritmo. Esta variación constituye la 
transformada rápida de Fourier (FFT) que nos permite obtener la transformada de Fourier 
de una señal discreta muestreada a un intervalo T mediante la siguiente expresión: 




∑ 𝑥𝑥(𝑘𝑘 · 𝑇𝑇) ∙ 𝐷𝐷
−𝑗𝑗∙2∙𝜋𝜋∙𝑘𝑘∙𝑛𝑛
𝑁𝑁𝑁𝑁−1𝑘𝑘=0   0≤n≤N-1 
Donde: 
• 𝑋𝑋 � 𝑛𝑛
𝑁𝑁·𝑇𝑇
�: Transformada de Fourier discreta 
• N: Nº total de puntos de la señal. 
• 𝑥𝑥(𝑘𝑘 · 𝑇𝑇): Función discreta a analizar. 
• T: Intervalo de muestreo. 
Igualmente por el teorema de Nyquist, al ser su espectro simétrico, la resolución máxima 
en frecuencia que es capaz de obtenerse corresponde a la mitad de la frecuencia de 
muestreo (fs=N/ttotal), y el número de armónicos computados a la mitad de los puntos 
muestreados (N/2). Habiendo por tanto una relación directa entre la capacidad de la 
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2.3. Transformada de Fourier aplicada en Ventanas de 
tiempo (STFT/WFT) 
Con objeto de subsanar las limitaciones de la FT, Dennis Gabor (Gabor 1946a, Gabor 
1946b) la modificó aplicándola en pequeñas secciones de la señal original. Esta variación 
es conocida como la transformada de Fourier en cortos tiempos o en ventana (Short Time 
Fourier Transform/Windowed Fourier Transform STFT/WFT). Al introducir la 
dependencia temporal en la aplicación local de las ventanas, la transformada pasa a tener 
información tanto del tiempo como de la frecuencia. Sin embargo, la precisión en el 
tiempo está comprometida por el tamaño de las ventanas que se escojan. 
Desde el punto de vista técnico, consiste en la multiplicación de la señal f(t) por la función 
ventana w(t) y aplicar FT a dicho producto. El ancho de la ventana óptimo debe ser igual 
a la duración de la parte de la señal que se considere estacionaria. La función ventana se 
coloca al inicio de la señal en t=0. Por ejemplo, considerando que el ancho de ventana es 
T segundos al multiplicarla por la señal se aplicaría a T/2. Una vez hecho esto, se aplica 
la FT a la nueva señal. El resultado de ello es la FT de los primeros T/2 segundos. Si la 
señal es estacionaria, en la ventana se obtiene correctamente la magnitud y frecuencia de 
la señal en ese tiempo. El siguiente paso es deslizar la ventana un tiempo t1 a una nueva 
localización, para de nuevo validar la FT en la nueva ubicación, y seguir actuando así 
repetitivamente hasta alcanzar el final de la señal. 
 
Figura III.7. Ejemplo de funcionamiento de STFT/WFT. Al actuar la ventana deslizable sobre la zona 
del transitorio obtendrá un resultado en frecuencia más representativo que si se aplicara en una sola 
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Tabla III.1. Traducción de las dificultades y soluciones planteadas a la hora de calcular problemas de 
calidad en el sistema eléctrico de potencia con WFT. Fuente (Heydt et al. 1999) Adaptación. 
Cálculo Síntoma Soluciones 
Identificar la profundidad de la 
perturbación (hueco) 
La profundidad de alguna de las 
perturbaciones no es 
identificada de forma precisa 
cerca del inicio o final de la 
misma (bordes) 
-Hacer la ventana WFFT de 
menor tamaño 
- Ignorar el cálculo de los 
bordes 
-Descartar los datos de los 
bordes 
Leer la frecuencia de señales 
armónicas y no armónicas 
Los armónicos parecen 
extenderse (i.e. existen bandas 
alrededor o cerca de múltiplos 
enteros de la frecuencia) 
-Disminuir el tamaño del paso 
de tiempo 
-Ignorar la extensión de la 
frecuencia en los datos 
Selección del tamaño de las 
ventanas 
Difícil de elegir el tamaño de la 
ventana 
-Usar el valor por defecto del 
programa para aplicaciones de 
modo general 
-Usar un tamaño adaptativo para 
la ventana 
Identificación de perturbaciones 
de corta duración 
Pequeñas perturbaciones no 
detectadas adecuadamente 
-Disminuir el tamaño del paso 
de tiempo 
-Modificar el algoritmo de 
ventana ajustable 
-Replantear la necesidad de 
identificación de perturbaciones 
de muy corta duración 
Los eventos que son tratados están relacionados fundamentalmente con variaciones del 
valor eficaz de la tensión o armónicos. Para luego, y en base a ello, estimar las posibles 
causas de los mismos. 
 
Figura III.13. Aplicación de FFT para problemas de calidad. Fuente (Heydt et al. 1999) Copyright © 
1999, IEEE. 
Capítulo III    Revisión de las técnicas tradicionales en el análisis de señales eléctricas 
III-13 
2.5. Conclusiones 
FFT es una importante herramienta de gran utilidad dentro del análisis de señales 
discretas. Sin embargo, aunque de utilidad, su aplicabilidad se encuentra limitada por la 
falta de resolución en el tiempo y el tipo de eventos que es capaz de identificar, dando 
más una estimación de las posibles causas de una perturbación en función de sus efectos 
que  una identificación inequívoca. FFT será utilizada en la herramienta, de modo 
complementario, en algunas de las aplicaciones que se mostrarán. 
3. La Transformada Wavelet (WT) 
3.1. Introducción 
Al contrario que la STFT/WFT la transformada wavelet (WT) analiza la señal a diferentes 
frecuencias con diferentes resoluciones. WT es por tanto, una técnica en ventanas de 
tamaño variable. En concepto, WT es similar a la FT al descomponer una señal en una 
serie de funciones básicas, que representan la función como la suma de funciones 
trasladadas en el tiempo y escaladas en frecuencia llamadas “wavelet”. 
El tamaño de la ventana en la WT se ajusta automáticamente para las componentes de 
baja y alta frecuencia de la señal; pequeñas ventanas para las componentes de alta 
frecuencia y grandes para las de baja.  
Uno de los aspectos más críticos de la WT reside en escoger el tipo de wavelet que más 
se acerque a la señal que se pretende analizar. Existe una gran variedad de tipos de 
wavelet, por lo que casi siempre es posible escoger un miembro de una familia que se 
adapte a nuestra señal (Mallat 1989). 
3.2. Transformada Wavelet Continua (CWT) 
3.2.1. Definición 
La CWT se aplica de un modo muy parecido a la STFT/WFT. Al igual que en la 
STFT/WFT se multiplica a la señal por una función ventana. En el caso de la CWT se 
multiplica por una función denominada madre, calculándose la transformación por 
separado para los distintos segmentos de la señal. Mediante la transformación, la CWT 
mide el grado de similitud existente, en el grado de contenido en frecuencia, entre la señal 
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y una serie de funciones trasladadas y escaladas de la función madre. Dicho de otro modo, 
mide cuantas componentes wavelet a la escala s existen en la señal original en la traslación 
τ. El resultado de la WT es en modo de coeficientes C, que son función de la escala y 
traslación. 
Dada una función f(t), los coeficientes C se obtendría por: 
(III.3) 𝐶𝐶(𝜏𝜏, 𝐷𝐷) = ∫ 𝑓𝑓(𝑡𝑡)𝜓𝜓𝜏𝜏,𝑠𝑠∗ (𝑡𝑡)𝑑𝑑𝑡𝑡 =
∞
−∞ 〈𝑓𝑓(𝑡𝑡), 𝜓𝜓𝜏𝜏,𝑠𝑠(𝑡𝑡)〉 
Siendo ψτ,s una función derivada de la wavelet madre aplicando el escalado s y la 
traslación τ. El * indica que, en el caso de que la wavelet sea compleja, se debe aplicar su 
conjugado. En base a una función madre se crean una serie de wavelets con la misma 






�                 𝜏𝜏, 𝐷𝐷𝑠𝑠𝑠𝑠, 𝐷𝐷 ≠ 0 
Siendo ψ una función wavelet (con promedio nulo, centrada en t =0 y de carácter 
oscilatorio). 
Las transformaciones posibles aparecen resumidas en la siguiente tabla: 
Tabla III.2. Transformaciones básicas de utilizadas en la transformada wavelet 
Traslación Escala Traslación y escala 












Existen diversas funciones madre con características que las hacen más apropiadas según 
el tipo de aplicación, en la siguiente figura se pueden ver algunas de ellas:  
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Figura III.14. Representación gráfica de algunas funciones madre wavelet. 
Por ejemplo, entre las mostradas: Haar suele ser usada para compresión de imagen y 
eliminación de ruido; Daubechies es de amplia utilización en la trasformada de wavelet 
discreta (DWT) para reconocimiento de voz, análisis de señal, y también compresión y 
eliminación de ruido; Coiflet es similar a Daubechies, pero es más simétrica usándose 
también para eliminar ruido en imágenes, compresión de señal, etc.; Gaussian se ha 
utilizado para el análisis de la vibración de máquinas rotativas, eliminación de ruido en 
señales de sonido etc… 
En la siguiente tabla se pueden ver las familias de wavelets más conocidas y su acrónimo. 
Tabla III.3. Acrónimo y nombre de las familias wavelet más utilizadas 
Acrónimo Familia wavelet Nombre Familia wavelet 
'haar' Haar  




'rbio' Biortogonales inversas 
'meyr' Meyer 
'dmey' Aproximación discreta de Meyer 
'gaus' Gaussiana 
'mexh' Sombrero Mejicano 
'morl' Morlet 
'cgau' Gaussiana compleja 
Capítulo III    Revisión de las técnicas tradicionales en el análisis de señales eléctricas 
III-16 
'shan' Shannon 
'fbsp' Frecuencia B-Spline 
'cmor' Morlet compleja 
3.2.2. Traslación y escala 
La traslación es similar en concepto al movimiento de la ventana que se realizaba en la 
STFT/WFT. En el caso de la CWT esta traslación en el tiempo se hace de modo continuo 
para la wavelet que se utiliza. La siguiente imagen muestra gráficamente el concepto de 
traslación de la wavelet a lo largo de la señal original. 
El parámetro τ especifica la situación en el tiempo de la wavelet. 
 
Figura III.15. Representación gráfica de la translación de una wavelet. 
WT utiliza un parámetro de escala s, relacionado con la frecuencia de forma inversa. 
Mediante el escalado se comprime o dilata la función wavelet madre. Con esta variación, 
no sólo se modifica la frecuencia de la wavelet, sino también el tamaño de la ventana. El 
parámetro escala s por tanto representa la información en bandas de frecuencia. 
Las escalas grandes (baja frecuencia) corresponden a información global de la señal que 
cubre gran parte del tiempo de la misma, mientras que las escalas pequeñas (alta 
frecuencia) cubren información detallada de variaciones de corta duración. 
El cálculo de la CWT se realiza mediante la aplicación de la variación de forma discreta 
de los parámetros de escala s y traslación τ. Los resultados de los coeficientes de esta 
variación corresponden con la serie wavelet. La WT permite por tanto una diferente 
resolución para frecuencias altas y bajas. El siguiente esquema muestra gráficamente las 
diferencias gráficas entre las ventanas de STFT y WT (Merry, Steinbuch 2005).  
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Figura III.16. Ejemplo gráfico de la diferencia entre la resolución en frecuencia-tiempo para CWT 
(izquierda) y STFT/WFT (derecha). 
Como se observa, aunque permite proporcionar una mejor precisión temporal al analizar 
la señal, conlleva una pérdida de precisión en frecuencia para las bandas de mayor 
frecuencia. Por el contrario, las bandas de menor frecuencia poseen una mejor precisión 
en frecuencia a costa de una menor precisión en tiempo. 
3.2.3. Ejemplos 
En la práctica, a la hora de aplicar la CWT la wavelet madre no puede ser una función 
continua porque los coeficientes resultantes serían altamente redundantes. Por ello, los 
parámetros de escala s y traslación τ se utilizan de forma discreta. La discretización se 
aplica de modo que s=s0j y τ=k·τ0 s0j. Por ejemplo, para s0=2 y τ0=1, la dilatación y 
traslación se lleva a cabo de forma diádica. El muestreo de la frecuencia y tiempo se 
realiza de este modo, lo que permite implementar la transformada mediante el uso de 
filtros. De este modo la WT se comporta de forma semi-discreta (SWT) y el resultado es 
una serie de coeficientes que permite la descomposición de la onda. 
A la hora de representar los resultados de la CWT se suele hacer con un mapa en color, 
situando los coeficientes por niveles de detalle correspondientes a las escalas supuestas. 
Por ejemplo, en el caso de la energización de línea de ejemplos anteriores probando una 
función madre db4, para una representación en 12 escalas/niveles obtenemos: 
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3.3. Transformada de Wavelet Discreta (DWT) 
3.3.1. Definición 
Al igual que en la CWT, el escalado y la traslación se realiza de forma diádica (s=2j y 
τ=2j·k). La DWT se implementa mediante un algoritmo de análisis de multiresolución 
(MRA). El MRA fue introducido por Mallat en 1989 (Mallat 1989) como una manera de 
examinar las características de una señal a diferentes bandas de frecuencia. La DWT 
puede calcularse del siguiente modo: 
(III.5) 𝐶𝐶[𝑗𝑗, 𝑘𝑘] = ∑ 𝑓𝑓[𝑛𝑛]𝜓𝜓𝑗𝑗,𝑘𝑘[𝑛𝑛] = 2
−𝑗𝑗
2𝑛𝑛∈𝑍𝑍 ∑ 𝑓𝑓[𝑛𝑛]𝜓𝜓[2−𝑗𝑗𝑛𝑛 − 𝑘𝑘]𝑛𝑛  
Donde: 
• C son los coeficientes de la DWT 
• 𝜓𝜓𝑗𝑗,𝑘𝑘 es una función base discreta definida por: 
(III.6) 𝜓𝜓𝑗𝑗,𝑘𝑘[𝑛𝑛] = 2
−𝑗𝑗
2 · 𝜓𝜓[2−𝑗𝑗𝑛𝑛 − 𝑘𝑘] 
j y k son números enteros correspondientes a los saltos en la discretización para la 
escala y la traslación. 
Basándose en la consideración de que la wavelet madre y sus versiones escaladas pueden 
comportarse, en el dominio de la frecuencia, como filtros pasa banda, el MRA puede ser 
usado eficientemente por software para mediante la combinación de dos filtros, paso alto 
y paso bajo, descomponer la señal en componentes de alta y baja frecuencia. 
Esta observación se clarifica matemáticamente al observar la similitud entre la estructura 
matemática de la ecuación (III.5) y la ecuación general de la respuesta a un impulso 
(Finite Impulsive Response FIR) de filtros digitales (Oppenheim et al. 1989): 
(III.7) 𝑦𝑦(𝑛𝑛) = 1
𝑐𝑐
∑ 𝑓𝑓[𝑛𝑛]ℎ[𝑛𝑛 − 𝑘𝑘]𝑛𝑛  
Donde: 
 ℎ[𝑛𝑛 − 𝑘𝑘] es el impulso de respuesta del filtro FIR 
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• Compresión de imagen y video (Grgic et al. 2001, Van Nevel 1997, 
Usevitch 2001). 
• Eliminación de ruido (Schremmer et al. 2001). 
• Reconocimiento de huellas (Bradley, Brislawn 1994). 
• Detección de movimiento y posicionamiento (Subramaniam et al. 1999). 
En cuanto a aplicaciones relacionadas con calidad en el sistema eléctrico de potencia en 
(Morsi, El-Hawary 2007) se utiliza DWT para definir las características de ciertos tipos 
de transitorios. En el artículo se reformulan las definiciones contenidas en el IEEE 
Standard 1459–2000 (IEEE std 1459-2000 2000), actual (IEEE std 1459-2010 2010), 
pasándolas del dominio de la frecuencia al dominio del tiempo-frecuencia. Dicho cambio 
se muestra mediante dos ejemplos numéricos. 
En (Jaehak Chung et al. 2002) se utiliza la descomposición mediante wavelets, para 
clasificar e identificar en combinación con modelos ocultos de Markov (HMM) 
(Ghahramani, Jordan 1997) distintos eventos: huecos, interrupciones, conexión rápida de 
condensadores, conexión normal de condensadores, impulsos... 
En (Reaz et al. 2007) se utiliza DWT en combinación con redes artificiales neuronales 
(ANN) para la clasificación e identificación de perturbaciones electromagnéticas 
relacionadas con variaciones del valor eficaz de tensión o corriente. 
3.5. Conclusiones 
WT mejora las características de la FT al permitir definir la señal en frecuencia-tiempo. 
Es una técnica probada en este campo y con gran éxito en su aplicación para la 
caracterización e incluso clasificación de señales. Sin embargo, su dependencia de la 
función madre elegida y la pérdida de resolución en tiempo o frecuencia debido a su 
escalado diádico, limita su precisión a la hora de definir las componentes que contiene 
una señal de forma genérica. 
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4. Transformada S (ST) 
4.1. Transformada S continua (CST) 
La transformada S es una modificación de la CWT, basada en una función Gaussiana 
corregida mediante un factor de fase (Stockwell et al. 1996): 
(III.8) 𝑆𝑆(𝜏𝜏, 𝑓𝑓) = 𝐷𝐷𝑗𝑗2𝜋𝜋𝜋𝜋𝜏𝜏𝐶𝐶(𝜏𝜏, 𝐷𝐷) 
De este modo la wavelet madre se define por: 





Siendo el parámetro de escala s=1/f. La wavelet anterior no cumple la condición de media 
nula, por lo que la ecuación (III.8) no es una CWT realmente. 
Combinando (III.8) Y (III.9) con (III.3) queda la ST como: 








Al ser la ST una representación del espectro local, promediando el valor local del espectro 
a lo largo del tiempo se puede obtener el espectro de Fourier (X(f)) como: 
(III.11) 𝑋𝑋(𝑓𝑓) = ∫ 𝑆𝑆(𝜏𝜏, 𝑓𝑓)𝑑𝑑𝜏𝜏∞−∞  
A partir de lo cual se puede obtener la señal x(t) mediante transformada inversa: 




La ST permite obtener una definición de la frecuencia instantánea (IF) para señales 
(Bracewell 1986). Por ejemplo, la función correspondiente de la ST (III.10) para una 
determinada frecuencia f1 nos da una función unidimensional dependiente de τ 
denominada voz (Stockwell et al. 1996). La voz de la frecuencia f1 sería por ejemplo: 
(III.13) 𝑆𝑆(𝜏𝜏, 𝑓𝑓1) = 𝐴𝐴(𝜏𝜏, 𝑓𝑓1)𝐷𝐷𝑗𝑗𝑗𝑗(𝜏𝜏,𝜋𝜋1) 
Al ser dicha voz una componente específica, se puede definir su frecuencia instantánea a 
partir de la siguiente ecuación en base a la fase (ϕ) de la misma (Bracewell 1986): 
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{2𝜋𝜋𝑓𝑓1𝜏𝜏 + 𝜙𝜙(𝜏𝜏, 𝑓𝑓1)} 
La ST puede definirse en función del espectro de Fourier X(f) de x(t) como: 




𝑗𝑗2𝜋𝜋𝜋𝜋𝜏𝜏𝑑𝑑𝑑𝑑     𝑓𝑓 ≠ 0 
La discretización de la fórmula anterior se utiliza para calcular la transformada S discreta 
como veremos en el punto siguiente. 
4.2. Transformada S discreta (DST) 
Dada una señal discreta x(kT) con k=0,1,…N-1, muestreada a intervalos T de una señal 
continua x(t) su DFT vendría dada por: 




∑ 𝑥𝑥(𝑘𝑘 · 𝑇𝑇) ∙ 𝐷𝐷
−𝑗𝑗∙2∙𝜋𝜋∙𝑘𝑘∙𝑛𝑛
𝑁𝑁𝑁𝑁−1𝑘𝑘=0   0≤n≤N-1 
Cada vector base de la DFT se divide en N vectores localizados por el producto, elemento 
a elemento, con las N funciones Gaussianas; de tal modo que la suma de esos N vectores 
da el vector original. La transformada S discreta (DST) de la señal muestreada x(kT) se 
puede obtener cambiando f por n/NT y τ por rT: 
(III.17) 𝑆𝑆 �𝐷𝐷𝑇𝑇, 𝑛𝑛
𝑁𝑁𝑇𝑇






𝑁𝑁𝑁𝑁−1𝑚𝑚=0  0≤m,n,r≤N-1 
Para la voz correspondiente a n=0 la transformada nos daría la constante: 
(III.18) 𝑆𝑆(𝐷𝐷𝑇𝑇, 0) = 1
𝑁𝑁
∑ 𝑋𝑋 � 𝑚𝑚
𝑁𝑁𝑇𝑇
�𝑁𝑁−1𝑚𝑚=0  
La ecuación anterior determina la constante promedio de la serie temporal en la voz de 
frecuencia cero, lo que permite calcular la inversa de la transformación mediante la 
siguiente ecuación: 
(III.19) 𝑥𝑥(𝑘𝑘𝑇𝑇) = ∑ �1
𝑁𝑁






Para testear la transformada S se ha utilizado el código realizado por Robert Glenn 
Stockwell para Matlab (Stockwell et al. 1996). Por ejemplo, la onda de energización de 
Capítulo III    Revisión de las técnicas tradicionales en el análisis de señales eléctricas 
III-26 
línea tratada en apartados anteriores con componentes obtendría un espectro como el 
mostrado en la siguiente figura: 
 
Figura III.22. Representación de la ST de una energización de línea sintética (ver figura III.5). 
Como se puede observar el resultado es bastante bueno en frecuencia y tiempo, 
detectando la frecuencia de 7.4kHz y las que se encuentran en 1.9kHz y 2kHz. Nótese, 
que al depender el tamaño de la ventana gaussiana de la inversa de la frecuencia, las 
componentes de alta frecuencia muestran una peor resolución en frecuencia, ancho de 
banda mayor, que las de menor valor, lo que hace que se pierda resolución para dichas 
componentes. 
En el caso de las muescas (notching/glitches), también se obtiene un buen resultado al 
tener buena resolución en el tiempo. 
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Figura III.23. Representación de la ST de un fenómeno de notching/glitches (ver figura III.3). 
4.4. Aplicaciones 
En (Dash et al. 2003) la ST se utiliza para el análisis de calidad del suministro. Para ello 
se utilizan las gráficas f-t para analizar distintos eventos tales como: huecos, swells, 
distorsiones armónicas, fluctuaciones de tensión, desequilibrios, transitorios oscilatorios, 
e interrupciones de corta duración. 
En (Lee, Dash 2003) se utiliza de un modo similar la ST, pero se añade la identificación 
mediante el uso de distintas redes neuronales a partir de los datos de desviación típica y 
un factor de amplitud obtenidos a partir de la representación f-t de la ST. 
En (Chilukuri, Dash 2004) se utiliza la ST para identificar distintos eventos de calidad de 
potencia como huecos, swells, notches, fluctuaciones de tensión, interrupciones, 
armónicos de tensión y conexiones de línea. En el artículo se utilizan técnicas de lógica 
difusa para identificación de los eventos a partir de los valores de desviación típica, factor 
de amplitud, instante en el que ocurre el evento y duración del mismo obtenidos a partir 
de la representación f-t de la ST. 
4.5. Conclusiones 
La dependencia de la inversa de la frecuencia de la ventana Gaussiana le permite obtener 
un mejor resultado que las ventanas fijas que se aplican en STFT. Así mismo, la fase de 
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la ST permite obtener información más precisa en frecuencia respecto a CWT, dando la 
posibilidad de definir la frecuencia instantánea en función de la fase obtenida por la 
transformada. Sin embargo, ST al aplicarse a señales discretas tiene el mismo problema 
que WT al depender la resolución de la frecuencia del tamaño de la ventana de forma 
inversa. Debido a que se necesita aplicar DFT para la obtención de la transformada 
discreta, las ventanas pequeñas utilizadas para obtener las componentes de alta frecuencia 
tienen pocos puntos, obteniéndose por tanto la transformada con una menor resolución 
para componentes de alta frecuencia que para las de baja que poseen mayor número de 
puntos y por tanto mejor resolución. A pesar de ello, ST permite definir una frecuencia 
instantánea, lo que la hace una buena alternativa para el estudio que se realiza en esta 
tesis. En el siguiente capítulo se verá la transformada matemática sobre la que se basará 
principalmente el trabajo de este documento, la transformada de Hilbert, la cual también 
permite definir la frecuencia instantánea al igual que ST. 
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1. Introducción 
En este capítulo se tratará en profundidad la transformada matemática utilizada para la 
herramienta desarrollada en esta tesis, la transformada de Hilbert (HT). La principal 
utilidad que presenta es la de poder definir una señal analítica con módulo y fase, similar 
a la voz de ST. Esto permite definir magnitudes instantáneas de la señal como son la 
amplitud y frecuencia que también serán analizadas detalladamente en este capítulo. Así 
mismo, se estudiarán las mejoras establecidas para ella en la bibliografía y sus problemas 
asociados: Descomposición Empírica Modal (EMD), uso de máscaras o demodulación. 
2. La transformada de Hilbert (HT) 
La HT fue desarrollada por el matemático David Hilbert a principios del siglo XX. HT se 
define en el dominio del tiempo como una convolución entre 1/(πt) y la función x(t) (Saff, 
Snider 1976). 
(IV.1) 𝑇𝑇[𝑥𝑥(𝑡𝑡)] = 1
𝜋𝜋
𝑃𝑃𝑃𝑃 ∫ 𝑥𝑥(𝜏𝜏)𝜋𝜋−𝜏𝜏 𝑑𝑑𝜏𝜏
∞
−∞  
Donde PV representa el valor principal de la integral singular. Una definición matemática 
más completa puede verse en (Hahn 1996). La HT correspondiente a las funciones más 
habituales se presenta en la siguiente tabla (Poularikas 2010): 
Tabla IV.1. HT de las funciones más habituales. 
Señal 𝒙𝒙(𝒕𝒕) Transformada Hilbert H[x(t)] 
Seno 𝐷𝐷𝐷𝐷𝑛𝑛(𝜔𝜔𝑡𝑡) −𝑐𝑐𝐷𝐷𝐷𝐷(𝜔𝜔𝑡𝑡) 









Exponencial 𝐷𝐷𝑗𝑗𝑗𝑗𝜋𝜋 −𝑗𝑗𝐷𝐷𝑗𝑗𝑛𝑛(𝜔𝜔)𝐷𝐷𝑗𝑗𝑗𝑗𝜋𝜋  
Triángulo �1 − �
𝑡𝑡
𝑎𝑎
� , |𝑡𝑡| ≤ 𝑎𝑎














Constante 𝑎𝑎 0 
Series de 
Fourier 𝑋𝑋0 + � 𝑋𝑋𝑛𝑛cos (𝑛𝑛𝜔𝜔𝑡𝑡 + 𝜑𝜑𝑛𝑛)
∞
𝑛𝑛=1







𝑥𝑥𝑇𝑇 = 𝑓𝑓𝐷𝐷𝑛𝑛𝑐𝑐𝐷𝐷ó𝑛𝑛 𝑑𝑑𝐷𝐷 𝑗𝑗𝐷𝐷𝑛𝑛𝐷𝐷𝐷𝐷𝑎𝑎𝑐𝑐𝐷𝐷ó𝑛𝑛 
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3. Magnitudes instantáneas de una señal 
3.1. Introducción 
A la hora de analizar las características de una señal, éstas se definen usualmente por su 
valor de amplitud y contenido en frecuencia. En el caso de señales estacionarias o cuasi-
estacionarias estos valores son constantes. Sin embargo, como hemos visto en el capítulo 
II, los eventos electromagnéticos o las variaciones de la curva de demanda objeto de 
estudio de esta tesis no siempre tienen un carácter estacionario. Una de las principales 
ventajas que proporciona la HT es la posibilidad de definir valores instantáneos para 
frecuencia y amplitud. En este capítulo analizaremos las propiedades de estos valores 
instantáneos, valores que nos permitirán definir las características de las señales a 
analizar. 
3.2. La frecuencia instantánea (f(t) o IF) 
El concepto de frecuencia instantánea es controvertido sobre todo para el caso de señales 
no estacionarias. En 1937 Carson y Fry (Carson, Fry 1937) introdujeron el concepto de 
frecuencia variable en el contexto de la teoría de circuitos y la aplicaron al concepto de 
señales de frecuencia modulada (FM). Concretamente, dada una señal de FM: 




• 𝜔𝜔0 = 2𝜋𝜋𝑓𝑓0 es una frecuencia portadora de valor constante 
• λ es un parámetro real correspondiente al índice de modulación 
• m(t) es la señal de baja frecuencia que se transmite. 
Se define la frecuencia angular instantánea como: 
(IV.3) Ω(𝑡𝑡) = 𝜔𝜔0 + 𝜆𝜆𝜆𝜆(𝑡𝑡) 
Y la frecuencia instantánea cíclica como: 




Capitulo IV     La transformada de Hilbert 
IV-3 
En cierto modo, el concepto de frecuencia instantánea es una generalización de la 
definición de la frecuencia constante; es decir, la variación del ángulo de fase con el 
tiempo. 
En 1946 Van der Pol (van der Pol 1946) abordó el problema de la formulación de la 
frecuencia instantánea a partir de la expresión más simple de movimiento armónico: 
(IV.5) 𝑥𝑥(𝑡𝑡) = 𝑎𝑎 · cos (2𝜋𝜋𝑓𝑓𝑡𝑡 + 𝜃𝜃) 
Donde: 
• a es la amplitud 
• f la frecuencia de oscilación 
• θ es la constante de fase y el argumento de la función coseno, i.e. ( 2𝜋𝜋𝑓𝑓𝑡𝑡 +
𝜃𝜃) representa la fase instantánea φ(t). 
En el artículo de Van der Pol se define la modulación de la amplitud mediante la 
dependencia del tiempo de la amplitud a: 
(IV.6) 𝑎𝑎(𝑡𝑡) = 𝑎𝑎0[1 + 𝜇𝜇 · 𝑗𝑗(𝑡𝑡)] 
O la modulación de fase mediante la variación de θ: 
(IV.7) 𝜃𝜃(𝑡𝑡) = 𝜃𝜃0[1 + 𝜇𝜇 · 𝑗𝑗(𝑡𝑡)] 
Siendo en uno u otro caso g(t) la función de modulación. La fase instantánea como 
argumento de la función coseno quedaría como: 
(IV.8) 𝜑𝜑(𝑡𝑡) =  2𝜋𝜋𝑓𝑓𝑡𝑡 + 𝜃𝜃(𝑡𝑡) 
Van der Pol sostiene que sería erróneo considerar la frecuencia instantánea como: 
(IV.9) 𝑓𝑓(𝑡𝑡) = 𝑓𝑓0[1 + 𝜇𝜇 · 𝑗𝑗(𝑡𝑡)] 
Ya que daría lugar a inconsistencias físicas en el caso de modulación de fase. Por ello, 
indica que la formulación del movimiento armónico debería ser: 
(IV.10) 𝑥𝑥(𝑡𝑡) = 𝑎𝑎 · cos (∫ 2𝜋𝜋 · 𝑓𝑓(𝑡𝑡) · 𝑡𝑡 · 𝑑𝑑𝑡𝑡 + 𝜃𝜃𝜋𝜋0 ) 
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Más tarde en el 1948 J. Ville (Ville 1948) unificó los trabajos de Carson y Fry con Gabor 
para definir la frecuencia instantánea de una señal como: 





Utilizando la expresión promedio de la frecuencia de Gabor, Ville demostró que el 
momento de primer orden de la frecuencia del espectro de la señal coincidía con el 
momento de primer orden de la frecuencia instantánea: 
(IV.15) 𝑓𝑓�𝑍𝑍(𝑓𝑓)� = 𝑓𝑓(𝑧𝑧(𝑡𝑡)) 
Siendo: 








A partir de estos resultados, Ville definió una distribución de la señal en función del 
tiempo y la frecuencia conocida como la distribución de Wigner-Wille (WWD) 






Siendo el primer momento de la WWD respecto de la frecuencia igual a la frecuencia 
instantánea f(t): 





Mandel (Mandel 1974) sostuvo posteriormente que la única relación existente entre el 
espectro de Fourier y la frecuencia instantánea es esa (que la frecuencia promedio del 
espectro de la señal coincide con el promedio de la frecuencia instantánea). Para ilustrarlo 
tomó la señal: 
(IV.20) 𝑧𝑧(𝑡𝑡) = 𝑎𝑎1𝐷𝐷
�𝑗𝑗𝑗𝑗0−
∆𝜔𝜔




Cuya fase sería: 
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Para Mandel la frecuencia instantánea y las frecuencias de Fourier representan distintas 
propiedades de la señal, siendo más apropiada una u otra en función de la naturaleza de 
la misma. Como probaremos más adelante (véase capítulo V.2), se sigue pudiendo 
establecer una relación entre frecuencia instantánea y el espectro FFT aunque no sea la 
establecida por Gabor.  
Sin embargo, la señal analítica no siempre se compone de funciones en cuadratura. Para 
que se cumpla esto, es necesario que se cumpla el teorema de Bedrosian (Bedrosian 
1962), que indica que el espectro 𝐴𝐴(𝑓𝑓) = 𝐼𝐼[𝑎𝑎(𝑡𝑡)] debe permanecer por completo en la 
región |𝑓𝑓| < 𝑓𝑓0 y el espectro de 𝐼𝐼[𝑐𝑐𝐷𝐷𝐷𝐷𝜑𝜑(𝑡𝑡)] residir fuera de dicha región. Es decir, sus 
espectros deben estar separados en frecuencia. Así pues, cuanto más estrecho sea el ancho 
de banda de la señal, mejor se asegurará la cuadratura de las componentes real e 
imaginaria de la señal analítica mediante la aplicación de HT, y de mejor modo se podrá 
estimar la frecuencia instantánea de la misma. 
3.3. La amplitud instantánea (a(t)) 
El concepto de amplitud instantánea no es ajeno al de fase instantánea y por tanto del de 
frecuencia instantánea. Para definir la amplitud instantánea a(t) de una señal se recurre a 
la señal analítica z(t) (Picinbono 1997) definida en la ecuación (IV.12):  
La amplitud instantánea por lo tanto coincide con el módulo de la señal analítica. De 
hecho, para el caso de una señal sinusoidal genérica de amplitud y/o fase variante 
tendríamos que: 
(IV.23) 𝑥𝑥(𝑡𝑡) = 𝑠𝑠𝐷𝐷�𝑎𝑎(𝑡𝑡)𝐷𝐷𝑗𝑗𝑑𝑑(𝜋𝜋)� = 𝑎𝑎(𝑡𝑡)cos (𝜑𝜑(𝑡𝑡)) 
Por lo que la relación es inmediata. Por ejemplo, si probamos una señal con amplitud 
decreciente exponencial y frecuencia constante 𝑦𝑦 = 20𝐷𝐷−10𝜋𝜋cos (2𝜋𝜋300𝑡𝑡) obtendríamos 
fácilmente la amplitud instantánea de la señal a partir del módulo de su señal analítica 
compuesta mediante HT:  
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La resolución en f (eje de ordenadas), puede ser elegida a conveniencia, 
independientemente de la resolución en t (eje de abscisas), aunque sus valores extremos 
vienen marcados por el periodo de muestreo ∆𝑡𝑡 y la duración de la señal T. El mínimo 
valor de frecuencia capaz de ser detectado en la señal es 1/T, mientras que el máximo 
valor de frecuencia sería 1/(𝑛𝑛∆𝑡𝑡), siendo n el número mínimo de puntos necesarios para 
definir la oscilación. Debido a que la frecuencia instantánea se calcula mediante derivada, 
el número de puntos necesario es recomendable que sea mayor que dos, cinco en el caso 
de una senoide (Huang et al. 1998). En realidad, para calcular la frecuencia instantánea, 
no se necesita la totalidad de la senoide, pero sí el mayor número de puntos posibles para 
obtener una derivada precisa, sobre todo si se calcula como media de puntos adyacentes. 
De modo general, el máximo número de puntos N que marcaría la resolución en f de la 










• T el tiempo total de la señal analizada 
• n el número de puntos mínimos para definir la oscilación 
• ∆𝑡𝑡 el tiempo de muestreo. 
De forma general, por el teorema del muestreo de Nyquist, la herramienta matemática 
permite calcular hasta frecuencias máximas de 1/(2∆𝑡𝑡). Por ejemplo, para una señal con 
una frecuencia de muestreo de 20kHz (∆𝑡𝑡 = 5 · 10−5s) y con T=0.14s, el número puntos 
máximo que se puede tomar en el eje de frecuencia en el HSA sería: 
(IV.25) 𝑁𝑁 = 0.14
2·5·10−5
= 1400 𝑝𝑝𝐷𝐷𝑛𝑛𝑡𝑡𝐷𝐷𝐷𝐷 
Con un valor máxima de 1/(2∆𝑡𝑡) = 10𝑘𝑘𝑇𝑇𝑧𝑧 y mínimo que marca la resolución del eje de 
frecuencia de 1/T=7.14Hz. 
Sin embargo, según lo expuesto en (Huang et al. 1998) y siguiendo la recomendación de 
5 puntos, el valor de (IV.24) sería de 560 puntos, con una frecuencia máxima de 
1/(5∆𝑡𝑡) = 4𝑘𝑘𝑇𝑇𝑧𝑧  y mínima de 7.14Hz. Eso no quiere decir que no puedan ser detectadas 
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frecuencias entre los 4kHz y los 10kHz, sino que simplemente el valor de frecuencia se 
obtendrá con menor precisión debido a tener pocos puntos para computar la derivada. 
Adicionalmente, la resolución en f puede tener un efecto negativo en los tiempos de 
computación, por lo que para la tesis se tomó de modo general como máximo una 
resolución del HSA en f de 400 puntos, con un valor máximo de la frecuencia de muestreo 
de 1/(2∆𝑡𝑡), aunque teniendo presente que a partir de 1/(5∆𝑡𝑡)  la precisión en el cálculo 
de la frecuencia se ve mermado (derivada). Siendo por tanto la resolución tomada para la 
frecuencia del HSA en este documento: 









Valor que debe ser siempre superior a 1/T, que sería por muestreo el mínimo valor posible 
matemático. 
Otra consideración a tener en cuenta en cuanto al HSA es la dificultad que se presenta 
cuando no se garantiza la ortogonalidad de las componentes de la señal analítica (teorema 
de Bedrosian) debido a la presencia de componentes cercanas. Por ejemplo, si probamos 
una señal sinusoidal con cambio de frecuencia según la siguiente tabla y muestreada a 
20kHz: 
Tabla IV.2. Datos de señal multicomponente en el tiempo. 
t(s) f(Hz) A(pu) 
0:0.04 300 1 
0.04:0.08 420 1.5 
0.08:0.12 210 0.7 
Simplemente, aplicando HT obtendríamos la frecuencia y amplitud instantánea) de la 
señal sin necesidad de la aplicación de ventanas: 
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simple, i.e. tiene el mismo número de extremos (máximos y mínimos) que cruces por 
cero. Adicionalmente, la oscilación debe cumplir otra condición, que es la de ser simétrica 
respecto de la media local, si se quiere que la descomposición sea válida. De esta forma 
cualquier serie de datos puede tener uno o varios modos intrínsecos de oscilación 
superpuestos unos a otros, formando su combinación la serie completa original. A cada 
uno de estos modos de oscilación se le denomina función intrínseca de modo (Intrinsic 
Mode Function IMF). La IMF se define por las condiciones que debe cumplir: 
• En todo el conjunto de datos el número de extremos y pasos por cero debe 
ser el mismo o diferenciar como mucho en uno. 
• En todo punto, el valor medio definido por la envolvente de los máximos 
locales y por la envolvente de los mínimos locales debe ser nula. 
Una IMF representa un modo simple oscilatorio y en comparación con una función 
armónica, la información que posee es mucho más general al poder tener amplitudes y 
frecuencias diferentes en cada instante, es decir amplitudes y frecuencias instantáneas. El 
proceso de descomposición de una señal en distintas IMFs no se define de un modo 
analítico si no de una forma empírica e iterativa tal y como se muestra en los siguientes 
pasos. Dada una señal x(t): 
1. Se calcula los extremos locales de x(t). 
2. Se obtiene la envolvente de los máximos e+(t) y mínimos locales e-(t) 
normalmente por una función cúbica tipo “spline”, aunque pueden tomarse 
otros tipos de interpolación. 
3. Se computa una aproximación a la media local mediante la media de 
envolventes: m(t) = (e+(t) + e−(t))/2. 
4. Se calcula la posible función modal, zi(t) = x(t) − m(t). 
5. Se comprueba si zi(t) cumple las condiciones de IMF. Nótese, que para 
asegurar que las condiciones no se cumplan de forma casual, deben 
cumplirse al menos en varias iteraciones consecutivas, entre tres y cinco 
veces es la recomendación (Huang et al. 2003). 
6. Si zi(t) no es una IMF, se repite el proceso (desde el paso 1) estableciendo 
x(t) = zi(t). Si zi(t) sí es una IMF, se establece que: IMFi(t) = zi(t) 
7. Si se desea obtener nuevas IMFs adicionales, se repite el proceso tomando 
x(t)=x(t)-zi(t) y así sucesivamente hasta obtener i=n IMFs. 


Capitulo IV     La transformada de Hilbert 
IV-17 
5.3. Problemas de la Descomposición Empírica Modal. 
5.3.1. Introducción 
La EMD no es ajena a una serie de problemas, muchos de ellos derivados de la propia 
naturaleza no analítica del proceso iterativo y del hecho de depender de una serie de 
factores y umbrales para el cálculo. Algunos se encuentran reflejados en la bibliografía, 
mientras que otros serán tratados en esta tesis de forma detallada.  
5.3.2. Tipo de interpolación 
En general, el tipo de interpolación recomendada en bibliografía para el cálculo de las 
envolventes es del tipo cúbica “spline”. Sin embargo, dependiendo del tipo de forma de 
onda a analizar, otras interpolaciones pueden llegar a ser interesantes. Para la elaboración 
de esta tesis se probaron tanto la interpolación cúbica “spline”, polinómica de Hermite 
“Piecewise Cubic Hermit Interpolation Polynomial (pchip)” y “lineal”. En la siguiente 
imagen se muestra la diferencia de estos tres tipos de interpolación al llevarse a cabo la 
primera iteración. Por ejemplo, en el caso de una forma de onda de ruido blanco 




Figura IV.11. Cálculo de envolventes mediante las interpolaciones “spline”, “pchip” y “lineal”. 
La interpolación cúbica “spline” tiende a la sobreoscilación, como se observa en la 
ventana señalada, cuando hay mucha diferencia de amplitud entre dos máximos 
consecutivos. Por ello, a pesar de que en la bibliografía se recomienda “spline” como 
modo de interpolación (Huang et al. 1998, Rilling et al. 2003), en la práctica y para el 
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tipo de ondas utilizadas en esta tesis dio un mejor resultado la interpolación polinomial 
pchip. La interpolación lineal tiene un uso más limitado al tender a una triangulación de 
las IMFs y por tanto baja aplicabilidad práctica en ondas de carácter oscilatorio sinusoidal 
o rectangulares que trataremos en la tesis. 
Un uso inadecuado de la interpolación conlleva a un aumento de las iteraciones necesarias 
para la obtención de la IMF o incluso a la deformación de esta, especialmente en el caso 
de efectos de borde pronunciados. 
5.3.3. Efectos de borde 
Para el cálculo correcto de la envolvente es necesario extrapolar los extremos que se 
encuentran fuera del ámbito temporal de la señal analizada. Una mala elección de estos 
extremos externos puede provocar un error de borde que se propague a lo largo de la IMF 
contaminando el resultado, debido a que en esos puntos la envolvente se calculará de 
forma equivocada. Obtener la posición y amplitud de los extremos que se encuentran 
fuera de nuestra serie de datos puede ser bastante complejo. Una opción simple, con buen 
resultado, consiste en copiar de forma simétrica los extremos iniciales y finales de la señal 
a ambos lados de la onda. Aun así, no es posible evitar cierto efecto de borde al no 
extrapolarse con exactitud los extremos. Para poner un ejemplo, se analizará una sencilla 
señal armónica x(t)=2·sen(2·π·10·t)+sen(2·π·50·t)+ 0.5·sen(2·π·150·t). En la que al 
aplicar EMD, se obtienen 2 IMFs correspondientes a las componentes de mayor 
frecuencia y un residuo correspondiente a la de 10Hz. 
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y mínimos locales) en la señal muestreada que la de origen. Cualquier pérdida de 
extremos conlleva la pérdida de precisión de la oscilación local; por ello, como mínimo, 
el periodo de muestreo debería ser suficiente para poder caracterizarlos. Adicionalmente, 
para aplicar posteriormente HT y obtener el HSA de la señal, por el teorema de Nyquist 
sólo se pueden obtener datos significativos para la mitad de la frecuencia de muestreo fs  
siendo recomendado lo indicado en la sección IV.4. 
En (Rilling, Flandrin 2006) se hace un completo estudio sobre el efecto del tiempo de 
muestreo sobre el error de la IMF, concluyendo una dependencia de fs-1 para valores de 
frecuencia de muestreo altos y de fs-2 para valores bajos. El tamaño de muestreo 
adicionalmente puede producir la mezcla de componentes de frecuencia cercanas (Rilling 
et al. 2003). 
Asimismo, en el caso de señales oscilantes, cuanto mayor sea el número de puntos 
presentes en cada oscilación local, de modo más preciso se puede computar la derivada 
de la fase necesaria para el cálculo de la frecuencia instantánea. En general, una mayor 
frecuencia de muestreo permite obtener una mayor resolución en frecuencia debido a ello. 
Por lo tanto, el muestreo no sólo afecta a la obtención de las IMFs, sino también a los 
resultados en frecuencia que se puedan extraer de ellas. 
5.3.5. Valores umbral para el criterio de IMF 
A la hora de extraer una candidata a IMF era necesario que se cumplieran dos condiciones 
(ver IV.5.2): 
• La primera condición indica que la IMF va a tener un carácter oscilatorio 
local único respecto a su paso por cero.  
• La segunda condición hace referencia a que el valor medio de la candidata 
a IMF sea nulo. 
La segunda condición debe cumplirse de modo tanto global como local. En la práctica, la 
aplicación del criterio conlleva a establecer un umbral a partir del cual el valor medio se 
considere suficientemente pequeño para considerarlo nulo. 
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El valor que se escoja para el umbral puede tener un efecto negativo en el proceso de 
descomposición. Si el valor es excesivamente pequeño puede conllevar una 
sobreiteración y deformar el resultado al separar un tono en distintas IMFs, perdiéndose 
ortogonalidad y por tanto sentido físico en la descomposición. Además, un umbral 
demasiado restrictivo puede provocar que el método no sea capaz de extraer un 
determinado modo, al no cumplirse los umbrales antes de llegar al máximo número de 
iteraciones. Si por el contrario, el umbral escogido es demasiado grande, podrían extraerse 
IMFs con varios tonos presentes. 
El método que se utilizó para definir los umbrales fue el recomendado en (Rilling et al. 
2003), donde se establecen dos umbrales θ1 y θ2. En función de la amplitud de modo a(t)= 
(e+(t) - e−(t))/2 y el valor de modo m(t)= (e+(t) - e−(t))/2, se define una función de 
evaluación σ(t) = |m(t)/a(t)|, de tal manera que se itera hasta que σ(t)< θ1 para una fracción 
(1-α) de la duración total mientras que σ(t)<θ2 para el resto. Los valores tomados son los 
recomendados por el mismo artículo α=0.05, θ1 = 0.05 y θ2 = 10 θ1. 
5.3.6. Mezcla de tonos 
El principal problema que presenta la EMD es la dificultad que tiene para extraer como 
IMFs diferentes componentes de frecuencia sin mezclarlas. La razón de ser de la EMD es 
obtener modos con un estrecho ancho de banda (Huang et al. 1998). Es decir, para que la 
EMD sea correcta cada modo extraído debe tener un único tono en cada instante de 
tiempo. Sin embargo, cuando existen componentes de frecuencia en una misma octava la 
separación resulta difícil. Incluso el valor de muestreo o el ratio de amplitudes de las dos 
componentes puede provocar la mezcla de tonos entre IMFs (Rilling et al. 2003, Rilling, 
Flandrin 2008). 
Por ejemplo, si intentamos aplicar EMD a la sencilla señal compuesta: 
x(t)=0.5·sen(2·π·450t)+0.3·sen(2·π·350t), no es posible extraer en 2 IMFs por separado 
ambos tonos de frecuencia: 
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5.4. Mejoras propuestas en la bibliografía al algoritmo EMD 
En este punto se estudiarán varias de las mejoras propuestas en la bibliografía para 
minimizar los problemas que puede presentar la aplicación práctica de la EMD. 
5.4.1. EMD con máscaras 
En el 2005 R. Deering y J. F. Kaiser (Deering, Kaiser 2005) definen un método de mejora 
para la EMD basado en el uso de señales de máscara. El nuevo algoritmo se define así: 
1. Se construye una señal de máscara, s(n), a partir de la información de la 
señal original, x(n).  
2. Se realiza la EMD a dos señales obtenidas a partir de la original y la 
máscara:  
𝑥𝑥+(𝑛𝑛) =  𝑥𝑥(𝑛𝑛) + 𝐷𝐷(𝑛𝑛)
𝑥𝑥−(𝑛𝑛) =  𝑥𝑥(𝑛𝑛)  −  𝐷𝐷(𝑛𝑛)
 
3. para obtener IMF+ e IMF−. 
4. Se define la IMF como: 𝐼𝐼𝐼𝐼𝐼𝐼(𝑛𝑛)  =  ( 𝐼𝐼𝐼𝐼𝐼𝐼+(𝑛𝑛) + 𝐼𝐼𝐼𝐼𝐼𝐼−(𝑛𝑛))/2. 
5. Así sucesivamente, aplicando cada iteración al residuo resultante. 
En el artículo, se propone la frecuencia de máscara como: 




Donde a1(n) y f1(n) son la amplitud y frecuencia de la primera IMF obtenida a partir del 
proceso normal de descomposición EMD y n es el índice del vector muestreado. Las 
máscaras aplicadas para cada iteración se definen como: 




Donde a0 representa el valor de amplitud de la máscara, recomendándose como valor 1.6 
veces la amplitud promedio de la IMF. En el artículo se indica que dicho valor afecta 
severamente al resultado de la descomposición y depende del valor de frecuencia y 
amplitud de las componentes. Esta característica heurística de la elección de la máscara 
la limita como herramienta de uso y complica su uso de forma general. Por ejemplo, si 
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4. Para cada IMF se realiza EMD a: 𝑥𝑥+(𝑛𝑛)  =  𝑥𝑥𝑘𝑘(𝑛𝑛) + 𝐷𝐷𝑘𝑘(𝑛𝑛)𝑥𝑥−(𝑛𝑛) =  𝑥𝑥𝑘𝑘(𝑛𝑛) – 𝐷𝐷𝑘𝑘(𝑛𝑛)
 para extraer 
IMF+(n) e IMF−(n). 
5. A partir de ellas se calcula IMF como: IMF(n)=(IMF+(n)+IMF−(n))/2). 
6. Así sucesivamente, regresando a 3 para aplicar al residuo resultante de cada 
iteración: xk+1(n)=xk(n)-IMFk(n), la máscara correspondiente. 
Este método de iteración consigue separar los tonos de la señal, aunque no siempre en su 
totalidad, especialmente si el valor de amplitud de la componente de mayor frecuencia es 
superior a la de menor frecuencia. Por ejemplo, para una señal: 
x(t)=0.3·sen(2·π·350t)+0.5·sen(2·π·450t), aplicando una frecuencia de máscara de 800Hz 
y una amplitud de máscara de 2.75 (5.5 veces la amplitud de la componente de frecuencia 
que se busca extraer), el método no es capaz de separar totalmente los tonos y por lo tanto 
las IMFs resultantes no son totalmente monocomponentes. Al tener dos tonos, sólo la 
primera IMF es extraída mediante máscaras, mientras que las otras son extraídas mediante 
EMD convencional. 
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Fourier por FFT a las IMFs extraídas, se observa el carácter multicomponente de los 
modos extraídos: 
 
Figura IV.16. Espectro FFT de las IMFs de la figura IV.15. 
Tras observar los resultados, se demuestra que el empleo de máscaras no soluciona del 
todo los problemas de EMD. El aspecto más destacable, es que la mezcla de tonos 
persiste, por lo que no se soluciona el problema que intenta resolver. La descomposición 
además, es muy dependiente de los parámetros de máscara escogidos, con una elección 
de los parámetros, en particular de la amplitud de la máscara, heurístico y por tanto no 
justificable de forma general. En cuanto a la elección de la frecuencia de máscara, el 
algoritmo se hace dependiente de la aplicación de FFT, que como ya se vio en III.2 no se 
adapta bien a señales no estacionarias, algo que limita su aplicación en el caso de que 
haya cambios en la señal en el tiempo, sin posibilidad de adaptar la máscara a ellos. 
Inclusive, en casos de señales estacionarias, como en el caso que hemos mostrado, si la 
amplitud de la componente de baja frecuencia no es significativamente menor que la de 
alta frecuencia las componentes siguen mezclándose. En las pruebas que se realizaron 
esta tendencia era generalizada, por lo que el empleo de máscaras no soluciona del todo 
los problemas del proceso de EMD. 
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5.4.2. Demodulación 
Para definir correctamente los parámetros de las componentes de una señal a partir de la 
frecuencia y amplitud instantánea es necesario descomponerla en modos oscilatorios 
(IMFs) con una estrecha banda de frecuencia. Sin embargo, el método desarrollado por 
Huang (EMD) no proporciona en todas las ocasiones ondas con dichas características y 
las alternativas de mejora en la bibliografía (máscaras), no llegan a extraer de forma 
limpia los tonos de la señal. 
Debido a ello en (Senroy et al. 2007), como parte de mejora del método propuesto con 
máscaras, presenta un algoritmo de demodulación para extraer las componentes de 
amplitud y frecuencia remanentes en las IMFs extraídas. El método es válido para señales 
de dos tonos y se basa en las envolventes de la señal. Dada una señal con dos 
componentes: 
(IV.29) 𝑥𝑥(𝑡𝑡)) = 𝑎𝑎1𝐷𝐷𝐷𝐷𝑛𝑛(𝜔𝜔1𝑡𝑡) + 𝑎𝑎2𝐷𝐷𝐷𝐷𝑛𝑛(𝜔𝜔2𝑡𝑡) 
Su señal analítica sería: 
(IV.30) 𝑧𝑧(𝑡𝑡) = 𝑥𝑥(𝑡𝑡) + 𝑗𝑗𝑇𝑇�𝑥𝑥(𝑡𝑡)� = 𝑎𝑎(𝑡𝑡)𝐷𝐷𝑗𝑗𝑑𝑑(𝜋𝜋) = ∑ 𝑎𝑎𝑖𝑖(𝑡𝑡)𝐷𝐷𝑗𝑗𝑑𝑑𝑝𝑝(𝜋𝜋)𝑖𝑖=2𝑖𝑖=1  
A partir de la expresión anterior se puede calcular la expresión de la amplitud instantánea 
para una señal modulada de dos componentes como: 
(IV.31) 𝑎𝑎(𝑡𝑡) = �𝑎𝑎12 + 𝑎𝑎22 + 2𝑎𝑎1𝑎𝑎2 cos(𝜔𝜔1 − 𝜔𝜔2) 𝑡𝑡 
Los extremos locales de la señal se alcanzarían para: 
(IV.32) 
min�𝑎𝑎(𝑡𝑡)� = |𝑎𝑎1 − 𝑎𝑎2|
max�𝑎𝑎(𝑡𝑡)� = |𝑎𝑎1 + 𝑎𝑎2|
 
Si se realiza un ajuste polinómico (“pchip” como se recomienda en esta tesis, ver punto 
V.5.3.2.) o por “spline” (recomendado en (Senroy et al. 2007)) para las envolventes 
correspondientes a los máximos y mínimos locales de a(t), denominadas a partir de ahora 
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• La magnitud de la mayor frecuencia es inferior a las otras (especialmente la 
segunda componente) 
• Los valores de los tonos de frecuencia están suficientemente cerca. No se 
especifica si en la misma octava o menos. 
Para solucionarlo, sigue definiendo la amplitud de máscara como Mk=5.5•amplitud del 
armónico fk. Pero, define dos casos dependiendo de los valores de las dos componentes 
de mayor frecuencia f1 y f2 y sus correspondientes amplitudes A1 y A2: 
Caso 1: Si se cumple una de las siguientes condiciones: 
a) f1≤1 y A1<R21A2 
b) f1>1 y f1<R1f2 
c) f1>1 y R1f2< f1<R2f2 y A1<R22A2 
d) f1>1 y f1≥ R2f2 y A1<R23A2. 
Siendo R21=1.1, R1= 1.5, R2=, R22=2 y R23=0.5. 
Entonces, se aplica únicamente la máscara: s1(n)=M1•sen(2π(f1+f2)t(n)) para todo el 
proceso de EMD. Es decir, se aplica la primera vez a la señal y se obtienen por EMD 
convencional N IMF+ y N IMF- obteniéndose cada IMF como IMFk(n)= 
(IMF+(n)+IMF−(n))/2 con 1<k<N. 
Caso 2: Si se cumple adicionalmente otra de las condiciones que no sea a) o d) entonces 
se aplican todas las máscaras en base a FFT, como se indicó en el algoritmo del punto 
IV.5.4.1 de este capítulo. 
El principal problema del método es que sigue dependiendo de FFT y que da unos valores 
de condición R basados en condiciones empíricas. En el artículo se sostiene, que los 
valores anteriores son válidos para las oscilaciones interárea tratadas como ejemplo, pero 
resulta muy difícil extrapolar este método para otras condiciones más genéricas, ya que 
habría que especificar unos valores R para cada aplicación y aun así su justificación 
resulta demasiado ambigua. 
T-EMD 
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En (Prince et al. 2011) se muestra una modificación del método de máscaras bajo el 
nombre de Targeted signal EMD (T-EMD). La nueva evolución del algoritmo se basa en 
la potenciación de modo iterativo de las componentes de frecuencia, a partir de la 
información extraída por FFT u otro método de análisis de frecuencia. Así, se intenta 
obtener una descomposición más limpia. Se puede resumir así: 
1) Se aplica FFT a la señal para obtener las frecuencias objetivo fk, modos 
objetivo (targeted modes). 
2) Si la magnitud de la frecuencia objetivo de la iteración fk es comparable con 
la de las frecuencias cercanas (al menos la mitad del valor de la frecuencia 
dominante) se pasa al punto 4, si no al 3. 
3) Se aplica el algoritmo EMD y se identifican aquellas IMFs dónde la 
frecuencia objetivo fk es dominante. Para ello, se puede aplicar FFT o el 
espectro de Hilbert2. Se suman estas IMFs para formar una señal 
concentrada. Se reemplaza la señal original con la señal concentrada y se 
regresa al paso 2. 
4) Se aplica EMD con máscaras3. 
5) La IMF obtenida en 4 debería ser la correspondiente a la frecuencia objetivo 
y ser prácticamente monocomponente. Si no es así, tras comprobarlo por 
FFT o HT, se vuelve a repetir el paso 3 y así sucesivamente hasta obtener 
un resultado apropiado. 
Aunque consigue mejorar el resultado de las máscaras convencionales mediante el 
refuerzo del tono en la onda a la que aplicar la máscara por medio de iteraciones sucesivas, 
el algoritmo sigue teniendo el mismo problema de no definir los valores de máscara 
idóneos, siendo todavía difícil separar componentes pequeñas. Por ejemplo, si probamos 
el método con la sencilla señal armónica analizada anteriormente para el algoritmo inicial 
con máscaras, se obtiene (como criterio se consideró que la onda era monocomponente 
                                                 
2 Hay que hacer notar que la aplicación de HT puede dar un resultado erróneo si la IMF obtenida tiene 
mezcla de tonos. 
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En cuanto a sistemas eléctricos de potencia se ha utilizado para diversas aplicaciones que 
veremos en los siguientes subpuntos.  
5.5.1. Aplicación a calidad de potencia 
En el artículo (Senroy, Suryanarayanan 2007) además de presentar la modificación de 
EMD mediante máscaras obtenidas por análisis FFT (M-EMD), se presenta una 
aplicación para análisis de calidad de potencia. El conjunto del método de análisis se 
puede ver en el siguiente esquema que presenta la combinación de M-EMD y la 
demodulación de los resultados de esta: 
 
Figura IV.28. Esquema de análisis para el análisis de señales de onda mediante la combinación de M-
EMD y demodulación. Fuente (Senroy, Suryanarayanan 2007) Copyright © 2007, IEEE. 
Para probar el método se utilizó como onda de análisis la corriente de energización de un 
transformador de subestación eléctrica de 4160/440V y 3.75MVA. En la siguiente imagen 
puede verse la misma junto con su espectro FFT: 
 
Figura IV.29. Corriente de energización de un trafo de 4160/440V y 3.75MVA y su espectro FFT. 
Fuente (Senroy, Suryanarayanan 2007) Copyright © 2007, IEEE. 
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A partir del espectro FFT se construyen las máscaras de la tabla IV.4: 
Tabla IV.4. Valores característicos de las máscaras a utilizar. 
IMF Amplitud de la señal 
de máscara (Mk) 
Frecuencia de la señal 
de máscara (Hz) 
Frecuencia buscada 
(Hz) 
1 0.25 540 300 
2 0.50 420 240 
3 0.50 300 180 
4 1.25 180 120 
La IMF1 es desestimada por su baja magnitud y se analizan el resto de IMFs 
obteniéndose:  
 
Figura IV.30. Amplitudes y frecuencias instantáneas para las IMFs 2-4 extraídas a partir de la corriente 
de energización de la fase C. Fuente (Senroy et al. 2007) Copyright © 2007, IEEE. 
Como se observa, cuando la magnitudes de las componentes son pequeñas y cercanas 
(señales de 180 y 240 Hz) se hace difícil obtener para todo instante con precisión la 
frecuencia instantánea. Asimismo, y como se analizó, este método depende en gran 
medida del ajuste óptimo de las características de las máscaras, obteniéndose resultados 
muy desiguales según se escojan estas. Una incorrecta parametrización de las máscaras 
puede dar lugar a resultados erróneos, pudiéndose obtener resultados en ocasiones peores 
que sin la utilización de las mismas.  
5.5.2. Oscilaciones interárea 
En (Messina, Vittal 2006, Laila et al. 2009, Prince et al. 2011) se analiza el fenómeno de 
las oscilaciones de frecuencia que aparecen en un SEP por variaciones en los flujos de 
potencia. Ambos artículos aparecen relatados en este punto según el tipo de 
descomposición EMD que aplican. 
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Estándar EMD 
En (Messina, Vittal 2006) se aplica la HHT para analizar las características de una red 
que abarca 6 áreas del suroeste norteamericano para detectar y cuantificar el efecto de la 
interacción de los modos electromecánicos no lineales del sistema en la evolución en el 
tiempo de las oscilaciones interárea. 
 
Figura IV.31. Sistema eléctrico de potencia considerado (SEP). Fuente (Messina, Vittal 2006) 
Copyright © 2006, IEEE. 
En el artículo se prueban dos escenarios de simulación diferentes: 
• Caso A: fallo en la unidad 1 de la central nuclear de Laguna Verde (650MW) 
• Caso B: fallo simultaneo en dos líneas de transporte de 400KV críticas, la 
que une el punto MMT con JUI y la que une Temascal (TMD) con PBD. 
El análisis modal tras los fallos identifica varios modos de frecuencia debido a la 
interacción de las máquinas del sistema: 
• Dos modos de 0.32 y 0.52 Hz representando la interacción de las máquinas 
de los sistemas del norte y sur; y las del este, centro y oeste respectivamente. 
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Figura IV.35. WFT de la IMF1 de la señal de potencia de la línea TEC-TOP. Caso A. (a) Ventana 1, 
(b) Ventana 2, (c) Ventana 3. Fuente (Messina, Vittal 2006) Copyright © 2006, IEEE. 
Como se observa en las imágenes anteriores, la identificación de los modos se hace 
mediante la indicación de líneas de tendencia sobre la frecuencia instantánea sin ninguna 
referencia a cómo se han calculado. En un caso real, sin conocer los valores propios del 
sistema, esta identificación puede resultar mucho más difícil de realizar. Además, de la 
observación de las IMFs se infiere claramente el carácter multicomponente de estas, por 
lo que aunque se identifica mediante la línea de tendencia uno de los tonos presentes no 
se puede detectar los otros tonos presentes correspondientes a otros modos como sí que 
realiza WFT en las ventanas analizadas. Tonos que en la mayoría de las ocasiones tienen 
un valor de magnitud tan significativo como el inferido del análisis de los valores 
instantáneos mediante la HHT. 
Resumiendo, aunque en el artículo se muestra como una herramienta útil para el análisis 
de las oscilaciones de potencia interárea debido a contingencias del sistema, éste no se 
realiza con la precisión debida y requiere de la interpretación y supervisión de los 
resultados por parte de un experto para poder detectar los modos del sistema. 
R-EMD 
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En (Laila et al. 2009) se aplica la HHT mediante máscaras calculadas con FFT. En el 
artículo, los autores presentan la mejora del algoritmo de máscaras comentado en el punto 
anterior, redefiniéndolo como R-EMD. Primero prueban el método con una señal sintética 
de 2 tonos y posteriormente se prueba para analizar el modelo de simulación del artículo 
anterior sobre oscilaciones interárea en el suroeste norteamericano (Messina, Vittal 
2006). En esta ocasión se toma el caso A explicado en el subpunto anterior (fallo en la 
unidad 1 de Laguna Verde) y se analiza la línea TEC-TOP 
 
Figura IV.36. Oscilaciones de potencia debidas a la pérdida de la unidad 1 de Laguna Verde. Fuente 
(Laila et al. 2009) Copyright © 2009, IEEE. 
Obteniéndose unas IMFs mediante R-EMD: 
 
Figura IV.37. Descomposición R-EMD (izquierda) y frecuencia instantánea (derecha: (a) f(t) IMF1, 
(b) f(t) IMF2, (c) f(t) IMF3). Fuente (Laila et al. 2009) Copyright © 2009, IEEE. 
Estos valores coinciden de mejor manera con los valores propios del sistema de 3 de los 
modos 0.77 Hz, 0.52 Hz y 0.29 Hz, por lo que el método mejora los resultados del artículo 
anterior. Sin embargo, la falta de generalidad del algoritmo R-EMD como ya se comentó 
al analizarlo en el punto V.5.4.3 y la aplicación a datos simulados no reales dejan dudas 
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sobre su comportamiento ante otros tipos de señales con una mayor contaminación de 
tonos. 
T-EMD 
En (Prince et al. 2011) se introduce y aplica el método T-EMD. En primer lugar se aplica 
a una señal sintética de tipo exponencial, para posteriormente analizar datos de frecuencia 
reales de una subestación eléctrica situada en Cordova, (Memphis, EE.UU). Los datos 
corresponden al 20 de Julio de 2005 cuando una perturbación de la red resultó en la 
siguiente variación de la frecuencia: 
 
Figura IV.38. Perturbación de la frecuencia en la subestación de Cordova, Memphis, TN, EE.UU. El 
tiempo analizado es el ampliado. Fuente (Prince et al. 2011) Copyright © 2011, IET4. 
La frecuencia instantánea resultado de aplicar M-EMD y T-EMD pueden verse en las 
siguientes gráficas: 
                                                 
4 Reproduced by permission of the Institution of Engineering & Technology Full acknowledgment to the 
Author, Title and date of the original work. 
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Figura IV.39. Frecuencia instantánea para las primeras 3 IMFs obtenidas mediante M-EMD y T-EMD. 
Fuente (Prince et al. 2011) Copyright © 2011, IET5. 
Como se observa, la oscilación de la frecuencia es mucho menor para el caso de 
extracción con T-EMD. En el artículo también se analiza otra oscilación sufrida en la red 
del norte de la India, obteniéndose buenos resultados. 
Sin embargo, como los propios autores indican, el proceso de ajuste de las máscaras se 
realiza de modo heurístico haciendo referencia al artículo (Senroy, Suryanarayanan 
2007).  
Conclusiones 
En las pruebas realizadas al analizar el método (punto V.5.4.1), se vio que la variabilidad 
del mismo, en función de los parámetros de ajuste era grande, por lo que ajustar los 
parámetros es difícil sin un conocimiento previo de los resultados buscados. Esto hace 
difícil su aplicación desde el punto de vista práctico, ya que requiere elegir los parámetros 
mediante un procedimiento de ensayo/error hasta que el resultado es acorde a lo buscado. 
                                                 
5 Reproduced by permission of the Institution of Engineering & Technology Full acknowledgment to the 
Author, Title and date of the original work. 
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Si los parámetros elegidos son equivocados, el resultado obtenido puede desviarse del 
original, más inclusive que aplicando el algoritmo directamente sin máscaras. Además, 
su aplicación en condiciones de ondas con mayor contenido armónico o con ruido (punto 
de mejora propuesto por los propios autores en su artículo) es mucho más difícil. 
5.5.3. Aplicación a máquinas eléctricas 
Son diversas las aplicaciones relacionadas con HT o HHT a máquinas eléctricas rotativas. 
En este punto comentaremos algunas de ellas relacionadas con la detección de fallos en 
motores asíncronos y síncronos. Ambos se basan en la presencia de una componente de 
frecuencia en la corriente del rotor cuando se produce una rotura en las barras de la jaula 
de ardilla o del devanado amortiguador. En ellos, no se utiliza una modificación de HT o 
HHT, sino que demuestran la capacidad de aplicación a pesar de sus limitaciones, como 
el efecto de borde o la naturaleza no analítica de EMD. 
HT 
En (Puche-Panadero et al. 2009) se utiliza la HT para el análisis de la firma de carga de 
la corriente de un motor de inducción (Motor Current Signature Analysis MCSA). Se 
busca detectar fallos en el motor, barras rotas fundamentalmente, en condiciones de bajo 
deslizamiento o vacío, donde son especialmente difíciles de detectar. La rotura de las 
barras del rotor puede detectarse mediante la monitorización de la corriente del estator y 
la detección de bandas de frecuencia alrededor de la de suministro a razón de:  
(IV.37) 𝑓𝑓𝑠𝑠𝑏𝑏 = 𝑓𝑓1(1 ± 2𝐷𝐷)𝑇𝑇𝑧𝑧 
Siendo f1 la frecuencia de alimentación del estator y s el deslizamiento. De hecho la 
componente de frecuencia asociada al fallo viene dada por la variable denominada IHilbert 
que corresponde a la oscilación media de la amplitud instantánea: 
(IV.38) 𝐼𝐼𝐻𝐻𝑖𝑖𝐻𝐻𝑏𝑏𝑠𝑠𝐻𝐻𝜋𝜋 = �𝐼𝐼𝜋𝜋𝑎𝑎𝑠𝑠𝑠𝑠 + 𝑗𝑗 · 𝑇𝑇𝑇𝑇�𝐼𝐼𝜋𝜋𝑎𝑎𝑠𝑠𝑠𝑠�� − �𝐼𝐼𝜋𝜋𝑎𝑎𝑠𝑠𝑠𝑠 + 𝚥𝚥 · 𝑇𝑇𝑇𝑇�𝐼𝐼𝜋𝜋𝑎𝑎𝑠𝑠𝑠𝑠����������������������������� 
Obviando el inicio y final de la señal, para evitar los efectos de borde al calcular HT. En 
el artículo sólo se usa la mitad central del total de los puntos muestreados, para evitar este 
efecto de borde que contaminaría el resultado. 
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En la parte experimental, para comprobar la herramienta, se utiliza un motor asíncrono 
trifásico de 1.1KW en distintas condiciones de carga. Se muestrea la señal y se analiza en 
un ordenador mediante HT. En la siguiente tabla se resumen los experimentos realizados: 
Tabla IV.5. Experimentos realizados al motor para el MCSA. Fuente (Puche-Panadero et al. 2009) 
Adaptación. 
Motor Carga Velocidad (rpm) 
Deslizamiento 
(%) 2sf1 (Hz) f1±2sf1 (Hz) 
Sin fallo No 1497.9 0.19 0.19 - 
Con una 
barra rota 
No 1498.8 0.20 0.20 49.86 50.26 
Baja 1492.5 0.61 0.61 49.44 50.66 
Media 1456.2 2.96 2.96 47.04 52.98 
Máxima 1407.6 6.16 6.16 43.84 56.16 
Analizando el espectro Fourier de la corriente obtenida con HT se obtiene el valor de las 
bandas de frecuencia paralelas debidas al fallo. 
 
Figura IV.40. Espectro de Fourier de IHilbert para las cinco condiciones de carga: a) Sano sin carga, b) 
Roto sin carga, c) Roto carga baja, d) Roto carga media y e) Roto carga máxima. Fuente (Puche-
Panadero et al. 2009) Copyright © 2009, IEEE. 
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EMD 
En (Antonino-Daviu et al. 2009) se utiliza HHT para el análisis de la corriente de arranque 
de un motor asíncrono con el fin de detectar igualmente fallos en el rotor. En el artículo 
se compara la DWT con HHT como herramientas para ello. 
En el artículo se analiza la corriente de arranque para determinar la banda de frecuencia 
paralela armónica izquierda (Left Sideband Harmonic LSH). Las características de esta 
componente durante el arranque experimentan una variación en la frecuencia y amplitud 
a lo largo del tiempo: 
 
Figura IV.41. Evolución de la componente LSH de la corriente de arranque de un motor de inducción 
trifásico. Fuente (Antonino-Daviu et al. 2009) Copyright © 2009, IEEE. 
Al principio, la frecuencia de LSH coincide con la de alimentación, pero al disminuir el 
deslizamiento esta se reduce hasta cero, para posteriormente volver aumentar a un valor 
cercano a la frecuencia de alimentación. En cuanto a la amplitud, primero desciende hasta 
aproximadamente un deslizamiento de 0.5, luego aumenta por encima de su valor 
permanente para posteriormente alcanzarlo. 
En el artículo se analizan seis transitorios distintos: 
Tabla IV.6. Distintos casos de estado de motor considerados en (Antonino-Daviu et al. 2009) 
Adaptación. 
Caso Motor Carga 
q1 Sin fallo No 
q2 Una barra rota No 
q3 Dos barras rotas No 
q4 Sin fallo Sí 
q5 Una barra rota Sí 
q6 Dos barras rotas Sí 
De los que se extraen mediante EMD las IMFs. En la segunda IMF aparece gran parte de 
la LSH tal como puede verse en la próxima figura: 
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Figura IV.42. IMF2 para los 6 casos analizados. Fuente (Antonino-Daviu et al. 2009) Copyright © 2009, 
IEEE. 
En las siguientes figuras se puede apreciar los resultados obtenidos mediante el análisis 
de las IMFs, Para no extendernos en demasía sólo se mostrará los casos q1 y q5. 
 
q1 




Figura IV.43. Análisis de los caso 1 y 5. Siendo a) la corriente de alimentación, b) la velocidad, c) 
HSA de IMF1, d) HSA de IMF2 y e) la densidad del espectro de potencia de la señal. . Fuente 
(Antonino-Daviu et al. 2009) Copyright © 2009, IEEE. 
De la observación de las gráficas se deduce que la componente fundamental se encuentra 
en la IMF1, mientras que la IMF2 contiene las componentes por debajo de la frecuencia 
fundamental (50Hz). El contenido armónico de IMF2 es mucho mayor en el caso de que 
el rotor tenga rotura, observándose por el color de las amplitudes la evolución cercana a 
la LSH teórica. 
En conclusión el artículo muestra la capacidad de HHT como herramienta de análisis en 
fallos de motores de inducción. Sin embargo, no evita indicar las limitaciones del método 
tales como la dificultad de interpretación física del HSA debido a la naturaleza no 
analítica de EMD que no garantiza siempre la correcta extracción de las componentes de 
frecuencia o los problemas de efecto de borde. No obstante, HHT tiene la ventaja de no 
depender de la correcta elección de la wavelet madre y una mayor similitud con la LSH 
si la extracción de las IMFs se hace de forma correcta.  
En otro artículo posterior (Antonino-Daviu et al. 2012) se analiza los problemas de las 
barras de los devanados amortiguadores de motores síncronos. El comportamiento del 
devanado amortiguador del motor síncrono durante el arranque es similar a la jaula de 
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ardilla de un motor asíncrono. Así pues el proceso se basa en la detección de la LSH, al 
igual que en los artículos anteriores. 
El artículo se basa en datos simulados y experimentales de un banco de pruebas de un par 
de motores síncrono de 5kVA con un devanado amortiguador constituido por 36 barras 
de cobre, uno de ellos con alta asimetría debida al dañado deliberado de las barras y otro 
leve debido al proceso de fabricación y desgaste de uso. 
En los tres casos se realiza la extracción de las IMFs mediante la EMD de la corriente de 
fase del estator y se analiza la IMF2 obteniéndose: 
 
Figura IV.44. Caso 1 motor síncrono simulado, a) IMF2 b) HSA bidimensional de IMF2 c) HSA 
tridimensional de IMF2. Fuente (Antonino-Daviu et al. 2012) Copyright © 2012, IEEE. 
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inconvenientes que los anteriores. Se demuestra no obstante, la utilidad de HT y HHT en 
máquinas eléctricas sin la necesidad de acudir a máscaras u otras soluciones. 
5.5.4. Cuadro resumen 
En el siguiente cuadro aparecen de modo esquemático las características fundamentales 
de los artículos de la bibliografía analizados: 
Tabla IV.7. Tabla resumen de las aplicaciones de HT y modificaciones de mejora propuestas en la 
bibliografía. 
   Método 
Referencia Objetivo No EMD EMD M-EMD R-EMD T-EMD 
Senroy Calidad de 
potencia 
  x   
Messina Oscilaciones 
interárea 
 x    
Laila Oscilaciones 
interárea 
   x  
Prince Oscilaciones 
interárea 
    x 
Puche Máquinas 
eléctricas 
x     
J.A.1 Máquinas 
eléctricas 
 x    
J.A.2 Máquinas 
eléctricas 
 x    
5.6. Conclusiones 
Tal y como hemos visto la HHT resulta una herramienta apropiada para el análisis de 
señales que tengan carácter oscilatorio y no lineal o no estacionario, habiéndose aplicado 
con éxito en el análisis de distintos problemas eléctricos. Sin embargo, no se encuentra 
exenta de problemas que limitan su utilización. El carácter algorítmico de la EMD hace 
que su aplicación práctica dependa de la naturaleza de los datos de origen. Las soluciones 
propuestas en la bibliografía mejoran el algoritmo original desarrollado por N.E. Huang, 
pero siguen dejando margen a la mejora. En el siguiente capítulo se estudiará las distintas 
posibilidades que se proponen como mejora de la aplicación de la HT a series de datos. 
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1. Introducción 
Una de las ventajas de analizar una señal mediante HT es la posibilidad de obtener una 
señal analítica compleja de la que obtener información de frecuencia y amplitud 
instantánea. Como se vio en el anterior capítulo, en el caso particular de señales con varias 
componentes, se hace preciso a priori conseguir una separación de la señal (EMD) en 
modos oscilantes de estrecho ancho de banda (IMFs). Esto permite poder estimar de 
forma precisa los valores instantáneos representativos de la señal. Sin embargo, no 
siempre es posible obtener IMFs válidas, debido a la naturaleza no analítica del método 
de descomposición y la carencia, a veces, de significación física de los modos extraídos 
por separado. Las propuestas en la bibliografía no llegan a solucionar del todo este 
problema, por lo que la aplicación del algoritmo de una forma general para los datos que 
se analizarán en esta tesis no es siempre lo suficientemente preciso, lo que puede llevar a 
la obtención de valores no característicos que desvirtúen el resultado. Por ello, en este 
capítulo se analiza los conceptos tratados anteriormente con el fin de poder extraer 
información que ayude a solucionar dichos problemas. Adicionalmente también se 
tratarán otras herramientas asociadas a la aplicación de la HT. 
2. Frecuencia instantánea 
Para obtener a partir de una señal real su frecuencia instantánea es preciso construir su 
señal analítica compleja mediante HT. Sin embargo, si la señal o las IMFs obtenidas 
mediante EMD poseen un ancho de banda amplio la señal analítica no garantiza su 
ortogonalidad y por tanto un buen cálculo de la frecuencia instantánea. En este punto 
demostraremos que aun cuando la señal tiene un amplio ancho de banda, debido a la 
presencia de varias componentes de frecuencia, es posible extraer importante información 
de la misma. 
Por ejemplo, si tomamos de partida una señal sinusoidal de n tonos: 
(V.1) 𝑥𝑥(𝑡𝑡) = ∑ 𝑎𝑎𝑖𝑖𝐷𝐷𝐷𝐷𝑛𝑛(𝜔𝜔𝑖𝑖 · 𝑡𝑡)𝑖𝑖=𝑛𝑛𝑖𝑖=1  
Podríamos construir su señal analítica como:  
(V.2) 𝑧𝑧(𝑡𝑡) = 𝑥𝑥(𝑡𝑡) + 𝑗𝑗𝑇𝑇�𝑥𝑥(𝑡𝑡)� = 𝑎𝑎(𝑡𝑡)𝐷𝐷𝑗𝑗𝑑𝑑(𝜋𝜋) = ∑ 𝑎𝑎𝑖𝑖𝐷𝐷𝑗𝑗𝑑𝑑𝑝𝑝(𝜋𝜋)𝑖𝑖=𝑛𝑛𝑖𝑖=1  
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La frecuencia instantánea se puede expresar: 























Por ejemplo, particularizando para n = 2 tomaría un valor: 











(𝜔𝜔2 − 𝜔𝜔1)� 
La anterior expresión muestra la dependencia de la frecuencia instantánea en función de 
las amplitudes de las componentes. Si la componente de mayor frecuencia es menor en 
magnitud que la de menor frecuencia, la forma de onda es cóncava y cuando es al 
contrario convexa. En las siguientes imágenes puede observarse esta característica 
gráficamente para una señal de dos componentes de 300Hz y 200Hz, cuyas amplitudes 
varían exponencialmente de forma creciente y decreciente respecto al tiempo: 
 
Figura V.1. Señal analizada compuesta por dos componentes con variación exponencial de la amplitud 
y frecuencias de 200 y 300Hz. 
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Figura V.2. Evolución de la forma de onda de la frecuencia instantánea en función del valor de las 
amplitudes de las componentes. Los extremos de ambas aparecen resaltados para indicar la 
coincidencia temporal de los mismos. 
Asimismo, en la figura se puede observar que existe una relación entre los extremos de la 
función de amplitud y frecuencia instantánea: ambos coinciden en su posición temporal. 
Es posible extraer otra importante información a partir del valor de la frecuencia 
instantánea si las componentes en frecuencia tienen carácter cuasi estacionario. Para ello, 
es preciso calcular el valor medio de la frecuencia instantánea en cualquier tramo en el 
que la frecuencia tenga un patrón repetitivo. El valor medio de la frecuencia instantánea 
en t estaría definido para cada tramo de longitud T como:  





La integración de la señal no es trivial y requiere de varias simplificaciones para llevarla 
a cabo (Anexo IX.2). Resultando: 











Según la ecuación (V.6) la media en t de la frecuencia instantánea corresponde al valor 
de la frecuencia de la componente mayor, ya que el cociente de amplitudes tomará un 
valor de +1 cuando a2>a1 (𝑓𝑓(̅𝑡𝑡) = 𝑓𝑓2) y -1 cuando a2<a1 (𝑓𝑓(̅𝑡𝑡) = 𝑓𝑓1). 
Aunque la ecuación anterior se obtiene considerando que la amplitud de las componentes 
es constante durante el periodo de integración, sigue siendo válida aunque no sea así, 
siempre que no se invierta la concavidad o convexidad de la curva de frecuencia 
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instantánea; es decir, una componente no deje de ser mayoritaria respecto de la otra. Esto 
es sencillo de comprobar con el ejemplo anterior en el que las amplitudes aumentan y 
decrecen de modo exponencial. En este caso, el paso de convexa a cóncava se producía a 
los 0.04s por lo que tendríamos dos intervalos de integración (tramos en los que realizar 
la media), uno antes y otro tras el cambio. Calculando la media se obtiene: 
 
Figura V.3. Valor medio de la frecuencia instantánea para los tramos convexo y cóncavo. 















Esta propiedad de la frecuencia instantánea se cumple incluso para señales con más de 
dos componentes, siempre que una de ellas sea suficientemente superior en magnitud que 
el resto (con un 50% mayor ya se obtienen buenos resultados). Por ejemplo, si probamos 
una señal con cuatro componentes sinusoidales: 
Tabla V.1. Valores de las 4 componentes de la señal a analizar. 
Frecuencia componente (Hz) f1=200 f2=240 f3=300 f4=350 
Amplitud componente (p.a.) a1=0.5 a2=0.8 a3=0.3 a4=0.4 
 
Figura V.4. Frecuencia instantánea y media para la señal de 4 componentes. El valor medio 242.5Hz 
corresponde al valor de la componente mayoritaria a2=0.8p.u. y f2=240Hz. 
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La media de la frecuencia instantánea toma un valor de 242.5Hz, obteniéndose un error 
sobre el 1%. Lógicamente, cuanto mayor es el peso de la componente mayoritaria en 
comparación del resto, menor se hace el error y viceversa. La mayor dificultad de 
aplicación, cuando hay más de dos componentes, viene marcada por la elección del 
intervalo temporal al que aplicar la media, al no ser posible identificar de forma sencilla, 
como en el caso de dos componentes, los cambios de concavidad a convexidad en la 
frecuencia instantánea. 
Este concepto es de utilidad incluso a forma de ondas rectangulares, por lo que será 
empleado en el análisis de cargas cíclicas en curvas de potencia como veremos más 
adelante. 
2.1. Aplicación a señales rectangulares 
2.1.1. Introducción 
El objeto de la tesis no es únicamente el estudio de señales eléctricas de carácter 
oscilatorio sinusoidal. Las curvas de consumo eléctrico pueden tener una forma 
rectangular debido a un consumo de valor constante que oscila de forma cíclica. 
Normalmente, este comportamiento se da en aparatos operados por termostatos de 
control, como por ejemplo un radiador eléctrico o algunos aparatos de aire acondicionado. 
Por ello, una herramienta de identificación de consumos eléctricos que funcionan de 
forma cíclica puede ser de gran utilidad para detectar dichos ciclos y sus variaciones 
(frecuencia, amplitud y ancho de ciclo) y la potencia que realmente están consumiendo. 
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Figura V.5. Ciclos de conexión de un radiador (en verde) y su frecuencia (azul). La frecuencia se 
encuentra en una escala 1000 veces mayor para su mejor visualización. 
El problema es que en una pequeña instalación no es usual obtener la curva de potencia 
individual de cada aparato (radiador, aire acondicionado…), sino la total de forma 
agregada con el resto de cargas, tal y como lo mide un contador centralizado 
convencional. Al medir la carga de forma conjunta, las oscilaciones se hacen más difíciles 
de detectar al combinarse con otras, como por ejemplo en la siguiente figura: 
 
Figura V.6. Consumo total diario de una vivienda del sureste español (Grado electrificación básico 
5.75kW).  
¿Cómo desagregarlas? En nuestro caso, con una transformada matemática. Las 
transformadas tradicionales, tales como WT y FFT, dan poca información física, porque 
interpretan los flancos como una suma de componentes de frecuencias sinusoidales cada 
vez mayores. Esto es cierto matemáticamente, pero se pierde información desde el punto 
de vista físico al difuminarse la información que buscamos. Sin embargo, mediante la HT 
como veremos sí que se puede obtener una información más adecuada. 
Capitulo V    Mejoras desarrolladas para la aplicación de la transformada Hilbert 
V-7 
2.1.2. Transformada de Hilbert para ondas rectangulares. 




















0 con periodo T. 
En realidad lo que se tiene es una señal con pulsos rectangulares periódicos (periodo T), 
de amplitud A y –A (con diferente ancho de pulso, el positivo de [0,a], el negativo de 
[a,T]). Nótese, que se define como onda oscilatoria (máximos positivos y mínimos 
negativos) aunque una señal de consumo sea positiva, por lo que en los datos que se utiliza 
es necesario hacer la media para que tenga carácter oscilatorio, es decir pasar de pulso a 
onda rectangular. 
Su HT se obtendría mediante: 
(V.9) 𝑇𝑇�𝑗𝑗(𝑡𝑡)� = 1
𝜋𝜋
𝑃𝑃𝑃𝑃 ∫ 𝑔𝑔(𝑢𝑢)𝜋𝜋−𝑢𝑢 𝑑𝑑𝐷𝐷
∞
−∞  
Para buscar transformadas sencillas, se define la función g(t) a través de la suma de 
funciones características X[t1,t2], de las que se puede calcular fácilmente su HT: 
(V.10) 𝑗𝑗(𝑡𝑡) = 𝐴𝐴 · 𝑋𝑋[0,𝑎𝑎](𝑡𝑡) − 𝐴𝐴 · 𝑋𝑋[𝑎𝑎,𝑇𝑇](𝑡𝑡) + 𝐴𝐴 · 𝑋𝑋[𝑇𝑇,𝑎𝑎+𝑇𝑇](𝑡𝑡) − 𝐴𝐴 · 𝑋𝑋[𝑎𝑎,𝑎𝑎+𝑇𝑇](𝑡𝑡)+. .. 
Es decir, si la función g(t) tiene n ciclos, se define un sumatorio de ciclos formados por 
la suma de dos funciones características (desde k=0:n)  
(V.11) 𝑗𝑗(𝑡𝑡) = ∑ (𝐴𝐴 · 𝑋𝑋[𝑘𝑘·𝑇𝑇,𝑘𝑘·𝑇𝑇+𝑎𝑎](𝑡𝑡) − 𝐴𝐴 · 𝑋𝑋[𝑎𝑎+𝑘𝑘·𝑇𝑇,𝑇𝑇+𝑘𝑘·𝑇𝑇](𝑡𝑡)𝑛𝑛𝑘𝑘=0 ) 
La transformada de la función característica X[a,b](t) es: 






Al ser HT lineal, la integral total es la suma de las integrales de cada una de las funciones 
características; y la transformada total, la suma de las transformadas de cada función 
característica X multiplicada por ±A: 
(V.13) 𝑇𝑇�𝑗𝑗(𝑡𝑡)� = 1
𝜋𝜋
𝐴𝐴 ∑ �𝐷𝐷𝑛𝑛 � 𝜋𝜋−𝑘𝑘·𝑇𝑇
𝜋𝜋−(𝑎𝑎+𝑘𝑘·𝑇𝑇)
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En el caso de la onda rectangular podemos definir su señal analítica del mismo modo 
como un complejo de la señal y su HT, ecuación (IV.12). 
Hay que hacer notar que al obtener la señal de forma discreta, los flancos de cambio de 
la señal no son estrictamente verticales por lo que al ser analizados por Matlab™ dan un 
valor grande pero finito. En realidad, al ser un punto singular de la función, no debería 
poder definirse la HT en ellos. El cómputo discreto de la HT mediante Matlab™ hace que 
los flancos de subida o bajada debidos al muestreo, sean interpretados como cambios 
bruscos finitos en la frecuencia instantánea. Estos toman un mayor valor conforme el 
intervalo de muestreo se reduce. 
 
Figura V.8. Frecuencia instantánea de la onda rectangular obtenida mediante Matlab™. A mayor 
frecuencia de muestreo, mayor valor de pico mostrarán las discontinuidades de f(t). 
No obstante, para obtener de forma teórica la señal analítica debemos tener en cuenta 
estos puntos y definirla en tramos: 
(V.15) 𝑧𝑧(𝑡𝑡) = �
𝐴𝐴 + 𝑗𝑗 1
𝜋𝜋
𝐴𝐴 ∑ �𝐷𝐷𝑛𝑛 � 𝜋𝜋−𝑘𝑘·𝑇𝑇
𝜋𝜋−(𝑎𝑎+𝑘𝑘·𝑇𝑇)
� − 𝐷𝐷𝑛𝑛 �𝜋𝜋−(𝑎𝑎+𝑘𝑘·𝑇𝑇)
𝜋𝜋−(𝑘𝑘+1)·𝑇𝑇
��𝑛𝑛𝑘𝑘=0 , 0 < 𝑡𝑡 < 𝑎𝑎
−𝐴𝐴 + 𝑗𝑗 1
𝜋𝜋
𝐴𝐴 ∑ �𝐷𝐷𝑛𝑛 � 𝜋𝜋−𝑘𝑘·𝑇𝑇
𝜋𝜋−(𝑎𝑎+𝑘𝑘·𝑇𝑇)
� − 𝐷𝐷𝑛𝑛 �𝜋𝜋−(𝑎𝑎+𝑘𝑘·𝑇𝑇)
𝜋𝜋−(𝑘𝑘+1)·𝑇𝑇
��𝑛𝑛𝑘𝑘=0 , 𝑎𝑎 < 𝑡𝑡 < 𝑇𝑇
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Y su fase θ(t)6: 






∑ �𝐷𝐷𝑛𝑛 � 𝜋𝜋−𝑘𝑘·𝑇𝑇
𝜋𝜋−(𝑎𝑎+𝑘𝑘·𝑇𝑇)
� − 𝐷𝐷𝑛𝑛 �𝜋𝜋−(𝑎𝑎+𝑘𝑘·𝑇𝑇)
𝜋𝜋−(𝑘𝑘+1)·𝑇𝑇
��𝑛𝑛𝑘𝑘=0 � , 0 < 𝑡𝑡 < 𝑎𝑎
𝑎𝑎𝐷𝐷𝑐𝑐𝑡𝑡𝑗𝑗 �1
𝜋𝜋
∑ �−𝐷𝐷𝑛𝑛 � 𝜋𝜋−𝑘𝑘·𝑇𝑇
𝜋𝜋−(𝑎𝑎+𝑘𝑘·𝑇𝑇)
� + 𝐷𝐷𝑛𝑛 �𝜋𝜋−(𝑎𝑎+𝑘𝑘·𝑇𝑇)
𝜋𝜋−(𝑘𝑘+1)·𝑇𝑇
��𝑛𝑛𝑘𝑘=0 � , 𝑎𝑎 < 𝑡𝑡 < 𝑇𝑇
 
2.1.4. Frecuencia media 
Para extraer información útil de la señal rectangular realizaremos varios pasos: 
• Primer paso: Obtención de 𝑓𝑓 ̅a partir del valor medio de ω(t). 
Para ello basta con obtener la frecuencia instantánea derivando la fase instantánea, 
ecuación (V.3), y luego integrarla en un periodo, ecuación (V.5). Es decir, evaluar la fase 
instantánea en el periodo de integración considerado. No obstante, es preciso no calcular 
los puntos singulares en los flancos de cambio, pues teóricamente ahí el valor se haría 
±∞. Para ello, se considera una duración del flanco de valor 𝜀𝜀 → 0 (en señales discretas 
vendrá dado por el valor del intervalo de muestreo): 
(V.17) 𝑓𝑓̅ = 1


















([𝜃𝜃(𝑎𝑎 − 𝜀𝜀) − 𝜃𝜃(0 + 𝜀𝜀)] + [𝜃𝜃(𝑇𝑇 − 𝜀𝜀) − 𝜃𝜃(𝑎𝑎 + 𝜀𝜀]) 
• Segundo paso: Obtención de 𝑓𝑓 ̅a partir de la evaluación de la función de 
fase. 
La función de fase tiene por ciclo como puntos conflictivos los cambios de flanco (0,a,T). 
Sólo se evalúa la función de fase en esos puntos para las dos funciones características que 
están en el intervalo que vamos a integrar, ya que el resto de valores de las funciones 
características en la ecuación (V.16) tienen valores finitos, quedando la función de 
argumento simplificada del siguiente modo: 
                                                 
6 Nótese la importancia de que g(t) sea oscilatoria. Al dividir por A o –A cada tramo cambia el signo de los 
logaritmos de forma crítica. Si la onda no es oscilatoria esto no sucede. Esta realmente es una condición 
similar a la de IMF, que debe cumplir también la onda rectangular. 
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� − 𝐷𝐷𝑛𝑛 �𝜋𝜋−(𝑎𝑎)
𝜋𝜋−(𝑇𝑇)





� + 𝐷𝐷𝑛𝑛 �𝜋𝜋−(𝑎𝑎)
𝜋𝜋−(𝑇𝑇)
��� , 𝑎𝑎 < 𝑡𝑡 < 𝑇𝑇
 
Que sustituida en la expresión de 𝑓𝑓 ̅proporciona la definición convencional de frecuencia 
como función inversa del periodo de la señal: 
(V.19) 𝑓𝑓̅ = 1
2𝜋𝜋𝑇𝑇














Es preciso que la onda analizada tenga carácter oscilatorio, ya que si no es así la 
valoración de las fases en los puntos buscados no daría 2π sino cero. En ondas 
rectangulares con valores no nulos, es necesario convertir la señal en oscilatoria mediante 
la sustracción de un valor significativo. En el caso de una señal con una sola componente 
rectangular, éste debe ser el valor medio. 
2.1.5. Transformada de Hilbert de una composición de dos ondas 
rectangulares 
Tal y como se vio, es posible obtener la frecuencia característica de una señal rectangular 
a partir de la información extraída de su HT. Sin embargo, ¿qué es lo que sucede cuando 
se tiene dos ondas rectangulares de distintas características mezcladas? La obtención de 
la frecuencia con HT se complicaba, incluso con ondas sinusoidales, cuando estas 
contenían componentes cercanas en frecuencia. 
 
Figura V.9. Composición g(t) de dos ondas rectangulares: g1(t) de pulsación angular 1200 rad/s y 
amplitud 10 pu. y g2(t) de 1800 rad/s y amplitud 2. 
Capitulo V    Mejoras desarrolladas para la aplicación de la transformada Hilbert 
V-12 
Para ilustrar el método, se va a tomar dos ondas rectangulares, una de pulsación angular 
1200 rad/s y 10 de amplitud y otra de 1800 rad/s y 2 de amplitud. La primera con origen 
en 0 y la segunda en un punto b2. Siendo sus funciones respectivas: 
(V.20) 
𝑗𝑗1(𝑡𝑡) = �
𝐴𝐴1, 0 ≤ 𝑡𝑡 < 𝑎𝑎1
−𝐴𝐴1, 𝑎𝑎1 < 𝑡𝑡 ≤ 𝑇𝑇1
0, 𝑡𝑡 = 𝑎𝑎1
𝑗𝑗2(𝑡𝑡) = �
𝐴𝐴2, 𝐷𝐷2 ≤ 𝑡𝑡 < 𝑎𝑎2
−𝐴𝐴2, 𝑎𝑎2 < 𝑡𝑡 ≤ 𝐷𝐷2 + 𝑇𝑇2
0, 𝑡𝑡 = 𝑎𝑎2
 
Siendo por tanto A1>A2; ω2>ω1 y la onda a analizar g(t) la combinación de ambas: 
(V.21) 𝑗𝑗(𝑡𝑡) = 𝑗𝑗1(𝑡𝑡) + 𝑗𝑗2(𝑡𝑡) 
Para operar con la onda se descompone en la suma de sus funciones características: 
(V.22) 𝑗𝑗(𝑡𝑡) = ∑ (𝐴𝐴1 · 𝑋𝑋[𝑘𝑘·𝑇𝑇1,𝑘𝑘·𝑇𝑇1+𝑎𝑎1](𝑡𝑡) − 𝐴𝐴1 · 𝑋𝑋[𝑎𝑎1+𝑘𝑘·𝑇𝑇1,(𝑘𝑘+1)·𝑇𝑇1](𝑡𝑡)
𝑛𝑛
𝑘𝑘=0 ) +
∑ (𝐴𝐴2 · 𝑋𝑋[𝑏𝑏2+𝑘𝑘·𝑇𝑇2,𝑘𝑘·𝑇𝑇2+𝑎𝑎2](𝑡𝑡) − 𝐴𝐴1 · 𝑋𝑋[𝑎𝑎2+𝑘𝑘·𝑇𝑇2,𝑏𝑏2+(𝑘𝑘+1)·𝑇𝑇2](𝑡𝑡)
𝑚𝑚
𝑘𝑘=0 ) 
Y se calcula su HT aplicando la propiedad de linealidad:  
(V.23) 𝑇𝑇�𝑗𝑗(𝑡𝑡)� = 1
𝜋𝜋
�∑ �𝐴𝐴1 �𝐷𝐷𝑛𝑛 �
𝜋𝜋−𝑘𝑘·𝑇𝑇1
𝜋𝜋−(𝑎𝑎1+𝑘𝑘·𝑇𝑇1)
� − 𝐷𝐷𝑛𝑛 �𝜋𝜋−(𝑎𝑎1+𝑘𝑘·𝑇𝑇1)
𝜋𝜋−(𝑘𝑘+1)·𝑇𝑇1
���𝑛𝑛𝑘𝑘=0 +
∑ �𝐴𝐴2 �𝐷𝐷𝑛𝑛 �
𝜋𝜋−(𝑏𝑏2+𝑘𝑘·𝑇𝑇2)
𝜋𝜋−(𝑎𝑎2+𝑘𝑘·𝑇𝑇2)
� − 𝐷𝐷𝑛𝑛 � 𝜋𝜋−(𝑎𝑎2+𝑘𝑘·𝑇𝑇2)
𝜋𝜋−(𝑏𝑏2+(𝑘𝑘+1)·𝑇𝑇2)
���𝑚𝑚𝑘𝑘=0 � 
En la siguiente figura se puede observar el resultado obtenido al aplicar la expresión 
teórica de la ecuación anterior respecto a la utilizada por Matlab™. 
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� − 𝐷𝐷𝑛𝑛 �
𝑡𝑡 − (𝑎𝑎2 − 𝑇𝑇2)
𝑡𝑡 − (𝐷𝐷2)



















� − 𝐷𝐷𝑛𝑛 �
𝑡𝑡 − (𝑎𝑎2)
𝑡𝑡 − (𝐷𝐷2 + 𝑇𝑇2)



















� − 𝐷𝐷𝑛𝑛 �
𝑡𝑡 − (𝑎𝑎2)
𝑡𝑡 − (𝐷𝐷2 + 𝑇𝑇2)



















� − 𝐷𝐷𝑛𝑛 �
𝑡𝑡 − (𝑎𝑎2)
𝑡𝑡 − (𝐷𝐷2 + 𝑇𝑇2)

















𝑡𝑡 − (𝐷𝐷2 + 𝑇𝑇2)
𝑡𝑡 − (𝑎𝑎2 + 𝑇𝑇2)
� − 𝐷𝐷𝑛𝑛 �
𝑡𝑡 − (𝑎𝑎2)
𝑡𝑡 − (𝐷𝐷2 + 𝑇𝑇2)
���� , 𝐷𝐷2 + 𝑇𝑇2 < 𝑡𝑡 ≤ 𝑇𝑇1
 
En el tramo de integración tenemos 5 discontinuidades que separan g1(t) en dos trozos y 
g2(t) en cuatro. Siendo su función característica en el intervalo [0,T1]: 
(V.26) 𝑗𝑗(𝑡𝑡) = 𝐴𝐴1 · 𝑋𝑋[0,𝑎𝑎1](𝑡𝑡) − 𝐴𝐴1 · 𝑋𝑋[𝑎𝑎1,𝑇𝑇1](𝑡𝑡) − 𝐴𝐴2 · 𝑋𝑋[𝑎𝑎2−𝑇𝑇2,𝑏𝑏2](𝑡𝑡) + 𝐴𝐴2 ·
𝑋𝑋[𝑏𝑏2,𝑎𝑎2](𝑡𝑡) − 𝐴𝐴2 · 𝑋𝑋[𝑎𝑎2,𝑏𝑏2+𝑇𝑇2](𝑡𝑡) + 𝐴𝐴2 · 𝑋𝑋[𝑇𝑇2+𝑎𝑎2,𝑎𝑎2+𝑇𝑇2](𝑡𝑡) 
Siendo la media de la derivada del argumento de la señal analítica en dicho periodo 
(frecuencia media): 














































([𝜃𝜃(𝐷𝐷2 − 𝜀𝜀) − 𝜃𝜃(0 + 𝜀𝜀)] + [𝜃𝜃(𝑎𝑎1 − 𝜀𝜀) − 𝜃𝜃(𝐷𝐷2 + 𝜀𝜀)] + [𝜃𝜃(𝑎𝑎2 − 𝜀𝜀) − 𝜃𝜃(𝑎𝑎1 + 𝜀𝜀)]
+ [𝜃𝜃(𝐷𝐷2 + 𝑇𝑇2 − 𝜀𝜀) − 𝜃𝜃(𝑎𝑎2 + 𝜀𝜀)] + [𝜃𝜃(𝑇𝑇1 − 𝜀𝜀) − 𝜃𝜃(𝐷𝐷2 + 𝑇𝑇2 + 𝜀𝜀)]) 
Al ser 𝐴𝐴1 > 𝐴𝐴2 los valores de los límites por la derecha e izquierda de las discontinuidades 
de g2(t) son iguales7, lo que hace que se anulen los términos con subíndice 2 quedando la 
expresión del mismo modo que cuando la onda rectangular es de una sola componente 
(ver ecuación (V.19)): 




([−𝜃𝜃(0 + 𝜀𝜀)] + [𝜃𝜃(𝑎𝑎1 − 𝜀𝜀)] + [−𝜃𝜃(𝑎𝑎1 + 𝜀𝜀)] + [ ] +






                                                 
7 Si 𝐴𝐴2 > 𝐴𝐴1 hubiera sucedido lo mismo pero con las discontinuidades de A1 
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Figura V.11. HT y tangente de la fase (tag(θ), ampliada por 10 para mejor visualización). Se produce 
un cambio de signo en las “discontinuidades” o puntos de cambio de definición analítica de g1(t) pero 
no en g2(t) al ser A1>A2. 
De la expresión anterior se extrae que aunque la onda rectangular tenga dos componentes, 
a partir de su HT se puede obtener información significativa sobre la frecuencia de 
oscilación de la componente de mayor amplitud. 
Al igual que sucedía con las señales sinusoidales, si tenemos más de dos componentes y 
la componente mayoritaria es superior al sumatorio de las demás (𝐴𝐴1 > ∑ 𝐴𝐴𝑘𝑘𝑛𝑛𝑘𝑘=2 ), la 
expresión sigue dando aceptables resultados. Por ejemplo, para una combinación de 
cuatro ondas rectangulares de valores: 
Tabla V.2. Valores de una onda rectangular con 4 componentes a combinar para probar la robustez 
del método aplicado a ondas rectangulares. 
 g1(t) g2(t) g3(t) g4(t) 
fi (Hz) 200 240 300 350 
Ai 0.5 1 0.3 0.1 
Desfase (rad) 0 0.5 1.5 1 
% Ciclo positivo 40 30 70 20 
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2.2. Elección del tamaño de intervalo en el cálculo de la 
frecuencia característica de una señal  
Cuando la señal a analizar no es estacionaria es posible que, debido a su naturaleza de 
transitorio, la señal tenga una variación en la frecuencia de las componentes o incluso en 
el número de componentes que aparecen en la misma. Por tanto, elegir adecuadamente 
los intervalos en los que calcular la media es importante para poder obtener de forma 
precisa el valor de la frecuencia característica buscada de la componente mayoritaria. 
Para llevar a cabo dicha elección utilizaremos una herramienta estadística, el coeficiente 
de autocorrelación, para así poder detectar los patrones de repetición presentes en la señal. 
Para obtener de forma precisa los cambios de frecuencia el proceso se debe realizar en 
dos etapas. 
2.2.1. Coeficiente de autocorrelación general: frecuencia media en 
un intervalo común 
En un primer paso es necesario estimar un intervalo general que nos permita obtener 
cuáles son los intervalos en que las componentes de la señal se muestran de forma cuasi 
estacionara. Ante señales de tipo exponencial es posible tener en cuenta la variación de 
los valores de amplitudes, aunque este método se muestra igualmente válido, por lo que 
se adaptó cómo método para obtener los intervalos de integración de forma general. 
Para explicar mejor el método, se partirá de una sencilla señal que durante un determinado 
tiempo pasa a tener dos componentes, siendo monocomponente en el resto del intervalo. 
Tabla V.3. Valores de la función de dos componentes con variación en el tiempo. La frecuencia de 
muestreo es fs=200kHz 
 t=0:0.05s t=0.05:0.07s t=0.07:0.14s 
f1 (Hz) 1200 1200 1200 
f2 (Hz) 0 1350 0 
A1 1.5 1.5 1.5 
A2 0 3.5 0 
Como se observa, durante el intervalo 0.05-0.07s la señal tiene dos componentes en un 
estrecho ancho de banda, por lo que su separación mediante EMD no es posible y 
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En la zona 2 aparecen dos lags de 151(~1325Hz) y 1333(~150Hz). El lag 151 (línea roja 
punteada) viene influido por la frecuencia de la componente mayoritaria. Sin embargo, 
no es un buen periodo de integración ya que como se aprecia proporciona una fm1 
oscilatoria convexa.  
El segundo lag de 1333(~150Hz) sí que sirve como un buen periodo de integración. 
Además, proporciona información adicional al representar la diferencia de frecuencias 
entre las componentes de la señal, valor que viene marcado por la distancia entre los 
picos/discontinuidades mayores de la frecuencia instantánea (ver figura V.15). Esto 
permite indicar que la segunda componente de la señal sería 1350-150=1200Hz 
(naturaleza convexa tanto de la frecuencia instantánea y de la fm1 obtenida con el lag de 
1333 puntos). 
En resumen, el segundo lag proporciona importante información en frecuencia: 
1. Si el resultado de la integración no muestra diferencia con el resultado del 
primer lag (múltiplo en frecuencia), eso significa que la onda es 
prácticamente monotónica en el tramo de integración. Siendo el resultado 
de la integración satisfactorio con ambos lags. 
2. Si el resultado de la integración es diferente al resultado del primer lag, 
mostrando un carácter cóncavo o convexo, eso indica que la onda tiene dos 
tonos mayoritarios, siendo el lag de integración más apropiado el 
proporcionado por el segundo. Adicionalmente, el tono correspondiente al 
segundo tono vendrá marcado por la resta o suma de la frecuencia del 
segundo lag en función del carácter convexo o cóncavo de la integración 
con el primer lag. 
3. Amplitud instantánea 
El obtener de forma fiable los valores de las amplitudes de las distintas componentes que 
contiene una señal es un objetivo importante desde el punto de análisis, ya que aporta 
importante información relacionada con la magnitud y duración del evento. Uno de los 
principales problemas que tiene EMD es la gran dependencia en función de los valores 
de amplitud de las distintas componentes. En este punto se analizará las distintas 
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soluciones que se han llevado a cabo para extraer información relacionada con la 
amplitud. 
3.1. Determinación de duración de transitorio. 
3.1.1. Método utilizado. 
Los transitorios de tipo oscilatorio tienen una amortiguación de la componente 
fundamental de tipo exponencial. Mediante el HSA es posible determinar la duración del 
transitorio del evento electromagnético. Sin embargo, la representación gráfica del 
espectro depende muchas veces de la diferencia de amplitud de las componentes, por lo 
que no resulta una manera precisa de obtener la duración del transitorio. Una de las 
mejoras desarrolladas en la tesis consiste en la determinación del coeficiente de 
amortiguamiento de la exponencial (λ) mediante el análisis de la amplitud instantánea y 
su posterior ajuste a una función exponencial. 
El esquema de la herramienta es sencillo: 
• Se analiza la componente mediante HT, habiéndose extraído las 
componentes simétricas si es necesario mediante EMD. 
• Se obtiene la amplitud instantánea de la componente an(t). 
• Se aplica la instrucción “polyfit.m” de Matlab™ para obtener λ. 
• El transitorio se considera que acaba para 5 veces la constante de tiempo τ 
(t=5τ=5/λ). 
3.1.2. Prueba de componente oscilatoria simétrica 
Para mostrar el uso de la herramienta se analiza una sencilla señal exponencial de valor:  
(V.30) 𝑦𝑦(𝑡𝑡) = �
0, 𝑡𝑡 < 0.1𝐷𝐷
𝐷𝐷−100(𝜋𝜋−0.1) · 𝐷𝐷𝐷𝐷𝑛𝑛(2𝜋𝜋1200𝑡𝑡), 𝑡𝑡 ≥ 0.1𝐷𝐷 
Como se observa en la figura V.17, aunque la amplitud instantánea tiene cierta oscilación, 
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3.2. Determinación de anchos de pulso de señales 
rectangulares 
En el punto V.2.2 se vio la utilidad que la función de autocorrelación tenía para 
caracterizar los tramos de integración de la frecuencia instantánea en función de los 
valores máximos de los coeficientes de autocorrelación. En este punto se verá que los 
valores mínimos de la función de autocorrelación permiten obtener por tramos la amplitud 
de pulso de una onda de forma rectangular. 
Para explicar el método se utilizará la siguiente señal sintética con un intervalo de 
muestreo de 1s: 
Tabla V.5. Señal de pulso sintética con variación en amplitud, frecuencia y porcentaje en su ancho 
de pulso en el tiempo. 
 t=0-2h t=2-4h t=4-6h 
A(pu) 1 2 0.5 
f(h-1) 4 6 3 
%Ancho pulso 33.33 40 50 
Ancho pulso (min-puntos) 5min-300ptos. 4min-240ptos. 10min-600ptos. 
La función de autocorrelación tiene en cuenta la frecuencia de repetición de los flancos 
de la señal. Los valores extremos máximos de los lags de la misma proporcionaban la 
frecuencia de repetición de los flancos de subida, lo que permitía definir los periodos de 
integración para determinar la frecuencia media de la señal. Los valores de extremos 
negativos de la función, en cambio, indican la frecuencia de repetición de los flancos de 
subida con los de bajada y viceversa. Dicho dato se puede utilizar para determinar el 
ancho de pulso. Por ejemplo, para la señal definida por la tabla 5.5, la función de 
autocorrelación tomaría para cada tramo de dos horas las siguientes formas: 
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Figura V.23. Función de autocorrelación para la función de la tabla V.5 en su tramo de t=0-2h. Como 
se observa, el mínimo lag se obtiene para 300ptos, es decir 300s o 5min. 
 
Figura V.24. Función de autocorrelación para la función de la tabla 5.5 en su tramo de t=2-4h. Como 
se observa, el mínimo lag se obtiene para 240ptos, es decir 240s o 4min. 
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Figura V.25. Función de autocorrelación para la función de la tabla V.5 en su tramo de t=4-6h. Como 
se observa, el mínimo lag se obtiene para 600ptos, es decir 600s o 10min. 
Obteniéndose mediante esta herramienta estadística el tiempo de duración en el que el 
pulso tiene valor. Esta propiedad se puede utilizar, como se verá en el próximo capítulo, 
para detectar los tiempos de conexión/desconexión de cargas cíclicas, lo que resulta de 
gran utilidad para la caracterización de las mismas a macro escala. 
3.3. Determinación de la amplitud de señales rectangulares 
Para determinar la amplitud de las componentes de una señal rectangular se utilizará la 
forma de onda que adopta la amplitud instantánea para señales de tipo rectangular. 
El proceso se basa en el hecho de que los mínimos de la amplitud instantánea de la señal 
obtenida mediante HT coinciden con los niveles planos de la señal. Dada una señal g(t) y 
su HT H(g(t)), su amplitud instantánea expresada como módulo de la señal analítica toma 
el siguiente valor: 
(V.33) 𝐴𝐴(𝑡𝑡) = �[𝑗𝑗(𝑡𝑡)]2 + [𝑇𝑇(𝑗𝑗(𝑡𝑡))]2 
En el caso de una señal sinusoidal, la ecuación (V.33) toma el valor de la amplitud 
instantánea de la señal. Sin embargo, para ondas rectangulares o pulsos aunque no tiene 
de por sí un sentido físico, los mínimos de la amplitud instantánea permiten definir niveles 
de potencia en la señal. Para ilustrarlo, se parte de una sencilla onda de nivel de potencia 
base 20W con una onda rectangular de 200W de amplitud: 
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Tabla V.6. Onda rectangular monocomponente de prueba para determinar las amplitudes 
 Potencia (W) 
Amplitud de la señal rectangular (pulso) 200 
Nivel de continua (nivel “zero”) 20 
Gráficamente, se puede ver cómo existe una relación entre los mínimos de la función de 
amplitud instantánea y los niveles de potencia de la señal rectangular: 
 
Figura V.26. Relación entre la amplitud instantánea y la señal rectangular. Los mínimos de la función 
de amplitud instantánea coinciden en valor con los niveles de la señal: nivel 1 “one” de 220W y nivel 
base “zero” a 20W. Fuente artículo desarrollado en el proceso de esta tesis (Gabaldón et al. 2014) 
Creative Commons. 
Donde un nivel marca la potencia base de 20W y el otro la total: 200+20W. 
En el caso de ondas rectangulares con varias componentes, el proceso se dificulta. Sin 
embargo, en los casos reales que se estudiarán es poco probable tener más de dos ondas 
con potencia notable, por lo que la identificación sigue siendo viable. Por ejemplo, si 
tenemos una señal: 
Tabla V.7. Onda multicomponente de prueba para determinar las amplitudes 
 Potencia (W) 
Amplitud de la señal rectangular 1 7 
Amplitud de la señal rectangular 2 3 
Nivel de continua (nivel “zero”) 5 
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La obtención de los niveles de potencia se puede obtener mediante el estudio del 
histograma de repetición de los mínimos de la amplitud instantánea que coinciden con la 
señal. Para ello, es preciso establecer bandas de potencia en las que considerar la 
repetición. En el ejemplo de la figura V.27 el ancho de bandas considerado fue de 1. Hay 
que tener en cuenta que el ancho de la banda marcará la precisión con la que se puede 
detectar el nivel de potencia. En el caso de los datos analizados en el capítulo VI para 
detección de firmas de carga, se tomaron bandas de 100W, por lo que esa es la máxima 
precisión obtenible. 
 
Figura V.27. A la izquierda relación entre la amplitud instantánea y los niveles de potencia de la señal 
(ampliación de parte de la señal para mejor visualización). Los mínimos coincidentes con los niveles 
aparecen resaltados en círculo. Como se observa, no todos los niveles llegan a ser considerados en 
todos los instantes lo que no resta utilidad a la herramienta. A la derecha se puede observar el 
histograma de repetición de los mínimos. De sus diferencias pueden extraerse los valores de amplitud 
de las componentes. Fuente artículo desarrollado en el proceso de esta tesis (Gabaldón et al. 2014) 
Creative Commons. 
De este modo, se puede definir los niveles de amplitud de las componentes más 
importantes presentes en la onda rectangular. 
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4. Mejora de la ortogonalidad mediante el análisis en 
frecuencia 
4.1. Introducción 
Para que la información extraída de la HT a partir de las IMFs sea útil, es importante que 
la información entre ellas no se encuentre mezclada. El indicador que muestra lo buena 
que llega a ser la descomposición mediante EMD es el índice de ortogonalidad (IO). Se 
define IO para la descomposición en IMFs de una señal x como: 
(V.34) 𝐼𝐼𝐼𝐼 = ∑ �𝐼𝐼𝑀𝑀𝐼𝐼𝑝𝑝.∗𝐼𝐼𝑀𝑀𝐼𝐼𝑗𝑗�‖𝑥𝑥2‖𝑖𝑖≠𝑗𝑗  
Mediante ese parámetro se puede valorar la independencia de las distintas componentes 
extraídas. Si no son ortogonales se debe a la aparición como IMF de componentes 
inexistentes (especialmente en baja frecuencia por sobreiteración), o a la mezcla de tonos 
en varios niveles de frecuencia debido a su aparición en distintos instantes de tiempo o 
inclusive a la aplicación de máscaras en el proceso M-EMD. Todo ello puede provocar 
un mal cálculo de la HT y por tanto una mala estimación de los valores de frecuencia y 
amplitud de las componentes. 
4.2. Problemas de una extracción no ortogonal. 
Gran parte de los problemas de EMD derivan de no ser un método analítico. EMD es un 
algoritmo y por tanto tiene una gran variabilidad en función de los datos a analizar y los 
parámetros límite escogidos (ver punto IV.5.3.5.). Por ello, a lo largo del desarrollo de la 
tesis se vio la necesidad de intentar mejorar el método de tal modo que fuera válido de 
forma general para diversos datos de entrada, sin tener que estar probando distintas 
configuraciones paramétricas o máscaras. La meta que se planteó fue el intentar mejorar 
la ortogonalidad de la descomposición para asegurar que por tanto, las componentes 
fueran independientes y homogéneas en el tiempo, garantizando de ese modo una buena 
HT. 
Los problemas de ortogonalidad suelen derivarse de la dificultad que tiene la EMD para 
separar componentes en función de las diferencias de amplitud. Por ejemplo, si se analiza 
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4.3.3. Unión de IMFs 
Una vez obtenida la fE característica, se utiliza dicho dato para obtener su distribución de 
frecuencia. El proceso tiene varios pasos y el primero consiste en generar una rejilla para 
el HSA de fE. El concepto es similar al del HSA convencional que utiliza n bandas de 
frecuencia por cada instante de tiempo, pero utilizando fE en vez de la frecuencia 
instantánea. Lo ideal es que la precisión en frecuencia sea lo suficiente para que las bandas 
ni sean muy anchas, y se mezclen componentes, ni tan gruesas que dificulten la 
representación de los tonos de frecuencia. En t se puede mantener el número de puntos 
original para evitar perder precisión. 
La máxima frecuencia capaz de ser representada por HT corresponde a la mitad de la 
frecuencia de muestreo, por lo que el ancho de las bandas tendrá un valor proporcional a 
este. Por ejemplo, si la frecuencia de muestreo es de 20kHz y se desean bandas con ancho 
de 50Hz tendríamos 201 niveles. En el ejemplo utilizado para demostrar el método, se 
optó por ese valor de niveles en f, sin reducción en el número de puntos en t, siendo por 
tanto la rejilla de 201x2801 puntos con ancho de nivel en f de 50Hz. Este punto es 
totalmente modificable y adaptable a las bandas más probables que deseemos obtener. 
Incluso se puede optar por escalas diádicas similares a las utilizadas en wavelet. 
 
Figura V.35. Representación gráfica de la rejilla de m niveles en frecuencia y n niveles en tiempo. El 
número de puntos y por tanto el tamaño de las celdas es modificable. 
En base a dicha retícula se puede calcular la distribución de energía de la descomposición 
obtenida con EMD. Organizando la distribución de frecuencia de la energía en un gráfico 
de barras en función de los niveles definidos se obtendría aquellos valores de frecuencia 
dónde se concentra el mayor valor de energía. Estas densidades de energía son las que se 
utilizan para delimitar las bandas de frecuencia. 
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Figura V.37. Frecuencia media de las IMFs (negro) y bandas de frecuencia de energía consideradas 
(rojo). Las bandas de frecuencia separan los tramos de cada IMF en su aportación a las ondas c, 
subrayadas en el caso de estar presentes. 
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característica. No obstante, estas pequeñas discontinuidades apenas tienen un efecto en la 
representación del HSA. 
 
Figura V.39. Comparación del HSA de la descomposición en c-waves respecto a IMFs. El método 
mejora la precisión en la componente de 1500Hz.  
Con la descomposición en c-waves se pasa a tener un IO de 0.0185 respecto del 0.0786 
original. Mejorando como puede verse en la figura V.39 la precisión del HSA. 
Para obtener los resultados finales es recomendable llevar a cabo el proceso de 
demodulación que se puede ver la figura V.40. Esto es especialmente necesario en el caso 
de que las c-waves tengan dos tonos mezclados. Es preciso recordar aquí, que el proceso 
mejora la ortogonalidad de la descomposición, pero no soluciona el inherente problema 
de las IMFs de separación de señales que se encuentran en una estrecha banda de 
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Resumiendo lo observado en la figura: 
• c1 contiene prácticamente en su totalidad el tono de 1500Hz con sus amplitudes 
correspondientes de 0.5, 0.3 y 0.2 respectivamente. Como tono secundario tan 
sólo se aprecia una leve oscilación de amplitud despreciable asociada al propio 
proceso de demodulación. 
• c2 también es prácticamente monocomponente para el tono de 720Hz con sus 
amplitudes de 0.8 y 0.5. Tan sólo se aprecia una discontinuidad con amplitud 
correspondiente al flanco situado en t=0.7s. 
• c3 contiene el tono de 350Hz de amplitud 0.3 y 0.5. Como parte de la componente 
mayor (rojo) en t=0.7s aparece parte del tono de 720Hz del flanco y el error del 
flanco para la componente 2. 
• c4  salvo por las oscilaciones de flanco contiene en su totalidad el tono de 150Hz 
con amplitud 1. 
4.3.4. Conclusiones 
El método mostrado permite mejorar el índice de ortogonalidad de la descomposición en 
IMFs. Las nuevas ondas obtenidas, denominadas c-waves proporcionan un mejor HSA 
que las IMFs originales. 
Como inconveniente del modelo se encuentra la dependencia de dos parámetros: el 
número de niveles de frecuencia a establecer, para realizar la rejilla de frecuencia de 
energía, y los tramos de esta a considerar para definir las bandas que marcan el criterio 
de unión de IMFs dependientes. Esto puede provocar la aparición de leves errores en los 
cambios abruptos de amplitud de la señal. La aplicación supervisada de la herramienta 
eligiendo los tramos en tiempo y bandas de frecuencia adecuadas ayuda a mitigar el 
problema. 
Adicionalmente, el método no soluciona la incapacidad de EMD para separar tonos 
cercanos, por lo que un proceso de demodulación posterior puede ser necesario para 
limitar la mezcla de tonos en la descomposición de IMFs inicial.  
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5. Herramientas auxiliares: Mapas auto-organizados de 
Kohonen (SOM) 
5.1. Introducción 
Los mapas auto-organizados de Kohonen (Self- Organizing Maps SOM) (Kohonen 1989) 
son un tipo de ANN que se utilizará en la clasificación e identificación de la información 
extraída de las señales a partir de la metodología expuesta. Por lo tanto, es una 
herramienta complementaria de análisis en esta tesis.  
Los SOM son redes neuronales de entrenamiento con aprendizaje no supervisado. Al no 
suministrársele, durante el entrenamiento, ningún valor esperado de salida, debe procesar 
los datos de entrada de forma autónoma (auto-organizado). 
Esta ANN  realiza una transformación de un espacio de entrada continuo, y con dimensión 
arbitraria, a un espacio discreto de una o dos dimensiones (mapa), manteniendo las 
propiedades topológicas de la entrada. Este acto se realiza por reconocimiento, en los 
valores del vector de entradas, de unas características o patrones que son representadas 
después en el plano como un mapa de dichas características o patrones. 
Por tanto, es un algoritmo que agrupa un conjunto de datos con una serie de 
características, descubriendo la estructura subyacente de los mismos. La arquitectura de 
los mapas ha demostrado ser aplicable a una diversidad de dominios de datos, en especial 
a aquellos en los que se posee un gran volumen de información y numerosos atributos 
(Chicco et al. 2004, Verdu et al. 2006, Milosevic et al. 2012). 
5.2. Funcionamiento 
Los SOM son un algoritmo no supervisado, es decir, no necesitan de un supervisor 
externo que juzgue los procesos del aprendizaje. Esto es debido a que no se dispone de 
ninguna salida objetivo hacia la cual debería tender la red neuronal y sólo maneja patrones 
de entrada. 
También se le denomina como algoritmo competitivo, porque durante el entrenamiento 
se entrena una sola neurona cada vez. Las neuronas compiten unas con otras para activarse 
cuando se presenta a la red un patrón de entrada. Se pretende que sólo una de las neuronas 
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resulte vencedora ante el patrón de entrada, desactivando el resto de neuronas de la capa 
de salida. 
La estructura de los SOM está compuesta por dos capas de neuronas. Se puede observar 
de manera gráfica en la figura V.41: 
 
Figura V.41. Estructura gráfica SOM. 
Componiéndose de: 
• Capa de entrada: Está formada por n neuronas, una por cada variable de 
entrada. Se encarga de recibir y transmitir a la capa de salida la información 
procedente del exterior. 
• Capa de salida: Está compuesta por m = X·Y neuronas, que son el número 
de clústeres que va a construir el mapa después de procesar la información. 
Las neuronas de la capa de salida se organizan en forma de mapa 
bidimensional. 
• La información se propaga desde la capa de entrada hacia la capa de salida. 
Cada neurona i ∈  n de la capa de entrada está conectada con cada neurona 
de la capa de salida j ∈ m mediante un peso wij que permite dar una 
importancia distinta si se desea a las variables de entrada. 
Entre las neuronas de la capa de salida existe cierta relación, ya que cada una de ellas 
tiene cierta influencia sobre sus vecinas. Esto se consigue a través de un proceso de 
competición entre neuronas y la aplicación de una función de vecindad, que produce la 
topología del mapa. Las más frecuentes son la rectangular o la hexagonal (en esta tesis se 
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utilizó la hexagonal). Esta topología permanece fija al inicio del algoritmo. Cada neurona 
de la capa de salida j tiene asociada una vecindad Nj, que está constituida por las neuronas 
adyacentes a ésta. 
 
Figura V.42. Ejemplo de clasificación de datos por una SOM (etiquetas formato mes/día) y clústeres 
para los precios de la energía en tiempo real del mercado de Nueva Inglaterra E.E.U.U. 2006. Fuente 
(Gabaldon et al. 2008) Copyright © 2008, IEEE. 
Todas estas características proporcionan una serie de ventajas a este modelo: 
• No linealidad: el comportamiento no lineal de las funciones de activación 
de las neuronas posibilita que las redes neuronales puedan actuar como 
aproximaciones universales de funciones no lineales. 
• Son adaptables a la evolución de cualquier tipo de representación de datos 
sin más que volverlas a entrenar. 
• Presentan una menor dependencia del conocimiento de los “expertos” en el 
desarrollo de modelos, al contrario que sucede en los modelos ARIMA que 
exigen un alto grado de experiencia. 
Por otro lado, se pueden señalar como desventaja, la necesidad de disponer de gran 
cantidad de datos para realizar un mejor entrenamiento del modelo. 
5.3. Aplicabilidad a la herramienta 
Las principales utilidades de este algoritmo son las siguientes: 
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• Clustering/Clasificación: agrupar el conjunto de datos de entrada en diferentes 
grupos (clústeres), con características similares, pero diferentes del resto de 
agrupaciones. Este agrupamiento, como se realiza de una forma ordenada, permite 
visualizarlo y descubrir características nuevas, o relaciones que no se habían 
previsto de antemano. También permite visualizar la evolución temporal de un 
conjunto de datos. 
• Identificación: una vez calibrado el mapa, o asignada algún tipo de etiqueta a cada 
clúster, se puede usar para asociar datos desconocidos que tengan las mismas 
características.  
La clasificación se utilizó en un primer lugar para eventos eléctricos utilizando la 
información que proporciona la HT y las modificaciones que hemos comentado en puntos 
anteriores de este capítulo. Posteriormente, una vez el mapa se encuentra entrenado y 
clasificado con la base de datos de entrada considerada, se lleva a cabo la identificación 
de eventos distintos a los clasificados (base de datos distinta) para caracterizarlos como 
eventos de un tipo u otro. 
Adicionalmente, también se utilizó la herramienta para llevar a cabo la predicción de 
carga eléctrica de un SEP (Nueva Inglaterra E.E.U.U.). Primero se generó un mapa de 
clasificación correspondiente a un periodo temporal de 5 años (2005-2009 inclusive) y 
después se realizó el proceso de predicción en base a la identificación de datos 
correspondientes al año siguiente (2010) sobre el primer mapa creado. 
Como última aplicación se empleó para clasificar diferentes combinaciones de cargas de 
tipo doméstico y proceder a su posterior identificación como método de desagregación 
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1. Introducción 
A lo largo de este capítulo se muestran diversas aplicaciones de las mejoras y 
herramientas desarrolladas en el capítulo V. Debido a lo heterogéneo de las aplicaciones 
consideradas, éstas se estudian de modo independiente en algunos casos con leves 
particularizaciones respecto a lo expuesto en el capítulo V. 
La causa de dicha heterogeneidad viene marcada por la propia evolución que experimentó 
la investigación a lo largo del tiempo. Aunque en un primer momento, el objeto de 
aplicación de la tesis iba a limitarse a la caracterización e identificación de fenómenos y 
perturbaciones electromagnéticas en el SEP, sobre todo en el nivel de distribución y 
consumo, la dificultad de obtención de datos reales de alta frecuencia de muestreo y 
resolución y la utilidad que se observó en la metodología para el análisis de consumos 
eléctricos derivó en la adaptación de las herramientas a este tipo de datos.  
La organización del capítulo sigue la separación de macro y micro escala que se trató en 
capítulos anteriores. Centrándose las distintas aplicaciones en la caracterización, 
clasificación y/o identificación de los datos tratados. 
2. Caracterización e identificación de eventos 
electromagnéticos a micro escala. 
2.1. Introducción 
Como se indicó, el análisis a micro escala se aplica a series de datos cuyo tiempo de 
muestreo es superior al periodo marcado por la frecuencia nominal. 
La aplicación de la técnica se basa en la caracterización de dichas señales mediante las 
herramientas desarrolladas en el capítulo anterior. Para su clasificación e identificación 
se utiliza el apoyo de herramientas ANN. En primer lugar, se lleva a cabo el análisis de 
la base de datos considerada, para posteriormente con la información obtenida del análisis 
de las señales, emplear SOM para lograr una agrupación de eventos por similitud. 
Finalmente, con otro grupo de eventos no utilizado en la creación del mapa inicial se lleva 
a cabo la identificación de los mismos mediante la comparación de estos con el mapa de 
clasificación. 
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2.2. Fuente de datos utilizada 
Uno de los principales problemas en el análisis de señales a micro escala es la necesidad 
de tener datos a una alta frecuencia de muestreo. Un valor alto permite mejorar la 
resolución del HSA y, en el caso de EMD, un mayor número de puntos permite extraer 
de mejor forma la oscilación local que constituye cada IMF. Adicionalmente, una baja 
frecuencia de muestreo tiene indeseables efectos sobre la aplicación de los algoritmos de 
obtención de envolventes o errores de borde. De todo ello se habló convenientemente en 
el punto IV.5.3. La base de datos utilizada fue creada mediante software informático. 
Concretamente la herramienta utilizada fue MicroCap™.  
2.2.1. Datos sintéticos 
Para la prueba y desarrollo de las herramientas tratadas se consideró un sistema de 
potencia muy simplificado como el que aparece en la siguiente figura: 
 
Figura VI.1. Sistema de potencia utilizado para la simulación de transitorios. Fuente (Ortiz et al. 2012) 
Creative Commons. 
Mediante el mismo, se simuló algunos de los eventos electromagnéticos más comunes 
para ser analizados mediante la herramienta desarrollada. Los eventos fueron generados 






• x(t) es el vector de variables de estado. 
• u(t) es la fuente excitación (tensión o corriente). 
• y(t) son las corrientes o tensiones para cada circuito analizado. 
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Para resolver el sistema de ecuaciones diferenciales se utilizó Matlab™. La ventaja de 
resolver las ecuaciones de estado es que los valores propios de la matriz A, y los valores 
complejos en particular, proporcionan la duración y las frecuencias de la respuesta del 
transitorio oscilatorio, por lo que resulta una excelente comprobación analítica de los 
resultados obtenidos por la herramienta. La siguiente tabla muestra los valores de 
transitorios utilizados tanto para el proceso de clustering/clasificación (etiquetas 
A(1:30)), como identificación (etiquetas B(1:5)). Es decir, se utilizaron 30 datos para 
generar el mapa SOM y luego se identificó mediante el testeo de los 5 datos restantes. 
Tabla VI.1. Eventos electromagnéticos utilizados para probar la metodología. Fuente (Ortiz 
et al. 2013) Adaptada. 







Energización línea con 
final abierto 
-16 ± 46536j 
-181± 12070j 








B(2) Cortocircuito simétrico 








Conexión banco de 
condensadores 







B(4) Notching/Glitches N.A. Régimen permanente Espectro continuo 
A(25:30) 
B(5) Armónicos de línea N.A. Régimen permanente 
0.95 
0.55 
2.3. Caracterización  
A la hora de caracterizar los eventos eléctricos es preciso establecer cuáles serán los datos 
significativos que se pretende determinar mediante la herramienta. Los datos más 
relevantes, tal y como se vio en la clasificación marcada por el estándar (IEEE std 1159-
2009 2009), son la magnitud de la componentes en amplitud, su frecuencia y la duración 
del transitorio. Si la información obtenida de la caracterización quiere ser utilizada para 
una posterior clasificación o identificación de los eventos, es preciso adoptar un formato 
común para los datos mediante un vector de datos suficientemente representativo. Este 
vector de datos puede estar formado por las magnitudes características que hayamos 
definido (amplitud, duración de transitorio, frecuencia) o en forma de HSA discretizado 
o comprimido (debido al gran volumen de datos que puede representar la matriz de datos 
asociada al HSA).  
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La caracterización de los datos representados en la tabla VI.1 se llevó a cabo mediante c-
waves para el artículo realizado con objeto de esta tesis (Ortiz et al. 2012). 
Posteriormente, se aplicó el proceso de identificación en otro artículo (Ortiz et al. 2013), 
añadiendo para este último trabajo un tipo de evento adicional: glitches/notching, como 
aparece en la tabla VI.1. 
En la siguiente figura se puede observar la descomposición para cuatro de las señales tipo 
consideradas en el primero de los artículos:  
 
Figura VI.2. Descomposición en c-waves de cuatro señales representativas de los eventos estudiados: 
a) Energización línea con final abierto, b) Armónicos, c) Energización banco de condensadores, d) 
Cortocircuito. Fuente (Ortiz et al. 2012) Creative Commons. 
Una vez obtenida la descomposición mediante EMD se lleva a cabo la HT para obtener 
el HSA de la descomposición. En la siguiente figura puede observarse el mapa de 
amplitudes de contorno para los cuatro eventos de la figura VI.2: 
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Figura VI.3. HSA representada mediante mapa de contorno para las cuatro señales tipo mostradas en 
la figura VI.2. El mapa no se muestra con código de amplitud de colores por simplificación, aunque en 
el punto VI.2.4 se tratará con detalle: a) Energización línea con final abierto, b) Armónicos, c) 
Energización banco de condensadores, d) Cortocircuito (sin componente fundamental 50Hz). Fuente 
(Ortiz et al. 2012) Creative Commons. 
En el HSA mostrado en la figura VI.3 se pueden apreciar las componentes de frecuencia 
de la tabla VI.1 y la duración de los transitorios. La herramienta por tanto, permite definir 
las características más importantes de los eventos mediante su HSA. No obstante, debido 
a que el fin último del análisis de estos datos es la clasificación e identificación de eventos, 
el tratamiento de los datos se realiza mediante un algoritmo de cálculo mixto con FFT, 
que se estudiará más detalladamente en el punto VI.2.4. En dicho punto se explica el 
tratamiento previo requerido antes de obtener el HSA y su conversión a un formato de 
datos significativo más comprimido para su posterior procesamiento mediante SOM. 
2.4. Clasificación e Identificación 
En la figura VI.3 se mostraba el HSA de cuatro de los eventos estudiados en la tabla VI.1 
Sin embargo, la obtención de las características de amplitud o energía de la señal en 
función de la frecuencia y el tiempo no es suficiente para poder llevar a cabo el proceso 
de clasificación y/o identificación. 
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Matemáticamente, el HSA proporciona una matriz cuyo valor corresponde a la amplitud, 
o amplitud al cuadrado de cada componente si se representa el espectro de energía. Su 
posición en fila de la matriz indica el valor de la frecuencia a la que se da dicha amplitud 
(valor dependiente de la resolución en f elegida) y su posición en columna el instante 
temporal (ver capítulo IV.4). Para llevar a cabo el proceso de identificación se utiliza 
SOM, por lo que es necesario un tratamiento previo de los datos de entrada a la ANN. 
Este proceso se puede hacer de diversos modos, pero debe intentar mantener la 
información característica del evento para que siga siendo significativo sin comprometer 
la memoria y tiempos necesarios de computación. 
2.4.1. Introducción 
La resolución escogida para el cálculo del HSA fue de 400 puntos en f. Esto marca una 
escala de niveles, al ser la frecuencia de muestreo 20kHz, de ancho 25Hz 
(nivel=(fs/2)/400). 
La duración de las señales para todos los eventos se simuló para 7 ciclos de la frecuencia 
fundamental, es decir 0.14s respecto de 50Hz. Lo que supone un total de 2801 puntos en 
t. 
De este modo, cada matriz correspondiente al HSA de cada evento analizado se 
compondría de un total de 400(f)x2801(t) puntos, lo que hace que se supere el millón de 
puntos por matriz. 
Aunque el mapa de clasificación/clustering va a estar formado por un número limitado de 
eventos (A(1:30)), la cantidad de memoria necesaria para los cálculos del SOM sería muy 
elevado. Una de los primeras tareas será la de comprimir los datos sin perder información 
relevante. 
A este problema hay que unir el hecho de que los eventos se pueden dar en instantes 
temporales diferentes, es decir un corto se puede iniciar en t=0.06s y una energización de 
línea en t=0.03s. Debido a que SOM trabaja mediante la comparación de los vectores de 
entrada que le proporcionamos, la posición en t del evento debería ser la misma para que 
la comparación de eventos sea significativa. Por lo tanto, además de la compresión 
deberemos llevar a cabo una reorganización de los datos en t mediante la translación del 
vector de datos para que los transitorios se posicionen en el mismo instante temporal. 
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En tercer lugar, los eventos analizados corresponden tanto a transitorios oscilatorios 
(capítulo II.2.2.2) como fenómenos de distorsión de onda (capítulo II.2.3), siendo por 
ejemplo, en el caso de la distorsión por armónicos fácil analizar el evento mediante otras 
técnicas tales como FFT. Por lo que para optimizar el método de forma global resulta 
interesante combinar HHT con FFT. En la figura VI.21 se muestra el flujo de decisiones 
del programa desarrollado en Matlab™ para la caracterización e identificación de los 
eventos. El análisis se llevó a cabo para el artículo (Ortiz et al. 2013). En el artículo se 
utiliza M-EMD, aunque la herramienta está adaptada para utilizar de modo alternativo c-
waves y demodulación. En este punto analizaremos los resultados obtenidos en el 
artículo. 
 
Figura VI.4. Flujo de decisiones para la caracterización e identificación de eventos a micro escala. 
Fuente (Ortiz et al. 2013). 
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2.4.2. Análisis previo de los datos. 
En el esquema de la figura VI.4 se aprecia que lo primero que se lleva a cabo es un análisis 
FFT de las señales, obteniendo los primeros 20 armónicos. 
En el caso de un cortocircuito la componente en frecuencia fundamental (50Hz) resulta 
ser de un valor muy dominante durante el transitorio. El análisis en baja frecuencia no es 
donde se centra la atención ya que el objetivo es clasificar e identificar entre otros este 
grupo de eventos. Adicionalmente, y no sólo para los datos de cortocircuito, sino en 
general para aquellos que tengan una componente fundamental de gran valor, la 
estimación de componentes de menor frecuencia durante el análisis resulta más difícil 
(Bollen et al. 2005). Por ello no sólo una identificación previa de modo autónomo por 
parte del programa puede ayudar a la hora de caracterizar el evento, sino un análisis 
mediante EMD de la señal sin la componente fundamental permite obtener una 
descomposición más afinada. Para ello, mediante Matlab™ se calculan los 20 primeros 
armónicos de la señal, reconstruyéndose el armónico fundamental H(l). 
 
Figura VI.5. Comparación del primer armónico para una energización de línea (A(1)) y falta simétrica 
(A(13)). Fuente (Ortiz et al. 2013). 
Mediante el análisis con FFT se preclasifican los datos de dos modos: 
Filtrado de faltas 
Si la amplitud instantánea del armónico fundamental H(1) varía notablemente en el 
tiempo, la señal es precalificada como falta y a la hora de aplicar la HHT se hace de modo 
Capítulo VI   Resultados 
VI-9 
distinto. En vez de aplicar directamente EMD a la señal, se aplica a la señal menos su 
armónico fundamental, es decir la entrada de datos a EMD es: señal-H(1). Siendo en el 
cálculo de HSA tenido en cuenta H(1) como una IMF adicional, aunque no extraída 
mediante EMD. Esto permite obtener una descomposición más limpia de la señal en el 
caso de que la falta contenga componentes importantes en alta frecuencia. 
Análisis de residuo 
El residuo restante tras obtener los 20 primeros armónicos, contiene en principio: la 
componente de continua, inter-armónicos que hubiera si fuera el caso y las componentes 
en frecuencia de valor superior a 1kHz. Como las componentes armónicas del sistema 
tienen normalmente valores inferiores a 1kHz, con analizar el residuo y comprobar que 
no tiene componentes de transitorio oscilatorias es suficiente. En ese caso, las únicas 
componentes presentes en el residuo deberían ser ruido. Nótese, que este proceder permite 
categorizar un fenómeno de espectro continuo y de repetición permanente en el tiempo 
como las muescas (notching) como oscilatorio. No obstante, esto es algo que nos interesa 
desde el punto de vista del tratamiento de los datos. 
 
Figura VI.6. Comparación del residuo tras extraer a la señal los 20 primeros armónicos para un 
fenómeno de muescas (notching A(21)) y armónico (A(25)). En el caso de la señal armónica, en el 
residuo sólo queda ruido, mientras que para las muescas todavía están presentes los flancos de las 
mismas. Fuente (Ortiz et al. 2013). 
En el caso que el residuo sea de carácter permanente, son los 20 primeros armónicos los 
utilizados como entrada al HSA en vez de realizar EMD a la señal. Si no es así, se aplica 
EMD de igual modo que a las señales precalificadas como faltas, pero sin añadir el 
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armónico fundamental, dando así más peso a las componentes oscilatorias del transitorio. 
Nótese, que la descomposición de las señales armónicas se puede hacer también mediante 
EMD, sin embargo la descomposición mediante FFT es una herramienta que se adapta 
mejor a este tipo de datos, sobre todo si hay componentes en bandas de frecuencia 
cercanas (de modo general dentro de una misma octava), no siendo preciso un proceso 
adicional de demodulación. 
2.4.3. Aplicación de la transformada de Hilbert. 
Una vez preclasificadas las señales en base a su primer armónico y/o residuo de Fourier, 
se procede a aplicar HHT o directamente HT según el caso. HHT (EMD+HT) se aplica 
tanto a las señales con residuo con transitorios, como a las señales de falta. 
Por ejemplo, la figura VI.24 muestra la EMD de la conexión de un banco de 
condensadores (A(11)). Como se observa, en la descomposición no aparece la 
componente fundamental ya que es extraída previamente mediante el análisis FFT, 
constando únicamente por tanto de las componentes correspondientes al transitorio 
oscilatorio. 
 
Figura VI.7. IMFs extraídas correspondientes al transitorio oscilatorio de una conexión de banco de 
condensadores (A(11)). Fuente (Ortiz et al. 2013). 
Una vez obtenida la descomposición de cada señal en componentes, ya sea por FFT 
(armónicos), FFT+ EMD (Faltas) o EMD (Resto de eventos) se le aplica HT. 
Como dijimos previamente, la extracción de datos por Hilbert se iba a obtener en base a 
su HSA, por lo que se obtuvo el HSA para las 35 descomposiciones de eventos. En la 
Capítulo VI   Resultados 
VI-11 
figura VI.25 se puede observar el HSA correspondiente a una energización de línea 
representado como mapa de contorno de amplitudes. 
  
Figura VI.8. Mapa de contorno de amplitudes correspondiente al HSA de una energización de línea 
(A(5)). Nótese que no aparece componente de 50Hz al no ser considerada para el HSA en los 
transitorios oscilatorios. Fuente (Ortiz et al. 2013). 
2.4.4. Translación y compresión del vector de datos. 
El mapa de contorno que proporciona la representación del HSA puede permitir a un 
humano reconocer diversos parámetros característicos del evento para su clasificación 
como puedan ser: la duración del transitorio, las componentes de frecuencia o incluso su 
valor de amplitud o energía. Sin embargo, para ser implementado en una herramienta 
informática resulta importante homogeneizar los datos para que sean comparables 
mediante una ANN.  
Adicionalmente, como también se vio, el número de puntos por matriz correspondiente a 
cada HSA es muy elevado (más de un millón de puntos), por lo que desde el punto de 
vista de cómputo conviene comprimir la matriz y reducirla a un vector de datos menor. 
El primer paso para ello consiste en dividir el HSA en una rejilla con 5 octavas de 
frecuencia y 7n periodos temporales. Es importante hacer hincapié que dicha rejilla se 
toma para tener una distribución f-t similar a la que suele aplicar la WT (capítulo III.3), 
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pero que sería posible establecer otras resoluciones mayores, pudiendo venir los 
parámetros de la rejilla marcados por cualquier intervalo inferior a fs/2 y t. Por tanto, la 
herramienta es flexible para definir el tamaño de los sectores según convenga y sean los 
datos a analizar. 
 
Figura VI.9. Representación gráfica de la rejilla considerada para comprimir datos sobre la 
energización de línea (A(5)). Fuente (Ortiz et al. 2013). 
Con la configuración mostrada se puede reducir el número de puntos por mapa a tan sólo 
217 datos, valor mucho menor que el original, siendo la compresión considerable.  
El valor numérico que se asigna a cada sector representa el promedio del valor de los 
puntos de un sector por encima de un 10% del valor medio del sector, dividido por el 
número de puntos del sector (incluyendo los puntos lógicamente nulos). Como el número 
de puntos de un sector (incluidos los nulos) es significativamente mayor que los de los 
significativos (puntos no nulos de amplitud significativa) es importante normalizar el 
vector. En cierto modo, el valor de cada sector representa, en amplitud, la densidad de 
puntos significativa por sector. Resulta más sencillo expresarlo de forma matemática: 
















• V es el valor del sector. 
• i el índice del sector a calcular (para el ejemplo i=1:217). 
• S es cualquier valor de amplitud del HSA cuyo valor sea superior al 10% 
del valor promedio del sector (puntos nulos excluidos para el cómputo del 
promedio). 
• k es el índice de cualquier punto del sector cuyo valor sea superior al 10% 
del valor promedio de puntos no nulos. 
• N es el número de puntos totales por sector (puntos de valor nulo incluidos, 
el valor dependerá de la banda de frecuencia que se estudie (7·n con n=1:5). 
• max(V) es el valor máximo de la matriz del HSA. 
Una vez  calculado el valor de cada sector es necesario reordenarlos para que el vector de 
datos tenga su inicio en el transitorio. Esto es importante para que SOM compare puntos 
en el tiempo correspondientes a inicios del transitorio y así compare puntos similares de 
cada vector de datos. Si la señal no tiene transitorio no es necesario trasladar los datos. El 
criterio para la translación de los datos se basa en pasar al origen el primer sector en t 
cuyo valor supere 0.8 pu. Esto conlleva que parte del transitorio, sobre todo en alta 
frecuencia, se pase al final del vector, al cortar el flanco de subida. No obstante, esto no 
es un problema desde el punto de vista de la herramienta, ya que sucede de similar modo 
en todos los datos y no afecta al funcionamiento de la misma. 
La figura VI.27 muestra un ejemplo, para la energización de línea A(5), del cálculo del 
valor de los sectores y su translación en t. 
Capítulo VI   Resultados 
VI-14 
 
Figura VI.10. Compresión de datos para una energización de línea (A(5)). En a) se muestra la rejilla 
del HSA, y el valor que toma cada sector en escala de grises normalizada. Los vectores se reordenan a 
partir del primer sector que sobrepasa un valor límite (por defecto 0.8 pu). En la imagen inferior aparece 
el vector reordenado por bandas de frecuencia para su entrada a SOM. Fuente (Ortiz et al. 2013). 
2.4.5. Clustering/Clasificación 
El paso previo a poder llevar a cabo la identificación de los eventos (B(1:5)) es generar 
una clasificación previa de la base de datos inicial (A(1:30)). La entrada a SOM 
correspondería a los vectores de datos obtenidos según VI.2.4.4. El resultado obtenido 
por el mapa para los 30 vectores se puede apreciar en la siguiente imagen.  
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Figura VI.11. SOM clasificación para los eventos A(1:30). Aunque el menor DB absoluto se da para 8 
clústeres, 5 proporciona la solución buscada con un DB similar. El proceso de clasificación por tanto 
conviene realizarlo de forma supervisada. Fuente (Ortiz et al. 2013). 
Como se observa el número de clústeres (agrupaciones), con menor error (índice de 
Davies-Bouldin (DB) (Davies, Bouldin 1979)) sería 8. Sin embargo, con 8 clústeres 
aparecen zonas sin datos. No es recomendable por tanto dejar la elección de la 
clasificación de forma autómata a la herramienta, puesto que por ejemplo una 
clasificación en 5 clústeres proporciona un DB similar ajustándose perfectamente a la 
clasificación buscada. Hay que tener en cuenta que la naturaleza de los eventos que se 
introduce a la SOM para la etapa de clasificación es a priori conocida y el análisis 
mediante el índice DB se lleva a cabo como una medida de comprobación de la buena 
calidad de los mismos para la clasificación. Son los datos a identificar los de naturaleza a 
priori desconocida, aunque aquí sean conocidos para servir como herramienta de 
comprobación. La herramienta también puede utilizarse como herramienta de 
clasificación de datos desconocidos, siendo el uso del índice DB, junto con la observación 
visual del mapa, lo que proporciona la información a la hora de elegir la solución de 
agrupación más oportuna. 
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2.4.6. Identificación 
El último paso del proceso de validación de la herramienta corresponde a la identificación 
de aquellos eventos cuya naturaleza a priori no es conocida (B(1:5)). Para ello, basta con 
utilizar la función de Matlab™ “som_bmus.m” correspondiente a la SOM Toolbox (CIS 
2005). Dicha instrucción proporciona el índice de la celda del mapa que contiene el vector 
de datos de clasificación más parecido al vector de datos introducido para la identificación 
(menor error de cuantización). Las celdas ganadoras para B(1:5) son respectivamente: 5, 
21, 11, 19 y 1. Dichas celdas corresponden a los clústeres o agrupaciones que durante el 
punto 2.4.5 se habían asignado a la clasificación, llevándose por tanto a cabo la 
identificación en este caso sin error para los 5 eventos testeados. 
 
Figura VI.12. Identificación de los eventos B(1:5). Las celdas a los que los asocia “som_bmus m” 
corresponden a los 5 clústeres asociados a los eventos A(1:30) (ver tabla VI.1). Fuente (Ortiz et al. 
2013). 
2.5. Conclusiones 
Mediante el presente punto se ha mostrado la capacidad de la herramienta tanto para 
caracterizar las propiedades más importantes de eventos electromagnéticos del sistema 
como su potencia para llevar a cabo la clasificación e identificación de los mismos 
mediante su uso combinado con redes neuronales. 
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3. Caracterización e identificación de consumos 
eléctricos a macro escala 
3.1. Introducción 
Las señales a macro escala son muestreadas con frecuencias inferiores a 50Hz. Para que 
las señales tengan información representativa de frecuencia en este nivel, debemos 
estudiar señales cuyas oscilaciones tengan periodo superior a los 0.02s. Para ello, nos 
centraremos aquí en curvas de potencia de equipamiento eléctrico, de forma específica y 
por su facilidad de obtención de uso doméstico. El objeto es desarrollar una herramienta 
que permita caracterizar y/o identificar receptores susceptibles de ser usados en 
programas de gestión de la demanda. Dicha información puede ser interesante tanto para 
un agregador del mercado (retroalimentación de consignas de ahorro) como para el propio 
consumidor. 
El uso de medidores de energía inteligentes debería estar extendido para el año 2020 
(FERC 2008, FERC 2011). Sin embargo, para que el potencial de la tecnología de los 
medidores inteligentes sea útil desde el punto de vista práctico, es necesario que los 
consumidores sean partícipes de la información. Además, es necesario que los mercados 
estén receptivos a la participación de la demanda, ya que si crean barreras a ciertos 
segmentos de clientes, puede resultar complicado que acaben involucrándose 
activamente.  
El análisis de la curva de consumo de un cliente es necesaria para identificar aquellas 
cargas más susceptibles de entrar en programas DR. Normalmente, las cargas de mayor 
potencial suelen estar relacionadas con procesos que presenten inercia térmica y/o ciclos 
de control. 
La evaluación energética en eficiencia y programas DR implica determinar el porcentaje 
de energía que corresponde a cada uso y es ahí donde puede entrar la herramienta. La 
importancia de los usos individuales, su capacidad innata de respuesta y los tiempos de 
conexión y desconexión (on/off) son necesarios para construir un modelo del cliente y 
determinar qué tipo de políticas son las más efectivas: retroalimentación de carga, 
sustitución de tecnología, recorte de capacidad, cambio de uso o incluso la evaluación de 
la elasticidad de la demanda.  
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Para controlar el uso de la carga desde un punto de vista efectivo de coste es preciso 
utilizar medidores de carga agregada e identificar los usos individuales que están 
presentes, ya que un medidor individualizado por carga sería muy costoso. El objetivo es 
pues, identificar la firma de carga de los aparatos más relevantes susceptibles de participar 
en programas DR. La medición es preferible llevarla a cabo mediante medidores no 
intrusivos (NILM) (Zeifman, Roth 2011, Hart 1992).  
El problema derivado de medir de forma agregada está en que la identificación de los 
distintos consumos puede ser complicado, apareciendo el problema de la desagregación 
como un nuevo elemento a resolver. La desagregación consiste en identificar consumos 
individuales a partir de características extraídas de la curva de carga agregada. Puede 
llevarse a cabo tanto a micro como macro escala (Liang et al. 2010, Jian Liang et al. 
2010). 
En la bibliografía existen diversos métodos de desagregación. Por ejemplo, en (Hart 
1992) se realiza la identificación mediante una serie de etapas. En primer lugar detecta 
los cambios en los niveles de potencia y luego lleva a cabo una agrupación en función de 
su composición P-Q en base a algoritmos complejos (Hart 1985). Tras ello se construye 
un modelo on/off o de máquina finita de estado (FSM) por cada una de las cargas y se 
procede a su decodificación (Hart, Bouloutas 1993). Una vez tabuladas las estadísticas se 
identifican los aparatos. Como se puede imaginar no es un proceso sencillo y requiere de 
ese análisis previo individualizado para cada carga. 
También hay modelos basados en el análisis probabilístico de las diferentes cargas, como 
por ejemplo los modelos ocultos de Markov (HMM) (Ghahramani, Jordan 1997). En 
(Kim et al. 2011, Kolter, Johnson 2011) se pueden ver ejemplos de ello. Aquí, también 
es necesario un estudio previo individualizado de las cargas y además, el modelo no se 
adapta bien a cargas que varíen su carga en función de consignas DR. 
Nuestro modelo en cambio, no busca una perfecta desagregación de cada uno de los 
aparatos presentes en la vivienda, sino identificar y caracterizar sólo aquellas cargas 
susceptibles de participar en programas DR. Aunque menos ambicioso lo hace un modelo 
menos complejo y específico al objetivo buscado. 
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3.2. Fuente de datos utilizada  
Los datos usados corresponden a un típico usuario residencial del sureste español. La 
potencia de la instalación es aproximadamente de 5kW con un consumo mensual de unos 
600kWh siendo los principales usos de la vivienda los que aparecen en la siguiente tabla: 
Tabla VI.2. Consumos y potencia. 
Uso Descripción Potencia 
HPAC Bomba de calor/Aire Acondicionado “inverter” (3300 Kcal/hr) 0-1 kW 
WH Termo eléctrico, 100 litros 1.2 kW 
EH Radiador de aceite 1 ó 2 kW 
Frigorífico Refrigeración/Congelación 0-0.3 kW 
Equipos electrónicos TV, DVD, PC, etc. 0-0.5 kW 
Iluminación Incandescente y fluorescente 0-0.3 kW 
Lavavajillas Lavavajillas 0.1-1kW 
Lavadora Lavadora 0.1-0.45kW 
Los datos fueron medidos individualmente, para testear posteriormente su curva agregada 
en la herramienta de cálculo, mediante un Volcraft Energy Logger 4000 de la marca 
Conrad™. Medidor que permite mediante una tarjeta de memoria grabar varias horas de 
consumo de distintas variables: P, Q, Energía, factor de potencia… 
 
Figura VI.13. Medidor comercial utilizado para la adquisición de datos de curvas de carga. 
En las siguientes figuras se muestran curvas de carga de los aparatos más representativos. 
Es preciso hacer notar que según el uso de algunas cargas, por ejemplo programa de una 
lavadora, pueden experimentar variaciones en el consumo más o menos relevantes: 
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un ciclo de trabajo más continuo. Es decir, aquellas que poseen una naturaleza cíclica, ya 
sea constante en frecuencia o variable por ciclos de control. 
3.3.  Análisis de las firmas de carga a macro escala 
individuales 
Se analizará aquí individualmente algunas de las cargas más significativas. A la hora de 
caracterizarlas, es decir definirlas como firma de carga, hay que fijar las variables que se 
extraerán del análisis y por tanto permiten diferenciarlas. Concretamente, se optó por 
definir cada firma en cada tramo temporal mediante la siguiente tabla: 
Tabla VI.3. Variables consideradas para definir la firma de carga. 
Tramo temporal T1 … Tn 
Fm lag ACF  (h-1) F1 … Fn 
Lag ACF (min) Lag1 … Lagn 
Niveles P(W) P11, P12,…, P1m … Pn1, Pn2,…, Pnm 
En las gráficas, no obstante, aparece también la fm calculada para el segundo “lag” de la 
ACF más representativo a modo de comparación. En el caso de curvas agregadas y por 
tanto con dos niveles de centrado de curva, el segundo “lag” permite obtener la 
componente de la segunda frecuencia. 
3.3.1. Análisis frigorífico 
La principal característica del frigorífico es la presencia de dos compresores, ver figura 
VI.14. Al tener un carácter prácticamente estacionario durante todo el día, salvo 
variaciones mínimas en la carga por Tª externa, cambio de volumen de alimentos o 
apertura del mismo, no es imprescindible analizarlo en tramos. El “lag” característico 
para las 24 horas de uso se puede extraer de la figura VI.38 siendo, con un muestreo cada 
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Tabla VI.17. Ancho de pulso por coeficiente de autocorrelación negativo por zonas. Día 1. 
Hora 10h-12h 12h-15h 15h-18h 18h-19:30h 19:30h-24h 
Ancho pulso 20 min 11 min 15 min 52 min 10 min 
Y por último el análisis de amplitud mediante el histograma de los mínimos de la amplitud 
instantánea dio: 
 
Figura VI.49. Histograma de los extremos de amplitud del día 1. El ancho del histograma considerado 
fue de 100W. Fuente (Gabaldón et al. 2014) Creative Commons. 
Resumiendo todo en una tabla resulta: 
Tabla VI.18. Resumen de los datos obtenidos en el análisis del día 1. 
Hora 10h-12h 12h-15h 15h-18h 18h-19:30h 19:30h-24h 
F (h-1) 1.6 2.9, 0.6 1.4 0.75 2.8 
Lag(ACF-) 46, 84 21, 125, 42 42, 84 62, 22 21, 42 
Ancho pulso 20 min 11 min 15 min 52 min 10 min 
P(W) 1200, 200 1100, 1100 1100, 400 1000, 300 1000, 250 
De 12h a 15h adicionalmente al termo aparece el radiador con el ciclo de control 1. En el 
resto de horas aparece la amplitud de otros receptores como la lavadora y el HPAC y se 
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Tabla VI.23. Valoración energética para los cuatro modos de funcionamiento del radiador por 
convección en los cuatro días considerados. 

















































        
Total 5963 5301 6001 5111 5823 4971 5157 4344 
Error(%) -11,10% -14,83% -14,63% -15,76% 
 
Como se aprecia, tanto en las gráficas de la figura VI.82 como en la tabla VI.26, la falta 
de precisión a la hora de definir el nivel de potencia (sobre todo al medio día y primeras 
horas de la tarde 1100W) afecta en gran medida a la hora de estimar la energía consumida 
por el radiador. Si bien la identificación de la firma de carga se obtiene con gran precisión 
gracias a la adecuada extracción del ancho de pulso y frecuencia de ciclado, el error a la 
hora de designar el nivel de potencia (1100W respecto de 1000W) provoca que la energía 
real consumida sea en torno a un 11-15% inferior. En realidad el valor no es muy elevado 
teniendo en cuenta que el error de cálculo debido a considerar bandas de 100W es de 
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100Wh y que al estimarse 12h podría llegar a unos 1200Wh, por lo que realmente el error 
viene dado por la incertidumbre asociada a la escala de las bandas del histograma de 
potencia. 
3.6. Conclusiones 
Con los resultados obtenidos a partir de los consumos de carga reales de un usuario 
residencial se demuestra la capacidad de la herramienta para detectar firmas de carga. El 
método permite obtener la frecuencia media de los consumos más relevantes para DR y 
datos adicionales como el ancho del pulso o nivel de potencia. 
Como líneas de mejora se encuentra el intentar automatizar más la herramienta, para que 
no requiera de la supervisión del usuario a la hora de definir los coeficientes de 
autocorrelación, la elección de las zonas horarias y los niveles de potencia. La elección 
de los tramos puede ser crítica ya que el centrado de la curva mediante la antitransformada 
de Hilbert depende en gran medida de la correcta elección de los mismos. Una mala 
elección puede modificar levemente el valor de la frecuencia media y los anchos de pulso. 
Otro importante punto de mejora viene dado por la identificación de los niveles de 
potencia. La elección de estos en base a los histogramas de potencia requiere de la 
interpretación de los mismos por un experto. Adicionalmente, el hecho de tener que 
designar bandas de valor (en nuestro caso de 100W de amplitud) hace perder precisión a 
la hora de estimar los niveles e indirectamente la energía consumida.  
4. Caracterización de consumos eléctricos a micro escala 
4.1. Introducción 
En el punto anterior se ha visto la posibilidad de utilizar alguna de las herramientas 
mostradas en la tesis para lograr la desagregación de las cargas más susceptibles de 
utilización en políticas DR para datos muestreados a macro escala. En este punto en 
cambio se llevará a cabo una desagregación más específica de curvas de carga basadas en 
el análisis de las formas de onda a micro escala. Debido a que algunos consumos tienen 
por su naturaleza una evolución temporal, es preciso también tener en cuenta dicha 
evolución a macro escala, combinando parámetros de este tipo, como pueden ser la 
potencia o el desfase entre tensión e intensidad (representado como factor de potencia), 
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el rango de entrada en modo diferencial a la escala más cercana de la tarjeta tras aplicar 
la relación de transformación (5/15, 15/5 o 50/5) del transformador de corriente. Esto se 
hizo con el fin de obtener la mayor resolución posible de medida sin superar la máxima 
potencia del transformador (10VA). En la práctica eso supone limitar la tensión del canal 
analógico de entrada en valor de pico a no más de unos 3V. Valor que en función de la 
magnitud de la corriente a medir se ajusta en el software de la tarjeta. Por ejemplo, una 
señal de no más de 10 A de pico si el transformador se regula a 50/5 daría una corriente 
de no más de 1 A en el secundario, optando por utilizarse el rango  ±1 V para obtener los 
datos con la mayor resolución posible. 
Tabla VI.24. Características de la tarjeta NI USB-6009 utilizada. 
Característica NI USB-6009 
Resolución 14 Bits modo diferencial 
13 Bits modo simple 
Máximo muestreo (en el caso de múltiples 
canales agregado) 
48KHz 
Configuración digital Input/Output Cada canal programable de forma individual 
Rango de entrada de voltios en modo 
diferencial 
±20 V2, ±10 V, ±5 V, ±4 V, ±2.5 V, ±2 V,  
±1.25 V, ±1 V 
El software desarrollado en Labview™ se ajustó para que hubiera siete ciclos (0.14s) 
medidos cada minuto con el fin de obtener no sólo su caracterización puntual (micro) sino 
su evolución a lo largo del tiempo (macro). De ese modo el análisis combina en parte una 
caracterización en micro y macro escala de los consumos como se dijo anteriormente. 
4.2.2. Cargas consideradas 
Las cargas analizadas corresponden a varios receptores habituales en un hogar. En la tabla 
siguiente pueden verse los consumos considerados y su etiqueta. 
Tabla VI.25. Características de las cargas utilizadas. 
Carga Descripción P(W) 
TV Televisión 40” LCD 100 (on), 1.5 (standby) 
T Termo eléctrico 100 litros (1100-1600) 
F Frigorífico  (45-165) 
WM Lavadora (50-2090) 
WD Secadora (10, 1900) 
Fl Fluorescente con balasto magnético ~116 
H Luz halógena ~40 
Aunque en principio pueda parecer un número pequeño de cargas, los diferentes estados 
de funcionamiento de las mismas y posibles combinaciones puede elevar a cientos de 
millares el número de señales a analizar. El número de cargas se limitó a siete en bloques 
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de cuatro conectadas a la vez con ese fin. No obstante, y aunque en un futuro se expandirá 
el número de cargas a analizar es suficiente para probar la utilidad de la herramienta. 
4.2.3. Tratamiento de los datos previo 
Debido a que llevar a cabo la medición de todas las combinaciones de carga para todos 
los estados posibles de estas conllevaría cientos de miles de mediciones, se llevó a cabo 
la medida de forma individualizada de las cargas con el fin de sumarlas analíticamente. 
Esto conlleva un pequeño problema al no ser posible agregar directamente la carga a partir 
de los datos empíricos, ya que las ondas no tienen la misma tensión en cada instante 
muestreado. Dicho de otro modo, para poder sumar formas de onda (corriente) medidas 
en distintos instantes temporales es necesario referenciarlas a una misma tensión. Para 
llevar a cabo esto, se consideró una tensión de referencia para cada minuto de las 24h, en 
su caso la tensión del termo eléctrico, corrigiéndose la fase a cero y ajustándose para cada 
minuto el instante temporal de todas las mediciones a esa tensión de referencia. 
Por ejemplo, si el estado de una determinada carga en un determinado instante tiene una 
corriente con fase inicial de 37.3º y el canal de tensión una fase inicial de 15º, se ajusta a 
0º la tensión y se toma el inicio de la intensidad con esos 15º de menos, lo que en efecto 
equivale a tomar el canal de intensidad con desfase de 22.3º. Así mismo, se escala la 
tensión para que coincida con la tensión de referencia en ese determinado instante. 
Esto conlleva un pequeño error no obstante, ya que la frecuencia de red puede tener leves 
variaciones según los días, aunque es una variación casi inapreciable en los siete ciclos 
medidos y a que normalmente por las caídas de tensión en los circuitos no todos se van a 
encontrar al mismo valor de tensión y a que esta, asimismo, cambia en módulo debido a 
la naturaleza de la red. De todos modos igualmente no es algo que afecte a la aplicabilidad 
de la herramienta. 
El proceso de corrección de fase hace perder una parte del ciclo por lo que finalmente los 
datos considerados corresponden a seis ciclos de la componente fundamental de 50Hz. 
En la siguiente figura se pueden ver diversas formas de onda para varios de los modos de 
funcionamiento de las cargas una vez ajustadas para que su tensión sea una onda senoidal 
de desfase 0º. 
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Figura VI.62. Modos de funcionamiento para tres de las cargas que varían su firma de carga a lo largo 
del tiempo. 
La base de datos utilizada para clasificar las cargas parte de esta definición. 
Concretamente, para cada uno de los modos de funcionamiento se consideró cinco señales 
a micro escala, es decir cinco vectores con una duración de muestreo de 0.12s (6 ciclos). 
En la tabla siguiente se indica el número de modos de funcionamiento para las cargas 
consideradas. 
Tabla VI.26. Número de estados considerados para cada carga. La forma de onda de las 
mismas puede considerarse en la figura VI.60. 
Carga TV T F L S Fl H 
Número de modos de 
funcionamiento 2 2 4 6 3 1 1 
Una vez definida la base experimental se lleva a cabo una combinación de las señales con 
5 señales base para cada uno de los 19 modos y 5 señales por cada combinación. Para 
limitar el número de vectores totales se consideraron combinaciones de hasta 4 cargas a 
la vez para todos los modos de funcionamiento, lo que eleva el número de señales hasta 
las 10055 a partir de los 95 vectores empíricos iniciales (5x19 modos). Este grupo de 
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4.3. Análisis datos 
Como se puede observar en la figura VI.61, las formas de onda son fundamentalmente 
estacionarias para los pocos ciclos muestreados. Es importante precisar aquí que existe la 
posibilidad de que algunos muestreos incluyan cambios de modo de funcionamiento y 
por tanto transitorios. Realizar un estudio de los transitorios de conexión o cambio de 
modo de funcionamiento podría ser una vía de identificación de las cargas, pero requiere 
la monitorización de todos los instantes y el análisis de los mismos. Esta podría ser una 
vía futura de investigación a tener en cuenta, pero que requeriría un planteamiento 
diferente a la hora de definir los patrones característicos y un muestreo a tiempo real de 
todos los instantes. Sin embargo, el número de segundos que se encuentran las cargas en 
transitorio respecto de régimen estacionario es pequeño, lo que hace que estos vectores 
sean muy pocos dentro de los 1441 que constituyen el muestreo del día y desvirtúen muy 
levemente el resultado en su conjunto. En los siguientes subpuntos se verá cómo se lleva 
a cabo la extracción de parámetros que definan la firma de carga. 
4.3.1. Descomposición en IMFs 
El primer paso consiste en descomponer en IMFs cada uno de los vectores ya sean de la 
base de datos de clasificación o de identificación. En la siguiente figura se observa la 
descomposición de una combinación de TV, F (modo d), L (modo d) y H. 
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En la siguiente figura puede observarse la demodulación en amplitud y frecuencia para la 
descomposición de la figura VI.65. Nótese el carácter oscilante de la amplitud en la 
demodulación. Normalmente los puntos extremos en la frecuencia corresponden a puntos 
de bajo valor de amplitud, por lo que no aportan energía al HSA. 
 
Figura VI.66. Valores de amplitud y frecuencia obtenidos a partir de la demodulación de las IMFs 2:7 
y el residuo. La IMF 1 fue categorizada como ruido y por tanto no es tenida en cuenta. 
Una vez definidos esos valores se puede llevar a cabo la representación del HSA. En el 
caso de la señal ejemplo tomada, se puede ver en la siguiente figura. Los valores se han 
representado en dB para poder visualizarse mejor las componentes. No obstante es en 
baja frecuencia donde se acumula la mayor parte de la energía. 
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total (E1/Et). También se utilizó la potencia media instantánea en los 6 ciclos analizados 
(P), el desfase entre tensión e intensidad, expresado como factor de potencia (fdp) y la 
potencia aparente calculada como P/cosφ (S). 
El vector final de datos toma la siguiente forma mostrada en la tabla. 
Tabla VI.28. Vector de datos considerado sin normalizar para entrada a SOM para el ejemplo 















Previamente a ser introducido a la red neuronal los valores son normalizados respecto al 
máximo de cada fila para la base de datos de clasificación. Nótese que los valores de 
normalización son asignados por el mapa de clasificación y tomados como base también 
para los vectores de datos agregados utilizados para la identificación. 
4.4. Clasificación 
Dentro de la clasificación realizada mediante SOM no nos resulta interesante tanto el 
número de agrupaciones distintas obtenidas, sino los valores de los vectores y sus 
etiquetas. Como entrada al mapa se utilizaron 10055 vectores tales como el indicado en 
la tabla VI.28 correspondientes a combinaciones de modos de funcionamiento para hasta 
4 cargas conectadas a la vez. El mapa se realizó con un tamaño de 100x100 celdas con 
iniciación aleatoria, algoritmo burbuja, entrenamiento secuencial con 2000 iteraciones en 
un primer paso y 2000 en el segundo. Resulta inviable la visualización de un mapa tan 
grande por lo que se muestra únicamente una representación ampliada donde se pueden 
ver algunas de las etiquetas dispuestas en las celdas a modo de ejemplo. 
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Figura VI.70. Desagregación de las diferentes cargas durante las 24h analizadas. 
Como se observa, los mayores errores aparecen para la carga de alumbrado halógena 
debido a su escaso contenido en frecuencia y baja potencia, lo que la hace especialmente 
difícil de detectar, también aparecen algunos minutos erróneos para la televisión, el 
frigorífico y los tubos fluorescentes derivados de su bajo peso respecto de otras cargas en 
conexión y que hace que en algunos casos haya varias etiquetas asignadas a la celda 
ganadora.  
Para mejorar el resultado basta con hacer un filtro para evitar errores puntuales. El filtro 
es sencillo y se realiza mediante la evaluación de los minutos contiguos a cada minuto 
bajo análisis. Si estos tienen valores iguales entre sí y diferentes al punto bajo análisis con 
una tolerancia del 10% el punto es interpolado. De ese modo se consigue eliminar errores 
puntuales, normalmente causados debido a la identificación puntual de una carga por 
tener varias etiquetas en una celda. El filtro se pasó a todos los vectores salvo al termo ya 
que por su naturaleza y día de uso (bastante caluroso) puede tener tiempos de conexión 
en ocasiones de un minuto, obteniéndose la siguiente desagregación con un menor error: 
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Figura VI.71. Desagregación de la carga tras pasar el filtro de minutos anómalos. 
Como se observa, el error disminuye y sólo el halógeno tiene errores de importancia. En 
la siguiente tabla puede observarse el error expresado en % en base a la diferencia de 
energía identificada respecto de la realmente gastada por cada carga individualmente. 
Tabla VI.29. Error en la desagregación expresado en % de energía. 
Carga TV T F WM WD Fl H 
E(Wh) tested 516.7 1068.5 760.7 532.6 1975.2 93.06 246.4 
E(Wh) identified 521.3 1101.4 763.5 544.8 2008.2 92.5 234.9 
Error +0.87 % +3.07% +0.37% +2.29% +1.67% -0.65% -3.4% 
4.6. Extracción de parámetros a macro escala 
Una de las ventajas adicionales de realizar la identificación de la carga mediante los datos 
a micro escala es que permite la extracción de los parámetros a macro escala de forma 
sencilla, especialmente en el caso de la potencia al encontrarse la carga desagregada. Por 
ejemplo, una vez desagregada la curva del termo. Obtener sus valores P, f y W, puede 
hacerse con una variación de lo indicado en el punto VI.3: 
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diferentes consumos eléctricos y en distintos modos de funcionamiento. La herramienta 
funciona en su parte de identificación de forma autónoma y los resultados han sido 
especialmente buenos, sobre todo para las cargas con mayor contenido en frecuencia o 
potencia. Asimismo, la herramienta permite mejorar la obtención de parámetros que 
definen el comportamiento del consumo a macro escala de forma más precisa que con 
sólo el estudio a macro escala. 
Como desventaja está la necesidad de tener una gran base de datos con un alto número de 
combinaciones de cargas y en la que se hayan elegido adecuadamente los diferentes 
modos de funcionamiento de las mismas. Esto hace que su aplicación en un caso 
doméstico con un mayor número de cargas (microondas, horno, vitrocerámica, 
lavavajillas, pequeño aparato eléctrico) y modos de funcionamiento o combinaciones de 
carga (alumbrado de diferentes habitaciones y sus consumos) requiera de un volumen de 
proceso en tamaño y tiempo realmente grande. En el caso de la base de datos probada con 
10055 datos, los vectores de entrada a SOM se obtuvieron tras un tiempo de computación 
de más de 3 días, tardando la creación del mapa SOM de clasificación unas 3 h. No 
obstante el tiempo de proceso de identificación es bastante rápido. La conversión al vector 
de datos de un minuto de muestreo no tarda más de 30s y la identificación sobre el mapa 
SOM se realiza en décimas de segundo, por lo que la herramienta podría funcionar 
identificando las cargas entre muestreos sin problemas, lo que sería equivalente a 
funcionar para la identificación con un desfase de esos 30s en tiempo real. Otra desventaja 
es el mayor coste del equipo de adquisición de datos en comparación con un equipo que 
muestrea datos a macro escala. 
Como mejora de la herramienta, las líneas futuras de investigación pueden basarse en la 
mejora del algoritmo de computación de los vectores, para lograr menores tiempos de 
cálculo y extender la base de datos a un mayor número de cargas y modos de 
funcionamiento. También un estudio de los transitorios de conexión de los aparatos 
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climatológicos  y diversos filtrados (López et al. 2012), labor de mejora del método que 
puede ser igualmente aplicada a la propuesta mediante el uso de IMFs. 
Para la validación de los resultados, dos errores se tendrán en cuenta: 
• Error absoluto porcentual de la media (Mean Absolute Percentage Error MAPE). 
• Raíz del error cuadrático de la media (Root Mean Square Error RMSE). 
5.4.1. Error absoluto porcentual de la media (MAPE) 
MAPE indica la precisión de un método para calcular una serie de datos, especialmente 
se utiliza en la estimación de tendencias. Por lo general, se expresa como un porcentaje 
de precisión, y se define según la ecuación  






• At  valor real 
• Ft valor predicho para n datos 
• n nº de datos 
En nuestro caso, de forma porcentual indicaría la desviación que tiene el valor adivinado 
respecto del valor real. Al ser porcentual y tener que comparar días con valores medios 
diferentes, el MAPE a veces puede no llegar a ser totalmente significativo. Una misma 
desviación porcentual en un día de baja carga respecto de un día de alta carga resulta en 
muchos menos MW que la de un día de alta carga. Es por ello, que a parte del valor 
porcentual que define el MAPE, es importante calcular un valor que tenga en cuenta 
cuantitativamente la desviación que se produce, ese es el RMSE. 
5.4.2. Raíz del error cuadrático de la media (RMSE) 
RMSE es una medida de la diferencia entre los valores pronosticados y los valores 
efectivamente observados. Básicamente, el RMSE representa la desviación estándar de la 
muestra de las diferencias entre los valores predichos y los valores observados. Estas 
diferencias individuales se denominan residuos cuando los cálculos se realizan sobre la 
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muestra de datos que se utilizó para la estimación, y se denominan errores de predicción 
cuando se calcula fuera de la muestra.  
El RMSE sirve para agregar las magnitudes de los errores en las predicciones en una sola 
medida. RMSE es una buena medida de la precisión, siendo su valor dependiente de la 
escala. Esto permite comparar errores de predicción de diferentes modelos y dar un valor 
cuantitativo de la predicción. 
Matemáticamente se define de la siguiente forma: 






• At  valor actual 
• Ft valor predicho en el período n 
• n nº de períodos 
Los valores RMSE tienen unidades, este hecho debe de tenerse en cuenta a la hora de 
comparar con otros valores RMSE. 
5.5. Variables a modificar para los datos de entrada 
Se simuló distintas configuraciones de datos de entrada con el fin de intentar minimizar 
el error de predicción. Se optó por 6 modos de cálculo con entre 2 y 4 opciones cada uno, 
para un total de más 100 combinaciones posibles.  
Los modos de cálculo fueron: 
• Modo_tiempo: en función de que la serie de datos a tener en cuenta en SOM sea 
diaria (24 puntos), semanal (168 puntos) o mensual (720 puntos) 
• N_IMF: número de IMFs a extraer mediante EMD. Depende de modo_tiempo ya 
que en series mensuales es posible obtener en algunos casos 4 IMFs significativas, 
pero en diarias es raro obtener más de 2. Por ello se limitó a 1 o 2 IMFs para tener 
un modo comparativo entre los tres modos de tiempo. 
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5.6. Filtrado de datos 
En herramientas de predicción es común eliminar los datos correspondientes a festivos o 
días anormalmente variables. 
Este proceso de filtrado de días anómalos o festivos suele redundar en una mejora 
ostensible de los errores de predicción. 
En nuestro caso, al no estar buscando simplemente los errores más bajos de predicción 
posibles, objetivo futuro de la herramienta, sino determinar si la utilización de EMD es o 
no factible y mejora el proceso de predicción, el filtrado de datos se tomó como un modo 
de homogeneizar la base de datos. Partiendo de esta premisa, el filtrado de datos se lleva 
a cabo en paralelo a la herramienta para determinar cuánto mejora el modelo si la base de 
datos es más o menos homogénea. 
No se escogió por tanto individualmente días festivos, sino que se probó el modelo en 
cuatro casos: 
• Eliminando los datos anómalos de 2005-2009 y los datos anómalos 2010 (ambas 
bases, clasificación y testeo, homogéneas) 
• Eliminando los datos anómalos de 2005-2009 pero no los de 2010 (sólo base de 
clasificación homogénea) 
• Eliminando los datos anómalos de 2010 (sólo base de testeo homogénea) 
• Sin filtrar ninguna de las dos bases (ninguna base homogénea) 
El criterio a seguir para el proceso de homogenización se basa en el error persistente 
(Aiolfi, Timmermann 2006, Abdel-Aal 2004) como elemento de filtrado. Si un día 
respecto del de la semana posterior tiene un MAPE superior a un determinado porcentaje 
es eliminado de la base de datos.  
El filtrado conlleva una reducción del tamaño de la base de datos, por lo que la reducción 
debe hacerse teniendo en cuenta ello. Un porcentaje demasiado elevado nos 
proporcionaría una base muy homogénea, pero que elimine días con una variación 
plausible y normal, por lo que un estudio del mejor porcentaje también se llevó a cabo. 
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5.7. Modelo de predicción 
5.7.1. Características del modelo 
Debido a que el objetivo era ver si EMD puede proporcionar información relevante para 
la predicción, se prueban distintas variables de datos de entrada. Para cada combinación 
de datos se compara los resultados de error de predicción obtenido tanto entre 
combinaciones como respecto la combinación base que no incorpora más que la curva de 
demanda. Esto se hace con el fin de identificar así si una combinación de datos de entrada 
mejora el modelo de base que no incorpora el uso de EMD. 
La curva de demanda eléctrica, ya sea en periodos diarios, semanales o mensuales se 
somete a EMD. Las IMFs obtenidas, opcionalmente junto con los datos de carga, y/o 
temperatura y/o humedad, se utilizan para generar la entrada de datos a la red neuronal.  
SOM nos permite llevar a cabo en un primer momento una clasificación en el mapa 
mediante la agrupación de conjuntos de datos similares para los años 2005-2009, y en un 
segundo momento el testeo mediante la comparación con los datos 2010.  
El proceso de predicción se basa en la premisa de que la serie de datos a predecir, en 
nuestro caso un día, viene influida por la serie de datos que la precede (día, semana o mes 
previos). Por ello, para el testeo se toma la serie de datos que precede al día que se busca. 
Por ejemplo, si se quiere obtener el día 4 de marzo de 2010, la entrada al mapa para el 
testeo contendrá datos relacionados con el día, semana o mes anterior, según sea la 
configuración de la base de datos que se esté probando. Mediante la función 
som_bmus.m, la Toolbox de Matlab™ nos dará el vector de datos o celda de datos (según 
se desee) más similar a la serie testeada. Si por ejemplo, tomando un solo dato en la 
identificación y no la celda, la serie de datos identificada acaba en el día 7 de abril de 
2006, se tomará como día predicho el siguiente, es decir que el día que más se asemeja al 
desconocido 4 de marzo de 2010 será el 8 de abril de 2006. Si por el contrario, tomamos 
la celda, el valor predicho será el que venga marcado por la media aritmética de todos los 
días posteriores a cada uno de los vectores de datos presentes en dicha celda. 
Una vez hecha la predicción, hay que evaluar la precisión de ésta y el propio modelo. 
Para la predicción basta con obtener los errores MAPE y RMSE comparando el día 
obtenido mediante predicción con el día real de 2010. Para el modelo se compara el error 
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obtenido con el que daría el modelo sin aplicar EMD; es decir, se compara con el error 
de predicción que daría una combinación de datos similar, pero aportando la curva de 
carga sin IMFs. 
Por tanto, el proceso de elección de las variables a tener en cuenta tendrá como objetivo 
no sólo obtener unos errores lo más bajos posibles (buena predicción) sino que sean 
menores que en un modelo sin IMFs. De esta manera valoraremos si la información 
aportada por las IMFs ayuda al proceso de predicción o resulta en una confusión para la 
red neuronal. El proceso es más fácilmente entendible con el diagrama de la figura VI. 
75. 
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Figura VI.75. Diagrama resumen del modelo de predicción previsto. El texto en azul representa las 
distintas variables a tener en cuenta para mejorar los resultados. Las acciones a realizar son: gris 
(EMD), azul (agrupación SOM/clasificación), rojo (testeo/identificación), verde (predicción) y 
amarillo (cálculo de errores). 
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Por el volumen de datos utilizado, no resulta práctica una representación gráfica de todo 
el mapa por lo que en la figura VI.77 se puede ver una representación parcial de lo que 
sería un grupo de celdas cualquiera del mapa clasificado. 
 
Figura VI.77. Ejemplo de la clasificación obtenida para los años 2005-2009. En el círculo ampliado se 
puede ver un detalle real de cuatro de las celdas obtenidas en el mapa. Cada número de etiqueta está 
asociado a un día específico. 
En cada celda quedarían aquellos días con vectores de entrada más similares, haciéndose 
por tanto una clasificación en función del parecido de los mismos. Por ejemplo, el día de 
etiqueta 7 sería similar al 13, 1421 y 1490. En otro nivel de similitud se encontraría con 
los días englobados dentro de las celdas adyacentes y así sucesivamente con menor 
similitud conforme nos alejamos espacialmente en el mapa. 
5.7.4. Identificación y predicción 
Una vez obtenido el mapa de clasificación se lleva a cabo el testeo con los datos del año 
2010. En la figura VI.78 se resume de forma gráfica el proceso. 
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Figura VI.78. Esquema del proceso de identificación y posterior predicción. El ejemplo muestra una 
predicción para el día 2 de enero (días), 8 de enero (semanas) y 31 de enero (meses). Si se utiliza el 
primer día de la celda ganadora, los días predichos serían concretamente el 18 de enero, 24 de enero y 
16 de febrero de 2005 respectivamente. 
El proceso varía según se opte por periodos diarios, semanales o mensuales, probándose 
el mapa con el día, semana o mes previo al día buscado. La celda es escogida por tanto 
en función del vector de entrada de 2010 por semejanza con los vectores del mapa de 
clasificación. En el ejemplo aparecen dentro de la celda ganadora cuatro vectores (17, 
350, 780 y 1116), asociados cada uno a datos correspondientes a los años 2005-2009. Si 
optamos por tener en cuenta tan sólo el primer vector de la celda (también se puede 
obtener la media de los cuatro vectores de la celda como resultado), esa etiqueta 17 iría 
asociada a un periodo temporal cuyo día posterior corresponde al día que vamos a 
considerar como predicho. Concretamente, en este caso serían los días 18, 24 y 47 
respectivamente, según el modo_tiempo considerado, que corresponderían a los días 18 
de enero, 24 de enero y 16 de febrero de 2005. Como vemos, la etiqueta va asociada al 
orden en el vector de datos del primer día del periodo temporal considerado. 
5.7.5. Cálculo de errores 
Una vez obtenida la predicción se lleva el cálculo de los errores MAPE (%) y RMSE 
(MWh). Este resultado será el elemento comparador tanto para el propio método entre las 
diferentes posibilidades de variable de entrada, como para el método con el modelo 
comparativo sin EMD. 
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Los errores calculados fueron tanto para el MAPE como RMSE los siguientes en función 
de que se considere un vector o la celda completa y en función de que se vea el error de 
identificación del mapa o de predicción: 
• EMC1: error de identificación del mapa para el primer vector de la celda 
ganadora. Ejemplo para el periodo diario de la figura VI.78: día 1 con día 17. 
• EMCC: error de identificación del mapa para la celda ganadora. Ejemplo para el 
periodo diario de la figura VI.78: día 1 con el valor medio de los días 17, 350, 780 
y 1116. 
• EPC1: error de predicción para el primer vector de la celda ganadora. Ejemplo 
para el periodo diario de la figura VI.78: día 2 con día 18. 
• EPCC: error de predicción para la celda ganadora. Ejemplo para el periodo diario 
de la figura VI.78: día 2 con el valor medio de los días 18, 351, 781 y 1117. 
Hay que tener en cuenta que los errores de identificación del mapa en MAPE no tiene 
sentido calcularlos para variables de entrada que tengan valores que oscilan respecto de 
cero. Por ejemplo, si se utiliza IMFs sin escalar y en algún punto la IMF toma un valor 
cercano a cero, al entrar dividiendo en la fórmula del MAPE (ecuación VI.5), el error 
porcentual tiende a infinito aunque cuantitativamente el error en MWh sea pequeño. En 
estos casos las tablas muestran “-“ para no inducir a error su interpretación. 
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De todo ello se concluye que la mejora que propone el método tal y como se ha presentado 
es pequeña y no concluyente respecto de otros modelos en la bibliografía. Futuras líneas 
de trabajo deben centrarse en extraer información adicional a la que proporciona EMD; 
por ejemplo, mediante HT u otras técnicas y así obtener datos más representativos de la 
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1. Conclusiones 
Mediante el presente documento se ha elaborado un estudio de la aplicación de HHT a 
diversas series de datos. Para ello, partiendo de la capacidad de la HT para definir la 
amplitud y frecuencia instantánea de una señal y la del algoritmo EMD para separar 
distintos modos de oscilación locales, se han desarrollado diversas herramientas. 
En un primer momento se han mostrado las dificultades que plantea la aplicación de HHT 
de forma genérica, planteándose diversas posibilidades de mejora, en algunos casos 
asociadas a otras metodologías desarrolladas en el propio documento: 
• En cuanto a la determinación en frecuencia de una señal, se ha desarrollado 
su aplicación a señales de forma rectangular. Para ello, mediante la función 
de autocorrelación se definen tramos de integración de la frecuencia 
instantánea. Consiguiendo dar sentido físico al valor medio de los mismos, 
aun cuando hay varias componentes presentes en la señal (Capítulo V.2). 
• En cuanto a la amplitud instantánea, se ha demostrado la posibilidad de 
definir de forma precisa la duración de transitorios oscilatorios mediante el 
estudio de la misma. Adicionalmente, y con el fin de su aplicación a señales 
de forma rectangular, se ha definido un método para determinar tanto el 
ancho de pulso como la amplitud de este tipo de formas de onda en base a 
la utilización de la función de autocorrelación y el histograma de los 
mínimos de la amplitud instantánea (Capítulo V.3). 
• Para mejorar la descomposición en modos de frecuencia (EMD) y mejorar 
la ortogonalidad de la misma, se ha llevado a cabo un estudio de agregación 
de las IMFs en base a la frecuencia característica de las mismas, 
consiguiendo mejorar la calidad de la descomposición y por tanto el HSA 
derivado de su HT (Capítulo V.4) para su posterior aplicación a la 
caracterización de eventos electromagnéticos. 
• Para poder llevar a cabo una clasificación y/o identificación de la 
información extraída por la herramienta en cada una de sus variantes, se ha 
planteado la utilización de técnicas de inteligencia artificial (SOM) 
(Capítulo V.5). 
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En segundo lugar, se ha llevado a cabo la aplicación de dichas mejoras en diversas 
herramientas: 
• La primera de las aplicaciones está relacionada con la caracterización e 
identificación de eventos electromagnéticos a micro escala. Mediante ello, 
se ha demostrado su capacidad para caracterizar eventos electromagnéticos 
del sistema eléctrico, luego clasificarlos en base al tratamiento de los datos 
obtenidos y finalmente su identificación. Para la parte de clasificación e 
identificación se utiliza SOM con éxito. Con ello, se muestra la capacidad 
de la herramienta para su aplicación a calidad de potencia (Capítulo VI.2). 
• La segunda de las aplicaciones viene dada por la caracterización de 
consumos eléctricos a macro escala. En ella, se analizan diversos consumos 
cotidianos de un usuario residencial medio y se comprueba la capacidad de 
la herramienta para identificar patrones de consumo en base al análisis de 
las formas de onda rectangulares, consiguiendo desagregar aquellos 
consumos más útiles para su aplicación en programas DR (Capítulo VI.3). 
• La tercera aplicación introduce la caracterización de consumos eléctricos a 
micro escala. Mediante el análisis de las cargas individuales de diversas 
cargas domésticas con diferentes modos de funcionamiento, se obtiene una 
amplia base de datos sobre la que posteriormente llevar a cabo una 
desagregación de las cargas. El proceso puede ser combinado con las 
técnicas de análisis a macro escala para obtener una mayor precisión en la 
caracterización de éstas (Capítulo VI.4). 
• La última aplicación desarrollada conlleva un modelo de predicción de 
curvas de demanda. En esta ocasión se hace un análisis de posibles variables 
de entrada al modelo para ver el grado de influencia que tiene la utilización 
de las oscilaciones locales extraídas en las dos primeras IMFs. El modelo 
de predicción se ensaya con cinco años de datos reales del SEP de Nueva 
Inglaterra y se comprueba con otro año no tenido en cuenta en el primer 
proceso de clasificación. Desgraciadamente, los resultados de mejora no son 
concluyentes por lo que, aunque prometedor, es una importante línea de 
mejora para futuros trabajos (Capítulo VI.5).  
Capítulo VII                                                Conclusiones y futuras líneas de investigación 
VII-3 
2. Futuras líneas de investigación 
A pesar de los buenos resultados, las herramientas desarrolladas tienen su margen de 
mejora como se verá en este punto, lo que puede dar cabida a futuras líneas de 
investigación y a la mejora de los resultados obtenidos. 
En primer lugar, no se ha podido acceder a bases de datos reales de eventos 
electromagnéticos con alta frecuencia de muestreo y tan sólo se han analizado ondas 
sintéticas en este documento. La alta calidad del muestreo, tanto en frecuencia como en 
resolución para la amplitud de las señales, es un requisito de importancia, especialmente 
para el análisis a micro escala. Un análisis de una base de datos de eventos reales a alta 
resolución podría ser muy interesante como futura vía de desarrollo. 
En otro orden, la naturaleza de EMD como algoritmo y no como método analítico hace 
difícil su aplicación. Aunque, se han mostrado métodos para la mejora de la ortogonalidad 
de la descomposición, requieren en cierto modo de la supervisión de un experto. La 
utilidad de la herramienta en un último momento se encuentra en la capacidad de 
monitorizar, analizar e identificar de forma autónoma los eventos para determinar casi a 
tiempo real la naturaleza del mismo; por ejemplo, determinando si es una maniobra o una 
falta o en el caso de una firma de carga su identificación. Por lo tanto, cualquier tipo de 
mejora en este sentido sería muy interesante. 
En cuanto a la desagregación de consumos a macro escala, se vio que en la determinación 
del consumo energético tiene un gran peso la determinación de las amplitudes de las 
componentes. Intentar mejorar el método de obtención de los niveles de potencia, 
consiguiendo una mayor precisión en el mismo mejoraría en gran medida la evaluación 
energética de las cargas desagregadas. Adicionalmente, aunque la herramienta desagrega 
los consumos de mayor interés para DR, aquellos de ciclos ON/OFF de mayor nivel de 
potencia, cualquier mejora que expandiera la desagregación a un mayor número de cargas 
sería positiva. Una EMD adaptada a ondas de tipo rectangular podría mejorar estos 
resultados. 
En relación con este último punto se desarrolló la combinación de análisis a micro escala 
con macro escala para mejorar la precisión de la caracterización de los consumos de 
interés para DR. No obstante, el modelo de desagregación mostrado requiere de un equipo 
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más costoso para la adquisición de datos y de la creación de una gran base de datos con 
cientos de miles de combinaciones de carga. Una mejora en los tiempos de análisis podría 
permitir una ampliación de la base de datos tanto en número de cargas como en modos 
de funcionamiento. 
Respecto al modelo de predicción de demanda resultaría interesante probar nuevos modos 
de entrada de la información aportada por las oscilaciones locales de la señal. Introducir 
conceptos desarrollados en la propia tesis como frecuencia o amplitud instantánea podrían 
ayudar a mejorar la precisión de la predicción, para así poder determinar de forma más 
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ACF Función de Autocorrelación (Auto Correlation Function) 
AM Amplitud Modulada 
ANN Redes Neuronales Artificiales (Artificial Neural Networks) 
ARMA Modelo autorregresivo de media móvil (Auto Regressive Moving Average) 
bior Familia Wavelet Biortogonales 
C Condensador 
coif Familia Wavelet Coiflets 
CRT Tubo de rayos catódicos (Cathode Ray Tube) 
CST Transformada S Continua (Continuous S-Transform) 
CWT Transformada Wavelet Continua (Continuous Wavelet Transform) 
db Familia Wavelet Daubechies 
DB Índice de Davies-Bouldin 
DFT Transfomada de Fourier Discreta (Discrete Fourier Transform) 
dmey Familia Wavelet aproximación discrete de Meyer 
DR Respuesta de la demanda (Demand Response) 
DST Transformada S Discreta (Discrete S-Transform) 
DVD Reproductor digital de video (Digital Video Drive) 
DVR Restaurador Dinámico de Voltaje (Dynamic Voltage Restorer) 
DWT Transformada Wavelet Discreta (Discrete Wavelet Transform) 
E Energía 
EH Radiador eléctrico de aceite (Electric Heater) 
EMC1 Error de identificación del mapa para el primer vector de la celda ganadora 
EMCC Error de identificación del mapa para la celda ganadora 
EMD Descomposición Empírica Modal (Empirical Mode Decomposition) 
EPC1 Error de predicción para el primer vector de la celda ganadora 
EPCC Error de predicción para la celda ganadora 
EPRI Electric Power Research Institute 
f Frecuencia 
f.d.p. Factor de potencia 
FACTS Sistema Flexible de Transmisión de Corriente Alterna (Flexible AC Transmision System) 
FAI Falta de Alta Impedancia 
FBI Falta de Baja Impedancia o cortocircuito 
FFT Transformada de Fourier Rápida (Fast Fourier Transform) 
FM Frecuencia Modulada 
fm Frecuencia media 
fs Frecuencia de muestreo 
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FSM Máquina de estados finitos (Finite State Machine) 
FT Transformada de Fourier (Fourier Transform) 
gaus Familia Wavelet Gaussiana 
GRNN Red neuronal de regresión general (General Regression Neural Network) 
haar Familia Wavelet Haar 
HHT Transformada de Hilbert Huang (Hilbert Huang Transform) 
HMM Modelos ocultos de Markov (Hidden Markov Models) 
HSA Espectro de Hilbert (Hilbert Spectrum Analysis) 
HT Transformada de Hilbert (Hilbert Transform) 
IF Frecuencia instantánea (Instantaneus Frequency) 
IMF Función Intrínseca de Modo (Intrinsic Mode Function) 
IO Índice de Ortogonalidad 
LS Firma de carga (Load Signature) 
LSH Banda de frecuencia paralela armónica izquierda (Left Sideband Harmonic) 
MAPE Error absoluto porcentual de la media (Mean Absolute Percentage Error) 
MCSA Análisis de motor mediante firma de corriente (Motor Current Signature Analysis) 
M-EMD EMD con Máscaras (Masked-EMD) 
mexh Familia Wavelet Sombrero Mejicano 
meyr Familia Wavelet Meyer 
MIT Massachussetts Institute of Technology 
MRA Algoritmo de Análisis de Multirresolución (Multi Resolution  Analysis) 
NILM Medidores de carga no intrusivos (Non Intrusive Load Monitoring) 
P Potencia activa 
PC Ordenador personal (Personal Computer) 
pchip Interpolación polinomica de Hermite (Piecewise Cubic Hermit Interpolation Polynomial) 
Q Potencia reactiva 
rbio Familia Wavelet Biortogonales inversas 
R-EMD EMD Redefinido (Redefined-EMD) 
RLC Circuito con Resistencia, Inductancia y Capacitancia 
RMS Valor eficaz (Root Mean Square) 
RMSE Raíz del error cuadrático de la media (Root Mean Square Error) 
s Desviación típica estándar 
SC Vector para predición con sólo carga (no IMFs) 
SEP Sistema Eléctrico de Potencia 
SOM Mapas auto-organizados de Kohonen (Self Organizing Maps) 
ST Transformada S (S-Transform) 
STFT Transformada de Fourier en corto tiempo (Short-Time Fourier Transform) 
STLF Predicción de carga a corto tiempo (Short Term Load Forecasting) 
SVM Máquina de vectores de soporte (Support Vector Machine) 
SWT Transformada de Wavelet Semi-discreta (Stationary Wavelet Transform) 
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sym Familia Wavelet Symlets 
t tiempo 
TDD Distorsión demanda total (Total Distortion Demand) 
T-EMD EMD con Objetivo (Targeted signal-EMD) 
THD Tasa de distorsión armónica total (Total Harmonic Distortion) 
TV Televisión 
WFT Transformada de Fourier en ventanas (Windowed Fourier Transform) 
WH Termo eléctrico (Water Heater) 
WT Transformada de Wavelet (Wavelet Transform) 
WWD  Distribución de Wigner-Wille (Wigner-Wille Distribution) 







(𝜔𝜔2 − 𝜔𝜔1)�  (A.1) 











(𝜔𝜔2 − 𝜔𝜔1)�  (A.2) 
Si al numerador le sumamos y restamos 𝑎𝑎1
𝑎𝑎2
, multiplicamos por ½ y por 2 y agrupamos los 
















(𝜔𝜔2 − 𝜔𝜔1)�  (A.3) 
















(𝜔𝜔2 − 𝜔𝜔1)�  (A.4) 
Los dos primeros son constantes por lo que su integral es inmediata: 























































; 𝑑𝑑𝐷𝐷 = 2𝑑𝑑𝑧𝑧
1+𝑧𝑧2
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