In this paper, a method of event ordering based on temporal information resolution is presented. This method consists of two main steps: on the one hand, the recognition and resolution of the temporal expressions that can be transformed on a date, and therefore these dates establish an order between the events that contain them. On the other hand, the detection of temporal signals, for example after, that can not be transformed on a concrete date but relate two events in a chronological way. This event ordering method can be applied to Natural Language Processing systems, for example: Summarization, Question Answering, etc. It is important to emphasize that the event ordering method is based on a multilingual temporal information resolution system. Moreover, this multilinguality has been automatically obtained from a monolingual system (Spanish). The evaluation of the multilingual system is also shown in this paper, achieving a precision of 88% for Spanish and 77% for English.
Introduction
Today, the information society needs a set of tools for treating the increasing amount of digital information stored in the Internet. Document database applications help us to manage this information. However, document database building requires the application of automatic processes in order to extract relevant information from texts.
One of these automatic processes is event ordering by means of temporal information. Usually, users need to obtain all the information related to a specific event. To do this, they must know the relationships between other events, and their chronological information. The automatic identification of temporal expressions associated with events, temporal signals that relate events, and further treatments of them, allows the building of their chronographic diagram. Temporal expressions treatment is based on establishing relationships between concrete dates or time expressions (25th December 2002) and relative dates or time expressions (the day before). Temporal signals treatment is based on determining the temporal relationship between the two events that the signal is relating. Using all this information, the application of event-ordering techniques allows us to obtain the desired event ordering. Moreover, event ordering can be applied to different tasks in the field of Natural Language Processing. Some of these tasks are Summarization, Question Answering, etc. In this paper, a method to apply Event Ordering to Temporal Question Answering has been developed.
Recently, the number of conferences related to temporal information extraction has been increased. It is necessary to emphasize the TERN 2004 conference, in which different temporal information extraction systems, including the system presented in this paper, have been evaluated. This paper has been structured in the following way: first of all, section 2 gives a short introduction to the main contributions of previous work. Then, section 3 describes the Event Ordering system and the different components of the system: the Temporal Information Detection unit, the Temporal Expression Coreference Resolution unit, the Ordering Keys unit and the Event Ordering unit. Section 4 shows the extension of the monolingual system to a multilingual level. In section 5, the application of the event ordering method in one task of NLP (Question Answering) is explained. Finally, the evaluation of TERSEO system in Spanish and English and some conclusions are shown.
Previous work
At the moment, there are different kinds of systems that cope with the temporal information treatment and the event ordering issue. There are three different lines of work dealing with temporal information processing:
• Annotation of temporal information using schemes.
• Time-stamping.
• Establishing relationships between events and/or temporal expressions in a text.
The most outstanding pieces of work for each one of these tasks are described in the following subsections.
Temporal Annotation schemes
An annotation scheme defines the guidelines for annotating entities in corpus with a canonicalized representation of them. Corpora entities annotated with a standard representation can be used by different applications in order to easily extract information. Our attention is focused on the schemes that annotate temporal entities since the temporal information is the one that we need to extract the chronology between the events.
The first approaches on temporal information recognition were presented at the Message Understanding Conferences (MUC). In particular, participants of MUC-5 and MUC-7 had to assign calendrical dates to certain types of events, and in addition, this information was not explicit, and that is why inferring information was required. After this, the most outstanding pieces of work in annotating temporal expression are: TIDES, STAG and TIMEML. These annotation schemes are explained in the following subsections.
TIDES
During the nineties, major efforts to develop an annotated corpus were made, in order to use them as a base for other applications. But, the first step was to define a standard annotation scheme. TIDES annotation scheme [1] arose with the purpose of annotating only temporal expressions in texts, under the support of the DARPA organization. Once the annotation had been done, the final aim was to use these annotated corpora in applications like Summarization, Question Answering, etc. TIDES defines a set of annotation guidelines for temporal expressions based on two basic principles:
(1) If a human can determine a value for the temporal expression, it should be tagged. (2) The value of the expression must be based on internal evidence of the document that is being annotated.
The annotation process is divided into two main steps:
• Tagging of the temporal expressions in the text.
• Identifying the temporal value of the expression.
The tag used in this scheme is TIMEX2 and it includes attributes for expressing the normalized, intended meanings or value of a broad range of temporal expressions. The set of attributes of this tag and their meaning are shown in Table 6 .
STAG
In addition to the TIDES annotation scheme, it is interesting to emphasize the annotation scheme presented by Setzer and Gaizauskas [2] [3], denominated STAG. STAG is a temporal annotation scheme that was developed at the University of Sheffield. It is oriented to the identification of events in news and the relationship of these events with points in a temporal line. Also it is able to annotate temporal signals and to relate one event to another one. TIDES, in contrast, only annotated temporal expressions.
TIMEML
In 2002, a new annotation scheme sponsored by the ARDA institution appeared. It was called TimeML [4] . TimeML is an annotation scheme to tag events, temporal expressions and the temporal relations between these events, combining and extending the features of both preceding schemes: TIDES and STAG. In addition, it added new features that made it a more powerful annotation scheme than TIDES and STAG, for instance, the relation of one event with more than one item in the text or the possibility that an event implies more than one action.
Time-stamping
When dealing with temporal information extraction some authors did not give as much importance to the precise annotation but to the aligning of some or all the events in a time-line assigning time marks to them. This process is called time-stamping and it involves, therefore, the solving of the temporal expressions associated to the events.
One of the systems based on time-stamping is the one by Filatova and Hovy [5] which describes a procedure for arranging into a time-line the contents of news stories describing the development of some situation. This approach describes a method for breaking news stories into their constituent events and assigning time-stamps to them. In order to assign time-stamps not only explicit references are resolved but also implicit ones. They consider that the syntactic units that denote events are simple clauses. The process of time-stamping in this method is:
( Another approach that it is interesting to highlight is the one made by Schilder and Habel [6] . This system detects temporal expressions and events and establishes temporal relationships between events. Temporal expressions are classified as:
• Expressions that denote dates.
• Expressions that denote events.
The final aim of this approach is to locate all these expressions in an absolute time-line in order to obtain a set of linear ordered temporal entities.
Relationships between temporal information
The works described in the previous sections were more focused on assigning a calendar date to temporal expressions or events in texts, but they are not taking into account temporal relations between these entities. The following works described address temporal relations directly.
The first approach is the one made by Katz and Arosio [7] , that describes a method to annotate intrasentential temporal relations, that means, if in one sentence there is more than one event, the relationship between these events will be established. A temporal interval is associated with every event in the sentence and the relation between these intervals is the final aim. The possible relations are precedence <,inclusion ⊆ and their correspondent duals > and ⊇. In order to establish these relations not only a syntactic annotation of the texts is used but also a semantic one.
However, this approach only considers relationships between the events of each sentence. Setzer and Gaizauskas [8] are focused on annotating EventEvent Temporal Relations in the whole text, using a time-event graph, which is able to keep more information than the approaches using a time-line. In the graph, nodes represent events or times and the edges represent temporal relations between the nodes. The main advantage of using a graph is that one event could not be related with a concrete date or time but with another event previously found due to the possibility of establishing relations between events and therefore, an order between the events. The problem with the graph is that it is costly.
Our proposal is a hybrid system (TERSEO) that combines the advantages of the systems explained before. TERSEO is a system that is able to recognize, resolve and annotate temporal information, and it uses this information to order the events in the text which means establishing a relationship between them. It had a knowledge database with all the expressions and their resolution rules that were only in Spanish at first, but an automatic acquisition of new rules for other languages has been developed [9] and this database has been extended to English as well. That is why TERSEO is able to work in a multilingual level. However, in this article we focus on the event ordering method based on TERSEO system. The description of the Event Ordering System is presented in the following section.
Description of the Event Ordering System
The schematic representation of the system proposed for event ordering is shown in Figure 1 . Temporal information is detected in two steps. First of all, temporal expressions are obtained by the Temporal Expression Detection Unit. After that, the Temporal Signal Detection Unit returns all the temporal signals. The Temporal Expressions (TEs) that have been recognized are introduced into the resolution unit, which will update the value of the reference (document's date at first) according to the date it refers to and generates XML tags for each expression. These tags are part of the input of an event ordering unit. The temporal signals that have been obtained are introduced into a unit that obtains the ordering keys for each temporal signal. The ordering key establishes the order between two events and is used by the event ordering unit as well. With all this information the event ordering unit is able to return the ordered text. Temporal Expressions and Temporal signals are explained in detail below.
Temporal Information Detection
This work specializes or extends the work described in [10] for temporal expressions. For that, the Temporal Information Detection Unit is divided into two parallel steps:
Both steps are fully explained in the following sections but they share a common preprocessing of the texts. Texts are tagged with lexical and morphological information by a Pos Tagger and this information is the input of a temporal parser. This temporal parser is implemented using an ascending technique (chart parser) and it is based on a temporal grammar [11] .
Temporal Expressions Detection.
In order to be able to recognize and resolve the temporal expressions, an initial task of classification of these expressions is needed, because the way of solving them depends on the type of expression. In this paper, two proposals for the classification of temporal expressions are shown. The first classification is based on the kind of reference. This classification is focused on recognizing the kind of expression when this enters the system and needs to be resolved.In addition, another type of classification is presented. This one is focused on the kind of output returned by the system for that type of expression.
• Classification of the expression based on the kind of reference Adverbial Phrases: "during the course", ... Noun Phrases: "a month later", "after next Christmas", ... For example, with the expression "after next Christmas" it is necessary to resolve the TE "next Christmas" and then apply the changes that the word "after" makes on the date obtained. Prepositional Phrases: "from Christmas" ,"since last Christmas", ... • Classification by the representation of the temporal value of the expression · Concrete. All those that give back a concrete day and/or time with format: mm/dd/yyyy (hh:mm:ss), for example: "yesterday". · Period. All those expressions that give back a time interval or range of dates: [mm/dd/yyyy-mm/dd/yyyy], for example: "during the five following days". · Fuzzy. It gives back an approximate time interval because it does not know the concrete date that the expression refers to. There are two types: Fuzzy concrete. If the given result is an interval but the expression refers to a concrete day within that interval, and we do not know it accurately. For that reason we must give back the approach of the interval, for example: "one day last week", ... Fuzzy period. If the expression refers to an interval contained within the given interval, for instance:"some days before", "for weeks", ... Section 5 shows how the system is able to solve a great part of these temporal expressions, that have been recognized by the Temporal Expression Unit.
Temporal Signals Detection.
The temporal signals relate the different events in texts and establish a chronological order between these events. In an experimental way, after the study of a training corpus, a set of temporal signals has been obtained, and some of them are emphasized here: after, when, before, during, previously, from ... to ..., on, in, while, for, at the time of, since,etc.
Temporal Expression Coreference Resolution
Temporal Expression Coreference Resolution is organized in two different tasks:
• Anaphoric relation resolution based on a temporal model • Tagging of temporal Expressions
Each task is subsequently explained.
Anaphoric relation resolution based on a temporal model.
The anaphoric resolution of the TE's is made following the same strategies for anaphora resolution that in [12, 13, 14] .These strategies consist on looking for the most suitable antecedent. For the anaphoric relation resolution we use an inference engine that interprets every reference named before. In some cases the references are estimated using the document date (FechaP). Others refer to a date named before in the text that is being analyzed (FechaA). For these cases, a temporal model that allows us to know on what date the dictionary operations are going to be done, is defined. This model is based on the two rules below and it is only applicable to those dates that are not FechaP, since for FechaP there is nothing to resolve:
(1) By default, the newspaper date is used as a base referent (TE) if it exists, if not, the system date is used. (2) If a non-anaphoric TE is found, this is stored as FechaA. This value is updated every time a non-anaphoric TE appears in the text.
In Table 1 1 some of the entries in the dictionary used in the inference engine are shown. The unit that makes the estimation of the dates will accede to the right entry in the dictionary in each case and it will apply the function specified obtaining a date in the format mm/dd/yyyy or a range of dates. So, at that point the anaphoric relation will have been resolved.
Tagging of temporal expressions.
Several proposals for the annotation of TEs have arisen in the last few years Wilson et al. [15] , Katz and Arosio [7] , TIMEML [4] , etc. since some research 'some days later' >>>>FechaA 'some days before' <<<<FechaA Table 1 Sample of some of the entries in the dictionary institutions have started to work on different aspects of temporal information. In this section, our own set of XML tags is defined in order to standardize the different kinds of TEs. We have defined a simple set of tags and attributes that adjust to the necessities of our system, without complicating it. Besides, they could be transformed to other existing formats, like TIMEML, at any time. These tags show the following structure:
• For Explicit Dates: <DATE_TIME ID=''value'' TYPE=''value'' VALDATE1=''value'' VALTIME1=''value'' VALDATE2=''value'' VALTIME2=''value'' VALORDER=''value''>expression</DATE_TIME> • For Implicit Dates:
<DATE_TIME_REF ID=''value'' TYPE=''value'' VALDATE1=''value'' VALTIME1=''value'' VALDATE2=''value'' VALTIME2=''value'' VALORDER=''value''>expression</DATE_TIME_REF> DATE TIME is the name of the tag for explicit TEs and DATE TIME REF is the name of the tag for implicit TEs. Every expression has a numeric ID to be identified and VALDATE# and VALTIME# store the range of dates and times obtained from the inference engine, where VALDATE2 and VALTIME2 are only used to establish ranges. Also, VALTIME1 could be omitted if only a date is specified. VALDATE2, VALTIME1 and VALTIME2 are optional args. VALORDER is the attribute where the event ordering unit will specify the ordering value, at first there is no value for this attribute. After that, a structured document is obtained. The use of XML allows us to take advantage of the XML schema in which the tag language is defined. This schema lets an application know if the XML file is valid and well-formed. A parser of our XML needs to be defined to make the information useful.
Ordering Keys Obtaining
The temporal signals obtained by the Temporal Signal Detection Unit are used by this unit to obtain the ordering keys. The study of the corpus revealed a set of temporal signals. Each temporal signal denotes a relationship between the dates of the events that it is relating. For example, in EV1 S EV2, the signal S denotes a relationship between EV1 and EV2. Assuming that F1 is the date related to the first event and F2 is the date related to the second event, the signal will establish a certain order between these events. This order will be established by the ordering unit. Some of the ordering keys, which are the output of this unit, are shown in Table 2 .
Previously
DATE1 > DATE2
From DATE2 to DATE3 DATE2 <= DATE1 <= DATE3
About DATE2 -DATE3 DATE2 <= DATE1 <= DATE3
On / in DATE1 = DATE2
While

DATE2i <= DATE1 <= DATE2f
For DATE2i <= DATE1 <= DATE2f
At the time of DATE1 = DATE2 Since DATE1 > DATE2 Table 2 Output of the ordering Key Obtaining Unit
Event ordering method
Event ordering in natural language written texts is not a trivial task. Firstly, a process to identify events must be carried out. Then, the relationship between the events or between the event and the date when the event occurs must be identified. Finally, the ordering of events must be determined according to their temporal information. This temporal information could be dates, temporal expressions or temporal signals. We have trivialized the task of identifying events. We will only identify events of a sentence that includes some kind of TE or a sentence that is related to another sentence by a temporal signal.
Using the XML tags and the ordering keys, the event ordering module runs over the text building a table that specifies the order and the dates, if there are any, of every event. The order is established according to the following rules:
(1) EV1 is previous to EV2:
• if the range of VALDATE1, VALTIME1, VALDATE2, VALTIME2 associated with EV1 is prior to and not overlapping the range associated with EV2.
• or, if the ordering key that relates both events is: EV1<EV2 (2) EV1 is concurrent to EV2:
• if the range of VALDATE1, VALTIME1, VALDATE2, VALTIME2 associated with EV1 overlaps the range associated with EV2.
• or, if the ordering key that relates both events is:
EV1=EV2 or EV1i<=EV2<=EV1f
The system will assign a sequential order number to every event in the table, having the same order number for concurrent events.
In Figure 2 an example is shown. Newspapers date: 30/12/2002
Implementation of the system
system is a web application that has been developed in php language, using a MySQL database in order to store the different temporal expressions and resolution rules. In order to show the different steps of the multilingual system developed, an example has been performed using a Spanish article as input. Finally, Figure 6 is showing the event ordering performed, assigning a order number to each event in the article.
Multilinguality
The system explained before was a monolingual system that at first used a hand-made knowledge database in Spanish. Our main goal was the possibility of working with TERSEO on a multilingual level, but building the different knowledge databases for the new languages through the automatic acquisition of rules [9] . With the automatic acquisition of rules it is possible to create a multilingual system with no need of a previous knowledge of the other languages to which TERSEO system is going to be extended. For this purpose, an architecture similar to the one used by WordNet [16] was proposed, to obtain knowledge databases for the different languages, but all of them are connected though a unit denominated TER-ILI or Temporal Expression Rules Interlingua Index which is shown in Figure 7 . In doing that, TERSEO system could have a new knowledge database for each new language and be able to solve any expression in this language, also the system would be easily extensible to other new languages. At first, we only had the Knowledge Database for Spanish, linked to rules in the TER-ILI unit but now the system has been extended to English and we aim to have every Knowledge Database (English, German, French, ...) linked to TER-ILI as well as a further work. The extension of the system consisted of five main units:
• Translation Unit. This unit, using three translators (BabelFish • Temporal Expression Debugger. These translated expressions will be • Keyword Unit. This unit obtains a set of keywords in the target language.
• New Temporal Expression Searching Engine. This unit is able to learn new rules automatically with two different techniques: · using WordNet to obtain synonymous expressions · using the keywords and an un-annotated corpus in the target language • Resolution Linker. This unit links every new rule with its resolution.
Once the system is able to work on a multilingual level, it can be used in multiple applications of Natural Language Processing (NLP) as explained in the following section.
Application of Event Ordering in NLP tasks
Event Ordering can be applied to different tasks in the field of Natural Language Processing. Some of the applications in which event ordering is useful are for example: Summarization, Question Answering, etc. In particular, we have developed a method to apply Event Ordering to Temporal Question Answering [17] .
Temporal Question Answering is not a trivial task due to the complexity that temporal questions can achieve. Current Question Answering systems can deal with simple questions requiring a date as answer, for instance: "When was the Iraq war" or questions that use explicit temporal expressions in their formulation like "Who was the president of the USA in 1988". Nevertheless, more complex questions referring to the temporal properties of the entities being questioned and their relative temporal ordering in the question are beyond the scope of current Question Answering systems. These complex questions consist of two or more events, related to a temporal signal, which establishes the order between the events in the question.This situation allows us to divide, using Temporal Signals, the complex question into simple ones, which the current Question Answering systems are able to resolve, and recompose the answer using the ordering established by the temporal signal(ordering key) to obtain a final answer to the complex question [18] .
An example of the how the system works with the question: Where did Bill Clinton study before going to Oxford University? is shown here:
(1) First of all, the unit recognizes the temporal signal, which in this case is before, that corresponds with the ordering key DATE1 < DATE2. (2) Secondly, the complex question is divided into simple ones.
• Q1: Where did Bill Clinton study?
• Q2: When did Bill Clinton go to Oxford University? 
System evaluation
In order to carry out the evaluation of the multilingual system a first evaluation on digital newspaper articles was perfomed. A manual annotation of texts has been made by two annotators with the purpose of comparing it with the automatic annotation that the system produces. For that reason, it is necessary to confirm that the manual information is trustworthy and it does not alter the results of the experiment. Carletta [19] explains that to assure a good annotation it is necessary to make a series of direct measurements that are: stability, reproducibility and precision, but in addition to these measure-ments the reliability must measure the amount of noise in the information. The authors argue that, due to the amount of agreement by chance that can be expected depends on the number of relative frequencies of the categories under test, the reliability for the classifications of categories would have to be measured using the factor kappa defined in Siegel and Castellan [20] . The factor kappa (k) measures the affinity in agreement between a set of annotator when they make category judgments.
In our case, there is only one class of objects and there are three objects within this class: objects that refer to the date of the article, objects which refer to the previous date and objects that refer to another date different from the previous ones.
After carrying out the calculation, a value k =0.953 was obtained. According to the work of Carletta [19] , a measurement of k like 0,68 < k < 0,8 means that the conclusions are favorable, and if k > 0,8 means total reliability exists between the results of the two annotators that have annotated the corpora. Since our value of k is greater than 0,8, it is guaranteed that a total reliability in the conducted annotation exists and therefore, the results of obtained precision and recall are guaranteed.
In order to evaluate the event ordering method, an evaluation of the TERSEO system was carried out. The establishment of a correct order between the events implies that the resolution is correct and the events are placed on a timeline, as shown in Figure 8 . For this reason, we have made an evaluation of the resolution of the Temporal Expressions. In addition, since the initial system was a monolingual system in Spanish based on knowledge, two corpora formed by newspaper articles in Spanish were used. The first set has been used for training and the second for testing after making the opportune adjustments to the system. In order to evaluate the English system, since the rules were obtained automatically, only the test corpus was used. The results of precision, recall and f-measure(with same relevance for precision and recall) obtained are shown in Table 3 Evaluation of the multilingual system
Although the obtained results are highly successful, we have detected some failures that have been deeply analyzed. As can be observed in the results, our system could be improved in some aspects. Below, a study of the problems detected and their possible improvements are shown:
• In newspaper articles, sometimes there are expressions like "el sábado hubo cinco accidentes" (Saturday there were five accidents). To resolve this kind of reference we need context information of the sentence where the reference is. That information could be the tense of the verb in the sentence. If the verb is a past verb, it indicates that it is necessary to solve a reference like "el sábado pasado" (last Saturday), whereas if it is a future verb it refers to "el sábado próximo" (next Saturday). Because our system does not use semantic or context information we assume this kind of reference refers to the last day, not the next, because the news usually tells us facts which occurred previously. • Our system is not able to resolve temporal expressions that contain a wellknown event, for instance: "two days before the Olympic Games...". In order to solve this kind of expression, some extra knowledge of the world is necessary, and we are not able to access this kind of information at present.
Recently, the system has also been evaluated in the TERN conference Table 5 Attribute recognition statistics for combined sources
In this evaluation, the output of our system needed to be transformed to the TIMEX2 tags. The attributes of the TIMEX2 tags are shown in Table 6 .
Some errors in this evaluation were due to the adaptation of the output because the attributes of our tags are different from the TIMEX2 ones. Our annotation scheme is more focused on establishing concrete dates or range of dates without modifiers, because this kind of annotation allows us to establish an easier event ordering method than using TIMEX2 annotation scheme. Moreover, our system in English has been automatically extended and all the rules are automatically obtained, but results will be better after manually tuning the system. SET="YES" Table 6 TIMEX2 attributes
Conclusions
In this article a method of event ordering using temporal information has been presented. This method is based on the detection of keywords (temporal signals) and the resolution of the temporal information associated to the event. This method can be applied to multilingual texts because TERSEO system is able to work on a multilingual level. As an application, this tool can be used to improve other NLP systems, for example: Question Answering systems, with questions of temporal information or Summarization systems. At present, an application of this work is being used with the Question Answering system [21] . Two different evaluations have been presented in this paper as well as successful results for precision and recall and it is very important to emphasize that the English knowledge database was automatically obtained from the Spanish one.
As future work, two tasks will be considered:
• The system will cope with the resolution of temporal expressions considering context information or world knowledge.
• English knowledge database will be tuned manually in order to improve the results for this language and to use this new database as a base for the extension of the system to other languages (French, German, ...). In order to do this, a previous study of temporal information in English must be done.
