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Abstract. In this article, we explore a class of tractable interest rate models that have the
property that the price of a zero-coupon bond can be expressed as a polynomial of a state
diffusion process. Our results include a classification of all such time-homogeneous single-
factor models in the spirit of Filipovic’s maximal degree theorem for exponential polynomial
models, as well as an explicit characterisation of the set of feasible parameters in the case
when the factor process is bounded. Extensions to time-inhomogeneous and multi-factor
polynomial models are also considered.
1. Introduction
A time-homogeneous factor model of the risk-free interest rate term structure is one in
which the time-t spot interest rate is of the form
rt = R(Zt)
and the time-t price of a zero-coupon bond of maturity T is of the form
Pt(T ) = H(T − t, Zt)
where R : I → R and H : R+ × I → R are given non-random functions and Z = (Zt)t≥0
is a given time-homogeneous Markov process with state space I modelling some underlying
economic factor. For such a model to be sensible, the functions R and H and the process Z
must be intimately connected. The goal if this paper is to study this connection when the
function H(T − t, ·) is assumed to be a polynomial.
The motivation for this study is classical. Recall that a sufficient condition for the bond
market to have no arbitrage is that there exists an equivalent probability measure Q under
which the discounted bond prices P˜ (T ), defined by
P˜t(T ) = e
− ∫ t0 rsdsPt(T ),
are local martingales for all T ≥ 0. Furthermore, a sufficient condition to ensure that the
discounted bond prices are local martingales is the union of the following two assumptions:
firstly, an analytic assumption that the function H is a classical solution of the partial
differential equation
(1) ∂xH =
∑
1≤i≤d
bi ∂ziH +
1
2
∑
1≤i,j≤d
aij ∂zizjH −RH on R+ × I
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for a given spacial domain I ⊆ Rd and for given functions b : I → Rd and a : I → Rd×d, with
boundary condition
(2) H(0, z) = 1 for all z ∈ I;
and secondly, a probabilistic assumption that Z is a weak solution of the stochastic differ-
ential equation
(3) dZt = b(Zt)dt+ σ(Zt)dWt,
taking values in I for all t ≥ 0, where W is a Brownian motion under the fixed pricing
measure Q and a = σσ>.
In principle, the above partial differential equation (1) with boundary condition (2) can be
solved numerically whenever the functions b, σ and R are suitably well-behaved. However,
resorting to a numerical method to solve the partial differential equation can be too slow
to use practice for the purpose of calibrating the parameters of the model, and indeed, it
obscures the relationship between the dynamics of the factor process and the resulting bond
prices. Therefore, there has been considerable interest in developing tractable models, where
the function H is of reasonably explicit form.
Perhaps the two most famous tractable factor models are those of Vasicek [17] and Cox,
Ingersoll & Ross [4]. In these models the factor is scalar and identified with the spot interest
rate, so in the notation above, d = 1 and R(z) = z, while the functions b and a are affine
and the function H is of the exponential affine form
H(x, z) = eh0(x)+h1(x)z.
It is easy to see that the partial differential equation (1) reduces to a system of coupled
Riccati ordinary differential equations for the functions h0 and h1 and the boundary condition
(2) becomes h0(0) = h1(0) = 0. Furthermore, it is well-known that in both cases the
corresponding stochastic differential equation (3) always has a unique local solution. While
the local solution to the Vasicek stochastic differential equation is in fact the unique global
solution, the situation with the Cox–Ingersoll–Ross stochastic differential is more delicate:
for some values of the parameters, local solutions may explode in finite time by hitting
the boundary of the state space. Duffie & Kan [7] studied exponential affine models where
the factor process is of arbitrary dimension d ≥ 1, finding conditions under which the
corresponding stochastic differential equation (3) has a non-explosive solution. Subsequently,
there has been a considerable body of research on the properties of these exponential affine
models. A notable contribution to this literature is a general characterisation of exponential
affine term structure models by Duffie, Filipovic´ & Schachermayer [6].
An exponential affine model can be considered a special case of the family of exponential
quadratic models. An early example of a quadratic model was proposed by Longstaff [15],
and has since been developed and generalised by Jamshidian [12], Leippold & Wu [14], and
Chen, Filipovic´ & Poor [2] among others.
One may wonder if there exist non-trivial exponential cubic (or higher degree) models.
Filipovic´ answered this question in the negative, by showing that the maximal degree for
exponential polynomial models is necessarily two. That is to say, the exponential quadratic
models are indeed the most general class of exponential polynomial models.
In this article, we consider a related class of models, in which the function H(x, ·) itself is a
polynomial. For instance, in the case where the factor process is scalar-valued, the function
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H is of the form
H(x, z) =
n∑
k=0
gk(x)z
k
for n + 1 differentiable functions gk : R+ → R. One of the main results is a classification
of all such models when H is assumed to satisfy a partial differential equation of the form
of equation (1). It turns out that the functions b, a and R are necessarily polynomials
of low degree and the functions (gk)k solve a system of coupled linear ordinary differential
equations. In light of Filipovic´’s maximal degree theorem for exponential polynomial models,
it might come as a surprise the degree n is not constrained. We further find necessary
and sufficient conditions on the model parameters such that the corresponding stochastic
differential equation (3) has a non-explosive solution.
This work is inspired by the interest rate model of Siegel [16]. He showed that for all
integers d ≥ 1 there exist an explicit affine functions R and explicit quadratic functions b,
such that the partial differential equation (1) has a solution H such that H(x, ·) is affine for
all x ≥ 0. Note that in this case ∂zizjH vanishes identically, and hence the function a = σσ>
need not be specified to verify the partial differential equation. Furthermore, he showed that
for a certain choice of σ that the corresponding the stochastic differential equation (3) has a
non-explosive solution valued in the bounded state-space
I = {(z1, . . . , zd) : zi > 0 for all i and
∑
i
zi < 1}.
We mention also the rational model of Brody & Hughston [1]. Working under the objective
measure P, the state price density is modelled Vt = α(t) + β(t)Mt where α and β are
deterministic functions and M is a P-martingale. We show in section 6 that the Brody–
Hughston model is a special case of the time-inhomogeneous polynomial models considered
here.
Just as the Brody–Hughston model and the Siegel model described above, most of the
polynomial models of this paper (but not all – see section 3.2) have the property that the
spot interest rate is bounded. This stands in contrast to many familiar models, such as the
Vasicek and Cox–Ingersoll–Ross models. Nevertheless, the range of the spot interest rate can
be expressed easily in terms of the model parameters, and hence the range can be calibrated
to any desired (finite) width.
Finally, a related work is that of Cuchiero, Keller-Ressel & Teichmann [5], who characterise
a class of time-homogeneous Markov process Y with the property that the n-th (mixed)
moments can be expressed as a polynomial of the initial point Y0 of degree at most n.
Indeed, consider the d = 1 case and let Fn be the family of polynomials of degree at most n:
Fn =
{
f : f(z) =
n∑
k=0
fkz
k, fk ∈ R
}
.
They study the processes Y that have the property that for any degree n and any polynomial
g ∈ Fn, for all t ≥ 0 there exists a polynomial h ∈ Fn such that
E[g(Yt)|Y0 = y] = h(y).
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In contrast, in this work we study processes Z that have the property that for a fixed degree
n and a fixed function R, for all t ≥ 0 there exists a polynomial h = H(t, ·) ∈ Fn such that
E[e−
∫ t
0 R(Zs)ds|Z0 = z] = h(z).
In particular, their results do not imply ours, or vice versa. For further existence results
for multi-dimensional polynomial preserving processes, consult the recent paper of Filipovic´
and Larsson [10].
In the remainder of this article is arranged as follows. In section 2, we present one of
the main results, a classification of scalar time-homogeneous factor models which satisfy
both the analytic assumption that bond prices satisfy a certain partial differential equation
and the algebraic assumption that the bond prices can be expressed as a polynomial of the
factor. In section 3 we show that a polynomial model in which the spot interest rate is
bounded from below necessarily has the property that the spot interest rate is also bounded
from above; we also present an explicit example of a polynomial model in which the spot
interest rate is unbounded from below. In addition, we provide a complete classification of
models satisfying the probabilistic assumption that the corresponding stochastic differential
equation has a non-explosive solution valued in a bounded interval. This section contains
an easy-to-check formulation of Feller’s test of explosion for stochastic differential equations
with polynomial coefficients, which might have independent interest. In section 4 we present
a spectral representation of the bond prices in the context of a polynomial model. In section
5 we consider a concrete example of this class of models. The Cox–Ingersoll–Ross model
is recovered from this example in the limit of degree parameter n ↑ ∞. The properties of
this example are analysed and its parameters calibrated to US interest rate data in the case
n = 2. Finally in section 6, we briefly discuss two extensions: a Hull–White-type extension
where the coefficients are allowed to be time dependent, and the higher dimensional case
d > 1.
2. An algebraic result
This section contains one of the main result of this paper, a classification of models that
satisfy the analytic assumption that the pricing function H solves a particular partial dif-
ferential equation, in addition to having the extra structural property that H(x, ·) is a
polynomial of fixed degree. To more clearly see the structure of the argument we consider
only the time-homogeneous case with d = 1 in this section. The time-inhomogeneous and
multi-dimensional cases are considered in section 6. The following theorem is of a purely
algebraic, rather than probabilistic, nature in the sense the factor process is not mentioned.
Related probabilistic results are stated in section 3
Theorem 2.1. Fix n ≥ 1, and suppose that
(4) H(x, z) =
n∑
k=0
gk(x)z
k
for n + 1 differentiable functions gk : R+ → R. Furthermore, assume there exists functions
b, σ and R such that
(5) ∂xH = b∂zH +
1
2
σ2∂zzH −RH on R+ × I
4
where I is a non-trivial interval.
If the functions (gk)k are linearly independent, then the following holds true:
Case n = 1.
(A) R(z) = R0 +R1z and b(z) = b0 + b1z + b2z
2 where R1 = b2.
(B) (g0, g1) solve the system of linear ordinary differential equations
g˙0 = −R0g0 + b0g1
g˙1 = −R1g0 + (b1 −R0)g1.
Case n ≥ 2.
(A) R(z) = R0 + R1z + R2z
2, b(z) = b0 + b1z + b2z
2 + b3z
3 and σ2(z) = a0 + a1z + a2z
2 +
a3z
3 + a4z
4 where the coefficients are such that
R2 =
n
2
b3 = −n(n−1)2 a4 and R1 = nb2 + n(n−1)2 a3.
(B) (g0, . . . , gn) solves the system of linear ordinary differential equations
g˙k =gk−2
(
(k − 2)b3 + (k − 2)(k − 3)
2
a4 −R2
)
+ gk−1
(
(k − 1)b2 + (k − 1)(k − 2)
2
a3 −R1
)
+ gk
(
kb1 +
k(k − 1)
2
a2 −R0
)
+ gk+1
(
(k + 1)b0 +
k(k + 1)
2
a1
)
+ gk+2
(k + 2)(k + 1)
2
a0,
where we interpret g−2 = g−1 = gn+1 = gn+2 = 0.
Before proceeding to the proof, note that Theorem 2.1 has an obvious converse: If H
has the polynomial form of equation (4) for a certain degree n and that the functions R,
b and σ2 have the form given by condition (A) and the functions (gk)k solve the system of
ordinary differential equations given by condition (B), then the function H solves the partial
differential equation (5). The proof is straightforward.
Proof. Let
Ak(z) = kb(z)z
k−1 +
k(k − 1)
2
σ2(z)zk−2 −R(z)zk.
Equation (5) holds if and only if the equation
(6)
n∑
k=0
g˙k(x)z
k =
n∑
k=0
gk(x)Ak(z)
holds identically.
For all m ≥ 0, let
Fm =
{
f : I → R : f(z) =
m∑
k=0
fkz
k, f0, . . . , fm ∈ R
}
be the set of polynomial functions of degree at most m. Since I is non-trivial, a polynomial
f ∈ Fm uniquely specifies its coefficients f0, . . . , fm.
We first show that if equation (6) holds then the functions Ak ∈ Fn for all k. To see this, use
the assumed linear independence of the functions (gk)k to pick n+1 points 0 ≤ x0 < . . . < xn
such that the (n + 1) × (n + 1) matrix (gi(xj))i,j is invertible. By evaluating equation (6)
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at the points (xj)j and solve for the Ai(z), we see that Ai(z) is a linear combination of
monomials zk of degree at most n.
Case n = 1. Note that
R(z) = −A0(z)
b(z) = A1(z) + zR(z).
Since A0 and A1 are in F1, i.e. are affine, then R is affine and b is quadratic. Letting
b(z) = b0 + b1z + b2z
2 and R(z) = R0 + R1z the above system equation implies b2 = R1.
Finally, the identity (6) becomes
g˙0 + g˙1z = g0(R0 +R1z) + g1(b0 + (b1 − zR0)z).
Equating coefficients of z yields the necessity and sufficiency of the system of ordinary
differential equations.
Case n ≥ 2. Note that
R(z) = −A0(z)
b(z) = A1(z) + zR(z)
σ2(z) = A2(z)− 2zb(z) + z2R(z).
Since the functions Ai are polynomials, so are the functions R, b, and σ
2. On the other hand
An(z) = nb(z)z
n−1 +
n(n− 1)
2
σ2(z)zn−2 −R(z)zn
= zn−2
(
nb(z)z +
n(n− 1)
2
σ2(z)−R(z)z2
)
∈ Fn
and, since the term in brackets is a polynomial, we have
(7) nb(z)z +
n(n− 1)
2
σ2(z)−R(z)z2 ∈ F2 ⊆ F4.
Similarly, since An−1 ∈ Fn and An−2 ∈ Fn we have
(n− 1)b(z)z + (n− 1)(n− 2)
2
σ2(z)−R(z)z2 ∈ F3 ⊆ F4(8)
(n− 2)b(z)z + (n− 2)(n− 3)
2
σ2(z)−R(z)z2 ∈ F4.(9)
Since
σ2(z) =
(
nb(z)z +
n(n− 1)
2
σ2(z)−R(z)z2
)
+
(
(n− 2)b(z)z + (n− 2)(n− 3)
2
σ2(z)−R(z)z2
)
− 2
(
(n− 1)b(z)z + (n− 1)(n− 2)
2
σ2(z)−R(z)z2
)
inclusions (7), (8) and (9) together yield
(10) σ2 ∈ F4
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Similarly, since
zb(z) =
(
nb(z)z +
n(n− 1)
2
σ2(z)−R(z)z2
)
−
(
(n− 1)b(z)z + (n− 1)(n− 2)
2
σ2(z)−R(z)z2
)
− (n− 1)σ2
inclusions (7), (8) and (10) together yield
(11) b ∈ F3.
Finally, inclusions (7), (10) and (11) together yield
R ∈ F2.
Recall that An is of degree at most n. Now substituting R(z) =
∑2
k=0Rkz
k, b(z) =∑3
k=0 bkz
k, σ2(z) =
∑4
k=0 akz
k into the definition of An, and setting the coefficient of z
n+2
to zero yields
(12) nb3 +
n(n− 1)
2
a4 = R2
Similarly, equating to zero the coefficient of zn+1 in the expansion of An yields
nb2 +
n(n− 1)
2
a3 = R1.
Finally, equating to zero the coefficient of zn+1 in the expansion of An−1 yields
(13) (n− 1)b3 + (n− 1)(n− 2)
2
a4 = R2
Note that equations (12) and (13) together are equivalent to
R2 =
n
2
b3 = −n(n− 1)
2
a4.
Finally, substituting these expressions into equation (6) and comparing the coefficients of
the monomials zk yields the system of ordinary differential equations for the functions for
the functions (gk)k. 
3. Some probabilistic results
In this section we include some results related to the probabilistic assumption that a
certain stochastic differential equation has a non-explosive solution.
3.1. Bounded state space. In this subsection, we argue that there are good reasons to
make the further assumption that the state space I of the factor process Z in a polynomial
model is bounded, at least in the one-dimensional case.
Recall that we aim to model the price Pt(T ) at time t of a zero-coupon bond of maturity
T by the formula Pt(T ) = H(T − t, Zt) where Zt is the economic factor at time t. Since
the payout of the bond is its face value PT (T ) = 1, there are economic grounds to assume
that the bond prices are bounded. Indeed, to avoid a buy-and-hold arbitrage, one must have
Pt(T ) > 0; furthermore, assuming the existence of a bank account continuously paying the
spot interest rate rt and assuming that rt ≥ −C for some constant C > 0, then no arbitrage
would imply that Pt(T ) ≤ e(T−t)C .
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Continuing with this argument, suppose that the function H(x, ·) is bounded on the state
space I ⊆ Rd for each x ≥ 0. Furthermore, suppose thatH(x, ·) is a non-constant polynomial.
If the dimension d = 1, then by an elementary fact of real analysis we can conclude that I
is bounded.
We summarise the mathematical content of the above argument in the following proposi-
tion:
Proposition 3.1. Let I ⊆ R be a non-trivial interval. Suppose that for each z ∈ I, there
exists an I-valued weak solution Z of the stochastic differential equation
dZt = b(Zt)dt+ σ(Zt)dWt, Z0 = z.
Furthermore, suppose that there exists a function R such that
H(x, z) = E[e−
∫ x
0 R(Zs)ds|Z0 = z]
for all x ≥ 0. Assume that R has the property that there exists a constant C > 0 such that
R(z) ≥ −C for all z ∈ I.
If H(x, ·) is a non-constant polynomial for some x > 0 then the interval I is bounded.
Remark 3.2. Notice that the assumption that the spot rate rt = R(Zt) is bounded from
below implies that the bond prices are bounded from above. In the case of a one-dimensional
polynomial model, boundedness of H(x, ·) further implies the boundedness of the state space
I. Finally, the boundedness of I and the continuity of R together the that spot interest rate
is also bounded from above.
On the other hand, notice that the boundedness of H(x, ·) does not imply the boundedness
of I in the case of exponential polynomial models such as Cox–Ingersoll–Ross.
Remark 3.3. Note that in higher dimensions, non-constant polynomials may be bounded on
unbounded sets. For instance, consider the polynomial
h(z1, z2) = z1 − z2
on the set
I = {(z1, z2) : |z1 − z2| ≤ 1}.
We now mention a pleasant and well-known probabilistic consequence of the boundedness
assumption. We state it here in the d dimensional case.
Proposition 3.4. Let I ⊂ Rd be bounded. Suppose the function H ∈ C1,2 satisfies the
partial differential equation
∂xH =
∑
1≤i≤d
bi ∂ziH +
1
2
∑
1≤i,j≤d
aij ∂zizjH −RH on R+ × I
with boundary condition
H(0, z) = 1 for all z ∈ I;
and suppose that for each z ∈ I, there exists an I-valued weak solution Z of the stochastic
differential equation
dZt = b(Zt)dt+ σ(Zt)dWt, Z0 = z.
where a = σσ>. If R is continuous then
H(x, z) = E[e−
∫ x
0 R(Zs)ds|Z0 = z]
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for all x ≥ 0 and z ∈ I.
Proof. Fix z ∈ I, and let Z solve the stochastic differential equation with Z0 = z. Also
fix a time horizon x > 0. As mentioned in the introduction, since H satisfies the partial
differential equation, then by Itoˆ’s formula we know that the process M = (Mt)0≤t≤x defined
by
Mt = e
− ∫ t0 R(Zs)dsH(x− t, Zt)
is a local martingale. Assuming that the state space I is bounded and that Zt ∈ I for all
t ≥ 0, then process M is bounded by a constant by the continuity of R and H.
In particular, the bounded local martingale M is a true martingale by the dominated
convergence theorem, and hence
H(x, z) = M0 = E[Mx]
= E[e−
∫ x
0 R(Zs)ds]
as desired. 
3.2. An unbounded example. The message of Proposition 3.1 is that the assumptions
that the spot interest rate is bounded from below and that the bond prices are polynomials
in a scalar factor together imply that the spot interest rate is bounded from above as well.
We note that many popular interest rate models respect the assumption that the spot rate
is bounded from below – an example is the Cox–Ingersoll–Ross model. However, one should
mention that some models, such as Vasicek, place no such lower bounds. In particular, while
having a lower bound may be a reasonable and desirable feature, but we must grant that
this assumption is not universally enforced.
Therefore, we briefly explore the one-dimensional polynomial model, where we drop the
assumption that the function R is bounded below on I. We will see via the following example
that we can no longer conclude that the state space I is bounded.
Let the state space be I = (0,∞), and the degree be n = 2, the coefficient functions be
given by
a(z) = z2, b(z) = −1
2
z2, R(z) = −z,
and the bond pricing function be
H(x, z) = 1 + xz +
1
2
(ex − x− 1)z2.
Note that
∂xH = b∂zH +
1
2
a∂zzH −RH
with initial condition
H(0, z) = 1
so we are in the setting of Theorem 2.1. By Itoˆ’s formula, we know that if there exists a
solution Z of the stochastic differential equation
(14) dZt = −1
2
Z2t dt+ Zt dWt, Z0 = z
then the process
Mt = H(T − t, Zt)e−
∫ T
0 R(Zt)dt
9
is a local martingale.
However, in this case, it is straightforward to show that the unique solution of the sto-
chastic differential equation (14) is given by the formula
Zt =
zeWt−t/2
1 + z
2
∫ t
0
eWs−s/2ds
.
Furthermore, the local martingale M is a true martingale thanks to the identity
E(e
∫ x
0 Zsds) = E
[(
1 +
z
2
∫ x
0
eWs−s/2ds
)2]
= H(x, z)
which can be verified by explicit calculation. Note that there is no contradiction with
Proposition 3.1 because infz∈I R(z) = −∞ in this case.
Remark 3.5. We mention here an interesting (though a bit tangential) observation regarding
the above example. It is easy to see that if Z satisfies the stochastic differential equation
(14) then the process Y = eZ defines a local martingale. Indeed, it satisfies the stochastic
differential equation
dYt = Yt log(Yt) dWt, Y0 = e
z.
It is slightly less obvious that the process Y is a strictly local martingale. See, for instance,
the paper of Goodman [11] for further results.
3.3. A form of Feller’s test. As argued in Section 3.1, there are economic reasons to
consider polynomial models in which the factor process takes values in a bounded inter-
val. Therefore, in this subsection we consider solutions to the scalar stochastic differential
equation
dZt = b(Zt)dt+ σ(Zt)dWt,
which live in a bounded state space I = (zmin, zmax). Furthermore, in light of Theorem 2.1,
we assume that the coefficients b and σ2 are polynomials.
To avoid trivial complications, we assume
σ(zmin) = 0 = σ(zmax) and σ(z) > 0 for zmin < z < zmax.
Note that the coefficient b is Lipschitz on the closed interval [zmin, zmax], while the coefficient
σ is Lipschitz on any interval [zmin + 1/N, zmax − 1/N ] for N > 1 large enough. Therefore,
for every z ∈ (zmin, zmax) the stochastic differential equation has a unique nested family of
strong solutions (Zt,N)t∈[0,TN ] with Z0,N = z, where
TN = inf{t > 0 : Zt /∈ (zmin + 1/N, zmax − 1/N)}.
The explosion time T is then defined as
T = sup
N
TN .
We are interested in the case where the solution is non-explosive in the sense that T = ∞
almost surely.
The classical necessary and sufficient conditions on the functions b and σ is Feller’s test
of explosion. See for instance Chapter 5 of Karatzas and Shreve’s [13] book for an account.
Motivated by Theorem 2.1 we adapt Feller’s test to the case where the functions b and σ2
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are polynomials. It is likely that the following result is well-known, but we were unable to
locate a reference in the literature.
Theorem 3.6. Let b and a be polynomials. Furthermore, assume
a(zmin) = 0 = a(zmax) and a(z) > 0 for zmin < z < zmax.
Letting σ =
√
a, there exists a unique non-explosive strong solution Z of the stochastic
differential equation
dZt = b(Zt)dt+ σ(Zt)dWt
taking values in the interval (zmin, zmax) if and only if
2b(zmin)− a′(zmin) ≥ 0 ≥ 2b(zmax)− a′(zmax).
Proof. Recall that Feller’s test is
P(T =∞) = 1⇔ v(zmin) =∞ = v(zmax),
where Feller’s test function is defined by
v(x) =
∫ x
z=c
∫ x
y=z
1
a(z)
e
∫ z
y
2b(w)
a(w)
dwdy dz, for zmin < x < zmax,
where c = 1
2
(zmin + zmax). It is enough to consider the behaviour of v near x = zmin, as the
behaviour near x = zmax is analogous.
By changing variables, we now study the cases where the integral
v(zmin) =
∫ c
zmin
p(z)
a(z)p′(z)
dz
is finite or infinite, where
p(z) =
∫ z
zmin
e
∫ c
y
2b(u)
a(u)
dudy.
is the related to the scale function. Now, by assumption the functions a and b are polyno-
mials, and hence near zmin can be written as
a(t+ zmin) = αt
A+1 +O(tA+2)
b(t+ zmin) = βt
B +O(tB+1)
for constants α > 0 and β 6= 0 and for integers A,B ≥ 0. Note that with this notation
2b(zmin)− a′(zmin) = β1{B=0} − α1{A=0}.
Hence, we must show that v(zmin) =∞ on
{A > 0, B = 0, β > 0} ∪ {A > 0, B > 0} ∪ {A = 0, B = 0, 2β ≥ α}
and that v(0) <∞ on the complement
{A > 0, B = 0, β < 0} ∪ {A = 0, B > 0} ∪ {A = 0, B = 0, 2β < α}.
We have the calculation∫ c
t+zmin
2b(s)
a(s)
ds =

const +O(t) if B ≥ A+ 1
−2β
α
log t+ const +O(t) if B = A
2β
α(A−B)t
−(A−B) +O(t1−A+B) if B ≤ A− 1
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and hence
p′(t+ zmin) =

const(1 +O(t)) if B ≥ A+ 1
t−2β/α(const +O(t)) if B = A
e
2β
α(A−B) t
−(A−B)
(1 +O(t)) if B ≤ A− 1
and therefore
p(t+ zmin)
a(t+ zmin)p′(t+ zmin)
=

1
α
t−A(1 +O(t)) if B ≥ A+ 1
∞ if B = A, 2β ≥ α
1
2β
t−A(1 +O(t)) if B = A, 2β < α
∞ if B ≤ A− 1, β > 0
1
2β
t−B(1 +O(t)) if B ≤ A− 1, β < 0.
From this, we see that v(zmin) =∞ precisely on
{B ≥ A+ 1, A ≥ 1} ∪ {B = A, 2β ≥ α} ∪ {B = A ≥ 1, 2β < α}
∪ {A ≥ B + 1, β > 0} ∪ {A ≥ B + 1 ≥ 2, β < 0}
from which the conclusion follows. 
3.4. A canonical parametrisation of scalar polynomial models. We are now in a
position to summarise the above results to characterise the range of admissible parameters
for which there exists a scalar polynomial model in which the factor process takes values in
a bounded open interval I. Since we can replace the state variable Z with Zˆ = ρ(Z) and
the interest rate function R with Rˆ = R ◦ ρ−1, where ρ is an affine transformation, there
is no loss of generality in fixing the state space I to be any given interval. Therefore, to
simplify some calculations, in this section we will set I = (−1, 1) and will refer to this as the
canonical state space in the sequel.
In light of Theorem 2.1, we are interested in necessary and sufficient conditions on the
parameters b0, . . . , b3, a0, . . . , a4 where the stochastic differential equation
dZt = b(Zt)dt+ σ(Zt)dWt
has a non-explosive solution valued in the open interval (−1, 1) where
b(z) = b0 + b1z + b2z
2 + b3z
3
σ2(z) = a0 + a1z + a2z
2 + a3z
3 + a4z
4.
In order to enforce the condition σ(−1) = 0 = σ(1) we rewrite σ2 as
σ2(z) = (1− z2)(c0 + c1z + c2z2).
In order to describe the parameter space, we first let
(15) C = {(c0, c1, c2) : c0 + c1z + c2z2 > 0 for all − 1 < z < 1}.
This set can be described more explicitly:
Proposition 3.7.
C = {c0 > 0,−c0 ≤ c2 ≤ c0, |c1| ≤ c0 + c2} ∪ {c0 > 0, c2 > c0, |c1| < 2√c0c2}.
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Proof. For a fixed triplet (c0, c1, c2) let c(z) = c0 + c1z + c2z
2. Suppose that c(z) > 0 for all
−1 < z < 1. Note that c(0) = c0, so c0 > 0 necessarily.
By continuity, we have c(−1) = c0 − c1 + c2 ≥ 0 and c(1) = c0 + c1 + c2 ≥ 0. Hence
c2 ≥ −c0 and |c1| ≤ c0 + c2 necessarily. Note that
f(z) ≥ c0 − |c1||z|+ c2z2
≥ c0 − (c0 + c2)|z|+ c2z2
= (c0 − |z|c2)(1− |z|).
From this we see that if c2 ≤ c0 then c(z) > 0 whenever |z| < 1, and hence the condition
|c1| ≤ c0 + c2 is also sufficient.
So now suppose that c2 > c0. Letting
z0 =
√
c0
c2
we have 0 < z0 < 1 and
c(z0) = (c1 + 2
√
c0c2)z0.
Hence the condition c1 > −2√c0c2 is necessary. By considering c(−z0) we see that the
condition c1 < 2
√
c0c2 is also necessary. Finally, writing
c(z) = c0 − c
2
1
4c2
+ c2
(
z − c1
2c2
)2
.
we see that the condition |c1| < 2√c0c2 is sufficient as well. 
We now consider the function b. Let
(16) Bc0,c1,c2 = {(b0, b1, b2, b3) : 2b(−1)− a′(−1) ≥ 0 ≥ 2b(1)− a′(1)}.
Again, this set can be described more explicitly:
Proposition 3.8.
Bc0,c1,c2 = {|b0 + b2 + c1| ≤ −(b1 + b3 + c0 + c2)}
The proof is straightforward.
We can now parametrise the general scalar, time-homogeneous polynomial model with
factor process taking values in (−1, 1). For each n ≥ 2, we let
Pn = {(R0, R1, R2, b0, b1, b2, b3, c0, c1, c2) : (c0, c1, c2) ∈ C, (b0, b1, b2, b3) ∈ Bc0,c1,c2 ,(17)
R1 = nb2 − 12n(n− 1)c1, R2 = (n− 1)b3 = 12(n− 1)(n− 2)c2
}
To summarise, we have proven that if
(R0, R1, R2, b0, b1, b2, b3, c0, c1, c2) ∈ Pn
then for every z ∈ (−1, 1) the stochastic differential equation
dZt = (b0 + b1Zt + b2Z
2
t + b3Z
3
t )dt+
√
(1− z2)(c0 + c1Zt + c2Z2t )dWt, Z0 = z
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has a unique strong non-explosive solution taking values in (−1, 1). Furthermore, the solution
has the property that
E[e−
∫ x
0 (R0+R1Zs+R2Z
2
s )ds|Z0 = z] =
n∑
k=0
gk(x)z
k
where the functions g0, . . . , gk solve the the system of linear ordinary differential equations
g˙k =gk−2
(
(k − 2)b3 + (k − 2)(k − 3)
2
a4 −R2
)
+ gk−1
(
(k − 1)b2 + (k − 1)(k − 2)
2
a3 −R1
)
+ gk
(
kb1 +
k(k − 1)
2
a2 −R0
)
+ gk+1
(
(k + 1)b0 +
k(k + 1)
2
a1
)
+ gk+2
(k + 2)(k + 1)
2
a0,
where we interpret g−2 = g−1 = gn+1 = gn+2 = 0, subject to the boundary condition
g0(0) = 1, g1(0) = · · · = gn(0) = 0.
4. A spectral representation
We are in the setting of the scalar time-homogeneous polynomial model with the factor
process taking values in a bounded open interval I. The coefficient functions (gk)k are the
solution of the system of differential equations which can be equivalently described as follows.
Let S = (Si,j)
n
i,j=0 be the (n+ 1)× (n+ 1) matrix with entries
Sj+k,j = jbk+1 +
j(j−1)
2
ak+2 −Rk
and where Rk = bk = ak = 0 when k < 0 and Rk = bk+1 = ak+2 = 0 when k > 2. For
instance, when n ≥ 4, the matrix has the form
S =

−R0 b0 a0
−R1 b1 −R0 2b0 + a1 3a0
−R2 b2 −R1 2b1 + a2 −R0 3b0 + 3a1 6a0
b3 −R2 2b2 + a3 −R1 3b1 + 3a2 −R0 4b0 + 6a1 . . .
2b3 + a4 −R2 3b2 + 3a3 −R1 4b1 + 6a2 −R0 . . .
. . . . . . . . .

.
Now letting
G(x) = (g0(x), g1(x), . . . , gn(x))
>
The system of differential equations becomes
G˙ = SG,
and, in particular, the solution can be expressed as
G(x) = eSxG(0),
where the boundary condition for zero-coupon bond pricing is given by
G(0) = (1, 0, . . . , 0)>.
It turns out that the matrix S has a nice property:
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Proposition 4.1. The eigenvalues λ0, . . . , λn of S are real and satisfy
λi ≤ − inf
z∈I
R(z).
for all i.
To prove Proposition 4.1, we first prove a result on the existence of an invariant measure
which may have independent interest.
Proposition 4.2. Suppose (c0, c1, c2) is in the interior of the set C defined by equation (15)
and that b is in the set Bc0,c1,c2 defined by equation (16) . Then there exists a positive,
integrable function f satisfying the differential equation
bf =
1
2
(af)′
with boundary conditions
lim
z↓−1
a(z)f(z) = 0 = lim
z↑1
a(z)f(z),
where
b(z) = b0 + b1z + b2z
2 + b3z
3
a(z) = (1− z2)(c0 + c1z + c2z2).
Remark 4.3. If the function f is normalised so that
∫ 1
−1 f(z)dz = 1, then f is the unique
invariant density for the diffusion Z with drift b and volatility σ. That is, if the initial
condition Z0 is distributed with density f , then Zt has the same distribution for all t ≥ 0.
Proof. Since (c0, c1, c2) is in the interior of C, we may assume that either
−c0 ≤ c2 ≤ c0 and |c1| < c0 + c2
or
c2 > c0, |c1| < 2√c0c2}.
In either case, the function c(z) = c0 + c1z + c2z
2 is strictly positive on the closed interval
[−1, 1]. In particular, the function a(z) = (1− z2)c(z) has simple roots at z = −1 and z = 1
with
a′(−1) = 2c(−1) > 0 > a′(1) = −2c(1).
Furthermore, since (b0, b1, b2, b3) ∈ B(c0,c1,c2), we have
b(−1) > 0 > b(1).
Now any positive solution to the differential equation is of form
f(z) =
C
a(z)
e
∫ z
0
2b(s)
a(s)
ds.
for |z| < 1, where C > 0 is a constant.
Following the proof of Theorem 3.6 we focus on the left-hand end point z = −1. We must
show that such an f is integrable and tf(t− 1)→ 0 as t ↓ 0. Writing
b(t− 1) = β +O(t)
a(t− 1) = αt+O(t2)
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a routine calculation shows that
f(t− 1) = C
α
t
2β
α
−1
from which the conclusion follows. 
We can now prove Proposition 4.1.
Proof. We can and do assume that have the made the canonical choice of state space I =
(−1, 1) introduced in section 3.4. Since S varies continuously with the model parameters,
there is no loss of generality to assume that the parameters are in the interior of the Pn
defined by equation (17). By Proposition 4.2 there exists an invariant density f .
Consider the inner product on Rn+1 defined by
〈p, q〉 =
n∑
i=0
n∑
j=0
piqj
∫ 1
−1
zi+jf(z)dz
=
∫ 1
−1
pˆ(z)qˆ(z)f(z)dz
whereˆis the linear operator sending the vector
p = (p0, . . . , pn)
to the n+ 1 degree polynomial
pˆ(z) =
n∑
k=0
pkz
k.
The key observation is that
Ŝp =
1
2
apˆ′′ + bpˆ′ −Rpˆ.
Note that
〈p, Sq〉 = −
∫ 1
−1
[1
2
apˆ′qˆ′ +Rpˆqˆ]f dz
= 〈Sp, q〉
by integration by parts, where we have used the boundary condition
lim
z↓−1
a(z)f(z) = 0 = lim
z↑1
a(z)f(z).
In particular, we see that S is symmetric with respect to this inner product and hence all
eigenvalues are real. The inequality
〈p, Sp〉 ≤ −
∫ 1
−1
Rpˆ2f dz
≤ − inf
−1<z<1
R(z)〈p, p〉
implies the claimed upper bound on the spectrum. 
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Remark 4.4. Of course, the eigenvalues of the matrix S are the zeros of the characteristic
polynomial which has degree n + 1. It is well know that there exists an explicit formula,
discovered by Ferrari in 1540, for the zeros of quartic polynomials, and hence the eigenvalues
of S can be expressed in a closed formula in terms of the matrix entries when n ≤ 3. In
particular, in this case, the bond pricing function H can be written, at least in principle,
explicitly in terms of the model parameters.
When n ≥ 4, there is little hope for explicit formulae for the function H in terms of
the model parameters. However, note that the matrix is sparse, in the sense that there
are at most five non-zero matrix entries per row. In particular, the product of the matrix
exponential eSx and the vector (1, 0, . . . , 0)> can be computed efficiently, and hence the lack
of explicit formulae is not necessarily a prohibitive disadvantage.
The proof of Proposition 4.1 shows that when there exists an invariant density f , then
S>M = MS
where M = (Mij)ij is the (n+ 1)× (n+ 1) positive definite matrix with entries
Mij =
∫
I
zi+jf(z)dz.
Suppose that the n + 1 real eigenvalues of the matrix S are λ0, . . . , λn. Then the matrix S
has the spectral decomposition
S =
n∑
i=0
λi ui vi
where ui is the right-eigenvector and vi the left-eigenvector associated to the eigenvalue λi,
scaled such that
viuj =
{
1 if i = j
0 if i 6= j.
For convenience, we choose the normalisation
u>i Mui = 1,
and note that the left- and right-eigenvectors are related by
vi = u
>
i M.
Now given the ith right-eigenvector ui we can form the polynomial uˆi(z) =
∑n
k=0 ui,kz
k.
Note that uˆi is an eigenfunction of a certain differential operator(
b(z)∂z +
1
2
a(z)∂zz −R(z)
)
uˆi(z) = λiuˆi(z),
and that the ith left-eigenvector vi is related to uˆi by the formula
vi,k =
∫
I
zkuˆi(z)f(z)dz
In particular, the bond pricing function takes the form
H(x, z) =
n∑
i=0
Qi(z)e
λix
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where the function Qi is the (at most) n degree polynomial
Qi(z) = uˆi(z)
∫
I
uˆi(s)f(s)ds
That is to say, the bond price can be seen to be a linear combination of the bond prices
arising from n+ 1 models with constant interest rates r = −λi, where the coefficients Qi of
the combination depend on the factor process. Note that by setting x = 0 we have
n∑
i=0
Qi(z) = 1
so it is tempting to think of the numbers (Qi(z))i as probabilities; however, in general
Qi(z) < 0 for some i and z ∈ I, so such an interpretation is not always valid. An example
where Qi takes negative values can be found in section 5 below.
In the general case, where the parameters are such that no invariant density exists, the
matrix S is not necessarily diagonalisable. In this case, the bond pricing formula must be
modified to
(18) H(x, z) =
n∑
i=0
Qi(x, z)e
λix
where now the weight functions Qi are polynomials in both x and z and can be computed
from the Jordan decomposition. An example where the matrix S is not diagonalisable is
discussed in Section 3.2 – though strictly speaking, the setting is slightly different there since
the state space of the stochastic differential equation (14) is unbounded.
One consequence of formula (18) is that the long maturity interest rate can calculated as
lim
x→∞
−1
x
logH(x, z) = −max
i
λi.
for all z ∈ I, unless the coefficient Qi(x, z) of the maximum eigenvalue is identically zero.
5. An example
In this section we explore a concrete realisation of a polynomial model. The purpose of
this account is as a proof of concept and is not intended as an endorsement of this particular
model over others.
In the general polynomial framework, the function R : I → R, mapping the factor process
to the spot interest rate, is a quadratic function. In the following example, we assume that
R is affine. By an affine change of variables, we can and will take the spot rate itself as
the factor process. Note that this choice of parametrisation differs from the canonical choice
introduced in Section 3.4.
We consider here a model where the spot rate is the solution of the stochastic differential
equation
drt = α(β − rt)dt+
√
rt
(
γ − 2
n
rt
) (
γ − 1
n−1rt
)
dWt.
This model is inspired by the Cox–Ingersoll–Ross: the parameter β > 0 plays the role
of a long time mean level, the parameter α > 0 controls the rate of mean-reversion, and
the parameter γ > 0 is related to the spot rate volatility, in the sense that the infinitesimal
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variance of drt is approximately γ
2rtdt when rt is very small. Indeed, sending n ↑ ∞ formally
recovers the Cox–Ingersoll–Ross stochastic differential equation.
However, unlike the Cox–Ingersoll–Ross model, the interest rate stays within the bounded
interval I = (0, 1
2
γn). Applying Theorem 3.6, we see that the appropriate Feller conditions
are
2αβ ≥ γ2 and α(γn− 2β) ≥ γ2n− 2
n− 1 .
To further simplify this discussion, we set the degree parameter n = 2, so that the set of
feasible parameters becomes
0 ≤ β ≤ γ ≤
√
2αβ.
The corresponding matrix S introduced in Section 4 takes the form
S =
 0 αβ 0−1 −α 2αβ + γ2
0 −1 −2(α + γ)

from which bond pricing function can be evaluated efficiently by the formula
H(x, r) = (1, r, r2)eSx(1, 0, 0)>.
Notice if the parameters are such that
0 < β < γ ≤
√
2αβ
then the process is ergodic in the pricing measure Q, and its invariant density is given by
the stationary solution of the corresponding Fokker–Planck partial differential equation:
f(r) ∝ 1
σ(r)2
e
∫ r
0
2b(ρ)
σ(ρ)2
dρ
∝ rζ−1(γ − r)−ζ−2e−θ/(γ−r).
where
ζ =
2αβ
γ2
and θ = 2α
(
1− β
γ
)
.
To confirm that this model can produce sensible looking yield curves, the parameters
α, β, γ have been calibrated to US Treasury constant maturity rates freely available from the
Federal Reserve Economic Data (FRED) website [8]. The 251 daily yield curve observations
for maturities
xi ∈ {1/12, 3/12, 6/12, 1, 2, 3, 5, 7, 10, 20, 30 years }
and dates
tj ∈ { 19 August 2015, . . . , 18 August 2016 }
were fit to this model. The parameter values
α = 0.248, β = 3.1%, γ = 12.9%
seem to be a (local) minimum of the penalty function∑
i,j
(Yobs(xi, tj)− Yα,β,γ(xi, rj))2
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subject to Feller feasibility condition, where the model yield is Y (x, r) = − 1
x
logH(x, r) and
the spot rate rj on day tj is linearly interpolated from the two shortest dated yields via the
formula
rj =
3
2
Yobs(1/12, tj)− 1
2
Yobs(3/12, tj).
Figure 1 shows the fitted yield curve compared to the observed yield curve on the first and
last days of the sample period. It is no surprise that the fit is better for left-hand end, as
there are more observations at short maturities. Although the fit is not extremely impressive,
it is probably sufficiently good for the modest goal of illustrating the potential utility of the
class of polynomial models.
Recall that the bond pricing function has two representations
H(x, r) = g0(x) + g1(x)r + g2(x)r
2
= Q0(r)e
λ0x +Q1(r)e
λ1x +Q2(r)e
λ2x
where the exponential polynomial functions (gk)k solve the system
g˙0 = αβg1
g˙1 = −g0 − αg1 + (2αβ + γ2)g2
g˙2 = −g1 − 2(α + γ)g2
with initial condition
g0(0) = 1, g1(0) = g2(0) = 0.
and the quadratic functions (Qi)i satisfy the eigenequation
1
2
r(γ − r)2Q′′i (r) + α(β − r)Q′i(r)− rQi(r) = λiQi(r)
with the normalisation such that∫ γ
0
Qi(r)f(r)dr =
∫ γ
0
Qi(r)
2f(r)dr,
where (λi)i are the eigenvalues of the matrix S. Note that Q1(r) < 0 for some values of r.
The graphs of the coefficient functions (gk)k and (Qi)i are shown in Figures 2 and 3.
See the recent thesis [3] of Cheng for other calibrated examples.
6. Extensions
In this section, we will extend theorem 2.1 in two different ways: namely allowing time
dependency and allowing a multi-dimensional factor process. We focus on the algebraic
result relating the analytic assumption that the bond pricing function satisfies a certain
partial differential equation to the assumption that the bond prices are polynomial in the
factor process. We omit a discussion of the probabilistic assumption of whether a certain
stochastic differential equation has a non-explosive solution.
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Figure 1.
6.1. Hull–White-type extension. As usual, by incorporating time-dependent parameters,
we can hope to have a better model calibration. We introduce time dependency both in the
dynamics of the factor process (Zt)t≥0 and the coefficient functions (gk)k. As one may expect,
we will establish a similar algebraic result in this case.
To be clear, we now consider a factor process (Zt)t≥0 to be a non-explosive solution valued
in a non-trivial interval I ⊆ R to the time-inhomogeneous stochastic differential equation
dZt = b(t, Zt)dt+ σ(t, Zt)dWt.
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Figure 2.
Figure 3.
The spot rate is modelled as rt = R(t, Zt) and the bond prices are defined by
Pt(T ) =
n∑
k=0
gk(t, T )Z
k
t
22
where gk : ∆→ R are smooth deterministic functions satisfying the boundary conditions:
g0(T, T ) = 1
gk(T, T ) = 0 for all 1 ≤ k ≤ n
where ∆ = {(t, T ) : 0 ≤ t ≤ T}.
By adding the t component, the analytic assumption is this case is that the functions gk
satisfy the partial differential equation
(19)
n∑
k=0
∂tgk(t, T )z
k =
n∑
k=0
gk(t, T )Ak(t, z) for all 0 ≤ t ≤ T, z ∈ I
where
Ak(t, z) = R(t, z)z
k − kb(t, z)zk−1 − k(k − 1)
2
σ2(t, z)zk−2
The algebraic result in this case becomes the following:
Theorem 6.1. Suppose that for each t ≥ 0, the functions (gk(t, ·))k are linearly independent
and satisfy equation (19).
Case n = 1.
(A) R(t, z) = R0(t) +R1(t)z and b(t, z) = b0(t) + b1(t)z + b2(t)z
2 where R1(t) = b2(t).
(B) (g0, g1) solves the system of linear ordinary differential equations
−∂tg0 = −R0g0 + b0g1
−∂tg1 = −R1g0 + (b1 −R0)g1.
Case n ≥ 2.
(A) R(t, z) = R0(t) + R1(t)z + R2(t)z
2, b(t, z) = b0(t) + b1(t)z + b2(t)z
2 + b3(t)z
3 and
σ2(z) = a0(t) + a1(t)z + a2(t)z
2 + a3(t)z
3 + a4(t)z
4 where the coefficients are such that
R2(t) =
n
2
b3(t) = −n(n−1)2 a4(t) and R1(t) = nb2(t) + n(n−1)2 a3(t).
(B) (g0, . . . , gn) solves the system of linear ordinary differential equations
−∂tgk =gk−2
(
(k − 2)b3 + (k − 2)(k − 3)
2
a4 −R2
)
+ gk−1
(
(k − 1)b2 + (k − 1)(k − 2)
2
a3 −R1
)
+ gk
(
kb1 +
k(k − 1)
2
a2 −R0
)
+ gk+1
(
(k + 1)b0 +
k(k + 1)
2
a1
)
+ gk+2
(k + 2)(k + 1)
2
a0,
where we interpret g−2 = g−1 = gn+1 = gn+2 = 0.
The proof is essentially the same as that of Theorem 2.1 so is omitted.
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6.2. Brody–Hughston rational model. In the paper [1] of Brody & Hughston, the fol-
lowing rational model is discussed. Let M be a positive martingale under the objective
measure P, and suppose M0 = 1. Set
Vt = α(t) + β(t)Mt
where α and β are positive, continuously differentiable, deterministic functions. The idea is
that V is a model for the state price density. Therefore, bond prices are given by the formula
Pt(T ) =
1
Vt
EP(VT |Ft)
=
α(T ) + β(T )Mt
α(t) + β(t)Mt
.
Note that the bond prices are a rational function of the random variable Mt, giving the
model its name. Furthermore, by setting α(t) +β(t) = P0(t) for t ≥ 0, this model can match
the initial term structure of interest rates.
On the other hand, notice that we can write the bond prices as
Pt(T ) = g0(t, T ) + g1(t, T )Zt
where the coefficients are defined by
g0(t, T ) =
β(T )
β(t)
and g1(t, T ) =
α(T )β(t)− β(T )α(t))
β(t)
and where we let
Zt =
1
Vt
be the factor process. In particular, this is an affine factor model and hence should be
described by Theorem 6.1. We now carry out the verification under the assumption that
dMt = ν(t,Mt)MtdBt
where B is a P-Brownian motion and ν is bounded.
In this framework, we can define the spot rate as
rt = −∂TPt(T )|T=t
= − α˙(t) + β˙(t)Mt
α(t) + β(t)Mt
= R0(t) +R1(t)Zt
where
R0(t) = − β˙(t)
β(t)
and R1(t) =
β˙(t)α(t)− α˙(t)β(t)
β(t)
.
Note that
dVt =
(
α˙(t) + β˙(t)Mt
)
dt+ β(t)dMt
= −Vt(rtdt+ λtdBt)
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where λt is the market price of risk defined by
λt = −β(t)ν(t,Mt)Mt
α(t) + β(t)Mt
= ν(t,Mt)(α(t)Zt − 1)
Since the process (λt)0≤t≤T is bounded, we can define the equivalent risk-neutral pricing
measure Q by
dQ
dP
= e
∫ T
t rsdsVt
= e−
1
2
∫ T
0 λtdt+
∫ T
0 λtdBt
to recover the usual pricing formula
Pt(T ) = EQ[e−
∫ T
t rsds|Ft].
Finally, we consider the dynamics of the factor process Z = V −1. By Itoˆ’s formula we
have
dZt = Zt[(rt + λ
2
t )dt+ λtdBt]
= (b1(t)Zt + b2(t)Z
2
t )dt+ σ(t, Zt)dWt
where
b1(t) = − β˙(t)
β(t)
b2(t) =
β˙(t)α(t)− α˙(t)β(t)
β(t)
σ(t, z) = ν
(
t,
1− zα(t)
zβ(t)
)
(α(t)z − 1)z
and where the process (Wt)0≤t≤T defined by
Wt = Bt +
∫ t
0
λsds
is a Q Brownian motion by Girsanov’s theorem. In particular, notice that the drift is qua-
dratic in Z and b2(t) = R1(t) as predicted by Theorem 6.1, while the volatility is determined
by the function ν.
6.3. Multi-dimensional factor process. In this subsection, we will extend the polynomial
model framework by allowing both the factor process (Zt)t≥0 and the background Brownian
motion (Wt)t≥0 to be multi-dimensional. To be more specific, let (Wt)t≥0 be a D-dimensional
Brownian motion. Let (Zt)t≥0 be the factor process taking values in I ⊆ Rd, assuming to be
the (non-explosive) solution of the stochastic differential equation
dZt = b(Zt)dt+ σ(Zt)dWt
for some deterministic functions b : I → Rd and σ : I → Rd×D. We define the diffusion
function a = σσ>, and note that the only role played by the parameter D is as the upper
bound on the rank of the matrix a(z).
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For k = (k1, . . . , kd) ∈ Zd+ and z = (z1, . . . , zd) ∈ Rd, we define the monomial zk as follows:
zk = zk11 · · · zkdd
For each m ≥ 0, we define the following set of indices
Km = {k ∈ Zd+ : k1 + . . .+ kd ≤ m}.
With this notation, we consider models where the bond price is of the form
Pt(T ) =
∑
k∈Kn
gk(T − t)Zkt
where the functions gk satisfy the boundary conditions
gk(0) = 1 if k = (0, . . . , 0)
gk(0) = 0 otherwise
The spot rate is modelled as rt = R(Zt) for some deterministic function R : I → R.
The partial differential equation (1) gives rise to the condition
(20)
∑
k∈Kn
g˙k(x)z
k =
∑
k∈Kn
gk(x)Ak(z)
holds for any x ≥ 0 and z ∈ I, where the functions Ak are defined as
Ak(z) =
∑
1≤i≤d
bi(z)∂ziz
k +
1
2
∑
1≤i,j≤d
aij(z)∂zizjz
k −R(z)zk.
Finally we define the notation
Fm =
{
f : I → R, f(z) =
∑
k∈Km
fkz
k, fk ∈ R
}
to be the family of polynomials in d variables of total degree less or equal to m. We will as-
sume that the state space I ⊆ Rd is non-trivial in the sense that f ∈ Fm uniquely determines
the coefficients (fk)k, or more precisely so that∑
k∈Km
fkz
k = 0 for all z ∈ I implies fk = 0 for all k ∈ Km.
For the sake of brevity, we only consider the case n ≥ 2.
Theorem 6.2. Suppose n ≥ 2 and that the functions gk are linearly independent and satisfy
equation (20). Then we must have R ∈ F2, bi ∈ F3 for all 1 ≤ i ≤ d and aij ∈ F4 for all
1 ≤ i, j ≤ d. Furthermore, the coefficients are constrained in such a way that Ak ∈ Fn for
all k such that k such that n− 1 ≤ k1 + . . .+ kd ≤ n.
The proof follows the same pattern as the proof of Theorem 2.1 with heavier notation to
account for the extra dimensions. We include it here for completeness.
Proof. First we show that the functions Ak ∈ Fn are polynomials for all k ∈ Kn. Let
N =
(
n+d
n
)
be the cardinality of set Kn. Since the functions gk are linearly independent, we
can find N distinct points x1, . . . , xN independent of z such that the matrix with i-th column
formed by vector (gk(xi), k ∈ Kn) is non-singular. Now fix any z, we can rewrite condition
(20) as a set of N simultaneous linear equations with N unknowns Ak(z). Therefore the
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solution exists and is unique and can be written as linear combinations of the monomials zk,
hence all of the Ak(z) are polynomials in d variables of total degree less or equal to n.
In what follows, we will find it convenient to introduce the notation
(a)i = (0, . . . , 0, a, 0, . . . , 0) where a is the i-th component.
(a, b)i,j = (0, . . . , a, . . . , b, . . . , 0) where a is the i-th component and b is the j-th component.
for certain Zd+-valued indices, where a, b ∈ Z+.
Since we must have Ak(z) ∈ Fn for all k ∈ Kn, we can conclude for any 1 ≤ i, j ≤ d
A0(z) = −R(z) ∈ Fn
A(1)i(z) = bi(z)− ziR(z) ∈ Fn
A(1,1)i,j(z) = bi(z)zj + bj(z)zi + aij(z)− zizjR(z) ∈ Fn
Therefore we may conclude immediately that the functions R(z), bi, aij are polynomials. On
the other hand
A(n)i(z) = nz
n−1
i bi(z) +
n(n− 1)
2
zn−2i aii(z)− zni R(z) ∈ Fn
by cancelling the zn−2i factor, we may deduce that:
(21) nzibi(z) +
n(n− 1)
2
aii(z)− z2iR(z) ∈ F2
Similarly by considering A(n−1)i , A(n−2)i , A(n−1,1)i,j , we get
(22) (n− 1)zibi(z) + (n− 2)(n− 1)
2
aii(z)− z2iR(z) ∈ F3
(23) (n− 2)zibi(z) + (n− 2)(n− 3)
2
aii(z)− z2iR(z) ∈ F4
(24) (n− 1)zizjbi(z) + z2i bj(z) +
(n− 2)(n− 1)
2
zjaii(z) + (n− 1)ziaij(z)− z2i zjR(z) ∈ F3
Subtracting (21) from (22) and subtracting (22) from (23) gives
zibi(z) + (n− 1)aii(z) ∈ F3
zibi(z) + (n− 2)aii(z) ∈ F4
Hence we get the required degree constraint on functions R, b, a. For the remaining part of
this theorem, observe that given the degree constraint, the functions Ak will automatically
be in Fn as long as k1 + . . .+ kd ≤ n− 2. 
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