Abstract. This paper presents a new bronchoscope motion tracking method that utilizes manifold modeling and sequential Monte Carlo (SMC) sampler to boost navigated bronchoscopy. Our strategy to estimate the bronchoscope motions comprises two main stages:(1) bronchoscopic scene identification and (2) SMC sampling. We extend a spatial local and global regressive mapping (LGRM) method to Spatial-LGRM to learn bronchoscopic video sequences and construct their manifolds. By these manifolds, we can classify bronchoscopic scenes to bronchial branches where a bronchoscope is located. Next, we employ a SMC sampler based on a selective image similarity measure to integrate estimates of stage (1) to refine positions and orientations of a bronchoscope. Our proposed method was validated on patient datasets. Experimental results demonstrate the effectiveness and robustness of our method for bronchoscopic navigation without an additional position sensor.
Introduction
During bronchoscopic interventions, physicians must know the position and orientations of a bronchoscope inside the airway trees, since they usually perform transbronchial lung biopsy (TBLB) to obtain samples of suspicious tumors for the assessment of bronchus and lung cancer. To localize and track the bronchoscope, current state of the art in navigated bronchoscopy includes two main approaches (or a combination of both): (1) image-based algorithms and (2) electromagnetic tracking (EMT). Although these methods proved good performance [1, 2, 3] , it remains challenging to correctly localize the bronchoscope to places where it is exactly observing. Image-based schemes cannot tackle situations where problematic bronchoscopic video images (e.g., bubbles and motion blurring) happen. EMT-based methods often locate bronchoscopes incorrectly under any airway deformation, and accuracy of an EMT sensor measurements is heavily worsened by magnetic filed distortion. Furthermore, no matter what approaches are used for bronchoscope motion tracking, they hardly adapt themselves to situation changes (e.g., patient coughing or dynamic errors in EMT outputs) over time during bronchoscopic interventions.
Beyond methods mentioned above, our primary idea of bronchoscope motion estimation is that bronchoscopic video sequences basically consist of three categories: (1) uninformative class, (2) inter-bronchus class, and (3) intra-bronchus class. The first class only includes problematic bronchoscopic frames (also refer to ambiguities) due to specular-or inter-reflection, bubbles, motion blurring, or collision with the bronchial walls. The informative category comprises interand intra-bronchus classes, which correspond to bronchoscopic frames with or without folds, and bronchoscopic images with bifurcations, respectively. A bronchoscopic image or scene can always be classified to one of three categories.
Based on these ideas, this work first learns bronchoscopic video manifolds to segment a bronchoscopic video into different clusters where each cluster represents one bronchial branch. We here construct bronchoscopic manifolds based on extending a local and global regressive mapping (LGRM) method [4] to Spatial-LGRM. By embedding an input image into these clusters, we can find an optimal bronchial branch that corresponds to its scene where a bronchoscope is observing. Hence, we can roughly obtain the pose of the camera. We then perform SMC sampling based on a selective image similarity measure to integrate the estimates of Spatial-LGRM-based learning to refine the localization of the bronchoscope.
It is worthwhile to highlight several aspects of our approach as follows. First, we propose a new framework of manifold modeling and SMC sampling to determine localizations of a bronchoscope for navigated bronchoscopy beyond imagebased methods and EMT systems. Note that our manifold learning-based method for bronchoscopic scene identification provides an almost real-time means to roughly estimate the position and orientation of a bronchoscope. Next, we construct a new manifold modeling called Spatial-LGRM, which combines pose information to characterize the bronchoscope movements. Last, we introduce SMC sampling to incorporate manifold-based estimates and to tackle situations where ambiguities occur in bronchoscopic videos. Additionally, although we focused on bronchoscope motion tracking, we believe that our framework should also be appropriate to navigate other diagnostic endoscopes, e.g., colonoscope.
Bronchoscope Motion Tracking: ManiSMC

Bronchoscopic Scene Identification
(a) Preprocessing. We segment each 3D CT dataset to obtain bronchial tree structure information B:
where k is the number of bronchial branches, and b u describes the centerline of one bronchial branch with its start position s u and end position e u ; branch direction d u can be computed by d u = e u − s u . B is used to generate training data.
For each input RB image I t at frame t, we first check whether it is an uninformative frame. In the HSB (HSB: Hue, Saturation, Brightness) color space, we compute hue and brightness deviations between current RB image and a virtual image generated by a virtual camera with an estimated pose inside the airway trees. If hue and brightness deviations are bigger than two predefined thresholds, I t is considered as an uninformative frame. If I t is an informative image, we then perform morphology-based bifurcation detection to determine whether I t is a bifurcation (intra-bronchus) image. We extract hole regions in I t : if hole regions is more than two and the distances among these regions are constrained in a domain (here need to set minimum and maximum values for this domain), I t is an image with observed bifurcations.
(b) Training Data Generation. By bronchial centerline information B, we generate training data by changing positions and orientations of a virtual camera placed in a pre-built 3D anatomical airway model. Let p denotes the camera position. Three vectors e x , e y , and e z (e x = e z × e y ) describe orientations of the virtual camera. We update positional parameters of the virtual camera by:
where p v u is the v-th chosen point on the centerline of branch b u , r is the radius of b u , and α u ∈ (0, 1) is constant coefficient. Simultaneously, we change orientational information by updating three vectors using quaternion q:
where e (c) Learning Bronchoscopic Video Manifolds. After generating training data, we calculate low dimensional embedding spaces or eigenspaces and mapping functions or eigenmaps using LGRM that was proved to provide better performance more than other manifold learning methods in [4] .
Suppose n training images
Note that X, Y, and M represent matrices of X , Y, and M. In LGRM, since each image x i is first transformed to a Hilbert space H and assumes that there exists a linear projection between H and R d , for any x i , its low dimensional embedding y i satisfies:
where ψ(M) T maps M from H to R d and N is a residual term. Specially, finding Y and M can be formulated the following optimization problem in terms of LGRM [4] :
where Tr is the trace operator, I is an identity matrix, (L l + μL g ) is the Laplacian matrix that is the key component in manifold learning, and μ is a constant. L l that preserves the local manifold structure is calculated by Laplacian Eigenmaps [5] . L g denotes a kernelized global regression regularization, which is the main different part from other manifold learning algorithms; it can computed by L g = ξH (HKH + ξI) −1 H, where ξ is a regularization parameter, H is the global centering matrix, and K is the kernel matrix with its component
2 ) between two training images x i and x j . Performing eigen decomposition on (L l + μL g ), we can obtain eigenspace Y. Seeking partial derivatives of Eq. 5, ψ(M) and N can be determined by [4] :
when constant m reckons on L l and 1 m ∈ R m is a vector of one. After obtaining eigenspace Y and eigenmap M, for any input RB image I t , its embedding y t can be easily obtained by Eqs. 4 and 6:
However, LGMR only use intensity information of training images. This means L l and L g (or K) only preserve intensity information of training images. From our experiences, intensity of inter-bronchus (fold) images are quite similar, although they may generate from totally different observation positions and orientations. This results in similar embedding representations of inter-bronchus images in Y; it may collapse clusters to wrongly identify bronchoscopic scenes and incorrectly estimate bronchoscope localizations.
To overcome such a drawback of LGRM, we extend it to Spatial-LGRM that integrates spatial information included camera position p and orientation matrix r(e x , e y , e z ), i.e., we add p and r(e x , e y , e z ) to y i w.r.t x i : 
SMC-Based Bronchoscope Motion Estimation
This section fuses pose parameters (p s * ,r s * ) estimated from the step of bronchoscopic scene identification to determine current RB pose using a SMC sampler. Since this stage is quite similar to our previous work [6] , we here briefly review the processing of SMC-based bronchoscope motion estimation.
Let Q t (p t , r t ) with translation p t and rotation matrix r t denotes transformation matrix from bronchoscope coordinates to CT coordinates at frame t.
We generate set of random samples S corresponds to the maximal similarity between the current bronchoscopic image and the virtual frame generated by placing a virtual camera with the estimated pose including translation vector and rotation matrix inside the 3D airway tree anatomical model that was constructed by volume rendering techniques.
Experiments
For validation of our proposed method, we applied it to five cases of patient datasets that include bronchoscopic video frames and their corresponding 3-D chest CT images. The acquisition parameters of CT images are 512 × 512 pixels, 72-361 slices, and 1.0-2.0 mm slice thickness.
In Section 2.1(a), after pre-processing CT data, we obtain bronchial branch structure information B and a 3D anatomical airway model. We generate training images with 30 × 30 pixels in gray-scale space by adjusting the following parameters in terms of Eqs. 1-3 in Section 2.1(b): for inter-bronchus images, α u is set to 0.15, 0.20, and 0.25; for intra-bronchus images, α u is set to 0.80, 0.85, and 0.90; φ = 30
• , θ = 15
• . For each branch b u ∈ B, we generates 7488 inter-bronchus and 7488 intra-bronchus frames. During learning bronchoscopic video in Section 2.1, we constructed tendimensional embedding manifolds (d = 10 and D = 30 × 30). Hence, the dimensions of matrices X, Y, and M are 7488 × 900, 7488 × 10, and 900 × 10. We set μ = 10 −4 , ξ = 10 −5 , and σ = 100 in Spatial-LGRM according to [4] . Currently, for each patient case, we use six bronchial branches to create bronchoscopic video manifolds. They are (1) TR: trachea, (2) LM: left main bronchus, (3) RM: right main bronchus, (4) LU: left upper lobe bronchus, (5) RU: right upper lobe bronchus, and (6) RT: right trunchus intermedius. Hence, we totally obtain 12 clusters (inter-and intra-bronchus classes) for one patient and each cluster includes one eigenspace and one eigenmap.
After uninformative and bifurcation detections of input RB image I t in Section 2.1(a), we convert I t to a gray-scale image (362 × 370 or 256 × 263 pixels) and interpolate it to 30×30 pixels. During scene clustering in Section 2.1(d), the parameters of nearest neighbors are set to: J p = 200 and J o = 100. Additionally, to evaluate the successful rate of uninformative, we generate ground truth by manually inspecting real bronchoscopic images from three observers, one bronchoscopist and two scientists. Moreover, the tracking results of our proposed method are also manually and visually examined by the same three experts. Table 1 summarizes the processed results of our methods. Detection rates of uninformative and intra-bronchus images are about 76.3% and 89.7%. The successful or correct scene recognizition by only using bronchoscopic scene identification (BSI) described in Section 2.1 is about 3839 frames (59.6 %), which was improved to 4522 frames (70.2 %) using ManiSMC (Section 2). Fig. 1 visually compares the processed results of methods of BSI and ManiSMC. Generally, our experimental results demonstrate the effectiveness of ManiSMC that shows a good performance to understand bronchoscopic videos.
Results and Discussion
However, our method still fails to correctly estimate the bronchoscope localizations. Several reasons must be clarified as follows. First, sometimes uninformative images are wrongly detected, which results in incorrect embedding in manifolds; e.g., an image with bubbles can never find a correct correspondence in eigenspaces. In the future, we will improve uninformative frame detection by the work of Atasoy et al. [7] or the methods presented in [8, 9] . Next, intrabronchus images are wrongly classified. If an inter-bronchus image is detected to be an intra-bronchus one, it will never obtain a correct embedding in manifold clustering. Fig. 2 (a) (top) shows a successful detection of uninformative and bifurcation images. In some cases, it is difficult to detect whether an image is bifurcation, e.g., in Fig. 2 (a) (bottom) , the RB frame is collided with a bronchial wall. Since detections of uninformative and bifurcation images are important to BSI and ManiSMC, we must improve current detection methods to further enhance performances of BSI and ManiSMC. Third, similar images such as collision of bronchial walls and convolution of bronchial bifurcations in training data usually confuses clusters to determine accurate embeddings, although correct embeddings are included in the nearest neighbors of input RB images. Forth, we generated training data by updating the virtual camera observation poses in terms of bronchial centerline, i.e., most training images converges the bronchial centerline; however, a bronchoscope is usually not moving along the centerline, which causes actual bronchoscope poses that are difficult to correspond to manifolds. We need to improve the diversity of training data by adding more different virtual camera poses. Moreover, loss of centerline information due to airway segmentation algorithms also contributes to failures of scene identification. Finally, training data were generated from static CT slices that were acquired without airway deformation but bronchoscopic videos include patient breathing or coughing, this also causes unsuccessful bronchoscope tracking. Additionally, computational times of our methods are shown in Fig. 2 (b) . Interestingly, BSI can almost process one frame in real time, about 25 frames per second (fps). ManiSMC needs 0.75 seconds per frame since it requires to compute each sample weight during SMC-based motion estimation that is time-consuming.
Conclusion
This work proposed a new method that introduces LGRM-based manifold learning and SMC sampling for bronchoscope motion estimation. We constructed a Spatial-LGRM modeling with camera pose information to learn bronchoscopic video manifolds and use them to identify bronchoscopic video scenes where a bronchoscope is located and observing. Such a method can almost process video frames in real time (about 25 frames per second). By integrating a SMC sampler, our method can tackle situations where ambiguities occur in bronchoscopic videos. We may conclude that our proposed method provides a perspective means to boost bronchoscopic navigation without an additional position sensor.
