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Abstract—Filter-Bank Multi-Carrier with Offset Quadrature
Amplitude Modulation (FBMC/OQAM) is considered by recent
research projects as one of the key enablers for the future 5G
air interface. It exhibits better spectral shape and improves
mobility support compared to Orthogonal Frequency-Division
Multiplexing (OFDM) thanks to the use of a time and frequency
localized prototype filter. The choice of this filter is crucial
for FBMC/OQAM, due to its substantial impact on achieved
performance and complexity levels. In the context of 5G, short
frame sizes are foreseen in several communication scenarios to
reduce system latency, and therefore short filters are preferred.
In this context, a novel short filter allowing for near perfect
reconstruction and having the same size as one OFDM symbol
is proposed. Using Frequency-Spread (FS) implementation for
the FBMC/OQAM receiver, analytical analysis and simulation
results show that the proposed filter exhibits better robustness to
several types of channel impairments when compared to State-
of-The-Art (SoTA) prototype filters and OFDM modulation. In
addition, FS-based hardware architecture of the filtering stage is
proposed, showing lower complexity than the classical PolyPhase
Network (PPN)-based implementation.
Index Terms—FBMC/OQAM, OFDM, 5G, filter design
I. INTRODUCTION
Next generation mobile communication systems are fore-
seen to provide ubiquitous connectivity and seamless service
delivery in all circumstances. The expected important number
of devices and the coexistence of human-centric and machine-
type applications will lead to a large diversity of communi-
cation scenarios and characteristics [1]. In this context, many
advanced communication techniques are under investigation.
Taken individually, each one of these techniques is suitable
for a subset of the foreseen communication scenarios.
Filter-Bank Multi-Carrier with Offset Quadrature Amplitude
Modulation (FBMC/OQAM), or in short FBMC, is being
studied and considered nowadays by recent research projects
as a key enabler for the future flexible 5G air interface [2].
It exhibits better spectrum shape compared to the traditional
Orthogonal Frequency-Division Multiplexing (OFDM) and
enables better spectrum usage and improved mobility support.
This is possible thanks to the use of a Prototype Filter (PF)
which allows to improve the time and/or frequency localization
properties of the transceiver. The orthogonality is preserved in
the real domain (as opposite to complex domain) with the
OQAM scheme. Furthermore, FBMC implementation relies
on Fast Fourier Transform (FFT), similarly to OFDM, with an
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additional low-complexity PolyPhase Network (PPN) filtering
stage.
However, the choice of the PF is crucial for the design
of an efficient FBMC modulation. In fact, the time/frequency
localization of this filter can impact significantly the different
performance levels [3] and the frame structure of the commu-
nication system. Furthermore, the length of the PF impacts
considerably the transceiver complexity. Thus, the careful
design of new PFs is of high interest to improve robustness
of FBMC against channel impairments and to support the
constraints imposed by various 5G scenarios.
In this context, a novel short PF is proposed. It is obtained
by inverting the time and frequency lattice of the Filter-Bank
(FB) impulse response of a long PF. Due to its near perfect
reconstruction property and its length of one OFDM symbol,
it is denoted by Near Perfect Reconstruction 1 (NPR1) in this
paper.
In-depth technical analysis and comparison with existing
short PFs in terms of power spectral density, robustness to
timing and frequency offsets, and robustness to multipath
channel impairments for different wireless channel models are
performed. Both PPN and Frequency Spread (FS) implemen-
tations of the FBMC receiver, respectively referred to as PPN-
FBMC and FS-FBMC in this paper, are considered. It is shown
that:
1) the NPR1 PF achieves improved robustness against all
the considered channel impairments when the FS-FBMC
receiver is considered,
2) the FS-FBMC receiver offers improved robustness against
timing offset and multipath impairments when compared
to the PPN-FBMC receiver,
3) by exploiting the different properties of the PFs, a sub-
stantial reduction in hardware complexity can be achieved
for the FS-FBMC receiver.
Particularly, it is shown in this paper that the hardware
complexity of the FS-FBMC receiver is lower than the PPN-
FBMC receiver when the NPR1 PF is considered.
The rest of the paper is organized as follows. Section II
provides a technical description of the FBMC modulation with
different types of implementation. Section III is dedicated to
the presentation of the proposed novel short PF along with
State-of-The-Art (SoTA) existing ones. Section IV evaluates
and compares the performance of all considered PFs with
several channel impairments. Section V presents the proposed
hardware architecture of the FS filtering stage and illustrates
the complexity reduction with respect to the PPN-FBMC
architecture. Finally, Section VI concludes the paper.
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2II. FBMC/OQAM SYSTEM DESCRIPTION
FBMC is a multicarrier transmission scheme that introduces
a filter-bank to enable efficient pulse shaping for the signal
conveyed on each individual subcarrier. This additional ele-
ment represents an array of band-pass filters that separate the
input signal into multiple components or subcarriers, each one
carrying a single frequency sub-band of the original signal. As
a promising variant of filtered modulation schemes, FBMC,
originally proposed in [4] and also called OFDM/OQAM [5]
or staggered modulated multitone (SMT) [6], can potentially
achieve a higher spectral efficiency than OFDM since it does
not require the insertion of a Cyclic-Prefix (CP). Additional
advantages include the robustness against highly variant fading
channel conditions and imperfect synchronization by selecting
the appropriate PF type and coefficients [3]. Such a transceiver
structure usually requires a higher implementation complexity
related not only to the filtering steps but also to the ap-
plied modifications to the modulator/demodulator architecture.
However, the usage of digital polyphase filter bank structures
[7][5], together with the rapid growth of digital processing
capabilities in recent years have made FBMC a practically
feasible approach.
In the literature, two types of implementation for the FBMC
modulation exist, each having different hardware complexity
and performance. The first one is the PPN implementation
[8], illustrated in Figure 1, which is based on an IFFT and
a PPN for the filtering stage, and enables a low complexity
implementation of the FBMC transceiver.
The second type of implementation is the FS implementa-
tion (Figure 1), proposed in [9][10] for the Martin–Mirabassi–
Bellange PF with an overlapping factor equal to 4 (MMB4),
considered for FBMC during PHYDYAS project [11]. The
original idea was to shift the filtering stage into the frequency
domain, in order to enable the use of a low-complexity per-
sub-carrier equalizer as in OFDM. The hardware complexity
is supposed to be higher than the complexity of the PPN
implementation, at least for long PFs. In fact, it requires one
FFT of size L = KM per FBMC symbol, where K is the
overlapping factor of the PF, and M is the total number of
available sub-carriers. However, in the short PF case (K = 1),
the size of the FFT is same as for the PPN implementation.
The rest of the section provides a mathematical background
of the PPN-FBMC transceiver and the FS-FBMC receiver.
A. PolyPhase Network-based implementation
If M is the total number of available sub-carriers and an(m)
the Pulse-Amplitude Modulation (PAM) symbol at subcarrier
index m and time slot n, then the baseband signal s(k) can
be mathematically decomposed as follows:
s(k) =
+∞∑
n=−∞
g
(
k − nM
2
)
xn(k), (1)
xn(k) =
M−1∑
m=0
(−1)nman(m)φn(m)ei2pi kmM , (2)
with i2 = −1. To keep the orthogonality in the real field,
φn(m) must be a quadrature phase rotation term. In the
literature, it is generally defined as φn(m) = in+m, as in
[3]. The impulse response of the PF is g, with g(l) = 0 when
l 6∈ [0, L−1], where L is the length of the PF. In practice, the
PPN-FBMC transmitter is implemented using an IFFT of size
M followed by a PolyPhase Network. When a short PF is used
(K = 1), this latter can be seen as a windowing operation: the
outputs of the IFFT are simply multiplied by the PF impulse
response g. Consequently, the complexity overhead introduced
by the PPN is limited. Note that, due to the OQAM scheme,
the obtained FBMC symbol overlaps with both the previous
and next symbols on half of the symbol length. Therefore, for
practical implementation, 2 FBMC symbols may be generated
in parallel. It is however possible to avoid the use of two
IFFT blocks at the transmitter side through the use of the
pruned FFT algorithm. This leads to a reduced-complexity
implementation presented in [12] and [13].
Receiver side implementation applies dual operations with
respect to the ones performed by the constituent blocks of
the transmitter. The IFFT must be replaced by an FFT, and
the operations order must be reversed: PPN (windowing if
K = 1), FFT then OQAM demapper, as shown in Figure 1.
If r is the received signal and aˆn(m) are the recovered PAM
symbols, then we have:
un(m) =
K−1∑
l=0
g(k + lM) r
(
k +
M
2
(2l + n)
)
. (3)
Un(m) = Cn(m)
M−1∑
k=0
un(m)e
i2pi kmM . (4)
aˆn(m) = <
(
φ∗n(m)Un(m)
)
. (5)
where ∗ represents the complex conjugate operation, and
Cn(m) is the Zero Forcing (ZF) equalizer coefficient to
compensate the impairments introduced by the channel. Note
that, contrary to transmitter side, doubling the FFT processing
cannot be avoided using the pruned FFT algorithm. The main
reason is that the equalization term Cn(m) introduces complex
valued coefficients.
B. FS-FBMC receiver description
The FS-FBMC implementation is generally considered at
the receiver side, since it enables a low-complexity and
efficient equalization scheme [14][15]. It remains perfectly
compatible with the PPN implementation at the transmitter
side. The received symbols are expressed as follows:
Xn(m) = Cn(m)
L−1∑
k=0
r(k + n
M
2
)e−i
2pi
L km (6)
Yn(m) =
L
2 −1∑
l=−L2
G(l)Xn(m− l) (7)
aˆn(m) = <
(
Yn(Km)φ
∗
n(m)
)
(8)
where G is the frequency response of the PF. The FS-FBMC
receiver first applies an IFFT of size L on the part of the r
signal containing the FBMC symbol to demodulate in order
to obtain the Xn signal in frequency domain (6). Then, it
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Fig. 1. System description of the PPN and FS implementations of the FBMC modulator.
introduces a filtering stage in frequency domain, as described
in (7): the frequency response of the PF G is convoluted with
the Xn signal, for instance using a Finite Impulse Response
(FIR) filter. Finally, the recovered PAM symbols are obtained
by extracting the real part of quadrature phase rotated and
down-sampled Yn samples (8).
These operations are summarized and illustrated in Figure 1.
The FS-FBMC implementation seems highly complex, how-
ever G has a lot of zero coefficients due to its frequency
localization. Therefore, it can be truncated down to NG
coefficients. Then, by defining ∆ = (NG − 1)/2 (NG is
considered an odd number), (7) becomes:
Yn(m)(k) =
∆−1∑
l=−∆
G(l)Xn(m− l) (9)
III. PROPOSAL OF A NOVEL SHORT PROTOTYPE FILTER
Current literature often focuses on FBMC using a PF with
a duration 4 times larger than an OFDM symbol (K = 4),
like MMB4 or Isotropic Orthogonal Transform Algorithm 4
(IOTA4) [16]. However, a shorter PF can also be applied,
as proposed in [17] with the Time-Frequency Localization 1
(TFL1) PF. Another example is the Quadrature Mirror Filter 1
(QMF1) [18] which was recently applied to FBMC leading to
a variant denoted by Lapped-OFDM modulation and presented
in [19]. In the rest of this paper, PFs with a duration larger
than one OFDM symbol will be referred to as long PFs (e.g.
MMB4, IOTA4), and the ones with a duration of one OFDM
symbol as short PFs (e.g. TFL1, QMF1). When compared to
long PFs, short PFs provide lower latency, higher robustness
against Carrier Frequency Offset (CFO) and higher spectral
efficiency due to shortened transition between two successive
transmission frames. In this context, finding a new short PF
with good performance and low hardware complexity becomes
a challenging task of high interest. In the following, after a
short description of the two existing short PFs in the literature,
we present a novel short PF design that shows significant
advantages in terms of performance and complexity.
A. TFL1 and QMF1 prototype filters
The TFL1 PF was the first attempt to specifically design
a time and frequency localized short PF for the FBMC
modulation [17]. It is the most known short PF in the literature.
TABLE I
Xi COEFFICIENTS OF THE ANALYTICAL EXPRESSION OF TFL1 PF.
l Xl l Xl
0 4.1284847578 4 −2.1107642825 101
1 1.9727736832 5 −6.6774831778 10−3
2 1.2781855004 10−1 6 −1.0150558822 102
3 −1.4505800309 102 7 1.9143799092 10−2
TABLE II
FILTER-BANK IMPULSE RESPONSE OF THE MMB4 FILTER.
HHHHq
p −1 0 1
− 3M
2
i 0.043 −0.067 −i 0.043
−M −0.125 0 −0.125
−M
2
−i 0.206 0.564 i 0.206
0 0.239 1 0.239
M
2
i 0.206 0.564 −i 0.206
M −0.125 0 −0.125
3M
2
−i 0.043 −0.067 i 0.043
Indeed, it is already integrated into proof-of-concept hardware
platforms [20][21]. The analytical expression of the TFL1 PF
[22] is given by:
g(k) =
pi
2
(1− x) + γ0t+ 2t(t2 − 1)(β1 + 4β2t2),
where x = 2k+1M with k ∈ [0, M2 − 1], t = 2x− 1 and
γ0(k) =
1
X0 +X1
M
2
β1(k) = X2 +
1
X3 +X4
M
2
β2(k) = X5 +
1
X6 +X7
M
2
,
Xl being defined in Table I. The second half of the PF
coefficients are constructed by symmetry: g(k) = g(M−k−1)
for k ∈ [M2 ,M − 1].
Regarding the QMF1 PF [18], it was applied to FBMC
leading to a variant denoted by Lapped-OFDM modulation
presented in [19]. The analytical expression of the QMF1 PF
is given below:
g(k) = sin
(
pik
M
)
. (10)
4B. Proposed Near Perfect Reconstruction filter
This sub-section describes a novel short PF representing
one of the major contributions of this paper. The main design
procedure of the proposed PF starts by inverting the time and
frequency axes of the Filter-Bank (FB) impulse response of
the MMB4 PF. The coefficients of this FB impulse response
are given in [23] and presented in Table II. It can be seen that
the FB impulse response of the MMB4 PF is highly localized
in frequency since interference is limited only to one adjacent
sub-carrier (indexes p = −1 and p = 1) in the frequency plane.
Inverting the time (q) and frequency (p) axes will generate a
PF highly localized in time, since the obtained FB impulse
response coefficients have values only at the adjacent FBMC
symbols (q = −M/2 and q = M/2). Therefore, a PF with an
overlapping factor of 1 is sufficient to obtain these coefficients.
Consequently, the PF coefficients can be deduced from a given
FB impulse response.
By definition, the FB impulse response is composed of the
values obtained at the output of the receiver Yn(m) from (7)
by setting a0(0) = 1 and an(m) = 0 when (n,m) 6= (0, 0). In
this case, we have r(k) = g(k), and Un(m) in (4) becomes:
Un(m) =
M−1∑
k=0
g(k)g(k + n
M
2
) e−i
2pikm
M . (11)
Furthermore, we have Un(m) = FgMMB4(n,m), where
FgMMB4(p, q) is the FB impulse response coefficients of the
MMB4 PF presented in Table II. Particularly, for n = 0, we
have:
U0(m) =
M−1∑
k=0
g(k)2 e−i
2pikm
M . (12)
Thus, g can be deduced as follows:
g(k) =
√√√√M−1∑
l=0
FgMMB4(0, l) e
i 2piklM (13)
Then, the design procedure introduces simplifications to
obtain a simpler analytical expression, by taking advantage
of the real valued and symmetrical FgMMB4 coefficients:
g(k) =
√√√√1− 2 2∑
l=0
Pg(l)cos
(2pik(2l + 1)
M
)
(14)
Pg(0) = 0.564447
Pg(1) = −0.066754
Pg(2) = 0.002300
We call the resulting proposed short PF with overlapping
factor equal to 1 as Near Perfect Reconstruction (NPR1) PF
due to its nature, similar to the MMB4 PF. To analytically
calculate the residual interference, the recovered PAM symbols
aˆn(m) must be expressed by taking into account the transmit-
ted an(m) symbols and the effect of the PF at the transmitter.
Thus, by setting r(k) = s(k) and by integrating equations (1),
(3) and (4) into (5), we have:
aˆn(m)= <
[
φ∗n(m)
M−1∑
k=0
g(k) (15)
×
+∞∑
n′=−∞
g
(
k + (n− n′)M
2
)
xn′
(
k + n
M
2
)
e−i2pi
km
M
]
Due to the time localization of the PF, we have (n − n′) =
q ∈ J−Q,QK, Q being the number of FBMC symbols acting
as interference after (or before) the FBMC symbol currently
demodulated. Typically, we have Q = 1 for short PFs, since
the impulse response of g is equal to zero after M samples.
Then, we have:
aˆn(m)= <
[
φ∗n(m)
Q∑
q=−Q
M−1∑
k=0
g(k)g
(
k + q
M
2
)
× zn−q(k)e−i2pi kmM
]
(16)
(17)
with
zn(k)= xn
(
k + n
M
2
)
=
M−1∑
m=0
an(m)φn(m)e
i2pi kmM .
In (16), the term corresponding to the FFT of g(k)g
(
k +
qM/2
)
× zn−q(k) can be rewritten by a circular convolution
operation denoted by ~, as follows:
aˆn(m)= <
[
φ∗n(m)
Q∑
q=−Q
(
Fg(m, q)~ Zn−q(m)
)]
,
(18)
with(
Fg(m, q)~ Zn−q(m)
)
=
M
2 −1∑
p=−M2
Fg(p, q
M
2
)Zn−q(m− p),
(19)
where Fg(p, q) and Zn(m − p) are the results of the ap-
plication of a FFT to the terms g(k)g(k + q) and zn−q(k),
respectively expressed as:
Fg(p, q)=
M−1∑
k=0
g(k)g(k + q)e−i2pi
pk
M , (20)
and,
Zn(m)= an(m)φn(m).
Finally, the expression of the recovered PAM symbol aˆn(m)
5becomes:
aˆn(m)= <
[ ∑
(p,q)∈Ω
φ∗n(m)φn−q(m− p)Fg(p, q
M
2
)
× an−q(m− p)
]
,
= <
[ ∑
(p,q)∈Ω
i−q−pFg(p, q
M
2
)an−q(m− p)
]
(21)
with Ω = J−M/2,M/2 − 1K × J−Q,QK. In fact, Fg(p, q)
is the FB impulse response of g, and for the NPR1 PF, we
have FgNPR1(p, q) = FgMMB4(q, p). If an(m) symbols are
independent and identically distributed random variables and
E(an(m)) = 0, then the residual interference of the PF can
be evaluated as follows:
SIRNPR1=
E
(
<
(
Fg(0, 0)an(m)
)2)
E
(
(Fg(0, 0)an(m)− aˆn(m))2
)
=
<
(
Fg(0, 0)
)2
∑
(p,q)∈Ω0 <
[
ip+qFg(p, q
M
2 )
]2 (22)
with SIR being the Signal-to-Interference Ratio and Ω0 =
Ω\{(0, 0)}. For M = 512, and using the coefficients presented
in [10] to design the MMB4 PF and the related FB impulse
response, we have Fg(0, 0) = 1 and the obtained SIR is
73 dB for the proposed NPR1 PF. This SIR has the same
order of magnitude as the SIR of the MMB4 PF (≈ 70 dB
[23][10]), confirming the near perfect reconstruction nature of
the proposed short filter.
IV. PERFORMANCE EVALUATION
This section evaluates and compares the performance of
the proposed NPR1 short PF with respect to SoTA ones. It
provides a comparison of different FBMC short PFs, including
the proposed one, in terms of spectral usage and SIR when
applying a truncated FS implementation. Their robustness
against several types of channel impairments is also evaluated
and compared with OFDM, for both PPN and FS imple-
mentations. These impairments include timing synchronization
errors, carrier frequency offset and the use of a multipath
channel.
A. Comparison of out-of-band power leakage
One of the main advantages of FBMC over OFDM resides
in its spectrum shape with low Out-of-Band Power Leakage
(OOBPL). Consequently, a shorter guard-band can be used to
fit the Adjacent Channel Leakage Ratio (ACLR) constraints
and to support relaxed synchronization communication ser-
vices. In general, long PFs have lower OOBPL when compared
to short PFs on one side, but lose the other advantages of short
PFs provided in Section III on the other side.
However, depending on the chosen short PF, the spectral
characteristics may vary. The frequency response of the QMF1
PF, depicted in Figure 2a, has the secondary lobes with the
Fig. 2. Frequency response a) and impulse response b) of the TFL1, QMF1
and NPR1 PFs.
highest amplitude, followed by TFL1 then NPR1 PF. This
explains the reasons behind the differences in the OOBPL
depicted in Figure 3. Indeed, this figure shows the power
spectral density of OFDM and FBMC with different short PFs,
on a 4.5 MHz bandwidth. Simulation parameters correspond
to a 4G/LTE setting were a notch of 12 subcarriers, or 1
Ressource Block (RB), was inserted in the spectrum to evalute
the capacity to support fragmented spectrum for asynchronous
communication services.
As expected, the OOBPL is extremely low for FBMC: a
gap of 59 dB can be observed between OFDM and FBMC at
the extreme edges of the bandwidth, independently from the
used PF. For NPR1 case, the OOPBL quickly decreases when
compared to the other PFs, since it has the lowest secondary
lobes (Figure 2a). Inside the notch, a gap of 40 dB can be
observed between OFDM and FBMC with NPR1 PF, and a
difference of 17 dB between this PF and QMF1. These results
demonstrate that, despite using a short PF, the OOBPL is still
very low for FBMC when compared to OFDM, even in a
fragmented band. In conclusion, NPR1 represents the most
suitable short PF to respect high ACLR constraints.
6Fig. 3. PSD evaluation of the FBMC short PFs in a 4.5 MHz bandwidth.
B. Truncation impact on the frequency response of the filter
The frequency response of the PF can be truncated to reduce
the complexity of the FS-FBMC receiver. By truncating the
frequency response of the PF at the receiver side, interference
may appear due to a non perfect reconstruction, resulting in
performance degradation. However, if NG, the number of non-
zero coefficients, is too high, the resulting FS implementation
will require important hardware complexity. A compromise
between complexity and performance must be devised.
Equation (22) can be adapted to evaluate the residual
interference introduced by the truncation. In this case, the PF
impulse response g is replaced by the truncated one g˜ in (16),
where g˜ is expressed as follows:
g˜(k) =
∆∑
l=−∆
G(l)ei2pi
kl
M . (23)
The values of g˜ are obtained by computing an IFFT of size
M on the NG non-zero coefficients of G. Then, using similar
mathematical development as described in Sub-section III-B
from (16), the analytic expression of the SIR is:
SIRtrunc=
<
(
Fg,g˜(0, 0)
)2
∑
(p,q)∈Ω0 <
[
ip+qFg,g˜(p, q
M
2 )
]2 (24)
where Fg,g˜(p, q) is the FB impulse response using the PF g
at the transmitter side and the PF g˜ at the receiver side. It is
expressed as follows:
Fg,g˜(p, q)=
M−1∑
k=0
g(k + q)g˜(k)e−i2pi
pk
M . (25)
The obtained numerical values of the SIR are presented
in Figure 4 for different PFs and corresponding NG values.
The analytical results of (24) have also been confirmed by
simulations. Table III summarizes the needed number of non-
zero coefficients for a SIR target ranging between 50 and 70
dB, depending on the used PF.
The 70 dB target SIR may be interesting to consider as it
corresponds to the nearly perfect reconstruction case of the
Fig. 4. Evaluation of the impact of NG (number of non-zero filter coefficients)
on the SIR for different PFs.
MMB4 PF. However, this target requires a large number of
coefficients (35 for NPR1). In practice, a SIR due to truncation
of 55 dB may be sufficient since channel impairments already
degrade the resulting SIR, as illustrated in the next sub-
sections. For the rest of the paper, NG is chosen so that each
PF has the same SIR of 55 dB, enabling a fair comparison.
Therefore, we have:
• NG = 31 for TFL1.
• NG = 7 for NPR1.
• NG = 41 for QMF1.
The TFL1 and QMF1 PFs require more than 30 non-zero
coefficients to obtain this SIR target for a FS implementation.
Such high number of coefficients may not be acceptable if a
low complexity receiver is targeted. For the NPR1 PF, only
7 coefficients are required to achieve a SIR up to 55 dB,
making it better suited for the FS implementation. It is worth
noting that a convolution operation using 7 coefficients may
appear too complex to implement in practice. Therefore, a
low-complexity hardware architecture is proposed in Section
V to address this aspect.
C. Robustness to timing offset
Timing offset impairment occurs when the transmitter and
receiver baseband samples are not perfectly aligned in time.
It is always the case in practice, since the channel introduces
a propagation delay. Therefore, timing synchronization algo-
rithms must be employed. In LTE uplink case, the timing
synchronization is realized using time advance mechanism
[24] to compensate the propagation delay of each User Equip-
ment (UE) located at different geographical distance from the
TABLE III
NG VALUES NEEDED TO REACH TARGET SIR FOR DIFFERENT PFS.
SIR (dB) TFL1 NPR1 QMF1
50 23 7 29
55 31 7 41
60 45 15 59
65 65 23 83
70 91 35 115
7base station. However, new highly demanding scenarios like
massive machine communications are considered in 5G. To
reduce energy consumption and to improve spectral usage,
time advance mechanism should be avoided and relaxed syn-
chronization should be supported, where the propagation delay
of each UE is not compensated. Therefore, synchronization
errors appear, which causes two types of impairments:
1) Linear phase rotation for each sub-carrier due to the
additional delay. This effect can be totally compensated
after channel estimation and equalization. Indeed, if ld is
the time offset in number of samples, then the frequency
domain compensation term is expressed as CTO(m) =
e−i
2pim ld
M .
2) Inter-Symbol and Inter-Carrier Interference (ISI and ICI)
due to PF misalignment between the transmitter and the
receiver.
It is considered, in this paper, that the OFDM signal is
synchronized (ld = 0) at the middle of its cyclic prefix. If
−LCP2 < ld < LCP2 , where LCP is the length of the cyclic
prefix, then orthogonality is perfectly restored, since a circular
shift in time domain represents a linear phase rotation in
frequency domain. In 4G/LTE, LCPM = 7% for OFDM. Thus,
orthogonality is still guaranteed if | ldM | < 3.5%, where |.|
represents the absolute value operator.
Due to the absence of CP in a FBMC system, timing offset
will result in unavoidable performance degradation. However,
depending on the use of PPN or FS implementation, results
are different due to the application of different timing offset
compensation techniques. For the FS implementation, the
compensation step lies between the FFT and the FS filtering
stage, whereas in the PPN case it is performed after the PPN
and the FFT.
For the PPN-FBMC case, the SIR expression in (16) can be
adapted to obtain the expression of the recovered PAM symbol
when a timing offset of ld samples is applied, as follows:
aˆn(m)= <
[
CTO(m)φ
∗
n(m)
Q∑
q=−Q
M−1∑
k=0
g(k)g
(
k + q
M
2
+ ld
)
×xn−q
(
k + n
M
2
+ ld
)
e−i2pi
km
M
]
= <
[ ∑
(p,q)∈Ω
i−q−pFg(p, q
M
2
+ ld)
× an−q(m− p)e−i2pi
pld
M
]
,
and the expression of the SIR becomes:
SIRPPN(ld)=
<
(
Fg(0, ld)
)2
∑
(p,q)∈Ω0 <
[
ip+qFg(p, q
M
2 + ld)e
−i2pi pldM
]2(26)
Note that the number of FBMC symbols acting as interference
denoted by Q must be set to 2. Indeed, when a timing offset
is considered, the FBMC symbols at q = −M and q = M are
now acting as interference. Therefore, the obtained numerical
Fig. 5. Timing offset evaluation in terms of measured SIR for OFDM and
FBMC with the considered short PFs. The effect of different implementations
is also evaluated.
values are similar to that obtained by simulation in Figure 5.
Concerning the FS-FBMC receiver, it has been evaluated in
[25], where the following expression is obtained:
SIRFS(ld)=
1(
σINT
σa
)2
+ 2
∑ld−1
l=0 g
2(l)
(27)
where σ2INT is the power of the residual interference when
ld = 0. In our case, the residual interference comes from the
NPR nature of the PF and the truncation applied on the filter
coefficients. Therefore, we have:(σINT
σa
)2
=
∑
(p,q)∈Ω0
<
[
ip+qFg,gt(p, q)
]2
Figure 5 shows SIR values for each considered short PF
using the FS-FBMC receiver. The NG parameters used for
the PFs are those defined in Sub-section IV-B. It is clear
that independently from the used PF, the FS implementation
outperforms the PPN implementation, a result that was already
demonstrated for the case of the MMB4 PF [15] and the
QMF1 PF [19]. When using the PPN implementation, the
timing offset error compensation is done in frequency domain,
thus after the filtering stage. This lowers the compensation
efficiency, causing ICI and ISI as mentioned above. In case of
FS implementation, the compensation is more efficient since
the filtering stage is performed in frequency domain, after
compensation of the timing offset error. This explains the gap
in performance between PPN and FS implementations.
A gain of more than 10 dB can be observed with NPR1
PF when compared to QMF1 PF for timing offset inferior to
5%, and 8 dB when compared to TFL1 PF. Around 3 dB of
difference is visible between TFL1 and QMF1 PFs. From (27),
it is clear that the NPR1 achieves a higher SIR than the other
PFs. Figure 2b shows the impulse response of each PF. It can
be observed that the amplitude of the NPR1 impulse response
is lower at its edges. Therefore, the term
∑ld−1
l=0 g
2(l) has
the lowest value for NPR1, confirming its higher robustness
against timing offset error than the other PFs.
Concerning OFDM, it is clearly outperformed by FS-FBMC
implementation when | ldM | > 3.5%. A gap of at least 20 dB
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can be observed between FBMC with NPR1 PF and OFDM.
For lower timing offset impairments, FBMC still exhibits
acceptable performance since the SIR remains superior to 40
dB for the NPR1 PF.
These results, validated by simulation, point out that the pro-
posed NPR1 is the most interesting PF to combat timing offset
impairment due to imperfect timing synchronization. This is
particularly interesting to fulfill the relaxed synchronization
requirement foreseen in specific 5G communication scenarios
like massive machine communications.
D. Robustness to frequency offset
Frequency offset impairment is a common issue in commu-
nication systems, and it is the consequence of the transmitter
and/or receiver being in a situation of mobility (Doppler
Shift/Spread). It also appears when there is a frequency
misalignment in local oscillators of the transmitter and the
receiver. Mathematically, it corresponds to a linear phase ro-
tation of the received baseband samples. In 4G/LTE downlink
case, the CFO is estimated and compensated in time domain
by multiplying the received baseband samples by e−i
2pi k r
M ,
where r ∈ ]− 12 , 12 ] is the CFO value relative to the sub-carrier
spacing expressed as a percentage. However, in 4G/LTE uplink
(and related 5G scenarios), it is not possible to compensate it
directly in time domain since all baseband signals of all users
overlap. In fact, it generates two types of impairments after
demodulation:
1) Common Phase Error impairment (CPE). All the sub-
carriers in a given symbol experience a phase rotation.
The rotation angle is incremented at each received sym-
bol. It can be easily compensated in frequency domain if
the CFO is estimated, as the CPE term to compensate is
CCPE(n) = e
ipinr.
2) ICI due to misalignment of the transmitter and receiver
PFs in frequency domain, also resulting in inter-user
interference (IUI) in related 5G scenarios.
The second described impairment represents a major issue,
particularly for OFDM due to its low frequency localization.
FBMC is naturally more robust against this type of ICI, espe-
cially when using a short PF [3]. Therefore, it is expected that
FBMC has higher robustness against CFO than OFDM. This
is confirmed in Figure 6, which shows the SIR performance
in presence of CFO with all the considered PFs, obtained both
by numerical and simulation results. The SIR expression can
be obtained by adapting equation (16), as follows:
aˆn(m)= <
[
CCPE(n)e
ipinrφ∗n(m)
Q∑
q=−Q
M−1∑
k=0
g(k)g
(
k + q
M
2
)
×xn−q
(
k + n
M
2
+ ld
)
e−i2pi
k(m+r)
M
]
= <
[∑
(p,q)
i−q−pFg(p+ r, q
M
2
)
× an−q(m− p)
]
.
Assuming that the interference introduced by the truncation
is negligible, the expression of the SIR for both FS-FBMC
and PPN-FBMC receivers is:
SIRCFO(r)=
<
(
Fg(r, 0)
)2
∑
(p,q)∈Ω0 <
[
ip+qFg(r, q
M
2 )
]2 .
Up to 5 dB of SIR can be observed between OFDM and
FBMC with the NPR1 PF. This later is also the PF having the
highest robustness against CFO. When compared to the TFL1
PF, a difference of ≈ 0.4 dB is observed, and almost 0.9 dB
when compared to the QMF1 PF.
For this particular channel impairment, PPN-FBMC and
FS-FBMC receivers have similar performance. This can be
explained by the fact that the compensation term CCPE only
depends on the FBMC symbol index. Therefore, it can be
integrated before and after the filtering stage without any
mathematical difference. The only difference comes from the
interference introduced by the filter truncation in FS-FBMC,
however the impact on the SIR is negligible.
E. Performance comparison over multipath channels
In the context of the 4G/LTE standard, three multipath
fading channel models are defined [26]:
• Extended Pedestrian A (EPA) model: τ = 410 ns,
• Extended Vehicular A (EVA) model: τ = 2510 ns,
• Extended Typical Urban (ETU) model: τ = 5000 ns,
where τ corresponds to the delay spread of the multipath
channel. The delay and power profiles of each channel model
are detailed in [26]. In the 4G/LTE standard, an OFDM symbol
duration is always equal to 66.7µs without CP, and the sub-
carrier spacing is always equal to 15 kHz.
This sub-section aims at evaluating the effect of these
channels on the error rate performance of uncoded FBMC
using different short PFs, with PPN and FS implementations.
LTE parameters are considered for an IFFT length of 512
and a 16-QAM constellation. Thus, LCP = 36 for OFDM,
and 300 actives sub-carriers are used, corresponding to 25
RBs. However, the frame structure of LTE is not perfectly
respected, since Demodulation Reference Signals (DM RS)
9Fig. 7. BER evaluation of OFDM and FBMC with different PFs and
implementations in presence of AWGN, for a) EPA static channel, b) EVA
static channel, c) ETU static channel.
[27] are not transmitted, and the Channel State Information
(CSI) is considered to be perfectly known. Note that the CSI
needs to be estimated in practice by sending, for instance,
coded auxiliary pilots [28].
For a fair comparison, the same equalization technique is
used for OFDM and FBMC. The equalization step is realized
after the computation of the FFT, in frequency domain. The
Fig. 8. SIR as function to the sub-carrier index for FS-FBMC and PPN-FBMC
with different short PFs, for an ETU channel.
output samples of the FFT are simply divided by the frequency
response of the channel, realizing the classical low-complexity
and per-sub-carrier Zero Forcing (ZF) equalizer.
Static (no Doppler shift/spread) multipath channels with Ad-
ditive White Gaussian Noise (AWGN) are considered to only
evaluate the multipath and fading effect on the performance
of OFDM and FBMC demodulators in terms of Bit Error
Rate (BER). Figure 7a shows the BER performance when
using EPA channel models, considering PPN and FS based
FBMC with different PFs. As expected, the FS implementation
outperforms the PPN implementation for all the considered
PFs, particularly at higher SNR values. A difference of at
least one decade of BER can be observed at Eb/N0 = 28 dB.
Furthermore, the FS implementation with TFL1 and QMF1
PFs shows comparable performance to OFDM with CP. FS
implementation with NPR1 offers slightly better results than
OFDM at moderate Eb/No values (Eb/N0 > 20 dB), due to
the absence of CP and its robustness against all the different
types of timing impairments.
Similar conclusions can be made for a channel with a longer
delay spread like EVA, as shown in Figure 7b. However, an
exception should be made for the QMF1 PF, since it exhibits a
performance level inferior to OFDM. On the other hand, with
the NPR1 PF, FBMC remains superior to OFDM even for an
EVA channel.
Due to the absence of a CP, FBMC seems to be more
sensitive to long delay spread channels as it is the case for
the static ETU channel model. Indeed, OFDM with CP out-
performs FBMC on this type of channels when Eb/N0 > 17
dB, as shown in Figure 7c. At low Eb/N0 values, the FS im-
plementation is close to OFDM, and offers better results than
the PPN implementation. NPR1 is again the most interesting
short PF when using a FS implementation.
In fact, when deep fading occurs, the received signal is
highly degraded, as shown in Figure 8. This figure represents
the SIR per sub-carrier with a randomly generated ETU
channel, for different PFs and implementations. In the case
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of a flat fading in band, almost no interference occurs in FS
implementation case (SIR > 40 dB). It is however not the case
for the PPN implementation, where a gap of at most 30 dB can
be observed when compared to FS implementation, confirming
the superiority of the FS implementation. Finally, as the delay
spread of the ETU channel model being approximately two
times longer than the delay spread of the EVA channel model,
one straightforward solution is to double the duration of the
FBMC symbol.
V. COMPLEXITY EVALUATION
The FS-FBMC receiver is known to be more complex
than the PPN-FBMC receiver. This is mainly due to the
required convolution operation with NG truncated coefficients,
compared to the simple windowing operation of the PPN-
based implementation when short PFs are used. However,
additional complexity reduction is possible for the FS-based
receiver thanks to the properties of the PF and the OQAM
scheme. After detailing the proposed complexity reduction
approach, a hardware architecture is proposed for the FS filter
stage and its complexity is evaluated and compared to the PPN
filter stage.
A. Complexity reduction of the filter stage
When a short PF is considered (K = 1), the FFT size
becomes equal to M , and there is no down-sampling step
after the filter stage. Therefore, the complexity overhead comes
from the circular convolution operation, which depends on the
number of filter coefficients NG after truncation. A circular
convolution typically requires NG Complex Multiplications
(CMs) and 2(NG − 1) Real Additions (RAs) per sample.
However, these resources can be reduced by exploiting the
properties of the PF and the OQAM scheme. First, if g(k) =
g(N − k) and =(g) = 0, verified for the NPR1 PF (15), then
we have:
G(l) =
N/2−1∑
k=0
g(k)ei
2pi
N kl + g(N − k)ei 2piN (N−k)l
=
N/2−1∑
k=0
2g(k)<(ei 2piN kl). (28)
This expression shows that G is real valued. Therefore, the
filter stage requires now only 2NG Real Multipliers (RMs)
per sample. Furthermore, G(−l) can be expressed as follows:
G(−l) =
(N−1∑
k=0
g(k)e−i
2pi
N kl
)∗
= G(l).
(29)
Consequently, the output of the filter stage Yn(m) becomes:
Yn(m) = G(0)Xn(m) +
∆+1∑
l=1
G(l)
(
Xn(m− l) +Xn(m+ l)
)
=
∆+1∑
l=0
G(l)Xn(m, l),
(30)
where Xn(m, l) = Xn(m − l) + Xn(m + l) if l > 0
and Xn(m, 0) = Xn(m). One RM can be removed by re-
scaling the PF coefficients by G′(l) = G(l)/G(0). Then, (30)
becomes:
Yn(m) =
∆+1∑
l=0
G′(l)X ′n(m, l).
(31)
with X ′n(m, l) = G(0)Xn(m, l). This scaling factor G(0)
can be integrated without complexity increase in the equalizer
coefficients. Alternatively, it can be taken into account in the
decision stage (QAM demapper). The re-scaled PF coefficients
G′(l) can be computed during design time, and stored in a
Look-Up-Table (LUT). At this step, the filter stage requires
2∆ RMs per sample. This number can be further reduced since
half of the circular convolution outputs are discarded due to
the OQAM scheme. In this case, we have:
aˆ′2n(2m) = (−1)(n+m)
∆+1∑
l=0
G′(l)<
(
X ′2n(2m, l)
)
,
aˆ′2n(2m+ 1) = (−1)(n+m+1)
∆+1∑
l=0
G′(l)=
(
X ′2n(2m+ 1, l)
)
,
aˆ′2n+1(2m) = (−1)(n+m+1)
∆+1∑
l=0
G′(l)=
(
X ′2n+1(2m, l)
)
,
aˆ′2n+1(2m+ 1) = (−1)(n+m+1)
∆+1∑
l=0
G′(l)<
(
X ′2n+1(2m, l)
)
,
(32)
where aˆ′n(m) being the re-scaled aˆn(m) signal. Therefore,
there is no need to process =
(
X ′n(m, l)
)
or <
(
X ′n(m, l)
)
depending on the parity of n and m. Only ∆ RMs and
2∆ RAs per sample are now required. Additionally, only
the outputs corresponding to the allocated sub-carrier indexes
can be considered. If the number of allocated sub-carriers is
denoted by Nc, this gives ∆Nc RMs required per FBMC
symbol.
Regarding the PPN stage, it requires 2M RMs per FBMC
symbol for short PFs. Thus, when considering only multiplica-
tion operations, the complexity ratio between FS and PPN filter
stages is given by RRM = α∆/2, with α = Nc/M ≈ 0.586
in 4G/LTE. For QMF1 (∆ = 20) and TFL1 (∆ = 15) PFs,
the complexity (in number of RMs) is multiplied by 5.86
and 4.395 respectively. This confirms that these PFs are not
suitable for the FS implementation. However, for NPR1 PF
(∆ = 3), the FS filter stage is 12% less complex than the
PPN stage.
It is worth noting that the PPN stage requires a LUT
memory of depth M to store the PF coefficients. Furthermore,
the FS filter stage still require 2∆Nc additions per FBMC
symbols. When targeting hardware implementation, registers
must also be considered to store the input signal X ′n(k) due
to the iterative processing of the circulation convolution op-
eration. Finally, this operation uses constant filter coefficients
which do not change during the processing iterations. This
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Fig. 9. Proposed FS filter stage architecture for NPR1 filter.
particularity can be taken into account to further reduce the
complexity when considering hardware implementation.
Therefore, the above ratio may not be accurate enough to
reflect the comparative hardware complexity since it only con-
siders the number of multipliers. For an accurate comparison,
we propose a detailed hardware architecture for the FS filter
stage.
B. Proposed hardware architecture for the FS filter stage
The circular convolution operation can be efficiently im-
plemented in hardware using a typical FIR filter architecture.
Such architecture can take one input and generate one output
per clock cycle in pipelined manner. If a Multiple Constant
Multiplier (MCM) is used, multiplier-less FIR architecture
can be designed for fixed-point precision. If GQ are the PF
coefficients quantized on Q-bit to be multiplied by a Q-bit
input XQ, then:
GQ ×XQ =
Q−1∑
k=0
ck2
kXQ,
(33)
where ck ∈ {−1, 0, 1} denotes the symbol number k of the
Canonical Signed Digit (CSD) representation of GQ [29].
Therefore, only adders and registers are required for this
architecture. It is advantageous to consider it if the same set of
coefficients has to be re-used for each processed sample, which
is the case for the FS filter stage. As an adder requires less
hardware resources (logic gates) than a multiplier, important
hardware complexity reduction is expected.
As a baseline solution, (31) can be directly implemented
using one FIR filter for the computation of the real part,
and another FIR filter for the computation of the imaginary
part. It is however not an optimal choice if a low-complexity
implementation is targeted, since half of the generated samples
by both FIR filters are discarded due to the OQAM scheme,
as shown in (32). However, this equation cannot be directly
implemented using a typical FIR filter. In fact, the content of
the corresponding registers must be switched between the real
and imaginary parts of the stored X ′n(m) samples. Therefore,
we propose a novel architecture adapted for the FS filter stage.
In the following, only even FBMC symbol indexes are
considered (aˆ′2n(m) and X
′
2n(m)). Similar demonstration can
be applied for the odd indexed symbols. Index 2m of (32) can
be rewritten as follows:
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aˆ′2n(2m) =(−1)(n+m)
(b∆+12 c∑
l=0
Geven(l)<
(
X ′2n(2m, 2l)
)
+
b∆+12 c∑
l=0
Godd(l)<
(
X ′2n(2m, 2l + 1)
))
, (34)
where Geven(l) = G(2l) and Godd(l) = G(2l+ 1). Similarly,
index 2m+ 1 of (32) becomes:
aˆ′2n(2m+ 1) =(−1)(n+m+1)
(
b∆+12 c∑
l=0
Geven(l)=
(
X ′2n(2m+ 1, 2l)
)
+
b∆+12 c∑
l=0
Godd(l)=
(
X ′2n(2m+ 1, 2l + 1)
))
.
(35)
The above equations show that the FS filter stage can
be separated into two FIR filters, each respectively holding
even and odd indexes of the PF coefficients. Indeed, for each
received X ′2n(2m) sample, its real part is processed by the
even-indexed FIR filter, while its imaginary part is processed
by the odd-indexed FIR filter. Conversely, the real part of
X ′2n(2m+1) is processed by the odd-indexed FIR filter, and its
imaginary part by the even-indexed FIR filter. Therefore, 2 FIR
filters are required, similarly to the baseline solution. However,
the number of required coefficients per FIR filter is divided
by 2, reducing the complexity. The obtained architecture using
the NPR1 filter is presented in Figure 9.
The Even MCM (EMCM) unit generates the multiplications
by the even-indexed filter coefficients, while the Odd MCM
(OMCM) unit generates the multiplications by the odd-indexed
filter coefficients. The behaviour of the architecture executes
in two phases, which are repeated continuously. Each phase
takes one clock cycle.
In the first phase, the real part of X ′2n(2m) is sent to the
EMCM unit while its imaginary part is sent to the OMCM
unit. Meanwhile:
• the registers of the Even Real Data Path (ERDP) (Fig-
ure 9), belonging to the even-indexed FIR filter, are
enabled by the select DP control signal,
• the registers of the Odd Imaginary Data Path (OIDP),
belonging to the odd-indexed FIR filter, are also enabled,
• the registers of the Even Imaginary Data Path (EIDP) and
the Odd Real Data Path (ORDP) are both disabled.
Finally, the outputs of the ERDP and the ORDP are summed
together. Furthermore, sign inversion is performed depending
on the (−1)n+m term value of (32).
At the second phase, the real part of X ′2n(2m) is sent to the
OMCM unit while its imaginary part is sent to the EMCM unit.
The registers which were disabled (respectively enabled) are
now enabled (respectively disabled) by the select DP control
signal. The outputs of the EIDP and the OIDP are selected
and summed together, followed by a possible sign inversion
depending on the (−1)n+m+1 term value.
TABLE IV
REQUIRED HARDWARE RESOURCES FOR EACH CONSIDERED UNIT.
Filter stage LUTs Flip-Flops Total Frequency
PPN unit [13] 1460 135 1595 220 MHz
Baseline FS filter stage 1292 512 1804 186 MHz
Proposed FS filter stage 902 520 1422 218 MHz
C. Hardware complexity comparison
The proposed FS filter stage architecture, in addition to the
baseline architecture, were described in VHDL/Verilog and
synthesized targeting the XC7z020 Xilinx Zynq SoC device.
All the MCM units are generated using the SPIRAL code
generator [30]. The results, summarized in Table IV, include:
• the PPN unit detailed in [13],
• the baseline FS filter directly derived from equation (31),
• the proposed FS filter presented in the previous sub-
section.
The architecture of the PPN unit in [13] is adapted to
process 2 FBMC symbols in parallel (OQAM scheme). To
enable a fair comparison, we have considered 2 FS filter stages
in parallel, in such a way that the same processing speed is
achieved. Furthermore, the same quantization chosen in [13]
is considered:
• the samples at the input and the output of each unit use
16-bit quantization,
• all filter coefficients are quantized on 12-bits.
Only the NPR1 PF is considered in this section. The QMF1
and TFL1 PFs are less adapted for FS implementation since
they require, at least, 4 times more filter coefficients (see Sub-
section V-A).
The baseline solution of the FS filter stage requires 11.5%
less LUTs than the PPN unit. This confirms that one MCM
is less complex than 2 multipliers. On the other hand, the FS
filter stage uses 2.85 times more flip-flops due to the FIR filter
registers. If we consider that LUTs and flip-flops have similar
complexity, then the baseline FS filter stage requires 13 %
more hardware resources than the PPN unit. It also achieves a
clock frequency speed of 186 MHz, 15 % less than the PPN
unit.
Concerning the proposed architecture, it requires 38% less
LUTs than the PPN unit and 30% less LUTs than the
baseline solution. The number of required flip-flops is almost
unchanged when compared to the baseline solution. How-
ever, the proposed architecture is less complex than the PPN
implementation since it requires 11% less in total hardware
resources. It also achieves a clock frequency speed of 218
MHz, which is 17% higher than the baseline solution.
Section IV shows that the FS-FBMC receiver offers im-
proved robustness when compared to PPN-FBMC against
timing offset and multi-path impairments (assuming ZF equal-
izer is used). Furthermore, hardware complexity evaluation
conducted in this section shows that the proposed FS filtering
stage (using the proposed NPR1 PF) has a lower complexity
than the PPN implementation. This concludes that the FS-
FBMC receiver is more advantageous to use than the PPN-
FBMC receiver when using the proposed short NPR1 filter.
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VI. CONCLUSION
In this paper, a novel short PF (NPR1) suitable for several
5G scenarios is proposed. In presence of timing offset due
to imperfect synchronization, the NPR1 PF, combined with
the FS implementation, exhibits a gain of more than 8 dB of
SIR when compared to SoTA short PFs (TFL1 and QMF1).
It outperforms OFDM, where a gap of 20 dB of SIR can be
observed. The NPR1 PF is also the most robust filter to combat
CFO. In the case of 4G/LTE multipath channel, the NPR1 PF
is even better than OFDM for the EPA channel model, due
to the absence of CP. In the case of ETU channel model, the
NPR1 PF shows improved performance when compared to
other FBMC PFs. Finally, an efficient hardware architecture
of the FS filter stage is proposed. Hardware complexity
evaluation shows that the proposed FS-based FBMC receiver,
using the NPR1 PF, requires 11% less hardware resources
than the PPN-based FBMC receiver. Therefore, combining the
proposed NPR1 filter and FS-FBMC receiver architecture pro-
vides an original solution that combines complexity reduction
and performance improvement with respect to a typical PPN-
FBMC receiver.
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