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Introduction
Un premier pas vers l’unification de la gravitation et de l’e´lectromagne´tisme
e´tait purement ge´ome´trique. Les ide´es de Kaluza [1] et de Klein [2] ont conduit
a` e´difier, sur le mode`le ge´ome´trique de la the´orie de la relativite´ ge´ne´rale d’Ein-
stein [3], un mode`le semblable (a` cinq dimensions) ou` les lois de la gravitation et
de l’e´lectromagne´tisme fusionnent naturellement. Autrement dit, la courbure en un
point de l’espace-temps a` cinq dimensions y engendre ce qu’on perc¸oit eˆtre les forces
gravitationnelle et e´lectromagne´tique. D’autres the´ories ulte´rieures d’unification ont
emprunte´ l’ide´e d’un espace-temps plus large (a` plus de quatre dimensions).
Ce qu’on appelle commune´ment the´orie de Kaluza-Klein est la version des ide´es
de Kaluza et de Klein de´veloppe´es et clarifie´es par Jordan et Thiry [4] : c’est une rel-
ativite´ ge´ne´rale d’Einstein ordinaire a` cinq dimensions, la dimension supple´mentaire
e´tant compactifie´e en un cercle (section 1.2) ; c’est la` l’ide´e de base. En effet, si l’on
suppose de plus l’existence d’une isome´trie de´finie par un vecteur de Killing paralle`le
a` la cinquie`me direction, certains rapports entre les composantes supple´mentaires
de la me´trique se transforment, lors des translations paralle`les au vecteur de Killing
et inde´pendantes de la coordonne´e supple´mentaire, comme le font les potentiels
e´lectromagne´tiques lors d’une transformation de jauge et seront donc identifie´s avec
ces derniers ; seule une composante supple´mentaire de la me´trique reste invariante
et correspond au champ scalaire de la the´orie. Les plus importants re´sultats de la
the´orie de Kaluza-Klein sont les suivants :
• La charge e´lectrique (4-dimensionnelle) est proportionnelle a` l’impulsion suiv-
ant la cinquie`me direction. Une particule neutre est donc au repos sur le cercle de
Klein [2].
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• La quantification de la charge est justifie´e comme e´tant celle de la cinquie`me
composante du moment d’impulsion [2].
• La constante de structure fine acquiert une interpre´tation ge´ome´trique et peut
eˆtre exprime´e en fonction du rapport de la longueur de Planck et du rayon de Klein
(voir e´quation (1.2.3)).
• Contrairement a` la relativite´ ge´ne´rale d’Einstein, celle de Kaluza-Klein admet
des solutions solitons [9, 10, 11].
• L’unification peut inclure d’autres forces si on continue a` augmenter la dimen-
sion de l’espace-temps [5, 6].
La the´orie de Kaluza-Klein, sans terme de source, admet diverses solutions sta-
tionnaires [7, 8, 9, 10, 11, 12, 13, 14, 15, 16] a` syme´trie sphe´rique, axiale et meˆme sans
syme´trie, parmi lesquelles des solutions re´gulie`res et d’e´nergie finie [8, 9, 10, 11, 12].
Ces dernie`res peuvent eˆtre interpre´te´es comme des mode`les de particules (e´tendues)
d’une part a` cause de leurs proprie´te´s physiques [14, 17] (citons entre autres le spin et
le moment dipolaire magne´tique avec un rapport gyromagne´tique relativiste correct
e´gal a` g = 2 pour les solutions wormholes) et d’autre part parce qu’elles manifestent
un comportement assez semblable celui des particules e´le´mentaires quand elles sont
traite´es comme cibles dans des proble`mes de diffusion [18, 19].
Les plus surprenantes des solutions re´gulie`res sont les monopoˆles de Kaluza-
Klein de´couverts par Sorkin [10] puis inde´pendamment par Gross et Perry [11].
Ces derniers ont construit explicitement le monopoˆle magne´tique, puis le dipoˆle
magne´tique (sans source) par combinaison d’un monopoˆle et d’un anti-monopoˆle,
et ont discute´ leurs proprie´te´s physiques et topologiques sans toutefois approfondir
l’e´tude des ge´ode´siques de leurs ge´ome´tries ; la possibilite´ de construction de solu-
tions multi-poˆles e´tait aussi mentionne´e.
Dans [18, 19] on a conside´re´ la ge´ome´trie du wormhole (charge´ sans masse) de
Kaluza-Klein, et pre´sente´ une e´tude de´taille´e des ge´ode´siques de cette solution ;
elle nous a permis d’aborder ensuite l’e´tude de la diffusion classique des particules
3e´le´mentaires (neutres ou charge´es) a` laquelle a e´te´ consacre´ le chapitre 6 de [18].
Dans l’hypothe`se d’une diffusion sans recul, on a montre´ que les particules neu-
tres sont diffuse´es par le wormhole, et obtenu des sections efficaces de diffusion non
rigouresement nulles, mais de l’ordre de 6×10−68 cm2 ; cet effet est donc inobservable.
Pour les particules charge´es, la section efficace de diffusion ne diffe`re essentiellement,
dans le cas non-relativiste, de celle de Rutherford que par l’effet de gloire observe´
vers l’arrie`re. Un effet analogue est observe´ par application des lois de la relativite´ re-
streinte au mouvement “classique” des particules charge´es e´le´mentaires, et introduit
des corrections a` la formule de Rutherford [18]. Dans une approche semi-classique
[19], on montre que ces corrections ne sont, pour les particules sans spin, qu’un
artefact de l’approximation classique.
La diffusion par des solutions non re´gulie`res a e´te´ aussi prise en compte. Dans [20]
on a conside´re´ les dyons de Kaluza-Klein [13] de charges e´lectrique et magne´tique
e´gales, ou` une e´tude semblable a e´te´ mene´e ; nous nous contenterons de citer les
re´sultats de cette e´tude concernant la diffusion. Les sections efficaces de diffusion
des photons, proportionnelles au carre´ de la longueur caracte´ristique du dyon, ont
e´te´ conside´re´es comme e´tant totalement ne´gligeables. Pour des valeurs du parame`tre
d’impact relativement grandes par rapport a` la longueur caracte´ristique du dyon, la
section efficace de diffusion vers l’avant des particules charge´es est du type de Ruther-
ford ; c’est la somme de deux contributions dues a` la diffusion par deux monopoˆles
e´lectrique et magne´tique.
Mais l’interpre´tation –des solutions re´gulie`res ou solitons– en termes de mode`les
de particules e´tendues ne sera comple`te que si la condition de stabilite´ est remplie.
Mentionnons, que si les monopoˆle et dipoˆle de Kaluza-Klein sont stables pour des
raisons topologiques [11, 21], A. Tomimatsu [22] fut le premier et le seul, a` notre
connaissance, qui s’est inte´resse´ a` l’e´tude de la stabilite´ des solutions statiques de
Kaluza-Klein. En e´tudiant (voir section 2.4) la stabilite´ de la classe des solutions
statiques pour lesquelles le 5-tenseur me´trique est diagonal, il a conclu a` la stabilite´
de la seule solution de Schwarzschild contre les excitations monopolaires ; les autres
solutions e´tant instables. Dans cette the`se nous reprenons en de´tail, dans le cas
ge´ne´ral ou` la 5-me´trique n’est pas diagonale, l’e´tude de la stabilite´ des solutions
statiques de Kaluza-Klein, avec des me´thodes le´ge`rement diffe´rentes de celles de
Tomimatsu. Nous arriverons a` la conclusion qu’un certain nombre de solutions non
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diagonales sont stables [23], ainsi que certaines solutions diagonales non e´tudie´es par
Tomimatsu.
Les solutions stationnaires de Kaluza-Klein les plus e´tudie´es dans la litte´rature
sont les solutions a` syme´trie sphe´rique. L’e´tude des solutions a` syme´trie cylindrique
a e´te´ e´bauche´e dans [16], mais une e´tude syste´matique reste a` faire. Ce cas de la
syme´trie cylindrique est pourtant physiquement inte´ressant, de telles solutions peu-
vent s’interpre´ter comme des mode`les de cordes cosmiques, analogues aux mode`les
de cordes cosmiques neutres ou supraconductrices dans un espace-temps a` 4 dimen-
sions e´tudie´s durant la dernie`re de´cennie par de nombreux auteurs [24, 25, 26, 27]
et [28]. Signalons d’autre part que la the´orie de Kaluza-Klein peut eˆtre ge´ne´ralise´e
par l’adjonction du terme de Gauss-Bonnet [29, 30, 31, 32, 33] a` l’action d’Einstein-
Hilbert a` 5 dimensions. Seules les solutions a` syme´trie sphe´rique de cette the´orie
ge´ne´ralise´e ont e´te´ e´tudie´es jusqu’ici. L’autre grand the`me de cette the`se sera donc
l’e´tude des solutions a` syme´trie cylindrique de la the´orie de Kaluza-Klein et de
son extension par Gauss-Bonnet, avec application a` un mode`le de corde cosmique
supraconductrice.
Le contenu du pre´sent me´moire est re´parti sur 3 chapitres. Dans les 4 premie`res
sections du chapitre 1 nous introduisons la the´orie de Kaluza-Klein sous sa dernie`re
version due a` Jordan et Thiry, et dans la section 1.5 nous ge´ne´ralisons l’action
d’Einstein-Hilbert pour tenir compte du terme de Gauss-Bonnet, quadratique par
rapport au tenseur de Riemann, et qui conduit aussi, apre`s de´rivation, a` des e´quations
du second ordre. Nous avons consacre´ la dernie`re section du chapitre 1 a` l’introduc-
tion de la de´composition n + p de la d-me´trique (d = n + p), a` l’aide de laquelle
les composantes du tenseur de Riemann sont exprime´es en fonction d’e´le´ments des
n-me´trique et p-me´trique.
Les deux chapitres suivants sont inde´pendants. Dans le chapitre 2, nous com-
menc¸ons par donner et classer les solutions 2-statiques a` syme´trie sphe´rique de la
the´orie de Kaluza-Klein. Puis nous e´crivons et se´parons les e´quations gouvernant
les petites oscillations monopolaires de la 5-me´trique. Nous utilisons ensuite ces
e´quations pour discuter la stabilite´ classe par classe et cas par cas. Nous concluons
ce chapitre par la section 2.4 ou` un paralle`le avec l’e´tude de Tomimatsu est pre´sente´.
La recherche de solutions cordes cosmiques est entame´e dans le chapitre 3.
Dans la section 3.2, nous pre´sentons une e´tude syste´matique des solutions exactes
54-statiques a` syme´trie cylindrique de la the´orie de Kaluza-Klein, et nous discutons
les solutions du type corde cosmique. Dans la section 3.3, une e´tude semblable est
mene´e pour une classe de solutions en tenant compte du terme de Gauss-Bonnet dans
l’action d’Einstein-Hilbert ; les solutions cordes cosmiques obtenues sont aussi solu-
tions des e´quations de Kaluza-Klein sans terme de Gauss-Bonnet, et par conse´quent
elles ne de´pendent pas explicitement de sa pre´sence dans l’action ge´ne´ralise´e. Nous
obtenons, dans la section 3.4, une solution perturbative de la the´orie ge´ne´ralise´e, dont
nous montrons ensuite qu’elle est exacte ; cette solution peut s’interpre`ter comme
une corde cosmique supraconductrice de la the´orie de Kaluza-Klein, avec le terme
de Gauss-Bonnet comme principale source. Une e´tude qualitative des ge´ode´siques
de la ge´ome´trie de cette solution est conduite dans la section 3.5. Nous concluons
dans la section 3.6.
Enfin l’Annexe 1 rassemble les principales formules utilise´es dans ce me´moire.
Les deux autres Annexes 2 et 3 sont consacre´s a` des de´monstrations spe´cifiques se
rapportant aux 2 sous-sections 3.3.1 et 3.3.2 de la section 3.3. Dans l’Annexe 4 on
inte`gre l’e´quation de Killing pour la me´trique corde cosmique supraconductrice de
la sous-section 3.4.3.
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Chapitre 1
La the´orie de Kaluza-Klein et
son extension de Gauss-Bonnet
1.1 L’ide´e de Kaluza
En tentant d’unifier les seules deux forces bien e´tablies a` l’e´poque, a` savoir la
gravite´ et l’e´lectromagne´tisme, Kaluza postule en 1921 [1] l’existence d’une cin-
quie`me dimension supple´mentaire pour l’espace-temps. Il conside`re une the´orie d’E-
instein de la gravite´ dans un espace a` cinq dimensions muni d’une me´trique syme´trique
ds2 = gAB(x
C) dxA dxB (1.1.1)
(ou`A,B,C, . . . = 1, 2, 3, 4, 5) de signature (−−−+−) ; la dimension supple´mentaire
x5 est suppose´e donc du genre espace. Puis il proce`de a` la de´composition 4+1
gAB =

 g¯µν + λ2AµAν g55 λAµ g55
λAν g55 g55

 (1.1.2)
(ou` µ, ν, . . . = 1, 2, 3, 4) avec
Aµ ≡ λ−1 gµ5
g55
(1.1.3)
g¯µν ≡ gµν − gµ5 gν5
g55
. (1.1.4)
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La meˆme de´composition applique´e aux e´quations d’Einstein dans le vide permet de
retrouver (voir (1.4.4)), dans l’hypothe`se ou` gAB ne de´pend pas de x
5, les e´quations
d’Einstein pour g¯µν(x
ρ), les e´quations de Maxwell pour Aµ(x
ρ) et l’e´quation de
Klein-Gordon sans masse pour g55(x
ρ).
1.2 L’ide´e de Klein
Klein [2] cherche a` justifier deux choses : l’hypothe`se de l’inde´pendance de la
me´trique par rapport a` la dimension supple´mentaire x5 (hypothe`se non justifie´e de
Kaluza) et le fait que cette dimension soit inobservable. Pour ce faire, il postule
que l’espace-temps a la topologie du produit V 4 × S1, ou` V 4 est topologiquement
e´quivalent a` un espace minkowskien a` quatre dimensions M4, et S1 est un cercle de
rayon a parame´trise´ par x5 :
0 ≤ x5 ≤ 2 π a. (1.2.1)
Il suppose l’existence d’une isome´trie de´finie par un vecteur de Killing de genre
espace, ce qui signifie que l’espace-temps est homoge`ne dans la cinquie`me direction (il
n’y a pas moyen de de´terminer la position dans la cinquie`me dimension). Il suppose
de plus que le rayon a est si petit que la cinquie`me dimension est inobservable ; il
de´terminera ensuite par des conside´rations quantiques (voir section 1.6 plus loin) la
valeur de ce rayon
a = 2
(
h¯ G
α c3
)1/2
≃ 3, 7.10−32 cm (1.2.2)
ou` α est la constante de structure fine. Le rayon a est bien de l’ordre de la longueur
de Planck ℓP ,
a =
√
4
α
ℓP (1.2.3)
avec ℓP ≃ 1, 6.10−33 cm .
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1.3 Syme´tries de V 4 × S1
Les transformations de coordonne´es qui conservent la topologie de V 4 × S1 sont :
• le groupe des transformations ge´ne´rales a` quatre dimensions de V 4
xµ → x′µ(xν) (1.3.1)
sous l’action duquel, les composantes g¯µν de la matrice (1.1.2) se transforment
comme des tenseurs d’ordre 2, les composantes Aµ comme des tenseurs d’ordre
1 (des vecteurs) et g55 comme un tenseur d’ordre 0 (un scalaire)
• et le groupe de rotations U(1) du cercle S1
x5 → x′ 5 = x5 + f(xµ) (1.3.2)
sous l’action duquel, les composantes de la matrice (1.1.2) se transforment comme
g¯ ′µν = g¯µν
A′µ = Aµ − λ−1 ∂µf (1.3.3)
g′55 = g55
ou` on voit apparaˆıtre manifestement la transformation de jauge pour les potentiels
Aµ.
1.4 E´quations de la the´orie de Kaluza-Klein
Les e´quations de la the´orie de Kaluza-Klein (dans le vide) s’obtiennent en extre´misant
l’action d’Einstein-Hilbert (on omettra le terme cosmologique)
S = − 1
16 πG5
∫
d 5x
√
g R (1.4.1)
(ou` R est le scalaire de courbure a` cinq dimensions (3.6.9), g ≡ detgAB et G5 la
constante de gravitation a` cinq dimensions) pour des variations arbitraires des gAB.
Elles sont donne´es par
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GAB = 0 (1.4.2)
ou` GAB ≡ RAB − (1/2)gAB R est le tenseur d’Einstein a` divergence covariante nulle
GAB ;A = 0 (1.4.3)
(ou` (; ) de´note la de´rive´e covariante a` cinq dimensions (3.6.5)). Les e´quations (1.4.2)
sont e´quivalentes aux e´quations suivantes
Rµν = 0 ; Rµ 5 = 0 ; R55 = 0
qui s’e´crivent en introduisant l’ansatz (1.1.2) [5]
R¯µ
ν =
λ2
2
g55 Fµρ F
νρ + |g55|−1/2 D¯µ D¯ν |g55|1/2
D¯ν
(
(g55)
3/2 F µν
)
= 0 (1.4.4)
✷|g55|1/2 = −λ
2
4
|g55|3/2 Fµν F µν .
Dans (1.4.4), D¯µ et R¯µ
ν sont respectivement la de´rive´e covariante et le tenseur de
Ricci de´finis par rapport a` g¯µν , dont l’inverse g¯
µν sert a` e´lever les indices µ, ν, . . .,
Fµν ≡ ∂µAν − ∂νAµ est le champ e´lectromagne´tique associe´ au quadripotentiel Aµ,
et ✷ est l’ope´rateur dalembertien,
✷• ≡ 1√−g¯ ∂ν
(√−g¯ g¯ µν ∂µ•)
avec g¯ ≡ detg¯µν . Sous cette forme, les e´quations (1.4.4), ge´ne´ralisent de fac¸on
e´vidente les e´quations d’Einstein-Maxwell de la the´orie de la gravitation couple´e a`
l’e´lectromagne´tisme. En effet, si on suppose g55 = Cste, les deux premie`res e´quations
(1.4.4) se re´duisent aux e´quations d’Einstein-Maxwell moyennant le choix
λ2 = 2 κ = 16 πG c−2 (1.4.5)
(dans le cas g55 = −1). Si au contraire, suivant Jordan et Thiry [4], on traite sur le
meˆme plan les trois e´quations (1.4.4), on obtient une the´orie unifie´e de la gravitation
et de l’e´lectromagne´tisme couple´s au champ scalaire g55, le choix (1.4.5) restant
toujours valable dans le cas ou` le champ scalaire se comporte a` grande distance des
sources comme g55 → −1.
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1.5 Terme de Gauss-Bonnet
Dans les espaces-temps a` quatre dimensions, l’action d’Einstein-Hilbert est l’uni-
que action ge´ome´trique conduisant a` des e´quations diffe´rentielles du second ordre
pour la me´trique gAB. Les e´quations d’Einstein sont donc l’unique choix si on exige
que les e´quations du champ gravitationnel a` quatre dimensions soient du second
ordre ; de plus elles sont line´aires par rapport aux de´rive´es secondes de la me´trique.
Dans les the´ories de Kaluza-Klein a` plus de quatre dimensions il y a d’autres choix
possibles si on e´carte la condition d’eˆtre line´aires par rapport aux de´rive´es secondes
de gAB, en introduisant dans l’action d’Einstein-Hilbert des termes de courbure
d’ordre supe´rieur dont la variation par rapport a` gAB donne des tenseurs d’ordre
2 qui s’ajoutent au tenseur d’Einstein GAB (comparer (1.4.2) et (1.5.4)). En effet,
Lovelock [34] a montre´ qu’il existe en ge´ne´ral d’autres tenseurs syme´triques du second
rang –autres que le tenseur me´trique et le tenseur d’Einstein– a` divergence covariante
nulle et qui contiennent jusqu’a` la de´rive´e seconde de la me´trique gAB .
A` cinq dimensions, il y a un seul tenseur de ce type : c’est le tenseur de Lanczos
[29] que l’on obtient en variant, par rapport a` la me´trique, le terme correspondant
dans l’action appele´ terme de Gauss-Bonnet. Si on sait de plus que les the´ories de
Lovelock de la gravite´ ne comportent pas de fantoˆmes [30, 31] et qu’elles conservent
la parite´ [32], on voit qu’il n’y a pas de raison physique de restreindre, dans les
the´ories de Kaluza-Klein, l’action au seul terme d’Einstein-Hilbert.
Dans tout le reste de ce chapitre, on continuera a` omettre le terme cosmologique
mais on tiendra compte du terme de Gauss-Bonnet. L’action ge´ne´ralise´e dans le vide
s’e´crit donc
SG = − 1
16 πG5
∫
d 5x
√
gL (1.5.1)
avec
L ≡ R + γ
2
LGB (1.5.2)
ou` γ est une constante et LGB est le terme de Gauss-Bonnet donne´ par
LGB ≡ RABCD RABCD − 4RAB RAB +R2 (1.5.3)
(ou` RABCD est le tenseur de Riemann (3.6.6) et RAB le tenseur de Ricci (3.6.8)).
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Les e´quations du champ s’obtiennent en variant l’action par rapport a` gAB ; elles
s’e´crivent
GAB + γ LAB = 0 (1.5.4)
ou` LAB est le tenseur de Lanczos (syme´trique) tel que
LAB ;A = 0. (1.5.5)
Il est de´fini par
LAB ≡ RA CDE RBCDE−2RCDRACBD−2RAC RB C+RRAB− 1
4
gAB LGB . (1.5.6)
En prenant la trace de (1.5.6) on trouve
LA A = LGB − 5
4
LGB = −1
4
LGB. (1.5.7)
En reportant ensuite dans la trace de (1.5.4) on obtient
γ LGB = −6R (1.5.8)
puis en reportant dans (1.5.2) on trouve enfin
L = −2R. (1.5.9)
Ainsi, quand les e´quations du champ sont satisfaites, la densite´ lagrangienne est
multiple du scalaire de courbure. Ceci reste valable quel que soit la dimension de
l’espace-temps. Pour d ≥ 5, on a
L = − 2
d− 4 R . (1.5.10)
1.6 La loi du mouvement
Les e´quations (1.5.4) –ou l’action (1.5.1)– peuvent eˆtre ge´ne´ralise´es pour inclure
un terme de source TAB dans le second membre,
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GAB + γ LAB = κTAB ; (1.6.1)
puisque le premier membre de (1.6.1) est syme´trique et de divergence covariante
nulle (par construction), le tenseur de matie`re TAB doit l’eˆtre aussi :
TAB ;A = 0 . (1.6.2)
Or, la relation correspondante a` quatre dimensions T µν ;µ = 0 conduit, pour T
µν de
la forme T µν ≡ ρ uµ uν qui correspond a` une poussie`re sans pression (ρ ≡ densite´ de
masse et uµ ≡ dxµ/dσ), a` l’e´quation ge´ode´sique pour les particules libres :
uν uµ ,ν + Γ
µ
νσ u
ν uσ = 0
(uν uµ ,ν = d
2xµ/dσ 2). De meˆme a` cinq dimensions le choix TAB = ρ uA uB pour
une poussie`re (e´ventuellement charge´e) sans pression conduit a` l’e´quation ge´ode´sique
(pour les particules libres neutres ou charge´es) :
d 2xA
dσ 2
+ ΓABC
dxB
dσ
dxC
dσ
= 0 (1.6.3)
ou` les ΓABC (Γ
µ
νσ) sont les connexions (3.6.3).
En de´finissant la 5-impulsion ge´ne´ralise´e
pA ≡ µ uA (1.6.4)
(ou` µ est proportionnelle a` la masse de la particule), les composantes d’espace-temps
usuelles de (1.6.3) peuvent s’e´crire
dpλ
dσ
= −Γ¯λµν pµ uν + λ p5 F λ ν uν +
1
2
p25
µ
∂λg55
g255
(1.6.5)
ou` les Γ¯λµν sont les connexions associe´es a` la me´trique re´duite (1.1.4). Le premier
terme du membre de doite de (1.6.5) s’interpre`te comme une “force” gravitationnelle,
le deuxie`me comme une force e´lectromagne´tique, et le troisie`me comme une force
scalaire. Cette interpre´tation conduit a` identifier
q ≡ λ p5
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(qui est une constante du mouvement d’apre`s la cinquie`me e´quation ge´ode´sique)
comme la charge e´lectrique de la particule. Cette charge est a priori quelconque
en the´orie classique, mais pas en the´orie quantique, ou` elle est quantifie´e (comme
on peut le voir par exemple en utilisant la condition de quantification de Bohr-
Sommerfeld
∮
p5dx
5 = nh, l’inte´grale portant sur le cercle de Klein) :
q =
nλh¯
a
.
En supposant que n = 1 pour l’e´lectron, et en utilisant la valeur (1.4.5) de λ, on
obtient ainsi la valeur (1.2.2) du rayon de Klein a.
1.7 Composantes du tenseur de Riemann dans la
de´composition n+ p
Conside´rons de fac¸on ge´ne´rale un espace-temps a` d dimensions (d = n + p) de
me´trique gAB (A,B = 1, . . . , d). Si la me´trique ne de´pend explicitement que de n
coordonne´es xi (i = 1, . . . , n), les autres p coordonne´es xa (a = n + 1, . . . , d) sont
dites cycliques (gAB,a = 0). C’est le cas des the´ories de Kaluza-Klein ou` toutes les
dimensions supple´mentaires sont suppose´es cycliques (voir section 1.2). La me´trique
est dite alors p-stationnaire et admet p vecteurs de Killing donne´s par
ξa
A = δa
A ∀ a, (1.7.1)
qui satisfont bien a` l’e´quation ge´ne´rale de Killing
ξaA;B + ξaB;A = 0. (1.7.2)
Ces vecteurs de Killing engendrent un groupe d’isome´trie abe´lien a` p parame`tres
dont l’action, qui peut eˆtre de´finie par des translations infinite´simales paralle`lement
aux vecteurs de Killing
x′A = xA + ǫ ξA, avec |ǫ| ≪ 1,
assure d’apre`s (1.7.2) l’invariance de la me´trique
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g′AB(x
i) = gAB(x
i) (1.7.3)
Si de plus les e´le´ments gai(x
j) sont identiquement nuls, la me´trique gAB(x
i) est dite
alors p-statique et peut eˆtre e´crite sous la forme
ds 2 = λab(x
k) dxa dxb + τ−1 hij(x
k) dxi dxj (1.7.4)
ou`
τ(xk) ≡ |detλab|. (1.7.5)
Dans le cas de solutions statiques aux the´ories de Kaluza-Klein ou de Gauss-
Bonnet, les xi sont les coordonne´es d’espace ordinaire ou certaines d’entre elles,
et le reste des coordonne´es y compris le temps sont des coordonne´es cycliques. La
me´trique hij est donc celle de l’espace (plus pre´cise´ment c’est la me´trique τ
−1 hij
conforme a` hij), λab est une matrice dont les e´le´ments sont des scalaires par rapport
a` la me´trique d’espace hij .
On terminera ce chapitre par donner les composantes du tenseur de Riemann
dans la de´composition n + p de la me´trique (1.7.4)
Rabcd =
1
4
τ
(
λad,i λbc
,i − λac,i λbd ,i
)
(1.7.6)
Raijb =
1
4
(
2 λ,j;i − λ,j λ−1λ,i − τ (τ−1),i λ,j − τ (τ−1),j λ,i + τ hij (τ−1),k λ,k
)
ab
(1.7.7)
Rabij =
1
4
(
λ,j λ
−1λ,i − λ,i λ−1λ,j
)
ab
(1.7.8)
Rijkl = τ
−1 (h)Rijkl +
1
2
(
hil (τ
−1),j;k − hik (τ−1),j;l − hjl (τ−1),i;k + hjk (τ−1),i;l
)
+
1
4
τ
[
−3 hil (τ−1),j (τ−1),k + 3 hjl (τ−1),i (τ−1),k + 3 hik (τ−1),j (τ−1),l
− 3 hjk (τ−1),i (τ−1),l + (hil hjk − hik hjl) (τ−1),m (τ−1),m
]
(1.7.9)
ou` (h)Rijkl et la de´rivation covariante (; ) sont de´finis par rapport a` la me´trique hij
dont l’inverse hij sert a` e´lever les indices i, j, k, . . .. Cette de´composition ainsi que
les e´quations (1.7.6→ 1.7.9) nous seront tre`s utiles dans les deux chapitres suivants,
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consacre´s respectivement a` l’e´tude de la stabilite´ des solutions de Kaluza-Klein et a`
la recherche et l’e´tude des cordes cosmiques dans la the´orie de Gauss-Bonnet.
Chapitre 2
E´tude analytique de la stabilite´
des solutions statiques
a` syme´trie sphe´rique
Dans ce chapitre on e´tudiera la stabilite´, vis-a`-vis des petites excitations radiales,
de toutes les solutions, 2-statiques, asymptotiquement plates, a` syme´trie sphe´rique
de la the´orie de Kaluza-Klein. La me´thode que nous suivrons consiste a` conside´rer un
tenseur me´trique diffe´rant de la solution statique par des petites perturbations qui
ne de´pendent que du temps t et de la variable radiale r, puis a` e´tudier l’e´quation de
Klein-Gordon, qui de´coule –apre`s de´couplage– des e´quations d’Einstein line´arise´es,
pour une de´pendance en t de la forme e−i ω t et avec un syste`me de conditions de
re´gularite´ qui sera de´fini dans la section 2.3. Si, pour ω = i k (k > 0), toutes les
fonctions de perturbations introduites ont un comportement spatial physiquement
acceptable, une petite perturbation croˆıtra exponentiellement, d’ou` l’instabilite´. On
concluera a` la stabilite´ dans le cas contraire.
Dans la section 2.1, on exposera brie`vement la me´thode de Maison [36] qui con-
duit, dans la de´composition 3+2, aux solutions 2-statiques a` syme´trie sphe´rique que
nous regrouperons en deux classes. Dans la section 2.2, on introduira l’ansatz de
travail et re´duira les e´quations “line´aires” d’Einstein (dans le vide) a` une e´quation
de type de Klein-Gordon dans un espace courbe . L’e´tude de la stabilite´ est traite´e
dans la section 2.3 ; apre`s des ge´ne´ralite´s, l’e´tude analytique est conduite cas par cas
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dans chaque classe.
2.1 Solutions statiques
Conside´rons d’abord en the´orie de Kaluza-Klein, le cas des me´triques 2-stationnai-
res qui ne de´pendent pas du temps t et de la dimension supple´mentaire x5, pour
lesquelles le carre´ de l’intervalle est une ge´ne´ralisation [37] de (1.7.4) (valable pour
les me´triques 2-statiques)
ds 2 = λab(x
k) (dxa +aai dxi)(dxb +abj dxj) + τ−1 hij(xk) dxi dxj (2.1.1)
(i, j, k, . . . = 1, 2, 3 ; a, b, . . . = 4, 5) avec
aai ≡ λab gib (= λab ξb i) (2.1.2)
(ou` λab est la matrice inverse de λab et ξa i sont les vecteurs de Killing (1.7.1)). Dans
(2.1.1), la me´trique hij et les composantes de la matrice λab ont la meˆme signification
que dans (1.7.4) : respectivement me´trique d’espace et scalaires d’espace.
Dans sa me´thode de re´solution des e´quations d’Einstein dans le vide (1.4.2),
Maison [36] cherche d’abord a` parame´triser la me´trique gAB par des grandeurs 3-
tensorielles. Or cette dernie`re comporte 15 composantes dont 9 composantes sont
de´ja` 3-tensorielles a` savoir les composantes hij et λab ; il introduit les 6 composantes
suivantes appele´es twists 1
1En effet, les twists de l’espace-temps peuvent eˆtre de´finis de fac¸on covariante par
ωaA ≡ εABCDE ξ4 B ξ5 C ξa D;E ,
(εABCDE e´tant le tenseur antisyme´trique). Or, par de´finition, la 2-surface engendre´e, en un point
donne´, par les 2 vecteurs de Killing ξa
A est homoge`ne (voir (1.7.3)), cette dernie`re sera de´pourvue
de twists qui ne peuvent se manifester alors que dans l’espace ordinaire qui lui est “normal”. Ceci
se traduit mathe´matiquement par
ξb
A ωaA = 0 ∀a, b ;
ωa i sont les seules composantes non nulles des ωaA.
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ωai ≡ h−1/2 τ λab hij ηjklabj,k , (2.1.3)
(h ≡ −|hij| et ηjkl est le symbole antisyme´trique) et montre, que pour a fixe´, les 3
composantes ωai sont bien celles d’un vecteur covariant associe´ a` la me´trique d’espace
(voir aussi Re´f. [18]). En se servant des e´quations RAB = 0 et de la de´finition (2.1.3),
il de´duit l’e´quation
ωai,j − ωaj,i = 0
conduisant a` introduire les potentiels scalaires ωa tels que
ωai = ωa,i. (2.1.4)
Les e´quations d’Einstein RAB = 0 e´crites en fonction des grandeurs 3-tensorielles
hij , λab, ωa (de´composition 3+2 des e´quations d’Einstein) [36] sont invariantes sous
certaines transformations qui constituent une re´alisation non line´aire du groupe
SL(3, ℜ) [36]. En re´alisant une transformation convenable sur les scalaires λab et
ωa, Maison introduit la matrice 3 × 3 re´elle, syme´trique et anti-unimodulaire χ de
signature (+−+)
χ =

 λab + τ−1 ωa ωb τ−1 ωa
τ−1 ωb τ
−1

 , (2.1.5)
qui re´alise une repre´sentation line´aire du groupe SL(3, ℜ) [36] c’est a` dire que χuv
(u, v = 4, 5, 6) se transforme comme un tenseur covariant du second rang sous l’ac-
tion du groupe SL(3, ℜ).
A` l’aide de cette parame´trisation, les e´quations RAB = 0 s’e´crivent
(h)Rij =
1
4
Tr(χ−1 χ,i χ
−1 χ,j) (2.1.6)
(χ−1 χ,i);i = 0 (2.1.7)
((h)Rij et les de´rivations se rapportent a` la me´trique hij). Ces e´quations sont bien
invariantes sous l’action du groupe SL(3, ℜ) : χ′ → P T χP , χ′ −1 → P−1 χ−1 P T −1 et
χ′,i → P T χ,i P avec P ∈ SL(3, ℜ). Conside´rons le cas ou` les diffe´rentes composantes
de la matrice χ de´pendent d’une seule fonctions σ(xi), appele´e potentiel
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χ = η eN σ (2.1.8)
ou` η et N sont des matrices constantes 3 × 3. Alors les e´quations d’Einstein
(2.1.6, 2.1.7) se re´duisent au syste`me suivant
△σ = 0 (2.1.9)
(h)Rij =
1
4
Tr(N2) σ,i σ,j (2.1.10)
(△ e´tant le laplacien de´fini par rapport a` hij)).
Dans le cas particulier des solutions 2-statiques, ωa ≡ 0 et la matrice N est de
la forme
N =

 M 0
0 −x

 (2.1.11)
ou` x ≡Tr(M) et M est une matrice 2× 2 parame´trise´e par
M =

 x− a b
−b a

 (2.1.12)
avec
b2 ≡ a2 − x a+ y (2.1.13)
ou` y ≡ detM . Pour un potentiel σ s’annulant a` l’infini spatial, la me´trique de
l’espace-temps est asymptotiquement minkowskienne si
η ≡


1 0 0
0 −1 0
0 0 1

 . (2.1.14)
Alors la matrice λ est donne´e par
λ =

 1 0
0 −1

 eM σ (2.1.15)
puis son de´terminant −τ par
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τ = exσ . (2.1.16)
D’autre part de (2.1.11), (2.1.12), (2.1.13) on obtient
Tr(N2) = 2 (x2 − y) . (2.1.17)
Pour des solutions a` syme´trie sphe´rique on parame´trise la me´trique d’espace par
− hij(r) dxi dxj = dr 2 +H(r) dΩ2 ; H(r) ≥ 0 (2.1.18)
(x1 = r, x2 = θ, x3 = ϕ et dΩ2 = dθ2 + sin2 θ dϕ2), ceci donne par inte´gration de
(2.1.9)
σ,r = H
−1(r) (2.1.19)
(a` une constante multiplicative pre`s). En reportant les e´quations (2.1.17 → 2.1.19)
dans les e´quations (2.1.10), celles-ci s’e´crivent respectivement pour i = j = 2 et
pour i = j = 1 comme
1− 1
2
H,rr = 0
−H−1H,rr + 1
2
H−2 (H,r)
2 =
1
2
(x2 − y)H−2 .
La premie`re e´quation donne
H(r) = r2 − ν2 (2.1.20)
ou` ν2 est une constante re´elle, et la deuxie`me e´quation de´termine ν2 par
ν2 =
1
4
(x2 − y) . (2.1.21)
On obtient alors par inte´gration de (2.1.19)
σ(r) = −
∫ ∞
r
dr′
r′ 2 − ν2 . (2.1.22)
On peut distinguer essentiellement deux classes de solutions suivant que ν2 < 0 ou
ν2 ≥ 0 :
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α) Les solutions pour lesquelles y > x2 (ν2 < 0) sont re´gulie`res ainsi que la
5-me´trique (2.1.1), pour tout r re´el ; la topologie spatiale est donc du type wormhole,
avec 2 points a` l’infini spatial, r → ±∞. La fonction σ(r) correspondante
σ(r) = −1
µ
(
π
2
− arctan
(
r
µ
))
(2.1.23)
(ou` µ2 = −ν2, donc µ = (1/2)√y − x2) est de´finie dans l’intervalle Iσ =] − piµ , 0[
quand r varie de −∞ a` +∞. La 5-ge´ome´trie correspondant au cas x = a = 0
(wormhole syme´trique sans masse) a e´te´ e´tudie´e en de´tail dans [18] et [19].
β) Les solutions pour lesquelles y ≤ x2 (ν2 ≥ 0) sont singulie`res :
− en r = ν > 0 si y < x2 (ν2 > 0), la fonction σ(r) donne´e par
σ(r) =
1
2 ν
ln
(
r − ν
r + ν
)
(2.1.24)
est de´finie dans l’intervalle Iσ =]−∞, 0[ quand r varie de ν a` +∞. Le cas y = a = 0,
x > 0 (ν = x/2) correspond a` la solution de Schwarzschild ;
− ou en r = 0 si y = x2 (ν2 = 0), la fonction σ(r) donne´e par
σ(r) = −1
r
(2.1.25)
est de´finie dans l’intervalle Iσ =]−∞, 0[ quand r varie de 0 a` +∞.
C’est le parame`tre b, de´fini par (2.1.13), qui de´termine si le champ e´lectrique (voir
(1.1.3))
E ≡ −1
λ
(
λ45
λ55
)
,r
(2.1.26)
est pre´sent ou absent. Quand b = 0, le champ e´lectrique est nul, et la 5-me´trique
est diagonale ; on voit de (2.1.13) que ceci n’est possible que pour les solutions pour
lesquelles y ≤ x2/4. En particulier les solutions “wormhole” (y > x2) sont toujours
charge´es e´lectriquement. Le parame`tre a peut eˆtre associe´ a` la charge scalaire de
la solution, le champ scalaire λ55 e´tant a` courte porte´e dans le cas a = 0. Enfin la
masse inerte associe´e a` la solution est donne´e par [18]
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M =
1
2G
(
x− a
2
)
. (2.1.27)
Terminons cette section en donnant l’expression de λ55 tire´e de (2.1.15)
λ55 =


−
((
a− x2
) sinh qσ
q + cosh qσ
)
exσ/2 si y < x
2
4
−
((
a− x2
)
σ + 1
)
exσ/2 si y = x
2
4
−
((
a− x2
) sin pσ
p + cos pσ
)
exσ/2 si y > x
2
4
(2.1.28)
ou` q et p sont de´finis par
q ≡
√
x2
4
− y ; p ≡
√
y − x
2
4
. (2.1.29)
Ces expressions nous serons utiles pour l’e´tude de la stabilite´ effectue´e dans la section
2.3.
2.2 Petites oscillations monopolaires
On suppose que la solution 2-statique est excite´e de fac¸on que les modifica-
tions de´pendant du temps apporte´es a` la me´trique conservent a` celle-ci sa syme´trie
sphe´rique (c’est ce qu’on appelle excitation monopolaire).
La forme ge´ne´rale que peut prendre une me´trique a` syme´trie sphe´rique de´pendant
du temps est 2
ds 2 =(d)λab(r, t) dx
a dxb + 2µa(r, t) dx
a dr − l2(r, t) dr2 − g2(r, t) r2 dΩ2 . (2.2.1)
Elle de´pend de 7 fonctions inconnues, ne´anmoins on peut re´duire ce nombre a` 4 [23]
moyennant des transformations de coordonne´es convenablement choisies laissant, en
2Toutes les grandeurs dynamiques (de´pendant du temps) et ayant le meˆme symbole
mathe´matique que celles de la section pre´ce´dente (section 2.1), seront de´signe´es par la lettre (d)
en haut a` gauche.
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particulier, invariante la condition de pe´riodicite´ de la cinquie`me coordonne´e x5. On
peut ainsi re´duire la me´trique (2.2.1) a` une forme partiellement diagonalise´e ou` les
termes mixtes en dr dxa ne figurent plus et ou` l’un des coefficients de dr2 ou de dΩ2
est inde´pendant du temps. Dans [23], nous avons opte´ pour la deuxie`me possibilite´
3, et montre´ que la me´trique excite´e peut eˆtre parame´trise´e par
ds 2 =(d)λab(r, t) dx
a dxb − τ−1(r)
[
L(r, t) dr2 +H(r) dΩ2
]
(2.2.4)
ou` τ(r) et H(r) sont donne´s respectivement par (2.1.16), (2.1.20).
Au voisinage de la me´trique statique ((2.1.1), avec aai ≡ 0 et (2.1.18)) la matrice
(d)λ(r, t) et la fonction L(r, t) peuvent eˆtre e´crites
(d)λ(r, t) = λ(r) + P (r, t) (2.2.5)
L(r, t) = 1− A(r, t) (2.2.6)
avec
P (r, t) =

 B(r, t) C(r, t)
C(r, t) R(r, t)

 (2.2.7)
3En effectuant la transformation de coordonne´es
g′(r′) = g(r, t) r, θ′ = θ, ϕ′ = ϕ, t′ = t, x′ 5 = x5 (2.2.2)
ou` g′(r′) est choisi a priori, on rame`ne la me´trique (2.2.1) a` une forme ou` le coefficient de dΩ′ 2 ne
de´pend que de r′. Effectuons ensuite la transformation suivante
r′′ = r′, θ′′ = θ′, ϕ′′ = ϕ′, x′′ a = ψa(r′, t′) + δa5 x
′ 5 (2.2.3)
qui conserve bien la syme´trie sphe´rique et la condition de pe´riodicite´ de x5. Si, les 2 fonctions ψa
sont choisies de fac¸on a` satisfaire le syste`me line´aire suivant
∂ψa
∂r′
− (λ′ −1 µ′)4 ∂ψ
a
∂t′
= (λ′ −1 µ′)5 δa5
(ou` µ′ est la matrice colonne des µ′a(r
′, t′) qui sont les e´le´ments g′1a(r
′, t′) de la me´trique issue de
la transformation (2.2.2)), la me´trique prend alors la forme (a` comparer avec (2.2.4))
ds 2 =(d)λab(r
′′, t′′) dx′′ a dx′′ b − l′′ 2(r′′, t′′) dr′′ 2 − g′ 2(r′′) dΩ′′ 2 .
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ou` les fonctions A(r, t), B(r, t), C(r, t), R(r, t) sont conside´re´es comme des petites
perturbations de la me´trique. La line´arisation des e´quations d’Einstein dans le vide
conduit alors au syste`me
2Rˆ14 ≡ −
(
λ−1P˙,r
)5
5
+
1
2
(
λ−1P˙λ−1λ,r
)5
5
− 1
2
(
λ−1P˙λ−1λ,r
)4
4
+
1
2
(
λ−1λ,r
)4
4
Tr(λ−1P˙ )−
[
τH−1(τ−1H),r +
1
2
(
λ−1λ,r
)5
5
]
A˙ = 0
(2.2.8)
2Rˆ15 ≡ −
(
λ−1P˙,r
)4
5
−
(
λ−1P˙ λ−1λ,r
)4
5
+
1
2
(
λ−1λ,r
)4
5
[
Tr(λ−1P˙ ) + A˙
]
= 0
(2.2.9)
2Rˆ11 ≡ −τ−1λ44A¨− τ 1/2H−1(τ−1/2H),r A,r − 1
2
Tr(λ−1P ),rr
− Tr
[
λ−1λ,r (λ
−1P ),r
]
− 1
2
τ−1 τ,r Tr(λ
−1P ),r = 0 (2.2.10)
2Rˆ22 ≡ −2A− τ
2
(τ−1H),r
[
Tr(λ−1P ) + A
]
,r
= 0 (2.2.11)
2Rˆab ≡ δ4a δ4b A¨ + τ−1λab P¨55 + τH−1(HPab,r),r
− τ(λ,r λ−1P,r + P,r λ−1λ,r)ab + τ(λ,r λ−1Pλ−1λ,r)ab
+
1
2
τ λab,r
[
Tr(λ−1P ) + A
]
,r
= 0 (2.2.12)
ou` (˙) ≡ (∂/∂t), et RˆAB est la perturbation du tenseur de Ricci ((d)RAB = RAB +
RˆAB + · · ·). Le coefficient original –provenant du calcul direct– de A dans (2.2.11),
e´gal a` − (τ(τ−1H),r),r , a e´te´ remplace´ par −2 en se servant de l’e´quation
R22 ≡ −1
2
(
τ(τ−1H),r
)
,r
+ 1 = 0
Les e´quations (2.2.8→ 2.2.12), au nombre de sept, ne sont pas toutes inde´pendantes ;
on peut montrer directement deux relations entre elles en utilisant certaines des
e´quations RAB = 0 –a` savoir les e´quations Rab = 0–. Ces relations sont
2 τH−1(HRˆ14),r =
(
τRˆ11 + 2 τH
−1Rˆ22 + λ
44Rˆ44 − λ55Rˆ55
)
,t
,
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τH−1(HRˆ15),r =
(
λ45Rˆ55 + λ
44Rˆ45
)
,t
;
qui sont bien les identite´s de Bianchi (3.6.10) relatives a` RˆA
B :
RˆA
B
;B − 1
2
Rˆ;A ≡ 0
pour A = 4, 5. La troisie`me relation est l’identite´ de Bianchi pour A = 1.
Afin de de´coupler les e´quations (2.2.8 → 2.2.12), remarquons que les expres-
sions de Rˆ14 et Rˆ15 sont des de´rive´es totales par rapport au temps t. Annulons les
primitives correspondantes
2Rˆ14 ≡ − (λ−1P,r)5
5
+
1
2
(
λ−1Pλ−1λ,r
)5
5
− 1
2
(
λ−1Pλ−1λ,r
)4
4
+
1
2
(
λ−1λ,r
)4
4
Tr(λ−1P )−
[
τH−1(τ−1H),r +
1
2
(
λ−1λ,r
)5
5
]
A = 0
(2.2.13)
2Rˆ15 ≡ − (λ−1P,r)4
5
−
(
λ−1Pλ−1λ,r
)4
5
+
1
2
(
λ−1λ,r
)4
5
[
Tr(λ−1P ) + A
]
= 0
(2.2.14)
et re´alisons la combinaison suivante
− λ55 Rˆ14 + λ54 Rˆ15 = 0 (2.2.15)
Le premier membre de (2.2.15) comporte les fonctions R,r, C, R, A, factorise´es par
des fonctions d’e´le´ments de la matrice λ. Or, le coefficient de C e´gal a`
1
4
[
det(λ−1) λ55λ54 ,r + λ55 ,r λ
54 −
(
λ−1λ,r
)4
5
]
,
s’annule identiquement. On obtient alors
A = −2 τ
−3/2H2 (τ−1/2R),r
(τ−2H2 λ55),r
(2.2.16)
qui constitue une relation entre les fonctions A etR. Re´alisons ensuite la combinaison
suivante
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2
(
−λ55 ,rRˆ14 + λ54 ,rRˆ15
)
≡ (λ,rλ−1P,r)55 − 1
2
(λ,rλ
−1Pλ−1λ,r)55︸ ︷︷ ︸
Ξ
+
1
2
{
−(λ,rλ−1Pλ−1λ,r)55 + λ55 ,rTr(λ−1Pλ−1λ,r)︸ ︷︷ ︸
Π
+
[
λ54 ,r(λ
−1λ,r)
4
5 − λ55 ,r(λ−1λ,r)44
]
Tr(λ−1P )
}
︸ ︷︷ ︸
Π
+
[
λ55 ,rτH
−1(τ−1H),r +
1
2
(λ,rλ
−1λ,r)55
]
A = 0
(2.2.17)
que l’on a e´crite de fac¸on que les 2 premiers termes (Ξ), contenant les fonctions
B,C, puissent se compenser avec des termes correspondants provenant de Rˆ55 = 0,
a` savoir le troisie`me et le quatrie`me termes ; les 4 termes suivants (Π) se simplifient
par
Π = −1
2
det(λ−1λ,r)R ;
et dans le dernier terme, A s’e´limine a` l’aide de (2.2.16). Or, en inse´rant Rˆ55 = 0
dans (2.2.17), pour e´liminer les termes (Ξ) (autrement dit, pour e´liminer les fonctions
B,C), on y introduit le terme
[
Tr(λ−1P ) + A
]
,r
qui, lui aussi, contient les fonctions B,C et que l’on doit e´liminer –tout entier– en
y inse´rant Rˆ22 = 0. Finalement, ces deux dernie`res ope´rations (a` savoir l’insertion
de Rˆ55 = 0, Rˆ22 = 0 dans (2.2.17)) se re´alisent par la combinaison suivante (avec
l’insertion de (2.2.16) pour exprimer A en fonction de R) :
(τ−1H),r Rˆ55 + 2 τ (τ
−1H),r
(
−λ55 ,r Rˆ14 + λ54 ,r Rˆ15
)
+ λ55 ,r Rˆ22 = 0 (2.2.18)
qui conduit (en utilisant e´galement l’e´quation (λ−1λ,i);i = 0 qui de´coule de l’e´quation
statique matricielle Rab = 0) a` l’e´quation d’onde pour la fonction R
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τ−1 λ44 R¨ −H−1(H R,r),r − 2f−1 f,rR,r +
[
det(λ−1λ,r) + τ
−1 τ,r f
−1 f,r
]
R = 0
(2.2.19)
ou` on a pose´
f ≡ − (τ
−2H2),r
(τ−2H2 λ55),r
. (2.2.20)
L’e´quation (2.2.19) se transforme, a` l’aide des changements de variables et de coor-
donne´es suivant
Φ ≡ f R ,
du ≡ τ−1/2 dr, (2.2.21)
en une e´quation du type de Klein-Gordon pour la fonction Φ dans l’espace 3-dimensi-
onnel de me´trique dℓ 2 = du 2 + τ−1/2H dΩ 2 :
λ44 Φ¨− τ 1/2H−1 (τ−1/2H Φ,u),u +
[
det(λ−1λ,u) + τ
−1/2H−1 f−1 (τ 1/2H f,u),u
]
Φ = 0
(2.2.22)
Les solutions stationnaires de cette e´quation sont de la forme Φ(r, t) = Φ(r)e−i ω t,
ou` Φ(r) et ω sont solutions du proble`me aux valeurs propres associe´ a` (2.2.22)
(remplacer Φ¨ par −ω2Φ). La solution 2-statique conside´re´e est instable si ω est
imaginaire, ω = ik (avec k2 > 0).
Pour des raisons de commodite´ nous utiliserons aussi dans la section suivante
consacre´e a` l’e´tude de la stabilite´, les e´quations aux valeurs propres suivantes ou` le
potentiel σ est utilise´ comme coordonne´e radiale
R,σσ + 2f
−1 f,σ R,σ − (k2 τ−1H2 λ44 + y + x f−1 f,σ)R = 0 (2.2.23)
− Φ,σσ + (k2 τ−1H2 λ44 + y + f−1 f,σσ + x f−1 f,σ)Φ = 0 (2.2.24)
(x et y sont de´finis par (2.1.11 → 2.1.13)).
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Notre but est de chercher si, en partant d’une petite perturbation de la 5-me´trique
a` l’instant t = 0, celle-ci peut croˆıtre inde´finiment dans le temps. Pour des pertur-
bations stationnaires de la forme R(σ, t) = R(σ)e−i ω t, etc., ceci revient a` chercher
des solutions physiquement acceptables des e´quations d’Einstein line´arise´es (2.2.8→
2.2.12) pour ω = ik (k > 0).
En relativite´ ge´ne´rale, une de´finition naturelle des perturbations physiquement
acceptables d’une me´trique re´gulie`re est d’imposer que la me´trique perturbe´e soit
aussi re´gulie`re. Une condition suffisante pour ceci est que les petites perturbations
R, A, B, C soient borne´es [23]. Mais cette condition semble trop faible dans le cas
d’une me´trique admettant une singularite´ (c’est le cas des solutions statiques avec
y ≤ x2 qui sont singulie`res en r = ν). Dans ce cas nous supposerons seulement que
les perturbations ne modifient pas le caracte`re de la singularite´, c’est a` dire que la
perturbation A (e´quation (2.2.6)) ainsi que les perturbations relatives Pab/λab des
diffe´rentes composantes de la matrice λ restent borne´es (c’est d’ailleurs une condition
ne´cessaire pour que la line´arisation (2.2.5), (2.2.6) ait un sens). Une approche plus
rigoureuse pourrait consister a` conside´rer au lieu de perturbations stationnaires des
paquets d’ondes dont le support n’inclut pas la singularite´ en r = ν.
Les perturbations peuvent a priori diverger aux bornes de l’intervalle de variation
de r (]−∞,+∞[ dans le cas y > x2, ]ν,+∞[ dans le cas y ≤ x2), ainsi qu’aux
e´ventuels ze´ros r0 de la fonction f figurant dans (2.2.19). Nous allons d’abord e´tudier
le comportement des pertubations a` l’infini et au voisinage de r = r0, et montrer
qu’il exite un (et un seul) ze´ro r0 de f pour un certain domaine de valeurs des
parame`tres (x, y, a). Les conclusions sur la stabilite´ de´pendront du comportement
au voisinage de la borne infe´rieure (−∞ ou ν) qui sera e´tudie´ cas par cas.
2.3.1 Comportement asymptotique et au voisinage de r = r0
De´terminons d’abord le comportement asymptotique (r → +∞ ou σ → 0−)
des perturbations. La forme asymptotique de l’e´quation (2.2.22) (τ → 1, λ44 → 1,
f → 1)
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k2Φ− r2 (r2Φ,r),r ≃ 0 (2.3.1)
est la meˆme que celle de l’e´quation de Schro¨dinger habituelle, conduisant au com-
portement asymptotique de Φ (r → +∞, σ → 0−)
Φ ≃ r−1
(
c1 e
k r + c2 e
−k r
)
≃ − σ
(
c1 e
−k/σ + c2 e
k/σ
) (2.3.2)
(c1 et c2 sont des constantes re´elles). Le parame`tre k e´tant suppose´ positif, on doit
exclure le comportement en ek r, ce qui impose l’annulation de la constante c1,
Φ ≃ − c2 σ ek/σ . (2.3.3)
Ce comportement se transmet aux perturbations R, A, B, C de la 5-me´trique.
Montrons maintenant que la perturbation R diverge en un ze´ro de la fonction f
(2.2.20). Au voisinage d’un ze´ro –simple comme on le verra– σ0 ∈ Iσ (ouvert) de f ,
celle-ci se comporte comme (σ − σ0) et, de ce fait, l’e´quation (2.2.19) comme
R,σσ +
2
σ − σ0 R,σ −
x
σ − σ0 R ≃ 0 . (2.3.4)
La recherche de R(σ) sous la forme (σ − σ0)s fournit les valeurs s1 = 0 et s2 = −1
et donc la solution ge´ne´rale a` (2.3.4) diverge en σ0 comme (σ − σ0)−1, ainsi que le
rapport R/λ55 . De plus, il re´sulte de la relation (2.2.16) e´crite sous la forme
A =
τ−2H2
(τ−2H2 λ55),σ
(xR− 2R,σ) (2.3.5)
que la perturbation A ne peut qu’y diverger (sachant que le de´nominateur de (2.3.5)
ne peut pas diverger en σ0).
Cherchons maintenant dans quelle(s) condition(s) puisse exister un ze´ro r = r0
ou σ = σ0 de f ; celle-ci peut s’e´crire comme
f = − (τ
−2H2),r
(τ−2H2 λ55),r
= − (τ
−2H2),σ
(τ−2H2 λ55),σ
Le point r0 est ze´ro de f si
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(τ−2H2),r(r0) = 0
λ55 ,r(r0) 6= 0
(2.3.6)
De´terminons d’abord r0 pour y < x
2. Dans ce cas,
H = r2 − ν2 , τ =
(
r − ν
r + ν
)x/(2ν)
(2.3.7)
d’ou`
τ−1H = (r + ν)1+x/(2ν) (r − ν)1−x/(2ν) . (2.3.8)
En de´rivant (2.3.8) on obtient
(τ−1H),r
τ−1H
=
1 + x/(2ν)
r + ν
+
1− x/(2ν)
r − ν (2.3.9)
qui s’annule pour
r = r0 ≡ x
2
(2.3.10)
(ce re´sultat se ge´ne´ralise aise´ment au cas y ≥ x2). Il s’agit bien d’une racine d’ordre 1
(c’est a` dire qu’au voisinage de r0 : (τ
−2H2),r ≃ (r− r0)). Or, la coordonne´e radiale
r est limite´e infe´rieurement, pour les solutions de la classe β, y ≤ x2, par ν. Donc
la valeur r = r0 appartient au domaine de variation de r dans les cas
y > x2
y ≤ x2 , x
2
> ν
conditions qui sont e´quivalentes a`
y > x2
0 < y ≤ x2 , x > 0 . (2.3.11)
Si maintenant
λ55 ,σ(σ0) = 0 (2.3.12)
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(avec les conditions (2.3.11)), σ0 n’est plus un ze´ro de f , car dans ce cas le nume´rateur
et le de´nominateur de f s’annulent simultane´ment. Mais, vu la de´pendance (2.1.28)
de λ55 en σ, σ0 ne peut eˆtre qu’un ze´ro simple (d’ordre 1) de λ55 ,σ et par conse´quent
de tout le de´nominateur de la fonction f , laquelle s’e´crira au voisinage de σ0 comme
f ≃ C1 [1 + C2 (σ − σ0)] (2.3.13)
(ou` C1, C2 sont des constantes). En reportant dans (2.2.23) on obtient pour σ ∼ σ0
R,σσ + 2C2R,σ + C3R ≃ 0 . (2.3.14)
Pour R(σ) de la forme (σ−σ0)s, on obtient s1 = 0 et s2 = 1 et donc la perturbation
R(σ) est finie en σ0 ; par contre A(σ) y diverge comme (σ − σ0)−1
A(σ ∼ σ0) ∝ xR− 2R,σ
σ − σ0 ∝
1
σ − σ0 . (2.3.15)
On conclut donc que, si les conditions (2.3.11) sont satisfaites, il existe un point
σ = σ0, correspondant par (2.1.23), (2.1.24) ou (2.1.25) a` r = r0 ≡ x/2, ou` l’une, au
moins, des perturbations R(σ) ou A(σ) diverge. Ceci va nous permettre d’aborder
l’e´tude de la stabilite´ dans les paragraphes suivants.
2.3.2 Classe des solutions du type wormhole y > x2
A) Cas ge´ne´rique
La forme asymptotique de l’e´quation (2.2.22) pour r → −∞, est identique a` sa
forme asymptotique pour r → +∞, d’ou` le comportement suivant pour Φ (r → −∞)
Φ ≃ r−1
(
c3 e
k r + c4 e
−k r
)
. (2.3.16)
Ce comportement se transmet aux perturbations R, A, B, C. Le terme en e−k r doit
eˆtre exclu afin que les rapports R/λ55, · · ·, restent finis quand r → −∞ ; or, ayant
de´ja` annule´ la constante c1 dans (2.3.2), l’annulation de c4 n’est possible que pour
certaines valeurs kn de k qui constituent le spectre du proble`me aux valeurs propres.
Mais, d’autre part, comme nous l’avons vu, la fonction f s’annule en r = x/2, point
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ou` l’une au moins des perturbations R ou A diverge. Cette divergence ne pouvant
pas eˆtre e´vite´e (nous ne disposons plus de parame`tre libre a` ajuster de fac¸on a` la
supprimer), le proble`me aux valeurs propres n’admet pas de solution. Il en re´sulte
que les solutions statiques de cette classe sont stables.
B) Cas x = a = 0
Dans ce cas la 5-me´trique (2.1.1) prend la forme
ds 2 =
r2 + µ2
r2 − µ2 dt
2−dr 2−(r2+µ2) (dθ 2+sin2 θ dϕ 2)− r
2 − µ2
r2 + µ2
(
dx5 +
2µ r
r2 − µ2 dt
)2
.
(2.3.17)
La 4-me´trique projete´e (1.1.4) est syme´trique dans l’e´change r ↔ −r, et la masse
associe´e (2.1.27) est nulle, d’ou` le nom de “wormhole syme´trique” donne´ a` cette
me´trique statique. Il re´sulte de cette syme´trie que l’e´quation d’onde (2.2.22) pour
les petites perturbations, qui s’e´crit ici
−[(r2 + µ2) Φ,r],r +
[
k2 (r2 − µ2) + 6µ
2
r2
]
Φ = 0 ,
est invariante aussi par la re´flexion r → −r. Les constantes c1, c2 dans (2.3.2)
doivent donc se confondre respectivement avec les constantes c4, c3 dans (2.3.16)
d’ou` une seule condition de re´gularite´ a` l’infini spatial, qui entraˆıne l’annulation de
la constante c1 dans (2.3.2).
Dans ce cas τ = 1 et H2λ55 = −r4 + µ4, d’ou` (d’apre`s (2.2.20))
f =
r2 + µ2
r2
;
donc contrairement au cas ge´ne´rique, la fonction f n’a plus de ze´ro mais un poˆle
double en r = r0 ≡ 0, au voisinage duquel la fonction Φ se de´veloppe par
Φ =
c¯1
r2
[
1 +
1
6
(
k2 +
2
µ2
)
r2 + · · ·
]
+ c¯2 r
3
[
1− 1
14
(
k2 − 34
3µ2
)
r2 + · · ·
]
(2.3.18)
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ou` c¯1 et c¯2 sont des constantes re´elles dont le rapport (c¯1/c¯2) a e´te´ choisi de fac¸on a`
annuler c1 dans (2.3.2). La fonction Φ n’e´tant pas borne´e en r = 0, mais la fonction
R = f−1Φ, quand a` elle, est bien borne´e en r = 0
R =
c¯1
µ2
[
1 +
1
6
(
k2 − 4
µ2
)
r2 + · · ·
]
+
c¯2 r
5
µ2
[
1− 1
14
(
k2 +
8
3µ2
)
r2 + · · ·
]
(2.3.19)
et donc le rapport R/λ55 aussi, e´tant donne´ que λ55(r = 0) = 1. De (2.2.16) on
de´duit l’expression de A
A =
c¯1µ
2
6r2
(
k2 − 4
µ2
)
+ · · · (2.3.20)
qui est singulie`re en r = 0, sauf si on choisit
k2 =
4
µ2
(2.3.21)
qui constitue donc une solution du proble`me aux valeurs propres de´fini dans l’in-
troduction de cette section. On ve´rifie que pour k2 = 4/µ2 et c1 = 0, les rapports
B(r)/λ44 et C(r)/λ45 sont aussi borne´s en r = 0. Les rapports Pab/λab ainsi que
la fonction A sont donc, pour k2 = 4/µ2 et c1 = 0 (c¯1/c¯2 convenablement choisi),
borne´s partout. On conclut que le wormhole sans masse (x = a = 0) a un mode
propre qui croˆıt dans le temps comme e2 t/µ, et est ainsi instable.
Pour un wormhole de charge e´gale a` celle de l’e´lectron, la constante de temps est
donne´e par 4
µ
2
=
1
2
√
α tP (2.3.22)
4Dans le syste`me c = ǫ0 = 1, on obtient en partant de (2.1.26) le champ e´lectrique asymptotique
E ≃ 2µ
λ
1
r2
r →∞
ou` le coefficient de 1/r2 doit eˆtre e´gal a` e/4π (e e´tant la charge du wormhole suppose´e e´le´mentaire),
d’ou` en se servant de (1.4.5)
µ2 =
e2G
4 π
= α t2P .
ou` tP est le “temps de Planck”.
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L’accroissement de la “petite” perturbation initiale est donc extreˆmement rapide.
Ceci ne sanctionne pas l’inte´reˆt de l’e´tude faite dans [18], [19] qui, rappelons le, n’est
qu’une approximation du cas ou` la masse du wormhole –non nulle– est faible devant
sa charge (pour une particule e´le´mentaire telle que l’e´lectron, λM/Q ≃ 10−21).
2.3.3 Classe des solutions pour lesquelles y ≤ x2
Vu l’expression de λ55, e´quation (2.1.28), qui diffe`re suivant la relation d’ordre
entre y et x2/4, cette classe sera scinde´e en deux sous-classes : x2/4 < y ≤ x2 et
y ≤ x2/4. La classification dans chaque sous-classe se fait de fac¸on a` faire apparaˆıtre
les conditions (2.3.11).
A) Sous-classe x2/4 < y ≤ x2 (x 6= 0)
Dans ce cas la connaissance de τ = ex σ, H = ν2/ sinh2 νσ, λ44 = −τ−1λ55 ou`
λ55 est donne´e par (2.1.28), permet de de´terminer les comportements asymptotiques
(σ → −∞) de la fonction f et des autres fonctions figurant dans l’e´quation (2.2.24)
f ∝ e
− x σ/2
sin(p σ + φ1 + φ2)
(2.3.23)
k2 τ−1H2 λ44 ≃ k
2 b
p
(x2 − y)2 sin(p σ + φ1) e(8 ν−3x)σ/2 (2.3.24)
y +
f,σσ
f
+ x
f,σ
f
≃ 2 p
2
sin2(p σ + φ1 + φ2)
(2.3.25)
ou` 0 < φ1 < π, 0 < φ2 < π/2 sont tels que
tanφ1 ≡ 2 p
2 a− x ; tanφ2 ≡
2 p
8 ν − 3 x , (2.3.26)
et on a suppose´ y < x2 (le cas y = x2 sera traite´ plus loin). On peut distinguer deux
cas suivant le signe de 8 ν − 3 x (e´quation (2.3.24)).
Cas (x < 0) ou ((x2/4) < y < 7 x2/16)
On ve´rifie que dans ce cas
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8 ν − 3 x > 0 (2.3.27)
le terme (2.3.24) est alors asymptotiquement ne´gligeable devant le terme (2.3.25),
dans ce cas l’e´quation (2.2.24) prend la forme asymptotique suivante (σ → −∞)
Φ,σσ − 2 p
2
sin2(p σ + φ1 + φ2)
Φ ≃ 0 (2.3.28)
dont on connait la solution ge´ne´rale
Φ ≃ c¯3
tan(p σ + φ1 + φ2)
+ c¯4
(
1
p
− σ
tan(p σ + φ1 + φ2)
)
. (2.3.29)
On en tire l’expression asymptotique de R = Φ/f
R ≃ c3 cos(p σ+φ1+φ2) ex σ/2+c4
(
sin(p σ + φ1 + φ2)
p
− σ cos(p σ + φ1 + φ2)
)
exσ/2 .
(2.3.30)
Si c4 6= 0, le rapport R/λ55 n’est pas borne´, a` cause de la pre´sence du facteur σ dans
le second terme de (2.3.30). Avec c4 = 0, on obtient (σ → −∞)
R
λ55
∝ cos(p σ + φ1 + φ2)
sin(p σ + φ1)
; A ∝ 1 . (2.3.31)
Le rapport R/λ55 diverge donc pe´riodiquement quand σ → −∞. Mais ces diver-
gences e´tant dues au de´phasage constant φ2 entre le champ scalaire statique λ55 et
sa perturbation, le champ scalaire perturbe´ (d)λ55(r, 0) = λ55(r)+R(r), qui peut eˆtre
mis sous la forme
(d)λ55 = − b
p
sin(pσ + φ1 + α) e
(x σ/2)+β (2.3.32)
(α , β constantes) a le meˆme comportement asymptotique que λ55, et est donc
physiquement acceptable. La contante c1 dans (2.3.2) e´tant de´ja` prise e´gale a` ze´ro,
l’annulation de la constante c4 n’est possible que pour certaines valeurs discre`tes
du parame`tre k, qui constituent le spectre de valeurs propres du proble`me. Les so-
lutions statiques de la the´orie de Kaluza-Klein correspondant au cas x < 0 sont
donc probablement instables (elles ne pourraient eˆtre stables que si le spectre de
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valeurs propres e´tait vide), tandis que les solutions correspondant au cas x > 0 et
(x2/4) < y < 7x2/16 sont stables car dans ce cas au proble`me aux valeurs propres
s’ajoute la divergence apparaˆıssant au point σ0.
Cas x > 0 et 7 x2/16 < y(< x2)
Ce cas correspond a` 8ν − 3x < 0 ; le terme (2.3.24) est pre´ponde´rant par rap-
port au terme (2.3.25) sauf au voisinage des poˆles de ce dernier, ou` on retrouve le
comportement fini (2.3.30). Sinon, l’e´quation (2.2.24) prend la forme asymptotique
suivante (σ → −∞)
Φ,σσ − k
2 b
p
(x2 − y)2 sin(p σ + φ1) e(8 ν−3x)σ/2 Φ ≃ 0 (2.3.33)
ou` le potentiel asymptotique (au sens de l’e´quation de Schro¨dinger) est une exponen-
tielle module´e par une fonction sinuso¨ıdale. Conside´rons d’abord l’e´quation voisine,
a` potentiel purement exponentiel,
Φ,σσ − d2 e2 c σ Φ = 0
(c < 0). La solution asymptotique (σ → −∞) ge´ne´rale de cette e´quation est
une combinaison line´aire d’une biexponentielle croissante et d’une biexponentielle
de´croissante
exp
[
±d
c
ec σ
]
.
Ceci nous conduit a` penser (nous n’avons pu le prouver) que la solution ge´ne´rale
de (2.3.33) est combinaison line´aire d’une biexponentielle croissante et d’une biex-
ponentielle de´croissante module´es pe´riodiquement. Les perturbations relatives pour-
ront alors eˆtre borne´es, pour σ → −∞, pour les valeurs discre`tes de k pour lesquelles
la biexponentielle croissante est absente, mais divergeront toujours au voisinage du
point σ0 (les conditions (2.3.11) e´tant remplies), d’ou` la conclusion a` la stabilite´.
Cas x > 0 et y = 7 x2/16
38 E´tude analytique de la stabilite´...
Dans ce cas –avec 8ν − 3x = 0– les deux termes (2.3.24), (2.3.25) sont pre´sents
dans l’e´quation (2.2.24), dont la forme est voisine de (2.3.28), conduisant au com-
portement (2.3.29) au voisinage des poˆles du potentiel, et a` une conclusion analogue
a` celle du cas x > 0 et x2/4 < y < 7x2/16, a` savoir la stabilite´.
Cas y = x2 (x 6= 0)
Dans ce cas l’e´quation (2.3.24) est remplace´e par
k2 τ−1H2 λ44 ≃ k
2 b
p
sin(p σ + φ1)
σ4
e−3x σ/2 ; (2.3.34)
l’e´quation (2.3.25) restant valable. Si x < 0, le terme (2.3.34) est ne´gligeable devant
le terme (2.3.25) ; pour x > 0, il se produit le contraire. On a alors les conclusions
suivantes : pour x < 0, les e´quations (2.3.28 → 2.3.31) restent valables ainsi que la
discussion qui suit, ce cas est un proble`me aux valeurs propres et la conclusion est
qu’il est probablement instable ; pour x > 0, l’e´quation d’onde (2.2.24) s’e´crit
Φ,σσ − k
2 b
p
sin(p σ + φ1)
σ4
e−3xσ/2 Φ ≃ 0 , (2.3.35)
du meˆme type que (2.3.33) (le facteur 1/σ4 variant lentement devant l’exponentielle).
La discussion qui a suivi l’e´quation (2.3.33) reste donc valable, d’ou` la conclusion a`
la stabilite´.
En re´sume´, la sous-classe A) : x2/4 < y ≤ x2 (x 6= 0) est caracte´rise´e par la
stabilite´ de toutes les solutions pour lesquelles x > 0 ; les solutions pour lesquelles
x < 0 sont toutes probablement instables.
B) Sous-classe y ≤ x2/4
On doit distinguer respectivement les cas y 6= 0, y = 0.
B.1) y 6= 0
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Cas (y < x2/4 (a quelconque)) ou (y = x2/4 et a = x/2)
Dans ce cas, la fonction λ55 se comporte pour σ → −∞ comme
λ55 ∝ e(x±2 q)σ/2 (2.3.36)
avec le signe infe´rieur si a 6= (x/2) + q, et le signe supe´rieur si a = (x/2) + q. On
obtient ensuite
f ∝ e− (x±2 q)σ/2 (2.3.37)
d’ou`
f,σ
f
≃ −
(
x
2
± q
)
, (2.3.38)
k2 τ−1H2 λ44 ≃ k2 e(8 ν−3x±2 q)σ/2 . (2.3.39)
Or, on ve´rifie que, pour y 6= 0 (∀x)
8 ν − 3 x± 2 q > 0 (2.3.40)
ceci permet de ne´gliger le terme (2.3.39) devant le terme (2.3.38) dans l’e´quation
(2.2.23) qui prend la forme asymptotique (σ → −∞)
R,σσ − 2
(
x
2
± q
)
R,σ +
(
x
2
± q
)2
R ≃ 0 (2.3.41)
et admet pour solution
R(σ) ≃ (c3 + c4 σ) e− (x±2 q)σ/2 (2.3.42)
et donc
R
λ55
≃ c3 + c4 σ (2.3.43)
qui diverge sauf si c4 = 0. Cette condition conduisant a` un proble`me aux valeurs
propres, on en conclut que : les solutions statiques, correspondant a` ce cas, pour
lesquelles y < 0 ou x < 0, sont probablement instables, tandis que les solutions pour
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lesquelles y > 0 et x > 0 sont stables, les perturbations relatives divergent toujours
au point σ0.
Cas y = x2/4 et a 6= x/2
Ce cas (q = 0) se distingue du cas pre´ce´dent par le comportement de λ55 pour
σ → −∞
λ55 ≃
(
x
2
− a
)
σ ex σ/2 (2.3.44)
et donc de f aussi, toutefois la de´rive´e logarithmique de f reste inchange´e
f,σ
f
≃ − x
2
. (2.3.45)
L’expression de k2τ−1H2λ44 est la meˆme –avec q = 0– que dans (2.3.39) multi-
plie´e par σ. Or, l’ine´galite´ (2.3.40) e´tant toujours satisfaite, ce terme reste toujours
ne´gligeable devant f,σ/f , d’ou`
R,σσ − xR,σ + x
2
4
R ≃ 0 (2.3.46)
et
R(σ) ≃ (c3 + c4 σ) ex σ/2 (2.3.47)
avec maintenant un rapport
R
λ55
≃ 2 c4
x− 2 a (2.3.48)
fini (∀ c3 et c4) ; l’annulation de c4 n’est donc plus ne´cessaire (on ve´rifie que la
perturbation A tend vers ze´ro pour σ → −∞). Il en re´sulte que si x < 0, il existe
pour tout k2 < 0 une perturbation physiquement acceptable (on peut toujours
ajuster le rapport c4/c3 de fac¸on a` annuler la constante c1 dans l’e´quation (2.3.2)) ;
les solutions statiques de ce cas sont donc instables. Si x > 0, il apparaˆıt une
divergence en σ0 qui ne pourra eˆtre e´limine´e que pour certaines valeurs discre`tes kn
de k. Les solutions correspondant a` x > 0 sont donc probablement instables.
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En re´sume´, le cas y 6= 0 de la sous-classe B) : y ≤ x2/4 est caracte´rise´ par la
stabilite´ de toutes les solutions pour lesquelles y > 0 et x > 0 sauf le cas particulier
y = x2/4 et a 6= x/2 (x > 0) lequel est probablement instable. Les solutions pour
lesquelles y < 0, x < 0 sont toutes probablement instables, a` part le cas particulier
y = x2/4 et a 6= x/2 (x < 0), donc on sait qu’il est instable.
B.2) y = 0
Cas y = a = 0 (x 6= 0)
Dans ce cas la solution statique (2.1.1)
ds 2 =
(
1− x
r¯
)
dt 2 −
(
1− x
r¯
)−1
dr¯ 2 − r¯ 2 dΩ 2 − (dx5)2 (2.3.49)
(ou` r¯ ≡ r+(x/2)) est simplement le produit tensoriel de la me´trique de Schwarzschild
(pour x > 0) par le cercle de Klein.
Avec λ55 = −1 et f = 1, l’e´quation (2.2.23) prend la forme
R,σσ − k2 x2 e
− 4xσ
(1− e− 4x σ)4 R = 0 . (2.3.50)
Cette e´quation entraˆıne que (R2),σσ est positif dans tout l’intervalle de variation
de σ ∈]∞, 0[. Il en re´sulte que la perturbation R(σ) ne peut pas eˆtre borne´e simul-
tane´ment aux deux extre´mite´s de cet intervalle. Ce cas est donc stable. En particulier
la solution de Schwarzschild (x > 0) est stable vis-a`-vis des perturbations monopo-
laires de la 5-me´trique, comme de´ja` observe´ par Tomimatsu [22].
Cas y = 0, a 6= 0, x < 0
Quand σ → −∞, la fonction λ55 se comporte comme
λ55 ∝ ex σ (2.3.51)
d’ou` l’on tire
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f ∝ e− xσ (2.3.52)
et
k2 τ−1H2 λ44 ∝ k2 e− 3x σ . (2.3.53)
On peut ne´gliger le terme (2.3.53) devant le terme en f dans (2.2.23) qui s’e´crit pour
σ → −∞
R,σσ − 2 xR,σ + x2R ≃ 0 . (2.3.54)
La solution ge´ne´rale de cette e´quation est donne´e par
R ≃ (c3 + c4 σ) ex σ (2.3.55)
d’ou` l’expression du rapport
R
λ55
≃ c3 + c4 σ (2.3.56)
qui diverge sauf si c4 = 0. Cette condition conduisant a` un proble`me aux valeurs
propres, les solutions de ce cas sont probablement instables.
Cas y = 0, a 6= 0, x > 0
Dans ce cas l’expression de λ55 se re´duit a`
λ55 =
a− x
x
− a
x
ex σ . (2.3.57)
Pour x = a, on trouve (σ → −∞)
f ≃ 4 (1− 3 ex σ) (2.3.58)
en substituant dans (2.2.23), on obtient finalement l’e´quation asymptotique
R,σσ − 6 x ex σ R,σ − (k2 x2 − 3) x2 ex σ R ≃ 0 (2.3.59)
qui admet
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R ≃ c3 + c4 σ (2.3.60)
comme solution ge´ne´rale. D’ou` l’on de´duit les expressions du rapport R/λ55
R
λ55
≃ (c3 + c4 σ) e−x σ (2.3.61)
qui diverge quelles que soient les valeurs des constantes c3, c4, d’ou` l’on conclut a` la
stabilite´.
Pour x 6= a, on obtient
f ∝ 1
4 x− 3 a+ 3 a ex σ (∀σ) . (2.3.62)
Commenc¸ons d’abord par traiter le cas x > a. Pour σ → −∞ on peut e´crire
f ∝ 1− 3 a
4 x− 3 a e
x σ (2.3.63)
d’ou`
f,σ
f
≃ − 3 a x
4 x− 3 a e
x σ. (2.3.64)
On obtient de meˆme (σ → −∞)
k2 τ−1H2 λ44 ≃ k2 x3 (x− a) . (2.3.65)
En reportant ces deux dernie`res e´quations dans (2.2.23), celle-ci s’e´crit pour σ → −∞
comme
R,σσ + k
2 x3 (a− x)R ≃ 0 (2.3.66)
et admet pour solution ge´ne´rale l’expression
R(σ) ≃ c3 emσ + c4 e−mσ (x > a) (2.3.67)
(avec m ≡ kx
√
x(x− a)) ou` le terme en c4 doit eˆtre exclu pour que le rapport R/λ55
soit fini quand σ → −∞, ceci suppose que le proble`me aux valeurs propres admet
des solutions kn ; dans ce cas la fonction A se comporte comme
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A ≃ c3
3 a− 4 x (x− 2m) e
(m−x)σ . (2.3.68)
On ve´rifie ensuite que
B
λ44
∼ C
λ45
∼ c3 e(m−x) σ . (2.3.69)
La condition de convergence commune de A et des rapports B/λ44, C/λ45 n’est donc
remplie que si
k2n ≥
1
x (x− a) . (2.3.70)
En l’absence d’information sur les valeurs nume´riques des kn, on peut conjecturer
que ce cas est instable.
Traitons maintenant le cas x < a. Si 4x− 3a 6= 0 ou
x 6= 3 a
4
(2.3.71)
les e´quations (2.3.63 → 2.3.66) restent valables, et on obtient pour R l’expression
(σ → −∞)
R ≃ c3 cos m¯σ + c4 sin m¯σ (x < a) (2.3.72)
(avec m¯ ≡ kx
√
x(a− x)) qui est bien borne´e. Ne´anmoins, en poussant un peu les
calculs, on montre que (σ → −∞)
τ−2H2 ≃ x4 (1 + 4 exσ) , (2.3.73)
τ−2H2 λ55 ≃ x3 (a− x)
(
1 +
4 x− 3 a
x− a e
x σ
)
. (2.3.74)
En reportant les e´quations (2.3.72 → 2.3.74) dans (2.3.5) on obtient pour A(σ)
l’expression
A ≃ (c¯3 cos m¯σ + c¯4 sin m¯σ) e− xσ (x < a) (2.3.75)
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qui n’est pas borne´e quand σ tend vers−∞. Cette situation est inacceptable physique-
ment, et on conclut donc a` la stabilite´ de ce cas de solutions.
Si maintenant
x =
3 a
4
(2.3.76)
on aura (σ → −∞)
f ∝ e−x σ (2.3.77)
et
f,σ
f
≃ −x (2.3.78)
En reportant (2.3.65), (2.3.78) dans (2.2.23) on obtient
R,σσ − 2 xR,σ + x2 [k2 x (a− x) + 1]R ≃ 0 (2.3.79)
puis, par inte´gration, on de´duit l’expression de R (σ → −∞)
R ≃ (c3 cos m′σ + c4 sin m′σ) ex σ (2.3.80)
(avec m′ ≡ kx2/√3) qui est bien borne´e quelles que soient les constantes c3, c4. La
pre´sence du facteur exσ dans R fait que A est maintenant aussi borne´e
A ≃ c¯3 cos m′σ + c¯4 sin m′σ (2.3.81)
On ve´rifie que les perturbations B et C sont aussi borne´es pour σ → −∞. Quel
que soit k > 0, on peut donc toujours choisir une constante d’inte´gration de fac¸on
a` annuler c1 dans l’e´quation (2.3.2) et a` rendre les perturbations finies. Ce sous-cas
particulier est donc instable.
Le cas (y = 0, a 6= 0, x > 0) est caracte´rise´ par la stabilite´ de toutes les solu-
tions pour lesquelles x ≤ a, sauf la solution correspondant a` x = 3a/4 laquelle est
instable ; les solutions correspondant a` x > a sont probablement instables.
Cas y = x = 0
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Dans ce cas b = ±a, σ = −1/r, et la 5-me´trique statique est de la forme
ds 2 =
(
1− a
r
)−1
dt 2 − dr 2 − r2 dΩ 2 −
(
1− a
r
)(
dx5 ± a
r − a dt
)2
. (2.3.82)
On obtient
f =
4
4 + 3 a σ
, (2.3.83)
et l’e´quation d’onde (2.2.24) prend la forme
− Φ,σσ +
(
k2 (1 + a σ)
σ4
+
18 a2
(4 + 3 a σ)2
)
Φ = 0 . (2.3.84)
On peut distinguer deux cas. Pour a < 0, la fonction
Φ = −4 1 + a σ
4 + 3 a σ
R
λ55
doit eˆtre borne´e comme le rapport R/λ55, ce qui est impossible vu que (Φ
2),σσ est
positif dans tout l’intervalle de variation de σ (comparer avec le cas y = a = 0
(x 6= 0), e´quation (2.3.50)) ; ce cas est donc stable. Pour a > 0 la fonction f a un
poˆle en σ = −4/(3a), et il est pre´fe´rable de raisonner sur l’e´quation (2.2.23) qui
prend la forme
R,σσ − 6 a
4 + 3 a σ
R,σ − k
2 (1 + a σ)
σ4
R = 0 (∀σ) (2.3.85)
dont la solution ge´ne´rale est donne´e par
R(σ) = c3 S1(σ
−1) + c4 σ
3 S2(σ
−1) (2.3.86)
ou` S1 et S2 sont des se´ries entie`res en σ
−1 dont les termes inde´pendants sont non
nuls. Le rapport R/λ55 est borne´ pour les valeurs kn de k telles que c4 = 0, et ce cas
est probablement instable.
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2.4 Conclusion
Re´sumons les re´sultats de cette e´tude rendue complexe par la diversite´ des cas
de figure. Nous avons montre´ la stabilite´, vis-a`-vis des excitations monopolaires, de
toutes les solutions re´gulie`res a` syme´trie sphe´rique (classe des wormholes y > x2) de
la the´orie de Kaluza-Klein, a` l’exception du wormhole syme´trique charge´ sans masse
(x = a = 0, (y > 0)), lequel est instable. Parmi les solutions singulie`res (y ≤ x2),
la sous-classe y > 0, x > 0 est stable, a` l’exception du cas y = x2/4, a 6= x/2 > 0
(probablement instable), les autres solutions de cette classe e´tant probablement
instable, a` l’exception des cas y = x2/4, a 6= x/2 < 0 (certainement instable) ;
y = 0, 0 < x ≤ a (stable si a 6= 4x/3, instable si a = 4x/3) ; y = a = 0 (solution de
Schwarzschild, stable) ; y = x = 0, a < 0 (stable). Le tableau suivant rassemble ces
re´sultats :
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α) y > x2 −→ stable
sauf x = a = 0 −→ instable
β) y ≤ x2
β1) y > 0, x > 0 −→ stable
(probablement instable pour y = x2/4 et a 6= x/2)
β2) y > 0, x < 0 −→ probablement instable
(instable pour y = x2/4 et a 6= x/2)
β3) y < 0 −→ probablement instable
β4) y = 0 —– 0 < x ≤ a −→ stable
sauf a = 4x/3 −→ instable
—– 0 < x, a < x −→ probablement instable
sauf a = 0 −→ stable
—– x ≤ 0 −→ probablement instable
sauf a = 0 −→ stable
sauf x = 0, a < 0 −→ stable
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Abstraction faite des cas : y = x2/4, x > 0 (a 6= x/2) et y = 0, on remarque
que le domaine de stabilite´ a` 3 dimensions dans l’espace des parame`tres (x, y, a)
co¨ıncide avec le domaine (y > x2 ou 0 < y ≤ x2, x > 0) d’existence d’un ze´ro de
la fonction f (e´quation (2.2.20)). Or annuler f revient, d’apre`s (2.3.6), a` extre´miser
4 π τ−1H qui est, d’apre`s (2.1.1) et (2.1.20), l’aire d’une sphe`re de rayon r. Donc
les solutions pour lesquelles il existe une sphe`re d’aire minimale (situe´e a` l’exte´rieur
de l’horizon r = ν dans le cas 0 < y ≤ x2, x > 0) sont stables (a` l’exception du
wormhole syme´trique sans masse et du cas y = x2/4, x > 0 (a 6= x/2)).
Comme il ressort de cette e´tude, la me´thode analytique ainsi applique´e pre´sente
de se´rieuses limites. Remarquons que les cas qui ont e´te´ conside´re´s comme e´tant
probablement instables sont des proble`mes aux valeurs propres, auxquels, seule l’-
analyse nume´rique peut trancher. Vu les diffe´rences appre´ciables entre ces cas, et la
complexite´ de certains d’entre eux, en particulier de la sous-classe x2/4 < y ≤ x2
(x 6= 0), nous n’avons pas pu e´laborer un programme de calcul nume´rique unique et
uniforme.
Le cas des excitations non radiales comporte plus de fonctions –huit dans le
cas des excitations dipolaires– inde´pendantes, contre quatre dans notre cas, ce qui
donnerait au proble`me de de´couplage des e´quations d’Einstein line´arise´es, ainsi qu’au
proble`me de recherche de points singuliers ou` peuvent apparaˆıtre des divergences des
unes ou des autres fonctions inde´pendantes, une allure plus complexe. L’e´tude de la
stabilite´, ge´ne´ralise´e aux cas des excitations non radiales, ne peut eˆtre envisage´ que
nume´riquement ; nous conjecturons que certaines solutions, comme les wormholes
avec masse (y > x2, a 6= 0) [23] continueront, en vertu de leur topologie spe´ciale, a`
eˆtre stables vis-a`-vis des petites excitations, meˆme multipolaires.
Comparons maintenant les re´sultats de notre e´tude avec ceux de Tomimatsu [22].
Il se restreint dans son e´tude au cas ou` le champ e´lectrique E est nul, il prend donc
(voir (2.1.13)) b ≡ 0 ; autrement dit, il se restreint au cas des solutions singulie`res
pour lesquelles y ≤ x2/4. En fait, on peut montrer qu’il ne conside`re que le sous-cas
y < x2/4 pour lequel
y ≤ 0 , x > 0 , a = x2 − q
y > 0 , x < 0 , a = x2 + q .
(2.4.1)
En effet, Tomimatsu parame´trise sa me´trique par
50 E´tude analytique de la stabilite´...
ds 2 = BT (rT ) dt
2 − AT (rT ) drT 2 − rT 2 dΩ 2 − R2T (rT ) (dx5)2 (2.4.2)
ou`
λ44 ≡ BT = ψp+ , λ55 ≡ −R2T = −ψp− (2.4.3)
AT =
(
2 q
T
λ−1
T
r
T
2 ψ, r
T
)2
,
λ
T
r
T
= ψ
(
ψ−qT − ψqT
)
(2.4.4)
avec
p± ≡ 1±
√
1 + κ
T
, (κ
T
> −1)
q
T
≡
√
1 +
κ
T
4
.
(λ
T
et κ
T
sont suppose´s de meˆme signe). Or, pour b = 0, on a λ44 = e
(x−a) σ,
λ55 = −ea σ avec a = (x/2)± q d’ou`
ψp+ ψp− = ψ2 = exσ . (2.4.5)
On calcule ensuite ψp+ par
ψp+ = ex (p+)σ/2 (= e(x−a) σ)
d’ou`
√
1 + κ
T
= ∓2q
x
(x = ∓|x|) (2.4.6)
puis
κ
T
= −4y
x2
, q
T
= ∓2ν
x
. (2.4.7)
En substituant ψ =exσ/2 et q
T
= ∓2ν/x dans la deuxie`me relation de (2.4.4) on
calcule r
T
par
r
T
= ∓λT
2ν
(r + ν)(2ν+x)/4ν (r − ν)(2ν−x)/4ν (2.4.8)
qui doit eˆtre e´gal a` (τ−1H)1/2 (e´quation (2.3.8)), d’ou`
λ
T
= ∓2 ν . (2.4.9)
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Dans le cas κ
T
6= 0, Tomimatsu suppose que la borne infe´rieure de sa variable r
T
est
e´gale a` ze´ro ; l’on doit donc imposer la condition x < 2ν pour assurer que le second
membre de (2.4.8) soit monotone et croissant et que, pour r = ν, r
T
= 0. D’ou` les
conditions
κ
T
> 0 ⇒ y < 0 , x > 0 , a = x2 − q
−1 < κ
T
< 0 ⇒ 0 < y < x2/4 , x < 0 , a = x2 + q .
(2.4.10)
Dans le cas κ
T
= 0, il prend r
T (min)
= λ
T
; dans ce cas l’on doit poser x = 2ν. On
obtient ensuite r
T (min)
= 2ν, d’ou` λ
T
= +2ν et donc x > 0 et a = 0 qui est bien la
solution de Schwarzschild. Or, pour κ
T
= 0, on a
y = 0 (x > 0) . (2.4.11)
Les conditions (2.4.10), (2.4.11) rassemble´es redonnent l’ensemble des sous-cas (2.4.1)
traite´s par Tomimatsu. Dans l’espace des parame`tres (x, y, a), l’e´tude de Tomimatsu
n’a concerne´ que les portions de surfaces a = (x/2)− q et a = (x/2) + q (y < x2/4)
pour lesquelles les conditions (2.4.1) sont remplies.
Tomimatsu de´finit la fonction de perturbation φ
T
de λ55 par
(d)λ55 = −R2T − 2RT φT . (2.4.12)
En posant R ≡ R/λ55, on obtient
φ
T
=
1
2
√
|λ55| R . (2.4.13)
Il introduit ensuite la fonction d’onde ΦT relie´e a` φT par
ΦT ≡ rT R
1/2
T
(RT + rT RT, rT /2)
φ
T
(2.4.14)
=
1
2
(
τ−2H2 |λ55|
)1/4
(f λ55)R . (2.4.15)
Dans les cas ou` nous avons observe´ un de´saccord avec Tomimatsu, a` savoir les
cas (κ
T
6= 0) :
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y < 0 , x ≥ 0 > a (2.4.16)
y > 0 , x < 0 , a < 0 (2.4.17)
qui sont certainement instables pour lui (spectre continu) et seulement probable-
ment instables pour nous (spectre discret), les fonctions R, fλ55, τ−2H2 |λ55| se
comportent pour σ → −∞ comme
R ≃ c3 + c4 σ , f λ55 ∝ 1
τ−2H2 |λ55| ∝ e(8ν−3x−2q)σ/2
(avec 8ν − 3x− 2q > 0 pour y 6= 0). On obtient
ΦT ≃ e(8ν−3x−2q)σ/8 (c¯3 + c¯4 σ) . (2.4.18)
Le comportement (2.4.18) est bien celui qu’a obtenu Tomimatsu :
ΦT ≃ c1 (r∗
T
)1/2 (1 + c2 ln r
∗
T
)
avec, quand σ → −∞ :
r∗
T
∝ e(8ν−3x−2q)σ/4 (2.4.19)
ou` r∗
T
est la coordonne´e radiale de l’e´quation aux valeurs propres de Tomimatsu.
On voit ainsi que quand σ → −∞, R diverge, mais la solution ge´ne´rale de ΦT est
bien borne´e 5, d’ou` la conclusion a` l’instabilite´ de Tomimatsu car il suffit de choisir
convenablement le rapport c¯3/c¯4 pour rendre le comportement a` l’infini spatial de sa
fonction d’onde ΦT borne´ ; Tomimatsu a donc bien e´tudie´ le proble`me aux valeurs
propres de Schro¨dinger pour la fonction ΦT , et non celui de la relativite´ ge´ne´rale,
tel que nous l’avons formule´, pour le rapport R.
5La fonction de perturbation φ
T
est non borne´e.
Chapitre 3
Cordes cosmiques en the´orie de
Kaluza-Klein et de Gauss-Bonnet
Ce chapitre est consacre´ a` la recherche analytique de solutions dites 4-statiques de
la the´orie de Kaluza-Klein de´pendant d’une seule variable ρ. En imposant la syme´trie
cylindrique, cette variable sera choisie telle qu’elle mesure la distance (propre) a`
l’axe de syme´trie et les 4 vecteurs de Killing associe´s a` la ge´ome´trie seront lie´s aux 4
coordonne´es cycliques (section 3.1). La me´thode de re´solution consiste a` introduire
une matrice X re´elle 4 × 4, dont la de´finition [38] rappelle celle des connexions
affines qui figurent explicitement dans les tenseurs d’Einstein et de Lanczos, ce qui
permet d’e´crire les e´quations de la the´orie en fonction de X et des traces de ses
puissances (X,X2, X3) (section 3.1) ; la me´thode est quasiment matricielle. Mais le
but principal consiste a` en extraire les solutions qui peuvent eˆtre interpre´te´es comme
des cordes cosmiques et a` e´tudier leurs ge´ome´tries. Dans la section 3.2 nous e´puisons
toutes les solutions 4-statiques a` syme´trie cylindrique de la the´orie de Kaluza-Klein
sans toutefois approfondir l’e´tude de leurs proprie´te´s ge´ome´triques. Dans la section
3.3 nous ge´ne´ralisons l’e´tude de la section 3.2 en tenant compte du terme de Gauss-
Bonnet mais trouvons des solutions inde´pendantes de γ. C’est dans la section 3.4 que
nous nous inte´ressons a` la recherche de solutions de´pendant explicitement de γ et a` en
construire une famille qui s’interpre`te comme une corde cosmique supraconductrice
dont nous e´tudions les proprie´te´s physiques et a` laquelle nous avons consacre´ la
section 3.5 exposant qualitativement l’e´tude des ge´ode´siques de sa ge´ome´trie.
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3.1 Syme´trie cylindrique
Dans ce chapitre nous nous inte´ressons au cas ou` la 5-me´trique admet 4 vecteurs
de Killing ; dans un syste`me de coordonne´es particulier, ces derniers prennent la
forme ξa
A = δa
A (e´quation (1.7.1)) ou` a prend p = 4 valeurs, donc n = 1. Les
coordonne´es associe´es x2 = ϕ, x3 = z, x4 = t, x5, y sont cycliques, et la me´trique
ne de´pend que de la coordonne´e x1 = ρ prise comme coordonne´e radiale. Nous
parame´triserons les me´triques 4-statiques par
ds 2 = Λab(ρ) dx
a dxb − dρ2 (3.1.1)
(a, b = 2, 3, 4, 5), qui sont bien de la forme (1.7.4) avec
h11 = −τ(ρ) (3.1.2)
ou` τ ≡ detΛab (e´quation (1.7.5)).
Proce´dons maintenant a` la re´duction des e´quations (1.5.4) de la the´orie de
Kaluza-Klein avec terme de Gauss-Bonnet en une e´quation scalaire : G11+γ L11 = 0,
et une e´quation matricielle 4 × 4 : Gab + γ Lab = 0. Ces e´quations s’e´crivent, apre`s
insertion de (1.5.8) dans (1.5.6) puis de (1.5.6) dans (1.5.4), comme
RAB + gAB R + γ
(
RA
CDE RBCDE − 2RCDRACBD − 2RAC RB C +RRAB
)
= 0
(3.1.3)
Dans le cas de la me´trique 4-statique (3.1.1), elles prennent la forme simplifie´e
suivante
R11 − R + γ
(
−2R1 ab 1R1ab1 + 2RabR1ab1 + 2 (R11)2 +RR11
)
= 0(3.1.4)
Ra b + δ
a
bR + γ
(
2Ra11cRb11c +R
acdeRbcde − 2R11Ra 1b1
−2RcdRa cbd − 2Ra cRb c +RRa b
)
= 0 . (3.1.5)
Comme dans d’autres proble`mes de relativite´ ge´ne´rale ou` la me´trique de´pend d’une
seule variable [38], introduisons la matrice 4× 4 Xab de´finie par
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X ≡ Λ−1 Λ,ρ (3.1.6)
d’ou` la relation
TrX = τ−1 τ,ρ . (3.1.7)
En se servant des e´quations (1.7.6→ 1.7.9), les termes des e´quations (3.1.4), (3.1.5)
se de´veloppent en fonction de X par
R1ab1 =
1
2
(ΛB)ab
R11 = R
a
1a1 = −1
2
TrB
Rabcd = −1
4
[(ΛX)bc (ΛX)ad − (ΛX)ac (ΛX)bd]
Rab = Λ
cdRcadb −R1a1b = 1
2
[
Λ
(
B − 1
2
X2 +
1
2
(TrX)X
)]
ab
R = ΛabRab − R11 = TrB + 1
4
(TrX)2 − 1
4
TrX2
(ou` on a utilise´ la relation Λ,ρ = ΛX qui de´coule de la de´finition (3.1.6), ainsi que
la convention (3.6.8) pour calculer R11 et Rab). B est une matrice 4× 4 de´finie par
B ≡ X,ρ + 1
2
X2 . (3.1.8)
Les autres termes s’obtiennent en multipliant, une a` quatre fois, par la matrice
inverse Λ−1, par exemple
Rabcd = −1
4
[(X Λ−1)ad (X Λ−1)bc − (X Λ−1)bd (X Λ−1)ac]
d’ou`
RacdeRbcde =
1
8
[(TrX2)X2 −X4]a b .
Finalement, les e´quations (3.1.4), (3.1.5) prennent respectivement les formes suiv-
antes
56 Cordes cosmiques en the´orie de K-K et de G-B
3TrB +
1
2
[(TrX)2 − TrX2] + γ
{
1
2
[Tr(BX2)− Tr(BX) TrX ]
+
1
4
TrB [(TrX)2 − TrX2]
}
= 0 (3.1.9)
X,ρ + 2TrX,ρ +
1
2
[(TrX)X + TrX2 + (TrX)2] + γ
{
1
2
(X3),ρ − 1
2
(TrX)(X2),ρ
+
1
2
[(TrX)2 − TrX2]X,ρ − 1
2
(TrX,ρ)[X
2 − (TrX)X ]− 1
4
(TrX2),ρX
+
1
4
[(TrX)X3 − (TrX2)X2 − (TrX)(TrX2)X + (TrX)3X ]
}
= 0 (3.1.10)
Nous pouvons rajouter a` ces e´quations, l’e´quation caracte´ristique pour les matrices
4× 4
X4 − f X3 + 1
2
(f 2 − g)X2 +
(
−1
3
h+
1
2
f g − 1
6
f 3
)
X + k ≡ 0 (3.1.11)
et sa trace
TrX4 ≡ 4
3
f h− f 2 g + 1
2
g2 +
1
6
f 4 − 4 k (3.1.12)
avec, par de´finition
f ≡ TrX ; g ≡ TrX2
h ≡ TrX3 ; k ≡ detX (3.1.13)
3.2 Re´solution des e´quations pour γ = 0
Dans cette section, nous recherchons les solutions 4-statiques de la the´orie de
Kaluza-Klein 1. Pour γ = 0, les e´quations (3.1.9), (3.1.10) deviennent respectivement
1J. A. Ferrari [16] fut le premier, a` notre connaissance, qui s’est inte´resse´ a` e´tudier une classe de
solutions a` syme´trie cylindrique de Kaluza-Klein, plus pre´cise´ment les solutions a` l’inte´rieur d’un
sole´no¨ıde infini, en l’absence d’un champ e´lectrique.
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3 f,ρ +
1
2
f 2 + g = 0 (3.2.1)
X,ρ +
1
2
f X + 2 f,ρ +
1
2
f 2 +
1
2
g = 0 . (3.2.2)
En prenant la trace de (3.2.2), on a
9 f,ρ +
5
2
f 2 + 2 g = 0 (3.2.3)
en e´liminant ensuite g entre (3.2.1) et (3.2.3), on trouve l’e´quation
f,ρ +
1
2
f 2 = 0 (3.2.4)
qui s’inte`gre par
f = 0 (3.2.5)
ou par
f =
2
ρ
(3.2.6)
3.2.1 Cas f = 0
Dans ce cas on obtient, en substituant f = 0 dans (3.2.1) ou (3.2.3), g = 0 puis,
en substituant dans (3.2.2), X,ρ = 0, d’ou`
X = A (3.2.7)
ou` A est une matrice 4×4 constante (re´elle). La matrice Λ associe´e est alors donne´e
par
Λ = C eAρ (3.2.8)
ou` C est une matrice 4× 4 re´elle et constante telle que
detC < 0 ; C = CT et C A = (C A)T (3.2.9)
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pour assurer, d’une part, que detΛ = τ ait le signe ne´gatif, et d’autre part, que la
matrice Λ soit syme´trique (AT et CT sont les matrices transpose´es).
Les valeurs propres pi de A satisfont sa propre e´quation caracte´ristique (3.1.11)
en remplac¸ant A par p :
p4 − h
3
p+ k = 0 (3.2.10)
avec les conditions f = 0 et g = 0, qui impliquent
4∑
i=1
pi = 0 ;
4∑
i=1
p2i = 0 . (3.2.11)
Commenc¸ons par traiter le cas ge´ne´rique ou` l’un au moins de h et k est non nul.
Les valeurs propres de A peuvent s’e´crire
p1 = −x+ i
√
2x2 − y2
p2 = −x− i
√
2x2 − y2
p3 = x+ i y
p4 = x− i y
(ou` x et y sont suppose´s re´els), avec x2 − y2 = h/(12x) et (x2 + y2)(3x2 − y2) = k.
Nous distinguons :
1) Les 4 valeurs propres sont complexes (3x4 < k ≤ 4x4). La formule (3.6.11)
d’interpolation de Lagrange [39] donne dans ce cas
Λ = e−x ρCM1 [(A+ x) sin(
√
2x2 − y2 ρ+ θ1) +
√
2x2 − y2 cos(
√
2x2 − y2 ρ+ θ1)]
+ exρCM2 [(A− x) sin(y ρ+ θ2) + y cos(y ρ+ θ2)] (3.2.12)
ou` M1, M2 sont des matrices quadratiques en A a` coefficients re´els et θ1, θ2 sont des
constantes re´elles.
2) Deux valeurs propres sont re´elles et distinctes p1, p2 (k < 3x
4). On a alors
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Λ = e−xρCM1 [(A + x) sinh(
√
y2 − 2x2 ρ+ θ3) +
√
y2 − 2x2 cosh(
√
y2 − 2x2 ρ+ θ3)]
+ ex ρCM2 [(A− x) sin(y ρ+ θ2) + y cos(y ρ+ θ2)] (3.2.13)
ou` θ3 est une constante re´elle. Dans le cas particulier k = 0 (h 6= 0), les valeurs
propres sont 0, p, jp, j2p avec p ≡ (h/3)1/3 et j =e2ipi/3. Comme exemple de ce cas,
on choisit
A = p


1 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 −1

 ; C =


−1 0 0 0
0 −1 0 0
0 0 1 −2
0 0 −2 1

 (3.2.14)
d’ou`, apre`s un re´arrangement des coordonne´es
ds 2 = −dρ 2 − ep ρ dz 2 + 2 cos
(√
3pρ
2
+
π
3
)
e−p ρ/2 dt 2 − (dx5) 2
+ 2 cos
(√
3pρ
2
− π
3
)
e−p ρ/2 dϕ 2 − 4 cos
√
3pρ
2
e−p ρ/2 dt dϕ .
(3.2.15)
Cet espace-temps est le produit carte´sien d’une solution a` syme´trie cylindrique des
e´quations d’Einstein a` 4 dimensions (voir aussi [40]) par le cercle de Klein.
Conside´rons maintenant le cas h = k = 0. L’e´quation caracte´ristique de la
matrice A se re´duit alors a`
A4 = 0 (3.2.16)
d’ou` la solution ge´ne´rale
Λ = C
(
I + ρA+
ρ2
2
A2 +
ρ3
6
A3
)
. (3.2.17)
Les solutions peuvent se classer suivant le rang de A.
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a) r(A) = 3 ou A3 6= 0. La forme normale de Jordan de la matrice A est
A =


0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

 (3.2.18)
pour laquelle la matrice C la plus ge´ne´rale re´alisant C = CT et CA = (CA)T est
donne´e par
C =


0 0 0 a
0 0 a b
0 a b c
a b c d

 (3.2.19)
ou` a, b, c, d sont des constantes re´elles. Or
detC = a4 ≥ 0 (3.2.20)
ne satisfaisant pas la condition (3.2.9), la solution correspondante Λ n’a pas la
signature lorentzienne.
b) r(A) = 2 ou A3 = 0. Dans le cas ou` A2 6= 0, on choisit A sous la forme
A =


0 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0

 , C =


−1 0 0 0
0 0 0 −1
0 0 −1 0
0 −1 0 0

 (3.2.21)
d’ou`, apre`s un re´arrangement des coordonne´es
ds 2 = −dρ 2 − ρ
2
2
dϕ 2 − dt 2 − (dx5) 2 − 2 dz dϕ− 2 ρ dt dϕ . (3.2.22)
Dans le cas ou` A2 = 0, la forme normale de Jordan de la matrice A est
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A =


0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

 (3.2.23)
et la matrice C la plus ge´ne´rale associe´e est de la forme
C =


0 a 0 b
a c b d
0 b 0 e
b d e m

 (3.2.24)
ou` a, b, c, d, e,m sont des constantes re´elles. D’ou`
detC = (a e− b2)2 ≥ 0 ; (3.2.25)
ce cas est donc non lorentzien.
c) r(A) = 1 ou A2 = 0 et A 6= 0. On choisit A sous la forme normale et C sous une
forme particulie`re
A =


0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 , C =


0 1 0 0
1 0 0 0
0 0 −1 0
0 0 0 −1

 (3.2.26)
d’ou`, apre`s un re´arrangement ade´quat des coordonne´es
ds 2 = −dρ 2 − dz 2 + ρ dt 2 − (dx5) 2 + 2 dϕ dt . (3.2.27)
Cet espace-temps est plat [40].
d) r(A) = 0 ou A = 0. La matrice Λ est dans ce cas constante, conduisant a` la
me´trique
ds 2 = −dρ 2 − dϕ 2 − dz 2 + dt 2 − (dx5) 2 . (3.2.28)
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qui est un espace-temps de Minkowski a` 5 dimensions avec 2 dimensions compact-
ifie´es (ϕ, x5).
Remarquons que les espaces-temps (3.2.22), (3.2.27), (3.2.28) sont a` nouveau
produits de solutions a` syme´trie cylindrique des e´quations d’Einstein a` 4 dimensions
[40] par le cercle de Klein.
Les diffe´rentes solutions qui pre´ce`dent (f = 0) sont telles que detΛ = detC =
const., donc que la me´trique est re´gulie`re pour ρ variant de −∞ a` +∞ : la topologie
spatiale n’est pas euclidienne, mais plutoˆt du type wormhole. D’autre part, ces
me´triques ne sont pas asymptotiquement voisines de la me´trique de Minkowski, ce
qui limite leur inte´reˆt physique. Dans la sous-section suivante, nous pre´senterons
d’autres solutions (f = 2/ρ) ayant plus d’inte´reˆt physique.
3.2.2 Cas f = 2/ρ
Dans ce cas le de´terminant de la 5-me´trique, e´gal a` −τ , donne´ par
− τ = const. ρ2
est proportionnel a` celui de la me´trique de Minkowski (ce qui ne suffit e´videmment
pas pour que la 5-me´trique soit asymptotiquement voisine de celle de Minkowski).
D’autre part, cette 5-me´trique sera singulie`re en ρ = 0.
En reportant la relation (3.2.4) dans (3.2.1) ou (3.2.3) on obtient
g = f 2 =
4
ρ2
. (3.2.29)
Ceci transforme (3.2.2) en
X,ρ +
1
ρ
X = 0 (3.2.30)
qui s’inte`gre par
X =
2
ρ
A (3.2.31)
ou` A est une matrice 4× 4 constante (re´elle) avec
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TrA2 = TrA = 1 . (3.2.32)
La matrice Λ, relie´e a` A par (3.1.6) : Λ−1Λ,ρ = (2/ρ)A, s’e´crit
Λ = C eU(ρ)A (3.2.33)
ou` C est une matrice constante satisfaisant les relations (3.2.9) et U(ρ) est de´fini
par
U,ρ ≡ 2
ρ
d’ou`, en omettant une constante d’inte´gration 2
U(ρ) = ln ρ2 . (3.2.34)
La matrice A admet 4 valeurs propres, solutions de l’e´quation
p4 − p3 − 1
3
(c− 1) p+ d = 0 (3.2.35)
ou`
c ≡ TrA3 ; d ≡ detA , (3.2.36)
avec les conditions (3.2.32) :
4∑
i=1
pi = 1 ,
4∑
i=1
p2i = 1 . (3.2.37)
Les valeurs propres pi peuvent eˆtre parame´trise´s par
p1 = x+ i y ; p2 = x− i y ; p3 = 1
2
− x+ i q ; p4 = 1
2
− x− i q (3.2.38)
ou` x, y2, q2 sont suppose´s re´els. On calcule ensuite y2, q2, d par
2Cette constante produirait un facteur eConstA qui serait absorbe´ dans C.
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y2 + q2 = 2 x2 − x− 1
4
y2 =
3 x2 (4 x− 3) + 1− c
3 (4 x− 1)
d = (x2 + y2)
[(
1
2
− x
)2
+ q2
]
.
Nous distinguons :
1) Les 4 valeurs propres sont complexes. La matrice Λ s’obtient de (3.2.12) par
reparame´trisation
Λ = ρ2xCM3 [(A− x) sin(2y ln ρ+ δ1) + y cos(2y ln ρ+ δ1)]
+ ρ1−2 xCM4
[(
A+ x− 1
2
)
sin(2q ln ρ+ δ2) + q cos(2q ln ρ+ δ2)
]
(3.2.39)
ou` M3, M4 sont des matrices quadratiques en A, et δ1, δ2 sont des constantes re´elles.
2) Deux valeurs propres sont complexes.
Si les 2 valeurs propres re´elles sont distinctes, la matrice Λ s’obtient de (3.2.39) en
remplac¸ant, dans la premie`re ligne, y par y¯ = iy et les fonctions trigonome´triques
par des fonctions hyperboliques. Si les 2 valeurs propres re´elles sont e´gales la formule
de Lagrange (3.6.11) applique´e aux 3 valeurs propres x, 1/2 − x ± iq conduit alors
a` une matrice Λ du type de (3.2.39) avec y = 0.
3) Les 4 valeurs propres sont re´elles et distinctes. La matrice A peut eˆtre diagonalise´e.
Si on choisit C sous la forme C = diag(−1,−1,+1,−1), on obtient une me´trique de
Kasner [41]
ds 2 = −dρ2 − ρ2 p1 dϕ 2 − ρ2 p2 dz 2 + ρ2 p3 dt 2 − ρ2 p4 (dx5) 2 . (3.2.40)
ou` les pi sont relie´s par les relations (3.2.37).
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Si deux ou plusieurs des valeurs propres co¨ıncident, on obtient des cas de´ge´ne´re´s
que nous allons e´tudier successivement.
4) Deux des valeurs propres re´elles sont e´gales, p1 = p2. La forme normale de Jordan
de la matrice A est
A =


p1 ǫ1 0 0
0 p1 0 0
0 0 p3 0
0 0 0 p4

 (3.2.41)
avec ǫ1 = 0 ou 1 (ǫ
2
1 = ǫ1). On de´compose A sous la forme
A = D +H (3.2.42)
avec D = diag(p1, p1, p3, p4), et H12 = ǫ1 est le seul e´le´ment non nul de H . Remar-
quons que D et H commutent (∀ ǫ1) et que H2 = 0, d’ou`
eln ρ
2A = elnρ
2D eln ρ
2H = diag(ρ2 p1, ρ2 p1 , ρ2 p3, ρ2 p4) (1 + ln ρ2H) .
Et finalement
Λ = C diag(ρ2 p1, ρ2 p1, ρ2 p3 , ρ2 p4) + ǫ1 ρ
2 p1 ln ρ2C H (3.2.43)
avec seul l’e´le´ment (CH)22 = ǫ1b1 de CH non identiquement nul
3. Si ǫ1 = 0, on
retrouve une me´trique de Kasner particulie`re.
5) Les 4 valeurs propres re´elles sont e´gales deux a` deux (8c = 5, 64d = 1) :
p1 = p2 =
1−√3
4
; p3 = p4 =
1 +
√
3
4
. (3.2.44)
La forme normale de Jordan de A est
3La matrice C la plus ge´ne´rale associe´e a` A (3.2.41) est dans ce cas donne´e par (3.2.46) avec
ǫ2 = 0 en prenant b2 ≡ 0.
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A =


p1 ǫ1 0 0
0 p1 0 0
0 0 p3 ǫ2
0 0 0 p3

 (3.2.45)
d’ou` la matrice C la plus ge´ne´rale re´alisant C = CT et CA = (CA)T
C =


(1− ǫ1)a1 b1 0 0
b1 c1 0 0
0 0 (1− ǫ2)a2 b2
0 0 b2 c2

 , (3.2.46)
et son de´terminant
detC = [(1− ǫ1) a1 c1 − b12] [(1− ǫ2) a2 c2 − b22] . (3.2.47)
On distingue ainsi deux cas :
a) ǫ1ǫ2 = 1. On a alors detC > 0, ce qui constitue une solution non lorentzienne.
b) ǫ1ǫ2 = 0. Dans ce cas, si ǫ2 = 0, on retrouve un cas particulier du cas 4) (me´trique
3.2.43) avec p4 = p3 ; le cas ǫ1 = 0 s’en de´duit en e´changeant p1 et p3.
6) Trois valeurs propres re´elles sont e´gales et non nulles (4c = −16d = 1) :
p1 = p2 = p3 = −p4 = 1
2
. (3.2.48)
Dans ce cas on a (
A− 1
2
)4
= −
(
A− 1
2
)3
.
En posant B = A− (1/2), on trouve
eln ρ
2A = ρ eln ρ
2B
= ρ
[
1 + ln ρ2B +
(ln ρ2)2
2
B2 +
(
1− ln ρ2 + (ln ρ
2)2
2
− e− ln ρ2
)
B3
]
et enfin
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Λ = ρC (1 +B3) + 2 ρ ln ρC (B−B3) + 2 ρ (ln ρ)2C (B2+B3)− 1
ρ
C B3 . (3.2.49)
La forme normale de Jordan de la matrice B est
B =


0 ǫ1 0 0
0 0 ǫ2 0
0 0 0 0
0 0 0 −1

 . (3.2.50)
D’ou`, si
a) ǫ1 = ǫ2 = 1 ou r(B) = 3, il n’y a pas de simplification dans (3.2.49).
b) ǫ1ǫ2 = 0 et ǫ1+ǫ2 6= 0, ou r(B) = 2, les termes en (ln ρ)2 dans (3.2.49) s’e´liminent.
c) ǫ1 = ǫ2 = 0 ou r(B) = 1, tous les termes logarithmiques dans (3.2.49) s’e´liminent.
7) Trois valeurs propres sont nulles (c = 1, d = 0). L’e´quation caracte´ristique de A
se re´duit alors a`
A4 = A3 (3.2.51)
avec 1, 0, 0, 0 comme valeurs propres. Le calcul direct –semblable a` celui qui a mene´
a` (3.2.49)– conduit a`
Λ = C (1−A3) + 2 ln ρC (A−A3) + 2 (ln ρ)2C (A2 −A3) + ρ2C A3 . (3.2.52)
La forme normale de Jordan de la matrice A est
A =


0 ǫ1 0 0
0 0 ǫ2 0
0 0 0 0
0 0 0 1

 (3.2.53)
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d’ou` l’on de´duit ; si :
a) ǫ1ǫ2 = 1 ou r(A) = 3, on a alors A
3 6= A2 (voir ci-dessous).
b) ǫ1ǫ2 = 0 et ǫ1 + ǫ2 = 1 ou r(A) = 2, on a A
3 = A2 mais A2 6= A. Dans ce cas les
termes en (ln ρ)2 disparaissent de l’expression de Λ (voir sous-section 3.3.2).
c) ǫ1 = ǫ2 = 0 ou r(A) = 1, on a A
2 = A. L’expression de Λ ne comporte plus
de termes logarithmiques ; la 5-me´trique est le produit de la me´trique d’une corde
cosmique [40] par le cercle de Klein :
ds 2 = dt 2 − dρ 2 − α2 ρ2dϕ 2 − dz 2 − (dx5)2 (3.2.54)
(si α = 1 la 5-me´trique est minkowskienne).
Dans le cas ge´ne´ral, la 5-me´trique associe´e est, comme on le verra dans l’ex-
emple suivant, minkowskienne a` des logarithmes pre`s. Conside´rons le cas r(A) = 3
(ǫ1ǫ2 = 1), et choisissons pour C la forme particulie`re
C =


0 0 −1 0
0 −1 0 0
−1 0 0 0
0 0 0 −1

 , (3.2.55)
et l’on a
Λ =


0 0 −1 0
0 −1 −2 ln ρ 0
−1 −2 ln ρ −2(ln ρ)2 0
0 0 0 −ρ2

 , (3.2.56)
qui, a` la suite d’un re´arrangement ade´quat des coordonne´es ϕ, z, t x5, donne
ds 2 = −dρ 2 − ρ2 dϕ 2 − dt 2 − 2 (ln ρ)2 (dx5) 2 − 2 dz dx5 − 4 ln ρ dt dx5 . (3.2.57)
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Cette me´trique se diagonalise par
−1 , −ρ2 , −1−(ln ρ)2+| ln ρ|
√
2 + (ln ρ)2 , +1 , −1−(ln ρ)2−| ln ρ|
√
2 + (ln ρ)2 .
(3.2.58)
3.3 Une classe de solution pour γ 6= 0
Nous conside´rons maintenant les e´quations (3.1.9), (3.1.10) dans le cas ge´ne´ral
ou` γ 6= 0. Ce syste`me d’e´quations diffe´rentielles e´tant assez complique´, nous n’abor-
derons pas le proble`me de sa solution ge´ne´rale, mais nous contenterons de chercher,
dans cette section et la suivante, deux classes de solutions. Dans cette section, nous
cherchons des solutions de la forme
X(ρ) = α(ρ)A (3.3.1)
ou` α(ρ) est une fonction (re´elle) de ρ a` de´terminer, et A une matrice 4 × 4 con-
stante (re´elle). Par analogie avec la section pre´ce´dente –consacre´e a` Kaluza-Klein–
nous scindons cette section en deux sous-sections, dans l’une nous inte`grons les
e´quations (3.1.9), (3.1.10) pour α constante, donc X = A et dans l’autre nous nous
inte´resserons au cas des solutions avec α(ρ) non constante.
3.3.1 Cas X = A
Dans ce cas les e´quations (3.1.9), (3.1.10) s’e´crivent respectivement
12(a2 + 2b) + γ(a4 − 3a2b+ 2ac− 24d) = 0 (3.3.2)
aγA3 − bγA2 + a[(a2 − b)γ + 2]A+ 2(a2 + b) = 0 (3.3.3)
ou`
a ≡ TrA , b ≡ TrA2
c ≡ TrA3 , d ≡ detA . (3.3.4)
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La trace de (3.3.3) permet d’exprimer c en fonction de a, b par
γac = γ(−a4 + a2b+ b2)− 10a2 − 8b . (3.3.5)
Combine´es ensemble, les e´quations (3.3.2), (3.3.5) permettent d’exprimer d en fonc-
tion de a, b par
24γd = γ(−a4 − a2b+ 2b2)− 8a2 + 8b . (3.3.6)
Remarquons que pour a = 0 et b = 0, d s’annule et les e´quations (3.3.2), (3.3.3)
sont identiquement satisfaites alors que c reste inde´termine´. Ce cas pour lequel
l’e´quation caracte´ristique de A s’e´crit
A4 =
1
3
cA (3.3.7)
correspond au cas k = 0 de la sous-section 3.2.1. Si c 6= 0 (h 6= 0), la solution
est localement de la forme (3.2.14). Si c = 0 (h = 0), les formes locales des solu-
tions sont (3.2.22), (3.2.27) ou (3.2.28). Nous montrerons dans l’Annexe 2 que le cas
a = 0, b = 0 –avec par conse´quent d = 0– repre´sente l’unique solution des e´quations
de Gauss-Bonnet sous la forme X = A. Nous nous contentons de montrer dans le
reste de cette sous-section que pour les cas (a = 0, b 6= 0) ou (a 6= 0, b = 0) ne
correspondent pas des solutions de la forme X = A ; le cas ge´ne´rique (a 6= 0, b 6= 0)
sera traite´ dans l’Annexe 2.
Cas a = 0, b 6= 0
Dans ce cas (3.3.2) donne
d =
b
γ
et (3.3.5) donne
b =
8
γ
et permet de transformer (3.3.3) en
A2 =
2
γ
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d’ou`, en prenant le de´terminant des 2 membres
d2 =
16
γ4
qui est en de´saccord avec la valeur d2 = b2/γ2 = 64/γ4 ; ce cas est donc impossible.
Cas a 6= 0, b = 0
En substituant dans (3.3.5), (3.3.6), (3.3.3) on obtient respectivement
γc = −γa3 − 10a (3.3.8)
24γd = −γa4 − 8a2 (3.3.9)
γA3 + (γa2 + 2)A+ 2a = 0 (3.3.10)
En se servant de (3.3.8), (3.3.9), l’e´quation caracte´ristique (3.1.11) multiplie´e par γ
devient
γ(A4 − aA3) + 1
2
a2A2 +
(
γ
6
a3 +
10
3
a
)
A− γ
24
a4 − 1
3
a2 = 0 . (3.3.11)
En e´liminant A3 et A4 a` l’aide de (3.3.10) et (3.3.10)×A, on obtient
−
(
γ
2
a2 + 2
)
A2 +
(
7γ
6
a3 +
10
3
a
)
A− γ
24
a4 +
5
3
a2 = 0 ; (3.3.12)
puis, en prenant la trace, on obtient
γa2 = −10 (3.3.13)
en substituant ensuite dans (3.3.8) on a
c = 0 .
La trace de (3.3.12)×A fournit en tenant compte de (3.3.13)
a3 = −36
25
c .
Avec c = 0 , on retrouve donc le cas a = b = 0 de´ja` traite´.
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3.3.2 Cas X(ρ) = α(ρ)A
Dans la sous-section pre´ce´dente nous avons montre´ que certaines solutions de
la forme X = A (avec TrA =TrA2 = 0) de la the´orie de Kaluza-Klein (γ = 0)
sont aussi solutions de la the´orie avec terme de Gauss-Bonnet (γ 6= 0). Nous allons
obtenir maintenant une proprie´te´ analogue pour les solutions X = (2/ρ)A (avec
TrA =TrA2 = 1). On montre dans l’Annexe 3 que ces deux possibilite´s e´puisent
la classe des solutions X(ρ) = α(ρ)A de la the´orie de Kaluza-Klein avec terme de
Gauss-Bonnet.
Notre point de de´part est donc
X =
2
ρ
A (3.3.14)
a = 1 , b = 1 (3.3.15)
(ou` a, b, c, d sont de´finis par (3.3.4)). Ce cas e´tant de´ja` solution des e´quations (3.1.9),
(3.1.10) avec γ = 0 ; il suffit donc de chercher s’il annule la somme des termes a`
l’inte´rieur de chaque accolade dans les deux e´quations. Commenc¸ons par l’e´quation
(3.1.10). Regroupons les termes a` l’inte´rieur de l’accolade suivant les puissances
de A. On voit facilement que le terme en A s’annule identiquement, tandis que la
combinaison des termes en A2 et en A3 donne
1
2
(
8
ρ3
)
, ρ
A3 − 1
2
2
ρ
(
4
ρ2
)
, ρ
A2 − 1
2
(
2
ρ
)
, ρ
4
ρ2
A2 +
1
4
2
ρ
8
ρ3
A3 − 1
4
4
ρ2
4
ρ2
A2 =
− 8
ρ4
(A3 −A2) .
L’e´quation (3.1.10) est donc satisfaite si
A3 − A2 = 0 (3.3.16)
d’ou` en prenant la trace
c = 1 . (3.3.17)
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De (3.3.16) on de´duit aussi (A4 − A3 = 0)
TrA4 = 1 ;
or, TrA4 e´tant donne´ par (3.1.12)
TrA4 ≡ 4
3
a c− a2 b+ 1
2
b2 +
1
6
a4 − 4 d (3.3.18)
= 1− 4 d ;
ces deux valeurs ne sont compatibles que si
d = 0 . (3.3.19)
A` l’aide de (3.3.14), (3.3.15), (3.3.16) on calcule la matrice B
B =
2
ρ2
(A2 − A)
d’ou`
TrB = Tr(BX) = Tr(BX2) = 0 ;
l’e´quation (3.1.9) est donc bien satisfaite.
L’expression (3.3.14) est donc solution des e´quations de Kaluza-Klein avec terme
de Gauss-Bonnet avec les conditions a = b = c = 1, d = 0 et A3 − A2 = 0. Cette
solution correspond au sous-cas ǫ1ǫ2 = 0 du cas 7) de la sous-section 3.2.2. Si la
matrice A est de rang 2 (A3 = A2, A2 6= A), on peut choisir
A =


1 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0

 , C =


−α2 0 0 0
0 0 −1 0
0 −1 0 0
0 0 0 −1

 (3.3.20)
d’ou`
ds 2 = −dρ 2 − α2 ρ2 dϕ 2 − dz 2 − 2 ln ρ (dx5)2 − 2 dt dx5 . (3.3.21)
Cette solution, qui re´pond au crite`re (3.2.2) τ = detCρ2, repre´sente une corde cos-
mique charge´e avec des potentiels e´lectrique A4 et gravitationnel g¯44 (voir e´quations
(1.1.3), (1.1.4)) proportionnels a` 1/ ln ρ. Si A est de rang 1 (A2 = A), la 5-me´trique
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ds 2 = dt 2 − dρ 2 − α2 ρ2 dϕ 2 − dz 2 − (dx5)2 (3.3.22)
est celle d’une corde cosmique neutre.
Remarquons que les espaces-temps conside´re´s dans cette section sont de la forme
V4×ℜ ou V4×S1, ou` V4 est un espace-temps statique a` syme´trie cylindrique solution
des e´quations d’Einstein a` 4 dimensions [40], pour lequel le terme de Gauss-Bonnet
s’annule identiquement [29]. Il n’est donc pas e´tonnant que ces espaces-temps soient
–trivialement– solutions quel que soit γ de la the´orie de Kaluza-Klein avec terme
de Gauss-Bonnet. Notre but dans la section suivante consiste a` chercher s’il peut
exister des solutions repre´sentant des cordes cosmiques et de´pendant explicitement
de γ.
3.4 Une solution exacte avec source de Gauss-
Bonnet
Un observateur situe´ a` grande distance de la source du champ de Kaluza-Klein
peut de´velopper la matrice X sous la forme
X =
2
ρ
A +
2γ
ρ2
D +
2γ
ρ3
E + · · · (3.4.1)
ou` (2/ρ)A est une solution exacte de Kaluza-Klein, donc telle que (voir sous-section
3.2.2) :
a = b = 1, (3.4.2)
et c, d sont quelconques (a, b, c, d sont de´finis par (3.3.4)). Les termes (2γ/ρ2)D +
(2γ/ρ3)E sont conside´re´s comme des perturbations dues a` l’introduction du terme de
Gauss-Bonnet, conside´re´ comme source, dans les e´quations de la the´orie de Kaluza-
Klein, D, E e´tant deux matrices re´elles 4× 4 constantes a` de´terminer.
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3.4.1 Solution perturbative
En omettant les termes d’ordre supe´rieur a` 1/ρ4, les e´quations (3.1.9), (3.1.10)
se scindent chacune en 2 e´quations qui sont les coefficients de 1/ρ3 et de 1/ρ4. On
obtient en multipliant par des constantes convenables, pour (3.1.9)
Tr(AD) = TrD (coef. de 1/ρ3) (3.4.3)
−21TrE+12Tr(AE)−2[2(c−1)+12d]+ 6γTrD2+3γ(TrD)2 = 0 (coef. de 1/ρ4)
(3.4.4)
puis, pour (3.1.10)
D = (TrD)A (coef. de 1/ρ3) (3.4.5)
2E − γ(TrD)D − (TrE)A+ 4(A3 −A2) + 4TrE − 2Tr(AE)
− γ(TrD)2 − γTrD2 = 0 (coef. de 1/ρ4) (3.4.6)
ou` l’e´quation (3.4.3) a e´te´ utilise´e dans (3.4.5) et (3.3.18) dans (3.4.4). En e´levant
(3.4.5) au carre´ et en prenant ensuite la trace, on obtient
TrD2 = (TrD)2 . (3.4.7)
En tenant compte de cette relation (3.4.7), on obtient en calculant la trace de (3.4.6)
17TrE − 8Tr(AE) + 4(c− 1)− 9γ(TrD)2 = 0 . (3.4.8)
En re´alisant la somme membre a` membre des e´quations (3.4.4), (3.4.8), on obtient
TrE − Tr(AE) = −6 d . (3.4.9)
En utilisant ces deux dernie`res e´quations pour calculer TrE et Tr(AE), on obtient
a` partir de (3.4.6)
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E = −2(A3 − A2) +
[
γ(TrD)2 +
2
9
(1− c+ 12d)
]
A+
2
9
[2(c− 1) + 3d] . (3.4.10)
On a ainsi de´termine´, respectivement par les e´quations (3.4.5), (3.4.10), les matrices
D, E en fonction de la matrice A et de ses parame`tres –restant– libres c, d a` TrD
pre`s.
3.4.2 Solution exacte
Imposons maintenant la condition supple´mentaire que la solution cherche´e puisse
eˆtre interpre´te´e comme une corde cosmique supraconductrice. La 5-me´trique d’une
corde cosmique rectiligne neutre doit avoir le comportement asymptotique [25, 26, 27]
ds 2 ∼ dt 2 − dρ 2 − α2ρ2dϕ 2 − dz 2 − (dx5)2 .
(ρ→∞) (3.4.11)
Dans le cas d’une corde cosmique rectiligne supraconductrice, l’existence d’une dis-
tribution de courant allant jusqu’a` l’infini conduit, comme en e´lectrodynamique de
Maxwell, a` des contributions logarithmiques au comportement asymptotique ([28] :
B. Linet). Or, parmi toutes les solutions a` syme´trie cylindrique de Kaluza-Klein
e´tudie´es dans la sous-section 3.2.2, seules les solutions pour lesquelles
c = 1 , d = 0 (3.4.12)
ont un comportement asymptotiquement minkowskien a` des fonctions logarithmiques
pre`s 4. En reportant c = 1, d = 0 dans (3.4.10) puis dans (3.4.1) on obtient
X =
2
ρ
A+
2γTrD
ρ2
A +
γ
ρ3
[−4(A3 − A2) + 2γ(TrD)2A] + · · · . (3.4.13)
L’ensemble des conditions (3.4.2), (3.4.12) de´finissent une alge`bre particulie`re de la
matrice A qui se re´sume par
4La pre´sence de fonctions logarithmiques est donc due a` l’hypothe`se simplificatrice, mais non
physique, de syme´trie de re´volution qui implique une corde de longueur infinie.
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A4 − A3 = 0 ⇒ An+1 − An = 0 pour n ≥ 3 (3.4.14)
(voir l’e´quation (3.2.51)). Cette alge`bre particulie`re fait que maintenant le second
membre de (3.4.13) re´sout exactement les e´quations (3.1.9), (3.1.10) pour TrD = 0.
Pour le ve´rifier, cherchons les termes d’ordre supe´rieur a` 1/ρ4 –qui ont e´te´ ne´glige´s
lors du de´veloppement (3.4.3) → (3.4.6)– dans les e´quations (3.1.9), (3.1.10). Il
re´sulte de (3.4.14) que X2 = (4/ρ2)A2, X3 = (8/ρ3)A3, B = (2/ρ2)(A2 −A), et que
les diffe´rentes traces qui figurent dans (3.1.9), (3.1.10) ont la meˆme valeur que dans
le cas γ = 0. La seule contribution possible d’ordre supe´rieur a` 1/ρ4 proviendrait
des termes line´aires en X dans (3.1.10) :
1
4
[2(TrX,ρ)(TrX)− (TrX2),ρ − (TrX)(TrX2) + (TrX)3]X
mais on ve´rifie que le crochet ci-dessus est identiquement nul.
Finalement, la solution 5
X =
2
ρ
A− 4 γ
ρ3
(A3 −A2) (3.4.16)
A4 − A3 = 0 (a = b = c = 1, d = 0) (3.4.17)
5L’e´quation (3.4.16) est sous la forme ge´ne´rale d’une solution de´pendant d’une seule matrice
A. En effet, e´tant donne´ que toutes les puissances An de A pour lesquelles n ≥ 4 peuvent eˆtre
exprime´es en fonction de A3, A2, A en se servant plusieurs fois de l’e´quation caracte´ristique,
l’expression ge´ne´rale de X de´pendant d’une seule matrice A est donc de la forme
X = ǫ(ρ) + α(ρ)A+ β(ρ)A2 + δ(ρ)A3 (3.4.15)
ou` ǫ(ρ), α(ρ), β(ρ), δ(ρ) sont des fonctions re´elles de ρ a` de´terminer. La me´thode ge´ne´rale de
re´solution est donc la suivante : en reportant (3.4.15) dans (3.1.9), (3.1.10) on obtient respective-
ment une relation scalaire –non line´aire– entre les fonctions ǫ(ρ), α(ρ), β(ρ), δ(ρ) et leurs de´rive´es
premie`res (et les parame`tres de A : a, b, c, d), et un polynoˆme P (A) d’ordre 3 en A, annulateur
de celle-ci, et dont les coefficients sont des fonctions de ǫ(ρ), α(ρ), β(ρ), δ(ρ) et de leurs de´rive´es
premie`res. Pour qu’il soit annulateur de A pour toute valeur de ρ (voir aussi Annexe 3), il faut
que ses coefficients soient ou bien identiquement nuls, ou bien proportionnels ; dans le premier cas
on obtient 4 relations plus la relation scalaire et dans le second cas 3 relations plus la relation
scalaire. Dans les 2 cas on doit pouvoir de´terminer les fonctions ǫ(ρ), α(ρ), β(ρ), δ(ρ) ; seuls les
parame`tres de A ou certains d’entre eux restent ajustables. La solution (3.4.16) fait part du cas
ou` les coefficients de P (A) sont identiquement nuls.
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est solution exacte de la the´orie de Kaluza-Klein avec terme de Gauss-Bonnet. La
me´trique associe´e est construite dans la section suivante.
3.4.3 Construction d’une me´trique corde cosmique supra-
conductrice
La matrice Λ(ρ) associe´e a` X se calcule de la fac¸on suivante. E´crivons Λ(ρ) sous
la forme
Λ(ρ) = C [1 + γ ΛGB(ρ)] eln ρ
2A (3.4.18)
ou` ΛGB(ρ) est une matrice re´elle 4× 4 a` de´terminer. En de´rivant (3.4.18) on obtient
Λ, ρ = C
[
γ ΛGB, ρ +
2
ρ
[1 + γ ΛGB]A
]
eln ρ
2A . (3.4.19)
Or, Λ, ρ = ΛX (voir (3.1.6)), d’ou` en effectuant le produit de Λ par X
Λ, ρ = C (1 + γ ΛGB)
[
2
ρ
A− 4γ
ρ3
(A3 − A2)
]
elnρ
2 A . (3.4.20)
En comparant (3.4.19), (3.4.20) on obtient apre`s multiplication par C−1 a` gauche
et par e− ln ρ
2A a` droite
(1 + γ ΛGB), ρ = −4γ
ρ3
(1 + γ ΛGB) (A
3 −A2) . (3.4.21)
Ceci conduit, en multipliant par A a` droite, a`
(1 + γ ΛGB), ρA = 0
d’ou`
(1 + γ ΛGB)A = K1 (3.4.22)
ou` K1 est une matrice re´elle 4 × 4 constante. En reportant dans (3.4.21), puis en
inte´grant, on obtient
1 + γ ΛGB =
2γ
ρ2
K1 (A
2 − A) +K2 (3.4.23)
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ou` K2 est une matrice re´elle 4 × 4 constante. La multiplication de (3.4.23) par A
fournit en comparant avec (3.4.22)
K1 = K2A . (3.4.24)
Finalement, la matrice (3.4.18) s’e´crit
Λ = C K2
[
1 +
2γ
ρ2
(A3 −A2)
]
elnρ
2 A . (3.4.25)
On peut toujours, moyennant une rede´finition de la matrice constante C, se ramener
a` K2 = 1, d’ou`
Λ = C
[
1 +
2γ
ρ2
(A3 − A2)
]
eln ρ
2A . (3.4.26)
Remarquons que
1 +
2γ
ρ2
(A3 − A2) = e2γ(A3−A2)/ρ2
d’ou`
τ ≡ detΛ = detC ρ2 ; (3.4.27)
cette solution est donc aussi singulie`re le long de l’axe ρ = 0. En de´veloppant (3.4.26)
on obtient
Λ = C eln ρ
2A +
2γ
ρ2
C (A3 − A2) (3.4.28)
= C
[
1−A3 + 2 (ln ρ) (A− A3) + 2
(
(ln ρ)2 − γ
ρ2
)
(A2 −A3) + ρ2A3
]
.
(3.4.29)
Pour γ = 0, cette expression se re´duit a` celle de la the´orie de Kaluza-Klein corre-
spondante, (3.2.52).
Nous cherchons a` construire une me´trique qui peut eˆtre interpre´te´e comme la
ge´ome´trie exte´rieure d’une corde cosmique supraconductrice. Partons de la forme
normale de Jordan (3.2.53) pour la matrice A, ou` nous supposons ǫ1ǫ2 = 1 (le cas
ǫ1ǫ2 = 0, donc A
3 = A2, a e´te´ e´tudie´ a` la fin de la sous-section 3.3.2),
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A =


1 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0

 (3.4.30)
et choisissons pour C la matrice simple
C =


−α2 0 0 0
0 0 0 −1
0 0 −1 0
0 −1 0 0

 . (3.4.31)
En reportant dans (3.4.29) on obtient
ds 2 = −dρ 2 − α2 ρ2dθ 2 − dt 2 − 2
[
(ln ρ)2 − γ
ρ2
]
(dx5)2 − 2 dz dx5 − 4 ln ρ dt dx5
(3.4.32)
ou` on a identifie´ les coordonne´es x2, x3, x4 avec respectivement θ, z, t. Proce´dons
maintenant a` l’identification des coordonne´es physiques par la diagonalisation de
la 5-me´trique pour des valeurs de ρ relativement grandes (les meˆmes coordonne´es
pourront e´ventuellement avoir, pre`s de la source, une toute autre signification). Pour
alle´ger l’e´criture, posons
1
α3
≡ 2(ln ρ)2 − 2γ
ρ2
(3.4.33)
α4
α3
≡ 2 ln ρ . (3.4.34)
Remarquons que, pour ρ→∞, α3 → 0+, d’ou` en particulier
2 ln ρ =
√
2
α3
(
1 +O(α3/23 )
)
(3.4.35)
α4 =
√
2α3
(
1 +O(α3/23 )
)
.
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Les valeurs propres de la me´trique (3.4.32) sont −1, −α2ρ2 et les trois autres sont
solutions de
n3 +
(
1
α3
+ 1
)
n2 −
(
4(ln ρ)2 + 1− 1
α3
)
n + 1 = 0 . (3.4.36)
En se servant de (3.4.35), cette dernie`re e´quation s’e´crit pour ρ→∞
n3 +
(
1
α3
+ 1
)
n2 −
(
1
α3
+ 1
)
n− 1 ≃ 0
et admet pour solutions
n+ = 1 +O(α3/23 )
n1 = −α3 +O(α3/23 ) (3.4.37)
n2 = − 1
α3
− 2 + α3 +O(α3/23 ) .
L’identification des coordonne´es z, t, x5 se fait de la manie`re suivante. De´signons
par NA(ρ) les vecteurs propres ; leurs composantes sont de´termine´es par
N1 = N2 = 0 (3.4.38)
−N5 = nN3 (3.4.39)
−N4 − α4
α3
N3 = nN4 (3.4.40)
ou` n de´signe une des 3 valeurs propres n+, n1, n2. Cherchons ensuite quelle est,
parmi les coordonne´es z, t, x5, celle qui peut eˆtre associe´e a` la valeur propre positive
n+ et qui sera donc la coordonne´e temps ; autrement dit, l’axe de la coordonne´e
temps sera identifie´ avec la direction dans laquelle est oriente´ asymptotiquement le
coˆne de lumie`re. Or pour n+ on a
N4(+)
−N5(+) =
N4(+)
N3(+)
∼
√
1
2α3
→∞ (3.4.41)
ce qui signifie que le coˆne de lumie`re est de´ja` oriente´ (pour ρ → ∞) suivant l’axe
de´signe´ par t ; t est donc la coordonne´e temps. Pour n = n1, on obtient
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N3(1)
N5(1)
∼ 1
α3
→∞ , N
3(1)
N5(1)
∼ −
√
1
2α3
→∞ (3.4.42)
ce qui signifie que le vecteur propre associe´ est oriente´, pour ρ→∞, vers le troisie`me
axe, ce dernier peut eˆtre confondu avec l’axe de la coordonne´e z ou celui de la coor-
donne´e x5. Nous l’identifions avec l’axe de la coordonne´e z (la troisie`me coordonne´e
cylindrique usuelle) ; dans le cas contraire, g55 serait e´gale asymptotiquement a` n1
qui tend vers ze´ro quand ρ tend vers l’infini et par conse´quent la projection 4-
dimensionnelle, qui est une des ide´es de base de la the´orie de Kaluza-Klein et qui
doit eˆtre re´alisable au moins a` grande distance de la source, deviendrait impossi-
ble. n = n2 est bien la valeur propre associe´e a` x
5 ; on ve´rifie que dans ce cas les
rapports N5(2)/N3(2), N5(2)/N4(2) divergent asymptotiquement. Finalement, les
coordonne´es ρ, θ, z, t, x5 de (3.4.32) sont bien les coordonne´es physiques usuelles.
La solution (3.4.32), obtenue pour un choix particulier de C et A, peut eˆtre
ge´ne´ralise´e. On peut garder l’expression de A et chercher a` ge´ne´raliser celle de C.
Une approche diffe´rente, mais e´quivalente, consiste a` re´aliser une transformation
line´aire de coordonne´es de la forme


θ
z
t
x5

 = B


θ′
z′
t′
x5
′

 (3.4.43)
de fac¸on, d’une part, a` ne pas me´langer la coordonne´e θ avec les autres coor-
donne´es, et d’autre part a` conserver les directions principales asymptotiques du
tenseur me´trique de´termine´es ci-dessus. Les valeurs propres associe´es e´tant telles
qu’asymptotiquement n3 ≪ n4 ≪ n5, cette contrainte implique (B−1)34 = (B−1)35 =
(B−1)45 = 0. La matrice B, qui ne de´pend alors plus que de 6 parame`tres, ou 3
parame`tres (ρ0, p, q) en choisissant des e´chelles arbitraires pour les coordonne´es
z, t, x5, peut s’e´crire
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B =


1 0 0 0
0 1 q − ln ρ0 p + (ln ρ0)2/2
0 0 1 − ln ρ0
0 0 0 1

 . (3.4.44)
En revenant a` la notation initiale –non prime´e– on obtient la me´trique
ds 2 = −dρ 2 − α2 ρ2 dθ 2 − dt 2 − 2
[
(ln
ρ
ρ0
)2 + p− γ
ρ2
]
(dx5)2
− 2 dz dx5 − 2
[
2 ln
ρ
ρ0
+ q
]
dt dx5 (3.4.45)
qui s’obtient directement de (3.4.29) via les transformations C → BTCB, A→ B−1AB
(voir e´quation (3.4.51) plus bas).
3.4.4 Interpre´tation physique
Les potentiels e´lectromagne´tiques sont donne´s d’apre`s (1.1.3) par A3 = λ
−1g35/g55,
A4 = λ
−1g45/g55. Le comportement asymptotique des champs magne´tique –orthoradial–
et e´lectrique –radial– est donc ici
B ∼ 1
ρ(ln ρ)3
, E ∼ 1
ρ(ln ρ)2
. (3.4.46)
Le champ est principalement e´lectrique pour un observateur situe´ a` grande distance
de la source.
Comme nous allons le montrer en calculant le tenseur d’impulsion-e´nergie effectif,
cette source s’interpre`te bien comme une corde cosmique parcourue par un courant
e´lectrique. En effet, les e´quations (1.5.4) peuvent eˆtre re´interpre´te´es comme des
e´quations de Kaluza-Klein avec source
RAB −
1
2
R δAB = κT
A
effB (3.4.47)
ou` le tenseur d’impulsion-e´nergie effectif est la somme d’une contribution distribu-
tionnelle, et d’une contribution proportionnelle au tenseur de Lanczos. Les com-
posantes T µeff 5, qui sont le second membre des e´quations de Maxwell modifie´es de la
84 Cordes cosmiques en the´orie de K-K et de G-B
the´orie de Kaluza-Klein (e´quations (1.4.4)), s’interpre`tent comme les composantes
de la densite´ de courant (T µeff 5 = λ
−1Jµ), T 3eff 3 comme une densite´ de tension, T
4
eff 4
comme une densite´ de masse et enfin T 5
eff 5 comme une densite´ de charge scalaire.
Pour calculer le premier membre de (3.4.47), e´crivons la me´trique (3.4.45) sous la
forme
ds 2 = λab dx
a dxb − dρ 2 − α2 ρ2dθ 2 (3.4.48)
(a, b = 3, 4, 5), avec
λ = C e2(ln ρA−γA2/ρ2) (3.4.49)
= C + 2 ln ρ CA+ 2
[
(ln ρ)2 − γ
ρ2
]
CA2 (3.4.50)
ou`
C =


0 0 −1
0 −1 2 ln ρ0 − q
−1 2 ln ρ0 − q −2p− 2(ln ρ0)2

 ; A =


0 1 −q
0 0 1
0 0 0

 . (3.4.51)
D’ou`, l’on calcule
TrA = TrA2 = 0 , A3 = 0 . (3.4.52)
La me´trique (3.4.48) est de la forme 2-statiques (1.7.4) avec
hij dx
i dxj = −dρ 2 − α2 ρ2 dθ 2 = −
(
αρ0
rα0
)2
r2α−2 δij dx
i dxj (3.4.53)
en posant ρ = ρ0(r/r0)
α (r2 = x2 + y2). On obtient a` partir des e´quations (1.7.6) et
(1.7.7)
Rab =
1
2
(
1
ρ
(ρ λ−1λ, ρ), ρ
)a
b
= Aab∆ ln ρ− γ (A2)ab∆
1
ρ2
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ou` ∆ est le laplacien covariant dans la me´trique (3.4.53). On de´montre a` l’aide du
the´ore`me de Green que
∆ ln ρ = α∆ ln r = 2 π α |h|−1/2 δ2(~x)
(|h|−1/2δ2(~x) est la distribution de Dirac covariante). D’ou`
Rab = 2 π αAab |h|−1/2 δ2(~x)−
4γ
ρ4
(A2)ab . (3.4.54)
D’autre part,
R11 = R
2
2 = |h|−1R1212 = 2 π (α− 1) |h|−1/2 δ2(~x) (3.4.55)
pour la me´trique conique (3.4.53).
Finalement les contributions distributionnelles au tenseur d’impulsion-e´nergie
effectif (3.4.47) sont, pour la matrice A donne´e par (3.4.51)
T 3eff 3 = T
4
eff 4 = T
5
eff 5 =
1− α
4G
|h|−1/2 δ2(~x) , (3.4.56)
T 3eff 4 = T
4
eff 5 = −
1
q
T 3eff 5 =
α
4G
|h|−1/2 δ2(~x) (3.4.57)
(corde cosmique charge´e, anime´e d’un mouvement de translation le long de son axe,
et parcourue par un courant e´lectrique si q 6= 0). La contribution e´tendue
T 3
eff 5 = −
γ
2πG
1
ρ4
(3.4.58)
correspondant a` un courant e´lectrique concentre´ pre`s de la corde ρ = 0. On peut
donc dire qu’il s’agit d’une corde cosmique supraconductrice.
3.5 E´tude des ge´ode´siques
Apre`s avoir examine´ dans la sous-section 3.4.3 la nature de la singularite´ en ρ = 0
d’un point de vue structural, examen au terme duquel cette dernie`re a e´te´ interpre´te´e
comme une corde cosmique supraconductrice (e´tendue), nous l’examinerons dans
cette section d’un point de vue comportemental en e´tudiant le mouvement libre des
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particules d’e´preuve soumises au champ de force cre´e´ par la corde. Nous verrons
qu’une e´tude analytique permet de conclure que
• pour γ < 0 les particules d’e´preuve peuvent atteindre la singularite´, tandis que
pour γ ≥ 0 les particules d’e´preuve dont les 5-ge´ode´siques sont de genre temps ou
lumie`re n’atteignent jamais la singularite´ ;
• seules les particules pour lesquelles les 5-ge´ode´siques sont de genre espace peu-
vent, inde´pendamment de la valeur de γ, aller a` l’infini.
La loi du mouvement libre est re´gie par l’e´quation (1.6.3) des ge´ode´siques que
nous allons remplacer par un syste`me d’inte´grales premie`res. Tout le long de ce
chapitre nous n’avons conside´re´ que les me´triques 4-statiques admettant 4 vecteurs
de Killing, donne´s par ξa
A = δa
A, qui engendrent un groupe d’isome´trie abe´lien. As-
socie´es a` ces isome´tries, quatre inte´grales premie`res de mouvement Πa se de´finissent
lors d’un mouvement libre de particules d’e´preuve et expriment l’homoge´ne´ite´ de
l’espace-temps le long des 4 axes de´finis par les 4 vecteurs ξa
A ; elles sont donne´es
par (voir, par exemple, [18])
gAB
dxA
dp
ξa
B = Πa
qui ne sont autres que les composantes covariantes des vitesses dxA/dp le long des
axes de´finis par les vecteurs de Killing ; elles peuvent eˆtre relie´es a` des grandeurs
physiques comme le moment angulaire j et la charge q qui sont respectivement
proportionnels a` Π2, Π5 (voir aussi [18]). Or g1a = 0 et gab = Λab, d’ou` par inversion
dxa
dp
= ΛabΠb (3.5.1)
qui est e´quivalente aux 4 e´quations ge´ode´siques pour A = a ; l’e´quation pour A = 1
s’e´crit avec Γ111 ≡ 0, Γ1ab = Λab ,ρ/2
2
d2ρ
dp2
+Πa Λ
ac Λcd ,ρΛ
dbΠb = 0 (3.5.2)
ou` les dxa/dp ont e´te´ e´limine´s a` l’aide de (3.5.1). En multipliant (3.5.2) par dρ/dp
cette e´quation s’inte`gre, en tenant compte de ΛacΛcd ,pΛ
db = −Λab ,p , par
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(
dρ
dp
)2
− Πa ΛabΠb + const. = 0 . (3.5.3)
Le parame`tre affine p de la ge´ode´sique peut eˆtre choisi tel que ds 2 = ǫdp 2 avec
ǫ = −1, 0 ou 1, respectivement pour les 5-ge´ode´siques de genre espace, lumie`re ou
temps ; dans ce cas la constante d’inte´gration dans (3.5.3) est e´gale a` ǫ. Finalement,
l’e´quation des ge´ode´siques (1.6.3) est e´quivalente au syste`me d’e´quation
(
dρ
dp
)2
−Πa Λab(ρ) Πb + ǫ = 0 (3.5.4)
dxa
dp
= Λab(ρ) Πb . (3.5.5)
Pour une e´tude qualitative du mouvement ge´ode´sique, nous nous contentons de
reconside´rer la me´trique (3.4.32) e´quivalente de ce point de vue a` (3.4.45) :
ǫ dp 2 = −dρ 2 − α2 ρ2 dθ 2 − dt 2 − 1
α3
(dx5)2 − 2 dz dx5 − 2 α4
α3
dt dx5 (3.5.6)
ou` α3(ρ), α4(ρ) sont donne´s par (3.4.33), (3.4.34). Les e´le´ments Λ
ab non nuls s’ex-
priment par
Λ22 = − 1
α2ρ2
, Λ33 =
1
α3
−
(
α4
α3
)2
, Λ34 =
α4
α3
, Λ35 = Λ44 = −1 (3.5.7)
et permettent de de´velopper (3.5.4), (3.5.5) par
(
dρ
dp
)2
+
(
Π22
α2
+ 2γΠ23
)
1
ρ2
+ 2Π23(ln ρ)
2 − 4Π3Π4 ln ρ+ 2Π3Π5 +Π24 + ǫ = 0
(3.5.8)
dθ
dp
= − Π2
α2ρ2
(3.5.9)
dz
dp
= −2γΠ3
ρ2
− 2Π3(ln ρ)2 + 2Π4 ln ρ− Π5 (3.5.10)
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dt
dp
= 2Π3 ln ρ− Π4 (3.5.11)
dx5
dp
= −Π3 . (3.5.12)
Inde´pendamment de la valeur de la charge (proportionnelle a` Π5), le mouvement
sur le cylindre de Klein, e´quation (3.5.12), se fait a` vitesse constante inde´pendante
de la position de la particule dans l’espace, tandis que l’e´quation (3.5.9) assure la
conservation du momemt angulaire ordinaire Lz. Examinons de plus pre`s le com-
portement de l’e´quation (3.5.8) quand ρ→ 0 ; on de´duit :
1) Si Π3 6= 0 nous distinguons :
a) si
2 γ < − Π
2
2
α2Π23
(3.5.13)
les termes logarithmiques sont ne´gligeables devant le terme en 1/ρ2 qui est ne´gatif ;
l’e´quation (3.5.8) admet toujours des solutions, et les particules peuvent atteindre
la singularite´, quel que soit ǫ. Ainsi pour γ < 0, toutes les particules peuvent, pour
un rapport Π22/Π
2
3 suffisamment petit, atteindre la singularite´ au bout d’un temps
propre fini,
b) si
2 γ = − Π
2
2
α2Π23
(3.5.14)
le terme en 1/ρ2 est absent alors que le premier membre de (3.5.8) reste positif (∀ ǫ)
duˆ au terme en (ln ρ)2. La particule ne peut donc pas atteindre la singularite´,
c) si
2 γ > − Π
2
2
α2Π23
(3.5.15)
les termes logarithmiques sont toujours ne´gligeables devant le terme en 1/ρ2 qui est
maintenant positif ainsi que tout le premier membre de (3.5.8) qui n’admet donc
pas de solutions (∀ ǫ). En particulier, pour γ > 0 aucune particule ne peut atteindre
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–meˆme radialement– la singularite´.
2) Si Π3 = 0 (γ quelconque), les particules ne peuvent atteindre la singularite´ que
radialement (Π2 = 0) ; ce sont les particules pour lesquelles ǫ = −1, Π24 < 1.
L’e´tude du comportement de (3.5.8) pour ρ → ∞ peut eˆtre mene´e de la meˆme
fac¸on ; une fois de plus, le mouvement de´pend de lavaleur de Π3. Si Π3 6= 0, le
premier membre de (3.5.8), e´gal asymptotiquement a`(
dρ
dp
)2
+ 2Π23(ln ρ)
2
est positif, et donc (3.5.8) n’admet pas de solutions avec ρ→∞. Inde´pendamment
de la valeur de γ, aucune particule ne peut donc dans ce cas aller a` l’infini. Si Π3 = 0,
l’e´quation (3.5.8) n’admet des solutions avec ρ → ∞ que pour ǫ = −1 et Π24 < 1.
Finalement, et de fac¸on inde´pendante de la valeur de γ, seules les particules pour
lesquelles les 5-ge´ode´siques sont de genre espace peuvent aller a` l’infini (si Π24 < 1) ;
le fait que les 5-ge´ode´siques de genre temps ou lumie`re ne s’e´tendent pas a` l’infini
est une pathologie due a` l’hypothe`se –non physique– de la syme´trie axiale.
3.6 Conclusion
Nous avons trouve´ –dans l’hypothe`se d’existence de 4 vecteurs de Killing ξa
A =
δa
A– des solutions cordes cosmiques charge´es (sans champ magne´tique) et neutres
a` la the´orie de Kaluza-Klein (sans terme de Gauss-Bonnet ; section 3.2) qui ont e´te´
identifie´es dans la sous-section 3.3.2, leurs seules sources effectives e´tant purement
distributionnelles.
Dans la section 3.3 nous avons obtenu les meˆmes solutions en incorporant le
terme de Gauss-Bonnet dans l’action d’Einstein-Hilbert (γ 6= 0), pour lesquelles le
tenseur de Lanczos est nul et qui constituent donc un cas particulier des solutions
de Kaluza-Klein (γ = 0) avec une source effective distributionnelle ; la conside´ration
du terme de Gauss-Bonnet e´tant donc, de ce point de vue, formelle.
Les solutions expose´es dans la section 3.3 ne sont pas toutes acceptables physique-
ment, en omettant les solutions de la forme X = A –ce qui constitue une premie`re
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se´lection– le de´veloppement mene´ dans la sous-section 3.4.1 n’a concerne´, au de´but,
que les solutions de Kaluza-Klein de la forme X = (2/ρ)A, puis enfin, par une
deuxie`me se´lection, que les solutions cordes cosmiques. La me´thode a permis en-
suite de construire une me´trique admettant quatre, et seulement quatre, vecteurs de
Killing (voir Annexe 4), de´pendant de 4 parame`tres et pour laquelle le tenseur de
Lanczos –une fois contravariant– proportionnel a` la source effective e´tendue est non
nul. Le fait que la densite´ effective de courant T 3
eff 5 ait une contribution continue
nous a conduit a` qualifier la solution (exacte) corde cosmique de supraconductrice.
Le tenseur de Lanczos se manifeste dans les e´quations du mouvement ge´ode´sique,
en particulier dans l’inte´grale premie`re (3.5.8), par un terme qui ne se distingue du
terme centrifuge que par le signe de γ ; si ce dernier est ne´gatif les particules sont en
ge´ne´ral attire´es vers la singularite´ inde´pendamment du genre de leurs ge´ode´siques.
Inversement, si γ est positif, les ge´ode´siques de genre temps ou lumie`re ne s’e´tendent
pas jusqu’a` la singularite´. Ces meˆmes ge´ode´siques ne s’e´tendent pas non plus jusqu’a`
l’infini (∀ γ) ; ce comportement pathologique pourrait disparaˆıtre dans le cas plus
physique de cordes ferme´es.
Annexe 1 : Formulaire
mathe´matique
• Me´trique gAB
L’inverse de gAB est note´e g
AB :
gAB gBC = δ
A
C (3.6.1)
gAB = gBA ; gAB;C = g
AB
;C = 0 (3.6.2)
ou` ( ;) de´note la de´rivation covariante (voir (3.6.5)).
• Connexions affines ΓA
BC
ΓABC ≡
1
2
gAD (gBD,C + gCD,B − gBC,D) (3.6.3)
ΓABC = Γ
A
CB (3.6.4)
ou` (,) de´note une de´rivation partielle ordinaire.
• De´rivation covariante
TA ;B ≡ TA,B + ΓABC TC
TA;B ≡ TA,B − ΓCAB TC (3.6.5)
TABC ;D ≡ TABC ,D + ΓADE TBEC + ΓBDE TAEC − ΓECD TABE
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• Tenseur de Riemann RA BCD
RA BCD ≡ ΓABD,C − ΓABC,D + ΓEBD ΓACE − ΓEBC ΓADE (3.6.6)
Proprie´te´s alge´briques de RABCD ≡ gAE RE BCD :
RABCD = RCDAB
RABCD = −RBACD = −RABDC = +RBADC (3.6.7)
RABCD +RADBC +RACDB = 0
• Tenseur de Ricci RAB
RAB ≡ RC ACB = RBA (3.6.8)
• Scalaire de courbure R
R ≡ gAB RAB (3.6.9)
• Identite´s de Bianchi
RA
B
;B − 1
2
R;A ≡ 0 . (3.6.10)
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• Formule d’interpolation de Lagrange pour la fonction f
f(A) =
∑
i
f(pi)
∏
j 6=i
A− pj
pi − pj (3.6.11)
ou` les pi sont les valeurs propres distinctes de la matrice A.
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Annexe 2 : Unicite´ de la solution
de Gauss-Bonnet X = A
On se propose de montrer dans cette section l’unicite´ de la solution X = A
des e´quation de Gauss-Bonnet pour laquelle a = b = 0. En ayant montre´ la non
existence de solutions dans les cas (a = 0, b 6= 0), (a 6= 0, b = 0), il nous reste a`
traiter le cas ge´ne´rique a 6= 0, b 6= 0. Dans ce cas l’e´quation (3.3.3) devient
ψ(A) = 0 (3.6.12)
avec
ψ(p) ≡ p3 − b
a
p2 +
(
a2 − b+ 2
γ
)
p+
2(a2 + b)
aγ
(3.6.13)
et –on pre´fe`re recopier les e´quations (3.3.5), (3.3.6)–
γc = γ(−a3 + ab+ b
2
a
)− 10a− 8 b
a
(3.6.14)
24γd = γ(−a4 − a2b+ 2b2)− 8a2 + 8b . (3.6.15)
ψ(p) e´tant un polynoˆme annulateur de A, la me´thode de re´solution consiste a`
chercher, pour quelles valeurs des parame`tres a, b, c, d, il est le polynoˆme minimal de
A avec les conditions (3.6.14), (3.6.15) ; sinon a` en recommencer avec des polynoˆmes
annulateurs d’ordre infe´rieur et ainsi de suite. ψ(p) e´tant d’ordre 3, la de´monstration
se fait donc en 3 e´tapes.
E´tape 1
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Supposons que ψ(p) est le polynoˆme minimal de A. Et soit ∆(p) le polynoˆme
caracte´ristique de A
∆(p) = p4 − ap3 + 1
2
(a2 − b)p2 +
(
−1
3
c+
1
2
ab− 1
6
a3
)
p+ d . (3.6.16)
Le reste de division de ∆(p) par ψ(p) doit eˆtre identiquement nul [39] e´tant donne´
que ∆(p) est aussi un polynoˆme annulateur de A d’ordre supe´rieur. Le reste de
la division analytique est un polynoˆme d’ordre 2, en annulant identiquement les
coefficients de p2, p1, p0 on obtient respectivement
γ(−a4 − a2b+ 2b2)− 4a2 = 0 (3.6.17)
γ(−7a4 + 11a2b− 4b2)− 20a2 + 8b = 0 (3.6.18)
d+
2(a4 − b2)
a2γ
= 0 (3.6.19)
ou` l’e´quation (3.6.14) a e´te´ utilise´e dans (3.6.18). En comparant (3.6.17) et (3.6.15),
on obtient
d =
−a2 + 2b
6γ
qui, combine´e avec (3.6.19), donne
11a4 + 2ba2 − 12b2 = 0 ,
(toutes les constantes sont re´elles), d’ou`
a2 =
ǫb
√
133− 1
11
b
(ǫb est le signe de b). Cette relation de proportionnalite´ entre a
2 et b ne satisfait pas
l’e´quation obtenue en e´liminant γ entre (3.6.17), (3.6.18), qui s’e´crit(
a2
b
)3
− 7
(
a2
b
)2
+
11
2
a2
b
− 2 = 0 .
Il est donc impossible que ψ(p) soit le polynoˆme minimal de A avec les conditions
(3.6.14), (3.6.15).
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E´tape 2
Cherchons s’il existe des polynoˆmes annulateurs de A d’ordre 2
Q(p) ≡ p2 − sp+ q .
Supposons que Q(p) soit le polynoˆme minimal de A. D’ou` en prenant les traces de
Q(A) et de AQ(A)
b = as− 4q (3.6.20)
c = a(s2 − q)− 4qs . (3.6.21)
Le reste de division de ψ(p) –un annulateur de A– par Q(p) est un polynoˆme
d’ordre 1 qui doit eˆtre identiquement nul, d’ou` les relations suivantes annulant ses
coefficients
0 = a3 − a2s+ 3aq + 4qs+ 2a
γ
(3.6.22)
0 = a2 + as− 4q − 2γq2 (3.6.23)
ou` (3.6.20) a e´te´ utilise´e. La formule (3.6.14) devient apre`s substitution de (3.6.20)
c = −a3 + a2s+ as2 − 4aq + 16q
2
a
− 8qs− 10a
γ
− 8s
γ
+
32q
γa
. (3.6.24)
On peut montrer que (3.6.21) et (3.6.24) sont compatibles avec (3.6.22), (3.6.23). En
effet, la combinaison (3.6.21)−(8/γa)(3.6.23) donne en sommant membre a` membre
c = as2 − aq − 4qs+ 8
γa
(−a2 − as+ 4q + 2γq2) . (3.6.25)
En re´alisant ensuite la combinaison (3.6.25)−(3.6.22) et en sommant membre a`
membre, on retrouve (3.6.24).
Pour le reste, nous posons (s 6= 0)
α ≡ a
s
, β ≡ q
s2
, δ ≡ γs2 . (3.6.26)
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Les relations (3.6.22), (3.6.23) s’e´crivent maintenant 6
α2 − α + 4 β
α
+ 3β +
2
δ
= 0 (3.6.31)
α2 + α− 4β − 2δβ2 = 0 . (3.6.32)
Le reste de division de ∆(p) par Q(p) doit, lui aussi, eˆtre identiquement nul, d’ou`
les deux relations suivantes
4β(α− 2) = −(α− 1)(α− 2)(α− 3) (3.6.33)
24βδ
(
α2
2
− 3α
2
+ β + 1
)
=
24γd
s2
(3.6.34)
ou` γd/s2 est donne´ en fonction de α, β, δ par (3.6.15). Si
α 6= 2 on a alors
4β = −(α− 1)(α− 3) . (3.6.35)
En e´liminant δ entre (3.6.31), (3.6.32), on obtient
4αβ2 = (α2 + α− 4β)(−α3 + α2 − 3αβ − 4β) (3.6.36)
6Si s = 0, les relations (3.6.22), (3.6.23) fusionnent en
2µ2 + 7µ+ 2 = 0 avec µ ≡ γq (3.6.27)
γa2 = −3µ− 2 (3.6.28)
d’ou` µ2 = (41± 7√33)/8. De Q(A) = A2 + q = 0 on de´duit
γb = −4µ (3.6.29)
24γ2d = ±24µ2 . (3.6.30)
En substituant (3.6.28), (3.6.29) dans (3.6.15), on obtient
24γ2d = 19µ2 + 20
qui n’est pas compatible avec (3.6.30).
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qui se transforme a` l’aide de (3.6.35) en
− α(α− 1)(α− 3)2 = (2α2 − 3α+ 3)(α2 + 5α + 12) (3.6.37)
dont le second membre est toujours positif ; le premier membre n’est positif que pour
0 < α < 1. Les racines re´elles de (3.6.37) doivent donc appartenir a` cet intervalle
dans lequel le premier membre de (3.6.37) est strictement infe´rieur a` 9/4 et le second
membre est strictement supe´rieur a` 345/32 ≃ 10, 8 ; ce qui est impossible. Si
α = 2 la relation (3.6.36) devient
8β2 − 11β − 6 = 0
d’ou`
β =
11±√313
16
et
δ = −2(5β + 2) .
Or, pour ces valeurs, la relation (3.6.34) devient
−1692, 67 6= −1350, 08
si on prend le signe (+) dans β, ou
0, 76 6= −3, 30
si on prend le signe (−) dans β.
Finalement, on conclut que la matrice A n’admet pas de polynoˆme minimal d’or-
dre 2.
E´tape 3
Si A−x est un polynoˆme annulateur –minimal– de A avec les conditions (3.6.14),
(3.6.15), on a alors de A = x
a = 4x , b = 4x2
c = 4x3 , d = x4 .
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Les e´quations (3.6.14), (3.6.15) donnent respectivement
γx2 = −1
γx2 = −4
qui ne sont pas compatibles.
On a ainsi montre´ que les relations (3.6.12), (3.6.14), (3.6.15) ne peuvent pas
eˆtre satisfaites simultane´ment pour a 6= 0 et b 6= 0.
Annexe 3 : Unicite´ de la solution
X = (2/ρ)A de Gauss-Bonnet
On se propose de montrer que X = (2/ρ)A avec a = b = c = 1, d = 0 et
A3−A2 = 0 est l’unique solution a` syme´trie cylindrique sous la forme X(ρ) = α(ρ)A
(α(ρ) non constante) de la the´orie de Kaluza-Klein avec terme de Gauss-Bonnet.
Partons de l’expression
X(ρ) = α(ρ)A (3.6.38)
et sans perdre de ge´ne´ralite´, on prend
a = 1 (3.6.39)
(a, b, c, d sont de´finis par (3.3.4)). Les e´quations (3.1.9), (3.1.10) s’e´crivent respec-
tivement
18α, ρ + 3(1 + 2b)α
2 +
γ
2
(
3(1− 3b+ 2c)α2α, ρ + 1
2
(1− 3b+ 2c− 24d)α4
)
= 0
(3.6.40)
L(A) ≡ γ(6α, ρ + α2)α2A3 − γ(6α, ρ + bα2)α2A2
+
[
[γ(1− b)α2 + 1](4α, ρ + α2) + α2
]
A+ 2[4α, ρ + (b+ 1)α
2] = 0
(3.6.41)
ou` la relation (3.3.18) a e´te´ utilise´e dans (3.6.40). Le polynoˆme L(p) est un polynoˆme
annulateur de la matrice constante A, or, ses coefficients sont fonctions de ρ, pour
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qu’il en soit ainsi, ces derniers doivent eˆtre proportionnels 7 entre eux. On distingue
deux cas :
1) Cas 6α, ρ + α
2 6= 0
a) b 6= 1. On doit avoir
6α, ρ + bα
2
6α, ρ + α2
= c1 (3.6.42)
[γ(1− b)α2 + 1](4α, ρ + α2) + α2
γ(6α, ρ + α2)α2
= c2 (3.6.43)
4α, ρ + (b+ 1)α
2
(6α, ρ + α2)α2
= c3 (3.6.44)
(c1, c2, c3 sont des constantes re´elles avec, dans ce cas, c1 6= 1 ; sinon b = 1). D’ou` de
(3.6.42)
α, ρ =
c1 − b
6(1− c1) α
2 . (3.6.45)
En substituant (3.6.45) dans (3.6.43) pour supprimer α, ρ, on obtient –en particulier–
en comparant les puissances de α4
2 c1 = 3− b (3.6.46)
(l’autre relation de´termine c2 en fonction de c1). Or, α, ρ e´tant proportionnel a` α
2,
la relation (3.6.44) ne peut eˆtre satisfaite que si c3 = 0, d’ou` b = 1. On de´duit alors
que pour b 6= 1, L(p) ne peut eˆtre annulateur de A.
b) b = 1. Les e´quations (3.6.42), (3.6.43) restent valables et (3.6.44) est maintenant
e´quivalente a` (3.6.43) (c3 = γc2). D’ou` de (3.6.42), c1 = 1. La relation (3.6.43)
conduit a`
α, ρ =
(c2γα
2 − 2)α2
2(2− 3c2γα2) . (3.6.47)
7On verra qu’ils ne peuvent pas s’annuler identiquement.
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L’e´quation (3.6.41) se rame`me a`
A3 −A2 + c2A + 2c2 = 0 (3.6.48)
d’ou` en prenant la trace
c = 1− 5c2 . (3.6.49)
L’e´quation caracte´ristique de A est maintenent (voir (3.1.11))
A4 − A3 + 5c2
3
A+ d = 0 , (3.6.50)
qui, combine´e avec (3.6.48)×A, donne
3c2A
2 + c2A− 3d = 0 (3.6.51)
d’ou` en prenant la trace
d =
c2
3
. (3.6.52)
En substituant (3.6.47), (3.6.52) dans le premier membre de (3.6.41), on obtient au
nume´rateur –apre`s re´duction au meˆme de´nominateur– un polynoˆme en α qui doit
eˆtre identiquement nul. Le coefficient du terme le plus e´leve´ –α6– e´tant proportionnel
a` (γc2)
2, d’ou` c2 = 0, et par conse´quent : c = 1, d = 0, A
3−A2 = 0 et α, ρ = −α2/2,
qui s’inte`gre par α = 2/ρ. On retrouve ainsi la solution discute´e dans la sous-section
3.3.2.
2) Cas 6α, ρ + α
2 = 0
a) b 6= 1. Dans ce cas L(A) est un polynoˆme d’ordre 2. De α, ρ = −α2/6 on de´duit
la valeur de γ(6α, ρ + bα
2)α2 = γ(b − 1)α4 coefficient de A2 dans L(A), alors que
celui de A contient un terme en α2 en plus, et par conse´quent ne peuvent pas eˆtre
proportionnels. Le polynoˆme L(p) n’est donc pas annulateur de A dans ce cas.
b) b = 1. Dans ce cas L(A) est un polynoˆme d’ordre 1 qui s’e´crit
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A+ 2 = 0 (3.6.53)
d’ou` en prenant la trace : TrA = −8, qui en de´saccord avec l’hypothe`se TrA = a = 1.
On a ainsi montre´ l’unicite´ de la solution α = 2/ρ avec a = b = c = 1, d = 0,
A3 − A2 = 0.
Annexe 4 : Vecteurs de Killing de
la corde cosmique
supraconductrice
On se propose d’inte´grer –sans faire trop de commentaires– l’e´quation de Killing
KA ;B +KB ;A = 0 (3.6.54)
pour la me´trique corde cosmique supraconductrice :
ds 2 = −dρ 2 − α2 ρ2 dθ 2 − dt 2 − 1
α3
(dx5)2 − 2 dz dx5 − 2 α4
α3
dt dx5
e´quivalente a` (3.4.45). L’e´quation (3.6.54) est e´quivalente a`
KA ,B +KB ,A = 2Γ
C
ABKC . (3.6.55)
A = B = 1
K1 ,ρ = 0 ⇒
K1 = F (θ, z, t, x
5) . (3.6.56)
A = 1, B = 2
K1 ,θ +K2 ,ρ =
2
ρ
K2 ⇒
K2 ,ρ − 2
ρ
K2 = −F, θ ⇒
K2 = ρ
2G(θ, z, t, x5) + ρF, θ(θ, z, t, x
5) . (3.6.57)
106 Annexe 4
A = 1, B = 3
K1 ,z +K3 ,ρ = 0 ⇒
K3 = −ρF, z(θ, z, t, x5) +H(θ, z, t, x5) . (3.6.58)
A = 1, B = 4
K1 ,t +K4 ,ρ =
(
α4
α3
)
,ρ
K3 ⇒
K4 ,ρ = −ρ
(
α4
α3
)
,ρ
F, z +
(
α4
α3
)
,ρ
H − F, t
=
(
α4
α3
)
,ρ
H − 2F, z − F, t ⇒
K4 =
α4
α3
H(θ, z, t, x5)− ρ(2F, z + F, t) + L(θ, z, t, x5) . (3.6.59)
A = 1, B = 5
K1 ,5 +K5 ,ρ = Λ
abΛ5b ,ρKa
=
[
−α4
α3
(
α4
α3
)
,ρ
+
(
1
α3
)
,ρ
]
K3 +
(
α4
α3
)
,ρ
K4
=
4γ
ρ3
K3 +
2
ρ
K4 ⇒
K5 ,ρ =
(
4γ
ρ3
+ 4
ln ρ
ρ
)
H +
2
ρ
L− (4F, z + 2F, t + F, 5)− 4γ 1
ρ2
F, z ⇒
K5 =
1
α3
H(θ, z, t, x5) +
α4
α3
L(θ, z, t, x5)− ρ(4F, z + 2F, t + F, 5) + 4γ 1
ρ
F, z
+M(θ, z, t, x5) . (3.6.60)
Nous avons ainsi de´termine´ K1, K2, K3, K4, K5 en fonction de ρ et a` des fonctions
F (θ, z, t, x5), G(θ, z, t, x5), H(θ, z, t, x5), L(θ, z, t, x5), M(θ, z, t, x5) pre`s qui restent
a` de´terminer :
A = B = 2
K2 ,θ = −α2ρK1 ⇒
G, θ ρ
2 + (F, θθ + α
2F ) ρ = 0 ⇒
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
 a) G, θ = 0 ⇒ G ≡ G(z, t, x
5)
b) F, θθ + α
2F = 0 ⇒ F = a(z, t, x5) cosαθ + b(z, t, x5) sinαθ . (3.6.61)
A = 2, B = 3
K2 ,z +K3 ,θ = 0 ⇒
G, z ρ
2 +H, θ = 0 ⇒
 a) G, z = 0 ⇒ G ≡ G(t, x
5)
b) H, θ = 0 ⇒ H ≡ H(z, t, x5) .
(3.6.62)
A = 2, B = 4
K2 ,t +K4 ,θ = 0 ⇒
G, t ρ
2 − 2F, θzρ+ L, θ = 0 ⇒

a) G, t = 0 ⇒ G ≡ G(x5)
b) F, θz = 0 ⇒ F = a(t, x5) cosαθ + b(t, x5) sinαθ
c) L, θ = 0 ⇒ L ≡ L(z, t, x5) .
(3.6.63)
A = 2, B = 5
K2 ,5 +K5 ,θ = 0 ⇒
G, 5 ρ
2 − 2F, θtρ+M, θ = 0 ⇒

a) G, 5 = 0 ⇒ G ≡ −α2C2
b) F, θt = 0 ⇒ F = a(x5) cosαθ + b(x5) sinαθ
b) M, θ = 0 ⇒ M ≡ M(z, t, x5) .
(3.6.64)
A = B = 3
K3 ,z = 0 ⇒
H, z = 0 ⇒ H ≡ H(t, x5) . (3.6.65)
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A = 3, B = 4
K3 ,t +K4 ,z = 0 ⇒
H, t + L, z = 0 . (3.6.66)
A = 3, B = 5
K3 ,5 +K5 ,z = 0 ⇒
H, 5 +M, z +
α4
α3
L, z = 0 ⇒
L, z = 0⇒ L ≡ L(t, x5) (3.6.67)
H, 5 +M, z = 0 . (3.6.68)
En substituant (3.6.67) dans (3.6.66) on a
H, t = 0 ⇒ H ≡ H(x5) . (3.6.69)
A = B = 4
K4 ,t = 0 ⇒
L, t = 0 ⇒ L ≡ L(x5) (3.6.70)
A = 4, B = 5
K4 ,5 +K5 ,t = −
(
α4
α3
)
,ρ
K1 ⇒
α4
α3
H, 5 +
(
α4
α3
)
,ρ
F + L, 5 +M, t = 0 ⇒
F ≡ 0 (3.6.71)
H, 5 = 0 ⇒ H ≡ −C5 (3.6.72)
L, 5 +M, t = 0 . (3.6.73)
En substituant (3.6.72) dans (3.6.68) on a
M, z = 0 ⇒ M ≡M(t, x5) . (3.6.74)
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A = B = 5
K5, 5 =
1
2
(
1
α3
)
,ρ
K1 ⇒
α4
α3
L, 5 +M, 5 = 0 ⇒
L, 5 = 0 ⇒ L ≡ C4 (3.6.75)
M, 5 = 0 ⇒ M ≡ M(t) . (3.6.76)
En substituant (3.6.75) dans (3.6.73) on a
M, t = 0 ⇒ M ≡ −C3 . (3.6.77)
Les fonctions G, H, L, M sont donc des constantes re´elles arbitraires et F ≡ 0.
Finalement, on a
K1 ≡ 0 (3.6.78)
K2 = −α2C2 ρ2 (3.6.79)
K3 = −C5 (3.6.80)
K4 = −C5 α4
α3
(ρ) + C4 (3.6.81)
K5 = −C5 1
α3
(ρ) + C4
α4
α3
(ρ)− C3 . (3.6.82)
et
K1 ≡ 0 (3.6.83)
K2 = C2 (3.6.84)
K3 = C3 (3.6.85)
K4 = C4 (3.6.86)
K5 = C5 . (3.6.87)
On conclut ainsi que tout vecteur de Killing KA, solution de (3.6.54), est une
combinaison line´aire des 4 : ξa
A = δa
A avec des coefficients constants (KA =
Caξa
A).
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