In this article we examine the behaviour of unemployment and inflation in Italy (1970Italy ( -1994 by means of fractionally integrated techniques. Using a version of the tests of Robinson (1994a) that permits us to test lId) statistical models, the results show that both variables are J(d) with d smaller than 1, thus implying mean reverting behaviour. This order of integration substantially varies depending on how we specify the I(O) disturbances, though in general, it oscillates around 0.80 for unemployment and 0.60 for inflation, suggesting that unemployment is more persistent than inflation. Splitting the sample in 1980, the degree of persistence seems higher for the second subperiod in both variables. 
Introduction.
In this article we are concerned with the statistical modelling of unemployment and inflation in Italy. However, instead of using classical approaches based on 1(0) , allow for a fractional degree of integration. In doing so, we permit a much greater degree of flexibility in the dynamic behaviour of the series compared with the classical integer differencing models.
For the purpose of the present paper, we define an 1(0) process {Ut, t = 0, +1 , density function that is positive and finite at the zero frequency. In this context, we say that {Xt, t = 0 , +1 , ... } is 1(d) if:
(1 -L) d Xt = Ut, Xt = 0 , t = 1,2 ,
( 2) where the polynomial in (1) can be expressed in terms of its Binomial expansion such that for all real d, lEq. (2) is a standard assumption to be made in fractionally integrated models. (See, e.g., Gil-Alana and Robinson, 1997) . where f(x) means the gamma function. The macroeconomic liter ature stresses the cases of d = 0 and d = 1. In particular, unem ployment and inflation are two variables that have been generally assumed to be 1(1) and thus, inference based on cointegration has been developed to explain the dynamic behaviour of the series (e.g., Barsky, 1987; Rose, 1988; Ball and Cecchetti, 1990; Carruth et al. , 1998; Marcelino and Mizon, 2001; etc. ) . However, as it was shown by Adenstedt, 1974 and Taqqu, 1975 , the number of differences required to achieve 1 (0) stationarity may not necessarily be an integer num ber. If d > 0 in (1), Xt is said to be a long memory process because of the strong association between observations widely separated in time. If d < 0.5, Xt is still stationary, but its lag-j auto covariance /j decreases very slowly, like the power law j 2d-1 as j -> 00 and so the /j are non-summable. If d E (0.5, 1), Xt is no longer covari ance stationary but still it is mean reverting, i.e., with the effects of the shocks dying away in the long run. This type of model was introduced by Granger and Joyeux (1980) , Granger (1980 Granger ( , 1981 and Hosking (1981) and they were theoretically justified in terms of ag gregation by Robinson (1978) , Granger (1980) and more recently in terms of the duration of shocks by Parke (1999) 2.
In this article we model the univariate behaviour of the Italian unemployment and inflation rates by means of using fractionally in tegrated techniques. We use the tests of Robinson (1994a) , which include, as particular cases, the tests of 1(0), 1(1) or 1(2) specifica tions. These tests are briefly described in Section 2. In Section 3, 2 Similarly, Croczek-Georges and Manclelbrot (1995), Taqqu et al. (1997) , Chambers (1998) and Lippi and Zaffaroni (1999) also use aggregation to motivate long memory processes.
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they are applied to quarterly data of the unemployment and inflation rates in Italy. A semiparametric procedure is also implemented in this section. Finally, Section 4 contains some concluding comments.
2. The tests of Robinson (1994a) .
Robinson (1994a) proposes a very general procedure for testing unit roots and other nonstationary (and stationary) hypotheses in raw time series. However, unlike most commonly used unit root tests, which are embedded in autoregressive (AR) alternatives, (e.g. Dickey and Fuller, 1979; Phillips and Perron, 1988; Kwiatkowski et aI., 1992; etc. ) , the tests of Robinson (1994) are nested in a fraction ally integrated model.
Following Bhargava (1986) , Schmidt and Phillips (1992) and oth ers on parameterization of unit root models, Robinson (1994a) con siders the regression model,
where Yt is the time series we observe; fJ is a (k x 1) vector of unknown parameters; Zt is a (k xl) vector of deterministic regressors, and the regression errors, Xt, are of form as in (1) with I(O)Ut. He proposed a Lagrange Multiplier (LM) test of the null hypothesis:
in (1) -(3) for any given real value do. Specifically, the test statistic is given by:
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where T is the sample size and
and the function g above is a known function coming from the spectral density function of Ut o (J" 2 f (A; T) = 2 'Jr g (A; T) , -'Jr < ,\ :::; 'Jr .
Note that these tests are purely parametric and therefore, they require specific modelling assumptions to be made regarding the short memory specification of Ut. Thus, if Ut is a white noise, 9 == 1, and if Ut is an AR process of form ¢(L )Ut = ct, 9 = I¢ (ei>.) 1-2, with (}" 2 = V (Ct), so that the AR coefficients are function of T. Based on (4), Robinson (1994a) established that under certain regularity conditions3,
as T -> 00.
In view of (7), we are in a classical large-sample testing situation for reasons described by Robinson (1994a) who also showed that the tests are efficient in the Pitman sense against local departures from the null hypothesis. Furthermore, this standard distribution holds independently of the regressors used in Z t in (3) and the type of 1(0) disturbances Ut in (1). Thus, an approximate one-sided test of Ho (4) against the alternative Ha :
, where the probability that a standard normal variate exceeds z" is Ct. This version of the tests of Robinson (1994a) was used in empirical applications in Gil-Alana and Robinson (1997) and Gil-Alana (2000a) , and other versions of Robinson's (1994a) tests based on seasonal (quarterly and monthly) and cyclical data are respectively Gil-Alana and Robinson (2001) and Gil-Alana (1999 , 2001 .
3. Testing the order of integration in the Italian unemploy ment and inflation rates.
The time series analysed in this section correspond to the quar terly seasonally adjusted data for the time period 1970. 1 -1994. 4 . (Seasonally unadjusted data were not available over this period) . Unemployment is measured as the log of the percentage unemploy ment rate while inflation is taken as the first differences of the log of the CPr. These data were obtained from the JAE data archive and were used by Marcelino and lVIizon (2001) in an article about the re lationship between real wages, inflation, unemployment and output per capita in Italy. In that paper they assume that unemployment and inflation are both I(l) even when splitting the data in 19804• Figure 1 displays plots of the original series with their corre sponding correlograms and periodograms. Starting with unemploy ment, we see that the values started rising in the late 70s, and there are two abrupt changes, one corresponding to 1973.2 (up to 8%) just prior to the first oil price crisis and the other one in 1993.2, probably due to a change in the questionnaire used to collect the data. The nonstationary nature of this series becomes apparent when we look at the correlogram (with values decaying very slowly) and also through the periodogram (with a large peak around the smallest frequency) . Similarly for inflation, the dominant path rises strongly from 1972 to 1980 whereupon it falls to 1986, and then remains constant to the end of the sample. Again here, the correlogram and the periodogram seem to indicate that inflation is nonstationary. Figure 2 contains similar plots but based on the first differenced data. The most noticeable thing observed here is the significance of the autocorrelation values at some lags relatively far away from zero, which may be an indication that the original series may be fractionally integrated. This is corroborated by the periodograms observing values close to zero at the zero frequency, which could suggest that the series are now overdifferenced.
4 Some authors argue that as unemployment rate is a bounded variable it may lead to problems when testing nonstationary hypotheses. (See) Wallis, 1987) . In that respect, the logistic trans formation of unemployment was also examined and the results were practically the same as those reported here.
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FIGURE 1
Unemployment and inflation in Italy, wilh their corresponding corrclograms and pcriodograms
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The large sample standard error under the null hypothesis of no autocorrela tion is l/VT or roughly 0.10 for series of length considered here.
FIGURE 2
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Denoting any of the series Yt, we employ throughout the model (1) -(3) with Zt = (1, t)', t 2 1, Zt = (0, 0)' otherwise, so under the null hypothesis (4):
We treat separately the cases (3 1 = (3 2 = 0 a priori, (3 1 unknown and (3 2 = 0 a priori, and ((31, (3 2 ) unknown, that is, studying the cases of no regressors, an intercept, and an intercept and a linear time trend respectively, and model the J(O) disturbances Ut to be both white noise and to have parametric autocorrelation.
We start with the assumption that Ut in (9) is a white noise.
Thus, when d = 1, for example, the differences (1-L)Yt behave, for t > 1, like a random walk when (3 2 = 0, and a random walk with drift when fh # O. However, we report test statistics not merely for the null hypothesis do = 1 in (4) but for do = 0.50, (0.10), 1.50, thus in cluding also a test for stationarity (do = 0.50) and other fractionally integrated possibilities.
The test statistic reported in Table 1 Robinson (1994a) wel' e obtained in Gil-Alana (2000b) . However, the conclusions obtained in this application are not affected by this.
Starting with unemployment, we observe that if we do not include regressors in (8), Ho (4) cannot be rejected in case of the unit root (i. e. , d = 1), although we also observe non-rejections if d = 0.90 or 1.10. However, including an intercept or an intercept and a linear time trend, the unit root null hypothesis is rejected in favour of smaller orders of integration and the non-rejection values take place when d = 0.80 and 0.90. If we look now at the results for inflation, we observe that the values where the null hypothesis cannot be rejected are much smaller, ranging between 0.50 and 0.70 and thus implying nonstationarity but mean reverting behaviour.
The significance of the above results, however, may be in large part due to the fact that we do not take into account the possi bility of 1(0) autocorrelation in Ut. Thus, we also performed the tests based on AR(l) and AR(2) disturbances. Starting with un employment, we observe a lack of monotonicity in the value of the test statistic with respect to do. This lack of monotonicity may be due to model misspecification. Frequently, misspecification inflates both numerator and denominator of f to varying degrees, and thus affects f in a complicated way. Computing f for a range of values of do is thus useful in revealing possible misspecification, although monotonicity is by no means necessarily strong evidence of correct specification. Looking at the results for inflation, we see that mono tonicity is always achieved and the non-rejection values take place when d is between 0.50 and 0.90, thus including the non-rejections obtained with white noise disturbances. We computed the tests for the null hYpothesis: Ho:d=do in the model V t =f3 ' Zt+X t i(l-L) d X t =U t .
where Z t =-means no regressors; z t =l means an intercept; and z t =(l,t) an intercept and a linear time trend. In bold: Non-rejection values of the null hypothesis at the 95% significant level in those cases where monotonicity in the value of the test with respect to d was achieved.
In order to solve the problem of potential misspecification in case of AR disturbances for unemployment, we use a non parametric approach to model the J(O)Ut which is due to Bloomfield (1973) . In his model, the function 9 appeadng in (6) is given by (10) Like the stationary AR model, this has exponentially decaying auto correlations. Formulae for Newton-type iteration for estimating the T! are very simple (involving no matrix inversion), updating formulae when k is increased are also simple, and we can replace A. below (5) by the population quantity which indeed is constant with respect to the Tl (unlike what happens in the AR case) . The results of the tests of Robinson (1994a) based on the Bloomfield (1973) exponential spectral model are displayed in the lower part of Table 1 . We see that for unemployment, mono tonicity is now always achieved and Ho (4) cannot be rejected if do is between 0.70 and 1.10 when k = 1, and when it is between 0.70 and 1 with k = 2. Thus, the unit root null hypothesis cannot be rejected in this context. Looking at the results for inflation, the values of do where the null hypothesis cannot be rejected are between 0.60 and 0.90, i.e., similarly to the case of AR disturbances.
We can summarize the results obtained across this table by say ing that the unit root null hypothesis is always rejected in favour of smaller orders of integration in case of inflation. For unemployment, the evidence against unit roots is not so conclusive though smaller values of d also seem plausible. In order to get a more precise view about which may be the appropriate order of integration for each series, we display, in Table 2 , the values of d which produce the lowest f in absolute value across the different types of regressors and the different types of disturbances, using a grid of 0.01. Starting with unemployment, we see that d oscillates between 0.81 (in case of no regressors and Bloomfield (2) disturbances) and 0.94 (with no regressors and white noise Ut) . For inflation, the values are much smaller, ranging between 0.56 (with a linear time trend and white noise Ut) and 0.76 (with no regressors and Bloomfield (1) ut). Thus, it seems clear that both series are nonstationary but mean reverting and that the degree of persistence is higher for unemployment than for the inflation rate.
In view of all these results it seems that the orders of integration in both series are smaller than one, especially in case of inflation. However, it also appears that these orders of integration substantially vary depending on how we specify the 1(0) disturbances. Because of this, we have also performed a semiparametric procedure (Robinson, 1995a) , which is robust to the different types of disturbances, and that we are now to describe.
The Quasi Maximum Likelihood Estimate (QMLE) of Robinson (1995a) is basically a 'Whittle estimate' in the frequency domain, considering a band of frequencies that degenerates to zero. The estimate is implicitly defined by: where I(A j ) is the periodogram of the raw time series and d E (-0 . 5, 0.5).6 Under finiteness of the fourth moment and other mild conditions, Robinson (1995a) proved that:
where do is the true value of d and with the only additional require ment that m --t 00 slower than T. Robinson (1995a) proposes that m should be smaller than T /2. A multivariate extension of this es timation procedure can be found in Lobato (1999) . There also exist other semi parametric procedures for estimating the fractional differ encing parameter, for example, the log-periodogram regression esti mate (LPE), initially proposed by Geweke and Porter-Hudak (1983) and modified later by Kiinsch (1986) and Robinson (1995b) and the averaged periodogram estimate (APE) of Robinson (1994b) . How ever, in this article, we have decided to use the QMLE first, because of its computational simplicity. Note that using the QMLE, we do not need to employ any additional user-chosen numbers in the esti mation (as is the case with the LPE and the APE). Also, we do not have to assume Gaussianity in order to obtain an asymptotic normal distribution, the QMLE being more efficient than the LPE.
FIGURE 3
Estimates of d based on the QMLE (Robinson, 1995a) The horizontal axis corresponds to the bandwidth parameter number m while the vertical one refers to the estimate of d based on the QMLE of Robinson (1995a) . unemployment, the unit root null hypothesis cannot be rejected in some cases, and although the estimates are close to the lower bound of the confidence interval, many values are within such interval. The estimates for this series oscillate around 0.8. Thus, the results based on the semiparametric procedure are completely in line with those reported above in favour of mean reversion for both series and higher orders of integration for unemployment than for inflation.
Finally, and following Marcelino and Mizon (2001) , we divide the sample into two subsamples corresponding to the time periods 1970-1979 and 1980-1994. They choose this period in view of the political and economic changes that occurred in that year which make the data have different characteristics pre-and post-1980. In that paper, they still argue that both series in both subsamples may be well characterized in terms of unit roots. Table 3 Values of d which produce the lowest statistic 11 '1 across do TIME PERIOD: 1970 -1979 0.75 Tables 3 and 4 summarize the values of d for each series in both subsamples, according to the same criterion as in Table 2 . Sev eral features are observed in these two tables: first, the values of d are higher in both subsamples for unemployment than for inflation, corroborating the fact that unemployment is more persistent than inflation. Also, the orders of integration are higher in both series during the period 1980-1994, suggesting that the level of association between the observations has substantially increased over the sam ple period. Thus, for unemployment, d oscillates between 0.55 and 0.86 during the first subsample and it ranges between 0.71 and 0.93 during the second one. Similarly for inflation, d is between 0.17 and 0.42 for the time period 1970-1979 and ranges between 0.38 and 0.72 for 1980-1994. One advantage of Robinson's (1994a) tests is that they permit us to incorporate deterministic breaks in the model, with no effect on its standard null limit distribution. Note that Zt in (3) contains deterministic regressors and thus, we can include dummy variables to take into account the breaks. We can test Ho (4) in (1) and (3),
where BE(n)t is a dummy variable for the break that may adopt the forms of a shift dummy, (i.e., BE(nlt = DU(Tblt = lI(t > n)), a slope dummy (i. e. , BE(n)t = DL(n) t = tIlt > n)), or a combi nation of both. Clearly, the test statistic will still remain with the same null N(O, 1) limit distribution, which holds across a broad class of exogenous regressors. As mentioned just above, this is another distinguishing feature of the tests, compared with other unit-root tests based on AR alternatives, where the null limit distribution can vary with features of the regressors. (See, e.g., Schmidt and Phillips, 1992) . This is motivated by the work of Perron (1988 Perron ( , 1989 for the case of unit-root tests. In these papers, he found that the 1929 crash and the 1973 oil price shock were a cause of non-rejection of the unit root, and that when these were taken into account, deterministic models were preferable. This question was also examined by Chris tiano (1992), Demery and Duck (1992) , Krol (1992) , Mills (1994) , Bai and Perron (1998) , etc., some of these authors arguing that the date of the break should be taken as unknown. In the context of fractional roots, Diebold and Inoue (1999) provide both theoretical and Monte Carlo evidence that structural breaks-based models and long memory processes are easily confused. Similarly, Granger and Hyung (1999) also developed a theory relating both types of models. (12) and (9) using a slope dummy and n = 1980. In fact, the inclusion of a shift dummy was found insignificant in all models for practically all values of d. Note that the tests are based on the null differenced model, which is supposed to be I(O) and thus, standard t-tests apply. We see in this table that for inflation, all intervals exclude the unit roots, the values ranging from 0.25 (AR(l) disturbances) to 0.95 (with AR(2)ut). Thus, even including a break, the results strongly support the hypothesis of long memory and mean reversion. However, for unemployment, the unit root cannot be rejected for any type of disturbances if they are auto correlated and, if they are white noise, the interval for the non-rejection values becomes [0.78, 0. 99J.
Concluding Remarks.
In this article we have examined the univariate behaviour of the unemployment and inflation rates in Italy by means of fractionally integrated techniques. We used the same dataset as in Marcelino and Mizon (2001) , i.e., seasonally (quarterly) adjusted data for the time period . For this purpose, we have used a version of the tests of Robinson (1994a) that permits us to test unit and fractional roots in raw time series. Surprisingly, and contrary to Marcelino and Mizon (2001) , the results strongly reject the unit root null hypothesis in case of the inflation rate, while for unemployment this hypothesis is also sometimes rejected. The reason for the non rejection of the unit roots in Marcelino and Mizon (2001) may be due in large part to the fact that most commonly unit-root tests have very low power and extreme size distortions in case of auto correlated disturbances and in that respect, the tests of Robinson (1994) outperform them in a number of cases. Moreover, performing a semiparametric procedure of Robinson (QMLE, 1995a) , which is robust to the different types of disturbances, the results support the view that inflation is I(d) with d < 1, while the unit root cannot be rejected for unemployment. Similar conclusions are obtained with the tests of Robinson (1994a) if a slope dummy is included in the regression model to take into account a break in 1980. The results obtained in this paper have strong implications in terms of economic policy. Thus, if both variables are I(d) with d < 1, that means that they are mean reverting, with the effect of the shocks dying away in the long run as opposed to the unit root case with shocks persisting forever. Furthermore, the inference about cointegration (at least in its classical sense) implicitly assumes that both variables are I( l) so in case of building a cointegrating system, a different dataset for these variables should be perhaps employed. In fact, in a recent pa per, Gonzalo and Lee (2000) showed that if the individual series are fractionally integrated, the performance of Johansen's (1988) -type tests for cointegration tends to produce too much spurious cointe grating relationships, while Engle and Granger's (1987) -type tests seem to be more robust. This latter approach has been used in Gil-Alana (2003) . However, a necessary condition for the existence of (fractional) cointegration, at least in a bivariate system, is that both individual series must have the same degree of integration, which is not the case in the present work.
In any case, the key question is to determine whether unem ployment and inflation are I(l) or ltd) with d < 1. It seems clear that the results in this paper strongly support the latter case though this may be due to the type of data under analysis (quarterly sea sonally adjusted). How the presence of periodicities or anomalous values in the time series under study may affect to the conclusions obtained here will be examined in future papers. On the other hand, we have shown that the order of integration of the series can substan tially vary depending on how we specify the ItO) disturbances and, though similar results were obtained with the QMLE of Robinson (1995a) , the estimation of the fractional differencing parameter, us ing perhaps other techniques (e.g., Robinson, 1994b , 1995b Dolado et aI. , 2002) or the determination of a specific model through information criteria might shed further light on this matter. Multivariate versions of the tests of Robinson (1994a) are being de veloped and this would lead to an alternative study of cointegration, examining the long run relationship between inflation and unemploy ment. However, the literature on fractional cointegration is still in its infancy and much more theoretical work needs to be examined before proceeding to a particular empirical work in this area. 
