K NEAREST NEIGHBOR DALAM  IMPUTASI MISSING DATA by Evy Sulistianingsih, Susanti, Shantika Martha,
 




K NEAREST NEIGHBOR DALAM  IMPUTASI MISSING DATA 




Missing data adalah suatu informasi yang tidak tersedia dalam suatu data. Missing data mempengaruhi 
hasil penelitian karena keberadaan missing data dapat mengurangi tingkat akurasi dari hasil penelitian. 
Missing data dapat diatasi dengan imputasi. Imputasi merupakan suatu metode yang mengatasi missing 
data dengan mengisi nilai yang hilang dengan suatu nilai berdasarkan informasi lain yang didapat dari 
data tersebut. Salah satu metode imputasi adalah metode K Nearest Neighbor (KNN). Penelitian ini 
dilakukan untuk memprediksi nilai yang hilang dengan metode KNN. KNN bekerja dengan menghitung 
weight mean estimation berdasarkan jumlah K. K adalah jumlah observasi terdekat yang akan 
digunakan. Dalam penelitian ini, K yang digunakan yaitu ܭ = 1,ܭ = 5, ܭ = 10, ܭ = 15, dan ܭ = 20. 
Mean Square Error (MSE) dan Mean Absolute Percentage Error (MAPE) digunakan untuk mengetahui 
ketepatan hasil imputasi. Berdasarkan nilai rata-rata MSE dan MAPE dari 10 replikasi, KNN terbaik 
pada missing data 10% dan 20% terjadi pada saat ܭ = 10, sedangkan untuk missing data 30% terjadi 
saat ܭ = 15. 




Data yang lengkap dan berkualitas sangat diharapkan ketika melakukan penelitian dan 
pengumpulan data. Dalam suatu survei, pada umumnya tidak semua pertanyaan dijawab oleh 
responden. Ada berbagai alasan beberapa responden tidak menjawab beberapa pertanyaan sehingga 
terdapat nilai yang kosong atau informasi yang tidak tersedia sehingga membuat data penelitian tidak 
lengkap. Ketika data penelitian tidak lengkap maka hasil observasi tidak dapat dianalisis dengan baik. 
Permasalahan data yang tidak lengkap atau data hilang  disebut dengan missing data.  
Missing data adalah suatu keadaan dimana terdapat nilai yang kosong atau nilai yang tidak lengkap 
dalam data. Pada suatu survei, missing data biasanya terjadi karena beberapa responden tidak 
menjawab satu atau lebih pertanyaan, hal ini disebabkan karena responden tidak ingin memberikan 
informasi yang dianggap pribadi dan rahasia. Ada tiga mekanisme hilangnya data yaitu Missing 
Completely at Random (MCAR), Missing at Random (MAR), dan Not Missing at Random 
(NMAR)[1]. MCAR adalah hilangnya nilai secara acak, dan MAR adalah terjadinya missing data juga 
secara acak, namun nilai yang hilang berhubungan dengan nilai pada variabel yang diketahui, tapi 
tidak pada variabel missing data itu sendiri. NMAR adalah missing data yang terjadi berhubungan 
dengan variabel yang mengandung missing data itu sendiri.  
Missing data bisa diatasi dengan tiga cara yaitu Listwise deletion, Pairwise deletion dan 
imputasi[2]. Listwise deletion mengatasi missing data dengan menghapus observasi yang terdapat 
missing data. Penggunaan cara ini dirasa kurang efektif karena dapat menghilangkan informasi 
penting dalam data yang dihilangkan[3]. Pairwise deletion mengatasi missing data dengan menghapus 
nilai yang mengandung missing data, sehingga pairwise deletion hanya melakukan analisis pada data 
yang tersedia. Imputasi yaitu mengatasi missing data dengan mengisi nilai yang hilang dengan nilai 
yang mungkin berdasarkan informasi yang didapat dari nilai-nilai yang diketahui. Beberapa metode 
imputasi telah dikembangkan untuk meminimalkan dampak negatif dari missing data diantaranya 
adalah metode mean yang mengganti missing data dengan nilai rata-rata dari suatu variabel[4].
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Selain metode mean, missing data juga bisa diatasi dengan metode K Nearest Neighbor. Dalam 
penelitian ini metode imputasi yang digunakan untuk mengatasi missing data adalah metode K 
Nearest Neighbor (KNN). 
KNN melakukan imputasi missing data berdasarkan informasi dari observasi terdekat yang 
mempunyai kemiripan dengan missing data. Dalam penelitian ini, nilai MSE dan MAPE digunakan 
untuk mengukur ketepatan hasil imputasi. Nilai MSE dan MAPE dari setiap K dibandingkan untuk 
mengetahui jumlah K terbaik pada hasil imputasi. 
 
K Nearest Neighbor 
Nearest Neighbor (NN) adalah sebuah metode yang menggunakan algoritma supervised learning. 
Supervised learning bertujuan untuk menemukan pola baru dalam data dengan menghubungkan pola 
data yang sudah ada dengan data yang baru. Ada dua jenis algoritma NN yaitu 1NN dan KNN. 1NN 
atau Nearest Neighbor adalah pendekatan yang melakukan klasifikasi pada 1 data terdekat, sedangkan 
KNN adalah pendekatan yang melakukan klasifikasi pada K data terdekat, dengan K >1. 
KNN adalah metode yang digunakan untuk melakukan klasifikasi terhadap obyek berdasarkan 
beberapa data yang jaraknya paling dekat dengan obyek tersebut. Pada klasifikasi, KNN bekerja 
dengan menghitung jarak antara data baru (data testing) dengan data yang sudah diketahui kelasnya 
(data training) menggunakan jarak euclidian. 
Penanganan missing data dengan KNN diawali dengan menentukan sejumlah tetangga terdekat atau 
observasi terdekat yang disimbolkan dengan K, kemudian menghitung jarak terkecil dari setiap 
observasi yang tidak mengandung missing data. Langkah-langkah imputasi missing data dengan 
metode KNN adalah sebagai berikut : 
1. Tentukan parameter K, K adalah jumlah observasi terdekat atau tetangga terdekat yang akan 
digunakan. 
2. Menghitung jarak antara observasi yang mengandung missing data dengan observasi lengkap 
pada variabel ke-j yang tidak mengandung missing data dengan variabel j lainnya yang 
bersesuaian dengan rumus jarak euclidian yaitu[5]: 
݀(ݔ௔ , ݔ௕) = ට∑ ൫ݔ௔௝ − ݔ௕௝൯ଶ௠௝ୀଵ                                            (1) 
݀(ݔ௔, ݔ௕) adalah jarak antara observasi yang mengandung missing data dengan observasi yang 
tidak mengandung missing data, ݔ௔௝  adalah nilai dari variabel ke-j pada setiap observasi yang 
mengandung missing data dengan  ݆ = 1,2, … ,݉, ݔ௕௝  adalah nilai dari variabel lainnya pada 
setiap observasi yang tidak mengandung missing data dengan  ݆ = 1,2, … ,݉. 
3. Urutkan jarak berdasarkan observasi yang memiliki nilai jarak terbesar sampai observasi yang 
memiliki nilai jarak terkecil. 
4. Menentukan K observasi terdekat berdasarkan nilai jarak terkecil. 
5. Melakukan imputasi missing data dengan menghitung nilai weight mean estimation pada K 
observasi terdekat yang tidak mengandung nilai missing data dengan rumus [5]: 
̅ݔ௝ = ∑ ௪ೖ௩ೖ಼ೖసభ∑ ௪ೖ಼ೖసభ                                                             (2) 
dimana ̅ݔ௝ adalah estimasi rata-rata berbobot, ݒ௞  adalah nilai pada data lengkap pada variabel 
yang mengandung missing data berdasarkan observasi dari ݇, K adalah jumlah observasi 
terdekat yang digunakan, ݇ adalah observasi dari K, ݓ௞  adalah bobot observasi tetangga 
terdekat ke-K dengan rumus ݓ௞ = ଵௗ(௫ೌೖ ,௫್ೖ)మ , dimana  ݀(ݔ௔௞ , ݔ௕௞) adalah jarak observasi K. 
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EVALUASI HASIL IMPUTASI 
 Evaluasi hasil imputasi missing data dilakukan untuk mengetahui ketepatan hasil imputasi. Dalam 
penelitian ini digunakan Mean Square Error (MSE) dan Mean Absolute Percentage Error (MAPE) 
untuk mengetahui ketepatan  hasil imputasi. Nilai MSE dan MAPE dari hasil imputasi missing data 
menunjukkan perbedaan hasil prediksi dengan data aktual. MSE merupakan besaran kesalahan hasil 
prediksi dengan mengkuadratkan masing-masing kesalahan, semakin kecil nilai MSE maka semakin 
kecil kesalahan hasil prediksi. MSE dihitung dengan rumus berikut[6]: 
ܯܵܧ = ଵ
௡
∑ ( ௜ܺ − ܨ௜)ଶ௡௜ୀଵ                                                  (3) 
dimana ௜ܺ merupakan data aktual untuk periode ke-i , ܨ௜ merupakan hasil prediksi untuk periode ke- i 
dan ݊ merupakan jumlah periode waktu. Sedangkan Mean Absolute Percentage Error (MAPE) 
merupakan persentase ukuran kesalahan dari hasil prediksi. Semakin kecil nilai MAPE maka semakin 
kecil kesalahan hasil prediksi, sebaliknya semakin besar nilai MAPE maka semakin besar kesalahan 
hasil prediksi. Hasil Imputasi sangat baik jika nilai MAPE < 10%, sedangkan hasil imputasi baik jika 
nilai MAPE diantara 10% dan 20%. MAPE dapat dihitung dengan rumus berikut[6]: 
ܯܣܲܧ = ∑ ฬ೉೔షಷ೔೉೔ ฬ೙೔సభ
௡
100%                         (4) 
dimana ௜ܺ merupakan data aktual untuk periode ke-i , ܨ௜ merupakan hasil prediksi untuk periode ke- i 
dan ݊ merupakan jumlah periode waktu. 
 
PEMBAHASAN 
Data yang digunakan dalam penelitian ini adalah data iris yang diambil pada 
http://archive.ics.uci.edu/ml/datas/Iris. Data iris merupakan kumpulan data multivariate yang di 
kumpulkan oleh Edgar Anderson dan diperkenalkan oleh Ronald Fisher. Edgar Anderson 
mengumpulkan data iris untuk mengukur variasi morfologi dari bunga iris yang terdiri atas tiga kelas 
yaitu iris setosa, iris virgina, dan iris versicolour. Dalam penelitian ini digunakan data iris 
versicolour. Data iris versicolour  terdiri dari 50 observasi dengan empat variabel yaitu ݒଵ , ݒଶ , ݒଷ, ݒସ 
dimana (ݒଵ) menyatakan panjang mahkota dari bunga iris, (ݒଶ) menyatakan lebar mahkota dari bunga 
iris, sedangkan (ݒଷ) menyatakan panjang kelopak bunga iris, dan (ݒସ) menyatakan lebar dari kelopak 
bunga iris. Penelitian diawali dengan melakukan simulasi missing data dengan mekanisme MAR dan 
menggunakan pola missing data univariate. Missing data terjadi pada variabel ݒଵ. Persentase missing 
data yang digunakan yaitu 10%, 20% dan 30 %, dimana pada setiap persentase missing data dilakukan 
10 kali replikasi. Jumlah K yang digunakan dalam penelitian ini adalah ܭ = 1,ܭ = 5,ܭ = 10,  
ܭ = 15, dan ܭ = 20. Setelah melakukan simulasi missing data, kemudian dihitung jarak antara data 
yang mengandung missing data dengan data lengkap. Kemudian urutkan nilai jarak dari nilai jarak 
terbesar sampai nilai jarak terkecil dan lakukan proses imputasi dengan  menggunakan rumus weight 
mean estimation berdasarkan jumlah K yang digunakan. Hasil imputasi missing data 10% pada salah 
satu replikasi dapat dilihat pada Tabel 1: 
Tabel 1. Hasil imputasi missing data 10% 





K=5 K=10 K=15 K=20 
6 5,7 6,6 6,36 6,18 6,16 6,15 
21 5,9 6,3 6,52 6,4 6,42 6,4 
23 6,3 6 6,31 6,3 6,27 6,28 
29 6 5,6 5,83 5,95 5,99 5,99 
32 5,5 5,5 5,54 5,54 5,53 5,53 
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Pada missing data 10%  terdapat 5 data yang dihilangkan yaitu data pada observasi ke  6, 21, 23, 
29, dan 32. Pertama-tama dilakukan perhitungan jarak antara observasi missing data dengan observasi 
lengkap, berikut adalah 20 jarak terkecil antara observasi ke 6 dengan observasi lengkap yang telah 
diurutkan: 
݀(ݔ଺, ݔଽ)   = 0,141   ݀(ݔ଺, ݔଶ଻)   = 0,316 
݀(ݔ଺, ݔଶସ) = 0,223                 ݀(ݔ଺, ݔସ଺)   = 0,316 
݀(ݔ଺, ݔଶହ) = 0,223                ݀(ݔ଺, ݔସହ)   = 0,316 
݀(ݔ଺, ݔସ଼) = 0,223                ݀(ݔ଺, ݔଵ଺)   = 0,331 
݀(ݔ଺, ݔଵସ) = 0,244    ݀(ݔ଺, ݔସ଻)   = 0,374 
݀(ݔ଺, ݔସଶ) = 0,244    ݀(ݔ଺, ݔହ଴)   = 0,400 
݀(ݔ଺, ݔସଵ) = 0,244    ݀(ݔ଺, ݔଷ଻)   = 0,412 
݀(ݔ଺, ݔଶ଺) = 0,244    ݀(ݔ଺, ݔଵଶ)   = 0,412 
݀(ݔ଺, ݔଵ଻) = 0,282    ݀(ݔ଺, ݔଶ)     = 0,424 
݀(ݔ଺, ݔଷହ) = 0,282    ݀(ݔ଺, ݔଷଽ)   = 0,447 
Setelah didapat 20 jarak terkecil, untuk jarak observasi lain dapat dihitung dengan jarak euclidian. 
Selanjutnya, dilakukan imputasi missing data dengan weight mean estimation. Berikut adalah imputasi 
missing data pada observasi ke 6 untuk ܭ = 1,ܭ = 5,ܭ = 10, ܭ = 15, dan ܭ = 20: 
untuk K=1 yaitu ̅ݔ଺ = భ(బ,భరభ)మ  ଺,଺భ(బ,భరభ)మ = 6,6 
untuk K=5 yaitu  ̅ݔ଺ = భ(బ,భరభ)మ  ଺,଺ା భ(బ,మమయ)మ ଺,ଵା భ(బ,మమయ)మ ଺,ସା భ(బ,మమయ)మ ଺,ଶା భ(బ,మరర)మ଺,ଵభ(బ,భరభ)మା భ(బ,మమయ)మା భ(బ,మమయ)మା భ(బ,మమయ)మା భ(బ,మరర)మ = 6,36  
untuk K=10 yaitu  ̅ݔ଺ = భ(బ,భరభ)మ  ଺,଺ା భ(బ,మమయ)మ ଺,ଵା భ(బ,మమయ)మ ଺,ସା⋯ା భ(బ,మఴమ)మହ,ସభ(బ,భరభ)మା భ(బ,మమయ)మା భ(బ,మమయ)మା⋯ା భ(బ,మఴమ)మ = 6,18  
untuk K=15 yaitu  ̅ݔ଺ = భ(బ,భరభ)మ  ଺,଺ା భ(బ,మమయ)మ ଺,ଵା భ(బ,మమయ)మ ଺,ସା⋯ା భ(బ,యళర)మହ,଻భ(బ,భరభ)మା భ(బ,మమయ)మା భ(బ,మమయ)మା⋯ା భ(బ,యళర)మ = 6,16  
untuk K=20 yaitu ̅ݔ଺ = భ(బ,భరభ)మ  ଺,଺ା భ(బ,మమయ)మ ଺,ଵା భ(బ,మమయ)మ ଺,ସା⋯ା భ(బ,రరళ)మହ,଺భ(బ,భరభ)మା భ(బ,మమయ)మା భ(బ,మమయ)మା⋯ା భ(బ,రరళ)మ = 6,15 
Hasil imputasi pada observasi ke 6 menggunakan ܭ = 1 yaitu 6,6; ܭ = 5 yaitu 6,36; ܭ = 10 yaitu 
6,18; ܭ = 15 yaitu 6,16 sedangkan ܭ = 20 yaitu 6,15. Hasil imputasi missing data  pada observasi 
yang lain dapat dihitung dengan cara yang sama seperti pada observasi ke 6. Hasil imputasi pada 
missing data  20%  pada salah satu replikasi dapat dilihat pada Tabel 2 berikut:  
 
Tabel 2. Hasil imputasi missing data 20% 
 
Obs Data Asli 
࢜૚ 
Hasil imputasi 
NN KNN K=5 K=10 K=15 K=20 
3 6,9 6,7 6,63 6,47 6,42 6,41 
4 5,5 5,5 5,64 5,62 5,65 5,66 
6 5,7 6,6 6,36 6,16 6,15 6,16 
8 4,9 5 5,11 5,14 5,16 5,18 
12 5,9 5,7 6,08 5,93 5,92 5,96 
13 6 5,5 5,56 5,59 5,62 5,63 
14 6,1 6,1 6,45 6,35 6,37 6,34 
26 6,6 6,7 6,1 6,14 6,15 6,13 
33 5,8 5,8 5,72 5,69 5,69 5,71 
49 5,1 5 5,28 5,34 5,4 5,45 
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sedangkan hasil imputasi pada missing data 30%  dapat dilihat pada Tabel 3 berikut:   
Tabel 3. Hasil imputasi missing data 30% 
Obs Data Asli 
࢜૚ 
Hasil imputasi 
NN KNN K=5 K=10 K=15 K=20 
1 7 6,7 6,38 6,38 6,32 6,17 
3 6,9 6,7 6,45 6,32 6,31 5,74 
4 5,5 5,5 5,61 5,65 5,67 6,15 
7 6,3 6 6,18 6,19 6,19 5,43 
11 5 5 5,15 5,26 5,35 5,73 
13 6 5,6 5,73 5,69 5,65 6,34 
14 6,1 6,6 6,58 6,37 6,34 6,3 
24 6,1 6,6 6,34 6,27 6,24 6,1 
25 6,4 5,7 5,82 5,87 5,86 5,47 
28 6,7 5,9 6,3 6,17 6,2 5,64 
31 5,5 5,6 5,59 5,57 5,6 5,58 
32 5,5 5,6 5,48 5,52 5,52 6,34 
42 6,1 6,6 6,01 6,13 6,14 5,75 
43 5,8 5,5 5,69 5,65 5,66 5,76 
48 6,2 5,7 5,83 5,87 5,86 5,32 
 
 Setelah melakukan proses imputasi, selanjutnya dilakukan evaluasi pada hasil imputasi missing 
data dengan menghitung nilai MSE dan MAPE pada setiap persentase missing data. Nilai rata-rata 
MSE dan MAPE pada setiap persentase missing data untuk ܭ = 1,ܭ = 5,ܭ = 10,ܭ = 15, dan 
ܭ = 20 dapat dilihat pada Tabel 4 berikut: 
 
Tabel 4.  Rata-rata nilai MSE dan MAPE pada missing data 
Jumlah 
K 
10% 20% 30% 
MSE MAPE MSE MAPE MSE MAPE 
NN 0,1550 5,03% 0,1785 5,30% 0,2296 6,35% 
K=5 0,1065 4,33% 0,1372 5,25% 0,1694 5,64% 
K=10 0,0912 4,02% 0,1146 4,83% 0,1525 5,49% 
K=15 0,0933 4,09% 0,1159 4,87% 0,1522 5,48% 
K=20 0,0968 4,10% 0,1173 4,93% 0,1530 6,04% 
 
Nilai MSE dan MAPE pada Tabel 4 menunjukkan bahwa jumlah K terbaik pada missing data 10% 
adalah ܭ = 10, dengan persentase kesalahan hasil imputasi terkecil sebesar 4,02%. Demikian juga 
pada missing data 20% K terbaik pada saat ܭ = 10, dengan tingkat kesalahan hasil imputasi sebesar 




Berdasarkan penelitian pada hasil imputasi missing data dengan K Nearest Neighbor dapat 
disimpulkan bahwa hasil imputasi missing data menggunakan KNN  lebih baik dari NN karena rata-
rata nilai MSE dan MAPE dari KNN  lebih kecil dari NN. Jumlah K terbaik pada hasil imputasi 
missing data dipengaruhi oleh besarnya persentase missing data. Semakin besar persentase missing 
data maka semakin besar pula rata-rata nilai MSE dan MAPE dari setiap K. 
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