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Sorbonne Université, Ecole Normale Supérieure, ENS, Centre MEG-EEG, F-75013, Paris,
France
eDepartment of Bioengineering, School of Engineering and Applied Science, University of
Pennsylvania, Philadelphia, PA 19104, USA
fDepartment of Neurology, Perelman School of Medicine, University of Pennsylvania,
Philadelphia, PA 19104, USA
gDepartment of Physics and Astronomy, College of Arts and Sciences, University of
Pennsylvania, Philadelphia, PA 19104, USA
hDepartment of Electrical and Systems Engineering, School of Engineering and Applied
Science, University of Pennsylvania, Philadelphia, PA 19104, USA
iDepartment of Psychiatry, Perelman School of Medicine, University of Pennsylvania,
Philadelphia, PA 19104 USA
jSanta Fe Institute, Santa Fe, NM 87501 USA
1
*Corresponding authors: Marie-Constance Corsi marie.constance.corsi@gmail.com; Fabrizio
De Vico Fallani fabrizio.devicofallani@gmail.com
March 17, 2021
Abstract
Objective: Brain-computer interfaces (BCIs) constitute a promising tool for communication and control.
However, mastering non-invasive closed-loop systems remains a learned skill that is difficult to develop for a
non-negligible proportion of users. The involved learning process induces neural changes associated with a
brain network reorganization that remains poorly understood.
Approach: To address this inter-subject variability, we adopted a multilayer approach to integrate brain
network properties from electroencephalographic (EEG) and magnetoencephalographic (MEG) data result-
ing from a four-session BCI training program followed by a group of healthy subjects. Our method gives
access to the contribution of each layer to multilayer network that tends to be equal with time.
Main results: We show that regardless the chosen modality, a progressive increase in the integration of
somatosensory areas in the α band was paralleled by a decrease of the integration of visual processing and
working memory areas in the β band. Notably, only brain network properties in multilayer network corre-
lated with future BCI scores in the α2 band: positively in somatosensory and decision-making related areas
and negatively in associative areas.
Significance: Our findings cast new light on neural processes underlying BCI training. Integrating multi-
modal brain network properties provides new information that correlates with behavioral performance and
could be considered as a potential marker of BCI learning.
Introduction
Learning is a complex phenomenon that can be characterized by changes in regional associations and therefore
in brain network organization [1]. Changes following learning have been revealed in language [2, 3] and in
motor skill acquisition with resting-state fMRI recordings [4, 5]. In the case of motor learning, studies that
focus on functional connectivity have demonstrated changes induced by skill acquisition [6, 7, 8, 9, 5]. From
a network perspective, a large number of metrics characterizing network properties have been considered to
capture the process of motor acquisition. In Ref. [10], the motor performance improvement was associated
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with an increase of clustering coefficients, a higher number of network connections, an increased connection
strength and shorter communication distances. Another approach consists of using a single metric that
measures subnetwork segregation: modularity [11], already used as a marker of brain plasticity [12] and
motor learning [13]. Motor skill acquisition induced an autonomy of sensorimotor systems and individual
differences in the amount of learning could be predicted by the release of cognitive control hubs in frontal
and cingulate cortices [14].
Mastering non-invasive closed-loop systems is a learned skill that requires several training sessions to achieve
control of the device. Recent studies suggest that the involved learning process is analogous to cognitive or
motor skill acquisition in the case of BCI [15]. It may induce behavioral modifications and neural changes
within trained brain circuits in neurofeedback that last for several months after training [16]. Changes at the
neuronal level, during the learning process, have also been observed and simulated [17]. The recruitment of
areas beyond those targeted by BCI has been observed during skill acquisition [18, 19], and a decrease in the
global efficiency index in the higher-beta frequency range with the practice of MI [20] suggests the involvement
of a distributed core of brain areas while learning. From a theoretical perspective, the existence of a core, a
group of tightly connected nodes, surrounded by a poorly connected periphery is crucial for the integration of
information between remote network components [21, 22]. Previous studies have demonstrated the utility of
using multilayer models of networks [23, 24] to study the relationship between structure and function in the
human brain. The identification of core-periphery structures in brain networks can be significantly enriched
by adding multiple levels of connectivity [25, 26]. In particular, combining multifrequency or multimodal
neuroimaging data from a network perspective can reveal higher-order topological properties that cannot
be detected by simple single-layer network approaches [27, 28, 29, 25, 30, 31, 32]. Magnetoencephalography
(MEG) and electroencephalography (EEG) are complementary in terms of sensitivity towards source depths
and conductivity, but also in terms of dipole orientation detection [33, 34, 35, 36, 37, 38]. As a result,
their combination could provide valuable information, and has proven to enhance subjects’ mental state
discrimination in BCI [39].
On the above mentioned elements, we hypothesized that integrating information from EEG and MEG data,
allow a better description of the core-periphery changes occurring during a motor imagery-based BCI training
in a group of healthy subjects. Such an enriched description could reveal fresh insights into learning processes





We included twenty healthy, and BCI naive, subjects (aged 27.5 ± 4.0 years, 12 men). All right-handed, they
participated in a 4 session-based BCI training during two weeks. According to the declaration of Helsinki, a
written informed consent was obtained from subjects after explanation of the study, which was approved by
the ethical committee CPP-IDF-VI of Paris. The EEG-based BCI consisted of a two-target box task [40].
The subjects were instructed to control the vertical position of a moving cursor by modulating the neural
activity in the α [8-12 Hz] and/or β [14-29 Hz] frequency bands. Each session was divided into two phases:
1. The training phase consisted of five consecutive runs, of 32 trials each, without any feedback. For a
given trial, the first second consisted of the inter-stimulus interval (ISI) followed by five seconds of
target presentation. To elicit the (EEG electrodes; frequency bins) couples that best discriminate the
subjects’ mental state over the left motor area and within the mu-beta frequency ranges, we computed
contrast maps that relied on the R-square metric [41].
2. The testing phase consisted of six runs, of 32 trials each, with a cursor feedback. Similarly to the
training phase, for a given trial, we had one second of ISI, while the target was presented throughout
the subsequent five seconds. The visual feedback, displayed from t = 3s to t = 6s, consists of a moving
cursor. The features, i.e. power spectra estimated at the (EEG electrodes; frequency bins) couples
selected during the training, were classified by using the Linear Discriminant Analysis method. All the
results presented in the following sections relied on the analysis performed on the testing data.
To perform the experiments, we used a 74 EEG-channel system, with Ag/AgCl passive sensors (Easycap,
Germany) placed according to the standard 10-10 montage. The reference was located at the mastoids
and the ground electrode was placed at the left scapula. We kept the impedances lower than 20 kOhms.
The MEG system consisted of 102 magnetometers and 204 gradiometers (Elekta Neuromag TRIUX MEG
system). E/MEG registrations were performed simultaneously in a magnetic shielded room with a sampling
frequency of 1 kHz and a bandwidth of 0.01-300 Hz. The subjects were seated with palms facing upward
in front of a 90 cm-distant screen. To ensure that no forearm movements were performed, experts visually
inspected electromyogram (EMG) signals recorded from the subject’s right arm during the experiment.
During the sessions, BCI feedback relied on EEG signals transmitted to the BCI2000 toolbox [41] via the
Fieldtrip buffer [42]. Individual T1 sequences have been obtained by using a 3T Siemens Magnetom PRISMA
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after the fourth session to ensure accurate head models [43]. These registrations consisted of a 15 minute-
resting-state task. A preprocessing of the images was performed via the FreeSurfer toolbox [44] and directly
imported (15002 vertices) to the Brainstorm toolbox. To provide co-registration with the anatomical MRI,
we digitized the location of the EEG electrodes and three landmarks (nasion, left and righ pre-auricular
points) with the FastTrak 3D digitizer (Polhemus, Inc., VT, USA). These locations were aligned with the




After a first preprocessing step that consisted of an application of the temporal extension of the Signal Space
Separation (tSSS) to MEG signals to remove environmental noise [47], M/EEG data were downsampled
to 250 Hz and processed via the Independent Component Analysis [48, 42] to remove ocular and cardiac
artifacts. Then, data were segmented into 7s-epochs, corresponding to the trial length.
Source reconstruction was performed by applying the Boundary Element Method [49, 50] to obtain the
individual head model, followed by the estimation of the sources with the weighted Minimum Norm Estimate
[51, 52, 53, 45]. A more detailed description of the applied preprocessing steps is proposed in Ref. [46].
To compute the power spectra within the individual anatomical space, we used the Welch method. A time
window of 1 s and a window overlap ratio of 50 % was applied during the feedback period (i.e. from t = 3 s
to t = 6 s) to obtain the cross-spectral estimation for each trial, session, and subject. Then, for each region
of interest (ROI) from the Destrieux atlas [54], we took into account the first principal component of the
power spectra computed over the dipoles. For each layer (or modality here) l and frequency band f , we
estimated the functional connectivity networks by computing the imaginary coherence between each pair of
ROIs (N = 148) [55], resulting in 148 x 148 adjacency matrices Al,f .
Network analysis and statistics
Similarly to Refs [26, 32], to obtain the multilayer or multiplex brain networks Mf for a given frequency
band f from the adjacency matrices Al,f , we aligned the EEG and MEG connectivity networks as follows:
Mf = Al,f ,∀l ∈ {EEG,MEG}, (1)
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To study properties associated with a core-periphery organization, for a given layer (i.e. modality here),
we filtered the associated adjacency matrix Al,f to keep the strongest weights by applying a broad range of
thresholds corresponding to the average node degree k = 1 to k = N − 1. For each threshold k, to determine
whether a node i belongs to the core, we computed the multiplex core-periphery of the filtered network by





where L corresponds to the number of layers (L = 2), sli corresponds to the strength of the node i in the
l-th layer (i.e. the sum of the i-th row of the matrix Al,f ), and c
l corresponds to the l-th component of the
vector c that represents the contribution of each layer (ranging from 0 to 1). To take into account only the
links of node i that are associated with nodes of higher richness, we decomposed the richness function as





We finally computed the multiplex coreness [26] Ci of each node i, independently from any other considera-








where δki = 1 if node i belongs to the core for the threshold k, and 0 otherwise. To obtain the coreness
associated with a specific layer, one can simply modify the vector c in equation 3 so that the component not
related to the given modality is equal to zero. For each subject, session and frequency band, we optimized the
choice of the components of the vector c by using the Particles Swarm Optimization and Statistical Analysis
(PSO) algorithm [32, 56]. In our case, the Fisher’s criterion F (c), chosen to maximized the difference between
the conditions, was defined as follows:
F (c) =
(< CMI(c) > − < Crest(c) >)2
(sMI)2 + (srest)2
, (5)




(Ccondi (c)− < Ccond(c) >)2, (6)
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where Ccondi corresponds to the coreness computed in node i in the condition cond.
To study the variation of coreness between conditions, we defined the relative coreness (∆C) as ∆C=CMI −
CRest. To compute the multiplex core-periphery properties, we used the Brain Connectivity Toolbox [57]
and the Matlab code available at https://github.com/brain-network/bnt.
To take into account the subjects’ specificity, we used customized definitions of the α and β bands [58], that
rely on the Individual Alpha Frequency (IAF) [59], obtained from a 3-minute resting state recording. The
α1 ranges from IAF - 2 Hz to IAF, α2 from IAF to IAF + 2 Hz, β1 from IAF + 2 Hz to IAF + 11 Hz and β2
from IAF + 11 Hz to IAF + 20 Hz. Preliminary results did not show particularly significant efects in θ and
low γ bands. Therefore, only results obtained within the α and β frequency bands are presented here.
After plotting quantile-quantile plots and performing the Shapiro-Wilk test [60], it became clear that the
coreness values were not normally distributed. Thus, to evaluate the session and the modality effect on the
coreness and its associated properties, we fitted and tested an ANOVA using 5000 permutation-tests (lmPerm
package in R). Correlations between BCI scores and coreness were estimated via the use of repeated-measures
correlations (rmcorr package in R [61]).
Results obtained from paired t-tests between conditions (to assess the condition effect) and from repeated-
measures correlations referred to a statistical threshold of 0.05 corrected for multiple comparisons by adopting
a false discovery rate (FDR) criterion [62], which is a method extensively used in biological studies [63, 64, 65].
Results
Before studying the evolution of network properties over sessions, we first determined whether a learning
effect was actually present. We applied a one-way repeated non-parametric ANOVA on the BCI accuracy
scores averaged across the runs of each session with the session number as the intra-subject factor (Figure
1A). Results confirmed that a learning effect was present at the group level (F (3, 57) = 13.9, p = 6.56.10−7).
In particular, sixteen subjects out of 20 achieved the ability to control the moving cursor by the end of the
training, with accuracy scores above the chance level of 57% [66].
As explained in the previous section, we started our analysis by using the adjacency matrices obtained
from [46] to build single layer networks (Figure 1B, see Supplementary Materials Figures S1 & S2 ), and
we investigated in which extent integrating the network properties obtained from EEG and MEG would be
beneficial to the search of BCI training markers.








































































































































































Figure 1: Behavioral performance and E/MEG contributions. (A) Distribution of BCI accuracy scores
averaged across the runs of each session. Horizontal lines inside the box represent the median values. (B)
Evolution of the E/MEG networks over sessions (average over the participants), obtained for each session,
and condition within the α2 (top) and β1 (bottom) ranges. (C) Evolution of attributed weights over sessions
within the α2 (top) and β1 (bottom) ranges. We plotted in grey and green the weight distribution associated,
respectively, with EEG and MEG. Horizontal lines inside the box represent the median values.
Supplementary Materials Figure S3 ). We observed that the main session and modality effects occurred
within the α and the β bands, with significant interaction effects in α2 and β1 bands (two-way ANOVA,
respectively p=0.022 and p=0.027). In these bands, we observe similar trends. In session 1, wMEG is
larger than wEEG; then, the opposite effect occurred before the convergence to 0.5 at session 4. This final
convergence to 0.5 indicates a progressive equal contribution of the two modality layers on the regional
multiplex coreness.
Multiplex core-periphery provides additional information
We studied single and multiplex (mux) coreness trends over sessions in the MI condition (Figure 2A).
Similar tendencies were observed in the different modalities both within the α and β frequency ranges (see
Supplementary Materials Figure S4 ). In particular, we observed that the highest values of MI coreness were
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obtained in ROIs that belongs to the frontal lobe. In α2, we obtained a progressive increase of the median
value within the frontal lobe, especially in mux (see Figure 2A). The second most important lobe was the
lateral one, in particular for EEG and mux. We noticed an increase of the median value obtained within
parietal lobe in MEG. In β1, these observations were even clearer with an increase of the values obtained
within the lateral lobes in EEG and mux, whereas values within in the parietal lobe were stable and those
obtained within the occipital lobe were negligible. These first observations showed that specific brain lobes
presented clear variations of coreness values depending on the considered modality (for a more detailed
presentation of the distribution of coreness values in the MI condition, see Supplementary Materials Figure
S5, and for a presentation of multiplex coreness values, see and Supplementary Materials Figure S6 ).
The scatter plots represented in (Figure 2B) are associated with the relative coreness (∆C) values obtained
for each single layer (X and Y axis) and also for the multiplex. Within the α band, we observed that
the distribution of points progressively followed a linear relationship between EEG and MEG ∆C values,
meaning a non-negligible part of the information is shared by these modalities at the end of the training.
Within the β band, we noticed an absence of a linear relationship between EEG and MEG, meaning that
the two single layers shared less common information.
Furthermore, we assessed the modality effect associated with ∆C via a one-way ANOVA, with the modality
taken as the intra-subject factor. In the α − β ranges the parahippocampal gyrus significantly differed
between modalities (p < 0.030) associated with visual functions [67]. Within the α frequency range, we
observed a significant modality effect in the middle-anterior part of the cingulate gyrus (p < 0.030) involved
during decision making and memory consolidation [68]. In the β1 band, the long insular gyrus, also associated
with decision making [69] presented a significant difference in terms of modality (p < 0.001). The presented
modality effects were driven by a significant difference between EEG and MEG relative coreness (Tukey
post− hoc multiple pairwise comparisons, p-values adjusted via the Holm method p < 0.050).
We also evaluated the information of interest provided by the multiplex with respect to single layers by
statistically comparing the coreness of the MI versus the Rest conditions with a paired t-test (p < 0.021,
see Supplementary Materials Tables S1-S3 ). We observed two opposite trends depending on the frequency
range. In α2, at the single layer level, no consistent significant ROIs were obtained whereas we observed
an increased involvement of the gyrus rectus with the multiplex with the training (p < 0.01 at session 4).
This brain area is known to be associated with decision making involving a reward [70]. Within the β







































Mux Cr =0.50, p =1.08e-10
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Figure 2: Single and multilayer provided information (A) Evolution of single layer and multiplex coreness
values over BCI training in the MI condition. For a given axis associated with a single brain lobe, we plotted
the median coreness value obtained across the subjects and the ROIs that belong to the lobe, respectively in
EEG, MEG and multiplex (mux). The first line corresponds to the evolution within the α2 frequency band
and the second line corresponds to that within the β1 frequency band. (B) Evolution of the relative coreness
(∆C) over the sessions. On the X axis are represented the ∆C values, averaged over the subjects, obtained
with the EEG layer; on the Y axis are presented the values obtained with the MEG layer. The color of the
markers is associated with the values obtained with multiplex. Each marker corresponds to a given ROI.
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layer, no significant ROIs (p < 0.021) were obtained during the first session whereas the multiplex presented
three: short insular gyri (involved in motor plannning [69]), planum polare of the superior temporal gyrus
(deductive reasoning [71]), and the gyrus rectus (see Supplementary Materials Table S3 ).
In the next sections, to directly account for the variations of coreness between conditions, we will focus our
study on the relative coreness ∆C. Furthermore, in order to take into account the most informative ROIs,
we pre-selected the areas that show a significant condition effect at least once during the training before
performing the analysis presented in the subsequent sections.
Relative coreness changes during training
To provide a more detailed description of the evolution of the relative coreness over training, we performed
a one-way ANOVA for each layer separately (see Supplementary Materials Figures S8 ).
We observed that ∆C presented a significant session effect involving different brain areas (Figure 3A, see
Supplementary Materials Figure S7 ). Within the α2 range, a significant session effect was observed in EEG
mostly within the long insular gyrus and the gyrus rectus; a significant session effect was observed in MEG
in the supramarginal gyrus (working memory and motor planning [72]); and in the multiplex a significant
session effect was observed in areas involved during motor planning and working memory (orbital part of
the inferior frontal gyrus and subcallosal gyrus) [73, 74, 75] and in learning complex motor skills (middle-
posterior part of the cingulate gyrus)[76]. In each case, we obtained an increase of ∆C with training (see
Figure 3A and Supplementary Materials Figure S7 ).
Within the β1 range, a significant session effect was observed in EEG within the inferior temporal gyrus (dual
working memory task processing) and in the multiplex in areas associated with visual processing (superior
temporal gyrus), working memory (middle frontal gyrus), and motor planning (short insular gyri). In the
multiplex, most of the ROIs showing a significant session effect present a decrease of ∆C with training (see
Figure 3B).
Multiplex relative coreness correlated with future BCI performance
For the sake of simplicity, we will present our results only with relative coreness within the α2 band were
the most significant observations were made. For a complete presentation of the results, see Supplementary
Materials Figure S10-S11.
We observed that the relative coreness presents a significant correlation with the BCI scores, within a larger
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Figure 3: Relative coreness changes during training. (A) ROIs showing a significant session effect (one-way
ANOVA, p < 0.05). (B) Distribution over the training in the multiplex. Only the ROIs that present a
significant session effect are represented (one-way ANOVA, p < 0.05∗, p < 0.01∗∗, p < 0.001∗∗∗).
Figure S10 ). In EEG, negative correlations were obtained within the posterior-ventral part of the cingulate
gyrus, the fronto-marginal gyrus (p < 0.01) (respectively involved during learning a complex motor skill
and working memory [76, 77, 78, 79]) and a positive correlation within the middle temporal gyrus (involved
during the observation of motion [80]). In MEG, a positive correlation was observed within the triangular
part of the inferior frontal gyrus (p < 0.01, involved during motor response inhibition and working memory
[73, 74, 75]) and a negative correlation within the cuneus (involved during visual processing [81]). in the
multiplex networks, positive correlations were obtained in regions involved respectively during motor tasks
and motor imagery with working memory tasks (subcentral gyrus, superior parietal lobule, and subcallosal
gyrus) [82, 79, 83, 7]. A negative correlation was obtained within the gyrus rectus (decision making involving
reward).
To assess whether relative coreness could be associated with future BCI performance, we estimated the
correlation between ∆C in session i and the BCI score obtained in session i + 1. We observed significant
correlations only with multiplex within the α2 band (Figure 4). More precisely, a positive correlation (p <
0.01) was observed in the gyrus rectus, the subcentral gyrus, but also the long insular gyrus (involved during





















































































































































































































































































Figure 4: Repeated correlations between BCI performance of the subsequent session and the multiplex
relative coreness in the alpha2 band. At the center, we plotted the r-values projected onto the scalp (p <
0.05). On either side, scatter plots obtained from the two ROIs showing the highest r-values (p < 0.01).
The dashed line represents the overall regression plot and the paralleled lines correspond to the fit to each
subject’s data taken separately.
with visual processing (in blue in Figure 4) [84].
Discussion
Controlling a BCI remains a learned skill that is difficult to develop for a non-negligible number of users
(15 % - 30 %) [85]. Previous studies dedicated to elicit neural dynamics underlying BCI skill acquisition in
primates [86, 87] and humans [20, 19] suggest the presence of a distributed and dynamic network of cortical
areas above the motor-related ones. However, the evolution of such brain networks over training is largely
unknown mainly because of a lack of longitudinal studies based on BCI paradigms [88]. Our protocol relied
on reinforcement learning [89] based on a well-known two-target box task [40] where a training effect has
been obtained. In this study, we were particularly interested in understanding the brain network macroscale
changes during the learning process. A few number of works, relying on BCI protocols and involving healthy
subjects, have previously addressed this question [46, 90].
Tracking core-periphery changes
It has been proved that core-periphery properties could be a valuable tool to track brain reorganization
associated with cognitive processes [91] but also disorders [92, 93]. In this study, we worked with the
coreness, a concise and robust metric that enables us to assess the likelihood to belong to the core of a
network [25, 26]. Regardless of the modality, opposite trends were obtained within the α and β ranges
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in terms of the evolution of the discrimination between conditions and of the ∆C values with time (see
Supplementary Materials Figure S8 and Tables S1-S3 ). Nevertheless, these observations were particularly
true for the multiplex involving α2 areas associated with somatosensory tasks and motor planning, and β1
in areas associated with visual processing and working memory (see Figure3).
The α activity is known to be linked to the inhibition of task-irrelevant areas [94, 95, 96]. If β desynchro-
nization is clearly associated with sensorimotor tasks, recent studies suggest that β-synchrony maintains the
current sensorimotor set [97, 98]. In addition, β activity is implicated in specific functions such as visual
perception [99, 100] and working memory [101], and is associated with top-down controlled processing [98].
From a functional connectivity perspective, in a previous work, we showed that MI-based BCI learning
was associated with a progressive decrease of node strength in associative cortical regions and with the
reinforcement of sensorimotor activity targeted by the experiment [46]. In this case, α2 and β1 shared a
common behaviour. Altogether, these results suggest a joint response of α2 with β1 frequency bands during
BCI training, associated with a reinforcement of the integration of sensorimotor areas in α2 paralleled with a
functional connectivity release in the associative areas involved during visual processing and working memory
in β1.
Layer comparisons
The complementary role of EEG and MEG has been proved at different levels: dipole orientation and source
localization [36, 38, 102] and subjects’ mental state classification [39]. However, such complementarity has
been poorly studied at the network level despite some interesting results in functional connectivity [103]. To
better capture network changes at different time or spatial scales, one can use multilayer models of networks
[23, 24]. This approach enabled for example, in the time domain, to predict the relative learning rate via
the flexibility [13] in motor skill acquisition, but also to identify core-periphery changes in Alzheimer disease
via a multimodal approach combining structural and functional networks [25, 26, 32].
Here, based on previous work where MEG and DTI were combined [32], we integrated modalities knowing
the contribution of each of them in such a way as to ensure the highest separation between conditions.
These weights tended to converge to 0.5 (see Figure 1C), meaning that the two modalities provided similar
contribution to the multiplex network towards the end of the BCI training. This finding suggests that the
two modalities are as important to discriminate MI and Rest conditions in the multiplex at the end of the
training. As a result, the multiplex appeared to present a larger and more robust condition effect with respect
to EEG and MEG (see Supplementary Materials Figures S7 and Tables S1-S3 ). However, the attributed
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weights did not present a significant correlation with BCI performance. The approach proposed here also
raised the possibility to compare results obtained from different layers. In particular, in α2, we obtained a
progressive linear relationship between EEG and MEG relative corenesses with time over all the ROIs (see
Figure 2B). This result suggests that, at a global level, MEG and EEG capture similar task-related processes
occurring during the BCI experiment, especially at the end of training. The modality effects, suggested in
Figure 2A, and actually observed at the relative coreness level, were driven by a significant difference between
EEG and MEG relative corenesses. This effect was mostly observed in areas associated with decision making
and memory consolidation, highlighting the utility to combine MEG and EEG networks to better capture
mechanisms underlying learning process.
Markers of cognitive performance
Identifying neural features underlying BCI performance is crucial to design optimized and individualized
BCI architectures [104, 105]. Among the elicited markers are psychological and demographical traits [106].
From a neurophysiological perspective, previous studies identified power spectra in θ, α and γ bands as
potential predictors of BCI scores [107, 108]. In our study, the most significant results were obtained in α2
and β1 frequency bands. Recent findings proved that functional connectivity could correlate with the user’s
performance [109, 59, 110]. However, these studies were associated with a single session BCI performance.
In a recent work, we showed that the regional connectivity strength of specific associative cortical areas
could explain the BCI performance in the same session but also the future learning rate [46]. Here, we were
particularly interested in identifying markers of BCI performance at the core-periphery network level.
If EEG, MEG, and multiplex presented associations with BCI scores, only the latter presents a significant
correlation with the BCI performance of the next session based on the relative coreness within the α2 band
(see Supplementary Materials Figure S10-S11 ). Two trends were again observed: a positive correlation in
areas respectively involved during decision making and somatosensory tasks (gyrus rectus, subcentral gyrus,
and long insular gyrus) and a negative correlation in the superior occipital gyrus associated with visual
processing (see Figure 4). These findings are in line with previous studies that reported a larger clustering
coefficient in the gyrus rectus associated with a higher nodal betweenness centrality (NBC) in sensorimotor
areas and a reduced NBC in visual areas in the context of motor training [111, 112]. Altogether, these
results support the hypothesis that sensorimotor areas and associative areas play a crucial role in motor
sequence learning as well as in abstract task learning [7, 113, 114, 115] and that cognitive processes involved
in the supervisory attentional system [116, 117] are important to perform MI tasks [118] and motor learning
15
[119, 120, 121, 122].
Caveats and perspectives
The temporal window of study is a crucial matter when considering a longitudinal experimentation, especially
in the BCI domain. Our participants followed a four-session-training program, within two weeks. This
temporal window might not be sufficient to observe the full learning process [123, 88]. However our results
constitute the first observations of a training process at the core-periphery level. Further studies based
on longer BCI training are necessary to assess whether our observations could be still verified on a larger
temporal scale.
This work could pave the way to further explore of the integration of M/EEG network information to better
understand neural mechanisms underlying learning but also task performance in particular in the use of BCI
in a clinical context. However, before considering multimodal BCIs in routine, further developments are
required to increase MEG portability. The use of new generation of MEG sensors (i.e. optically-pumped
magnetometers) could meet this need [124, 125, 126, 127].
Conclusion
In this work, we have proved that studying the network integration changes at the single and multilayer
levels provides additional information to characterize dynamic brain reorganization during BCI training. We
found that a progressive increase of the integration of somatosensory areas in the α band was paralleled by a
decrease of the integration of visual processing and working memory areas in the β band. More importantly,
these changes were more visible in multiplex in which brain network properties correlated with future BCI
scores in the α2 band. Taken together, our results cast new light on brain network reorganization occurring
during BCI training and more generally during human learning.
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