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ABSTRACT
Recent advances in unsupervised domain adaptation mainly focus
on learning shared representations by global distribution alignment
without considering class information across domains. The neglect
of class information, however, may lead to partial alignment (or
even misalignment) and poor generalization performance. For com-
prehensive alignment, we argue that the similarities across different
features in the source domain should be consistent with that of in
the target domain. Based on this assumption, we propose a new do-
main discrepancy metric, i.e., Self-similarity Consistency (SSC), to
enforce the feature structure being consistent across domains. The
renowned correlation alignment (CORAL) is proven to be a special
case, and a sub-optimal measure of our proposed SSC. Furthermore,
we also propose to mitigate the side effect of the partial alignment
and misalignment by incorporating the discriminative information
of the deep representations. Specifically, an embarrassingly simple
and effective feature norm constraint is exploited to enlarge the
discrepancy of inter-class samples. It relieves the requirements of
strict alignment when performing adaptation, therefore improving
the adaptation performance significantly. Extensive experiments
on visual domain adaptation tasks demonstrate the effectiveness of
our proposed SSC metric and feature discrimination approach.
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Figure 1: We propose a self-similarity consistency measure,
which enforces the similarity/distance across different fea-
tures to be identical in the source and target domains.
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1 INTRODUCTION
Convolutional neural networks (CNNs) have shown promising re-
sults on supervised learning tasks. However, the generalization
ability of the learned model may degrade severely when applied
to other related but different domains. It is often expensive or
impractical to annotate massive samples on the coming new do-
mains. Domain adaptation which aims to utilize labeled samples
from source domain to annotate the target domain samples has,
therefore, emerged as a new learning framework to address this
problem [4, 30]. In this paper, we mainly focus on the unsuper-
vised domain adaptation (UDA) problems. Recent advances in UDA
show satisfactory performance with deep CNNs. Among them,
the most successful methods encourage similarities between the
latent deep representations across different domains. The similari-
ties are often maximized by some measure of discrepancy metrics
[12, 13, 26, 28, 33] or adversarial training [6, 7, 27].
Maximum Mean Discrepancy(MMD) and Correlation Alignment
(CORAL) are two most commonly used metrics to measure the dis-
tribution discrepancy. A great deal of methods based on the MMD
[9, 12, 13, 28] and CORAL [25, 26, 34] have achieved considerable
adaptation performance. However, the MMD-based methods suffer
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Figure 2: Enforce feature discrimination by the feature
norm constraint. Left: With the previous domain alignment
methods, the target domain samples distributed in the edge
of the cluster are prone to be misclassified. Right: With the
feature discrimination loss, the norm of the deep features
will be enlarged to be close to the target norm value, which
make the inter-class samples more separable. (Best viewed
in color)
from a very critical limitation. They only align the global distribu-
tion statistics without any semantic information, which may even
lead to negative transfer [7, 32]. For example, the features of digit "2"
in the source domain may be aligned well with the features of digit
"3" in the target domain [7]. Although, there are some researches
attempting to alleviate this problem by leveraging the pseudo-label
[22, 32], this problem has not been solved well due to lack of target
label information. The prior adversarial adaptation methods also
suffer from this limitation, as the discriminator only guarantees
the global alignment of domain statistics lacking crucial semantic
information for each category. Several recent works also attempt to
address this problem by pixel-level domain alignment [2, 7], which
performs image-to-image transformation for domain adaptation.
Motivation of SSC In this paper, we propose a new self-similarity
consistency (SSC) metric to measure the domain discrepancy. As
illustrated in Fig. 1, an intuitive motivation is that if the source
domain and the target domain are well aligned, the similarity (or
distance) across different features in the source domain should be
consistent with the similarity in the target domain. For instance, if
the distance between i-th feature and j-th feature in the source do-
main is d(his ,hjs ) = 0.95, then in the target domain this relationship
should be also satisfied, i.e., d(hit ,hjt ) = 0.95. From this perspective,
we propose a SSC constraint to match the source and target domains
and we demonstrate that the Correlation Alignment (CORAL) is
only a special case, and a sub-optimal measure of the proposed
SSC. Compared with the MMD-based methods which align the
centroid of all the samples between the source and target domains,
our proposed SSC performing structure similarity constraint of the
deep features would be less susceptible to misalignment.
Motivation of Feature Discrimination Existing alignment
methods can only reduce, but not remove domain discrepancy,
which we call partial alignment. Therefore, the samples distributed
in the edge of the cluster are prone to be misclassified. From this
perspective, one intuitive approach to improve the adaptation per-
formance is to enforce the deep features across domains with better
intra-class compactness and inter-class separability [3]. As illus-
trated in Fig. 2, we propose an embarrassingly simple, but extremely
effective method to enhance the discrimination of the deep fea-
tures. Specifically, a feature norm constraint is employed to enforce
the deep features to be scaled to a given larger hypersphere (fea-
ture norm). In this way, since the large margins between different
classes, it is expected to get satisfactory adaptation performance
even the source and target domains are not perfectly aligned (par-
tially aligned). Besides, the possibility of misalignment can also be
reduced due to the high discrimination of the deep features.
For simplicity, we denote our proposal "Towards Self-similarity
Consistency and Feature Discrimination for Unsupervised Domain
Adaptation" as SDDA. The main contributions of this work can be
concluded as: (1) We introduce a new metric self-similarity consis-
tency (SSC) to measure the domain discrepancy which performs
better than previous metrics on most of transfer tasks, and we
demonstrate that CORAL can be viewed as a special case of SSC.
(2) From the perspective of feature discrimination, we propose
an embarrassingly simple approach to enlarge the separability of
inter-class samples, which can improve the adaptation performance
significantly.
2 RELATEDWORK
Domain-Invariant Feature Learning. Deep domain adaptation
has provided promising performance for visual applications. Among
them, the typical deep domain adaptation methods follow the
Siamese CNN architectures with two streams [3, 13, 21, 26], rep-
resenting the source model and the target model respectively. A
practical way to perform domain adaptation is to minimize the
domain discrepancy to obtain domain-invariant features. There
has been a large body of work pays attention to learn the domain-
invariant representations by some measures of domain discrep-
ancy. The most widely used discrepancy metrics including MMD
[9, 12, 13, 28], CORAL [17, 25, 26, 34] and Central Moment Discrep-
ancy (CMD) [33]. Specifically, Long et al. proposed DAN [12] and
JAN [13] which perform domain matching via multi-kernel MMD
or a joint MMD criteria in multiple domain-specific layers across
domains. Sun et al. proposed the correlation alignment (CORAL)
[25, 26] to align the second order statistics of the source and tar-
get distributions. Some recent work also extended the CORAL to
mapped CORAL (MCA) [34] and logCORAL [17, 18]. Besides, CMD
[33] which aligns the central moment of each order across domains
is also an effective approach for domain alignment. Another fruit-
ful line of work to learn the domain-invariant features is through
adversarial training [6, 27], which encourages domain confusion by
a domain adversarial objective whereby a discriminator (domain
classifier) is trained to distinguish between the source and target
representations. Also, recent work performing pixel-level adapta-
tion by image-to-image transformation [7, 20, 36] has achieved
satisfactory performance and obtained much attention, which is
also widely used for cross-domain segmentation [8, 23] and person
re-identification [5]. In this work, we propose a novel self-similarity
consistency (SSC) metric, which exploits the structure similarity
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Figure 3: Two-stream CNNs with shared parameters are
adopted for unsupervised deep domain adaptation. The first
stream operates the source data and the second stream oper-
ates the target data. The last FC layer (the input of the output
layer) is used as the adapted layer. (Best viewed in color)
of the feature space for domain matching, instead of aligning the
global statistics of all the samples across domains.
2.1 Discriminative Feature Learning.
Recently, there is a trend to improve the performance of CNN
with discriminative feature learning, especially in the field of face
recognition [11, 31, 35], and person re-identification [29]. Wen et al.
proposed the Center Loss [31] to learn the discriminative features
by penalizing the distance of each sample to its corresponding class
center. Liu et al. proposed the large margin softmax (L-Softmax)
[11] by enforcing angular constrains to improve the feature discrim-
ination. Besides, some recent work also improved the domain adap-
tation methods by incorporating the discriminative feature learning
[3, 9, 10, 14, 15]. Chen et al. [3] proposed joint domain alignment
and discriminative feature learning (JDDA), where an instance-
based discriminative feature learning method and a center-based
discriminative feature learning method are proposed to guarantee
the domain invariant features with better intra-class compactness
and inter-class separability. Kang et al. [9] proposed the Contrastive
Adaptation Network (CAN) which explicitly models the inter-class
domain discrepancy and inter-class domain discrepancy by revisit-
ing the MMD. In this paper, we propose an elegant feature norm
constraint for discriminative feature learning.
3 METHODOLOGY
In this work, we consider the unsupervised domain adaptation
problem. Let Ds = {x is ,yis }nsi=1 denotes the source domain with ns
labeled samples and Dt = {x it }nti=1 denotes the target domain with
nt unlabeled samples.We aim to train a cross-domain CNN classifier
ϕθ (x)which canminimize the target risks ϵt = Ex ∈Dt [ϕθ (x) , yt ]
with labeled source domain samples and unlabeled target domain
samples. Here ϕθ (x) denotes the outputs of the deep neural net-
works, θ denotes the model parameter to be learned. Following
[3, 13, 26], we adopt the two-stream CNNs architecture for un-
supervised deep domain adaptation. As shown in Fig. 3, the two
streams share the same parameters (tied weights), operating the
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Figure 4: Perform self-similarity consistency constraint to
minimize the domain discrepancy. The SSC metric matches
the pairwise similarity across the deep features in the source
and target domain,which ensures the structure of the source
feature space be consistent with the structure of the target
feature space. (Best viewed in color)
source and target domain samples respectively. And we perform
the domain alignment in the last full-connected (FC) layer [3, 26].
In this paper, we minimize the domain discrepancy by the proposed
SSC metric. Besides, we also optimize the domain-invariant feature
representations with better intra-class compactness and inter-class
separability. The overall objective can be given as
L(θ |Xs ,Ys ,Xt ) =Ls + λsscLssc + λintraLintrad
+ λinterLinterd
(1)
Ls = 1
ns
ns∑
i=1
J (ϕθ (xsi ),ysi ) (2)
where Ls represents the standard classification loss in the source
domain, J (·, ·) represents the cross-entropy loss function. Lssc rep-
resents the domain discrepancy loss measured by the proposed SSC
metric. Lintrad and Linterd denote intra-class compactness loss and
inter-class separability loss, respectively. λssc , λintra and λinter
are three trade-off parameters which balance the contributions of
the domain discrepancy loss and the feature discrimination loss.
3.1 Self-similarity Consistency
To minimize the domain discrepancy, we propose a novel self-
similarity consistency metric to match the structure of the feature
space across domains. Let Hs = [h˜s1, h˜s2, · · · , h˜sL]b×L and Ht =
[h˜t1, h˜t2, · · · , h˜tL]b×L denote the centralized source outputs and tar-
get outputs in the last full-connected (FC) layer (as shown in Fig. 3).
Here, h˜s(t )i = h
s(t )
i −h
s(t )
, L denotes the number of hidden nodes in
the last FC layer, b denotes the batch size during the training stage.
As can be seen in Fig. 4, the motivation of the SSC metric is that the
similarity or distance across different features in the source domain
should be consistent with the corresponding similarity or distance
in the target domain, i.e.,Dsi j = D
t
i j , for example,D
s
12 = D
t
12 = 0.95.
Then, the generic SSC loss can be defined as
Lssc = ∥Ds − Dt ∥2F (3)
Here Ds ∈ RL×L and Dt ∈ RL×L represent the self-similarity
matrix across different features in the source and target domains,
and Ds(t )i j denotes the similarity between the i-th feature and j-th
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feature in the source (target) domain. The commonly used similarity
can be defined as:
• Dot-product Similarity sim(x ,y) = x · y
• Euclidean Distance sim(x ,y) = ∥x −y∥2
• Cosine Similarity sim(x ,y) = x ·y∥x ∥ · ∥y ∥
Rethinking theCorrelationAlignment (CORAL)The renowned
correlation alignment (CORAL) diminishes the domain discrepancy
by aligning the covariance of the source and target domains. It is
one of the most widely used metric for domain adaptation, which
can be expressed as
Lcoral = 1L2 ∥Cs −Ct ∥2F (4)
Here, Cs = H⊤s Hs and Ct = H⊤t Ht denote the source feature
covariance and target feature covariance, respectively. AndCs(t )i j =
h˜s(t )i · h˜
s(t )
j can be regarded as the dot-product similarity between
i-th feature and j-th feature. In this respect, the CORAL can be
viewed as a special case of our proposed SSC metric, in which the
dot-product similarity is adopted.
Heat Kernel Similarity In this work, we adopt the heat kernel
function to measure the similarity across different features. i.e.,
Dsi j = exp(−γ ∥h˜si − h˜sj ∥2) (5)
Dti j = exp(−γ ∥h˜ti − h˜tj ∥2) (6)
where γ is the bandwidth to adjust the influence of single pairwise
similarity. Note that the heat kernel similarity has the same expres-
sion as the Gaussian kernel (or RBF kernel) k(x ,z) = exp(− ∥x−z ∥22δ 2 ).
Kernel Embeding Perspective Suppose we have a feature space
H with L features, and a feature map Φ : H→ F, where F is an em-
bedding space. The kernel matrix is defined as K = [k(hi ,hj )]Li, j=1,
where Ki j = k(hi ,hj ) = Φ(hi ) · Φ(hj ). For the linear kernel embed-
ding Ki j = k(hi ,hj ) = hi ·hj , and for the RBF kernel embedding (or
Guassian kernel embedding) Ki j = k(hi ,hj ) = exp(−γ ∥hi − hj ∥2).
From this perspective, CORAL can be regarded as a kernel em-
bedding method which aligns the source and target features in the
linear kernel embedding, while our proposed SSC aligns the features
in the RBF kernel embedding. Both theoretical analysis and experi-
mental results show that our method is superior to CORAL, and
CORAL can be viewed as a form of the self-similarity consistency
metric.
Relationship to MeanMap KernelMean map kernel (MMK) [19,
24] measures the similarity between two distributions, which can
be formulated as
KMMK (Xs ,Xt ) = 1|Xs | |Xt |
∑
x ∈Xs
∑
z ∈Xt
k(x ,z) (7)
where k(·, ·) is a kernel function and |Xs(t ) | denotes the number of
samples in Xs(t ). In terms of domain adaption, MMK can be further
transformed into a mutual-similarity maximization (MSM) metric
when we replace the kernel function and the distributions Xs , Xt
with similarity function and centralized features, i.e.,
LMSM = − 1
L2
L∑
i=1
L∑
j=1
sim(h˜si , h˜tj ) (8)
Similar to SSC, MSM is also an effective metric for domain matching.
What sets SSC apart from MSM is that SSC aligns the self-similarity
relationship across domains for domain matching, while MSM ag-
gregates the pairwise similarity over two feature sets to measure
the similarity of two distributions. In this work, we focus on the
effectiveness of our proposed SSC using the heat kernel similarity.
Investigation about mutual-similarity maximization is beyond the
scope of this paper.
3.2 Feature Discrimination
Recently, there is a line of work improving the adaptation perfor-
mance by pursuing the better intra-class compactness and inter-
class separability of the domain-invariant features [3, 9, 10, 14, 15].
However, these methods are quite garish, and most of them are
based on traditional classifier [10, 14, 15]. JDDA [3] provides an
elegant approach to learn discriminative features for deep domain
adaptation, but the inter-class separability is not well guaranteed.
In this paper, we propose an extremely intuitive and effective ap-
proach, namely feature norm constraint, to ensure the shared rep-
resentations with better inter-class separability.
Intra-class Compactness To make the shared representations
with better intra-class compactness, we follow [3] to penalize the
distances between the deep features and their corresponding class
center. Let ϕθf (xsi ) denotes the deep features of the source samples
xsi in the last FC layer, cyi ∈ RL denotes the yi -th class center of
the deep features, yi = {1, 2, · · · ,k} and k is the number of class.
Then, the intra-class compactness loss can be formulated as
Lintrad =
ns∑
i=1
max(0, ∥ϕθf (xsi ) − cyi ∥22 −m) (9)
the intra-class compactness loss will enforce the distance between
the deep features ϕθf (xsi ) and its corresponding center cyi no more
than the given marginm. Note that the actual global centers should
be calculated by averaging all the samples. However, since we
perform update based on mini-batch, the centers might be misesti-
mated because of the noisy samples. Therefore, we use the moving
average of the samples as the global centers, which can be updated
in each iteration as
∆cj =
∑b
i=1 δ (yi = j)(ϕθf (xsi ))
1 +
∑b
i=1 δ (yi = j)
(10)
ct+1j = αc
t
j + (1 − α)∆ctj (11)
where α is the learning rate of the centers, b denotes the batch size,
δ (condition) = 1 if condition is satisfied. For simplicity, we set the
marginm = 0 and α = 0.5 throughout the experiments. Note that
the intra-class compactness constraint only penalizes the source
domain compactness since the target samples lack of category
information. Fortunately, we obverse that the visual representations
learned by deep CNNs are fairly domain invariant, i.e, the source
samples and target samples have similar distributions in the feature
space. As a result, it is reasonable to make the source features more
discriminative, such that the target features maximally aligned with
the source domain will become discriminative automatically [3].
Inter-class Separabiliy Recall that the feature norm represents
the distance between the hypersphere origin and the feature vector.
There should be a better separability among the inter-class samples
if the feature norm can be enlarged. As can be seen in Fig. 2, we
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propose to maximize the inter-class discrepancy by penalizing the
difference between the given target norm value and the feature
norm in the shared feature space. In this way, the feature represen-
tations would be pulled away from the hypersphere origin, making
the domain-invariant features more separable. The feature norm
constraint loss can be defined as
Linterd =
∑
xi ∈Ds
(Rtn − ∥ϕθf (xsi )∥2)2
+
∑
xi ∈Dt
(Rtn − ∥ϕθf (xti )∥2)2
(12)
Here,Rtn is the target norm constant that wewould like the domain-
invariant features to be scaled to. The gradient with respect to the
input features can be calculated as
∂Linterd
∂ϕθf (xsi )
=
∂(Rtn − ∥ϕθf (xsi )∥2)2
∂∥ϕθf (xsi )∥2
·
∂∥ϕθf (xsi )∥2
∂ϕθf (xsi )
= −2(Rtn − ∥ϕθf (xsi )∥2) ·
ϕθf (xsi )
∥ϕθf (xsi )∥2
= −2( R∥ϕθf (xsi )∥2
− 1)ϕθf (xsi )
(13)
There are several advantages to perform the feature norm constraint.
(1) The larger feature norm will guarantee the inter-class samples
with better separability. (2) The norm constraint will enforce the
features to distribute around the same hypersphere, whichmitigates
the domain discrepancy to a certain degree. (3) The large gaps across
different classes can relieve the requirements of strict alignment
across domains, and mitigate the side effect of partial alignment
and misalignment.
4 EXPERIMENTS
4.1 Setup
DatasetWe evaluate the performance of our proposed SDDA by
comparing against several state-of-the-art deep domain adaptation
methods on two public unsupervised visual adaptation datasets: dig-
ital recognition dataset and office-31 dataset. The digital recognition
dataset includes five widely used benchmarks: MNIST, USPS, Street
View House Numbers (SVHN), MNIST-M, and SYN (synthetic digits
dataset). Following the experimental protocol of [3], we evaluate our
proposal across four adaptation shifts, including: SVHN→MNIST,
MNIST→MNIST-M, USPS→MNIST and SYN→MNIST. Office-
31 is another commonly used dataset for real-world domain adapta-
tion scenario, which contains 31 categories acquired from the office
environment in three distinct image domains: Amazon (product
images download form amazon.com),Webcam (low-resolution im-
ages taken by a webcam) andDslr (high-resolution images taken by
a digital SLR camera). The office-31 dataset contains 4110 images
in total, with 2817 images in A domain, 795 images inW domain
and 498 images in D domain. We evaluate our method on all the
six transfer tasks A→W, D→W,W→ D, A→ D, D→ A and
W→ A as [13, 26].
Baselines To evaluate the effectiveness of our proposed SDDA, we
compare the SDDA with the following competing methods, which
are most related to our work.
Source Only: As an empirical lower bound, we train a model with
the source samples only, and test it directly with the target samples.
DDC [28]: DDC is the first method that maximizes domain invari-
ance by MMD metric using two-streams CNNs.
DAN [12]: DAN learns more transferable features by embedding
deep features of all task-specific layers in a reproducing kernel
Hilbert space (RKHSs) and matching domain distributions opti-
mally using multi-kernel MMD.
CORAL [26]: Deep correlation alignment minimizes domain dis-
crepancy by aligning the second-order statistics of the source and
target distributions.
DANN [6]: DANN is an adversarial representation learning ap-
proach that uses a domain classifier to learn features that are both
discriminative and invariant to the change of domains.
ADDA [27]: ADDA uses a discriminative base model, unshared
weights, and the standard GAN loss to learn a discriminative map-
ping of target images to the source feature space by fooling a domain
discriminator.
CMD [33]: CMD proposes to align the central moment of each
order across domains for domain adaptation.
CyCADA [7]: CyCADA is a pixel-level unsupervised domain adap-
tation method that unifies cycle-consistent image translation with
adversarial adaptation methods.
JDDA [3]: JDDA is the first work to perform domain matching and
discriminative feature learning jointly for deep domain adaptation.
Implementation details. In our experiments on digit recognition
dataset, we utilize the modified LeNet whereby a bottleneck layer
with 64 hidden nodes is added before the output layer for domain
matching. Since the image size is different across different domains,
we resize all the images to 32 × 32 and convert the RGB images to
grayscale. For the experiments on Office-31, we use ResNet-50 pre-
trained on ImageNet as our backbone networks. And the activation
output of the last full connected layer is used as feature representa-
tion for domain matching. Due to the small samples size of Office-31
dataset, we only update the weights of the full-connected layers (fc)
as well as the final block (scale5/block3), and fix other parameters
pretrained on ImageNet. Follow the standard protocol of [3, 12, 26],
we use all the labeled source domain samples and all the unlabeled
target domain samples for training. All the comparison methods
are based on the same CNN architecture for a fair comparison, and
all the model parameters are shared between the source and target
domains.
For MMD-based methods (DDC, DAN), we use a linear combi-
nation of 19 RBF kernels with the standard deviation parameters
ranging from 10−6 to 106. For DANN regularization, we add a GRL
and then a domain classifier with one hidden layer of 100 nodes.
When training with ADDA, our adversarial discriminator consists
of 3 fully connected layers: two layers with 500 hidden units fol-
lowed by the final discriminator output.
All these methods are implemented via tensorflow and we use
the Adam optimizer with the learning rate of 1e-4 to train the
network. Regarding the optimal hyper-parameters, they are deter-
mined by applying multiple experiments using grid search strat-
egy. The optimal hyper-parameters may distinct across different
transfer tasks. Specifically, the trade-off parameters are selected
as (or chosen from) λssc = 1000, λintra ∈ {0.001, 0.003, 0.01} and
λinter ∈ {0.00001, 0.0001, 0.0005} throughout the experiments. For
the digit recognition tasks, the hyper-parameter γ in SSC is set as
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Table 1: results (accuracy %) on digital recognition dataset for unsupervised domain adaptation based on modified LeNet
Method SVHN→MNIST MNIST→MNIST-M USPS→MNIST SYN→MNIST Avg
Source Only 67.3±0.3 62.8±0.2 66.4±0.4 89.7±0.2 71.6
DDC [28] 71.9±0.4 78.4±0.1 75.8±0.3 89.9±0.2 79.0
DAN [12] 79.5±0.3 79.6±0.2 89.8±0.2 75.2±0.1 81.0
DANN [6] 70.6±0.2 76.7±0.4 76.6±0.3 90.2±0.2 78.5
CMD [33] 86.5±0.3 85.5±0.2 86.3±0.4 96.1±0.2 88.6
ADDA [27] 72.3±0.2 80.7±0.3 92.1±0.2 96.3±0.4 85.4
CORAL [26] 89.5±0.2 81.6±0.2 96.5±0.3 96.5±0.2 91.0
CyCADA [7] 92.8±0.1 98.3±0.2 97.4±0.3 97.5±0.1 96.5
JDDA [3] 94.2 ±0.1 88.4±0.2 96.7±0.1 97.7±0.0 94.3
SDDA (w/o FD) 94.2±0.2 82.2±0.2 96.5±0.2 97.3±0.1 92.6
SDDA (λinter = 0) 94.9±0.1 88.9±0.2 96.9±0.1 97.6±0.0 94.6
SDDA (λintra = 0) 96.5±0.1 87.9±0.3 98.5±0.1 98.8±0.0 95.4
SDDA (Full) 97.3±0.3 90.5±0.3 97.6±0.1 98.8±0.0 96.1
SDDA (w/o FD) indicates that the feature discrimination loss is not involved in the SDDA, i.e., λintra = 0 and λinter = 0.
Table 2: results (accuracy %) on Office-31 dataset for unsupervised domain adaptation based on ResNet-50
Method A→W D→W W→D A→D D→A W→A Avg
Source Only 73.1±0.2 93.2±0.2 98.8±0.1 72.6±0.2 55.8±0.1 56.4±0.3 75.0
DDC [28] 74.4±0.3 94.0±0.1 98.2±0.1 74.6±0.4 56.4±0.1 56.9±0.1 75.8
DAN [12] 78.3±0.3 95.2±0.2 99.0±0.1 75.2±0.2 58.9±0.2 64.2±0.3 78.5
DANN [6] 73.6±0.3 94.5±0.1 99.5±0.1 74.4±0.5 57.2±0.1 60.8±0.2 76.7
CMD [33] 76.9±0.4 94.6±0.3 99.2±0.2 75.4±0.4 56.8±0.1 61.9±0.2 77.5
CORAL [26] 79.3±0.3 94.3±0.2 99.4±0.2 74.8±0.1 56.4±0.2 63.4±0.2 78.0
CyCADA [7] 82.2±0.3 94.6±0.2 99.7±0.1 78.7±0.1 60.5±0.2 67.8±0.2 80.6
JDDA[3] 82.6±0.4 95.2±0.2 99.7±0.0 79.8±0.1 57.4±0.0 66.7±0.2 80.2
SDDA (w/o FD) 82.4±0.2 94.7±0.1 99.3±0.0 77.8±0.2 56.9±0.1 65.1±0.3 79.4
SDDA (λinter = 0) 83.9±0.3 95.3±0.2 99.3±0.0 80.4±0.1 59.7±0.3 67.3±0.3 81.0
SDDA (λintra = 0) 84.7±0.2 99.1±0.1 99.8±0.0 81.2±0.2 64.9±0.2 66.7±0.2 82.7
SDDA (Full) 87.5±0.3 98.8±0.0 99.8±0.0 86.4±0.3 67.1±0.2 69.4±0.3 84.8
0.001 and the target norm value is set as Rtn = 10. For the experi-
ments on office-31, the hyper-parameter γ in SSC is set as 0.0001,
and the target norm value is set as Rtn = 100. When implementing
the comparison baselines, we follow the learning rate schedule de-
scribed in [12, 13], i.e., the adaptation factor λ is gradually updated
from 0 to 1 by a progressive schedule: λ = 21+exp(−µp)−1 where µ is
a constant set as 10 and p is the training progress linearly changing
from 0 to 1.
4.2 Experimental results
Digit Recognition Table 1 shows the adaptation performance on
four transfer tasks of digit recognition dataset based on themodified
LeNet. As can be seen, all the domain adaptation methods outper-
form the source only (non-adapted) model by a large margin, while
our proposed SDDA yields notable improvement over the compari-
son methods on most of the transfer tasks. In particular, our method
improves the adaption performance significantly in the hard trans-
fer tasks, such as, SVHN→MNIST and MNIST→MNIST-M. To our
best knowledge, our approach achieves the highest classification
accuracy in the transfer tasks SVHN→MNIST over all the unsu-
pervised domain adaptation methods. The SVHN is colored and
some images contain multiple digits, while the MNIST is gray scale
without messy background, thus this domain shift is a challeng-
ing adaptation scenario as well as a representative transfer task.
Note that the MNIST-M was created by using each MNIST digit
as a binary mask and inverting with it the colors of a background
image randomly cropped from the Berkeley Segmentation Data Set
[1]. Therefore, the pixel-level domain adaptation methods, such as
[2, 7, 20] can transfer the "MNIST-like" images to "MNIST-M-like"
images easily. This is why CyCADA achieves much higher classifi-
cation accuracy compared with other methods on the transfer task
MNIST→MNIST-M.
Office-31 The results on Office-31 dataset for unsupervised do-
main adaptation based on ResNet-50 are shown in Table 2. It can
be seen that our proposal outperforms all the competing methods
over all the six transfer tasks. Moreover, our approach improves the
classification accuracy substantially on four transfer tasks: A→W,
D→W, A→D and D→A. It is noteworthy that we haven’t provided
the performance of ADDA on the office-31 dataset. This is because
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Figure 5: 2D visualization of the deep features. The model is trained (a) with the source loss, (b) with the source loss and the
intra-class compactness loss, (c) with the source loss and the inter-class separability loss and (d) with the source loss and the
full discrimination loss. It is worth noting that we set the feature dimension in the last FC layer as 2, and then illustrate them
by class information.
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Figure 6: The t-SNE visualization of the SVHN→MNIST task. The first row illustrates the t-SNE embedding of deep features
which are marked by category information, each color represents a category. The second row illustrates the t-SNE embedding
of deep features which are marked by domain information, red and blue points represent the samples drawn from the source
and target domains.
we got very bad results on some transfer tasks, whichmay be caused
by insufficient training data or inappropriate parameter setting. To
avoid misleading readers, we didn’t write the bad results into the
paper.
From Table 1 and Table 2, we have several observations: (1) Both
the discrepancy-based methods [12, 26, 33] and the adversarial-
based methods [6, 27] outperform the source only model by a large
margin, which verifies the effectiveness of the deep domain adap-
tation methods. (2) Our proposed SSC metric outperforms other
typical discrepancy metrics, such as MMD, CORAL and CMD on
most of the transfer tasks. This can be reflected by comparing the
performance of SDDA (w/o FD) and other representative meth-
ods. (3) The performance of SDDA (Full) distinctly outperforms
the SDDA (w/o FD), which indicates that the proposed feature dis-
crimination constraint can significantly improve the adaptation
performance. (4) Compared with the intra-class compactness loss,
the introducing inter-class separability loss is more effective to
improve the transfer accuracy, which can be demonstrated by com-
paring the transfer accuracy of SDDA (λinter = 0) and SDDA
(λintra = 0). (5) The pixel level domain adaptation method Cy-
CADA [7] performs well on the digit recognition dataset, especially
on the domain shift of MNIST→MNIST-M, which indicates that
CyCADA is more effective for eliminating pixel level and low level
domain discrepancy.
4.3 Analysis
Feature Visualization To verify the effectiveness of the introduc-
ing feature discrimination constraint, we set the number of hidden
nodes in the last FC layer as 2, and visualize the 2D features of
2000 randomly selected source samples. As illustrated in Fig 5, the
features trained only with source loss (Ls ) follow the strip distri-
bution, while the features trained with source loss and intra-class
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Figure 7: Parameter sensitivity and convergency analysis. (a-c) The sensitivity of accuracy to λssc , λintra , and λinter respectively.
(d) The convergency property of SDDA on SVHN→MNIST. The dashed lines in (a) represent the performance of CORAL, while
the dashed lines in (b-c) represent the performance of SDDA(w/o FD).
discrepancy loss (Ls+Lintrad ) are tightly clustered. Besides, the
features trained with source loss and inter-class discrepancy loss
(Ls+Linterd ) are distributed around a circumference, while the fea-
tures trained with the full discrimination loss (Ls+Lintrad +Linterd )
are well clustered and distributed around a circumference as well.
This demonstrates the effectiveness of the introducing feature dis-
crimination loss. We can draw a conclusion that with the feature
discrimination constraint, the deep features will be pulled away
from the hypersphere origin and be well clustered, which can ben-
efit the domain adaptation tasks.
The visualization of the 2D features only shows the effectiveness
of the feature discrimination. Here, we also visualize the t-SNE
[16] embedding of the learned deep features to demonstrate the
effectiveness of our approach visually. As can be seen in Fig. 6, we
choose a representative domain shift SVHN→MNIST with different
loss for visualization. From the visualizations, we can make several
intuitive observations: (1) The feature distributions of the source
only model (non-adapted model) in Fig. 6a and Fig. 6e suggest that
the domain shift between SVNH and MNIST datasets is significant,
which demonstrates the necessity of domain adaptation. Besides,
Fig. 6a and Fig. 6e also verify our declaration that the deep fea-
tures are fairly domain invariant, i.e., the samples drawn from the
same class across domains are sufficiently close, and the samples
drawn from different classes have large enough margins, which
suggests the insight of learning discriminative features for domain
adaptation. (2) Compared with Fig. 6b and Fig. 6f (Ls+Lcoral ),
there are less scatter points distributed in the interval of different
classes in Fig. 6c and Fig. 6g (Ls + Lssc ), which demonstrates that
our proposed SSC metric is more effective to eliminate the domain
discrepancy than CORAL. (3) There are less incorrectly clustered
samples in Fig. 6d and Fig. 6h (Ls + Lssc+Ld ) than 6c and Fig. 6g
(Ls + Lssc ) which demonstrates the merits of learning discrimina-
tive features for domain adaptation. (4) As can be seen in Fig. 6d
and Fig. 6h, although the source domain and target domain are not
perfectly aligned, there is a distinct gap between different classes
which guarantees high transfer accuracy of domain adaptation.
Parameter Sensitivity We conduct empirical parameter sen-
sitivity on two representative transfer tasks SVHN→MNIST and
A→D. Three trade-off parameters involved in our approach λssc ,
λintra and λinter are evaluated. Fig. 7a demonstrates the trans-
fer accuracy by varying λssc ∈ {1, 10, 50, 1e2, 5e2, 1e3, 1e4, 1e5},
Fig. 7b demonstrates the transfer accuracy by varying λintra ∈
{1e−5, 1e−4, 1e−3, 3e−3, 0.01, 0.03, 0.1, 0.3}, while Fig. 7c demon-
strates the transfer accuracy by varying λinter ∈ {1e − 6, 1e −
5, 1e − 4, 3e − 4, 5e − 4, 1e − 3, 3e − 3, 1e − 2}. We can observe that
the accuracy of SDDA first increases and then decreases and shows
a bell-shaped curve in all the three illustrations, which confirms
the effectiveness of the proposed SSC metric and feature discrim-
ination constraint. It is worth noting that since the different dis-
tributions of samples in different datasets, the optimal trade-off
parameters are distinct on different transfer tasks. The reason-
able choice can be λssc ∈ [100, 10000], λintra ∈ [0.0001, 0.1] and
λinter ∈ [0.0001, 0.005]. In addition, we can make the conclusion
that the model performance is more sensitivity to λinter compared
with λintra . It also reflects that enhancing the inter-class separa-
bility is more effective to improve the feature discrimination and
boost the adaptation performance.
Convergence PerformanceWe also evaluate the convergence
performance of our proposal though the test error during the train-
ing phase. Fig. 7d shows the test errors of different methods on
the transfer tasks SVHN→MNIST. It suggests that our proposed
SDDA performs best and converges fastest compared with other
state-of-the-art methods, which reveals the effectiveness of our
proposal.
5 CONCLUSIONS
To minimize the domain discrepancy for cross-domain knowledge
transfer, we propose to match the structure of the deep features in
the source and target domains by a self-similarity consistency con-
straint, instead of aligning the global distribution statistics across
domains. The experimental analysis demonstrates the superiority of
the proposed SSC metric compared with the widely used MMD and
CORAL. Besides, we also propose to improve the adaptation per-
formance by learning more discriminative features when perform
domain matching. An elegant feature norm constraint is exploited
to enlarge the margins of inter-class samples. Experimental results
and feature visualization suggest that learning more discriminative
features can ease the requirements of strict domain alignment and
improve the transfer accuracy effectively. The source code of this
work will be released soon.
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