In practice, total scores on a test are more important than scores on individual items. In test construction, however, item quality must be assessed to select appropriate items that together will constitute a useful test. For example, in classical test theory (Lord & Novick, 1968) item statistics, such as the proportion correct and the corrected itemtotal correlation, are used for this purpose. In logistic item response theory (IRT; e.g., Lord, 1980) items can be evaluated on the basis of their difficulty, discrimination, and pseudoguessing level. Moreover, the item information function (Lord, 1980, p. (Mokken, 1971, in press; Mokken & Lewis, 1982) uses proportion correct and an item scalability coefficient.
Because the Mokken approach provides the theoretical framework for this study, its relevant assumptions and definitions are discussed. It is argued that in the Mokken IRT approach the reliability of an item can serve as a nonparametric counterpart of the item discrimination in logistic IRT and the corrected item-total correlation from classical test theory [refer to Lord (1980, p. 33) for a comparison of these latter two item statistics].
The purpose of this paper was to apply three relatively simple methods, used earlier for the estimation of total score reliability in the nonparametric Mokken IRT framework (Mokken, 1971, pp. 142- 147 ; Sijtsma & Molenaar, 1987) , to the estimation of single item reliability. The asymptotic bias and the finite sample bias of these methods were investigated.
Basic Assumptions of the Nonparametric Mokken Approach
Nonparametric IRT models are important for ordering persons and items. Cliff & Donoghue (1992) provided arguments that favor ordinal rather than interval measurement in psychological and educational testing. Mokken (1971, pp. 115-169, in press; Mokken & Lewis, 1982) proposed two nonparametric IRT (Grayson, 1988; Huynh, 1994) . Similar models were studied by Holland (1981) , Rosenbaum (1984) , Stout (1990) , Ellis & van den Wollenberg (1993) , and Junker (1993) ; other ordinal models were investigated by Schulman & Haden (1975) and Cliff (1979 Rosenbaum (1987) , Croon ( 1991 ) , Sijtsma & Meijer (1992) , and Sijtsma & Junker (in press) . The Rasch (1960) model is based on the three assumptions of the MHM, plus the fourth assumption of minimal sufficiency of the number-correct scores of persons and items for the estimation of 0 and the item parameters, respectively (Fischer, 1974, pp. 193-203) . Not only are the IRFs from the Rasch model strictly increasing and nonintersecting, but they are also parallel. Levine (1970) (Mokken, 1971, p. 124) . Furthermore, Mokken (1971, p. 151; Mokken & Lewis, 1982) proposed an item coefficient that expresses the scalability of a particular item with respect to the scale of the other items. Mokken, Lewis, & Sijtsma (1986) (Mokken, 1971, p. 151; Mokken & Lewis, 1982) could be useful in item selection. Such a statistic can also play a useful role in nonparametric person-fit analysis (e.g., Meijer, Molenaar, & Sijtsma, 1994; Tatsuoka & Tatsuoka, 1983; van der Flier, 1982 can be predicted with higher probability.
Note that for 8 = 8g the probability correct is a constant irrespective of ag. Thus, holding everything else constant, an increase in ag corresponds to a higher degree of repeatability of item scores.
Definition and Estimation
Because the theoretical basis for the definition and the estimation of item reliability was given by Mokken (1971, pp. 142-147) and Sijtsma & Molenaar (1987) , only results are provided here. Let 1tg be the population proportion of persons giving a correct response on dichotomous item g, and ng8 the population proportion giving a correct response on two locally independent replications of item g. As a tool for estimating the reliability of a test score, Mokken (1971, p. (Mokken, 1971, p. Because these four approximations are asymptotically biased with different signs (Molenaar & Sijtsma, 1984) , Sijtsma & Molenaar's (1987) method used the unweighted mean of these four approximations, for which most of the bias cancels. This method is denoted by MS.
Mokken's Method 2 used both neighbors of item g to approximate 1tgg by interpolation (Mokken, 1971, p. 147). The approximation formula (Mokken, 1971, p. 147 for item g.
A completely crossed 4 x 2 x 3 design was used.
Four levels of average discrimination aM were used: am =.5, 1, 2, and 5. In combination with a standard normal 0 distribution, these values ranged from very weak to very strong discrimination (Meijer et al., 1994 
Method
Data matrices containing binary item scores for N (persons) x 7 items were generated (for the simulation procedure see Sijtsma & Molenaar, 1987) using 2PLM IRFs and a standard normal distribution of 9. The design from the asymptotic bias study was extended by adding sample size as a fourth factor with three levels: N= 100, 300, and 900; item 5 and a values were the same as in the previous study. N = 100 was considered to be typical of ad hoc test construction that is part of a larger research project, N = 300 is typical of test construction research as performed in a noncommercial environment (e.g., universities where the means to collect data from larger samples are limited), and N = 900 (or more) is typical of large-scale test construction on a commercial basis.
Thus, a completely crossed 4 x 2 x 3 x 3 design was used. There were 200 replications in each cell.
For each replication, the estimated 1tg and 1tgh were used (in the order found from that replicated data matrix) for estimation of p by Methods 1, 2, and Ms. (Mokken & Lewis, 1982) is an increasing function of the slope of the IRF (Mokken et al., 1986) . Therefore, it would be interesting to compare these two item parameters. This topic is briefly discussed in relation to the H coefficient for two (Mokken & Lewis, 1982) as Note that the covariance is in the numerator and the maximum possible covariance given n, and 7c, is in the denominator. The scalability coefficient for item g with respect to the other k -1 items in the test, Hg, is defined by taking the sum across all covariances between item g and the other items in the numerator and the sum across all corresponding maximum covariances in the denominator (Mokken & Lewis, 1982) .
There is remarkable equivalence between the item reliability of item g and the H coefficient for two independent replications of item g. Let Xg and Xg. be two independent replications. Then
The scalability coefficient for two independent rep-lications thus equals This is exactly the reliability of item g: Hg8 = p(X,).
An interpretation of the item reliability, thus, is the scalability of an item with respect to an independent replication of that item. This shows that item reliability is related to but not identical to the concept of scalability (Mokken & Lewis, 1982 
