Abstract. We describe the small quantum cohomology ring of complete flag varieties by algebro-geometric methods, as presented in our previous work Quantum cohomology of flag varieties (Internat. Math. Res. Notices, no. 6 (1995), 263-277). We also give a geometric proof of the quantum Monk formula.
Introduction
The quantum cohomology ring of a projective manifold X is a deformation of the usual cohomology ring which has been introduced by physicists (see [W] ). The quantum multiplication of cohomology classes on X is obtained by adding to the usual cup-product the so-called instanton corrections. These can be in turn interpreted as intersection numbers on a sequence of moduli spaces of (holomorphic) maps P 1 → X. To make this interpretation rigorous according to mathematical standards, one encounters severe problems, mainly because these moduli spaces are not compact and they may have the wrong dimension.
Recently, substantial efforts have been made to put the theory on firm mathematical footing, and the first construction of quantum cohomology rings, using methods of symplectic topology, has been given by Ruan and Tian [RT] for a large class of manifolds (semi-positive symplectic manifolds), which includes projective Fano and Calabi-Yau varieties.
Meanwhile, an algebro-geometric axiomatic approach has been started by Kontsevich and Manin in [KM] , and the program outlined there has just been completed, using Kontsevich's notion of stable maps, in the works of Behrend, Behrend and Manin and Li and Tian (see [Beh] , [BM] , [LT2] ). An account for some of the results along these lines can be found in [FP] . Another algebro-geometric approach for the case of homogeneous spaces can be found in [LT1] .
There are actually two different deformations of the cohomology ring of X that can be considered; they are called the big quantum cohomology ring and the small quantum cohomology ring in [FP] . The big quantum ring is an algebra over a power series ring and contains most of the interesting data from the point of view of enumerative geometry. The "parameter" space for the deformation is the vector space H * (X; C) itself. The small quantum ring is obtained by deforming the cohomology classes over H 1,1 (X) only. For Fano varieties this gives an algebra over a
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polynomial ring, while for Calabi-Yau threefolds, which is the case of main interest for physicists, the two rings are essentially the same. In this paper we shall be concerned only with the small quantum cohomology ring, and from now on we drop the adjective "small" when referring to it.
Computations of quantum cohomology rings have been worked out for several examples: Batyrev [Bat] for toric varieties, Crauder-Miranda [CM] for some Del Pezzo surfaces, Siebert-Tian [ST] for Grassmannians (see also [Be2] ), and Qin-Ruan [QR] for some projective bundles over P n . In [GK] , based on the conjectures of conformal field theory, Givental and Kim conjectured a presentation of the quantum cohomology ring of complete flag varieties. Their computation relied on the assumed existence of an equivariant version of quantum cohomology, satisfying some functorial properties.
Specifically, let F (n) be the variety of complete flags in C n . The classical cohomology ring with Z-coefficients has a presentation given by Z[x 1 , . . . , x n ]/I, where x 1 , . . . , x n are the Chern classes of some natural line bundles on F (n) and I = (R 1 (n), R 2 (n), . . . , R n (n)), with R i (n) the i th elementary symmetric function in x 1 , . . . , x n . By a general result of Siebert and Tian [ST] , the quantum cohomology ring of F (n) will then have a presentation given by Z[x 1 , . . . , x n , q 1 , . . . , q n−1 ]/I q , (*) where the new variables q i are the deformation parameter, and I q is an ideal generated by deformations of the generators of I. The Givental-Kim conjecture identifies the generators of I q .
The present paper is the result of a project whose goals were on the one hand to give an algebro-geometric proof of this conjecture, by building on the ideas in [Be2] (see also [Be1] and [BDW] ), and on the other hand to develop an analogue in the case of complete flag varieties of the "quantum Schubert calculus," introduced by A. Bertram [Be2] for Grassmannians. In analogy with the classical case, this consists of solving the Quantum Giambelli problem. Find polynomial representatives for the cosets corresponding to the Schubert classes in the presentation (*).
Quantum Pieri problem. Express the (quantum) product of a "special" Schubert class and a general one in the basis of Schubert classes.
Here special Schubert classes are the Chern classes of the tautological vector bundles on F (n).
The main ideas of this approach were presented in the note [C-F1] , together with a proof for the Givental-Kim conjecture. Another result obtained there is the solution of the quantum Giambelli problem for the special Schubert classes.
Using this special case and the (geometrically obvious) nonnegativity of the structure constants for the basis of the quantum cohomology ring consisting of Schubert classes, Fomin, Gelfand, and Postnikov [FGP] were able to give a combinatorial construction of the quantum Schubert polynomials, thus solving the quantum Giambelli problem completely! They also stated and proved the quantum Monk formula, which is a very important case of the quantum Pieri problem. In view of the above, this is a certain identity involving the quantum Schubert polynomials. The proof they give is again combinatorial.
The starting point of our study is the observation that the 3-point genus 0 Gromov-Witten invariants of F (n), which are the structure constants for the quantum cohomology ring, can be realized as intersection numbers on a certain compactification of the scheme Hom(P 1 , F (n)). This compactification has been named the hyperquot scheme in [C-F1] and is a natural generalization of Grothendieck's Quot scheme. It was discovered first (although we were not aware of it until very recently) several years ago by G. Laumon [Lau1] , [Lau2] , in a completely different context.
In this paper we complete, clarify and simplify the geometric approach of [C-F1] . We provide an argument which establishes simultaneously (see Theorem 5.6) both the validity of the Givental-Kim presentation and the special case of the quantum Giambelli formula mentioned above. Although the idea is certainly the same, the proof here is significantly simpler. The second main point of the paper is to give a direct geometric proof of the quantum Monk formula. Both proofs are based on an analysis of the boundary of the compactification, which is much more precise than the one we sketched in [C-F1] .
We mention that since [C-F1] appeared, several different proofs (and generalizations) of the Givental-Kim conjecture have been found. First, the equivariant approach of Givental and Kim has been recently completed in [G] and [Ki2] , giving in particular an independent proof of the presentation conjectured in [GK] . Yet another proof, which works for all homogeneous spaces of type G/B, was given in [Ki3] . Finally, in a May 1996 talk at the University of Washington, D. Peterson announced that he obtained the analogue of the quantum Monk formula for all G/B, and he also computed the quantum cohomology ring for all G/P 's. As far as we know, this work has not been written down yet in preprint form.
Acknowledgements. This paper is a rewriting of my Ph.D. thesis [C-F2] . My special gratitude goes to my advisor, Aaron Bertram, for suggesting the problem, and for his continuous help and encouragement. Thanks are also due to William Fulton, whose many comments and suggestions led to substantial improvements of earlier versions of the paper.
Flag varieties and their cohomology
Let V be a complex n-dimensional vector space and define F = F (V ) to be the variety parametrizing complete flags of subspaces:
Throughout the paper we will let V X = V ⊗ O X be the trivial rank n vector bundle determined by V on a scheme X. There is a universal flag of subbundles
and a universal sequence of quotient bundles
where
Let S n be the symmetric group on n letters. For w ∈ S n , let
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We denote by (w) the length of the permutation w (i.e., the number of inversions in w). The Schubert variety associated to w is defined by
Ω w is an irreducible subvariety of F , of codimension (w). We will identify as needed each of these subvarieties with the elements determined by their fundamental classes in H * (F ; Z) or, via Poincaré duality, in H * (F ; Z). This should not lead to confusion.
Let w 0 ∈ S n be the permutation of longest length, given by
The following results are classical.
Theorem 0.1 (Ehresmann, [E] Theorem 0.2 (Borel, [Bo] ). Let
To express Ω w in H * (F ; Z) in terms of the above presentation, we need the Schubert polynomials of Lascoux and Schützenberger [LS1] , [LS2] . Define operators
, where s i = (i, i + 1) is the transposition interchanging i and i + 1. The polynomial
is the Schubert polynomial associated to w. With this definition, we have a Giambelli type formula, due to Bernstein, Gelfand and Gelfand [BGG] and Demazure [D] .
The moduli space of maps and the hyperquot scheme
Let Y i := Ω w0·si be the Poincaré dual of Ω si . By Theorem 0.1, these classes form a basis of H 2 (F ; Z). Let f :
be the moduli space of such maps. The usual way to put a structure of quasiprojective scheme on this space is to embed it in the Hilbert scheme of P 1 × F , by identifying a map with its graph. Since F is a homogeneous space, its tangent bundle T F is generated by sections, and therefore so is f * T F . Hence
It is well known (see e.g. [Mo] ) that the canonical class of F is given by
The moduli space of maps comes with a universal "evaluation" morphism
given by ev(t, [f ]) = f (t), which can be used to pull-back Schubert varieties to
Set-theoretically, this pull-back can be described as
The definition of the quantum cohomology ring, which will be made precise in Definition 4.4, involves counting the number of points in zero-dimensional intersections of such subvarieties of H d , under suitable genericity conditions. Since H d is only quasiprojective, to make the counting well-defined we will realize these numbers as intersection numbers on a certain compactification of H d . This compactification is a "flagged" version of Grothendieck's Quot scheme, and we will discuss first how this scheme appears naturally in our context. A map f :
by pull-back of the universal sequence of quotients on F ) a flag of quotient bundles
with rankQ i = i, deg(Q i ) = d i , and conversely, every such sequence on P 1 comes from a map as above. Hence one can also think of H d as being the moduli space of flagged vector bundle quotients of the trivial rank n bundle on P 1 , with given ranks and degrees, and a compactification is obtained by considering the flat limits for these quotients.
The pull-backs of Schubert varieties defined above can also be described as degeneracy loci by
and one may try to extend them across the boundary of the compactification by extending ev * L q and using the same degeneracy locus definition. However, the natural extensions of ev * L q are NOT locally free, so this will not work in this form. Fortunately, a slight modification of the above idea will do the job. From the sequence ( †), by setting S i := Q * i , one gets a sequence of subbundles
, and which encodes the map f . We let now the quotients V * P 1 /S i degenerate in flat families to obtain a compactification of H d . It turns out that on this compactification (ev * L q ) * extend to vector bundles S q , and we will use them in Section 3 to define and study extensions Ω w (t) of the subvarieties Ω w (t) ⊂ {t} × H d .
We now turn to the precise definition of the compactification.
Let X be a smooth projective variety over an algebraically closed field k and E be a rank r vector bundle on X. For any scheme S over k, let π : X × S → X be the projection. Fix 2 ≤ n ≤ r and consider the functor F n (X, E) : {Schemes over k} → {Sets} given by
and for a morphism S ϕ −→ T ,
Here
such that all the squares commute. (F 2 is the usual Quot functor.)
Let P = (P 1 (m), . . . , P n−1 (m)) be numerical polynomials and define the subfunctor F n,P (X, E) by requiring that χ(X s , Q is (m)) = P i (m) for all s ∈ S. Extending the construction of the Quot scheme we have the following Theorem 1.1. For fixed P (m), F n,P (X, E) is represented by a projective scheme.
We will denote this scheme by HQ n,P (X, E) and refer to it as the hyperquot scheme associated to X, E, n and P . In general this scheme may be very complicated, but in the case of interest for our purposes it is well-behaved. More precisely, These two theorems were discovered by G. Laumon ([Lau1] ) and rediscovered, independently, in [C-F1] and [Ki1] in the context of quantum cohomology. For completeness, we have included the proofs from [C-F2] in an appendix to this paper.
The structure of the boundary
As a fine moduli space, HQ d comes equipped with a universal sequence of quotients 
are injective as maps of sheaves only! Obviously, H d is the largest subscheme of HQ d with the property that on P 1 ×H d all the inclusions are injections of vector bundles. In this section we will describe in detail the loci where these maps degenerate.
We start with a simple lemma, describing the possible ranks for the fibres of the quotient sheaves. For a sheaf F on a scheme X, we will denote the rank of the fibre F (x) := F ⊗ k(x) at a point x ∈ X by rank x (F ).
Lemma 2.1. Assume we are given a sequence of vector bundles and sheaf inclusions on P 1 :
be a point, and define nonnegative integers e i by rank
Proof. Since there are sheaf surjections
To prove (2.1.1), note first that e i ≤ i, since T n−i is a quotient of V * P 1 . Next, consider the dual map V P 1 → S * i . By assumption, its cokernel N i has rank e i at t. Look at the surjection 
For each 1 ≤ i ≤ n − 1, let
be the Grassmann bundle of e i -dimensional quotients of
. Let X e be the fibre product of the X i 's over P 1 × HQ d−e , with natural projection π :
In what follows, we will use the same notation for the bundles living on X i and their pull-backs to X e via the various natural projections. Let
be the universal sequence on X i . K i and Q i are vector bundles of ranks i − e i and e i , respectively. On X e we have then the following diagram:
Let U e be the locally-closed subscheme of X e determined by the closed conditions
and the open conditions 
smooth, irreducible, and is of dimension
Proof. (i) We will make use of the following observation. Let E be a vector bundle of rank r on a smooth variety Y , with a subbundle S of rank s ≤ r − k. Let p :Ǧ k (E) → Y be the Grassmann bundle of k-dimensional quotients of E, with universal quotient bundle p * E → Q, and let Ω(S) be the subscheme ofǦ k (E) determined by the vanishing of the map p * S → Q. Then Ω(S) can be identified with the Grassmann bundle of k-dimensional quotients of E/S over Y . In particular it is smooth, of pure codimension ks inǦ k (E), and p : Ω(S) → Y is smooth, with irreducible fibres.
We now prove by induction on i the following (more general)
be the locally closed subscheme determined by the conditions
and
Then U i is smooth, of pure codimension → V * is nondegenerate, if e 1 = 0. In both cases the claim is clearly true.
Assume that 2.4 is true for U i−1 . Let p :Ǧ ei+1 → U i−1 be the Grassmann bundle over U i−1 , obtained by restricting the projection
U i is the intersection of the Schubert variety inǦ ei+1 determined by the vanishing of the map p
It follows from the above observation and the induction hypothesis that U i has the claimed codimension, is smooth, and i = i−1 • p is smooth, with irreducible fibres. This completes the proof of 2.4.
Because U n−2 = U e , it follows from 2.4 that U e has pure codimension
A simple computation shows that the dimension of U e is given by the formula in the theorem.
(ii) Consider the map
be the diagonal and let∆ ⊂ P 1 ×U e be the preimage of ∆ × HQ d−e via ψ. Let p : P 1 × U e → U e be the projection. For every 1 ≤ i ≤ n − 1, defineS e i to be the kernel of the natural map
Since∆ is a divisor intersecting each fibre of the projection p in exactly one point, and p * Q i |∆ is locally free of rank e i on∆, it follows thatS e i is a vector bundle of rank i and relative degree −d i on P 1 × U e . By [H, III.9.9 ]S e i is therefore flat over U e . Via its inclusion in ψ
, this new bundle comes with a sheaf injectionS 
In fact, (2.2.1) is precisely the condition needed for the mapS e i → V * P 1 ×U e to factor throughS e i+1 . Since HQ d represents the hyperquot functor, there exists a map
, for every i = 1, . . . , n − 1.
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To prove (a), let x ∈ HQ d be a point, represented by a sequence of vector bundles, together with sheaf injections
To get a point in U e whose image under h e is x, we need to construct a sequence of bundles
together with rank e i quotients of the fibres at t
satisfying the following conditions:
) and all the squares
commute (in particular, this implies that
Consider the dual sequence
, and let N i be the cokernel of the map
is a vector bundle of rank i and degree d i − e i on P 1 . Since there are natural induced maps
It is straightforward to check that the required conditions are satisfied. Indeed, (2.3.1) and (2.3.3) are obvious from the definition of the bundles E i . Moreover, by construction the images of K i (t) and S i (t) in V * coincide. By assumption, the latter image has rank i − e i , hence (2.3.2) holds as well.
Notice that if for every 1 ≤ i ≤ n − 1 the subscheme of P 1 where the sheaf T n−i has rank n − i + e i is the reduced point t ∈ P 1 , and the rank is n − i everywhere else, then the sequence
is uniquely determined, and all the maps are surjective. Therefore h e is 1-to-1 on
, which gives (b) set-theoretically. By globalizing this observation in exactly the same way as in [Be2, Thm. 3 .1], one constructs an inverse to h e on the image of π
, so we obtain (b).
Remark 2.5. Denote by e i the multiindex (0, . . . , 0, 1, 0, . . . , 0) (with 1 in the ith spot). It follows from Construction 2.2 and the proof of Theorem 2.3 that π :
Example 2.6. Let n = 3 and d = (1, 1). In this case the boundary consists of the two codimension 1 strata, D 1 and D 2 , and a codimension 2 stratum E :
Remark 2.7. A somewhat different stratification of HQ d is given in [Lau2] and is studied further in the recent paper [Kuz] .
Schubert classes on HQ d and their restrictions to the boundary
Recall from Section 1 the universal evaluation morphism ev :
To extend these Ω w (t) to the hyperquot scheme, consider on
We define Ω w (t) as the restriction to {t} × HQ d of the appropriate degeneracy locus on P 1 × HQ d :
scheme Ω w (t) determines a class in the Chow ring CH * (HQ d ). We will prove in the next section some "general position" results showing that these classes have the expected codimension and are independent of the choices made in the definition (see Theorem 4.1 and its corollaries). In order to do this, we need to understand first the restriction of Ω w (t) to the boundary.
We keep the notation introduced in Section 2. Let e = (e 1 , . . . , e n−1 ) be a multiindex satisfying the conditions (2.1.1) and (2.1.2) of Lemma 2.1, let π : U e → P 1 × HQ d−e be the projection, and let h e : U e → HQ d be the map defined in Theorem 2.3.
, Ω e w (t) being the degeneracy locus inside π −1 ({t} × HQ d−e ) given by
Proof. We reconsider the construction in the proof of Theorem 2.3, (ii), keeping the same notation.
is obtained as the composition
is an isomorphism outside∆, while its restriction to∆ factors through K * q , and the lemma follows.
We would like now to estimate the codimension ofΩ e w (t) in U e . The problem is that since rank(K * q ) = q − e q , some of the rank conditions in ( * ) may become irrelevant. To deal with this we need some facts about degeneracy loci associated to permutations. The following definitions and results are taken from [F1] .
Let w ∈ S n be a permutation. The following subset of {1, . . . , n} × {1, . . . , n} is called the essential set associated to w:
Assume that on an arbitrary scheme X we are given a morphism of filtered vector bundles
This subscheme can be given however using a more economical set of rank conditions.
Proposition 3.2 (Fulton, [F1, Prop. 4.2]). The scheme D w is defined by
Assume now that we are given integers m and n together with sequences
and a collection of nonnegative integers (r j,i ) for 1
Definition 3.3. (r j,i ) is said to be a permissible collection of rank numbers if there exists a permutation w in some S h , with h ≥ max(n k , m l ), such that
Fulton proves that such w, if it exists, is unique up to the embeddings of S h in S h+1 .
Let V be our fixed n-dimensional complex vector space and let F (n 1 , . . . , n k ) be the partial flag variety parametrizing sequences of quotients of V with ranks given by the n i . Let
be the universal quotient sequence on
. . , n k ) be the degeneracy locus defined by the conditions With this preparation we can study now the locusΩ e w (t) defined in Lemma 3.1.
, because of the condition (2.1.2) on the multiindex e. Set e 0 = e n = 0 and define a partition of [0, n] as follows:
Let n j = i j − e ij , for j = 0, 1, . . . , k, and let F (n 1 , . . . , n k ) be the corresponding partial flag variety.
Over U e (t) = π −1 {t} × HQ d−e all the maps
are surjective. By the definition of i 1 , . . . , i k , on each of the intervals
i − e i is constant, equal respectively to 0, n 1 , . . . , n k , and the corresponding bundles K * i are all isomorphic. Therefore the rank conditions definingΩ
Define recursively r = (r j,p ) 1≤p≤n, 1≤j≤k as follows:
Claim. The conditions
rank (V p ⊗ O → K * ij ) ≤ r j,p , 1 ≤ p ≤ n, 1 ≤ j ≤ k define the same degeneracy locusΩ e w (t) in U e (t).
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Proof. For each m = 1, . . . , k, define A m to be the degeneracy locus determined by
and B m to be the locus determined by the same conditions, but with r w (i j , p) replaced by r j,p . We prove by induction on m that A m = B m as schemes.
For m = 1, there is nothing to prove if r w (i 1 , p) ≤ n 1 , by the definition of r 1,p . On the other hand, if r w (i 1 , p) > n 1 , then A m = B m = U e (t), so we are done in this case too.
Assume now that A m−1 = B m−1 . To finish the proof we show that
give in fact the same degeneracy condition at points in A m−1 . This is obvious if Restricting the bundles to U e (t) defines an "evaluation at t" morphism Φ e (t) : U e (t) −→ F (n 1 , . . . , n k ), andΩ e w (t) is the preimage under Φ e (t) of the degeneracy locus D r ⊂ F (n 1 , . . . , n k ). Lemma 3.6. (r j,p ) form a permissible collection of rank numbers.
Proof. We construct a permutationw e ∈ S n as follows:
Also we define sets Z j (w), and ordered setsZ j (w), such that 
Arrange Z j (w) in increasing order:
Note that it may happen thatz nj−1 >z nj−1+1 ! Now definew e (q) =z q , for all 1 ≤ q ≤ n. By definition, if (q, p) ∈ Ess(w e ), theñ w e (q) >w e (q + 1), and so we have necessarily q ∈ {n 1 , . . . , n k }. Furthermore, one checks easily that r j,p = rwe(n j , p), for all 1 ≤ p ≤ n, 1 ≤ j ≤ k. Hencew e satisfies the conditions in Definition 3.3 and the Lemma is proved.
Example 3.7. Let n = 10, e = (1, 2, 3, 4, 5, 6, 2, 3, 2). We want to computew e 0 and w e 1 for the permutations w 0 = 1 2 3 4 5 6 7 8 9 10 10 9 8 7 6 5 4 3 2 1 and w 1 = 1 2 3 4 5 6 7 8 9 10 4 5 3 7 1 9 8 6 10 2 .
We have k = 2, i 0 = 0, i 1 = 7, i 2 = 9, i 3 = 10, n 0 = 0, n 1 = 5, n 2 = 7, n 3 = 10, and Z 1 (w 0 ) = { 10, 9, 8, 7, 6, 5, 4 };Z 1 (w 0 ) = { 4, 5, 6, 7, 8 },
Z 3 (w 0 ) = { 9, 10, 1 };Z 3 (w 0 ) = { 1, 9, 10 },
and thereforew e 0 = 1 2 3 4 5 6 7 8 9 10 4 5 6 7 8 2 3 1 9 10 .
Similarly, Z 1 (w 1 ) = { 4, 5, 3, 7, 1, 9, 8 };Z 1 (w 1 ) = { 1, 3, 4, 5, 7 }, Z 2 (w 1 ) = { 8, 9, 6, 10 };Z 2 (w 1 ) = { 6, 8 }, Z 3 (w 1 ) = { 9, 10, 2 };Z 3 (w 1 ) = { 2, 9, 10 }, andw e 1 = 1 2 3 4 5 6 7 8 9 10 1 3 4 5 7 6 8 2 9 10 .
Note that since the construction in Lemma 3.6 involves arranging each of the sets Z 1 , . . . , Z k+1 in increasing order, the resulting permutationw e will satisfy the inequality (w e ) ≤ (w). We now want to estimate (w) − (w e ), i.e. the number of inversions in w that are killed by the procedure described above. 
It is clear from the construction that
, for every w ∈ S n , therefore it suffices to prove the Lemma for w 0 .
We will count the number of inversions killed in each step of the procedure described in Lemma 3.6. First
hence, when ordering it increasingly, we destroy i 1 2 inversions. Next we have
and when ordering it we destroy i 2 − i 1 2 + e i1 (i 2 − i 1 ) more inversions.
In general a similar counting shows that when ordering Z j (w 0 ) we destroy
On the other hand, since i−e i is constant on [i j−1 , i j −1], for each j = 1, . . . , k+1, we have
If we add up the identities (3.8.2) for j = 1, . . . , k + 1 and compare with (3.8.1), we get
We will need one more auxiliary result. 
, e consists of a (possibly empty) string of zeroes, followed by a string of 1's, followed by a (possibly empty) string of zeroes. We denote such a multiindex by e hl .
(iii) Let e = e hl be a multiindex as in (ii), let w ∈ S n be any permutation and letw e be the permutation constructed in Lemma 3.6. Then . . , w(l) , w(l + 1)}, and in this casew e is the permutation
Proof. (i) and (ii) follow from the identity
while (iii) is an easy consequence of the construction ofw e in Lemma 3.6.
Gromov-Witten invariants and the quantum multiplication map
To define the quantum multiplication for cohomology classes on F we will need the Gromov-Witten invariants associated to Schubert varieties. Following [Be2] , we will define these invariants as certain intersection numbers on the hyperquot schemes. In order to check that this gives the correct invariants, a "general position" result is needed. If F and (ii) reduces to the statement that general translates of Schubert varieties on F intersect transversely. Assume that the statement is true for all f ∈ N n−1 such that f i ≤ d i , 1 ≤ i ≤ n − 1, and
(w i ) and denote for each (nonzero) multiindex e = (e 1 , . . . , e n−1 ), satisfying the conditions (2.1.1) and (2.1.2) of Lemma 2.1,
By (i) and Theorem 2.3 (ii), we only need to prove the inequality
for every e. Since h e is birational onto its image, this will follow if we show that codim Ue
(4.1.1) By Lemma 3.1
Since eachΩ e wi (t i ) is supported on π −1 ({t i } × HQ d−e ) and the points t 1 , . . . , t N are distinct, the only intersections that may contribute are of the type
and (after possibly renumbering the points)
For intersections of type (*) the codimension estimate (4.1.1) follows easily from the induction hypothesis, as π is a smooth map.
It remains to deal with the intersections of type (**). Notice first that any such intersection is supported on π −1 ({t N } × HQ d−e ). If we let 
This is the Gromov-Witten invariant associated to the classes Ω w1 , . . . , Ω wN .
Definition 4.4. The quantum multiplication map is the linear map
given by
Here q m denotes as usual the monomial [KM] , [LT1] , [LT2] , [RT] ). We explain below why our seemingly ad-hoc definition of quantum multiplication agrees with the general one.
In general Gromov-Witten invariants are defined algebro-geometrically as intersection numbers on Kontsevich's space of stable pointed maps, which exists for every smooth variety (see [KM] ). Since F is homogeneous, the three-point invariant (in the notation of [KM] )
gives the number of maps from P 1 to F of multidegree d, mapping three given points (e.g. 0, 1 and ∞) to Ω w1 , Ω w2 and Ω w3 respectively (see [FP, Lemma 14] for a proof of this). Hence I (Ω w1 ⊗ Ω w2 ⊗ Ω w3 ) coincides with the three-point invariant Ω w1 , Ω w2 , Ω w3 d of F as defined above. Since the quantum multiplication can be given only in terms of three-point invariants, it follows that we have Recall from Section 0 the presentation
There is an induced map 
The quantum cohomology ring of F
Since the generators x i of the usual cohomology ring can be written linearly in terms of the "basic" Schubert classes Ω si , to determine the ring structure on H * (F ; Z) one should know how to calculate a product of the type Ω si · Ω w . Let M i,w denote the class given by the product Ω si · Ω w in the cohomology of F . Monk's formula (see [Mo] ) expresses this class in terms of the additive basis given by Schubert varieties:
summed over all transpositions t jk of integers j ≤ i < k such that (w · t jk ) = (w) + 1.
We will prove a similar formula for the quantum multiplication of Ω si and Ω w . Since the quantum multiplication is defined by specifying the Gromov-Witten invariants as structure constants, we need to figure out Ω si , Ω w , Ω w d for all the permutations w ∈ S n such that (w) + (w ) + 1 = n(n − 1)/2 + 2
For the rest of this section we will always work with general translates of the Schubert classes on F . By Theorem 4.1 and its two corollaries,
where u, v, t ∈ P 1 are distinct points and the product in the second line is computed in CH * (HQ d ). Moreover, we know that the (transverse) intersection in the first line is contained in H d . Assume now that when we allow some of the points to coincide, the intersection remains transverse (see Lemma 5.1). Then, by Corollary 4.3, its cardinality will still give 
It is easy to see that this map is smooth. In particular, its restriction ev u to {u}×H d is also smooth. Let Y denote the intersection Ω si ∩ Ω w inside F . By choosing suitable general translates, we may assume that Y is irreducible, of codimension (w) + 1 in F , and the intersection
∩ Ω w (t) is either empty, or it consists of finitely many reduced points in H d . We claim that it is in fact empty. Indeed, we can interpret a point in the above intersection as a map f : P 1 → F such that f (u) ∈ Y and f (t) ∈ Ω w . However, if such a map exists, then there is an entire 1-dimensional family of them, obtained by composing f with the automorphisms of P 1 which fix u and t. (This is exactly the argument giving Lemma 4.5.)
We conclude therefore that the intersection of the closures
is supported on the boundary of HQ d .
What is more remarkable is that the explicit description in Sections 2-4 allows us to calculate the contribution in the boundary as well. Assume that d = (0, . . . , 0), and let Z denote the intersection (5.1.1).
Lemma 5.1. (i) Z is either empty or has pure codimension
D = n(n − 1)/2 + 2 n−1 i=1 d i in HQ d . (ii) Z is contained in e hl h e hl (U e hl (u
)), the union over all the indices e hl as in Lemma 3.9 (ii), with h
≤ i ≤ l. (recall that U e (u) = π −1 ({u} × HQ d−e )). (iii) If Z ∩ h e hl (U e hl (u
)) is nonempty, then w satisfies the condition w(h) > max{w(h + 1), . . . , w(l), w(l + 1)} of Lemma 3.9 (iii). Moreover, in this case there is an equality (of sets)
Z ∩ h e hl (U e hl (u)) = h e hl Ω e hl w (u) ∩ π −1 {u} × Ω w (t) .
Proof. (i) It suffices to show that
has codimension at least D in HQ d , for every e = (0, . . . , 0) satisfying the conditions (2.1.1)-(2.1.2). By repeating the reasoning in the proof of Theorem 4.1 (ii), we are reduced to proving that
e (Ω w (t)) has codimension at least
in U e . Using Lemma 3.1, we can again treat this as a union of several types of intersections. This time however, due to the fact that not all the points in P 1 are distinct, there are three types that may contribute. The first two of these are the types (*) and (**) discussed in the proof of 4.1 (ii), and we have already seen that their codimension in U e is greater than D + 1 − n−1 i=1 e i (1 + e i − e i−1 ), so they are actually empty. The only (possibly) nonempty intersection is then
which is contained in U e (u). The same argument as in 4.1 (ii) shows that The statements (ii) and (iii) are immediate from Lemma 3.9 (ii), (iii). Indeed, if the intersection Z ∩ h e (U e (u)) is nonempty, all the inequalities we have used in the proof of (i) to estimate its codimension must in fact be equalities.
As a warm-up (and because this is the main step for the proof of Theorem 5.6), we will compute now the Gromov-Witten invariants and prove the quantum Monk formula for a special class of permutations.
For 
, by Lemma 3.9 (iii). In particular, note that (m − 1, p) is not in Ess(α k,m · s m−1 ), for every 1 ≤ p ≤ n. On the other hand, π :
is an open immersion, whose image contains P 1 ×H d−em−1 (see Remark 2.5). From these observations and the Construction 3.5, it follows that
Therefore, by Theorem 4.1,
By Lemma 4.5, this intersection is empty, unless d = e m−1 and Ω w is the complementary Schubert variety for Ω α k,m ·sm−1 , in which case it is a single point. Moreover, in this case U em−1 ∼ = P 1 × F and h em−1 is an embedding. We conclude that Ω sm−1 , Ω α k,m , Ω w d = 1. The formula in the proposition is now immediate.
The following example, which was pointed out to us by W. Fulton, shows that in general the boundary contributions will come as well from the deeper strata h e hl (U e hl ), with h − l + 1 ≥ 2.
Example 5.4. Let n = 3, and let w 0 = (321) be the permutation of longest length. We want to compute m q (Ω s1 Ω w0 ). For dimension reasons, the only Gromov-Witten invariants that may be nonzero are w0 , Ω w0 (1,1) .
By the same reasoning as in Proposition 5.3, one computes easily
To analyze Ω s1 , Ω w0 , Ω w0 (1,1) , recall that we have described completely in Example 2.6 the boundary of HQ (1,1) . If u, t ∈ P 1 are distinct points, the intersection
= s 1 , there will be no contribution from D 2 . On the other hand,s
By Lemma 4.5, this last intersection is empty. We must still deal with E. We havẽ
henceΩ w0 (u) is the locus inside the P 1 -bundle
is then obviously a single point (the first term is a section, while the second is a fibre). Hence Ω s1 , Ω w0 , Ω w0 (1,1) = 1, and
A similar reasoning gives the general quantum Monk formula. As we mentioned in the introduction, this formula was obtained first (in a different way) in [FGP] .
Theorem 5.5 (quantum Monk formula). For every w ∈ S n and every
1 ≤ i ≤ n − 1, m q (Ω si Ω w ) = t jk m q (Ω w·t jk ) + t hl q h . . . q l−1 m q (Ω w·t hl ),
where the first term is the one in the usual Monk formula, while the second term is summed over all transpositions t hl of integers h
Proof. We start by recalling some of the notation introduced earlier in the paper. Let h, l be integers such that 1 ≤ h ≤ i ≤ l ≤ n − 1, and let e hl be the multiindex (0, . . . , 0, 1 . . . , 1, 0 . . . , 0) defined in Lemma 3.9.
Let U ehl ⊂ X ehl be the locally closed subset defined in Construction 2.2, and, as in 3.5, let U e hl (u) be its restriction to π −1 ({u} × HQ d−e hl ). Let
and let p j : Y j+1 → Y j and j : Y j+1 → P 1 × HQ d−e hl be the projections. It is easily seen from the construction of X e hl that p j is the identity map for
Recall that we have denoted in 2.4 by U j the locally closed subscheme of Y j+1 determined by
, and n−2 = π.) One sees easily that the restriction
factors as a succession of P 1 -bundle projections
and its image, U 0 (u), satisfies
Let w ∈ S n be a permutation such that (w)
1 be distinct points, and let
By Lemma 5.1 (i) and Corollary 5.2, Z is either empty or has pure dimension zero, and Ω si , Ω w , Ω w d = length(Z). To evaluate this, we only have to look at
for all 1 ≤ h ≤ i ≤ l ≤ n − 1, by Lemma 5.1 (ii). Finally, by (iii) in Lemma 5.1, we may assume that w satisfies w(h) > max{w(h + 1), . . . , w(l), w(l + 1)}, (5.5.1) and
Hence we need to decide wheñ
is nonempty. Recall that by Construction 3.5 and Lemma 3.6,Ω e hl w (u) is defined inside U ehl (u) by the conditions
wherew e hl is the permutation
from Lemma 3.9 (iii).
We consider first the projection
If w(l) < w(l + 1), which meansw
w (u)) is the degeneracy locus in U l−2 (u) associated to the sequence of (pull-backs of the) bundles
, has been omitted), and the same permutationw e hl . Its codimension is then equal to (w e hl ), and
is empty for dimension reasons. Therefore the same holds for (5.5.2).
However, if w(l) > w(l + 1), then it follows from the exact sequence
We can immediately verify that this new collection of rank numbers is permissible, the corresponding permutation beingw e hl · s l−1 . In this case the restriction of p l−1 toΩ e hl w (u) is birational onto its image, and the sum of the codimensions of
−1 {u} × Ω w (t) does equal the dimension of U l−2 (u). The same argument can now be applied successively to the projections p l−2 , . . . , p h−1 to conclude that either (5.5.2) is empty or w(l + 1) < min{w(h + 1), . . . , w(l)}, (5.5.5) the restriction of π toΩ e hl w (u) is birational onto its image, and π Ω e hl w (u) = Ω w·t hl+1 (u) ∩ U h−1 (u), (5.5.6) where t hl+1 is the transposition interchanging h and l + 1 (we have used here that w e hl · s l−1 · · · s h = w · t hl+1 ). By Lemma 4.5,
is empty (hence (5.5.2) is empty as well) unless d = e hl , and Ω w is the complementary Schubert cycle to Ω w·t hl+1 . In this case
and, by Theorem 2.3 (ii) (b), h e hl is an isomorphism onto its image. Therefore
and the latter can be computed as
in the Chow ring of π −1 ({u} × F ). By the projection formula,
, and from (5.5.6) Replacing l + 1 by l, this gives exactly the formula we were seeking.
Finally, we can give now a presentation by generators and relations for the quantum cohomology ring.
For all 1 ≤ k ≤ m ≤ n we denote by R k (m) the k th elementary symmetric function in the variables x 1 , . . . , x m . Also, denote by A k (m) the class corresponding to R k (m) in the cohomology of F . Notice that A k (n) = 0 for all 1 ≤ k ≤ n, since
In the quantum cohomology ring however, m q (R k (n)) does not vanish anymore. In fact, consider for k ≤ m ≤ n the following polynomials in Z[x 1 , . . . , x n , q 1 , . . . , q n−1 ]: 
We will proceed by induction on m.
First notice that for k = 1 we have R 1 (m) = 0 for all 1 ≤ m ≤ n and therefore the formula (*) follows from the fact that m q is the identity map on Sym 4.5) . This also takes care of the case m = 1. We assume now that (*) is true for all k and m with 1 ≤ k ≤ m < m. Since m q is linear,
By the induction hypothesis, 
where by B k,m we have denoted the class of
we can use again Theorem 0.3 to conclude that Ω α k,m ·sm−1 = A k−2 (m − 2). With these observations (5.6.2) becomes
(5.6.3) By the inductive assumption,
Combining (5.6.1), (5.6.3), (5.6.4), and the easy polynomial identity
we get the formula (*).
(ii) is a consequence of (i) and [ST, Theorem 2.2] .
In [GK] , Givental and Kim conjectured that the generators for the ideal I q are the coefficients C k (n) of λ n−k , k = 1, . . . , n in the expansion of the determinant:
The following lemma shows that this is the same as the presentation of Theorem 5.6.
satisfied by the elementary symmetric polynomials). By expanding the GiventalKim determinant along the last column, one sees that the polynomials C k (n) satisfy the same recursion, and the lemma follows.
Appendix: Existence and local properties of hyperquot schemes
The proofs we give here are taken from [C-F2] . Although rather lengthy, they are straightforward following the same line as for the corresponding results in the case of the Quot functor. The ideas are due to Grothendieck ([Gr] ). We follow the presentation by Kollár ([Kol] ), adapted to our case.
As usual, the following two general results will be used in an essential way. The proofs in [Mu, Lectures 14 and 8] require only minor modifications.
Theorem A. Let X be a projective variety, E be a vector bundle on X and G be a subsheaf of E with fixed Hilbert polynomial P . Then there exists an integer N , depending only on P , such that for every m ≥ N the following hold:
Theorem B. Let X be a projective scheme and let S be any scheme. Let G be a coherent sheaf on X × S. For every numerical polynomial P there exists a locally closed subscheme i P : S P → S with the following property:
Given any morphism g :
flat over T with Hilbert polynomial P if and only if g can be factored as
Proof of Theorem 1.1. Given E, n and P = (P 1 , . . . , P n−1 ), it follows from Theorem A that there is an N such that for every sequence of flat quotients
with χ(X s , Q js (m)) = P j (m), if we let
and also E js (a) is generated by global sections. (Note that each E j is flat.)
We may choose N large enough so that E(N ) is generated by global sections and we have H i (X, E(N )) = 0 for i ≥ 1 as well, hence H i (X s , E s (N )) = 0 for all s ∈ S. Since all Q j are flat over S, the sequences
are all exact for every s ∈ S, so we see that H i (X s , Q js (N)) = 0 for i ≥ 1. Let f : X × S −→ S be the projection. Let Y be the partial flag variety parametrizing successive quotients
with rank(G j ) = P j (N). The discussion above implies that the sheaf f * Q n−j (N ) is locally free of rank P n−j (N ), for each j = 1, . . . , n − 1. Moreover, there are surjective maps
Thus each element of F n,P (X, E)(S) determines a morphism Φ : S −→ Y and so we get a morphism of functors F n,P (X, E) −→ h Y , where h Y is the functor of points associated to Y . Let
be the universal sequence of subbundles on Y . Consider the two projections
and form the compositions
. . , n − 1. By Theorem B applied to K j (−N ), there is a largest locally closed subscheme Z Pn−j ij → Y with the property that i * j K j (−N ), as sheaf on Z Pn−j × X, is flat over Z Pn−j with Hilbert polynomial P n−j (m). Let Z P be the scheme-theoretic intersection of Z P1 , . . . , Z Pn−1 . We claim that F n,P (X, E) is represented by Z P . Indeed, given a sequence of flagged quotients on X × S
flat over S with Hilbert polynomials P n−1 (m), . . . , P 1 (m) respectively, we have seen that there is a morphism Φ :
From the diagram
, since E js (N ) are generated by sections for every s ∈ S. This implies that (Φ, id)
are all flat over S with Hilbert polynomials P n−j . Therefore Φ factors through Z P and we see that there is an injective morphism of functors p : F n,P (X, E) −→ h Z P . By construction, every morphism S −→ Z P gives an element of F n,P (X, E)(S). This provides an inverse for p and proves the claim.
As for the projectivity, we only need to check that Z P is proper. But this follows at once from the valuative criterion (using the case of the Quot scheme).
For the proof of Theorem 1.2 we shall use the standard techniques of deformation theory. For the convenience of the reader we reproduce part of the exposition in [Kol, Sec. I.2] .
We treat first the local case. Let (A, m A ) and (B, m B ) be local Artin rings with residue field k such that B is an extension of A by the ideal J: 
Let F
A j A → M A be such that Q A = M A /F A is flat over A and F A ⊗ A k = F .
Flatness implies that the presentation of F lifts to a presentation of F
This gives a natural extension isomorphism
In particular, Remark D. The following special case will be used later. Take A = k and B = k + J. Then
In this case there is always the trivial flat lifting of with the trivial extension as the zero vector. We will be interested in lifting successive quotients We will pass now to the global situation. Let X be a smooth projective variety, let E be a rank r vector bundle on X, and let P = (P 1 (m) , . . . , P n−1 (m)) be numerical polynomials. Assume that we are given a sequence of quotient sheaves with χ(X, Q j (m)) = P j (m) and let x ∈ HQ n,P (X, E) be the corresponding point. Let . . , n − 1, and H 1 (P 1 , K) = 0, with K as above. Since the sheaves E i are torsionfree on a smooth curve, it follows that they are locally-free and we can identify Ext 1 (E i , Q n−i ) with H 1 (P 1 , Q n−i ⊗ E * i ). Since there is a surjection H 1 (P 1 , V * P 1 ⊗ E * i ) −→ H 1 (P 1 , Q n−i ⊗ E * i ) −→ 0, it is enough to prove that H 1 (P 1 , E * i ) = 0. Note that the map j * : V P 1 −→ E * i , obtained by dualizing the sheaf inclusion, is generically surjective.
Next we consider the map
. One can easily check that the above map factors through K, and moreover, it is generically surjective onto K. Therefore, we can conclude the two desired vanishing results from the easy Lemma F. Let F be a coherent sheaf on P 1 such that there exists a generically surjective map from a trivial bundle on P 1 to F . Then H 1 (P 1 , F) = 0.
A standard computation using exact sequences and Riemann-Roch shows that
By Proposition E, all irreducible components of HQ d are smooth, of dimension D := n(n−1) 2
is an open subset in HQ d . As for the irreducibility, since we have already shown smoothness, it is enough to prove that HQ d is connected. First notice that, by Theorem 2.3, successive quotients which do not correspond to morphisms to F vary in families of (base) dimension strictly less than D. (Without knowing the irreducibility of HQ d−e , the proof of 2.3 shows only that U e has pure dimension; of course, this does not affect the above conclusion.) Therefore, any connected component will intersect H d non-trivially and it suffices to show that H d is connected.
Fix t ∈ P 1 and let Φ : H d → F be the "evaluation at t" morphism Φ([f ]) = f (t). Pick x ∈ F and g ∈ SL(n, C). Translation by g induces an isomorphism between the fibres Φ −1 (x) and Φ −1 (gx), given by [f ] → [gf ]. Since SL(n, C) acts transitively on F , it follows that all the fibres of Φ are isomorphic. Each fibre can be viewed as the moduli space of based holomorphic maps P 1 → F , with fixed multidegree. By [MM, Corollary 5.19 ] Φ −1 (x) is connected, hence H d is connected as well.
