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A REVISIT ON THE COMPACTNESS OF COMMUTATORS
WEICHAO GUO, HUOXIONG WU, AND DONGYONG YANG
Abstract. A new characterization of CMO(Rn) is established by the local mean oscillation. Some
characterizations of iterated compact commutators on weighted Lebesgue spaces are given, which
are new even in the unweighted setting for the first order commutators.
1. Introduction
Given a locally integrable function b, the commutator [b, T ] is defined by
[b, T ]f(x) := b(x)T (f)(x)− T (bf)(x)
for suitable functions f . Let m ∈ N. The iterated commutator Tmb with m ≥ 2 is defined by
Tmb (f) := [b, T
m−1
b ], T
1
b f := [b, T ]f. (1.1)
The study of equivalent characterization on Lp(Rn)-compactness of commutators [b, T ] of singular
integral operators T was initiated by Uchiyama in his remarkable work [23], where he improved
the notable equivalent characterization of Lp(Rn)-boundedness result of Coifman-Rochberg-Weiss [5].
More precisely, let TΩ be the integral operator with homogeneous kernel Ω defined by setting, for
suitable function f and x /∈ supp(f),
TΩf(x) :=
∫
Rn
Ω(x− y)
|x− y|n f(y)dy,
where Ω is a homogeneous function of degree zero, satisfying Ω ∈ Lip1(Sn−1) and the following mean
value zero property: ∫
Sn−1
Ω(x′)dσ(x′) = 0. (1.2)
Coifman, Rochberg and Weiss [5] proved that if a function b ∈ BMO(Rn), then the commutator [b, TΩ]
is bounded on Lp(Rn) for any p ∈ (1,∞); they also proved that, if [b, Rj ] is bounded on Lp(Rn) for
every Riesz transform Rj , j = 1, 2, · · · , n, then b ∈ BMO(Rn). In [23], Uchiyama further showed
that the commutator [b, TΩ] is bounded (compact resp.) on L
p(Rn) if and only if the symbol b is in
BMO(Rn) (CMO(Rn) resp.). Here and in what follows, CMO(Rn) is the closure of C∞c (R
n) in the
BMO(Rn) topology. Since then, the work on compactness of commutators of singular and fractional
integral operators and its applications to PDE’s have been paid more and more attention; see, for
example, [11, 13, 3, 22, 4, 1, 2] and the references therein.
Very recently, Lerner-Ombrosi-Rivera-Rı´os [17] revisited the boundedness of commutators, provid-
ing a new viewpoint for the Bloom-type characterization of two-weighted boundedness of the iterated
bounded commutators on Lebesgue spaces. In particular, in [17], the necessity of boundedness of
commutators was proved for a rather wide class of operators, by a technique deeply depending on
the local mean oscillation instead of mean oscillation of functions. Inspired by [17], in this article,
we consider the equivalent compactness of iterated commutators of singular and fractional integral
operators on weighted Lebesgue spaces. To state our main results, we first recall some notions and
notations.
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Definition 1.1. The space of functions with bounded mean oscillation, denoted by BMO(Rn), consists
of all f ∈ L1loc(Rn) such that
‖f‖BMO(Rn) := sup
Q⊂Rn
O(f ;Q) <∞,
where
fQ :=
1
|Q|
∫
Q
f(y)dy and O(f ;Q) := 1|Q|
∫
Q
|f(x)− fQ|dx.
Remark 1.2. We use Re(f) and Im(f) to denote the real and imaginary part of f , respectively.
Observe for a complex-valued f , f ∈ BMO(Rn) if and only if Re(f), Im(f) ∈ BMO(Rn). Moreover,
‖f‖BMO(Rn) ∼ ‖Re(f)‖BMO(Rn) + ‖Im(f)‖BMO(Rn).
The following class of Ap(R
n) was introduced by Muckenhoupt [18] to study the the weighted norm
inequalities of Hardy-Littlewood maximal operators, andAp, q weights was introduced by Muckenhoupt–
Wheeden [19] to study the weighted norm inequalities of fractional integrals, respectively.
Definition 1.3. For 1 < p <∞, the Muckenhoupt class Ap is the set of locally integrable weights ω
such that
[ω]
1/p
Ap
:= sup
Q
(
1
|Q|
∫
Q
ω(x)dx
)1/p (
1
|Q|
∫
Q
ω(x)1−p
′
dx
)1/p′
<∞,
where 1p +
1
p′ = 1. For 1 < p, q <∞, 1/q = 1/p− α/n with 0 < α < n, a weight function ω is called
an Ap, q weight if
[ω]
1/q
Ap, q
:= sup
Q
(
1
|Q|
∫
Q
ωq(x)dx
)1/q (
1
|Q|
∫
Q
ω−p
′
(x)dx
)1/p′
<∞.
Let α ∈ [0, n). The singular or fractional integral operator with homogeneous kernel is defined by
TΩ, αf(x) :=
∫
Rn
Ω(x − y)
|x− y|n−α f(y)dy, (1.3)
where Ω is a homogeneous function of degree zero and satisfies the mean value zero property (1.2)
when α = 0.
Our first main result can be formulated as follows.
Theorem 1.4. Let ω ∈ Ap, q, 1 < p, q < ∞, 0 ≤ α < n, 1/q = 1/p − α/n, m ∈ Z+. Let Ω be a
bounded measurable function on Sn−1, which does not change sign and is not equivalent to zero on
some open subset of Sn−1. If (Tα)
m
b is a compact operator from L
p(ωp) to Lq(ωq), then b ∈ CMO(Rn).
We say that TK0 is a ρ-type Caldero´n-Zygmund operator on R
n if TK0 is bounded on L
2 and it
admits the following representation
TK0f(x) =
∫
Rn
K0(x, y)f(y)dy for all x /∈ suppf (1.4)
with kernel K0 satisfying the size condition
|K0(x, y)| ≤ CK0|x− y|n
and a smoothness condition
|K0(x, y)−K0(x′, y)|+ |K0(y, x)−K0(y, x′)| ≤ ρ
( |x− x′|
|x− y|
)
1
|x− y|n ,
for all |x−y| > 2|x−x′|, where ρ : [0, 1]→ [0,∞) is a modulus of continuity, that is, ρ is a continuous,
increasing, subadditive function with ρ(0) = 0 and satisfies the following Dini condition:∫ 1
0
ρ(t)
dt
t
<∞.
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Similarly, for α ∈ (0, n), we define the ρ-type fractional integral operator by
TKαf(x) :=
∫
Rn
Kα(x, y)f(y)dy for all x /∈ suppf (1.5)
with kernel Kα satisfying the size condition
|Kα(x, y)| ≤ CKα|x− y|n−α ,
and the smooth condition
|Kα(x, y)−Kα(x′, y)|+ |Kα(y, x)−Kα(y, x′)| ≤ ρ
( |x− x′|
|x− y|
)
1
|x− y|n−α ,
for all |x− y| > 2|x− x′|, where ρ is a modulus of continuity mentioned above.
Note that TKα(f) ≤ CKαIα(|f |), where Iα is the classical fractional integral operator defined by
Iαf(x) :=
∫
Rn
f(y)
|x− y|n−α dy.
Thus, the boundedness of TKα is automatically valid by the classical boundedness of fractional integral
operator.
Now we state our second main result.
Theorem 1.5. Let ω ∈ Ap, q, 1 < p, q <∞, 0 ≤ α < n, 1/q = 1/p−α/n, m ∈ Z+. If b ∈ CMO(Rn),
then (TKα)
m
b is a compact operator from L
p(ωp) to Lq(ωq).
The rest of the paper is organized as follows. In Section 2, we list some basic properties for
weights and local mean oscillations aλ(b;Q) of measurable functions b over cubes Q, which are used
in this paper. Section 3 is devoted to a new characterization of CMO(Rn) in terms of the local mean
oscillations, which is parallel to the version established by Uchiyama via mean oscillations O(f ;Q)
and plays a key role in the proof of Theorem 1.4. The local mean oscillation shows some advantages
when one considers lower bound of pointwise regularity of BMO functions, see also Proposition 3.1 in
[17] or Proposition 4.1 below.
Section 4 is devoted to the proof of Theorem 1.4 and is divided into three subsections. In Subsection
4.1, for any given cube Q and real-valued measurable function b, we construct a function f closely
related to Q, and obtain a lower bound of the weighted Lq norm of (TΩ, α)
m
b (f) over certain subset of
Q in terms of aλ(b;Q)
m. In Subsection 4.2, for b ∈ BMO(Rn) and any cube Q, we also obtain an upper
bound of the weighted Lq norm of (TΩ, α)
m
b (f) over the annulus 2
d+1Q\2dQ in terms of 2−δdn/pdm,
where d ∈ N large enough, δ is a positive constant depending on w ∈ Ap, q and f is aforementioned.
Using these upper and lower bounds and the new characterization of CMO(Rn) obtained in Section
3, we further present the proof of Theorem 1.4 via a contradiction argument in Subsection 4.3. We
remark that our Theorem 1.4 for m ≥ 2 is new even for the Lip1 case in [23].
In Section 5, we give the proof of Theorem 1.5. For the converse direction, Theorem 1.5 give the
new compactness results for iterated commutators. Thanks to the recent work by Lacey [14] and
Lerner [15], our compactness result can be established in the structure of ρ-type operators. Note that
Theorem 1.5 is new for m ≥ 2 in all cases.
We would like to point out a class of kernels satisfying both assumption of Theorem 1.4 and 1.5.
For the operator TΩ, α, assume that Ω ∈ C(Sn−1) is not identically zero. Denote
ρ(δ) = sup
|x′−y′|≤δ
|Ω(x′)− Ω(y′)|.
If ρ satisfy the Dini condition mentioned above, TΩ, α satisfies both assumptions in Theorem 1.4 and
1.5.
It would be helpful to clarify that in this paper, the kernel Kα and Ω is assumed to be real-valued.
For m ≥ 2, we only consider the real-valued symbol b. This restriction is actually implied in all the
previous results of this topic. Here, we emphasize this to avoid possible misunderstanding.
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Finally, we make some conventions on notation. Throughout the paper, for a real number a, ⌊a⌋
means the biggest integer no more than a. By C we denote a positive constant which is independent
of the main parameters, but it may vary from line to line. Constants with subscripts do not change in
different occurrences. Moreover, the symbol f . g represents that f ≤ Cg for some positive constant
C. If f . g and g . f , we then write f ∼ g. For a given cube Q, we use cQ, lQ and χQ to denote the
center, side length and characteristic function of Q, respectively.
2. Preliminaries
2.1. Some basic properties for non-increasing rearrangements. Given a measurable function
f , the non-increasing rearrangement is defined by
f∗(t) := inf{α > 0 : |{x ∈ Rn : |f(x)| > α}| < t}, t ∈ (0,∞).
Here, we list some basic properties of non-increasing rearrangement which will be used frequently in
the remainder of this paper.
Lemma 2.1. (A) f∗(t) is left continuous for t ∈ (0,∞).
(B) (f + c) ∗ (t) ≤ f∗(t) + |c|, c ∈ C.
(C) (f + g) ∗ (t1 + t2) ≤ f∗(t1) + g∗(t2), t1, t2 ∈ (0,∞).
(D) (f + g) ∗ (t1 + t2) ≤ max{f∗(t1), g∗(t2)}, where |suppf ∩ suppg| = 0, t1, t2 ∈ (0,∞).
Proof. The proofs of (A), (B) and (C) are obvious and we omit the details; see also [7].
To show (D), by the definition of f∗(t1) and g
∗(t2), for any fixed δ > 0, we first have
|{x ∈ Rn : |f(x)| > f∗(t1) + δ}| < t1, |{x ∈ Rn : |g(x)| > g∗(t2) + δ}| < t2.
From this and the assumption |suppf ∩ suppg| = 0,
|{x ∈ Rn : |f(x) + g(x)| > max{f∗(t1), g∗(t2)} + δ}|
≤ |{x ∈ Rn : |f(x)| > f∗(t1) + δ}|+ |{x ∈ Rn : |g(x)| > g∗(t2) + δ}| < t1 + t2.
Thus,
(f + g) ∗ (t1 + t2) ≤ max{f∗(t1), g∗(t2)}+ δ.
This completes the proof by letting δ → 0. 
We remark that the property (D) in Lemma 2.1 has its advantage when dealing with a sequence of
functions with disjoint supports (See, for example, the proof of Theorem 3.3 below).
2.2. Two approaches to BMO(Rn). For any function f ∈ L1loc(Rn) and cube Q, define
O˜(f,Q) := inf
c∈C
1
|Q|
∫
Q
|f(x) − c|dx.
It is easy to see that
O˜(f,Q) ≤ O(f ;Q) ≤ 2O˜(f ;Q).
We next consider the characterization of BMO(Rn) via local mean oscillations.
Definition 2.2. By a median value of a real-valued measurable function f over Q we mean a possibly
nonunique, real number mf (Q) such that
|{x ∈ Q : f(x) > mf (Q)}| ≤ |Q|/2
and
|{x ∈ Q : f(x) < mf (Q)}| ≤ |Q|/2.
Definition 2.3. For a complex-valued measurable function f , we define the local mean oscillation of
f over a cube Q by
aλ(f ;Q) := inf
c∈C
((f − c)χQ)∗(λ|Q|) (0 < λ < 1).
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Definition 2.4. For a real-valued measurable function f , we define the local mean oscillation of f
over a cube Q by
aλ(f ;Q) := ((f −mf (Q))χQ)∗(λ|Q|) (0 < λ < 1).
We also define
a˜λ(f ;Q) := inf
c∈R
((f − c)χQ)∗(λ|Q|) (0 < λ < 1).
The following lemma on the property of the local mean oscillations is useful in Section 3; see
[12, 21, 16]. We give the proof for completeness.
Lemma 2.5. Let λ ∈ (0, 12 ]. The following statements are true.
(i) For any real-valued function f and cube Q,
a˜λ(f ;Q) ≤ aλ(f ;Q) ≤ 2a˜λ(f ;Q).
(ii) For any complex-valued function f , denote
‖f‖BMOλ(Rn) := sup
Q
aλ(f ;Q).
Then we have
‖f‖BMOλ(Rn) ∼ ‖f‖BMO(Rn) ∼ sup
Q
a˜λ(Re(f);Q) + sup
Q
a˜λ(Im(f);Q).
Proof. To see (i), by the definition of median number, for any real-valued measurable, we have
|{x ∈ Q : |f(x)| ≥ |mf (Q)|}| ≥ |Q|/2,
which implies for suitable mf (Q),
|mf (Q)| ≤ (fχQ)∗(|Q|/2).
For a fixed real number c, observe that mf (Q) − c is also a median value of f − c. Replacing f by
f − c in the above inequality, we get
|mf (Q)− c| ≤ ((f − c)χQ)∗(|Q|/2). (2.1)
Thus, for any λ ∈ (0, 12 ] and c ∈ R,
((f −mf (Q))χQ)∗(λ|Q|) ≤((f − c)χQ)∗(λ|Q|) + |mf (Q)− c|
≤((f − c)χQ)∗(λ|Q|) + ((f − c)χQ)∗(|Q|/2)
≤2((f − c)χQ)∗(λ|Q|).
Then (i) follows from the above inequality immediately.
We now show (ii). A direct conclusion by Chebyshev’s inequality shows
((f − c)χQ)∗(λ|Q|) ≤ 1
λ
1
|Q|
∫
Q
|f − c|dx, c ∈ C,
which implies that for all complex-valued measurable function f and c ∈ C,
aλ(f ;Q) ≤ 1
λ
O˜(f ;Q).
Thus,
sup
Q
aλ(f ;Q) ≤ 1
λ
‖f‖BMO(Rn). (2.2)
The remarkable results of John [12] and Stro¨mberg [21] show that the converse direction of the above
inequality is still true for λ ∈ (0, 1/2], that is,
‖f‖BMO(Rn) . sup
Q
aλ(f ;Q). (2.3)
Combining (2.2) and (2.3), we have the John-Stro¨mberg equivalence
‖f‖BMO(Rn) ∼ ‖f‖BMOλ(Rn). (2.4)
6 WEICHAO GUO, HUOXIONG WU, AND DONGYONG YANG
Moreover, observe that aλ(Re(f);Q) = a˜λ(Re(f);Q) and aλ(Im(f);Q) = a˜λ(Im(f);Q). By Remark
1.2, We then conclude that
‖f‖BMOλ(Rn) ∼ ‖f‖BMO(Rn) ∼ ‖Re(f)‖BMO(Rn) + ‖Im(f)‖BMO(Rn)
∼ sup
Q
a˜λ(Re(f);Q) + sup
Q
a˜λ(Im(f);Q).
Thus, the proof of (ii) is completed. 
2.3. Ap and Ap,q weights. In this subsection, we recall some useful properties of Ap and Ap, q weights;
see [19, 7, 10, 8]. Define the A∞ class of weights by A∞ := ∪p>1Ap, and recall the Fujii-Wilson A∞
constant
[ω]A∞ := sup
Q
1
ω(Q)
∫
Q
M(χQω) dx,
where M is the Hardy-Littlewood maximal operator.
Lemma 2.6. Let p ∈ (1,∞) and w ∈ Ap.
(i) For every 0 < α < 1, there exists 0 < β < 1 such that for every Q and every measurable set
E ⊂ Q with |E| ≥ α|Q|, then
ω(E) ≥ βω(Q).
(ii) For all λ > 1, and all cubes Q,
ω(λQ) ≤ λnp[ω]Apω(Q).
(iii) [ω]A∞ ≤ cn[ω]Ap .
(iv) There exist a constant ǫn only depend on n such that if 0 < ǫ ≤ ǫn/[ω]A∞, then ω satisfies the
reverse Ho¨lder inequality for any cube Q,(
1
|Q|
∫
Q
ω(x)1+ǫdx
) 1
1+ǫ
≤ 2|Q|
∫
Q
ω(x)dx.
(v) There exists a small positive constant ǫ depend only on n, p and [ω]Ap such that
ω1+ǫ ∈ Ap, ω ∈ Ap−ǫ.
Lemma 2.7. Let 1 < p, q <∞, 1/q = 1/p− α/n with 0 < α < n and w ∈ Ap, q.
(i) ωp ∈ Ap(Rn), ωq ∈ Aq and ω−p′ ∈ Ap′
(ii) ω ∈ Ap, q ⇐⇒ ωq ∈ Aq n−αn ⇐⇒ ω
q ∈ A1+ q
p′
⇐⇒ ω−p′ ∈ A
1+ p
′
q
.
3. Characterization of CMO(Rn) in terms of local mean oscillations
In this section, we establish a new characterization of CMO(Rn) via the local mean oscillation,
which is a key tool in the proof of Theorem 1.4 and of interest on its own. We begin with recalling
the classical characterization of CMO(Rn) obtained by Uchiyama [23] in terms of mean oscillation.
Lemma 3.1 ([23]). Let f ∈ BMO(Rn). Then f ∈ CMO(Rn) if and only if the following three
conditions hold:
(1) limr→0 sup
|Q|=r
O(f ;Q) = 0,
(2) limr→∞ sup
|Q|=r
O(f ;Q) = 0,
(3) limx→∞O(f ;Q+ x) = 0.
Before giving our new characterization of CMO(Rn), we first give the following result on the
regularity of median value for measurable functions.
A REVISIT ON THE COMPACTNESS OF COMMUTATORS 7
Proposition 3.2. Let λ ∈ (0, 1/2), f be a real-valued measurable function, Q, Q˜ be two cubes satisfying
Q˜ ⊂ Q. Suppose that aλ(f ;P ) < ǫ for all cubes P ⊂ Q with |P | ≥ |Q˜|. Then, the following estimate
is valid:
|mf (Q)−mf (Q˜)| ≤
(
1 +
⌊
log(1/2+λ)−1
|Q|
|Q˜|
⌋)
ǫ.
Specially, if |Q˜| > (1/2 + λ)|Q|, we have
|mf (Q)−mf(Q˜)| ≤ aλ(f ;Q).
Proof. Take N := ⌊log(1/2+λ)−1 |Q||Q˜|⌋, we can find a sequence of cubes {Qi}Ni=1 satisfying
Q ⊃ Q1 ⊃ Q2 ⊃ · · · ⊃ QN ⊃ Q˜, |Qi| = (1/2 + λ)i|Q| (i = 1, 2, · · · , N)
and
(1/2 + λ)N |Q| ≥ |Q˜| > (1/2 + λ)N+1|Q|.
By the definition of non-increasing rearrangement we have
|{x ∈ Q : |f(x)−mf (Q)| ≥ aλ(f ;Q)}| ≤ λ|Q|.
It implies that
|{x ∈ Q : |f(x)−mf (Q)| ≤ aλ(f ;Q)}| ≥ (1− λ)|Q|.
Then,
|{x ∈ Q1 : |f(x)−mf (Q)| ≤ aλ(f ;Q)}| ≥(1− λ)|Q| − (|Q| − |Q1|)
=|Q1| − λ|Q|
=|Q1| − λ
1/2 + λ
|Q1|
=
1/2
1/2 + λ
|Q1| > |Q1|
2
.
This and the definition of mf(Q1) yield that
|{x ∈ Q1 : f(x) ≥ mf (Q)− aλ(f ;Q)}| > |Q1|
2
≥ |{x ∈ Q1 : f(x) > mf (Q1)}|
and
|{x ∈ Q1 : f(x) ≤ mf (Q) + aλ(f ;Q)}| > |Q1|
2
≥ |{x ∈ Q1 : f(x) < mf (Q1)}|.
Hence,
mf (Q)− aλ(f ;Q) ≤ mf (Q1) ≤ mf(Q) + aλ(f ;Q).
We have |mf (Q)−mf (Q1)| ≤ aλ(f ;Q). A similar argument yields that
|mf (Qi)−mf (Qi+1)| ≤ aλ(f ;Qi), (i = 1, 2, · · · , N − 1)
and
|mf (QN )−mf(Q˜)| ≤ aλ(f ;QN).
Combining the obtained estimates, we get
|mf (Q)−mf (Q˜)| ≤|mf (Q)−mf (Q1)|+
N−1∑
i=1
|mf (Qi)−mf (Qi+1)|+ |mf (QN )−mf (Q˜)|
≤aλ(f,Q) +
N∑
i=1
aλ(f,Qi) < (N + 1)ǫ
which completes this proof. 
Now we state our new characterization of CMO(Rn) in terms of local mean oscillation.
8 WEICHAO GUO, HUOXIONG WU, AND DONGYONG YANG
Theorem 3.3. Let f ∈ BMO(Rn). Then f ∈ CMO(Rn) if and only if the following three conditions
hold:
(1) limr→0 sup
|Q|=r
aλ(f ;Q) = 0,
(2) limr→∞ sup
|Q|=r
aλ(f ;Q) = 0,
(3) limd→∞ sup
Q∩[−d,d]n=∅
aλ(f ;Q) = 0.
Proof. By the conditions (1),(2) and (3) mentioned in Lemma 3.1, we can deduce
lim
d→∞
sup
Q∩[−d,d]n=∅
O(f ;Q) = 0.
Combining this with Lemma 3.1 and the fact
aλ(f ;Q) .
1
λ
O(f ;Q),
we complete the proof of ”only if” part.
For the ”if” part, we follow the arguments in [23] with some careful technical modifications fitting
our cases. Conditions (1)-(3) are now assumed to be true. Since
a˜λ(Re(f);Q) ≤ aλ(f ;Q), a˜λ(Im(f);Q) ≤ aλ(f ;Q).
It yields that the real-valued function Re(f) and Im(f) also satisfy the conditions (1)-(3). Once we
verify both Re(f) and Im(f) are CMO(Rn) functions, f is also in CMO(Rn). Thus, at the remainder
of this proof, we only need to deal with the real-valued f . We use Ri to denote the cube [−2i, 2i]n.
For a fixed small number ǫ > 0, there exist three constants depend on ǫ, denoted by integers iǫ, jǫ
and kǫ respectively, satisfying iǫ + 2 ≤ kǫ,
sup{aλ(f ;Q) : |Q| ≤ 2iǫ+1} < ǫ, sup{aλ(f ;Q) : |Q| ≥ 2jǫ} < ǫ,
and
sup{aλ(f ;Q) : Q ∩Rkǫ = ∅} < ǫ.
Let
d1 := d1(ǫ) = kǫ + 1.
For x ∈ Rd1 , Qx means the dyadic cube of side length 2iǫ that contains x. If x ∈ Rm\Rm−1 for
m > d1, Qx means the dyadic cube with side length 2
iǫ+m−d1 . Using condition (2) and Proposition
3.2, we can find a sufficient large d2 ≥ jǫ such that
|mf (Qx)−mf (Rm)| < ǫ
2
, x ∈ Rm\Rm−1, m ≥ d2,
and
|mf (Rm)−mf (Rm−1)| < ǫ, m ≥ d2.
Set gǫ(x) := mf (Qx) for x ∈ Rd2 , the above inequality implies |gǫ(x) − gǫ(y)| < ǫ for all x, y ∈
Rm\Rm−1 with m ≥ d2. Take
d3 := d2 + 4 +
⌊
log2
n
√
4
1− 2λ
⌋
.
For x ∈ Rm\Rm−1 with d2 < m ≤ d3, we set gǫ(x) := mf (Qx). And, we set gǫ(x) := mf (Rd3) for
x ∈ Rcd3 .
By Proposition 3.2 and the construction of gǫ, if Qx∩Qy 6= ∅ or x, y ∈ Rm\Rm−1 with d2 ≤ m ≤ d3,
then
|gǫ(x)− gǫ(y)| < Cǫ (3.1)
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where C is a constant independent of ǫ, but may depends on λ. Take a C∞c (R
n) function ϕ supported
on B(0, 1), satisfying ‖ϕ‖L1 = 1 Set ϕt(x) := 1tnϕ(xt ), t ∈ (0,∞). It follows from (3.1) that
|(gǫ ∗ ϕt)(x) − gǫ(x)| =|
∫
B(0,1)
(gǫ(x− ty)− gǫ(x))ϕ(y)dy|
≤ sup
x∈Rn,y∈B(0,1)
|gǫ(x − ty)− gǫ(x)| . ǫ
for sufficient small t. Note gǫ,t := gǫ ∗ ϕt −mf (Rd3) is a C∞c (Rn) function, we deduce that
‖gǫ,t − gǫ‖BMO(Rn) = ‖(gǫ ∗ ϕt −mf (Rd3))− gǫ‖BMO(Rn) . ‖gǫ ∗ ϕt − gǫ‖L∞ . ǫ. (3.2)
Let
λ˜ :=
2λ+ 1
4
.
We will verify that for all cubes Q,
aλ˜(f − gǫ;Q) . ǫ. (3.3)
This part is divided into following three cases.
Case 1. Q ⊂ Rd3 . We further consider the following two cases.
When
max{l(Qx) : Qx ∩Q 6= ∅} ≥ 2l(Q).
If Q ∩Rd1 6= ∅, then |Q| ≤ 2niǫ . From this and the definition of iǫ, we obtain aλ(f ;Q) < ǫ.
If Q ∩Rd1 = ∅, by the definition of kǫ we have aλ(f ;Q) < ǫ. Observe that
♯{Qx : Qx ∩Q 6= ∅} . 1.
Thus, |gǫ(x) − gǫ(y)| < Cǫ for any two cubes having nonempty intersection with Q. This implies
|gǫ(x) − (gǫ)Q(x)| < Cǫ for all x ∈ Q. So,
aλ˜(f − gǫ;Q) ∼ a˜λ˜(f − gǫ;Q) ≤((f − gǫ + (gǫ)Q −mf (Q))χQ)∗(λ˜|Q|)
≤((|f −mf (Q)|+ Cǫ)χQ)∗(λ˜|Q|)
≤((f −mf (Q))χQ)∗(λ|Q|) + Cǫ = aλ(f ;Q) + Cǫ . ǫ,
where in the last inequality we use Property (B) in Lemma 2.1.
When
max{l(Qx) : Qx ∩Q 6= ∅} ≤ 2l(Q),
take
v = v(λ) := max
3 +
log2
(
n
√
1 + 2λ
4λ
− 1
)−1 , 0
 .
Let Qvx be the sub dyadic cube of Qx with l(Q
v
x) = 2
−vl(Qx). Observe that if Q
v
x ⊂ Q,
l(Qvx) = 2
−vl(Qx) ≤ 21−vl(Q),
this implies that
λ
∑
Qvx∩Q6=∅
|Qvx| ≤λ(1 + 2 · 21−v)n|Q|
=λ(1 + 22−v)n|Q| ≤ λ
(
1 +
n
√
1 + 2λ
4λ
− 1
)n
|Q| = λ˜|Q|,
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where in the last inequality we use the fact 22−v ≤ n
√
1+2λ
4λ − 1 implied by the choice of v. From this,
we obtain that
aλ˜(f − gǫ, Q) =((f − gǫ)χQ)∗(λ˜|Q|)
=(
∑
Qvx∩Q6=∅
(f −mf (Qx))χQvx∩Q)∗(λ˜|Q|)
≤(
∑
Qvx∩Q6=∅
(f −mf (Qx))χQvx)∗(λ˜|Q|)
≤(
∑
Qvx∩Q6=∅
(f −mf (Qx))χQvx)∗(λ
∑
Qvx∩Q6=∅
|Qvx|)
≤ max
Qvx∩Q6=∅
((f −mf(Qx))χQvx)∗(λ|Qvx|),
where in the last inequality we use Property (D) in Lemma 2.1. By the definition of Qx, for any cube
Q˜ ⊂ Qx,
aλ(f, Q˜) . ǫ.
This and Proposition 3.2 imply that
|mf (Qx)−mf (Qvx)| .
(
1 +
⌊
log(1/2+λ)−1
|Qx|
|Qvx|
⌋)
ǫ . ǫ.
Thus,
((f −mf (Qx))χQvx)∗(λ|Qvx|) ≤((f −mf (Qvx))χQvx)∗(λ|Qvx|) + |mf (Qx)−mf (Qvx)|
=aλ(f,Q
v
x) + |mf (Qx)−mf (Qvx)| . ǫ.
By the above estimates, we get aλ˜(f − gǫ, Q) . ǫ.
Case 2. Q ⊂ Rcd2 .
By the definition of d2 and d3, we obtain |gǫ(x)− gǫ(x)| < Cǫ for all x, y ∈ Rcd2 , which implies that
|(gǫ)Q(x) − gǫ(x)| < Cǫ, x ∈ Rcd2 .
From this and the fact aλ(f ;Q) < Cǫ, we obtain
aλ˜(f − gǫ;Q) ∼ a˜λ˜(f − gǫ;Q) ≤((f − gǫ + (gǫ)Q −mf (Q))χQ)∗(λ˜|Q|)
≤((f −mf (Q))χQ)∗(λ|Q|) + Cǫ = aλ(f ;Q) + Cǫ . ǫ,
Case 3. Q ∩Rd2 6= ∅, Q ∩Rcd3 6= ∅.
Firstly, we claim that
λ˜|Q| − 2|Q ∩Rd2 | ≥ λ|Q|.
Since Q ∩Rd2 6= ∅ and Q ∩ Rcd3 6= ∅, then l(Q) ≥ 2d3 − 2d2 ≥ 2d3−1. This and the choice of d3 yields
that
(λ˜− λ)|Q| ≥1− 2λ
4
· 2n(d3−1)
≥1− 2λ
4
· 4
1− 2λ · 2
n(d2+2) ≥ 2|Rd2 | ≥ 2|Q ∩Rd2 |.
By a similar argument in the last case,
|(gǫ)Q∩Rc
d2
(x) − gǫ(x)| < Cǫ, x ∈ Rcd2 .
Observe that
l(Q) ≥ 2d3 − 2d2 ≥ 2d2 ≥ 2jǫ .
By the definition of jǫ, we get
aλ(f ;Q) < ǫ.
A REVISIT ON THE COMPACTNESS OF COMMUTATORS 11
Combining this with the above estimates in this case, we obtain
aλ˜(f − gǫ;Q) ∼a˜λ˜(f − gǫ;Q)
≤((f −mf (Q)− gǫ + (gǫ)Q∩Rcd2 (x))χQ)
∗(λ˜|Q|)
≤((f −mf (Q)− gǫ + (gǫ)Q∩Rcd2 (x))χQ∩Rcd2 )
∗(λ˜|Q| − 2|Q ∩Rd2 |)
+ ((f −mf (Q)− gǫ + (gǫ)Q∩Rc
d2
(x))χQ∩Rd2 )
∗(2|Q ∩Rd2 |)
=((f −mf (Q)− gǫ + (gǫ)Q∩Rc
d2
(x))χQ∩Rc
d2
)∗(λ˜|Q| − 2|Q ∩Rd2 |)
≤(|(f −mf (Q)χQ∩Rc
d2
|+ Cǫ)∗(λ˜|Q| − 2|Q ∩Rd2 |)
≤((f −mf (Q))χQ∩Rc
d2
)∗(λ˜|Q| − 2|Q ∩Rd2 |) + Cǫ
≤((f −mf (Q))χQ)∗(λ˜|Q| − 2|Q ∩Rd2 |) + Cǫ
≤((f −mf (Q))χQ)∗(λ|Q|) + Cǫ = aλ(f ;Q) + Cǫ . ǫ.
We have now completed the proof of (3.3). It follows from the John-Stro¨mberg equivalence (2.4) that
‖f − gǫ‖BMO(Rn) . ǫ.
Combining this with (3.2), we obtain
‖f − gǫ,t‖BMO(Rn) . ǫ,
where gǫ,t is a C
∞
c (R) function, the implicit constant is independent of ǫ. This completes the whole
proof. 
4. Necessity of compact commutators
This section is devoted to the proof of Theorem 1.4 and is divided into three subsections. In
Subsection 4.1, for any given cube Q and real-valued measurable function b, we construct a function
f closely related to Q and obtain a lower bound of the weighted Lq norm of (TΩ, α)
m
b (f) over certain
subset of Q in terms of aλ(b;Q)
m. In Subsection 4.2, for b ∈ BMO(Rn) and any cube Q, we also
obtain an upper bound of the weighted Lq norm of (TΩ, α)
m
b (f) over the annulus 2
d+1Q\2dQ in terms
of 2−δdn/pdm, where d ∈ N large enough, δ is a positive constant depending on w ∈ Ap, q and f is
aforementioned. Using these upper and lower bounds, we further present the proof of Theorem 1.4 in
Subsection 4.3.
4.1. Lower estimates. This part follows by the approach of Lerner-Ombrosi-Rivera-Rios [17]. For
the self-containing of this paper, we reproof the following proposition for λ ∈ (0, 1) with a slight
modification fitting our further proof. Denote Q0 := [−1/2, 1/2]n.
Proposition 4.1 ([17]). Let λ ∈ (0, 1), b be a real-valued measurable function. Suppose that Ω satisfy
the assumption in Theorem 1.4. There exist ǫ0 > 0 and k0 > 10
√
n depending only on Ω and n such
that the following holds. For every cube Q, there exists another cube P with the same side length of Q
satisfying |cQ − cP | = k0lQ, and measurable sets E ⊂ Q with E = λ2 |Q|, and F ⊂ P with |F | = 12 |Q|,
and G ⊂ E × F with |G| ≥ λ|Q|28 such that
(1) aλ(b;Q) ≤ |b(x)− b(y)| for all (x, y) ∈ E × F ;
(2) Ω
(
x−y
|x−y|
)
and b(x)− b(y) do not change sign in E × F ;
(3)
∣∣∣Ω( x−y|x−y|)∣∣∣ ≥ ǫ0 for all (x, y) ∈ G.
Proof. Without loss of generality, assume Ω is nonnegative on an open set of Sn−1. By the assumption
of Ω, there exists a point θ0 of approximate continuity of Ω such that Ω(θ0) = 2ǫ0 for some ǫ0 > 0 (see[6,
pp.46-47] for the definition of approximate continuity). It follows from the definition of approximate
continuity that for every β ∈ (0, 1), there exists a small constant rβ such that
σ({θ ∈ B(θ0, rβ) ∩ Sn−1 : Ω(θ) ≥ ǫ0}) ≥ (1− β)σ(B(θ0, rβ) ∩ Sn−1)
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Let Γβ be the cone containing all x ∈ Rn such that x′ ∈ B(θ0, rβ) ∩ Sn−1.
There exists a vector vβ =
cnθ0
rβ
, such that
2Q0 + vβ ∈ Γβ .
For a cube fixed Q, we set
Pβ := Q− lQvβ , N := {x, y ∈ Rn : Ω(x− y) < ǫ0}, Nx := {y ∈ Rn : Ω(x − y) < ǫ0}.
Here and in what follows, for any point x0 ∈ Rn and sets E,F ⊂ Rn, E + x0 := {y + x0 : y ∈ E} and
E − F := {x− y : x ∈ E, y ∈ F}. Thus, |cQ − cPβ | = cnrβ lQ. Observe that Q− Pβ ⊂ 2lQQ0 + lQvβ , we
obtain
|(Q× Pβ) ∩N | =
∫
Q
|Pβ ∩Nx|dx =
∫
Q
|(Pβ − x) ∩N0|dx
≤
∫
Q
|(Pβ −Q) ∩N0|dx
=|Q| · |(Pβ −Q) ∩N0|
≤|Q| · lnQ|(2Q0 + rβ) ∩N0|
≤|Q| · lnQ · cn · |vβ |n−1 · βrn−1β ≤ cnβ|Q|2.
Take β = β0 sufficiently small such that
|(Q × Pβ0) ∩N | ≤
λ|Q|2
8
, k0 :=
cn
rβ0
> 10
√
n.
By the definition of a˜λ(f ;Q), there exists a subset Q˜ of Q, such that |Q˜| = λ|Q| and
aλ(b;Q) ≤ |b(x)−mb(Pβ0)|.
Then, by the definition of mb(Pβ0), there exists subsets E ⊂ Q˜ and F ⊂ Pβ0 such that
|E| = |Q˜|/2 = λ|Q|/2, |F | = |Pβ0 |/2 = |Q|/2,
and
aλ(b;Q) ≤ |b(x)− b(y)|
for x ∈ E, y ∈ F , b(x) − b(y) does not change sign in E × F . Note |E × F | = λ|Q|24 . The desired set
can be chosen by
G = E × F\((Q× Pβ0) ∩N).
We have now completed this proof. 
Proposition 4.2. Let ω ∈ Ap, q, λ ∈ (0, 1) and b be a real-valued measurable function. For a given
cube Q, let P,E, F,G be the sets associated with Q mentioned in Proposition 4.1. Then there exists a
positive constant C is independent of Q such that for f := (
∫
F
ω(x)pdx)−1/pχF , and any measurable
set B with |B| ≤ λ8 |Q|,
‖(TΩ, α)mb (f)‖Lq(E\B,ωq) ≥ Caλ(b;Q)m.
Proof. Using Ho¨lder’s inequality, we obtain∫
E\B
|(TΩ, α)mb (f)(x)|dx =
∫
E\B
|(TΩ, α)mb (f)(x)|ω(x) · ω(x)−1dx
≤
(∫
E\B
|(TΩ, α)mb (f)(x)|qωq(x)dx
)1/q (∫
Q
ω−q
′
(x)dx
)1/q′
.
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On the other hand, by Proposition 4.1,∫
E\B
|(TΩ, α)mb (f)(x)|dx =
(∫
F
ω(x)pdx
)−1/p
·
∫
E\B
∣∣∣∣∫
F
(b(x) − b(y))m Ω(x− y)|x− y|n−α dy
∣∣∣∣ dx
=
(∫
F
ω(x)pdx
)−1/p
·
∫
E\B
∫
F
|b(x) − b(y)|m |Ω(x − y)||x− y|n−α dydx
≥
(∫
F
ω(x)pdx
)−1/p
·
∫
((E\B)×F )∩G
|b(x) − b(y)|m |Ω(x − y)||x− y|n−αdxdy
&
(∫
P
ω(x)pdx
)−1/p
· |((E\B)× F ) ∩G| · aλ(b;Q)m|Q|−1+n/αǫ0.
Combining this and the fact
|((E\B)× F ) ∩G| ≥ |G| − |B||F | ≥ λ
8
|Q|2 − λ
8
|Q| · |Q|
2
≥ λ
16
|Q|2,
we obtain ∫
E\B
|(TΩ, α)mb (f)(x)|dx &
(∫
P
ω(x)pdx
)−1/p
· aλ(b;Q)m|Q|1+n/αǫ0.
This and the first estimate of this proof yields that(∫
E\B
|(TΩ, α)mb (f)(x)|qωq(x)dx
)1/q
≥
(∫
Q
ω−q
′
(x)dx
)−1/q′
·
(∫
P
ωp(x)dx
)−1/p
· aλ(b;Q)m|Q|1+n/αǫ0. (4.1)
It follows from the fact P ⊂ 4k0Q, the definition of Ap, q and the Ho¨lder inequality that(
1
|Q|
∫
P
ωp(x)dx
)1/p(
1
|Q|
∫
Q
ω−q
′
(x)dx
)1/q′
.
(
1
|Q|
∫
Q
ωp(x)dx
)1/p (
1
|Q|
∫
Q
ω−q
′
(x)dx
)1/q′
≤
(
1
|Q|
∫
Q
ωq(x)dx
)1/q (
1
|Q|
∫
Q
ω−p
′
(x)dx
)1/p′
. 1.
This and (4.1) yields that(∫
E\B
|(TΩ, α)mb (f)(x)|qωq(x)dx
)1/q
& aλ(b;Q)
m,
which completes this proof. 
As a direct conclusion of Proposition 4.2, following is an extension of Theorem 1.1 (ii) in [17]. Here,
we only state the unweighted BMO case for our further proof, the weighted BMO case is still valid.
Corollary 4.3. Let ω ∈ Ap, q, 1 < p, q < ∞, 0 ≤ α < n, 1/q = 1/p − α/n, m ∈ Z+. Let Ω be a
measurable function on Sn−1, which does not change sign and is not equivalent to zero on some open
subset of Sn−1. If (Tα)
m
b is a bounded operator from L
p(ωp) to Lq(ωq), then b ∈ BMO(Rn).
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4.2. Upper estimates.
Proposition 4.4. Let m ∈ Z+, b ∈ BMO(Rn), Ω ∈ L∞(Sn−1), ω ∈ Ap, q. For a cube Q, denote
by P,E, F,G the sets associated with Q mentioned in Proposition 4.1. Let f := (
∫
F
ω(x)pdx)−1/pχF .
Then, there exists a positive constant δ such that
‖(TΩ, α)mb (f)‖Lq(2d+1Q\2dQ,ωq) . 2−δdn/pdm.
for sufficient large d, where the implicit constant is independent of d and Q.
Proof. Since ωp ∈ Ap and F ⊂ P with |F | = 12 |P |, we have ωp(F ) & ωp(P )
f(x) =
(∫
F
ω(x)pdx
)−1/p
χF (x) .
(∫
P
ω(x)pdx
)−1/p
χP (x)
A direct calculation yields that
|(TΩ, α)mb (f)(x)| .
(∫
P
ω(y)pdy
)−1/p ∫
P
|b(x)− b(y)|m |Ω(x− y)||x− y|n−α dy
=
(∫
P
ω(y)pdy
)−1/p ∫
P
|b(x)− bP + bP − b(y)|m |Ω(x− y)||x− y|n−α dy
≤
(∫
P
ω(y)pdy
)−1/p ∑
i+j=m
Cim|b(x)− bP |i
∫
P
|bP − b(y)|j |Ω(x − y)||x− y|n−α dy.
Recall the equivalent norm of BMO(Rn)
‖b‖BMO(Rn) ∼ sup
Q˜
(∫
Q˜
|b(y)− bQ˜|jdy
)1/j
, (1 ≤ j <∞).
For x ∈ 2d+1Q\2dQ, observe that |x− y| ∼ 2dlQ for y ∈ P , we deduce that∫
P
|bP − b(y)|j |Ω(x − y)||x− y|n−α dy .
‖Ω‖L∞(Sn−1)
2d(n−α)|P |1−n/α
∫
P
|bP − b(y)|jdy
=
‖Ω‖L∞(Sn−1)
2d(n−α)|P |−n/α
1
|P |
∫
P
|bP − b(y)|jdy
.
‖Ω‖L∞(Sn−1)
2d(n−α)|P |−n/α ‖b‖
j
BMO(Rn).
Since ωq ∈ Aq, there exists a small positive constant ǫ ≤ ǫn/[ωq]A∞ , such that(
1
|Q˜|
∫
Q˜
ωq(1+ǫ)(x)dx
) 1
1+ǫ
≤ 2
|Q˜|
∫
Q˜
ωq(x)dx for all cubes Q˜.
From this and the Ho¨lder inequality, we obtain∥∥|b(·)− bP |i∥∥Lq(2d+1Q\2dQ,ωq)
≤ ∥∥|b(·)− bP |i∥∥Lq(2d+1Q,ωq)
≤
(∫
2d+vP
|b(x)− bP |iqωq(x)dx
)1/q
≤ |2d+vP |1/q
(
1
|2d+vP |
∫
2d+vP
|b(x)− bP |iq(1+ǫ)′dx
) 1
q(1+ǫ)′
(
1
|2d+vP |
∫
2d+vP
ω(x)q(1+ǫ)dx
) 1
q(1+ǫ)
. |2d+vP |1/q
(
1
|2d+vP |
∫
2d+vP
|b(x)− bP |iq(1+ǫ)′dx
) 1
q(1+ǫ)′
(
1
|2d+vP |
∫
2d+vP
ω(x)qdx
) 1
q
,
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where v is a positive constant independent of Q such that 2Q ⊂ 2vP . By the fact
|bP − b2d+vP | ≤ (d+ v) · 2n‖b‖BMO(Rn),
we have (
1
|2d+vP |
∫
2d+vP
|b(x)− bP |iq(1+ǫ)′dx
) 1
q(1+ǫ)′
. di +
(
1
|2d+vP |
∫
2d+vP
|b(x)− b2d+vP |iq(1+ǫ)
′
dx
) 1
q(1+ǫ)′
. di + ‖b‖iBMO(Rn) . di.
Combining this with the previous estimate yields
‖(TΩ, α)mb (f)‖Lq(2d+1Q\2dQ,ωq)
.
|2d+vP |1/qdi
2d(n−α)|P |−n/α
(
1
|2d+vP |
∫
2d+vP
ω(x)qdx
) 1
q
(∫
P
ω(x)pdx
)−1/p
. 2dn(1/q−1+α/n)di
(
1
|2d+1P |
∫
2d+1P
ω(x)qdx
) 1
q
(
1
|P |
∫
P
ω(x)pdx
)−1/p
.
By the property of Ap, there exists a small constant δ > 0, such that ω
p ∈ Ap−δ. This and the
doubling property of Ap−δ yields that∫
2d+vP
ω(x)pdx ≤ 2(d+v)n(p−δ)[ωp]Ap−δ
∫
P
ω(x)pdx,
which implies(
1
|P |
∫
P
ω(x)pdx
)−1/p
. 2−dn/p2dn(1−δ/p)
(
1
|2d+1P |
∫
2d+1P
ω(x)pdx
)−1/p
.
Thus,
‖(TΩ, α)mb (f)‖Lq(2d+1Q\2dQ,ωq)
. 2dn(1/q−1+α/n)di2−dn/p2dn(1−δ/p)
(
1
|2d+1P |
∫
2d+1P
ω(x)qdx
) 1
q
(
1
|2d+1P |
∫
2d+1P
ω(x)pdx
)−1/p
. 2−δdn/pdi
(
1
|2d+1P |
∫
2d+1P
ω(x)qdx
) 1
q
(
1
|2d+1P |
∫
2d+1P
ω(x)pdx
)−1/p
By the definition of Ap,q, we obtain(
1
|2d+1P |
∫
2d+1P
ω(x)qdx
)1/q (
1
|2d+1P |
∫
2d+1P
ω(x)−p
′
dx
)1/p′
. 1.
This together with following ineqaulity
1 .
(
1
|2d+1P |
∫
2d+1P
ω(x)−p
′
dx
)1/p′ (
1
|2d+1P |
∫
2d+1P
ω(x)pdx
)1/p
yields that (
1
|2d+1P |
∫
2d+1P
ω(x)qdx
) 1
q
(
1
|2d+1P |
∫
2d+1P
ω(x)pdx
)−1/p
. 1.
Thus, we get the desired estimate
‖(TΩ, α)mb (f)‖Lq(2d+1Q\2dQ,ωq) . 2−δdn/pdi . 2−δdn/pdm.

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4.3. Proof of Theorem 1.4. We only need to deal with the case that b is real-valued. If (TΩ, α)
m
b
is a compact operator from Lp(ωp) to Lq(ωq), then from Corollary 4.3, b ∈ BMO(Rn). To show
b ∈ CMO(Rn), we use a contradiction argument via Theorem 3.3. Observe that if b /∈ CMO(Rn), b
does not satisfy at least one of (1)-(3) in Theorem 3.3. We further consider the following three cases.
First suppose that b does not satisfies condition (1) in Theorem 3.3. There exist θ0 > 0 and a
sequence of cubes {Qj}∞j=1 with |Qj | ց 0 as j →∞, such that
aλ(b,Qj) ≥ θ0.
Given a cube Q, let E, F be the cubes mentioned in Proposition 4.1. Let f = (
∫
F
ω(x)pdx)−1/pχF .
Applying Propositions 4.2 and 4.4, there exist positive constants C0 and d0 independent of Q, such
that
‖(TΩ, α)mb (f)‖Lq(E\B,ωq) ≥ 2C0aλ(b;Q)m for |B| ≤
λ
8
|Q|,
and
‖(TΩ, α)mb (f)‖Lq(Rn\2d0Q,ωq) ≤ C0θm0 .
Take a subsequence of {Qj}∞j=1, also denoted by {Qj}∞j=1 such that
|Qj+1|
|Qj | ≤ min{
λ2
64
, 2−2d0n}.
Denote Bj :=
(
|Qj−1|
|Qj |
) 1
2n
Qj , j ≥ 2. It is easy to check( |Qj−1|
|Qj |
) 1
2n
≥ 2d0 , |Bj | ≤ λ
8
|Qj−1|.
Moreover, for any k > j, we have
2d0Qk ⊂ Bk, |Bk| ≤ λ
8
|Qj |.
Denote by Ej , Fj the sets associated with Qj as mentioned in Proposition 4.1. Let
fj :=
(∫
Fj
ω(x)pdx
)−1/p
χFj .
Again, for any k > j ≥ 1, we obtain
‖(TΩ, α)mb (fj)‖Lq(Ej\Bk,ωq) ≥ 2C0aλ(b;Q)m ≥ 2C0θm0
and
‖(TΩ, α)mb (fk)‖Lq(Ej\Bk,ωq) ≤ ‖(TΩ, α)mb (fk)‖Lq(Rn\2d0Qk,ωq) ≤ C0θm0 .
From this we get
‖(TΩ, α)mb (fj)− (TΩ, α)mb (fk)‖Lq(Rn,ωq)
≥ ‖(TΩ, α)mb (fj)− (TΩ, α)mb (fk)‖Lq(Ej\Bk,ωq)
≥ ‖(TΩ, α)mb (fj)‖Lq(Ej\Bk,ωq) − ‖(TΩ, α)mb (fk)‖Lq(Ej\Bk,ωq) ≥ C0θm0 ,
which leads to a contradiction with the compactness of (TΩ, α)
m
b .
A similar contradiction argument is valid for the proof of condition (2), we omit the details here.
It remains to prove b satisfies condition (3).
Assume that b satisfies (2) but does not satisfy (3). Hence, there exists θ1 > 0 and a sequence of
cube {Q˜j}∞j=1 with |Q˜j | . 1 such that
Q˜j ∩Rj = ∅, aλ(b, Q˜j) ≥ θ1.
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Denote by E˜j , F˜j the sets associated with Q˜j as mentioned in Proposition 4.1. Let C0 be the
constant mentioned in the proof of condition (1). Let
f˜j :=
(∫
F˜j
ω(x)pdx
)−1/p
χF˜j .
By Proposition 4.4, there exists a positive constant d1 independent of Q˜j , such that
‖(TΩ, α)mb (f˜j)‖Lq(Rn\2d1 Q˜j ,ωq) ≤ C0θm1 .
Take d2 ≥ d1 such that E˜j ⊂ 2d2Q˜j , then take a subsequence of {Q˜j}∞j=1, still denoted by {Q˜j}∞j=1
such that
2d2Q˜i ∩ 2d2Q˜j = ∅, i 6= j.
For any k 6= j, note that 2d1Q˜k ∩ E˜j ⊂ 2d2Q˜k ∩ 2d2Q˜j = ∅, we apply Propositions 4.2 and 4.4 to get
‖(TΩ, α)mb (f˜j)‖Lq(E˜j\2d1Q˜k,ωq) = ‖(TΩ, α)
m
b (f˜j)‖Lq(E˜j ,ωq) ≥ 2C0aλ(b; Q˜j)m ≥ 2C0θm1
and
‖(TΩ, α)mb (f˜k)‖Lq(E˜j\2d1Q˜k,ωq) ≤ ‖(TΩ, α)mb (f˜k)‖Lq(Rn\2d1 Q˜k,ωq) ≤ C0θm1 .
From this we get
‖(TΩ, α)mb (f˜j)− (TΩ, α)mb (f˜k)‖Lq(Rn,ωq)
≥ ‖(TΩ, α)mb (f˜j)− (TΩ, α)mb (f˜k)‖Lq(E˜j\2d1 Q˜k,ωq)
≥ ‖(TΩ, α)mb (f˜j)‖Lq(E˜j\2d1Q˜k,ωq) − ‖(TΩ, α)mb (f˜k)‖Lq(E˜j\2d1 Q˜k,ωq) ≥ C0θm1 ,
which leads to a contradiction with the compactness of (TΩ, α)
m
b .
5. Compactness of iterated commutators
In this section, we first establish a result on the boundedness of multilinear commutator on weighted
Lebesgue spaces in Subsection 5.1. Using this result, we further present the proof of Theorem 1.5 in
Subsection 5.2.
5.1. boundedness of multilinear commutators. In this subsection, we study the boundedness
of multilinear commutators. It is well known that the conjugation method is an efficient way to
get the boundedness of commutators, see [20] for more details. We will apply this method in our
multi-linear case. When p ∈ (1,∞) is fixed, we denote by σ := ω1−p′ the dual weight, which satisfies
[σ]
1/p′
Ap′
= [ω]
1/p
Ap
by a simple calculation. Define
(ω)A∞ := max{[ω]A∞ , [σ]A∞}.
To begin with, we give the following two lemmas with slight modifications of Lemma 2.1 in [9].
Lemma 5.1. Let p ∈ (1,∞), ω ∈ Ap, bj ∈ BMO(Rn) for j = 1, 2, · · ·m. There exists a constant
κn,p,m depending only on the indicated parameters, such that
[eRe(
∑m
j=1 bjzj)ω]Ap ≤ 4p[ω]Ap
for all zj ∈ C with
|zj| ≤ κn,p,m‖bj‖BMO(Rn)(1 + (ω)A∞)
.
Proof. From the reverse Ho¨lder inequality and the John-Nirenberg inequality, there exists a constant
ηn such that for any cube Q, η ∈ (0,≤ ηn/(ω)A∞ ] and b ∈ BMO(Rn) with ‖b‖BMO(Rn) ≤ ηn,(
1
|Q|
∫
Q
ω(x)1+ηdx
) 1
1+η
≤ 2 1|Q|
∫
Q
ω(x)dx,
(
1
|Q|
∫
Q
σ(x)1+ηdx
) 1
1+η
≤ 2 1|Q|
∫
Q
σ(x)dx
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and
1
|Q|
∫
Q
e|b(x)−bQ|dx ≤ 2,
where σ := ω1−p
′
. Denote r := 1 + ηn/(ω)A∞ and b(x) · z :=
∑m
j=1 bj(x)zj . The Ho¨lder inequality
and reverse Ho¨lder inequality imply that(
1
|Q|
∫
Q
eRe(b(x)·z)ω(x)dx
)(
1
|Q|
∫
Q
(eRe(b(x)·z)ω(x))1−p
′
dx
)p−1
≤
(
1
|Q|
∫
Q
ωr(x)dx
) 1
r
(
1
|Q|
∫
Q
er
′Re(b(x)·z)dx
) 1
r′
(
1
|Q|
∫
Q
σr(x)dx
) p−1
r
×
(
1
|Q|
∫
Q
er
′(1−p′)Re(b(x)·z)dx
) p−1
r′
≤ 2p
(
1
|Q|
∫
Q
ω(x)dx
)(
1
|Q|
∫
Q
σ(x)dx
)p−1(
1
|Q|
∫
Q
er
′Re(b(x)·z)dx
) 1
r′
×
(
1
|Q|
∫
Q
er
′(1−p′)Re(b(x)·z)dx
) p−1
r′
≤ 2p[ω]Ap
(
1
|Q|
∫
Q
er
′Re(b(x)·z)dx
) 1
r′
(
1
|Q|
∫
Q
er
′(1−p′)Re(b(x)·z)dx
) p−1
r′
≤ 2p[ω]Ap
m∏
j=1
(
1
|Q|
∫
Q
emr
′Re(bj(x)zj)dx
) 1
mr′
m∏
j=1
(
1
|Q|
∫
Q
emr
′(1−p′)Re(bj(x)zj)dx
) p−1
mr′
.
Observing 1r′ =
ηn
ηn+(ω)A∞
, we take κn,p,m such that for any j = 1, 2, · · · ,m,
κn,p,m
‖bj‖BMO(Rn)(1 + (ω)A∞)
≤ min
{
ηn
mr′‖bj‖BMO(Rn)
,
ηn
mr′(1− p′)‖bj‖BMO(Rn)
}
.
Then for |zj | ≤ κn,p,m‖bj‖BMO(Rn)(1+(ω)A∞ ) , we have(
1
|Q|
∫
Q
eRe(b(x)·z)ω(x)dx
)(
1
|Q|
∫
Q
(eRe(b(x)·z)ω(x))1−p
′
dx
)p−1
≤ 2p[ω]Ap
m∏
j=1
(
1
|Q|
∫
Q
emr
′[Re(bj(x)zj)−(Re(bj(x)zj))Q]dx
) 1
mr′
×
m∏
j=1
(
1
|Q|
∫
Q
emr
′(1−p′)[Re(bj(x)zj)−(Re(bj(x)zj))Q]dx
) p−1
mr′
≤ 2p[ω]Ap
m∏
j=1
2
1
mr′
m∏
j=1
2
p−1
mr′ = 2p+p/r
′
[ω]Ap ≤ 4p[ω]Ap .

Lemma 5.2. Let p, q ∈ (1,∞), ω ∈ Ap,q, bj ∈ BMO(Rn) for j = 1, 2, · · ·m. There exists a constant
κn,p,q,m depending only on the indicated parameters, such that
[eRe(
∑m
j=1 bjzj)ω]Ap, q ≤ 41+q/p
′
[ω]Ap, q
for all zj ∈ C with
|zj| ≤ κn,p,q,m‖bj‖BMO(Rn)(1 + (ω)A∞)
.
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Proof. Recall
ω ∈ Ap, q ⇐⇒ ωq ∈ A1+ q
p′
, [ω]Ap, q = [ω
q]A1+q/p′ .
By Lemma 5.1, there exists a constant κn,p,q,m such that
[eqRe(
∑m
j=1 bjzj)ωq]A1+ q
p′
≤ 41+q/p′ [ωq]A1+ q
p′
for all zj ∈ C with
|zj | ≤ κn,p,q,m‖bj‖BMO(Rn)(1 + (ωq)A∞)
.
Hence,
[eRe(
∑m
j=1 bjzj)ω]Ap, q = [e
qRe(
∑m
j=1 bjzj)ωq]A1+ q
p′
≤ 41+q/p′ [ωq]A1+ q
p′
= 41+q/p
′
[ω]Ap, q .

For a vector-valued function b := (b1, b2, · · · , bm) with bj ∈ BMO(Rn), 1 ≤ j ≤ m, and a ρ-type
operator TKα , the multi-linear commutator is defined by
(TKα)
m
b
:= [bm, · · · [b2, [b1, TKα ]] · · · ].
We then have the following conclusion.
Theorem 5.3. Let 1 < p, q < ∞, 1/q = 1/p− α/n with 0 ≤ α < n, ω ∈ Ap,q. For a vector-valued
function b := (b1, b2, · · · , bm), bj ∈ BMO(Rn), m ≥ 2, we have
‖(TKα)mb ‖Lq(ωq) .
m∏
j=1
‖bj‖BMO(Rn)‖f‖Lp(ωp).
Proof. Denote b · z := ∑mj=1 bjzj , where z := (z1, z2, · · · , zm) ∈ Cm. Write (TKα)mb as a complex
integral operator using the Cauchy integral theorem by
(TKα)
m
b
f =
(
∂
∂zm
· · ·
(
∂
∂z2
(
∂
∂z1
eb·zT (fe−b·z)|z1=0
)) ∣∣∣∣
z2=0
· · ·
)∣∣∣∣
zm=0
=
1
(2πi)m
∫
|zm|=ǫm
· · ·
∫
|z1|=ǫ1
eb·zT (e−b·zf)∏m
j=1 z
2
j
dz1 · · · dzm,
where we take
ǫj :=
κn,p,q,m
‖bj‖BMO(Rn)(1 + (ω)A∞)
from Lemma 5.2. This implies that for b · z such that |zj | = ǫj, 1 ≤ j ≤ m,
eRe(b·z)ω ∈ Ap,q.
Hence, by the well known boundedness of TKα (see [14, 15]),
‖(TKα)mb f‖Lq(ωq) ≤
1∏m
j=1 ǫj
sup
|zj|=ǫj
‖eb·zT (e−b·zf)‖Lq(ωq)
≤ 1∏m
j=1 ǫj
sup
|zj|=ǫj
‖eRe(b·z)T (e−b·zf)‖Lq(ωq)
=
1∏m
j=1 ǫj
sup
|zj|=ǫj
‖T (e−b·zf)‖Lq((eRe(b·z)ω)q)
.
1∏m
j=1 ǫj
sup
|zj|=ǫj
‖e−b·zf‖Lp((eRe(b·z)ω)p) =
1∏m
j=1 ǫj
‖f‖Lp(ωp).
By the definition of ǫj , we get the desired conclusion. 
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5.2. Proof of Theorem 1.5. In this subsection, we establish the compactness of iterated commuta-
tors. Firstly, we recall the following weighted Fre´chet-Kolmogorov theorem obtained in [4].
Lemma 5.4. Let p ∈ (1,∞), ω ∈ Ap. A subset E of Lp(ω) is precompact (or totally bounded) if the
following statements hold:
(a) E is uniformly bounded, i.e., supf∈E‖f‖Lp(ω) . 1;
(b) E uniformly vanishes at infinity, that is,
lim
N→∞
∫
|x|>N
|f(x)|pω(x)dx→ 0, uniformly for all f ∈ E.
(c) E is uniformly equicontinuous, that is,
lim
ρ→0
sup
y∈B(0,ρ)
∫
Rn
|f(x+ y)− f(x)|pω(x)dx→ 0, uniformly for all f ∈ E.
Proof of Theorem 1.5. By the definition of compact operator, we will verify the set
A(K, b) := {(TKα)mb (f) : ‖f‖Lp(ωp) ≤ 1}
is precompact. Suppose b ∈ CMO(Rn). For any ǫ > 0 there exists a C∞c function bǫ such that
‖b− bǫ‖BMO(Rn) < ǫ.
Recall an elementary formula
bm − bmǫ = (b − bǫ)(bm−1 + bm−2bǫ + · · ·+ bm−1ǫ ).
From this and Theorem 5.3, we obtain
‖(TKα)mb − (TKα)mbǫ‖Lp(ωp)→Lq(ωq) . ǫ‖b‖m−1BMO(Rn).
Thus, in order to verify the set A(K, b) is precompact, or equivalently, totally bounded on Lq(ωq), we
only need to consider the case of b ∈ C∞c (Rn).
Moreover, observe that for a general weight ω, the norm of the space Lq(ωq) is not invariant under
translation. Keep the assumption b ∈ C∞c (Rn), a further reduction for the kernel K is needed. As
mentioned in [4], the idea of considering truncated operators to prove compactness results goes back to
Krantz and Li [13]. Take ϕ ∈ C∞c (Rn) supported on B(0, 1) such that ϕ = 1 on B(0, 1/2), 0 ≤ ϕ ≤ 1.
Let ϕδ(x) := ϕ(
x
δ ), K
δ
α(x, y) := Kα(x, y) · (1− ϕδ(x− y)). For |x− x′| < |x− y|/2, we have
|Kδα(x, y)−Kδα(x′, y)|+ |Kδα(y, x)−Kδα(y, x′)|
≤ |Kα(x, y)−Kα(x′, y)|+ |Kα(y, x)−Kα(y, x′)|
+ (|Kα(x, y)|+ |Kα(y, x)|) · |ϕδ(x − y)− ϕδ(x′ − y)|
.
1
|x− y|n−α ρ
( |x− x′|
|x− y|
)
+
1
|x− y|n−α |ϕδ(x − y)− ϕδ(x
′ − y)|.
(5.1)
It follows from the mean value formula that for some θ ∈ (0, 1),
|ϕδ(x− y)− ϕδ(x′ − y)| ≤
∣∣∣∣∇ϕ( (1 − θ)x+ θx′ − yδ
)∣∣∣∣ · |x− x′|δ .
From this and
|∇ϕ(x)| . χ1/2≤|x|≤1(x), |(1 − θ)x+ θx′ − y| ∼ |x− y|,
we obtain
|ϕδ(x − y)− ϕδ(x′ − y)| . |x− x
′|
|x− y| .
Combining this estimate with (5.1) yields
|Kδα(x, y)−Kδα(x′, y)|+ |Kδα(y, x)−Kδα(y, x′)| .
1
|x− y|n−α
(
ρ
( |x− x′|
|x− y|
)
+
|x− x′|
|x− y|
)
.
1
|x− y|n−α ρ˜
( |x− x′|
|x− y|
)
,
A REVISIT ON THE COMPACTNESS OF COMMUTATORS 21
where the function ρ˜(t) := ρ(t) + t also satisfies the Dini condition. Moreover,
|(TKδα)mb f(x)− (TKα)mb f(x)| ≤
∣∣∣∣∫
Rn
(b(x)− b(y))mϕδ(x− y)Kα(x, y)f(y)dy
∣∣∣∣
≤
∫
|x−y|≤δ
|f(y)|
|x− y|n−α−m dy.
By the usual dyadic decomposition method, we get∫
|x−y|≤δ
|f(y)|
|x− y|n−α−m dy =
∞∑
j=0
∫
2−(j+1)δ≤|x−y|≤2−jδ
|f(y)|
|x− y|n−α−m dy
≤
∞∑
j=0
(2−jδ)m
∫
2−(j+1)δ≤|x−y|≤2−jδ
|f(y)|
|x− y|n−α dy
.
∞∑
j=0
2−jmδmMα(f)(x) . δ
mMα(f)(x).
From the above two estimates we get
‖(TKδα)mb f − (TKα)mb f‖Lq(ωq) . δm‖Mαf‖Lq(ωq) . δm‖f‖Lp(ωp).
Since δ can be chosen arbitrarily small, we only need to verify A(Kδ, b) is totally bounded, where
δ > 0, b ∈ C∞c (Rn). Thanks to Lemma 5.4, we only need to check the conditions (a)-(c) for A(Kδ, b).
Without loss of generality, we assume that b is supported in a cube Q centered at the origin. By the
boundedness of (TKδα)
m
b , A(K
δ, b) is a bounded set in Lq(ωq), which shows the correction of condition
(a).
For x ∈ (2Q)c,
|(TKδα)mb (f)(x)| =
∣∣∣∣∫
Rn
(b(y))mKδα(x, y)f(y)dy
∣∣∣∣
.
‖b‖mL∞
|x|n−α
∫
Q
|f(y)|dy
.
‖b‖mL∞
|x|n−α ‖f‖Lp(ωp)
(∫
Q
ω−p
′
(x)dx
)1/p′
.
Take N > 2,(∫
(2NQ)c
|(TKδα)mb (f)(x)|qω(x)qdx
)1/q
.
(∫
(2NQ)c
ω(x)q
|x|q(n−α) dx
)1/q (∫
Q
ω−p
′
(x)dx
)1/p′
.
Since ωq ∈ A q(n−α)
n
, there exists a positive constant δ > 0 such that ωq ∈ A q(n−α)
n −δ
. By the doubling
property of A q(n−α)
n −δ
we obtain∫
2dQ
ω(x)qdx ≤ 2dq(n−α)−dnδ[ωq]A q(n−α)
n
−δ
∫
Q
ω(x)qdx,
which implies ∫
2d+1Q\2dQ
ω(x)q
|x|q(n−α) dx .
2dq(n−α)−dnδ
2dq(n−α)
= 2−dnδ.
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Thus, (∫
(2NQ)c
|(TKδα)mb (f)(x)|qω(x)qdx
)1/q
.
 ∞∑
j=0
∫
2N+j+1Q\2N+jQ
ω(x)q
|x|q(n−α) dx
1/q
.
 ∞∑
j=0
2−(N+j)nδ
1/q = 2−Nnδ
 ∞∑
j=0
2−jnδ
1/q
which tends to zero as N tends to infinity. This proves condition (b).
It remains to prove that A(Kδ, b) is equicontinuous in Lq(ωq). Assume that ‖f‖Lp
wp
(Rn) = 1. Take
z ∈ Rn with |z| ≤ δ8 , then
(TKδα)
m
b (f)(x+ z)− (TKδα)mb (f)(x)
=
∫
Rn
(b(x+ z)− b(y))m(Kδα(x+ z, y)−Kδα(x, y))f(y)dy
+
∫
Rn
(
(b(x+ z)− b(y))m − (b(x)− b(y))m)Kδα(x, y)f(y)dy
=: I1(x, z) + I2(x, z).
We start the estimate of the first term. Observing that Kδα(x + z, y) and K
δ
α(x, y) both vanish when
|x− y| ≤ δ4 , then
|I1(x, z)| ≤
∫
|x−y|≥δ/4
|b(x+ z)− b(y)|m|Kδα(x+ z, y)−Kδα(x, y)| · |f(y)|dy
.
∫
|x−y|≥δ/4
1
|x− y|n−α ρ˜
( |z|
|x− y|
)
|f(y)|dy
=
∞∑
j=0
∫
2j−2δ≤|x−y|≤2j−1δ
1
|x− y|n−α ρ˜
( |z|
|x− y|
)
|f(y)|dy
≤
∞∑
j=0
ρ˜
(
22−j|z|
δ
)∫
2j−2δ≤|x−y|≤2j−1δ
1
|x− y|n−α |f(y)|dy .
∞∑
j=0
ρ˜
(
22−j |z|
δ
)
Mα(f)(x).
From this and the following estimate
∞∑
j=0
ρ˜
(
22−j |z|
δ
)
≤
∞∑
j=0
∫ 2−j+1
2−j
ρ˜(4t|z|/δ)
2−j
dt .
∫ 2
0
ρ˜(4t|z|/δ)
t
dt =
∫ 8|z|/δ
0
ρ˜(t)
t
dt,
we obtain
‖I1(·, z)‖Lq(ωq) .
(∫ 8|z|/δ
0
ρ˜(t)
t
dt
)
‖Mαf‖Lq(ωq) .
(∫ 8|z|/δ
0
ρ˜(t)
t
dt
)
‖f‖Lp(ωp) ≤
∫ 8|z|/δ
0
ρ˜(t)
t
dt.
This shows that ‖I1(·, z)‖Lq(ωq) → 0 as |z| → 0.
Divide the second term I2(x, z) by
I2(x, z) =
∫
Rn
(
(b(x+ z)− b(y))m − (b(x)− b(y))m)Kδα(x, y)f(y)dy
=
∫
|x−y|>δ
(
(b(x+ z)− b(y))m − (b(x)− b(y))m)Kα(x, y)f(y)dy
+
∫
δ/2≤|x−y|≤δ
(
(b(x+ z)− b(y))m − (b(x)− b(y))m)Kδα(x, y)f(y)dy
=:I2,1(x, z) + I2,2(x, z).
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Next, we write
(b(x+ z)− b(y))m − (b(x) − b(y))m =(b(x+ z)− b(x) + b(x)− b(y))m − (b(x)− b(y))m
=
m∑
i=1
Cim(b(x+ z)− b(x))i(b(x) − b(y))m−i
=
m∑
i=1
Cim(b(x+ z)− b(x))i
m−i∑
j=0
Cjm−ib(x)
jb(y)m−i−j
Hence,
|I2,1(x, z)| ≤
m∑
i=1
Cim|b(x+ z)− b(x)|i
m−i∑
j=0
Cjm−i|b(x)|j
∣∣∣∣∣
∫
|x−y|>δ
Kα(x, y)b(y)
m−i−jf(y)dy
∣∣∣∣∣
≤
m∑
i=1
Cim|b(x+ z)− b(x)|i
m−i∑
j=0
Cjm−i|b(x)|j |T ∗Kα(bm−i−jf)(x)|
.|z|
m−i∑
j=0
Cjm−i|T ∗Kα(bm−i−jf)(x)|.
From this and the Lp(ωp)→ Lq(ωq) boundedness of T ∗Kα , we obtain
‖I2,1(·, z)‖Lq(ωq) . |z| ·
m−i∑
j=0
Cjm−i‖T ∗Kα(bm−i−jf)‖Lq(ωq) . |z| · ‖f‖Lp(ωp) ≤ |z|.
On the other hand,∣∣∣∣∣
∫
δ/2≤|x−y|≤δ
Kδα(x, y)b(y)
m−i−jf(y)dy
∣∣∣∣∣ .
∫
δ/2≤|x−y|≤δ
|Kδα(x, y)| · |f(y)|dy
.
1
δn−α
∫
δ/2≤|x−y|≤δ
|f(y)|dy .Mα(f)(x).
This and the similar estimate of I2,1 imply that
|I2,2(x, z)| ≤
m∑
i=1
Cim|b(x+ z)− b(x)|i
m−i∑
j=0
Cjm−i|b(x)|j
∣∣∣∣∣
∫
δ/2≤|x−y|≤δ
Kδα(x, y)b(y)
m−i−jf(y)dy
∣∣∣∣∣
.|z|Mα(f)(x).
Hence,
‖I2,2(·, z)‖Lq(ωq) . |z|‖Mαf‖Lq(ωq) . |z|‖f‖Lp(ωp) ≤ |z|.
It follows from above estimates of I1, I2,1 and I22 that
‖(TKδα)mb (f)(·+ z)− (TKδα)mb (f)(·)‖Lq(ωq) → 0,
as |z| → 0, uniformly for all f with ‖f‖Lp(ωp) ≤ 1. 
Remark 5.5. By a slight modification of the above proof, one can verify that the result of Theorem
1.5 is still valid in the multilinear setting. More precisely, for a sequence of functions bj ∈ CMO(Rn),
j = 1, 2, · · · ,m, (TKα)mb is a compact operator from Lp(ωp) to Lq(ωq).
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