Critical to the understanding of the genetic basis for complex diseases is the modeling of human variation. Most of this variation can be characterized by single nucleotide polymorphisms (SNPs) which are mutations at a single nucleotide position. To characterize the genetic variation between different people, we must determine an individual's haplotype or which nucleotide base occurs at each position of these common SNPs for each chromosome. In this paper, we present results for a highly accurate method for haplotype resolution from genotype data. Our method leverages a new insight into the underlying structure of haplotypes which shows that SNPs are organized in highly correlated "blocks". In a few recent studies (see Daly et al. (2001); Patil et al. (2001) ), considerable parts of the human genome were partitioned into blocks, such that the majority of the sequenced genotypes have one of about four common haplotypes in each block. Our method partitions the SNPs into blocks and for each block, we predict the common haplotypes and each individual's haplotype. We evaluate our method over biological data. Our method predicts the common haplotypes perfectly and has a very low error rate (less than ¢ ¡ over the data from Daly et al. (2001) .) when taking into account the predictions for the uncommon haplotypes. Our method is extremely efficient compared to previous methods, such as PHASE and HAPLOTYPER. Its efficiency allows us to find the block partition of the haplotypes, to cope with missing data and to work with large data sets. Availability: The algorithm is available via webserver at
INTRODUCTION
Most of the variation within a population can be characterized by single nucleotide polymorphisms (SNPs) which are mutations at a single nucleotide position that occurred once in human history and were passed on through heredity. Approximately 10 million common SNPs (NIH (2002) ; Group (2001) ), each with a frequency of 10% to 50% account for the majority of the variation between DNA sequences of different people (Patil et al. (2001) ). To characterize an individual's variation, we must determine an individual's haplotype or which nucleotide base occurs at each position of these common SNPs for each chromosome. By correlating an individual's haplotypes with the presence of a disease, researchers can better understand complex diseases. The effort to characterize human variation, currently a major focus for the NIH, will be a tremendous undertaking requiring obtaining the haplotype information from a large collection of individuals from diverse populations (NIH (2002)).
Although the two chromosomes of an individual can be separated and analyzed independently as in Patil et al. (2001) , current technology suitable for large scale polymorphism screening obtains genotype information at each SNP. The genotype gives the bases at each SNP for both copies of the chromosome, but loses the information as to the chromosome on which each base appears. Consider a SNP where there are two common bases, respectively and we can infer that the base appears in both chromosomes. In the heterozygous cases, the genotype will be ¥ (for heterozygous) and we can infer that in one chromosome, we have an . Without any other information, such as the genotypes from related individuals, it is impossible to determine the individual's Daly et al. (2001) . The block contains 5 SNPs over 11 kilobases. The horizontal line separates the common haplotypes from rare haplotypes. The first column shows the haplotypes from the transmitted chromosomes. The second column shows the same haplotypes but mapped to 0,1 representation. The 0 represents the common nucleotide at the position, while the 1 represents the rare nucleotide at the position. The third column is the frequency of the haplotype block in the transmitted chromosomes. Note that any chromosome that contained any ambiguity in the block due either to missing data or heterozygous genotypes for all members of the trio was omitted.
actual haplotypes. This problem of haplotype resolution is often referred to as the phase problem. Recent studies in linkage disequilibrium (Goldstein & Weale (2001) ; Reich et al. (2001) ) characterizing human haplotype structure observe that for the individuals and the specific regions they consider, the SNPs are grouped into "blocks" of limited diversity perhaps due to recent bottlenecks in human history. In each block containing SNPs, typically around four haplotypes account for the majority of the haplotypes in the population. Consider the haplotype block shown in Table 1 consisting of 5 SNPs over 11 kilobases from a recent paper, Daly et al, 2001 . We can map each of these haplotypes to the 0,1 representation where 0 represents the common nucleotide and 1 represents the rare nucleotide. The 0,1 representation for block 6 is also shown in Table 1 . Note that of the haplotypes in the population are one of four common haplotypes.
Existing methods to resolve haplotypes include the original approach of (Clark (1990) ), parsimony approaches (Gusfield (2000 (Gusfield ( , 2001 ; Lancia et al. (2001) ), maximum likelihood methods (Excoffier & Slatkin (1995) ; Fallin & Schork (2000) ; Hawley & Kidd (1995) ; Long et al. (1995) ), statistical methods such as PHASE (Stephens et al. (2001) ) and HAPLOTYPER Niu et al. (2001) , and perfect phylogeny-based approaches (Gusfield (2003) ). Some of those previous methods implicitly assume limited diversity of the haplotypes in the population. This assumption does not hold over long regions. Consider the entire " ! # kilobase region examined in Daly et al. (2001) . Out of the
haplotypes in the population, the most common haplotype appears . In this paper, we present results for a highly accurate method for haplotype resolution from genotype data, the HAP algorithm. HAP takes as input a population of genotypes and partitions the SNPs into blocks of limited diversity. For each block HAP predicts the common haplotypes as well as the haplotypes of each individual in the population. We also show that the common haplotypes roughly fit a perfect phylogeny model. Essentially, HAP can effectively predict the haplotypes for unrelated individuals. This ability significantly reduces the costs and difficulties of characterizing human variation since it eliminates the need for collecting genotype data from complete trios.
Haplotypes can be resolved from genotype data by making the assumption that most of the haplotypes within a block of limited diversity will loosely fit the perfect phylogeny model. This method for resolving haplotypes was first proposed in Gusfield (2003) . The perfect phylogeny model assumes an infinite site mutation model and allows no recombinations (Hudson (1990) ). The infinite site mutation model makes the assumption that at each SNP site, a mutation only happened once in human history. This model forbids recurrent mutations or back mutations. The assumptions of the model imply that a chromosome with a mutation at a SNP is a direct descendant from the chromosome of the ancestor in which the mutation occurred. Likewise, any chromosome without the mutation can not be a descendant of a chromosome that has the mutation. Clearly, these assumptions are not realistic although it is reasonable to assume that recombinations and recurrent mutations are relatively rare events within a block. Thus, we consider a relaxed model which allows for a certain number of recurrent mutations and recombinations within a block. A similar approach to ours is the strict perfect phylogeny model approach of Gusfield (2003) ; Bafna et al. (2002a) . However, in this paper, we show that only if we relax the assumptions of the perfect phylogeny model do these type of approaches work over real data.
We compared HAP to two of the most popular methods for phase resolution (HAPLOTYPER and PHASE), and found that HAP is considerably faster than both in all cases, and just as or more accurate than both methods in most cases. In fact, in some of the experiments we ran, HAPLOTYPER was still running without giving results after hours of CPU while HAP made predictions in seconds.
RESULTS

Predicting
Haplotypes from Genotypes We performed our experiments over two data sets presented in Daly et al. (2001) and Gabriel et al. (2002) . The data from Daly et al. (2001) contains a set of genotypes for The pedigree information allows us to infer the haplotypes from the genotypes for most of the SNPs, assuming Mendelian genetics, that is, assuming no recombination. For the Daly et al. (2001) data, we only use the children's genotypes as an input to the algorithms, ensuring that the genotypes are independent. We use the pedigree information in order to evaluate the accuracy of the algorithms.
The Daly et al. (2001) data is partitioned into SNPs and are only given their genotypes. We apply our algorithm to determine the block partition.
We then compare our predictions to the predictions of PHASE and HAPLOTYPER.
Over the Gabriel et al. (2002) data, since no partition of the SNPs is defined in the data, we partition the regions into blocks and predict the haplotypes within each block. We also make predictions using PHASE and HAPLOTYPER over our predicted blocks.
Predicting Haplotypes within a Block
In the first set of experiments, for each of the ! & ! blocks as defined in Daly et al. (2001) we predicted the common haplotypes from the genotypes of the children in the trios as well as each child's haplotype. In all cases the predictions for the common haplotypes are correct. A significant portion of the data is missing,
of the total genotype data. This missing data comes from various sources of experimental error. In addition to resolving the heterozygous genotypes, we resolve the missing data. Throughout the paper, the error rate is the number of bases predicted incorrectly divided by the number of heterozygous and missing genotypes. The number of bases predicted incorrectly is the Hamming distance between the predicted haplotypes and the correct haplotypes in the best of the two possible assignments of the pairs of predicted to correct haplotypes. In our predictions, over the SNPs, the error rate is only " ) 1 " ! 8
and the error rate in the presence of missing data is only
, significantly lower the amount of missing genotype data. Over individuals that contain the common haplotypes, our predictions are perfect. The errors only occur for individuals who have an uncommon haplotype. A comparison of the error rates with those of PHASE and HAPLOTYPER are shown in Table 2 and 3.
The program takes only a few seconds to make each of these haplotype predictions, while PHASE and HAPLO-TYPER took significantly longer. Running times for each of these programs is shown in Table 4 Table 2 . Predictions over blocks defined by Daly et al. (2001) . The second column shows the common haplotypes as presented in Daly et al. 2001 . The third column shows the predicted common haplotypes and the fourth gives their frequencies. The fifth through seventh columns give the error rate after resolving all missing data. The error rate is the total number of errors in the predictions divided by the total number of heterozygous and missing genotypes in the block. "dnf" in the error rate corresponds to when the HAPLOTYPER program failed on the input. The total error rate over all blocks for HAP is Table 4 . CPU time measured in seconds for prediction of haplotypes within blocks in data from Daly et al. (2001) . "dnf" stands for "did not finish" after several hours of computation.
Predicting Blocks from Genotypes Typically, we must determine the block partition directly from the genotype data. We first make haplotype predictions for all possible blocks using the local haplotype prediction algorithm and discard any blocks with more than five common haplotypes since we are looking for low diversity regions. We chose the number five, since in Daly et al. (2001) , Patil et al. (2001) and in Gabriel et al. (2002) the number of common haplotypes is smaller than five in the vast majority of cases. However, we can use the same dynamic programming using any criterion for determining candidate blocks. Out of those candidate blocks, we choose the optimal block partition. There are a few possible criteria to determine which is a good block partition such as linkage disequilibrium based criteria Daly et al. (2001) or information based criteria Bafna et al. (2002b) . One possible criterion for determining a good block partition is minimizing the sum of the number of representative SNPs over all blocks. This criterion has been used to partition blocks on a larger scale (Patil et al. (2001); Zhang et al. (2002) ).
For each block, we can define a set of representative SNPs that are sufficient to determine an individual's haplotypes. In Table 1 Table 5 . Results from predictions over the Gabriel et al. (2002) .
individual has one of the common haplotypes). On the other hand, if we observe
, and R , we can infer the individual has the second haplotype. The minimum number of representative SNPs is three. That is, no two SNPs can distinguish the four common haplotypes.
Using dynamic programming, we choose the best block partition for the data from Daly et al. (2001) where the objective is to minimize the number of representative SNPs over the entire block partition. The total error rate for predictions in these blocks for for HAP is " ) 7 S ! 5 2
, for PHASE is " ) 7 S ! # and for HAPLOTYPER is " ) 7 2 6 & & 6 over the regions that HAPLOTYPER returned a prediction.
The exact predicted block partition is described in supplementary materials on the website. The block partition varies from the partition described in Daly et al. (2001) (shown in Table 2 ) since the criteria for defining block partitions are different. Our criterion, to minimize the number of representative SNPs, is consistent with the criterion in Patil et al. (2001) while the criterion in Daly et al. (2001) determines blocks by estimating the recombination frequencies between blocks.
For the Gabriel et al. (2002) data, we partition each of the & $ regions for both populations into blocks and make predictions over the haplotypes within each block. For each block, we make predictions for each individual. We measure the error rate by inferring the actual haplotypes from the pedigrees. In some cases for the multi-generational pedigrees, there were conflicts in the inference perhaps due to recombination. For the evaluation, we omitted any pedigrees that had conflicts. Table  5 summarizes the results over the data. Details of the predictions are provided in the supplementary materials on the website.
We wish to emphasize that the issue of efficiency and speed is crucial, since for instance, for the Daly et al. (2001) data, in order to optimally partition the data, we need to make predictions for over
candidate blocks since the number of candidate blocks increases linearly with the size of the data. Therefore, the fact that our algorithm is considerably faster than both HAPLOTYPER and PHASE is an important advantage of our algorithm.
DISCUSSION
Recent studies in haplotype structure have shown that haplotypes are structured into blocks with limited diversity. Over these blocks, many methods can effectively resolve haplotypes from genotypes of SNPs for populations. For longer regions, the SNPs must be partitioned into regions of limited diversity. We have presented a method, HAP, for partitioning genotypes of SNPs into blocks and making predictions for haplotypes for each block.
A recent paper by Gusfield (2003) suggested the use of perfect phylogeny to reconstruct the haplotypes. However, the actual haplotypes do not fit the perfect phylogeny model. For a given set of haplotypes, we can measure the percentage of conflicts to the perfect phylogeny model. If we consider all haplotypes, even the uncommon ones, the data does not fit the perfect phylogeny model as shown in Figure 1A . If we consider instead a relaxed perfect phylogeny model using an error threshold which allows a small number of haplotypes to be excluded when determining conflicts, we notice that the haplotypes fit the model much better. The results for the Chromosome 5q31 data are in Figures 1A-C . Clearly, as the error threshold increases, the number of conflicts significantly decreases. This is due to the fact that the infrequent haplotypes cause the majority of the conflicts with the perfect phylogeny model.
We have demonstrated our method over actual haplotype data and verified the accuracy of our predictions to the haplotypes inferred by pedigrees. Our method is highly accurate and efficient. The predictions differ from the haplotypes inferred by the trios by less than of the missing genotype data. We also present a method for determining the block partition from genotype data and a method for extending haplotype predictions beyond single blocks.
The program for predicting haplotype structure is publicly available via a webserver at http://www.calit2.net/compbio/hap/ .
We note that one disadvantage of the perfect phylogeny method with respect to the statistical methods is that it is not clear how to give estimates of uncertainty in the predictions. We note that one could possibly extend our methods in order to provide such estimates.
In many cases, the data can be split into blocks or regions of low diversity. In cases where there is no underlying "block" structure, HAP would partition the data into very small regions. For this type of data, it is not clear if splitting into regions of low diversity is the best approach to the problem.
METHODS
Dataset Description
We use two data sets for our experiments. The first data set is a 500 kilobase region of chromosome 5q31 containing
SNPs from the studies of Daly et al. (2001) and Rioux et al. (2001) . In this study, genotypes for the trios from Yoruba. To evaluate our predictions of haplotypes, we make predictions over the genotype data of the individuals and then compare our predictions to the haplotypes inferred from the pedigrees.
Inferring Haplotypes from Trios
We use data collected in trios to measure the accuracy of our method. Given the genotypes for a mother, father, child trio, in most cases, we can infer the haplotypes for each of the individuals. We infer the haplotypes at each SNP independently assuming Mendelian genetics. We define each parent to have a transmitted chromosome and an untransmitted chromosome. The child has both transmitted chromosomes from the parents. Each SNP for each chromosome can be represented by either possible genotypes for each trio at a given SNP, many of them are invalid such as the case where the father and child are homozygous for the common base and the mother is homozygous for the mutation base. In any valid case where at least one of the genotypes in the trio is homozygous, we can uniquely determine the haplotypes for that SNP. Only in the case where all three of the genotypes are heterozygous is there more than one possible resolution.
Measuring Perfect Phylogeny from Haplotypes
The perfect phylogeny model implicitly defines a phylogenetic tree for the haplotype data such as the one for the four common haplotypes from Table 1 shown in Figure 2 . At each edge of the tree, we have a mutation labeled with the position of the mutation. Under the perfect phylogeny model assumptions, there can only be one edge for each site in the data. Once a mutation occurs at an edge, the mutation must be present in each individual in the subtree rooted at that edge and only in the subtree. Each haplotype at a node contains all of the mutations along the path from the root node to the current node. Table 1 We can measure how well a set of haplotypes fits the perfect phylogeny model by constructing a phylogenetic tree for the haplotypes. These trees can be determined by inferring the relations between sites from the individual's haplotypes. For instance, if there exists an individual which has a mutation at both sites V and W , we can infer that sites V and W must be along the same path in the tree, and thus one of them is an ancestor of the other.
In general, for each pair of sites, each row determines some constraints on the relation of these sites in the tree. Since there are only four possible configurations, (that is
), there are only three possible constraints (X
does not imply a constraint under the assumption that the root is the all zeros vector).
Not all haplotypes fit the perfect phylogeny model. In many cases the above constraints contradict each other. It is a well known fact that whenever all four possible constrains occur, this implies the nonexistence of such a tree which is a conflict to the model.
We can measure how well a block fits perfect phylogeny by counting the number of conflicts between pairs of sites within the block. For a block containing SNPs, we can normalize the count by
to compare blocks that contain a different number of SNPs. In general, the infrequent haplotypes cause many conflicts with the perfect phylogeny model. We adapt this measure to evaluate how well the majority of the data fits the perfect phylogeny model, by introducing an error threshold. We consider a pair of sites to have a conflict if the number of individuals that contain and only a single individual that has
For an error threshold of ! or higher, we would not consider this as a conflict. In Figure 1 we illustrate the effect of different thresholds on the model.
Haplotype Resolution Via the Perfect Phylogeny Model
The problem of haplotype resolution as perfect phylogeny was proposed in Gusfield (2003) , where he also proposed a polynomial time algorithm. His algorithm is based on heavy machinery from matroid theory, and it is not clear how to extend it to data which does not fit exactly to the perfect phylogeny model. We therefore use as a base to our algorithm the algorithm of Eskin et al. (2003) . We further extend this algorithm to the case where the data is noisy or simply does not fit exactly the perfect phylogeny model. In order to describe this extension, one has to be familiar with the algorithms in Eskin et al. (2003) . We give here a very simplified sketch of the algorithm. The algorithm is basically inferring the different relations between the pairs of sites. As mentioned above, these relations are determined by the possible configurations in each of the rows. For each row we add a constraint, depending whether it is a
. Since only the genotypes are given, in many cases one cannot predict the actual constraints. The algorithm uses the constraints that can be predicted in order to construct all possible trees.
Since the data does not perfectly fit the model, we change that algorithm by deciding that a constraint is valid only if there is enough evidence for the constraint, that is, there must be enough rows that imply that constraint. In our experiments, if at least 
This model is consistent with previous maximum likelihood models for choosing haplotypes from genotypes (Excoffier & Slatkin (1995) ; Hawley & Kidd (1995) ; Long et al. (1995) ; Fallin & Schork (2000) ; Stephens et al. (2001) ). These algorithms are using various methods (such as MCMC or the EM algorithm) to find a local maxima of the likelihood function. The idea in our algorithm is to save time by not trying to reach a local maxima, but rather use the solutions given by the perfect phylogeny procedure as candidates solutions, and picking the best one out of them. In Gusfield (2003) it is shown that the number of possible solutions that fit the perfect phylogeny model is bounded by $ 0 where is the number of SNPs. Since is quite small in practice, and since in practice much less than $ solutions are found, we are able to do that by enumerating over all possible solutions.
We believe that this explains the running time and the accuracy of our algorithm. Our method uses the perfect phylogeny to speed up the algorithm, but uses the maximum likelihood approach in order to increase the sensitivity. We note that it is possible to take the result of algorithm and use it as a seed to PHASE Stephens et al. (2001) , which is a method based on Markov Chain Monte Carlo. Assuming that our algorithm gives a solution which is close to a local maxima, we expect it to speed up the running time of PHASE, and get more accurate results.
Resolving Missing Data Missing data is resolved after the algorithm resolves heterozygous genotypes. For this, we use a simple extension of Eskin et al. (2003) in which the decision for the relationships between SNPs ignores missing data. We then apply the maximum likelihood model over the possible solution given by the perfect phylogeny procedure. To compute this solution, we only use the genotypes which do not have any missing data. We then resolve the missing data by choosing the most likely SNP based on the maximum likelihood model. Effectively, we resolve the missing data by choosing the SNP to match the common haplotypes.
Computing Block Partitions from Genotypes Our method predicts block partitions directly from the genotype data. We first define a set of candidate blocks. Given a maximum block length, we slide a window across the data for each block length to define our candidate blocks. For each candidate block, we apply the local haplotype prediction algorithm to predict the haplotypes. Our algorithm accurately predicts haplotypes only if there is limited diversity within a block. To ensure accuracy of our predictions, we discard all candidate blocks that have more than five common haplotypes. For each remaining candidate block, we determine the number of representative SNPs. This is done by enumerating over all subsets of the SNPs in the block and checking to see if they distinguish between the common haplotypes.
To compute the block boundaries for the haplotypes, we use a straightforward dynamic programming technique similar to the one presented in Zhang et al. (2002) . The main difference is that in our setting, there is no missing data since it is resolved by the local prediction algorithm. Note that the block partition in Daly et al. (2001) does not assign several SNPs to blocks. We can easily modify the dynamic programming algorithm to optimize a block partition where several SNPs are allowed to be left out.
