Abstract. Let g be a complex semisimple Lie algebra. For a regular element x in g and a Hessenberg space H ⊆ g, we consider a regular Hessenberg variety X(x, H) in the flag variety associated with g. We take a Hessenberg space so that X(x, H) is irreducible, and show that the higher cohomology groups of the structure sheaf of X(x, H) vanish. We also study the flat family of regular Hessenberg varieties, and prove that the scheme-theoretic fibers over the closed points are reduced. We include applications of these results as well.
Introduction
Hessenberg varieties are closed subvarieties of the flag variety, which were originally introduced in [16] and [15] . They have been studied from various points of view such as geometry, topology, combinatorics, and representation theory (e.g. [11] , [46] , [37] , [22] , [9] , [2] , [3] [27], [18] ). In Lie type A, Tymoczko constructed representations of the symmetric groups on the cohomology rings of regular semisimple Hessenberg varieties ( [47] ). In 2015, Brosnan-Chow ( [12] ) proved a beautiful conjecture given by Shareshian-Wachs ( [43] , [44] ) which connects the representations of the symmetric groups on the cohomology rings of regular semisimple Hessenberg varieties and the quasi-symmetric chromatic functions of graphs constructed from Hessenberg functions. In their argument, regular Hessenberg varieties play an important role, and motivated by their work, Precup ([39] ) proved that the Betti numbers of an arbitrary regular Hessenberg variety are palindromic in general Lie type. In this paper, we investigate geometry of regular Hessenberg varieties.
To be more precise, let G be a simply connected semisimple algebraic group over C and B ⊆ G a Borel subgroup of G. Let g and b be the Lie algebras of G and B, respectively. A Hessenberg space H is defined to be a linear subspace of g that contains b and is stable under the adjoint action of b. For an element x ∈ g, the Hessenberg variety X(x, H) ⊆ G/B associated with x and H is a (possibly non-irreducible) closed subvariety of G/B given by X(x, H) = {gB ∈ G/B | Ad(g −1 )x ∈ H}.
A regular Hessenberg variety is the one defined by a regular element x in g, namely an element x ∈ g whose Lie algebra centralizer Z g (x) has the minimum possible dimension. There are two cases of regular Hessenberg varieties that are well-studied:
(1) if s ∈ g is a regular semisimple element, then X(s, H) is called a regular semisimple Hessenberg variety; (2) if N 0 ∈ g is a regular nilpotent element, then X(N 0 , H) is called a regular nilpotent Hessenberg variety. For example, one can choose a Hessenberg space H so that X(s, H) is a toric variety and X(N 0 , H) is the Peterson variety (see Section 2.1 for details). Throughout this paper, we will impose an assumption on the Hessenberg space H so that corresponding regular Hessenberg varieties are irreducible (see condition ( †) in Section 2.1). We now state our main results. Regular Hessenberg varieties are singular and nonnormal in general ( [33] , [28] ). Among them, a regular semisimple Hessenberg variety X(s, H) is known to be smooth and it admits a torus action with finite fixed points ( [15] ). So it follows that the higher cohomology groups of its structure sheaf vanish ( [13] ). As the first main result in this paper, we generalize this fact for an arbitrary regular Hessenberg variety X(x, H) under the above assumption on H. Theorem 1.1. Let X = X(x, H) be a regular Hessenberg variety. Then we have
where O X is the structure sheaf of X.
To prove this, we first determine the local defining ideals (equivalently, the local coordinate rings) of regular Hessenberg varieties in G/B as generalizations of [28, Theorem 6] and [1, Proposition 3.5] , and then we combine that with the Borel-WeilBott theorem for the cohomology groups of line bundles over G/B. We will see how the Borel-Weil-Bott theorem controls the cohomology groups of the structure sheaves of regular Hessenberg varieties. As a corollary of Theorem 1.1, we obtain an isomorphism Pic(X(x, H)) ∼ = H 2 (X(x, H); Z) between the Picard group and the singular cohomology group of degree 2. Also, we will see that the determination of the local defining ideals of regular Hessenberg varieties in fact implies that their classes in the K-theory of coherent sheaves on G/B do not depend on the choice of regular elements.
In this paper, we also study the family of regular Hessenberg varieties:
where g reg is the open subset of g consisting of regular elements. We denote the second projection by π : X reg (H) → g reg , and then each fiber π −1 (x) for x ∈ g reg is the regular Hessenberg variety X(x, H). As we will see, the projection π : X reg (H) → g reg is a flat morphism. Now the following is the second main result of this paper. Theorem 1.2. The scheme-theoretic fibers of the morphism π : X reg (H) → g reg over the closed points are reduced.
This generalizes the reducedness of scheme-theoretic fibers of a (1-parameter) flat degeneration of a regular semisimple Hessenberg variety X(s, H) to a regular nilpotent Hessenberg variety X(N 0 , H), studied in [6] and [1] in Lie type A.
As a corollary of Theorem 1.2, we compute the volume of the projective embeddings of X(x, H) with respect to the very ample line bundles defined over G/B. More precisely, let V λ be the irreducible representation of G with highest weight λ. We have the standard embedding of G/B into P(V λ ) (see the end of Section 6.1 for details). By composing this with the inclusion X(x, H) ֒→ G/B, we obtain a closed embedding X(x, H) ֒→ P(V λ ). Theorem 1.2 now shows that the Hilbert polynomial of this embedding does not depend on a choice of x ∈ g reg , and we provide a Lie-theoretic formula for the volume of this embedding by using this result. This is a generalization of a similar computation for regular nilpotent Hessenberg varieties X(N 0 , H) in Lie type A given in [1] .
Acknowledgements. We are grateful to William Slofstra for the fruitful discussion on a Lie-theoretic approach to sheaf cohomology groups of Hessenberg varieties. We appreciate Patrick Brosnan for kindly explaining the flatness of the family of the regular Hessenberg varieties. We also thank Mikiya Masuda for his support and encouragement. We are also grateful to Alexander Woo for explaining the formula for K-theory classes of regular Hessenberg varieties. Part of the research for this paper was carried out at the Fields Institute; the authors would like to thank the institute for its hospitality. The first author is partially supported by a JSPS Grant-in- 2. Background and notation 2.1. Regular Hessenberg varieties. Let G be a simply connected, semisimple algebraic group over C of rank n. Choose a Borel subgroup B ⊂ G and a maximal torus T ⊂ B. Let W = N(T )/T be the Weyl group, where N(T ) is the normalizer of T in G. We denote by g, b, and t the Lie algebra of G, B, and T , respectively. We have a root space decomposition g = t ⊕ α∈Φ g α , where Φ is the set of roots. Let Φ + (resp. Φ − ) be the set of positive (resp. negative) roots and ∆ = {α 1 , . . . , α n } ⊂ Φ + the set of simple roots. We write g = t ⊕ n ⊕ n − by putting n = α∈Φ + g α and n − = α∈Φ + g −α . Denote by I the Dynkin diagram of g which we identify with the indexing set {1, . . . , n} for the simple roots α 1 , . . . , α n unless otherwise specified. For α, β ∈ Φ + , we write α β when α ∈ β − i∈I Z ≥0 α i . A Hessenberg space H is a b-submodule H ⊆ g containing b ( [15] ). The binvariance of H implies that we can always write
+ which satisfies the following property: if β ∈ Φ + H and α is a positive root satisfying α β, then we must have α ∈ Φ + H . Throughout this paper, we assume that Φ + H contains all the simple roots:
An element x ∈ g is called regular if the Lie algebra centralizer Z g (x) has the minimum possible dimension, i.e. the rank n of g. In other words, x ∈ g is regular if and only if its adjoint orbit in g has the maximum possible dimension ([25, Ch. 1]).
Let x ∈ g be a regular element and H ⊆ g a Hessenberg space which satisfies condition ( †). The regular Hessenberg variety associated to x and H is defined to be
Namely, an element gB ∈ G/B lies in X(x, H) if and only if the g −α -component of Ad(g −1 )x vanishes for all α ∈ Φ + \ Φ + H with respect to the root space decomposition of g. When H is the Lie algebra g itself, we always have X(x, g) = G/B. In Lie type A, geometry of the family of regular Hessenberg varieties plays an important role in the paper [12] of Brosnan-Chow to prove the Shareshian-Wachs conjecture which is thought of as one of the main steps toward proving the Stanley-Stembridge conjecture in graph theory (see [44] for the details). Also, Precup [39] proved that the Betti numbers of an arbitrary regular Hessenberg variety are palindromic. The class of regular Hessenberg varieties contains the following two classes which are particularly well-studied:
(1) If s is a regular semisimple element of g, then X(s, H) is called a regular semisimple Hessenberg variety ( [15] ). It is a non-singular projective variety, and it is preserved by the action of a maximal torus of G on G/B, where the fixed point set of X(s, H) is naturally identified with the Weyl group W . If Φ + H = ∆ in addition, then it is a toric variety ( [31] , [40] , [15] ). In Lie type A, this toric variety is also called a permutohedral variety.
(2) If N 0 is a regular nilpotent element of g, then X(N 0 , H) is called a regular nilpotent Hessenberg variety. It is a singular (and non-normal) projective variety in general ( [33] , [28] ). The cohomology ring H * (X(N 0 , H); R) has been studied well ( [11] , [17] , [22] , [2] ), and recently ) and Abe-HoriguchiMasuda-Murai-Sato ( [4] ) discovered a connection with the theory of hyperplane arrangements. If Φ + H = ∆ in addition, then it is called the Peterson variety ( [33] , [22] , [9] ) which appeared in Kostant's study of the quantum cohomology of the flag variety in [33] .
For an arbitrary regular element, the following holds. Recall that Φ + H ⊆ Φ + is a set of positive roots defined in (2.1). Throughout this paper, we fix non-zero vectors E α ∈ g α and F α ∈ g −α for each positive root α ∈ Φ + so that g α = CE α and g −α = CF α . Recall that I is the Dynkin diagram of the root system Φ. An arbitrary regular element x ∈ g is conjugated to an element of the form ([32, Proposition 0.4])
for some J ⊆ I (regarded as a full-subgraph), where n J = i∈J E α i ∈ n and the semisimple element s J ∈ t satisfies
Here, g(J) is the complex semisimple Lie algebra corresponding to the Dynkin diagram J, and Z ⊆ t is the center of Z g (s J ).
For example, when J = ∅, the element x ∅ (= s ∅ ) is regular semisimple, and when J = I, the element x I (= n I ) is regular nilpotent. Example 2.2. Let G = SL 3 (C) and B the subgroup of SL 3 (C) consisting of uppertriangular matrices. We take the standard maximal torus T ⊂ G whose elements are diagonal matrices. Let α 1 , α 2 be the simple roots corresponding to the homomorphisms
respectively. Then we have Φ + = {α 1 , α 2 , α 1 + α 2 }, and let
If we take J = {1} ⊂ {1, 2}, then we have
for some distinct complex numbers µ 1 = µ 2 .
2.2. Regular Hessenberg varieties as zeros of sections. Let x ∈ g be a regular element. Since a Hessenberg space H ⊆ g is a B-submodule, the quotient space g/H admits a B-action given by b · X = Ad(b)X for b ∈ B and X ∈ g, where X ∈ g/H denotes the image of X. So we have a vector bundle G × B (g/H) over G/B, which is defined by the quotient of the direct product G × (g/H) by the right B-action given by (g, X) · b = (gb, Ad(b −1 )X) for (g, X) ∈ G × (g/H) and b ∈ B. Then the regular element x induces a well-defined section
It is clear that the regular Hessenberg variety X(x, H) is the zero set V(σ x ). Regarding G/B as an integral scheme, we can consider the zero scheme of the section σ x (cf. [20, Appendix B.3.2] ). Definition 2.3. Let Z(x, H) be the zero scheme of the section σ x given at (2.6).
Set-theoretically Z(x, H) is the same as the zero set V(σ x ), but it carries the multiplicities of the local equations given by the section σ x . Since the rank of the vector bundle G × B (g/H) appearing in (2.6) is equal to |Φ + \ Φ + H |, Theorem 2.1 above shows that the zero scheme Z(x, H) has the expected codimension. That is, in the ambient space G/B, it is locally cut out by dim G/B − dim Z(x, H) functions. Thus, by [20, Lemma A.7 .1], the following property of Z(x, H) follows (see [19, Sect. 18.5] for the definition of locally complete intersection rings).
Proposition 2.4. The scheme Z(x, H) is a local complete intersection, and hence a Cohen-Macaulay scheme.
In the next section, we will show that the scheme Z(x J , H) is reduced, and we will determine local defining ideals of the regular Hessenberg variety X(x J , H) in G/B as its corollary.
Defining ideals
Let x J ∈ g be a regular element of the form (2.3) and H a Hessenberg space satisfying condition ( †). In this section, we will show that the zero scheme Z(x J , H) is reduced, and as a corollary we will determine the defining ideals of the regular Hessenberg variety X(x J , H) with respect to a standard affine open cover of G/B.
We start from constructing a local description of Z(x J , H). Let B − ⊂ G be the opposite Borel subgroup with respect to B and U − ⊂ B − its unipotent radical. Then U − is a affine closed subvariety of G, and we have an open embedding
For each w ∈ W = N(T )/T , let us fix a representativew ∈ N(T ) such that w = [w] in W . We write 
Using a choice of the representativew of w, we have a section φw of the projection map p : G → G/B over wU − , given by
In other words, we have
under the presentation (3.1). Thus, the principal B-bundle p : G → G/B and hence the vector bundle G × B (g/H) are trivialized over wU − . Namely, the section σ x J from (2.6) on wU − is identified with the morphism
So we can describe the section σ x J on wU − as a collection of regular functions on wU
To do that, recall from Section 2.1 that we chose a non-zero vector F α ∈ g −α for each positive root α ∈ Φ + so that g −α = CF α , and define a function f α,w : wU
where φw is the section given in (3.3) and we identify CF α ∼ = C by tF α → t. Then it is clear that the section σ x J on wU − is a collection of the functions f α,w for α ∈ Φ + \ Φ + H . Namely, the intersection X(x J , H)∩wU − is the zero set of these functions. To describe the local presentation of the zero scheme Z(x J , H) on wU − , we then make the following definition. Let C[wU − ] be the coordinate ring of the affine variety wU − .
Definition 3.1. For w ∈ W , let
be the ideal of C[wU − ] generated by f α,w defined in (3.5), and we set
Note that the space of closed points of Spec A H,w is homeomorphic to the intersection X(x J , H) ∩ wU − . The following is an immediate consequence of the construction of the zero scheme Z(x J , H).
Lemma 3.2. We have an affine open cover
The goal of this section is to show that the ring A H,w is the coordinate ring of X(x J , H) ∩ wU − . For this, we need to prove that A H,w is reduced (i.e. we need to show that I H,w is a radical ideal).
For the convenience of the argument in what follows, let us make an enumeration of positive roots:
where N := |Φ + | is the number of positive roots. Then we have an isomorphism
To prove that the ring A H,w is reduced for all w ∈ W , we first focus on the case for which w is the longest element
is the chosen representative to construct the section given in (3.3). The above coordinate system on U − induces a coordinate system on w 0 U − by
In particular, the coordinate ring C[w 0 U − ] of w 0 U − is a polynomial ring over C with N variables. Now the definition (3.5) applied to f α,w 0 together with (3.4) shows that f α,w 0 is a function on w 0 U − which sends an elementw 0 exp(
Example 3.3. Let G = SL 3 (C), and we use the same notations from Example 2.2. The Weyl group W in this case is isomorphic to the permutation group S 3 on three letters. As for the representative of the longest element w 0 ∈ S 3 in SL 3 (C), one can takew
Let us use the enumeration of Φ + = {α 1 , α 2 , α 1 + α 2 } given by
Then the above coordinate system on w 0 U − is described as follows:
Let x J be a regular element of sl 3 (C) given by (2.5). Then the function f α 1 +α 2 ,w 0 as a polynomial in t 1 , t 2 , t 3 is given by
Lemma 3.4. The ring A H,w 0 is isomorphic to a polynomial ring over C, and hence it is reduced.
To give a proof of this Lemma, we use the following property of the partial order on Φ + which one can prove by examining each irreducible root system (cf. [24, Sect. 3.20] ). Recall that we write α β for α, β ∈ Φ + when α ∈ β − i∈I Z ≥0 α i .
Lemma 3.5. There exists an injective map ι :
We now prove Lemma 3.4.
To deal with the adjoint action ofw 0 , we define i * ∈ [n] for each i ∈ [n] to be a positive integer satisfying w −1
By expanding the exponentials above, the last expression can be written as
This means that f α,w 0 is a polynomial in variables t ℓ for which β ℓ α. Let 1 ≤ k ≤ N be an integer such that α = β k . Namely, α is the k-th one in the enumeration (3.6). We now take cases. To do that, let us denote by J * the full-subgraph of I whose vertex set is {j * ∈ [n] | j ∈ J}. We regard J * as a Dynkin diagram, and we mean by Φ(J * ) the set of roots of g(J * ) which is the complex semisimple Lie algebra corresponding to the Dynkin diagram J * .
appears in the first summation in (3.9). We have
Because of the assumption of this case, this shows that
Case 2: α ∈ Φ(J * ). In this case, we have F α ∈ Z g (s ′ J ), and hence f α,w 0 is a polynomial in variables t ℓ for 1 ≤ ℓ ≤ N such that β ℓ ≺ α. Observe that ht(α) ≥ 2 since we have α ∈ Φ + \ Φ + H and Φ + H contains all the simple roots ∆. So ι(α) is defined, where ι is an injective map given in Lemma 3.5, and we have ι(α) ≺ α and ht(ι(α)) = ht(α) − 1. So let α j * ∈ ∆ be the simple root satisfying ι(α) = α − α j * . Then we have
since α = ι(α) + α j * and α is a non-negative sum of simple roots contained in J * . Note that α j * = ι(α) since if the equality holds then we get α = 2α j * which is impossible. The map ι induces an injective map
First assume θ(k) < p. Namely, we assume that ι(α) appears before α j * in the enumeration (3.6). We then have
+ (a polynomial in variables t ℓ for which β ℓ ≺ α and β ℓ = ι(α)). 
This means that f α,w 0 ∈ C × t θ(k) + (a polynomial in variables t ℓ for which β ℓ ≺ α and β ℓ = ι(α)).
An argument similar to that used here works for the case θ(k) > p as well because of (3.10), and we obtain the same conclusion.
Now we prove that the ring A H,w 0 = C[w 0 U − ]/I H,w 0 is isomorphic to a polynomial ring over C. We argued above that if α is in Case 2 then ι(α) is also in Case 2; in particular ι(α) cannot be in Case 1. Combining with the injectivity of the map ι, the conclusions of the above two cases show that we can inductively eliminate variables without imposing non-trivial relations among the rest variables. More precisely, let D = {k | β k belongs to Case 1} ∪ {θ(k) | β k belongs to Case 2}. Then, the ring A H,w 0 = C[w 0 U − ]/I H,w 0 is isomorphic to the polynomial ring over C with variables t ℓ for ℓ ∈ {1, 2, . . . , N} \ D.
Proposition 3.6. The zero scheme Z(x J , H) is reduced, hence an integral scheme.
Proof. We know from Theorem 2.1 and Proposition 2.4 that the scheme Z(x J , H) is irreducible and Cohen-Macaulay. Also, Lemma 3.4 shows that Z(x J , H) is generically reduced, i.e. it has a reduced point. Since Z(x J , H) is Cohen-Macaulay, this shows that Z(x J , H) is in fact reduced ( [19, Exercise 18.9] ). Now Lemma 3.2 implies the following which can be thought of as a generalization of [28, Theorem 6] and [1, Proposition 3.5].
Corollary 3.7. Let w ∈ W such that X(x J , H) ∩ wU − = ∅. Then the ring A H,w is an integral domain. In particular, A H,w is the coordinate ring of X(x J , H) ∩ wU − .
We also record the following property of X(x J , H) (cf.
]).
Corollary 3.8. Arbitrary regular Hessenberg variety X(x J , H) is a local complete intersection. In particular, it is Cohen-Macaulay.
Proof. We know from Proposition 2.4 that the scheme Z(x J , H) is a local complete intersection. Now it is a reduced scheme by Proposition 3.6. Thus, we conclude that the variety X(x J , H) is a local complete intersection. Corollary 3.9. In H * (G/B), we have
where the right hand side is the Euler class 1 of the vector bundle G × B (g/H). In particular, the class of X(x J , H) in H * (G/B) does not depend on J.
Line bundles associated to codimension 1 sequences
Let λ : T → C × be a weight of the maximal torus T of G. By composing this with the canonical projection B ։ T , we obtain a homomorphism λ : B → C × which by slight abuse of notation we also denote by λ. Let C λ = C be the 1 dimensional representation of B given by b · z = λ(b)z for b ∈ B and z ∈ C. We denote by C * λ its dual representation. Since the quotient map p : G → G/B is a principal B-bundle, we can take an associated line bundle Namely, it is the quotient of the product G×C by the right B-action given by (g, z)·b = (gb, λ
For a subvariety X of G/B, we will also denote by L λ the restriction of L λ to X by abusing notation.
Let H ′ ⊂ H ⊆ g be Hessenberg spaces satisfying condition ( †) in Section 2.1 such
where X(x J , H ′ ) is of codimension 1 in X(x J , H) by Theorem 2.1. Since H/H ′ is a one-dimensional representation of B, we have a line bundle G × B (H/H ′ ) over G/B, and we denote its restriction to X(x J , H) by (G× B (H/H ′ ))| X(x J ,H) . Then the element x J induces a well-defined section
and we have
Now let Z be the zero scheme of the section σ ′ . This is a closed subscheme of X(x J , H) of codimension 1, and we have its ideal sheaf I on X(x J , H) which is an invertible sheaf. By the construction of the zero scheme Z, the line bundle 2 associated to I over X(x J , H) is isomorphic to the dual of the original line bundle (
imply that (H/H ′ ) * ∼ = C α as B-representations. From the descriptions given in Section 3, it is clear that Z is the closed subscheme of X(x J , H) whose defining ideal is generated by a single function f α,w (see (3.5) ) in each open set X(x J , H) ∩ wU − . So, by Lemma 3.2 and Proposition 3.6, it follows that Z is isomorphic to Z(x J , H ′ ) as closed subschemes of G/B. Thus, it follows that Z is a reduced scheme by Proposition 3.6 again. Combining with the above computations, we now obtain the main claim in this section. In the next section, we will use Proposition 4.1 to study the cohomology groups of the structure sheaves of regular Hessenberg varieties. Here, we give a simple application of Proposition 4.1 to the classes of regular Hessenberg varieties in the K-theory of coherent sheaves on G/B.
Taking H ′ ⊂ H as above, we have an exact sequence of O X -modules:
2 Precisely, this is the line bundle Spec(Sym I ∨ ) over X(x J , H), where I ∨ is the dual of I and Spec denotes the relative spectrum over X(x J , H).
where for simplicity we denote by O X ′ the direct image of the structure sheaf of X ′ under the inclusion map X ′ ֒→ X. We have I ∼ = L −α from Proposition 4.1. So, by taking direct images, we obtain an exact sequence of O G/B -modules:
Denoting by K(G/B) the K-theory of coherent sheaves on G/B, this implies an inductive formula
Here, the brackets denote equivalence classes in K(G/B). Now, it is straightforward to prove the following by induction (cf. [ 
28, Theorem 5]).
Corollary 4.2. Let X = X(x J , H) be a regular Hessenberg variety. In K(G/B), we have
In particular, the class of X(x J , H) in K(G/B) does not depend on J.
Cohomology groups of structure sheaves
Let X(x J , H) be a regular Hessenberg variety. In this section, we will prove that the higher cohomology groups of the structure sheaf of X(x J , H) vanish. As a corollary, we will show that the Picard group Pic(X(x J , H)) is isomorphic to the second singular cohomology group H 2 (X(x J , H); Z), where we regard X(x J , H) as a complex analytic space when we apply the singular cohomology.
Borel-Weil-Bott theorem. For a weight λ : T → C
× of the maximal torus T of G, we think of λ as an element of t * via its differential. Let ρ := 1 2
̟ i , where ̟ 1 , . . . , ̟ n are the fundamental weights of T , and we write w • λ := w(λ + ρ) − ρ for w ∈ W . Then, exactly one of the following two holds:
(1) There is no w ∈ W such that w • λ is dominant, i.e. λ + ρ lies on the boundary of a Weyl chamber. (2) There is a unique w ∈ W such that w • λ is dominant, i.e. λ + ρ lies in the interior of a Weyl chamber. Note that, in the case (2), we have ℓ(w) = |{β ∈ Φ + | (β, λ + ρ) < 0}|. For a dominant weight λ, let V λ be the irreducible representation of G with highest weight λ. Recall that L λ = G × B C * λ is the line bundle over G/B associated to λ defined in (4.1). Let us denote by L λ the sheaf of sections of L λ .
The Borel-Weil-Bott theorem ( [30] ) now tells us that in the case (1) above, we have
and in the case (2), we have
When λ is dominant, the above w is the identity element in W , and hence this recovers the Borel-Weil theorem have {γ 1 , . . . , γ p } = R(w) for some w ∈ W , where R(w) := (wΦ − ) ∩ Φ + . Since γ 1 , . . . , γ p are not simple roots by our assumption, R(w) does not contain any simple roots. Noticing that we can write R(w) = {α ∈ Φ + | w −1 α ∈ Φ − }, the fact that R(w) does not contain any simple roots implies that w −1 sends all simple roots to positive roots. Thus, it follows that w −1 is the identity element. But this means that R(w) = ∅ which contradicts to {γ 1 , . . . , γ p } = ∅.
This lemma shows that the weight − 
Proof. We will rather prove the following: for any distinct positive roots γ 1 , . . . , γ p ∈ Φ + H (p ≥ 0) which are not simple roots, we have
where γ = p i=1 γ i . Then the desired claim follows from the case p = 0. We prove this by induction on the dimension of g/H. We know that (5.2) holds when X = G/B (i.e. when dim g/H = 0) as we explained above.
We assume by induction that the claim holds for X = X(x J , H), and we show that it holds for X ′ = X(x J , H ′ ) as well, where H ′ ⊂ H is a Hessenberg space (satisfying condition ( †) in Section 2.1) such that Φ 
where for simplicity we denote by O X ′ the direct image of the structure sheaf of X ′ under the inclusion map X ′ ֒→ X. So, by tensoring L −γ , we obtain an exact sequence
Now we have a long exact sequence of cohomology groups: Combining this with the GAGA principle [41] , we obtain the following corollary. Let Pic(X(x J , H)) be the Picard group of X(x J , H) and H 2 (X(x J , H); Z) the second singular cohomology group with Z-coefficients, where we regard X(x J , H) as a complex analytic space when we apply the singular cohomology.
Corollary 5.3. Let X(x J , H) be a regular Hessenberg variety. Then we have
Proof. Let us denote X = X(x J , H) for simplicity, and we write X an when we regard X as a complex analytic space 3 . Then [41] tells us that the group of isomorphism classes of algebraic line bundles on X and the group of isomorphism classes of analytic line bundles on X an are isomorphic. The former group is exactly the Picard group Pic(X) which is the same as 
where Z is the constant sheaf on X with values in Z and O X an is the sheaf of holomorphic functions on X an . Since Theorem 5.2 together with [41] shows that we have
from the long exact sequence of cohomology groups arising from (5.3). The sheaf cohomology group H 2 (X an , Z) is isomorphic to the singular cohomology group H 2 (X an ; Z) with Z-coefficients, and this is exactly the one we write as H 2 (X(x J , H); Z) in the claim.
For example, when J = I, the element N 0 := x I = n I is regular nilpotent, and X(N 0 , H) is a regular nilpotent Hessenberg variety. It is known from [38] and [29] that the restriction map gives us an isomorphism
since we are assuming that all the simple roots are contained in Φ + H (i.e. the assumption ( †)). Thus, for a regular nilpotent Hessenberg variety X(N 0 , H), we obtain Pic(X (N 0 , H) 
where Pic(X) Q := Pic(X) ⊗ Z Q.
Family of regular Hessenberg varieties
In this section, we study the flat family of regular Hessenberg varieties over the open subvariety g reg ⊂ g consisting of the regular elements. The goal of this section is to prove that the scheme-theoretic fibers of this family over the closed points are reduced (when we think of this family as the associated integral scheme). As a corollary, we will show that any regular Hessenberg variety admits a flat degeneration to a regular nilpotent Hessenberg variety. In this sense, the regular nilpotent Hessenberg varieties are the most degenerated ones among all regular Hessenberg varieties. We also show that regular Hessenberg varieties associated to a Hessenberg space determine the same cycle in the singular homology H * (G/B; Z).
Let H ⊆ g be a Hessenberg space satisfying condition ( †) in Section 2.1. We begin with the family of all Hessenberg varieties associated to H:
Observe that we have an isomorphism 
Namely, for each x ∈ g reg , its fiber π −1 (x) = X(x, H) is a regular Hessenberg variety. By definition, X reg (H) has the natural projection π : X reg (H) → g reg which by slight abuse of notation we also denote by π. Note that X reg (H) is irreducible and nonsingular since X reg (H) is an open subvariety of X(H). In particular, it is CohenMacaulay. Also, Theorem 2.1 tells us that the fibers of π : X reg (H) → g reg have the same dimension. So, by [36, Sect. 23] , the following holds when we regard the varieties X reg (H) and g reg as integral schemes.
The flatness of the family π : X reg (H) → g reg ensures that certain algebro-geometric invariants of the scheme-theoretic fibers are constant along the family. However, scheme-theoretic fibers of a family could be non-reduced schemes on some special points, especially on the subset for which the fibers degenerate. In that case, those invariants of a non-reduced fiber could be different from the ones computed with the reduced scheme structure. We will show in the next subsection that the scheme-theoretic fibers of π : X reg (H) → g reg over the closed points are reduced.
6.1. Reducedness of the fibers. The goal of this section is to prove the following. Note again that we implicitly think of X reg (H) and g reg as their associated integral schemes in the claim. Theorem 6.2. The scheme-theoretic fibers of π : X reg (H) → g reg over the closed points are reduced.
To give a proof, we first consider a scheme structure on X reg (H) in the same manner as in Section 3, and we prove that this scheme is reduced to see that it is exactly the integral scheme appearing in Theorem 6.2.
Recall that in Section 2.2 we considered the vector bundle G × B (g/H) over G/B. This induces a vector bundle (G × B (g/H)) × g reg over the product G/B × g reg . For this vector bundle, we have a well-defined section
where Ad(g −1 )x ∈ g/H denotes the image of Ad(g −1 )x ∈ g. It is obvious that X reg (H) is the zero-set V(σ). Definition 6.3. Let Z reg (H) be the zero scheme of the section σ given at (6.2).
Let G reg be the integral scheme associated to g reg . Then we have a natural morphism π : Z reg (H) → G reg corresponding to π : X reg (H) → g reg which by abusing notation we also denote by π. Now take a regular element x ∈ g reg . Recall from Section 2 that we have the zero scheme Z(x, H) defined by the section σ x : G/B → G × B (g/H) given at (2.6). Observe that this vector bundle G × B (g/H) and the section σ x are obtained by pulling back the vector bundle and the section σ appearing in (6.2) under the closed embedding G/B × {x} ֒→ G/B × g reg :
Thus, it follows that Z(x, H) is a closed subscheme of Z reg (H) given by the base change of Z reg (H) under the closed embedding Spec k(x) → G reg , where k(x) is the residue field of the closed point x ∈ G reg :
Before giving a proof of Theorem 6.2, let us prove that the zero scheme Z reg (H) is reduced which means that it is the integral scheme associated to X reg (H). Recalling that
H | which coincides with the rank of the vector bundle (G × B (g/H)) × g reg appearing at (6.2). Thus, Z reg (H) has the expected codimension, and hence it follows that the scheme Z reg (H) is Cohen-Macaulay by the same argument as that to prove Proposition 2.4. Because of Theorem 2.1, the fibers of π : Z reg (H) → G reg over the closed points of G reg have dimension equal to dim Z reg (H) − dim G reg (= |Φ + H |). Now, it follows from [36, Sect. 23 ] that the morphism π : Z reg (H) → G reg is flat.
Let s := x ∅ ∈ g reg be a regular semisimple element of the form (2.3) with J = ∅. We know from above that the scheme-theoretic fiber Z reg (H) × Greg Spec k(s) is isomorphic to Z(s, H). So by Proposition 3.6, it is the integral scheme associated to a regular semisimple Hessenberg variety X(s, H). As mentioned in Section 2, it is known from [15] that X(s, H) is non-singular. So it follows that the scheme-theoretic fiber Z reg (H) × Greg Spec k(s) is smooth over k(s) ∼ = C. Since the morphism π : Z reg (H) → G reg is flat as we saw above, this shows that the morphism π : Z reg (H) → G reg is smooth over an open neighborhood W of s in G reg [5, Ch. VII, Theorem 1.8]. Since W is non-singular, the smoothness of π over W shows that the total space π −1 (W) is nonsingular as well ([5, Ch. VI, Corollary 4.5] and [8, Proposition 11.24] ). In particular, it is a reduced scheme. Since it is an open subscheme of Z reg (H), this shows that the scheme Z reg (H) has some reduced points. Since Z reg (H) is irreducible and CohenMacaulay, it follows that the scheme Z reg (H) is reduced (cf. the proof of Proposition 3.6). Thus, we conclude that Z reg (H) is the integral scheme associated to X reg (H).
Proof of Theorem 6.2. Recall that the scheme structure on X reg (H) in the statement of Theorem 6.2 is the integral scheme associated to X reg (H), and we already verified that it is the same as the zero scheme Z reg (H). So we rather prove that the schemetheoretic fibers of π : Z reg (H) → G reg over the closed points are reduced. Let x ∈ g reg be a regular element. Then there exists g ∈ G such that Ad(g)x = x J for some regular element x J of the form (2.3) with J ⊆ I. The adjoint automorphism Ad(g) : g reg → g reg induces an automorphism Ad(g) : G reg → G reg which sends x to x J . We denote by Ad(g) the induced isomorphism from Spec k(x) to Spec k(x J ). Now we have a commutative diagram
where both of the horizontal morphisms are isomorphisms. As we already pointed out, the scheme-theoretic fiber Z reg (H) × Greg Spec k(x J ) is isomorphic to Z(x J , H). Thus, by Proposition 3.6, this is a reduced scheme. Hence, so is Z reg (H) × Greg Spec k(x) by (6.4).
Let λ be a regular dominant weight of T . Then we have
λ by the Borel-Weil theorem as we saw in Section 5.1, and hence we obtain the Kodaira embedding G/B ֒→ P(V λ ). By composing this with the inclusion X(x, H) ֒→ G/B, we obtain a projective embedding of X(x, H) ֒→ P(V λ ). Now, Theorem 6.2 together with [23, Ch. III, Theorem 9.9] gives us the following corollary.
Corollary 6.4. Let λ be a regular dominant weight. Then the Hilbert polynomial of the embedding X(x, H) ֒→ P(V λ ) does not depend on a choice of x ∈ g reg .
In Section 7, we will compute the volume of this embedding of X(x, H) (i.e. the leading coefficient of its Hilbert polynomial) by this corollary.
6.2.
Degenerations to regular nilpotent Hessenberg varieties. As another corollary of Theorem 6.2, we show that any regular Hessenberg variety admits a flat degeneration to a regular nilpotent Hessenberg variety. In this sense, the regular nilpotent Hessenberg varieties are the most degenerated ones among all regular Hessenberg varieties. We say that a scheme X admits a flat degeneration to a scheme X 0 if there exists a flat morphism X → Spec C[t] of schemes such that the scheme-theoretic fiber over the closed point t = 0 is isomorphic to X, and the scheme-theoretic fiber over the closed point 0 is X 0 .
Let x J ∈ g reg be a regular element of the form (2.3) and N 0 := i∈I E α i the regular nilpotent element of the form (2.3). We can take a line in g given by x(t) := tx J + (1 − t)N 0 (t ∈ C) (6.5) connecting x J and N 0 . One can prove that, for any fixed t = 0, the element x(t) is conjugate to tx J (see Appendix for a proof). In particular, this is a line in g reg .
Recall from Section 6.1 that π : Z reg (H) → G reg is the morphism of integral schemes corresponding to the projection π : X reg (H) → g reg . By abusing notation, let us denote by Spec C[t] the integral scheme associated to the line given by (6.5) . Then the set of closed points of the scheme Z
describes the preimage of the line given by (6.5) under the projection X reg (H) → g reg . We have a natural morphism
, and it follows from Proposition 6.1 that π ′ is flat since flatness is stable under base change. By Theorem 6.2, the scheme-theoretic fibers of π ′ over the closed points are reduced as well since scheme-theoretic fibers are preserved under base change. Namely, the scheme-theoretic fiber over t = 0 is isomorphic to the integral scheme associated to X(x J , H), and the scheme-theoretic fiber over 0 is the integral scheme associated to X(N 0 , H). Thus, we obtain a flat degeneration of X(x J , H) to X(N 0 , H). Remark 6.6. In Lie type A, some related works have appeared in [6] and [1] . AndersonTymoczko considered in [6] Hessenberg varieties with the scheme structures, which are isomorphic to ours, described in terms of degeneracy loci of morphisms of vector bundles ([6, Theorem 7.6]). Also, special case (when x J is regular semisimple) of Corollary 6.5 was proved in [1, Theorem 5.1].
Volumes of projective embeddings
For a regular dominant weight λ of T , we have the Kodaira embedding G/B ֒→ P(V λ ) for the line bundle L λ . Let X(x, H) be a regular Hessenberg variety. By composing this with the inclusion X(x, H) ֒→ G/B, we obtain a closed embedding X(x, H) ֒→ P(V λ ). We define the volume of L λ on X(x, H) by
In this section, we give a Lie theoretic description of the volume Vol(X(x, H), L λ ). Specializing to the case for a regular nilpotent Hessenberg variety, we will also explain a connection of our volume formula to its cohomology ring.
Let t * R := span R {α | α ∈ Φ} ⊂ t * and R = Sym(t * R ) the symmetric algebra of t * R . Take a W -invariant inner product ( , ) on t * R . Since this induces a linear isomorphism t * R ∼ = t R , we can regard t * R as the linear functions on itself and R as the ring of polynomial functions on t * R . For example, we have (f g)(µ) = f (µ)g(µ) = (f, µ)(g, µ) for f, g ∈ t * R and µ ∈ t * R . Also, for an element f ∈ t * R , we define a derivation ∂ f on R determined by the Leibniz rule and the linear formula ∂ f = (f, · ) on t * R . Let us introduce the following polynomial in R which appeared in [4, Sect. 11]
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where Z := α∈Φ + (α, ρ) ∈ R × . Note that P H is a polynomial function on t * R as we explained above. For example, when H = g (i.e. when X(x, H) = G/B), we have
Proposition 7.1. Let X(x, H) be a regular Hessenberg variety and λ a regular dominant weight of T . Then
Remark 7.2. The P H as an element of R depends on the choice of the W -invariant inner product on t * R , but P H as a function on t * R does not. Proof of Proposition 7.1. By Corollary 6.4, the degree of the projective embedding X(x, H) ֒→ P(V λ ) does not depend on a choice of a regular element x. So it suffices to compute the volume of this embedding of a regular semisimple Hessenberg variety.
Let s ∈ t be a regular semisimple element of g. Since X(s, H) is a non-singular projective variety which is preserved by the T -action on G/B, the degree of a closed embedding into a projective space is exactly its symplectic volume, and it can be computed by the Atiyah-Bott-Berline-Vergne ( [7] and [10] ) localization formula for integrations. So let us write down this formula in what follows. Recall that the line bundle over G/B corresponding to the embedding G/B ֒→ P(V λ ) is L λ . So, by the localization formula, we have
Here, in the RHS, we think of w ∈ W as a T -fixed point wB ∈ G/B, and the numerator and the denominator are the weights of the T -actions on the fiber L λ | wB and the tangent space T wB X(s, H) respectively (see [15] for the description of T wB X(s, H)), where we think of each fraction as an element of the quotient field K of the symmetric algebra R = Sym(t * R ). Now we think of the RHS of (7.2) as a polynomial in the 5 Strictly speaking, the polynomial P H without the denominator Z is the one introduced in [4] . coefficients λ 1 , . . . , λ n of λ with respect to the fundamental weights ̟ 1 , . . . , ̟ n . More precisely, let
where y := n i=1 y i ̟ i . For any (m 1 , . . . , m n ) ∈ Z n , we know from [7] and [10] that P X(s,H) (m 1 , . . . , m n ) is the value of the integration
From this, it is not difficult to verify that P X(s,H) (r 1 , . . . , r n ) ∈ R for all (r 1 , . . . , r n ) ∈ R n by continuity. This shows that we in fact have
By construction, we have
for any regular dominant weight λ = n i=1 λ i ̟ i . Now we associate to each root α a derivation on K[y 1 , . . . , y n ] over K by
α k . Then we have ∂ ′ α (wy) = wα for w ∈ W , where y = n i=1 y i ̟ i as above. Now it is straightforward to see
Here, P G/B (y 1 , . . . , y n ) describes the volume formula of the embedding G/B ֒→ P(V λ ), and it is well-known that
for any regular dominant weight λ = n i=1 λ i ̟ i . So, it follows that
since both sides are polynomials in y 1 , . . . , y n over R. Recalling that we regard R = Sym(t * R ) as the ring of polynomial functions on t * R through the inner product ( , ) (see the explanation above (7.1) for details), we can express (7.5) as Namely, the derivation ∂ ′ α on R[y 1 , . . . , y n ] is identical to the derivation ∂ α on R defined above (7.1) (i.e. the one which satisfies ∂ α = (α, · ) on t * R ) under the isomorphism ψ. Thus, we obtain from (7.4) that as elements of R, and this is exactly P H given in (7.1). Hence, by (7. 3), we obtain Vol(X(s, H), L λ ) = P H (λ) as desired. Figure  1 ) of the lattice in M R has a unit volume. Hence, we deduce that Vol(X, L ρ ) = 3.
On the other hand, we have
Hence, by Proposition 7.1, we obtain Vol(X, L ρ ) = (∂ α 1 +α 2 P sl 3 (C) )(ρ) = 1 2 α As an application of Proposition 7.1, let us explain a relation between our volume formula and the cohomology rings of regular nilpotent Hessenberg varieties. Let N 0 be a regular nilpotent element of g and X(N 0 , H) the associated regular nilpotent Hessenberg variety. In [4] , it is shown that H * (X(N 0 , H); R) is a Poincaré duality algebra generated by degree 2 elements and that H * (X(N 0 , H); R) ∼ = R/Ann(P H ) (7.7)
as graded rings over R, where we have R = Sym(t * R ). The annihilator Ann(P H ) is defined as Ann(P H ) = {F ∈ R | ∂ F (P H ) = 0}, where we associate to an element F ∈ R a differential operator ∂ F on R as a polynomial of derivations by extending the linear association f (∈ t Lemma A.1. For any fixed t = 0, the element x(t) is conjugate to tx J .
To prove this, we rather start with the following.
Lemma A.2. For x = s J + i∈I c α i E α i with arbitrary coefficients c α i , there exists an element g ∈ G such that Ad(g)x = s J + j∈J c α j E α j .
Proof. If I \ J is empty, then there is nothing to prove. So we can assume that there is an element ℓ ∈ I \ J. This means that α ℓ is not a root of g(J) because of (A.1). Hence, we have E α ℓ / ∈ Z g (s J ) which implies α ℓ (s J ) = 0. By expanding the exponential, we have Proof of Lemma A.1. By the definition of x(t), we have
Suppose that t = 0. Then by Lemma A.2, there exists an element g ′ ∈ G such that Ad(g ′ )x(t) = ts J + j∈J E α j .
Recalling that the set of simple roots ∆ = {α 1 , . . . , α n } is a C-basis of t * , let {ǫ 1 , . . . , ǫ n } ⊂ t be its dual basis. Since t = 0, we can take c ∈ C such that e c = t. Now let
Then exp(ad(s)) ts J + j∈J E α j = ts J + j∈J tE α j since s J ∈ t. Thus, we conclude that there exists an element g ∈ G such that Ad(g)x(t) = ts J + j∈J tE α j which is exactly tx J .
