Interval Routing Schemes (IRS for short) have been extensively investigated in the past years with special emphasis on shortest paths. Besides their theoretical interest, IRS have practical applications, as they have been implemented with wormhole routing in the last generation of INMOS Transputer Router Chips. In this paper we consider IRS that are optimal with respect to the congestion of the induced path system. In fact, wormhole routing is strongly influenced by the maximum number of paths that share a physical link and from low to moderate congestion it outperforms the packet switching technique.
Introduction
Interval Routing Schemes, or simply IRS, were introduced in [30, 34, 35] with the purpose of minimizing the memory requirements at the various processors of the interconnection network for the distributed representation of the (shortest) paths.
in [3, 21, 29, 31, 7] .
In this paper we give a general framework able to deal with the various congestion issues in IRS. In fact, we will distinguish between the static and the dynamic case. In the former, the set of communication requests R is fixed in advance and the scheme is required to have a good performance with respect to R. In the latter, the scheme is fixed in advance, but R can vary over time within a family of communication requests R; the scheme is required to behave efficiently with respect to each R ∈ R. Static and dynamic situations can be faced in a unified setting, thanks to the notion of competitiveness introduced in this paper. Namely, a k-IRS is c-competitive if its performance ratio with respect to any other k-IRS is within a factor of c, that is, for each R ∈ R its maximal link congestion is at most c times the one of the other k-IRS.
The model
The model we shall use is the point to point communication model, where each processor in the network has access only to its own local memory and communicates by sending messages along bidirectional communication links to one of its neighbors. The network topology is modeled as a symmetric directed graph G = (V, A) with vertex set V representing processors and arc set A representing bidirectional links.
Each message has a header that includes its destination address. As a message reaches any given vertex, it is either evicted from the network (if it has reached its final destination) or it is forwarded through an outgoing arc. Such an arc is determined starting from the destination address according to the local information stored at the vertex.
The particular routing method considered in the paper is the Interval Labeling Scheme (ILS) [30, 34, 35] , that is based on a suitable labeling of the vertices and of the arcs of the graph. Vertex labels belong to the set N = {1, 2, . . . , n}, while arc labels represent disjoint intervals in N 1 . We will define an interval in N as [a, b] = {a, a + 1, . . . , b}. Intervals may be wrap-around, that is if a > b then [a, b] = {a, a + 1, . . . , n, 1, . . . , b}. We denote as l(v) the label of vertex v and as I(u, v) the interval assigned to arc (u, v) . The set of all intervals associated with the arcs leaving the same vertex forms a partition of the interval N (thus in reality each arc needs to be labeled with only the left end-point of the interval). Messages to a destination vertex v are routed via the arc that is labeled with the interval [a, b] containing l (v) . An ILS is valid if, for all the vertices u and v of G, messages sent from u to v always reach v correctly. A valid ILS is sometimes called an Interval Routing Scheme (IRS for short).
In a k-ILS each arc is labeled with up to k intervals in N , always under the assumption that all the intervals associated with the arcs emanating from a same vertex form a partition of N . A message with destination v is then routed on the link such that one of its intervals contains the label of v. A valid k-ILS is also called a k-IRS.
By reducing the possible intervals used by the scheme, some restrictions of the classical k-IRS can be defined. For instance, in [2] a k-IRS is said to be linear if no interval wraps around, i.e. all intervals [a, b] are such that a ≤ b. Another restricted version of k-IRS, usually called strict k-IRS, was used in [14] and later formalized in [12] : at each vertex u, the intervals associated with its incident links must not contain the vertex-label l(u). Thus for example, a vertex labeled 5 can not have an incident link with an interval containing 5, like for instance [3, 6] .
Notice that so far research activities on interval routing have focused on determining the minimum value of k such that a given network admits a shortest path k-IRS. However, as already remarked, reducing the congestion of the induced path system in wormhole routing is a relevant design goal as well to yield good corresponding routing functions. The remaining part of this section is devoted to the definition of the framework combining interval routing and congestion.
Given two vertices u, v in G, let p(u, v) denote the path used by a given routing strategy to route messages from u to v. A path system P in G is a set containing all possible n(n − 1) paths in G, that is, P = {p(u, v) | (u, v) ∈ V × V, u = v}. We denote as P(G) the set of all path systems in G.
A set of communication requests in G is a set R ⊆ V × V containing the source-destination pairs wishing to communicate. Given R, it is possible to define the restriction of P to R as P R = {p(u, v) ∈ P | (u, v) ∈ R}, that is the set of paths in P connecting each communication request in R.
Definition 2.1 Given a set of communication requests R and a path system P in G, the congestion C(G, P, R, e) of an arc e ∈ A is defined as the number of paths in P R containing e, that is C(G, P, R, e) = |{p(u, v) ∈ P R | e ∈ p(u, v)}|. The congestion C(G, P, R) of P with respect to R is the maximum arc congestion, that is C(G, P, R) = max e∈A C(G, P, R, e), and the minimal congestion with respect to R is C(G, R) = min P ∈P(G) C(G, P, R).
As far as lower bounds on the congestion are concerned, a well-known relationship is established by the inequality C(G, P, R) ≥ 1 |A| (u,v)∈R dist G (u, v) (see for instance [21] ). Moreover, given a cut of s arcs which separates the graph into two maximal strongly connected components G 1 = (V 1 , A 1 ) and G 2 = (V 2 , A 2 ), trivially C(G, P, R) ≥ p s , where p is the number of source-destination pairs (u, v) ∈ R such that u ∈ V 1 and v ∈ V 2 , or analogously p = |R∩(V 1 ×V 2 )| (see for instance [31] ). As a direct consequence, in the one-to-all case with R = R v = ({v} × (V − {v})) ∪ ((V − {v}) × {v}) for a specified vertex v ∈ V , C(G, P, R) ≥ (n − 1)/d , where d is the degree of v, while in the all-to-all case with R = V × V , C(G, P, R) ≥ n/2 n/2 /b(G) = n 2 /4 /b(G) , where b(G) is the bisection width of G, that is the minimum number of arcs that must be cut to split G in two maximal strongly connected components respectively of n/2 and n/2 vertices.
Any k-IRS of a network G induces a path system P in G in a trivial way. Then, it is possible to define P(G, k-IRS) ⊆ P(G) as the subset containing all the possible path systems induced by k-IRS for G. The congestion in G due to k-IRS with respect to a set of communication requests R is denoted as C k (G, R) and is given by C k (G, R) = min P ∈P (G, 
k−IRS) C(G, P, R)
The determination of path systems in P(G, k-IRS) with congestion as close as possible to C k (G, R) for a given R is an issue worth to investigate and is one focus of the present work. Moreover, another strictly related problem considered in this paper consists of finding the smallest possible k yielding good values of C k (G, R) as compared to C(G, R).
As already observed, often a k-IRS has to fulfill the more challenging task of having a good behavior with respect to different communication patterns. The following parameter measures the behavior of P with respect to a family of sets of communication requests.
Definition 2.2 Given a family R ≡ {R
i } i∈I of communication requests and a k-IRS for G with induced P , the k-IRS is said to be c-competitive with respect to R for a real number c ≥ 1 if for any other k-IRS with induced path system P max i∈I { C(G,P,R i )
C(G,P ,R i ) } ≤ c.
The competitiveness factor c takes into account how well the k-IRS behaves with respect to any other scheme on all the sets of communication requests in R. Notice that some graphs may have no 1-competitive k-IRS, since in order to perform better on a given R i it might be necessary to increase the maximal congestion of another R i and vice versa. For example, it is easy to see that in the ring of the four vertices 1, 2, 3 and 4 connected in a cycle, no c-competitive k-IRS (for any k) exists for c < 2 with respect to the family of the 3 sets of communication requests (1, 4) }. In order to avoid ambiguities, let us finally explicitly introduce some of the network topologies considered in the paper 2 .
• A chain C n is defined as the graph with vertex set V = {0, . . . , n−1} and arc set
• A ring R n is defined as the graph with vertex set V = {0, . . . , n−1} and arc set
• A chordal ring R n (l 1 , . . . , l h ) is defined as the graph with 1 ≤ h ≤ n/2 , where
Arcs in A 2 are called chords.
•
• A grid G n×m is defined as the graph with vertex set
• A torus T n×m is defined as the graph with vertex set
General results
In this section we show some general results concerning IRS and congestion. First of all, the natural question to ask is whether and how much one looses using k-IRS with respect to unrestricted path systems, i.e. not necessarily induced by k-IRS, and with respect to (k + 1)-IRS.
Lemma 3.1 For arbitrarily large values of n, there exists an n-vertex graph G and a set of requests
where m is any positive integer. The arc set A consists of all the possible arcs between the vertices in V i and V i+1 and vice versa, 1 ≤ i ≤ 3. The set of requests R is given by V 1 × V 4 . The best path system P for R is given by m pairwise arc-disjoint paths connecting the pairs in R, that meet only at vertices v and z, thus yielding C(G, R) = 1. On the other hand, by definition of k-IRS, when messages sent from V 1 meet at v, the remaining subpaths leading to z coincide, as the routing decision at each vertex depends only on the label of the destination. It follows that C k (G, R) = m and
The lemma follows by the arbitrariety of m. 2
Lemma 3.2 For each fixed number of intervals k ≥ 2, there exists a graph G and a set of requests
Proof. Before describing the claimed graph G and set of communication requests R, we give a base graph G having some remarkable properties and then we show how to extend it to obtain the final graph G. Such a graph is based on a construction given in [33] (see Fig. 1 ). Figure 1 : The base graph G for k = 2.
Given a positive integer k ≥ 2, consider the family S of all subsets of the set of the 2k integers {1, . . . , 2k} that contain exactly k elements of {1, . . . , 2k}, and let S 1 , . . . , S ( 2k k ) be any enumeration of these sets. The
, where:
and
Informally, the graph G contains 2k k groups of vertices, each associated to a set S i ∈ S, 1 ≤ i ≤ 2k k , and consisting of a vertex u i adjacent to v i,1 and v i,0 , with v i,1 (resp. v i,0 ) connected to the k vertices z j , 1 ≤ j ≤ 2k, such that j ∈ S i (resp. j ∈ S i ). Fig. 1 shows the base graph for k = 2.
The key property for the base graph is the following. Assume that we want to represent shortest paths in G between the vertices u i ∈ V 1 and the vertices z j ∈ V 4 , and in particular one shortest path per sourcedestination pair (u i , z j ). Then any scheme needs at least k intervals. In fact, given any labeling of the vertices in V 4 , there always exists one set S i ∈ S such that the label of every vertex z j such that j ∈ S i is not adjacent to the label of any other vertex z j with j ∈ S i . For instance, if l(z 1 ) < l(z 2 ) < . . . < l(z 2k ), the set S i = {1, 3, . . . , 2k − 1} satisfies this property. But then, since at u i all shortest paths to vertices z j such that j ∈ S i start with arc (u i , v i,1 ) and all the ones to vertices z j with j ∈ S i with arc (u i , v i,0 ), in order to represent shortest paths from u i to all vertices z j it is necessary to associate at least k intervals both to (u i , v i,1 ) and to (u i , v i,0 ).
Starting from the above observation, we let the final graph G be obtained by adding to G another set of 2k(k − 1)
. . , k − 1}, and we connect for each j, 1 ≤ j ≤ 2k, all the w j,i,h to z j . Finally, we let the set of communication requests
. . , k − 1, and j ∈ S i }. Hence in R each u i wants to communicate with each z j , while each v i,1 (resp. v i,0 ) with all the w j,i,h such that j ∈ S i (resp. j ∈ S i ), i.e. with all the w j,i,h such that there is an arc between v i,1 (resp. v i,0 ) and z j .
We now show that any (k − 1)-IRS for G has an induced path system P such that C(G, P , R) > k, i.e. C k−1 (G, R) > k, while there exists a k-IRS for G with an induced path system P such that
Consider first any (k − 1)-IRS for G with an induced path system P . We want to show that there must exist at least one arc e ∈ A 5 ∪ A 7 , that is from a vertex v i,x to a vertex z j , such that C(G, P , R, e) > k.
Each of the
source-destination pairs in R corresponds clearly to a path in P containing at least one arc e ∈ A 5 ∪A 7 (i.e. from vertices v i,x to vertices z j ). Moreover, by the properties of the base graph, there must exist at least one source-destination pair (u i , z j ) ∈ R such that the (k − 1)-IRS does not represent a shortest path from u i to z j . Then, the path in P from u i to z j contains at least two arcs in A 5 ∪ A 7 , as it has to step through a vertex z j , from z j back to a v i ,x , and then from v i ,x to a vertex z j , not necessarily corresponding to z j .
Thus, if we consider the summation s of the congestions of all the arcs in A 5 ∪A 7 , by the above observations s ≥ 2k
In order to complete the proof, let us now provide a valid k-IRS for G with an induced path system P such that C(G, P, R) = k. We assign consecutively for each j, 1 ≤ j ≤ 2k, an interval of vertex labels from
Similarly, we assign an interval of vertex labels from ((k − 1) Thus, the intervals assignment below is such that for i = i 1 or i = i 2 all the paths from v i,1 , u i and v i,0 to the vertices z j , w j,1,1 , w j,1,2 , ...,w j,( 2k k ),k−1 such that j ∈ S i step through v i,1 , while all the ones to all the remaining vertices go in the reverse direction through vertex v i,0 . In order to preserve the validity of the scheme, a bit care must then be taken to assign the other intervals.
Without loss of generality, assume that 1 < i 1 < i 2 < 2k k and i 2 = i 1 + 1 (see also Fig. 1 , where i 1 = 3 and i 2 = 4). We distinguish between the two following cases:
Case a: 
] to one of the remaining arcs (v i,x , z j ) with still one interval. Notice that by construction such an interval assignment is always possible and ensures that in order to reach vertices in V 1 ∪ V 2 ∪ V 3 corresponding to i 1 (resp. i 2 ), paths from v i,x step through vertices z j that are directly connected to v i1,1 (resp. v i2,1 ), as no path goes from a z j to v i1,0 (resp. v i2,0 ) and moreover from v i1,1 (resp. v i2,1 ) the paths reach u i 1 and v i 1 ,0 (resp. u i 2 and v i 2 ,0 ) within 2 hops.
For A simple case study shows that the above k-IRS is valid. Moreover, as it can be easily checked, it represents shortest paths between each source-destination pair in R and thus C(G, P, R) = k. In fact, for each i, j and h such that 
A trivial upper bound is k = n/2 + 1, as n/2 intervals are always sufficient to identify any subset of n vertices, so a higher number of intervals does not increase the representation power of the scheme.
On the other hand, the graph provided in the proof of Lemma 3.2, even if it has the advantage of showing that, for every fixed k,
, has a number of vertices exponential in k, so that k grows only logarithmically in n.
A better lower bound is provided in the following lemma.
Lemma 3.3 For each positive integer n there exists a graph G with Θ(n) vertices and k
Proof. The proof is similar to the one of Lemma 3.2, but the base graph now relies on the construction given in [10] .
Such a graph can be derived directly from the one provided in Lemma 3.2 by changing the number of subsets S i and the total number of integers in the universe set. In fact, given a suitably large integer l, the family S is constituted by 2l subsets S 1 , . . . , S 2l of the set of 2 l integers {1, . . . , 2 l }. The cardinality of such subsets is not always the same, but it can vary arbitrarily between 1 and 2 l . Hence, the base graph now has 2l groups of vertices v i,1 , u i and v i,0 , while there are 2 l vertices z j . Again each u i is adjacent to v i,0 and v i,1 , and v i,0 and v i,1 are connected to vertices z j as in Lemma 3.2 according to the set S i .
As shown in [10] , for l large enough, there is a suitable choice for the subsets S 1 , . . . , S 2l such that again in the base graph every scheme which represents shortest paths from vertices u i to vertices z j needs Ω(2 l ) intervals. Since on the other hand O(2 l ) intervals are sufficient to represent shortest paths (the base graph contains O(2 l ) vertices), there must exist a k = Θ(2 l ) such that k intervals allow the representation of the shortest paths from vertices u i to vertices z j and k − 1 do not.
The construction of the final graph from the base graph is slightly different, thought. In fact, we let the final graph G be obtained from the base graph by adding another set of 4l2
l , and x = 0, 1}, and we connect all the w i,h,x to v i,x . Finally, we let the set of communication requests
l , and j ∈ S i }. Hence in R each u i wants to communicate with each z j , while each w i,h,1 (resp. w i,h,0 ) with all the z j such that j ∈ S i (resp. j ∈ S i ), i.e. with all the z j such that there is an arc between v i,1 (resp. v i,0 ) and z j .
We now show that any (k − 1)-IRS for G has an induced path system P such that
The lemma thus follows by the arbitrariety of l and by observing that the total number n of vertices in G is n = Θ(l2 l ) and k = Θ(2 l ) = Θ(n/ log n). Consider first any (k − 1)-IRS for G with an induced path system P . Again we show that there must exist at least one arc e ∈ A 5 ∪ A 7 , that is from a vertex v i,x to a vertex z j , such that C(G, P , R, e) > 2 l + 1. Each of the 2l2 l + 2 l 2l2 l source-destination pairs in R corresponds to a path containing at least one arc e ∈ A 5 ∪ A 7 . Moreover, by the properties of the base graph, there must exist at least one source-destination pair (u i , z j ) ∈ R such that the (k − 1)-IRS does not represent a shortest path from u i to z j . Then, the path in P from u i to z j contains at least two arcs in A 5 ∪ A 7 , as it has to step through a vertex z j , from z j back to a v i ,x , and then from v i ,x to a vertex z j , not necessarily corresponding to z j .
Thus, if we consider the summation s of the congestions of all the arcs in A 5 ∪A 7 , by the above observations
In order to complete the proof, let us now provide a valid (k + 2)-IRS for G with an induced path system P such that C(G, P, R) = 2 l + 1. We assign an interval of vertex labels from 1 to 2 l to vertices z 1 , ..., z 2 l in such a way that for each i, 1 ≤ i ≤ 2l, it is possible to represent shortest paths from u i to the vertices z j using at most k intervals per arc. Then, we assign an interval of vertex labels from 2
Concerning the intervals associated to the arcs, observe first that if k intervals allow the representation of the shortest paths from each u i to each z j , then the labels of the vertices z j corresponding to each single set S i form at most k intervals. Then, at each u i the arc (u i , v i,1 ) receives the at most k intervals containing exactly the labels of the vertices z j such that j ∈ S i , plus the interval 
containing also all such vertices for i < i. Finally, the arc (v i,1 , u i ) (resp. (v i,0 , u i )) receives the at most k + 1 (resp. k) intervals containing the labels of the vertices
, and (w i,h,x , v i,x ) the interval containing all the vertex labels, except l(w i,h,x ).
Finally, for each j,
, to reach also all the other vertices z j with j = j.
Clearly, the (k + 2)-IRS is valid and represents shortest paths between each source-destination pair in R.
, while all the other arcs have congestion 0.
2
Even if we don't put separate claims, Lemma 3.2 and Lemma 3.3 can be easily extended to prove that, for every positive integer c, 
Moreover, since Lemma 3.2 does not impose any upper bound on the number of vertices in the graph, letting
As far as competitiveness is concerned, the example of rings in the previous section shows that there are graphs not admitting 1-competitive k-IRS for given families of communication requests. The following lemma shows that in some cases the best competitive ratio of any k-IRS grows linearly in the size of the graph. Consider all possible pairs of communication requests (u i , v j ) in G from V 1 to V 2 , let R be the family of all possible sets containing each exactly m of such communication requests and let P be the path system induced by a k-IRS for G. Since in any other k-IRS each of the m 2 paths from V 1 to V 2 has to step through one of the m arcs (u i , w), at least one of these arcs must be traversed by at least m paths in P from V 1 to V 2 . Let R ∈ R be the set of communication requests corresponding to these m paths. Then, the k-IRS for G cannot be c-competitive with respect to R for c less than m. In fact, if we consider another k-IRS for G with an induced path system P in which the m paths corresponding to R are routed each through a different arc ( 
. Then expand intervals I 1 , . . . , I p−1 , I in such a way that they form a partition of the set of all the vertex labels. For each free vertex
and each arc (v i , w) the interval containing all the vertex labels except l(v i ).
Such a scheme is clearly valid and has the claimed congestion C(G, P , R) = 1. Moreover, as it is a 1-IRS, it is also a k-IRS for any k ≥ 1. The lemma follows by the arbitrariety of the integer m and by observing that m = n−1
. 2
The following lemma is useful to establish upper bounds on the competitive ratio. This result clearly holds also with respect to a given family of communication requests R, if each R ∈ R satisfies the conditions of the claim.
Concerning results for specific topologies, observe first that trivially chains and trees have dynamic 1-competitive 1-IRS with respect to any family of communication requests R, as they have a unique simple (shortest) path connecting any source-destination pair and thus the path system induced by any k-IRS is the same.
Moreover, as a direct consequence of Lemma 3.5, upper bounds on the competitive ratio can be determined for many interconnection networks. Proof. All such networks admit a shortest path k-IRS with the claimed k [36, 17] . Let us then consider each network separately.
Trees:
As observed above, any tree admits a shortest path 1-IRS and, as the tree has a unique simple (shortest) path connecting any source-destination pair, the path system induced by any k-IRS is the same.
Rings:
Consider a ring R n of n vertices and the 1-IRS that routes messages along shortest paths. Given any set of communication requests R, consider one arc, say (0, 1), with highest congestion. Since the scheme represents shortest paths, the source of every path traversing (0, 1) must be one of the vertices from n/2 +1 to 0 and the destination one of the remaining vertices from 1 to n/2 . Hence, the cut of the two arcs (0, 1) and ( n/2 + 1, n/2 ) satisfies the conditions of Lemma 3.5, and the claim follows.
Chordal Rings:
Consider a chordal ring R n (l 1 , . . . , l h ) satisfying the hypothesis and the 1-IRS that routes messages along shortest paths. Given any set of communication requests R, consider one arc, say e = (− l j /2 , − l j /2 + l j ) (resp. (0, 1)), with highest congestion. Since the scheme represents shortest paths, the source of every path traversing e must be one of the vertices from n/2 + 1 to 0 and the destination one of the remaining vertices from 1 to n/2 . Hence, the cut of the 2(1 + h i=1 l i ) arcs corresponding to arcs (0, 1) and ( n/2 + 1, n/2 )), plus for each j, 1 ≤ j ≤ h, the 2l j chords (−l j + 1, 1), (−l j + 2, 2), . . . , (0, l j ) and ( n/2 + l j , n/2 ), . . . , ( n/2 + 1, n/2 − l j + 1) satisfies the conditions of Lemma 3.5, and the claim follows.
Grids:
Consider an n × n grid G n×n and the 1-IRS that routes messages along shortest paths. Given any set of communication requests R, consider one arc, say ((i, j), (i + 1, j)), with highest congestion. Since the scheme represents shortest paths, the source of every path traversing ((i, j), (i + 1, j)) must be one of the vertices (i , j ) with i ≤ i. Hence, the cut of the n arcs ((i, j), (i + 1, j)) with 1 ≤ j ≤ n satisfies the conditions of Lemma 3.5, and the claim follows.
Tori:
Consider an n × n torus T n×n and the 2-IRS that routes messages along shortest paths. Given any set of communication requests R, consider one arc, say ((0, 0), (1, 0)), with highest congestion. Since the scheme represents shortest paths, the source of every path traversing ((0, 0), (1, 0)) must be one of the vertices (i, j) with i from n/2 + 1 to 0, 0 ≤ j ≤ n − 1, and the destination one of the remaining vertices (i , j ) with
Hence, the cut of the 2n arcs ((0, j), (1, j)) and (( n/2 + 1, j), ( n/2 , j)) with 0 ≤ j ≤ n − 1 satisfies the conditions of Lemma 3.5, and the claim follows. While the result for rings is optimal in the sense that there are families of communication requests for which there are not schemes with a competitive ratio of less than 2 (see the last paragraph of Section 2), it would be worth to find suitable lower bounds on the competitive ratio also for the other networks.
The NP-completeness results
The time complexity of deciding the existence of a shortest path k-IRS for a graph has been first considered in [9] , where it has been shown that the problem is NP-complete for non constant values of k on weighted graphs. Such a result has been extended in [8] by proving that it is NP-complete for k = 2 on unweighted graphs. The best NP-completeness result for shortest path 1-IRS on unweighted graphs has been proved in [6] .
In this section we determine the computational complexity of the problem of devising IRS with a good competitive ratio. By exploiting ideas in [20] , we prove that this problem is in general NP-complete both in the static and in the dynamic one-to-all cases. In particular, let
Then, in the static one-to-all case R = {R v } for a fixed vertex v ∈ V , while in the dynamic one R = {R v } v∈V , i.e., it includes all possible R v s. Since in order to obtain a low competitive ratio it is necessary to minimize the congestion with respect to the corresponding communication requests, the following problems naturally arise. 
We show the NP-completeness of both the two problems by providing a polynomial-time reduction from 3-Partition, which is NP-complete in the strong sense [16] . In such a problem we are faced with a finite set S of 3m elements, an integer B > 0, and an integer size s(a) for each element a ∈ S such that B/4 < s(a) < B/2 and a∈S s(a) = mB. We want to know if S can be partitioned into m disjoint sets S 1 , S 2 , . . . , S m such that for each i,
Proof. It is easy to see that 1-Stat 1-IRS belongs to NP, as given any 1-IRS for G with an induced path system P , it is possible to check in polynomial time whether C(G, P, R) ≤ C.
Given a set S = {a 1 , a 2 , . . . , a 3m } and an integer B corresponding to an instance of 3-Partition, we provide in polynomial time a digraph G = (V, A), a set R ⊆ V × V and an integer C such that there is the required partition of S if and only if there is a 1-IRS for G with C(G, P, R) ≤ C.
In the reduction graph G = (V, A) the set of the vertices V is partitioned into five subsets V 1 , . . . , V 5 as follows (see Fig. 2 ):
• V 1 = X 1 ∪· · ·∪X 3m , where X 1 , . . . , X 3m are pairwise disjoint sets of vertices such that |X i | = (T +1)s(a i ) for each 1 ≤ i ≤ 3m, where T = 3m 2 + 4m; 
Concerning the arcs of G, since G is symmetric, we do not give the complete list, but we simply assume that for each given arc the opposite one also belongs to A. A contains all the possible arcs between V 5 and V 4 and between V 2 and V 4 . Moreover, V 2 and V 4 induce the complete graphs K 3m and K m , respectively. For each i and j, 1 ≤ i ≤ m and 1 ≤ j ≤ 3m, y i,j ∈ V 3 is connected both to z i ∈ V 4 and to x j ∈ V 2 , while each Only if case. Let us assume that the instance of the 3-Partition problem has a positive answer. Then S = {a 1 , a 2 , . . . , a 3m } can be partitioned into m disjoint sets S 1 , S 2 , . . . , S m of cardinality 3 such that, if
The claimed 1-IRS is defined by the following vertex and arc labelings:
• l(r) = 1; • Vertices in X i = X i ∪ {x i } receive the interval:
Let N = {1, 2, . . . , (mB + 1)(T + 1)} be the set of vertex labels and I(u, v) denote the interval assigned to arc (u, v) . Then, the arc labeling is obtained according to the following rules:
• Vertices
• Vertices y i,j , 1 ≤ i ≤ m and 1 ≤ j ≤ 3m:
• Vertices in
• Vertices x j , 1 ≤ j ≤ 3m: labels of outgoing arcs of these vertices are the most important because they strictly depend on the solution of 3-Partition.
Notice that in the above construction a vertex z i corresponds to the set S i and then exactly three vertices x j are connected to z i with an arc having label [1, 1] . Moreover, the above labeling defines a valid 1-IRS.
Let us now show that C(G, P, R) ≤ C. In order to prove the claim, we consider separately the contribution to the congestion of the paths from r to all the other vertices and vice versa. In fact, no arc is contained in a path of the first and of the second type at the same time, i.e., the congestion of each arc is completely due either to paths from r to other vertices or from other vertices to r.
Let e i = (r, z i ) be an arc incident to r. The paths from r to all the other vertices cause a congestion on e i equal to (|N | − 1)/m = (mB(T + 1) + T )/m = C.
For given i and j, 1 ≤ i ≤ m and 1 ≤ j ≤ 3m, paths from z i to vertices in X j follow arc (z i , x j ) and eventually (if the destination is not x j ) (x j , x), where x is the final vertex. This can contribute to the congestion of all such arcs at most |X i | = (T + 1)s(a j ) + 1 < (T + 1)B/2 + 1 < C, as each element in S has an integer size smaller than B/2.
Analogously paths from z i to vertices in Z i , for a given i between 1 and m, follow arc (z i , z i ) and eventually (if the destination is not z i ) (z i , y i ,j ), where y i ,j is the final vertex. This can contribute to the congestion of all such arcs at most |Z i | = 3m + 1 < C.
Let us consider now the contribution to the congestion caused by the paths toward the root. Since all the arcs belonging to such paths form a tree rooted at r, the maximum congestion is on the arcs e i = (z i , r) incident to r. By construction, if 3 } is an element of the solution for 3-Partition, e i belongs to all the paths from the vertices in 3 to r, plus the paths from vertices y i,j , 1 ≤ j ≤ 3m, and vertex z i toward r, thus yielding C(G, P, R, e i ) = B(T + 1) + 3m + 4 = C.
Since as remarked above no arc belongs to paths from r and toward r at the same time, then C(G, P, R) ≤ C.
If case. Assume now that the graph G has a 1-IRS that induces a path system P with C(G, P, R) ≤ C.
We prove that the corresponding instance of the 3-Partition problem has a positive answer, i.e., there exists a partition of the elements of S into subsets of weight B.
By hypothesis, C(G, P, R, e i ) ≤ C = B(T + 1) + T /m for each edge e i = (z i , r).
By definition of k-IRS, when messages sent from different vertices to the same receiver r reach a common intermediate vertex, the remaining subpaths leading them to r coincide, as the routing decision at each vertex depends only on the label of r. Hence for any j such that 1 ≤ j ≤ 3m, starting from x i , all the subpaths in P from vertices in X i to r are exactly the same, since they all step through x i .
Notice that only vertices in exactly three sets X ji,1 , X ji,2 and X ji,3 can have paths stepping through a same arc e i to reach r, as if there were at least another set X j i,4 it would be C(G, P, R, e i ) ≥ (T +1) 
Theorem 4.2 Dyn 2-IRS is NP-complete.
Proof. The reduction is obtained as in the proof of the previous theorem, but the graph is changed by letting T = 4m, by eliminating the vertex set V 3 and taking the subgraph induced by the remaining vertices.
Finally, for what concerns the bounds on the maximal congestions associated to each possible root vertex
• C r = B(T + 1) + 4;
• C xi = max 1≤j≤3m (T + 1)s(a j ) + 1;
• C z j = max 1≤j ≤3m,j =j (T + 1)s(a j ) + 1;
The 2-IRS in the "only if" part is defined in an analogous manner by taking the vertex labeling induced by the above 1-IRS on the vertices in V \ V 3 , while the interval assignment is defined accordingly with the exception that (x j , z i ) receives always the interval [l(z i ), l(z i )], plus the interval [1, 1] if a j ∈ S i . As it can be easily checked, each arc then receives at most two intervals and
Concerning the if part, the proof proceeds analogously as to the one of the previous theorem by observing that for each i, Notice that, since the competitiveness of k-IRS is defined with respect to k-IRS themselves, often asking for the existence of c-competitive schemes does not make sense. For instance, in the static case there always exists a 1-competitive k-IRS and this holds also in the reductions provided in the proof of Theorem 4.1 for k = 1 and in the proof of Theorem 4.2 for k = 2, respectively. This means that, even if we know in advance that a 1-competitive scheme exists, constructing it is anyway an NP-hard problem.
One-to-all: results for specific topologies
Starting from the hardness results shown in the previous section, we now provide efficient schemes for some commonly used interconnection networks, such as rings, grids and tori. The communication pattern is always assumed one-to-all. Lemma 5.1 There exists a dynamic 1-competitive 1-IRS for rings R n .
Proof. Consider the classical 1-IRS for rings in which l(i) = i and for every i, 1 ≤ i < n, I(i, i + 1) = [i+1, i+ n/2 ] and I(i, i−1) = [i+ n/2 +1, i−1]. This scheme is dynamic 1-competitive as C(C n , P, R
i ) = (n − 1)/2 , where P is the induced path system. Such a congestion is required at each vertex i by every scheme, as i has to reach n − 1 vertices and has degree 2. 2
Lemma 5.2 There exists a static 1-competitive 1-IRS for grids G n×n and tori T n×n .
Proof. Static 1-competitive 1-IRS for a grid G n×n and a torus T n×n can be easily determined by observing that given any vertex (i, j) of degree d, 2 ≤ d ≤ 4, it is possible to identify d disjoint subsets of vertices
Consider now the path system P induced by the 1-IRS that routes messages along the spanning tree of all the grid (resp. torus) obtained by the union of d trees spanning respectively vertices in
is the set of requests with root (i, j), it follows that C(G n , P, R (i,j) ) = (n 2 − 1)/d (resp. C(T n×n , P, R (i,j) ) = (n 2 − 1)/d ) and such a congestion is clearly required by any other scheme. 2
If a network is Hamiltonian and has bounded degree, the following lemma can be used.
a) b)

Figure 3: A Hamiltonian cycle on a even grid (a), and a quasi-Hamiltonian cycle on an odd grid (b).
Lemma 5.3 If G is Hamiltonian and every vertex of G has degree at most d, d > 0, then there exists a dynamic d/2-competitive 1-IRS for G.
Proof. It suffices to consider the 1-IRS that routes messages along a Hamiltonian cycle of G as in rings. Then, for any chosen root r, every arc in G has congestion at most (n − 1)/2 , and the lemma follows by observing that as there are at most d arcs leaving v, at least one arc must have congestion (n − 1)/d . 2
As a consequence of the previous lemma, dynamic 2-competitive 1-IRS can be determined for chordal rings R n (l), tori, De Bruijn graphs and other Hamiltonian networks of degree at most 4. The following lemma holds for grids.
Lemma 5.4 There exists a dynamic 2-competitive 1-IRS for G n×n .
Proof. Given a grid G n×n , if n is even then Lemma 5.3 can be applied by observing that each G n×n is Hamiltonian (see Fig. 3a ) and every vertex has degree at most 4. If n is odd then G n×n is "quasi- A 1-IRS for quasi-Hamiltonian graphs can be defined similar to that for rings in a trivial way, so that routing in G n×n messages along the quasi-Hamiltonian cycle yields for any root a maximal congestion at most equal to (n 2 − 1)/2 . The claim then follows as above by observing that each vertex in G n×n has degree at most 4.
Despite of its apparent simplicity, the task of devising better competitive schemes in the one-to-all directed case seems to be rather untrivial. We now show that in the less restrictive situation of an undirected congestion, better results can be found for networks like tori and chordal rings.
Undirected congestion case
In the undirected congestion case the network is modeled as an undirected graph and the congestion of an edge {u, v} is given by the number of all paths traversing the edge, independently of their direction. Namely, the congestion of {u, v} is given by the sum of the congestions of the directed arcs (u, v) and (v, u).
All the definitions in Section 2 trivially extend to the undirected congestion case, and it is immediate to check that the same holds also for all the previous results, with the exception of the ones concerning the time complexity of the construction of low-congested schemes.
In fact, the NP-completeness results still holds, but with respect to the static and dynamic accumulation problems, where we are interested only in the paths from all the nodes toward the route and not vice versa. Namely, for each node v ∈ V , we modify each set R v as (V − {v}) × {v}. Concerning the results for specific topologies, all the lower bounds derived by means of the cutting or summation of distances arguments double for undirected congestion, and the same trivially holds for the upper bounds, as a scheme with directed congestion C implies directly a scheme with undirected congestion 48 =n 2 -1 2C. Hence, all optimal and nearly optimal results can be extended with slight modifications to the undirected congestion case. Vice versa, a scheme with undirected congestion 2C in general does not imply the existence of a scheme with directed congestion C. Therefore, the undirected congestion case appears less difficult than the directed one.
As an example, first of all a better result can be found for tori.
Theorem 5.5 There exists a dynamic
Proof. The (1 + 1/(n − 1))-competitive 1-IRS is constructed as follows.
0 ≤ j < n} be respectively the node and edge sets of T n×n .
Starting from node (0, n − 1), which receives label 0, node labels are assigned in monotonic increasing order along the spiral Hamiltonian cycle of T n×n determined as follows (see Fig. 4 ): for each i, 0 ≤ i < n, the subpath constituted in the order by nodes (i, i + n − 1), (i, i + n − 2), . . ., (i, i) belongs to the Hamiltonian cycle. In order to connect the subpaths belonging to the different rows to build the final spiral, the subpath from (i, i + n − 1) to (i, i) is connected to the one from (i + 1, i + n) to (i + 1, i + 1) in the following row by the vertical edge {(i, i), (i + 1, i)}. Hence, l(0, n − 1) = 0, l(0, n − 2) = 1, . . ., l(0, 0) = n − 1, l(1, 0) = n, l(1, n − 1) = n + 1, and so forth (see Fig. 4 ). More formally,
The intervals assigned to the edges are the following (here arithmetical operations on indices i and j of nodes (i, j) are modulo n, while the ones on node labels l(i, j) are modulo |V | = n 2 ):
• At nodes (i, j), with i = j and i = j + 1:
• At nodes (i, i):
• At nodes (i + 1, i), in a symmetric fashion:
In this 1-IRS, for any source-destination pair, the induced path can be expressed as the concatenation of two subpaths: a vertical subpath, which is constituted by the sequence of vertical edges leading to a node whose distance from the destination along the spiral is at most n/2 , and then a spiral subpath of length at most n/2 along the spiral. This is true except around nodes (i, i) A case analysis on all the possible roots shows that in every case the maximal congestion is at most (n + 1) n/2 , and is given by the congestion of the horizontal edges incident to the root. In particular, a contribution n n/2 to this congestion is due to incoming paths, and a contribution n/2 is due to outcoming paths.
Finally, since each node has degree 4 and there must be 2(n 2 − 1) paths leaving and arriving to each root, it follows that the proposed scheme is dynamic (1 + 1/(n − 1))-competitive.
The following theorem shows a similar result for chordal rings.
Theorem 5.6 Let R n (l) be a chordal ring with n mod l = 0. There exists a dynamic ( Since each node has degree 4 and there must be 2(n−1) paths leaving and arriving to each root r, it follows that the proposed scheme has competitiveness equal to max{1+(
Hence, for any possible value of l, the scheme is always dynamic ( The following corollary can be used whenever a chordal ring R n (l) is a subgraph of a n-node network. Proof. It suffices route the messages on the subgraph R n (l) using the 1-IRS of Theorem 5.6. The result follows by observing that the maximum edge congestion is max{
2 } and that, for each root r having degree at most d, there must be 2(n − 1) paths leaving and arriving to it, so that one incident edge must have congestion at least 2(n − 1)/d . 2
6 All-to-all: results for specific topologies
In this section we give optimal and nearly optimal results for the all-to-all communication pattern. Networks considered are rings, chordal rings, and multi-dimensional grids and tori. For the sake of simplicity, since R is fixed and equal to V × V , we always omit it from the notation. Again, we consider first the undirected congestion case.
Chains, trees, and rings
In the Section 3 we have proved that chains and trees have dynamic 1-competitive 1-IRS with respect to any family of communication requests R (see Theorem 3.6).
The following theorem shows that the same result also holds for rings in the all-to-all case.
Theorem 6.1 There exists a 1-competitive 1-IRS for any ring R n .
Proof. The lower bound
on the congestion for rings derives directly from the bisection width argument in Section 2 by observing that 
Assume first that n is odd. Then the path system P induced by the scheme is completely symmetric and all paths in P are shortest paths. As a consequence, each arc e has the same congestion and C(G, P, R, e) = 
If n is even then the proof of the upper bound is slightly more complicated, as the scheme is not completely symmetric. In fact, each vertex i reaches the opposite vertex i + n/2 at distance n/2 by using the clockwise outgoing arc if i is even, otherwise the anti-clockwise one.
Anyway, the symmetry still holds with respect to the restriction of the path system P induced by the scheme on the set of communication requests R = R \ {(i, i + n/2)|0 ≤ i < n}, obtained by deleting all source-destination pairs at distance n/2 from R. Again, as the 1-IRS routes shortest paths C(R n , P, R ) =
be the subset of all the source-destination pairs in R at distance n/2. According to the scheme, i reaches (i+n/2) clockwise if i is even, anti-clockwise otherwise, and then the total congestion due to R is n 2 /2. As max e C(R n , P, R , e) − min e C(R n , P, R , e) ≤ 1, C(R n , P, R ) = n/4 .
Chordal rings
By the bisection width argument, C(R n (l 1 , . . . , l h )) ≥ n 2 /4 2(1+l 1 +...+l h ) . However, if suitable restrictions on chord lengths are imposed, better results can be determined. R n (l 1 , . . . , l h ) be a chordal ring having chords such that n mod l h = 0 and l j mod l j−1 = 0,
Lemma 6.2 Let
e. the subset of vertices i such that it is possible to go from i to i and vice versa traversing only chords of length l j (see Fig. 5 ).
Given any two vertices i, i , let ext j (i, i ) be the minimal external distance between i and a vertex in V j (i ), that is the minimum number of external arcs in A 1 that have to be traversed to go from i to a vertex in V j (i ).
As i ∈ V j (i ), in order to go from i to i it is necessary to reach at least one vertex in V j (i ). Moreover, for any vertex i ∈ V , ext j (i , i ) = ext j (i + l g , i ) for any g ≥ j, i.e. from i routing chords of length at least l j does not reduce the external distance between i and V j (i ).
Then, if we denote as n 0 , n 1 , . . . , n l h respectively the number of external arcs and chords of length l 1 , l 2 , . . . , l h belonging to any path from i to i , it must be n 0
. , s h be respectively the total number of external arcs and chords of length l 1 , l 2 , . . ., and l h used by all the paths in the path system. Then, by summing over all possible pairs of vertices it follows that
as for each vertex i and for
Then, if each arc has congestion at most x, as 2nx ≥ s j for 0 ≤ j ≤ h, it must be
In order to complete the proof, observe that, as remarked above, the n 2 /4 2(1+l1+···+l h ) lower bound derives directly from the bisection width argument.
2 
. Intervals for arcs (i, i − 1), and (i, i − l j ), 1 ≤ j < h, are obtained in a symmetric way. The interval assignment of arcs (i, i + l h ) and (i, i − l h ) is slightly more complicated. In fact, as seen also for the rings, if the chordal ring has an even number of vertices, then it can decide whether to reach the opposite vertex (i + n/2) either through (i, i + l h ) or (i, i − l h ). Here the interval assignment reflects the same solution proposed for simple rings, considering the subring induced by the set V h (i) defined in the proof of Lemma 6.2. Namely, intervals associated with arcs (i, i + l h ) and (i, i − l h ) along the subring are alternating, that is
By symmetry, all the external arcs and chords of length l j , 1 ≤ j < h, have the same congestion. Each vertex i originates 2n/l 1 paths containing exactly one external arc (one per vertex i such that either (i − i ) mod l 1 = 1 or (i − i) mod l 1 = 1), 2n/l 1 paths containing exactly 2 external arcs, . . ., and at most 2n/l 1 paths containing exactly l 1 /2 external arcs. Summing up over all the vertices and dividing by the total number 2n of external arcs, it follows that each external arc has congestion at most n 8 (l 1 + 2). Similarly, for each vertex i, there are at most 2nl j /l j+1 paths containing one chord of length l j , 1 ≤ j < h, at most 2nl j /l j+1 paths containing exactly 2 chords, . . ., and at most 2nl j /l j+1 paths containing exactly l j+1 /(2l j ) chords. Summing up over all the vertices and dividing by the total number 2n of chords of length l j , it follows that each such a chord has congestion at most
). Finally, for each vertex there are at most 2l h paths containing one chord of length l h , at most 2l h paths containing exactly 2 chords, . . ., and at most 2l h + 1 paths containing exactly n/(2l h ) chords. Summing up over all the vertices and dividing by the total number 2n of chords of length l h , it results an average congestion per chord at most equal to n 8 ( n l h + 2) and since for any two chords e 1 and e 2 of length l h C (R n (l 1 , . . . , l h ), P, e 1 ) − C (R n (l 1 , . . . , l h ), P, e 2 ) ≤ 1, where P is the path system induced by the scheme, each chord of length l h has congestion at most
For chordal rings of type R n (l) with only one chord of length l such that n mod l = 0, the above results are very close, as they give max{
As a consequence of the previous lemmas, optimal competitive schemes can be obtained under different assumptions.
Corollary 6.4 There exist
Proof. For R n (l) the result trivially follows since by Lemma 6.2 and Lemma 6.3 max{ 
Multi-dimensional grids and tori
We now consider grid and torus networks. These topologies belong to the more general class of the Cartesian product graphs, that includes other interconnection networks commonly used in parallel architectures, as for instance the hypercubes. v 1 ) is an arc of G 1 . Many graphs can be defined in terms of Cartesian product of simpler graphs:
• the grid G n×m is the Cartesian product C n × C m ;
• the torus T n×m is the Cartesian product R n × R m .
According to the above definition, the horizontal (resp. vertical) subgraph induced by all vertices in {u} × V 2 (resp. V 1 × {u}) obtained by fixing the first (resp. second) component to u is isomorphic to G 2 (resp. G 1 ). We call such a subgraph the horizontal (resp. vertical) component with respect to u. Lemma 6.5 Let G 1 = (V 1 , A 1 ) and G 2 = (V 2 , A 2 ) be two networks with n 1 and n 2 vertices and bisection width b(G 1 ) and b(G 2 ), respectively. Then
Proof. The lemma follows simply by observing that there is an horizontal cut of n 1 b(G 2 ) arcs which splits G 1 × G 2 in two isolated subgraphs of n 1 n2 2
and n 1 n2 2 vertices, respectively. Thus,
Lemma 6.6 Let G 1 and G 2 be two networks having n 1 and n 2 vertices, respectively. Then, A (k + 2)-IRS for G inducing such a path system P has been proposed in [23] . Then, if P 1 and P 2 are such that
Hence, the lemma follows.
The (k + 2)-IRS for G 1 × G 2 constructed in Lemma 6.6 is obtained according to the construction given in [23] . As shown in [13] , if G 1 and G 2 have respectively a strict k-IRS and a linear k-IRS then there exists a k-IRS for G 1 × G 2 with the same induced path system, and consequently completely analogous arguments as the ones in Lemma 6.6 show that if the strict k-IRS for G 1 is such that the induced path system P 1 satisfies C(G 1 , P 1 ) = C k (G 1 ) and the linear k-IRS for G 2 is such that the induced path system necessarily both) , the product of G 1 and G 2 has a (k + 1)-IRS obtained in the same way and if the two schemes for G 1 and G 2 match respectively C k (G 1 ) and
As a consequence of Lemma 6.5 and Lemma 6.6, optimal results can be found for d-dimensional grids (and thus d-dimensional hypercubes), d-dimensional tori and d-dimensional grid-tori, where grid-tori are the generalization of grids and tori obtained by considering mixed Cartesian products of chains and rings.
Corollary 6.7 There exists a 1-competitive 1-IRS for any
Proof. Since the Cartesian product operation is commutative and associative, directly from Lemma 6.6 it follows that if we have the product of d ≥ 2 graphs respectively of n 1 , n 2 , ...,
Moreover, if each G i has a strict and linear k-IRS matching C k (G i ), the scheme for the Cartesian product obtained by means of the above construction yields a k-IRS for
2 /4 } follows directly by observing that each chain C n i trivially admits a strict and linear 1-IRS with optimal
2 /4 }, hence the corollary follows. 2
Moreover, Q ni admits a strict and linear 1-IRS with optimal congestion C 1 (Q n i ) = n 2 i /4 if Q n i ≡ C n i and a strict and linear 2-IRS with optimal congestion C 2 (Q ni ) = n 2 i /8 if Q ni ≡ R ni (it can be obtained directly from the strict 1-IRS in Theorem 6.1 by cutting wrap-around intervals in two linear intervals). Then, similarly as in Corollary 6.7, in a completely analogous manner from Lemma 6.6
hence the corollary follows. 2
Congestion of 1-IRS for two dimensional tori
In the previous section we have given optimal results for Cartesian products of graphs. Namely, we have shown that C k+2 (G 1 × G 2 ) can be easily bounded starting from C k (G 1 ) and
We know how to give an optimal answer to this question only under particular assumptions, but in general proper bounds on
In this section we show that such a problem is not trivial, even in the very simple case of a two dimensional torus. In fact, while an optimally congested 2-IRS can be easily determined from the product theorem, no bound is known on the congestion achievable by 1-IRS. By means of successive steps we show how to get schemes with congestion n 3 /4 ≈ 2C(T n×n ), 3n 3 /16, and finally 3n 3 /20 = 0.150n 3 , that is very close to the C(T n×n ) ≈ n 3 /8 = 0.125n 3 lower bound (from Lemma 6.5, when G 1 ≡ G 2 ≡ R n and b(R n ) = 2). Since we are interested in determining the order of the congestion with respect to the n 3 factor, that is the multiplicative constant of n 3 , in the sequel we will not give exact estimation of the arc congestions, but we will include all the negligible factors within an o(n 3 ) term. Moreover, for the sake of clarity and due to the complexity of the final 1-IRS, instead of including all formal details in a single proof, we will basically concentrate on giving in a clean way all the fundamental steps leading to the final result.
The 1-IRS with congestion n 3 /4 can be derived directly from the Cartesian product results by building a scheme which ignores the wraps in the horizontal direction. Namely, we apply on T n×n the 1-IRS for the product R n × C n , and the bound follows directly from Corollary 6.8.
We now show how this scheme can be improved by means of two basic tricks: a halving trick and a lightening trick. Both of them are applied on the following alternative 1-IRS, which has the same n 3 /4 congestion of the above trivial one.
Before explaining in detail the two tricks, let us introduce formally the new 1-IRS. As far as the vertex labeling is concerned, we consider again the labeling introduced in the proof of Theorem 5.5 forming the spiral Hamiltonian cycle in T n×n . The arc labeling is defined as follows (again here arithmetical operations on indices i and j of vertices (i, j) are modulo n, while the ones on vertex labels l(i, j) are modulo |V | = n 2 ). The intervals on the outgoing arcs of a vertex (i, j), with i = j and i = j + 1, are:
. Intervals of arcs incident to (i + 1, i) are determined in a symmetric way with respect to (i, i). In this 1-IRS, for any source-destination pair, the induced connecting path can be expressed as the concatenation of two subpaths: a vertical subpath, which is constituted by the sequence of vertical arcs leading to a vertex whose distance from the destination along the spiral is at most n/2 , and then a subpath of length at most n/2 along the spiral. ... All the vertical subpaths in a given column contribute a congestion of n 3 /8 + o(n 3 ) to each vertical arc belonging to the column, while spiral subpaths contribute a congestion of n 3 /8 + o(n 3 ) to each arc along the spiral.
Unfortunately, this scheme does not perform better than the above trivial scheme. In fact, arcs ((i, i), (i, i + 1)) (and, symmetrically, ((i + 1, i), (i, i))), 0 ≤ i < n, are charged both by vertical subpaths and by spiral subpaths, as they are the only vertical arcs belonging also to the spiral. This clearly yields congestion n 3 /4 + o(n 3 ). Anyway, if we are interested in the dilation of the scheme, the following lemma can be derived directly by the construction. 
) (the half spiral contribution goes through ((i, i − 1), (i + 1, i − 1))), and finally arc ((i + 1, i − 1), (i + 1, i)) increases its congestion by at most n 2 = o(n 3 ) because of the paths in the half spiral contribution which have destination (i + 1, i). A symmetric argument applies also to reduce the congestion of ((i + 1, i), (i, i) ) charging the not used arc ((i + 1, i), (i + 1, i + 1) ).
Applying the halving technique, the arcs with maximum congestion are ((i, i), (i+1, i)), ((i+1, i), (i+2, i)), and their opposite ones. Since the congestion of all the other arcs is not affected by the halving technique, the new 1-IRS has congestion 3n 3 /16 + o(n 3 ).
Let us now consider the lightening trick to further reduce the congestion of these arcs. In order to get the exact intuition of the trick, we apply it on a ring.
Consider R n with vertex set V = {0, . . . , n − 1} and arc set {(i, i + 1), (i + 1, i) | 0 ≤ i < n}. We now show how to minimize the maximum congestion, assuming that already a fixed strictly positive contribution is present on arcs (n − 1, 0), (0, 1) and their opposite ones, that is (0, n − 1) and (1, 0) .
Let S = [n − x, x] be the sector of the vertices from n − x to x determined clockwise, 1 ≤ x ≤ n/2 (see Fig. 7 ). It is possible to construct a 1-IRS for R n in such a way that messages from i to j are sent through paths in the sector if i, j ∈ S, whereas through paths not including vertex 0 if i ∈ S or j ∈ S (see In order to determine the congestion C(R n , P ) with respect to the path system P induced by the routing scheme, observe that by symmetry (0, 1), (1, 0), (n − 1, 0) and (0, n − 1) are arcs with maximal congestion, or ( n/2 , n/2 + 1) is an arc with maximum congestion. Trivial computation shows that the congestion of the first group of arcs is x 2 + o(n 2 ), while ( n/2 , n/2 + 1) has congestion n 2 −4x 2 
4
+ o(n 2 ). Therefore, it is possible to trade the congestion of the first group of arcs for the congestion of ( n/2 , n/2 + 1) by suitably choosing the value of x.
In the final scheme we apply simultaneously the lightening and halving techniques (see Fig. 7 ). First, we use the lightening technique in each column to lighten the vertical contribution of arcs ((i, i), (i + 1, i)) and ((i + 1, i), (i + 2, i)), as they are the most congestioned in the above scheme. The same lightening is then performed also for the spiral contribution on arc ((i, i), (i + 1, i)), although at least at a first sight it seems not directly applicable along the spiral. Finally, we implement the halving technique similarly as above.
Before describing in detail the scheme, let us give an estimation of its congestion. If we choose x = n/ √ 10 both for vertical and spiral contributions, without the halving trick this yields congestion at most , i), (i − 1, i) ).
In order to prove the correctness of the above considerations, let us now formally define the final 1-IRS. While the vertex labeling is exactly the same as above, the interval assignment is determined in such a way to implement the halving and lightening techniques and to guarantee at the same time the validness of the scheme. As we shall see in a while, this is accomplished by carefully choosing the intervals of the arcs that are at the borders of the spiral sectors arising from the lightening trick.
Let us define the intervals at each vertex separately and let x = n/ √ 10 .
Consider first a vertex (i, j) which is in the spiral sector of (i, i), that is such that i ≤ j ≤ i + x. Then if j = i + x,
Undirected congestion case
Similarly as in the one-to-all communication pattern, in the undirected congestion case all lower bounds derived by means of the summation of distances and cutting arguments double, and the same holds for the upper bounds. Thus all optimal and nearly optimal results can be extended to the undirected congestion case, although little differences to yield exactly matching bounds might be necessary, due to integer rounding factors. For instance, the scheme for rings that assigns at each node i interval [i+1, i+ n/2 ] to edge {i, i+1} and interval [i+ n/2 +1, i−1] to {i, i−1} has congestion exactly C(R n ) = n 2 /4 , while the scheme proposed for the directed case might yield congestion n 2 /4 + 1, as two pairwise opposite arcs can have the same congestion n 2 /4 /2 , while others have a congestion of n 2 /4 /2 .
Conclusion and open problems
In this paper we have considered the problem of devising Interval Routing Schemes with a low congestion per arc or per edge, both in the static and in the dynamic congestion cases. As remarked in [7] , a relevant design goal is also that of considering paths that are low-congested and shortest at the same time. Anyway, although we have not explicitly taken into account the length of the paths routed by the messages, many of the proposed 1-IRS exhibit also a good dilation. In fact, all the schemes for the all-to-all case, except the 1.2-competitive 1-IRS for tori, are either shortest path or they route each message along a path of length d + c for a suitable constant c ≤ 2, where d is the distance between source and the destination of the message. A similar observation holds for the 1-IRS for tori, where each message routes a path of length less than 2.2d, i.e. the scheme has stretch factor (the maximum ratio, over all the source-destination pairs, between the length of the path induced by the scheme and the distance) at most 2.2. It would be worth to complete our results for particular network topologies, as for instance the 1 ÷ 2 (oneto-all) gap on the competitive ratio of 1-IRS for grids and tori in the directed one-to-all case and the 1 ÷ 1.2 gap of 1-IRS for tori in the directed all-to-all case. Furthermore, it would be nice to consider extensions to other possible communication patterns such as permutation routing, both in static and dynamic situations.
Apart from the specific results, another relevant contribution stands in the introduced framework, that enables to face different traffic situations in a unified fashion. The competitive setting has actually more general applications than the ones tackled in this paper in "oblivious" routing schemes, when the induced path system must be checked versus different source-destination configurations. Here a scheme is said to be oblivious if the path followed by each message is just a function of the source and of the destination of the message. Besides the competitiveness definition, it might be possible to define a strong-competitive measure by comparing the performance of k-IRS with respect to unrestricted path systems, that is not necessarily yielded by k-IRS. We observe here that almost all the schemes proposed for specific topologies are strong competitive with the same factor.
Due to the various open questions and research directions in the congestion and competitive settings, we believe that this paper renews the interest in the interval routing area.
