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Abstract--We consider a special type of numerical methods for delay differential equations 
(DDEs). By introducing a new independent variable, an initial value problem for DDEs is con- 
verted into an initial-boundary value problem for the convection equation. Thus, it is also possible 
to get an approximate solution to the DDE problem by solving the initial-boundary value problem 
with a suitable numerical method instead of solving the original problem. 
In this paper, we study a family of method of lines (MOL) approximations to the problem, which 
is obtained by applying Runge-Kutta (RK) methods for space discretization, and prove their con- 
vergence under the assumption that the RK methods atisfy a condition, known as an algebraic 
characterization f A-stability. The result is also confirmed by numerical experiments. Moreover, 
we show that the condition derives everal stability properties of the MOL approximations. @ 2004 
Elsevier Ltd. All rights reserved. 
Keywords - -De lay  differential equations, Method of lines, Runge-Kutta methods, A-stability, 
Trotter-Kato theorem. 
1. INTRODUCTION 
Let us consider initial value problems for delay differential equations (DDEs) of the form 
dx 
d---t = f(t ,  x(t), x(t - ~')), t >_ O, (1) 
x( t )  = --,- < t < o, (2) 
where  T > 0 is a constant delay, x(t) e ~d, and ~ C C([--T, 0], Rd). For simplicity, we  assume 
that f is a continuous function defined on the who le  space [0, co) × R d × ]~d and  satisfies a global 
Lipsehitz condition, i.e., there is a constant "y such that 
I f ( t ,  x, y) - f (t, ~, Y)I <- 7 (I x - xl  4- ly - #1), (3) 
for all t > 0 and x,y,~c,# C R a. Here, I ' I denotes the Eucl idean norm on ]I~ d. Under  this 
assumption,  problem (1),(2) has a unique solution x(t) which is defined for all t k -v .  Moreover, 
if v ( t )  E C I ( [ -%0] ,R  d) and 
~'(0) =/ (0 ,  ~(0), ~( -7 ) ) ,  (4) 
the solution x(t) belongs to CI([-T, co), Rd). 
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When x(t) E Ct([-% 00), ]Rd), the function u(t, O) given by 
u(t, o) = x(t  + o), t __ o, -~  < o < o, (5) 
satisfies the initial-boundary value problem for the convection equation 
Ou Ou 
- t>0,  - r<0<0,  (6) 
Ot 00' 
~(o, o) = ~(o) ,  - r  < o < o, (7) 
Ou tO -~(  , ) =f ( t ,u ( t ,O) ,u ( t , - - r ) ) ,  t>_O. (8) 
Moreover, since every Cl-function which satisfies (6) is represented in the form (5), the function 
u(t, O) defined by (5) with the solution to (1),(2) gives a unique solution to (6)-(8). Therefore, for 
an initial function which satisfies (4), we can obtain an approximate solution to problem (1),(2) 
by solving the initial-boundary value problem (6)-(8) with a suitable numerical method. 
Such an approach for solving DDEs, called semigroup method in some literatures, has been 
studied by many authors [1-8] (see also [9,10]), especially with the intention of constructing 
numerical methods which preserve some mathematical structures of DDEs. For example, in a 
series of papers, Guglielmi and Halter [11,12] and Guglielmi [13] (see also [14,15]) have clarified 
that an asymptotic property of DDEs is not preserved by the usual methods. To overcome the 
defect, Bellen and Maset [3,7,8] have introduced a semigroup method and shown some results 
which suggest he efficiency of the method in this direction. 
In this paper, we try to make a framework for advancing their approach. Specifically, we 
consider a family of method of lines (MOL) approximations to problem (6)-(8), which is derived 
from RK methods, and study their convergence and stability properties as solutions of DDEs. 
We may regard (6) as an ordinary differential equation (ODE) with the independent variable 0 
on a function space. Hence, applying an RK method to (6) with respect o 0, we can get an 
MOL approximation of arbitrary high order in the sense of consistency. However, as is suggested 
by the Trotter-Kato theorem [16-18] (see also [19-21]), a kind of stability condition is needed 
for convergence of the MOL approximation. The main purpose of this paper is to show that 
A-stability of RK methods plays such a role, that is, A-stability guarantees convergence of the 
MOL approximation. 
This paper is organized as follows. In Section 2, we introduce a family of method of lines 
(MOL) approximations, and prove their convergence assuming a condition for RK methods, 
which is known as an algebraic haracterization f A-stability. In Section 3, we show that some 
stability properties of the MOL approximations are derived from the condition. In Section 4, we 
present numerical examples which confirm our theoretical results. 
2. METHOD OF L INES APPROXIMATIONS 
2.1. Space Discret izat ion by RK  Methods  
We denote the parameters of an s-stage RK method by 
A = [ai j ] l<i , j<s,  b = [bl, b2,.. . ,  b~] T, 
S 
and assume that 0 _< c~ _< 1, i = 1, 2 , . . . ,  s, for ci = ~-~j=l a~j. Moreover, let us consider a mesh 
of the form 
--~" = ON < " " " < O~, < " " " < O1 <go=O,  
T 
O~ = -nh ,  h = - - .  
N 
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Applying the RK method to (6) with respect o 0, we obtain a system of ODEs, 
U,~+l(t) = 1 ® un(t) - h(A ® Id) dUn+l 
dt ' (9) 
U~+l(t) = u~(t) - h (b T @ T.d) dU~+------!l (10) 
dt ' 
for n = 0, 1 , . . . ,  N - 1. Here, us(t) is an approximate value of u(t, 0,0, 
Vn(t) = [Vn, l(t) T ,Un,2(t )T , . . . ,Un,s( t )T]  T e (~d) s 
are intermediate variables, 1 = [1, 1 , . . . ,  1] T C R ~, and ® denotes the Kronecker product. Note 
that un(t), n = 0, 1 , . . . ,  N, are aligned in the minus direction with respect o ~. This order is, 
in a sense, natural since the convection equation (6) represents a movement in the direction. We 
also replace the boundary condition (8) with 
duo 
dt = f(t ,  uo(t), uN(t)). (11) 
In general, the total system (9)-(11) becomes a differential-algebraic equation (a singular sys- 
tem of ODEs), which causes some difficulty in the analysis of the MOL approximations. We 
assume the following Conditions (C1) and (C2), or (C1) and (C2) to consider cases where sys- 
tem (9)-(11) contains no algebraic onstraint. 
(C1) a~j = b5, for j = 1 ,2 , . . . , s .  
(C2) The matrix A is invertible. 
(C2) alj -~ 0, for j = 1, 2 , . . . ,  s, and the matrix .4 = [aij]2<i,d<s is invertible. 
Condition (C1) implies that u~(t) = U,,~(t) for n = 1, 2 , . . . ,  N, and the last row of (9) coincides 
with (10). We put Uo,s(t) = uo(t) for consistency. 
In the case of (C2), system (9)-(11) is rewritten as 
duo 
d--T = f (t, uo(t), Ug,s(t)), (12) 
dU,~ + l 1 
d~ - h (A-1 @Id) [1 ® U~,~(t) - U~+l(t)]. (13) 
In the case of (C2), it follows from alj = 0 that U~+m(t ) = un(t), and hence U,~+Ij (t) = Uu,s(t). 
Equation (9) is rewritten in the form 
<,oo+, = 1_ r 
dt J '  
where 
5r~+l(t) = [U~+l,2(t)-r,Un+l,3(t) T . . . .  , U~+l,s(t)X] -r e (I~d) ~-1 , 
i = [1, 1 , . . . ,1]  T C ~s-1, a = [a21,a31,... ,asl] T E ]R s-1. 
Hence, each @ is represented by a function of uo(t), brl(t) , . . . ,  f]~(t) and Ug,s(t). 
In both cases, a vector-valued function 
uN = [u : xN, 
N 
= x 1]  xo, ( d)s 
is determined from a given initial condition corresponding to (7), for example, 
U0(0 ) ~--- ~:2(0), Un,i(O) = ~O(On -- Cih ). (14) 
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2.2. Convergence 
Some numerical experiments suggest akind of stability condition is necessary for convergence of 
the MOL approximations (Section 4). We consider the following assumption for the RK method. 
(C3) There exists a symmetric matrix Q > 0 such that 
A4 de=f QA + ATQ - bb T >_ O, Q1 = b. 
Here, the symbol "_> 0" denotes that a symmetric matrix is nonnegative definite. We also use 
"> 0" to indicate that a symmetric matrix is positive definite. 
This condition is known as an algebraic haracterization f A-stability. An algebraically stable 
method (see, e.g., [22]) satisfies (Ca) with Q = diag[bi, b2,.. . ,  bs]. By the same computation as 
is used for proving algebraic stability implies B-stability, it is verified that (C3) is sufficient for 
the method to be A-stable, i.e., the stability function 
satisfies 
r ( z )  = 1 + zbr(I~ - zA) - l l  (15) 
]r(z)[ <_ 1, for Rez _< 0. (16) 
Moreover, Scherer and Miiller [23] have proved that in a wide class of RK methods, Condition (Ca) 
is also necessary for A-stability (see also [24] on examples of Q). For example, under the assump- 
tion that det[A] ¢ 0 and the numerator det[Is - zA + zlb r] and the denominator det[L - zA] 
of r(z) have no common zero, (C3) is a necessary and sufficient condition for A-stability. The 
Radau IIA and Lobatto IIIC methods atisfy (Ci)-(C3). The Lobatto IIIA methods atisfy (Ci), 
(C2), (Ca) (see [25] on Condition (Ca) for the methods). 
Using the matrix Q in Condition (Ca), we define a symmetric (nonnegative definite) bilinear 
form on XN by 
N 
<UN, VN)N=u~vo+h~-~uTn(Q®Id)Vn, UN,VN E iN .  (17) 
n=l  
We also write the corresponding seminorm as  IlUNIIN ~--- V/(UN, UN)N. Recall that the Cauchy- 
Sehwarz inequality is still valid for a nonnegative definite bilinear form. 
Let p be the order of consistency of the RK method, and assume that 
k 
k-i ci k < q, (18) a i j c  j ~ -~ ~ 
j= l  
i.e., the stage order is q. In the remainder of this section, we assume that the exact solution x(t) 
to problem (1),(2) belongs to Cp+i([-'c,T],]R d) for some constant T > 0. If ~ E C([--T,O],H d) 
and f is sufficiently smooth, the solution x(t) is C k+i on t > k~-. Hence, the assumption is not 
necessarily impractical, for example, in the case where the study of the asymptotic behavior of 
the solution is the main purpose of the numerical computation. 
Put 
1 {+a.  ek_ i
(k - i ) !  - -  
and define S (k) 1 < i < s, inductively by 
~ (q+l )  : o~(q+l)  
i i , 
~),  l< i<s ,  
s 
Ik) x--- ~(k-i) 
,-~!k) = c~ + 2_~ a~jp~ , 
j= i  
q+l  <k<p,  (19) 
q + 2 < k < p. (20) 
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Using these ~}k) we define the function ~n+l(t) by 
P 
~n+l,i(t) = x(t + On -- eih) 4- ~ ~}k)x(k)(t + On)(-h) k, 
k=q+l 
= tT  T ~n+l(t) [#n+l,l( ) ,~n+l,2(t) . . . .  , (n+l , s ( t )T ]  T 
(211) 
(22) 
and put 
en(t) = x(t + 0~) - ~( t ) ,  E~(t) = &(t) - U~(t), 
eN (t) ~-- [e0 (t)T E1 (t)T, E2 ( t )T ,  . . . , EN (t)T] T 
Under the notation above we have the following theorem. For the initial condition (14), the 
MOL approximation converges at a rate of o(hmin{q+l'P}). By replacing the second condition 
of (14) with 
p. 
or.#(0) = ~(0. - e,h) + ~ Z}k)dk)(0.)(-h)L q + 1 _ p. __ p, (23) 
k=q+l 
the rate is raised up to O(hmin{p*+l'P}). 
THEOaEM 1. Assume that (CI)-(C3), or (C1), (C2), (C3) are satislqed. In addition, assume that 
the exact solution x(t) belongs to CP+~([-~',T],R d) for T > 0. Then, there is a constant C 
depending on T such that 
max Ilelv(t)llN < C (IleN(0)IIN + h p) 
O<t<T 
(24) 
holds for any N > 1. 
PROOF. We first show that en(t), E~(t) satisfy 
(dE~__~_+l D,~+t(t)) E,+t(t) = l®e, ( t )  -h (ANI~)  \ dt 
e~+l(t)=en(t)-h(bT ®Id) (dEdt+l D~+l(t)), 
(2s) 
(26) 
for a function D~+l(t) E X~ with 
max IDn+14(t)l < Coh p, 1 < i < s. 
0<t<T (27) 
Here, Co is a constant determined from the solution x(t) and the matrix A. 
The functions ~n+l#(t) and ----2[-- are expanded as 
~n+l,i(t) ----- ~ Ckix(k)(t -4- On) P k! (-h)k + ~ Z}%(~)(t + 0~)(-h) k 
k=O k=q+t 
~+ lx(p+ l) ( t + On - 6~ )
+ (p + 1)! ( -h)  p+I, 0 <_ 5n <_ cih, 
d&+l# _ ~ c~x(k+l)(t + 0~) 
dt k! (-h)k + ~}k)x(k+l)(t + O~)(--h)k 
k=O k=q+l 
+ p! (-h) p, 0 < 5~ <_ c~h. 
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Hence, by the definition of j3[ k) , we have 
$ 
{~+l,i(t) = x(t + On) - h Z aij d~+l,i  
de 
j= l  
~+lz(v+l)(t + On 
l~n+l'i(t) ~- " (p+ 1)! -- 5=) (_h)p+ z 
-- Ea i j  P)x(P+l)(t-FOn) 
j=l 
In the case of (C2), we obtain (25) by letting 
+ Rn+l,i(t), 
+ 
p! 
(-h)" +l 
(2s) 
D~+t(t) = -~ (A -1 ® Id) [nn+l,l(t) T, n~+l,2(t) T . . . . .  R~+l,s(t)T ] T 
and subtracting (9) from (28). In the case of (C2), it follows from a U = 0 that ~+1,1(t) = x(t+On) 
and R~+l,0(t) = 0. Hence, we obtain (25) by letting 
Dn+i(t) [0, ^ T T, = Dn+l(t) ] 
1 b +l(t) -h ( \.~-1 ® fd) [Rn+l,2(t) T . . . .   • Rn+l,s(t)T] y 
Moreover, since the RK method is of order p, it follows from (C1) that 
~3~ k) = 0, q+ 1 < k < p. (29) 
In fact, each ~!k) is a linear combination of terms of the form 
which are all zero by Condition (C1) and the order condition. Hence, ~+l,~(t) = x(t + On+l), 
and the last row of (25) gives equation (26). 
dE~+l Dn+l(t), we can write (25),(26) as Letting 5r~+l(t) = dt 
En+l(t) = 1 ® e~(t) - h(A ® Id)~n+l(t), (30) 
en+l(t) = en(t) - h (b T ® Id) ~n+l(t). (31) 
Multiplying (30) with Q ® Id we get 
b ® en(t) = (Q ® Id)En+l(t) + h(QA ® Id)iPn+l(t). 
This, together with (31), implies that 
len(t)l 2 - - l e n + l ( t ) l  ~ = en(t)T en(t) - -  [en(t) T - -  h~n+i(t)T(b ® Id)] [en(t) - -  h (b T ® Id) 9vn+l(t)] 
= hdWn+l(t)T[b ® en(t)] + h[b ® en(t)]T~n+l(t) T 
- -  h2~Fn+l(t) T (bb T ® Id) J~n+l(t) T
= hJ:n+i(t)T(Q ® Id)En+l(t) + h2~n+i(t)T(QA ® Id)~n+i(t) 
+ hEn+l(t)T(Q ® [d)~n+l(t) - h2~n+l(t) T (ATQ ® Id) -T'n+l(t) 
-- h2J:n+l(t) T ( bbT ® [d) )Cn+l(t)T 
= 2hE,+I(t)T(Q ® I~)~n+l(t) + h2~+l ( t )T  (M @ Id)Jr,+l(t). 
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Since M > O, it holds that 
(dE~+l  D~+l(t)) < le~(t)i 2 -len+l(t)[% 2hEn+l(t)T(Q®I ) \ t
On the other hand, the Lipschitz condition (3) implies that 
t = I f ( t ,x ( t ) ,x ( t  - T ) )  - f(t, uo(t),uN(t)) 1 
< 7(teo(t)l ÷ bN(t)]), t >_ O. 
Therefore, for the vector-valued function 
we have 
dN(t) [O, DI(t)T,D2(t) T, ..,DN(t)T] T : . E XN,  
Hence, 
2<eN(t), deN~- -- dN (t)} N deo N-~ (dEn+~ = 2eo(t) T --~ + 2h ~,  En+~(t)T(Q ® &) \ dt 
r~=0 
<21eo(t)l deo N-1 - dt + ~ (len(t)12 - len+l ( t )12)  
n=0 
_< 2~/leo(t)] (leo(t)l + teN(t)l) + leo(t)l 2 - - leN(t) l  2 
<_ po[eo(t)[ 2, po = 1 + 27 + 72. 
dlleN(t) ii~ < Poleo(t) l 2 + 2 ](ex(t),dN(t))N] dt - 
_< polletv(tDl[~v + 2lleN(t)lblld;v(t)llN 
< plleN(t)ll~v + IldN(t)[l~v, 
Moreover, by (27), there exists a constant C1 such that 
max I[dN(t)ll~v < Clh 2p 
0<t<T 
for any N _> 1. Thus, by a Gronwall inequality, we have 
[leN(t)ll~v < eP'lleN(0)ll~¢ + 
and (24) immediately follows. 
p:p0+l .  
(32) 
(33) 
D,~+~(t)) 
(34) 
3. STABIL ITY  PROPERTIES  
In this section, we show that some stability properties of the M0L approximations are derived 
from Condition (C3) under an additional assumption: 
(c4) ~[A] c {0} u C+. 
Here, a[.] denotes the spectrum of a matrix, and C+ = {z C C : Rez > 0}. We atso write 
C_ = {z E C : Rez < 0}. Condition (C4) is satisfied by most RK methods derived from the 
classical quadrature (see, e.g., [26]). 
C1 (e ;t - 1) h2p, (35) 
P 
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3.1. Stabi l i ty for Linear Equat ions 
We first consider the linear autonomous equation 
dx 
d---[ = Lx(t)  + Mx( t  - 7), 
i.e., equation (1) for 
(36) 
f ( t ,  x(t), x(t - r)) = Lx(t)  + Mx( t  - ~'), (37) 
where L, M are constant matrices. Stability of numerical methods for (36) was first studied by 
in 't Hour [27] and Koto [28] under the assumption that the zero solution of (36) is asymptotically 
stable for any T > 0. The assumption comes from P-stability analysis (see [29] and the references 
therein) in the case of scalar equations. 
The zero solution of (36) is asymptotically stable if and only if all roots of the characteristic 
equation 
det[z/~ - L + e-'ZM] = 0 (38) 
satisfy Re z < 0. Moreover, this condition is satisfied for any ~- > 0 if and only if the following 
two conditions are satisfied [28]. 
(SI) cr[L + (M] C {0} U C_ for any ¢ e C with [([ < 1. 
(S2) 0 ¢ cr[L] and 0 ¢ cr[L + M]. 
By the same argument as in the proof of Theorem 5.2 in [3], we can show that the MOL approx- 
imations preserve the asymptotic property of (36). 
THEOREM 2. It" the zero solution of (36) is asymptotically stable for any "r > O, then the zero 
solution of (9)-(11) for (36) is asymptotically stable. 
PROOF. It suffices to show that if z E C and a nonzero vector fiN 6 IN  satisfy 
z~o = L£to + M£ZN, 
Un+l : i ~ ~n -- zh (A  ® Id)~fn+l, 
un+l = en - zh (b T ® Id) (]n+l, 
(39) 
(4o) 
(41) 
with Un+l -- U-n+l,s, then Rez < 0. 
By Condition (C4), if Rez > 0, then (40) and (41) imply that ~+1 = r ( - zh)~n,  and hence 
£z n = r ( -  zh )~£to . 
If u0 = 0, this implies ~ = 0, and it follows from (40) that 0~ = 0 for all n. Therefore, 
equations (39)-(41) hold for some Rez >_ 0 and fin ~ 0, only if 
det [zig - n - r ( - zh )N  M] = 0, (42) 
i.e., z e cr[L + r ( - zh)NM] .  However, this is impossible since r(z) satisfies I r ( -zh) l  ~ 1 for 
Rez >_ 0, r(0) = 1 and L, M satisfy ($1), ($2). | 
In the case of d = 1 and ~- = 1, the equation (36) is written as 
dx 
d---[ = Ax(t) + #x(t  - 1), A, # E R. (43) 
Guglielmi [30,31] and Ouglielmi and Halter [11] have studied stability of numerical methods for 
DDEs on the basis this equation and the region of (A, #) for which the zero solution of (43) is 
asymptotically stable, 
E = {(A,#) e R2: all roots of z = A + e-Z# satisfy Rez < 0}. (44) 
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Equation (42) is written in the form 
Z 
z = ~ + ~(~)~,  ~ = -~,  (45) 
and we can define a discrete analogue of E by 
SN ---- {(A,#) E ~2: all roots of (45) satisfy Rez <: 0}. (46) 
In fact, if (A, #) E SN, the zero solution of (9)-(11) for (43) is asymptotically stable, by the argu- 
ment in the proof of Theorem 2. We can study a stability property of the MOL approximations 
by comparing SN with E, although it does not seem easy to analyse the region SN generally [3]. 
We here mention a property of Sly which is immediately derived from the definition. 
Let r*(z) = 1/r( -z) ,  the stability function of the adjoint RK method. Consider the equation 
+ (47) ¢=< ' ~=N 
and define the region E~v by 
E~v = {(~,#) E ~2: all roots of (47) satisfy I¢1 < 1}. (48) 
PROPOSITION 3. The region SN contains the region E* N. 
PROOF. If (45) has a root with Rez > 0, then 4 = r*(z/N) satisfies (47), and I~1 -> 1 holds by 
Condition (Ca). Therefore, E~v C SN. | 
By this simple proposition, we can show an interesting property of the Lobatto IIIA methods. 
The stability function of the s-stage Lobatto IIIA method is the (s - 1, s - 1)-Pad6 approximation 
to the exponential function, which satisfies r*(z) = r(z). On the other hand, Guglielmi and 
Hairer [11] have proved that E~v for the diagonal Pad6 approximation contains E (Theorem 2 
of [11]). Therefore, in the case of the Lobatto IIIA methods, the zero solution of the MOL 
approximation (9)-(11) for the scalar equation (43) is asymptotically stable for any (,k, ix) E E. 
3.2. Stability for Nonlinear Equations 
For the function f which satisfies 
f(t, O, O) = O, t >_ O, (49) 
we consider the following condition. 
(LS) There is a continuous, nondecreasing fu ction w : [0, oo) --~ [0, oo) such that 
2xTGf(t ,x ,y)+xTEx--yTEyK__- -w( lx l ) ,  t>0,  x, yEN d, 
where G, E are constant symmetric matrices with G > 0, E _> 0. 
Under Condition (LS), the functional 
y(~) = ~(0)TG~(0) + ~(~)TE~(a) &, ~ ~ C ([--r, 0], ~"), (5O) 
T 
becomes a Liapunov functional, and the solutions of (1) are uniformly bounded. If, in addition, 
w satisfies that 
w(p) > 0, for p > 0, (51) 
the zero solution of (1) is asymptotically stable (see, e.g., Theorem 5.2.1 of [32]). We can find 
in [33] an earliest use of Liapunov functionals of this form in stability analysis of DDEs. They 
were later used to study stability of a class of RE methods in [34] (see also [35]). 
We define an analogue of (50) by 
N 
VN(t) = uo(t)T Guo(t) + h E Un(t)T (Q ® E)Un(t). (52) 
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PROPOSITION 4. Assume that (LS) is satisfied. Then, the function VN(t) is nonincreasing for 
every solution to (9)-(111. 
PROOF. By the same computation as in the proof of Theorem 1, we can show that 
dU~+l h2 (dUn+l~ T dun 
u~(t )TEu~(t ) -u ,+t ( t )TEu~+I( t )=2hUn+I ( t )T (Q®E)~+ \ ~ j  (~4®E) dr" 
Hence, we have 
dVN _ 2uo(t)Ta ~ + 2h ~-~U~(t)T(Q®E) dUn 
dt dt 
n=l  
N 
<_ 2Uo(t)Tcf(t, Uo(t), UN(t)) + E (un-l(t)TEun-l(t) -- Un(t)TEun(t)) 
= 2Uo(t)TGf(t, Uo(t), UN(t)) + uo(t)TEuo(t) -- UN(t)TEuN(t) 
_< l), 
which implies that VN(t) is nonincreasing. | 
By this proposition, we have 
N 
Uo(t)TGuo(t) T ~ u0(t)Tcu0(0) 4- h E Un(0)T(Q ® E)Un(O)' t :> O. (53) 
n=l 
In particular, [uo(t)[ is bounded by a constant determined from the initial values uo(0), UI(0), 
U2(0),.. •, UN(O). In the case of (C2), the MOL approximations succeed the asymptotic properties 
of (1) properly. 
THEOREM 5. Assume that (C1)-(C4) and (LS) are satisfied. Then, the solutions of (9)-(11) are 
uniformly bounded. If, in addition, w satisfies (51), the zero solution of (9)-(11) is asymptotically 
stable. 
PROOF. Letting 
1 Lh =--~ (A - l  ® Id) , Wh = A-11, (54) 
we can write (9) as 
dUn+l = LhUn+I(t) + Wh ® un(t). (55) 
dt 
Hence, Un+t(t) is represented in the form 
Y~+l(t) = exp[(t - to)nh]U~+l(to) 
i (56/ + exp[(t - a)nh] (wh ® u,~(a)) da, O< to <_ t. 
Since (C2) and (C4) imply that a[A] c C+, i.e., a[Lh] C C_, there exist 5 > 0 and a norm I1" I[* 
on (Rd) s such that 
II exp(tLh)[I. <_ e -~t, t >_ 0, (57) 
for the corresponding matrix norm. Therefore, it follows from (56) that 
1 - -  e -~( t - t ° )  
max IIwh ® (58) Ilgn+l(t)ll. < e- (t-t°)llV +l(0)ll* + 
Since lu0 (t)l is bounded by a constant determined by the initial values, it is verified by induction 
that the same is true for every Us(t), i.e., the solutions are uniformly bounded. 
Moreover, boundedness of uo(t) and uN(t), together with the Lipschitz condition (3), implies 
that d~o[ dt ---- ]f(t, u0(t),uN(t)) I is also bounded.  Therefore, by  the standard argument,  we  can 
show that if w satisfies (51), then uo(t) -~ 0 as t -* ce. Us ing (56) and  (57), it is verified by  
induction that Un(t) --~ 0 as t --* cc for all n. | 
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4. NUMERICAL  EXAMPLES 
We present numerical results which confirm the results of Section 2. All experiments were 
carried out by an 80-bit long double floating-point arithmetic (the number of bits in the mantissa 
is 64). We used the (four-stage, fourth-order) classical I~K method with a constant stepsize for 
time integration of the MOL approximations, which seem stiff ODE systems. In fact, rather small 
stepsizes, determined experimentally, are used to avoid numerical instability with respect o the 
time integration. Since the aim of this experiment was to test the MOL approximations, we used 
the classical RK method which is easy to implement. For practical applications, however, the use 
of a suitable integrator for stiff equations hould be investigated. 
We first show numerical results which suggest necessity of A-stability for convergence of the 
MOL approximations. 
The two-stage method 
1 1 
0 
2 
1 1 
1 1 
is of order two and has the stability function 
= _ _  
l+z  
1 - z212" 
(59) 
(60) 
The method is/-stable but not A-stable; r ( z )  has a pole at z = _yrS. 
0 
1 
7 
1 
The three-stage method 
1 4 7 
1 2 I 
1 2 1 
1 2 1 
is the adjoint method of the well-known third-order method 
(61.) 
by W.  Kutta. The  stability function is 
1 
7 
-1  
1 2 1 
(62) 
1 
r(z) = 1 - z + z2 /2 -  za /6  ' (63) 
which has no pole in C_, but the method is not/-stable; ]r(iy)] > 1 holds for 0 < ]Yi < v/~. 
We consider MOL approximations by these methods to the following problem, whose exact 
solution is given by x( t )  = cos[(Tr/2)t]. 
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PROBLEM 1. 
t>_0, 
- l<t<O.  
Figure 1 shows the functions 
log2 luo(t) - x ( t ) l  (64) 
in the case of the two-stage method (59), which were obtained by solving ODE system (12),(13) 
with initial condition (14) and the stepsize At = 10 -3. The approximate solution uo(t) rapidly 
departs from the exact solution. 
Figure 2 shows the approximate solution uo(t) in the case of the three-stage method (61) for 
N = 200. Similar high-frequency oscillations appear for larger N, and uo(t) does not approach 
x(t) even if a larger N is taken. 
Put 
~(t) = ~xp [2 + cos2(t)], (65) 
and consider a problem whose exact solution is x(t) = ~(t). 
PROBLEM 2. 
d~ 
dt - x ( t  - 1) [1 + x(t) 2] + ~(t - 1) [1 + ~(t)  ~] + ¢(0, 
o < t < 2, z ( t )  = ~(t), -1  < t < o. 
-10 
N=5 
7.j/" 
N=4 
N=3 
z . f  .~  
N=2 
--*t 0 1 
Figure 1. Errors in the case of the two-stage method (59). 
1 
0 
-1 
, l , , 
1 2 3 4 "-*~ 
Figure 2. Approximate solution in the case of the three-stage method (61) for N = 
200. 
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Tables 1-3 list observed accuracy of various methods  for P rob lem 2. Each  number  in a co lumn 
for "dig." denotes  the value 
- log 2 ( max luo(t) - ~(t)] ) 
k 
(66) 
\O<t<2 
the number of correct bits of the approximate solution u0(t) for the partition umber N, and 
"diff." s tands  for the  difference between the bit  number  for N and that  for N/2. We used the 
initiM condi t ion (14) and the stepsize At  = 10 - s .  
Convergence rates of O(h min{q+l,p}) are observed for the one-stage and two-stage Radau I IA 
methods ,  the two-stage Lobat to  I I IC method ,  and the two-stage and three-s tage Lobat to  I I IA 
methods .  For the other  methods  the rates seem a l itt le higher.  
Table 1. Numerical results by the Radau IIA methods. 
s=l  s=2 
N 
Dig. Diff. Dig. Diff. 
2 -0.45 - 2.96 - 
4 0.24 0.70 5.68 2.72 
8 1.03 0.79 8.60 2.92 
16 1.86 0.83 11.56 2.95 
32 2.66 0.81 14.54 2.98 
64 3.56 0.90 17.52 2.98 
128 4.51 0.95 20.51 2.99 
s=3 
Dig. Diff. 
6.80 
10.78 3.98 
15.00 4.22 
19.24 4.23 
23.50 4.26 
27.87 4.37 
32.40 4.53 
Table 2. Numerical results by the Lobatto IIIC methods. 
I 
s=2 s=3 t s=4 
N Dig. Diff. Dig. Diff. I Dig. Diff. 
2 0.33 -- 4.82 -- 6.79 -- 
4 1.74 1.41 8.19 3.38 ii.00 4.21 
8 3.69 1.96 11.97 3.78 15.32 4.31 
16 5,53 1.83 15.80 3.83 19.64 4.33 
32 7.46 1.93 19.12 3.32 24.05 4,41 
64 9.43 1.97 22.45 3.34 28.74 4.69 
128 11.42 1.99 25.89 3.44 33.49 4.75 
Table 3. Numerical results by the Lobatto IIIA methods. 
s=2 s=3 s=4 
N 
Dig. Diff. Dig. Diff. Dig. Diff. 
2 0.73 - 4.81 - 8.61 - 
4 2.88 2.15 8.65 3.83 13.24 4.63 
8 4.90 2.02 12.71 4.07 18.28 5.04 
16 6.89 2.00 16.68 3.97 23.32 5.04 
32 8.89 1.99 20.70 4.03 28.23 4.91 
64 10.89 2.00 24.70 4.00 33.65 5.42 
128 12.89 2.00 28.71 4.01 39.34 I 5.68 I 
Tab le  4 shows  results by  the four-stage Lobat to  I I IC  method ,  obta ined  by  rep lac ing the second 
cond i t ion  of (14) w i th  
P* 
Un, i (0) : ~(O n - c in) ~- E ~k) ~(k) (O n)(_ h) k (67)  
k=4 
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Table 4. Numerical results by the four-stage Lobatto IIIC method. 
p. =4 p .=5 p. =6 
N 
Dig. Diff. Dig. Diff. Dig. Diff. 
2 8.05 - 6.73 - 8.79 - 
4 12.66 4.61 13.70 6.98 14.37 5.58 
8 17.30 4.63 20.04 6.34 20.21 5.84 
16 22.27 4.97 25.94 5.90 26.09 5.88 
32 27.57 5.30 31.90 5.96 32.03 5.94 
64 33.18 5.61 37.88 5.98 38.01 5.97 
128 39.04 5.86 43.87 5.99 43.99 5.99 
The  use of these in i t ia l  cond i t ions  indeed reduces the  error  in the  MOL approx imat ion .  
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