This paper studies the possibilities of the Linear Matrix Inequality (LMI) characterization of the matrix cones formed by nonnegative complex Hermitian quadratic functions over specific domains in the complex space. In its real case analog, such studies were conducted in Sturm and Zhang [3] . In this paper it is shown that stronger results can be obtained for the complex Hermitian case. In particular, we show that the matrix rank-one decomposition result of Sturm and Zhang [3] can be strengthened for the complex Hermitian matrices. As a consequence, it is possible to characterize several new matrix co-positive cones (over specific domains) by means of LMI. We also present an upper bound on the minimum rank among optimal solutions for a standard complex SDP problem, as a byproduct of the new rank-one decomposition result.
Introduction
The aim of this paper is to extend the results on the cone of nonnegative quadratic functions, studied by Sturm and Zhang in [3] , from the real-valued domains to the complex ones. Sturm and Zhang [3] developed a matrix rank-one decomposition technique, which is a key technique in their approach to establish the Linear Matrix Inequality representability of a class of matrix cones of nonnegative quadratic functions. It turns out that in the case of complex (Hermitian) quadratic forms, the rankone decomposition result can actually be improved. In particular, we show in this paper that it is possible to find a rank-one decomposition for a positive semidefinite Hermitian matrix such that the inner-product between any of the rank-one matrices and two prescribed Hermitian matrices are constant respectively. As a comparison, in the real case, the inner-product of these rank-one matrices and only one prescribed matrix can be made constant in general.
The organization of this paper is as follows. Section 2 studies such matrix rank-one decompositions, and Section 3 is devoted to the description of the cone of nonnegative complex quadratic functions. The results of Sturm and Zhang [3] can be applied to solve quadratic optimization problem, as shown in Ye and Zhang [5] . Some of the results can be strengthened for the Hermitian forms, due to the results established in Sections 2 and 3. Section 4 is devoted to the complex quadratic programming problem. Finally, in Section 5 we study the rank of optimal solutions for a standard complex SDP, in light of the new rank-one decomposition result.
Notation. Throughout, we denote byā the conjugate of a complex number a, by C n the space of n-dimensional complex vectors. For a given vector z ∈ C n , z H denotes the conjugate transpose of z. The space of n × n real symmetric and complex Hermitian matrices are denoted by S n and H n , respectively. For a matrix Z ∈ H n , we write Re Z and Im Z for the real and imaginary part of Z, respectively. Matrix Z being Hermitian implies that Re Z is symmetric and Im Z is skew-symmetric. We denote by S n + (S n ++ ) and H n + (H n ++ ) the cones of real symmetric positive semidefinite (positive definite) and complex Hermitian positive semidefinite (positive definite) matrices, respectively. The notation Z ( 0) means that Z is positive semidefinite (positive definite). For two complex matrices Y and Z, their inner product
, where tr denotes the trace of a matrix and T denotes the transpose of a matrix. For a square matrix M , diag(M ) stands for a column vector whose elements are diagonal components of M .
A rank-one decomposition of Hermitian PSD matrices
Let X ∈ S n be a real symmetric positive semidefinite matrix, and A ∈ S n be a real symmetric matrix. It follows by [3] that there is a rank-one decomposition of X:
where r = rank X.
Now we shall show that in the Hermitian case, the decomposition result can be extended to two matrices. 
Proof. It follows from Corollary 4 of [3] that there is a decomposition of Z 
Remark that since u Set
It is easy to verify that
Moreover
At the same time, we have
where in the last equality we use the fact that γ solves (1).
Due to (2), by letting z 1 = v 1 , we get
We conclude that z
Repeating this process, we obtain a rank-one decomposition for Z:
Denote ' ' to be '=', '≥' or '≤'. An immediate corollary follows. 
Cone of complex nonnegative quadratic functions
Let D ⊂ C n be a given set. Consider all Hermitian matrices which are co-positive over D, i.e.,
Clearly, C + (D) is a closed convex cone in H n . The cone of all complex quadratic functions that are non-negative over D, is defined by
For a quadratic function q(z) = z H Az + 2Re (b H z) + c, we introduce its matrix representation as
where 'cl' stands for the closure operation.
For a given set D we denote by 'conv (D)' the convex hull of D, i.e., the intersection of all convex sets containing D, and by 'cone (D)' the convex cone hull of D, i.e., the intersection of all convex cones containing D. Following similar arguments as in Sturm and Zhang [3] , the next two propositions are immediate. 
Proposition 3.1 It holds that
In what follows, we shall give a characterization of C + (D) where D is defined by
Our next result follows directly from Theorem 2.1.
Proof. Obviously, conv {zz H : z ∈ D} ⊆ cone {zz H : z ∈ D}. The equality follows from the observation that conv {zz H : z ∈ D} is itself a convex cone. That conv {zz H : z ∈ D} ⊆ {Z 0 :
The dual form of Theorem 3.3 is also known as the S-Lemma, which we shall present below. The result was first shown by Fradkov and Yakubovich [1] , though their proof was totally different.
Theorem 3.4 Suppose that A, B ∈ H n and D
Proof. It follows from Theorem 3.3 and Proposition 3.1 that
It remains to show that {Z :
is a closed set. To this end, take any sequence
and Z k → Z. Then we have
That is the sequence {s k } is bounded and has a cluster point, say s 0 ≥ 0. In a similar way, one can prove that the sequence {t k } has a cluster point, say t 0 ≥ 0. By (5) we have Z − s 0 A − t 0 B 0.
Hence we conclude that
That is,
The desired result is proven.
Theorem 3.4 can be further generalized. Consider ∈ {≥, ≤, =, ∅}, where ∅ means the relation to be 'unrelated', and denote * to be
is ∅.
Theorem 3.5 Suppose that A, B ∈ H
n . Let D = {z ∈ C n : z H Az 1 0, z H Bz 2 0}. Then {Z ∈ H n : z H Zz ≥ 0, ∀z ∈ D} = ({Z 0 : A • Z 1 0, B • Z 2 0}) * = cl {Z : ∃λ 1 * 1 0, λ 2 * 2 0, Z − λ 1 A − λ 2 B 0}.
Corollary 3.6 Suppose that A, B ∈ H
Proof. We need only to prove that the set
Then we have
Therefore the sequence {s k } is bounded and thus it has a cluster point, say s 0 ≥ 0. It follows by the assumption that
Since {s k } is bounded, then {t k } is bounded as well. Let t 0 ∈ be a cluster point of {t k }. By (6) we conclude that
i.e., Z ∈ W . Hence W is a closed set.
Similarly, we have the following result.
Corollary 3.7 Suppose that
Let us now consider nonhomogeneous quadratic functions. Suppose that
where
Lemma 3.8 Suppose that there is z 0 ∈ C n such that q 1 (z 0 ) > 0 and q 2 (z 0 ) > 0, and that there is no
is readily seen by definition. We need only show the other containing relationship. Take any arbitrary
Now we consider the case where z = 0. For ∈ , we consider (uH(D)).
The proof is completed.
Suppose that there is z 0 ∈ C n such that q 1 (z 0 ) > 0 and q 2 (z 0 ) > 0, and that there is no z = 0 such that z H A 1 z = 0 and
Proof. It follows that
Complex quadratic programming and SDP relaxation
Consider the complex quadratically constrained quadratic programming:
We rewrite (QCQP) equivalently as:
A homogenized version of (QCQP) is
It follows that if t z solves (HQ), then z/t solves (QCQP). The SDP relaxation of (QCQP) is: It is well known that (QCQP) is NP-hard in general. In the remainder of this section, we shall study (QCQP) where m is small. for any dual optimal solution (y 1 , ..., y m ). Thus, by the positive semidefiniteness of the matrices, we have
Therefore, the rank of the coefficient matrix in (8) is m − d D . Since the dimension of ∆ is r 2 P , this implies that as long as r 2 P > m − d D , the equation (8) would admit a nonzero solution ∆ ∈ H r P , allowing V (I −t∆)V H to be optimal for (SDP) with t satisfying t∆ I, thereby enabling a possibility to further reduce the rank of Z * . Again, this is in contradiction with the fact that Z * has minimum rank among optimal solutions. This in turn shows that we must have Remark that in the real case, the discussion on the minimum rank optimal solutions for SDP can be found in Pataki [2] , Ye and Zhang [5] , and Ye [4] .
