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Abstract
In this thesis we present projects that cover various topics in black hole physics. The
central theme of the thesis is perturbation theory of black holes. The techniques
developed to study the perturbations of spacetime allows us to explore and elucidate
many other topics in gravitational physics.
The recent discovery of gravitational waves provides strong evidence for the exis-
tence of black hole mergers. Using perturbation theory we study the problem of black
hole mergers with an extreme mass ratio in an asymptotically flat spacetime, and
proceed to demonstrate how the event horizon and the apparent horizon of the larger
black hole deform. In this thesis we also study problems concerning perturbation of
black holes that are more theoretical in nature. In the context of the fluid/gravity
duality, we precisely establish the relationship between standard perturbation theory
of spherically symmetric black holes i.e., the master equation, with near equilibrium
dual fluid perturbations on the boundary of asymptotically Anti de Sitter (AdS) black
holes. By the use of this relationship and a numerical evolution of the master equation
we argue for the existence of non-Newtonian fluids in the fluid/gravity duality. The
last project concerns itself with a generalization of the first law of black hole mechan-
ics to include five dimensional solutions of spacetime called solitons. We verify this
law for spacetimes containing solitons.
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Chapter 1
Introduction
In November 1915, Einstein presented his theory of General Relativity (GR) before
the Prussian Academy of Sciences in Berlin [56]. Sitting on the throne of the theory
were a set of notoriously difficult coupled non-linear partial differential equations,
now famous as Einstein’s Field Equations (EFEs). In tensor notation they have a
deceptively simple form1:
Rµν − 1
2
Rgµν = CETµν , (1.1)
where CE is a constant, Rµν is the Ricci tensor, R is the Ricci scalar, gµν is the metric
tensor, and Tµν is the stress energy tensor. Meanwhile in Russia, Karl Schwarzschild,
an established German astronomer was voluntarily serving in the military [13]. It
took Schwarzchild a mere two months to write down the first ever exact solution of
EFEs [55] by assuming Tµν = 0:
ds2 = −f(r)dt2 + 1
f(r)
dr2 + r2dΩ22 (1.2)
1Omitting the cosmological constant for now.
2where f(r) = 1− 2M
r
and dΩ22 is the line element of a 2-sphere. This solution describes
a black hole of mass M , one of the most astonishing predictions of GR. It is a region
of spacetime which is surrounded by a closed surface called an event horizon. Once
the event horizon is crossed it is impossible to fight the pull of gravity and escape.
The gravitational pull is so strong that even light cannot escape.
Compelling observational evidence that strongly suggests that there are objects in
the universe which are most effectively described by a black hole solution continues to
accumulate. At the center of our own galaxy, the Milky Way, there is a bright radio
source over a very compact region of space. This radio source is named Sagittarius A*
(Sgr A*). It is believed that Sgr A* is a black hole, this is concluded by observing the
orbits of stars near it. The shape of the orbits are consistent with an object which is
4.3× 106M and confined to a region which has a diameter of about 0.004 light years
[24]. This is still not conclusive of a black hole, but a black hole is top on the list of
possible theoretical models explaining this observation. As matter is accreted by the
black hole it forms a disk, called an accretion disk. At very small radial distances from
the black hole the matter has a very large amount of angular momentum. This creates
friction and heats up the disc which causes it to emit tremendous amounts of radiation
in the X-ray band [44]. There are direct observations of this X-ray signal, with the
first one coming from the Hubble telescope in 2011 [47]. In 2014 NASA’s NuSTAR
captured a remarkable event, the inner part of the accretion disk that emits X-rays
was observed to move inwards towards the black hole [49]. More direct evidence as
to existence of black holes is expected to come from the now active Event Horizon
telescope, which aims to observe Sgr A* at an angular resolution which will allow
effects close to the event horizon to be better observed [59].
Until the end of this year, when the Event Horizon telescope should deliver reliable
results, the current gold medallist in the Olympics of black hole observations is the
3recent detection of gravitational waves by LIGO from the merger of a binary black
hole system [1]. The reason this discovery is so significant is because in addition to
providing evidence for the existence of black holes it also confirms the existence of
the long sought after gravitational waves. Just as electromagnetic waves are caused
by small perturbations of the electromagnetic field, gravitational waves are small
perturbations of spacetime itself. These perturbations cause test particles in spacetime
to move in a specific pattern. If mirrors are attached to these test masses then an
interferometer can detect these movements.
Gravitational waves were predicted as early as 1893 by Oliver Heaviside [31] and in
1905 by Henri Poincare [52]. In the context of EFEs, Einstein predicted gravitational
waves in 1916 [15]. A particularly important scenario concerning gravitational waves
comes from studying perturbations of the Schwarzschild geometry (1.2). This was
first done by Regge and Wheeler in 1957 to test the stability of the solution [54]. The
perturbations are considered to be small and this allows the EFEs to be linearized.
Although this offers some simplification the equations are still quite complex. Regge
and Wheeler exploited the spherical symmetry of the Schwarzschild black hole by
expanding the perturbation to the metric in scalar, vector and tensor spherical har-
monics. By doing this they were able to encode all the dynamics into a simple 1+1
dimensional wave equation, called the master equation. This equation will play a
central role in this thesis and will be applied to the study of black hole mergers as
well as in the fluid/gravity correspondence which we now introduce.
The two major advancements of 20th century theoretical physics were General
Relativity and Quantum Mechanics. In the later half of the 20th century physicists had
developed the Standard Model, which is the theory of the interactions of elementary
particles. The Standard Model arose from applying the principles of Einstein’s Special
Theory of Relativity (SR) to quantum mechanics. The quest of physicists in the late
420th century and the early 21st century has been to find a quantum theory for gravity.
The two main schools of thought for quantum gravity are string theory and loop
quantum gravity. So far neither has entirely succeeded in its goal but both theories
have tremendous mathematical richness.
In the past two decades string theory has been in the spotlight due to its celebrated
AdS/CFT correspondence. Here AdS means anti-de Sitter and an AdS spacetime is
a solution to EFEs but with a negative cosmological constant included. CFT means
a conformal field theory, i.e., a field theory that is invariant under conformal trans-
formations of the metric. The correspondence was developed by Juan Maldacena’s
seminal work in 1998 [41]. The attractive feature of AdS/CFT is that it connects
a gravitational theory in the D-dimensional AdS spacetime, usually called the bulk,
with a D−1 dimensional CFT without gravity. The CFT lives on the boundary of the
D-dimensional AdS space. These correspondences are frequently called holographic
since they bear similarity to a 2-dimensional hologram which encodes 3-dimensional
data. An offshoot of AdS/CFT is the fluid/gravity correspondence, which is the long
wavelength limit. Here rather than having a CFT on the boundary, the bulk is dual to
the conservation equations for a fluid. The bulk is taken to be a black hole or a black
brane whose perturbations correspond to perturbations of the fluid. We will discuss
the fluid/gravity correspondence, and how it relates to gravitational perturbations, in
detail below.
More generally, string theory utilizes radical ideas to explain Nature. One of these
is the use of higher dimensional spacetimes than the usual four that we can perceive.
This has been a fruitful endeavour in many ways. Statistical calculations of black hole
entropy using string theory were first done using five dimensional black holes [57]. The
AdS/CFT duality motivates research into higher dimensional bulk solutions to explain
four dimensional non-gravitational dual systems. There is also a possibility that small
5higher dimensional black holes may be produced in particle colliders [35]. Higher
dimensional gravity is also studied just for its mathematical richness. Understanding
higher dimensional solutions can provide insight into features that are peculiar to just
four dimensions [19].
The research papers presented in this thesis will delve into all the topics touched
upon above, such as black hole mergers, perturbations of black holes, fluid/gravity
correspondence and higher dimensional solutions of EFEs. In Section 1.1 of this
introduction we provide the relevant background for the papers, and then in Section
1.2 we present a brief overview of the research papers.
1.1 Background
1.1.1 Event and apparent horizons
A great deal of information about the structure of spacetime can be acquired by
simply analysing the different types of curves living in the spacetime. In the follow-
ing subsections we will demonstrate how studying curves in spacetime facilitates the
identification of different regions in spacetime. This will allow us to construct precise
definitions of the event and apparent horizon. This section closely follows [64].
Future and past directed curves
A curve γ(t) is called a future directed timelike curve if at each p ∈ γ the tangent
vector tµ is a future directed timelike vector. Further, γ is called a future directed
causal curve if at each p ∈ γ, tµ is either a future directed timelike or null vector. We
can also construct identical definitions for past directed curves.
6Chronological future and past
The chronological future, I+(p), of a point p in some Lorentzian manifold M , is defined
to be the set of points that can be reached by a future directed timelike curve starting
from p. Note that since we can perform small deformations around an endpoint q of
a timelike curve while still preserving its timelike nature, the set I+(p) is an open set.
Then it follows that for any subset S ⊂M , we can define I+(S) = ∪p∈SI+(p). Again,
identical definitions can be constructed for the past.
Causal future and past
The causal future of p ∈ M , denoted J+(p) is defined analogously to I+(p) except
now we have future directed causal curves instead of future directed timelike curves,
and similarly for a subset S ⊂M we have J+(S) = ∪p∈SJ+(p). Analogous definitions
hold for the causal pasts, J−(p) and J+(S).
Future and past domain of dependence
A subset S ⊂M is said to achronal if there exist no pairs of points p, q ∈ S such that
q ∈ I+(p). If S is a closed achronal set we can define the future domain of dependence
of S, denoted D+(S), as the all points p ∈M such that every past inextendible causal
curve through p intersects S. This means that all possible signals that can arrive at
p ∈ D+(S), must have passed through S. Analogously we can define the past domain
of dependence of S, D−(S) in the same way as D+(S) but with future replaced by
past in the definition. Further the domain of dependence, D(S), is naturally defined
as, D(S) = D(S)− ∪D+(S).
7Cauchy surface
A closed achronal set Σ for which D(Σ) = M is called a Cauchy surface, and a
spacetime M that possesses a Cauchy surface Σ is said to globally hyperbolic. It
is assumed that all physical realizable spacetimes are globally hyperbolic. It can be
shown that for a globally hyperbolic spacetime J+(S) is a closed set.
Conformal transformations
We demonstrate how we can use a conformal transformation on a spacetime to ‘bring
infinity in’. Consider Minkowski space in spherical coordinates,
ds2 = dt2 + dr2 + r2(dθ2 + sin2 θdφ2). (1.3)
We may define double null coordinates, v = t+ r and u = t− r, followed by a further
transformation V = 1/v, so the the region v → ∞ is now at V = 0. The metric is
then
ds2 =
1
V 2
dudV +
1
4
(
1
V
− u
)2
(dθ2 + sin2 θdφ2). (1.4)
But now this metric is singular at V = 0. If we do a conformal transformation by
multiplying the metric by V 2, we arrive at the unphysical but non-singular spacetime,
ds2 = dudV +
1
4
(1− uV )2 (dθ2 + sin2 θdφ2). (1.5)
However we can do better. By choosing the conformal factor appropriately we can
make finite all infinite asymptotic regions instead of just v → ∞ finite in the sense
of the above procedure. Defining the conformal transformation as g˜µν = Ω
2ηµν and
choosing
Ω2 = 4(1 + v2)−1(1 + u2)−1 (1.6)
8and introducing the following coordinate transform,
T = tan−1 v + tan−1 u and R = tan−1 v − tan−1 u (1.7)
with −pi < T +R < pi, −pi < T −R < pi and 0 ≤ R, metric becomes,
ds2 = −dT 2 + dR2 + sin2R(dθ2 + sin2 θdφ2). (1.8)
Interestingly, this is the same metric as the Einstein static universe, but with coordi-
nates restricted by (1.7).
Past time like infinity i− R = 0, T = −pi
Past null infinity I − T = −pi +R for 0 < R < pi
Spatial infinity i0 R = pi, T = 0
Future null infinity I + T = pi −R for 0 < R < pi
Future timelike infinity i+ R = 0, T = pi
Table 1.1: Various regions of the asymptotic boundary.
On asymptotically flat spacetimes2 a similar conformal transformation can be per-
formed to a new ‘unphysical’ spacetime with properties similar to those of Minkowski.
However we make two modifications. First since we do not want the spacetime to be
flat at some fixed point in the interior at very late and early times, we do not im-
pose flatness at i+ and i−. Secondly, we will relax3 the conditions of smoothness and
differentiability of the conformally transformed metric, g˜µν at spatial infinity i
0.
Event and apparent horizons
Now that we have reviewed the appropriate definitions we can give a precise definition
of event and apparent horizons. Intuitively we may define the black hole as a region
2See [30] for a precise definition of asymptotically flat spacetimes.
3Please see [64] for more details.
9Figure 1.1: The conformal spacetime diagram for the Schwarzschild black hole.
B such that timelike and null geodesics originating from B cannot escape to i+ and
I + respectively. More concretely we may define it in the following manner. Let
(M, gµν) be an asymptotically flat spacetime which we associate with an unphysical
spacetime, (M˜, g˜µν) with a conformal transformation, Ω. Then if in the unphysical
spacetime there is an open region V˜ ⊂ M˜ with M ∩ J−(I +) ⊂ V˜ such that (V˜ , g˜µν) is
globally hyperbolic then (M, gµν) is called strongly asymptotically predictable. Such
a spacetime is said to contain a black hole if M is not contained in J−(I +). The
black hole region, B is then defined to be B = [M − J−(I +)] and the boundary of
B, denoted H, is such that H = ∂J−(I +) ∩M . H is called the event horizon.
Next we define the apparent horizon. Let Σ be an asymptotically flat Cauchy
surface for V˜ , so it passes through i0 and is spacelike. Then let C ⊂ Σ ∩M be a
closed subset of Σ which is a 3-dimensional manifold with a boundary and further
assume that the two-dimensional boundary S = ∂C is such that the expansion, θ, of
the outgoing family of null geodesics orthogonal to S satisfies θ ≤ 0. Such a surface
S is called an outer marginally trapped surface, and C is called a trapped region.
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Consider then T , defined to be the closure of the union of all trapped regions, C, on
Σ. The boundary A = ∂T is called the apparent horizon. This makes A an outer
marginally trapped surface with orthogonal outgoing null geodesics having expansion,
θ = 0. Further, if the weak or strong energy condition holds, then Rµνk
µkν ≥ 0 where
kµ is any null vector, and it can be shown that the apparent horizon always lies inside
or coincides with the event horizon [51].
When the spacetime is stationary the apparent horizon coincides with the event
horizon. This is not true for dynamical spacetimes for which the apparent horizon
is found to be inside the event horizon [7]. This can be demonstrated by finding the
spherically symmetric apparent horizon in a simple yet dynamical spacetime such as
Vaidya [62]:
ds2 = −fdv2 + 2dvdr + r2dΩ22 with f = 1−
2M(v)
r
. (1.9)
This metric satisfies EFEs with stress tensor,
Tµν =
dM/dv
4pir2
lµlν (1.10)
where lµ = ∂µv is tangent to ingoing null geodesics. We may then consider the scenario
where M(v) models a black hole of mass M1 irradiated with null dust for a finite time
such that the mass is increased to M2 [53],
M(v) =

M1 v ≤ v1
M12(v) v1 < v < v2
M2 v ≥ v2
(1.11)
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In Figure 1.2 we can see an illustration of what the apparent horizon and event
Figure 1.2: Difference in apparent horizon (AH) and event horizon (EH) for Vaidya
spacetime.
horizon of the Vaidya spacetime look like. As the figure suggests, and can be verified
[53], the apparent horizon is a spacelike surface in the interval v1 ≤ v ≤ v2 and null
otherwise, unlike the event horizon which is null throughout. But more intriguing
than that is the teleological nature of the event horizon. This is demonstrated by how
the event starts to grow at v  v2. This is in contrast to the apparent horizon which
is more local in nature and changes only in the interval where it encounters the null
dust. Finally notice that after v2 the apparent horizon and event horizon coincide.
1.1.2 Static and stationary axially symmetric spacetimes
This section starts with a brief review of Weyl static axially symmetric spacetimes in
four dimensions and then generalizes to stationary axially symmetric spacetimes in D
dimensions.
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Static axially symmetric spacetimes
In this section we review Weyl solutions of the EFEs, these are solutions that have
commuting Killing vector fields ∂t and ∂φ. A canonical form of the metric of such a
spacetime is [26],
ds2 = −e2Udt2 + e−2U [e2γ(dη2 + dξ2) + ρ2dφ2] (1.12)
where U , γ and ρ depend only on the coordinates η and ξ, and ρ ∈ [0,∞), z ∈
(−∞,∞) and φ ∈ [0, 2pi). When this metric is inserted into the EFEs equations with
a vanishing cosmological constant, one of the equations implies that ρ is a harmonic
function, (
∂2η + ∂
2
ξ
)
ρ = 0. (1.13)
Due to this feature it is more convenient to use coordinates ρ(η, ξ) and z(η, ξ), such
that ρ+ iz is analytic. Then the metric is
ds2 = −e2Udt2 + e−2U [e2γ(dρ2 + dz2) + ρ2dφ2] (1.14)
and now U and γ are functions of ρ and z. For U the EFEs give,
∂2ρU +
1
ρ
∂ρU + ∂
2
zU = 0. (1.15)
Notice that this is the Laplacian for the unphysical metric ds2 = dρ2 + ρ2dθ2 + dz2,
with U not having a dependence on θ. For γ we get the following equations,
∂ργ = ρ
[
(∂ρU)
2 + (∂zU)
2
]
and ∂zγ = 2ρ∂ρU∂zU. (1.16)
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If we take U = 0 and γ = 0 we recover the Minkowski spacetime. But consider the
solution U = log ρ and γ = log ρ. This leads to the metric
ds2 = −ρ2dt2 + dρ2 + dz2 + ρ2dφ2. (1.17)
Notice that this is Minkowski in Rindler coordinates with acceleration in the ρ di-
rection. Further we see that the function U can be interpreted as the Newtonian
potential of an infinitely long rod along the z-axis with mass density 1/2. There is
just one other solution for Minkowski space [26],
U =
1
2
log
(√
ρ2 + z2 + z
)
γ =
1
2
log
(√
ρ2 + z2 + z
2
√
ρ2 + z2
)
. (1.18)
Now the function U has the Newtonian interpretation as the potential of a semi-infinite
rod located on the negative z-axis with mass density 1/2. Doing a transformation
ρ = z˜ρ˜, z = 1
2
(z˜2 − ρ˜2) then leads to the following metric,
ds2 = −z˜2dt2 + dz˜2 + dρ˜2 + ρ˜2dφ2. (1.19)
This is also a Rindler spacetime but now the acceleration direction is z˜. Let us now
consider the Schwarzschild solution. If we apply the transformation r = m(x+ 1) and
cos(θ) = y, the metric becomes [26],
ds2 = −x− 1
x+ 1
dt2 +m2
x+ 1
x− 1dx
2 +m2
(x+ 1)2
1− y2 dy
2 +m2(x+ 1)2(1− y2)dφ2 (1.20)
where |y| < 1 and m is the mass. The region r > 2m now corresponds to x > 1, in
this region it is possible to make the further transformation ρ = m
√
(x2 − 1)(1− y2)
and z = mxy. This allows us to write the Schwarzschild metric in the form of (1.14)
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Figure 1.3: Finite rod for Schwarzschild spacetime.
with,
e2U =
R+ +R− − 2m
R+ +R− + 2m
e2γ =
(R+ +R−)2 − 4m2
4R+R−
(1.21)
where R2± = ρ
2 + (z ±m)2. This naturally leads to,
U =
1
2
log
(
R− + z −m
R+ + z +m
)
. (1.22)
This is the Newtonian potential for a finite rod located along |z| < m, again with a
mass density of 1/2.
Stationary axially symmetric spacetimes
So far we have discussed the approach for obtaining axisymmetric solutions for static
spacetimes in four dimensions, now we shall discuss how this is generalized to D
dimensional stationary solutions. We follow the treatment of [28]. Consider a D
dimensional spacetime with D − 2 linearly independent Killing vector fields V(i), i =
1, . . . , D − 2. Further, assume these vector fields commute,
[
V(i), V(j)
]
= 0 (1.23)
Since the vector fields commute we set up a coordinate system adapted to the fields,
i.e., we can find coordinates xi and ya such that,
V(i) =
∂
∂xi
. (1.24)
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This implies that the metric will only depend on the coordinates y1 and y2. It is
shown in [28] that for any point there exists a two-dimensional surface which includes
the point and further that all tangent vectors on this hypersurface are orthogonal to
the V(i). Hence we can write the metric as,
ds2 = Gijdx
idxj + gˆabdy
adyb (1.25)
where Gij and gˆab are functions of y
1 and y2 only. Now we define a new coordinate,
r =
√
det(Gij) (1.26)
where r is not a constant, then we can find a coordinate z, and two functions ν(y1, y2)
and Λ(y1, y2), so that the metric now takes the form,
ds2 = Gijdx
idxj + e2ν(dr2 + Λdz2) (1.27)
where now G, ν and Λ are functions of r and z. For a given solution of the EFEs we can
divide the z-axis into rods based on howG behaves as r →∞ (we will drop the ij when
there is no confusion). If we take G to be a matrix then since |detG| = r2 we see that
the product of eigenvalues of G goes to zero as r → 0 and clearly dim(ker(G(0, z))) ≥
1. We will restrict ourselves to cases where dim(ker(G(0, z))) = 1, except at isolated
values of z. This is because if we have more than one eigenvalue going to zero it
implies that we have a curvature singularity at that point [28]. If we denote the
isolated values of z as a1, a2, . . . , aN with a1 < a2 < . . . < aN then the z-axis can
be divided into N + 1 intervals, [−∞, a1], [a1, a2], . . . , [aN−1, aN ] and [aN ,∞]. These
N + 1 intervals are called the rods of the solution. We may also associate a vector to
each rod. Consider then the N + 1 vectors v(k) in RD−2 for k = 1, . . . , N + 1, which
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are defined by,
G(0, z)v(k) = 0 for z ∈ [ak−1, ak] (1.28)
with v(k) 6= 0. Notice that this simply means that v(k) ∈ ker(G(0, z)). These vectors
are called the direction of the corresponding rod and the specification of all the rods
and their directions is called the rod structure [28]. Notice that the vectors v(k) are
only defined up to a scalar multiplication, hence they could be made arbitrarily long.
This implies they are members of the projective space, v(k) ∈ RPD−3. Now let v be a
rod in specific interval [am, am+1], then we can write v as,
v = vi
∂
∂xi
(1.29)
and from (1.28) we know that Gij(0, z)v
j = 0. Further if Gijv
ivj/r2 < 0 the rod is
timelike, and if Gijv
ivj/r2 > 0 the rod is spacelike. Consider then the case where v is
a spacelike rod, and let us introduce a new set of coordinates ηi such that,
∂
∂η1
= v = vi
∂
∂xi
. (1.30)
Then to avoid a conical singularity η1 must be a compact direction with period,
∆η1 = 2pi lim
r→∞
√
r2e2ν
Gijvivj
. (1.31)
If η1 is a timelike direction we can perform a Wick rotation, η˜1 → iη1, and find an
associated temperature. A finite timelike rod corresponds to a horizon and a semi-
infinite timelike rod corresponds to an acceleration horizon, as in (1.18). Semi-infinite
spacelike rods correspond to an axis of symmetry and finite spacelike rods correspond
to “bolts” or “bubbles”. We will see in a later chapter spacetimes which consist of
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such bolts with topology S2.
We now consider the rod structure of the Kerr solution [28]. In Boyer-Lindquist
coordinates the metric is given by,
ds2 =− ∆− a
2 sin2 θ
Σ
dt2 − 2a sin2 θρ
2 + a2 −∆
Σ
dtdφ (1.32)
+
(ρ2 + a2)2 −∆a2 sin2 θ
Σ
sin2 θdφ2 +
Σ
∆
dρ2 + Σdθ2 (1.33)
with
∆ = ρ2 − 2Mρ− a2 and Σ = ρ2 + a2 cos2 θ. (1.34)
It is clear that the two Killing fields are ∂t = (1, 0) and ∂φ = (0, 1), and it can be
shown that det G = −∆ sin2 θ, which implies that r = √∆ sin θ. Then, if we take
z = (ρ−M) cos θ, we can bring the metric into the canonical form (1.27). But it will
be more convenient to introduce prolate spherical coordinates (x, y), similar to the
Schwarzschild case (1.20), with the role of ρ (defined below (1.20)) now played by the
canonical coordinate r,
r = α
√
(x2 − 1)(1− y2) and z = αxy (1.35)
where α =
√
M2 − a2, x ≥ 1 and −1 ≤ y ≤ 1. Then in terms of the Boyer-Lindquist
coordinates,
x =
ρ−M√
M2 − a2 y = cos θ. (1.36)
Then in these coordinates it can be shown that [28],
G11 = − x
2 cos2 λ+ y2 sin2 λ− 1
(1 + x cosλ)2 + y2 sin2 λ
G12 = −2a (1− y
2)(1 + x cosλ)
(1 + x cosλ)2 + y2 sin2 λ
(1.37)
e2ν =
(1 + x cosλ)2 + y2 sin2 λ
(x2 − y2) cos2 λ with sinλ =
a
M
. (1.38)
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The G22 component can be found from the det G = r condition.
G22 =
G212 − α2(x2 − 1)(1− y2)
G11
. (1.39)
To arrive at the rod structure we need to set r = 0. From (1.35) we see that we can
set y = ±1, then for y = −1, x = −z/α and since x ≥ 1 we get the rod [−∞,−α].
Similarly for y = 1, x = z/α, we the the rod [α,∞]. We can see from (1.37) and
(1.39) that G12 = G22 = 0 for y = ±1. This means that both the rods are spacelike
and point in the direction of ∂φ = (0, 1). We may also get r = 0 by setting z = 1
which implies that y = z/α, then since −1 ≤ y ≤ 1 we get the rod [−α, α]. It can be
shown that the direction v of this rod is given by [28],
v = (1,Ω) Ω =
sinλ
2M(1 + cosλ)
. (1.40)
Figure 1.4: Rod diagram for the Kerr spacetime, the finite rod in the center corre-
sponds to the event horizon and the two semi-infinite rods correspond to the axis of
symmetry.
Further we find that Gijv
ivj/r2 < 0 for r → 0, which means that the rod is
timelike and corresponds to an event horizon. Notice that Ω is the angular velocity
of the black hole. Also note that we get the rod for the Schwarzschild solution if we
set a = 0, then α = M .
1.1.3 Energy in General Relativty
Defining the energy of a closed volume of space is not a straightforward matter in
general relativity, see [58] for a review. Here we briefly describe how one kind of
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energy, the Brown-York energy, is derived from the action of EFEs using Hamilton-
Jacobi methods. This will find applications in the fluid/gravity duality in Section
1.1.8.
Classical mechanics
Consider the action of a free non-relativistic particle, S[q˙(t)] =
∫ t2
t1
1
2
mq˙2dt. The Euler-
Lagrange equation has the solution, q(t) = q1 +
q2−q1
t2−t1 (t − t1). Inserting this solution
into the action we have,
S(q2, t2, q1, t1) =
1
2
m
(q2 − q1)2
t2 − t1 . (1.41)
Then notice that we have,
∂S
∂q2
= p and
∂S
∂t2
= −E. (1.42)
These relationships are a manifestation of the Hamilton-Jacobi equation. Usually
when one varies a Lagrangian, the variations of position at t1 and t2 are taken to be
zero, and there is no variation of time. But if one does not impose this condition then
the variation yields [58],
δS1[q(t)] =
∫ t2
t1
(
∂L
∂q
− d
dt
∂L
∂q˙
)
(δq − q˙δt) dt+ ∂L
∂q˙
δq|t2t1 −
(
∂L
∂q˙
q˙ − L
)
δt|t2t1 . (1.43)
The terms under the integral vanish because q(t) solves the Euler-Lagrange equations,
and if we take the variations to vanish at t1 we recover (1.42). Notice though that we
can always take a new action S[q(t)] = S1[q(t)]− S0[q(t)] where,
S0[q(t)] =
∫ t2
t1
(dh/dt)dt (1.44)
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where h = h(q(t), t) and it will not effect the equations of motion (since it only
contributes at the boundaries), but it does change the momentum, p → p − ∂h/∂q,
and the energy, E → E + ∂h/∂t.
Einstein-Hilbert action
Let’s do a lightning review of the action for EFEs. We start with the Einstein-Hilbert
action [53],
SH [g] =
1
16pi
∫
V
R
√−gd4x. (1.45)
Variation of this action with respect to the metric with vanishing boundary conditions
results in [53],
(16pi)δSH =
∫
V
Gµνδg
µν
√−gd4x−
∫
∂V
hµνnσ∂σδgµν
√
|h|d3y (1.46)
where Gµν = Rµν − 12Rgµν , hµν is the induced metric on the (nowhere null) boundary
∂V , nσ is the normal to ∂V , and  = +1 when ∂V is timelike and  = −1 when ∂V is
spacelike. If we impose the condition that the derivative of the variation of the metric
must also vanish on ∂V then we simply get Gµν = 0, which are the vacuum EFEs. If
we don’t impose this condition we can take another route. Consider the trace of the
extrinsic curvature K = ∇µnµ of ∂V . Its variation leads to [53],
δK =
1
2
hµνnσ∂σδgµν (1.47)
which is half of the integrand of the second term appearing in (1.46). So, if we define
our initial action to be,
S[g] =
1
16pi
∫
V
R
√−gd4x+ 1
8pi
∫
∂V
K
√
|h|d3y, (1.48)
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Figure 1.5: An illustration of the boundary, ∂V , split into two spacelike surfaces Σ1
and Σ2, and a timelike surface
3B.
and vary it, we get rid of the boundary term appearing in (1.46). This is usually
called the “trace K action” in the literature.
Brown-York energy
We want to apply the Hamilton Jacobi method outlined above for classical mechanics
to the action for EFEs and define a quasi-local energy in a similar way. This was
first done by Brown and York [8]. They split the boundary, ∂V , into two spacelike
surfaces Σ1 and Σ2, which belong to a family of spacelike surfaces Σt which foliate
the space time, and a time like surface 3B as shown in Figure 1.5. Then the action
can be written as,
S[g] =
1
16pi
∫
V
R
√−gd4x+ 1
8pi
∫ t2
t1
χ
√
|h|d3y − 1
8pi
∫
3B
Θ
√−γd3z (1.49)
where χ is the extrinsic curvature of the surfaces Σt with metric hµν and Θ is the
extrinsic curvature on 3B with metric γµν . If one varies this action without vanishing
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boundary conditions one arrives at,
δS =(terms giving EFEs)
+
1
16pi
∫
Σ2
(χµν − χhµν) δhµν
√
|h|d3y
− 1
16pi
∫
Σ1
(χµν − χhµν) δhµν
√
|h|d3y
− 1
16pi
∫
3B
(Θµν −Θγµν) δγµν
√−γd3z. (1.50)
Here, the second and third line are analogous to the conjugate momentum terms,
∂L/∂q˙δq|t2t1 in (1.43). Also, this is precisely the conjugate momentum of the ADM
formalism [3]. The last term then, is the analogue of the energy in (1.43). Notice
though that it is not a scalar energy as in the classical mechanics case. The 3-metric,
γµν on
3B, contains information about the proper time elapsed (the lapse function)
between the slices, which is roughly related to the energy, but, γµν also contains spatial
distance information on 3B [8]. Hence, rather than a scalar quantity we get a surface
energy-momentum tensor Θµν −Θγµν . Again, as in the classical mechanics case, this
surface energy-momentum tensor is not unique, since we can always take a new action
S1 = S −S0, where S0 is assumed to an arbitrary function of the three-metric on the
boundary ∂V = Σ2 ∪ 3B ∪ Σ1. Then the surface stress tensor is given by [58],
T µν =
1
8pi
(Θµν −Θγµν) + 2√|γ| δS0δγµν . (1.51)
1.1.4 Black hole mechanics
Above we demonstrated how one can define the Brown-York energy by considering the
Einstein-Hilbert action. In the following sections we show how for asymptotically flat
spacetimes we have a canonical method to derive the energy and momentum of the
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spacetime. We then use these definitions to show the first law of black hole mechanics.
The non-dynamical boundary term
In (1.49) we had introduced the “trace-K action” for EFEs,
S[g] =
1
16pi
∫
V
R
√−gd4x+ 1
8pi
∫
∂V
K
√
|h|d3y (1.52)
There is an inherent pathology in this action which can be made prominent when one
considers a flat spacetime, R = 0. Then the action is simply,
S[g] =
1
8pi
∫
∂V
K
√
|h|d3y (1.53)
Now lets take the boundary ∂V such that it consists of two hypersurfaces t = t1
and t2, and a three-cylinder. Clearly K = 0 on the t1 and t2 hypersufaces. On the
3-cylinder the metric is given by, ds2 = −dt2 + ρ2dΩ2 which immediately implies that
|h|1/2 = ρ2 sin θ. The unit normal is nµ = ∂µr then,  = 1 and K = ∇µnµ = 2/ρ. This
gives [53], ∫
∂V
K|h|1/2d3y = 8piρ(t2 − t1) (1.54)
which diverges as ρ→∞. This problem does not go away when one considers curved
spacetimes and thus implies that the action is not well defined for asymptotically flat
spacetimes. To remedy this, we subtract from the action the following term,
S0 =
1
8pi
∫
∂V
K0|h|1/2d3y, (1.55)
where K0 is the extrinsic curvature of ∂V when it is isometrically embedded in flat
spacetime [53].
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Hamiltonian formulation of general relativity
Now we briefly describe how one may arrive at the Hamiltonian formulation of EFEs.
The starting point is to foliate the spacetime with the constant-t surfaces, Σt, of a
scalar time function t(xν). Let the vector tµ be such that tµ∂µt = 1. Further if n
µ is
the normal to Σt then the vector t
µ can be written as,
tµ = Nnµ +Nµ (1.56)
where N is a scalar function called the lapse and the Nµ is a vector tangent to the slice
Σt and is called the shift vector. These are thus named because the lapse function
measures how much proper time has elapsed from one slice to next and the shift vector
measures how the coordinate grid translates spatially from one slice to next.
In this foliation the action becomes [53],
S[g] =
1
16pi
∫ t2
t1
dt
[ ∫
Σt
(
3R +KµνKµν −K2
)
N
√
hd3y
+ 2
∫
St
(k − k0)N
√
σd2θ
]
(1.57)
where, 3R is the Ricci scalar for the slice Σt, k is the extrinsic curvature of the two
dimensional surface St, and k0 is the extrinsic curvature of St isometrically embedded
in flat space. The metric on the hypersurface Σt is denoted by hµν and let h˙µν = Lthµν ,
be its Lie derivative with respect to the vector tµ. Then one can show that [53],
Kµν =
1
2N
(
h˙µν −DµNν −DνNµ
)
(1.58)
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where Dµ is the covariant derivative compatible with the metric hµν . Then the mo-
mentum conjugate to hµν is given by,
pµν =
∂
∂h˙µν
(√−gL) (1.59)
where L is the ‘volume part’ of the action since the boundary term does not depend
on h˙µν . Further in light of (1.58), we may write,
pµν =
∂Kσγ
∂h˙µν
∂
∂Kσγ
(√−gL) (1.60)
which gives us [53],
(16pi)pµν =
√
h (Kµν −Khµν) . (1.61)
Then we can compute the Hamiltonian density from, H = pµν h˙µν − √−gL, after
integrating over Σt and adding the boundary terms we arrive at,
(16pi)HG =
∫
Σt
[
N(KµνKµν −K2 −3 R)− 2NµDν(Kµν −Khµν)
]√
hd3y (1.62)
− 2
∫
St
[N(k − k0)−Nµ(Kµν −Khµν)rν ]
√
σd2θ (1.63)
where rν is the spacelike normal to St. Variation of this Hamiltonian with respect to
hµν and pµν give us Hamilton’s equations which are equivalent to Einstein’s evolution
equations, and variation with respect to the lapse N and the shift Nµ give us the
Hamiltonian and momentum constraints [53].
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ADM mass and angular momentum
Let us examine the ‘on-shell’ Hamiltonian, i.e, evaluated on a solution to the EFEs,
we have,
HsolutionG = −
1
8pi
∫
St
[N(k − k0)−Nµrν(Kµν −Khµν)]
√
σd2θ (1.64)
where the part under the integral over Σt vanishes on a solution. This equation
is remarkably illuminating. We know from classical physics that the Hamiltonian
of a theory is related to the energy content. Yet thus far we have not made this
connection. If the spacetime is asymptotically flat then we can relate HsolutionG to the
energy and momentum of the spacetime. To do so let us demand that at spatial
infinity the hypersurface Σt must coincide with a surface of constant time in the
asymptotic Minkowski space. Let (t¯, x¯, y¯, z¯) be coordinates of the asymptotically
Minkowski spacetime, ya be the coordinates on Σt and x
µ the coordinates of the
whole spacetime. Now as we approach asymptotic infinity we have the relations
ya → ya(x¯, y¯, z¯) and xµ → xµ(t¯, x¯, y¯, z¯). We know that t¯ is the proper time of an
observer at rest in the Minkowski region, thus the four velocity of the observer is
given by, uµ = ∂xµ/∂t¯. This vector is normalized and orthogonal to the t¯ = constant
surfaces, it coincides with the normal nµ for Σt in the asymptotic region, thus we have
that nµ → ∂xµ/∂t¯. Then from (1.56) we have [53],
tµ → N
(
∂xµ
∂t¯
)
+Nµ
(
∂xµ
∂ya
)
. (1.65)
We then define the mass of an asymptomatically flat spacetime as the limit of HsolutionG
as the two dimensional surface St extends out to spatial infinity, with lapse chosen as
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N = 1 and the shift as Nµ = 0,
M = − 1
8pi
lim
St→∞
∫
St
(k − k0)
√
σd2θ. (1.66)
For a Schwarzschild spacetime this formula produces the correct mass, M , which
appears in the metric. What we have done is connect the ‘time flow’ vector tµ
with ∂xµ/∂t¯ which generates time translations in the Minkowski region. Hence we
have made the familiar connection of time translations with energy. We can use an
analogous line of reasoning to define the angular momentum of the spacetime. The
generator of rotations in the asymptotic region is given by, ∂xµ/∂φ, hence we need
tµ → φµ = ∂xµ/∂φ, this can be accomplished by the choice N = 0 and Nµ = φµ.
Hence, the angular momentum of an asymptotically flat spacetime is given by,
J = − 1
8pi
lim
St→∞
∫
St
(Kµν −Khµν)φµrν
√
σd2θ. (1.67)
Notice the extra minus is inserted to account for the right-hand rule for angular
momentum. These expressions are called the ADM mass and angular momentum [3].
An attractive feature of these expressions is that they do not rely on a coordinate
system.
Komar formulae
There are other equivalent expressions that can define the mass and angular momen-
tum of a spacetime in a similar coordinate independent way. An example are the
Komar formulae for mass and angular momentum [36]. They rely on the Killing fields
of the spacetime and are given by [53],
M = − 1
8pi
lim
St→∞
∫
St
∇µξν(t)dSµν (1.68)
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J =
1
16pi
lim
St→∞
∫
St
∇µξν(φ)dSµν (1.69)
where ξν(t) is the timelike Killing field responsible for time translations and ξ
ν
(φ) is the
spacelike Killing field responsible for rotations. Further the two-dimensional volume
form is given by,
dSµν = −2n[µrν]
√
σd2θ (1.70)
where nµ and rν are the timelike and spacelike normals to St respectively. It can be
shown that Killing fields satisfy ξµ = −Rµ νξν , then by invoking Stokes’ theorem
we have, ∫
S
∇µξνdSµν = 2
∫
Σ
Rµ νξ
νdΣµ (1.71)
where S is the boundary of the spacelike slice Σ and dΣµ = −nµ
√
hd3y, where nµ is
the normal to Σ. Then if we have an asymptotically flat spacetime which contains a
spinning black hole and matter with stress energy tensor Tµν , and Σ is a hypersurface
which extends from the horizon, H, to spatial infinity, then Σ has two boundaries,
one at the horizon and one at infinity. Making use of EFEs and (1.71), the mass and
angular momentum of the spacetime is given by,
M = MH + 2
∫
Σ
(
Tµν − 1
2
Tgµν
)
nµtν
√
hd3y (1.72)
where tµ is a timelike Killing field. The angular momentum of the spacetime is given
by,
J = JH −
∫
Σ
(
Tµν − 1
2
Tgµν
)
nµφν
√
hd3y (1.73)
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where tµ is the timelike Killing field for time translations, φµ is the spacelike Killing
field for rotations, and,
MH = − 1
8pi
∫
H
∇µtνdSµν and JH = 1
16pi
∫
H
∇µφνdSµν . (1.74)
The stress tensor encodes information for energy momentum fluxes, we can use this
information to compute how much energy (or mass) and momentum gets transferred
across a surface. To do so consider the vector fields,
εµ = −T µ νtν and lµ = T µ νφν . (1.75)
Then εν is an energy flux vector and lµ is an angular momentum flux vector. Both
these vectors are divergenceless as a consequence of the conservation equations,∇µTµν =
0, and the antisymmetry of ∇µξν . By Stokes’ theorem we have that,
∫
∂V
ενdΣν = 0 and
∫
∂V
lνdΣν = 0 (1.76)
where ∂V is the boundary of a four dimensional region of space V . The above integrals
imply that the total transfer of energy or momentum across the boundary is zero, i.e,
said quantity is conserved. But we may speak of the transfer across one piece of ∂V .
Say one of the pieces of ∂V is the hypersurface Σ then mass transferred across Σ is
given by,
δM =
∫
Σ
εµdΣµ (1.77)
and the angular momentum transferred across Σ is,
δJ =
∫
Σ
lµdΣµ. (1.78)
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First law of black hole mechanics
Now we have all the tools necessary to calculate the effect of mass and angular mo-
mentum flux through the horizon of a black hole. Consider then, a stationary axisym-
metric blackhole of mass M and angular momentum J . Then we assume that there is
some low energy matter in the spacetime described by the stress energy tensor T µν .
Then from (1.76), the mass transferred into the blackhole is given by,
δM = −
∫
H
T µ νt
νdΣν (1.79)
and the angular momentum is given by,
δJ =
∫
H
T µ νφ
νdΣν (1.80)
where H is the horizon and dΣν = −ξνdvdS = −(tν + Ωφν)dvdS, where Ω is the
angular velocity of the black hole, and dS is the area element of the two dimensional
slice on the event horizon and dv is the null direction along the event horizon. Then
we have,
δM − ΩδJ =
∫
H
Tµν(t
µ + Ωφµ)ξνdvdS (1.81)
=
∫
dv
∫
H|v
Tµνξ
µξνdS. (1.82)
Using the Raychaudri equation up to linear order we have that dθ/dv = κθ −
8piTµνξ
µξν , where θ is the expansion and κ is the surface gravity. Inserting this
into (1.81) and assuming that the black hole is stationary both before and after the
perturbation, and using the definition of expansion as the fractional rate of change of
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area dS, we can show that,
δM − ΩδJ = κ
8pi
δA (1.83)
where δA is the change in the black holes surface area. This relationship between
mass, spin and area is called the first law of black hole thermodynamics due to its
resemblance to the first law of thermodynamics. If the black hole also contains charge
which then is also perturbed, the above relationship gets modified to
δM =
κ
8pi
δA+ ΩδJ + ΦHδQ (1.84)
where ΦH is the electrostatic potential at the horizon and δQ is the change in the
charge of the black hole.
1.1.5 First law of soliton mechanics
This section closely follows [37]. In Section 1.1.4 we saw that we can take a charged,
spinning black hole and add linear perturbations to the charge δQ, angular momentum
δJ , and mass δM . We showed that these perturbations satisfy the first law of black
hole thermodynamics,
δM =
κ
8pi
δA+ ΩδJ + ΦHδQ. (1.85)
where κ is the surface gravity, A is the area of the event horizon and ΦH is the
electrostatic potential at the horizon.
This was derived for black holes in dimensions of spacetime D = 4. As mentioned
above, there has been active interest in the solutions for EFE’s in dimensions D > 4,
especially motivated by string theory and the AdS/CFT correspondence. The natural
step is to consider asymptotically flat solutions for D = 5. A generalization of the
Kerr solution in D = 5, for example, has a horizon topology of S3 [48]. A more exotic
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solution which does not have a counterpart in D = 4 is the black ring solution whose
horizon has a topology S1 × S2 [18].
There is an interesting class of solutions in D = 5 dimensions of the Einstein-
Maxwell called gravitational solitons. These solutions are stationary and asymptoti-
cally flat and do not contain horizons. This makes solitons different from black hole
solutions. In D = 5 solitons are characterized by having a non-trivial homology4,
specifically we have that H2(Σ) 6= 0, where Σ is a spacelike surface. This allows
for non-trivial 2-cycles or “bubbles”. A 2-cycle is a two dimensional closed manifold
(compact and no boundary) that is itself not a boundary. It has been shown that in
D = 4 solitons cannot exist [23], this is due to the requirement that in D = 4, the
domain of outer communication has to be simply connected [21]. These 2-cycles or
bubbles can carry charge and magnetic flux as a result of the Maxwell fields. They
also contribute to the mass, angular momentum and electric charge of the solution.
It is natural to expect that the counterpart of the first law of black hole thermo-
dynamics, (1.85), will be different in D = 5 and for spacetimes containing solitons.
In [38] the first law of thermodynamics was derived for spacetimes containing black
holes and solitons. More precisely, consider black hole and soliton solutions (M, g) for
D = 5 coupled to an arbitrary number of Maxwell fields F I , I = 1 . . . N and neutral
scalar fields χA, A = 1 . . . n. These spacetimes are stationary and bisymmetric, i.e,
they have isometries Rt × U(1)2. This is chosen because for stationary black holes,
the rigidity result of Hollands, Ishibashi and Wald [33] shows that the spacetime must
admit at least one U(1) isometry. We will assume an additional U(1), i.e. U(1)2
isometry, as this case most closely resembles the four-dimensional case, in the sense
4Homology is a precise way of counting the number of holes in a manifold. For example for a
solid torus S1 ×D2, is H1(S1 ×D2) = Z, this means that we have 1-cycle (a closed loop) that will
not contract, i.e, it goes through the hole in the centre of the solid torus. For a hollow torus, we
have H1(S
1 × S1) = Z2, which means now there are two loops which will not close, one of them is
the same as S1 ×D2 the other is around the inside waist of the torus. Further, H2(S1 × S1) = Z,
this is the hollow region inside of the torus. Similarly H1(S
2) = 0 and H2(S
2) = Z.
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that the ‘orbit space’ formed by quotienting the spacetime by the symmetry group is
two-dimensional. Further it is assumed that the matter fields in the spacetime also
follow these symmetries, i.e,
Lξαg = LξαF I = LξαχA = 0 (1.86)
where ξα = (ξ,mi), ξ is the generator of time translations, mi are the generators of
the rotational symmetries and L is the Lie derivative. This implies that all spacetime
fields depend only on the two-dimensional orbit space B = M/Rt × U(1)2. B is
simply connected with boundary ∂B. On ∂B the matrix of scalar products g(mi,mj)
has rank 1 and is divided into intervals I, or “rods” analogous to the ones introduced
in Section 1.1.2. For the spacetimes including a black hole the corresponding rod is
IH = H/U(1)
2. The remaining part of ∂B we have spheres where a linear combination
vimi, v
i ∈ Z vanish. For the sphere we have corresponding finite rods where the end
points of the rod correspond to the poles of the sphere. Axes of rotation correspond
to semi-infinite rods, similar to the Kerr case above.
The action for the spacetimes for which the first law can be found is given by,
S = 1
16pi
∫
?R− fAB(χ)dχA ∧ ?dχB − gIJ(χ)F I ∧ ?F J − 1
6
CIJKF
I ∧F J ∧AK (1.87)
where F I = dAI for a locally defined gauge potential AI . Then we can define the
mass spin and charge, by using Komar expressions analogous to (1.68) and (1.69),
M = − 3
32pi
∫
S∞
?dK, Ji =
1
16pi
∫
S∞
?dmi (1.88)
where K = ξ−Ωimi is the spacetime contains a black hole, if not, K = ξ. The charge
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contained in the spacetime is defined by,
QI ≡ 1
8pi
∫
S∞
gIJ ? F
J . (1.89)
Then we introduce the globally defined potentials,
dΦIξ = iξF
I and dΦImi = imiF
I . (1.90)
Then let GI = ?F I , and so from the Maxwell equations and the symmetry conditions
we can define the two forms ΘI ,
ΘI = gIJ iξG
J +−1
2
CIJKF
JΦK . (1.91)
Since LmiΘI = 0 and dΘI = 0 one can define,
dUIi = imiΘI +
1
2
CIJKdΦ
J
i Φ
K
H . (1.92)
Then in the absence of black holes, the first law of soliton mechanics is,
M =
1
2
∑
[C]
Ψ[C]q[C] δM =
∑
[C]
Ψ[C]δq[C]. (1.93)
where
q[C] =
1
4pi
∫
C
F and Ψ[C] = piviUi (1.94)
where [C] is the basis for the 2-cycles, since it could be that two 2-cycles are homol-
ogous, we only want to count the ones that are not homologous. If a black hole is
present then there will be the usual contributions as in (1.85) plus contributions from
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disc topology surfaces ([D]) that extend from the horizon. We have,
δM =
κ
8pi
δA+ ΩiδJi + Φ
I
HδQI +
∑
[C]
Ψ[C]δq[C] +
1
2
∑
[D]
QI [D]δΦI [D] (1.95)
where ΦI [D] = viΦ
I
i and,
QI [D] = 1
4
∫
D
(
ΘI +
1
2
CIJKF
JΦKH
)
. (1.96)
The central idea of Chapter 6 is to apply and verify to various spacetimes the formula
(1.95). We find regularity of the spacetime metric is essential for this to hold.
1.1.6 Linearized gravity
In this section we briefly review how to linearize EFEs5. We will first review the
treatment for a flat background as this will help us motivate the perturbation theory
for the Schwarzschild background.
It will prove helpful to review the definition of a Lie derivative. Let φt be a one
parameter family of diffeomorphisms parametrized by t and let φ∗−t = [φ
−1]∗t denote
the pushforward induced by the inverse map. Then, if the vector ξµ is the generator
of the diffeomorphism, the Lie derivative of a mixed rank tensor T µ ν is defined as
LξT µ ν(p) = lim
t→0
{
φ∗−t[T
µ
ν(φt(p))]− T µ ν(p)
t
}
(1.97)
Notice that in the limit that t → 0, φt is an infinitesimal diffeomorphism with
some generator ξµ. In coordinates this corresponds to an infinitesimal translation,
5This section closely follows [64]
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Figure 1.6: An illustration of the moving parts of the Lie derivative.
x˜µ = xµ + ξµδt. Proceeding with our goal of linearizing EFEs we write the metric as,
g˜µν = gµν + λδγµν =⇒ δγµν = dg˜µν
dλ
∣∣∣∣
λ=0
(1.98)
where it is assumed that gµν is a known solution and γµν is a perturbation. Let us
consider an infinitesimal diffeomorphism, φλ also parametrized by λ. Then we can
define the perturbation as,
δγ′µν =
d(φ∗λg˜µν)
dλ
∣∣∣∣
λ=0
= δγµν +
d(φ∗λgµν)
dλ
∣∣∣∣
λ=0
(1.99)
The second equality follows from the linearity of φ∗λ and that at linear order
d
dλ
[φ∗λ(λγµν)] =
δγµν . Then by making the substitution t = −λ in (1.97) we have,
d(φ∗λgµν)
dλ
∣∣∣∣
λ=0
= −Lξgµν (1.100)
Which finally gives us,
δγ′µν = δγµν − Lξgµν . (1.101)
The main purpose of the above exercise is to show that the decomposition of the metric
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into a background spacetime and a perturbation is not unique due to the allowed
infinitesimal changes of the coordinates (or gauge transformations); the freedom is
given by (1.101). Below we will see how the linearized EFEs are invariant under this
infinitesimal change of gauge.
With the thorny issue of gauge invariance addressed we are in a comfortable po-
sition to present the linearized EFEs. In this section we will show the treatment
for when the background metric is flat, i.e., ηµν , backgrounds with curvature will be
presented in subsequent chapters. In what follows, we will drop the λ and it will be
understood that we are neglecting terms O(δ2) and higher. Then, our perturbation
and its inverse (up to linear order) are given by,
η˜µν = ηµν + δγµν η˜
µν = ηµν − δγµν (1.102)
where the indices on δγµν are raised by the unperturbed metric ηµν . The Christoffel
symbols are
δΓσµν =
1
2
ησγ(∂µδγνγ + ∂νδγµγ − ∂γδγµν) (1.103)
and the Ricci tensor is
δRµν = ∂σδΓ
σ
µν − ∂µδΓγνγ
= ∂σ∂(µδγν)σ − 1
2
∂σ∂σδγµν − 1
2
∂µ∂νδγ (1.104)
where δγ = δγµµ . Hence the linearized EFEs are given by
δGµν = −1
2
∂σ∂σδγ¯µν + ∂
σ∂(µδγ¯ν)σ − 1
2
ηµν∂
σ∂γδγ¯σγ = 8piδTµν (1.105)
where δGµν = δRµν − 12ηµνδR is the Einstein tensor, δγ¯µν = δγµν − 12ηµνδγ and δTµν
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is the stress energy tensor. Note that under the gauge transformation (1.101), the
linearized Einstein tensor in (1.105) does not change, i.e., it is gauge invariant. We
can utilize this gauge invariance to simplify the form of the linearized EFEs. Note
first that
δγ¯′µν = δγ¯µν − 2∂(µξν) + ηµν∂σξσ (1.106)
then, ∂νδγ¯′µν = ∂
νδγ¯µν − ∂σ∂σξµ. If we chose ξµ such that, ∂νδγ¯µν = ∂σ∂σξµ, then we
have,
∂νδγ¯′µν = 0. (1.107)
This is the analogue of the Lorentz gauge condition from electromagnetism. In the
Lorentz gauge the linearized EFEs take the simple form,
2δγ¯µν = −16piδTµν (1.108)
where 2 = ∂µ∂µ and we have dropped the ‘
′’ since we will be exclusively in this gauge
for all quantities.
Notice that the condition (1.107) does not entirely fix the gauge. We can do
another gauge transformation, δγ′µν = δγµν − ∂µξν − ∂νξµ, as long as ξµ satisfies the
condition,
2ξµ = 0. (1.109)
Imposing this condition on ξµ maintains the previous condition of ∂
νδγµν = 0. Further,
in a spacetime where δTµν = 0, it is possible
6 to spend this remaining gauge freedom
to impose the conditions
δγ = 0, δγ0i = 0 for i = 1, 2, 3 and δγ00 = 0. (1.110)
6See Pg. 80 in [64] for more details.
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This is the analogue of the radiation gauge from electromagnetism. Then, we may
take the following anzatz for δγµν ,
δγµν = Hµνe
ikσxσ , (1.111)
where in general, Hµν is a constant tensor field with 10 independent components.
However their number can be significantly cut down. First, we see that for (1.111)
to satisfy (1.108) with δTµν = 0 we require k
σkσ = 0. Further, the gauge conditions
(1.107) and (1.110) imply,
kµHµν = 0 H0ν = 0 H
µ
µ = 0. (1.112)
Notice that both of the first two of these conditions imply, H0νk
ν = 0, hence, out
of these 9 equations 8 are independent. Of the 10 independent components we are
left with only 2 independent solutions. These two solutions are the two polarization
modes of the recently discovered gravitational waves.
The above treatment was for perturbations to the Minkowski background. Any
known background can be perturbed in a similar manner. Let us briefly consider the
perturbations of a Schwarzschild background, we will follow the notation of [43]. A
complete treatment of the development of the theory is given in Chapter 3. We begin
with the metric expressed as,
ds2 = gabdx
adxb + r2ΩABdθ
AdθB (1.113)
where ΩAB is the metric on the unit sphere, a, b run over r, t and A,B run over θ
and φ. Then we add the perturbation to the metric, pµν . Given that the spacetime is
spherically symmetric we expand pµν in scalar, vector and tensor spherical harmonics.
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These come in two varieties, odd and even. They are named this way based on their
behaviour under a transformation r → −r where r is the coordinate position of a
point on the sphere in an embedding in R3. If under this inversion the quantity
transforms as (−1)l it is said to be even or polar, it it transforms as (−1)l+1 it is
said to be odd or azimuthal. We may then write the perturbations as shown in Table
1.2. Perturbations of Schwarzschild black holes also have the same gauge invariance
Even Odd
pab =
∑
lm h
lm
ab (t, r)Y
lm pab = 0
paB =
∑
lm j
lm
a Y
lm
B paB =
∑
lm h
lm
a X
lm
B
pAB = r
2
∑
lm
(
K lmΩABY
lm +GlmY lmAB
)
pAB =
∑
lm h
lm
2 X
lm
AB
Table 1.2: Odd and even parity perturbations
properties as that of Minkowski perturbations. This is remedied by working with
gauge invariant quantities. Finding these gauge invariant quantities is facilitated by
expanding the infinitesimal coordinate transformations also in spherical harmonics.
For example, the gauge invariant variable for the odd perturbations is given by, h˜a =
ha − 12∇ah2 + 1r∂arh2. Inserting this perturbed metric into the linearized EFEs we
arrive at a set of equations that are simplified by defining a master function which
has dependence only on r and t. In terms of this master function, say ψ, the linear
EFEs reduce to the following equation,
[− V (r)]ψ = 0 (1.114)
where  = ∇a∇a is the d’Alembertian for the r, t part and V (r) is a potential. Such
a master function exists for both odd and even perturbations with different potentials
for each. All the information about the spacetime perturbations is encoded in ψ, once
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(1.114) is solved the metric perturbations can be reconstructed from ψ.
1.1.7 The AdS4 spacetime
While asymptotically flat spacetimes are probably the most important astrophysically
and best represent isolated gravitational systems, theoretically asymptotically AdS
spacetimes find many applications. Specially the AdS/CFT correspondence stemming
from string theory and its offshoot the fluid/gravity correspondence which we will
discuss below.
AdS space
Anti-de Sitter (AdS) is a spacetime with constant negative curvature. To gain an
intuitive understanding of the AdS spacetime it is worthwhile to have a look at two
examples of spaces (not spacetimes) with constant curvature. The first example is a
space with constant positive curvature, a sphere, S2. We can embed the sphere in R3
with metric,
ds2 = dX2 + dY 2 + dZ2 (1.115)
where the sphere is defined by the constraint,
X2 + Y 2 + Z2 = L2, (1.116)
we can parametrize this sphere by our familiar spherical coordinates, X = L sin θ cosφ,
Y = L sin θ sinφ and Z = L cos θ. This induces the usual metric on the sphere,
ds2 = L2(dθ2 + sin2 θdφ2) (1.117)
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This sphere has a constant positive scalar curvature of R = 2
L2
. Now let us con-
sider the second example of constant negative curvature, a hyperbolic space, H2 [50].
Rather than embedding this into the Euclidean space R3, we will embed it in the 2+1
Minkowski space, R2,1, with metric,
ds2 = −dZ2 + dX2 + dY 2 (1.118)
and the constraint is now,
− Z2 +X2 + Y 2 = −L2. (1.119)
Then in an analogous manner to the sphere we introduce coordinates, X = L sinh ρ cosφ,
Y = L sinh ρ sinφ and Z = L coshφ, which induces the metric for the hyperbolic space,
ds2 = L2(dρ2 + sinh2 ρdφ2). (1.120)
This space has a constant negative curvature of
R = − 2
L2
. (1.121)
There is a specific reason to embed this surface into a Minkowski rather than Eu-
clidean “ambient space”. The Euclidean metric distance is invariant under SO(3)
transformations, i.e., rotations. So when we embed the sphere into R3 rotations map
points on the sphere to other points on the sphere. On the other hand, the Minkowski
metric is invariant under SO(2, 1) transformations, i.e., Lorentz transformations or
hyperbolic rotations. So when the hyperbolic space is embedded in R2,1, Lorentz
transformations map points on the hyperbolic space to other points on the hyperbolic
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space, this is shown in Figure 1.7, where the green surface is the embedding of the
surface, ξ is hyperbolic rotation from A to A′ in the XZ plane. Notice that if we had
considered the case where constraint (1.119) is embedded in R3 we would get a two
sheeted hyperboloid and transformations in SO(3) would have removed points from
this surface [50].
Figure 1.7: Hyperbolic space embedded in a Minkowski spacetime R2,1.
Now we are in a good position to consider a spacetime of constant negative cur-
vature. Specifically a 4-dimensional one, hence we will begin with a five dimensional
Minkowski spacetime, where the one extra dimension is time-like,
ds25 = −du2 − dv2 + dx2 + dy2 + dz2. (1.122)
Next we embed the following hyperboloid,
− u2 − v2 + x2 + y2 + z2 = −L2 (1.123)
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and introduce coordinates,
u = L cosh(ρ) sin(t′) v =L cosh(ρ) cos(t′)
x = L sinh(ρ) cos θ y =L sinh(ρ) sin θ cosφ
z = L sinh(ρ) sin θ sinφ
which induces the following metric on the hyperboloid;
ds2 = L2[− cosh2(ρ)dt′2 + dρ2 + sinh2(ρ)dΩ22]. (1.124)
It is important to note that this particular embedding leads to closed time-like curves
given the periodic nature of t′ (sin t′ and cos t′ for u and v). This is not an intrinsic
property of the spacetime, only of the embedding. Thus, we “unwrap” the periodic
coordinate t′ by passing to the universal cover and time is taken to run from−∞ < t′ <
∞. We introduce the following transformation cosh(ρ) = 1/ cos(χ), which transforms
the metric too,
ds2 =
L2
cos2 χ
[−(dt′)2 + dχ2 + sin2 χdΩ22] (1.125)
where 0 ≤ χ < pi/2. Figure 1.8 shows the Penrose diagram for the AdS spacetime
with some time-like and null geodesics. Each point on the diagram is a two-sphere
except the left dotted line which is a point at the origin. An interesting feature of
AdS is that spatial infinity is a time-like surface rather than just a point. This allows
null geodesics to reach infinity and come back to their origin in a finite amount of
time, as shown by straight diagonal lines in the diagram below. The same is true for
timelike geodesics which are shown by the curves.
On (1.124) we can do the further transformation t′ = t/L and sinh ρ = r/L, to
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Figure 1.8: Penrose diagram for the AdS spacetime with some time-like and null
geodesics.
bring the metric into static coordinates,
ds2 = −
(
1 +
r2
L2
)
dt2 +
1
1 + r
2
L2
dr2 + r2dΩ22. (1.126)
This is the AdS4 spacetime, it belongs to a family of maximally symmetric spacetimes,
i.e., it is both homogeneous and isotropic. The other two spacetimes in this family
are the familiar Minkowski background and the de Sitter spacetime (constant positive
curvature). AdS4 is a solution to the vacuum EFEs with a cosmological constant that
is negative,
Rµν = Λgµν , (1.127)
which sets Λ = −3/L2.
46
AdS4 black hole and its timelike boundary
Constructing a black hole that is asymptotically AdS is fairly straightforward, the
metric is given by,
ds2 = −f(r)dt2 + 1
f(r)
dr2 + r2dΩ22 with f(r) = 1−
2M
r
+
r2
L2
. (1.128)
Notice that as L → ∞, or equivalently Λ → 0, we recover the Schwarzschild black
hole and if M → 0 we arrive at the AdS4 spacetime.
An interesting feature of AdS black holes is that rather than having a point at
spatial infinity we now have a timelike surface, this is the same as in pure AdS
spacetimes, as shown in the spacetime diagram Figure 1.9. We see that null rays
emanating from past null infinity can bounce from this timelike surface and fall into
the black hole, this is shown by the black arrows in Figure 1.9.
Figure 1.9: A spacetime diagram of an AdS black hole. Notice that spacelike infinity,
i0, is a timelike surface rather than a point. The arrows on this spacetime represent
a nullray that bounces back from this surface.
By treating this timelike surface as a boundary of the spacetime, we can use the
Hamilton Jacobi methods of [8], that are outlined in Section 1.1.3, to find the surface
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stress energy tensor on a constant-r surface as r → ∞. The procedure to do so is
relatively straightforward but there is need of a few modifications.
Firstly since the spacetime contains a timelike Killing field, the contribution from
the integrals on the spacelike surfaces in (1.49) vanishes. Further since we are now
considering EFEs with a cosmological constant we need to modify R to R−2Λ. Finally
we also need to add a “counter term”, Sct. This is done in order to cancel divergences
that typically appear in the stress tensor when taking the r → ∞ limit. Motivation
for finding such a boundary stress tensor arose from the AdS/CFT duality, wherein,
the gravitational action of the bulk is equivalent with the quantum effective action of
the boundary CFT, and the r →∞ divergences correspond to ultraviolet divergences
of quantum field theory [65] [10] [34] [32]. In [5] a well-defined meaning was given
to energy and momentum in AdS by the counter terms, Sct, which gave the desired
features both for the bulk and also the boundary CFT. The procedure followed in [5]
can be explained in the following manner: as we had discussed in Section 1.1.3, it is
always possible to add a term, Sct, as long as it is only a function of the boundary
metric, γµν , i.e., Sct = Sct(γµν). Then the action becomes,
S[g] =
1
16pi
∫
V
(R− 2Λ)√−gd4x− 1
8pi
∫
∂Vr
Θ
√−γd3x+ 1
8pi
Sct(γµν) (1.129)
where ∂Vr is the constant-r boundary. The functional form of Sct(γµν) that is needed
to cancel divergences in AdS4 has been elucidated in [5]; writing Sct =
∫
∂Vr
Lct it is
found that,
Lct = − 2
L
√−γ
(
1− L
2
4
3R
)
(1.130)
where 3R is the scalar curvature of the metric γµν , which then gives for the stress
tensor,
T µν =
1
8pi
(
Θµν −Θγµν − 2
L
γµν −3GµνL
)
(1.131)
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where 3Gµν is the Einstein tensor of the metric γµν .
We can compute (1.131) for the metric (1.128). If we write the metric in an
ADM-like decomposition, we have,
ds2 = N2dr2 + γµν(dx
µ +Nµdr)(dxν +N νdr) (1.132)
then, the lapse is N = f(r)−1/2, γtt = −N−2, γAB = r2ΩAB where ΩAB is the metric
on a unit sphere and A,B run over θ, φ, and clearly, the shift Nµ = 0. Then the
non-zero components of the stress tensor as r →∞ are given by [4],
8piTtt =
2M
rL
+O
(
1
r2
)
(1.133)
8piTθθ =
ML
r
+O
(
1
r2
)
(1.134)
Notice that these components vanish, to get a finite result we apply a “holographic
renormalization” procedure where the normalized stress tensor, T is given by,
Tµν = lim
r→∞
r
L
(8pi)Tµν . (1.135)
We apply a similar normalization to the metric,
γµν = lim
r→∞
r2
L2
γµν . (1.136)
Further we point out that this stress tensor has a vanishing trace, T = Tµνγ
µν → 0
as r → 0.
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1.1.8 Relativistic fluids and the fluid/gravity duality
In this section we review non-relativistic and relativistic fluids. We first demonstrate
perfect fluids and then show how we can model dissipation effects which depend on
first order derivatives of the fluid flow. Then we show how in AdS spacetimes the
fluid/gravity duality manifests itself in four dimensional black brane solutions.
Relativistic and non-relativistic fluids
The simplest relativistic fluid one can construct is a perfect fluid, such called since it
is assumed that there are no dissipative effects like viscosity. The fluid is completely
characterized by its flow field, uµ(xσ), pressure p(xσ) and energy density ρ(xσ). From
these characteristic properties one can construct its energy momentum tensor,
Tµν = ρuµuν + p∆µν (1.137)
where ∆µν = gµν + uµuν is a projection operator. We take this to be a timelike fluid
and hence uµuν = −1. The equations of motion of this fluid are given by,
∇µTµν = 0. (1.138)
If we take the spacetime to be Minkowski then gµν = ηµν and ∇µ = ∂µ, hence the
equations of motion now are, ∂µTµν = 0. If we take these equations and project them
in parallel and perpendicular directions to uµ we get the following equations [64];
uµ∂µρ+ (ρ+ p)∂
νuν = 0 (1.139)
(ρ+ p)uµ∂µuν + ∆µν∂
µp = 0. (1.140)
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We see then, in the non-relativistic limit; p  ρ, uµ = (1, ~u) and u dp/dt  |~∇p|,
(1.139) and (1.140) give the continuity equation,
∂ρ
∂t
= −∇ · (ρ~u) (1.141)
and the Euler equation;
−∇p = ρ
(
∂~u
∂t
+ (~u · ∇)~u
)
. (1.142)
Above was the treatment for fluids without any mechanisms that lead to heat dis-
sipation but the fluids we see in the real world tend to have mechanisms through
which they dissipate energy. One such effect is friction, specifically kinetic friction
that occurs when there is any type of motion that generates a shear. To take a simple
analogy of shear consider sliding a book over a very smooth surface (possibly with
very tiny spherical grains spread across the surface), there is negligible friction be-
tween the surface and the book. Now consider sliding it over a surface which offers
more resistance, say a rubber sheet, then one would experience a shearing effect on
the book, the bottom cover will tend to lag behind, the spine would tilt, the pages
would slightly slide on top of each other and a resistive force would be felt at the top
cover (where force is applied) in order to maintain a constant velocity.
There is a similar effect for fluids. In Figure 1.10 we see a fluid between two plates,
the bottom plate is stationary and the top plate is slowly moving with a constant
velocity. As we move down the y-axis from the top plate the velocity decreases, hence
creating a velocity gradient, ∂ux/∂y. There is friction between the different layers of
the fluid and a force is felt at the top plate opposite to the direction of the motion.
This type of force is felt all along the fluid and creates a stress, it is called the shear
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Figure 1.10: Shear stress caused by a fluid in between a stationary plate (bottom)
and moving plate (top)
stress, τ . It is proportional to the gradient in the y direction [20],
τ(y) =
F
A
= η
∂ux(y)
∂y
(1.143)
with the constant of proportionality being the shear viscosity η, and A is the area of
the plate. We want to now model the effect of viscosity in the Euler equation (1.140).
Since the effects of the viscosity arise from the first spatial derivative, we consider the
tensor,
σij = ∂iuj + ∂jui − 2
3
δij∂kv
k. (1.144)
Then the Euler equation (1.139) becomes (in index notation) [20],
ρ
(
∂uj
∂t
+ uk∂kuj
)
= −∂jp+ η∂iσij + ζ∂j∂kuk (1.145)
where ζ is the bulk viscosity, it measures the the friction that is caused by shear-free
expansions and contractions of the fluid. Equation (1.145) is popularly known as the
Navier-Stokes equation (without the external force term) [20].
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Since we will mainly be dealing with relativistic fluids, we need to generalize the
effects of viscosity to the relativistic stress tensor and the relativistic equations of
motion. We accomplish this by splitting the stress tensor, Tµν of the fluid into a
perfect fluid part, T perfµν , given by (1.137), and a viscous part, T
visc
µν ,
T µν = T perfµν + T
visc
µν . (1.146)
We know from our previous discussions that viscous effects depend on the first deriva-
tives of the velocity, but in the relativistic case we have four velocities rather just
spatial velocities. Hence, we can use the projection operator ∆µν to define a relativis-
tic analogue of σij,
σµν = 2∇<µuν> (1.147)
where,
∇<µuν> = ∆µσ∆νγ∇(σuγ) − 1
3
∆µν∆σγ∇σuγ. (1.148)
The analogue of the bulk viscosity term is ∆µν∇γuγ. Combining these two terms we
construct T viscµν as,
T viscµν = −ησµν − ζ∆µν∇γuγ. (1.149)
Then the equations of motion,
∇µ(T perfµν + T viscµν ) = 0 (1.150)
are the relativistic analogue of (1.145).
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The fluid/gravity duality
The motivation for the fluid/gravity correspondence comes from the discovery of the
AdS/CFT correspondence by Juan Maldacena in the late 90s [41]. The AdS here
means Anti-de Sitter spacetime and the CFT means a conformal field theory.
The AdS/CFT correspondence, it is popularly known, arises in the context of
string theory. Broadly speaking it relates a gravitational theory in a particular space-
time (the bulk) to a non-gravitational conformal field theory on its boundary. The
particular example from which it arose is of type IIB string theory which is asymptot-
ically AdS5 × S5 and a N = 4 SYM gauge theory on the boundary, which describes
strongly coupled systems like quarks, for example [2]. Although the AdS/CFT corre-
spondence (also gauge/gravity correspondence) provides a motivation for fluid/gravity
duality it is not required for it.
This is not the first instance where a connection has been between spacetime
and fluid-like behaviour. There is a good amount of similarity between black holes
and fluid-like phenomena. As early as the 70’s due to Hawking’s famous result on
black holes thermodynamics and Hawking radiation [29], fluid analogues with sonic
horizons were motivated to check for Hawking radiation [61]. The higher dimensional
black string solution develops the famous Gregory-Laflamme instability which bears a
striking similarity to the Rayleigh-Plateau instability of fluid droplets [9] [25]. Finally
there is also the celebrated Membrane paradigm where the horizon of a black hole is
modelled to have fluid like properties like viscosity and conductivity [14] [60].
For the fluid/gravity program, mainly we will see that for a AdS Schwarzschild
black hole geometry in the bulk a stress tensor on its boundary can be calculated
through the induced boundary metric. Then it can be shown that the EFE in the
bulk imply the fluid equations for this boundary stress tensor.
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In the following we shall demonstrate how the fluid/gravity duality arises for solu-
tions of EFEs called black branes. The treatment here follows closely the work done
in [63], which is an application of the techniques developed in [6]. Specifically we will
be interested in the uniform AdS4 black brane solution with cosmological constant,
Λ = 3. The metric is,
ds2 = 2dvdr − r2f(br)dv2 + r2dxidxi (1.151)
with f(r) = 1 − 1/r3 and b = 3/(4piT ), where T is the Hawking temperature of the
black hole. Consider then the velocity,
uµ = (1, 0, 0) and uµ = (−1, 0, 0). (1.152)
And also, the projection operator,
Pµν = ηµν + uµuν (1.153)
where µ, ν run over all the indices except r, this makes uµ a boundary velocity on
surfaces on constant r. In terms on this velocity we can write the metric as,
ds2 = −2uµdxµdr − r2f(br)uµuνdxµdxν + r2Pµνdxµdxν . (1.154)
This form of the metric makes the velocity of the dual fluid manifest. Then consider
the following form of the velocity, uµ,
u0 =
1√
1− ~β2
ui =
βi√
1− ~β2
. (1.155)
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The next step is to find perturbations of this metric that satisfy the EFE which will
prove to be useful when perturbing the metric.
Now we perturb the metric in a specific manner, the first step is to change b and
β to slowly varying functions of xµ, i.e., b(xµ) and β(xµ) and say, we call the metric
with this change, g(0). Of course, g(0)(r, b(xµ), β(xµ)) no longer solves the EFE. Also,
let us do a coordinate change xµ → xµ, where  helps to clarify the perturbation
procedure and will later be changed to unity. To see how, note that the power of 
will match the order of derivatives of β and b w.r.t. xµ. The idea is to expand the
solution g to EFE in powers of ;
g = g(0) + g(1) + 2g(2) +O(3). (1.156)
Then the same is done for β(xµ) and b(xµ);
βi = (β(0))i + (β(1))i + 2(β(2))i +O(3) (1.157)
b = b(0) + b(1) + 2b(2) + +O(3). (1.158)
Further, the following gauges are chosen;
grr = 0 grµ ∝ uµ (g(0))µνg(n>0)µν = 2g(n)rv +
1
r2
g
(n)
ii . (1.159)
Next say the solution up to certain order m ≤ n − 1 has been found. Which means
that equations (1.156), (1.157) and (1.158) are known up to the coefficients of order
m. Then one more order is added and the metric is inserted into the EFE. Orders
with m cancel and the coefficient of n gives,
H
[
g(0)
(
r, (β(0))i, b(0)
)]
g(n)(r, xµ) = sn (1.160)
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where the H is a second order differential operator with only an r dependence and its
exact form depends only on the values of (β(0))i and b(0) at xµ. The right hand side
of the equation, sn, is a source term and arises from orders less than n.
Applying the above procedure for the case of AdS4, we have the most general form
of the metric to nth order as,
g(n) =
kn
r2
uµuνdx
µdxν − 2hnuµdxµdr − r2hnPµνdxµdxν
− 2
r
(jn)νuµdx
µdxν + r2(αn)µνdx
µdxν
where the k, h, j, α have the dependence,
kn(r, uµ(x), b(x)), hn(r, uµ(x), b(x)), j
µ
n(r, uµ(x), b(x)),
aµνn (r, uµ(x), b(x))
and contain derivatives upto n of βi(xµ) and b(xµ). Further, it is sufficient to solve
the EFE at a single point, xµ = 0 is chosen with coordinates such that, b(0) = 1
and βi(0) = 0. This is done by going to a coordinate system in which we can set an
arbitrary velocity to zero and an arbitrary b(0) to unity at xµ = 0. This can then used
to write down the metric about any point, details can be found in [6]. This simplifies
the above nth order metric to;
g(n)|xµ=0 =kn(r)
r2
dv2 + 2hn(r)dvdr − r2hn(r)dxidxi
+
2
r
jin(r)dvdx
i + r2αij(r)dxidxj.
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Then the equations (1.160) at nth order become;
W (n)rr = 0 ⇒
1
r4
d
dr
(r4h′n(r)) = S
(n)
h (r)
r4f(r)W (n)rr −W (n)ii = 0 ⇒
d
dr
(−2
r
kn(r) + (1− 4r3)hn(r)
)
= S
(n)
k (r)
W
(n)
ri = 0 ⇒
r
2
d
dr
(
1
r2
d
dr
~jn(r)
)
= ~Sj
(n)
(r)
W
(n)
ij −
1
2
δijW
(n)
ii = 0 ⇒
d
dr
(
−1
2
r4f(r)
d
dr
αijn (r)
)
= S(n)α (r)
where WIJ is the Einstein’s equations written as,
WIJ ≡ RIJ + 3gIJ = 0. (1.161)
The other set of equations arising from Wrv = Wvv = Wvi = 0 are called the constraint
equations and do not contain g(n). These equations obey,
∂µT
µν = 0 (1.162)
where T µν is the boundary stress tensor which is dual to the fluid, computed in the
same manner as (1.131). We point out that since the boundary is at r → ∞, the
conservation equations (1.162) are conformally invariant [2]. Conformal invariance is
defined as follows: let there be a field ψ which satisfies some equations H[ψ, gµν ] = 0.
Say we change the metric by a conformal factor, gµν = e
2φg˜µν . The equations H then
are said to be conformally invariant iff H[ψ˜, g˜µν ] = 0 for ψ = esφψ˜ where s ∈ R is the
conformal weight. It has been shown [39] that the conservation equations ∇µTµν are
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conformally invariant if,
T µµ = 0 and s = −(d+ 2) (1.163)
here d is the spacetime dimension of the fluid.
This is the central essence of how the fluid/gravity duality arises. The core idea
is that the constraint equations of EFEs end up being equivalent to the conservation
equations of the fluid. Notice that this is done for black branes. In the introduction it
was mentioned that for spherical black hole perturbations we get a nice simplification
of the linearized EFEs as a wave equation. We will see in Chapter 3, for AdS black
hole perturbations this wave equation can be interpreted as the fluid conservation
equation.
1.2 Overview
In this section we give a summary of the manuscripts.
1.2.1 Master equation as a radial constraint
In Section 1.1.6 we showed how perturbations to Schwarzschild black holes can be
succinctly encoded in a master function ψ which satisfies the master equation (1.114).
We can analogously perturb the AdS black holes also, and find similar master functions
and a master equation. AdS space has the interesting feature that its spatial infinity
is actually a timelike surface. In Section 1.1.8 we had demonstrated how, for a black
brane solution, on this surface we can find a stress tensor which can be interpreted as
the stress tensor of a fluid. Further in the bulk the constraints to the EFEs were dual
to the conservation equations of the fluid. A similar duality also exists for black hole
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solutions [4], [45]. Previous studies of the fluid/gravity duality for linear perturbations
of spherically symmetric black holes relied on a frequency domain mode expansion of
ψ.
In our work below, we emphasised that given a constant-r foliation on the space-
time there always exists constraint equations on such a surface due to the Gauss-
Codazzi equations. Further these conservation equations can be written as the con-
servation equations of a Brown-York stress tensor. We showed that if we consider
these conservation equations on all constant-r surfaces, (not just the one at infinity),
then we arrive precisely at the master equation (1.114). Hence we make a direct con-
nection between conservation equations in one less dimensions of space and standard
perturbation theory of black holes in the bulk.
An advantage of our approach is that we always work in the time domain and
make no assumption on the form of ψ. We then continue on, and express the viscosity,
velocity, energy and other fluid parameters in terms of the master function and find
that all the time dependence for the fluid parameters arises from ψ. With expressing
all fluid quantities in terms of ψ we set the stage for a more general duality between
gravitational perturbations in the bulk and fluid quantities in the boundary.
1.2.2 Non-Newtonian fluids in the fluid/gravity duality (in
progress)
This is a work in progress and in Chapter 4 we report on some preliminary results.
In this section we provide the motivation for the study.
In Section 1.2.1 it was mentioned that one of the results we obtained were expres-
sions for the fluid parameters in terms of the master function at any constant-r surface.
Recall that this is more general than previous work that had been done strictly in the
frequency domain [4], [45]. Amongst these fluid parameters is the shear viscosity η.
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Usually the fluid is assumed to be Newtonian which means that the viscosity is con-
stant. But in everyday life we frequently encounter fluids which are non-Newtonian,
i.e., their viscosities are not necessarily constant through out the flow. A common
example of such a fluid is “oobleck” which is a suspension of cornstarch particles in
water, it is a shear thickening fluid, its viscosity increases with increased stress. In
contrast consider ketchup which is a shear thinning fluid, its viscosity decreases with
increased stress.
We find that our results from our study in Chapter 3 accommodate, under certain
conditions, non-Newtonian fluids. Our preliminary results show that at late times
in the evolution of a bulk perturbation we recover the constant viscosity, but at
intermediate times we see non-Newtonian behaviour. In Chapter 4 we will provide all
the relevant details.
1.2.3 Deformation of horizons during a merger
Above we had mentioned how LIGO’s result [1] confirms the existence of gravitational
radiation. It also provides strong evidence for the existence of black holes and black
hole mergers. We carried out a study of a very specific type of merger called an
extreme mass ratio (EMR) merger. EMR mergers have µ/M → 0, where µ is the
mass of the small black hole and M is the mass of the larger black hole. Further we
assume that this is a head-on merger and the particle falls along the z−axis which is
the axis of symmetry.
The assumption, µ/M → 0 allows us to model the small black hole as a point
particle moving along a radial trajectory in the geometry of the large Schwarzschild
black hole. Since the particle is small its gravitational field can be modelled by a
perturbation. Such a problem was first studied by Zerilli [66]. The treatment is
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similar to Section 1.2.1, except that now the master equation has a source term,
[− V (r)]ψ = S(r, t) (1.164)
and only the even perturbations are excited due to the axisymmetry of the problem.
Roughly speaking, the source term S(r, t) is constructed from a spherical harmonics
expansion of the stress tensor of the point particle. The master equation (1.164) is
then integrated numerically with time symmetric initial data using a robust algorithm
[42] [40]. We are particularly interested in how the event and apparent horizons deform
as the merger proceeds. Hence, the quantity extracted from the numerical integration
is ψ(v) = ψ|H1 where H1 is the horizon and v is from ingoing coordinates.
Remarkably just from ψ(v) we can compute both how the event horizon and appar-
ent horizon deform. The deformation of the event horizon is constructed by calculating
how the null generators forming the horizon of the large black hole are perturbed by
the gravitational field of the particle. Since the event horizon is teleological in nature,
we consider the null generators at the end of the merger and integrate them back in
time. It is found that generators in the vicinity of the large black hole at early times
join the event horizon. As these null generators join the horizons they cross each other
forming caustics, which is prominent feature of all mergers.
The apparent horizon deformation is computed by slicing the spacetime into sur-
faces Σt of constant Schwarzschild time t. Since we know that for Schwarzschild black
holes the event horizon and apparent horizon coincide we assume that the apparent
horizon during the merger is a perturbation of the Schwarzschild apparent horizon at
r = 2M . We then solve for the perturbation δh(θ) such that τ = r− 2M − δh(θ) = 0
is the scalar function defining the perturbed apparent horizon, S. We solve for δh(θ)
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by requiring that the outgoing null geodesics, which when projected onto Σt are nor-
mal to S, have vanishing expansion. We find a behaviour that at first seems counter
intuitive, the apparent horizon surface appears to move inwards becoming concave
outwards as the particle crosses the event horizon. Further thought shows that this
behaviour can be understood in the following manner: as the particle gets closer its
gravitational fields attracts null geodesics towards it, this causes an increase in the
expansion of the outgoing null geodesics, hence the geodesics inside the r = 2M that
have a negative expansion increase to zero thus moving the zero expansion surface
inwards. Thus we see that even by using simple linear perturbation theory we can
capture the key features of an EMR merger.
1.2.4 Soliton Mechanics
In Section 1.1.4 we had discussed how small changes to the mass, spin, and charge of a
four-dimensional black hole satisfy the first law of black hole thermodynamics (1.84).
Then in Section 1.1.5 we showed how this law is generalized for five-dimensional
Einstein-Maxwell spacetimes that have a non-trivial topology, specifically spacetimes
that contain solitons. Thus we arrived at the first law of soliton mechanics, (1.95). In
Chapter 6 we apply the first law of soliton mechanics to three different spacetimes.
Also, this is where the techniques involving rod structure discussed in Section 1.1.2
are utilized.
The first spacetime is a single charged, non-supersymmetric gravitational soli-
ton. This spacetime is constructed from the Chong-Cvetic-Lu-Pope (CCLP) class of
solutions [11] in five-dimensional minimal gauged supergravity. These type of five-
dimensional solutions are motivated by AdS/CFT duality which was discussed above,
since on the boundary this corresponds to a four-dimensional non-gravitational CFT.
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For our purposes though we consider the asymptotically flat case. The CCLP solu-
tions are characterized by four non-trivial parameters, the charge, the mass and two
angular momentum parameters that are independent. For a specific choice of these
parameters one can “pinch off” a soliton, thus no black hole is present, but there
is mass and angular momentum [12] [27]. The second example is a supersymmetric
asymptotically flat spacetime containing two solitons. The solution is described as
one that has a metric which takes a canonical form of a timelike fibration over a
hyperKa¨hler base space [22]. Similar to the previous example, the parameters of the
solution can be fixed by solving “bubble equations” to arrive at two solitons. The final
example we consider is an asymptotically flat dipole ring [16]. This is a spacetime
which contains a horizon with topology S1×S2. If Σ is a spacelike slice then we have
Σ ∼= R4#(S2 × D2), hence we get disk contributions in the generalized first law for
soliton mechanics.
In a nutshell, with these three examples we show the extra terms that arise in the
first law (1.95) as a result of the non-trivial spacetime topology. For the case of the
black ring we show the terms in the first law are needed to get the correct variational
law for δM . These terms are needed since the black ring has non-trivial topology
in its exterior, i.e., a disk. Further we demonstrate for spacetimes that contain only
solitons the presence of conserved charges M and J even in the absence of horizons.
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I. INTRODUCTION
The linear perturbation theory of Schwarzschild spacetimes has been applied to
a wide range of physical scenarios such as the prediction of gravitational radiation,
stability analysis, studying binary systems, and the scattering and absorption of grav-
itational radiation [3]. Since its inception by Regge and Wheeler [4] as a tool for
studying the stability of Schwarzschild black holes, the perturbation formalism has
received steady enhancements. Early fundamental contributions were made by Zerilli
[5], Vishweshwara [6] and Chandrasekhar [7]. Although powerful, the equations were
limited to particular gauge choices under infinitesimal coordinate transformations:
the well-known Regge-Wheeler, and Zerilli gauges. This lack of gauge invariance was
remedied by Moncrief in [8] where the equations were presented in a gauge invariant
formalism. Further upgrades to a coordinate independent formalism were made by
Gerlach and Sengupta [9].
More recently, there have been two further generalizations which incoporate gauge
invariance and coordinate independence. Martel and Poisson developed a particularly
robust and practical four-dimensional formalism in [1] which also included the linear
effect of matter sources. Meanwhile, in [2] Kodama and Ishibashi generalized to
perturbations of any maximally symmetric black hole in spacetime dimensions d ≥ 4.
In the current work we apply the formalisms developed in these two papers to
study aspects of the AdS/CFT correspondence. We are especially interested in the
body of work flowing from the calculation of the effective shear viscosity of the gauge
theory in the strongly coupled regime at finite temperature [10]. The marrow of that
calculation was the observation that an interacting quantum field theory under local
thermal equilibrium can be effectively described in terms of fluid dynamics [11]. In this
regime the AdS/CFT correspondence can be viewed as a fluid/gravity correspondence
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by looking at long wavelength fluctuations about equilibrium (see [12] and [13] and
references therein).
In this regime the fields on both sides of the duality are classical and so it can
be established independently without recourse to more general arguments. Directly
from general relativity, one may identify the Brown-York-Balasubramanian-Krauss
(BYBK) stress-energy tensor [14] induced at timelike infinity with the stress-energy
tensor of a near-ideal fluid. In such a setting one may compare the perturbations of
black holes/branes with corresponding perturbations of the fluid velocity, energy, and
pressure.
For five-dimensional AdS5 black-brane spacetimes, a systematic procedure to study
this correspondence was developed by Bhattacharyya et. al. [11]. The approach
begins by writing an equilibrium brane solution coordinate-boosted to the proper
velocity of the boundary fluid. One then perturbatively solves the Einstein equations
order-by-order over the background metric in terms of derivatives of the boundary fluid
velocity and temperature. In analogy to the (3+1) formulation of general relativity,
the Einstein equations can be decomposed into constraints on (timelike) constant
coordinate-radius surfaces along with radial evolution equations.
Now, even away from infinity, one can calculate a quasilocal BYBK stress-energy
tensor on each surface of constant coordinate-radius. A crux of the calculation is that
the diffeomorphism-constraint equation on each constant-radius surface is identical
with the conservation of the induced stress-energy tensor along that surface1. Mean-
while the radial evolution equation ensures that such surfaces link together to form a
coherent spacetime.
In [11] this formalism was worked out for AdS5 black branes up to second order
1 The conservation law follows directly from the Gauss-Codazzi equations. From the geometric
perspective it is an identity which holds on any timelike surface.
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in derivative expansion. Since the behaviour of 2+1 dimensional fluids is different,
especially in terms of the behaviour of turbulence, Raamsdonk in [15], applied the
same methods to AdS4 black branes again up to second order in derivatives.
In this current paper we will be concerned with how the fluid/gravity duality
arises for large2 spherical AdS4 black holes. Some work has already been done in
this area. For example a connection between the bulk dynamics of the spherical
black hole and the boundary fluid has been made in terms of the quasinormal modes
(QNMs) of the black hole which were first calculated in [23]. In [17] the QNMs of the
perturbations expanded in even spherical harmonics were computed using a Robin
boundary condition. The authors showed that there were low lying modes which, for
large black holes, corresponded precisely to the modes of a linearly perturbed fluid on
R × S2, the boundary manifold under said Robin boundary conditions. For general
boundary conditions the fluid/gravity duality in terms of the boundary BYBK stress-
energy tensor is presented in [18] (and further considered in [19]) for both even and
odd spherical harmonics.
Our goal is to understand how the well-developed perturbation theory of spherical
black holes in AdS4 is connected to the dynamics of the fluid. In particular we
are interested in understanding the role of the master function on the fluid dynamics
side: one of the most remarkable features of the perturbative formalism is that allowed
perturbations of the spacetime are determined by a scalar master function which obeys
an inhomogeneous wave equation [1, 2]. The whole system of Einstein’s equations can
be characterized by this master variable along with equations that relate it back to
the components of the metric perturbation.
We will show that this master equation is equivalent to the conservation of the
2 Recall that only black holes whose mass is large relative to the radius of cosmological curvature are
thermodynamically stable[16]. Black branes are all large but spherical Schwarzschild-AdS black
holes can be either large or small.
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quasilocal BYBK stress-energy tensor on finite-r surfaces. This can be thought of as
a (non-trivial) extension of the result from the black-brane formalism [11], where the
radial constraint equation was shown to be equivalent to the conservation equation of
the induced stress-energy tensor and the rest were radial evolution equations. Here,
in the spherical case, we show that if we rewrite the metric perturbations in term of
the master function then the conservation of the induced stress-energy is equivalent
to the master equation. This can be contrasted to the work of [20], in which it was
shown that prescribing a Lorenzian metric on a constant-r surface could be used to
determine the bulk black brane spacetime metric in the long wavelength regime.
We also show how the form of the BYBK stress-energy tensor is greatly simplified
when expressed in terms of the master variable. We provide formulas for the energy,
pressure, velocity, viscosity, and vorticity in terms of the master variable both in the
bulk and at the boundary. This enables us to express the quantities in the time
domain rather than the frequency domain. Lastly, we go to the frequency domain to
demonstrate how the fluid at the boundary arises for large black holes.
The paper is organized as follows. Section II reviews standard perturbation theory
for spherical black holes in AdS4. Section III considers the stress-energy tensor induced
on finite-r surfaces and shows that the conservation equations are equivalent to the
master equations derived in the previous section. Section IV shows how properties of
the fluid (e.g. energy, pressure) can be identified in terms of the master function. We
discuss some open problems in Section V.
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II. PERTURBATIONS OF ADS4 BLACK HOLES
The Schwarzschild AdS4 black hole is a solution to Einstein’s equations with a
negative cosmological constant Λ < 0,
Rαβ =Λgαβ (1)
and the metric exterior to the event horizon is given by
ds2 =− f(r)dt2 + 1
f(r)
dr2 + r2(dθ2 + sin2θdφ), (2)
with, f(r) = 1 − 2M
r
+ r
2
L2
and L =
√
−3
Λ
. The metric is stationary and spherically
symmetric, with −∞ < t < ∞, 0 < θ < pi, 0 < φ < 2pi and r > r+ where r+
is the largest root of f(r). The spacetime is asymptotically AdS4 with length scale
L. Following [1], and given the spherical symmetry of the spacetime, the metric is
expressed as,
4gαβdX
αdXβ =gabdx
adxb + r2ΩABdθ
AdθB. (3)
Here, 4gαβ is the full 4-dimensional metric, gab is the metric on the 2-dimensional
submanifoldM2, consisting of the orbits of spherical symmetry which in Schwarzschild
coordinates is the spatio-temporal or ‘(r, t)’ part. Lastly, ΩAB are the components of
the metric of a unit sphere, S2. The 4-dimensional coordinates are expressed as Xα,
the coordinates on M2 are expressed as xa and the coordinates on the sphere are
expressed as θA. Note that, {α, β} run over all coordinates, lower-case Latin indices
run over r and t, and upper case Latin indices run over θ and φ. The covariant
derivative compatible with gab will be written as ∇a and the covariant derivative
compatible with ΩAB will be written as DA. Again following [1] we will introduce the
one-form ra,
ra =
∂r
∂xa
(4)
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which is ra = (0, 1) in Schwarzschild coordinates.
A. Odd Perturbations
We may now perturb the black hole given by adding a perturbation, pαβ. We shall
expand this perturbation in terms of odd spherical harmonics, XA and XAB. Their
precise definition can be found the Appendix. In what follows we closely follow [1]
until (13). The perturbation is written as 4gAB = r
2ΩAB+pAB and
4gaB = paB, where,
paB =
∑
lm
hlma X
lm
B , pAB =
∑
lm
hlm2 X
lm
AB (5)
where ha and h2 are functions of x
a. Infinitesimal gauge transformations will also be
expanded in terms of odd harmonics,
eA =
∑
lm
elmX lmA (6)
with elm as a function of xa. Under such gauge transformations we have, dropping
the lm indices, the following gauge invariant variables,
h˜a =ha − 1
2
∇ah2 + 1
r
rah2. (7)
All gauge invariant quantities will have the ‘∼’ symbol hereafter. Using the linearized
Einstein’s equations we find that the whole system is characterized by the following
equation,
(− Vodd)Ξ˜RW = 0 (8)
where  is the d’ Alembertian onM2, Ξ˜RW is the well known Regge-Wheeler master
function and,
Vodd =
λ
r2
− 6M
r3
(9)
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for λ = l(l+1). Further, in Schwarzschild coordinates, one may reconstruct the metric
perturbations from the following equations,
h˜t =f
∫
∂r
(
rΞ˜RW
)
dt′ and (10)
h˜r =
r
f
Ξ˜RW . (11)
Note that this system is underdetermined and so one needs to pick a gauge to fully
reconstruct the perturbation. We will work in the Regge-Wheeler gauge with h2 = 0.
One can also define an alternate master variable, the Cunningham-Moncrief-Price
(CMP) function Ψ˜,
µ
2r
Ψ˜ =
(
∂rh˜t − ∂th˜r − 2
r
h˜t
)
(12)
where µ = (l − 1)(l + 2). This is related to ΞRW by
Ξ˜RW =
1
2
∂tΨ˜. (13)
Interestingly, Ψ˜ satisfies the same master equation, (8), as Ξ˜RW .
We can compare the above results with those from the formalism of [2] by noting
the following relationships between their notation and the one used here. Comparing
the metric perturbations we find
ha ↔ −rfa and h2 ↔ 2r
2
kV
HT (14)
which leads to the following relationship for the gauge invariant variables
h˜a ↔ −rFa. (15)
The master function in [2] is defined by
rF a = ab∂b(rΨ˜KI). (16)
Comparing (16) with (10) and (11) it can be deduced that
− 2Ψ˜KI = Ψ˜. (17)
So the master function used in [2] is essentially the same as that of CMP.
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B. Even Perturbations
Following the same scheme as for the odd perturbations and [1], we write the
perturbation pαβ as,
4gab = gab + pab,
4gAB = r
2ΩAB + pAB and
4gaB = paB. Now the
perturbations will be expanded in even harmonics, Y lm, Y lmA , Y
lm
AB, and ΩABY
lm. The
definitions of these can be found in the Appendix. Then the perturbations are
pab =
∑
lm
hlmab Y
lm, (18)
paB =
∑
lm
jlma Y
lm
B and (19)
pAB =r
2
∑
lm
(
K lmΩABY
lm +GlmY lmAB
)
(20)
where hlmab , j
lm
a , K
lm and Glm are functions of xa. Infinitesimal gauge transformations
are expanded in terms of the even harmonics
ea =
∑
lm
elma Y
lm and eA =
∑
lm
elmY lmA (21)
with elma and e
lm as functions of xa. Under such gauge transformations we have,
dropping the lm indices, the following gauge invariant variables,
h˜ab :=hab −∇aεb −∇bεa (22)
K˜ :=K +
1
2
λG− 2
r
raεa (23)
for,
εa :=ja − 1
2
r2∇aG. (24)
We now proceed using the master function from [2], since in [1] the treatment is
for asymptotically flat rather than asymptotically AdS black holes. We can make this
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switch by noting how the notation of the two compare:
hab ↔ fab , ja ↔ −1
k
rfa , (25)
K ↔ 2HL and G↔ 2
k2
HT (26)
which leads to relationships for the gauge invariant variables,
εa ↔ −Xa , h˜ab ↔ Fab and K˜ ↔ 2F. (27)
Then in terms of the functions X,Y , and Z from [2] we have,
h˜tt = −f
2
(X − Y ) , h˜rr = − 1
2f
(X − Y ) , (28)
h˜rt =
1
f
Z and K˜ = −X + Y
2
. (29)
The master function is defined as;
Φ(t, r) =
2Z˜ − r(X + Y )
H
(30)
where Z = −∂tZ˜, and the following equations hold:
X =
1
r
(
−r
2
f
∂2t Φ˜−
PX
16H2
Φ˜ +
QX
4H
r∂rΦ˜
)
, (31)
Y =
1
r
(
r2
f
∂2t Φ˜−
PY
16H2
Φ˜ +
QY
4H
r∂rΦ˜
)
and (32)
Z = −PZ
4H
∂tΦ˜ + fr∂r∂tΦ˜, (33)
where
H := µ+
6M
r
(34)
and PX , PY , QX , QY and PZ are all functions of r as defined in [2]. The master function
satisfies the following wave equation:
(− Veven)Φ˜ = 0 (35)
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where,
Veven =
1
H2
[
µ2
(
µ+ 2
r2
+
6M
r3
)
+
36M2
r4
(
µ+
2M
r
)
+ 72
M2
r2L2
]
. (36)
III. STRESS-ENERGY TENSOR
In this section we will show how the conservation of the induced quasilocal stress-
energy tensor on a finite-r surface is equivalent to the master equation, for both the
odd and even perturbations. The formula for the stress-energy tensor is as in the
usual Brown-York [21] treatment with Balasubramanian-Krauss counterterms added
to regulate the r →∞ divergences for AdS [14]:
T¯µν := κ
−2T¯µν = K¯µν − K¯γ¯µν − 2
√
−Λ
3
γ¯µν +
√
− 3
Λ
3G¯µν , (37)
where the indices {µ, ν} run over all coordinates but r, κ−2 is a constant, γ¯µν is the
metric on the finite-r 3-surface, K¯µν is the extrinsic curvature and K¯ = γ¯
µνK¯µν is its
trace, and 3G¯ is the Einstein tensor for γ¯µν . The bar notation is there to remind us
that the quantity includes a perturbation, e.g, A¯µν = Aµν + δAµν .
A. Stress-energy tensor for static AdS4 black holes
In this section we calculate the stress-energy tensor for the static black hole, i.e.,
without perturbations. We use Schwarzschild coordinates with the normal vector,
nα =
1√
f
δrα. (38)
The metric on the timelike slice has components γtt = −f(r), γAB = r2ΩAB Using the
following formula for the extrinsic curvature,
Kαβ = −∇αnβ − nαnγ∇γnβ (39)
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the non-vanishing components are,
Ktt =
√
ff ′
2
and KAB = −
√
frΩAB (40)
with trace
K = − f
′
2
√
f
− 2
√
f
r
. (41)
After including the counter terms shown in (37) the non-vanishing components of the
stress-energy tensor are
Ttt =
1
r2
(
L+
2r2
L
− 2r
√
f
)
f = τ1f and (42)
TAB =
(
f ′
2
√
f
+
√
f
r
− 2
L
)
r2ΩAB = τ2r
2ΩAB (43)
which defines the functions τ1, τ2.
B. Conservation of odd stress-energy tensor
In this section we will calculate the the odd perturbation of the stress-energy
tensor and demonstrate the equality of the conservation equation and the odd master
equation (8). To calculate the perturbation note that since we are taking traces with
γ¯µν = γµν − δγµν , the trace of an unperturbed quantity will pick up a perturbation,
for e.g., A¯ = γµνAµν − δγµνAµν . The expression for the odd perturbation to the
stress-energy tensor in a general gauge is,
δTtA =
√
f
2
(
∂th˜r − ∂rh˜t + 2
r
h˜t
)
XA (44)
+
Lµ
2r2
h˜tXA + τ2htXA and
δTAB =
(√
fh˜r − L
f
∂th˜t
)
XAB + τ2h2XAB. (45)
These terms cannot be written purely in terms of the gauge independent h˜a (7) and
so the quasilocal stress-energy is gauge dependent. However, this dependence does
not effect the conservation equations: they hold for all gauges.
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This invariance allows us to freely choose a gauge. We choose the Regge Wheeler
gauge h2 = 0, h˜t = ht and h˜r = hr and use (10) and (11) to express the stress-energy
tensor in terms of ΞRW . Now, we invoke the conservation equations
Q˜ν := D¯µT¯µν = 0. (46)
Here the D¯ is the covariant derivative compatible with γ¯µν , the bar on D indicates
that the Christoffel symbol contains a perturbation. The index is raised with metric
plus its perturbation, γ˜µν = γµν + δγµν . Keeping only the linear terms we find that
the ν = t equation of (46) is trivially satisfied, whereas the ν = A equations result in
(− Vodd) Ξ˜RWXA = 0 (47)
which is equivalent to the Regge-Wheeler master equation (8). If the substitution
above is done in terms of the CMP function Ψ˜ by using the relationship (13) instead
of the Regge Wheeler function all components of (46) are trivally satisfied. This is
because the relationship, (13), between the CMP function and the Regge Wheeler
function assumes that the master equation is satisfied.
C. Conservation of even stress-energy tensor
As mentioned in the beginning of the previous section, we must keep the subtleties
of the trace in mind when using (37) to calculate the even perturbation of the stress-
energy tensor. Since the expression is lengthy we have included it in the Appendix.
We use the gauge condition G = jt = jr = 0 and, in analogy with the odd case, we
invoke the conservation equations (46). Keeping only the linear terms we find that
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the ν = t component of (46) gives,[(√
f
r
− f
′
2
√
f
)
∂tK − λ
√
f
2r2
htr (48)
− f
√
f
r
∂thrr +
√
f∂r∂tK
]
Y = 0
which is the same as the tr component of the Einstein equations. Using (48) and
(28)−(33), it can be shown that the ν = A components yield:
(− Veven) Φ˜evenYA = 0 (49)
which is equivalent to the even master equation, (35).
IV. FLUID REPRESENTATION
In this section we show how the stress-energy tensor, along with its perturbation,
can be expressed in a fluid form, determined entirely from the master function. This
allows us to connect fluid properties like energy, velocity, viscosity, and vorticity with
gravitational quantities of the bulk. We will make this connection both at finite-r
surfaces and at infinity.
To begin, we briefly review the fluid stress-energy tensor (we closely follow [18]).
For perfect fluids we have
Tµν = Euµuν + P∆µν (50)
where, E is the energy density, P is the pressure, and ∆µν = uµuν + γµν . As r → ∞
the trace of this stress tensor vanishes however at finite-r this is not generally the
case. Instead we have,
P = 1
2
(T + E) (51)
where T is the trace of (50). To include the effects of dissipation the stress-energy
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tensor may be written as
T¯µν = E¯uµuν + P¯∆¯µν + Πµν . (52)
We have added a ‘−’ over quantities to show that there may be linear perturbations
to the metric, energy and pressure. Note that now (51) is also modified to include
perturbations,
P¯ = 1
2
(
T¯ + E¯) (53)
and we will be working in the Landau frame,
T¯µνu
ν = −E¯uµ. (54)
The quantity Πµν is transverse to the velocity and captures the viscous effects of the
fluids and can be expanded in terms of the derivatives of the velocity:
Πµν = Π
(1)
µν + Π
(2)
µν + . . . (55)
where the superscripts denote the order of the derivative of uµ. We will only be
interested in the first order,
Π(1)µν = −ησµν − ζ∆¯µνD¯γuγ (56)
with η as the shear viscosity and ζ is the bulk viscosity which we will take to be zero.
This leaves us with −ησµν for
σµν = 2D¯<µuν> (57)
and
D¯<µuν> = ∆¯µσ∆¯νγD¯(σuγ) − 1
2
D¯µν∆¯σγD¯σuγ. (58)
Hence, σµν is the transverse, symmetric, and traceless part of Π
(1)
µν . We will also make
use of the following formula for the anti-symmetric vorticity tensor:
ω¯µν = ∆¯µσ∆¯νγD¯[σuγ] (59)
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It was shown in [18] that the vorticity of the fluid vanishes at infinity when even
perturbations were used. Below, we confirm that this result continues to hold on
finite-r surfaces.
A. Fluid representation of the static stress-energy tensor
We can quite easily get the fluid representation for the static case by using the
Landau condition (54) with (42) and (43) as the stress-energy tensor. By taking
µ = t in (54) we find the energy density to be
E = τ1 . (60)
The trace is given by, T = 2τ2 − τ1. Thus, by using (51) we find the pressure to be
P = τ2 . (61)
Finally, by taking the µ = A in (54) we have
uA = 0 (62)
and ut = −
√
f by requiring that uµuµ = −1.
B. Fluid representation of the odd stress-energy tensor
To find the fluid representation with odd perturbations we use the CMP function
(12). The form of the CMP function is particularly useful in simplifying the odd
perturbations to the stress-energy tensor. In the gauge choice h2 = 0, in terms of Ψ
we have
δTtA = (AΨ +B∂r∗Ψ)XA and (63)
δTAB =∂t (CΨ +D∂r∗Ψ)XAB (64)
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where A,B,C and D are functions of r and are defined in the Appendix. Notice that
we have removed the ‘∼’ symbol from Ψ to emphasize that a gauge choice has been
made and one can only use equations (10) and (11) to get the metric components
ht and hr, and not the gauge invariant quantities, h˜t and h˜r. We can get the fluid
representation of the odd stress-energy tensor by using the Landau frame (54) which
allows us to find the energy density and the velocity of the fluid. The requirement for
the fluid to be timelike gives
ut = −
√
f . (65)
The energy density is the same as the static case:
E = τ1 (66)
and since the trace of the stress-energy tensor is the same as the static case, the
pressure is the same as (61). The spatial components of the velocity are uA = UoddXA,
where:
Uodd = −χ
[(
A− f
2
τ2
)
Ψ +
(
B − r
2
τ2
)
∂r∗Ψ
]
(67)
with
χ =
1√
f (E + P) . (68)
The shear tensor of this velocity field is σAB = ΣoddXAB where
Σodd = 2Uodd −
√
fΨ− r√
f
∂r∗Ψ . (69)
Since there are no perturbations to the energy and pressure, and we take h2 = 0, we
get
Π
(1)
AB = δTAB. (70)
Further since both σAB and δTAB are proportional to XAB, we can find the viscosity
ηodd = −Σ−1odd∂t (CΨ +D∂r∗Ψ) . (71)
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Finally, it was found in [18] that the odd vorticity is non-vanishing at the boundary.
We find that on any finite-r surface the vorticity is
ωAB = UoddX˚AB (72)
where X˚AB is an anti-symmetric tensor defined in the Appendix.
C. Fluid representation of the even stress-energy tensor
To find the fluid representation with even perturbations we proceed by using the
gauge condition G = jt = jr = 0 and use (28)−(33) to write the stress-energy tensor
in terms of Φ:
δTtt =
(
E1Φ + E2∂r∗Φ + E3∂
2
t Φ
)
Y, (73)
δTtA = ∂t(F1∂r∗Φ + F2Φ)YA and (74)
δTAB =
[
G1Φ +G2∂r∗Φ + ∂
2
t (G3∂r∗Φ +G4Φ)
]
ΩABY
+
(
G5Φ +G6∂r∗Φ +G7∂
2
t Φ
)
YAB (75)
where the E’s, F ’s and G’s are functions of r and are defined in the appendix. Note
that we have again removed the ‘∼’ symbol, emphasizing that equations (28)−(33)
may only be used to find hab and K, and not h˜ab and K˜. Continuing like we did for
the odd case, we use the Landau condition to find the energy density and velocity.
Requiring the fluid velocity be timelike gives,
ut = −
√
f +
1
2
√
f
httY. (76)
The perturbation to the energy density δE is given by:
δE = 1
f
(
E1 +
1
2
fτ1rVeven
)
Φ +
1
f
(
E2 − τ1Q−
8H
)
∂r∗Φ. (77)
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The spatial components of the velocity are uA = UevenYA, where
Ueven = −χ∂t (F1∂r∗Φ + F2Φ) . (78)
The shear tensor of this velocity field is σAB = ΣevenYAB where
Σeven = 2Ueven. (79)
To find the viscosity we recall that Π
(1)
AB is a trace-free tensor on the sphere. So we
expect that, Π
(1)
AB = (. . .)YAB. To show this note that since the energy, trace, and
hence the pressure have perturbations, we have
Π
(1)
AB = δTAB − PδγAB − δPγAB (80)
using (53) and the perturbation to the energy (77) it can be shown that
Π
(1)
AB = δTAB −
1
2
ΩABδTFGΩ
FG (81)
which is the trace-free part of (75). Now, given that the shear tensor is also propor-
tional to YAB, we may use (81) to find the viscosity
ηeven = −Σ−1
(
G5Φ +G6∂r∗Φ +G7∂
2
t Φ
)
. (82)
We also found that the vorticity of the even perturbations vanishes, in agreement with
results at infinity of [18].
D. Fluid Representation on boundary
In this section we show how we can take the above fluid representation of the
fluid on finite-r surfaces to the surface where r → ∞. Taking this limit we have the
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following normalization factors:
T¯µν = lim
r→∞
r
L
T¯µν , γ¯µν = lim
r→∞
L2
r2
γ¯µν ,
uµ = lim
r→∞
L
r
uµ, η = lim
r→∞
r2
L2
η and
E¯ = lim
r→∞
r3
L3
E .
This allows us to write down formulas for the fluid quantities at the boundary in
terms of the odd and and even master functions at infinity. The stress-energy tensor
at the boundary for the odd case is:
δTtA =
1
2L2
(
MΨ∞ +
1
2
µL2∂r∗Ψ∞
)
XA (83)
δTAB = −1
2
L2∂r∗Ψ˙∞XAB (84)
where Ψ∞ := Ψ(t, r =∞), ∂r∗Ψ∞ = ∂r∗Ψ(t, r =∞) and ∂r∗Ψ˙∞ := ∂t∂r∗Ψ(t, r =∞).
The components of the velocity for the odd case are
ut = −1 and uA = − µL
2
12M
∂r∗Ψ∞XA . (85)
Finally the viscosity for the odd case is,
ηodd = − 3ML
2∂r∗Ψ˙∞
µL2∂r∗Ψ∞ + 6MΨ∞
. (86)
Similarly for the even case we have the stress-energy tensor at infinity:
δTtt =
[(
µλ
4L2
+
18M2
L4µ
)
Φ∞ − 3M
L2
∂r∗Φ∞
]
Y (87)
δTtA =− µ
4
Φ˙∞YA (88)
δTAB =
[(
µλ
8
+
3M2
L2µ
)
Φ∞ − 1
2
M∂r∗Φ∞
]
ΩABY (89)
+
[(
λ
4
+
18M2
µ2L2
)
Φ∞ − 3M
µ
∂r∗Φ∞ +
L2
2
Φ¨∞
]
YAB.
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The perturbation to the energy for the even case is
δE =
(
µλ
4L2
+
18M2
L4µ
)
Φ∞ − 3M
L2
∂r∗Φ∞. (90)
The velocity for the even case is
ut = −1 and uA = L
2µ
12M
Φ˙∞YA (91)
and finally the viscosity for the even case is,
ηeven = − 6M
L2µΦ˙∞
[(
λ
4
+
18M2
µ2L2
)
Φ∞ − 3M
µ
∂r∗Φ∞ +
L2
2
Φ¨∞
]
. (92)
When we go to the frequency domain we find that expressions (83)−(92) agree with
those presented in [18].
V. CONCLUSION
As a result of a number of studies over the past few years, the fluid/gravity cor-
respondence has come to be understood in a precise sense in particular for the brane
(non-compact flat horizon) case. The aim of the present work was to explore the
emergence of the duality from the viewpoint of standard perturbation theory. The
dynamics of perturbations of spherical AdS black holes and their corresponding fluid
interpretation were analyzed within the robust classical framework that describes
perturbations of spherically symmetric black hole spacetimes. A key feature of this
formalism is that it is covariant on the orbits of spherical symmetry (i.e. in the (t, r)
coordinates). This allows one to avoid explicitly working in the frequency domain.
From this perspective an important question is: under what conditions do the
gravitational perturbations have an equivalent description as a near-equilibrium fluid?
This is certainly possible for large (M  L) black holes if the fluid is taken to live
at timelike infinity on R × S2. However even on surfaces of finite-r some fluid-like
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behaviours remain. For example, the conservation of the quasilocal BYBK stress-
energy tensor follows from a geometric identity that holds on all surfaces irrespective
of the size of the black hole. Thus on any such surface the stress-energy tensor can
be viewed as arising from some kind of matter that obeys conservation laws. Further,
one can always write the stress-energy tensor in a fluid-like form. The real question
then is: under what circumstances does that interpretation make sense so that the
stress-energy evolves in the same way as that of a fluid?
In an effort to better understand the emergence of fluid behaviour we have reformu-
lated as much of the problem as possible in terms of the well-developed perturbation
theory of spherical spacetimes. We have seen that components of the stress-energy can
be rewritten in terms of the master functions and the conservation laws are equivalent
to the master equations. Various fluid quantities can then also be written in terms
of the master function. In particular one can show that the expressions for viscosity
match those found [18] when one restricts to the frequency domain and sends r →∞.
A natural further investigation would perform a numerical integration for the mas-
ter function along the lines of [22]. Doing this for a range of parameters and studying
the BYBK stress-energy tensor on surfaces of increasingly large r would allow one to
study the emergence of “fluidness”. More precisely one could determine the circum-
stances under which the identifications from Section IV produce a genuinely physical
fluid.
As an example of non-fluid behaviour, note that even in the frequency domain one
does not get a real viscosity for all QNMs. This emerges only for the case of low-lying
modes [17]. Taking the odd viscosity as an example,
ηodd = − 3ML
2∂r∗Ψ˙∞
µL2∂r∗Ψ∞ + 6MΨ∞
(93)
for the boundary condition Ψ∞ = 0 and assume Ψ = R(r)e−iωt then ∂r∗Ψ∞ = K1e−iωt
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and ∂r∗Ψ˙∞ = −iωK1e−iωt. Hence, in the frequency domain
ηodd = iω
3M
µ
. (94)
If ω has a real part (for large black holes this frequency is purely imaginary [23],[18])
the viscosity is imaginary and so the identification of the BYBK stress-energy as that
of a fluid fails.
We have made an initial attempt to implement this numerical integration. Unfortu-
nately while our code ran well for small black holes, it developed numerical difficulties
precisely during the transition to large black holes (where the required resolution at
large r became impossibly fine). Similar problems were previously encountered in [24].
We will return to those issues in the future, but for now settle for having established
the foundation from which those studies may proceed.
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VI. APPENDIX
A. Odd and even stress-energy tensor
The even stress-energy tensor in terms of the metric perturbations in a general
gauge is given by:
δTtt =
(
3
√
f
r
− L
r2
− 2
L
)
f 2h˜rrY +
µfL
2r2
K˜Y (95)
− f
√
f∂rK˜Y − 2τ1∂tεtY
+
[(
L
r2
+
2
L
− 3
√
f
r
)
f ′ +
µfL
r3
+
2f
√
f
r2
−
√
fλ
r2
]
fεrY
δTtA =
[
1
2
√
fh˜tr − 1
2
L∂tK˜ +
1
2
τ2r
2∂tG (96)
+
(√
f − Lf
r
)
∂tεr − τ1εt
]
YA
δTAB =
{(
1
4
Lfλ− 3
4
f ′
√
fr2 − 1
2
f 3/2r
)
h˜rr (97)
− 1
2
f 3/2r2∂rh˜rr +
r2√
f
∂th˜tr − 1
2
τ2r
2λG
+ τ2r
2K˜ +
[(
1
2
√
f − 1
4
Lf ′
)
λ+ f(r2τ2)
′
]
εr
+
(
r2√
f
− Lr
)
∂2t εr +
1
2
√
fr2∂rK˜ − 1
2
Lr2
f
∂2t K˜
}
ΩABY
+
[
1
2
Lfh˜rr + τ2r
2G+
(√
f − 1
2
Lf ′
)
εr
]
YAB
The radial functions defined for the odd stress-energy tensor are given by:
A =
f
2
(
Lµ
2r2
+ τ2
)
−
√
fµ
4r
, B =
r
2
(
Lµ
2r2
+ τ2
)
, (98)
C =
r
2
√
f
− L
2
and D = −Lr
2f
. (99)
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The radial functions for the even stress-energy tensor are given by the functions:
E1 =
(√
f
2
− L
2r
− r
L
)
Vevenf (100)
+
(√
f +
Lµ
2r
)
fP+
32H2r2
− f
√
fP ′+
32H2r
+
f
√
fP+H
′
16H3r
E2 =
Lµf
2r2
+
(
−3
√
f
r
+
2
L
+
L
r2
)
Q−
8H
−
√
fP+
32H2r
(101)
E3 =− rτ1 (102)
along with
F1 =
1
2
(
r√
f
− L
)
(103)
F2 =− LP+
64H2r
− PZ
8
√
fH
(104)
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and
G1 =
(√
f
2
− 2r
L
+
f ′r
2
√
f
−
√
fH ′r
H
)
P+
32H2
(105)
+
Q−Vevenr2
16
√
fH
+
(
Lλr
8
− f
′r3
8
√
f
)
Veven
− V
′
even
√
fr3
4
+
√
fr
2
P ′+
32H2
G2 =
(
r
√
f − Lλ
2
− r
2f ′
2
√
f
−
√
fH ′r2
H
)
Q−
16fH
(106)
+
rP+
64
√
fH2
− Vevenr
3
4
√
f
+ r2τ2 +
Q′−r
2
16
√
fH
G3 =
r2
2f
(
r√
f
− L
)
(107)
G4 =
1
f
√
f
(
f ′r3
4
+
r2Q−
16H
− PZr
2
4H
)
(108)
+
1
f
(
Lλr
4
− LP+r
64H2
)
− r
2
2
√
f
G5 =
rLVeven
4
(109)
G6 =− LQ−
16fH
(110)
G7 =
rL
2f
(111)
where P+ = PX + PY and Q− = QX −QY .
B. Even Harmonics
This section closely follows [1], we include it here for completeness. For the even
scalar sector we have the usual spherical harmonic functions Y lm(θ, φ) which satisfy
the equation [ΩABDADB + l(l + 1)]Y
lm = 0. The even vector harmonics are defined
as:
Y lmA := DAY
lm, (112)
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they satisfy the following orthogonality relations:∫
Y¯ AlmY
l′m′
A dΩ = l(l + 1) δll′δmm′ (113)
the bar indicates complex conjugation and dΩ := sin θ dθdφ is the area element on
the unit sphere. The tensor harmonics are ΩABY
lm and
Y lmAB :=
[
DADB +
1
2
l(l + 1)ΩAB
]
Y lm (114)
they satisfy the following orthogonality relations:∫
Y¯ ABlm Y
l′m′
AB dΩ =
1
2
(l − 1)l(l + 1)(l + 2) δll′δmm′ (115)
and are traceless:
ΩABY lmAB = 0 (116)
C. Odd Harmonics
This section also closely follows [1]. The odd scalar sector is empty since the scalar
functions Y (θ, φ) are even. The odd vector harmonics are defined as:
X lmA := −ε BA DBY lm. (117)
they satisfy the following orthogonality relations:∫
X¯AlmX
l′m′
A dΩ = l(l + 1) δll′δmm′ , (118)
the bar indicates complex conjugation and dΩ := sin θ dθdφ is the area element on
the unit sphere. The tensor harmonics are:
X lmAB := −
1
2
(
ε CA DB + ε
C
B DA
)
DCY
lm. (119)
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they satisfy the following orthogonality relations:∫
X¯ABlm X
l′m′
AB dΩ =
1
2
(l − 1)l(l + 1)(l + 2) δll′δmm′ . (120)
and are traceless:
ΩABX lmAB = 0 (121)
We will also find it useful to define the following anti-symmetric tensor,
X˚AB = D[AXB] (122)
The odd and even vector harmonics are orthogonal:∫
Y¯ AlmX
l′m′
A dΩ = 0, (123)
as are the tensor harmonics: ∫
Y¯ ABlm X
l′m′
AB dΩ = 0. (124)
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Abstract
For perturbations of AdS4 black holes in the frequency domain of the master function
there are certain “hydrodynamic frequencies”, ωhydro, which solve the master equation for
large black holes. When considering this frequency as the only one present in the solution
the stress tensor at r → ∞ can be written in the form of a Newtonian fluid, i.e, as a fluid
with a constant viscosity. In this note we show that a non-Newtonian (NN) fluid is one where
the viscosity is no longer a constant but can be a function of other fluid parameters, like the
shear. We demonstrate that such a NN fluid can arise when analysing the perturbations in
the time domain as opposed to the frequency domain.
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I. INTRODUCTION
It was demonstrated in [1] how the fluid/gravity duality manifests itself in the lan-
guage of standard perturbation theory of spherically symmetric black holes. Specif-
ically it was shown that there is an equivalence between the Zerilli-Regge-Wheeler
master equations in the time domain and the conservation equations for the Brown-
York stress tensor [2] on all constant-r surfaces. The work was motivated by previous
studies for spherical black holes that had established the duality in the context of
quasinormal modes of the master equation [3] [4]. For odd perturbations, which will
be the subject of this note, we have specific quasinormal modes called hydrodynamic
modes, ωhydro, that are slow decaying and do not oscillate (purely imaginary). These
hydrodynamic modes are thus called because they correspond to a Newtonian fluid
on the r →∞ boundary.
In this note we perform a numerical time domain evolution for the master equation
for the odd perturbations and use the results of [1] to argue how a non-Newtonian fluid
may arise on a constant-r Dirichlet surface. The rest of this introduction defines NN-
fluids and recalls some relevant results from [1] for the odd perturbations, in Section
II we outline the numerical method used and in Section III provide the results.
A. NN fluids
In this section we briefly review how non-Newtonian fluids are modelled, it fre-
quently draws upon [5]. Consider first Newtonian fluids. Let ui be the velocity vector
of a non-relativistic fluid on 3-dimensional flat Euclidean space. We may define the
traceless “rate of deformation tensor” or traceless shear tensor as,
σij = 2∂(iuj) − 2
3
δij∂
kuk (1)
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Then if τij is the shear stress, the two are related by,
τij = ησij (2)
where the constant of proportionality is the viscosity. For non-Newtonian fluids η is
no longer a constant and may be a function of other fluid parameters. For example
in Nature we see fluids that have a shear dependent viscosity. These can be modelled
by defining γ˙2 = σijσ
ij/2, and letting η = η(γ˙). Then,
∂η
∂γ˙
> 0 =⇒ shear-thickening ∂η
∂γ˙
< 0 =⇒ shear-thinning. (3)
We commonly encounter non-Newtonian fluids in everyday life, ketchup is a non-
Newtonian, shear-thinning fluid, “Oobleck” which is a suspension of corn starch par-
ticles in water is a shear-thickening fluid.
FIG. 1. A typical plot of τ vs. γ˙ (left) and η vs. γ˙ (right) , showing the different types of
fluids.
There are other non-Newtonian behaviours, for example, viscoplastic fluids behave
as solids under low stress, τ < τc, and as fluids when the stress is increased, τ > τc. A
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simple example of viscoplastic fluids are Bingham plastics which behave as Newtonian
fluids for τ > τc. Simple examples are mayonnaise and mustard. These fluids can
hold peaks or ridges on their surface when behaving as a solid under low stress.
There also exist time dependent non-Newtonian fluids. Thixotropic fluids are such
that if a constant shear, γ˙0 is applied the stress τ decreases monotonically as a function
of time. In contrast, Rheopectic fluids are such that if a constant shear, γ˙0 is applied
the stress τ increases monotonically as a function of time. In Figure 1 we have a
typical plot of τ vs. γ˙, and from (3) we see that the slope of the graph is the viscosity
which is constant for the Newtonian fluid. In general, any deviation from this straight
line implies a non-Newtonian fluid.
B. Viscosity in the fluid/gravity duality
Previously in [1] we had derived formulas relating the master function of black hole
perturbations and fluid parameters. If we assume Dirichlet boundary conditions on
a constant-r surface, rC and consider only the odd perturbations, we can write the
velocity and shear tensor as,
uoddA =
∑
l
U loddX
l
A σAB =
∑
l
ΣloddX
l
AB (4)
whereX lA andX
l
AB are the l
th mode vector and tensor spherical harmonics respectively
(we use m = 0 harmonics for simplicity), A,B, . . . run over θ,φ, and
U lodd = U
l
c∂r∗Ψ
l Σlodd = Σ
l
c∂r∗Ψ
l (5)
where U lc and Σ
l
c are functions of r fixed at r = rc and can be read off from [1], and
Ψl is the odd master function for the lth mode. Finally the viscosity for the lth mode
perturbation can be written as,
ηlodd = η
l
c
∂tΣ
l
odd
Σlodd
(6)
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where ηc = Lrc/(2f(rc)Σ
l
c) where L is the AdS length and f(r) = 1− 2M/r + r2/L2.
From (6) we can see how non-Newtonian behaviour may arise. We get the Newtonian
case from a frequency domain expansion of the master function, Ψ(t, r) = R(r)e−iωt.
Then for each l mode we have a frequency ωlhydro which solves the master equation. For
odd perturbations ωlhydro is imaginary [6–8]. Thus, we see that inserting the frequency
domain solution with ω = ωlhydro into (6) we get a constant viscosity, i.e, a Newtonian
fluid.
Now, if instead we were to integrate the master equation in the time domain
and insert it into the viscosity equation (6), it is likely that we would get a different
behaviour. Although for the fluid interpretation to still make sense we need to impose
the condition that, ηlodd > 0. Finally notice that Σ
l
odd is not identical to γ˙. To get a
better analogue of γ˙ we need to calculate σABσ
AB. We define the average shear as,
〈γ˙l〉 = Σc∂r∗Ψ|rc
(∫
XABXABdΩ
)1/2
= (µλ/2)1/2 Σlodd (7)
where we have taken the average over the sphere and, µ = (l−1)(l+2) and λ = l(l+1).
Thus we see that Σl ∝ 〈γ˙l〉 and hence provides a good measure of the average shear.
II. NUMERICAL INTEGRATION OF Ψ
In this section we describe the algorithm used to integrate the master equation for
the odd perturbations,
(− V lodd)Ψl = 0 where Vodd =
λ
r2
− 6M
r3
(8)
and = ∇a∇a where∇a is the covariant derivative compatible with gab where a, b, . . .,
run over r, t. We use algorithm employed in [9–11]. In double null coordinates (u, v)
the master equation can be written as,
− 4∂u∂vΨl = fV loddΨl (9)
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which can be discretized as (we will omit the l indices wherever there is no confusion),[
1− ∆
2
16
V (S)
]
Ψ(N) =
Ψ(E) + Ψ(W )−Ψ(S)− ∆
2
16
[V (S)Ψ(S) + V (E)Ψ(E) + V (W )Ψ(W )] (10)
The points N , S, W and E are defined as, N = (u+ ∆, v + ∆),W = (u+ ∆, v), E =
(u, v + ∆) and S = (u, v). The local error is of the order of O(∆4).
FIG. 2. Domain for numerical integration, the surface H approximates the horizon, B is the
constant-rc boundary and, Nin and Nout are two null surfaces for initial data.
We take the AdS length to be L = 1 and the size of the black hole to be rh = 10.0.
The domain is shown in Figure 2, the surface H approximates the event horizon and
is given by, uH = −2r∗(rˆh) where r∗ is the tortoise coordinate and rˆh = (1 + 10−5)rh.
The boundary surface B is given by r∗c = 10−3, we fix r∗(r) such that as r → ∞,
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FIG. 3. These are the decay frequencies (blue dots) as a function of l obtained from a linear
fit on ln(ψ|B). Although this is not the same value as ωhydro it still has the same quadratic
dependence as shown by the quadratic fit (green curve).
r∗ → 0. The surfaces, Nin and Nout are given by uin = −[r∗(rˆh) + r∗c ] and vout = 0
respectively. The initial data is a Gaussian pulse, with σ = 0.01(r∗(r∗c − rˆh)), on the
surface Nin, we take the boundary conditions, Ψ = 0 on B and Nout.
In Figure 4 we show Ψ(v) extracted on the surface H. The y-axis is a log scale,
the darker lines are lower l modes with the darkest line being l = 2, and the lightest
one is l = 12. Notice the purely decaying modes which is consistent with quasinormal
modes, also, the higher l modes decay faster which is also consistent with quasinormal
modes [6–8].
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FIG. 4. Plot of Ψ vs v extracted at the horizon for black hole with rh = 10. The y-axis is a
logscale. The darker lines are low l modes with the darkest one being the l = 2 the lighter
lines are higher modes with the lightest one being l = 12.
III. RESULTS AND OUTLOOK
In Figure 5 we have a plot of the viscosity η vs. the shear Σ for various l modes from
l = 2 to l = 12. It is clear from this plot that we have non-Newtonian fluid behaviour.
Specifically we see that for the most part the behaviour is shear thickening, as shear
increases the viscosity also increases. We see tiny bit of shear thinning behaviour for
low shears, Σ < 0.06. As this is a decaying perturbation low shears correspond to
late times and high shears to early times as shown in Figure 7. In Figure 6 we have a
plot of the viscosity η vs. the time v. We see that for early times, when the shear is
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high, the viscosity is higher. Then as the shear decays we see the viscosity decrease,
with a small period of increase, which is due to the shear thinning behaviour seen in
Figure 5. Finally at late times we see the viscosity approach a constant value, and
we get Newtonian behaviour. In Figure. 7 we have a plot of log(Σ) vs. v, we see that
at late times the shear decays exponentially with an almost constant decay constant.
We point out that in Figure. 6 we start to see noise at v > 0.25 this is because now
we are dealing with very small quantities and then taking second order derivatives of
numerical data to calculate the viscosity from (6), that being said we do start to see
an approach to constant viscosity before the noise develops.
In this preliminary work our aim was to explore whether the fluid/gravity duality
can be generalized to include non-Newtonian fluids, especially if we work in the time
domain rather than the frequency domain. We know from previous results that the
duality is established in the frequency domain for certain quasinormal modes ωhydro,
which for odd perturbations are the slowly decaying ones. These modes correspond to
a constant viscosity at the boundary. This is consistent with our findings of a constant
viscosity at late times in Figure 6. At late times when we expect that all the fast
decaying modes have died out we are left with the slow ones which correspond to a
Newtonian fluid. The work remaining in this study is to analyse the even perturbations
in the time domain and verify if similar results also hold. The procedure for the even
modes will proceed in an almost identical manner, although the terms involved are
significantly more tedious as compared to the odd case.
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FIG. 5. Plot of the viscosity η vs Σ the shear evaluated on B. The darker lines are low
l modes with the darkest one being the l = 2 the lighter lines are higher modes with the
lightest one being l = 12. Notice that the viscosity changes with the shear, for low viscosities
there is a small amount shear thining behaviour but the majority of the behaviour is shear
thickening.
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FIG. 6. Plot of η vs v evaluated on B, the darker lines are low l modes with the darkest one
being the l = 2 the lighter lines are higher modes with the lightest one being l = 12. Notice
that at late times the the viscosity becomes constant and we get Newtonian behaviour.
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FIG. 7. Plot of Σ vs v evaluated on B, the darker lines are low l modes with the darkest
one being the l = 2 the lighter lines are higher modes with the lightest one being l = 12.
Notice that at late times the the shear decays with a constant decay constant.
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Abstract
We model an extreme mass ratio merger (EMR) as a point particle radially plunging
into a large Schwarzschild black hole. We assume that the mass of the point particle, µ,
is much smaller than the black hole mass M . Under this assumption we can employ the
Zerilli formalism modified to include a source term which arises from the energy-momentum
tensor of the small object. We solve the Zerilli equation by numerically evolving initial data.
Then, we ray trace the null geodesics of the event horizon from after the merger backward
in time to extract the geometry of the perturbed event horizon. Further, we take advantage
of the axisymmetry of the setup to locate the apparent horizon and study its geometry.
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I. INTRODUCTION
From the gravitational radiation observed by LIGO’s interferometers we now have
strong evidence pointing towards the existence of binary black hole systems and their
inevitable mergers [1]. To predict the waveforms of the radiation emitted by these
mergers complex simulations are executed on super computers using state-of-art algo-
rithms. These simulations can accommodate a wide range of the possible parameters
of the binary system, for e.g., initial spins, spin orientations, mass ratios, initial sep-
aration and velocities, etc.
In a very specific type of merger the calculations can be handled by much simpler
methods. This happens when we consider the head-on merger of two non-spinning
black holes which have an extreme mass ratio (EMR). This means that the mass,
µ, of one of the black holes is much smaller than the mass, M , of the other, i.e.
µ/M → 0. This allows to us to model the smaller black hole as a point particle with
mass µ. Hence, the problem is reduced to the radial in-fall of a point particle into a
Schwarzschild black hole.
This approach to the problem was pioneered by Zerilli [2] and has since been
studied extensively [3–5]. At the heart of the solution is the assumption that the
gravitational field produced by the particle drops off rapidly and so only perturbs the
surrounding geometry. Further, there is no back-reaction on the particle and thus it
follows a geodesic in the spacetime of the large Schwarzschild black hole. Under these
assumptions Einstein’s equations can be linearized.
Here we will be particularly interested in how, in this perturbed spacetime, the
event and apparent horizons of the large black hole are deformed by the stress-energy
tensor of the point particle. As we will see below, for the deformation of the event
horizon a prominent role is played by caustics, which are points where null rays in
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the vicinity of the large black hole’s horizon cross each other and join the horizon.
Recently, similar results have been shown in [6]. There the strategy was to take
the limit M → ∞ and model the large black hole as a Rindler-type planar horizon
accelerating towards the small black hole, which is assumed to be Schwarzschild.
Then as the small black hole approaches, the null generators of the planar horizon are
deflected towards the small black hole due to its Schwarzschild geometry and as such
the deformation of the planar event horizon and the smaller hole’s event horizon can
be computed. Another study that shows a similar deformation of the event horizon
is [7], where the approach is the one we take; to approximate the small black hole
as a point particle and solve for the perturbed geometry. In [7] the influence of the
particle is treated as an impulse in the frequency domain of the perturbations.
By contrast, in this study we will do a direct numerical evolution, in the time
domain, of Brill-Linquist type initial data for binary black holes. For the apparent
horizon, we obtain a result that is at first counter-intuitive: the apparent horizon
appears to recede away from the approaching particle. However a little consideration
shows that this isn’t so strange. Intuitively, as the particle gets closer there are null
geodesics inside the black hole, close to the horizon, which get pulled outwards by the
particle’s gravitational field. Hence the zero expansion surface moves inwards. This
type of behaviour is also seen when examining the marginally outer trapped surfaces
(MOTSs) in slices of initial data for arbitrary mass ratio head-on collisions [8].
The paper is organized as follows. Section II reviews the perturbation formalism
for the radial in-fall of a point particle, Section III outlines the numerical method
used to evolve the initial data, Section IV shows how the event and apparent horizons
are deformed, and finally we conclude with Section V.
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II. PERTURBATIONS BY RADIALLY IN-FALLING POINT PARTICLE
We assume the particle creates a small disturbance in the spacetime which can be
modelled by standard perturbation theory methods. We use the approach of Zerilli [2]
with the Moncrief wavefunction [9] and express the metric as g˜µν = gµν + pµν , where
gµν is the Schwarzschild metric and pµν is the perturbation. Given the spherical
symmetry of the Schwarzchild spacetime, pµν can be expanded in terms of odd and
even modes with indices l and m arising from the spherical harmonics. If we assume
the particle falls along the z-axis, then we can see that the problem is axisymmetric
and only even modes are excited [3]. We write the perturbation as
δgl0µνdx
µdxν = Y l0(θ)
(
fH l00 dt
2 + 2H l01 dtdr +
1
f
H l02 dr
2 + r2K l0dΩ2
)
(1)
where we have taken m = 0 again because of axisymmetry, f(r) = 1 − 2M/r and
H0, H1, H2 and K are functions of r and t. We will omit the l0 where there is no
confusion. We work in the Regge-Wheeler gauge and Schwarzschild coordinates.
When we invoke Einstein’s equations up to linear order in pµν , we find that the
equations can be decoupled into one inhomogeneous wave equation,[
− ∂
2
∂t2
+
∂2
∂r∗2
− V (r)
]
ψ(r, t) = S(r, t) (2)
where r∗ = r + 2M ln(r/2M − 1) is the tortoise coordinate,
ψ(r, t) =
r
λ+ 1
{
K +
f
Λ
[
H2 − r ∂
∂r
K
]}
(3)
is the Zerilli-Moncrief function,
V (r) =
2f
r2λ2
[
λ2(Λ + 1) +
9M2
r2
(
Λ− 2M
r
)]
(4)
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is the even potential with λ = (l + 2)(l − 1)/2 and Λ = λ+ 3M
r
, and
S(r, t) =
2
l(l + 1)Λ
{
r2f
[
f 2
∂
∂r
Qtt − ∂
∂r
Qrr
]
(5)
− f
2
Λr
[
λ(λ− 1)r2 + (4λ− 9)Mr + 15M2]Qtt + r(Λ− f)Qrr} (6)
is the source term for radial infall. The tensor Qab where a, b run over r, t is given by,
Qab = 8pi
∫
T abY ∗(θ, φ)dΩ (7)
where T ab = µ
∫
uaubδ4(xν − xνp(τ))
√−gdτ , is the stress tensor of the particle, µ is
the mass of the particle, τ is the proper time along the particle’s trajectory, xp(τ),
and the four vector of the particle is,
uν = (E˜/f,−(E˜2 − f)1/2, 0, 0) (8)
where E˜ is the conserved energy. Further we have,
Qab = µ
8pi
r2
uaub
ut
δ(r − rp(t))Y ∗(θ(t), φ(t)) . (9)
Here Y ∗(θ(t), φ(t)) means that the spherical harmonic is evaluated along the trajectory
of the particle. Inserting (9) into (5) we have,
S(r, t) = 16pi
√
(2l + 1)/4pi
l(l + 1)
µ
E˜
f 3
Λ
{
δ′(r − rp(t))−
[
(λ+ 1)r − 3M
r2f
− 6ME˜
2
Λr2f
]
δ(r − rp(t))
}
(10)
where rp(t) is the trajectory of the particle and Y
∗l0(0) =
√
(2l + 1)/4pi. The equation
for the trajectory starting from rest is,
t
2M
= E˜
√
1− r
r0
√
r
2M
r0
2M
+2arctanh

√
2M
r
− 2M
r0
E˜
+E˜ (1 + 4M
r0
)( r0
2M
)3/2
arctan
(√
r0
r
− 1
)
(11)
where r0 is the initial position of the particle and E˜ =
√
1− 2M
r0
.
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III. NUMERICAL METHOD
We use the numerical method of Lousto and Price [5] with the modification by
Martel and Poisson [3]. The method is a finite difference algorithm on a staggered
grid with a step size ∆ = ∆r∗/4M = ∆t/2M ≈ 0.009 over a domain bounded by
two null hypersurfaces, H1 and H2, and one spacelike surface Σ0. H1 approximates
the event horizon and is given by, u = tf − r∗p(tf ) where tf is determined by (11)
with rp(tf )/2M = 1.00001. H2 is a null hypersurface which approximates future null
infinity and is chosen to be, v/2M = (t + r∗)/2M ≈ 1500. Finally Σ0 is the t = 0
surface which is the moment of time symmetry for the initial data.
After discretizing the domain we encounter two kinds of cells, as shown in FIG. 1;
ones that do not contain the particle trajectory (Type I) and ones that that do (Type
II). For Type I cells we do not have a contribution from the source term, S(r, t). So
we may discretize (2) with the following formula,
ψN = −ψS + (ψW + ψE)
(
1− ∆
2
2
VS
)
(12)
where S = (r∗S, tS) is the base point, W = (r
∗
S −∆, tS + ∆), E = (r∗S + ∆, tS + ∆) and
N = (r∗S, tS + 2∆). This scheme is accurate to O(∆4).
For Type II cells there is a contribution from the source term and (2) now takes
the form1
ψN =− ψS
[
1 +
VS
4
(A2 − A3)
]
+ ψE
[
1− VS
4
(A3 + A4)
]
+ ψW
[
1− VS
4
(A1 + A3)
]
− 1
4
(
1− Vb
4
A3
)∫ ∫
dAS(r, t) (13)
where the Ai’s are the areas illustrated in right panel of FIG. 1 and
∫ ∫
dAS(r, t) is
1 There is a typo in [3] for equations (13) and (14), see [4].
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A1
A2
A3
A4 ψE
ψN
ψS
ψWψE
ψN
ψS
ψW
(R∗t , tt)
(R∗b , tb)
FIG. 1. These are the two types of cells that arise when discretizing the domain. The left
one (Type I) does not contain the particle and hence we do not need to integrate over a
source term. The right one (Type II) contains the particle and hence we have to integrate
over the delta function source.
the integration of the source term over the cell,∫ ∫
dAS(r, t) =− κ
∫ tt
tb
dt
f(t)
Λ(t)2
1
rp(t)
[
6M
rp(t)
(1− E˜2) + λ(λ+ 1)− 3M
2
rp(t)2
+ 4λ
M
rp(t)
]
± κ
{
f(tb)
Λ(tb)
[1∓ r˙∗p(tb)]−1 +
f(tt)
Λ(tt)
[1± r˙∗p(tt)]−1
}
(14)
where, l(l + 1)E˜κ = 16piµ
√
(2l + 1/(4pi), r˙∗p(t) = −
√
E˜2 − f(t)/E˜, f(t) = f(rp(t)),
Λ(t) = Λ(rp(t)), tb (tt) is the time when the particle enters (leaves) the cell. Further,
in the expression on the second line, the upper (lower) sign for the first term (function
of tb) is used when the particle enters the cell on the right (left) of r
∗
S. For the second
term (function of tt) the upper (lower) sign is used when the particle leaves the cell
on the right (left) of r∗S. The initial data at t = 0 is constructed from the Brill-
Lindquist [10] solution and is therefore conformally flat. It has been analysed in
detail in [3, 5, 11], and is given by,
H2 = K = 2µ
√
4pi/(2l + 1)
(1 +M/2r¯0)(1 +M/2r¯)
r¯l<
r¯l+1>
(15)
where r¯ = r(1+
√
f)2/4 is the isotropic radius, and r¯<(r¯>) is the smaller (greater) of r¯
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FIG. 2. Waveforms, ψ(v) extracted at H1 for l = 2 to l = 25. The lower the amplitude the
higher the value of l. The inset is zoomed in at the time when the particle meets the event
horizon.
and r¯0. Note that with this choice of initial data, when we evolve from the Σ0 surface,
we have not specified what the ψS points will be. We circumvent this problem by
doing a Taylor expansion, ψ(−∆, r∗) = ψ(∆, r∗) − 2∆∂tψ(t0, r∗) + O(∆3), since the
data is time symmetric we can take ψ(−∆, r∗) = ψ(∆, r∗). Since we will be interested
in the horizon deformations, we will extract ψ on the H1 surface. FIG. 2 shows the
waveforms, ψ(v), for l = 2 to l = 25 extracted on the surface H1 as a function of the
ingoing coordinate v with r0/2M = 30. This choice of r0 makes E˜ ≈ 1. Notice that
for large l we get a smaller amplitude. Hence, we introduce a cutoff, lcut, at lcut = 25.
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IV. HORIZONS DEFORMATION
A. Event Horizon
To find the deformation of the event horizon we use a method similar to the one
employed in [7], which calculates how each null generator of the horizon gets perturbed
from its usual Schwarzschild position. For another method which locates the whole
event horizon as a null surface, see [12]. Consider the null generators of the event
horizon of the static Schwarzschild spacetime in Kruskal-Szekeres coordinates,
d2Xµ
dV 2
= −Γˆµσγ
dXσ
dV
dXγ
dV
+ g
dXµ
dV
(16)
where X0 = V,X1 = U = 0, X3 = θ,X4 = φ, Γˆµσγ denotes the Christoffel symbols
in the Kruskal-Szekeres coordinates and we have kept the non-affine parameter g; for
the static case we have g = 0. In our case of interest there is a perturbation present
and so we add a perturbative term to each of the X i where i runs over U and θ.
We have then, X i → X i + δX i. Also, the Christoffel symbols will be perturbed,
Γˆµσγ → Γˆµσγ + δΓˆµσγ. Inserting this ansatz into (16) and appropriately evaluating on
the horizon we get for i = θ;
d2δθ
dV 2
= −δΓˆθV V (17)
for δU we may use the null condition for the generators,
dδU
dV
= eκ2δgV V (18)
Switching to ingoing coordinates and expressing the perturbed quantities in terms of
ψ, we can write (17) and (18) as,(
∂
∂v
− κ
)
∂δθl
∂v
= κ
(
∂
∂v
− κ
)
∂ψl
∂v
∂θY
l (19)
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(
∂
∂v
− κ
)
δrl = − 1
2κ
(
∂
∂v
− κ
)
∂ψl
∂v
Y l (20)
where l is the mode number for the spherical harmonics. The general solution is given
by,
δθl = κψl∂θY
l0 +
1
κ
θl0e
κv + θl1 (21)
δrl = − 1
4κ
∂vψ
lY l0 +Rl0e
kv (22)
where Rl0, θ0 and θ1 are constants.
To find the horizon deformation we need to evolve the equations ‘backwards in
time’. We start from the null generator of a static black hole at U = 0 and V → ∞
and integrate backwards to extract the deformation of the horizon. Hence, we impose
the requirement that δθ and δr vanish for v  vm where vm is time when the particle
and black hole meet. Since at late times the perturbation vanishes we choose Rl0 =
θ0 = θ1 = 0. For v = vm, note that there is a discontinuity in ψ (cf. FIG. 2). To get
a continuous deformation we choose:
Rl0 = −
1
4κ
∆ψl,ve
−kv|v−Y l (23)
θl0 = κ∆ψ
l
,v∂θY
le−kv|v− (24)
θl1 = (κ∆ψ
l −∆ψl,v)∂θY l (25)
where,
∆ψl = ψl|v+ − ψl|v− ∆ψl,v = ψl,v|v+ − ψl,v|v− (26)
where v+(−) are the limits from the right (left) of vm.
The effect of the monopole term, l = 0, is calculated in the following manner; since
the monopole term is isotropic, we use (18) for v > vm and arrive at,(
∂
∂v
− κ
)
δr0 = − µ
2M
(27)
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which has a general solution δr0 = 2µ+C0e
κv, where C0 is a constant. For v < vm the
right hand side of (27) will be zero and as such we have δr0 = C0e
κv. We fix C0 = 0
for v > vm and for continuity at vm we fix C0 = 2µe
κ(v−vm) for v < vm.
The contribution from the l = 1 mode to the deformation of the horizons can be
removed by performing an infinitesimal gauge transformation to go into the singular
gauge [13], as shown in Appendix A, where we see that although the perturbation is
singular, there is no contribution to the deformation of the event horizon.
In FIG. 3 we see how the horizon deforms prior to vm. The blue line is the event
horizon and black dot illustrates the location of the particle. The green dots are null
geodesics that are in the vicinity of the black hole. The mass of the large black hole
is, M = 1/2 and the mass of the particle is µ = 0.025. As the particle approaches
the black hole, pairs of geodesics on either side of the axis symmetry form caustics as
they cross over each other at θ = 0 and join the horizon. In FIG. 4 we see the event
horizon after the merger, the bump at θ = 0 smooths out, the black hole enters its
ringdown phase and settles back to an almost spherical shape.
B. Apparent Horizon
In this section we locate the apparent horizon2 and see how it is deformed by the
infalling particle. The method we use is a standard one [14, 15] modified for small
perturbations from the background geometry. We foliate the spacetime into spacelike
slices, Σ, with the normal vector,
n˜µ =
(
−
√
f +
1
2
√
f
ptt
)
δtµ (28)
2 Here we use apparent horizon in its colloquial sense as the outermost MOTS for the large black
hole.
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which is the Schwarzschild time with a normalization n˜µn˜µ = −1. Let S be a closed
two-dimensional surface in Σ and let s˜µ be the spacelike normal to S, hence, s˜µs˜µ =
1. For all points on S we have outward and inward pointing null geodesics whose
tangents, denoted k˜µ and l˜µ respectively, can be written as,
k˜µ =
1√
2
(n˜µ + sµ) and l˜µ =
1√
2
(n˜µ − sµ) (29)
Then the metric, m˜µν , on S can be written as, m˜µν = g˜µν + k˜µl˜ν + l˜µk˜ν . Further,
the expansion of the outgoing null rays is given by, Θ = m˜µν∇˜µk˜ν . The apparent
horizon is then defined to be a marginally outer trapped surface (MOTS) on which
the expansion of the outward null geodesics vanishes, Θ = 0.
We can define S as a level surface of some scalar function τ˜(xi) = 0, where the xi
are coordinates on Σ. In the axisymmetric case, using Schwarzschild coordinates, we
write,
τ˜(r, θ) = r − h˜(θ) (30)
and a normal and tangent to S are
m˜i = ∂iτ˜ = (1,−∂θh˜, 0) and u˜i = ∂θxi = (∂θh˜, 1, 0) (31)
Then the condition for vanishing expansion can be written as
∂2θ h˜ = −(X˜ + s˜2Y˜ )−
s˜√
γ˜(2)
(P˜ + s˜2Q˜) (32)
where,
X˜ := Γ˜ABCm˜Au˜
Bu˜C , Y˜ := γ˜φφΓ˜Aφφm˜A, (33)
P˜ := K˜ABu˜
Au˜B, Q˜ := γ˜φφK˜φφ, (34)
s˜2 := γ˜ABu˜
Au˜B, (35)
γ˜µν is the induced metric on Σ, the indices A,B run over (r, θ), and γ˜
(2) is the
determinant of γ˜AB. Since our approach is perturbative to linear order we will use
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the ansatz h˜(θ) = 2M + δh(θ) and keep terms linear in δ. Further evaluating ψ(v) on
H1, which allows us to switch to ingoing coordinates, (32) becomes,
(
∂2θ + cot θ∂θ
)
δh− 2δh = −2 [∂2vψl − (λ+ 2) ∂vψl]Y l. (36)
Notice that (∂2θ + cot θ∂θ) is the Laplacian on the unit sphere. To solve (36) we assume
that δh can be expanded in (m = 0) spherical harmonics,
δh(θ) =
∑
l
alY l0(θ), (37)
inserting this into (36) we find,
al = λ−1∂2vψ
l − ∂vψl. (38)
Inserting (38) into (37) we can construct the deformation of the apparent horizon.
This is shown as the magenta curve in FIG. 3. For early times, when the particle is
far from the black hole the apparent horizon coincides with r = 2M . However note
that as the particle gets closer, the zero expansion surface appears to move inwards,
ultimately becoming concave outwards as the particle crosses the event horizon.
Intuitively this behaviour can be understood in the following way. As the particle
approaches the black hole, it bends light rays towards it. In particular this increases
the outward expansion of congruences of null geodesics inside the r = 2M surface and
thereby increases their (initially negative) expansion. Thus the new Θ = 0 surface is
inside the old r = 2M surface. This recession does not violate the rule that apparent
horizons cannot decrease in area [16–19]: our approximation is only first order and
area change is a second order effect. To the order of accuracy of our approximation
the area can’t change.
That said, the apparent recession of the horizon as the particle approaches is robust
and not a consequence of the approximation. A similar effect can be seen in the
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analysis of the MOTSs in initial data for head-on collisions in a non-perturbative
setting [8]. In a full analysis we expect that the apparent recession would be balanced
by an overall increase in the area of the horizon and in [8] the total area does increase
during the approach.
Finally we note that v = 270.35 is probably as far as we can expect our linear
perturbation theory to return reasonable results for the apparent horizon. In our
simulation µ/M = 0.05 and so at v = 270.35 the apparent horizon of the small black
hole (that we are modelling as a particle) is approaching that of the large black hole.
Hence we are now in a region where the gravitational field that we have assumed to
be small is becoming large. Indeed just after this point, our horizon finding methods
fail and we suspect that this is a result of our approximations no longer holding.
Identifying the location of an apparent horizon is strongly dependent on local features
of the geometry. As such, once we lose control of those details in a region through
which the horizon should pass, we can no longer locate it.
By contrast the highly non-local event horizon calculations are more robust. Prob-
lems in one small region only affect a few geodesics and so the global evolution is not
seriously perturbed.
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FIG. 3. A visualization of the deformation of the coordinate shapes of the event and apparent
horizons when the mass of the incoming particle is µ = 0.025. Time advances from the top
left down the columns. The green dots are null geodesics that join the event horizon forming
caustics at θ = 0. The blue is the event horizon and the magenta is the apparent horizon.
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FIG. 4. After the merger the black hole returns to its spherical shape, although slightly
larger because of the contribution from the mass of the particle.
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V. DISCUSSION
In this paper we modelled an EMR merger by using perturbation techniques for
Schwarzschild black holes. Specifically, we used the stress tensor of a point particle to
model the gravitational field of a small black hole and used Zerilli’s formalism to solve
the linearized Einstein’s equations. We then studied the deformation of the event and
apparent horizons as the particle approaches the black hole (FIGS. 3 and 4).
Given the teleological nature of event horizons we used final post-merger boundary
conditions and integrated backwards in time to get the full horizon. To ensure a
smooth horizon evolution we fixed constants in (23) to (25), whereby we see that the
discontinuity in the initial data plays a major role in the deformation of the event
horizon. This discontinuity arises from doing a multipole expansion of the Brill-
Lindquist type initial data [11]. Such a dependence on initial data for perturbations
is lost when analysing solutions of (2) in the frequency domain. We also saw how
there is a “bubble” of null rays that emerges between the particle and the black hole
just before the merger, shown in green in FIG. 3. These are null rays that join the
event horizon at the top of the black hole by crossing each other and forming caustics.
This bubble of null rays and associated caustics are a standard feature of black hole
mergers and commonly seen in full non-linear treatments. See [20] for an example.
For locating the apparent horizon we used a standard approach [15] simplified to
the case of linear perturbations. Perhaps the most interesting observation was that
as the particle makes its final approach to the black hole, the region of the appar-
ent horizon facing the particle appears to recede away from it, ultimately becoming
concave outwards in the diagrams. This apparently non-intuitive behaviour can be
understood as resulting from null rays in the immediate vicinity of the unperturbed
apparent horizon being attracted towards particle. Hence relative to the unperturbed
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metric the apparent horizon moves inwards. At the same time we noted that the
recession doesn’t result in a decrease in the area of the horizon: in our first order
expansion the area is invariant.
It is interesting to compare the quite different evolutions of the event versus ap-
parent horizons. The event horizon is “attracted” towards the particle as one might
naively expect, while the apparent horizon initially recedes. Further during the final
approach the event horizon puckers to form a caustic cusp as new null generators
join the horizon while the apparent horizon remains smooth (at least as long as our
approximations continue to hold).
The appearance of caustics is not a consequence of our point source. For one
we have noted that our cut-off of higher l modes “smears out” the particle and so
despite our initial set-up we are not really dealing with a point source. However
more generally caustics are a result of geodesic focussing and this does not require a
point source. For example they are also seen in [6] where the smaller black hole has
a Schwarzschild geometry and is not a point source, as well as in the full non-linear
treatment of mergers with arbitrary initial parameters [20, 21].
The event horizon grows during the approach (thanks to its final boundary con-
ditions) while the apparent horizon does not (thanks to the linear approximations).
However this is realistic. During this physical process most of the mass change in
the large black hole comes directly from the infalling particle. The event horizon
grows “in anticipation” of the absorption however the apparent horizon should not
substantially change in size until the particle actually is absorbed.
Overall we have found that for an EMR merger many key features can be captured
by using standard perturbation methods. However some features escape us. Specif-
ically any features related to the event and apparent horizon of the smaller black
hole are lost, simply because we use a point particle approximation. Perhaps the
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matched asymptotic methods suggested in [6] could be used to focus on the event
horizon geometry of the smaller black hole. Further the appearance of a common
apparent horizon [22–25] that is usually seen in arbitrary mass ratio mergers is also
lost. This feature in principle could also be recovered by upgrading the particle to a
Schwarzschild geometry rather than a point stress tensor.
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Appendix A: l = 1 perturbation
The solution to the l = 1 perturbation is given by [2][7],
H100 =
[
f0(t) + (r
3/M)f¨0(t)
]
3(r − 2M)2 Θ(r − rp(t)) (A1)
H101 = −
rf˙0(t)
(r − 2M)2Θ(r − rp(t)) (A2)
H102 =
f0(t)
(r − 2M)2Θ(r − rp(t)) (A3)
where rp(t) is the trajectory of the particle, Θ is the Heaviside function and,
f0(t) = 8piµ(rp(t)− 2M)
√
3/4pi. (A4)
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Then we perform a gauge transformation generated by the vector field ξµ whose non-
zero covariant components are given by [2],
ξt = − r
f
σρ˙Θ(r − rp(t)) ξr = 1
f 2
ρσΘ(r − rp(t)) ξθ = r
f
ρ∂θσΘ(r − rp(t)) (A5)
where,
ρ(t) = −
√
4pi
3
1
8piM
f0(t) and σ(θ) =
√
4pi
3
Y 10(θ) (A6)
This brings the perturbation to,
δgtt = 4µ
r2
rp(t)3
(rp(t)− 2M)2
r − 2M δ(r − rp(t))σ (A7)
f 2δgrr = − µ
Mr
(r − 2M)(rp(t)− 2M)δ(r − rp(t))σ (A8)
fδgtr =
rµ
M
√
2M
rp(t)
(
1− 2M
rp(t)
)(
1 +
rp(t)− 2M
r − 2M
)
δ(r − rp(t))σ (A9)
We see from (17) and (18) that these are the relevant components in the deformation
of the event horizon; δgV V =
1
4κ2
1
V 2
(δgtt + 2fδgrt + f
2δgrr) and δΓˆ
θ
V V = − 12r2∂θδgV V .
Since we evaluate at the location of the event horizon, r = 2M , we see that these terms
vanish when the particle reaches the event horizon. Further, we compute the apparent
horizon before the particle touches the horizon and thus the apparent horizon is not
affected.
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Abstract
The domain of outer communication of five-dimensional asymptotically flat stationary
spacetimes may possess non-trivial 2-cycles (bubbles). Spacetimes containing such 2-cycles
can have non-zero energy, angular momenta, and charge even in the absence of horizons. A
mass variation formula has been established for spacetimes containing bubbles and possibly
a black hole horizon. This ‘first law of black hole and soliton mechanics’ contains new
intensive and extensive quantities associated to each 2-cycle. We consider examples of such
spacetimes for which we explicitly calculate these quantities and show how regularity is
essential for the formulae relating them to hold. We also derive new explicit expressions
for the angular momenta and charge for spacetimes containing solitons purely in terms of
fluxes supporting the bubbles.
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I. INTRODUCTION
A striking feature of Einstein-Maxwell theory in four dimensions is the absence of
globally stationary, asymptotically flat solutions with non-zero energy - that is, there
are ‘no solitons without horizons’ [1]. This property is closely linked to uniqueness
theorems for black holes, and indeed it fails to hold in Einstein-Yang Mills theory
for which ‘hairy’ black holes exist (see, e.g. [2]). In five and higher dimensions,
however, non-trivial topology in the spacetime can support the existence of such hori-
zonless solitons even in Einstein-Maxwell supergravity theories. For an asymptotically
flat solution, the topological censorship theorem [3] asserts that the domain of outer
communication of a spacetime must be simply connected. In four dimensions, that is
sufficient to ensure the absence of any cycles in the exterior. In five dimensions, simple
connectedness is a weaker constraint, and in particular does not exclude the possi-
bility of 2-cycles (‘bubbles’). Physically, these cycles are supported by magnetic flux
supplied by Maxwell fields and contribute to both the energy and angular momenta
of the spacetime.
In this note we will focus on five-dimensional asymptotically flat stationary space-
times with two commuting rotational Killing fields, possibly containing a single black
hole. In this case it has been shown that the topology of the domain of outer com-
munication is R× Σ, where1
Σ ∼=
(
R4#n(S2 × S2)#n′(±CP2)
)
\B, (1)
for some n, n′ ∈ N0 and B is the black hole region, where the horizon H = ∂B must
topologically be one of S3, S1 × S2 or L(p, q) [5–8]. The integers n, n′ determine the
2-cycle structure of Σ.
1 In fact, the statement regarding Σ is still true if only one rotational Killing field is assumed,
although then there are more possibilities for the horizon topology [7].
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In the absence of black holes, soliton spacetimes with 2-cycles supported by flux
are known to exist, with a large number of supersymmetric (see the review [9]) and
non-supersymmetric examples [10–12]. The largest known family of solutions to our
knowledge of these two types appeared in [13] and [14] respectively. These spacetimes
carry positive energy. The relationship between the mass of these spacetimes and
their fluxes is expressed in a Smarr-type formula, as observed for BPS solitons in
supergravity theories by Gibbons and Warner [15]. Subsequently, it was shown that
under stationary, U(1)2-invariant variations satisfying the linearized field equations,
variations of the mass and magnetic fluxes for general soliton spacetimes are governed
by a ‘first law’ formula [16] (see (11) below).
Furthermore, one can derive a generalised mass and mass variation formula for
R×U(1)2-invariant spacetimes containing a black hole with an arbitrary number of 2-
cycles in the exterior region. Similar to the soliton case it was found that on top of the
familiar terms for a black hole, extra terms due to the bubbles are present. However,
unlike the pure soliton case, these additional terms are most naturally expressed in
terms of variations of an intensive quantity (a potential), as opposed to an extensive
quantity (a flux). For Einstein-Maxwell theory, possibly with a Chern-Simons term,
the mass formula is [16],
M =
3κAH
16pi
+
3
2
ΩiJi + ΦHQ+
1
2
∑
[C]
Q[C]Φ[C] + 1
2
∑
[D]
Q[D]Φ[D] (2)
and the first law of black hole mechanics is,
δM =
κδAH
8pi
+ ΩiδJi + ΦHδQ+
∑
[C]
Q[C]δΦ[C] +
∑
[D]
Q[D]δΦ[D] . (3)
In the above [C] is a basis for the second homology of Σ, [D] are certain disc topol-
ogy surfaces which extend from the horizon, Φ are magnetic potentials and Q are
certain ‘electric’ fluxes defined on these surfaces which we will define precisely below.
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This shows that non-trivial spacetime topology plays an important role in black hole
thermodynamics, thus providing further motivation to study such objects beyond the
obvious implications for black hole non-uniqueness [17].
It should be noted that most explicitly known examples of soliton spacetimes are
supersymmetric, in which case the mass variation formula simply follows from the BPS
relation. The same is true for the supersymmetric solution describing a rotating black
hole with a soliton in the exterior region [17]. Indeed quite generally for BPS black
hole solutions one can show that the additional terms arising in (2) and (3) vanish
identically. This is analogous to the fact that for BPS black holes in these theories, the
surface gravity and angular velocities also vanish identically. For non-supersymmetric
solutions describing black holes with exterior bubbles, however, these terms would
generically contribute. Examples of such solutions are not explicitly known, although
there seems to be no obstruction to their existence, even in the vacuum.
The purpose of this paper is to apply the formalism developed in [16] to explicitly
compute the various potentials and fluxes appearing above for some known spacetimes
with non-trivial Σ. In so doing we will verify the first variation formula above. We will
also derive some new relations that show how the angular momenta and total electric
charge of a spacetime may arise solely from the presence of flux through the 2-cycles.
Finally, we will reexamine the singly-rotating dipole black ring [18]. The solution is
characterized by a local dipole ‘charge’ resulting from magnetic flux through the S2
of the ring horizon. The first law for black rings derived in [19] contains additional
terms due to the dipole charge and we show how this is recovered using the general
formalism of [16]. This will use in a crucial way the disc topology region that lies in
the domain of outer communication of the black ring.
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II. FIRST LAW FOR BLACK HOLES AND SOLITONS IN SUPERGRAV-
ITY
The mass and mass variation formulae for asymptotically flat, stationary space-
times invariant under two commuting rotational symmetries has been established for
a general five-dimensional theory of gravity coupled to an arbitrary set of Maxwell
fields and uncharged scalars. We will be concerned with specific soliton and black hole
solutions to five-dimensional minimal supergravity, whose bosonic action is (setting
Newton’s constant G5 = 1)
S =
1
16pi
∫
M
(
?R− 2F ∧ ?F − 8
3
√
3
F ∧ F ∧ A
)
(4)
Here F = dA and A is a locally defined gauge potential. The existence of a non-
trivial second homology H2 implies that F is closed but not exact. The theory can
be recovered from the general theory considered in [16] upon setting I = 1, gIJ = 2
and CIJK = 16/
√
3. We will follow this convention throughout when appealing to the
construction of potentials and fluxes used in [16]. The equations of motion are
Rab =
4
3
FacF
c
b +
1
3
GacdG
cd
b , d ? F +
2√
3
F ∧ F = 0 (5)
where G = ?F . The central observation of [15] was that the non-triviality of the
second homology H2 makes it more natural to work with G rather than the gauge
potential A which cannot be globally defined.
Let ξ be the stationary Killing field normalized so that |ξ|2 → −1 at spatial infinity
(in the case of a spacetime containing a black hole, ξ is instead identified with the
Killing field which is the null generator of the event horizon). Using the fact that F is
closed and invariant under this action, we have a globally defined potential Φξ defined
by
dΦξ ≡ iξF (6)
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and the requirement Φξ → 0 at spatial infinity. Note that, even though F is not exact,
iξF is. Using Cartan’s formula one can show that iξF is in fact closed, and since we
assume that the space is simply connected, all closed one-forms are exact. From the
Maxwell equation one may define a closed two-form
Θ = 2iξG− 8√
3
FΦξ (7)
If, in addition to being stationary, the spacetime is invariant under a U(1)2 isometry
generated by the Killing fields mi = (m1,m2) (normalized to have 2pi-periodic orbits),
we also have globally defined magnetic potentials
dΦi = imiF (8)
and we also fix the freedom by requiring these vanish at an asymptotically flat end.
Together (ξ,mi) generate an R×U(1)2 action acting as isometries on (M, g, F ). Using
these potentials one can finally deduce the existence of globally defined potentials Ui
dUi = imiΘ +
8√
3
dΦiΦ
H
ξ (9)
which are again fixed by requiring they vanish at the asymptotically flat end. Here
ΦHξ is the pullback of Φξ to the horizon if a black hole is present in the spacetime;
for a pure soliton spacetime this term is ignored. The potentials and fluxes defined
above can be thought of as functions on a 2d orbit space B ∼= Σ/U(1)2 [5]. The rank
of the matrix λij = mi · mj divides the space into two dimensional interior points,
one dimensional boundary segments (∂B) called rods and zero dimensional points
that lie on ‘corners’ where the segments intersect. A black hole is represented by a
compact rod IH ∼= H/U(1)2 where the timelike Killing field goes null. There are two
non-compact semi-infinite rods corresponding to the two asymptotic axes of rotation
extending out to spatial infinity. The rest of ∂B contains finite rods Ii where an
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integer linear combination vimi, v
i ∈ Z of the rotational Killing fields vanishes. This
orbit space data thus encodes the action of the isometry group and determines the
full spacetime topology up to diffeomorphism [5]. In particular finite rods represent
two-dimensional submanifolds which may have the topology of either S2, or a closed
disc D if the corresponding rod is adjacent to IH . We will discuss specific examples
of spacetimes containing such 2-cycles and discs below.
For purely soliton spacetimes (i.e. without black holes), the Smarr formula and
mass variation reduce to [16]
M =
1
2
∑
[C]
Ψ[C]q[C] (10)
δM =
∑
[C]
Ψ[C]δq[C]. (11)
where
q[C] =
1
4pi
∫
C
F and Ψ[C] = piviUi (12)
represent the magnetic flux and magnetic potential associated to each element of [C].
Note that in (11) the extensive variable q[C] appears naturally in the first law in
contrast to (3).
Before discussing specific examples, we would like to present new Smarr-type formulae
for the angular momenta and electric charge for purely soliton spacetimes as a sum
over fluxes through the 2-cycles. These are useful as they demonstrate how a spacetime
can possess such conserved charges in the absence of horizons.
Firstly, consider the angular momenta Ji associated to the rotational Killing field
mi defined by the Komar integrals
J [mi] =
1
16pi
∫
S3∞
?dmi . (13)
The Maxwell equation and Killing property of the mi imply the existence of two closed
144
(though not necessarily exact) two-forms Υi defined by
Υi ≡ 2imiG−
8√
3
FΦi . (14)
Cartan’s formula immediately implies the existence of global potential functions χij
satisfying dχij = imiΥj. Note that we can always choose the integration constant
so that χij = 0 on an interval on which mi vanishes for fixed j. Now using Stokes’
theorem
J [mi] =
1
8pi
∫
Σ
?Ric(mi) =
1
8pi
∫
Σ
(
−1
3
)
Υi ∧ F + 4
3
d ? (FΦi) (15)
The final term above may be shown to vanish by converting it to an integral over S3∞
where Φi vanishes. We can evaluate this integral over the orbit space B, giving
J [mi] =
pi
6
∫
B
ηjkdχji ∧ dΦk = pi
6
∫
B
d[ηjkχji ∧ dΦk] (16)
where ηij is the antisymmetric symbol with η12 = 1. The final term can be converted
to a boundary term on ∂B, and using the fact that the potentials vanish on the
semi-infinite rods I±, we are left with
J [mi] =
pi
6
∑
i
∫
Ii
ηjkχjidΦk (17)
This can be further simplified by using the fact that each rod is specified by a pair
of integers vi, so that vimi vanishes By definition v
idΦi = 0 on the rod, so that
Φ[C] ≡ viΦi is constant. By an SL(2,Z) change of basis let us define a new basis
(mˆ1, mˆ2) for the U(1)
2 generators such that mˆ1 = v
imi. The other Killing field mˆ2 is
non-vanishing on the rod except at the endpoints (these correspond to topologically
S2 submanifolds in the spacetime). Note that in the obvious notation, χˆ1i, Φˆ1 are
constants on the rod. Using SL(2,Z)-invariance, ηjkχjidΦk = ηjkχˆjidΦˆk. Putting the
above facts together we arrive at
J [mi] =
1
3
∑
[C]
χi[C]q[C] (18)
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where q[C] are the magnetic fluxes associated to a given cycle C and χi[C] ≡ −piχˆ1i =
−pivjχji is a constant associated to each cycle. It is natural to interpret the χi[C]
as magnetic angular momenta potentials as they encode how the magnetic flux q[C]
contribute to the total angular momenta of the spacetime.
Now let us turn to an expression for the total electric charge Q, defined by
Q ≡ 1
4pi
∫
S3∞
?F = − 1
2
√
3pi
∫
Σ
F ∧ F (19)
It may appear counterintuitive that magnetic fluxes contribute to the electric charge,
but it should be noted that the Maxwell equation in supergravity is self-sourced. We
now proceed to evaluate this over the boundary of the orbit space. Using the definition
of the magnetic potentials, we have
Q =
pi√
3
∫
B
ηijdΦi ∧ dΦj = pi√
3
∫
∂B
ηijΦidΦj . (20)
We can now express this as a sum over the 2-cycles using the argument used above
for the angular momenta. The result is
Q = − 4pi√
3
∑
[C]
Φ[C]q[C] (21)
where Φ[C] = viΦi are constant magnetic potentials associated to each 2-cycle with
corresponding rod vector vi.
III. EXAMPLES
A. Single soliton spacetime
Our first example is a charged, non-supersymmetric gravitational soliton with spa-
tial slices Σ ∼= R4#CP2 which was concisely analyzed in [15] (see also [11] for a
discussion of a generalization which is asymptotically AdS5). In the following we will
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use a different parametrization which is convenient for our purposes. The equations
of motion (5) admit the following local solution, invariant under an R×SU(2)×U(1)
isometry:
ds2 = −r
2W (r)
4b(r)2
dt2 +
dr2
W (r)
+
r2
4
(σ21 + σ
2
2) + b(r)
2(σ3 + f(r)dt)
2 (22)
F =
√
3q
2
d
[(
1
r2
)(
j
2
σ3 − dt
)]
(23)
where σi are left-invariant one-forms on SU(2):
σ1 = − sinψdθ + cosψ sin θdφ , σ2 = cosψdθ + sinψ sin θdφ , σ3 = dψ + cos θdφ(24)
which satisfy dσi =
1
2
ijkσj ∧ σk and ψ ∼ ψ+ 4pi, φ ∼ φ+ 2pi, θ ∈ [0, pi] is required for
asymptotic flatness. The functions appearing in the metric are given by
W (r) = 1− 2
r2
(p− q) + q
2 + 2pj2
r4
f(r) = − j
2b(r)2
(
2p− q
r2
− q
2
r4
)
(25)
b(r)2 =
r2
4
(
1− j
2q2
r6
+
2j2p
r4
)
(26)
where p, q, j ∈ R. We will take mi = (∂ψˆ, ∂φ), ψˆ = ψ/2, to be our basis for the
generators of the U(1)2 action with 2pi-periodic orbits.
The parameters (p, q, j) in the above local metric can be chosen to describe a
asymptotically flat, charged rotating black holes. However we may obtain a regular
soliton spacetime by requiring that the S1 parameterized by the coordinate ψ de-
generates smoothly at some r = r0 in the spacetime, leaving an S
2 bolt, or bubble.
We therefore require gψψ = b(r)
2 vanishes at r0. Regularity of the spacetime metric
imposes that W (r0) = 0. The existence of a simultaneous root fixes
p =
r40(r
2
0 − j2)
2j4
q = −r
4
0
j2
(27)
In order for ∂ψˆ to degenerate smoothly and avoid a conical singularity at r = r0
requires W ′(r0)(b2(r0))′ = 1, or equivalently
(1− x)(2 + x)2 = 1 (28)
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for x = x∗ = r20/j
2. This cubic has a unique positive solution at x ≈ 0.870385, and in
particular r20 < j
2.
With this inequality it is easy to check that W (r), b(r)2 > 0 for r > r0 and the
spacetime metric is globally regular. Further
gtt = − 4b(r)
2
r2W (r)
< 0 (29)
so the spacetime is stably causal, and in particular the t =constant hpersurfaces are
Cauchy surfaces. It can be verified that gtt < 0 everywhere, so ∂/∂t is globally timelike
and in particular there are no ergoregions. However, if one uplifts the soliton to six
dimensions, we expect it will suffer from the instability discussed in [20].
We thus obtain a 1-parameter family of R×SU(2)×U(1)-invariant soliton space-
time.
The S2 at r = r0 has a round metric
ds22 =
r20
4
(dθ2 + sin2 θdφ2) (30)
and carries a magnetic flux
q[C] =
1
4pi
∫
S2
F =
√
3r20
4j
(31)
It is straightforward to read off
Φξ =
√
3q
2r2
, Φψˆ = −
√
3qj
2r2
, Φφ = −
√
3qj cos θ
4r2
. (32)
A long but straightforward calculation yields, using (7) and (9):
dUψˆ =
[
2
√
3jq
r3
− 4
√
3jq2
r5
]
dr (33)
dUφ =
[
−2
√
3jq2 cos θ
r5
+
√
3jq cos θ
r3
]
dr +
[
−
√
3jq2 sin θ
2r4
+
√
3jq sin θ
2r2
]
dθ (34)
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which leads to
Uψˆ =
√
3jq
r2
( q
r2
− 1
)
, Uφ =
√
3jq cos θ
2r2
( q
r2
− 1
)
(35)
where the integration constants have been fixed so that the potentials vanish as r →
∞.
On the S2 ‘bolt’ at r = r0, the Killing field ∂ψˆ = 2∂ψ degenerates smoothly. The
interval structure of the orbit space is given below in the basis of rotational Killing
fields orthogonal at infinity (∂φ1 , ∂φ2) where ∂φ1 = ∂ψ − ∂φ and ∂φ2 = ∂φ + ∂ψ. In
this basis the two semi-infinite rods can be manifestly seen as axes of rotation with
vanishing ∂φ1 or ∂φ2 .
FIG. 1: Rod structure for single soliton spacetime in (φ1, φ2) basis.
We now turn to the computation of the potentials associated to the soliton. Firstly,
Ψ[C] = piUψˆ(r0) =
√
3pir20(j
2 + r20)
j3
(36)
We then find
Ψ[C]q[C]
2
=
3pi
8
(
r0
j
)4
(j2 + r20) (37)
which is indeed the ADM mass of the spacetime, which can easily be read off from
the expansion
gtt = −1 + 8M
3pir2
+O(r−4) (38)
Finally the first law of soliton mechanics asserts that
dM = Ψ[C]dq[C] (39)
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In our explicit example,
dM −Ψ[C]dq[C] = 3pir
5
0
4j5
(jdr0 − r0dj) (40)
and the right hand side vanishes as a consequence of the regularity condition r20/j
2 =
x∗. We emphasize that the Smarr-type relation for the mass does not require regularity
of the spacetime to hold, whereas the first law is in fact a finer probe of regularity.
Finally one can explicitly check that the electric charge is indeed given by
Q = − 4pi√
3
Φ[C]q[C] = −
√
3pir40
2j2
. (41)
To compute the magnetic angular momentum potentials χij, it is convenient to
work in the U(1)2 basis (∂ψ, ∂φ) and then convert to the basis (∂φ1 , ∂φ2) which is
orthogonal at the asymptotically flat end, in order to fix integration constants. A
long but straightforward calculation yields
χψψ = −
√
3q2j2
4r4
+
√
3q
4
, χφψ =
√
3q cos θ
4
(
1− qj
2
r4
)
(42)
χφφ = −
√
3q2j2 cos2 θ
4r4
−
√
3q
4
, χψφ = −
√
3q cos θ
4
(
1 +
qj2
r4
)
Since the 2-cycle is specified by the vanishing of ∂ψˆ, using the formula (18) we find
Jψ =
pir60
4j3
, Jφ = 0 (43)
where in the second equality we observe that χψφ = 0 on C using (27) . It is easy
to check that these expressions agree with the standard ADM angular momenta com-
puted from the asymptotic fall-off of the metric. As expected, the SU(2) × U(1)-
invariant solution has equal angular momenta in orthogonal 2-planes, J1 = J2 = Jψ.
Note that Jψ 6= 0 for the soliton; indeed, we have the constraint
Jψ = −2Qq[C]
3
=
16piq[C]3
3
√
3
. (44)
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B. Double soliton spacetime
Our second example is a supersymmetric, asymptotically flat spacetime containing
two non-homologous two-cycles. The spatial slices Σ ∼= R4#(S2 × S2) where the
connected sum with R4 corresponds to removing a point. The solution is originally
given in the more general U(1)3 five-dimensional supergravity [21]. We will quickly
review this double soliton solution to the minimal supergravity theory (4) as this
particular case does not seem to be reproduced explicitly in the literature. Note that
it belongs to the general family of solutions with Gibbons-Hawking base space first
analyzed in detail in [22].
The spacetime metric takes the canonical form of a timelike fibration over a hy-
perKa¨hler ‘base space’
ds2 = −f 2(dt+ ω)2 + f−1ds2B , (45)
where V = ∂/∂t is the supersymmetric, timelike Killing vector field and ds2M is a
hyperKa¨hler base [22]. The solution has a Gibbons-Hawking hyperKa¨hler base
ds2M = H
−1(dψ + χ)2 +H(dr2 + r2(dθ2 + sin2 θdφ2)) , (46)
where (r, θ, φ) are spherical coordinates on R3, the function H is harmonic on R3 and
χ is a 1-form on R3 satisfying ?3dχ = dH.
The analysis of [22] shows a general technique for constructing solutions of the
above form. Defining the following harmonic functions on R3 [21]
H =
1
r
− 1
r1
+
1
r2
, K =
k0
r
+
k1
r1
+
k2
r2
, (47)
L = 1 +
`0
r
+
`1
r1
+
`2
r2
, M = m+
m1
r1
+
m2
r2
, (48)
with
r1 =
√
r2 + a21 − 2ra1 cos θ, r2 =
√
r2 + a22 − 2ra2 cos θ (49)
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where we assume 0 < a1 < a2, we arrive at a solution provided
f−1 = H−1K2 + L , ω = ωψ(dψ + χ) + ωˆ , (50)
where
ωψ = H
−2K3 +
3
2
H−1KL+M , (51)
?3dωˆ = HdM −MdH + 3
2
(KdL− LdK) . (52)
The Maxwell field is then
F =
√
3
2
d
[
f(dt+ ω)−KH−1(dψ + χidxi)− ξidxi
]
, (53)
where the 1-form ξ satisfies ?3dξ = −dK. For the above choice of harmonic functions
one finds
χ =
[
cos θ − r cos θ − a1
r1
+
r cos θ − a2
r2
]
dφ , (54)
and
ξ = −
[
k0 cos θ +
k1(r cos θ − a1)
r1
+
k2(r cos θ − a2)
r2
]
dφ , (55)
where we have absorbed the integration constant in χ by suitably shifting ψ. One
may also integrate explicitly for ωˆ = ωˆφdφ.
For a suitable choice of constants this solution is asymptotically flat provided ∆ψ =
4pi, ∆φ = 2pi and 0 ≤ θ ≤ pi. In particular setting r = ρ2/4 and sending ρ→∞ one
finds
ds2M ∼ dρ2 +
ρ2
4
[
(dψ + cos θdφ)2)2dθ2 + sin2 θdφ2
]
(56)
with O(ρ−2) corrections in the associated Cartesian chart. Finally, choosing
m = −3
2
(k0 + k1 + k2) (57)
and suitably fixing the integration constant in ωˆφ, we find f = 1 + O(ρ−2), ωψ =
O(ρ−2) and ωˆφ = O(ρ−2) . Thus the spacetime is asymptotically Minkowski R1,4.
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The free parameters characterizing these local ‘three-centre’ solutions may be cho-
sen so that globally, the spacetime describes a two-soliton spacetime (see, e.g. [15]).
It is clear that the spacetime metric is regular apart from possible singularities at
the ‘centres’ which lie at the points x0 = (0, 0, 0), x1 = (0, 0, a1), and x2 = (0, 0, a2)
in the usual Cartesian coordinates on the ambient R3 on the base space. To ensure
that the spacetime metric degenerates smoothly at these points, it is sufficient to first
require that the base space be smooth. It can be shown that this is in fact the case
without any further restriction of parameters (the base space metric approaches, up
to a overall sign, the Euclidean metric near the origin of R4). Note that on the base
space, ∂ψ degenerates smoothly at the centres.
Next to ensure that the spacetime metric is well behaved and has the correct signa-
ture, we must have f 6= 0 (f = 0 would correspond to an event horizon). Equivalently
we must ensure f−1 does not diverge, which fixes
`2 = −k22 , `1 = k21 , `0 = −k20 . (58)
Further, since ∂ψ degenerates on the base, near the centres we have
|∂ψ|2 = −f 2ω2ψ ≤ 0 (59)
which immediately implies that ωψ must vanish at these points. It turns out generi-
cally ωψ actually has simple poles at these points. Removing these requires
m1 =
k31
2
, m2 =
k32
2
, k0 = 0 . (60)
Actually imposing that ωψ = 0 leads to the so called ‘bubble equations’
a2k
3
1 + a1k
3
2 − 3a1a2(k1 + k2) = 0 (61)
a1(k1 + k2)
3 + (a2 − a1)(k31 − 3a1(2k1 + k2)) = 0 (62)
a2(k1 + k2)
3 − (a2 − a1)(k32 + 3a2k1) = 0 (63)
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which correspond to the enforcing regularity at r = 0, r = a1, and r = a2 respec-
tively. This leaves a one-parameter family of 2-soliton spacetimes parameterized by
(a1, a2, k1, k2) subject to the three regularity constraints. An analysis of the geometry
shows that the spacetime is stably causal (gtt ≤ 0) [15].
Let us now consider the boundary structure of the orbit space B = Σ/U(1)2,
which determines the topology of the spacetime. There is a semi-infinite rod I+
corresponding to one of axes of symmetry in the asymptotically flat region. The
appropriately normalized Killing field which vanishes on this rod is v+ = ∂ψ − ∂φ.
In terms of the spherical coordinates on the ambient R3 associated to the Gibbons-
Hawking space, I+ = {r > a2, θ = 0}. Next, there is a finite rod IC2 = {a1 < r <
a2, θ = 0} with associated vanishing Killing field v2 = −(∂φ + ∂ψ). Note that the
Killing field ∂ψ is non vanishing on C2 and degenerates smoothly at the endpoints
r = a1, a2 implying that C2 is a topologically S
2-submanifold in the spacetime. The
second ‘bubble’ corresponds to the interval IC1 = {0 < r < a1, θ = 0} with associated
Killing field v1 = −∂φ+∂ψ. The Killing field ∂ψ is again non-vanishing on this interval
and degenerates smoothly at the endpoints r = 0, r = a1. Finally, there is a second
semi-infinite rod I− = {r > 0, θ = pi} with associated Killing field v− = ∂φ + ∂ψ.
The rod structure is most naturally expressed in terms of the basis of Killing fields
m1 = v+,m2 = v− which have 2pi periodic orbits:
v+ = (1, 0) , v2 = (0,−1) , v1 = (1, 0) , v− = (0, 1) (64)
from which it is easy to check that the compatibility condition | det(vTi vTi+1)| = 1 is
satisfied for adjacent rods.
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FIG. 2: Rod structure for double soliton spacetime in (φ1, φ2) basis. Here, ∂φ1 =
∂ψ − ∂φ and ∂φ2 = ∂φ + ∂ψ.
We now turn to a computation of the various intensive and extensive quantities ap-
pearing in the first law. The magnetic fluxes through the bubbles C1, C2 are found to
be
q[C2] =
1
4pi
∫
S22
F = −
√
3
2
(k1 + k2) , q[C1] =
1
4pi
∫
S21
F =
√
3
2
k1 (65)
The computation of the ‘electric’ potentials Ui requires some more work. For a general
supersymmetric solution in the timelike class, one can derive the relation
iξ ? F =
√
3
2
f 2 ?4 dω − fG
+
√
3
(66)
where ?4 is the Hodge dual taken with respect to the base space and G
+ = f
2
(dω +
?4dω) is a self-dual 2 form. Using this, and the general form of the Maxwell field leads
to the simple expression
Θ =
√
3d(f 2(dt+ ω))− 4F (67)
from which it is manifest that Θ is closed, though not exact, as expected. We then
have
Uψ = −
√
3f 2ωψ + 4Aψ + 2
√
3(k1 + k2) (68)
Uφ = −
√
3f 2ωφ + 4Aφ (69)
where Aψ, Aφ are the components of the gauge field and integration constants have
been chosen so that Ui vanish at spatial infinity. As discussed above, v
i
C2
Ui and v
i
C1
Ui
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must be constant on the two-cycles C2 and C1 respectively. In order to demonstrate
this, one must make use of the regularity constraints (61). We find
Ψ[C2] = piUC2 ≡ −pi(Uψ + Uφ)|IC2 = −4
√
3k1 (70)
Ψ[C1] = piUC1 ≡ pi(Uψ − Uφ)|IC1 = 4pi
√
3(k1 + k2) (71)
Using this we can indeed verify that
1
2
∑
C
Ψ[C]q[C] = 6pik1(k1 + k2) = M (72)
The first law
δM = Ψ[C1]δq[C1] + Ψ[C2]δq[C2] (73)
can then be verified explicitly (we emphasize this is independent from (72)). Note
that it is straightforward to check that the magnetic potentials are
Φ[C1] = −
√
3(k1 + k2) = − 1
4pi
Ψ[C1] , Φ[C2] =
√
3k1 = − 1
4pi
Ψ[C2] (74)
and inserting these into (41) for the total electric charge expressed as sum over the
basis of 2-cycles, one recovers the usual BPS relation M =
√
3Q/2. The variational
formula (73) is surprising as it represents a genuine ‘first law’ for BPS geometries,
whereas for BPS black holes, the first law trivially follows from the BPS condition
(i.e. δM =
√
3δQ/2).
The calculation of angular momenta from the general formula (18) is less straight-
forward. The difficulty arises from the complexity of the solution, and although it is
possible to show that dχij = 0, obtaining the integrated potentials in closed form has
proved difficult. However, it should be noted that the asymptotic conditions vi+χij = 0
on I+ and v
i
−χij on I−, as well as the evaluation of χi[C] on each cycle, only require
knowledge of χij on the ‘axes’ θ = 0, pi. Hence we need only integrate for χij(r, 0) and
χij(r, pi) on each segment on the axis (i.e. I±, ICi). Since the χij must be continuous
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functions of r along the axes across the rod points at r = a2, r = a1, and r = 0,
the integration constants arising from integrating separately over each segment are
determined completely by the asymptotic conditions. Carrying this out carefully one
finds
χφ[C2] = 2
√
3k1(k1 + 2k2) , χφ[C1] = −2
√
3(k22 − k21) (75)
and
χψ[C2] = −2
√
3k1(3k1 + 2k2) , χψ[C1] = 2
√
3(3k21 + 4k1k2 + k
2
2) (76)
where we have used the regularity constraints (61) to significantly simplify these
expressions. Using the expressions for the fluxes (65) we obtain the angular momenta
Jψ = 3pik1(k1 + k2)(2k1 + k2) , Jφ = −3pik1k2(k1 + k2) , (77)
which do in fact agree with the standard ADM angular momenta provided that (61)
is used to simplify the latter.
Using the above expressions for the charges (Jψ, Jφ, Q) and fluxes q[Ci], we can
derive
Jψ = =
Q
2
(q[C1]− q[C2]) = 8pi√
3
q[C1]q[C2] (q[C2]− q[C1]) , (78)
Jφ =
Q
2
(q[C2] + q[C1]) = − 8pi√
3
q[C1]q[C2] (q[C2] + q[C1]) . (79)
The angular momenta about the ψ− and φ− directions thus is a measure of the
difference and sum of the magnetic fluxes out of the two bubbles.
C. Dipole black ring
As a last example, we consider asymptotically flat dipole black rings[18] where the
horizon topology is S1×S2 and Σ ∼= R4#(S2×D2) [23, 24] .The rings are a solution to
five dimensional Einstein-Maxwell theory (and also the minimal supergravity theory
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because the Chern-Simons term is of no consequence to the solutions). For convenience
to match with the conventions used in [18], in this section we take gIJ = 1/2 in the
general formalism of [16]. The metric is given by
ds2 =− F (y)
F (x)
(
H(x)
H(y)
)(
dt+ C(ν, λ)R
1 + y
F (y)
dψ
)2
(80)
+
R2
(x− y)2 F (x)
(
H(x)H(y)2
) [− G(y)
F (y)H(y)3
dψ2 − dy
2
G(y)
+
dx2
G(x)
+
G(x)
F (x)H(x)3
dϕ2
]
with the gauge potential,
Aϕ =
√
3C(ν,−µ)R1 + x
H(x)
(81)
The functions in the metric are defined as follows,
F (ξ) = 1 + λξ, G(ξ) = (1− ξ2)(1 + νξ), H(ξ) = 1− µξ (82)
with 0 < ν ≤ λ < 1 , 0 ≤ µ < 1 and C(α, β) =
√
β(β − α)1 + β
1− β ,
where α and β are any two of the parameters µ, ν and λ.
The following relations remove conical singularities at y = −1, x = −1 and x = +1.
∆ψ = ∆ϕ = 2pi
(1 + µ)3/2
√
1− λ
1− ν ,
1− λ
1 + λ
(
1 + µ
1− µ
)3
=
(
1− ν
1 + ν
)2
(83)
Thermodynamic quantities for (80) were calculated in [18]. Here, we specifically focus
on rederiving the the extra terms that contribute to the mass using the results in [16].
These extra terms arise from disc topology surfaces denoted by D that meet the
horizon. The fluxes and potentials evaluated on these surfaces can be done so on any
other surface that is homologous to D with the same boundary as D. Studying the
rod structure of the solution reveals a disc topology surface at x = 1.
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FIG. 3: Rod structure for dipole ring
The disc D is parametrized by (y, ψ) at constant t, φ and x = 1. The flux Q[D] is
given by
Q[D] =
∫
[D]
Θ = −
√
3pi(µ+ 1)R
√
µ(1− λ)(1− µ)
4
√
(µ+ ν)
(84)
(For usual Einstein-Maxwell theory gIJ =
1
2
and CIJK = 0). ∂ϕ vanishes at x = 1.
(v1, v2) = (0, 1) in the (∂ˆψ, ∂ˆϕ) basis, where the Killing fields are normalized to have
2pi periodic orbits.
Φ[D] = viΦi = −2
√
3(1 + µ)R
√
µ(1− λ)(µ+ ν)√
(1− µ)(1− ν) (85)
It is easily checked that the potential Φ[D] = −2D and flux Q[D] = −1
2
Φˆ where
D is the local dipole charge and Φˆ is the magnetic potential introduced2 in [18].
Therefore, we see that the Smarr relation and first law given in [18]
M =
3
16pi
κAH +
3
2
ΩHJ +
1
2
DΦˆ , δM = κδAH
8pi
+ ΩHδJ + ΦˆδD (86)
match precisely with the derived expressions in (2) and (3). An important point to
emphasize is that, although the local dipole charge D arises as a flux integral of F
over the S2 of the black ring [18], in our formalism it arises as the constant value of
Φ evaluated on the equipotential disc surface D which ends on the horizon. Hence,
although it seems counterintuitive that variations of an ‘intensive’ variable such as
Φ[D] appear in the general first law, we see that at least in the present case, it is more
2 The quantities D and Φˆ are referred to as Q and Φ respectively in the notation of [18]. We are
using different symbols to avoid confusion with the notation of [16].
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naturally interpreted as an extensive variable (the dipole charge). Indeed if one looks
at the fall-off of the gauge field A at the asymptotically flat region [26], this quantity
can be interpreted as producing a dipole contribution. The fact that Φ[D] captures,
in an invariant way, the dipole charge has also been observed in the context of black
lenses [27–29]. In the case of black lenses, there is in fact no natural 2-cycle in the
spacetime on which to define a dipole charge as there is for a ring [28].
IV. DISCUSSION
We have explicitly computed the additional terms in the Smarr relation and first
law arising from non-trivial spacetime topology in three different geometries, two
describing solitons and another describing a black ring. For purely soliton spacetimes,
we have complemented the results in [16] with a Smarr type formula for J and Q.
These expressions also demonstrate the presence of conserved charges in the absence
of a horizon. We have seen that spacetime regularity is crucial for the first law to be
satisfied for all examples.
A conjectured relation [30] between dynamical and thermodynamic instability has
been established by Hollands and Wald [31]. They have shown that the black p-brane
spacetime M × Tp associated to a thermodynamically unstable black hole M is itself
dynamically unstable. This result of course applies to spacetimes with horizons only,
and do not pertain to the soliton spacetimes considered here. Very recently, the linear
stability of supersymmetric soliton geometries has been investigated [32] (see also
[33] for a rigorous analysis of the scalar wave equation). In particular the authors of
[32] have produced evidence that these solutions suffer from a non-linear instability
associated with the slow decay of linear waves. It would be interesting if a connection
could be found between these studies of dynamical instability and an analogue of
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thermodynamic instability using the laws of soliton mechanics discussed in this work.
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Chapter 7
Conclusion
In this thesis we have investigated the effect of small disturbances in spacetime to
explore various interesting avenues of black hole physics. We explored applications
of black hole perturbation theory to the exciting astrophysical problem of black hole
mergers, specifically, extreme mass ratio mergers. In the setting of asymptotically
AdS black holes and the fluid/gravity duality, we made precise the connection between
standard black hole perturbation theory, pioneered by Regge,Wheeler & Zerilli, and
the conservation equations of near equilibrium dissipative fluids. We were able to
take this connection further to explore the possible extension of the fluid/gravity
duality to include non-Newtonian fluids. Finally, we investigated the first law of
soliton mechanics on five-dimensional spacetimes that contain solitons or “bubbles of
nothing”, here we are looking at linearized variations about the solutions too. In this
final chapter we will provide a summary of each of the research papers and consider
possible future directions.
In Section 1.1.8, we discussed the fluid/gravity duality and saw how the metric
for a three dimensional brane can be written in a boosted form which makes the
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velocity of the boundary fluid manifest. Then the EFEs are solved in an order-by-
order expansion in terms of the gradients of the fluid velocity and it is shown that the
constraint equations of the EFEs are the same as the conservation equations of the
fluid on the boundary. In Chapter 3 our main goal was to understand precisely how,
in the context of the fluid/gravity duality, standard perturbation theory of spherically
symmetric black holes is connected with the near-equilibrium fluid dynamics found on
a constant-r surface. We reviewed how perturbation theory of spherically symmetric
black holes exploits symmetry and makes extensive use of spherical harmonics by
expanding the metric perturbation in scalar, vector and tensor harmonics. This bears
fruit in the form of a very simple and attractive wave equation, called the master
equation with the scalar satisfying this equation called the master function. We
accomplished the following: 1) it was shown that the master equation for both the
even and odd perturbations was equivalent to conservation equations of the fluid on
all constant-r surfaces, 2) we provided expressions for fluid parameters such as energy,
velocity, viscosity, etc. in terms of the master function, this allows one to compute
these quantities for the fluid on any constant-r surface in the time domain, 3) all
expressions concerning the fluid were provided with general boundary conditions.
This paper set the stage for more general computations in the fluid/gravity duality
specifically in time domain, such as a direct numerical evolution of the master function.
A direct application of the work described in the preceding paragraph was seen in
Chapter 4. The master function for the odd perturbations was numerically computed,
by using a discretization of the domain which allowed us to time evolve a Gaussian
pulse as initial data. Then we extracted the data at a large constant-r Dirichlet
surface and computed the viscosity and the shear. It was shown that the viscosity
changed with shear, approaching a constant at late times. It was argued that this
behaviour is analogous to real world non-Newtonian fluids which have shear dependent
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viscosity. This suggests a slight generalization of the fluid/gravity duality to include
non-Newtonian fluids. This is still a work in progress but future directions are clear: to
compute the even perturbations also and verify that similar non-Newtonian behaviour
is found. Another future research endeavour would be to consider non- Newtonian
fluid behaviour in spacetimes where the bulk is a brane rather than a black hole, this
would be an interesting extension of the formalism of [6].
In Chapter 5 we used perturbation theory to tackle a problem relating to extreme
mass ratio black hole mergers. Black hole mergers are currently a very active area
of research, both theoretically and observationally. This area of research is primarily
fuelled by the recent discovery of gravitational waves [1]. The scenario we considered
was of a head-on collision of two black holes where the mass, µ of one the black hole is
much smaller than the mass, M , of the other larger black hole, i.e, µ/M → 0. Given
this extreme mass ratio we were able to model the whole problem using perturbation
theory. We assumed that the small black hole was a point particle and this led
to the master equation having an extra source term that depended on the particle
stress tensor. We then integrated this master equation numerically. Specifically,
the problem that we were interested in was how the event and apparent horizon
of the large black hole deforms. To quantify the deformation of the event horizon
we calculated how the null generators of the large black hole’s event horizon were
perturbed by the gravitational field of the particle. It was found that a prominent role
is played by caustics which form at the point of the merger, as a result of nearby null
geodesics crossing each other and joining the event horizon surface. For the apparent
horizon we found an interesting and surprising result; we found that in the early
stages of the merger when the particle is far from the large black hole the apparent
horizon and event horizon coincide. As the particle gets closer the event horizon
moves outward and grows, but the apparent horizon moves in the opposite direction.
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This behaviour is simply explained by the attraction caused by the gravitational field
of the particle on outward directed null geodesics that initially coincided with the
even horizon. This attraction makes their expansion positive. Similarly the geodesics
that were in the interior with slightly negative expansion now have zero expansion
due to the gravitational field of the particle, hence the zero expansion surface, which
is the apparent horizon, move inwards. A weakness of our approach is that any
features related to the deformation of the small black hole are not present since it is
assumed to be a particle. A natural future direction of research is to match the two
complementary regimes of analysis, i.e, ours and that of [17]. This can be done by
using techniques of matched asymptotic expansion.
Finally in Chapter 6 we applied the first law of soliton mechanics, that was de-
rived in [38], to three five dimensional asymptotically flat solutions. The first law
of soliton mechanics is a generalization of the first law of black hole mechanics to
include spacetimes in higher dimensions with a non trivial topology in the domain
of outer communication. Specifically, we considered spacetimes that have non-trivial
two-cycles known as solitons or “bubbles of nothing”. The main aim of our work was
to explicitly verify the law for these examples and to see what role regularity plays.
These bubbles are usually believed to be held up by charge to prevent them from col-
lapsing, a research direction is to better understand the nature of the potentials that
arise in the first law. Another direction is to extend the law to asymptotically AdS
spacetimes, since these are five dimensional spacetimes their duals, via the AdS/CFT
duality, are four dimensional conformal field theories, which are relevant in the real
world. This would require a way to deduct divergent volume terms that appear in the
Smarr relation and first law.
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