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Introduction
The cost of debt issue has been the subject of considerable attention in the literature, particularly the cost of debt in U.S. markets, where corporations have issued a total of $4.6 trillion in corporate bonds, compared to $1.5 trillion in equity over the 1997 to 2008 period alone (Bessembinder and Maxwell, 2008) . Among scholars, there is consensus that the cost of debt is primarily related to firm-level characteristics such as firm size, leverage, the volatility of assets, and corporate disclosure (Sengupta, 1998; Yu, 2005) , corporate governance (Anderson et al., 2003; Mansi et al., 2004; Pittman and Fortin, 2004; Ashbaugh-Skaife et al., 2006) , and earnings quality (Francis et al., 2005 (Francis et al., , 2008 . Recent evidence further shows that earnings news channels information to credit markets (Callen et al., 2009; Easton et al., 2009; DeFond and Zhang, 2013) , and that analyst forecast properties affect the cost of debt and credit ratings (Güntay and Hackbarth, 2010; Mansi et al., 2011 ). Yet, little is known about the determinants of corporate debt pricing outside the U.S.
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Extending this line of research, in this paper we offer the first evidence on the subject by looking at the role of analysts in international debt markets.
As Lang et al. (2004, p. 592) suggest, by providing "potentially important scrutiny over management's actions," financial analysts play a dual role that essentially consists of (1) reducing agency problems arising from opportunistic managers' behavior, and (2) reducing information asymmetry problems between managers and outside investors through information gathering and reporting activities. In this paper, we examine the link between analyst forecast properties (i.e., forecast dispersion, forecast accuracy, forecast revision, and their principal component score) and both credit ratings and credit spreads in a large sample of bond issues from a diversified sample of 3 35 countries. Specifically, we ask the question: Do analysts affect credit ratings and credit spreads of international firms? In other words, does the added scrutiny of financial analysts play an informational role around the world once we account for other country-specific external monitoring mechanisms?
Following arguments in Lang and Lundhom (1996) , who show that firms with more informative disclosure policies have larger analyst following, more accurate analyst earnings forecasts, less dispersion among individual analyst forecasts, and less volatility in forecast revisions, we assess analyst activity using the above-mentioned forecast properties. By examining the link between these properties and both credit ratings and credit spreads, we extend recent evidence from the U.S. in Mansi et al. (2011) , who show that analyst activity reduces bond yield spreads and conclude that "the information contained in analyst forecasts is valued outside the equity market and provide [s] an additional channel in which better information is associated with a lower cost of capital" (p. 116). According to the authors, their results are consistent with analyst activity improving the information environment of the firm.
Extending the evidence in Mansi et al. (2011) from the U.S. to an international context is important for at least two reasons. First, outside the U.S., institutional differences in legal and financial systems could condition the availability of information and hence the role that financial analysts play as financial intermediaries and information providers. Prior evidence shows that the extent of information asymmetry, which is at the root of the wedge between the internal and external costs of funding, depends on the institutional context (e.g., Love, 2003; Khurana et al., 2006; Islam and Mozumdar, 2007) . Compared to other countries, the U.S. has a well-developed "frictionless" financial market with strong investor protection and contract enforcement, and with relatively better access to outside financing (Francis et al., 2005) . Consequently, the results documented for the U.S.
may not generalize to other countries with different legal and institutional environments. A sample with a wide variety of institutions and legal environments provides a natural laboratory in which to explore whether analysts play as significant a role in debt markets around the world as in the U.S.
Second, in this paper, the institutional environment involves country-specific legal institutions. A well-functioning legal system is considered the most effective mechanism in limiting 4 insiders' incentives and ability to expropriate shareholders (Shleifer and Vishny, 1997) , and in reducing their informational advantage (Brockman and Chung, 2003) . Two separate strands of literature in accounting and finance link the legal system (and investor protection) to analysts' behavior and the corporate cost of debt financing. One line of research shows that analyst forecast characteristics vary across countries. As Chang et al. (2001) observe, there is substantial variation in the extent and accuracy of analysts' forecasts in their sample of 47 countries. The authors find that a large percentage of this variation is explained by country-specific institutions. Related studies also
show that disclosure quality and transparency, seen as a primary determinant of analyst forecast accuracy, are a function of the institutional infrastructure of the country (Bushman et al., 2004; Lang et al., 2004 ). Earnings quality is also found to be lower in environments where investor protection is weak. Compelling evidence on the price informativeness of earnings is reported in Morck et al. (2000) , who find that firm-specific information is less important in countries with weak property rights. This evidence is supported by Chan and Hameed (2006) , who document that the information that financial analysts in emerging markets collect has more country-specific than firm-specific content. The other line of research shows that the cost of debt financing also depends on countrylevel institutions. In their seminal paper, Djankov et al. (2007) show that well-protected debt claimants normally require lower interest rates. Similarly, Boubakri and Ghouma (2010) show that bond spreads are negatively related to investor protection, while bond ratings increase with the level of investor protection in the country.2 These results suggest that the effects of analyst forecast properties on the cost of debt and ratings are likely to vary across countries.
The above arguments motivate our focus on the link between analyst forecasts and credit spreads/ratings in an international sample that is diversified across firms and countries. To the extent that debt contracts are based on accounting information about borrowers (Li, 2010) , we follow Mansi et al. (2011) and posit that financial analysts can provide information that reduces information asymmetry between borrowers and lenders, thus helping the latter assess firm default risk. In addition, the information provided by analysts can serve as a monitoring mechanism over managers and reduce the extraction of private benefits, and in turn a firm's default risk. These two channels (information and monitoring) should therefore result in a higher credit rating and a lower cost of 5 debt. It is unclear, however, how this expectation will stand in diverse institutional settings. Indeed, the empirical magnitude of these effects in a multi-country setting is an open question, which we seek to address in this paper.
Using a sample of 2,686 bonds issued by 394 firms from 35 non-U.S. countries between 1991 and 2007, and following the approach in Mansi et al. (2011) , we find statistically and economically significant evidence that analyst forecast characteristics-dispersion, accuracy, revision, as well as a principal component including all these characteristics-affect firms' cost of debt financing and credit ratings. This pattern persists when we control for an extensive set of bondspecific and other firm-specific characteristics, when we employ alternative samples, and when we include additional country-level factors. In additional analyses, we find that the statistically significant relation between analyst forecast characteristics and firms' debt financing costs holds in countries with weak and strong governance institutions, although these relations appear to be economically more important in countries with weak institutions. Overall, our findings suggest that analyst activity matters to debt pricing in an international setting.
Our study contributes to the literature in several ways. First, we answer the call by Ramnath et al. (2008: p. 68 ) for "more international research describing institutional and regulatory factors that create cross-country differences in the role of analysts and the properties of their forecasts." Second, considering the combined role of various institutional environments enhances our understanding of the role of financial analysts in international capital markets, and particularly in debt markets from institutionally different environments. In environments where information disclosure and other corporate governance mechanisms are weak, assessing the role of analysts could result in important policy implications as it advances our understanding of the potential substitutability/complementarity between firm-and country-level monitoring mechanisms. Third, by focusing on the link between analyst forecast properties and the cost of debt in firms' home countries, we complement recent evidence that focuses on this issue for a sample of bonds issued by U.S. firms (Güntay and Hackbarth, 2010; Mansi et al., 2011) . Fourth, according to Chang et al. (2001) , the financial crises in Asia and other emerging markets highlight the importance of information intermediaries such as analysts to the functioning of capital markets. Considering crosscountry differences furthers our understanding of how capital markets function around the world, and of how bondholders assess the default risk of firms. Ultimately, this study helps in the 6 identification of factors that drive the cost of debt financing and hence firms' financing and growth potential, not only across firms but also across countries. This issue is important as it directly affects overall economic growth. The lack of evidence on this subject is puzzling since debt, as discussed above, constitutes an important external source of financing for publicly traded firms around the globe.
The rest of the paper is organized as follows. Section 2 reviews prior research and develops our testable hypotheses. Section 3 describes our sample and outlines the regression variables.
Section 4 presents the empirical results. Section 5 reports robustness tests. Finally, Section 6 concludes.
Hypothesis development

Analyst forecast properties and debt pricing
In this paper, we explore the relations between credit ratings/spreads and properties of analysts' forecasts. The analyst forecast variables most widely used in the literature are: (1) forecast accuracy, defined as the negative absolute value of the difference between the median forecast and actual earnings per share (EPS) deflated by the stock price, (2) forecast dispersion, defined as the standard deviation of the most recently revised forecasts by all analysts deflated by the stock price,3 (3) forecast revision, defined as the standard deviation of the difference between the median forecast and the lagged median forecast by all analysts deflated by the stock price, and (4) analyst forecast factor, an index using principal component analysis based on the three previous analyst forecast variables as those variables are highly correlated.
While the literature devotes much attention to the link between some or all of these properties and firm performance, or the cost of equity capital, scholars have only recently turned their attention to the potential spillover effects of these properties on debt pricing. Mansi et al. (2011) summarize prior research implying that an inverse relation should exist between analysts' activities and the cost of debt financing for two reasons: analyst forecasts reduce information asymmetry between firms and market participants, and analyst forecasts serve as a governance mechanism by increasing the monitoring of managerial behavior and market discipline.
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In this paper, we also hypothesize that analyst activity can increase credit ratings and reduce the cost of debt financing. When lending money to corporations, individual investors and financial institutions are primarily concerned with the default risk of the firm, which is determined by its ability to meet the promised stream of interest and principal payments on its outstanding debt over the life of the bond. Therefore, to bondholders, information about the default risk of the firm is important, including financial analysts' earnings predictability given that such information helps investors estimate the uncertainty about future earnings, future cash flows, and hence firm value. To the extent that better earnings predictability can be perceived as a higher probability of payment and hence lower risk, we expect the cost of debt financing to be related to analyst forecast characteristics.
In a similar vein, Mansi et al. (2011, p. 119) provide the following theoretical rationale based on Duffie and Lando's (2001) model: as the value of expected future cash flows (i.e., firm value) is not perfectly observable, it is likely that "the true firm value is actually near its default boundary". This probability of default decreases as investors more effectively estimate the distribution of firm value, suggesting that information environments allow outside investors to more accurately assess true firm value. Therefore, "to the extent that analysts' activity impacts the information structure of the firm, their forecasts should matter to corporate bond yields" (Mansi et al., 2011, p. 119) .4
The role of financial analysts in monitoring managers and constraining the extraction of private benefits is another channel through which analyst activity can affect debt pricing. In stressing their monitoring role, Lang et al. (2004, p. 592) explain that "[i]n the process of deciding which firms to follow and providing earnings forecasts, price targets, and buy-sell recommendations, analysts gather information from a wide array of sources both internal and external to the firm to assess its economic viability and investment potential. As a consequence, they provide potentially important scrutiny over management's actions." This improved monitoring should increase a firm's expected cash flows and hence reduce its probability of default (Cheng and Subramanyam, 2008) .
Prior research provides empirical evidence supporting this governance role of analysts (e.g., Lang et al., 2004; Knyazeva, 2008) . Given evidence that effective corporate governance is also valued by bondholders (e.g., Bhojraj and Sengupta, 2003; Klock et al., 2005) , we also expect analyst activity to matter for bond pricing.
8
Consistent with these conjectures on the informational and monitoring roles of financial analysts, Mansi et al. (2011) examine the relation between debt pricing and analyst forecast variables using bonds issued by U.S. firms and find that credit ratings and credit spreads are statistically significantly related to analyst forecast variables. When including each analyst variable separately, the authors find that higher dispersion in analysts' forecasts, more forecast revisions, and lower forecast accuracy are associated with lower credit ratings.
5 Similarly, they find that the forecast dispersion and forecast revision variables are significantly positively related to credit spreads.
Güntay and Hackbarth (2010) also find a positive and statistically significant relationship between credit spreads and analyst forecast dispersion using bonds issued by U.S. firms, consistent with the hypothesis that in corporate bond markets, forecast dispersion is a proxy for future cash flow uncertainty (Collin-Dufresne et al., 2001 ) rather than a measure of investors' divergence of opinion (Miller, 1977) .
Turning to credit ratings, Cheng and Subramanyam (2008) analyze the link between analyst following and ratings, and posit that because of the monitoring and informational roles of financial analysts, analyst following should decrease default risk (as proxied by credit ratings). Looking at another property of analyst forecasts, namely, earnings forecast dispersion, and focusing on a sample of U.S. firms, Avramov et al. (2009) find that the negative cross-sectional relation between dispersion in analysts' earnings forecasts and future stock returns reflects financial distress captured by credit rating downgrades. Specifically, they show that the profitability of dispersion-based trading strategies is specific to the worst-rated stocks and obtains only during periods of financial distress.
Importantly, suggesting a link between analyst characteristics and credit ratings, Avramov et al. (2009: p. 101 ) conclude that in these periods "prices of low-rated stocks decline substantially and the uncertainty about firm fundamentals (measured by analyst forecast dispersion, forecast revisions, or earnings surprises) rises considerably."
Based on these arguments and prior literature, our two main hypotheses are as follows: Boubakri and Ghouma (2010) focus on the link between the institutional environment and credit spreads/ ratings. They show that the quality of investor and creditor protection does indeed condition spreads and ratings across institutionally diverse environments. Specifically, higher investor and debtholder protection reduces spreads and increases ratings. Another international study by Ellul et al. (2007) focuses on a sample of family firms that issued American Depositary Receipts (ADRs) in the U.S. and finds that these firms, which
are from lower quality institutional environments, benefit from lower debt costs upon cross-listing.
Another strand of the literature focuses on the country-level determinants of transparency and analyst activity around the world. Chang et al. (2001) follow La Porta et al. (1998) , who highlight that weakly protected minority shareholder rights worldwide are likely to affect the information made available to minority shareholders, and thus to analysts, and examine the accuracy of analysts'
forecasts around the world. The authors find wide variation in the extent and accuracy of analyst forecasts in their sample of 47 countries, which they attribute to institutional factors such as incrementally significant effect on bond yield spreads beyond the effect captured by credit ratings. Below, we further discuss this issue when we present our regression models.
countries' legal systems and information infrastructure. Building on this idea, Hope (2003) examines the effects of variation in firm-level disclosure in a cross-country setting on the accuracy of financial analysts' earnings forecasts. Hope (2003: p. 236) notes that "considerable variation persists in enforcement worldwide, even as cross-country differences in accounting measurement have diminished." Using analyst following as a proxy for the information environment, the author shows that disclosures are less positively correlated with forecast accuracy when a firm's analyst following is high (i.e., in a better information environment). In addition, he finds that strong enforcement of accounting standards (which make reporting decisions more predictable) reduces uncertainty about firms' reporting choices, thus making forecasting easier. The impact of institutional and political variables on the level of transparency is further examined by Bushman et al. (2004) , Lang et al. (2004) , and Bushman and Piotroski (2006) .
Based on this discussion, we posit that in countries where creditor rights are better protected and rules on disclosure and accounting information are better enforced, analyst forecast characteristics may be less correlated with credit ratings/spreads, because such environments have less information asymmetry and thus less need for analysts' services. This conjecture is consistent with Lang et al. (2004) , who argue that the governance role of analysts is likely to be particularly valuable in international environments where governance mechanisms are weak. 7 We state our third hypothesis as follows:
The impact of analyst forecast properties on the cost of debt is related to the institutional environment in place.
Data
Sample construction
To test the effect of analyst forecast characteristics on credit ratings and credit spreads, we rely on various databases. First, we extract bonds issued all over the world from the Securities Data
Company (SDC) Platinum Global New Issues Database. We consider bonds issued between 1991 and 2007. 9 We exclude government bonds, sovereign agency issues, and bonds issued by financial firms. Further, due to the lack of information on the rate of reference for floating rate bonds, we limit attention to fixed rate bonds. We also extract from SDC information on various bond characteristics (coupon rate, maturity, bond rating, callability, convertibility, syndicated or not, public or private, total proceeds, market venue, ultimate parent country, and currency 
Bonds ratings and credit spreads
Our two dependent variables are bond ratings (RAT) and credit spreads (CS). In our empirical analysis, we first test the prediction in H 1 by regressing bond ratings on an analyst forecast variable (defined below) and control variables. We then include the residuals (RATR) of this regression in credit spread regressions along with analyst forecast variables and control variables to 9 By ending our sample in 2007 we avoid having inferences confounded by the recent global crisis.
test the prediction in H 2 . 10 We use the S&P bond ratings reported in SDC. We convert the AAA to C letter ratings into numbers between 21 and one, respectively.
To calculate CS, we first determine the offering yield to maturity of each bond. Then, for each bond, we match the offering yield to maturity to a government bond yield to maturity based on the currency denomination of the bond with equivalent maturity. Bonds issued by firms from Europe in Euros are matched with the respective government bond with the same maturity. For instance, a
French bond issued in Euros is matched with the French government bond with the same maturity.
Bonds issued before the introduction of the Euro are also matched with their respective government bonds. If the corporate bond maturity and the government bond maturity do not match, we use linear interpolation between the two closest government bond maturities. We then calculate CS as the difference between the corporate bond yield and the equivalent government bond yield.
Analyst forecast variables
Following Mansi et al. (2011), we use four variables as proxies for analyst forecast characteristics. These variables are calculated in the 11 th month of the fiscal year preceding the bond issue and are as follows. Forecast accuracy (ACCUR) is the negative absolute value of the difference between the median forecast and actual earnings per share (EPS) deflated by the stock price.
Forecast dispersion (DISP) is the standard deviation of the most recently revised forecasts of all analysts deflated by the stock price. Forecast revision (REV) is the standard deviation of the difference between the median forecasts and the lagged median forecasts of all analysts deflated by the stock price. Finally, analyst forecast factor (FACTOR) is an index based on the three previous variables (ACCUR, DISP, and REV) that is calculated using principal component analysis. We construct FACTOR because the three previous analyst forecast variables are highly correlated. The
Eigenvalue of FACTOR is 1.91 and the factor loadings are -0.53 on ACCUR, 0.63 on DISP, and 0.58 on REV. Therefore, the lower the forecast accuracy (ACCUR), the higher the forecast dispersion (DISP), and the higher the forecast revision (REV), the higher the analyst factor (FACTOR). For the sake of consistency, we reverse the sign of FACTOR and hence the higher its value, the higher the expected bond rating (RAT) and the lower the expected credit spread (CS). 
Control variables
Given that CS is related to firms' default risk and bond characteristics, we include a large number of control variables shown in prior literature to determine CS to ensure that our results are not being driven by these variables. All firm-level control variables are constructed at the end of the fiscal year preceding the bond issue. The firm-level controls include: SIZE, the natural logarithm of total assets in millions of U.S. dollars; LEV, the leverage ratio, which is equal to total liabilities divided by total assets; PROFIT, the profitability ratio, which is equal to EBITA divided by total assets; GROWTH, the annual asset growth rate; and USLIST, a dummy variable equal to one if the firm is cross-listed on U.S. markets and zero otherwise.
Bond-level variables include: PUB, a dummy variable equal to one if the bond is issued on public markets and zero otherwise; AGE, the natural logarithm of the bond's age, which is also equal to the natural logarithm of the bond's maturity; PROC, the natural logarithm of the bond's total proceeds in millions of U.S. dollars; CALL, a dummy variable equal to one if the bond is callable and zero otherwise; CONV, a dummy variable equal to one if the bond is convertible and zero otherwise; and SYND, a dummy variable equal to one if the bond is syndicated and zero otherwise.
We also control for the following country-level variables: SOVRAT, S&P's letter sovereign credit ratings converted into numbers ranging from 22 (AAA with positive credit outlook) to zero (C with negative credit outlook); INTDB, international debt securities (amount outstanding) as a share of GDP; CRBUR, a dummy variable equal to one if either a public registry or a private credit bureau operates in the country, and zero otherwise; CREDR, the creditor rights index of the ultimate parent country; and ENFOR, the debt enforcement efficiency index of the ultimate parent country. Table 2 provides descriptive statistics by country for all the variables used in our main regressions. In our sample, each firm has issued 6.8 bonds on average. Firms from Germany, Japan, and the U.K. dominate our sample with 672, 547, and 373 bond issues, respectively. Firms from 11 As an additional variable, we also use the number of analysts (NUMEST) who provide forecasts.
Descriptive statistics
Greece have the highest average credit spread (3.97%), while firms from Taiwan have the lowest average credit spread (0.12%).
[Insert Table 2 about here] (73) basis points, indicating that the credit spread is highly skewed to the right. The average rating of bonds in our sample is between A-and A, the median rating is A-, and 90% of our bonds are investment grade. On average, 21 analysts provide forecasts about issuing firms, suggesting that our sample mostly consists of large firms (average total assets is $60.3 million). Further, 82.1% of firms that issued a bond are cross-listed on U.S. markets through ADRs, 91% of sample firms issued public bonds, and 17.4% of all issued bonds are callable.
[Insert Table 3 about here] Table 4 reports Pearson correlation coefficients among the main variables used in the regression analysis. As a first test of our predictions in H 1 and H 2 , we find that the credit spread is negatively correlated at the 1% level with forecast accuracy (ACCUR) and positively correlated at the 1% level with both forecast dispersion (DISP) and forecast revision (REV). The correlations also
show that credit ratings (RAT) are positively correlated at the 1% level with forecast accuracy (ACCUR) and negatively correlated at the 1% level with both forecast dispersion (DISP) and forecast revision (REV). In addition, Table 4 shows that the analyst forecast variables are highly correlated, which motivates our use of principal components analysis to construct the analyst factor index. Providing further support for H 1 and H 2 , the correlation analysis indicates that a higher analyst factor (i.e., higher forecast accuracy (ACCUR), lower forecast dispersion (DISP), and lower forecast revision (REV)) is associated with higher credit ratings and lower credit spreads. In the multivariate regression analysis in the next section, we more formally examine in the presence of firm-level, bond-level, as well as country-level control variables whether bonds' credit ratings and spreads are related to analyst forecast characteristics.
[Insert 
where RAT and CS are a firm's bond rating and credit spread, respectively, and Analyst Activity is one of the measures capturing analyst activity (ACCUR, DISP, REV, and FACTOR). All regressions include control variables as defined in Section 3.4 in addition to industry and year fixed effects. We estimate our models using pooled OLS. In all regressions, we address potential crosssectional correlation within firms by relying on robust standard errors that adjust for such clustering.
Our research suggests that analyst forecast properties can influence debt pricing directly through yield spreads and indirectly through credit ratings. If credit ratings perfectly impound the information contained in analyst forecasts, then bond spreads will not be influenced by such forecasts. However, prior research implies that although corporate governance affects bond ratings, yield spreads still absorb a lingering effect (e.g., Guedhami and Pittman, 2008; Mansi et al., 2011) .
Our research design therefore seeks to assess this lingering effect. In other words, we aim to show whether bondholders value analyst forecasts beyond credit rating agencies. Accordingly, in Equation (2) we control for the residual (RATR) obtained from regression Equation (1). To the extent that credit ratings already incorporate firm-specific information, including the impact of analyst forecast variables, the residual RATR summarizes the unique information value in credit ratings that is not captured by the other explanatory variables.
The effect of analyst forecast properties on credit ratings
We begin by examining the relationship between credit ratings and analyst forecasts (Equation (1)). Table 5 reports estimation results for several specifications of Equation (1). The explanatory power is generally very good, with an adjusted R 2 around 58%. We are interested in the coefficients on the analyst activity proxies, ACCUR, DISP, and REV. In Models 1 to 3, which include these three variables separately, we find evidence at the 1% level that forecast accuracy is positively related to credit ratings, and forecast dispersion and forecast revision are negatively related to credit ratings. When we include the three analyst forecast variables together in Model 4, forecast revision becomes insignificantly related to credit ratings, while the other two variables continue to load with the expected signs at the 1% level. This result is due to the high correlation between the three forecast variables and suggests that they are likely capturing the same information.
In Model 5, we find that the analyst forecast factor (FACTOR) is significantly positively related to credit ratings. Taken together, these findings are consistent with our first hypothesis (H 1 ) and confirm evidence in Mansi et al. (2011) that various analyst forecast characteristics, and an analyst factor, are significantly related to credit ratings for bonds issued by U.S. firms. Our analysis thus extends Mansi et al.'s (2011) findings to bonds issued worldwide by non-U.S. firms in different currencies.
Turning to the other control variables, Table 5 shows that the number of analysts is not significantly related to credit ratings. All statistically significant control variables generally exhibit the expected signs. For instance, bonds issued by larger companies (SIZE), companies with a higher profitability ratio (PROFIT), and companies that are cross-listed on the U.S. markets (USLIST) as well as public bonds (PUB) have higher credit ratings, while bonds issued by companies with a high leverage ratio (LEV), callable bonds (CALL), and syndicated bonds (SYND) have lower credit ratings.
[Insert Table 5 about here]
The effect of analyst forecast properties on credit spreads
In this section, we examine the relationship between credit spreads and analyst forecasts. Table 6 reports the estimation results for several specifications of Equation (2), which include industry and year dummy effects. Across all specifications in the table, we include the residual (RATR) from the ratings regression on the analyst forecast factor and firm-, bond-, and country-level control variables, which reflects the information in bond ratings not affected by the other control variables, given that the residual is orthogonal to these variables. Models 1 through 3 consider the analyst forecast proxies ACCUR, DISP, and REV in turn. The results show that forecast accuracy is negatively related to the credit spread, and forecast dispersion and forecast revision are positively related to the credit spread, all significant at the 1% level. These results are consistent with our second hypothesis (H 2 ). The effects are also economically significant: on average, a 1% increase in analyst accuracy (ACCUR) lowers firms' debt financing costs by 0.01*6.973≈6.9 basis points, a one-standard-deviation (0.012) increase in analyst dispersion (DISP) increases firms' cost of debt by 0.012*15.230≈18.27 basis points, and a one-standard-deviation (0.006) increase in analyst revision (REV) increases the credit spread by 0.006*15.931≈9.55 basis points. To put these estimates in perspective, the mean (median) yield spread in our sample is 117 (73) basis points. Similar to Model 4 in Table 5 , when we include the three analyst forecast variables in the same regression (Model 4), forecast revision becomes statistically insignificant, which again is due to the high correlation among all three analyst forecast measures. Our analyst dispersion result is consistent with Güntay and Hackbarth's (2010) finding that forecast dispersion is significantly positively related to the credit spread of U.S. firms. The authors report in their baseline regression that a one-standard-deviation increase in forecast dispersion increases the credit spread by roughly 13.78 basis points. Our results are also consistent with Mansi et al.'s (2011) finding that the credit spread is positively related to forecast dispersion, and extend their results by showing that forecast accuracy is valued by bondholders in international markets. Our paper thus extends the findings in Güntay and Hackbarth (2010) and Mansi et al. (2011) to bonds issued worldwide by non-U.S. firms in different currencies.
In Model 5 we also find that the analyst forecast factor (FACTOR) is negatively related to the credit spread, significant at the 1% level. Underscoring its first-order economic importance, this coefficient estimate implies that a one-standard-deviation increase (by construction the standard deviation is one) in the analyst forecast factor decreases the credit spread by 12.4%, or by 0.124*1.168≈14.48 basis points, as the average credit spread is 1.168%. This result lends further support to our second hypothesis (H 2 ) and is in line with Mansi et al.'s (2011) finding that a onestandard-deviation change in the analyst forecast factor changes the credit spread by 11.2%. We contribute to this line of research by showing that analysts' informational role is important in international markets.
Reinforcing the ratings evidence in Table 5 , Table 6 shows that the number of analysts does not impact corporate bond yield spreads on international credit markets. We generally find that the 18 firm-, bond-, and country-level control variables have the expected signs. For example, bonds issued by larger firms, firms with a higher profitability ratio, firms that are cross-listed on the U.S. markets, public bonds, and bonds with a higher residual rating have a lower credit spread. However, bonds issued by firms with higher asset growth and callable bonds have a higher credit spread. We also find that firms in countries with a higher sovereign credit rating, with a lower share of international debt securities to GDP, with a public registry or private credit bureau, and with a higher debt enforcement efficiency index have a lower credit spread.
[Insert Table 6 about here]
Sensitivity analyses
To check the robustness of our results, we conduct a battery of sensitivity tests as reported in Table 7 . We first regress the credit spread (CS) on the analyst forecast factor (FACTOR) and the firm-, bond-, and country-level control variables using different subsamples (Models 1 through 6).
We then conduct an out-of-sample robustness check to examine the relationship between the analyst forecast factor and credit spreads using bonds issued by U.S. firms and bonds issued by U.S. firms in U.S. dollars (Models 7 and 8, respectively).
[Insert Table 7 about here]
In Models 1 and 2, we examine whether the currency and the use of different benchmarks in computing the credit spread impacts our results by considering U.S. dollar-denominated bonds in Model 1 and Euro-denominated bonds in Model 2. As the results show, the analyst forecast factor is significantly negatively related to the credit spread, suggesting that our results are not driven by the choice of benchmark we use or by the currency of denomination.
In Model 3, we assess whether the Asian financial crisis impacts our results by excluding bonds issued during the 1998 Asian crisis year. The results show that the analyst forecast factor continues to load negative and significant and the control variables have the expected signs. Next, in
Model 4 we exclude firms from Germany, Japan, and the U.K. to address the concern that some countries that dominate our sample might drive our results. The results indicate that these countries do not drive our results since the analyst forecast factor remains significantly negatively related to yield spreads. In addition, to assess whether our results are driven by a country's legal origin, we split our sample into bonds issued by firms in civil law and common law countries and report the results in Models 5 and 6, respectively. The analyst forecast factor again loads significantly in both models, and hence we conclude that analyst forecasts impact the credit spread independent of the country of origin's legal regime.
To ensure that our results are not sample-specific, do not depend on specific countries and currencies, and are consistent with previous research, we perform out-of-sample estimation using bonds issued by U.S. firms. Models 7 and 8 of Table 7 report estimation results using bonds issued by U.S. firms and bonds issued by U.S. firms in U.S. dollars, respectively. Using 10,036 U.S. bonds issued between 1991 and 2007, we find that the analyst forecast factor is strongly significantly negatively related to the firm's cost of debt. Model 7 shows that a one-standard-deviation (by construction it is equal to one) increase in the analyst forecast factor decreases the firm's cost of debt by 18.7%. To ensure that the use of different benchmarks in computing the credit spread do not affect our results, in Model 8 we only consider bonds issued by U.S. firms in U.S dollars.
Economically, we find that a one-standard-deviation increase in the analyst forecast factor decreases the firm's cost of debt by 19.3%. This out-of-sample evidence reinforces our findings on the role of financial analysts in credit markets and lends strong support to earlier U.S. evidence in Mansi et al.
(2011).
Do financial analysts mitigate the effect of weak institutions?
Our study is motivated by prior U.S. evidence that financial analysts play an informational role as reflected in a lower cost of debt financing. Our cross-country evidence suggests that the role of analysts as information intermediaries extends to an international setting. As a natural extension, we gauge the impact of countries' institutional infrastructure on the link between analyst forecast properties and debt pricing (H 3 ). More specifically, we examine whether analysts have a greater effect on credit spreads when institutions are weak. To examine this prediction we re-estimate Equation (2) for subsamples of strong and weak institutional environments.
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We consider a comprehensive set of proxies for the institutional environment motivated by La Porta et al. (1998) and Dyck and Zingales (2004) . Our first proxy is creditor rights protection (CREDITOR RIGHTS), which is derived from Djankov et al. (2007) , who construct an index of the legal rights of creditors in the event of bankruptcy that closely resembles the index originally developed by La Porta et al. (1998) . This index varies yearly over the period and is the sum of four subcomponents. 13 Our second proxy is the degree of freedom of the press (PRESS FREEDOM), which captures the extent of public opinion pressure in the country and comes from Dyck and Zingales (2004) . 14 Table 8 reports the results of these split-sample tests. The main insight that emerges from this analysis is that the analyst forecast factor (FACTOR) is strongly significantly negative in all models (except for Model 8), suggesting that analyst activity matters to bondholders across weak and strong institutional environments. However, when examining the magnitude of the coefficient on FACTOR across the subsamples of weak and strong institutions, we generally find that the effect of analyst activity is more important in the former subsample. Lending additional support to the prediction in 13 The four subcomponents reflect whether 1) secured creditors are able to seize their collateral when reorganization is approved, 2) secured creditors are the first to be paid from liquidation proceedings, 3) whether creditors' consent is required for reorganization, as opposed to debtors seeking protection from creditors by filing for rehabilitation, and 4) whether creditors or an administrator are responsible for running the business during reorganization.
H 3 , we find that the coefficient on FACTOR is statistically different between the weak and strong institution subsamples for all five conditioning variables (CREDITOR RIGHTS, PRESS
FREEDOM, RULEofLAW, REPUDIATION, and EXPROPRIATION).
It is important to note that analyst following, which is largely insignificant in Tables 5 and 6 , becomes statistically significant in the subsample of countries with weak institutions, reinforcing the economic importance of FACTOR in these environments. In summary, the findings in Table 8 suggest that the importance of analyst forecast characteristics to debt pricing is more pronounced in environments with weak institutions, consistent with a substitution governance role between financial analysts and countrylevel governance institutions.
[Insert Table 8 about here]
Conclusions
Information asymmetry between firm insiders and outside investors suggests that financial analysts may be associated with an important role as information intermediaries. Indeed, in producing and disseminating information, analysts reduce information asymmetry problems between firms and market participants as well as agency problems by increasing the monitoring of managerial behavior and market discipline. While substantial research focuses on the value of analysts to shareholders, recent research provides evidence from the U.S. that bondholders price the information implied by analysts' activities above and beyond that implied by credit rating agencies (Mansi et al., 2004) . However, the literature has little to say about the role of analysts in international credit markets, where information and agency problems are more severe compared to the U.S.
To fill this gap in the literature, in this paper we investigate the link between various analyst forecast characteristics (forecast dispersion, forecast accuracy, forecast revision, and their principal component score) and the cost of debt financing for a large sample of 2,686 bond issues from a diversified sample of 35 countries. Our results suggest that analyst forecast characteristics are associated with significantly lower bond yield spreads even after controlling for bond-and firm-level control variables as well as country-level institutional factors. In addition, we find that the role of analysts in financial markets persists in countries with weak and strong governance institutions, although the economic magnitude of these effects is more important in the former. Taken together,
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these results build on prior U.S. evidence in Mansi et al. (2004) and imply that the value of the information contained in analyst forecast properties extends to international credit markets. The credit spread (in percentage), which is defined as the difference between the corporate yield to maturity and a governmental bond yield to maturity based on the currency denomination of the bond and an equivalent maturity.
Securities Data Company
RAT
The S&P bond rating reported in Securities Data Company. We convert the AAA to C letter rating into a number rating between 21 and one, respectively.
Securities Data Company
RATR
The residuals from regressing bond ratings on an analyst forecast variable and control variables. Authors' specification Panel B: Analyst forecast variables ACCUR Forecast accuracy, defined as the negative absolute value of the difference between the median forecast and actual earnings per share (EPS) deflated by the stock price.
I/B/E/S and authors' specifications DISP Forecast dispersion, defined as the standard deviation of forecasts of all analysts deflated by the stock price. I/B/E/S and authors' specifications REV Forecast revision, defined as the standard deviation of the recently revised forecasts of all analysts deflated by the stock price. In other words, it is equal to the standard deviation of the difference between the median forecast and the lagged median forecast of all analysts over the stock price.
I/B/E/S and authors' specifications FACTOR Analyst factor. As the three previous analyst forecast variables are highly correlated, we employ principal component analysis to form an index based on these three variables (ACCUR, DISP, and REV). A dummy variable equal to one if either a public registry or a private credit bureau operates in the country, and zero otherwise. A public registry is defined as a database owned by public authorities (usually the Central Bank or Banking Supervisory Authority) that collects information on the standing of borrowers in the financial system and makes this information available to financial institutions. A private credit bureau is defined as a private commercial firm or non-profit organization that maintains a database on the standing of borrowers in the financial system, and its primary role is to facilitate the exchange of information among banks and financial institutions. Djankov et al. (2007) 27 CREDR The creditor rights index of the ultimate parent country.
Djankov et al. (2008) ENFOR
The debt enforcement efficiency index of the ultimate parent country.
Djankov et al. (2008) Press freedom
An index of freedom of the press. Higher scores mean higher freedom of the print and broadcast media in a country. The index ranges from zero (free) to 100 (not free).
Freedom House (2007)
Rule of law Measure on a scale from zero to six (the best outcome). The index of Law and Order is an assessment of the strength and impartiality of the legal system, and of popular observance of the law.
International Country Risk Guide (2010) Repudiation
The government repudiation of contracts, scored from zero to ten, is a measure of the risk of a government modifying a contract by repudiating, postponing, or scaling it down due to budget cuts, domestic pressures, change in government, or a change in domestic circumstances and priorities. [1997] [1998] . Model 4 excludes bonds issued by firms originated from Germany, Japan, and the U.K. Models 5 and 6 consist of bonds issued by firms originated from common and civil law countries, respectively. Models 7 and 8 report out-of sample estimation results and consist of bonds issued by U.S. firms and bonds issued by U.S. firms that are denominated in USD, respectively. This table presents regression estimates of credit spreads on analyst forecast variables, rating residuals calculated from the rating regression, and firm-and bond-level control variables. Table 1 provides the definitions and data sources for these variables. All models are estimated using OLS, corrected for clustering at the firm level and including both two-digit industry and year dummy variables (not reported). The sample period is 1991-2007. The associated t-statistics are reported in parentheses. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively.
(1) This table presents regression estimates of credit spreads on the analyst forecast factor, rating residuals calculated from the ratings regression, and firm-, bond-, and institutionallevel control variables for companies originating in countries with weak versus strong institutions. Table 1 provides the definitions and data sources for these variables. All models are estimated using OLS, corrected for clustering at the firm level and including two-digit industry, year, and country dummy variables (not reported). The sample period is 1991-2007. The associated t-statistics are reported in parentheses. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively. 
Creditor rights
