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Abstract
We consider the index of a Dirac operator on a compact even dimensional manifold
with a domain wall. The latter is defined as a co-dimension one submanifold where the
connection jumps. We formulate and prove an analog of the Atiyah-Patodi-Singer theorem
that relates the index to the bulk integral of Pontryagin density and η-invariants of auxiliary
Dirac operators on the domain wall. Thus the index is expressed through the global chiral
anomaly in the volume and the parity anomaly on the wall.
1 Introduction
The Atiyah-Patodi-Singer (APS) index theorem [3] relates the index of a Dirac operator on
a manifold with boundary to the integral of the Pontryagin density over the interior of the
manifold and to the η-invariant of an auxiliary Dirac operator on the boundary. This relation
is quite remarkable from the point of view of theoretical physics since the Pontryagin density is
the local Adler-Bell-Jackiw [1,5] axial anomaly while the η-invariant can be shown to define the
parity anomaly [2, 21,22].
The relations between bulk and boundary anomalies are being intensively studied in the
context of the ”anomaly inflow” mechanism [25]. The APS index theorem was used in quantum
field theory in [24] to discuss topological phases in the fermion path integral.
Although the APS index theorem was incorporated into the quantum field theory context
shortly after publication of original APS paper, see [14], the application of this theorem were
limited by the non-local nature of APS boundary conditions. In more recent work the use of non-
local boundary conditions became unnecessary. The paper [25] analysed the APS theorem with
local boundary conditions. The boundary contributions to parity anomaly have been computed
in [17,18] also for local (bag) boundary conditions.
Another recent and rather fruitful idea was to extend the APS theorem to domain wall type
configurations. The paper [10] defined domain walls as the surfaces where the potential term
in Dirac operator is discontinuous. Here we follow the approach of [23] where the domain walls
are defined as the submanifolds where the connection jumps. This is exactly what happens on
domain walls in a ferromagnet. To prove the APS theorem, the paper [23] used explicit heat
kernel computations of all anomalies in 4D with some restrictions on the geometry near domain
walls. The present work extends the results of [23] in a very essential way. We lift all restrictions
on the dimension and many restrictions on the geometry. Moreover, we use more sophisticated
methods to prove the theorem without explicitly computing all terms involved in the equation.
Most of our notations and conventions are borrowed from [11]. Our paper uses a great variety
of methods and approaches that are explained in the monographs [6, 7, 12,16,20].
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This paper is organized as follows. In the next section we introduce main notations and
definitions and formulate the principal theorem. This theorem is demonstrated in section 3
under an additional assumption of product structure near the domain wall. This assumption is
lifted in section 4. Possible extensions of our main theorem are discussed in section 5.
2 Definitions and statement of the result
Let M be a compact orientable Riemannian manifold without boundary of dimM = n = 2m
and Σ be a smooth co-dimension one closed submanifold in M. Local coordinates on M will
be denoted by xµ, xν , etc. Let xa, a = 1, . . . , n− 1, denote coordinates on Σ. Let us label in an
arbitrary way two sides of Σ by + and − and denote by n+ and n− two unit normal vectors, see
Fig.1. We assume that the metric is smooth across the boundary, so that n+ = −n− ≡ n. This
coordinate system can be extended from Σ intoM as Gaussian coordinates. The coordinate xn
then denotes the geodesic distance to Σ. Let V be a hermitian vector bundle over M.
The spectral problem which will be considered in this paper is defined by a Dirac operator1
in the bulk jointly with matching conditions at the interface surface Σ. On M\Σ the Dirac
operator is given by the local formula
/D = iγµ∇µ , (1)
where the γ-matrices act fibre-wise on V , are hermitian, and satisfy the Clifford relation γµγν +
γνγµ = 2gµνIV . The connection has to be compatible with the Clifford structure, ∇µγν = γν∇µ.
Let us introduce a chirality matrix
γ∗ = − i
m
n!
ǫµ...ργ
µ . . . γρ (2)
with ǫµ...ρ being the Levi-Civita tensor on M. Obviously, γ∗γµ = −γµγ∗, γ2∗ = IV , γ∗ is
hermitian, γ†∗ = γ∗, and
/Dγ∗ = −γ∗ /D. (3)
The bundle V can be split into V = VR ⊕ VL, so that γ∗ equals to 1 (respectively, to −1) on VR
(respectively, on VL). According to the physics tradition, the sections ψ ∈ Γ(V ) will be called
spinors, while the sections of VR and VL will be called right and left (chiral) spinors, respectively.
We assume that covariant derivatives ∇a have well defined though possibly different limits on
Σ, ∇+a and ∇−a , respectively, from different sides. However, since they both define connections
on the same vector bundle (that is a restriction of V to Σ) their difference,
Ba := ∇+a −∇−a , (4)
is a vector.
A natural matching condition on Σ is that the spinors are continuous,
ψ+ = ψ− (5)
(we continue to denote by superscripts +/− the directional limits of various quantities on Σ
taken from different sides). Since we are going to use a second order operator /D
2
, we need a
second matching condition that follows from (5), that is ( /Dψ)+ = ( /Dψ)−. More explicitly,
(∇
n
+ψ)+ + (∇
n
−ψ)− = −γnγaBaψ|Σ. (6)
1Note that the existence of a Dirac operator does not necessarily require any spin structure. An example is
the Hodge-Dirac operator d+ δ defined on differential forms.
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Note, that the conditions (5) and (6) respect chirality. Namely, ψ satisfies (5) and (6) iff
γ∗ψ satisfies these two matching conditions. Thus, by taking into account (3) we conclude that
/D splits into /DR : Γ(VR) → Γ(VL) and /DL : Γ(VL) → Γ(VR) and /DL = /D†R. I.e., we have an
elliptic complex and thus can define the Index of /D as the difference between numbers of zero
eigenmodes of /D with right and left chiralities. As usual, this index may also be represented
through an L2 trace involving the heat operator of /D
2
,
Index ( /D) = Tr
(
γ∗e
−t /D
2
)
, t > 0. (7)
Let eα, α = 1, . . . , n, be a local orthonormal basis in the tangent bundle TM and let
eα be a dual basis in T ∗M. The corresponding Levi-Civita connection reads component-wise
wαβµ = eνβ
(
Γρµνeαρ − ∂µeαν
)
. Here Γρµν is the Christoffel symbol. The flat indices α, β, etc are
lowered and raised with the unit matrix. Thus, their particular position (up or down) does not
play any role. The corresponding spin-connection is then defined locally as
w[s]µ :=
1
8w
αβ
µ [γα, γβ ], ∇[s]µ = ∂µ + ω[s]µ . (8)
The field
A := ∇−∇[s] (9)
will be called the Yang-Mills connection. A is a diffeomorphism vector. It satisfies [A, γµ] = 0.
Near Σ our choice of the frame is consistent with the Gaussian coordinate system: enn = 1,
enA = e
a
n = 0 for A = 1, . . . , n−1. Since Γban = −Kba on Σ, with Kba being the extrinsic curvature,
wAna = −KAa = −KbaeAb . Using the Gauss coordinate system we can extend these relations to
some neighbourhood of Σ.
Since all irreducible representations of the Clifford algebra in an even-dimensional space of
Euclidean signature are unitary equivalent, by a suitable choice of the basis one can transform
the γ-matrices to the form:
γa =
(
0 1
1 0
)
⊗ γˆa, γn =
(
0 i
−i 0
)
⊗ id, γ∗ =
(
1 0
0 −1
)
⊗ id. (10)
The matrices γˆa have to satisfy
ǫa...cnγˆ
a . . . γˆc = −(n− 1)!(−i)m−1.
This condition fixes one of the two inequivalent representations of the Clifford algebra in odd
dimensions.
The Yang-Mills field and Ba have to be diagonal in this basis
Aµ =
(
Aˆµ 0
0 Aˆµ
)
, Ba =
(
Bˆa 0
0 Bˆa
)
with [Aˆµ, γˆa] = 0. By using the symmetry of extrinsic curvature one brings the Dirac operator
to the following form
/D =
(
0 −∇ˆn +D + 12Kaa
∇ˆn +D − 12Kaa 0
)
, D = iγˆa∇ˆa , (11)
where ∇ˆ is defined by the local formula
∇ˆµ = ∂µ + Aˆµ + 18wABµ [γˆA, γˆB ]. (12)
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We see, that the operator D is a Dirac operator on Σ depending on the spin-connection defined
by the frame eA and the Yang-Mills field Aˆa. However, the Yang-Mills field has different limits
on Σ, A+a and A
−
a , such that
Aˆ+a − Aˆ−a = Bˆa .
In accordance to this, the operator D has different limits D± as well, and
D+ −D− = iγˆaBˆa. (13)
It will be convenient to impose the gauge condition
ωn = 0 (14)
on all components (spin and Yang-Mills) of the connection. This gauge condition is admissible
locally in a vicinity of Σ.
In what follows we shall need spectral functions of the operators /D, D+, and D−.
Let L be a Laplace type operator on a d-dimensional manifold, and let Q be a smooth
endomorphism (locally - a smooth matrix valued function). Then there is a full asymptotic
expansion at τ → +0
Tr
(
Qe−τL
) ≃ ∞∑
k=0
τ
k−d
2 ak(Q,L). (15)
For domain walls with matching conditions of the type considered here this property was es-
tablished in [8, 13, 19]. The heat kernel coefficients appear to be local, i.e. they are given by
integrals over M and Σ of polynomials constructed from local invariants associated with the
problem. For the bulk integral over M these are the Riemannian and Yang-Mills curvatures
and their covariant derivatives. On Σ, one also allows the extrinsic curvature and the vector B.
Since the left hand side of (7) does not depend on t,
Index ( /D) = an(γ⋆, /D
2
). (16)
Let f be a smooth function with a compact support that does not intersect Σ. The Pontryagin
density P (x) for /D is defined through the equation∫
M
dnx f(x)P (x) = an(fγ∗, /D
2
). (17)
The η function of D is defined as a sum over the eigenvalues λ,
η(z,D) =
∑
λ>0
λ−z −
∑
λ<0
(−λ)−z. (18)
Let us define a smooth family of operators D(s) such that D(0) = D− and D(l) = D+. We
assume that D(s) = iγˆa∇ˆa(s) and for all values of s ∈ [0, l] the connection remains compatible
with the Clifford structure on Σ. For the future use, let us also assume that at the endpoints of
the interval [0, l] all derivatives of D(s) with respect to τ vanish.
The value of η(z,D) at z = 0 measures the spectral asymmetry of D. η(0,D(s)) is discon-
tinuous when an eigenvalue passes through 0. If no eigenvalue of D(s) changes its sign when s
varies between 0 and l, we have
∂sη(0,D(s)) = − 2√
π
an−2(∂sD(s),D(s)2), (19)
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see [12]. We use the right hand side of this formula to define the relative spectral asymmetry as
η˜(D+,D−) = − 2√
π
∫ l
0
ds an−2(∂sD(s),D(s)2). (20)
This definition will be used independently on whether the eigenvalues cross 0 or not. We stress,
that in general the right hand side of (20) is not equal to η(0,D+) − η(0,D−). In contrast to
η(0,D), the relative spectral asymmetry is always local.
We are ready to formulate the main result of this work
Theorem 2.1. Suppose that at least one of the following assumptions holds true:
(a) the extrinsic curvature Kba of Σ vanishes;
(b) n ≤ 4;
(c) n = 6 and tr(F+ab − F−ab) = 0.
Then
Index( /D) =
∫
M\Σ
dnxP (x)− 12 η˜(D+,D−). (21)
Remark 2.2. For generic situations when none of the assumptions (a) - (c) holds, the right
hand side of (21) has to contain a correction term given in (43).
We shall prove Theorem 2.1 in a two-step procedure. In the next section we deal with the
case of a product structure near Σ. This assumption is lifted in section 4.
3 The case of product structure near Σ
Here we consider the case when M has a product structure Σ × [−ε0, ε0] near the interface
surface as depicted at Fig. 1, s := xn. We assume that the operator /D also has this structure,
so that on each side of Σ
/D =
(
0 −∂s +D
∂s +D 0
)
, D = iγˆa∇ˆa (22)
with D = D+ for s ∈ (0, ε0] and D = D− for s ∈ [−ε0, 0).
M+
Σ
s = 0s = −ε0 s = ε0
n
+
n
−M−
M =M− ∪ Σ ∪M+
Figure 1: Manifold M having a product structure near Σ.
To prove Theorem 2.1 for this case we use the following method. We cut M along Σ and
paste a cylinder C = Σ× [0, l] as depicted on Fig. 2. The manifold obtained in this way will be
denoted as M˜. On the cylinder, we define
D(s) ≡ D− + f(s/l)iγˆaBˆa, for s ∈ [0, l], (23)
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M+
s = l + ε0
Σ
s = 0s = −ε0
n
+
n
−M−
s = l
C
Figure 2: The extended manifold M˜.
where f is a smooth smearing function s.t. f(0) = 0, f(1) = 1, and f (m)(0) = f (m)(1) =
0, ∀m > 0.
For the future use, we derive
/D
2
=
(−∂2s +D2(s)− D˙(s) 0
0 −∂2s +D2(s) + D˙(s)
)
, (24)
where the dot denotes derivative with respect to s.
Thus, we obtained a smooth eigenvalue problem on M˜. The corresponding Index reads
Index ( /D)
M˜
=
∫
M˜
dnxP (x) =
∫
M
dnxP (x) +
∫
C
dnxP (x). (25)
In the last integral above P (x) is the Pontryagin density for the new spectral problem on M˜
rather then for the initial problem. We do not introduce a new notation as this is not likely to
create a confusion.
First, we demonstrate
Lemma 3.1. Under the conditions established above∫
C
dnxP (x) = −12 η˜(D+,D−). (26)
Proof. Let us consider a fundamental solution K(x, y; τ) of the heat equation (the heat kernel)
which satisfies (
∂
∂τ
+ /D
2
)
K(x, y; τ) = 0, K(x, y; 0) = g−
1
2 (x)δ(x − y). (27)
To construct an asymptotic expansion of the heat kernel we shall use the iterative procedure
proposed by DeWitt [9] (with firmer mathematical grounds to be found in [6] and further
development of the method – in [4]). If both arguments x and y belong to C, the expansion
reads
K(x, y; τ) = τ−
n
2∆1/2(xˆ, yˆ)e−
σ(xˆ,yˆ)
2τ
−
(s−t)2
4τ
∞∑
k=0
τka2k( /D
2
;x, y), (28)
where we used the notations x = (xˆ, s), y = (yˆ, t) with s, t ∈ [0, l] and xˆ, yˆ ∈ Σ. σ(xˆ, yˆ) is the
Synge’s world function on Σ, i.e. half the square of geodesic distance between xˆ and yˆ, and
σa(xˆ, yˆ) ≡ ∂xˆaσ(xˆ, yˆ). ∆1/2 is the Van-Vleck-Morette determinant
∆1/2(xˆ, yˆ) = [g(xˆ)g(yˆ)]−1/2 det
[
−∂
2σ(xˆ, yˆ)
∂xa∂yb
]
.
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Since M˜ has no boundaries or domain walls, only even-numbered heat kernel coefficients appear
in (28). They satisfy the following iterative equation
(
k + σa∇ˆa(s) + (s− t)∂s 0
0 k + σa∇ˆa(s) + (s − t)∂s
)
a2k( /D
2
;x, y) =
= ∆−1/2(xˆ, yˆ)
(
∂2s −D(s)2 + D˙(s) 0
0 ∂2s −D(s)2 − D˙(s)
)
∆1/2(xˆ, yˆ)a2k−2( /D
2
;x, y) (29)
for k > 0. The coefficient a0( /D
2
;x, y) satisfies the same relation with 0 on the right hand side
and the initial condition
a0( /D
2
;x, x) = (4π)−
n
2 id. (30)
Due to Eq. (25), the intergal of P (x) over C cannot depend on the length l of the cylinder.
Thus, in the l → ∞ limit only the terms in P (x) that behave as 1/l contribute to the index.
Since
P (x) = g1/2tr
(
γ∗an( /D
2
;x, x)
)
(31)
also in the heat kernel coefficients we have to keep the 1/l terms only. The simplest way to analyse
the behaviour of various terms in Eq. (29) in this limit is to rescale the coordinate s→ s/l which
has to be accompanied by the change of the metric gnn = 1 → l2 and gnn = 1 → l−2. The
net result is that that ∂2s receives a factor of l
−2 while D˙ changes l−1D˙. Other terms remain
bounded. One of the consequences of this scaling behavior is that the term ∂2s can be omitted
on the right hand side of Eq. (29) as long as one is interested in the terms that survive in the
limit l →∞ after the integration over C. Thus, one can go to the coincidence limit t = s right
in the equation (29) to obtain
(
k + σa∇ˆa(s) 0
0 k + σa∇ˆa(s)
)
a2k( /D
2
; (xˆ, s), (yˆ, s)) =
= ∆−1/2(xˆ, yˆ)
(−D(s)2 + D˙(s) 0
0 −D(s)2 − D˙(s)
)
∆1/2(xˆ, yˆ)a2k−2( /D
2
; (xˆ, s), (yˆ, s)). (32)
Here one recognizes the recurrence relation for the heat kernel coefficients of the operator L(s, 1),
where
L(s, ξ) =
(D(s)2 − ξD˙(s) 0
0 D(s)2 + ξD˙(s)
)
. (33)
Thus, modulo the terms that vanish faster than l−1 in the limit l→∞,
an( /D
2
; (xˆ, s), (yˆ, s)) = (4π)−
1
2an(L(s, 1); xˆ, yˆ). (34)
The operator L is defined over Σ. Thus, some formulas for the heat kernel expansion require
(quite obvious) modification. In particular, one has to replace n by n − 1 in (28) and (33).
Moreover, since D˙(s) ∼ l−1 we have to keep only the terms that are linear in D˙(s). Therefore,
∫
C
dnx g1/2 tr
(
γ∗an( /D
2
;x, x)
)
= (4π)−
1
2
d
dξ
∣∣∣∣
ξ=0
∫ l
0
ds
∫
Σ
dn−1xˆ g1/2 tr
(
γ∗an(L(s, ξ); xˆ, xˆ)
)
.
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The derivative with respect to ξ can be computed by expanding in τ the following identity
d
dξ
∣∣∣∣
ξ=0
Tr
(
γ∗ exp(−τL(s, ξ))
)
= −τTr
(
γ∗
dL(s, ξ)
dξ
exp(−τL(s, 0))
)
= −τTr
((
1 0
0 −1
)(−D˙(s) 0
0 D˙(s)
)
exp(−τL(s, 0))
)
= 2τTr
(
D˙(s) exp(−τD(s)2)
)
,
where we used that γ∗ commutes with L(s, 0). This yields∫
C
dnx g1/2 tr
(
γ∗an( /D
2
;x, x)
)
=
1√
π
∫ l
0
ds an−2(D˙(s),D(s)2)
and, after taking into account (31) and (20), completes the Proof.
An alternative proof of this Lemma can be obtained by using the expansion from Ref. [15].
To complete the proof of Theorem 2.1 it still remains to show that smoothing of the spectral
problem by pasting a cylinder does not change the index. First, we consider a different smooth-
ing. Let us take some δ0 such that 0 < δ0 < ε0 and a family functions χ
δ(s) with δ ∈ [0, 1]. We
assume that χδ(s) interpolates between 0 = χδ(s)|s≤−δ0 and 1 = χδ(s)|s≥δ, is smooth for s 6= 0,
and
χδ(−0) = 1− χδ(+0) = δ/2,
see Fig. 3. We define a connection
Aδa(x) = A
−
a (xˆ) + χ
δ(s)Ba(xˆ) (35)
and an operator /Dδ whose symbol coincides with that of /D outside Σ × [−δ0, δ0] and has the
connection (35) inside Σ × [−δ0, δ0]. For δ = 0 we have our initial spectral problem, while for
δ = 1 the Dirac operator on M˜ and /Dδ are related through an (obvious) smooth homotopy.
Since the Dirac operator on M˜ and /Dδ are related through a smooth homotopy,
Index ( /D)
M˜
= Index ( /Dδ). (36)
Lemma 3.2. For the family of operators /Dδ, δ ∈ [0, 1], one has
Index ( /Dδ) = Index ( /D). (37)
Proof. Under the homotopy described in Eq. (35) all curvatures and their derivatives in the
bulk, as well as the matching conditions on Σ together with relevant geometric invariants on Σ
are smooth functions of δ. Thus, for any Q and any k ≥ 0 the coefficient ak(Q, /D2δ) is also a
smooth function of δ. By taking Q = γ∗ and k = n, and by remembering that the Index is an
integer, we complete the proof of this Lemma.
By combining Eq. (25), Lemma 3.1, and Eq. (36) with Lemma 3.2 one completes the proof
of Theorem 2.1 in the case of a product structure near Σ.
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δ=1
δ=1/2
δ=0
1
1/2
3/4
1/4
0−δ0 δ0 s
χδ(s)
Figure 3: The function χδ(s).
4 Lifting the assumption of product structure near Σ
Consider some geometry that does not satisfy the product structure assumption from the pre-
vious section. Let us deform smoothly the metric and the connection near Σ without changing
limiting values of the connection on Σ from both sides and of the induced metric on Σ to trans-
form given geometry to a product geometry in a small but finite neighbourhood of Σ. This can
be done in the following way. Fix an ε > 0 such that in the ε-vicinity of Σ one can introduce the
Gaussian normal coordinates and impose the axial gauge (14). Take a smooth function η1(s)
satisfying η1(s) = 0 for 0 ≤ s ≤ ε1 with some ε1 < ε and η1(s) = s for s ≥ ε, see Fig. 4. Define
a smooth family of functions
ηδ(s) = s(1− δ) + η1(s)δ (38)
depending on δ ∈ [0, 1]. Let us deform the fields on Σ× [−ε, ε] as
eAδa (s, xˆ) = e
A
a (η
δ(s), xˆ), eAδa (−s, xˆ) = eAa (−ηδ(s), xˆ),
Aδa(s, xˆ) = Aa(η
δ(s), xˆ), Aδa(−s, xˆ) = Aa(−ηδ(s), xˆ), (39)
s ∈ [0, ε]. The Levi-Civita connection is deformed accordingly. At δ = 1 we have a product
geometry in the cylinder Σ× [−ε1, ε1]. Hence, the APS Theorem 2.1 holds for δ = 1.
The deformation (39) induces a smooth homotopy of the symbol of /D which preserves the
boundary data. Thus, it does not change the index and does not change the operator D. The
integral of Pontryagin density over M\Σ can change, however. Thus the assertion of Theorem
2.1 holds if and only if the integral of Pontryagin density also remains unchanged.
To proceed, we need an explicit expression for the Pontryagin density [20]
P (x)dnx = Â(R) ∧ ch(F) (40)
through the Â-genus and the total Chern character computed on the curvature 2-form R and
9
εε1 s
ηδ(s)
ε
0
δ=1
δ=1/2
Figure 4: The family of functions ηδ(s).
the Yang-Mills field strength 2-form F . Denote C+ = Σ× (0, ε] and C− = Σ× [−ε, 0). Then∫
M\Σ
dnx (P δ − P ) =
∫
C+∪C−
(
Â(Rδ) ∧ ch(Fδ)− Â(R) ∧ ch(F))
=
∫
C+∪C−
(
[Â(Rδ)− Â(R)] ∧ ch(Fδ)− Â(R) ∧ [ch(Fδ)− ch(F)]). (41)
The Â-genus and the Chern class are characteristic polynomials. Thus they are closed and their
differences due to a homotopy are exact forms
Â(Rδ)− Â(R) = dT Â(Γδ,Γ), ch(Fδ)− ch(F) = dT ch(Aδ, A), (42)
where T means the transgression of corresponding invariant polynomials. Hence, the integrals in
(41) are surface terms. Precise definition can be found in [20]. We need just one basic property
of the transgression, namely that T ch(Aδ , A) vanishes for coinciding connections A and Aδ.
Since A = Aδ on all boundaries of C+ ∪ C−, the second term on the second line of (41) actually
vanishes. The whole expression reads∫
Σ
T Â(Γδ,Γ) ∧ [ch(F+)− ch(F−)] (43)
where we took into account that Γ = Γδ on Σ× {ε} and on Σ× {−ε}.
The assertion of Theorem 2.1 holds if and only if the expression (43) vanishes for δ = 1.
This can be guaranteed in several cases. It is easy to check, that if Kab = 0 for δ = 0, then
(Γa − Γ1a)dxa = 0, and thus (43) vanishes. This corresponds to the case (a) of Theorem 2.1.
Since the Â-genus contains 4k-forms, the expression (43) vanish trivially in n = 2. In n = 4, only
the 0-form ch0 may contribute to (43). However, since ch0 does not depend on the connection,
(43) vanishes in n = 4 as well. This is the assumption (b) of Theorem 2.1. Similarly, in
n = 6 just ch1(F+)− ch1(F−) contributes. Due to restriction on Σ this last expression becomes
proportional to tr(F+ab − F−ab) and yields the condition (c) of Theorem 2.1. Note, that this last
expression vanishes if the Yang-Mills connection corresponds to a compact semisimple group.
This completes the proof of our main Theorem 2.1.
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5 Discussion
As we have already wrote above, the APS index theorem relates chiral and parity anomalies and
thus provides an important physical information. In this last section we discuss the prospects
of generalizing and extending our main Theorem 2.1. First of all, the detailed necessary and
sufficient conditions is the vanishing of (43). At the moment, we do not see other tractable
general cases of vanishing (43) besides the ones that are listed in Theorem 2.1. However, in
dealing with some particular examples in higher dimensions the expression (43) can possibly be
instrumental.
Another possibility is to consider a more general operator of Dirac type (containing an axial
vector field, e.g.) or to generalize the gluing conditions of Σ (for instance, by allowing a brane-
world type non-smooth metrics). In both cases one needs an educated guess for the pair of
operators to be used instead of D+ and D−. Explicit computations in n = 4 along the line
of [23] are possible, but they do not give a sufficient insight.
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