We present an approach to modeling computational calculi using higher category theory. Specifically we present a fully abstract semantics for the π-calculus. The interpretation is consistent with Curry-Howard, interpreting terms as typed morphisms, while simultaneously providing an explicit interpretation of the rewrite rules of standard operational presentations as 2-morphisms. One of the key contributions, inspired by catalysis in chemical reactions, is a method of restricting the application of 2-morphisms interpreting rewrites to specific contexts.
INTRODUCTION
One of the major distinctions in programming language semantics has been the division between denotational and operational semantics. In the former computations are interpreted as mathematical objects which-more often than not-completely unfold the computational dynamics, and are thus infinitary in form. In the latter computations are interpreted in terms of rewrite rules operating on finite syntactic structure. Historically, categorical semantics for programming languages, even variations such as games semantics [6] which capture much more of the intensional structure of computations, are distinctly denotational in flavor [11] . Meanwhile, operational semantics continues to dominate in the presentation of calculi underlying programming languages used in practice [5] [3] [13] .
Motivated, in part, by the desire to make a closer connection between theory and practice, many efforts in the programming language semantics, and in concurrency theory communities have begun to investigate more direct categorical interpretations of operational semantics. This paper finds its place in this latter context, providing a fully abstract interpretation of the π-calculus in terms of a higher categorical model of its operational semantics. In particular, while it remains faithful to a Curry-Howard orientation, modeling terms as typed morphisms, it models the computational dynamics of the calculus, its rewrite rules, as 2-morphisms. One of the goals has been to provide a modular semantics to address a range of features and modeling options typically associated with the π-calculus. For example, a significant bifurcation occurs in the treatment of names with Milner's original calculus hiding all internal structure of names [10] , while the ρ-calculus variant provides a reflective version in which names are the codes of processes [8] . The semantics presented here is capable of providing a categorical interpretation of both variants.
Of particular interest to theoreticians and implementers, the semantics shines light on a key difference between the categorical and computational machinery it interprets. The latter is intrinsically lazy in the sense that all contexts where rewrites can apply must be explicitly spelled out (cf the context rules in section 2.1.4), while the former is intrinsically eager; in fact, one of the contributions of the paper is the delineation of an explicit control mechanism to prevent unwanted rewrites that would otherwise create an insurmountable divergence between the two formalisms.
Related work
This paper draws inspiration from [15] and [2] , but also seeks a more direct account of what works in modern day operational semantics. In his seminal paper [9] Milner provided the template still used today for specifying computational calculi, presenting the π-calculus in terms of a freely generated algebra quotiented by a structural equivalence relation that is then subject to some rewrite rules. This constitutes the modern view of structured operational semantics [12] . In the latter part of his research Milner focused on finding a satisfying relationship between a categorical presentation of the rewrite rules and the notion of bisimulation [4] . While this work did not explicitly employ higher categorical techniques, it spawned a variety of 2-categorical investigations designed to capture and recast bisimulation equivalences in terms of 2-morphisms [14] . Hirschowitz has developed an even more ambitious program of categorifying the whole of the operational semantics framework from the presentation of higher order syntax (or terms with binding constructors like π-calculus or λ-calculus), to rewrite rules [1] .
The present work is primarily focused on providing a direct account of the π-calculus. The modularity of the semantics arises from wanting to give a clean design and clear shape to the present account, rather than an attempt to provide a framework for interpreting a number of computational calculi. The fact that the techniques do apply to a number of calculi was a side effect of this process. Moreover, our particular reconciliation of operational laziness with categorical eagerness introduces an explicit resource sensitivity, which we have not seen before in the theoretical literature, yet is remarkably similar to resource constraints in actual implementations of concurrent and distributed computations.
Organization of the rest of the paper
In the remainder of the paper we present the core fragment of the calculus we model followed by a manifest of the categorical equipment needed to faithfully model it. Then we give the semantics function an sketch a proof that the interpretation is fully abstract.
THE CALCULUS
One notable feature of the π-calculus is its ability to succinctly and faithfully model a number of phenomena of concurrent and distributed computing. Competition for resources amongst autonomously executing processes is a case in point. The expression
is made by composing three processes, two of which, x?(y) ⇒ P and x?(v) ⇒ Q are seeking input from channel x before they launch their respective continuations, P and/or Q; while the third, x!(u), is supplying output on that same said channel. Only one of the input-guarded processes will win, receiving u and binding it to the input variable, y, or respectively, v in the body of the corresponding continuation -while the loser remains in the input-guarded state awaiting input along channel x. The calculus is equinanimous, treating both outcomes as equally likely, and in this regard is unlike its sequential counterpart, the λ-calculus, in that it is not confluent. There is no guarantee that the different branches of computation must eventually converge. Note that just adding a new-scope around the expression
ensures that the competition is for a local resource, hidden from any external observer.
Our running process calculus

Syntax
Due to space limitations we do not treat replication, !P . An occurrence of x in a process P is bound if it is not free. The set of names occurring in a process (bound or free) is denoted by N (P ).
Free and bound names
Structural congruence
The structural congruence of processes, noted ≡, is the least congruence containing α-equivalence, ≡α, making (P, |, 0) into commutative monoids and satisfying 
Operational Semantics
In addition, we have the following context rules:
Bisimulation
Definition 2.1.1. An observation relation, ↓ is the smallest relation satisfying the rules below.
Notice that x?(y) ⇒ P has no barb. Indeed, in πcalculus as well as other asynchronous calculi, an observer has no direct means to detect if a sent message has been received or not.
Definition 2.1.2. An barbed bisimulation, is a symmetric binary relation S between agents such that P S Q implies:
P is barbed bisimilar to Q, written P ≈ Q, if P S Q for some barbed bisimulation S.
CATEGORICAL MACHINERY
We take our models in 2-categories with an underlying symmetric monoidal closed category; the 2-categories Cat (categories, functors, and natural transformations) and Rel (sets, relations, and implications) are examples. We denote the monoidal unit object by I, the tensor product by ⊗, the nth tensor power of an object X by X ⊗n , and the internal hom by a lollipop ⊸.
THE INTERPRETATION
Given the abstract syntax of a term calculus like that in section 2.1.1, we introduce an object in our 2-category for each parameter of the calculus. We introduce 1morphisms for each term constructor, 2-morphisms for each reduction relation, and equations for structural equivalence; we also add 1-morphisms to mark contexts in which reductions may occur.
The π-calculus is parametric in a set of names and a set of processes, so we have objects N and P. Since names can be reused in the π-calculus, we also add 1-morphisms and equations to make N be a cocommutative comonoid. We denote comultiplication by ∆ : N → N ⊗ N and counit by δ : N → I. If the tensor product is the cartesian product, I is the terminal object, N is a comonoid in a unique way, and ∆ and δ are duplication and deletion, respectively.
In the π-calculus, all reductions occur at the topmost context, so we have one unary morphism from P to P. There are some benefits to constructing the top context marker out of the existing binary morphism | : P⊗P → P and a unary morphism COM M : I → P; we'll talk about some of the benefits in the conclusion.
The theory of the π-calculus is the free symmetric monoidal closed 2-category on Taken together these two notions provide an immediate lifting of the syntactic notion of bisimulation to a corresponding semantic notion, which we write, ≈. 
Full abstraction
CONCLUSIONS AND FUTURE WORK
We presented a fully abstract higher categorical semantics for the π-calculus. Our semantics can be seen as a natural extension of Curry-Howard in the categorical setting: if terms are taken to be 1-morphisms, then rewrites between terms should be 2-morphisms. Such an approach is natural from another perspective in that it makes comparison with operational semantics considerably simpler, at least conceptually. To that end, we have already applied the approach to models of other milestone computational calculi, such as the lazy λ-calculus, with some initial success and hope to report on that in subsequent papers.
Perhaps more importantly, establishing connections like this between two different computational frameworks should allow for transport of other key conceptual tools. Here, we were able to transport a version bisimulation to the categorical setting in a simple and straightforward manner. It would be quite interesting to be able to transport categorical notions of typing back to the process setting. For example, Mellies and Zeilberger's refinement types [7] , expressed as functors, suggest an intriguing approach to a more categorical account of behavioral types.
Finally, the use of COM M to control commn based rewrites is strongly reminiscent of the distinction between logical, or virtual concurrency such as may be found in a threads package or operating system process abstraction, versus actual hardware resources. Allowing more than one COM M resource provides, on the one hand a very natural account of so-called true concurrency semantics, and on the other the means to reason about these very practical situations which we hope to investigate in future work.
