Abstract: In this paper we present an extensive comparison of four different classes of models for daily forecasting of spot electricity prices, including ARMAX, constant and time-varying parameter regression models as well as non linear Markov regime-switching regressions. They are selected for particular reasons related to the emerging body of research on the price formation processes observed in electricity markets. The analyses are conducted for representative trading periods of the day in the UK Power Exchange prompt market, with the price series adjusted for their deterministic components and spikes. They show that relative out-of-sample forecasting performances are distinctly different for each trading period, season and across the actual performance metrics. No model consistently outperforms the others, but the ARMAX approach performs well in most cases and the Diebold and Mariano test indicates that, when it is not the best, the ARMAX model is not statistically different from the best. Nevertheless, we suggest that subtle differences in performance between different methods under different conditions are consistent with the apparent variations in the price formation processes by time of day and by season. We conclude with some observations on the disparities between the model specifications appropriate for understanding in-sample price formation and those for accurate out-of-sample predictions.
Introduction
Whilst price forecasting is clearly an important activity for managing operational, financial and trading risks in the liberalised electricity sector, the substantive body of research which has emerged to model power price formation does not generally have a predominantly predictive orientation. The research challenges of specifying adequate econometric models to describe the delicate, nonlinear and evolutionary interactions of fundamental and market conduct variables known to influence power price formation have sustained an increasing amount of work aimed primarily at describing the ex post properties of the market prices, the conduct of participants and questions of market efficiency (Bunn, 2004; Weron, 2006) . How well these models perform out-of-sample for predictive purposes is therefore still incompletely understood. Furthermore, the forecasting models which have been published offer limited insights into their comparative performances, often being conducted in very different contexts (see Aggarwal et al., 2009) , and to the extent that comparisons are included, no consistent conclusions have been emerging.
The published work is methodologically quite wide and includes purely time series forecasting models (Crespo Cuaresma et al., 2004; Conejo, Contreras, Espínola and Plazas, 2005; Conejo, Plazas, Espínola and Molina, 2005; Weron and Misiorek, 2005) , the performances of which are generally improved with exogenous variables (eg Nogales et al., 2002; Contreras et al., 2003; Knittel and Roberts, 2005; Misiorek, 2005 and Misiorek et al., 2006) . Power prices often show heteroskedasticity (Guirguis and Felder, 2004; Garcia et al., 2005; Knittel and Roberts, 2005; Misiorek et al., 2006; Bowden and Payne, 2008) and irregular spikes (Duffie et al., 1998) motivating price specifications involving GARCH (Koopman et al., 2007) , jump components (Escribano et al., 2002; Karakatsani and Bunn, 2004) , or regime switching (Kosater and Mosler, 2006; Misiorek et al., 2006) . Time-varying parameter models (Pedregal and Trapero, 2007; Karakatsani and Bunn, 2008) appear particularly attractive (Granger, 2008) in capturing the evolutionary nature of power markets. Cross-comparisons within this body of work are difficult, however, because basic specifications vary (working with prices or log prices are equally common; unit root tests sometimes indicate mean reversion, sometimes the need to model returns; the deterministic components are incorporated in different ways and whether spikes are modelled or excluded are also discretionary modelling choices). Moreover markets are idiosyncratic (eg PJM, EEX, and NordPool have many different characteristics), and in terms of experimental designs, the out-of sample forecasting periods are sometimes insufficient to compare conclusions, recursive re-estimations are often not undertaken and the reported prediction error statistics also vary. Furthermore, if comparisons are undertaken, their statistical significances are often untested. More fundamentally, however, in addition to these general issues of methodological comparability, which are common to most areas of applied forecasting research, as it is becoming clear that the price formation processes for spot electricity may vary by time of day and by season (Karakatsani and Bunn, 2008) , so it is plausible that there may be systematic, periodic, variations in the relative appropriateness of different forecasting methods as well. To the extent that such an effect exists, it may well confound simple cross-comparisons if it were not part of their experimental designs.
In this paper, we report a detailed forecasting comparison that involves four different classes of models, each one characterised by specific generalisable features. Since it would be possible to suggest a very wide range of different models, we focus instead upon some critical characteristics. One approach follows from the proposition that a well specified ARMA model, applied for short term forecasting, should be able to incorporate indirectly the time series effects of many exogenous variables, particularly the slowly moving ones. We do not explore this approach in its simplest form, however, since it is very well-known that the reserve margin is a crucial variable that determines the competitiveness of pricing, and to the extent that the market operator may provide timely forecasts of this variable, it will be valuable. So, we propose an ARMAX, with this extra variable, but the approach is essentially one of using ARMA to indirectly reflect the many other driving influences. The second approach is a constant parameter linear regression model (LR), with explicit representation of some of the possible exogenous driving variables. The linear model has often been advocated in forecasting out-of-sample, even if nonlinear models have been shown to fit better in-sample (Kosater and Mosler, 2006; Misiorek et al., 2006) . The third approach relaxes the constant parameter aspect of the explicit regression approach to use time-varying coefficients. We specified this with random-walk coefficients, allowing for price dynamics that continuously adapt as the price formation process evolves. Finally the stylised fact of power prices being spiky suggests that a Markov regime-switching approach would be most suitable for the irregular, but repeated, discontinuities in the price series, distinguishing between normal and high-price regimes. We undertake a direct comparison of these four distinct approaches for both fitting and forecasting day ahead UK power prices, with a clear focus upon time of day and seasonal characterisation.
The paper is organized as follows. In section 2 we present a preliminary data analysis of the UK electricity prices and the methods that we use for processing the price series. We describe also the price drivers included in the models as regressors. Section 3 focuses on the description of the models, while section 4 includes the experimental design. Section 5 presents the comparative results obtained through various prediction error statistics and the Diebold-Mariano significance tests. Section 6 concludes.
Data Analysis of the UKPX electricity market

Preliminary data analysis
This work considers the prices for the half-hourly trading periods in the British wholesale power market, which is generally regarded as the most mature and competitive in Europe. These are the reference prices from the UKPX, a power exchange which offered continuous bilateral trading from day ahead to an hour ahead of realtime. The data start from April 1st, 2005, when the market had just been extended to include Scotland, to September 30th, 2006. Each day consists of 48 load periods: period 1 is defined as 00:00-00:30am, period 2 as 00:30-01:00am, and so on up to period 48 (23:30-00.00pm). We denote by P jt the spot price at time t and load period j (t = 1, 2, ..., N , j = 1, 2, ..., 48). All weekends and holidays were removed from the data, yielding 380 days for each load period. The load profiles are quite different for those days, and in dropping them from the analysis, there was no significant loss of information (Ramanathan et al., 1997; Karakatsani and Bunn, 2008) . The prices are spiky, mainly due to occasional supply shocks, and to stabilise variance, logarithmic transformations were used. Figure 1 shows the distributions of the 48 half-hourly log price series. The usual daily cycle appears quite clearly. In particular, we observe very high prices at about 17:00-19:00pm (peak hours), corresponding to load periods 35-38: this evening peak is more pronounced in winter (see figure 2) . Moreover, not only the average level of prices but also their variability depends on the load period. Power markets op- erate with low marginal cost generators providing "baseload power" throughout the day, while flexible plants, typically with high marginal costs, are used only during peak hours. Consequently, prices show an extremely high volatility on a daily basis and because of nonstorability, electricity products traded in different hours really constitute separate commodities. Formulating the time series problem as a sequence of day-by-day observations for a particular trading period, rather than as a sequence of trading periods throughout the day, has become well-established for electricity loads and prices (Ramanathan et al., 1997; Bunn, 2000; Bunn and Karakatsani, 2003) . The improvement in fitting and prediction accuracy is a result of the increase in homogeneity of the day-by-day time series for a particular period in comparison with the contiguous period-by-period sequence. For next-day price forecasting, 48 one-step-ahead forecasts calculated everyday, contain less noise than forecasts with prediction horizons varying from 1 to 48. Thus, our models were estimated separately for each load period. In particular, we used five representative periods of the day: load periods 6 (02:30-03:00am), 18 (08:30-09:00am), 28 (13:30-14:00pm), 38 (18:30-19:00pm) and 44 (21:30-22:00pm ).
As figure 2 shows, the log price series have a deterministic component linked to variations in demand. The night-time load period 6 is more stable. In periods 18, 28 and 38 volatility is very high, with sudden peaks during winter and summer in both 2005 and 2006 . The deterministic component changes according to the load period. Some authors prefer to include it in the models (Karakatsani and Bunn, 2008) , others prefer to remove it and to work on the adjusted price series (Geman and Roncoroni, 2006; Misiorek et al., 2006) . We followed this second approach. Thus, we removed the deterministic component from the log price series and we estimated the models on the filtered series. Common tools for modelling deterministic components include functions with dummies (Haldrup and Nielsen, 2006) , functions of time (Weron et al., 2004; Cartea and Figueroa, 2005) using sinusoidal approaches (Pilipovic, 1998) or a combination of both (Kosater and Mosler, 2006; Misiorek et al., 2006) . However, these are idiosyncratic to the data. In fact our prices show the effects of two components: one affected by the seasonal use of lighting and heating in winter and to a lesser extent by the increasing use of air conditioning in summer, and the other caused by long run market behaviour. Instead of using a parametric method we pursued the Friedman's Supersmoother (Friedman, 1984) , which is a very flexible method to estimate a deterministic component of a time series. It is a nonparametric technique based on the nearest neighbor method characterised by specific procedures for the selection of the smoothing parameter.
Let D jt be the estimate of the deterministic component obtained applying the Friedman's Supersmoother to the log price series log P jt . Then, the adjusted series of log prices is given by p jt = log P jt − D jt (t = 1, 2, ..., N and j = 6, 18, 28, 38, 44) . Table 1 displays some descriptive statistics of the adjusted log price series p jt for the five load periods. Load period 6 has the lowest standard deviation value, followed by load period 44, 18, 38 and 28. This is reasonable considering that period 6 is an off-peak hour, while load periods 28 and 38 are super-peak hours. The high variance of the peak hours is due to spikes. The values of skewness and kurtosis show that all the periods are characterized by positive asymmetry and fat tails, and they deviate considerably from normality. Augmented Dickey-Fuller (Said and Dickey, 1984) and KPSS (Kwiatkowski et al., 1992) tests are applied to the log prices before and after removing the deterministic component to assess the stationarity of the series. null hypothesis at the 1% significance level. In the same way, KPSS stationarity test did not reject the null hypothesis at the 5% significance level. Ng and Perron (1995) method.
As figure 2 shows, our series present a number of very high, sudden spikes, which will affect model estimation and, consequently, the forecasting experiments. A characteristic feature of these spikes is that prices fall back to normal levels almost immediately when the weather condition or outage that caused the peak is over. In Weron and Przyby lowicz (2000) and Weron (2002) the R/S analysis, detrended fluctuation analysis and periodogram regression methods were used to verify antipersistence in electricity prices. One approach is to treat spikes as outliers and use some procedure to preprocess the data, as in Conejo, Contreras, Espínola and Plazas (2005) and Weron and Misiorek (2008) . We decided to conduct our analyseis on the series with and without spikes. For our despiked analyses, we followed Weron (2006) , and did not cut the spikes at a specified threshold, but dampened them by differentiating between jumps and extreme jumps. The method is iterative (until a stop criterion was satisfied) on the spot price series P jt . At each iteration a threshold is set. If the adjusted price is higher than the threshold, it is replaced by a logarithmic function depending on both the price and the threshold. Then the series is transformed again into spot prices and the deterministic component is recalculated. For period j, the procedure at the i-th iteration is as follows:
1. remove the deterministic component from the spot price series
2. set the threshold T i = µ i + 3σ i where µ i and σ i are respectively the mean and standard deviation calculated from the adjusted price series;
Section 5 contains the forecasting results for the models estimated on the adjusted logarithmic price series with and without spikes. Moreover, results from a direct comparison between the two studies are presented.
Market data
As Karakatsani and Bunn (2008) observed on the UK market, there is a strong linkage between prices and market fundamentals. In our research we considered the following variables (in logs):
Demand Forecast (demF t ). This is the national day-ahead demand forecast published by the system operator for each load period. The term 'day ahead' means that demF t is available at time t − 1.
Indicated Margin (margin t ).This is the available capacity margin and it is defined as the difference between the sum of the maximum export limits nominated by each generator prior to each trading period, as its maximum available output capacity, and the demand forecast.
To face possible non linear relations between price and demand, and price and margin, we introduce a quadratic polynomial of demF and margin. To resolve collinearity, at every estimation step we demeaned the variables and then we calculated the quadratic components, denoted as demF 2 and margin 2 .
Gas Price . This is the daily UK natural gas one-day forward price, from the main National Balancing Point (NBP) hub. At the time, the UK power market was widely recognised as being a "spark spread" market, i.e. driven by underlying gas prices. This is also in accord with Serletis and Shahmoradi (2006) who observed that the general relation between gas and electricity price is strong, not only on the mean but also on the variance. For consistency, our models include the series of deviations (gasF.res t ) of gas prices from their deterministic components calculated with the Friedman's Supersmoother.
For autocorrelation and heteroskedasticity, we included the following variables:
Past Prices (p t−j ). They are the lagged spot prices. In particular, lags 1 and 5, corresponding to a daily and weekly lag were considered.
Volatilities (V ol t ). This is an indicator of instability and risk for both for the electricity price series (priceV ol t ) and for the demand forecast series (demV ol t ). Volatility is computed as the coefficient of variation calculated on a rolling windows of the last 5 days. 
Predictive models
where ε t is the error term, z 1 , ..., z k are the exogenous variables, B is the lag operator,
For our dataset the identified model is the ARMAX(1,1,1)
where the exogenous variable z jt is the indicated margin. ϕ j , θ j , β j are constant coefficients. This model, estimated through maximum likelihood, is the simplest among our models. For each load period j, the out-of-sample one-day ahead price forecast is given by:
The second class of model is linear regression (LR), which explicitly accounts for the relation between prices and price drivers. The model is specified as:
where β j is a k ×1 vector of constant coefficients and ε jt is an i.i.d. error term. X jt is a k × 1 vector of regressors selected in-sample with stepwise backward identification (AIC criterion). The regressors are listed in Table 3 . These final sets of regressors are also used for models (4) and (7). Only regressors p t−1 and margin t were significant 
for all the load periods. The demand (and its quadratic term) is not significant in load periods 6 and 44, as it affects prices mainly during peak hours. At each time t parameters β j are estimated by OLS using an expanding dataset, then out-of-sample one-day ahead price forecasts for the adjusted series are obtained as:
Model (3) assumes that the parameters, β, are constant over the estimation sample. However, the application of the CUSUM and CUSUMSQ tests for stability (see Brown et al., 1975) shows that there is strong evidence of instability in the parameters for all the models. Thus, it may be useful to model the dynamics of parameter evolutions. To consider also nonlinearity and heteroskedasticity issues, we used two methods: one in which the changes in the parameters are assumed to be generated by a random walk (time-varying parameter, TVP, regression model) and one in which the changes are determined by a discrete variable which evolves according to a Markov process (a Markov regime-switching, MS, model).
The TVP approach would appear to be most suited to the situations where the response of the prices to the various market fundamentals may change continuously. This is specified as:
where β jt is a k × 1 vector of coefficients and X jt the k × 1 vector of regressors. ε jt is the error term of the measurement equation, while ν jt is the error term vector of the transition equation, E(ε jt , ν jt ) = 0 and H j = diag{σ 2 ν jk }. The estimation of this model was performed using state space methods and the Kalman filter (Hamilton, 1994 and Koopman, 2001) . The above formulation can be written in a state space form:
where
We choose β j1 ∼ W N k (a, P) as initial values. Since β jt is I(1) the initial state vector does not have finite variance and so the Kalman filter has to be initialised using diffuse priors. This procedure assigns very large initial value to the covariance matrix while the initial values of the time varying coefficients are arbitrarily chosen. We set a = 0 and P = κI k where κ is large (κ = 10 6 ). For each load period j, the out-of-sample one-day ahead spot price forecasts are obtained as:
The presence of jumps in electricity price series suggests that, distinct from a continuously evolving structure, there could more appropriately be a discontinuous non-linear functionality switching between normal and high-price regimes. The most common modelling approach to this is the Markov regime-switching model (MS) defined as:
where S t the latent regime at time t, S = {1, 2} the set of possible states (say, base and peak), β jSt a k × 1 vector of coefficients in regime S t , X jt a k × 1 vector of regressors, σ 2 jSt the error variance in regime S t and π ih the transition probability between states i and h. This class of models assumes that the market at each time point is in one of the 2 possible states, indexed by the unobservable discrete variable S t , which evolves according to a first-order irreducible homogeneous ergodic Markov process. Each market regime is characterised by a distinct regression price model, i.e. the model parameters are a function of the prevailing state S t at each time point. Prices are classified into regimes endogenously through the latent state estimation and probabilistic inference. Maximum likelihood estimates of β jSt and σ 2 jSt are performed using the EM algorithm while for smoothed inferences of regimes, Kim's algorithm was used (Hamilton, 1994; Kim, 1994) . Parameters β jSt and σ 2 jSt are estimated both on a daily expanding dataset (MS) and on a rolling window of 6 months (MS6). Once a MS model has been estimated, price forecasts are the linear combinations of predicted prices across regimes weighted by predicted regime probabilities:
Experimental design
In order to make out-of-sample predictions, the data have been split into an insample period (April 1st, 2005 -December 31th, 2005 and an out-of-sample period (January 1st, 2006 -September 30th, 2006 . Moreover, the out-of-sample period was divided in three sub-periods, associated with the different seasons (January-March, 64 data, April-June, 61 data and July-September, 64 data), in order to understand how much the forecasting accuracy of our models is influenced by the period of the year. To formulate on day t a price forecast for period j on day t + 1, the parameters of the models were estimated at each step from a daily expanding dataset or from rolling windows of specified lengths. The forecasting experiment is carried out for all the models described in section 3 estimated on both the basic filtered log price series and the filtered log price series without spikes. However, predictions are always made in terms of the original spot prices. To compare forecasting results we used 4 prediction error statistics:
where m is the size of the forecasting period, P t is the observed spot price at time t and F t is the forecast at time t. We obtain the forecasts for the spot prices using the inverse transformation from the filtered log price, that is through
The Mean Squared Error (MSE) is popular, largely because of its closeness to variance and its consequent theoretical relevance in statistical modelling. However, it is more sensitive to jumps than the Mean Absolute Error (MAE). Percentage errors have the advantage of being scale-independent and, in our case with very high spikes, this could be important.
One of the contributions of this paper is to test if there are significant differences in forecasting accuracy among models. For this we used the Diebold-Mariano test (Diebold and Mariano, 1995) , whose null hypothesis is of no differences in the accuracy of two competing forecasts. It works under quite general loss functions and errors are allowed to be non-Gaussian as well as serially and cross-correlated. In our case, the test was carried out using squared error (adjusted Diebold-Mariano test, see Harvey et al., 1997) and absolute error loss functions.
Forecasting results
The first step is the evaluation of the in-sample performances (fitting) for the four classes of models. At this step, we omit MS6, because it is a variant of MS and it gave similar results. All of our results, fitting and forecasting, refer to the original data, not the smoothed series. With respect to despiking, Table 4 shows that the performance indicators are not dramatically affected by adjusting for spikes and, rather surprisingly, they appear to be negatively affected, with despiking caused a deterioration in fit. The reason is that when the models are fitted on the despiked series, they systematically underestimate peaks and this causes large differences in the in-sample errors corresponding to peaks. This is particularly true for TVR which, being very flexible, is able to adapt itself to follow the peaks. However, only in period 6 for the TVR models, was despiking significantly worse at the 5% level. As regards the comparison among models, in terms of descriptive statistics (MSE, MSPE, MAE and MAPE) nonlinear models, i.e. Markov regime-switching and timevarying parameter regression models, always give better results than linear ones. At 5% significance level, the Diebold and Mariano test indicates that, whether spikes are present or not, nonlinear models significantly outperform linear models in terms of fit (see Table 5 ). This is not surprising given the extra parameterisation and the inclusive nature of linear within the nonlinear specifications. This question is whether this represents over-fitting, and the forecasting insights in the next section Section 5 Forecasting results 13 will address that. Note also that TVR performs substantially better than MS, even with the spikes, and significantly so in periods 6 and 38. Again this is not surprising as the coefficients are modelled as random walks, and in these specifications, it is well known that the model fit can appear high precisely because the parametric noise components incorporate a lot of the randomness from the price series. Again the out-of-sample forecasting may reveal whether this outperformance generalises. Thus, with the out-of-sample predictions, the results are quite revealing. Firstly, we performed a direct comparison between forecasting accuracy of the best models estimated on the filtered log price series with and without spikes. Despiking the data produces better performance indicators in the 49% of the cases, and similar or worst (especially during peak hours) in the remaining cases. The Diebold and Mariano test shows that only in very few cases, clustered in load periods 6 and 44, are the improvements statistically significant (see Table 6 ). Thus, in our case, preprocessing data through a despiking procedure does not seem to be a critical issue in general for producing better forecasts.
Turning to the out-of-sample predictive accuracy of the models. Tables 7-9 show the results for both the with-and without-spikes cases, this time including also MS6. For each descriptive error statistic, season and load period, they display the best model and the ratio between the error statistics of the best model and the ARMAX model:
We used ARMAX as the base comparator, as it was the best in most cases. We used the Diebold and Mariano test for equal prediction accuracy, using both squared and absolute error loss functions. At 5% of significance level, the results in Tables  10-14 indicate that in our study, no model is significantly more accurate than the ARMAX. Instead, the only model that produces significantly better forecasts for some of the periods with respect to all the others is the ARMAX.
Overall, we observe therefore that, at least for our data, the overwhelmingly better in-sample fit of the MS and TVR models did not lead to similarly better outof-sample forecasting and that the ability of linear time series to perform well was endorsed. However, looking at some of the individual trading periods and seasonal results, it is possible to see indications of plausible model discrimination. Looking at the evening peak, for example, period 38, this has the largest spikes, and in winter these will be most serious, caused by extreme weather conditions and occasional gas price spikes. The MS model appears to perform best in these situations on all four error criteria (but not significantly so). In the low demand, period 6 in winter, price variations will be influenced mainly by the weather and transitions will not be so abrupt. The TVR would be expected to pick that up, and indeed TVR appears to perform best over all criteria. The MSE criterion will give most weight to extreme errors, and on this criterion, MS appears to perform best in 3, and TVR in two, out of the 5 trading periods (with spikes) for winter. Thus, there are indications that winter conditions lead to more volatile and extreme prices which may be effectively modelled by the nonlinear methods, even if pairwise significance tests do not provide convincing evidence.
Summary and Conclusions
In summary, we compared the modelling and forecasting performance of four classes of linear and nonlinear models, using data from the UKPX prompt market. Particular attention was paid in order to obtain comparability among models across different load periods and seasons. The classes of models were Constant and TimeVarying Parameter Regressions, ARMAX and Markov Regime-Switching models. The results lead us to conclude that: (i) despiking does not seem to be a critical issue in modelling and forecasting, (ii) when in-sample fit is considered, non linear models were significantly better than linear models, but they may overfit, and (iii) for out-of-sample forecasting, no single model completely outperforms all other models. Forecasting accuracy depends on load period, season and performance indicator, as well as the methods. However, the model which in most cases leads to better performance is the ARMAX model. Moreover, when the ARMAX is not the best, no model significantly outperforms it. There is however some indicative, but not statistically significant, evidence that the nonlinear methods of regime switching and time-varying parameters can forecast the more spiky and volatile winter prices better. In winter, extreme weather conditions, supply interruptions and gas price spikes can cause scarcity pricing to emerge suddenly -hence the value of these approaches. For the rest of the year, price formations are less subject to abrupt shocks and the weather effects are less extreme, such that the an ARMAX may well adequately adjust to their more steady evolution. Overall, this work has contributed to the emerging body of research on power price formation, emphasising the delicate process of model specification, especially for forecasting. Price formation does vary by time of day and time of year, and this may suggest the use of different models. However, this work also links to the conventional wisdom in applied forecasting that, out-of-sample, it is hard to show convincingly that simple linear time series models can be outperformed in general and on average. This is in line with findings in Clements and Krolzig (1998) : while nonlinear models are superior to linear ones in capturing certain features of the data series, from a forecasting perspective linear models appear to be robust for prediction, even when the data are generated by a nonlinear model. 
