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Abstract
It is well known that the problem of .nding a maximum-weight base of matroid can be solved
by a greedy algorithm. The aim of this paper is to extend this result for some more general
problems. One of these problems is maximizing a linear objective function over a family I of
integer nonnegative vectors. We establish a number of necessary and su3cient conditions for
the greedy algorithm to .nd an optimal solution in the general and some special cases. For
the Boolean case, Goecke et al. (in: Combinatorial Optimization, Lecture Notes in Mathematics,
Vol. 1403, Springer, Berlin, 1986, p. 1986) proved that the algorithm works if and only if the
so-called strong exchange property holds. We extend this result to a class of non-Boolean vector
systems. ? 2002 Elsevier B.V. All rights reserved.
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0. Introduction
By the Rado–Edmonds theorem [2–4,7], in the case of down-monotone set systems
(independence systems) the problem of .nding a maximum-weight set is solved by a
greedy algorithm if and only if the system is a matroid. In this paper, a matroid axiom
is generalized to the case of down-monotone integer nonnegative vector systems and
a similar theorem is proved.
For the Boolean case, Goecke et al. [5,6] proved that the greedy algorithm .nds an
optimal solution if and only if a strong exchange property holds. In this paper, we
extend this result to a class of non-Boolean vector systems.
For arbitrary vector systems, which fail to be Boolean, down-monotone, or convex,
such questions have been touched very little so far. Here, we establish several necessary
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and su3cient conditions for the greedy algorithm to .nd an optimal solution both in
general and in some special cases.
1. Description of the problems and algorithm
Consider the following three problems.
(1) The maximum-weight base: Let F be any system of subsets of a set I =
{1; : : : ; n}, where n is some natural number. A base of the system F is any maximal
(by inclusion) set from F.
Suppose the system F satis.es the following condition:
if a set A∈F is nonempty; then A− i∈F for some i∈A: (1)
Such a system is called an accessible set system [5]. To each element i∈ I assign
some real number d(i), called the weight of the element i. The weight of a subset
A∈F is de.ned to be f(A) =∑i∈A d(i).
Consider the problem of .nding a maximum-weight base among all bases of the
system F.
For solving this problem, we use a greedy algorithm that starts with the empty set
and at each step augments the current set A by a maximum-weight element of the set
{i∈ I |A ∪ i∈F and i ∈ A}.
(2) The maximum-weight maximal vector: This problem is a generalization of the
previous one. Let I be any system of .nite integer nonnegative vectors, and let the
components of these vectors be indexed with elements of the set I = {1; : : : ; n}. By ei
denote the vector (0; : : : ; 1; : : : ; 0), where the single 1 occurs at the ith position, and by
A(i), the ith component of the vector A.
Suppose that the system I satis.es the following condition:
if a vector A∈ I is nonzero; then A− ei ∈ I for some i∈ I: (2)
Such a system will be called an accessible vector system. As above, a weight d(i)
is assigned to each i∈ I . The weight of a vector A∈ I is then de.ned by f(A) =∑
i∈I d(i)A(i).
Consider the problem of .nding a maximum-weight vector over all maximal vectors
of the system I.
A feasible solution to this problem can be found by a greedy algorithm. This algo-
rithm starts with the zero vector and at each step adds the current vector A with a vector
ei, where i has the maximum weight among the elements of the set {i∈ I |A+ ei ∈ I}.
(3) The maximum-weight inextensible path: Let G = (V; E) be an acyclic directed
graph with one source node, i.e., a node x0 ∈V such that all other nodes are accessible
from it. Let each arc u∈E be labeled with some index i(u), where i(u) is an element
of the set I = {1; : : : ; n}. (Distinct arcs can be labeled with the same indices.) Such a
graph will be called an indexed graph.
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The paths in G starting at x0 are feasible. By is() denote the index of the sth arc
of the path , and by l() denote the number of arcs in it (its length). To each index
i∈ I we assign some real number d(i), called the weight of index i. The weight of an
arc u∈E is de.ned to be d(i(u)), i.e., the weight of the index of this arc. The indices
are introduced to indicate which arcs have the same weight. The weight of a path 
is given by f() =
∑l()
s=1 d(is()).
Consider the problem of .nding a maximum-weight path over all inextensible fea-
sible paths of the graph G.
We use a greedy algorithm that starts with the node x0 and at each step augments
the current path  by a maximum-weight arc going out of the end node of . Since
the graph is acyclic, this algorithm terminates after a .nite number of steps.
Examples of indexed graphs are given by Hasse’s diagrams for problems (1) and
(2). The nodes are feasible sets (vectors); the node x0 is the empty set (zero vector);
and the arcs are de.ned as follows: if B is a direct extension of A, i.e., B = A ∪ i
and i ∈ A (B= A+ ei, respectively), then the nodes A and B are connected by an arc
labeled with index i.
2. Matroid-type conditions
We say that a greedy algorithm 4nds an optimal solution if the solution obtained is
optimal for any weights d(i).
A classic example of an optimality criterion for the greedy algorithm is provided by
the Rado–Edmonds theorem on independence systems. A set system F is called an
independence system, or a down-monotone set system, if A ⊆ B∈F implies A∈F.
Clearly, this condition is stronger than (1).
Let |A| be the cardinality of the set A, and J (A) = {i∈ I |A ∪ i∈F and i ∈ A}. An
independence system is called a matroid if the following property holds:
if A; B∈F and |A|+ 1 = |B|; then J (A) ∩ B = ∅: (3)
Theorem 1 (Rado [7], Edmonds [2,3], Gale [4]). For any independence system; the
greedy algorithm 4nds an optimal solution if and only if this system is a matroid.
A vector system I ⊆ NI is called down-monotone if A6B∈ I implies A∈ I for
each A∈ZI+. Clearly, this condition is stronger than (2).
Let B(I) be the set of maximal vectors of the system I;
|A| be the component sum of the vector A;
I(A) = {i∈ I |A(i)¿ 0};
J (A) = {i∈ I |A+ ei ∈ I}.
Furthermore, let the system I satis.es
if A; B∈ I and |A|+ 1 = |B|; then J (A) ∩ (I(A) ∪ I(B)) = ∅: (4)
Note that if I consists of Boolean vectors, then Conditions (3) and (4) are equivalent.
In other words, (4) generalizes (3) to the case of integer nonnegative vector systems.
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Theorem 2. For any down-monotone vector system; the greedy algorithm 4nds an
optimal solution if and only if this system satis4es (4).
Proof. Necessity: Suppose that vectors A; B∈ I are such that |A|+1= |B| and J (A)∩
(I(A) ∪ I(B)) = ∅. Set
d(i) =
{
1 if i∈ I(A) ∪ I(B);
0 otherwise:
It is clear that under such weights the vector A can be constructed by the greedy
algorithm. Consequently; there exists a maximal vector A′; A′¿A; obtained by this al-
gorithm. Assume that i∈ I(A′−A). Then A+ei6A′. Since system I is down-monotone;
it follows that A+ ei ∈ I. Hence I(A′ − A) ⊆ J (A). By J (A) ⊆ {i |d(i) = 0}; we have
f(A′)=f(A)=|A|. Then f(A′)¡ |A|+16f(B)6f(B′); where B′ ∈B(I) and B′¿B.
But this contradicts the optimality of the algorithm.
Su6ciency: Assume that A and B are maximal vectors of the system I such that
|A|¡ |B|. Then by (4) it follows that J (A) = ∅. But this contradicts the maximality of
the vector A. Hence, all maximal vectors have the same component sum.
Now suppose that A= ea(1) + · · ·+ ea(k) ∈B(I), where each index a(s), s=1; : : : ; k,
is chosen by the rules of the greedy algorithm.
Let B∈B(I). Since the system I is down-monotone, the vector B can be represented
as B=eb(1) + · · ·+eb(k), where the indices b(s) are ordered by lack of increase of their
weights and eb(1)+· · ·+eb(s) ∈ I for all s=1; : : : ; k. Let p be the minimum number such
that d(a(p))¡d(b(p)). By Condition (4), there exists an element a∈{a(1); : : : ; a(p−
1); b(1); : : : ; b(p)} such that ea(1)+· · ·+ea(p−1)+ea ∈ I. Then due to the order of indices
b(s), we have
d(a)¿min{d(a(1)); : : : ; d(a(p− 1)); d(b(p))}
¿min{d(b(1)); : : : ; d(b(p− 1)); d(b(p))}= d(b(p)):
Consequently, d(a)¿d(a(p)). But this contradicts the choice made by the greedy
algorithm at step p. Thus, we obtained that d(a(s))¿d(b(s)) for all s = 1; : : : ; k.
Hence f(A)¿f(B). The theorem is proved.
Arguing as above, we can show that Condition (4) is necessary and su3cient
for the greedy algorithm to be optimal in certain more general cases than that of
down-monotone systems. In particular, this is true if the vector system satis.es
A∈ I and i∈ I implies A− A(i)ei ∈ I:
Now we consider the case of indexed graphs. Let us introduce the following notation:
W is the set of feasible paths;
B is the set of inextensible feasible paths;
J () = {i(u) | the arc u continues path };
J (x) = {i | i = i(x; x′); (x; x′)∈E};
I() = {i(u) | the arc u belongs to path }.
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If an indexed graph G(I) is the Hasse diagram for a down-monotone vector system
I, then it possesses the following properties:
(i) the set of sequences i1(); : : : ; il()(), where ∈W , is closed under permutations;
(ii) for any arc (x; y)∈E, we have J (y) ⊆ J (x).
Note that if the system I satis.es (4), then
if ; ∈W and l() + 1 = l(); then J () ∩ (I() ∪ I()) = ∅: (5)
Theorem 3. (a) If an indexed graph satis4es (i); then Condition (5) is su6cient for
the greedy algorithm to 4nd an optimal solution.
(b) If an indexed graph satis4es (ii), then Condition (5) is necessary for the greedy
algorithm to 4nd an optimal solution.
This theorem is proved by analogy with the previous one.
Theorems 2 and 3 indicate that Conditions (4) and (5) generalize matroid condition
(3) to the case of vector systems and indexed graphs. This is consistent with the
following fact.
Let A be an arbitrary subset of I ,
FA = {F ∈F |F ⊆ A},
IA = {X ∈ I | I(X ) ⊆ A}, and
GA be the indexed graph composed of the set of paths {∈W | I() ⊆ A}.
It is easy to check that Condition (3) is equivalent to the following:
for any A ⊆ I , all bases of the system FA have the same cardinality.
Theorem 4. (a) An accessible vector system I satis4es (4) if and only if all maximal
vectors of IA have the same component sum for any A ⊆ I ;
(b) an indexed graph G satis4es (5) if and only if all inextensible feasible paths
in GA have the same arc number for all A ⊆ I .
Proof. Necessity: Let (5) hold; and let ;  be two inextensible feasible paths in the
graph GA. Suppose that l()¡l(). Then the original graph G satis.es the relations
I() ⊆ A; J () ∩ A = ∅; and I(′) ⊆ A; where ′ is the path consisting of the .rst
l() + 1 arcs of . It follows that J () ∩ (I() ∪ I(′)) = ∅. But this contradicts (5).
Su6ciency: Suppose ; ∈W , l() + 1 = l() and J () ∩ (I() ∪ I()) = ∅. Let
A = I() ∪ I(). Then the graph GA contains a feasible path  and an inextensible
feasible path . But this contradicts the condition that all inextensible feasible paths in
GA have the same length.
Statement (a) is proved similarly.
3. Solvability tests in the general case
Let G be an arbitrary indexed graph, and let ∈W . By Js() denote the index set
of arcs starting at the sth node of the path . Let us de.ne a binary relation ¿ over
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the index set I as follows. Let i; j∈ I . Suppose that i = is() and j∈ Js() for some
s∈{1; : : : ; l()}. Then we say that i dominates j w.r.t.  directly and write
i  j:
Suppose i = i1  i2  · · ·  ip = j for some index sequence i1; i2; : : : ; ip. Then we
say that i dominates j w.r.t.  and write
i¿ j:
Note that the relation ¿ is reLexive over the set I() and transitive over I .
Let A ⊆ I and  ∗ A= {u | the arc u belongs to the path  and i(u)∈A}. By analogy




We say that A is compatible with the path  if for any s= 1; : : : ; l(),
is() ∈ A implies Js() ∩ A= ∅:
Lemma 1. If the greedy algorithm 4nds an optimal solution under weights 0 and 1;
then all inextensible feasible paths have the same number of arcs.
Proof. Assume that all indices have weight 1. Then any path ∈B can be obtained
by means of the greedy algorithm. On the other hand; its weight is equal to l().
Consequently; l() ≡ const for all ∈B; as required.
Lemma 2. The following statements are equivalent:
(a) a path ∈W is constructed according to the greedy algorithm;
(b) i  j implies d(i)¿d(j);
(c) i¿ j implies d(i)¿d(j).
Proof. (a) ⇒ (b): Suppose that i  j. Then for some s∈{1; : : : ; l()}; we have
i= is() and j∈ Js(). Since is() is chosen by the rules of the greedy algorithm; we
have d(i)¿d(j).
(b) ⇒ (c): Suppose i¿ j. Then there exists a sequence i1; i2; : : : ; ip such that i =
i1  i2  · · ·  ip = j. Consequently, d(i) = d(i1)¿d(i2) ≥ · · ·¿d(ip) = d(j).
(c) ⇒ (a): Suppose that j∈ Js() for some s∈{1; : : : ; l()}. Then is()¿ j, and
d(is())¿d(j). Hence, the path  conforms with the greedy algorithm, as required.
Theorem 5. The following statements are equivalent:
(a) the greedy algorithm 4nds an optimal solution;
(b) the greedy algorithm 4nds an optimal solution under weights 0 and 1;
(c) if paths ;  belong to the set B, then l()=l() and there exists a permutation
& over the set {1; : : : ; l}, where l= l(), such that
is()¿ i&(s)() for all s= 1; : : : ; l;
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(d) if a path  belongs to the set B and a set A is compatible with , then
| ∗ A|= "(A):
Proof. (a)⇒ (b): Obvious.
(b) ⇒ (c): Let the paths  and  belong to the set B. By Lemma 1, we have
l()=l(). Now consider the bipartite graph (V1; V2; E0), where V1={a1; : : : ; al}, V2=
{b1; : : : ; bl}, and the arc set E0 is de.ned by the rule: {ap; bs}∈E0 iM ip()¿ is().
Let A be any subset of V1 and
d(j) =
{
0 if j¡ ip() for some p such that ap ∈A;
1 otherwise:
For any indices i; i′ ∈ I such that i¡ i′, we have d(i)6d(i′). So, by Lemma 2, the
path  can be obtained by using the greedy algorithm. Furthermore, the following
relations hold:
f() = l− |{q | iq()¡ ip() for some p such that ap ∈A}|6 l− |A|, and
f() = l− |{s | is()¡ ip() for some p such that ap ∈A}|= l− |NA|, where NA
is the set of nodes of V2 adjacent to nodes of A.
By the condition of optimality for the case of weights 0 and 1, we get |A|6 |NA|. In
view of the perfect matching theorem due to KPonig and Hall [1], it follows that there
exists a permutation & over the set {1; : : : ; l} such that {as; b&(s)}∈E0 for all s=1; : : : ; l.
By the construction of the graph (V1; V2; E0), this is equivalent to is()¿ i&(s)().
(c)⇒ (a): Assume that the paths ;  belong to the set B, and a permutation & over
the set {1; : : : ; l} satis.es is()¿ i&(s)() for all s = 1; : : : ; l. Let the path  be con-
structed by using the greedy algorithm. Then Lemma 2 implies d(is())¿d(i&(s)())
for all s= 1; : : : ; l. Thus f()¿f().





If s∈{1; : : : ; l()} and the index is() has weight 0, then is() ∈ A. It follows that
Js() ∩ A = ∅ and d(j) = 0 for any j∈ Js(). Hence, the path  can be obtained by
the greedy algorithm. Consequently, the following equations hold:




| ∗ A|= "(A):
(d) ⇒ (b): If the path  is obtained by using the greedy algorithm, then the set
A= {i |d(i) = 1} is compatible with . Thus, we have





This completes the proof of Theorem 5.
Now we state a similar theorem for the case of vector systems. Let I ⊆ NI be
an accessible vector system. Consider an index sequence A = (a(1); : : : ; a(k)), where
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a(s)∈ I , s= 1; : : : ; k. We say that A is a feasible sequence if ea(1) + · · ·+ ea(s) ∈ I for
all s=1; : : : ; k. Clearly, feasible sequences of the system I correspond to feasible paths
of the graph G(I). Let i; j∈ I and A=(a(1); : : : ; a(k)) be a feasible sequence. Suppose
s is such that i = a(s) and a sequence (a(1); : : : ; a(s − 1); j) is feasible. Then we say
that i directly dominates j w.r.t. A and write
i A j:
Suppose i = i1 A i2 A · · · A ip = j for some index sequence i1; i2; : : : ; ip. Then we
say that i dominates j w.r.t. A and write
i¿A j:
Corollary of Theorem 5. The following statements are equivalent:
(a) the greedy algorithm 4nds an optimal solution;
(b) the greedy algorithm 4nds an optimal solution under weights 0 and 1;
(c) if A=(a(1); : : : ; a(l)) and B=(b(1); : : : ; b(m)) are inextensible feasible sequences;
then l= m and there exists a permutation & over the set {1; : : : ; l} such that
a(s)¿A b(&(s)) for all s= 1; : : : ; l:
4. Solvability tests in some special cases
Consider any indexed graph and introduce the following notation. Let a be any node;
W (a) be the set of paths starting at the node a; B(a) be the set of inextensible paths
starting at a; B∗(a) be the set of inextensible paths starting at a and constructed by
using the greedy algorithm; B∗=B∗(x0);  be the path obtained by pasting the paths
 and ; ∗ be the vector such that its ith component (i∈ I) equals | ∗ {i}|, the
number of arcs with index i in the path .
Theorem 6. Let an indexed graph satisfy the condition
for any path ∈W and numbers a; b (16 a¡b6 l());
ia() = ib() implies Ja() ⊆ Jb(): (6)
Then the following statements are equivalent:
(a) the greedy algorithm 4nds an optimal solution;
(b) for any arc (x; z)∈E and any path ∈B(x); there exists a path ,∈W (z) such
that
,∗ = ∗ − ej; where j∈ J (x);
(c) if any paths ;  belong to the set B; then l() = l() and there exists a per-
mutation & over the set {1; : : : ; l}; where l= l(); such that
i&(s)()∈ Js() for all s= 1; : : : ; l:
To prove Theorem 6, we need the following two lemmas.
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Lemma 3. Assuming (6); if the greedy algorithm 4nds an optimal solution; then the
following property holds:
if ∈W −B and ∈B; then J () ∩ I(∗ − ∗) = ∅: (7)
Proof of Lemma 3. Put
d(i) =
{
0 if i∈ J ();
1 otherwise:
If d(is()) = 0 for some s∈{1; : : : ; l()}; then is()∈ J (). In view of (6); we have
Js() ⊆ J (). Then d(j)=0 for any j∈ Js(). Consequently; the path  can be obtained
by using the greedy algorithm.
By Lemma 1, all paths in the set B have the same length, denoted by l. Let a be
the end node of the path , and ′ ∈B∗(a). So, the index of the .rst arc in the path
′ lies in the set J (). Hence, the weight of the path ′ does not exceed l− l()− 1.
Moreover, we have f()= l()−|∗J ()|. It follows that f(′)6 l−1−|∗J ()|.
On the other hand, the path  has weight l − | ∗ J ()|. Since the greedy algorithm
is optimal, we have | ∗ J ()|¿ | ∗ J ()| + 1. Consequently, there exists an index
i∈ J () such that | ∗ {i}|¿ | ∗ {i}|. This means that i∈ I(∗ − ∗), and the result
follows.
Lemma 4. Assuming (6); if is(.) = i¿. j for some .∈B; then there exists a se-
quence s(1); s(2); : : : ; s(p) such that s = s(1)¡s(2)¡ · · ·¡s(p); j∈ Js(p)(.); and
is(t+1)(.)∈ Js(t)(.) for every t = 1; : : : ; p− 1.
Proof of Lemma 4. By the de.nition of relation ¿.; there exists a sequence s(1); : : : ;
s(p) such that s = s(1); j∈ Js(p)(.) and is(t+1)(.)∈ Js(t)(.) for every t = 1; : : : ; p − 1.
Let s(1); : : : ; s(p) be such a sequence with the minimum number of elements. Assume
that s(t)¿ s(t + 1) for some t ∈{1; : : : ; p − 1}. Let a = s(t + 1) and b = s(t). Since
ia(.)∈ Jb(.); there exists an arc u starting at the bth node of . and having index ia(.).
Denote by  the path composed of u and the .rst b−1 arcs of .. Then 16 a6 b=l()
and ia() = i(u) = ib(). So Ja() ⊆ Jb() by (6). Thus; Js(t+1)(.) ⊆ Js(t)(.). But this
contradicts the minimality of the sequence s(1); : : : ; s(p); since in this case the element
s(t + 1) can be removed. This completes the proof of Lemma 4.
Proof of Theorem 6. (a) ⇒ (b): By Lemma 1; all paths of the set B have the same
length; denoted by l. Assume that the algorithm .nds an optimal solution and  is a
path from x0 to x. We construct a path ,∈W (z) by the following rule. Take a path
,l()+1 consisting of the single node z and suppose that we have a path ,s−1 for some
s=l()+2; : : : ; l. Consider the set A(s)=I(∗−ei(x; z)−,∗s−1)=I(()∗−((x; z),s−1)∗).
By Lemma 3; there exists an arc us extending the path ,s−1 and such that
i(us)∈ J (,s−1) ∩ A(s):
Furthermore; let i(us) ∈ J (x) whenever J (,s−1) ∩ A(s) * J (x). Put ,s = ,s−1us and
,= ,l. Then ,∗6 ∗ and |,∗|= |∗| − 1. It follows that ,∗= ∗− ej for some j∈ I().
So; it remains to show that j∈ J (x).
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Consider the path .=(x; z),. By the construction of path ,, the following statement
is valid for every s with l() + 26 s6 l:
is(.)∈ Js(.) ∩ A(s) and is(.) ∈ J (x) whenever Js(.) ∩ A(s)* J (x):





Then for all indices i; i′ ∈ I such that i¡. i′, we get d(i)6d(i′). So, Lemma 2 yields
that the path . can be obtained by the greedy algorithm. On the other hand, from the
equality l((x; z),)=l() combined with Lemma 1 we deduce that .∈B. Consequently,
f(.)¿f(). This means that |, ∗A|6 | ∗A| − 1. Since ,∗= ∗− ej, we have j∈A.
Hence we have i(x; z)¿. j.
Let s = l() + 1. Then, by Lemma 4, there exists a sequence s(1); s(2); : : : ; s(p)
such that s = s(1)¡s(2)¡ · · ·¡s(p), j∈ Js(p)(.), and is(t+1)(.)∈ Js(t)(.) for every
t=1; : : : ; p−1. Furthermore, since iq(.)∈A(q) and A(q) ⊆ A(q−1) for all q=s+1; : : : ; l,
it follows that the index is(t+1)(.) belongs to the set Js(t)(.) ∩ A(s(t)).
Now using the properties of the path . and the relations is(2)(.)∈ Js(1)(.)=J (x), we
get Js(2)(.)∩A(s(2)) ⊆ J (x). It follows that is(3)(.)∈ J (x). Arguing as above, one can
see that is(t)(.)∈ J (x) for every t=2; : : : ; p. So, is(p)(.)∈ J (x) and Js(p)(.)∩A(s(p)) ⊆
J (x).
But since ,∗ = ∗ − ej, we either have j = i(x; z), or the index j belongs to the set
I(∗ − ei(x; z) − ,∗). In the former case it is obvious that j∈ J (x), as required. In the
latter, j∈ Js(p)(.) ∩ A(s(p)). Thus, again, j∈ J (x) .
(b)⇒ (c): We .rst show that all paths of the set B have the same length. Suppose
that l()¡l() for some paths ; ∈B, and that among all such paths,  and  have
the maximal common beginning. Denote this beginning by 0. Let (x; z) be the .rst
arc of the path  after 0, and x be the part of the path  lying after the node x. By
Statement (b) of this theorem, there exists a path ,∈W (z) such that l(,) = l(x)− 1.
Hence l(0(x; z),) = l(). Extend the path 0(x; z), to some inextensible path ′ ∈B.
Then we get l(′)¿ l(). But this contradicts the choice of the path .
Further, suppose that ; ∈B and x0=x1; : : : ; xl+1 is the node sequence of the path .
By induction on s, we prove that for any s=1; : : : ; l+1, there exists a path s ∈B(xs)
such that
∗ = ∗s +
s−1∑
t=1
ei(t); where i(t)∈ Jt(); t = 1; : : : ; s− 1:
For s=1, there is nothing to prove since 1 = . Let the statement be true for some
s∈{1; : : : ; l}. By Condition (b) of this theorem, there exists a path ,∈B(xs+1) such
that ∗s = ,
∗ + ej, where j∈ J (xs). Then we have ∗ = ,∗ + ej +
∑s−1
t=1 ei(t). Putting
s+1 = , and i(s) = j, we obtain ∗ = ∗s+1 +
∑s
t=1 ei(t), where i(t)∈ Jt(), t = 1; : : : ; s.
Hence, the statement is also true for s+ 1.
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For s= l+ 1, we have ∗ =
∑l
t=1 ei(t), where i(t)∈ Jt(), t = 1; : : : ; l. On the other
hand, the vector ∗ can be represented as
∑l
t=1 ei(t). Consequently, there exists a
permutation & over the set {1; : : : ; l} such that i&(t)() = i(t)∈ Jt() for all t =1; : : : ; l.
(c) ⇒ (a): Let the paths ;  belong to the set B, and a permutation & over the
set {1; : : : ; l} be such that i&(s)()∈ Js() for all s = 1; : : : ; l. Suppose that the path 
is constructed by using the greedy algorithm. Then for any s = 1; : : : ; l, we have the
inequality d(i&(s)())6d(is()). It follows that f()6f(). This completes the proof
of Theorem 6.
Remark 1. In proving the assertions (b) ⇒ (c) and (c) ⇒ (a) above; we did not use
Condition (6). Hence; Statements (b) and (c) of Theorem 6 are su3cient conditions
for the greedy algorithm to .nd an optimal solution in the case of arbitrary indexed
graphs.
We now state a similar theorem for the case of vector systems.
Theorem 7. Let an accessible vector system I ⊆ NI be such that
for any feasible index sequence i(1); : : : ; i(s)
and numbers p; q (16p¡q6 s);
i(p) = i(q) implies J (e1 + · · ·+ ei(p−1)) ⊆ J (e1 + · · ·+ ei(q−1)): (8)
Then the greedy algorithm 4nds an optimal solution if and only if the following
exchange property holds:
if A6B and A(i) = B(i); where A∈ I; B∈B(I) and i∈ J (A);
then there exists an element j∈ J (A) ∩ I(B− A)
such that B+ ei − ej ∈ I: (9)
Proof. Su6ciency: By the corollary of Theorem 5; it su3ces to prove that the greedy
algorithm .nds an optimal solution in the case of (0;1) weights.
Assume that A= ea(1) + · · ·+ ea(k) ∈B(I), where the indices a(1); : : : ; a(s) are cho-
sen by using the greedy algorithm. Suppose that a vector B∈B(I) has the property
f(B)¿f(A), and among all such vectors, this one de.nes the maximum number s
satisfying As = ea(1) + · · ·+ ea(s)6B. Since the vector A is maximal, s¡k. Moreover,
for the element i= a(s+1), we have i∈ J (As) and As(i)=B(i). Condition (9) implies
that there exists an element j∈ J (As) with As(j)¡B(j) and B + ei − ej ∈ I: Since
As6B, we have As+1 = As + ei6B + ei − ej. Further, using j∈ J (As) and the rules
of the greedy algorithm, we obtain d(i)¿d(j). Consequently, f(B+ ei − ej)¿f(B).
Consider a maximal vector B′ such that B′¿B + ei − ej. Since all weights are non-
negative, we have f(B′)¿f(B+ ei − ej)¿f(B). But As+16B′, and this contradicts
the choice of the vector B.
Necessity: is veri.ed by analogy with the implication (a)⇒ (b) of Theorem 6.
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Remark 2. In proving the su3ciency; we did not use Condition (8). Hence; the ex-
change property (9) is a su3cient condition for the greedy algorithm to .nd an optimal
solution in the case of an arbitrary accessible vector systems.
Examples of vector systems satisfying (8) are given by Boolean vector systems.
Theorem 7 rephrased for Boolean vector systems, i.e., actually, for set systems, yields
the following well-known theorem.
Theorem 8 (Goecke et al. [5]). Let F ⊆ 2I be an accessible set system. Then the
greedy algorithm 4nds an optimal solution if and only if the strong exchange property
holds:
if A ⊆ B and i ∈ B, where A∈F, B is a base of F and i∈ J (A),
then there exists an element j∈ J (A) ∩ (B− A) such that B ∪ i − j∈F:
Note that the strong exchange property was .rst studied by Goetchel [6]. He also
established the previous theorem for the case of greedoids, i.e., accessible set systems
satisfying matroid condition (3).
5. Su+cient conditions of solvability
Lemma 5. Let an indexed graph satisfy the following conditions: every inextensible
feasible path consists of l arcs; the arcs of the same path have distinct indices; for
any node x∈V ; we have |J (x)|¿ n − l + 1 whenever at least one arc starts at x.
Then the greedy algorithm 4nds an optimal solution.
Proof. In view of Theorem 5; it is su3cient to prove that the greedy algorithm .nds
an optimal solution in the case of (0;1) weights. Let ∈B∗; and let A be the set of
zero-weighted indices. If I()∩A= ∅; then the path  has the maximum weight l. Let
I() ∩ A = ∅; and let s be the maximal number such that is()∈A.
Since ∈B∗ and is()∈A, the inclusion Js() ⊆ A holds. The condition of the index
uniqueness yields that the indices of the .rst l−f()−1 zero-weighted arcs of the path
 do not repeat and are not contained in the set Js(). Consequently, |A|¿ l−f()−
1+ |Js()|. Then using the hypothesis of the lemma, we obtain |A|¿ n−f(). Hence
for any path ∈B, we have |I()∩A|¿ |I()|+ |A|−n¿ l+n−f()−n= l−f().
It follows that f()6 l− (l−f())=f(). So, the path  has the maximum weight.
This completes the proof.
Corollary of Lemma 5. Let all bases of an accessible set system F have the same
cardinality l; and |J (A)|¿ n− l+1 for any set A∈F which is not a base. Then the
greedy algorithm 4nds an optimal solution.
Lemma 6. Let an indexed graph satisfy the following conditions: every inextensible
feasible path consists of l arcs; for any paths ; ∈B and any node x∈V ; we have
J (x) ∩ I(∗ − ∗) = ∅ implies J (x) ∩ I(∗ − ∗) = ∅.
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Then the greedy algorithm 4nds an optimal solution.
Proof. We .rst prove (7):
if ∈W −B and ∈B; then J () ∩ I(∗ − ∗) = ∅:
Suppose this is violated by paths ∈W − B; ∈B. Let x be the end node of ;
′ ∈B(x); and i be the index of the .rst arc in the path ′. Then | ∗ {i}|6 | ∗
{i}|¡ |′ ∗{i}|. It follows that J (x)∩ I((′)∗−∗) = ∅. Using the hypothesis of the
lemma; we have J (x) ∩ I(∗ − (′)∗) = ∅. Hence; there exists an index j∈ J (x) such
that | ∗ {j}|¿ |′ ∗ {j}|. Consequently; | ∗ {j}|¿ | ∗ {j}|. But this contradicts the
assumption J () ∩ I(∗ − ∗) = ∅.
We now verify Statement (2) of Theorem 6. Let (x; z)∈E, ∈B(x), and  be some
path from x0 to x. Using (7), we can construct a path ,∈B(z) such that
,∗6 ∗ and ((x; z),)∗6 ∗ whenever i(x; z)∈ I():
Since (x; z),∈B, we get l((x; z),) = l and ,∗ = ∗ − ej, where j∈ I(). So, it
remains to show that j∈ J (x). In the case of i(x; z)∈ I(), we get ((x; z),)∗ = ∗ and
j = i(x; z)∈ J (x), as required. Otherwise, we have ((x; z),)∗ = ∗ − ej + ei(x; z) and
J (x) ∩ I(((x; z),)∗ − ()∗) = {i(x; z)} = ∅. Then, by the hypothesis of the lemma,
J (x) ∩ I(()∗ − ((x; z),)∗) = J (x) ∩ {j} = ∅. Thus, we obtain j∈ J (x) again. This
completes the proof.
Corollary of Lemma 6. Suppose that all maximal vectors of an accessible vector
system F have the same component sum; and that J (C) ∩ I(A − B) = ∅ implies
J (C)∩ I(B−A) = ∅ for all vectors A; B∈B(I) and C ∈ I. Then the greedy algorithm
4nds an optimal solution.
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