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Abstract
We prove the existence of a successful coupling for n particles in
the symmetric inclusion process. As a consequence we characterize the
ergodic measures with finite moments, and obtain sufficient conditions
for a measure to converge in the course of time to an invariant product
measure.
1 Introduction
In [8, Chapter VIII], a rather complete ergodic theory is given for the sym-
metric exclusion process (SEP). In particular, for the simple symmetric ex-
clusion process the only extremal invariant measures are Bernoulli measures
with constant density. This complete characterization of the set of invariant
measures is quite exceptional and in the case of SEP is a consequence of the
fact the SEP is self-dual. Because of this, invariant measures can be related
to bounded harmonic functions for the finite SEP. Then, by the construction
of a successful coupling of the SEP with a finite number of particles, it is
shown that all bounded harmonic functions are constant, i.e. only depend-
ing on the number of particles. From this in turn, one can conclude that
all invariant measures for the SEP are permutation invariant, from which
one derives by the De Finetti theorem that they are convex combinations
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of Bernoulli measures. In [3, 4] an attractive version (in the sense of hav-
ing attractive interaction between the particles) of the SEP is introduced
and called the simple inclusion process (SIP). In the SIP, particles perform
nearest-neighbor jumps according to a simple symmetric random walk and
interact by “inclusion jumps”, where pairs of neighboring particles jump to
the same site at rate 1. This analogy between SIP (attractive) and SEP (re-
pulsive) becomes even more apparent in [4], where it is shown that the SIP
satisfies the analogue of Liggett’s comparison inequality [8, Chapter VIII,
Proposition I.7] for the evolution of positive definite symmetric functions.
The expectation at time t > 0 of such a function in the course of the evo-
lution of n SIP-particles is larger than in the course of the evolution of n
independent random walkers. In particular this implies that a certain class
of product measures is mapped by the evolution under the SIP to measures
with positive correlations (as opposed to negative correlations in the SEP).
In this paper, we want to go as far as possible in the study of the invariant
measures of the SIP, i.e., understand its ergodic measures and their attrac-
tors. Because the number of particles is unbounded, and because we want
to use self-duality, we will have to restrict to a set of measures with all mo-
ments finite. The main problem is then to construct a successful coupling for
two sets of n SIP-particles initially at different locations. That this coupling
seems possible is due to the fact that as long as SIP-particles do not collide,
i.e., are not at neighboring positions, they behave as independent random
walkers and these can be coupled by the coordinate-wise Ornstein coupling
in any dimension. The idea of the coupling of SIP-particles comes from [2],
combined with [9]. In [9] it is shown that inclusion particles and independent
random walkers can be coupled in such a way that at time t they are o(
√
t)
apart. The period of time [0, (1 − δ)t] in which coupling according to [9] is
used (stage 1) is then followed a period of time [(1− δ)t, t] (stage 2) in which
the coordinate-wise Ornstein coupling of independent random walkers is used
both for the independent walkers as well as for the SIP walkers. The only
problem then in order for this coupling to be successful is to estimate the
probability of being coupled before a collision takes place. One can under-
stand however that such a collision event is highly improbable (as t → ∞),
because after a long time the walkers are much further apart (O(
√
t)) than
the distance between the walkers and their inclusion partners (o(
√
t)). Once
one has the successful coupling of SIP-particles, and as a consequence results
on the structure of the invariant measures of the SIP, all these results can be
transferred without effort to corresponding results for interacting diffusion
processes of which the SIP is a dual process such as the BEP (Brownian
Energy Process) and BMP (Brownian Momentum Process).
The rest of our paper is organized as follows. In Section 2 we give basic
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definitions and set up notations, in Section 3 we prove the successful coupling,
in Section 4 we characterize the class of ergodic so-called tempered (with
finite moments) measures and in Section 5 we give sufficient conditions for a
measure to converge to an invariant product measure.
2 Notations and definitions
2.1 The symmetric inclusion process
We denote by p(., .) the transition probability of a simple symmetric nearest
neighbor random walk on the lattice Zd, i.e.,
p(x, y) =
{
1
2d
if |x− y| = 1
0 otherwise.
The simple symmetric inclusion process with parameter m > 0 (denoted
SIP(m)) is an interacting particle system where particles perform indepen-
dent random walks according to the transition probabilities p(., .) and on
top of that, they interact by inclusion, i.e. each particle “invites” any other
particle at nearest neighbor position at rate 1 to join its site (invitations are
always followed up). These “invitation jumps”, or “inclusion jumps”, create
an attractive interaction between the particles. This has to be compared with
the interaction between particles of the symmetric exclusion process (SEP)
where jumps joining two particles at the same site are forbidden. Here, on
the contrary, these jumps are encouraged.
More formally, the SIP is a continuous-time Markov process (ηt)t≥0 ∈ NS
whose generator L acts on local functions f , i.e. depending only on a finite
number of occupation variables, as
L f(η) =
∑
x∈Zd
∑
y:‖y−x‖=1
p(x, y)η(x)
(m
2
+ η(y)
)(
f(ηx,y)− f(η)), (2.1)
where ηx,y ∈ NZd stands for the configuration obtained from η ∈ NZd by
moving one particle from x to y, i.e. ηx,y = η − δx + δy, where δx denotes
the configuration with a single particle at x and no particles elsewhere ; ‖ · ‖
stands for the ℓ1-norm.
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2.2 Invariant product measures
For λ ∈ [0, 1), define the homogeneous discrete Gamma product measure νmλ
on NZ
d
whose marginals are given by
νmλ
{
η(x) = k
}
=
1
Zλ,m
λk
k!
Γ(m
2
+ k)
Γ(m
2
)
(2.2)
where Γ(·) denotes the Gamma function and
Zλ,m =
(
1
1− λ
)m/2
is the normalizing constant. These measures νmλ are reversible and ergodic
for the SIP(m), see [4] for more details. One of the main questions answered
in the present paper is whether these are the only ergodic measures within a
certain class.
2.3 Duality
A duality relation is a link between a dual process with the process of interest
in such a way it allows to perform computations for one process in terms of
another. The link is created via the duality function. For further details see
[8, Chapter II, Section 4].
DEFINITION 2.1 (duality relation). Suppose (ξt)t≥0 and (ηt)t≥0 are Markov
processes on S1 and S2 respectively. Let D be a bounded measurable function
on S1 × S2. The processes (ξt)t≥0 and (ηt)t≥0 are said to be dual to one
another with respect to D if
EξD(ξt, η) = EηD(ξ, ηt). (2.3)
If the processes (ξt)t≥0 and (ηt)t≥0 are the same, then we call (2.3) self-
duality. In that sense, the SIP(m) is self-dual (see [3]) with duality functions
D(·, ·) given by
D(ξ, η) =
∏
x∈S
d(ξ(x), η(x)) (2.4)
where
d(k, l) =

l!
(l − k)!
Γ(m
2
)
Γ(m
2
+ k)
for k ≤ l
0 for k > l
,
and d(0, 0) = 1. Self-duality of the SIP(m) then means
E
SIP (m)
η D(ξ, ηt) = E
SIP (m)
ξ D(ξt, η), (2.5)
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where E
SIP (m)
η denotes the expectation of a SIP(m) starting from an initial
configuration η and where ξ is a finite configuration (i.e., having a finite
number of particles).
The self-duality functions D(., .) and the reference measure νmλ are natu-
rally connected via ∫
D(ξ, η)dνmλ (η) =
( λ
1− λ
)|ξ|
, (2.6)
where |ξ| denotes the number of particles in the finite configuration ξ. We
refer the reader to [3, 4] for the proof of the self-duality (2.5) and further
details and properties of the SIP. By duality relations, we derive as well re-
lated results for interacting diffusions that are dual to the SIP: the Brownian
momentum process and the Brownian energy process, see [4] and references
therein.
The main advantage of self-duality is that we can study the SIP with
infinitely many particles by studying the SIP with a finite number of particles.
Indeed, to know the time dependent expectations of the polynomials D(ξ, η)
it suffices to follow the evolution of the particles in the finite configuration
ξ, and the initial configuration ξ.
While exploiting the self-duality property, we will necessarily restrict to
starting measures with finite moments. Let us denote by P the set of all
probability measures on the configuration space NZ
d
. We then consider the
class of so-called tempered probability measures defined as follows:
DEFINITION 2.2.
Pt =
{
µ : µ ∈ P : ∀n ∈ N : sup
|ξ|=n
∫
D(ξ, η)µ(dη) =: cn <∞
}
. (2.7)
where cn satisfies the Carleman moment condition
∞∑
n=1
c−1/nn =∞
ensuring the moments
∫
D(ξ, η)µ(dη) characterize uniquely the measure µ
[6].
First, remark that by self-duality, a tempered measure remains tempered
in the course of the evolution of the SIP. Indeed, if µ ∈ Pt then, by conser-
vation of the number of particles in the finite SIP, denoting
sup
|ξ|=n
∫
D(ξ, η)µ(dη) = cn,
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we have, for |ξ| = n and t > 0,∫
EηD(ξ, ηt)µ(dη) = Eξ
∫
D(ξt, η)µ(dη) ≤ cn,
hence the time-evolved measure µt is tempered for all t > 0, with the same
dominating constants cn, n ∈ N as the one of the starting measure µ.
We are interested in characterizing of the invariant measures which are
ergodic for the SIP, and belong to Pt. We call I the set of invariant proba-
bility measures for the SIP, and by It the set I ∩Pt of tempered invariant
measures. Furthermore, we call Ie the set of extreme points of I , i.e., the
set of invariant and ergodic probability measures for the SIP.
For a measure µ ∈ Pt we denote its D-transform by
µˆ(ξ) =
∫
D(ξ, η)µ(dη). (2.8)
Here ξ varies in the set of finite configurations, which we denote further by
Ωn if ξ is a configuration which contains n particles. Note that ξ ∈ Ωn such
that n = |ξ| can be identified with an n-tuple x1, . . . , xn via
ξ =
n∑
i=1
δxi. (2.9)
As a consequence µˆ can also be viewed as a symmetric function on ∪n∈N(Zd)n.
The following result is then a straightforward consequence of the self-
duality of the SIP.
PROPOSITION 2.1. A probability measure µ ∈ It if and only if its D-
transform µˆ is bounded harmonic for the SIP, i.e., if and only if for all
t > 0
Eξµˆ(ξt) = µˆ(ξ) (2.10)
As a consequence, the study of ergodic measures in It is reduced to the
problem of identifying the set of bounded harmonic functions for the SIP.
This is done via the construction of a successful coupling, which implies that
bounded harmonic functions are constant.
2.4 Bounded harmonic functions and successful cou-
pling
Via the identification (2.9) we can see the evolution of n SIP-particles ini-
tially at positions x = (x1, . . . , xn) as a process X
S(t) = (XS1 (t), . . . , X
S
n (t))
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on (Zd)n so that for each 1 ≤ i ≤ n, XSi (t) keeps track of the location
of the SIP-particle i started from xi. We denote by P
SIP
x its path space
measure. A coupling of two copies of the SIP starting initially at different lo-
cations x = (x1, . . . , xn),y = (y1, . . . , yn) is then defined as usual as a process
{XS(t),YS(t)), t ≥ 0} with XS(0) = x,YS(0) = y with first (resp. second)
marginals {XS(t), t ≥ 0}, the SIP starting from x (resp. {YS(t), t ≥ 0}, the
SIP starting from y). Its path space measure is then denoted by P̂SIPx,y where
the hat stands for the joint distribution in the coupling. The coupling time
is defined via
τ = inf{t ≥ 0 : XS(s) = YS(s) ∀s ≥ t} (2.11)
where by convention inf(∅) =∞. The coupling is successful if τ <∞ P̂SIPx,y -
almost surely for all (x,y) ∈ (Zd)2n. It is well known (see e.g. [8, Chapter
2]) the existence of a successful coupling implies that all bounded harmonic
functions are constant.
2.5 Diffusion processes related to the SIP
The SIP is related via duality to the BEP, a system of interacting diffusions
with state space [0,∞)Zd and to the BMP, a system of interacting diffusions
with state space RZ
d
. See [3] for more details. This implies that many results
on the invariant measures and characterization of ergodic measures can be
transferred to these processes. This “transference” is a consequence of the
following proposition.
PROPOSITION 2.2. Assume {ζt : t ≥ 0} is a Feller process on the state space
KZ
d
with K a Polish space. Assume that the process is dual to the SIP with
duality function D(ξ, ζ). Then let
P
D
t =
{
µ : µ ∈ P : ∀n ∈ N : sup
|ξ|=n
∫
KZd
D(ξ, ζ)µ(dζ) <∞
}
denote the corresponding set of tempered probability measures, and denote for
µ ∈ PDt , µˆ(ξ) =
∫
D(ξ, ζ)µ(dζ) its D-transform. Then we have µ ∈ PDt is
invariant for {ζt : t ≥ 0} if and only if µˆ is a bounded harmonic function for
the SIP.
3 Successful coupling for the SIP
In this section we prove:
THEOREM 3.1. There exists a successful coupling for the SIP.
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We introduce here and onwards the following notations for the evolution
of different sets of particles: sets of n independent random walkers, denoted
IRW-particles, XI(t) = (XI1 (t), . . . , X
I
n(t)) and Y
I(t) = (Y I1 (t), . . . , Y
I
n (t)) ;
sets of n SIP-particlesXS(t) = (XS1 (t), . . . , X
S
n (t)) andY
S(t) = (Y S1 (t), . . . , Y
S
n (t)).
We denote by x = (x1, . . . , xn) (resp. y = (y1, . . . , yn)) the initial locations
of XI and XS (resp. YI and YS).
Prior to the proof, we first define the notion of collision of the process
(XS(·),YS(·)) at time t > 0. We say that a collision happens at time t > 0
if two SIP-particles belonging to a same set are at nearest-neighbor positions
at time t, i.e.,
{∃i 6= j, 1 ≤ i, j ≤ n : |XSi (t)−XSj (t)| = 1 or |Y Si (t)− Y Sj (t)| = 1}
for a set of SIP-particles XS = (XS1 , ..., X
S
n ). Notice that particles X
S
i (t) and
Y Sj (t) at neighboring positions is not considered as a collision, i.e., collisions
only happen within the same set of particles.
PROOF. The proof of a successful coupling is twofold, we first consider the
case when d ≥ 3 and then, the case when d ≤ 2.
Transient case: d ≥ 3.
We start with the simplest case d ≥ 3 where the random walk X(t) based
on p(., .) is transient. More precisely we have that
Px(|X(t)| > 1, ∀t ≥ 0) =: H(x) > 0
and H(x) → 1 when x → ∞. As a consequence, by the union of events
bound, with positive probability, n IRW-particles XI(t) = (XI1 (t), ..., X
I
n(t))
starting from initial positions x = (x1, . . . , xn) for which all |xi − xj | > R
(i 6= j) are large enough, will never collide.
If during a lapse of time no collision happens, then the IRW-particles and
their corresponding coupled SIP-particles perform exactly the same jumps.
It is only when IRW-particles collide that their corresponding SIP partners
can behave differently.
Assume all initial positions satisfying |xi − xj |, |yi − yj| > R for all 1 ≤
i 6= j ≤ n. Then with positive probability p(R) the IRW-particles starting
at (x1, . . . , xn) will never collide and neither will the IRW-particles starting
from (y1, . . . , yn). Moreover p(R)→ 1 when R → ∞. The two sets of IRW-
particles can be coupled by the coordinate-wise Ornstein coupling. Now we
couple each set of IRW-particles with a corresponding set of SIP-particles
via the coupling described in [9, Theorem 3.2], i.e., both sets perform the
same random walk jumps, and inclusion jumps are only performed by the
SIP-particles.
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In this coupling, when no collision happens for both sets of IRW-particles,
the corresponding two sets of SIP-particles, respectively starting from (x1, . . . , xn)
and (y1, . . . , yn) as well, behave exactly as the IRW-particles, since IRW- and
SIP-particles only behave differently when they collide and hence can be cou-
pled.
Therefore, the two sets of SIP-particles can be coupled with positive prob-
ability. To show that they can be coupled almost surely from any initial
locations x and y, let them first move for some time T > 0 and then start
the coupling just described. With probability π(T ), close to one (as T →∞)
any two SIP- or IRW- particles will be at distance larger than α(T ) where
α(T ) → ∞ when T → ∞, and correspondingly, from then on they can be
coupled with probability p(α(T )). Therefore, the probability that they can-
not be coupled is bounded from above by (1− π(T )) + (1− p(α(T ))) which
tends to zero as T →∞.
Recurrent case: d = 1, 2
To tackle the case d = 1, we first give an outline. Note that in the two-
dimensional case the same arguments hold and we therefore omit the proof
for d = 2.
We follow the line of thought of [2]. The coupling proceeds in two stages:
1. First stage: in the time interval [0, (1− δ)t] (where 0 < δ < 1 is fixed),
the two sets of IRW-particles make the same jumps and the SIP part-
ners follow according to the coupling of [9]. After this first stage, with
probability close to one (as t → ∞) any two different IRW-particle
within the same set, as well as their corresponding SIP-particles part-
ners will be at distance O(
√
t). The distance between the independent
random walkers and their corresponding SIP partner, on the contrary
will be of order o(
√
t).
2. Second stage: in the time interval [(1 − δ)t, t] the two sets of IRW-
particles as well as the two sets of SIP walkers are coupled via the
coordinate-wise Ornstein coupling. As long as the SIP particles do not
collide, this is indeed a coupling, because then the SIP particles behave
as independent random walkers. If such a collision does happen, then
we say that we have a failed coupling attempt.
Stage 1. During the time interval [0, (1 − δ)t], couple the two sets of IRW-
particles so that they perform the same jumps, thus, for any s ≤ (1− δ)t,
n∑
i=1
∣∣(XIi − Y Ii )(s)∣∣ = n∑
i=1
|xi − yi| =: kn. (3.12)
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According to the coupling of [9, Theorem 3.2], two sets of SIP-particles
XS and YS, starting respectively from x and y, are coupled to two sets of
IRW-particles XI and YI , starting respectively from x and y as well, such
that their positions satisfy
n∑
i=1
|XSi (s)−XIi (s)|+ |Y Si (s)− Y Ii (s)| ≤ ψ(s) (3.13)
with
lim
s→∞
ψ(s)√
s
= 0 (3.14)
with probability one (w.r.t. coupling distribution). By way of illustration,
see Figure 1.
Gathering (3.13) and (3.12), it is now straightforward to see that for any
δ ∈ (0, 1), with high probability,
n∑
i=1
∣∣(XSi − Y Si )(t− δt)∣∣
≤
n∑
i=1
∣∣(XSi −XIi )(t− δt)∣∣ + ∣∣(XIi − Y Ii )(t− δt)∣∣+ ∣∣(Y Ii − Y Si )(t− δt)∣∣
≤ kn + 2ψ(t− δt).
Stage 2. Now, couple the two sets of IRW-particles and the SIP parti-
cles coordinate-wise during the time interval [(1 − δ)t, t] using the Ornstein
coupling. If the two sets of SIP particles are coupled in this lapse of time
[t− δt, t], and no collision occurred then we say that the coupling attempt is
succesful.
After time (1 − δ)t, any pair of different SIP-particles as well as every
pair of different IRW-particles of the same set (i.e., the ones starting from
x as well as the ones starting from y are at distance of order
√
t with prob-
ability close to one as t → ∞. Indeed, for the IRW-particles this is clear
from the invariance principle, whereas for the corresponding SIP-particles, it
then follows via (3.13). Therefore, it is sufficient to prove that for all i, the
probability that XI(t) is coupled to Y I(t) before any collision tends to zero
as t→∞. See Figure 2.
The motion of the difference of XIi (t) − Y Ii (t) in the Ornstein coupling
is that of a simple continuous-time random walk at twice the speed (i.e., at
rate m = 2(m/2)). So it suffices to see that for two IRW-particles moving at
rate m, we have
lim
t→∞
P̂
IRW
ψ(t),
√
t
(
τ 10 ≥ τ 2{−1,1}
)
= 0, (3.15)
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0(1−δ)t
x1 x2
XI
1
(t−δt) XI
2
(t−δt)
XS
1
(t−δt) XS
2
(t−δt)
y1 y2
Y I
1
(t−δt)
Y I
1
(t−δt)
Y I
2
(t−δt)
Y S
2
(t−δt)
A B A B
Figure 1: Stage 1. SIP-particles XS (resp. YS) in blue and IRW-particles XI
(resp. YI) in red both start from x (resp. y) on the same segment [A,B] of
Z. Between each set of particles, the moves of the IRW-particles are coupled
so that the distance in-between is constant to |x1−x2| (resp. |y1−y2|). Each
SIP-particle is distant from an IRW-particle by o(
√
t) being coupled thanks
to the coupling given by [9, Theorem 3.2]. If no collision occurs, IRW- and
SIP- particles follow the same path (in purple). At time (1−δ)t, the distance
between any pair of IRW-particle is O(
√
t).
where τ 10 (resp. τ
2
{−1,1}) stands for the hitting time of 0 (resp. of {−1, 1}),
P̂
IRW
a,b denotes the joint distribution of two IRW-particles starting respectively
from locations a and b.
This is, using standard arguments, in turn implied by
lim
t→∞
P̂
IRW
ψ(t),
√
t
(
τ 10 ≥ τ 20
)
= 0 (3.16)
Recall by the reflection principle (see e.g. [7] Chapter I), for any a ≥ 0:
P
IRW
0 (τa ≥ t) = PIRW0 (|X(t)| ≤ a),
where here and in what follows X(t) denotes a continuous-time simple ran-
dom walk moving at rate m. Therefore, choosing a time scale ϕ(t) such that
11
(1−δ)t
t
A BY
S
1
(t−δt)XS
1
(t−δt) Y S
2
(t−δt)XS
2
(t−δt)
Figure 2: Stage 2. While the IRW-particles XI and YI are coupled
coordinate-wise via an Ornstein coupling (there, omitted from the figure),
the SIP-particles are consequently coupled in the same way provided no col-
lision occurs within any set of particles (here, between XS1 and X
S
2 or Y
S
1
and Y S2 , but any other does not matter).
ϕ(t)→∞ as t→∞, we obtain
P̂
IRW
ψ(t),
√
t
(
τ 10 ≥ τ 20
)
≤ P̂IRW
ψ(t),
√
t
(
τ 10 ≥ τ 20 , τ 20 ≥ ϕ(t)
)
+ P̂IRW
ψ(t),
√
t
(
τ 10 ≥ τ 20 , τ 20 ≤ ϕ(t)
)
≤ PIRWψ(t)
(
τ 10 ≥ ϕ(t)
)
+ PIRW√
t
(
τ 20 ≤ ϕ(t)
)
≤ PIRW0
(
|X(ϕ(t))| ≤ ψ(t)
)
+ PIRW0
(
|X(ϕ(t))| ≥ √t
)
= PIRW0
(
|X(ϕ(t))|
ψ(t)
≤ 1
)
+ PIRW0
(
|X(ϕ(t))|√
t
≥ 1
)
.
Since |X(ϕ(t))| ∼ ϕ(t)1/2 as t→∞, (3.16) follows by choosing ϕ(t) = cψ(t)2
for some and letting t go to infinity, and then c→∞. Indeed, as t→∞ by
the Donsker invariance principle, the first term of the r.h.s. becomes
P(|N (0, c)| ≤ 1),
where N (0, c) denotes a normal random variable with mean zero and vari-
ance c. While the second term of the r.h.s. vanishes since ψ(t) = o(
√
t), and
hence
|X(ϕ(t))|√
t
→ 0 as t→∞. This in turn tends to zero when c→∞.
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At this stage we proved that the probability that the two sets of SIP par-
ticles are coupled in the time lapse [(1 − δ)t, t] is strictly positive. Then by
iterating independently such coupling attempts, one sees that the probability
of eventual successful coupling of the SIP particles is one.
As a consequence,
COROLLARY 3.1. Let µ be a tempered invariant measure for the SIP. Then
for all n ∈ N, ∃ αn ∈ [0,∞) such that for all x = (x1, ..., xn) ∈
(
Z
d
)n
,
µ̂(x) = αn
i.e., µ̂(x) only depends on n = |x| but not on the precise locations x1, . . . , xn.
PROOF. The proof is quite standard, using that bounded harmonic functions
are constant when a successful coupling exists, but we give it here for the
sake of self-consistency. Let µ be a tempered invariant measure, and put,
as before, cn = supx1,...,xn µ̂(x1, . . . , xn). Consider two sets of SIP-particles
XS(t) = (XS1 (t), ..., X
S
n (t)) and Y
S(t) = (Y S1 (t), ..., Y
S
n (t)). Since there exists
a successful coupling for the SIP-particles, for any x = (x1, ..., xn), y =
(y1, ..., yn) ∈
(
Z
d
)n
P̂
SIP
x,y (τ <∞) = 1
where τ = inf
(
t ≥ 0 : XS(s) = YS(s) for all s ≥ t). Now since µ ∈ It by
Proposition 2.1,
µ̂(x) = ESIPx µ̂(X
S(t))
= ÊSIPx,y
(
µ̂(YS(t))1{XS(t) = YS(t)}
)
+ ÊSIPx,y
(
µ̂(XS(t))1{XS(t) 6= YS(t)}
)
= ÊSIPx,y (µ̂(Y
S(t)) + ÊSIPx,y
((
µ̂(XS(t))− µ̂(Y S(t)))1{XS(t) 6= YS(t)})
= µ̂(y) + ÊSIPx,y
((
µ̂(XS(t))− µ̂(Y S(t)))1{XS(t) 6= YS(t)})
Hence, using µ̂(x) ≤ cn for x ∈ (Zd)n, we obtain the estimate
|µ̂(x)− µ̂(y)| ≤ 2cnP̂SIPx,y
(
XS(t) 6= YS(t))
and the result follows by letting t→∞.
4 Ergodic tempered measures
From now on, we can characterize the ergodic tempered measures. First, in
the next lemma we show that this set coincides with the extreme elements
of the set of tempered invariant measures.
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LEMMA 4.1. The set of tempered ergodic invariant measures coincide with
the set of extreme points of the tempered invariant measures, i.e.,
(It)e = (I ∩Pt)e = Ie ∩Pt
PROOF. Let µ ∈ (I ∩Pt) and µ 6∈ (I ∩Pt)e, then there exist 0 < λ < 1
and µ1, µ2 ∈ (I ∩Pt) such that
µ = λµ1 + (1− λ)µ2
therefore µ 6∈ Ie, and hence µ 6∈ Ie ∩Pt. Conversely, suppose that µ ∈ Pt
is not in Ie ∩Pt, then µ 6∈ Ie and hence then there exist 0 < λ < 1 and
µ1, µ2 ∈ I such that
µ = λµ1 + (1− λ)µ2
this equality together with the fact that µ ∈ Pt, and the positivity of the
functionsD(ξ, ·), imply that µ1, µ2 ∈ Pt. Therefore µ 6∈ (I ∩Pt)e. Finally if
µ is not in Ie∩Pt and µ is also not in Pt then trivially µ 6∈ (I ∩Pt)e.
We can then characterize the ergodic tempered measures.
THEOREM 4.1. If µ ∈ Ie ∩ Pt then µ = νmλ for some λ ∈ [0, 1). As a
consequence
(It)e = {νmλ : λ ∈ [0, 1)}. (4.17)
PROOF. Remark that by the multivariate version of the Carleman moment
condition, within the class Pt, a measure µ is uniquely determined by its
D-transform µˆ. Let µ ∈ (It)e. Since µ is invariant its D-transform µ̂(ξ)
depends only on |ξ| so we put, with slight abuse of notation µˆ(ξ) = µˆ(n).
In order to show that µ = νmλ for some λ ∈ [0, 1), it suffices now to show
that µˆ(n) = an for some a ≥ 0. This in turn follows if we show that
µˆ(n +m) = µˆ(n)µˆ(m), (4.18)
for all n,m ∈ N. Denote St the semigroup of the SIP and denote ST =
1
T
∫ T
0
Stdt. Fix ξ, ξ
′ to finite configurations, with |ξ| = n, |ξ′| = m. By
ergodicity we have, µ-almost surely
STD(ξ, η)→ µˆ(ξ) = µˆ(|ξ|), (4.19)
as T →∞ (where ST works on η).
Therefore, by dominated convergence,∫
D(ξ′, η)STD(ξ, η)µ(dη)→ µˆ(ξ′)µˆ(ξ). (4.20)
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On the other hand, by self-duality
STD(ξ, η) =
∑
ξ′′∈Ωn
1
T
∫ T
0
pt(ξ, ξ
′′)dtD(ξ′′, η). (4.21)
As a finite number of SIP-particles eventually spread out all over the lattice
Z
d, for large T , the main contribution of the sum over ξ′′ in the r.h.s. of
(4.21) is from configurations ξ′′ in which there are no particles at locations
occupied by particles in ξ′ (let us denote this property by ξ′ ⊥ ξ′′). If this is
the case, then D(ξ′′, η)D(ξ′, η) = D(ξ′′+ ξ′, η). Therefore, using that µ ∈ Pt∑
ξ′′∈Ωn
1
T
∫ T
0
pt(ξ, ξ
′′)dtD(ξ′′, η) =
∑
ξ′′∈Ωn,ξ′′⊥ξ′
1
T
∫ T
0
pt(ξ, ξ
′′)dtD(ξ′′, η) + bT
(4.22)
where bT → 0 as T →∞. Therefore,
aT + µˆ(n)µˆ(m) =
∫
D(ξ′, η)STD(ξ, η)µ(dη)
=
∑
ξ′′∈Ωn,ξ′′⊥ξ′
1
T
∫ T
0
pt(ξ, ξ
′′)dt
∫
D(ξ′′ + ξ′, η)µ(dη) + bT
=
∑
ξ′′∈Ωn,ξ′′⊥ξ′
(
1
T
∫ T
0
pt(ξ, ξ
′′)dt
)
µˆ(n+m) + bT
=
∑
ξ′′∈Ωn
1
T
(∫ T
0
pt(ξ, ξ
′′)dt
)
µˆ(n +m) + bT + cT
= µˆ(n+m) + bT + cT (4.23)
where aT → 0 by (4.20) and as explained before bT , cT → 0. Letting now
T →∞ gives (4.18).
Now combining this with lemma 4.1, and the fact that all νmλ are elements
of Ie ∩Pt, i.e., are ergodic under the SIP dynamics (see e.g. [4]) gives the
result (4.17).
REMARK 4.1. As a consequence of proposition (2.2) this result can be trans-
ferred to the BEP, showing that its tempered invariant ergodic measures are
product of Gamma distributions, and to the BMP, showing that its tempered
invariant ergodic measures are product of mean zero Gaussians.
Next, we show that all tempered invariant measure satisfy a correlation
inequality of the type derived in [4].
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PROPOSITION 4.1. Let µ ∈ It, then for all (x1, . . . , xn) ∈
(
Z
d
)n
,∫
D
(
n∑
i=1
δxi , η
)
µ(dη) ≥
n∏
i=1
∫
D (δxi, η)µ(dη) (4.24)
PROOF. Because every element of It can be decomposed into extreme
elements, we have µ =
∫
νmλ dΛ(λ), for some probability measure Λ on [0, 1)
and as a consequence, denoting ρ(λ) = λ
1−λ we have∫
D
( n∑
i=1
δxi , η
)
dµ(η) =
∫ ∫
D
( n∑
i=1
δxi, η
)
dνmλ (η)dΛ(λ) =
∫
ρ(λ)ndΛ(λ)
≥
(∫
ρ(λ) dΛ(λ)
)n
=
n∏
i=1
∫
D(δxi, η)dµ(η).
5 Convergence to ergodic product measures
In this section, we give sufficient criteria for a starting measure µ to converge
in the course of time to one of the product measures νmλ . To this purpose, we
introduce the following notions of asymptotic independence and homogeneity.
We call a function f : NZ
d → R local if it is a finite linear combination of the
functions D(ξ, ·).
DEFINITION 5.1. We say a measure µ is asymptotically homogeneous (AH),
if there exists ρ > 0 such that
lim
t→∞
sup
x
∣∣∣∣Ex ∫ D(δX(t), η)µ(dη)− ρ∣∣∣∣ = 0. (5.25)
Here Ex denote expectation w.r.t. simple random walk starting at x. No-
tice that every translation invariant measure with finite moments is trivially
AH.
DEFINITION 5.2. We say a measure µ is asymptotically independent (AI), if
for all n and for all choices of local functions f1, . . . , fn,
lim
|yi−yj |→∞
(∫ n∏
i=1
τyifidµ−
n∏
i=1
∫
τyifidµ
)
= 0.
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Then we have the following result,
THEOREM 5.1. Let µ be tempered, AH and AI, then
µSt → νmλ(ρ)
with λ(ρ) = ρ
1+ρ
.
PROOF. It is equivalent to prove that
lim
t→∞
∫
EηD
( n∑
i=1
δxi , η
)
dµ(η) =
∫
D
( n∑
i=1
δxi , η
)
dνλ(ρ)(η). (5.26)
Remark the r.h.s is equal to ρn thanks to (2.6). Now, dealing with the l.h.s.,
rewrite ∫
EηD
( n∑
i=1
δxi, η
)
dµ(η) =
∫
E
SIP
x D
( n∑
i=1
δXSi (t), η
)
dµ(η)
Using [4, Lemma 1] for x ∈ (Zd)n, it is equal to
E
SIP
x
∫ n∏
i=1
D(δXSi (t), η)dµ(η) + o(t).
Indeed, after an arbitrary large time, with probability close to one, the n SIP-
particles initially at x will have spread out and will be at different locations.
By the Markov property, for any time scale ψ(t) such that ψ(t)/t1/4 → 0 as
t→∞
E
SIP
x
∫ n∏
i=1
D(δxi, η)dµ(η) = E
SIP
x E
SIP
XS(t−ψ(t))
∫ n∏
i=1
D(δXSi (ψ(t)), η)dµ)η)
= ESIPx E
IRW
XS(t−ψ(t))
∫ n∏
i=1
D(δXIi (ψ(t)), η)dµ)η) + o(t).
For the last equality, we used the fact that after the large time span t−ψ(t)
the SIP-particles are with probability close to one at distance of the order of√
t from each other and therefore, in the remaining time ψ(t) they will not
come closer than
√
t− t1/8 to each other, i.e., are still far apart and therefore
will move as if they are IRW-particles. Therefore, by dominated convergence
and since µ is tempered and AI, the product over i and the integral over µ
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can be exchanged at the price of an o(t) term. Once the product is out of the
integral, it trivially also comes out of the IRW expectation, and therefore,
E
SIP
x
n∏
i=1
E
IRW
XIi (t−ψ(t))
∫
D(δXIi (ψ(t)), η)dµ(η) + o(t).
Use the AH property (5.25) of µ to conclude that this expression in turn is
equal to
ρn + o(t),
we conclude by letting t→∞.
REMARK 5.1. We can replace the AH and AI assumptions in Theorem 5.1
by the following assertion:
lim
t→∞
∑
y
pt(x, y)η(y) = ρ (5.27)
where the limit is in µ-probability.
Indeed, assuming (5.27) we can write
E
SIP
x E
IRW
XI (s)
∫ n∏
i=1
D(δXI
i
(t−s), η)dµ(η)
= ESIPx
∫ n∏
i=1
∑
yi
pt−s(XIi (s), yi)ηs(yi)dµ(η)
whose r.h.s converges to ρn as t, then s, go to infinity, by (5.27) and domi-
nated convergence (because µ is tempered by assumption).
We conclude with two additional remarks:
REMARK 5.2. The fact that p is nearest neighbor can be replaced without any
difficulty by a finite range kernel (with the same proof, adapting the definition
of collision). Presumably it is enough that p is translation invariant and has
a finite second moment.
REMARK 5.3. Related to the SIP is the dual KMP process and its gener-
alized so-called “thermalized” SIP [1], where when particles are at nearest
neighbor positions, several particles can jump at the same time. However, if
in this thermalized SIP model all the particles are separated (i.e., at distance
> 1), they behave exactly as independent random walkers, and therefore a
finite number of them can be successfully coupled just as SIP particles can.
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This implies that for the thermalized SIP we have the same set of ergodic
tempered measures. The thermalized SIP in turn is the dual process of a
mass-redistribution model, called the thermalized BEP in [1] which gener-
alizes the KMP (Kipnis Marchioro Presutti) process [5]. Hence, the only
ergodic tempered measures of this generalized KMP process are also products
of Gamma distributions.
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