In this paper, we propose a distributed and parallel schema to implement the standard version of active appearance model segmentation approach proposed by Cootes. In the scheme distributed, we project to integrate the parallelism to implement the model operations. The parallel schema proposed is based on the data parallelism. The majority of operations of the model lend themselves well to the parallelism. We quote the alignment procedure and the calculation of intensity profiles. These two operations belong to the stage of modelling shape. The proposed schema is intended to exploit the benefits built in the area of parallel and distributed image processing. We theoretically demonstrate the feasibility of the parallel approach for the first model operations, in order to generalise this approach to other operations. This implementation is still being and is aiming to exploit the benefits of the recent software tools such as Java-RMI, and parallel programming.
Introduction
Active shape model (ASM) and active appearance model (AAM) were proposed by Cootes et al. (1995) as two of the more sophisticated deformable models. These models have proven very successful results in the field of image segmentation. This is especially true in the case of the images containing objects with large variability. The primary advantage of these models is that a priori knowledge is learned through observations of both shape and texture variation in a training set. From this, a compact class description is derived and can be used to rapidly search images for new object instances (Stegmann, 2000; Stegmann et al., 2003; Yang et al., 2002) . In the ASM method, the shape variability is learned through observation. In practice, this is accomplished by a training set of annotated examples followed by a Procrustes analysis combined with a principal component analysis (PCA). The ASM search algorithm allows locating points on a new image, making use of constraints of the shape models. A direct extension of the ASM approach has lead to the AAMs. Besides shape information, textural information is included into the model. A new image can be interpreted by finding the best plausible match of the model to the image data. These models are applicable to a wide variety of problems and give a useful framework for automatic complex image interpretation, especially for facial and medical images analysis (Davoine et al., 2004; Mellakh, 2009; Peyras et al., 2007; Rifai et al., 1999; Stegmann, 2004; Yan et al., 2003a Yan et al., , 2003b . Until now, ASM and AAM have been treated as two independent methods in most cases even though they share some basic concepts such as the linear shape model and the same linear appearance model. In theory, they are robust and their implementation is rarely easy. It is requires careful attention to the entire process. The developed systems in Davoine et al. (2004) , Mellakh (2009) , Peyras et al. (2007) , Rifai et al. (1999) and Yan et al. (2003a Yan et al. ( , 2003b are not fully automatic and are computationally intensive. They are costly and their performance depends on the size of the image database, the images quality, image annotation, etc. Further, these applications are developed in mono site. The database image and the algorithm of analysis or search are both in the same system. In Taguemount et al. (2005) the authors proposed a parallel treatment of algorithms, and the work proposed in Scheinine et al. (1998) describes the design and the implementation of the first prototype of a distributed system for the processing of medical images from different modalities, characterised by object-oriented client-server architecture.
In the same context as that of Scheinine et al. (1998) , and while the architectural developments have changed direction and are moving towards a proliferation of computing units, and more effective coordination of their concurrent execution, for improve the performance of programs, we propose in this paper, a distributed scheme dedicated to the standard version of AAM method with possibility to integrate parallelism in some image processing operations. The AAM model has two attributes that make it ideal for parallel implementation in the distributed environment. First, it is usually computationally intensive, making parallel and distributed processing as an attractive approach. Second, it operates on large datasets, either on pixels in low-level image processing or on large databases in high level image processing.
The rest of this paper is structured as follows: we present a brief introduction of AAM method in Section 2. In Section 3, we present some studies that have integrated the parallelism in the basic operations of image processing. In Section 4, an initiative for the parallelisation of the AAM model is presented. The study focused on the parallelisation of the first operations of the model. In Section 5, we describe the components of, distributed and parallel schema, of AAM model. In Section 6, we present some experiments. The last section concludes this paper.
Background

Standard version of shape and appearance models
In this section we describe the shape and appearance models in general.
ASM and AAM are the flexible methodologies that have been used for the segmentation of a wide range of objects. In ASM, shape statistics are computed from a point distribution model (PDM) and a set of local grey-level profiles (normalised first order derivatives) is used to capture the local intensity variations at each landmark point. The AAM handles a full model of appearance, which represents both shape and texture variation (Cootes et al., 1995; Cootes and Taylor, 2001a , 2001b , 2001c Stegmann, 2000; Sung and Kanade, 2007) . Many researchers have focused on these methods to solve many image interpretation problems, especially for facial and medical images (Cootes et al., 1995 , Cootes, 2000 Cootes and Taylor, 2001a , 2001b , 2001c Davoine et al., 2004; Duncan and Ayache, 2000; Edwards et al., 1998; Howe et al., 2004; Hsu et al., 2002; Monga and Wrobel, 1987; Scott et al., 2003; Stegmann, 2004; Yan et al., 2003a Yan et al., , 2003b Yang et al., 2002) . Figure 1 illustrates all stages of the AAM segmentation model. We assume that the training set of shape-texture pairs is
is a sequence of n points in the image, and the texture is the image patch enclosed by the shape. The annotation stage must be done for each shape in the training set. If we have N training examples, we generate N such vectors X i . Figure 2 shows some examples of labelled images. Before we can perform statistical analysis on these vectors it is important that the shapes represented are in the same coordinate frame. The shape of an object is normally considered to be independent of the position, orientation and scale of that object. The mean shape X of all the training shapes is calculated from an iterative procedure such that all the shapes are aligned to the tangent space of the X. There is considerable literature on methods of aligning shapes into a common coordinate frame, the most popular approach being procrustes analysis. This method aligns (translates, rotates and scale) each shape so that the sum of distances of each shape to the mean is minimised. Though analytic solutions to the alignment of a set exist, a simple iterative approach (Goodall, 1991; Larsen, 2008 ) is as follow:
• rotate, scale, and translate each shape to align with the first shape in the set
1 calculate the mean shape from the aligned shapes. 2 normalise the orientation, scale and origin if the current mean to suitable defaults. 3 realign every shape with the current mean.
• until the process converges. Given a set of N aligned shapes; the mean shape X is calculated using:
These vectors X i form a distribution in a 2n dimensional space. Thus, a set of N example shapes gives a cloud of N points in this 2n dimensional space. To reduce the dimensionality of the data from 2n to something more manageable, an effective approach is to apply PCA to the data. PCA allows us to find the major axes of a cloud points in a high dimensional space. Each axis gives a mode of variation, a way in which the landmark points tend to move together as the shape varies. The approach is summarised as follows:
• For each shape in the training set, we calculate its deviation from the mean shape, dX i , where
• We compute the shape covariance matrix S, using the following equation:
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• We compute the eigenvectors, P k (k = 1, …, 2n) and their corresponding eigenvalues λ k of S (sorted so that λ k ≥ λ k+1 ) such as:
• Each eigenvalue gives the variance of the data in the direction of the corresponding eigenvector. We compute the total variance from formula (5).
• We choose the first t largest eigenvalues such that :
where f v defines the proportion of the total variation.
Given the eigenvectors P X , a shape X of the training set could be linearly obtained using formula (7):
The vector b X defines a set of parameters of a deformable model. By varying the values of b X we can vary the shape, using the formula (8). The variance of the i th parameter, b i , across the training set is given by λ i . By applying the limits of i 3 λ ± to the parameter b i we ensure that the shape generated is similar to those in the original training set (Cootes et al., 1995) .
The ASM model represents the local appearance at each model point by the intensity and gradient profile (Cootes et al., 1995) . For each landmark point j in the training image, the intensity profile In AAM, to build a statistical model of the grey-level appearance, we warp each example image so that its control points match the mean shape (using a triangulation algorithm). We then sample the intensity information from the shape-normalised image over the region covered by the mean shape. To minimise the effect of global lighting variation, we normalise the resulting samples. By applying PCA to the normalised data we obtain a linear model:
where G is the mean normalised grey-level vector, P G is a set of orthogonal modes of intensity variation and b G is a set of grey-level parameters.
There will be some correlations between the parameters of the shape model and those of the texture across the training set. To take into account this fact we build a combined appearance model which controls both shapes and textures.
The shape and appearance of any example can thus be summarised by the vectors b X and b G . Since there may be correlations between the shape and grey-level variations, we concatenate the vectors, apply a further PCA and obtain a combined appearance model of the form:
where W X is a diagonal weights matrix for each shape parameter that gives the difference in units between the shape and grey models. Q is a set of orthogonal modes and C is a vector of appearance parameters controlling both the shape and grey-levels of the model. The shape and grey-levels can be expressed directly as functions of C:
An example image can be synthesised for a given C by generating the shape-free grey-level image from the vector G and warping it using the control points described by X.
Model matching
Until now, we have presented the training phase of the appearance model. In this section the active appearance search algorithm or model matching will be discussed.
Model matching is treated as an optimisation process minimising the difference between the synthesised and the target image. The appearance model parameters, C, and shape transformation parameters, t, define the position of the model points in the image frame, X, which gives the shape of the image patch to be represented by the model. The pixels in the region of X are sampled to obtain a texture vector, G im . They are projected into the texture model frame, Gs = T -1 (G im ). The current model texture is given by m
The current difference between model and image is thus r(p) = G s -G m , where p is a vector containing the parameters of the model. The formulation of model matching is to minimise a sum of squares of residuals measure, r T r. Cootes and Taylor (Cootes et al., 1995) proposed an efficient implementation of the search algorithm. They use a multi-resolution implementation. The method involves first searching and matching in a coarse image and then further matching in a series of finer resolution images.
Experiments
The previous sections describe an overview underlying the shape and appearance models. The power and flexibility of these models have led to their usage in a large number of applications in computer vision and medical imaging (Cootes et al., 1995; Davoine et al., 2004; Peyras et al., 2007; Taguemount et al., 2005; Roberts et al., 2003) . Both approaches require an initial statistical shape model for their implementation, and the quality of this initial model is a prime determining factor in ensuring the quality of the final system. The ASM and AAM models are often implemented in MATLAB environment (Cootes et al., 1995; Davoine et al., 2004; Peyras et al., 2007; Scheinine et al., 1998) .
Parallel image processing
The image processing is undoubtedly a priority for the study and implementation of parallelism. The structure of computational tasks in many low-level and mid-level image processing routines, readily suggests a natural parallel programming approach. Nowadays, graphics processing units (GPU) are emerging as an attractive computing platform for a general purpose computation, due to their extremely high floating-point processing performance and their comparatively low cost. All computing systems from mobile to supercomputers are becoming heterogeneous parallel computers, using both the multi-core central processing units (CPUs) and many thread GPUs for higher efficiency and computation throughput. The computing community is racing to build tools and libraries such as open multi processing (OpenMP), message passing interface (MPI), Java threading, etc., to ease to use of these heterogeneous parallel computing systems. Several parallel implementations of image processing have been proposed in the literature. (Mahmoudi et al., 2011) proposes a hybrid and effective implementation of the methods of detection of corners and contours of medical images, based primarily on the exploitation of the entire heterogeneous computing resources (multi-CPU/GPU) (see Figures 4 to 6 ). In the same context of edge detection, (Jackson, 2009) demonstrates the parallel computing power of the GPU in the area of medical image processing. He proposes a new algorithm to performing edge detection on image and shows the advantages of programming the GPU over the CPU unit. In Saidani (2012) , the author has chosen the Harris detector which is representative of typical low level image processing, to study several parallelisation schemes of the detector and to establish different optimisation techniques. Morel et al. (2009) describe the popular algorithm of affine scale invariant feature transform technique (ASIFT). ASIFT detects the features of an object and match them to recognise the same object for tracking. The source code and executable are available on image processing online (IPOL). The source code is implemented in C++ and can easily be implemented in a parallel environment such as multithreading. In the context of image segmentation, Happ et al. (2012) present a parallel implementation of the Region Growing Algorithm for GPUs. The proposed parallel segmentation algorithm is based on processing each pixel as a different thread, so as to take advantage of the fine-grain parallel capability of the GPU. (Jackson, 2009 ) implements a parallel algorithm of edge detection on GPU and Oji (2012) presents an ASIFT application for the detection and recognition of object.
AAM model parallel
Surely now, we must begun to seriously consider the implementation of parallelism in the implementation of the AAM model as soon as it becomes a significant consumer of system resources. It lends itself well to parallelism because all its operations can be parallelised. Its parallelisation is not a trivial task. We can exploit the efforts build in the area of parallel algorithms of image processing such as GPU edge detection algorithm (Mahmoudi et al., 2011; Jackson, 2009 ), a parallel GPU implementation of iterative PCA algorithm (Andrecut, 2009) Source: Mahmoudi et al. (2011) Recall that the AAM model is a sequential model which consists of two sub-models: 1 the statistical model of shape and appearance 2 AAM.
We assume a training set of images in which a set of the corresponding landmarks have been marked on every image. From this data, we compute a statistical model of the shape variation, a model of texture variation and a model of the correlations between shape and texture. It can be regarded as a set of tasks and each task is a collection of primitives operations. All tasks have a data dependency and cannot be executed simultaneously. Thus, one method to parallelising the AAM model is to parallelise separately each task contained in it (Figure 7) . For each task, synchronous model such as data-parallel model is perfect to implement a spatial parallelism. A data-parallel model is an approach which allows copies of a same program to run on multiple processing units with different data without requiring that the copies run in synchrony. A data parallel model is equivalent to a multiple instruction multiple data (MIMD) model in the Flynn classification ( Figure 8 ). The principal data of the AAM model consist of shape vectors, intensity profiles of each landmark, and of a set of appearance vectors. This set of data is robust and its build require sometimes the application of the several processing on the image object, as for the collecting of the local texture data around each landmark and/or the global texture data which need the methods for collecting the texture information inside each shape vector between landmarks. However, there is not much studies on the computing intensity profiles. ( ) ( ) ( )
The same processing P is treated twice on the two different data. By using two different treatment units to process P, the formula (14) becomes:
( ) ( ) ( )
P 1 and P 2 denote two copies of the same treatment P executed on two different units and thus can be executed simultaneously. Whatever the operation processed, the result of P 1 and the result of P 2 , are vectors. At the end of each treatment, the results provided by P 1 and P 2 are concatenated into a single vector, for subsequent use.
Case of the alignment operation
The majority of operations of the shape model and appearance, as they were presented in the previous section, lend themselves well to an approach of parallelisation, i.e., the data parallelism. Indeed the alignment is achieved by scaling, rotating and translating the training shapes, so they correspond themselves as closely as possible. It aim to minimise a weighted sum of squares of distances between equivalent points on different shapes. We will first consider aligning a pair of shape vectors. To align a vector shape X 1 on a vector X 2, the procedure is iterative and it is based on calculating the pose parameters, i.e., the rotation θ, the scaling s and the translation (t x , t y ) mapping X 1 onto X 2 so as to minimise the distance E (the weighted sum) between them:
Formula (16) is the base formula for any algorithm of alignment. W is a diagonal matrix of weights for each point and, M(X 2 ) is a rotation by θ, a scaling by s and a translation (t x , t y ) applied to all points 2 2 i i (x , y ) of X 2 such as:
Formula (17) is also:
Denote by:
We rewrite the formula (20) as follows:
We finally propose to note:
We thus obtain for any point of the vector shape X 2 :
Applied equally to the all abscissa and to ordinate of vector X 2 , this gives:
We note that this operation is the same, applied to the all abscissa and ordinate. This confirms the idea of the data parallelism that applies perfectly to the alignment operation. Thus we propose to rewrite the formula (16) as follows:
Formula (28) defines the alignment procedure between the abscissas of two shape vectors and formula (29) defines the alignment procedure between the ordinates of the same shape vectors. So, the model of data parallelism is well suited to the parallelisation of the alignment procedure.
Case of the intensity profile
The AAM handles a full model of appearance, which represents both shape and texture variation, unlike the ASM model which is based on the simplicity of its texture model. It is constructed with just a few pixels around each landmark. The classical ASM builds a fixed length normalised gradient vector by sampling the image along a line orthogonal to the shape boundary at the landmark. In practice, a vector of grey levels is extracted for each landmark of the image of the training set, sampled by the normal to the edge passing through the point (Figure 10) . Profile point will consist of the normalised derivative of greyscale. The choice of the normalised derivative can give invariance to linear lighting disturbances. It is assumed that these local image features are distributed as a multivariate Gaussian for each landmark. The construction of local appearance model is also necessary to guide the matching operation between the model and the object (Figure 11 ). It is used in the ASM search procedure. The overall methodology for constructing the gradient profile ( Figure 12 ) is centred around three points:
• Computing the gradient at each landmark by taking the derivative of the image at this point. The landmark represents the location of high gradient magnitude. The use of gradient detector is necessary, that deliver the magnitude and the orientation. The derivative of the image may be done by convolving the image with a number of kernels convolution such as the difference of Gaussian (DoG). There are many kinds of kernels convolution. Typically, the gradient detector methods date back to the origins of image processing.
• Generating a point profile for each landmark. Generally, the 1-D profile is generated, but the search of another type is also important and, will provide another solution.
• Computing the gradient profile for each point profile.
Thus, if we denote the intensity level profile (called local intensity profile) of point j in image i by the vector I ij of length p (p is the number of pixels of the intensity profile) by:
The profile point will be the vector: 
∑
Given that the image is treated as a discrete function, there are approximations to its first derivative. In practice, the image gradient is used to denote the first derivative of the image at the given point. The gradient is a vector which has a certain magnitude and a direction. Thus, at the point j of coordinates x and y in image i, if we denote its intensity level by I j , its gradient is:
The magnitude and direction are computed as follows:
So for every point k of the profile, its coordinates are such as:
x x cos(θ) and y y sin(θ)
Magnitude and orientation are computed as:
This leads to a parallel compute of the first partial derivatives for each landmark and for each point of the profile. Any method of detection can be used, as long as the gradient magnitude and direction are delivered. The image may be treated by convolving it with a number of kernels. The choice of size p of the profile vector to minimise computation is important. Combining these different types of information into a larger vector, these profiles act as the feature vectors that could be replaced by any other local features such as invariant descriptors of SIFT. They can extend inward, outward, or both sides of each landmark. According to these calculations, the model of local appearance lends itself well to a spatial parallelism. Indeed, we can suggest the calculation of two types of profile, a profile in x which represents the partial derivatives in x and a profile in y which represents the partial derivatives in y. It confirms the applicability of the data parallelism in the method of calculation of the profiles (Figure 13 ). 
Proposed distributed and parallel schema
The AAM model described in previous sections corresponds to a great project of computing. The Performance and efficiency are very important when implementing AAM model. We notice a big effort to improve the quality of the implementation of the model. However, it is also important to realise the AAM framework in another environment. We thought that an abstract distributed framework composed of a set of the parallel server easing the development of such model is then necessary (Naoui et al., 2013) . In addition to a distributed schema (Naoui et al., 2013) , we project to integrate the parallelism in the implementation of model operations. Each server is assumed to have the ability and the good environment, which it allows to perform the data parallelism. The majority of computers have the shared and distributed memories (Figure 14) . The programs that exhibit significant amounts of data parallelism can be written using the explicit message-passing commands or the shared-memory directives. 
Some experiments
In the last section, we have proposed an alternative that represents the AAM model in a distributed and parallel schema. We started to implement the distributed version (Naoui et al., 2013) . We adopted the object oriented paradigm. We implemented the first steps of the model in the distributed environment with the idea to rewrite these procedures in the parallel context, with adopting multi core architecture for the server according to the study that we have proposed to parallelise these operations. We tested our application on a training set consisting of ten faces, and another set consisting of 20 faces. Each face was annotated with a suitable set of ten landmarks. We tested our application a second time by annotating each face with 20 landmarks. The distributed implementation gives satisfactory results (Naoui et al., 2013) . We treat now the virtual parallel implementation on the sets of shared data ( Figure 15 ). The training set is divided into two different sets of same size. The same operation is performed twice on these two subsets. 
Conclusions and prospects
We have proposed a simple distributed and parallel schema of AAM model. We proposed the data parallelism model for its parallelisation. We studied the feasibility of its parallelisation. This is proven by the two proposals of parallelising of the initial procedures of the model. The datasets of these procedures are well suited to the schema of data parallelism. Other operations of the model should also suffer the same parallelisation scheme since the initial data model is reused up to the active part of the model, i.e., to the segmentation operation. Our goal is to define clearly a distributed and parallel architecture of AAM model exploiting the benefits of the distributed and parallel environments. This will lead to design and implementation of a distributed and parallel system suitable for the image segmentation using the AAM algorithm. We have implemented two procedures. The implementation is still being, in order to integrate the possibilities of parallelisation and to demonstrate the complete feasibility of this system. Indeed the big efforts made in the domain of parallel image processing, we give the opportunity to explore the field of parallelism. For each distributed implementation of each operation, we perform a virtual parallelisation by creating two copies of the same procedure, server side, and two complementary sets of the same dataset, on client side. The transition to the real parallelism requires appropriate hardware and software architectures designed to program the parallelism. The studies and the experiments results presented in this paper provide a basis for further work in this area.
