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Abstract
The fusion products of admissible representations of the su(2) WZW model at the frac-
tional level k = −4/3 are analysed. It is found that some fusion products define repre-
sentations for which the spectrum of L0 is not bounded from below. Furthermore, the
fusion products generate representations that are not completely reducible and for which
the action of L0 is not diagonalisable. The complete set of representations that is closed
under fusion is identified, and the corresponding fusion rules are derived.
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1. Introduction
One of the best understood conformal field theories is the WZW model that can be
defined for any (simple compact) group [1]. If the so-called level is chosen to be a positive
integer, the theory is unitary and rational, and in fact these models are the paradigm for
rational conformal field theories. The fusion rules are well known [2,3,4], and they can be
obtained, via the Verlinde formula [5], from the modular transformation properties of the
characters.
From a Lagrangian point of view, the model is only well defined if the level is integer,
but the corresponding vertex operator algebra (or the meromorphic conformal field theory
in the sense of [6]) can also be constructed even if this is not the case. Furthermore, it
was realised some time ago that there exists a preferred set of admissible (fractional) levels
for which the characters corresponding to the ‘admissible’ representations have simple
modular properties [7]. This suggests that these admissible level WZW models define
‘almost’ rational conformal field theories. It is therefore interesting and important to study
these theories in order to understand to which extent results valid for rational conformal
field theories may also apply to more general conformal field theories.
The fusion rules of WZW models at admissible fractional level have been studied quite
extensively over the years. In particular, the simplest case of su(2) at fractional level has
been analysed in detail [8,9,10,11,12,13,14,15,16,17] (for a good review about the various
results see in particular [17]). All of these fusion rule calculations essentially determine
the possible couplings of three representations. More precisely, given two representations,
the calculations determine whether a given third representation can be contained in the
fusion product of the former two.
Two different sets of ‘fusion rules’ have been proposed in the literature: the fusion rules
of Bernard and Felder [8] whose calculations have been reproduced in [11,14], and the fusion
rules of Awata and Yamada [10] whose results have been recovered in [12,13,15,16,17]. The
two calculations differ essentially by what class of representations is considered: in Bernard
& Felder only admissible representations that are highest weight with respect to the whole
affine algebra (and a fixed choice of a Borel subalgebra) are considered, while in Awata
& Yamada also representations that are highest weight with respect to an arbitrary Borel
subalgebra were analysed. As a consequence, the fusion rules of Awata & Yamada ‘contain’
the fusion rules of Bernard & Felder.
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In deriving the ‘fusion rules’ from these calculations, it is always assumed implicitly
that the actual fusion product is a direct sum of representations of the kind that are con-
sidered. (This is to say, there are no additional fusion channels that one has overlooked
by restricting oneself to the class of representations in question.) In particular, in both
approaches it has been assumed that the fusion rules ‘close’ on (conformal) highest weight
representations (since these are the only representations that were considered). However,
as we shall explain in quite some detail, this is not true in general. In fact, the fusion
product of two highest weight representations (with respect to the affine algebra) contains
sometimes a representation whose L0 spectrum is not bounded from below.
† As a con-
sequence it is not really surprising that the fusion rules described above are somewhat
incomplete.
In order to be able to analyse the fusion product without assuming that it defines
a (conformal) highest weight representation, we use the description of fusion that was
introduced in [18,19,20,21]. Refining techniques that were developed in [21,22] we define a
nested set of quotient spaces of the fusion product that allows us to uncover, step by step,
more and more of the structure of the fusion product. While this approach is necessarily
incomplete (since we are not able to calculate all such quotient spaces) it is sufficient to
prove that the fusion product is sometimes not a direct sum of (conformal) highest weight
representations. It is also sufficient to show that some of the representations we encounter
are not completely decomposable; in fact, we shall find two indecomposable representations
both of which have the property that L0 is not diagonalisable. (Representations with this
property are often called ‘logarithmic’ representations since their correlation functions have
logarithmic branch cuts [23]. For some background material on this class of representations
see also [24,22,25,26,27,28]. For WZW models at level k = 0 logarithmic representations
have been discovered before in [29,30]; however these models are somewhat pathological (at
k = 0 the vacuum representation is trivial), and the relevant logarithmic representations
are quite different from what will be analysed here.) In both cases the fact that L0 is not
diagonalisable is not visible when restricting to the highest weight space only. (In this
respect, these representations are similar to the logarithmic representation R1 of [31].) It
is therefore not surprising that these logarithmic representations were overlooked before.
† The representation has, however, the property that Vn(ψ)χ = 0 for n ≥ N (where N depends
on both ψ and χ); this is sufficient to guarantee that the corresponding correlation functions do
not have essential singularities.
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On the other hand, where our calculations can be compared with the above calculations,
they reproduce the corresponding results.
One important insight that allows us to describe the fusion rules fairly compactly is the
observation that the fusion rules are symmetric under the twist symmetry that originates
from the outer automorphism of the current algebra‡. While we cannot prove that the
actual fusion rules respect this symmetry, we give very strong circumstantial evidence for
this claim. If this is indeed true (as we conjecture) then it is immediate that the fusion
product of certain highest weight representations must contain representations that are
not (conformal) highest weight representations. Furthermore, this symmetry allows us to
group together all representations that are related in this fashion. In this way we can give
compact formulae for the fusion rules (under one natural assumption that we discuss in
section 8). In particular, as was the case in [31], the fusion rules close on some smaller
set of representations (that contains the two indecomposable representations together with
one irreducible representation, as well as their images under the twist symmetry), and we
find associative fusion rules for these three representations. These fusion rules, however,
bear no resemblance to the fusion rules of either Bernard & Felder or Awata & Yamada,
since the three representations are quite different from those in either [8] or [10]. The
corresponding S-matrix (that diagonalises the fusion rules) is also different from the S-
matrix of Kac & Wakimoto [7]; again, this is not surprising since the representations (and
characters) are not simply the ‘admissible’ representations of [7].⋆
The paper is organised as follows. We fix our notation and describe the twist symmetry
in section 2. In section 3 we analyse which (conformal) highest weight representations of the
affine algebra are in fact representations of the conformal field theory (i.e. representations
of the vertex operator algebra). In section 4 we describe the algorithm for the analysis of
the fusion rules in some generality, and we apply it in section 5, 6 and 7 to the case at
hand. In section 8 we derive the full set of fusion rules (using the associativity of the fusion
product), and section 9 contains some conclusions. We have included two appendices where
some calculations are spelled out in some more detail.
‡ At integer level this symmetry gives rise to the so-called ‘simple current’ automorphism of
the fusion rules.
⋆ The correct interpretation for the fusion rules that correspond to the S-matrix of Kac &
Wakimoto was given in [32]: as we shall explain in more detail in section 8, the corresponding
fusion rules agree precisely with (a subset of) our fusion rules, and indeed support the conjecture
that the fusion rules have the aforementioned twist symmetry.
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2. Notation and basic facts
In this paper we shall consider the WZW model corresponding to su(2) at level k.
The chiral algebra of this conformal field theory contains the affine algebra sˆu(2), whose
modes satisfy the commutation relations
[J+m, J
−
n ] = 2J
3
m+n + kmδm,−n
[J3m, J
±
n ] = ±J
±
m+n
[J3m, J
3
n] =
k
2
mδm,−n .
(2.1)
By virtue of the Sugawara construction, we can define Virasoro generators as bilinears in
the currents J ; these Virasoro modes satisfy the commutation relations of the Virasoro
algebra
[Lm, Ln] = (m− n)Lm+n +
c
12
m(m2 − 1)δm,−n , (2.2)
where c is given in terms of the level k as
c =
3k
(k + 2)
. (2.3)
We shall mainly consider the case k = −4/3 in this paper; for this value of k we have
c = −6.
The zero modes in (2.1) satisfy the commutation relations of su(2), whose Casimir
operator we denote by
C =
1
2
(J+0 J
−
0 + J
−
0 J
+
0 ) + J
3
0J
3
0 . (2.4)
Using the commutation relations (2.1) we then have
J+0 J
−
0 = C + J
3
0 − J
3
0J
3
0
J−0 J
+
0 = C − J
3
0 − J
3
0J
3
0 .
(2.5)
We shall often be interested in what we shall call (conformal) highest weight representa-
tions†; these representations have the property that they are generated by the action of the
currents Jam with m ≤ 0 from a (conformal) highest weight state ψ, i.e. a state satisfying
Jamψ = 0 for m > 0. (2.6)
† Representations with this property are often simply referred to as ‘highest weight represen-
tations’. We have included the qualifier ‘(conformal)’ in order to distinguish these representations
from the highest weight representations of the affine algebra (which have the additional property
that the positive roots of the zero mode algebra also annihilate ψ).
4
The (conformal) highest weight states in the representation generated from ψ form a
representation of the zero mode algebra; if this representation is irreducible, the Casimir
operator C takes a specific value, Cψ, and the conformal weight of ψ, hψ , is given by
hψ =
Cψ
(k + 2)
. (2.7)
In the following we shall make use of the fact that the affine algebra has an automor-
phism defined by
pis(J
±
m) = J
±
m∓s
pis(J
3
m) = J
3
m −
k
2
sδm,0 ,
(2.8)
where s ∈ ZZ. The induced action on the Virasoro generators is given by
pis(Lm) = Lm − sJ
3
m +
1
4
ks2δm,0 . (2.9)
If s is even, the automorphism is inner in the sense that it can be obtained by the adjoint
action of an element in the loop group of SU(2); on the other hand, if s is odd, the
automorphism can be obtained by the adjoint action of a loop in SO(3) that does not
define an element in the loop group of SU(2) [33,34].
For positive integer k, the integrable positive energy representations are characterised
by the property that the highest weight states transform in a representation with Casimir
C = C(j) = j(j + 1), where j = 0, 12 , . . . ,
k
2 . In this case, the induced action of the
automorphism pi1 on the highest weight representations is given by
pi1 : j 7→
k
2
− j . (2.10)
In particular, pis with s even maps each integrable positive energy representations into itself;
this simply reflects the fact that every such representation gives rise to a representation of
the full loop group, and that the automorphism for s even is inner (in the sense described
above).
Furthermore, at least for the case of positive integer k where the fusion rules are well
known [2], pis respects the fusion rules in the sense that
(pis(H1)⊗ pit(H2))f = pis+t
(
(H1 ⊗H2)f
)
. (2.11)
This seems to be quite a general property of ‘twist’-symmetries such as (2.8) (see for
example [35] for another example of this type for the case of the N = 2 algebras); we
shall therefore assume in the following that the fusion rules also satisfy this property in
our case. In any case, this is consistent with what we shall find.
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3. The set of allowed representations
At k = −4/3, the vacuum representation has one (independent) null-vector
N =
(
J3−3 +
3
2
J+−2J
−
−1 −
3
2
J+−1J
−
−2 +
9
2
J3−1J
+
−1J
−
−1 +
9
2
J3−1J
3
−1J
3
−1 −
9
2
J3−2J
3
−1
)
|0〉 .
(3.1)
The presence of a null-vector in the vacuum representation usually implies that only a
subset of the representations of the affine algebra actually define representations of the
meromorphic conformal field theory. In order to determine the relevant set of represen-
tations, one could determine Zhu’s algebra [36] (whose representations are in one-to-one
correspondence with the representations of the meromorphic conformal field theory). In
practice, however, this is quite complicated since Zhu’s algebra does not have a simple
grading. Alternatively, we shall therefore use an approach that is commonly taken in the
physics literature [37] (and that is believed to be equivalent to the determination of Zhu’s
algebra): we shall analyse the constraint that comes from the condition that V0(N )ψ = 0,
where ψ is an arbitrary state in the representation space from which the whole represen-
tation is generated by the action of the modes, and Vn(φ) is the n-th mode of the vertex
operator corresponding to the state φ in the vacuum representation,
V (φ, z) =
∑
n∈ZZ
Vn(φ) z
−n−hφ . (3.2)
(Here hφ is the conformal weight of φ.) If the representation is a (conformal) highest
weight representation, it is convenient to evaluate this constraint for one of the highest
weight states.
The complete expression for V0(N ) is quite complicated, but if we restrict our atten-
tion to the case when V0(N ) acts on a highest weight state, the formula simplifies quite
significantly. In this case we find (using techniques described for example in [38])
V0(N )ψ =
[
9
2
(
J−0 J
+
0 J
3
0 + J
3
0J
3
0J
3
0 + J
3
0J
3
0
)
+ J30
]
ψ
=
[(
9
2
C + 1
)
J30
]
ψ ,
(3.3)
where C is the Casimir operator (2.4) and ψ is an arbitrary (conformal) highest weight
state. Since we have to have that V0(N )ψ = 0 for every highest weight state in a given
highest weight representation, it follows that either the highest weight representation is
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the trivial (vacuum) representation, or it has to have Casimir equal to −2/9. The vacuum
representation is both highest and lowest weight with respect to the su(2) zero mode
algebra, and among the representations with C = −2/9, there are four representations
that are either highest or lowest weight with respect to this su(2). Let us denote by D+j
the highest weight representation that is generated from a state |j〉 satisfying
D+j :
J+0 |j〉 = 0
J30 |j〉 = j|j〉 ,
(3.4)
and by D−j the lowest weight representation that is generated from a state |j〉 satisfying
D−j :
J−0 |j〉 = 0
J30 |j〉 = j|j〉 .
(3.5)
The value of the Casimir for these representations is given by
C(D+j ) = j(j + 1) , C(D
−
j ) = j(j − 1) . (3.6)
Thus these representations have Casimir equal to −2/9 in the following four cases
D+− 2
3
, D+− 1
3
, D−2
3
, D−1
3
. (3.7)
The two highest weight representations in (3.7) are precisely the ‘admissible’ representa-
tions of Kac and Wakimoto whose characters were found to have simple modular trans-
formation properties [7]. The fact that these admissible representations are indeed repre-
sentations of the meromorphic conformal field theory was shown, using slightly different
methods, in [14].
However, it is clear that there exist also representations with C = −2/9 that are
neither highest nor lowest weight with respect to the su(2) zero modes. As we shall see,
one of them will play an important role for the description of the fusion rules. This su(2)
representation (which we shall denote by E in the following) consists of the states |m〉,
m ∈ ZZ, for which
J30 |m〉 = m|m〉
J+0 |m〉 = |m+ 1〉
J−0 |m〉 =
(
−
2
9
−m(m− 1)
)
|m− 1〉 .
(3.8)
These conditions characterise the representation E uniquely.
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Obviously, these are not the only allowed representations: for every t ∈ [0, 1) with
t 6= 1
3
, 2
3
, there exists a representation Et that consists of the states |m〉 with m − t ∈ ZZ
for which the action of su(2) is defined by (3.8). In particular, this implies that the theory
is not rational (as had been previously shown in [39]).
On every (conformal) highest weight state, the action of L0 is proportional to the
Casimir C. As we have seen above, in order for the highest weight state to belong to a
(non-trivial) representation of the conformal field theory, the Casimir must take a definite
value, C = −2/9. As a consequence, every allowed highest weight state is an eigenstate of
L0 (with eigenvalue h = −1/3). Thus one may be tempted to believe that the theory does
not have any ‘logarithmic’ representations (which are characterised by the property that
L0 is not diagonalisable). Quite surprisingly, this is however not true. As we shall see,
the fusion product of two highest weight representations contains a representation that
is not a (conformal) highest weight representation, and for which the action of L0 is not
diagonalisable.
All of these highest weight representations have non-trivial null vectors. At grade one,
the null vector is explicitly given by
N1 =
[(
9m2 − 1
)
J3−1 +
9
4
(
2m+
2
3
)
J+−1J
−
0 +
9
4
(
2m−
2
3
)
J−−1J
+
0
]
|m〉 , (3.9)
where |m〉 has J30 eigenvalue m (and Casimir C = −2/9). In fact, N1 = V−1(N )|m〉, where
N is the vacuum null vector (3.1). There is also a non-trivial null vector at grade two (i.e.
a null-vector that is not a descendant of N1); it is given by N2 = V−2(N )|m〉, and its
explicit expression is
N2 =
[(
9m2 +
9
2
m− 1
)
J3−2 +
3
2
(3m+ 2)J+−2J
−
0 +
3
2
(3m− 2)J−−2J
+
0
+
27
2
mJ3−1J
3
−1 +
9
2
mJ−−1J
+
−1 +
9
2
J3−1J
+
−1J
−
0 +
9
2
J3−1J
−
−1J
+
0
]
|m〉 .
(3.10)
Some of the representations (3.7) are interrelated by the automorphisms pis. In order
to describe these relations, let us introduce the following notation. If ρ : A → End(H)
describes the representation H, then we denote by pis(H) the representation that is defined
by ρ ◦ pis. With this notation we then have
pi1(H0) = D
−
2
3
pi−1(H0) = D
+
− 2
3
pi1(D
+
− 1
3
) = D−1
3
.
(3.11)
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Here H0 denotes the vacuum representation. The first two lines imply that pi2(D
+
− 2
3
) =
D−2
3
. Apart from these special cases, the application of an automorphism to any of these
representations typically leads to a representation that does not have the (conformal)
highest weight property. However, all representations that arise in this fashion have the
property that for a given state ψ in the representation and a given χ in the vacuum
representation, there exists a positive integer N (that depends on ψ and χ) such that
Vn(χ)ψ = 0 for all n > N . (3.12)
This truncation property is sufficient to guarantee that all correlation functions will only
have poles (rather than essential singularities).
4. The fusion algorithm
Before we begin to describe our results in detail, let us briefly explain some of the
techniques that we shall be using in the following. As was explained in [19,20,21] fusion can
be defined in terms of a ring-like tensor product: given two representations of the chiral
algebra, H1 and H2, the tensor product (H1⊗H2) carries two natural actions of the chiral
algebra (that are defined by the comultiplication formulae [18,19,20,21]), and the fusion
product (H1⊗H2)f is the quotient space of the tensor product where we identify these two
actions. The main advantage of this description relative to most other approaches to fusion
is that we do not presuppose that the fusion product has any specific properties. In most
other fusion calculations one only analyses whether one of the familiar (highest weight)
representations is contained in the fusion product, but here we shall analyse the fusion
product itself, not just some subrepresentations it may contain. In fact, while in all cases
that have been analysed so far, the fusion product of two highest weight representations
is highest weight, there is no abstract reason why this has to be so, and indeed, in the
present context we shall find that this is not the case. As we shall see, the fusion product
of two (conformal) highest weight representations defines a representation that is not a
(conformal) highest weight representation. We shall also find that the fusion product of
certain (conformal) highest weight representations defines a reducible but indecomposable
representation for which the action of L0 is not diagonalisable.
In principle, one would like to describe the full space (H1⊗H2)f directly, but unfortu-
nately, this is a fairly hopeless task. Instead, we shall therefore analyse a number of nested
quotient spaces; these will give more and more information about the fusion product and
will allow us to show certain properties (and to make very strongly supported conjectures
for others). The most important quotient space is the space that we obtain by quotienting
out all states that can be obtained by the action of the negative modes A− (i.e. the modes
Vn(φ) with n < 0) [21],
(H1 ⊗H2)
(0)
f ≡ (H1 ⊗H2)f /A− (H1 ⊗H2)f , (4.1)
where the action of the chiral algebra on the fusion product is defined in terms of the
comultiplication formulae [18,19,20]. It is clear that this space carries a natural action of
the zero modes. Furthermore, the space is naturally dual to the highest weight space of the
conjugate representation, and therefore, for an irreducible highest weight representation,
can be identified with the highest weight space itself; in the following we shall therefore
sometimes refer to it as the ‘highest weight space of the fusion product’. It can be efficiently
computed using the algorithm described in [22] (see also [21]): choosing suitable insertion
points for the two representations (z1 = 1, z2 = 0), we have the identities
(1l⊗ Ja−n) ∼= −(J
a
0 ⊗ 1l) + (A+ ⊗ 1l)
(Ja−n ⊗ 1l) ∼= −(−1)
n(1l⊗ Ja0 ) + (1l⊗A+) ,
(4.2)
where A+ is the subalgebra of positive modes and we have assumed that n ≥ 1. Thus
if we are evaluating (4.1) on (conformal) highest weight states in H1 and H2, the second
terms in (4.2) vanish.
As an aside, one can use this approach to analyse the allowed representations of
the conformal field theory, following an idea described in [40]. To this end, we consider
the fusion product of an arbitrary (conformal) highest weight representation with the
vacuum representation, and analyse the conditions under which the original highest weight
representation is contained in this fusion product, and therefore in (4.1). Since the vacuum
representation has a null vector (3.1), we obtain a non-trivial constraint from using (4.2)
repeatedly,
0 = (ψ ⊗N )
∼=
(
−J30 +
3
2
J−0 J
+
0 −
3
2
J−0 J
+
0 −
9
2
J−0 J
+
0 J
3
0 −
9
2
J30J
3
0J
3
0 −
9
2
J30J
3
0
)
ψ ⊗ |0〉
∼= −
([(
1 +
9
2
C
)
J30
]
ψ ⊗ |0〉
)
,
(4.3)
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where C is the Casimir operator (2.4) and ψ is an arbitrary highest weight vector. This
reproduces (3.3).
As we shall see in the next section, the knowledge of (4.1) is sometimes not sufficient
to characterise the fusion product uniquely. When appropriate we shall therefore also
consider a slightly larger quotient space (that therefore captures slightly more information
about the fusion product). In particular, we shall consider the quotient space
(H1 ⊗H2)
(+1)
f ≡ (H1 ⊗H2)f /A
+1
− (H1 ⊗H2)f , (4.4)
where A+1− is the algebra that is spanned by the modes
A+1− :
J+−n with n ≥ 2
J3−n with n ≥ 1
J−−n with n ≥ 1 .
(4.5)
It is easy to see that A+1− closes among these modes. It is also clear that (4.1) is a natural
quotient space of (4.4); in this sense the two quotient spaces are nested. Finally, it is worth
mentioning that L0, J
3
0 and J
−
0 (but not J
+
0 ) act in a well-defined manner on this quotient
space.
In order to determine (4.4) we can use essentially the same algorithm as before for
(4.1). In fact, (4.2) still holds provided that n ≥ 1 for a = 3,− and n ≥ 2 for a = +. In
addition we have the identity
(J+−1 ⊗ 1l) ∼= (1l⊗ J
+
−1) +
∞∑
m=0
(−1)m(J+m ⊗ 1l) +
∞∑
l=0
(1l⊗ J+l ) . (4.6)
The last identity comes from the fact that, on the fusion product, ∆1,0(J
+
−1) and
∆˜0,−1(J+−1) only differ by states that lie in the quotient space of (4.4). (Here we have
used the notation of [19,20].)
Ideally one would like to determine yet bigger quotient spaces. However, the complex-
ity of the calculation increases very quickly, and the above is essentially the limit of what
can be calculated feasibly by hand. An implementation of the calculation on a computer
is not straightforward since all highest weight spaces are infinite dimensional, and thus
the computer algorithm used in [22] cannot be applied directly. At any rate, the above
quotient spaces are already sufficient to show that the fusion product of certain highest
weight representations contains a logarithmic representation.
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5. The fusion rules
We are now in the position to work out the various fusion products. Let us begin by
determining the ‘highest weight space’ (4.1) of the fusion product of D+− 2
3
with an arbitrary
(conformal) highest weight representation H. First of all, we can use (4.2) repeatedly to
reduce any state in the fusion product (up to states in the quotient space) to a sum of
products of highest weight states. Next we want to obtain the constraints that follow
from the existence of the null vectors in D+− 2
3
. To this end, it is useful to observe that for
m = −23 ,
N+− 2
3
= J+0 N1 = −J
+
−1
∣∣∣∣−23
〉
(5.1)
is also a null-vector in D+− 2
3
(as one can easily check directly). Using (4.2) together with
this null-vector we get the condition
0 = (ψ ⊗N+− 2
3
)
∼=
(
J+0 ψ ⊗
∣∣∣∣−23
〉)
,
(5.2)
where ψ ∈ H(0) is an arbitrary (conformal) highest weight state in H. (Here and in the
following we shall denote by H(0) the subspace of (conformal) highest weight states of H.)
If H = D+− 1
3
or H = D+− 2
3
, then every φ ∈ H(0) can be written as φ = J+0 ψ for some
ψ ∈ H(0). Thus we find that for every φ ∈ H(0), (φ⊗|−2/3〉) lies in the quotient by which
we divide to obtain the highest weight subspace of the fusion product. Furthermore, using
recursively the relation
0 ∼= J−0
(
φ⊗
∣∣∣∣−23
〉)
=
(
J−0 φ⊗
∣∣∣∣−23
〉)
+
(
φ⊗ J−0
∣∣∣∣−23
〉)
, (5.3)
we can show that all states in the tensor product of the highest weight space of D+− 2
3
and
H(0) are in the quotient space by which we divide. Thus we conclude that the fusion
product of D+− 2
3
with D+− 2
3
or D+− 1
3
does not contain any (conformal) highest weight states,
(
D+− 2
3
⊗D+− 2
3
)(0)
f
=
(
D+− 2
3
⊗D+− 1
3
)(0)
f
= 0 . (5.4)
A similar conclusion was also reached in [32]. This is in fact in agreement with the sym-
metry (2.11) since D+− 2
3
= pi−1(H0), and we therefore expect that(
D+− 2
3
⊗D+− 2
3
)
f
= pi−1
(
D+− 2
3
)
(
D+− 2
3
⊗D+− 1
3
)
f
= pi−1
(
D+− 1
3
)
.
(5.5)
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Indeed, it is easy to see that the right hand side of (5.5) does not define a (conformal)
highest weight representation.
We can test (5.5) further by determining the quotient space (4.4) that captures more
than just the highest weight states. For the case when both representations are D+− 2
3
we
have done this calculation, and we have found that‡(
D+− 2
3
⊗D+− 2
3
)(+1)
f
=
{
(mˆ, mˆ) : mˆ = −
4
3
,−
7
3
, . . .
}
, (5.6)
where the first entry of (mˆ, mˆ) refers to its J30 eigenvalue, and the second to its L0 eigen-
value,
J30 (mˆ, mˆ) = mˆ (mˆ, mˆ)
L0 (mˆ, mˆ) = mˆ (mˆ, mˆ) .
(5.7)
This agrees with the spectrum of J30 and L0 on the quotient space of pi−1(D
+
− 2
3
) where
we divide out the image of A+1− : the states that survive in this quotient space are the
image (under pi−1) of the original highest weight states in D+− 2
3
. Using (2.8) and (2.9) the
spectrum of these states is then precisely described by (5.6) and (5.7).
If H = D−2
3
, then the first part of the argument is similar, except now there is one
state in the highest weight space of D−2
3
that cannot be written as J+0 φ: this is the state
|2/3〉. Using (5.3) as before this allows us then to show that all tensor products of highest
weight states for which the total J30 eigenvalue is bigger than zero lie in the quotient by
which we divide. (Here the total J30 eigenvalue is the sum of the two J
3
0 eigenvalues.) We
can similarly use the null-vector N1 of D
−
2
3
(or rather, as before in (5.1), the null vector
that is obtained from N1 by the action of J
−
0 ) to deduce that the same holds for those
tensor products whose total J30 eigenvalue is less than zero. This leaves us with the states
in the tensor product for which the total J30 eigenvalue is zero: these are the states of the
form
(J+0 )
l
∣∣∣∣23
〉
⊗ (J−0 )
l
∣∣∣∣−23
〉
, (5.8)
where l = 0, 1, . . .. By considering
0 =
(
J−0
)m+1((
J+0
)m ∣∣∣∣23
〉
⊗ J+−1
∣∣∣∣−23
〉)
(5.9)
‡ Strictly speaking, our calculation only allows us to derive an upper bound on the size of
the quotient space. However, we have used all available null vector relations, and we are there-
fore confident that this bound is actually saturated. This comment applies equally to all other
calculations of quotient spaces in this paper.
13
and using the algorithm above, we obtain a recursion relation for the state with l = l0 in
(5.8) in terms of states with l = 0, 1, . . . , l0 − 1. Thus the highest weight space is actually
one-dimensional, and it consists of a state of J30 eigenvalue zero. This suggests that we
have (
D+− 2
3
⊗D−2
3
)
f
= H0 . (5.10)
We have also checked that the null-vectors N2 for both representations do not give rise to
any additional constraints.
Finally we find, using similar arguments,(
D+− 2
3
⊗D−1
3
)
f
= D+− 1
3(
D−2
3
⊗D+− 1
3
)
f
= D−1
3
.
(5.11)
All of these results are in agreement with (2.11) and (3.11), and in fact could have been
deduced from this symmetry.
The only fusion products involving the representations (3.7) that are not determined
in terms of this symmetry are the fusion products involving D+− 1
3
and D−1
3
. Using the
algorithm described above we have calculated the highest weight space
(
D+− 1
3
⊗D−1
3
)(0)
f
= {|0〉} ⊕E , (5.12)
where |0〉 is a state with J30 and L0 eigenvalue zero, and E is the representation that was
discussed in section 3. (This result agrees with the x = ∞ limit (that corresponds to a
specific choice for the Borel subalgebra for one of the three representations) described in
[17]: the representation E does not appear in their fusion product since E is not an (affine)
highest weight representation.) Furthermore, we have checked that
(
D+− 1
3
⊗D−1
3
)(+1)
f
=
{
(m,m) : m = 0, 1, 2, . . .
}⊕
E , (5.13)
where both the J30 and L0 eigenvalue of (m,m) is m. Taking these results together this
suggests that the actual fusion product is
(
D+− 1
3
⊗D−1
3
)
f
= H0 ⊕HE , (5.14)
whereHE is the representation of the affine algebra whose (conformal) highest weight space
H
(0)
E is E. Indeed, since HE has a null vector at grade one, N1, for which the coefficient
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of J+−1 does not vanish (see (3.9)), only the ground states of HE contribute in (5.13); on
the other hand, the first term in (5.13) corresponds to the states of the form (J+−1)
l|0〉
that survive the quotient by the image of A+1− in the vacuum representation. Using the
automorphism symmetry (2.11) this result then also implies
(
D+− 1
3
⊗D+− 1
3
)
f
= D+− 2
3
⊕ pi−1(HE)(
D−1
3
⊗D−1
3
)
f
= D−2
3
⊕ pi1(HE) .
(5.15)
Both of these results are again in agreement with the direct calculation of their highest
weight spaces, (
D+− 1
3
⊗D+− 1
3
)(0)
f
=
(
D+− 2
3
)(0)
(
D−1
3
⊗D−1
3
)(0)
f
=
(
D−2
3
)(0)
,
(5.16)
since the highest weight space of pi±1(HE) is empty. Again, these calculations are in
agreement with the x = 0 limit of the calculation described in [17].
6. The fusion of HE with D
±
∓ 1
3
So far we have described all fusion products involving the original representations in
(3.7). We have found that the fusion rules do not close among these representations (and
their images under pis) alone, but rather that we generate the representation HE (as well
as its images under pis). In order to describe the full fusion ring we therefore need to study
the fusion of HE with all representations in (3.7) as well as itself. First we consider the
fusion of HE with D
±
∓ 2
3
for which the symmetry (2.11) predicts
(
D±∓ 2
3
⊗HE
)
f
= pi∓1(HE) . (6.1)
Again, we have checked that the highest weight spaces agree on both sides (both are
empty). This leaves us with the fusion of HE with D
±
∓ 1
3
which we denote as
(
D+− 1
3
⊗HE
)
f
= R− 1
3(
D−1
3
⊗HE
)
f
= R 1
3
= pi1
(
R− 1
3
)
.
(6.2)
In relating the two results we have again used the symmetry (2.11).
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The analysis of R− 1
3
is actually quite subtle, and we therefore describe it in some
detail. First we determine the ‘highest weight space’ of R− 1
3
, i.e. the quotient of R− 1
3
by
the states that lie in the image of A− using the algorithm described above. We find that(
R− 1
3
)(0)
=
{(
m−
1
3
,−
1
3
)
: m ∈ ZZ
}
, (6.3)
where the action of the zero modes on (m− 13 ,−
1
3) is defined by
J30
(
m−
1
3
,−
1
3
)
=
(
m−
1
3
)(
m−
1
3
,−
1
3
)
L0
(
m−
1
3
,−
1
3
)
= −
1
3
(
m−
1
3
,−
1
3
)
J+0
(
m−
1
3
,−
1
3
)
=
(
m+ 1−
1
3
,−
1
3
)
J−0
(
m−
1
3
,−
1
3
)
= −(m− 1)
(
m−
2
3
)(
m− 1−
1
3
,−
1
3
)
.
(6.4)
This representation of su(2) is reducible, but not decomposable: because of the factor of
(m−1) on the right hand side of the last equation, the states (m− 13 ,−
1
3 ) with m ≥ 1 form
an irreducible subrepresentation (that is equivalent to (D−2
3
)(0)), but the complementary
space does not define a representation since J+0 (−
1
3
,−1
3
) = ( 2
3
,−1
3
). The structure of this
representation can schematically be described by
-1/3 +2/3
Fig. 1: The structure of C− 1
3
= (R− 1
3
)(0). The arrows describe the action of J±0 .
We can similarly determine the ‘highest weight space’ of R 1
3
and we find that(
R 1
3
)(0)
=
{(
1
3
+m,−
1
3
)
: m ∈ ZZ
}
, (6.5)
where now
J30
(
m+
1
3
,−
1
3
)
=
(
m+
1
3
)(
m+
1
3
,−
1
3
)
L0
(
m+
1
3
,−
1
3
)
= −
1
3
(
m+
1
3
,−
1
3
)
J−0
(
m+
1
3
,−
1
3
)
=
(
m− 1 +
1
3
,−
1
3
)
J+0
(
m+
1
3
,−
1
3
)
= −(m+ 1)
(
m+
2
3
)(
m+ 1 +
1
3
,−
1
3
)
.
(6.6)
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Again the states (m + 13 ,−
1
3 ) with m ≤ −1 form an irreducible subrepresentation (that
is equivalent to (D+− 2
3
)(0)), but the complementary space does not define a representation
since J−0 (
1
3
,−1
3
) = (−2
3
,−1
3
). Its structure is described by the ‘mirror’ image of that
sketched in Figure 1.
Based on these results one could believe that the representations R∓ 1
3
are simply the
affine representations whose actual highest weight spaces are the indecomposable su(2)
representations that are described by (6.4) and (6.6), respectively. However, this is not
correct. One of the reasons why one may be suspicious about this conjecture is that the
two representations R∓ 1
3
would then not be related by pi±1, and thus the symmetry (2.11)
would not hold any more for (6.2). In fact, if one postulates thatR∓ 1
3
are related by pi±1, it
is easy to see that neither of the two representations can be a highest weight representation.
In order to analyse the situation further we have therefore determined the quotient
space (4.4) of the first fusion product in (6.2), and we have found that
(
R− 1
3
)(+1)
=
{(
m−
1
3
,−
1
3
)
: m ∈ ZZ, m 6= 0
}⊕{(
m−
1
3
, m−
1
3
)
: m ∈ ZZ, m 6= 0
}
⊕{(
−
1
3
,−
1
3
)
1
,
(
−
1
3
,−
1
3
)
2
,
(
−
1
3
,
2
3
)}
.
(6.7)
As before, the labels of the different states characterise their J30 and L0 eigenvalues, except
for the two states (−1
3
,−1
3
)1 and (−
1
3
,−1
3
)2 for which the action of L0 is given by
L0
(
−
1
3
,−
1
3
)
1
= −
1
3
(
−
1
3
,−
1
3
)
1
+
(
−
1
3
,−
1
3
)
2
L0
(
−
1
3
,−
1
3
)
2
= −
1
3
(
−
1
3
,−
1
3
)
2
.
(6.8)
In particular, this implies that the representation R− 1
3
is a logarithmic representation.
Since this is one of the central results of this paper, we shall describe its derivation in some
more detail in the appendix.
Roughly speaking, the space (R− 1
3
)(+1) consists of the states in (R− 1
3
)(0) – these
are the states
(
m− 13 ,−
1
3
)
– as well as the states in pi−1((R 1
3
)(0)) – these are the states(
m− 1
3
, m− 1
3
)
. The latter space is naturally a quotient space of (R− 1
3
)(+1) since under
pi−1, the subspace that is generated by the negative modes becomes the space that is
generated by J+−n with n ≥ 2, J
3
−n with n ≥ 1 and J
−
−n with n ≥ 0. The relation to
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(R 1
3
)(0) (under the map pi−1) suggests that J
+
−1 and J
−
1 are the ‘step’-operators that move
between the states
(
m− 13 , m−
1
3
)
. Because of the structure of (6.6) we then know that
J+−1
(
−
4
3
,−
4
3
)
∼= 0 (6.9)
in the quotient space of (R− 1
3
)(+1) by the action of J−0 . (This is the quotient space that
corresponds to pi−1((R 1
3
)(0)).) On the other hand, we can calculate the action of J−0 on
(R− 1
3
)(+1), and we find (for some suitable normalisation) J−0 (m−
1
3
,−1
3
) = (m−1− 1
3
,−1
3
)
provided that m 6= 1, 0. Furthermore, if m = 1 we have J−0 (
2
3 ,−
1
3) = (−
1
3 ,−
1
3 )2. This is in
agreement with the description of (6.4) since, as is shown in the appendix, (−1
3
,−1
3
)2 ∼= 0
in the ‘highest weight space’. This suggests that we must have (up to some constant that
we can absorb into the definition of the states)
J−0
(
2
3
,−
1
3
)
= J+−1
(
−
4
3
,−
4
3
)
. (6.10)
Finally, we know from the analysis of the highest weight space that J+0
(
−13 ,−
1
3
)
1
=(
2
3 ,−
1
3
)
, and from the analysis of pi−1((R 1
3
)(0)) that J−1
(
−13 ,−
1
3
)
1
=
(
−43 ,−
4
3
)
. Thus
(6.10) implies
J−0 J
+
0
(
−
1
3
,−
1
3
)
1
=
1
3
(
−
1
3
,−
1
3
)
2
= J+−1J
−
1
(
−
1
3
,−
1
3
)
1
. (6.11)
where we have made a specific prediction for the relative normalisation constants (that
will be justified further below). The resulting structure is summarised in Figure 2.
On the basis of what we have determined we cannot expect to be able to derive the
structure of R− 1
3
completely; however, we can make an ansatz for its structure, and check
it against the various pieces of evidence that we have accumulated. In making this ansatz
we shall be guided by the principle that the representation R− 1
3
is as well behaved as it
can possibly be. For example, we know that
(
−13 ,−
1
3
)
1
is not a (conformal) highest weight
state (since it is not annihilated by J−1 ), but we can make the ansatz that it is as close to
being (conformal) highest weight as possible by postulating
J+n
(
−
1
3
,−
1
3
)
1
= 0 for n ≥ 1
J3n
(
−
1
3
,−
1
3
)
1
= 0 for n ≥ 1
J−n
(
−
1
3
,−
1
3
)
1
= 0 for n ≥ 2
JanJ
+
0
(
−
1
3
,−
1
3
)
1
= 0 for n ≥ 1.
(6.12)
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Fig. 2: The structure of the generating states of the representation R− 1
3
. Here we
have arranged the circles representing the states according to their charges, with
the horizontal axis corresponding to J30 , and the vertical axis to L0. The horizontal
array of circles represent the states of the form (m − 1
3
,− 1
3
) with m ∈ ZZ, while
the diagonal array of circles represents the states (m − 1
3
,m − 1
3
), m ∈ ZZ. The
two arrays intersect at (− 1
3
,− 1
3
), and the circle at this intersection corresponds
to the state (− 1
3
,− 1
3
)1. The arrows indicate the action of J
±
0 (for the horizontal
line) and J±∓1 (for the diagonal line). Finally, the empty circle represents the state
(− 1
3
,− 1
3
)2 whose position in the charge lattice has been slightly shifted so that it
does not lie on top of the other state with these charges.
As a first piece of evidence in favour of this ansatz we want to show that the resulting
representation is actually an allowed representation of the conformal field theory. To this
end, we want to check that V0(N )
(
−13 ,−
1
3
)
1
= 0 (where N is again the vacuum null
vector), but now taking into account that
(
−13 ,−
1
3
)
1
is not a highest weight. Because of
this modification we now get (instead of (3.3))
0 =
[9
2
(
J−0 J
+
0 J
3
0 + J
3
0J
3
0J
3
0 + J
3
0J
3
0
)
+ J30
+
9
2
J3−1J
−
1 J
+
0 +
9
2
J+−1J
−
1 J
3
0 + 3J
+
−1J
−
1
](
−
1
3
,−
1
3
)
1
=
3
2
[
J+−1J
−
1 − J
−
0 J
+
0
](
−
1
3
,−
1
3
)
1
.
(6.13)
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Thus (6.13) follows from (6.11). We can similarly check that V1(N )
(
−13 ,−
1
3
)
1
= 0, but
this only reproduces the same constraint. Also, VL(N )
(
−1
3
,−1
3
)
1
= 0 for L ≥ 2 follows
automatically from our ansatz (6.12).
Given that the representation satisfies this consistency condition, we can then con-
struct a null-vector in R− 1
3
by applying V−1(N ) to
(
−13 ,−
1
3
)
1
, say (and taking care, again,
of the fact that this vector only satisfies (6.12)). The null vector we obtain in this way is
explicitly given as
N̂ =
[
−3J−−1J
+
0 + 3J
+
−2J
−
1 +
9
2
J3−1J
+
−1J
−
1
](
−
1
3
,−
1
3
)
1
. (6.14)
By applying J−1 to N̂ we then get a non-trivial relation in
(
R− 1
3
)(+1)
, namely
0 =
[
−3J−1 J
−
−1J
+
0 + 3J
−
1 J
+
−2J
−
1 +
9
2
J−1 J
3
−1J
+
−1J
−
1
](
−
1
3
,−
1
3
)
1
∼=
9
2
J−0 J
+
−1J
−
1
(
−
1
3
,−
1
3
)
1
=
9
2
J−0
(
−
1
3
,−
1
3
)
2
.
(6.15)
This relation is crucial for explaining why the space of states with quantum numbers
(−4
3
,−1
3
) is one-dimensional in
(
R− 1
3
)(+1)
(rather than two-dimensional as one may have
naively thought).
It is also worth mentioning that the null vector N̂ does not involve the state
J+−1J
−
0
(
−1
3
,−1
3
)
1
; this is presumably the reason why this vector is not removed from
(R− 1
3
)(+1). (This is the state with quantum numbers (−1
3
, 2
3
).)
The analysis for R 1
3
is completely analogous, and its structure is described by the
‘mirror’ image of Figure 2.
7. The fusion of HE with itself
Finally, we need to analyse the fusion of HE with itself. The highest weight space
of this fusion product agrees precisely with the right hand side of (5.12), and one may
therefore expect that the fusion of HE with itself is precisely H0 ⊕ HE . However, given
that the fusion of HE with D
+
− 1
3
contains an indecomposable representation, one may
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expect that also the fusion of HE with itself may be indecomposable. In order to test this
further we have determined the quotient space (4.4), and we have found
(HE ⊗HE)
(+1)
f =
{
(m,m) : m ∈ ZZ . . .
}⊕
E , (7.1)
where both the J30 and L0 eigenvalue of (m,m) is m. This differs crucially from (5.13) in
that nowm runs over all integers (rather than just the non-negative integers). Furthermore,
we have determined the action of J+−1 on these states — this is well-defined on the quotient
space (7.1) — and we have found that, for some suitable normalisation,
J+−1(m,m) =
1
3
(m+ 1)(3m+ 1)(m+ 1, m+ 1) . (7.2)
In particular, it therefore follows that the state (0, 0) is not of the form J+−1(−1,−1), in
agreement with the result for the highest weight space. By symmetry, it also follows that
the analogous quotient space where we exchange J+ and J− has the same structure; in
particular, we have states (−m,m) for which
J−−1(−m,m) =
1
3
(−m+ 1)(−3m+ 1)(−m− 1, m+ 1) . (7.3)
Summarising what we have found so far we therefore propose that
(HE ⊗HE)f = R0 ⊕HE , (7.4)
where R0 is an extension of the vacuum representation.
The structure of the states (−m,m) is the same as that of pi−1(C 2
3
), where C 2
3
is the
other indecomposable representation of the zero mode algebra whose underlying vector
space is the same as C− 1
3
; its structure is schematically described by
-1/3 +2/3
Fig. 3: The structure of C 2
3
. The arrows describe the action of J±0 .
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Similarly, the states of the form (m,m) have the same structure as pi1(C− 2
3
), where
C− 2
3
is the ‘mirror image’ of C 2
3
. Roughly speaking, the representation R0 is therefore the
combination of these two representations. More precisely, we claim that R0 is generated
by the action of the affine modes from ω, where
J+1 ω = (1,−1)
J−1 ω = (−1,−1) ,
(7.5)
and
J−−1J
+
1 ω = Ω = J
+
−1J
−
1 ω
J−0 J
+
0 ω = γΩ = J
−
0 J
+
0 ω
L0ω =
(
3 +
3
2
γ
)
Ω ,
(7.6)
where γ 6= 0,−2 is some constant.⋆ The structure of this representation is schematically
described by Figure 4.
The fact that J+0 J
−
0 ω = J
−
0 J
+
0 ω follows from the commutation relations of the affine
algebra together with J30ω = 0. If we postulate that ω is annihilated by
Janω = 0 n ≥ 2
J31ω = 0
J+1 J
−
1 ω = 0
J∓1 J
±
0 ω = 0 ,
(7.7)
then the condition J−−1J
+
1 ω = J
+
−1J
−
1 ω is again a consequence of V1(N )ω = 0. Since Ω
is in the image of both J+−1 and J
−
−1, it does not appear in the quotient space (4.4), in
agreement with the result (5.13). We have therefore calculated the quotient space where
we divide out the image of J3−n, J
±
−n−1 with n ≥ 1, and we have found, that at J
3
0 charge
zero, the relevant quotient space of the fusion product of HE with itself is six-dimensional:
three of these six states have conformal weight −13 ,
2
3 and
5
3 , and correspond to states in
HE . Of the remaining three states, one has conformal weight 2, while the other two form
a Jordan block of length two at h = 0 — these correspond to the states ω and Ω. (In
particular, this implies that γ 6= −2.) We have also checked that if we divide out further
by the image of Ja0 , then the Jordan block disappears; this implies that Ω must be in the
image of J±0 (and therefore that γ 6= 0).
⋆ The representations that correspond to different values for γ are inequivalent; the actual
representation that occurs in the fusion product therefore has a specific value of γ. Unfortunately,
this constant cannot be determined from the knowledge of the various quotient spaces that we
have calculated.
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Fig. 4: The structure of the generating states of the representation R0. As before,
the different states have been arranged according to their J30 and L0 charge. The
two diagonal arrays of points represent the representations pi−1(C 2
3
) and pi1(C− 2
3
),
while the horizontal line corresponds to the states that can be obtained by J±0 from
ω. The empty circle represents the state Ω whose position in the charge lattice has
been slightly shifted so that it does not lie on top of the state ω.
8. Fusion closure
Up to now we have described all fusion products involving the original representations
in (3.7) as well as HE . However, as we have shown in the previous sections, the fusion
rules still do not close on this set of representations since we generate the representations
R− 1
3
and R0 (as well as their images under pis). Given that the structure of R− 1
3
and
R0 is quite complicated it would be very difficult to establish directly the fusion products
involving these representations. However, we can use the fact that the fusion product is
associative [19] to predict some other fusion products; furthermore, all fusion products
can be determined once we have made a (fairly natural) assumption about one additional
fusion product.
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First of all it follows from the associativity of the fusion product that(
D−1
3
⊗R− 1
3
)
f
=
[(
D−1
3
⊗D+− 1
3
)
f
⊗HE
]
f
= [(H0 ⊕HE)f ⊗HE ]f
= 2HE ⊕R0 .
(8.1)
In order to determine the remaining fusion products we now make the conjecture that
(
D+− 1
3
⊗R0
)
f
= R− 1
3
. (8.2)
This is a very natural assumption since R0 is an extension of the vacuum representation,
and one would therefore expect that the right-hand side of (8.2) is also an extension of
D+− 1
3
; of the representations we have considered so far, the representation R− 1
3
is the
only representation with this property. We can also give some direct evidence for this
conjecture by calculating the highest weight space of the fusion product in (8.2); this is
done in appendix B.
With this assumption we can then determine the remaining fusion rules, using the
associativity of the fusion product†. For example, we have
(
R− 1
3
⊗HE
)
f
=
[
D+− 1
3
⊗ (HE ⊗HE)f
]
f
= 2R− 1
3
. (8.3)
We also find that[
HE ⊗
(
D−1
3
⊗R− 1
3
)
f
]
f
= 2 (HE ⊗HE)f
⊕
(HE ⊗R0)f
= 2HE ⊕ 2R0
⊕
(HE ⊗R0)f ,
(8.4)
while on the other hand we have[
HE ⊗
(
R− 1
3
⊗D−1
3
)
f
]
f
=
[(
HE ⊗R− 1
3
)
f
⊗D−1
3
]
f
= 2
(
R− 1
3
⊗D−1
3
)
f
= 4HE ⊕ 2R0 ,
(8.5)
† As we shall see, the resulting ‘fusion rules’ are all non-negative integers; this is by no means
guaranteed by our procedure, and therefore provides a consistency check on our assumption (8.2).
In fact, if we had assumed that the right-hand-side of (8.2) was just D+
− 1
3
the resulting ‘fusion
rules’ would lead to some negative integers.
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from which we can conclude that
(HE ⊗R0)f = 2HE . (8.6)
Using similar techniques we also find that(
R0 ⊗R− 1
3
)
f
= 2R− 1
3(
R0 ⊗R0
)
f
= 2R0(
R 1
3
⊗R− 1
3
)
f
= 2R0 ⊕ 4HE .
(8.7)
Similar to what happened in [31] we observe that the fusion rules close among the
representations R0, R 1
3
and HE , together with their images under pis. (In particular, this
set also includes the representation R− 1
3
= pi−1(R 1
3
).) In some sense this is again the
natural set of representations to consider since R0 (and its images under pi∓1) contains
H0 (and D
±
∓ 2
3
) as a subrepresentation, and R± 1
3
contains D∓± 1
3
as subrepresentations.
Furthermore, these representations (together with their images under pi±1) contain all the
different indecomposable representations of the zero mode algebra for which the Casimir
takes value C = −2/9 and J30 is in ZZ/3. Indeed there exist four such representations,
namely C± 1
3
and C± 2
3
; the former two are contained in R± 1
3
, while the latter two arise
in pi±1(R0). It is therefore quite natural that the fusion rules should close on this set of
representations.
Given that the fusion rules observe the symmetry (2.11), we can group the represen-
tations into orbits under pis
‡. Thus we have three orbits whose fusion closes among itself;
the relevant fusion rules can then compactly be described by
[R0]⊗ [R0] = 2 [R0]
[R0]⊗ [HE ] = 2 [HE ]
[R0]⊗ [R 1
3
] = 2 [R 1
3
]
[HE ]⊗ [HE ] = [HE ]⊕ [R0]
[HE ]⊗ [R 1
3
] = 2 [R 1
3
]
[R 1
3
]⊗ [R 1
3
] = 2 [R0]⊕ 4 [HE] .
(8.8)
‡ We do not propose that these orbits form representations of some loop group. We simply
choose to combine these inequivalent representations (of the affine algebra) in order to obtain a
compact formula for the fusion rules. The actual fusion rules (including the appropriate action of
pis) are described by the various formulae above.
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It is not difficult to check that the resulting fusion rules are associative and commutative;
the S-matrix that diagonalises these fusion rules is then given by
S =


1
2
√
2
1
2
√
2
1√
2
1√
2
1√
2
− 1√
2√
3
2
√
2
−
√
3
2
√
2
0

 . (8.9)
This S-matrix is not unitary let alone symmetric, and the fusion rules are therefore not
‘self-dual’ in the sense of Gannon [41]. Given that the S-matrix of Kac & Wakimoto [7]
is in general (i.e. for higher algebras) not unitary [42], the absence of unitary may not
be surprising. The lack of symmetry may be related to the fact that the (unspecialised)
character of the representation HE vanishes for 0 < z < 1. Unfortunately, since we do
not know the characters of R0 and R 1
3
, we cannot check whether this S matrix has an
interpretation in terms of the modular transformation of these characters. Also, it is not
clear whether it is appropriate to group these representations into the above orbits. For
example, there are arguments why it may be natural to consider the orbits of pi2s or pi3s
(where s is again an integer) instead; on the other hand, this does not seem to improve the
structural properties of the S-matrix: in either case the resulting S-matrix is not unitary
nor symmetric.
Obviously, this S-matrix is not at all similar to the S-matrix obtained by Kac &
Wakimoto [7]. However, this is not surprising since the latter has an interpretation in
terms of fusion rules that correspond to a different subset of representations (that also closes
under fusion). As was pointed out by Ramgoolam [32], we have the (formal) character
identity
χ
D
+
−
1
3
(τ, z) = −χ
D
−
2
3
(τ, z) . (8.10)
Thus, up to some trivial signs, the S-matrix of Kac & Wakimoto equally describes the
modular transformation rules of the three representations H0, D
±
∓ 2
3
. Once these signs are
appropriately introduced, the fusion rules that are associated to this modified S-matrix
via the Verlinde formula [5] define non-negative integer fusion coefficients⋆
[D+− 2
3
]⊗ [D−2
3
] = [H0]
[D+− 2
3
]⊗ [D+− 2
3
] = [D−2
3
]
[D−2
3
]⊗ [D−2
3
] = [D+− 2
3
] .
(8.11)
⋆ The fusion rule coefficients that are obtained from the unmodified Kac-Wakimoto S-matrix
are not non-negative integers as was first observed by [43] (see also [42]).
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From the point of view of the modular properties it is natural to group together represen-
tations that are related by pi3s since only then the conformal weight of the corresponding
representations is guaranteed to differ by an integer (see (2.8) with k = −4/3). Actually
more is true in the present case since it follows from the explicit formula for the characters
[7] that
χπs(H0)(τ ; z) =


χH0(τ ; z) if s = 0 mod 3
χD−
2
3
(τ ; z) if s = 1 mod 3
χ
D
+
−
2
3
(τ ; z) if s = −1 mod 3.
(8.12)
Thus the equivalence classes in (8.11) correspond naturally to the images of the repre-
sentations under pi3s. These fusion rules then agree precisely with what we have claimed
above; in fact, they are a direct consequence of (2.11) together with (3.11).
9. Conclusions
In this paper we have determined the fusion rules of su(2) at the fractional level
k = −4/3. Starting with the ‘admissible’ highest weight representations we have shown
that we generate representations that are not (conformal) highest weight representations.
This is an immediate consequence of the automorphism symmetry (2.11) which we have
confirmed in a number of cases directly. We have also found that some of the fusion
products are not completely decomposable, and that they contain representations for which
the action of L0 is not diagonalisable. We have found a set of three representations (two
of which are indecomposable) whose fusion closes among itself (together with its images
under the action of the automorphism).
There are a few obvious directions in which the results of this paper should be ex-
tended. First of all, it would be important to understand the structure of the various
indecomposable representations that we have found in more detail. This will presumably
require a calculation of some even larger quotient spaces (that uncover more of the struc-
ture of the resulting representation). All of the calculations that we have done in this
paper were in essence done by hand; in order to make further progress it is presumably
necessary to implement these calculations on a computer.
It would also be interesting to understand the fusion of su(2) for the other admissible
fractional levels (k = −4/3 is only the simplest such example). Furthermore, it would be
interesting to understand what happens for algebras of larger rank, such as su(3), etc.
27
At any rate, the results of this paper suggest that the fusion of the admissible rep-
resentations of all fractional level WZW models will contain indecomposable (and more
specifically logarithmic) representations. This seems to indicate that, despite what one
may have thought originally, ‘logarithmic representations’ do occur quite generically.
One of the original motivations for this work was the technical similarity between
the representation theory for fractional level su(2) and for the WZW model that corre-
sponds to the non-compact group SU(1, 1). The latter model is believed to describe string
compactification on AdS3, and therefore plays an important role in the analysis of the
AdS/CFT correspondence [44,45,46,47,48,49,50]. There are some indications that the fu-
sion rules of the WZW model based on the group SU(1, 1) do indeed contain logarithmic
representations [51,52,53,54,55]. It would be interesting to see whether the techniques used
above can shed further light on this issue. It would also be interesting to study D-branes
in these backgrounds. For the case of the local logarithmic theory constructed in [56] (see
also [57]) the construction of boundary states has recently been accomplished in [58], fol-
lowing the programme outlined in [59]. It would be interesting to see whether an analogous
construction can be performed for the fractional level WZW models, or indeed SU(1, 1).
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Appendix A. The fusion calculation for R− 1
3
In this appendix we want to give some of the details of the derivation of our central
result (6.7) and (6.8). First we want to describe the space
(
D+− 1
3
⊗HE
)(+1)
f
. (A.1)
Because of the null vector N1, we can rewrite any state of the form (J
+
−1)
l|m〉 in terms of
states that do not involve any J+−1 modes; thus we can apply the relations in (4.2) to show
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that (A.1) is spanned by states in the tensor product of the two highest weight spaces. Next
we want to derive further restrictions by using the null vectors of the two representations.
It is most convenient to consider a null-vector (at grade two) that does not involve any J+−1
modes (since these cannot easily be ‘removed’ using the algorithm). By taking a suitable
combination of descendants of N1 and N2 we find that the representation D
+
− 1
3
has the
null vector
N− 1
3
=
(
9J3−1J
3
−1J
−
0 J
−
0 − 45J
3
−2J
−
0 J
−
0 + 14J
−
−1J
−
−1 + 36J
−
−1J
3
−1J
−
0
−48J−−2J
−
0 + 9J
+
−2J
−
0 J
−
0 J
−
0
) ∣∣∣∣−13
〉
.
(A.2)
Using the algorithm (4.2) we then obtain (after some algebra) the relation
0 =
[
−
14
81
(3j + 2)(3j + 1)(3j − 1)(3j − 2)(1l⊗ 1l) +
4
3
(3j + 4)(3j + 2)(3j + 1)(J−0 ⊗ J
+
0 )
− 9(j + 1)(j + 6)(J−0 J
−
0 ⊗ J
+
0 J
+
0 ) + 9(J
−
0 J
−
0 J
−
0 ⊗ J
+
0 J
+
0 J
+
0 )
] ∣∣∣∣−13
〉
⊗ |j − 1〉 .
(A.3)
Similarly, the representation HE has a null vector at grade two that does not involve J
+
−1;
it is given by
NE =
(
3(3j + 1)(3j + 2)(3j + 4)J3−1J
3
−1 + (3j + 1)(3j + 2)(3j + 4)(6j − 1)J
3
−2
+ 81jJ−−1J
−
−1J
+
0 J
+
0 + 3(3j + 4)(9j
2 − 3j − 8)J−−2J
+
0
+ 18(3j + 1)(3j + 4)J−−1J
3
−1J
+
0 + 3(3j + 1)(3j + 2)(3j + 4)J
+
−2J
−
0
)
|j〉 .
(A.4)
Considering 0 = | − 43 〉 ⊗ NE , and using the algorithm (4.2) we then obtain (again after
some algebra) the relation
0 =
[
−
2
9
(3j + 1)(3j + 2)(3j + 4)(3j − 1)(3j − 2)(1l⊗ 1l)
+ 4(3j + 1)(3j + 2)(3j + 4)(2j + 1)(J−0 ⊗ J
+
0 )
− 9(3j + 4)(3j2 + 13j + 2)(J−0 J
−
0 ⊗ J
+
0 J
+
0 )
+ 81j(J−0 J
−
0 J
−
0 ⊗ J
+
0 J
+
0 J
+
0 )
] ∣∣∣∣−13
〉
⊗ |j − 1〉 .
(A.5)
Remarkably, the two equations (A.3) and (A.5) are linearly independent except for j = 1.
For j 6= 1, we can therefore combine these two equations to obtain
0 =
[8
9
(3j + 1)(3j − 1)(3j − 2)(1l⊗ 1l)− 4(3j + 1)(3j + 4)(J−0 ⊗ J
+
0 )
+ 36(J−0 J
−
0 ⊗ J
+
0 J
+
0 )
] ∣∣∣∣−13
〉
⊗ |j − 1〉 .
(A.6)
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On the two-dimensional space spanned by | − 13〉 ⊗ |j − 1〉 and (J
−
0 ⊗ J
+
0 )| −
1
3 〉 ⊗ |j − 1〉
we have determined the action of L0 using the comultiplication formula
∆(L0) = (L−1 ⊗ 1l) + (L0 ⊗ 1l) + (1l⊗ L0) (A.7)
and the Sugawara expression for L−1. Using (A.6) to rewrite (J
−
0 J
−
0 ⊗J
+
0 J
+
0 )|−
1
3 〉⊗|j−1〉
in terms of the above two states, we have found that the action of L0 is described by the
matrix
L0 =
(
−1 − 2
27
(3j − 1)(3j − 2)
1
(j− 2
3
)
(j − 23 )
)
. (A.8)
This matrix has eigenvalues −13 and j −
4
3 , as claimed.
On the other hand, for J30 = −
1
3
, the relevant space is three-dimensional, and can be
taken to be spanned by | − 13〉 ⊗ |0〉, | −
4
3 〉 ⊗ |1〉 and | −
7
3 〉 ⊗ |2〉. Using (A.3) (or (A.5))
we then find that the action of L0 is described by the matrix
L0 =


−
5
3
−
4
27
0
27
2
1
3
−
100
27
−
27
8
0
4
3

 . (A.9)
This matrix is then conjugate to the Jordan normal form matrix
L0 =

 23 0 00 −13 1
0 0 −1
3

 . (A.10)
The two states that span the Jordan block with h = −13 are explicitly given by(
−
1
3
,−
1
3
)
1
=
11
9
(∣∣∣∣−13
〉
⊗ |0〉
)
−
7
2
(∣∣∣∣−43
〉
⊗ |1〉
)
+
9
8
(∣∣∣∣−73
〉
⊗ |2〉
)
(
−
1
3
,−
1
3
)
2
= −
10
9
(∣∣∣∣−13
〉
⊗ |0〉
)
+ 10
(∣∣∣∣−43
〉
⊗ |1〉
)
−
9
4
(∣∣∣∣−73
〉
⊗ |2〉
)
.
(A.11)
When we quotient further to obtain the ‘highest weight space’ we have the additional
relations
0 = −
(∣∣∣∣−13
〉
⊗ |0〉
)
+
9
2
(∣∣∣∣−43
〉
⊗ |1〉
)
0 =
2
9
(∣∣∣∣−13
〉
⊗ |0〉
)
− 3
(∣∣∣∣−43
〉
⊗ |1〉
)
+
9
10
(∣∣∣∣−73
〉
⊗ |2〉
)
.
(A.12)
Using the relations in (A.12) it is then easy to see that
(
−1
3
,−1
3
)
2
∼= 0 in the highest
weight space.
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Appendix B. The highest weight space of (D+− 1
3
⊗R0)
In this appendix we want to determine the highest weight space of the fusion product
in (8.2). Using (4.2) it is easy to see that this highest weight space can be taken to be
contained in (D+− 1
3
)(0) ⊗R0. Naively, one may further think that one can also restrict R0
to its highest weight space; however, this is not quite correct since the L0 spectrum of R0
is unbounded from below. However, we can derive the recursion relations(
J+0 |j〉 ⊗ (m,m)
)
∝ (|j〉 ⊗ (m+ 1, m+ 1))(
J+0 |j〉 ⊗ ω
)
∝ (|j〉 ⊗ (1, 1))(
J−0 |j〉 ⊗ (−m,m)
)
∝ (|j〉 ⊗ (−m− 1, m+ 1))(
J−0 |j〉 ⊗ ω
)
∝ (|j〉 ⊗ (−1, 1)) ,
(B.1)
where m 6= 0, |j〉 ∈ (D+− 1
3
)(0), and we have used the same notation as in section 7 as well
as Ω = (0, 0); none of the proportionality constants vanishes. If m ≥ 1, these relations
imply that
(|j〉 ⊗ (m,m)) ∝ (|j +m〉 ⊗ ω)
(|j〉 ⊗ (−m,m)) ∝ (|j −m〉 ⊗ ω) ,
(B.2)
where the proportionality constants are non-zero, and |l〉 = 0 if l > −1
3
. These states have
the same J30 spectrum as (D
+
− 1
3
)(0).
It remains to analyse the states with m ≤ 0. First of all, it follows from (B.1) together
with the fact that | − 13 〉 is annihilated by J
+
0 that
(|j〉 ⊗ (m,m)) ∝ 0 for m ≤ 0 . (B.3)
In particular, this implies that |j〉 ⊗ Ω ∼= 0 for all j. It then also follows from (B.1) that
|j〉 ⊗ (−m,m) ∼= 0 if j −m ≤ −13 (B.4)
since we can use (B.1) repeatedly to rewrite |j〉 ⊗ (−m,m) in terms of |j −m〉 ⊗ Ω ∼= 0.
However, if j −m ≥ 23 , this argument breaks down and we can only conclude that
(|j〉 ⊗ (−m,m)) ∝
(∣∣∣∣−13
〉
⊗
(
j −m+
1
3
,−j +m−
1
3
))
. (B.5)
Thus we get one additional state for each J30 eigenvalue of
2
3+n where n ≥ 0; these combine
with the states in (B.2) to give the complete highest weight space of R− 1
3
.
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