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E. J. Carr∗, T. J. Moroney, I. W. Turner
Mathematical Sciences, Queensland University of Technology, GPO Box 2434, Brisbane QLD 4001, Australia
Abstract
We assess the performance of an exponential integrator for advancing stiff, semidiscrete formula-
tions of the unsaturated Richards equation in time. The scheme is of second order and explicit in
nature but requires the action of the matrix function ϕ(A) = A−1(eA − I) on a suitability defined
vector v at each time step. When the matrix A is large and sparse, ϕ(A)v can be approximated
by Krylov subspace methods that require only matrix-vector products with A. We prove that
despite the use of this approximation the scheme remains second order. Furthermore, we provide
a practical variable-stepsize implementation of the integrator by deriving an estimate of the local
error that requires only a single additional function evaluation. Numerical experiments performed
on two-dimensional test problems demonstrate that this implementation outperforms second-order,
variable-stepsize implementations of the backward differentiation formulae.
Key words: Exponential integrators, Krylov subspace methods, Richards equation, backward
differentiation formula
1. Introduction
We consider initial value problems resulting from semidiscrete formulations of the unsaturated
Richards equation. These problems can be expressed in the following form (see Section 3):
du
dt
= g(u); u(0) = u0, (1)
where u ∈ RN , g : RN ⊃ D → RN and the number of nodes used in the discretisation determines
the value of N .
The class of methods known as exponential integrators [17] solve (1) via the application of a function
of the Jacobian matrix ∂g/∂u — either the matrix exponential or one of the closely related “ϕ
functions” [1]. In recent times, these integrators have found application in the numerical integration
of stiff problems; see for example the work by Hochbruck et al. [6], Minchev and Wright [17],
Schulze et al. [22], Schmelzer and Trefethen [21] and the PhD thesis of Minchev [16]. A particular
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attraction of these methods is that they can perform very well without the need for preconditioning
[17].
In this work we consider the simplest exponential integrator for (1), which we now describe. Em-
ploying a time-stepping strategy with un = u(tn) and setting τn = tn+1 − tn , the formula
un+1 = un + J
−1
n (e
τnJn − I)gn = un + τnϕ(τnJn)gn , (2)
provides an approximate means for advancing the solution to (1) in time; where Jn ∈ R
N×N denotes
the Jacobian matrix ∂g/∂u evaluated at u = un, gn = g(un) and ϕ : A ∈ R
N×N → A−1(eA − I) ∈
R
N×N . According to Minchev and Wright [17] the earliest reference to (2) seems to be the paper
by Pope [18] published in 1960. Since then the scheme has been reinvented several times and
published under various names, including the exponentially fitted Euler method [6] and the local
linearisation method [7, 8, 13]. In our work we refer to the scheme as the exponential Euler method
(EEM), in line with the review work of exponential integrators by Minchev and Wright [17].
Our aim is to compare the performance of EEM against the current state of the art for advancing
the unsaturated Richards equation in time: variable-stepsize backward differentiation formulae
(BDF) coupled with a Jacobian-free Newton-Krylov solver. These include both the backward
Euler method [2, 3, 11, 14] and higher order BDF methods [9, 15, 24, 25]. Inherent in these
numerical strategies is the solution of a nonlinear system at each time step. This nonlinear system
is solved using Jacobian-free Newton-Krylov type methods [10] for the inner iteration, which rely
heavily on the use of a good preconditioner to accelerate the convergence of the Newton (outer)
iterations [12].
The remainder of this paper is organised as follows. In Section 2 we describe the Richards equation
model for simulating unsaturated flow through heterogeneous porous media. In Section 3 we outline
the use of the finite volume method to spatially discretise the model and thereby generate an initial
value problem of the form (1). A brief overview of BDF methods is given in Section 4, by way
of setting up the comparison with EEM. In Section 5 we describe our implementation of EEM in
detail, and prove that despite the use of Krylov approximations to ϕ(τnJn)gn in (2), the scheme
retains second order accuracy. A novel two-step scheme that allows efficient estimation of the local
error is then proposed. The results of some numerical experiments comparing BDF and EEM are
presented in Section 6, where it is shown that our implementation of EEM outperforms variable-
order, variable-stepsize implementations of the backward differentiation formulae up to order 2 in
terms of computational cost, and is competitive up to order 5 for large integrator tolerances. The
main conclusions of the work are summarised in Section 7.
2. Richards Equation for unsaturated flow
Pressure-driven flow in porous media can be modelled using Darcy’s law:
q = −K(h) (∇h + ez) , (3)
where q = (qx, qz)
T is the Darcy flux vector, h is pressure head, K is the hydraulic conductivity
and ez is the unit vector in the vertical direction, oriented upwards.
Assuming incompressibility, conservation of mass requires that
∂θ
∂t
+∇ · q = 0 , (4)
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where θ is the volumetric moisture content. Together, (3) and (4) give the well-known Richards
equation:
∂θ
∂t
= ∇ · (K(h)∇h) +
∂K(h)
∂z
. (5)
To complete the model, a functional relationship between moisture content and pressure head,
as well as the form of the hydraulic conductivity function, must be specified. A popular choice
amongst the groundwater modelling community (e.g. [2, 3, 11, 14]) is the van Genuchten model
[26], which defines the effective saturation in unsaturated soil as
Se(h) = (1 + (−αh)
n)−m , (6)
where α and n are empirically-derived soil parameters and m = 1− 1/n. In terms of the effective
saturation, the moisture content and hydraulic conductivity are given for unsaturated flow by
θ(h) = θres +
(
θsat − θres
)
Se(h) , (7)
K(h) = Ksat
√
Se(h)
(
1−
(
1− Se(h)
1/m
)m)2
, (8)
where θres and θsat are the residual and saturated moisture content respectively.
3. Spatial discretisation
We discretise in space using the finite volume method over a two-dimensional, rectangular mesh,
such that an arbitrary control volume Vp with node situated at coordinate (xi, zj) has volume
∆Vp = ∆xi ×∆zj . Integrating (4) over Vp, the following semidiscrete form is obtained
dθp
dt
=
1
∆zj
(
[qz]i,j−1/2 − [qz]i,j+1/2
)
+
1
∆xi
(
[qx]i−1/2,j − [qx]i+1/2,j
)
, (9)
where indices on the components of the flux vector q denote the representative point of approxi-
mation on the control volume face. For example, recalling (3), we would have
[qz]i,j−1/2 =
[
ωi,j−1/2Ki,j + (1− ωi,j−1/2)Ki,j−1
] [(hi,j − hi,j−1
zj − zj−1
)
+ 1
]
, (10)
with the weighting ωi,j−1/2 = (zj−1/2 − zj−1)/(zj − zj−1) used to approximate the hydraulic con-
ductivity Ki,j−1/2 at the cell face [3]. Boundary conditions for the problems tested were all of
Neumann type and were handled in the usual manner, by replacing the component of the flux
vector q with its specified value on the boundary. Enacting the chain rule on the left hand side of
(9), we obtain
dhp
dt
=
1
C(hp)
[
1
∆zj
(
[qz]i,j−1/2 − [qz]i,j+1/2
)
+
1
∆xi
(
[qx]i−1/2,j − [qx]i+1/2,j
)]
, (11)
where C(h) = dθ/dh is known as the specific moisture capacity. We hence derive (1), where the
pth components of the vector u and the vector-valued function g are given by hp and the right
hand side of (11) respectively. For the problems tested, the initial pressure head distribution was
uniform, and this value formed the initial condition u(0) = u0 for the semidiscrete system.
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4. Time integration with BDF
The backward differentiation formulae employed in this work are the variable-order, variable-
stepsize BDFs, as implemented in the CVODE module of the Suite of Nonlinear and Differen-
tial/Algebraic Equation Solvers (SUNDIALS) [5]. A BDF of order q is an approximate relation
between du/dt at t = tn+1, denoted u˙n+1, and the values ui for i = n− q + 1, . . . , n + 1, taking the
form [5]:
τnu˙n+1 =
q∑
i=0
αn,iun−i+1 , (12)
with stepsize τn = tn+1 − tn. The coefficients αn,i are uniquely determined by the order of the
method and the recent stepsize history [5].
Evaluating (1) at t = tn+1 and using (12) to replace u˙n+1 leads to a nonlinear algebraic system of
equations for un+1 [5]:
f(un+1) ≡ un+1 − γng(un+1) + an = 0 , (13)
where an =
∑q
i=1 αn,iun−i+1/αn,0 and γn = τn/αn,0. The iterative solution of (13) requires an
initial estimate u
(0)
n+1, which is obtained using the explicit analogue of the qth order BDF [4].
4.1. Jacobian-free implementation
Newton iteration applied to (13) requires the solution of linear systems involving the matrix A =
I − γnJ(u
(k)
n+1), where J is the Jacobian matrix ∂g/∂u and u
(k)
n+1 is the current estimate of un+1.
The Generalised Minimum Residual Method (GMRES) [20] is used to solve these systems, by
projecting onto the Krylov subspace
Km(A, v) = span
{
v, Av, A2v, . . . , Am−1v
}
, (14)
where v = f(u
(k)
n+1). Arnoldi’s method [10], which requires only the action of A on a sequence of
vectors, is used to construct an orthonormal basis for this space, yielding the decomposition
AVm = VmHm + βmvm+1e
T
m, (15)
where Vm is a matrix whose columns form an orthonormal basis for Km(A, v), βm = ‖(I −
VmV
T
m )Avm‖2 and em is the mth canonical basis vector in R
m.
Neither A nor J are explicitly formed — rather their actions on a vector w are approximated using
difference quotients:
J(u)w ≈
g(u + εw)− g(u)
ε
, (16)
Aw = w − γnJw, (17)
for a suitably-chosen perturbation ε [12]. Using this approach, each matrix-vector product required
in Arnoldi’s method can be approximated with the cost of one additional evaluation of the function
g.
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Preconditioning is essential for Jacobian-free Newton-Krylov methods to achieve satisfactory per-
formance [12]. We use the banded LU preconditioner provided by CVODE for this purpose. The
use of this preconditioner means the method is not truly “Jacobian-free”: the Jacobian matrix
is periodically generated and factorised, with its banded structure being exploited both in its
construction and factorisation. This factorisation then serves as a preconditioner for subsequent
Newton-Krylov iterations. We note that in order to keep the Jacobian matrix current for as long
as possible, CVODE actually uses a variant of the standard BDF (12) called “fixed-leading co-
efficient” form, and employs a number of heuristics to determine at what point the out-of-date
Jacobian information needs to be re-computed. For further discussion of these technicalities, we
refer the reader to the literature [4, 5].
4.2. Stepsize control
After each candidate step, CVODE estimates the local error to decide whether the step should
be accepted, and also to determine the size of the next step. This estimate involves finding the
difference between the converged value for un+1 and the predictor value u
(0)
n+1, both of which are
locally O(τ q+1) approximations to the exact solution [5]. Denoting the local error by εn, and letting
∆n = un+1 − u
(0)
n+1, we have [5]:
εn ≈ C∆n +O(τ
q+2) (18)
for some computable constant C depending on order and stepsize history.
The weighted root mean square (WRMS) norm, ‖ · ‖WRMS, is used for all error measurements [5, 6].
It is defined by
‖y‖WRMS =
(
1
N
N∑
i=1
(yi/wi)
2
)1/2
, (19)
where the weights wi = RTOL · |ui|+ATOLi and ATOLi and RTOL are the given absolute and relative
error tolerances. The local error test is then simply
|C|‖∆n‖WRMS ≤ 1 (20)
which, if true, indicates a successful step.
The value of ‖∆n‖WRMS is also used to adjust the size of the time step. For both a successful and
unsuccessful step, a new stepsize is proposed by multiplication of the previous stepsize by a factor
α, defined by
α = η
(
1
‖∆n‖WRMS
)1/(q+1)
, (21)
where η incorporates the constant C and a safety factor to compensate for estimation errors [4].
It should be noted that CVODE is a variable-order implementation of the BDF, meaning that the
order q is varied with the goal of maximising the size of subsequent steps. For a discussion on the
mechanism by which this is achieved, the interested reader is referred to the literature [4, 5].
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5. Time integration with EEM
The exponential Euler method (2) is derived by linearising g(u) in (1) about t = tn. At each step
this results in the linear initial value problem:
du
dt
= gn + Jn(u− un); u(tn) = un, (22)
to advance the solution from t = tn to t = tn+1. The exact solution of this problem at t = tn+1
determines the scheme (2), restated here for convenience:
un+1 = un + τnϕ(τnJn)gn , (23)
where
ϕ(A) = A−1(eA − I) = I + 12A +
1
6A
2 + . . . =
∞∑
k=0
Ak
(k + 1)!
. (24)
We note that the method when applied to y′ = λy produces the exact solution yn+1 = e
τnλyn.
Hence EEM is comparable to the first and second-order BDF methods in that all three methods
are A-stable.
It is also straightforward to show that EEM is of second order, a well-known result in the literature
[6, 17]. Using (24) to replace ϕ(τnJn) in (23) by its series representation, we obtain
un+1 = un + τn
(
I +
τn
2
Jn +O(τ
2
n)
)
gn
= un + τngn +
τ2n
2
Jngn +O(τ
3
n), (25)
which, recalling (1), agrees with the Taylor series expansion of un+1 about t = tn to second order.
5.1. Jacobian-free implementation
In practice, to render EEM competitive with Newton-Krylov implementations of the BDF, a
Jacobian-free strategy is required to approximate ϕ(τnJn)gn. The approximation used in this
work has previously appeared in the literature [6, 19, 23]. It involves projecting onto the Krylov
subspace Km(Jn, gn):
ϕ(τnJn)gn ≈ βVmϕ(τnHm)e1, (26)
where β = ‖gn‖2 and Arnoldi’s method is used to generate the decomposition
JnVm = VmHm + βmvm+1e
T
m, (27)
where Vm is a matrix whose column vectors form an orthonormal basis for Km(Jn, gn), βm =
‖(I − VmV
T
m )Jnvm‖2 and em is the mth canonical basis vector in R
m. The difference quotient (16)
is used to approximate the Jacobian-vector products required in Arnoldi’s method, removing the
need to explicitly form Jn. The attraction of (26) is that it reduces the evaluation of ϕ to the
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m×m matrix Hm, where typically m ¿ N . We address the computation of ϕ(τnHm) and how we
select the Krylov subspace dimension m in Section 5.3.
The Jacobian-free EEM hence takes the form
un+1 = un + τnβVmϕ(τnHm)e1. (28)
There are two sources of error introduced by this scheme. The first source is the approximation
of the Jacobian vector product (16). This approximation is standard in the literature and will not
be further addressed here, except to say that based on our numerical experimentation the error
introduced by this approximation is not considered to be significant in the present scheme.
The second source of error is the approximation of the matrix function (26). In the following
proposition we prove that the scheme (28) retains second order accuracy despite the use of this
approximation.
Proposition 1. Let the Arnoldi decomposition of Jn hold as defined in (27) and define
J˜n = Jn − βmvm+1v
T
m. The following statements are true:
(i) J˜nVm = VmHm so that Km is an invariant subspace under J˜n. Furthermore, J˜
k
nVm = VmH
k
m
for every positive integer k;
(ii) ϕ(τnJ˜n)Vm = Vmϕ(τnHm) and hence ϕ(τnJ˜n)gn = βVmϕ(τnHm)e1;
(iii) J˜ngn = Jngn, provided m ≥ 2;
(iv) The local error of the scheme (28) when applied to (1) is O(τ3n), provided m ≥ 2.
Proof.
(i) Since the columns of Vm are orthogonal, it is clear that v
T
mVm = e
T
m. Making this substitution
in (27) and rearranging yields the required result
(Jn − βmvm+1v
T
m)Vm = VmHm ,
which shows that R(Vm) = Km is invariant under J˜n. The second result then follows easily
by induction on k.
(ii) Using part (i) and considering the series representation (24), we have:
ϕ(τnJ˜n)Vm =
∞∑
k=0
τkn J˜
k
nVm
(k + 1)!
=
∞∑
k=0
τknVmH
k
m
(k + 1)!
= Vm
∞∑
k=1
τknH
k
m
(k + 1)!
= Vmϕ(τnHm). (29)
The result then follows by multiplying βe1 on the right of both sides, recognising that gn =
βv1 = βVme1.
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(iii) We have J˜ngn = Jngn−βmvm+1v
T
mgn . However the term βmvm+1v
T
mgn = βmvm+1v
T
m(βv1) is
zero, since vm and v1 are two distinct columns of Vm for m ≥ 2, and hence are orthogonal.
(iv) We can replace βVmϕ(τnHm)e1 in (28) with ϕ(τnJ˜n)gn and expand to obtain
un+1 = un + τnϕ(τnJ˜n)gn
= un + τn
(
I +
τn
2
J˜n +O(τ
2
n)
)
gn
= un + τngn +
τ2n
2
J˜ngn +O(τ
3
n)
= un + τngn +
τ2n
2
Jngn +O(τ
3
n), (30)
where (iii) justifies the final equality. We see that the method recovers (25).
5.2. Stepsize control
To estimate the local error after each candidate step, we propose to use the difference between
un+1 and a second approximate solution u
(2)
n+1, computed using a two-step scheme with half-sized
steps. This two-step scheme takes the form
un+1/2 = un +
τn
2 ϕ(
τn
2 Jn)gn,
u
(2)
n+1 = un+1/2 +
τn
2 ϕ(
τn
2 Jn+1/2)g(un+1/2), (31)
where Jn+1/2 = J(un+1/2).
On first inspection, the extra computation required to apply (31) for the sole purpose of stepsize
control appears excessive, with two additional matrix function evaluations required. We now
outline a novel strategy that alleviates this problem. The idea is to replace Jn+1/2 with Jn, and
g(un+1/2) with its orthogonal projection VmV
T
mg(un+1/2) onto the space Km(Jn, gn). This results
in the following modified scheme
un+1/2 = un +
τn
2 ϕ(
τn
2 Jn)gn,
u
(2)
n+1 = un+1/2 +
τn
2 ϕ(
τn
2 Jn)VmV
T
mg(un+1/2) . (32)
The advantage of this scheme is that the actions of ϕ( τn2 Jn) on gn and on VmV
T
mgn+1/2 can be
approximated using the existing decomposition (27) with no further applications of Arnoldi’s
method required. Introducing now the standard approximations ϕ( τn2 Jn)gn ≈ βVmϕ(
τn
2 Hm)e1
and ϕ( τn2 Jn)Vm ≈ Vmϕ(
τn
2 Hm) we obtain the final two-step scheme
un+1/2 = un +
τn
2 βVmϕ(
τn
2 Hm)e1, (33)
u
(2)
n+1 = un+1/2 +
τn
2 Vmϕ(
τn
2 Hm)V
T
mg(un+1/2), (34)
which requires only a single additional function evaluation in the form of g(un+1/2). We now prove
that despite the additional approximations, this modified two-step scheme also retains second order
accuracy.
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Proposition 2. Let the Arnoldi decomposition of Jn hold as defined in (27) and define
J˜n = Jn−βmvm+1v
T
m as in Proposition 1. The local error of the scheme defined in (33)-(34) when
applied to (1) is O(τ3n) provided m ≥ 2.
Proof.
Replacing βVmϕ(
τn
2 Hm)e1 with ϕ(
τn
2 J˜n)gn and Vmϕ(
τn
2 Hm) with ϕ(
τ
2 J˜n)Vm in (33)-(34) we analyse
the equivalent scheme:
un+1/2 = un +
τn
2 ϕ(
τn
2 J˜n)gn, (35)
u
(2)
n+1 = un+1/2 +
τn
2 ϕ(
τn
2 J˜n)VmV
T
mg(un+1/2). (36)
Expanding the second term on the right hand side of (35), we find
τn
2 ϕ(
τn
2 J˜n)gn =
τn
2
(
I +
τn
4
J˜n +O(τ
2
n)
)
gn
=
τn
2
gn +
τ2n
8
Jngn +O(τ
3
n) , (37)
recalling Proposition 1 (iii).
Before analysing the second term on the right hand side of (36), we first linearise g(un+1/2) about
u = un, to obtain
g(un+1/2) = g
(
un +
τn
2 ϕ(
τn
2 J˜n)gn
)
= gn +
τn
2
Jnϕ(
τn
2 J˜n)gn +O(τ
2
n)
= gn +
τn
2
Jn (I +O(τn)) gn +O(τ
2
n)
= gn +
τn
2
Jngn +O(τ
2
n) ,
so that
VmV
T
mg(un+1/2) = VmV
T
mgn +
τn
2
VmV
T
mJngn +O(τ
2
n)
= gn +
τn
2
Jngn +O(τ
2
n), (38)
since gn and Jngn are both contained in the subspace Km(Jn, gn) when m ≥ 2.
The second term on the right hand side of (36) is then expanded as follows:
τn
2 ϕ(
τn
2 J˜n)VmV
T
mg(un+1/2) =
τn
2
(
I +
τn
4
J˜n +O(τ
2
n)
) (
gn +
τn
2
Jngn +O(τ
2
n)
)
=
τn
2
(
gn +
τn
2
Jngn +
τn
4
J˜ngn +O(τ
2
n)
)
=
τn
2
gn +
3τ2n
8
Jngn +O(τ
3
n) , (39)
where again we have used Proposition 1 (iii).
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Substituting (35), (37) and (39) in (36), we find
u
(2)
n+1 = un +
τn
2
gn +
τ2n
8
Jngn +
τn
2
gn +
3τ2n
8
Jngn +O(τ
3
n)
= un + τngn +
τ2n
2
Jngn +O(τ
3
n), (40)
which recovers (25).
Propositions 1 and 2 confirm that the one-step scheme (28) and the two-step scheme (33)-(34) are
both second order accurate. However, it should be noted that the leading order error terms are
not consistent between the two methods.
We use the one-step scheme as our numerical solution, and employ the two-step scheme solely for
local error estimation. The usual Richardson extrapolation is not applicable with this approach,
so we propose simply to use the difference ∆n = un+1 − u
(2)
n+1, with the constant C in the local
error test
|C|‖∆n‖WRMS ≤ 1, (41)
now a heuristic factor, which was taken to be 0.25. For both a successful and unsuccessful candidate
step, a new stepsize is proposed, recalling (21), through the multiplicative factor
α = η
(
1
‖∆n‖WRMS
)1/3
, (42)
where η was chosen to be 0.9.
We recognise that this is a rather crude means of stepsize control, but as the results in Section 6
demonstrate, it was found to be effective.
5.3. Selection of Krylov dimension and computation of ϕ
Our criterion for dynamically selecting the value of m for use in both the one-step (28) and two-step
schemes (33)-(34) is based on the error estimate derived in [6]:
ϕ(τnJn)gn − βVmϕ(τnHm)e1 ≈ τnββm
[
eTmϕ(τnHm)e1
]
vm+1 = ρm. (43)
Ideally the error introduced by the approximation (26) should not exceed the local error incurred
during the integration from t = tn to t = tn+1. In (23) the Krylov approximation to ϕ(τnJn)gn
is multiplied by the stepsize τn. Consequently the criterion we use for selecting the value of m is
simply
τn‖ρm‖WRMS < 1, (44)
which was previously suggested in the work by Hochbruck et al. [6].
Since m is small, the required dense matrix function evaluations ϕ(τnHm) and ϕ(
τn
2 Hm) are inex-
pensive to compute. In the literature, rational function approximations of the Pade´ type imple-
mented with scaling and squaring appear to be the preferred choice [6, 23] for such evaluations. As
a result, in this work, we adopt the (6, 6) Pade´ approximant (as featured in [6]) using the phipade
subroutine in the exponential integrators package EXPINT [1].
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Figure 1: Schematic representations of the test problems: Forsyth et al.’s problem (left) and Kirkland et
al.’s problem (right).
6. Numerical experiments and discussion
6.1. Test Problems
We compare the proposed EEM integrator with a variable-order BDF integrator for two test
problems. The first problem simulates the infiltration process into a region consisting of four
different soils at dry initial conditions. This problem has featured in the work by Diersch and
Perrochet [2] and initially Forsyth et al. [3]. Figure 1 (left) presents a schematic view of the
two-dimensional cross-section that forms the simulation domain. A no flux boundary condition is
active on all boundaries, except for the 2.25m section on the top left, where water infiltrates at
2cm/day. Initially, h = −100m everywhere. Throughout this section we refer to this problem as
Forsyth et al.’s problem.
The second problem has previously appeared in the literature via McBride et al. [14] and originally
Kirkland et al. [11] and similarly is concerned with infiltration into a very dry region. As illustrated
in Figure 1 (right), the two-dimensional domain is divided into nine alternating blocks of sand and
clay. All boundaries are impervious apart from a 1m strip in the centre of the top block of sand,
where a constant influx of water at 5cm/day is applied. Initially h = −500m everywhere. Symmetry
of the problem was not exploited. Throughout this section we refer to this problem as Kirkland et
al.’s problem.
Benchmark solutions for each test problem were obtained by using the BDF integrator with absolute
and relative tolerances of 10−13, and variable order up to fifth order. Two different mesh refinements
were used: coarse 25×25 and finer 125×125 divisions (676 and 15876 nodes respectively) for Forsyth
et al.’s problem and coarse 32×32 and finer 128×128 divisions (1089 and 16641 nodes respectively)
for Kirkland et al.’s problem. The hydraulic properties of the various soils are provided in Table 1.
Representative saturation (S = θ/θsat) profiles corresponding to each of the benchmark solutions
are exhibited in Figure 2.
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Table 1: Hydraulic properties of the soils used in each test problem.
Material θres θsat Ksat (ms
−1) α (m−1) n
Forsyth et al.’s problem
Soil 1 0.1020 0.3680 9.153× 10−5 3.34 1.982
Soil 2 0.0985 0.3510 5.445× 10−5 3.63 1.632
Soil 3 0.0859 0.3250 4.805× 10−5 3.45 1.573
Soil 4 0.0859 0.3250 4.805× 10−4 3.45 1.573
Kirkland et al.’s problem
Clay 0.1060 0.4686 1.516× 10−6 1.04 1.3954
Sand 0.0286 0.3658 6.262× 10−5 2.80 2.2390
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(a) Forsyth et al.’s problem (25× 25 mesh)
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(b) Forsyth et al.’s problem (125× 125 mesh)
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Figure 2: Saturation profiles for the benchmark solutions. Plots (a) and (b): Forsyth et al.’s problem at
30 days. Plots (c) and (d): Kirkland et al.’s problem at 12.5 days.
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6.2. Results
For each test problem, and for each mesh, we compare solver statistics for a choice of integrators
and tolerances. The integrators tested are EEM, BDF(2) and BDF(5), where BDF(n) denotes
variable-order backward differentiation formulae up to order n. Tolerances used are 10−3, 10−5
and 10−7, with the relative and absolute tolerances set to be equal. For Kirkland et al.’s problem,
which was the more numerically challenging of the two, we found that it was necessary to cap the
maximum stepsize of EEM at 1000 and 100 seconds at tolerances of 10−5 and 10−7 respectively.
No such restrictions were placed on the BDF methods.
In each case we record the relative 2-norm error of the solution (based on the vector u of pressure
head values) at a representative point in time, measured against the benchmark solution on the
same mesh. We also record the number of function evaluations, time steps, and local error test
failures for each method to reach this point in time. For Forsyth et al.’s problem this point is at 30
days, while for Kirkland et al.’s problem this point is at 12.5 days. The results of these numerical
experiments are exhibited in Tables 2 and 3.
Table 2: Solver statistics for Forsyth et al.’s problem
COARSE MESH FINER MESH
TOLERANCE INTEGRATOR ERROR EVALS STEPS FAILS ERROR EVALS STEPS FAILS
EEM 5.77E−3 704 101 0 5.70E−2 6416 267 0
10−3 BDF(2) 9.50E−3 1313 335 0 1.85E−2 7601 843 1
BDF(5) 1.22E−3 991 225 1 5.19E−3 6754 685 1
EEM 1.41E−4 2284 441 0 1.73E−4 15023 1316 1
10−5 BDF(2) 3.83E−4 4689 1515 2 5.54E−4 29046 4431 2
BDF(5) 1.18E−5 1748 494 5 8.86E−6 11834 1675 4
EEM 9.40E−6 9864 2037 2 4.53E−6 40054 6181 4
10−7 BDF(2) 1.94E−5 20655 7018 3 3.03E−5 128423 20416 5
BDF(5) 5.81E−8 3055 937 10 8.34E−8 21547 3213 18
Table 3: Solver statistics for Kirkland et al.’s problem
COARSE MESH FINER MESH
TOLERANCE INTEGRATOR ERROR EVALS STEPS FAILS ERROR EVALS STEPS FAILS
EEM 1.70E−3 1066 158 4 1.43E−2 9936 1112 5
10−3 BDF(2) 5.29E−3 2287 505 1 7.85E−3 11078 1309 1
BDF(5) 1.87E−3 1990 352 1 1.53E−3 9357 1044 4
EEM 8.59E−5 3760 720 8 2.73E−4 17223 2185 7
10−5 BDF(2) 2.04E−4 7874 2269 3 3.12E−4 41780 6112 2
BDF(5) 2.65E−6 2973 748 14 2.43E−6 16903 2272 10
EEM 5.39E−6 15905 3287 8 7.25E−6 66931 14015 10
10−7 BDF(2) 9.47E−6 33659 10566 3 1.28E−5 183209 28663 3
BDF(5) 2.89E−7 5226 1474 17 1.56E−7 31047 4502 16
The global error measurements in Tables 2 and 3 confirm that BDF(2) and EEM are producing
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solutions of equivalent accuracy for a given local error tolerance. This suggests that the stepsize
control and Krylov dimension selection schemes outlined in Section 5.2 and 5.3 are credible.
Next, we analyse the efficiency of the methods, by comparing the number of function evaluations
and the number of steps required to advance the solution to the representative point in time. The
relationship between function evaluations and steps is as follows: for the BDF integrator each step
requires an evaluation in the form of (13) at each Newton iteration, as well as evaluations in forming
the Krylov subspace in the manner of (16) and, when necessary, in updating the preconditioner
using the banded finite difference strategy. For the EEM integrator, there is a pair of evaluations
in the form of gn and g(un+1/2) (Section 5.2), as well as evaluations in forming the Krylov subspace
again in the manner of (16). Note that as previously mentioned, no preconditioning is required for
the EEM integrator.
From Tables 2 and 3, EEM uses fewer function evaluations than BDF(2) over each of the simulations
tested. It is clear from the table that this reduction is due to the fewer number of steps required by
EEM to advance to the final time, rather than a reduction in the number of function evaluations
required per step. Indeed, by considering the ratio of evaluations to steps, EEM can be observed
to be using more function evaluations per step than BDF(2). Nevertheless, the larger number of
evaluations required per step is more than compensated by the ability of EEM to take larger steps
than BDF(2) (while, as the tables confirm, maintaining equivalent accuracy).
As for the comparison between EEM and BDF(5), we observe that EEM is generally more efficient
than BDF(5) for a tolerance of 10−3 and competitive for a tolerance of 10−5. Only for the smallest
tolerance tested, 10−7, was BDF(5) clearly superior to EEM in terms of efficiency. It is to be
expected that higher order methods will be more efficient for very tight tolerances. That EEM
was able to remain competitive up to a tolerance of 10−5 is perhaps surprising, and certainly
encouraging.
Finally, we comment on the number of local error test failures for each method. Each failure
results in a rejection of the candidate step, and forces a recomputation of the current step with a
smaller stepsize, until such a point where the step is accepted. Hence, too many error test failures
can impact negatively on the efficiency of the method. For each test problem, we observe that
EEM resulted in ten or fewer local error test failures in every case, and was competitive with both
BDF(2) and BDF(5) in this respect.
7. Conclusion
In this paper we provided a practical variable-stepsize implementation of the exponential Euler
method (EEM) for advancing semidiscrete solutions of the unsaturated Richards equation in time.
In particular, we introduced a new second-order variant of the scheme that enables the local
error to be estimated at the cost of a single additional function evaluation. Numerical experiments
performed on two challenging test problems demonstrate that our implementation of EEM requires
fewer time steps and function evaluations than sophisticated implementations of the backward
differentiation formulae (BDF) of order 2. Furthermore, for moderate to high tolerances, the
scheme is competitive with the BDF of order 5.
Future work will focus on the application of our variable-stepsize implementation of EEM to the
simulation of coupled transport in heterogeneous porous media. In addition, we plan on developing
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a C++ parallelised version of the code for larger three-dimensional problems.
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