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THE Lp DUAL MINKOWSKI PROBLEM FOR p > 1 AND q > 0
KA´ROLY J. BO¨RO¨CZKY AND FERENC FODOR
Abstract. General Lp dual curvature measures have recently been introduced by Lutwak, Yang
and Zhang [24]. These new measures unify several other geometric measures of the Brunn-
Minkowski theory and the dual Brunn-Minkowski theory. Lp dual curvature measures arise from
qth dual inrinsic volumes by means of Alexandrov-type variational formulas. Lutwak, Yang and
Zhang [24] formulated the Lp dual Minkowski problem, which concerns the characterization of Lp
dual curvature measures. In this paper, we solve the existence part of the Lp dual Minkowski
problem for p > 1 and q > 0, and we also discuss the regularity of the solution.
1. Introduction
In this paper we solve the existence part of the Minkowski problem for Lp dual curvature
measures with parameters p > 1 and q > 0. The Lp dual curvature measures emerged recently [24]
as a family of geometric measures which unify several important families of measures in the Brunn-
Minkowski theory and its dual theory of convex bodies.
Our setting is Euclidean n-space Rn with n ≥ 2. We write o to denote the origin in Rn,
〈·, ·〉 for the standard inner product, and ‖ · ‖ for its induced norm. We denote the unit ball by
Bn = {x ∈ Rn : ‖x‖ ≤ 1}, the unit sphere by Sn−1 = ∂Bn. Hk(·) stands for the k-dimensional
Hausdorff measure, and for the n-dimensional volume (Lebesgue measure) we use the notation
V (·). In particular, the volume of the unit ball is κn = V (Bn) = π
n
2
Γ(n
2
+1)
and its surface area is
ωn = Hn−1(Sn−1) = dκn, where Γ is Euler’s gamma function (cf. Artin [3]). We call a compact
convex set K ⊂ Rn with non-empty interior a convex body. We use the symbol Kno to denote the
family of compact convex sets in Rn containing the origin, and Kn(o) to denote the family of all
convex bodies K which contain o in their interior, that is, o ∈ intK. For detailed information on
the theory of convex bodies we refer to the recent books by Gruber [14] and Schneider [27].
For a convex compact set K ⊂ Rn, the support function hK(u) : Sn−1 → R is defined as
hK(u) = max{〈x, u〉 : x ∈ K}. For a u ∈ Sn−1, the face of K with exterior unit normal u is
F (K, u) = {x ∈ K : 〈x, u〉 = hK(u)}. For x ∈ ∂K, let the spherical image of x be defined as
νK({x}) = {u ∈ Sn−1 : hK(u) = 〈x, u〉}. For a Borel set η ⊂ Sn−1, the reverse spherical image is
ν−1K (η) = {x ∈ ∂K : νK(x) ∩ η 6= ∅}.
If K has a unique supporting hyperplane at x, then we say that K is smooth at x, and in this
case νK({x}) contains exactly one element that we denote by νK(x) and call it the exteriior unit
normal of K at x.
The classical Minkowski problem in the Brunn-Minkowski theory of convex bodies is concerned
with the characterization of the so-called surface area measure. The surface area measure of a
convex body can be defined in a direct way as follows. Let ∂′K denote the subset of the boundary
of K where there is a unique outer unit normal vector. It is known that Hn−1(∂K \ ∂′K) = 0.
Then νK : ∂
′K → Sn−1 is a function that is usually called the spherical Gauss map. The surface
area measure of K, denoted by S(K, ·), is a Borel measure on Sn−1 such that for any Borel set
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η ⊂ Sn−1, it holds that S(K, η) = Hn−1(ν−1K (η)). It is an important property of the surface area
measure that it satisfies Minkowski’s variational formula
(1) lim
ε→0+
V (K + εL)− V (K)
ε
=
∫
Sn−1
hL dS(K, ·)
for any convex body L ⊂ Rn.
The classical Minkowski problems asks for necessary and sufficient conditions for a Borel measure
on Sn−1 to be the surface area measure of a convex body. A particularly important case of the
Minkowski problem is for discrete measures. Let P ⊂ Rn be a polytope, which is defined as the
convex hull of a finite number of points in Rn provided intP 6= ∅. Those faces whose dimension
is n − 1 are called facets. A polytope P has a finite number of facets and the union of facets
covers the boundary of P . Let u1, . . . , uk ∈ Sn−1 be the exterior unit normal vectors of the
facets of P . Then S(P, ·) is a discrete measure on Sn−1 concentrated on the set {u1, . . . , uk}, and
S(P, {ui}) = Hn−1(F (P, ui)), i = 1, . . . , k. The Minkowski problem asks the following: let µ be
a discrete positive Borel measure on Sn−1. Under what conditions does there exist a polytope P
such that µ = S(P, ·)? Furthermore, if such a P exists, is it unique? This polytopal version, along
with the case when the surface area measure of K is absoultely continuous with respect to the
spherical Lebesgue measure, was solved by Minkowski [25, 26]. He also proved the uniqueness of
the solution. For general measures the problem was solved by Alexandrov [1,2] and independently
by Fenchel and Jensen. The argument for existence uses the Alexandrov variational formula of the
surface area measure, and the uniqueness employs the Minkowski inequality for mixed volumes. In
summary, the necessary and sufficient conditions for the existence of the solution of the Minkowski
problem for µ are that for any linear subspace L ≤ Rn with dimL ≤ n−1, µ(L∩Sn−1) < µ(Sn−1),
and that the centre of mass of µ is at the origin, that is,
∫
Sn−1
u µ(du) = 0.
Similar questions have been posed for K ∈ Kno , and at least partially solved, for other measures
associated with convex bodies in the Brunn-Minkowski theory, for example, the integral curva-
ture measure J(K, ·) of Alexandrov (see (5) below), or the Lp surface area measure dSp(K, ·) =
h1−pK dS(K, ·) for p ∈ R introduced by Lutwak [23], where S1(K, ·) = S(K, ·) (p = 1) is the classical
surface area measure, and S0(K, ·) (p = 0) is the the cone volume measure (logarithmic Minkowski
problem). Here some care is needed if p > 1, when we only consider the case o ∈ ∂K if the
resulting Lp surface area measure Sp(K, ·) is finite. For a detailed overview of these measures and
their associated Minkowski problems and further references see, for example, Schneider [27], and
Huang, Lutwak, Yang and Zhang [17].
Lutwak built the dual Brunn-Minkowski theory in the 1970s as a ”dual” counterpart of the
classical theory. Although there is no formal duality between the classical and dual theories, one
can say roughly that in the dual theory the radial function plays a similar role as the support
function in the classical theory. The dual Brunn-Minkowski theory concerns the class of compact
star shaped sets of Rn. A compact set S ⊂ Rn is star shaped with respect to a point p ∈ S if for
all s ∈ S, the segment [p, s] is contained in S. We denote the class of compact sets in Rn that are
star shaped with respect to o by Sn0 , and the set of those elements of Sn0 that contain o in their
interiors are denoted by Sn(o). Clearly, Kno ⊂ Sno and Kn(o) ⊂ Sn(o). For a star shaped set S ∈ Sno , we
define the radial function of S as ̺S(u) = max{t ≥ 0 : tu ∈ S} for u ∈ Sn−1.
Dual intrinsic volumes for convex bodies K ∈ Kn(o) were defined by Lutwak [22] whose definition
works for all q ∈ R. For q > 0, we extend Lutwak’s definition of the qth dual intrinsic volume V˜q(·)
to a compact convex set K ∈ Kno as
(2) V˜q(K) =
1
n
∫
Sn−1
̺qK(u)Hn−1(du),
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which is normalized in such a way that V˜n(K) = V (K). We observe that V˜q(K) = 0 if dimK ≤
n−1, and V˜q(K) > 0 if K is full dimensional. We note that dual intrinsic volumes for q = 0, . . . , d
are the coefficients of the dual Steiner polynomial for star shaped compact sets, where the radial
sum replaces the Minkowski sum. The qth dual intrinsic volumes, which arise as coefficients
naturally satisfy (2), and this provides the possibility to extend their definition for arbitrary q ∈ R
in the case when o ∈ intK and for q > 0 when o ∈ K.
For a Borel set η ⊂ Sn−1, let
α∗K(η) = {u ∈ Sn−1 : ̺K(u)u ∈ F (K, v) for some v ∈ η} = {u ∈ Sn−1 : ̺K(u)u ∈ ν−1K (η)}.
The set α∗K(η) is called the reverse radial Gauss image of η, cf. Huang, Lutwak, Yang, Zhang [17]
and Lutwak, Yang, Zhang [24]. For a convex body K ∈ Kn(o) and q ∈ R, the qth dual curvature
measure C˜q(K, ·) is a Borel measure on Sn−1 defined in [17] as
(3) C˜q(K, η) =
1
n
∫
α∗
K
(η)
̺qK(u)Hn−1(du).
Similar to the case of qth dual intrinsic volumes, the notion of qth dual curvature measures can be
extended to compact convex setsK ∈ Kno when q > 0 using (3). Here if dimK ≤ n−1, then C˜q(K, ·)
is the trivial measure. We note that the so-called cone volume measure V (K, ·) = 1
n
S0(K, ·) =
1
n
hKS(K, ·), and Alexandrov’s integral curvature measure J(K, ·) can both be represented as dual
curvature measures as
V (K, ·) = 1
n
S0(K, ·) = C˜n(K, ·)(4)
J(K∗, ·) = C˜0(K, ·) provided o ∈ intK.(5)
Based on Alexandrov’s integral curvature measure, the Lp Alexandrov integral curvature measure
dJp(K, ·) = ̺pK dJ(K, ·)
was introduced by Huang, Lutwak, Yang, Zhang [18] for p ∈ R and K ∈ Kn(o).
We note that the qth dual curvature measure is a natural extension of the cone volume measure
V (K, ·) = 1
n
hKS(K, ·) also in the variational sense, Corollary 4.8 of Huang, Lutwak, Yang, Zhang
[17] states the following generalization of Minkowski’s formula (1). For arbitrary convex bodies
K,L ∈ Kn(o), we have
(6) lim
ε→0+
V˜q(K + εL)− V˜q(K)
ε
=
∫
Sn−1
hL
hK
dC˜q(K, ·).
In this paper, we actually use not (6), but Lemma 3.3, which is a variational formula in the sense
of Alexandrov for dual curvature measures of polytopes.
For integers q = 0, . . . , n, dual curvature measures arise in a similar way as in the Brunn-
Minkowski theory by means of localized dual Steiner polynomials. These measures satisfy (3), and
hence their definition can be extended for q ∈ R. Huang, Lutwak, Yang and Zhang [17] proved
that the qth dual curvature measure of a convex body K ∈ Kn(o) can also be obtained from the qth
dual intrinsic volume by means of an Alexandrov-type variational formula.
Lutwak, Yang, Zhang [24] introduced a more general version of the dual curvature measure
where a star shaped set Q ∈ Sn(o) is also involved; namely, for a Borel set η ⊂ Sn−1, q ∈ R and
K ∈ Kn(o), we have
(7) C˜q(K,Q, η) =
1
n
∫
α∗
K
(η)
̺qK(u)̺
n−q
Q (u)Hn−1(du)
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and the associated qth dual intrinsic volume with parameter body Q is
(8) V˜q(K,Q) = C˜q(K,Q, S
n−1) =
1
n
∫
Sn−1
̺qK(u)̺
n−q
Q (u)Hn−1(du).
According to Lemma 5.1 in [24], if q 6= 0 and the Borel function g : Sn−1 → R is bounded, then
(9)
∫
Sn−1
g(u) dC˜q(K,Q, u) =
1
n
∫
∂′K
g(νK(x))〈νK(x), x〉‖x‖q−nQ dHn−1(x)
where ‖x‖Q = min{λ ≥ 0 : λx ∈ Q} is a continuous, even and 1-homogeneous function satisfying
‖x‖Q > 0 for x 6= o. The advantage of introducing the star body Q is apperant in the equiaffine
invariant formula (see Theorem 6.8 in [24]) stating that if ϕ ∈ SL(n,R), then
(10)
∫
Sn−1
g(u) dC˜q(ϕK,ϕQ, u) =
∫
Sn−1
g
(
ϕ−tu
‖ϕ−tu‖
)
dC˜q(K,Q, u).
For q > 0, we extend these notions and fundamental observations to any convex body containing
the origin on its boundary. In particular, for q > 0, K ∈ Kno and Q ∈ Sn(o), we can define
the associated curvature measure by (7) and the associated dual intrinsic volume by (8), where
C˜q(K,Q, ·) is a finite Borel measure on Sn−1, and V˜q(K,Q, ·) is finite. In addition, for q > 0, we
extend (9) in Lemma 6.1 and (10) in Lemma 6.5 to any K ∈ Kno .
Lp dual curvature measures were also introduced by Lutwak, Yand and Zhang [24]. They provide
a common framework that unifies several other geomeric meassures of the (Lp) Brunn-Minkowski
theory and the dual theory: Lp surface area measures, Lp integral curvature measures, and dual
curvature measures, cf. [24]. For q ∈ R, Q ∈ Sn(o), p ∈ R and K ∈ Kn(o), we define the Lp qth dual
curvature measure C˜p,q(K,Q, ·) of K with respect to Q by the formula
(11) dC˜p,q(K,Q, ·) = h−pK dC˜q(K, ·).
While we also discuss the measures C˜p,q(K,Q, ·) involving aQ ∈ Sn(o), we concentrate on C˜p,q(K, ·)
in this paper, which represents many fundamental measures associated to a K ∈ Kn(o). Basic
examples are
C˜p,n(K, ·) = Sp(K, ·)
C˜0,q(K, ·) = C˜q(K, ·)
C˜p,0(K, ·) = Jp(K∗, ·).
Alexandrov-type variational formulas for the dual intrinsic volumes were proved by Lutwak, Yang
and Zhang, cf. Theorem 6.5 in [24], which produce the Lp dual curvature measures C˜p,q(K,Q, ·).
In this paper we will use a simpler variational formula, cf. Lemma 3.3 for the qth dual intrinsic
volumes that we specialize for our particular setting.
In Problem 8.1 in [24] the authors introduced the Lp dual Minkowski existence problem: Find
necessary and sufficient conditions that for fixed p, q ∈ R and Q ∈ Sn(o) and a given Borel measure
µ on Sn−1 there exists a convex body K ∈ Kn(o) such that µ = C˜p,q(K,Q, ·). As they note in [24],
this version of the Minkowski problem includes earlier considered other variants (Lp Minkowski
problem, dual Minkowski problem, Lp Aleksandrov problem) for special choices of the parameters.
For Q = Bn and an absolutely continuous measure µ, the Lp dual Minkowski problem constitutes
solving the Monge-Ampe`re equation
(12) det(∇2h+ hId) = hp−1(‖∇h‖2 + h2)n−q2 f
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for an L1 non-negative Borel function f with
∫
Sn−1
fdHn−1 > 0 (see (87) in Section 7). Here ∇h
and ∇2h are the gradient and the Hessian of h with repect to a moving orthonormal frame on
Sn−1. Actually, if Q ∈ Sn(o), then the related Monge-Ampe`re equation is (see (88) in Section 7)
(13) det(∇2h(u) + h(u)Id) = hp−1(u)‖∇h(u) + h(u) u‖n−qQ f.
The case of the Lp dual Minkowski problem for even measures has received much attention but is
not discussed here, see Bo¨ro¨czky, Lutwak, Yang, Zhang [5] concerning the Lp surface area Sp(K, ·),
Bo¨ro¨czky, Lutwak, Yang, Zhang, Zhao [6], Jiang Wu [20] and Henk, Pollehn [15] concerning the qth
dual curvature measure C˜q(K, ·), and Huang, Zhao [19] concerning the Lp dual curvature measure
for detailed discussion of history and recent results.
Let us indicate the known solutions of the Lp dual Minkowski problem when only mild conditions
are imposed on the given measure µ or on the function f in (12). We do not state the exact
conditions, rather aim at a general overview. For any finite Borel measure µ on Sn−1 such that
the measure of any open hemi-sphere is positive, we have that
• if p > 0 and p 6= 1, n, then µ = Sp(K, ·) = n · C˜p,n(K, ·) for some K ∈ Kno , where the case
p > 1 and p 6= n is due to Chou, Wang [11] and Hug, Lutwak, Yang, Zhang [16], while the
case 0 < p < 1 is due to Chen, Li, Zhu [9];
• if p ≥ 0 and q < 0, then µ = C˜p,q(K, ·) for someK ∈ Kno where the case p = 0 (µ = C˜q(K, ·))
is due to Zhao [29] (see also Li, Sheng, Wang [21]), and the case p > 0 is due to Huang,
Zhao [19] and Gardner et al [?].
In addition, if p > q and f is Cα for α ∈ (0, 1], then (12) has a unique positive C2,α solution
according to Huang, Zhao [19].
Naturally, the Lp dual Monge-Ampere equation (12) has a solution in the above cases for any
non-negative L1 function f whose integral on any open hemi-sphere is positive. In addition, if
−n < p ≤ 0 and f is any non-negative L n
n+p
function on Sn−1 such that
∫
Sn−1
f dµ > 0, then (12)
has a solution, where the case p = 0 is due to Chen, Li, Zhu [10], and the case p ∈ (−n, 0) is due
to Bianchi, Bo¨ro¨czky, Colesanti, Yang [4].
We also note that if p ≤ 0 and µ is discrete such that any n elements of suppµ are independent
vectors, then µ = Sp(K, ·) = n · C˜p,n(P, ·) for some polytope P ∈ Kn(o) according to Zhu [30, 31].
In this paper, we first solve the discrete Lp dual Minkowski problem if p > 1 and q > 0.
Theorem 1.1. Let Q ∈ Sn(o), p > 1 and q > 0 with p 6= q, and let µ be a discrete measure on Sn−1
that is not concentrated on any closed hemisphere. Then there exists a polytope P ∈ Kn(o) such that
C˜p,q(P,Q, ·) = µ.
Remark If p > q, then the solution is unique according Theorem 8.3 in Lutwak, Yang and
Zhang [24].
We note that, in fact, we prove the existence of a polytope P0 ∈ Kn(o) satisfying
V˜q(P0, Q)
−1C˜p,q(P0, Q, ·) = µ,
which P0 exists even if p = q (see Theorem 3.1).
Let us turn to a general, possibly non-discrete Borel measure µ on Sn−1. As the example at the
end of the paper by Hug, Lutwak, Yang, Zhang [16] shows, even if µ has a positive continuous
density function with respect to the Hausdorff measure on Sn−1, for q = n and 1 < p < n, it may
happen that the only solution K has the origin on its boundary. In this case, hK has some zero on
Sn−1 even if it occurs with negative exponent in C˜p,q(K, ·). Therefore if Q ∈ Sn(o), p > 1 and q > 0,
the natural form the Lp dual Minkowski problem is the following (see Chou, Wang [11] and Hug,
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Lutwak, Yang, Zhang [16] if q = n). For a given non-trivial finite Borel measure µ, find a convex
body K ∈ Kno such that
(14) dC˜q(K,Q, ·) = hpKdµ.
It is natural to assume that Hn−1(ΞK) = 0 in (14) for
(15) ΞK = {x ∈ ∂K : there exists exterior normal u ∈ Sn−1 at x with hK(u) = 0},
which property ensures that the surface area measure S(K, ·) is absolute continuous with respect
to C˜q(K,Q, ·) (see Corollary 6.2). Actually, if q = n and Q = Bn, then dC˜n(K, ·) = 1n hK dS(K, ·),
and [11] and [16] consider the problem
(16) dS(K, ·) = nhp−1K dµ,
where the results of [16] about (16) yield the uniqueness of the solution in (16) for q = n, p > 1
and Q = Bn only under the condition Hn−1(ΞK) = 0 (see Section 4 for more detailed discussion).
Theorem 1.2. Let Q ∈ Sn(o), p > 1 and q > 0 with p 6= q, and let µ be a finite Borel measure
on Sn−1 that is not concentrated on any closed hemisphere. Then there exists a K ∈ Kno with
Hn−1(ΞK) = 0 and intK 6= ∅ such that dC˜q(K,Q, ·) = hpKdµ, where K ∈ Kn(o) provided p > q.
The solution in Theorem 1.2 is known to be unique in some cases:
• if p > q and µ is discrete (K is a polytope) according to Lutwak, Yang and Zhang [24],
• if p > q, Q is a ball and µ has a Cα density function f for α ∈ (0, 1] according to Huang,
Zhao [19],
• if p > 1, Q is a ball and q = n according to Hug, Lutwak, Yang, Zhang [16].
For Theorem 1.2, in fact, we prove the existence of a convex body K0 ∈ Kn(o) such that
V˜q(K0, Q)
−1C˜p,q(K0, Q, ·) = µ,
which K0 exists even if p = q (see Theorem 5.2).
Concerning regularity, we prove the following statements based on Caffarelli [7,8] (see Section 7).
We note that if ∂Q is C2+ for Q ∈ Sn(o), then Q is convex.
Theorem 1.3. Let p > 1, q > 0, Q ∈ Sn(o), 0 < c1 < c2 and let K ∈ Kno with Hn−1(ΞK) = 0 and
intK 6= ∅ be such that
dC˜q(K,Q, ·) = hpKf dHn−1
for some Borel function f on Sn−1 satisfying c1 ≤ f ≤ c2.
(i): ∂K\ΞK = {z ∈ ∂K : hK(u) > 0 for all u ∈ N(K, z)} and bdK\ΞK is C1 and contains
no segment, moreover hK is C
1 on Rn\N(K, o).
(ii): If f is continuous, then each u ∈ Sn−1\N(K, o) has a neighborhood U on Sn−1 such that
the restriction of hK to U is C
1,α for any α ∈ (0, 1).
(iii): If f is in Cα(Sn−1) for some α ∈ (0, 1), and ∂Q is C2+, then ∂K\ΞK is C2+, and each
u ∈ Sn−1\N(K, o) has a neighborhood where the restriction of hK is C2,α.
We note that in Theorem 1.3 (ii), the same neighborhood U of u works for every α ∈ (0, 1). In
addition, Theorem 1.3 (i) yields that for any convex W ⊂ Rn\N(K, o), hK(u+v) < hK(u)+hK(v)
for independent u, v ∈ W . For the case o ∈ intK in Theorem 1.3, see the more appealing
statements in Theorem 1.5.
We recall that according to Theorem 1.2, if p > q > 0 and p > 1, then K ∈ Kn(o) holds for the
solution K of the Lp dual Minkowski problem. On the other hand, Example 7.2 shows that if
1 < p < q, then the solution K of the Lp dual Minkowski problem provided by Theorem 1.2 may
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satisfy that o ∈ ∂K and o is not a smooth point. Next we show that still K is strictly convex in
this case, at least if q ≤ n.
Theorem 1.4. If 1 < p < q ≤ n, Q ∈ Sn(o), 0 < c1 < c2 and K ∈ Kno with Hn−1(ΞK) = 0 and
intK 6= ∅ be such that
dC˜q(K,Q, ·) = hpKf dHn−1
for some Borel function f on Sn−1 satisfying c1 ≤ f ≤ c2, then K is strictly convex; or equivalently,
hK is C
1 on Rn\o.
If q = n, then Theorems 1.3 and 1.4 are due to Chou, Wang [11]. We do not know whether
Theorem 1.4 holds if q > n (see the comments at the end of Section 7).
We note that even if Q = Bn in Theorem 1.4, the equiaffine invariant formula (10) for K ∈ Kno
simplifies the proof of Theorems 1.4; namely, we use dual curvature measures with a parameter
body different from Euclidean balls in the argument for Lemma 7.8. The reason is that if o ∈ ∂K
and N(K, o) contains a pair of vectors with obtuse angle, then we need to transform K via a linear
transform ϕ ∈ SL(n,R) in such a way that any two vectors in N(ϕK, o) make an acute angle.
We note that if o ∈ intK, then the ideas leading to Theorem 1.3 work for any p, q ∈ R.
Theorem 1.5. Let p, q ∈ R, Q ∈ Sn(o), 0 < c1 < c2 and let K ∈ Kn(o) be such that
dC˜p,q(K,Q, ·) = f dHn−1
for some Borel function f on Sn−1 satisfying c1 ≤ f ≤ c2. We have that
(i): K is smooth and strictly convex, and hK is C
1 on Rn\{o};
(ii): if f is continuous, then the restriction of hK to S
n−1 is in C1,α for any α ∈ (0, 1);
(iii): if f ∈ Cα(Sn−1) for α ∈ (0, 1), and ∂Q is C2+, then ∂K is C2+, and hK is C2,α on Sn−1.
The rest of the paper is organized as follows. Up to Section 5, we assume Q = Bn in order
to simplify formulae. We discuss properties of the dual curvarture measure in Section 2, and
prove Theorem 1.1 in Section 3. Fundamental properties of Lp the dual curvarture measures are
considered in Section 4, and we use all these results to prove Theorem 1.2 in Section 5. Section 6
presents the way how to extend the arguments to the case when Q is any star body. The regularity
of the solution is discussed in Section 7.
2. On the dual curvature measure
The goal of this section is for q > 0, to extend the results of Huang, Lutwak, Yang and Zhang [17]
about the dual curvature measure C˜q(K, ·) when K ∈ Kn(o) to the case when K ∈ Kno . For any
measure, we take the measure of the empty set to be zero.
For any compact convex set K in Rn and z ∈ ∂K, we write N(K, z) to denote the normal cone
at z; namely,
N(K, z) = {y ∈ Rn : 〈y, x− z〉 ≤ 0 for x ∈ K}.
If z ∈ intK, then simply N(K, z) = {o}. For compact, convex sets K,L ⊂ Rn, we define their
Hausdorff distance as
δH(K,L) := sup
u∈Sn−1
|hK(u)− hL(u)|.
It is a metric on the space of compact convex sets, and the induced metric space is locally compact
according to the Blaschke selection theorem. For basic properties of Hausdorff distance we refer
to Schneider [27], and also to Gruber [14].
First we extend Lemma 3.3 in [17]. Let K ∈ Kno with intK 6= ∅. We recall that the so called
singular points z ∈ ∂K where dimN(K, z) ≥ 2 form a Borel set of zero Hn−1 measure, and hence
its complement ∂′K of smooth points is also a Borel set. For z ∈ ∂′K, we write νK(z) to denote
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the unique exterior normal at z. As a slight abuse of notation, for a Borel set η ⊂ Sn−1, we write
ν−1K (η) to denote its total inverse Gauss image; namely, the set of all z ∈ ∂K with N(K, z)∩η 6= ∅.
In particular, if o ∈ ∂K, then we have
(17) ΞK = ν
−1
K
(
N(K, o) ∩ Sn−1) .
If o ∈ intK, then ΞK = ∅. We also observe that the dual of N(K, o) is
N(K, o)∗ = {y ∈ Rn : 〈y, x〉 ≤ 0 for x ∈ N(K, o)} = cl{λx : λ ≥ 0 and x ∈ K},
and hence
ΞK = K ∩ ∂N(K, o)∗.
If o ∈ intK, then simply N(K, o)∗ = Rn. We observe that if o ∈ ∂K, then
α∗K
(
Sn−1 ∩N(K, o)) = Sn−1\ (intN(K, o)∗)(18)
α∗K
(
Sn−1\N(K, o)) = Sn−1 ∩ (intN(K, o)∗)(19)
Since ̺K(u) = 0 for u ∈ Sn−1\N(K, o)∗, and Hn−1(Sn−1 ∩ ∂N(K, o)∗) = 0, we deduce from (18)
that if q > 0, then
(20) C˜q
(
K,N(K, o) ∩ Sn−1) = C˜q (K, {u ∈ Sn−1 : hK(u) = 0}) = 0.
We note that the radial map π˜ : Rn\{o} → Sn−1, π˜(x) = x/‖x‖ is locally Lipschitz. We write
π˜K to denote the restriction of π˜ onto the (n − 1)-dimensional Lipschitz manifold (∂K)\ΞK =
(∂K) ∩ intN(K, o)∗. For any z ∈ (∂′K)\ΞK , the Jacobian of π˜K at z is
(21) 〈νK(z), π˜K(z)〉‖z‖−(n−1) = 〈νK(z), z〉‖z‖−n.
For u ∈ Sn−1, we write rK(u) = ̺K(u)u ∈ ∂K. Since π˜K is locally Lipschitz, Hn−1 almost all
points of Sn−1 ∩ (intN(K, o)∗) are in the image of (∂′K) ∩ (intN(K, o)∗) by π˜K . Therefore for
Hn−1 almost all points u ∈ Sn−1 ∩ (intN(K, o)∗), there is a unique exterior unit normal αK(u)
at rK(u) ∈ ∂K. For the other points u ∈ Sn−1 ∩ (intN(K, o)∗), we just choose an exterior unit
normal αK(u) at rK(u) ∈ ∂K.
The extensions of Lemma 3.3 and Lemma 3.4 in [17] to the case when the origin may lie on the
boundary of convex bodies are the following.
Lemma 2.1. If q > 0, K ∈ Kno with intK 6= ∅, and the Borel function g : Sn−1 → R is bounded,
then ∫
Sn−1
g(u) dC˜q(K, u) =
1
n
∫
Sn−1∩(intN(K,o)∗)
g(αK(u))̺K(u)
q dHn−1(u)(22)
=
1
n
∫
∂′K\ΞK
g(νK(x))〈νK(x), x〉‖x‖q−n dHn−1(x),(23)
=
1
n
∫
∂′K
g(νK(x))〈νK(x), x〉‖x‖q−n dHn−1(x)(24)
Proof. To prove (22), g can be approximated by finite linear combination of characteristic functions
of Borel sets of Sn−1, and hence we may assume that g = 1η for a Borel set η ⊂ Sn−1. In this case,∫
Sn−1∩N(K,o)
1η dC˜q(K, ·) = 0
by (20), and∫
Sn−1\N(K,o)
1η dC˜q(K, ·) = C˜q(K, η\N(K, o)) =
∫
Sn−1∩(intN(K,o)∗)
1η(αK(u))̺K(u)
q dHn−1(u)
by (19) and the definition of C˜q(K, ·), verifying (22).
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In turn, (22) yields (23) by (21). For (24), we observe that if x ∈ ΞK ∩ ∂′K, then 〈νK(x), x〉 =
0. 
Now we prove that the qth dual curvature measure is continuous on Kno for q > 0.
Lemma 2.2. For q > 0, V˜q(K) is a continuous function of K ∈ Kno with respect to the Hausdorff
distance.
Proof. Let R > 0 be such that K ⊂ intRBn. Let Km ∈ Kno be a sequence of compact convex sets
tending to K with respect to Hausdorff distance. In particular, we may assume that Km ⊂ RBn
for all Km.
If dimK ≤ n−1, then there exists v ∈ Sn−1 such that K ⊂ v⊥, where v⊥ denotes the orthogonal
(linear) complement of v. For t ∈ [0, 1), we write
Ψ(v, t) = {x ∈ Rn : |〈v, x〉| ≤ t}
to denote the closed region of width 2t between two hyperplanes orthogonal to v and symmetric
to 0.
There exists a t0 ∈ (0, 1) such that for any t ∈ (0, t0) and v ∈ Sn−1 it holds that Hn−1(Sn−1 ∩
Ψ(v, t)) < 3t(n− 1)κn−1.
Let ε ∈ (0, t0). We claim that there exists an mε such that for all m > mε and for any
u ∈ Sn−1\Ψ(v, ε), we have
(25) ̺Km(u) ≤ ε.
Since Km → K in the Hausdorff metric, there exists an index mε such that for all m > mε it holds
that Km ⊂ K + ε2Bn ⊂ Ψ(v, ε2). Then if u ∈ Sn−1\Ψ(v, ε), then
ε2 ≥ 〈v, ̺Km(u)u〉 = ̺Km(u)〈v, u〉 ≥ ̺Km(u) · ε,
yielding (25). We deduce from (25) and Km ⊂ RBn that for any ε ∈ (0, t0), if m > mε, then
V˜q(Km) ≤
∫
Sn−1\Ψ(v,ε)
εq dHn−1(u) +
∫
Sn−1∩Ψ(v,ε)
Rq dHn−1(u)
≤ nκnεq + 3ε(n− 1)κn−1Rq,
therefore limm→∞ V˜q(Km) = 0 = V˜q(K).
Next, let intK 6= ∅ such that o ∈ ∂K. Since the functions ̺Km(u), m = 1, . . . are uniformly
bounded, by Lebesgue’s dominated convergence theorem it is sufficient to prove that
(26) lim
m→∞
̺Km(u) = ̺K(u) for u ∈ Sn−1\∂N(K, o)∗,
as Hn−1(Sn−1 ∩ ∂N(K, o)∗) = 0. Now, let ε ∈ [0, 1).
Case 1. Let u ∈ Sn−1 ∩ intN(K, o)∗.
Then ̺K(u) > 0, and (1 − ε)̺K(u) ∈ intK and (1 + ε)̺K(u) 6∈ K. Thus, there exists an index
m(u, ε) > 0 such that for all m > m(u, ε) it holds that (1−ε)̺K(u) ∈ Km and (1+ ε)̺K(u) 6∈ Km,
or in other words,
(1− ε)̺K(u) ≤ ̺Km(u) ≤ (1 + ε)̺K(u),
which yields (26) in this case.
Case 2. Let u ∈ Sn−1\N(K, o)∗.
Then ̺K(u) = 0, and there exists v ∈ Sn−1∩intN(K, o) such that 〈u, v〉 > 0. AsKm → K, there
exists an index m(u, v, ε) > 0 such that for all m > m(u, v, ε) it holds that Km ⊂ K + ε〈u, v〉Bn,
and thus hKm(v) < ε〈u, v〉. Therefore, for all m > m(u, v, ε),
ε〈u, v〉 > hKm(v) ≥ 〈̺Km(u)u, v〉 = ̺Km(u)〈u, v〉.
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This yields that ̺Km(u) < ε for all m > m(u, v, ε), and thus (26) holds by ̺K(u) = 0.
Finally, let intK 6= ∅ and o ∈ intK. The argument for this case is analogous to the one used
above in Case 1. 
The following Proposition 2.3 extends Lemma 3.6 from Huang, Lutwak, Yang, Zhang [17] about
K ∈ Kn(o) to the case when K ∈ Kno .
Proposition 2.3. If q > 0, and {Km}, m ∈ N, tends to K for Km, K ∈ Kno , then C˜q(Km, ·) tends
weakly to C˜q(K, ·).
Proof. Since any element of Kno can be approximated by elements of Kn(o), we may assume that each
Km ∈ Kn(o). We fix R > 0 such that K ⊂ intRBn, and hence we may also assume that Km ⊂ RBn
for all Km. We need to prove that if g : S
n−1 → R is continuous, then
(27) lim
m→∞
∫
Sn−1
g(u) dC˜q(Km, u) =
∫
Sn−1
g(u) dC˜q(K, u)
First we assume that o ∈ ∂ K. If dimK ≤ n − 1, then C˜q(K, ·) is the constant zero measure.
Since C˜q(Km, S
n−1) = V˜q(Km) tends to zero according to Lemma 2.2, we conclude (27) in this
case.
Therefore we may assume that intK 6= ∅ and o ∈ ∂ K. To simplify notation, we set
σ = N(K, o)∗.
According to Lemma 2.1, (27) is equivalent to
(28) lim
m→∞
∫
Sn−1
g(αKm(u))̺Km(u)
q dHn−1(u) =
∫
Sn−1∩(intσ)
g(αK(u))̺K(u)
q dHn−1(u).
Since π˜K is Lipschitz and Hn−1(Sn−1 ∩ (∂σ)) = 0, to verify (28), and in turn (27), it is sufficient
to prove
lim
m→∞
∫
π˜K((int σ)∩∂′K)
g(αKm(u))̺Km(u)
q dHn−1(u) =
∫
π˜K((intσ)∩∂′K)
g(αK(u))̺K(u)
q dHn−1(u)(29)
lim
m→∞
∫
Sn−1\σ
g(αKm(u))̺Km(u)
q dHn−1(u) = 0.(30)
Now we prove (29) and (30), it follows from Km ⊂ RBn, the continuity of g and Lemma 2.2 that
there exists M > 0 such that
(31)
|̺Km(u)| ≤ R for u ∈ Sn−1,
|g(u)| ≤ M for u ∈ Sn−1,
C˜q(Km, S
n−1) ≤ M for m ∈ N
We deduce from (31) that Lebesgue’s Dominated Convergence Theorem applies both in (29)
and (30). For (29), let u ∈ π˜K((int σ) ∩ ∂′K). Readily, limm→∞ ̺Km(u)q = ̺K(u)q. Since
αK(u) is the unique normal at ̺K(u)u ∈ ∂K, we have limm→∞ αKm(u) = αK(u), and hence
limm→∞ g(αKm(u)) = g(αK(u)) by the continuity of g. In turn, we conclude (29) by Lebesgue’s
Dominated Convergence Theorem.
Turning to (30), it follows from Lebesgue’s Dominated Convergence Theorem, q > 0 and (31)
that it is sufficient to prove that if ε > 0 and u ∈ Sn−1\σ, then
(32) ̺Km(u) ≤ ε
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for m ≥ m0 where m0 depends on u, {Km}, ε. Since u 6∈ σ = N(K, o)∗, there exists v ∈ N(K, o)
such that 〈v, u〉 = δ > 0. As hK(v) = 0 and Km tends to K, there exists m0 such that hKm(v) ≤ δε
if m ≥ m0. In particular, if m ≥ m0, then
εδ ≥ hKm(v) ≥ 〈v, ̺K(u)u〉 = ̺K(u)δ,
yielding (32), and in turn (30).
Finally, the argument leading to (29) implies (27) also in the case when o ∈ intK, completing
the proof of Proposition 2.3. 
3. Proof of Theorem 1.1 for Q = Bn
To verify Theorem 1.1, we prove the following statement, which also holds if p = q.
Theorem 3.1. Let p > 1 and q > 0, and let µ be a discrete measure on Sn−1 that is not concen-
trated on any closed hemisphere. Then there exists a polytope P ∈ Kn(o) such that V˜q(P )−1C˜p,q(P, ·) =
µ.
We recall that π˜ : Rn\{o} → Sn−1 is the radial projection, and for a convex body K in Rn and
u ∈ Sn−1, the face of K with exterior unit normal u is the set
F (K, u) = {x ∈ K : 〈x, u〉 = hK(u)}.
We observe that if P ∈ Kno is a polytope with intP 6= ∅, and v1, . . . , vl ∈ Sn−1 are the exterior
normals of the facets of P not containing the origin, then
(33)
supp C˜q(P, ·) = {v1, . . . , vl}, and
C˜q(P, {vi}) = 1
n
∫
π˜(F (P,vi))
̺qP (u) dHn−1(u) for i = 1, . . . , l.
Let p > 1, q > 0 and µ be a discrete measure on Sn−1 that is not concentrated on any closed
hemi-sphere. Let supp µ = {u1, . . . , uk}, and let µ({ui}) = αi > 0, i = 1, . . . , k. For any z =
(t1, . . . , tk) ∈ (R≥0)k, we define
Φ(z) =
k∑
i=1
αit
p
i ,
P (z) = {x ∈ Rn : 〈x, ui〉 ≤ ti ∀i = 1, . . . , k},(34)
Ψ(z) = V˜q(P (z)).
Since αi > 0 for i = 1, . . . , k, the set Z = {z ∈ (R≥0)k : Φ(z) = 1} is compact, and hence
Lemma 2.2 yields the existence of z0 ∈ Z such that
Ψ(z0) = max{Ψ(z) : z ∈ Z}.
We prove that o ∈ intP (z0) and there exists λ0 > 0 such that
V˜q(λ0P (z0))
−1C˜p,q(λ0P (z0), ·) = µ.
Lemma 3.2. If p > 1 and q > 0, then o ∈ intP (z0).
Proof. It is clear from the construction that o ∈ P (z0). We assume that o ∈ ∂P (z0), and seek a
contradiction. Without loss of generality, we may assume that z0 = (t1, . . . , tk) ∈ (R≥0)k, where
12 KA´ROLY J. BO¨RO¨CZKY AND FERENC FODOR
there exists 1 ≤ m < k such that t1 = . . . = tm = 0 and tm+1, . . . , tk > 0. For sufficiently small
t > 0, we define
z˜t =
( m︷ ︸︸ ︷
0, . . . , 0, (tpm+1 − αtp)
1
p , . . . , (tpk − αtp)
1
p
)
for α = α1+...+αm
αm+1+...+αk
, and
zt =
( m︷ ︸︸ ︷
t, . . . , t, (tpm+1 − αtp)
1
p , . . . , (tpk − αtp)
1
p
)
.
Simple substitution shows that Φ(zt) = 1, so zt ∈ Z.
We prove that there exist t˜0, c˜1, c˜2 > 0 depending on p, q, µ and z0 such that if t ∈ (0, t˜0], then
Ψ(z˜t) ≥ Ψ(z0)− c˜1tp,(35)
Ψ(zt) ≥ Ψ(z˜t) + c˜2t,(36)
therefore
(37) Ψ(zt) ≥ Ψ(z0)− c˜1tp + c˜2t.
We choose R > 0 such that P (z0) ⊂ intRBn and R ≥ max{tm+1, . . . , tk}.
We start with proving (35), and set ̺0 = min{tm+1, . . . , tk}. We frequently use the following
form of Bernoulli’s inequality that says that if τ ∈ (0, 1) and η > 0, then
(38) (1− τ)η ≥ 1−max{1, η} · τ.
It follows from (38) and ̺0 ≤ ti ≤ R, i = m + 1, . . . , k, that there exist s0, c0 > 0, depending on
z0, µ and p such that if t ∈ (0, s0), then
(39) (tpi − αtp)
1
p > ti − c0tp > ̺0/2 for i = m+ 1, . . . , k.
Consider the cone N(P (z0), o)
∗ = {x ∈ Rn : 〈x, ui〉 ≤ 0 ∀i = 1, . . . , m}. Then ̺P (z0)(u) > 0 for
u ∈ Sn−1 if and only if u ∈ N(P (z0), o)∗. Let u ∈ N(P (z0), o)∗∩Sn−1. Assume that t ∈ (0, s0) is so
small that not only the automatic relations P (z˜t) ⊂ P (z0) and o ∈ ∂P (z˜t) hold but also the facial
structures of P (z0) and P (z˜t) are isomorphic. This guarantees that ̺P (z˜t)(u) > 0 for u ∈ Sn−1 if
and only if u ∈ N(P (z0), o)∗. Then ̺P (z˜t)(u) ·u lies in a facet F (P (z˜t), ui) for an i ∈ {m+1, . . . , k},
thus
〈̺P (z˜t)(u)u, ui〉 = (tpi − αtp)
1
p > ti − c0tp > ̺0/2.
Combining the last estimate with ̺P (z˜t)(u) ≤ R, we deduce that 〈u, ui〉 ≥ ̺02R . Let s > 0 be defined
by 〈su, ui〉 = ti. Then s ≥ ̺P (z0)(u), and equality holds if ̺P (z0)(u)u ∈ F (P (z0), ui). Hence
s− ̺P (z˜t)(u) =
〈su, ui〉 − 〈̺P (z˜t)(u)u, ui〉
〈u, ui〉 ≤
ti − (ti − c0tp)
〈u, ui〉 ≤
2Rc0
̺0
· tp,
and hence ̺P (z˜t)(u) ≥ ̺P (z0)(u)− 2Rc0̺0 · tp. We choose t0 > 0 with t0 ≤ s0 depending on z0 and p
such that 2Rc0
̺0
· tp0 < ̺0/2. Since ̺0 ≤ ̺P (z0)(u) ≤ R, we deduce from (38) that there exists c1 > 0
depending on µ, z0, q and p that if t ∈ (0, t0) and u ∈ C ∩ Sn−1, then
̺P (z˜t)(u)
q ≥
(
̺P (z0)(u)−
2Rc0
̺0
· tp
)q
≥ ̺P (z0)(u)q − c1 · tp,
which yields (35) by (2) and by taking into account that N(P (z˜t), o)
∗ = N(P (z0), o)∗.
The main idea of the proof of (36) is that we construct a set G˜t ⊂ Sn−1 for sufficiently small
t > 0 whose Hn−1 measure is of order t, and if u ∈ G˜t, then ̺P (zt)(u) ≥ r for a suitable constant
r > 0 while ̺P (z˜t)(u) = 0. In order to show that the constants involved really depend only on p, q
µ and P (z0), we start to set them with respect to P (z0).
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We may assume, possibly after reindexing u1, . . . , um, that dimF (P (z0), u1) = n− 1. In partic-
ular, there exist r > 0 and y0 ∈ F (P (z0), u1)\{o} such that
〈y0, ui〉 ≤ hP (z0)(ui)− 8r for i = 2, . . . , k.
For v = y0/‖y0‖ ∈ Sn−1 ∩ u⊥1 , we consider y = y0 + 4rv, and hence 4r ≤ ‖y‖ ≤ R, and
〈y, ui〉 ≤ hP (z0)(ui)− 4r for i = 2, . . . , k.
Note that P (z˜t) → P (z0) as t → 0+ and also P (z˜t) ⊂ P (z0) for t > 0. Therefore there exists a
positive t1 ≤ min{r, t0}, depending only on p, q, µ and z0 such that if t ∈ (0, t1], then
(40) 〈y, ui〉 ≤ hP (z˜t)(ui)− 2r for i = 2, . . . , k and P (zt) ⊂ RBn.
For two vectors a, b ∈ Rn, we denote by [a, b] ((a, b)) the closed (open) segment with endpoints a
and b. Let the (n− 2)-dimensional unit ball G be defined as
G = u⊥1 ∩ v⊥ ∩Bn.
Then we have that y + rG ⊂ F (P (z0), u1) and (y + rG) + r[o, u1] ⊂ y + 2rBn. Let Gt =
(y + rG) + t(o, u1] be the (n − 1)-dimensional right spherical cylinder of height t < min{t1, r},
whose base y + rG does not belong to Gt. We deduce from (40) and hP (zt)(u1) = t that Gt ⊂
P (zt)\N(P (z0), o)∗ ⊂ P (zt)\P (z˜t).
Let G˜t be the the radial projection of Gt to S
n−1. For x ∈ Gt, we have 〈x, v〉 = ‖y‖ ≥ 4r and
‖x‖ ≤ R, therefore
Hn−1(G˜t) =
∫
Gt
〈
x
‖x‖ , v
〉
‖x‖−(n−1) dHn−1(x) ≥ 4rH
n−1(Gt)
Rn
=
4r · rn−2κn−2
Rn
· t = 4r
n−1κn−2
Rn
· t.
Since ̺P (z˜t)(u) ≤ ̺P (zt)(u) for all u ∈ Sn−1, and if u ∈ G˜t, then ̺P (zt)(u) ≥ ‖y‖ ≥ 4r and
̺P (z˜t)(u) = 0, we deduce that
Ψ(zt) =
1
n
∫
Sn−1
̺qP (zt)(u)dHn−1(u)
=
1
n
∫
Sn−1\G˜
̺qP (zt)(u)dHn−1(u) +
1
n
∫
G˜t
̺qP (zt)(u)dHn−1(u)
≥ 1
n
∫
Sn−1
̺qP (z˜t)(u)dHn−1(u) +
1
n
∫
G˜t
̺qP (zt)(u)dHn−1(u)
≥ Ψ(z˜t) + (4r)
q · 4rn−1κn−2
nRn
· t,
which proves (36). Combining (35) and (36), we obtain (37).
Finally, we deduce from p > 1 and (37) that if t > 0 is sufficiently small, then Ψ(P (zt)) >
Ψ(P (z0)), which contradicts the optimality of z0, and yields Lemma 3.2. 
As we already know that o ∈ intP (z0) by Lemma 3.2, we can freely decrease hP (z0)(ui) for
i = 1, . . . , k, and increase it if dimF (P (z0), ui) = n−1. To control what happens to Ψ(z) when we
perturb P (z0), we use Lemma 3.3, which is a consequence of Theorem 4.4 in [17]. Let R+ denote
set of the positive real numbers.
Lemma 3.3 (Huang, Lutwak, Yang, Zhang, [17]). If q 6= 0, η ∈ (0, 1) and zt = (z1(t), . . . , zk(t)) ∈
R
k
+ for t ∈ (−η, η) are such that limt→0+ zi(t)−zi(0)t = z′i(0) ∈ R for i = 1, . . . , k exists, then the
P (zt) defined in (80) satisfies that
lim
t→0+
V˜q(P (zt))− V˜q(P (z0))
t
= q
k∑
i=1
z′i(0)
hP (z0)(ui)
· C˜q(P (z0), {ui}).
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For the sake of completeness, in Section 6 we prove a general version of Lemma 3.3 about the
variation of V˜q(P (z(t)), Q) in the case when Q is an arbitrary star body, cf. Lemma 6.7.
We note that suppCq(P (z0), ·) ⊂ {u1, . . . , uk}, where C˜q(P (z0), {ui}) > 0 if and only if
dimF (P (z0), ui) = n− 1.
Lemma 3.4. If p > 1 and q > 0, then dimF (P (z0), ui) = n− 1 for i = 1, . . . , k.
Proof. We suppose that dimF (P (z0), u1) < n− 1, and seek a contradiction. We may assume that
dimF (P (z0), uk) = n− 1. For small t ≥ 0, we consider
z˜(t) = (t1 − t, t2, . . . , tk),
and θ(t) = Φ(P (z˜(t)). In particular, θ(0) = 1 and θ′(0) = −pα1tp−11 , and hence
z(t) = θ(t)−1/pz˜(t) = (z1(t), . . . , zk(t)) ∈ Z
satisfies d
dt
θ(t)−1/p|t=0+ = α1tp−11 and z′i(0) = α1tp−11 ti > 0 for i = 2, . . . , k. We deduce from
Lemma 3.3 and C˜q(P (z0), {u1}) = 0 that
lim
t→0+
V˜q(P (z(t)))− V˜q(P (z0))
t
= q
k∑
i=2
z′i(0)
hP (z0)(ui)
·C˜q(P (z0), {ui}) ≥ q z
′
k(0)
hP (z0)(uk)
·C˜q(P (z0), {uk}) > 0,
therefore V˜q(P (z(t))) > V˜q(P (z0)) for small t > 0. This contradicts the optimality of z0, and proves
Lemma 3.4. 
Proof of Theorem 3.1 According to Lemmas 3.2 and 3.4,
we have dimF (P (z0), ui) = n − 1 for i = 1, . . . , k, o ∈ intP (z0) and hP (z0)(ui) = ti for i =
1, . . . , k. Let (g1, . . . , gk) ∈ Rk satisfying
∑k
i=1 giαit
p−1
i = 0 such that not all gi are zero. If
t ∈ (−ε, ε) for small ε > 0, then consider
z˜(t) = (t1 + g1t, . . . , tk + gkt),
and θ(t) = Φ(P (z˜(t)). In particular, θ(0) = 1 and
θ′(0) = p
k∑
i=1
giαit
p−1
i = 0.
Therefore
z(t) = θ(t)−1/pz˜(t) = (z1(t), . . . , zk(t)) ∈ Z
satisfies d
dt
θ(t)−1/p|t=0 = 0 and z′i(0) = gi for i = 1, . . . , k. We deduce from Lemma 3.3 and
hP (z0)(ui) = ti for i = 1, . . . , k that
lim
t→0
V˜q(P (z(t)))− V˜q(P (z0))
t
= q
k∑
i=1
gi
ti
· C˜q(P (z0), {ui}).
Since V˜q(P (z(t))) attains its maximum at t = 0 by the optimality of z0, we have
(41)
k∑
i=1
gi
ti
· C˜q(P (z0), {ui}) = 0.
In particular, (41) holds whenever (g1, . . . , gk) ∈ Rk\{o} satisfies
∑k
i=1 giαit
p−1
i = 0, or in other
words, there exists a λ ∈ R such that
λ · C˜q(P (z0), {ui})
ti
= αit
p−1
i for i = 1, . . . , k.
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Since λ > 0 and p > 1, there exists a λ0 > 0 such that λ = λ
−p
0 V˜q(P (z0)), and hence
αi = V˜q(λ0P (z0))
−1hλ0P (z0)(ui)
−pC˜q(λ0P (z0), {ui}) for i = 1, . . . , k.
In other words,
µ = V˜q(λ0P (z0))
−1hλ0P (z0)(ui)
−pC˜q(λ0P (z0), ·).
This finishes the proof of Theorem 3.1. 
Proof of Theorem 1.1 in the case of Q = Bn We have p 6= q. According to Theorem 3.1, there
exists a polytope P0 ∈ Kn(o) such that V˜q(P0)−1C˜p,q(P0, ·) = µ. For λ = V˜q(P0)
−1
q−p and P = λP0, we
have
C˜p,q(P, ·) = λq−pC˜p,q(P0, ·) = V˜q(P0)−1C˜p,q(P0, ·) = µ.

4. On the Lp dual curvature measures
According to Lemma 5.1 in Lutwak, Yang, Zhang [24], if K ∈ Kn(o), p ∈ R and q > 0, then for
any Borel function g : Sn−1 → R, we have that
(42)
∫
Sn−1
g(u) dC˜p,q(K, u) =
1
n
∫
∂′K
g(νK(x))〈νK(x), x〉1−p‖x‖q−n dHn−1(x).
As a simple consequence of Lemma 2.1, we can partially extend (42) to allow o ∈ ∂K.
Corollary 4.1. If p > 1, q > 0, K ∈ Kno with intK 6= ∅, C˜p,q(K,Sn−1) < ∞ and Hn−1(ΞK) = 0,
and the Borel function g : Sn−1 → R is bounded, then∫
Sn−1
g(u) dC˜p,q(K, u) =
1
n
∫
∂′K
g(νK(x))〈νK(x), x〉1−p‖x‖q−n dHn−1(x).
Proof. Knowing that C˜p,q(K,S
n−1) <∞, it follows from Lemma 2.1 and Hn−1(ΞK) = 0 that∫
Sn−1
g(u) dC˜p,q(K, u) =
∫
Sn−1
g(u)hK(u)
−p dC˜q(K, u)
=
1
n
∫
∂′K\ΞK
g(νK(x))hK(νK(x))
−p〈νK(x), x〉‖x‖q−n dHn−1(x)
=
1
n
∫
∂′K
g(νK(x))〈νK(x), x〉1−p‖x‖q−n dHn−1(x).

Next, we prove a basic estimate on the inradius of K in terms of its Lp dual curvature measure.
For a convex body K ∈ Kn(o), we write r(K) to denote the maximal radius of balls contained in K.
Since o ∈ K, Steinhagen’s theorem yields the existence of w ∈ Sn−1 such that
(43) |〈x, w〉| ≤ 2nr(K) for x ∈ K.
Lemma 4.2. For n ≥ 2, p > 1 and q > 0, there exists a constant c > 0 depending only on p, q, n
such that if K ∈ Kn(o), then
C˜p,q(K,S
n−1) ≥ c · r(K)−p · V˜q(K).
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Proof. We may assume that r(K) = 1, and hence (43) yields the existence of w ∈ Sn−1 such that
(44) |〈x, w〉| ≤ 2n for x ∈ K.
Let K˜ = K|w⊥ be the orthogonal projection of K to the hyperplane w⊥, and hence the radial
function ̺K˜ is positive and continuous on w
⊥ ∩Sn−1. We consider the concave function f and the
convex function g on K˜ = K|w⊥ such that
K =
{
y + tw : y ∈ K˜ and g(y) ≤ t ≤ f(y)
}
.
We divide w⊥ ∩ Sn−1 into pairwise disjoint Borel sets Ω˜1, . . . , Ω˜m of positive Hn−2 measure such
that for each Ω˜i, there exists a ̺i > 0 satisfying
(45) ̺i/2 ≤ ̺K˜(u) ≤ ̺i for u ∈ Ω˜i.
For any i = 1, . . . , m, we consider
Ωi =
{
u cosα + w sinα : u ∈ Ω˜i and α ∈
(
−π
2
,
π
2
)}
⊂ Sn−1,
Ψi = {̺K(u)u : u ∈ Ωi} ⊂ ∂K.
It follows that Sn−1\{w,−w} is divided into the pairwise disjoint Borel sets Ω1, . . . ,Ωm, and
∂K\{f(o)w, g(o)w} is divided into the pairwise disjoint Borel sets Ψ1, . . . ,Ψm.
According to (42) and Lemma 2.1, to verify Lemma 4.2, it is sufficient to prove that there exists
a constant c > 0 depending only on n, p, q such that if i = 1, . . . , m, then
(46)
∫
∂′K∩Ψi
〈νK(x), x〉1−p‖x‖q−n dHn−1(x) ≥ c
∫
∂′K∩Ψi
〈νK(x), x〉‖x‖q−n dHn−1(x).
We define
(47) R = 4(2n)2.
Case 1. If ̺i ≤ R, then (44) yields that
〈νK(x), x〉 ≤ ‖x‖ ≤ R + 2n for x ∈ Ψi,
and hence 〈νK(x), x〉1−p ≥ 〈νK(x), x〉(R+2n)−p. Therefore we may choose c = (R+2n)−p in (46).
Case 2. If ̺i > R, then consider the set
Φi =
{
tu : u ∈ Ω˜i and 0 < t ≤ ̺i/4
}
⊂ Ψi|w⊥,
and subdivide Ψi into
Ψ0i = {y + f(y)w : y ∈ Φi} ∪ {y + g(y)w : y ∈ Φi} ⊂ Ψi ∩
(
̺i
4
+ 2n
)
Bn, and
Ψ1i = Ψi\Ψ0i ⊂ Ψi\
(
̺i
4
Bn
)
.
We claim that
(48) 〈νK(x), x〉 ≤ 6n for x ∈ Ψ0i .
We observe that x = y+tw for some y ∈ Φi and t ∈ [−2n, 2n], and s = f(2y) satisfies s ∈ [−2n, 2n]
and 2y + sw ∈ Ψi. It follows that
〈νK(x), 2y + sw〉 ≤ 〈νK(x), x〉 = 〈νK(x), y + tw〉,
and hence
〈νK(x), y〉 ≤ 〈νK(x), tw〉 − 〈νK(x), sw〉 ≤ 4n.
We conclude that 〈νK(x), y + tw〉 = 〈νK(x), y〉+ 〈νK(x), tw〉 ≤ 6n, in accordance with (48).
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In turn, (48) yields that 〈νK(x), x〉1−p ≥ 〈νK(x), x〉(6n)−p for x ∈ ∂′K ∩Ψ0i , and hence
(49)
∫
∂′K∩Ψ0i
〈νK(x), x〉1−p‖x‖q−n dHn−1(x) ≥ (6n)−p
∫
∂′K∩Ψ0i
〈νK(x), x〉‖x‖q−n dHn−1(x).
Next, we prove the existence of γ1 > 0 depending on n, p, q such that
(50)
∫
∂′K∩Ψ0i
〈νK(x), x〉1−p‖x‖q−n dHn−1(x) ≥
{
γ1Hn−2(Ω˜i)̺q−1i if q > 1
γ1Hn−2(Ω˜i) if q ∈ (0, 1]
.
Let us consider x = y + f(y)w ∈ Ψ0i ∩ ∂′K for some y ∈ Φi\(2nBn). Since ‖y‖ ≤ ‖x‖ ≤ 2‖y‖ by
(44), it follows from (48) that
〈νK(x), x〉1−p‖x‖q−n ≥ (6n)1−pmin{1, 2q−n} ‖y‖q−n.
Therefore there exists γ2 > 0 depending on n, p, q such that∫
∂′K∩Ψ0
i
〈νK(x), x〉1−p‖x‖q−n dHn−1(x) ≥ γ2
∫
Φi\(2nBn)
‖y‖q−n dHn−1(x)
= γ2Hn−2(Ω˜i)
∫ ̺i/4
2n
tq−ntn−2 dt
= γ2Hn−2(Ω˜i)
∫ ̺i/4
2n
tq−2 dt,
and in turn we conclude (50).
The final part of the argument is the estimate
(51)
∫
∂′K∩Ψ1i
〈νK(x), x〉‖x‖q−n dHn−1(x) ≤ 2q16n · Hn−2(Ω˜i) · ̺q−1i .
Let Ω1i = πK(Ψ
1
i ). If x = y+sw ∈ Ψ1i for y ∈ (Ψi|w⊥) \ Φi, then y ∈ (Ψi|w⊥)\(̺i4 Bn) and |s| ≤ 2n.
It follows that | tanα| ≤ 2n
̺i/4
= 8n
̺i
for the angle α of x and y. In particular,
Ω1i ⊂ πK
(
Ω˜i +
[−8n
̺i
,
8n
̺i
]
· w
)
which, in turn, yields that
Hn−1(Ω1i ) ≤
16n
̺i
Hn−2(Ω˜i).
We deduce from (21) and from the fact that ‖x‖ ≤ ̺i + 2n ≤ 2̺i for x ∈ Ψ1i that∫
∂′K∩Ψ1i
〈νK(x), x〉‖x‖q−n dHn−1(x) =
∫
Ω1i
̺K(u)
q dHn−1(u) ≤ 16n
̺i
Hn−2(Ω˜i) · (2̺i)q,
yielding (51).
We deduce from (50) and (51) the existence of γ3 > 0 depending on n, p, q such that
(52)
∫
∂′K∩Ψ0i
〈νK(x), x〉1−p‖x‖q−n dHn−1(x) ≥ γ3
∫
∂′K∩Ψ1i
〈νK(x), x〉‖x‖q−n dHn−1(x).
Combining (49) and (52) implies (46) if ̺i > R, as well, completing the proof of Lemma 4.2. 
Next we investigate the limit of convex bodies with bounded Lp dual curvature measure in
Lemmas 4.3 and 4.4.
Lemma 4.3. If p > 1, 0 < q ≤ p and Km ∈ Kn(o) for m ∈ N tend to K ∈ Kno with intK 6= ∅ such
that C˜p,q(Km, S
n−1) stays bounded, then K ∈ Kn(o).
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Proof. Let us suppose that o ∈ ∂K, and seek a contradiction. We claim that there exists a vector
w ∈ intN(K, o)∗ such that −w ∈ N(K, o) ∩ Sn−1. If this property fails, then (−N(K, o)) ∩
intN(K, o)∗ = ∅, and hence the Hahn-Banach theorem yields the existence of a vector v ∈ Sn−1
such that 〈v, u〉 ≤ 0 if u ∈ N(K, o)∗, and 〈v, u〉 ≥ 0 if u ∈ −N(K, o), and hence v ∈ N(K, o)∗.
Since 〈v, v〉 = 1 > 0 contradicts 〈v, u〉 ≤ 0 if u ∈ N(K, o)∗, we conclude the existence of the
required w.
To simplify notation, we set B(r) = w⊥ ∩ (rBn) for r > 0. The conditions in Lemma 4.3 and
(42) yield the existence of some M > 0 such that for each Km, we have that
M > C˜p,q(Km, S
n−1) =
1
n
∫
∂′Km
〈ν(Km, x), x〉1−p‖x‖q−n dHn−1(x)(53)
≥ 1
n
∫
∂′Km∩Bn
‖x‖1−n+q−p dHn−1(x) ≥ 1
n
∫
∂′Km∩Bn
‖x‖1−n dHn−1(x).
We note that since Km → K and o ∈ ∂K, for sufficiently large m, ∂′Km ∩ Bn 6= ∅ and the
right-hand side of (53) is greater than zero. As w ∈ intN(K, o)∗ and w ∈ N(K, o), there exist a
̺ ∈ (0, 1) and a non-negativ convex function f on B(2̺) with f(o) = 0 such that
U = {z + f(z)w : z ∈ B(2̺)}∂K.
In particular, there exist an η > 0 such that
(54) ‖x|w⊥‖ ≥ 2η‖x‖ for x ∈ U .
We may assume that ̺ ∈ (0, 1) is small enough to ensure that U ⊂ intBn.
Since
∫
B(̺)
‖z‖1−ndHn−1(z) =∞, there exists some δ ∈ (0, ̺) such that
(55)
1
n
∫
B(̺)\B(δ)
(‖z‖
η
)1−n
dHn−1(z) > M.
There exist and an m0 such that if m > m0, then for some convex function fm on B(̺), we have
(56) Um = {z + fm(z)w : z ∈ B(̺)\B(δ)} ⊂ (∂Km) ∩ (intBn),
and (compare (54))
(57) ‖z‖ ≥ η‖z + fm(z)w‖ for z ∈ B(̺)\B(δ).
We deduce from (53), (56) and (57), and finally from (55) that
M >
1
n
∫
Um
‖x‖1−n dHn−1(x) ≥ 1
n
∫
B(̺)\B(δ)
‖z + fm(z)w‖1−ndHn−1(z)
≥ 1
n
∫
B(̺)\B(δ)
(‖z‖
η
)1−n
dHn−1(z) > M.
This is a contradiction, and in turn we conclude Lemma 4.3. 
Lemma 4.4. If p > 1, q > 0 and Km ∈ Kn(o) for m ∈ N tend to K ∈ Kno with intK 6= ∅ such that
C˜p,q(Km, S
n−1) stays bounded, then Hn−1(ΞK) = 0.
Proof. We fix a point z ∈ intK, and for any bounded X ⊂ Rn\{z}, we define the set
σ(X) = {z + λ(x− z) : x ∈ X and λ > 0}.
We observe that σ(X) is open if X ⊂ ∂K is relatively open, and σ(X) ∪ {o} is closed if X is
compact.
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We will use the weak continuity of the (n− 1)th curvature measure. In particular, according to
Theorem 4.2.1 and Theorem 4.2.3 in Schneider [27], if β ⊂ Rn is open, then
(58) lim inf
m→∞
Hn−1(β ∩ ∂ Km) ≥ Hn−1(β ∩ ∂ K).
Let us suppose, on the contrary, thatHn−1(ΞK) > 0, and hence o ∈ ∂K, and seek a contradiction.
Choose some large M,R > 0, and a compact set Ξ˜ ⊂ ΞK\{o} such that
Km ⊂ RBn,
C˜p,q(Km, S
n−1) ≤ M for m ∈ N,
Hn−1(Ξ˜) = ω > 0.
Now there exists some η > 0 such that
(i): (ηBn) ∩ σ(Ξ˜ + ηBn) = ∅.
Since p > 1, we may choose ε > 0 such that
(59)
(2ε)1−p
n
·min{ηq−n, Rq−n} · (ω/2) > M.
We have Hn−1(Ξ˜ ∩ ∂′K) = ω. For any x ∈ Ξ˜ ∩ ∂′K, there exists rx ∈ (0, η) such that
(60) hK(u) ≤ ε if u ∈ Sn−1 is exterior normal at y ∈ ∂K ∩ (x+ rxBn),
and we define Bx = int(x+ rxB
n). Let
U =
⋃
x∈Ξ˜∩∂′K
(Bx ∩ ∂K),
which is a relatively open subset of ∂K satisfying
(a): (ηBn) ∩ σ(U) = ∅,
(b): Hn−1(U) ≥ ω,
(c): hK(u) ≤ ε if u ∈ Sn−1 is exterior normal at x ∈ clU .
It follows that (applying (58) in the case (b’)) that there exists m0 such that if m ≥ m0, then
(a’): ‖x‖ ≥ η if x ∈ σ(U) ∩ ∂Km,
(b’): Hn−1(σ(U) ∩ ∂Km) ≥ ω/2,
(c’): hK(u) ≤ 2ε if u ∈ Sn−1 is exterior normal at x ∈ σ(U) ∩ ∂Km.
For any x ∈ σ(U) ∩ ∂Km, (a’) and Km ⊂ RBn yield that
‖x‖q−n ≥ min{ηq−n, Rq−n}.
It follows first by (42), then by (b’), (c’) and (59), that
M ≥ C˜p,q(Km, Sn−1) ≥ 1
n
∫
σ(U)∩∂′Km
〈νK(x), x〉1−p‖x‖q−n dHn−1(x) > M.
This contradiction proves Lemma 4.4. 
5. Theorem 1.2 for general convex bodies if Q = Bn
For w ∈ Sn−1 and α ∈ (−1, 1), we write
Ω(w, α) = {u ∈ Sn−1 : 〈u, w〉 > α}.
The following is a simple but useful observation.
Lemma 5.1. For a finite Borel measure µ on Sn−1 not concentrated on a closed hemi-sphere, there
exists t ∈ (0, 1) such that for any w ∈ Sn−1, we have µ(Ω(w, t)) > t.
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First we prove the following variant of Theorem 1.2 involving the dual intrinsic volume.
Theorem 5.2. For p > 1 and q > 0, and finite Borel measure µ on Sn−1 not concentrated on a
closed hemi-sphere, there exists a convex body K ∈ Kno with intK 6= 0 and Hn−1(ΞK) = 0 such that
V˜q(K)h
p
Kdµ = dC˜q(K, ·),
and in addition, K ∈ Kn(o) if p ≥ q.
Proof. We choose a sequence of discrete measures µm tending to µ that are not concentrated on
any closed hemispheres. It follows from Theorem 3.1, that there exists polytope Pm ∈ Kn(o) such
that
(61) dµm =
1
V˜q(Pm)
dC˜p,q(Pm, ·) =
h−pPm
V˜q(Pm)
dC˜q(Pm, ·)
for each m, and hence we may assume that
(62)
C˜p,q(Pm, S
n−1)
V˜q(Pm)
< 2µ(Sn−1).
We claim that there exists R > 0 such that
(63) Pm ⊂ RBn.
We prove (63) by contradiction, thus we suppose that Rm = maxx∈Pm ‖x‖ tends to infinity. We
choose vm ∈ Sn−1 such that Rmvm ∈ Pm, and we may assume by possibly taking a subsequence
that vm tends to v ∈ Sn−1. We deduce from Lemma 5.1 that there exist s, t > 0 such that
µ(Ω(v, 2t)) > 2s. As vm tends to v ∈ Sn−1 and µm tends weakly to µ, we may also assume
that Ω(v, 2t) ⊂ Ω(vm, t) and µm(Ω(v, 2t)) > s, therefore µm(Ω(vm, t)) > s for each m. Since
hPm(u) ≥ 〈Rmvm, u〉 ≥ Rmt for u ∈ Ω(vm, t), we deduce from (61) that
s < µm(Ω(vm, t)) =
∫
Ω(vm,t)
h−pPm(u)
V˜q(Pm)
dC˜q(Pm, u) ≤ R−pm t−p
C˜q(Pm, S
n−1)
V˜q(Pm)
≤ R−pm t−p.
In particular, Rpm ≤ s−1t−p, contradicting the fact that Rm tends to infinity, and in turn proving
(63).
It follows from (63) that Pm tends to a compact convex set K ∈ Kno with K ⊂ RBn. We deduce
from (62) and Lemma 4.2 that r(K) > 0.
We observe that hpPm tends uniformly to h
p
K , and hence also V˜q(Pm)h
p−1
Pm
tends uniformly to
V˜q(K)h
p−1
K by Lemma 2.2. Therefore given any continous function f , we have
lim
m→∞
∫
Sn−1
f(u)V˜q(Pm)h
p−1
Pm
(u) dµm =
∫
Sn−1
f(u)V˜q(K)h
p−1
K (u) dµ.
It follows from Proposition 2.3 that the dual curvature measure C˜q(Pm, ·) tends weakly to C˜q(K, ·),
thus (61) yields ∫
Sn−1
f(u)V˜q(K)h
p
K(u) dµ =
∫
Sn−1
f(u) dC˜q(K, u).
Since the last property holds for all continuos function f , we conclude that
V˜q(K)h
p
K dµ = dC˜q(K, ·),
as it is required.
Having (62) at hand, Lemma 4.4 yields that Hn−1(ΞK) = 0, and Lemma 4.3 implies that if
p ≥ q, then K ∈ Kn(o). 
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Proof of Theorem 1.2 in the case of Q = Bn Let p > 1, q > 0 and p 6= q. Accord-
ing to Theorem 5.2, there exists a K0 ∈ Kn(o) with intK0 6= ∅ and Hn−1(ΞK0) = 0 such that
V˜q(K0)
−1C˜p,q(K0, ·) = µ. For λ = V˜q(K0)
−1
q−p and K = λK0, we have
C˜p,q(K, ·) = λq−pC˜p,q(K0, ·) = V˜q(K0)−1C˜p,q(K0, ·) = µ.
It follows from Theorem 5.2 that o ∈ intK if p > q. 
6. The Lp dual curvature measure involving the star body Q
In this section, we discuss how to extend the results of Sections 2 to 5 about dual curvature
measures C˜q(K, ·) and Lp dual curvature measures C˜p,q(K, ·) to C˜q(K,Q, ·) and C˜p,q(K,Q, ·), where
Q is a star body. We recall that if q > 0, Q ∈ Sn(o) and K ∈ Kno , then
(64) V˜q(K,Q) =
1
n
∫
Sn−1
̺qK(u)̺
n−q
Q (u) dHn−1(u),
and if, in addition, η ⊂ Sn−1 is a Borel set, then
(65) C˜q(K,Q, η) =
1
n
∫
α∗
K
(η)
̺qK(u)̺
n−q
Q (u) dHn−1(u).
Since for Q ∈ Sn(o), ̺Q is a positive continuous function on Sn−1, essentially the same arguments
as in Section 2 yield the analogues Lemmas 6.1, 6.3 and Proposition 6.4 of Lemmas 2.1, 2.2 and
2.3. We note that
(66) C˜q(K,Q, S
n−1 ∩N(K, o)) = 0
as ̺K(u) = 0 if u ∈ α∗K(intN(K, o)), and
α∗K(S
n−1 ∩N(K, o))\α∗K(Sn−1 ∩ intN(K, o)) ⊂ Sn−1 ∩ ∂N(K, o)∗
and Hn−1(Sn−1 ∩ ∂N(K, o)∗) = 0.
For Lemma 2.1, the only additional observation needed is that if u ∈ Sn−1 and x = ̺K(u)u ∈ ∂K,
then ‖x‖Q = ̺K(u)/̺Q(u).
Lemma 6.1. If q > 0, Q ∈ Sn(0), K ∈ Kno with intK 6= ∅, and the Borel function g : Sn−1 → R is
bounded, then∫
Sn−1
g(u) dC˜q(K,Q, u) =
1
n
∫
Sn−1∩(intN(K,o)∗)
g(αK(u))̺K(u)
q̺Q(u)
n−q dHn−1(u)(67)
=
1
n
∫
∂′K\ΞK
g(νK(x))〈νK(x), x〉‖x‖q−nQ dHn−1(x),(68)
=
1
n
∫
∂′K
g(νK(x))〈νK(x), x〉‖x‖q−nQ dHn−1(x)(69)
From (69) we deduce the following.
Corollary 6.2. If q > 0, Q ∈ Sn(0), K ∈ Kno with intK 6= ∅ and Hn−1(ΞK) = 0, then the surface
area measure S(K, ·) is absolutely continuous with respect to C˜q(K,Q, ·).
Corollary 6.2 will be useful for the differential equation representing the Lp dual Minkowski
problem in Section 7.
Now, arguments verifying Lemma 6.3 and Proposition 6.4 use (67) in a similar way as the proofs
of Lemmas 2.2 and 2.3 are based on (22).
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Lemma 6.3. For q > 0 and Q ∈ Sn(0), V˜q(K) is a continuous function of K ∈ Kno with respect to
the Hausdorff distance.
Proposition 6.4. If q > 0, Q ∈ Sn(0) and {Km}, m ∈ N, tends to K for Km, K ∈ Kno , then
C˜q(Km, Q, ·) tends weakly to C˜q(K,Q, ·).
For q > 0, we extend Theorem 6.8 in [24] (see (10)) to any convex body containing the origin
on its boundary. For Q ∈ Sn(o), we observe that if P ∈ Kno is a polytope with intP 6= ∅ and
v1, . . . , vl ∈ Sn−1 are the exterior normals of the facets of P not containing the origin, then
Lemma 6.1 yields
(70)
supp C˜q(P,Q, ·) = {v1, . . . , vl}, and
C˜q(P,Q, {vi}) = 1
n
∫
π˜(F (P,vi))
̺qP (u)̺
n−q
Q (u) dHn−1(u)
=
1
n
∫
F (P,vi))
hP (vi)‖x‖q−nQ dHn−1(x) for i = 1, . . . , l.
Lemma 6.5. If q > 0, K ∈ Kno , Q ∈ Sn(o), g is a bounded real Borel function on Sn−1 and
ϕ ∈ SL(n,R), then∫
Sn−1
g(u) dC˜q(ϕK,ϕQ, u) =
∫
Sn−1
g
(
ϕ−tu
‖ϕ−tu‖
)
dC˜q(K,Q, u).
Proof. It is suficient to prove Lemma 6.5 for the case when g is continuous. Therefore, it follows
from Proposition 6.4 and polytopal approximation that we may assume that K is an n-dimensional
polytope. We write u1, . . . , uk to denote the exterior unit normals of K, and set Fi = F (K, ui) for
i = 1, . . . , k. It follows that the exterior unit normal at the facet ϕFi of ϕK is vi =
ϕ−tui
‖ϕ−tui‖ for
i = 1, . . . , k.
For any i = 1, . . . , k, detϕ = 1 yields that the volumes of the cones over the facets do not
change, and hence 1
n
hϕK(vi) · Hn−1(ϕFi) = 1nhK(ui) · Hn−1(Fi), which in turn implies that
(71) det
(
ϕ|u⊥i
)
=
hK(ui)
hϕK(vi)
.
We note that the linearity of ϕ yields ‖ϕy‖ϕQ = ‖y‖Q for any y ∈ Rn. We deduce first from (70)
and later from (71) that∫
Sn−1
g(u) dC˜q(ϕK,ϕQ, u) =
1
n
k∑
i=1
∫
ϕFi
g(vi)‖x‖q−nϕQ hϕK(vi) dHn−1(x)
=
1
n
k∑
i=1
∫
Fi
g(vi)‖y‖q−nQ hϕK(vi) det
(
ϕ|u⊥i
)
dHn−1(y)
=
1
n
k∑
i=1
∫
Fi
g
(
ϕ−tui
‖ϕ−tui‖
)
‖y‖q−nQ hK(ui) dHn−1(y),
which in turn implies Lemma 6.5 by (70). 
bubu
For w ∈ Sn−1 and α ∈ (−1, 1), we define
Γ(w, α) = {u ∈ Sn−1 : |〈u, w〉|<α}.
THE Lp DUAL MINKOWSKI PROBLEM FOR p > 1 AND q > 0 23
Since the restriction of the radial projection π˜ satisfies that ‖π˜(x1) − π˜(x2)‖ ≤ ‖x1 − x2‖ for
x1, x2 ∈ (w⊥ ∩ Sn−1) + linw, we have
Lemma 6.6. If w ∈ Sn−1 and α ∈ (−1, 1), then
Hn−1(Γ(w, α)) ≤ (n− 2)κn−2 · 2α√
1− α2 .
For Lemma 6.7, we start with u1, . . . , uk ∈ Sn−1 that are not contained in a closed hemi-sphere.
For z = (z1, . . . , zk) ∈ Rk+, we define
(72) P (z) = {x ∈ Rn : 〈x, ui〉 ≤ zi for i = 1, . . . , k}.
We observe that P (z) is an n-dimensional polytope with o ∈ intP (z), and any facet exterior unit
normal is among u1, . . . , uk. The following is the special case of polytopes of Theorem 6.2 in
Lutwak, Yang, Zhang [24]. For the sake of completeness, we provide the proof in this special case.
Lemma 6.7 (Lutwak, Yang, Zhang [24]). If q 6= 0, Q ∈ Sn(o), η ∈ (0, 1) and zt = (z1(t), . . . , zk(t)) ∈
R
k
+ for t ∈ (−η, η) are such that limt→0+ zi(t)−z(0)t = z′i(0) ∈ R for i = 1, . . . , k exists, then the P (zt)
defined in (72) satisfies that
lim
t→0+
V˜q(P (zt), Q)− V˜q(P (z0), Q)
t
= q
k∑
i=1
z′i(0)
hP (z0)(ui)
· C˜q(P (z0), Q, {ui}).
Proof. We set P0 = P (z0). We may assume that F (P0, ui) is an (n− 1)-dimensional facet of P0 if
and only if i ≤ l where l ≤ k.
For a point x ∈ Rn and affine d-plane A, 1 ≤ d ≤ n − 1, we write δ(x,A) for the distance
of x from A. For i = 1, . . . , k, let Hi be the hyperplane {x ∈ Rn : 〈ui, x〉 = zi(0)}, and for
i, j ∈ {1, . . . , k} with ui 6= ±uj, let Aij = Hi ∩Hj , which is an affine (n− 2)-plane not containing
the origin. Therefore linAij is (n − 1)-dimensional, and let wij ∈ Sn−1 be orthogonal to linAij.
Choosing the number ∆ in such a way that for any i, j ∈ {1, . . . , k} with ui 6= ±uj, we have
(1− 〈ui, uj〉2)−1/2 ≤ ∆, we deduce that if s > 0 and i, j ∈ {1, . . . , k} with ui 6= ±uj, then
(73) y ∈ Hi and d(y,Hj) ≤ s yield d(y, Aij) ≤ ∆s.
Possibly decreasing η > 0, we may assume that there exist r, R, Z > 0 such that if t ∈ (−η, η),
then
rBn ⊂ P (zt) ⊂ RBn, and
|zi(t)− zi(0)| ≤ Z|t| for i = 1, . . . , k.
If u ∈ π˜(F (P (zt), ui) for i ∈ {1, . . . , l} and t ∈ (−η, η), then 〈̺P (zt)(u) u, ui〉 = zi(t) ≥ r, therefore
(74) 〈u, ui〉 ≥ r
R
.
In addition, ̺P (zt)(u) u ∈ P (zt), thus
(75) ̺P (zt)(u) ≤
zi(t)
〈ui, u〉 .
Now if u ∈ π˜(F (P0, ui)) for i ∈ {1, . . . , l} and ̺P (zt)(u) < zi(t)〈ui,u〉 , then there exists j ∈ {1, . . . , k}
with uj 6= ±ui satisfying ̺P (zt)(u) u ∈ F (P (zt), uj), or in other words,
̺P (zt)(u) =
zj(t)
〈uj, u〉 ;
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and we claim that
u ∈ Γ(wij, c1 · |t|), where c1 = ∆RZr2 , and(76)
|̺P (zt)(u)− ̺P0(u)| ≤ c2 · |t|, where c2 = R
2Z
r2
(77)
On the one hand, (74) yields that
(78)
∥∥∥∥̺P0(u) u− zi(t)〈ui, u〉 u
∥∥∥∥ = |zi(0)− zi(t)|〈ui, u〉 ≤ RZr · |t|.
On the other hand, since zi(t)〈ui,u〉 u 6∈ P (zt), there exists j ∈ {1, . . . , k} with uj 6= ±ui such that
(79)
〈
uj,
zi(t)
〈ui, u〉 u
〉
> zj(t),
and hence uj 6= ±ui. In turn it follows from (78) that
d(̺P0(u) u,Hj) = zj(t)− 〈uj, ̺P0(u) u〉 <
〈
uj,
zi(t)
〈ui, u〉 u
〉
− 〈uj, ̺P0(u) u〉 ≤
RZ
r
· |t|.
We deduce from (73) that d(̺P0(u)u,Aij) ≤ ∆RZr · |t|, and hence
|〈wij, ̺P0(u) u〉| ≤
∆RZ
r
· |t|.
Finally, ̺P0(u) ≥ r yields (76).
For (77), we deduce from ̺P (zt)(u) =
zj(t)
〈uj ,u〉 , (78) and (79) that
〈uj, ̺P0(u) u〉 > zj(t)−
RZ
r
· |t| = ̺P (zt)(u)〈uj, u〉 −
RZ
r
· |t|.
On the other hand, since ̺P0(u) u ∈ P0, we have
〈uj, ̺P0(u) u〉 ≤ zj(0) ≤ zj(t) + Z|t| ≤ ̺P (zt)(u)〈uj, u〉+ Z|t|,
which in turn yields
〈uj, u〉|̺P (zt)(u)− ̺P0(u)| ≤
2RZ
r
· |t|.
Since 〈uj, u〉 ≥ rR according to (74) for j instead of i, we conclude (77).
For i = 1, . . . , k, we write Xi to denote the set of all u ∈ π˜(F (P0, ui)) such that u ∈ Γ(wij , c1 · |t|)
for some j ∈ {1, . . . , k} with uj 6= ±ui. Using ̺P0(u) = zi(0)〈ui,u〉 for i = 1, . . . , l and u ∈ π˜(F (P0, ui)),
(75) and (76), it follows that F (t) = V˜q(P (zt),Q)−V˜q(P0,Q)
t
satisfies
F (t) =
1
n
l∑
i=1
∫
π˜(F (P0,ui))
̺P (zt)(u)
q − ̺P0(u)q
t
· ̺Q(u)n−q dHn−1(u)
=
1
n
k∑
i=1
∫
Xi
(
̺P (zt)(u)
q − ̺P0(u)q
t
+
zi(0)
q − zi(t)q
〈u, ui〉qt
)
· ̺Q(u)n−q dHn−1(u) +
+
1
n
l∑
i=1
∫
π˜(F (P0,ui))
zi(t)
q − zi(0)q
〈u, ui〉qt · ̺Q(u)
n−q dHn−1(u)
We deduce from (74), (77) and |zi(t)− zi(0)| ≤ Z|t| that
̺P (zt)(u)
q − ̺P0(u)q
t
+
zi(0)
q − zi(t)q
〈u, ui〉qt
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is uniformly bounded on π˜(F (P0, ui)) as t tends to 0. Since hP0(ui) = zi(0) for i = 1, . . . , l and
Hn−1(Xi) = O(t) according to Lemma 6.6, we deduce
lim
t→0
F (t) =
q
n
l∑
i=1
∫
π˜(F (P0,ui))
zi(0)
q−1z′i(0)
〈u, ui〉qt · ̺Q(u)
n−q dHn−1(u) = q
l∑
i=1
z′i(0)
hP0(ui)
· C˜q(P0, Q, {ui}).
As C˜q(P0, Q, {ui}) = 0 for i > l, we conclude Lemma 6.7. 
Now we sketch the necessary changes needed to extend Theorem 3.1 to the case when Q is a
star body.
Theorem 6.8. Let p > 1, q > 0 and Q ∈ Sn(o), and let µ be a discrete measure on Sn−1 that
is not concentrated on any closed hemisphere. Then there exists a polytope P ∈ Kn(o) such that
V˜q(P,Q)
−1C˜p,q(P,Q, ·) = µ.
Sketch of the proof Theorem 6.8. Let p > 1, q > 0 and µ a discrete measure on Sn−1 that is
not concentrated on any closed hemisphere. Let suppµ = {u1, . . . , uk}, and let µ({ui}) = αi > 0,
i = 1, . . . , k. For any z = (t1, . . . , tk) ∈ (R≥0)k, we define
Φ(z) =
k∑
i=1
αit
p
i ,
P (z) = {x ∈ Rn : 〈x, ui〉 ≤ ti ∀i = 1, . . . , k},(80)
Ψ(z) = V˜q(P (z), Q).
Since αi > 0 for i = 1, . . . , k, the set Z = {z ∈ (R≥0)k : Φ(z) = 1} is compact, and hence
Lemma 6.3 yields the existence of z0 ∈ Z such that
Ψ(z0) = max{Ψ(z) : z ∈ Z}.
Now, similarly to the proof of Theorem 3.1, only using Lemma 6.7 in place of Lemma 3.3, we prove
that o ∈ intP (z0) and that there exists a λ0 > 0 such that
V˜q(λ0P (z0), Q)
−1C˜p,q(λ0P (z0), Q, ·) = µ.
Therefore we can choose P = λ0P (z0) in Theorem 6.8. 
Proof of Theorem 1.1. Theorem 6.8 yields Theorem 1.1 using the same argument as the one
at the end of Section 3. 
Next, we extend the results of Section 4 on the Lp dual curvature measures to the case when a
star body Q ∈ Sn(o) is involved. The first of these extensions can be obtained as Corollary 4.1.
Corollary 6.9. If p > 1, q > 0, Q ∈ Sn(o), K ∈ Kno with intK 6= ∅, C˜p,q(K,Sn−1) < ∞ and
Hn−1(ΞK) = 0, and the Borel function g : Sn−1 → R is bounded, then∫
Sn−1
g(u) dC˜p,q(K,Q, u) =
1
n
∫
∂′K
g(νK(x))〈νK(x), x〉1−p‖x‖q−nQ dHn−1(x).
Lemmas 6.10 and 6.11 can be proved essentially the same way as Lemmas 4.2 and 4.3.
Lemma 6.10. For n ≥ 2, p > 1, q > 0 and Q ∈ Sn(o), there exists constant c > 0 depending only
on p, q, n,Q such that if K ∈ Kn(o), then
C˜p,q(K,Q, S
n−1) ≥ c · r(K)−p · V˜q(K,Q).
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Lemma 6.11. If p > 1, 0 < q ≤ p, Q ∈ Sn(o) and Km ∈ Kn(o) for m ∈ N tend to K ∈ Kno with
intK 6= ∅ such that C˜p,q(Km, Q, Sn−1) stays bounded, then K ∈ Kn(o).
Since the sequence {C˜p,q(Km, Q, Sn−1)} in Lemma 6.12 is bounded if and only if {C˜p,q(Km, Sn−1)}
is bounded, Lemma 4.4 directly yields Lemma 6.12.
Lemma 6.12. If p > 1, q > 0, Q ∈ Sn(o) and Km ∈ Kn(o) for m ∈ N tend to K ∈ Kno with intK 6= ∅
such that C˜p,q(Km, Q, S
n−1) stays bounded, then Hn−1(ΞK) = 0.
Using Theorem 6.8, Proposition 6.4 and Lemmas 6.10, 6.11 and 6.12, an argument similar to
the one leading to Theorem 5.2 implies
Theorem 6.13. For p > 1, q > 0, Q ∈ Sn(o) and a finite Borel measure µ on Sn−1 not concentrated
on a closed hemisphere, there exists a convex body K ∈ Kno with intK 6= 0 and Hn−1(ΞK) = 0 such
that
V˜q(K,Q)h
p
Kdµ = dC˜q(K,Q, ·),
and, in addition, K ∈ Kn(o) if p ≥ q.
Proof of Theorem 1.2. Theorem 6.13 yields Theorem 1.2 using essentialy the same argument
as the one at the end of Section 5. 
7. The regularity of the solution
Given p > 1, q > 0, and a finite non-trivial Borel measure µ on Sn−1 not concentrated on any
closed hemisphere, the Lp dual Minkowski problem asks for a convex body K ∈ Kno such that
Hn−1(ΞK) = 0 and
(81) hp−1K dµ = dC˜q(K, ·).
First we discuss why the condition Hn−1(ΞK) = 0 is natural.
Example 7.1. For p > 1 and q > 0 with p 6= q, there exists a discrete measure µ on Sn−1 and
polytopes P0 and P such that
hp−1P dµ = dC˜q(P, ·) and hp−1P0 dµ = dC˜q(P0, ·)
with o ∈ intP and Hn−1(ΞP0) > 0.
Proof. Let P0 be any polytope in R
n such that u0, . . . , uk denote the exterior unit nomals to its
facets, hP0(u0) = 0, hP0(ui) > 0 for i = 1, . . . , k, and no closed hemisphere contains u1, . . . , uk. Let
supp µ = {u1, . . . , uk}, and let µ({ui}) = C˜p,q(P0, {ui}) for i = 1, . . . , k. According to Theorem 1.1,
there exists a polytope P ∈ Kn(o) such that C˜p,q(P, ·) = µ. 
We recall that according to Hug, Lutwak, Yang, Zhang [16], if p > 1 and q = n, then there
is a unique solution P to the Lp dual Minkowski problem (81) for any measure µ on S
n−1 not
concentrated on any closed hemisphere with Hn−1(Ξp) = 0; namely, P ∈ Kn(o).
We now turn to absolute continuous measures on Sn−1. We write D and D2 to denote the
derivative and the Hessian of real functions on Euclidean spaces, and ∇ and ∇2 to denote the
gradient and the Hessian of real functions on Sn−1 with respect to a moving orthonormal frame
on Sn−1.
First, let us discuss some relation between the support function and the boundary of a convex
body. Let C ∈ Kn(o). If y ∈ Rn\{o}, then it is well-known (see Schneider [27]) that the face with
exterior normal y is the set of derivatives of the support functions hC at y; namely,
(82) F (C, y) = ∂hC(y) = {z ∈ Rn : hC(x) ≥ hC(y) + 〈z, x− y〉 for each x ∈ Rn}.
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We note that hC is differentiable at Hn almost all points of Rn being convex, and Hn−1 almost all
points of Sn−1 being, in addition, 1-homogeneous. It follows that whenever hC is differentiable at
u ∈ Sn−1 (and hence for Hn−1 almost every u ∈ Sn−1), we have
DhC(u) = x where u is an exterior normal at x ∈ ∂C;(83)
〈DhC(u), u〉 = hC(u).(84)
In addition, (84) yields
DhC(u) = ∇hK(u) + hK(u) u, and(85)
‖x‖ = ‖DhC(u)‖ =
√
h(u)2 + ‖∇hC(u)‖2.(86)
According to Corollary 6.2, if q > 0 and Hn−1(ΞK) = 0 for K ∈ Kno , then the surface area
measure S(K, ·) is absolutely continuous with respect to C˜q(K, ·). We deduce from Lemma 6.1,
(83) and (86) that if dC˜p,q(K, ·) = f dHn−1 for a non-negative L1 functon f on Sn−1, then the
Monge-Ampe`re equation for the Lp dual curvature measure is
(87) det(∇2h + h Id) = 1
n
hp−1
(‖∇h‖2 + h2)n−q2 · f.
In the case when a star body Q ∈ Sn(o) is involved, we deduce from Lemma 6.1, (83) and (85) that
the Monge-Ampe`re equation for the Lp dual curvature measure is
(88) det(∇2h(u) + h(u) Id) = 1
n
h(u)p−1 ‖∇hK(u) + hK(u) u‖n−qQ · f(u).
In the rest of this section, we consider solutions to (87) in the case when there exist c2 > c1 > 0
satisfying
(89) c1 < f(u) < c2 for u ∈ Sn−1.
Example 7.2. Given q > p > 1, there exists a K ∈ Kno such that intK 6= ∅, o ∈ ∂K is not a
smooth point, ΞK = {o} and hK satisfies both (87) and (89) in the sense of measure where actually
f is positive and continuous on Sn−1.
Proof. For positive functions g1 and g2 on B
n−1, we write
g1 ≈ g2 if α1g1(x) ≤ g2(x) ≤ α2g2(x) for x ∈ Bn−1\{o},
where α2 > α1 > 0 are constants depending only on n, p, q.
We define g : Rn−1 → R by the formula
g(x) = ‖x‖+ ‖x‖θ for θ = q/p > 1,
and we consider a convex body K ∈ Kno such that the graph of g above Bn−1 is part of ∂K and
∂K\{o} is C2+. We observe that
N(K, o) = {(x, t) : x ∈ Rn−1 and t ≤ −‖x‖}.
For x ∈ Bn\{o},
Dg(x) = x
(‖x‖−1 + θ‖x‖θ−2) ,
‖Dg(x)‖ = 1 + θ‖x‖θ−1 ≈ 1.
For y = (x, g(x)) ∈ ∂K and x ∈ Bn−1 \ {o} we have
νK(y) = (1 + ‖Dg(x)‖2)−1(Dg(x),−1),
〈νK(y), y〉 = (1 + ‖Dg(x)‖2)−1〈(Dg(x),−1), (x, g(x))〉 = (θ − 1)‖x‖θ ≈ ‖x‖θ,
‖y‖ =
√
‖x‖2 + (‖x‖+ ‖x‖θ)2 = ‖x‖
√
2 + 2‖x‖θ−1 + ‖x‖2θ−2 ≈ ‖x‖.
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At x ∈ Bn−1\{o}, we have
detD2g(x) = θ(θ − 1)‖x‖θ−2(‖x‖−1 + θ‖x‖θ−2)n−2 ≈ ‖x‖θ−2‖x‖−n+2 = ‖x‖θ−n.
Setting u = νK(y) and writing κ(y) to denote the Gaussian curvature at y, we have
det
(∇2hK(u) + hK(u) Id) = κ(y)−1 = (1 + ‖Dg(x)‖2) 1+n2
detD2g(x)
≈ ‖x‖n−θ.
Let us consider the spherically open set
U = {νK(y) : y = (x, g(x)) and x ∈ intBn−1\{o}}.
Since ∂K\{o} is C2+, we deduce that there exists some continuous function f on Sn−1\N(K, o) such
that dC˜p,q(K, ·) = f dHn−1 on Sn−1\N(K, o). It follows from (87) and the considerations above that
if u ∈ U with u = νK(y) and y = (x, g(x)) for x ∈ intBn−1\{o}, then ‖y‖2 = ‖∇hK(u)‖2+ hK(u)2
and
f(u) = n det
(∇2hK(u) + hK(u) Id)hK(u)1−p (‖∇hK(u)‖2 + hK(u)2) q−n2
=
(1 + ‖Dg(x)‖2) 1+n2
detD2g(x)
[
(θ − 1)‖x‖θ]1−p (‖x‖2 + (‖x‖+ ‖x‖θ)2) q−n2(90)
≈ ‖x‖n−θ‖x‖θ(1−p)‖x‖q−n = ‖x‖q−θp = 1.(91)
The expression (90) has some limit F > 0 as x ∈ Bn−1\{o} tends to o according to the formulas
above, therefore defining f(u) = F for u ∈ N(K, o) ∩ Sn−1, (91) yields that f is a positive
continuous function on Sn−1 satisfying (87) in the sense of measure. 
Let us recall some fundamental properties of Monge-Ampe`re equations based on the survey
Trudinger, Wang [28]. Given a convex function v defined in an open convex set Ω of Rn, Dv and
D2v denote its gradient and its Hessian, respectively. When v is a convex function defined in an
open convex set Ω ⊂ Rn, the subgradient ∂v(x) of v at x ∈ Ω is defined as
∂v(x) = {z ∈ Rn : v(y) ≥ v(x) + 〈z, y − x〉 for each y ∈ Ω},
which is a compact convex set. If ω ⊂ Ω is a Borel set, then we denote by Nv(ω) the image of ω
via the gradient map of v, i.e.
Nv(ω) =
⋃
x∈ω
∂v(x).
The associated Monge-Ampe`re measure is defined by
(92) µv(ω) = Hn
(
Nv
(
ω
))
.
We observe that if v is C2, then
µv(ω) =
∫
ω
det(D2v).
We say that a convex function v is the solution of a Monge-Ampe`re equation in the sense of
measure (or in the Alexandrov sense), if it solves the corresponding integral formula for µv instead
of the original formula for det(D2v).
If K is any convex body in Rn, then
(93) ∂hK(u) = F (K, u),
see Schneider [27, Thm. 1.7.4]. In particular, for any Borel ω ⊂ Sn−1, the surface area measure
SK satisfies
SK(ω) = Hn−1
( ∪u∈ω F (K, u)) = Hn−1( ∪u∈ω ∂hK(u)),
and hence SK is the analogue of the Monge-Ampe`re measure for the restriction of hK to S
n−1.
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We use Lemma 7.3 to transfer the Lp dual Minkowski Monge-Ampe`re equation (87) on S
n−1
to a Euclidean Monge-Ampe`re equation on Rn−1. For e ∈ Sn−1, we consider the restriction of a
solution h of (87) to the hyperplane tangent to Sn−1 at e.
Lemma 7.3. For p > 1, q > 0, Q ∈ Sn(o), e ∈ Sn−1 and K ∈ Kno with Hn−1(ΞK) = 0, if h = hK is
a solution of (88) for a non-negative function f , and v(y) = hK(y+ e) holds for v : e
⊥ → R, then
v satisfies
(94) det(D2v(y)) = v(y)p−1 ‖Dv(y) + (〈Dv(y), y〉 − v(y)) · e‖n−qQ g(y) on e⊥
in the sense of measure, where for y ∈ e⊥, we have
g(y) =
(
1 + ‖y‖2)−n+p2 f ( e + y√
1 + ‖y‖2
)
.
Remark. ‖Dv(y)+(〈Dv(y), y〉−v(y)) ·e‖n−qQ = (‖Dv(y)‖2+(〈Dv(y), y〉−v(y))2)
n−q
2 if Q = Bn.
Proof. Thus using to Corollary 6.9 and (84), the Monge-Ampe`re equation for hK can be written
in the form
(95) dSK = h
p−1
K ‖DhK‖q−nQ f dHn−1 on Sn−1.
We consider π : e⊥ → Sn−1 defined by
(96) π(y) = (1 + ‖y‖2)−12 (y + e),
which is induced by the radial projection from the tangent hyperplane e + e⊥ to Sn−1. Since
〈π(x), e〉 = (1 + ‖x‖2)−12 , the Jacobian of π is
(97) detDπ(y) = (1 + ‖y‖2)−n2 .
For y ∈ e⊥, (93) and writing hK in terms of an orthonormal basis of Rn containing e, yield that
v satisfies
(98) ∂v(y) = ∂hK(y + e)|e⊥ = F (K, y + e)|e⊥ = F (K, π(y))|e⊥.
Let u = π(y) for some y ∈ e⊥, where v is differentiable. As hK is homogeneous of degree one,
we have DhK(y + e) = DhK(u), and therefore
Dv(y) = DhK(y + e)|e⊥ = DhK(u)|e⊥,
and hence DhK(u) = Dv(y) − te for some t ∈ R. Now 〈DhK(u), u〉 = hK(u) according to
(84), which in turn yields by u = (1 + ‖y‖2)−1(y + e) and hK(u) = (1 + ‖x‖2)−1v(y) that t =
〈Dv(y), y〉 − v(y). In other words, if v is differentiable at y ∈ e⊥ and u = π(y), then
(99) DhK(u) = DhK(e + y) = Dv(y) + (〈Dv(y), y〉 − v(y)) · e.
For a bounded Borel set ω ⊂ e⊥, we have using (99) that
Hn−1(Nv(ω)) = Hn−1 (∪y∈ω∂v(y))
= Hn−1 (∪u∈π(ω) (F (K, u)|e⊥)) = ∫
π(ω)
〈u, e〉 dSK(u)
=
∫
π(ω)
〈u, e〉hp−1K (u)‖DhK(u)‖q−nf(u) dHn−1(u)
=
∫
ω
(1 + ‖y‖2)−n−p2 v(y)p−1 ‖Dv(y) + (〈Dv(y), y〉 − v(y)) · e‖n−q f(π(y)) dHn−1(y)
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where we used in the last step that
v(y) = hK(y + e) = (1 + ‖y‖2) 12hK(π(y)).
In particular, v satisfies the Monge-Ampe`re type differential equation
detD2v(y) = (1 + ‖y‖2)−n+p2 v(y)p−1 ‖Dv(y) + (〈Dv(y), y〉 − v(y)) · e‖n−q f(π(y)) on e⊥,
or in other words, v satisfies (94) on e⊥. 
The following results by Caffarelli (see Theorem 1 and Corollary 1 in [7] for (i) and (ii), and for
(iii)) are the core of the discussion of the part of the boundary of a convex body K, where the
support function at some normal vector is positive.
Theorem 7.4 (Caffarelli). Let λ2 > λ1 > 0, and let v be a convex function on an open bounded
convex set Ω ⊂ Rn such that
(100) λ1 ≤ detD2v ≤ λ2
in the sense of measure.
(i): If v is non-negative and S = {y ∈ Ω : v(y) = 0} is not a point, then S has no extremal
point in Ω.
(ii): If v is strictly convex, then v is C1.
We recall that (100) is equivalent to saying that for each bounded Borel set ω ⊂ Ω, we have
λ1Hn(ω) ≤ µv(ω) ≤ λ2Hn(ω),
where µv has been defined in (92).
Caffarelli [8] strengthened Theorem 7.4 to have some estimates on Ho¨lder continuity under some
additional assumptions on v.
Theorem 7.5 (Caffarelli). For real functions v and f on an open bounded convex set Ω ⊂ Rn, let
v be strictly convex, and let f be positive and continuous such that
(101) detD2v = f
in the sense of measure.
(i): Each z ∈ Ω has an open ball B ⊂ Ω around z such that the restriction of v to B is in
C1,α(B) for any α ∈ (0, 1).
(ii): If f is in Cα(Ω) for some α ∈ (0, 1), then each z ∈ Ω has an open ball B ⊂ Ω around z
such that the restriction of v to B is in C2,α(B).
Proof. For (i), what actually is the direct consequence of Caffarelli [8] Theorem 1 is that if v is
strictly convex, and f is positive and continuous, then each z ∈ Ω has an open ball B ⊂ Ω around
z such that the restriction of v to B is in the Sobolev space W 2,l(B) for any l > 1. However, the
Sobolev Embedding Theorem (see Demengel, Demengel [12]) yields that if l > n is chosen in a
way such that n
l
= 1− α, then W 2,l(B) ⊂ C1,α(B).
Finally, (ii) is just Theorem 2 of Caffarelli [8]. 
We will use, in the rest of the section, that there exists an ω ∈ (0, 1) depending on Q such that
(102) ω‖x‖ ≤ ‖x‖Q ≤ ω−1‖x‖ for x ∈ Rn.
Proof of Theorem 1.3. We recall that for some c2 > c1 > 0, we have
c1 < f(u) < c2 for u ∈ Sn−1
in (87).
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First, we analyze Lemma 7.3 for an e ∈ Sn−1\N(K, o). Since hK is continuous, there exist
α(e) ∈ (0, 1) and δ(e) > 0 depending on e and K such that hK(u) ≥ δ(e) for u ∈ clΩ(e, α(e)), and
hence clΩ(e, α(e))∩N(K, o) = ∅. It also follows that there exists ξ(e) ∈ (0, 1) depending on e and
K such that if some u ∈ clΩ(e, α(e)) is the exterior normal at an x ∈ ∂K, then ξ(e) ≤ ‖x‖ ≤ 1/ξ(e).
Let us consider the open (n−1)-ball Ωe = π−1(Ω(e, α(e))) for the π defined in (96), and let v be the
function of Lemma 7.3 on e⊥. We deduce from (83), (99) and (102) that there exists ξ˜(e) ∈ (0, 1)
depending on e and K such that if v is differentiable at y ∈ Ωe, then
(103) ξ˜(e) ≤ ‖Dv(y) + (〈Dv(y), y〉 − v(y)) · e‖Q ≤ 1/ξ˜(e).
Since v is bounded on clΩe with an upper bound depending on e and K and v(y) = hK(y+ e) ≥
δ(e) for y ∈ clΩe, we deduce from (103) and Lemma 7.3 that there exist λ2(e) > λ1(e) > 0
depending on e and K such that
(104) λ1(e) ≤ detD2v(y) ≤ λ2(e) for y ∈ Ωe.
In order to prove that K\ΞK is C1, we claim that for any z ∈ ∂K,
(105) dimN(K, z) ≥ 2 yields N(K, z) ⊂ N(K, o).
We assume, on the contrary that there exists z ∈ ∂K such that
dimN(K, z) ≥ 2 and N(K, z) 6⊂ N(K, o),
and seek a contradiction. It follows that there exists an extremal vector e of N(K, z) ∩ Sn−1 such
that hK(e) > 0.
We observe that v(y) = hK(y + e) ≥ 〈y + e, z〉 for y ∈ Ω with equality if and only if y ∈ S =
π−1(N(K, z) ∩ Ω(e, α(e))), therefore the first degree polynomial l(y) = 〈y + e, z〉 satisfies
v(y)− l(y)
{
= 0 if y ∈ S
> 0 if y ∈ Ω\S.
We have λ1(e) ≤ detD2(v − l) ≤ λ2(e) on Ω by (104). Since dimS ≥ 1 for S = {y ∈ e⊥ :
v(y)− l(y) = 0} and o is an extremal point of S by the choice of e, we have contradicted Caffarelli’s
Theorem 7.4 (i), completing the proof of (105).
In turn, (105) yields that
(106)
∂K\ΞK = {z ∈ ∂K : hK(u) > 0 at some u ∈ N(K, z)}, and
∂K\ΞK is C1.
Next we prove that v is strictly convex on clΩe for e ∈ Sn−1\N(K, o); or equivalently,
(107) v
(
y1 + y2
2
)
<
v(y1) + v(y2)
2
for y1, y2 ∈ Ωe with y1 6= y2.
Let e+ 1
2
(y1 + y2) be an exterior normal at z ∈ ∂K. Since Ωe∩N(K, o) = ∅, it follows from (106)
that z ∈ ∂K\ΞK and z is a smooth point. For i = 1, 2, e+ yi and e+ 12(y1 + y2) are independent,
therefore
v(yi) = hK(e + yi) > 〈z, e+ yi〉.
We conclude that
v(y1) + v(y2)
2
>
〈
z, e +
y1 + y2
2
〉
= hK
(
e +
y1 + y2
2
)
= v
(
y1 + y2
2
)
,
proving (107).
We deduce from (104), the strict convexity (107) of v, and from Caffarelli’s Theorem 7.4 (ii)
that v is C1 on clΩe for any e ∈ Sn−1\N(K, o). We deduce that hK is C1 on Rn\N(K, o), and
hence ∂K\ΞK contains no segment, completing the proof of Theorem 1.3 (i).
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Next, we turn to Theorem 1.3 (ii) and (iii), and hence we assume that f is continuous. Let
e ∈ Sn−1\N(K, o), and we apply again Lemma 7.3 for this e. Since v is C1 on clΩe, we deduce that
the right hand side of (94) is continuous. As v is strictly convex on clΩe by (107), Theorem 7.5
(i) applies, and hence there exists an open ball B of e⊥ centered at o such that v is C1,α on B for
any α ∈ (0, 1). In turn, we deduce Theorem 1.3 (ii).
Finally, let us assume that f is Cα on Sn−1. As v is C1,α on B, it follows that the right hand
side of (94) is Cα on B, as well. Therefore Theorem 7.5 (ii) yields that v is C2,α on an open ball
B0 ⊂ B of e⊥ centered at o. We deduce from (104) that detD2v(0) > 0, concluding the proof of
Theorem 1.3. 
Next, we discuss how the ideas leading to Theorem 1.3 work for any p, q ∈ R provided that
o ∈ intK. First of all, the following is the version of Lemma 7.3 for the case when K ∈ Kn(o), which
can be proved just like Lemma 7.3.
Lemma 7.6. For p, q ∈ R, Q ∈ Sn(o), e ∈ Sn−1 and K ∈ Kn(o), if h = hK is a solution of (88) for
a non-negative function f , and v(y) = h(y + e) holds for v : e⊥ → R, then v satisfies
det(D2v(y)) = v(y)p−1 ‖Dv(y) + (〈Dv(y), y〉 − v(y)) · e‖n−qQ g(y) on e⊥
in the sense of measure, where for y ∈ e⊥, we have that
g(y) =
(
1 + ‖y‖2)−n+p2 f ( e + y√
1 + ‖y‖2
)
.
Proof of Theorem 1.5. Instead of Corollary 6.9, we use that according to Lemma 5.1 in
Lutwak, Yang and Zhang [24], which states that∫
Sn−1
g(u) dC˜p,q(K,Q, u) =
1
n
∫
∂′K
g(νK(x))〈νK(x), x〉1−p‖x‖q−nQ dHn−1(x)
for any bounded Borel function g : Sn−1 → R. Therefore using (83), the Monge-Ampe`re equation
for hK can be written in the form
dSK = h
p−1
K ‖DhK‖q−nQ f dHn−1 on Sn−1.
Now the same argument as for Theorem 1.3 yields Theorem 1.5 (i), and the versions of Theo-
rem 1.5 (ii) and (iii), where hK is locally C
1,α on Sn−1 in Theorem 1.5 (ii), and hK is locally C2,α
on Sn−1 in Theorem 1.5 (iii). However, Sn−1 is compact, therefore hK is globally C1,α on Sn−1 in
Theorem 1.5 (ii), and hK is globally C
2,α on Sn−1 in Theorem 1.5 (iii). 
Finally, we start our preparations for proving Theorem 1.4. The following Lemma 7.7 is essen-
tially proved in Lemma 3.2 and Lemma 3.3 in [28] (see the remarks after the Lemma 7.7).
Lemma 7.7. Let v be a convex function defined on the closure of an open bounded convex set
Ω ⊂ Rn such that the Monge-Ampe`re measure µv is finite on Ω and v ≡ 0 on ∂Ω, and let
z0 + tE ⊂ Ω ⊂ z0 + E for t > 0 and z0 ∈ Ω and an origin centered ellipsoid E.
(i): If z ∈ Ω satisfies (z + sE) ∩ ∂Ω 6= ∅ for s > 0, then
|v(z)| ≤ s1/nτ0Hd(Ω)1/nµv(Ω)1/n
for some τ0 > 0 depending on n, t.
(ii): If µv(z0 + tE) ≥ b µv(Ω) for b > 0, then
(108) |v(z0)| ≥ τ1Hn(Ω)1/nµv(Ω)1/n
for some τ1 > 0 depending on n, t and b.
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We remark that Lemma 3.2 in [28] proves (108) with supΩ |v| instead of |v(z0)|. The inequal-
ity (108) follows from that and the claim that if Ω is an open bounded convex set in Rn and v is
a convex function on clΩ, that vanishes on ∂Ω, and z0 + tE ⊂ Ω ⊂ z0 + E for an origin centered
ellipsoid E, then
(109) |v(z0)| ≥ t/(t+ 1) sup
Ω
|v|.
To prove (109), we note that v is non-positive, and choose z1 ∈ clΩ where v attains its minimum.
Since z2 = z0 − t(z1 − z0) ∈ clΩ and z0 = t1+t z1 + 11+t z2, we have
v(z0) ≤ t
1 + t
v(z1) +
1
1 + t
v(z2) ≤ t
1 + t
v(z1),
verifying (109).
Now we show that Theorem 1.4 is invariant under volume preserving linear transformations.
Lemma 7.8. Let 1 < p < q, Q ∈ Sn(o), ϕ ∈ SL(n,R) and let K ∈ Kno with Hn−1(ΞK) = 0 and
intK 6= ∅. If
dC˜q(K,Q, ·) = hpKf dHn−1
for c2 > c1 > 0 and for a Borel function f on S
n−1 satisfying c1 ≤ f ≤ c2, then
dC˜q(ϕK, ·) = hpϕK f˜ dHn−1
for c˜2 > c˜1 > 0 and for a Borel function f˜ on S
n−1 satisfying c˜1 ≤ f˜ ≤ c˜2 where Hn−1(ΞϕK) = 0.
Proof. Since ϕ is Lipschitz, we deduce that Hn−1(ΞϕK) = 0.
As a first step to analyze the density function of C˜q(ϕK, ·) with respect to Hn−1, we prove that
(110) dC˜q(ϕK,ϕQ, ·) = hpϕKf ∗ dHn−1
for c∗2 > c
∗
1 > 0 and for a Borel function f
∗ on Sn−1 satisfying c∗1 ≤ f ∗ ≤ c∗2. For η ⊂ Sn−1,
1η denotes the characteristic function of η. We note that (110) is equivalent to prove that if
η ⊂ Sn−1\N(ϕK, o) is Borel, then
(111) c∗1Hn−1(η) ≤ C˜p,q(ϕK,ϕQ, η) =
∫
Sn−1
1ηh
−p
ϕKdC˜q(ϕK,ϕQ, ·) ≤ c∗2Hn−1(η).
We consider the C1 diffeomorphism ϕ˜ : Sn−1 → Sn−1 defined by
ϕ˜(u) =
ϕtu
‖ϕtu‖ ,
which satisfies that if η ⊂ Sn−1, then
1ϕ˜η(u) = 1η
(
ϕ−tu
‖ϕ−tu‖
)
There exist ℵ1,ℵ2 ∈ (0, 1) depending on ϕ such that
(112)
ℵ1‖u‖ ≤ ‖ϕ−t(u)‖ ≤ ℵ−11 ‖u‖ for u ∈ Sn−1;
ℵ2Hn−1(η) ≤ Hn−1(ϕ˜(η)) ≤ ℵ−12 Hn−1(η) for any Borel set η ⊂ Sn−1.
We also note if u ∈ Sn−1 is an exterior normal at z ∈ ∂K, then ϕ−tu is an exterior normal at
ϕz ∈ ∂ϕK, and hence
hϕK(ϕ
−tu) = 〈ϕ−tu, ϕz〉 = hK(u).
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It also follows that ϕtN(ϕK, o) = N(K, o). Therefore, if η ⊂ Sn−1\N(ϕK, o) is Borel, then
ϕ˜η ⊂ Sn−1\N(K, o), and we deduce from Lemma 6.5 that
C˜p,q(ϕK,ϕQ, η) =
∫
Sn−1
1ηh
−p
ϕKdC˜q(ϕK,ϕQ, ·)
=
∫
Sn−1
1η
(
ϕ−tu
‖ϕ−tu‖
)
hϕK
(
ϕ−tu
‖ϕ−tu‖
)−p
dC˜q(K,Q, u)
=
∫
Sn−1
1ϕ˜η(u)‖ϕ−tu‖phK(u)−pdC˜q(K,Q, u).
We deduce from (112) and the condition on C˜p,q(K,Q, ·) that
c1ℵp1Hn−1(ϕ˜η) ≤ C˜p,q(ϕK,ϕQ, η) ≤ c2ℵ−p1 Hn−1(ϕ˜η).
Therefore applying the estimate of (112) on Hn−1(ϕ˜η) yields (111).
According to Corollary 6.9, we have that
C˜p,q(ϕK,ϕQ, η) =
1
n
∫
∂′ϕK
1η(νϕK(x))〈νϕK(x), x〉1−p‖x‖q−nϕQ dHn−1(x).
There exists an ℵ3 ∈ (0, 1) depending on ϕ and Q such that
ℵ3‖x‖ ≤ ‖x‖ϕQ ≤ ℵ−13 ‖x‖ for x ∈ Rn.
In particular, the last estimate, Corollary 6.9 and (111) imply
c˜1Hn−1(η) ≤ C˜p,q(ϕK, η) ≤ c˜2Hn−1(η)
holds for any Borel set η ⊂ Sn−1\N(ϕK, o), where c˜1 = c∗1min{ℵq−n3 ,ℵn−q3 } and c˜2 = 1/c˜1, com-
pleting the proof of Lemma 7.8. 
We use Lemma 7.8 as follows. For any convex body K ∈ Kno such that o ∈ bdK and intK 6= ∅,
there exist a ∈ Sn−1, β ∈ (0, 1) and r0 > 0 such that
{x ∈ r0Bn : 〈x, a〉 ≥ β ‖x‖} ⊂ K.
Therefore, there exists ϕ ∈ SL(n,R) such that ϕa = λa for λ > 0 and ϕ(x) =
√
3
2
/
√
1− β2 x for
x ∈ a⊥, thus for some r1 > 0, we have{
x ∈ r1Bn : 〈x, a〉 ≥ 1
2
‖x‖
}
⊂ ϕK.
In particular, for this ϕ ∈ SL(n,R), we have 〈x, a〉 ≤ −
√
3
2
‖x‖ for any x ∈ N(ϕK, o), thus
(113) 〈x1, x2〉 ≥ 1
2
‖x1‖ ‖x2‖ for x1, x2 ∈ N(ϕK, o).
Proof of Theorem 1.4. If o ∈ intK, then Theorem 1.5 (i) yields Theorem 1.4. Therefore, we
assume that o ∈ ∂K and intK 6= ∅ for K ∈ Kno . We may also assume by Lemma 7.8 and (113)
that on the one hand, we have
(114) 〈x1, x2〉 ≥ 1
2
‖x1‖ ‖x2‖ for x1, x2 ∈ N(K, o),
and on the other hand, using (87) that there exist c2 > c1 > 0 and a real Borel function f on S
n−1
with c1 < f < c2 such that
(115) det(∇2hK + hK Id) = 1n hp−1K
(‖∇hK‖2 + h2K)n−q2 · f.
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We assume, on the contrary, that hK is not differentiable at some point of S
n−1, or equivalently,
that ∂K contains an at least one dimensional face according to (93), and seek a contradiction. It
follows from Theorem 1.3 (i) that any at least one dimensional face of K contains the origin o.
For ΞK = ∪{F (K, u) : u ∈ Sn−1 and hK(u) = 0}, we define γ > 0 and w ∈ Sn−1 such that
(116) γ = max{‖z‖ : z ∈ ΞK} > 0 and γw ∈ ΞK .
Let e ∈ Sn−1 be an exterior normal at (γ/2)w ∈ ΞK , therefore (82) yields
(117) ∂hK(e) = F (K, e) and o, γw ∈ F (K, e).
We may choose a closed convex cone C0 with apex o such that
(118)
N(K, o)\{o} ⊂ intC0
‖x‖ < 2γ for any x ∈ ∂K with νK(x) ∩ C0 6= ∅.
We choose δ > 0 such that
(119) {u ∈ Sn−1 : hK(u) ≤ δ} ⊂ intC0.
Let v be the function of Lemma 7.3 associated to e and hK on e
⊥, and hence (115) yields that
det(D2v(y)) ≥ c1
(1 + ‖y‖2)n+p2
v(y)p−1(‖Dv(y)‖2 + (〈Dv(y), y〉 − v(y))2)n−q2 ,(120)
det(D2v(y)) ≤ c2
(1 + ‖y‖2)n+p2
v(y)p−1(‖Dv(y)‖2 + (〈Dv(y), y〉 − v(y))2)n−q2(121)
in the sense of measure.
It follows from (116) and (117) that
∂v(o) = ∂hK(e)|e⊥ = F (K, e);
γ = max{‖z‖ : z ∈ ∂v(o)} > 0;
γw ∈ ∂v(o), where w ∈ Sn−1 ∩ e⊥.
Since v is convex, we have that
(122) v(y) ≥ max{0, γ〈w, y〉} for any y ∈ e⊥,
and if t > 0 tends to zero, then
(123) v(tw) = γ t+ o(t).
For small ε > 0, let us consider the first degree polynomial lε on e
⊥ defined by
lε(y) = (γ −
√
ε)〈w, y〉+ ε,
whose graph passes through εe and
√
ε w + γ
√
ε e.
We define
Ωε = {y ∈ e⊥ : v(y) < lε(y)},
Ω˜ε = {y ∈ e⊥ : v(y) ≤ lε(y)} = clΩε,
where Ω˜ε is a closed convex set, and Ωε is its relative interior with respect to e
⊥. We have o ∈ Ωε,
and since v(y) ≥ (γ −√ε)〈w, y〉 for y ∈ e⊥ by (122), we also have
(124) max{lε(y)− v(y) : y ∈ Ω˜ε} = max{lε(y)− v(y) : y ∈ Ωε} = lε(o)− v(o) = ε.
We observe that lε(y) ≥ γ〈w, y〉 for y ∈ e⊥ if and only if 〈w, y〉 ≤
√
ε. It follows that assuming
that ε > 0 is small enough to satisfy
√
ε < γ, if y ∈ Ω˜ε, then we have
(125)
−2ε
γ
< 〈w, y〉 ≤ √ε,
v(y) ≤ γ√ε.
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We observe that if t ∈ (0,√ε/2), then lε(tw)− γt ≥ ε/2, and hence (123) yields the existence of
θε ∈ (0,
√
ε] such that
(126) θε w ∈ Ωε and lim
ε→0+
ε/θε = 0.
We consider the set
U = ((e+ e⊥) ∩ intC0)− e ⊂ e⊥,
that is open in the topology of e⊥. If v(y) ≤ δ for y ∈ e⊥, then hK(u) ≤ δ for u = (y+e)/‖y+e‖ ∈
Sn−1, therefore (119) yields
{y ∈ e⊥ : v(y) ≤ δ} ⊂ U .
In particular, we deduce from (83), (99) and (118) that if v(y) ≤ δ at some y ∈ e⊥ where v is
differentiable, then
(127) ‖Dv(y) + (〈Dv(y), y〉 − v(y)) · e‖ ≤ 2γ.
Let L = e⊥ ∩ w⊥, and let us consider the closed convex set
Y = {y ∈ e⊥ : v(y) = 0} = (N(K, o) ∩ (e+ e⊥))− e,
and hence (114) and (125) imply
o ∈ Y ⊂
√
3Bn and Y = ∩ε>0Ωε.
Therefore (125) and (127) yield the existence of some ε0 > 0 such that if ε ∈ (0, ε0), then
Ωε ⊂ 2Bn;(128) (‖Dv(y)‖2 + (〈Dv(y), y〉 − v(y))2) 12 ≤ 2γ provided v is differentiable at y ∈ Ωε.(129)
Using (128) and (129), we deduce that (120) and (121) yield the existence of c˜1, c˜2 > 0 depending
on K and e and independent of ε such that if ε ∈ (0, ε0), then
(130) c˜1 v(y)
p−1‖Dv(y)‖n−q ≤ det(D2v(y)) ≤ c˜2v(y)p−1
hold on Ωε in the sense of measure.
We deduce from (126) that we may also assume that if ε ∈ (0, ε0), then we have (compare (125))
(131)
θε
16n
≥ 2ε
γ
.
In the following, we assume ε ∈ (0, ε0).
As Ωε is bounded by (128), Loewner’s (or John’s) theorem provides an (n − 1)-dimensional
ellipsoid Eε ⊂ e⊥ centered at the origin and a zε ∈ Ωε such that
(132) zε +
1
n
Eε ⊂ Ωε ⊂ zε + Eε.
Let hEε(w) = hε, and let aε ∈ Eε satisfy 〈aε, w〉 = hε. It follows from (126) and (132) that zε+Eε
contains a segment of length θε, therefore
(133) hε ≥ θε/2 ≥ 16nε
γ
and lim
ε→0+
ε
hε
= 0.
On the one hand, o ∈ Ωε ⊂ zε + Eε yields 〈zε, w〉 ≤ hε, and on the other hand, we deduce from
(125), (131) and (132) that
〈zε, w〉 − hε
n
=
〈
zε − aε
n
, w
〉
≥ −2ε
γ
≥ −hε
8n
,
therefore
(134)
7hε
8n
≤ 〈zε, w〉 ≤ hε.
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If y ∈ Ωε ⊂ zε + Eε, then 〈w, y〉 ≤ 2hε by (134), thus the definition of lε and (133) imply
v(y) ≤ lε(y) ≤ γ〈w, y〉+ ε ≤
(
2γ +
γ
16n
)
hε.
We write ℵ1,ℵ2, . . . to denote constants that depend on n, p, q, γ,K, e and are independent of ε.
We deduce from (130) that
(135) µv(Ωε) ≤
∫
Ωε
c˜2 v(y)
p−1 dHn−1(y) ≤ ℵ1hp−1ε Hn−1(Ωε) ≤ ℵ1hp−1ε Hn−1(Eε).
In order to apply Lemma 7.7, we prove
(136) µv(zε +
1
2n
Eε) ≥ ℵ2hp−1ε Hn−1(Eε).
We note that
(137) y − 1
2
aε ∈ Eε for y ∈ 12 Eε.
Let Zε = zε +
1
2n
Eε, and hence
(138) Hn−1(Zε) = 1
2n−1nn−1
Hn−1(Eε).
It follows from (132) and (137) that if y ∈ Zε, then
y − 1
2n
aε ∈ zε + 1n Eε ⊂ Ωε.
In turn, we deduce from (125) and (133) that if y ∈ Zε, then
〈y, w〉 − hε
2n
=
〈
y − 1
2n
aε, w
〉 ≥ −2ε
γ
≥ −hε
8n
,
therefore
(139) 〈y − 3hε
8n
w,w〉 ≥ 0.
On the one hand, it follows from (122) and (139) that if y ∈ Zε, then
(140) v(y) ≥ γ〈y, w〉 ≥ γ · 3hε
8n
.
On the other hand, it follows from (139) and the convexity of v, and finally by (133) that if v is
differentiable at y ∈ Zε, then
γ〈y, w〉 − 〈Dv(y), 3hε
8n
w〉 ≤ v(y)− 〈Dv(y), 3hε
8n
· w〉 ≤ v (y − 3hε
8n
w
) ≤ lε (y − 3hε8n w)
≤ γ 〈y − 3hε
8n
w,w
〉
+ ε ≤ γ〈y, w〉 − γ · 3hε
8n
+ γ · hε
16n
= γ〈y, w〉 − γ · 5hε
16n
.
In particular, if v is differentiable at y ∈ Zε, then 〈Dv(y), w〉 ≥ 56 γ, which, in turn, yields that
(141) ‖Dv(y)‖ ≥ 5
6
γ.
Since (130) implies
µv(zε +
1
2n
Eε) ≥
∫
Zε
c1v(y)
p−1‖Dv(y)‖n−q dHn−1(y),
we conclude (136) from (138), (140) and (141).
We deduce from combining (135) and (136) that
(142) µv(zε +
1
2n
Eε) ≥ ℵ3µv(Ωε)
for ℵ3 = ℵ1/ℵ2.
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We define v˜ = v − lε, which also satisfies (142). In particular, v˜ satisfies the conditions of
Lemma 7.7 with Ω = Ωε, E = Eε, t =
1
2n
, b = ℵ3, z = o and z0 = zε. In addition, we deduce from
(125) that we can use
s =
2ε
γhε
in Lemma 7.7. We conclude from Lemma 7.7 that
(143)
|v˜(o)|
|v˜(zε)| ≤ ℵ4s
1/n.
However, v˜(o) = −ε, and (109) yield that
|v˜(zε)| ≥ t
t + 1
· sup
Ωε
|v˜| ≥ ε
4n
.
We deduce from (143) that if ε ∈ (0, ε0), then
(144) 2n ≤ ℵ4
(
2ε
γhε
)1/n
.
Here limε→0+ εhε = 0 according to (133), which fact clearly contradicts (144). Finally, this contra-
diction proves Theorem 1.4. 
Remark. The reason that our method of proof does not work if q > n is that in that case
‖Dv(y)‖n−q can be arbitrarily large if v(y) > 0 and is very small.
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