The Business Plan for the Intelligent Vehic le Initiative (IVI) from the U.S. Department of Transportation (USDOT) contains several candidate services that address collision warning and collision avoidance systems. Recently, a proactive crash mitigation system is proposed to enhance the crash avoidance and survivability components of the IVI. Accurate object detection and recognition systems are a prerequisite for a proactive crash mitigation system, as system component deployment algorithms rely on accurate hazard detection, recognition, and tracking. In this paper, we present a vision-based approach to detect and recognize vehicles, calculate their motion parameters, and track multiple vehicles by using a sequence of gray-scale images taken from a moving vehicle. The vision-based system consists of four models: object detection model, object recognition model, object information model, and object tracking model. In order to detect potential objects on the road, several features of the objects are investigated, which include symmetrical shape and aspect ratio of a vehicle. A two-layer neural network is trained to recognize different types of vehicles. Recognition and tracking are accomplished by combining the analysis of single image frame with the analysis of consecutive image frames. In the analysis of single image frame, the system detects potential objects by using their shape features and recognizes the objects by using neural network. Once the objects are recognized, they are tracked in the consecutive image frames by only processing the interested areas given by previous frames. The analysis of the single image frame is performed every ten full-size images. The information model will judge whether the objects are hazardous to the host vehicle by using two parameters: time to collision (TTC) and its time derivative. Experimental results demonstrated a robust and accurate system in real time object recognition, vehicle tracking, and vehicle motion analysis over thousands of image frames.
Introduction

Intelligent Vehicle (IV) and Proactive Crash Mitigation System
The Business Plan for the Intelligent Vehicle Initiative (IVI) from the U.S. Department of Transportation (USDOT) Intelligent Transportation Systems (ITS) Joint Program Office [1] contains several candidate services that deal with collision warning and collision avoidance systems. Although this business plan addresses crash survivability through automatic collision notification, smart restraints, and smart occupant protection systems, it does not fully address the mitigation of crash severity. Recently, a proactive crash mitigation system [2] is proposed to enhance the crash avoidance and survivability components of the IVI. The proposed systems of the crash mitigation framework include: 1) smart crash control, 2) proactive exterior airbag system, 3) proactive auxiliary braking system (PABS), and 4) advanced object detection and recognition system. Figure 1 lays out the foundation for the crash mitigation system. The crash mitigation framework comprises conventional components (as shown in bolded and shaded boxes), ITS components (shown in shaded but not bolded boxes), and crash mitigation components (as shown in the white bolded boxes).
In order for the crash mitigation system and other crash avoidance systems to work, sophisticated invehicle detection and recognition systems need to be in place. The information of the driving environment is the premise for crash mitigation. The detection and recognition system should be able to detect and recognize various objects in the driving environment, and obtain the object information such as the relative speed, relative spacing, and other information related to the crash mitigation control logic. The accuracy of detecting an object is crucial for the entire system.
Object Detection and Recognition System
The difficulty of object detection and recognition is widely aware of, because of the complex nature and the large number of combinations of all features surrounding the vehicle. A wide range of sensors are available, including passive sensors such as video camera and active sensors such as radar. Different sensors may be appropriate for different sensing tasks. Active sensor such as radar depends on echoes from objects in the field of view. The reflectivity of the object is the most important factor. Radar can detect the conductor such as metal very well, but it has very poor performance on detecting dielectric such as wood and brick. The advantage of radar is that the relative speed and distance between the host vehicle and the preceding object can be determined directly in a single time interval. For the passive sensor such as video camera, objects must be distinguished from the background in the image. It usually requires analyzing images and identifying objects by pattern recognition. The determination of the distance and the closing speed of objects in the field also require a detailed analysis of multiple continuous frames. To detect and recognize the objects, the image analysis can not be conducted on a pixel by pixel basis, but at the object level. Thus, the computational cost of passive detection is higher than the active detection. However, the advantage of using passive sensors is that the objects in the field can be identified. The host vehicle can exactly know what it is in the field view.
The vision-based detection has problems recognizing objects under strong sunlight, especially sun glare. Shadows created by strong light are hard to recognize by the vision-based sensors, because there is no clear boundary between the object and its shadow. The deficiency for vision-based detection needs complementary sensors such as radar, laser, or infrared sensors. Unfortunately, without the vision-based detection, the active detection could face challenges in recognizing an object and its moving path.
For the proactive object detection, the optimal strategy is to integrate active sensors and passive sensors. Both active and passive sensors have their own advantages and disadvantages. The goal to integrate these two kinds of sensors is to improve the accuracy of detection and reduce false alarms, because both active and passive sensors will be influenced by noise. But the proactive system could not tolerate too many false 
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Lateral Control alarms and lose its credibility and reliability. Solely relying on inaccurate detection may result in falsedeployment or premature deployment. More studies will be performed to construct the relationship between passive sensors and active sensors as well as the integration of two systems.
The vision-based detection could serve as a long-range detection tool. It identifies safety-threaten object and activates the short-range detection. The short-range detection tools such as radar will be called in to overcome the deficiency of vision-based recognition. Using vision-based technology for long-range detection could be more suitable than other detection approaches, because the objects can be identified.
When an imminent danger is observed by the long-range detection, the short-range detection must be activated for verifying the information. It becomes obvious that using short-range sensors with limited scope of object detection could effectively obtain the relative distance and the relative speed with respect to the target object. The combination of short-range and long-range detection is a perfect match to overcome shortcomings of sensors ( Figure 2 ). Of course, other types of long-range and short-range detection could be used when it is appropriate. We note that there have not been many studies accomplished in combining two types of sensors for proactive vehicle crash detection and crash avoidance.
Related Works on Vision-Based Detection and Recognition
In this section, we will discuss the existing models that attempt to detect and recognize objects from image sequences. Although the identification of the surface boundaries or the detection of relevant features of the scene are quite natural to human driver, accurate automatic object recognition from an image has turned out to be very difficult and unreliable. In recent years, various approaches have been proposed to perform this task. The intensity-based symmetry method [3] is often used in the car-following situation, as the rear of most vehicles is typically symmetrical. However, this method is limited to the car-following or situations when the object being dealt with displays some degree of symmetry. Koller et al. [4] had established the parameterized generic 3-D vehicle model by using 12 length parameters and a recursive estimator based on a motion model in object tracking. The same generic vehicle model can detect different kinds of vehicle, for example, sedan, hatchback, bus, or van. The matching between model data and image data is performed based on edge segments. In order to avoid incorrect matches, which arise from shadows of the vehicles, the applied priori knowledge has been enriched by including an illumination model. Due to the complex illumination conditions and cluttered environment of the real-world traffic scenes, the application of this method is largely restricted. Kruger et al. [5] and Enkelmann et al. [6] used the optical flow method to detect the moving object, because optical flow contains information about the motion of a camera relative to its environment. This method does not require a-priori knowledge about obstacle shape, but the ego-motion of the vehicle needs to be assumed from a separate module. A binocular stereopsis for visionbased vehicle control was proposed by Koller et al. [7] . The binocular vision can detect vehicles that are occluded and asymmetrical, but the computational cost is very expensive. In addition, Griswold et al. [8] attempted to utilize a transportable neural network in a vehicle following situation. 
Video
Radar Input
In this paper, we present a vision-based approach to detect and recognize vehicles, calculate their motion parameters, and track multiple vehicles by using a sequence of gray-scale images taken from a moving vehicle. We emphasize vehicles, because vehicles are the most common objects in the driving environment. In order to detect potential objects on the road, several features of a vehicle are investigated, which include symmetrical shape and aspect ratio of a vehicle. A two-layer neural network is trained to recognize different kinds of vehicles. Recognition and tracking are accomplished by combining the analysis of single image fra me with the analysis of consecutive image frames. In the analysis of single image frame, the system detects potential objects by using their shape features and recognizes the objects by using neural network. Experimental results demonstrate a robust and accurate system in real time object recognition, vehicle tracking, and vehicle motion analysis over thousands of image frames.
The Architecture of the Vision-Based System
The input data of this vision-based system is the gray-scale image sequence taken from a moving vehicle. The single CCD camera is mounted inside the vehicle just behind the windshield. It takes the images of the environment in front of the vehicle, including the road, vehicles on the road, traffic signs on the roadside, and sometimes the incident obstacles on the road. All of these are objects in the images. Whether one object is hazardous depends on the relationship between the object and the moving vehicle. Actually, one only cares about hazardous objects. Among these objects, the vehicles and traffic signs are the objects one is concerned about, and the vision-based system is going to detect and recognize these objects.
The identification of the objects is divided into four steps.
Step 1 is to detect potential objects.
Step 2 is to recognize these objects and identify them as either vehicles or not vehicle. If the object is a vehicle, Step 3 is to analyze the relationship between the object vehicle and the subject car.
Step 4 is to track the object vehicles. Corresponding to these four steps, the vision-based system consists of four models: object detection model, object recognition model, object information model, and object tracking model (Figure 3 ).
In the object detection model, the features of the object are investigated in order to find the potential object. Three criteria are used to distinguish potential objects from the background. These criteria are: image size, aspect ratio, and symmetrical level of the object. The recognition model consists of a neural network that is trained to recognize different vehicles. The neural network is a two-layer, feed-forward, back-propagation training network. Another feature of the neural network is that it can learn adaptively when it works. The input of the neural network is 30 * 30 gray scale image and the output is the potential object, which is a car or a truck, or not a vehicle. The information model is to analyze the relationship between the host vehicle and the object. It will generate two parameters, time -to-collision (TTC) and its time derivative. These two parameters will be used to judge whether this is a hazardous object. If it is, the short-range sensors such as radar will be activated to verify the information. A recursive method is used in the tracking model to track multiple objects. Since the detection and recognition model has found these objects, this step will recursively detect and recognize the enlarged region of these objects in the image. 
Object Detection
The image taken from a moving vehicle is gray-scale and pixel-based, i.e. the pixels in the image are represented by the intensity values between 0 and 1. In the detection model, a preprocessing step should be taken before three criteria are employed to select potential objects. After image preprocessing, according to the features of the object, or specifically the vehicle, three criteria will be employed to select potential objects from the entire image. Finally, the potential object is marked by using a bounding box and the equalized intensity image of the object is sent to the recognition model.
Image Preprocessing
The first step for image preprocessing is the histogram equalization. The goal is to eliminate the influence of different light conditions. Different light conditions will cause the intensity histogram of image to be concentrated in some different ranges. The histogram equalization is used to spread out the intensity and make the image easier for analysis. The second step is to convert the gray scale image into binary image by using the Sobel edge operator [9] because the detection model relies on the binary image (only black and white). The third step is to convert pixel-based binary image into an object-oriented binary image. In this step, all the 8-connectivity pixels are grouped into one object, and marked by using the same number. After the preprocessing, a binary image with the marked objects is obtained.
Criteria for Choosing Potential Object
In order to detect vehicles on the road, several features of vehicles are investigated. Suppose the road surface is an approximate horizontal plane. From the rear view, normally the vehicle on the road has symmetrical shape and the aspect ratio of a vehicle is in a certain range (car and van: 0.7 ~ 1.4, truck: 0.8 ~ 2). Another feature of the vehicle is the object size in the image. If the size is too small, the object vehicle is far away from the subject vehicle. Thus, the object vehicle will not be hazardous to the subject vehicle and will not be considered.
Width (Number Of Horizontal Pixels)
Because the focal length of the camera is fixed, the width of the object corresponds to the distance between the object and the subject vehicle (refer to camera calibration in Section 4). In our case, a 30 pixels width in the image equals to about 300 feet. If the width of the object is smaller than 30 pixels, the distance will be longer than 300 feet. Normally, it is the safe distance for the driver to respond to the object if the relative speed is below 65 mph. On the other hand, if the width of the object is greater than 30 pixels, the distance will be shorter than 300 ft. This can be a hazardous object to the driver. Thus, the detection model should select this object.
Aspect Ratio
Although the width of the object is greater than 30 pixels, sometimes the aspect ratio of the selected object is not in the range of the vehicle (car and van: 0.7 ~ 1.4, truck: 0.8 ~ 2), or it may not be a real object in fact. If the aspect ratio of the object is not in the range, it will not be selected as the potential object.
Symmetrical Level
In order to calculate the symmetrical level of the object, the vertical symmetry axis of the object should be found. Then, the symmetrical level of the object will be calculated by: where: S: symmetrical level of the object (range: 0 ~ 1) D: distance between the symmetry axis by calculation and the real symmetry axis W: width of the object According to the principles of Hough transform [10] , a "voting scheme" is used to detect the vertical symmetry axis of the object. Each vertical axis within the object area becomes a candidate. Each pair of pixels in one row within this area is forced to vote for their axis. Then, among all the axis candidates, the axis that receives the maximal number of votes will be the symmetry axis of this object.
(a) (b) (c) 
Object Recognition
Although a potential object satisfies the three criteria above, it may be a real vehicle or something else. Sometimes, a patch of roadside will be selected as one of the potential objects. The recognition model is to distinguish the vehicle from other potential objects.
Once the presence of the potential object is detected, its classification takes place through neural networks. A neural network is trained to recognize different vehicles. The neural network is a two-layer, feedforward, back-propagation training network. Another feature of the neural network is that it can learn adaptively when it works. The input of the neural network is a 30 * 30 gray scale image and the output is that the potential object is a car or a truck, or not a vehicle.
Neural Network Structure
This neural network is shown in Figure 5 . The neural network has 30 by 30 images as its input pattern and 3 output neurons in its output layer to identify the object. The most important factor determining the performance of a particular neural network is its input representation. There are two options to be taken. The first is to obtain some "important" features from the nature of the object and give them to the neural network as the input patterns. The second is to give the network the "raw" input and let it learn from experience what features are important. The latter method is chosen in this work. The object region of a gray scale image will be taken as the input. Because the image size of the object region is different from time to time, it is normalized to 30 by 30 pixels and taken as the input pattern.
Each of the three neurons in the output layer represents one type of object, a car, a truck and not a vehicle.
The output layer will respond with a value of 1 in the position of the object. All other values in the output 
Internal Network Structure
The hidden (first) layer has 10 neurons. The choice of this number is based on the experiments. We have experimented with a number of different network architectures by varying the number of hidden layers, the size of hidden layers, and the connectivity pattern between layers. The conclusion is that nearly all of these architectures can perform a reasonable job to identify the object from the image. None of them worked significantly better than the network described above with a single layer of 10 fully-connected hidden units.
The transfer function of the neural network is a two-layer log -sigmoid / log -sigmoid function. The logsigmoid transfer function was picked because its output range (0 to 1) is perfect for learning to output boolean values.
Training and Adaptive Learning
Because the input of the neural network is the output of the detection model, an interface is designed to train the network ( Figure 6 ). The neural network is trained by using different images taken from parking lot, local street, and rural highway to recognize different vehicles. We completed the training when the recognition accuracy was higher than 90%. Because there are many different types of vehicles and different conditions, and the potential objects of none-vehicles are largely different, the network can only learn adaptively after its recognition. Thus, the working process of the neural network is another kind of training. This will release the burden of training to some extent. 
Object Information
After the recognition model completes its work, the system knows whether there are objects in the field.
The information model is to analyze the relationship between the host vehicle and objects. It will provide two parameters, time -to-collision (TTC) and its time derivative. These two parameters will be used to judge whether this is a hazardous object. If it is, the short-range sensors such as radar will be activated to verify the information. An excellent analysis was conducted in [3, 11] to elaborate why TTC and its time derivative are chosen rather than information about distance and speed. The TTC at time t is the expected time until the object hits on the image plane. The image size of an object in front of the host vehicle is an appropriate visual parameter to attain TTC and its time derivative.
Judging Criteria for Hazardous Object
When the detection and recognition models find an object, the information model needs to analyze the object information and judge whether this is a hazardous object. As shown in Figure 7 , the distance between the two vehicles is S(t) and the relative speed is V(t) = V1(t) -V2(t). When the relative speed V(t) is greater than zero, the distance S(t) decreases. Here, the time-to-collision (TTC) in world coordinates is defined as:
From the imaging geometry [3] (Figure 7) , if the focal length of the camera is substantially less than S (f << S), it follows that, where w: the object width in the image plane B: the real object width f: the focal length of the camera S: the distance between the object and image plane Thus, the TTC can be obtained as follows,
For collision avoidance, in principle, a sufficient control condition [11] is Thus, to judge whether an object is hazardous, the criteria should be:
The time derivative (dτ(t)/dt) of TTC can be obtained from the continuous image sequence. 
Camera Calibration
If the relation between the image size of a certain object and its distance to the observer are known, the absolute image size is sufficient to measure the distance. In the detection model, one of the three criteria to choose the potential object is the image size of the object because it represents the distance if the actual size of the object is known. That is why the camera should be calibrated. Then, the distance fro m the image size can be estimated. Normally, the width of a car is about 60 inch, and the width of a truck is about 2.5 m. In order to estimate the distance, the camera is calibrated by using the car width 60 inch. Thus, the distance between the object and the image plane can be obtained by the image size of the object.
Object Tracking
A recursive method is used in the tracking model to track multiple objects. Since the detection and recognition model has found the objects from previous image frame, in t his step the detection and recognition models are recursively used to find the objects. However, instead of inputting the entire image to the detection model, the same region (Figure 8 ) of the objects in the previous image is provided to the detection model. This can reduce the detection time significantly. The system will process the entire image every 10 frames. 
Experimental Results
In order to test the results of the developed system, a CCD camera was mounted on a car and a video was taken on Wisconsin Highway 151. This video was used as a source in subsequent testing. The developed object detection and recognition system receives input from the video source. The output of the system was The system was tested and was capable of processing one entire image frame in 3 seconds. Tracking one object in an image frame may take 0.5 second, which is much faster than detecting an object. Figure 9 shows the car is recognized and tracked in one image sequence. The object information is shown in the image at the same time. 
Concluding Remarks
A vision-based object detection and recognition system has been developed for an intelligent vehicle. This system can detect, recognize, track multiple vehicles and provide the information on the object vehicles. Image processing technology is employed in the object detection. Once the potential objects are detected, they will be recognized using neural network. At the same time, related information such as time to collision (TTC) will be calculated and used to judge if the object vehicle is hazardous to the host vehicle.
Currently, the leading vehicles could be successfully detected, recognized, and tracked by using the inhouse computer program running on a Pentium PC. The range of the distance between the leading vehicle and digital camera is about 10 --300 feet. The detection accuracy is above 90% in our pilot test under certain controlled conditions. In the next step, we will explore short-range detection sensors to improve the accuracy of response on imminent threats. The proposed system can not only be used in the proactive crash mitigation system, but also be adapted to serve some of the candidate services in the IVI, for example, collision avoidance, obstacle detection, and longitudinal vehicle control.
