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Abstract
We consider the parabolic Anderson model (PAM) ∂tu =
1
2
∆u+ ξu in R2 with a Gaus-
sian (space) white-noise potential ξ. We prove that the almost-sure large-time asymptotic
behaviour of the total mass at time t, written U(t), is given by logU(t) ∼ χt log t, with
the deterministic constant χ identified in terms of a variational formula. In earlier work
of one of the authors this constant was used to describe the asymptotic behaviour principal
Dirichlet of the eigenvalue λ1(Qt) of the Anderson operator on the box Qt = [− t2 , t2 ]2 by
λ1(Qt) ∼ χ log t.
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1 Introduction and main results
In this paper, we continue the programme of proving intermittency properties of the parabolic
Anderson model in two dimensions with Gaussian white-noise potential. In Section 1.1 we
introduce the model and its solution, in Section 1.2 we describe the difficulties and our strategy
to resolve them, in Section 1.3 we formulate our main results, and in Section 1.4 we relate our
findings to analogous earlier results that consider more regular random potentials.
1.1 The parabolic Anderson model and intermittency
We consider the solution to the (Cauchy problem for the) heat equation with random potential,
formally defined by
∂tu(t, x) =
1
2∆u(t, x) + ξ(x)u(t, x), (t, x) ∈ (0,∞) ×R2,
u(0, ·) = δ0,
(1)
This equation is called the parabolic Anderson model (PAM), the random Schro¨dinger operator
1
2∆ + ξ on the right-hand side is called the Anderson Hamiltonian. In our case, the potential ξ
is a Gaussian white noise in two dimensions, i.e., a distribution rather than a function. Here, the
solution u(t, ·) needs to be constructed via a renormalization procedure. Indeed, ξ is replaced by
a mollified version ξε minus a correction cε ≈ 12pi log ε and it is proved that the solution uε of the
PAM with potential ξε − cε has a limit as ε→ 0. This is the solution u : [0,∞) × R2 → [0,∞)
that we will consider here. It was first constructed – on the torus T2 instead of R2 – by Hairer [17]
and by Gubinelli, Imkeller and Perkowski [17, 14], using the framework of regularity structures
and the one of paracontrolled distributions, respectively. A construction on the entire R2 is due to
Hairer and Labbe´ [18] who realized that with a partial Cole-Hopf transform one can avoid using
paracontrolled distributions or regularity structures.
As has been proved for certain choices of random potentials, the PAM displays an interest-
ing intermittency effect. This means that it admits a highly pronounced concentration property
on large space-time scales, which distinguishes it clearly from models that show a diffusive be-
haviour in the vicinity of the (functional) central limit theorem. Indeed, earlier investigations
of the PAM on Zd with i.i.d. potential, and on Rd with regular potential, have revealed that the
function u(t, ·) is highly concentrated on few small islands that are far from each other and carry
most of the total mass of the solution,
U(t) =
∫
R2
u(t, x) dx. (2)
The main source of conjectures and proofs has been – under the assumption of sufficient regular-
ity – the Fourier expansion in terms of the eigenvalues λ1 > λ2 ≥ λ3 ≥ . . . and corresponding
L2-orthonormal basis of eigenfunctions e1, e2, e3 . . . of
1
2∆+ ξ,
u(t, x) =
∑
n
etλnen(x)en(0). (3)
Indeed, according to the phenomenon of Anderson localization, the leading eigenfunctions e1, e2, . . .
are supposed to be concentrated in such islands. A proper proof of this concentration and the one
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of u(t, ·) in the same islands has been given in terms of a kind of spatial extreme-value picture
in large centred boxes in some few cases, for example for ξ an i.i.d. potential on Zd with double-
exponential tails by Biskup, Ko¨nig and dos Santos [5]. See Ko¨nig [21] and Astrauskas [2] for
two extensive surveys of the mathematical treatment of the PAM until 2016.
1.2 Our main purpose and strategy
The present paper is a contribution to the development of methods for proper formulation and
proofs of intermittency for the PAM in the case of a Gaussian white-noise potential in two di-
mensions. This problem makes sense for dimensions d = 1, 2, 3. For d ≥ 4 the PAMwith white-
noise potential is scaling-critical respectively scaling-supercritical in the sense of Hairer [17] and
there is no known solution theory. The cases d = 2, 3 are conceptually similar to each other
and most arguments developed for dimension 2 are expected to extend to dimension 3, but to
require more technicalities. On the other hand, the one-dimensional case is simpler for several
reasons, and there already exist very good localization results for the leading eigenfunctions of
the Anderson Hamiltonian by Dumaz and Labbe´ [11].
The main purpose of the present paper is to identify the almost-sure large-t asymptotics of
the total mass, U(t), of the solution to (1). Based on earlier treatment of this question for more
regular random fields, it is easy to guess what the answer should be. Indeed, in case ξ is a
more regular potential, then the total mass of the solution to the PAM admits a Feynman-Kac
representation, informally written as
U(t) = E0
[
e
∫ t
0
ξ(Bs) ds
]
, (4)
for a standard Brownian motionB inR2 starting from x. From this one reads that it is probabilis-
tically very costly for the Brownian motion starting from the origin, to reach a remote site of dis-
tance t from the starting site. This should imply the asymptotic behaviour logU(t) ∼ logUt(t),
where Ut(t) is the total mass of the solution ut(t, ·) to (1) in the centred box Qt = [ t2 , t2 ]2 of
diameter t with Dirichlet boundary condition. Using the expansion (3) in that box, we guess that
logUt(t) ∼ tλ1(Qt), where λ1(Qt) is the corresponding principal eigenvalue of the Anderson
Hamiltonian 12∆+ ξ (after renormalization): See Allez and Chouk [1] and also Gubinelli, Ugur-
can and Zachhuber [16] and Labbe´ [22] for the derivation of the spectrum and Rayleigh-Ritz
representations for the eigenvalues of the Anderson Hamiltonian on boxes. The asymptotics of
the eigenvalues as the size of the box diverges have been described by Chouk and van Zuijlen [8],
who show that almost surely λ1(Qt) ∼ χ log t as t → ∞, where χ > 0 is a deterministic con-
stant given by the variation formula (5). Summarizing, we expect that the large-t asymptotics
of U(t) are given as logU(t) ∼ χt log t. Such a line of arguments has been made rigorous for
various types of regular or i.i.d. random potentials in Rd and in Zd as the ambient space; see [21]
and [2].
However, in the present case of u being a renormalized solution for a Gaussian white-noise
potential, it presents a formidable task to carry through this programme. The difficulty lies in the
fact that the Feynman-Kac representation (4) is only formal notation and meaningless. We could
interpret it rigorously with the help of the random polymer measure in the work by Cannizzaro
and Chouk [6], but that does not seem very helpful because the construction of the polymer
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measure actually involves the total mass. Also, under the polymer measure the coordinate process
roughly speaking solves the SDE dXs = ∇ log u(t − s,Xs) ds + dBs, so to analyze X we
already need information about u. Hence, we cannot rely on the results of [6] and will therefore
go via another route; we explain this below.
The main difficulty to justify the above heuristic steps is to prove the assertion logU(t) ∼
logUt(t). To derive a proof we use a slight modification of the following procedure, which is
often used for sufficiently well-behaved random potential ξ. We decompose the Feynman-Kac
representation for U(t) − Ut(t) into the sum over k ∈ N of the contributions to expectation
of e
∫ t
0
ξ(Bs) ds coming from Brownian paths (Bs)s∈[0,t] that leave the box Qtk , but not the box
Qtk+1 . The k-th contribution then is estimated in terms of the maximum of the potential ξ within
Qtk+1 (using extreme-value analysis, say) times the probability that the Brownian motion leaves
Qtk (using the reflection principle, say). In order to implement this strategy in our setting, we
use a “partial Girsanov transformation”, an idea that was introduced in the setting of the KPZ
equation by Gubinelli and Perkowski [15]: (We drop the mollification and renormalization and
the dependence on the box from the notation.) Denote by Z = (1− 12∆)−1ξ the resolvent of the
random potential and by Y the solution to
(η − 12∆)Y = 12 |∇Z|2 +∇Y · ∇Z,
which exists and is unique for sufficiently large η > 0. Now put b = ∇(Z +Y ) and consider the
solution X to the SDE dXt = b(Xt) dt+ dB
′
t for some Brownian motion B
′. Then it turns out
that
U(t) = E
[
e
∫ t
0 (Z+η−Y+
1
2
|∇Y |2)(Xs) ds e(Y+Z)(X0)−(Y +Z)(Xt)
]
.
While this representation looks more complicated than (4), it has the advantage that it also works
for the white noise potential. To carry out the general proof strategy outlined above we then need
to understand how Y,Z grow with the box size, and we need bounds on the probability of X
leaving the box Qtk . Since we do not need very precise bounds on Y,Z , the first part is quite
easy and essentially follows from Gaussian hypercontractivity. From this we obtain that both Y
and Z grow at most logarithmically with respect to the box size. The estimate on the probability
of X leaving the box Qtk is shown in [28, Corollary 1.2] and is a consequence of heat kernel
estimates for the transition kernel of the diffusion X.
1.3 Main results
Let us precisely formulate our main results. For a smooth potential V , we denote by λn(Qt, V )
the n-th largest (counted with multiplicity) Dirichlet eigenvalue of the operator 12∆+V in a box
Qt = [− t2 , t2 ]2 and we write λ(Qt, V ) = λ1(Qt, V ) for the principal one. We introduce the
following variational formula:
χ = 8 sup
ψ∈C∞c (R
2) :
‖ψ‖
L2=1
‖ψ‖2L4 −
∫
|∇ψ|2. (5)
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χ is finite and 12χ equals the smallest C > 0 such that ‖f‖4L4 ≤ C‖∇f‖2L2‖f‖2L2 for all f ∈
H1(R2) (this is Ladyzhenskaya’s inequality, which is a special case of the Gagliardo-Nirenberg
inequality), see [8, Theorem 2.6].
The following theorem is our main result.
Theorem 1.1. (a) [Asymptotics of the total mass] Almost surely,
lim
t∈Q,t→∞
logU(t)
t log t
= χ.
(b) [Asymptotics of the min and max] For all a ∈ (0, 1), almost surely
lim
t∈Q,t→∞
log (minx∈Qta u(t, x))
t log t
= lim
t∈Q,t→∞
log(supx∈R2 u(t, x))
t log t
= χ.
Theorem 1.1 (b) means that on the level of the logarithmic asymptotics we see no intermit-
tency effect, the L∞-norm of the solution to the PAM almost surely has the same logarithmic
asymptotics as the L1-norm.
Theorem 1.1 (a) is an immediate consequence of the following three main results, Proposition
1.2, 1.3 and 1.4.
The first main step is a ‘compactification’, a reduction of the solution to some (t-dependent)
box with Dirichlet boundary condition. We write UL for the total mass of the solution of the
parabolic Anderson model on the box QL with Dirichlet boundary conditions.
Proposition 1.2 (Reduction to a box). Almost surely,
logU(t) ∼ logUt(t) as t→∞.
The following is a strengthening of the main result of [8], in that we develop and use a
renormalization technique here that does not depend on the box considered. Recall our notation
of eigenvalues from the beginning of this section.
Theorem 1.3 (Eigenvalue asymptotics: renormalization and large boxes). Let ξε = ψε ∗ ξ be a
mollification of the white noise for a mollifying function ψ (see Section 2) and let cε =
1
2pi log ε
for ε > 0. There exists a C in R that only depends on ψ such that with cε :=
1
2pi log
1
ε
+ C , we
have for all L ∈ [1,∞) and n ∈ N, in probability
lim
ε↓0
λn(QL, ξε)− cε = λn(QL),
where λn(QL) is the n-th largest eigenvalue (counting multiplicities) of the Anderson Hamilto-
nian defined by the enhanced white noise potential (see (2.10)). Moreover, for all n ∈ N and for
any countable unbounded set I ⊂ (e,∞), almost surely,
lim
L∈I,L→∞
λn(QL)
logL
= χ.
The last step is to use the eigenvalue expansion in (3) in a suitable way to derive that the
large-t exponential rate of the total mass in a large box is asymptotic to the principal eigenvalue:
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Theorem 1.4. Almost surely
1
t
logUt(t) ∼ λ1(Qt) t ∈ Q, t→∞.
Combining Proposition 1.2 with the second assertion of Theorem 1.3 and Theorem 1.4 im-
plies Theorem 1.1.
1.4 Remarks on more regular Gaussian potentials
It is interesting to note that an interchange of the two limits t → ∞ and ε → 0 (the mollifica-
tion parameter) does not even phenemonologically or heuristically explain our main result; the
asymptotics of Theorem 1.1 lie much deeper. Indeed, if we use for example the mollification
ξε = pε ∗ ξ (with pε the Gaussian kernel with variance ε), then we obtain a smooth centered
Gaussian field with covariance function p2ε, using the convolution property of the Gaussian ker-
nel. The almost-sure large-t asymptotics of the total mass Uε(t) of the solution uε(t, ·) of (1)
with potential ξε − cε are given in Ga¨rtner, Ko¨nig and Molchanov [13] by
1
t
logUε(t) = −cε + 1√
piε
(log t)
1
2 − 1√
2piε
(log t)
1
4 (1 + o(1)), t→∞. (6)
While the first term, cε, comes simply from subtracting it from the potential ξε, the other two
terms are the asymptotics of λ(QLt , ξε) (we used that logLt ∼ log t). Indeed, they come from
a second-order extreme-value analysis of the Gaussian potential in QLt : its absolute height is of
order (log t)
1
2 , due to Gaussian tails, and the last term comes from its geometry in the local peak
in an island of diameter ≍ (log t)− 14 in which the potential approaches an explicit parabola. In
contrast, the asymptotics of the principal eigenvalue of the limiting (enhanced) potential, λ(QLt),
are actually of order log t, due to exponential tails of λ(QLt) instead of the Gaussian tails of
λ(QLt , ξε), see [8, Theorem 2.7].
A closely related work to ours is Chen [7], where the Gaussian potential ξ inRd was assumed
to (be centred and stationary and) have a covariance matrix B that behaves like B(x) = σ2|x|−α
as x → 0 with σ2 ∈ (0,∞) and α ∈ (0,min{2, d}). Note that ξ is not a function, although it
is still more regular than the white noise in d = 2. Then the almost-sure asymptotics of the total
mass are identified as
lim
t→∞
logU(t)
t(log t)
2
4−α
= (2dσ2)
2
4−αχα, (7)
where (see [7, Lemma A.4])
χα = sup
g∈H1(Rd) : ‖g‖
L2=1
[(∫
Rd
∫
Rd
g2(x)g2(y)
|x− y|α dxdy
) 1
2 − 1
2
‖∇g‖2L2
]
.
Like in Theorem 1.1, the asymptotic behavior is given by an interesting variational formula, and
the powers of the logarithm coincide for the boundary case α = 2 in d = 2, although in that case
χ2 =∞ (contrary to our situation where χ is finite).
In the recent work by Lamarre [23], a t-dependent Gaussian regularization of the eigenvalues
in the box (−t, t)d and of the total mass of the PAM at time t is asymptotically analysed in
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dimensions d ∈ {1, 2, 3} for t→∞. A critical scale for the size of the vanishing regularization
parameter is identified: If it vanishes less fast than this scale, then the first-order asymptotics are
identical to the ones for a fixed regular Gaussian field, and if it vanishes faster than this scale, then
this asymptotics is the same as the ones for the unregularized Gaussian white noise in d ∈ {1, 2}
(proved in [11] in d = 1, in [8] and the present paper, respectively, in d = 2), with an analogous
result in d = 3. The techniques of [23] do not allow for the investigation of the unregularized
white-noise case, which we consider in the present paper. Our main result appears there as [23,
Conjecture 1.19].
1.5 Outline of the paper
The rest of the paper is built up as follows. In Section 2 we introduce fundamental notation and
auxiliary material involving representations of the solution of the multiplicative heat equation
with general potential on a box, in particular both the spectral representation and a Feynman-Kac
type representation. In Section 3 we prove Theorem 1.4, that is, we derive the asymptotic behav-
ior of the total mass of the solution with white-noise potential on a large box. In Section 4 we
prove Proposition 1.2, that is, we show that the logarithm of the total mass at time t is asymp-
totically the same as the one of the restriction to a box with diameter t. In Section 5 we prove
Theorem 1.1 (b). Section 6 is dedicated to proving that the enhanced noise that we obtain here
via mollification on the entire Rd, after projection to a box, is the same as in the setting of [8]
where a box-dependent approximation is carried out.
1.6 Notation
We write N = {1, 2, . . . },N0 = {0} ∪ N and N−1 = {−1} ∪N0. For families (ai)i∈I, (bi)i∈I in
R for an index set I, we write ai . bi to denote the existence of a C > 0 such that ai ≤ Cbi for
all i ∈ I.
2 Two representations for the multiplicative heat equation on a box
In this section we present two different representations of solutions to the multiplicative heat
equation with a (deterministic) potential on a box with Dirichlet boundary conditions. Namely,
we consider the spectral representation and the Feynman-Kac representation for deterministic
potentials in Section 2.1 and Section 2.2. In Section 2.3 we consider the Feynman-Kac repre-
sentation in the case that we consider the random potential given by the white noise. First we
introduce the multiplicative heat equation for smooth potentials and for enhanced potentials, see
2.1 and 2.6.
In this section, for ε > 0, θε is a smooth function on R
2 and cε ∈ R. More assumptions
will be made in 2.5 and in 2.14.
2.1 (Multiplicative heat equation with smooth potential). We write QL = [−L2 , L2 ]2 for L ∈
(0,∞) andQ∞ = R2. For L ∈ (0,∞] and ε > 0 we let uφL,ε be the solution to the multiplicative
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heat equation with Dirichlet boundary conditions on the box QL with initial condition φ:{
∂tu
φ
L,ε =
1
2∆u
φ
L,ε + (θε − 2cε)uφL,ε on (0,∞) ×QL,
uφL,ε(0, ·) = φ, and uφL,ε|∂QL(t, ·) = 0.
(8)
(uφ∞,ε|∂Q∞ = 0 is interpreted as an empty condition.)
In the case that θε represents mollified white noise and cε =
1
2pi log
1
ε
, we know that uφ∞,ε
converges locally uniformly in probability as ε → 0 to uφ∞, the solution to the continuous mul-
tiplicative heat equation with renormalised potential and initial condition φ; see [18, Theorem
4.1]. To derive an analogous result for uφL,ε, we use the approach to paracontrolled distributions
with Dirichlet boundary conditions from [8].
2.2 (Notation). For a function f : [0, L]2 → R we write f : R2 → R for the even extension of f
with period 2L. This means f(q1x1, q2x2) = f(x1, x2) for q1, q2 ∈ {−1, 1} and x1, x2 ∈ [0, L]
and f(x) = f(x+ 2Lk) for x ∈ [−L,L]2 and k ∈ Z2.
If f is a function QL, which is a translation of the set [0, L]
2 by y = (L2 ,
L
2 ), we write g for
g(· − y)(·+ y) and also call this the even extension.
The following notation we borrow from [8, Section 4], see that reference for more details.
We write Sn(QL) for the space of all f : QL → R such that f ∈ C∞(R2). Let Bn,αp,q (QL) be
the Neumann Besov space defined as in [8, Section 4]. We abbreviate C αn = B
n,α
∞,∞. We write
(nk,L)k∈N20 for the Neumann basis of L
2(QL) and, slightly abusing notation, we also write “nk,L”
for the extension of nk,L to R
2 that equals 0 outside QL. We write nk,L for the even extension
of nk,L. For a even function σ : R
2 → R and f ∈ S ′n(QL) we write σ(D)f for the Fourier
multiplier
σ(D)f =
∑
k∈N20
σ( k
L
)〈f, nk,L〉nk,L.
Definition 2.3. Let L > 0 and σ(x) = (1 + pi2|x|2)−1. For β ∈ R, we define the space of
enhanced Neumann potentials, written “X
β
n (QL)” or just “X
β
n ”, as the closure in C
β
n ×C 2β+2n of
the set {(ζ, ζ  σ(D)ζ − c) : ζ ∈ Sn, c ∈ R}, equipped with the relative topology with respect
to C
β
n × C 2β+2n .
Let
θL,ε =
∑
k∈N20
〈θε, nk,L〉nk,L, so that θL,ε =
∑
k∈N20
〈θε, nk,L〉nk,L. (9)
Since θε is almost everywhere equal to θL,ε and thus to θL,ε on QL, the solution u
φ
L,ε to (8) also
solves the same equation with “θε” replaced by “θL,ε” or “θL,ε”.
2.4 (Notation). We write u 4 v for the paraproduct between u and v (with the low frequencies
of u and the high frequencies of v), and u  v for the resonance product; we adopt the notation
from [25] and refer to [3] for background material.
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2.5. For the rest of this section we assume that for all L > 0 there exists a θL ∈
⋂
α<−1X
α
n
and cε ∈ R (not depending on L) for ε > 0 such that the following convergence holds in Xαn
for all α < −1
(θL,ε, θL,ε  σ(D)θL,ε − cε) ε↓0−−→ θL. (10)
2.6 (Multiplicative heat equation with enhanced potentials). We write C
d,β
p (QL) = B
d,β
p,∞(QL),
where the latter is the Dirichlet Besov space defined as in [8, Section 4], and C d,α(QL) =
C
d,α
∞ (QL). By taking an odd extension of u
φ
L,ε and an even extension of the noise (as in [8])
we obtain a periodic solution on the torus of length 2L. Therefore the convergence shown in
[14, Theorem 5.4] implies the following. For β ∈ (23 , 1) and for all T > 0 and φ ∈ C d,β(QL)
the solution uφL,ε converges (in C([0, T ],C
d,β(QL)) and therefore) uniformly on [0, T ] ×QL in
probability to uφL, where u
φ
L solves{
∂tu
φ
L =
1
2∆u
φ
L + θL ⋄ uφL on (0,∞)×QL,
uφL(0, ·) = φ, and uφL,ε|∂QL = 0,
(11)
interpreted in the sense of paracontrolled distributions (i.e., as in [14, Section 5]). Let us point
out that we have some differences, namely, we have a factor 12 in front of the Laplacian, which is
also the reason why we have a factor 2 in front of cε (for the Anderson Hamiltonian we explain
this in the proof of Theorem 6.1).
Combining arguments as in [28, Proposition 2.4] with arguments as in [15, Section 6] in the
context of singular initial conditions, we can extend this result to more general initial conditions,
and also we get the continuous dependence of the solution on the initial condition.
2.7 (Notation). In the next lemma we write “uφL,0” for “u
φ
L”, where u
φ
L is as in (11) and we write
uφL,ε for the solution of (8).
Lemma 2.8. Let α ∈ (−43 ,−1) and γ ∈ (−1, 2 + α), p ∈ [1,∞] and L > 0. The solution
map [0,∞) × C d,γp (QL) → C([0,∞),C d,γp (QL)) given by (ε, φ) 7→ uφL,ε is continuous, where
uφL,0 := u
φ
L. Moreover, for all β < 2+α, t > 0, L <∞ and ε ∈ [0,∞) we have uL,ε(t, ·) ∈ C d,β
and the map [0,∞) × C d,γp (QL) → C d,β(QL) given by (ε, φ) 7→ uφL,ε(t, ·) ∈ is continuous.
Proof. The continuity is shown similarly as the continuity statement in [28, Proposition 2.4].
Also the better integrability, i.e., that uL,ε(t, ·) ∈ C β and not just uL,ε(t, ·) ∈ C βp , can be shown
by a similar bootstrap argument as in [28, Proposition 2.4].
2.1 The spectral representation
Here we give a representation of uL in terms of the eigenfunctions of the Anderson Hamiltonian
from [8]. Later we will use this representation to study the logarithmic asymptotics of the total
mass of the PAM on the box QL.
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Theorem 2.9. [8, Theorem 5.4] Let α ∈ (−43 ,−1), L > 0 and θ ∈ Xαn (QL). There exists a
domain Ddθ ⊂ L2(QL) such that Hθ defined on Ddθ by
Hθu =
1
2∆u+ θ ⋄ u
is a closed and self-adjoint operator with values in L2(QL). Hθ has a pure point spectrum
σ(Hθ) consisting of eigenvalues λ1(QL,θ) > λ2(QL,θ) ≥ λ3(QL,θ) ≥ · · · (counting multi-
plicities) with limn→∞ λn(QL,θ) = −∞, and such that
Ddθ =
⊕
λ∈σ(Hθ )
ker(λ−Hθ).
Moreover, the map θ 7→ λn(QL,θ) is (locally Lipschitz) continuous andDdθ is dense in L2(QL).
2.10. For abbreviation, we write “HL” and “λn,L” for “HθL” and “λn(QL,θL)”. We let
(vn,L)n∈N be an orthonormal basis of L
2(QL), such that vn,L is an eigenvector with eigenvalue
λn,L.
By the properties of the semigroup of the Anderson Hamiltonian, we obtain the following
representation for the solution to (11) with initial condition φ ∈ L2(QL).
Lemma 2.11. For L, t > 0 and φ ∈ L2(QL)
uφL(t, ·) = etHLφ =
∑
n∈N
etλn,L〈vn,L, φ〉L2vn,L. (12)
Proof. For φ ∈ DθL the identity holds since the semigroup S(t) = etHL satisfies ∂tS(t)φ =
HLS(t)φ, see [27, Theorem 2.4]. As DθL is dense in L
2(QL) and convergence in L
2(QL)
implies convergence in C
d,−β
2 (QL) for all β > 0 (combine for example [3, Theorem 2.71] with
[8, Theorem 4.7]), Lemma 2.8 shows that (12) holds for all φ ∈ L2(QL).
In particular, Lemma 2.8 yields vn,L = e
−tλn,Lu
vn,L
L (t, ·) ∈ C d,β(QL) for all β < 2 + α.
Theorem 2.12. Let L > 0. For x, y ∈ QL and φ = δx the solution to (11) is given by
uδxL (t, y) = [e
tHLδx](y) =
∑
n∈N
etλn,Lvn,L(x)vn,L(y). (13)
Proof. Let ψ ∈ C∞c be such that
∫
ψ = 1 and ψxε (y) := ψ(
y−x
ε
). Then ψ0ε ∗ f → f in Lp for
f ∈ Lp (see [19, Proposition 1.2.32]). Therefore ψxε → δx in Bγ1,∞ for all γ < 0. We have for
all ε > 0:∣∣∣∣∣uδxL (t, y)−
∑
n∈N
etλn,Lvn,L(x)vn,L(y)
∣∣∣∣∣ ≤
∣∣∣∣∣uδxL (t, y)−
∑
n∈N
etλn,L〈vn,L, ψxε 〉〈vn,L, ψyε 〉
∣∣∣∣∣
+
∑
n∈N
etλn,L |〈vn,L, ψxε − δx〉〈vn,L, ψyε 〉|
+
∑
n∈N
etλn,L |〈vn,L, δx〉〈vn,L, ψyε − δy〉|.
(14)
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The first term on the right-hand side equals |uδxL (t, y)− 〈uψ
x
ε
L (t, ·), ψyε 〉|, and since uψ
x
ε
L (t, ·) con-
verges uniformly to uδxL (t, ·) by Lemma 2.8, it vanishes as ε ↓ 0. The second and third term
on the right-hand side of (14) are similar, so we only argue for the last term. We saw that
vL,n ∈ C n,β(QL), so in particular vL,n is continuous and we have by Fatou’s lemma:∑
n∈N
etλn,L |〈vn,L, δx〉〈vn,L, ψyε − δy〉| ≤ lim inf
ε′→0
∑
n∈N
etλn,L |〈vn,L, ψxε′〉〈vn,L, ψyε − ψyε′〉|
≤ lim inf
ε′→0
|〈uψ
x
ε′
L (t, ·), ψxε′〉|
1
2 |〈uψ
y
ε−ψ
y
ε′
L (t, ·), ψyε − ψyε′〉|
1
2
= |uδxL (t, x)|
1
2 |〈uψ
y
ε−δy
L (t, ·), ψyε − δy〉|
1
2 .
Now another application of Lemma 2.8 shows that the right-hand side vanishes for ε ↓ 0.
2.2 A Feynman-Kac type representation
Here we give a Feynman-Kac type representation for uφL. The technique behind this representa-
tion is inspired by the partial Girsanov transform of [15]. Let us start by recalling the classical
Feynman-Kac representation.
We write Px and Ex for the probability and expectation on C([0,∞),R2) such that the coor-
dinate process X = (Xt)t∈[0,∞) is a Brownian motion with X0 = x for x ∈ R2. We also write
B instead of X to stress that X is a Brownian motion. But soon we will consider a different
measure, under which X is a diffusion with non-trivial drift. For a probability measure Q on
C([0,∞),R2) we write EQ for the expectation with respect to Q.
In this section we often abbreviate C
−γ
n (QL) by C
−γ
n and C
−γ(R2) by C−γ .
Lemma 2.13 (Feynman-Kac representation). Let L ∈ (0,∞] and Q∞ = R2. For φ ∈ Cb(QL),
ε > 0 and (t, y) ∈ [0,∞) ×QL we have
uφL,ε(t, y) = Ey
[
exp
( ∫ t
0
(θε − 2cε)(Bs) ds
)
φ(Bt)1[B[0,t]⊂QL]
]
, (15)
where B[0,t] = {B(s) : s ∈ [0, t]}.
Proof. See for example [12, 20, 30].
As θε = θL,ε (see (9)) almost everywhere in QL, we also have
uφL,ε(t, y) = Ey
[
exp
( ∫ t
0
(θL,ε(Bs)− 2cε) ds
)
φ(Bt)1[B[0,t]⊂QL]
]
.
Let θL,0 ∈ C αn be the first component of θL, i.e., θL,0 = limε↓0 θL,ε. Then θL,0 = limε↓0 θL,ε,
see Lemma A.1.
With f(x) = (1 + 12pi
2|x|2)−1 we define for ε ∈ [0,∞)
ZL,ε := f(D)θL,ε = (1− 12∆)−1θL,ε.
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Observe that ZL,ε is at least C
2 as θL,ε is continuous.
Unfortunately, the representation in Lemma 2.13 makes no sense for ε = 0. We can construct
the integral
∫ t
0 f(Bs) ds also if f is a distribution, but then f must have regularity better than−1,
while we only have θL,0 ∈
⋂
α<−1 C
α. In order to extend the representation (15) for ε = 0, we
first rewrite it for ε > 0.
2.14. For the rest of this section we fix α ∈ (−43 ,−1) and L > 0.
To rewrite the Feynman-Kac representation for the solution to the multiplicative heat equation
onQL with potential θε−2cε we will need to solve the equation (η− 12∆)Y = 12 |∇ZL,ε|2−2cε+
∇Y · ∇ZL,ε, where η > 0 is sufficiently large. For that purpose we need bounds on ∇ZL,ε and
1
2 |∇ZL,ε|2 − 2cε that are uniform in ε, and those can be obtained from bounds for the enhanced
Neumann potential, see Lemma 2.15.
Lemma 2.15. Let σ be as in Definition 2.3. There exists a C > 0 (independent of L) such that
for all ε > 0
‖12 |∇ZL,ε|2 − 2cε‖C 2α+2 + ‖∇ZL,ε‖Cα+1
≤ C(‖θL,ε‖Cαn + ‖θL,ε‖2Cαn + ‖θL,ε  σ(D)θL,ε − cε‖C 2α+2n ). (16)
Moreover, with ΘL the second component of θL and by using the notation
1
2 |∇ZL|⋄2 := ∇ZL 4∇ZL − (1− 14∆)(ZL  ZL) + 2ΘL − (1− 12∆)ZL  (1−∆)−1ZL,
we have
(∇ZL,ε, 12 |∇ZL,ε|2 − 2cε) → (∇ZL, 12 |∇ZL|⋄2). (17)
Proof. To shorten notation we write Z = ZL,ε, θ = θL,ε, θ = θL,ε and c = cε. By Lemma A.1
we have ‖θ‖
C
−γ
n
= ‖θ‖C−γ and ‖θ  σ(D)θ − c‖C−γn = ‖θ  σ(D)θ − c‖C−γ .
We have 12 |∇Z|2 = ∇Z 4 ∇Z + 12∇Z  ∇Z , where the para- and resonant product are
combined with the inner product on R2, e.g. ∇Z 4∇Z = ∂1Z 4 ∂1Z + ∂2Z 4 ∂2Z . For the
paraproduct we have by the Bony estimate, Bernstein’s inequality and the Ho¨rmander-Mikhlin
bound (see [3, Theorem 2.82, Lemma 2.1 and Lemma 2.2])
‖∇Z 4∇Z‖C 2α+2 . ‖∇Z‖2Cα+1 . ‖Z‖2Cα+2 . ‖θ‖2Cα .
For the resonant product we use that (1− 12∆)Z = θ and apply Leibniz’s rule to obtain:
1
2∇Z ∇Z = 14∆(Z  Z)− (12∆Z) Z
= −(1− 14∆)(Z  Z) + θ  Z. (18)
As (1−∆)θ = 2(1− 12∆)θ− θ, by applying (1−∆)−1(1− 12∆)−1 on both sides and using
that Z = (1− 12∆)−1θ, we obtain
θ  Z = 2θ  σ(D)θ − θ  (1−∆)−1(1− 12∆)−1θ. (19)
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Then the claim follows since by the Ho¨rmander-Mikhlin bound and the Bony estimate for
the resonance product [3, Lemma 2.85] we have ‖(1− 14∆)(Z Z)‖C 2α+2 . ‖Z Z‖C 2α+4 .
‖Z‖2
Cα+2
. ‖θ‖2
Cα
and ‖Z‖Cα+2 . ‖θ‖Cα and by Bernstein’s inequality ‖∇Z‖Cα+1 . ‖Z‖Cα+2 .
(17) follows from the convergence (10), (18) and (19).
We show in Lemma B.2 in the appendix that there exists a C > 0 such that for allM > 0 for
all f ∈ C 2α+2 and g ∈ C α+1 with ‖f‖C 2α+2 , ‖g‖C α+1 ≤ M , for all β ∈ (−α, 2α + 4) and for
all η ≥ C(1 +M) 22α+4−β there exists a unique solution v ∈ C β(Rd) to(
η − 12∆
)
v = f +∇v · g,
such that ‖v‖C β ≤M , and that v depends continuously on f and g.
Fix β ∈ (−α, 2α + 4). Let
ML,ε := max{‖12 |∇ZL,ε|2 − 2cε‖C 2α+2 , ‖∇ZL,ε‖Cα+1}, (20)
ML := max{‖12 |∇ZL|⋄2‖C 2α+2 , ‖∇ZL‖Cα+1}. (21)
By (17) we have ML,ε → ML. For ε > 0 we define ηL,ε := C(1 + ML,ε)
2
2α+4−β and
ηL := C(1 +ML)
2
2α+4−β . Therefore there exists a solution YL,ε to
(ηL,ε − 12∆)YL,ε = 12 |∇ZL,ε|2 − 2cε +∇YL,ε · ∇ZL,ε, (22)
with ‖YL,ε‖C β ≤ML,ε Moreover, in C β we have YL,ε → YL as ε ↓ 0, where YL solves
(ηL − 12∆)YL = 12 |∇ZL|⋄2 +∇YL · ∇ZL, (23)
and ‖YL‖C β ≤ML. We will also write “ZL,0,ML,0, ηL,0, YL,0” for “ZL,ML, ηL, YL”.
Let us now discuss how uφL,ε can be described in terms of ZL,ε and YL,ε. For 0 ≤ r ≤ t and
ε ∈ [0,∞) we write
DL,ε(r, t) := e
∫ t
r
(Z+ηY+ 1
2
|∇Y |2)(Xs) ds+(Z+Y )(Xr)−(Z+Y )(Xt), (24)
where we have abbreviated “ZL,ε, ηL,ε, YL,ε” by “Z, η, Y ”.
Lemma 2.16. Let ε > 0 and y ∈ R2 and let QyL,ε be the probability measure on C([0,∞),R2)
such that the coordinate process satisfies Q
y
L,ε-almost surely
Xt = y +
∫ t
0
∇(ZL,ε + YL,ε)(Xs) ds+B′t, t ≥ 0,
for a Brownian motion B′t. Then we have for all ε > 0 and for any measurable and bounded (or
positive) functional F : C([0, t],R2)→ R:
Ey
[
e
∫ t
0
(θL,ε(Xs)−2cε) dsF (X|[0,t])1[X[0,t]⊂QL]
]
= EQyL,ε
[
DL,ε(0, t)F (X|[0,t])1[X[0,t]⊂QL]
]
.
In particular, uφL,ε(t, y) = EQyL,ε
[
DL,ε(0, t)φ(Xt)1[X[0,t]⊂QL]
]
.
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Proof. To shorten notation we write Z = ZL,ε, Y = YL,ε, θ = θL,ε and c = cε in this proof. By
definition of Z and Y , we have θ = Z − 12∆Z and
−2c = ηY − 12∆Y − 12 |∇Z|2 −∇Y · ∇Z = ηY − 12∆Y − 12 |∇(Z + Y )|2 + 12 |∇Y |2,
so that
θ − 2c = Z + ηY − 12∆(Z + Y )− 12 |∇(Z + Y )|2 + 12 |∇Y |2.
Hence, on [B[0,t] ⊂ QL], by using Itoˆ’s formula to rewrite
∫ t
0
1
2∆(Z + Y )(Bs) ds we have∫ t
0
θ(Bs)− 2cds =
∫ t
0
(Z + ηY + 12 |∇Y |2)(Bs) ds+ (Z + Y )(B0)− (Z + Y )(Bt)
+
∫ t
0
∇(Z + Y )(Bs) · dBs − 1
2
∫ t
0
|∇(Z + Y )(Bs)|2 ds.
Since
Gt := exp(
∫ t
0
∇(Z + Y )(Bs) · dBs − 1
2
∫ t
0
|∇(Z + Y )(Bs)|2 ds) (25)
is a Radon-Nikodym density, the claim follows from Girsanov’s theorem (see e.g. Le Gall [24,
§5.6 Page 138]).
Theorem 2.17. Let y ∈ Q◦L. There exists a unique probability measure QyL on C([0,∞),R2)
under which the coordinate process X satisfies X0 = y almost surely, and X solves the mar-
tingale problem for the following SDE with distributional drift (see for example [28, Definition
2.1])
dXt = ∇(ZL + YL)(Xt) dt+ dB′t (26)
where B′ is a Brownian motion. Moreover, with DL = DL,0 (see (24)), with φ ∈ C(QL), and
with A = [X[0,t] 6⊂ S,X[0,t] ⊂ QL] for S = ∅ or S = Qr for r ∈ (0, L), we have
Ey
[
e
∫ t
0 (θε(Xs)−2cε) dsφ(Xt)1A
]
ε↓0−−→ EQyL [DL(0, t)φ(Xt)1A] . (27)
In particular, uφL(t, y) = EQyL
[
DL(0, t)φ(Xt)1[X[0,t]⊂QL]
]
.
Proof. The existence and uniqueness of the solution Q
y
L to the martingale problem follows from
[6, Theorem 1.2]. It is not mentioned in that theorem, but from the proof of [6, Theorem 4.3]
one can extract that the martingale depends continuously on the drift (in the space C−α(Rd,Rd).
Therefore, as∇(ZL,ε+ YL,ε) converges to∇(ZL+ YL), we have that QyL,ε converges weakly to
Q
y
L (where C([0,∞),R2) is equipped with the topology of uniform convergence on compacts).
By Lemma 2.16
Ey
[
e
∫ t
0
(θε(Xs)−2cε) dsφ(Xt)1A
]
= EQyL,ε
[DL,ε(0, t)φ(Xt)1A] .
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Since ZL,ε → ZL and YL,ε → YL uniformly, we get
lim
ε↓0
EQyL,ε
[DL,ε(0, t)φ(Xt)1A] = lim
ε↓0
EQyL,ε
[DL(0, t)φ(Xt)1A] .
By the Portmanteau theorem [4, Theorem 2.1], the convergence in (27) follows once we show
that A is a QyL continuity set, i.e., Q
y
L[∂A] = 0. We treat the case S = ∅, the case S = Qr
follows from very similar but slightly more tedious arguments. The set A consists of paths that
stay inside the closed box QL until time t, so ∂A = [X[0,t] 6⊂ Q◦L,X[0,t] ⊂ QL]. To prove that
this set has probability zero we show that “almost surely X leaves the box right after it hits the
boundary”.
So let τ = inf{s ∈ [0, t] : Xs ∈ ∂QL}, with which we have ∂A = [τ ≤ t,X[0,t] ⊂ QL].
First note that Q
y
L[τ = t] ≤ QyL[Xt ∈ ∂QL] = 0, since the law of Xt under QyL is absolutely
continuous to the Lebesgue measure by [28, Proposition 2.9]. So it remains to show that Q
y
L[τ <
t,X[0,t] ⊂ QL] = 0. By the strong Markov property, we have
Q
y
L[τ < t,X[0,t] ⊂ QL] ≤ EQyL [1τ<tQXτ [∃ε > 0 : X
′
[0,ε] ⊂ QL]],
where, to avoid confusion,X ′ is written for the coordinate process underQXτ . Similar arguments
as in [9, Theorem 13, estimate (48)] show that X ′ − B′ is QXτ -almost surely 2−α−ε2 -Ho¨lder
continuous for all ε > 0. We can choose ε > 0 small enough such that 2−α−ε2 >
1
2 . Therefore,
by the law law of the iterated logarithm for B′ it follows that that QXτ -almost surely there is a
sequence of times (tn)n∈N such that tn ↓ 0,
lim
n→∞
|X ′tn −X ′0 −B′tn |
|B′tn |
≤ lim
n→∞
t
2−α−ε
2
n√
2tn log log
1
t
= 0,
and also X ′0 +B
′
tn /∈ QL for all n. Therefore,
X ′tn = X
′
0 + |B′tn |
(
B′tn
|B′tn |
+
X ′tn −X ′0 −B′tn
|Btn |
)
/∈ QL
for all sufficiently large n. This concludes the proof.
2.3 The Feynman-Kac type representation for the PAM
In this section we show how the above representation techniques can be applied to the PAM (or
multiplicative heat equation) with white noise potential.
Definition 2.18. A white noise on Rd is a random variable ξ on a probability space (Ω, P ) with
values in S ′(Rd) such that for all f ∈ S the random variable 〈ξ, f〉 is a centered Gaussian
random with E[〈ξ, f〉〈ξ, g〉] = 〈f, g〉L2(Rd) for f, g ∈ S .
Like in Section 2.2 we will have the Brownian motion as another source of randomness,
beside the noise term ξ as the potential of the PAM. These two are independent sources or ran-
domness, therefore we write “P ” and “E” for the probability and expectation with respect to ξ,
contrary to the notation “P” and “E” that we use for the probability and expectation with respect
to the Brownian motion B (as in Section 2.2).
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2.19. Since ξ ∈ S ′, the map f 7→ 〈ξ, f〉 is linear and as ‖〈ξ, f〉‖L2(Ω,P ) = ‖f‖L2(Rd), it extends
to a bounded linear operator W : L2(Rd) → L2(Ω, P ) such that for all f ∈ L2(Rd), W f is a
centered Gaussian random variable and E[W fW g] = 〈f, g〉L2 for all f, g ∈ L2(Rd). We will
make abuse of notation and also write “〈ξ, f〉” for “W f” when f ∈ L2(Rd).
2.20. Letψ ∈ C∞c (R2) be given byψ(x) = ϕ(x1)ϕ(x2) for an even function ϕ ∈ C∞c (R, [0,∞))
with suppϕ ⊂ [−12 , 12 ] and
∫
R
ϕ(x) dx = 1. We write ψε(x) =
1
ε2
ψ(x
ε
) and ϕε(x) =
1
ε
ϕ(x
ε
).
Let ξ be a white noise on R2 and let ξε = ψε ∗ ξ be its mollification.
2.21. Let
ξnL,ε =
∑
n∈N20
〈ξε, nk,L〉nk,L, ξnL,ε =
∑
n∈N20
〈ξε, nk,L〉nk,L. (28)
Since ξε is almost everywhere equal to ξ
n
L,ε and thus to ξ
n
L,ε on QL, the solution u
φ
L,ε to (8) also
solves the same equation with “ξε” replaced by “ξ
n
L,ε” or “ξ
n
L,ε”. We show in Theorem 6.2 that
there exists a C ∈ R such that for
cε =
1
2pi log
1
ε
+ C,
there exists a ξL = (ξL,ΞL) ∈
⋂
α<−1 X
α
n such that the following convergence holds in X
α
n for
all α < −1:
(ξnL,ε, ξ
n
L,ε  σ(D)ξ
n
L,ε − cε) P−−→
ε↓0
ξL. (29)
Next, we want to apply the deterministic results of Section 2.1 and 2.2 to the white noise
potential, in the sense that we apply the above for θL,ε being a typical realisation of ξ
n
L,ε. Recall
the convergence in probability (29), shown in Theorem 6.2:
(ξnL,ε, ξ
n
L,ε  σ(D)ξ
n
L,ε − cε) P−−→
ε↓0
(ξL,ΞL) = ξL, (30)
in probability in Xαn for α < −1. This is equivalent to saying that every subsequence of
(ξnL,ε, ξ
n
L,ε  σ(D)ξ
n
L,ε − cε))ε>0 has a further subsequence that is almost surely convergent.
Therefore we can apply the deterministic results in Section 2.2 to the case where we take θε,
θL,ε and θL to be (a typical realisation) of ξε, ξ
n
L,ε and ξL. This means that the convergence in
Section 2.2 translates to convergence in probability. Let us explain this more precisely.
Analogously to the notation in Section 2.2, we let α ∈ (−43 ,−1) and β ∈ (−α, 2α + 4); for
L > 0 and ε > 0 we write ZL,ε and ZL to be the (random) functions given by
ZL,ε = f(D)ξnL,ε = (1− 12∆)−1ξnL,ε, ZL = f(D)ξL,0 = (1− 12∆)−1ξL,0,
where ξL,0 is the first component of ξL; ML,ε is as in (20); ML as in (21); ηL,ε := C(1 +
ML,ε)
2
2α+4−β ; ηL := C(1 +ML)
2
2α+4−β ; YL,ε is the solution to (22); and, YL the solution to
(23). Again, we will also write “ZL,0,ML,0, ηL,0, YL,0” for “ZL,ML, ηL, YL”. For L > 0 and
16
ε ≥ 0 we let DL,ε be as in (24) and write “DL” for “DL,0”. We have the following convergences
in probability
ZL,ε
P−−→
ε↓0
ZL, ML,ε
P−−→
ε↓0
ML, ηL,ε
P−−→
ε↓0
ηL, YL,ε
P−−→
ε↓0
YL.
Moreover, the convergence in (27) holds in probability:
Ey
[
e
∫ t
0 (ξε(Xs)−2cε) dsφ(Xt)1A
]
P−−→
ε↓0
EQyL
[DL(0, t)φ(Xt)1A] . (31)
In the following section, we will use some estimates that we present below in Lemma 2.24.
We could estimate the right-hand side of (31) by estimating the ZL,ε, ηL,ε, YL,ε in terms ofML,ε.
We will need a control on the growth ofML,ε, which is provided in the following lemma.
Lemma 2.22. For ε ≥ 0 the following random variable is almost surely finite
aε := 1 ∨ sup
L∈N,L>e
ML,ε
logL
, (32)
and there exists an h0 > 0 such that supε≥0E[e
haε ] <∞ for all h ∈ [0, h0].
Proof. By Lemma 2.15 we can bound for ε > 0
ML,ε ≤ C(‖ξL,ε‖Cαn + ‖ξL,ε‖2Cαn + ‖ξL,ε  σ(D)ξL,ε − cε‖C 2α+2n ),
and similarly forML,0. So the claim follows from Lemma 6.15 below.
2.23. So far α ∈ (−43 ,−1) and β ∈ (−α, 2α + 4) were arbitrary. But we can and do from now
assume that α “is close enough to −1” and β “is close enough to −α” so that
2
2α + 4− β ≤ 4. (33)
Note that with this assumption, Lemma 2.22 implies for all ε ≥ 0 and L > e (so that aε logL >
1),
‖ZL,ε‖Cα+2 ≤ aε logL, ‖YL,ε‖C β ≤ aε logL, ηL,ε ≤ 2C(aε logL)4.
As ‖|∇YL,ε|2‖C β−1 ≤ ‖YL,ε‖2C β we can estimate all terms under the integral in the definition of
DL,ε (24) as ‖ · ‖L∞ . ‖ · ‖C δ for δ > 0. The estimate we obtain from this for DL,ε and another
estimate will be presented in the following lemma. This lemma will play a key role in Section 4.
Lemma 2.24. Let Q
y
L,ε be the probability measures from Lemma 2.16 and let us write Q
y
L,0 for
the probability measure and Q
y
L from Theorem 2.17. Let aε be as in (32). There exists a C > 1
such that for all L ∈ N with L > e, ε ≥ 0, r ∈ (0, L) and t ≥ 1:
e−Ca
5
εt(logL)
5
1[X[0,t]⊂QL] ≤ DL,ε(0, t)1[X[0,t]⊂QL] ≤ eCa
5
εt(logL)
5
, (34)
Q0L,ε[X[0,t] 6⊂ Qr] ≤ CeCa
5
εt(logL)
5− r
2
Ct , (35)
EQ0L,ε
[
DL,ε(0, t)1[X[0,t] 6⊂Qr,X[0,t]⊂QL]
]
≤ CeCa5εt(logL)5− r
2
Ct . (36)
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Proof. (34) follows immediately from the definition of DL,ε(0, t) in (24) together with Observa-
tion 2.23.
By [28, Corollary 1.2], where we take b = ∇(ZL,ε + YL,ε) of regularity α + 1, δ > 0 and
use that
‖∆−1b‖2L∞ + ‖∆≥0b‖
2
2+α−δ
B1+α−δ∞,1
. 1 + ‖b‖
2
2+α−δ
B1+α−δ∞,1
. 1 + ‖b‖
2
2+α−δ
C 1+α
,
we have
QL,ε,0[X[0,t] 6⊂ Qr] ≤ C exp
(
Ct(1 + ‖∇(ZL,ε + YL,ε)‖
2
2+α−δ
C α+1
)− r
2
Ct
)
.
Since α > −43 we can choose δ > 0 small enough so that 22+α−δ ≤ 4. Then (35) follows from
another application of Observation 2.23. Finally, (36) follows from (34) and (35).
3 Asymptotic behaviour of the mass on a box: Proof of Theorem 1.4
In this section we prove Theorem 1.4. We separate the proof in two parts by showing that almost
surely lim supt→∞
Ut(t)
tλ1,t
≤ 1 (Lemma 3.4) and lim inft∈Q,t→∞ Ut(t)tλ1,t ≥ 1 (Lemma 3.6).
We use the notation uxL = u
δx
L and U
x
L(t) =
∫
QL
uxL(t, y) dy. We let Γ
L
t (x, ·) be the transition
probability kernel of Xt under Q
x
L. We will rely on the following estimates which follow from
Lemma 2.22, Lemma 2.24 and [28, Theorem 1.1 and Corollary 1.2]: There exists a random
variable C (depending on ξ, not on X) with values > 1 such that for L ∈ N with L > e, for
s, t ∈ [0,∞) with s < t and t− s > 1
e−C(t−s)(logL)
5
1[X[s,t]⊂QL] ≤ DL(s, t)1[X[s,t]⊂QL] ≤ eC(t−s)(logL)
5
, (37)
as well as for L, r ∈ N with L > r > e and t ≥ 1,
ΓLt (x, y) ≥ 1C e−Ct(logL)
5− r
2
Ct , x, y ∈ Qr, (38)
ΓLt (x, y) ≤ CeCt(logL)
5
, x, y ∈ R2, (39)
QL,0[X[0,t] 6⊂ QL] ≤ CeCt(logL)
5−L
2
Ct . (40)
3.1. We use the notation as in Lemma 2.8 and write uφ∞ for the solution of the PAM with white
noise potential on R2 with initial condition φ as in [18].
By Theorem 2.12, Lemma 2.11 and Lemma 2.13 we have for all L ∈ (0,∞], ε > 0 and
x, y ∈ R2
uxL,ε(t, y) = u
y
L,ε(t, x), (41)∫
R2
uxL,ε(t, y) dy = 〈uxL,ε(t, ·),1〉L2(R2) = u1L,ε(t, x)
= Ex
[
exp
(∫ t
0
(ξε(Xs)− 2cε) ds
)
1[X[0,t]⊂QL]
]
. (42)
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By the continuity in ε, see Lemma 2.8, for L > 0
UxL(t) :=
∫
QL
uxL(t, y) dy = u
1
L(t, x) = EQL,x [DL(0, t)1[X[0,t]⊂QL]]. (43)
We also write “UL(t)” for “U
0
L(t)”.
Before we turn to the upper bound, we prove the following lemma that will be used for both
the upper and the lower bound.
Lemma 3.2. For all r ∈ N with r > e, t > 1, δ ∈ (1, t) and x, y ∈ Qr we have with C as above
uyr(t, x) = u
x
r (t, y) ≤ Ce2Cδ(log r)
5
Uxr (t− δ). (44)
Proof. The first equality in (44) follows from (41). We have uyr(t, x) = limε↓0 u
ψ
y
ε
r (t, x) by
Lemma 2.8, where ψyε (z) = ψε(z−y). By definition we have Dr(0, t) = Dr(0, t−δ)Dr(t−δ, t).
By using subsequently (37) and the tower-property; the definition of Γrt , (39) and
∫
ψyε = 1, and
finally (43) we obtain
uyr(t, x) ≤ lim
ε↓0
eCδ(log r)
5
EQr,x
[
Dr(0, t− δ)1[X[0,t−δ]⊂Qr]EQr,x [ψyε (Xt)|Xt−δ ]
]
= lim
ε↓0
eCδ(log r)
5
EQr,x
[
Dr(0, t− δ)1[X[0,t−δ]⊂Qr]
∫
R2
Γrδ(Xt−δ , z)ψ
y
ε (z) dz
]
≤ CeCδ(log r)5+Cδ(log r)5EQr,x
[
Dr(0, t − δ)1[X[0,t−δ]⊂Qr]
]
≤ Ce2Cδ(log r)5Uxr (t− δ).
3.1 Upper bound
We will use the spectral representation given in Theorem 2.12. Observe that for L, t > 0 and
φ ∈ C(QL), we have by Lemma 2.11∫
QL
uφL(t, x) dx =
∑
n∈N
etλn,L〈vn,L, φ〉L2〈vn,L,1QL〉L2
≤
(∑
n∈N
e2tλn,L〈vn,L, φ〉2L2
) 1
2‖1QL‖L2
≤ etλ1,L‖φ‖L2‖1QL‖L2 . (45)
As our initial condition φ = δ0 is not in L
2, we use that by the Chapman-Kolmogorov equation
u0L(t, x) = u
φ
L(t − 3, x) for t > 3, with φ = u0L(3, x) and show that u0L(3, x) is in L2 and that
its L2-norm can be bounded as follows.
Lemma 3.3. Let q ∈ [1,∞], L ∈ N, L > e, y ∈ QL and t > 2. Then uyL(t, ·) ∈ Lq(QL) and
‖uyL(t, ·)‖Lq ≤ Ce3Ct(logL)
5
.
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Proof. We treat the case q <∞, the case q =∞ is similar but slightly easier. By Lemma 3.2 we
have for t > 2 and δ = t2 ,
‖uyL(t, ·)‖Lq ≤ CeCt(logL)
5
( ∫
QL
|UxL( t2 )|q dx
)1
q
.
As UxL(
t
2) = u
1
L(
t
2 , x) ≤ eCt(logL)
5
by (43) and (37), and as L
2
q ≤ L2 ≤ eCt(logL)5 for t > 2,
the desired estimate follows.
Lemma 3.4. Let Lt = t(log t)
5 or Lt = t. Then almost surely
lim sup
t→∞
logULt(t)
tλ1,Lt
≤ 1. (46)
Proof. Let Lt = ⌈Lt⌉. Then ULt ≤ ULt and λ1,Lt ∼ λ1,Lt . For t large enough we have by (45)
and Lemma 3.3 (as ‖1QL‖L2 = L ≤ eC(logL)
5
):
ULt(t) ≤ e(t−3)λ1,LtCe10C(logLt)
5
,
so the claim easily follows.
3.2 Lower bound
By the spectral representation given in Theorem 2.12 we obtain
etλ1,L ≤
∑
n∈N
etλn,L
∫
QL
|en(x)|2 dx =
∫
QL
uxL(t, x) dx. (47)
So we would already have established the lower bound if “uxL” on the right-hand side was re-
placed by “u0L”. The idea is therefore to use (47) with “t − δ” instead of “t”, for δ chosen
appropriately (depending on t), and to combine this with lower bounds for the transition density
ΓLt in order to obtain a lower bound for UL(t).
Inequality (37) together with the Markov property gives for δ ∈ (1, t)
UL(t) ≥ e−Cδ(logL)5EQL,0
[
1[X[0,δ]⊂QL]U
Xδ
L (t− δ)
]
. (48)
Now we take a smaller box inside the box of size L, i.e., let r ∈ (0, L]. Then
EQL,0
[
1[X[0,δ]⊂QL]U
Xδ
L (t− δ)
]
≥ EQL,0
[
1[X[0,δ]⊂QL]1[Xδ∈Qr]U
Xδ
r (t− δ)
]
= EQL,0
[
1[Xδ∈Qr ]U
Xδ
r (t− δ)
]
− EQL,0
[
1[X[0,δ] 6⊂QL]1[Xδ∈Qr]U
Xδ
r (t− δ)
]
. (49)
The second term on the right-hand side of (49) can be estimated as follows, using (40) and (37)
EQL,0
[
1[X[0,δ] 6⊂QL]1[Xδ∈Qr]U
Xδ
r (t− δ)
]
≤ PQL,0 [X[0,δ] 6⊂ QL] sup
x∈Qr
Uxr (t− δ)
≤ CeCδ(logL)5−L
2
Cδ eC(t−δ)(log r)
5 ≤ CeCt(logL)5−L
2
Cδ .
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By the heat kernel bound (38), we can estimate the first term on the right-hand side of (49) by
EQL,0
[
1[Xδ∈Qr]U
Xδ
r (t− δ)
]
=
∫
Qr
ΓLδ (0, x)U
x
r (t− δ) dx
≥ 1
C
e−Cδ(logL)
5− r
2
Cδ
∫
Qr
Uxr (t− δ) dx.
Now we use the lower estimate for Uxt (t− δ) from Lemma 3.2 which allows us to use (47).
We sum up all the estimates in the following lemma.
Lemma 3.5. For L, r ∈ N with L ≥ r > e and t > δ > 1 (with C as above) we have
UL(t) ≥ 1
C2
e−3Cδ(log L)
5− r
2
Cδ e(t−δ)λ1,r − CeCt(logL)5−L
2
Cδ .
Now we tune L, r and δ, i.e., we choose them depending on t in such a way that the lower
bound for the total mass follows.
Lemma 3.6. Let b ∈ (12 , 1] and Lt ≥ tb for all t ≥ 0 and such that logLt ∼ b log t. Let
I ⊂ (e,∞) be a countable unbounded set. Then almost surely
lim inf
t∈I,t→∞
logULt(t)
tλ1,Lt
≥ 1.
Proof. Let Lt = ⌊Lt⌋. Then ULt ≥ ULt . Let b′ ∈ (0, b), a ∈ (2b′ − 1, 2b − 1), δt = ta and
rt = ⌊tb′⌋. Write
vt =
1
C2
e
−3Cδt(log Lt)5−
r2t
Cδt e(t−δt)λ1,rt , wt = Ce
Ct(log Lt)5−
L2t
Cδt .
By Lemma 3.5 we have logULt(t) ≥ logULt(t) ≥ log(vt−wt) = log vt+log(1− wtvt ). Observe
that, as δt < t,
wt
vt
≤ C3 exp
(
4Ct(logLt)
5 − L
2
t
Cδt
+
r2t
Cδt
− (t− δt)λ1,rt
)
.
By Theorem 1.3 we have λ1,rt > 0 for large t, and as L
2
t δ
−1
t ≥ t2b−a and r2t /δt = t2b
′−a and
2b − a > max{1, 2b′ − a}, we deduce that wt
vt
→ 0 and thus log(1 − wt
vt
) → 0. Therefore, we
obtain from Theorem 1.3:
lim inf
t∈I,t→∞
logULt(t)
tλ1,Lt
≥ lim inf
t∈I,t→∞
log vt
tλ1,rt
λ1,rt
λ1,Lt
= lim inf
t∈I,t→∞
λ1,rt
λ1,Lt
= lim inf
t∈I,t→∞
χ log rt
χ logLt
≥ b
′
b
,
where we used that log rt ∼ b′ log t and logLt ∼ b log t. Since b′ ∈ (0, b) was arbitrary, the
claim follows.
Now Lemma 3.4 and Lemma 3.6 imply Theorem 1.4.
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4 Splitting the PAM into boxes: Proof of Proposition 1.2
Let U(t) =
∫
R2
u∞(t, x) dx for t ∈ [0,∞), where u∞ is the solution to the PAM on R2 with
u∞(0, ·) = δ0. We will choose (Lt)t∈[0,∞) in N later, in such a way that Lt ↑ ∞. We assume t
is large enough such that Lt > 1. We define the events
A0 =
[
X[0,t] ⊂ QLt
]
, Ak =
[
X[0,t] 6⊂ QLkt ,X[0,t] ⊂ QLk+1t
]
for k ∈ N.
As X has continuous paths, we have P0(
⋃
k∈N0
Ak) = 1. We consider the setting as in Sec-
tion 2.3. We define for k ∈ N0 and ε ≥ 0
Uk,ε(t) := EQ0
L
k+1
t ,ε
[DLt,ε(0, t)1Ak ] .
We will abbreviate Uk = Uk,0. Observe that ULt(t) = U0(t). In Lemma 4.3 below we prove that
U(t) =
∑
k∈N0
Uk(t), and in Lemma 4.2 we derive bounds on Uk(t). Combining these, we will
then prove Proposition 4.5, which in turn implies Proposition 1.2.
4.1. By the continuity in ε, see [18, Theorem 4.1], U(t) = u1∞(t, 0) (almost surely), where u
1
∞
is the solution to the PAM on R2 with u1∞(0, ·) = 1. Observe that by Lemma 2.13, Lemma 2.16
and (43) we have for L > 0, and ε > 0
u1∞,ε(t, 0) =
∑
k∈N0
Uk,ε(t). (50)
Lemma 4.2. Let Lt = ⌊t(log t)5⌋ and let aε be as in Lemma 2.22. There exist C > 1 and T > 0
such that for all t ≥ T , k ∈ N and ε ≥ 0
Uk,ε(t) ≤


C exp
(
t(log t)5
[
Ca5ε(k + 1)
5 − t2k−2(log t)5(2k−1)
C4k
])
, k ≥ 1,
C exp
(
(k + 1)5t(log t)5
[
Ca5ε − ktC
])
, k ≥ 2.
Proof. By Lemma 2.24 there exists a C > 1 such that for all t ≥ 1 with Lt > e, for all k ∈ N
and for all ε ≥ 0
Uk,ε(t) ≤ C exp
(
Ca5εt(k + 1)
5(logLt)
5 − L
2k
t
Ct
)
. (51)
Let T > 0 be such that log t > 5 log log t and ⌊t(log t)5⌋ ≥ 12t(log t)5 for t ≥ T . Then
logLt ≤ log t+5 log log t ≤ 2 log t for all t ≥ T , and therefore the first bound follows from (51)
(with a new C > 0). The second bound follows from the first one by choosing T > 0 large
enough so that
T 2k−3(log T )5(2k−1) ≥ 4kk(k + 1)5
for all k ≥ 2 (and then of course the same inequality holds for all t ≥ T ).
These bounds allow us to derive the series expansion of the total mass U(t):
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Lemma 4.3. Let Lt = ⌊t(log t)5⌋. There exists a T > 0 such that for all t ≥ T , we have almost
surely U(t) =
∑
k∈N0
Uk(t).
Proof. Since each term Uk(t) is positive the series
∑
k∈N0
Uk(t) converges almost surely to some
V (t) with values in [0,∞]. So if we can show that the series converges in probability to U(t),
then almost surely V (t) = U(t) and the claimed identity holds.
By [18, Theorem 1.4] we know that u1∞,ε(t, 0)
ε↓0−−→ u1∞,0(t, 0) = U(t) in probability. By
Theorem 2.17 we have Uk,ε(t)
ε↓0−−→ Uk(t) in probability, for all k ∈ N0. Moreover, u1∞,ε(t, 0) =∑
k∈N0
Uk,ε(t) for ε > 0, see (50). Therefore, we have for K ∈ N, δ ∈ (0, 1) and t > 0 such
that Lt > e:
P
(∣∣∣U(t)− K∑
k=0
Uk(t)
∣∣∣ > δ) ≤ lim sup
ε↓0
P
(∣∣∣u1∞(t, 0)− u1∞,ε(t, 0)∣∣∣ > δ3)
+ lim sup
ε↓0
P
(∣∣∣u1∞,ε(t, 0) − K∑
k=0
Uk,ε(t)
∣∣∣ > δ3)+ lim sup
ε↓0
K∑
k=0
P
(|Uk,ε(t)− Uk(t)| > δ3K )
≤ lim sup
ε↓0
P
(∣∣∣ ∞∑
k=K+1
Uk,ε(t)
∣∣∣ > δ3 , a5ε ≤ KT2C2
)
+ lim sup
ε↓0
P
(
a5ε >
KT
2C2
)
.
Let T > e and C be as in Lemma 4.2 and let t ≥ T and K ≥ 1. On the event [a5ε ≤ KT2C2 ] we
have by the second estimate of Lemma 4.2
∞∑
k=K+1
Uk,ε(t) ≤
∞∑
k=K+1
C exp
(
(k + 1)5t(log t)5
[
Ca5ε −
Kt
C
])
≤ C
∞∑
k=K+1
exp
(
− (k + 1)5T (log T )5KT
2C
)
,
and the right-hand side vanishes as K →∞. Therefore
lim sup
ε↓0
P
(∣∣∣ ∞∑
k=K+1
Uk,ε(t)
∣∣∣ > δ3 , a5ε ≤ KT2C2
)
ε↓0−−→ 0.
Since by Lemma 2.22 and the Markov inequality it follows that P (a5ε >
KT
2C2 ) converges to zero
as K →∞, the proof is complete.
4.4. In the proof of the next proposition we use the following observation. Let K ∈ N, qt,k ∈
(0,∞) and Rt ∈ (0,∞) for t ∈ (0,∞) and k ∈ {0, . . . ,K}. Suppose Rt t→∞−−−→∞. As
max
k∈{0,...,K}
log qt,k
Rt
≤ log
∑K
k=0 qt,k
Rt
≤ logK
Rt
+ max
k∈{0,...,K}
log qt,k
Rt
,
we have
lim
t→∞
∣∣∣∣∣ log
∑K
k=0 qt,k
Rt
− max
k∈{0,...,K}
log qt,k
Rt
∣∣∣∣∣ = 0.
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Proposition 4.5. For Lt = t(log t)
5 we have almost surely
lim
t∈Q,t→∞
∣∣∣∣ logU(t)t logLt −
logULt(t)
t logLt
∣∣∣∣ = 0.
Proof. By (43) for all ε > 0 the function L 7→ u1L,ε(t, 0) is increasing. This implies, by The-
orem 2.17, that also L 7→ UL(t) is increasing. Therefore, we may consider Lt = ⌊t(log t)5⌋
instead, so that ULt(t) = U0(t). We will use U(t) =
∑
k∈N0
Uk(t) (see Lemma 4.3).
Let T and C be as in Lemma 4.2. Then we have for k = 1 almost surely
lim
t→∞
logU1(t)
t logLt
≤ lim
t→∞
t(log t)5
t logLt
[
C(2a)525 − (log t)
5
C
]
t→∞−−−→= −∞.
Moreover, if t ≥ T is large enough so that C(2a)5 − 2t
C
≤ −1 and exp(−t(log t)5) ≤ 12 , then
the second bound of Lemma 4.2 gives
∞∑
k=2
Uk(t) .
∞∑
k=2
exp
(
(k + 1)5t(log t)5
[
C(2a)5 − kt
C
])
≤
∞∑
k=2
exp(−t(log t)5)k+1 ≤ 1,
and therefore
log(
∑∞
k=2 Uk(t))
t logLt
→ −∞ as t→∞. Now it suffices to apply 4.4 with Rt = t logLt,
qt,k = Uk(t) for k = 0, 1, and qt,2 =
∑∞
k=2 Uk(t). As
lim inf
t∈Q,t→∞
logULt(t)
t log t
> −∞
by Lemma 3.6, this completes the proof.
Proof of Proposition 1.2. By Proposition 4.5 we have logU(t) ∼ logULt(t). By Lemma 3.4
and Lemma 3.6 we have logULt(t) ∼ tλ1,Lt and logUt(t) ∼ tλ1,t. But λ1,Lt ∼ λ1,t as t ∼ Lt
by Theorem 1.3.
5 Asymptotics of the supremum and infimum of the PAM
In this section we prove Theorem 1.1 (b) by proving that for all a ∈ (0, 1):
lim
t∈Q,t→∞
logU(t)
t log t
≤ lim
t∈Q,t→∞
log (infx∈Qta u(t, x))
t log t
≤ lim
t∈Q,t→∞
log(supx∈R2 u(t, x))
t log t
≤ lim
t∈Q,t→∞
logU(t)
t log t
.
To prove this, we first have to show that u(t, x) is comparable to uLt(t, x), and for that purpose
we need the following lemma, in which Ak is as in Section 4, i.e.
Ak = [X[0,t] 6⊂ QLkt ,X[0,t] ⊂ QLk+1t ].
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5.1. Let us write ΓL,εt (x, ·) for the transition probability kernel of Xt under QxL,ε. Let c > 1.
Then the heat kernel bound in [28, Theorem 1.1] and Lemma 2.24 imply the existence of aC > 1
and a κ ∈ (0, 1) such that for all L ∈ N with L > e, ε ≥ 0 and t ≥ 1
e−Ct(aε logL)
5
1[X[0,t]⊂QL] ≤ DL,ε(0, t)1[X[0,t]⊂QL] ≤ eCt(aε logL)
5
, (52)
e−Ct(aε logL)
5
e−
|x−y|2
2κt ≤ ΓL,εt (x, y) ≤ eCt(aε logL)
5 1
t
e−
|x−y|2
2ct x, y ∈ R2. (53)
Before we turn to the next lemma, let us make a few observations that will be used a couple of
times. Let φ ∈ Cc(R2) be a positive function. As EQz
L,ε
[φ(Xt)] =
∫
R2
ΓL,εt (z, y)φ(y) dy we
obtain the following bounds from (53) for all L > e, ε ≥ 0, t ≥ 1 and z ∈ R2
‖φ‖L1e−Ct(aε logL)
5
inf
y∈supp φ
e−
|z−y|2
2κt ≤ EQz
L,ε
[φ(Xt)]
≤ ‖φ‖L1eCt(aε logL)
5
sup
y∈suppφ
e−
|z−y|2
2ct . (54)
Let r ∈ (0, L] and τr = inf{t ≥ 0 : Xt ∈ ∂Qr}. If 0 < δ < t, then we have by the above
EQ0L,ε
[1[t−δ<τr<t]φ(Xt)] = EQ0L,ε
[
1[t−δ<τr<t]EQXτrL,ε
[φ(Xt−τr )]
]
≤ ‖φ‖L1eCt(aε logL)
5
sup
s∈[0,δ]
1
s
e−
d(∂Qr,suppφ)
2
2cs ,
where d(A,B) is the distance between two sets A,B ⊂ R2. By computing its derivative we see
that the function f(s) = s−1e−
m
s is increasing on [0,m]. Therefore, if 1 ≤ δ ≤ d(∂Qr ,suppφ)22c ,
then we have
EQ0L,ε
[1[t−δ<τr<t]φ(Xt)] ≤ ‖φ‖L1eCt(aε logL)
5
e−
d(∂Qr,suppφ)
2
2cδ . (55)
Lemma 5.2. Let Lt = ⌊t(log t)5⌋, let ε ≥ 0, and let aε be as in Lemma 2.22. Let x ∈ R2 and
φ ∈ Cc(R2) be positive and such that suppφ ⊂ B(x, 1) = {y ∈ R2 : |x− y| ≤ 1}. Let
U
φ,x
k,ε (t) = EQ0
L
k+1
t ,ε
[D
Lk+1t ,ε
(0, t)1Akφ(Xt)].
There exist C > 1 and T > 0 such that for all k ∈ N, ε ≥ 0, t ≥ T :
U
φ,x
k,ε (t) ≤
{
C‖φ‖L1 exp
(
t(log t)5
[
Ca5ε(k + 1)
5 − t2k−2(log t)5(2k−1)
C
])
, k ≥ 1,
C‖φ‖L1 exp
(
(k + 1)5t(log t)5
[
Ca5ε − ktC
])
, k ≥ 2.
In other words, U
φ
k,ε(t) satisfies the same bound as Uk,ε(t), except for the factor ‖φ‖L1 .
Proof. By the proof of Lemma 4.2 it is sufficient to prove that there exists a C > 0 such that for
all k ∈ N, ε ≥ 0
U
φ,x
k,ε (t) ≤ C‖φ‖L1eCa
5
εt(k+1)
5(logLt)5e−
L2kt
Ct . (56)
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Let T ≥ 1 be large enough such that LT ≥ 4cT and let t ≥ T . We prove (56) by distinguishing
the two cases |x| > Lkt2 and |x| ≤
Lkt
2 . In the first case, |x| >
Lkt
2 , observe that as 1 ≤
Lkt
4
inf
y∈B(x,1)
|y| = |x| − 1 ≥ L
k
t
2
− 1 ≥ L
k
t
4
.
Therefore, by bounding 1Ak by 1[X[0,t]⊂QLk+1t
] and using (52) and (54) we estimate:
U
φ,x
k,ε (t) ≤ e2Ca
5
εt(k+1)
5(logLt)5‖φ‖L1e−
L2kt
32ct ,
If on the other hand |x| ≤ Lkt2 , then the distance between ∂QLkt andB(x, 1) is bounded as follows
d(∂QLkt
, B(x, 1) ≥ Lkt − |x| − 1 ≥
Lkt
4
≥ t.
Therefore with τ = inf{t ≥ 0 : Xt 6∈ QLkt }, by bounding 1Ak by 1[τ<t] and using (52) and (54)
U
φ,x
k,ε (t) ≤ ‖φ‖L1(R)e2Ca
5
εt(k+1)
5(logLt)5e−
L2kt
32ct .
Corollary 5.3. There exists a T > 0 such that for all x ∈ R2, for all positive φ ∈ Cc(R2) with
suppφ ⊂ B(x, 1) and for all t ≥ T we have almost surely
uφ(t, x) =
∫
R2
uδx(t, y)φ(y) dy =
∑
k∈N0
U
φ,x
k,0 (t).
Proof. This follows from the same arguments as Lemma 4.3.
Now we apply the above corollary to the mollifier function ψε (see 2.20). As is done before,
we write ψxε for the shifted function ψ
x
ε (y) = ψε(y − x).
Corollary 5.4. For Lt = t(log t)
5 we have almost surely
lim
t∈Q,t→∞
∣∣∣∣∣∣
log(supx∈R2 u(t, x))
t log t
−
log
(
supx∈QLt
uLt(t, x)
)
t log t
∣∣∣∣∣∣ = 0.
Proof. Since u(t, x) = uδ0(t, x) = limε↓0 u
ψε(t, x) and theL1-norm ofψε is uniformly bounded
in ε, this follows by Lemma 5.2, Corollary 5.3 together with the arguments from the proof of
Proposition 4.5.
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Theorem 5.5. For a ∈ (0, 1) we have almost surely
lim
t∈Q,t→∞
logU(t)
t log t
≤ lim inf
t∈Q,t→∞
log (infx∈Qta u(t, x))
t log t
≤ lim sup
t∈Q,t→∞
log(supx∈R2 u(t, x))
t log t
≤ lim
t∈Q,t→∞
logU(t)
t log t
.
Proof. Let C > 1 be such that (52), (54) and (55) hold. Let us write M = Ca50 and as before
take Lt = t(log t)
5. To derive the upper bound we apply Corollary 5.4 and Lemma 3.2 with
δ = 2 to obtain
lim sup
t∈Q,t→∞
log(supx∈R2 u(t, x))
t log t
= lim sup
t∈Q,t→∞
log
(
supx∈QLt
uLt(t, x)
)
t log t
≤ lim sup
t∈Q,t→∞
log(C) + 4C(logLt)
5 + logULt(t− 2)
t log t
= lim
t∈Q,t→∞
logULt(t)
t log t
= lim
t∈Q,t→∞
logU(t)
t log t
,
where the last step follows from Proposition 4.5.
The argument for the lower bound is more technical. Let a ∈ (0, 1) and b ∈ (a, 1). We
estimate for x ∈ Qta and for δt = rt = tb, η ∈ (0, 1):
EQ0Lt
[
DLt(0, t)1[X[0,t]⊂QLt ]ψ
x
η (Xt)
]
≥ e−Mδt(logLt)5EQ0Lt
[
DLt(0, t− δt)1[X[0,t−δt]⊂Qrt ]1[X[t−δt,t]⊂QLt ]ψ
x
η (Xt)
]
≥ e−Mδt(logLt)5EQ0Lt
[
DLt(0, t− δt)1[X[0,t−δt]⊂Qrt ]ψ
x
η (Xt)
]
− e−Mδt(logLt)5EQ0Lt
[
DLt(0, t− δt)1[X[0,t−δt]⊂Qrt ]1[X[t−δt,t] 6⊂QLt ]ψ
x
η (Xt)
]
. (57)
For ε > 0 we have
EQ0Lt,ε
[
DLt,ε(0, t− δt)1[X[0,t−δt]⊂Qrt ]
]
= E0
[
e
∫ t−δt
0 (ξε(Xs)−2cε) ds
1[X[0,t−δt]⊂Qrt ]
]
= Urt,ε(t− δt),
so after passing to the limit the same is true for ε = 0. Therefore, for η ∈ (0, 1) and large enough
t by using (54)
EQ0Lt
[
DLt(0, t− δt)1[X[0,t−δt]⊂Qrt ]ψ
x
η (Xt)
]
≥ EQ0Lt
[
DLt(0, t− δt)1[X[0,t−δt]⊂Qrt ]EQXt−δtLt
[ψxη (Xδt)]
]
≥ Urt(t− δt)e−Mδt(logLt)
5
inf
z∈Qrty∈Qrt+1
e−
|z−y|2
2κt
≥ Urt(t− δt)e−Mδt(logLt)
5
e
−
2r2t
κδt .
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This, as we will see below, is of the right order. If t is large enough so that Lt > 2(rt + 1),
then the expectation appearing in the negative term in (57) can be bounded from above as follows:
With τ = inf{t > 0 : Xt ∈ ∂QLt}, using (55) and that
d(∂QLt , suppψ
x
η ) ≥ Lt − rt − 1 >
Lt
2
,
we have for t large enough such that δt ≤ L
2
t
8c
EQ0Lt
[
DLt(0, t− δt)1[X[0,t−δt]⊂Qrt ]1[X[t−δt,t] 6⊂QLt ]ψ
x
η (Xt)
]
≤ eM(t−δt)(logLt)5EQ0Lt
[
1[t−δt<τ<t]ψ
x
η (Xt)
]
≤ e2Mt(logLt)5e−
L2t
8cδt .
Therefore we have, using that rt = δt = t
b:
EQ0Lt
[
DLt(0, t)1[X[0,t]⊂QLt ]ψ
x
η (Xt)
]
≥ Urt(t− tb)e−Mt
b(logLt)5e−
2tb
κ − Ce−2Mt(logLt)5−
L2t
8cδt .
and letting η ↓ 0 we deduce that also
inf
x∈Qta
u(t, x) ≥ Urt(t− tb)e−Mt
b(logLt)5e−
2tb
κ − Ce−2Mt(logLt)5−
L2t
8cδt
From here we obtain by Lemma 3.6 and Theorem 1.3.
lim inf
t∈Q,t→∞
log (infx∈Qta u(t, x))
t log t
≥ lim inf
t∈Q,t→∞
logUrt(t− tb)
t log t
= b lim
t∈Q,t→∞
logU(t)
t log t
.
Since b ∈ (a, 1) was arbitrary, this concludes the proof.
6 Gaussian calculations: Proof of Theorem 1.3
We saved some Gaussian calculations for this last section. In Section 6.1 we prove that our en-
hanced mollified noise converges up to a constant to the same limit as the differently mollified
noise considered in [8]. In Section 6.2 we prove the bounds on the noise terms and its enhance-
ment, which are used to prove Lemma 2.22 to control the growth of the L∞-norms of ZL,ε and
YL,ε with respect to L.
6.1 The limiting eigenvalues of a mollification on the full space
In this section we prove Theorem 1.3. We state the theorems from [8] on which it relies in
Theorem 6.1. The proof then follows by the Gaussian convergence that is stated in Theorem 6.2
(see also 6.3).
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Theorem 6.1. (a) [8, Theorem 6.4] Let τ be in C∞c (R
2, [0, 1]) and equal to 1 around 0. Let
ξL,ε be given by
ξL,ε :=
∑
k∈N20
τ( ε
L
k)〈ξ, nk,L〉nk,L. (58)
There exist (C˜L)L∈[1,∞) and cτ in R with C˜L
L→∞−−−−→ 0 and a ξ˜L = (ξL, Ξ˜L) ∈ Xαn such
that almost surely in Xαn for α < −1
(ξL,ε, ξL,ε  σ(D)ξL,ε − 12pi log 1ε − C˜L − cτ )→ ξ˜L, (59)
(b) [8, Theorem 2.9] Let λn(QL, ξ˜L) be the n-th eigenvalue of the operator Hξ˜L
as in Theo-
rem 2.9. Then for all unbounded countable sets I ⊂ (e,∞), almost surely, for all n ∈ N,
lim
L∈I,L→∞
λn(QL, ξ˜L)
logL
= χ.
Proof. For (b) let us remark the following. Actually, in [8] the Hamiltonian is not defined with
the factor 12 . But it is shown that the eigenvalues of ∆ + (2ξL, 4Ξ˜L)⋄ (which is the limit of
∆+2ξε − 4cε) converge to 2χ, which then proves the above convergence to χ immediately.
The mayor difference between the setting in Theorem 6.1 and our setting in 2.21 is that
we have ξnL,ε instead of ξL,ε: The ξ
n
L,ε is a projection of the mollified white noise ξε onto the
Neumann space on the box QL. Whereas, ξL,ε is an approximation of the white noise on the
box QL based on Fourier multipliers. The latter is dependent on the size of the box, whereas for
L > r we have that ξnL,ε equals ξ
n
r,ε almost everywhere on the box QL. The following theorem
shows that both approximations lead to the same limit, up to a constant.
Theorem 6.2. Let ξL,ε be as in (58) and ξ
n
L,ε be as in (28). There exist (CL)L∈[1,∞) and C in R
such that CL
L→∞−−−−→ 0 and the following holds. In Xαn (QL) for α < −1 as ε ↓ 0, the following
convergence in probability holds
(ξnL,ε − ξL,ε, ξnL,ε  σ(D)ξnL,ε − ξL,ε  σ(D)ξL,ε) P−→ (0, C + CL). (60)
6.3. As a consequence of (60), (29) holds with ξL = (ξL, Ξ˜L + CL + C˜L + cτ ) and cε =
1
2pi log
1
ε
+C . Moreover, by the following identity
λn(QL, ξL) = λn(QL, ξ˜L) + CL + C˜L + cτ ,
we see that Theorem 6.2 and Theorem 6.1 indeed imply Theorem 1.3.
We prove Theorem 6.2 in Theorem 6.5. This is done using the following theorem.
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Theorem 6.4. [8, Theorem 11.2] For r ≥ 1 we letXεk,r and Y εk,r be centered Gaussian variables
for k ∈ N20, ε > 0 such that every finite subset of {Y εk,r : k ∈ N20, ε > 0}∪{Xεk,r : k ∈ N20, ε > 0}
is jointly Gaussian for all r ≥ 1. We write
ξr,ε =
∑
k∈N20
Y εk,rnk,r, θr,ε =
∑
k∈N20
Xεk,rnk,r, (61)
Θr,ε = θr,ε  σ(D)θr,ε − E[θr,ε  σ(D)θr,ε],
Ξr,ε = ξr,ε  σ(D)ξr,ε − E[ξr,ε  σ(D)ξr,ε].
Let I ⊂ [1,∞). We write R = {(k, l) ∈ N20 × N20 : k1 6= l1, k2 6= l2}. Let Gr,ε(k, l) =
E[Xεk,rX
ε
l,r − Y εk,rY εl,r] and Fr,ε : N20 × N20 → R. Consider the following conditions.
∀k ∈ N20 ∀r ∈ I; E[|Xεk,r − Y εk,r|2]
ε↓0−−→ 0 (62)
∀δ > 0 ∃C > 0 ∀r ∈ I ∀k, l ∈ N20 ∀ε > 0 : |Fr,ε(k, l)| ≤ C
2∏
i=1
(1 + |ki − li|)δ−1, (63)
∀r ∈ I ∀δ > 0 ∃C > 0 ∃ε0 > 0 ∀ε ∈ (0, ε0) ∀k, l ∈ N20 :
|Gr,ε(k, l)| ≤ C


∏2
i=1
(
1
1+|ki−
r
ε
|)1−δ
+ 1
1+|li−
r
ε
|)1−δ
)
(k, l) ∈ R,∑2
i=1
(
1
1+|ki−
r
ε
|)1−δ
+ 1
1+|li−
r
ε
|)1−δ
)
(k, l) ∈ N20 ×N20 \R.
(64)
(a) Suppose that (62) holds and that (63) holds for Fr,ε(k, l) being either E[X
ε
k,rX
ε
l,r], E[X
ε
k,rY
ε
l,r]
or E[Y εk,rY
ε
l,r]. Then for r ∈ I , α < −1, in Xαn we have
(θr,ε − ξr,ε,Θr,ε − Ξr,ε) P−→ 0.
(b) Suppose (64) holds. Then E[θr,ε  σ(D)θr,ε − ξr,ε  σ(D)ξr,ε]→ 0 in C−γn for all γ > 0
and r ∈ I .
Consequently, if the conditions in (a) and (b) hold, then with c = 0 for r ∈ I , α < −1, in Xαn
(θr,ε − ξr,ε, θr,ε  σ(D)θr,ε − ξr,ε  σ(D)ξr,ε) P−→ (0, c). (65)
Remember that the mollifying function ψ is given by ψ(x) = ϕ(x1)ϕ(x2), for a mollifying
function ϕ see 2.20.
Theorem 6.5. Let τ be in C∞c (R
2, [0, 1]) and equals 1 around 0. We write ϕˇ(z) = ϕ(−z). Let
ρ : R → R be given by
ρ(x) = 2
∫ pi
0
[ϕ ∗ ϕˇ](z) cos(xz) dz. (66)
Let τ˜(x) = ρ(x1)ρ(x2).
(a) With Xεk,r = τ(
ε
r
k)〈ξ, nk,r〉, Y εk,r = τ˜( εrk)〈ξ, nk,r〉 and θr,ε, ξr,ε as in Theorem 6.4, there
exist C > 0, Cr > 0 with Cr
r→∞−−−→ 0 such that (65) holds with c = C + Cr.
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(b) With Xεk,r = 〈ξε, nk,r〉 and Y εk,r = τ˜( εrk)〈ξ, nk,r〉 (65) holds for θr,ε, ξr,ε as in Theo-
rem 6.4.
As a consequence of (a) and (b) we obtain (60).
Proof. (a) That (62) holds is immediate. For Fr,ε(k, l) being either E[X
ε
k,rX
ε
l,r],E[X
ε
k,rY
ε
l,r] or
E[Y εk,rY
ε
l,r] we have |Fr,ε(k, l)| = 0 in case k 6= l, hence the conditions for Theorem 6.4(a) hold
and so it is sufficient to prove that E[θr,ε  σ(D)θr,ε − ξr,ε  σ(D)ξr,ε] → (0, C + Cr) in C−γn
for all γ > 0. This follows from Lemma 6.10 and Lemma 6.6.
(b) For this we use Theorem 6.4. That (62) holds is immediate. The other conditions in
Theorem 6.4(a) and (b) follow from (the stronger conditions in) Lemma 6.11.
Lemma 6.6. Let τ˜ : R2 → [0, 1] be given by τ˜(x) = ρ(x1)ρ(x2), where ρ ∈ C2(R, [0, 1]) is an
even function such that ρ′ is bounded, ρ(0) = 1, ρ′(0) = 0 and |ρ(x)| . (1 + |x|)−γ for some
γ > 0. Write ξ˜L,ε =
∑
k∈N20
τ˜( ε
L
k)〈ξ, nk,L〉nk,L. There exists a C > 0 and for all L ≥ 1, there
exists a CL with CL
L→∞−−−−→ 0 such that
1
4
E[ξ˜L,ε  σ(D)ξ˜L,ε](0)− 12pi log 1ε
ε↓0−−→ C +CL.
Moreover, there exists anM > 0 such that for all L ≥ 1 and ε ∈ (0, 1)∣∣∣14E[ξ˜L,ε  σ(D)ξ˜L,ε](0)− 12pi log 1ε ∣∣∣ ≤M.
Proof. The proof is similar to [8, Lemma 6.16]. We define ⌊y⌋ = (⌊y1⌋, ⌊y2⌋) and hL(y) =
(L2 + pi2|y|2)−1 for y ∈ R2. Then (see also [8, Section 6, equations (60), (61)])
cL,ε := E[ξ˜L,ε  σ(D)ξ˜L,ε](0) =
∑
k∈Z2
τ˜( ε
L
k)2
L2 + pi2|k|2 =
∫
R2
τ˜( ε
L
⌊y⌋)2hL(⌊y⌋) dy.
Let
DL,ε = cL,ε −
∫
R2
τ˜( ε
L
y)2hL(y).
We first show that there exists aL ∈ R with aL → 0 such that
DL,ε
ε↓0−−→ aL, (67)
and that DL,ε is uniformly bounded in L and ε. To shorten notation, we write δ =
ε
L
. Then
DL,ε = D
1
L,ε +D
2
L,ε, where
D1L,ε =
∫
R2
τ˜(δ⌊y⌋)2(hL(⌊y⌋) − hL(y)) dy, D2L,ε =
∫
R2
[τ˜ (δ⌊y⌋)2 − τ˜(δy)2]hL(y) dy.
As hL(⌊y⌋) − hL(y) = hL(⌊y⌋)hL(y)(|y|2 − |⌊y⌋|2), hL(⌊y⌋) . hL(y) and (|y|2 − |⌊y⌋|2) .
1 + |y|, we have hL(⌊y⌋) − hL(y) . (1 + |y|)hL(y)2. As the latter function is integrable over
R2, it follows by Lebesgue’s dominated convergence theorem that as δ ↓ 0
D1L,ε →
∫
R2
hL(⌊y⌋) − hL(y) dy =: aL,
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and aL → 0. As τ˜ has values in [0, 1], D1L,ε is bounded by aL for all ε > 0 and therefore D1L,ε is
uniformly bounded in L and ε. By the (multivariate) mean-value theorem, as ∇τ˜ is bounded,
|τ˜ (δ⌊y⌋) − τ˜(δy)| . δ|⌊y⌋ − y| . δ.
As τ˜(y) . (1+ |y|)−γ uniformly in y and δ(1 + |δ⌊y⌋|)−γ . (1+ |y|)−γ for |y| ≥ 2 and δ ≤ 1,
we get (uniformly in y)
|τ˜(δ⌊y⌋)2 − τ˜(δy)2| . (1 + |y|)−γ .
Therefore D2L,ε is bounded by
∫
R2
(1 + |y|)−γ(1 + pi2|y|2)−1 dy for L ≥ 1 and ε ∈ (0, 1), and
by Lebesgue’s dominated convergence theorem∫
R2
[τ˜ (δ⌊y⌋)2 − τ˜(δy)2]hL(y) dy δ↓0−−→ 0.
So we have obtained (67) and therefore study the asymptotics of the following integral (which
does not depend on L, so that the boundedness follows from the convergence)∫
R2
τ˜(δy)2hL(y) dy =
∫
R2
τ˜(x)2
ε2 + pi2|x|2 dx
=
∫
R2\B(0,1)
τ˜(x)2
ε2 + pi2|x|2 dx+
∫
B(0,1)
τ˜(εx)2
1 + pi2|x|2 dx+
∫
A(ε,1)
τ˜(x)2
ε2 + pi2|x|2 dx,
where A(ε, 1) = B(0, 1) \B(0, ε). Because of the assumption that τ˜(y) . (1 + |y|)−γ , the sum
of the first two integrals converges in R (and the limit only depends on τ˜ ):∫
R2\B(0,1)
τ˜(x)2
ε2 + pi2|x|2 dx+
∫
B(0,1)
τ˜(εx)2
1 + pi2|x|2 dx
ε↓0−−→
∫
R2\B(0,1)
τ˜(x)2
pi2|x|2 dx+
∫
B(0,1)
1
1 + pi2|x|2 dx
On the other hand we have
∫
A(ε,1)
1
pi2|x|2 dx =
2
pi
log 1
ε
and thus
∫
A(ε,1)
τ˜(x)2
ε2 + pi2|x|2 dx−
2
pi
log
1
ε
=
∫
A(ε,1)
(τ˜ (x)2 − 1)pi2|x|2 + ε2
(ε2 + pi2|x|2)pi2|x|2 dx.
Now ∫
A(ε,1)
ε2
(ε2 + pi2|x|2)pi2|x|2 dx
ε↓0−−→
∫
R2\B(0,1)
1
(1 + pi2|y|2)pi2|y|2 dy,
and ∫
A(ε,1)
(τ˜(x)2 − 1)pi2|x|2
(ε2 + pi2|x|2)pi2|x|2 dx→
∫
B(0,1)
τ˜(x)2 − 1
pi2|x|2 dx.
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Let us prove that the latter integral is finite by showing that the integrand is bounded. First
observe that as τ˜(x) = ρ(x1)ρ(x2)
τ˜(x)2 − 1
pi2|x|2 ≤
∣∣∣∣ρ(x1)2 − 1x1
ρ(x2)
2 − 1
x2
∣∣∣∣+
∣∣∣∣ρ(x1)2 − 1x21
∣∣∣∣+
∣∣∣∣ρ(x2)2 − 1x22
∣∣∣∣ .
Now, by using that and that ρ(0) = 1 and ρ′(0) = 0 and that ρ is twice differentiable at 0, the
latter is bounded for x ∈ B(0, 1).
Remark 6.7. Instead of taking τ˜ to be of the product form as in Lemma 6.6, one could take
τ˜(x) = ρ(|x|) with a ρ satisfying the properties and obtain the same statement. The idea of the
proof is similar and easier as one can apply the substitution to polar coordinates.
Theorem 6.8. Let τ˜ ∈ C1(R2, [0, 1]) satisfy τ˜(0) = 1. Let γ ∈ R. There exists a C > 0 such
that for all L > 0 and h ∈ Hγn (QL) we have ‖h− τ˜(εD)h‖Hγn
ε↓0−−→ 0 and for β < γ, ε ∈ (0, 1),
‖h− τ˜ (εD)h‖
H
β
n
≤ Cε(1−δ)∧(γ−β)δ‖h‖Hγn .
Proof. By [8, Theorem 4.14]
‖h− τ˜(εD)h‖2
H
β
n
.
∑
k∈N20
(1 + | k
L
|2)β(1− τ˜( ε
L
k))2〈h, nk〉2
.
(
sup
k∈N20
(1 + | k
L
|2)β−γ(1− τ˜( ε
L
k))2
)
‖h‖2
H
γ
n
.
Observe that if |k| ≥ La
εδ
, then (1 + | k
L
|2)β−γ . ε2(γ−β)δ . On the other hand, if |k| < La
εδ
,
then |1 − τ˜( ε
L
k)| . ε
L
|k| . aε1−δ (as τ˜ ′ is bounded on the ball of radius a). Therefore, as
(1− τ˜( ε
L
k)) . 1 and (1 + | k
L
|2)β−γ . 1(
sup
k∈N20
(1 + | k
L
|2)β−γ(1− τ˜( ε
L
k))2
)
. ε2(1−δ)∧2(γ−β)δ .
Lemma 6.9. Let τ˜ and ξ˜L,ε be as in Lemma 6.6. Then x 7→ E[ξ˜L,ε  σ(D)ξ˜L,ε(x)]− 14E[ξ˜L,ε 
σ(D)ξ˜L,ε(0)] converges in C
−γ
n to a limit that is independent of τ˜ as ε ↓ 0 for all γ > 0.
Moreover, there exists aM > 0 such that for all L ≥ 1 and ε > 0
‖E[ξ˜L,ε  σ(D)ξ˜L,ε(·)] − 14E[ξ˜L,ε  σ(D)ξ˜L,ε(0)]‖C−γn ≤M. (68)
Proof. The proof of the convergence follows along the same lines as [8, Theorem 6.15] by using
Theorem 6.8 instead of [8, Theorem 6.14]. The bound (68) is not proven in [8, Theorem 6.15],
but can be derived from the decomposition done in the proof and by the bound
1
L
∑
m∈ 1
L
N0
1
(1 +m)1+γ
. 1,
which for example can be concluded by [8, Lemma 11.7].
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Lemma 6.10. Let ρ be as in (66). Then ρ ∈ C∞(R, [0, 1]) and ρ is an even function such that ρ′
is bounded, ρ(0) = 1, ρ′(0) = 0 and |ρ(x)| . (1 + |x|)−1.
Proof. By Leibniz integral rule ρ is C∞. That ρ′ is bounded follows by the identity ρ′(x) =
−2 ∫ pi0 z[ϕ ∗ ϕˇ](z) sin(xz) dz and that z 7→ z[ϕ ∗ ϕˇ](z) is integrable. The bound ρ(x) . (1 +
|x|)−1 follows by the following identity that holds for x 6= 0
ρ(x) =
1
x
∫ pi
0
[ϕ ∗ ϕˇ](z) d
dz
sin(xz) dz = −1
x
∫ pi
0
[ϕ ∗ ϕˇ]′(z) sin(xz) dz.
Lemma 6.11. Let τ˜ be as in Theorem 6.5. For Xεk,L = 〈ξε, nk,L〉 and FL,ε(k, l) = E[Xεk,LXεl,L]
the following holds
∃C > 0 ∀L > 0 ∀k, l ∈ N20, k 6= l ∀ε > 0; |FL,ε(k, l)| ≤ C
2∏
i=1
(
ε ∧ 1
(ki + li) ∨ 1
)
, (69)
∃C > 0 ∀L > 0 ∀k ∈ N20 ∀ε > 0; |FL,ε(k, k) − τ˜( εLk)2| ≤ C(ε ∧ 1k1 + ε ∧ 1k2 ). (70)
(69) also holds for FL,ε(k, l) = E[〈ξε, nk,L〉〈ξ, nl,L〉].
Proof. Let us first rewrite FL,ε(k, l) by using that 〈ξε, nk,L〉 = 〈ψε ∗ ξ, nk,L〉 = 〈ξ, ψˇε ∗ nk,L〉
where ψˇε(x) = ψε(−x) (see also [10, Theorem 11.5]), so that
FL,ε(k, l) = E[〈ξε, nk,L〉〈ξε, nl,L〉] = 〈ψˇε ∗ nk,L, ψˇε ∗ nl,L〉L2(R2)
= 〈nk,L, ψε ∗ ψˇε ∗ nl,L〉L2(R2) =
2∏
i=1
〈nki,pi,Kε ∗ nli,pi〉L2(R),
where Kε(x) =
L
pi
ϕε ∗ ϕˇε(Lpix) and nm,pi for m ∈ N0 is the element in the Neumann basis for
L2([−pi2 , pi2 ]). Observe that K := K1 is a smooth even function with suppK ⊂ [−pi, pi] (as
L ≥ 1) that integrates to one.
Because 〈nki,pi,Kε ∗ nli,pi〉L2(R) = 〈Tynki,pi,Kε ∗ Tynli,pi〉L2(R) for all y ∈ R, and for
y = −(pi2 , pi2 ) and all k ∈ N0 and x ∈ [0, pi],
1
νk
Tynk,pi(x) =
√
2
pi
cos(kx),
we have for k, l ∈ N0 we have by a substitution and Fubini’s theorem,
Aεk,l :=
pi
2νkνl
〈nk,pi,Kε ∗ nl,pi〉L2(R) =
∫ pi
0
∫ pi
0
Kε(x− y) cos(kx) cos(ly) dxdy
=
∫ pi
0
∫ pi−y
−y
Kε(z) cos(k(z + y)) cos(ly) dz dy
=
∫ pi
−pi
Kε(z)
∫ (pi−z)∧pi
(−z)∨0
cos(k(z + y)) cos(ly) dy dz.
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We write
fk,l(z) =
∫ (pi−z)∧pi
(−z)∨0
cos(k(z + y)) cos(ly) dy.
Note that (pi − z) ∧ pi = pi − (z ∨ 0) = pi − z+ and (−z) ∨ 0 = z−. Using that the product of
cosine functions can be written as the sum of two cosines and that sin(pim+x) = (−1)m sin(x)
form ∈ Z, we obtain for k 6= l
fk,l(z) =
1
2
∫ pi−z+
z−
cos(kz + (k + l)y)) + cos(kz + (k − l)y)) dy
=
{[
(−1)k+l sin(lz)− sin(kz)] k
k2−l2
z ≥ 0,[
(−1)k+l sin(kz)− sin(lz)] k
k2−l2
z ≤ 0.
In case k + l is odd, fk,l is an odd function so
∫ pi
−piKε(z)fk,l(z) dz = 0. If k + l is even, fk,l is
an even function. AsK is even one has Aεk,l = A
ε
l,k and so for k, l such that k + l is even
Aεk,l =
∫ pi
−pi
Kε(z)
1
2 [fk,l(z) + fl,z(z)] dz
=
1
k + l
∫ pi
0
Kε(z)[sin(lz)− sin(kz)] dz.
As K is a positive function with support in [−pi, pi] that integrates to 1, we obtain |Aεk,l| ≤ 1k+l .
On the other hand
|Aεk,l| =
∣∣∣ 1
k + l
∫ pi
0
K(z)[sin(εlz)− sin(εkz)] dz
∣∣∣ . ε.
This proves (69). As also E[〈ξε, nk,L〉〈ξ, nl,L〉] is of the form
∏2
i=1〈nki,pi,Kε ∗ nli,pi〉L2(R) but
with Kε(x) =
L
pi
ψε(
L
pi
x) for which still K1 is a smooth even function with suppK1 ⊂ [−pi, pi]
(as L ≥ 1) that integrates to one, the above also proves (69) for FL,ε(k, l) = E[〈ξε, nk,L〉〈ξ, nl,L〉].
Now for k = l 6= 0, we have
fk,k(z) =
1
2
∫ pi−z+
z−
cos(kz + 2ky)) + cos(kz) dy
=
1
2
sin(kz − 2k − z+)− sin(kz + 2kz−)
2k
+
1
2
[pi − |z|] cos(kz)
=
− sin(k|z|)
2k
+
1
2
[pi − |z|] cos(kz),
and for k = l = 0, fk,l(z) = pi−|z| = [pi−|z|]. Observing that ν20 = 2 (for the one dimensional
0). Hence for k ∈ N20
Fε(k, k) =
2∏
i=1
2ν2k
pi
Aεki,ki =
2∏
i=1
2
∫ pi
0
Kε(z)
(− sin(kiz)
piki
1N(ki) + [1− 1pi |z|] cos(kiz)
)
dz.
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Observe that asKε(z) =
L
εpi
[ϕ ∗ ϕˇ]( L
εpi
z),
2∏
i=1
2
∫ pi
0
Kε(z) cos(kiz) dz =
2∏
i=1
2
∫ 1
0
[ϕ ∗ ϕˇ](z) cos(εpi
L
kiz) dz = τ˜(
ε
L
k)2.
As FL,ε(k, k) − τ˜( εLk) is of the form ak1ak2 − bk1bk2 and |al| and |bl| are bounded by one, we
have |ak1ak2−bk1bk2 | ≤ |ak1−bk1 |+ |ak2−bk2 |. Therefore it is sufficient to show the following
for all k ∈ N ∣∣∣∣−1k
∫ pi
0
K(z) sin(εkz) dz + ε
∫ pi
0
K(z)z cos(εkz) dz
∣∣∣∣ . ε ∧ 1k . (71)
By partial integration we have
1
k
∫ pi
0
K(z) sin(εkz) dz = −ε
∫ pi
0
∫ z
−∞
K(x) dx cos(εkz) dz +
1
k
∫ pi
−∞
K(z) dz sin(εkpi),
ε
∫ pi
0
K(z)z cos(εkz) dz =
1
k
∫ pi
0
K(z)z
d
dz
sin(εkz) dz
= −1
k
∫ pi
0
(zK ′(z) +K(z)) sin(εkz) dz.
By using that sin(εkpi) ≤ εkpi and that ∫ pi0 |zK ′(z)| + |K(z)|dz is bounded by a constant that
does not depend on L, we obtain (71).
6.2 Bounds on the noise terms
In this section we prove bounds on the increase of the norms of the noise term ξnL,ε and its
enhancement with respect to the size of the box, L, in Lemma 6.15. We derive these bounds
from Lp bounds, provided in Lemma 6.14. First some auxiliary lemmas.
Lemma 6.12. For all γ ∈ (0, 1) there exists a C > 1 such that for all L ≥ 1, i ∈ N−1, ε > 0,
x ∈ Qr
E[|∆iξnL,ε|(x)2] ≤ C2(2+γ)i, E[|∆iΞnL,ε|(x)2] ≤ C2γi. (72)
Proof. The proof is similar to the proof of [8, Theorem 11.1], based on [8, Theorem 11.5 and
11.12], in which on the right-hand side the factor L2γ appears. As mentioned before, the bound
(69) we have obtained in Lemma 6.11 is stronger than (63). It also assures that we do not obtain
anything that depends on L on the right-hand side of (72). Indeed, similar to the proof of [8,
Theorem 11.5]
2−(2+2γ)iE[|∆iξnL,ε(x)|2L∞ ] .
( ∑
k,l∈ 1
L
N0
L−2
1
(1 + k)
1+γ
2
1
(1 + l)
1+γ
2
1
k + l
)2
.
( ∑
k∈ 1
L
N0
L−1
1
(1 + k)1+
γ
2
)4
≤ C,
for some C that does not depend on L, by [8, Lemma 11.7]. Similarly, one can prove the bound
on ΞnL,ε by following the proof of [8, Theorem 11.12].
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We present the following consequence of the Gaussian hypercontractivity, which basically
generalises the fact that the p-th moment of a Gaussian can be bounded by a multiple of its
second moment to the power p2 .
Lemma 6.13. [26, Theorem 1.4.1, see also the end of p.62] Let V be in the k-th Wiener chaos
for some k ∈ N. Then E[V p] ≤ (p− 1)kp2 E[V 2] p2 . For p > 1
Lemma 6.14. For all γ ∈ (0, 1) there exist C,M > 0 such that for all L ≥ 1, ε ∈ (0, 1), p > 1
E[‖ξnL,ε‖p
C
−1−γ− 2p
n
] ≤ CL2p p2M p2 , (73)
E[‖ξnL,ε  σ(D)ξnL,ε − cε‖p
C
−γ− 2p
n
] ≤ CL2ppM p2 . (74)
Proof. Using Lemma 6.13 along the same lines as [8, Lemma 6.10], there exists a C > 0 inde-
pendent of ξnL,ε and ξ
n
L,εσ(D)ξ
n
L,ε− cε such that with C as in Lemma 6.12 for all L ≥ 1, ε > 0
and p > 1 we have (73) and
E[‖ΞnL,ε‖p
C
−γ− 2p
n
] ≤ CL2ppC p2 .
Therefore it is sufficient to show that there exists anM > 0 such that
‖E[ξnL,ε  σ(D)ξnL,ε]− cε‖p
C
−γ− 2p
n
≤ CL2ppM p2 .
This follows from Lemma 6.9 and Lemma 6.6 as E[ξnL,εσ(D)ξ
n
L,ε]− cε is the sum of E[ξnL,ε
σ(D)ξnL,ε]− 14E[ξnL,ε  σ(D)ξnL,ε(0)] and 14E[ξnL,ε  σ(D)ξnL,ε(0)] − cε.
Lemma 6.15. For L > 1 let ξL = (ξL,ΞL) be as in (29). For all γ > 0 there exist a h0 > 0
such that for all h ∈ [0, h0]
sup
ε>0,L>1
L−4E
[
e
h‖ξnL,ε‖
2
C
−1−γ
n
]
+ L−2E
[
e
h‖ξnL,εσ(D)ξ
n
L,ε−cε‖C−γn
]
<∞, (75)
sup
L>1
L−4E
[
e
h‖ξL‖
2
C
−1−γ
n
]
+ L−2E
[
e
h‖ΞL‖
C
−γ
n
]
<∞. (76)
As a consequence, almost surely for all ε > 0
Aγ,ε := sup
L∈N,L>e
‖ξnL,ε‖2C−1−γn + ‖ξ
n
L,ε  σ(D)ξ
n
L,ε − cε‖C−γn
logL
<∞, (77)
Aγ := sup
L∈N,L>e
‖ξL‖2
C
−1−γ
n
+ ‖ΞL‖C−γn
logL
<∞, (78)
and moreover E[ehAγ ] <∞ and supε>0E[ehAγ,ε ] <∞ for all h ∈ [0, h0].
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Proof. Let γ > 0 and m ∈ N be such that 2
m
< γ. Let us write SL,ε,1 = ‖ξnL,ε‖C−1−2γn and
SL,ε,2 = ‖ξnL,εσ(D)ξnL,ε−cε‖C−2γn . For k ∈ {1, 2}, by using subsequently Jensen’s inequality,
(73) and (74), i.e., E[S
2p
k
L,ε,k] ≤ CL2ppCp (we may and do assume C > 1) and 1n! ≤ ( en)n, we
obtain for h ≥ 0 and ε > 0
E[exp(hS
2
k
L,ε,k)] =
∞∑
n=0
hn
n!
E[S
2n
k
L,ε,k] ≤
m−1∑
n=0
hn
n!
E[SmL,ε,k]
2n
km +
∞∑
n=m
hn
n!
E[S
2n
k
L,ε,k]
≤
m−1∑
n=0
hn
n!
(CL2m
km
2 C
m
2 )
2n
km +
∞∑
n=m
hn
n!
CL2nnC
n
2
≤ L 4k exp(h(Cm 2mk Cm2 ) 2km )) + CL2
∞∑
n=m
(heC
1
2 )n.
For h0 = (2eC
1
2 )−1 the latter series is finite, i.e., there exists aM > 0 such that for all h ∈ [0, h0],
L > 1, ε > 0 and k ∈ {1, 2} we have E[exp(hS
2
k
L,ε,k)] ≤ML
4
k . This implies (75). Let us write
SL,0,k = limε↓0 SL,ε,k for k ∈ {1, 2}. By Fatou’s lemma we obtain E[exp(hS
2
k
L,0,k)] ≤ ML
4
k
for k ∈ {1, 2} and thus also obtain (76). Moreover, for a > 4
k
+ 1
∑
L∈N
L−a sup
ε∈[0,∞)
E[exp(h0S
2
k
L,ε,k)] <∞. (79)
Therefore Sε :=
∑
L∈N L
−a exp(h0S
2
k
L,ε,k) is almost surely finite for all ε ∈ [0,∞). Conse-
quently, S
2
k
L,ε,k ≤ 1h0 (a logL+ log Sε) and thus for ε ∈ [0,∞) and L ∈ N with L > e
S
2
k
L,ε,k
logL
≤ 1
h0
(a+ log Sε).
This proves (77) and (78). By Jensen’s inequality
sup
ε∈[0,∞)
E[exp(h 1
h0
(a+ log Sε))] ≤ exp(hah0 ) sup
ε∈[0,∞)
E[Sε]
h
h0 ,
hence by (79) the latter is finite for h ∈ [0, h0], this concludes the proof.
A Regularity of even extensions
Lemma A.1. Let α ∈ R. There exists a C > 1 such that for all ζ ∈ C αn (QL)
1
C
‖ζ‖Cα ≤ ‖ζ‖Cαn ≤ C‖ζ‖Cα ,
where ζ =
∑
k∈N20
〈ζ, nk,L〉nk,L (notation as in 2.2).
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Proof. By definition the norm of ζ is equivalent to the norm of the even extension of ζ on the
torus T22L (see [8]). On the other hand, the C
α(R2)-norm of ζ is equivalent to the C α(T22L)-norm
of the “restriction” of ζ to the torus, see for example [29, Theorem 3.8.1, p.195] (observe that
there is the condition χ×∞ > d, which for χ = 0 can be thought of as still valid).
B The resolvent equation
Here we show the existence of and a bound for the solution v of(
η − 12∆
)
v = f +∇v · g ⇔ v = ση(D)(f +∇v · g),
for suitable distributions f, g, where ση(z) := (η + 2pi
2|z|2)−1 and η is a scalar.
Lemma B.1 displays the regularizing effect of the Fourier multiplier ση, it follows by an
application of [3, Lemma 2.2].
Lemma B.1. There exists a C > 0 only depending on d, such that for all α ∈ R, δ ∈ [0, 2] and
η > 0
‖ση(D)v‖C α+δ(Rd) ≤ Cη−(1−
δ
2
)‖v‖Cα(Rd).
Proposition B.2. Let α ∈ (−43 ,−1) and β ∈ (−α, 2α+4) and f ∈ C 2α+2(Rd), g ∈ C α+1(Rd).
Then there exists a C > 0 such that with
M ≥ max{‖f‖C 2α+2 , ‖g‖C α+1},
for all η ≥ C(1 +M) 22α+4−β the equation
v = ση(D)(f +∇v · g)
has a unique solution v ∈ C β(Rd), and ‖v‖C β ≤ M . Moreover, v depends continuously on
f and g in the following sense. Suppose additionally that fε ∈ C 2α+2(Rd), gε ∈ C α+1(Rd),
‖fε‖C 2α+2 , ‖gε‖Cα+1 ≤ M for ε > 0 and fε → f , gε → g in C 2α+2(Rd) respectively in
C α+1(Rd). For η ≥ C(1 +M) 22α+4−β and with vε the solution to vε = ση(D)(fε +∇vη,ε · gε)
we have vε → v in C β(Rd).
Proof. We use a Picard iteration: Let Φ: C β → C β , Φ(u) = ση(D)(f +∇u · g), for η > 0. Let
C1 > 1 be as C is in Lemma B.1 and C2 > 1 be such that ‖∇u · g‖C α+1 ≤ C2‖u‖C β‖g‖C α+1 .
Let C = C1 · C2. A short computation shows that if ‖u‖C β ≤M , then
‖Φ(u)‖C β ≤ CM(1 +M)η−
2α+4−β
2 .
So if η ≥ C(1 +M) 22α+4−β , then ‖Φ(u)‖C β ≤ M and thus Φ leaves the ball in C β with radius
M and center 0 invariant. Moreover,
‖Φ(u)− Φ(u˜)‖C β = ‖ση(D)((Du −Du˜) · g)‖C β
≤ CMη− 2α+4−β2 ‖u− u˜‖C β .
So Φ is a contraction and it has a unique fixed point. The continuity is shown as in [28, Proposi-
tion 2.4].
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