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Abstract: We continue the study of the low-energy limit of N = 4 super Yang–Mills
theory compactified on a circle with S-duality and R-symmetry twists that preserve N = 6
supersymmetry in 2+1D. We introduce external static supersymmetric quark and anti-
quark sources into the theory and calculate the Witten Index of the resulting Hilbert space
of ground states on T 2. Using these results we compute the action of simple Wilson loops
on the Hilbert space of ground states without sources. In some cases we find disagreement
between our results for the Wilson loop eigenvalues and previous conjectures about a
connection with Chern-Simons theory.
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1 Introduction
For U(n) gauge group, S-duality of N = 4 super Yang–Mills theory [1–3] asserts that the
theory at the complex combination of coupling constant and θ angle
τ ≡ 4πi
g2YM
+
θ
2π
is equivalent to the same theory at complex coupling −1/τ. The conjecture has passed
many tests (see for instance [4–7]) and is generally accepted as true, even though no proof
exists. Over the years, much insight has been accumulating on the way S-duality works.
Some notable breakthroughs include the geometric realization of S-duality in terms of the
(2, 0)-theory [8, 9], the connection with the geometric Langlands program [10], and the
discovery [11, 12] of the role of certain strongly-coupled 2+1D N = 4 theories [13] as
intertwiners between a supersymmetric boundary condition and its S-dual.
Another way to explore S-duality was recently examined in [14, 15]. There, an S-
duality twist was introduced into a compactification of N = 4 super Yang–Mills (SYM)
on S1 in a way that preserves N = 6 supersymmetry in 2+1D. An S-duality twist is
an unusual possible boundary condition that is permissible when the complex coupling
constant is set to the self-dual value τ = i. The S-duality twist is then achieved by in-
serting the transformation that realizes τ → −1/τ at some point along S1. We can then
further compactify the remaining two spatial dimensions on, say, T 2. The Hilbert space
of ground states of this compactification, which was studied in [15], provides insight into
the operator that realizes S-duality. We refer to the resulting three-dimensional low-energy
theory as Tr-S, because correlation functions of Wilson loops 〈W (C1) · · ·W (Cl)〉Tr-S in
this theory can be interpreted as, roughly speaking, a regularized version of the trace
tr((−1)FSRW (C1) · · ·W (Cl)), where the trace is taken over the Hilbert space of N = 4
U(n) SYM at the self-dual coupling τ = i, S is the S-duality operator, R is an appropriate
SU(4) R-symmetry operator that is inserted in order to preserve N = 6 supersymmetry
in 2+1D, F is the fermion number (which is equivalent to a central element of the R-
symmetry group), and W (C1), . . . ,W (Cl) are Wilson loop operators associated with the
loops C1, . . . , Cl in R
3.
S-duality is part of a larger SL(2,Z) group of dualities, and some of them can be used
as twists as well. These arise for the special coupling τ = e
iπ
3 , which is invariant under
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τ → (τ − 1)/τ and τ → −1/(τ − 1), and the corresponding SL(2,Z) elements can be used
to twist the boundary conditions. Together with τ → −1/τ , we thus have three SL(2,Z)
elements to explore as possible twists.1 We denote a general SL(2,Z)-element by
g ≡
(
a b
c d
)
, τ → aτ + b
cτ + d
, (1.1)
and we denote its order in the group by r (thus gr = 1). In [15] an integer k and a phase
−π < υ < π were assigned to the three SL(2,Z) elements g as follows:
eiυ ≡ cτ + d , k ≡ 2− a− d
c
. (1.2)
It can easily be checked that in our three cases υ is real and equal to 2π/r, and k is an
integer. Explicitly,
k = 1, r = 6, υ = π3 for τ = e
πi/3, g =
(
1 −1
1 0
)
;
k = 2, r = 4, υ = π2 for τ = i, g =
(
0 −1
1 0
)
;
k = 3, r = 3, υ = 2π3 for τ = e
πi/3, g =
(
0 −1
1 −1
)
.


(1.3)
In [15] the study of the Tr-S theory with gauge group U(n) compactified on T 2 was
started, and the Hilbert space of ground states was determined. We use the notation
H(k, n) to refer to the Hilbert space of ground states of the theory with τ and g that
are determined according to the list (1.3). In [15] it was also found convenient to restrict
attention to the cases with n < r, since these have no Coulomb branch, as we review in §2.
This restriction arises because for n ≥ r there are elements of the Weyl group Sn ⊂ U(n)
that have order r, and a gauge transformation by such a Weyl group element can cancel
the effect of the R-symmetry twist and produce a zero-mode. For n < r there are no such
zero modes. We believe that in this case the compactification has a mass-gap, and the
2+1D low-energy theory Tr-S is topological.
The purpose of this paper is to continue to explore the Hilbert space of Tr-S on T 2
by introducing supersymmetric static charges corresponding to m pairs of heavy quarks
and anti-quarks at fixed locations on T 2 and S1. We will study the resulting Hilbert space
of ground states, and show that the Witten Index of this problem can be calculated by
counting the states of a simple quantum mechanical system with action
I =
1
2π
∫ m∑
a,α=1
Maαpaq˙α dt , (1.4)
1The twists are in SL(2,Z) and not PSL(2,Z) because the central element −1 ∈ SL(2,Z) acts nontrivially,
being equivalent to charge conjugation. For each g ∈ SL(2,Z) in the list (1.3) below, one can also use −g
as a twist, but it is always identical to the inverse of an element that already appears in the list, and the
resulting theory with −g is always the parity transform of another theory from the list.
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where Maα is an m × m matrix with integer entries, and p1, q1, . . . , pm, qm are periodic
coordinates with period 2π. The action (1.4) describes geometric quantization of T 2m.
One motivation for introducing static charges into the Tr-S theory—apart from a better
understanding of the theory itself—is to clarify the relationship between Tr-S and another
(known) topological theory in 2+1D, namely the Chern–Simons theory. In fact, when
the gauge group is abelian, in which case the N = 4 SYM is a free theory and we have
a complete understanding of its S-duality [16], we have an explicit description for Tr-S:
it is simply the abelian Chern–Simons theory at level k given in (1.2) (see §5 of [15]).
This simple picture does not hold true for nonabelian gauge groups, but the result of [15]
suggested that there might still exist a close relationship between the two theories. There,
it was observed that the Hilbert space of the Tr-S theory compactified on T 2 decomposes
into different sectors, and for almost all sectors it was shown that their symmetry operators
and behavior under modular transformations of T 2 agree with those of the Hilbert spaces
of the Chern–Simons theory with appropriate gauge groups and levels. Introduction of
static charges then provides a further test on the identification of the Hilbert spaces of the
two theories.
Our strategy for extracting the Witten Index of the system with static charges inserted
follows closely that of [15]. Since little is known about the S-duality operator itself for
nonabelian gauge groups, we will embed our setting into full type IIB string theory and
apply a series of string theory dualities, after which the low energy description of the system
is given by the simple quantum mechanical one in (1.4). For abelian gauge group, the result
we obtain in this way precisely agrees with what we expect from introducing Wilson line
operator in abelian Chern–Simons theory. This is as it must, because we already know
that the Tr-S theory is Chern–Simons theory in this case. For nonabelian gauge groups,
we show that our result passes a nontrivial consistency check in itself, but does not agree
with Chern–Simons theory predictions in general. We will provide more discussion on this
discrepancy in the concluding section.
The paper is organized as follows. In §2 we explain the problem in detail and describe
the S-duality and R-symmetry twists, the amount of supersymmetry that is left unbroken,
and the absence of the Coulomb branch for n < r. We then construct the type-IIA dual of
the theory without the charges. In §3 we introduce the supersymmetric static charges and
derive their type-IIA dual description. We then explain how the geometric quantization
systems of the type (1.4) arise. In §4 we use the known solution of the problem with U(1)
gauge group, which reduces to U(1) Chern–Simons theory at level k [defined in (1.3)], to
demonstrate how the type-IIA dual reproduces the known results about the Hilbert space
of ground states of U(1) Chern–Simons theory with charges. In §5 we move to the case of
U(n) gauge group. The goal of this section is to calculate the Witten Index of this system
as a function of n, k, and m. We describe the technical aspects of the calculation in detail
and summarize the final results in Table 4. Next, using a Wick-rotation we express the
Witten index as a supertrace of a combination of spatial Wilson loops over H(k, n) (the
Hilbert space without external charges). This provides us with a consistency check on the
final result, and moreover, allows us to calculate the eigenvalues of the spatial Wilson loop
operators on H(k, n). We then compare the results to Chern–Simons theory as conjectured
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in [15], and show that they do not match. We conclude in §6 with a discussion and future
directions.
2 Review of the S-duality twist and its type-IIA dual
In this section, we carry out a brief review of Tr-S theory, how to realize it in string theory,
and how to construct the type-IIA dual of the theory on T 2. We refer our readers to [15]
for more comprehensive details. At the end of this section we include a small discussion
on why we believe Tr-S is topological for n < r.
2.1 Definition of Tr-S
By definition, Tr-S is the 2+1D low-energy limit of a compactification of N = 4 super
Yang–Mills (SYM) theory on S1 with boundary conditions that include an S-duality twist
and an appropriate R-symmetry twist to be discussed below. This compactification was
introduced in [14, 15], and similar compactifications have also recently been studied in
[19–21], where the S-duality twist was referred to as a “duality wall.”
By itself, S-duality does not commute with supersymmetry [10], and since we want
to preserve some supersymmetry we have to supplement the S-twist with an R-symmetry
twist. Therefore, in [15] we twisted the boundary conditions on S1 further by an element
γ of the R-symmetry group SU(4), which in a particular basis takes the form:
γ =


e
i
2
υ
e
i
2
υ
e
i
2
υ
e−
3i
2
υ

 ∈ SU(4)R , (2.1)
where υ is given by (1.2). This choice, it turns out, preserves the maximal possible amount
of supersymmetry in the presence of S-duality and R-symmetry twists, which is N = 6 in
2+1D. It also preserves a U(3) ⊂ SU(4)R R-symmetry. This U(3) can be thought of as
the unitary group of rotations that act holomorphically on the transverse C3 ≃ R6.
3+1D N = 4 SYM has a Coulomb branch on which the gauge group is broken to
U(1)n ⊂ U(n). After compactification with the S-twist and R-twist together, the Coulomb
branch completely disappears for n < r [15]. This is because a point on the Coulomb
branch (R6)n/Sn of N = 4 U(n) SYM is described by an unordered set of noncoincident
n points in R6. S-duality preserves the point in moduli space, but the R-symmetry twist γ
acts on it by rotation of R6. Since γ has order r ≡ 2π/υ when acting on R6, we see that we
need n ≥ r for a point on the Coulomb branch to survive the twist. For n ≥ r the situation
is more complicated and some portion of the moduli space of the Coulomb branch survives
[15]. In order to avoid these complications we will restrict the discussion that follows to
the case n < r.
We can easily realize Tr-S in string theory using D3-branes. Consider the type-IIB
background R9,1 with Cartesian coordinates x0, . . . , x9, and place n D3-branes at x4 =
x5 = · · · = x9 = 0. The type-IIB coupling constant is denoted by τ = χ+ igIIB , where gIIB
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Type Brane 1 2 3 4 5 6 7 8 9 10 Apply:
IIB D3 − − ÷ × T-duality on 1 to get →֒
IIA D2 − ÷ × Lift to M-theory to get →֒
M M2 − ÷ Reduction to IIA on 2 to get →֒
IIA F1 × ÷ This is the final step!
Table 1. The sequence of dualities from n D3-branes in type-IIB to n fundamental strings in type-
IIA. A direction that the corresponding brane or string wraps with periodic boundary conditions is
represented by −, a direction that the object wraps with twisted boundary conditions is represented
by ÷, and a dimension that doesn’t exist in the particular string theory is denoted by ×. All the
branes in the table are at the origin of directions 4, . . . , 9.
is the string coupling constant, and χ is the R-R scalar. The S-duality transformation g of
(1.1) then lifts to an S-duality transformation of the full type-IIB string theory (that we
also denote by g), and the R-symmetry element γ lifts to a geometrical rotation in the six
directions transverse to the D3-branes. We compactify the x3-direction on a circle of radius
R with boundary conditions given by a simultaneous S-duality twist g and a γ ∈ Spin(6)
geometrical twist in directions x4, . . . , x9, where γ is given by (2.1). This means that as we
traverse the x3 circle once, we also apply a γ ∈ Spin(6) rotation in the transverse directions
before gluing x3 = 0 to x3 = 2πR.
We now compactify directions x1, x2, so that 0 ≤ x1 < 2πL1 and 0 ≤ x2 < 2πL2 are
periodic. This puts the 2+1D field theory on T 2 with area 4π2L1L2 and complex structure
iL2/L1. In the limit
L1, L2, R≫ α′1/2 , (2.2)
where α′1/2 is the type-IIB string scale, we can first reduce the description of the D3-branes
to N = 4 U(n) SYM at low energy, and then compactify N = 4 SYM with an S-duality
and R-symmetry twist.
2.2 Type-IIA dual
We will now transform the type-IIB background, using string dualities, to one where S-
duality is realized geometrically. For this we need to consider the opposite limit L1, L2 → 0
with R → ∞ (in the order to be specified below). In this limit, the type-IIB description
is strongly coupled, but we will perform a U-duality transformation as specified in Table 1
to transform the setting to a weakly coupled type-IIA background, enabling us to easily
study the ground states of the field theory.
The U-duality transformation proceeds as follows. We first replace type-IIB on a circle
of radius L1 with M-theory on T
2 with complex structure τ and areaA = (2π)2α′2τ−12 L−21 =
(2π)2M−3p L
−1
1 , whereMp is the 11-dimensional Planck scale. We now reduce fromM-theory
to type-IIA on the circle of radius L2 to get a theory with string coupling constant
gIIA = (MpL2)
3/2 = τ
1/2
2 L
1/2
1 L
3/2
2 α
′−1 ,
and new string scale
α′IIA =M
−3
p L
−1
2 = α
′2τ−12 L
−1
1 L
−1
2 .
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After these dualities, the D3-branes become fundamental type-IIA strings with a total
winding number n in the x3 direction. The S-duality twist g is now a diffeomorphism of
the type-IIA torus (in the x10x1 directions), which can be realized as a rotation by an angle
υ listed in (1.3). To make this type-IIA background weakly coupled we assume that the
limits are taken in such a way that
A ≫ α′IIA , gIIA ≪ 1 , R≫ α′1/2IIA. (2.3)
This is a different limit than (2.2), but we can use the weakly coupled type-IIA background
to study the Hilbert space of supersymmetric ground states, or more precisely the Witten
Index of the Tr-S theory on T 2.
To describe the basic geometry of the dual type-IIA background, it is convenient to
divide the 9 directions into three groups and view the spatial manifold as an orbifold of
T 2×R×C3. We regard the T 2 as the complex plane modded out by a lattice, C/(Z+ τZ),
and take
z ∼ z + 1 ∼ z + τ (2.4)
as its coordinate. On R, we take the coordinate
−∞ < x3 <∞ ,
and on C3 ≃ R6, we take the coordinates to be
(ζ1, ζ2, ζ3) , ζ1, ζ2, ζ3 ∈ C .
The orbifold is then represented by the identification
(z, x3, ζ1, ζ2, ζ3) ∼ (eiυz, x3 + 2πR, eiυζ1, eiυζ2, eiυζ3) . (2.5)
Also, the shift x3 → x3 + 2πR ensures that the orbifold has no fixed points, and thus the
geometry is flat and free of singularities. In particular, the ζ1 = ζ2 = ζ3 = 0 subspace is a
T 2-fibration over S1 with structure group Zr.
The ground states that are relevant to our problem are those with a total string winding
number n along direction x3. A state with string winding number n is a p-particle (that is,
p-string) state consisting of 1-particle states of winding numbers n1 ≥ n2 ≥ · · · ≥ np > 0
with n1 + n2 + · · · + np = n. Thus, the Hilbert space of ground states decomposes as a
direct sum:
H(k, n) =
n⊕
p=1

 ⊕
n1≥n2≥···≥np>0
n1+n2+···+np=n
H(k;n1, . . . , np)

 . (2.6)
A crucial point is that the problem of finding the ground states can be solved using essen-
tially classical geometry: we simply need to find classical string configurations of minimal
length. Consider a superstring with winding number n˜ in direction x3. It turns out [23]
that (for n˜ 6= 0) the ground states are bosonic and in the R-R sector. (We will indepen-
dently verify this in §4.3.) For n˜ that is not divisible by r, there is a basis of ground states
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that are in one-to-one correspondence with loops of winding number n˜ and minimal length
in the geometry (2.5). In the limit α′IIA → 0, these states reduce to the classical string
configurations.
To describe the classical configurations, we can fix an x3 coordinate and specify the
points where the classical string intersects the transverse coordinates T 2×C3 in the geome-
try (2.5). At winding number n˜, the string intersects T 2×C3 at n˜ (not necessarily distinct)
points, and in order to be of minimal length the coordinates of these points should be in-
dependent of x3. The classical configurations are thus characterized by a set of n˜ points in
T 2 × C3 that is invariant, as a set, under the orbifold operation
(z, ζ1, ζ2, ζ3) ∼ (eiυz, eiυζ1, eiυζ2, eiυζ3) .
For n˜ that is not divisible by r, there is a finite number of such sets, and they are all
localized at the origin of C3, i.e., at ζ1 = ζ2 = ζ3 = 0. They are therefore entirely described
by the z-coordinates of where the string intersects T 2: z, eiυz, e2iυz, . . . , ei(n˜−1)υz, since
as we go once around the x3 direction the coordinate z switches to e
iυz. After n˜ loops z
becomes ein˜υz, which should be identified with z (up to a shift in Z+Zτ) in order to close
the string. The classical string configurations are then described by solutions z = ζMa,Mb
of
ein˜υζMa,Mb = ζMa,Mb +Ma +Mbτ , (Ma,Mb ∈ Z) (2.7)
and we consider two solutions ζMa,Mb and ζMa′,Mb′ as equivalent if they differ by a lattice
element, i.e., if ζMa,Mb−ζMa′,Mb′ ∈ Z+Zτ. In addition, ζMa,Mb and eiυζMa,Mb give equivalent
solutions, since the intersection points of the string with T 2 are unordered.
There is then only a finite number of inequivalent solutions to (2.7), and we have
described them in detail in [15]. The full single-particle string spectrum (including excited
states) decomposes into a finite sum of distinct sectors, labeled byMa,Mb, and the solution
ζMa,Mb , which is a point on T
2, describes the center of mass of the string in the directions
of T 2. Thus, a single-particle ground state with winding number n˜ can be described by the
location of the intersection of the classical string configuration with any particular T 2 fiber
at a constant x3: ∣∣∣[z, eiυz, . . . , e(n˜−1)iυz]〉 , (2.8)
where z coordinates are always taken modulo the lattice Z + Zτ. The multi-string states
can subsequently be described by∣∣∣{[z1, eiυz1, . . . , e(n1−1)iυz1], [z2, eiυz2, . . . , e(n2−1)iυz2], . . . , [zp, eiυzp, . . . , e(np−1)iυzp]}〉 ,
where each zi is a solution ζMai,Mbi of (2.7) with n˜ → ni, and n =
∑p
1 ni is the total
winding number. Also, the number of inequivalent solutions of (2.7) for n˜ = 1 is equal to
k. It is a function of υ alone, as indicated in (1.3).
2.3 Zk symmetries
For k > 1 there are two useful Zk symmetries that can be described geometrically in the
type-IIA background as follows [15]:
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1. The metric (2.5) has a discrete isometry that is generated by the operator U defined
to act as a translation in the T 2 fiber:
U : (z, x3, ζ1, ζ2, ζ3) 7→ (z + 1
k
(1 + τ), x3, ζ1, ζ2, ζ3) . (2.9)
2. The first homology group H1 of the space (2.5) is Z ⊕ Zk where Zk is generated by
the homology class of one of the 1-cycles of the T 2 (in the z direction), and Z is
generated by a cycle that wraps around the x3 direction at z = 0. The homology
class of a fundamental string is conserved, and the projection onto the Zk factor
describes a conserved quantum number q ∈ Zk. We define the operator V to have
the eigenvalue e
2πi
k
q on a state with quantum number q.
In other words, U can be viewed as Zk-momentum, and V can be viewed as Zk-winding
number. They obey the commutation relations [15]:
Vk = Uk = 1 , VUV−1U−1 = e 2πink . (2.10)
This Zk×Zk symmetry also has a natural interpretation in terms of the original gauge
theory. Its conserved charges can be expressed in terms of S-duality invariant combinations
of electric and magnetic fluxes in the center U(1) ⊂ U(n); we refer the reader to [15] for
details. For the present paper, however, we only need to know the commutation relations
of U and V with the Wilson loop operators. Those follow directly from the relation of U
and V to electric and magnetic fluxes, or can be derived directly in the type-IIA dual. The
result will be given later on in the paper, in (5.34).
For completeness, we also note that in addition to this Zk × Zk symmetry we have an
SL(2,Z) symmetry that acts as the mapping class group of T 2 on which the Tr-S theory is
defined. In the type-IIA dual picture, the complex structure parameter of this T 2 becomes
the complexified area modulus of the type-IIA T 2 (in x10x1 directions):
ρ =
i
α′IIA
Area(T 2) +
1
2π
∫
T 2
B . (2.11)
Here B is the NS-NS two-form potential. The SL(2,Z) group acts by T-duality, and is
generated by
S →
(
0 −1
1 0
)
∈ SL(2,Z) , S : ρ→ −1
ρ
,
and
T →
(
1 1
0 1
)
∈ SL(2,Z) , T : ρ→ ρ+ 1 .
In [15], this correspondence was used to read off the modular transformation properties of
the ground states of Tr-S theory.
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2.4 Is Tr-S a topological theory?
Before we proceed to study static charges for Tr-S on T 2, let us explain in more detail
why we believe Tr-S is a topological theory. The setting we described above has N = 6
supersymmetry in 2+1D and a U(3) R-symmetry, which is the subgroup of SU(4) that
commutes with γ in (2.1). If Tr-S is not topological and has propagating degrees of freedom,
it must be an interacting N = 6 superconformal field theory. Let us then consider the low-
energy limit of Tr-S on S1. This compactification has N = (6, 6) supersymmetry in 1+1D.
To gain more insight about this 1+1D theory, let us look at the list of dualities in Table 1,
but instead of performing all the dualities all the way to type-IIA at the last line, let us stop
one line before the last, at the point where we have M-theory and n M2-branes. At this
point direction x2 is not yet compact, but directions x1, x10 are compact and form a torus
with complex structure τ. The directions transverse to the M2-branes are parameterized by
the complex coordinates (z, ζ1, ζ2, ζ3). The M2-branes wrap direction x3, and the boundary
conditions along x3 are twisted by a geometrical twist, which is a rotation in the directions
transverse to the M2-branes. This twist acts as
(z, ζ1, ζ2, ζ3)→ (eiυz, eiυζ1, eiυζ2, eiυζ3) (2.12)
and corresponds to a rotation by an angle υ in 4 transverse planes.
For n = 1, the twisted boundary conditions create a mass gap of 1/rR, where r = 2π/υ
[see the discussion below (1.2)], and the 1+1D low-energy theory has no propagating degrees
of freedom. This is consistent with the identification of Tr-S at n = 1 with abelian Chern–
Simons theory, as will be discussed in §4 in more detail, and indeed Chern–Simons theory
has no propagating degrees of freedom.
What about the nonabelian case, say n = 2? In this case we need to understand the
low-energy limit describing two M2-branes compactified on S1 with transverse directions
T 2 × C3 parameterized by (z, ζ1, ζ2, ζ3) and with boundary conditions twisted by (2.12)
along S1. The 1+1D low-energy theory corresponds to configurations where (z, ζ1, ζ2, ζ3)
are independent of x3. Because of the twist, this implies that ζ1 = ζ2 = ζ3 = 0 and z is a
fixed point of the twist. For given υ, the twist has k fixed points on T 2, as we explained
at the end of §2.2. It is easy to check that these fixed points are at
zj =
j
k
(1 + τ) , j = 0, . . . , k − 1. (2.13)
The 1+1D low-energy theory therefore has k(k+1)/2 sectors. In k(k− 1)/2 of the sectors
the two M2-branes sit at different fixed points zj 6= zj′ . In this case it is clear that no
massless excitations survive the low-energy limit and the low-energy 1+1D theory has no
propagating degrees of freedom. The remaining k sectors have two M2-branes at the same
zj . Clearly, all these sectors are equivalent and we can concentrate on one of them, say
at z0 = 0. Since the M2-branes are pinned to the origin, we can safely replace T
2 with
C and set z → ζ0, with ζ0 ∈ C. We have now reduced the problem to understanding the
compactificiation of two M2-branes on S1 with transverse directions C4 and a twist along
S1 given by
(ζ0, ζ1, ζ2, ζ3)→ (eiυζ0, eiυζ1, eiυζ2, eiυζ3). (2.14)
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Up until recently we would have had to proceed indirectly from here, but the recent progress
in the low-energy description of M2-branes [24]-[27], culminating in the discovery of the
ABJM action [28], allows us, in principle, to explore this problem directly. We need to
take the ABJM action and compactify all fields on S1 with boundary conditions twisted
by (2.14). This corresponds to an element of the SO(8) R-symmetry group. However,
proceeding to compactify the ABJM theory in this manner involves subtleties that require
a separate treatment, which we hope to present elsewhere. Instead, for now we will settle
for an indirect approach, modifying the problem a little bit. Instead of taking the discrete
value υ = 2π/r in (2.14), let us consider the case that |υ| ≪ 1. More precisely, consider the
double-scaling limit
υ → 0 , R→ 0 , β ≡ υ
R
→ const.
Using a standard technique, we change variables to
z′j ≡ e−
iυx3
2πR ζj , j = 0, 1, 2, 3,
and write the metric as
ds2 = −dx20 + dx22 + dx23 +
3∑
j=0
|dζj |2
= −dx20 + dx22 +
(
1 +
β2
4π2
3∑
0
|z′j |2
)
dx23 +
3∑
j=0
|dz′j |2 −
β
π
dx3 Im
3∑
j=0
z′jdz
′
j .
We can now reduce to type-IIA along direction x3 to obtain a “Melvin background” [29]-
[30]. This background has a Ramond-Ramond field strength
FRR = dARR = − β
2π
Im
3∑
j=0
dz′j ∧ dz′j +O(β3) ,
and a dilaton
eΦ = (MpR)
3/2
(
1 +
β2
4π2
3∑
0
|z′j |2
)3/2
,
where Mp is the 10+1D Planck scale. This background creates mass terms for all low-
energy fields that propagate on a long string in direction x2. Such a string is pinned to
the origin z′0 = z
′
1 = z
′
2 = z
′
3, as is obvious from the M-theory description. In the type-
IIA worldsheet description, the fermion mass terms are generated from the coupling of the
string modes to the RR field strength, while the bosonic mass terms are generated from the
string-frame metric. For small β we can trust the approximate perturbative string analysis,
and we see that all propagating modes along the remaining noncompact direction x2 have
mass of order β = υ/R. It is not immediately clear that we can extrapolate this analysis to
υ = 2π/r, but we know that for a single string in this background no complications should
arise, and in the limit R→ 0 string interactions are small.
Furthermore, if Tr-S is a nontrivial SCFT, and if it has a moduli space, then this
moduli space must be compact because we have eliminated all noncompact modes along
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the Coulomb branch via the twist, and because the type-IIA picture shows no trace of
noncompact flat directions. But N = 6 supersymmetry in 2+1D is very restrictive and
requires the moduli space to be locally flat. It must therefore be of the form T 8d/Γ, where
Γ is a discrete isometry group, and d is an integer. On the other hand, the unbroken
R-symmetry group must act nontrivially on the moduli space (by supersymmetry), but the
maximal continuous isometry group of T 8d/Γ is abelian and cannot contain SU(3), which
is a contradiction.
We will proceed under the assumption that Tr-S is topological, but we note that even
if this assumption is incorrect, the results of this paper are still meaningful, but they then
correspond to the Witten Index of an interacting SCFT, rather than a TQFT. We now
proceed to the calculation of the Witten Index.
3 Static charges and their type-IIA dual description
In this paper we study what happens when we insert static charges into the Tr-S theory
defined in §2. We add 2m static external sources to the system at S1 coordinate x3 =
0. Specifically, we insert m heavy (non dynamical) quarks at the fixed T 2 coordinates
(a
(a)
1 , a
(a)
2 ) (where a = 1, . . . ,m), and to cancel the net U(1) charge
2 we insert an equal
number m of anti-quarks, which we take to be at fixed T 2 coordinates (a
(a+m)
1 , a
(a+m)
2 ).
(Here 0 ≤ a(a)i < 2πLi (i = 1, 2) are periodic coordinates in type-IIB directions x1, x2.)
The ath static charge can be incorporated by introducing a matrix element of a timelike
Wilson line
trP exp
(
i
∫ ∞
−∞
A0(t, a
(a)
1 , a
(a)
2 , 0)dt
)
(3.1)
into the path integral. This prescription, however, breaks all the supersymmetry. To
preserve some supersymmetry we follow [17, 18] and add one of the adjoint scalar fields of
N = 4 SYM to A0 in (3.1). For concreteness, we take
trP exp
(
i
∫ ∞
−∞
[A0(t, a
(a)
1 , a
(a)
2 , 0) + Φ
9(t, a
(a)
1 , a
(a)
2 , 0)]dt
)
, (3.2)
where Φ9 is the scalar field that corresponds to D3-brane fluctuations in the x9 direction.
In §3.1 we will show that inserting charges that interact with Tr-S as the low-energy limit
of (3.2) preserves 4 real supercharges.
3.1 Charges as endpoints of type-IIB strings
Our main task now is to identify the type-IIA dual realization of the charges. We start
in type-IIB and follow a standard technique to introduce static charges with interactions
(3.2) into the type-IIB construction described at the beginning of §2.
Following [17, 18] we introduce fundamental strings with one endpoint on the D3-
branes and extending indefinitely in direction x9. We label the strings by c = 1, . . . , 2m
2 Actually, it is not necessary for the net charge to be zero, thanks to the S-duality twisted boundary
conditions in the x3 direction. But the system with nonzero net charge is more complicated and will not
be studied here.
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and let the strings labeled by c = 1, . . . ,m extend along 0 ≤ x9 < ∞ and the strings
labeled by c = m + 1, . . . , 2m extend along −∞ < x9 ≤ 0. The low-energy description
of this system holds the information about the ground states of Tr-S with static charges,
and the (x1, x2) coordinates of the endpoints of the strings can be set to (a
(c)
1 , a
(c)
2 ). We
are only interested in the low-energy excitations of the system at energies well below the
string scale, as well as the compactification scales:
E ≪Mst, 1
L1
,
1
L2
,
1
R
.
The semi-infinite strings, in this limit, are very heavy and can be treated semi-classically.
The long-wavelength excitations of each string are described by 8 free scalars Xµc (x9, t)
(µ = 1, . . . , 8) and a free Majorana-Weyl fermion ψc satisfying the chirality condition
Γ0123456789ψc = ψc
and the free massless Dirac equation along the string:
(Γ0∂t + Γ
9∂9)ψc = 0 .
Their low-energy effective action is of the form
I = I(int) +
2m∑
c=1
I
(F1)
c , (3.3)
where Ic is the bulk 1+1D action of the free fields X
µ
c , ψc, and I
(int) is the 0+1D action that
couples the fields Xµc , ψc at x9 = 0 to the low-energy degrees of freedom of Tr-S theory. In
addition to the boundary values of Xµc , ψc, the interaction term I
(int) depends on additional
local 0+1D degrees of freedom, whose form we seek to find. (See Figure 1.)
We will now provide a preview of what I(int) looks like, and we will explain the deriva-
tion at length in the following subsections. The term I(int) is formulated in terms of addi-
tional variables that are localized at the interaction point x9 = 0. These variables include
a discrete variable that specifies the “sector,” with a finite number of sectors altogether.
Each sector is then described by m periodic variables pa (a = 1, . . . ,m) and additional m′
periodic variables qα (α = 1, . . . ,m′), both of which take values in the range [0, 2π). The
number m′ of qα’s depends on the sector, but generally m′ ≥ m. The action I(int) is then
a sum of two terms, which we write schematically as:
I(int) = I0 + I1 , I0 ≡ I0({pa, qα}) , I1 ≡ I1({pa, qα}, {X1c (0),X2c (0)}).
The first term I0 describes the local system at x9 = 0, while I1 is the interaction term
that couples the system to the boundary values of the scalar fields on the 2m fundamental
strings. (The fermions will be discussed later, but are suppressed at the moment.)
For the sectors for which m′ = m the configuration space of {pa, qα} is T 2m, and the
system described by I0 is equivalent to geometric quantization on T
2m with the following
action:
I
(g.q.)
0 =
1
2π
∫ m∑
a,α=1
Maαpaq˙αdt , (3.4)
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type-IIB
n D3-branes s
q
s
q
s
q
s
q
✻
x9
Xµ3 , ψ3 X
µ
4 , ψ4
Xµ1 , ψ1 X
µ
2 , ψ2
pa, qα
 
 ✒
Figure 1. External quark and anti-quark sources are realized as endpoints of fundamental
strings. At low-energy, the strings are described by free 1+1D fields Xµc (x9, t), ψc(x9, t) and the
low-energy modes of the compact interacting system of D3-branes and charges are described by
periodic variables pa(t), qα(t).
where Maα is a nonsingular matrix of integers that we will describe below. As mentioned
in the Introduction, the sectors of most interest to us will be of this form. Any additional
kinetic terms that are quadratic in q˙α, p˙a are irrelevant at low-energy. The other sectors,
with m′ > m, also have a piece of the form I
(g.q.)
0 in their action, but it is necessary to
include additional kinetic terms.
The coupling term I1 is linear in X
1
c ,X
2
c and the derivatives q˙
α, p˙a. It is of the form:
I1 =
1
2π
∫ ∑
cα
NcαX1c (0)q˙αdt+
1
2π
∫ ∑
ca
KcaX2j (0)p˙adt , (3.5)
where Ncα,Kca are matrices of integers to be specified later. The remaining fields Xµc
with µ = 4, . . . , 8 have Dirichlet boundary conditions Xµc (0) = 0, while X
3
c has Neumann
boundary conditions. These fields are however irrelevant for our discussion. In §3.3 we will
explain how the interactions (3.3)-(3.5) are derived from the type-IIA dual. But first, let
us discuss how much supersymmetry is left.
3.2 Supersymmetry
To see how much supersymmetry is preserved we consider once again the realization of
(3.2) in type-IIB. We have fundamental strings that stretch along direction x9 and end on
the n D3-branes. Let ΓA (A = 0, . . . , 9) be 9+1D Dirac gamma matrices, which we take to
be real. Let ǫ = ǫ1+ iǫ2 be a complex 9+1D Weyl spinor, where ǫ1, ǫ2 are Majorana–Weyl,
and ǫ∗ = ǫ1 − iǫ2 its complex conjugate.
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The supersymmetry preserved by the n D3-branes is parameterized by those combina-
tions of the supercharges with coefficients ǫ that satisfy:
Γ0123ǫ = −iǫ . (3.6)
The S-R-twist preserves
ǫ = e−
iυ
2 e
υ
2
(Γ45+Γ67+Γ89)ǫ , (3.7)
where the first factor is from the S-twist, and the second from the R-twist, and the inter-
action (3.2) preserves the same combinations of supersymmetry generators that a funda-
mental string in directions 0, 9 preserves, which is given by
Γ09ǫ = ǫ∗ . (3.8)
Combining (3.8) and (3.7) we find
ǫ∗ = e
iυ
2 e
υ
2
(Γ45+Γ67−Γ89)ǫ∗ ,
while taking complex conjugate of (3.7) yields (keeping in mind that the gamma matrices
are all real)
ǫ∗ = e−
iυ
2 e
υ
2
(Γ45+Γ67+Γ89)ǫ∗ .
Together, these two equations imply
Γ89ǫ = iǫ .
Then, from (3.7), we obtain
Γ45ǫ = −Γ67ǫ , (3.9)
and together with (3.6) this leaves four linearly independent complex supersymmetry pa-
rameters. But (3.8) then puts a reality condition on these parameters, and leaves four real
supercharges unbroken.
Out of the U(3) R-symmetry that is preserved by the R-twist (2.1), the static charges
only preserve SU(2)× U(1) ⊂ U(3). This is the double-cover of the unitary group U(2) ≃
[SU(2) × U(1)]/Z2 that acts as unitary rotations of the variables x4 + ix5, x6 + ix7, and
preserves x8 + ix9. The surviving supercharges transform as a doublet of SU(2) and are
neutral under U(1) (which is generated by Γ45 + Γ67).
3.3 Constructing the type-IIA dual of charges
Now we transform the system of D3-branes and fundamental strings to type-IIA by applying
the U-duality transformation described in Table 1. The 2m fundamental strings turn into
D2-branes, and the n D3-branes turn into fundamental strings, as listed in Table 2. In the
type-IIB picture the strings end on the n D3-branes, but in the type-IIA picture the D2-
branes are too big to end on the n strings. The system must therefore rearrange itself, and
we have to pair up each D2-brane that corresponds to a quark (extending in the positive
x9 direction) with a D2-brane that corresponds to an anti-quark (extending in the negative
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Brane 1 3 4 5 6 7 8 9 10
F1 ÷
D2 ⊢⊣ −
Table 2. Open D2-branes are the U-duals of the type-IIB strings. Here − denotes a direction that
the brane wraps, ÷ denotes a direction that the brane/string wraps with a twist, and ⊢⊣ denote a
direction in which the brane extends but with endpoints (see §3.9).
type-IIA
✻
x10
✲ x3 
 ✒
x9
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
D2 D2 D2 D2
✲s
s♣ ♣♣ ♣s
s♣ ♣s
✲♣ ♣s
s♣ ♣♣ ♣♣ ♣✲
s♣ ♣✲
F1
F1
Figure 2. The type-IIA configuration following the U-duality transformation of Table 1. The
m pairs of type-IIB open strings become m continuous D2-branes. The n D3-branes become n
fundamental strings, which in the presence of the D2-branes can break up into open strings. At
least one pair of open strings must be attached to each D2-brane. In this example m = 4 and n = 2.
x9 direction), and glue them into a single smooth D2-brane. We thus get m D2-branes
whose worldvolume is equivalent to an infinite cylinder.
Some of the type-IIA closed strings that we had in §2 must now be allowed to break
into open strings and end on the D2-branes. Every D2-brane must have at least one such
open string attached to it, because otherwise the corresponding type-IIB string would not
be bound to any of the n D3-branes. For ease of discussion it will be convenient to slightly
separate the D2-branes in the x3 direction. The resulting configuration is depicted in
Figure 2.
3.4 Local pa, qα variables and their action I0
To understand how the pa, qα that appear in (3.4) arise, it is instructive to start with a
simple example: one D2-brane (m = 1) and one string (n = 1) for the case k = 2 with
υ = π2 . We have one fundamental string wrapping direction x3 and bound to the D2-brane,
which wraps direction x10 and extends in direction x9. The system is therefore dual to U(1)
Tr-S theory with an external quark and anti-quark pair.
To bind to a D2-brane, the closed string must break to become an open string that
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(a)
✲x1
✻
x10
s
s
 
 ✒
x3
D2
F1
F1
z′
z′′
(b)
✲ x1
✻
x10
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
Figure 3. (a) A fundamental string (F1) bound to the D2-brane. The D2-brane wraps the
compact direction x10 (the vertical direction) and extends indefinitely in direction x9 (not shown
in the picture). The fundamental string is at x9 = 0 and extends in direction x3 (perpendicular to
the plane of the drawing). Because of the S-duality twist, which in the type-IIA picture translates
to a rotation, the fundamental string’s endpoint z′′ can be different from its starting point z′. (b)
Configurations of the D2-brane with the two endpoints z′, z′′ of the string marked as oppositely
charged points. As the D2-brane changes its x1-position, the positions of the charges change
accordingly.
starts and ends on the D2-brane located at x3 = 0. Let the string start at T
2 coordinate
z = x10 + ix1 ≡ q + iu on the D2-brane, where u and q are functions of time. To make q
and u compact variables with period 2π, we will rescale the x10 and x1 coordinates so that
from now on they take values in [0, 2π). To be of minimal length the string must remain at
x9 = 0 and at constant z, as x3 varies from 0 to 2πR. The point with coordinates x3 = 2πR
and z = q+ iu is equivalent in the geometry of (2.5) to the point with coordinates x3 = 0
and z = eiυ(q + iu) = −u + iq. This point must also be on the D2-brane, which wraps
direction x10 but is at a fixed x1 coordinate. We thus find that u = q. In other words, the
bound fundamental string starts at z′ = (1+i)q on the D2-brane, and ends at z′′ = (−1+i)q
on the same D2-brane (see Figure 3).
The starting point and endpoint of the string are oppositely charged under the U(1)
gauge field that resides on the D2-brane. Let A10 be the component of this gauge field
in the x10 direction. We can fix the gauge so that A10 is independent of x10, and set
p ≡ 2πA10. The starting point and endpoint of the string are separated along the x10
direction by ∆x10 = 2q, so the action of the system includes the term:
I0 ≡ 2
∫
A10dq =
1
2π
∫
2pdq . (3.10)
We claim that I0 is the only relevant term at low-energy. For example, the kinetic energies
of the fundamental string and of the D2-brane are irrelevant at low-energy, because they
are proportional to (∂0q)
2. Indeed, setting the mass dimensions of p, q to zero, we see that
the kinetic term has dimension 2 and is irrelevant in a 0+1D theory.
The action I0 describes the geometric quantization of a torus with the symplectic form
2dp ∧ dq. The Hilbert space has two states, and this is indeed the number of states we
expect, since the U(1) Tr-S theory is known to be equivalent to Chern–Simons theory at
level k. (See §4 for more details.)
We can now turn to the general case. The 0+1D variables pa, qα that appear in (3.4)
arise out of the type-IIA picture as follows. The low-energy description of each of the m
D2-branes includes a gauge field A(a) (a = 1, . . . ,m). The periodic variable pa is identified
with the holonomy of A(a) around the x10 circle at x9 = 0:
pa(t) =
∫ 2π
0
A
(a)
10 dx10
∣∣∣∣
x9=0
. (3.11)
In the presence of the D2-branes, fundamental strings can break into open strings.
A string doesn’t have to break at every D2-brane, but for ease of notation let us first
assume that each of the n fundamental strings does break at every D2-brane. We thus
have n × (m + 1) open string segments. Each segment must be located at a constant x10
in order for its length to be minimal. We denote the x10 coordinates of the open string
segments by variables qia
′
(with i = 1, . . . , n and a′ = 0, . . . ,m). The string segments are
ordered via the index a′ in the direction of increasing x3. (See Figure 4 for an illustration.)
In addition to the x10 coordinates we also need to know the x1 coordinates of the strings.
We denote them by uia
′
:
(x1, x10)→ (uia′ , qia′).
However, as noted above, an open string doesn’t have to break at every D2-brane. For
a given state, we define the binding matrix B to be the following n ×m matrix of 0 and
1’s that encodes which strings break and which do not:
Bia =
{
1 if the ith string is bound to the ath D2-brane,
0 otherwise,
(3.12)
for i = 1, . . . , n and a = 1, . . . ,m. We therefore have
uia = ui(a−1), qia = qi(a−1), if Bia = 0,
which indicates that the ith string is continuous at the ath brane. On the other hand, at
every break point (i, a) on the ath D2-brane the ith string is charged under the gauge field
on the ath D2-brane A(a), and the A
(a)
10 dx10 interaction of the gauge field with the charged
particle produces a term proportional to padqia in the effective action. The sign of this term
is positive for one end of the string and negative for the other, as the charges of the two
ends are opposite. Thus an open segment of the ith string that starts on the ath D2-brane
and ends on the bth D2-brane contributes padqia − pbdqi(b−1) to the action.
On top of this, direction x3 is compact with x3 ∈ [0, 2πR] and the S-duality and R-
symmetry operators act at x3 = 0. The S-R-twisted boundary conditions induce linear
relations between the x1 and x10 coordinates of the strings they connect, where we are
free to add a permutation σ ∈ Sn among the n strings before applying the S-R-twist. A
particular sector of the Hilbert space is thus described by the Bia matrix, as well as the
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Figure 4. A variable pa (a = 1, . . . ,m) is associated with each D2-brane, ordered in the direction
of increasing x3. Let every string break at every brane into a total of m + 1 open segments.
The constant x10 coordinate of each of these segments is denoted by q
ia
′
with i = 1, . . . , n and
a′ = 0, . . . ,m in the direction of increasing x3. However, the strings actually break only at positions
marked with a • and the main contribution to the action comes from these break points. The strings
are coincident, but we separated them in the picture for clarity.
permutation σ ∈ Sn. We collect this information in a matrix and denote a given sector as

B11 B12 · · · B1m σ(1)
B21 B22 · · · B2m σ(2)
...
...
. . .
...
...
Bn1 Bn2 · · · Bnm σ(n)

 .
Obviously, two sectors [Bia|σ] and [Bσ′(i)a|σ′ ◦ σ ◦ σ′−1] are equivalent (with σ′ ∈ Sn). The
boundary conditions can now be written as
eiυ(qim + τuim) = qσ(i)0 + τuσ(i)0 (mod 2π(Z + τZ)). (3.13)
Using (1.2) and τ = aτ+b
cτ+d we can rewrite (3.13) as an equation with integer coefficients:
qσ(i)0 = dqim + buim , uσ(i)0 = cqim + auim . (3.14)
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For example, for υ = π2 (k = 2), this becomes
uim = −qσ(i)0 , qim = uσ(i)0 (mod 2πZ).
Finally, let ua (a = 1, . . . ,m) be the x1 coordinate of the a
th D2-brane. Then we have
the equations
ua = uia = ui(a−1) , whenever Bia = 1, (3.15)
since the ith string connects with the ath D2-brane. The equations (3.13)-(3.15) reduce the
total number of independent qia
′
variables. A linearly independent basis can be chosen, and
these furnish the qα variables in (3.4). In §4-§5 we will present explicit detailed examples.
Congested and decongested matrices
We say that a binding matrix Bia is congested if there is at least one a for which there
are two distinct i 6= j such that Bia = Bja = 1. This means that there is at least one D2-
brane from which at least two strings emanate. If every D2-brane has exactly one string
emanating from it, we say that the binding matrix is decongested. In this case, for every
a = 1, . . . ,m there is exactly one i for which Bia = 1. The difference between congested and
decongested binding matrices will become relevant when we discuss fermionic zero-modes
in §5.2.
3.5 The interaction term I1
We will now derive the interaction of the 0+1D variables pa, qα, ua with the 1+1D fields.
The low-energy 1+1D fields that are relevant for the present discussion can be described ei-
ther in type-IIA or in type-IIB. In type-IIB, these fields are the two scalarsX1(x9, t),X
2(x9, t)
(with the index c of the string suppressed). In type-IIA, the two relevant low-energy fields
on the D2-brane are the gauge field component A10 and the x1 coordinate of the D2-brane,
which we denote by Φ1. Note that direction 1 in type-IIA is related to direction 1 in type-
IIB via T-duality. Following the U-duality of Table 1, it is then easy to see that X1,X2
are the duals (as 1+1D free compact scalar fields) of Φ1, A10, respectively:
∂9X
1 = ∂tΦ
1 , ∂tX
1 = −∂9Φ1 , ∂9X2 = ∂tA10 , ∂tX2 = ∂9A10 . (3.16)
From this simple observation, it is easy to derive the requisite interaction between
X1,X2 and pa, qα, ua. In the type-IIA picture {pa, ua} determine the boundary conditions
at x9 = 0 of Φ
1, A10. If a is the index of the brane, then by definition, we have the Dirichlet
boundary conditions:
2πA10(x9 = 0, t) = p
a(t) ,
Φ1(x9 = 0, t) = u
a(t) ,
where we suppressed brane indices on the left-hand sides. The duality (3.16) then converts
the Dirichlet boundary conditions of type-IIA to Neumann boundary conditions of type-
IIB. The latter can be incorporated into the action with the addition of the term∫
(uadX1 + padX2) . (3.17)
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Figure 5. (a) A junction of two open fundamental strings, one starting and one ending on a
D2-brane. (b) The D2-brane wraps direction 10 ≡ ♮ and the configuration can be deformed so that
it lifts to a smooth holomorphic curve in M-theory.
For most sectors the ua’s can be written as linear combinations of the qα’s by using the
various constraints discussed at the end of §3.4. In these cases the sum of the terms (3.17)
for all the D2-branes takes the form of I1 in (3.5).
In the present paper we will not have much use for the interaction term I1, since we
keep the charge coordinates X1,X2 constant. We have nevertheless presented it here for
completeness. In a future work we hope to explore the dependence of the Hilbert space on
the position of the charges, and the term I1 will then play a central role. We conclude the
discussion of the interaction term by presenting a more geometrical interpretation of I1.
D2-F1 intersections
The interaction term padX2 in (3.17) has a simple interpretation in terms of the geometry of
the lift of the D2-branes and F1-strings to M-theory. To see this, let us focus on a single F1-
string and a single D2-brane. We start by recalling some facts about this system, following
the techniques developed in [34]. There, a configuration of D4-branes and NS5-branes was
analyzed by lifting it to M-theory. Here, we need to analyze a similar configuration of
fundamental strings and D2-branes, and we are also going to lift it to M-theory.
The lift essentially brings us back to the second-from-last row of Table 1, and the
M-theory direction in the present discussion is therefore denoted by x2. We assume that
x2, x10 are periodic with period 2π. Let us also assume for simplicity that the length of the
x3 direction is very large, so that −∞ < x3 < ∞. (That is, we will suspend the effect of
S-R-twist for the moment.) Following [34], we define complex variables
v = ex9+ix10 , u = ex3+ix2 .
The configuration of an F1-string intersecting a D2-brane then lifts to a single M2-brane
which extends along the locus of the complex equation
v =
u− eiα
u− e−iα , (3.18)
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where α is a real constant. Equation (3.18) is designed so that as x9 →∞ (where v has a
pole) x2 = −α, and as x9 → −∞ (where v has a zero) x2 = α (see Figure 5b). Equation
(3.18) also tells us that as x3 → ∞ we have v = 1, while as x3 → −∞ we have v = e2iα.
If we now let q1, q2 be the x10 coordinates of the string between x3 = ∞ and x3 = −∞,
then we have
∆x10 ≡ q2 − q1 = 2α = −X2(x9 = +∞) +X2(x9 = −∞) mod 2π . (3.19)
Going to the low-energy limit, we can interpret the boundary condition X2(x9 = +∞)
as the boundary value at x9 = 0 of the X
2 field on the x9 > 0 portion of the string (which
we denoted by X2a ), and similarly the boundary condition X
2(x9 = −∞) is the low-energy
boundary value at x9 = 0 of the X
2 field on the x9 < 0 portion of the string (which
we denoted by X2a+m). The geometrical equation (3.19) is therefore consistent with the
equations of motion derived from varying p in the action∫
p(q˙2 − q˙1 + X˙2a − X˙2a+m) .
After taking into account the S-R-twist, q1 and q2 are not independent anymore, and the
above expression then becomes the contribution of p to the action (3.3).
3.6 Bosonic zero modes
In §3.4 we explained how to determine the bosonic part of the action in terms of the
variables pa, uia
′
, and qia
′
. Generally, this action can be further simplified because equations
(3.13)-(3.15) reduce the total number of independent qia
′
variables. So in general, as we
shall see in concrete examples in §4-§5, some of the uia′ variables can be expressed as linear
combinations of the qia
′
’s, while the remaining uia
′
’s are reduced to discrete values. After
eliminating the uia
′
’s we get an action of the form (3.4). If the corresponding constants
Maα that appear in this action form a nonsingular square matrix, quantization of (3.4)
gives rise to a finite dimensional Hilbert space.
However, for some sectors we end up with more than m independent qia
′
’s and then
the procedure of §3.4 yields an expression similar to (3.4) but where Maα is not a square
matrix. The simplest sector for which this happens is for n = m = 2 with
[B|σ] =
[
1 1 1
1 1 2
]
. (3.20)
In general for n = 2 there are more than m independent qia
′
’s when B has at least two
columns of the form (11)⊤ [where (· · · )⊤ denotes the transposed matrix]. As will be
explained in more detail in one of the examples of §5.1.2, for k = 2 the action for the sector
(3.20) is:
I0 =
1
2π
∫ {
p1
[
d
(
q11 + q21
)
+ 2dq12
]
+ p2
[−d (q11 + q21)+ 2dq12]} . (3.21)
In this sector there are two strings connecting the two D2-branes, and the action only
depends on q11 and q21 through the center of mass Qcom ≡ q11 + q21, and is independent
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of the relative coordinate Qrel ≡ q11 − q21. Therefore, in order to proceed we need to add
a kinetic term, proportional to Q˙2rel. However, if we are only interested in ground states we
may simply rewrite (3.21) in terms of Qcom,
I0 =
1
2π
∫ {
p1(dQcom + 2dq
12) + p2(−dQcom + 2dq12)
}
, (3.22)
which is of the form (3.4) with a nonsingular square matrix M =
(
1 2
−1 2
)
. From (3.22)
we can determine the number of ground states, which happens to be 4.
We will show later on that sectors with bosonic zero modes invariably also possess
fermionic zero modes and therefore do not contribute to the Witten Index. In fact, the
sectors with bosonic zero modes form a proper subset of the set of congested sectors, and all
congested sectors have fermionic zero modes. In this paper we are only concerned with the
Witten Index, and we therefore do not need to consider sectors with bosonic zero modes
anymore.
3.7 Fermionic zero modes
So far in this section, we have mainly focused on the bosonic degrees of freedom of the
system. While we will not present the explicit form of the fermionic part of the action, it
will turn out to be important to understand the fermionic zero modes of the system in each
sector described by the binding matrix Bia and permutation σ ∈ Sn. Specifically, they will
be crucial to our argument that only decongested sectors contribute to the Witten Index.3
Therefore, in this subsection, we will discuss various chirality and boundary conditions
that these fermionic zero modes have to satisfy.
Our conventions for fermions are as follows. In describing the fermionic modes of type-
IIA theory we find it more convenient to consider its M-theory lift. Therefore, we denote a
fermion by a real 32-component 10+1D spinor on which the Dirac matrices Γ0, . . . ,Γ9,Γ♮
act. (We use the notation ♮ ≡ 10 to avoid confusion between Γ10 and Γ1Γ0.) They satisfy
the identity
Γ0123456789♮ = 1. (3.23)
The low-energy fermionic modes of the system can then be described in terms of 1+1D
fermionic fields that are supported on the type-IIA open strings and on the dimensional
reduction (on x10 direction) of the D2-branes. (See Figure 6 for illustration.) The fermionic
field along the ith open F1-string between the a′th and (a′ + 1)st D2-branes is denoted by
ψia′ (with i = 1, . . . , n and a
′ = 1, . . . ,m− 1). For every i = 1, . . . , n, there is another piece
of string starting on the mth D2-brane, going through the S-R-twist, and ending on the
1st D2-brane. To capture the fields on this string using the same notation, we extend the
range of a′ to 0, . . . ,m and postulate that the fields ψi0 and ψim are identified up to the
S-R-twist
ψσ(i)0 = e
υ
2
(Γ1♮+Γ45+Γ67+Γ89)ψim , (3.24)
3This will be our only use for the fermionic degrees of freedom, so a reader who doesn’t wish to go into
the detailed proof of this statement can skip the present section and §4.3,§5.2, as well as some portions of
§3.9.
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Figure 6. The fermionic zero modes are constructed from solutions of the linear equations for
the boundary conditions of the gluino fields λai′ on the D2-brane sections (viewed as 1-dimensional
segments below the x10 compactification scale) and the fermionic modes ψia on string sections. The
S-R-twist is denoted by a ×.
where we have also allowed the possibility of the action of the permutation σ ∈ Sn, as
discussed in §3.4. We set
P ≡ e−υ2 (Γ1♮+Γ45+Γ67+Γ89) . (3.25)
Generally, the ψia′ fields are functions of (x3, t) (with the appropriate finite range for
x3), but at low-energy only the zero modes are important, so we can assume that ψia′ is
independent of x3. The ψia′ fields also satisfy the obvious boundary conditions that if the
ith string is not bound to the ath D2-brane then it continuously connects with ψi(a−1):
ψia = ψi(a−1) if Bia = 0.
All the ψia fields satisfy the chirality condition
0 = (1 + Γ023)ψia (3.26)
corresponding to the low-energy fields on an M2-brane with x2 being the M-theory direc-
tion.
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Next, we define the fields along the D2-branes. Dimensionally reducing along the
compact direction of x10, the D2-branes become 1+1D objects, and we denote by λai′ (with
a = 1, . . . ,m and i′ = 0, . . . , n) the low-energy fermionic fields supported on the segment
of ath D2-brane between the i′th and (i′ +1)st F1-string, where we use the convention that
i′ = 0 corresponds to the segment that continues from the first string to x9 > 0, and i
′ = n
continues from the nth string to x9 < 0 (see Figure 6). These fields are generally functions
of (x9, t), but at low energy they can again be assumed to be constant. Formally, the range
of x9 for 1 ≤ i′ < n is zero, but because the fields are constant this does not matter. A
more elaborate treatment starting with 2D fields that are harmonic functions of x9+ ix10,
with poles at the intersections with the F1-string, will lead to a similar result.
Similarly as for ψia′ , we have for λai′ the continuity conditions
λai = λa(i−1) if Bia = 0
and we also have the chirality conditions:
0 = (1 + Γ09♮)λai′ . (3.27)
At the D2-F1 junctions where the ath D2-brane and ith F1-string intersect (so thatBia = 1),
the zero modes have to satisfy the following boundary conditions:
(1− Γ239♮)ψia = (1− Γ239♮)ψi(a−1) = (1− Γ239♮)λai = (1− Γ239♮)λa(i−1) , (3.28)
and
0 = (1 + Γ239♮)(ψi(a−1) − ψia + Γ39λai − Γ39λa(i−1)) . (3.29)
These equations are derived by first going to the M-theory picture as in Figure 5, where
the D2-F1 junction is described by a single M2-brane, and then deforming the M2-brane
worldvolume. Details of the derivation of (3.28)–(3.29) are provided in Appendix A.
3.8 The eigenvalues of P
The operator P, defined in (3.25), realizes the S-R-twist on the fermionic modes of the
fundamental strings in the type-IIA picture. In this subsection we calculate its eigenvalues.
This will be important in §4.3 and §5.2 where we prove the absence of zero modes for certain
sectors.
Consider a spinor ψ that satisfies Pψ = εψ for some eigenvalue ε. Since P commutes
with Γ023 we may assume that ψ has a specific Γ023 chirality. We first assume that
Γ023ψ = ψ.
Then, Γ0123456789♮ = 1 implies
0 = (1− Γ023)ψ = (1− Γ1456789♮)ψ ,
and hence
Γ451♮ψ = Γ451♮Γ1456789♮ψ = Γ6789ψ .
We can therefore rewrite Pψ as
Pψ = eυ2Γ45(1−Γ451♮)+υ2Γ67(1−Γ6789)ψ = eυ2Γ45(1−Γ6789)+υ2Γ67(1−Γ6789)ψ .
Since Γ6789 has eigenvalues ±1, and Γij has eigenvalues ±i for all spatial indices i, j (i 6= j),
we deduce that P has eigenvalues 1 and e±2iυ on the subspace with Γ023-chirality 1.
We can similarly analyze the eigenvalues of P on the subspace of ψ’s with the opposite
Γ023-chirality, i.e., Γ023ψ = −ψ. On that subspace we find
Pψ = eυ2Γ45(1−Γ451♮)+υ2Γ67(1−Γ6789)ψ = eυ2Γ45(1+Γ6789)+υ2Γ67(1−Γ6789)ψ , (3.30)
and hence deduce that P has eigenvalues e±iυ. Note that e±iυ 6= 1 and so there is no
nontrivial solution to ψ = Pψ on the subspace with Γ023-chirality −1. This fact will come
in handy later on.
3.9 Constructing a Witten Index
The states of the system discussed in §3.1, while they contain all the information about
the Hilbert space of Tr-S theory with external charges, also contain superfluous excitations
in the form of long wavelength modes of Xµc , ψc along the semi-infinite strings. We can
eliminate these excitations by imposing appropriate boundary conditions on the modes
Xµc , ψc at some finite distance from the origin, say at x9 = ±∆ (where the + sign is for
c ≤ m and the − sign is for c > m, for some positive constant ∆). The following boundary
conditions preserve the four real supersymmetries left unbroken by (3.6)-(3.8).
In the type-IIB picture, we pick Neumann boundary conditions for fluctuations in
directions 4, . . . , 8:
∂9X
4
c (±∆) = ∂9X5c (±∆) = ∂9X6c (±∆) = ∂9X7c (±∆) = ∂9X8c (±∆) = 0 , (3.31)
Dirichlet boundary conditions in directions 1, 2, 3:
X1c (±∆) = a(c)1 , X2c (±∆) = a(c)2 , X3c (±∆) = 0 , (3.32)
and supersymmetric boundary conditions for the fermions:
Γ045678ψc(±∆) = ψc(±∆) . (3.33)
These boundary conditions are formally what we would get if we let the string end on a
D5-brane that extends in directions 4, . . . , 8 and is fixed in directions 1, 2, 3, 9. However,
we must note that because directions 1, 2, 3 are compact, such a D5-brane will back-react
strongly on the metric and will require additional orientifolds or other objects to make
a complete string-theory solution. (This is similar to the situation with D8-branes as
developed in [35], or with D7-branes in [36].) Here, we will simply regard (3.31)–(3.33) as
formal boundary conditions that we impose to get rid of unwanted zero modes.
To write down the boundary conditions equivalent to (3.33) in the type IIA picture,
we first decompose the fermionic zero mode ψc on the type-IIB fundamental string into
left-moving and right-moving components as ψc = ψc+ + ψc−, where
ψc± = ±Γ09ψc± = ±Γ12345678ψc± . (3.34)
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The boundary condition (3.33) can now be written as a relation between the left-moving
and right-moving modes at the end of the string (x9 = ±∆):
ψc+ = Γ
045678ψc− . (3.35)
We now follow the dualities of Table 1, each time transforming the fermionic field to a dual
field on a dual brane. The type-IIA boundary conditions then become:
0 = (1− Γ♮)(1 + Γ0145678)λai′ (3.36)
for i′ = 0, n. We can now define the Witten index I = Tr(−1)F of the quantum mechanical
system of D3-branes and open strings in the type IIB picture, and we can calculate it
using the system of D2-branes and F1-strings in the dual type-IIA picture. With boundary
conditions (3.31)–(3.33), the semi-infinite open strings can be regarded as external charges
with no internal dynamics, so the Witten index I will simply count the number of ground
states of the theory with external charges inserted.
On the other hand, in the type IIA picture, we have various configurations of D2-branes
and F1-strings, which can be classified into sectors described by the binding matrix B and
permutation σ. With the extra conditions (3.36) we will show (see §4.3 and §5.2) that only
decongested sectors do not have fermionic zero modes. Such sectors will make a nonzero
contribution to the Witten Index.
We also remark that it is possible to create open strings in a supersymmetric configu-
ration by using D3-branes instead of D5-branes. This will avoid the problem of incomplete-
ness of the background, but will instead create additional fermionic zero-modes to make
the Witten Index identically zero. We briefly discuss this construction in Appendix C.
3.10 Summary of the rules
A sector of Tr-S theory with U(n) gauge group in the presence of m external quark and
anti-quark pairs is described by a permutation σ ∈ Sn and an n ×m binding matrix Bia
of 0’s and 1’s. We build the action in terms of periodic variables uia
′
, qia
′
, ua, and pa,
with i = 1, . . . , n, a = 1, . . . ,m, and a′ = 0, . . . ,m. All variables have 2π periodicity. The
variables are further restricted by linear relations with integer coefficients:
uia = ui(a−1), qia = qi(a−1), whenever Bia = 0, (3.37)
ua = uia = ui(a−1) , whenever Bia = 1, (3.38)
and
qσ(i)0 = dqim + buim , uσ(i)0 = cqim + auim . (3.39)
The action is
I0 =
1
2π
∫
dt
n∑
i=1
m∑
a=1
Biap
a(q˙ia − q˙i(a−1)) . (3.40)
Furthermore, the coordinates (X1a ,X
2
a ) of the m quarks and the coordinates (X
1
a+m,X
2
a+m)
of the m anti-quarks are encoded in the action via an extra term
I1 =
1
2π
∫
dt
m∑
a=1
[(X˙1a − X˙1a+m)ua + (X˙2a − X˙2a+m)pa] . (3.41)
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Finally, we only keep those sectors for which
∑
iBia = 1 for all a = 1, . . . ,m (we called
these decongested sectors), because sectors for which
∑
iBia > 1 for some a have zero modes
and therefore do not contribute to the Witten Index, while sectors for which
∑
iBia = 0
for some a have a D2-brane disconnected from the rest of the system.
4 U(1) gauge group
We will now apply the rules of §3.10 to study our setup with U(1) gauge group. We already
know that abelian Tr-S is equivalent to U(1) Chern–Simons theory at level k [15]. This
model will therefore provide us with a good example of how the rules of §3.10 work. In
§4.1-§4.3 we apply the rules of §3.10 to U(1) Tr-S with m charge pairs, and in §4.4 we show
how they reproduce the predictions from Chern–Simons theory.
In solving the problem, a central role is played by the action (1.4). The general actions
that we will consider are equivalent to quantum mechanical systems that are obtained by
geometric quantization of T 2m. They are of the form:
I =
1
2π
∫
Maαpadqα , a, α = 1, . . . ,m. (4.1)
Here pa, qα are periodic coordinates parameterizing T 2m, in the range [0, 2π), andMaα are
the components of a nonsingular m×m matrix of integers. We denote its determinant by
∆ ≡ det
m×m
(Maα) 6= 0.
The dimension of the Hilbert space is then |∆|. We denote the inverse matrix by (M−1)αa,
i.e., Maα(M−1)αb = δba . Suppose that (k1, . . . , km) and (l1, . . . , lm) are vectors of integers.
Then the operators exp(i
∑
a kap
a) and exp(i
∑
α lαq
α) are well-defined, and we have the
commutation relation
ei
∑
a
kapaei
∑
α lαq
α
e−i
∑
a
kapae−i
∑
α lαq
α
= e2πi
∑
α,a(M
−1)αakalα . (4.2)
4.1 A quark and anti-quark pair (m = 1)
Using the rules summarized in §3.10, we can now write down explicitly the low-energy
effective action for the type-IIA configuration that corresponds to inserting a quark and
anti-quark pair in Tr-S theory. As we have explained in the previous section, in such a
case we have one fundamental string wrapping the x3 circle and attached to one D2-brane,
forming a bound state with it. The closed string that we would have in the absence of
external charges breaks to become an open string starting and ending on the D2-brane. In
the notations explained in §3.10, for fixed charges we have the action
I0 =
1
2π
∫
p1
(
dq11 − dq10) , (4.3)
and if we wish to allow the charges to move around we need to add the term
I1 = − 1
2π
∫
[
(
X11 −X12
)
du1 +
(
X21 −X22
)
dp1] . (4.4)
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To proceed, we recall that the S-R-twisted boundary conditions induce linear relations
among the variables, following (3.39). For k = 2 this yields u1 = q11 = −q10 ≡ q1, and
thus (4.3)-(4.4) can be simplified to:
I ≡ I0 + I1 (4.5)
I0 =
1
2π
∫
2p1dq1 , (4.6)
I1 = − 1
2π
∫ {[
a
(1)
1 (t)− a(2)1 (t)
]
dq1 +
[
a
(1)
2 (t)− a(2)2 (t)
]
dp1
}
, (4.7)
where, as defined in §1, (a(j)1 , a(j)2 ) = (X1j ,X2j ) refer to the T 2 coordinates of the quark’s
and anti-quark’s worldlines.
After taking into account similarly the constraints in (3.14) and (3.15) for the cases
k = 1, 3, the action for static charges (4.3) can be written collectively for all three values
of k as4
I0 =
k
2π
∫
pdq . (4.8)
This action is of the form (4.1) and describes geometric quantization of T 2. It gives rise to
a k-dimensional Hilbert space.
We also note that the action (4.5) is of the same form as the action for the ground
states of the well-known Landau problem describing the low-energy spectrum of a two-
dimensional charged particle moving on a torus with k units of magnetic flux. In this
context, the velocity of the quark relative to the anti-quark, which is given by
(a˙
(1)
1 (t)− a˙(2)1 (t), a˙(1)2 (t)− a˙(2)2 (t))
is interpreted as the electric field in the Landau problem. This is consistent with the
interpretation of the quark and anti-quark as charges in U(1) Chern–Simons theory (see
§4.4 below). To simplify matters, in the following, we consider static charges and let the
quarks and anti-quarks be located at the origin.
4.2 Multiple quark and anti-quark pairs (m > 1)
Generalization of the results of §4.1 to m > 1 cases is straightforward. There is only one
sector: the permutation σ ∈ S1 is the identity, and the 1×m binding matrix B is
B =
(
1 1 · · · 1
)
.
The relations (3.38) imply that all uia variables are equal:
u10 = u11 = u12 = · · · = u1m = u1 = · · · = um ≡ u.
Just like what we have done in §4.1, we can write down the low energy effective action as
I =
1
2π
∫ m∑
a=1
pa
(
dq1a − q1(a−1)
)
− 1
2π
∫ m∑
a=1
[(
a
(a)
1 (t)− a(a+m)1 (t)
)
du−
(
a
(a)
2 (t)− a(a+m)2 (t)
)
dpa
]
.
(4.9)
4For k = 1, q11 = 0 and u1 = −q10, whereas for k = 3, −q10 = 2q11 = 2u1.
– 28 –
Furthermore, (3.39) gives linear constraints among u, q10, q1m which depend on k:
q10 = dq1m + bu , u = cq1m + au . (4.10)
This can be solved using the explicit expressions for a,b, c,d in terms of k, given in (1.3),
and we get
q10 = −u , q1m = 0 , for k = 1, (4.11)
and
q10 = (1− k)u , q1m = u , for k = 2, 3. (4.12)
After taking into account these linear constraints, the action for fixed external charges
becomes
I0 =
1
2π
∫ {
p1(dq1 + dqm) +
m−1∑
a=2
pa(dqa − dqa−1)− pmdqm−1} , for k = 1, (4.13)
where we set qa = q1a for a = 1, . . . ,m− 1 and qm = u, and
I0 =
1
2π
∫ {
p1[dq1 + (k − 1)dqm] +
m∑
a=2
pa(dqa − dqa−1)} , for k = 2, 3, (4.14)
where we set qa ≡ q1a. The action (4.14) is of the form (4.1) with
M =


1 0 0 0 · · · 0 k − 1
−1 1 0 0 · · · 0 0
0 −1 1 0 · · · 0 0
...
. . .
. . .
...
...
0 0 0 0 · · · −1 1

 , (4.15)
and it is also straightforward to write down the corresponding matrix M for k = 1 case.
Following the discussion below (4.1), we can immediately compute the dimension of each
Hilbert space as |∆| = k.
4.3 Absence of fermionic zero modes
In this subsection, we show that there is no fermionic zero mode in the sector discussed in
§4.2. This is necessary for the consistency of our result, because otherwise the contribution
of the sector to the Witten index would be zero, and since this is the only sector for n = 1
cases, this would mean that the Witten index of U(1) Tr-S theory would be zero too,
regardless of the value of k. On the other hand, we know that U(1) Tr-S theory is simply
U(1) Chern–Simons theory, which contains k bosonic ground states only.
As explained in §3.7, the low-energy fermionic modes of our system can be understood
via 1+1D fermionic fields ψia′ and λai′ supported on the open strings and D2-branes. Each
ψia′ and λai′ satisfies the chirality conditions (3.26) and (3.27), respectively. In addition,
the λai′ ’s at the two far ends of the D2-branes (that is, those with i
′ = 0, n) satisfy the
constraint (3.36) which derives from dualizing the boundary conditions for open strings
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Figure 7. Illustration of fermionic zero modes for n = 1 and m = 2 case. The fundamental string
breaks at every D2-brane intersection.
ending on D5-branes in the type-IIB setting. Each intersection of D2-F1 satisfies the two
junction conditions (3.28) and (3.29). Finally, the S-R-twist on the F1-string gives rise to
the boundary condition (3.24). We now proceed to prove that in the n = 1 abelian case,
these various boundary conditions dictate that we have no fermionic zero modes. (See
Figure 7 for notation.)
As a warm-up, we start with the m = 0 case. In this case there is only one variable
ψ10 which satisfies the boundary conditions (3.24) and the chirality condition (3.26):
ψ10 = Pψ10 , (Γ023 + 1)ψ10 = 0. (4.16)
But in §3.8 we saw that all the eigenvectors of P with eigenvalue 1 have the opposite Γ023
chirality from that of ψ10. It follows that(4.16) does not have any non-trivial solutions and
the m = 0 states have no zero modes.
Now, let us study the m > 0 case. We first consider the continuity of λai′ at each
D2-F1 junction. Define
ζa ≡ λa1 − λa0
for a = 1, . . . ,m. Since in the abelian case (n = 1) both λa0 and λa1 satisfy the chirality
condition (3.27) and the boundary condition (3.36), ζa must also satisfy the equations
0 = (1 + Γ09♮)ζa , (4.17)
0 = (1− Γ♮)(1 + Γ0145678)ζa , (4.18)
0 = (1− Γ239♮)ζa , (4.19)
where the last equation comes from (3.28). Equations (4.17) and (4.19) together imply
ζa = Γ
023ζa . (4.20)
Since in our convention Γ0123456789♮ = 1 (see Appendix A), this in turn implies
Γ0145678ζa = ζa , (4.21)
and (4.18) becomes
(1− Γ♮)ζa = 0 .
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Then (4.19) now reads
Γ239ζa = ζa , (4.22)
which has no non-trivial solution, because Γ239 has no real eigenvalues (it squares to −1).
Therefore, we obtain ζa = 0, or λa0 = λa1 for all a = 1, . . . ,m.
Next, we consider the ψ1a′ fields. Since ζa = 0, equations (3.28)–(3.29) now become
(1± Γ239♮)(ψ1,a−1 − ψ1a) = 0 ,
or simply
ψ10 = ψ11 = · · · = ψ1m . (4.23)
On the other hand, we have from the S-R-twist condition ψ1m = Pψ10, where the operator
P is defined in (3.25), and together with the above equalities,
ψ10 = Pψ10 . (4.24)
At this point, we can again use the fact that all the eigenvectors of P with eigenvalue 1 have
the opposite Γ023 chirality from that of ψ10. Therefore, (4.24) does not have a non-trivial
solution, and hence
ψ10 = ψ11 = · · · = ψ1m = 0 . (4.25)
Finally, let us define
ξa = λa0 + λa1 .
With ζa = ψ1a′ = 0, we find that ξa satisfies the same set of equations (4.17)-(4.19) as ζa:
0 = (1 + Γ09♮)ξa , (4.26)
0 = (1− Γ♮)(1 + Γ0145678)ξa , (4.27)
0 = (1− Γ239♮)ξa . (4.28)
The first two equations follow from the chirality and boundary conditions for λai′ , while
the third from (3.28) and the previous result ψ1a′ = 0 for all a
′. Therefore, we find ξa = 0
as before. Together with ζa = 0, this implies λai′ = 0 for all a = 1, . . . ,m and i
′ = 0, 1. To
summarize, we conclude that there is no fermionic zero mode for the abelian n = 1 case
with an arbitrary number m of D2-branes.
4.4 Comparison with Chern–Simons theory results
At this point, it is pertinent to discuss consistency with abelian Chern–Simons theory,
which we had explained in [15] to be the low-energy limit of abelian Tr-S theory. For U(1)
Chern–Simons theory the dimension of the Hilbert space with m external charge pairs is
always equal to the level k, independently of m. This is indeed what we found from the
type-IIA dual picture in §4.2. There, the dimension dimH(k, n = 1,m) can be calculated
as the determinant of the matrix M that appears in (4.15) and its k = 1 counterpart,
and we indeed find the result dimH(k, n = 1,m) = k independently of m. The underlying
reason for this coincidence is that since there are no fermionic zero modes, as we have
proved in §4.3, the dimension we calculated is in fact the Witten Index of the system.
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To go beyond the mere equality of dimensions of the Hilbert spaces, we can consider
for k > 1 the action of the Zk symmetry operators U ,V discussed in §2.3. At the classical
level, the discrete translation U acts as
U : uia′ → uia′ + 2π
k
, qia
′ → qia′ + 2π
k
, ua → ua + 2π
k
, pa → pa , (4.29)
while V, which is related to the homology class of the fundamental string, can be interpreted
as electric flux on the D2-branes and acts as
V : uia′ → uia′ , qia′ → qia′ , ua → ua , pa → pa + 2π
k
. (4.30)
After geometric quantization, the actions (4.29)-(4.30) translate to actions on quantum
operators of the system. The action is by conjugation; for example the rightmost expression
of (4.30) is to be read as V−1paV = pa + 2πk .
For n = 1 we find in terms of the variables of (4.14)
V−1paV = pa + 2π
k
, V−1qaV = qa , U−1paU = pa , U−1qaU = qa + 2π
k
, (4.31)
for a = 1, . . . ,m. Using the commutation relation (4.2), together with the inverse of (4.15):
M−1 =


1
k
1
k − 1 1k − 1 1k − 1 · · · 1k − 1 1k − 1
1
k
1
k
1
k − 1 1k − 1 · · · 1k − 1 1k − 1
1
k
1
k
1
k
1
k − 1 · · · 1k − 1 1k − 1
...
. . .
. . .
...
...
1
k
1
k
1
k
1
k · · · 1k 1k

 , (4.32)
we find that, up to a possible constant phase, we can identify
U = e−ip1 , V = eiqm . (4.33)
Now, let us consider the effect of the interaction I1 of (3.5). For charge positions
a
(c)
1 , a
(c)
2 that are independent of time, I1 contributes a total derivative term in (4.9):
− 1
2π
m∑
a=1
(
a
(a)
1 − a(a+m)1
) ∫
dqm − 1
2π
∫ m∑
a=1
(
a
(a)
2 − a(a+m)2
)
dpa ,
where we used (4.12). We now claim that the effect of the interaction term I1 is to modify
(4.33) to
U = e−ip1+
i
k
∑m
a=1
(
a
(a)
1 −a
(m+a)
1
)
, V = eiqm+
i
k
∑m
a=1
(
a
(a)
2 −a
(m+a)
2
)
. (4.34)
This is not so obvious for static charge positions, and to see it we actually need to let the
position, say a
(a)
1 , vary as a function of time. It can then be checked that an initial state
|i〉 at time t = −∞ evolves into
|f〉 = e i2π [a(a)1 (∞)−a(a)1 (−∞)]qm |i〉
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at t = ∞. But in order for U|i〉 to evolve into U|f〉, the operator U must add a phase
of 1ka
(a)
1 (−∞) to |i〉 and a similar phase of 1ka
(a)
1 (∞) to |f〉, since U−1qmU = qm + 2πk . A
similar method can be used to derive the extra phase 1k
∑m
a=1
(
a
(a)
2 − a(m+a)2
)
in the action
of V.
Now we can compare the above discussion with Chern–Simons theory. It was argued in
[15] that in terms of U(1) Tr-S theory (namely Chern–Simons theory) defined on T 2 in the
x1x2 directions, U and V can be understood as gauge transformations with discontinuous
gauge parameters:
ΛU = e
i
k
x1 , ΛV = e
i
k
x2 , (4.35)
where the coordinates x1, x2 take values in [0, 2π). (This was argued by relating U ,V to
momentum and winding number in type-IIA and then mapping these quantum numbers
to electric fluxes on the D3-brane in type-IIB.) Equation (4.35) in conjunction with (4.34)
allows us to directly map states of Chern–Simons theory to states of the system we got
from geometric quantization of T 2m by, for example, mapping eigenstates of U in (4.35)
to eigenstates of U in (4.34). Moreover, the extra a(a)i -dependent phase that we got in
(4.34) has a natural interpretation in Chern–Simons theory. This is precisely the phase
that we would expect to pick up when acting with a gauge transformation (4.35) on a
system that contains m positive charges at positions (a
(a)
1 , a
(a)
2 ) and m negative charges at
(a
(a+m)
1 , a
(a+m)
2 ), for a = 1, . . . ,m. This concludes our map from the Hilbert space of the
geometric quantization system to the Hilbert space of U(1) Chern–Simons theory.
5 U(n) gauge group
We now turn to the non-abelian case with a U(n) gauge group. Our goal is to calculate the
Witten Index of Tr-S theory on T 2 as a function of k, n and the number of charge pairs m.
We will begin in §5.1 with a few examples of sectors for n = 2, including a brief description
of all its sectors with low m. We then show in §5.2 that only decongested sectors contribute
to the Witten Index. This greatly simplifies the computation, since decongested sectors are
equivalent to a product of decoupled U(1) Hilbert spaces. We describe the results in §5.3.
A reader who wishes to skip the details is advised to jump directly to §5.3. In §5.4 we test
our results by rewriting the Witten Index as a trace of products of Wilson loop operators
in Tr-S theory without charges (m = 0). This provides us with a consistency check, and
also allows us to calculate the eigenvalues of Wilson loop operators acting on the m = 0
Hilbert space. Appendix B includes some additional details of the combinatorics involved,
and for curiosity, we included in Appendix B.2 a combinatorical derivation of the total
number of sectors. Interestingly, it is described by a Fibonacci sequence.
5.1 Examples of U(2) sectors and states
As explained in §3.3, each sector corresponds to a different choice of the binding matrix B
and a permutation σ ∈ Sn that accompanies the action of the S-R-twist on the n strings.
Since for n = 2 the permutation group is Sn ≃ Z2, in the following we shall simply express
the permutation as σ ∈ {1,−1}, and write it as a subscript of B, so a sector will be denoted
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as B±1. Physically, σ = 1 implies that each string’s endpoint is connected to its own
starting point so that we have two strings, each with winding number 1 along the x3 circle,
whereas σ = −1 means that the string’s endpoint is connected to the other string’s starting
point so that we end up with one string with winding number 2. If the permutation results
in an equivalent configuration, the subscript is omitted. This happens when at least two
strings start on the same D2-brane (i.e., the binding matrix is congested), and relabeling
the string indices results in equivalent sectors with different σ’s (see for example the third
configuration in §5.1.1). It is also useful to recall that our conventions are such that all
strings begin at x3 = 0, and the S-R-twist is located at x3 = 2πR.
In this subsection, we will count the states of each sector following the rules of §3.10,
and show that in each case the low-energy action can be reduced to the form (1.4).
5.1.1 m = 1
We have one D2-brane and a string winding number of n = 2. This yields three sectors
described below [where (· · · )⊤ denotes the transposed matrix]. The diagram for each sector
is a miniature of Figure 4, with the S-R-twists colored to reflect σ,5 while the black circles
depict junctions where open strings attach to D2-branes.
1. B = (1 0)⊤1
❅  ❅ 
❅  ❅ t
1
2
1
2
One open string of winding number 1 bound to the D2-brane and one closed string
of winding number 1. We saw in §4.1 that the open string plus the D2-brane system
yields k states, while the closed string, being dual to the abelian Chern–Simons theory
without charges, also gives rise to k states. In total, we get k × k = k2 states.
2. B = (1 0)⊤−1
❅  ❅ 
❅  ❅ t
1
2
2
1
One open string of winding number 2. Let the string start at z = q+ iu and end at
e2iυ(q + iu) (the phase is 2υ because the string passes through the S-R-twist twice
before ending on the D2-brane). For k = 2, for which υ = π2 , this means u = −u
mod 2π, or u = 0 or π. For each choice of u, the string starts at x10 = q on the
D2-brane and end at x10 = −q, so the effective action is
Ik=2 =
2
2π
∫
pdq, with u = 0, or π
This gives us 2 + 2 = 4 states. Note that in this case the parameter u is discrete and
decoupled from the geometrically quantized T 2, which in turn is described only by
(p, q).
5For configurations equivalent under σ, we chose σ = 1 for our analysis.
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For both k = 1 and k = 3, the phase e2iυ is effectively what we had for k = 3 case in
§4.1. Therefore, from similar analysis, the effective action is
Ik=1,3 =
3
2π
∫
pdq ,
which gives rise to 3 states each.
3. B = (1 1)⊤
❅  ❅ 
❅  ❅ t
t1
2
1
2
Here we have two open strings of winding number 1 both of which bound to the
D2-brane. For the D2-brane worldvolume gauge field this means that there are twice
as many charged particles as in the sector (1 0)⊤1 . Therefore, the bosonic part of the
action is also twice that of the (1 0)⊤1 sector, i.e.,
1
2π
∫
2kpdq.
This is a congested sector that also has 4 real fermionic zero modes, as will be shown
in §5.2.1. The bosonic part of the action has 4 states, but the actual Hilbert space
is more complicated because of the fermionic zero modes and because of possible
interactions between the bosonic and fermionic modes.
5.1.2 m = 2
We have seven sectors in the m = 2 case, as briefly described below. For each sector, the
effective action is given by
I =
1
2π
∫
Biap
a(dqia − dqi(a−1)) ,
but the qia variables are constrained by the relations (3.37)-(3.39). We derive the dimension
of the Hilbert space of each sector in detail for k = 2, but simply state the results for
k = 1, 3.
1. B =
(
1 1
0 0
)
1
❅  ❅ 
❅  ❅ t t
1
2
1
2
One closed string of winding number 1 breaks on each of the D2-branes to form two
open strings, one of which passes through the S-R-twist once. In addition, there is
also a closed string. The open string states were analyzed in §4.2 to give rise to k
states, while the closed string gives rise to k states as well (as mentioned in the first
sector of §5.1.1). Thus, there are a total of k2 states in this sector.
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2. B =
(
1 1
0 0
)
−1
❅  ❅ 
❅  ❅ t t
1
2
2
1
One string connects the two D2-branes [and hence u11 = u12 = u1 = u2 ≡ u from
(3.38)], while the other starts at the second D2-brane, winds around the x3 circle and
passes through the S-R-twist twice before ending on the first D2-brane. For k = 2,
the string that starts on the second D2-brane at q12 + iu ends on the first brane at
−q12 − iu, giving us the constraint 2u = 0 (modulo 2π), which implies u = 0, or π.
The effective action becomes
Ik=2 =
1
2π
∫
[p1
(
dq11 + dq12
)
+ p2
(
dq12 − dq11)] ,
which gives us 2 states for each of the two possible values of u. In total, we get 4
states. For k = 1, 3, the computation is similar to that of the second sector of §5.1.1,
and we get 3 states in both cases.
3. B =
(
1 0
0 1
)
1
❅  ❅ 
❅  ❅ t
t1
2
1
2
One open string starts and ends on each D2-brane, and each string passes through
the S-R-twist once. It is easy to see that the two strings are completely decoupled
from each other, each being bound to a separate D2-brane. We therefore get two
decoupled n = 1 sectors, each with m = 1. The action is a sum of two terms:
Ik=2 =
2
2π
∫
[p1dq11 + p2dq12] ,
which gives us 4 states. A similar computation gives us 1 and 9 states for k = 1, 3,
respectively.
4. B =
(
1 0
0 1
)
−1
❅  ❅ 
❅  ❅ t
t1
2
2
1
One open string starts on the first D2-brane, winds around the x3 circle once, passing
through the S-R-twist, before ending on the second D2-brane. For k = 2, it starts at
q11 + iu11 and ends at q21 + iu21 = −u11 + iq11. The other open string starts on the
second D2-brane at q22 + iu22, passes the S-R-twist once before ending on the first
D2-brane at q10+ iu10 = −u22+ iq22. Since −u11+ iq11 and q22+ iu22 are on the same
D2-brane, it follows that q11 = u22 = −q10, and since q11 + iu11 and −u22 + iq22 are
on the same D2-brane it follows that u11 = q22 = −q21. We therefore get the effective
action
2
2π
∫
[p1dq11 + p2dq22] ,
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which has the same form as that in Sector 3, and thus there are 4 states. A similar
computation gives 3 states for both k = 1, 3 respectively.
5. B =
(
1 1
1 0
)
❅  ❅ 
❅  ❅ 
t
t t
1
2
1
2
One open string stretches between the two D2-branes and is located at q11 + iu1 for
k = 2. Another string starts on the second D2-brane, passes through the S-R-twist
and winds around the x3 circle once before ending on the first D2-brane. It starts at
q12+iu2 and ends at −u2+iq12. A third string starts on the first D2-brane at q21+iu1,
passes the S-R-twist once before ending on the same D2-brane at −u1+ iq21. Taking
into account the constraints (3.37)-(3.39), we get q12 = q21 = −q20 = −q10 = u1 = u2,
and the bosonic part of the effective action simplifies to
Ik=2 =
1
2π
∫ [
p1
(
dq11 + 3dq12
)
+ p2
(
dq12 − dq11)] .
This is a congested sector which, as will be shown in §5.2.2, has 4 real fermionic zero
modes.
6. B =
(
1 1
0 1
)
❅  ❅ 
❅  ❅ t
t
t
1
2
1
2
Similar to Sector 5, but with the two D2-branes exchanged. All results mentioned in
Sector 5 are identical to those in this sector.
7. B =
(
1 1
1 1
)
❅  ❅ 
❅  ❅ 
t
t
t
t
1
2
1
2
This is the sector given as an example for bosonic zero modes in §3.6. Each closed
string of winding number 1 breaks on each of the D2-branes to form two open strings,
one of which passes through the S-R-twist once. One string starts on the second
D2-brane at qi2 + iu1, passes the twist once before ending on the first D2-brane at
−u1+ iqi2. The remaining string stretches between the two D2-branes and is located
at qi1 + iu, where u = u1 = u2. We have two sets of such strings, for i = 1, 2. Taking
into account the constraints, we get qi0 = −qi2 = −u for i = 1, 2, and the bosonic
part of the effective action simplifies to the expression given in (3.21). This is again a
congested sector which, as will be shown in §5.2.2, has 12 real fermionic zero modes.
We thus see that the binding matrix B and the permutation σ can be used to help us
visualize the string and brane configurations and determine the effective action rather
easily.
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5.1.3 m = 3
As a last explicit example, let us enumerate the sectors for m = 3. It turns out that there
are 18 sectors described by the following set of binding matrices:
B ∈


(
1 1 1
0 0 0
)
{1,−1}
,
(
1 0 0
0 1 1
)
{1,−1}
,
(
0 1 0
1 0 1
)
{1,−1}
,
(
1 1 0
0 0 1
)
{1,−1}
,
(
1 1 1
1 0 1
)
,(
1 1 1
1 0 0
)
,
(
1 1 1
0 1 0
)
1
,
(
1 1 1
1 1 0
)
,
(
1 1 0
1 0 1
)
,
(
1 1 1
0 1 1
)
,(
1 1 0
0 1 1
)
1
,
(
1 1 1
1 1 1
)
.
(
1 1 1
0 0 1
)
,
(
1 0 1
0 1 1
)
.


(5.1)
In (5.1), there are 4 decongested B’s of which each permutation σ gives rise to a distinct
sector, and thus these binding matrices generate 8 sectors in total. Apart from the following
pair (
1 1 1
0 1 0
)
{1,−1}
=
(
1 1 0
0 1 1
)
{−1,1}
,
which are equivalent after relabeling of the strings (note that σ has to be changed as well),
the rest of the B’s remain invariant under relabeling. There are thus a total of 18 different
sectors for m = 3.
5.2 Counting fermionic zero modes
In order to properly compute the Witten index of our system in the type-IIA picture, we will
now count the number of fermionic zero modes in each sector characterized by the binding
matrix B and permutation σ. If a sector does not support a fermionic zero mode, then its
contribution to the Witten index is just the number of ground states of its Hilbert space;
if on the other hand a sector does support fermionic zero modes, then after quantization,
its Hilbert space will contain an equal number of bosonic and fermionic ground states,
thereby making the net contribution to the Witten index zero. It is therefore crucial in the
computation of the Witten index to determine which sectors support fermionic zero modes
and which sectors do not.
In §5.2.1, we will address this question for the three sectors that arise in the case n = 2
with m = 1, as discussed in §5.1.1. This simplest example will serve to illustrate the salient
points of the discussion. We will then tackle the cases with general m in §5.2.2. For ease
of discussion, we will explicitly treat k = 2 and n = 2 cases only; generalization to other
values of k and n however is straightforward, and leads to the same conclusion.
5.2.1 m = 1
Of the three sectors described in §5.1.1, the first two sectors do not support fermionic zero
modes. This essentially follows from our abelian result in §4.3. Sector 1 consists of the
abelian n = 1, m = 1 sector plus a closed string, neither of which supports a fermionic
zero mode. The fermionic zero modes of Sector 2 must satisfy the same set of equations as
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(a)
 ❅  ❅
 ❅  ❅✉
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ψ10 ψ11
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❅
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SR
SR
(b)
 ❅  ❅
 ❅  ❅
✉
✉
ψ20 ψ21
ψ10 ψ11
λ12
λ11
λ10
F1
F1
D2
❅
❅❘
SR
SR
Figure 8. Fermionic zero modes on the D2-brane and F1-strings for (a) Sectors 1 and 2, and (b)
Sector 3 of the m = 1 cases listed in §5.1.1. In (a), we have trivial identifications ψ20 = ψ21 and
λ10 = λ11.
those of the abelian n = 1, m = 1 sector, except for those coming from the S-R-twist. In
other words, in the notation of Figure 8, the ψ1a′ for a
′ = 0, 1 and λ1i′ for i
′ = 0, 1 (note
that λ11 = λ12 and ψ20 = ψ21 in this sector) will satisfy all the equations of §4.3 with
P replaced by P2, because the open string starting on the D2-brane passes through the
S-R-twist twice before ending on the same D2-brane. Therefore, the boundary condition
from the S-R-twist now reads
ψ11 = Pψ20 ≡ Pψ21 = P2ψ10 ,
due to the permutation σ = −1. But the argument otherwise does not change, because the
only property of P that we used there was the fact that it does not have an eigenvalue +1,
and neither does P2. We conclude that Sector 2 does not support fermionic zero modes.
It remains to consider Sector 3. The full set of equations that we need to solve is as
follows (see Figure 8). First, we have the chirality conditions:
0 = (1 + Γ023)ψ10 = (1 + Γ
023)ψ11 = (1 + Γ
023)ψ20 = (1 + Γ
023)ψ21 , (5.2)
0 = (1 + Γ09♮)λ10 = (1 + Γ
09♮)λ11 = (1 + Γ
09♮)λ12 . (5.3)
Then, we have the boundary conditions at the end of the D2-branes (3.36):
0 = (1− Γ♮)(1 + Γ0145678)λ10 = (1− Γ♮)(1 + Γ0145678)λ12 . (5.4)
Next, we have two junctions with boundary conditions (3.28)-(3.29), which read:
(1− Γ239♮)ψ10 = (1− Γ239♮)ψ11 = (1− Γ239♮)λ10 = (1− Γ239♮)λ11 , (5.5)
0 = (1 + Γ239♮)(ψ10 − ψ11 + Γ39λ11 − Γ39λ10) . (5.6)
for the first junction, and
(1− Γ239♮)ψ20 = (1− Γ239♮)ψ21 = (1− Γ239♮)λ11 = (1− Γ239♮)λ12 , (5.7)
0 = (1 + Γ239♮)(ψ20 − ψ21 + Γ39λ12 − Γ39λ11) . (5.8)
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for the second junction. And finally we have the S-R-twist condition (3.24)-(3.25):
ψ11 = Pψ10 , ψ21 = Pψ20 . (5.9)
To solve these equations, we first eliminate the fermionic mode λ11 which lives on the
middle section of the D2-brane. To do this, we note that the junction conditions (5.5)-(5.6)
together imply
λ11 =
1
2(1 + Γ
239♮)λ11 +
1
2(1− Γ239♮λ11 = λ10 + 12(1 + Γ239♮)Γ39(ψ10 − ψ11) . (5.10)
It is not hard to check that if we set λ11 to the RHS of (5.10), and if we assume that
λ10, ψ10, ψ11 satisfy the chirality conditions that are required of them in (5.2)-(5.3), then
λ11 will automatically satisfy the chirality condition that is required of it in (5.3). It
follows that we can safely eliminate λ11 from the equations using (5.10). But if we choose
to eliminate λ11 from the second junction (5.7)-(5.8), we get, instead of (5.10),
λ11 = λ12 +
1
2(1 + Γ
239♮)Γ39(ψ21 − ψ20) . (5.11)
Comparing (5.10) and (5.11), we obtain
λ10 +
1
2 (1 + Γ
239♮)Γ39(ψ10 − ψ11) = λ12 + 12 (1 + Γ239♮)Γ39(ψ21 − ψ20) . (5.12)
Now, we need to solve (5.4)-(5.9) together with (5.12) for
λ10, λ12, ψ10, ψ11, ψ20, ψ21 ,
that are subject to the chirality conditions specified in (5.2)-(5.3).
To proceed, we note that we can combine (5.5) with (5.7) to get
(1− Γ239♮)ψ10 = (1− Γ239♮)ψ11 = (1− Γ239♮)ψ20 = (1− Γ239♮)ψ21
= (1− Γ239♮)λ10 = (1− Γ239♮)λ12 .
(5.13)
Let
ζ1 ≡ λ10 − λ12 .
It satisfies the same set of equations (4.17)–(4.19) of the abelian case: (4.17) because of
the chirality condition (5.3) on λab, (4.18) because both λ10 and λ12 have the boundary
conditions (5.4) that is dual to type-IIB strings ending on (formal) NS5-branes, and (4.19)
because of (5.13). Hence, the same argument we used before, next to (4.20)-(4.22), implies
ζ1 = 0 again, and so
λ10 = λ12 . (5.14)
Next, substitute (5.14) into (5.12) to obtain
0 = (1 + Γ239♮)(ψ10 − ψ11 + ψ20 − ψ21) . (5.15)
On the other hand, from (5.13) we have
0 = (1− Γ239♮)(ψ10 − ψ11 + ψ20 − ψ21) . (5.16)
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The two equations (5.15) and (5.16) together imply
ψ10 − ψ11 + ψ20 − ψ21 = 0 ,
or
ψ10 + ψ20 = ψ11 + ψ21 . (5.17)
But from the boundary condition (5.9) that describes the S-R-twist we can write (5.17) as:
ψ11 + ψ21 = P(ψ10 + ψ20),
and since P does not have an eigenvalue +1, we get
ψ10 + ψ20 = ψ11 + ψ21 = 0 . (5.18)
Now, from (5.13) we have
(1− Γ239♮)(ψ10 − ψ20) = 0 ,
and together with (5.18), we deduce that
(1− Γ239♮)ψ10 = (1− Γ239♮)ψ20 = 0 , (5.19)
and hence all the other expressions appearing in (5.13) also vanish.
If we now define
ξ1 ≡ λ10 + λ12 ,
the result of the last paragraph implies that ξ1 satisfies the same equations that ζ1 satisfies
in (4.17)-(4.19), and hence ξ1 = 0. Therefore, we conclude that
λ10 = λ12 = 0 . (5.20)
At this point, there is essentially only one unknown variable, say ψ11. The other vari-
ables ψij and λ11 are determined in terms of it by (5.11), (5.18), and (5.9). The equations
it should satisfy are
0 = (1− Γ239♮)P−1ψ11 = (1− Γ239♮)ψ11 = (1 + Γ023)P−1ψ11 = (1 + Γ023)ψ11 . (5.21)
where we substituted ψ10 = P−1ψ11 from (5.9). Next, we recall that for k = 2 the operator
P realizes a rotation by π2 in four transverse 2-planes, and so
PΓ239♮P−1 = −Γ1238 , PΓ023P−1 = Γ023.
Using these relations, we can write (5.21) as
ψ11 = Γ
239♮ψ11 = −Γ023ψ11 = −Γ1238ψ11. (5.22)
We can now work in a basis for which Γ23,Γ18,Γ9♮ and Γ0 are simultaneously diagonal.
It is then easy to see that (5.22) has 4 linearly independent solutions. This corresponds
to 4 zero modes of our system. These four real zero modes transform as singlets under
the SU(2) factor of the SU(2) × U(1) symmetry group that was mentioned at the end of
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Figure 9. An example of sectors without fermionic zero modes. Only one string is attached to
each D2-brane.
§3.2 and they have ±1 charges under the U(1) factor, which is generated by i2(Γ45 + Γ67).
These statements are easy to derive from (5.22), which together with (3.23) implies that
Γ4567ψ11 = −ψ11. (The other fermionic fields of the problem are determined in terms of
ψ11 and are easily seen to satisfy the same chirality condition.) In this subsection we have
restricted for simplicity to the k = 2 case, but the same result of 4 zero-modes is also true
for the other cases k = 1, 3.
5.2.2 m > 1
Having considered the fermionic zero modes for the n = 2, m = 1 case, we now move on
to consider the cases with general m. In this subsection, we prove the following criterion
for the existence of fermionic zero modes: the fermionic zero modes exist precisely in those
sectors for which B1a = B2a = 1 for some a = 1, . . . ,m. In other words, they exist if and
only if there is at least one D2-brane to which both open strings attach. These are what
we called congested sectors.
It is easy to see that there is no fermionic zero mode if for each of the m D2-branes
there is only one string attached to it (see Figure 9 for an example). For those sectors for
which the permutation σ that accompanies the S-R-twist is the identity, we can divide the
D2-branes into two groups: those connecting to the F1-string that is labeled by i = 1, and
those connecting to the F1-string labeled by i = 2. Each group together with the respective
F1-string then forms an abelian system discussed in §4.3, and hence fermionic zero modes
are absent.
For sectors with σ = −1, we can divide the D2-brane indices a = 1, . . . ,m into two
groups so that those with a = a1, . . . , ak attach to the F1-string that is labeled by i = 1,
and those with a = ak+1, . . . , am to the F1-string labeled by i = 2. Then the system can
again be regarded as an abelian case, the D2-branes now being arranged in the new order
a1, . . . , am, except for the S-R-twist condition, which should now read
ψ1ak = Pψ2ak+1 , ψ2am = Pψ1a1 .
– 42 –
 ❅  ❅
 ❅  ❅✉
✉ ✉
✉ ✉
✉
✉
✉ψ20 ψ21
ψ10 ψ11
ψ22 ψ23
ψ12 ψ13
ψ24 ψ25
ψ14 ψ15
λ12
λ11
λ10
λ22
λ21
λ20
λ32
λ31
λ30
λ42
λ41
λ40
λ52
λ51
λ50
F1
F1
D2
❅
❅❘
SR
SR
Figure 10. An example of sectors with fermionic zero modes. Both strings attach to the first,
second, and fourth D2-branes.
The effect of this new boundary condition is that instead of (4.23), we get
ψ1a1 = ψ1a2 = · · · = ψ1ak = Pψ2ak+1 = · · · = Pψ2am = P2ψ1a1 .
But since P2 does not have an eigenvalue +1, the conclusion (4.25) remains the same, and
hence there is no zero mode.
So let us now establish the fact that if there is at least one D2-brane to which both
strings attach, there are fermionic zero modes (see Figure 10 for an example). Let us first
note that if only one string is attached to the ath brane, then we have
ψ1,a−1 = ψ1a , ψ2,a−1 = ψ2a . (5.23)
This follows from the abelian result of §4.3: for example, if it is the i = 1 F1-string
that attaches to the ath D2-brane, then we have a trivial identification ψ2,a−1 = ψ2a (and
λa1 = λa2), while the equality ψ1,a−1 = ψ1a follows from the same reasoning that leads to
(4.23) in §4.3. If, on the other hand, both strings attach to the ath D2-brane, then we have
a weaker identity
ψ1,a−1 + ψ2,a−1 = ψ1a + ψ2a . (5.24)
This follows from the same reasoning that leads to (5.17) in §5.2.1.
From (5.23) and (5.24), we now get
ψ10 + ψ20 = ψ11 + ψ21 = · · · = ψ1m + ψ2m , (5.25)
and from the S-R-twist,
ψ1m + ψ2m = P(ψ10 + ψ20) , (5.26)
regardless of the choice of permutation σ. These two relations together imply that
ψ10 + ψ20 = ψ11 + ψ21 = · · · = ψ1m + ψ2m = 0 . (5.27)
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Let us now divide the D2-brane indices a = 1, . . . ,m so that the subset {a1, . . . , al}
refer to those D2-branes to which both strings attach. Then we can eliminate the fermionic
modes λa11, . . . , λal1 that reside on the middle D2-brane segments, similarly to (5.10). Then
the reasoning leading to (5.20) gives us
λa10 = λa12 = λa20 = λa22 = · · · = λal0 = λal2 = 0 .
For a /∈ {a1, . . . , al}, only one string attaches to the ath D2-brane, so we have trivial
identification λa1 = λa0 or λa1 = λa2. But since λ0a = λ2a = 0 from the same argument
as in the abelian result, we have λ1a = 0 in either case. Also for a /∈ {a1, . . . , al}, we
have ψia = ψi,a−1 for i = 1, 2 from (5.23). It follows therefore that the only independent
variables that we have at this point are ψ1a1 , . . . , ψ1al , since ψ2a1 , . . . , ψ2al can be recovered
from (5.27), and ψσ(i)0 = P−1ψim. The remaining equations are
0 = (1− Γ239♮)ψ1a = (1 + Γ023)ψ1a , a ∈ {a1, . . . , al}. (5.28)
Similarly to the discussion following (5.21), there are 4 zero modes for ψ1al and 8 zero
modes for each of ψ1a1 , . . . , ψ1al−1 . We get 8l − 4 zero modes in total.
5.3 The Witten Index – results
According to the discussion of §5.2 (and its extension to n > 2), sectors with a congested
binding matrix have a nonzero number of zero-modes. They therefore do not contribute to
the Witten Index. Only sectors with no zero modes contribute to the Witten Index, and
these are precisely the decongested sectors.
By our definition at the end of §3.4, a decongested sector is a sector whose binding
matrix has exactly one ‘1’ in each column. It can be alternatively described as follows.
Start with p closed strings of winding numbers n1, n2, . . . , np, such that n = n1 + · · ·+ np,
and attach each of the m D2-branes to one string. The point of attachment along the
string is also important, and since the x3 coordinate of the D2-brane is fixed, there are nj
choices for the jth string, since the string passes through the x3 coordinate nj times. The
partition n = n1 + · · · + np determines the conjugacy class [σ] of the permutation σ ∈ Sn
(where σ is represented as a product of cycles and n1, . . . , np are the lengths of the cycles),
and the points of attachment determine the binding matrix. Thus, there are initially nm
choices for the attachment points, but choices that are equivalent up to relabeling of the
strings should be counted only once.
Let mj be the number of D2-branes that end up being attached to the j
th string. Then
m = m1+ · · ·+mp, and it is not difficult to see that the Hilbert space of the corresponding
sector is equivalent to a tensor product ⊗pj=1Hj(nj ,mj) of decoupled Hilbert spaces. The
dimension of Hj(nj,mj) can be determined explicitly from the effective twist phase einjυ.
Since we have the constraint nj ≤ n < r, the effective phase is never trivial. In fact, in the
cases relevant to us, the effective twist phase takes one of the following seven values:
einjυ ∈ {±i, e±πi3 , e± 2πi3 ,−1}.
The first six values are the same twist we got in §4 for U(1) theory at levels k = ±2,±1,±3.
(It is necessary to keep track of the sign if relative parity is important.) The dimensions in
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these cases are given by dimHj(nj,mj) = |k|, regardless of mj. The last phase einjυ = −1
is a new case that hasn’t been discussed in §4, but appeared for example in the second
sectors of §5.1.1 and §5.1.2 (for k = 2). As we saw there, it is not hard to check that in
this case dimHj(nj ,mj) = 4, independently of mj, nj .
We can now summarize the results for the dimensions in Table 3. The contribution to
the Witten Index is calculated as
Im(n1, . . . , nj) =
∑
{mj}:
∑
mj=m

 p∏
j=1
dimHj(nj,mj)

 .
As an example for how the entries in Table 3 were derived, take the case n = 3 and
k = 2 with partition 3 = 1+1+1. The number of decongested binding matrices is 3m. (This
is the total number of ways to attach m D2-branes to the strings.) But this over-counts
binding matrices that are related by a permutation of the string labels 1, 2, 3. There are
three binding matrices in which allm D2-branes are attached to the same string (so that we
have one row of all 1’s and two other rows of all 0’s). They are of course equivalent to one
another after relabeling the string indices. Excluding these 3 configurations, to which we
shall return later, we are left with 3m− 3 configurations, and accounting for the relabeling
redundancy 3! = 6, we get 16 (3
m − 3) inequivalent configurations. For each of this type of
configurations, let m1,m2,m3 denote the number of D2-branes that are attached to the
1st, 2nd, and 3rd string, respectively (so that m = m1 +m2 +m3). For each configuration,
the Hilbert space is a product of three Hilbert spaces of the U(1) theory with 2m1, 2m2, or
2m3 charges, respectively. These Hilbert spaces were analyzed in §4 and have k = 2 states
each. So we get a total of 8 states for each configuration of this form. On the other hand,
the remaining 3 configurations, for which all m D2-branes are attached to the same string,
are equivalent to each other up to relabeling. The string with its m attached D2-branes
has a Hilbert space that is equivalent to that of the U(1) theory with 2m quarks, and
hence possesses 2 states, while the remaining 2 unattached strings form a Hilbert space
that corresponds to the σ = 1 sector of the U(2) Tr-S theory with no charges, and has 3
states [15]. The total number of states for this configuration is therefore 2 × 3 = 6 and
altogether we get the total number of states for k = 2 and n = 3 = 1 + 1 + 1:
8× 16(3m − 3) + 6 = 433m + 2.
As another example, take k = 1 and n = 4 = 2 + 2. The binding matrix has four
rows, labeled by string index i = 1, . . . , 4, and for definiteness we take the permutation
σ = (12)(34). For this discussion it is convenient to pretend that this sector has two closed
strings, one formed by connecting i = 1 and i = 2 strings, the other by connecting i = 3
and i = 4. Each closed string has winding number 2, to which some D2-branes are possibly
attached. We start by considering all 4m possible binding matrices, and note that there are
2× 2m binding matrices for which all D2-branes are attached to the same (pretend closed)
string. The other (4m − 2 × 2m) binding matrices have a nonzero number of D2-branes
attached to each of the two (pretend closed) strings. For this latter type of configurations,
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k n = n1 + · · ·+ np Contribution to Witten Index
3 1 = 1 3
3 2 = 1 + 1 922
m
3 2 = 2 322
m
2 1 = 1 2
2 2 = 1 + 1 2 · 2m
2 2 = 2 2 · 2m
2 3 = 1 + 1 + 1 43 · 3m + 2
2 3 = 2 + 1 4 · 3m + 2
2 3 = 3 233
m
1 1 = 1 1
1 2 = 1 + 1 122
m
1 2 = 2 322
m
1 3 = 1 + 1 + 1 163
m + 12
1 3 = 2 + 1 323
m + 12
1 3 = 3 433
m
1 4 = 1 + 1 + 1 + 1 1244
m + 142
m + 13
1 4 = 2 + 1 + 1 344
m + 2m
1 4 = 2 + 2 984
m + 342
m
1 4 = 3 + 1 434
m + 23
1 4 = 4 344
m
1 5 = 1 + 1 + 1 + 1 + 1 11205
m + 1123
m + 162
m + 38
1 5 = 2 + 1 + 1 + 1 145
m + 563
m + 122
m + 14
1 5 = 2 + 2 + 1 985
m + 343
m + 98
1 5 = 3 + 1 + 1 235
m + 233
m + 132
m
1 5 = 3 + 2 2 · 5m + 233m + 2m
1 5 = 4 + 1 345
m + 54
1 5 = 5 155
m
Table 3. The contribution to the Witten Index of the sector with given k and n, and a permutation
σ in the conjugacy class that corresponds to the partition n = n1 + · · ·+ np.
the over-counting factor is 8 because we can exchange the two strings (namely exchanging
{1, 2} and {3, 4}, contributing an over-counting factor of 2) and within each string we can
exchange the two string indices (i = 1 and i = 2 for the first string, and similarly i = 3
and i = 4 for the second). The total number of inequivalent configurations for which
neither of the strings is unattached is therefore 18 (4
m − 2m+1). Let m1 > 0, m2 > 0 be
the number of D2-branes attached to each string, with m = m1 + m2. Each string has
an effective twist phase of e2iυ = e
2πi
3 , and therefore its Hilbert space corresponds to the
Hilbert space of a U(1) theory with k′ = 3 (which is the value of k for which the phase
is eiυ
′
= e
2πi
3 ), and with 2m1 or 2m2 charges. Each configuration therefore has 3 × 3 = 9
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states. The remaining configurations have one unattached (pretend closed) string, and all
m D2-branes are attached to the other (pretend closed) string. There are 2 × 2m such
binding matrices, with an over-counting factor of 4 = 8/2 (where 2 is the symmetry factor
which corresponds to switching the two string indices of the unattached string), so we
get 2m−1 configurations. Each configuration has a Hilbert space that corresponds to U(1)
theory with k′ = 3 and 2m charges inserted times the Hilbert space of U(2) theory with
k = 1 in the sector σ = (12), and no external charges. The latter Hilbert space is 2-
dimensional [15]. The Hilbert space of the configuration thus has a total dimension of
3× 2 = 6. Altogether we find the total number of states of the n = 4 = 2+ 2 sector of the
k = 1 theory to be:
9× 18(4m − 2m+1) + 6× 2m−1 = 984m + 342m.
In addition to the sector-by-sector analysis described above, we can also write down
closed formulas for certain types of sectors. In general, it is useful to have a formula for
the number f(n,m) of non-equivalent decongested binding matrices that have at least one
nonzero entry in each of the n rows. This corresponds to the number of configurations for
which each of the n strings is attached to at least one D2-brane. In Appendix B.1 we show
that:
f(n,m) =
n∑
j=1
(−1)n−j
j!(n − j)!j
m . (5.29)
Using this result we can write a general expression for the Witten Index in the sectors
with partition n = 1 + 1 + · · · + 1. Such a sector can have 1 ≤ l ≤ n unattached strings.
The dimension of the Hilbert space of the unattached strings is the same as the number
of states that a system of l identical bosons each occupying one of k states has, which is(
k + l − 1
k − 1
)
, while the dimension of the Hilbert space of all (n− l) attached strings is kn−l.
So, we get a total of
n−1∑
l=0
(
k + l − 1
k − 1
)
kn−lf(n− l,m) =
n∑
j=1
(
n−j∑
l=0
(−1)n−l−jkn−l(k + l − 1)!
(k − 1)!l!j!(n − l − j)!
)
jm
states. Using this and similar techniques we get the results listed in Table 3. We can now
add the contribution of the various sectors to the Witten Index for each k and n, listed in
Table 3, and obtain the results of Table 4.
5.4 Wilson loop operators and their eigenvalues
From the expressions for the dimensions of Hilbert spaces with static charges we can get
information about basic properties of Wilson loop operators along the two (spatial) cycles
of T 2. Let us define the two basic 1-cycles of T 2, one along the x1 direction, and the other
along the x2 direction. We denote the low-energy limits of the two supersymmetric Wilson
loop operators that correspond to these cycles, and in the fundamental representation 
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k n Witten Index dimH(k, n,m = 0) W†W eigenvalues
3 1 3 3 1(3)
3 2 6 · 2m 9 2(6), 0(3)
2 1 2 2 1(2)
2 2 4 · 2m 6 2(4), 0(2)
2 3 6 · 3m + 4 12 3(6), 1(4), 0(2)
1 1 1 1 1(1)
1 2 2 · 2m 3 2(2), 0(1)
1 3 3 · 3m + 1 5 3(3), 1(1), 0(1)
1 4 4 · 4m + 2 · 2m + 1 10 4(4), 2(2), 1(1), 0(3)
1 5 5 · 5m + 3 · 3m + 2 · 2m + 3 15 5(5), 3(3), 2(2), 1(3), 0(2)
Table 4. The Witten Index as a function of k, n, and m. The behavior of the Witten Index
as a function of the number of quark and anti-quark pairs m allows us to calculate the eigenval-
ues λl of the operator W†W and their multiplicities Nl. They are listed in the last column as
λ1(N1), λ2(N2), . . . .
of U(n), by W1 and W2:
tr
(
Pei
∫ 2πL1
0 (A1(t,x1,x2,x3)+Φ
9(t,x1,x2,x3))dx1
)
Low energy limit−−−−−−−−−−→ W1 , (5.30)
tr
(
Pei
∫ 2πL2
0 (A2(t,x1,x2,x3)+Φ
9(t,x1,x2,x3))dx2
)
Low energy limit−−−−−−−−−−→ W2 . (5.31)
Here Φ9 is the adjoint scalar from the N = 4 multiplet that corresponds to fluctuations
of the D3-branes in direction x9 as in (3.2), and W1,W2 are operators on the Hilbert
space H(k, n,m = 0) (namely, Hilbert space without external charges). Assuming that the
low-energy theory is topological we expectW1,W2 to be independent of t, x1, x2 altogether.
A simple Wick rotation now allows us to derive the eigenvalues of W†iWi from the
dimensions of the Hilbert spaces H(k, n,m) as a function of m. Obviously, if the theory is
topological the eigenvalues are the same for i = 1, 2. Let us compactify time on a circle with
(supersymmetric) periodic boundary conditions so that 0 ≤ x0 < 2πT. Tr-S theory is now
formulated on T 3 in directions x0, x1, x2. Now insert the m quark and anti-quark pairs.
At this point, if we let x2, for example, play the role of Euclidean time then every quark
corresponds to a Wilson loop operator for a loop around direction x0. In the microscopic
3+1D theory, let W ′ be such a supersymmetric Wilson loop around direction x0 and at
a fixed x3. In the Hilbert space of Tr-S theory on T
2 (in directions x0, x1), let W be the
operator that is the low-energy limit of W ′. It is, of course, independent of x3. Now we can
write
dimH(k, n,m) = tr[(W†W)m] . (5.32)
Thus, if we calculate dimH(k, n,m) for allm, we will be able to read off the eigenvalues
ofW†W. SinceW†W is a matrix of dimension dimH(k, n, 0), it follows that dimH(k, n,m)
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has to be a sum of at most dimH(k, n, 0) m-powers. We therefore expect
dimH(k, n,m) =
dimH(k,n,0)∑
j=1
λj(k, n)
m , (5.33)
where the λj’s are eigenvalues of W†W and thus are independent of m. If indeed we
can write dimH(k, n,m) in the form (5.33), that will provide us with a nice test of our
construction, and in particular the conjecture that Tr-S is topological. Moreover, we will
be able to find the eigenvalues of W†W.
Also, note that for k = 1, 2 we have W = W† for the following reason. For k = 1, 2
we find that the order r = 6, 4 of the S-duality twist is even. Thus, the cyclic group
{1,g,g2 , . . . ,gr−1} that is generated by the S-duality twist g ∈ SL(2,Z) contains gr/2
which is equal to the central element −I ∈ SL(2,Z). This is physically equivalent to the
charge-conjugation operator C [see (1.3)]. Therefore, when we continuously change the x3
position of the Wilson loopW ′ until it completes r2 cycles along the x3 circle, it becomes the
charge conjugate (W ′)†. Since we assumed that the low energy limit of W ′ is independent
of x3, we find that W is hermitian for those values of k. Thus, for k = 1, 2 the eigenvalues
of W are simply the square-roots of the eigenvalues of W†W, and are therefore known up
to an overall sign.
5.5 Consistency checks
Now let us check the consistency of our results. Comparing the first three columns of
Table 4 with the corresponding columns of Table 3 we observe an interesting phenomenon
— whereas individual sectors in Table 3 do not generally conform to the required form
(5.33), their total contribution in Table 4 does! We believe this result is a nontrivial test of
our construction and derivation, and we will discuss its meaning further in §5.6. Moreover,
from the behavior of the Witten Index as a function of m in Table 4 we can read off the
eigenvalues of the Wilson loop operator combination W†W on the Hilbert space of Tr-S
without charges (m = 0). The results are listed in the last column of Table 4. In deriving
the eigenvalues of W†W we matched the expressions for the Witten Index with (5.33). In
(5.33) the total number of eigenvalues, taking multiplicities into account, has to be equal to
the dimension of the Hilbert space without charges. These dimensions are listed in the 4th
column of Table 4 as dimH(k, n, 0), and in cases where the number of powers appearing in
the expression for the Witten Index in the 3rd column falls short of dimH(k, n, 0) we have
to add zero eigenvalues. (That the number of powers is always smaller than dimH(k, n, 0)
constitutes another consistency check.) There is, however, an independent check on these
results and the number of zero eigenvalues as follows.
For k > 1, there are symmetry operators U ,V that act on the Hilbert spaces H(k, n, 0).
They were introduced in [15] and reviewed in §2.3. These operators have a geometrical
interpretation in the type-IIA description, but in the original gauge theory description
they are understood as large gauge transformations in the U(1) ⊂ U(n) center. This latter
interpretation allows us to immediately write their commutation relations with W. For
concreteness, let’s assume that W ≡ W1 is a Wilson loop around the x1 direction of the
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υ = π3 n = 1 U(1)1
(k = 1) n = 2 U(2)2,1 ⊕ U(2)2,−3
n = 3 U(3)3,1 ⊕ [U(1)1 × U(2)2,−3]⊕ U(3)3,−2
n = 4 U(4)4,1 ⊕ 2[U(2)2,1 × U(2)2,−3]⊕ [U(1)1 × U(3)3,−2]⊕H(2,2)
n = 5 U(5)5,1 ⊕ U(5)5,1 ⊕ 2[U(3)3,1 × U(2)2,−3]⊕ [U(1)1 ×H(2,2)]⊕
[U(2)2,1 × U(3)3,−2]⊕ [U(2)2,−3 × U(3)3,−2]
υ = π2 n = 1 U(1)2
(k = 2) n = 2 U(2)4,2 ⊕ U(2)4,−2
n = 3 U(3)6,2 ⊕ [U(1)2 × U(2)4,−2]⊕ U(3)6,−1
υ = 2π3 n = 1 U(1)3
(k = 3) n = 2 U(2)6,3 ⊕ U(2)6,−1
Table 5. The results of [15] regarding the equivalence of the Hilbert spaces of Tr-S and Chern–
Simons theory on T 2 as representations of the mapping class group SL(2,Z) together with U ,V .
The notation U(n)k′,k′′ corresponds to a Chern–Simons theory where the U(1) part is at level k
′and
the SU(n) part is at level k′′. One of the sectors (4 = 2 + 2) for n = 4 and k = 1 could not be
matched with a Chern–Simons theory and is therefore written explicitly as H(2,2). It also appears
in the 5 = 2 + 2 + 1 decomposition of the n = 5 theory.
(type-IIB) T 2. Then,
V−1WV =W , U−1WU = e 2πik W . (5.34)
For k = 2 we argued above that W =W†, and W is therefore diagonalizable. The second
equation of (5.34) then shows that the nonzero eigenvalues ofW must come in pairs (λ,−λ),
and so the multiplicities of the nonzero eigenvalues |λ|2 of W†W are all even. For k = 3
we don’t have a similar argument to show that W is diagonalizable, but assuming that it
is, the nonzero eigenvalues of W must come in triplets (λ, e 2πi3 λ, e− 2πi3 λ) and therefore the
multiplicities of the nonzero eigenvalues |λ|2 of W†W must all be divisible by 3. This is
indeed the case, as we can see from Table 4.
For k = n = 2 we can say more. In this case U and V commute and we can write
H(k = 2, n = 2, 0) as a direct sum ⊕H(u,v)(2, 2, 0) of simultaneous eigenspaces of (U ,V),
with eigenvalues (u = ±1, v = ±1). It is easy to check that
dimH(+1,+1) = dimH(+1,−1) = dimH(−1,+1) = 2 , dimH(−1,−1) = 0.
Now take a state |ψ〉 ∈ H(+1,−1) and consider the (U ,V) eigenvalues of W|ψ〉. By (5.34)
they must be (−1,−1), and since H(−1,−1) is trivial it follows that W|ψ〉 = 0. Therefore,
W is identically zero on the two-dimensional subspace H(+1,−1). It follows that W has at
least two eigenvalues that are identically zero, and so doesW†W. From Table 4 we see that
this is indeed the case, and that the multiplicity of the zero eigenvalue of W†W is exactly
2.
5.6 Comparison with Chern–Simons theory
So far we have found the Witten Indices of Tr-S theory on T 2 in individual sectors, listed
in Table 3, and their sum over all sectors, listed in Table 4. We have also seen that the
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k n = n1 + · · ·+ np Hilbert space
1 2 = 1 + 1 U(2)2,1
1 2 = 2 U(2)2,−3
2 2 = 1 + 1 U(2)4,2
2 2 = 2 U(2)4,−2
3 2 = 1 + 1 U(2)6,3
3 2 = 2 U(2)6,−1
Table 6. The n = 2 results of [15], sector by sector. Each Hilbert space of a Tr-S sector is
equivalent, as a representation of the mapping class group SL(2,Z) and U ,V , to a corresponding
Hilbert space of Chern–Simons theory. The notation U(2)k′,k′′ corresponds to a Chern–Simons
theory where the U(1) part is at level k′ and the SU(2) part is at level k′′.
results pass some nontrivial consistency checks in §5.5. These results are however supposed
to provide some clues about what Tr-S theory is. Is it a known theory, or is it an entirely
new theory? How should we interpret the results from Table 3?
As a first step, we have to know whether different “sectors” correspond to different
theories, or whether they are part of the same theory. Following the results in [15] regard-
ing the Hilbert spaces H(k, n,m = 0) and their decomposition as representations of the
mapping class group SL(2,Z) of (the type-IIB) T 2, it was proposed there that a sector
[σ] corresponds to a superselection sector of Tr-S theory on R2,1 — perhaps a discrete
remnant of an expectation value of a Wilson loop along the compact x3 direction. Fur-
thermore, it was observed in [15] that strictly as representations of SL(2,Z) and operators
U ,V, the Hilbert spaces of most of the sectors are equivalent to the Hilbert spaces of (pure)
Chern–Simons theories at various levels and with various gauge groups that are in general
subgroups of U(n). We have reproduced the general results of [15] in Table 5. For n = 2,
for example, the breakdown into individual sectors is reproduced in Table 6. (Note that,
as explained in [15], the Chern–Simons theory level of the U(1) part of the gauge group is
given by k′ = nk in all cases.) Naturally, it was then conjectured that Tr-S in each of these
sectors is equivalent to the Chern–Simons theory at the corresponding level and with the
corresponding gauge group. But given the results of Table 3, we can now take a critical
look at some of these conjectures.
To extract useful information out of Table 3 we need to know how to match a sector
of Tr-S with m > 0 charge pairs to a sector of Tr-S with no charges (m = 0). A sector
with m = 0 is described entirely by the conjugacy class [σ] of the permutation σ ∈ Sn, or
alternatively, by the partition n = n1+n2+· · ·+np. A sector withm > 0, on the other hand,
is described by [σ] together with a binding matrix Bia, up to relabeling of string indices i,
and for general sectors, combinations (B, [σ]) and (B′, [σ′]) with different conjugacy classes
([σ] 6= [σ′]) may be equivalent. In general, therefore, we cannot unambiguously assign a
sector of m = 0 theory to a given sector with m > 0. This is also clear because the m > 0
sectors have open strings while the m = 0 sectors only have closed strings.
However, if we restrict to decongested sectors we can overcome this problem. Since a
decongested sector has exactly one pair of open strings ending on each D2-brane, we can
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formally align and recombine without ambiguity these two ends to form a configuration of
closed strings, thereby creating a unique m = 0 sector out of a decongested m > 0 sector.
In fact, the “pretend closed” terminology of §5.3 and the partitions n = n1 + · · · + np
appearing in Table 3 took advantage of this fact.
But now we face a serious obstacle. It was argued in §5.5 that any sector whose entry
in Table 3 does not conform to (5.33) — one for which the coefficient of any mth power in
its contribution to the Witten Index is not an integer — cannot possibly be a stand-alone
theory. For consistency we have to, at the very least, combine sectors so that their total
contribution to the Witten Index will be of the form (5.33). Thus, for example, both of the
k = n = 2 sectors might be individual theories corresponding to different “superselection”
sectors. But the k = 2 and n = 3 sectors corresponding to the partitions 3 = 1+ 1+1 and
3 = 3 cannot be separate theories. Similarly, the k = 1 and k = 3 sectors with partitions
2 = 1+1 and 2 = 2 cannot be separate theories either. This, we have to admit, is evidence
against at least some of the conjectures that are implicit in Table 5.
So, still focusing on the U(2) case, let us assume that we need to combine both 2 = 1+1
and 2 = 2 sectors for k = 1, 3, and let us remain agnostic about whether we need to combine
or not the two sectors for the k = 2 case. Let us proceed and ask whether in this way Tr-S
theory can still be a pure Chern–Simons theory in these cases. What can we learn from
Table 4? We are going to make the assumption that if indeed Tr-S is identified with pure
Chern–Simons theory then the Wilson loop operator W is identified with a Wilson loop in
Chern–Simons theory (wound around one of the nontrivial 1-cycles of T 2). We will now
compare the information from Table 4 about the eigenvalues of Wilson loops with what we
know about U(2) Chern–Simons theory.
Wilson loop operators in U(2) Chern–Simons theory
Let us begin by reviewing the known U(2) Chern–Simons results. The Hilbert space
of SU(2) Chern–Simons theory on a torus T 2 at level k′′ is (k′′ + 1)-dimensional, and
as explained in [37, 38], there exists a canonical basis in which basis states are labeled
by SU(2) spin j = 0, 12 , . . . ,
k′′
2 , once we choose a basis of 1-cycles a and b for the first
homology group H1(T
2;Z) of the torus. When we think of T 2 as the boundary of a solid
torus, the a-cycle is the one that becomes contractible inside the solid torus, while the
b-cycle remains non-trivial. The state labeled by spin j is then defined in terms of the
wavefunction whose value is given by the path integral of Chern–Simons theory on the
solid torus with a Wilson loop in the spin j representation inserted along the b-cycle. We
will denote such basis states of the Hilbert space by |m〉, with m ≡ 2j = 0, . . . , k′′.
The action of a Wilson loop operator W (na,nb) in any representation of SU(2) that
winds around the torus na times along the a-cycle and nb times along the b-cycle was given
in [39]. For our present purpose, we need the result for the Wilson loop in the fundamental
representation with na = 1, nb = 0:
W ≡W (1,0) =
∑
m
2 cos
π(m+ 1)
k′′ + 2
|m〉〈m| . (5.35)
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On the other hand, the Hilbert space of U(1) Chern–Simons theory at level k′ is k′-
dimensional, and the Wilson loops act as
W (1,0) =
k′−1∑
p=0
e
2πi
k′
p|p〉〈p| , W (0,1) =
k′−1∑
p=0
|p+ 1〉〈p| , (5.36)
where |p〉 for p = 0, . . . , k′ − 1 are the basis states.
We can now combine the results for the U(1) and SU(2) theories to construct the
Hilbert space for the U(2) theory. The Hilbert space, denoted by U(2)k′,k′′ , can be obtained
by first taking the tensor product of the Hilbert space of U(1) theory at level k′ = 2k and
that of SU(2) at level k′′, and then restricting to the subspace where a certain “large” gauge
transformation acts trivially. This is because the group U(2) is not simply the product of
U(1) and SU(2), but rather U(2) = [U(1)× SU(2)]/Z2, where Z2 is the center of SU(2).
Specifically, let us first consider the following “illegal” gauge transformations of the
U(1) gauge theory on T 2:
Λ′1(x1, x2) = e
ix1/2 , Λ′2(x1, x2) = e
ix2/2 . (5.37)
Here, x1, x2 are periodic coordinates on the torus with 0 ≤ xi ≤ 2π, i = 1, 2. Since Λ′i
(i = 1, 2) changes its value from +1 to −1 ∈ Z2 as xi changes from 0 to 2π, it is not a
genuine gauge transformation, and hence acts nontrivially on the physical Hilbert space. If
we let Ω′1, Ω
′
2 be the corresponding operators on the Hilbert space of U(1) Chern–Simons
theory at level k′ = 2k, then their action on the basis states |p〉 defined in (5.36) is given
by
Ω′1|p〉 = |p+ k〉 , Ω′2|p〉 = (−1)p|p〉 . (5.38)
We can similarly define the “illegal” gauge transformations for the SU(2) theories:
Λ′′i (x1, x2) = diag(e
ixi/2, e−ixi/2) , i = 1, 2 . (5.39)
They also change their values from the identity to −1 ∈ Z2 as xi change from 0 to 2π. The
corresponding operators Ω′′i (i = 1, 2) act on the Hilbert space of SU(2) Chern–Simons
theory at level k′′ > 0 by
Ω′′1|m〉 =
∣∣k′′ −m〉 , Ω′′2|m〉 = (−1)m|m〉 . (5.40)
In both U(1) and SU(2) theories, the action of Ω′2 and Ω
′′
2 is easy to understand from the
definition of the basis states |p〉 and |m〉, and then the action of Ω′1 and Ω′′1 can be inferred
from the modular transformation properties of the basis states.
We can now consider the U(2) gauge theory on T 2 and perform the transformations
Λ′i and Λ
′′
i simultaneously. The point is that while they are “illegal” gauge transformations
when applied separately, they together become a genuine U(2) gauge transformation, as
can be seen explicitly from the above expressions. Therefore, the Hilbert space U(2)k′,k′′
is the subspace of the tensor product of the Hilbert spaces of U(1)k′ and SU(2)k′′ theories
on which the operators Ω′i⊗Ω′′i act trivially. We can then read off the action of the Wilson
loop operators on this subspace from those of the U(1)k′ and SU(2)k′′ theories. The results
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for the cases listed in Table 6 are as follows. (In the following, we consider only the action
of W =W (1,0), the Wilson loop going around the a-cycle once, but W (0,1) is related to W
by modular transformation.)
• k = 1: For U(2)2,1, the invariant subspace is one-dimensional, spanned by
|0〉U(1) ⊗ |0〉SU(2) + |1〉U(1) ⊗ |1〉SU(2) .
The Wilson loop operator is just the identity: W = 1.
For U(2)2,3, the invariant subspace is two-dimensional, spanned by
|0〉U(1) ⊗ |0〉SU(2) + |1〉U(1) ⊗ |3〉SU(2) ,
|0〉U(1) ⊗ |2〉SU(2) + |1〉U(1) ⊗ |1〉SU(2) .
The Wilson loop operator is given in this basis by
W = diag(φ, φ− 1),
where φ = 12(1 +
√
5) is the “golden ratio.” On the other hand, according to Table 4
the Tr-S results are:
W = diag(±
√
2,±
√
2, 0),
and they clearly don’t agree with Chern–Simons results for U(n)2,k′′ for any k
′′. (We
have only explicitly written down the cases k′′ = 1, 3 above, since they appear in
Table 6, but it can be easily checked that other values don’t give the right answer
either.)
• k = 2: For U(2)4,2, the invariant subspace is three-dimensional, spanned by
|0〉U(1) ⊗ |0〉SU(2) + |2〉U(1) ⊗ |2〉SU(2) ,
|1〉U(1) ⊗ |1〉SU(2) + |3〉U(1) ⊗ |1〉SU(2) ,
|0〉U(1) ⊗ |2〉SU(2) + |2〉U(1) ⊗ |0〉SU(2) .
The Wilson loop operator in this basis is given by
W = diag(
√
2, 0,−
√
2) ,
which is also the result for U(2)4,−2. Thus, the conjectures from Table 6 of U(2)4,2
and U(2)4,−2 for the sectors 2 = 1+1 and 2 = 2, respectively, are in precise agreement
with the eigenvalues of W that we calculated and summarized in Table 4.
• k = 3: For U(2)6,1 the invariant subspace is three-dimensional, spanned by
|0〉U(1) ⊗ |0〉SU(2) + |3〉U(1) ⊗ |1〉SU(2) ,
|1〉U(1) ⊗ |1〉SU(2) + |4〉U(1) ⊗ |0〉SU(2) ,
|2〉U(1) ⊗ |0〉SU(2) + |5〉U(1) ⊗ |1〉SU(2) .
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The Wilson loop operator in this basis is given by
W = diag(1,−ω, ω2) ,
where ω = eπi/3.
For U(2)6,3 the invariant subspace is six-dimensional, spanned by
|0〉U(1) ⊗ |0〉SU(2) + |3〉U(1) ⊗ |3〉SU(2) ,
|0〉U(1) ⊗ |2〉SU(2) + |3〉U(1) ⊗ |1〉SU(2) ,
|1〉U(1) ⊗ |1〉SU(2) + |4〉U(1) ⊗ |2〉SU(2) ,
|1〉U(1) ⊗ |3〉SU(2) + |4〉U(1) ⊗ |0〉SU(2) ,
|2〉U(1) ⊗ |0〉SU(2) + |5〉U(1) ⊗ |3〉SU(2) ,
|2〉U(1) ⊗ |2〉SU(2) + |5〉U(1) ⊗ |1〉SU(2) .
The Wilson loop operator in this basis is given by
W = diag(φ, 1− φ,−ω(1− φ),−ωφ, ω2φ, ω2(1− φ)) ,
where φ is the golden ratio as before. The Tr-S eigenvalues that we expect have to
have an absolute value of
√
2 or 0, and so we don’t find an agreement in this case
either.
In the above, we explicitly compared the eigenvalues of Wilson loop operators only for
the gauge group U(2), but we can do similar computations for other gauge groups as well
using the formula of [39]. We find that in general the results of Table 4 do not agree with
the eigenvalues of Wilson loop operators in Chern–Simons theories with gauge group listed
in Table 5, except for the k = 2, n = 2 case discussed above.
6 Discussion
We have computed the Witten Index of Tr-S theory on T 2 with charges, and we have used
the results to calculate the eigenvalues of simple Wilson loop operators in the theory. The
Witten Index of the U(n) theory with parameter k and 2m charges is listed in Table 4.
We found that for gauge group U(2) and for the k = 2 case (the basic S-duality twist
corresponding to τ → −1/τ) the results are consistent with a conjecture put forward in [15]
relating the theory to two U(2) Chern–Simons theories with U(1) ⊂ U(2) at level 4 and the
SU(2) at levels ±2. This would imply that the low-energy theory has two “superselection”
sectors. On the other hand, we saw that in most other cases of n and k, the simple
decomposition into superselection sectors labeled by a conjugacy class in the permutation
group Sn (as conjectured in [15]) is inconsistent with the form of the Witten Index results,
and several sectors have to be combined together to yield a consistent theory. What this
theory is we do not know, but we were able to show that it is inconsistent with pure
Chern–Simons theory, at least at low levels.
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A physical perspective for understanding the discrepancy is plausibly as follows. Well-
defined Wilson loops in the four-dimensional N = 4 SYM theory with twisted boundary
conditions flow, in the low-energy limit, to a S-duality invariant operator Winv that is a
linear combination of Wilson loops and dual monopole operators. For example, as first
briefly discussed in Section 6.6 of [15], for k = 2 the relevant operator supported on any
curve C flows as6
Winv(C, x3) −→W(C, x3) +M(C, x3) +W(C, x3)† +M(C, x3)†
where M is the dual ’t Hooft operator. It is thus possible that Wilson loops in Tr-S
theory correspond to an appropriate dimensional reduction of Winv. As a simple check,
we note that for the abelian case, computing tr[(W†invWinv)m] yields the correct index k.
Moreover, for the only non-abelian case which agrees with Chern-Simons theory, namely
k = n = 2, the expectation values of monopole operators and Wilson loops are identical
as first explained in [41]. To phrase it simply, the discrepancy between Tr-S and Chern-
Simons theory may be understood physically as coming from non-trivial electromagnetic
boundary conditions that descend from the four-dimensional twisted theory.
We conjecture that Tr-S is a topological theory for n < r, and we presented some
arguments in favor of this in §2.4. Another possible test of this could be to look for BPS
states that carry nonzero momentum along T 2. If the low-energy theory is topological we
would expect to find only states with energies of the order of 1/R. In the type-IIA dual
the momentum quantum numbers become D0-brane and D2-brane charge (where the D2
branes wrap directions 1, 10). It would be interesting to study the bound states of D0-
branes with the n fundamental strings. In the limit R→ 0 this system can be mapped to a
sector of a U(1) dipole-theory [42, 43]. We hope to explore this further in a separate work.
To calculate the Witten Index we divided the Hilbert space into “sectors” according
to the pattern of closed and open strings of the dual type-IIA system. We saw that
only a subset of sectors contributes to the Witten Index – the “decongested” sectors. The
remaining (congested) sectors have fermionic zero modes, and they do not contribute to the
Index. It would be interesting to explore these sectors further. For example, we noted that
the supersymmetric system of charges has a global U(1) symmetry that is generated by the
element J of rotations in transverse directions that acts on spinors as i2 (Γ45 + Γ67). Since
J commutes with all the surviving supersymmetry generators it is possible to generalize
the Index to
I(u) ≡ tr [(−)F eiuJ ] .
This modified index receives contributions only from ground states, but can get contri-
butions from some congested sectors as well. At the end of §5.2.1 we gave an example
of a congested sector with 2 complex fermionic zero modes that are all charged under J .
Quantizing these gives a Hilbert space with 4 states with J charges −1, 0, 0,+1 and which
contributes a term proportional to (2 − 2 cos u) to the index. It is possible, however, that
6For other values of k, Winv involves mixed Wilson-’t Hooft operators. See, for example, [40] for an
illuminating discussion.
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the fermionic zero modes interact with the bosonic modes and calculating I(u) therefore
requires a separate treatment and will not be pursued here.
Taking a different approach, it would be interesting to construct Tr-S directly in terms
of the duality-generating theories T (U(n)) defined in [11]. For example, Gaiotto and Wit-
ten argued that S-duality for SU(2) is generated by starting with T (SU(2)), which they
identified with the strongly-coupled low-energy limit of the 2+1D N = 4 theory of two
equally charged hypermultiplets coupled to a U(1) vector-multiplet. This theory has a
manifest SU(2) × U(1) global symmetry, but as conjectured in [13] and further explained
in [44], the low-energy limit has an enhanced SU(2) × SU(2) symmetry. The S-duality
twist, according to Gaiotto and Witten, is then realized by gauging one SU(2) with the
original gauge field (at x3 = 0 in our context) and the other SU(2) with the dual gauge
field (the one at x3 = 2πR). It would be interesting to derive our results for the Witten
Index directly from this construction. The computation is not so trivial, of course, because
the T (SU(2)) theory is strongly coupled.
Recently, Terashima and Yamazaki [19] studied a related compactification with an
S-duality twist but only N = 2 supersymmetry in 2+1D. They computed the partition
function of the theory on S3 and related it to SL(2,R) Chern–Simons theory. It would be
interesting to understand if this construction can be modified to provide information on
the N = 6 setting that we studied in this paper.
In [15] another way to reproduce Tr-S from the T (SU(n)) theories was also offered.
This made use of the low-energy limit of a D3-brane boundary on a (p, q) 5-brane, as
constructed by Gaiotto and Witten using T (SU(n)) [11]. The starting point for [15] in
this context was the (2, 0)-theory wrapping the three-dimensional submanifold of the space
(2.5) that is defined by ζ1 = ζ2 = ζ3 = 0. Recently, a beautiful picture of the low-energy
limit of the (2, 0)-theory compactified on a general three-dimensional manifold has emerged
[20]-[22]. It would be interesting to analyze Tr-S from that perspective as well.
If Tr-S is topological then correlation functions of the low-energy limits of Wilson loops,
discussed in §5.4, construct knot and link invariants. The general question, to which this
paper provides only partial answers in special cases, is what are these invariants. Recently,
there have been exciting new developments in the realization of knot invariants in terms
of field theories and string theory (see [45] -[51] for a sample of the recent literature). A
better understanding of Tr-S might provide new physical constructions of knot invariants.
We hope to explore more general Wilson loops in future papers.
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A Supersymmetry and fermionic zero modes – details
In this appendix we expand on various statements made in §3.2, §3.9, and §4.3 about
the amount of supersymmetry preserved by intersections of strings and branes and the
fermionic modes that describe these systems at low-energy. Our conventions are as follows.
10+1D directions are denoted by
I, J,K, · · · = 0, . . . , 10 ≡ ♮ ,
and we use ♮ ≡ 10 in indices of Dirac matrices to avoid confusion with 1, 0. We work in
Minkowski signature
ηIJdx
IdxJ = −dx20 + dx21 + · · ·+ dx2♮ .
All our spinors, whether in 10+1D M-theory on 9+1D type-IIA/B are 32-component Ma-
jorana spinors on which the 11-dimensional Dirac matrices ΓI can act. When we need
type-IIA spinors, we will specify which direction is eliminated (as the “M-theory direc-
tion”). For example, the 2nd row of Table 1 is obtained from the 3rd by eliminating
direction 10, so the resulting type-IIA spinors ǫ are still 32-component Majorana spinors,
but they can be decomposed into left-chirality and right-chirality spinors:
ǫ = ǫ+ + ǫ− , ǫ± ≡ 1
2
(1± Γ♮)ǫ.
We will construct type-IIB spinors by performing T-duality on another direction. For
example, the 1st row of Table 1 is obtained from the 2rd by T-duality on direction 1, so we
can define the complex Weyl type-IIB SUSY parameters as
ǫIIB ≡ ǫ+ + iΓ1ǫ− .
The Dirac matrices ΓI are real and satisfy
{ΓI ,ΓJ} = 2ηIJ , Γ0123456789♮ = 1 .
Now take an M2-brane in directions 0, 9, ♮. We denote
µ, ν, · · · = 0, 9, ♮; a, b, c, · · · = 1, . . . , 8 .
The M2-brane low-energy fields are the scalars Φa (a = 1, . . . , 8) and the spinors λ, which
satisfy the chirality condition
Γ09♮λ = −λ .
Let ǫ be the 10+1D SUSY parameter and set
ǫl ≡ 12(1 − Γ09♮)ǫ , ǫr ≡ 12(1 + Γ09♮)ǫ
The SUSY transformations are
δλ = ǫl + ∂µΦ
aΓµΓaǫr + (λΓ
µǫr)∂µλ , δΦ
a = λΓaǫr + ∂µΦ
aλΓµǫr .
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The spinors are real and λ ≡ λtΓ0. From the point of view of the 2+1D worldvolume
theory, the ǫr parameters generate worldvolume supersymmetry transformations, while ǫl
generate the κ-symmetry [53]. If we compactify this M2-brane on T 2 by making directions
1, 2 periodic, the spinors λ will have 16 linearly independent zero modes, which generate
a multiplet of 256 states. These states are invariant under all supersymmetries with ǫl =
0, but not invariant under supersymmetries with ǫr. As is customary, we refer to the
supersymmetry transformation with ǫl = 0 as the “unbroken supersymmetries.”
Now consider an M2-brane stretched along directions 2, 3, which upon reduction to
type-IIA on direction 2 will become an F1 in direction 3. At low-energy there are 8 scalar
fields in the vector representation 8v of the group SO(8) of rotations in transverse directions
1, 4, 5, 6, 7, 8, 9, 10, as well as their superpartners which are spinors in (2, 8s) of SO(2, 1)×
SO(8). These spinors ψ satisfy
ψ = −Γ023ψ = −Γ1456789♮ψ .
Upon reduction to type-IIA we write
ψ = ψL + ψR
where
ψL =
1
2
(1 + Γ2)ψ , ψR =
1
2
(1− Γ2)ψ ,
satisfy
Γ03ψL = ψL , Γ
03ψR = −ψR .
which become left- and right-moving massless fields along the string. Note that in type-
IIA both ψL and ψR are in 8s of SO(8). Now, consider an M2-brane along directions 9, 10,
which becomes a D2-brane in type-IIA, and compactify direction 10 as well. This M2-brane
has low-energy fermions χ satisfying
χ = −Γ09♮χ = −Γ12345678χ .
Now compactify direction x10. At low-energy, below the x10 compactification scale, the
wrapped D2-brane looks like a string which has left- and right-moving massless fields χL,R
along it. The are defined by:
χ = χR + χL ,
where
χL =
1
2(1 + Γ
♮)χ , χR =
1
2(1− Γ♮)χ , Γ09χL = χL , Γ09χR = −χR .
Next, we consider a configuration where such a D2-brane has two F1 strings (with the
same orientation) emanating from a point on it: one string in the positive x3 direction and
one string in the negative x3 direction. Note that the total charge at the point of origin is
zero, since the charge of the endpoint of one string cancels the charge of the endpoint of
the other string. Denote the low-energy fields on the string in the positive x3-direction by
ψ(>), and denote the low-energy fields on the string in the negative x3-direction by ψ
(<).
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Similarly, the wrapped D2-brane, at energies below the x10 compactification scale, has
low-energy fields χ(<) for the x9 < 0 side and χ
(>) for the x9 > 0 side. We are interested
in the boundary conditions that connect the values of the 4 fields ψ(<,>), χ(<,>) at the
intersection point.
If we lift this system back to M-theory we get two M2-branes that intersect at a point.
Perhaps the easiest way to derive the requisite boundary conditions is to deform this
system to a smooth M2-brane that extends along a surface that, in appropriate complex
coordinates described below, is a holomorphic curve. The low-energy reduction, below the
x2, x10 compactification scales, looks like a (p, q)-web as in figure Figure 5(b) (see [54, 55]
for some examples). The smooth geometry can be described by techniques similar to those
developed in [34]. We define two complex coordinates
u ≡ e
ix2+x3
L2 , v ≡ e
ix10+x9
L10
where L2, L10 are the radii of directions 2 and 10. The smooth holomorphic curve is given
by
(u− 1)(v − 1) = C (A.1)
where C 6= 0 is a constant. Note that this is a deformation of the singular curve (u−1)(v−
1) = 0. An M2-brane that wraps this holomorphic curve will have a low-energy fermionic
field λ on it. We are looking for zero-modes of this field which have a finite limit at the
4 semi-infinite directions x3 → ±∞ and x9 → ±∞. Below, we explain how to make the
connections:
λ(x9 = −∞)→ χ(<) , λ(x9 =∞)→ χ(>) , λ(x3 = −∞)→ ψ(<) , λ(x3 =∞)→ ψ(>) .
(A.2)
The linear algebraic relations among these four limit values will constitute the requisite
boundary conditions.
Consider a part of the M2-brane near x3 →∞. It is approximately at constant x9, x10
and stretches in directions x2, x3. The spinor can be decomposed according to the eigenvalue
of Γ23 as
λ = η+ + η− , η± ≡ 12(1± iΓ23)λ , Γ23η± = ∓iη± , (near x3 →∞) . (A.3)
We then calculate the zero-mode equation
0 = (Γ2∂2 + Γ
3∂3)η± = Γ
2(∂2 ∓ i∂3)η±
and so η+ is holomorphic in x3+ ix2, and hence in u, while η− is anti-holomorphic. When
extending to the bulk of the holomorphic curve, we have to keep track of the tangent and
normal bundles of the M2-brane surface given by (A.1). At an arbitrary point p on this
surface the tangent plane Tp can be thought of as a subspace of R
4 that is the constant
tangent space in the x2, x3, x9, x10 directions. As p varies the embedding Tp ⊂ R4 varies.
Locally, we can pick a rotation Ωp ∈ U(2) ⊂ Spin(4) that maps the tangent plane Tp to
a common plane, which we choose to be the x2 − x3 plane, and also varies smoothly with
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p. At any fixed point p on the surface, this rotation Ωp is unique up to SO(2) × SO(2)
(rotations in the x2 − x3 and x9 − x10 planes separately). Near x9 → ∞, for example, Tp
is the x9 − x10 plane and we can take the rotation in spinor representation to be
Ω = e
π
4
(Γ2♮+Γ93) = e
π
4
(1+Γ239♮)Γ93 = 12(1 + Γ
2♮)(1 + Γ93). (A.4)
If we decompose the fermionic field near x9 →∞ as
χ(>) = χ
(>)
R + χ
(>)
L , χ
(>)
R =
1
2 (1 + Γ
239♮)χ(>) , χ
(>)
L =
1
2(1 − Γ239♮)χ(>) (A.5)
the components χ
(>)
R and χ
(>)
L , after rotation of the x9 − x10 plane into the x2 − x3 plane,
are
Ωχ
(>)
R = χ
(>)
R , Ωχ
(>)
L = Γ
93χ
(>)
L = e
π
2
Γ93χ
(>)
L = Γ
2♮χ
(>)
L = e
π
2
Γ2♮χ
(>)
L . (A.6)
Thus, using Ω we can map chiral spinors at any point on the surface to a common space,
and thus extend (A.3) by setting
η± =
1
2
(1± iΓ23)Ωλ. (A.7)
Let K be the canonical bundle (i.e., the bundle whose sections are holomorphic (1, 0)-forms
on the curve), and let N = K−1 be the normal bundle (where we embed the curve in C2 in
directions 2, 3, 9, 10). The modes η+ transform as sections of K1/2⊗(N 1/2⊕N−1/2) = O⊕K,
where O is the trivial bundle. The relation (A.7) thus maps a spinor λ to a section of
O ⊕ K (times a trivial spinor bundle in the transverse directions). So, altogether, we can
decompose zero modes into
λ = λR + λL , λR ≡ 12(1 + Γ239♮)λ , λL ≡ 12 (1− Γ239♮)λ .
Then, zero-modes λL are sections of K1/2 ⊗ N 1/2 = O which is the trivial bundle, while
zero-modes λR are sections of K1/2⊗N−1/2 = K. Thus, λL is simply a holomorphic function
of u, with finite limits at the 4 ends, while λR is a holomorphic 1-form with finite limits at
the 4 ends.
In terms of the coordinate u, the curve (A.1) is mapped to the complex u-plane with
4 singular points: u = 0,∞ correspond to the two ends of the F1-string, while u = 1−C, 1
correspond to v = 0,∞, which are the two ends of the D2-brane. Equation (A.2) becomes
λ(u = 1−C)→ χ(<) , λ(u = 1)→ χ(>) , λ(u = 0)→ ψ(<) , λ(u =∞)→ ψ(>) .
(A.8)
We denote
χ
(<,>)
R ≡ 12 (1 + Γ239♮)χ(<,>) , χ
(<,>)
L ≡ 12 (1− Γ239♮)χ(<,>) .
and
ψ
(<,>)
R ≡ 12(1 + Γ239♮)ψ(<,>) , ψ
(<,>)
L ≡ 12(1− Γ239♮)ψ(<,>) .
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As λL modes are sections of the trivial line-bundle, and are therefore constant functions,
their boundary conditions must be:
χ
(<)
L = χ
(>)
L = ψ
(<)
L = ψ
(>)
L . (A.9)
On the other hand, the λR modes are sections of the canonical bundle. They correspond
to holomorphic 1-forms which we denote by ω(u)du. Being constant near x3 → ∞ means
that ωdu is proportional at u = ∞ to d log u = du/u, and so has a first-order zero there.
Similar analysis of the behavior near the other three singular points u = 0, 1−C, 1, shows
that the 1-form needs to have at most a simple pole, and since it vanishes at u = ∞, the
1-form is of the form
ω(u) =
(
α
u− (1−C) +
β
u− 1 +
γ
u
)
du .
Here χ
(<)
R is proportional to the constant α, χ
(>)
R is proportional to the constant β, ψ
(<)
L
is proportional to the constant γ, and ψ
(>)
L is proportional to the constant −(α + β + γ).
Converting back to spinors using (A.7), we find:
0 = Γ39χ
(>)
R − Γ39χ(<)R + ψ(>)R − ψ(<)R . (A.10)
Equations (A.9)-(A.10) are the requisite boundary conditions!
B Additional Combinatorics
B.1 The number of decongested binding matrices
In (5.29) we quoted the number f(n,m) of non-equivalent decongested binding matrices
that have at least one nonzero entry in each of the n rows. We will now derive this
expression. We can easily find a recursion formula for f(n,m) by noting that we can
uniquely relabel the strings so that themth D2-brane is attached to the nth string. Suppose
there are 0 ≤ l ≤ m−n additional D2-branes attached to the nth string, then the remaining
(n − 1) strings have f(n− 1,m− l − 1) configurations, and therefore
f(n,m) =
m−n∑
l=0
(
m− 1
l
)
f(n− 1,m− l − 1) =
m−1∑
j=n−1
(
m− 1
j
)
f(n− 1, j). (B.1)
Define the generating function
fn(u) ≡
∞∑
m=n
f(n,m)u−m .
Then, (B.1) implies
fn(u) =
∞∑
m=n
m−1∑
j=n−1
(
m− 1
j
)
f(n− 1, j)u−m =
∞∑
j=n−1
∞∑
m=j+1
(
m− 1
j
)
f(n− 1, j)u−m
=
∞∑
j=n−1
(u− 1)−(j+1)f(n− 1, j) = 1
u− 1fn−1(u− 1) .
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It follows that
fn(u) =
1∏n
j=1(u− j)
=
n∑
j=1
(−1)n−j
(j − 1)!(n − j)!(u − j) ,
and therefore
f(n,m) =
n∑
j=1
(−1)n−j
j!(n − j)!j
m .
B.2 A generating function for the number of sectors and Fibonacci numbers
In the following, we will count the number of sectors for allm ≥ 1. Remarkably, it turns out
that the number of sectors for consecutive m’s follows a generalized Fibonacci sequence
= {3, 7, 18, 47, 123 . . .}. To solve this combinatorial problem, we begin by introducing
another set of notations to describe the binding matrices B. We denote any continuous
stretch of rows of B using letters [j] defined as:(
1
0
)
≡ [1],
(
1 1
1 0
)
≡ [2], . . .
(
1 1 1 . . . 1
1 1 1 . . . 0
)
︸ ︷︷ ︸
j rows
≡ [j] (B.2)
and similarly so when the zeroes are located in the first row. Each letter represents two
possible configurations: [1] represents both
( 1
0
)
and
( 0
1
)
; [2] represents both
( 1 1
1 0
)
and
( 1 0
1 1
)
; and so on. Thus, for example,
B =
(
1 1 1 0 1 1 1 0 1 1 1
1 1 1 1 1 0 0 1 1 0 0
)
is translated to the word [4][2][1][1][2][1]. (B.3)
In general we cannot recover B from the word, but note that different B’s can be made
equivalent after relabeling of the open strings. In particular, whenever there is a column
with two 1’s, we can relabel the open strings that are to the right of that column. This will
change the matrix B, and potentially also the accompanying permutation σ, but will give
an equivalent physical sector. For example, if we relabel all strings after the 5th column of
(B.3) we get [in the notation of (5.1) of §5.1.3]:
Bσ =
(
1 1 1 0 1 1 1 0 1 1 1
1 1 1 1 1 0 0 1 1 0 0
)
+1
∼ B′σ′ =
(
1 1 1 0 1 0 0 1 1 0 0
1 1 1 1 1 1 1 0 1 1 1
)
−1
.
This means that up to changing σ we can always assume that after a string of
( 1
1
)
columns
there appears
( 1
0
)
. The letters [2], [3], . . . thus translate back to a unique sequence of
columns in B. But the letter [1] can translate back to either
( 1
0
)
or
( 0
1
)
.
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We denote the number of [1] letters in a given word by p. Then, there are 2p ways
to translate the word back to B. There are also two possibilities for σ, which gives 2p+1
possibilities, but now each sector is counted twice because we can exchange the entire two
rows of B to get equivalent sectors. Altogether, we find that a word with p letters [1]
corresponds to 2p sectors.
We can now count the number of sectors for a generic m > 1 as follows. Let us consider
words that have p letters [1] and r ≥ 0 other letters, which makes (r + p) letters in total.
The total number of different ways to fill in the [1]’s is then (r+p)!r!p! . We need to compute
also the total number of ways to write (m−p) as a sum of r numbers from 2, 3, 4, . . . . This
is calculated by subtracting 2 from each letter and then computing the number of ways to
write (m−p−2r) in this form as a sum of r nonnegative integers, which is simply equal to
(m−p−r−1)!
(m−p−2r)!(r−1)! . Putting these facts together, the total number of different configurations
dm represented by this class of words is then
dm =
∑
r,p
(r + p)!(m− p− r − 1)!
(m− p− 2r)!(r − 1)!r!p! 2
p (B.4)
Finally, we note that the set of B’s that can be represented by a word lacks those which
end with a
( 1
1
)
column, i.e., B1m = B2m = 1. Including such configurations of which there
are dm−1, the total number of different sectors Dm is then found to be
Dm = dm + dm−1 . (B.5)
To find a closed form for Dm, we can sum over m, r, p to write down a rational generating
function whose Taylor coefficents will yield Dm. It is convenient to consider first
G(t) =
∞∑
m=0
dmt
m =
∑
r,p,m
(r + p)!(m− p− r − 1)!
(m− p− 2r)!(r − 1)!r!p! 2
ptm
=
∑
r,p,m
(r + p)!(m− p− r − 1)!
(m− p− 2r)!(r − 1)!r!p! 2
ptm−p−2rtp+2r =
∑
r,p
(r + p)!
r!p!
2p(1− t)−rtp+2r
=
∑
p
(2t)p
(
1− t
2
1− t
)−p−1
=
1− t
1− 3t+ t2 . (B.6)
Note that d0 = 1. Now, (B.5) and (B.6) allow us to construct the full generating function
for Dm, defined for m ≥ 1. This gives us
F (t) =
∞∑
m=1
Dmt
m =
∞∑
m=1
(dm + dm−1)t
m =
∞∑
m=1
(dmt
m) + t
∞∑
m=0
dmt
m
= (1 + t)G(t) − 1 = 3t− 2t
2
1− 3t+ t2 . (B.7)
We can thus compute Dm for all m ≥ 1 easily from (B.7), and we get:
Dm = 3, 7, 18, 47, 123, . . . , (B.8)
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which is a sequence that is constructed by taking the even-numbered terms of a Fibonacci
sequence Ln that starts with the first two seed values L0 = 2, L1 = 1. This sequence
(Lucas numbers) is related to the standard Fibonacci sequence Fn, and we can write down
an exact expression7 for Dm:
Dm = L2m−1 + L2m−2 = F2m+1 + F2m−1 = φ
2m + (1− φ)2m (B.9)
where φ = (1 +
√
5)/2 is the Golden ratio.
Equation (B.9) can also be derived more directly. For this purpose, consider the family
of sectors for (m− 1) D2-branes. To enumerate the sectors for m D2-branes, we can add
another column to the right8 of B, i.e. any of (1 0)⊤, (0 1)⊤ and (1 1)⊤. This gives a new
set of B’s which includes all the sectors for m as a subset. Thus, we can write
Dm = 3Dm−1 −Om (B.10)
where Om counts the sectors that have been over-counted. It turns out that Om is exactly
Dm−2.
To prove this, we observe that the family of sectors for m− 1 D2-branes can always be
divided into two classes: (i)those which are invariant under σ and (ii) those which are not.
Class (i) matrices are bounded at both ends by at least one (1 1)⊤, whereas for class (ii),
no (1 1)⊤ appears at either the left or right end. Now, for class (ii), when we add (1 1)⊤
to the right end, the resulting B is now invariant under σ, and thus 3Dm−1 over-counts by
one for each distinct case. By removing the 1st column, each such over-counted matrix can
be mapped to a matrix of class (i) with (m − 2) D2-branes which end with either (1 0)⊤
or (0 1)⊤. Similarly, for class (i), consider each pair of terms generated by adding (1 0)⊤
or (0 1)⊤ at the right end. They can be easily seen to be equivalent, and thus each such
matrix can be mapped to a matrix of class (i) with (m − 2) D2-branes and which end
with (1 1)⊤. Taking into account the over-counting for both classes, we see that the total
number of over-counts can be mapped to precisely Dm−2.
We conclude therefore that Om = Dm−2. This means that we have, from (B.10),
Dm = 3Dm−1 −Dm−2 (B.11)
This is precisely the recurrence relation for the generalized Fibonacci sequence we have
found in (B.9). Given D1 and D2, we can generate the rest of the sequence.
Finally, we note that in the case of k = 2, the number of states in each sector is always
4. (This is not the case for k = 1, 3 as can be seen from our earlier computations.) For any
m, we can verify this straightforwardly using the methods discussed in this section. Below,
we present a short inductive derivation for σ = 1 sectors.
To be definite, let us consider an arbitrary k = 2 sector in m + 1 which begins with
Bi1 = (1 1)
⊤. Such a sector can be thought of as an (m−1) sector augmented by two more
columns of B as represented in Figure 11.
7One can also use a binomial-Fibonacci identity to write Dm =
∑m
k=0
2m−kCk +
∑m−1
k=0
2(m−1)−kCk.
Invoking (B.5), this gives us a simple closed form for (B.4).
8We can also add another column to the left, but to avoid over-counting, one can choose to add in only
one direction.
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(m− 1) D2 branes +
BimBi(m+1)
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Figure 11. The above decomposes the σ = 1 class of sectors (with (m + 1) D2-branes) in a
particular way. The circles on the last two D2-branes indicate various possibilities for the last two
columns of B, giving possibly different sectors.
There are five different possibilities for the last two columns of B that we need to consider,
the rest being related by symmetries. Below, we assume that Bi1 = 1 for i = 1, 2. Also,
we denote the action that corresponds to the configuration before adding the last column
by Im, and the resulting action to be Im+1. After some algebra, we simplify the various
actions to be, in each case,
1. Bim = (1 1)
⊤,Bi(m+1) = (1 1)
⊤.
Im+1 = Im +
∫ (
pm+1 − pm) (2dq1m − dq1(m+1) − dq2m).
2. Bim = (1 1)
⊤,Bi(m+1) = (1 0)
⊤.
Im+1 = Im +
∫ (
pm+1 − pm) (dq1m − dq1(m+1)).
3. Bim = (1 0)
⊤,Bi(m+1) = (1 0)
⊤.
Im+1 = Im +
∫ (
pm+1 − pm) (dq1m − dq1(m+1)).
4. Bim = (1 0)
⊤,Bi(m+1) = (0 1)
⊤.
Im+1 = Im +
∫ (
pm+1 − pl) (dq1m − dq1(m+1)), where B2l is the second rightmost
column of B2a that is unity.
5. Bim = (1 0)
⊤,Bi(m+1) = (1 1)
⊤.
Im+1 = Im +
∫ (
pl − pm+1) (dq2m − dq1m)+ (pm − pm+1) (dq1(m+1) − dq1m).
Thus, we see that in all of these cases, the new action (for m+ 1 branes) differs from the
previous one (for m branes) by a term dependent on new conjugate pairs of (p, q). This
implies that the determinant, and hence the number of states remains the same. Assuming
other choices of Bi1 and σ = −1 leads to a similar conclusion too, but we will leave details
to the interested reader. Essentially, only in the k = 2 case, the number of states = 4 for
all sectors with m = 2 branes. The calculation above, together with similar ones for other
choices of Bi1 and σ = −1, then implies that the number of states = 4∀m by induction.
C An alternative set of boundary conditions using tilted D3-branes
At the end of §3.9 we mentioned an alternative possibly useful set of boundary conditions
for the fields Xµc , ψc (c = 1, . . . , 2m) at the x9 = ∆ or x9 = −∆ end of the 2m open strings,
which we will now describe. The boundary conditions that we used in the main text are
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Figure 12. External quark and anti-quark sources are realized as endpoints of fundamental
strings. 2m D3-branes (m = 2 in the picture) control the (x1, x2) coordinates of the sources.
(x1, x2) are along the direction of the n D3-branes.
formally realized by D5-branes. Here we will instead realize the boundary conditions by D3-
branes. By tilting the D3-branes, these boundary conditions can be made to preserve one
real supercharge. They also have the advantage that they can be realized more comfortably
in string theory, avoiding the complications mentioned below (3.33). However, they suffer
from additional fermionic zero-modes which render the Witten Index identically zero. We
discuss this construction below.
In this alternative set-up, we realize the 2m sources as endpoints of 2m strings that
end on the n D3-branes. The coordinates of one end of the jth string are thus given by
(x0 = t, x1 = a
(j)
1 , x2 = a
(j)
2 , x3 = x4 = x5 = x6 = x7 = x8 = x9 = 0).
We control the coordinates (x1, x2) of the endpoint of the j
th string by letting its other
endpoint lie on another D3-brane whose (x1, x2) position is fixed. Thus, for each j =
1, . . . , 2m we introduce a D3-brane which controls the jth source (see Figure 12).9. We
take the 2m D3-branes to be parallel to each other, and let the cth one occupy the locus
x1 − x4 = a(j)1 , x2 − x7 = a(j)2 , x3 = 0 , x9 = ∆j , x5 = x6 = 0 . (C.1)
We will assume that
∆j+m = −∆j < 0 , j = 1, . . . ,m,
so that a D3-brane that controls a quark (j ≤ m) is at a positive x9 and a D3-brane that
controls an anti-quark (j > m) is at a negative x9, and all strings have a nonzero mass.
9This is reminiscent of the way Wilson loops were calculated in the topological string realization of
Chern–Simons theory by Ooguri and Vafa [56]. We are grateful to Kevin Schaeffer for pointing out to us
the connection with that work.
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Brane type (number) 1, 4 2, 7 3 5, 6 8 9
Original D3 (n) −→ −→ ÷
String F1 (2m) ⊢⊣
additional D3 (2m) ր ր −
Table 7. Open strings end on the original n D3 branes and additional 2m D3-branes. ր denotes
a brane that extends along the diagonal of the corresponding plane (such as x1 − x4 = const.) and
−→ denotes a brane that extends along the first direction (x4 = const.).
We will also set ∆1 = · · · = ∆m = ∆ for simplicity. As we argued below (3.10), ∆ will
not affect the low-energy description, and in fact the mass of the string is an irrelevant
operator in the IR.
Equation (C.1) describes a D3-brane that extends along the x8 direction and along the
diagonals of the x1−x4 and x2−x7 planes. The directions of the D-branes are summarized
in Table 7. They are designed so that the combined system of original n D3-branes and
the additional 2m D3-branes preserves some amount of supersymmetry. More precisely,
we find 4 unbroken supersymmetries that are preserved by this combined system [57–60].
Including the fundamental string and the S-R-twist we find that there is only one unbroken
real supercharge. Another way of saying this is that out of the original 12 supercharges
that are preserved by the n D3-branes and the twist, 11 are broken by the 2m branes and
the fundamental strings.
Recall that the original n D3-branes extend in directions x1, x2, x3 and occupy the
locus
x4 = x5 = x6 = x7 = x8 = x9 = 0 . (C.2)
Therefore, an open string with one endpoint on the original D3-branes and the other
endpoint on one of the 2m D3-branes will have minimal length (of ∆) if and only if all its
coordinates except x9 are constant:
x1 = a
(c)
1 , x2 = a
(c)
2 , x3 = x4 = x5 = x6 = x7 = x8 = 0 .
The positions of the 2m D3-branes therefore control the positions of the 2m quarks and
anti-quarks.
Now we transform the system to type-IIA by applying the U-duality transformation
described in Table 1. After the series of dualities of Table 1 the 2m D3-branes turn into
type-IIA NS5-branes that wrap directions x1, x4, x7, x8, x10. The parameters (a
(c)
1 , a
(c)
2 ) that
enter into the conditions (C.1) are encoded in the compact scalar Φ and 2-form B that are
part of the low-energy tensor multiplet of the NS5-brane. We have
B = (x4 + a
(j)
1 )dx1 ∧ dx10 − x7dx0 ∧ dx8 , Φ = x7 + a(j)2 . (C.3)
The type-IIA system is described in Table 8.
Similarly to the set-up in the main text, we have to connect each D2-brane that
corresponds to a quark with a D2-brane that corresponds to an anti-quark and glue them
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Brane 1 3 4 5 6 7 8 9 10
F1 ÷
D2 ⊢⊣ −
NS5 − − − − −
Table 8. In the type IIA dual of Table 7, the D2-branes end on NS5-branes. Appropriate low-
energy bachground fields on the NS5-brane world volumes control the position of the Wilson loop
in the type-IIB picture.
into a smooth D2-brane that ends on one NS5-brane at x9 = ∆ (j = 1, . . . ,m) and another
NS5-brane at x9 = −∆.
For the specific purpose of computing the Witten Index however, this configuration
is not so useful because, in an analogous computation as was done in §4.3, we found that
there are fermionic zero modes that will make the contribution to the Witten Index vanish.
Nonetheless, we also found that this configuration preserves one real supercharge, and thus
it may turn out to be useful in understanding other aspects of the problem.
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