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Abstract 
Let A = {a, b} be an alphabet. An infinite word on A is Sturmian if it contains exactly n + 1 
distinct factors of length n for every integer n. A morphism f on A is Sturmian if f(x) is 
Sturmian whenever x is. A morphism on A is standard if it is an element of the monoid generated 
by the two elementary morphisms, E which exchanges a and b, and 4 the Fibonacci morphism 
defined by &a) = ab and 4(b) = a. The set of standard morphisms is a proper subset of the set of 
Sturmian morphisms. In the present paper, we give a characterization of Sturmian morphisms as 
conjugates of standard ones. We establish that Sturmian words generated by standard morphisms 
are characteristic words and then we prove that a morphism f generates an infinite word having 
the same set of factors as a characteristic word generated by a primitive standard morphism g 
if and only if f is a conjugate of a power of g. 
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1. Introduction 
A Sturmian word is an infinite word which contains exactly n i- 1 distinct factors 
of length n for every integer n. So, considering n = 1, a Sturmian word is necessarily 
a binary one. Many other characterizations of the Sturmian words can be found in 
the literature (see, e.g., [14,15,22,26,32,36]). These words have numerous proper- 
ties (see, e.g., [4,5]) and they are used in various fields of Mathematics such as the 
symbolic dynamics (see [15,22,21,3 l]), the study of continued fraction expansion (see 
[3,27,37] and also a lot of recent works [l, 6,7,10,11,13,14,16,23,24,29]) or others 
[ll, 35,381, but also in Physics [2,9] and, of course, in numerous domains of Com- 
puter Science as infography [12], formal languages theory and algorithms on words 
[19,25,28] or combinatorics on words [18, 171. 
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Here, we are interested in Sturmian morphisms, i.e., morphisms such that the image 
of all Sturmian words are Sturmian words. These morphisms have been recently widely 
studied [ 1,6-8, 16,30,34]. In particular, some of such morphisms have been obtained, 
in [30], from the rules of Rauzy [32]. Here, we greatly complete and generalize the 
results of [30]. More precisely, we use the characterization of standard morphisms 
[8] to prove that the infinite words generated by these morphisms are characteristic 
words. Moreover, we prove that all the Sturmian morphisms are conjugates of the 
standard ones, which gives a new characterization of Sturmian morphisms and allows 
to establish that if two morphisms f and g generate Sturmian words having the same 
set of factors then there exists a standard primitive morphism h such that f and g are 
conjugates of powers of h. 
After the main definitions (Section 2), we give some details about the notions of 
Sturmian morphisms (Section 3) and standard morphisms (Section 4). Section 5 is 
dedicated to the results, the proofs being given in Section 6 with some additional results. 
2. Definitions and notations 
The main notions can be found in [25] and we just recall here some definitions and 
notations used in all the paper. 
Let A = {a, b} be a binary alphabet. A*, set of all the words on A, is the free monoid 
generated by A, E the empty word and A+ = A*\(E). For every u E A*, IuI is the number 
of letters in the word u ((&I= 0) and if c E A, 1~1, is the number of occurrences of the 
letter c in the word U. 
An infmite word on A is an application x : N + A. We denote by A” the set of 
infinite words on A and A” = Am U A*. 
Let x be an infinite word on A. x is ultimately periodic if there exist two words 
UEA* and VEA+ such that x=uP. 
Let UEA~ and UEA*. u is a factor of u if there exist ui E A* and u2 E Am such 
that u = uivu2; if ui = E, v is a left factor of u and if 242 = E, v is a right factor of u. 
If v # u, v is a proper factor of u. 
A morphism f is an application from A* into itself such that S(W) = f(u)f (v) for 
all words U,U E A*. The morphism f is non-erasing if neither S(a) nor f(b) is the 
empty word. 
If there exist a letter c E A and a word u E A+ such that f(c) = cu and, for all n E N, 
If”+‘(c)1 > If”(c)1 then f is prolongeable on c (this is in particular the case if f is 
non-erasing and If (c)l 22). In this case, f generates an infinite word x = lim,,, 
f”(c). Note that on A, binary alphabet, every morphism f is such that, for all letters 
x E A, either f or f 2 is prolongeable on x, or not any power of f is prolongeable on 
x (thus either f or f2 generates an infinite word, or not any power of f generates an 
infinite word). Remark also that if f generates an infinite word x then x is a fixed 
point of f, i.e. x = f (x). 
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3. Stunnian morphisms 
Let u and v be two words with the same length. The difirence between u and v is 
the number 
A set of words X is balanced if 
u,vEX,lul=lvl * 6(u,v)dl. 
An infinite word x is balanced if the set Fact(x) of its factors is balanced. 
Sturmian words are words in P that are balanced and not ultimately periodic. 
Other characterizations of Sturmian words can be found in the literature (see, e.g., 
[14, l&22,26,32,36]) and we only give here the two characterizations that we will 
use later in this paper. 
Property 1. Let x E Aw. x is a Sturmian word if and only zf x has one of the two 
following equivalent properties: 
1. for every n E N, x contains exactly n + 1 distinct factors of length n; 
2. x is a non-ultimately periodic balanced word. 
From point 1 above, one can deduce that a Sturmian word always contains aa or bb 
as a factor but never both together, and that a Sturmian word is uniformly recurrent 
which means that the number of letters between any two consecutive occurrences of a 
given factor is bounded. 
Let us now consider the two morphisms 
The morphism q5 is prolongeable on a and it generates the infinite word F = 4(F) 
which starts as follows: F = abaababaabaababaababa... 
Due to special properties of its factors (see, e.g., [4]), F is called the Fibonacci 
word and C$ is the Fibonacci morphism. 
Property 2. F is a Sturmian word. 
A morphism f : A* + A* . IS Sturmian if f(x) is Sturmian for every Sturmian word 
x. The identity morphism IdA and the morphism E which exchanges the letters a and 
b are evidently Sturmian. Moreover, one has 
Property 3 (St&bold [34]). The morphisms C#I and 6 are Sturmian. 
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Sturmian morphisms are closed under composition. In particular, the three morphisms 
G=c$oE: ;z-b, 
a++ba 
&=EQ& bHb and ~=Eo~oE: 
a-b 
b+-+ba 
are Sturmian and will be of importance in what follows. 
Let us denote St = {E, 4, $}* the submonoid of morphisms obtained by composition 
of E, C#J and 4 in any number and order. St, which is called the monoid of Sturm, is 
the set of all the Sturmian morphisms and we give here some of its properties that 
will be useful in the rest of the paper. 
Theorem 1 (S&bold [34]). (E, c$,& E2 =ZdA, &c$E)~E~ = &4E)kE& k E N) is a 
presentation of St. 
A morphism f :A* +A * is locally Sturmian if there exists at least one Sturmian 
word x such that f(x) is Sturmian. 
Theorem 2 (Berstel and S&bold [6], Mignosi and SC&bold [30]). Let f : A* -+ A* be 
a morphism. The following four conditions are equivalent: 
(i) f ESt; 
(ii) f is Sturmian; 
(iii) f is locally Sturmian; 
(iv) f (ab) # f (ba) and the word f (ba2ba2baba2bab) is balanced. 
Proposition 1 (Berstel and S&bold [7]). St is a left and right unitary monoid, i.e., 
for all morphisms f and g: 
1. Zf f o g E St and f E St then g E St; 
2. Zf f o g ESt and geSt then f ES~. 
We prove here a first lemma: 
Lemma 1. Let g:A*+A* be a morphism. Zf s = (g2)‘+) is a Sturmian word for a 
letter x EA then g Est. 
Proof. Let g:A* --+A* be a morphism such that s=(g2)O(x) is a Sturmian word for 
a letter x E A, and let y E A, y # x. From Theorem 2, g2 E St. If g is prolongeable on y 
and not on x then g2 is not prolongeable on x. Hence either g is prolongeable on x, 
or g is not prolongeable on x nor on y. 
In the first case, s = go(x) thus g(s) = s and, from Theorem 2, g is Sturmian. 
In the second case, if g(s) is Sturmian the proof is as above. Otherwise, let us 
suppose that g(s) starts with the letter a and let n E N be such that g(s) starts with 
a”b. (g2)“(x) is an infinite word thus, for all pb2, 1g2P(a”b)l>Ig2(P-‘)(a”b)l and 
since s =g2(s), g2P(a”b) is a left factor of g2J’(g(s)) =g(s). But g(s) which is not 
Sturmian has a non-balanced left factor, say U, and there exists p E N such that u is 
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a left factor of g*P(a”b). But a”b is a factor of a Sturmian word and g* is a Sturmian 
morphism thus, for all p E N, g*P(a”b) is a factor of a Sturmian word, so it is balanced. 
A contradiction. 0 
4. Standard morphisms 
An interesting particular case of Sturmian morphisms is that of standard morphisms. 
Let us consider the family R of (unordered) pairs of words of A* defined as the 
smallest set of pairs of words such that: 
1. {a,b} ER; 
2. {u,u}ER + {uv,u}~R. 
The elements of R are called standard pairs and the following properties are easy 
to verify (see, e.g., [5,17]): 
Property 4. Let {x, y} be a standard pair then 
l {E(x),E(y)} is a standard pair. 
l Zf x or y is just a letter, the pair {x, y} is either {a”b,a} or {b”a, b}, for some 
integer n. 
l Zf {x, y} # {a, b} then one of the two words x or y is a left factor of the other 
one. 
l Zf 1x122 and 1 y( 22 then one of the words x and y ends with ab and the other 
ends with ba. 
l Only the last two letters of the words ny and yx are direrent. 
The relation between standard pairs and Sturmian morphisms is given by the fol- 
lowing theorem: 
Theorem 3 (Berstel and Setbold [S]). Let f be a morphism on A. f E {E, 4}* if and 
only if the set {f(a), f(b)} is a standard pair. 
The elements of (E, c#I}* are called standard morphisms. 
What is new is that the morphism I$ is not used in the decomposition of a standard 
morphism. These morphisms will have a central part in what follows and we give now 
some of their properties. From Theorem 1, one obtains 
Proposition 2. (E, 4; E* = Id A ) is a presentation of the monoid of standard morphisms 
{E, +l*. 
In what follows, we call non-trivial each morphism different from E and ZdA. The 
morphism 4 is such that &a) and 4(b) both start with the letter a. A direct conse- 
quence of Proposition 2 is that every standard morphism f is such that f(a) and f(b) 
both start with the same letter. Since one of these two words is at least of length 2 
and since a standard morphism is clearly non-erasing, one has the 
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Property 5. Let f be a non-trivial standard morphism. One and only one of the two 
following assertions is true: 
l f(a) = a or f(b) = b, and in this case not any power off is prolongeable on a 
nor on b; 
l f is prolongeable on one and only one of the two letters a or b. 
standard pairs are also closely related to the construction of characteristic Sturmian 
words by using the rules of Rauzy [32]: a Sturmian word x is characteristic if both 
ax and bx are Sturmian (see, e.g., [S]); two sequences of words (An)nE~ and (Bn)nE~ 
are constructed as follows: 
Ao=a, Bo=b 
and 
A -A n+l- n A n+l =B,A, 
B n+l =A,B, Or B,+I =B, 
the two rules being both used infinitely often. 
Clearly, for all n E N and for every sequence of rules of Rauzy, {An, B,} is a standard 
pair. Moreover 
Proposition 3 (Rauzy [32]). The two sequences (A,)nE~ and (B,), e N have the same 
limit which is a characteristic word; conversely, any characteristic word is the limit 
of two such sequences. 
The relation between characteristic words and standard morphisms is given by the 
following: 
Proposition 4 (Berstel and S&bold [6]). Let s, t be two characteristic words and 
f : A* -+ A* a morphism. Zf t = f (s) then f is standard. 
5. Results 
Our aim is to characterize Sturmian morphisms from standard ones and to study 
the relations between Sturmian morphisms which generate words with the same set of 
factors. The main notion is that of conjugates of a morphism. 
Let f and g be two morphisms on A. g is a conjugate off if there exists s E A* such 
that sg(ab) = f (ab)s and /g(a)1 = 1 f (a)[ (which of course implies that [g(b)1 = If (b)l). 
Let us recall that two words u and v are conjugates (of each other) if there exists s E A* 
such that su = vs (see, e.g., [25]); of course this implies that Ju] = IuJ and that there 
exists t E A* such that ut = tv. So the above definition of conjugates of a morphism is 
completely compatible with that of conjugates of a word. 
A morphism f has at most If (ab)l conjugates (including itself when s= E). So 
to obtain all the conjugates of f it is enough to consider all the words s such that 
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IsI c If(a For each of these words, the associated conjugate is denoted fisl (note 
that some of these conjugates could be the same in the general case, but this is not 
the case for Sturmian morphisms). In what follows, we call first conjugate of f the 
conjugate fi and last conjugate of f the conjugate f~f(~~)l-i. All but the last one are 
called good conjugates. 
Example. Let f : A* +A* be defined by f(a) = ababa, f(b) = ab. 
f has 7 conjugates: 
fo:aHababa, b++ab 
fi :a++babaa, bHba 
f2 :aHabaab, bwab 
fs:a++baaba, bwba 
fd:a++aabab, bHab 
fs:a+-+ababa, bHba 
fh:aHbabab, b-au 
fo = f, the first conjugate is fi, the last conjugate is fh. 
Let us start with a result which indicates that it is necessary to distinguish the last 
conjugate of a standard morphism. 
Proposition 5. Let f be a non-trivial standard morphism. The last conjugate off is 
not Sturmian. 
The first fundamental result is the following 
Theorem 4. A non-trivial morphism g is Sturmian if and only if there exists a stan- 
dard morphism f such that g is a good conjugate off (in other words, g = fk with 
0 <k < Ig(ab)l - 2). 
Moreover, we know precisely how the morphism g is obtained when f is a power 
of a primitive morphism (a morphism is primitive if it is not a power of another 
morphism). 
Proposition 6. Let g E St. g is a good conjugate of a power of a standard morphism 
f if and only if g is a composition of good conjugates off. 
And, to end, the Sturmian morphisms conjugates of the same standard morphism are 
very closely related. 
Proposition 7. Let f and g be two non-trivial Sturmian morphisms. g is a conjugate 
off ifandonlyz~thereexistsnENsuchthatf=fio..-of,,g=g,o...og,and, 
for all i E N, 1 <i <n, fi E {E, 4, I$}, gi E {E, 4, $} and gi is u conjugate of fi. 
98 P. S&bold1 Theoretical Computer Science 195 (1998) 91-109 
Corollary 1. Let f and g be two Sturmian morphisms, good conjugates of the same 
standard morphism. Then, for all x, y E A, Is(x = If (x&. 
The problem is now to find which of these morphisms generate Sturmian words 
and what are the relations between these. The first results concern standard morphisms 
which have here a central part. 
Let us recall that G, & and G are the morphisms 4 o E, E o q5 and E o G = E o C$ o E. 
The set of non-trivial standard morphisms is clearly equal to the set of all the 
compositions of 4, G, 4 and G: 
(4 4}* = (4, G, 6, G)+ U {El*. 
Some of these morphisms do not generate any Sturmian word: this is the case, 
e.g., with G and 4 since no power of these two morphisms is prolongeable on a, 
nor on b. In fact, these two morphisms are the only ones to have this property. More 
precisely, 
Proposition 8. Let f be a standard morphism. f generates a Sturmian word tf and 
only tf f E (4, G, 8, G)+\({G)+ U (4)‘). 
This allows to establish what are the Sturmian words generated by standard mor- 
phisms: 
Theorem 5. Let f be a standard morphism. If f generates a Sturmian word then 
this is a characteristic word. 
Standard morphisms generating Sturmian words are called characteristic morphisms. 
Then we have a second fundamental result: 
Theorem 6. Let f be a characteristic morphism and x the characteristic word 
generated by f. Then there exists a primitive characteristic morphism h such 
that 
1. f = h” for an integer n; 
2. a morphism g : A* + A* generates an injinite word having the same set of factors 
as x tf and only tf g is a good conjugate of a power of h. 
In particular, every Sturmian morphism which generates an infinite word having the 
same set of factors as the word generated by a primitive characteristic morphism is a 
conjugate of a power of this morphism. 
An infinite word generated by a morphism is rigid if all the morphisms which 
generate this word are powers of the same unique morphism. A direct consequence of 
the previous results is then 
Theorem 7. Sturmian words generated by morphisms are all rigid 
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6. Proofs 
6.1. Sturmian morphisms: conjugates of standard morphisms 
In this section, we start with the proof of two propositions of which Theorem 4 is 
an immediate corollary. After that we will prove Proposition 8. 
Proposition 9. For every Sturmian morphism g there exists a standard morphism f 
such that g is a conjugate off. 
Proposition 10. Let f be a non-trivial standard morphism. All the conjugates off 
except the last one are Sturmian morphisms. 
Proposition 5 is of course a direct consequence of Proposition 10. 
The proof of Proposition 9 is given by the following lemma: 
Lemma 2. Let g:A* -+A* be a Sturmian morphism, there exists a standard mor- 
phism f such that the word g(ab) is a conjugate of the word f (ab) and Ig(a& = 
If(a) \g(a)lb = If (a)lb. In particular, C$ o g and 4 o g are conjugates of C$ o f. 
Proof. Let g:A* -+A* be a Sturmian morphism (g E St = {E, 4, $}*). 
We call height of g the minimal number of elements of {E,+,$} used in the de- 
composition of g. Such a decomposition is not unique in general but, from Theorem 1, 
decompositions involving two consecutive E are never considered thus the height is the 
same for all the decompositions. Note also that, in this case, IdA cannot be decomposed 
on E, qi~ and 6, thus the height of ZdA is 0. We will prove the result by induction on 
the height of g. 
If g = E or g = Zd,, the property is an evidence and this is also the case when g = 4 
or g = 6. Thus the property is true if the height of g is 0 or 1. 
If the height of g is at least 2, there exist g’ E St and 0 E {E, 4, &} such that g = (T o g’ 
and by induction hypothesis there exists also f’ E {E, c$}* such that the word g’(ab) 
is a conjugate of the word f ‘(ab) and Ig’(a)la = 1 f ‘(a)[,, lg’(a)lb = If’(a)lb. 
IE 0 s’(ah = Ig’(a)lb = If ‘(ah = IE 0 f’(a)l, 
IEog’(ah = Is’(a>l, = If ‘(ah = IEof’(ah 
l4os’(a)L = Is’(a>la + Id@)lb = If ‘(ah + If ‘(ah = kbof’(ah 
I4 0 d(a)lb = 19’(a)la = If ‘(ah = I4 0 f ‘(a)16 
IJog’(a)l, = Ig’(a)l, + Id@)lb = If’(a>L + If’@>lb = kJof’(a>L 
l$od(a)lb =Is’(a)la=If’(a)la=liof’(a>lb. 
Moreover the word g’(ab) is a conjugate of the word f’(ab), thus the words 
E og’(ab) and 4 og’(ab) are conjugates respectively of the words E of’(ab) and 
4 0 f ‘(ab). 
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Consequently, we have just to prove that the word 4 o g’(ab) is a conjugate of the 
word 4 of’(ab). First observe that, for every word u EA*, one has +(u)a = a&u) [4]. 
Now, since the word g’(ab) is a conjugate of the word f’(ab), there exist two words 
u and v such that f’(ab)=uv and g’(ab)=vu and there are two cases to consider 
according to vu starts with a or b. 
1. vu=aw. 
In this case &g’(ab)) = &aw)= ba&w)= bq5(w)a. But b+(w)a is a conjugate 
of &w)ab = +(wa) and, since the word wa is a conjugate of the word uv = f (ab), 
f#~ 0 g’ is clearly a conjugate of 4 0 f ‘. 
2. vu=bw. 
In this case &g’(ab)) = &bw) = a&w) = $(~)a. But $(w)a = &wb) and, since 
the word wb is a conjugate of uv = f (ab), 6 o g’ is also in this case a conjugate 
of q5 of’ and the lemma is proved. 0 
This lemma has an interesting corollary: 
Corollary 2. Let g be a non-trivial Sturmiun morphism and f the standard morphism 
of which g is a conjugate then, for all u E A*, g(u) is a conjugate off(u). 
Proof. Let g E St be non-trivial, and f E {E, c$I}* such that g is a conjugate of f. 
If the height of g is 1 then g is equal to 4 or 6 and f = 4. Thus, in this case, the 
property is true because, for every word u CA*, 4(u)a=u&u) [4]. 
Now, if the height of g is at least 2 then g = cro g’ with (r E {E, I#J, &} and g’ E St. 
If g’ = E then a is equal to 4 or 6 and f = 4 o E thus the property is true as above. 
Consequently, one can suppose that g’ is not trivial. Let f’ be the standard morphism 
of which g’ is a conjugate. 
If a=E, then g=E og’ is a conjugate of f =E o f’ and since, for all u EA*, 
g’(u) is a conjugate of f’(u), one has that g(u) is a conjugate of f(u). 
If a = 4 or a = 4 then g is a conjugate of f = (b o f’ (Lemma 2) and since, for 
all UEA*, g’(u) is a conjugate of f’(u), &g’(u)) is a conjugate of &f’(u)) 
and &g’(u)) is a conjugate of &g’(u)), thus of &f’(u)). 0 
The proof of Proposition 10 is more difficult and requires a careful study of the 
conjugates of a standard morphism. 
We denote C = Ci U Z2 with Ci = (4, G, 4, G} and & is such that, for all a E Zi, 
5 E & (if f is a morphism on A, f is defined by: f(a) is the mirror image off (a) and 
f(b) is the mirror image of f(b)). It is known [30] that C+ is the set of non-trivial 
Sturmian morphisms: St = C+ U {E}*. 
Lemma 3. Let f be a non-trivial Sturmian morphism, then one of the two words 
f(a) or f(b) is a proper left or right factor of the other one. 
Proof. The property is true for each of the 8 morphisms in Z thus it is true for every 
morphism f E C+ (because one has f = f’ o a with a E Z). q 
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Lemma 4. Let f be a non-trivial Sturmian morphism and f, its first conjugate. fi 
is Sturmian if and only if f (a) and f(b) start with the same letter. 
Proof. Let f be a non-trivial Sturmian morphism and fi its first conjugate. 
If f(a) and f(b) both start with the same letter then there exist x E A, u E A* and 
v E A* such that 
f(a) =x4 f(b) =xv, 
f1(a) = u-T f,(b) = vx. 
Since f is a Sturmian morphism and since the Fibonacci word F is a Sturmian word, 
f(F) is also Sturmian. As a consequence, if w denotes the word ba2ba2baba2bab, then 
wa is a factor of F so f (wa) is a balanced word. But f (wa) starts with f (w)_x =xfi(w), 
thus fi(w) = f~(ba2ba2baba2bab) is a balanced word. Moreover, since f (ab) # f (ba), 
one has fi(ab)# fi(ba). Consequently, from Theorem 2, fi is Sturmian. 
If f(a) and f(b) do not start with the same letter then, from Lemma 3, f(b) is a 
proper right factor of f(a) (or vice versa) and there exist x E A, y E A (x # y), u E A* 
and v E A* such that 
f(a) = YUW f(b) =xv, 
fi(fz) = uxvx, f](b) = VY. 
In this case fi(aa) = uxvxuxvx and fi(bab) = vyuxvxvy. 
But G(xvxuxvx, yuxvxvy) = 2 and since the Fibonacci word F both contains aa and 
bab, fi(F) is not a Sturmian word, thus fi is not Sturmian. 0 
Lemma 5. Let f be a non-trivial standard morphism and g a conjugate of f. g(u) 
and g(b) do not start with the same letter if and only if g is one of the last two 
conjugates off. 
Proof. Let f be a non-trivial standard morphism and x = f (a), y = f (b). {x, y} is a 
standard pair and, from Property 4, only the two last letters of the words xy and yx 
are different (one of these two words ends with ab while the other ends with ba). 
Let g be a conjugate of f and let x’ = g(u), y’ = g(b). x’y’ is a factor of XJXY. Let 
t E A* such that xyxy starts with bc’ y’ and 1 tl < Ixy 1. 
The first letter of x’ is the (It 1 + 1)th letter of xy. 
The first letter of y’ is the (1x1 + ItI + 1)th letter of xyxy, i.e., the (ItI + 1)th letter 
of yx. 
From the first part of this proof, these two letters are the same except if It I 2 Ixy I- 2. 
u 
So, since a standard morphism is Sturmian, Proposition 10 is a direct consequence 
of the use of the two Lemmas 4 and 5, and Theorem 4 is then proved. 
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Non-trivial standard morphisms can be decomposed on (4, G, 4, I?} and, noting that 
for all nEN, @o&‘oG=GG”+2 and GoG”o$=& nf2 the following lemma is easily , 
obtained: 
Lemma 6. Let f be a standard morphism: 
a f(a) = a if and only if there exists n E N such that f = G”; 
l f(b) = b if and only if there exists n E N such that f = 4”. 
Proof of Proposition 8. Let f be a standard morphism. f E (4, G, 6, G}+ U {E}* and 
if f generates a Sturmian word then: 
. f 4w*; 
l ;;WI* and f @ Ii>* b ecause not any power of G or 4 is prolongeable in a, nor 
Thus / E {A G, i, G’)+\({G}+ u {i}‘). 
Conversely, if f is an element of { 4, G, 4, G}‘\({ G}+ U {i}‘), then first remark 
that If 2(a)l > If (a)1 and If 2(b)l > If (b)l. 
Indeed, since f # G” and f # &‘, one has, from Lemma 6, f(a) #a and f(b) # b. 
But f is a standard morphism, thus f(a) is a left factor of f(b) or vice versa 
(Property 4), consequently f(a) and f(b) start with the same letter. 
Suppose this letter is a. In this case, since f(a) # a, there exists a non-empty 
word u EA+ such that f(a)=au. But then 1 f(a)1 22 and, since f(a) and f(b) 
both start with a, 1 f (a)l, 2 1 and 1 f (b& 2 1. 
Thus If 2(a>l = If (a)l.If(a)L + If (b)l.lf (a% 22lf (ah + If (ah 2 If (aI + 
If(a)L>If(a)l and If2@>l =If~~>l.lf~~>l~+If~~~l.lf~~~l~~~lf~~~l~+If~~~l~ 
2 If @)I + If (b)la > If PII. 
So, since If 2(a)l > If (a)l and (f 2(b)l > 1 f (b)(, and since f(a) and f(b) both start with 
the same letter, f isprolongeable on aletterzEA and, for allne N, Ifnfl(z)l>lf”(z)l. 
Consequently, f generates an infinite word, x = f “(z), which is necessarily Sturmian. 
Indeed, x is not ultimately periodic [20,33]. Moreover, since f E (4, G, 4, G}‘, f is 
Sturmian thus the image by f of every balanced word is a balanced word. But z is 
just a letter, thus a balanced word, so for all n E N, f”(z) is a balanced word and x 
too. Consequently, x is a non-ultimately periodic balanced word, i.e. a Sturmian word 
(Property 1). 0 
6.2. About Sturmian words generated by morphisms 
In this section, we will prove Theorems 5-7 by the way of a careful study of 
the relations between infinite words generated by Sturmian morphisms and standard 
morphisms of which they are conjugates. 
Proof of Theorem 5. Let f be a standard morphism. {f(a), f(b)} is a standard 
pair, so the couple (f (a),f (b)) or (f(b),f (a)) is obtained from the couple (a, b) 
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by applying a sequence of rules of Rauzy. Suppose that it is the couple (f(a), f(b)). 
Clearly, for all n E N, the same is true for f n and if f generates a Sturmian word 
then this word is a limit of the sequences of Rauzy (f "(a)),E N and (f “(b))nc WI. 
To apply Proposition 3, it is enough to ensure that each of the two rules is used an 
infinite number of times. Otherwise since, for all n E N, (f”(a), f “(b)) must come 
from the application of a sequence of rules of Rauzy, this means that only one of the 
two rules is always used. 
If it is the first rule then, for all it E N, (f”(a), f “(b)) = (u,Pb) for an integer m. 
The only solution is then f = GP, pa 1. 
If it is the second rule then, for all n E N, (f”(u), f “(b)) = (bmu, b) for an integer m. 
The only solution is then f = &‘, p 2 1. 
But, from Proposition 8, f does not generate a Sturmian word only in one of these 
two cases. Thus, if f generates a Sturmian word, this word is characteristic. •1 
The proof of Theorem 6 needs a very detailed analysis of the links between mor- 
phisms which generate Sturmian words that have the same set of factors. 
Recall that a morphism is primitive if it is not a power of another morphism. 
Lemma 7. Let f be a characteristic morphism. Then any primitive morphism g on A, 
such that f is a power of g, is standard. 
Proof. Let f be a characteristic morphism, x the Sturmian word generated by f, and g, 
primitive morphism on A, such that f = g* for an integer p. 
Since g* = f, gp generates x and thus, as g is a binary morphism, g or g2 generates x. 
But in this case, from Lemma 1, g E St. Now if there is, in the decomposition of g 
on {E, 4, $}, an occurrence of the morphism 6 then, from Theorem 1, this morphism 
must also appear in the decomposition of f which is impossible. So g E {E, c#I}*. 0 
Proposition 11. Two primitive characteristic morphisms generate the same word if 
and only if they are equal. 
Proof. Let f and g be two standard morphisms generating the same characteristic 
word. {f(u), f (b)) and {g(u), g(b)) are standard pairs, so let us associate to f and g 
the two sequences of rules of Rauzy Sf and S, from which they were obtained and, 
for all integer k, OQ k < I,Sfl, let us denote (Uk, 6) the couple obtained after applying 
the sequence of rules of Rauzy corresponding to the left factor of length k of Sf and, 
for all integer 1, O< l< I&,[, let us denote (Ul, I$‘) the couple obtained after applying 
the sequence of rules of Rauzy corresponding to the left factor of length 1 of S,. 
If f # g. two cases are possible: 
l either Sf # S, 
l or Sf = S, and we obtain a standard pair {U, V} with (U, V) = (f(a), f (b)) and 
(K u) = (s(a), g(b)). 
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In the first case, we first suppose (using possibly a power of f or of g) that 
there exists an integer k < min( IS, 1, IS, I) such that (uk, I$.) = (U,‘, V,‘) and Sf is con- 
tinued by the first rule when S, is continued by the second one. We then have 
(~k+l,vk+l)=(~k,~k&) and (u’ k+l, b&l ) = (&uk, &). Now, whatever be the contin- 
uation of Sf and S,, there will exist two strictly positive integers 1 and m such that 
the word generated by f starts with Ui& and the word generated by g starts with 
vkrn uk. But, since Sturmian words are not periodic, no one of the two factors Ui & and 
I$“‘& can be a left factor of the other, thus f and g do not generate the same word. 
A contradiction. 
If such an integer k does not exist then for all 1 and m in N, Sfl is a left factor 
of Sgm or vice versa. But the words Sfr and Sgm are, respectively, equal to (Sf)l and 
(Sg)m. Consequently, with n = ISfl and p = IS,l, the words (Sf)P and (S,)n are equal 
thus the morphisms f P and g” are equal and since f # g one has p # n. But in this 
case, from Proposition 2, f P and g” have the same decomposition on {E, 4). So the 
words of {E, q5}* that are represented by f and g are such that fP = g”, thus they 
are powers of the same word, which contradicts the primitivity of the morphisms f 
and g. 
In the second case, if the word generated by f and g starts for example by a”b 
for an integer n 2 1, then it also starts with f (a”b) and with g(a”b), so U”V = V”U 
which leads to a contradiction as above. 0 
Lemma 8. Let g E St be a morphism which generates a Sturmian word x. Then g 
is a conjugate of a characteristic morphism f which generates a word y having the 
same set of factors as x. 
Proof. Let g E St be a morphism which generates a Sturmian word x. From Proposi- 
tion 9, there exists a standard morphism f such that g is a conjugate of f. We saw 
above (Proposition 8) that a standard morphism generates a Sturmian word except if it 
is a power of either G, or 6. In these two cases, it is really easy to verify that all the 
conjugates of such a morphism generate only one of the infinite words aw, b”, ab” or 
ba”. No one of these words is Sturmian, so f is a standard morphism which generates 
a characteristic word (Theorem 5). Let y be this word. We must prove that x and y 
have the same set of factors. But since these two words are Sturmian, they have the 
same number of factors of each length, thus it is suthcient to prove that every factor 
of y is a factor of x. 
Suppose that y contains aa as a factor. In this case the same is true for x (otherwise 
x contains bb and then either f(a) or f(b) contains bb, or f(a) starts with b and 
f(b) ends with b or vice versa, and in all the cases y would contain bb). Moreover, 
f(a)#a thus, for all n32, 1 f “+‘(a)1 > I f “(a)1 and, again, the same holds for g(u) 
because g(u) is a conjugate of f(a). So, since y is a Sturmian word, thus uniformly 
recurrent, every factor of y is a factor of f”(a) for a great enough KZ. Consequently, 
it is sufficient to prove that, for all n E N, f”(a) is a factor of x (we will also prove 
that f”(a) is a conjugate of g”(u)). 
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Both a and f(a) are factors of x (because S(a) is a conjugate of g(a) (Corol- 
lary 2) and g(aa) is a factor of x). 
Let na2. f”(a) = f(f”-‘(a)) which is a conjugate of g(f”-‘(a)) (Corollary 2). 
By induction hypothesis, f”-‘(a) is a factor of x and it is a conjugate of g”-‘(a), 
thus g(f”-‘(a)) is a conjugate of g”(u) and, since g”(uu) is a factor of x, f”(u) 
is a factor of x. 0 
Let e=&oE(u H u,b H bu) and $=Eo& a H ub, b H b). The following result 
is an analogous, for Sturmian morphisms, of Proposition 8: 
Proposition 12 (Mignosi and Stebold [30]). Let f : A* + A* be a Sturmiun mor- 
phism. f generates a Sturmiun word if and only if f E C’\({ G, &}+ U (4, $}+). 
Moreover 
Lemma 9. Let f : A* + A* be a morphism. 
Zf f E {G, c?}+ then there exists n E N such that f is a conjugate of G”. 
If f E {C&G}+ then there exists n E N such that f is a conjugate of 4”. 
Proof. Let f :A*+A * be a morphism and suppose that f E {G, C?}+. 
The property is obviously true if f = G or f = C? because G is the first conjugate 
of G. 
Now let us suppose f = 0 o f’ with (T E {G, 6) and, by induction hypothesis, there 
exists n E N such that f’ is a conjugate of G”. In this case, E o f’ is a conju- 
gate of the standard morphism Eo G” and, from Lemma 2, 4 oE o f ‘= Go f’ and 
$oEof’=eof’ are conjugates of #oEoG”=G”+~. 
The proof is exactly the same if f E {& $}+. Cl 
A last result gives the relation between the morphisms that are used in the decom- 
position of a Sturmian morphism and these that are used in the decomposition of the 
standard morphism of which it is a conjugate. 
Lemma 10. Let g be a Sturmiun morphism. g is a good conjugate of a standard mor- 
phism f if and only if there exists n E FV such that f = fi o . . . o fn and g = g1 o ’ . ’ 
Ogn where, for all iEN, l<i<n, fi~{E,4}, giE{E,4,$} and, ifgi=4 or gi=J 
then fi=+, ifgi=E then fi=E. 
Proof. The sufficient condition is a direct consequence of Lemma 2. 
For the necessary condition, let g be a Sturmian morphism. g E St and the property 
is obviously true if g E {E, 4,4}. So let us suppose that g = CJ o g’ with e E {E, 4, $} 
and g’ E {E, 4,&I’ and let f be the standard morphism of which g is a good conjugate 
(cf. Theorem 4). Moreover, we suppose that f and g are reduced, which means without 
any factor E2 in their decomposition. 
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If g does not generate a Sturmian word then the property is a direct consequence of 
Proposition 12 and Lemma 9. So, in what follows, we will suppose that g generates a 
Sturmian word. 
If a=E and f =$of’ then Eog=g’ is a conjugate of Eof which is irre- 
ducible. But by induction g’, which is Sturmian, is equal to E o g” for a morphism 
g” E St, thus g = E2 o g” which contradicts the fact that g is reduced. 
If cr = 4 or c = 6 then, as St is left unitary (cf. Proposition l), g’ is Sturmian 
and thus is a conjugate of a standard morphism f “. But then, from Lemma 2, 
0 og’ (=g) is a conjugate of 4 of “. Consequently, if f = E o f’ then g is a 
conjugate of two standard morphisms E o f’ and 4 of” that are thus conjugates 
of each other. But, since g generates a Sturmian word, E o f’ and 4 of ‘I are, 
from Lemma 8, characteristic and generates two characteristic words that have 
the same set of factors, i.e. the same word. Thus, from Lemma 7 and Proposi- 
tion 11, they are powers of the same primitive characteristic morphism and this 
is a contradiction with Proposition 2. 0 
Proof of Proposition 6. Let g be a Sturmian morphism, and let f be a standard mor- 
phism and k an. integer k 2 1, such that g is a conjugate of f k. From Lemma 10, there 
exists ngN such that f =fio . . . ofn and g=giio . . . oglnog210 +.. og2no . . . 
Ogki 0 ... Ogkn with, foralliEN, l<i<n, f;:E{E,d},gjiE{E,4,$} (l<j<k)and, 
if gji = 4 or gji = 6 then fi = 4, if gji = E then fi = E. Consequently, each of the mor- 
phisms gji 0 . . . o gjn, 1 <j < k, satisfies the conditions of Lemma 10 and thus is a good 
conjugate of f, so g is a composition of good conjugates of f. 
Conversely, if g is a composition of k good conjugates of f then, again, g satisfies 
the conditions of Lemma 10 and thus is a good conjugate of f k. 0 
Proof of Proposition 7. Let f and g be two non-trivial Sturmian morphisms such 
that g is a conjugate of f. There exists (Theorem 4) a standard morphism h of which 
f is a good conjugate and, since g is a conjugate off and is Sturmian, g is also a good 
conjugate of h. Thus, from Lemma 10, there exists n E N such that h =hi o . . . oh,, 
f =f,o .-. ofn, g=gio *.. ogn and, for all in N, ldi<n, f;:~{4,$} when 
giE{4,$} and J;:=E h w en gi = E. Consequently, for all i E N, 1 <i <n, gi is a con- 
jugate of fi. 
Conversely, if f = fi o . . . o fn and g = gi o . . . o g,,, where each gi and each h is 
equal to E, 4 or 4 and if, for all i, gi is a conjugate of f;:, then gi E (4, $} when 
h E (4, $} and gi = E when f;: = E. Then, from Lemma 10, f and g are good conju- 
gates of the same standard morphism and thus are conjugates of each other. 0 
Corollary 1 is a direct consequence of Proposition 7 and Lemma 2. 
Proof of Theorem 6. Let f be a characteristic morphism, x the characteristic word 
generated by f, and h primitive morphism such that f =A”. From Lemma 7, h is 
standard and since it. generates x, it is a characteristic morphism. Moreover, let g be 
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a morphism on A such that g or g2 generates an infinite word y (i.e., y=gO(x) or 
y = (g2)“(x) for a letter x E A) with the same set of factors as x. 
Since y has the same set of factors as x, y is a Sturmian word thus, from Lemma 1, 
g E St. But in this case, from Theorem 4, there exists h’ standard morphism such that 
g is a conjugate of h’. Now the word generated by h’ has the same factors as this 
generated by g (Lemma 8), thus the same factors as x and, since these two words 
are characteristic, they are equal. So h’ and h are two characteristic morphisms which 
generate the same word. 
Let h” be a primitive morphism such that h’ is a power of h” (perhaps h’ = h”). From 
Lemma 7, h” is standard and since h” generates the same word as h’, h” and h are 
two primitive characteristic morphisms which generate the same word. Consequently, 
h = h” (Proposition 11) and g is a conjugate of a power of h. 
To prove the sufficient condition, let us consider a standard morphism f which 
generates a Sturmian word x, h a characteristic morphism of which f is a power 
and g a good conjugate of a power of h. From Proposition 10, g is a Sturmian mor- 
phism. But since f (and thus h) generates a Sturmian word, h # G” and h # $“, n E N 
(Proposition 8). Consequently, Lemma 9 gives that g $ ({G, 6’)’ U { c$, $}+) and, from 
Proposition 12, g generates a Sturmian word y. Thus g is a Sturmian morphism which 
generates a Sturmian word and with Lemma 8 we conclude that Fact(y) = Fact(x). 0 
Proof of Theorem 7. Let f and g, be two morphisms on A which generate the same 
Sturmian word x. Since f(x) =x = g(x), f and g are locally Sturmian, thus Sturmian 
(Theorem 2). From Lemma 8, there exist f’ and g’, two characteristic morphisms of 
which f and g are, respectively, good conjugates and which generate two words with 
the same set of factors as x. These two words are then equal and, from Lemma 7 
and Proposition 11, f’ and g’ are two powers of the same primitive characteristic 
morphism h. Thus f and g are good conjugates of two powers of h and there exist 
two strictly positive integers m and n such that f is a good conjugate of h” and g 
is a good conjugate of h”. But in this case, from Proposition 6, f n and gm are both 
conjugates of h”” and fog and go f are both conjugates of h”+“‘. Since all these 
morphisms generate x one has then, from Corollary 2, f n = gm and f o g = g o f. 
The words of {E,4,$}* corresponding to f and g are thus such that f” = g”’ and 
fg = gf. From Lemma 10, the occurrences of the letter E are at the same indices in 
f” and gm (respectively, in f g and gf) and, from Theorem 1, it is easy to conclude 
that f n = gm and fg = gf imply that the words f and g are powers of the same word, 
and thus that the morphisms f and g are powers of the same morphism. 0 
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