In this paper, we present coreset constructions for the fuzzy Kmeans problem. First, we show that one can construct a weak coresets for fuzzy K-means. Second, we show that there are coresets for fuzzy K-means with respect to balanced fuzzy K-means solutions. Third, we use these coresets to develop a randomized approximation algorithm whose runtime is polynomial in the number of the given points and the dimension of these points.
1 Introduction [Dunn, 1973] was the first to present a fuzzy K-means objective function, which was later extended by [Bezdek et al., 1984] . Today, fuzzy K-means has found numerous practical applications, for example in image segmentation and biological data analysis (see [Rezaee et al., 2000] and [Dembélé and Kastner, 2003 ]), to name just a few.
Fuzzy K-Means Problem
Let X = {(x 1 , w 1 ), . . . , (x N , w N )} be a set of data points x n ∈ R D weighted by w n ∈ R + . We want to group X into some predefined number of clusters K. These clusters are represented by mean vectors µ 1 , . . . , µ K ∈ R D . In a fuzzy clustering, each data point x n belongs to each cluster, represented by a mean µ k , with a certain membership value r nk ∈ [0, 1]. The fuzzy K-means problem has an additional parameter, the so-called fuzzifier m ∈ N ≥2 , which is chosen in advance and is not subject to optimization. In simple terms, the fuzzifier m determines how much clusters are allowed to overlap, i.e. how soft the clustering is. Strictly speaking, the problem degenerates if m is allowed to grow, as the cost of every solution can always be reduced by increasing m. Practitioners mostly choose m = 2. For m = 1, this problem would coincide with the classical K-means problem, while for m → ∞ the memberships and every mean of every optimal solution converge to a uniform distribution and the center of the data set X, respectively. Our problem definition is a generalization of the original definition presented in [Bezdek et al., 1984] in that we consider weighted data sets. By setting all weights to 1, we obtain the original definition.
Fuzzy K-Means (FM) Algorithm
The most widely used heuristic for the fuzzy K-means problem is an alternating optimization algorithm known as fuzzy K-means (FM) algorithm. It is defined by the following first-order optimality conditions (see [Bezdek et al., 1987] ): Fixing the means {µ k } k∈ [K] , optimal memberships are given by
(1) if x n = µ l for all l ∈ [K] . If x n coincides with some of the µ l , then the membership of x n can be distributed arbitrarily among those µ l with µ l = x n . Fixing the memberships {r nk } n,k , the optimal means are given by 
Relation to the K-Means Problem
There is a coarse but still useful relation between the K-means and the fuzzy K-means cost function.
Proof. can be found in [Blömer et al., 2015] .
Our Contribution
We present the first coreset constructions for the fuzzy K-means problem. Our three main contributions are the following: First, we show that one can construct a weak coresets for fuzzy K-means. Second, we show that there are coresets for fuzzy K-means with respect to balanced fuzzy K-means solutions. Third, we show that these coresets can be used to construct a randomized approximation algorithm whose runtime is polynomial in the number of the given points and the dimension of these points.
The following sections are organized as follows: In Section 3, we present our construction of weak coresets. Section 4 deals with coresets for balanced solutions. Finally, in Section 5, we show how to construct a randomized approximation algorithm.
A Weak Coreset for Fuzzy K-Means
The coreset construction of [Chen, 2009] can be used to obtain a Γ-Weak (K, ǫ)-coreset for a fuzzy K-means problem, which is also a Γ-Weak (K, ǫ/K m−1 )-coreset for the K-means problem.
, and δ ∈ [0, 1], computes a set S ⊂ X × R that satisfies the following property with probability at least 1 − δ:
For all C ⊂ Γ, |C| ≤ K,
and, additionally, for all C ⊂ Γ, |C| ≤ K,
The set S has size
The algorithms' runtime is bounded by
Proof. can be found in Appendix B.
A Coreset for Fuzzy K-Means
With the help of the results from the previous section, we can construct a coreset for balanced solutions of a fuzzy K-means problem, which we define as follows. 
Definition 6 (Coresets for Balanced Solutions
We can compute a coreset for balanced solutions as follows.
Theorem 7 (Coresets for Balanced Solutions). There is an algorithm that, given X ⊂ R D × {1}, K ∈ N, ǫ ∈ [0, 1] and δ ∈ [0, 1], computes a set S ⊂ X × R such that, with probability at least 1 − δ, S is a (K, ǫ)-coreset for balanced solutions with respect to X.
The algorithms' runtime is bounded by O(|S| · N ).
Proof. can be found in Appendix C.
Interestingly, a coreset for balanced solutions does preserve approximative solutions in the following way.
Proof. can be found in Appendix D.
An Application of Our Coreset for Fuzzy KMeans
In the following we use our coreset construction from the previous section to improve our results from [Blömer et al., 2015] . [Blömer et al., 2015] In [Blömer et al., 2015] we already proved the following results.
Results from
Theorem 9. There is a deterministic algorithm that, given
The algorithms' runtime is bounded by N log(N ) + log
Lemma 10 (Dimension Reduction). There is a randomized algorithm that,
computes a numberD = O(log(N )/ǫ 2 ) and a linear map π : R D → RD such that with constant probability for all α ≥ 1 it holds that memberships which induce an α-approximation of the fuzzy K-means problem onX
By combining Theorem 9 with dimension reduction technique from Lemma 10 and our coreset construction for balanced fuzzy K-means solutions, we obtain a significant speedup and get rid of the exponential dependence on D.
Corollary 11. There is a randomized algorithm that, given X ⊂ R D × {1}, K ∈ N, m ∈ N, and ǫ ∈ (0, 1], computes a solution (C, R) such that with constant probability
The algorithms' runtime is bounded by
Proof. can be found in Appendix E
More precisely, we combine the aforementioned techniques as follows. First, we apply Theorem 7 to compute a coreset for balanced fuzzy Kmeans solutions. Then, we apply the dimension reduction technique from Lemma 10 to obtain a set π(S) ⊂ RD × R + with smaller dimensionD ≪ D. Finally, we apply the algorithm from Theorem 9 to the set π(S) and uses the result to compute the desired approximation.
Note that, since the coreset construction can only be used for unweighted data sets, the algorithm takes an unweighted data set (i.e. X ⊂ R D × {1}) as input. However, since the reduced set π(S) is a weighted data set, we then need to use an approximation algorithm that can handle a weighted data set (e.g., the algorithm from Theorem 9).
In comparison to the algorithm from Theorem 9, the algorithm from Corollary 11 has the advantage that its runtime has no exponential dependence on D, but the dependence on K is worse.
A Preliminaries
Definition 12 (K-Means Costs). For weighted point sets
Definition 13 (Ball). For x ∈ R D , and r ≥ 0, we let
The following lemma is well known (e.g. used in the proof of Theorem 2 in [Inaba et al., 1994] ).
Lemma 17. For all a, b ∈ R we have
B Proof of Theorem 5
To prove Theorem 5, we consider the following algorithm.
Algorithm 18 (Γ-Weak Coreset). We are given
, and γ ∈ N.
1. Apply the randomized algorithm from [Aggarwal et al., 2009 ] to obtain, with probability at least
Let
ν := ⌈log(αN )⌉ and
For each k ∈ [η], let
and, for each k ∈ [η] and j ∈ {0, 1, . . . , ν}, let
6. Set the weight of each point s ∈ S k,j to
Observe that {X k,j } k,j is a partition of X.
The following concentration bound was presented by [Haussler, 1992] and is crucial to our analysis of Algorithm 18.
Proof of Theorem 5. First, we show that the property holds for some fixed C ⊂ Γ, |C| ≤ K, with high probability. To this end, consider arbitrary but
From Lemma 3, we know that for all x ∈ X we have 0 ≤ φ
. . , ν} and let
Then, for each x n ∈ X k,j we can bound
Next, we rewrite
we obtain that, with probability at least 1 − δ/2(ην
By definition of x * , we can bound
For j = 0, we trivially obtain
Using these upper bounds, we can conclude from Equation (4) that
with probability at least 1 − δ/2(ην
Using the union bound, we know that this holds simultaneously for every k ∈ [η] and j = {0, 1, . . . , ν} with probability at least 1 − δ/2 |Γ| −K . Hence, by summing over all k ∈ [η] and j = {0, 1, . . . , ν}, we can conclude that
holds with probability at least 1 − δ/2 |Γ| −K . Analogously, we obtain that
also with probability at least 1 − δ/2 |Γ| −K .
Thus, we have
and
Recall that Equations (5) and (6) hold for arbitrary fixed C ⊂ Γ, |C| ≤ K. Observe that there are at most |Γ| K many subsets of size not larger than K of Γ. Hence, using union bound, we obtain that the constructed set S has the desired property, with probability at least 1 − δ/2. It remains to analyze the size of S and the runtime. By construction, the size of S is bounded by
(Def. of η and ν; α, β ∈ O(1))
The algorithm from [Aggarwal et al., 2009 ] which is applied in Step 1 has runtime O(N KD log(δ −1 )). Furthermore, for each x ∈ X and k ∈ [η], there is exactly one j ∈ {0, 1, . . . , ν} such that x ∈ X k,j . This index j can be determined in time O(D). Moreover, sampling the multisets {S k,j } k∈[η], j∈{0,1,...,ν} , takes time O(|S|). Hence, the overall runtime is given by O(N KD log(δ −1 + |S|). This yields the theorem.
C Proof of Theorem 7 C.1 Preliminaries
To prove Theorem 7, we consider Algorithm 18 which we apply to X, K, ǫ := ǫ 3 160K m−1 , δ := δ/2, and
where α is given by he (α, β)-bicriteria approximation algorithm used in the first step of Algorithm 18.
Additionally, we consider the following quantities:
κ := αK m−1 , and (10)
For all k ∈ [K] and j ∈ {0, . . . , Φ}, we set
For each k ∈ [K] and j ∈ {0, . . . , Φ}, construct an axis-parallel grid with side length
Pick the center of each cell as a representative of the points inside the cell. Then, we call
x ′ is the representative of x} be the set of all representatives.
C.2 Results from [Blömer et al., 2015] Theorem 20. Let C ⊆ U . Let C ′ be the representatives of points in C, i.e.
Lemma 21. For each µ ∈ U with representative µ ′ ∈ G it holds
For all x n ∈ X, we have
Theorem 23. Let C ⊆ U . Let C ′ be the representatives of points in C, i.e. C ′ := {µ ′ ∈ G | ∃µ ∈ C : µ ′ is the representative of µ}. Then, for all x n ∈ X, we have
Observation 24. We have
C.3 Analysis
Analogously to [Chen, 2009] one can show that the following holds true Observation 25.
Hence, |G| ≤ γ. Thus, by Theorem 5, with probability at least 1 − δ/2, S is a G-weak (K,ǫ)-coreset. In the following, we assume that S is indeed a G-weak (K,ǫ)-coreset, i.e. for all C ′ ⊆ G, |C ′ | = K, we have
In the following, we fix an arbitrary solution
where
The following claims and their proofs are an analogon of claims in [Chen, 2009] .
Furthermore, since µ l / ∈ U , we know that µ l − a 2 ≥ 2 Φ R. By the triangle inequality, we conclude
Using Lemma 3, we obtain
Hence,
In the following, we denote representative of x n ∈ X in S byx n . Let {r nl } n,l be the optimal responsibilities induced by C with respect to the {x n } n . Recall that, by construction, the weight ωx ofx equals the number of points in X whose representative isx (cf. Algorithm 18). Thus, we have
(by optimality of repsonsibilities)
where in the last inequality we use Lemma 15 and the fact that N n=1 r m nl ≤ 1 and
By the binomial formulas, for all a, x, y ∈ R, a = 0, we have 2xy ≤ a 2 x 2 + 1 a 2 y 2 . Hence, for eachǫ
Thus,
From [Chen, 2009] , we know that N n=1 x n −x n 2 2 ≤ 20·km X (A). With Equation (16), we can conclude
Furthermore, we know from Lemma 3, that φ (m)
. From Theorem 5, we know that km S (C) ≤ (1 +ǫ) km X (C). Hence, due to Lemma 3, we can conclude
By plugging Equation (18) and (19) into Equation (17), we obtain that
Observe that
where the second to last inequality is due to the fact that, for all y ∈ R with y ≥ 16, we have √ y ≤ y/4 and α · 
(Equation (15))
(Equation (20))
Proof. By definition of Algorithm 18, we have
Recall the definition of ω s from Algorithm 18. We can conclude that
Proof. Let C ′ ⊆ G be the representatives of C ⊆ U . Observe that
From Lemma 22, we know that for all
By summing over all x n ∈ X ⊆ R D , we obtain (3) and (8))
(Equation (10))
Using Theorem 5, we can conclude
From Lemma 22, we know that for all x n ∈ X ⊂ R D , we have
By summing over all (s, ω s ) ∈ S ⊆ X × R, we obtain
(Equation (8) and (3))
From Theorem 5, we know that
(Equation (10) and (11)) Combining all these inequalities yields
which yields the claim.
From Theorem 20, we can conclude that
Using Equation (14), we can conclude
Recall that S ⊂ X × R. From Lemma 23, we know that for all x n ∈ X ⊂ R D , we have
By summing over all (s, ω s ) ∈ S ⊂ X × R , we obtain
(Equation (8)) Hence,
Recall that km S (A) ≤ 5αφ 
X (C) (Equation (10))
Combining Claim 26 and 29 yields that (1 − ǫ)φ
It remains to analyze the size of S and the algorithms' runtime. Observe that by definition,
From Theorem 5, we know that we can bound the runtime by
Analogously, using Theorem 5, we can bound the size of S by
D Proof of Theorem 8
In this section, we show that (K, ǫ)-coresets for balanced solutions preserve approximations. That is, a good approximation for the fuzzy K-means problem with respect to the coreset is also a good approximation to the fuzzy K-means problem with respect to X. We already formalized this result in Theorem 8.
To prove Theorem 8, we need the following results.
be the optimal memberships induced by C with respect to the weighted set S. Then there is a set of optimal memberships {r(x, k)} x∈X,k∈ [K] induced by C with respect to the unweighted set X where for all s = (x, w) ∈ S we have r(s, k) = r(x, k).
Proof. The claim follows directly from the observation that the optimal responsibility of each point only depends on the point itself and the given set of means (cf. Equation (1)).
where for each k ∈ L we have that there exists an n ∈ [N ] such that r nk ≥ ǫ 4mK 2 .
Proof of Theorem 8. Letǫ = ǫ/14. Consider an arbitrary but fixed
By Corollary 31, there is an index set
and such that, for every k ∈ L, there exists an x n(l) ∈ S withr n(l)k ≥ǫ 4mK 2 , where {r nk } n,k are the optimal memberships induced byC with respect to S. With Lemma 30, we can conclude that for every k ∈ L we also have that r n(l)k ≥ǫ 4mK 2 , where {r nk } n,k are the optimal memberships induced byC with respect to X. Hence, for all k ∈ L, we have R k = N n=1 r m nk ≥ǫ 4mK 2 . That means, we can apply Theorem 7 to obtain
Due to Corollary 31, there exists a set of meansC
and where for the optimal memberships r opt nk induced byC OP T X it holds that for all k we have R 
Putting it all together,
(Equation (26))
(Equation (29)) Using Lemma 16 and the fact thatǫ = ǫ/14 ≤ 0.5, we can conclude
(1 +ǫ) 3 1 −ǫ ≤ 1 + 6ǫ 1 −ǫ = 1 + 7ǫ 1 −ǫ ≤ 1 + 14ǫ = 1 + ǫ .
This yields the claim.
E Proof of Corollary 11
By combining the dimension reduction technique by Johnson-Lindenstrauss and our coreset construction from Theorem 7 and our result from Theorem 8, we obtain the following result.
Theorem 32. There is an algorithm that, given X ⊂ R D , K ∈ N and ǫ ∈ (0, 1/2], computes a set S ⊂ R D and a mapping π : R D → RD, where
andD ∈ O (log(log(N )) + log(D) + 4m log(K)) /ǫ 3 , satisfying the following property: With constant probability, for all C ⊂ RD with |C| = K and with
we have φ Proof. Let S be the set computed as in Theorem 7, given X, K,ǫ := ǫ/4, and some sufficiently small constant δ > 0. Let π be the dimension-reduction computed as in Lemma 10 with respect to S. Then, with constant probability, S is a coreset for balanced solutions and Lemma 10 holds true as well.
To keep our notation uncluttered, we let R Y (M ) be the responsibilities that are induced by some set of means M with respect to data set Y and let C Y (R) be the means induced by some set of responsibilities R with respect to the data set Y .
Let C ⊂ RD with |C| = K and satisfying Equation 31. Due to the optimality of induced solutions, we have 
By combining Equation (32) 
By combining Equation (33) and (34), we obtain Proof of Corollary 11. Combining Theorem 9 with Theorem 32, we directly obtain Corollary 11.
