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Abstract
Truck load planning for DCIx
The aim of this master thesis is to implement algorithm for solving bin pac-
king problems to already existing warehouse management system (DCIx).
I present mapping of existing algorithms, which are compared according to
results from expert literature. The most suitable algorithm, which will be
implemented, is closely described. Inputs and outputs for the algorithm are
identified in the system DCIx. The results at the end of this work also show
description of implementation.
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1 U´vod
Tato diplomova´ pra´ce byla zada´na firmou Aimtec, ktera´ chce do sve´ho skla-
dove´ho syste´mu DCIx zacˇlenit pla´nova´n´ı nakla´dky.
Pla´nova´n´ı nakla´dky je podskupinou proble´mu Bin Packing Problem (BPP).
Rˇesˇen´ı BPP ma´ r˚uznorode´ pouzˇit´ı, slouzˇ´ı naprˇ´ıklad k optimalizovane´mu roz-
mı´steˇn´ı reklam v novina´ch; rozrˇeza´n´ı skla na tabule, pro minimalizaci odpadu;
optimalizaci nakla´da´n´ı zbozˇ´ı do kontejner˚u, pro minimalizaci nevyuzˇite´ho
mı´sta - tedy pla´nova´n´ı nakla´dky, a dalˇs´ı. BPP na´lezˇ´ı do skupiny NP-teˇzˇky´ch
proble´mu˚ a pro jeho rˇesˇen´ı existuje velke´ mnozˇstv´ı algoritmu˚.
Pra´ce obsahuje shrnut´ı algoritmu˚ rˇesˇ´ıc´ıch BPP, jejich porovna´n´ı z hlediska
vy´konosti a kvality rˇesˇen´ı. Da´le obsahuje vy´beˇr algoritmu, ktery´ odpov´ıda´
pozˇadavk˚um na implementaci nakla´dky do syste´mu DCIx.
Dalˇs´ı cˇa´st pra´ce se pote´ zaby´va´ analy´zou sta´vaj´ıc´ıch struktur v aplikaci
DCIx, jejich vyuzˇit´ım pro algoritmus pla´nova´n´ı nakla´dky , a nakonec popisem
implementace vybrane´ho algoritmu.
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2 Bin Packing Problem (BPP)
2.1 Obecne´ popis proble´mu
Obecneˇ je vstupem algoritmu˚ rˇesˇ´ıc´ıch BPP mnozˇina prˇedmeˇt˚u s udany´mi
rozmeˇry a mnozˇina homogenn´ıch kontejner˚u s udany´mi rozmeˇry. C´ılem al-
goritmu je nalozˇen´ı co nejv´ıce prˇedmeˇt˚u do co nejmensˇ´ıho pocˇtu kontejner˚u.
Prˇesne´ vstupy a c´ıl algoritmu se liˇs´ı od pouzˇit´ı v rea´lne´m sveˇteˇ. Naprˇ.: Mno-
zˇina prˇedmeˇt˚u mu˚zˇe by´t povazˇova´na za nekonecˇnou a mnozˇina kontejner˚u za
konecˇnou - tedy ma´me omezeny´ pocˇet na´kladn´ıch aut (kontejner˚u), ktere´ bu-
dou prˇedmeˇty prˇeva´zˇet, a pocˇet skladovy´ch za´sob (prˇedmeˇt˚u) je tak vysoky´,
zˇe ho mu˚zˇeme povazˇovat za neomezeny´. Nebo naopak mnozˇina prˇedmeˇt˚u
mu˚zˇe by´t povazˇova´na za konecˇnou a mnozˇina kontejner˚u za nekonecˇnou -
ma´me prˇesneˇ vymezene´, ktere´ prˇedmeˇty chceme prˇeve´zt, ale neza´lezˇ´ı na´m na
pocˇtu na´kladn´ıch automobil˚u (kontejner˚u), tento pocˇet pouze chceme mini-
malizovat.
Jedna´ se o v´ıcerozmeˇrny´ proble´m (mu˚zˇe by´t pouzˇit jako jedno-, dvou-
nebo trˇ´ırozmeˇrny´). Pro prˇehlednost budeme da´le uvazˇovat o proble´mu jako
dvourozmeˇrne´m, analogicky jde vsˇak proble´m popsat i jako trˇ´ırozmeˇrny´.
2.1.1 Vstupy
Prˇedmeˇty
Definujme tedy mnozˇinu prˇedmeˇt˚u jako i ∈ I, ktere´ maj´ı rozmeˇry a to sˇ´ıˇrka
prˇedmeˇtu (wi) a vy´sˇka prˇedmeˇtu (hi) viz obra´zek 2.1. Pozdeˇji u 3D BPP jesˇteˇ
uvedeme trˇet´ı rozmeˇr, hloubku prˇedmeˇtu (di).
Kontejnery
Mnozˇinu kontejner˚u definujeme jako homogenn´ı, vsˇechny kontejnery maj´ı
tedy stejne´ rozmeˇry: sˇ´ıˇrka kontejner˚u (W ), vy´sˇka kontejner˚u (H) (u 3D BPP
opeˇt jesˇteˇ hloubka kontejner˚u (D)) a da´le ma´me definovany´ parametr maxi-
ma´ln´ı pocˇet kontejner˚u (bmax) viz obra´zek 2.1.
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Obra´zek 2.1: Prˇedmeˇt umı´steˇny´ v kontejneru
Omezen´ı
Prˇedpokla´da´me omezen´ı prˇedmeˇt˚u (viz vzorec 2.1) - prˇedmeˇty tedy nemohou
prˇesa´hnout velikost kontejneru.Dalˇs´ım omezen´ım je, zˇe prˇedmeˇty nelze deˇlit
a mus´ı by´t do kontejneru umı´steˇny jako celek, da´le se prˇedmeˇty umı´steˇne´ do
kontejneru nesmeˇj´ı prˇekry´vat.
wi ≤ W ∧ hi ≤ H (2.1)
2.2 Existuj´ıc´ı algoritmy
BPP a jeho podmnozˇiny se rˇesˇ´ı jizˇ neˇkolik des´ıtek let. Jedna z prvn´ıch zmı´nek
se datuje uzˇ k roku 1897 (jak uva´d´ı [Peng and Zhang, 2012]). V posledn´ıch
deka´da´ch se objevilo velke´ mnozˇstv´ı algoritmu˚, ktere´ se na tento proble´m
zameˇrˇuj´ı. Na´sleduj´ıc´ı kapitoly obsahuj´ı strucˇny´ popis jednotlivy´ch algoritmu˚
a jejich srovna´n´ı a to jak z hlediska vy´konu, tak z hlediska modifikovatelnosti
pro rea´lne´ pouzˇit´ı.
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2.3 Umı´steˇn´ı prˇedmeˇtu do kontejneru
Jedn´ım z hlavn´ıch proble´mu˚, ktery´ mus´ı algoritmus rˇesˇit, je definova´n´ı mı´st,
kam mu˚zˇe by´t prˇedmeˇt umı´steˇn. Zat´ımco u 1D proble´mu je umı´steˇn´ı prˇed-
meˇtu jasne´ (viz obra´zek 2.2 (a)), nebot’ prˇedmeˇt se vlozˇ´ı ihned na prvn´ı volne´
mı´sto, u proble´mu 2D nen´ı mozˇne´ umı´steˇn´ı jednoznacˇneˇ urcˇit (viz obra´zek
2.2 (b)). Mus´ıme zvolit heuristiku, ktera´ najde body, kam je mozˇne´ prˇedmeˇt
umı´stit a pote´ posoud´ı, ktere´ z mı´st je pro umı´steˇn´ı nejvhodneˇjˇs´ı. U 3D pro-
ble´mu se slozˇitost proble´mu zvysˇuje, avsˇak je mozˇne´ pouzˇ´ıt stejne´ heuristiky
jako u 2D proble´mu.
(a) znacˇka se sˇipkou naznacˇuje jedine´ vhodne´ mı´sto pro
umı´steˇn´ı prˇedmeˇtu
PP1 PP2 PP3
PP4 PP5
(b) body PPi zna´zornˇuj´ı na´hodneˇ vybrane´ body pro umı´steˇn´ı prˇedmeˇtu
Obra´zek 2.2: Umı´steˇn´ı prˇedmeˇtu do kontejneru
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2.3.1 Vzory naskladneˇn´ı
Jeden z prvn´ıch pokus˚u heuristiky umı´steˇn´ı je vytvorˇen´ı mnozˇiny vsˇech mozˇ-
ny´ch vzor˚u naskladneˇn´ı prˇedmeˇt˚u do kontejneru v za´vislosti na omezen´ı pro
umı´steˇn´ı prˇedmeˇt˚u (viz [Gilmore and Gomory, 1965]). Vzory se pote´ kombi-
nuj´ı, tak aby odpov´ıdaly prˇedmeˇt˚um, ktere´ maj´ı by´t umı´steˇny do kontejner˚u,
ve snaze minimalizovat pocˇet pouzˇity´ch kontejner˚u. Tento prˇ´ıstup lze pouzˇ´ıt
jen pro malou podmnozˇinu BPP.
2.3.2 Obde´ln´ıkove´ oblasti
Dalˇs´ım prˇ´ıstupem je rozdeˇlit kontejner do v´ıce obde´ln´ıkovy´ch oblast´ı o rozmeˇ-
rech p× q. Prˇedmeˇty jsou pote´ vzˇdy svy´m levy´m spodn´ım okrajem umı´steˇny
do leve´ho spodn´ıho okraje obde´ln´ıkove´ oblasti (viz [Beasley, 1985]). Prˇ´ıklad
umı´steˇn´ı je mozˇne´ videˇt na obra´zku 2.3. Prˇi takove´mto postupu za´lezˇ´ı kva-
lita rˇesˇen´ı na zvolen´ı rozmeˇr˚u p, q dany´ch oblast´ı, avsˇak s veˇtsˇ´ı granularitou
nar˚usta´ slozˇitost rˇesˇen´ı.
Obra´zek 2.3: Na obra´zku je zna´zorneˇno rozdeˇlen´ı kontejneru na obde´ln´ıky,
da´le mu˚zˇeme videˇt vznikaj´ıc´ı mezery mezi prˇedmeˇty
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2.3.3 Bina´rn´ı promeˇnne´
[Egeblad and Pisinger, 2009] vymysleli model, ktery´ reprezentuje prˇesah prˇed-
meˇt˚u v kontejneru a to za pomoci bina´rn´ıch promeˇnny´ch. Tento model je
schopny´ se vyporˇa´dat s rotac´ı prˇedmeˇt˚u, urcˇen´ım pevne´ pozice pro urcˇity´
prˇedmeˇt atd. Podobny´ prˇ´ıstup je mozˇny´ videˇt u [Baldi et al., 2011]; tento
algoritmus se zaby´va´ proble´my, kde je nutne´ uvazˇovat o rozlozˇen´ı va´hy na´-
kladu v kontejneru z d˚uvodu zachova´n´ı rovnova´hy. Omezen´ı bylo naprˇ´ıklad
specifikova´no tak, zˇe prˇedmeˇt byl definova´n teˇzˇiˇsteˇm a jeho rozmeˇry. Prˇed-
meˇty mus´ı by´t umı´steˇny do kontejneru tak, aby celkove´ teˇzˇiˇsteˇ na´kladu lezˇelo
v prˇedem definovane´ zo´neˇ.
Vsˇechny heuristiky uvedene´ v te´to a prˇedchoz´ıch kapitola´ch se vsˇak mus´ı
poty´kat s velky´m mnozˇstv´ım promeˇnny´ch v˚ucˇi kvaliteˇ rˇesˇen´ı. Mohou by´t
pouzˇity pouze pro skupiny prˇ´ıpad˚u s maly´m pocˇtem prˇedmeˇt˚u (cca 20 druh˚u
prˇedmeˇt˚u pro 3D proble´m).
Heuristika pro umı´steˇn´ı prˇedmeˇt˚u do kontejneru mus´ı by´t bra´na s ohle-
dem k vy´pocˇetn´ımu cˇasu a slozˇitosti datovy´ch struktur pro drzˇen´ı informac´ı
o jizˇ umı´steˇny´ch prˇedmeˇtech v dany´ch kontejnerech. Rovneˇzˇ se mus´ı bra´t
v potaz mozˇnosti prˇida´n´ı dalˇs´ıho omezen´ı pro algoritmus, a to naprˇ´ıklad
pevne´ umı´steˇn´ı neˇktery´ch prˇedmeˇt˚u v kontejnerech, nebo zohledneˇn´ı rˇez˚u
(prˇi optimalizaci rozdeˇlen´ı skla na jednotlive´ tabule apod.).
2.3.4 Zjednodusˇen´ı proble´mu
Pro 2D proble´m se cˇasto vyuzˇ´ıva´ rozdeˇlen´ı heuristiky na dveˇ cˇa´sti, t´ım dojde
k prˇevodu na 1D proble´m (viz [Chung et al., 1982], [Berkey and Wang, 1987]
a [Bortfeldt and T.Winter, 2009]). Nejprve se umı´st´ı prˇedmeˇty do jednotli-
vy´ch vrstev (polic), ktere´ maj´ı jasneˇ danou vy´sˇku hs odpov´ıdaj´ıc´ı nejvysˇsˇ´ımu
prˇedmeˇtu ve vrstveˇ a sˇ´ıˇrku W odpov´ıdaj´ıc´ı sˇ´ıˇrce kontejneru. Jednotlive´ vrstvy
se pak naskla´daj´ı na sebe do kontejneru (viz obra´zek 2.4).
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Obra´zek 2.4: Rozdeˇlen´ı kontejneru do vrstev (polic)
Obdobny´ postup lze pouzˇ´ıt pro 3D proble´m, kdy se nejprve prˇedmeˇty
vyskla´daj´ı do tzv. zd´ı s rozmeˇry W a H, podle kontejneru (tedy redukce na
2D proble´m). A pote´ se zdi vyskla´daj´ı do kontejneru, kde hloubka zdi hzi
odpov´ıda´ nejhlubsˇ´ımu balen´ı v dane´ zdi, tedy redukce na 1D proble´m (viz
[George and Robinson, 1980] a [Pisinger, 2002]).
2.3.5 Intervalove´ grafy
Za pomoc´ı teorie graf˚u definovali umı´steˇn´ı prˇedmeˇt˚u do kontejneru [Fekete
and Schepers, 1997] a [Fekete and Schepers, 2004]. Umı´steˇn´ı prˇedmeˇt˚u je
zna´zorneˇno pomoc´ı intervalovy´ch graf˚u viz obra´zek 2.5 (pro kazˇdou ortogo-
na´ln´ı osu jeden intervalovy´ graf). T´ımto prˇ´ıstupem mohli pracovat s celou
mnozˇinou jizˇ umı´steˇny´ch balen´ı najednou. Kazˇdy´ prˇedmeˇt je v grafu zna´zor-
neˇn jako vrchol, hrana mezi vrcholy existuje pouze tehdy, pokud se v dane´
ose prˇedmeˇty prˇekry´vaj´ı. Uka´zky graf˚u mu˚zˇeme videˇt na obra´zc´ıch 2.5(c)
(intervalovy´ graf osy x) a 2.5(b) (pro osu y).
7
Bin Packing Problem (BPP) Umı´steˇn´ı prˇedmeˇtu do kontejneru
(a) Umı´steˇn´ı prˇedmeˇt˚u v kontejneru
1
2 3
(b) graf pro osu y
1
2 3
(c) graf pro osu x
Obra´zek 2.5: Zna´zorneˇn´ı umı´steˇn´ı prˇedmeˇt˚u pomoc´ı intervalovy´ch graf˚u
2.3.6 Rohove´ body
Dalˇs´ım prˇ´ıstupem je definova´n´ı tzv. rohovy´ch bod˚u viz [Martello et al., 2000],
kde mu˚zˇe by´t prˇedmeˇt umı´steˇn. Rohovy´ bod je takovy´ bod, kde mu˚zˇe by´t
prˇedmeˇt umı´steˇn anizˇ by mohlo doj´ıt k prˇekryt´ı prˇedmeˇtu s jiny´m, jizˇ umı´s-
teˇny´m prˇedmeˇtem (viz obra´zek 2.6). Vy´pocˇet teˇchto bod˚u ma´ doka´zanou
slozˇitost O(n2). [Martello et al., 2000] pouzˇili tento algoritmus jako za´klad
rozhodnut´ı, zda dana´ mnozˇina prˇedmeˇt˚u mu˚zˇe by´t nalozˇena do kontejneru.
V [den Boef et al., 2005] vsˇak bylo uka´za´no, zˇe pokud neexistuje zˇa´dny´ ro-
hovy´ bod, kam by se vesˇel dany´ prˇedmeˇt, tak prˇesto existuje mı´sto v tomto
kontejneru, kam tento prˇedmeˇt umı´stit lze, nevyuzˇitelna´ oblast je na obra´zku
2.6 vysˇrafova´na.
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CP1
CP2
CP3
Obra´zek 2.6: Umı´steˇn´ı rohovy´ch bod˚u
2.3.7 Extre´mn´ı body
Rozsˇ´ıˇren´ım prˇ´ıstupu z kapitoly 2.3.6 jsou tzv. extre´mn´ı body (EB), ktere´ byly
prˇedstaveny v [Crainic et al., 2008]. K rohovy´m bod˚um jsou prˇida´ny dalˇs´ı
takove´ body, kam je mozˇne´ prˇedmeˇt umı´stit a sjednocen´ım teˇchto mnozˇin
dosta´va´me mnozˇinu extre´mn´ıch bod˚u (viz obra´zek 2.7). Pouzˇit´ı EB vyuzˇ´ıva´
i mı´sta, ktera´ prˇi pouzˇit´ı rohovy´ch bod˚u nelze pouzˇ´ıt. To mu˚zˇeme videˇt na
obra´zc´ıch 2.6 a 2.7 jako cˇerveneˇ-b´ılo pruhovanou oblast.
2.4 Algoritmy rˇesˇ´ıc´ı 2D a 3D BPP
V te´to kapitole budou popsa´ny algoritmy, ktere´ obecneˇ rˇesˇ´ı proble´m, kde
ma´me konecˇne´ mnozˇstv´ı prˇedmeˇt˚u, jezˇ se snazˇ´ıme ulozˇit do co nejmensˇ´ıho
pocˇtu kontejner˚u stejny´ch rozmeˇr˚u.
Vy´sledky vsˇech algoritmu˚ byly shroma´zˇdeˇny z prˇ´ıslusˇne´ literatury. Vzhle-
dem k rozd´ılny´m procesor˚um, ktere´ byly pouzˇity jednotlivy´mi autory pro
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Obra´zek 2.7: Umı´steˇn´ı extre´mn´ıch bod˚u
testova´n´ı algoritmu˚, byly cˇasy prˇepocˇ´ıta´ny podle SPEC CPU2006 (viz [cpu,
2006]) a prˇepocˇ´ıtane´ cˇasy odpov´ıdaj´ı procesoru Pentium 4 3000 MHz.
2.4.1 TSPACK
[Lodi et al., 1999] prˇedstavil algoritmus TSPACK. Jedna´ se o Tabu Search
(TS) algoritmus rˇesˇ´ıc´ı 2D-BPP. Algoritmus vyuzˇ´ıva´ dveˇ heuristiky pro umı´s-
teˇn´ı prˇedmeˇt˚u do kontejner˚u. TS pouze kontroluje pohyb mezi jednotlivy´mi
kontejnery. Mezi dveˇma sousedy se algoritmus pokousˇ´ı prˇesunout vsˇechny
prˇedmeˇty z nejslabsˇ´ıho kontejneru do silneˇjˇs´ıho. Nejslabsˇ´ı kontejner je ta-
kovy´ kontejner, ze ktere´ho bude nejjednodusˇsˇ´ı prˇesunout vsˇechny prˇedmeˇty
do jine´ho, za´lezˇ´ı na zvolen´ı parametru, naprˇ.: nejmensˇ´ı pocˇet prˇedmeˇt˚u v kon-
tejneru, nejmensˇ´ı zabrana´ plocha prˇedmeˇty apod. Druha´ heuristika slouzˇ´ı
k umı´steˇn´ı prˇedmeˇt˚u v dane´m kontejneru, vlastnosti algoritmu za´vis´ı na po-
uzˇit´ı vnitrˇn´ı heuristiky. Tento algoritmus je povazˇova´n za jednu z nejlepsˇ´ıch
meta-heuristik, ktere´ byly pro 2D-BPP sestrojeny, avsˇak na jednotlive´ vy´po-
cˇty potrˇebuje pr˚umeˇrneˇ 60 CPU sekund.
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2.4.2 Height first - Area second (HA)
Stejn´ı autorˇi jako v kapitole 2.4.1 prezentovali algoritmus HA rˇesˇ´ıc´ı 2D-BPP.
HA je zalozˇen na umist’ova´n´ı prˇedmeˇt˚u do vrstev, viz kapitola 2.3 (obra´zek
2.4), algoritmus vyb´ıra´ lepsˇ´ı ze dvou rˇesˇen´ı. Prvn´ı rˇesˇen´ı vznika´ seskupen´ım
prˇedmeˇt˚u podle vy´sˇky. Jednotlive´ skupiny pote´ umı´st´ı do vrstev a ty vlozˇ´ı do
kontejner˚u podle algoritmu BaB, ktery´ slouzˇ´ı k rˇesˇen´ı 1D-BPP (viz [Martello
and Toth, 1990]). Druhe´ rˇesˇen´ı vznika´ serˇazen´ım balen´ı do skupin podle plo-
chy, kterou zaberou. Tyto skupiny opeˇt umı´st´ı do vrstev, vrstvy umı´st´ı podle
algoritmu BaB do kontejner˚u. Algoritmus je rychlejˇs´ı, avsˇak me´neˇ prˇesny´ nezˇ
TSPACK.
2.4.3 Branch-and-Bound (BaB)
Dvou u´rovnˇovy´ BaB algoritmus, ktery´ je prˇ´ımo urcˇen pro rˇesˇen´ı 3D-BPP, byl
prˇedstaven v [Martello et al., 2000]. Prvn´ı u´rovenˇ algoritmu prˇiˇrad´ı prˇedmeˇty
do kontejner˚u. V druhe´ u´rovni se oveˇrˇ´ı zda prˇedmeˇty prˇiˇrazene´ k urcˇite´mu
kontejneru je opravdu mozˇne´ do tohoto kontejneru nalozˇit. V te´ same´ pra´ci
uva´d´ı autorˇi dalˇs´ı dveˇ heuristiky pro rˇesˇen´ı proble´mu˚, a to S-PACK, ktera´ je
odvozena´ od umist’ova´n´ı prˇedmeˇt˚u do vrstev, a MPV-BS, ta pln´ı postupneˇ
kazˇdy´ kontejner algoritmem BaB, ktery´ prˇedstavili stejn´ı autorˇi. V pra´ci jsou
uvedeny vy´sledky jejich algoritmu˚ s vy´pocˇetn´ım cˇasem omezeny´m na 1000
CPU sekund.
2.4.4 Guided Local Search (GLS)
Dalˇs´ım algoritmem rˇesˇ´ıc´ım 3D-BPP je GLS, ktery´ byl popsa´n v [Faroe et al.,
2003]. Algoritmus si na zacˇa´tku z´ıska´ spodn´ı a horn´ı hranici pocˇtu kontejner˚u
pomoc´ı hladove´ heuristiky. Zacˇne na horn´ı hranici pocˇtu a po kazˇde´ iteraci
sn´ızˇ´ı pocˇet kontejner˚u a pote´ se pomoc´ı GLS snazˇ´ı naj´ıt umı´steˇn´ı prˇedmeˇt˚u
v kontejnerech. Algoritmus koncˇ´ı, pokud mu dojde cˇas, nebo pokud se dostane
na spodn´ı hranici pocˇtu kontejner˚u. Vy´sledky algoritmu jsou kvalitn´ı, avsˇak
k jejich dosazˇen´ı algoritmus pocˇ´ıtal 1000 CPU sekund.
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2.4.5 Extre´mn´ı body a Best Fit Decreasing (BFD)
V [Crainic et al., 2008] byly prˇedstaveny extre´mn´ı body (EB) v kombinaci
s algoritmem BFD. Rozsˇ´ıˇren´ı BFD pro pouzˇit´ı v 3D-BPP je slozˇite´ naprˇ´ıklad
z d˚uvodu, zˇe ve vysˇsˇ´ıch dimenz´ıch mu˚zˇeme rˇadit podle v´ıce atribut˚u (ob-
jem, obsah pokla´daj´ıc´ı strany, sˇ´ıˇrka, de´lka a vy´sˇka prˇedmeˇtu). Po proveden´ı
test˚u zahrnuj´ıc´ıch nejr˚uzneˇjˇs´ı varianty byly ty nejlepsˇ´ı z nich pouzˇity pro al-
goritmus Crainic‘s Extreme Points Best Fit Decreasing (C-EPBFD). K vy´po-
cˇtu metoda potrˇebuje zanedbatelny´ cˇas (rˇa´dy jednotek sekund) a vy´sledkem
prˇedcˇila jina´ komplexneˇjˇs´ı rˇesˇen´ı jako naprˇ´ıklad BaB ([Martello et al., 2000]).
2.4.6 TS2PACK
Dvouu´rovnˇova´ u´prava metody TSPACK byla navrzˇena v [Crainic et al., 2009]
(TS2PACK), a slouzˇ´ı zejme´na k rˇesˇen´ı 3D-BPP. Prvn´ı u´rovenˇ se stara´ o prˇiˇra-
zen´ı prˇedmeˇt˚u do kontejner˚u. Kazˇdy´ prˇedmeˇt, ktery´ je prˇiˇrazen do urcˇite´ho
kontejneru, je umı´steˇn druhou u´rovn´ı algoritmu, ktera´ pouzˇ´ıva´ reprezentaci
pomoc´ı intervalovy´ch graf˚u (viz obra´zky 2.5). Prˇesnost tohoto algoritmu je
vylepsˇena za pomoc´ı k-chain-move procedury, ktera´ rozsˇiˇruje vzda´lenost mezi
sousedn´ımi prvky bez zvy´sˇen´ı algoritmicke´ na´rocˇnosti. TS2PACK v soucˇasne´
dobeˇ poda´va´ nejlepsˇ´ı vy´sledky v rˇesˇen´ı 3D-BPP, avsˇak metoda konverguje
k vy´sledku prˇ´ıliˇs pomalu a vyzˇaduje vy´pocˇetn´ı cˇas prˇiblizˇneˇ 300 CPU sekund
k dosazˇen´ı nejlepsˇ´ıho vy´sledku.
2.4.7 Greedy Adaptive Search Procedure (GASP)
Metoda GASP prˇedstavena´ v [Perboli et al., 2011], je urcˇena jak pro rˇesˇen´ı
2D-BPP, tak pro 3D-BPP. Pro dosazˇen´ı vy´sledku vyuzˇ´ıva´ tato metoda jed-
noduchosti hladovy´ch algoritmu˚ ve spojen´ı s mechanismem ucˇen´ı. GASP je
schopna dosa´hnout kvalitn´ıho vy´sledku v zanedbatelne´m cˇase oproti ostatn´ım
metoda´m a tyto metody prˇekonat i kvalitou rˇesˇen´ı.
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2.4.8 Testovac´ı trˇ´ıdy prˇ´ıklad˚u
Vsˇechny porovna´vane´ algoritmy byly testova´ny na standardn´ıch trˇ´ıda´ch prˇ´ı-
klad˚u.
Pro 2D-BPP trˇ´ıdy I-VI pocha´zej´ı od [Berkey and Wang, 1987] a pro trˇ´ıdy
VII-X od [Martello et al., 2000]. Kazˇda´ trˇ´ıda obsahuje jine´ rozlozˇen´ı velikost´ı
prˇedmeˇt˚u , pocˇty prˇedmeˇt˚u v kazˇde´ trˇ´ıdeˇ odpov´ıdaj´ı 20, 40, 60, 80 a 100. Pro
kazˇdou trˇ´ıdu je vy´pocˇet proveden desetkra´t.
Trˇ´ıdy pro 3D-BPP jsou rozdeˇleny na dveˇ skupiny, a to I-III. Velikost
kontejner˚u je rovna W = H = D = 100, v kazˇde´ te´to trˇ´ıdeˇ je umı´st’ova´no
peˇt typ˚u balen´ı s rozmeˇry rozprostrˇeny´mi od maly´ch do velky´ch.V ostatn´ıch
trˇ´ıda´ch jsou rozmeˇry kontejner˚u a prˇedmeˇt˚u rozdeˇleny podle na´sleduj´ıc´ıch
pravidel:
• Class IV - wi, li, hi ∼ U [1, 10] and W = L = H = 10
• Class V - wi, li, hi ∼ U [1, 35] and W = L = H = 40
• Class VI - wi, li, hi ∼ U [1, 100] and W = L = H = 100
Pocˇty prˇedmeˇt˚u jsou stanoveny na 50, 100, 150 a 200 pro kazˇdou trˇ´ıdu.
Pro kazˇdou kombinaci trˇ´ıdy a pocˇtu prˇedmeˇt˚u je vy´pocˇet prova´deˇn desetkra´t.
2.4.9 Porovna´n´ı kvality algoritmu˚
2D BPP
Vsˇechny porovna´vane´ metody byly testova´ny na trˇ´ıda´ch uvedeny´ch v kapi-
tole 2.4.8 a vy´sledky porovna´n´ı byly z´ıska´ny v [Crainic et al., 2012b]. Nejprve
se zameˇrˇ´ıme na algoritmy rˇesˇ´ıc´ı 2D-BPP, vy´sledky mu˚zˇeme videˇt v tabulce
2.1. V prvn´ım sloupci je uvedena trˇ´ıda, ktera´ byla rˇesˇena, v druhe´m a trˇet´ım
sloupci jsou hodnoty vy´sledk˚u testovany´ch metod (pocˇty zaplneˇny´ch kontej-
ner˚u) a ve cˇtvrte´m sloupci je uvedeno nejlepsˇ´ı zna´me´ rˇesˇen´ı (vzate´ z lite-
ratury). V posledn´ım sloupci je procentua´ln´ı rozd´ıl mezi metodou TSPACK
a nejlepsˇ´ım zna´my´m rˇesˇen´ım oproti metodeˇ GASP(za´porne´ procento znamena´
lepsˇ´ı rˇesˇen´ı metody GASP).
13
Bin Packing Problem (BPP) Algoritmy rˇesˇ´ıc´ı 2D a 3D BPP
Kvalita rˇesˇen´ı GASP vs
Trˇ´ıda GASP TSPACK NZR TSPACK NZR
I 100,1 101,5 99,7 -1,40% 0,40%
II 12,9 13,0 12,4 -0,81% 4,03%
III 70,6 72,3 68,6 -2,48% 2,92%
IV 13,0 12,6 12,4 3,23% 4,84%
V 90,1 91,3 89,1 -1,35% 1,12%
VI 11,8 11,5 11,2 2,68% 5,36%
VII 83,1 84,0 82,7 -1,09% 0,48%
VIII 83,6 84,4 83,0 -0,96% 0,72%
IX 213,0 213,1 213,0 -0,05% 0,00%
X 51,4 51,8 50,4 -0,79% 1,98%
Celkem 729,6 735,5 722,5 -0,82% 0,98%
Tabulka 2.1: 2D-BPP kvalita rˇesˇen´ı
V tabulce 2.1, mu˚zˇeme videˇt, zˇe algoritmus GASP ma´ o 0, 82% lepsˇ´ı vy´-
sledky nezˇ metoda TSPACK. A to i prˇes kratsˇ´ı dobu vy´pocˇtu, ktera´ byla
u GASP stanovena na 3s a u metody TSPACK na 12s. Metoda GASP je take´
oproti TSPACK modifikovatelneˇjˇs´ı a jej´ı algoritmus je jednodusˇ´ı na imple-
mentaci.
3D BPP
Porovna´n´ı metod rˇesˇ´ıc´ıch 3DBPP mu˚zˇeme videˇt v tabulka´ch 2.2 a 2.3. V ta-
bulce 2.2 se cˇasy potrˇebne´ k rˇesˇen´ı danou metodou vy´znamneˇ liˇs´ı, hodnoty
jsou uvedeny vzˇdy pod metodou v druhe´m rˇa´dku tabulky. Pokud porovna´me
cˇasy jednotlivy´ch metod mu˚zˇeme si vsˇimnout, zˇe metoda GASP potrˇebovala
k vy´pocˇtu 5s, metody GLS a TSPACK 300s, tedy 60× v´ıce nezˇ metoda GASP.
Metoda MPV (upraveny´ algoritmus BaB) potrˇebovala k vy´pocˇtu 1000s, tedy
200× v´ıce nezˇ GASP.
V prvn´ım sloupci je uvedena trˇ´ıda rˇesˇene´ho proble´mu, v druhe´m sloupci
se nacha´z´ı rozmeˇr kontejner˚u, v trˇet´ım je uveden pocˇet prˇedmeˇt˚u, ktere´ bu-
dou umı´steˇny do kontejner˚u. Ve cˇtvrte´m sloupci se nacha´z´ı vy´sledky metody
GASP, v pa´te´m - sedme´m sloupci jsou procentua´ln´ı rozd´ıly oproti GASP (opeˇt
za´porne´ hodnoty znamenaj´ı lepsˇ´ı vy´sledek GASP). V posledn´ım sloupci je
uveden procentua´ln´ı rozd´ıl metody GASP oproti nejlepsˇ´ımu zna´me´mu rˇesˇen´ı.
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Trˇ´ıda Kontejner n GASP MPV GLS TSPACK NZR
5 s 1000 s 300 s 300 s
I 100 50 13,4 -1,47% 0,00% 0,00% 3,88%
100 26,9 -1,47% 0,75% 0,75% 5,08%
150 37 -3,14% 0,00% 0,00% 3,35%
200 51,6 -1,34% 0,78% 0,98% 3,82%
II 100 50 29,4 0,00% 0,00% 0,00% 1,38%
100 59 -0,17% 0,00% 0,17% 0,85%
150 86,8 -0,46% 0,00% 0,00% 0,46%
200 118,8 -0,59% -0,17% 0,00% 0,42%
III 100 50 8,4 -8,70% 1,20% 1,20% 10,53%
100 15,1 -13,71% 0,00% -0,66% 7,86%
150 20,6 -14,17% 1,98% 2,49% 9,57%
200 27,7 -12,89% 1,84% 1,09% 6,54%
IV 10 50 9,9 1,02% 1,02% 1,02% 5,32%
100 19,1 -1,55% 0,00% 0,00% 3,80%
150 29,5 -0,34% 0,34% 1,03% 3,51%
200 38 -0,52% 0,80% 0,80% 3,54%
V 40 50 7,5 -8,54% 1,35% 1,35% 10,29%
100 12,7 -16,99% 3,25% 3,25% 10,43%
150 16,6 -15,74% 5,06% 5,06% 15,28%
200 24,2 -13,88% 2,98% 2,98% 6,61%
VI 100 50 9,3 -7,92% 1,09% 1,09% 6,90%
100 19 -5,94% 0,53% 1,06% 3,26%
150 24,8 -9,16% 3,77% 3,77% 10,22%
200 31,1 -10,89% 4,01% 3,67% 10,28%
Total 736,4 -4,35% 0,85% 0,90% 3,89%
Tabulka 2.2: 3D-BPP kvalita rˇesˇen´ı, rozd´ılne´ cˇasy
Z tabulky mu˚zˇeme vycˇ´ıst, zˇe metody GLS a TSPACK poda´vaj´ı lepsˇ´ı vy´-
sledky nezˇ metoda GASP. Avsˇak kvalita vy´sledk˚u se v pr˚umeˇru liˇs´ı pouze
o 0, 85% oproti GLS a 0, 90% oproti TSPACK. Metoda MPV je v pr˚umeˇru
horsˇ´ı o 4, 35% a poda´va´ tedy nejhorsˇ´ı vy´sledky v rˇa´doveˇ vysˇsˇ´ım cˇase oproti
ostatn´ım metoda´m.
V tabulce 2.3 mu˚zˇeme videˇt porovna´n´ı metod GASP, GLS a TSPACK
ve srovnatelny´ch cˇasech. Metoda GASP potrˇebovala k vy´pocˇtu 5s, metody
GLS a TSPACK potrˇebovaly 18s. V prvn´ım sloupci je opeˇt trˇ´ıda proble´mu,
v druhe´m sloupci rozmeˇr kontejner˚u a v trˇet´ım pocˇet prˇedmeˇt˚u. Ve cˇtvrte´m
sloupci se nacha´z´ı vy´sledky metody GASP, v pa´te´m a sˇeste´m sloupci jsou
procentua´ln´ı rozd´ıly oproti GASP. V posledn´ım sloupci je uveden procentua´ln´ı
rozd´ıl metody GASP oproti nejlepsˇ´ımu zna´me´mu rˇesˇen´ı.
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Trˇ´ıda Kontejner n GASP GLS TSPACK NZR
5 s 18 s 18 s
I 100 50 13,4 0% 0% 3,88%
100 26,9 0% -0,37% 5,08%
150 37 -1,33% -1,86% 3,35%
200 51,6 -2,27% -2,64% 3,82%
IV 100 50 29,4 0% 0% 1,38%
100 59 0% -0,34% 0,85%
150 86,8 -0,34% -0,57% 0,46%
200 118,8 -0,92% -0,34% 0,42%
V 100 50 8,4 1,2% 1,2% 10,53%
100 15,1 0% -1,95% 7,86%
150 20,6 -0,48% -1,44% 9,57%
200 27,7 -0,36% -1,07% 6,54%
VI 10 50 9,9 1,02% 0% 5,32%
100 19,1 -1,04% -2,05% 3,8%
150 29,5 0% 0,34% 3,51%
200 38 -1,3% -1,81% 3,54%
VII 40 50 7,5 1,35% 1,35% 10,29%
100 12,7 3,25% 3,25% 10,43%
150 16,6 5,06% 3,75% 15,28%
200 24,2 -0,82% -2,42% 6,61%
VIII 100 50 9,3 1,09% 1,09% 6,9%
100 19 0,53% -1,04% 3,26%
150 24,8 1,22% 0,81% 10,22%
200 31,1 1,63% 0,97% 10,28%
Total 736,4 -0,23% -0,57% 3,89%
Tabulka 2.3: 3D-BPP kvalita rˇesˇen´ı, srovnatelne´ cˇasy
Metoda GASP da´va´ nejlepsˇ´ı vy´sledky v pr˚umeˇru o 0, 23% (oproti GLS)
a 0, 57% oproti TSPACK. Nav´ıc metoda GASP k z´ıska´n´ı lepsˇ´ıch vy´sledk˚u
potrˇebovala me´neˇ nezˇ trˇetinovy´ cˇas v porovna´n´ı s ostatn´ımi metodami.
Zhodnocen´ı
Z porovna´n´ı vycha´z´ı jako nejkvalitneˇjˇs´ı metoda GASP. Tato metoda doka´zˇe
v zanedbatelne´m cˇase (5s) dosa´hnout obdobny´ch vy´sledk˚u jako ostatn´ı me-
tody. Metoda GASP je take´ lehce modifikovatelna´ a d´ıky tomu je optima´ln´ı
pro implementaci. Detailn´ı popis te´to metody mu˚zˇeme videˇt v kapitole 2.5.
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2.5 Greedy Adaptive Search Procedure (GASP)
Hlavn´ı mysˇlemkou GASP algoritmu je rozdeˇlit umist’ova´n´ı prˇedmeˇt˚u do kon-
tejneru (umist’ovac´ı cˇa´st) a rˇazen´ı prˇedmeˇt˚u, tedy porˇad´ı v jake´m budou
prˇedmeˇty do kontejneru umı´steˇny (optimalizacˇn´ı cˇa´st), sche´ma mu˚zˇeme vi-
deˇt na obra´zku 2.8. O umist’ovac´ı cˇa´st se stara´ hladovy´ algoritmus, pouzˇit´ı
konkre´tn´ıho hladove´ho algoritmu za´lezˇ´ı na rea´lne´m pouzˇit´ı algoritmu a proto
je popsa´n v kapitole 3.4.2.
Start
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Obra´zek 2.8: Sche´ma metody GASP
V optimalizacˇn´ı cˇa´sti se prˇedmeˇty serˇad´ı podle sko´re. Sko´re jednotlivy´ch
prˇedmeˇt˚u se v pr˚ubeˇhu algoritmu upravuje, cozˇ slouzˇ´ı jako ucˇ´ıc´ı algoritmus.
Metoda byla detailneˇ popsa´na v [Crainic et al., 2012a].
U´prava sko´re za´lezˇ´ı na konkre´tn´ım prˇ´ıpadu vyuzˇit´ı GASP algoritmu. Mu˚zˇe
za´lezˇet na atributech prˇedmeˇt˚u a kontejner˚u (naprˇ. rozmeˇry, obsah za´kladny,
va´ha . . . ) a c´ıli algoritmu (naprˇ. optimalizace vyuzˇit´ı kontejneru, zvy´sˇen´ı
zisku z reklam, minimalizace odrˇezk˚u . . . ). Sko´re prˇedmeˇt˚u je zohlednˇova´no
17
Bin Packing Problem (BPP) Greedy Adaptive Search Procedure (GASP)
v˚ucˇi jejich atribut˚um a zmeˇna sko´re je prova´deˇna kazˇdou iteraci v za´vislosti
na kvaliteˇ vy´sledku prˇedchoz´ı iterace.
Sko´re je nejprve inicializova´no podle p˚uvodn´ıho rˇesˇen´ı (Inicializace sko´re),
pote´ je upravova´no pomoc´ı u´pravy sko´re, nebo dlouhodobe´ u´pravy sko´re.
U´prava sko´re prova´d´ı pouze male´ zmeˇny sko´re jednotlivy´ch prˇedmeˇt˚u, to je
upraveno v za´vislosti na kvaliteˇ rˇesˇen´ı z prˇedchoz´ı iterace. Dlouhodoba´ u´prava
sko´re prova´d´ı za´sadneˇjˇs´ı zmeˇny sko´re u prˇedmeˇt˚u, funguje jako dlouhodoba´
pameˇt’ a prova´d´ı se me´neˇ cˇasteˇji. Dlouhodobou u´pravou sko´re se algoritmus
vyhy´ba´ cyklen´ı na stejne´ mnozˇineˇ rˇesˇen´ı a snazˇ´ı se posunout k jine´ mnozˇineˇ
rˇesˇen´ı.
Vy´pocˇet sko´re a jeho u´prava za´lezˇ´ı na pocˇtu parametr˚u, pro lepsˇ´ı vy´kon-
nost je dobre´ snazˇit se minimalizovat pocˇet zohledneˇny´ch parametr˚u. Pokud
je to nutne´, dynamicka´ u´prava parametr˚u je mozˇna´ pomoc´ı u´pravy parame-
tr˚u.
Posloupnost hlavn´ıch krok˚u algoritmu je vyobrazena na obra´zku 2.8, jed-
notlive´ cˇa´sti algoritmu budou popsa´ny v na´sleduj´ıc´ıch kapitola´ch. Kroky mu˚-
zˇeme rozdeˇlit do na´sleduj´ıc´ıch skupin:
• Z´ıska´n´ı p˚uvodn´ıho rˇesˇen´ı
– Pu˚vodn´ı rˇesˇen´ı se z´ıska´ za pomoci jizˇ existuj´ıc´ıho algoritmu naprˇ.:
C-EPBFD nebo C-EPFFD
– Toto rˇesˇen´ı se pote´ ulozˇ´ı jako nejlepsˇ´ı zna´me´ rˇesˇen´ı
• Sko´re
– Inicializace sko´re
– Dokud nejsou splneˇna krite´ria rˇesˇen´ı
- Serˇad’ prˇedmeˇty podle sko´re.
- Aplikova´n´ım hladove´ho algoritmu z´ıskej nove´ rˇesˇen´ı
- Pokud nebylo z´ıska´no lepsˇ´ı rˇesˇen´ı po stanoveny´ pocˇet iterac´ı
aplikuj dlouhodobou u´pravu sko´re. V opacˇne´m prˇ´ıpadeˇ aplikuj u´pravu
sko´re.
- Pokud noveˇ z´ıskane´ rˇesˇen´ı je lepsˇ´ı nezˇ sta´vaj´ıc´ı nejlepsˇ´ı rˇesˇen´ı,
ulozˇ si ho jako nejlepsˇ´ı rˇesˇen´ı a vynuluj pocˇet iterac´ı bez zlepsˇen´ı.
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2.5.1 Inicializace sko´re
Sko´re je inicializova´no podle p˚uvodn´ıho rˇesˇen´ı, vezme se prvn´ı prˇedmeˇt, ktery´
byl umı´steˇn do kontejneru, a prˇiˇrad´ı se mu sko´re rovno n (pocˇtu prˇedmeˇt˚u,
ktere´ jsou umı´steˇny v kontejnerech). Na´sleduj´ıc´ımu balen´ı se prˇiˇrad´ı sko´re
(n−1) atd. Prˇedmeˇt˚um, ktere´ nebyly umı´steˇny v rˇesˇen´ı p˚uvodn´ıho algoritmu,
se prˇiˇrad´ı sko´re 1.
2.5.2 Umist’ovac´ı cˇa´st
Urcˇ´ı se prˇedmeˇt s nejvysˇsˇ´ım sko´re a ten je umı´steˇn do kontejneru podle
zvolene´ho algoritmu, ktery´ odpov´ıda´ pozˇadavk˚um rea´lne´ho pouzˇit´ı. Obecneˇ
(pro 2D-BPP) se vezme prˇedmeˇt s rozmeˇry hi a wi a aplikuje se na neˇj neˇjaky´
z jizˇ existuj´ıc´ıch algoritmu˚ pro umist’ova´n´ı naprˇ.: C-EPBFD. Pote´ se urcˇ´ı dalˇs´ı
prˇedmeˇt a takto se pokracˇuje dokud nejsou vsˇechny prˇedmeˇty umı´steˇny.
2.5.3 Dlouhodoba´ u´prava sko´re
Dlouhodoba´ u´prava sko´re funguje podobneˇ jako inicializace sko´re, avsˇak
mı´sto p˚uvodn´ıho rˇesˇen´ı se pouzˇije dosavadn´ı nejlepsˇ´ı rˇesˇen´ı.
2.5.4 U´prava sko´re
Obecneˇ algoritmy rˇesˇ´ıc´ı BPP dosahuj´ı skveˇly´ch vy´sledk˚u u prvn´ıch kontejner˚u
a sˇpatny´ch u posledn´ıch. ”Chyby”, ktere´ jsou v serˇazene´m seznamu prˇedmeˇt˚u
pro umı´steˇn´ı, se veˇtsˇinou nale´zaj´ı uprostrˇed seznamu prˇedmeˇt˚u, avsˇak tento
seznam nen´ı zna´m doprˇedu. Hlavn´ım d˚uvodem pro u´pravu sko´re je tedy do-
nutit algoritmus, aby zprˇeha´zel prˇedmeˇty mezi kontejnery, ktere´ jsou le´pe
nalozˇene´ a teˇmi, ktere´ jsou h˚urˇe. Aby toho bylo doc´ıleno, tak je sko´re upra-
veno podle na´sleduj´ıc´ıho vzorce (2.2).
si =
{
si(1−m) b(i) ∈ B′ ⊂ B
si(1 + m) jinak
(2.2)
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Kde m je kladny´ parametr, ktery´ mu˚zˇe by´t modifikova´n, b(i) je kontejner
v ktere´m je umı´steˇn prˇedmeˇt i, B je mnozˇina vsˇech kontejner˚u do ktery´ch
jsou ulozˇeny prˇedmeˇty a B′ je takova´ podmnozˇina kontejner˚u, ktere´ mu˚zˇeme
povazˇovat za le´pe nalozˇene´.
Tedy vzorec 2.2 penalizuje prˇedmeˇty, ktere´ jsou v le´pe nalozˇeny´ch kontej-
nerech, naopak zvy´hodnˇuje prˇedmeˇty v h˚urˇe nalozˇeny´ch kontejnerech. Mno-
zˇina B je seznam kontejner˚u od 1 do |B|, kde 1 je prvn´ı kontejner, ktery´ byl
vytvorˇen a |B| je posledn´ı vytvorˇeny´. Z test˚u provedene´ v [Crainic et al.,
2012a] vycha´z´ı, zˇe dobrˇe nalozˇene´ kontejnery se nacha´zej´ı v prvn´ı polovineˇ
tedy B′ =
{
1, . . . ,
⌊ |B|
2
⌋}
.
Hodnota m silneˇ ovlivnˇuje prohazova´n´ı prˇedmeˇt˚u a t´ım i vy´sledky al-
goritmu. Cˇ´ım veˇtsˇ´ı je hodnota m, t´ım v´ıce se prˇedmeˇty prohazuj´ı a t´ım
odliˇsneˇjˇs´ı vy´sledky algoritmus produkuje. Naopak cˇ´ım je hodnota mensˇ´ı, t´ım
jsou zmeˇny v porˇad´ı mensˇ´ı a je prozkouma´va´no bl´ızke´ okol´ı soucˇasne´ho rˇe-
sˇen´ı. Pokud bychom volili m jako konstantu, museli bychom si vybrat, zda
chceme prohleda´vat pouze v´ıce na´hodne´ rˇesˇen´ı z velke´ oblasti, nebo zlepsˇit
sta´vaj´ıc´ı jizˇ nalezene´ rˇesˇen´ı. Avsˇak oba tyto prˇ´ıstupy jsou nutne´ pro nalezen´ı
co nejlepsˇ´ıho rˇesˇen´ı. Nejprve je d˚ulezˇite´ prohledat velke´ okol´ı (veˇtsˇ´ı zmeˇny
ve sko´re) pro nalezen´ı dobre´ho rˇesˇen´ı a to pak jesˇteˇ v´ıce optimalizovat za
pomoci loka´ln´ıho hleda´n´ı (tedy mensˇ´ıch zmeˇn ve sko´re). Z toho vyply´va´, zˇe
algoritmus mus´ı hodnotu m upravovat dynamicky v za´vislosti na tom v jake´
fa´zi se nacha´z´ı.
V [Crainic et al., 2012a] navrhli zmeˇnu parametru m v za´vislosti na dvou
parametrech, ktere´ jsou meˇneˇny na za´kladeˇ pr˚ubeˇhu algoritmu a to:
• Parametr p
– Pocˇa´tecˇn´ı hodnota je nastavena´ na p = 1
– Po kazˇde´ dlouhodobe´ u´praveˇ sko´re je hodnota p zvy´sˇena o jedna,
tedy p = p + 1
– Maxima´ln´ı hodnota zmeˇny s je volitelna´ a je zvolena jako s = 10%
• Parametr k
– Pocˇa´tecˇn´ı hodnota je nastavena´ na k = 1
– Po kazˇde´ dlouhodobe´ u´praveˇ sko´re je hodnota k opeˇt nastavena
na jedna, tedy k = 1
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– Hodnota k je zvy´sˇena o jedna, pokud bylo nalezeno nove´ nejlepsˇ´ı
rˇesˇen´ı
– Maxima´ln´ı hodnota kmax je opeˇt volitelna´ a je zvolena jako kmax = 4
Pokud se nyn´ı pod´ıva´me na vzorec 2.3 mu˚zˇeme videˇt, zˇe algoritmus za-
cˇ´ına´ s nejveˇtsˇ´ımi zmeˇnami (obeˇ promeˇnne´ jsou nejmensˇ´ı) a v pr˚ubeˇhu cele´ho
beˇhu algoritmu se zmeˇny zmensˇuj´ı (p se postupneˇ zvysˇuje v ra´mci cele´ho
beˇhu algoritmu). Promeˇnna´ k se po kazˇde´ dlouhodobe´ u´praveˇ sko´re nastav´ı
na p˚uvodn´ı hodnotu. A s kazˇdy´m lepsˇ´ım nalezeny´m rˇesˇen´ım se zvy´sˇ´ı, tedy
omez´ı se prohazova´n´ı prˇedmeˇt˚u v seznamu a mensˇ´ı okol´ı aktua´ln´ıho rˇesˇen´ı je
prohleda´va´no.
m =
s
p
(kmax − k) (2.3)
Vy´sledny´ vzorec u´pravy sko´re (2.4) umozˇnˇuje metodeˇ GASP velke´ zmeˇny
v porˇad´ı prˇedmeˇt˚u a t´ım prohleda´n´ı velke´ oblasti rˇesˇen´ı a take´ prˇesneˇjˇs´ı
hleda´n´ı s mensˇ´ımi zmeˇnami v porˇad´ı prˇedmeˇt˚u, tedy prohleda´n´ı mensˇ´ıho
okol´ı u nejlepsˇ´ıch nalezeny´ch rˇesˇen´ıch.
si =
{ si(1− sp(kmax − k)) b(i) ∈ B′ ⊂ B
si
(
1 + s
p
(kmax − k)
)
jinak
(2.4)
2.5.5 U´prava parametr˚u
V tomto kroku se upravuj´ı parametry p a k v za´vislosti na pr˚ubeˇhu algoritmu;
a to tak zˇe:
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• p
– je zveˇtsˇeno o jedna, pokud probeˇhla dlouhodoba´ u´prava sko´re
• k
– je nastaveno na jedna, pokud probeˇhla dlouhodoba´ u´prava sko´re
– je zvy´sˇeno o jedna, pokud bylo nalezeno nove´ nejlepsˇ´ı rˇesˇen´ı a
nebylo dosazˇeno kmax
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3 Implementace BPP pro DCIx
3.1 DCIx
DCIx je syste´m urcˇeny´ pro rˇ´ızen´ı materia´lovy´ch pohyb˚u a spra´vu dodava-
telske´ho rˇeteˇzce. Ke sve´ cˇinnosti syste´m pouzˇ´ıva´ jednoznacˇne´ identifikova´n´ı
rea´lny´ch objekt˚u ze skladu (balen´ı, skladove´ pozice, obaly atd.) a to za po-
moc´ı technologi´ı cˇa´rkovy´ch a 2D ko´d˚u, Radio Frequency Identification (RFID)
a kanbanu. Informace o balen´ıch (mnozˇstv´ı, datum prˇijet´ı, pozice ulozˇen´ı)
a jiny´ch rea´lny´ch objektech jsou ulozˇeny v databa´zi syste´mu. Blizˇsˇ´ı popsa´n´ı
detailn´ı cˇa´sti databa´zove´ho sche´matu, ktera´ je vyuzˇita pro algoritmus na-
kla´dky, je uvedena v kapitole 3.3. Informace o syste´mu DCIx byly cˇerpa´ny
z [dci, 2013].
Syste´m DCIx je postaven na frameworku Apache Struts, tedy Java EE
(Java platform, Enterprise Edition). Pro databa´zovou cˇa´st syste´mu je pouzˇit
Microsoft SQL Server, jazyk Transact-SQL, cozˇ je rozsˇ´ıˇren´ı jazyka SQL.
Implementace logisticky´ch proces˚u je v syste´mu zabezpecˇena za pomoc´ı
tzv. transakcˇn´ıch definic, tyto definice se skla´daj´ı z posloupnosti modul˚u,
ktere´ jsou beˇhem logisticke´ho procesu vykona´va´ny. Jednotlive´ moduly za-
bezpecˇuj´ı pra´ci s daty v syste´mu, jakozˇto naprˇ´ıklad nacˇten´ı balen´ı z data-
ba´ze, u´prava mnozˇstv´ı, opeˇtovne´ ulozˇen´ı balen´ı a vytiˇsteˇn´ı etikety. Nastaven´ı
proces˚u za pomoc´ı transakcˇn´ıch definic, zabezpecˇuje syste´mu DCIx velkou
flexibilitu
V na´sleduj´ıc´ıch kapitola´ch se sezna´mı´me s objekty, ktere´ jsou pouzˇ´ıva´ny
v syste´mu DCIx a ktere´ budou vyuzˇity jako vstupn´ı a vy´stupn´ı data pro algo-
ritmus nakla´dky. Tedy rˇesˇen´ı proble´mu BPP za pomoci algoritmu GASP, ktery´
byl vybra´n na za´kladeˇ porovna´n´ı algoritmu˚ uvedene´m v kapitole 2.4.9. Da´le
budou uvedeny nove´ objekty, ktere´ byly vytvorˇeny pro algoritmus, a nakonec
popis samotne´ implementace jednotlivy´ch cˇa´st´ı algoritmu.
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3.2 Pozˇadavky na algoritmus
Nejprve si mus´ıme uve´st pozˇadavky na dany´ algoritmus, ktery´ bude umist’o-
vat prˇedmeˇty do kontejner˚u dany´ch rozmeˇr˚u. Vstupem bude konecˇny´ seznam
prˇedmeˇt˚u, ktere´ maj´ı by´t umı´steˇny, a rozmeˇry kontejneru. Prˇedmeˇty, ktere´
maj´ı by´t do kontejner˚u nalozˇeny, budou nacˇteny podle dodac´ıch list˚u 3.3).
Pouze neˇktere´ prˇedmeˇty bude mozˇne´ skla´dat do sloupc˚u na sebe, a tako-
ve´to prˇedmeˇty budou oznacˇova´ny za kompatibiln´ı. U sloupce kompatibiln´ıch
prˇedmeˇt˚u budeme prˇedpokla´dat shodne´ rozmeˇry za´kladny prˇedmeˇt˚u, ktere´
budou odpov´ıdat prvn´ımu prˇedmeˇtu umı´steˇne´mu ve sloupci. Vy´sˇka sloupce
bude odpov´ıdat soucˇtu vy´sˇek prˇedmeˇt˚u v dane´m sloupci. T´ımto zp˚usobem
je redukova´n 3DBPP na 2D (umı´steˇn´ı nove´ho sloupce do kontejneru) a 1D
(umı´steˇn´ı prˇedmeˇtu do kompatibiln´ıho sloupce) BPP.
Algoritmus se pokus´ı nalozˇit do kontejneru vsˇechny prˇedmeˇty z dodac´ıch
list˚u. Pokud se prˇedmeˇty nevejdou do jednoho kontejneru, odebere se posledn´ı
rˇa´dka z posledn´ıho dodac´ıho listu, opeˇt se nacˇtou prˇedmeˇty a opeˇt se pokus´ı
nalozˇit vsˇechny prˇedmeˇty do jednoho kontejneru.
3.3 Vstupn´ı a vy´stupn´ı data
Vstupy pro algoritmus (viz kapitola 2.1.1) jsou jednotlive´ prˇedmeˇty a kontej-
nery. Tyto vstupy je nutne´ identifikovat na rea´lny´ch objektech, viz na´sleduj´ıc´ı
kapitoly. Jako vy´stupy budou opeˇt vyuzˇity jizˇ existuj´ıc´ı objekty v syste´mu,
avsˇak bude nutne´ vytvorˇit i nove´ vy´stupn´ı objekty.
3.3.1 Existuj´ıc´ı objekty a jejich vyuzˇit´ı
Prˇedmeˇty
Prˇedmeˇty, ktere´ budou pouzˇity jako vstup pro algoritmus nakla´dky, jsou
v DCIx oznacˇova´ny jako balen´ı. Balen´ı jsou ulozˇena v tabulce Warehouse Pa-
ckages, viz sche´ma 3.1. Balen´ı v DCIx mohou by´t v´ıceu´rovnˇova´, to znamena´,
zˇe naprˇ´ıklad balen´ı, ktere´ prˇedstavuje paletu, mu˚zˇe obsahovat dalˇs´ı balen´ı,
ktere´ prˇedstavuj´ı boxy apod. Definice toho, jak jsou jednotliva´ balen´ı uspo-
24
Implementace BPP pro DCIx Vstupn´ı a vy´stupn´ı data
rˇa´da´na, se nacha´zej´ı v tabulce Package Definitions (sche´ma 3.1). Dalˇs´ım ob-
jektem, ktery´ u´zce souvis´ı s balen´ım, je polozˇka (tabulka Products). Polozˇka
urcˇuje o jaky´ rea´lny´ vy´robek nebo materia´l se jedna´. Da´le jsou take´ polozˇky
vyuzˇity pro veden´ı evidence o obalech (jakozˇto obalova´ polozˇka). Na prima´rn´ı
obalovou polozˇku je odkazova´no z bal´ıc´ı definice.
Warehouse_Packages
PK ID
FK3,I7 Parent_ID
 Original_ID
U1 Label_Number
 Label_Reference
 Status
 State
FK1,I6 Package_Definition_ID
 Quantity
 Lot
 Code_EAN
 X_Level
I3,I1 Hierarchy
I10 Prod_Code
I11 Prod_Desc
 Prod_Total_Qty
I1 Cur_WHPos_Compl_Code
 Updated_By_ID
 Last_Transaction_ID
 Label_History
 External_Label_Number
 Operation
 Reject_Quantity
Package_Definition_Packaging_Products
PK ID
FK1,U1 Package_Definition_ID
 Product_Count
 Is_Returnable_Packaging
 Is_Recalculate_By_Pck_Qty
Products
U1 Code
I1 Description
 Status
FK1,I3 Package_Def_Id
 Height
 Width
 Depth
 Picking_Group
Package_Definitions
PK ID
FK2,I4 Parent_ID
 Quantity_Of_Child
I6 Status
I5 State
I1 Description
 Brutto
 Netto
 Code_EAN
U2,I7 X_Level
U1 Hierarchy
 Packaging_Description
U2 Name
FK1 Primary_Packaging_Product_ID
Položka v 
balení
Definice 
balení
Primární obalová 
položka
Vazební tabulka 
N:M
Obra´zek 3.1: Zjednodusˇene´ databa´zove´ sche´ma balen´ı v syste´mu DCIx
Ke kazˇde´mu balen´ı mus´ıme prˇiˇradit prˇ´ıslusˇne´ rozmeˇry, tedy sˇ´ıˇrku, hloubku
a vy´sˇku. Tyto u´daje budou vyuzˇity z tabulky polozˇek Products, z vazby
prima´rn´ı obalova´ polozˇka. Aby bylo v budoucnu mozˇne´ tyto hodnoty vz´ıt
z jine´ho objektu (naprˇ. bal´ıc´ı definice aj.), anizˇ by bylo nutne´ prˇepisovat
implementovany´ ko´d, byl vytvorˇen databa´zovy´ pohled (Warehouse Packa-
ges Loading View) obsahuj´ıc´ı prˇ´ıslusˇne´ u´daje z prima´rn´ı obalove´ polozˇky (viz
sche´ma 3.1).
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Dodac´ı list
Je dokument, ktery´ vystavuje dodavatel, podle ktere´ho prˇ´ıjemce zbozˇ´ı mu˚zˇe
potvrdit, zda vsˇechno zbozˇ´ı bylo dorucˇeno. V syste´mu DCIx je dodac´ı list
reprezentova´n objektem prˇ´ıkazu, ktery´ ma´ hlavicˇku, podle n´ızˇ je identifiko-
va´n. Rˇa´dky prˇ´ıkazu, ktere´ jsou nava´za´ny na hlavicˇku, obsahuj´ı informace
o polozˇce a jej´ım mnozˇstv´ı, kazˇda´ rˇa´dka obsahuje pouze jednu polozˇku.
Seznam dodac´ıch list˚u je hlavn´ım vstupem, podle ktere´ho budou nacˇteny
balen´ı, ktere´ maj´ı by´t nalozˇeny do kontejneru.
Doda´vka
Doda´vka je objekt, ktery´ reprezentuje nalozˇeny´ kontejner. Na doda´vku se
va´zˇou dodac´ı listy, ktere´ jsou v n´ı nalozˇeny. Dodac´ı listy nelze deˇlit mezi
jednotlive´ doda´vky, pouze lze zrusˇit rˇa´dky dodac´ıho listu. Z teˇchto zrusˇeny´ch
rˇa´dek vytvorˇit novy´ dodac´ı list a ten ulozˇit do jine´ doda´vky. V DCIx je
doda´vka reprezentova´na opeˇt objektem prˇ´ıkazu.
3.3.2 Nove´ objekty
V ra´mci vy´stupu algoritmu bylo nutne´ navrhnout nove´ objekty, ktere´ budou
reprezentovat umı´steˇne´ prˇedmeˇty (balen´ı v kontejneru).
Lozˇn´ı sloupec
Lozˇn´ı sloupec bude reprezentovat sloupec balen´ı v doda´vce. Na lozˇn´ı sloupce
budou alokova´na jednotliva´ balen´ı. Vy´stupem algoritmu bude seznam lozˇn´ıch
sloupc˚u spolu se sourˇadnicemi sloupce v dane´m kontejneru. Tato data pote´
bude mozˇno zobrazit za pomoci Reporting Services (viz prˇ´ıloha B), ktere´ se
pro zobrazova´n´ı dat v syste´mu DCIx pouzˇ´ıvaj´ı.
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3.4 Implementace algoritmu
Algoritmus bude implementovany´ jako samostatny´ modul (viz kapitola 3.1).
Nejprve bude nutne´ nacˇ´ıst balen´ı z dodac´ıch list˚u, dalˇs´ım krokem bude umı´s-
teˇn´ı balen´ı do kontejneru za pomoci algoritmu GASP. Pote´ se oveˇrˇ´ı zda se
balen´ı vesˇla do jednoho kontejneru, pokud ne, tak algoritmus zrusˇ´ı posledn´ı
rˇa´dku posledn´ıho dodac´ıho listu a bude opakovat umist’ova´n´ı.
Nakonec algoritmus vytvorˇ´ı lozˇn´ı sloupce a objekt nakla´dky a data po-
trˇebna´ pro zobrazen´ı reportu umı´steˇn´ı sloupc˚u v kontejneru. A tyto objekty
ulozˇ´ı do databa´ze.
V na´sleduj´ıc´ıch kapitola´ch jsou uvedeny zkra´cene´ uka´zky ko´du, ktere´
osveˇtluj´ı provedenou implementaci nakla´dky do syste´mu DCIx. Jsou zde po-
psa´ny pouze za´sadn´ı cˇa´sti implementovane´ho algoritmu.
3.4.1 Nacˇten´ı balen´ı
Nacˇten´ı balen´ı z dodac´ıch list˚u mu˚zˇe by´t ovlivneˇno mnoha parametry, ktere´
za´lezˇ´ı na dane´m za´kazn´ıkovi. Dany´ za´kazn´ık naprˇ´ıklad mu˚zˇe vyskladnˇovat
polozˇky podle FIFO (poprˇ. FEFO), pocˇty polozˇek v jednotlivy´ch balen´ıch se
take´ mohou prˇepocˇ´ıta´vat podle r˚uzny´ch parametr˚u a podobneˇ.
Nen´ı tedy mozˇne´ bez prˇesny´ch pozˇadavk˚u dane´ho za´kazn´ıka implemento-
vat nacˇten´ı balen´ı doprˇedu. Take´ je velmi pravdeˇpodobne´, zˇe kazˇdy´ za´kazn´ık
bude mı´t specia´ln´ı pozˇadavky na nacˇ´ıta´n´ı balen´ı, a proto je vhodne´ navrh-
nout ko´d tak, aby byl lehce modifikovatelny´ a udrzˇovatelny´.
V na´sleduj´ıc´ıch kapitola´ch jsou rozebra´ny zvazˇovane´ alternativy pro im-
plementaci nacˇ´ıta´n´ı balen´ı.
Pouzˇit´ı Java enumu
Java enum umozˇnˇuje jednotlivy´m hodnota´m z vy´cˇtu definovat i chova´n´ı,
metody ktere´ definuj´ı chova´n´ı jsou deklarovane´ v hlavn´ım teˇle enumu a jed-
notlive´ hodnoty z vy´cˇtu mohou tyto metody prˇepsat (viz prˇ´ıklad pouzˇit´ı
v listingu 3.1, prˇevza´no z tutoria´lu [enu, 2013]). Pouzˇit´ı vy´cˇtu zprˇehlednˇuje
ko´d, nebot’ ve vy´cˇtu jsou uvedeny hodnoty se stejny´mi metodami a oproti
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klasicke´mu deˇdeˇn´ı se da´ prˇes vy´cˇet iterovat. Od enumu˚ se neda´ deˇdit a nebot’
enum implicitneˇ deˇd´ı od java.lang.Enum nemu˚zˇe deˇdit ani od jine´ trˇ´ıdy (v´ıce
viz [enu, 2013]).
Listing 3.1: Java enum, prˇ´ıklad pouzˇit´ı
public enum Planet {
MERCURY (3.303e+23, 2.4397e6), //vycet prvku
EARTH (5.976e+24, 6.37814e6),
MARS (6.421e+23, 3.3972e6),
NEPTUNE (1.024e+26, 2.4746e7);
private final double mass;
private final double radius;
Planet(double mass, double radius) {
this.mass = mass;
this.radius = radius;
}
public static final double G = 6.67300E-11;
double surfaceGravity() { // definice metody vyctu
return G * mass / (radius * radius);
}
double surfaceWeight(double otherMass) {
return otherMass * surfaceGravity();
}
public static void main(String[] args) {
if (args.length != 1) {
System.err.println("Usage: java Planet <earth_weight>");
System.exit(-1);
}
double earthWeight = Double.parseDouble(args[0]);
double mass = earthWeight/EARTH.surfaceGravity();
for (Planet p : Planet.values()) // iterovani pres vycet
System.out.printf("Your weight on %s is %f%n",
p, p.surfaceWeight(mass));
}
}
Vy´hodou tohoto rˇesˇen´ı je prˇehlednost ko´du, mozˇnost iterovat prˇes vy´cˇet,
tedy v nastaven´ı modulu, lze jednodusˇe vygenerovat selectbox s hodnotami
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vy´cˇtu. Uzˇivatel si tak jednodusˇe mu˚zˇe vybrat prˇ´ıslusˇnou metodu pro na-
cˇten´ı balen´ı. Nevy´hodou vsˇak je prˇi prˇida´n´ı nove´ metody nutnost restartovat
produkcˇn´ı prostrˇed´ı, cozˇ by v neˇktery´ch prˇ´ıpadech mohlo by´t nevyhovuj´ıc´ı.
Dalˇs´ı nevy´hodou je nemozˇnost oddeˇlit za´kaznicky´ ko´d, nebot’ hodnoty vy´cˇtu
mus´ı by´t soucˇa´st´ı jedne´ trˇ´ıdy. A tak by za´kaznicky´ ko´d musel by´t soucˇa´st´ı
standardn´ıho, cozˇ by bylo neprˇehledne´ a nezˇa´douc´ı.
Pouzˇit´ı Java procedur
Java procedury je framework vyvinuty´ a pouzˇ´ıvany´ v DCIx. Slouzˇ´ı ke spousˇ-
teˇn´ı sql procedur, funkc´ı (poprˇ. jine´ho sql ko´du) z Javy. Java procedury se
prˇekla´daj´ı za beˇhu serveru, tedy prˇi vytvorˇen´ı, nebo u´praveˇ Java procedury
nen´ı nutne´ prˇekompilovat cely´ projekt a restartovat server, cozˇ je v produkcˇ-
n´ım prostrˇed´ı velka´ vy´hoda.
Hlavn´ı cˇa´st´ı Java procedury je vykona´vany´ ko´d (viz listing 3.2). Jako
prvn´ı mu˚zˇeme videˇt anotaci @Event(EventEnum.TRANSACTION XP READ-
PACKAGES FOR LOADING), tato anotace specifikuje, kde ma´ by´t pro-
cedura pouzˇita (v jake´m modulu, cˇa´sti syste´mu DCIx). Metoda readPac-
kagesByOrder ma´ parametr TransactionMessengerXP messenger, cozˇ je ob-
jekt, ktery´ slouzˇ´ı pro ulozˇen´ı dat v transakci (prˇeda´va´n´ı dat mezi moduly),
z´ıska´n´ı konekce do databa´ze, ulozˇen´ı chyb a varova´n´ı.
Listing 3.2: Java procedura
@Override
@Event(EventEnum.TRANSACTION_XP_READ_PACKAGES_FOR_LOADING)
public void readPackagesByOrder(TransactionMessengerXP messenger) {
// ziskani parametru pro sql proceduru
...
// konec ziskani parametru
List<Item> itemsToLoad = new ArrayList<Item>();
// spusteni procedury
ResultSet rs = Table.selectResultsetFromStoredProcedure(
messenger.getConnection(),
DciDatabase.decorateWithSchema(PROCEDURE_NAME),
valueList);
try {
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while (rs.next()) {
// ziskani seznamu baleni z result setu
WarehousePackageItem packageItem = new
WarehousePackageItem();
packageItem.setId(rs.getInt(WarehousePackageMapping
.ID.getName()));
...
// konec ziskani seznamu baleni z result setu
}
} catch (SQLException sqle) {
throw new ApplicationRuntimeException("Can’t read
operation.", sqle);
} finally {
Table.closeResultSet(rs);
}
// ulozeni seznamu baleni do hidden values
// pass into HV
messenger.addHiddenValue(
TransactionHiddenFieldDescriptor.PACKAGES_FOR_LOAD,
itemsToLoad);
}
Dalˇs´ı cˇa´st´ı Java procedury je z´ıska´n´ı parametr˚u procedury z kontextu
skriptu a zavola´n´ı vy´konne´ho ko´du procedury (viz listing 3.3).
Listing 3.3: Z´ıska´n´ı parametru a zavola´n´ı vy´konne´ho ko´du
public static void setScriptContext(ScriptContext ctx) {
ReadPackagesByProductQuantityOnOrders proc = new
ReadPackagesByProductQuantityOnOrders();
proc.readPackagesByOrder((TransactionMessengerXP)
ctx.getAttribute("messenger"));
}
Zavola´n´ı Java procedury z Javy, tedy z akce nebo v nasˇem prˇ´ıpadeˇ mo-
dulu, se provede na´sledovneˇ. Nejprve je nutne´ proceduru z´ıskat za pomoci
jej´ıho na´zvu z cache procedur (pomoc´ı staticke´ metody), to je mozˇne´ videˇt
v listingu 3.4. Pokud nebude procedura v cache nalezena vra´t´ı se chyba.
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Listing 3.4: Nacˇten´ı procedury z cache
//read procedure from cache
Procedure procedure = ProcedureCache.getProcedure(procedureName);
if(AlfaObject.hasNotValidKey(procedure)) {
DciErrorCodes.procedureNotFound.addError(messenger.getErrors(),
procedureName);
return null;
}
Pote´ je prˇipraven kontext procedury (ulozˇen do mapy objekt messengeru)
a procedura je spusˇteˇna za pomoci frameworku (viz listing 3.5). Pokud jesˇteˇ
nebyl ko´d procedury prˇelozˇen do bytecode, framework se o jej´ı prˇelozˇen´ı
postara´.
Listing 3.5: Prˇ´ıprava kontextu procedury a spusˇteˇn´ı za pomoci frameworku
Map<String, Object> bean = new HashMap<String, Object>();
bean.put("messenger", messenger);
// read packages run procedure
ProcedureDispatcher.executeScript(procedure, bean,
messenger.getErrors(), messenger.getWarnings(),
messenger.getConnection());
3.4.2 Z´ıska´n´ı rˇesˇen´ı ze seznamu prˇedmeˇt˚u
Jednou ze za´kladn´ıch cˇa´st´ı algoritmu GASP je vnitrˇn´ı heuristika pro umı´steˇn´ı
balen´ı do algoritmu. Pro tento u´cˇel byla pouzˇita C-EPBFD, tedy heuristika
vyuzˇ´ıvaj´ıc´ı EB (viz kapitola 2.3.7). Tato vnitrˇn´ı heuristika je pouzˇita jak
v kroku P˚uvodn´ıho rˇesˇen´ı (pro jeho z´ıska´n´ı), tak v kroku Umist’ovac´ı cˇa´st
metody GASP (viz sche´ma 2.8 uvedene´ na stra´nce 17). Algoritmus C-EPBFD
byl doplneˇn o umı´steˇn´ı prˇedmeˇt˚u do kompatibiln´ıch sloupc˚u (viz sche´ma 3.2).
Algoritmus zacˇ´ına´ s pra´zdny´m rˇesˇen´ım, tedy neexistuje zˇa´dny´ vytvorˇeny´
kontejner a vsˇechny prˇedmeˇty jsou v serˇazene´m seznamu neumı´steˇny´ch prˇed-
meˇt˚u.
V kazˇde´m kroku se vezme prvn´ı balen´ı z neumı´steˇny´ch a projdou se
vsˇechny sloupce, zda existuje kompatibiln´ı sloupec, do ktere´ho je mozˇne´ prˇed-
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Obra´zek 3.2: Hladova´ metoda
meˇt umı´stit. Pokud takovy´ sloupec existuje, prˇedmeˇt je do neˇj umı´steˇn a al-
goritmus pokracˇuje dalˇs´ım prˇedmeˇtem.
Pokud vhodny´ sloupec neexistuje, algoritmus se snazˇ´ı umı´stit prˇedmeˇt
do existuj´ıc´ıho kontejneru na nejvhodneˇjˇs´ı mı´sto (nejlepsˇ´ı pomeˇr obsahu za´-
kladny prˇedmeˇtu oproti obsahu za´kladny volne´ho mı´sta pro umı´steˇn´ı). Pokud
se nenajde vhodne´ mı´sto, volna´ mı´sta v kontejneru maj´ı mensˇ´ı rozmeˇry nezˇ
umist’ovany´ prˇedmeˇt, tak je vytvorˇen novy´ kontejner, pokud jizˇ nen´ı dosa-
zˇeno maxima´ln´ıho pocˇtu kontejner˚u. V te´to cˇa´sti algoritmu je nutne´ upravit
rozmeˇry oblast´ı extre´mn´ıch bod˚u, to je popsa´no v na´sleduj´ıc´ı kapitole.
Vznik a u´prava rozmeˇr˚u oblast´ı extre´mn´ıch bod˚u
Prˇi kazˇde´m vlozˇen´ı nove´ho sloupce do kontejneru vzniknou maxima´lneˇ dva
extre´mn´ı body (v prˇ´ıpadeˇ 2D proble´mu, ktery´ rˇesˇ´ıme), pokud se jedna´ o
32
Implementace BPP pro DCIx Implementace algoritmu
pra´zdny´ kontejner s pra´veˇ jedn´ım vlozˇeny´m sloupcem extre´mn´ı body budou
mı´t sourˇadnice EBx = (wi, 0), EBy = (0, hi).
Po vlozˇen´ı sloupce do kontejneru, kde jizˇ existuj´ı i jine´ sloupce je genero-
va´n´ı extre´mn´ıch bod˚u slozˇiteˇjˇs´ı. Pro EBx = (wi + xi, yEBx) je x sourˇadnice
lehce spocˇ´ıta´na. Sourˇadnice yEBx je z´ıska´na promı´tnut´ım na steˇnu nejblizˇ-
sˇ´ıho sloupce ve smeˇru k nulte´ sourˇadnici, pokud se na te´to straneˇ zˇa´dny´
sloupec nevyskytuje bude sourˇadnice yEBx = 0. Pro EBy = (xEBy , hi + yi) je
sourˇadnice xEBy z´ıska´na obdobneˇ.
Kazˇdy´ extre´mn´ı bod da´le obsahuje informace o sˇ´ıˇrce a vy´sˇce, tedy ma-
xima´ln´ıch rozmeˇrech sloupce, jaky´ mu˚zˇe by´t vlozˇen na tento extre´mn´ı bod.
Ty jsou opeˇt prˇi generova´n´ı novy´ch extre´mn´ıch bod˚u dopocˇ´ıta´ny. Nejprve je
sˇ´ıˇrka a vy´sˇka oblasti extre´mn´ıho bodu odhadnuta, a to tak zˇe je zjiˇsteˇn pr˚u-
meˇt extre´mn´ıho bodu v sourˇadn´ıc´ıch x a y ve smeˇru od 0 (viz obra´zek 3.3).
A pote´ jsou dopocˇ´ıta´ny konecˇne´ rozmeˇry oblasti extre´mn´ıho bodu a to tak,
zˇe je z´ıska´n pr˚umeˇt stran oblasti extre´mn´ıho bodu opeˇt ve smeˇru od 0 (viz
obra´zek 3.3). Pokud bychom neudeˇlali prvotn´ı aproximaci a rozmeˇry oblasti
by byly odhadnuty podle rozmeˇr˚u kontejneru, z´ıskali bychom mensˇ´ı oblast
nezˇ ve skutecˇnosti mu˚zˇeme pro umı´steˇn´ı sloupce pouzˇ´ıt (viz obra´zek 3.4).
EP
Obra´zek 3.3: Urcˇen´ı oblasti EB, u´vodn´ı aproximace pr˚umeˇtem
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EP
Obra´zek 3.4: Urcˇen´ı oblasti EB, u´vodn´ı aproximace velikost´ı kontejneru
Da´le je nutne´ proj´ıt jizˇ existuj´ıc´ı extre´mn´ı body, zda prˇida´vany´ sloupec
nezasahuje do jejich oblast´ı a pokud ano, tak upravit jejich rozmeˇry. Po-
sledn´ım krokem je serˇazen´ı extre´mn´ıch bod˚u, podle jejich pozice, odstraneˇn´ı
duplicit a nevalidn´ıch oblast´ı (s rozmeˇry rovny´mi nule).
3.4.3 Porovna´n´ı kvality rˇesˇen´ı
Du˚lezˇitou cˇa´st´ı algoritmu je porovna´n´ı, zda je jedno rˇesˇen´ı lepsˇ´ı nezˇ druhe´.
Porovnat rˇesˇen´ı je mozˇne´ podle r˚uzny´ch parametr˚u. At’ uzˇ se jedna´ o porov-
na´n´ı z hlediska vyuzˇit´ı prostoru (naprˇ. pocˇet pouzˇity´ch kontejner˚u, vyuzˇit´ı
objemu apod.), nebo z hlediska procentua´ln´ıho splneˇn´ı dodac´ıch list˚u.
Do implementovane´ho ko´du by meˇlo by´t pozdeˇji mozˇne´ jednodusˇe prˇi-
dat dalˇs´ı atribut, podle ktere´ho se daj´ı rˇesˇen´ı porovnat. A da´le mus´ı by´t
umozˇneˇno urcˇit porˇad´ı atribut˚u, prˇi porovna´va´n´ı.
Jednotlive´ metody porovna´n´ı podle atribut˚u byly implementova´ny jako
hodnoty vy´cˇtu (viz listing 3.6). Tyto metody jsou pote´ vkla´da´ny do kolekce
kompara´toru.
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Listing 3.6: BinsComparatorMethods - vy´cˇet prvk˚u
public enum BinsComparatorMethods implements Comparator<List<Bin>>
{
VOLUME {
@Override
public int compare(List<Bin> o1, List<Bin> o2) {
// vypocet objemu kontejneru a sploupcu
...
//konec vypoctu
double difference = (o1BinsVolume -
o1ColumnsVolume) - (o2BinsVolume -
o2ColumnsVolume);
return (int) Math.signum(difference);
}
},
BASE_AREA {
@Override
public int compare(List<Bin> o1, List<Bin> o2) {
// vypocet obsahu a´zkladen kontejneru a
sploupcu
...
//konec vypoctu
double difference = (o1BinsArea -
o1ColumnsArea) - (o2BinsArea -
o2ColumnsArea);
return (int) Math.signum(difference);
}
},
BINS_COUNT {
@Override
public int compare(List<Bin> o1, List<Bin> o2) {
return o1.size() - o2.size();
}
};
Teˇlo vy´cˇtu (viz listing 3.7) obsahuje abstraktn´ı metodu compare z roz-
hran´ı Comparator, kterou mus´ı kazˇdy´ z prvk˚u vy´cˇtu implementovat. A da´le
obsahuje metodu contains, ktera´ vrac´ı true pokud v enumu existuje vy´cˇet
s dany´m jme´nem, v opacˇne´m prˇ´ıpadeˇ vrac´ı false.
Listing 3.7: BinsComparatorMethods - teˇlo vy´cˇtu
@Override
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public abstract int compare(List<Bin> o1, List<Bin> o2);
/**
* @param name enum name
* @return <code>true</code> if contain enum with this name
*/
public static boolean contains(String name) {
BinsComparatorMethods[] values = values();
for (BinsComparatorMethods binsComparatorMethods :
values) {
if
(binsComparatorMethods.toString().equals(name))
{
return true;
}
}
return false;
}
}
Hlavn´ı trˇ´ıda pro porovna´n´ı kvality rˇesˇen´ı se nazy´va´ SolutionComparator
(viz listing 3.8) opeˇt implementuje rozhran´ı Comparator. Obsahuje metodu
add pro prˇida´n´ı metody pro porovna´n´ı, tedy hodnoty z vy´cˇtu BinsCompara-
torMethods. Dalˇs´ı metodou je compare z rozhran´ı Comparator, ktera´ porov-
na´va´ rˇesˇen´ı podle hodnot vy´cˇtu v kolekci comparators a to v porˇad´ı v jake´m
byly vlozˇeny. Posledn´ı metoda isEmpty slouzˇ´ı k oveˇrˇen´ı zda je kolekce com-
parators pra´zdna´, tedy neobsahuje zˇa´dnou metodu pro porovna´n´ı.
Listing 3.8: SolutionComparator
public class SolutionComparator implements Comparator<List<Bin>> {
List<BinsComparatorMethods> comparators = new
ArrayList<SolutionComparator.BinsComparatorMethods>();
public boolean add(BinsComparatorMethods comparator) {
return comparators.add(comparator);
}
@Override
public int compare(List<Bin> o1, List<Bin> o2) {
for (BinsComparatorMethods comparator : comparators)
{
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int currentCompare = comparator.compare(o1,
o2);
if (currentCompare != 0) {
return currentCompare;
}
}
// solutions are equal
return 0;
}
public boolean isEmpty() {
return this.comparators.isEmpty();
}
}
3.4.4 Implementace metody GASP
Podstatnou cˇa´st´ı implementovane´ho ko´du je metoda GASP (viz listing 3.9).
Jedna´ se o statickou metodu s parametry List<Item> items seznam prˇed-
meˇt˚u, ktere´ maj´ı by´t umı´steˇny do kontejner˚u, da´le Bin bin objekt kontejneru
obsahuj´ıc´ı maxima´ln´ı rozmeˇry kontejner˚u. Dalˇs´ımi parametry je int maxBin-
Count - maxima´ln´ı pocˇet nalozˇeny´ch kontejner˚u a jako posledn´ı parametr
je Comparator<List<Bin>> solutionComparator, ktery´ slouzˇ´ı k porovna´n´ı
dvou rˇesˇen´ı viz kapitola 3.4.3.
Nejprve je nutne´ algoritmus inicializovat za pomoc´ı z´ıska´n´ı u´vodn´ıho rˇe-
sˇen´ı a to pomoc´ı algoritmu uvedene´m v kapitole 3.4.2. Podle tohoto rˇesˇen´ı
je urcˇeno sko´re jednotlivy´ch prˇedmeˇt˚u. Nakonec jsou nainicializova´ny pro-
meˇnne´, ktere´ budou pouzˇity v cyklu (viz listing 3.9).
Listing 3.9: Implementace metody GASP
public static List<Bin> getSolutionByGASP(List<Item> items, Bin
bin, int maxBinCount, Comparator<List<Bin>> solutionComparator)
{
// get initial solution
List<Bin> bestSolution = getSolutionFromOrderedItems(items,
bin, maxBinCount);
// initialize score
setColumnsScoresBySolution(items, bestSolution);
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Comparator<Item> itemsScoreComparatorDesc =
Collections.reverseOrder(new ItemScoreComparator());
int withoutImprovmentCount = 0;
int withoutImprovmentCycleCount = 0;
int p = 1;
int k = 1;
Na dalˇs´ı uka´zce ko´du (listing 3.10) je hlavn´ı teˇlo cyklu, prˇed kazˇdou iterac´ı
je nejprve oveˇrˇeno, zda soucˇasne´ rˇesˇen´ı nesplnˇuje konecˇne´ podmı´nky, nebo
zda jizˇ neprobeˇhl koncˇeny´ pocˇet cykl˚u bez zlepsˇen´ı rˇesˇen´ı. Pote´ je seznam
prˇedmeˇt˚u serˇazen podle sko´re sestupneˇ a z´ıska´no nove´ rˇesˇen´ı ze serˇazene´ho
seznamu.
Listing 3.10: Implementace metody GASP zacˇa´tek cyklu
while (!isSolutionSufficient(bestSolution,
withoutImprovmentCycleCount)) {
// sort items by score descending
Collections.sort(items, itemsScoreComparatorDesc);
// get solution by greedy algorithm
List<Bin> currentSolution =
getSolutionFromOrderedItems(items, bin,
maxBinCount);
Pomoc´ı solutionComparator je zjiˇsteˇno, jestli bylo nalezeno lepsˇ´ı rˇesˇen´ı,
pokud ano, tak se ulozˇ´ı jako nejlepsˇ´ı rˇesˇen´ı a vynuluj´ı se promeˇnne´ withoutIm-
provmentCount a withoutImprovmentCycleCount, ktere´ uda´vaj´ı pocˇet cykl˚u
bez zlepsˇen´ı. Pokud nebylo nalezeno lepsˇ´ı rˇesˇen´ı, tak se uprav´ı parametry k
a p podle pr˚ubeˇhu algoritmu viz kapitola 2.5.
Promeˇnna´ withoutImprovmentCycleCount slouzˇ´ı jako ochrana proti za-
cyklen´ı algoritmu, tedy pokud se jizˇ dany´ pocˇet iterac´ı nenasˇlo lepsˇ´ı rˇesˇen´ı,
algoritmus je ukoncˇen.
Listing 3.11: Implementace metody GASP u´prava parametr˚u
//compare if current solution than bestSolution
if (solutionComparator.compare(currentSolution,
bestSolution) < 0) {
// currentSolution was better
38
Implementace BPP pro DCIx Implementace algoritmu
bestSolution = currentSolution;
withoutImprovmentCount = 0;
withoutImprovmentCycleCount = 0;
} else {
++withoutImprovmentCount;
++withoutImprovmentCycleCount;
}
if (withoutImprovmentCount > NOT_IMPROVMENT_LIMIT) {
//long term update score
setColumnsScoresBySolution(items,
bestSolution);
withoutImprovmentCount = 0;
++p;
k = 1;
} else {
setColumnsScoresByParameters(currentSolution,
SCORE_PERCENT_CHANGE, p, k, K_MAX);
k = k < K_MAX ? k + 1 : k;
}
}
return bestSolution;
}
3.4.5 Implementace transakcˇn´ıho modulu
Zacˇleneˇn´ı algoritmu nakla´dky je provedeno pomoc´ı transakcˇn´ıho modulu.
Transakcˇn´ı modul je soucˇa´st´ı transakcˇn´ı definice, kterou jsou v syste´mu DCIx
modelova´ny procesy (viz kapitola 3.1).
Nejprve je nacˇteno nastaven´ı transakcˇn´ıho modulu (viz listing 3.12). Na-
staven´ı modulu obsahuje na´zev procedury, ktera´ bude pouzˇita pro nacˇten´ı
balen´ı a seznam kompara´tor˚u pro rozhodnut´ı o lepsˇ´ım rˇesˇen´ım. Da´le nasta-
ven´ı obsahuje definici a stav prˇ´ıkazu, ktere´ jsou d˚ulezˇite´ pro vytva´rˇen´ı lozˇn´ıho
sloupce.
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Listing 3.12: Nacˇten´ı nastaven´ı modulu
String procedureName =
attributes.getAttributeValue(LoadContainerByPackagesAttributes
.PROCEDURE_FOR_READ_PACKAGES);
String columnOrderDefinition =
attributes.getAttributeValue(LoadContainerByPackagesAttributes
.COLUMN_ORDER_DEFINITION);
String columnOrderState =
attributes.getAttributeValue(LoadContainerByPackagesAttributes
.COLUMN_ORDER_STATE);
// get comparators - this will decide which solution is better
String comparators =
attributes.getAttributeValue(LoadContainerByPackagesAttributes.
SOLUTION_COMPARATORS);
Na´sledneˇ jsou nacˇteny vstupy z prˇedchoz´ıch modul˚u (naprˇ.: zadany´ch
uzˇivatelem, nacˇteny´ch z databa´ze apod.). Vstupy modulu jsou sˇ´ıˇrka, hloubka
a vy´sˇka kontejneru, prˇ´ıkaz doda´vky a kolekce dodac´ıch list˚u. Vsˇechny vstupy
jsou povinne´ a proto jsou z transakce z´ıska´va´ny za pomoc´ı metody extract-
ValueWithCheck, ktera´ v prˇ´ıpadeˇ nenalezen´ı vstupu v transakci vra´t´ı chybu
do kolekce errors. Po nacˇten´ı vstup˚u se zkontroluje kolekce, zda neobsahuje
chyby, pokud ano vyskocˇ´ı se z modulu a o osˇetrˇen´ı chyby se postara´ transakce.
Listing 3.13: Z´ıska´n´ı vstup˚u z transakce
CustomDecimal width = (CustomDecimal)
messenger.getFinalValues().extractValueWithCheck(
TransactionFieldDescriptor.width, errors);
CustomDecimal depth = (CustomDecimal)
messenger.getFinalValues().extractValueWithCheck(
TransactionFieldDescriptor.depth, errors);
CustomDecimal height = (CustomDecimal)
messenger.getFinalValues().extractValueWithCheck(
TransactionFieldDescriptor.height, errors);
Order loadNote = (Order)
messenger.getFinalValues().extractObjectWithCheck(
TransactionFieldDescriptor.orderNumber, errors);
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OrderCommonCollection<? extends OrderInterface, ?> orders =
(OrderCommonCollection<? extends OrderInterface, ?>)
messenger
.getFinalValues().extractObjectWithCheck(
TransactionFieldDescriptor.ordersForBatch,
messenger.getErrors());
if (!errors.isEmpty()) {
return null;
}
Pak jizˇ na´sleduje cyklus (viz listing 3.14) v ktere´m jsou nacˇtena balen´ı
za pomoci Java procedury (viz kapitola 3.4.1), ze seznamu balen´ı je z´ıska´no
rˇesˇen´ı metodou getSolutionByGASP (kapitola 3.4.4), pokud byl nalozˇen v´ıce
nezˇ jeden kontejner, prˇida´ se do kolekce vynechany´ch rˇa´dek dodac´ı list˚u dalˇs´ı
rˇa´dka (metoda addSkippedLine). Cyklus koncˇ´ı pokud je nalozˇen jeden nebo
zˇa´dny´ kontejner.
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Listing 3.14: Cyklus modulu
do {
// get packages data
itemList = readPackagesByOrder(procedureName, messenger);
if (!errors.isEmpty()) {
return null;
}
// get solution by algorithm
actualSolution =
ContainerLoadingCommon.getSolutionByGASP(itemList, bin ,
MAX_BIN_COUNT, solutionComparator);
if (actualSolution.size() > SUITABLE_BIN_COUNT) {
Connection connection = messenger.getConnection();
//add last line to skipped order line
skippedIds = (HashSet<Integer>)
messenger.getHiddenValue(
TransactionHiddenFieldDescriptor
.SKIPPED_ORDER_LINES_IDS);
skippedIds = addSkippedLine(skippedIds, orders,
connection);
// pass into HV
messenger.addHiddenValue(
TransactionHiddenFieldDescriptor
.SKIPPED_ORDER_LINES_IDS, skippedIds);
}
} while (actualSolution.size() > SUITABLE_BIN_COUNT);
Po cyklu se rˇesˇen´ı rozpadne na objekty v syste´mu DCIx. Pro kazˇdy´ slou-
pec v kontejneru se vytvorˇ´ı prˇ´ıkaz lozˇn´ıho sloupce a na ten se nava´zˇou balen´ı
pomoc´ı vazebn´ı tabulky Warehouse Packages Orders. Lozˇn´ı sloupce se da´le
nava´zˇou na prˇ´ıkaz nakla´dky vazbou Original Order. Celkove´ prova´za´n´ı ob-
jekt˚u mu˚zˇeme videˇt na sche´matu 3.5.
Posledn´ı cˇa´st´ı vy´stupu transakcˇn´ıho modulu jsou data do tabulky Co-
lumns In Bins, ktera´ obsahuje data pro zobrazen´ı rozlozˇen´ı sloupc˚u v kon-
tejneru za pomoci Reporting Services. Strukturu tabulky mu˚zˇeme videˇt na
listingu 3.15. Load Note ID je ciz´ı kl´ıcˇ odkazuj´ıc´ı na prˇ´ıkaz doda´vky, Co-
lumn Order ID odkazuje na prˇ´ıkaz lozˇn´ıho sloupce. Sloupec Order In Bin
urcˇuje porˇad´ı sloupce v dane´m kontejneru, tedy v jake´m porˇad´ı maj´ı by´t
sloupce ukla´da´ny do kontejneru, Bin Order urcˇuje cˇ´ıslo kontejneru, pokud
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Obra´zek 3.5: Prova´za´n´ı objekt˚u vy´stup˚u
by byla doda´vka tvorˇena v´ıce kontejnery. Sloupec Spatial Data obsahuje ge-
ometricka´ data pro zobrazen´ı sloupce na dane´ pozici. Geometricka´ data se
v MS SQL Serveru ukla´daj´ı za pomoc´ı takzvany´ch Spatial Data (viz [spa,
2013]).
Listing 3.15: Struktura tabulky Columns In Bins
create table dciowner.Columns_In_Bins (
ID int identity not null,
Load_Note_ID int not null,
Spatial_Data geometry not null,
Column_Order_ID int,
Order_In_Bin int not null,
Bin_Number int not null,
constraint PK_Columns_In_Bins primary key (ID),
constraint FK_Columns_In_Bins__Load_Note_ID__Generic_Orders
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foreign key (Load_Note_ID) references
dciowner.Generic_Orders (ID),
constraint
FK_Columns_In_Bins__Column_Order_ID__Generic_Orders
foreign key (Column_Order_ID) references
dciowner.Generic_Orders (ID)
) on dataFile;
Vy´sledny´ report zobrazuj´ıc´ı ulozˇen´ı sloupc˚u v kontejneru mu˚zˇeme videˇt
v prˇ´ıloze na obra´zku C.1. Cˇ´ısla u jednotlivy´ch sloupc˚u prˇedstavuj´ı cˇ´ısla prˇ´ı-
kazu lozˇn´ıch sloupc˚u. Kazˇdy´ sloupec v reportu je zobrazen´ı rˇa´dku z tabulky
Columns In Bins.
3.5 Automaticke´ testy
Ned´ılnou soucˇa´st´ı implementace algoritmu nakla´dky do syste´mu DCIx jsou
automaticke´ testy. V ra´mci te´to pra´ce byl implementova´ny jednotkove´ testy,
ktere´ testuj´ı podstatne´ logicke´ celky implementace nakla´dky. Da´le byl vyvi-
nut integracˇn´ı test, ktery´ testuje transakcˇn´ı modul jako celek.
3.5.1 Jednotkovy´ test
Za´kladn´ım testem, ktery´ byl v ra´mci implementace vytvorˇen je jednotkovy´
test nad trˇ´ıdou ContainerLoadingCommon, ktera´ obsahuje na´sleduj´ıc´ı sta-
ticke´ metody:
addItemToExtremePoint vlozˇen´ı prˇedmeˇtu/sloupce do kontejneru na kon-
kre´tn´ı extre´mn´ı bod
updateExtremePoints u´prava extre´mn´ıch bod˚u po vlozˇen´ı nove´ho prˇed-
meˇtu/sloupce do kontejneru
getSolutionFromOrderedItems z´ıska´n´ı rˇesˇen´ı ze seznamu serˇazeny´ch prˇed-
meˇt˚u
getSolutionByGASP implementace algoritmu GASP
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Tyto metody jsou otestova´ny za pomoc´ı testovac´ıho frameworku JUnit
(viz JUn [2013]) a v na´sleduj´ıc´ıch podkapitola´ch budou popsa´ny neˇktere´ z
test˚u.
Test metody addItemToExtremePoint
V tomto testu je oveˇrˇeno spra´vne´ vytva´rˇen´ı extre´mn´ıch bod˚u a rozmeˇr˚u prˇ´ı-
slusˇny´ch oblast´ı. Test obsahuje v´ıce sce´na´rˇ˚u pro oveˇrˇen´ı funkcˇnosti metody,
v listingu 3.16 a 3.17 mu˚zˇeme videˇt prvn´ı z nich. Nejprve je prˇipraven prvn´ı
extre´mn´ı bod na pozici [0, 0] s rozmeˇry odpov´ıdaj´ıc´ımi rozmeˇr˚um cele´ho kon-
tejneru, na´sledneˇ je vytvorˇen prˇedmeˇt, ktery´ bude vkla´da´n do kontejneru.
Pote´ je vytvorˇen seznam extre´mn´ıch bod˚u. Na konci listingu mu˚zˇeme videˇt
spusˇteˇn´ı metody addItemToExtremePoint s prˇipraveny´mi daty.
Listing 3.16: Prˇ´ıprava dat a spusˇteˇn´ı metody addItemToExtremePoint
ExtremePoint ep = new ExtremePoint();
ep.setX(0.0);
ep.setY(0.0);
ep.setResidualSpaceX(1000.0);
ep.setResidualSpaceY(150.0);
FakeItem item = new FakeItem();
item.setX(0.0);
item.setY(0.0);
item.setWidth(50.0);
item.setDepth(50.0);
ArrayList<ExtremePoint> extremePoints = new
ArrayList<ExtremePoint>();
extremePoints.add(ep);
Bin bin = new Bin();
bin.setMaxX(1000);
bin.setMaxY(150);
bin.setExtremePoints(extremePoints);
ContainerLoadingCommon.addItemToExtremePoint(item, ep, bin);
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V listingu 3.17 se nacha´z´ı prˇ´ıprava ocˇeka´vany´ch hodnot, tedy vytvorˇen´ı
extre´mn´ıch bod˚u na pozic´ıch [0, 50] a [50, 0] s prˇ´ıslusˇny´mi rozmeˇry oblast´ı,
tedy podle pravidel jak je popsa´no v kapitole 3.4.2. Pote´ je oveˇrˇeno, zˇe ocˇe-
ka´vane´ hodnoty jsou shodne´ s hodnotami vytvorˇeny´mi metodou addItemTo-
ExtremePoint.
Listing 3.17: Vytvorˇen´ı ocˇeka´vany´ch hodnot a oveˇrˇen´ı funkcˇnosti metody
addItemToExtremePoint
ExtremePoint epToPlace = new ExtremePoint();
epToPlace.setX(0.0);
epToPlace.setY(50.0);
epToPlace.setResidualSpaceX(1000.0);
epToPlace.setResidualSpaceY(150.0);
expectedEPs.add(epToPlace);
ep = new ExtremePoint();
ep.setX(50.0);
ep.setY(0.0);
ep.setResidualSpaceX(1000.0);
ep.setResidualSpaceY(150.0);
expectedEPs.add(ep);
Test metody updateExtremePoints
Aktualizace rozmeˇr˚u oblast´ı extre´mn´ıch bod˚u je jednou z velmi d˚ulezˇity´ch
cˇa´st´ı algoritmu. Prˇed samotny´m testem jsou prˇipraveny dva extre´mn´ı body
a prˇedmeˇt, ktery´ bude vlozˇen do kontejneru (viz listing 3.18).
Listing 3.18: Test metody updateExtremePoints, prˇ´ıprava dat
ArrayList<ExtremePoint> extremePoints = new
ArrayList<ExtremePoint>();
ExtremePoint ep1 = new ExtremePoint();
ep1.setX(0.0);
ep1.setY(50.0);
ep1.setResidualSpaceX(1000.0);
ep1.setResidualSpaceY(150.0);
extremePoints.add(ep);
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ExtremePoint ep2 = new ExtremePoint();
ep2.setX(50.0);
ep2.setY(0.0);
ep2.setResidualSpaceX(1000.0);
ep2.setResidualSpaceY(150.0);
extremePoints.add(ep);
FakeItem item = new FakeItem();
item.setX(0);
item.setY(50);
item.setWidth(150);
item.setDepth(50);
Po spusˇteˇn´ı metody jsou vytvorˇeny ocˇeka´vane´ hodnoty. Prˇedmeˇtem bude
omezena oblast obou bod˚u. Velikost oblasti ep2 bude nulova´, proto bude
odstraneˇna ze seznamu extre´mn´ıch bod˚u. Na´sledneˇ jsou ocˇeka´vane´ hodnoty
porovna´ny s oblastmi extre´mn´ıch bod˚u z´ıskane´ metodou (viz listing 3.19).
Listing 3.19: Test metody updateExtremePoints, validace hodnot
ContainerLoadingCommon.updateExtremePoints(item, extremePoints);
ArrayList<ExtremePoint> expectedEPs = new
ArrayList<ExtremePoint>(1);
ep = new ExtremePoint();
ep.setX(50.0);
ep.setY(0.0);
ep.setResidualSpaceX(1000.0);
ep.setResidualSpaceY(50.0);
expectedEPs.add(ep);
assertListEquals(expectedEPs, extremePoints);
Test metody getSolutionFromOrderedList
Vy´stupem te´to metody jsou balen´ı umı´steˇna´ do sloupc˚u v kontejnerech, tento
vy´stup je vsˇak velmi komplexn´ı a prˇ´ıprava ocˇeka´vany´ch hodnot by byla velmi
obt´ızˇna´. Dalˇs´ı nevy´hodou validace prˇesny´ch ocˇeka´vany´ch hodnot te´to metody
by byla neprˇehlednost a prakticky nemozˇna´ u´drzˇba testu.
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Oveˇrˇen´ı funkcˇnosti metody je doc´ıleno pouze t´ım, zˇe je rˇesˇen´ı validn´ı a zˇe
jsou vsˇechny prˇedmeˇty umı´steˇny tak, jak mu˚zˇeme videˇt v listingu 3.20. Me-
todou prepareItemsInList se prˇiprav´ı seznam prˇedmeˇt˚u, ktere´ maj´ı by´t umı´s-
teˇny do kontejner˚u, pote´ je vytvorˇen objekt reprezentuj´ıc´ı kontejner a spusˇ-
teˇna metoda getSolutionFromOrderedItems. Na´sledneˇ je zkontrolova´no, zda
jsou vsˇechna balen´ı z prˇ´ıpravy dat umı´steˇna v kontejnerech (isAllItemsLoa-
ded). Metodou isSolutionValid se oveˇrˇ´ı, zda je rˇesˇen´ı validn´ı a to na´sleduj´ıc´ım
zp˚usobem (viz listing 3.21).
Listing 3.20: Test metody getSolutionFromOrderedList
List<Item> itemList = prepareItemsInList();
Bin bin = new Bin();
bin.setMaxX(800);
bin.setMaxY(150);
bin.setMaxZ(150);
List<Bin> actualSolution =
ContainerLoadingCommon.getSolutionFromOrderedItems(itemList,
bin , 20);
isAllItemsLoaded(actualSolution, itemList);
isSolutionValid(actualSolution);
V cyklu je pro kazˇdy´ kontejner oveˇrˇeno, zˇe se sloupce vza´jemneˇ neprˇekry´-
vaj´ı (columnsNotOverlapping). Pote´ jsou zkontrolova´ny sourˇadnice kazˇde´ho
sloupce, zda lezˇ´ı uvnitrˇ kontejneru a neprˇesahuje z neˇj (columnInContainer).
Nakonec se oveˇrˇ´ı, zˇe ve sloupci jsou pouze kompatibiln´ı prˇedmeˇty (itemsIn-
ColumnCompatible) a ty se navza´jem neprˇekry´vaj´ı (itemsInColumnNotOver-
Lap).
Listing 3.21: Test metody getSolutionFromOrderedList, validita rˇesˇen´ı
for (Bin bin : bins) {
List<Column> columns = bin.getColumns();
columnsNotOverlapping(columns);
for (Column column : columns) {
columnInContainer(bin, column);
itemsInColumnCompatible(column);
itemsInColumnNotOverLap(column);
}
}
Obdobny´m zp˚usobem je otestova´na i metoda getSolutionByGASP.
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3.5.2 Integracˇn´ı test
Integracˇn´ı testy v syste´mu DCIx jsou implementova´ny za pomoc´ı frameworku
Jameleon (viz [jam, 2008] a [Asˇenbrener, 2010]). Test ma´ za u´cˇel oveˇrˇit funkcˇ-
nost modulu pro proveden´ı nakla´dky jako celku. V testu je potvrzeno, zˇe je
modul schopny´ prˇevz´ıt vstupy z transakce, da´le je otestova´no, zˇe jsou vytvo-
rˇeny spra´vne´ vy´stupy (lozˇn´ı sloupce, data pro report a seznam rˇa´dek doda-
c´ıch list˚u, ktere´ byly prˇeskocˇeny). Na za´veˇr je oveˇrˇeno, zˇe nevalidn´ımi vstupy
a nastaven´ım jsou vyvola´ny chybove´ stavy.
V na´sleduj´ıc´ıch uka´zka´ch ko´du rozebereme jeden sce´na´rˇ integracˇn´ıho testu.
Nejprve jsou nastaveny atributy modulu (viz listing 3.22), a to definice prˇ´ı-
kazu lozˇn´ıho sloupce (COLUMN ORDER DEFINITION ) a jeho stav (CO-
LUMN ORDER STATE ), procedura pro nacˇten´ı balen´ı z dodac´ıch list˚u (PRO-
CEDURE FOR READ PACKAGES ) a seznam kompara´tor˚u rˇesˇen´ı (SOLU-
TION COMPARATORS ).
Listing 3.22: Sce´na´rˇ integracˇn´ıho testu, nastaven´ı atribut˚u
<jm:submodule code="loadContainerByPackages">
<jm:attribute key="COLUMN_ORDER_DEFINITION"
value="TestUODefinition"/>
<jm:attribute key="COLUMN_ORDER_STATE" value="Created"/>
<jm:attribute key="PROCEDURE_FOR_READ_PACKAGES"
value="STANDARD/ReadPackagesByProductQuantityOnOrders.java"/>
<jm:attribute key="SOLUTION_COMPARATORS"
value="BINS_COUNT,BASE_AREA,VOLUME"/>
</jm:submodule>
Pote´ jsou zada´ny vstupy (viz listing 3.23), ktere´ byly prˇedem prˇipraveny
a jsou pouzˇity pro v´ıce sce´na´rˇ˚u. Prvn´ım vstupem je cˇ´ıslo prˇ´ıkazu doda´vky
(orderNumber), dalˇs´ım je seznam dodac´ıch list˚u (ordersForBatch) a nakonec
rozmeˇry kontejneru (width, depth a height).
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Listing 3.23: Sce´na´rˇ integracˇn´ıho testu, vstupy
<jm:fvBefore>
<jm:fvEntry field="orderNumber"
value="${universalOrderNumber}">
<jm:attribute key="DEFINITION_NAME"
value="TestUODefinition"/>
</jm:fvEntry>
<jm:fvEntry field="ordersForBatch"
value="${universalOrdersIDs[0]},
${universalOrdersIDs[1]}">
<jm:attribute key="DEFINITION_NAME"
value="TestUODefinition"/>
</jm:fvEntry>
<jm:fvEntry field="width" value="2.5"/>
<jm:fvEntry field="depth" value="2.0"/>
<jm:fvEntry field="height" value="1.2"/>
</jm:fvBefore>
Validaci vy´stup˚u mu˚zˇeme videˇt v listingu 3.24. Nejprve jsou zkontrolo-
va´ny stejne´ hodnoty jako na vstupu modulu, zda nejsou smazane´ nebo zmeˇ-
neˇne´. Da´le se oveˇrˇ´ı existence identifika´toru transakce (TRANSACTION ID),
nebot’ se kazˇdy´ za´pis do databa´ze pomoc´ı transakce v syste´mu DCIx eviduje.
Na´sledneˇ se provede validace seznamu vynechany´ch rˇa´dek (SKIPPED OR-
DER LINES IDS ).
Listing 3.24: Sce´na´rˇ integracˇn´ıho testu, vy´stupy transakce
<jm:fvAfter>
<jm:fvEntry field="width" value="2.5"/>
<jm:fvEntry field="depth" value="2.0"/>
<jm:fvEntry field="height" value="1.2"/>
<jm:fvEntry field="orderNumber"
value="${universalOrderNumber}" hasObject="true"/>
<jm:fvEntry field="ordersForBatch"
value="[${universalOrdersNumbers[0]},
${universalOrdersNumbers[1]}]" hasObject="true"/>
<jm:fvEntry field="TRANSACTION_ID"
enumClass="cz.aimtec.dci.transaction.xp
.TransactionHiddenFieldDescriptor"
isNotForReport="true"/>
</jm:fvAfter>
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<jm:hvAfter>
<jm:fvEntry field="SKIPPED_ORDER_LINES_IDS"
value="[${universalOrderID + 2}]"
enumClass="cz.aimtec.dci.transaction.xp
.TransactionHiddenFieldDescriptor"
hasObject="true"/>
</jm:hvAfter>
Posledn´ı cˇa´st´ı je kontrola dat v databa´zi, oveˇrˇen´ı, zˇe se vytvorˇily lozˇn´ı
sloupce a zˇe jsou nava´za´ny na doda´vku (vis listing 3.25). Take´ jsou zkontro-
lova´ny odpov´ıdaj´ıc´ı stavy a definice prˇ´ıkazu, ktere´ byly z´ıska´ny z nastaven´ı
modulu.
Listing 3.25: Sce´na´rˇ integracˇn´ıho testu, vy´stupy DB
<jm:readAndValidateDataFromDB functionId="Zkontroluj ze bylo
vytvoreno 22 loznich u˚sloupc a jsou navazany na dodavku"
tableName="dciowner.Generic_Orders"
rowsExpected="22">
<jm:simpleParam name="Original_Order_ID"
value="${universalOrderID}" type="ID" />
<jm:simpleParam name="Status" value="E"
type="STRING" />
<jm:simpleParam name="State" value="Created"
type="STRING" />
<jm:simpleParam name="Order_Definition_Name"
value="TestUODefinition" type="STRING" />
</jm:readAndValidateDataFromDB>
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U´cˇelem te´to pra´ce bylo vybrat nejvhodneˇjˇs´ı algoritmus pro rˇesˇen´ı BPP, tuto
metodu popsat a pote´ implementovat do syste´mu DCIx.
Podle informac´ı z´ıskany´ch z literatury byl jako nejvhodneˇjˇs´ı algoritmus
vybra´n GASP, ktery´ v rea´lny´ch cˇasovy´ch podmı´nka´ch poda´va´ nejlepsˇ´ı vy´-
sledky. Metody TSPACK a GLS sice poda´valy lepsˇ´ı vy´sledky, avsˇak k jejich
dosazˇen´ı potrˇebovaly 60x veˇtsˇ´ı cˇas nezˇ metoda GASP.
Specifikaci pozˇadavk˚u na implementaci nakla´dky v syste´mu DCIx byla
veˇnova´na velka´ pozornost. Jednou z nejd˚ulezˇiteˇjˇs´ıch cˇa´st´ı byla identifikace
sta´vaj´ıc´ıch objekt˚u, ktere´ byly pouzˇity jako vstupy a vy´stupy algoritmu. Prˇi
tomtTo vy´beˇru musela by´t zohledneˇna prˇedevsˇ´ım na´vaznost na dalˇs´ı procesy.
Metoda GASP byla u´speˇsˇneˇ zacˇleneˇna do syste´mu, a to jako transakcˇn´ı
modul. T´ım je umozˇneˇna velka´ flexibilita procesu v ra´mci ktere´ho bude algo-
ritmus vyuzˇit. Beˇhem implementace byly take´ vytvorˇeny automaticke´ testy,
ktere´ usnadn´ı budouc´ı u´pravu ko´du, nebot’ hl´ıdaj´ı chyby, ktere´ by touto
u´pravou mohly nastat.
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