Complex combinatorial optimization can be used to design network systems having desired dynamics and that are robust against structural perturbations. Here genetic networks exhibiting limit-cycle oscillations with prescribed periods and, furthermore, that are robust against the deletion of links and nodes or the application of noise are constructed. Large ensembles of robust genetic clocks with different periods could thus be obtained, and some of their statistical properties have been investigated. Similar methods can be used to design robust network oscillators of various origins. A fundamental property of biological systems, including genetic networks, is that they are able to retain functional operation despite fluctuations and local damage [1] . As evidenced by knockout experiments, only 13% of all genes in yeast are essential [2] . The addition of a new regulatory link into the genetic network of Escherichia coli is, in 95% of cases, tolerated by the bacteria [3] . The circadian rhythm generator, a genetic clock of the cells, is able to maintain its period with high precision, despite variations of temperature and other external parameters [4] . After an oscillatory three-gene circuit (the repressilator) was proposed and experimentally implemented by Elowitz and Leibler [5] , construction of genetic networks with prescribed dynamics has become a rapidly developing research field [6] [7] [8] . How do we design synthetic genetic networks with prescribed functions as robust as their real biological counterparts? Already, N. Wiener has suggested that negative feedbacks can stabilize steady states [9] . Indeed, various feedbacks are present in genetic systems and reduce fluctuations in gene expression levels (see the review in Ref. [10] ). For oscillator networks, robustness has been treated as an aspect of synchronization and global phase diffusion [11] . In addition to dynamical feedbacks, functional robustness can be increased through the use of special error-correcting network architectures [12] . Genetic networks with Boolean dynamics have been considered as being robust if their dynamics attractors, such as limit cycles, are not destroyed by the knockout of nodes or links [13] .
A fundamental property of biological systems, including genetic networks, is that they are able to retain functional operation despite fluctuations and local damage [1] . As evidenced by knockout experiments, only 13% of all genes in yeast are essential [2] . The addition of a new regulatory link into the genetic network of Escherichia coli is, in 95% of cases, tolerated by the bacteria [3] . The circadian rhythm generator, a genetic clock of the cells, is able to maintain its period with high precision, despite variations of temperature and other external parameters [4] . After an oscillatory three-gene circuit (the repressilator) was proposed and experimentally implemented by Elowitz and Leibler [5] , construction of genetic networks with prescribed dynamics has become a rapidly developing research field [6] [7] [8] . How do we design synthetic genetic networks with prescribed functions as robust as their real biological counterparts? Already, N. Wiener has suggested that negative feedbacks can stabilize steady states [9] . Indeed, various feedbacks are present in genetic systems and reduce fluctuations in gene expression levels (see the review in Ref. [10] ). For oscillator networks, robustness has been treated as an aspect of synchronization and global phase diffusion [11] . In addition to dynamical feedbacks, functional robustness can be increased through the use of special error-correcting network architectures [12] . Genetic networks with Boolean dynamics have been considered as being robust if their dynamics attractors, such as limit cycles, are not destroyed by the knockout of nodes or links [13] .
Construction of dynamical networks with prescribed dynamics and improved robustness can be viewed as a problem of complex combinatorial optimization [14] . As demonstrated, e.g., for the traveling salesman problem, approximate optimization methods, such as simulated annealing, can be efficient for this class of systems [15] . Evolutionary optimization methods have been employed to design genetic networks with static Turing patterns [16] , model signal * yasuaki@fhi-berlin.mpg.de transduction networks [17] , and oscillatory genetic networks with prescribed periods [18] . Networks of phase oscillators with improved synchronization properties have furthermore been obtained using stochastic Monte Carlo optimization with replica exchange [19] .
Here we demonstrate how the simulated annealing method can be applied to design genetic networks that maintain their oscillation periods within a given tolerance window despite different perturbations, such as knockout of links or nodes and the introduction of distributed quenched noise.
We consider a genetic network with N genes. Some genes are regulated by other genes. All regulations are inhibitory, and we do not exclude the possibility of autoregulations. For simplicity, transcription and translation are treated as a single process, so that the only variables are gene expression levels [20] . The dynamic equations of the model are (see also [18] )
where u i is the gene expression level of gene i (1 i N ) . The adjacency matrix A ij determines the network structure (A ij = 1 if a regulation from gene j to i exists, and otherwise, A ij = 0). The equations are written in a dimensionless form, and the only remaining parameters are the regulation strength φ ij and the Hill coefficient n. As the output signal, the expression level u 1 (t) of the first gene is chosen. Suppose that our target dynamics is limit-cycle oscillations with the period T 0 . We want to quantify the distance between the dynamics produced by a given network and the target. To evaluate the dynamics [18] , we observe the signal over a fixed time interval, twice as large as the target period T 0 , and determine its maximal and minimal values, u max and u min , over this interval. The threshold level h is set as h = (u max + u min )/2. We examine the output signal and determine all moments t i when it crosses the threshold h from below. Thus, we also determine a set of time differences i = t i − t i−1 between the crossing events. The average period is 
where K is the total number of crossing events (we chose K = 10). The error function is introduced as
We shall say that a network is functional if its error does not exceed some threshold th .
Robustness of a functional network is understood by us as its ability to retain the function despite structural perturbations. If only n different perturbations are possible, robustness ρ is defined as
where i is the error of a network under a perturbation i and θ (x) = 1 for x > 0 and is zero otherwise. Generally, ρ = θ ( th − i ) , with statistical averaging over a perturbation ensemble. The evolutionary optimization method represents a variant of simulated annealing and employs a sequence of network "mutations," each of which is followed by a decision to retain or to discard a change. A mutation consists of random relocation of a randomly picked link. At the first optimization stage, evolution is aimed at obtaining a functional network with the error below th ; this is done by using the algorithm described in [18] . Once a network with < th is found, the evolution is switched to the maximization of robustness. Now, for each network its robustness measures ρ and ρ before and after a mutation are determined. A mutation is always accepted if ρ > ρ. It is accepted with probability
After each mutation, we also check whether a network is still functional; if > th , the evolution is changed back to the optimization with respect to the error . Note that this evolution method is essentially the stochastic Metropolis algorithm, where the role of energy is played by the network robustness ρ and the effective temperature is (1 − ρ)μ. The temperature tends to zero as the solution with ρ = 1 is being approached, as assumed in the simulated annealing method [15] . Both the number of nodes and the number of links are conserved in every evolution.
Each optimization involved up to 10 000 iteration steps. The iteration process was terminated before 10 000 when < th and ρ = 1 were achieved. The model parameters were n = 3 and φ = 100. With such parameters, the three-gene repressilator circuit in our model had the oscillation period of T rep = 10.16. The error threshold was set to th = 0.0001, so that the oscillation periods T were allowed to deviate up to 1% from the target period T 0 . Alternatively, if T = T 0 , the variance σ can be as large as σ = 0.01T 0 . The annealing temperature coefficient was chosen as μ = 0.01. Networks with N = 10 genes and M = 20 regulatory links were considered.
Three different kinds of structural perturbations were considered: deletion of a link or of a node (except for the output node i = 1) and application of static noise. The static noise, which does not change with time, was introduced through random variations of link weights: Every link weight φ ij was perturbed as φ ij = (1 + Sη ij )φ, where S is the perturbation intensity and η ij is a random number with a uniform distribution from the interval [−1,1]. In our simulations we chose S = 0.1. To determine the robustness of a network, n = 100 different static noise realizations were applied. Figure 1 shows an example of an optimization process. After a functional network with the required period T 0 = 30 was found, optimization for robustness began, leading to the final network with the robustness ρ = 1, as compared with the robustness ρ = 0.2 of the initial functional network. Here and in all other simulations below, we have checked the values of T and σ separately and found that σ = 0 was always achieved; that is, the resulting dynamics always corresponded to periodic oscillations. In Fig. 2 , examples of designed networks that are robust against noise and deletion of links or nodes are displayed. In Figs. 2(b) and 2(c) , deletion of the outlined (red) links or nodes results in the loss of functionality.
By repeated optimizations, ensembles of networks with the same periods but that are robust against different kinds of perturbations were constructed. Thus, optimization efficiency and statistical properties of designed networks could be discussed, depending on the target period. Results of the statistical analysis are presented in Fig. 3 .
The solid blue circles in Fig. 3(a) show the best robustness against noise (S = 0.1) that could be achieved. In the interval of oscillation periods from T 0 = 10 to T 0 = 35, networks with almost 100% robustness could be found. It was not, however, possible to construct robust networks with T 0 < 10, i.e., with the periods shorter than that of the three-gene repressilator. The open red circles in Fig. 3(a) show the average noise robustness achieved in the optimization runs. The optimization efficiency deteriorates with the target period, and it becomes increasingly difficult to find a network with high robustness as T 0 is increased. The upsidedown pink triangles show the respective data for ensembles of functional networks without robustness optimization. We see that, on average, robustness against noise can be largely enhanced through architecture optimization.
Similar results are found when optimization against deletion of links or nodes is considered [Figs. 3(b) and 3(c) ]. Both for the maximal values and the statistical averages, a substantial increase of robustness as compared to the control ensembles of networks without optimization could be reached. Note, however, that robust networks with short periods (less than 10) and with relatively large periods could not be found.
Networks optimized for one kind of perturbations are not generally optimal against the perturbations of different kinds. Figure 3(a) shows average robustness against noise for the networks optimized for link deletions (green triangles) and node deletions (blue squares). Their robustness is only slightly better than, or almost the same as, that of the control ensemble. Similar behavior is seen in the case of robustness against link deletions [ Fig. 3(b) ] and node deletions [ Fig. 3(c) ].
The networks robust against noise were designed above by applying noise with a fixed intensity S = 0.1. In Fig. 4 , the maximum and average robustness of such networks under the increase of S is shown. As could be expected, robustness diminishes as the noise gets stronger. It is, however, remarkable that even when the regulation weights are randomly varied up to 25% (S = 0.25), the best designed networks can still maintain the oscillation periods with an accuracy of 1% in about 70% of noise realizations (ρ noise = 0.7).
Are there any systematic statistical differences in the structural properties of networks robust against different kinds of perturbations? For three optimized network ensembles, optimized against noise, link deletions, and node deletions, and for the control ensemble of functional-only networks with period T = 20, we have computed the average clustering coefficients C and the characteristic path lengths l [21] : C = 0.132 ± 0.070, 0.136 ± 0.069, 0.144 ± 0.067, and 0.136 ± 060901-3 0.070, respectively, and l = 2.14 ± 0.16, 2.28 ± 0.20, 2.28 ± 0.18, and 2.13 ± 0.14, respectively. The differences are small and lie almost within the statistical dispersion. Note also that all our networks have the same mean degree of 2M/N = 4. Thus, classical properties, such as the mean degrees, path lengths, and clustering coefficients, are not enough to distinguish networks robust against various kinds of perturbations, and more refined statistical analysis, which will be undertaken in a separate study, is required.
Our study, using simple model networks, reveals that robustness can easily emerge in the process of evolutionary optimization and, probably, could also have easily arisen in biological evolution. The plasticity of genetic networks is astonishing. In a small genetic circuit with only 10 genes and 20 regulations, mere rewiring of connections yields thousands of limit-cycle oscillators with largely varying periods. Genetic oscillators, which keep their period with an accuracy of 1% under deletion of links or knockout of nodes, could be obtained in large numbers. Robust genetic clocks retaining the oscillation period with this accuracy even when regulation weights were randomly varied up to ± 20% were constructed.
The architectures of robust network clocks strongly depend on the kind of structural perturbations against which they need to be resistant. The networks robust against distributed noise are typically not robust against deletion of nodes or links. Apparently, different mechanisms of error correction are being used by the networks to ensure the stability of their function despite structural perturbations. The mechanisms of robustness need also to be further investigated. Optimization for robustness breaks down for periods shorter than the period T rep = 10.16 of the repressilator circuit. Repressilators may play a special role in robust oscillatory circuits. The designed networks often included such three-gene ring structures as elementary motifs, and some synchronization phenomena could have been involved. Note, however, that all interactions had equal strength, and therefore, the networks did not represent ensembles of weakly coupled oscillators, where classical synchronization analysis is applicable.
In a model study, we have demonstrated that genetic networks with a degree of robustness comparable to their real biological counterparts can be easily designed by evolutionary optimization methods. Remarkably, high levels of robustness can be already achieved in networks with relatively small numbers of genes and with only inhibitory interactions. It would be interesting to apply similar methods for the construction of synthetic genetic networks that may be experimentally implemented. Moreover, our analysis can provide a reference frame for better understanding of natural genetic networks, which are responsible, e.g., for circadian rhythm generation. Finally, it should be mentioned that, although only genetic networks have been considered here, the design method is general and can be used to construct robust functional dynamical networks of various origins. While robustness against only static damage or structural perturbations has been investigated, similar methods can be used to improve robustness of dynamical networks with respect to the dynamical noise as well.
Financial support from the Volkswagen Foundation (Germany) in the framework of its program "Networks as Phenomenon across Disciplines" is gratefully acknowledged.
