Given two solids A and B with piecewise smooth boundary we discuss the computation of the boundary Γ of the Minkowski sum A + B. This boundary surface Γ is part of the envelope when B is moved by translations defined by vectors a ∈ A, or vice versa. We present an efficient algorithm working for dense point clouds or for triangular meshes. Besides this, the global self intersections of the boundary Γ are detected and resolved. Additionally we point to some relations between Minkowski sums and kinematics, and compute local quadratic approximations of the envelope.
Introduction
Minkowski sums in two and three dimensions are used in various fields of mathematics, e.g., mathematical morphology, computer graphics, convex geometry and computational geometry. Given two sets A and B, the set {a + B|a ∈ A} = {a + b|a ∈ A, b ∈ B} = A + B
is called the Minkowski sum A + B of the sets A, B. It is formed by translating the set B by all vectors a ∈ A, and it is obvious that the sets A and B can be exchanged. The definition does not require any smoothness, but later on we will concentrate on sets A, B with piecewise smooth boundaries ∂A and ∂B. Since A + B is generated by applying translations x = a + x, a ∈ A, x, x ∈ R 3 .
to the set B, the boundary ∂(A + B) is part of the envelope of B with respect to these translations. In general we prefer to use boundary representations for geometric objects in the plane as well as in space. The Minkowski sum shall also be represented by its boundary surface, it is sufficient to apply translations defined by vectors a ∈ ∂A to the boundary points of B. When studying envelopes it is not necessary that the input objects are solids but can be surfaces as well.
Applying the concept of Minkowski sum to surfaces A and B may cause some confusion, since the boundary ∂(A + B) of the sum of two surfaces differs from the sum ∂A + ∂B. Figure 1 shows the situation for two planar curves A, B bounding planar domains A, B . The set A + B can be covered by two families of curves. We choose an a ∈ A and form a+B. If this is performed for all points a, we obtain a family of congruent curves which are all translates of each other. In the same way the area is covered by the curves b + A, for a moving point b ∈ B. These two families of curves a + B and b + A possess an envelope E which might consist of several real components. Here we are mainly interested to compute the outer boundary Γ, the trimmed component of the envelope. This outer boundary Γ coincides with the boundary ∂(A + B) of the Minkowski sum of the sets A, B.
Previous work
There exist several contributions concerning the analysis of algorithms and the computation of Minkowski sums. In particular the 2D case is investigated thoroughly, for polygons as well as for smooth curves, see for instance [3, 5, 6, 7, 8] .
The computation of the Minkowski sum of two convex objects, like planar polygons or polytopes, is known, see [10] . The handling of the non convex case is thus often solved by decomposing the input polytopes into their convex components or parts, see e.g. [4] . Then for all pairs of convex parts the Minkowski sum is computed. Finally one has to build the union of all these partial Minkowski sums. A convincing contribution is given by [16] and they can handle even complex objects. Additionally, the convex decomposition serves to estimate the combinatorial complexity. This technique is motivated by the computational or constructive solid geometry (CSG) representation of geometric objects, but when dealing with boundary representations it is not necessarily the appropriate tool.
If the input objects are represented by their boundaries, there are mainly two cases: The objects are given explicitly by parametric representations or the objects can be given by a piecewise planar approximation, consisting of triangular or polygonal faces. In general, the Minkowski sum computation with respect to parametric representations of the input objects results in a difficult reparametrization problem and is in close relation to the convolution of two surfaces, which is a superset of the final Minkowski sum, see [7, 9, 11, 14, 15] .
We assume that the boundary of the input objects is given by a dense cloud of data points. This representation is on the one hand related to the parametric case when concerning local properties as normal vector estimation and local quadratic approximations. On the other hand, the Minkowski sum computation makes it necessary to take care of global phenomena. These can be handled with solid geometry representations or implicit representations like signed distance functions.
Contribution of the article
This article presents a technique to compute the Minkowski sum of two solids A, B with smooth or piecewise smooth boundaries. The boundary surfaces A = ∂A, B = ∂B are considered to be represented by dense point sets or triangulated data, in order to estimate normal vectors for smooth parts and to detect edges and vertices in a stable way.
Under these assumptions, the outer boundary Γ of the Minkowski sum A + B can be computed as follows: We consider A as set of translations x = a + x, a ∈ A. This twoparameter family of motions generates a two-parameter family of surfaces a + B whose envelope is called the convolution A B of A and B. The outer boundary of the envelope A B is the boundary of the Minkowski sum A + B of the sets A, B. The role of surface A and B can be exchanged, and we can also compute the envelope of the two-parameter family b + A for b ∈ B.
In most applications A and B are oriented surfaces and thus we can speak of an oriented envelope. Since A, B are defined by points a, b plus oriented unit normal vectors n a , n b , the same description will be available for the envelope A B and the outer boundary Γ of the envelope. To extract the outer boundary Γ from the envelope A B, all parts lying inside have to be trimmed. This trimming is achieved by representing Γ by a signed distance function. The computation of this implicit representation is actually performed by evaluating the unsigned distance to A B on points of a spatial grid and performing a marching algorithm on this grid to extract outside from inside points. Finally, these surface normal vectors can be used to detect and reconstruct global self intersections of Γ with relatively high reliability.
Further we discuss local quadratic approximations of the convolution surface A B. This serves to estimate the point density on the envelope depending on the point densities of the input surfaces A and B. Since the final outer boundary Γ is obtained by a trimming procedure of A B, where in fact the size of the chosen grid plays some role, it is important to guarantee the point density on Γ.
This paper is organized as follows. Section 2 is an introduction to convolution surfaces and envelope computation. The case of parametric input surfaces as well as the local quadratic approximations are briefly discussed in Section 3. Section 4 tells about convolution of point clouds, extraction of the outer boundary and the detection of self intersections. Additionally we give some remarks on the implementation.
Geometric background
Let A, B be two solids in space with smooth or piecewise smooth boundary surfaces A = ∂A, B = ∂B. We discuss the computation and some geometric properties of the Minkowski sum A + B. Since we focus on boundary representations of objects, we are interested in a mathematical description of ∂(A + B).
Convolution of two surfaces
Let us consider two piecewise smooth surfaces A, B. We identify points a ∈ A with translations x = a + x. If a varies at the surface A we obtain a two-parametric family of translations. We can assume that there exists a (local) parametrization a(u, v) of A. At any smooth position a there exist linearly independent partial derivative vectors
Let a(t) = a(u(t), v(t)) be a curve in A and x = a(t) + x be the corresponding oneparameter family of translations. The velocity vector field v(t) =ȧ(t) = a u u t + a v v t is independent of the point x and v(t 0 ) is a constant vector at any time instant t 0 .
For computational reasons and since we are interested in boundary representations we do not apply all translations a ∈ A to all points b ∈ B but we are looking for those pairs of points a, b such that a + b is a boundary point of the envelope of the two-parameter family of surfaces a + B.
For the given family of motions x = a(u, v) + x only those points b ∈ B will contribute to the envelope, if both a u and a v are tangent to the surface B at the point b. This in fact requires smoothness of the input surfaces A and B. In other words, a + b is a point of the envelope if the tangent planes T a and T b at points a, b are parallel. Since we assume that A, B are oriented surfaces it is more precise to formulate a condition involving oriented unit normal vectors n a , n b of A, B. This leads to the notion of convolution surfaces which are defined in the following way:
Given two oriented smooth surfaces A and B with unit normal vectors n a n b , the convolution surface A B is defined by
Since A B is defined with respect to orientations of the normal vectors, it is an oriented envelope of B with respect to the family of motions. 
Convolution of a surface and a curve
One can generalize the concept of Minkowski sum and convolution surfaces to the case where A is a smooth curve and B is a piecewise smooth surface in a straightforward manner. We consider B as boundary of a solid B and let a(t) be a parametrization of A.
The convolution is then defined by
The vector sum is formed for those pairs of points where the tangent vectorȧ is parallel to the tangent plane of b. Since the normal vectors n a of the curve A are perpendicular to the tangent vectorsȧ, this definition is equivalent to (2).
The convolution is the envelope of B with respect to a one-parameter family of motions x = a(t) + x whose instantaneous velocity vector field equalsȧ(t). Thus, the computation of the convolution of a curve and a surface is simpler than for two surfaces. This concept applies to the convolution of a surface and a pipe surface which can be considered as offset of its center curve. Moreover it is useful when computing convolution surfaces of piecewise smooth objects which possess sharp edges, see Section 4.2.
Computing the envelope for parametrized surfaces
Given two smooth oriented surfaces A, B ⊂ R 3 by parametric representations
where G and H are planar domains in R 2 . The unit normal vectors of A, B are denoted by n a (u, v) and n b (s, t). The normalization of the normal vectors is not essential.
In order to compute the envelope of B with respect to translations defined by a, or equivalently, the convolution surface A B, we have to construct a reparametrization
The mapping φ is assumed to be a local diffeomorphism, but globally it needs not to be one-to-one. Only in special cases there exist explicit analytic representations of φ.
Under the assumption that we have found a(φ
In some cases the convolution of two surfaces can explicitly by computed. We like to note that the convolution of two spheres is a sphere, which is geometrically evident, since if the center of a sphere moves along another sphere, the envelope is again a sphere. An analogous result holds for two paraboloids, if their axes are parallel, see section 3.1.
Further, it is shown in [11] that the convolution of any rational surface and a paraboloid is again a rational surface, and the reparametrization can be given explicitly. The same property holds for a larger class of surfaces, whose normal vectors admit a linear parametrization in the surface parameters, see [14] . In this sense, these surfaces are generalizations of paraboloids. Convolution surfaces of two ruled surfaces can also be parametrized explicitly, see [9] . Similar properties holds for two canal surfaces. The existence of explicit parametrizations is in close relation with the structure of the unit normal vector fields of the input surfaces.
Moreover, we like to mention some degenerate cases concerning the unit normal vector field of the surfaces. Let A be planar, then n a is a constant vector. Assume that n b (s, t) is an injective parametrization of part of the unit sphere S 2 , then there exists at most a single point b 0 = b(s, t) whose normal vector satisfies n b (s, t) = n a . In other words, b 0 corresponds to all points a ∈ A. We conclude that A B is planar with a(u, v) + b 0 as possible parametrization.
Let A be a developable surface, then n a (u, v) is a curve in S 2 . Without loss of generality we assume this curve to be parametrized by n a (u). This says in particular that a(u 0 , v) parametrizes a generating line in A for fixed u 0 . If n b (s, t) is injective, there exists in general a curve b(s(u), t(u)) which contributes to the construction. Since all points a(u 0 , v) correspond to a single point b(s(u 0 ), t(u 0 )), the sum a(u 0 , v)+b(s(u 0 ), t(u 0 )) is a generating line in A B. Points on this line possess unit normals n a (u 0 , v). Since this property holds for all (u, v) ∈ G, the envelope A B is a developable surface, too.
Convolution surfaces of translated input objects
For practical considerations it is remarkable that the convolution A B is invariant with respect to translations in the following sense: Let τ : x = v + x be a fixed translation, and let B = τ (B). Thus, B admits the parametrization b (s, t) = b(s, t) + v. We assume that a(s, t) is already a parametrization of A with respect to coinciding unit normals n a (s, t) = n b (s, t). Because b(s, t) and b (s, t) possess the same unit normal vectors n b , the convolution A B is parametrized by
Thus, the convolution surface A B of A and B is obtained by applying the translation τ : x = v + x to the convolution surface C = A B of A and B.
Convolution surfaces of offsets of the input objects
Convolution surfaces are invariant with respect to the offset operation in the following sense: Given two smooth and oriented surfaces A and B by parametrizations a(s, t) and b(s, t) where we assume that the reparametrization with respect to coinciding unit normal vectors n a = n b has already performed.
How does the convolution surface look like, if we replace B by a one-sided offset B d at oriented distance d. In fact, B and B d have same unit normals n b , since b d (s, t) = b(s, t) + dn b (s, t). Since the unit normals of B, B d and C coincide, we denote them by n. As a direct consequence, the convolution C = A B d is an offset of C = A B at distance d, and a parametrization of C is obtained by
Example: Let A be a piecewise smooth object and B be a pipe surface with spine curve m and radius d. The pipe surface B itself is the envelope of a one-parameter family of spheres traveling along m. We interpret M = m as offset of B at distance −d, and the unit normals n b of B are perpendicular to M (for corresponding parameter values). Thus, the convolution C = A B can be computed as the offset of C = A M at oriented distance d. The surface C is the convolution of a surface A and a curve M , see Section 2.2.
Convolution surfaces of spheres and paraboloids and the quadratic approximation of general convolution surfaces
To get some insight into the computation of convolution surfaces, we discuss the convolution of two spheres and two paraboloids with parallel axes. Later is a special case of the quadratic approximation of the convolution surface of two arbitrary analytic input surfaces. Figure 2 is an illustration of the planar case, showing the convolution of two circles and two parabolas with parallel axes.
Convolution of spheres
Let A and B be two oriented spheres with centers r and s. Their signed radii are denoted by r and s, and determine the orientation of A and B. The convolution C = A B is again a sphere, with center r + s and radius r + s.
This can be checked by using standard parametrizations
for both A and B, where n(u, v) is a parametrization of the unit sphere. Since the correspondence between A and B is defined by equal surface parameters (u, v), the convolution surface A B is parametrized by
Quadratic approximation of the convolution surface of two smooth surfaces
The computation of convolution surfaces is based on a simple operation, the sum of vectors, and the question arises how local approximations of convolution surfaces look like. As a byproduct of this investigation we obtain the result that the convolution of two paraboloids with parallel axis is again a paraboloid.
Let A, B be two analytic surfaces. We assume that the regular points a 0 , b 0 are a pair of corresponding points of A, B with respect to coinciding unit normals. Thus we are allowed to apply a translation to achieve a 0 = b 0 . We choose a coordinate system with a 0 as origin and in a way that A and B are locally parametrized by the following graph representations,
where O(x n ) denotes terms of order n. The third coordinate is expanded into a Taylorseries, and we do not take care of third or higher order terms. In order to obtain a compact and concise notation, we let U = (u, v) , S = (s, t) , and set D = a 0 0 c , and E = α β β γ .
By the use of these abbreviations, the local parametrizations of A, B are given by
Since the gradients of the third coordinate a 3 , b 3 of a, b equal
the reparametrization φ and its inverse according to coinciding unit normals are linearly approximated by the equations
It is obvious that if a 0 is a parabolic point of A, we have either a = 0 or c = 0, which implies that D is not invertible, and φ does not exist. If b 0 ∈ B is either elliptic or hyperbolic then a curve c ∈ B with b 0 ∈ c contributes to this local construction. In the following we assume regularity of D and E.
According to the reparametrizations (7) we can either represent A with respect to S or B with respect to U ,
and finally the convolution surface A B admits the parametrization
Analogously, A + B can be represented with respect to U . In order to obtain a graph representation of the quadratic approximation of A B, we let F = I + D −1 · E and with the reparametrization
we finally get
As known from differential geometry, the principal curvatures of A B are determined by the eigenvalues of M = F −1 ·E and the associated directions are its eigenvectors. Moreover, the Gaussian and mean curvature of A B equal det(M ) and trace(M ).
Convolution of paraboloids with parallel axes
Equations (9) and (10) also prove that the convolution A B of two paraboloids A, B with parallel axes is again a paraboloid. This is realized by consequently omitting all higher order terms which are given in brackets. More precisely, the parametrizations (6) of a and b represent paraboloids with parallel axes if we truncate the power series after second oder terms. Further, since the reparametrization φ : U = D −1 · E · S is linear, a(S) (or b(U )) are quadratic graph representations of A, B, too. Therefore, the parametrization of the convolution A B
is a quadratic graph representation. It can be beautified by the final linear reparametriza-
Point density on the convolution surface
Assuming that the input surfaces A, B are sampled with density δ, we compute the sampling density of the convolution A B at regular surface points.
Consider a pair of corresponding regular surface points a 0 , b 0 in A, B. By the choice of an appropriate coordinate system we achieve local parametrizations a(U ), b(S), as in (6) .
Assume that a(S) < δ and b(S) < δ hold, then the triangle inequality leads to (a + b)(S) < 2δ. For the input surfaces we actually have
where σ = S , e = E and d = D . In fact, 2d and 2e are the maximal principal curvatures of the input surfaces A and B at a and b. For simplicity we use the Euclidean norm for vectors and the largest eigenvalue (spectral norm) for matrices. Thus, the norm of a + b is estimated by
On the other hand we could estimate a + b directly from (11), and obtain
Envelopes of surfaces given by dense point clouds
Given two oriented surfaces A, B as sets of points a i , i = 1, . . . , M and b j , j = 1, . . . , N as well as their associated oriented unit normal vectors n a , n b . For a moment we assume that A, B are smooth surfaces and we will extent the construction to piecewise smooth surfaces later.
Two points a and b are said to be corresponding, if n a = n b holds. For any a there exists a set of corresponding points b j , which can also be empty. Consequently, the convolution A B is formed by points c j = a + b j . Usually, this correspondence through equal normal vectors is not one-to-one. Obviously, the surface normal vector n c j of the convolution A B at points c j equals n a . Figure 3 shows on the left hand side the construction of corresponding points of the convolution A B of two planar curves A, B, and the one-parameter family of translated curves b + A on the right hand side. Figure 4 shows the point set of the convolution A B of two planar curves A, B on the left hand side and the extracted outer boundary Γ of the envelope A B on the right hand side.
The practical computation is best performed not only on point clouds but on triangulated surfaces. Thus let A be given by data points a i and triangulation T = {t}. Analogously, let B be given by data points b j and triangulation S = {s}. To construct the correspondence between A and B we proceed as follows: For each point a with associated normal vector n a we search for those b j whose normal vectors n b j satisfy
These two requirements are almost equivalent for small values τ . The set of triangles S = {s} is mapped to a set of triangles {s } approximating the unit sphere. It is no longer a triangulation, but the set {s } can be used to find those triangles s which contain the point n a . We mention that the notation 'contain' is not really correct since s is not a spherical triangle. More precisely we would have to state that n a lies in the convex cone spanned by the vectors of the vertices of the triangle s . But since s is small and could be replaced by a spherical triangle with same vertices, we simply use the word 'contain'.
Let s be a triangle in S 2 with vertices n b k , k = 1, 2, 3 which contains n a . Then, n a can be represented by
where ρ just denotes the norm of the right hand side vector. To compute the corresponding point to a with respect to the chosen triangle, we use corresponds to the given point a. Performing this construction for each triangle s containing n a , we are able to compute all points b j corresponding to the fixed point a. Finally, c j = a + b j are points of the convolution surface A B, thus candidates for points of outer boundary of the Minkowski sum.
Remark: In order to define correspondences one can exchange a by b and perform the same construction. Additionally we note that if A and B are given by rather dense point clouds, the computationally costly linear interpolation within each triangle can be omitted. In this case it is sufficient that the correspondence is computed by searching for nearest neighbors of the sets of unit normal vectors n a , n b according to (13) .
So far we have computed an unorganized set of points c with associated unit normals n c covering the convolution surface C = A B. We recall that C is the envelope of B with respect to translations determined by vectors a ∈ A or equivalently the envelope of A with respect to translations given by b ∈ B. Figure 5 shows that the envelope C = A B might have global self intersections and possess parts in the interior. In practice these interior parts are of minor interest and one likes to obtain a representation of the outer boundary.
Extracting the outer boundary from the convolution
Local methods, often preferable, are unfortunately not an appropriate tool to detect global self intersections and to determine which parts of the envelope lie inside. Therefore we have to apply a global method to extract the outer boundary.
The result of the previous step is a point set c with associated unit normal vectors n c of the envelope surface C. We do not care about holes inside the envelope and thus proceed as follows to compute the outer boundary surface.
The envelope C is placed in a rectangular grid whose cell size is larger than δ, the average point distance at the envelope. We compute the unsigned distance function of C, evaluated at the grid points. In order to trim those parts of C lying in the interior of the outer boundary Γ we perform a fast marching method similar to that described in [17, 12] on the grid points.
Roughly this works as follows: At the beginning all grid points are labeled as unknown and inside. We begin the loop by taking a point surely outside of Γ and initialize an active front by storing this point in it and label it as trial. We extract a grid point p from the active front and this point p is labeled as visited and outside. We collect all its unknown neighbors q on the grid. If the distance value of q is larger than some threshold τ (∼ 2.5δ), q is labeled as outside and trial and q is added to the active front. In this manner the front propagates on the grid and this procedure is performed until the active front is empty.
The grid points are now correctly labeled as inside or outside. Since it is necessary to stop the front a little bit too early at ∼ 2.5δ, we let it move towards the envelope A B by ∼ 2.0δ. This defines a signed distance function of the outer boundary Γ. By taking a small band of outside grid points, the outer boundary Γ is defined as set of nearest neighbors of this small band, see Figure 5 . This results in a relatively uniform sampling of Γ. We note that also the normal vectors at points of Γ are available. The 2D case of the boundary extraction is illustrated in Figure 5 . Some results in 3D are shown in Figure 6 . Finally we mention that the extraction of the outer boundary can be significantly accelerated by considering only those grid points within a certain bandwidth (∼ 5δ) of the convolution C. Self intersection of the envelope Γ are smoothed out and are treated in a separate procedure.
Edges and corners
Real world objects might possess edges and corners and we have to extend the computation of convolution surfaces for this case. Singularities of surfaces from a differential or algebraic point of view might even be more complicated. For practical reasons we restrict ourselves here to edges and vertices.
In practice we assume that edges of the objects A, B can be reliably detected. If A, B are cad-models, the edges are computed by searching for adjacent faces f 1 , f 2 (triangles) whose unit normals n 1 , n 2 form an angle larger than some threshold τ . If A, B are represented by a dense point cloud from scan data, this criterion might be wrong because of measurement errors and noisy data. For those data, edges are more likely detected by searching for highly curved regions. But only those regions are possible edges which can be approximated sufficiently well by curves. Additionally it must be possible to define two different sides along an edge-like region.
At an edge point p there exist two different unit normal vectors n l and n r at either side of the edge. We exclude curves of regression here. The set of normal vectors at p is thus parametrized by (1 − u)n l + un r , with u ∈ [0, 1]. The corresponding unit normals describe a circular arc.
At a corner p the set of unit normal vectors is even two-dimensional and is defined by the convex cone of unit normals of the surface patches meeting at p.
Since the set of relevant normals is larger at edges and corners, these points contribute usually more likely to the envelope. Thus it is important to detect sharp edges and corners at the objects to guarantee an accurate representation of the outer boundary. Figure 6 shows offsets of two cad models with precise edges and corners. These offsets are computed as Minkowski sums of the objects and a sphere. If one is only interested in offset computation, there are simpler algorithms since it is not necessary to define the correspondence between two surfaces. These examples shall demonstrate the algorithm at relatively simple data sets since in case of more complex input surfaces it is often hard to imagine how the Minkowski sum actually looks like.
Let A be a piecewise smooth surface which contains edges and let B be a smooth surface. We restrict our consideration to a single edge c of A. Assume that c is a smooth curve which possesses the parametrization c(t). The convolution of the curve c and the surface B is in fact part of the envelope which is obtained by moving B along c. This one-parameter family of motions consist of pure translations only. The instantaneous velocity vector field is determined by the derivativeċ(t) of c(t) with respect to t. Let n l (t) and n r (t) be the left and right hand side unit normals of A at the curve c. These two vector fields define a wedge which follows the curve c. The contribution of the edge c and surface B to the outer boundary of the convolution consists of those part of c + B which lies inside the wedge spanned by vector fields n l (t), n r (t).
Global self intersections of the envelope
So far we have computed the convolution surface C = A B of two input surfaces A, B and we have taken care of edges and corners. The outer boundary Γ of C has been extracted and is covered by data points g ∈ Γ and associated unit normals n g . Further we assume that T is a valid triangulation of the point set Γ.
According to the nature of envelopes, C and also Γ might possess global self intersections and we present a method to detect and to model these features. The algorithm for detection of sharp features on Γ is motivated by the following observations:
• The smooth parts of the envelope Γ possesses a relatively uniform sampling by the point set Γ since data points g are obtained by searching for nearest neighbors with respect to a set of grid points of the stopping active front, see Section 4.1.
• The distances of points g in smooth parts of Γ do not vary much and thus the size of triangles and the length of their segments is nearly constant.
According to these observations we detect sharp features by investigating distances of adjacent points g 1 , g 2 taking into account the variation of their unit normal vectors n 1 , n 2 . For simplicity we have ignored the subscript g for the unit normals.
Let g ∈ Γ and n an arbitrary point and its (unit) normal vector. We form the setΓ ⊂ R 6 consisting of pointsĝ = (g, wn), where w is a suitable chosen constant scaling the unit normals according to the average length of segments within the triangulation.
The canonical metric in R 6 induces a metric onΓ and this defines a feature sensitive metric on Γ (and thus on Γ). See [13] for more information concerning the feature sensitive metric.
Once having defined the feature locations on Γ we form connected components (on the triangulation T ) and investigate the neighborhood of each connected component (with respect to the triangulation) of the sharp features. Each connected component is replaced by a spine curve which represents the shape of the sharp feature.
Then profile sections of the investigated neighborhoods, orthogonal to the spine curve are computed. For typical self intersections we can recognize different sides of the neighborhood of a sharp feature. The intersection points of the approximating lines of the profile sections are good estimates for the true self intersection. The intersection points are sorted and smoothed by a spline curve which serves as approximation of the sharp feature. After having inserted a regularly sampled sequence of points of each of these spline curves into the data set Γ, a new triangulation is performed, see Figure 8 .
Remarks on the implementation
The test implementation has been performed in Matlab and uses triangulated data as input. The models presented here are described by 2.5k to 10k data points. Additionally to points and triangles we store a list of edges and adjacency information for points as well as for triangles. Since the models are densely sampled, the correspondence between points Figure 8 : Cad-models, offset of the vase, Minkowski sum of pipe surface and vase, and object with sharpened edges from Figure 7 .
a, b of two models has been computed by searching nearest neighbors between the sets of unit normal vectors n a , n b .
The grid used for evaluation of the unsigned distance function has a size of δ, the average point distance on the convolution surface. We use a regular grid within the bounding box of the envelope. According to the size of the memory we are using, the number of grid points is limited by ∼ 1.5 m.
The computation takes usually less than 60 sec., including nearest neighbor searching, initialization and marching on the grid, extraction of outer boundary, etc., if the data structure for the models is already prepared. The program is a prototypical implementation and thus it is not optimized concerning run-time and memory management.
