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Abstract. We consider the problem of sorting a circular permutation
by reversals of length at most 2, a problem that finds application in com-
parative genomics. Polynomial-time solutions for the unsigned version of
this problem are known, but the signed version remained open. In this
paper, we present the first polynomial-time solution for the signed ver-
sion of this problem. Moreover, we perform an experiment for inferring
distances and phylogenies for published Yersinia genomes and compare
the results with the phylogenies presented in previous works.
1 Introduction
Distance-based methods form one of the three large groups of methods to infer
phylogenetic trees from sequence data [8, Chapter 5]. Such methods proceed
in two steps. First, the evolutionary distance is computed for every sequence
pair and this information is stored in a matrix of pairwise distances. Then, a
phylogenetic tree is constructed from this matrix using a specific algorithm, such
as Neighbor-Joining [9]. Note that, in order to complete the first step, we need
some method to estimate the evolutionary distance between a sequence pair.
Assuming the sequence data correspond to complete genomes, we can resort to
the genome rearrangement approach [4] in order to estimate the evolutionary
distance.
In genome rearrangements, one estimates the evolutionary distance between
two genomes by finding the rearrangement distance between them, which is the
length of the shortest sequence of rearrangement events that transforms one
genome into the other. Assuming genomes consist of a single chromosome, share
the same set of genes, and contain no duplicated genes, we can represent them
as permutations of integers, where each integer corresponds to a gene. If, besides
the order, the orientation of the genes is also regarded, then each integer has a
sign, + or −, and the permutation is called a signed permutation (similarly, we
also refer to a permutation as an unsigned permutation when its elements do
not have signs). Moreover, if the genomes are circular, then the permutations
are also circular; otherwise, they are linear.
A number of publications address the problem of finding the rearrangement
distance between two permutations, which can be equivalently stated as a prob-
lem of sorting a permutation into the identity permutation (for a detailed survey,
the reader is referred to the book of Fertin et al. [4]). This problem varies accord-
ing to the rearrangement events allowed to sort a permutation. Reversals are the
most common rearrangement event observed in genomes. They are responsible
for reversing the order and orientation of a sequence of genes within a genome.
Although the problem of sorting a permutation by reversals is a well-studied
problem, most of the works concerning it do not take into account the length of
the reversals (i.e. the number of genes affected by it). Since it has been observed
that short reversals are prevalent in the evolution of some species [1, 2, 7, 10],
recent efforts have been made to address this issue [3, 5].
In this paper, we add to those efforts and present a polynomial-time so-
lution for the problem of sorting a signed circular permutation by super short
reversals, that is, reversals which affect at most 2 elements (genes) of a permuta-
tion (genome). This solution closes a gap in the literature since polynomial-time
solutions are known for the problem of sorting an unsigned circular permuta-
tion [3,6], for the problem of sorting an unsigned linear permutation [6], and for
the problem of sorting a signed linear permutation [5]. Moreover, we reproduce
the experiment performed by Egri-Nagy et. al. [3] to infer distances and phyloge-
nies for published Yersinia genomes, but this time we consider the orientation of
the genes (they have ignored it in order to treat the permutations as unsigned).
The rest of this paper is organized as follows. Section 2 succinctly presents
the solution developed by Jerrum [6] for the problem of sorting by cyclic super
short reversals. Section 3 builds upon the previous section and presents the
solution for the problem of sorting by signed cyclic super short reversals. Section
4 briefly explains how we can use the solutions described in Sect(s). 2 and 3
to solve the problem of sorting a (signed) circular permutation by super short
reversals. Section 5 presents experimental results performed on Yersinia pestis
data. Finally, Sect. 6 concludes the paper.
2 Sorting by Cyclic Super Short Reversals
A permutation π is a bijection of {1, 2, . . ., n} onto itself. A classical notation
used in combinatorics for denoting a permutation π is the two-row notation
π =
(
1 2 . . . n
π1 π2 . . . πn
)
,
πi ∈ {1, 2, . . ., n} for 1 ≤ i ≤ n. This notation indicates that π(1) = π1, π(2)
= π2, . . ., π(n) = πn. The notation used in genome rearrangement literature,
which is the one we will adopt, is the one-row notation π = (π1 π2 . . . πn). We
say that π has size n. The set of all permutations of size n is Sn.
A cyclic reversal ρ(i, j) is an operation that transforms a permutation π =
(π1 π2 . . . πi−1 πi πi+1 . . . πj−1 πj πj+1 . . . πn) into the permutation π · ρ(i,
j) = (π1 π2 . . . πi−1 πj πj−1 . . . πi+1 πi πj+1 . . . πn) if 1 ≤ i < j ≤ n and
transforms a permutation π = (π1 π2 . . . πi πi+1 . . . πj−1 πj πj+1 . . . πn) into
the permutation π · ρ(i, j) = (πj πj+1 . . . πn πi+1 . . . πj−1 πi πi−1 . . . π1) if 1
≤ j < i ≤ n. The cyclic reversal ρ(i, j) is called a cyclic k-reversal if k ≡ j − i
+ 1 (mod n). It is called super short if k = 2.
The problem of sorting by cyclic super short reversals consists in finding the
minimum number of cyclic super short reversals that transform a permutation
π ∈ Sn into ιn = (1 2 . . . n). This number is referred to as the cyclic super short
reversal distance of permutation π and it is denoted by d(π).
Let S(πi, πj) denote the act of switching the positions of the elements πi and
πj in a permutation π. Note that the cyclic 2-reversal ρ(i, j) can be alternatively
denoted by S(πi, πj). Given a sequence S of cyclic super short reversals and a
permutation π ∈ Sn, let RS(πi) be the number of cyclic 2-reversals of the type
S(πi, πj) and let LS(πi) be the number of cyclic 2-reversals of the type S(πk, πi).
In other words, RS(πi) denotes the number of times a cyclic 2-reversal moves
the element πi to the right and LS(πi) denotes the number of times a cyclic
2-reversal moves the element πi to the left. We define the net displacement of an
element πi with respect to S as dS(πi) = RS(πi) − LS(πi). The displacement
vector of π with respect to S is defined as dS(π) = (dS(π1), dS(π2), . . ., dS(πn)).
Lemma 1. Let S = ρ1, ρ2, . . ., ρt be a sequence of cyclic super short reversals
that sorts a permutation π ∈ Sn. Then, we have that
n∑
i=1
dS(πi) = 0, (1)
πi − dS(πi) ≡ i (mod n). (2)
Proof. Let LS be the number of times a cyclic super short reversal of S moves
an element to the left and let RS be the number of times a cyclic super short
reversal of S moves an element to the right. Then, LS =RS because a cyclic super





i=1 (RS(πi) − LS(πi)) = RS − LS = 0 and equation
1 follows. The equation 2 follows from the fact that, once the permutation is
sorted, all of its elements must be in the correct position. 
Note that, in one hand, we can think of a sequence of cyclic super short
reversals as specifying a displacement vector. On the other hand, we can also
think of a displacement vector as specifying a sequence of cyclic super short
reversals. Let x = (x1, x2, . . ., xn) ∈ Zn be a vector and π ∈ Sn be a permutation.
We say that x is a valid vector for π if
∑
i xi = 0 and πi − xi ≡ i (mod n).
Given a vector x = (x1, x2, . . ., xn) ∈ Zn and two distinct integers i, j ∈ {1,
2, . . ., n}, let r = i − j and s = (i + xi) − (j + xj). The crossing number of i
and j with respect to x is defined by
cij(x) =
{
|{k ∈ [r, s] : k ≡ 0 (mod n)}| if r ≤ s,
−|{k ∈ [s, r] : k ≡ 0 (mod n)}| if r > s.
The crossing number of x is defined by C(x) = 12
∑
i,j |cij(x)|. Intuitively, if
S is a sequence of cyclic super short reversals that sorts a permutation π and
dS(π) = x, then cij(x) measures the number of times the elements πi and πj
must “cross”, that is, the number of cyclic 2-reversals of type S(πi, πj) minus
the number of cyclic 2-reversals of type S(πj , πi). Using the notion of crossing
number, Jerrum [6] was able to prove the following fundamental lemma.
Lemma 2 (Jerrum [6]). Let S be a minimum-length sequence of cyclic super
short reversals that sorts a permutation π ∈ Sn and let x ∈ Zn be a valid vector
for π. If dS(π) = x, then d(π) = C(x).
The Lemma 2 allows the problem of sorting a permutation π by cyclic super
short reversals to be recast as the optimisation problem of finding a valid vector
x ∈ Zn for π with minimum crossing number. More specifically, as Jerrum [6]
pointed out, this problem can formulated as the integer program:
Minimize C(x) over Zn
subject to
∑
i xi = 0, πi − xi ≡ i (mod n).
Although solving an integer program is NP-hard in the general case, Jerrum [6]
presented a polynomial-time algorithm for solving this one.
Firstly, Jerrum [6] introduced a transformation Tij : Z
n → Zn defined as
follows. For any vector x ∈ Zn, the result, x′ = Tij(x), of applying Tij to x is
given by x′k = xk for k /∈ {i,j}, x′i = xi − n, and x′j = xj + n. Lemma 3 shows
what is the effect of this transformation on the crossing number of a vector.
Lemma 3. Let x and x′ be two vectors over Zn such that x′ = Tij(x). Then,
C(x′) − C(x) = 2(n + xj − xi).
Proof. The proof of this lemma is given by Jerrum [6, Theorem 3.9]. We note,
however, that he mistakenly wrote that C(x′) − C(x) = 4(n + xj − xi). In other
words, he forgot to divide the result by 2. This division is necessary because the
crossing number of a vector is the half of the sum of the crossing numbers of its
indices. 
Let max(x) and min(x) respectively denote the maximum and minimum
component values of a vector x ∈ Zn. The transformation Tij is said to contract
x iff xi = max(x), xj = min(x) and xi − xj ≥ n. Moreover, Tij is said to strictly
contract x iff, in addition, the final inequality is strict. The algorithm proposed
by Jerrum [6] starts with a feasible solution to the integer program and performs
a sequence of strictly contracting transformations which decrease the value of
the crossing number. When no further strictly contracting transformation can be
performed, the solution is guaranteed to be optimal. This is because, as showed
by Jerrum [6], any two local optimum solutions (i.e solutions which admit no
strictly contracting transformation) can be brought into agreement with each
other via a sequence of contracting transformations. The detailed algorithm is
given below (Algorithm 1).
Data: A permutation π ∈ Sn.
Result: Number of cyclic super short reversals applied for sorting π.
1 Let x be a n dimension vector
2 for k = 1 to n do
3 xk ← πk − k
4 end
5 while max(x)−min(x) > n do
6 Let i,j be two integers such that xi = max(x) and xj = min(x)
7 xi ← xi − n
8 xj ← xj + n
9 end
10 return C(x)
Algorithm 1: Algorithm for sorting by cyclic super short reversals.
Regarding the time complexity of Algorithm 1, we have that line 1 and the for
loop of lines 2-4 take O(n) time. Jerrum [6] observed that none of the variables xi
changes value more than once, therefore the while loop iterates only O(n) times.
As the lines 6-8 take O(n) time, the while loop takes O(n2) time to execute.
Since we can compute the value of C(x) in O(n2) time, the overall complexity
of the algorithm is O(n2).
Note that, in this section, we have focused on the problem of computing
the cyclic super short reversal distance of a permutation rather than finding
the minimum number of cyclic super short reversals that sorts it. As Jerrum [6]
remarked, his proofs are constructive and directly imply algorithms for finding
the sequence of cyclic super short reversals.
3 Sorting by Signed Cyclic Super Short Reversals
A signed permutation π is a bijection of {−n, . . ., −2, −1, 1, 2, . . ., n} onto itself
that satisfies π(−i) = −π(i) for all i ∈ {1, 2, . . ., n}. The two-row notation for
a signed permutation is
π =
(
−n . . . −2 −1 1 2 . . . n
−πn . . . −π2 −π1 π1 π2 . . . πn
)
,
πi ∈ {1, 2, . . ., n} for 1 ≤ i ≤ n. The notation used in genome rearrangement
literature, which is the one we will adopt, is the one-row notation π = (π1 π2
. . . πn). Note that we drop the mapping of the negative elements since π(−i) =
−π(i) for all i ∈ {1, 2, . . ., n}. By abuse of notation, we say that π has size n.
The set of all signed permutations of size n is S±n .
A signed cyclic reversal ρ(i, j) is an operation that transforms a signed per-
mutation π = (π1 π2 . . . πi−1 πi πi+1 . . . πj−1 πj πj+1 . . . πn) into the signed per-
mutation π · ρ(i, j) = (π1 π2 . . . πi−1 −πj −πj−1 . . . −πi+1 −πi πj+1 . . . πn) if 1
≤ i ≤ j ≤ n and transforms a signed permutation π = (π1 π2 . . . πi πi+1 . . . πj−1
πj πj+1 . . . πn) into the signed permutation π · ρ(i, j) = (−πj −πj+1 . . . −πn
πi+1 . . . πj−1 -πi −πi−1 . . . −π1) if 1 ≤ j < i ≤ n. The signed cyclic reversal
ρ(i, j) is called a signed cyclic k-reversal if k ≡ j − i + 1 (mod n). It is called
super short if k ≤ 2.
The problem of sorting by signed cyclic super short reversals consists in
finding the minimum number of signed cyclic super short reversals that transform
a permutation π ∈ S±n into ιn. This number is referred to as the signed cyclic
super short reversal distance of permutation π and it is denoted by d±(π).
Let S(|πi|, |πj |) denote the act of switching the positions and flipping the
signs of the elements πi and πj in a signed permutation π. Note that the signed
cyclic 2-reversal ρ(i, j) can be alternatively denoted by S(|πi|, |πj |). Given a
sequence S of cyclic signed super short reversals and a signed permutation π ∈
S±n , let RS(πi) be the number of signed cyclic 2-reversals of the type S(|πi|, |πj |)
and let LS(πi) be the number of signed cyclic 2-reversals of the type S(|πk|, |πi|).
We define the net displacement of an element πi with respect to S as dS(πi) =
RS(πi) − LS(πi). The displacement vector of π with respect to S is defined as
dS(π) = (dS(π1), dS(π2), . . ., dS(πn)). The following lemma is the signed analog
of Lemma 1. We omit the proof because it is the same as of the proof of Lemma
1.
Lemma 4. Let S = ρ1, ρ2, . . ., ρt be a sequence of signed cyclic super short
reversals that sorts a signed permutation π ∈ S±n . Then, we have that
n∑
i=1
dS(πi) = 0, (3)
|πi| − dS(πi) ≡ i (mod n). (4)
Let x ∈ Zn be a vector and π ∈ S±n be a signed permutation. We say that
x is a valid vector for π if
∑
i xi = 0 and |πi| − xi ≡ i (mod n). Given a valid
vector x for the signed permutation π, we define the set podd(π, x) as podd(π,
x) = {i : πi > 0 and |xi| is odd} and we define the set neven(π, x) as neven(π,
x) = {i : πi < 0 and |xi| is even}. Moreover, let U(π, x) denote the union of
these sets, that is, U(π, x) = podd(π, x) ∪ neven(π, x). The following lemma is
the signed analog of Lemma 2.
Lemma 5. Let S be a minimum-length sequence of signed cyclic super short
reversals that sorts a signed permutation π ∈ S±n and let x ∈ Zn be a valid
vector for π. If dS(π) = x, then d
±(π) = C(x) + |U(π, x)|.
Proof. Note that the sequence S can be decomposed into two distinct subse-
quences S1 and S2 such that S1 is formed by the signed cyclic 1-reversals of S
and S2 is formed by the signed cyclic 2-reversals of S. Moreover, we can assume
without loss of generality that the signed cyclic reversals of subsequence S2 are
applied first. We argue that |S1| = |U(π, x)| regardless the size of S2. To see
this, suppose that we apply a signed cyclic 2-reversal ρ(i, j) of S2 in π, obtain-
ing a signed permutation π′. Moreover, let S′ be the resulting sequence after we
remove ρ(i, j) from S. We have that dS′(π
′
k) = dS(πk) for k /∈ {i,j}, dS′(π′i) =
dS(πi) − 1, and dS′(π′j) = dS(πj) + 1. Then, assuming the vector x′ ∈ Zn is
equal to dS′(π
′), we can conclude that U(π′, x′) = U(π, x) because ρ(i, j) has
changed both the parities of |xi| and |xj | and the signs of πi and πj . Since |S1|
= |U(π, x)| regardless the size of S2 and we know from Lemma 2 that |S2| ≥
C(x), we can conclude that |S2| = C(x), therefore the lemma follows. 
The Lemma 5 allows the problem of sorting a signed permutation π by signed
cyclic super short reversals to be recast as the optimisation problem of finding a
valid vector x ∈ Zn for π which minimizes the sum C(x) + |U(π, x)|. The next
theorem shows how to solve this problem in polynomial time.
Theorem 1. Let π ∈ S±n be a signed permutation. Then, we can find a valid
vector x ∈ Zn which minimizes the sum C(x) + |U(π, x)| in polynomial time.
Proof. We divide our analysis into two cases:
i) n is even. In this case, we have that the value of |U(π, x)| is the same for
any feasible solution x. This is because, in order to be a feasible solution, a
vector x has to satisfy the restriction |πi| − xi ≡ i (mod n). This means that
xi is congruent modulo n with a = |πi| − i and belongs to the equivalent
class {. . ., a− 2n, a− n, a, a+ n, a+ 2n, . . .}. Since n is even, the parities
of the absolute values of the elements in this equivalence class are the same,
therefore the value of |U(π, x)| is the same for any feasible solution x. It
follows that we can only minimize the value of C(x) and this can be done
by performing successive strictly contracting transformations.
ii) n is odd. In this case, it is possible to minimize the values of |U(π, x)| and
C(x). Firstly, we argue that minimizing C(x) leads to a feasible solution x′′
such that C(x′′) + |U(π, x′′)| is at least as low as C(x′) + |U(π, x′)|, where
x′ can be any feasible solution such that C(x′) is not minimum. To see this,
let x′ be a feasible solution such that C(x′) is not minimum. Then, we can
perform a sequence of strictly contracting transformations which decrease
the value of C(x). When no further strictly contracting transformation can
be performed, we obtain a solution x′′ such that C(x′′) is minimum. On one
hand, we know from Lemma 3 that each strictly contracting transformation
Tij decreases C(x) by at least 2 units. On the other hand, since n is odd, its
possible that the parities of |xi| and |xj | have been changed in such a way
that the value of |U(π, x)| increases by 2 units. Therefore, in the worst case,
each strictly contracting transformation does not change the value of C(x)
+ |U(π, x)|, so C(x′) + |U(π, x′)| ≥ C(x′′) + |U(π, x′′)|. Now, we argue that,
if there exists more than one feasible solution x such that C(x) is minimum,
then it is still may be possible to minimize the value of |U(π, x)|.
Jerrum [6, Theorem 3.9] proved that if there is more than one feasible solu-
tion such that C(x) is minimum, then each of these solutions can be brought
into agreement with each other via a sequence of contracting transforma-
tions. Note that a contracting transformation Tij does not change the value
of C(x), but it can change the value of |U(π, x)| because n is odd and the
parities of |xi| and |xj | change when Tij is performed. This means that,
among all feasible solutions such that C(x) is minimum, some of them have
minimum |U(π, x)| and these solutions are optimal. Therefore, we can obtain
an optimal solution by first obtaining a feasible solution with minimum C(x)
(this can be done by performing successive strictly contracting transforma-
tions) and then we can apply on it every possible contracting transformation
Tij which decreases the value of |U(π, x)|. 
The proof of Theorem 1 directly implies an exact algorithm for sorting by
signed cyclic super short reversals. Such an algorithm is described below (Al-
gorithm 2). Regarding its time complexity, we know from previous section that
lines 1-9 take O(n2) time. Since lines 13-23 take O(1) time, we can conclude that
the nested for loops take O(n2) times to execute. Finally, we can compute C(x)
+ |U(π, x)| in O(n2), therefore the overall complexity of Algorithm 2 is O(n2).
Data: A permutation π ∈ S±n .
Result: Number of signed cyclic super short reversals applied for sorting π.
1 Let x be a n dimension vector
2 for k = 1 to n do
3 xk ← |πk| − k
4 end
5 while max(x)−min(x) > n do
6 Let i,j be two integers such that xi = max(x) and xj = min(x)
7 xi ← xi − n
8 xj ← xj + n
9 end
10 if n is odd then
11 for i = 1 to n− 1 do
12 for j = i+ 1 to n do
13 if xi > xj then
14 min ← j
15 max ← i
16 else
17 min ← i
18 max ← j
19 end
20 if xmax − xmin = n and min ∈ U(π, x) and max ∈ U(π, x) then
21 xmax ← xi − n





27 return C(x) + |U(π, x)|
Algorithm 2: Algorithm for sorting by signed cyclic super short reversals.
Note that, in this section, we have focused on the problem of computing the
signed cyclic super short reversal distance of a signed permutation rather than
finding the minimum number of signed cyclic super short reversals that sorts it.
We remark that the proofs are constructive and directly imply algorithms for
finding the sequence of signed cyclic super short reversals.
4 Sorting Circular Permutations
In this section, we briefly explain how we can use the solution for the problem of
sorting by (signed) cyclic super short reversals to solve the problem of sorting a
(signed) circular permutation by super short reversals. This explanation is based
on Sect. 2.3 of the work of Egri-Nagy et al. [3] and on Sect. 2.5 of the book of
Fertin et al. [4], where one can find more details.
Note that a circular permutation can be “unrolled” to produce a linear per-
mutation, such as defined in the two previous sections. This process can produce
n different linear permutations, one for each possible rotation of the circular
permutation. Moreover, since a circular permutation represents a circular chro-
mosome, which lives in three dimension, it can also be “turned over” before being
unrolled. This means that, for each possible rotation of the circular permuta-
tion, we can first turn it over and then unroll it, producing a linear permutation.
Again, this process can produce n different linear permutations. The n linear
permutations produced in the first process are different from the n linear per-
mutations produced in the second process, thus both processes can produce a
total of 2n different linear permutations. Each of these 2n linear permutations
represents a different viewpoint from which to observe the circular permutation,
therefore they are all equivalent.
The discussion of the previous paragraph leads us to conclude that, in order
to sort a (signed) circular permutation by super short reversals, we can sort
each of the 2n equivalent (signed) linear permutations by (signed) cyclic super
short reversals, generating 2n different sorting sequences. Then, we can take the
sequence of minimum length as the sorting sequence for the (signed) circular
permutation and the super short reversal distance of the (signed) circular per-
mutation is the length of this sequence. Note that this procedure takes O(n3)
time because we have to execute Algorithm 1 or Algorithm 2 O(n) times.
5 Experimental Results and Discussion
We implemented the procedure described in the previous section for comput-
ing the super short reversal distance of a signed circular permutation and we
reproduced the experiment performed by Egri-Nagy et. al. [3] for inferring dis-
tances and phylogenies for published Yersinia genomes. In fact, we performed
the same experiment, except that we considered the orientation of the genes
rather than ignoring it and we considered that each permutation has 78 ele-
ments rather than 794. More specifically, we obtained from Darling et al. [2] the
signed circular permutations which represent eight Yersinia genomes. Then, we
computed the super short reversal distance between every pair of signed circular
permutation and this information was stored in a matrix of pairwise distances
(Table 1). Finally, a phylogenetic tree was constructed from this matrix using
Neighbor-Joining [9] method. The resulting phylogeny is shown in Fig. 1.
Table 1. Matrix of the super short reversal distances among the signed circular per-
mutations which represent the Yersinia genomes. The names of the species were ab-
breviated so that YPK refers to Y. pestis Kim, YPA to Y. pestis Antiqua, YPM to Y.
pestis Microtus 91001, YPC to Y. pestis CO92, YPN to Y. pestis Nepal516, YPP to
Y. pestis Pestoides F 15-70, YT1 to Y. pseudotuberculosis IP31758, and YT2 to Y.
pseudotuberculosis IP32953.
YPK YPA YPM YPC YPN YPP YT1 YT2
YPK 0 243 752 205 338 533 764 760
YPA 243 0 772 352 279 510 724 773
YPM 752 772 0 728 747 643 361 385
YPC 205 352 728 0 381 656 776 760
YPN 338 279 747 381 0 547 617 624
YPP 533 510 643 656 547 0 434 457
YT1 764 724 361 776 617 434 0 189
YT2 760 773 385 760 624 457 189 0
Considering the pair of Y. pseudotuberculosis as outgroup, the obtained phy-
logeny shows that Y. pestis Microtus 91001 was the first to diverge. It was fol-
lowed then by the divergences of Y. pestis Pestoides F 15-70, Y. pestis Nepal516,
Y. pestis Antiqua and the final divergence of Y. pestis Kim and Y. pestis CO92.
This result is different of the one obtained by Egri-Nagy et. al. [3] which used
super short reversal distance between unsigned permutations. On their results,
the divergence of Y. pestis Nepal516 happened before the divergence of Y. pestis
CO92 which occurred previous to the divergence of Y. pestis Kim and Y. pestis
Antiqua.
In our work and in the work of Egri-Nagy et. al. [3], the use of super short
reversals resulted on topologies which are different from the one of Darling et
al. [2], which considered inversions of any size. The first difference observed on
the result of Darling et al. [2] is that Y. pestis Pestoides F 15-70 diverged before
Y. pestis Microtus 91001. The second difference shows that Y. pestis Nepal516
4 In their article, Darling et al. [2] state that they could identify 78 conserved segments
(or blocks) using Mauve, but they provided permutations with elements ranging from
0 to 78. In a personal communication, Darling confirmed that there are actually 78
blocks, with 0 and 78 being part of the same block. Nevertheless, we performed
another experiment, this time considering the permutations have 79 elements. Al-








































































Fig. 1. Phylogeny of the Yersinia genomes based on the super short reversal distance
of the signed circular permutations.
is sibling of Y. pestis Kim, that Y. pestis CO92 is sibling of Y. pestis Antiqua
and that these four bacteria have a common ancestor that is descendant of Y.
pestis Microtus 91001.
If we look to the branch lengths of the two trees obtained with super short
reversal distances and we compare with the branch lengths of the topology ob-
tained by Darling et al. [2], we can see that our results are more consistent than
the one obtained by Egri-Nagy et al. [3]. For instance, on our results the distance
between the two Y. pseudotuberculosis is smaller than the one observed between
the pair Y. pestis Kim and Y. pestis Antiqua, what agrees with the configuration
obtained by Darling et al. [2].
6 Conclusions
In this paper, we presented a polynomial-time solution for the problem of sort-
ing a signed circular permutation by super short reversals. From a theoretical
perspective, this solution is important because it closes a gap in the literature.
From a biological perspective, it is important because signed permutations con-
stitute a more adequate model for genomes. Moreover, we performed an exper-
iment to infer distances and phylogenies for published Yersinia genomes and
compared the results with the phylogenies presented in previous works [2, 3].
Our obtained topology is similar to the one obtained by Egri-Nagy et. al. [3].
However, the distances calculated with our algorithm are more consistent with
the topology obtained by Darling et al. [2]. Some theoretical questions remain
open (for instance, the diameter of the super short reversal distance for signed
permutations), and we intend to address them in our future research.
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