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Abstract--The use of the Givens method to solve linear equations on a parallel computer is 
reviewed, and a new algorithm which requires fewer time steps in the infinite processor case is 
presented. 
!. INTRODUCTORY REVIEW 
This paper is a discussion of the use of Givens transformations to solve systems of linear 
equations on massively parallel computers. After a brief review of Givens transformations 
in this section, a new parallel algorithm is presented in Section 2, and compared with the 
existing algorithm of Sameh and Kuck [1]. 
A Givens transformation is a plane rotation on two rows of a matrix which introduces 
a zero into one row. Thus, G(i, j, k) rotates rows i and j to zero the element at xjk: 
E' ]E: 1 "'C S . . . x ,  x~,+, . . . .  x~, x~,+,...  G(i,j,k)x = = , (1) -S  C. .xjk x~k+. 0 x~,+, 
"1 
where 
and 
2 2 C (= cos 0) = x, lx~,+x~, (2) 
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2 2 S(= sin0) xj, I x2.~+ xj,. (3) 
Columns which initially have zeros in both rows i and j retain them after transformation. 
Givens rotations are numerically very stable [2] and are a good way of selectively 
introducing zeros into a matrix. 
The standard Givens transformation (1)-(3) is inefficient relative to alternatives like 
Householder reflections. However, the fast Givens transformation i troduced by Gentle- 
man [3], which does not use pure rotations and requires only half as many multiplications, 
is fairly competitive [2]. As it still involves pairwise transformation f rows, the following 
discussions of Givens based algorithms do not need to assume which elementary 
transformation is used. 
A serial algorithm to solve an augmented matrix using a series of Givens trans- 
formations might typically proceed as follows: 
(a) row 1 is used to successively rotate to zero all elements in column 1 below 
the diagonal; 
(b) row 2 is used to successively zero all elements below the diagonal in 
column 2; 
(c) this process is continued until the matrix is triangularized and can then 
be solved by back-substitution. 
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This algorithm is intrinsically serial because new rotations usually require the modified row 
generated by the previous rotation, so that only one can be done at a time. On serial 
computers, the Givens method is generally only competitive with conventional equation 
solvers when the coefficient matrix is sparse. 
2. THE GIVENS METHOD IN THE PARALLEL SETTING 
The Givens method is of interest in parallel computing because pivoting which can 
dominate parallel Gauss-Jordan and Gaussian elimination algorithms [4] is not required. 
A parallel implementation f the Givens method must take advantage of the fact that a 
single rotation (or fast Givens transformation) affects only two rows. Hence, it is possible 
to simultaneously generate additional zeros using other distinct pairs of rows. If the matrix 
has dimension N, then a maximum of L N/2 J rotations can be performed at once. 
We shall discuss parallel algorithms assuming an infinite number of processors, by 
considering the number of "transformation time steps" T~ involved, which is the number 
of time steps assuming an elementary rotation takes a single step. For example, T, = iN  
(N - 1) in the serial Givens method; this being the number of zeros that must be generated 
one at a time. Using 7", means that we can concentrate on the conceptual structure of the 
algorithms rather than details of program implementation. 
Firstly, we shall consider the algorithm of Sameh and Kuck (S-K) [I], reported in Ref. 
[4]. The augmented matrix is triangularized by starting from the lower left-hand corner 
and generating a step structure of zeros which advances across the matrix. Adjacent rows 
forming a step are used in pairwise fashion to generate new zeros, and the elegance of the 
algorithm is that the step structure is retained at each transformation time step. As an 
example, Fig. 1 illustrates the sequence in which zeros are generated in the N = 8 case. 
Several steps are explicitly shown to illustrate the pairing of rows and the numbers in the 
lower matrix show at which transformation time step a zero is generated at each position. 
7", = 13, and the degree of parallelism (as measured by the number of simultaneous 
rotations) rises from 1 to its maximum of L N/2 J at the halfway point, and then falls 
symmetrically. This is characteristic of the S-K algorithm. 
Appendix A contains an implementation f the S-K Givens algorithm from Ref. [4]; 
where rotate(i, j, k )= G(i, j, k)x. Parallelism occurs in the first rotate statement where 
each value ofp can be processed concurrently, and similarly in the second rotate statement. 
The number of processors required, assuming fast Givens transformations are used, is 
P = (maximum parallelism) x (processors needed for a rotation) 
N 
=--  x 2 (N  + 1) = N (N  + 1). (4) 
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Fig. 1. ~K algorithm mr N = 8 explicitly showing Steps 3-5. 
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Fig. 2. H-P algorithm for N = 8, explicitly showing Steps 2-4. 
The number of transformation time steps required in the massively parallel case is 
Tt (N) = 2N - 3, (5) 
which follows from putting a zero in a new column on every second time step, including 
the first and last, and having N - 1 columns to do. Since, as is evident in Fig. 1, the region 
of zeros grows twice as fast vertically as horizontally, then when a zero is generated in the 
(N-  l)st column at the (2N-  3)rd transformation time step the triangularization is 
complete. Parallel methods for back-substitution are discussed in Ref. [4]. 
We now present an alternative parallel algorithm developed by the authors and denoted 
as H-P. At each transformation time step as many new zeros as possible are generated 
in the spirit of a fan-in algorithm. For example, Fig. 2 is the N = 8 case, for comparison 
with Fig. 1. The step structure of the S-K algorithm ensures correct pairing of rows to 
retain previously created zeros, whereas in the H-P algorithm the pairing is different, as 
shown in Steps 2--4 of Fig. 2. T, = 11, which is 2 less than the S-K algorithm. The H-P 
algorithm attains maximum parallelism immediately unlike the S-K Givens, and thereafter 
the degree of parallelism decreases. From about Step 6 onwards, the step structure 
characteristic of the S-K Givens emerges and the final operations are identical for both 
algorithms. 
The number of transformation time steps involved in the H-P algorithm can be deduced 
with reference to Fig. 2. The initial fan-in of Step 3 allows us to begin working on Column 
2 in Step 2 and Column 3 in Step 3. Thereafter a zero can be placed in a new column on 
every second time step, reflecting the need to first obtain two zeros in the previous column 
which takes two steps. IF n = Ll°g2 N J then the combination of these processes gives 
Tt (N) = 2N - (2 + n), (6) 
which can be viewed as the 2N - 3 steps of the S--K algorithms with an (n - I) step saving 
due to the initial fan-in. Appendix B is an implementation f the H-P algorithm, where 
all operations in the loop over i can be performed in parallel, and the number of floating 
point operations and processors required is the same as for the S-K algorithm, although 
slightly more overhead is involved. 
By way of conclusion we note that the H-P algorithm introduced here offers a saving 
of n - 1 transformation time steps (or 2 if N = 2 3) over the S--K algorithm in a massively 
parallel setting. In the p processor case, the download algorithm [5] predicts that if w 
operations are involved then the p processor time T p is related to the time steps in the 
infinite processor case T ~ by 
T p <~ T ~ + (w - T~) /p .  (7) 
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These are now numbers of true time steps, and as w(H-P) = w(S-K)>> T ~, the percentage 
difference in download times between these algorithms becomes negligible when p is small. 
Additionally, when p is small, pivoting in Gauss-Jordan and Gaussian elimination no 
longer dominates the computation, and these methods are then viable. 
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APPENDIX A 
Implementation of  the S -K  Algorithm 
Rotate(i, j, k )= G(i, j, k)x, as defined in equation (l) 
fo r :k=l  toN- I  
fo rp  =0 to ra in{k-  I, N -k  - l} 
ro ta te (N  - 2/) - 1, N - 2p, k -p )  
end 
do p =0 to min{k-  1, N -k -2}  
rotate(N - 2p -2 ,  N - 2p - 1, k - p) 
end 
end 
APPENDIX B 
An Implementation of  the H-P  Algorithm 
n = [. log2N J 
upper-row (I) = I 
back-col -- I 
lower-row (col) -- N, col = I ,N 
for i -- I to 2N - (2 -4- n) 
front-col ffi min{i,n + (i -- n )/2 I 
for col = back-col to front-col 
for row = 0, [lower-row(col) - upper-row(col) + 1]/2 - 1 
rotate[upper-row(col) + row, lower-row(col) - row, col] 
end 
end 
for col = back-col to front-col 
lower-row(col) = lower-row(col) - [l + lower-row(col) - upper-row(col)]/2 
end 
for col = back-col to front-col 
upper-row (col + l) = max[lower-row(col) + l, col + l] 
end 
back-col ffi back-col + max{0, upper-row(back-col) - lower-row(back-col) + l } 
end 
