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THE ERGODIC THEORY OF LATTICE SUBGROUPS
ALEXANDER GORODNIK AND AMOS NEVO
Abstract. We prove mean and pointwise ergodic theorems for
general families of averages on a semisimple algebraic (or S-algebraic)
group G, together with an explicit rate of convergence when the
action has a spectral gap. Given any lattice Γ in G, we use the
ergodic theorems for G to solve the lattice point counting problem
for general domains in G, and prove mean and pointwise ergodic
theorems for arbitrary measure-preserving actions of the lattice,
together with explicit rates of convergence when a spectral gap is
present. We also prove an equidistribution theorem in arbitrary
isometric actions of the lattice.
For the proof we develop a general method to derive ergodic
theorems for actions of a locally compact group G, and of a lattice
subgroup Γ, provided certain natural spectral, geometric and reg-
ularity conditions are satisfied by the group G, the lattice Γ, and
the domains where the averages are supported. In particular, we
establish the general principle that under these conditions a quan-
titative mean ergodic theorem in L2(G/Γ) for a family of averages
gives rise to a quantitative solution of the lattice point counting
problem in their supports. We demonstrate the new explicit error
terms that we obtain by a variety of examples.
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1. Main results : Semisimple Lie groups case
1.1. Admissible sets. Let G be a locally compact second countable
(lcsc) group, and Γ ⊂ G a lattice subgroup. Consider the following
four fundamental problems in ergodic theory that present themselves
in this context, namely :
(1) Prove ergodic theorems for general families of averages on G,
(2) Solve the lattice point counting problem (with explicit error
term) for any lattice subgroup Γ and for general domains on G,
(3) Prove ergodic theorems for arbitrary actions of a lattice sub-
group Γ,
(4) Establish equidistribution results for isometric actions of the
lattice Γ.
Our purpose in the present paper is to give a complete solution to
these problems for non-compact semisimple algebraic groups over ar-
bitrary local fields, and any of their lattices. Our results apply also to
lattices in products of such groups, and thus also to S-algebraic groups
and their lattices. In fact, many of our arguments hold in greater gen-
erality still, and we will elaborate on that further in our discussion
below. However, for simplicity of exposition we will begin by describ-
ing the main results, as well as some of their applications, in the case
of connected semisimple Lie groups.
We start by introducing the following definition, which describes the
families βt that will be the subject of our analysis.
Fix any left-invariant Riemannian metric on G, and let
Oε = {g ∈ G : d(g, e) < ε}.
Let mG denote a fixed left Haar measure on G.
Definition 1.1. An increasing family of bounded Borel subsets Gt,
t > 0, of G will be called admissible if there exists c > 0 such that for
all t sufficiently large and ε sufficiently small
Oε ·Gt · Oε ⊂ Gt+cε, (1.1)
mG(Gt+ε) ≤ (1 + cε) ·mG(Gt). (1.2)
Let us briefly note the following facts (see Prop. 3.13 and Prop. 5.24
below, as well as the Appendix for the proof).
(1) Admissibility is independent of the Riemannian metric chosen
to define it.
(2) Many of the natural families of sets in G are admissible. In
particular the radial sets Bt projecting to the Cartan-Killing
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Riemannian balls on the symmetric space are admissible. Fur-
thermore, the sets {g ; log ‖τ(g)‖ < t} where τ is faithful linear
representation are also admissible, for any choice of linear norm
‖·‖.
(3) Admissibility is invariant under translations, namely if Gt is
admissible, so is gGth, for any fixed g, h ∈ G.
It is natural to define also the corresponding Ho¨lder conditions. As
we shall see below, whenever a spectral gap is present, the assumption
of admissibility can be weakened to Ho¨lder admissibility.
1.2. Ergodic theorems on semisimple Lie groups. We define βt
to be the probability measures on G obtained as the restriction of Haar
measure to Gt, normalized by mG(Gt).
The averaging operators associated to βt when G acts by measure-
preserving transformations of a probability space (X, µ) are given by
π(βt)f(x) =
1
mG(Gt)
∫
Gt
f(g−1x)dmG(g) .
Assume G is connected semisimple with finite center and no compact
factors. Then
(1) The family βt (and Gt) will be called (left-) radial if it is invari-
ant under (left-) multiplication by some fixed maximal compact
subgroup K, for all sufficiently large t. Standard radial averages
are those defined in Definition 3.18.
(2) The action is called irreducible if every non-compact simple
factor acts ergodically.
(3) The action is said to have a strong spectral gap if each sim-
ple factor has a spectral gap, namely admits no asymptotically
invariant sequence of unit vectors (see §3.6 for a full discussion).
(4) The sets Gt (and the averages βt) will be called balanced if
for every simple factor H and every compact subset Q of its
complement, βt(QH)→ 0. Gt will be called well-balanced if the
convergence is at a specific rate (see §3.5 for a full discussion).
Our first main result is the following pointwise ergodic theorem for
admissible averages on semisimple Lie groups.
Theorem 1.2. Pointwise ergodic theorems for admissible aver-
ages. Let G be a connected semisimple Lie group with finite center and
no non-trivial compact factors. Let (X, µ) be a standard Borel space
with a probability-measure-preserving ergodic action of G. Assume that
Gt is an admissible family.
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(1) Assume that βt is left-radial. If the action is irreducible, then
βt satisfies the pointwise ergodic theorem in L
p(X), 1 < p <∞,
namely for every f ∈ Lp(X), and for almost every x ∈ X :
lim
t→∞
π(βt)f(x) =
∫
X
fdµ .
The conclusion holds also in reducible actions of G, provided
the averages are standard radial, well-balanced and boundary-
regular (see §§3.4, 3.5 for the definitions).
(2) If the action has a strong spectral gap, then βt converges to the
ergodic mean almost surely exponentially fast, namely for every
f ∈ Lp(X), 1 < p ≤ ∞, and almost all x ∈ X∣∣∣∣π(βt)f(x)− ∫
X
fdµ
∣∣∣∣ ≤ Cp(f, x)e−θpt ,
where θp > 0 depends explicitly on the spectral gap (and the
family Gt).
The conclusion holds also in actions of G with a spectral gap,
provided the averages satisfy the additional necessary condition
of being well-balanced (see §§3.5, 3.7 for the definitions).
Regarding Theorem 1.2(1), we remark that the proof of pointwise
convergence in the case of reducible actions without a spectral gap is
quite involved, and we have thus assumed in that case that the aver-
ages are standard radial, well-balanced and boundary-regular to make
the analysis tractable. However, the reducible case will be absolutely
indispensable for us below, since we will induce actions of a lattice
subgroup to actions of G, and these may be reducible.
Regarding Theorem 1.2(2), we note that θp depends explicitly on the
spectral gap of the action, and on natural geometric parameters of Gt,
and we refer to §7.1 for a full discussion including a formula for a lower
bound. Furthermore, Ho¨lder admissibility is sufficient for this part, as
we will see below.
Let us now formulate the following invariance principle for ergodic
actions of G, which will play an important role below, in the derivation
of pointwise ergodic theorems for lattices.
Theorem 1.3. Invariance principle. Let G, (X, µ) be as in Theorem
1.2, and let Gt be an admissible family. Then for any given function
f ∈ Lp(X) the set where pointwise convergence to the ergodic mean
holds, namely{
x ∈ X ; lim
t→∞
1
mG(Gt)
∫
Gt
f(g−1x)dmG(g) =
∫
X
fdµ
}
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contains a G-invariant set of full measure.
We note that G is a non-amenable group, and the sets Gt are not
asymptotically invariant under translations (namely do not have the
Følner property). Thus the conclusion of Theorem 1.3 is not obvious,
even in the case where X is a homogeneous G-action. The special case
where G = SO0(n, 1) and βt are the bi-K-invariant averages lifted from
ball averages on hyperbolic space Hn was considered earlier by [BR].
One of our applications of ergodic theorems on G is to the lattice
point counting problem in Gt. The solution of the latter actually de-
pends only on the mean ergodic theorem for βt, which holds under
more general conditions than the pointwise theorem. Because of its
later significance, we therefore formulate separately the following
Theorem 1.4. Mean ergodic theorems for admissible averages.
Let G and (X, µ) be as in Theorem 1.2, and let Gt be an admissible
family.
(1) If the action is irreducible or Gt are balanced, then
lim
t→∞
∥∥∥∥π(βt)f − ∫
X
fdµ
∥∥∥∥
Lp(X)
= 0 , 1 ≤ p <∞ .
(2) If the action has a strong spectral gap, or a spectral gap and the
averages are well balanced, then∥∥∥∥π(βt)f − ∫
X
fdµ
∥∥∥∥
Lp(X)
≤ Bpe−θpt , 1 < p <∞
for the same θp > 0 as in Theorem 1.2(2).
1.3. The lattice point counting problem in admissible domains.
Let now Γ ⊂ G be any lattice subgroup; the lattice point counting prob-
lem is to determine the number of lattice points in the domains Gt. Its
ideal solution calls for evaluating the main term in the asymptotic ex-
pansion, establishing the existence of the limit, and estimating explic-
itly the error term. Our second main result gives a complete solution
to this problem for all lattices and all families of admissible domains.
The proof we give below will establish the general principle asserting
that a mean ergodic in L2(G/Γ) for the averages βt (with explicit rate
of convergence) implies a solution to the Γ-lattice point counting prob-
lem in the admissible domains Gt (with an explicit estimate of the error
term). We will show below that under certain natural assumptions this
principle can be established in great generality for lattices in general
lcsc groups, but will state it first for connected semisimple Lie groups.
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We note that in this case, the main term in the lattice count (namely
part (1) of the following theorem) was established [Ba] (for uniform
lattices), [DRS] (for balls w.r.t. a norm) and [EM] (in general). Error
term were considered for rotation-invariant norms in [DRS] and for
more general norms very recently in [Ma]. For a comparison of part
(2) of the following theorem with these results see §2.
Theorem 1.5. Counting lattice points in admissible domains.
Let G be a connected semisimple Lie group with finite center, and no
non-trivial compact factors. Let Gt be an admissible family of sets, and
let Γ be any lattice subgroup. Normalize Haar measure mG to assign
measure one to a fundamental domain of Γ in G.
(1) If Γ is an irreducible lattice, or the sets Gt are balanced, then
lim
t→∞
|Γ ∩Gt|
mG(Gt)
= 1 .
(2) If (G/Γ, mG/Γ) has a strong spectral gap, or the sets Gt are well
balanced, then, for all ε > 0
|Γ ∩Gt|
mG(Gt)
= 1 +Oε
(
exp
(−t(θ − ε)
dimG+ 1
))
,
where θ > 0 depends on Gt and the spectral gap in G/Γ, via
θ = lim inf
t→∞
−1
t
log
∥∥πG/Γ(βt)∥∥L2
0
(G/Γ)
.
Remark 1.6. (1) Recall that the G-action on (G/Γ, mG/Γ) is irre-
ducible if and only if Γ is an irreducible lattice in G, namely the
projection of Γ to every simple factor of G is a dense subgroup.
(2) The G-action on G/Γ always has a spectral gap, but whether
it has a strong spectral gap seems to be an open problem, in
general (see §3.5 for more details).
(3) When the action has a strong spectral gap, the parameter θ can
be given explicitly in terms of the rate of volume growth of the
sets Gt and the size of the gap - see Remark 5.10 and §7.1.
(4) Note that under the normalization of mG given in Theorem 1.5,
if ∆ ⊂ Γ is a subgroup of finite index, then
lim
t→∞
|∆ ∩Gt|
mG(Gt)
=
1
[Γ : ∆]
.
Finally, we remark that the condition of admissibility is absolutely
crucial in obtaining pointwise ergodic theorems for G, and thus also
for Γ. This is true when the action does not have a spectral gap,
but also when it does (although here Ho¨lder-admissibility is sufficient).
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However, lattice point counting results, quantitative or not, hold in
significantly greater generality. Namely, it holds for families that satisfy
the weaker conditionmG(OεGtOε) ≤ (1+cε)mG(Gt), which amounts to
a quantitative version of the well-roundedness condition of [DRS] and
[EM]. This generalization is discussed systematically in [GN], where
several applications, including to quantitative counting of lattice points
in sectors, on symmetric varieties and on Adele groups are given.
1.4. Ergodic theorems for lattice subgroups. We now turn to our
third main result, namely to the solution of the problem of establish-
ing ergodic theorems for a general action of a lattice subgroup on a
probability space (X, µ). This result also uses Theorem 1.2 as a basic
tool; here it is applied to the action of G induced by the action of Γ on
(X, µ). This argument generalizes the one used in the proof of Theo-
rem 1.5, where we considered the action of G induced from the trivial
action of Γ on a point. However the increased generality requires a
considerable number of additional further arguments.
To formulate the result, consider the set of lattice points Γt = Γ∩Gt.
Let λt denote the probability measure on Γ uniformly distributed on
Γt.
We begin with the following fundamental mean ergodic theorem for
arbitrary lattice actions.
Theorem 1.7. Mean ergodic theorem for lattice actions.
Let G, Gt and Γ, be as in Theorem 1.5. Let (X, µ) be an ergodic
measure-preserving action of Γ.
(1) Assume the action of G induced from the Γ-action on (X, µ) is
irreducible, or that Gt are balanced. Then for every f ∈ Lp(X),
1 ≤ p <∞,
lim
t→∞
∥∥∥∥∥ 1|Γt|∑
γ∈Γt
f(γ−1x)−
∫
X
fdµ
∥∥∥∥∥
Lp(X)
= 0 .
(2) Assume that the action of G induced from the Γ-action on
(X, µ) has a strong spectral gap, or that it has a spectral gap and
Gt are well balanced. Then for every f ∈ Lp(X), 1 < p <∞∥∥∥∥∥ 1|Γt|∑γ∈Γt f(γ−1x)−
∫
X
fdµ
∥∥∥∥∥
Lp(X)
≤ Ce−δpt ‖f‖Lp(X) ,
where δp is determined explicitly by the spectral gap for the in-
duced G-action (and depends also on the family Gt).
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One immediate application of Theorem 1.7 arises when we take X
to be a transitive action on a finite space, namely X = Γ/∆, ∆ a finite
index subgroup.
Corollary 1.8. Equidistribution in finite actions. Let G, Γ and
Gt be as in Theorem 1.5. Let ∆ ⊂ Γ be a subgroup of finite index, and
γ0 any element in Γ.
(1) Under the assumptions of Theorem 1.5(1)
lim
t→∞
1
|Γt| · |{γ ∈ Γ ∩Gt : γ
∼= γ0 mod ∆}| = 1
[Γ : ∆]
.
(2) Under the assumptions of Theorem 1.7(2)
1
|Γt| · |{γ ∈ Γ ∩Gt : γ
∼= γ0 mod ∆} = 1
[Γ : ∆]
+O(e−δt)
where δ > 0, and is determined explicitly by the spectral gap in
G/∆.
We remark that the first conclusion in Corollary 1.8, namely equidis-
tribution of the lattice points in Γ∩Gt among the cosets of ∆ in Γ can
also be obtained using the method of [GW], which employs Ratner’s
theory of unipotent flow. It is also possible to derive this result from
considerations related to the mixing property of flows on G/Γ.
Another application of the mean ergodic theorem is in the proof of
an equidistribution theorem for the corresponding averages in isometric
actions of the lattice. The result is as follows.
Theorem 1.9. Equidistribution in isometric actions of lattices.
Let G, Gt, and Γ be as in Theorem 1.7. Let (S, d) be a compact metric
space on which Γ acts by isometries, and assume the action is ergodic
with respect to an invariant probability measure µ whose support co-
incides with S. Then under the assumptions of Theorem 1.7(1), for
every continuous function f on S and every point s ∈ S
lim
t→∞
1
|Γt|
∑
γ∈Γt
f(γ−1s) =
∫
S
fdµ .
and the convergence is uniform in s ∈ S (i.e. in the supremum norm
on C(S)).
Let us now formulate pointwise ergodic theorems for general actions
of lattices.
Theorem 1.10. Pointwise ergodic theorems for general lattice
actions. Let G, Gt, Γ and (X, µ) be as in Theorem 1.7.
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(1) Assume that the action induced to G is irreducible, and βt are
left-radial. Then the averages λt satisfy the pointwise ergodic
theorem in Lp(X), 1 < p < ∞, namely for f ∈ Lp(X) and
almost every x ∈ X :
lim
t→∞
1
|Γt|
∑
γ∈Γt
f(γ−1x) =
∫
X
fdµ
The same conclusion also holds when the induced action is re-
ducible, provided βt are standard radial, well-balanced and boundary-
regular.
(2) Retain the assumption of Theorem 1.7(2). Then the conver-
gence of λt to the ergodic mean is almost surely exponentially
fast, namely for f ∈ Lp(X), 1 < p < ∞ and almost every
x ∈ X∣∣∣∣∣ 1|Γt|∑γ∈Γt f(γ−1x)−
∫
X
fdµ
∣∣∣∣∣ ≤ Cp(x, f)e−ζpt
where ζp is determined explicitly by the spectral gaps for the
induced G-action (and the family Gt).
Remark 1.11. (1) Note that if G is simple, then of course any action
of G induced from an ergodic action of a lattice subgroup is
irreducible. However, if G is not simple, then the induced action
can be reducible and then the assumption that the averages
are balanced is necessary in Theorem 1.10(1). We assume in
fact that they are standard radial, well-balanced and boundary-
regular, as we will apply Theorem 1.2(1) to the induced action.
(2) Note further that if G is simple and has property T , then the
assumption of strong spectral gap stated in Theorem 1.10(2)
is satisfied for every ergodic action of every lattice subgroup.
Furthermore, in that case ζp has an explicit positive lower bound
depending on G and Gt only and independent of Γ and X .
(3) It may be the case that whenever G/Γ has a strong spectral
gap, so does every action of G induced from an ergodic action
of the irreducible lattice Γ which has a spectral gap, but this
problem also seems to be open.
(4) As we shall see in §6.1, the possibility of utilizing the induced
G-action to deduce information on pointwise convergence in the
inducing Γ-action depends on the invariance principle stated in
Theorem 1.3 for admissible averages on G.
On the scope of the method. In light of remarks (1) and (2) above,
let us explain the reason we avoided the (considerable) temptation to
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retrict our attention to simple groups and their lattices. First, such a
restriction rules out of course a solution to the lattice point counting
problem even for such natural examples as SL2(Z[
√
2]), which is a
lattice in SL2(R) × SL2(R). Second, even for certain lattices in the
latter group, the existence of strong spectral gap in G/Γ is unknown
(see §3.7). Thus when considering lattice points on product groups,
whether the spectral gap is strong and the averages balanced or well-
balanced become necessary considerations.
Third, we have formulated our ergodic theorems for G also in the
case of reducible actions, but this again is unavoidable. Indeed, the
ergodic theorems for the lattices are proved by induction to G, and
it is unknown when the resulting action is irreducible (it is when the
Γ-action is mixing or isometric [St]). Finally, in order to handle such
obvious examples as SL2(Z[
1
p
]) (which is a lattice in SL2(R)×SL2(Qp))
it is necessary to extend the theory to include S-algebraic groups, a task
we will take on below.
Below we will give a complete analysis valid for S-algebraic groups
and their lattices in all cases, but let us here demonstrate our results in
a more concrete fashion, which shows, in particular, that sets Γt satisfy-
ing all the assumptions required do exist. Indeed, let G be a connected
semisimple Lie group with finite center and no compact factors. Let
G/K be its symmetric space and d the Riemannian distance associated
with the Cartan-Killing form, and let Bt = {g ∈ G ; d(gK,K) ≤ t},
βt be the Haar-uniform averages. Then Gt are admissible and well-
balanced, and it has been established in [N1][N2][NS1][MNS] that in
every ergodic probability measure preserving action of G, the family βt
satisfies the pointwise ergodic theorem in Lp, 1 < p <∞. Furthermore,
if the action has a spectral gap, then the convergence to the ergodic
mean is exponentially fast, as in Theorem 1.2(2).
Now let Γ ⊂ G be any lattice subgroup. Then the following result,
announced in [N5, Thm. 14.4], holds.
Theorem 1.12. Ergodic theorems for lattice points in Rie-
mannian balls. Let G, Bt and Γ be as in the preceding paragraph,
and λt the uniform averages on Γ ∩ Bt. Then in every probability
measure-preserving action of Γ, λt satisfy the mean ergodic theorem in
Lp, 1 ≤ p < ∞ and the pointwise ergodic theorem in Lp, 1 < p ≤ ∞.
If the Γ-action has a spectral gap, then λt satisfy the exponentially fast
mean and pointwise ergodic theorem as in Theorem 1.7(2) and Theo-
rem 1.10(2). Finally, λt satisfy the equidistribution theorem w.r.t. an
ergodic invariant probability measure of full support in every isometric
action of Γ.
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As is clear from the statements of the foregoing theorems, the distinc-
tion between actions with and without a spectral gap is fundamental in
determining which ergodic theorems apply, and the two cases call for
rather different methods of proof. Thus the results will be established
according to the following scheme :
(1) Ergodic theorems for general averages on semisimple S-algebraic
groups in the presence of a spectral gap.
(2) Ergodic theorems for general averages on semisimple S-algebraic
groups in the absence of a spectral gap.
(3) Stability of admissible averages on semisimple S-algebraic groups,
and an invariance principle for their ergodic actions.
(4) Mean, maximal and pointwise Ergodic theorems for lattice sub-
groups, in the absence of a spectral gap.
(5) Exponentially fast pointwise ergodic theorem for lattice actions
in the presence of a spectral gap.
(6) Equidistribution for isometric lattice actions.
As we shall see below, this scheme applies in a much wider context
than that of semisimple S-algebraic groups. We will formulate it in
§§5.2 and 6.2 below as a general recipe to derive ergodic theorems for
actions of an lcsc group, and of a lattice subgroup Γ, provided certain
natural spectral, geometric and regularity conditions are satisfied by
the group G, the lattice Γ, and the sets Gt.
2. Examples and applications
Let us now consider some concrete examples and applications of the
results stated above, and compare our results to some precedents in
the literature.
2.1. Hyperbolic lattice points problem. We begin by applying
Theorem 1.5 to the classical lattice point counting problem in hyper-
bolic space. Let us call a lattice subgroup Γ tempered if the spectrum
of the representation of the isometry group in L20(G/Γ) is tempered.
Corollary 2.1. Let Hn be hyperbolic n-space taken with constant cur-
vature −1 and the resulting volume form. Let Bt be the Riemannian
balls centered at a given point, and let Γ be any lattice. Then
(1)
|Γ ∩ Bt|
vol(Bt)
=
1
vol(Hn/Γ)
+Oε
(
exp−t
(
θ
n + 1
− ε
))
provided
∥∥πG/Γ(βt)∥∥L2
0
(G/Γ)
≤ C ′e−t(θ−ε).
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(2) In particular, if Γ is tempered, then
|Γ ∩Bt|
vol(Bt)
=
1
vol(Hn/Γ)
+ Oε
(
exp−t
(
n− 1
2(n+ 1)
− ε
))
.
We remark that the bound stated above is actually better than
that provided by Theorem 1.5, as the error term here is given by
θ/(dimG/K + 1) rather than θ/(dimG + 1). This is a consequence
of the fact that we have taken here bi-K-invariant averages on G, so
that the arguments used in the proof of Theorem 1.5 can be applied
on G/K rather than G. The same bound holds for any choice of bi-
K-invariant admissible sets Gt. The spectral gap parameter is given
by θ = 1
2
(n − 1) in the tempered case, since the convolution norm of
βt on L
2(G) is dominated by vol(Bt)
−1/2+ε (see Remark 5.10), which
is asymptotic to exp−t (1
2
(n− 1)− ε) (recall that volBt is asymptotic
to cne
(n−1)t).
For comparison, the best existing bound for a tempered lattice in
hyperbolic n-space (n ≥ 2) is due to Selberg [Se] and Lax and Phillips
[LP], and is given by
|Γ ∩Bt|
volBt
=
1
vol(G/Γ)
+Oε
(
exp−t
(
n− 1
n + 1
− ε
))
.
The method developed in [LP] uses detailed estimates on solutions to
the wave equation, and in [Se] the method uses refined properties of the
spectral expansion associated with the Harish Chandra spherical trans-
form. In particular these methods assume that Gt are bi-K-invariant
sets.
On the other hand, the estimate of Theorem 1.5 holds for any family
of admissible sets Gt. Thus the following sample corollary seems to be
new, even in the classical case of G = PSL2(R) (or G = PSL2(C)).
Define for 1 ≤ r <∞, ‖A‖r =
(∑2
i,j=1 a
r
i,j
)1/r
, and ‖A‖∞ = max |ai,j |.
Corollary 2.2. For any tempered finite-covolume Fuchsian group and
for any 1 ≤ r ≤ ∞, with the normalization vol(G/Γ) = 1
|{γ ∈ Γ ; ‖γ‖r ≤ T}|
vol {g ∈ SL2(R) ; ‖g‖r ≤ T}
= 1 +Oε,r
(
T−1/4
)
.
In particular, this holds for Γ = PSL2(Z).
2.2. Counting integral unimodular matrices. Let G = SLn(R)
n ≥ 2 be the group of unimodular matrices, and Γ = SLn(Z) the group
of integral matrices. A natural choice of balls here are those defined
by taking the defining representation and the rotation-invariant linear
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norm on Mn(R) given by (trA
tA)1/2. Let B′T denote the norm ball of
radius T intersected with SLn(R). Here the best result to date is due
to [DRS] and is given by
|Γ ∩B′T |
volB′T
= 1 +Oε
(
T−
1
n+1
+ε
)
Letting t = log T , the family Bt = B
′
et is admissible. For our esti-
mate, we need to bound θ, the rate of decay of
∥∥πG/Γ(βt)∥∥ in L20(G/Γ).
For n = 2, θ = 1/2 + ε as noted above, since the representation is
tempered. For n ≥ 3, SLn(R) has property T , and we can simply use
a bound valid for all of its represenetations simultaneously (provided
only that they contain no invariant unit vectors). Note that in the
case of L20(SLn(R)/SLn(Z)) this also happens to be the best possible
estimate, since the spherical function with slowest decay does in fact
occur in the spectrum. According to [DRS], every non-constant spher-
ical function on SLn(R) is in L
p for p > 2(n − 1). This implies (see
Theorem 5.4 below) that the matrix coefficients of π have an estimate
in terms of Ξ
1/(n−1)+ε
G , where ΞG is the Harish Chandra function. Using
the standard estimate for ΞG (see. e.g. [GV] and also Remark 5.10)
‖π(βt)‖ ≤
(
C0 vol(Bt)
−1/2+ε0
)1/(n−1) ≤ C exp(−t( n2 − n
2(n− 1) − ε
))
where the last estimate uses the fact that (see [DRS])
vol(B′T ) = vol {g ∈ SLn(R) ; ‖g‖2 ≤ T} ∼= cnT n
2−n .
Therefore we have the estimate θ = n/2 − ε, so that θ/(dimG +
1) = (1 − ε)/(2n) and θ/(dimG/K + 1) = (1 − ε)/(n + 1). Thus we
recapture the bound given by [DRS], for the case of balls defined by the
Euclidean norm (trAtA)1/2. This bound holds whenever the balls are
bi-K-invariant. More generally, letting ne denote the least even integer
greater than n− 1, we have
Corollary 2.3. For any family of admissible sets Bt ⊂ SLn(R), and
in particular those defined by any norm on Mn(R), and for any lattice
subgroup Γ, the following bound holds:
|Γ ∩ Bt|
volBt
= 1 +Oε
(
vol(Bt)
−1/(2n2ne)+ε
)
We note that the method of [DRS] utilizes the commutativity of
the algebra of bi-K-invariant measures on G. Extending this method
beyond the case of bi-K-invariant sets is in principle possible but would
require further elaboration regarding the spectral analysis of K-finite
functions.
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Recently, F. Maucourant [Ma] has obtained a bound for the lattice
point counting problem for certain simple groups and certain norms,
subject to some constraints. Thus for the standard representation of
SLn(R), when n ≥ 7 the error estimate obtained in [Ma] is 1/(6n) + ε
which is weaker than the estimate above. That is the case also for
3 ≤ n ≤ 6. The case n = 2 is not addressed in [Ma].
2.3. Integral equivalence of general n-forms.
2.3.1. Binary forms. Let us revisit the problem of integral equivalence
of binary forms considered in [DRS]. Let Wn denote the vector space
of binary forms of degree n ≥ 3
Wn =
{
f(x, y) = a0x
n + a1x
n−1y + · · ·+ anyn
}
.
SL2(R) acts on Wn(R) by acting linearly on the variables of the form,
and when n ≥ 3 the stability group of a generic form is finite. Two
forms are in the same SL2(R)-orbit iff they are equivalent under a linear
substitution, and two forms are in the same SL2(Z)-orbit iff they are
integrally equivalent. Fix any norm on Wn(R), one example being the
norm considered in [DRS]
‖f‖2 = ‖(a0, . . . , a0)‖2 =
n∑
i=0
(
n
i
)−1
a2i
The orbits of SL2(R) are closed, and for each orbit we can consider the
lattice point counting problem, or equivalently, the problem of counting
forms integrally equivalent to a given form. Thus fix some f0 with finite
stabilizer and non-zero discriminant, denote B′T = {f ; f ∼=R f0, ‖f‖ ≤ T},
and note that it has been established in [DRS] that when the level sets
of the form f0 are compact, vol(B
′
T ) ∼ cT 2/n. We further assume that
the form satisfies f0(x, y) 6= 0 for (x, y) 6= (0, 0). We then have the
following corollary of Theorem 1.5.
Corollary 2.4. Notation being as above, the number of form integrally
equivalent with f0 of norm at most T is estimated by∣∣∣∣∣ |{f ; f ∼=Z f0 , ‖f‖ ≤ T}|vol(B′T ) − 1∣∣StSL2(Z)(f0)∣∣
∣∣∣∣∣
≤ C(ε, n, f0) vol(B′T )−1/8+ε ≤ C ′(ε, n, f0)T−1/(4n)+ε .
Indeed, the problem under consideration is simply that of counting
the points ‖τn(γ)f0‖ ≤ T where γ ∈ SL2(Z), for a particular choice of
finite dimensional representation τn of SL2(R), and a particular choice
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of norm on the representation space. Thus the corollary is an immedi-
ate consequence of the fact that the sets Bt = B
′
et are admissible (see
the Appendix, §8.4) together with Corollary 2.3 and the fact that the
representation of SL2(R) on SL2(R)/SL2(Z) is tempered.
We note that the existence of the limit was established in [DRS,
Thm. 1.9]. The method of proof employed there can in principle also
be made effective and produce some error estimate.
2.3.2. Integral equivalence of forms in many variables. Our considera-
tion are not limited to binary forms, and we can consider the problem
of integral equivalence, as well as simultaneous integral equivalence, of
n-forms in any number of variables. Thus let Wn,k be the real vector
space of all degree n forms in k variables. SLk(R) admits a representa-
tion σn,k on Wn,k, by acting linearly on the variables. Fix any norm on
Wn,k. As before, ke denotes the least even integer greater than k − 1.
Consider a form f0 with compact stability group. Let us assume
that f0(x) 6= 0 for x 6= 0, so that the projection of the vectors uf0 onto
the highest weight subspace of Wn,k never vanishes, as u ranges over
a fixed maximal compact subgroup. Let B′T denote the set of forms
integrally equivalent to f0 and of norm at most T . Then Bt = B
′
et is an
admissible family (see the Appendix §8.4, where a volume asymptotic is
also established). Hence Corollary 2.3 applies and yields the following
Corollary 2.5. Integral equivalence of forms in many variables.
Notation and Assumptions being as in the preceding paragraph, we have∣∣∣∣∣ |{f ; f ∼=Z f0 , ‖f‖ ≤ T}|vol(B′T ) − 1∣∣StSLn(Z)(f0)∣∣
∣∣∣∣∣
≤ C(ε, n, k, f0) vol(B′T )−1/(2k
2ke)+ε .
Now let f1, . . . , fN be a fixed (but arbitrary) ordered basis of Wn,k
(N = dimWn,k). We can consider ordered bases f
′
1, . . . , f
′
N which
are integrally equivalent to it, namely fi ∼=Z f ′i , 1 ≤ i ≤ N . Let
B′T = {g ∈ SLk(R) ; ‖gf ′i‖ ≤ T , 1 ≤ i ≤ N}. Then Bt = B′et is in fact
a family of norm balls and any such family is admissible (see the Ap-
pendix) so we have, again from Corollary 2.3, the following
Corollary 2.6. Simultaneous integral equivalence. Notation and
assumption being as in the preceding paragraph, we have∣∣∣∣ |{(f ′1, . . . , f ′N) ; f ′i ∼=Z fi , ‖f ′i‖ ≤ T , 1 ≤ i ≤ N}|volB′T − 1
∣∣∣∣
≤ Cε vol(B′T )−1/(2k
2ke)+ε .
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2.4. Lattice points in S-algebraic groups. All of our results will
in fact be formulated and proved in the context of S-algebraic groups.
Let us demonstrate them in the following simple case, as a motivation
for the developments below.
Let p be a prime, and consider Gn = PSLn(R) × PSLn(Qp) and
the S-arithmetic lattice Γn = PSLn(Z[
1
p
])). Take the norm on Mn(R)
whose square is trAtA, and its (well-defined) restriction to PSLn(R).
For A ∈ PSLn(Qp) let |A|p = max1≤i,j≤n |ai,j|p, where |a|p is the p-
adic absolute value of a ∈ Qp, normalized as usual by |p|p = 1p . If
A ∈ Mn(Z), we write (A, p) = 1 if (ai,j, p) = 1 for some entry ai,j.
Define the height function on Gn by H(A,B) = ‖A‖ |B|p.
Let CT be of integral matrices with Euclidean norm bounded by T ,
and with detA a power of pn and (A, p) = 1, namely
CT =
{
A ∈Mn(Z) ; trAtA ≤ T 2, detA ∈ pnN, (A, p) = 1
}
.
Proposition 2.7. The family CT satisfies
|CT |
vol {g ∈ G ; H(g) ≤ T} = 1 +Oε,p,n
(
T−
1
2n
+ε
)
The proposition is a consequence of Corollary 7.1 and the fact that
the set CT in question is in one-to-one correspondence with set of
lattice points in balls Bt (t = log T ) in G defined by the natural
height function. Indeed, for y = (u, v) ∈ G the height is H(y) =√
trutu · |v|p. Clearly if u ∈ PSLn(Z[1p ]) and |u|p = pk (where k ≥ 0)
then A = pku ∈ Mn(Z), (A, p) = 1, and detA = pkn det u ∈ pN.
Also ‖A‖ = ∥∥pku∥∥ = pk ‖u‖ = H(γ) where γ = (u, u) ∈ Γ, so
that CT maps bijectively with {γ ∈ Γ ; H(γ) ≤ T} = Γ ∩ B′T , where
B′T = {y ∈ G ; H(y) ≤ T}.
Now consider the basis of open sets at the identity in G given by
Oε = Uε × Kp, the product of Riemannian balls Uε on PSLn(R) and
the compact open neighbourhood
Kp =
{
v ∈ PSLn(Qp) ; |v − I|p ≤ 1
}
.
Defining Bt = B
′
et , the family Bt is admissible w.r.t. toOε. This follows
from Theorem 3.14(4), since the height is defined by a product of two
norms. The unitary representation of Gn on L
2
0(Gn/Γn) is strongly
L2(n−1)+ε, and hence (since βt are radial) ‖π0(βt)‖ ≤ vol(Bt)−1/(2(n−1))+ε
(see Remark 5.10). A direct calculation of the volume of BT shows that
vol(B′T ) ≤ CεT n2−n+ε, and this gives the error term above.
2.5. Examples of ergodic theorems for lattice actions.
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2.5.1. Exponentially fast convergence on the n-torus. Fix a norm on
Mn(R
n), and consider the corresponding norm-balls Gt ⊂ SLn(R),
and the averages λt on SLn(Z) ∩Gt
The following result is a direct corollary of Theorem 1.10, and the
well-known fact that the action of SLn(Z) on T
n admits a spectral gap.
Corollary 2.8. Consider the action of SLn(Z) of (T
n, m), where m
is Lebesgue measure. The averages λt satisfy for every f ∈ Lp(X),
1 < p <∞ for almost every x ∈ X∣∣∣∣λtf(x)− ∫
Tn
fdm
∣∣∣∣ ≤ Cp(f, x)e−ηnt
where ηn > 0 is explicit.
2.5.2. Exponentially fast convergence in the space of unimodular lat-
tices. Let Γ be a lattice in a simple group H and τ : H → SLn(R)
a rational representation with finite kernel. Then the averages λHt on
τ(H) ∩ Bt (Bt defined w.r.t. a norm on Mn(R)) converges exponen-
tially fast to the ergodic mean, in any of the actions of Γ of SLn(R)/∆,
∆ a lattice subgroup. In particular letting ∆ = SLn(Z), the homoge-
neous space Ln = SLn(R)/SLn(Z) can be identified with the space of
unimodular lattices in Rn. For such a lattice L ∈ Ln let f(L) be the
number of vectors in L whose length (w.r.t. the standard Euclidean
norm) is at most one. Then for n ≥ 2, f ∈ Lp(Ln), 1 ≤ p < n and
we let κn =
∫
Ln
f(L)dm(L) denote the average number of vectors of
length at most one in a unimodular lattice L. Note that by Siegel’s
formula κn equals the volume of the unit ball in R
n.
We can now appeal to Theorem 1.7 and Theorem 1.10 and apply
them to the averages λHt . We conclude
Corollary 2.9. Let n ≥ 2 and 1 < p < n. Then for almost every
unimodular lattice L ∈ Ln, we have
# {γ ∈ Γ ∩Ht ; |#(γL ∩B1(0))− κn| ≥ δ}
# {γ ∈ Γ ∩Ht} ≤ Cpδ
−p ‖f‖pLp(Ln) e−ζp,nt
where ζp,n > 0 is explicit and depends on the spectral gap of the H-
action on L2(H/Γ× Ln) and the admissible family Ht.
2.5.3. Equidistribution and exponentially fast convergence. Let us con-
sider now the case where the lattice Γ acts isometrically on a compact
metric space, preserving a ergodic probability measure of full support.
Two important families of examples are given by
1) The action of Γ on any of its profinite completions, with the in-
variant probability measure being Haar measure on the compact group.
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In particular, this includes the congruence completion when Γ is arith-
metic.
2) The action of Γ on the unit sphere in Cn or Rn, via a finite-
dimensional unitary or orthogonal representation with a dense orbit on
the unit sphere (when such exist).
We note that combining Theorem 1.9 and Theorem 1.10, the follow-
ing interesting phenomenon emerges.
Corollary 2.10. Let Γ be a lattice subgroup in a connected almost
simple non-compact Lie group with proeprty T . Let Gt be admissible
and λt the averages uniformly distributed on Gt ∩ Γ. Then in every
isometric action of Γ on a compact metric space S, ergodic with respect
to a probability measurem of full support, the following holds. For every
continuous function f ∈ C(S), λtf(s) converges to
∫
S
fdm for every
s ∈ S, and converges exponentially fast to ∫
S
fdm for almost every
s ∈ S. The exponential rate of convergence depends only on Gt and G,
and is independent of S and Γ.
2.5.4. Ergodic theorems for free groups. Let us note some further er-
godic theorems which follow from Theorem 1.10.
(1) The index 6 principal level 2 congruence group Γ(2) of SL2(Z)
is a free group on two generators. Theorem 1.10 thus gives new
ergodic theorems for arbitrary actions of free groups, where the
averages are taken are uniformly distributed on say norm balls.
If the free group action has a spectral gap, the convergence is
exponentially fast. These averages are completely different than
the averages w.r.t. a word metric on the free group discussed
in [N0][NS].
(2) Note that for the averages just described, the phenomenon of
periodicity (see [N5, §10.5]) associated with the existence of
the sign character of the free group does not arise : the limit is
always the ergodic mean.
Thus in particular Theorem 1.8 implies that for any norm on
M2(R), norm balls become equidistributed among the cosets of
any finite index subgroup of Γ(2) ∼= F2, at an exponentially fast
rate.
(3) Similar comments also apply for example to the lattice Γ =
PSL2(Z) = Z2 ∗ Z3 ⊂ PSL2(R) itself, and again the averages
in question are different from the word-metric ones discussed
in [N0]. Another family of examples are lattices in PGL3(Qp),
to which our results stated in §4 apply. In particular this in-
cludes the lattices acting simply transitively on the vertices of
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the Bruhat-Tits building, generalizing [N5, Thm. 11.10] for
these lattices.
3. Definitions, preliminaries, and basic tools
3.1. Maximal and exponential-maximal inequalities. Let G be
a locally compact second countable (lcsc) group, with a left-invariant
Haar measure mG. Let (X,B, µ) be a standard Borel space with a
Borel measurable G-action preserving the probability measure µ. There
is a natural isometric representation πX of G on the spaces L
p(µ),
1 ≤ p ≤ ∞, defined by
(πX(g)f)(x) = f(g
−1x), g ∈ G, f ∈ Lp(µ).
To each finite Borel measure β on G, we associate the bounded linear
operator
(πX(β)f)(x) =
∫
G
f(g−1x) dβ(g)
acting on Lp(µ). In particular, given an increasing sequence Gt, t > 0,
of Borel subsets of positive finite measure of G, we consider the Borel
probability measures
βt =
1
mG(Gt)
∫
Gt
δg dmG(g), (3.1)
and the operators πX(βt) are the Haar-uniform averages over the sets
Gt.
Definition 3.1. Maximal inequalities and ergodic theorems.
Let νt, t > 0 be a one-parameter family of absolutely continuous prob-
ability measures on G such that the map t 7→ νt is continuous in the
L1(G)-norm. The maximal function supt>t0 |πX(νt)f |, f ∈ L∞(X) is
then measurable. We define :
(1) The family νt satisfies the strong maximal inequality in (L
p(µ), Lr(µ)),
p ≥ r, if there exist t0 ≥ 0 and Cp,r > 0 such that for every
f ∈ Lp(µ),∥∥∥∥sup
t>t0
|πX(νt)f |
∥∥∥∥
Lr(µ)
≤ Cp,r‖f‖Lp(µ).
(2) The family νt satisfies the mean ergodic theorem in L
p(µ) if for
every f ∈ Lp(µ),∥∥∥∥πX(νt)f − ∫
X
f dµ
∥∥∥∥
Lp(µ)
→ 0 as t→∞.
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(3) The family νt satisfies the pointwise ergodic theorem in L
p(µ) if
for every f ∈ Lp(µ),
πX(νt)f(x)→
∫
X
f dµ as t→∞
for µ-almost every x ∈ X .
(4) The family νt satisfies the exponentially fast mean ergodic theo-
rem in (Lp(µ), Lr(µ)), p ≥ r, if there exist Cp,r > 0 and θp,r > 0
such that for every f ∈ Lp(µ),∥∥∥∥πX(νt)f − ∫
X
f dµ
∥∥∥∥
Lr(µ)
≤ Cp,re−tθp,r‖f‖Lp(µ).
(5) The family νt satisfies exponential strong maximal inequality in
(Lp(µ), Lr(µ)), p ≥ r, if there exist t0 ≥ 0, Cp,r > 0, and θp,r > 0
such that for every f ∈ Lp(µ),∥∥∥∥sup
t≥t0
etθp,r
∣∣∣∣πX(νt)f − ∫
X
f dµ
∣∣∣∣∥∥∥∥
Lr(µ)
≤ Cp,r‖f‖Lp(µ).
(6) The family νt satisfies exponentially fast pointwise ergodic the-
orem in (Lp(µ), Lr(µ)), p ≥ r, if there exist t0 ≥ 0, and θp,r > 0
such that for every f ∈ Lp(µ),∣∣∣∣πX(νt)f(x)− ∫
X
f dµ
∣∣∣∣ ≤ Bp,r(x, f)e−tθp,r for µ-a.-e. x ∈ X
with the estimator Bp,r(x, f) satisfying the norm estimate
‖Bp,r(·, f)‖Lr(µ) ≤ Cp,r‖f‖Lp(µ).
Remark 3.2. The main motivation to consider the exponential strong
maximal inequality in (Lp(µ), Lr(µ)) is that it implies the exponentially
fast pointwise ergodic theorem in (Lp(µ), Lr(µ)), together with norm
convergence to the ergodic mean, at an exponential rate.
We recall, in comparison, that the ordinary strong maximal inequal-
ity only implies pointwise convergence almost surely provided that we
establish also the existence of a dense subspace where almost sure point-
wise convergence holds. In addition, convergence in norm requires a
separate further argument.
Remark 3.3. If the mean ergodic theorem holds in Lp(µ), using appoxi-
mation by bounded functions and Ho¨lder inequality, one can deduce the
mean ergodic theorem in Lp
′
(µ) for 1 ≤ p′ ≤ p. Similarly, the strong
maximal inequality (resp. the exponentially fast mean ergodic theorem,
the exponential strong maximal inequality) in (Lp(µ), Lr(µ)) implies
the strong maximal inequality (resp. exponentially fast mean ergodic
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theorem, the exponential strong maximal inequality) in (Lp
′
(µ), Lr
′
(µ))
for p′ ≥ p and 1 ≤ r′ ≤ r.
3.2. S-algebraic groups and upper local dimension. We now de-
fine the class of S-algebraic groups which will be our main focus.
Definition 3.4. S-algebraic groups.
(1) Let F be a locally compact non-discrete field, and let G be
the group of F -points of a semisimple linear algebraic group
defined over F , with positive F -rank (namely containing an F -
split torus of positive dimension over F ). We assume in addition
that G is algebraically connected, and does not have non-trivial
anisotropic (i.e. compact) algebraic factor groups defined over
F . We will also assume, for simplicity, that G+ is of finite index
in G (see Remark 4.6).
(2) By an S-algebraic group we mean any finite product of the
groups described in (1).
The unitary representation theory of S-algebraic groups has a num-
ber of useful features which we will use extensively below. Another
property of S-algebraic groups which is crucial for handling their lat-
tice points is the finiteness of their upper local dimension, as defined by
natural choices of neighborhood bases. Let us introduce the following
Definition 3.5. For a family of neighborhoods {Oε}0<ε<1 of e in an
lcsc group G such that Oε’s are symmetric, bounded, and increasing
with ε, we let
̺0
def
= lim sup
ε→0+
logmG(Oε)
log ε
<∞. (3.2)
Remark 3.6. (1) WhenM is a Riemannian manifold and Oε are the
balls w.r.t. the Riemannian metric, the condition mM (Oε) ≥
Cρε
ρ, ε > 0 is equivalent to dim(M) ≤ ρ.
(2) When G is an S-algebraic group, we will always take Oε to be
the sets Uε×K0, where Uε is the family of Riemannian balls in
the Archimedean component of G (if it exists), and K0 a fixed
compact open subgroup of the totally disconnected component
of G. Thus the local dimension of Oε is the dimension of the
Archimedean component.
3.3. Admissible and coarsely admissible sets. We begin our dis-
cussion of admissibility by introducing a coarse version of it, which will
be useful in what follows.
THE ERGODIC THEORY OF LATTICE SUBGROUPS 23
Definition 3.7. Coarse admissibility. Let G be an lcsc group with
left Haar measure mG. An increasing family of bounded Borel subsets
Gt (t ∈ R+ or t ∈ N+) of G will be called coarsely admissible if
• For every bounded B ⊂ G, there exists c = cB > 0 such that
for all sufficiently large t,
B ·Gt · B ⊂ Gt+c. (3.3)
• For every c > 0, there exists d > 0 such that for all sufficiently
large t,
mG(Gt+c) ≤ d ·mG(Gt). (3.4)
It will be important in our considerations later on that coarse admis-
sibility implies at least a certain minimal amount of volume growth for
our family Gt, provided that the group is compactly generated. This
property will play a role in the spectral estimates that will arise in the
proofs of Theorem 4.2 and Theorem 4.3. Thus let us note the following.
Proposition 3.8. Coarse admissibility implies growth. When
G is compactly generated, coarse admissiblity for an increasing family
of bounded Borel subset Gt, t > 0, of G implies that for any bounded
symmetric generating set S of G, there exist a = a(S) > 0, b = b(S) ≥
0 such that Sn ⊂ Gan+b.
Proof. Let S be a compact symmetric generating set. Taking B to be
a bounded open set containing the identity together with Gt0 ∪ G−1t0 ,
and applying condition (3.3) we conclude that Gt0+c contains an open
neighborhood of the identity. Then, assuming without loss of generality
that e ∈ S we have S ⊂ SGt0+cS ⊂ Gt1 . Applying condition (3.3)
repeatedly, we conclude that Sn ⊂ Gt1+nc1 and the required property
follows. 
Remark 3.9. Sequences in totally disconnnected groups If G is
totally disconnected, and K ⊂ G is a compact open subgroup, then
G/K is a discrete countable metric space. If Gt ⊂ G, t ∈ R+ is
an increasing family of bounded sets, then their projections to G/K
will yield only a sequence of distinct sets. Since it is the large scale
behaviour of the sets that we are mostly interested in, it is natural to
assume that in the totally disconnected case the family Gt is in fact
countable, and we then parametrize it by Gt, t ∈ N+. This convention
will greatly simplify our notation below.
We now consider the following abstract notion of admissible families,
which (as we shall see) generalizes the one introduced in §1.
Definition 3.10. Admissible families.
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(1) Admissible 1-parameter families. Let G be an lcsc group, fix a
family of neighborhoods {Oε}0<ε<1 of e in G such that Oε’s are
symmetric, bounded, and decreasing with ε.
An increasing 1-parameter family of bounded Borel subset
Gt, t ∈ R+, on an lcsc group G will be called admissible (w.r.t.
to the family Oε) if it is coarsely admissible and there exist
c > 0, t0 > 0 and ε0 > 0 such that for t ≥ t0 and 0 < ε ≤ ε0
Oε ·Gt · Oε ⊂ Gt+cε, (3.5)
mG(Gt+ε) ≤ (1 + cε) ·mG(Gt), (3.6)
(2) Admissible sequences. An increasing sequence bounded Borel
subset Gt, t ∈ N+, on an lcsc totally disconnected group G will
be called admissible if it is coarsely admissible, and there exists
t0 > 0 and a compact open subgroup K0 such that for t ≥ t0
K0GtK0 = Gt . (3.7)
Let us note the following regarding admissibility.
Remark 3.11. (1) When G is connected and Oε are Riemannian
balls everyOε generatesG, and so it is clear that admissibility of
the 1-parameter familyGt implies coarse admissibility (and thus
also the minimal growth condition). However this argument
fails for S-algebraic groups which have a totally disconnected
simple component, and so we have required coarse admissibility
explicitly in the definition.
(2) Condition (3.6) is of course equivalent to the function logmG(Gt)
being uniformly locally Lipschitz continuous, for sufficiently
large t. Furthermore, note that
‖βt+ε − βt‖L1(G) =
∫
G
∣∣mG(Gt)χGt+ε −mG(Gt+ε)χGt∣∣
mG(Gt) ·mG(Gt+ε) dmG =
=
2(mG(Gt+ε)−mG(Gt))
mG(Gt+ε)
.
It follows that admissibility implies that the map t 7→ βt is
uniformly locally Lipschitz continuous as a map from [t0,∞) to
the Banach space L1(G). The converse also holds, provided we
assume in addition that the ratio of mG(Gt+ε) and mG(Gt) is
uniformly bounded for t ≥ t0 and ε ≤ ε0.
(3) We note that we can relax the Lipschitz conditions in the defi-
nition of admissibility to the corresponding Ho¨lder conditions.
Such averages will be called Ho¨lder-admissible, and will be dis-
cussed further below.
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3.4. Absolute continuity, and examples of admissible averages.
Admissible 1-parameter families posses a regularity property which will
be crucial in the proof of ergodic theorems in the absence of a spectral
gap, and thus in Theorem 4.2 and Theorem 4.7.
To define the property, let us first note that a 1-parameter family Gt
gives rise to the gauge |·| : G→ R+ defined by |g| = inf {s > 0 ; g ∈ Gs}.
If the family Gt satisfies the condition ∩r>tGr = Gt for every t ≥ t0,
then conversely the family Gt is determined by the gauge, namely
Gt = {g ∈ G ; |g| ≤ t} for t ≥ t0. Note that clearly admissibility im-
plies that ∩r>tGr can only differ from Gt by a set of measure zero.
Clearly the resulting family is still admissible, and so we can and will
assume from now on that Gt is indeed determined by its gauge.
Proposition 3.12. Absolute continuity. An admissible 1-parameter
family Gt (w.r.t. a basis Oε, 0 < ε < ε0) on an lcsc group G has
the following property. The map g 7→ |g| from G to R+ given by the
associated gauge maps Haar measure on G to a measure on [t0,∞)
which is absolutely continuous with respect to linear Lebesgue measure.
Proof. The measure η induced on R+ by the map g 7→ |g| is by defini-
tion η(J) = mG({g ∈ G ; |g| ∈ J}), for any Borel set J ⊂ R+. Assume
that J ⊂ [t0, t1) and that ℓ(J) = 0, namely J has linear Lebesgue mea-
sure zero, and let us show that η(J) = 0. Indeed, for any κ > 0 there
exists a covering of J by a sequence of intervals Ii, with
∑∞
i=1 ℓ(Ii) < κ.
Subdividing the intervals if necessary, we can assume that ℓ(Ii) < ε0.
By (3.6), for all ε < ε0 and t ∈ [t0, t1)
η((t, t+ ε]) = mG({g ; t < |g| ≤ t+ ε}) = mG(Gt+ε)−mG(Gt)
≤ cεmG(Gt) ≤ cmG(Gt1)ℓ((t, t+ ε]) .
Denoting cmG(Gt1) by C, we see that
η(J) ≤
∞∑
i=1
η(Ii) ≤ C
∞∑
i=1
ℓ(Ii) ≤ Cκ
and since κ is arbitrary it follows that η(J) = 0 and thus η is absolutely
continuous w.r.t. ℓ. 
Let us now verify the first assertion made regarding admissibility in
§1. The second assertion is discussed immediately below and the third
is proved in Lemma 5.24.
Proposition 3.13. When G is a connected Lie group and Oε are the
balls defined by a left-invariant Riemannian metric, admissibility is
independent of the Riemannian metric chosen to define it (but the con-
stant c may change).
26 ALEXANDER GORODNIK AND AMOS NEVO
Proof. We will verify that (3.5) is still satisfied, possibly with another
constant c (but keeping ε0 and t0 the same) if we choose another Rie-
mannian metric. Fix such a Riemannian metric and denote its balls
by O′ε. First note that it suffices to verify (3.5) for all ε < a where a is
any positive constant. Indeed then for t ≥ t0 and ε < a
O′2εGtO′2ε = O′εO′εGtO′εO′ε ⊂ O′εGt+c′εO′ε ⊂ Gt+2c′ε
Here we have used the property (O′)nε = O′nε which is valid for invariant
Riemannian metrics. It follows that O′εGtO′ε ⊂ Gt+c′ε holds for all
0 < ε ≤ ε0.
Now note that it is possible to choose a > 0 small enough so that
for ε < a there exists a fixed m independent of ε such that
O′ε ⊂ Omε = Omε .
This fact follows by applying the exponential map in a sufficiently small
ball in the Lie algebra of G, and using the fact that any two norms on
the Lie algebra are equivalent. It then follows that for ε < a, t ≥ t0
O′εGtO′ε ⊂ Omε GtOmε ⊂ Gt+mcε
as required, with c′ = mc.

Admissible averages exist in abundance on S-algebraic groups. We
refer to §8.1 in the Appendix for a proof of the following result.
Theorem 3.14. For an S-algebraic group G = G(1) · · ·G(N) as in
Definition 3.4, the following families of sets Gt ⊂ G are admissible,
where ai are any positive constants.
(1) Let S consist of infinite places, and let G(i) be a closed subgroup
of the isometry group of a symmetric space Xi of nonpositive
curvature equipped with the Cartan–Killing metric. For ui, vi ∈
Xi, define
Gt = {(g1, . . . , gN) :
∑
i
aidi(ui, gi · vi) < t}.
(2) Let S consist of infinite places, and let ρi : G(i) → GL(Vi) be
proper rational representations. For norms ‖ · ‖i on End(Vi),
define
Gt = {(g1, . . . , gN) :
∑
i
ai log ‖ρi(gi)‖i < t}.
(3) For infinite places, let Xi be the symmetric space of G(i) equipped
with the Cartan-Killing distance di, and for finite places, let Xi
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be the Bruhat-Tits building of G(i) equipped with the path metric
di on its 1-skeleton. For ui ∈ Xi, define
Gt = {(g1, . . . , gN) :
∑
i
aidi(ui, gi · ui) < t}.
(4) Let ρi : G(i)→ GL(Vi) be proper representations, rational over
the fields of definition Fi. For infinite places, let ‖ · ‖i be a
Euclidean norm on End(Vi), and assume that ρi(G(i)) is self-
adjoint : ρi(G(i))
t = ρi(G(i)). For finite places, let ‖ · ‖i be the
max-norm on End(Vi). Define
Gt = {(g1, . . . , gN) :
∑
i
ai log ‖ρi(gi)‖i < t}.
An important class of families are those defined by height functions
on S-algebraic groups. In Theorem 8.19 (Appendix, §8.5) will establish
the following
Theorem 3.15. Heights are Ho¨lder-admissible. For an S-algebraic
group G = G(1) · · ·G(N) as in Definition 3.4, let ρi : G(i) → GL(Vi)
be proper representations, rational over the fields of definition Fi. For
infinite places, let ‖ · ‖i be any Euclidean norm on End(Vi). For finite
places, let ‖ · ‖i be the max-norm on End(Vi). Define (for any positive
constants ai)
Gt = {(g1, . . . , gN) :
∑
i
ai log ‖ρi(gi)‖i < t}.
Then Gt are Ho¨lder-admissible.
3.5. Balanced and well-balanced families on product groups.
In any discussion of ergodic theorems for averages νt on a product
group G = G1×G2, it is necessary to discuss the behaviour of the two
projections ν1t and ν
2
t to the factor groups. Indeed, consider the case
where one of these projections, say ν1t , assigns a fixed fraction of its
measure to a bounded set for all t. Then choosing an ergodic action
of G1, we can view it as an ergodic action of the product in which
G2 acts trivially, and it is clear that the ergodic theorems will fail for
νt in this action. Thus it is necessary to require one of the following
two conditions. Either the projections of the averages νt to the non-
compact factors do not assign a fixed fraction of their measure to a
bounded set, or alternatively that the action is irreducible, namely ev-
ery non-compact factor acts ergodically. This unavoidable assumption
is reflected in the following definitions.
Definition 3.16. balanced and well-balanced averages.
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Let G=H1 · · ·HN be an almost direct product of N non-compact
compactly generated subgroups. For a set I of indices I ⊂ [1, N ], let
J denote its complement, and HI =
∏
i∈I Hi. Let Gt be an increasing
family of sets contained in G.
(1) Gt will be called balanced if for every I satisfying 1 < |I| < N ,
and every compact set Q contained in HI
lim
t→∞
mG(Gt ∩HJQ)
mG(Gt)
= 0 .
(2) An admissible family Gt will be called well-balanced if there
exists a > 0 and η > 0 such that for all I satisfying 1 < |I| < N
mG(Gan ∩HJ · SnI )
mG(Gan)
≤ Ce−ηn
where SI is a compact generating set of HI , consisting of prod-
ucts of compact generating sets of its component groups.
The condition of being well-balanced is independent of the choices
of compact generating sets in the component groups, but the various
constants may change. An explicit sufficient condition for a family of
sets Gt defined by a norm on a semisimple Lie group to be well-balanced
is given in §7.3. In addition, we note the following important natural
examples of admissible well-balanced families of averages, and state an
estimate on their boundary measures which will play an important role
in the proof of Theorem 4.2. A complete proof of Theorem 3.17 will
be given in the Appendix.
Theorem 3.17. Let G = G(1) · · ·G(N) be an S-algebraic group and
ℓi denote the standard CAT (0)-metric on either the symmetric space
Xi or the Bruhat–Tits building Xi associated to G(i). For p > 1 and
ui ∈ Xi, define
Gt = {(g1, . . . , gN) :
∑
i
ℓi(ui, giui)
p < tp}.
Let m be a Haar measure G.
(i) There exist α, β > 0 such that for every nontrivial projection
π : G→ L,
m(Gt ∩ π−1(Lαt))≪ e−βt ·mt(Gt) ,
namely the averages are well balanced.
(ii) If G has at least one Archimedian factor, then the family Gt is
admissible, and writing m =
∫∞
0
mt dt where mt is a measure
supported on ∂Gt, the following estimate holds :
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There exist α, β > 0 such that for every nontrivial projection
π : G→ L,
mt(∂Gt ∩ π−1(Lαt))≪ e−βt ·mt(∂Gt) ,
namely the averages are boundary-regular.
Let us introduce the following definition :
Definition 3.18. Standard radial averages. LetG be an S-algebraic
group as in Definition 3.4, and represent G as a product G = G1 · · ·GN
of its simple components. We will refer to any of the families defined
in Theorem 3.14, Theorem 8.19 and Theorem 3.17 as standard radial
averages.
If the family satisfies in addition the estimate in Theorem 3.17 (ii)
it will be called boundary-regular.
3.6. Roughly radial and quasi-uniform sets. We now define sev-
eral other stability properties for families of sets Gt that will be useful
in the arguments below.
Definition 3.19. Quasi-uniform families. An increasing 1-parameter
family of bounded Borel subset Gt, t > 0, of G will be called quasi-
uniform if it satisfies the following two conditions.
• Quasi-uniform local stability. For every ε > 0, there exists a
neighborhood O of e in G such that for all sufficiently large t,
O ·Gt ⊂ Gt+ε. (3.8)
• Quasi-uniform continuity. For every δ > 0, there exist ε > 0
such that for all sufficiently large t,
mG(Gt+ε) ≤ (1 + δ) ·mG(Gt), (3.9)
Note that (3.9) is equivalent to the function logmG(Gt) being quasi-
uniformly continuous in t, and implies that t 7→ βt is quasi-uniformly
continuous in the L1(G)-norm. If the ratio of mG(Gt+ε) and mG(Gt) is
uniformly bounded for 0 < ε ≤ ε0 the converse holds as well.
An important ingredient in our analysis below will be the existence
of a radial structure on the groups under consideration. Thus let G be
an lcsc group, and K a compact subgroup. Sets which are bi-invariant
under translations by K will be used in order to dominate sets which
are not necessarily bi-K-invariant.
In particular, we shall utilize special bi-K-invariant sets, called ample
sets, which play a key role in the ergodic theorems proved in [N4], which
we will use below. We recall the definitions.
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Definition 3.20. Roughly radial sets and ample sets. Let K ⊂ G
be a fixed compact subgroup, O a fixed neighbourhood of e ∈ G, and
C, D positive constants.
(1) B ⊂ G is called left radial (or more precisely K-radial) if it
satisfies KB = B, where K is of finite index in a maximal
compact subgroup of G.
(2) [N3] A measurable set B ⊂ G of positive finite measure will be
called roughly radial (or more precisely (K,C)-radial) provided
that mG(KBK) ≤ CmG(B).
(3) (see [N4]) A measurable set B ⊂ G of positive finite measure is
called ample (or more precisely (O, D,K)-ample) if it satisfies
mG(KOBK) ≤ DmG(B).
To illustrate the definition of ampleness, consider first the case where
G is a connected semisimple Lie group. We can fix a maximal compact
subgroup K of G, and consider the symmetric space S = G/K, with
the distance h derived from the Riemannian metric associated with the
Killing form. Ampleness can be equivalently defined as follows. For
a K-invariant set B ⊂ G/K, consider the r-neighborhood of B in the
symmetric space, given by
Ur(B) = {gK ∈ G/K ; h(gK,B) < r} .
Then B is (Or, D,K)-ample iff mG/K(Ur(B)) ≤ DmG/K(B), where Or
is the lift to G of a ball of radius r and center K in G/K.
The following simple facts are obvious from the definition, but since
they will be used below we record them for completeness.
Proposition 3.21. Any family of coarsely admissible sets on an lcsc
group is (K,C)-radial for some finite C and a (good) maximal compact
subgroup K, as well as (O, D,K)-ample, for some neighborhood O and
D > 0.
Proof. By definition of coarse admissibility, for the compact setK there
exists c ≥ 0 with K ·Gt ·K ⊂ Gt+c. Therefore mG(KGtK) ≤ dmG(Gt),
so that the family Gt is (K, d)-radial. The fact that Gt are ample sets
is proved in the same way. 
Let us note that when G is totally disconnected, and there exists a
compact open subgroup Q ⊂ Oε satisfying QGtQ = Gt for all t ≥ t0,
then Gt are (K,C)-radial. Indeed Q is of finite index in a good maximal
compact subgroup K. Denoting the index by N , we have
KGtK = ∪Ni,j=1kiQGtQkj ⊂ ∪Ni,j=1kiGtkj .
It follows that mG(KGtK) ≤ N2mG(Gt) and Gt is (K,N2)-radial.
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3.7. Spectral gap and strong spectral gap. We recall the defini-
tion of spectral gaps, as follows.
Definition 3.22. Spectral gaps.
(1) A strongly continuous unitary representation π of an lcsc group
G is said to have a spectral gap if ‖π(µ)‖ < 1, for some (or
equivalently, all) absolutely continuous symmetric probability
measure µ whose support generates G as a group.
(2) Equivalently, π has a spectral gap if the Hilbert space does not
admit an asymptotically-G-invariant sequence of unit vectors,
namely a sequence satisfying limn→∞ ‖π(g)vn − vn‖ = 0 uni-
formly on compact sets in G.
(3) A measure preserving action of G on a σ-finite measure space
(X,m) is said to have a spectral gap if the unitary representa-
tion π0X of G in the space orthogonal to the space of G-invariant
functions has a spectral gap. Thus in the case of an ergodic
probability-preserving action, the representation in question is
on the space L20(X) of function of zero integral.
(4) An lcsc group G is said to have property T [Ka] provided every
strongly continuous unitary representation which does not have
G-invariant unit vectors has a spectral gap.
If G = G1G2 is a (almost) direct product group, and there does
not exists a sequence on unit vectors which is asymptotically invariant
under every g ∈ G, it may still be the case that there exists such a
sequence asymptotically invariant under the elements of a subgroup of
G, for example G1 or G2. It is thus natural to introduce the following
Definition 3.23. Strong spectral gaps. Let G = G1 · · ·GN be
an almost direct product of N lcsc subgroups. A strongly continuous
unitary representation π ofG has a strong spectral gap (w.r.t. the given
decomposition) if the restriction of π to every almost direct factor Gi
has a spectral gap.
Remark 3.24. (1) Let G1 = G2 = SL2(R), G = G1 × G2 and π =
π1 ⊗ π2, where π1 has a spectral gap and π2 does not (but
has no invariant unit vectors). It is possible to construct two
admissible families Gt and G
′
t on G, such that ‖π(βt)‖ ≤ Ce−θt,
but ‖π(β ′t)‖ ≥ b > 0. For example, Gt can be taken as the
inverse images of the families of balls of radius t in H×H, w.r.t.
the Cartan-Killing metric. For a construction of G′t, one can use
(in the obvious way) the non-balanced averages constructed in
§7.2.
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(2) In order to obtain conclusions which assert that the mean,
maximal or pointwise theorem hold for βt with an exponen-
tial rate, it is of course necessary that in the representation
π0X in L
2
0(X, µ) βt have the exponential decay property, namely
‖π0X(βt)‖ ≤ Ce−θt, θ > 0. In Theorem 5.11 we will give suffi-
cient conditions for the latter property to hold.
(3) Consider the special case X = G/Γ, where G is a semisimple
Lie group and Γ a lattice subgroup. It is a standard corollary
of the theory of elliptic operators on compact manifolds that if
Γ is co-compact, then the (positive) Laplacian ∆ on G/Γ has a
spectral gap above zero, namely ‖exp(−∆)‖ < 1. It then follows
that the G-action on L20(G/Γ) has a spectral gap. It was shown
that the same holds for any lattice, including non-uniform ones
(see [BG] and [Be, Lem. 3]).
(4) When Γ is a uniform lattice, it has been established in [KM,
Thm 1.12] that L20(G/Γ) has a strong spectral gap. Never-
theless, whether G/Γ always has this property is still an open
problem, even for irreducible lattices in SL2(R)×SL2(R), which
are arithmetic by Margulis’s theorem.
This motivated the formulation of our results in a way which
makes the dependence on the strong spectral gap explicit, namely
this assumption is required only for averages which are not well-
balanced.
4. Statement of results : general S-algebraic groups
4.1. Ergodic theorems for admissible sets. Let us now formulate
the two basic ergodic theorems for actions of the group G which we
will prove in the following section. As usual, it is the maximal and
exponential-maximal inequalities that will serve as our main technical
tool in the proof of the ergodic theorems. The maximal inequalities
will also be essential later on in establishing the connection between
the averages on the group and those on the lattice. We will need the
following
Definition 4.1. Weak mixing. A measure-preserving action of G on
(X, µ) is called
(1) weak-mixing if the unitary representation in L20(X) does not
contain non-trivial finite-dimensional subrepresentations.
(2) totally weak-mixing if for every non-trivial normal subgroup,
the only finite dimensional subrepresentation it admits is the
trivial one (possibly with multiplicity greater than one), or
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equivalently, if in the space orthogonal to its invariants no finite-
dimensional subrepresentations occur.
(3) We will apply these notions below also to arbitrary unitary
representations.
We will use below the notation and terminology established in §1
and §3. In the absence of a spectral gap, we have :
Theorem 4.2. Let G be an S-algebraic group as in Definition 3.4.
Let (X, µ) be a totally weak-mixing action of G, and let {Gt} be a
coarsely admissible 1-parameter family, or sequence. Then the averages
βt satisfy the strong maximal inequality in (L
p, Lr) for p ≥ r ≥ 1,
(p, r) 6= (1, 1), Furthermore, if the G-action is irreducible, βt satisfy,
(1) the mean ergodic theorem in Lp for p ≥ 1,
(2) the pointwise ergodic theorem in Lp for p > 1, provided Gt are
admissible and left-radial.
The conclusions still hold when the action is reducible, provided that βt
are left-radial and balanced (for the mean theorem) or standard radial,
well balanced and boundary-regular (for the pointwise theorem).
We note that by Theorem 3.17, many natural radial averages do in-
deed satisfy all the conditions required in Theorem 4.2. In the presence
of a spectral gap, we have
Theorem 4.3. Let G be an S-algebraic group as in Definition 3.4.
Let (X, µ) be a totally weak-mixing action of G on a probability space.
Let Gt be a Ho¨lder admissible 1-parameter family, or an admissible
sequence when S consists of finite places. Assume that either the rep-
resentation of G on L20(X) has a strong spectral gap, or that it has a
spectral gap and the family Gt is well-balanced. Then the averages βt
satisfy
(1) the exponential mean ergodic theorem in (Lp, Lr) for p ≥ r ≥ 1,
(p, r) 6= (1, 1),
(2) the exponential strong maximal inequality in (Lp, Lr) for p >
r ≥ 1.
(3) the exponentially fast pointwise ergodic theorem in (Lp, Lr) for
p > r ≥ 1.
By Theorem 3.14 andTheorem 3.17 Ho¨lder-admissible well-balanced
families do exist in great abundance.
Let us note the following regarding the necessity of the assumptions
in Theorem 4.2 and Theorem 4.3.
Remark 4.4. On the exponential decay of operator norms.
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(1) When G is a product of simple groups but is not simple, the as-
sumption that Gt is balanced in Theorem 4.2 and well-balanced
in Theorem 4.3 is obviously necessary in both cases. In the first
case, we can simply take an ergodic action of G = G1 × G2
which is trivial on one factor. In the second, we can take an
ergodic action with a spectral gap for G, but such that one of
the factors admits an asymptotically invariant sequence of unit
vectors of zero integral.
(2) In general, it will be seen below that the only property needed to
prove Theorem 4.3 for a 1-parameter Ho¨lder-admissible family
acting in L20(X), is the exponential decay of the operator norms:
‖π0X(βt)‖ ≤ Ce−θt. It will be proved in Theorem 5.11 below
that this estimate holds for totally weakly mixing actions under
the strong spectral gap assumption, or when the action has a
spectral gap and the averages are well-balanced.
(3) We note that for averages given in explicit geometric form, ex-
ponential decay of the operator norms ‖π0X(βt)‖ can often be
established directly, see e.g. [N3, Thm. 6]. The exponentially
fast mean ergodic theorem for averages on G holds in much
greater generality and does not requite admissibility. This fact
is very useful in the solution of lattice point counting problems.
We refer to [GN] for a full discussion and further applications.
(4) Similarly, the radiality assumptions in Theorem 4.2 is made
specifically in order to estimate certain spectral expressions that
arise in the proof of the pointwise ergodic theorem, see remark
3.20. At issue is the estimate of ‖π(∂βt)‖, where ∂βt is a singu-
lar probability measure supported on the boundary of Gt. We
establish the required estimate for left-radial admissible aver-
ages in irreducible actions, or for standard radial well-balanced
averages in reducible actions. This accounts for the statement
of Theorem 4.2.
Remark 4.5. Weak mixing.
(1) The assumption of weak-mixing of G is necessary in Theorem
4.2 and in Theorem 4.3, even for simple algebraic groups. In-
deed, it suffices to consider G = PGL2(Qp), and note that it
admits a continuous character χ2 onto Z2 = {±1}. It is easily
seen that for the natural radial averages βn on G (projecting
onto the balls on the Bruhat-Tits tree), the sequence χ2(βn)
does not converge at all. χ2(β2n) does in fact converge, but not
to the ergodic mean. Thus in general, the limiting value, if it
exists, of τ(βt) (or subsequences thereof) in finite dimensional
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representations τ must be incorporated explicitly into the for-
mulation of the ergodic theorems for G. We refer to [N5, §10.5]
for a fuller discussion.
Furthermore, note that obviously the ergodic action of G on
the two-point space G/ kerχ2 has a spectral gap, so weak mixing
is essential also in Theorem 4.3 even for simple algebraic groups.
(2) Alternatively, another formulation of Theorem 4.2 for simple
algebraic groups (in L2, say) is that convergence to the er-
godic mean (namely zero) holds for an arbitrary ergodic action,
when we consider the functions in the orthogonal complement of
the space spanned by all finite-dimensional subrepresentations.
The complete picture requires evaluating the limits of τ(βt) for
finite-dimensional non-trivial representations τ (if they exist !).
Similarly, in Theorem 4.3 if in fact ‖τ(βt)‖ ≤ C exp(−θt) for
finite dimensional non-trivial τ , we obtain the same conclusion.
Remark 4.6. The group G+.
(1) Consider an algebraic group G defined over a local field F which
is F -isotropic, almost simple and algebraically connected as in
Definition 3.4. Then G contains a canonical co-compact nor-
mal subgroup denoted G+, which can be defined as the group
generated by the unipotent radicals of a pair of opposite mini-
mal parabolic F -subgroups of G (see e.g. [M, §§1.5, 2.3] for a
discussion).
We recall that if F = C, then G+ = G, and when F = R,
G+ is the connected component of the identity in the Hausdorff
topology (which is of finite index in G). When the characteristic
of F is zero, [G : G+] < ∞. We note that it is often the case
that G = G+ even in the totally disconnected case. Thus when
G is simply connected and almost F -simple then G+ = G, and
this includes for example the groups SLn(F ) and Sp2n(F ) (see
e.g. [M, §§1.4, 2.3]).
(2) A key property of G+ is that it does not admit any proper finite
index subgroup (see e.g. [M, Cor. 1.5.7]). As a result, it fol-
lows that G+ does not admit any non-trivial finite-dimensional
unitary representations. Put otherwise, an irreducible unitary
representation of G is finite-dimensional if and only if it admit
a G+-invariant unit vector. In particular, every ergodic action
of G+ is weakly mixing, and if it is irreducible, each component
is weak-mixing.
(3) We note the following fact : when [G : G+] < ∞ clearly every
irreducible non-trivial unitary representation of G+ appears as a
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subrepresentation of the representation of G obtained from it by
induction. The induced representation has no G+-invariant unit
vectors, and hence its matrix coefficients satisfy the estimates
that irreducible infinite-dimensional unitary representations of
G without G+-invariant unit vectors satisfy. In particular, the
K-finite matrix coefficients are in Lp(G+) (see Theorem 5.6).
4.2. Ergodic theorems for lattice subgroups. Theorems 4.3 and
4.2 will be used to derive corresponding results for arbitrary measure-
preserving actions of lattice subgroups of G, provided that G does not
admit non-trivial finite-dimensional unitary representation τ . This con-
dition is necessary, and without it the formulation of ergodic theorems
for the lattice must take into account the possible limiting values of
τ(λt), as noted in Remark 4.5. Thus we will formulate our results for
lattices Γ contained in G+, since G+ does have the desired property.
When G is a Lie group, this amounts just to assuming the lattice is
contained in the connnected component in the Hausdorff topology. In
general, Γ ∩ G+ is a subgroup of finite index in Γ, since Γ is finitely
generated and every finitely generated subgroup of G/G+ is finite.
In the absence of a spectral gap, we will prove the following :
Theorem 4.7. Let G be an S-algebraic group, as in Definition 3.4, and
let Γ be a lattice subgroup contained in G+. Let Gt be an admissible
1-parameter family (or an admissible sequence) in G+ and Γt = Γ∩Gt.
Let (X, µ) be an arbitrary ergodic probability measure-preserving action
of Γ. Then the averages λt satisfy the strong maximal inequality in
(Lp, Lr) for p ≥ r ≥ 1, (p, r) 6= (1, 1). If the action induced to G+ is
irreducible, λt also satisfies
(1) the mean ergodic theorem in Lp for p ≥ 1,
(2) the pointwise ergodic theorem in Lp for p > 1, assuming in
addition that Gt are left-radial.
The same conclusions hold when the induced action is reducible, pro-
vided the family Gt is left-radial and balanced (for the mean theorem) or
standard radial, well-balanced and boundary-regular (for the pointwise
theorem).
In the presence of a spectral gap, we will prove the following :
Theorem 4.8. Let G be an S-algebraic group as in Definition 3.4 and
Γ be a lattice contained in G+. Let {Gt}t>0 be a Ho¨lder-admissible 1-
parameter family (or an admissible sequence) in G+, and Γt = Γ ∩Gt.
Let (X, µ) be an arbitrary probability measure-preserving action of Γ.
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Assume that either the representation of G+ induced by the represen-
tation of Γ on L2(X) has a strong spectral gap, or that it has a spectral
gap and the family Gt is well-balanced. Then λt satisfy
(1) the exponential mean ergodic theorem in (Lp, Lr) for p ≥ r ≥ 1,
(p, r) 6= (1, 1),
(2) the strong exponential maximal inequality in (Lp, Lr) for p >
r ≥ 1,
(3) the exponentially fast pointwise ergodic theorem : for every f ∈
Lp(X), 1 < p <∞ and almost every x ∈ X∣∣∣∣πX(λt)f(x)− ∫
X
fdµ
∣∣∣∣ ≤ Br(f, x)e−ζpt
where ζp > 0 and Br(f, ·) ∈ Lr(X), r < p.
Remark 4.9. (1) Regarding the assumptions of Theorem 4.7, we
note that the action of G+ induced from the Γ-action is indeed
often (but perhaps not always) irreducible. In addition to the
obvious case where G is simple, irreducibility holds (at least for
groups over fields of zero characteristic) whenever the lattice is
irreducible and the Γ-action is mixing [St, Cor. 3.8]. Another
important case where it holds is when the lattice is irreducible
and the Γ-action is via a dense emedding in a compact group
[St, Thm. 2.1], or more generally when the Γ-action is isometric.
(2) Regarding the assumptions of Theorem 4.8, we note that the
unitary representation of G induced from the unitary represen-
tation of Γ on L2(X) always has a spectral gap provided the
Γ-action on (X, µ) does, and it often (but perhaps not always)
has a strong spectral gap. Indeed, by [M, Ch. III, Prop. 1.11]
if the lcsc group G has a spectral gap in L20(G/Γ) and the Γ-
representation on L20(X) has a spectral gap, then so does the
representation induced to G. The existence of a spectral gap in
L20(G/Γ) has long been established for all lattices in S-algebraic
groups. Thus when the sets Gt are well-balanced and left-radial,
the conclusions of Theorem 4.8 hold provided only that the ac-
tion of Γ on (X, µ) has a spectral gap. If the induced action is
irreducible and G has property T , then the induced represen-
tation has a strong spectral gap and any admissible family Gt
will do.
Natural radial averages which satisfy all the required properties and
thus also the ergodic theorems exist in abundance. To be concrete, let
us concentrate on one family of examples, and generalize Theorem 1.12
to the S-algebraic context.
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Let G be an S-algebraic group as in Definition 3.4 and ℓ denote the
standard CAT (0)-metric on the symmetric space X or the Bruhat–Tits
building X (or their product) associated to G. Let Γ ⊂ G be a lattice
subgroup, Γt = Gt ∩ Γ, and λt the uniform averages on Γt.
Theorem 4.10. Notation being as in the preceding paragraph, the av-
erages λt satisfy the mean, maximal and pointwise ergodic theorems
in every ergodic action of Γ (as in Theorem 4.7). If the action has a
spectral gap, then λt satisfy the exponentially fast mean, maximal and
pointwise ergodic theorems (as in Theorem 4.8).
In addition, in every isometric action of Γ on a compact metric space,
preserving an ergodic probability measure of full support, the averages
λt become equidistributed (as in Theorem 6.14).
Theorem 4.10 is an immediate consequence of Theorem 3.17, Theo-
rem 4.7, Theorem 4.8 and Theorem 6.14.
We note, however, that the arguments in the Appendix employed
to prove Theorem 3.17 apply whenever certain growth and regularity
conditions are met, and so Theorem 4.10 can in fact be extended to
more general families of averages.
5. Proof of ergodic theorems for G-actions
Our purpose in this section is to prove the ergodic theorems for ad-
missible averages on G stated in Theorem 4.3 and Theorem 4.2. Clearly
we have to distinguish two cases, namely whether the action of G on X
has a spectral gap or not. The arguments that will be employed below
in these two cases are quite different, but both use spectral theory in a
material way. We will begin by recalling the relevant facts from spectral
theory. Since we would like to consider all S-algebraic groups, we will
work in the generality of groups admitting an Iwasawa decomposition,
which we proceed to define. This set-up will have the added advantage
that it incorporates a large class of subgroups of groups of automor-
phism of products of Bruhat-Tits buildings. This class contains more
than all semisimple algebraic groups and S-algebraic groups and is of
considerable interest.
5.1. Iwasawa groups and spectral estimates. Let us begin by
defining the class of groups to be considered.
Definition 5.1. Groups with an Iwasawa decomposition.
(1) An lcsc group G has an Iwasawa decomposition if it has two
closed amenable subgroups K and P , with K compact and
G = KP .
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(2) The Harish Chandra Ξ-function associated with the Iwasawa
decomposition G = KP of the unimodular group G is given by
Ξ(g) =
∫
K
δ−1/2(gk)dk
where δ is the left modular function of P , extended to a left-K-
invariant function on G = KP . (Thus if mP is left Haar mea-
sure on P , δ(p)mP is right invariant, and dmG = dmKδ(p)dmP ).
Convention. The definition of an Iwawasa group involves a choice
of a compact subgroup and an amenable subgroup. When G is the
F -rational points of a semisimple algebraic group defined over a locally
compact non-discrete field F , G admits an Iwasawa decomposition, and
we can and will always choose below K to be a good maximal com-
pact subgroup, and P a corresponding minimal F -parabolic group.This
choice will be naturally extended in the obvious way to S-algebraic
groups.
Spectral estimates. Iwasawa groups possess a compact subgroup
admitting an amenable complement, and so it is natural to consider
the decomposition of a representation of G to K-isotypic subspace. In
general let G be an lcsc group, K a compact subgroup, and π : G →
U(H) be a strongly continuous unitary representation, where U(H) is
the unitary group of the Hilbert space H.
Definition 5.2. K-finite vectors and strongly Lp-representations.
(1) A vector v ∈ H is called K-finite (or π(K)-finite) if its orbit
under π(K) spans a finite dimensional space.
(2) The unitary representation σ of G is weakly contained in the
unitary representation π if for every F ∈ L1(G) the estimate
‖σ(F )‖ ≤ ‖π(F )‖ holds. Clearly, if σ strongly contained in π
(namely equivalent to a subrepresentation), then it is weakly
contained in π.
(3) π is called strongly Lp is there exists a dense subspace J ⊂ H,
such that the matrix coefficients 〈π(g)v, w〉 belong to Lp(G),
for v, w ∈ J .
We recall the following spectral estimates, which will play an impor-
tant role below.
Theorem 5.3. Tensor powers and norm estimates.
(1) [CHH, Thm. 1] If π is strongly L2+ε for all ε > 0 then π is
weakly contained in the regular representation λG.
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(2) [Co][H] (see [HT] for a simple proof) If π is strongly Lp, and n
is an integer satisfying n ≥ p/2, then π⊗n is strongly contained
in ∞ · λG.
(3) [N3, Thm 1.1, Prop. 3.7] If π is strongly Lp, and ne is an even
integer satisfying ne ≥ p/2, then ‖π(µ)‖ ≤ ‖λG(µ)‖1/ne for
every probability measure µ on G. If the probability measures
µ and µ′ satisfy µ ≤ Cµ′ as measures on G, then ‖π(µ)‖ ≤
C ′ ‖λG(µ′)‖1/ne.
We begin by stating the following basic spectral estimates for Iwa-
sawa groups, which are straightforward generalizations of [CHH].
Theorem 5.4. Let G = KP be a unimodular lcsc group with an Iwa-
sawa decomposition, and π a strongly continuous unitary representation
of G. Let v and w be two K-finite vectors, and denote the dimensions
of their spans under K by dv and dw. Then the following estimates
hold, where Ξ is the Harish Chandra Ξ-function.
(1) If π is weakly contained in the regular representation, then
|〈π(g)v, w〉| ≤
√
dvdw ‖v‖ ‖w‖Ξ(g) .
(2) If π is strongly L2k+ε for all ε > 0, then
|〈π(g)v, w〉| ≤
√
dvdw ‖v‖ ‖w‖Ξ(g) 1k .
Proof. Part (1) is stated in [CHH, Thm. 2] for semisimple algebraic
groups, but the same proof applies for any unimodular Iwasawa group.
Part (2) is stated in [CHH] for irreducible representations of semisim-
ple algebraic groups, but the same proof applies to an arbitrary repre-
sentation of unimodular Iwasawa groups, since it reduces to (1) after
taking a k-fold tensor product. 
Remark 5.5. (1) The quality of the estimate in Theorem 5.4 de-
pends of course on the structure of G. For example, if P is
normal in G (so that G is itself amenable) then P is unimod-
ular if G is. Then δ(g) = 1 for g ∈ G and the estimate is
trivial.
(2) In the other direction, Theorem 5.4 will be most useful when
the Harish Chandra function is indeed in some Lp(G), p < ∞,
so that Theorem 5.3 applies.
(3) For semisimple algebraic groups the Ξ-function is in fact in
L2+ε for all ε > 0, a well-known result due to Harish Chandra
[HC1][HC2][HC3].
(4) When Ξ is in some Lq, q < ∞, Theorem 5.4(1) implies that
any representation a tensor power of which is weakly contained
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in the regular representation is strongly Lp for some p. This
assertion uses of course also the density of K-finite vectors,
which is a consequence of the Peter-Weyl theorem.
We remark that according to Theorem 5.3(3), it is possible to bound
the operator norm of a given measure by that of its radialization. Thus
in particular for a Haar-uniform probability measures on a (K,C)-
radial set the norm is bounded in terms of the Haar-uniform probability
measure on its radialization.
We now state the following result, which summarizes a number of
results due to [Co][HM][BW]. in a form convenient for our purposes.
Theorem 5.6. Lp-representations [Co][HM][BW].
Let F be an locally compact non-discrete field. Let G denote the F -
rational point of an algebraically connected semisimple algebraic group
which is almost F -simple. Let π be a unitary representation of G.
without non-trivial finite-dimensional G-invariant subspaces (or equiv-
alently without G+-invariant unit vectors)
(1) If the F -rank of G is at least 2 then π is strongly Lp, for some
fixed p <∞ depending only on G.
(2) If the F -rank of G is 1, then any unitary representation π ad-
mitting a spectral gap (equivalently, which does not contain an
asymptotically invariant sequence of unit vectors) is strongly
Lp for some p = p(π) < ∞. In particular, every irreducible
infinite-dimensional representation has this property.
Proof. When π is irreducible, both parts are stated in [Co, Thms. 2.4.2,
2.5.2] in the Archimedian case, and in [HM, Thm. 5.6] in general
(based on the theory of leading exponents in [BW]). The passage to
general unitary representations with a spectral gap via a direct integral
argument presents no difficulty. 
We remark that an explicit estimate of the relevant exponent p is
given by [Li][LZ] in the Archimedian case, and by [Oh], in general. The
pointwise bounds for K-finite matrix coefficients developed in [CHH],
[H],[HT] and in the general cae in [Oh, §5.7], imply the bound stated
in Theorem 5.4(2), showing that the matrix coefficients are indeed in
Lp(G), where p depend only on G.
Note that any faithful unitary representation of an S-algebraic group
(as in Definition 3.4) with property T is strongly Lp.
5.2. Ergodic theorems in the presence of a spectral gap. When
a spectral gap is present, a strong exponential maximal inequality holds
for general Ho¨lder families of probability measures νt on G. For a proof
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we refer to [MNS] and [N3], where the relation between the rate of
exponential decay and the parameters p and r below is fully explicated.
Theorem 5.7. Exponential maximal inequality in the presence
of a spectral gap[N3, Thm. 4]. Let G be an lcsc group, and assume
that the family of probability measures νt, is uniformly locally Ho¨lder
continuous in the total variation norm, namely ‖νt+ε − νt‖ ≤ Cεa, for
all t ≥ t0 and 0 < ε ≤ ε0. Assume also that it is roughly monotone,
namely νt ≤ Cν[t]+1, where C is fixed.
(1) Assume that π0X(νt) have exponentially decaying norms in L
2
0(X).
Then the strong exponential maximal inequality in (Lp, Lr) holds
in any probability-measure-preserving action of G, and thus also
the exponential pointwise ergodic theorem holds in (Lp, Lr), for
any p > r > 1.
(2) In particular, if the representation π0X on L
0
2 is strongly L
p, and
νt have exponentially decaying norms as convolution operators
on L2(G), then the previous conclusion holds.
Remark 5.8. For future reference, let us recall the following simple
observation, noted already in [N3, Thm. 2]. For any sequence of aver-
ages νn, the exponential-maximal inequality in (L
p, Lp), 1 < p < ∞ is
an immediate consequence of the exponential decay condition on the
norms ‖π0X(νt)‖. So is the exponentially fast pointwise ergodic the-
orem, and both follow simply by considering the bounded operator∑∞
n=0 e
nθ/2π0X(νn) on L
2
0(X), and then using Riesz-Thorin interpola-
tion.
The next step is to establish the exponential decay conditions on
the norms, when the averages are admissible. Note that according to
Theorem 5.3(3), it is possible to bound the operator norm of (say)
a given Haar-uniform probablity measures on a (K,C)-radial and in
terms of its radialization. We formulate this fact as follows.
Proposition 5.9. Radialization estimate. Let G = KP be an lcsc
unimodular Iwasawa group and π a strongly Lp-representation. Let B
be a set of positive finite measure and β = χB/ vol(B).
(1) If B is bi-K-invariant, then ‖λ(β)‖ = 1
m(B)
∫
B
ΞG(g)dmG(g).
(2) If B is a (K,C)-radial set and B˜ = KBK, then
‖π(β)‖ ≤ C ′
(∫
KBK
Ξ(g)dmG(g)
vol(KBK)
)1/ne
= C ′
∥∥∥λ(β˜)∥∥∥1/ne
provided ne is even and ne > p/2.
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Both statments hold of course for every absolutely continuous (K,C)-
radial probability measure (with the obvious definition of (K,C)-radial
measures).
Proof. Let us first recall the following estimate from [CHH], dual to
C. Herz majorization principle. The spectral norm of the convolution
operator λG(F ) on L
2(G) is estimated by :
‖λG(F )‖ ≤
∫
G
(∫
K
∫
K
|F (kgk′)|2 dkdk′
)1/2
Ξ(g)dg
for any measurable function F on G for which the right hand side is
finite.
Now consider a set B which is (K,C)-radial. Clearly a comparison of
the convolutions with the normalized probability measures immediately
gives
‖λG(β)‖ ≤ C
vol(KBK)
‖λG(χKBK)‖ .
Utilizing the previous inequality for the bi-K-invariant measure β˜ uni-
formly distributed on KBK, we clearly obtain
‖λG(β)‖ ≤ C
vol(KBK)
∫
KBK
Ξ(g)dmG(g) .
The equality in (1) for bi-K-invariant sets B˜ follows from the fact
that since P is amenable, The representation of G on G/P induced
from the trivial representation of P is weakly contained in the regular
representation of G. Ξ is a diagonal matrix coefficient of the latter
representation, by definition, so that 1
m(B˜)
∫
B˜
ΞG(g)dmG(g) ≤
∥∥∥λ(β˜)∥∥∥.
Now by definition of weak containment, the same inequality hold
also for unitary representations π which are weakly contained in the
regular representation. Taking tensor powers and using Theorem 5.3,
we obtain a norm bound for ‖π(β)‖ in Lp-representations as well. 
Remark 5.10. Bounding spectral norms using the Kunze-Stein
phenomenon.
To complement the latter result let us recall, as noted in [N3, Thm.
3,4], that it is also possible to estimate the operator norm of general
(not necessarily (K,C)-radial) averages using the Kunze-Stein phenom-
enon, provided the representation is strongly Lp, p <∞.
1) Indeed, for the spectral norm, namely when f ∈ Cc(G) and
β = χB/mG(B) (B a bounded set), we have by the Kunze-Stein phe-
nomenon, provided 1 < p < 2
‖β ∗ f‖L2(G) ≤ Cp ‖β‖Lp(G) ‖f‖L2(G) .
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Taking p = 2−ε, and f ranging over functions of unit L2(G)-norm, we
conclude that
‖λ(β)‖ ≤ C ′ε ‖β‖L2−ε(G) = C ′εmG(B)−(1−ε)/(2−ε) ≤ C ′′εmG(B)−1/2+ε .
2) If the representation π satisfies π⊗ne ⊂ ∞·λG (e.g. if it is strongly
Lp and ne is even with ne ≥ p/2) then by part 1) and Theorem 5.3(3)
(see also [N3, Thm. 4]) π(β) ≤ CεmG(B)−1/(2ne)+ε .
3) It follows from (2) that if βt is a family of Haar-uniform averages
on the sets Gt, and π
⊗ne ⊂ ∞ · λG, then the rate of volume growth of
Gt determines the largest parameter θ satisfying ‖π(βt)‖ ≤ Aεe(−θ+ε)t
(for every ε > 0) as follows :
θ = lim inf
t→∞
−1
t
log ‖π(βt)‖ = 1
2ne
lim sup
t→∞
1
t
logmG(Bt) .
We now turn to establishing the necessary decay estimates for the
norms of the operators π(βt), for admissible families Gt.
Theorem 5.11. Exponential decay of operator norms. Let G be
S-algebraic as in Definition 3.4, and let σ be totally weak-mixing uni-
tary representation of G. Let Gt be a coarsely admissible 1-parameter
family or sequence. Assume that σ has a strong spectral gap, or that
it has a spectral gap and Gt are well-balanced. Then for some C and
δ = δσ > 0 depending on σ and Gt,
‖σ(βt)‖ ≤ Ce−δt .
Proof. We have already shown in Proposition 3.21 that coarsely ad-
missible families are (K,C)-radial, and so let us use Proposition 5.9.
If the representation σ happens to be strongly Lp, then denoting the
radializations by G˜t = KGtK, the norm of σ(βt) is estimated by
‖σ(βt)‖ ≤ C ′
(∫
G˜t
ΞG(g)dmG(g)
mG(G˜t)
)1/ne
where ne > p/2 is even and ΞG is the Harish Chandra Ξ-function.
Recall that coarsely admissible sets satisfy the minimal growth con-
dition Sn ⊂ Gan+b. It follows of course that their radializations satisfy
S˜n ⊂ G˜a′n+b′, for a compact bi-K-invariant generating set S˜. The
standard estimates of ΞG(g) (see [HC1], [HC2],[HC3]) now imply that
‖σ(βt)‖ decays exponentially.
Now the assumption that the representation is strongly Lp is satisfied
when the representation is totally weak mixing and has a strong spec-
tral gap. Indeed this follows immediately from Theorem 5.6, noting
that (almost) every irreducible representation appearing in the direct
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integral decomposition of σ w.r.t. a simple subgroup must infinite di-
mensional.
We note that the strong spectral gap assumption is necessary here.
Indeed, consider the tensor product of an irreducible principal series
representation of G = PSL2(Qp) and a weak mixing representation
of G which admits an asyptotically invariant sequence of unit vectors.
Then σ has a spectral gap (as a representation of G×G) and is totally
weak mixing but is not strongly Lp for any finite p.
To handle the case where σ totally weak mixing but is not strongly
Lp, let us recall that we now assume Gt are well-balanced, and also
coarsely admissible. It follows that the radialized sets G˜t are also
well-balanced. Indeed, since Gt ⊂ KGtK ⊂ Gt+c for every coarsely
admissible family, clearly also (refering to Definition 3.16) Gt∩HIQ ⊂
KGtK∩HIQ ⊂ Gt+c∩HIQ for every compact subset Q of HJ . Taking
t = an, Q = SnI and using that Gt are well-balanced, the claim follows.
Now, if σ¯ is the representation conjugate to σ, then for any probability
measure ν on G and every vector u we have
‖σ(ν)u‖2 = 〈σ(ν∗ ∗ ν)u, u〉 ≤
∫
G
|〈σ(g)u, u〉| d(ν∗ ∗ ν)(g)
≤
(∫
G
(〈σ(g)u, u〉)2 d(ν∗ ∗ ν)
)1/2
= (〈σ ⊗ σ¯(ν∗ ∗ ν)(u⊗ u¯), u⊗ u¯〉)1/2 ≤ ‖σ ⊗ σ¯(ν)(u⊗ u¯)‖ .
Hence it suffices to prove that ‖σ ⊗ σ¯(βt)‖ decays exponentially. But
note that the diagonal matrix coefficients which we are now considering
are all non-negative. Thus for each vector u, and every (K,C)-radial
measure ν, using Jensen’s inequality and the previous argument
‖σ(ν)u‖4 = 〈σ(ν∗ ∗ ν)u, u〉2 ≤ |〈σ ⊗ σ¯(ν∗ ∗ ν)(u⊗ u¯), u⊗ u¯〉|
≤ C2 〈σ ⊗ σ¯(ν˜∗ ∗ ν˜)(u⊗ u¯), u⊗ u¯〉 = C2 ‖σ ⊗ σ¯(ν˜)(u⊗ u¯)‖2 .
We conclude that if the norm of σ⊗ σ¯(β˜t) decays exponentially, so does
the norm of σ(βt). Now if σ has a spectral gap, and is totally weak-
mixing, then σ ⊗ σ¯ has the same properties. This claim follows from
Theorem 5.6 and Theorem 5.4. Indeed if an asymptotically invariant
sequence of unit vectors exists in σ ⊗ σ¯, then there is also such a se-
quence which consists of K-invariant vectors, so that we can restrict
attention to the spherical spectrum. But a sequence consisting of con-
vex sums of products of normalized positive definite spherical functions
cannot converge to 1 uniformly on compact sets unless the individual
spherical functions that occur in them have the same property, and this
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contradicts the spectral gap assumption on σ. Total weak-mixing fol-
lows from a direct integral decomposition and the fact that the tensor
product of two irreducible infinite-dimensional unitary representations
of an simple group do not have finite-dimensional subrepresentations.
Thus we are reduced to establishing the norm decay of a bi-K-
invariant coarsely admissible family in a totally weak-mixing unitary
representation with a spectral gap, which we continue to denote by σ.
To estimate the norm of σ(β˜t) under these conditions write G =
G1 × G2 where G1 has property T and G2 is a product of groups of
split rank one. Any irreducible unitary representation of G is a tensor
product of irreducible unitary representations of G1 and G2. Since β˜t
are bi-K-invariant measure, we can clearly restrict our attention to
infinite-dimensional spherical representations, namely those containing
a K-invariant unit vector, and then estimate the matrix coefficient
given by the spherical function. The non-constant spherical functions
ϕs(g) on G are given by ϕs1(g1)ϕs2(g2), where at least one of the factors
is non-constant. If ϕs1(g1) is non-constant, then again it is a multiple
of spherical function on the simple components of G1, one of which is
non-constant. ϕs1(g1) is then bounded, according to Theorem 5.4 and
Theorem 5.6, by the function Φ : g1 7→ ΞG/H(pG/H(g1))1/n for some
fixed n depending only on G1, where G/H is one of the simple factors
of G1 and pG/H the projection onto it. Using the standard estimate
of the Ξ-function, together with our assumption that the Gt are well-
balanced, we conclude that for η1 > 0 depending only on G1 and Gt
1
mG(Gt)
∫
Gt
|ϕs(g)| dmG(g) ≤ Ce−η1t .
Now, if ϕs1(g1) is constant, then the representation of G in question
is trivial on G1 and factors to a non-trivial irreducible representation
of G2. The spherical functions of the complementary series on a split
rank one group are the only ones we need to consider, and they have
a simple parametrization as a subset of an interval. We can take to be
say [0, 1], where 0 corresponds to the Harish Chandra function and 1
to the constant function. The function ϕs2(g2) is a product of spherical
functions on the real rank factors. The assumption that the original
representation σ = π0X has a spectral gap implies that for some δ > 0,
the parameter of at least one factor is outside [1 − δ, 1]. The bound
δ depends only on the original representation σ and is uniform over
the representations of G2 that occur. It is then easily seen using the
estimate of the Ξ-function in the split rank one case and the fact that
G˜t are well-balanced, that ϕs(g) also satisfies the foregoing estimate,
for some η′1 > 0. This gives a uniform bound over all irreducible unitary
THE ERGODIC THEORY OF LATTICE SUBGROUPS 47
spherical representations of G that are weakly contained in σ, and it
follows that
∥∥∥π0X(β˜t)∥∥∥ ≤ Ce−ηt, where η = η(σ) > 0. 
Proof of Theorem 4.3.
We now check that the assumption of Theorem 5.7 are satisfied for
the 1-parameter families of averages and the representations under con-
sideration. Clearly, admissible families are also roughly monotone, and
are uniformly locally Lipschitz continuous in the L1(G)-norm, as noted
already in 3.11(2). Furthermore, coarsely admissible (and in particular,
admissible) families satisfy the exponential decay condition in L20(X) in
the representation under consideration, in view of Theorem 5.11. Thus
the exponentially fast mean, pointwise and maximal ergodic theorems
holds for 1-parameter admissible families.
Finally, the case of sequence of admissible averages does not require
an appeal to Theorem 5.7, just to the remark following it, as well as to
Theorem 5.11.
This concludes the proof of all parts of Theorem 4.3. 
Remark 5.12. Ho¨lder families. Clearly Theorem 4.3 remains valid
with the same proof provided that Gt satisy, for some 0 < a ≤ 1 the
following Ho¨lder condition :
mG(Gt+ε) ≤ (1 + cεa) ·mG(Gt) (5.1)
rather than the Lipshitz condition above.
Furthermore, we can also weaken condition (3.5) in the definition of
admissibility by the Ho¨lder condition
Oε ·Gt · Oε ⊂ Gt+cεa . (5.2)
The Ho¨lder assumptions are sufficient also for the proof of Theorem
4.8 as well as parts (4) and (5) of Theorem 6.3 and part (4) of Theorem
6.4.
5.3. Ergodic theorems in the absence of a spectral gap, I. We
now turn to the proof of Theorem 4.2 and consider actions which do not
necessarily admit a spectral gap. We start by proving the strong max-
imal inequality for admissible families (and some more general ones),
and in the section that follows we establish pointwise convergence (to
the ergodic mean) on a dense subspace. In the course of that discussion
the mean ergodic theorem, namely norm convergence (to the ergodic
mean) on a dense subspace will be apparent. As is well-known these
three ingredients suffice to prove Theorem 4.2 completely (see e.g. [N5]
for a full discussion).
48 ALEXANDER GORODNIK AND AMOS NEVO
5.3.1. The maximal inequality. Consider a family βt of probability mea-
sures on G, where βt is the Haar-uniform average on Gt, and Gt are
coarsely admissible. As noted in Proposition 3.21 coarse admissibility
implies that Gt are a family of (K,C)-radial sets, with C fixed and in-
dependent of t. As before, we denote by β˜t the Haar uniform averages
of the sets G˜t = KGtK, and again note that βt ≤ Cβ˜t as measures on
G. Hence for f ≥ 0 we have almost surely
f ∗β(x) = sup
t>t0
πX(βt)f(x) ≤ C sup
t>t0
πX(β˜t)f(x) = Cf
∗
β˜
(x) ,
so that it suffices to prove the maximal inequalities for the averages β˜t.
Furthermore, if Gt is coarsely admissible then clearly so are the sets
G˜t = KGtK.
Recall now that that coarse admissibility implies (Or, D)-ampleness
for some constants (r,D), as noted in Proposition 3.21.
Thus the maximal inequality for β˜t follows from the following
Theorem 5.13. Maximal inequality for ample sets(see [N4, Thm
3]). Let G be an S-algebraic group as in Definition 3.4, and let K
be of finite index in a maximal compact subgroup. Let (X, µ) be a
totally weak-mixing probability measure preserving action of G. For
set E ⊂ G of positive finite measure, let νE denote the Haar-uniform
average supported on E. Fix positive constants r > 0 and D > 1, and
consider the maximal operator
A∗f(x) = sup {|πX(νE)f(x)| : E ⊂ G and E is (Or, D,K)-ample } .
Then A∗f satisfies the maximal inequality (1 < p ≤ ∞)
‖A∗f‖Lp(X) ≤ Bp(G, r,D,K) ‖f‖Lp(X) .
Proof. Theorem 5.13 is proved in full for connected semisimple Lie
groups with finite center in [N4]. The same proof applies to our present
more general context without essential changes, as we now briefly note.
First, if G is a totally disconnected almost simple algebraically con-
nected non-compact algebraic group with property T , the analog of
[N4, Thm. 2], namely the exponential-maximal inequality for the cube
averages defined there follows from the exponential decay of the norm
of the sequence (in this case) of cube averages. The exponential decay
in the space orthogonal to the invariants is assured by our assumption
that the action is totally weak-mixing, which implies that Theorem
5.6 and Theorem 5.4 can be applied. Then standard estimate of the
Ξ-function yield the desired conclusion for the cube averages.
Second, for groups of split rank one the maximal inequality for the
sphere averages is established in [NS] when the Bruhat-Tits tree has
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even valency, and the same method gives the general case (using the
description of the spherical function given e.g. in [N0]). The fact that
the maximal inequality for cube averages holds on product groups if
it holds for the components is completely elementary, as in [N4, §2].
Finally, the fact that the maximal inequality for cube averages implies
the maximal inequality for ample set in a given group depends only on
analysis of the volume density associated with the Cartan decomposi-
tion and thus only on the root system, and the argument in [N4, §4]
generalizes without difficulty.
This establishes the maximal inequality for every S-algebraic group
as in Definition 3.4. 
5.4. Ergodic theorems in the absence of a spectral gap, II.
5.4.1. Pointwise convergence on a dense subspace. In the present sub-
section we will make crucial use of the absolute continuity property
established for admissible 1-parameter of averages in Proposition 3.12.
This property implies that t 7→ βt is almost surely differentiable (in t,
and w.r.t. the L1(G)-norm) with globally bounded derivative.
When βt are the Haar uniform averages on an increasing family of
compact sets Gt, Almost sure differentiabilty is equivalent with the
almost sure existence of the limit
lim
ε→0
1
ε
mG(Gt+ε)−mG(Gt)
mG(Gt)
,
and for admissible families the limit is uniformly bounded as a function
of t. The almost sure differentiability will allows us to make use of a
certain Sobolev-type argument developed originally in [N1].
The uniform local Lipshitz continuity for the averages is a somewhat
stronger property than uniform local Ho¨lder continuity, which was the
underlying condition in the case where the action has a spectral gap.
However, the Lipshitz condition allows us to dispense with the assump-
tion of exponential decay of ‖π0X(βt)‖.
We note however that the (ordinary) strong Lp-maximal inequality
holds for much more general averages, namely under the sole conditions
that Gt are (K,C)-radial and their radializations are (Or, D)-ample
averages on an S-algebraic group. It is only pointwise convergence on
a dense subspace that requires the additional regularity assumption
of almost sure differentiability, which follows from the uniform local
Lipshitz condition.
Finally, we remark that the argument we give below is based solely
on the spectral estimates described in the previous sections. Thus it
is does not require extensive considerations related to classification of
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unitary representations, and applies to all semisimple algebraic groups
(and other Iwasawa groups).
Let (G,mG) denote an lcsc group G with a left Haar measure. Let
Nt, t ∈ R+ be an admissible family. Then Nt is an increasing family
of bounded sets of positive measure, satisfying, without loss of gener-
ality Nt = ∩s>tNs. Let g 7→ |g| be the gauge |g| = inf {s ; g ∈ Ns}.
This condition implies that Nt are determined by their gauge via Nt =
{g ∈ G ; |g| ≤ t}. Thus the gauge is a measurable proper function with
values in R+. Define νt, t ∈ R+ to be the one-parameter family of
probability measures with compact supports on G, absolutely con-
tinuous w.r.t. Haar measure, whose density is given by the function
1
mG(Nt)
χNt(g). The map t 7→ νt is a uniformly locally Lipshitz function
from R+ to L
1(G), w.r.t. the norm topology, by assumption.
We let St = {g ; |g| = t}, and clearly Nt =
∐
0<s≤t Ss is a disjoint
union. The map g 7→ |g| projects Haar measure onG onto a measure on
R+, which is absolutely continuous measure w.r.t. Lebesgue measure on
R+, by Proposition 3.12. The measure disintegration formula gives the
representation mG =
∫∞
0
mrdr, where mr is a measure on Sr, defined
for almost all r. Thus we can write for any F ∈ Cc(G)
νt(F ) =
∫
Nt
FdmG
mG(Nt)
=
1
mG(Nt)
∫ t
0
mr(F )
mr(Sr)
mr(Sr)dr =
=
∫ t
0
∂νr(F )ψt(r)dr .
Here ∂νr = mr/mr(Sr) is a probability measure on Sr (for almost ev-
ery r), and the density ψt(r) is given by ψt(r) = mr(Sr)/mG(Nt). Here
ψt(r) is a measurable function, defined almost surely w.r.t. Lebesgue
measure on R+, and is almost surely positive for r ≤ t. For any given
continuous function F ∈ Cc(G), νt(F ) is an absolutely continuous func-
tion on R+, given by integration against the L
1-density ∂νr(F )ψt(r)
(which is almost everywhere defined). In particular, νt(F ) is differ-
entiable almost everywhere, and its derivative is given, almost every-
where, as follows
Proposition 5.14. Assume Nt give rise to an absolutely continuous
measure on R+, as above. Then for almost all t :
d
dt
(νt(F )) =
mt(St)
mG(Nt)
(∂νt − νt) (F )
Proof. We compute :
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d
dt
νt =
d
dt
(
1
mG(Nt)
∫ t
0
mrdr
)
=(
1
mG(Nt)
)′ ∫ t
0
mrdr +
1
mG(Nt)
·mt =
−mG(Nt)
′
mG(Nt)2
∫ t
0
mrdr +
mt(St)
mG(Nt)
∂νt =
=
mt(St)
mG(Nt)
(∂νt − νt)
We have used that mG(Nt)
′ = mt(St) for almost all t, which is a con-
sequence of the Lebesgue differentiation theorem on the real line. 
Let us note that when a uniform local Lipschitz condition is satisfied
by logmG(Nt), namely when mG(Nt+ε) ≤ (1 + cε)mG(Nt) for 0 < ε ≤
1/2, and all t ≥ 1, it results in a uniform estimate of the ratio of the
“area of the sphere” (i.e. St) to the “volume of the ball” (i.e. Nt).
Thus we have :
Corollary 5.15. Assume that Nt is an admissible 1-parameter family.
Then
mG(Nt+ε)−mG(Nt)
mG(Nt)
=
∫ t+ε
t
mr(Sr)dr
mG(Nt)
≤ cε
so that for almost all t we have the uniform bound
mt(St)
mG(Nt)
=
1
mG(Nt)
lim
ε→0
1
ε
∫ t+ε
t
mr(Sr)dr ≤ c .
The existence of the derivative almost everywhere of νt(F ) imply,
in particular, that for every F ∈ C(G), and for every t > s > 0, the
following identities hold :
νt(F ) =
∫ t
0
d
dr
νr(F )dr and νt(F )− νs(F ) =
∫ t
s
d
dr
νr(F )dr .
It follows that corresponding equalities hold between the underlying
(signed) measures on G, namely
νt =
∫ t
0
d
dr
νrdr =
∫ t
0
mr(Sr)
mG(Nr)
(∂νr − νr) dr .
Thus the derivative d
dr
νr is a multiple of the difference between two
probability measures on G (for almost every r). Every bounded mea-
sure on G naturally gives rise to a bounded operator on the represen-
tation space. We can thus conclude the following relations between the
corresponding operators defined in any G-action.
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Corollary 5.16. Differentiable vectors.
(1) For any strongly continuous unitary representation, and any
vector u ∈ H, r 7→ π(νr)u is almost surely differentiable in
r (strongly, namely in the norm topology), and the following
holds: π(νt)u =
∫ t
0
d
dr
π(νr)udr and π(νt)u−π(νs)u =
∫ t
s
d
dr
π(νr)udr.
(2) Consider a measurable G-action on a standard Borel probability
space, and a function u(x) ∈ Lp(X), 1 ≤ p < ∞ for which
g 7→ u(g−1x) is continuous in g for almost every x ∈ X. Then
the expression : π(νt)u(x) =
∫
G
u(g−1x)dνt(g) is differentiable
in t for almost every x ∈ X and almost every r ∈ R+, and the
following almost sure identities hold :
π(νt)u(x) =
∫ t
0
d
dr
π(νr)u(x)dr
and
π(νt)u(x)− π(νs)u(x) =
∫ t
s
d
dr
π(νr)u(x)dr .
Remark 5.17. Note that in Corollary 5.16(2), the space of vectors u
satisfying the assumptions is norm dense in the corresponding Banach
space. Indeed, the subspace contains Cc(G) ∗ L∞(X) which is clearly
norm dense in Lp(X).
Our spectral approach uses direct integral decomposition for the rep-
resentation of G in L2(X), and we thus assume that G is a group of
type I. As is well-known, this assumption satisfied by all S-algebraic
groups. We note further that typically, for an Iwasawa group G = KP ,
K is large in G, namely in every irreducible representation π of G, the
space of (K, τ)-isotypic vectors in Hπ is finite dimensional for every
irreducible representation τ of K. Again, this property holds for every
S-algebraic group.
5.5. Ergodic theorems in the absence of a spectral gap, III.
We can now state the following convergence theorem for admissible
families of averages.
Theorem 5.18. Pointwise convergence on a dense subspace for
admissible families. Let G be an lcsc group of type I, K a compact
subgroup. Let νt be an admissible family of averages on G.
Consider a K-finite vector u in the τ -isotypic component under K,
in an irreducible infinite-dimensional unitary representation π of G (we
do not assume τ is irreducible). Assume that for every such π there
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exists δ = δπ > 0 and a positive constant Cπ(τ, δ) (both independent of
u), such that∫ ∞
t0
eδr (‖π(νr)u‖+ ‖π(∂νr)u‖)2 dr ≤ Cπ(τ, δ) ‖u‖2 .
Then in any measure-preserving weak-mixing action of G on (X, µ)
there exist closed subspaces Hτ,δ ⊂ L20(X) where π(νt)f(x)→ 0 almost
surely for f ∈ Hτ,δ. The convergence is of course also in the L2-norm.
Furthermore the union
∪δ>0,τ∈ bKHτ,δ
is dense in L20(X).
Proof. Our proof of Theorem 5.18 is divided into two parts, as follows.
1) First part of proof : Direct integrals.
Any unitary representation π is of the form π =
∫ ⊕
z∈Σpi
πzdE(z),
where Σπ ⊂ Ĝ is the spectrum of the representation, and E the corre-
sponding (projection valued) measure. Furthermore the Hilbert space
of the representation admits a direct integral decomposition Hπ =∫ ⊕
z∈Σpi
HzdE(z). In particular, any vector u ∈ H can be identified
with a measurable section of the family {Hz ; z ∈ Σπ}, namely u =∫ ⊕
z∈Σpi
uzdE(z), where uz ∈ Hz for E-almost all z ∈ Σπ. Clearly, u
belongs to the τ -isotypic component of π if and only if πz belongs to
the τ -isotypic of πz for E-almost all z. To see this note that u is char-
acterized by the equation u = π(χτ )u, where χτ is the character of the
representation τ on K, namely as being in the range of a self-adjoint
projection operator. The projection operator commutes with all the
spectral projections, since the latter commute with all the unitary op-
erator π(g), g ∈ G and hence also with their linear combinations. This
implies π(χτ )uz = uz E-almost surely. Given another vector v in the
τ -isotypic component we conclude that the following spectral represen-
tation is valid :
〈π(g)u, v〉 =
∫
z∈Σpi
〈πz(g)uz, vz〉 dEu,v(z)
where Eu,v is the associated (scalar) spectral measure. Thus the K-
finite vectors of π (with variance τ under K) are integrals (w.r.t. the
spectral measure), of K-finite vectors with the same variance, associ-
ated with irreducible unitary representations πz of G.
2) Second part of proof : Sobolev space argument.
Our second step is a Sobolev space argument, following [N1, §7.1].
We assume the estimate stated in Theorem 5.18 for every irreducible
non-trivial representation π. Given τ ∈ K̂, for each π we define δπ to
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be one half of the supremum of all δ that satisfy the estimate stated
in Theorem 5.18, with some finite constant Cπ(τ, δ), (for all u in the
τ -isotypic component).
We note that this function of π is measurable w.r.t. the spectral
measure, and therefore for this choice of δ = δπ, the estimator (for u
in the τ -isotypic component)
Cπ(τ, δπ) = 2 sup
‖u‖=1
∫ ∞
t0
erδpi (‖π(νr)u‖+ ‖π(∂νr)u‖)2 dr
is also measurable w.r.t. the spectral measure. Therefore we can con-
sider the measurable sets
A(τ, δ, N) = {z ∈ Σπ ; δπz > δ , Cπz(τ, δπz) ≤ N}
and the corresponding closed spectral subspaces
H(τ, δ, N) =
∫ ⊕
A(τ,δ,N)
HzdE(z) .
Thus in particular in these subspaces the decay of τ -isotypic K-finite
matrix coefficients is exponentially fast, with at least a fixed positive
rate, determined by δ.
Now note that the subspace of differentiable vectors in A(τ, δ, N)
which are invariant under the projection π(χτ ) is norm dense in the
τ -isotypic subspace. Indeed, the subspace π(χτ ∗ Cc(G))(A(τ, δ, N))
consists of differentiable τ -isotypic vectors and is dense in the τ -isotypic
subspace. Furthermore, given a differentiable vector u in the τ -isotypic
subspace, uz is also differentiable, for E-almost all z ∈ Σπ (w.r.t. the
spectral measure) since for f ∈ Cc(G)
π(χτ ∗ f ∗ χτ )u =
∫
z∈A(τ,δ,N)
πz(χτ ∗ f ∗ χτ )uzdE(z) .
We can now use the first part of Corollary 5.16, together with stan-
dard spectral theory, and conclude that for a differentiable vector u ∈
A(τ, δ, N), the following spectral identity holds, for every t > s > 0,
and for every u, v ∈ L2(X) :
〈(π(νt)− π(νs)) u, v〉 =
∫
z∈Σpi
〈(πz(νt)− πz(νs))uz, vz〉 dEu,v(z) =
=
∫
z∈Σpi
∫ t
s
〈
d
dr
πz(νr)uz, vz
〉
dr dEu,v(z) .
Now using Corollary 5.16(2) and the fact that v above is allowed to
range over L2(X), for each t and s we have the following equality of
functions in L2(X), namely for almost all x ∈ X :
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π(νt)u(x)− π(νs)u(x) =
∫ t
s
d
dr
π(νr)u(x)dr
so that for any t > s ≥M , for almost all x ∈ X :
|π(νt)u(x)− π(νs)u(x)| ≤
∫ ∞
M
∣∣∣∣ ddrπ(νr)u(x)
∣∣∣∣ dr .
The averages νt form an continuous family in the L
1(G)-norm, con-
sisting of absolutely continuous measures on G, and the function t 7→
π(νt)u(x) therefore is a continuous function of t for almost every x ∈ X .
Restricting attention to these points x, we conclude that for all M > 0
and almost every x
lim sup
t,s→∞
|π(νt)u(x)− π(νs)u(x)| ≤
∫ ∞
M
∣∣∣∣ ddrπ(νr)u(x)
∣∣∣∣ dr
and thus the set{
x ; lim sup
t,s→∞
|π(νt)u(x)− π(νs)u(x)| > ζ
}
is contained in the set{
x ;
∫ ∞
M
∣∣∣∣ ddrπ(νr)u(x)
∣∣∣∣ dr > ζ} .
We estimate the measure of the latter set by integrating over X , and
using the Cauchy-Schwartz inequality. We obtain, for any ζ > 0 and
M > 0, the following estimate:
µ
{
x ;
∫ ∞
M
∣∣∣∣ ddrπ(νr)u(x)
∣∣∣∣ dr > ζ}
≤ 1
ζ
∫
X
(∫ ∞
M
∣∣∣∣ ddrπ(νr)u(x)
∣∣∣∣ dr) dµ(x) ≤ 1ζ
∫ ∞
M
∥∥∥∥ ddrπ(νr)u
∥∥∥∥
L2(X)
dr
≤ exp(−Mδ/4)
ζ
∫ ∞
M
e−rδ/4erδ/2
∥∥∥∥ ddrπ(νr)u
∥∥∥∥
L2(X)
dr
≤ 2 exp(−Mδ/2)
ζ
√
Mδ/2
(∫ ∞
M
erδ
∥∥∥∥ ddrπ(νr)u
∥∥∥∥2
L2(X)
dr
)1/2
.
Using Proposition 5.14, it suffices to show the finiteness of the fol-
lowing expression∫ ∞
M
erδ
∥∥∥∥ mr(Sr)mG(Nr) (∂νr − νr)u
∥∥∥∥2
L2(X)
dr .
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Using our assumption that theK-finite vector u has its spectral support
in the set A(τ, δ, N), we can write the last expression as∫ ∞
M
eδr
∫
z∈A(τ,δ,N)
∥∥∥∥ mr(Sr)mG(Nr)πz(νr − ∂νr)uz
∥∥∥∥2
Hz
dEu,u(z)dr .
Using the uniform bound given in Corollary 5.15, we can estimate by
≤
∫ ∞
M
eδr
∫
z∈A(τ,δ,N)
c2 (‖πz(νr)uz‖+ ‖πz(∂νr)uz‖)2 dEu,u(z)dr
and thus by definition of the space A(τ, δ, N), and the fact that u is
spectrally supported in this subspace, the last expression is bounded
by c2N ‖u‖2 <∞.
We have established that π(νt)u(x) converges almost surely (expo-
nentially fast) to the ergodic mean, namely to zero. The fact that
∪δ>0,τ∈ bKHτ,δ
is dense in L20(X) is a standard fact in spectral theory.
This concludes the proof of Theorem 5.18. 
To complete the proof of Theorem 4.2, we now need to verify that
the assumptions of Theorem 5.18 are satisfied by S-algebraic groups.
We begin with following
Theorem 5.19. Let G = G1 · · ·GN be an S-algebraic group as in
Definition 3.4. Let Gr be any family of bounded Borel sets, and νr the
Haar-uniform probability measures. Let π = π1 ⊗ · · · ⊗ πN , where each
πi is an irreducible unitary representation of Gi without G
+
i -invariant
unit vectors. Then there exist δ = δπ > 0 and a constant C1 (depending
only on G and the family Gr) such that for every τ -isotypic vector u
(1) When Gr is a coarsely admissible 1-parameter family (or se-
quence), we have
‖π(νr)u‖ ≤ C1(dim τ)e−δr ‖u‖ ,
(2) When Gr is a left-K-radial admissible family, K a good maximal
compact subgroup, for almost every r we have
‖π(∂νr)u‖ ≤ C1(dim τ)e−δr ‖u‖ ,
(3) In particular, when Gr is left-radial and admissible, there exists
a constant Cπ(τ, δ) <∞ such that∫ ∞
t0
eδr (‖π(νr)u‖+ ‖π(∂νr)u‖)2 dr ≤ Cπ(τ, δ) ‖u‖2 .
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Proof. 1) By Theorem 5.6, π is strongly Lp for some p = p(π) <∞, and
then if n ≥ p/2 then π⊗n ⊂ ∞ · λG. Assume without loss of generality
that n is even, and then (see [N3, Thm. 1.1]), since 〈π(g)u, u〉 is real-
valued, using Jensen’s inequality we obtain
‖π(νr)u‖2n =
(∫
G
〈π(g)u, u〉d(ν∗r ∗ νr)
)n
≤
∫
G
(〈π(g)u, u〉)n d(ν∗r ∗ νr) =
∫
G
〈
π⊗n(g)u⊗n, u⊗n
〉
d(ν∗r ∗ νr)
≤ dim(τ)n ‖u‖2n
∫
G
Ξ(g)d(ν∗r ∗ νr)
where we have used the estimate given in Theorem 5.4(1) for K-finite
matrix coefficients in representations (weakly) contained in the regular
representation. Now Ξ is non-negative, and Gr are assumed coarsely
admissible and hence (K,C)-radial. Thus we can multiply the last
estimate by C2 and then replace νr by their radializations ν˜r.
Since we are considering S-algebraic groups, we can assume without
loss of generality that K is a good maximal compact subgroup so that
(G,K) is a Gelfand pair. Then Ξ defines a homomorphism of the
commutative convolution algebra of bi-K-invariant functions L1(K \
G/K). We can therefore conclude that
‖π(νr)u‖2n ≤ C2(dim τ)n ‖u‖2n
(∫
G
Ξ(g)dν˜r(g)
)2
.
Coarse admissibility implies the property of minimal growth for Gr and
their radializations G˜r, namely S
n ⊂ Gan+b, for a compact generating
set S. Thus the desired result follow from the standard estimates of
the Ξ-function of an S-algebraic group, which shows that the integral
of ΞG on Gr decay exponentially in r.
2) Now consider the case of ∂νr, which is a singular measure on G,
supported on the “sphere” Sr. Arguing as in (1) before we still have
‖π(∂νr)u‖2n ≤ dim(τ)n ‖u‖2n
∫
G
Ξ(g)d(∂ν∗r ∗ ∂νr)
Now Ξ is bi-K-invariant for a good maximal compact subgroup K, and
Gr (and thus νr) are assumed to be left-K-invariant. In follows that
mK ∗ ∂νr = ∂νr for almost every r, and hence∫
G
Ξ(g)d(∂ν∗r ∗ ∂νr) =
∫
G
mK ∗ Ξ ∗mK(g)d(∂ν∗r ∗mK ∗ ∂νr)
=
(∫
G
Ξ(g)d∂νr
)2
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But ∂νr = mr/mr(Gr) is a probability measure supported on Sr, and
clearly the property of minimal growth for Gr implies that Sr is con-
tained in the complement of Sa1[r]+b1 for some a1 > 0. Therefore again
the standard estimates of the Ξ-function yield the desired result.
3) The last part is an immediate consequence of the previous two.

Completion of the proof of Theorem 4.2.
The last step in the proof of Theorem 4.2 is to consider the various
alternatives stated in its assumptions.
If the action is irreducible and totally weak mixing, then any irre-
ducible unitary representation πz of G appearing in the direct integral
decomposition of π0X is indeed strongly L
p for some finite p. This
follows from Theorem 5.6 since πz is then a tensor product of infi-
nite dimensional irreducible representations of the simple constituent
groups. In that case Theorem 5.19, parts (1) and (2) apply, and the
proof of the mean and the pointwise ergodic theorem for left-radial ad-
missible 1-parameter families in irreducible actions is complete, taking
into account also that the maximal inequality is covered in all cases by
Theorem 5.13.
Note that, still in the irreducible case, we can apply part (1) of Theo-
rem 5.19 to a coarsely admissible sequence, and this immediately yields
the mean ergodic theorem and pointwise convergence almost surely on
the dense subspace of vectors appearing there. Again using Theorem
5.13, this completes the proof of the mean and pointwise ergodic the-
orem for coarsely admissible sequences in irreducible actions.
Otherwise the action may be reducible, and we seek to prove the
mean theorem when the left-radial averages are balanced and the point-
wise theorem when they are standard radial and well-balanced. In the
present case, each πz is a tensor product of infinite dimensional ir-
reducible representations of some of the simple subgroups, and the
trivial representations of the others. We can repeat the argument
used in the first part of the proof of Theorem 5.19, and establish that
‖πz(βt)u‖ → 0 using the assumption that βt and hence β˜t are balanced,
and ‖πz(βt)u‖ → 0 exponentially fast when βt are well-balanced. In-
deed, instead of integrating against ΞG(g) we will now be integrating
against the Ξ-function lifted from some simple factor group, using the
argument in the second part of the proof of Theorem 5.11. By the
balanced or well-balanced assumption, the standard estimates of the
Ξ-function yield the desired norm decay conclusion.
The last argument required to complete the proof of the pointwise
theorem is the estimate of ‖π(∂βt)‖, when the averages are standard
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radial, well-balanced and boundary-regular. In this case each distance
ℓ (or d) on a factor group L obeys the estimate provided by Theorem
3.17(ii), namely mt(∂Gt ∩ Lαt) ≤ Ce−βtmt(∂Gt). The total measure
mt(St) on ∂Gt ⊂ G is obtained as an interated integral over the factor
groups. Integrating against the Ξ-function lifted from a factor group,
and using the decay of the Ξ-function, the required estimate follows.
This concludes the proof of all parts of Theorem 4.2 (and of course
also Theorem 1.4).
Remark 5.20. (1) In principle, our analysis applies to a general al-
most surely differentiable family of averages νt (absolutely con-
tinuous w.r.t. Haar measure), and not only those arising from
Haar uniform averages on admissible sets Gt as in Theorem
5.18.
(2) We need only assume that the irreducible representations of G
giving rise to the spectral decomposition of L2(X) satisfy the
spectral estimates we have employed, and not necessarily all
representations of G. This is useful when considering a homo-
geneous spaceX = G/Γ, when G is an adele group, for example.
Remark 5.21. Singular averages. An important problem that arises
naturally here is to extend the foregoing analysis to averages which are
singular w.r.t. Haar measure. An obvious first step would be to estab-
lish a pointwise ergodic theorem for the family of “spherical averages”
supported on the boundaries ∂Gt of the sets Gt. However, to prove
such results it is necessary to establish estimates for the derivatives
of the τ -spherical functions. While the matrix coefficients themselves
obey uniform decay estimates which are independent of the represen-
tation (provided, say, that it is Lp, see Theorems 5.3 and 5.4), this
is no longer the case for their derivatives. For example, consider the
principal series representations IndGMAN 1 ⊗ iη induced from a unitary
character of A and the trivial representation of MN . These repre-
sentations have matrix coefficients whose derivatives exhibit explicit
dependence on the character η parametrizing the representation. Con-
sequently, sufficiently sharp derivative estimates for matrix coefficients
are inextricably tied up with classification, or at least parametrization,
of the irreducible unitary representations of the group (see [CN] for
more on this point).
We have avoided appealing to classification theory and refrained from
establishing such derivative estimates in the present paper. Instead we
have utilized the fact that restricting to Haar uniform averages on
admissible sets, the distribution d
dt
νt is a signed measure, so that we
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need only use estimates of the spherical functions themselves in order
to estimate it.
5.6. The invariance principle, and stability of admissible aver-
ages.
5.6.1. The set of convergence. It will be essential in our argument be-
low to establish that for a family of admissible averages, the set where
pointwise convergence of π(βt)f(x) holds contains a G-invariant set,
for each fixed function f .
Let G be a locally compact second countable group with left Haar
measure mG. Consider a measure-preserving action of G on a standard
Borel space (X,B, ν). For Borel subsets Gt ⊂ G and g ∈ G, consider
probability measures
βgt =
1
mG(Gt)
∫
gGt
δh dmG(h) and βt = β
e
t .
Let us formulate the following invariance principle which applies to
all quasi-uniform families. This result generalizes [BR], where the case
of ball averages on SO(n, 1) was considered.
Theorem 5.22. Let G be an lcsc group, and suppose that {Gt}t>0 is
a quasi-uniform family, with βt satisfying the pointwise ergodic theo-
rem in Lp(ν). Then for every f ∈ Lp(ν), there exists a G-invariant
measurable set Ω(f) of full measure such that for every x ∈ Ω(f),
lim
t→∞
π(βt)f(x) =
∫
X
f dν.
In particular, this holds for admissible 1-parameter families and admis-
sible sequences on S-algebraic groups.
Proof. Writing f = f+ − f− for f+, f− ∈ Lp(ν), f+, f− ≥ 0, and
assuming that the theorem holds for f+ and f−, we can take
Ω(f) = Ω(f+) ∩ Ω(f−).
Hence, without loss of generality, we may assume that f ≥ 0.
Consider then the conull measurable set of convergence:
C =
{
x ∈ X : lim
t→∞
π(βt)f(x) =
∫
X
f dν
}
.
Take a countable dense set {gi}i≥1 ⊂ G and let
Ω =
⋂
i≥1
giC.
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Then Ω is a measurable set of full measure, and for every x ∈ Ω and
every gi, we have g
−1
i x ∈ C. Let δ > 0 and take ε > 0 and O as in
(3.8) and (3.9). We may also assume that O is symmetric. Then for
any g ∈ G there exists gi such that gi ∈ gO. Hence, for sufficiently
large t,
giGt−ε ⊂ gGt ⊂ giGt+ε.
Therefore, for every x ∈ X ,
π(βt)f(g
−1x) =
1
mG(Gt)
∫
Gt
f(h−1g−1x)dmG(h)
=
1
mG(Gt)
∫
gGt
f(u−1x)dmG(u) ≤ 1
mG(Gt)
∫
giGt+ε
f(u−1x)dmG(u)
≤ 1 + δ
mG(giGt+ε)
∫
giGt+ε
f(u−1x)dmG(u) = (1 + δ)π(βt+ε)f(g
−1
i x).
This implies that for every g ∈ G and x ∈ Ω, since g−1i x ∈ C
lim sup
t→∞
π(βt)f(g
−1x) ≤ (1 + δ)
∫
X
f dµ
for every δ > 0. Similarly, we show that
lim inf
t→∞
π(βt)f(g
−1x) ≥ (1 + δ)−1
∫
X
f dµ.
Therefore, let us take Ω(f) = G · Ω. Then Ω(f) is strictly invariant
under G, namely gΩ(f) = Ω(f) for every g ∈ G, and the complement
of Ω(f) is a null set. Thus Ω(f) is a strictly invariant measurable set
in the Lebesgue σ-algebra, namely in the completion of the standard
Borel structure on X with respect to the measure µ.

An immediate corollary of the foregoing considerations is the follow-
ing
Corollary 5.23. Let G be an lcsc group, and suppose that {Gt}t>0 is a
quasi-uniform family, with βt satisfying the pointwise ergodic theorem
in Lp(ν). Then the Haar-uniform averages on gGth also satisfy it, for
any fixed g, h ∈ G. In particular, this holds for admissible 1-parameter
families and admissible sequences on S-algebraic groups.
5.6.2. Stability of admissible averages under translations. When is the
family gGth itself already admissible if Gt is ? This was asserted in
Definition 1.1 for connected Lie groups. In this subsection we note that
in the general case, the property of admissibility is stable under two-
sided translations. Indeed, the sets Oε we used to defined admissibility
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on S-algebraic groups satisfy the following. For every g ∈ G, there
exists a positive constant c(g) > 0 such that gOεg−1 contains Oc(g)ε for
all 0 < ε < ε0. We can therefore easily conclude :
Lemma 5.24. Stability under translations. Let Gt be a 1-parameter
family of coarsely admissible averages on an S-algebraic group as in
Definition 3.4. Then for any g, h ∈ G, the family gGth is also coarsely
admissible. If Gt is admissible, then so is gGth.
Proof. To see that for coarsely admissible averages Gt, the averages
gGth are also coarsely admissible note that for any bounded set B,
BgGthB ⊂ B′GtB′ ⊂ Gt+c′
and in addition g−1Gt+c′h
−1 ⊂ Gt+c′′ , so that
BgGthB ⊂ Gt+c′ ⊂ gGt+c′′h .
As to the second condition of coarse admissibility, by unimodularity,
mG(gGt+ch) ≤ dmG(gGth) and so gGth is coarsely admissible.
Now let Gt be an admissible 1-parameter family, and h, g be fixed.
For every open set Oε in the basis, the set gOεg−1 ∩ h−1Oεh is open
and contains Oη(ε). By definition of an appropriate basis, we can choose
η(ε) ≥ c0ε, for some fixed positive c0 = c0(g, h) < 1, uniformly for all
0 < ε < ε(g, h). Then, checking the conditions in the definition of
admissibility :
Oη(ε)gGthOη(ε) ⊂ gOεGtOεh ⊂ gGt+cεh
so that for all 0 < ε < ε′(g, h)
OεgGthOε ⊂ gGt+εc/c0h .
When G is totally disconnected, and Gt satisfies KGtK = Gt, clearly
gGth is also invariant under translation by the compact open subgroup
K ′ = gKg−1 ∩ hKh−1.
As to the Lipschitz continuity of the measure of the family, we have
of course, since G is unimodular
mG(gGt+εh) = mG(Gt+ε) ≤ (1 + cε)mG(Gt) =
= (1 + cε)mG(gGth) .

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6. Proof of ergodic theorems for lattice actions
6.1. Induced action. We now turn to consider an lcsc group G and
a discrete lattice Γ in G. The existence of a lattice implies that G is
unimodular, and we denote Haar measure by mG, as before. Denote
by mG/Γ the corresponding measure on G/Γ. We normalize mG so that
mG/Γ(G/Γ) = 1.
For a family of Borel subsets {Gt}t>0, we consider the averages λt
uniformly distributed on Gt ∩ Γ. We will use the mean, maximal and
pointwise ergodic theorems established for the averages βt acting in a
G-action, in order to establish similar ergodic theorems for the averages
λt acting in a Γ-action. The fundamental link used to implement this
reduction is of course the well-known construction of the induced G-
action defined for a measure-preserving action of Γ, to which we now
turn.
Thus let Γ act on a standard Borel space (X,B, µ), preserving the
probability measure µ. Let
Y˜
def
= G×X.
Define the right action of Γ on Y˜ :
(g, x) · γ = (gγ, γ−1x) (g, x) ∈ Y˜ , γ ∈ Γ, (6.1)
and the left action of G:
g1 · (g, x) = (g1g, x), (g, x) ∈ Y˜ , g1 ∈ G. (6.2)
The space Y˜ is equipped with the product measure mG ⊗ µ, which is
preserved by these actions. Since the actions (6.1) and (6.2) commutes,
there is a well-defined action of G on the factor-space
Y
def
= Y˜ /Γ.
We denote by π the projection map π : Y˜ → Y . Note that Y admits
a natural map j : (g, x)Γ 7→ gΓ onto G/Γ. This map is measurable
and G-equivariant, and thus Y is a bundle over the homogeneous space
G/Γ, with the fiber over each point gΓ identified with X .
For a bounded measurable function χ : G→ R with compact support
and a measurable function φ : X → R, we define F˜ : Y˜ → R by
F˜ (g, x) = χ(g)φ(x). We then define F : Y → R by summing over
Γ-orbits
F (y) = F ((g, x)Γ) =
∑
γ∈Γ
χ(gγ)φ(γ−1x) =
∑
γ∈Γ
F˜ ((g, x)γ) . (6.3)
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There is a unique G-invariant Borel measure ν on Y such that∫
Y
F dν =
(∫
G
χ dmG
)(∫
X
φ dµ
)
. (6.4)
For F defined above, we have the following expression for the av-
eraging operators we will consider below. Let (h, x)Γ = y ∈ Y , and
then
πY (βt)F (y) =
1
mG(Gt)
∫
G
F (g−1y)dβt(g)
=
∑
γ∈Γ
1
mG(Gt)
(∫
Gt
χ(g−1hγ)dmG(g)
)
φ(γ−1x)
The latter expression will serve as the basic link between the averaging
operators βt on G acting on L
p(Y ), and the averaging operators λt
acting on Lp(X).
We now recall the following fact regarding induced actions, which
will play an important role below. Namely, it will allow us to deduce
results about the pointwise behaviour of the averages λt on the Γ-orbits
in X from the pointwise behaviour of the averages βt on G-orbits in Y .
Consider the factor map j : (Y, ν) → (G/Γ, mG/Γ), which is a Borel
measurable, everywhere defined, G-equivariant and measure-preserving.
For a Lebesgue measurable set B ⊂ Y , the set ByΓ = j−1(yΓ) ∩ B is
a Lebesgue measurable subset of X for every yΓ ∈ G/Γ. (Recall that
the Lebesgue σ-algebra is the completion of the Borel σ-algebra w.r.t.
the measure at hand, namely ν on Y or µ on X).
Any set B can be written as the disjoint union B =
∐
yΓ∈G/ΓByΓ.
Furthermore, the G-action is given by
gB =
∐
yΓ∈G/Γ
α(g, yΓ)ByΓ
where α : G × G/Γ → Γ is a Borel cocycle associated with a Borel
section of the canonical projection G→ G/Γ.
We can now state the following well-known fact, whose proof is in-
cluded for completeness.
Lemma 6.1. If B ⊂ Y is a Lebesgue measurable set with ν(B) = 1,
which is strictly G-invariant (gB = B for all g ∈ G) then µ(ByΓ) = 1,
for every yΓ ∈ G/Γ (and not only for almost every yΓ).
Proof. The map b : G/Γ → R+ given by yΓ 7→ µ(ByΓ) is every-
where defined, Lebesgue measurable, and strictly G-invariant, namely
b(gyΓ) = b(yΓ) for all g ∈ G and yΓ ∈ G/Γ. Since G/Γ is a transi-
tive G-space, b(yΓ) is strictly a constant, and this constant is of course
1. 
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We conclude the introduction to induced actions with following sim-
ple fact.
Lemma 6.2. Let 1 ≤ p ≤ ∞ and Q be a compact subset of G.
(a) There exists ap,Q > 0 such that for every φ ∈ Lp(µ) and a
bounded χ : G → R such that supp(χ) ⊂ Q, with F defined as
in (6.3)
‖F‖Lp(ν) ≤ ap,Q · ‖χ‖Lp(mG) · ‖φ‖Lp(µ).
Moreover, if Q is contained in a sufficiently small neighborhood
of e, then
‖F‖Lp(ν) = ‖χ‖Lp(mG) · ‖φ‖Lp(µ).
(b) There exists bp,Q > 0 such that for any measurable F : Y → R,
‖F ◦ π‖Lp(mG⊗µ|Q×X) ≤ bp,Q · ‖F‖Lp(ν).
When Q = Oε we denote bp,Q = bp,ε.
6.2. Reduction theorems. We now turn to formulate the fundamen-
tal result reducing the ergodic theory of the lattice subgroup Γ to that
of the enveloping group G.
Such a result necessarily involves an approximation argument based
on smoothing, and thus the metric properties of a shrinking family of
neighbourhoods in G come into play. The crucial property is finiteness
of the upper local dimension of G (see Definition 3.5), namely
̺0
def
= lim sup
ε→0+
logmG(Oε)
log ε
<∞
.
We will assume this condition when considering admissible sets,
throughout our discussion below. Note that for S-algebraic groups
as in Definition 3.4, and for the sets Oε we chose in that case, ρ is sim-
ply the real dimension of the Archimedian factor, and thus vanishes for
totally disconnected groups.
Let us note that the induced representation of G on Lp(Y ), 1 ≤ p ≤
∞, contains the representation ofG on Lp(G/Γ) as a subrepresentation.
Thus, whenever a maximal inequality, exponential maximal inequality,
norm decay estimate, spectral gap condition, mean or pointwise ergodic
theorem hold for πY (βt) acting on L
p(Y ), they also hold for πG/Γ(βt)
acting on Lp(G/Γ).
We now formulate the following reduction theorem, and emphasize
that it is valid for every lattice subgroup of every lcsc group.
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Theorem 6.3. Reduction Theorem. Let G be an lcsc group, Oε of
finite upper local dimension, Gt an increasing family of bounded Borel
sets, and Γ a lattice subgroup. Let p ≥ r ≥ 1, and consider the averages
βt on Gt and λt on Γ ∩Gt as above. Then
(1) If the family {Gt}t>0 is coarsely admissible, then the strong
maximal inequality for βt in (L
p(ν), Lr(ν)) implies the strong
maximal inequality for λt in (L
p(µ), Lr(µ)).
(2) If the family {Gt}t>0 is admissible, then the mean ergodic theo-
rem for βt in L
p(ν) implies the mean ergodic theorem for λt in
Lp(µ).
(3) If the family {Gt}t>0 is quasi-uniform, and the pointwise er-
godic theorem holds for βt in L
p(ν), then the pointwise ergodic
theorem holds for λt in L
p(µ).
(4) If the family {Gt}t>0 is admissible and r > ̺0, then the expo-
nential mean ergodic theorem for βt in (L
p(ν), Lr(ν)) implies
the exponential mean ergodic theorem for λt in (L
p(µ), Lr(µ))
(but the rate may change).
(5) Let the family {Gt}t>0 be admissible, p ≥ r > ̺0, and assume βt
satisfies the exponential mean ergodic theorem in (Lp(ν), Lr(ν)),
as well as the strong maximal inequality in Lq(ν), for q > 1.
Then λt satisfies the exponential strong maximal inequality in
(Lp
′
, Lr
′
) with p′, r′ such that 1/p′ = (1 − u)/q and 1/r′ =
(1− u)/q + u/r for some u ∈ (0, 1).
The proof of Theorem 6.3 will occupy the rest of §6, and will be
divided to a sequence of separate statements.
One basic ingredient in the proof of Theorem 6.3 is as follows.
Theorem 6.4. Let G, Gt, βt and λt be as in Theorem 6.3. Then
(1) Suppose that the family {Gt}t>0 is coarsely admissible and βt
satisfies the strong maximal inequality in (Lp(mG/Γ), L
r(mG/Γ))
for some p ≥ r ≥ 1. Then for some C > 0 and all sufficiently
large t,
C−1 ·mG(Gt) ≤ |Γ ∩Gt| ≤ C ·mG(Gt).
(2) Suppose that the family {Gt}t>0 is admissible and βt satisfies
the mean ergodic theorem in Lp(mG/Γ) for some p ≥ 1. Then
lim
t→∞
|Γ ∩Gt|
mG(Gt)
= 1.
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(3) Suppose that the family {Gt}t>0 is quasi-uniform and βt satisfies
the pointwise ergodic theorem in L∞(mG/Γ). Then
lim
t→∞
|Γ ∩Gt|
mG(Gt)
= 1.
(4) Suppose that the family {Gt}t>0 is admissible and βt satisfies
the exponential mean ergodic theorem in (Lp(mG/Γ), L
r(mG/Γ))
for some p ≥ r ≥ 1. Then for some α > 0 (made explicit
below),
|Γ ∩Gt|
mG(Gt)
= 1 +O(e−αt).
6.3. Strong maximal inequality. We now prove some results neces-
sary for the proof of Theorem 6.4. In this subsection we assume that
the family {Gt}t>0 is coarsely admissible, and as usual set Γt = Gt∩Γ.
Lemma 6.5. (1) |Γt| ≤ CmG(Gt).
(2) Assuming the strong maximal inequality for βt in (L
p(mG/Γ), L
r(mG/Γ))
for some p ≥ r ≥ 1, we have |Γt| ≥ C ′mG(Gt) for sufficiently
large t.
Proof. Let B ⊂ G be a bounded measurable subset of positive measure,
and we assume that B is small enough so that all of its right translates
by elements of Γ are pairwise disjoint. Then by (3.3) and (3.4),
|Γt| = 1
mG(B)
∑
γ∈Γt
mG(Bγ) =
1
mG(B)
mG
(⋃
γ∈Γt
Bγ
)
≤ 1
mG(B)
mG(Gt+c) ≤ CmG(Gt).
This proves the first part of the lemma.
To prove the second part, we first show
Claim. There exists a compact set Q ⊂ G/Γ and x0 ∈ G/Γ such that
lim inf
t→∞
πG/Γ(βt)χQ(x0) = lim inf
t→∞
mG({g ∈ Gt : gx0 ∈ Q})
mG(Gt)
> 0.
Proof. Suppose that the claim is false. For a compact set Q ⊂ G/Γ,
denote by ψ the characteristic function of the set (G/Γ) \Q, the com-
plement of Q. Then for every x ∈ G/Γ,
sup
t≥t0
πG/Γ(βt)ψ(x) ≥ lim sup
t→∞
πG/Γ(βt)ψ(x) = 1.
On the other hand,
‖ψ‖Lp(G/Γ) = mG/Γ((G/Γ) \Q)1/p,
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and it can be made arbitrary small by increasing Q. This contradicts
the strong maximal inequality and proves the claim. 
Continuing with the proof of Lemma 6.5, denote by χQ the charac-
teristic function of the set Q. Then for some x0 ∈ G/Γ
lim inf
t→∞
πG/Γ(βt)χQ(x0) = C0 > 0.
There exists a non-negative measurable function χ˜ : G → R with
compact support such that
χQ(gΓ) =
∑
γ∈Γ
χ˜(gγ)
since the projection C+c (G) → C+c (G/Γ) by summing over Γ-orbits is
onto.
Letting x0 = g0Γ, we conclude that∫
Gt
∑
γ∈Γ
χ˜(g−1g0γ)dmG(g) ≥ 1
2
C0mG(Gt)
for sufficiently large t. Now, if χ˜(g−1g0γ) 6= 0 for some g ∈ Gt, then
γ ∈ g−10 ·Gt · (supp χ˜) ⊂ Gt+c
by (3.3). Hence,∫
Gt
∑
γ∈Γ
χ˜(g−1g0γ) dmG(g) ≤
∑
γ∈Γt+c
∫
G−1t g0γ
χ˜ dmG
≤ |Γt+c| ·
∫
G
χ˜ dmG.
Now Lemma 6.5 follows from (3.4). 
We now prove the following result, reducing the maximal inequality
for λt to the maximal inequality for βt, under the assumption of coarse
admissibility.
Theorem 6.6. Suppose that βt satisfies the strong maximal inequal-
ity in (Lp(ν), Lr(ν)), then λt satisfies the strong maximal inequality
(Lp(µ), Lr(µ)).
Proof. Take φ ∈ Lp(µ).
First, we observe that it suffices to prove the theorem for φ ≥ 0.
Write
φ = φ+ − φ−
where φ+, φ− : X → R+ are Borel functions such that
max{φ+, φ−} ≤ |φ|.
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Assuming that the strong maximal inequality holds for πX(λt)φ
+ and
πX(λt)φ
−, we get∥∥∥∥sup
t≥t0
|πX(λt)φ|
∥∥∥∥
Lr(µ)
≤
∥∥∥∥sup
t≥t0
|πX(λt)φ+|
∥∥∥∥
Lr(µ)
+
∥∥∥∥sup
t≥t0
|πX(λt)φ−|
∥∥∥∥
Lr(µ)
≤ C‖φ+‖Lp(µ) + C‖φ−‖Lp(µ) ≤ 2C‖φ‖Lp(µ).
Hence, we can assume that φ ≥ 0.
Let B be a positive-measure compact subset of G, small enough so
that all of its right translates under Γ are disjoint, and let
χ =
χB
mG(B)
,
and F : Y → R be defined as in (6.3).
Claim. There exists c, d > 0 such that for all sufficiently large t, and
every h ∈ B and x ∈ X,
πX(λt)φ(x) ≤ d · πY (βt+c)F (π(h, x)).
Proof. For (h, x) ∈ G×X , we have
πY (βt)F (π(h, x)) =
1
mG(Gt)
∫
Gt
(∑
γ∈Γ
χ(g−1hγ)φ(γ−1 · x)
)
dmG(g)
=
1
mG(Gt)
∑
γ∈Γ
(∫
Gt
χ(g−1hγ) dmG(g)
)
φ(γ−1 · x).
By (3.3), for γ ∈ Γt and h ∈ B,
supp(g 7→ χ(g−1hγ)) = hγ supp(χ)−1 ⊂ Gt+c.
Hence, ∫
Gt+c
χ(g−1hγ) dmG(g) = 1.
Also, by Lemma 6.5 and (3.4),
|Γt| ≥ C ′mG(Gt+c).
Applying the previous arguments to π(βt+c), and summing only on
γ ∈ Γt, we conclude that for (h, x) ∈ B ×X ,
πY (βt+c)F (π(h, x)) ≥ 1
mG(Gt+c)
∑
γ∈Γt
(∫
Gt+c
χ(g−1hγ) dmG(g)
)
φ(γ−1 · x)
=
1
mG(Gt+c)
∑
γ∈Γt
φ(γ−1 · x) ≥ C ′′πX(λt)φ(x).
This proves the claim. 
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Continuing with the proof of Theorem 6.6, we now take the supre-
mum over t on both sides. Let us lift πX(λt)φ to be defined on B ×X
(depending only the second coordinate). By the claim, for sufficiently
large t′0 > 0, integrating over h ∈ B we obtain∥∥∥∥∥supt≥t′
0
|πX(λt)φ)|
∥∥∥∥∥
Lr(µ)
= mG(B)
−1/r
∥∥∥∥∥supt≥t′
0
|πX(λt)φ|
∥∥∥∥∥
Lr(mG⊗µ|B×X)
≤ C ′
∥∥∥∥∥supt≥t′
0
|πY (βt+c)(F ◦ π)|
∥∥∥∥∥
Lr(mG⊗µ|B×X )
.
Now πY (βt)(F ◦ π) = (πY (βt)F ) ◦ π, since the left G-action on G×X
commutes with the right Γ-action. Hence, by Lemma 6.2(b) and the
strong maximal inequality for βt in (L
p(ν), Lr(ν)),∥∥∥∥∥supt≥t′
0
|πX(λt)φ)|
∥∥∥∥∥
Lr(µ)
≤ C ′br,B
∥∥∥∥∥supt≥t′
0
|πY (βt+c)F |
∥∥∥∥∥
Lr(ν)
≤ C ′′‖F‖Lp(ν)
= C ′′‖χ‖Lp(mG) · ‖φ‖Lp(µ) ≤ C‖φ‖Lp(µ).
where the equality uses the fact that B has disjoint right translates
under Γ and Lemma 6.2(a).
This concludes the proof of Theorem 6.6. 
6.4. Mean ergodic theorem. We now turn from maximal inequali-
ties to establishing convergence results for averages on Γ, using smooth-
ing to approximate discrete averages by absolutely continuous ones, and
thus utilizing the finiteness of the upper local dimension of G. General-
izing the definition of upper local dimension somewhat, consider a base
of neighborhoods {Oε}0<ε<1 of e in G such that Oε’s are symmetric,
bounded, and increasing with ε. We assume that the family {Gt}t>0
satisfy the following conditions:
• There exists c > 0 such that for every small ε > 0 and t ≥ t(ε),
Oε ·Gt · Oε ⊂ Gt+cε. (6.5)
• For
δε = lim sup
t→∞
mG(Gt+ε −Gt)
mG(Gt)
,
and for some p ≥ 1, we have :
δpε ·mG(Oε)−1 → 0 as ε→ 0+. (6.6)
Note that if the family {Gt}t>0 is admissible and
̺0 = lim sup
ε→0+
logmG(Oε)
log ε
<∞,
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then (6.6) holds for p > ̺0.
Note that (6.6) implies that δε → 0 as ε→ 0+. For every δ > δε and
for sufficiently large t,
mG(Gt+ε) ≤ (1 + δ)mG(Gt). (6.7)
Lemma 6.7. Under condition (6.6), if the mean ergodic theorem holds
for βt in L
q(mG/Γ) for some q ≥ 1, then
|Γt| ∼ mG(Gt) as t→∞.
Proof. Let
χε =
χOε
mG(Oε)
and
φε(gΓ) =
∑
γ∈Γ
χε(gγ).
Note that φ is a measurable bounded function on G/Γ with compact
support, ∫
G
χε dmG = 1, and
∫
G/Γ
φε dmG/Γ = 1.
It follows from the mean ergodic theorem that for every δ > 0,
mG/Γ({gΓ ∈ G/Γ : |πG/Γ(βt)φε(gΓ)− 1| > δ})→ 0 as t→∞.
In particular, for sufficiently large t, there exists gt ∈ Oε such that
|πG/Γ(βt)φε(gtΓ)− 1| ≤ δ, or equivalently
1− δ ≤ 1
mG(Gt)
∫
Gt
φε(g
−1gtΓ)dmG(g) ≤ 1 + δ (6.8)
Thus let us now prove the following
Claim. Given 0 < ε ≤ ε0, for every t ≥ t0 + ε0 and for every h ∈ Oε,∫
Gt−cε
φε(g
−1hΓ) dmG(g) ≤ |Γt| ≤
∫
Gt+cε
φε(g
−1hΓ) dmG(g).
Indeed, if χε(g
−1hγ) 6= 0 for some g ∈ Gt−cε and h ∈ Oε, then
γ ∈ h−1 ·Gt−cε · (supp χε) ⊂ Gt.
Hence,∫
Gt−cε
φε(g
−1hΓ) dmG(g) ≤
∑
γ∈Γt
∫
Gt
χε(g
−1hγ) dmG(g) ≤ |Γt|.
In the other direction, for γ ∈ Γt and h ∈ Oε,
supp(g 7→ χε(g−1hγ)) = hγ(supp χε)−1 ⊂ Gt+cε.
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Since χε ≥ 0,∫
Gt+cε
φε(g
−1hΓ) dmG(g) ≥
∑
γ∈Γt
∫
Gt+cε
χε(g
−1hγ) dmG(g) ≥ |Γt| .
and this establishes the claim. 
Continuing with the proof of Lemma 6.7, let us take h = gt defined
above. By the claim and (6.8),
|Γt| ≤ (1 + δ)mG(Gt+ε),
and the upper estimate on |Γt| follows from (6.7). The lower estimate
is proved similarly. 
We now generalize Lemma 6.7, and prove the following result, re-
ducing the mean ergodic theorem for λt to the mean ergodic theorem
for βt.
Theorem 6.8. Under condition (6.6), if the mean ergodic theorem
holds for βt in L
p(ν), then the mean ergodic theorem holds for λt in
Lp(µ).
Proof. Take small ε > 0 and δ ∈ (δε, 1), where δε (as well as p) are
defined by (6.6).
We need to show that for every φ ∈ Lp(µ)∥∥∥∥πX(λt)φ− ∫
X
φ dµ
∥∥∥∥
Lp(µ)
→ 0 as t→∞,
and without loss of generality, we may assume that φ ≥ 0. Let
χε =
χOε
mG(Oε)
and Fε : Y → R be defined as in (6.3). Then Fε ∈ Lp(ν), and∫
Y
Fε dν =
∫
X
φ dµ.
Step 1. For every (g, x) ∈ Oε ×X and sufficiently large t,
(1+δ)−1πY (βt−cε)Fε(π(g, x)) ≤ πX(λt)φ(x) ≤ (1+δ)πY (βt+cε)Fε(π(g, x))
To prove the first inequality, note that by Lemma 6.7 and (6.7),
(1 + δ)−1mG(Gt+cε) < |Γt| < (1 + δ)mG(Gt−cε)
for suffciently large t.
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For (h, x) ∈ G×X ,
πY (βt)Fε(π(h, x)) =
1
mG(Gt)
∫
Gt
(∑
γ∈Γ
χε(g
−1hγ)φ(γ−1 · x)
)
dmG(g)
=
1
mG(Gt)
∑
γ∈Γ
(∫
Gt
χε(g
−1hγ) dmG(g)
)
φ(γ−1 · x).
If χε(g
−1hγ) 6= 0 for some g ∈ Gt and h ∈ Oε, then by (6.5),
γ ∈ h−1g supp(χε) ⊂ Gt+cε.
Using that ∫
G
χε dmG = 1 and χε ≥ 0, (6.9)
we deduce that for (h, x) ∈ Oε ×X ,
πY (βt)Fε(π(h, x)) =
1
mG(Gt)
∑
γ∈Γt+cε
(∫
Gt
χε(g
−1hγ) dmG(g)
)
φ(γ−1 · x)
≤ 1
mG(Gt)
∑
γ∈Γt+cε
φ(γ−1 · x) ≤ (1 + δ)πX(λt+cε)φ(x).
To prove the second inequality, note that by (3.5), for γ ∈ Γt−cε and
h ∈ Oε,
supp(g 7→ χε(g−1hγ)) = hγ supp(χε)−1 ⊂ Gt.
By (6.9), this implies that for (h, x) ∈ Oε ×X ,
πY (βt)Fε(π(h, x)) ≥ 1
mG(Gt)
∑
γ∈Γt−cε
(∫
Gt
χε(g
−1hγ) dmG(g)
)
φ(γ−1 · x)
=
1
mG(Gt)
∑
γ∈Γt−cε
φ(γ−1 · x) ≥ (1 + δ)−1πX(λt−cε)φ(x).
Using Lemma 6.7 and (6.7) again, and then shifting indices completes
the proof of Step 1.
We now continue with the proof of Theorem 6.8. To simplify nota-
tions, we write for a measurable function Ψ : Y → R
‖Ψ‖p,ε def= ‖Ψ ◦ π‖Lp(mG⊗µ|Oε×X)
Now by Lemma 6.2(b), for each fixed ε > 0
‖Ψ‖p,ε ≤ bp,ε‖Ψ‖Lp(ν) (6.10)
and clearly, if ε′ < ε we may take bp,ε′ ≤ bp,ε.
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Step 2. For every sufficiently small fixed ε > 0,
‖πY (βt+cε)Fε − πY (βt)Fε‖p,ε → 0 as t→∞
and
lim sup
t→∞
‖πY (βt)Fε‖ε ≤ bp,ε‖φ‖L1(µ).
For the proof, let us note that by the triangle inequality and (6.10),
‖πY (βt+cε)Fε − πY (βt)Fε‖p,ε ≤ bp,ε
∥∥∥∥πY (βt+cε)Fε − ∫
Y
Fε dν
∥∥∥∥
Lp(ν)
+ bp,ε
∥∥∥∥πY (βt)Fε − ∫
Y
Fε dν
∥∥∥∥
Lp(ν)
.
Similarly,
‖πY (βt)Fε‖p,ε ≤ bp,ε
∥∥∥∥πY (βt)Fε − ∫
Y
Fε dν
∥∥∥∥
Lp(ν)
+ bp,ε
∫
Y
Fε dν
= bp,ε
∥∥∥∥πY (βt)Fε − ∫
Y
Fε dν
∥∥∥∥
Lp(ν)
+ bp,ε
∫
X
φ dµ.
Hence, Step 2 follows from the mean ergodic theorem for βt in L
p(ν).
To complete the proof of Theorem 6.8, we need to estimate∥∥∥∥πX(λt)φ− ∫
X
φ dµ
∥∥∥∥
Lp(µ)
= mG(Oε)−1/p
∥∥∥∥πX(λt)φ− ∫
X
φ dµ
∥∥∥∥
Lp(mG⊗µ|Oε×X)
where we have extended πX(λt)φ to a function on Oε×X in the obvious
manner. By the triangle inequality,∥∥∥∥πX(λt)φ− ∫
X
φ dµ
∥∥∥∥
Lp(mG⊗µ|Oε×X)
≤ ∥∥πX(λt)φ− (1 + δ)−1πY (βt−cε)(Fε ◦ π)∥∥Lp(mG⊗µ|Oε×X)
+
∥∥∥∥(1 + δ)−1πY (βt−cε)(Fε ◦ π)− ∫
X
φ dµ
∥∥∥∥
Lp(mG⊗µ|Oε×X)
.
We estimate the last two summands as follows. First, using Step 1, we
estimate the first summand by∥∥πX(λt)φ− (1 + δ)−1πY (βt−cε)(Fε ◦ π)∥∥Lp(mG⊗µ|Oε×X)
≤ ∥∥(1 + δ)πY (βt+cε)Fε − (1 + δ)−1πY (βt−cε)Fε∥∥p,ε
≤ ‖πY (βt+cε)Fε − πY (βt−cε)Fε‖p,ε + δ
(
‖πY (βt+cε)Fε‖p,ε + ‖πY (βt−cε)Fε‖p,ε
)
.
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Hence, it follows from Step 2 that
lim sup
t→∞
∥∥πX(λt)φ− (1 + δ)−1πY (βt−cε)(Fε ◦ π)∥∥Lp(mG⊗µ|Oε×X) ≤ 2bp,εδ‖φ‖L1(µ).
Second, observing that for δ < 1∥∥∥∥(1 + δ)−1πY (βt−cε)Fε − ∫
X
φ dµ
∥∥∥∥
p,ε
≤
∥∥∥∥πY (βt−cε)Fε − ∫
X
φ dµ
∥∥∥∥
p,ε
+ 2δ ‖πY (βt−cε)Fε‖p,ε ,
we deduce from step 2 that the second summand is estimated by
lim sup
t→∞
∥∥∥∥(1 + δ)−1πY (βt−cε)Fε − ∫
X
φ dµ
∥∥∥∥
p,ε
≤ 4bp,εδ‖φ‖L1(µ) ,
where bp,ε are uniformly bounded.
We have thus shown that for every δ ∈ (δε, 1), and a constant B
independet of δ and ε,
lim sup
t→∞
∥∥∥∥πX(λt)φ− ∫
X
φ dµ
∥∥∥∥
Lp(µ)
≤ BδmG(Oε)−1/p‖φ‖L1(µ).
By our choice of δε in (6.6), this concludes the proof of Theorem 6.8. 
6.5. Pointwise ergodic theorem. In this section, we assume only
that the family {Gt}t>0 is quasi-uniform. Recall that we showed in
Corollary 5.23 that then gGth satisfy the pointwise ergodic theorem if
Gt does.
Lemma 6.9. Suppose that the pointwise ergodic theorem holds in L∞(G/Γ)
for the quasi-uniform family {gGt}, for every g ∈ G. Then
|Γt| ∼ mG(Gt) as t→∞.
Proof. Let f be any measurable bounded function onG/Γ. G/Γ being a
homogeneous G-space, it follows from Theorem 5.22 that the pointwise
ergodic theorem holds for every point in G/Γ. In particular, this holds
for the point eΓ, and so
1
mG(Gt)
∫
Gt
f(g−1Γ)dmG(g)→
∫
G/Γ
f dmG/Γ
for every measurable bounded f . The lemma is then proved as Propo-
sition 6.1 in [GW]. 
Theorem 6.10. If the pointwise ergodic theorem holds for the quasi-
uniform family βt in L
p(ν), then the pointwise ergodic theorem holds
for λt in L
p(µ).
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Proof. We need to show that for every φ ∈ Lp(µ),
πX(λt)φ(x)→
∫
X
φ dµ as t→∞
for µ-a.e. x ∈ X and without loss of generality, we may assume that
φ ≥ 0.
Take δ > 0 and let ε > 0 and O be as in (3.8) and (3.9). Let
χ =
χO
mG(O)
and F : Y → R be defined as in (6.3). Then F ∈ Lp(ν) and∫
Y
F dν =
∫
X
φ dµ.
Recalll that it follows from Corollary 5.23 that the pointwise ergdoic
theorem holds for the family gGt in L
∞ ⊂ Lp, for every g ∈ G. Using
also the assumption of Theorem 6.10, and Theorem 5.22,
πY (βt)F (y)→
∫
Y
φ dν as t→∞ (6.11)
for y in a G-invariant subset of Y of full measure. Then it follows
from Lemma 6.1 that (6.11) holds for y = π(e, x) for x in a Γ-invariant
subset of X of full measure. Arguing as in the proof of Proposition 2.1
in [GW], one shows that for every such x,
lim sup
t→∞
πX(λt)φ(x) ≤ (1 + δ)
∫
X
φ dµ,
lim inf
t→∞
πX(λt)φ(x) ≥ (1 + δ)−1
∫
X
φ dµ,
for every δ > 0. This completes the proof of Theorem 6.10. 
6.6. Exponential mean ergodic theorem. In this section we as-
sume that the family {Gt}t>0 is admissible, and as usual w.r.t. a fam-
ily Oε of finite upper local dimension ̺0. By definition for ̺ > ̺0 and
small ε > 0,
mG(Oε) ≥ Cρε̺. (6.12)
Theorem 6.11. If the exponential mean ergodic theorem holds for the
admissible family βt in (L
p(mG/Γ), L
r(mG/Γ)) for some p ≥ r ≥ 1, then
|Γt|
mG(Gt)
= 1 +O(e−αt) where α =
θp,r
̺(1 + r − r
p
) + r
.
When the estimate
∥∥∥π0G/Γ(βt)∥∥∥
L2
0
→L2
0
≤ Ce−θt holds, we can take θp,r =
rθ.
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Proof. As usual let
χε =
χOε
mG(Oε)
and
φε(gΓ) =
∑
γ∈Γ
χε(gγ),
so that that φε is a bounded function on G/Γ with compact support,∫
G
χε dmG = 1, and
∫
G/Γ
φε dmG/Γ = 1.
It follows from the norm estimate given by the (Lp, Lr)-exponential
mean ergodic theorem for βt acting on G/Γ that for some fixed θp,r > 0
and C > 0, and for every δ > 0, t > 0 and ε > 0
mG/Γ({x ∈ G/Γ : |πG/Γ(βt)φε(x)− 1| > δ}) ≤ Cδ−r‖φε‖rLp(G/Γ)e−θp,rt .
By Lemma 6.2(a), for sufficiently small ε > 0
‖φε‖Lp(G/Γ) = mG(Oε)1/p−1.
We will choose both of the parameters ε and δ as a function of t, and
begin by requiring that the following condition holds:
Cδ−rmG(Oε)r/p−re−θp,rt = 1
2
mG(Oε). (6.13)
Then for sufficiently large t,
mG/Γ({x ∈ G/Γ : |πG/Γ(βt)φε(x)− 1| > δ}) ≤ 1
2
mG(Oε).
Now as soon as Oε maps injectively into G/Γ, we have
mG/Γ(OεΓ) = mG(Oε)
and so we deduce that for every sufficiently large t, there exists gt ∈ Oε
such that
|πG/Γ(βt)φε(gtΓ)− 1| ≤ δ .
Then using the claim from Lemma 6.7 and (3.6), we have for sufficiently
large t
|Γt| ≤ (1 + δ)mG(Gt+cε) ≤ (1 + δ)(1 + cε)mG(Gt) ,
provided only that ε, δ and t satisfy condition (6.13).
In order to balance the two significant parts of the error estimate let
us take cε = δ. Then (6.13) together with (6.12) yield
C ′e−θp,rt = εrmG(Oε)1+r−
r
p ≥ C ′′ε̺(1+r− rp )+r .
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Thus we take both ε and δ to be constant multiples of
exp
(
− θp,rt
̺(1 + r − r
p
) + r
)
and conclude that∣∣∣∣ |Γt|mG(Gt) − 1
∣∣∣∣ ≤ B exp
(
− θp,rt
̺(1 + r − r
p
) + r
)
where B is independent of t.
The lower estimate is proved similarly.
The last statement of the theorem follows immediately from Riesz-
Thorin interpolation. 
We now turn to the mean ergodic theorem with exponential rate of
convergence.
Theorem 6.12. Let βt be an admissible family, Oε of finite upper
local dimension, and let p ≥ r > ̺ > ̺0. If the exponential mean
ergodic theorem holds for βt in (L
p(ν), Lr(ν)), then the exponential
mean ergodic theorem holds for λt in (L
p(µ), Lr(µ)).
Proof. We need to show that for some ζp > 0, Cp > 0 and every
φ ∈ Lp(µ) ∥∥∥∥πX(λt)φ− ∫
X
φ dµ
∥∥∥∥
Lr(µ)
≤ Ce−ζt‖φ‖Lp(µ).
Without loss of generality, we may assume that φ ≥ 0. Let
χε =
χOε
mG(Oε)
and Fε : Y → R be defined as in (6.3). Then Fε ∈ Lp(ν), and∫
Y
Fε dν =
∫
X
φ dµ.
In particular,∥∥∥∥πY (βt)Fε − ∫
Y
Fε dν
∥∥∥∥
Lr(ν)
≤ Ce−θt‖Fε‖Lp(ν) (6.14)
for some θ = θp,r > 0.
Repeating the arguments in Steps 1-2 of the proof of Theorem 6.8,
we derive that
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(a) For sufficiently large t and every (g, x) ∈ Oε ×X ,
η−1πY (βt−cε)Fε(π(g, x)) ≤ πX(λt)φ(x) ≤ ηπY (βt+cε)Fε(π(g, x))
where
η = (1 + cε)(1 +O(e−αt)) ,
α the error estimate in the lattice point count from Theorem
6.11.
(b) For sufficiently large t and small ε > 0,
‖πY (βt+cε)Fε − πY (βt)Fε‖Lr(mG⊗µ|Oε×X) ≪ e−θt‖Fε‖Lp(ν)
and
‖πY (βt)Fε‖Lr(mG⊗µ|Oε×X) ≪ e−θt‖Fε‖Lp(ν) + ‖φ‖L1(µ).
Using (a),(b) and (6.14), we deduce as in the proof of Theorem 6.8
that ∥∥∥∥πX(λt)φ− ∫
X
φ dµ
∥∥∥∥
Lr(µ)
≤ C ′mG(Oε)−1/r
(
e−θt‖Fε‖Lp(ν) + (ε+ e−αt)‖φ‖L1(µ)
)
for every small ε > 0.
Using Lemma 6.2(a) and (b), we can estimate
‖Fε‖Lp(ν) ≤ cp,εmG(Oε)
1
p
−1 ‖φ‖Lp(µ) .
Let now ̺ be such that ̺0 < ̺ < r. By Ho¨lder’s inequality, ‖φ‖L1(µ) ≤
‖φ‖Lp(µ), and collecting terms, we obtain∥∥∥∥πX(λt)φ− ∫
X
φ dµ
∥∥∥∥
Lr(µ)
≤ C ′′mG(Oε)−1/r
(
e−θtmG(Oε)1/p−1 + ε+ e−αt
) ‖φ‖Lp(µ)
≤ (e−θtε−̺(1+1/r−1/p) + ε1−̺/r + e−αt)‖φ‖Lp(µ).
Setting
ε = exp
(
− θp,rt
1 + ̺− ̺/p
)
,
we have ∥∥∥∥πX(λt)φ− ∫
X
φ dµ
∥∥∥∥
Lp(µ)
≪ e−ζt‖φ‖Lp(µ)
with
ζ = min
{
α,
(1− ̺/r)θp,r
1 + ̺− ̺/p
}
> 0.
This concludes the proof of Theorems 6.12. 
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6.7. Exponential strong maximal inequality. We now prove that
the exponential decay of the norms π0Y (βt) in L
2
0(Y ), together with the
ordinary strong maximal inequality for πY (βt) in some L
q(Y ) imply
the exponential strong maximal inequality for λt following the method
developed in [MNS][N3].
Theorem 6.13. Let βt be admissible averages w.r.t. Oε of finite upper
local dimension ̺0, satisfying
• the exponential mean ergodic theorem in (Lp(ν), Lr(ν)) with
̺0 < r ≤ p,
• the strong maximal inequality in Lq(ν) for some q ≥ 1.
Then λt satisfies the exponential strong maximal inequality in (L
v(µ), Lw(µ))
for v, w such that 1/v = (1−u)/q and 1/w = (1−u)/q+u/r for some
u ∈ (0, 1).
Proof. By Theorem 6.12, πX(λt) satisfies the exponential mean ergodic
theorem: for every f ∈ Lp0(µ), and θ = θp,r > 0
‖πX(λt)f‖Lr(µ) ≤ Ce−θt‖f‖Lp(µ). (6.15)
Consider an increasing sequence {ti} that contains all positive integers
and divides each interval of the form [n, n + 1], n ∈ N, into ⌊erθn/4⌋
subintervals of equal length. Then
ti+1 − ti ≤ e−rθ⌊ti⌋/4, (6.16)
and ∑
i≥0
e−rθti/2 ≤
∑
n≥0
⌊erθn/4⌋e−rθn/2 <∞.
Hence, it follows from (6.15) that∫
X
(∑
i≥0
erθti/2|πX(λti)f(x)|r
)
dµ(x) ≤ C ′‖f‖rLp(µ).
Setting
Br(x, f)
def
=
(∑
i≥0
erθti/2|πX(λti)f(x)|r
)1/r
,
we have, for some C ′′ independent of f :
|πX(λti)f(x)| ≤ Br(x, f)e−θti/2, (6.17)
‖Br(·, f)‖Lr(µ) ≤ C ′′‖f‖Lp(ν). (6.18)
Claim. For any sufficiently large t, there exists ti such that |t− ti| ≪
e−rθ⌊t⌋/4, and then for every f ∈ L∞(µ),
|πX(λt)f − πX(λti)f | ≤ e−ηt‖f‖L∞(µ)
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with some η > 0, independent of t and given explicitly below.
To prove the claim, note that it follows from (6.16) that ti satisfying
the first property exists. Without loss of generality we suppose that
t > ti. Then,
πX(λt)f(x)− πX(λti)f(x)
=
1
|Γt| · |Γti |
|Γti |∑
γ∈Γt
f(γ−1 · x)− |Γt|
∑
γ∈Γti
f(γ−1 · x)

= −|Γt − Γti ||Γt| · |Γti |
∑
γ∈Γti
f(γ−1 · x) + 1|Γt|
∑
γ∈Γt−Γti
f(γ−1 · x)
≤ 2|Γt − Γti ||Γt| ‖f‖L
∞(µ).
Applying the estimate provided by Theorem 6.11 and (3.6), we get
|Γt − Γti |
|Γt| = 1−
|Γti|
|Γt| = 1−
1 +O(e−αti)
1 +O(e−αt)
· mG(Gti)
mG(Gt)
≤ 1− (1 +O(e−αt)) · 1
1 + c(t− ti) .
This implies the claim. 
Continuing with the proof of Theorem 6.13, we use (6.17) and the
Claim, and deduce that for δ = min{θ/2, η} and every f ∈ L∞0 (µ),
|πX(λt)f(x)| ≤ |πX(λti)f(x)|+ |πX(λt)f(x)− πX(λti)f(x)|
=
(
Br(x, f) + ‖f‖L∞(µ)
)
e−δt.
Hence, by (6.17), (6.18) for some t0, C > 0, and every f ∈ L∞0 (µ)∥∥∥∥sup
t≥t0
eδt|πX(λt)f |
∥∥∥∥
Lr(µ)
≤ C‖f‖L∞(µ) (6.19)
where we have used the fact that since µ is a probability measure, for
f ∈ L∞(µ), ‖f‖Lr(µ) ≤ ‖f‖L∞(µ).
Now for a measurable function τ : X → [t0,∞) and z ∈ C, we
consider the linear operator
U τz f(x) = e
zδτ(x)
(
πX(λτ(x))f(x)−
∫
X
f dµ
)
.
By the strong maximal inequality for λt in L
q(µ) (which holds using
Theorem 6.3(1) and our second assumption), when Re z = 0, the oper-
ator
U τz : L
q(µ)→ Lq(µ)
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is bounded. By (6.19), when Re z = 1, the operator
U τz : L
∞(µ)→ Lr(µ)
is also bounded, with bounds independent of the function τ . Hence,
by the complex interpolation theorem (see e.g. [MNS] for a fuller dis-
cussion) for every u ∈ (0, 1) and v, w such that
1/v = (1− u)/q and 1/w = (1− u)/q + u/r,
we have ∥∥∥∥sup
t≥t0
euδt
∣∣∣∣πX(λt)f − ∫
X
f dµ
∣∣∣∣∥∥∥∥
Lw(µ)
≤ C‖f‖Lv(µ).
This completes the proof of Theorem 6.13. 
6.8. Completion of proofs of ergodic theorems for lattices.
1) Completion of the proof of Theorem 4.7.
Clearly, parts (1), (2) and (3) of Theorem 6.3 together imply Theo-
rem 4.7, provided only that the admissible averages βt do indeed satisfy
the mean, maximal and pointwise ergodic theorems in Lp(ν) (and as
a result also in Lp(mG/Γ)). This follows immediately from Theorem
4.2, taking also into account the fact that since we are considering the
action induced to G+, the action is necessarily totally weak-mixing,
since G+ has no non-trivial finite-dimension representations. 
2) Completion of the proof of Theorem 4.8.
The formulation of Theorem 6.3(4) incorporates the assumption that
p ≥ r > ̺0, where ̺0 is the upper local dimension. Thus in order to
complete the proof of Theorem 4.8 we must remove this restriction.
Let us consider the exponentially fast mean ergodic theorem in (Lp, Lr)
first. By Theorem 4.3 βt on G satisfies this theorem for all p = r > 1,
and hence by Theorem 6.12, we obtain that λt satisfies it if p > ̺. But
clearly λt −
∫
X
dµ has norm bounded by 2 in every Lp, 1 ≤ p ≤ ∞.
By Riesz-Thorin interpolation, it follows that that λt satisfies the ex-
ponentially fast mean ergodic theorem in every Lp, 1 < p < ∞, and
hence in (Lp, Lr), p ≥ r ≥ 1, (p, r) 6= (1, 1).
As to the exponential maximal inequality, note first that by Theorem
4.3 βt satisfies the (L
∞, L2) exponential-maximal inequality in every
action of G where ‖π(βt)‖L2 ≤ C exp(−θt). It follows that it satisfies
the exponential-maximal inequality in (L∞, Lr), for a finite r > ̺0. By
Theorem 5.13, βt also satisfy the standard strong maximal inequality
in every Lq, q > 1. Thus by Theorem 6.13 the exponential maximal
inequality in (Lv, Lw) holds for the averages λt (provided the norm
exponential decay condition holds in the induced action, which is the
case under our assumptions). By their explicit formula it is clear that
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we can choose v to be as close as we like to 1, thus determining a
consequent w < v and some positive rate of exponential decay.
This completes the proof of Theorem 4.8. 
Finally, we remark that the ergodic theorems stated for connected
semisimple Lie groups and their lattices in §§1.2, 1.3, and 1.4 all fol-
low from Theorem 4.2, Theorem 4.3 Theorem 4.7 and Theorem 4.8,
together with Theorem 6.11 (or more precisely Corollary 7.1 below).
This is a straightforward verification, bearing in mind that every uni-
tary representation of a connected semisimple Lie group with finite
center is totally weak-mixing.
The only comment necessary is regarding Theorem 1.12, which as-
serts that λt defined using the Riemannnian averages associated with
the Killing form satisfy the pointwise ergodic action in any ergodic ac-
tion of any lattice Γ, even if the induced action is reducible. Theorem
4.7 establishes this result based on Theorem 4.2, since the Riemannian
averages are indeed admissible and well-balanced. This fact follows
from the discussion in [MNS] (see also the Appendix below). It follows
that an exponential decay estimate holds for the Riemannian sphere
averages ‖π(∂νt)‖, even in the case of a reducible action, and thus
pointwise convergence on a dense subspace holds.
An alternative, more direct argument for the latter conclusion is the
fact that in [MNS, Thm. 1] the pointwise ergodic theorem for βt is
proved in full generality, even for reducible actions, and thus the result
for λt follows from Theorem 6.3(3).
In might be worth commenting that for the sequences of averages
βn and λn the entire Sobolev space argument is superfluous, of course.
Since the maximal inequality holds, as well as pointwise convergence
on dense subspace, it follows that the pointwise ergodic theorem holds
for both sequences, even in the reducible case.
This concludes the proofs of the ergodic theorems for lattice actions.

We now turn to discuss equidistribution.
6.9. Equidistribution in isometric actions. Let us prove the fol-
lowing generalization of Theorem 1.9.
Theorem 6.14. Let G be an S-algebraic group as in Definition 3.4,
over fields of characteristic zero. Let Γ ⊂ G+ be a lattice and Gt ⊂ G+
an admissible 1-parameter family or sequence. Let (S,m) be an iso-
metric action of Γ on a compact metric space S, preserving an ergodic
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probability measure m of full support. If Γ is an irreducible lattice, then
lim
n→∞
max
s∈S
∣∣∣∣πS(λt)f(s)− ∫
S
fdm
∣∣∣∣ = 0
and in particular πS(βt)f(s)→
∫
S
fdm for every s ∈ S.
For any S-algebraic G and lattice Γ, the same results holds provided
that Gt are left-radial and balanced.
Proof. When G is defined over fields of characteristic zero, an action
of G induced by an isometric ergodic action of an irreducible lattice
is an irreducible action of G, as shown in [St]. Then, according to
Theorem 4.7, λt satisfies the mean ergodic theorem in L
2(S,m). The
mean ergodic theorem holds also for general G and Γ, provided only
that λt is balanced and left-radial, as asserted in Theorem 4.7.
The proof is therefore complete using the following proposition. 
Proposition 6.15. (see [G]) Let the discrete group Γ act isometrically
on a compact metric space (S,m), preserving a probability measure of
full support. If a 1-parameter family (or sequence) of averages λt on Γ
satisfy the mean ergodic theorem in L2(S,m), then πS(λt)f converges
uniformly to the constant
∫
S
fdm for every continuous f ∈ C(S).
Proof. Our proof is a straightforward generalization of [G] (where the
case of free groups is considered), and is brought here for completeness.
Given a function f ∈ C(S), consider the set C(f) consisting of f
together with πS(λt)f , t ∈ R+. C(f) constitutes an equicontinuous
family of functions, since Γ acts isometrically on S. Thus C(f) has
compact closure in C(S), w.r.t. the uniform norm. Let f0 ∈ C(S) be
the uniform limit of πS(λti)f for some subsequence ti →∞. Then f0 is
of course also the limit of πS(λti)f in the L
2(S,m)-norm. Given that λt
satisfy the mean ergodic theorem, it follows that f0(s) =
∫
S
fdm for m-
almost all s ∈ S. Since m has full support, the last equality holds on a
dense subset of S, and since f0 is continuous, it must hold everywhere.
Thus πS(λti)f converges uniformly to the constant
∫
S
fdm, and this
holds for every subsequence ti →∞. It follows that the latter constant
in the unique limit point in the uniform closure of the family πS(λt)f .
Hence
lim
t→∞
∥∥∥∥πS(λt)f − ∫
S
fdm
∥∥∥∥
C(S)
= 0 .

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7. Comments and complements
7.1. Explicit error term. Let us start by stating the following error
estimate.
Corollary 7.1. Let G be an S-algebraic group as in Definition 3.4.
Let Γ be a lattice subgroup and Gt an admissible family, both contained
in G+. If Gt are well-balanced, or the lattice is irreducible, then the
number of lattice points in Gt ∩ Γ is estimated by (for all ε > 0)∣∣∣∣ |Γt|mG(Gt) − 1
∣∣∣∣ ≤ Bε exp(−(θ − ε)t̺0 + 1
)
,
where θ need only satisfy (for all ε > 0)∥∥πG/Γ(βt)∥∥L2
0
(G/Γ)
≤ Cεe−(θ−ε)t .
If π = π0G/Γ has a strong spectral gap, then π
⊗n ⊂ ∞ · λG for some n,
and the spectral parameter θ is given explicitly in term of the rate of
volume growth of Gt by
θ =
1
2n
lim sup
t→∞
1
t
logmG(Bt) .
We note that Corollary 7.1 is an immediate corollary of Theorem
6.11, taking r = p = 2 and ̺0 to be the upper local dimension. In
addition one uses Remark 5.10, and the fact that S-arithmetic groups
as in Definition 3.4 have the Kunze-Stein property. This is well known
in the real case [Co1], and was proved by A. Veca [V, Thm. 1] in the
totally disconnected, simply connected case.
We remark that a somewhat weaker rate can be established using (in
effect) just the radial Kunze-Stein phenomenon (which is much easier to
establish). This proceeds by using the fact that admissible averages are
(K,C)-radial, and estimating the norm of the corresponding radialized
averages directly using Proposition 5.9(2) and the standard estimate
of the Ξ-function.
Of course, ̺0 = dimRG when G is a connected Lie group and Oε
are Riemannian balls. Furthermore, ̺0 = 0 when G is a totally discon-
nected S-algebraic group.
Remark 7.2. Lattice point counting problem. Corollary 7.1 con-
stitutes a quantitative solution to the lattice point counting problem in
admissible domains. For a systematic discussion of quantitative count-
ing results for more general domains, and more general groups, together
with many applications, we refer to [GN].
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7.2. Exponentially fast convergence versus equidistribution.
In this section we give an example of a connected semisimple Lie group
H without compact factors acting by translations on a homogeneous
space G/Γ of finite volume and Haar uniform admissible averages βt
on H such that
• equidistribution of H-orbits fails (i.e., there exist dense orbits
for which the averages do not converge to the Haar measure),
• An exponentially fast pointwise ergodic theorem holds (i.e., for
almost all starting points the averages converge to the Haar
measure exponentially fast).
This example was originally constructed in [GW], Section 12.3.
Let
H = H1 ×H2 = SL(2,R)× SL(2,R)
and
r : H → SL(2l,R)
be the representation of H which is a tensor product of irreducible
representations of H1 and H2 of dimensions 2 and l > 2 respectively.
We fix a norm ‖ · ‖ on M(2l,R) and define
Ht = {h ∈ H : ‖r(h)‖ < et}.
Note that the sets Ht are not balanced, as shown in [GW].
Let G = SL(2l,R) and Γ = SL(2l,Z). For x ∈ G/Γ and t > 0,
consider the Radon probability measure
µx,t(f) =
1
mH(Ht)
∫
Ht
f(h−1x)dmH(h), f ∈ Cc(G/Γ).
Proposition 7.3. (1) There exists x ∈ G/Γ such that Hx = G/Γ,
but Haar measure mG/Γ is not an accumulation point of the
sequence µx,t, t→∞, in the weak∗ topology.
(2) For a.e. x ∈ G/Γ, µx,t → mG/Γ as t→∞ in the weak∗ topology.
Moreover, for every p > r ≥ 1, there exists θ > 0 such that for
f ∈ Lp(mG/Γ) and a.e. x ∈ G/Γ,∣∣∣∣µx,t(f)− ∫
G/Γ
f dµG/Γ
∣∣∣∣ ≤ C(x, f)e−θp,rt
with
‖C(·, f)‖Lr(µG/Γ) ≤ C‖f‖Lp(µG/Γ).
Proof. Part (1) was proved in [GW], Section 12.3.
To prove part (2), it suffices to observe that the representation of G
on L20(G/Γ) has spectral gap. Being simple, the spectral gap is strong,
and so some tensor power of the representation embeds in ∞ · λG, as
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follows from the spectral transfer principle (see Theorem 5.3, or [N3]).
Thus the same tensor power of the representation of H on L20(G/Γ)
(restricted to H) embeds in∞·λH and so H has a strong spectral gap
as well. Therefore the desire result follows from Theorem 4.3. 
7.2.1. Remark about balanced sets. The last example owes its existence
to the fact that the averages considered are not balanced. Let us there-
fore give an easy geometric criterion for a family of sets defined by a
matrix norm on a product of simple groups to be balanced.
Let G = G1 · · ·Gs be a connected semisimple Lie group where Gi’s
are the simple factors and
a = a1 ⊕ · · · ⊕ as (7.1)
a Cartan subalgebra of G where ai’s are Cartan subalgebras of Gi’s.
We fix a system of simple roots Φ = Φ1 ∪ · · · ∪ Φs for a where Φi is a
system of simple roots for ai and denote by
a
+ = a+1 ⊕ · · · ⊕ a+s
the corresponding positive Weyl chamber.
Let r : G → GL(d,R) be a representaion of G. For a norm ‖ · ‖ on
Md(R), let
Gt = {g ∈ G : ‖r(g)‖ < t}.
Let Ψr be the set of weights of a, and
pr = {H ∈ a+ : λ(H) ≤ 1 for all λ ∈ Ψr},
Finally, let
δ = max{ρ(H) : H ∈ pr}
where ρ denotes the half sum of the positive roots of a.
We can now formulate the following
Proposition 7.4. The sets Gt are balanced iff the set {ρ = δ} ∩ pρ is
not contained in any proper subsum of the direct sum (7.1).
The Proposition follows from [GW], Section 7.
8. Appendix : volume estimates and volume regularity
The appendix is devoted to establishing admissibility or Ho¨lder-
admissibility of the standard radial averages and more general ones,
as well as to establishing conditions sufficient for the averages to be
balanced or well balanced. We will also discuss boundary-regularity
and differentiability properties of volume functions for some metrics,
particularly CAT (0)-metrics.
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8.1. Admissibility of standard radial averages. We begin with a
proof of Theorem 3.14, whose statement we recall.
Theorem 3.14. For an S-algebraic group G = G(1) · · ·G(N) as in
Definition 3.4, the following families of sets Gt ⊂ G are admissible,
where ai are any positive constants.
(1) Let S consist of infinite places, and let G(i) be a closed subgroup
of the isometry group of a symmetric space Xi of nonpositive
curvature equipped with the Cartan–Killing metric. For ui, vi ∈
Xi, define
Gt = {(g1, . . . , gN) :
∑
i
aidi(ui, gi · vi) < t}.
(2) Let S consist of infinite places, and let ρi : G(i) → GL(Vi) be
proper rational representations. For norms ‖ · ‖i on End(Vi),
define
Gt = {(g1, . . . , gN) :
∑
i
ai log ‖ρi(gi)‖i < t}.
(3) For infinite places, let Xi be the symmetric space of G(i) equipped
with the Cartan-Killing distance di, and for finite places, let Xi
be the Bruhat-Tits building of G(i) equipped with the path metric
di on its 1-skeleton. For ui ∈ Xi, define
Gt = {(g1, . . . , gN) :
∑
i
aidi(ui, gi · ui) < t}.
(4) Let ρi : G(i)→ GL(Vi) be proper representations, rational over
the fields of definition Fi. For infinite places, let ‖ · ‖i be a
Euclidean norm on End(Vi), and assume that ρi(G(i)) is self-
adjoint : ρi(G(i))
t = ρi(G(i)). For finite places, let ‖ · ‖i be the
max-norm on End(Vi). Define
Gt = {(g1, . . . , gN) :
∑
i
ai log ‖ρi(gi)‖i < t}.
The proof is divided into several propositions. To handle Archime-
dian groups we will employ some arguments originating in [DRS] and
[EMS], and in the general case of S-algebraic groups we will also employ
convolution arguments which will be developed below. We note that
the latter arguments will utilize knowledge of the behavior of vol(Bt)
for all t > 0, and we will thus consider below the behavior for t large
and for t small, separately.
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Proposition 8.1. Let G be a connected semisimple group with finite
center and X the corresponding symmetric space equipped with the
Cartan–Killing metric d. For u ∈ X, set
Gt = {g ∈ G; d(u, g · u) < t}.
Then there exists c > 0 such that for all t ≥ 0 and ǫ ∈ (0, 1),
vol(Gt+ǫ)− vol(Gt) ≤ cǫmax{1, vol(Gt)}.
Proof. Note that the stabilizer of u is a maximal compact subgroup K
of G, and for a Cartan subgroup A of G, the map a 7→ a ·u, a ∈ A, is an
isometry. We introduce polar coordinates (r, ω) ∈ R+ × S+ on the Lie
algebra of A. With respect to the Cartan decomposition G = KA+K,
the Haar measure on G is given by ξ(r, ω) drdωdk with a nonnegative
smooth density function ξ. Then
vol(Gt+ǫ)− vol(Gt) =
∫
S+
∫ t+ǫ
t
ξ(r, ω) drdω = ǫ
∫
S+
ξ(σ(ω), ω) dω
for some σ(ω) ∈ [t, t + ǫ]. This implies the claim for t ∈ [0, 1]. To
establish the claim for t > 1, we use the following property of the
function ξ (see [EMS], Lemma A.3): there exists c > 0 such that for
every r > 1 and ω ∈ S+,
ξ(r, ω) ≤ c
∫ r
0
ξ(s, ω)ds. (8.1)

Proposition 8.2. Let d be the Cartan–Killing metric on a symmetric
space X of nonpositive curvature, u, v ∈ X, and G a closed connected
semisimple subgroup of the isometry group of X. Define the sets
Gt = {g ∈ G; d(u, g · v) < t}.
Then there exist c, t0 > 0 such that for all t > t0 and ǫ ∈ (0, 1),
vol(Gt+ǫ)− vol(Gt) ≤ cǫ vol(Gt).
Proof. It follows from Mostow’s theorem that there exist a maximal
compact subgroup K of G and an associated Cartan subgroup A such
that K ⊂ Stab(v) and the map a 7→ a · v, a ∈ A, is an isometry.
Consider polar coordinates (r, ω) ∈ R+ × S+ on the Lie algebra of A,
and set
St(k) = {(r, ω); d(k−1u, exp(rω)v) < t}.
Then
vol(Gt) =
∫
K
∫
St(k)
ξ(r, ω) drdωdk.
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For p ∈ Ku, we consider the function
fp(x) =
1
2
d(p, x)2, x ∈ X.
We have
grad fp = − exp−1x (p),
and for the unit-speed geodesic ray γω(r) = exp(rω)v,
d
dr
fp(γω(r)) = 〈(grad fp)γω(r), γ′ω(r)〉γω(r),
d2
dr2
fp(γω(r)) = 〈∇γ′ω(r)(grad fp)γω(r), γ′ω(r)〉γω(r).
Since the space X has nonpositive sectional curvature, we deduce (see
[J], Theorem 4.6.1) that
〈∇w(grad fp)x, w〉x ≥ ‖w‖2x for every w ∈ TxX.
Hence,
d2
dr2
fp(γω(r)) ≥ 1. (8.2)
Therefore, there exists r0 > 0 and α > 0 such that for every r > r0,
p ∈ Ku, ω ∈ Sd, we have
d
dr
fp(γω(r)) ≥ αr.
For ǫ > 0 and r > r0,
d(p, exp((r + ǫ)ω)v) =
√
2fp(γω(r + ǫ)) ≥
√
2fp(γω(r)) + 2αrǫ
= d(p, exp(rω)v)
√
1 + 2αrǫ/d(p, γω(r))2.
Since it follows from the triangle inequality that for some c > 0,
r − c ≤ d(p, γω(r)) ≤ r + c for all p ∈ Ku and ω ∈ S+,
we conclude that for some β > 0,
d(p, exp((r + ǫ)ω)v) ≥ d(p, exp(rω)v) + βǫ. (8.3)
for sufficiently large r and sufficiently small ǫ > 0. This implies that
for sufficiently large t, the sets St(k) are star-shaped. Let rt(k, ω) be
the unique solution of the equation.
d(k−1u, exp(rω)v) = t.
Note that, by (8.3), for sufficiently large t and ǫ ∈ (0, 1),
rt+ǫ(k, ω) ≤ rt(k, ω) + β−1ǫ.
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Setting
mt(k, ω) =
∫ rt(k,ω)
0
ξ(r, ω)dr,
we have
mt+ǫ(k, ω)−mt(k, ω) ≤
∫ rt(k,ω)+β−1ǫ
0
ξ(r, ω)rdr−
∫ rt(k,ω)
0
ξ(r, ω)dr
= β−1ǫ · ξ(σ, ω).
for some σ ∈ [rt(k, ω), rt(k, ω) + β−1ǫ]. Now it follows from (8.1) that
mt+ǫ(k, ω)−mt(k, ω) ≤ (β−1c)ǫ ·mt+ǫ(k, ω).
This shows that
vol(Gt+ǫ) =
∫
K
∫
Sd
mt+ǫ(k, ω)dωdk ≤ (β−1c)ǫ · vol(Gt+ǫ) + vol(Gt),
which implies the proposition. 
Proposition 8.3. (cf [EMS, Appendix]) Let ρ : G → GL(V ) is a
proper representation of a connected semisimple Lie group G, ‖ · ‖ a
norm on End(V ), and
Gt = {g ∈ G; log ‖ρ(g)‖ < t}.
Then there exist c, t0 > 0 such that for all t > t0 and all ǫ ∈ (0, 1),
vol(Gt+ǫ)− vol(Gt) ≤ cǫ vol(Gt).
Proof. We employ the argument from Appendix of [EMS], but since
this argument is not quite complete (see (8.4) below), we provide a
sketch which indicates that in our setting it is indeed applicable and
provides the Lipschitz estimate.
We fix a Cartan decomposition G = KA+K and use polar coordi-
nates (r, ω) on the Lie algebra of A. Let
St(k1, k2) = {(r, ω); ‖ρ(k1 exp(rω)k2)‖ < et}.
Then
vol(Gt) =
∫
K×K
∫
St(k1,k2)
ξ(r, ω)drdωdk1dk2.
Since ρ(A) is (simultaneously) diagonalizable over R, there exist vi ∈
End(Rn) such that
ρ(exp(rω)) =
∑
i
erλi(ω)vi.
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Since all norms are equivalent and ρ(K) is compact, there exist c1, c2 >
0 such that for every k1, k2 ∈ K, r > 0, and ω ∈ S+,
c1 exp(rmax
i
λi(ω)) ≤ ‖ρ(k1 exp(rω)k2)‖ ≤ c2 exp(rmax
i
λi(ω)). (8.4)
Note that the lower estimate needs further argument in the generality
of [EMS], since there the vi’s depend on ω. But for constant vi, using
these estimates, the argument from [EMS], Lemma A.4, shows that
(1) There exists t0 > 0 such that for t > t0 the sets St(k1, k2) are
star-shaped.
(2) There exists r0 > 0 such that for every r > r0, ω ∈ Sd, and
ǫ ∈ [0, 1), we have
‖ρ(k1 exp((r + ǫ)ω)k2)‖ ≥ g(ǫ) · ‖ρ(k1 exp(rω)k2)‖
where g : [0, 1) → [1,∞) is explicit smooth function such that
g(0) = 1 and g′ > 0. In particular, there exists β > 0 such that
g(ǫ) ≥ eβǫ.
Let rt(k1, k2, ω) denote the unique solution of the equation
‖ρ(k1 exp(rω)k2)‖ = et.
Then it follows that
rt+ǫ(k1, k2, ω) ≤ rt(k1, k2, ω) + β−1ǫ.
Finally, the Lipschitz property of the sets Gt can be proved as in Propo-
sition 8.1 above. 
Let us note the following consequence of the foregoing arguments.
Let H be a symmetric subgroup of a connected semisimple Lie group
with finite center, embedded a Zariski closed G-orbit in a linear space
V .
Corollary 8.4. Proposition 8.3 applies to subsets of affine symmet-
ric varieties G/H defined by an arbitrary norm on the ambient vector
space.
Proof. Indeed, for symmetric varieties one has a decomposition of the
form G = KAH where A is simultaneously diagonalizable, and the
arguments utilized in the proof of Proposition 8.3 apply without any
material changes. 
Proposition 8.5. Let ρ : G → GL(V ) is a proper representation of
a connected semisimple Lie group G such that tρ(G) = ρ(G), ‖ · ‖ the
Euclidean norm on End(V ), and
Gt = {g ∈ G; log ‖ρ(g)‖ < t}.
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Then there exist c > 0 such that for all t > 0 and all ǫ ∈ (0, 1),
vol(Gt+ǫ)− vol(Gt) ≤ cǫ max{1, vol(Gt)}.
Proof. Let t0 be as in Proposition 8.3. It remains to prove the claim
for t ≤ t0.
Since ρ(G) is self-adjoint, there exist a maximal compact subgroup
K such that ρ(K) ⊂ SO(V ) and a Cartan subgroup such that ρ(A) is
diagonal. For k1, k2 ∈ K and a ∈ Lie(A),
‖ρ(k1 exp(a)k2)‖2 =
∑
i
e2λi(a).
where λi’s are characters of Lie(A) such that
∑
i λi = 0. We use polar
coordinates (r, ω) on A and set
fω(r) =
∑
i
e2rλi(ω).
Then
vol(Gt) =
∫
(r,ω):log fω(r)<2t
ξ(r, ω) drdω.
Since f ′′ω > 0 and f
′
ω(0) = 0, the function log fω is increasing. Let rω
be the inverse function of log fω and r0 = max{rω(2t0)}. By the mean
value theorem, there exists α > 0 such that
f ′ω(r) ≥ αr for r ∈ [0, r0].
Then for some β > 0,
r′ω(t) ≤ βrω(t)−1 for r ∈ [0, 2t0]. (8.5)
Since for some c > 0,
ξ(r, ω) ≤ c r for r ∈ [0, r0] and ω ∈ Sd,
we have
vol(Gt+ǫ)− vol(Gt) =
∫
Sd
∫ rω(2t+2ǫ)
rω(2t)
ξ(r, ω) drdω
≤ c
∫
Sd
(rω(2t+ 2ǫ)
2 − rω(2t)2) dω.
Now the proposition follows from (8.5). 
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8.2. Convolution arguments. We now turn to discuss convolution
arguments, which together with the foregoing result will complete the
proof of Theorem 3.14. Let Gi, i = 1, 2, be locally compact noncompact
groups, and let di : Gi → [t0,∞), i = 1, 2, be proper continuous
functions. We set
vi(t) = vol({gi ∈ Gi; di(gi) < t}),
v(t) = vol({(g1, g2) ∈ G1 ×G2; d1(g1) + d2(g2) < t}).
Proposition 8.6. Suppose that there exist c > 0 and s0 > t0 such that
for all sufficiently small ǫ > 0 and for all t > s0,
vi(t + ǫ) ≤ (1 + cǫ) vi(t), i = 1, 2.
Then for all sufficiently small ǫ > 0 and for all t > 2s0 + 2,
v(t+ ǫ) ≤ (1 + 3cǫ) v(t).
Proof. Let
w1(t) := vol({(g1, g2); d1(g1) + d2(g2) < t, d1(g1) ≥ s0 + 1, d2(g2) < s0 + 1}),
w2(t) := vol({(g1, g2); d1(g1) + d2(g2) < t, d1(g1) < s0 + 1, d2(g2) ≥ s0 + 1}),
w3(t) := vol({(g1, g2); d1(g1) + d2(g2) < t, d1(g1) ≥ s0 + 1, d2(g2) ≥ s0 + 1}).
For sufficiently small ǫ and for all t, we have
w1(t + ǫ)− w1(t)
≤
∫
g2: d2(g2)<s0+1
vol({g1 : max{s0 + 1, t− d2(g2)} ≤ d1(g1) < t+ ǫ− d2(g2)}) dg2
≤
∫
g2: t−d(g2)>s0
(v1(t− d2(g2) + ǫ)− v1(t− d2(g2)) dg2
≤cǫ
∫
g2: t−d(g2)>s0
v1(t− d2(g2)) dg2 ≤ cǫ v(t).
Using similar argument, one shows that
wi(t+ ǫ)− wi(t) ≤ cǫ v(t), i = 1, 2, 3,
for sufficiently small ǫ and for all t. Since for t > 2s0 + 2,
v(t+ǫ)−v(t) = (w1(t+ǫ)−w1(t))+(w2(t+ǫ)−w2(t))+(w3(t+ǫ)−w3(t)),
this implies the claim. 
A very similar argument establishes the following :
Proposition 8.7. Suppose that there exist c > 0 and s0 > t0 such that
for all t > s0,
vi(t+ 1) ≤ c vi(t), i = 1, 2.
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Then for all all t > 2s0 + 2,
v(t+ 1) ≤ (1 + 3c) v(t).
Proposition 8.8. Suppose that there exist c > 0 such that for all
sufficiently small ǫ > 0 and for all t ≥ t0,
v1(t+ ǫ)− v1(t) ≤ cǫmax{v1(t), 1}.
Then there exists s0 ≥ 0 such that for all sufficiently small ǫ > 0 and
for all t ≥ 2t0,
v(t+ ǫ)− v(t) ≤ cǫ v(t+ s0).
Proof. Since
v(t) =
∫
G2
v1(t− d2(g2)) dg2 =
∫
g2: t−d2(g2)≥t0
v1(t− d2(g2)) dg2,
it follows that for all sufficiently small ǫ > 0 and t ≥ 2t0,
v(t+ ǫ)− v(t) ≤ cǫ
∫
g2: t−d2(g2)≥t0
max{v1(t− d2(g2)), 1} dg2
≤ cǫ
∫
g2: t−d2(g2)≥t0
max{v1(t− d2(g2)), 1} dg2.
Since G1 is noncompact, v(t) → ∞ as t → ∞ and there exists s0 > 0
such that for all t > s0 + t0, we have v1(t) > 1. Then
v(t+ ǫ)− v(t) ≤ cǫ
∫
g2: t−d2(g2)≥t0
v1(s0 + t− d2(g2)) dg2
≤ cǫ v(t+ s0).

Proof of Theorem 3.14. (1) follows from Propositions 8.1 and 8.6. (2)
follows from Propositions 8.3 and 8.6. (3) follows from Propositions
8.2, 8.7 and 8.8. (4) follows from Propositions 8.5, 8.7 and 8.8. 
As we saw, the properties of balancedness and well-balancedness play
an important role in the proofs of the ergodic theorems. To complete
our discussion of the averages discussed in in Theorem 3.14, let us note
the following.
First, the following criterion is sufficient to establish that the aver-
ages (
∑
i aid
p
i )
p are in fact well-balanced, provided 1 < p <∞.
Proposition 8.9. Suppose that for some s0 > t0, ai, bi > 0, ui ≥ 0
and wi > 0,
ait
uiewit ≤ vi(t) ≤ bituiewit for t > s0 and i = 1, 2.
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Then the sets
Gt = {(g1, g2) : d1(g1)p + d2(g2)p < tp}
are well-balanced.
Proof. For s ∈ [0, 1],
vol(Gt) ≥ v1((1− sp)1/pt)v2(st)≫ (1− sp)u1/psu2tu1+u2 exp(κ(s)t)
where κ(s) = w1(1 − sp)1/p + w2s. It follows from convexity of κ that
for some s0 ∈ (0, 1), κ(s0) > w1, w2. This implies the claim. 
Typically, the averages defined by the distances
∑
i aidi are not bal-
anced. However, we have
Proposition 8.10. Under the assumptions of Proposition 8.9, there
exist α1, α2 > 0 such that the sets
Gt = {(g1, g2) : α1d1(g1) + α2d2(g2) < t}
are balanced.
Proof. Choosing α1, α2 > 0 suitably and rescaling the distance func-
tions we may assume that α1 = α2 = 1 and w1 = w2. We have
vol(Gt) ≥ v1(t/2)v2(t/2)≫ tu1+u2 exp(w1t).
This implies the claim unless u1 = u2 = 0. In this case,
vol(Gt)≫
∫
t−d2(g2)>s0
ew1(t−d2(g2)) dg2.
Since v2(t) ≫ ew2t, we have
∫
G2
e−w2d2(g)dg = ∞. This implies the
proposition. 
8.3. Admissible, well-balanced, boundary-regular families. The
present subsetion is devoted to the proof of Theorem 3.17, whose for-
mulation we recall.
Theorem 3.17. Let G = G1 · · ·Gs be an S-algebraic group and
ℓi denote the standard CAT (0)-metric on either the symmetric space
Xi or the Bruhat–Tits building Xi associated to Gi. For p > 1 and
ui ∈ Xi, define
Gt = {(g1, . . . , gs) :
∑
i
ℓi(ui, giui)
p < tp}.
Let m be a Haar measure G.
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(i) There exist α, β > 0 such that for every nontrivial projection
π : G→ L,
m(Gt ∩ π−1(Lαt))≪ e−βt ·mt(Gt) ,
namely the averages are well-balanced.
(ii) If G has at least one Archimedian factor, then the family Gt is
admissible, and writing m =
∫∞
0
mt dt where mt is a measure
supported on ∂Gt, the following estimate holds :
There exist α, β > 0 such that for every nontrivial projection
π : G→ L,
mt(∂Gt ∩ π−1(Lαt))≪ e−βt ·mt(∂Gt) ,
namely the averages are boundary-regular.
In the proof, we use the following lemma:
Lemma 8.11. With notation as in Theorem 3.17, there exists η > 0
such that for every ǫ > 0 and t≫ 0,
e(η−ǫ)t ≪ǫ m(Gt)≪ǫ e(η+ǫ)t.
Proof. Note that the stabilizer of ui is a maximal compact subgroup
Ki of Gi. For archimedian factors, one can choose a Cartan subgroup
Ai of Gi equipped with a scalar product such that the map a 7→ a · ui,
a ∈ Ai, is an isometry. Then Cartan decomposition Gi = KiA+i Ki
holds, and a Haar measure on Gi is given by dk1dνi(a)dk2 where
dνi(a) =
∏
α∈Σ+i
sinh(α(a))ni,αda, (8.6)
Σ+i denotes the set of positive roots, and ni,α is the dimension of the
root space. For non-Archimedean factors, there exists a lattice Ai in
the centralizer of a maximal split torus, equipped with a scalar product
such that the map a 7→ a ·ui, a ∈ Ai, is an isometry and Gi = KiA+i Ki.
Let
dνi =
∑
a∈A+i
vol(KiaKi)δa.
Note that
q
2ρi(a)
i ≪ vol(KiaKi)≪ q2ρi(a)i (8.7)
where qi is the order of the residue field and 2ρi is the sum of positive
roots. Consider a measure ν = ⊗iνi on A+ =
∏
iA
+
i , and set d(a) =
(
∑
i ‖ai‖pi )1/p. Let A˜+ =
∏
i(A
+
i ⊗ R), dν˜i(a) = q2ρi(a)i da for non-
Archimedean factors, ν˜i = νi for Archimedean factors, and ν˜ = ⊗iν˜i.
It follows from (8.7) that there exists c > 0 such that for t≫ 0,
ν˜({a ∈ A˜ : d(a) < t−c})≪ ν({a ∈ A : d(a) < t})≪ ν˜({a ∈ A˜ : d(a) < t+c}).
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Hence, the proof is reduced to estimation of the integral given by I(t) :=∫
a∈A˜+: d(a)<t
dν˜(a). Let
2ρ =
∑
i
(log qi) 2ρi and η = sup{2ρ(a) : a ∈ A˜+, d(a) < t}
(here we set qi = e for Archimedean factors). We have
I(t)≪ t(dim A˜+−1)eηt. (8.8)
For every ǫ > 0, there exists a closed cone C contained in the interior
of A˜+ such that for a ∈ C, 2ρ(a) > (η − ǫ)d(a). Then
I(t)≫
∫
a∈C: d(a)<t
e2ρ(a) da≫ e(η−ǫ)t.
This implies the claim. 
Proof of Theorem 3.17. To prove part (i), let G = LL′ be a nontrivial
decomposition of G. Using Lemma 8.11, we deduce that for s, ǫ ∈ (0, 1)
and t≫ 0,
m(Gt) ≥ mL(L(1−sp)1/pt)mL′(L′st)≫ǫ exp(κ(s, ǫ)t)
where κ(s, ǫ) = (η− ǫ)(1− sp)1/p + (η′ − ǫ)s. It follows from convexity
of κ(·, ǫ) that for some s0, ǫ0 ∈ (0, 1), we have κ(s0, ǫ0) > η, η′. Hence,
there exists β > 0 such that for every t≫ 0,
mL(Lt)≪ e−βt ·m(Gt). (8.9)
For α > 0, and t≫ 0, we have
m(Gt ∩ LαtL′)) ≤ mL(Lαt)mL′(L′t)≪ mL(Lαt)e−βt ·m(Gt).
This implies that the averages in question are well-balanced.
As to part (ii), namely admissibility, the property that
OǫGtOǫ ⊂ Gt+cǫ for some c > 0 and every ǫ, t > 0
follows from the triangle inequalities for di’s and the L
p-norm. Now we
show that
m(Gt+ǫ) ≤ (1 + cǫ)m(Gt) for some c > 0 and every t≫ 0, ǫ ∈ (0, 1).
(8.10)
Let d(g) = (
∑
i ℓi(ui, gui)
p)1/p. Write G = MN where M is an archi-
median factor and N is its complement. Setting
v(t) = mM (Mt) and w(t, n) = v((t
p − d(n)p)1/p),
we have
m(Gt) =
∫
d(n)<t
w(t, n) dn.
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We claim that the function v is differentiable and
v′(t)≪ max{t, v(t)} for all t > 0. (8.11)
To prove this, we consider the Cartan decomposition M = KA+K (as
in the proof of Lemma 8.11) and introduce polar coordinates (r, ω) ∈
R+ × S+ on the Lie algebra of A. The Haar measure is given by
ξ(r, ω) dk1drdωdk2 with explicit density ξ (see (8.6)). We get
mM(Mt+ǫ)−mM (Mt) =
∫
S+
∫ t+ǫ
t
ξ(r, ω) drdω = ǫ
∫
S+
ξ(σ(ω), ω) dω
(8.12)
for some σ(ω) ∈ [t, t + ǫ]. Since ξ(r, ω) ≪ r for r ∈ [0, 1], this implies
(8.11) for t ∈ [0, 1]. To establish (8.11) for t > 1, we use the property
of the function ξ stated in (8.1). It follows from (8.11) that
w′(t, n)≪ max{1, w(t, n)}.
uniformly on t > 0 and n ∈ N satisfying d(n) < t, and we deduce the
estimate
m(Gt+ǫ)−m(Gt)≪ ǫ
∫
d(n)<t
max{1, w(t+ ǫ, n)} dn
for every t > 0 and ǫ ∈ (0, 1). There exists t0 > 1 such that w(t +
t0, n) > 1 for every t > 0 and n ∈ N such that d(n) < t. Then
m(Gt+ǫ)−m(Gt)≪ ǫ
∫
d(n)<t
w(t+ t0, n) dn ≤ ǫm(Gt+t0).
Now (8.10) follows from Lemma 8.11. This proves that the sets Gt
are admissible. We have decomposition of the Haar measure on M :
mM =
∫∞
0
mM,t dt, where mM,t is measure supported on ∂Mt. Note
that
mM,t(∂Mt) = v
′(t).
The Haar measure on G has a decomposition: m =
∫∞
0
mt dt, where
dmt(m,n) = t
p−1(tp − d(n)p)1/p−1dmM,(tp−dN (n)p)1/p(m)dn.
Hence, we have
mt(∂Gt) =
∫
d(n)<t
w′(t, n)dn.
As in (8.8),
mM (Mt) =
∫
S+
∫ t
0
ξ(s, ω)dsdω≪ tdimA−1eηt
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where η = max{2ρ(ω) : ω ∈ S+} and 2ρ is the sum of positive roots of
A. Choosing a small neighborhood U of ω0 satisfying 2ρ(ω0) = η, we
deduce that using (8.12) that for every δ > 0 and t≫ 0,
mM (Mt+ǫ)−mM(Mt) ≥ ǫ
∫
U
ξ(σ(ω), ω) dω≫ ǫ · e(η−δ)t,
This implies that for every δ > 0 and t≫ 0, v′(t)≫ v((1−δ)t). Hence,
for α ∈ (0, 1) and t≫ 0,
mt(∂Gt) ≥
∫
d(n)<αt
w′(t, n) dn≫
∫
d(n)<αt
w(t, n) dn ≥ m(Gαt). (8.13)
For α ∈ (0, 1) and t≫ 0,
mt(∂Gt ∩MαtN) =
∫
(1−αp)−1/pt<d(n)<t
w′(t, n) dn
≪
∫
(1−αp)−1/pt<d(n)<t
max{1, w(t, n)} dn
≤ mN(N ∩Gt) +m(Gt ∩MαtN).
Also, for every nontrivial simple factor π : N → L,
mt(∂Gt ∩Mπ−1(Lαt)) =
∫
n∈π−1(Lαt),d(n)<t
w′(t, n) dn
≪
∫
n∈π−1(Lαt),d(n)<t
max{1, w(t, n)} dn
≤ mN (π−1(Lαt) ∩Gt) +m(Gt ∩Mπ−1(Lαt)).
Now boundary-regularity follows from (8.9), (i), (8.13). 
8.4. Admissible sets on principal homogeneous spaces. We now
consider sets defined by a norm on principal homogeneous spaces, which
appear in the discussion of integral equivalence of forms in two or more
variables in §2.3.
Proposition 8.12. Let G be a connected semisimple Lie group with
finite center, ρ : G→ GL(V ) an irreducible representation, and v0 ∈ V
with compact stabilizer. We fix a norm on V and set
Gt = {g ∈ G : log ‖ρ(g)v0‖ < t}
Let π denote the projection on the highest weight space. If 0 /∈ π(ρ(K)v0)
for a maximal compact subgroup K of G, then the sets Gt are admis-
sible.
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In particular, the proposition applies to the following example: the
group G = SLk(R) acting on the space Wn,k of homogeneous polynomi-
als of degree n and f0 ∈ Wn,k is such that f(x) 6= 0 for all x ∈ Rd\{0}.
In the proof we use the following lemma.
Lemma 8.13 (cf. [EMS], Lemma A.4). Let λi(ω) ∈ R and vi(k) ∈ V
depend on parameters ω, k and for every s ≥ 0,
exp(smax
i
λi(ω))≪
∥∥∥∥∥∑
i
esλi(ω)vi(k)
∥∥∥∥∥≪ exp(smaxi λi(ω))
uniformly on ω, k. Then there exists T0 > 0 such that for every T > T0,
the set {
s ≥ 0 :
∥∥∥∥∥∑
i
esλi(ω)vi(k)
∥∥∥∥∥ < T
}
is an interval [0, r(T, ω, k)] and
r((1 + ǫ)T, ω, k)− r(T, ω, k)≪ ǫ (8.14)
uniformly on ω, k, ǫ ∈ (0, 1), and T > T0.
We note that the statement of Lemma A.4 in [EMS] is somewhat
weaker than the statement above, but the proof there implies the
lemma in this generality.
Proof of Proposition 8.12. We fix a Cartan decompositionG = KA+K.
For a weight λ of Lie(A), we denote by πλ the projection on the weight
space of λ. Then for g ∈ k1 exp(a)k1 ∈ G,
gv0 =
∑
λ
eλ(a)k1πλ(k2v0)
This implies that
max
λ, k2
eλ(a)‖πλ(k2v0)‖ ≪ ‖gv0‖ ≪ max
λ, k2
eλ(a)‖πλ(k2v0)‖,
and it follows from the assumption 0 /∈ π(Kv0) that
eλmax(a) ≪ ‖gv0‖ ≪ eλmax(a). (8.15)
It is straightforward to check that OǫGt ⊂ Gt+cǫ for some c > 0.
Now we show that GtOǫ ⊂ Gt+cǫ as well. For g = k1 exp(a)k2 and h in
G, we have
‖ghv0 − gv0‖ ≪
∑
λ
eλ(a)‖πλ(k2(hv0 − v0))‖ ≪ eλmax(a)‖hv0 − v0‖
≪ ‖gv0‖d(h, e).
This estimate implies the claim.
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It remains to show that for sufficiently small ǫ > 0 and for sufficiently
large t,
mG(Gt+ǫ)−mG(Gt)≪ ǫ. (8.16)
Since (8.15) holds, we may apply Lemma 8.13 with vectors v′is given by
k1πλ(k2v0) with k1, k2 ∈ K. This implies the Lipschitz estimate (8.14),
and (8.16) is deduced as in [EMS, Proposition A.5]. 
Proposition 8.14. Under the assumptions of Proposition 8.12, there
exist c > 0, a > 0, and b = 1, . . . , rank(G) such that
vol(Gt) ∼ ctb−1eat as t→∞.
Proof. Fix a Cartan decomposition G = KA+K. Then the Haar mea-
sure on G is given by ξ(a)dk1dadk2. For k1, k2 ∈ K, set
At(k1, k2) = {a ∈ A : log ‖k1ak2‖ < t}.
We have
vol(Gt) =
∫
K×K
∫
At(k1,k2)
ξ(a)dadk1dk2.
By [GW, §7],∫
At(k1,k2)
ξ(a)da ∼ c(k1, k2)tb(k1,k2)ea(k1,k2)t as t→∞.
Also, it follows from (8.15) that
tb−1eat ≪
∫
At(k1,k2)
ξ(a)da≪ tb−1eat
for sufficiently large t and k1, k2 ∈ K. Hence, the parameters a(k1, k2)
and b(k1, k2) are constant, and the claim follows from the dominated
convergence theorem. 
8.5. Tauberian arguments and Ho¨lder continuity. Finally, we
will now establish the Ho¨lder-admissibility property of averages defined
by a regular proper function on an algebraic varieties with a regular vol-
ume form. Our approach uses the following Tauberian theorem which
is proved using the argument of [CT], Theorem A.1.
Proposition 8.15. Let v : [0,∞)→ [0,∞) and f(s) = ∫∞
0
x−sv(x) dx.
(1) Let v(t) be increasing for sufficiently large t. Assume that the
integral f(s) converges for Re(s) ≫ 0, admits meromorphic
continuation to Re(s) > a−δ0, and in this domain it has unique
pole s = a of multiplicity b and satisfies∣∣∣∣f(s)(s− a)bsb
∣∣∣∣ = O((1 + Im(s))κ)
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for some κ > 0. Then
v(t) = ta−1P (log t) +O(ta−1−δ) as t→∞
for some nonzero polynomial P and δ > 0.
(2) Let v(t) be increasing for sufficiently small t. Assume that the
integral f(s) converges for Re(s) ≪ 0, admits meromorphic
continuation to Re(s) < a+δ0, and in this domain it has unique
pole s = a of multiplicity b and satisfies∣∣∣∣f(s)(s− a)bsb
∣∣∣∣ = O((1 + Im(s))κ)
for some κ > 0. Then
v(t) = ta−1P (log t) +O(ta−1+δ) as t→ 0+
for some nonzero polynomial P and δ > 0.
Proof. The first statement is essentially proved in [CT] (in the context
of Dirichlet series), and the second statement is proved similarly. We
give a sketch of the proof for the second statement.
For negative a′ < a, define
wk(t) =
(−1)k+1k!
2πi
∫
a′+iR
f(s)ts
ds
sk+1
.
This integral is absolutely convergent for k > κ. Applying Cauchy
formula for the region a′ < Re(s) < a + δ0/2, Im(s) ≤ S with S →∞
we deduce that for some nonzero polynomial Pk,
wk(t) = t
aPk(log t) +O(t
a+δ0/2) as t→ 0+. (8.17)
It follows from the formula∫
a′+iR
λs
ds
sk+1
=
{ −2πi
k!
(log λ)k 0 < λ ≤ 1,
0 λ < 1
that
wk(t) = (−1)k
∫ ∞
t
(log(t/x))k v(x)dx =
∫ ∞
t
(log(x/t))k v(x)dx.
Now we derive asymptotic expansion for wk−1 assuming that (8.17)
holds. By the intermediate value theorem, for every t > 0 and η ∈
(0, 1),
wk−1(t) ≤
∫∞
t
(
(log(x/t(1− η)))k − (log(x/t))k) v(x)dx
−k log(1− η)
≤ wk(t(1− η))− wk(t)−k log(1− η) ,
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and
wk−1(t) ≥
∫∞
t(1+η)
(
(log(x/t))k − (log(x/t(1 + η))k) v(x)dx
k log(1 + η)
+
1
log(1 + η)
∫ t(1+η)
t
(log(x/t))k v(x)dx
≥ wk(t)− wk(t(1 + η))
k log(1 + η)
.
Taking η = tǫ with small ǫ > 0 and using (8.17), we deduce that from
the above estimates that
wk−1(t) = t
aPk−1(log t) +O
(
(log t)degPkta+ǫ + ta+δ0/2−ǫ
)
as t→ 0+
for some nozero polynomial Pk−1 (see [CT], proof of Theorem A.1, for
a detailed computation). This implies that (8.17) holds for all k ≥ 0.
To complete the proof, we observe that for small t > 0 and η ∈ (0, 1),
1
tη
(w0(t(1− η))− w0(t)) ≤ v(t) ≤ 1
tη
(w0(t)− w0(t(1 + η))).
Setting η = tǫ with small ǫ > 0, we deduce the required asymptotic
expansion for v(t) from the asymptotic expansion for w0(t). 
We will now employ Proposition 8.15 and prove the Ho¨lder continuity
of the volume function in the context of algebraic functions on algebraic
varieties.
Theorem 8.16. Let X be a real algebraic variety equipped with a reg-
ular volume form ω and Ψ : X → R a nonconstant regular proper
function. Then the function g(t) =
∫
Ψ(x)<t
dω is uniformly Ho¨lder on
finite intervals.
Proof. At regular values of Ψ,
g′(t) =
∫
Ψ−1(t)
dνt
‖∇Ψ‖
where νt is the induced measure on the fiber Ψ
−1(t). We claim that for
t in a neighborhood of an isolated critical value t0,
g′(t)≪ |t− t0|−r (8.18)
for some r > 0. Let Z be the set of critical points of Ψ in Ψ−1(t0). By
Lojasiewicz’s inequality (see, for example, [BM], Theorem 6.4),
‖(∇Ψ)x‖ ≫ d(x, Z)r
for some positive r. For x ∈ Ψ−1(t) and z ∈ Ψ−1(t0),
d(x, z)≫ |Ψ(x)−Ψ(z)| = |t− t0|.
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This implies (8.18), and by the intermediate value theorem, for t0 <
t1 < t2 in a neighborhood of t0,
|g(t2)− g(t1)| ≪ |t1 − t0|−r · |t2 − t1|. (8.19)
Next, we show that g is Ho¨lder at critical values of Ψ. For c > 0,
we consider the function v defined by v(t) =
∫
c≤Ψ<c+t
dω for t < 1 and
v(t) = 0 for t ≥ 1, and its transform
f(s) =
∫ ∞
0
t−sv(t)dt =
∫
c≤Ψ(x)<c+1
1− (Ψ(x)− c)1−s
1− s dω(x)
which is absolutely convergent for Re(s) < 1. Applying Hironaka reso-
lution of singularities to the function F (g) = Ψ(x)− c, we deduce that
there exists an atlas of maps φi : (−1, 1)d → Ui, Ui is open in X , such
that φi’s are diffeomorphisms on sets of full measure, and
F (φi(x)) = x
αiFi(x) and dω(φi(x)) = x
βiρi(x)dx
where xαi and xβi denote monomials, and Fi and ρi are positive smooth
functions. Let {ηi} be a partition of unity subordinate to the cover {Ui}
such that∑
i ηi = 1 on {c ≤ Ψ(x) ≤ c+ 1/2} and supp(ηi) ⊂ {Ψ(x) < c+ 1}.
We have∫
c≤Ψ(x)<c+1
(Ψ(x)− c)1−s dmG(g) (8.20)
=
∑
i
∫
x∈(−1,1)d:xαi≥0
xβi+(1−s)αiFi(x)
1−sρi(x)ηi(φi(x)) dx+ ξ(s)
where ξ(s) is an integral over the region Ψ(x) > c+1/2, hence, holomor-
phic, and the other integrals can be meromorphic continued integrating
by parts:∫
(0,1)d
xβi+(1−s)αiFi(x)
1−sρi(x)ηi(φi(x)) dx
=
(∏
j
(1 + βi + (1− s)αi,j)
)−1 ∫
(0,1)d
x1+βi+(1−s)αi(Fi(x)
1−sρi(x)ηi(φi(x)))
′ dx.
Therefore, (8.20) implies that the conditions of Proposition 8.15(2) are
satisfied, and hence,
v(t) = ta−1P (log t) +O(ta−1+δ) as t→ 0+
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for some a ≥ 1. If a = 1, then vol({x : Ψ(x) = c}) > 0, but the set
{x : Ψ(x) = c} is a proper algebraic subvariety of X . Hence, a > 1 and
we deduce the Ho¨lder estimate
vol({x : c ≤ Ψ(x) < c+ t})≪ tα. (8.21)
with α < a− 1.
Since g is a polynomial function it has only finitely many critical
values. The function g is C1 on the set of regular values. Hence, it
remains to show that g is Ho¨lder in a neighborhood of a critical values.
For instance, consider the case when t1 and t2 are in a neighborhood
of a critical value t0 and t0 < t1 < t2. The other cases are treated
similarly. We have
|g(t2)− g(t1)| ≪ (t1− t0)α+(t2− t0)α ≪ (t1− t0)α+(t2− t1)α. (8.22)
When (t1 − t0)−r ≤ (t2 − t1)−1/2, the Ho¨lder estimate follows from
(8.19), and when the opposite inequality holds, the Ho¨lder estimate
follows from (8.22). This completes the proof. 
We now obtain the following
Theorem 8.17. Let X be a real algebraic variety equipped with a reg-
ular volume form ω, Ψ : X → [1,∞) a proper function, and
v(t) = vol({x ∈ X : Ψ(x) < t}).
Then for some a ≥ 1, a nonzero polynomial P , and δ > 0, we have
v(t) = ta−1P (log t) +O(ta−1−δ) as t→∞.
Proof. First note that since the function θ(t) = max{‖x‖ : Ψ(x) < t} is
semialgebraic, there exists M > 0 such that θ(t) ≪ tM for sufficiently
large t. This implies that for some N > 0 and t ≫ 0, we have v(t) ≪
tM .
Now let w(t) = v(t)−v(1) for t ≥ 1 and w(t) = 0 for t < 1. Consider
the transform of w:
f(s) =
∫ ∞
0
t−sw(t)dt
which is convergent for Re(s) > M + 1 and
f(s) = (s− 1)−1
∫
X
Ψ(x)−s+1 dω(x)
Applying Hironaka resolution of singularities, we may assume X is
semialgebraic subset of a smooth projective variety Y , and there exists
an atlas of maps φi : (−1, 1)d → Y , Ui is open in Y , such that φi’s are
THE ERGODIC THEORY OF LATTICE SUBGROUPS 107
diffeomorphisms on sets of full measure, and φ−1i (Ui ∩X) is a union of
quadrants, and
Ψ(φi(x))
−1 = xαiΨi(x), dω(φi(x)) = x
βiρi(x)dx,
where xαi and xβi denote monomials, and Fi and ρi are smooth func-
tions nonvanishing on (−1, 1)d. Let {ηi} be a partition of unity subor-
dinate to the cover {Ui}. Then∫
X
Ψ(x)−s+1 dω(x) =
∑
i
∫
φ−1i (Ui∩X)
x(s−1)αi+βiΨi(x)
s−1ρi(x)ηi(φi(x)) dx.
Integrating by parts, we deduce that this expresion has meromorphic
continuation and satisfies the conditions of Proposition 8.15. This im-
plies the claim. 
Theorem 8.18. Let X be a real algebraic variety equipped with a reg-
ular volume form ω and Ψ : X → [1,∞) a nonconstant regular proper
function. Then for some β > 0, the function g(t) =
∫
Ψ<t
dω satisfies
g((1 + ǫ)t)− g(t)≪ ǫβ max{1, g(t)} for all ǫ ∈ (0, 1) and t ≥ 0.
Proof. On finite intervals, this is already proved in Theorem 8.16 Since
Ψ is regular, it has only finitely many critical points. Thus, it remains
to consider an interval t ≫ 0 which contains no critical points. It
follows from Theorem 8.17 that for t ≥ ǫ−α with arbitrary α > 0, we
have
g((1 + ǫ)t)− g(t)≪ ǫβ g(t)
where β > 0 depends on α. To prove the estimate for t < ǫ−α, we use
that
g′(t) =
∫
Ψ=t
‖(∇Ψ)x‖−1 dωt
where ωt is the regular volume form on {Ψ = t} induced by ω. Since the
function t 7→ max{‖(∇Ψ)x‖−1 : Ψ(x) = t} is semialgebraic, it follows
that there exists M > 0 such that for Ψ(x)≫ 0,
‖∇(log Ψ)x‖−1 ≪ Ψ(x)M .
Similarly, for Ψ(x)≫ 0,
‖x‖ ≪ Ψ(x)N .
This implies that for some N > 0 and t≫ 0, we have
g′(t)≪ tN .
Then when 0≪ t < ǫ−α with α < 1/N , we have Ho¨lder estimate
g(t+ ǫ)− g(t)≪ ǫ1−αN .
Hence, the claim follows. 
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Finally, we combine the foregoing arguments to prove Ho¨lder-admissibility
of families defined by a height function on a product of affine varieties,
and in particular on S-algebraic group (as stated in Theorem 3.15).
Theorem 8.19. Let X = X1 · · ·XN be a product of affine varieties Xi
over local fields equipped with regular volume forms. We denote by ‖·‖i
either the Euclidean norm for Archemedian places or the max-norm for
non-Archemedian places and set
Xt = {(x1, . . . , xN) :
∑
i
log ‖xi‖i < t}.
If at least one of the factors of X is Archimedean, then the function
t 7→ vol(Xt) is uniformly Ho¨lder.
Proof. Setting vi(t) = vol({xi : log ‖xi‖ < t}, the claim is deduced
applying Propositions 8.8 and 8.7 inductively. Using restriction of
scalars, we can assume that all Archimedean factors are real. For
Archimedean vi’s, the assumption of Proposition 8.8 follow from The-
orem 8.18 and the assumption of Proposition 8.7 follows from Propo-
sition 8.17. Hence, it remains to verify the assumption of Proposition
8.7 at non-Archimedean places. In this case, it follows from [De] that∫
Xi
‖x‖si dωi(x) is a rational function of qsi and q−si where qi is the order
of the residue field. Hence,
wi(n) := vol({x ∈ Xi : ‖xi‖i = qni }) =
∑
j
pij(n)q
aijn
i
for rational polynomials pij and aij ∈ Z. This implies that vi(t) =∑
n<twi(n) satisfies vi(t+ 1)≪ vi(t) for sufficiently large t.
Now the claim follows from Propositions 8.8 and 8.7. 
References
[Ba] H. J. Bartels, Nichteuklidische Gitterpunktprobleme und Gleichverteilung in
linearen algebraischen Gruppen. Comm. Math. Helv. 57 (1982), 158-172.
[Be] M. B. Bekka, On uniqueness of invariant means . Proc. A. M. S., vol. 126
pp. 507-514 (1998).
[BM] E. Bierstone and P. Milman, Semianalytic and subanalytic sets. Inst. Hautes
E´tudes Sci. Publ. Math. 67 (1988), pp. 5–42.
[BG] A. Borel and H. Garland, Laplacian and the discrete spectrum of an arithmetic
group. Amer. J. Math. 105 (1983), pp. 309-335.
[BW] A. Borel and N. Wallach, Continuous Cohomology, Discrete Subgroups, and
Representation of Reductive Groups. Annals of Math. Studies 94 Princeton
University Press, Princeton, 1980.
[BR] L. Bowen and C. Radin, Optimally dense packing of hyperbolic space. Geom.
Dedicata. 104 (2004), pp. 37-59.
THE ERGODIC THEORY OF LATTICE SUBGROUPS 109
[CT] A. Chambert-Loir and Y. Tschinkel, Fonctions zeˆta des hauteurs des espaces
fibre´s. In : Rational points on algebraic varieties, pp. 71–115, Progr. Math.,
199, Birkhuser, Basel, 2001.
[Co] M. Cowling, Sur les coefficients des repre´sentations unitaires des groupes de
Lie simples. Analyse harmonique sur les groupes de Lie. Se´minaire Nancy–
Strasbourg 1975–77, pp. 132–178, Lecture Notes in Mathematics, 739,
Springer Verlag, 1979.
[Co1] M. Cowling, The Kunze-Stein phenomenon. Ann. Math. 107 (1978), pp. 209-
234.
[CHH] M. Cowling, U. Haagerup and R. Howe, Almost L2-matrix coefficients. J.
Reine. Ang. Math. 387 (1988), pp. 97-110.
[CN] M. Cowling and A. Nevo, Uniform estimates for spherical functions on com-
plex semisimple Lie groups. Geom. Func. Anal. 11 (2001), pp. 900-932.
[De] J. Denef, The rationality of the Poincare´ series associated to the p-adic points
on a variety. Invent. Math. 77 (1984), no. 1, 1–23.
[DRS] W. Duke, Z. Rudnick and P. Sarnak, Density of integer points on affine
homogeneous varieties. Duke Math. J. 71(1993), pp. 143-179.
[EM] A. Eskin and C. McMullen, Mixing, counting and equidistribution in Lie
groups. Duke Math. J. 71(1993), pp. 181-209.
[EMS] A. Eskin, S. Mozes and N. Shah, Unipotent flows and counting lattice points
on homogeneous varieties. Ann. Math. 143 (1997) pp. 253-299.
[GV] R. Gangolli and V. S. Varadarajan, Harmonic Analysis of Spherical Functions
on Real Reductive Groups. Modern Surveys in Mathematics, 101 Springer
Verlag, 1988.
[GN] A. Gorodnik and A. Nevo, Counting lattice points. Preprint, 2006.
[GW] A. Gorodnik and B. Weiss, Distribution of lattice orbits on homogeneous
varieties. Geom. Funct. Anal.17 (2007) pp. 58-115.
[G] Y. Guivarc’h, Ge`neralisation d’un the`reme de von-Neumann. C. R. Acad. Sci.
Paris 268 (1969), pp. 1020-1023.
[HC1] Harish Chandra, Spherical functions on a semi-simple Lie group I. Amer. J.
Math. 80 (1958), pp. 241-310.
[HC2] Harish Chandra, Spherical functions on a semi-simple Lie group II. Amer.
J. Math. 80 (1958), pp. 553–613.
[HC3] Harish Chandra, Harmonic analysis on reductive p-adic groups. In : Har-
monic Analysis on Homogeneous spaces, Proc. Symp. Pure Math. 26, A.M.S.,
Providence 1973, pp. 167-192.
[He1] S. Helgason, Differential Geometry, Lie Groups and Symmetric Spaces. Aca-
demic Press, 1978.
[He2] S. Helgason, Groups and Geometric Analysis. Academic Press, 1984.
[H] R. E. Howe, On a notion of rank for unitary representations of the classical
groups. Harmonic Analysis and Group Representations, C.I.M.E., 2 ◦ ciclo,
Liguori (1982) pp. 223–232.
[HT] R. E. Howe, and E. C. Tan, Non-Abelian Harmonic Analysis. Springer Verlag,
1992.
[HM] R. E. Howe and C. C. Moore, Asymptotic properties of unitary representa-
tions. J. Funct. Anal. 32 (1979), pp. 72-96.
[J] J. Jost, Riemannian geometry and geometric analysis. Universitext. Springer
Verlag, Berlin, 2005.
110 ALEXANDER GORODNIK AND AMOS NEVO
[Ka] D. A. Kazhdan, On a connection between the dual space of a group and the
structure of its closed subgroups. Funct. Anal. Appl. 1 (1967), pp. 63–65.
[KM] D. Kleinbock and G. A. Margulis, Logarithm laws for flows on homogeneous
spaces. Invent. Math. vol. 138, pp. 451-494 (1999).
[Kn] A. W. Knapp, Representation Theory of Semisimple Groups: an Overview
Based on Examples. Princeton Mathematical Series, 36 Princeton Univ.
Press, 1986.
[Li] J.-S. Li, The minimal decay of matrix coefficients for classical groups. “Har-
monic Analysis in China”, Math. Appl. 327, Kluwer (1995), pp. 146-169.
[LZ] J.-S. Li and C.B. Zhu, On the decay of matrix coefficients of exceptional
groups. Math. Ann. 305 (1996) pp. 249-270.
[LP] P. Lax and R. Phillips, The asymptotic distribution of lattice points in Eu-
clidean and Non-Euclidean spaces. J. Funct. Anal. 46 (1982), pp. 280-350.
[M] G. A. Margulis, Discrete Subgroups of Semisimple Lie Groups. Modern survey
in Math. 17, Springer Verlag, 1991.
[MNS] G. Margulis, A. Nevo and E. M. Stein, Analogs of Wiener’s ergodic theorems
for semisimple Lie groups II. Duke. Math. J. 103 (2000), pp. 233-259.
[Ma] F. Maucourant, Homogeneous asymptotic limits of Haar measures of semisim-
ple linear groups and their lattices. Duke Math. J. 136 (2007) pp. 357-399.
[N0] Nevo, Harmonic analysis and pointwise ergodic theorems for non-commuting
transformations. J. Amer. Math. Soc. 7 (1994), pp. 875-902.
[N1] A. Nevo, Pointwise ergodic theorems for radial averages on simple Lie groups
I. Duke Math. J. 76 (1994), pp. 113-140.
[N2] A. Nevo, Pointwise ergodic theorems for radial averages on simple Lie groups
II. Duke Math. J. 86 (1997), pp. 239-259.
[N3] A. Nevo, Spectral transfer and pointwise ergodic theorems for semisimple
Kazhdan groups. Math. Res. Lett. 5 (1998), pp. 305-325.
[N4] A. Nevo, Exponential volume growth, maximal functions on symmetric spaces,
and ergodic theorems for semisimple Lie groups. Erg. Th. & Dyn. Sys. 25
(2005), pp. 1257-1294.
[N5] A. Nevo, Pointwise ergodic theorems for actions of groups. Handbook of Dy-
namical Systems, vol. IB, Eds. B. Hasselblatt and A. Katok, 2006, Elsevier,
pp. 871-982.
[NS] A. Nevo and E. M. Stein, A generalization of Birkhoff pointwise ergodic the-
orem. Acta Math. 173 (1994), pp. 135-154.
[NS1] A. Nevo and E. M. Stein, Analogs of Wiener’s ergodic theorems for semisim-
ple groups I. Ann. Math. vol. 145, pp. 565-595 (1997).
[Oh] H. Oh, Uniform pointwise bounds for matrix coefficients of unitary represen-
tations and applications to Kazhdan constants. Duke J. Math. 113 (2002),
pp. 133-192.
[Se] A. Selberg, Harmonic analysis and discontinuous groups in weakly symmetric
Riemannian spaces with applications to Dirichlet series. J. Indian Math. Soc.
20 (1956), pp. 47-87.
[St] G. Stuck, Cocycles of ergodic group actions and vanishing of first cohomology
for S-arithmetic groups. Amer. J. Math. 113 (1991), pp. 1-23.
[V] A. Veca, The Kunze-Stein phenomenon. Ph. D. Thesis, Univ. of New South
Wales, 2002.
THE ERGODIC THEORY OF LATTICE SUBGROUPS 111
[V1] V. S. Varadarajan, Lie Groups, Lie Algebras, and Their Representations.
Graduate Texts in Mathematics, 102, Springer Verlag, 1984.
University of Bristol, UK
E-mail address : a.gorodnik@bristol.ac.uk
Department of Mathematics, Technion IIT
E-mail address : anevo@tx.technion.ac.il
