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Abstract
Let D be a digraph. The competition-common enemy graph (CCE graph) of D has the same set of vertices as D and an edge
between vertices u and v if and only if there are vertices w and x in D such that (w, u), (w, v), (u, x), and (v, x) are arcs of D. We
call a graph a CCE graph if it is the CCE graph of some digraph. In this paper, we show that if the CCE graph of a doubly partial
order does not contain C4 as an induced subgraph, it is an interval graph. We also show that any interval graph together with enough
isolated vertices is the CCE graph of some doubly partial order.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Given a digraph D = (V ,A), the competition graph G = C(D) of D has the same vertex set as D and has an edge
uv if for some vertex x ∈ V the arcs (u, x) and (v, x) are in D. The notion of competition graph is due to Cohen [2]
and has arisen from ecology. Competition graphs also have applications in coding, radio transmission, and modelling
of complex economic systems. (See [18,20] for a summary of these applications and [7] for a sample paper on the
modelling application.) Since Cohen introduced the notion of competition graph, various variations have been deﬁned
and studied by many authors (see the survey articles by Kim [10] and Lundgren [15]). The notion of competition-
common enemy graph (CCE graph) was introduced by Scott [22] as one of the variants. The CCE graph of a digraph
D has the same set of vertices as D and an edge between vertices u and v if and only if there are vertices w and x in D
such that (w, u), (w, v), (u, x), and (v, x) are edges of D. Readers may refer to [6,9,11,13,21,22] for results on CCE
graphs.
A graph G = (V ,E) is an interval graph if we can assign to each vertex v in V a real interval J (v) so that whenever
v = w,
vw ∈ E if and only if J (v) ∩ J (w) = ∅.
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Fig. 1. A doubly partial order D.
Cohen [2,3] observed empirically that most competition graphs of acyclic digraphs representing food webs are interval
graphs. Cohen’s observation and the continued preponderance of examples that are interval graphs led to a large
literature devoted to attempts to explain the observation and to study the properties of competition graphs. Roberts
[19] showed that every graph can be made into a competition graph of an acyclic digraph by adding isolated vertices.
(Add a vertex v corresponding to each edge  = {a, b} of G, and draw arcs from a and b to v.) He then asked for a
characterization of acyclic digraphs D whose competition graphs C(D) are interval graphs. Since then, the problem
has remained elusive and it has been the fundamental open problem in the study of competition graphs. There have
been efforts at settling the problem and some progress has been made (see [3,8,16,23]).
The study of acyclic digraphs whose competition graphs are interval graphs led to several new problems and appli-
cations (see [4,5,12,17] for sample papers).
We deﬁne a partial order ≺ on R2 by
(x1, y1) ≺ (x2, y2) if and only if x1 <x2 and y1 <y2.
A doubly partial order is a subset of R2 along with the inherited partial order on R2. A digraph D is called a doubly
partial order if D is the digraph of a doubly partial order (see Fig. 1 for example). We may embed the CCE graph of a
doubly partial order D in R2 by locating each vertex at the same position as in D. We will always assume that D and
its CCE graph are embedded in R2 in the natural way.
We say that a graph G is the competition graph of a doubly partial order if there is a doubly partial order D such
that G is isomorphic to the competition graph of D. Similarly, a graph G is the CCE graph of a doubly partial order if
there is a doubly partial order D such that G is isomorphic to the CCE graph of D.
Cho and Kim [1] showed that the competition graphs of doubly partial orders are interval graphs. For the CCE
graphs, it might not be true, as shown in Fig. 2.
However, the CCE graph of a doubly partial order is an interval graph unless it contains C4 as an induced subgraph,
as we shall show in the next section. We also show that any interval graph can be made into the CCE graph of a doubly
partial order by adding sufﬁciently many vertices.
2. Main results
We shall show that the CCE graph of a doubly partial order D is an interval graph unless it contains C4 as an induced
subgraph. We ﬁrst present the following useful lemmas.
For each vertex v in R2, we denote its ﬁrst component by v1 and the second component by v2. For vertices u and v
in R2, we write
u ↘ v
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Fig. 2. An example of a doubly partial order D whose CCE graph is not an interval graph.
if u1v1 and v2u2 and
uv
if u1v1 and u2v2. For a, b, c ∈ R, we write
a, b < c (resp. a, b > c)
if max{a, b}<c (resp. min{a, b}>c) and
a, bc (resp. a, bc)
if max{a, b}c (resp. min{a, b}c). For x, y, z ∈ R2, x, y ≺ z (resp. x, y 	 z) means x ≺ z and y ≺ z (resp. x 	 z
and y 	 z).
Lemma 1. Let D be a doubly partial order and G be the CCE graph of D. If there exist two distinct vertices u and v
of degree at least one in G such that vu, then u and v are adjacent in G.
Proof. Since degG u1, there exists a vertex adjacent to u in G, which implies that there exists a vertex w ∈ V (G)
such that
u ≺ w.
Since degG v1, there exists a vertex adjacent to v and so there exists a vertex x ∈ V (G) such that
x ≺ v.
Thus, max{u1, v1}=u1 <w1 and max{u2, v2}=u2 <w2 and x1 <v1 =min{u1, v1}, and x2 <v2 =min{u2, v2}. Hence
u and v are adjacent in G. 
Lemma 2. Let D be a doubly partial order and G be the CCE graph of D. Suppose that u, v, w are vertices satisfying
u ↘ v ↘ w in D and that u and w are adjacent in G. Then v is adjacent to u and w (See Fig. 3 for illustration).
Proof. Since u and w are adjacent in G, there exist vertices x and y such that
x ≺ u,w ≺ y.
Then since u ↘ v ↘ w, it is true that
x1 <u1v1w1 <y1
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Fig. 3. Given adjacent vertices u and v of the CCE graph of a doubly partial order, any vertex in the gray region including the boundary is adjacent
to both of them by Lemma 2.
and
x2 <w2v2u2 <y2,
which implies that x ≺ v ≺ y. By the deﬁnition of the CCE graph, v is adjacent to u and w. 
We call a cycle C a hole if it is an induced subgraph of G with length greater than or equal to 5.
Theorem 3. The CCE graph of a doubly partial order cannot contain a hole.
Proof. Let G be the CCE graph of a doubly partial order isomorphic to the given partial order. It is sufﬁcient to show
that the theorem is true for G. We prove it by contradiction. Suppose that G contains a hole C of length k for some
integer k5. Then, there exists a vertex in C with the largest second component. Let u be such a vertex and let v and
w be the vertices adjacent to u on the cycle. In addition, let x be the vertex on C adjacent to v. We assume that
v1w1. (1)
By Lemma 1,
x1 >u1 (2)
and
v2 >w2. (3)
Furthermore, w is not adjacent to x. For, otherwise,
uvxwu
forms a 4-cycle and this contradicts the assumption that C is a hole. Suppose that w1 <x1. Then w2x2 by Lemma 1
since w and x are nonadjacent. Now by (1) and (3),
v1w1 <x1 and x2w2 <v2
and so v ↘ w ↘ x. Thus, by Lemma 2, v and w are adjacent and we reach a contradiction. If w1x1, then w2 <x2
by Lemma 1. By (2) and our choice of u,
u1 <x1w1 and w2 <x2u2
and so u ↘ x ↘ w. Thus, by Lemma 2, u and x are adjacent and we reach a contradiction. 
A graph is said to be a chordal graph if it does not contain any cycle of length greater than or equal to 4 as an induced
graph.An asteroidal triple in a graph is a triple of vertices x, y, z such that between any two there exists a path avoiding
the neighborhood of the third.
S.-J. Kim et al. / Discrete Applied Mathematics 155 (2007) 971–978 975
Lekkerkerker and Boland [14] characterized an interval graph as follows:
Theorem 4 (Lekkerkerker and Boland [14]). A graph is an interval graph if and only if it is a chordal graph and it
has no asteroidal triple.
We shall use this theorem to show that the CCE graph of a doubly partial order is interval unless it contains a cycle
of length 4 as an induced subgraph. By Theorem 3, it only remains to show that the CCE graph of a doubly partial
order has no asteroidal triple. To do so, we need the following lemma:
Lemma 5. Let D be a doubly partial order and G be the CCE graph of D. Let x, y, z be three distinct vertices of G
with the property x ↘ y ↘ z. Then any (x, z)-path meets the neighborhood of y.
Proof. We prove the lemma by induction on the length of an (x, z)-path. If x and z are adjacent, then y is adjacent to
both x and z by Lemma 2. Then x and z are neighbors of y and the lemma immediately follows. Fix l2, and suppose
that for any vertex w such that w ↘ y ↘ z, any (w, z)-path of length less than l meets a neighborhood of y. Now take
an (x, z)-path P of length l. Let v be the vertex on P that is adjacent to x. If v is adjacent to y, then the lemma holds.
Thus we may assume that v is not adjacent to y. Then, by Lemma 1,
y ↘ v or v ↘ y.
If y ↘ v, then x ↘ y ↘ v. By Lemma 2, x and y are adjacent and the lemma holds. If v ↘ y, then v ↘ y ↘ z. Then,
we may apply the inductive hypothesis to the (v, z)-path obtained by deleting x from P to claim that this path meets
the neighborhood of y. This completes the proof. 
Now we are ready to prove the following theorem:
Theorem 6. TheCCEgraph of a doubly partial order is an interval graph unless it containsC4 as an induced subgraph.
Proof. Let D be the doubly partial order isomorphic to the given partial order and G be the CCE graph of D. It is
sufﬁcient to show that the theorem is true for G. By Theorem 3, G does not contain a hole. By the hypothesis, G does
not contain C4 as an induced subgraph. Thus G is chordal. Suppose that G has an asteroidal triple x, y, z. Then no two of
these vertices are adjacent. By Lemma 1, without loss of generality, we may assume that x ↘ y ↘ z. Then, by Lemma
5, any (x, z)-path meets the neighborhood of y. In other words, there is no (x, z)-path avoiding the neighborhood of
y. This contradicts the assumption that x, y, z form an asteroidal triple. Thus G has no asteroidal triple. Hence G is an
interval graph by Theorem 4. 
In the following, we shall show that any plane CCE graph of a doubly partial order is an interval graph. We start
with the following lemma:
Lemma 7. Let D be a doubly partial order and G be the CCE graph of D. Suppose that there are four vertices u, v,
w, x such that
xw,
u is adjacent to w, and v is adjacent to x. Then, whenever
v1w1 and v2u2,
v is adjacent to w (See Fig. 4 illustration).
Proof. Since u is adjacent to w, there is a vertex y such that
u,w ≺ y.
Since v is adjacent to x, there is a vertex z such that
z ≺ v, x.
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Fig. 4. Given adjacent vertices u and w with u1w1 of the CCE graph of a doubly partial order, whenever a vertex x in the area determined by the
half lines  and  is adjacent to a vertex v in the region below line  and on the left of , v is adjacent to w by Lemma 7.
Since x1w1 and x2w2 by the hypothesis,
z1 <min{v1, x1} min{v1, w1} and z2 <min{v2, x2} min{v2, w2},
respectively. Since v1w1 by the hypothesis,
max{v1, w1} = w1 max{u1, w1}<y1.
In addition, since v2u2 by the hypothesis,
max{v2, w2} max{u2, w2}<y2.
Therefore, v and w are adjacent. 
The following theorem shows that any noninterval CCE graph of a doubly partial order is not a plane graph:
Theorem 8. Any 4-cycle that is an induced subgraph of CCE graph of a doubly partial order has crossing edges.
Proof. Let D be the doubly partial order and G be the CCE graph of D. Suppose that G contains
C4 = uvxwu
as an induced subgraph. We may assume that u has the largest second component among the four vertices and that
v1w1. (4)
Then
w1 <x1 or w2 <x2 (5)
by Lemma 7 since v and w are nonadjacent. By Lemma 1,
x1 >u1 (6)
and
v2 >w2. (7)
There are two cases to consider: (i) u1 <v1, (ii) u1v1. If u1 <v1, then by (4),
u1 <v1w1.
In addition, by (7) and the choice of u2,
w2 <v2u2.
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Fig. 5. The edges uw and vx cross when u1v1.
Thus, u ↘ v ↘ w by Lemma 2, and so v and w are adjacent, which is a contradiction. Hence u1v1 holds. If w1x1,
then w2 <x2 by (5). Then, by (6),
u1 <x1w1 and w2 <x2 <u2.
Thus u ↘ x ↘ w and, by Lemma 2, x and u are adjacent, which is a contradiction. Thus w1 <x1. If x2w2, then, by
(4) and (7),
v1w1 <x1 and x2w2 <v2.
Then v ↘ w ↘ x and, by Lemma 2, v and w are adjacent, which is a contradiction. Thus x2 >w2. Hence, if v1u1,
then,
w2 <min{x2, v2}, max{x2, v2}u2, v1u1 <x1, v1w1 <x1.
Therefore, the edges uw and vx cross (see Fig. 5 for an illustration). 
The following corollary is an immediate consequence of Theorems 6 and 8:
Corollary 9. If the CCE graph of a doubly partial order is a plane graph, then it is an interval graph.
Cho and Kim [1] showed that every interval graph can be made into the competition graph of a doubly partial order
by adding sufﬁciently many isolated vertices. Thus, given an interval graph G, there exists a doubly partial order D
such that the competition graph of D is G together with some isolated vertices. Now we add one more vertex to D and
assign a coordinate with each component larger than the corresponding component of the coordinate of any vertex of
D. Then, there is an arc from this vertex to each vertex of D and obviously the CCE graph of the resulting doubly partial
order is G together with some isolated vertices. Now we have shown the following:
Theorem 10. Every interval graph can be made into the CCE graph of a doubly partial order by adding sufﬁciently
many isolated vertices.
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