Background {#Sec1}
==========

Microarray gene expression data has been analyzed in a wide variety of problems in bioinformatics fields. An important application is to develop a classifier to discriminate instances of different classes \[[@CR1]\]. Some classification approaches in machine learning have been applied on the microarray data sets, such as Support Vector Machine (SVM), k-Nearest Neighbor (KNN), Naive Bayes, etc. The published microarray data sets, such as colon tumor \[[@CR2]\], GLI-85/GSE4412 \[[@CR3]\], and breast cancer \[[@CR4]\], usually have high dimensionalities and small sample sizes because of the significant cost and effort required to collect and genotype specimens. For microarray data sets with ten thousands of genes but only tens of observations (instances), reducing the high-dimensional gene space is an important issue in terms of classification. Not all the genes make significant contributions to recognizing the target diseases, and only a few of genes with multiple genomic mutations determine biological or clinical properties \[[@CR5]\]. Gene selection can interpret the original characteristics of genes and improve the performance of classification by removing the irrelevant and redundant genes \[[@CR6]\]. Gene selection is equivalent to feature selection in pattern recognition and machine learning. Many feature selection approaches have been used to select genes. Traditional gene selection approaches rank genes based on some classic criteria, including t-test \[[@CR7]\], non-parametric statics \[[@CR8]\], *P*-value \[[@CR9]\], information gain \[[@CR10]\], etc. They can find the excellent genes and select the top ranked ones for discriminating the target diseases. Recently, many effective approaches utilizing the filter evaluation framework have been studied by researchers \[[@CR11]--[@CR15]\].

The ROC curve which is strongly related with non-parametric hypothesis testing has shown special attractiveness. As a non-parametric measure, ROC curve has exhibited favorable evaluation characteristics on the imbalanced and cost-sensitive data classification problems \[[@CR16]\]. This superiority is obtained mainly because ROC curve compares classifiers' performance through the entire range of class distributions and error costs. The ROC curve and AUC (area under the ROC curve) have been widely used to determine the classification accuracy in supervised learning \[[@CR17]\]. Through analyzing a two-dimensional graph, it is hard to compare two ROC curves directly. AUC, which is denoted as a quantitative measurement, provides a good summary for examining the ROC curves \[[@CR18]\]. As a scalar measure, AUC has been widely exploited to evaluate the relevance between features and target class in feature selection approaches, especially for the microarray data sets \[[@CR16], [@CR19]--[@CR21]\].

Since ROC curve and AUC are effective in selecting discriminative features that make less recognition errors, dozens of feature selection approaches are proposed based on the two metrics. The Feature Assessment by Sliding Thresholds (FAST) approach \[[@CR16]\] and the statistical gene ranking approach \[[@CR20]\] use the technique of ROC analysis to measure the relevance of features with the target class. They evaluate features by calculating the AUCs of the single feature classifiers and then sort them in a descending order according to their AUC values. The top-ranked features are selected into the feature subset. However, a significant flaw is that the selected features may highly correlate with each other, which are sometimes too redundant to be fed into a classifier. The AUC and Rank Correlation coefficient Optimization (ARCO) approach \[[@CR19]\] and the Feature selection based-on ROC-curves (FROC) approach \[[@CR21]\] are both ROC-based feature selection approaches, which consider the redundancy analysis that cannot be solved in FAST. In ARCO, the redundancy between features is measured by the Spearman's Rank Correlation Coefficient (RCC). Features with maximum AUC and minimum RCC are selected into the feature subset. However, RCC determines all instances' ranks on two features without differentiating whether or not the instances are misclassified by the single feature classifiers. This leads to an inevitable problem, that is, redundant features may also have small RCCs due to the instances which can be correctly classified by the single feature classifiers. In FROC, features are ranked according to the area between the ROC curve and the diagonal line (ARD) which is equal to *AUC*−0.5, and then the redundant features are eliminated using the Markov blanket analysis. Note that the redundancy between a pair of features is measured and reduced in terms of the area between the ROC curves (ABR) by FROC. For each feature in the candidate subset, FROC computes its ABR with other features, and the feature with minimal ABR will be removed. This approach can find pairwise redundant features from the candidate subset, yet which one should be removed still remains a difficult problem.

The aforementioned approaches mainly focus on alleviating the redundant information of features, but ignore the global classification performance of the combination of the irredundant features. The ROC curve of one feature may go above or under the curve of another feature, which may convey that this one is more or less discriminative than the other one. When the two curves cross, two features show to be complementary to each other in classification. When analyzing two features as given one feature as selected, we are only interested in whether another one is complementary in classifying the instances that the selected one cannot classify. In this case, the ABR measure in FROC turns to be inapplicable. This leads to the notion of feature complementarity, which is in some sense closely related to feature redundancy. From the classification perspective, complementarity evaluates whether a combination of features can return more joint information about the target class rather than the information carried by each feature individually \[[@CR22]\]. Intuitively, instead of examining the relevance between features for determining whether or not one is redundant with another, feature complementary is more direct and applicable in ascertaining the global classification abilities of the selected features. It is a promising way to improve the recognition performance of the ROC-based approaches by evaluating feature complementarity for classification. In view of the above analysis, we propose a new feature selection approach based on the ROC analysis for feature complementarity in this paper.

The proposed approach, named feature selection with AUC-based Variable Complementarity (AVC), uses the technique of ROC analysis to assess the relevance of features with the target class. Moreover, it exploits the information of the instances misclassified by the single feature classifiers based on the ROC curve to analyze the complementarity of features. Apparently, when taking an individual feature as the observation dimension, more or less instances will be misclassified. Thus, we lay the emphasis on the common misclassified instances for two features when evaluating their complementarity for classification. One nearest neighbor from different class (nearest miss) for each common misclassified instance is found out with respect to each feature. Then, two Manhattan distances for each common misclassified instance to its two nearest misses are compared, and the larger one is adopted to calculate the complementarity of the features. It should be pointed out that such technology of analyzing the nearest neighbors is also adopted by some state-of-the-art feature selection methods, such as ReliefF \[[@CR23]\], LLBFS \[[@CR11]\], nnFRFS \[[@CR24]\], etc. Intuitively, we average these Manhattan distances for all the common misclassified instances and exploit them as two features' complementarity. The instances misclassified by both features are focused on to lay stress on their influences on the accuracies of the classifiers. And the impacts of the instances that can be classified correctly by both features are reduced, because these instances provide little valuable information for recognizing the target class. In addition, we use the greedy sequential forward search approach to find the optimal feature subset, in which classes are maximally separated from each other. This issue is critical for enhancing the global discriminative performance of the selected feature subset. We compare our approach with four state-of-the-art feature selection approaches, that is, three popular approaches based on the ROC curve, FAST, ARCO and FROC, and one well-known approach ReliefF. The experimental results on a broad range of the microarray data sets show that our approach can effectively select small feature subsets, and the performance of the classifiers built on these subsets is obviously improved.

Methods {#Sec2}
=======

A complicated problem in the ROC-based feature selection methods mentioned above is that the feature subsets selected by the existing methods cannot promise the global optimal performance for recognizing the target classes. To overcome this problem, we present a new feature selection method based on the AUC and variable (feature) complementarity analysis, which is called as feature selection with AUC-based Variable Complementarity (AVC). AVC combines the feature relevance and feature complementarity by making the best use of the non-parametric property of AUC. In this section, we describe AVC on the binary-class problem first, and then extend it to the multi-class problem.
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                \begin{document}$\mathbf {F}=\{\mathbf {f}_{j}\}_{j=1}^{m}$\end{document}$, and *x* ~*ij*~ is the instance **x** ~*i*~'s observation value on the feature **f** ~*j*~.**C**: the set of the classes, including *q* classes **C**={**c** ~1~ ...,**c** ~*q*~}∈*I* *R* ^n×q^.*n* ~0~,*n* ~1~: the number of the positive instances and the negative instances in the data set. Note that *n*=*n* ~0~+*n* ~1~.

ROC curve {#Sec3}
---------

ROC curve was first used in signal detection theory to represent the tradeoff between the hit rates and false alarm rates. It has been extensively studied and applied in medical diagnosis and evaluation of machine learning algorithms \[[@CR18]\]. ROC curves are two-dimensional graphs in which true positive rate (TPR) is plotted on the Y-axis and false positive rate (FPR) is plotted on the X-axis. The good performance of a classifier is reflected by an ROC curve which lies in the upper left triangle of the square. AUC provides a value description for the performance of the ROC curve. AUC is a portion of the area of the unit square, so its value will always between 0 and 1, and usually larger than 0.5 \[[@CR25]\]. Due to its several nice properties, AUC has been used in feature selection for microarray analysis. Firstly, AUC is insensitive to the costs unknown problem, because it focuses on the comparison of the distributions of two classes. Secondly, AUC can be used to reflect how well the feature differentiates between the distributions of two classes. Thirdly, AUC is a non-parametric measure index, which is obtained by counting the TPR and FPR of the given samples. So it is appropriate to class imbalanced and costs unknown problems especially in bioinformatics. Besides, the AUC measure of performance is closely related to the Gini coefficient \[[@CR26]\], which is most commonly defined as twice the area between the ROC curve and the diagonal (*Gini*+1=2×*AUC*).

Consider a binary classification problem with *n* instances and *m* features. To generate the ROC curve of a classifier, the classifier gives every instance an estimated probability $\documentclass[12pt]{minimal}
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                \begin{document}$\hat {p}$\end{document}$ are larger than *t* are predicted as positive class and others are predicted as negative class. For a fixed threshold *t*, there is a point (FPR, TPR) in ROC space. If we vary *t* from 0 to 1, and calculate TPR and FPR at each *t*, we can get the ROC curve of the classifier. To computing AUC, a direct method is to measure the area by applying a rectangle or trapezoid area on each point. But this is too complex and costly. Hand, et al. \[[@CR26]\] has proposed a simple method to compute the AUC. In this method, the instances are sorted in increasing order according to their $\documentclass[12pt]{minimal}
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where *r* ~*i*~ is the rank of the *i*th positive instance in the ranked list, and *n* ~0~ and *n* ~1~ are the numbers of the positive and negative instances. This method shows that AUC is equivalent to the probability that a randomly chosen positive instance will have a higher estimated probability of belonging to the positive class than a randomly chosen negative instance.

In the cases of multi-class classification problems, there have been many extensions to the multi-class AUC such as the average weighted AUC \[[@CR27]\] and the volume under the ROC surface \[[@CR28]\]. A simple generalisation formulation of AUC for multi-class classification problems was proposed in \[[@CR26]\]. It has been widely used to evaluate the performance of classifiers \[[@CR29]\]. MAUC directly divides a multi-class problem with *q* classes into $\documentclass[12pt]{minimal}
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In the feature selection problem, when a method uses AUC as the metric to evaluate the relevance between a feature and target class, the instances' values for this feature are viewed as the output of a classifier which is equivalent to $\documentclass[12pt]{minimal}
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                \begin{document}$\hat {p}$\end{document}$. If a feature is irrelevant to the target class, its AUC is close to 0.5, and if a feature is highly relevant to the target class, its AUC is closer to 1. We use *AUC*(**f** ~*i*~) for binary-class problem and *MAUC*(**f** ~*i*~) for multi-class problem to represent the AUC of feature **f** ~*i*~ in this paper.

Binary-class problem {#Sec4}
--------------------

In feature selection, a single feature's predictive power can be ascertained according to this feature's classification performance taken individually as a classifier \[[@CR30]\]. The single feature classifier built by feature **f** ~*j*~ can choose a proper threshold *θ*. If *x* ~*ij*~≥*θ*,**x** ~*i*~ is classified into the positive class. And if *x* ~*ij*~\<*θ*,**x** ~*i*~ is classified into the negative class. This critical parameter *θ* can be determined in terms of some metrics, such as AUC, classification accuracy, etc. In this paper, AUC is used to measure features' predictive power which is superior in the evaluation of imbalanced and cost-sensitive data.

Similar with ARCO, we also employ the AUC of a single feature as the relevance metric. Instances are ranked according to their observation values on feature **f** ~*i*~. And then, *AUC*(**f** ~*i*~) is calculated with Eq. ([1](#Equ1){ref-type=""}). Figure [1](#Fig1){ref-type="fig"} shows an example of the microarray data set Colon \[[@CR2]\] for further illustrating the characteristic of AUC. We can observe from Fig. [1](#Fig1){ref-type="fig"} ([a](#Fig1){ref-type="fig"}) that, when *θ*=0.18, a majority of instances can be correctly divided into two classes on the gene R87126. In Fig. [1](#Fig1){ref-type="fig"} ([b](#Fig1){ref-type="fig"}), only about half of instances can be correctly divided into two classes on the gene U33429. Even though when *θ*=0.3, the maximal classification accuracy obtained by the gene U33429 as a single feature classifier is equal to 0.6. Correspondingly, we can calculate the AUCs of two features by Eq. ([1](#Equ1){ref-type=""}) as *AUC*(**f** ~*i*~)=0.884 and *AUC*(**f** ~*i*~) =0.5. Considering the existing feature selection methods based-on ROC curve, the larger the *AUC*(**f** ~*i*~) is, the more relevant feature **f** ~*i*~ is with the target class. Thus, we can assume that gene R87126 is more relevant than gene U33429. Fig. 1One-dimensional instances distribution. Different distribution of instances on two features. The *vertical lines* represent the threshold *θ* of two single feature classifiers of two features. (**a**) shows the distribution of instances on gene R87126 and (**b**) shows the distribution of instances on gene U33429

Using AUC as the criterion to measure the relevance of features and target class can find the most significant features to discriminate the given classes, but these features are sometimes too redundant to be inputted to a classifier. Different from the existing ROC-based feature selection methods which reduce feature redundancy, our approach AVC analyzes features' complementarity, which denotes the joint classification information provided by features. It is more or less than the sum of the information taken by features individually. Our aim is to find out the most complementary features that jointly provide maximal classification information \[[@CR22]\].

In order to show the importance of feature complementarity, we take Fig. [2](#Fig2){ref-type="fig"} as an example. In Fig. [2](#Fig2){ref-type="fig"}, a group of artificial data sets containing 200 random instances characterized by different pairwise features are constructed. Figure [2](#Fig2){ref-type="fig"} ([a](#Fig2){ref-type="fig"}) to ([d](#Fig2){ref-type="fig"}) show the class distributions in different two-dimensional feature space. The histograms of the instances projected on the subspace constructed by the corresponding two features are demonstrated in Fig. [2](#Fig2){ref-type="fig"} ([e](#Fig2){ref-type="fig"}) to ([h](#Fig2){ref-type="fig"}), respectively. Note that both classes have the same number of instances and submit to the Gaussian distributions with equal covariance. It can be observed that when projecting the instances to different pairwise features, the class distributions are rather different. In Fig. [2](#Fig2){ref-type="fig"} ([a](#Fig2){ref-type="fig"}), the distributions of the two classes overlap between each other. It means that a majority of the instances belonging to the two classes cannot be correctly recognized in the subspace constructed by feature **f** ~1~ and **f** ~2~. In Fig. [2](#Fig2){ref-type="fig"} ([b](#Fig2){ref-type="fig"}), the class conditional distributions have a high covariance in the direction of the line of the two class centers. We can see that classes also cannot be separated in the subspace of feature **f** ~3~ and **f** ~4~. Compared with Fig. [2](#Fig2){ref-type="fig"} ([a](#Fig2){ref-type="fig"}) and ([b](#Fig2){ref-type="fig"}), ([c](#Fig2){ref-type="fig"}) shows a special case, that is, one feature has completely overlapping class distributions. It means that neither feature **f** ~5~ nor feature **f** ~6~ can scatter two classes individually. Yet all the instances can be correctly classified in the subspace collaboratively constructed by **f** ~5~ and **f** ~6~. Another special case is given in Fig. [2](#Fig2){ref-type="fig"} ([d](#Fig2){ref-type="fig"}), in which two classes overlap perfectly no matter projected on feature **f** ~7~ or feature **f** ~8~. Similar with the case in Fig. [2](#Fig2){ref-type="fig"} ([c](#Fig2){ref-type="fig"}), they can be separated perfectly in the subspace of the two features. Thus, we can draw the conclusion from the subfigures ([c](#Fig2){ref-type="fig"}) and ([d](#Fig2){ref-type="fig"}) that, two individually inferior features can be superior when combined together. The histograms in Fig. [2](#Fig2){ref-type="fig"} ([e](#Fig2){ref-type="fig"}) to ([h](#Fig2){ref-type="fig"}) also exhibit this property as in Fig. [2](#Fig2){ref-type="fig"} ([a](#Fig2){ref-type="fig"}) to ([d](#Fig2){ref-type="fig"}). Therefore, even if some individual features may have bad separability capabilities, their combinational feature subset may probably provide good class separability performance. Just on the basis of this important characteristics of the features, our new approach AVC pays emphasis on the complementarity between features in pair, which is expected to effectively improve the classification performance of the selected feature subset. Fig. 2Illustration of feature complementarity. 2-dimensional instances' distributions on different combination of features: (**a**) to (**d**) describe the class distributions when the instances are projected to different pairwise features, and (**e**) to (**h**) are the corresponding histograms

It is critical to analyze the data distributions on pairwise features to evaluate the complementarity between them. As aforementioned, a feature's AUC indicates the distribution of the positive class and negative class on this feature dimension. If all the positive class instances rank higher than the negative class instances, AUC will be equal to 1, which means that all the instances can be correctly classified into two classes. If a feature's AUC is smaller than 1, it implies that more or less instances will be misclassified by this single feature classifier. For a data set with *n* instances, there exist *n* ~0~×*n* ~1~ instance pairs, in which a positive instance and a negative instance are simultaneously included. The special pairs in which the positive instances are ranked higher than the negative ones are drawn attentions from AUC. AUC actually denotes the ratio of these special pairs out of all the instance pairs. In the pair of instances that positive class instance ranked lower than the negative class instance, there must be a misclassified instance. We focus on the distribution of these misclassified cases under the different combination of features to find out the features which have the maximal complementarity of classification capability such as the features in Fig. [2](#Fig2){ref-type="fig"} ([c](#Fig2){ref-type="fig"}) and ([d](#Fig2){ref-type="fig"}). The basic idea is, if the instances from different classes that are close to each other on one feature dimension are far apart on another feature dimension, the two features are regarded as complementary to each other. In order to find out such features, we introduce a new metric to evaluate the complementarity between two features. This metric is based on the similarity of instances inspired by the state-of-the-art feature selection method ReliefF \[[@CR23]\], which adopts the nearest neighbor rule to evaluate features. We use the nearest neighbor rule on the set of the misclassified instances according to the single feature classifiers to analyze the complementarity between two features. Specifically, the average Manhattan distance between the misclassified instances and their nearest neighbors from the other class (nearest miss) are exploited to represent the complementarity between two features.
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where *h* ~*ij*~ is the complementarity between feature **f** ~*i*~ and **f** ~*j*~, defined as: $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{@{}rcl@{}} \begin{aligned} & h_{ij}=\frac{\sum\limits_{k=1}^{|\mathbf{S}|}d_{k}\cdot MD\left(\mathbf{x}_{k},\mathbf{I}_{ik},\mathbf{I}_{jk}\right)} {|\mathbf{S}|},\;\\ & d_{k}=\left\{ \begin{array}{ll} \!0,\ \mathbf{I}_{ik}=\mathbf{I}_{jk}\\ \!1,\ \mathbf{I}_{ik}\neq\mathbf{I}_{jk} \end{array},\right. \\ & MD\left(\mathbf{x}_{k},\mathbf{I}_{ik},\mathbf{I}_{jk}\right)=\max\left(dis(\mathbf{x}_{k},\mathbf{I}_{ik}), dis(\mathbf{x}_{k},\mathbf{I}_{jk})\right), \end{aligned} \end{array} $$ \end{document}$$

where **S** is the intersection of instances misclassified by both feature **f** ~*i*~ and **f** ~*j*~, and **x** ~*k*~ is an instance in **S**. **I** ~*ik*~ and **I** ~*jk*~ are **x** ~*k*~'s nearest misses respectively obtained from the angle of features **f** ~*i*~ and **f** ~*j*~, and *dis*(·,·) is the Manhattan distance between the two involved variables.

To get the intersection **S**, we focus on the set of misclassified instances of each feature. All instances are ranked according to their values of feature **f** ~*i*~ and get the rank of instances $\documentclass[12pt]{minimal}
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                \begin{document}$\{\mathbf {x}_{r_{1}},\mathbf {x}_{r_{2}},\ldots,\mathbf {x}_{r_{n}}\}$\end{document}$. Then we consider the percentage of instances from each class in the sequence $\documentclass[12pt]{minimal}
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                \begin{document}$\{\mathbf {x}_{r_{|n/2|}},\ldots,\mathbf {x}_{r_{n}}\}$\end{document}$ and define the class with larger percentage as the positive class. Clearly, we can simply classify the instances $\documentclass[12pt]{minimal}
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                \begin{document}$\{\mathbf {x}_{r_{1}},\mathbf {x}_{r_{2}},\ldots,\mathbf {x}_{r_{n_{1}}}\}$\end{document}$ into the negative class and other instances into positive class. Then, we can easily distinguish the misclassified instances whose predictive information is inconsistent with the original one. For each instance **x** ~*k*~ in **S**, we find the nearest miss **I** ~*ik*~ from dimension **f** ~*i*~ and **I** ~*jk*~ from dimension **f** ~*j*~. In the two-dimensional feature space, as shown in Fig. [3](#Fig3){ref-type="fig"}, we calculate the Manhattan distance between two pairs of points (**x** ~*k*~,**I** ~*ik*~) and (**x** ~*k*~,**I** ~*jk*~), and use the larger one to compute the complementarity. If **I** ~*ik*~ and **I** ~*jk*~ are different instances as shown in Fig. [3](#Fig3){ref-type="fig"} ([a](#Fig3){ref-type="fig"}), *dis*(**x** ~*k*~,**I** ~*ik*~) is taken as the complementarity, which is denoted as the red solid line in the figure. If **I** ~*ik*~ and **I** ~*jk*~ are the same instance as shown in Fig. [3](#Fig3){ref-type="fig"} ([b](#Fig3){ref-type="fig"}), the distance is not involved in complementarity. This implies that the two features provide little complementarity to each other in classifying instance **x** ~*k*~. Fig. 3Illustration of the Manhattan distance measurement used in AVC. Given that **x** ~*k*~ is a misclassified instance in the intersection **S**. Then we can easily find out its nearest neighbors on both features **I** ~*ik*~ and **I** ~*jk*~. (**a**) shows that **I** ~*ik*~ and **I** ~*jk*~ are two separate instances. The *red solid line* represents the Manhattan distance between two pair of points (**x** ~*k*~,**I** ~*ik*~) and (**x** ~*k*~,**I** ~*jk*~). (**b**) shows that **I** ~*ik*~ and **I** ~*jk*~ are the same instance, so we discard **x** ~*k*~ in the next calculation

In Eq. ([4](#Equ4){ref-type=""}), the numerator of *h* ~*ij*~ is the sum of distances over the instances in the intersection **S**, whose nearest misses are different according to the two features. The denominator of *h* ~*ij*~ is the size of **S**. For any pair of strongly complementary features, the number of nonzero items in the numerator is equal or a little less than the size of **S**. But for the pair of features with weak complementarity, this number may much less than the size of **S**. Evidently, it is reasonable that *h* ~*ij*~ can be used to measure the complementarity between two features.

We illustrate the computation process of the complementarity by using a simple example data set in Fig. [4](#Fig4){ref-type="fig"} ([a](#Fig4){ref-type="fig"}). The data set contains 16 instances, in which 8 instances belong to class "+1" and 8 instances to class "-1". Figure [4](#Fig4){ref-type="fig"} ([b](#Fig4){ref-type="fig"}) and ([c](#Fig4){ref-type="fig"}) show the ranking results of these instances. In Fig. [4](#Fig4){ref-type="fig"} ([b](#Fig4){ref-type="fig"}), the class "+1" is deemed as the positive class. Correspondingly, the class "-1" is deemed as the negative class. We classify the top-8 instances to class "+1", and classify the other 8 instances to class "-1". Then, we get the misclassified instances subset of **f** ~*i*~ as {**x** ~1~,**x** ~2~,**x** ~3~,**x** ~14~,**x** ~15~,**x** ~16~}. In Fig. [4](#Fig4){ref-type="fig"} ([c](#Fig4){ref-type="fig"}), the class "-1" is taken as the positive one. So, the misclassified instances subset is obtained as {**x** ~2~,**x** ~6~,**x** ~12~,**x** ~13~}. The intersection **S** includes the only one instance **x** ~2~, as shown in Fig. [4](#Fig4){ref-type="fig"} [d](#Fig4){ref-type="fig"}. **x** ~2~ is an instance of class "+1". In Fig. [4](#Fig4){ref-type="fig"} ([b](#Fig4){ref-type="fig"}), according to feature **f** ~*i*~ we can find the nearest neighbor of **x** ~2~ from class "-1" is instance **x** ~12~. In Fig. [4](#Fig4){ref-type="fig"} ([c](#Fig4){ref-type="fig"}), according to feature **f** ~*j*~, the nearest neighbor of **x** ~2~ from the class "-1" is instance **x** ~9~. The Manhattan distance between pairwise instances (**x** ~2~,**x** ~12~) is "0.8", and the distance of (**x** ~2~,**x** ~9~) is "0.12". It is obvious that the Manhattan distance between **x** ~2~ and **x** ~12~ is larger than that between **x** ~2~ and **x** ~9~. So we use the distance *dis*(**x** ~2~,**x** ~12~) to compute *h* ~*ij*~ for feature **f** ~*i*~ and **f** ~*j*~. Fig. 4An example of artificial data set. (**a**) Shows the instances' values in the data set. In (**b**), instances are sorted according to the value of feature **f** ~*i*~. And in (**c**), instances are sorted according to the value of feature **f** ~*j*~. (**d**) Shows the misclassified instances subset of sample data in (**a**), and **S** is the intersection of two subsets

The procedure of AVC is illustrated in Algorithm 1. Directly, we employ an efficient heuristic search strategy to select optimal features with highest complementarities. We select the most significant feature with the maximal AUC at the initial state. Then we iteratively select the features which have the maximal complementarities with the features selected in the prior state. In line 16 in Algorithm 1, when searching the optimal feature in the current state, we use the sum value of two features' AUC as their complementarity weight. The purpose is that, for a certain feature, if there are more than one feature have the same complementarity with it, we prefer to the one with the maximal AUC value.

For the input data set containing *n* instances, the time complexity of calculating *m* features' AUCs of line 2 in Algorithm 1 is *O*(*mnlogn*). For lines 3 to 6, selecting the top- *t* ^∗^ features costs *O*(*t* ^∗^ *logm*) time. Then, for lines 7 to 10, calculating *h* ~*ij*~ for the *t* ^∗^ features costs *O*((*t* ^∗^)^2^) time. To get the optimal feature set, it takes *O*(*tt* ^∗^ *logt* ^∗^) for lines 14 to 20. Usually, the number of the candidate features *t* ^∗^ and the number of the selected features *t* is much smaller than *m* and *n*. Therefore, the complexity of the method is approximately equal to *O*(*mnlogn*+*t* ^∗^ *logm*).

Multi-class problem {#Sec5}
-------------------

Our approach AVC can deal with not only the binary-class problem but also the multi-class problem. In this section, we use new strategies on the relevance analysis and complementarity analysis for the multi-class problem, which are different from those adopted in the binary-class problem.

As to the relevance analysis, we use MAUC to measure the relevance between features and target class. As a metric to measure the performance of classifiers, MAUC in Eq. ([2](#Equ2){ref-type=""}) is the average AUC over all sub-problems that consist of pairwise classes. So in AVC, a multi-class problem is also divided into a batch of binary-class sub-problems in one-versus-one manner, in which each sub-problem consists of a pair of classes. A multi-class problem with *q* classes can be divided into $\documentclass[12pt]{minimal}
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                \begin{document}$\frac {q(q-1)}{2}$\end{document}$ binary sub-problems. We use the same way as the binary-class problem to calculate the MAUC of features with Eq. ([2](#Equ2){ref-type=""}).

In the complementarity analysis, we should get the misclassified instances by each feature. For each feature, it corresponds to a misclassified instance set for each binary-class sub-problem. We use **B** **S** ~*ab*~(**f** ~*i*~) to represent the misclassified instance set of feature **f** ~*i*~ in a binary-class sub-problem with respect to the *ath* class and the *bth* class. And we define the union of a feature's misclassified instances sets in all binary-class sub-problems as the global misclassified instances set, which is represent by Eq. ([5](#Equ5){ref-type=""}): $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{@{}rcl@{}} \mathbf{MS}(f_{i})= BS_{12}(f_{i}) \bigcup BS_{13}(f_{i}) \cdots \bigcup BS_{(q-1)q}(f_{i}) \end{array} $$ \end{document}$$

For each pair of features **f** ~*i*~ and **f** ~*j*~, the intersection **S** is defined as $\documentclass[12pt]{minimal}
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                \begin{document}$\mathbf {S}= \mathbf {MS}(f_{i})\bigcap \mathbf {MS}(f_{j})$\end{document}$. Same as the binary-class problem, for each instance **x** ~*k*~ in **S**, we find the nearest miss **I** ~*ik*~ from feature **f** ~*i*~ and **I** ~*jk*~ from feature **f** ~*j*~. Note that we only use the nearest one no matter which class it belongs to. If we use the nearest neighbors from every other classes, such as the ReliefF method, it may bring some useless information to the complementarity analysis. Suppose that some nearest misses of **x** ~*k*~ have large distances **f** ~*i*~, they may make little contributions to the analysis of the complementarity. In order to find the features with the optimal complementarity, we only pay attention to the nearest neighbor from the closest different class.

For the input multi-class data set with *n* instances characterized by *m* features and classified to *q* classes, the time complexity of calculating *m* features' MAUC is *O*(*q* ^2^ *mnlogn*), corresponding to line 2 in Algorithm 1. Since the other steps have the same computational complexity as the binary-class problem, the complexity of our method for multi-class problem is *O*(*q* ^2^ *mnlogn*+*t* ^∗^ *logm*).

Results and discussion {#Sec6}
======================

Benchmark data sets {#Sec7}
-------------------

We use 13 publicly available microarray data sets to evaluate the performance of the selected features, as shown in Table [1](#Tab1){ref-type="table"}. These data sets are widely used in the studies of gene selection problems \[[@CR31]--[@CR33]\]. Table 1Benchmark data setsData set*♯* Features*♯* Instances*♯* ClassesColon (COL)2000622Lymphoma (LYM)4026969ALL-AML-4 (ALL)7129724CNS7129602Leukemia (LEK)7192722Carcinom (CAR)918217411Breast-5 (BR5)9217845CLL-SUB-111 (CLL)113401113MLL12582723Lung Cancer (LUN)126002035Ovarian (OVA)151542532GLI-85 (GLI)22283852Breast Cancer (BRC)22481972

Comparisons with the state-of-the-art methods {#Sec8}
---------------------------------------------

### FAST {#Sec9}

FAST \[[@CR16]\] is a feature selection method for small samples and imbalanced data classification problems. It directly calculates the AUC of each feature by plotting the ROC curve and summing up the area under it. For small samples data, in order to avoid the redundant thresholds, FAST divides instances into *K* bins according to instances' values and fixes the number of instances to fall in each bin. Then, the mean of instances in each bin is used as the threshold to get the point (FPR, TPR) on the ROC curve. After ranking the features according to their AUCs in descending order, the top-k features are selected. Although FAST can perform well for some microarray data sets on SVM and 1-NN classifiers, the computation process of AUC is complex and imprecise. Besides, FAST does not take into account the redundancy in the feature set. FAST can find the most significant features to discriminate given two classes, however, the selected features are sometimes too redundant. And previous studies have emphasized that considering both relevance and redundancy in the feature selection procedure leads to better feature subset in most cases \[[@CR19]\].

### ARCO {#Sec10}

For overcoming the problems in the FAST feature selection method, Wang et al. \[[@CR19]\] proposed ARCO feature selection method. ARCO uses Eq. ([1](#Equ1){ref-type=""}) to calculate the AUC for each feature. In this way, ARCO not only guarantees the precision of the AUC, but also simplifies the computational process. Moreover, ARCO removes the redundant features using the Spearman's Rank Correlation Coefficient (RCC). Given two features **f** ~1~ and **f** ~2~, ARCO sorts the instances on each feature based on their values. RCC can be calculated by Eq. ([6](#Equ6){ref-type=""}): $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{@{}rcl@{}} RCC(\mathbf{f}_{1},\mathbf{f}_{2})=1-\frac{6\sum\limits_{i=1}^{n}d_{i}^{2}}{n\times(n^{2}-1)}, \end{array} $$ \end{document}$$

where *d* ~*i*~ is the difference between an instance **x** ~*i*~'s ranks on two features, and *n* is the number of instances.

To select *k* features from the whole feature set whose size is *m*, ARCO starts from the feature with the largest AUC. It iteratively evaluates every previously unselected feature **f** ~*i*~ with Eq. ([7](#Equ7){ref-type=""}), and selects the feature with the largest value of *E*(**f** ~*i*~): $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{@{}rcl@{}} E(\mathbf{f}_{i})=AUC(\mathbf{f}_{i})-\frac{\left|\sum\limits_{\mathbf{f}_{j}\in\mathbf{S}}RCC(\mathbf{f}_{i},\mathbf{f}_{j})\right|} {|\mathbf{S}|}, \end{array} $$ \end{document}$$

where *AUC*(**f** ~*i*~) is the AUC when taking the single feature **f** ~*i*~ as a classifier, **S** is the current selected feature subset, and \|**S**\| is its cardinality.

In every iteration, AROC selects the feature with the smallest redundancy to the features in the subset. The redundancy is represented by the RCC, which mainly shows the different positions of instances on the two features' ranking sequences. For two features, the large the difference is, the small the redundancy is. Consider an extreme situation, two features can both classify all instances from two classes. On one feature, the values of instances from one class are all larger than instances from the other class, but on the other feature these values are smaller than the others. We can see that ranks of the instances are totally different on the two features, so the RCC of them indicates that they are not redundant. But to build a classifier, any one of them is enough to separate all instances. So sometimes ARCO cannot exactly recognize the redundant features. And it is necessary to differentiate the correctly classified and misclassified instances by each feature.

### FROC {#Sec11}

Another feature selection method based on ROC analysis is FROC \[[@CR21]\], which is developed to overcome the redundancy problem in small samples microarray data sets. This method also has two steps. The first step is a one-gene-at-a-time filtering which uses the ROC curve as a criterion to evaluate the relevance of features to the target class. Different from ARCO, FROC chooses to calculate the area between the ROC curve and the diagonal line (ARD), which is equal to *AUC*−0.5. Instances are also sorted in increasing order according to the values for feature *f* ~*i*~ and *ARD*(*f* ~*i*~) is calculated by Eq. ([8](#Equ8){ref-type=""}): $$\documentclass[12pt]{minimal}
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where *n* ~0~ and *n* ~1~ are the numbers of positive and negative instances respectively, and *q* ~*i*~ is the rank of the *i*th negative instance. All features are sorted by the *ARD*(*f* ~*i*~) of feature *f* ~*i*~ in descending order and the top of the sorted features are chosen as a candidate feature set. The second step in FROC is a ROC-curve-based Markov blanket filtering. This step removes the redundant features using the definition of Markov blanket that if **M** ~*i*~ is a Markov blanket of **f** ~*i*~, the probabilistic distribution *P* of classes is invariant under no matter what value **f** ~*i*~ takes: $$\documentclass[12pt]{minimal}
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FROC uses the area between the ROC curves (ABR) to measure the redundancy of two features. For example, ABR of two features is the gray area in Fig. [5](#Fig5){ref-type="fig"}. The smaller the ABR is, the more redundant the two features are. FROC iteratively removes the redundant features from the candidate feature set selected in the first step. Fig. 5ABR of two features. The *gray* area is the ABR area, and *two curves* are the ROC curves respectively obtained by two features

In \[[@CR21]\], the author argued that it is not able to find an exact Markov blanket of a given feature. The alternative method is to find an approximation to Markov blanket of the feature. This may cause a problem that after finding out the redundant features, removing different features may bring different influence to the combination of features in subset when building the classifier. To overcome this problem, the analysis on the complementarity of feature classification capability maybe a feasible choice.

Experimental settings {#Sec12}
---------------------

The efficacy of our new method AVC was empirically evaluated by comparing it to four state-of-the-art feature selection methods. Three methods, FAST, ARCO and FROC, are all based on the ROC curve and AUC. These three methods are all particularly designed for the binary-class classification problems. So in our experiments, we extend them to solve the multi-class classification problems with the same strategy as our method. That is, for the multi-class problem, the MAUC of features will be computed by Eq. ([2](#Equ2){ref-type=""}). The fourth method is ReliefF, which has been widely used as the compared algorithm that uses the criterion of preserving sample similarity \[[@CR34]\]. We compare the performance on four widely used classifiers to test the robustness of the five methods. The classifiers are Naive Bayes, Support Vector Machine (SVM), 1-Nearest Neighbor (1-NN) and C4.5 Decision Tree. Due to the small number of instances in these microarray data sets, we use 10-fold cross-validation to evaluate the classification performance of the classifiers.

We perform our comparisons in two sub-experiments. In the first sub-experiment, we compare four feature weighting methods, i.e., AVC, FAST, ARCO and ReliefF. These methods select features according to their weights, so we evaluate their classification performance in the condition of increasing the number of features. In the second sub-experiment, we evaluate their classification performance in the condition of fixing the number of features determined by FROC. FROC is a method which selects a feature subset rather than evaluating features individually, so we fix the number of features to the size of the feature subset selected by FROC.

To avoid the influence of the imbalanced class issue on the classification accuracy, we choose the balance error rate (BER) metric \[[@CR16]\] to evaluate the performance of the classifiers on both classes for the binary-class problem, which is defined as follows: $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{array}{@{}rcl@{}} BER=\frac{1}{2}\left(\frac{FP}{FP+TP}+\frac{FN}{FN+TN}\right), \end{array} $$ \end{document}$$

where *FP*, *TP*, *FN*, and *TN* are respectively the false positive, the true positive, the false negative, and the true negative. If the classes are balanced, BER is equal to the global error rate. For the multi-class problem, BER can be computed as follows: $$\documentclass[12pt]{minimal}
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where *n* ~*l*~ is the number of the instances in the class **c** ~*l*~, and $\documentclass[12pt]{minimal}
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                \begin{document}$n_{f_{l}}$\end{document}$ is the number of the misclassified instances in **c** ~*l*~. Another evaluation statistic commonly used on microarray data sets is the area under the ROC (AUC). This statistic is similar in nature to the BER in that it weights errors differently on the classes. Then, we explore the Wilcoxon signed-rank test to compare AVC with the other three methods, and the significance level is set to 0.05.

We used the well-known WEKA software package \[[@CR35]\] as our experiments' platform. Our method and other compared methods are all implemented at this platform. For FAST and ReliefF, we select the top-100 features as the final feature subset. For ARCO and our method, we select the top-200 features as the candidate feature subset, and select the top-100 features as the final feature subset. For FROC, we also select the top-200 features as the candidate feature subset and the final feature subset is selected from these features. In ReliefF, every instance is used to update the weights of features and for every instance we find ten nearest neighbors from both the same class and the different classes.

Experimental analysis {#Sec13}
---------------------

The classification performance is illustrated in Figs. [6](#Fig6){ref-type="fig"}, [7](#Fig7){ref-type="fig"}, [8](#Fig8){ref-type="fig"} and [9](#Fig9){ref-type="fig"}. For the binary-class classification problems, we test across the six binary-class data sets shown in Table [1](#Tab1){ref-type="table"}, which are COL, CNS, LEK, OVA, GLI and BRC. We examine 17 groups of features with different size in each test. When the size is smaller than 10, we add a feature every time. After the size is larger than 10, we add five features every time until the size is equal to 50. Then the averaged performance of each classifier with each data set is calculated. Figures [6](#Fig6){ref-type="fig"} shows the BER scores for the six binary-class data sets with respect to the four classifiers. We also use AUC to evaluate the classifiers on test data. Figure [7](#Fig7){ref-type="fig"} shows the AUC scores averaged over the six binary-class data sets with four chosen classifiers. For the multi-class classification problems, we experiment on the seven multi-class data sets in Table [1](#Tab1){ref-type="table"}, i.e., LYM, ALL, CAR, BR5, CLL, MLL and LUN. We examine 20 groups of features with different size in each test, and every time we add 5 features. Same as the binary-class classification problems, we also use the BER and AUC to measure the performance of classifiers. Figure [8](#Fig8){ref-type="fig"} shows the BER scores for the seven multi-class data sets with four classifiers and Fig. [9](#Fig9){ref-type="fig"} shows the MAUC scores averaged over these seven multi-class data sets. Fig. 6Averaged BER on binary-class data sets. Averaged BER value of the four classifiers on the six binary-class data sets using four classifiers. We choose 17 feature subsets with increasing number of features Fig. 7Averaged AUC on binary-class data sets. Averaged AUC value of the four classifiers on six binary-class data sets using four classifiers. We choose 17 feature subsets with increasing number of features Fig. 8Averaged BER on multi-class data sets. Averaged BER value of the four classifiers on seven multi-class data sets using four classifiers. We choose 20 feature subsets with increasing number of features Fig. 9Averaged MAUC on multi-class data sets. Averaged BER value of the four classifiers on seven multi-class data sets using four classifiers. We choose 20 feature subsets with increasing number of features

The average results in Figs. [6](#Fig6){ref-type="fig"} and [7](#Fig7){ref-type="fig"} for binary class classification problem demonstrate that AVC significantly outperforms the other compared methods. The features selected by AVC reach the best performance with less than 15 features, which are much smaller than the number of the features selected by other three feature selection methods. And with more than 15 features, although AVC features do not improve the BER metric or AUC metric of the classifiers, its performance is still better than the three compared feature selection methods. Our method is based on the analysis of the ROC and AUC, so it is reasonable to believe that a learning method using AVC-selected features would also maximize the AUC.

The average results in Figs. [8](#Fig8){ref-type="fig"} and [9](#Fig9){ref-type="fig"} for multi-class classification problems show that AVC features also performe well when the size of feature subset is small. When using the Naive Bayes classifier, SVM classifier and 1-Nearest Neighbor classifiers, with less than 35 features AVC performs better than the other three feature selection methods. With more than 35 features, the differences between AVC and the other compared algorithms are not significant. When using the C4.5 Decision Tree classifier, feature subsets selected by different methods perform much different. The feature subsets selected by AVC get the best performance when their size is about 50, which is better than other three methods for all 20 different sizes of feature subsets.

Table [2](#Tab2){ref-type="table"} shows the minimal BER of the four classifiers with top-100 features on the benchmark data sets. In Table [2](#Tab2){ref-type="table"}, we can see that AVC can get the minimal BER in a majority of the situations. Table [3](#Tab3){ref-type="table"} shows the size of feature subsets selected by four methods when four classifiers get the minimal BER with top-100 features. We can see that, AVC is capable of choosing a smaller size of feature subset than other three feature selection methods for the binary-class problem. But for the multi-class problem, it is hard to say AVC can always choose the minimal size of the features. These may mainly because of the influence of the well-known "siren pitfall" in scoring methods for multi-class problem, which is common to feature-scoring methods which focus on selecting the top scoring features \[[@CR36]\]. Table 2Minimal BER of the four classifiers in the top-100 features on the benchmark data setsClassifierAlgorithmData sets*COLLYMALLCNSLEKCARBR5CLLMLLLIMOVAGLIBRC*NB*AVC***0.1250.1210.097**0.2**0**0.2070.073**0.1860.0120.070.0090.0460.135***FAST*0.1720.3950.3320.19400.3310.1440.1880.0690.1610.0360.1420.187*ARCO*0.1350.240.159**0.13**0**0.1990.014**0.1890.0360.0790.0310.1680.193*ReliefF*0.1350.2470.1590.20.1410.2120.160.2450.0120.1250.0090.0890.165SVM*AVC***0.08500.03**0.101**00.051**0.0060.134**0.012**0.085**0**0.0540.116*FAST*0.1060.1860.1320.12500.1730.052**0.079**0.029.0560.0030.104**0.078***ARCO*0.11100.115**0.044**0.010.055**0**0.120.042**0.054**0**0.046**x0.196*ReliefF*0.1110.0860.0690.1690.0570.080.1430.1940.0120.08200.0650.1321-NN*AVC*0.135**0.0050.036**0.1480.019**0.0890.019**0.1530.0310.113**0.003**0.046**0.135***FAST*0.1410.1980.2010.289**0**0.2470.081**0.139**0.0520.1210.0030.0890.214*ARCO***0.107**0.0180.1270.14900.0980.0190.1810.056**0.063**0.0030.0730.173*ReliefF*0.1240.0860.046**0.142**0.2210.0850.0740.180.0290.0750.003**0.045**0.145C4.5*AVC***0.0730.362**0.167**0.236**0.1040.2890.136**0.193**0.1070.2590.019**0.065**0.193*FAST*0.1620.4550.3320.22**0.052**0.3950.2590.2270.0690.3690.0210.142**0.016***ARCO*0.1560.44**0.138**0.2360.0920.326**0.121**0.210.1070.247**0.014**0.1340.227*ReliefF*0.120.3950.2680.3330.152**0.265**0.3080.237**0.060.153**0.0160.130.227Bold data in the table reflect the minimal BER of four classifiers in the top-100 features selected by four compared feature selection methods on the benchmark data sets Table 3Size of the selected feature subsets when BER is minimal with top-100 featuresClassifierAlgorithmData sets*COLLYMALLCNSLEKCARBR5CLLMLLLIMOVAGLIBRC*NB*AVC*104012343921721291817223*FAST*1225664336358283278127*ARCO*78392542384684479846983*ReliefF*6328837418286227666187SVM*AVC*7399354787234996242103*FAST*5283898449979969198983979*ARCO*35100304259252867674567219*ReliefF*238733349781579155662313191-NN*AVC*648529144807282752111816*FAST*2682100284996298369998506*ARCO*2879776658355404863929899*ReliefF*95801541709997646077267231C4.5*AVC*2746753357654411314243*FAST*9202647369232641889284*ARCO*153472183769323175175517*ReliefF*216640319453040298134313

Figure [10](#Fig10){ref-type="fig"} presents the results of the Wilcoxon signed-rank tests on 17 groups of the binary-class data sets, and Fig. [11](#Fig11){ref-type="fig"} presents that for 20 groups of the multi-class data sets. In the figures, "win" indicates the number of the cases in which AVC is significantly better than the compared algorithms, "draw" indicates that AVC performs identically, and "lose" indicates that AVC performs worse. From the figures, we can observe that in a majority of the cases, AVC performs superior or comparable to the other methods. Fig. 10Wilcoxon signed-rank tests on binary-class data sets. The results of the Wilcoxon signed-rank tests on six binary-class data sets with 17 groups of selected features Fig. 11Wilcoxon signed-rank tests on multi-class data sets. The results of the Wilcoxon signed-rank tests on seven binary-class data sets with 20 groups of selected features

Figures [12](#Fig12){ref-type="fig"} and [13](#Fig13){ref-type="fig"} show the class distributions of the Colon cancer data and ALL-AML-4 data with the two best features selected by four methods, respectively. The classes in Figs. [12](#Fig12){ref-type="fig"} ([a](#Fig12){ref-type="fig"}) and [13](#Fig13){ref-type="fig"} ([a](#Fig13){ref-type="fig"}) are scattered and have little overlapping, which makes it easy to find the optimal boundaries between them. But in Figs. [12](#Fig12){ref-type="fig"} ([b](#Fig12){ref-type="fig"}) to ([d](#Fig12){ref-type="fig"}) and [13](#Fig13){ref-type="fig"} ([b](#Fig13){ref-type="fig"}) to ([d](#Fig13){ref-type="fig"}), instances from different classes are overlapping so that it is difficult to classify them by some certain boundaries. This may explain why our method can perform well with a small size of feature subsets. Fig. 12Instances distribution of Colon cancer data with the two best features selected from four feature selection methods, (**a**) shows the instances' distribution on the best two features selected by AVC, (**b**) shows the instances' distribution on the best two features selected by FAST, (**c**) shows the instances' distribution on the best two features selected by ARCO, and (**d**) shows the instances' distribution on the best two features selected by ReliefF Fig. 13Instances distribution of ALL-AML-4 data with the two best features selected from four feature selection methods, (**a**) shows the instances' distribution on the best two features selected by AVC, (**b**) shows the instances' distribution on the best two features selected by FAST, (**c**) shows the instances' distribution on the best two features selected by ARCO, and (**d**) shows the instances' distribution on the best two features selected by ReliefF

Table [4](#Tab4){ref-type="table"} shows the averaged BER and AUC of the four classifiers for the five feature selection methods. Note that the number of the selected features is determined by FROC, which can determine the number of the selected features. For example, FROC selected a feature subset from the Colon data set which includes 69 features. To compare the performance with other four methods, we fix the size of feature subset to 69. From Table [4](#Tab4){ref-type="table"} we can see that AVC is comparable or superior to the other compared methods. Table 4Averaged BER and AUC of the four classifiers on the benchmark data sets*AVCFASTARCOReliefFROC*BER*NB***0.184**0.2420.1940.2090.269*SVM*0.1480.166**0.147**0.1740.201*1-NN*0.1630.213**0.162**0.1780.254*C4.5***0.28**0.3520.2870.2960.299AUC*NB***0.924**0.8940.9110.8940.881*SVM*0.8960.908**0.913**0.8860.898*1-NN*0.8730.855**0.874**0.8610.822*C4.5***0.798**0.7660.7910.7880.793Bold data in the table reflect the minimal averaged BER and AUC of four classifiers in the feature subset selected by five compared feature selection methods on the benchmark data sets

Evaluation with LDA and Mclust {#Sec14}
------------------------------

Some classifiers can account for the high correlations among features appropriately, such as LDA (Linear Discriminant Analysis) and Mclust (Model-based Clustering method). In this sub-experiment, we further evaluate the performance of AVC on this kind of classifiers.

We experiment across the thirteen data sets shown in Table [1](#Tab1){ref-type="table"}. We examine 20 groups of features with different sizes and increase the number of features from 5 to 100 in interval of 5. Figure [14](#Fig14){ref-type="fig"} shows the averaged accuracy of the thirteen data sets. The blue line named as Top-k reflects the performance of the top-k features with maximal AUC. Features are sorted according to their AUC scores and the top-k features are selected without any redundancy reduction process. The red line reflects the performance of AVC. We can observe that AVC leads to higher accuracy in all the cases. Fig. 14Averaged accuracy of the LDA and Mclust classifiers. Averaged accuracy value of the LDA and Mclust classifiers on thirteen data sets. We choose 20 feature subsets with increasing number of features

Besides, FAST is a feature selection approach which simply selects the top-k features with maximal AUCs. Generally speaking, as shown from Figs. [6](#Fig6){ref-type="fig"}, [7](#Fig7){ref-type="fig"}, [8](#Fig8){ref-type="fig"}, and [9](#Fig9){ref-type="fig"}, it is clear that FAST performs inferior to the other feature selection methods, which involve feature redundancy or complementarity analysis in their selection processes. Thus, we can draw the conclusion that reducing feature redundancy or improving feature complementarity conduces to better recognition performance. The feature selection methods exploiting these tricks outperform the top-k methods without any further evaluation strategies. This property still holds on the situations that the feature-correlation-based classifiers are employed for measuring the discriminative performance of the selected features.

Conclusion {#Sec15}
==========

We propose a new feature selection method specific to the recognition problems in the microarray data sets. This method ranks the features according their relevance to the class label and the complementarity between each other. The ROC curve and the area under the ROC curve (AUC) are exploited to evaluate the relevance between a feature and the class label. Then the distribution of data on a pair of features is analyzed to measure the complementarity of the pair of features. Moreover, the greedy searching strategy is also implemented for finding out the predominant features.

The experiment results show that when the number of selected features is small, the features selected by our method can achieve a better classification performance compared with the state-of-the-art methods. Moreover, it is illustrated from the experiments that the reduced subspace constructed by our new method is suitable for the recognition task, in which the classes are mostly separated from each other and a significant boundary between classes can be easily found.

ABR

:   Area between the ROC curves

ARD

:   Area between the ROC curve and the diagonal line

ARCO

:   AUC and rank correlation coefficient optimization

AUC

:   Area under the ROC curve

AVC

:   AUC-based variable complementarity

BER

:   Balance error rate

FAST

:   Feature assessment by sliding thresholds

FPR

:   False positive rate

FROC

:   Feature selection based-on ROC-curves

KNN

:   k-Nearest neighbor

RCC

:   Spearman's rank correlation coefficient

ROC

:   Receiver operator characteristic

LDA

:   Linear discriminant analysis

MAUC

:   multi-class AUC

Mclust

:   Model-based clustering method

SVM

:   Support vector machine

TPR

:   True positive rate
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