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Abstract—The concept of a densely deployed heterogeneous 
network is one of the main approaches of modern wireless 
networking research to satisfy the growth of the traffic demand. 
However, such trend leads to a significant network energy 
consumption increment. One of the effective techniques to save 
energy is to switch off some underutilized cells during off peak 
hours. In this line, the focus of this paper is to decide the number 
of base stations to switch off in order to maximize the energy 
saving, while maintaining coverage, capacity and Quality of 
Service. We use a combination of Grey Relational Analysis and 
Analytic Hierarchy Process tools to trigger the switch off actions, 
jointly considering multiple decision inputs for each cell. The 
co‒tier interference, typical of small cell networks, is also 
considered in the decision making by introducing a graph‒based 
technique for dynamic resource allocation.  
Keywords—cell switch off; LTE; heterogeneous network; 
energy saving; interference mitigation 
I. INTRODUCTION 
The traffic volume in cellular networks has increased 
considerably during recent years and this growth is expected 
to continue at an exponential rate [1]. This is mostly due to the 
massive proliferation of intelligent mobile devices with 
ubiquitous and always‒on connectivity and machine type 
communication which leads to the shifting of the dominant 
traffic type from mobile voice to mobile data and video. While 
the required data rate for voice signals is low, the data 
connections require much higher signal quality in order to 
provide the multi‒megabit per second data rates. 
In areas of less demand, the macrocell alone can cope with 
the increased demands, but in densely populated areas there is 
a need to enhance macrocell capacity with smaller cells, 
increasing the node deployment density. With more Base 
Stations (BSs), radio resources can be reused more often per 
unit area, effectively increasing the system spectral efficiency. 
So, in order to meet the growing demands, 3GPP has 
introduced a concept of a densely deployed heterogeneous 
network, in which cells of different sizes together cover a 
given area. 
The deployment of additional BSs permits to satisfy the 
traffic volume in peak hours. On the other hand, the network 
densification leads to significant energy consumption 
increment, as some studies indicate that up to 80% [2] of the 
total energy consumption of wireless networks comes from 
BSs. However, traffic demand experiences significant 
temporal and spatial fluctuations throughout the day. This 
leads to the overdimensioning of the network during the low 
load periods. In these conditions some cells can become 
underutilized or even redundant, when carrying low traffic. 
During the periods of low user activity, the traffic demand can 
be served by a fewer number of cells, without compromising 
the Quality of Service (QoS) provided to the users. This 
introduces the idea of switching off some underutilized cells in 
order to preserve energy. The identification of the set of BSs 
to be switched off is not a trivial task and is influenced by the 
behavior of multiple variables, related to the coverage 
provided by the multiple interfering small cells, to the load 
factor of each node in absolute terms and with respect to the 
neighbors, etc. The random or inappropriate switching off can 
deteriorate the performance of the system since the BSs which 
remain active need to serve some extra traffic. 
Many algorithms have been proposed in the literature for 
this task, and the problem has received also a lot of attention 
from research projects [3] and standardization activities [4]. 
However, the majority of the efforts up to date, has targeted a 
noise limited macrocell scenario [5‒10]. In this paper we 
propose an intelligent, greedy cell switch off method for 
interference limited LTE small cell deployments. We present a 
comprehensive solution which adapts the capacity offer of the 
scenario to the actual users' demand of traffic, while taking 
into account the small cell to small cell high interference 
through a graph coloring technique. The proposed greedy 
switch off algorithm is based on a centralized multi‒criteria 
decision making approach considering as inputs 
heterogeneous aspects such as coverage characteristics, load 
factor of different cells and its distribution among different 
nodes. Multi‒criteria decision analysis is a powerful tool, 
classified as a sub‒discipline of operative research, which 
allows to model the human intuitive decision making process, 
which implicitly balances multiple criteria, with different 
orders of priority. We focus here on the combination of Grey 
Relational Analysis (GRA) [11] and Analytic Hierarchy 
Process (AHP) [12], which allow to include in the decision 
making process multiple criteria, in a rigorous manner and 
with low computational overhead, while providing to them 
different priority orders. We evaluate our scheme in a LTE 
oriented simulator, where we model realistic users' daily 
activity pattern. We benchmark our approach to two state of 
the art schemes, adapted to the densely deployed scenario 
considered in this paper. Simulation results show that our 
approach outperforms the considered reference schemes in 
terms of achieved energy saving gain.  
The remainder of this paper is organized as follows. 
Section II presents a review of related literature and highlights 
the novelty and contribution of this paper. Section III 
describes the system model. Section IV and V introduce the 
main contribution of this paper: the graph‒based interference 
mitigation and the multi‒criteria cell switch off schemes, 
respectively. Section V evaluates the performance of our 
approach and discusses the simulation results. Finally, Section 
VI concludes the paper. 
II. RELATED WORK AND NOVELTY 
Various approaches to enable BS switch off have been 
proposed in literature with the aim of reducing the network 
energy consumption during periods of low traffic. Notice that 
sometimes the literature refers to the switched off cells, also as 
sleeping cells, but in this paper we maintain the nomenclature 
of switched off cells [4]. 
We present in Table I a summary of the main features that 
classify the switch off algorithms available in the literature. In 
particular, those are compared based on the following criteria.  
a) Architecture: Indicates whether the intelligence of 
an algorithm is placed in a centralized entity governing a 
particular area, or distributed in the BSs. 
b) Layer: Indicates whether the algorithm is proposed 
for the macrocell layer or also for the small cell layers. 
c) Switch off decision: Indicates the main parameters 
which trigger the switch off decision. 
d) Interference Management: Indicates if any co‒tier 
interference management scheme is taken into account. 
 From Table I, we can identify two main shortcomings in 
the control schemes available in the literature: 
1) They mainly focus on macrocell scenarios. However, 
the traditional macro environment is subject to careful 
planning and optimization of operators. This approach is not 
viable in heterogeneous co‒channel, dense and unplanned 
dynamic deployments. The state of the art approaches do not 
consider these challenging deployments and do not consider 
the co‒tier interference issues that arise in this context, and the 
consequences that the modification of the network deployment 
may generate at interference level. 
TABLE I. SUMMARY OF RELATED WORK 
Ref Architecture Layer Switch off decision Interference 
Management 
[5] Centralized Macro Load No 
[6] Centralized Macro Load No 
[7] Centralized Macro Load+Interference No 
[8], 
[9] 
Distributed Macro Load+UE distance No 
[10] Centralized Macro Load+UE positioning No 
2) They consider two parameters at maximum as the 
decision making inputs. A more ample set of parameters 
would allow to capture more efficiently spatial and temporal 
traffic variations in order to further optimize the performance 
of the switch off scheme. 
This paper aims to fill these gaps by proposing a 
multi‒criteria switch off method applicable to realistic 
heterogeneous LTE networks. The process is divided in two 
main steps: (1) spectral resource allocation for 
interference‒limited deployments  and (2) selection of the 
candidate cell to switch off. The first part uses a graph‒based 
intelligent allocation of spectral resources to mitigate co‒tier 
interference and to maximize the frequency reuse. The second 
part is a decision making process based on a combination of 
GRA and AHP tools. It jointly considers multiple criteria with 
different priorities for the selection of the candidate cell to 
switch off, such as: the instantaneous traffic load in the cell, 
the average traffic load in the neighboring cells, the number of 
neighbors and the coverage area. While GRA allows to take 
the final decision processing multiple criteria for each 
candidate, the AHP provides different priority levels to each 
criteria involved in GRA process. 
III. SYSTEM MODEL 
A. Network model 
The system consists of M LTE Pico BSs (PeNBs), which 
have partially overlapping coverage areas, and N UEs 
distributed uniformly. Pico cells are assumed to be deployed in 
a dedicated carrier. For this reason the cross‒tier interference is 
not considered in this paper and we only focus on co‒tier 
interference. Cell association is decided by the criterion of 
maximum pilot power, i.e. the Reference Signal Received 
Power (RSRP) in LTE specifications. To simulate signal 
attenuation between PeNBs and UEs we use the path loss 
model proposed in [13] for outdoor pico cell deployment 
scenario. 
The spectral resource allocation and the switch off scheme 
are performed by a control entity, which gathers the necessary 
information from all the PeNBs. An example of this 
centralized entity has been proposed by the European ICT 
BeFEMTO [14] project, the Local Femtocell Gateway. 
The downlink of a 3GPP LTE system is considered. The 
system bandwidth (B) is divided into Ntot Physical Resource 
Blocks (PRBs). PRBs are the most basic downlink resource 
allocation units for data transmission and any given PRB can 
be allocated to only one UE in a cell. In the link adaptation 
process, the Signal to Interference plus Noise Ratio (SINR) of 
each user determines a specific modulation and coding 
scheme, which denotes the amount of bits carried per symbol. 
Based on that, we compute the number of PRBs required to 
satisfy the demand of each UE.  
B. Traffic model 
In this work we adopt the traffic model of [15] for urban 
scenario, characterized by 1000 citizen/km
2
 on average. Fig. 1 
illustrates the typical daily variation of the number of active 
users with respect to the total number of subscribers.  
 
Fig. 1. Daily user activity pattern. 
We use two user categories: heavy user and ordinary user. 
A heavy user consumes rh=900 MB/hour and the ordinary user 
consumes rn=112.5 MB/hour. 20% of the subscribers are 
classified as heavy users. According to [15] this is the most 
relevant European scenario for 2015. 
C. Power model 
We employ a linear power model, as proposed in [16], 
where the total power consumption of each PeNB changes 
linearly with respect to the average transmit power. The power 
consumption is modeled as the sum of two parts. The first part 
describes the static power consumption, which is consumed by 
the regular operation of PeNB. The second part is the dynamic 
power consumption, which depends on the cell load. This is 
given by: 
( )
0 , , ,
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where NTRX is the number of transceiver chains, PTX,max [W] 
denotes the maximum RF transmit power of the BS at 
maximum load, P0 represents the power consumption at zero 
RF output power, ∆p is the slope of the load dependent power 
consumption, Pt the Root Mean Square transmit power [W]. 
For the pico cell m having a total of NT,m PRBs, using NU,m 
PRBs, the corresponding transmit power is given by: 
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IV. SPECTRAL RESOURCE ALLOCATION 
The basic approach to mitigate co‒tier interference is to 
allocate disjoint portions of spectral resources to the PeNBs 
which have critical interference relations, and to maximize the 
frequency reuse. Here, we propose a bandwidth allocation 
scheme that consists of three steps, as described below. 
A. Interference Graph Construction 
The objective of this step is to identify the pairs of PeNBs 
which have critical interference relations.  As a reference we 
use the approach presented in [17], which has been proposed 
for static network deployment scenarios. At the initialization 
stage, all the BSs are assumed to be switched on and to share 
the whole available bandwidth. The interference graph is then 
modeled based on UEs' measurements of their SINR level and 
remains static.  
Our algorithm operates in a dynamic small cell 
environment and the interference graph follows the network 
deployment changes: each time when the network 
configuration is modified, the graph is updated and, based on 
its output, subbands are then reallocated. Therefore, the graph 
is remodeled on‒line, when all the interfering PeNBs already 
use disjoint fragments of bandwidth. In this context, the 
wideband SINR measurements used in [17] are not able to 
assess fairly actual interference relations between cells. For 
this reason, in this paper we identify critical intercell 
interference conditions based on RSRP levels received by 
each UEn from its serving PeNBm and from the neighboring 
ones, as proposed in [18]: 
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where 
,
m
RS nP and ,
i
RS nP indicate the RSRPs measured by UEn 
from its serving PeNBm and from interfering PeNBi  
respectively; η denotes the thermal noise power. 
Each UEn measures its 
 level and compares it with a 
pre‒determined threshold . If  
 < , then from (4) the 
RSRP value of the largest interfering BS is removed and 
 is 
recalculated. This process continues until 
 ≥ . The 
Physical Cell Identities (PCIs) of excluded BSs are inscribed 
in the list of non‒tolerable interfering neighbors 	
,. We 
note that reading and decoding of the PCIs of detectable cells 
makes part of a normal measurement operation performed by 
UEs in line with 3GPP LTE specifications. Then 	
, is 
reported to the serving PeNBm. Based on the reports received 
from all subscribers, PeNBm constructs an aggregate neighbor 
list 
, and reports it to the central controller. 
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When the central controller obtains neighbor lists of all the 
PeNBs, it constructs then an Interference Graph of the picocell 
network. In this Interference Graph, the vertices represent the 
picocells and the edges represent critical interference relations 
between them. 
B. Graph Coloring  
Our objective is to mitigate the co‒tier interference 
assigning disjoint portions of spectrum to interfering cells. In 
this connection it is important to minimize a fragmentation 
degree of the whole band B, as an excessive fragmentation of 
the spectral resources can deteriorate the capacity of the 
network. In the previous step the critical interference relations 
between PeNBs were mapped onto interference graph. So our 
objectives correspond to a minimum vertex coloring problem 
in a graph theory. Out of various vertex coloring algorithms 
available, the DSATUR algorithm is used as a reference [19], 
due to its computational efficiency and low complexity. 
At the output of DSATUR algorithm we have a color pool 
C={c1, c1+i, ..., cmax} and a single color ci ∈ {C} assigned to 
0
2
4
6
8
10
12
14
16
18
0 2 4 6 8 10 12 14 16 18 20 22 24
A
ct
iv
e 
U
E
s 
[%
]
Time [hours]
each vertex. The total number of different colors (the pool size 
|C|) determines the minimum number of disjoint subbands and, 
as a consequence, also the minimal number of PRBs (Nmin) to 
be assigned to PeNBs. We assume that the subbands have 
approximately the same width and associate a color ci ∈ {C} 
to each subband.  
C. Assignment of Spectral Resources 
As was highlighted above, DSATUR algorithm assigns 
only one color to each vertex. But theoretically it is possible to 
assign more different colors (and, as a consequence, more 
spectral resources) to some cells, maximizing the reuse of 
sub‒bands and thus maximizing the network capacity. 
Inspired by DSATUR algorithm and using its outputs, we 
propose a new algorithm that permits to assign additional 
subbands to PeNBs, while obeying the restrictions imposed by 
the interference graph. The pseudocode of the spectral 
resource allocation algorithm is given below. 
PSEUDOCODE I. ALLOCATION OF SUBBANDS 
Definition: vj is the degree of vertex j (the number of its edges); the 
subset 


 contains the distinct colors that have been assigned to 
the vertices adjacent to vertex j; φj =|


 | is the saturation degree 
of vertex j. 
1: Arrange all the vertices by increasing order of their saturation 
degrees φ. 
2: Choose the vertex with the minimal saturation degree. If there is 
an equality, choose among them any vertex of minimal degree. 
Allocate to the selected vertex j the bandwidth: Bj = {C}-{


} 
and, as a consequence, the PRB number: NT,j= Ntot ‒φj Nmin. 
3: Update for other vertices 
 and φ . 
4: If the subbands are assigned to all the vertices, stop. Otherwise, 
return to 1. 
V. SELECTION OF THE CANDIDATE CELL TO SWITCH OFF  
In this subsection we first define the set of inputs that are 
taken into account in the multi‒criteria decision process. Then 
we apply AHP to define the priority of each decision criterion. 
Finally, a GRA scheme univocally identifies the PeNB 
candidate for switch off.  
A. Decision Inputs 
1) Coverage Rate Indicator (CRI) 
The CRIm represents the rate of UEs connected to PeNBm 
which have at least one intra‒frequency LTE candidate for 
handover within the pico cell tier. This parameter is estimated 
by each PeNB individually and the result is sent to the central 
controller.  
According to 3GPP specifications, the UE in connected 
mode can be instructed by its serving cell to perform intra‒LTE 
detection, measuring and reporting the RSRP levels of 
intra‒frequency neighbor cells. If the list of detected neighbors 
is not empty, it means that the UE has handover alternatives if 
its serving cell is switched off.  
The CRIm computed by PeNBm is defined as follows:  
m
m
CRI
N
⋅
=
h 1
,                                 (5) 
where the binary vector h ∈ {0,1}
Nm indicates which UEs 
connected to PeNBm have a handover candidate and which 
ones do not have. If the nm
th
 user has a handover candidate, 
h(Nm)=1, and 0 otherwise. 
2) Cell Load Factor (LF) 
For each cell we identify the concepts of LF, of the same 
cell and that of its neighbors, LFm,own and LFm,neigh. Those 
parameters rate the traffic intensity in PeNBm and in its 
surrounding PeNBs. Each PeNBm estimates its own cell load 
LFm,own as follows and sends the result to the central controller 
, 
,
, 
R m
m own
T m
N
LF
N
= ,                              (6) 
where NR,m is a total number of PRBs required to satisfy the 
data rate requirements of each connected UE, NT,m is a total 
number of PRBs assigned to PeNBm. 
 When the controller receives LFm,own from all PeNBs, i.e. 
{ }, ,   own m ownLF LF m M= ∀ ∈ , LFm,neigh is then calculated by 
the controller for each PeNBm. LFm,neigh represents the average 
LF of surrounding PeNBs of PeNBm. 
, 
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N
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=∑ ,                        (7) 
where Im is the number of surrounding pico cells of PeNBm. 
3) The number of interfering neighbors (v)  
For each PeNBm, vm value corresponds to the degree of the 
vertex associated with PeNBm in the Interference Graph. This 
parameter is obtained at the output of DSATUR algorithm and 
is known to the central controller. 
B. Analytic Hierarchy Process 
AHP consists of three main principles: decomposition of 
the decision problem, comparative judgment of the elements 
and synthesis of the priorities. In the first step, the problem is 
decomposed into its constituent parts (parameters described in 
the previous subsection). The second step is the comparison of 
the criteria. In the third step, the weights for all the criteria are 
obtained using eigenvector method. 
The set of criteria considered for each pico cell is S={CR, 
LFown, LFneigh, ν}. Due to the fact that these criteria have a 
different subjective importance, a value of relative importance 
a≥0 is assigned to each criterion by performing a pairwise 
comparison. The numbers a from 1 to 9 are used to rank the 
judgments and the definition of the values assigned for 
comparison is shown in Table II. 
 
 
 
TABLE II. DEFINITION FOR COMPARING IMPORTANCE 
CRITERIA 
Importance (a) Definition 
1 Equal importance 
3 Weak importance of one over the other 
5 Essential or strong importance of one over the other 
7 Demonstrated importance of one over the other 
9 Absolute importance of one over the other 
2, 4, 6, 8 Intermediate values between adjacent judgments  
The pairwise comparison matrix A can be represented by 
the following i×i matrix (i=|S|) 
12 1
12 2
1 2
1 ...
1/ 1 ...
1/ 1 / ... 1
i
i
i i
a a
a a
A
a a
 
 
 =
 
 
 
⋮ ⋮ ⋮ ⋮
.                     (8) 
In the next step, the eigenvector of matrix A, 
corresponding to the largest eigenvalue is calculated. The 
relative weights of the factors (β) are derived from the 
components of the normalized eigenvector. 
Since comparisons performed in AHP are subjective, 
judgment errors are inevitable and have to be detected through 
verification of consistency rate (CR) of A before selecting the 
weight values. The CR is calculated as follows: 
CI
CR
RI
= ; max
| |
| | 1
S
CI
S
λ −
=
−
,                     (9) 
where CI is a consistency index and it represents the deviation 
of the maximum eigenvalue of matrix A (λmax) from the 
number of criteria used in the comparison process; and RI is a 
random index, which is the average CI of a randomly 
generated reciprocal matrix. 
All RI values for different matrix dimensions are provided 
in [12]. If CR is equal to zero, the matrix is perfectly 
consistent. If CR≤0.1, the evaluated weight values are 
acceptable. The weights β, derived from an optimally filled A 
matrix, are calculated offline and remain static. Then they are 
applied in a dynamic GRA process to rank decision inputs. 
C. Grey Relational Analysis  
GRA is a method to solve multi‒input problems. It permits 
to obtain a clear ranking of the different alternatives (series) 
characterized by a set of criteria. This is performed by 
determination of the degree of relationship of a reference and 
comparative data. 
In our case a set of alternatives is represented by PeNBs 
candidates for switch off {m1, m2, ... , mM}. Each single 
alternative mM consists of a set of criteria {CR'M, LFown' M, 
LFneigh' M, ν' M }. In GRA, the data that contain the same features 
are regarded as a sequence. So, we obtain four comparative 
sequences: S1={CR'm1, CR'm2 , ... ,CR'M}, S2={ LFown'm1, 
LFown'm2 , ... , LFown'M}, S3={ LFneigh' m1, LFneigh' m2 , ... , LFneigh' 
M} and S4={ ν' m1, ν'm2 , ... , ν' M}.  
The attributes of each sequence are reported in the original 
units: CR', LFown' and LFneigh' in [%], while ν' is dimensionless. 
So the first step of GRA is to express each attribute in 
dimensionless (hence comparative) units and similar scales. 
For this purpose the values of each sequence are normalized in 
the range between 0 and 1.   
In the study, CR' and v' are the higher‒the‒better and the 
normalization is performed as: 
( )
* ( ) min( )
( ) ,   m {1,2,..., }
max min( )
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i i
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,    (10) 
where i={1,2,..,4} is a sequence number, Si(m) is a sequence Si 
in m
th
 entry (m=1:M), min(Si) and max(Si) represent the lower 
and upper bounds of the sequence Si, respectively. 
On the other hand, LFown' and LFneigh' are the 
lower‒the‒better and in this case the original sequence is 
normalized as follows 
( )
( )
* max ( )( ) ,   m {1,2,..., }
max min( )
i i
i
i i
S S m
S m M
S S
−
= ∀ ∈
−
.     (11) 
As the next step of GRA, for each normalized original 
sequence the corresponding reference sequence is defined. This 
is a vector of reference values with which the sequence are 
compared. In our study, the best conditions to switch off a pico 
cell are: CR→1, LFown→0, LFneigh →0 and v→1. So, the 
reference sequence is S0={1, 0, 0, 1}. Then, the Grey 
Relational Coefficient (GRC) is calculated as: 
0,
min max
( ) ,   m {1,2,..., }
( ) max
i
i
m M
m
ζ
ξ
ζ
∆ + ⋅∆
= ∀ ∈
∆ + ⋅∆
,       (12) 
where
*
0, 0( ) ( ) ( )i im S i S m∆ = − , ζ is a distinguishing coefficient 
(ζ ∈ [0, 1]), ∆min and ∆max are the smallest and the largest 
values of ∆0,i, respectively. 
The weights obtained at the output of the AHP process are 
applied to each criterion. This is performed by multiplying the 
corresponding elements in the GRC matrix by their 
corresponding weights. After averaging the obtained 
coefficients, the Grey Relational Grade (GRG) of each PeNB 
can be calculated: 
4
1
1
( ) ,   m {1, 2,..., }
4
m i i
i
m Mξ β
=
Γ = ⋅ ∀ ∈∑ ,        (13) 
where βi is the weight factor of criterion i obtained at the output 
of the AHP. 
The higher value of the GRG represents the stronger 
relational degree between the reference sequence and the given 
sequence. So, the PeNBm with a maximal GRG is selected as a 
cell candidate for the switch off procedure. Then, as proposed 
in [5] and [7], the algorithm verifies if all the active UEs in 
PeNBm can be re‒associated to its neighboring cells. A UEn is 
considered to be re‒associated if ∃ PeNBj,j≠m such as 
, ,min
j
RS n RSP P≥ and, in the same time, the available resources of 
PeNBj are enough to serve the traffic demand of  UEn without 
QoS degradation. If all the UEs of PeNBm can be successfully 
re‒associated, the PeNBm is then switched off.  
D. Summary of the proposed framework  
An example of the operation of the proposed framework is 
presented in the following for the sake of better understanding.  
Let's suppose that the network consists of three PeNBs, 
distributed as shown in Fig. 2 (a). The interference‒free 
subbands are assigned to cells 1 and 3 by means of the 
graph‒based spectral resource allocation algorithm (Section 
IV). PeNB2 is allowed to use the entire bandwidth for its 
transmissions.  
The cell switch off procedure (Section V) is launched 
periodically to find an optimal matching between the network 
topology and the current traffic load conditions. First, the 
algorithm calculates the GRG of each cell as in (13) and selects 
PeNBm with the highest GRG as a candidate for switch off 
(PeNB3 in our example). Then, the mechanism tries to 
re‒associate all the UEs of  PeNB3. From Fig. 2 (a) it can be 
seen that all of its UEs have PeNB1 as a handover alternative. 
The PeNB3 is then switched off. The network topology changes 
and, as a consequence, the critical interference relations 
between cells change as well (see Fig. 2 (b)), and PRBs must 
be re‒assigned by means of the graph‒based spectral resource 
allocation algorithm. After that, the mechanism makes another 
iteration searching a candidate cell to switch off and verifies if 
all its UEs can be re‒associated. In our case, PeNB1 is a switch 
off candidate since it has the maximal GRG, however, its users 
cannot be served by adjacent cells. Therefore it is maintained 
operative and the mechanism terminates its operation.  
The pseudocode of the proposed framework is given below. 
PSEUDOCODE II. SYNTHESIS OF THE PROPOSED FRAMEWORK 
Definition: PRS,min is a minimal required RSRP value to establish a 
connection with a PeNB; K is the set of active PeNBs.  
1: for each UEn do 
Assign UEn to the PeNBm with the largest
, , ,min|
m m
RS n RS n RSP P P≥ . 
end for 
2: Switch off all PeNBs without UEs. Update K. 
3: Graph‒based spectral resource allocation. 
4: Interference Graph Construction. 
5: DSATUR‒based Graph Coloring. 
6: PRBs allocation. 
7: Selection of a PeNB candidate for switch‒off. 
8: Calculate GRG of each cell. 
9: Select cell m with the highest GRG. 
10: Try to re‒associate all the UEs from the cell m (Nm) to adjacent 
cells. 
11: if Nm =0 (All the UEs were re‒associated) then 
12: Switch off cell m. Update K and return to step 1.  
13: else 
14: Terminate. 
15: end if 
 
             a) Iteration 1                         b) Iteration 2 
Fig. 2. Example of the operation of the framework 
VI. PERFORMANCE EVALUATION 
In this section the performance of the proposed framework 
is evaluated by MATLAB simulations. 
A. Simulation scenario  
The scenario is composed of 10 pico cells distributed over a 
flat area of 1 km
2
. The density of cells is dimensioned so that 
the network is able to serve the peak hour traffic (from 21.00 to 
22.00 in Fig. 1). At each cell, the scheduler tries to assign each 
user with a bandwidth such that the target data rate is satisfied. 
The resource allocation procedure finishes when the target rate 
is provided to all the UEs, or when the scheduler encounters a 
UEn which demand cannot be satisfied due to the scarcity of 
remaining resources. Simulation results are averaged over 50 
independent simulation runs. 
The set of parameters used in simulations is provided in 
Table III. 
In the considered daily user distribution pattern (see Fig. 1) 
the traffic load decreases during the night zone from 00.00 until 
06.00. We consider this temporal window for evaluation, when 
the required network capacity is reduced and a number of cells 
can be switched off to avoid network overdimensioning, while 
still fulfilling the desired user throughput. The algorithm runs 
once every hour during the considered night zone.  
TABLE III. SYSTEM PARAMETERS 
Parameter Symbol Value 
System bandwidth B 10 MHz 
Number of available PRBs Ntot 50 
Carrier frequency fc 2 GHz 
Number of transceiver chains NTRX 2 
Power consumption at zero RF output 
power 
P0 6.8 W 
Slope of the load dependent power 
consumption 
∆p 4 
Maximum Pico TX power PTX,max 24 dBm 
Minimal required RSRP value PRS,min ‒124 dBm 
Number of PeNBs M 10 
Noise power spectral density η ‒174 dBm/Hz 
Interference level threshold γth 5 dB 
Distinguishing coefficient ζ 0.5 
Modulation schemes QPSK, 16‒QAM, 64‒QAM 
B. Numerical results 
In order to show the sensitivity of the algorithm to the 
weights derived from the comparison AHP matrix, we consider 
three different cases.  
Case 1:  the parameters of comparison matrix are set as shown 
in Table IV.  
Case 2: all the elements of comparison matrix equal 1, i.e. all 
the criteria have identical weights. 
Case 3: the comparison matrix represents the inverted matrix 
considered in Case 1. 
Fig. 3 demonstrates the average number of PeNBs that 
remain active using three different settings of comparison 
matrix that we have considered. The plot shows that with equal 
traffic conditions, the algorithm achieves better performance in 
Case 1, when the weights of CRI and LFneigh are higher than 
those related to LFown and v. In fact, our algorithm operates 
until it finds that the selected station cannot be switched off 
because its total load cannot be handled by the neighboring 
cells. So, the simulation results confirm that CRI and LFneigh 
parameters play a key role in the right selection of the 
candidate cell, for not interrupting prematurely the switch off 
process.  
In the following simulations we adopt the comparison 
matrix and the corresponding weights presented in Table IV.  
For the evaluation of the proposed multi‒criteria (M‒CR) 
framework, we provide a performance comparison with two 
reference schemes present in literature: the cell zooming (CZ) 
algorithm proposed in [5] and the dynamic 
traffic‒and‒interference‒aware (DTIA) BS switching off 
scheme presented in [7]. These works focus on a macro only 
scenario and, as a consequence, they do not consider the 
co‒tier interference issue in a dense deployment. In order to 
assess fairly the merit of our algorithm, we have adapted the 
benchmarks [5] and [7] to the densely deployed small cell 
scenario considered in this paper. In this way, the fundamental 
difference between all the considered approaches consists in 
the methodology of selection of a cell candidate for the switch 
off procedure. In [5] a cell candidate for switch off is selected 
based only on the cell load. In [7] besides the cell load, the 
authors take into account the interference level measured by the 
users of each cell.  
The procedure of selection of a cell candidate for switch off 
for two considered benchmarks is summarized in Table V. 
TABLE IV. CRITERIA COMPARISON PARAMETERS AND RELATIVE 
WEIGHT VALUES 
 CR LFown LFneigh ν β 
CR 1 7 1 8 0.4586 
LFown  1/7 1 1/5 3 0.0923 
LFneigh  1 5 1 7 0.4022 
ν 1/8 1/3 1/7 1 0.0469 
CR= 0.0386 
  
 
Fig. 3. Assessment of different comparison matrixes 
For the comparison of the three schemes we have adopted 
two metrics: the average number of active PeNBs and the 
Network Energy Saving Gain (NESG) calculated as follows 
All PeNBs are ON With switch off  scheme
1 1
All PeNBs are ON
1
| |
|
M M
m m
m m
M
m
m
NESG
P P
P
= =
=
=
−∑ ∑
∑
.     (14) 
If m
th
 PeNB is switched on, its power consumption (Pm) is 
calculated in accordance with (1). If the cell is off, Pm=0. 
Fig. 4 depicts the average number of PeNBs that remain 
active during the considered temporal window and Fig. 5 
shows the corresponding NESG.  
It can be observed that, the multi‒criteria framework 
proposed in this paper outperforms the reference schemes in 
terms of average number of active cells and, as a consequence, 
also in terms of achieved NESG. In particular, our approach 
outperforms the closest benchmark (DTIA proposed in [7]) at 
NESG level between 4,9% and 6,5%. Regarding the CZ 
scheme presented in [5], our approach allows to preserve up to 
11,4 % more energy. So, the pool of criteria that we have 
included in the decision making process allows to capture 
efficiently the traffic fluctuations and, as a consequence, to 
optimize the selection of a cell candidate for switch off. It is 
also worth mentioning that a higher margin of energy saving 
has been achieved without interrupting or degrading any 
active UE connection.  
TABLE V. SWITCH‒OFF CONDITION FOR EACH ALGORITHM 
Scheme Selection of a PeNB candidate for switch‒off 
CZ Select cell m with the lowest LFm,own. 
DTIA Select all the cells with LFown≤0.6. Among them select one 
with the lowest Um: 
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 Fig. 4. Average number of active PeNBs vs. Time 
 
Fig. 5. NESG vs. Time 
VII. CONCLUSION 
In this paper we propose a control process that allows to 
re‒allocate dynamically the spectral resources in order to limit 
the co‒tier interference; and to switch off some underutilized 
small cells during the hours of low traffic intensity in order to 
preserve energy. The algorithm is logically centralized into a 
controller that carries out different functionalities. First, it 
takes care of co‒tier interference issue, by  allocating  spectral 
resources based on graph coloring technique. In particular, the 
interference control approach mitigates the interference and 
maximizes the frequency reuse to improve the overall system 
capacity. Then, it adopts AHP and GRA tools in order to 
include multiple criteria with different priorities in the switch 
off decision making process. The introduction of multiple 
decision inputs allows to capture efficiently spatial and 
temporal traffic fluctuation and, as a consequence, to optimize 
the set of switched off stations. The system level simulations 
show that our framework outperforms two state of the art 
reference schemes in terms of achieved energy saving gain, 
while guaranteeing the required QoS to each UE. 
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