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Preface
Life is transient. What should we do in our limited time to make some
differences? Some figures, like Euclid, are “alive” in people’s minds even after
thousands of years, because their masterpieces keep inspiring and benefiting people.
Knowledge of nature and ourselves is a wealth of all mankind, a contribution to
which would surely make my life meaningful. That is my initial motivation for
doing science.
Followed a typical education path, I became a Ph. D. student at New
York University, standing at the gate to my research career dream and looking for
questions that I could make use of my lifetime to work on. Fortunately, I met my
second mentor (after my father as the first), Matthieu Wyart. He introduced me
to the question of transients in nature – the dynamics of glassy systems.
“The flying arrow is motionless”, the famous paradox of ancient Greek
philosopher Zeno, has a similar modern version in the physics of glasses: “the
flowing liquid is solid”. Zeno’s paradox is deeply related to calculus and the con-
cept of limit, nonetheless, the physics lying behind the glass connects to a long
dynamical time scale. Below the time scale, a glass appears to be static and solid,
while above, it flows as a sticky liquid, like honey. It is also a physical phenomenon
closely related to life. Imagine you are stuck in a traffic jam: if you are in a hurry,
staring at the second hand on your watch, you may probably curse the jammed
traffic; but if you are relaxed, enjoying the music and the views, you may hap-
pily drive to your destination after momentary waitings. These dynamical systems
characterized by long time scales are glassy systems.
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In glassy materials, the dynamical time scale can be tuned by temperature
and driving forces like gravity. For example, the wax flows more and more easily
if one heats it up; the sandpile slides faster and faster when the bed of the dump
truck is tilted more and more steeply. However, how the time scale depends on
temperature and driving force may vary from system to system, and there are not
yet universal rules like Newton’s Laws to describe different dynamics. We are curi-
ous to know what determines the dynamical properties of the glassy systems from
microscopic level; Is there any dynamical universality among systems that possess
certain microscopic features? One prominent concept of dynamical systems is self-
organization: the trend that the system spontaneously evolves to states where the
dynamical time scale diverges. So the dynamical transitions are usually relevant
in glassy systems. The dynamics in this situation become rich: phenomena of all
different time scales accompanied with different sizes appear. For example, in the
Earth crust as a glassy system, earthquakes varying in intensity from unnoticeable
to devastating can happen. But how our nature spontaneously evolves to these
critical states is still lack of a mathematical description.
I have studied these general questions in specific systems and models dur-
ing my Ph. D. and conclude them in this dissertation. The dissertation may never
be eternal, but to me, it is a first small but important step towards my scientific
career, which, I hope, will leave some valuable thoughts that continually inspire
and benefit others.
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Abstract
Glassy systems are disordered systems characterized by extremely slow
dynamics. Examples are supercooled liquids, whose dynamics slow down under
cooling. The specific pattern of slowing-down depends on the material considered.
This dependence is poorly understood, in particular, it remains generally unclear
which aspects of the microscopic structures control the dynamics and other macro-
scopic properties. Attacking this question is one of the two main aspects of this
dissertation. We have introduced a new class of models of supercooled liquids,
which captures the central aspects of the correspondence between structure and
elasticity on the one hand, the correlation of structure and thermodynamic and
dynamic properties on the other. These models can also be resolved analytically,
leading to theoretical insights into the question. Our results also shed new light on
the temperature-dependence of the topology of covalent networks, in particular,
on the rigidity transition that occurs when the valence is increased. Observations
suggested the presence of a nearly critical range in the proximity of the rigidity
threshold. Our work rules out the predominant explanation for this phenomenon
by a “rigidity window” where the rigidity is barely satisfied.
Other questions appear in glassy systems at zero temperature, when the
thermal activation time is infinitely long. In that situation, a glassy system can flow
if an external driving force is imposed above some threshold. Near the threshold,
the dynamics are critical. To describe the critical dynamics, one must understand
how the system self-organizes into specific configurations.
The first example we will consider is the erosion of a river bed. Grains
or pebbles are pushed by a fluid and roll on a disordered landscape made of the
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static particles. Experiments support the existence of a threshold forcing, below
which no erosion flux is observed. Near the threshold, the transient state takes
very long and the flux converges very slowly toward its stationary value. In the
field, this long transient state is called “armoring” and corresponds to the filling
up of holes on the frozen landscape by moving particles. The dynamics near
the threshold are relevant for geophysical applications – gravel river beds tend to
spontaneously sit at the threshold where erosion stops, but are poorly understood.
In this dissertation, we present a novel microscopic model to describe the erosion
near threshold. This model makes new quantitative predictions for the erosion flux
vs the applied forcing and predicts that the spatial reparation of the flux is highly
non-trivial: it is power-law distributed in space with long range correlation in the
flux direction, but no correlations in the perpendicular directions. We introduce a
mean-field model to capture analytically some of these properties.
To study further the self-organization of driven glassy systems, we inves-
tigate, as our last example, the athermal dynamics of mean-field spin glasses. Like
many of other glasses, such as electron glasses, random close packings, etc., the
spin glass self-organizes into the configurations that are stable, but barely so. Such
marginal stability appears with the presence of a pseudogap in soft excitations –
a density of states vanishing as a power-law distribution at zero energy. How such
pseudogaps appear dynamically as the systems are prepared and driven was not
understood theoretically. We elucidate this question, by introducing a stochastic
process mimicking the dynamics, and show that the emergence of a pseudogap is
deeply related to very strong anti-correlations emerging among soft excitations.
x
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Chapter 1
Introduction
Statistical physics, one of the cornerstones of modern physics and chem-
istry, sets the theoretical framework to describe systems in thermal equilibrium.
However, more often, systems are not equilibrated. This is the case for open sys-
tems which receive energy fluxes from their environments, such as the living or
social systems. Other examples are glassy systems, whose thermal activation time
is so long that they cannot equilibrate on practical time scales. Examples are
the structural glasses that make our windows, whose dynamics are dominated by
a glass transition between an equilibrated liquid state and an out-of-equilibrium
glass state with an extremely long relaxation time. Other examples are granular
materials, where the temperature effect is too small to be relevant. These sys-
tems are yield stress materials, which can flow if a sufficient forcing is applied.
The transition between the solid and liquid phases is a non-equilibrium dynamical
transition. The two transitions are represented in the phase diagram in Fig. 1.1.
Understanding them is a long-standing topic of soft condensed matter physics.
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Figure 1.1: A phase diagram of static and dynamic phases of glassy systems. T is the
temperature, f is the driving force.
The thermal relaxation of a liquid can be enormously prolonged under
cooling [1, 2]. Classical examples are structural glasses, which can be elegantly
shaped by blowing them. Blowing is possible because these materials are very
viscous and flow on the scale of seconds near the glass transition, compared with
picoseconds in liquid phase at high temperature. In light of the long history of
glass manufacture [3], it is surprising how little is understood of the microscopic
cause for their slow dynamics.In particular, the specific pattern of slowing down
near the glass transition depends on the material considered [4, 5]. There is no
theoretical framework to predict that dependence.
At zero temperature, the thermal activation time of a glassy system is
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absent. The system can however transition from a static state to a dynamic flow-
ing state once a sufficient external forcing is applied. For instance, rocky river
beds and sand dunes can flow when pebbles and sand grains are eroded by the
water flow and the wind respectively [6]. Many experiments support that erosion
occurs only when the stress applied by the fluid exceeds a threshold. Understand-
ing this threshold is important for geophysical applications, as river beds tend to
spontaneously evolve toward this threshold where erosion stops [7, 8]. No com-
pelling theoretical framework has been proposed to describe the dynamics near
the threshold. One interesting effect is the “armoring” phenomenon: near the
threshold, there are long transients where the average number of mobile particles
flowing above the frozen bed slowly decays. This slow decay corresponds to the
filling up of holes by mobile particles: the system self-organizes into configurations
where a minimal number of particles remain mobile.
Another kind of self-organization occurs in glassy systems at zero tem-
perature, when interactions are effectively long-range. Examples include electron
glasses, spin glasses or packings of hard particles where elastic interactions domi-
nate. Such systems spontaneously self-organize into configurations that are stable,
but barely so. As a consequence, rich dynamics occur when a perturbation is ap-
plied. Typical examples are Barkhausen noises in magnetic spin systems [9–11] and
avalanches in sand and snow packings. Currently, we lack a dynamical description
of how the marginality is reached in these systems.
3
1.1 Dynamics under cooling – glass transition
A glass is a solid which forms when a supercooled liquid – a liquid at a
temperature below its melting point – falls out of equilibrium under cooling. In the
practical sense, glass transition is essentially different from other equilibrium phase
transitions, where the two phases are both in thermal equilibrium and the tran-
sition is determined by symmetry breaking [12, 13]. For example, the translation
invariant symmetry breaks in crystallization [12]. By contrast, no obvious symme-
try is found broken in the glass transition problem. So there is no comparable
theory based on symmetry explaining the glass transition.
The most significant features of glasses are their extremely slow dynamics,
which appear to be associated with collective behaviors characterized by a increas-
ing correlation length of the dynamics [14–18]. This increase is however moderate,
since the size of collectively rearranging regions in a liquid increases only by four
to five times, in contrast to a 1016-fold growth in the relaxation time [1, 2, 19–23].
Experimentalists often fit this fast rise of the relaxation time by the Vogel-Fulcher-
Tammann law [24–26],
τ(T ) = τ0 exp
(
A
T − T0
)
, (1.1)
where τ0, A and T0 are fitting parameters for different materials. The exponential
form, Eq.(1.1), indicates that the dynamics in glasses slow down much faster than
a typical thermal activation process, where the relaxation time is captured by
Arrhenius law:
τ(T ) ∝ exp
(
∆F
T
)
, (1.2)
where ∆F is the free energy barrier of relaxation. The two formulas are consistent
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only if the free energy barrier ∆F depends on temperature and becomes singular
at T0. In most fragile liquids, this ∆F can increase by 6 to 7 fold under cooling.
Figure 1.2: Scatter plot of the jump of specific heat ∆Cp/∆Sm and the fragility m
of different glassy materials. The dashed line is given by m = 40∆Cp/∆Sm, where
∆Sm is the entropy gain in melting of the same material. The plot is reproduced from
Reference [5].
Experiments reveal a connection between the dynamics and thermody-
namics in supercooled liquids. For instance, the jump of specific heat ∆cp and
the fragility m are linearly correlated for different kinds of glass-forming materials,
ranging from network to polymer glasses, as shown in Fig. 1.2 [5, 27]. The fragility,
characterizing the temperature dependence of the relaxation time in different ma-
terials, is defined as,
m ≡ ∂ ln τ(T )/τ0
∂(T/Tg)
∣∣∣∣
T=Tg
= ln
τ(Tg)
τ0
− ∂∆F (T )
∂T
∣∣∣∣
Tg
. (1.3)
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The liquids following the Arrhenius law, Eq.(1.2) with a temperature indepen-
dent ∆F , are termed as “strong” with small m0 = ln τ(Tg)/τ0; while those very
non-Arrhenius liquids that ∆F increases significantly under cooling are termed as
“fragile” with large m values. The jump of specific heat characterizes the number
of degrees of freedom contributing to the configuration entropy – the degeneracy of
metastable states in the liquid phase. These degrees of freedom are frozen at the
glass transition. Specifically, the jump of specific heat is defined as the capacity
difference between the liquid phase and the glass phase,
∆cp ≡ 1
N
∂H(T )
∂T
∣∣∣∣T+g
T−g
, (1.4)
where H(T )/N is the enthalpy density of the system. Both m and ∆cp capture the
temperature dependence of energy measures of the glasses, must thus be correlated.
Most glass theories [21, 28–30] have concentrated on reproducing the linear corre-
lation ∆cp ∝ m, however, only a few [31, 32] have tried to provide an explanation
on how they are determined microscopically.
Experiments hint that the elasticity of the structures may be the key factor
and both the energy barrier ∆F and the enthalpy H are purely manifestations of
this. The elasticity of a structure is featured by its vibration spectra. Glasses are
distinguished by the boson peak, a large number of low-frequency modes additional
to phonons, in their spectrum. It is found [33, 34] that the fragility of a glass-
forming material is inversely proportional to its intensity of the boson peak, defined
as,
In ≡ R−11 ≡ max(D(ω)/ω2)/min(D(ω)/ω2), (1.5)
where D(ω) is the number density of vibrational modes of frequency ω, shown in
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Figure 1.3: Scatter plot of boson peak intensity ratio R1 and fragility m of different
glasses. The plot is reproduced from Reference [33].
Fig. 1.3.
Figure 1.4: The fragility m (Left) and the jump of specific heat ∆cp (Right) of chalco-
genides with coordination number r. The plots are reproduced from References [4, 35].
Another line of evidence originates from chalcogenides, a kind of network
glasses, where particles interact prominently through specialized covalent bonds,
whose number can be experimentally tuned by changing the component ratio [36–
7
38]. The mechanical stability theory developed by Maxwell [39] predicts that the
rigidity of a structure can change by simply tuning the number of constraints in
the structure. Applying this to network glasses and counting both the stretch-
ing and bending constraints of covalent bonds, Phillips and later Thorpe [40, 41]
pointed out that the rigidity of the covalent network sets on at a critical coordi-
nation number rc = 2.4, where the coordination number r is the average number
of covalent bonds per atom. Experiments [4, 35] indicate a special correlation
between the glass properties and this rigidity transition: both the fragility and
the jump of specific heat vary non-monotonically when tuning the coordination
number and are minimal at the proximity of the rigidity threshold, as shown in
Fig. 1.4. Moreover, some recent experiments [42–49] suggest that there exists even
a range of coordination number around rc, where the network glass is strong and
the stress distribution is homogeneous. This range near rc is termed as Intermedi-
ate Phase [42].
However, no theory has been developed to successfully rationalize these
observations connecting the elasticity of the microscopic structures and the dy-
namic and thermodynamic properties of the glasses. We develop such a theory
and give a quantitative prediction on the thermodynamics of the glasses based on
their structures.
1.2 Rigidity of a structure
The two sets of hints on the elasticity of the microscopic structures, the bo-
son peak intensity and the rigidity transition of the interaction network, are in fact
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two sides of a coin. Recent observations [47, 50–53] and theories [54–58] on vari-
ous amorphous materials including jammed packings and random elastic networks
indicate that the structures near a rigidity threshold display large boson peaks.
At the jamming point [59–61], the hard particle packings become incompressible,
which corresponds to the onset of the rigidity of the contact networks where the
number of forced contacts equals to the number of degrees of freedom [39]. The
densities of states in both jammed packings and critically rigid random networks
are filled with low-frequency anomalous modes contributing to strong boson peaks.
Therefore, it is essential to investigate the rigidity of a structure in order to study
later the correlation of the elasticity and the dynamics of supercooled liquids.
floppy isostatic
Rigid
self-stressed
Figure 1.5: An illustration of the rigidity transition of a network by adding pairwise
constraints from floppy (Left) to isostatic (Middle) and to self-stressed (Right).
The rigidity of a structure can arise in a purely topological scenario: a
network of stiff bonds becomes rigid as the number of bonds increases (indepen-
dent of the specific geometry), illustrated with a four-joint network in Fig. 1.5.
Maxwell [39] first proposed a criterion on the critical number of constraints: when
the number of degrees of freedom overwhelms the number of constraints, the struc-
ture is floppy with some deformation modes that cost no elastic energy; on the con-
trary, when the number of constraints exceeds the number of degrees of freedom,
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the structure is “more than” rigid – it contains some redundant constraints, remov-
ing of which does not affect the rigidity. To characterize these under-constrained
and over-constrained features, we define the number of floppy modes (or “zero
modes”), F , and the number of redundant constraints (also termed “self-stress
states”), NR. The Maxwell counting indicates [39],
F = dN −NB if dN > NB; (1.6)
NR = NB − dN if dN < NB, (1.7)
where N is the number of particles in the network, d is the spatial dimension,
and NB ≡ zN/2, is the number of bonds connecting the particles, with z as
the coordination number. In mean-field, the rigidity switches on simultaneously
throughout the system at the critical coordination number zc = 2NB/N = 2d,
where there is no floppy modes nor redundant bonds. In general, a random network
can violate the special Maxwell counting, Eqs.(1.7), but must satisfy [62, 63],
F −NR = dN −NB. (1.8)
This topological counting is rooted in the linear elasticity of structures [64–66]. We
introduce a linear elasticity formalism to give a robust mathematical definition of
these numbers and derive the general Maxwell counting, Eq.(1.8).
Consider a generic spring network [63] with no nonlinear structures like
two springs adjacent in a straight line, shown in Fig. 1.6. The positions of the
particles define a vector |~R〉 in d × N -dimension configuration space, where we
use bra-ket notation for vectors. If particle i connects to particle j, the distance
10
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Figure 1.6: Zoom-in illustration of a spring network with a spring of stiffness k〈i,j〉
connecting particle i and j.
between the two is given by r〈i,j〉 ≡ ||~Ri − ~Rj||, and NB springs define a vector |r〉
in NB-dimension contact space. If we perturb the system by a small displacement
field |δ ~R〉, the distance between particles i and j changes by,
δr〈i,j〉 = (δ ~Rj − δ ~Ri) · ~nij + o(δ ~R2), (1.9)
where ~nij is the unit vector pointing from i to j. In the linear response region, we
neglect all higher order effects, and define a displacement independent matrix, S,
to connect the displacement field |δ ~R〉 and the distance change field |δr〉,
S〈i,j〉,k = ~nij(δik − δjk), (1.10)
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where δik is the Kronecker delta function. Equation (1.9) can then be abbreviated
as δr〈i,j〉 =
∑
k S〈i,j〉,k · δ ~Rk, or simpler as |δr〉 = S|δ ~R〉. The structure matrix, S,
also termed as the compatibility matrix, is NB by dN .
The relation between the contact tensions and the vector forces on par-
ticles is dual to the relation between the distance changes of contacts and the
displacements of particles. If there is a tension field {f〈i,j〉} on the springs, positive
for being stretched and negative for being compressed, the force ~Fi on particle i is
~Fi =
∑
j
f〈i,j〉~nij =
∑
〈j,k〉
~njk(δij − δik)f〈j,k〉. (1.11)
This formula can also be abbreviated as |~F 〉 = T |f〉, where T is a force-independent
dN by NB matrix. T and S are transposes of each other, T t = S.
A floppy mode is a vector in configuration space, a displacement field
along which does not change the distances of contacts in the linear order. In this
formalism, it corresponds to a nontrivial solution of equations, S|δ ~R〉 = 0. The
number of floppy modes, F , is then equal to the dimension of the kernel of matrix
S [67],
F ≡ dim(kerS). (1.12)
Similarly, a self-stress state corresponds to a vector in contact space, a tension field
along which does not change the mechanical stability, that is to say, T |f〉 = 0.
Accordingly, the number of redundant constraints satisfies
NR ≡ dim(kerT ). (1.13)
12
As T t = S, rank(S) = dN − F = rank(T ) = NB − NR immediately leads to
Equation (1.8).
Another benefit from this formalism is that the linear elastic energy corre-
sponding to any small distortion field can be calculated to the linear order without
doing relaxation for the mechanical equilibrium. For a given mismatch of springs
|δr〉 = |〉, the mechanical equilibrium of the network is achieved with a non-affine
response |δ ~Rn.a.〉,
|~F 〉 = St|f〉 = StK|〉 − StKS|δ ~Rn.a.〉 = 0, (1.14)
|δ ~Rn.a.〉 =M−1StK|〉, (1.15)
where K is a diagonal matrix with Kγγ = kγ the spring constant of spring γ, and
M≡ StKS is the dynamic matrix. The elastic energy equals formally to,
H(|〉) = 1
2
〈− Sδ ~Rn.a|K|− Sδ ~Rn.a〉 = 1
2
〈|K − KSM−1StK|〉. (1.16)
As the topological counting, Eq.(1.8), captures the essentials of linear elas-
ticity, several linear rigidity transition scenarios relying only on the topology of the
interaction networks have been intensively studied. (See Fig. 3.1 for illustration.)
First, the rigidity percolation scenario [63, 68–72] searches for a rigid backbone,
a rigid cluster spanning over the system, in the networks generated by randomly
diluting bonds on lattices. In this scenario, the critical transition is second order
at a threshold below zc [63], characterized by a continuous order parameter P∞ –
the fraction of bonds in the rigid backbone continuous in z. This indicates that
the rigid backbone is a fractal object composed of a vanishing number density of
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bonds. In addition, the local stresses appear with redundant constraints in rigid
islands at a connection density z far below the rigidity threshold, due to the spatial
fluctuations of connections.
Based on the assumption that the local stresses cost elastic energy and the
networks self-organize to release the energy at low temperature, Thorpe and his
followers [73–75] proposed a peculiar rigidity transition scenario, known as “rigidity
window”. The self-organized networks are generated by redistributing some of the
connections from randomly diluted networks to avoid redundant constraints. The
resulting networks contain rigid backbones with finite probabilities [75] from a
coordination number ziso < zc, while the stress only appears when z > zc. The
coordination number range from ziso to zc of rigid non-stressed networks is termed
as “rigidity window”. Moreover, this peculiar window has been proposed as a
candidate for the intermediate phase observed in chalcogenides [76, 77].
The last scenario, found in the contact networks of jammed packings of soft
spheres, obeys the special Maxwell counting: both the rigidity and the stress sets
on at the same coordination number. The spatial fluctuation of the connections
is so insignificant that a mean-field theory [39, 54, 56, 78] captures the transition.
Both the probability of being rigid and the order parameter P∞ are first-order step
functions, that is to say, almost every contact is in the rigid cluster at zc when
the rigidity percolates. Moreover, the mean-field theory predicts that the networks
in this scenario possess a shear modulus linear in the coordination number, G ∝
|z − zc|, and a flat density of states of anomalous modes, D(ω) ∼ ω0, above a
characteristic frequency ω∗ ∼ |z− zc|. In 3D, the boson peak intensity, In ∼ ω∗−2,
is thus peaked at the jamming point when the network is marginally rigid.
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Not only does the rigidity transition scenario control the dynamics of the
glasses, but the rigidity problem as a non-equilibrium phase transition phenomenon
is of fundamental importance in itself. Therefore, it is significant to understand
how the network topology evolves under cooling and which of the three rigidity
transition scenarios applies to the real glasses.
1.3 Non-equilibrium dynamical phase transition
At zero temperature, a static glassy system can transition to an absorb-
ing dynamical state under a certain dynamical driving. For instance, a flow of
pebbles or grains occurs when a viscous fluid shears a substrate of sedimented par-
ticles, which are repulsive in short-range. This phenomenon is commonly known
as erosion. Water flow and wind shape the Earth’s landscape through the erosion
effect, which has thus long been the central topic of geophysics [6]. Many theories
about the erosion have focused on a continuous description of the particle flux
versus certain fluid speed [79–82]. However, this description, which applies when
the resuspension of sedimented particles happens, fails near the erosion threshold.
Predicting the flux of particles is difficult in the latter case, even though this situ-
ation is relevant in gravel rivers, where the river beds self-organize until the fluid
stress approaches the threshold value and the erosion stops [7, 8].
A granular material flows at a certain stress anisotropy, θ∗ = Σ/p ∼
1. In the low Reynolds number region, under a laminar driving flow, the stress
anisotropy on the substrate is quantified by a dimensionless Shields number [84],
θ ≡ Σ/(ρp − ρ)gd, where Σ is the shear stress from the fluid, and (ρp − ρ)gd
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Figure 1.7: Particle trajectories (top view) of a granular bed erosion driven by water
flow. The water is injected from the left to right, as indicated by the blue arrow. The
plot is reproduced from Reference [83].
quantifies the pressure due to the gravity on one layer of sedimented particles
of mass density ρp and typical size d immersed in the fluid of density ρ. From
hydrodynamics, the relative pressure on particles at depth H below the surface
is, p = (ρp − ρ)gH. The moving particles in the flowing boundary should meet
the stress anisotropy requirement, Σ/(ρp − ρ)gH & θ∗, thus, the depth H of the
flowing boundary [6] is proportional to the Shields number, H . dθ/θ∗. Therefore,
there is a threshold θc ∼ θ∗ ∼ 1, near which, θ− θc  θc, the moving particles are
localized in a layer of a few particle-size thick near the boundary and crawl on the
rough surface made of other static particles [6].
As shown by trajectories in the Fig. 1.7, in this region, the particles do not
simply follow the laminar flow: they roll around in the perpendicular directions,
due to an interplay with the random surface of static particles and the interactions
of active particles. Sometimes, the mobile particles may even be trapped and
become inactive. Only those particles moving along the laminar flow contribute
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to the net flux of sedimented particles. A steady flux, J , switches on when the
fluid flow drives stronger than θc [84, 85]. (i) Under a constant shear stress near
the threshold, the system shows critical dynamics in experiments [81, 82, 86–88],
J ∼ (θ − θc)β; (1.17)
where β is the critical exponent characterizing the transition. Some works [81, 82,
86, 88] show β = 1, while other values also fit well in some experiments [87]. (ii)
The typical speed of the particles is, however, not critical near the threshold [86,
89, 90]. It is rather the number of active particles that vanishes at the threshold.
(iii) Before entering the steady state, the system undergoes a transient process,
known as “armoring” or “leveling”, where some of the active particles get trapped
and shape the landscape. At the vicinity of the threshold, this transient process is
characterized by a typical time scale τ that diverges,
τ ∼ |θ − θc|−z, (1.18)
where z is another critical exponent. Surprisingly, though the divergence of the
transient time scales and the “armoring” processes in the transients are reported [88],
quantitative studies of the divergence [91] and the spatial organization of the flux
have barely been done.
Two distinct theoretical views have been proposed for the erosion near
the threshold. Bagnold and followers [6, 92] introduced the concept of “a moving
flow boundary”, where active particles forming a layer carry a fraction of the shear
stress from fluid such that the lower layers remain static under the critical shear
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which is balanced by friction. The depth of the flow boundary, or the amount of
moving particles, is thus proportional to θ−θc. In this view, the dynamic response
recovers the critical flux (i) and the vanishing number of moving particles (ii).
However, this hydrodynamic treatment that the active particles in the boundary
move in an average manner captures no transients (iii) nor spatial organization of
flux and applies only when active particle interactions are irrelevant.
By contrast, the other view raised in erosion/deposition models [86] em-
phasizes the slow “armoring” of the particle bed. Models assume that initially
active particles, moving on a frozen static background, may be trapped by “holes”,
which are energy depressions in the landscape. Consequently, the number of active
particles contributing to the steady flux is less than the initial number of them.
The shear stress θ tunes the number of these energetic “holes”, and θc corresponds
to the critical stress where the number of holes matches the number of initially
active particles. Although this view captures (i,ii,iii) qualitatively well, that some
of the active particles have to fill all holes and the rest contributes to the steady
flux is an implicit assumption, which is highly non-trivial. In fact, the disorder of
the static bed will lead the mobile particles to follow favored paths which eventu-
ally lead to a few channels, thus exploring only a small fraction of the space, as
found in river channels and the aggregations of adhesive particles [93–96]. Some
plastic-depinning models of vortex dynamics in dirty Type-II superconductors [97,
98] have argued that the fact that the active particles explore a vanishing fraction
of the surface at the threshold implies a vanishing number of holes to be filled and
thus a steeper change in the flux, with β > 1.
To settle these problems in previous views, we start from a dynamical
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model capturing the microscopic details missed before, in particular, the interplay
between the disorder that leads to channelization and the particle interaction. We
then build a theoretical framework based on the model to reveal the microscopic
cause for the critical flux-drive relation, Eq.(1.17). Our theory also provides a
testable description on the spatial organization of the flux.
1.4 Critical dynamics
In the erosion problem, the granular bed self-organizes into an “armored”
state where a minimal number of particles are mobile. Athermal glassy systems
with long-range interactions can also self-organize into microscopic states that
have rich dynamics and sensitive responses [8, 99, 100], characterized by diverging
length and time scales. Their dynamics are in some sense critical: a tiny local
perturbation ends up with a response, called an “avalanche”, which can spread
over the system and last very long. The frequency distributions of the lifespans
and sizes of the response obey a power law,
P (A) ∼ A−τp(A/Nσ), (1.19)
where A can be either the avalanche duration or size, N is the system size, and
Nσ sets a cutoff that diverges in the thermodynamic limit. Common examples of
these “scale-free” avalanches are Barkhausen noises and earthquakes.
An important feature of such glassy systems is that the densities of soft
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excitations are singular [101], corresponding to the so-called pseudogap:
ρ(λ) ∼ λθ (1.20)
where the local stability λ quantifies the external field needed to cause an elemen-
tary excitation in the system. As shown in Fig. 1.8, such singular distributions are
observed in various glassy systems. In Coulomb glasses [101–103], the energy to
excite an electron is determined by the electron energy E and its distance to the
Fermi level Ef . Experiments find the density of states of electrons is gapped at
Ef , shown in Fig. 1.8(a). In spin glasses [11, 101, 104–107], the magnitude of the
local magnetic field defines the energy to flip the corresponding spin. Numerics
show that the density of local fields λ vanishes linearly at λ = 0 in mean-field
spin glasses, as shown in Fig. 1.8(b). In random packings of hard particles [56,
101, 108], the contact force f characterizes the difficulty to break a contact and the
depth h of a gap between two particles features the difficulty to close it and to form
a new contact. The densities of both contacts with force f and gaps separated by
h follow the singular distribution, Eq.(1.20), shown in Fig. 1.8 (c) and (d).
The pseudogap exponent θ is in general bounded by a stability require-
ment [101], first recognized by Effros and Shklovskii [102]. For instance, in the
example of a mean-field spin glass, the Sherrington-Kirkpatrick (SK) model, Ising
spins are randomly coupled with each other, defined by the Hamiltonian,
H = −1
2
∑
i,j
Jijsisj − h
∑
i
si, (1.21)
where Jij are independent random variables obeying a Gaussian distribution with
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Figure 1.8: Pseudogap in distribution of local stabilities in various glassy systems. (a)
Density of states P (E) in Coulomb glasses, where the gap is centered at the Fermi level;
(b) Distribution of local fields P (λ) in spin glasses; (c) Distribution of contact forces
p(f) and (d) distribution of contact gaps g(h) in packings of hard spheres. The plots are
reproduced from References [104, 109, 112].
zero mean and variance 1/N (N is the system size.). The energy cost (or gain, if
the sign is negative) of flipping a set of spins F from an initial state is,
∆H = 2
∑
i∈F
λi − 2
∑
i,j∈F
Jijsisj (1.22)
where λi ≡ hisi = (h +
∑
j 6=i Jijsj)si defines the local stability, the energy cost to
flip one spin. A trivial stability requirement demands that every single-spin flip
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costs energy, i.e., λi > 0 for ∀i. For two-spin flips, from Eq.(1.22), the stability
meets when λi + λj − 2Jijsisj ≥ 0 for ∀i, j. The worst case to ensure this two-
spin flip stability is to flip the two of the lowest λ which are correlated with a
positive Jijsisj. In this case, λ ∼ N−1/(1+θ), presuming the pseudogap distribu-
tion, Eq.(1.20), and the typical magnitude of the correlation is determined by the
variance of the Gaussian distribution Jijsisj ∼ 1/
√
N . Therefore, the pseudogap
exponent θ is bounded by θ ≥ 1 in the SK model [113, 114]..
Very often, these stability bounds are saturated, so that the exponent θ
is the minimum one guaranteeing stability, θ = 1, as shown in Fig. 1.8(b) for
the SK spin glass. Such marginal stability has been proven for dynamical, out-
of-equilibrium situations under a quasi-static driving at zero temperature in the
glassy systems with sufficiently long-range effective interactions [101]. The emerg-
ing scenario is described in Fig. 1.9, underlying that the dynamics can only probe
the boundary between the stable states and the unstable states.
The presence of a pseudogap can be shown to be intrinsically related to
the presence of power law avalanches [101]. However, how such pseudogaps emerge
dynamically is not understood. Currently, thermodynamic calculation of the dis-
tribution of local stabilities has been worked out for the ground state of specific
glassy systems [11, 107, 111, 115], but these arguments do not apply in the relevant
context of driven athermal systems. In this dissertation, we will explain how the
pseudogap appears dynamically in the mean-field spin glass. This work leads to
the novel idea that soft excitations are singularly anti-correlated, which we believe
will apply broadly to other glassy systems.
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Figure 1.9: Illustration of the evolution of a dynamical system from unstable states to
the margin of the stable states in the phase space. A and B are arbitrary coordinates of
the phase space. The plot is reproduced from Reference [101].
1.5 Structure of the dissertation
The dissertation is organized in the following order. In Chapter 2, we
develop an elastic network model of network glasses to unveil the microscopic
mechanism that determines the dynamic and thermodynamic properties of glasses,
and we derive a thermodynamic theory to predict the non-monotonic dependence
of the specific heat on the coordination number. The chapter is a reproduction of
the work published in Reference [116]. In Chapter 3, we study how the network
topology evolves under cooling with a network model with a topology adaptive to
the temperature, and we show that the mean-field rigidity transition rather than
the rigidity window would apply to the real network glasses due to the existence
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of Van der Waals interactions. We reproduce the chapter essentially from the
Reference [117]. In Chapter 4, we concentrate on the same question as in Chapter
2, but including the fact that the network topology evolves under cooling with
the model studied in Chapter 3. We derive the thermodynamics of the model with
features not captured in mean-field rigidity transition. The chapter is a duplication
of our work in the Reference [118]. In Chapter 5, we investigate the dynamics of
driven particles on random surface, which models the erosion of granular river beds.
We show model recovers the critical flux-drive relation observed in experiments, as
it captures a mechanism missed in the literature. We derive testable predictions on
the spatial organization of the erosion flux. The equivalent work is published as the
Reference [119]. In Chapter 6, we reveal the dynamical emergence of the pseudogap
in the mean-field spin-glass with a stochastic description of the critical dynamics.
A non-trivial singular correlation among soft excitations arising in the dynamics
is the key to the pseudogap. This mechanism can be generalized to other glassy
systems. We have published the main content of the chapter in the Reference [120].
In Chapter 7, we list the open questions following up with our published works and
we discuss briefly the possible methods and preliminary results to tackle them. We
conclude the questions and the results on the dynamics of glassy systems in the
end.
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Chapter 2
Why glass elasticity affects the
thermodynamics and fragility of
super-cooled liquids
Super-cooled liquids are characterized by their fragility: the slowing down
of the dynamics under cooling is more sudden and the jump of specific heat at the
glass transition is generally larger in fragile liquids than in strong ones. Despite
the importance of this quantity in classifying liquids, explaining what aspects of
the microscopic structure controls fragility remains a challenge. Surprisingly, ex-
periments indicate that the linear elasticity of the glass – a purely local property
of the free energy landscape – is a good predictor of fragility. In particular, ma-
terials presenting a large excess of soft elastic modes, the so-called boson peak,
are strong. This is also the case for network liquids near the rigidity percolation,
known to affect elasticity. Here we introduce a model of the glass transition based
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on the assumption that particles can organize locally into distinct configurations,
which are coupled spatially via elasticity. The model captures the mentioned ob-
servations connecting elasticity and fragility. We find that materials presenting an
abundance of soft elastic modes have little elastic frustration: energy is insensitive
to most directions in phase space, leading to a small jump of specific heat. In this
framework strong liquids turn out to lie the closest to a critical point associated
with a rigidity or jamming transition, and their thermodynamic properties are re-
lated to the problem of number partitioning and to Hopfield nets in the limit of
small memory.
2.1 Introduction
When a liquid is cooled rapidly to avoid crystallization, its viscosity in-
creases up to the glass transition where the material becomes solid. Although this
phenomenon was already used in ancient times to mold artifacts, the nature of the
glass transition and the microscopic cause for the slowing down of the dynamics re-
main controversial. Glass-forming liquids are characterized by their fragility [1, 2]:
the least fragile liquids are called strong, and their characteristic time scale τ fol-
lows approximatively an Arrhenius law τ(T ) ∼ exp(Ea/kBT ), where the activation
energy Ea is independent of temperature. Instead in fragile liquids the activation
energy grows as the temperature decreases, leading to a sudden slowing-down of
the dynamics. The fragility of liquids strongly correlates with their thermodynamic
properties [5, 27]: the jump in the specific heat that characterizes the glass tran-
sition is large in fragile liquids and moderate in strong ones. Various theoretical
works [21, 29, 121], starting with Adam and Gibbs, have proposed explanations for
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such correlations. By contrast few propositions, see e.g. [31, 122], have been made
to understand which aspects of the microscopic structure of a liquid determines its
fragility and the amplitude of the jump in the specific heat at the transition. This
question is conceptually important, but also practically, as solving it would help
engineering materials with desired properties.
Observations indicate that the linear elasticity of the glass is a key factor
determining fragility – a fact a priori surprising since linear elasticity is a local
property of the energy landscape, whereas fragility is a non-local property charac-
terizing transition between meta-stables states. In particular (i) glasses are known
to present an excess of soft elastic modes with respect to Debye vibrations at
low frequencies, the so-called boson peak that appears in scattering measurements
[123]. The amplitude of the boson peak is strongly anti-correlated with fragility,
both in network and molecular liquids: structures presenting an abundance of soft
elastic modes tend to be strong [33, 34]. (ii) In network glasses, where particles
interact via covalent bonds and via the much weaker Van der Waals interactions,
the microscopic structure and the elasticity can be monitored by changing contin-
uously the composition of compounds [35, 77, 124, 125]. As the average valence
r is increased toward some threshold rc, the covalent networks display a rigidity
transition [40, 41] where the number of covalent bonds is just sufficient to guaran-
tee mechanical stability. Rigidity percolation has striking effects on the thermal
properties of super-cooled liquids: in its vicinity, liquids are strong [4, 77] and the
jump of specific heat is small [35]; whereas they become fragile with a large jump
in specific heat both when the valence is increased, and decreased [4, 35, 77]. There
are currently no explanations to why increasing the valence affects the glass tran-
sition properties in a non-monotonic way, and why such properties are extremal
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when the covalent network acquires rigidity.
Recently it has been shown that the presence of soft modes in various
amorphous materials, including granular media [51, 126–128], Lennard-Jones glasses
[128, 129], colloidal suspensions [52, 53, 55] and silica glass [50, 128] was con-
trolled by the proximity of a jamming transition[60], a sort of rigidity transition
that occurs for example when purely repulsive particles are decompressed toward
vanishing pressure [51]. Near the jamming transition spatial fluctuations play a
limited role and simple theoretical arguments [127, 128] capture the connection
between elasticity and structure. They imply that soft modes must be abundant
near the transition, suggesting a link between observations (i) and (ii). However
these results apply to linear elasticity and cannot explain intrinsically non-linear
phenomena such as those governing fragility or the jump of specific heat. In this
article we propose to bridge that gap by introducing a model for the structural
relaxation in super-cooled liquids. Our starting assumption is that particles can
organize locally into distinct configurations, which are coupled at different points
in space via elasticity. We study what is perhaps the simplest model realizing this
idea, and show numerically that it captures qualitatively the relationships between
elasticity, rigidity, thermodynamics and fragility. The thermodynamic properties
of this model can be treated theoretically within a good accuracy in the tempera-
ture range we explore. Our key result is the following physical picture: when there
is an abundance of soft elastic modes, elastic frustration vanishes, in the sense that
a limited number of directions in phase space cost energy. Only those directions
contribute to the specific heat, which is thus small. Away from the critical point,
elastic frustration increases: more degrees of freedom contribute to the jump of
specific heat, which increases while the boson peak is reduced.
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2.2 Random Elastic Network Model
Our main assumption is that in a super-cooled liquid, nearby particles
can organize themselves into a few distinct configurations. Consider for example
covalent networks sketched in Fig. 1, where we use the label 〈ij〉 to indicate the
existence of a covalent bond between particles i and j. If two covalent bonds 〈12〉
and 〈34〉 are adjacent, there exists locally another configuration for which these
bonds are broken, and where the bonds 〈13〉 and 〈24〉 are formed instead. These
two configurations do not have the same energy in general. Moreover going from
one configuration to the other generates a local strain, which creates an elastic
stress that propagates in space. In turn, this stress changes the energy difference
between local configurations elsewhere in the system. This process leads to an
effective interaction between local configurations at different locations.
Our contention is that even a simple description of the local configura-
tions – in our case we will consider two-level systems, and we will make the ap-
proximation that the elastic properties do not depend on the levels – can capture
several unexplained aspects of super-cooled liquids, as long as the salient features
of the elasticity of amorphous materials are taken into account. To incorporate in
particular the presence of soft modes in the vibrational spectrum we consider ran-
dom elastic networks. The elasticity of three types of networks have been studied
extensively: networks of springs randomly deposited on a lattice [70], on-lattice
self-organized networks [77] and off-lattice random networks with small spatial
fluctuations of coordination [78, 130, 131]. We shall consider the third class of
networks, which are known to capture correctly the scaling properties of elasticity
near jamming, and can be treated analytically [78, 127, 132]. In our model two
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Figure 2.1: Top row: sketches of covalent networks with different mean valence
r around the valence rc: red solid lines represent covalent bonds; cyan dash lines
represent van der Waals interactions. Bottom: sketch of our elastic network model
with varying coordination number z (defined as the average number of strong
springs in red) around Maxwell threshold zc; cyan springs have a much weaker
stiffness, and model weak interactions.
kinds of springs connect the N nodes of the network: strong ones, of stiffness k
and coordination z, and weak ones, of stiffness kw and coordination zw. These
networks undergo a rigidity transition as z crosses zc = 2d, where d is the spa-
tial dimension. For z < zc elastic stability is guaranteed by the presence of the
weak springs. As indicated in Fig. 1, this situation is similar to covalent networks,
where the weak Van der Waals interactions are required to insure stability when
the valence r is smaller than its critical value rc.
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Initially when our network is built, every spring 〈ij〉 is at rest: the rest
length follows l0〈ij〉 = ||R0i −R0j ||, where R0i is the initial position of the node i. To
allow for local changes of configurations we shall consider that any strong spring
〈ij〉 can switch between two rest lengths: l〈ij〉 = l0〈ij〉 + σ〈ij〉, where σ〈ij〉 = ±1 is a
spin variable. There are thus two types of variables: the Ns ≡ zN/2 spin variables
{σ〈ij〉}, which we shall denote using the ket notation |σ〉, and the Nd coordinates
of the particles denoted by |R〉. The elastic energy E(|R〉, |σ〉) is a function of
both types of variables. The inherent structure energy H˜(|σ〉) associated with any
configuration |σ〉 is defined as:
H˜(|σ〉) ≡ min|R〉E(|R〉, |σ〉) ≡ k2H(|σ〉) (2.1)
where we have introduced the dimensionless Hamiltonian H. We shall consider the
limit of small , where the vibrational energy is simply that of harmonic oscillators.
In this limit all the relevant information is contained in the inherent structures
energy, since including the vibrational energy would increase the specific heat by
a constant, which does not contribute to the jump of that quantity at the glass
transition. In this limit, linear elasticity implies the form:
H(|σ〉) = 1
2
∑
λ,β
Gλ,βσλσβ + o(2) ≡ 1
2
〈σ|G|σ〉+ o(2) (2.2)
where λ and β label strong springs, Gλ,β is the Green function describing how a
dipole of force applied on the contact λ changes the amplitude of the force in the
contact β. Gλ,β is computed in Appendix Sec. A.1 and reads:
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G = I − SsM−1Sts (2.3)
where I is the identity matrix, and Ss and the dimensionless stiffness matrixM are
standard linear operators connecting forces and displacements in elastic networks
[64]. They can be formally written as:
M = StsSs +
kw
k
StwSw, (2.4)
S• =
∑
〈ij〉•≡γ
|γ〉nij(〈i| − 〈j|)
where 〈i|R〉 ≡ Ri, 〈ij〉• indicate a summation over the strong springs (• = s) or the
weak springs (• = w). S• is a N• × dN matrix which projects any displacement
field onto the contact space of strong or weak springs. The components of this
linear operator are uniquely determined by the unit vectors nij directed along the
contacts 〈ij〉 and point toward the node i.
Finally note that the topology of the elastic network is frozen in our model.
This addition of frozen disorder is obviously an approximation, as the topology
itself should evolve as local configurations change. Building models which incor-
porate this possibility, while still tractable numerically and theoretically, remains
a challenge.
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2.3 Numerical Results of the Model
2.3.1 Network structure
Random networks with weak spatial fluctuations of coordination can be
generated from random packings of compressed soft particles [78, 130, 131]. We
consider packings with periodic boundary conditions. The centers of the particles
correspond to the nodes of the network, of unit mass m = 1, and un-stretched
springs of stiffness k = 1 are put between particles in contact. Then springs are
removed, preferably where the local coordination is high, so as to achieve the
desired coordination z. In a second phase, Nw weak springs are added between
the closest unconnected pairs of nodes. The relative effect of those weak springs
is best characterized by α ≡ (zw/d)(kw/k), which we modulate by fixing zw = 6
and changing (kw/k). Note that an order of magnitude estimate of α in covalent
glasses can be obtained by comparing the behavior of the shear modulus G in
the elastic networks [130] and in network glasses near the rigidity transition. As
shown In Fig. A.1 of Appendix Sec. A.2, this comparison yields the estimate that
α ∈ [0.01, 0.05].
2.3.2 Thermodynamics
We introduce the rescaled temperature T = T˜ kB/(k
2) where T˜ is the
temperature. To equilibrate the system, we perform a one spin-flip Monte Carlo
algorithm. The energy H of configurations are computed using Eq.(2.2). We use
5 networks of N = 256 nodes in two dimensions and N = 216 in three dimensions,
each run with 10 different initial configurations. Thus our results are averaged on
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these 50 realizations. We perform 109 Monte Carlo steps at each T . The time-
average inherent structure energy E(T ) is calculated, together with the specific
heat Cv = ∂E/∂T . The intensive quantity c(T ) ≡ Cv/Ns is represented in Fig. 2
for various excess coordination δz = z − zc and α = 3 × 10−4. We observe that
the specific heat increases under cooling, until the glass transition temperature Tg
where c(T ) rapidly vanishes, indicating that the system falls out of equilibrium.
The amplitude of c(T ) just above Tg thus corresponds to the jump of
specific heat ∆c, and is shown in Fig. 3. Our key finding is that as the coordination
increases, ∆c(z) varies non-monotonically and is minimal in the vicinity of the
rigidity transition for all values of α investigated, as observed experimentally [35,
77]. This behavior appears to result from a sharp asymmetric transition at α→ 0.
For z > zc we observe that ∆c(z) ∝ δz. The jump in specific heat thus vanishes
as δz → 0+ where the system can be called “perfectly strong”. For z < zc, ∆c
is very rapidly of order one. When α increases, this sharp transition becomes a
cross-over, marked by a minimum of ∆c(z) at some coordination larger but close
to zc.
2.3.3 Dynamics
To characterize the dynamics we compute the correlation function C(t) =
〈σ(t)|σ(0)〉, which decays to zero at long time in the liquid phase. We define
the relaxation time τ as C(τ) = 1/2, and the glass transition temperature Tg as
τ(Tg)/τ(∞) = 105. Finite size effects on τ appear to be weak, as shown in Ap-
pendix Sec. A.3. The Angell plot representing the dependence of τ with inverse
rescaled temperature is shown in the inset of Fig. 4. It is found that the dynamics
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Figure 2.2: Specific heat c(T ) v.s. rescaled temperature T/Tg for various excess
coordination δz ≡ z − zc as indicated in legend, for α = 3× 10−4 and d = 2. c(T )
displays a jump at the glass transition. Solid lines are theoretical predictions, de-
prived of any fitting parameters, of our mean-field approximation. They terminate
at the Kautzman temperature TK . Inset: glass transition temperature Tg vs δz for
several amplitude of weak interactions α, as indicated in legend.
follows an Arrhenius behavior for α → 0 and z ≈ zc. Away from the rigidity
transition, the slowing down of the dynamics is faster than Arrhenius. To quan-
tify this effect we compute the fragility m ≡ ∂ log τ
∂(Tg/T )
|T=Tg , whose variation with
coordination is presented in Fig. 4. Our key finding is that for all weak interaction
amplitudes α studied, the fragility depends non-monotonically on coordination and
is minimal near the rigidity transition, again as observed empirically in covalent
liquids [4]. As was the case for the thermodynamic properties, the fragility appears
to be controlled by a critical point present at α = 0 and z = zc where the liquid
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Figure 2.3: Jump of specific heat ∆c versus excess coordination δz in d = 2
for different strength of weak springs α, as indicated in legend. Solid lines are
mean-field predictions not enforcing the orthogonality of the |δrp〉, dashed-line
corresponds to the ROM where orthogonality is enforced. In both cases the specific
heat is computed at the numerically obtained temperature Tg. Inset: theoretical
predictions for ∆c vs δz computed at the theoretical temperature TK .
is strong, and the dynamics is simply Arrhenius. As the coordination changes and
|δz| increases, the liquid becomes more fragile. The rapid change of fragility near
the rigidity transition is smoothed over when the amplitude of the weak interaction
α is increased.
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2.3.4 Correlating boson peak and fragility
The presence of soft elastic modes in glasses is traditionally analyzed by
considering the maximum of Z(ω) ≡ D(ω)
ω2
[123], where D(ω) is the vibrational den-
sity of states. Z(ω) quantifies the departure from Debye behavior. The maximum
of Z(ω) defines the boson peak frequency ωBP [123]. To characterize the ampli-
tude of the peak, Sokolov and coworkers [33, 34] have introduced a dimensionless
quantity R˜1 ≡ Z(ωmin)Z(ωBP ) , where ωmin is the minimum of Z(ω) for ω ∈ [0, ωBP ]. R˜1
characterizes the inverse amplitude of the boson peak, and was shown to strongly
correlate with fragility [33, 34] both in molecular liquids and covalent networks.
To test if our model can capture this behavior we compute the density of
states via a direct diagonalization of the stiffness matrix, see Eq.(2.4). Then we
extract the maximum Z(ωBP ) of D(ω)/ω
2. We find that below this maximum,
Z(ω) is monotonic, implying that ωmin = 0. For all coordinations if α > 0 the
density of states follows a Debye behavior at low frequency in such networks [78,
132], and in three dimensions D(ω) ∼ ω2/G3/2 where G is the shear modulus.
Thus R˜1 ∼ 1/(G3/2Z(ωBP )) ≡ R1. The dependence of R1 is represented in Fig.
5 and shows a minimum near the rigidity transition, and even a cusp in the limit
α→ 0. This behavior can be explained in terms of previous theoretical results on
the density of states near the rigidity transition, that supports that R1 ∼ |δz|1/2
when α→ 0 1.
Fig. 5 shows that R1 and the liquid fragility m are correlated in our model,
1 When α → 0 and δz > 0, ωBP ∼ δz and D(ωBP ) ∼ 1 [127], whereas G ∼ δz [128], leading
to R1 ∼
√
δz. For δz < 0, G ∼ −α/δz [130]. On the other hand the boson peak is governed
by the fraction ∼ δz of floppy modes, which gain a finite frequency ∼ √α [78] thus we expect
D(ωBP ) ∼ −δz/
√
α and R1 ∼
√−δz.
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thus capturing observations in molecular liquids. The model also predicts that R1
and the jump of specific heat are correlated. Note that the correlation between
fragility and R1 is not perfect, and that two branches, for glasses with low and
with high coordinations, are clearly distinguishable. In general we expect physical
properties to depend on the full structure of the density of states, as will be made
clear for the thermodynamics of our model below. The variable R1, which is a
single number, cannot capture fully this relationship. In our framework it is a
useful quantity however, as it characterizes well the proximity of the jamming
transition.
Figure 2.4: Fragility m versus excess coordination δz for different strength of weak
interactions α as indicated in legend, in d = 2. Dash dot lines are guide to the eyes,
and reveal the non-monotonic behavior of m near the rigidity transition. Inset:
Angell plot representing log τ v.s. inverse temperature Tg/T for different δz and
α = 3× 10−4.
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2.4 Theory on Thermodynamics of the Model
2.4.1 Thermodynamics in the absence of weak interactions
(α = 0)
In the absence of weak springs the thermodynamics is non-trivial if z ≥ zc,
otherwise the inherent structure energies are all zero. Then Eq.(2.4) impliesM =
StsSs, and Eq.(2.3) leads to G = I − Ss(StsSs)−1Sts . Inspection of this expression
indicates that G is a projector on the kernel of Sts , which is generically of dimension
Ns − Nd ≡ δzN/2. This kernel corresponds to all the sets of contact forces
that balance forces on each node [128]. We denote by |δrp〉, p = 1, ..., δzN/2 an
orthonormal basis of this space. We may then rewrite G = ∑p |δrp〉〈δrp| and
Eq.(2.2) as:
H(|σ〉) = 1
2
δzN/2∑
p=1
〈σ|δrp〉2 (2.5)
Eq.(2.5) is a key result, as it implies that near the rigidity transition the number
δzN/2 of directions of phase space that cost energy vanishes. Only those directions
can contribute to the specific heat, which must thus vanish linearly in δz as the
rigidity transition is approached from above.
Eq.(2.5) also makes a connection between strong liquids in our framework
and well-know problems in statistical mechanics. In particular Eq.(2.5) is similar
to that describing Hopfield nets [133] used to store δzN/2 memories consisting of
the spin states |δrp〉. The key difference is the sign: in Hopfield nets memories cor-
respond to meta-stables states, whereas in our model the vectors |δrp〉 corresponds
to maxima of the energy. A particularly interesting case is δzN/2 = 1, the closest
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point to the jamming transition which is non-trivial. In this situation the sum in
Eq.(2.5) contains only one term: H(|σ〉) = 1
2
〈σ|δr1〉2 = 12(
∑Ns
α=1 δr1,ασα)
2. This
Hamiltonian corresponds to the NP complete partitioning problem [134], where
given a list of numbers (the δr1,α) one must partition this list into two groups
whose sums are as identical as possible. Thermodynamically this problem is known
[135] to map into the random energy model [136] where energy levels are randomly
distributed.
It is in general very difficult to compute the thermodynamic functions of
the problem defined by Eq.(2.5) because the vectors |δrp〉 present spatial correla-
tions, as must be the case since the amplitude of the interaction kernel Gγ,β must
decay with distance. However this effect is expected to be mild near the rigidity
transition. Indeed there exists a diverging length scale at the transition, see [78]
for a recent discussion, below which Gγ,β is dominated by fluctuations and decays
mildly with distance. Beyond this length scale Gγ,β presents a dipolar structure,
as in a standard continuous elastic medium. We shall thus assume that |δrp〉 are
random unitary vectors, an approximation of mean-field character expected to be
good near the rigidity transition.
Within this approximation, the thermodynamic properties can be derived
for any spectrum of G [137]. If the orthogonality of the vectors |δrp〉 is preserved,
the Hamiltonian of Eq.(2.5) corresponds to the Random Orthogonal Model (ROM)
whose thermodynamic properties have been derived [137] as well as some aspects
of the dynamics [138]. Comparison of the specific heat of our model and the ROM
predictions of [137] is shown in Fig. 3 and are found to be very similar. For sake
of simplicity, in what follows we shall also relax the orthogonal condition on the
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Figure 2.5: Left: Inverse boson peak amplitude R1 versus excess coordination δz
in our d = 3 elastic network model, for different weak interaction strenghts as
indicated in legend. Dash dot lines are drawn to guide one’s eyes. Right: Inverse
boson peak amplitude R1 versus fragility m for different weak springs α.
vectors |δrp〉. This approximation allows for a straightforward analytical treatment
in the general case α 6= 0, and is also very accurate near the rigidity transition
since the number of vectors δzN/2 is significantly smaller than the dimension of the
space dN they live in, making random vectors effectively orthogonal. Under these
assumptions we recover the random Hopfield model with negative temperature.
In the parameter range of interest, the Hopfield free energy F = ln(Z)
(here (...) represents the disorder average on the |δrp〉) is approximated very pre-
cisely by the annealed free energy ln(Z) (this is obviously true for the number
partitioning problem that maps to the Random Energy Model), which can be
easily calculated. Indeed in our approximations the quantities Xp ≡ 〈σ|δrp〉 are
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independent gaussian random variables of variance one, and:
Z ∝
∫ Nδz/2∏
p=1
dXp
1√
2pi
e−X
2
p/2
 e− 12T ∑pX2p (2.6)
Performing the Gaussian integrals we find:
c(T ) =
δz
2z
1
(1 + T )2
(2.7)
The Kautzman temperature defined as s(TK) = 0 is found to follow TK ≈ 2e2−2z/δz.
Eq.(2.7) evaluated at Tg is tested against the numerics in Fig. 3 and performs
remarkably well for the range of coordination probed.
2.4.2 General case (α 6= 0)
To solve our model analytically in the presence of weak interactions, we
make the additional approximation that the associated coordination zw → ∞,
while keeping α ≡ zwkw/(kd) constant. In this limit weak springs lead to an
effective interaction between each node and the center of mass of the system, that
is motionless. Thus the restoring force stemming from weak interactions |Fw〉
follows |Fw〉 = −α|δR〉, leading to a simple expression in the stiffness matrix
Eq.(2.4) for the weak spring contribution kw
k
StwSw = αI. It is useful to perform
the eigenvalue decomposition:
StsSs =
∑
ω
ω2|δRω〉〈δRω| (2.8)
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where |δRω〉 is the vibrational mode of frequency ω in the elastic network without
weak interactions. We introduce the orthonormal eigenvectors in contact space
|δrω〉 ≡ Ss|δRω〉/ω defined for ω > 0. For δz < 0 these vectors form a complete
basis of that space, of dimension Ns. When δz > 0 however, this set is of dimension
Nd < Ns, and it must be completed by the kernel of Sts , i.e. the set of the |δrp〉, p =
1, ..., δzN/2 previously introduced. Using this decomposition in Eq.(2.3,2.4) we
find:
H(|σ〉) = 1
2
δzN/2∑
p=1
〈σ|δrp〉2 + 1
2
∑
ω>0
α
α + ω2
〈σ|δrω〉2 (2.9)
where the first term exists only for δz > 0. Using the mean field approximation
that the set of |δrp〉 and |δrω〉 are random gaussian vectors, the annealed free
energy is readily computed, as shown in Appendix Sec. A.4. We find in particular
for the specific heat:
c(T ) =
δz
2z
θ(δz)
(1 + T )2
+
1
2Ns
∑
ω>0
(
α
α + (ω2 + α)T
)2
(2.10)
where θ(x) is the unitary step function. To compare this prediction with our
numerics without fitting parameters, we compute numerically the vibrational fre-
quencies for each value of the coordination. Our results are again in excellent
agreement with our observations, as appears in Figs. 2, 3.
To obtain the asymptotic behavior near jamming, we replace the sum-
mation over frequencies in Eq.(2.10) by an integral
∑
ω>0 → Ns
∫
dωD(ω). The
associated density of vibrational modes D(ω) in such networks has been computed
theoretically [78, 127, 132]. These results allows us to compute the scaling behavior
of thermodynamic properties near the rigidity transition, see Appendix Sec. A.5.
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We find that the specific heat increases monotonically with decreasing tempera-
ture. Its value at the Kautzman temperature thus yields an upperbound on the
jump of specific heat. In the limit α → 0, we find that a sudden discontinuity of
the jump of specific heat occurs at the rigidity transition:
c(TK) ∼ δz
2z
for δz > 0 (2.11)
lim
δz→0−
c(TK) ∼ pizc
8z
for δz < 0 (2.12)
Eq.(2.11) states that adding weak interactions is not a singular perturbation for
δz > 0, and we recover Eq.(2.7). On the other hand for δz < 0, the energy
of inherent structures is zero in the absence of weak springs, which thus have a
singular effect. The relevant scale of temperature is then a function of α. In
particular we find that the Kautzman temperature is sufficiently low that all the
terms in the second sum of Eq.(2.10) contribute significantly to the specific heat,
which is therefore large as Eq.(2.12) implies. Thus as the coordination decreases
below the rigidity transition, one goes discontinuously from a regime where at the
relevant temperature scale the energy landscape consists of a vanishing number of
costly directions in phase space, whose cost is governed by the strong interaction
k, to a regime where the weak interaction α is the relevant one, and where at the
relevant temperature scale all directions in phase space contribute to the specific
heat.
Note that although the sharp change of thermodynamic behavior that
occurs at the rigidity transition is important conceptually, empirically a smooth
cross-over will always be observed. This is the case because (i) α is small but finite.
As α increases this sharp discontinuity is replaced by a cross-over at a coordination
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δz ∼ ln(1/α)−1 (see Appendix Sec. A.5) where c(TK , z) is minimal, as indicated
in the inset of Fig. 3. (ii) The Kautzman temperature range is not accessible
dynamically, i.e. Tg >> TK near the rigidity transition. Comparing Fig. 3 with
its inset, our theory predicts that the minimum of c(Tg) is closer to zc and more
pronounced than at TK .
2.5 Discussion
Previous work [60] has shown that well-coordinated glasses must have a
small boson peak, which increases as the coordination (or valence for network
glasses) is decreased toward the jamming (or rigidity) transition. Here we have
argued that as this process occurs, elastic frustration vanishes: thanks to the
abundance of soft modes, any configuration (conceived here as a set of local ar-
rangements of the particles) can relax more and more of its energy as jamming is
approached from above. As a result, the effective number of degrees of freedom
that cost energy and contribute to the jump of specific heat at the glass transition
vanishes. As the coordination is decreased further below the rigidity transition,
the scale of energy becomes governed by the weak interactions (such as Van der
Waals) responsible for the finite elasticity of the glass. At that scale, all direc-
tion in phase space have a significant cost and the specific heat increases. This
view potentially explains why linear elasticity strongly correlates to key aspects
of the energy landscape in network and molecular glasses [33–35, 77, 124]. This
connection we propose between structure and dynamics can also be tested numeri-
cally. For example, the amplitude of weak interactions can be increased by adding
long-range forces to the interaction potential [128, 129]. According to our analysis,
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doing so should increase fragility, in agreement with existing observations [139].
The model of the glass transition we introduced turns out to be a spin glass
model, with the specificity that (i) the interaction is dipolar in the far field, and
that (ii) the sign of the interaction is approximatively random below some length
scale lc that diverges near jamming, where the coupling matrix has a vanishingly
small rank. Applying spin glass models to structural glasses have a long history.
In particular the Random First Order Theory (RFOT) [29] is based on mean-field
spin glass models that display a thermodynamic transition at some TK where the
entropy vanishes. A phenomenological description of relaxation in liquids near TK
based on the nucleation of random configurations leads to a diverging time scale
and length scale ξ at TK [21, 29]. One limitation of this approach is that no finite
dimensional spin models have been shown to follow this scenario so far [140], and it
would thus be important to know if our model does display a critical point at finite
temperature. Our model will also allow one to investigate the generally neglected
role of the action at a distance allowed by elasticity, characterized by a scale lc. In
super-cooled liquids heterogeneities of elasticity (that correlates to irreversible re-
arrangements) can be rather extended [141] suggesting that lc is large. This length
scale may thus play an important role in a description of relaxation in liquids, and
in deciphering the relationship between elastic and dynamical heterogeneities.
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Chapter 3
Evolution of Covalent Networks
under Cooling: Contrasting the
Rigidity Window and Jamming
Scenarios
We study the evolution of structural disorder under cooling in supercooled
liquids, focusing on covalent networks. We introduce a model for the energy of
networks that incorporates weak non-covalent interactions. We show that at low-
temperature, these interactions considerably affect the network topology near the
rigidity transition that occurs as the coordination increases. As a result, this tran-
sition becomes mean-field and does not present a line of critical points previously
argued for, the “rigidity window”. Vibrational modes are then not fractons, but
instead are similar to the anomalous modes observed in packings of particles near
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jamming. These results suggest an alternative interpretation for the intermediate
phase observed in chalcogenides.
3.1 Introduction
The physics of amorphous materials is complicated by the presence of
structural disorder, which depends on temperature in supercooled liquids, and
on system preparation in glasses. As a result, various properties of amorphous
solids are much less understood than in their crystalline counterparts, such as
the non-linear phenomena that control plasticity under stress [142, 143] or the
glass transition [1], or even linear properties like elasticity. Concerning the latter,
glasses present a large excess of soft elastic modes, the so-called boson peak [123],
and their response to a point perturbation can be heterogeneous on a scale lc larger
than the particle size [144–147]. Recent progress has been made on these questions
for short-ranged particles with radial interactions [60]. A central aspect of these
systems is the contact network made by interacting particles, and its associated
average coordination z. Scaling behaviors [60] are observed at the unjamming
transition where z → zc, where zc = 2d is the minimal coordination required
for stability [39] in spatial dimension d. As this bound is approach most of the
vibrational spectrum consists of strongly-scattered but extended modes [51, 148]
coined anomalous modes [128], whose characteristic onset frequency ω∗ vanishes
[128, 148] and length scale lc diverges [146, 148] at threshold. Surprisingly, these
critical behaviors can be computed correctly by mean-field approximations, which
essentially assume that the spatial fluctuations of coordination are small [127, 149,
150]. Likewise, some detailed aspects of the structure of random close packing
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are well captured by infinite dimensional calculations [115, 151]. However, it is
unclear if these results, which assume that structural fluctuations are mild, apply
generically to glasses.
In particular, it is generally believed that fluctuations in the structure are
fundamental in covalent glasses such as chalcogenides. In these systems the degree
of bonding z plays a role analogous to coordination, and can be changed contin-
uously in compounds such as SexAsyGe1−x−y, allowing to go from a polymeric,
under-coordinated glass (x = 1, y = 0) to well-connected structures. Around a
mean valence zc = 2.4 one expects the network to become rigid [40, 152]. Near zc
there is a range of valence, called the intermediate phase [42–46], where the su-
percooled liquid is strong and the jump of specific heat is small [4, 35], and where
the glass almost does not age at all [42–46, 153, 154]. Theoretically, at least three
distinct scenarios were proposed (but see [155] for a recent fourth proposition) to
describe this rigidity transition, see Fig. 3.1. Fluctuations are important in the
first two. The rigidity percolation model [63, 68, 156, 157] assumes that bonds are
randomly deposited on a lattice. This leads to a second order transition at some
zcen where a rigid cluster (a subset of particles with no floppy modes) percolates.
Near zcen vibrational modes are fractons [158, 159]. This model does not take into
account that rigid regions cost energy, and thus corresponds to infinite tempera-
ture. To include these effects self-organizing network models were introduced [73,
75, 160, 161], where rigid regions are penalized. A surprising outcome of these
models is the emergence of a rigidity window: a range of valence for which rigidity
occurs with a probability 0 < p(z) < 1, even in the thermodynamic limit. This
rigidity window was proposed to correspond to the intermediate phase observed
experimentally [73]. Finally, in the mean-field or jamming scenario, fluctuations of
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coordinations are limited, and p(z) jumps from 0 to 1 at zc. The rigid cluster at
zc is not fractal, and is similar to that of packings of repulsive particles. Specific
protocols to generate such networks were used to study elasticity [130, 131] as well
as the thermodynamics and fragility of chalcogenides [116].
In this Letter we introduce an on-lattice model of networks, and study
how structure and vibrational modes evolve under cooling. Unlike previous models
supporting the existence of a rigidity window [75, 160], our model includes weak
interactions (such as Van der Waals), always present in addition to covalent bonds.
We show numerically and justify theoretically that the rigidity window is not
robust: it disappears at low temperature as soon as weak interactions are added.
At zero temperature the rigidity transition is then well described by the mean field
scenario, and the vibrational modes consist of anomalous modes and not fractons.
3.2 Adaptive Elastic Network Model
Our model shares similarity to glasses of polydisperse particles, but it is
on-lattice, and particles are replaced by springs. Specifically, in the spirit of [63] we
consider a triangular lattice with slight periodic distortion to avoid straight lines
(non-generic in disordered solids), as shown in Fig. 3.2. The lattice spacing between
neighboring nodes i and j is r〈i,j〉 = 1 + δ〈i,j〉 where the periodic distortion δ〈i,j〉 is
specified in Appendix Sec. B.1. Springs of identical stiffness k can jump from an
occupied to an unoccupied link, as shown in Fig. 3.2. Their number is controlled
by fixing the coordination z. The rest length lγ of the spring γ positioned on the
link 〈ij〉 is lγ = r〈i,j〉 + γ, where γ is taken from a Gaussian distribution of zero
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Figure 3.1: Three distinct scenarios for the rigidity transition in chalcogenide glasses.
Bonds in blue, green, red corresponds respectively to floppy (under-constrained), isostatic
(marginally-constrained) and over-constrained regions. p(z) is the probability that a
rigid cluster (made of green and red bonds) percolates, as a function of the valence
z. (a) Rigidity percolation model where bonds are randomly deposited on a lattice.
Percolation occurs suddenly and p(z) jumps from 0 to 1 at zcen < zc. At zcen, the
rigid network is fractal. (b) The self-organizing network model at zero temperature.
Over-constrained regions are penalized energetically and are absent for z < zz. For
z ∈ [ziso, zc], 0 < p(z) < 1 even in the thermodynamic limit. (c) Mean-field scenario,
where p(z) jumps from 0 to 1 at zc, and where the rigid cluster at zc is not fractal.
mean and variance 2 1. k2 is set to unity as the energy scale. To mimic Van der
1The dependence of lγ on link ij is a trick to remove the effect of straight lines on vibrational
modes, unphysical for amorphous solids. In an elastic network it could be implemented in two
dimensions by forcing the spring to bend in the third dimension, with a position-dependent
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a) b)
Figure 3.2: Illustration of our model. The triangular lattice is slightly distorted as
shown in the inset of (a), and weak springs connecting all second neighbors are present,
as shown in blue in the inset of (b). Our Monte-Carlo considers the motion of strong
springs such as that leading from (a) to (b).
Waals interactions, we add weak springs of stiffness kw between second neighbors,
so that the coordination of weak springs is zw = 6. For a given choice of spring
location, indicated as Γ ≡ {γ ↔ 〈i, j〉}, forces are unbalanced if the positions of
the nodes are fixed. Instead we allow the nodes to relax to a minimum of elastic
energy H(Γ), which depends only on the location of the springs Γ:
H(Γ) = min
{~Ri}
∑
γ
k
2
[
||~Ri − ~Rj|| − lγ
]2
+
∑
〈i,j〉2
kw
2
[
||~Ri − ~Rj|| −
√
3
]2
(3.1)
amount of bending.
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where ~Ri is the position of node i and 〈i, j〉2 labels second neighbors. How the min-
imization of Eq.(3.1) is performed in practice is described in Appendix Sec. B.2.
Having defined an energy functional on all possible network structures Γ, we per-
form a Monte Carlo simulation using Glauber dynamics (illustrated in Fig. 3.2) at
temperature T .
Our model has two parameters: the temperature T and α ≡ (zw/d)(kw/k)
characterizing the relative strength of the weak forces, estimated from experiments
to be of order α = 0.03 [116]. We find that we can equilibrate networks in the
vicinity of the rigidity transition for T ≥ α. As we shall see below, for T  1
we naturally recover rigidity percolation. When α = 0 and T  1, a rigidity
window appears, as previously reported in [63, 73, 75, 162], which we exemplify
below using T = 3 × 10−4 and α = 0. We refer to this condition as strong-force
regime. Finally, our main contention is that for α > 0 and for T ≤ α, the rigidity
window disappears, and the rigidity transition is mean-field. We show that this
is already the case for extremely weak additional interactions α = T = 0.0003, a
condition we refer to as weak-force regime.
3.3 Numerical Proofs of the Mean-field Rigidity
Transition
Percolation probabilities: the probability p(z) to have a rigid cluster span-
ning the system, and the probability P∞(z) for a bond to belong to this cluster are
key quantities to distinguish scenarios. They can be computed for the network of
strong springs using the Pebble Game algorithm [163]. For rigidity percolation and
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Figure 3.3: P∞ vs (z − zc)N1/dν in the weak-force condition (a) and for T = ∞ (b). p
vs δz ≡ z − zc in the weak-force (c) and strong-force (d) conditions. The black squares
are extrapolations of the finite N spline curves, as detailed in the main text. In (c), the
gray line is a step function at z = zc, whereas in (d) it corresponds to the result of [75].
infinite system size N → ∞, P∞(z) ∼ (z − zcen)β. For finite N one then expects
[164] P∞(z,N) = N−β/dνfRP ((z− zcen)N1/dν), where fRP is a scaling function and
ν the length scale exponent. As shown in Fig. 3.3(b), we recover this result for
T =∞, with zcen = zc−0.04, β = 0.17 and ν = 1.3, which perfectly matches previ-
ous works [165]. Here the Maxwell threshold is set to zc = 4− 6/N , as expected in
two dimensions with periodic boundary conditions. In mean-field, the transition is
discontinuous at zc and one therefore expects P∞(z,N) = fJ((z − zc)N1/dν). Our
first key evidence that the weak-force regime is mean-field is shown in Fig. 3.3(a),
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where this collapse is satisfied with ν = 1.0 - an exponent consistent with the
prediction of [127].
Our second key evidence considers p(z), which varies continuously [73,
75, 160] in the rigidity window scenario, but abruptly in mean-field, see Fig. 3.1.
For finite size systems, it turns out to be easier to extract the inverse function
z(p), proceeding as follows. We first compute p(z,N) for various z and N . For
each N we use a spline interpolation to obtain continuous curves, as shown in
Fig. 3.3(c,d). We then extract z(p) by fitting the following correction to scaling
|z(p)−z(p,N)| ∼ N−1/dν . Our central result is that for the weak-force regime, p(z)
discontinuously jumps from 0 to 1 at zc (which simply corresponds to the crossing
of the spline lines) as shown in Fig. 3.3(c), again supporting that the mean-field
scenario applies. By contrast, in the strong force regime this procedure predicts a
rigidity window for z ∈ [zc−0.06, zc]. This result is essentially identical to previous
work using much larger N [75] (which is impossible in our model).
Density of vibrational modes (DOS) D(ω, T ): The DOS is a sensitive ob-
servable to characterize network structure. In the mean-field scenario, anomalous
modes appear above a frequency ω∗ ∼ |z− zc| [78, 127], above which the DOS dis-
plays a plateau: D(ω) ∼ ω0, as observed in packings [148]. By contrast, at rigidity
percolation the rigid cluster is fractal and the spectrum consist of fractons, leading
to D(ω) ∼ ωd˜−1 [158, 159], where d˜ is the fracton dimension. Numerically we
compute the DOS associated with the network of strong springs by diagonaliza-
tion of the stiffness matrix. Within the rigidity window, we find that the DOS is
insensitive to temperature for α = 0 as shown in Fig. 3.4(a), supporting that nor-
mal modes are fractons in the rigidity window, with d˜ ≈ 0.75 [159]. By contrast,
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Figure 3.4: D(ω) at z − zc = −0.05 and various T indicated in legend for (a) α = 0
and (b) α = 0.0003. Gray dashed lines are numerical solution of mean-field networks
generated in [130]. (c) Boson peak frequency ω∗ vs coordination z for the weak-interaction
regime. ω∗ is defined as the peak frequency of D(ω)/ωd−1, a quantity shown in (d).
already at small α = 0.0003, a key observation is that the DOS evolves under
cooling toward the mean-field prediction, as illustrated in Fig. 3.4(b). At low-
temperature, one recovers a frequency scale ω∗ ∼ |z−zc| as shown in Fig. 3.4(c,d),
supporting further that the mean-field scenario applies. Note that there is a very
narrow region around zc where the mean-field prediction does not work well and
instead one finds ω∗ ≈ 0 (see discussion below).
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Figure 3.5: Shear modulus of the strong network G vs δz ≡ z − zc for parameters
indicated in legend. The total shear modulus Gtot including the effect of weak springs
is represented for the weak-interaction regime. Inset: same plot in log-log scale, the
horizontal axis is z − zc for low-temperatures conditions (blue and green), and z − zcen
at T =∞ (red).
Shear modulus G(z): Lastly, we compute the shear modulus for the strong
network numerically, as shown in Fig. 3.5. As expected, we find for T = ∞
the rigidity percolation result G(z) ∼ (z − zcen)f , with f ≈ 1.4 [166]. In the
weak-interaction regime, we find that the mean-field result [152] G(z) ∼ δz holds,
supporting further our main claim. In the strong interaction regime, we find that
the shear modulus is zero up to zc. However no power law scaling is found near
zc, and G is much lower than in mean-field, in agreement once again with previous
models that observed a window [167].
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3.4 A Simple Argument for the Mean-field Sce-
nario
We have shown numerically that the weak interaction regime is well-
described by the mean-field scenario. To explain this fact, we argue that this
scenario is stable if α > 0, but unstable if α = 0. Consider the elastic energy per
unit volume Ep. Qualitatively this quantity is expected to behave as Ep ∼ Gtot2,
where Gtot is the total shear modulus that includes weak interactions, also shown
in Fig. 3.5. The central point is that in mean-field, if α = 0 then Ep(z) linearly
grows for z > zc and is strictly 0 for z < zc. It implies that there is no penalty for
increasing spatial fluctuations of coordination as long as z < zc locally. Thus large
fluctuations of coordination are expected, the mean-field scenario is not stable and
one finds a rigidity window instead. By contrast, Ep(z) is strictly convex for all
z as soon as α > 0. Then spatial fluctuations of coordination are penalized ener-
getically, and they disappear at low T . In Appendix Sec. B.3., Fig. C.1, we find
numerically that in our model, fluctuations of coordination indeed decay under
cooling only if α > 0.
It is apparent from Fig. S2 that this process of homogenization is already
playing a role at temperatures of order T ∼ 10α. In practice the glass transition
Tg is of order α (the typical covalent bond energy is between 1 and 10ev, Van
der Waals interactions are of between 0.01 and 0.1ev, and the glass transition
temperature Tg is of order 100 to 1000K, which is about 0.01 to 0.1ev), supporting
that spatial fluctuations of coordination are strongly tamed due to the presence of
weak interactions in real covalent glasses.
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To conclude, we have argued that weak interactions induce a finite cost
to spatial fluctuations of coordination, which therefore vanish with temperature.
As a consequence, the rigidity transition is mean-field in character, if equilibrium
can be achieved up to T = 0. In this light, the mean-field scenario is a convenient
starting point to describe these materials. Note that although we focussed on
d = 2, our arguments go through unchanged in d = 3, where the order of the
rigidity percolation transition appears to be non-universal [168].
However, as T increases fluctuations must be included in the description,
as appears in Fig. 3.4(b). Since covalent networks freeze at some Tg > 0, one
still expects a finite amount of fluctuations in the glass phase. Indeed one must
cross-over from rigidity percolation at T = ∞ to a mean-field scenario at T = 0.
We shall investigate this cross-over in detail elsewhere, and instead speculate on
its nature here. We expect this cross-over to be continuous, implying that at any
finite temperature, there is a narrow region around zc where fluctuations still play a
role, and where the transition lies in the rigidity percolation universality class. The
size of this region vanishes with vanishing temperature but is finite at Tg. Inside
this region, one expects the boson peak to be dominated by fractons, whereas
outside the mean-field approximation holds and anomalous modes dominate the
spectrum. Fig. 3.4(c) supports this view since already at the very low-temperature
considered, there is a narrow region for which ω∗ ≈ 0, at odds with the mean-
field prediction. As expected, this effect is stronger as Tg increases (as occurs
in our model when α increases), as illustrated in Fig. C.4 of Appendix Sec. B.4.
This qualitative difference in elasticity is likely to affect thermodynamic and aging
properties near the glass transition, since these properties are known to be strongly
coupled [34, 116]. The region surrounding the rigidity transition where fluctuations
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are important is thus a plausible candidate for the intermediate phase observed
in chalcogenides, which would then result from a dynamical effect, namely the
freezing of fluctuations at the glass transition.
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Chapter 4
Adaptive Elastic Networks as
Models of Supercooled Liquids
The thermodynamics and dynamics of supercooled liquids correlate with
their elasticity. In particular for covalent networks, the jump of specific heat is
small and the liquid is strong near the threshold valence where the network ac-
quires rigidity. By contrast, the jump of specific heat and the fragility are large
away from this threshold valence. In a previous work [Proc. Natl. Acad. Sci.
U.S.A., 110, 6307 (2013)], we could explain these behaviors by introducing a model
of supercooled liquids in which local rearrangements interact via elasticity. How-
ever, in that model the disorder characterizing elasticity was frozen, whereas it
is itself a dynamic variable in supercooled liquids. Here we study numerically
and theoretically adaptive elastic network models where polydisperse springs can
move on a lattice, thus allowing for the geometry of the elastic network to fluctu-
ate and evolve with temperature. We show numerically that our previous results
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on the relationship between structure and thermodynamics hold in these models.
We introduce an approximation where redundant constraints (highly coordinated
regions where the frustration is large) are treated as an ideal gas, leading to an-
alytical predictions that are accurate in the range of parameters relevant for real
materials. Overall, these results lead to a description of supercooled liquids, in
which the distance to the rigidity transition controls the number of directions in
phase space that cost energy and the specific heat.
4.1 Introduction
Liquids undergo a glass transition toward an amorphous solid state when
cooled rapidly enough to avoid crystallization [2]. The glass lacks structural or-
der: it is a liquid “frozen” in a local minimum in the energy landscape, due to the
slowing down of relaxation processes. It is very plausible that the thermodynamics
and the dynamics in supercooled liquids strongly depend on the microscopic struc-
ture of these configurations – hereafter referred to as “inherent structures” [169].
However, a majority of glass theories [21, 28, 29, 121, 170–172] have focused on
explaining the correlations between macroscopic observables seen in experiments
(such as the relationship between thermodynamics and dynamics [5, 27]), while
only a few [31, 32, 173, 174] have investigated the role of structure.
Experiments reveal that elasticity plays a key role in both the thermody-
namic and dynamical properties in supercooled liquids, such as the jump of specific
heat and the fragility characterizing the glass transition. Specifically, it has been
found that (I) glasses present an excess of low-frequency vibrational modes with
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respect to Debye modes. The number of these excess anomalous modes, quantified
as the intensity of the boson peak [123], shows a strong anti-correlation with the
fragility [33, 34]. (II) The rigidity of the inherent structures is tunable by chang-
ing the fraction of components with different valences in network glasses [35, 42,
125], where atoms interact via covalent bonds and much weaker Van der Waals
force. The covalent network becomes rigid [39–41], when the average valence r
exceeds a threshold rc, determined by the balance between the number of covalent
constraints and the degrees of freedom of the system. Both the fragility and the
jump of specific heat depend nonmonotonically on r, and their minima coincide
with rc [4, 35]. Interesting works using density functional theory [31, 175] inves-
tigated the relationship between structure and fragility, but they do not capture
this nonmonotonicity.
Recent observations [47, 50–53] and theory [54–58, 128, 129, 150, 173, 176]
indicate that in various amorphous materials, the presence of soft elastic modes
is regulated by the proximity of the rigidity transition, linking evidence (I) and
(II). To rationalize this connection, we have introduced a frozen elastic network
model that bridges the gap between network elasticity and geometry on one hand,
elasticity and the thermodynamics and dynamics of liquids on the other [116].
This model incorporated the following aspects of supercooled liquids: (i) particles
interact with each other with interactions that can greatly differ in strength, such
as the covalent bonds and the much weaker Van der Waals interaction found in
network glasses. (ii) Neighboring particles can organize into a few distinct local
configurations. (iii) The choices of local configurations are coupled at different
location in space via elasticity. These features were modeled using a random elastic
network whose topology was frozen, as illustrated in Fig. 4.2. The possibility
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for local configurations to change was incorporated by letting each spring switch
between two possible rest lengths. Despite its simplicity, this model recovered (I)
and (II). In particular, it reproduced the nonmonotonic variance of the jump of
specific heat and the fragility with the coordination z of the network: they are
extremal at zc = 2d (d is the spatial dimension), where a rigidity transition occurs.
This model could be solved analytically, and it led to the view that near the rigidity
transition, the jump of specific heat is small because frustration vanishes: most
directions in phase space do not cost energy, and thus do not contribute to the
specific heat.
floppy isostatic
Rigid
self-stressed
Figure 4.1: Illustration of rigidity transition. Blue, green, and red color the floppy,
isostatic, and stressed clusters, respectively.
This is a novel explanation for a long-standing problem, and it is im-
portant to confirm that this view is robust when more realism is brought into
the model. In particular, the model used frozen disorder to describe elasticity,
whereas it is itself a dynamical property in liquids, where there cannot be any
frozen disorder. The thermal evolution of the topology of the contact network and
its effects on rigidity transition were also not addressed. A network is rigid when
an imposed global strain induces stress, and the rigidity can be achieved topologi-
cally by adding constraints [39], see Fig. 4.1 for an illustration in a small network.
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The network is said to be self-stressed if some of the constraints are redundant,
removing those leaves the network rigid. Three scenarios of rigidity transition have
been extensively studied in the literature [117, 177] (but see Ref. [155] for a recent
fourth proposition). Spatial fluctuations of coordination are important in the first
two. The rigidity percolation model [63, 68, 156, 157] assumes that bonds are ran-
domly deposited on a lattice. Fluctuations lead to over-constrained (self-stressed)
clusters even when the average coordination number is not sufficient to make the
whole network rigid. This model corresponds to the infinite temperature limit. To
include these effects, self-organized network models were introduced [73, 75, 160,
161], where overconstrained regions are penalized. A surprising outcome of these
models is the emergence of a rigidity window: rigidity emerges at a small coordi-
nation number before the self-stress appears (even in the thermodynamic limit).
Finally, in the mean-field or jamming scenario, fluctuations of coordinations are
limited. Similar to the simple picture in Fig. 4.1, the rigidity, and the stress appear
at the same zc in the thermodynamic limit. The rigid cluster at zc is not fractal
and is similar to that of packings of repulsive particles. The model of Ref. [116]
assumed that networks were of this last type.
Recently, we have introduced adaptive elastic network models [117], where
the topology of the network is free to evolve to lower its elastic energy as the sys-
tem is cooled. We found that as soon as weak interactions are present, the network
of strong interactions becomes mean-field like at low temperature. However, the
thermodynamic properties were not studied to test the robustness of the thermo-
dynamic predictions of Ref. [116] relating structure to the jump of specific heat.
In this work, we directly show numerically and theoretically that the prediction
for the jump of specific heat is essentially identical in adaptive and frozen elastic
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network models. Section II describes the adaptive network models. Section III
presents the numerical results of the model, while Section IV gives the explicit
derivation of the thermodynamic properties, developing an approximation scheme
to deal with the temperature-dependence of the number of over-constraints in the
system, treating them as an ideal gas.
4.2 Adaptive Network Model
In our model degrees of freedom are springs, which are poly-disperse and
can move on a lattice. The lattice is built using a triangular lattice with periodic
boundary conditions, see Fig. 4.2(c), with a slight regular distortion to minimize
the non-generic presence of zero modes that occurs when straight lines are present,
as illustrated in the inset of Fig. 4.2(c). Polydisperse and mobile “strong” springs
of identical stiffness k connect the nearest neighbors on the lattice and model the
covalent constraints. We model weak Van der Waals interactions with “weak” and
stationary springs of stiffness kw  k adding to all next-nearest-neighbors on the
triangular lattice, illustrated in Fig. 4.2(b). We introduce a control parameter
α ≡ (zw/d)(kw/k) to characterize the relative strength of the weak interactions,
where the spatial dimension is d = 2 and the number of weak constraints per node
is chosen zw = 6.
The number of “covalent” springs Ns, equivalent to the coordination num-
ber z ≡ 2Ns/N (N is the number of nodes in the lattice), is also a dimensionless
control parameter. For a given δz ≡ z − zc, the valid configurations are defined
by the locations of the Ns springs, indicated as Γ ≡ {γ ↔ 〈i, j〉}, where the Greek
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δ
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CDCD
B A B
DCDC
A B A
Figure 4.2: (Color online) (a) and (b) Illustration of the frozen network model [116];
(c) and (d) illustrate the adaptive network model [117]. In the latter case, the triangular
lattice is systematically distorted in a unit cell of four nodes shown in the inset of
(c). We group nodes by four, labeled as, A, B, C, and D in Fig. 4.2. One group
forms the unit cell of the crystalline lattice. Each cell is distorted identically in the
following way: node A stays, while nodes B, C, and D move by a distance δ, B along
the direction perpendicular to BC, C along the direction perpendicular to CD, and D
along the direction perpendicular to DB. δ is set to 0.2 with the lattice constant as unity.
Weak springs connecting (b) six nearest neighbors without strong springs and (d) six
next-nearest-neighbors are indicated in straight cyan lines, emphasized for the central
node. (c) Illustration of an allowed step, where the strong spring in red relocates to a
vacant edge indicated by a dashed blue line.
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index γ labels springs and the Roman indices 〈i, j〉 label the edges on triangular
lattice between nodes i and j. We introduce the occupation of an edge: σ〈i,j〉 = 0
if there is no strong spring on the edge ij, and σ〈i,j〉 = 1 if there is one. If r〈i,j〉
denotes the geometric length between nodes i and j on the lattice, we assume that
the spring γ has a rest length lγ = r〈i,j〉 + γ, where the mismatch γ is a fea-
ture of a given spring. γ are sampled independently from a Gaussian distribution
with mean zero and variance 2, which thus characterizes the polydispersity of the
model. k2 is set to unity as the natural energy scale.
 
 
−2
−1
0
1
2
Figure 4.3: (Color online) Illustration of configuration energy of the adaptive network
model (δz = 0.27). Solid lines are springs, colored according to their extensions: from
red to purple, the springs go from being stretched to being compressed, with spring
extensions shown in the unit of . Left: Nodes sit at lattice sites, so the color shows
the rest length mismatches of the springs {γ}. Right: Nodes are relaxed to mechanical
equilibrium. Most links appear in green, indicating that most of the elastic energy is
released. The configuration energy is defined by the residual energy.
The energy of an inherent structure is denoted H(Γ). The configuration
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Γ is sampled with probability proportional to exp(−H(Γ)/T ) in the liquid phase,
with kB = 1. Temperature T serves as a third dimensionless control parameter.
H(Γ) is defined as the remaining energy once the nodes of the network are allowed
to relax to mechanical equilibrium:
H(Γ) = min
{~Ri}
{∑
γ
k
2
[
||~Ri − ~Rj|| − lγ
]2
+
∑
〈i,j〉2
kw
2
[
||~Ri − ~Rj|| − r〈i,j〉2
]2 (4.1)
where ~Ri is the position of particle i and 〈i, j〉2 labels the next-nearest neighbors.
The minimal energy can be calculated by steepest decent as illustrated in Fig. 4.3,
but this is computationally expensive. Instead, we approximate the elastic energy
in the linear response range, setting that 2  1 1. The above minimization
expression Eq.(4.1) could then be written as,
H(Γ) = k
2
∑
Γ
〈i,j〉G〈i,j〉,〈l,m〉〈l,m〉 + o(3) (4.2)
where 〈i,j〉 = γ when spring γ connects i and j. The coupling matrix G =
P − S(StS + kw
k
StwSw)−1St, derived in our previous works [116, 117] (or see Ap-
pendix Sec. C.1), is a product of the structure matrix S and its transpose St,
the structure matrix of the weak spring network Sw, and P the projection oper-
ator of the triangular lattice onto occupied edges. The structure matrices S and
Sw describe the topology of the networks of strong and weak springs: if neigh-
bor nodes i and j are connected, the change of the distance between i and j,
δr〈i,j〉 = S〈i,j〉,i · δ ~Ri + S〈i,j〉,j · δ ~Rj + o(δ ~R2), due to displacements of nodes δ ~R. We
point out that as the weak network is fixed, S and thus G depend only on the
1We have tested the validity of the linear approximation: the energy difference from the
steepest decent results keeps below 3% for  < 0.02.
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network topology of strong springs, but not on the mismatches γ.
Our model is a generalization of on-lattice network models: setting the
interaction strength control parameter α = 0, it naturally recovers the randomly
diluted lattice model [63] when T = ∞. It is also related to the self-organized
lattice model [73, 75], which postulates that elastic energy is linearly proportional
to the number of redundant constraints [73, 178]. We will find that this assumption
holds true for α = 0 and T  1. However, the existence of weak interactions among
sites means that in real physical systems α > 0. This turns out to completely
change the physics, an effect that our model can incorporate.
4.3 Numerical Results of the Model
We implement a Monte Carlo simulation to sample the configuration space
of the model, with 106 Monte Carlo steps at each T . At each step, a potential con-
figuration is generated by a Glauber dynamics - moving one randomly chosen spring
to a vacant edge, as illustrated in Fig. 4.2(c). We numerically compute the elas-
tic energy of the proposed configuration using Eq.(4.2): calculating the structure
matrix S and then the corresponding G. On computing G, the matrix inversion,
(StS + kw
k
StwSw)−1, is singular when the network contains floppy structures, which
do not appear except when kw = 0. When α = 0, we implement the “pebble game”
algorithm [163] to identify the over-constrained sub-networks, and then do matrix
division in the subspace, as the isostatic and floppy regions store no elastic energy
after relaxation. We have found little finite size effect by varying the system size
from N = 64 to N = 1024 nodes in the triangular lattice. In the following, we
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present our numerical results of networks with N = 256 nodes, averaged over 50
realizations of random mismatches if not specified.
4.3.1 Dynamics
We investigate the dynamics by computing the correlation function C(t) =
1
Ns(1−Ns/3N)(〈σ(t)|σ(0)〉 − N2s /3N), where |σ(t)〉 is the vector indicating the oc-
cupation of all edges at time t. The correlation C(t) decays from one to zero
at long time scales. We define the relaxation time τ as the time C(τ) = 1/2,
and the numerical results of τ as a function of temperature T for several different
coordination numbers are shown in the Fig. 4.4.
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δz = −0.375
δz = −0.125
δz = +0.000
δz = +0.148
δz = +0.523
α = 0.0003
Figure 4.4: (Color online) Relaxation time τ in log-scale versus inverse temperature 1/T
for different coordination numbers δz and α = 0.0003. The solid black line indicates a
power law relation between τ and T : τ ∼ T−1/2.
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Figure 4.5: (Color online) Left: Shear modulus of adaptive networks at temperature T
rescaled by G at T = ∞ G(z, T )/G(z,∞), α = 0.0003. The temperature T is rescaled
by Tg. Right: Correlation between transition temperature Tg and shear modulus G in
the frozen network model [116].
We find that the implemented dynamics is not glassy. The relaxation time
increases as a power law of the temperature T−0.5, even much slower than a strong
glass that would display an Arrhenius behavior log10 τ ∝ 1/T . This result is very
surprising because the frozen elastic network model we studied earlier was glassy
(its fragility was similar to that of network liquids). Despite being dynamically
very different, these two models are almost identical as far as thermodynamics is
concerned, as we will see below. It could be that the lack of glassiness comes from
our choice of Monte-Carlo where springs can try other locations anywhere in the
system [179].
To compare the thermodynamics of these models we now need to define
an effective glass temperature Tg (even if we do not see a real glass transition).
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We do that by using the empirical Lindemann criterion [180] according to which
an amorphous solid melts when the standard deviation 〈δR2〉1/2 of particles’ dis-
placements is greater than a fraction cL of the particle size a. The coefficient cL
must depends on the quench rate q, since this is also the case for Tg. This depen-
dence is logarithmic, because the dependence of relaxation time on temperature in
experimental glass formers is at least exponential (for typical experimental quench
rate in supercooled liquids, cL ≈ 0.15 [181]). We can estimate this standard devi-
ation via the elastic modulus if we treat the glass as a continuum 〈δR2〉 ∼ T/Ga
where G is the instantaneous shear modulus of the structure [171], we thus get
Tg ∝ Ga3/ ln(1/q). We set the lattice length a in our model to unity.
We measure the shear modulus averaging over configurations at given
temperatures, shown in the left panel of Fig. 4.5. Practically, we choose Tg =
〈G〉Tg/ ln(1/103q), where the cooling rate q is defined as the inverse of the number
of Monte Carlo steps performed at each temperature in the model. 〈•〉Tg is the
mean value at temperature Tg. The prefactor in this definition of Tg does not
affect qualitatively our conclusions, but for this pre-factor the definition of Tg
in the frozen model [116] is essentially identical to the dynamical definition used
in [116], as shown in the right panel of Fig. 4.5 by lining up G and Tg. The
specific values of Tg following that definition are shown in the inset of the bottom
panel of Fig. 4.7, they correspond to Tg = 〈G〉Tg/ ln(103) in the present model, and
Tg = 〈G〉Tg/ ln(105) in the frozen network model [116], which is simpler to simulate
and can thus be equilibrated longer.
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Figure 4.6: (Color online) Thermodynamics of the adaptive network model without
weak constraints α = 0. (a) Energy E/Ns vs. temperature; (b) specific heat C/Ns vs.
temperature; (c) excess number density of redundant constraints nex extracted using the
pebble game algorithm vs. temperature. Symbols are numerical data; solid lines are
theoretic predictions.
4.3.2 Specific heat
The specific heat data shown in Figs. 4.6 and 4.7 are our central numerical
results. The energy E = 〈H〉 is obtained using a time-average over Monte Carlo
steps, and is shown in Fig. 4.6(a). The specific heat is calculated as its derivative
c ≡ 1
Ns
dE/dT , and is shown versus T for several coordination numbers when
α = 0 in Fig. 4.6(b) and α = 0.0003 in the top panel of Fig. 4.7. When α = 0,
the specific heat increases as temperature decreases for networks with δz > 0
while it meets a maximum at Ta ∼ 1 and decreases under cooling when T < Ta if
δz ≤ 0. By contrast, the specific heat increases under cooling close to the transition
temperature for all coordination numbers when α > 0. In addition, when T . α,
c→ 0.5.All these results are qualitatively identical to our previous frozen model.
To define the jump of the specific heat at the glass transition, we simply
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Figure 4.7: (Color online) Top: Specific heat c(z, T ) vs scaled temperature T/Tg for
networks with average coordination numbers near and away from the isostatic on both
floppy and rigid sides. The strength of the weak constraints is given by α = 0.0003.
Bottom: Specific heat at temperature Tg, c(z, Tg), vs coordination number δz for α =
0, 0.0003, 0.003, 0.03. The inset shows the transition temperature Tg for different z and
α. Symbols are numerical results, and lines are theoretical predictions: dashed lines are
for frozen network model and solid lines are for the new model derived in section IV.
measure the specific heat at our glass transition Tg defined above. This definition is
natural, since in a real glassy system, below Tg the liquid is essentially frozen in an
inherent structure, and the contribution to the specific heat from configurational
entropy (i.e. the bottom energy of inherent structures) vanishes.
Our central numerical result is shown in the bottom panel of Fig. 4.7:
c(Tg) varies nonmonotonically with the coordination number z when α > 0. When
the network of strong springs is poorly coordinated δz . 0, c(Tg) decreases as z
increases; When the strong network gets better coordinated δz & 0, c gradually
changes to increase with z; c is minimal at the proximity of the rigidity transition
zc for finite α. These numerical results are very similar to empirical observations,
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see Point (II) in the introduction. Our data are in fact very similar to that of the
frozen model, which essentially follows the dotted lines in Fig. 4.7.
4.3.3 Number of redundant constraints R
When α = 0 and T → 0, the specific heat is simply proportional to R,
as shown in Fig. 4.6(b). This number is fixed, R = Nδz/2, in the frozen network
models. It varies in the adaptive network model and depends on the temperature.
As the Maxwell counting gives the minimal number of redundant constraints of a
network, we can define an excess number of redundant constraints
nex ≡ 1
Ns
(
R− Nδz
2
Θ(δz)
)
, (4.3)
where Θ(x) is the Heaviside step function. nex counts the average number of
redundant constraints, additional to the Maxwell counting. This excess number of
redundant constraints decreases monotonically to zero under cooling. When α = 0,
nex is proportional to
√
T in the adaptive network model at low temperature, shown
in Fig. 4.6(c).
4.4 Theory of Thermodynamics
As illustrated in Fig. 4.8, in the frozen elastic model we found that as
α→ 0, c converges to a constant if z < zc, whereas it behaves as z− zc for z > zc.
As α is increased, the discontinuous behavior becomes smooth and looks similar to
experimental data. We seek to derive these same features in the adaptive network
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0 δz
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Figure 4.8: (Color online) Theoretical predictions for the jump of specific heat. For
vanishingly weak springs α→ 0, it is predicted that the jump is essentially constant for
z < zc and then drops to zero a zc. For larger z, it behaves as z − zc. As α grows this
sharp curve becomes smooth, but a minimum is still present near z = zc.
models.
4.4.1 Partition function
For simplicity, we consider the annealed free energy Fann = −T lnZ. It
is exact in the random energy model [136] above the ideal glass transition [182]
and we find it to be a good approximation of F in our models [116]. The over-line
implies an average over disorder ,
Z =
∑
{σ}
∑
perm[γ]
exp[−H(Γ)/T ] (4.4)
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where a given configuration Γ is characterized by {σ} indicating which edges are
occupied on the triangular lattice, and perm[γ] labels the possible permutations of
springs’ rest lengths.
We first average over the quenched randomnesses. Using the linear ap-
proximation Eq.(4.2) and the Gaussian distribution ρ(γ) =
1√
2pi2
e−
2
γ/2
2
,
Z =
∑
{σ}
(
Nz
2
)
! exp
[
−1
2
tr ln
(
I + G({σ})
T
)]
(4.5)
The factorial comes from Ns! =
∑
perm[γ] 1 as G is independent of the permutation.
I is a 3N×3N identity matrix; each component corresponds to an edge on the lat-
tice. To compute the trace in the exponent, we first make the approximation that
the weak springs are weak and numerous StwSw ≈ zwd INd×Nd, which corresponds
to the highly connected limit zw → ∞ and finite α. We can then decompose the
coupling matrix G ≈ P − S(StS + αI)−1St as [116]:
G({σ}) =
∑
p({σ})
|ψp〉〈ψp|+
∑
ω({σ})>0
α
ω2 + α
|ψω〉〈ψω| (4.6)
where p labels the vectors |ψp〉 satisfying St|ψp〉 = 0 (i.e. a basis for the kernel
of St), and where the |ψω〉 satisfy SSt|ψω〉 = ω2|ψω〉. The number of redundant
directions is
∑
p 1 = Ns − (Nd− F ) ≡ R. Note that trP = Ns, Nd− F gives the
number of frequencies ω, and F counts the number of floppy modes. The modes
|ψp〉, |ψω〉, R, and ω depend on occupation {σ}. As the |ψ〉’s are orthonormal, the
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trace in Eq.(4.5) gives
Z =
(
Nz
2
)
!
∑
nr,D(ω)
exp
[
Ns
(
s(nr, D(ω))− nr
2
ln(1 +
1
T
)
−1− nr
2
∫
dωD(ω) ln(1 +
1
T
α
ω2 + α
)
)]
, (4.7)
where s(nr, D(ω)) ≡ 1Ns ln
∑
{σ} 1R,D(ω) is configurational entropy density with
given number of redundant constraints nr ≡ R/Ns and density of vibrational
modes, D(ω), satisfies (1− nr)
∫
dωD(ω) ≡ limN→∞ 1Ns
∑
ω>0.
4.4.2 No weak interactions
(b) z > zc(a) z < zc
Figure 4.9: (Color online) (a) z < zc, localized redundant constraints (red) in a floppy
sea (blue); (b) z > zc localized floppy modes (blue) in a rigid sea (red and green).
Neglecting the weak constraints α = 0, the last term in the exponential
vanishes and the summation over states with given density of states can be ab-
sorbed into the entropy, which then depends only on the number of redundant
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constraints.
Z =
(
Nz
2
)
!
∑
nr
eNs[s(nr)−
nr
2
ln(1+ 1
T
)] (4.8)
We propose an ideal-gas picture of “defects” to find an approximation
form of the entropy s(nr). When the coordination number is very small z < zc
and the network is mostly floppy, redundant constraints are defects localized in
rigid islands. Similarly, when the coordination number is very large z > zc with
most regions of the network rigid, there are localized floppy modes in regions where
there are negative fluctuations of coordination number, which we again described
as defects, see illustration in Fig. 4.9. The number of such floppy modes is equal
to the number of additional over-constrained in the rigid cluster. The entropy
gains from having these defects. Assuming that such defects are independent, we
approximate the entropy by that of an ideal gas:
s(nex) ≈ s(0)− nex ln nex
en0(z)
(4.9)
where nex is the excess number of redundant constraints defined in Eq.(4.3) and is
thus counting the number of defects. s(0) is the entropy density of the states with a
minimal number of redundant constraints (i.e. they satisfy the Maxwell counting);
and n0(z) is the excess number of redundant constraints at T =∞. Both s(0) and
n0 depend only on z and the lattice structure. This form of Eq.(4.9) fails when the
assumption of independent “defects” breaks down, as must occur near the rigidity
transition. However, our numerical results indicate that this approximation is very
accurate, we see deviations only for |δz| . 0.1.
We numerically test the formula Eq.(4.9) for a triangular lattice. The
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Figure 4.10: (Color online) Left: Excess number density of redundant constraints
nex(z, β). Right: Fluctuation of the number density of redundant constraints (∆nr)
2.
The solid black lines show the predictions from the approximate entropy Eq.(4.9).
configurations with R redundant constraints are weighted by e−βR for different
values of the parameter β. From Eq.(4.9), the mean and variance of the excess
number density of redundant constraints, nex, satisfy the following formulas:
β ≡ ∂s
∂nex
⇒ nex(z, β) = n0(z)e−β (4.10a)
∆n2ex(z, β) = −β2
∂
∂β
nex(z, β) = β
2nex(z, β) (4.10b)
Our numerical results coincide with Eqs.(4.10a) and (4.10b) remarkably well, with
minor deviations for |δz| . 0.1, as shown in Fig. 4.10.
Applying Eq.(4.9), we derive the thermodynamics of our model when α =
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0. Solving the saddle point of Eq.(4.8), we obtain the average energy density:
1
Ns
E(z, T ) =
r0 + nex(z, T )
2
T
1 + T
(4.11a)
the specific heat:
1
Ns
C(z, T ) =
r0 +
3
2
nex(z, T )
2
1
(1 + T )2
(4.11b)
and the excess number density of redundant constraints:
nex(z, T ) = n0(z)
(
1 +
1
T
)−1/2
(4.11c)
where r0 ≡ δzz Θ(δz).
As n0(z) is expected to be an analytic function of z, Eqs.(4.11) indicate
that c converges to the one found in frozen network model in the limit T → 0:
c = 0 when δz < 0 and c = δz/2z when δz > 0 - the dashed yellow line in Fig. 4.8.
This is our first central result, which shows that our previous results hold even
when the network is adaptive.
Eqs.(4.11) predict the energy, specific heat, and the number density of
redundant constraints at an arbitrary temperature without any fitting parameter.
The solid lines, shown in Fig. 4.6(a) and (b), are predictions of Eqs.(4.11a) and
(4.11b), respectively, with nex as the numerical input. They are closely consistent
with the data points, which confirms the annealed free energy approximation when
α = 0. A T 1/2 power-law with numerical prefactor n0(z) = nex(z,∞) predicted by
Eq.(4.11c) coincides well with data points in Fig. 4.6(c).
Extending to finite glass transition Tg at α = 0, we find a correction
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vanishing as
√
δz in addition to c ≈ δz/2z, assuming Tg ∼ G ∼ δz for z > zc. But
this correction is quantitatively unimportant as n0 ≤ 0.03 and does not change
qualitatively the linear growth of the specific heat when δz > 0, as illustrated by
the solid orange line in Fig. 4.8.
Our theoretic prediction that nex → 0 when T → 0 validates the assump-
tions of [73, 75, 178] that the energy of redundant bonds is proportional to their
number, and that this number is R0 at T = 0.
4.4.3 General case
In the thermodynamic limit, Ns →∞, we take the saddle point of Eq.(4.7),
2∂s
∂nr
= ln
(
1 +
1
T
)
−
∫
dωD(ω) ln
(
1 +
1
T
α
ω2 + α
)
(4.12a)
and
2δs
δD(ω)
= (1− nr) ln
(
1 +
1
T
α
ω2 + α
)
(4.12b)
and solve for energy,
1
Ns
E(z, T, α) =
nr(T )
2
T
1 + T
+
1− nr(T )
2
∫
dωD(ω, T )
αT
α + (ω2 + α)T
(4.13)
The specific heat predictions from differentiating Eq.(4.13) with numerical inputs
nr(z, T, α) and Dz,T,α(ω) are plotted as solid lines in Fig. 4.7. (See Appendix
Secs. C.2, C.3, and C.4 for the temperature dependence of D(ω).) Notice that
replacing nr(T ) by δz/z and D(ω, T ) by its low-temperature limit D(ω) studied
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in [78, 116, 130], Eq.(4.13) recovers exactly the one obtained in the frozen network
model, whose predictions are plotted as dashed lines in Fig. 4.7. The dashed
lines converge to the solid lines despite differences at high temperatures for weakly
coordinated networks.
In the limit α→ 0 and T  α, Eq.(4.13) converges to E/Ns = T/2, which
indicates a constant specific heat c = 0.5 when δz < 0 independent of the models.
This is shown by the solid orange line and the dashed yellow line in Fig. 4.8, and
is our second key theoretical result showing the robustness of our conclusions for
adaptive networks.
4.5 Conclusions
In this work, we have studied the correlation between the elasticity of
inherent structures and the thermodynamics in covalent glass-forming liquids using
adaptive network models. We found numerically and explained theoretically why
these models have a thermodynamic behavior similar to frozen network models
[116] which captures nicely experimental facts.
The main prediction conclusion of [116] is thus robust: as the coordination
number approaches zc from above, elastic frustration vanishes. This leads both to
an abundance of soft elastic modes, as well as a diminution of the number of
directions in phase space that cost energy, which is directly proportional to the
jump of specific heat. Below the rigidity transition, the elasticity of strong force
network vanishes, thus the energy landscape is governed by the weak Van der Waals
interactions. At these energy scale, all directions in contact space have a cost, and
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thus the specific heat increases. Thus thermodynamic properties are governed by
a critical point at δz = 0, α = 0 where the jump of specific heat is zero. This
prediction focuses on the configurational part of the jump of specific heat, since we
considered only the energy minima in the metastable states. In Appendix Sec. C.5,
we argue that the vibrational contribution to this jump is so small in our models.
Thus the main prediction of the specific heat still holds, even when including the
vibrational part.
Beyond network glasses, our main result potentially explains the correla-
tion between elasticity and the key aspects of the energy landscape in molecular
glasses [4, 35, 77]. Indeed according to our work we expect glasses with a strong
Boson peak to display less elastic frustration, so that they have a limited number
of directions in phase space costing energy, see discussion in [116].
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Chapter 5
A Model for the Erosion Onset of
a Granular Bed Sheared by a
Viscous Fluid
We study theoretically the erosion threshold of a granular bed forced by
a viscous fluid. We first introduce a novel model of interacting particles driven on
a rough substrate. It predicts a continuous transition at some threshold forcing
θc, beyond which the particle current grows linearly J ∼ θ − θc. The stationary
state is reached after a transient time tconv which diverges near the transition as
tconv ∼ |θ − θc|−z with z ≈ 2.5. Both features agree with experiments. The
model also makes quantitative testable predictions for the drainage pattern: the
distribution P (σ) of local current is found to be extremely broad with P (σ) ∼ J/σ,
spatial correlations for the current are negligible in the direction transverse to
forcing, but long-range parallel to it. We explain some of these features using
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a scaling argument and a mean-field approximation that builds an analogy with
q-models. We discuss the relationship between our erosion model and models for
the plastic depinning transition of vortex lattices in dirty superconductors, where
our results may also apply.
5.1 Introduction
Erosion shapes Earth’s landscape, and occurs when a fluid exerts a suf-
ficient shear stress on a sedimented layer. It is controlled by the dimensionless
Shields number θ ≡ Σ/(ρp − ρ)gd, where d and ρp are the particle diameter and
density, and ρ and Σ are the fluid density and the shear stress. Sustained sediment
transport can take place above some critical value θc [84, 85, 87], in the vicinity of
which motion is localized on a thin layer of order of the particle size, while deeper
particles are static or very slowly creeping [82, 86, 88]. This situation is relevant
in gravel rivers, where erosion occurs until the fluid stress approaches threshold
[7]. In that case, predicting the flux J of particles as a function of θ is difficult,
both for turbulent and laminar flows [6, 86, 92, 183]. We focus on the latter, where
experiments show that: (i) in a stationary state, J ∝ (θ− θc)β with β ≈ 1 [81, 86,
88, 89], although other exponents are sometimes reported [87], (ii) transient effects
occur on a time scale that appears to diverge as θ → θc [86, 88] and (iii) as θ → θc
the density m of moving particles vanishes, but not their speed [86, 89, 90].
Two distinct views have been proposed to describe erosion near threshold.
For Bagnold [6] and followers [92], hydrodynamics is key: moving particles carry
a fraction of the stress proportional to their density m, such that the bed of
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static particles effectively remains at the critical Shields number. This argument
implies m ∼ θ− θc, in agreement with (i,iii). However, it treats the hydrodynamic
effect of a moving particle on the static bed in an average (mean-field) way, and
its application when moving particles are far apart (i.e. m  1) may thus not
be warranted. By contrast, erosion/deposition models [86] emphasize the slow
“armoring” or “leveling” of the particle bed. One assumes that a θ-dependent
fraction of initially mobile particles evolve over a frozen static background, which
contain holes. In this view, θc occurs when the number of holes matches the number
of initially moving particles. This phenomenological model also leads to m ∼ θ−θc
and captures (i,ii,iii) qualitatively well. However, the implicit assumption that the
moving particles visit the static bed entirely (thus filling up all holes) is highly non-
trivial. Indeed, due to the disorder of the static bed one expects mobile particles to
follow favored paths and to eventually flow in a few channels, thus exploring a tiny
region of space. Such disorder-induced coarsening dynamics occurs for example in
river networks models [95], as well as plastic-depinning models of vortex lattices
in dirty superconductors [97, 98] which also display a transition, but with β ≈ 1.5,
at odd with (i).
To decide which physical process (hydrodynamic interactions or armoring)
governs the erosion threshold, new theoretical predictions must be made and put to
experimental test. In this letter, we achieve the first step of this goal while resolving
the apparent contradictions of deposition models. Specifically, we introduce a
model of interacting particles forced along one direction on a disordered substrate.
Particle interactions based on mechanical considerations are incorporated. Such
model recovers (i,ii,iii) with β = 1 and an equilibration time tconv ∼ |θ − θc|−2.5,
which agrees quantitatively with experiments [88]. Our most striking predictions
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concerns the spatial organization of the flux near threshold, which emerges from
the interplay between disorder and particle interaction: (a) the distribution of local
flux σ is extremely broad, and follows P (σ) ∼ 1/σ and (b) spatial correlations of
flux are short-range and very small in the lateral direction, but are power-law in
the mean flow direction. We derive β = 1 and explain why P (σ) is broad using
a mean-field description of our model, leading to an analogy with q-models [184,
185] used to study force propagation in grains.
5.2 Erosion Model
We consider a density n of particles on a frozen background. n should be
chosen to be of order one, but its exact value does not affect our conclusions. The
background is modeled via a square lattice, whose diagonal indicates the direction
of forcing, referred to as “downhill”. The lattice is bi-periodic, of dimension L×W ,
where L is the length in downhill direction and W the transverse width. Each node
i of the lattice is ascribed a height hi ∈ [0, 1], chosen randomly with a uniform
distribution. Lattice bonds i → j are directed in the downhill direction, and
characterized by an inclination θi→j = hi − hj. We denote by θ the amplitude of
the forcing. For an isolated particle on site i, motion will occur along the steepest
of the two outlets (downhill bonds) [96], if it satisfies θ+ θi→j > 0. Otherwise, the
particle is trapped.
However, if particles are adjacent, interaction takes place. First, particles
cannot overlap, so they will only move toward unoccupied sites. Moreover, particles
can push particles below them, potentially un-trapping these or affecting their
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direction of motion. To model these effects, we introduce scalar forces fi→j on
each outlet of occupied sites, which satisfy:
fi→j = max(fj′→i + θi→j + θ, 0) (5.1)
where fj′→i is the force on the input bond j′ → i along the same direction as i→ j,
as depicted in Fig. 5.1. Eq.(5.1) captures that forces are positive for repulsive
particles, and that particle i exerts a larger force on toward site j if the bond
inclination θi→j is large, or if other particles above i are pushing it in that direction.
From our analysis below, we expect that the details of the interactions (contacts,
lubrication forces, etc...) are not relevant, as long as the direction of motion of one
particle can depend on the presence of particles above it- an ingredient not present
in [97, 98].
We update the position of the particles as follows, see Fig. 5.1 for illustra-
tion. We first compute all the forces in the system. Next we consider one row of W
sites, and consider the motion of its particles. Priority is set by considering first
outlets with the largest fi→j and unoccupied downhill site j. Once all possible
moves ( fi→j > 0, j empty) have been made, forces are computed again in the
system, and the next uphill row of particles is updated. When the L rows forming
the periodic system have all been updated, time increases by one.
For given parameters θ, n we prepare the system via two protocols. In
the “quenched” protocol, one considers a given frozen background, and launch
the numerics with a large θ and randomly placed particles - parameters are such
that the system is well within the flowing phase. Next, θ is lowered slowly so
that stationarity is always achieved. We also consider the “Equilibrated” proto-
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Figure 5.1: Illustration of the model. Small circles indicate lattice sites, particles are
represented by discs in yellow, or green if motion occurred between t (left) and t + 1
(right). The black arrow is in the downhill direction. Solid lines indicate outlet with
positive forces. If a particle has two outlets with positive forces, the larger (smaller) one
is colored in red (blue).
col: for any θ, particles initial positions are random. Dynamical properties are
measured after the memory of the random initial condition is lost. We find that
using different protocols does not change critical exponents, but that the quenched
protocol appears to converge more slowly with system size. Below we present most
of our results obtained from the “equilibrated” protocol with W = 4
√
L [98], and
n = 0.25 unless specified.
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Figure 5.2: Average current J versus θ − θc in log-log scale for the (a) “equilibrated”
and (b) “quenched” protocols, for which θc = 0.164 ± 0.002 and θc = 0.172 ± 0.002
respectively- a difference plausibly due to finite size effects. The black solid lines with
slope one indicate the linear relation J ∝ θ−θc. (c) Density of conducting sites ρs versus
θ − θc for the “equilibrated” protocol. (d) ρs curves collapsed by rescaling θ − θc with
L1/ν , where ν = 3.0± 0.2.
5.3 Numerical Results on Dynamics of the Model
Once the steady state is reached, we measure the average current of parti-
cles J and the number density of sites carrying a finite current ρs. Measurements of
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both quantities indicate a sharp dynamical transition at some θc below which J = 0
and ρs = 0 as L→∞, see Fig. 5.1. θc can be accurately extracted by considering
the crossing point of the curves ρs(θ) as L is varied, yielding θc = 0.164± 0.002 for
the equilibrated protocol. In the limit L→∞ our data extrapolates to:
J(θ) ∼ θ − θc for θ > θc (5.2)
ρs(θ) = Θ(θ − θc), (5.3)
where Θ is the Heaviside function. Eq.(5.2) corresponds to β = 1, whereas Eq.(5.3)
indicates that all sites are visited by particles in the flowing phase. Introducing the
exponent ρs(θ) ∼ (θ − θc)γ, this corresponds to γ = 0. The collapse of Fig. 5.2(d)
shows how convergence to Eq.(5.3) takes place as L→∞, from which a finite size
scaling length ξ ∼ (θ − θc)−ν with ν ≈ 3 can be extracted.
Criticality is also observed in the transient time tconv needed for the current
to reach its stationary value. Fig. 5.3 reports that tconv ∼ |θ − θc|−z with z ≈ 2.5
on both sides of the transition, which captures accurately the experiments of [88]
and the numerics of [91].
The spatial organization of the current in steady state can be studied by
considering the time-averaged local current σi on site i, or the time-averaged outlet
current σi→j. The spatial average of each quantity is J . Fig. 5.4 shows an example
of drainage pattern, i.e. one realization of the map of the σi→j.
To quantify such patterns, we compute in Fig. 5.5(a) the distribution P (σ)
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Figure 5.3: Left: Transient time tconv v.s. θ. For a given realization, tconv is defined as
the smallest time for which J(t)−J ≤√V ar(J) where V ar(J) = limT→∞ 1T ∑Tt=1(J(t)−
J)2. The gray dashed lines correspond to tconv ∼ |θ − θc|−2.5. Right: The obtained
exponent fits well the observations of [88].
of the local current σi for various mean current J . We observed that:
P (σ) = Jσ−τf(σ) (5.4)
where τ ≈ 1 and f is a cut-off function, expected since in our model σi < 1.
Eq.(5.4) indicates that P (σ) is remarkably broad. In fact, the divergence at small
σ is so pronounced that a cut-off σmin must be present in Eq.(5.4) to guarantee
a proper normalization of the distribution P (σ), although we cannot detect it
numerically.
Next, we compute the spatial correlation of the local current in the trans-
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c
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+
c
Figure 5.4: Examples of drainage pattern just below θc (Left) and above (Right). The
black arrow shows the downhill direction. The thickness of the lines represents σi→j in
logarithmic scale. A few examples showing splitting events are magnified on the left.
Here W = 45 and L = 128, and J > 0 even below θc due to finite size effects.
verse direction CT (x), defined as:
CT (x) = (〈σiσi+x〉 − J2)/(〈σ2i 〉 − J2) (5.5)
where the site i and i + x are on the same row, but at a distance x of each
other. Here the brackets denote the spatial average, whereas the overline indicates
averaging over the quenched randomness (the hi’s). Fig. 5.6(a) shows that no
transverse correlations exist for distances larger that one site. However, long-range,
power-law correlations are observed in the longitudinal direction, as can be seen by
defining a longitudinal correlation function CL(y), where y is the vertical distance
between two sites belonging to the same column. We find that CL(y) ∼ 1/√y at
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Figure 5.5: Distribution of the site current P (σ) in steady state for given average
currents J of (a) the erosion model (L = 256, W = 64) and (b) our mean-field model
(W = 1600).
θc, but that CL(y) decays somewhat faster deeper in the flowing phase, as shown
in Fig. 5.6(b).
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Figure 5.6: (a) Transverse current correlations CT at θc and (b) longitudinal current
correlation CL at θc and at θ − θc = 0.25 for L = 256 (dashed line).
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5.4 An Argument on the Scaling Relation
We now derive a relationship between the exponents β characterizing J
and γ characterizing ρs. It holds true for both protocols, but is presented here in
the “quenched” case. Near threshold, at any instant of time the density of moving
particles is J  n < 1, thus most of the particles are trapped and will move only
when a mobile particle passes by. As θ is decreased by some δθ, a finite density
of new traps δm ∼ δθ is created. If these traps appear on the region of size ρs
where mobile particles flow, they will reduce the fraction of mobile particle by
δJ = ρsδm ∼ ρsδθ, which implies:
β = γ + 1 (5.6)
Eq.(5.6) shows that the result β = 1 is a direct consequence of the fact that in our
model, all sites are explored by mobile particles for θ > θc, a result which is not
obvious. In the dirty superconductor models of [98, 186], this is not the case and
for the “equilibrated” protocol β > 1 was found. We argue that this difference
comes from the dynamical rules chosen in [98, 186], according to which “rivers”
forming the drainage pattern never split: their current grows in amplitude in the
downhill direction, until it reaches unity. In these models the drainage pattern thus
consists of rivers of unit current, avoiding each other, and separated by a typical
distance of order 1/J . Our model behaves completely differently because rivers
can split, as emphasized in Fig. 5.4. This comes about because the direction taken
by a particle can depend on the presence of a particle right above it, as illustrated
in case A of Fig. 5.1. This effect is expected to occur in the erosion problem due
to hydrodynamic interactions or direct contact between particles, and may also be
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relevant for superconductors.
5.5 Mean-field Model on the Distribution of Lo-
cal Currents
We now seek to quantify the effect of splitting. Its relevance is not obvious
a priori, as splitting stems from particle interactions, and may thus become less
important as the fraction of moving particles vanishes as J → 0. To model this
effect we consider that the current σi on a site i is decomposed in its two outlets
as σi = qσi + (1− q)σi, where q is a random variable of distribution η(q). If there
were no splitting then η(q) = 1
2
δ(q) + 1
2
δ(1 − q). Here instead, we assume that
η(q) = 1
2
δ(q−J)+1
2
δ(1−J−q). This choice captures that the probability of splitting
is increased if more moving particles are present, and can occur for example if two
particles flow behind each other, as exemplified in case A of Fig. 5.1. Next, we
make the mean field assumption that two adjacent sites i and j on the same row are
uncorrelated, P (σi, σj) = P (σi)P (σj). We then obtain the self-consistent equation
that P (σ) must be equal to:
∫
dq1dq2dσ1dσ2η(q1)η(q2)P (σ1)P (σ2)δ(q1σ1 + q2σ2 − q) (5.7)
This mean-field model belongs to the class of q-models introduced to study force
propagation [184, 185]. It is easy to simulate, and some aspects of the solution can
be computed. Numerical results are shown in Fig. 5.5(b). The result obtained for
P (σ) is very similar to Eq.(5.4) that describes our erosion model: P (σ) is found
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to be power-law distributed (although τ = 3/2 instead of τ = 1) where with an
upper cutoff at σmax ∼ 1, and P (σ) ∝ J .
These results are of interest, as they explain why P (σ) is very broad, and
is not dominated by sites displaying no current at all (which would correspond to
a delta function at zero) even as J → 0, thus confirming that γ = 0. They can
be explained by taking the Laplace transform P˜ of Eq.(5.7). One then obtains a
non-linear differential equation for P˜ , from which it can be argued generically that
τ = 3/2 [185]. We have performed a Taylor expansion of P˜ around zero, which
leads to relationship between the different moments of the distribution P (σ). From
it, we can show that P (σ) ∝ J and σmax ∼ 1. We also find that the cut-off of the
divergence of P (σ) at small argument follows σmin ∼ J1/(τ−1).
5.6 Potential Experimental Tests
We have introduced a novel model for over-damped interacting particles
driven on a disordered substrate. It predicts a dynamical phase transition at some
threshold forcing θc, and makes quantitative predictions for various quantities in-
cluding the particle current and the drainage pattern, testable by tracking parti-
cles on the surface [86]. Our model includes the possibility that channels carrying
most of the flow split, which may also be well-suited to describe plastic depinning
phenomena including the pinning of vortices in dirty superconductors [97, 187]
or driven colloidal systems [188, 189], which have never been received a proper
analytical treatment 2.
2 In plastic depinning an exponent β ≥ 1.5 is often reported, larger than our predicted β = 1.
However we observe that large systems are required to measure β accurately, and that in smaller
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Note that our model assumes that particles are over-damped, and that
their inertia is negligible. We expect inertia to lead to hysteresis and make the
transition first order, as observed on inertial granular flows down an inclined plane
[190], although this effect may be small in practice [191]. We did not consider non-
laminar flows, nor temperature (that can be relevant for colloids). Both effects
should smooth the transition, and lead to creep even below θc.
systems β can appear significantly larger.
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Chapter 6
Dynamics and Correlations
among Soft Excitations in
Marginally Stable Glasses
Marginal stability is the notion that stability is achieved, but only barely
so. This property constrains the ensemble of configurations explored at low tem-
perature in a variety of systems, including spin, electron and structural glasses.
A key feature of marginal states is a (saturated) pseudo-gap in the distribution
of soft excitations. We examine how such pseudo-gaps appear dynamically by
studying the Sherrington-Kirkpatrick (SK) spin glass. After revisiting and correct-
ing the multi-spin-flip criterion for local stability, we show that stationarity along
the hysteresis loop requires soft spins to be frustrated among each other, with a
correlation diverging as C(λ) ∼ 1/λ, where λ is the stability of the more stable
spin. We explain how this arises spontaneously in a marginal system and develop
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an analogy between the spin dynamics in the SK model and random walks in two
dimensions. We discuss analogous frustrations among soft excitations in short
range glasses and how to detect them experimentally. We also show how these
findings apply to hard sphere packings.
6.1 Introduction
In glassy materials with sufficiently long-range interactions, stability at
low temperature imposes an upper bound on the density of soft excitations [101].
In electron glasses [102, 103, 192–195] stability towards hops of individual localized
electrons requires that the density of states vanishes at the Fermi level, exhibiting a
so-called Coulomb gap. Likewise, in mean-field spin glasses [11, 104–107, 196–198]
stability towards flipping several “soft” spins implies that the distribution of local
fields vanishes at least linearly. In hard sphere packings the distribution of forces
between particles in contact must vanish analogously, preventing that collective
motions of particles lead to denser packings [56, 108, 109]. Often, these stability
bounds appear to be saturated [104, 109–111, 194, 198]. Such marginal stability
can be proven for dynamical, out-of-equilibrium situations under slow driving at
zero temperature [101] if the effective interactions do not decay with distance. This
situation occurs in the Sherrington-Kirkpatrick (SK) model (see Eq. (6.1) below),
but also in finite-dimensional hard sphere glasses, where elasticity induces non-
decaying interactions [128]. Marginality is also found for the ground state or for
slow thermal quenches by replica calculations for spin glass [105, 199] and hard
sphere systems [115, 200], assuming infinite dimension.
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The presence of pseudo-gaps strongly affects the physical properties of
these glasses. The Coulomb gap alters transport properties in disordered insula-
tors [102, 103], while its cousin in spin glasses suppresses the specific heat and
susceptibility. It was recently proposed that the singular rheological properties of
dense granular and suspension flows near jamming are controlled by the pseudo-
gap exponents in these systems [201]. More generally, an argument of Ref. [101]
shows that a pseudo-gap implies avalanche-type response to a slow external driving
force, so-called crackling [202], for a range of applied forcing. Such behavior is
indeed observed in these systems [104, 194, 203] and in the plasticity of crystals
[204], and contrasts with depinning or random field Ising models where crackling
occurs only at one specific value of forcing [9, 205, 206]. Despite the central role
of pseudo-gaps, it has not been understood how they emerge dynamically, even
though some important elements of the athermal dynamics of the SK spin glass
have been pointed out in earlier works [106, 197].
In this Letter we identify a crucial ingredient that was neglected in previ-
ous dynamical approaches, and also in considerations of multi-spin stability: Soft
spins are strongly frustrated among each other, a correlation that becomes nearly
maximal for spins in the weakest fields. We expect analogous correlations in
short range spin glasses, which can be probed experimentally. These correlations
require revisiting earlier multi-spin stability arguments that assumed opposite cor-
relations. We then argue, assuming stationarity along the hysteresis loop, that the
correlation C(λ) between the softest spins and spins in local fields of magnitude λ
must follow C(λ) ∼ 1/λγ, with γ = 1. Using this in a Fokker-Planck description
of the dynamics we predict the statistics of the number of times a given spin flips
in an avalanche.
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6.2 Dynamics of Sherrington-Kirkpatrick Model
We consider the SK model with N Ising spins (si = ±1) in an external
field h:
H = −1
2
∑
i 6=j
Jijsisj − h
N∑
i=1
si. (6.1)
All spins are coupled to each other by a symmetric matrix Jij, whose elements
are i.i.d. Gaussian random variables with zero mean and variance 1/N . The total
magnetization is M ≡∑i si. We define the local field hi and the local stability λi
of spin i by
hi ≡ −∂H
∂si
=
∑
j 6=i
Jijsj + h, λi = hisi. (6.2)
The spin si is called stable when it aligns with the local field, i.e. if λi > 0, and
unstable otherwise. The energy to flip the spin si → −si (and hence λi → −λi) is:
∆H1(i) ≡ H(−si)−H = 2si(
∑
j 6=i
Jijsj + h) = 2λi. (6.3)
As in Ref. [104], we consider the hysteresis loop at zero temperature ob-
tained by quasi-statically increasing the field, as shown in Fig. 6.1(a). When a spin
turns unstable, we apply a greedy Glauber dynamics that relaxes the system in
an avalanche-like process towards a new one-spin-flip stable state by sequentially
flipping the most unstable spin. Such hysteretic field ramping has also been used
to find approximate ground states [207, 208]. Those states empirically exhibit a
pseudo-gap in the distribution of the λi [104, 197, 198],
ρ(λ) = Aλθ +O(N−θ/(1+θ)), (6.4)
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with θ = 1 for λ  1, as shown in Fig. 6.1(b), but with a slope A significantly
larger than in equilibrium [105, 106, 209]. The avalanche size is power-law dis-
tributed [104]:
D(n) = n−τd(n/Nσ)/Ξ(N), (6.5)
where n is the number of flips in an avalanche. The scaling function d(x) vanishes
for x 1. Nσ is the finite size cutoff, and Ξ(N) is a size dependent normalization if
τ ≤ 1. Numerical studies of the dynamics of the SK model indicate that τ = σ = 1
and Ξ = lnN [104, 198], as shown by the finite size collapse in Fig. 6.1(c). While
one can argue that θ = 1 along the hysteresis curve [101], the exponents τ and
σ have not been derived theoretically for the dynamics (unlike for “equilibrium
avalanches”, for which τ = 1 has been obtained analytically [11, 107]).
Below we present a theoretical analysis of the dynamics. We assume
that the average number of times a spin flips along the hysteresis loop diverges
with N for any finite interval of applied field [h, h + ∆h] if h = O(1). This as-
sures that a stationary regime is reached rapidly. (For τ = 1 this condition simply
reads σ + 1/(1 + θ) > 1) 1. We further rely on θ < ∞. This implies a diverg-
ing number of avalanches in the hysteresis loop, each contributing a subextensive
amount of dissipation 1. The latter rules out avalanches running into strongly
unstable configurations, with an extensive number of spins with negative stability
|λ| = O(1). Thus, the lowest local stability encountered in an avalanche, λ0, must
satisfy λ0 → 0 as N →∞, as we confirm numerically in Fig. 6.2(a).
1The typical external field increment triggering an avalanche is hmin ∼ λmin ∼ N−1/(1+θ), so
there are Nav ∼ 1/hmin ∼ N1/(1+θ) avalanches in a finite range of external field dh [101]. Each
avalanche contains on average Nflip ∼
∫
nD(n)dn ∼ N (2−τ)σ flip events. The total number of flip
events along the hysteresis curve is NavNflip ∼ N (2−τ)σ+1/(1+θ), which we assume to be  N .
1.
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Figure 6.1: (a) Hysteresis loop: MagnetizationM under a periodic quasi-static driving of
the external field h. Inset: magnified segment of the hysteresis loop of a finite size system.
(b) Distribution of local stabilities, ρ(λ), in locally stable states along the hysteresis loops
for different system sizes N . (c) Finite size scaling of the avalanche size distribution
D(n) confirms τ = σ = 1 up to logarithmic corrections. (d) Correlation C(λ) between
the least stable spin and spins of stability λ in locally stable states along the hysteresis
loop. The data for different system sizes collapses, implying C(λ  1) ∼ 1/λ in the
thermodynamic limit.
6.3 Multi-spin Stability Criterion
A static bound for the pseudogap exponent θ is obtained by considering
two of the softest spins i, j (with stabilities λmin ∼ 1/N1/(1+θ)) [101, 113, 114].
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Figure 6.2: (a) The average dissipated energy ∆H in avalanches of size n scales as
∆H ∼ n lnn/√N . −∆H/n is a measure of the typical value of the stability of most
unstable spins, λ0(n). Thus, in the thermodynamic limit, λ0 ∼ lnn/
√
N  1 even for
very large avalanches. (b) The average number of times, F (n), spins active in avalanches
of size n re-flip later on in the avalanche.
Their simultaneous flip costs an energy 2(λi + λj − 2sisjJij). The last term scales
as 1/
√
N and is negative if the two spins are unfrustrated. If this occurs with finite
probability, a strong enough pseudogap, θ ≥ 1, is necessary to prevent the last
term from overwhelming the stabilizing terms. The extension of this argument
to multi-spin stability reveals its subtle nature. Flipping a set F of m spins in a
one-spin flip stable state costs
∆H(F) = 2
∑
i∈F
λi − 2
∑
i,j∈F
Jijsisj. (6.6)
The initial state is unstable to multi-flip excitations if ∆H < 0 for some F .
Refs. [113, 114] considered just the set of the m softest spins. Extremal statis-
tics and the assumption of Eq. (6.4) implies the scaling of the maximal stabilities
λ(m) ∼ (m/N)1/(1+θ), and thus ∑i≤m λi ∼ mλ(m). The term ∑i≤m Jijsisj ∼
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m(m/N)1/2 was erroneously argued to be positive on average, which yielded the
bound θ ≥ 1 to guarantee ∆Hm > 0. However, numerically we find that on
average
∑
i≤m Jijsisj is negative for soft spins. More precisely, the correlation
C(λ) = −2〈Jss〉 between a spin of stability λ and the softest spin in the system
is positive for small λ, as shown in Fig. 6.1(d). Postulating that:
C(λ) ∼ λ−γN−δ, (6.7)
it leads to 〈−∑i≤m Jijsisj〉 ∼ m2C(λ(m)) ∼ m2−γ/(1+θ)Nγ/(1+θ)−δ. A more
complete characterization of correlations is given in the Appendix Secs. D.1, D.2.
It follows that the average r.h.s. of Eq. (6.6) is always positive. We argue
that the stability condition nevertheless leads to a non-trivial constraint, because
the last term of Eq. (6.6) can have large fluctuations. Indeed, consider all sets F
of m spins belonging to the m′ > m softest spins, and for definiteness we choose
m′ = 2m here. To determine the probability that the optimal set leads to a negative
∆H in Eq. (6.6), we use an approximate estimate akin to the random energy
model [136]. The variance of the fluctuation X ≡∑i,j∈F Jijsisj−〈∑i,j∈F Jijsisj〉 is
of order m/
√
N . Since there are 22m sets F , the number density having fluctuation
X follows N (X) ∼ exp[2m ln(2)−X2N/m2]. The most negative fluctuation Xmin
is determined by N (Xmin) ∼ 1, leading to Xmin ∼ −m3/2/
√
N . Correlations
neglected by this argument should not affect the scaling. The associated energy
change is thus, according to Eq. (6.6) and the subsequent estimates of each term:
∆H(Fmin) = m(2+θ)/(1+θ)/N1/(1+θ) +m2−γ/(1+θ)Nγ/(1+θ)−δ −m3/2/
√
N. (6.8)
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Multi-spin stability requires that for large N and fixed m this expression be posi-
tive. This yields the conditions:
θ ≥ 1, or γ/(1 + θ)− δ ≥ −1/2. (6.9)
However, the correlation in Eq. (6.7) cannot exceed the typical coupling among
spins, C . 1/
√
N , which requires γ/(1 + θ)− δ ≤ −1/2. Thus, if θ < 1, stability
imposes the equality γ/(1 + θ) − δ = −1/2, while the scaling with m  1 addi-
tionally requires 2 − γ/(1 + θ) ≥ 3/2; or in other words, γ ≤ (1 + θ)/2 ≤ 1 and
δ ≤ 1. In the relevant states, all three exponents θ, γ, and δ turn out to equal 1
and thus satisfy these constraints as exact equalities. We will now show how to
understand this emergent marginal stability from a dynamical viewpoint.
6.4 Fokker-Planck Description of the Dynamics
Consider an elementary spin flip event in the greedy relaxation dynamics,
cf. Fig. 6.3. The stability of the flipping spin 0 (red) changes from λ0 to −λ0 as
the spin flips from s0 to −s0. Due to the coupling J0j, the stability of all other
spins j (green or blue) receives a kick, λj → λ′j = λj−2J0js0sj. Using an expansion
in 1/N , we can describe the dynamics of the distribution of local stabilities ρ(λ, t)
by a Fokker-Planck equation, similarly as in Refs. [106, 197]:
∂tρ(λ, t) = −∂λ [v(λ, t)− ∂λD(λ, t)] ρ(λ, t)− δ(λ− λ0(t)) + δ(λ+ λ0(t)), (6.10)
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where t counts the number of flips per spin. The drift v(λ, t) ≡ −2N〈J0is0si〉λi=λ ≡
NC(λ, t) is the average positive kick received by a spin of stability λ. The diffusion
constant D(λ, t) ≡ 2N〈J20i〉λi=λ = 2 is the mean square of those kicks, where we
have assumed that the random parts of successive kicks are uncorrelated, as our
numerics support. For the dynamics to have a non-trivial thermodynamic limit
the scaling 〈J0is0si〉 ∼ 1/N must hold, i.e., δ = 1 in Eq. (6.7). We further recall
that λ0(t)→ 0 as N →∞. We may thus replace the δ-functions in Eq. (6.10) by
a reflecting boundary condition at λ = 0,
[v(λ, t)− ∂λD(λ, t)] ρ(λ, t)|λ=0 = 0. (6.11)
Since we assume that spins flip many times along the hysteresis loop, finite
intervals on the loop correspond to diverging times ∆t→∞. At those large times
a dynamical steady state (ss) must be reached. In such a state the flux of spins
must vanish everywhere:
vss(λ) = D∂λρss(λ)/ρss(λ)→ 2θ/λ , (6.12)
where we assumed that ρss follows Eq. (6.4). This result is tested in Fig. 1(d). A
similar result was obtained in Ref. [106] following a quench.
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Figure 6.3: Illustration of a step in the dynamics, in the SK model and the random
walker model. Circles on the λ-axis represent the spins or walkers. At each step, the
most unstable spin (in red) is reflected to the stable side, while all others (in green or
blue) receive a kick and move. The dashed and solid line outlines the density profile
ρ(λ) ∼ λ for λ > 1/√N . The blue spins were initially frustrated with the flipping spin
0. They are stabilized and are now unfrustrated with 0. In contrast, green spins become
frustrated with spin 0 and are softer now. Because of the motion of spins depends on
their frustration with spin 0, a correlation builds up at small λ, leading to an overall
frustration of “soft” spins among each other.
6.5 Emergence of Correlations
Equation (6.12) implies that γ = 1 in Eq. (6.7). Such singular correlations
are unexplained 0. We now argue that they naturally build up in the dynamics
through the spin-flip induced motion of stabilities of frustrated and unfrustrated
spins, as illustrated in Fig. 6.3. To quantify this effect we define respectively Cf (λ)
0 The approximation Eq. (21) in Horner yields an incorrect scaling behavior for C(λ), assuming
a pseudogap.
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and C ′f (λ) as the correlation between the flipping spin 0 and the spins at λ before
and after a flip event. As s0 flips, the stability of spin i increases by xi ≡ −2J0is0si,
λ′i = λi + xi. The correlation C
′
f (λ) is an average over all spins which migrated
to λ due to the flip:
C ′f (λ) =
1
ρ′(λ)
∫
ρ(λ− x)(−x)fλ−x(x)dx,
ρ′(λ) =
∫
ρ(λ− x)fλ−x(x)dx.
fλ(x) is the Gaussian distribution of kicks x given to spins of stability λ: fλ(x) =
exp
[
− (x−Cf (λ))2
4D/N
]
/
√
4piD/N . In the integrands we expand ρ(λ−x) and Cf (λ−x)
for small x and keep terms of order 1/N , which yields
C ′f (λ) = −Cf (λ) + 2
D
N
∂λρ(λ)
ρ(λ)
, (6.13a)
ρ′(λ) = ρ(λ)− ∂λ
[
Cf (λ)ρ(λ)− D
N
∂λρ(λ)
]
. (6.13b)
Thus, even if correlations are initially absent, Cf (λ) = 0, they arise spontaneously,
C ′f (λ) = 2D∂λρ(λ)/Nρ(λ).
In the steady state, ρ′ss = ρss, and Eq. (6.13b) implies the vanishing of the
spin flux, that is, Eq. (6.12) with v = NCf . Plugged into Eq. (6.13a), we obtain
that the correlations are steady, too,
C ′f (λ) = Cf (λ) =
vss(λ)
N
=
2θ
Nλ
. (6.14)
These correlations are expected once the quasi-statically driven dynamics reaches
a statistically steady regime, and thus should be present both during avalanches
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and in the locally stable states reached at their end.
Interestingly, Eq. (6.14) implies that all the bounds of Eq. (6.9) are sat-
urated if the first one is, i.e., if θ = 1. The latter value was previously derived
from dynamical considerations in Ref. [101]. It is intriguing that the present Fokker-
Planck description of the dynamics does not pin θ, as according to Eqs. (6.12, 6.14)
any value of θ is acceptable for stationary states. However, additional considera-
tions on the applicability of the Fokker-Planck description discard the cases θ > 1
and θ < 1, as discussed in the Appendix Sec. D.3.
Those are related to the interesting fact that that Eqs. (6.10, 6.11, 6.12)
with θ = 1 are equivalent to the Fokker-Planck equation for the radial component
of unbiased diffusion in d = 2 (as derived in Appendix Sec. D.4), whose statistics is
well known [210, 211]. We can use this analogy to predict F (n), the number of times
an initially soft spin flips in an avalanche of size n. Indeed, a discrete random walker
starting at the origin will visit that point ln(t) times after t steps in two dimensions,
and thus F (n) ∼ ln(n), as supported by Fig. 6.2(b). Similarly we expect times
between successive flips of a given spin to be distributed as P (δt) ∼ 1/(δt[ln(δt)]2).
Short range systems and experiments: In short range spin glasses we expect
analogous frustrated correlations between pairs of directly interacting soft spins as
in the SK model, except that the growth of correlations at small λ is cut off at the
typical coupling between spins. This prediction can be tested in experiments akin
to NMR protocols: First flip the spins of stability λ by a pi-pulse of appropriate
frequency. Then flip those of stability λ′ and observe the resulting shift in the
fluorescence spectrum around λ. From our findings we predict a systematic shift
to higher frequencies.
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6.6 Conclusion
We have studied the quasi-static dynamics in a marginally stable glass at
zero temperature, focusing on a fully-connected spin glass as a model system. Our
central result is that the pseudo-gap appears dynamically due to a strong frustra-
tion among the softest spins, characterized by a correlation function C(λ) which
scales inversely with the stability λ. We provided a Fokker-Planck description of
the dynamics that explains the appearance of both the pseudo-gap and the singu-
lar correlation, and suggests a fruitful analogy between spin glass dynamics and
random walks in two dimensions.
We expect our findings to apply to other marginally stable systems, in
particular hard sphere packings that display a pseudo-gap with a non-trivial ex-
ponent: P (f) ∼ f θe [108, 109, 111, 115] where f is the contact force. Our analysis
above suggests that a singular correlation function C(f) ∼ 1/f characterizes how
contacts are affected by the opening of a contact of very weak force, the relevant
excitations in packings [108, 109]. Contacts with small forces should on average
be stabilized by C(f) - a testable prediction. Our analysis also suggests a con-
nection between sphere dynamics and random walks in dimension 1 + θe, which is
interesting to explore further.
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Chapter 7
Outlooks
7.1 Intermediate Phase
In Chapter 3, we have shown that the “rigidity window” picture at zero
temperature is not robust in the presence of weak interactions. Mapping the inter-
mediate phase in chalcogenides [43, 45, 46, 48, 49, 74, 77] to a “rigidity window”
is thus unsound, as weak non-covalent interactions cannot be excluded in practi-
cal systems. Here, we propose an alternative idea to understand the intermediate
phase.
We propose the coordination range near zc, where the boson peak is ill-
defined, as the intermediate phase. The boson peak becomes impossible to define
as the density of states is filled at the low-frequency end in this range. We can ra-
tionalize experimental features of the intermediate phase from this consideration.
In one set of the experiments on the elasticity of chalcogenides [46], experimental-
ists tested the pressure responses of the microscopic structures by measuring the
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Figure 7.1: Boson peak frequency ω∗ obtained from equilibrated configurations near Tg
vs coordination number δz for different α.
phonon spectra, especially on the phonon line of corner-sharing tetrahedral units.
The corner-sharing units in Ge-Se compounds are made of two Germanium atoms,
which share two Selenium atoms connected by covalent bonds. The corresponding
frequency in the density of states shifts due to nonlinear responses to the stresses
on the units in the bulk. The pressure responses indicate an intermediate phase,
in which the frequency begins to shift as soon as the pressure acts on, while out
of which the frequency shifts only when the pressure is above a threshold. The
intermediate phase defined in this way is consistent with the intermediate phase
defined by non-reversal heat [46, 77] Indicated by Eq.(4.6), the elasticity of the
covalent network is contributed mostly by the redundant constraints, i.e., self-
stressed regions, and by the coupling with the network of weak forces through the
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low-frequency modes, ω . √α. When a stress applies on the material, the struc-
ture responses are limited mostly to the corresponding modes. The self-stressed
modes are very anisotropic, distortion along which thus does not effect the struc-
ture of most corner-sharing units. By contrast, the low-frequency modes are more
extended, response of which extends in the bulk. In the vicinity of the rigidity
transition, the structures are abundant in these extended low-frequency modes,
the pressure easily causes the distortion homogeneously in the bulk and shift the
corner-sharing spectral line [46, 160].
We define the range by probing the boson peak frequency ω∗ for strong
networks equilibrated at Tg in our model. In D(ω)/ω
d−1-ω plot, see for example
Fig. 3.4(d), a peak becomes ill-defined in a finite range of coordination number near
zc when α > 0, shown in Fig. 7.1. This range of boson peak frequency ω
∗ = 0 is
proposed as the intermediate phase. The width of intermediate phase depends on
the glass transition temperature and thus on α, as shown in Fig. 7.1. For α = 0.03
closest to the real strength of van der Waals interactions, the width of intermediate
phase is ∆z ≈ 0.4, which is significantly larger than 0.06 obtained in the rigid-
ity window [75, 160], and much closer to the experimental values (approximately
0.1zc [212]). Moreover, this definition of the intermediate phase covers both the
floppy and rigid side on the coordination number as empirical observations [212],
while the rigidity window appears only on the floppy side [73].
The importance of large homogeneous isostatic clusters to the intermediate
phase is similar in both our boson peak definition and the rigidity window picture.
However, the rigidity window picture roots on a percolating isostatic cluster, which
is fragile under the addition of weak forces and finite-temperature fluctuations. In
117
contrast, our boson peak picture bases on a mean-field jamming transition, where
large isostatic clusters near zc are induced by finite-temperature fluctuations, which
is thus a more robust concept applicable to real glasses. Though isostatic clusters
cannot be directly verified, some consequences can be empirically tested. The
density of states in the intermediate phase may be measured through a Raman
scattering experiment to check the abundance of the low-frequency vibrations;
The width dependence on α of the intermediate phase may be studied by network
glasses with different electronegativity or even patchy particle glasses [213], where
the stiffness of the strong interactions is tunable.
7.2 Dynamical Transition at Finite Temperature
The dynamical phase transition studied in Chapter 5 is not limited to the
erosion. Similar models and simulations have been extensively studied in the con-
text of Type-II superconductors [97, 98, 187, 214–218], where vortices, carrying
magnetic flux quanta, play the roles of driven particles. In the system, vortices
repelling each other are driven by the flow of current in a randomly pinning sub-
strate of impurities and defects. When the current exceeds the critical value, the
flow of vortices induces an electric field and an electric resistance that breaks the
superconducting state [219]. Critical behaviors and spatial organizations, predicted
in our erosion model, are under test in molecular dynamics simulations of these
systems [187, 217]. In general, any system that consists of repulsive particles driven
by a directed force on a glassy rough landscape can be modeled in the similar way,
and its dynamical transition should fall in the same universality class.
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However, in these microscopic systems, when the energy barrier becomes
comparable to the temperature or Planck constant, thermal or quantum fluctua-
tions are relevant. We need to include these fluctuations in the model to apply
our theoretical framework to the dynamics in these systems. To incorporate the
stochastic dynamics into the model, we introduce a control parameter probability
p. At each time step, a particle may move to one of its two downhill sites with
probability p, independent of the local heights if the target site is not occupied. If
this stochastic movement is not executed, the particle will just follow the deter-
ministic rule. The preliminary results from this simplest stochastic rule indicate
that the sharp transition becomes a crossover from the force-driving dynamic state
above θc to a fluctuation-induced creeping state below the threshold θc [220].
To further capture the temperature excitation or quantum tunneling in
the model, a Monte Carlo dynamics can be introduced to replace the deterministic
dynamics. At each time step, a particle randomly moves to any of its four neighbor
sites, according to a probability proportional to exp[ 1
T
(fi→j)], where fi→j is the
force at site i to the direction on site j. In the creeping phase, the mean particle
current is expected to be proportional to exp[−U0
T
(θc/θ)
µ], where U0 is a fitting
parameter and µ is a critical exponent, in analogy to the creeping dynamics of
elastic manifolds [88, 221]. Further numerical works should be done to check this
creeping behavior and the universal power law exponent µ.
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7.3 Universality of Critical Dynamics
The universal exponents of the critical dynamics in Sherrington-Kirkpatrick
model studied in Chapter 6 appear to be exact fractions. The exponents are defined
in the power law distributions of the avalanche size and magnetization change,
D(n) = n−τd(n/Nσ)/Ξ(N);P (S) = S−ρp(S/Nβ)/Z(N). (7.1)
where τ = ρ = 1, σ = 1, β = 1/2, and Ξ(N) = Z(N) = lnN for greedy dynamics
described in Chapter 6 [104, 197], as well as random dynamics [197] where a random
unstable spin is flipped at a step. We have also investigated a peculiar dynamics
– reluctant dynamics [222]: at each step, the least unstable spin is chosen to flip.
We have found τ = 4/3, ρ = 3/2, β = 1, and σ = 2 for this dynamics, shown in
Figs. 7.2 and 7.3.
We have argued in Chapter 6, dynamically, the pseudogap exponent θ = 1.
The typical external field increment to trigger an avalanche (to destabilize the least
stable spin) is thus ∆h ∼ λmin ∼ N−1/(1+θ). Indicated by the continuous hysteresis
loop, Fig. 6.1, the average magnetization changes by an amount proportional to
the system size under a finite change of the external field. Therefore, the average
magnetization jump in an avalanche is 〈S〉 ∼ N/∆h ∼ N θ/(1+θ) = N1/2, which
leads to a scaling relation,
β(2− ρ) = 1
2
. (7.2)
Due to the random couplings of spins, a spin does not necessarily align with the
external field after flip. Assuming the sign is purely random, we find that the
typical magnetization jump S for an avalanche of size n then scales as S ∼ n1/2,
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Figure 7.2: (a) (b) Avalanche size distribution D(n); (c) (d) Magnetization jump dis-
tribution P(S). (a) (c) Reluctant dynamics; (b) (d) Greedy dynamics.
which indicates another scaling relation,
β = σ/2. (7.3)
With the two scaling relations, four critical exponents are reduced to two indepen-
dent ones, τ and σ.
To determine the two independent exponents, we assume that τ and σ are
purely determined by the avalanche dynamics. We introduce the following dynamic
model, based on the stochastic description of the dynamics developed in Chapter
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6. N random walkers in one dimension are characterized by a random variable
X. A boundary B separates the axis into an unstable side x < B and a stable
side x > B. The system stops when unstable random walkers disappear. The
boundary plays the role of the quasi-static external field: we retrigger avalanches
by setting B to the place between the two least stable walkers after the dynamics
stop. At each time step during an avalanche, an unstable walker at x0 < B leaps
to the stable side at (2B − x0), mimicking the spin flip in SK model. All other
walkers take random steps independently, as illustrated in Fig. 7.4,
xi(t+ 1)− xi(t) = 1
N
[
2α
max(xi(t)− x0(t), /
√
N)
− βxi(t) + 2
√
NZ(xi)− γ(t)
]
(7.4)
for the walker i at xi, where x0(t) is the position of the “flipping” walker at t,
Z(x) ∼ N (0, 1). The drift terms resemble the nontrivial correlations, Fig. 6.1(d),
between the flipping spin and other spins. The term proportional to α corresponds
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to the singular drift at the boundary, which is bounded by
√
N , and we set α =
θ = 1 [120]. The β term limits the walkers from diffusing away but is a less relevant
entry at small x. γ(t) is a global constraint so that
∑
i 6=0(xi(t + 1) − xi(t)) = 0.
We present the results of “flipping” the most unstable walker at each step with
α = 1, β = 1.5, and  = 1.
unstable stable
x
Figure 7.4: Illustration of the dynamic model. Circles on the axis represent the walkers.
The leaping walker (in red) jumps to the stable side, and other walkers (in blue) move
random steps according to Eq.(7.4).
The stochastic model without any magnetization details reproduces the
greedy dynamics where the unstable spins stick close to the boundary. Moreover,
the numerical results of the stochastic model indicate avalanches with critical ex-
ponents, τ = 1 and σ = 1, the same as in the greedy dynamics, shown in Fig. 7.5.
The model opens up a possibility of solving for the exponents from a
well defined stochastic problem [223]. In addition, pointed out in Chapter 6, the
stochastic description with a non-trivial correlation among soft excitations applies
to jammed packings and other glassy systems. It is then possible to be generalized
to solve for the critical exponents of avalanches in different glassy systems by
considering the corresponding correlations.
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Figure 7.5: (a) (c) Distribution of local stability ρ(λ) in stable states and (b) (d)
Distribution of avalanche size D(n) scaled by finite size N for (a) (b) SK model and (c)
(d) random walker model. In the pseudo-gap near λ = 0, ρ(λ) ∝ λ in both (a) and (c).
The collapses in (b) and (d) indicate the power law exponent τ = 1.0, and σ = 1 with a
logarithmic correction.
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Chapter 8
Conclusion
In this dissertation, we have investigated several topics on the dynamics
of glassy systems. The glass transition comes about as the dynamics rapidly slow
down under cooling [1, 2]. We have proposed an explanation for the correlation be-
tween the rapidity of slowing-down of glasses and the elasticity of their microscopic
structures, by introducing novel network-glass models. Next, at zero temperature,
a frozen glassy system becomes dynamic under a strong-enough driving force. We
have proposed a model incorporating the interplay between disorder and parti-
cle interaction to describe the erosion of the river bed, which shows a dynamical
phase transition with testable predictions associated to a new universality class.
Finally, many athermal glassy systems self-organize to show critical dynamics un-
der qausi-static drives [7, 8]. The critical dynamics are results of a pseudogap
of soft excitations in the systems with long-range effective interactions [101]. We
have done a case study of a spin glass system and developed a general stochas-
tic description of the dynamics where the correlation and the pseudogap emerge
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spontaneously.
Self-organization plays a key role in all three topics. Network glasses
self-organize at low temperature due to the existence of the weak constraints,
which reduces the spatial fluctuations of covalent bonds, leading to mean-field like
networks. As the result, the predictions of the thermodynamics and dynamics
based on the frozen elastic networks obeying mean-field rigidity transition hold
true near the glass transition even though the interaction networks are adaptive in
real liquids. This result raises questions on the validity of mean-field approaches in
other supercooled liquids at low temperature, which appear to apply in particular
near the jamming transition.
In the erosion of river beds, self-organization appears in form of “armoring”
of the surface, for which, the “holes” are filled up, leading to a subtle power-law
distribution of the spatial organization of flux near the threshold. The results
can be well generalized to other systems of short-range repelling particles driven
by a external forcing on a random pinning substrate. Type-II superconductors
are relevant examples, where magnetic quanta are driven by the electric current
and pinned by impurities or defects in the substrate. Similar to the erosion, the
“armoring” of the random pinning spots will end up with a spatial organization
of flux of the magnetic quanta, which has also been overlooked in the relevant
literature. Experimental works [83] are currently testing our views.
Finally, the other set of athermal glassy systems with long-range, frus-
trated interactions also self-organizes under a quasi-static drive, which leads to
marginal states, with pseudogaps and crackling responses. We have explained
these phenomena dynamically with a stochastic-kinetic description in the mean-
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field spin glass. A challenge for the future is to generalize the description to other
self-organizing systems, where the interactions are more practical ones, for exam-
ple, power-law decaying, instead of fully-connected.
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Appendix A
Why glass elasticity affects the
thermodynamics and fragility of
super-cooled liquids?
A.1 Stiffness and Coupling matrices
Consider a network of N nodes connected by Nc springs. If an infinitesimal
displacement field |δR〉 is imposed on the nodes, the change of length of the springs
can be written as a vector |δr〉 of dimension Nc. For small displacements this
relation is approximately linear: |δr〉 = S|δR〉, where S is an Nc × Nd matrix.
To simplify the notation, we write S as an Nc × N matrix of components of
dimensions d, which gives Sγ,i ≡ ∂rγ/∂Ri = δγ,inγ, where δγ,i is non-zero only if
the contact γ includes the particle i, and nγ is the unit vector in the direction
of the contact γ, pointing toward the node i. Using the bra-ket notation, we can
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rewrite S = ∑〈ij〉≡γ |γ〉nγ(〈i| − 〈j|), where the sum is over all the springs of the
network. Note that the transpose St of S relates the set of contact forces |f〉 to
the set |F〉 of unbalanced forces on the nodes: |F〉 = St|f〉, which simply follows
from the fact that Fi =
∑
γ δγ,ifγnγ =
∑
γ fγSγ,i [64].
The stiffness matrix M˜ is a linear operator connecting external forces
to the displacements: M˜|δR〉 = |F〉. Introducing the Nc × Nc diagonal matrix
K, whose components are the spring stiffnesses Kγγ = kγ, we have for harmonic
springs |f〉 = K|δr〉. Applying St on each side of this equation, we get |F〉 =
St|f〉 = StKS|δR〉, which thus implies [64]:
M˜ = StKS.
Let us assume that starting from a configuration where all springs are at rest, the
rest lengths of the springs are changed by some amount |y〉. This will generate
an unbalanced force field |F〉 = StK|y〉 on the nodes, leading to a displacement
|δR〉 = M˜−1StK|y〉. The elastic energy E = 1
2
〈y− δr|K|y− δr〉 is minimal for this
displacement and the corresponding energy H˜ is:
H˜(|y〉) = 1
2
〈y|K − KSM˜−1StK|y〉. (A.1)
In our model, yγ = 0 for weak springs and yγ = σγ for strong springs of stiffness
k, implying that K|y〉 = k|y〉. Introducing the dimensionless stiffness matrixM≡
M˜/k and the restriction Sts of the operator St on the subspace of strong contacts
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of dimension Ns, i.e. Sts |σ〉 ≡ St|y〉, Eq.(A.1) yields:
H(|σ〉) = 1
2
〈σ|G|σ〉 where G = I − SsM−1Sts ,
where I is the identity matrix, and G is the coupling matrix used in Chapter 2. Note
that in our model the diagonal matrix K contains only two types of coefficients kw
and k, corresponding to the stiffnesses of weak springs and stiff springs respectively.
Then the dimensionless stiffness matrix can be written as M = StsSs + kwk StwSw,
where Stw is the projection of the operator St on the subspace of weak contacts.
Figure A.1: Squares show the shear modulus G normalized by its value at the
rigidity threshold for Ge-Se, taken from Ref. [36]. Circles show G for Ge-Sb-Se,
taken from Ref. [37]. Lines display the shear modulus G for network models in
d = 3 using different α, as indicated in the legend.
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A.2 Shear modulus of the random elastic net-
works
An explicit expression for the shear modulus G of an elastic network can
be found using linear response theory [65, 66]. In particular, let us consider the
shear on the (x, y) plane. In the contact vector space, a shear strain can be
written as δ|ysh〉 with δ  1 which represents the amplitude of the strain and
|ysh〉 corresponds to a unit shear strain. The components of |ysh〉 are given by
yshγ =
∆xγ∆yγ
lγ
, where lγ is the rest length of the spring γ, and ∆xγ and ∆yγ are its
projections along the x and y directions. From the last section (A), we can obtain
the total energy induced by a shear strain H˜(|ysh〉)δ2; hence the shear modulus
G = 2H˜(|ysh〉)/V .
To estimate the value of α, we consider the dependence of the shear mod-
ulus with coordination or valence in the vicinity of the rigidity transition, which
is smooth for large α and sudden for small α in our networks, see Fig. A.1. Com-
paring networks and real chalcogenide glasses we find that the cross-over in the
elastic modulus is qualitatively reproduced for α ∈ [0.01, 0.05].
A.3 Finite size effects on fragility
To estimate the role of finite size effects on the dynamics, we use two
different system sizes N = 64 and N = 256. As shown in Fig. 2.2, the Angell plot
for the relaxation time, and therefore our estimation of the fragility, appears to be
nearly independent of the system size. Note, however, that the correlation function
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C(t) shows some finite size effects very close to the isostatic point (z = zc, α = 0),
but that it does not affect our measure of τ significantly. In particular we find that
near isostaticity, the distribution of relaxation time is broad for small systems, and
becomes less and less so when the system size increases. We noticed that this effect
also disappears if a two-spin flips Monte-Carlo is used, instead of the one-spin flip
algorithm we perform.
A.4 Fragility in experimental dynamical range
The value of fragility depends on the definition of glass transition, in
particular on the dynamical range. In super-cooled liquids the glass transition
occurs when the relaxation time is about 1016 larger than the relaxation time at
high temperature. Thus the dynamical range in experiments (which corresponds
to the fragility of a perfectly Arrhenius liquid) is R = 16. In our simulation, the
same quantity is R = 5. It is possible however to rescale our values of fragility to
compare with experimental data, if we extrapolate the dynamics. We shall assume
a Vogel-Fulcher-Tammann (VFT) relation at low temperature,
log10
τ(T )
τ0
=
A
T − T0 ,
We define the dynamical range as:
R = log10
τ(Tg)
τ0
=
A
Tg − T0 .
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Thus we can express the fragility as:
mR =
∂ log10 τ(T )/τ0
∂Tg/T
∣∣∣∣
T=Tg
= R +R2
T0
A
. (A.2)
T0 and A are assumed to be independent of dynamical range. Using the notation
m = m5 and msc = m16 we get from Eq.(A.2):
msc = 16 +
162
52
(m− 5) = 10.24m− 35.2
The amplitude of fragility we find turn out to be comparable to experiments when
α = 0.03, in particular for z ≥ zc. For the smallest coordination explored our
results underestimate somewhat the fragility, slightly above 50 in our model and
about 80 experimentally. This is not surprising considering that our model is
phenomenological, and the extrapolation we made to compare different dynamical
ranges.
A.5 Theory in appearance of weak springs
In the case where α 6= 0, the annealed free energy can be easily calculated
under the assumption that |δrp〉 and |δrω〉 are random Gaussian vectors. The
Hamiltonian in Eq.(2.10) can be rewritten as:
H = 1
2
∑
p=1...δzN/2
X2p +
1
2
∑
ω>0
α
α + ω2
X2ω,
where Xp = 〈δrp|σ〉 and Xω = 〈δrω|σ〉 represent independent random variables
for each configuration |σ〉. In the thermodynamic limit the random variables Xp
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and Xω are Gaussian distributed with zero mean and unit variance. The averaged
partition function is given by:
Z = 2Ns
∫
e−H/T
∏
p
e−
X2p
2√
2pi
dXp
∏
ω
e−
X2ω
2√
2pi
dXω
= 2Ns
δzN/2∏
p=1
(
1 +
1
T
)−1/2 ∏
ω>0
(
1 +
α/T
α + ω2
)−1/2
.
Figure A.2: Angell plot representing log τ v.s. inverse temperature Tg/T for dif-
ferent δz and two system sizes N = 64 and N = 256, α = 0.0003.
From the average partition function the density of free energy per spring
f(T ) and any other thermodynamic quantities are readily computed. In particular,
the energy density ε(T ), the specific heat c(T ) and the entropy density s(T ) write:
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f(T ) =
T
2Ns
δzN/2∑
p=1
ln
(
1 +
1
T
)
+
∑
ω>0
ln
(
1 +
α/T
α + ω2
)− T ln 2
ε(T ) =
1
2Ns
δzN/2∑
p=1
T
1 + T
+
∑
ω>0
αT
α + (ω2 + α)T

c(T ) =
1
2Ns
δzN/2∑
p=1
1
(1 + T )2
+
∑
ω>0
(
α
α + (ω2 + α)T
)2 (A.3)
s(T ) = ln 2− 1
2Ns
δzN/2∑
p=1
[
ln(1 +
1
T
)− 1
1 + T
]
− 1
2Ns
∑
ω>0
[
ln
(
1 +
α/T
α + ω2
)
− α
α + (ω2 + α)T
]
.
In the limit α→ 0, for any finite temperature T , the sum over the vibration
modes (ω > 0) vanishes, and we recover the expressions in the absence of weak
springs for pure rigid networks. Note that Eq.(A.3) corresponds to Eq.(2.11) in
the article.
A.6 Continuous density of states limit: Analyti-
cal results
In the thermodynamic limit N →∞, we can replace the sum over frequen-
cies by an integral:
∑
ω>0 → Ns
∫
dωD(ω) for δz ≤ 0, and ∑ω>0 → Nd ∫ dωD(ω)
for δz > 0. The density of states D(ω) is the distribution of vibrational modes
of random elastic networks, which has been computed theoretically [78, 127, 132].
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There are two frequency scales in the random network : ω∗ ∼ |δz| above which a
plateau of soft modes exist, and a cut-off frequency ωc ∼ 1. Below ω∗, rigid net-
works show plane wave modes [127, 130, 132] with a characteristic Debye regime
D(ω) ∼ ω2, unlike floppy networks, which show no modes in this gap [78].
It turns out that the Debye regime contribution to the integrals is negli-
gible near the jamming threshold. To capture the scaling behavior near jamming,
we approximate D(ω) by a square function. This simplified description allows fur-
ther analytical progress while preserving the same qualitative behavior. Since the
Debye regime can be neglected, we choose:
D(ω) =

1
ωc−ω∗ ω
∗ ≤ ω ≤ ωc δz ≤ 0
1
ωc
0 ≤ ω ≤ ωc δz > 0.
Considering ω∗ = |δz|
zc
ωc, the cut-off frequency ωc ∼ 1 is the only fitting parameter
of the simplified continuum model. Rescaling as α → αω2c , we obtain that all the
thermodynamic functions depend uniquely on α = zwkw
dkω2c
, T and δz. In particular,
the specific heat is:
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c(T, δz, α) =

zc
4z
√
α(1+1/T )
(1+T )2
[
arctan( 1√
α(1+1/T )
)
+
√
α(1+1/T )
1+α(1+1/T )
+ arctan( δz/zc√
α(1+1/T )
)
+ δz
zc
√
α(1+1/T )
δz2/z2c+α(1+1/T )
]
δz ≤ 0
zc
4z
√
α(1+1/T )
(1+T )2
[
arctan( 1√
α(1+1/T )
)
+
√
α(1+1/T )
1+α(1+1/T )
]
+ δz
2z
1
(1+T )2
δz > 0.
We compute the jump of specific heat at the Kautzman temperature,
where the entropy vanishes s(TK , δz, α) = 0. In the continuous limit, the equations
for TK can be approximated by:
ln 2 ≈ zc
2z
[
ln(1 +
α
TK
) + 2
√
α
TK
arctan
√
TK
α
]
− δz
2z
θ(δz) lnTK ,
where the conditions δz  zc and α ∼ kw/k  1 have been used. There is no
simple analytical expression for TK , however, one can observe the existence of two
asymptotic regimes: TK ∼ α for δz  |1/ lnα| and TK ∼ 2−2z/δz for δz  |1/ lnα|.
Then the specific heat at the transition temperature is given by:
c(TK , δz, α) ∼

zc
4z
pi
2
δz  |1/ lnα|
δz
2z
δz  |1/ lnα|.
From these asymptotic behaviors one gets that the specific heat display a non-
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monotonous behavior with coordination, with a minimum whose position scales as
δz ∼ |1/ lnα|.
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Appendix B
Evolution of covalent networks
under cooling
B.1 Periodic distortion of triangular lattice.
In our model, we introduce a slight distortion of the lattice to remove the
straight lines that occur in a triangular lattice, in the spirit of [63]. Such straight
lines would lead to unphysical localized floppy modes orthogonal to the lines. In
[63] random disorder is introduced to achieve this goal. Instead, we seek to distort
the lines while avoiding frozen disorder (the only disorder we use corresponds to
the polydispersity of the spring rest length, but it does not break translational
symmetry because springs can move). We group nodes by four, labeled as A B
C D in Fig. B.1. One group forms a cell of our crystalline lattice. Each cell is
distorted identically as follows: node A stays in place, while nodes B, C, and D
move by some distance δ: B along the direction perpendicular to BC, C along the
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direction perpendicular to CD, and D along the direction perpendicular to DB, as
illustrated in the figure. δ is set to 0.2.
δ
A B
C D
A B
C D
Figure B.1: Illustration of distortion of the triangular lattice, performed to remove
straight lines.
B.2 Numerical computation of the elastic energy.
The energy H(Γ) of a given spring configuration Γ ≡ {γ ↔ 〈i, j〉} is
defined in Eq.(3.1) in Chapter 3 as a minimization on the positions of the nodes.
This minimum can be calculated using conjugate gradient methods. However for
small mismatches , it is more efficient to use linear algebra [116], as we now
recall. Consider a displacement field δ ~Ri ≡ ~Ri − ~Ri0, where ~Ri0 is the position of
the node i in the crystal described in the previous section. We define the distance
||~Ri0 − ~Rj0|| ≡ r〈i,j〉. At first order in δ ~Ri, the distance among neighboring nodes
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can be written as:
||~Ri − ~Rj|| = r〈i,j〉 +
∑
k
S〈i,j〉,kδ ~Rk + o(δ ~R2) (B.1)
Where S is the structure matrix, which gives the linear relation between displace-
ments and changes of distances, as indicated in Eq.(B.1). Minimizing Eq.(3.1) in
Chapter 3 leads to [116]:
H(Γ) =
k
2
∑
γ,ρ
γGγ,ρρ + o(3) (B.2)
where G = S(StS + αI)−1St, and •t is our notation for the transpose of a matrix.
In practice, we solve Eq.(B.2) for every configuration Γ our Monte Carlo considers.
One issue with Eq.(B.2) is that the inverse in the expression for G is ill-defined
when α = 0 if floppy modes are present in the network. To study the case α =
0, we implement the Pebble Game algorithm [63, 163] to distinguish stressed,
hyperstatic clusters from floppy or isostatic regions. Since only the stressed regions
can contribute to the energy, we reduce the matrix S to this associated subspace,
and solve Eq.(B.2) in this subspace. We have compared this method and a direct
minimization via conjugate gradients; the two results coincide within 1% as long
as  . 0.01. In Chapter 3, our results are based on Eq.(B.2), and thus hold as long
as  is small enough. In this case the choice of  only affects the energy scale.
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Figure B.2: Fluctuations of coordination 〈(z − z¯)2〉 vs temperature T for different α
as indicated in legend. The network size is N = 256 and the block size is N∗ = 64.
Mean coordination number corresponds to a) z¯ − zc = −0.383, b) z¯ − zc = −0.055, c)
z¯ − zc = 0.523.
B.3 Removal of fluctuations under cooling: nu-
merical evidence
The mean coordination number of the whole network is fixed in our model;
in this section we denote it as z¯. To characterize spatial fluctuations of coordina-
tion, we divide the network into four identical blocks of size N∗ = N/4 sites. We
then measure the coordination number z in each block, and in many configurations
equilibrated at some temperature T . We then compute the variance 〈(z − z¯)2〉,
where the average is over all blocks and configurations. Fig. B.2 shows this quantity
versus temperature for three choices of excess coordination δz = z¯−zc, correspond-
ing to a) below c) above and b) near the rigidity transition. For all these choices
we find that the amplitude of fluctuations does not vary for low temperatures when
α = 0. By contrast when α > 0, fluctuations of coordination are smaller at low
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temperature, where they continue to decay under cooling.
B.4 Effect of frozen-in fluctuations of coordina-
tion at Tg
To study the role of frozen-in spatial fluctuations of coordination, we in-
crease Tg in our model, which can be achieved by increasing the strength of weak
interactions α. We can equilibrate our system up to temperatures of order T = α,
and in what follows we fix these two parameters to be equal. We then study the
vibrational properties of the network of strong springs by computing the boson
peak frequency ω∗, defined as in Chapter 3 as the maximum of D(ω)/ωd−1. If we
observe no maximum in this quantity we posit that ω∗ = 0. Results are shown in
Fig. B.3. The key point is that as Tg increases, a broader region appears in the
vicinity of zc where mean-field predictions do not apply. Instead one finds that for
a range of coordination, ω∗ ≈ 0, consistent with the presence of fractons.
144
−1 −0.5 0 0.5 1 1.5 2
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
δz
ω
∗
T = ∞
T = α = 0.0003
T = α = 0.003
T = α = 0.03
Figure B.3: Boson peak frequency ω∗ as a function of excess coordination δz = z − zc
for different α as indicated in legend, at temperatures T = α. ω∗ = 0 indicates that no
maximum was observed in D(ω)/ωd−1, consistent with the presence of fractons at very
low frequency.
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Appendix C
Adaptive elastic networks as a
model for supercooled liquids
C.1 Formalism of elastic energy
The energy H(Γ) of a given spring configuration Γ ≡ {γ ↔ 〈i, j〉} is
defined in Eq.(4.1) in Chapter 4 as a minimization on the positions of the nodes.
This minimum can be calculated using conjugate gradient methods. However for
small mismatches , it is more efficient to use linear algebra [116], as we now recall.
Consider a displacement field δ ~Ri ≡ ~Ri − ~Ri0, where ~Ri0 is the position of the
node i in the crystal described in the previous section. We define the distance
||~Ri0 − ~Rj0|| ≡ r〈i,j〉. At first order in δ ~Ri, the distance among neighboring nodes
can be written as:
||~Ri − ~Rj|| = r〈i,j〉 +
∑
k
S〈i,j〉,kδ ~Rk + o(δ ~R2) (C.1)
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Where S is the structure matrix, which gives the linear relation between displace-
ments and changes of distances, as indicated in Eq.(C.1). Minimizing Eq.(4.1) in
Chapter 4, one gets:
H(Γ) = min
{δ ~Ri}
{
k
2
∑
γ
(
∑
i
Sγ,iδ ~Ri + γ)2 + k
2
∑
σ
kw
k
(
∑
i
Sw σ,iδ ~Ri)2 + o(δ ~R3)
}
= min
{δ ~Ri}
k
2
[
〈|P|〉+ 2〈|S|δ ~R〉+ 〈δ ~R|M|δ ~R〉
]
(C.2)
where we use bra-ket notations to indicate summation over edges or nodes, P
projects the edge space to the subspace occupied by springs, M≡ StS + kw
k
StwSw
is the stiff matrix connecting the responding forces and displacements of nodes
in an elastic network [64], and •t is our notation for the transpose of a matrix.
Solving Eq.(C.2), one finds the linear response,
|δ ~R〉 = −M−1St|〉 (C.3)
which for a given mismatch field |〉 minimizes the elastic energy in Eq.(4.1). In-
serting Eq.(C.3) back into the linear approximation Eq.(C.2), we have [116]:
H(Γ) =
k
2
〈|P − SM−1St|〉 = k
2
∑
Γ
〈i,j〉G〈i,j〉,〈l,m〉〈l,m〉 (C.4)
with G = P − S(StS + kw
k
StwSw)−1St, and 〈i,j〉 = γ for Γ = {γ ↔ 〈i, j〉}.
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C.2 Density of states
We have shown the density of states converges to the one of mean-field
networks [117]. Cooling strongly suppresses low frequency vibrational modes, as
seen in Fig. C.1. This temperature effect on the density of states is primarily
induced by the weak interactions: the density of states changes little under cooling
when α = 0, as appeared in comparing (a) and (b) of Fig. C.2. The slight change
indicates that density of states depends on the presence of redundant constraints.
However, when α > 0, the low temperature density of states strongly differs from
its high temperature counterpart, as shown in Fig. C.2(a) and (c).
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Figure C.1: Variation of density of states D(ω, T ) with temperature for the same
z = −0.055, α = 0.0003. Left: density of states in log-log scale. Right: density of
states normalized by its T = ∞ value, emphasizing its difference under cooling. Inset:
participation ratio P (ω, T ) variation under cooling.
The modes that rarefy under cooling are localized vibrations. The par-
ticipation ratio, P (ω) ≡ 1
Nd
(
∑
i Ψ
2
ωi)
2/
∑
i Ψ
4
ωi, quantifies the extensity of char-
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Figure C.2: Density of states D(ω, T ) for adaptive networks with different z. (a) Ran-
dom diluted networks T = ∞; a power law D(ω) ∼ ω−0.25 is shown in low frequency
range for networks near zcen. (b) Adaptive networks without weak constraints (α = 0) at
T = 0.0003; power laws with different exponents are shown for networks in the rigidity
window: D(ω) ∼ ω−0.25 for δz = −0.055, D(ω) ∼ ω−0.5 for δz = 0.0. (c) Adaptive
networks with weak constraints (α = 0.0003) at T ≈ α; away from isostatic, density of
states are gapped between zero frequency and Boson peak, where D(ω) ∼ ω0. Inset (d)
Participation ratio P (ω, T ) at T =∞, see text for definition.
acteristic modes: P → 0 corresponds to a localized mode, while P → 1 means
that the mode extends over the system. Both the low and high frequency ends
of the density of states are reduced under cooling, but the modes in the middle
are enhanced, as shown in the right panel of Fig. C.1. This agrees with the small
participation ratio of modes with low and high frequencies, see Fig. C.2(d). In
fact, all modes become extended – the participation ratio increases over the whole
spectrum – when the temperature decreases, as shown in the inset of Fig. C.1.
In addition to localization, another prominent feature of reduced low fre-
quency modes is the power law diverging density of states D(ω) ∼ ωd˜−1, see
Fig. C.2. The abundance of low frequency localized modes appearing with a power
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law density of states signals the “fractons” that appear near the rigidity percola-
tion [68, 159, 224]. The exponent of the diverging tail, in Fig. C.2(a), implies the
fracton dimension d˜ ≈ 0.75, which is consistent with 0.78 observed for the rigidity
percolation [158, 159]. Different fracton dimensions d˜ are observed for different co-
ordination number in the case of rigidity window shown in Fig. C.2(b), although
more work would be needed to establish this fact empirically.
We discuss when the temperature affects the mode with frequency ω in
Section C and show illustrations of “fractons” in Section D.
C.3 Adaptation effects on density of states
When α > 0, following Eq.(4.6), we see the typical elastic energy corre-
sponding to a mode of frequency ω scales as α/(ω2 + α), which is proportional to
α for ω ∼ 1, while proportional to 1 when ω  √α. This implies that the elastic
energy in the degrees of freedom corresponding to the modes of low frequency is
of the same magnitude as the one in the redundant constraints. Similar to the
redundant constraints, these low frequency modes are reduced under cooling.
From Eq.(4.12b), T ∗(ω, α) ∼ α/(ω2 + α) gives an estimate on the temper-
ature scale the mode ω begins to be reduced. The adaptation effect at this tem-
perature scale can be seen in the right panel of Fig. C.1. For example, the green
line at T ≈ 0.04  1 shows a density of states with frequencies ω . √α ≈ 0.01
strongly suppressed, while the shape of density of states with ω ≈ 0.1 and above
is almost unchanged. The purple line, T ≈ 10−4 ∼ α, shows a density of states
whose highest frequency ω ∼ 1 is also significantly reduced.
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C.4 Fractons
c)b)a)
Figure C.3: Vector plots of vibrational modes in randomly diluted networks, N =
100 × 100. (a) A typical Debye mode, δz = 0.501, ω = 0.017. (b) A typical anomalous
mode on boson peak, δz = −0.049, ω = 0.011. (c) A typical fracton, δz = −0.049,
ω = 0.0007.
“Fractons” are different from either the low frequency Debye modes or the
anomalous modes on the boson peak, as shown in Fig. C.3. They (Fig. C.3(c))
are localized and random compared to the Debye modes (Fig. C.3(a)), and con-
centrated on a fractal sets with sharp boundaries, unlike the extended anomalous
modes (Fig. C.3(b)). The “fractons” are associated with the collective motion of
large isostatic or nearly isostatic regions as shown in Fig. D.2.
C.5 Vibrational entropy contribution
The structure the elastic potential evolve with temperature in the liquid
phase of the adaptive network model. Freezing into a glass phase eliminates this
variability and leads to a contribution to the jump of specific heat [149]. Our model
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currently ignore the vibrational part of the specific heat, which incorporates that
the shape of the inherent structure evolve with temperature - not only its bottom
energy. We estimate this contribution from vibrations in this subsection, and argue
that is is not significant for the models we consider.
The vibrational entropy includes both linear ω > 0 and floppy ω = 0
vibration modes [149]:
svib(T ) = [1− nr(T )]
∫
dωD(ω, T ) ln
eT
~ω
+ f(T ) ln Λ (C.5)
Λ sets a cutoff volume for floppy modes, which is approximately the atomic spacing
measured in the Lindemann’s length: Λ ≈ (1/0.15)d, of order 103 in 3D [180]. f
is the floppy mode density, dual to the number of redundant constraints density
f(T ) = −δz/z + nr(T ) and thus ∂f(T )/∂T = ∂nr(T )/∂T . The jump of specific
heat follows:
∆cvib = Tg
∂nr(T )
∂T
∣∣∣∣
Tg
[
ln Λ−
∫
dωDTg(ω) ln
eTg
~ω
]
+ [1− nr(Tg)]
∫
dω Tg
∂DT (ω)
∂T
∣∣∣∣
Tg
ln
eTg
~ω
(C.6)
The derivatives on lnT in Eq.(C.5), continuous at the glass transition, have been
subtracted.
We estimate the upper limit of the vibrational contribution. 1○ The first
term in Eq.(C.6): Debye frequency ωD sets the upper limit of the integral in
the bracket, − ln(eTg/~ωD). As the glass transition temperature Tg and Debye
temperature θD = ~ωD/kB are usually of the same order, the bracket in the first
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term is dominated by ln Λ. From Eqs.(4.11), we have ∂nr/∂ lnT |Tg ≈ 12nex(Tg) .
1
2
n0
√
Tg . 0.02
√
α, and ln Λ ≈ 5 in 2D. Compared to the specific heat values,
which are of order one shown in Fig. 4.7, and the scalings of the minima −0.1/ lnα
given in [116], the contribution, 0.1
√
α, is insignificant if 0 < α < 0.1.
2○ The second term in Eq.(C.6): The upper limit of the bracket is 1. Re-
placing ln(eT/~ω) with its upper limit ln Λ, we simplify the integral to
∫
dωT∂D/∂T .
We can estimate the upper limit of the derivative in the integral approximately
by ∆nT/∆ lnT , where ∆nT is the number density of the modes reduced under
cooling. ∆nT ≈ 0.2
∫ 0.01
0
ω−0.25dω ≈ 0.01, roughly the number fraction of “frac-
tons” suppressed under cooling. Together, the upper limit of the contribution of
the second term is ∆nT/ ln 10 × ln Λ ≈ 0.03, which is moderate compared to the
values of order one.
Therefore, the vibrational entropy contributes mildly to the jump of spe-
cific heat, and does not change the qualitative behavior of ∆c in our model of
network glasses.
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Figure C.4: Correlation between a low frequency fractal mode and isostatic clusters. A
network configuration (δz = −0.042) is shown with its springs in the over-constrained
regions colored in red, in the isostatic regions colored in green, and in the floppy regions
colored in blue. A typical fracton (ω = 5×10−4) specified in this configuration is plotted
on top.
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Appendix D
Dynamics and correlations among
soft excitations in marginally
stable glasses
D.1 Stability criterion
Consider flipping m spins selected from the set of the m′ (m′ > m) least
stable spins. We make the approximation that the exchange energy of such multi-
flip excitations is a random Gaussian variable when m is large, as supported by
Fig. D.1. The mean and the variance of ∆H are:
µ ≡ 〈∆H〉 = 2m (〈λ〉m′ −m〈Jss〉m′) , (D.1a)
σ2 ≡ 〈∆H2〉 − 〈∆H〉2 = 8m2/N, (D.1b)
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where we have neglected the contribution from the non-diagonal terms of 〈∑ Jss∑ Jss〉.
We also omitted the fluctuations of the sum
∑
i λi, since that sum is anyhow always
positive, and at large m its fluctuations are smaller than its expectation value. The
maximal stability in the set of m′ spins is
m′ = N
∫ λm′
0
ρ(λ)dλ,
and the mean values of the local stability, 〈λ〉m′ , and the correlation 〈Jss〉m′ are
by definition,
〈λ〉m′ ≡
∫ λm′
0
ρ(λ)λdλ/
∫ λm′
0
ρ(λ)dλ,
〈Jss〉m′ ≡ −1
2
∫ λm′
0
dλ
∫ λm′
0
dλ′C(λ, λ′)/λ2m′ .
Here C(λ, λ′) is the correlation between the spins at the finite local stabilities λ > 0
and λ′ > 0, defined as
C(λ, λ′) ≡ −2〈Jijsisj〉|λi=λ,λj=λ′
≡ 1
N2ρ(λ)ρ(λ′)
∑
i,j
δ(λi − λ)δ(λj − λ′)(−2Jijsisj). (D.2)
In the above ρ(λ) =
∑
i δ(λi − λ)/N is the density of stabilities.
C(λ, λ′) is a symmetric function, and continuous except for the singular
point λ = λ′ = 0. Defining the correlation C(λ) ≡ C(λ, λ′ = 0) between a stable
(λ > 0) and a soft spin (λ′ = 0), we find that it behaves as a power-law, described
by Eq.(6.7) in Chapter 6. As far as scaling is concerned we thus expect C(λ, λ′) ∼
C(max[λ, λ′]). In Section B we find numerically that C(λ, λ′) ≈ C(√λ2 + λ′2).
Assuming the pseudo-gap distribution of Eq.(6.4) together with Eq.(6.7)
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Figure D.1: Histogram of excitations with given energy change ∆H for different
metastable states along the hysteresis curve, m = 8, m′ = 16, and N = 3000.
of Chapter 6, one finds for 1 m < m′  N :
µ =
2m3/2
N1/(1+θ)
(
a1/2
m′1/(1+θ)
m1/2
+
b1/2
N δ−(1+γ)/(1+θ)
m1/2
m′γ/(1+θ)
)
,
where a and b are numerical prefactors. Note that the variation of µ from states
to state in Fig. D.1 is presumably a consequence of the small values of m,m′ used
there.
Among all excitations of m out of m′ spins, the number of sets that lower
the total energy, ∆H < 0, is
Ω(m,m′) =
(
m′
m
)
Φ
(
µ√
2σ
)
≈ m
′!
m!(m′ −m)! exp
(
− µ
2
2σ2
)
,
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where Φ is the complementary error function.
We define a free energy as the logarithm of Ω,
f(r) ≡ − 1
m
ln Ω ∼ −r ln r + (r − 1) ln(r − 1) (D.3)
+
a
4
r2/(1+θ)
(m
N
) 1−θ
1+θ
+
b
4
r−2γ/(1+θ)
m1−2γ/(1+θ)
N2δ−1−2γ/(1+θ)
,
where r ≡ m′/m. The cross term (∼ 〈λ〉m′〈Jss〉m′) in µ2 has been neglected, as it
cannot diverge faster than the terms in the second line of Eq. (D.3). A positive
f(r) implies no unstable excitations of the initial state in the limit m 1. Stability
is thus achieved if either term in the second line of Eq. (D.3) diverges as m→∞.
This requires that either θ ≥ 1, or γ ≤ 1 and δ ≤ 1, as explained in Chapter 6.
In the marginal case, θ = γ = δ = 1, the free energy becomes:
f(r) ≈ −r ln r + (r − 1) ln(r − 1) + ar
2 + b+ 2
√
abr
4r
. (D.4)
An interesting finding is that f(r) is minimized by a finite ratio r∗, independently
of the set size m. r∗ is an estimate of the optimal volume m′∗ = r∗m for finding
energy lowering subsets of size m.
The fact that stability is controlled by the ratio r instead of the absolute
values of m or m′ is consistent with the observation that the dynamics proceeds via
power-law avalanches with no scales (a fact implied by the argument of Ref. [101]).
Indeed in the marginal case multi-flip excitations can be slightly unstable (as il-
lustrated in Fig. D.1), and can be triggered as the magnetic field is increased.
Marginality is apparent when analyzing these avalanches: We find that the energy
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Figure D.2: The lower data set in solid lines is the total energy ∆H(n) dissipated in
avalanches of size n. The upper data set in dashed lines is the sum of local stabilities
(before the avalanche) of spins that are going to flip in the avalanche,
∑
i flip λi. This
shows that the dissipated energy is vanishingly small as compared to the na¨ıve sum over
local stabilities, as n→∞, since the two curves scale as different power laws with n.
dissipated in avalanches is much smaller than the na¨ıve estimate which sums all
local stabilities of spins that are going to flip in the avalanche,
∑
iflip λi. This
reflects the fact that the total energy change in the avalanche, ∆H, is a result of a
near cancellation of several terms, as discussed in Chapter 6, verified in Fig. D.2.
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D.2 Two-point correlation
We numerically measured the two-point correlation, and foundNC(λ, λ′) =
D/
√
[λ+ c(N)]2 + [λ′ + c(N)]2 as long as λ, λ′  1. Here, c(N) = 1.1√lnN/N
is a finite size correction which vanishes in the thermodynamic limit. This result
is illustrated in Fig. D.3. When finite size effects are negligible this implies that
C(λ, λ′) ≈ C(√λ2 + λ′2).
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Figure D.3: Left: the quantity NC(λ, λ′)
√
(λ+ c(N))2 + (λ′ + c(N))2 is numerically
computed for various λ and λ′, and behaves nearly as a constant (as the color code
indicates, this quantity only changes by a factor 3 in the entire range considered. Right:
Correlation C(λ, λ′), for λ′ = 5λ with different system sizes N and for different directions
λ′ = aλ, a = 0, 1, 2, 5 with N = 5000.
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D.3 Dynamical Constraints on θ
In Chapter 6, we argue that the density of local stabilities ρ(λ) satisfies a
Fokker-Planck (FP) equation of the type:
∂tρ(λ, t) = −∂λ [v(λ, t)− ∂λD(λ, t)] ρ(λ, t), (D.5)
with a reflecting boundary at λ = 0. In addition, we show that correlations emerge
dynamically, which in the steady state take the form:
C(λ)N = vss(λ) = D∂λρss(λ)/ρss(λ). (D.6)
These results seem to imply that the fact that correlations are necessary to obtain a
steady state, is not constraining the latter in any way. Indeed, any function ρss(λ)
could in principle appear as a steady state, as long as the correlations satisfy
Eq. (D.6). This is true in particular for any scaling function ρss(λ) ∼ λθ, whatever
the value of θ. However, we now argue that only the case θ = 1 is a viable solution
in SK model.
Excluding θ < 1: Our FP description only applies beyond the discretiza-
tion scale of the kicks due to flipping spins, which are of order J ∼ 1/√N . In
particular, from its definition, C(λ) must be bounded by 1/
√
N . Taking this into
account, Eq. (D.6) should be modified to:
vss(λ) ≈ min{D∂λρss(λ)/ρss(λ) ∼ 1/λ,
√
N}. (D.7)
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This modification has no effect when θ ≥ 1, since in that case λmin ∼ N−1/(1+θ) ≥
1/
√
N . In contrast, pseudo-gaps with θ < 1 have λmin  1/
√
N . To maintain such
a pseudo-gap in a stationary state, one would require correlations much larger than
what the discreteness of the model allows. Pseudo-gaps with θ < 1 are thus not
admissible solutions of Eqs. (D.5, D.7).
Excluding θ > 1: In this case, λmin  1/
√
N ∼ J . Thus when one
spin flips, the second least stable spin will not flip in general, and avalanches are
typically of size unity [101]. It can easily be shown that in that case, our assumption
(ii) in Chapter 6 is violated: the number of flips per spin along the loop would be
small (in fact it would even vanish in the thermodynamic limit, which is clearly
impossible). In terms of our FP description, the motion of the spin stabilities
due to other flips would be small in comparison with the motion of the stabilities
inbetween avalanches, due to changes of the magnetic field. Making the crude
assumption that the magnetization is random for any λ, the change of external
magnetic field leads to an additional diffusion term in the Fokker-Planck equation:
∂tρ(λ, t) = −∂λ(v −D∂λ)ρ(λ, t) +Dh∂2λρ(λ, t), (D.8)
where the term Dh is related to the typical field increment hmin ∼ λmin required
to trigger an avalanche. Indeed Dh ∼ Nh2min ∼ N (θ−1)/(θ+1)  D ∼ 1. Under
these circumstances, Eq. (D.6) does not hold. The dynamics would be a simple
diffusion with reflecting boundary, whose only stationary solution corresponds to
θ = 0, violating our hypothesis θ > 1.
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D.4 Analogy to a d dimensional random walk
Consider a non-biased random walk in d dimension,
~x(t+ dt) = ~x(t) +
√
2Ddt~η(t), (D.9)
where D is the diffusion constant, and ~η is a random Gaussian vector. Then the
probability density P (~x, t) satisfies the Fokker-Planck equation [225],
∂tP (~x, t) = D∇2P (~x, t).
The process is angle-independent, so P (~x, t) satisfies,
∂tP (r, t) = D∂
2
rP (r, t) +D
d− 1
r
∂rP (r, t), (D.10)
where r = |~x|. However, P (r, t) is not a probability density with respect to r.
Including the Jacobian of the change of variables, the probability density, ρ(r, t) ≡
Ωdr
d−1P (r, t), satisfies the corresponding Fokker-Planck equation,
∂tρ(r, t) = −∂r
(
D
d− 1
r
−D∂r
)
ρ(r, t), (D.11)
with Ωd the solid angle in d dimensions. This Fokker-Planck equation for the radial
component of a d-dimensional unbiased random walk is exactly the same as the
diffusion equation, Eq.(6.10), with reflecting boundary at λ = 0 and diverging drift
v(λ) = θ/λ at small λ. The case of pseudo-gap exponent θ = 1 in the spin model
thus maps to a two-dimensional random walk.
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