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Abstract
A new technique for the study of geodesic connectedness in a class
of Lorentzian manifolds is introduced. It is based on arguments of
Brouwer’s topological degree for the solution of functional equations.
It is shown to be very useful for multiwarped spacetimes, which include
different types of relativistic spacetimes.
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1 Introduction
As far as we know, the results about geodesic connectedness in Lorentzian
manifolds (i. e. the problem as to whether each pair of their points can be
joined by a geodesic) can be grouped into four types, as follows:
• Results on space-forms, first obtained in [CM] and compiled in the
books [Wo, Chapter 11] or [O, Chapter 9]. In particular, a positive
Lorentzian spaceform is geodesically connected if and only if it is not
time-orientable.
• Results on disprisoning and pseudoconvex manifolds; both geometrical
concepts were introduced by Beem and Parker [BP] and are studied in
the book [BEE]. Lorentzian manifolds satisfying these two conditions
and having no conjugate points are shown to be geodesically connected;
moreover, in this case, a Lorentzian Hadamard-Cartan theorem holds,
which implies that the manifold is diffeomorphic to Rn.
• Results obtained by means of variational methods. Roughly, geodesics
are seen as critical points of the (strongly indefinite) action functional
defined on curves joining two fixed points, and some techniques are
developed to make sure that this functional admits critical points. This
method was introduced by Benci and Fortunato [BF88], [BF90] and
since then, it has proved to be very fruitful. In fact, a series of results
have shown the geodesic connectedness of many families of Lorentzian
manifolds which generalize most of the classical spacetimes used in
General Relativity (see the book [Ma] or the more recent references
[GM], [AS], [GP], [CS], [Pi]).
• Results based on a direct integration of the equation of the geodesics,
in especially interesting cases from either a mathematical or a physical
point of view [Sa97a], [Sa98], [CS].
Other techniques allow the study of the existence of causal (timelike or null)
geodesics between two given points (even though in some cases the existence
of a timelike geodesic can be deduced from variational methods, as shown
in some of the previous references). Among the results for these geodesics,
the classical Avez-Seifert one is especially relevant: in a globally hyperbolic
spacetime, two points can be joined by a causal geodesic if and only if they
can be joined by a causal curve. The aim of this paper is to introduce a
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new technique for the study of geodesic connectedness in certain Lorentzian
manifolds, based on arguments involving topological degree of solutions of
functional equations.
We will concentrate on multiwarped spacetimes, which are product mani-
folds I×F1×· · ·×Fn, I ⊆ R endowed with a metric g = −dt2+∑ni=1 f 2i (t)gi, t ∈
I (see Section 2 for precise definitions). From a physical point of view, these
spacetimes are interesting, first, because they include classical examples of
spacetimes: when n = 1 they are the Generalized Robertson-Walker (GRW)
spacetimes, standard models of inflationary spacetimes [Sa98]; when n = 2,
the intermediate zone of Reissner-Norsdstro¨m spacetime and the interior of
Schwarzschild one appear as particular cases [Sa97b]. Moreover, multiwarped
spacetimes may also represent relativistic spacetimes together with internal
spaces attached at each point (see [MS] and references therein).
From a mathematical point of view, there are serious problems studying
geodesic connectedness of multiwarped spacetimes by using previous tech-
niques, even for n = 2. In fact, the results known regarding this are (in what
follows, the line at x ∈ F1 × · · · × Fn is the set L[x] = {(t, x)|t ∈ I}):
1. For n = 1, 2, causal geodesics are completely characterized in [Sa97b],
showing an Avez-Seifert type result just under the assumption of weak
convexity for the fibers. By weak convexity of a Riemannian manifold
we mean geodesic connectedness by minimizing (not necessarily unique)
geodesics; in the cited reference, this hypothesis is shown to be essential
and it will be assumed in this paper.
2. For n = 1, the previous result and elementary arguments on continuity
and causality show [Sa98, Section 3]: if any point z = (t, x) ∈ I×F (F ≡
F1) and any line L[x
′] can be joined by a future as well as a past
directed curve then the spacetime is geodesically connected; equally,
the conclusion holds if f ≡ f1 satisfies∫ c
a
f−1 =
∫ b
c
f−1 =∞. (1)
A remarkable example where this condition is not satisfied is de Sitter
spacetime, which can be seen as a GRW spacetime with f = cosh, and
it is non-geodesically connected.
3. For n = 2, the geodesic connectedness of spacetimes with a qualitative
behavior such as the Reissner-Nordstro¨m Intermediate one is proven in
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[Gi]. This result was extended in [GM] to the case when the fibers admit
more general topological boundaries. Remarkably, the technique there
shows the equivalence of the action functional and a simpler functional.
Thus, a set of conditions must be imposed to ensure the existence of
critical points for this functional. In our more general setup, we can
make all the fibers equal to intervals of R to simplify things, and,
then, it is easy to check that any geodesic (τ(t), γ1(t), ..., γn(t)) joining
(τ0, x1, ..., xn) and (τ
′
0, x
′
1, ..., x
′
n) can be recovered as a critical point of
the functional
τ → −
∫ 1
0
τ
′2(t)dt+
∑
i
(x′i − xi)2∫ 1
0 f
−2
i (τ(t))dt
(2)
defined on curves τ : [0, 1]→ I joining τ0 and τ ′0.
In this paper we prove,
Theorem 1 A spacetime (I × F1 × . . . × Fn, g) with weakly convex fibers
is geodesically connected if the following condition holds: any point of the
spacetime can be joined with any line by means of both, a future directed and
a past directed causal curve.
This condition can be expressed easily in terms of the warping functions,
being equivalent to formulae (36) (Proposition 2) and it is completely natural
from a mathematical point of view. After some preliminaries in Section
2, we prove Theorem 1 in the following three sections. First, in Section
3, connection by causal geodesics is characterized. Most of the proof is
completely analogous to the case n = 2 solved in [Sa97b]; so, essentially,
we prove Lemma 3 only, which is a non-trivial generalization of a step for
n = 2. In Section 4 we prove a particular case of Theorem 1 (conditions (36)
are replaced by the stronger (27)) by means of topological degree. For the
general result, proven in Section 5, some additional problems appear, making
both the concept of fake geodesic and the hypothesis in Theorem 1 natural.
Furthermore, there are geodesically connected multiwarped spacetimes
where Theorem 1 is not applicable, some of them of special physical in-
terest (such as the Reissner-Nordstro¨m intermediate spacetime itself). In
fact, condition (1) (or its generalization (36)) seems appropiate when I = R
or f goes to zero at the extremes; nevertheless, a strip I × Rn, I 6= R in
Lorentz-Minkowski spacetime Ln+1 does not satisfy this condition. However,
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Theorem 1 does not cover all the possibilities of the technique, so we will give
a more general version of this theorem in the last Section, under a hypoth-
esis which is close to a necessary condition (Theorem 5). Thus, all previous
results are reproven or extended; in particular, geodesic connectedness of
Reissner-Nordstro¨m Intermediate spacetime is reproven, and natural condi-
tions for the existence of critical points of the functional (2) can be obtained.
Moreover, the accuracy of our technique is shown by proving the geodesic
connectedness of Schwarzschild inner spacetime (Theorem 6, Remarks 3 and
1). It is also worth pointing out that our results can be trivially extended to
the case when the fibers Fi are incomplete and has a Cauchy boundary ∂Fi.
In fact, it is enough to wonder when the structure of ∂Fi implies that Fi is
weakly convex (if Fi ∪ ∂Fi is a differentiable manifold with boundary, Fi is
weakly convex if and only if the second fundamental form of the boundary,
with respect to the interior normal, is positive semidefinite; for more general
results, see [BGS]). This improves the previous results on this case too.
In the remainder of the present section, we give an intuitive idea of the
techniques in Sections 4 to 6, for n = 2 fibers.
Fix a point z = (τ0, x1, x2) ∈ I × F1 × F2 and try to connect it with a
point z′ in the line L[x′1, x
′
2] (x
′
1 6= x1, x′2 6= x2) by means of the geodesic
γ(t) = (τ(t), γ1(t), γ2(t)). If z
′ belongs to the future or past of z, the problem
is solved by Section 3; so, it is necessary to study just when z′ belongs to a
compact interval J of the line, such that each one of its extremes is causally
related with z. For a multiwarped spacetime, the projections γ1, γ2 of the
geodesic γ are pregeodesics of the fibers, that is, up to (probably different)
reparameterizations, geodesics of the fibers. It is natural to only consider the
case when these geodesics minimize the corresponding Riemannian distance
(if they are not unique, we also assume a fixed choice has been carried out).
So, γ can be characterized by three paremeters, say, K, directly related to
τ ′(0), and c1, c2, related to the initial speed of each pregeodesic. Moreover,
γ can be reparametrized to assume c1 + c2 = 1, reducing both parameters
ci’s to just one c(≡ c1) ∈ (0, 1), and the domain of K can be assumed to be
a compact interval [K−, K+] such that the geodesics with K = K−, K+ are
necessarily causal for all c.
When τ(t) is not constant, each γi(t) can be reparameterized by τ , up
to a set of isolated points which will be specifically taken into account. Now
consider the functions si(c,K) i = 1, 2 which maps each (geodesic) c,K in
the length of the interval I = (a, b) covered by the parameter τ ∈ I when
γi(t(τ)) goes from xi to x
′
i (see the beginning of the proof of Theorem 3).
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Then, the zeroes of the function µ ≡ 1− s2
s1
represent geodesics joining z and
the line L[x′1, x
′
2]. Under assumption (27) this function satisfies:
lim
c→0
µ(c,K) < 0, lim
c→1
µ(c,K) > 0. (3)
Thus, for each K there exists at least one zero of µ and, by arguments which
naturally involves Brouwer’s topological degree (Lemma 5), a connected sub-
set C of zeroes joining [0, 1]×K− with [0, 1]×K+ can be found (see Fig. 1).
From our construction these zeroes represent geodesics joining z with all the
points of the compact interval J ⊂ L[x′1, x′2].
These arguments are developed rigorously in the proof of Theorem 3 and
some technical properties on the µi’s are postponed to a series of lemmas: (i)
continuity (Lemma 6), (ii) boundary conditions (Lemma 7) and (iii) abstract
conditions satisfied in order to apply arguments on degree (Lemma 8).
When conditions (27) are relaxed in (36) the new problems are, esentially:
(A) perhaps the reparameterization γi(τ) naturally leads one to consider even
the case τ = a, b yielding what we call a fake geodesic, and (B) conditions
(3) may hold just for values of K in a subinterval [K¯−, K¯+] ⊂ [K−, K+]
and, thus, the zeroes of µ(c,K) may appear in one of the four cases depicted
in Fig. 2. In Section 5 we show that under our assumptions none of these
possibilities are a real obstacle for geodesic connectedness; in fact, possibility
(B) is related to the existence of fake geodesics, and, when these appear,
equalities (36) allow us to provide an argument on continuity based on their
escape points (Lemma 11). Moreover, the possibility of skipping any problem
when (B) happens, suggests which hypothesis may be weakened to give a
more accurate result. In Section 6 we give this accurate result replacing
[K¯−, K¯+]× [0, 1] by regions where K varies with c as depicted in Fig. 3.
Figs. 1, 2, 3 here
2 Geodesics in multiwarped spacetimes
Let (Fi, gi) be Riemannian manifolds, (I,−dτ 2) an open interval of R with
I = (a, b) and its usual metric reversed, and fi > 0 i = 1, . . . , n smooth func-
tions on I. A multiwarped spacetime with base (I,−dτ 2), fibers (Fi, gi) i =
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1, . . . , n and warping functions fi > 0, i = 1, . . . , n is the product manifold
I × F1 × · · · × Fn endowed with the Lorentz metric:
g = −π∗Idτ 2 +
n∑
i=1
(fi ◦ πI)2π∗i gi ≡ −dτ 2 +
n∑
i=1
f 2i gi (4)
where πI and πi i = 1, . . . , n are the natural projections of I×F1×· · ·×Fn
onto I and F1, . . . , Fn, respectively, and will be omitted.
A Riemannian manifold will be called weakly convex if any two of its
points can be joined by a geodesic which minimize the distance; if this
geodesic is unique it will be called strongly convex (these names are different
to those in [Sa97b], see [Sa98]). Denote by di the distance on Fi canonically
associated to the Riemannian metric gi. Of course, if the Riemannian mani-
folds (Fi, gi) are complete then each Fi is weakly convex by the Hopf-Rinow
theorem, but the converse is not true (see [BGS] for a detailed study). A
vector X tangent to I × F1 · · · × Fn is lightlike if g(X,X) = 0 and X 6= 0,
timelike if g(X,X) < 0 and spacelike if g(X,X) > 0 or X = 0; the timelike
vector field ∂/∂τ fixes the canonical future orientation in I × F1 × · · · × Fn.
Given a point z ∈ I ×F1× · · ·×Fn, I+(z) [resp. J+(z)] denotes the chrono-
logical [resp. causal] future of z (set of points in I ×F1× · · ·×Fn which can
be joined by a future pointing timelike [resp. timelike or lightlike] piecewise
smooth curve starting at z); if z′ ∈ I+(z) [resp. z′ ∈ J+(z)] then the two
points z, z′ are chronologically [resp. causally] related.
Let γ : J → I×F1×· · ·×Fn, γ(t) = (τ(t), γ1(t), . . . , γn(t)) be a (smooth)
curve on the interval J . Computing directly from the geodesic equations as
in any warped product, it is straightforward to show that γ is a geodesic with
respect to g if and only if
d2τ
dt2
= −
n∑
i=1
ci
f 3i ◦ τ
· dfi
dτ
◦ τ (5)
D
dt
dγi
dt
= − 2
fi ◦ τ ·
d(fi ◦ τ)
dt
· dγi
dt
i = 1, . . . , n (6)
on J , where D/dt denotes the covariant derivate associated to each gi along
γi and ci is the constant (f
4
i ◦ τ) · gi(dγi/dt, dγi/dt). Note that if ci = 0
for all i = 1, . . . , n then d2τ/dt2 ≡ 0, that is, the base of our spacetime is
totally geodesic, as in any warped product. The equation (5) admits the first
integral
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dτ
dt
= ǫ
√√√√−D + n∑
i=1
ci
f 2i ◦ τ
(7)
where D = g(dγ/dt, dγ/dt) and ǫ ∈ {±1}. On the other hand, by equation
(6), each γi is a pregeodesic of (Fi, gi). In fact, when ci 6= 0 the reparametriza-
tion γi(r) = γi(ti(r)) where
dti
dr
=
1√
ci
f 2i ◦ τ ◦ ti (8)
(in a maximal domain) is a geodesic of (Fi, gi) being
1 = gi(
dγi
dr
,
dγi
dr
). (9)
.
Let t(τ) and ri(t) be the inverse functions (where they exist) of the ones
given by (7) and (8), respectively; then
d(ri ◦ t)
dτ
= ǫ · √ci · f−2i (−D +
n∑
j=1
cj
f 2j
)−1/2 (10)
on a certain domain. Assume now that all the fiber components γi of a
geodesic γ are minimizing pregeodesics and can be continuously reparametrized
by τ (projection of γ on I). Then, integrating (10) and taking into account
(5),(6) and (7) we can find a sufficient condition for the existence of a con-
necting geodesic. More precisely, we obtain,
Lemma 1 There exists a geodesic connecting z = (τ0, x1, . . . , xn) and z
′ =
(τ ′0, x
′
1, . . . , x
′
n) if there are constants c1, . . . , cn ≥ 0, c1 + · · ·+ cn = 1, D ∈ R
such that,
(i) Either
∑n
i=1
ci
f2
i
(τ0)
6= D or if this equality holds then d
dτ
∑n
i=1
ci
f2
i
(τ0) 6= 0
and
(ii) the equality ∫ τ ′
0
τ0
hǫi = li (11)
holds, where li = di(xi, x
′
i) and the function h
ǫ
i(≡ hǫi[c1, . . . , cn, D]) : (a⋆, b⋆) ⊆
I → R, has a domain which includes (τ0, τ ′0) or (τ ′0, τ0), being equal to the
right-hand side of (10).
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The case τ(t) ≡ τ0 (which, from (5), is equivalent to the fact that zeroes
of τ ′(t) are not isolated) can be easily studied because when both equalities in
formulae (i) of Lemma 1 hold then the γ′is are geodesics of speed
√
ci/f
2
i (τ0),
obtaining:
Lemma 2 There exists a geodesic joining z and z′ if τ0 = τ ′0 and there
exist c1, . . . , cn ≥ 0, c1 + · · · + cn = 1 such that: ddτ
∑n
i=1
ci
f2
i
(τ0) = 0 and
ci
f4
i
(τ0)
=
l2
i
f4
1
·l2
1
+···+f4n·l2n for all i.
Finally, the following consequence of previous formulae will be useful:
Proposition 1 If I × F1 × · · · × Fn is geodesically connected with the met-
ric −dτ 2 + ∑ni=1 f 2i gi and Fm+1, . . . , Fn are strongly convex for some m ∈
{1, . . . , n− 1}, then I ×F1 × · · · × Fm is geodesically connected with −dτ 2 +∑m
i=1 f
2
i gi.
Proof. Otherwise, there are two points (τ0, x1, . . . , xm), (τ
′
0, x
′
1, . . . , x
′
m), in
I×F1×· · ·×Fm which cannot be joined by any geodesic; nevertheless, choos-
ing any xm+1 ∈ Fm+1, . . . , xn ∈ Fn the points (τ0, x1, . . . , xm, xm+1, . . . xn),
and (τ ′0, x
′
1, . . . , x
′
m, xm+1, . . . xn) can be joined by a geodesic γ(t) = (τ(t), γ1(t), . . . γn(t))
in I×F1× . . .×Fn. From equality (8), γm+1, . . . γn are reparametrizations of
geodesics in Fm+1, . . . , Fn with equal initial and final points, so, all of them
are constant because of the strong convexity, which is absurd. ♦
Remark 1 It is possible to weaken the hypotheses on strong convexity
above. In fact, it is enough for each fiber Fi, i = m + 1, . . . , n to admit
a point xi such that no (non-constant) geodesic emanating from xi returns
to xi. Nevertheless, Proposition 1 does not hold if we replace strong convex-
ity by weak convexity: inner Schwarzschild spacetime will be a nice example
of this (see Theorem 6).
3 Connection by causal geodesics.
The following two sublemmas, even though quite obvious, are written now
in order to make more readable the technical Lemma 3.
Sublemma 1. Consider n constants cM1 , . . . , c
M
n > 0, c
M
1 + · · ·+ cMn = k
and fix i ∈ {1, . . . , n}. There exists arbitrarily small constants ǫ1, . . . , ǫi, . . . , ǫn >
9
0 such that c1 = c
M
1 + ǫ1, . . . , ci−1 = c
M
i−1 + ǫi−1, ci = c
M
i − ǫi, ci+1 = cMi+1 +
ǫi+1, . . . , cn = c
M
n + ǫn satisfy c1 + · · ·+ cn = kc1
cn
=
cM
1
cMn
, . . . , ci−1
cn
=
cM
i−1
cMn
, ci+1
cn
=
cM
i+1
cMn
, . . . , cn−1
cn
=
cMn−1
cMn
(12)
Proof. Choose ǫn = ǫ < k− cMn , ǫj =
cM
j
cMn
ǫ for j 6= i, n and ǫi = ∑j 6=i ǫj . ♦
Sublemma 2. If c1, . . . , cn, c1, . . . , cn > 0, c1+ · · ·+cn = 1 = c1+ · · ·+cn
and cn < cn, then there exists i0 ∈ {1, . . . , n− 1} such that
ci0 > ci0 (and, thus,
cn
ci0
< cn
ci0
)
cj
ci0
≤ cj
ci0
∀j 6= n (13)
Moreover, if there also exists j ∈ {1, . . . , n − 1} such that cj
cn
<
cj
cn
then
there exists j0 ∈ {1, . . . , n− 1} such that
cj0 < cj0,
cn
cj0
> cn
cj0
cj
cj0
≥ cj
cj0
(14)
Proof. For the first asertion, take i0 ∈ {1, . . . , n − 1} such that ci0ci0 is a
maximum, and for the last one take
cj0
cj0
minimum. ♦
The following result will be essential to reduce our problem.
Lemma 3 Let (τ0, τ
′
0) be an interval of R, and w1, . . . , wn n (smooth)
positive functions defined on (τ0, τ
′
0). Take constants c1, . . . , cn ≥ 0, c1 +
· · ·+ cn = k, 0 < k ≤ 1 and l1, . . . , ln ≥ 0, l1 + · · ·+ ln > 0. Let ν ≥ 0 be a
smooth function. If
√
c1
∫ τ ′
0
τ0
w1(c1w1 + · · ·+ cnwn + ν)−1/2 ≥ l1
...√
cn
∫ τ ′
0
τ0
wn(c1w1 + · · ·+ cnwn + ν)−1/2 ≥ ln
(15)
then there exists unique c′1, · · · , c′n ≥ 0, c′1 + · · ·+ c′n = k and D ≤ 0, which
vary continuously with k and ν (in the L∞[τ0, τ ′0] topology), such that
√
c′1
∫ τ ′
0
τ0
w1(c
′
1w1 + · · ·+ c′nwn + ν −D)−1/2 = l1
...√
c′n
∫ τ ′
0
τ0
wn(c
′
1w1 + · · ·+ c′nwn + ν −D)−1/2 = ln
(16)
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Proof. We will work by induction on the number n of functions. The case
n = 1 is obvious, and assume it is true for n − 1. Consider the compact set
S = {(c1, . . . , cn) ∈ Rn : c1, . . . , cn ≥ 0, c1 + · · ·+ cn = k, satisfying (15)}.
By hypothesis, S 6= ∅ and we can assume all the c′is are non null (otherwise,
some li is 0 and the result is trivial from the induction hypothesis). Let
(cM1 , . . . , c
M
n ) ∈ S be such that√
cMn
∫ τ ′
0
τ0
wn(c
M
1 w1 + · · ·+ cMn wn + ν)−1/2 (17)
is a maximum on S. Then the equality in (15) must hold for the n − 1 first
inequalities. In fact, if there exists i ∈ {1, . . . , n− 1} which does not satisfy
the equality, then we can choose c1, . . . , cn as in Sublemma 1. For ǫ1, . . . , ǫn
small enough, the i-th inequality (15) holds and dividing all the equations (12)
by
cj
cn
=
cM
j
cMn
it is clear that (15) remains true for j = 1, . . . , i−1, i+1, . . . , n−1.
Now, equations (12) not only shows that the last equation (15) holds, but
also clearly contradicts the maximality assumption on (17).
For each cn ∈ [0, cMn ] we can put k′ = k − cn, ν ′ = ν + cnwn and obtain
unique (c′1, . . . , c
′
n−1) ≡ (c1(cn), . . . , cn−1(cn)), D ≡ D(cn) depending contin-
uously on cn by using the induction hypothesis. If cn = c
M
n then D(c
M
n ) = 0,
c1(c
M
n ) = c
M
1 , . . . , cn−1(c
M
n ) = c
M
n−1, thus if we define Gn : [0, c
M
n ]→ R
Gn(cn) =
√
cn
∫ τ ′
0
τ0
wn(c1(cn)w1+· · ·+cn−1(cn)wn−1+cnwn+ν−D(cn))−1/2−ln
we have Gn(c
M
n ) ≥ 0. Clearly, Gn(0) ≤ 0 and if Gn vanishes at c′n ∈ [0, cMn ]
then the corresponding (c1(c
′
n), . . . , cn−1(c
′
n), c
′
n) and D(c
′
n) satisfy (16). As
Gn is continuous, by the induction hypothesis, and it varies continuously
with k and ν, it is necessary to prove just the uniquess of c′n, which will
be checked by showing that Gn is strictly increasing. Assume cn < cn and
put c1 ≡ c1(cn), . . . , cn−1 ≡ cn−1(cn). Let i0 ∈ {1, . . . , n − 1} be given by
Sublemma 2. As D(cn), D(cn) satisfy
li0 =∫ τ ′
0
τ0
wi0
(
c1
ci0
w1 + · · ·+ ci0−1ci0 wi0−1 + wi0 +
ci0+1
ci0
wi0+1 + · · ·+ cnci0wn +
ν
ci0
− D(cn)
ci0
)−1/2
=∫ τ ′
0
τ0
wi0
(
c1
ci0
w1 + · · ·+ ci0−1ci0 wi0−1 + wio +
ci0+1
ci0
wi0+1 + · · ·+ cnci0wn +
ν
ci0
− D(cn)
ci0
)−1/2
(18)
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thus, −D(cn)
ci0
> −D(cn)
ci0
. This inequality and (13) imply
− D(cn)
cn
> −D(cn)
cn
, (19)
thus if
cj
cn
≥ cj
cn
(20)
for all j, it is clear that Gn(cn) < Gn(cn). If (20) does not hold then taking
j0 ∈ {1, . . . , n − 1} as in the last assertion of Sublemma 2, and using an
inequality analogous to (19) for j0:
c1
cj0
w1 + · · ·+ cj0−1cj0 wj0−1 + wj0 +
cj0+1
cj0
wj0+1 + · · ·+ cncj0wn +
ν
cj0
− D(cn)
cj0
<
c1
cj0
w1 + · · ·+ cj0−1cj0 wj0−1 + wjo +
cj0+1
cj0
wj0+1 + · · ·+ cncj0wn +
ν
cj0
− D(cn)
cj0
.
(21)
But this is a contradiction with
lj0 =∫ τ ′
0
τ0
wj0
(
c1
cj0
w1 + · · ·+ cj0−1cj0 wj0−1 + wj0 +
cj0+1
cj0
wj0+1 + · · ·+ cncj0wn +
ν
cj0
− D(cn)
cj0
)−1/2
=∫ τ ′
0
τ0
wj0
(
c1
cj0
w1 + · · ·+ cj0−1cj0 wj0−1 + wjo +
cj0+1
cj0
wj0+1 + · · ·+ cncj0wn +
ν
cj0
− D(cn)
cj0
)−1/2
.
(22)
♦
Lemma 3 allows us to obtain the following result on multiwarped space-
times.
Theorem 2 Let (I×F1×· · ·×Fn, g) be a multiwarped spacetime with weakly
convex fibers, and consider any pair of distinct points (τ0, x1, . . . , xn), (τ
′
0, x
′
1, . . . , x
′
n) ∈
I × F1 × · · · × Fn, τ0 ≤ τ ′0.
(1) The following conditions are equivalent:
(i) There exists a timelike geodesic joining (τ0, x1, . . . , xn) and
(τ ′0, x
′
1, . . . , x
′
n).
(ii) There exists c1, . . . , cn ≥ 0, c1 + · · ·+ cn = 1 such that
√
ci
∫ τ ′
0
τ0
f−2i (
c1
f 21
+ · · ·+ cn
f 2n
)−1/2 ≥ li (23)
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for all i, where li = di(xi, x
′
i) and with equality in j-th equation if
and only if cj = 0.
(iii) (τ ′0, x
′
1, . . . , x
′
n) ∈ I+(τ0, x1, . . . , xn).
(2) The following conditions are also equivalent:
(i) There exists a timelike or lightlike geodesic joining (τ0, x1, . . . , xn)
and (τ ′0, x
′
1, . . . , x
′
n).
(ii) There exists c1, . . . , cn ≥ 0, c1 + · · · + cn = 1 such that in-
equalities (23) hold.
(iii) (τ ′0, x
′
1, . . . , x
′
n) ∈ J+(τ0, x1, . . . , xn).
Moreover, if the equality holds in all equations (23) then there is a lightlike
and no timelike geodesic joining the points.
Proof. Implications (i)⇒ (iii) are obvious; for the remainder use Lemma
3 and a reasoning as in [Sa97b, Theorems 3.7, 4.2]. ♦
4 Geodesic connectedness. Special case.
As a first claim, Lemma 1 can be extended to cases where τ ′(t) has isolated
zeroes (and, thus, τ can be used as a parameter around all points but these
zeroes). In fact, note that the zeroes of τ ′ are isolated if and only if last
inequality in Lemma 1(i) holds at each zero and, in this case, the zero is
a strict relative maximum or minimum. More precisely, fix c1, . . . , cn ≥ 0,
c1 + · · ·+ cn = 1, D ∈ R such that c1f2
1
(τ0)
+ · · ·+ cn
f2n(τ0)
≥ D and consider the
subsets
A+ = {τ ∈ (a, b) : τ0 ≤ τ,
n∑
i=1
ci
f 2i (τ)
= D} ∪ {b} (24)
A− = {τ ∈ (a, b) : τ0 ≥ τ,
n∑
i=1
ci
f 2i (τ)
= D} ∪ {a} (25)
Define a⋆ ≡ a⋆(c1, . . . , cn, D), b⋆ ≡ b⋆(c1, . . . , cn, D) by:
If
d
dτ
n∑
i=1
ci
f 2i
(τ0)

> 0
< 0
= 0
then b⋆ =

min(A+ − {τ0})
min(A+),
min(A+)
a⋆ =

max(A−)
max(A− − {τ0})
max(A−)
(26)
Lemma 1 also holds if we assume the following convention for (11).
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Convention 1 From now on integral (11) will be understood in the following
generalized sense: if
∫ b⋆
τ0
hǫ=1i ≥ li for some i, then the first member of (11)
denotes the usual integral; otherwise and if b⋆ 6= b, we can follow integrating,
by reversing the sense of integration and, if
∫ b⋆
τ0
hǫ=1i −
∫ a⋆
b⋆ h
ǫ=1
i ≥ li for some
i then the first member of (11) means
∫ b⋆
τ0
hǫ=1i −
∫ τ ′
0
b⋆ h
ǫ=1
i for all i. If this last
inequality does not hold for any i and a⋆ 6= a, the procedure must follow
reversing the sense of integration as many times as necessary in the obvious
way. Analogously, when ǫ = −1, condition (11) means either ∫ τ ′0τ0 hǫ=−1i (for
all i; in this case necessarily τ ′0 < τ0) or
∫ a⋆
τ0
hǫ=−1i −
∫ τ ′
0
a⋆
hǫ=−1i (for all i) or∫ a⋆
τ0
hǫ=−1i −
∫ b⋆
a⋆ h
ǫ=−1
i +
∫ τ ′
0
b⋆ h
ǫ=−1
i (for all i), etc.
Theorem 3 A spacetime (I × F1 × · · · × Fn, g) with weakly convex fibers
(F1, g1), . . . , (Fn, gn) satisfying∫ b
c f
−2
i (
1
f2
1
+ · · ·+ 1
f2n
+ 1)−1/2 =∞ ∫ ca f−2i ( 1f2
1
+ · · ·+ 1
f2n
+ 1)−1/2 =∞
(27)
for all i ∈ {1, . . . , n} and for c ∈ (a, b), is geodesically connected.
The hypothesis of Theorem 3 will be useful in the sense of the following
Lemma.
Lemma 4 Equalities (27) imply
∫ b
c f
−2
i (
c1
f2
1
+ · · ·+ cn
f2n
−D)−1/2 =∞ ∫ c′a f−2i ( c1f2
1
+ · · ·+ cn
f2n
−D)−1/2 =∞
(28)
for all i and for all c1, . . . , cn ≥ 0, c1+ · · ·+ cn = 1 and c, c′ ∈ I, D ∈ R such
that the denominators of the integrals do not vanish.
Proof of Lemma 4. Since
∫ b
c f
−2
i (
1
f2
1
+ · · · + 1
f2n
+ 1)−1/2 = ∞, then mul-
tiplying the integrand by the function ρ(τ) such that ρ(τ) · ( 1
f2
1
+ · · ·+ 1
f2n
−
D)1/2 = ( 1
f2
1
+ · · · + 1
f2n
+ 1)1/2 (which satisfies ρ(τ) ≥ δ0 > 0) we would
have that
∫ b
c f
−2
i (
1
f2
1
+ · · ·+ 1
f2n
−D)−1/2 =∞. As ( c1
f2
1
+ · · ·+ cn
f2n
−D)−1/2 ≥
c
−1/2
k · ( 1f2
1
+ · · ·+ 1
f2n
− D
ck
)−1/2 where ck is the maximum of the c′is, the result
follows obviously. ♦
In what follows cˆ = (c1, . . . , cn).
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Proof of Theorem 3. Let (τ0, x1, . . . , xn), (τ
′
0, x
′
1, . . . , x
′
n) ∈ I×F1×· · ·×Fn
and put li = di(xi, x
′
i). We can assume li > 0 for all i because, otherwise,
the problem would be reduced to the case of n − 1 fibers just by putting
γi ≡ constant for the corresponding i.
Put K+ = maxi{ 1f2
i
(τ0)
} and K− = −K+, and define the set △n = {cˆ ∈
(0, 1)n : c1+· · ·+cn = 1}. Fixed (cˆ, D) ∈ △n×R with D ≤ c1f2
1
(τ0)
+· · ·+ cn
f2n(τ0)
,
we consider the functions hǫi given in Lemma 1 and a⋆, b⋆ in (26). Then define
the functions s+i : △n×]0, K+]→ R, s+i (cˆ, K) = ti− τ0 where
∫ ti
τ0
hǫ=1i [cˆ, D] =
li and D =
c1
f2
1
(τ0)
+ · · ·+ cn
f2n(τ0)
−K, taking into account Convention 1 for each
i that is, if
∫ b⋆
τ0
hǫ=1i −
∫ ti
b⋆ h
ǫ=1
i = li then, actually, s
+
i (cˆ, K) = 2b⋆ − ti − τ0,
etc. (note that we can use Convention 1, since b⋆ 6= b and a⋆ 6= a because of
Lemma 4). We define s−i : △n×[K−, 0[→ R analogously but using hǫ=−1i [cˆ, D]
and opposite sense of integration, and being D = c1
f2
1
(τ0)
+ · · · + cn
f2n(τ0)
+ K,
that is, s−i (cˆ, K) = τ0 − ti where
∫ ti
τ0
hǫ=−1i = li (if
∫ a⋆
τ0
hǫ=−1i +
∫ a⋆
ti
hǫ=−1i = li
then s−i = τ0+ ti−2a⋆, etc.). From Lemma 6 each couple of functions s+i , s−i
glues together in a continuous function si on all △n × [K−, K+]; moreover,
also from Lemma 6 the functions µi = 1− sis1 i = 1, . . . , n are continuously
well defined on all △n × [K−, K+]. Recall that for the geodesic determined
by cˆ, D the value of K corresponds to sign(τ ′(t0)) · τ ′(t0)2 thus, our choice
of K+, K− implies that any geodesic characterized by (cˆ, K±) is causal.
Consider the homeomorphism Y : △n → (0, 1)n−1,
Y(cˆ) = ( c2
c1 + c2
, . . . ,
cn−1
c1 + · · ·+ cn−1 , cn) ≡ (y1, . . . , yn−1) ≡ yˆ (29)
and define µ¯i : (0, 1)
n−1× [K−, K+]→ R, µ¯i(yˆ, K) = µi(Y−1(yˆ), K) (in order
to simplify the notation, we also denote µ¯i(yˆ, K) by µi(yˆ, K) and, in general,
Y will be omitted if there is no possibility of confusion). Next, we will prove
the following essential step.
Lemma 5 The set of points (yˆ, K) ∈ (0, 1)n−1×[K−, K+] verifying µ2(yˆ, K) =
· · · = µn(yˆ, K) = 0 admits a connected component C such that
C ∩ {(0, 1)n−1 × {K+}} 6= ∅ and C ∩ {(0, 1)n−1 × {K−}} 6= ∅ (30)
Proof of Lemma 5. From Lemma 7, fixed δ > 0, there exists ǫ > 0 such
that µi(cˆ, K) < µj(cˆ, K) being ci ≤ ǫ, cj ≥ δ and K ∈ [K−, K+]. Now
15
apply Lemma 8, to obtain the corresponding functions µ˜i i = 1, . . . , n.
From Lemma 8(i), we have just to prove that the set of points (yˆ, K) ∈
[−1, 2]n−1 × [K−, K+] verifying µ˜2(yˆ, K) = · · · = µ˜n(yˆ, K) = 0 admits a
connected component Cˆ such that Cˆ ∩ {[−1, 2]n−1 × {K+}} 6= ∅ and Cˆ ∩
{[−1, 2]n−1 × {K−}} 6= ∅.
Now, define the function
F : [−1, 2]n−1 × [K−, K+] → Rn−1
(y1, . . . , yn−1, K) → (µ˜2, . . . , µ˜n)(y1, . . . , yn−1, K)
+(y1, . . . , yn−1)
and, for each K, let FK be the function obtained by fixing the last variable of
F equal to K. Let Fˆ be the affine map constructed in (iii) of Lemma 8 plus
the identity; clearly, at each point of its range we have deg(FK)= deg(Fˆ)
=1 (the map λ 7→ FK + λ(Fˆ − FK), λ ∈ [0, 1] is a homotopy from FK to Fˆ
which fixes the boundary). Thus, if the number of solutions to the equation
in yˆ
yˆ − F(yˆ, K) = 0 (31)
were finite for some value of K then the sum of their degrees would be equal
to 1 and, according to [LS, Theor. Fond.], the required connected component
of solutions to (31) would be found. This hypothesis of finiteness, in principle,
may not hold, even though it can be removed (see [FLN, Proposition 2.3] and
[N, Lemma 3.4]); anyway, the following simple reasoning skip this problem
in our case, and will be convenient later. For each m ∈ N big enough,
put K−m = K
− + 1/m and construct a perturbation Fm of F satisfying:
(i) FmK = FK for K ∈ [K−m, K+], (ii) FmK = Fˆ for K = K−, (iii) FmK is
an homotopy between Fˆ and FK−m for K ∈ [K−, K−m]. Now, there are just
a solution to equation (31) for Fm when K = K−, and, then, a connected
component Cˆm of solutions satisfying (30) is found. Taking Cm as a connected
component of Cˆm − ([−1, 2]n−1 × [K−, K−m)) satisfying the first inequation
in (30) then Cm is a set of solutions of the original equation (31) for the
non-perturbed F , and, by standard arguments (see [Wh, Ch.I Theor. 9.1]),
limsup{Cm} is the required connected component. ♦
From the construction of C, Lemma 2 and Lemma 6, every point of this
set represents a geodesic joining z and the line L[x′1, . . . , x
′
n].
As the timelike component of a geodesic depends on cˆ and τ ′(t0) contin-
uously, thus it depends on yˆ and K continuously too. Since C is connected,
we obtain that z = (τ0, x1, . . . , xn) can be connected with an interval J of
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L[x′1, . . . , x
′
n] by means of geodesics. Moreover, as C satisfies (30), the ex-
tremes of the interval J are one in J+(z) and one in J−(z). If z′ belongs to
interval J the proof is over, otherwise, z′ ∈ J+(z) ∪ J−(z) and Theorem 2
can be claimed. ♦
Lemma 6 For each i = 1, . . . , n, there is a (unique) continuous function
si : △n×[K−, K+]→ R whose restriction to△n×]0, K+] (resp. △n×[K−, 0[)
agrees s+i (resp. s
−
i ). Moreover, the functions µi = 1− sis1 i = 1, . . . , n (µ1 ≡
0) defined where makes sense admit continuous extensions to △n× [K−, K+]
which satisfy µi(cˆ, K) = 1−
√
c1·li·f2i (τ0)√
ci·l1·f21 (τ0)
when s1(cˆ, K) = 0.
Proof. Previously, consider each s±i as a function of (cˆ, D). In order to
prove the assertion on the si’s , we will check that every convergent sequence
{(cˆk, Dk)}
k∈N, (cˆ
k, Dk) → (cˆ∞, D∞), with cˆ∞ ∈ △n, satisfies s+i (cˆk, Dk) →
s+i (cˆ
∞, D∞) and s−i (cˆ
k, Dk)→ s−i (cˆ∞, D∞) where makes sense and, when s+i
and s−i are not defined on (cˆ
∞, D∞), limk→∞s
+
i (cˆ
k, Dk) = limk→∞s
−
i (cˆ
k, Dk).
Consider the corresponding ak⋆ ≡ ak⋆(cˆk, Dk), bk⋆ ≡ bk⋆(cˆk, Dk), a∞⋆ ,b∞⋆ de-
fined in (26); recall that [a∞⋆ , b
∞
⋆ ] ⊆ [limsup ak⋆, liminf bk⋆]. We can consider
the following cases:
(i) If d
dτ
∑n
i=1
c∞
i
f2
i
|a∞⋆ ,b∞⋆ 6= 0 then the sequence of intervals (ak⋆, bk⋆) converges
to (a∞⋆ , b
∞
⋆ ) and
∫ b∞⋆
a∞⋆
hǫ=1i [cˆ
∞, D∞] <∞. Moreover, {∑ni=1 ckif2
i
}
k∈N and its first
derivatives converge uniformly to
∑n
i=1
c∞
i
f2
i
and its first derivative on an open
interval containing [a∞⋆ , b
∞
⋆ ], then the functions h
ǫ
i [cˆ
k, Dk] converge almost
everywhere to hǫi[cˆ
∞, D∞] and are dominated by an integrable function on
[a∞⋆ , b
∞
⋆ ] which implies the required convergence.
(ii) If either b∞⋆ = b, a
∞
⋆ = a, or
d
dτ
∑n
i=1
c∞
i
f2
i
|a∞⋆ ,b∞⋆ = 0, a∞⋆ 6= b∞⋆ then we
can take τ∞+ ∈ (τ0, b∞⋆ ) (resp. τ∞− ∈ (a∞⋆ , τ0)) such that
∫ τ∞
+
τ0 h
ǫ=1
i [c
∞
1 , . . . , c
∞
n , D
∞] =
li (resp.
∫ τ∞
−
τ0 h
ǫ=−1
i [c
∞
1 , . . . , c
∞
n , D
∞] = li) because of the divergence of the in-
tegral towards b∞⋆ (resp. a
∞
⋆ ). Thus, by uniform convergence of {
∑n
i=1
ck
i
f2
i
}
k∈N
to
∑n
i=1
c∞i
f2
i
on compact sets we obtain the convergence of the corresponding
constants {τk±}k∈N to τ∞± and, thus, s±i (cˆk, Dk)→ s±i (cˆ∞, D∞).
(iii) The remainder of the cases, except when d
dτ
∑n
i=1
c∞
i
f2
i
|τ0= 0, τ0 =
a∞⋆ = b
∞
⋆ , are combinations of (i) and (ii).
(iv) Finally, when d
dτ
∑n
i=1
c∞
i
f2
i
|τ0= 0, τ0 = a∞⋆ = b∞⋆ , then s+i (cˆk, Dk)→ 0,
s−i (cˆ
k, Dk) → 0 (necessarily, the corresponding K for (cˆ∞, D∞) is 0 and for
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(cˆk, Dk) different to 0). In fact, reasoning with s+i , the uniform convergence
of {∑ni=1 ckif2
i
}
k∈N to
∑n
i=1
c∞
i
f2
i
on compact sets implies that fixed C0 > 0 and
ǫ0 > 0 there exist η > 0 and k ∈ N small enough and big enough respectively,
such that
∫ τ0+ǫ0
τ0+η
hǫ=1i [cˆ
k, Dk] > C0. Thus
∫ τ0+ǫ0
τ0
hǫ=1i [cˆ
k, Dk] → ∞ and, thus,
s+i (cˆ
k, Dk)→ 0.
For the assertion on µi define h
0,ǫ
i [cˆ, D] = ǫ·√ci·f−2i (τ0)(−D+
∑n
i=1
ci
f2
i
(τ)
)−1/2
and consider a sequence {(cˆk, Dk)}
k∈N, (cˆ
k, Dk)→ (cˆ∞, D∞), with s1(cˆk, Dk) 6=
0 and limk→∞s1(cˆk, Dk) = 0. To simplify, assume ǫ = 1 and put hki ≡
hǫ=1i [cˆ
k, Dk], ski ≡ si(cˆk, Dk), h0,ki ≡ h0,ǫ=1i [cˆk, Dk], s0,ki ≡ s0i (cˆk, Dk), where
the functions s0i are defined as si but using h
0,ǫ
i . The inequalities
mk
Mk
≤ li∫ τ0+ski
τ0
hki (τ) · Mkf−2
i
(τ)
dτ
≤ li∫ τ0+ski
τ0
h0,ki (τ)dτ
≤ li∫ τ0+ski
τ0
hki (τ) · mkf−2
i
(τ)
dτ
≤ M
k
mk
(32)
where mk and Mk are, respectively, the minimum and maximum of f−2i |
[τ0, τ0+ s
k
i ], imply limk→∞
ski
s0,k
i
= 1 (recall limk→∞ski = 0). Thus limk→∞
ski
sk
1
=
limk→∞
s0,k
i
s0,k
1
=
√
c1·li·f2i (τ0)√
ci·l1·f21 (τ0)
, as required. ♦
Remark 2 Clearly, reasoning as above, if i 6= j then sj can be extended
continuously to (c1, . . . , ci = 0, . . . , cj 6= 0, . . . , cn).
Lemma 7 Fix K ∈ [K−, K+]. For each δ > 0, there exists ǫ > 0 such that
if ci ≤ ǫ and cj ≥ δ for some i, j then µi(cˆ, K) < µj(cˆ, K).
Proof. Otherwise, we would find a sequence {cˆm}, cˆm = (cm1 , . . . , cmi , . . . , cmj ≥
δ, . . . , cmn ) with c
m
i → 0, cm1 + · · ·+ cmn = 1 such that
µi(cˆ
m, K) ≥ µj(cˆm, K), or equivalently si(cˆm, K) ≤ sj(cˆm, K). (33)
Thus, if cˆ∞ = (c∞1 , . . . , c
∞
i = 0, . . . , c
∞
j ≥ δ, . . . , c∞n ) is the limit, up to a
subsequence, of {cˆm} then, from Remark 2, sj(cˆm, K)→ sj(cˆ∞, K) ∈ R and
we consider the following cases, which corresponds to those in the proof of
Lemma 6:
(i) If d
dτ
∑n
k=1
c∞
k
f2
k
|a∞⋆ ,b∞⋆ 6= 0 then si(cˆm, K) → ∞ > sj(cˆ∞, K), which
contradicts (33).
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(ii) If either a∞⋆ = a, b
∞
⋆ = b, or
d
dτ
∑n
k=1
c∞
k
f2
k
|a∞⋆ ,b∞⋆ = 0, a∞⋆ 6= b∞⋆ ,
then fixed τ∞+ , τ0 < τ
∞
+ < b
∞
⋆ (resp. τ
∞
− , a
∞
⋆ < τ
∞
− < τ0) and taking
the ǫ, D associated to each (cˆ, K), by using the uniform convergence in
[τ0, τ
∞
+ +
b∞⋆ −τ∞+
2
] (resp. [τ∞− − τ
∞
−
−a∞⋆
2
, τ0]) of {hǫ=1i [cˆk, Dk]}k∈N to hǫ=1i [cˆ∞, Dˆ∞]
(resp. {hǫ=−1i [cˆk, Dk]}k∈N to hǫ=−1i [cˆ∞, Dˆ∞]), we have that for cki small
enough it satisfies
∫ τ∞
+
τ0 h
ǫ=1
i [cˆ
k, Dk] < li (resp.
∫ τ∞
−
τ0 h
ǫ=−1
i [cˆ
k, Dk] < li). So,
limk→∞s+i (cˆ
k, K) ≥ b∞⋆ − τ0 (resp. limk→∞s−i (cˆk, K) ≥ τ0 − a∞⋆ ) and thus
(33) imply
∫ b∞⋆
τ0
hǫ=1j [cˆ
∞, D∞] ≤ lj (resp. ∫ a∞⋆τ0 hǫ=−1j [cˆ∞, D∞] ≤ lj), which con-
tradicts either (28) if b∞⋆ = b (resp. a
∞
⋆ = a) or
d
dt
∑n
i=1
ci
f2
i
|b∞⋆ = 0 if b∞⋆ 6= b
(resp. d
dt
∑n
i=1
ci
f2
i
|a∞⋆ = 0 if a∞⋆ 6= a).
(iii) The reasoning for the remainder of the cases, except when d
dτ
∑n
k=1
c∞
k
f2
k
|τ0=
0, τ0 = a
∞
⋆ = b
∞
⋆ are similar to (ii).
(iv) Finally, when d
dτ
∑n
k=1
c∞
k
f2
k
|τ0= 0, τ0 = a∞⋆ = b∞⋆ (and, thus, K =
0) then, reasoning exactly as in Lemma 6 (formula (32)), µi(cˆ
m, 0) − 1 +√
cm
1
·li·f2i (τ0)√
cm
i
·l1·f21 (τ0)
→ 0 and µj(cˆm, 0)− 1 +
√
cm
1
·lj ·f2j (τ0)√
cm
j
·l1·f21 (τ0)
→ 0 which contradicts (33)
because c∞i = 0 and c
∞
j ≥ δ. ♦
Lemma 8 Consider n continuous functions µ1, . . . , µn : (0, 1)
n−1×[K−, K+]→
R such that µ1 ≡ 0 and for each δ > 0 there exists ǫ > 0 satisfying
µi(cˆ, K) < µj(cˆ, K) whenever ci ≤ ǫ, cj ≥ δ.
Then there exists another n continuous functions µ˜1, . . . , µ˜n : [−1, 2]n−1×
[K−, K+]→ R, µ˜1 ≡ 0 and constants m2, . . . , mn, m¯2, . . . , m¯n such that:
(i) If µ˜2(yˆ, K) = · · · = µ˜n(yˆ, K) = 0 then yˆ ∈ (0, 1)n−1 and µ2(yˆ, K) =
· · · = µn(yˆ, K) = 0.
(ii) µ˜i(yˆ, K) ≡ mi for yi−1 = −1, µ˜i(yˆ, K) ≡ m¯i for yi−1 = 2 where
mi < 0 < m¯i for i = 2, . . . , n.
(iii) There is an affine function on Rn−1 which coincide with each µ˜i i =
1, . . . , n on ∂[−1, 2]n−1 × {K} (∂ denotes boundary).
Proof. From the hypothesis, there exists 0 < ǫn−1 < 1/2 small enough such
that
µn(yˆ, K) < µn−1(yˆ, K) if yn−1(= cn) = ǫn−1 and µn−1(yˆ, K) = · · · = µ1(yˆ, K)(= 0)
µn(yˆ, K) > µn−1(yˆ, K) if yn−1 = 1−ǫn−1 and µn−1(yˆ, K) = · · · = µ1(yˆ, K)(= 0)
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Moreover, fixed t ∈ {1, . . . , n− 2} and constants ǫt+1, . . . , ǫn−1 ∈ (0, 1/2),
there exists ǫt ∈ (0, 1/2) such that
µt+1(yˆ, K) < µt(yˆ, K) if yt =
ct+1
c1+···+ct+1 = ǫt, (yt+1, . . . , yn−1) ∈
∏n−1
j=t+1[ǫj , 1− ǫj ]
and µt(yˆ, K) = · · · = µ1(yˆ, K)(= 0)
(34)
µt+1(yˆ, K) > µt(yˆ, K) if yt =
ct+1
c1+···+ct+1 = 1− ǫt, (yt+1, . . . , yn−1) ∈
∏n−1
j=t+1[ǫj , 1− ǫj]
and µt(yˆ, K) = · · · = µ1(yˆ, K)(= 0)
This allows us to obtain, by induction, an ǫ⋆ > 0 such that the restriction
of the functions µ1, . . . , µn to [ǫ
⋆, 1− ǫ⋆]n−1 × [K−, K+] satisfy:
µi(yˆ, K) < µi−1(yˆ, K) if yi−1 = ǫ⋆ and µi−1(yˆ, K) = · · · = µ1(yˆ, K)
µi(yˆ, K) > µi−1(yˆ, K) if yi−1 = 1− ǫ⋆ and µi−1(yˆ, K) = · · · = µ1(yˆ, K)
(35)
Extend continuously these functions to [0, 1]n−1 × [K−, K+] by the fol-
lowing procedure of n− 1 steps. The (i− 1)− th step, i = 2, . . . , n is carried
out as follows.
(A) Consider the functions µ1, . . . , µi−1, µi+1, . . . , µn and extend them
trivially in the variable yi−1 (that is, independently of this variable) until
yi−1 = 0 and until yi−1 = 1.
(B) Consider the function µi and extend it linearly (in the variable yi−1)
until yi−1 = 0 such that µi ≡ vi < 0 (vi arbitrary) for yi−1 = 0. Analogously,
extend the function µi linearly (in the variable yi−1) until yi−1 = 1 in such a
way that µi ≡ v¯i > 0 for yi−1 = 1.
Finally, to obtain (iii) too, extend continuously these functions to [−1, 2]n−1×
[K−, K+] by the following process. First extend the function µ1 as 0 in all
the variables (thus m1 = 0). Then consider the function µi for i = 2, . . . , n
and extend it linearly in the variable yi−1 until yi−1 = −1 and until yi−1 = 2
respectively such that µi ≡ 2vi − v¯i for yi−1 = −1 and µi ≡ 2v¯i − vi for
yi−1 = 2 (thus mi = 2vi − v¯i, m¯i = 2v¯i − vi). At last, extend the func-
tion µi linearly in the variables yj for all j 6= i − 1 in such a way that
µi(yˆ, K) = mi +
m¯i−mi
3
(yi−1 + 1) for yj ∈ {−1, 2}. ♦
5 Proof of Theorem 1
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Theorem 4 A spacetime (I × F1 × · · · × Fn, g) with weakly convex fibers
(F1, g1), · · · , (Fn, gn) and such that
∫ b
c f
−2
i (
1
f2
1
+ · · ·+ 1
f2n
)−1/2 =∞ ∫ ca f−2i ( 1f2
1
+ · · ·+ 1
f2n
)−1/2 =∞ (36)
for all i and for c ∈ (a, b) is geodesically connected.
As equalities (36) are weaker than (27) now the analogous to Lemma 4
is weaker too.
Lemma 9 Property (36) imply (28) for D ≥ 0 and for all c1, . . . , cn ≥ 0,
c1+ · · ·+ cn = 1 where it makes sense. Moreover, if one of the integrals (28)
is finite for one D < 0 then it is finite for all D < 0 and, at any case, the
values of the integrals (in ]0,+∞]) depends continuously of cˆ, D.
The main difference between the proof of Theorem 4 and Theorem 3 is
that, now, Lemma 4 does not hold for D < 0 and, thus perhaps b⋆ = b
but
∫ b⋆
τ0
hǫ=1i < li for all i. In this case Convention 1 was not appliable
because, otherwise, the corresponding function τ(ti(r)) defined from (7) and
(8) touches an extreme of I = (a, b) before reaching z′ and, thus, it does
not correspond with the projection of a (true) geodesic in (a, b)× F1× · · · ×
Fn joining z and z
′. Nevertheless, we will admit this possibility in order
to extend the arguments on continuity in Theorem 3, and τ(ti(r)) will be
regarded as the projection of a fake geodesic in [a, b]× F1 × · · · × Fn. Then,
an additional effort will be necessary to ensure that, among the obtained
generalized geodesics, enough true geodesics are yielded. Even more, we will
have to admit fake geodesics even when an extreme of I is infinite so, an
auxiliar diffeomorphism will be used to normalize.
Proof of Theorem 4. Fix a diffeomorphism ϕ : (a, b) → (−1, 1) ϕ′ > 0
and redefine the functions s±i by composing all the values in I with ϕ and
making use of Convention 1 for each i, even if a⋆ = a or b⋆ = b, that is:
s+i (cˆ, K) is equal to ϕ(ti)− ϕ(τ0), 2ϕ(b⋆)− ϕ(ti)− ϕ(τ0), etc. depending on
the different cases of the integral of h+i (analogously with s
−
i ). The continuity
of these functions s±i (thus, the conclusion on µi) can be proven as in Lemma
6, but taking into account that now, in the case (ii) when b∞⋆ = b perhaps∫ b∞⋆
τ0
hǫ=1i [cˆ
∞, D∞] < ∞ and, so, the continuity assertion in Lemma 9 must
be used. On the other hand, the boundary conditions in Lemma 7 must be
regarded as follows. Put K¯+ = mini{ 1f2
i
(τ0)
}, K¯− = −K¯+; note that when
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K ∈ [K¯−, K¯+] necessarily D ≥ 0 and, in this particular case, Lemma 9 can
be claimed. So, Lemma 7 still holds if [K−, K+] is replaced by [K¯−, K¯+].
This modification makes necessary the following longer version of Lemma 5
in the proof of Theorem 3.
Lemma 10 The set of points (yˆ, K) ∈ (0, 1)n−1×[K−, K+] verifying µ2(yˆ, K) =
· · · = µn(yˆ, K) = 0 admits a connected component C verifying one of the fol-
lowing possibilities:
(i) C ∩ {(0, 1)n−1 × {K+}} 6= ∅, C ∩ {(0, 1)n−1 × {K−}} 6= ∅.
(ii) C ∩ {(0, 1)n−1 × {K+}} 6= ∅, C ∩ {∂[0, 1]n−1 × [K−, K¯−]} 6= ∅.
(iii) C ∩ {∂[0, 1]n−1 × [K¯+, K+]} 6= ∅, C ∩ {(0, 1)n−1 × {K−}} 6= ∅.
(iv) C ∩ {∂[0, 1]n−1 × [K¯+, K+]} 6= ∅, C ∩ {∂[0, 1]n−1 × [K−, K¯−]} 6= ∅.
Proof of Lemma 10. By an analogous reasoning to Lemma 8 and for ǫ∗
small enough the restriction of the functions µ1, . . . , µn to [ǫ
∗, 1 − ǫ∗]n−1 ×
[K¯−, K¯+] satisfy:
µi(yˆ, K) < µi−1(yˆ, K) if yi−1 = ǫ∗ and µi−1(yˆ, K) = · · · = µ1(yˆ, K)(= 0)
µi(yˆ, K) > µi−1(yˆ, K) if yi−1 = 1− ǫ∗ and µi−1(yˆ, K) = · · · = µ1(yˆ, K)(= 0)
(37)
for i = 2, . . . , n. Now, consider a homeomorphism h : [ǫ∗, 1 − ǫ∗]n−1 ×
[K−, K+]→ [ǫ∗, 1−ǫ∗]n−1×[−1, 1] such that h(∂[ǫ∗, 1−ǫ∗]n−1×[K¯−, K¯+]) =
∂[ǫ∗, 1 − ǫ∗]n−1 × [−1, 1], h(∂[ǫ∗, 1 − ǫ∗]n−1 × [K¯+, K+] ∪ [ǫ∗, 1 − ǫ∗]n−1 ×
{K+}) = [ǫ∗, 1−ǫ∗]n−1×{1}, h(∂[ǫ∗, 1−ǫ∗]n−1× [K−, K¯−]∪ [ǫ∗, 1−ǫ∗]n−1×
{K−}) = [ǫ∗, 1− ǫ∗]n−1×{−1}, clearly, functions µi ◦ h−1 satisfy (37) but in
[ǫ∗, 1− ǫ∗]n−1 × [−1, 1]. Following the reasoning in Lemma 8, from the func-
tions µi ◦ h−1 we obtain functions ˜µi ◦ h−1 where the arguments of degree
of solutions can be applied as in Lemma 5. By applying standard argu-
ments ([Wh, Ch.I Theor. 9.1]) to the corresponding connected components
obtained from {ǫ∗n}n∈N, ǫ∗n → 0, we obtain a connected component which
composed with h−1 clearly satisfies one of the conditions (i)-(iv) of Lemma
10. ♦
Now, each point of C represents either (i) a true geodesic reaching the
line L[x′1, . . . , x
′
n] or (ii) a fake geodesic in [a, b]× F1 × · · · × Fn that touches
τ = b or τ = a before reaching the line L[x′1, . . . , x
′
n]. Recall that such a fake
geodesic γ(t) = (τ(t), γ1(t), . . . , γn(t)) can touch either an extreme or both
extremes of [a, b]. Then, γ will be said a fake geodesic at b (resp. a) if b (resp.
a) is the first extreme touched. In this case, if t0 is the first point such that
τ(t0) = b (resp. a) γ(t0) will be called the escape point of the fake geodesic.
22
The timelike component τ(t) of a (true or fake) geodesic depends on yˆ
and K continuously. Since C is connected, if we suppose that every point of
C represents a true geodesic then the subset J of the line L[x′1, . . . , x′n] which
can be reached by true geodesics in C is an interval. Moreover, the subset J
is also an interval even if there exists some fake geodesic by Lemma 11.
Now, we consider two cases:
(i) If C satisfies (i) in Lemma 10, then by the choice of K+,K− either
τ ′0 ∈ J and the proof is over or z′ ∈ J+(z)∪J−(z) and, in this case, Theorem
2 can be claimed.
(ii) If C belongs to the case (ii) (resp. (iii);(iv)) then J = [a′, b′] with
possibly a′ = a or b′ = b (and in this case [a′, b′] must be assumed open in
the corresponding extreme). Moreover, we have that a′ = a (resp. b′ = b;
a′ = a,b′ = b). In fact, let (c∞, D∞) be a point in C ∩ (∂[0, 1]n−1×]K−, K+[)
and {(ck, Dk)}
k∈N a sequence in C convergent to this point. Recall that as
the sequence lies in C the conclusion of Lemma 7 cannot hold. This implies
that the sequence must satisfy (ii) of this Lemma with a∞⋆ = a, b
∞
⋆ = b.
If
∫ a
τ0
(c∞i )
−1/2 · hǫ=−1i [cˆ∞, D∞] < ∞ (resp.
∫ b
τ0
(c∞i )
−1/2 · hǫ=1i [cˆ∞, D∞] < ∞;
both inequalities hold) for some i such that c∞i = 0 then for k big enough
each (cˆk, Dk) corresponds with a fake geodesic and Lemma 11 can be claimed
(recall that hǫi contains a factor (c
∞
i )
1/2 which maybe 0; so, we have multiplied
by (c∞i )
−1/2 to remove this factor). Otherwise, the result can be obviously
obtained. Thus, either τ ′0 ∈ J and the proof is over or, from the choice of
K+, K−, we have z′ ∈ J+(z) ∪ J−(z) and Theorem 2 can be claimed. ♦
Lemma 11 If there exists some point p ∈ C which represents a fake geodesic
at b (resp. a) then the set of points J of L[x′1, . . . , x
′
n] reached by true geodesics
is an interval closed in (a, b) with an extreme equal to b (resp. a).
Proof. First note that forK = 0 necessarilyD > 0, thus Lemma 9 is appliable
and all these points in C represents true geodesics and so J 6= ∅. If J were not
such an interval, then there would exist τ ′′0 ∈ (a, b)−J such that τ ′′0 − δ1 ∈ J ,
δ1 > 0. Define the function which maps every point (cˆ, K) ∈ C into either the
escape point of γ(cˆ, K) if it is a fake geodesic or the point where L[x′1, . . . , x
′
n]
is reached by γ otherwise. The restriction of this function to the set of all the
true geodesics of C is continuous because of Lemma 6 and so is its restriction
to the (closed) set of all the fake geodesics in C, because of Lemma 9. If
(c∞, D∞) represents a fake geodesic in C and {(cˆk, Dk)} a sequence of true
geodesics in C convergent to it, necessarily D∞ < 0 and, from Lemma 9,
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∫ b
τ0
hki →
∫ b
τ0
h∞i ≤ li for all i. As li =
∫ tk
i
τ0
hki ≤
∫ b
τ0
hki for some t
k
i < b,
necessarily {tki } → b for all i and the continuity is obtained. Thus the image
of the defined function on C is a connected subset of [a, b]×F1×· · ·×Fn. But
this is a contradiction because [a, τ ′′0 [×F1×· · ·×Fn and ]τ ′′0 , b]×F1×· · ·×Fn
contain points of the image. Moreover, from the continuity of the previous
function and the compactness of C, J is closed in (a, b). ♦
Finally, Theorem 1 is a consequence of Theorem 4 and the proposition
below the following lemma.
Lemma 12 (1) Let φk, φ be positive functions on the interval [d, b[ with
{φk} → φ uniformly on compact subsets. If
limsup
∫ b
d
φk ≤
∫ b
d
φ ∈]0,∞] (38)
then lim
∫ b
d φ
k exists and is equal to
∫ b
d φ.
(2) If cˆk, cˆ∞ ∈ △n = {(c1, . . . , cn) ∈ [0, 1] : ∑i ci = 1} and {cˆk} → cˆ∞
then lim
∫ b
d f
−2
i (
ck
1
f2
1
+ · · ·+ ckn
f2n
)−1/2 =
∫ b
d f
−2
i (
c∞
1
f2
1
+ · · ·+ c∞n
f2n
)−1/2.
Proof. (1) In the finite case note that for η small
∫ b
d φ − η =
∫ b−δ
d φ =
lim
∫ b−δ
d φ
k ≤ liminf ∫ bd φk for some δ > 0. The infinite case is analogous.
(2) It is sufficient to check that inequality (38) holds. For any λ ∈]0, 1[
put d∞i = λ
2c∞i and take k0 such that if k ≥ k0 then cki ≥ d∞i for all i. Then∫ b
d
f−2i (
ck1
f 21
+· · ·+ c
k
n
f 2n
)−1/2 ≤
∫ b
d
f−2i (
d∞1
f 21
+· · ·+d
∞
n
f 2n
)−1/2 =
1
λ
·
∫ b
d
f−2i (
c∞1
f 21
+· · ·+c
∞
n
f 2n
)−1/2.
Thus, the result follow making λ→ 1. ♦
Proposition 2 Any point of the spacetime can be joined with any line by
means of both, a future directed and a past directed causal curve if and only
if equalities (36) hold.
Proof. Consider the point (τ, x1, . . . , xn) and the line L[x
′
1, . . . , x
′
n] with
x′i 6= xi for all i. By hypothesis, there exists τ ′ > τ such that (τ ′, x′1, . . . , x′n) ∈
J+(τ, x1, . . . , xn). By Theorem 2 we can find c1, . . . , cn ≥ 0, c1+ · · ·+ cn = 1
such that
√
ci
∫ τ ′
τ
f−2i (
c1
f 21
+ · · ·+ cn
f 2n
)−1/2 ≥ li
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for all i.
Repeating the procedure, making τk = b − 1/k, we obtain τ ′(τk) → b,
τk < τ ′(τk) and constants (ck1(τ), . . . , c
k
n(τ)) → (c∞1 , . . . , c∞n ) ∈ △n (up to a
subsequence). Now if
√
c∞i
∫ b
c
f−2i (
c∞1
f 21
+ · · ·+ c
∞
n
f 2n
)−1/2 = L <∞ (39)
then for some δ > 0
√
c∞i
∫ b
b−δ
f−2i (
c∞1
f 21
+ · · ·+ c
∞
n
f 2n
)−1/2 = li. (40)
Thus, taking k > 1/δ, Lemma 12 (2) with d = b− δ and formulae (39), (40)
yield a contradiction. ♦
6 A more general version and applications.
Analizing the proof of the Theorem in previous section, we note that the
behaviour of the functions
f cˆ(τ) =
n∑
i=1
ci
f 2i (τ)
(41)
at the extremes of the interval I, is the essential point for the geodesic con-
nectedness. In this sense, we give the following:
Definition 1 Let f : (a, b)→ R be a smooth function and letmb = liminfτ→bf(τ)
(resp. ma = liminfτ→af(τ)). The extreme b (resp. a) is a (strict) relative
minimum of f if there exists ǫ > 0 such that if 0 < δ1 < ǫ, then f(b−δ1) > mb
(resp. f(a+ δ1) > ma).
Now, we are ready to display the hipothesis which will allow to obtain
geodesic connectedness.
Condition (*). For every c1, . . . , cn ≥ 0, c1 + · · ·+ cn = 1 such that the
function f cˆ in (41) reaches in b (resp. in a) a relative minimum it verifies∫ b
c f
−2
i (
c1
f2
1
+ · · ·+ cn
f2n
−mb)−1/2 =∞ (resp. ∫ ca f−2i ( c1f2
1
+ · · ·+ cn
f2n
−ma)−1/2 =∞)
for all i and for some c ∈ (a, b).
[Recall that if one of the previous integrals is finite for one D < ma (resp.
D < mb) then it is finite for all D < ma (resp. D < mb) and, at any case,
the values of the integrals (in ]0,+∞]) depends continuously on cˆ, D].
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In fact, Condition (*) makes sure that for every c1, . . . , cn ≥ 0, c1 + · · ·+
cn = 1, the integral of h
ǫ
i [cˆ, D] around every relative minimum (ordinary or
in the sense of Definition 1 ) is arbitrarily big when D is close to the value
of this minimum, which will be sufficient as we will check.
The main differences between the proofs for this new case and Theorem
4 are the following.
Clearly, Condition (*) can replace Lemma 9 (or Lemma 4) in the proof
of Lemma 6 and Remark 2, but the modifications for Lemmas 7, 8 are not
so simple, and the following construction will be needed. Replace the set
{(cˆ, K) : cˆ ∈ △n, K ∈ [K¯−, K¯+]} by the set GN,η = {(cˆ, K) : cˆ ∈ △n, K ∈
[KN(cˆ)− η,KN(cˆ) + η]}, N ∈ N, η > 0 where KN (cˆ) = sign(mr(cˆ)−ml(cˆ)) ·
(f cˆ(τ0)−DN(cˆ)) beingDN(cˆ) = N ·e(cˆ)·|ml(cˆ)−mr(cˆ)|·(m(cˆ)−f cˆ(τ0))+f cˆ(τ0)
with e : △n → R,
e(cˆ) =
{
1 if | ml(cˆ)−mr(cˆ) |< 1/N
1
N ·|ml(cˆ)−mr(cˆ)| if | ml(cˆ)−mr(cˆ) |≥ 1/N
, (42)
ml(cˆ) the minimum value of f
cˆ to the left of τ0, mr(cˆ) the minimum value of
f cˆ to the right of τ0, m(cˆ) = min{ml(cˆ), mr(cˆ)}. N , η will be chosen large
enough and small enough, respectively, in order to obtain, by induction,
ǫ⋆ > 0 such that the relations analogous to (35) holds (the inequalities of
these relations are now written as µi(cˆ, KN(cˆ) + η
′) < µj(cˆ, KN(cˆ) + η′)).
In fact, N and η can be taken as the maximum and the minimum, re-
spectively, of the n − 1 ones obtained as follows in each step of the ana-
log to the inductive proceadure of Lemma 8. In the (n − t)-th step, given
the relations analogous to (34), η and N are such that whenever cˆ ∈ △n,
(yt+1, . . . , yn−1) ∈ ∏n−1j=t+1[ǫj , 1−ǫj ], N ′ > N , η′ ∈ [−η, η] satisfy either a⋆ = a
or b⋆ = b then
∫
τ0
hǫj[cˆ, KN ′(cˆ) + η
′] > lj for some j ≤ t+ 1, where the upper
limit of the integral is b⋆ if ǫ(= sign(KN ′(cˆ) + η
′)) = 1 and a⋆ if ǫ = −1.
Then, a suitable version of Lemma 10 is obtained, say: the set of points
(yˆ, K) ∈ (0, 1)n−1×[K−, K+] verifying µ2(yˆ, K) = · · · = µn(yˆ, K) = 0 admits
a connected component C verifying one of the possibilities in Lemma 10 but
replacing {∂[0, 1]n−1 × [K−, K¯−]} and {∂[0, 1]n−1 × [K¯+, K+]} by {(cˆ, K) :
cˆ ∈ ∂[0, 1]n−1, K ∈ [K−, KN(cˆ) − η]} and {(cˆ, K) : cˆ ∈ ∂[0, 1]n−1, K ∈
[KN(cˆ) + η,K
+]} respectively. From here the proof goes on as before taking
into account that Condition (*) is used instead of Lemma 9 in the proof of
Lemma 11 and the following subtlety. For the proof of, say, a′ = a we knew
that ǫ = −1 because the value K∞ of K corresponding to (cˆ∞, D∞) was
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negative. Now, it is possible for K∞ to be positive, 0 < K∞ < KN(cˆ∞) but,
in this case the definition of KN implies b
∞
⋆ < b.
Thus, we obtain:
Theorem 5 A multiwarped spacetime (I×F1×· · ·×Fn, g) with weakly con-
vex fibers (F1, g1), . . . , (Fn, gn) verifying Condition (*) above is geodesically
connected.
Next, we will apply this result to some well-known spacetimes. First,
note that the (geodesically connected) strip of Lorentz-Minkowski spacetime
L
n+1 commented in the Introduction satisfies Condition (*), of course. Less
trivially, consider the metric on (r−, r+)× R× S2
−
(
1− 2m
r
+
e2
r2
)
ds2 +
(
1− 2m
r
+
e2
r2
)−1
dr2 + r2(dθ2 + sin2 θdφ2)
where e,m are constant (m positive), e2 < m2, r ∈ (r−, r+), r− = m −
(m2 − e2)1/2, r+ = m + (m2 − e2)1/2, s ∈ R and θ, φ are usual coordinates
on S2 (note that the new variable τ ∈ (0, τ+) obtained integrating
dτ =
(
−1 + 2m
r
− e
2
r2
)−1/2
dr
yields the interval I and the warping functions of our definition of mul-
tiwarped spacetime; on the other hand, the fibers are, of course, weakly
convex).
When e 6= 0 this metric is the intermediate zone of usual Reissner-
Nordstrm spacetime and, in this case, 1
f2
1
(τ)
diverges on the extremes of the
interval and 1
f2
2
(τ)
has relative minima which satisfy Condition (*). Therefore,
Condition (*) always hold and it is geodesically connected.
When e = 0 this metric represents the inner piece of Schwarzschild space-
time, and functions f1(τ), f2(τ) behaves at 0 as τ
−1/3, τ 2/3 and at τ+ as τ+−τ ,
(τ+− (τ+− τ)2)2, thus Condition (*) does not hold for f1 at 0. Nevertheless,
its geodesic connectedness is a consequence of the special characteristics of
its fiber F2. To simplify things, the following result will be stated just for
n = 2 fibers, so c1 ≡ c, c2 ≡ 1− c.
Lemma 13 Let (I × F1 × F2, g) be a multiwarped spacetime with weakly
convex fibers (F1, g1), (F2, g2) and assume Condition (*) holds for all c ∈ [0, 1]
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but when c = 1, i = 1. Then (I × F1 × F2, g) is geodesically connected if the
second fiber satisfies the following condition: for all x2, x
′
2 ∈ F2 there exist
a sequence of geodesics of the fiber {γm2 }m∈N joining them with diverging
lenghts Lm (this condition happens if each pair x2, x
′
2 ∈ F2 is crossed by a
closed geodesic).
Proof. Given z = (t, x1, x2) ∈ I × F1 × F2 and the line L[x′1, x′2] fix a
minimizing geodesic γ1 joining x1 and x
′
1 and consider s1(c,K), c ∈]0, 1]. For
each m ∈ N, the corresponding γm2 allows to define the function sm2 (c,K),
c ∈ [0, 1[. Assuming that {Lm}m∈N is increasing then {sm2 (c,K)}m∈N is
increasing too.
Fixed ρ > 0, there exist m such that 0 ≡ µ1(1− ρ,KN(1− ρ)) < µm2 (1−
ρ,KN(1 − ρ)) for all N big enough. Moreover, as in the proof of Theorem
5, there exist N ,η large enough and small enough, respectively, such that
0 ≡ µ1(ǫ∗, KN(ǫ∗) + η′) > µm2 (ǫ∗, KN(ǫ∗) + η′) holds for any η′ ∈ [−η, η], and
ǫ∗ small enough. Then, we obtain a connected component Cρ satisfying one
of the corresponding four possibilities in Lemma 10 (replacing too (0, 1) ≡
(0, 1)n−1 by (0, 1− ρ)).
Thus we can connect z with an interval Jρ = [aρ, bρ] of L[x
′
1, x
′
2] by means
of geodesics, and {aρ} → a, {bρ} → b when ρ → 0. In fact, reasoning with
a, if aρ 6= a for all ρ, let (c∞ = 1, K∞) be a point in ∂[0, 1] × [K−, KN(1)],
which is the limit, up to a subsequence, of (ck, Kk) ∈ C1/k. Recall that as
the sequence lies in C1/k then it must satisfy (ii) (or (iii)) of Lemma 7 with
a∞⋆ = a, b
∞
⋆ = b. If
∫ a
τ0
(c∞i )
−1/2 · hǫ=−1i [c∞, K∞] <∞ for i = 2 then for k big
enough each (ck, Kk) corresponds with a fake geodesic and Lemma 11 can
be claimed. Otherwise, the result can be obviously obtained. ♦
Theorem 6 Inner Schwarzschild spacetime is geodesically connected even
though its corresponding part (I × F1,−dτ 2 + f 21 · g1) is not.
Proof. The first assertion is a direct consequence of Lemma 13.
For the second one, let x1, x
′
1 be different points in F1 and let l1 =
d(x1, x
′
1) > 0. As Condition (*) does not hold for c = 1, i = 1, there exist
τ0 ∈ I such that ∫ τ00 1f1(τ) < l1. From the behaviour of f1 towards τ+, for
every τ ′0 close enough to 0, the points (τ0, x1), (τ
′
0, x
′
1) cannot be connected
by means of a geodesic with ǫ = 1. Moreover, from the behaviour of f1
towards 0 and the continuity of the integrals
∫ τ0
a⋆ f
−2
1 (
1
f2
1
(τ)
−D)−1/2 varying
D, for τ ′0 close enough to 0 the points (τ0, x1), (τ
′
0, x
′
1) cannot be connected
by means of a geodesic with ǫ = −1 either. ♦
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Remark 3 It is clear that each two points of inner Schwarzschild spacetime
(as well as any multiwarped spacetime for which Lemma 13 is appliable) can
be joined by a spacelike geodesic. From Proposition 1, if the second fiber of
this spacetime (a round sphere) is replaced by any strongly convex fiber (for
example, R2) then the resulting multiwarped spacetime is not geodesically
connected. This difference is possible because when the fibers are strongly
convex then the geodesic connectedness depends exclusively of the behavior
of the warping functions at the extremes of I; but if they are just weakly
convex, the existence of multiple geodesics in the fibers may maintain the
geodesic connectedness under small weakenings to this behavior. Thus, even
though the conditions for geodesic connectedness in Theorem 5 are sufficient
but not necessary (a necessary condition can be expressed in a reasonably
simple way for n = 1 fiber), the proof of Theorem 6 and Lemma 13 shows
the high accuracy which can be achieved by our technique.
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