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Abstract
We give a sufficiently detailed account on the construction of marked
Gibbs measures in the high temperature and low fugacity regime. This
is proved for a wide class of underlying spaces and potentials such that
stability and integrability conditions are satisfied. That is, for state
space we take a locally compact separable metric space X and a sep-
arable metric space S for the mark space. This framework allowed us
to cover several models of classical and quantum statistical physics.
Furthermore, we also show how to extend the construction for more
general spaces as e.g., separable standard Borel spaces. The construc-
tion of the marked Gibbs measures is based on the method of cluster
expansion.
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2
1 Introduction
The purpose of this paper is to give a detailed and comprehensive account
on the construction of marked Gibbs measures in the high temperature and
low fugacity regime for general underlying spaces using the method of clus-
ter expansion. Our motivation for this general framework is on the one hand
related to the examples in statistical physics we would like to cover, see Ex-
amples 3.5 - 3.8 below and also Subsection 5.4. On the other hand, in recent
papers [AKR98a], [AKR98b] (see also lecture notes [Ro¨c98]) the authors put
special emphasis in the construction of differential geometry on the simple
configuration space ΓX over a manifold X , i.e.,
ΓX := {γ ⊂ X | |γ ∩K| <∞ for any compact K ⊂ X},
(cf. (2.1)) via a lifting of the geometry from the underlying manifold X (see
as well [KSS98] for an extension for compound Poisson spaces). In [AKR99]
the authors applied the aforementioned differential geometry to construct
representations of current algebras and hence non-relativistic quantum field
theories. This provides a scheme of canonical quantizations which uses a
Gibbs measure on the configuration space as a ground state measure of the
considered models. Having in mind the study of quantum models with inter-
nal degrees of freedom we are interested to extend the corresponding analysis
to marked configurations and non flat underlying spaces. It gives an addi-
tional motivation to develop analysis, geometry, etc. on marked configuration
spaces. In all applications mentioned above marked Gibbs measures are play-
ing a fundamental role. At present moment any general results about the
existence and uniqueness of marked Gibbs measures are absent. The aim of
our paper is to describe a construction of such kind of measures in the case
of general underlying and marked space.
The results of this paper (which we will give an account below) are
based on the so-called cluster expansion method, see e.g., [MM91], [Pen63],
[Rue64], and [Rue69], and we follow closely the scheme of V. A. Malyshev
and R. A. Minlos (cf. [MM91, Chap. 3 and 4]), which the authors realized for
the configuration space over Rd. Let us explain this more precisely. Let X
be a locally compact separable metric space (the space describing the posi-
tion of particles) and S a separable metric space (the mark space) describing
some internal degrees of freedom, e.g., spin, momentum, or different types
of particles. We construct a marked Poisson measure πτσ (σ is an intensity
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measure on X and τ a transition kernel on S) over the marked configuration
space, i.e.,
ΩX(S) := {ω = {(x, s)} ∈ ΓX×S|{x} =: γω ∈ ΓX},
via Kolmogorov’s theorem, see Subsections 2.1 and 2.2 below. The desired
measure µ on ΩX(S) is obtained as a limit (in a sense to be specified later)
of a family of measures Πσ
τ ,φ
Λ , cf. Subsection 5.1. Here σ
τ is the measure
defined on (X × S,B(X × S)) by στ (dx, ds) = τ(x, ds)σ(dx), see (2.7) for
details. For finite volume Λ ⊂ X (i.e., bounded Borel set) the measure Πστ ,φΛ
is defined as a Gibbs type perturbation of the marked Poisson measure πτσ,
i.e.,
Πσ
τ ,φ
Λ (ω, F ) :=
1
{Zσ
τ ,φ
Λ <∞}
(ω)
Zσ
τ ,φ
Λ (ω)
∫
Ω
1 F (ωX\Λ ∪ ω′Λ)e−E
φ
Λ(ωX\Λ∪ω
′
Λ)πτσ(dω
′),
(cf. Definition 3.1 in Section 3). It is well-known that Πσ
τ ,φ
Λ is a specification
in the sense of [Pre76, Section 6] (see also [Pre79] and [Pre80]) for the given
pair potential φ. Shortly speaking, a marked Gibbs measure is defined as a
probability measure which has as conditional expectation the specification
Πσ
τ ,φ
Λ . The aforementioned limit measure µ is locally absolutely continuous
with respect to the marked Poisson measure πτσ (cf. Theorem 5.3). If we
assume additionally that the potential φ has finite range, then we give a direct
proof that the limit measure µ fulfils the DLR equation, see Subsection 5.2,
Theorem 5.6, and hence it is a Gibbs measure. Let us mention that using
further consequences of the cluster expansion developed in [Kun98] and the
general results from [KKS] it is possible to show that the limit measure µ is
a Gibbs measure for a much wider class of potentials.
We would like to emphasize that the above results (specially the one of
Theorem 5.3) are strongly related with the procedure of cluster expansion
and the estimates obtained there. As usual, this procedure is possible under
some conditions on the potential φ and other parameters of the system.
Thus the contents of Sections 3, 4, and 5 has been described. It remains
to add that Section 2 consists of the necessary preliminaries for the further
sections. Namely, we give a sketch of the construction of the marked con-
figuration space ΩX(S) and its measurable structure, (cf. Subsection 2.1) as
well as the marked Poisson measures πτσ, see Subsection 2.2. In the remain-
der of Section 2 we introduce some algebraic structures in order to perform
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easier calculations and combinatorics involved in cluster expansion. This is
the contents of Subsection 2.3 and 2.4. For the clarity of the presentation we
moved some proofs to the Appendix.
Finally, we would like to remark that all our results extends to underlying
spaces more general than we discuss in the main body of the work, namely,
separable standard Borel spaces. The necessary modifications are described
in Subsection 5.3. In a second paper, see [Kun98], we collect further results
for Gibbs measures in the high temperature regime.
2 Marked configurations spaces
In this section we describe the framework to be used in the rest of the paper.
Hence in Subsection 2.1 we introduce the measurable structure of the space
on which the marked Gibbs measure will be defined, see Section 3. Let us
mention that such measures are called states in statistical physics of con-
tinuous systems and in probability theory they are known as marked point
random fields, cf. e.g. [AGL78], [GZ93], [Kin93], and [MM91].
The marked Poisson measures are constructed in Subsection 2.2. Finally,
in Subsection 2.3 (resp. Subsection 2.4) we introduce some facts from graph
theory (resp. *-calculus) which will simplify our calculations later on, namely
in Section 4.
Let X be a locally compact separable metric space (which fulfils the
second axiom of countability, i.e., the topology is countably generated). It
describes the position space of the particles. Denote by B(X) the Borel
σ-algebra on X and by Bc(X) the set of all elements in B(X) which have
compact closures (sets from Bc(X) we call finite volumes). Additionally, we
suppose given a complete separable metric space S. The corresponding Borel
σ-algebra we denote by B(S). The elements of this space we call marks (they
can describe e.g., internal degrees of freedom).
2.1 The marked configuration space over a manifold
We briefly recall the basic definitions of the simple configuration space over
a manifold X for the reader’s convenience. The presentation is very much
based along the lines of the works by S. Albeverio et al. [AKR98a].
The simple configuration space Γ := ΓX over the space X is defined as
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the set of all locally finite subsets (configurations) in X :
ΓX := {γ ⊂ X | |γ ∩K| <∞ for any compact K ⊂ X}. (2.1)
Here (and below) |A| denotes the cardinality of a set A. For any Y ⊂ X we
define
ΓY := {γ ∈ Γ||γ ∩ (X\Y )| = 0}.
In this paper we are interested in a bigger space of configurations, the so-
called marked configuration space, thus we proceed giving its abstract defi-
nition. For concrete examples we refer to Subsection 3.2.
The marked configuration space ΩX(S) := ΩX := Ω is defined by
Ω := {ω = {(x, s)} ∈ ΓX×S|{x} =: γω ∈ ΓX , s ∈ S}. (2.2)
Equivalently Ω can be described as follows
Ω := {ω = (γω, s)|γω ∈ ΓX , s ∈ Sγω},
where Sγω stands for the set of all maps γω ∋ x 7→ sx ∈ S. For any Y ∈ B(X)
we define in a similar way the space ΩY (S) := ΩY . We sometimes use
the shorthand ωY (resp. γY ) for ω ∩ (Y × S), Y ⊂ X (resp. γ ∩ Y ) and
xˆ := (x, sx) ∈ X × S.
In order to define a measurable structure on Ω we use the following family
of sets I, the “local” sets
I := {B ∈ B(X)× B(S)|∃Λ ∈ Bc(X) with B ⊂ Λ× S}. (2.3)
For any A ∈ I define the mapping NA : Ω→ N0 by
NA(ω) := |ω ∩ A|, ω ∈ Ω,
then
B(Ω) := σ({NA|A ∈ I}).
For any Y ∈ B(X) we define the following σ-algebra on Ω
BY (Ω) := σ({NA|A ∈ I, A ⊂ Y × S}).
For any Y ∈ B(X) the σ-algebra BY (Ω) is isomorphic to B(ΩY ). The
“filtration” (BΛ(Ω))Λ∈Bc(X) is one of the basic structures in the definition of
6
the Gibbs measures, see Section 3 and 5. Moreover, if Y1, Y2 ∈ B(X) such
that Y1 ∩ Y2 6= ∅, then ΩY1⊔Y2 is isomorphic to ΩY1 × ΩY2 .
Finally we want to give another useful description of the marked config-
uration space Ω. For any n ∈ N0 and any Y ∈ B(X) we define the n-point
configuration space Ω
(n)
Y as a subset of ΩY by
Ω
(n)
Y := Ω
(n)
Y (S) := {ω ∈ ΩY ||ω| = n}, Ω(0)Y := {∅},
and denote the corresponding σ-algebra by B(Ω(n)Y ).
There is a bijection
(Y˜ × S)n/Sn → Ω(n)Y , n ∈ N, Y ∈ B(X), (2.4)
where
(Y˜ × S)n := {((x1, sx1), . . . , (xn, sxn))|xi ∈ Y, sxi ∈ S, xi 6= xj , for i 6= j},
and Sn denotes the permutation group over {1, . . . , n}. Since this bijection
is measurable in both directions the natural σ-algebra on (Y˜ × S)n/Sn is
isomorphic to B(Ω(n)Y ).
One can reconstruct Ω from the sets Ω
(n)
Λ using the following scheme.
First notice that we can write for any Λ ∈ Bc(X)
ΩΛ =
∞⊔
n=0
Ω
(n)
Λ ,
hence the σ-algebra B(ΩΛ) is the disjoint union of the σ-algebras B(Ω(n)Λ ).
For any Λ1,Λ2 ∈ Bc(X) with Λ1 ⊂ Λ2 there are natural maps
pΛ2,Λ1 : ΩΛ2 −→ ΩΛ1 ,
pΛ1 : Ω −→ ΩΛ1
defined by pΛ2,Λ1(ω) := ωΛ1, ω ∈ ΩΛ2 (resp. pΛ1(ω) = ωΛ1, ω ∈ Ω). It can be
shown that (Ω,B(Ω)) coincides with the projective limit of the measurable
spaces (ΩΛ,B(ΩΛ)), Λ ∈ Bc(X).
Finally, we would like to introduce one more subspace of Ω which plays
a fundamental role in our calculations below, the finite configuration space
ΩX,fin := Ωfin. It is defined by
Ωfin := {ω ∈ Ω| |ω| <∞}.
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The finite configuration space Ωfin has the following useful representation in
terms of the n-point configuration spaces
Ωfin =
∞⊔
n=0
Ω
(n)
X . (2.5)
Analogously for ΩY,fin, Y ∈ B(X). The space Ωfin (resp. ΩY,fin) is equipped
with the σ-algebra B(Ωfin) (resp. B(ΩY,fin)) of the disjoint unions of mea-
surable spaces (Ω
(n)
X ,B(Ω(n)X )) (resp. (Ω(n)Y ,B(Ω(n)Y )).
2.2 Marked Poisson measures
For constructing the marked Poisson measure on Ω we need, first of all, to
fix an intensity measure σ on the underlying space X . Thus, let us assume
that σ is a non-atomic Radon measure on X . Additionally, we define a kernel
τ : X × B(S) → R, i.e., ∀x ∈ X τ(x, ·) is a finite measure on (S,B(S)) and
τ(·, A) is B(X)-measurable for all A ∈ B(S). Moreover we assume that the
following condition is fulfilled for any Λ ∈ Bc(X)∫
Λ
τ(x, S)σ(dx) <∞. (2.6)
This condition will be essential in the estimates later on (cf. proof of Propo-
sition 4.13).
In the product space X × S we define a σ-finite measure στ by
στ (dx, ds) := τ(x, ds)σ(dx),
that means for A× B ∈ B(X × S)
στ (A×B) =
∫
A
τ(x,B)σ(dx), (2.7)
which is a non-atomic Radon measure.
For any Y ∈ B(X) and n ∈ N the product measure στ⊗n can be considered
as a measure on (Y˜ × S)n, cf. Lemma A.16 in the Appendix. Let
στn ↾ Ω
(n)
Y := σ
τ⊗n ◦ (symnY )−1,
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be the corresponding measure on Ω
(n)
Y , where
symnY : (Y˜ × S)n → Ω(n)Y ,
given by
symnY ((xˆ1, . . . , xˆn)) := {xˆ1, . . . , xˆn} ∈ Ω(n)Y .
Then we consider the so-called Lebesgue-Poisson measure νzστ on B(Ωfin),
which coincides on each Ω
(n)
X with the measure
zn
n!
στn ↾ Ω
(n)
X , as follows
νzστ :=
∞∑
n=0
zn
n!
(στn ↾ Ω
(n)
X ), (2.8)
and στ0 (∅) := 1. As a result νzστ is σ-finite. z > 0 is the so called activity
parameter.
Considered as a measure on ΩΛ, Λ ∈ Bc(X), the measure νzστ is finite
with νzστ (ΩΛ) = e
zστ (Λ×S). Therefore, we can define a probability measure
πτ,Λzσ on ΩΛ putting
πτ,Λzσ := e
−zστ (Λ×S)νzστ .
The measure πτ,Λzσ has the following property
πτ,Λzσ (Ω
(n)
Λ ) =
zn
n!
(στ (Λ× S))ne−zστ (Λ×S),
which gives the probability of the occurrence of exactly n points of the marked
Poisson process (with arbitrary values of marks) inside of the volume Λ.
In order to obtain the existence of a unique probability measure πτzσ on
(Ω,B(Ω)) such that
πτ,Λzσ = π
τ
zσ ◦ p−1Λ , Λ ∈ Bc(X),
we notice that the family {πτ,Λzσ |Λ ∈ Bc(X)} is consistent, i.e.,
πτ,Λ2zσ ◦ p−1Λ2,Λ1 = πτ,Λ1zσ , Λ1,Λ2 ∈ Bc(X),Λ1 ⊂ Λ2,
and thus, by a version of Kolmogorov’s theorem for the projective limit space
Ω (cf. [Par67, Chap. V Theorem 3.2] or Theorem 5.12 below) any such family
determines uniquely a measure πτzσ on B(Ω) such that πτ,Λzσ = πτzσ ◦ p−1Λ . The
measure πτzσ is called marked Poisson measure.
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2.3 Basic concepts in graph theory
Now we are going to introduce some standard concepts of graph theory, see
e.g., [Ore67] for more details.
Let X be a non empty set. A partition of X is a family of non empty
subsets (Xi)i∈I of X, called parts, such that Xi ∩ Xj = ∅ for i 6= j and⋃
iXi = X . The set of all partitions of X where all parts are non-empty is
denoted by P(X) and by Pn(X) we denote the subset of partitions of P(X)
consisting of n parts. Pn∅ (X) stands for the set of all partitions of n parts
which might be empty.
We now give the notion of a graph as well as some of its properties. We
note here and henceforth that the graphs under consideration are undirected,
see [Ore67, Chap. 1] for this notion.
Definition 2.1 1. A graph G := G(X) is a subset of
{{x, y} ⊂ X|x 6= y}.
One calls {x, y} ∈ G the edges of the graph and V (G) := X the vertices
of the graph. The collection of all such graphs on X is denoted by G(X).
2. Given two graphs G1 ∈ G(X1), G2 ∈ G(X2) with G1 ∩ G2 = ∅, their
sum graph is the graph given by
G1 ⊔G2 = {{x, y} ⊂ X1 ∪X2|{x, y} ∈ G1 ⊔G2}.
If G1 and G2 have no common vertices, then the sum graph is denoted
by G1 ⊕ G2. This procedure extends to an arbitrary family {Gi} of
graphs.
3. A graph G is called connected iff any pair of vertices is connected. The
set of all connected graphs in X is denoted by Gc(X). We assume that
the single point is a connected graph.
Proposition 2.2 (cf. [Ore67, Theorem 2.2.1]) Let G ∈ G be given. Then G
decomposes uniquely into a disjoint sum ⊕iGi of its connected components.
Definition 2.3 A connected graph G is called a tree iff it has no loops. The
set of all trees on X is denoted by T(X).
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Proposition 2.4 (cf. [Ore67, Theorem 4.1.3]) The number of different trees
which can be constructed on n given vertices is nn−2.
Remark 2.5 1. Since for any n ≥ 0 we have
√
2πnnne−n ≤ n! ≤
√
2πnnne−n exp
(
1
12(n− 1)
)
,
it is not hard to see that nn−2 < enn!.
2. We use the shorthand [n] for {1, . . . , n} and thus the symbol T([n])
denotes the trees in {1, . . . , n}.
2.4 *-calculus
In this subsection we point out an algebraic structure (see, e.g.[Rue64],
[Rue69], and [MM91],) which turns out to simplify our notation and cal-
culations later on. It will be very interesting to clarify more the related
analytic and algebraic structure of this calculus.
Let A be the set of all measurable (complex-valued) functions ψ on Ωfin,
i.e.,
A := {ψ : Ωfin → C, ψ is B(Ωfin)−measurable}.
In A we introduce the following operation: for any ψ1, ψ2 ∈ A and ω ∈
Ωfin we define ψ1 ∗ ψ2 by
(ψ1 ∗ ψ2)(ω) :=
∑
(ω1,ω2)∈P2∅(ω)
ψ1(ω1)ψ2(ω2), ω ∈ Ωfin,
which is B(Ωfin)-measurable because the restriction to Ω(n)X is of the form
(ψ1 ∗ ψ2)({xˆ1, . . . , xˆn}) =
∑
(I,J)∈P2
∅
([n])
ψ1({xˆi|i ∈ I})ψ2({xˆj|j ∈ J}).
The set A equipped with ∗ and the natural vector space structure forms a
commutative algebra with unit element
1∗(ω) =
{
1, ω = ∅
0, ω 6= ∅ . (2.9)
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Notice that for any ψ1, . . . ψn ∈ A we have
(ψ1 ∗ . . . ∗ ψn)(ω) =
∑
(ω1,...,ωn)∈Pn∅ (ω)
ψ1(ω1) . . . ψn(ωn), ω ∈ Ωfin. (2.10)
Let us define A0 as a subset of A by
A0 := {ψ ∈ A|ψ(∅) = 0}.
For any ψ ∈ A and ϕ ∈ A0 we have
(ψ ∗ ϕ)(∅) =
∑
(ω1,ω2)∈P2∅(∅)
ψ(ω1)ϕ(ω2)
= ψ(∅)ϕ(∅) = 0,
thus it follows that A0 is an ideal in A.
Let us introduce the mapping exp∗ : A0 → 1∗ +A0 defined by
exp∗ ψ :=
∞∑
n=0
1
n!
ψ∗n = 1∗ + ψ +
1
2!
ψ∗2 + . . .+
1
n!
ψ∗n + . . . . (2.11)
It follows from (2.10) that for any ψ ∈ A0
(exp∗ ψ)(∅) = 1∗,
(exp∗ ψ)(ω) =
∞∑
n=0
1
n!
∑
(ω1,...,ωn)∈Pn∅ (ω)
ψ(ω1) . . . ψ(ωn), ω ∈ Ωfin\{∅}.
Moreover, if we define the mapping ln∗ : 1∗ +A0 → A0 by
ln∗(1∗ + ψ) :=
∞∑
n=1
(−1)n−1
n
ψ∗n,
then exp∗ and ln∗ are inverse one each other.
For simplicity, in what follows we introduce some notation: {xˆ}n1 denotes
{xˆ1, . . . , xˆn} and στ (dxˆ)n1 denotes στ (dx1, dsx1) . . . στ (dxn, dsxn) (analogous
for νzστ (dω)
n
1).
Next we prove some lemmas which will be useful later on.
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Lemma 2.6 Let F, ψ1, . . . , ψn be B(Ωfin)-measurable functions. Then the
following equality holds: ∫
Ωfin
F (ω)(ψ1 ∗ . . . ∗ ψn)(ω)νzστ (dω) (2.12)
=
∫
Ωfin
. . .
∫
Ωfin
F (ω1 ∪ . . . ∪ ωn)ψ1(ω1) . . . ψn(ω2)νzστ (dω)n1 ,
whenever all functions are positive or one side make sense for the modulus
of the functions.
Proof. Let F, ψ1, . . . ψp be as aforementioned. Then the definition of νzστ
on the right hand side of (2.12) gives
∞∑
n1,...,np=0
zn1+...+np
n1! . . . np!
∫
Xn1
∫
Sn1
. . .
∫
Xnp
∫
Snp
F ({xˆ}n1+...+np1 )
×ψ1({xˆ}n11 ) . . . ψp({xˆ}n1+...+npn1+...+np−1+1)στ (dxˆ)n1+...+np1
=
∞∑
n=0
zn
n!
∑
n1+...+np=n
n!
n1! . . . np!
∫
Xn
∫
Sn
F ({xˆ}n1 )
×ψ1({xˆ}n11 ) . . . ψp({xˆ}nn1+...+np−1+1)στ (dx, ds)n1 .
Then interchanging the second sum with the integrals and using the definition
of νzστ we derive the desired result. 
Corollary 2.7 For any Y ∈ B(X) and ψ ∈ A such that either ψ positive or
ψ ∈ L1(ΩY,fin, νzστ ) the following equality holds∫
ΩY,fin
(exp∗ ψ)(ω)νzστ (dω) = exp
(∫
ΩY,fin
ψ(ω)νzστ (dω)
)
. (2.13)
Lemma 2.8 Let ψ ∈ A and Λ,Λ′ ∈ Bc(X) be given such that Λ′ ⊂ Λ,
suppose that ψ ∈ L1(ΩΛ, νzστ ). Then the following equality holds∫
ΩΛ\Λ′
(exp∗ ψ)(ω ∪ ω′)νzστ (dω) (2.14)
= exp
(∫
ΩΛ\Λ′
ψ(ω)νzστ (dω)
)
exp∗
(∫
ΩΛ\Λ′
1 Ωfin\{∅}(·)ψ(· ∪ ω)νzστ (dω)
)
(ω′),
for νzστ -a.e. ω
′ ∈ ΩΛ′.
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The details of the proof are given in Appendix A.1.
Definition 2.9 Let ψ ∈ A. We define a “differential” operator D by setting
for ω, ω′ ∈ Ωfin
(Dω′ψ)(ω) := ψ(ω ∪ ω′), if γω ∩ γω′ = ∅, (2.15)
and (Dω′ψ)(ω) = 0 otherwise.
Remark 2.10 Let us mention that the operator D is related with the Pois-
sonian gradient ∇P (see e.g., [KSS97] and [NV95]) by
(∇Pψ)(ω, xˆ) = (D{xˆ}ψ)(ω)− ψ(ω).
Finally, we state some properties of the operator D, which can be easily
checked using the Definition 2.9.
Proposition 2.11 Let ψ, ψ1, ψ2 ∈ A, ω ∈ Ωfin, xˆ, yˆ ∈ X × S, with x 6= y
and x /∈ γω then
1. D{xˆ}D{yˆ} = D{yˆ}D{xˆ}.
2.
[
D{xˆ}(ψ1 ∗ ψ2)
]
(ω) =
[
(D{xˆ}ψ1) ∗ ψ2 + ψ1 ∗ (D{xˆ}ψ2)
]
(ω).
3.
[
D{xˆ} exp
∗ ψ
]
(ω) =
[
(exp∗ ψ) ∗ (D{xˆ}ψ)
]
(ω).
3 Marked Gibbs measures
In the previous section we introduced the probability measure πτσ on (Ω,B(Ω)),
the so-called marked Poisson measure, cf. Subsection 2.2. Now we will de-
scribe a more wide class of probability measures on (Ω,B(Ω)), namely, the
marked Gibbs measures. In Subsection 3.2 we state various examples and the
associated marked Gibbs measures will be considered in Subsection 5.4.
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3.1 Specifications, Gibbs measures, and global condi-
tions
A symmetric measurable function φ : (X×S)×(X×S)→ R∪{+∞} is called
a pair potential. For a given pair potential we define the energy functional
Eφ : Ωfin → R ∪ {+∞} by
Eφ(ω) :=
∑
{xˆ,yˆ}⊂ω
φ(xˆ, yˆ), (3.1)
with Eφ(∅) := 0.
Let ω ∈ Ωfin and ζ ∈ Ω be given, then the interaction energy between ω
and ζ is given by
W φ(ω, ζ) :=

∑
xˆ∈ω,yˆ∈ζ
φ(xˆ, yˆ), if
∑
xˆ∈ω,yˆ∈ζ
|φ(xˆ, yˆ)| <∞
+∞, otherwise
. (3.2)
For any Λ ∈ Bc(X) the conditional energy EφΛ : Ω→ R∪{+∞} is defined by
EΦΛ (ω) = E
φ(ωΛ) +W
φ(ωΛ, ωX\Λ).
Notice that the energy Eφ may be expressed for any ω, ω′ ∈ Ωfin\{∅}
such that γω ∩ γω′ = ∅ as
Eφ(ω ∪ ω′) = Eφ(ω) + Eφ(ω′) +W (ω, ω′). (3.3)
Now we can define grand canonical marked Gibbs measures.
Definition 3.1 For any Λ ∈ Bc(X) the marked specification Πστ ,φΛ is defined
for any ω ∈ Ω, F ∈ B(Ω) by (see [Pre76])
Πσ
τ ,φ
Λ (ω, F ):=1 {Z˜στ ,φΛ <∞}
(ω)[Z˜σ
τ ,φ
Λ (ω)]
−1
∫
ΩΛ
1 F (ωX\Λ ∪ ω′) (3.4)
× exp[−βEφΛ(ωX\Λ ∪ ω′)]νzστ (dω′), (3.5)
where β > 0 is the inverse temperature. Z˜σ
τ ,φ
Λ is called partition function:
Z˜σ
τ ,φ
Λ (ω) :=
∫
ΩΛ
exp[−βEφΛ(ωX\Λ ∪ ω′)]νzστ (dω′). (3.6)
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A probability measure µ on (Ω,B(Ω)) is called a grand canonical marked
Gibbs measure with interaction potential φ iff
µΠσ
τ ,φ
Λ = µ, for all Λ ∈ Bc(X), (3.7)
where for any F ∈ B(Ω) the measure µΠστ ,φΛ is defined by
(µΠσ
τ ,φ
Λ )(F ) :=
∫
Ω
Πσ
τ ,φ
Λ (ω, F )dµ(ω),
and (3.7) above are called Dobrushin-Landford-Ruelle (DLR) equations.
Let Ggc(στ , φ) denote the set of all such probability measures µ.
Remark 3.2 1. It is well-known that {Πστ ,φΛ }Λ∈Bc(X) is a {BX\Λ(Γ)}Λ∈Bc(X)-
specification in the following sense (see e.g., [Fo¨l75], [Pre76], [Pre79]),
for all Λ,Λ′ ∈ Bc(X).
(S1) Πσ
τ ,φ
Λ (ω,Ω) ∈ {0, 1} for all ω ∈ Ω.
(S2) Πσ
τ ,φ
Λ (·, Y ) is BX\Λ(Ω)-measurable for all Y ∈ B(Ω).
(S3) Πσ
τ ,φ
Λ (·, Y ∩Y ′) = 1 Y ′Πσ
τ ,φ
Λ (·, Y ) for all Y ∈ B(Ω), Y ′ ∈ BX\Λ(Ω).
(S4) Πσ
τ ,φ
Λ′ = Π
στ ,φ
Λ′ Π
στ ,φ
Λ if Λ ⊂ Λ′. Here for any ω ∈ Ω, Y ∈ B(Ω)
(Πσ
τ ,φ
Λ′ Π
στ ,φ
Λ )(ω, Y ) :=
∫
Ω
Πσ
τ ,φ
Λ (ω
′, Y )Πσ
τ ,φ
Λ′ (ω, dω
′).
2. It can be easily shown that because of (2.8) for all Λ ∈ Bc(X), ω ∈ Ω,
F ∈ B(Ω)
Πσ
τ ,φ
Λ (ω, F ) = 1 {Z˜στ ,φΛ <∞}
(ω)[Z˜σ
τ ,φ
Λ (ω)]
−1{1 F (ωX\Λ)
+
∞∑
n=1
zn
n!
∫
(Λ×S)n
1 F (ωX\Λ ∪ {xˆ}n1) exp[−βEφ(ωX\Λ ∪ {xˆ}n1)]στ (dxˆ)n1},
where
Z˜σ
τ ,φ
Λ (ω) = 1 +
∞∑
n=1
zn
n!
∫
(Λ×S)n
exp[−βEφ(ωX\Λ ∪ {xˆ}n1)]στ (dxˆ)n1 .
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3. From properties (S2) and (S3) a probability measure µ on (Ω,B(Ω)) is a
grand canonical Gibbs measure iff for all Λ ∈ Bc(X) and all Y ∈ B(Ω)
Eµ[1 Y |BX\Λ(Ω)] = Πστ ,φΛ (·, Y ) µ− a.e.,
where for a sub-σ-algebra Σ ⊂ B(Ω), Eµ[·|Σ] denotes the conditional
expectation with respect to µ given Σ.
Furthermore, we want to state the notion of correlation functions.
Definition 3.3 For any m ∈ N and Λ ∈ Bc(X) we define the m-point cor-
relation function ρ
(m)
Λ : Ω
(m)
Λ → R (with empty boundary condition) by
ρ
(m)
Λ ({xˆ}m1 ; ∅) :=
1
Z˜zσ
τ ,φ
Λ (∅)
∞∑
n=0
zn
n!
∫
(Λ×S)n
e−βE
φ({xˆ}m1 ∪{yˆ}
n
1 )στ⊗n(dyˆ)n1 .
We now formulate the conditions on the interaction which will be used in
the next section.
(S) (Stability) There exists B ≥ 0 such that
Eφ(ω) ≥ −B|ω|, for any ω ∈ Ωfin. (3.8)
(I) (Integrability) We assume the following integrability condition:
C(β) := ess sup
(y,t)∈X×S
∫
X
∫
S
|e−βφ((x,s),(y,t)) − 1|τ(x, ds)σ(dx) <∞. (3.9)
Only in Theorem 5.6 we also need the following notion
(F) (Finite range) There exists R > 0 such that
φ((x, s), (y, t)) = 0, if d(x, y) ≥ R (3.10)
where d denotes the Riemannian distance on X .
Remark 3.4 1. In the case X = Rd, S = {s}, σ Lebesgue measure on
Rd, τ(x, ·) = δs Dirac-measure, and for translation invariant potential φ
the above integrability condition (I) reduces to the standard integrability
condition, see e.g., [Rue69].
2. The stability condition (3.8) implies that for every ω ∈ Ωfin there is
xˆ0 ∈ ω such that ∑
xˆ∈ω\{xˆ0}
φ(xˆ0, xˆ) ≥ −2B, (3.11)
in particular, φ is bounded below.
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3.2 Examples
Below we give some examples which illustrate different kinds of marked spe-
cifications arising in models of statistical physics. These examples can be
handled in our framework and we will give more details on the construction
of the marked Gibbs measures corresponding to them in Subsection 5.4.
Example 3.5 Let X = Rd, S = Rl be given. As intensity measure σ we take
the Lebesgue measure on Rd and the kernel τ is independent of the position
and has support in a compact set.
The potential φ is given by
φ((x, sx), (y, sy)) := Φ(|x− y|) + J(|x− y|)sxsy,
where Φ, J are measurable functions on R, such that exist a R, ε, C1, C2 > 0
with Φ(r) ≥ C1r−d for all r ≤ R and |Φ| ≤ C2r−d−ε for all r > R. J is
positive, decreasing with the distance and for some a > 0∑
x∈Zd
J(|ax|) <∞. (3.12)
This model describes a ferromagnetic interaction in fluids, cf. [RZ98, Sect. I].
The authors showed the breaking of the discrete symmetry corresponding to
the spin.
Example 3.6 Let X = Rd be endowed with Lebesgue measure dx and S = T
be the one dimensional torus with measure τ given by τ(x, dθx) =
1
2pi
dθx (we
parametrize the torus by θx ∈ [0, 2π)). The potential is of the following form
φ((x, θx), (y, θy)) := Φ(|x− y|)− J(|x− y|) cos(θx − θy),
where Φ, J are measurable functions on Rd, J ≥ 0 which fullfil the following
conditions: there exist R, ε, C1, C2, C3 > 0 such that
1. Φ (r)− |J (r) | ≥ C1r−d for all r ≤ R.
2. |Φ (r) | ≤ C2r−d−ε for all r > R.
3. |J (r) | ≤ C3r−d−ε for all r > R.
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This model describes a classical gas of planar rotators.
Example 3.7 We consider as X the Euclidean space Rd with Lebesgue mea-
sure and the space of marks S = {1, . . . , q}. The potential is given by
φ((x, sx), (y, sy)) := ϕ(x− y)(1− δsx,sy) + ψ(x− y),
where δsx,sy is the Kronecker symbol and ϕ, ψ : R
d →]−∞,∞] are measurable
functions. We assume that there exist 0 ≤ r1 ≤ r2 such that
(A1) (repulsion of ϕ) ϕ ≥ 0.
(A2) (finite range of ϕ) ϕ(x) = 0 when |x| ≥ r2.
(A3) (strong stability and regularity of ψ) either ψ ≥ 0, or ψ is superstable
and lower regular in the sense of [Rue70].
(A4) the positive part ψ+ of ψ satisfies∫
{x||x|≥r1}
ψ+(x)dx <∞.
This model is known as continuum Potts model, cf. [GH96].
Example 3.8 Let Lθ(Rd) be the Banach space of all continuous functions
s : [0, θ] → Rd with s(0) = s(θ) and θ = 1
kBT
, kB denotes the Boltz-
mann constant and T the temperature. On Lθ(Rd) we consider the measure
Wx,x(ds)dx, where dx denotes the Lebesgue measure on R
d and Wx,x(ds) the
conditional Wiener measure, which is concentrated on the trajectories start-
ing and ending in x ∈ Rd. In this framework the potential is of the form
φ(s1, s2) :=
∫ θ
0
V (s1(t)− s2(t))dt,
where V ∈ L1(Rd) and satisfies
n∑
i=1
n∑
j=i+1
V (xi − xj) ≥ −Bn, ∀x1, . . . xn ∈ Rd.
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Our aim is to handle the loop space as a marked configuration space putting
X = Rd equipped with the Lebesgue measure. It would be natural to consider
as mark space at the point x ∈ X the space Lθx(X) of all loops starting and
ending in x. In our setting we are forced to put S = Lθ(X). A point in
s ∈ Lθ(X) is then interpreted as a pair (s(0), s) and denoted by (x, sx). The
kernel τ is given by τ(x, dsx) := Wx,x(dsx). This implies, in particular, that
the space Lθx(X) has full τ (x, ·)-measure. In Subsection 5.4 we will consider
this in more details.
This model is related to the path space representation of the states in
quantum statistical mechanics for Maxwell-Boltzmann statistics. A beautiful
description of this connection for the standard density matrices is given in
[Gin71]. Ginibre also considers the cases of the Bose-Einstein and Fermi-
Dirac statistics. Ginibre does not use any concept of Euclidean Gibbs mea-
sure in his considerations, rather he introduce special version of correlations
functions for which he constructed cluster expansion, etc. The concept of
Euclidean Gibbs measures in quantum statistics was introduced in the paper
[KLR+97]. This example shows that it is natural to interpret such objects as
marked Gibbs measures.
4 Cluster expansion
In this section we derive the cluster expansion of the Gibbs factor e−βE
φ(ω),
see (4.6) below. Moreover we perform some estimates which will be used in
Section 5 to prove the existence of the marked Gibbs measures, cf. Theo-
rem 5.3.
4.1 Cluster decomposition property
Definition 4.1 For any ω ∈ Ωfin we define the function k by
k(ω) := ln∗(e−βE
φ
)(ω), (4.1)
or equivalently
(exp∗ k)(ω) = e−βE
φ(ω),
where Eφ is defined in (3.1). k is called Ursell function see e.g., [Rue69].
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Proposition 4.2 The partition function Z˜σ
τ ,φ
Λ (∅), Λ ∈ Bc(X) has the fol-
lowing representation
Z˜σ
τ ,φ
Λ (∅) = exp
(∫
ΩΛ\{∅}
k(ω)νzστ (dω)
)
, (4.2)
if k ∈ L1(ΩΛ, νzστ ), c.f. Corollary 4.14 below.
Proof. This result follows from the fact that e−βE
φ(ω) = (exp∗ k)(ω) and
Corollary 2.7. 
Proposition 4.3 The Ursell function k allows the following representation
k(ω) =
∑
G∈Gc(ω)
∏
{xˆ,yˆ}∈G
(e−βφ(xˆ,yˆ) − 1), ω ∈ Ωfin\{∅},
and k(∅) = 0.
Proof. According to the definition of the energy Eφ (cf. (3.1)) we have
e−βE
φ(ω) =
∏
{xˆ,yˆ}⊂ω
e−βφ(xˆ,yˆ)
=
∑
G∈G(ω)
∏
{xˆ,yˆ}∈G
(e−βφ(xˆ,yˆ) − 1). (4.3)
Recall that every graph G can be decomposed into the direct sum of its
connected components, i.e., G =
⊕n
i=1Gi, where Gi is a connected subgraph
and {V (Gi)} is a partition of ω, (cf. Subsection 2.3). This yields
e−βE
φ(ω) =
∞∑
n=0
1
n!
∑
(ω1,...,ωn)∈Pn(ω)
n∏
l=1
∑
Gl∈Gc(ωl)
∏
{xˆ,yˆ}∈Gl
(e−βφ(xˆ,yˆ) − 1). (4.4)
Define k˜ for any ω ∈ Ωfin\{∅} by
k˜(ω) :=
∑
G∈Gc(ω)
∏
{xˆ,yˆ}∈G
(e−βφ(xˆ,yˆ) − 1), (4.5)
and k˜(∅) = 0. The expression for e−βEφ(ω) can be written as
e−βE
φ(ω) =
∞∑
n=0
1
n!
∑
(ω1,...,ωn)∈Pn(ω)
k˜(ω1) . . . k˜(ωn),
which is nothing but exp∗ k˜. Thus k˜ = k and the result follows. 
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Remark 4.4 The equality
e−βE
φ(ω) =
∞∑
n=0
1
n!
∑
(ω1,...,ωn)∈Pn(ω)
k(ω1) . . . k(ωn), (4.6)
is known as the cluster decomposition of the Gibbs factor e−βE
φ(ω). We also
notice that the function k is B(Ωfin)-measurable.
Proposition 4.3 allows the following representation for the specification
Πσ
τ ,φ
Λ (∅, F ) =
1
Z˜σ
τ ,φ
Λ (∅)
∫
ΩΛ
1 F (ω) exp
∗(k)(ω)νzστ (dω), F ∈ B(Ω)
where Z˜σ
τ ,φ
Λ (∅) is given by (4.2).
The next proposition gives a relation between correlations functions (see
Definition 3.3) and Ursell functions.
Proposition 4.5 Let ω ∈ Ω(m)Λ , Λ ∈ Bc(X) be given. Define
k¯(ω, ω′) := (exp∗(−k) ∗Dωe−βEφ)(ω′),
for γω ∩ γω′ 6= ∅. If k ∈ L1(ΩΛ, νzστ ) (cf. (4.20) below), then
ρ
(m)
Λ (ω; ∅) =
∫
ΩΛ
k¯(ω, ω′)νzστ (dω
′).
Proof. It follows from the definition of ρ
(m)
Λ and (4.2) that
ρ
(m)
Λ (ω; ∅) = exp
(
−
∫
ΩΛ
k(ω′)νzστ (dω
′)
)∫
ΩΛ
(Dωe
−βEφ)(ω′)νzστ (dω
′).
Now taking into account Lemma 2.6 with F = 1 and Corollary 2.7 the above
equality gives ∫
ΩΛ
(exp∗(−k) ∗Dωe−βEφ)(ω′)νzστ (dω′).

Let us now derive an explicit relation between k and k¯.
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Lemma 4.6 Let ω ∈ Ωfin\{∅} be given and suppose that xˆ ∈ ω. Then k
and k¯ are related by the equation
k¯({xˆ}, ω\{xˆ}) = k(ω). (4.7)
Proof. By definition of k¯ and Proposition 2.11-3 we have
k¯({xˆ}, ω\{xˆ}) = (exp∗(−k) ∗D{xˆ} exp∗(k))(ω\{xˆ})
= (exp∗(−k) ∗ exp∗(k) ∗D{xˆ}k)(ω\{xˆ})
= (D{xˆ}k)(ω\{xˆ})
= k(ω).
Hence the result is proved. 
Remark 4.7 Notice that for any ω, ω′ ∈ Ωfin\{∅} with γω ∩ γω′ = ∅, k¯ may
be written as
k¯(ω, ω′) =
∞∑
l=1
1
l!
∑
(ω1,...,ωl)∈Pl(ω)
∑
(ω′1,...,ω
′
l
)∈Pl
∅
(ω′)
k(ω1 ∪ ω′1) . . . k(ωl ∪ ω′l),
which is the same as the sum of all graphs where each connected component
has at least one vertex in the points of ω, cf. [MM91, Chap. 4].
Our aim now is to find a bound for k¯. First we derive an equation of
recursive type for k¯. Let ω, ζ ∈ Ωfin be such that γω ∩ γζ = ∅ and xˆ0 an
arbitrary fixed element in ω. To this end we look again into the definition of
k¯ which can be expressed as
k¯(ω, ζ) =
∑
ω′⊂ζ
(exp∗(−k))(ζ\ω′)D{xˆ0}e−βE
φ(ω\{xˆ0}∪ω′). (4.8)
Having in mind the decomposition (3.3) for Eφ one obtains (taking into
account (3.2))
e−βW ({xˆ0},ω
′) =
∏
xˆ∈ω′
e−βφ(xˆ0,xˆ)
=
∑
ω′′⊂ω′
∏
xˆ∈ω′′
(e−βφ(xˆ0,xˆ) − 1)
=
∑
ω′′⊂ω′
kω′′(xˆ0),
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where
kω′′(xˆ0) :=
∏
xˆ∈ω′′
(e−βφ(xˆ0,xˆ) − 1).
According to equation (4.8) k¯ can be formulated as
k¯(ω, ζ) = e−βW ({xˆ0},ω\{xˆ0})
∑
ω′⊂ζ
(exp∗(−k))(ζ\ω′)
×
∑
ω′′⊂ω′
kω′′(xˆ0)e
−βEφ(ω\{xˆ0}∪ω′).
Interchanging the two sums the right hand side becomes
e−βW ({xˆ0},ω\{xˆ0})
∑
ω′′⊂ζ
kω′′(xˆ0)
∑
ω′
ω′′⊂ω′⊂ξ
(exp∗(−k))(ζ\ω′)e−βEφ(ω\{xˆ0}∪ω′),
and the second sum may be rewritten as∑
ωˇ⊂ζ\ω′′
(exp∗(−k))(ζ\(ωˇ ∪ ω′′))e−βEφ(ω\{xˆ0}∪ωˇ∪ω′′)
=
∑
ωˇ⊂ζ\ω′′
(exp∗(−k))((ζ\ω′′)\ωˇ)(Dω\{xˆ0}∪ω′′e−βE
φ
)(ωˇ).
Therefore k¯ can be expressed as
k¯(ω, ζ) = e−βW ({xˆ0},ω\{xˆ0})
∑
ω′′⊂ζ
kω′′(xˆ0)
×(exp∗(−k) ∗ (Dω\{xˆ0}∪ω′′e−βE
φ
)(ζ\ω′′).
Finally, taking into account the definition of k¯ we arrive at
k¯(ω, ζ) = e−βW ({xˆ0},ω\{xˆ0})
∑
ω′⊂ζ
kω′(xˆ0)k¯(ω\{xˆ0} ∪ ω′, ζ\ω′). (4.9)
According to the definition of k¯ we have for the case ω = ∅ that k¯(∅, ζ) =
1∗(ζ), where 1∗ is defined by (2.9).
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4.2 Convergence of cluster expansion
We want to derive now a bound for |k¯(ω, ζ)| which will be used later on in the
main estimation in this section (cf. 4.17). The idea is to define a function Q
dominating k¯ which fulfills an equation similar to (4.9) which can be solved,
see Proposition 4.10 below.
Let us choose a mapping I : Ωfin → X × S, ω˜ 7→ I(ω˜) ∈ ω˜ such that the
following equation is fulfilled∑
xˆ∈ω˜\I(ω˜)
φ(xˆ, I(ω˜)) > −2B. (4.10)
Such a mapping exists by the stability condition, see (3.11).
Of course given I and k¯, (4.9) implies
k¯(ω, ζ) = exp
−β ∑
xˆ∈ω\I(ω)
φ(xˆ, I(ω))
∑
ω′⊂ζ
kω′(I(ω))k¯(ω\I(ω) ∪ ω′, ζ\ω′).
(4.11)
Now we can start defining QI inductively. For ω = ∅ we define
Q(∅, ζ) := 1∗(ζ), (4.12)
and by definition of k¯(∅, ζ) we have |k¯(∅, ζ)| ≤ QI(∅, ζ).
Assume we already have defined QI for all ω, ζ ∈ Ωfin, ω 6= ∅, γω∩γζ = ∅,
and |ω ∪ ζ | = n such that
|k¯(ω, ζ)| ≤ QI(ω, ζ)
is satisfied. Then if ω, ζ ∈ Ωfin, are such that ω 6= ∅, γω ∩ γζ = ∅, and
|ω ∪ ζ | = n + 1, we have, applying (4.10) and (4.11)
|k¯(ω, ζ)| ≤ e2βB
∑
ω′⊂ζ
|kω′(I(ω))|QI(ω\I(ω) ∪ ω′, ζ\ω′).
Thus we define
QI(ω, ζ) := e
2βB
∑
ω′⊂ζ
|kω′(I(ω))|QI(ω\I(ω) ∪ ω′, ζ\ω′), (4.13)
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Remark 4.8 The solutions of the equations (4.9) and (4.13) exist and are
unique. Let us explain this in more details. On the one hand the equations
are linear, on the other hand the value at the point (ω, ζ) for |ω| + |ζ | = n
only depends on the values at points (ω˜, ζ˜) with |ω˜| + |ζ˜| = n − 1, thus the
corresponding matrix is an strict upper triangle matrix for a suitable choice
of the bases.
Hence we have the following proposition.
Proposition 4.9 For I and k¯ as above, there exists a unique solution QI of
the equation (4.13) with the initial condition (4.12) which dominates k¯, i.e.,
for any ω, ζ ∈ Ωfin, such that γω ∩ γζ = ∅ we have |k¯(ω, ζ)| ≤ QI(ω, ζ).
The next proposition gives a solution for the equation (4.13) which does
not depend on the choice of I.
Proposition 4.10 Let ω, ζ ∈ Ωfin with γω ∩ γζ = ∅. The solution of (4.13)
for ω = {xˆ1, . . . , xˆl}, l ≥ 1 has the form
Q({xˆ1, . . . , xˆl}, ζ) =
∑
(ω1,...,ωl)∈P
l
∅
(ζ)
Q({xˆ1}, ω1) · · ·Q({xˆl}, ωl), (4.14)
where
Q({xˆ}, ζ) := (e2βB)|ζ|+1
∑
T∈T({xˆ}∪ζ)
∏
{yˆ,yˆ′}∈T
|e−βφ(yˆ,yˆ′) − 1|, (4.15)
for ζ 6= ∅ and Q({xˆ}, ∅) := e2βB. In the case ω = ∅ we define Q(∅, ζ) as in
(4.12).
The proof of this proposition is notationally quite involved because of the
“reordering” of graphs, therefore we give the details in Appendix A.2.
As a result we have the following proposition.
Proposition 4.11 For any ω, ζ ∈ Ωfin such that ω 6= ∅, γω ∩ γζ = ∅, and
ω = {xˆ1, . . . , xˆl}, l ≥ 1 we have
|k¯(ω, ζ)| ≤ Q({xˆ1, . . . , xˆl}, ζ)
=
∑
(ζ1,...,ζl)∈P
l
∅
(ζ)
Q({xˆ1}, ζ1) · · ·Q({xˆl}, ζl),
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and
|k(ω)| ≤ e2βB|ω|
∑
T∈T(ω)
∏
{xˆ,xˆ′}∈T
|e−βφ(xˆ,xˆ′) − 1|. (4.16)
Proof. The first part follows from the previous proposition and the second
part follows from the relation between k and k¯ (cf. (4.7)) and (4.15). 
Using the fact that the sum in the function Q is only over trees we can
give also estimates for integrals.
Lemma 4.12 For every xˆ ∈ X × S, Y ∈ B(X), and n ≥ 1 we have∫
(Y×S)n
Q({xˆ}, {yˆ}n1 )στ (dyˆ)n1 (4.17)
≤ e2βB(n+1)C(β)n−1(n+ 1)n−1
∫
Y×S
|e−βφ(xˆ,yˆ) − 1|στ(dyˆ).
We refer to the Appendix A.3 for the proof of this lemma.
Proposition 4.13 Let Λ ∈ Bc(Ω) be given. Then for any z such that
|z| < 1
2e
(e2βBC(β))−1,
where C(β) is given by integrability condition (3.9), we have∫
ΩΛ\{∅}
∫
Ωfin
|k(ω ∪ ω′)|νzστ (dω)νzστ (dω′) <∞. (4.18)
Proof: Using the definition of νzστ and the relation between k and k (cf.
(4.7)) we may write (4.18) as
∞∑
n=1
∞∑
m=0
zn+m
n!m!
∫
(Λ×S)n
∫
(X×S)m
|k({xn}, {xˆ}n−11 ∪ {yˆ}m1 )|στ(dxˆ)n1στ (dyˆ)m1 .
According to Proposition 4.11 and Lemma 4.12 we can bound the above term
by
≤
∞∑
n=1
∞∑
m=0
zn+m
n!m!
e2βB(n+m)C(β)n+m−2(n+m)n+m−2C(β)
∫
(Λ×S)
στ (dxˆn).
(4.19)
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Using the fact that (n +m)n+m−2 ≤ em+n(m + n)! (c.f. Remark 2.5.1.) we
estimate (4.19) by∫
Λ
τ(x, S)σ(dx)
C(β)
∞∑
m=1
∞∑
n=0
(m+ n)!
m!n!
(zeC(β)e2βB)m+n
=
∫
Λ
τ(x, S)σ(dx)
C(β)
∞∑
l=0
(
l∑
m=1
l!
m!(l −m)!
)
(zeC(β)e2βB)l
≤
∫
Λ
τ(x, S)σ(dx)
C(β)
∞∑
l=0
(2zeC(β)e2βB)l,
from which the result follows. 
As a consequence of the last proposition and Fubini’s theorem we have
the following corollary.
Corollary 4.14 For any Λ ∈ Bc(X) we have (notice that k(∅) = 0, see
Proposition 4.3) ∫
ΩΛ
|k(ω)|νzστ (dω) <∞, (4.20)
and for νzστ -a.a. ω
′ ∈ Ωfin\{∅}∫
Ωfin
|k(ω ∪ ω′)|νzστ (dω) <∞. (4.21)
5 Construction of marked Gibbs measure
5.1 Limiting measures from cluster expansion
Below we construct the marked measure µ on Ω as a limiting measure of
the specification Πσ
τ ,φ
Λ for the empty boundary condition in the weak local
sense (cf. Theorem 5.3). Some sets of full µ-measure are considered (cf.
Proposition 5.4). For the case that the potential φ has finite range we also
give an easy proof that the resulting limiting measure satisfies the DLR
equations, cf. Theorem 5.6. All results extend to separable standard Borel
spaces. This is explained in some details in Subsection 5.3. Finally, we show
in Subsection 5.4 how to apply the abstract results to the examples given in
Subsection 3.2.
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Lemma 5.1 For any Λ,Λ′ ∈ Bc(X) such that Λ′ ⊂ Λ and F ∈ B(ΩΛ′) the
specification Πσ
τ ,φ
Λ (∅, p−1Λ′ (F )) has the following representation
ΠΛ
′
Λ (∅, F ) := Πσ
τ ,φ
Λ (∅, p−1Λ′ (F ))
=
1
Z˜Λ
′
Λ (∅)
∫
ΩΛ′
1 F (ω) exp
∗
(
1 Ωfin\{∅}(·)
∫
ΩΛ\Λ′
k(ω′ ∪ ·)νzστ (dω′)
)
(ω)νzστ (dω),
where
Z˜Λ
′
Λ (∅) := exp
(∫
ΩΛ′\{∅}
∫
ΩΛ\Λ′
k(ω ∪ ω′)νzστ (dω′)νzστ (dω)
)
.
Proof. This is a result of the following direct calculation
Πσ
τ ,φ
Λ (∅, p−1Λ′ (F )) = [Z˜σ
τ ,φ
Λ (∅)]−1
∫
ΩΛ
1 p−1
Λ′
(F )(ω
′) exp[−βEφ(ω′)]νzστ (dω′)
= [Z˜σ
τ ,φ
Λ (∅)]−1
∫
ΩΛ′
1 F (ω)
×
∫
ΩΛ\Λ′
exp[−βEφ(ω ∪ ω′)]νzστ (dω′)νzστ (dω).
Because k ∈ L1(ΩΛ, νzστ ) ( cf. Corollary 4.14), using Lemma 2.8 the inner
integral can be rewritten as follows∫
ΩΛ\Λ′
exp[−βEφ(ω ∪ ω′)]νzστ (dω′) =
∫
ΩΛ\Λ′
(exp∗ k) (ω ∪ ω′)νzστ (dω′)
= exp
(∫
ΩΛ\Λ′
k(ω′)νzστ (dω
′)
)
exp∗
(
1 Ωfin\{∅}(·)
∫
ΩΛ\Λ′
k(ω′ ∪ ·)νzστ (dω′)
)
(ω).

Proposition 5.2 Let Λ,Λ′ ∈ Bc(X) be such that Λ′ ⊂ Λ.
1. Let kΛ
′
Λ be defined by
kΛ
′
Λ (ω) := 1 Ωfin\{∅}(ω)
∫
ΩΛ\Λ′
k(ω ∪ ω′)νzστ (dω′). (5.1)
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Then for νzστ -a.a. ω ∈ Ωfin\{∅} we have limΛրX kΛ′Λ (ω) = kΛ′(ω),
where
kΛ
′
(ω) = 1 Ωfin\{∅}(ω)
∫
ΩX\Λ′,fin
k(ω ∪ ω′)νzστ (dω′). (5.2)
2. We have also that limΛրX Z˜
Λ′
Λ (∅) = Z˜Λ′(∅), where
Z˜Λ
′
(∅) = exp
(∫
ΩΛ′\{∅}
kΛ
′
(ω)νzστ (dω)
)
> 0. (5.3)
Proof. 1. We would like to estimate the following quantity∣∣∣∣∣kΛ′Λ (ω)−
∫
ΩX\Λ′,fin
k(ω ∪ ω′)νzστ (dω′)
∣∣∣∣∣ .
According to the definition of kΛ
′
Λ the above quantity is estimated by∫
ΩX\Λ′,fin\ΩΛ\Λ′
|k(ω ∪ ω′)|νzστ (dω′). (5.4)
Now let {Λn|n ∈ N} be a sequence of increasing volumes such that Λn ր X .
Then ΩΛn\Λ′ ր ΩX\Λ′,fin. On the other hand (4.21) guarantees that there
exists a νzστ -null set N ∈ B(Ωfin) such that for all ω ∈ Ωfin\(N ∪ {∅})∫
Ωfin
|k(ω ∪ ω′)|νzστ (dω′) <∞.
Therefore by Lebesgue’s dominated convergence theorem it follows that (5.4)
goes to zero for all fixed ω ∈ Ωfin\(N ∪ {∅}). Hence part 1 is proved.
To prove part 2 we note that
|kΛ′Λ (ω)| ≤
∫
Ωfin
|k(ω ∪ ω′)|νzστ (dω′),
and thus∫
ΩΛ′\{∅}
|kΛ′Λ (ω)|νzστ (dω) ≤
∫
ΩΛ′\{∅}
∫
Ωfin
|k(ω ∪ ω′)|νzστ (dω′)νzστ (dω) <∞,
(5.5)
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because of (4.18). This implies that
lim
ΛրX
∫
ΩΛ′\{∅}
kΛ
′
Λ (ω)νzστ (dω) =
∫
ΩΛ′\{∅}
∫
ΩX\Λ′,fin
k(ω ∪ ω′)νzστ (dω′)νzστ (dω),
and, of course, taking exponential, and having in mind the form of kΛ
′
in
(5.2), the desired result (5.3) follows. 
Theorem 5.3 For any z such that |z| < 1
2e
(e2βBC(β))−1, where C(β) is
given by integrability condition (3.9), the specification Πσ
τ ,φ
Λ (∅, dω) converges
in the weak local sense to a measure µ, i.e., for any bounded BΛ′(Ω)-measurable
function F we have∫
Ω
F (ω)Πσ
τ ,φ
Λ (∅, dω)→
1
Z˜Λ′(∅)
∫
ΩΛ′
F (ω)(exp∗ kΛ
′
)(ω)νzστ (dω),
and thus
µΛ
′
(dω) =
1
Z˜Λ′(∅)(exp
∗ kΛ
′
)(ω)νzστ (dω). (5.6)
Proof. Let F be as stated above, then Lemma 5.1 implies∫
Ω
F (ω)Πσ
τ ,φ
Λ (∅, dω) =
1
Z˜Λ
′
Λ (∅)
∫
ΩΛ′
f(ω)
∞∑
n=0
1
n!
∑
(ω1,...,ωn)∈Pn(ω)
n∏
i=1
kΛ
′
Λ (ωi)νzστ (dω),
where F = f ◦pΛ′. According to Proposition 5.2 we know already that Z˜Λ′Λ (∅)
converges to Z˜Λ
′
(∅). In order to use the Lebesgue dominated convergence
theorem one should estimate the integrand by a function which is integrable
and independent of Λ. An appropriate bound is
∞∑
n=0
1
n!
∑
(ω1,...,ωn)∈Pn(ω)
n∏
i=1
∫
ΩX\Λ′,fin
|k(ζ ∪ ωi)|νzστ (dζ)
= exp∗
(
1 Ωfin\{∅}(·)
∫
ΩX\Λ′,fin
|k(ζ ∪ ·)|νzστ (dζ)
)
(ω).
Moreover, the integral of the bound is given by∫
ΩΛ′
exp∗
(
1 Ωfin\{∅}(·)
∫
ΩX\Λ′,fin
|k(ζ ∪ ·)|νzστ (dζ)
)
(ω)νzστ (dω)
= exp
(∫
ΩΛ′\{∅}
∫
ΩX\Λ′,fin
|k(ζ ∪ ω)|νzστ (dζ)νzστ (dω)
)
<∞,
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because of Corollary 2.7 and (4.18). Therefore we have the desired result
lim
ΛրX
∫
ΩΛ′
F (ω)Πσ
τ ,φ
Λ (∅, dω) =
∫
ΩΛ′
F (ω)
1
ZΛ′(∅)(exp
∗ kΛ
′
)(ω)νzστ (dω).

The measure from Theorem 5.3 is not concentrated in all Ω, indeed we
have the following:
Proposition 5.4 Let A be a B(X ×S)-measurable set such that στ (A) = 0,
then the set of marked configurations not touching A, i.e.,
Ω˜ = {ω = (γ, s) ∈ Ω|(x, sx) ∈ Ac, ∀x ∈ γ},
has full µ-measure.
Proof: Let us prove that µ(Ω˜c) = 0. To this end we write Ω˜c as
Ω˜c = {ω = (γ, s) ∈ Ω|(x, sx) ∈ A, for some x ∈ γ}
=
⋃
n∈N
p−1Λn({ω = (γ, s) ∈ ΩΛn |(x, sx) ∈ A, for some x ∈ γΛn}).
Therefore
µ(Ω˜c) ≤
∞∑
n=1
µΛn({ω = (γ, s) ∈ ΩΛn |(x, sx) ∈ A, for some x ∈ γΛn}).
Since µΛn ≪ νzστ (cf.(5.6)), it is enough to prove that
νzστ ({ω = (γ, s) ∈ Ω|(x, sx) ∈ A, for some x ∈ γΛn}) = 0.
According to the definition of νzστ (cf. (2.8)) the left hand side of the above
equality yields
∞∑
m=0
zm
m!
στm({(xˆ1, . . . , xˆm) ∈ (Λn × S)m/Sm|xˆi ∈ A for some i})
≤
∞∑
m=0
zmm
m!
(στ (Λn × S))m−1στ (A),
which is zero since στ (A) = 0. 
Remark 5.5 Since the projections of tempered Gibbs measures at arbitrary
temperature and fugacity are absolutely continuous with respect to the Lebesgue
Poisson measure (cf. [Rue69] and [KKS]) the above considerations extends
also to all Gibbs measures.
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5.2 Identification with Gibbs measures
If we additionally assume finite range of the potential, then it is a direct
consequence that the limit measure from Theorem 5.3 verifies the DLR equa-
tions. Without this additional assumption a more detailed consideration is
necessary, see. [KKS] and [Kun98].
Theorem 5.6 For any finite range potential φ (c.f. 3.10) the measure µ
from Theorem 5.3 fulfils the DLR equations.
Proof. Let Λ ∈ Bc(X) be given. Then there exists a Λ˜ ∈ Bc(X) such that
Λ ⊂ Λ˜ and φ((x, sx), (y, sy)) = 0 if x ∈ Λ and y ∈ Λ˜c. Whence the interaction
energy is
W (ωΛ, ωX\Λ) =
∑
xˆ∈ωΛ
∑
yˆ∈ωX\Λ
φ(xˆ, yˆ) =
∑
xˆ∈ωΛ
∑
yˆ∈ωΛ˜\Λ
φ(xˆ, yˆ) = W (ωΛ, ωΛ˜\Λ),
and the sums are finite. Let F be a “locally” measurable set, i.e., there exists
Λ̂ ∈ Bc(X) with F ∈ BΛ̂(Ω), then
Πσ
τ ,φ
Λ (ω, F ) =
1
{Z˜σ
τ ,φ
Λ <∞}
(ωΛ˜\Λ)
Z˜σ
τ ,φ
Λ (ωΛ˜\Λ)
∫
ΩΛ
1 F (ζ ∪ ωX\Λ)e−βE
φ
Λ(ζ∪ωΛ˜\Λ)νzστ (dζ),
which implies that Πσ
τ ,φ
Λ (·, F ) is a bounded BΛ˜∪Λ̂(Ω)-measurable function.
Additionally, we have for all Λ′ ∈ Bc(X) with Λ ⊂ Λ′∫
Ω
Πσ
τ ,φ
Λ (ω, F )Π
στ ,φ
Λ′ (∅, dω) = Πσ
τ ,φ
Λ′ (∅, F ),
(cf. Remark 3.2-(S4)). Since Πσ
τ ,φ
Λ′ (∅, ·)→ µ in the weak local sense also∫
Ω
Πσ
τ ,φ
Λ (ω, F )Π
στ ,φ
Λ′ (∅, dω)→
∫
Ω
Πσ
τ ,φ
Λ (ω, F )µ(dω)
for Λ′ ր X . Moreover, Πστ ,φΛ′ (∅, F )→ µ(F ) which implies the DLR equations∫
Ω
Πσ
τ ,φ
Λ (ω, F )µ(dω) = µ(F ).

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5.3 Extension to standard Borel spaces
In this subsection we will present a natural generalization of our results.
Except in Theorem 5.3 and 5.6 we use nothing else than the measurability
structure of X and S and there we only apply the theorem of Kolmogorov for
projective limits. Thus the construction works as well for X and S separable
standard Borel spaces. To this end we recall the definition and properties of
separable standard Borel space, see e.g., [Coh93], [Geo88] and [Par67].
Definition 5.7 Let (X,F) and (X ′,F′) be two measurable spaces.
1. The spaces (X,F) and (X ′,F′) are called isomorphic iff there exists a
measurable bijective mapping f : X → X ′ such that its inverse f−1 is
also measurable.
2. (X,F) and (X ′,F′) are called σ-isomorphic iff there exists a bijective
mapping F : F→ F′ between the σ-algebras which preserves the opera-
tions in a σ-algebra.
3. (X,F) is said to be countable generated iff there exists a denumerable
class D ⊂ F such that D generates F.
4. (X,F) is said to be separable iff it is countably generated and for each
x ∈ X the set {x} ∈ F.
Definition 5.8 Let (X,F) be a countably generated measurable space. Then
(X,F) is called standard Borel space iff there exists a Polish space (X ′,F′)
(i.e., metrizable, complete metric space which fulfills the second axiom of
countability and the σ-algebra F′ coincides with the Borel σ-algebra) such
that (X,F) and (X ′,B (X ′)) are σ-isomorphic.
Example 5.9 1. Every locally compact, σ-compact space is a standard
Borel space.
2. Polish spaces are standard Borel spaces.
We have the following proposition, cf. [Par67, Chap. V, Theorem 2.1].
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Proposition 5.10 1. If (X,F) is a countable generated measurable space,
then there exists E ⊂ {0, 1}N such that (X,F) is σ-isomorphic to
(E,B(E)). Thus (X,F) is σ-isomorphic to a separable measurable
space.
2. Let (X,F) and (X ′,F′) be separable measurable spaces. Then (X,F) is
σ-isomorphic to (X ′,F′) iff they are isomorphic.
Finally we state some operations under which separable standard Borel
space are closed, see e.g., [Par67] and [Coh93].
Theorem 5.11 Let (X1,F1), (X2,F2), . . . be separable standard Borel spaces.
1. Countable product, sums, and union are separable standard Borel spa-
ces.
2. The projective limit is a separable standard Borel space.
3. Any measurable subset of a separable standard Borel space is also a
separable standard Borel space.
We need also a version of Kolmogorov’s theorem for separable standard
Borel spaces.
Theorem 5.12 (cf. [Par67, Chap. V Theorem 3.2]) Let (Xn,Fn), n ∈ N
be separable standard Borel spaces. Let (X,F) be the projective limit of the
space (Xn,Fn) relative to the maps pn,m : Xn → Xm, m ≤ n. If {µn}n∈N is a
sequence of probability measures such that µn is a measure on (Xn,Fn) and
µm = µn ◦ p−1n,m for m ≤ n; then there exists a unique measure µ on (X,F)
such that µn = µ ◦ p−1n for all n ∈ N where pn is the projection map from X
on Xn.
This theorem can be extended to an index set I which is a directed set
with an order generating sequence, i.e., there exists a sequence (αn)n∈N in I
such that for every α ∈ I exists a n ∈ N with α < αn.
Let us now apply this general framework to our marked configuration
space Ω.
We assume, therefore, that (X,X), (S,S) are separable standard Borel
spaces.
To use Bc(X) makes in this generality no sense, hence we have to intro-
duce an abstract concept of “local” sets. Let IX be a subset of X with the
properties:
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(I1) Λ1 ∪ Λ2 ∈ IX for all Λ1,Λ2 ∈ IX .
(I2) If Λ ∈ IX and A ∈ X with A ⊂ Λ then A ∈ IX .
(I3) There exists a sequence {Λn, n ∈ N} from IX with X =
⋃
n∈N Λn and
such that if Λ ∈ IX then Λ ⊂ Λn for some n ∈ N.
Then we can construct the marked configuration space as in Subsection 2.1
replacing Bc(X) by IX . Our aim is to show that (Ω,B(Ω) is a separable
standard Borel space and thus by Theorem 5.12 the measure in Theorem 5.3
exists.
It follows from Theorem 5.11 that for any Λ ∈ IX and any n ∈ N the set
(Λ× S)n is a separable standard Borel space. Therefore, by the same argu-
ment (Λ˜× S)n/Sn is also a separable standard Borel space, see e.g., [Shi94].
Now taking into account the isomorphism (cf. 2.4) between (Λ˜× S)n/Sn and
Ω
(n)
Λ the same holds for Ω
(n)
Λ , Hence ΩΛ is also a separable standard Borel
space as well as Ω
(n)
X by Theorem 5.11, (1).
Finally, the marked configuration space itself is a separable standard
Borel space as the projective limit of the separable standard Borel spaces
(ΩΛ,B(ΩΛ)), Λ ∈ IX .
Furthermore, if on (X,X) is given a non-atomic measure σ with σ(Λ) <∞
∀Λ ∈ IX and a kernel τ : X×G→ R which fulfills (2.6), then the procedure
from Subsection 2.2 can be done in an analogous way and as a result we
obtain a probability measure πτzσ, z > 0 on (Ω,B(Ω)). Specifications and
marked Gibbs measures can also be defined analogously, see e.g., [Pre80].
All the contents of Sections 4 and 5 generalize straightforward and only in
Theorem 5.3 we need the assumption that the spaces are standard Borel. In
Theorem 5.6 we have to generalize the notion of finite range, actually we use
in the proof only the following property: For any Λ ∈ IX exists a Λ′ ∈ IX
such that Λ ⊂ Λ′ and φ((x, s), (y, t)) = 0 if x ∈ Λ and y ∈ X\Λ′.
5.4 Examples revisited
Here we will verify that our framework is sufficient to treat the examples
stated in Subsection 3.2. Therefore the main task in this subsection is to
verify the stability condition (S) (cf. (3.8)) and integrability condition (I)
(cf. (3.9)) for each of the examples in Subsection 3.2. This enables us to
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apply Theorem 5.3 to the considered examples and therefore give us a limit
measures corresponding to the specifications under consideration.
Proposition 5.13 Let φ be a potential on X × S bounded below, then the
following three conditions are equivalent
(i) the potential fulfills the integrability condition.
(ii) there exists a α > 0 such that for
Aα:={(x, sx) ∈ X × S| φ((y, sy), (x, sx)) > α}
the following is fulfilled:
ess sup
(y,sy)∈X×S
στ (Aα) < +∞
and
ess sup
(y,sy)∈X×S
∫
(X×S)\Aα
|φ((y, sy), (x, sx))| τ(x, dsx)σ(dx) < +∞.
(iii) For every yˆ ∈ X × S there exists a Nyˆ ∈ B(X)⊗ B(S) such that
ess sup
yˆ∈X×S
στ (Nyˆ) < +∞,
and
ess sup
(y,sy)∈X×S
∫
(X×S)\Nyˆ
|φ((y, sy), (x, sx))| τ(x, dsx)σ(dx) < +∞.
In particular, integrability condition (I) (cf. (3.9)) is independent of β.
Proof. Denote the lower bound for φ by B′. Using the fact that there exist
constants C1, C2 > 0 such that
C1
(|x|1 [−B′,α)(x) + 1 (α,∞)(x)) ≤ 1 [−B′,∞)(x)|e−x − 1|
≤ C2
(|x|1 [−B′,α)(x) + 1 (α,∞)(x)) ,
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we see that (i) and (ii) are equivalent. Obviously, (ii) implies (iii) if we put
Nyˆ := {xˆ ∈ X × S| φ(yˆ, xˆ) ≤ α}. Conversely, using
{xˆ ∈ X × S| φ(yˆ, xˆ) ≤ α}
= ({xˆ ∈ X × S| φ(yˆ, xˆ) ≤ α} ∩Nyˆ) ⊔ ({xˆ ∈ X × S| φ(yˆ, xˆ) ≤ α}\Nyˆ) ,
we obtain that also (iii) implies (ii). 
Thus we have the following sufficient condition for the integrability con-
dition.
Corollary 5.14 Let X be a Riemannian manifold (d denotes the metric on
X). Let us assume that there exists R > 0 such that
ess sup
(y,sy)∈X×S
∫
{(x,sx)∈X×S| d((y,sy),(x,sx))≥R}
|φ((y, sy), (x, sx))| τ(x, dsx)σ(dx) < +∞.
Then the above conditions are fulfilled.
Proposition 5.15 1. Let φ1, φ2 be two stable potentials then also φ1+φ2
is stable.
2. Let φ1, φ2 be two potentials which fulfil the integrability condition then
φ1 + φ2 also satisfies the integrability condition.
3. A potential bounded from below by a stable one is stable itself.
Example 3.5 Φ is integrable on {|x| ≥ R} and because of monotonicity of
J there exists a C > 0 such that∫
J(|x|)dx ≤ C
∑
q∈Zd
J (a|q|) < +∞.
We can bound the potential φ below by
φ((x, sx), (y, sy)) ≥ Φ(|x− y|)−K|J(|x− y|)|,
forK := sups∈supp τ |s|2 and this potential is stable according to the Dobrushin-
Fisher-Ruelle criterium (cf. Section 3.2.8 in [Rue69]). This potential fulfills
also the integrability condition because we can bound it above by
|φ((x, sx), (y, sy))| ≤ |Φ(|x− y|)|+K|J(|x− y|)|,
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and this is integrable on {|x| ≥ R}.
Example 3.6 The arguments are analogous to the above case.
Example 3.7 On the one hand in this model the potential is bounded below
by
φ((x, sx), (y, sy)) ≥ ψ(|x− y|),
and thus stable. On the other hand its modulus is bounded above by
|φ((x, sx), (y, sy))| ≤ ϕ(|x− y|) + |ψ(|x− y|)|,
whence it fulfills the integrability condition, because the lower regularity of
ψ implies that also ψ− is integrable.
Example 3.8 The potential is stable since for all {(x1, s1), . . . , (xn, sn)}
n∑
i=1
n∑
j=i+1
∫ θ
0
V (si(t)− sj(t))dt ≥ −nB
∫ θ
0
dt = −nBθ.
The potential fulfills the integrability condition because of the following ar-
guments. Let sx ∈ Lθ(Rd), sy ∈ Lθ(Rd) and denote by s˜x := sx − sx(0) and
s˜y := sy − sy(0) then∫
Rd
∫
Lθ(Rd)
|φ((x, sx), (y, sy))|τ(x, dsx)σ(dx)
≤
∫
Rd
∫
Lθ(Rd)
∫ θ
0
|V (x+ s˜x(t)− sy(t))|dtW0|0(ds˜x)dx
=
∫
Lθ(Rd)
∫ θ
0
∫
Rd
|V (x+ s˜x(t)− sy(t))|dxdtW0|0(ds˜x)
=
∫
Rd
|V (x) |dx
∫
Lθ(Rd)
∫ θ
0
dtW0|0(ds˜x) ≤ 1
(2πθ)d/2
θ
∫
Rd
|V (x) |dx.
Thus according to Theorem 5.3 there exists a limiting measure µ on the
marked configuration space ΩRd(Lθ(Rd)), this are not configurations in loops
but we can embed the loop space into Rd×Lθ(Rd) in the following way
I : Lθ(Rd) →֒ Rd×Lθ(Rd), s 7→ (s(0), s),
and the image of this mapping
A := {(x, s) ∈ Rd×Lθ(Rd)| s(0) = x},
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is a measurable set of full measure, i.e.,∫
Ac
Wx|x(ds)dx = 0.
Whence according to Proposition 5.4 the set
Ω˜ := {{(x1, sx1), (x2, sx2), . . .} ∈ Ω| sxi(0) = xi for all i},
has full measure, i.e., µ(Ω˜) = 1 and thus we can define a measure on the loop
space via the above embedding.
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Appendix
A.1 Proof of Lemma 2.8
Lemma A.16 The following results are valid.
1. στ⊗n({(xˆ1, . . . , xˆn) ∈ (X × S)n|∃i, j i 6= j with xi = xj}) = 0.
2. στ⊗n((X × S)n\(X˜ × S)n) = 0.
3. For all ω ∈ Ωfin the set Aω := {ω′ ∈ Ωfin|γω ∩ γω′ 6= ∅} has zero
νzστ -measure.
4. The set A := {(ω, ω′) ∈ Ωfin ×Ωfin|γω ∩ γω′ 6= ∅} has zero νzστ ⊗ νzστ -
measure.
Proof. 1. Because of the symmetry and the non-atomicity of σ we have
στ⊗n({(xˆ1, . . . , xˆn) ∈ (X × S)n|∃i, j i 6= j with xi = xj})
≤
(
n
2
)
στ⊗n({(xˆ1, . . . , xˆn) ∈ (X × S)n|x1 = x2})
=
(
n
2
)
στ (X × S)n−2στ⊗2({((x, s), (x, t))|x ∈ X, s, t ∈ S})
= 0
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2. Consequence of 1.
3. Let ω = {y1, . . . , ym}. According to (2.5) we can decompose the set
Aω as
Aω =
∞⊔
n=0
{ω′ ∈ Ω(n)|γω ∩ γω′ 6= ∅},
then the definition of νzστ applied to A yields
νzστ (A) =
∞∑
n=0
zn
n!
(στn)(Aω,n),
where Aω,n is given by
Aω,n := {{xˆ1, . . . , xˆn} ∈ Ω(n) | ∃i, j i 6= j with xi = yj}.
On the other hand we can estimate 1
n!
(στn)(Aω,n) by
nmστ⊗n({(xˆ1, . . . , xˆn) ∈ (X˜ × S)n × (X˜ × S)m|x1 = y1}),
then the definition of στ and the non-atomicity of σ implies as above that
this last expression is zero.
4. Consequence of 3. 
Lemma 2.8 Let ψ ∈ A and Λ,Λ′ ∈ Bc(X) be given such that Λ′ ⊂ Λ,
suppose that ψ ∈ L1(ΩΛ, νzστ ). Then the following equality holds∫
ΩΛ\Λ′
(exp∗ ψ)(ω ∪ ω′)νzστ (dω) (1.7)
= exp
(∫
ΩΛ\Λ′
ψ(ω)νzστ (dω)
)
exp∗
(∫
ΩΛ\Λ′
1 Ωfin\{∅}(·)ψ(· ∪ ω)νzστ (dω)
)
(ω′),
for νzστ -a.e. ω ∈ ΩΛ′ .
Proof. First we clarify the existence of the integrals. It follows from Fubini’s
theorem that ∫
ΩΛ′
∫
ΩΛ\Λ′
|(exp∗ ψ)(ω ∪ ω′)|νzστ (dω′)νzστ (dω)
≤
∫
ΩΛ′
∫
ΩΛ\Λ′
(exp∗ |ψ|)(ω ∪ ω′)νzστ (dω′)νzστ (dω)
= exp
(∫
ΩΛ
|ψ|(ω)νzστ (dω)
)
<∞,
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thus for νzστ -a.e. ω ∈ ΩΛ′ (exp∗ |ψ|)(· ∪ ω′) and (exp∗ ψ)(· ∪ ω′) belongs to
L1(ΩΛ\Λ′ , νzστ ). Hence the following manipulations are justified for |ψ| and
therefore also for the function ψ itself.
The left hand side of (1.7) for ω′ 6= ∅ is by definition equivalent to∫
ΩΛ\Λ′
∞∑
n=1
1
n!
∑
(ω1,...,ωn)∈Pn∅ (ω∪ω
′)
ψ(ω1) . . . ψ(ωn)νzστ (dω). (1.8)
Without loss of generality we may assume γω ∩ γω′ = ∅ (cf. Lemma A.16).
To each partition (ω1, . . . , ωn) ∈ Pn∅ (ω ∪ω′) we define in one to one form the
following objects (we put together the ωi’s which have solely points from ω)
J := {i |ωi ⊂ ω}
l := |J |
ηi := ωi, ∀i ∈ J
ξi := ωi ∩ ω, ∀i /∈ J
ξ′i := ωi ∩ ω′, ∀i /∈ J
η0 := ω\(⊔i∈Jωi),
where l ∈ {0, . . . , n − 1}; (η0, . . . , ηl) ∈ Pl+1∅ (ω); (ξl+1, . . . ξn) ∈ Pn−l∅ (η0);
(ξ′l+1, . . . ξ
′
n) ∈ Pn−l(ω′). This implies that (1.8) can be rewritten as∫
ΩΛ\Λ′
ψ(ω ∪ ω′)νzστ (dω) (1.9)
+
∞∑
n=2
n−1∑
l=0
1
l!(n− l)!
∫
ΩΛ\Λ′
∑
(η0,...,ηl)∈P
l+1
∅
(ω)
l∏
i=1
ψ(ηi)ϕn,l(η0)νzστ (dω),
where
ϕn,l(η0) :=
∑
(ξ)n
l+1∈P
n−l
∅
(η0)
∑
(ξ′)n
l+1∈P
n−l(ω′)
n∏
i=l+1
ψ(ξ′i ∪ ξi).
Then using Lemma 2.6 we obtain
∞∑
n=2
n−1∑
l=0
1
l!(n− l)!
(∫
ΩΛ\Λ′
ψ(ω)νzστ (dω)
)l ∫
ΩΛ\Λ′
ϕn,l(η0)νzστ (dη0). (1.10)
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First we look at the integral of ϕn,l,∫
ΩΛ\Λ′
∑
(ξ)n
l+1∈P
n−l
∅
(η0)
∑
(ξ′)n
l+1∈P
n−l(ω′)
n∏
i=l+1
ψ(ξ′i ∪ ξi)νzστ (dη0)
=
∑
(ξ′)n
l+1∈P
n−l(ω′)
∫
ΩΛ\Λ′
∑
(ξ)n
l+1∈P
n−l
∅
(η0)
n∏
i=l+1
ψ(ξ′i ∪ ξi)νzστ (dη0).
Once more we apply Lemma 2.6 to the right hand side of the above equality
to get ∑
(ξ′)n
l+1∈P
n−l(ω′)
n∏
i=l+1
∫
ΩΛ\Λ′
ψ(ξ′i ∪ ξi)νzστ (dξi). (1.11)
Hence interchanging the sums and putting together (1.10) and (1.11) we get
∞∑
l=0
∞∑
n=l+1
1
l!
(∫
ΩΛ\Λ′
ψ(ω)νzστ (dω)
)l
× 1
(n− l)!
∑
(ξ′)n−l1 ∈P
n−l(ω′)
n−l∏
i=1
∫
ΩΛ\Λ′
ψ(ω ∪ ξ′i)νzστ (dω)
= exp
(∫
ΩΛ\Λ′
ψ(ω)νzστ (dω)
)
exp∗
(∫
ΩΛ\Λ′
1 Ωfin\{∅}(·)ψ(· ∪ ω)νzστ (dω)
)
(ω′).

A.2 Proof of Proposition 4.10
Proposition 4.10 Let ω, ζ ∈ Ωfin with γω ∩ γζ = ∅. The solution of (4.13)
for ω = {xˆ1, . . . , xˆl}, l ≥ 1 has the form
Q({xˆ1, . . . , xˆl}, ζ) =
∑
(ω1,...,ωl)∈P
l
∅
(ζ)
Q({xˆ1}, ω1) · · ·Q({xˆl}, ωl), (1.12)
where
Q({xˆ}, ζ) := (e2βB)|ζ|+1
∑
T∈T({xˆ}∪ζ)
∏
{yˆ,yˆ′}∈T
|e−βφ(yˆ,yˆ′) − 1|, (1.13)
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for ζ 6= ∅ and Q({xˆ}, ∅) := e2βB. In the case ω = ∅ we define Q(∅, ζ) as in
(4.12).
Proof. For ω = ∅ the assertion follows by definition, hence we assume ω 6= ∅.
We prove the result by induction in |ω|+ |ζ |.
For |ω|+ |ζ | = 1 with γω ∩ γζ = ∅ we have ζ = ∅ and ω = {xˆ}. On the
one hand the r.h.s. of (4.13) yields
e2βB
∑
ωˆ⊂∅
QI(ωˆ, ∅\ωˆ)|kωˆ(xˆ)| = e2βBQI(∅, ∅) = e2βB,
on the other hand equation (1.13) gives
QI({xˆ}, ∅) = e2βB
∑
T∈T({xˆ})
∏
{xˆ,xˆ′}∈∅
|e−βΦ(xˆ,xˆ′) − 1| = e2βB.
Thus the initial induction step is verified.
Let us assume that the result is true for |ω|+ |ζ | = n−1 with γω∩γζ = ∅.
Choose ω, ζ such that ω 6= ∅, γω ∩ γζ = ∅, |ω|+ |ζ | = n, and denote I(ω) =
x0 ∈ ω. Using (1.12) for n− 1 in the r.h.s. of (4.13) one obtains
e2βB
∑
ωˆ⊂ζ
|kωˆ(xˆ0)|
∑
(ω′
xˆ
)xˆ∈ω\{xˆ0}∪ωˆ∈P
n′
∅
(ζ\ωˆ)
∏
xˆ∈ω\{xˆ0}
Q({xˆ}, ω′xˆ)
∏
xˆ∈ωˆ
Q({xˆ}, ω′xˆ),
(1.14)
where n′ = |ω| + |ωˆ| − 1. If ωˆ 6= ∅, then define ω′xˆ0 := ωˆ ⊔
⊔
xˆ∈ωˆ ω
′
xˆ and we
make the following re-arrangement in one to one form
∅ 6= ωˆ ⊂ ζ, (ω′xˆ)xˆ∈ω\{xˆ0}∪ωˆ ∈ P|ω|+|ωˆ|−1∅ (ζ\ωˆ)
l
((ω′xˆ)xˆ∈ω, ωˆ, (ω
′
xˆ)xˆ∈ωˆ),
where (ω′xˆ)xˆ∈ω ∈ P|ω|∅ (ζ), ω′xˆ0 6= ∅, ∅ 6= ωˆ ⊂ ω′xˆ0, and (ω′xˆ)xˆ∈ωˆ ∈ P|ωˆ|∅ (ω′xˆ0\ωˆ).
With this, the expression in (1.14) can be rewritten as∑
(ω′
xˆ
)xˆ∈ω∈P
|ω|
∅
(ζ)
ω′
xˆ0
6=∅
∏
xˆ∈ω\{xˆ0}
Q({xˆ}, ω′xˆ)
∑
∅6=ωˆ⊂ω′
xˆ0
e2βB |kωˆ(xˆ0)| (1.15)
×
∑
(ω′
xˆ
)xˆ∈ωˆ∈P
|ωˆ|
∅
(ω′
xˆ0
\ωˆ)
∏
xˆ∈ωˆ
Q({xˆ}, ω′xˆ).
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Next we use the explicit form for Q({xˆ}, ω′xˆ) in (1.13) to write the term
e2βB
∑
∅6=ωˆ⊂ω′
xˆ0
|kωˆ(xˆ0)|
∑
(ω′
xˆ
)xˆ∈ωˆ∈P
|ωˆ|
∅
(ω′
xˆ0
\ωˆ)
∏
xˆ∈ωˆ
Q({xˆ}, ω′xˆ)
as ∑
∅6=ωˆ⊂ω′
xˆ0
e2βB
∑
(ω′
xˆ
)xˆ∈ωˆ∈P
|ωˆ|
∅
(ω′
xˆ0
\ωˆ)
∏
xˆ∈ωˆ
(e2βB)|ω
′
xˆ
|+1
∑
Txˆ∈T({xˆ}∪ω
′
xˆ
)
|kTxˆ| |kωˆ(xˆ0)|
=
∑
∅6=ωˆ⊂ω′
xˆ0
(e2βB)1+|ω
′
xˆ0
\ωˆ|+|ωˆ|
∑
(ω′
xˆ
)xˆ∈ωˆ∈P
|ωˆ|
∅
(ω′
xˆ0
\ωˆ)
∏
xˆ∈ωˆ
∑
Txˆ∈T({xˆ}∪ω
′
xˆ
)
|kTxˆ | |kωˆ(xˆ0)|. (1.16)
We again make a re-arrangement: for ∅ 6= ωˆ ⊂ ω′xˆ0 , (ω′xˆ)xˆ∈ωˆ ∈ P|ωˆ|∅ (ω′xˆ0\ωˆ),
and (Txˆ)x∈ωˆ ∈ ×xˆ∈ωˆT({xˆ} ∪ ω′xˆ) we define
T :=
⊔
xˆ∈ωˆ
Txˆ ⊔ {(xˆ, xˆ0)|xˆ ∈ ωˆ} ∈ T(ω′xˆ0 ∪ {xˆ0}),
and vice versa, given T ∈ T(ω′xˆ0 ∪ {xˆ0}) we define ωˆ, ω′xˆ, and (Txˆ)xˆ∈ωˆ by
ωˆ := {xˆ ∈ V (T )|(xˆ, xˆ0) ∈ T} ⊂ ω′xˆ0
Txˆ0 ⊕
⊕
xˆ∈ωˆ
Txˆ := T\{(xˆ, xˆ0)|xˆ ∈ ωˆ} with xˆ ∈ V (Txˆ) and V (Txˆ0) = xˆ0
ω′xˆ := V (Txˆ)\{xˆ}
Then (1.16) can be written (using 1.13) as
(e2βB)1+|ω
′
xˆ0
|
∑
T∈T(ω′
xˆ0
∪{xˆ0})
kT = Q({xˆ0}, ω′xˆ0).
Hence (1.15) now simplifies to∑
(ω′
xˆ
)xˆ∈ω∈P
|ω|
∅
(ζ)
ω′
xˆ0
6=∅
∏
xˆ∈ω\{xˆ0}
Q({xˆ}, ω′xˆ)Q({xˆ0}, ω′xˆ0).
After an explicit calculation for the case ωˆ = ∅ we see that the above expres-
sion is nothing but the required form for Q(ω, ζ). 
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A.3 Proof of Proposition 4.13
Lemma 4.12 For every xˆ ∈ X × S, Y ∈ B(X), and n ≥ 1 we have∫
(Y×S)n
Q({xˆ}, {yˆ}n1 )στ (dyˆ)n1 (1.17)
≤ e2βB(n+1)C(β)n−1(n+ 1)n−1
∫
Y×S
|e−βφ(xˆ,yˆ) − 1|στ(dyˆ).
Proof. In the following we denote yˆn+1 := xˆ. The equality (4.15) implies
the following estimate for (1.17)
(e2βB)n+1
∑
T∈T([n+1])
∫
(Y×S)n
∏
(i,j)∈T
|e−βΦ(yˆi,yˆj) − 1|στ(dyˆ)n1 . (1.18)
We now estimate by induction in n the term∫
(Y×S)n
∏
(i,j)∈T
|eβΦ(yˆi,yˆj) − 1|στ (dyˆ)n1 . (1.19)
For n = 1 all trees T are of the form {{xˆ, yˆ1}} and hence (1.19) is reduced
to ∫
(Y×S)
|eβΦ(xˆ,yˆ1) − 1|στ(dyˆ1).
Let us assume that for n = N − 1 we have for all T ∈ T([n+ 1])∫
(Y×S)n
∏
(i,j)∈T
|e−βΦ(yˆi,yˆj) − 1|στ (dyˆ)n1
≤ C(β)n−1
∫
Y×S
|e−βφ(yˆn+1,yˆ) − 1|στ(dyˆ).
For the case n = N we proceed as follows. Let T ∈ T([n + 1]) be given.
Choose yˆn+1 as a foot point of T . Then there exists a final pair {j1, j2} ∈ T
where yˆj1 is the final vertex and yˆj1 6= yˆn+1. This implies the following
estimate ∫
(Y×S)n
∏
(i,j)∈T
|e−βφ(yˆi,yˆj) − 1|στ (dyˆ)n1
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≤
∫
(Y×S)n−1
∏
(i,j)∈T\{j1,j2}
|e−βφ(yˆi,yˆj) − 1|
×
∫
Y×S
|e−βφ(yˆj1 ,yˆj2 ) − 1|στ (dyˆj1)
n∏
l=1
l 6=j1
στ (dyˆl)
≤ C(β)
∫
(Y×S)n−1
∏
(i,j)∈T\{j1,j2}
|e−βφ(yˆi,yˆj) − 1|
n∏
l=1
l 6=j1
στ (dyˆl)
≤ C(β)n−1
∫
Y×S
|e−βφ(yˆn+1,yˆ) − 1|στ(dyˆ).
where in the last inequality we used the induction step. Thus (1.18) yields
(e2βB)n+1C(β)n−1
∫
Y×S
|e−βφ(yˆn+1,yˆ) − 1|στ (dyˆ)
∑
T∈T([n+1])
1.
It follows from Proposition 2.4 that |T([n+ 1])| = (n+ 1)n−1. 
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