Supplementary Data
This supplementary file provides a step by step guide for the approach described in the paper. It details the procedure using a full face-to-face interaction example. Some of the Matlab functions that were used in the analysis are also provided together with this tutorial.
Tracking-Learning-Detection (TLD)
In this paper, version 1.0 of the TLD software was used to analyse the data, since newer versions have not been released in Matlab. The code and installation instructions can be found in https://github.com/zk00006/OpenTLD.
Once installed and compiled, the software contains a file called run_TLD.m that provides a working example of the TLD methodology. This example works on video acquired in real time. In order to make it work with pre-recorded videos, two steps are needed:
-The pre-recorded video has to be separated in individual frames.
-The code line establishing the input source needs to be changed as follows:
opt.source = struct('camera',0,'input',strcat(folder,'/'),'bb0',[]);
where folder points to the location of your video frames and 'camera', 0, indicates to the TLD software not to look for the live camera but for a pre-recorded video. Once done, the run_TLD.m script can be run as it is.
The first thing the algorithm will do is ask for the object to be tracked. Thus, it will show the first frame of the video in which a box defining the object needs to be drawn. Figure 1 shows two examples. For instance, if we are interested in the object the mother is moving, a box can be drawn to contain the object or the hand the mother is using to animate the object. Alternatively, if we are interested in the infant's head movements, we can draw the box around the infant's face. It is important that the object we want to track has good contrast in comparison to the background image. Once the area is defined, the algorithm starts when the user double-clicks within the defined box. The algorithm will track the defined object frame by frame. The defined box is not stiff and it adapts in size to variations of size in the tracked object. There are two videos available with this tutorial showing how the algorithm tracks the defined object (https://mega.nz/#F!BjxnlCwK!IJWTQCn1BV20auBA0u3rQg). Infant.mov shows how the infant's head movements were tracked, while Mother.mov shows the tracking of the mother's hand movements.
When the algorithm finishes processing all the frames, the information about the tracked object will be saved in the output folder. In run_TLD.m this is determined by the opt.output field. Figure 2 shows an example of what the output of TLD looks like. The output file has five columns. The first four columns represent the coordinates of the bounding box relative to the video and the last column provides the information about the overall similarity of the pixels in the box is the content of the box in the current frame relative to the initially defined box. If the tracker loses temporarily the information about the object, the algorithm returns NaN values in all the columns. The output of TLD needs to be processed to create time series that can be used in subsequent Recurrence Quantification Analysis (Figure 3) . Therefore, first, each set of coordinates is translated into the central coordinates of the tracked feature (Figure 3a) . Thus, we use the information provided by the first four columns of the output file. Columns 1 and 3 contain the information about the x axis, while 2 and 4 about the y axis. The central coordinates of the box can then be computed using the average value for the x axis and the y axis, respectively. Then, these coordinates are compared with the central coordinates of the next frame to determine the direction of movement (Figure 3b This function requires two input arrays, one identifying the central x-coordinates (xArray) and the other containing the central y-coordinates (yArray). Additionally, it needs to specify the number of directions of movement considered. Direction = 1 will calculate the detailed coordinate system with 9 possible directions of movement, while; Direction = 2 or 3 will calculate the simple coordinate system with 3 possible directions of movement. The difference between Direction equal to 2 and to 3 is that the left and right categorisation is inverted (see Figure 3c ). This can be used to understand better any existing coordination between mirror behaviours (e.g. when two persons are facing each other perpendicular to the line of sight of the camera).
Figure 3. Categorisation of movement. The central coordinates of the TLD window are extracted (a) and compared to the next window central coordinates (b). The movement was classified following two systems of coordinates containing 9 and 3 categories of movement respectively (c).
The output of transformCoordinates.m is an array containing the categories of movement depending on the system of coordinates that has been selected. Figure 4 shows sample output of the simple (4a) and detailed coordinate systems (4b). where t1 and t2 are two time series containing the categorised movement (e.g. the infant's head and mother's hand movements) and ws determines the size of the lag profile. For example, if we have a video recorded at 25 Hz and we want to generate 4-second lag profiles, our ws has to be equal to 100. drpdfromtsCat.m returns the computed lag profile (profile). If needed, it also returns the maximum value of recurrence of the lag profile (maxrec) as well as the position of this maximum (maxlag). Figure 5 shows the lag profiles for both systems of coordinates. These lag profiles correspond to the coordination of movements between the mother and the infant extracted from Infant.mov and Mother.mov: Figure 5 . Example of the object-infant's focus lag profiles computed using diagonal-wise CRQA using the simple (5a) and the detailed (5b) coordinate systems.
The content of t1 and t2 is going to affect the interpretation of the lag profiles. For instance, if t1 contains the mother's movement and t2 the infant's movement information, the left part of the profile relates to mother leading actions and the right part to infant leading actions. Therefore, if the recurrence maxima are located on the left side, it means that the mother is leading the action. If the maxima are located at 0 seconds, it suggests perfect coordination. Finally, if they are located on the right side, it means that the infant is leading the action. The crucial point is to always be consistent in the order given to the drpdfromtsCat.m function. In other words, t1 and t2 must always contain the same type of behaviour (e.g. the mother's movement or the infant's head movement) so results are consistent when averaging the profiles.
Normalisation of the lag profiles
In order to prove that the coordination patterns are real, we need to first check that the profile didn't arise by chance. This step consists of calculating the lag profile with one or both time series shuffled to see if the shape of the profile changes. The random shuffling of a time series can be done using the following command in Matlab: infantMovementShuffled = infantMovement(randperm(numel(infantMovement))); After the shuffling is complete, the lag profile needs to be calculated again using the drpdfromtsCat.m function. Figures 6a and 6b show the comparison of the profiles from Figure 5 with their shuffled versions. During the shuffled baseline calculation, it is advisable to run the randomisation of the time series several times (e.g. 100 times bootstrapping) and obtain an average shuffled baseline.
Figure 6. Example of the object-infant's focus of attention (black) and object-shuffled infant's focus of attention (red) lag profiles computed using diagonal-wise CRQA using the simple (6a) and the detailed (6b) coordinate systems. Only mean values are showed for the random-paired profiles.
Likewise, we need to test that the profile is not task-specific. This recurrence refers to the baseline of recurrence between infants who share the same free-play task but show different behaviour (Richardson & Dale, 2005 ). In the current example, the mother's hand movement was random-paired with the head movements of 5 infants from different dyads. During random-pairing the time series may possess different length. In this case, the last part of the longest time series might get trimmed to match the length of the shortest one. Figure 7a and 7b show the comparison of the profiles from Figure 5 with their random-paired versions.
Figure 7. Example of the object-infant's focus of attention (black) and object-randomised infant's focus of attention (red) lag profiles computed using diagonal-wise CRQA for the simple (7a) and the detailed (7b) coordinate systems. Only mean values are showed for the random-paired profiles.
In general, if the coordination is real, both the shuffled and random-paired baselines should be relatively flat and significantly below the peak of coordination. Statistical comparison between profiles can be done applying Linear Mixed Models in R (R Core Team, 2016) using packages lme4 (Bates, Mächler, Bolker & Walker, 2015) and lmerTest (Kuznetsova, Brockhoff & Christensen, 2016) , which allow to check the statistical significance for the estimated coefficients of the model using t-tests and the Satterthwaite approximations for the degrees of freedom.
Asymmetric CRQA
The analysis of lag profiles is a useful method to find coordination between two time series. However, RQA provides a wider range of measures that help find out more about the dynamics of two systems. The nature of categorical time series impacts the recurrence plots in such a way that most of the recurrences are arranged to form rectangular or vertical line structures (see Figure 8 for example). Any asymmetry found between vertical and horizontal lines would reveal an asymmetric dynamic attunement between the tracked movements. For example, if the movements of the mother and infant recur and have the same duration in time a perfect symmetry would be found. However, such coordination during interactions is difficult to achieve and the asymmetry between movements starts to arise.
We have seen that the crqa.m function requires a large number of input parameters. For categorical time series, these values are typically as follows:
-RQAData(:,1) and RQAData(:,2), i.e., the two input time series containing the categorised movement. The reason why the crqa.m function needs to be run twice is that it only returns information about the vertical lines. Therefore, it is necessary to invert the time series input in order to invert the RQA plot; and -M, which is the embedded dimension. For categorical time series as the one presented here, this value should be left at 1. -T, that is, the delay. It has been suggested that the delay value does not have a strong impact on the RQA results. A default value of 1 is normally used. -E, which is the radius. Since in categorical data we are interested in recurring only those categories which have equal values, the radius size has to be kept smaller than differences between categories. For example, if we do not want category equal to 2 to recur with category equal to 3, then the radius has to be set to a value smaller than 3 minus 2 (i.e., smaller than 1). -normMethod, which constitutes the type of method used to find neighbours in the distance space. Since categorical data does not require normalisation, this value can have any of the possible normalisation values that crqa.m accepts. -Normalisation, which indicates the data that needs to be normalised using the selected normMethod. Categorical data does not require normalisation, thus, this value is set to 'non'. -'sil', which silences any output dialog that the function creates. Figure 9 summarises the methodology presented in this guide. First, runTLD.m is executed to track the features of interest (Figure 9a) . Second, the output of TLD for each tracked feature is categorised for two different systems of coordinates (i.e. simple and detailed coordinate system) using transformCoordinates.m (Figure 9b) . Subsequently, the drpdfromtsCat.m function is used to compute the lag profiles in search for any sign of coordination between the movement-categorised time series (Figure 9c) . Finally, the asymmetric dynamics of the time series are determined using twice the crqa.m function to quantify the vertical and horizontal structures of the RQA plot ( Figure  9d ). 
Summary

