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This research topic aims to design and simulate a reduced order model of a physics based three
way catalyst (TWC) in automotive systems. A catalytic converter carries out a chemical redox reactions of
pollutant gases in order to convert them to less harmful gases before emission through the vehicle exhaust.
The thermal and oxygen storage dynamics of a TWC are described using a set of partial differential equations
(PDE) which are coupled and non-linear in nature along the spatial axis of the catalyst.
Computing the solution for a PDE based system of equations is arduous since the state of the system
is distributed in an infinite domain along the spatial axis. Hence a model order reduction needs to be carried
out in order to observe the behavior of PDE based systems using only a finite number of states. In order to
solve for such systems, the PDEs need to be transformed into ordinary differential equations (ODE) which
result in a finite, but still a large, number of states. This transformation from a set of PDEs with infinite states
to an ODE system with a finite number of states is carried out using the Galerkin’s projection method. Since
we are dealing with a non-linear PDE, the resulting ODEs are time dependent non-linear system of equations.
The model order reduction of the ODE based system is achieved using Proper Orthogonal Decomposition
(POD). The POD method uses a basis representation of the system variable, and these basis functions are
derived from a matrix containing the values of the variable at different instants over time and space obtained
through real time measurement or simulation. The basis functions are extracted from the data matrix by
performing Singular Value Decomposition (SVD). SVD computes the eigen values of the system and stores
them in a matrix arranging them from the most dominant modes to the least. The number of eigen values
selected represents the number of basis functions for the system. An energy estimation criterion is selected to
limit the number of basis functions that will capture the entire system dynamics. Therefore we end up with a
reduced number of modes that describe the order of the ODE based system.
The accuracy of the reduced order model will be calculated for different number of basis functions
and a selection of an optimal model order will be determined by computing the root-mean-square error
ii
(RMSE) for each of these modes. The reduced model will be developed over the Federal Test Protocol (FTP)
driving cycle and the results will be validated alongside the measurement values over the US06 driving cycle.
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TWC Three Way Catalyst
ODE Ordinary Differential Equation
PDE Partial Differential Equation





λ Normalized air fuel ratio
t Time [s]
z Spacial coordinate [m]
Tg Gas temperature [K]
Tcat TWC solid phase temperature [K]
Texh Exhaust gas temperature [K]
Tcat0 Initial temperature [K]










L TWC length [m]
Aout TWC external surface area [m2]
Vcat TWC volume [m3]
i Reactions index





















kfi Forward reaction rate
kbi Backward reaction rate
P Exhaust gas pressure [Pa]





Ai Arrenhius pre-exponential factor
Ei Activation energy [J ]











Φ State of oxygen
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Over the years the need for better regulation of emission control has seen a lot of technological
advancements in the automotive industry, with a focus on developing efficient after-treatment systems [1].
The US Environment Protection Agency(EPA) is the regulatory body that sets the emission limit standards
for all on-road vehicles. The most common and harmful gases include carbon monoxide(CO), nitrogen
oxides(NOx), and hydrocarbons(HC). All automotive manufacturers must adhere to these standards.
1.1 Emission standards and regulations
Figure 1.1 shows the compliance life cycle of a light duty vehicle. The compliance certification
reflects the standards set for tailpipe emissions after having run the vehicle over different driving cycles.
Some of the driving cycles used by the EPA are the Federal Test Procedure(FTP), Federal Urban Driving
Schedule (FUDS), and US06. As far as emission standards are considered in the United States, the EPA has
been following a set regulations[2].
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Figure 1.1: Compliance Life of a Light-Duty Vehicle (reproduced from [1])
1.1.1 Tier 1 standards
These are standards that were implemented between 1994 to 1997 and it applies to all vehicles with
gross vehicle weight rating(GVWR) below 8,500 pounds, [3]. The vehicles in this category are also called
light-duty vehicles(LDV). The emission standards for tier 1 were measured over FTP cycle shown in Figure
1.2.
Figure 1.2: Tier 1 emission standard (reproduced from [3])
1.1.2 Tier 2 standards
Tier 2 standards were phased between 2004 to 2009 and it includes medium-duty passenger vehi-
cles(MDPV) with GVWR between 8,500 to 10,000 pounds. These standards were similar to tier 1 for LDVs
but had stringent limits for heavier vehicles.
Figure 1.3: Tier 2 emission standard (reproduced from [2])
Tier 2 introduced a new emission standard regulation called ”bins” wherein the bins were numbered
from 1 to 11, with 1 being the cleanest and 11 the pollutant. Each bin has a pollutant gas emission level
set and vehicle manufacturers had to chose which bin to classify their vehicle under. Figure 1.3 gives the
emission standard over the FTP cycle.
1.1.3 Tier 3 standards
The latest standards will now be decided upon to be implemented between 2017 to 2025 and will
incorporate heavy-duty vehicles with GVWR upto 14,000 pounds. Tier 3 standards also use the concept
of bins but they are categorized into 7 bins based on their non-methane organic gas(NMOG) and nitrogen
oxides(NOx) concentrations. Figure 1.4 represents the standards over FTP cycle for all vehicles using any
type of fuel.
Figure 1.4: Tier 3 emission standard (reproduced from [4])
As seen above, the EPA set emission standards state the permissible limits of harmful gases and
particulate matter for all types of vehicles. In order to meet these requirements, advances have been greatly
made towards developing sophisticated engine and after-treatment systems.
As the complexity in the design of automotive engines has increased, gasoline direct injection (GDI)
engine manufacturers have been challenged to develop efficient after-treatment and software systems to mon-
itor the operating conditions of various components. One such development includes the thermal oxidation of
carbon monoxide and hydrocarbons, whereby air is pumped into the exhaust system to allow for a complete
combustion of all gases [5]. Another technique used is the exhaust gas recirculation (EGR) [6] in which
the reduction of nitrogen oxides is aided by re-introducing some of the exhaust gas back into the catalyst
inlet. This diffuses the excess oxygen in the fuel, thus completing the reduction reactions. All automotive
companies now use computer monitored systems on the vehicle called On-board diagnostics (OBDs) [7],
which monitors and displays the operational information of exhaust related components such as the catalyst
and oxygen sensor. Any malfunction in the sensor readings is brought to the drivers attention through an
indicator on the dashboard display. The most widely used emission control strategy involves the use of a
catalytic converter and filters to reduce the emission of harmful gases and particulate matter.
1.2 Three Way Catalyst
As stated in [8], the principle under which the internal combustion engine operates is that the fuel
needs to be oxidized in order to create the pressure to drive the pistons. This pressure is generated from the
heat which is released after the chemical reaction occurs between the fuel and air. In an ideal combustion
reaction, oxygen (O2) reacts with the hydrocarbons (HC) to produce carbon dioxide (CO2), water (H2O) and
heat. But since the intake is not pure oxygen but air which consists of O2 and nitrogen (N2), the reaction with
the fuel results in harmful gases such as carbon monoxide (CO), oxides of nitrogen (NOx), and unburned
hydrocarbons. Hence the need arises for a catalytic converter to treat these gases before releasing them
through the exhaust.
A three way catalytic converter acts as a catalyst for the redox (reduction-oxidation) reactions in
which the harmful pollutants are converted to less toxic emissions. It is called a ”three way” catalyst since it
aids in the reduction of nitrogen oxides to less harmful nitrogen gas (N2), oxidation of carbon monoxide (CO)
to carbon dioxide (CO2), and oxidation of unburnt hydrocarbons (HC) to carbon dioxide (CO2) and water
(H2O). These chemical reactions occur simultaneously inside the catalyst and the efficiency with which the
redox reaction occurs depends highly on the air-fuel ratio (AFR) and the temperature inside the catalyst. The







mair = mass of air
mfuel = mass of fuel
(1.2)
The AFR has a stoichiometric value, defined for gasoline and ethanol based engines, which has the







AFR can be written in a normalized form by taking the ratio of the air-fuel present in the mixture at the time
































Figure 1.5: TWC conversion efficiency vs (a) AFR (reproduced from [10]) and (b) catalyst temperature
(reproduced from [11]).
As shown in Figure 1.5, if the AFR is within a narrow region around the stoichiometric value, the
chemical reactions occur with higher efficiency, i.e. the success of complete reduction and oxidation reactions
is higher. For a gasoline engine, the AFR is about 14.7:1, i.e the mixture has 14.7 parts of air and one part fuel
[9]. The efficiency decreases when the AFR falls out of this range. The regions outside of the stoichiometric
value are classified as lean and rich conditions. When the AFR is less than the stoichiometric value, the
combustion occurs in rich conditions (λ < 1). In this case the oxygen is utilized during fuel combustion and
there is not sufficient amount left to carry out the oxidation reactions inside the catalyst. When the AFR is
greater than the stoichiometric value, the engine operates under lean condition (λ > 1), i.e there is excess
oxygen available inside the catalyst and hence the reduction reaction does not occur completely.
The catalytic conversion efficiency also depends on the temperature inside the TWC. Only when the
catalyst temperature has reached a threshold level, called light-off temperature, the chemical conversions take
place with an efficiency close to 50%. Therefore the catalyst temperature dynamics, plays an imperative role
in the control of harmful emissions. Hence the ability to monitor and predict the catalyst temperature along
the catalyst axis will help design an efficient exhaust system. The present technology does not allow for such
kind of measurement in real-time application.
1.3 Motivation
Common approaches to model development to capture the TWC dynamics rely on two types of
modeling, i.e physics based models and empirical or storage based models [12], [13], [14] and [15]. The
models presented in [16] and [17], develop comprehensive mathematical models consisting of non-linear
PDEs which are not feasible for developing real time control application based systems due their complexity.
In [18] and [19] the models are developed using numerical techniques which result in a large number of
ODEs due to their discretization step size used for the species concentration and along the flow direction. The
comprehensive nature os physics based models also makes it difficult to identify all of the system parameters.
When it comes to empirical models as proposed in [20] and [21], neglect some of the chemical kinetics and
interdependence of the thermal and oxygen storage models. This results in much simpler models, as compared
to the physics based models, which are not consistent across different catalyst operating conditions. Empirical
models use curve fitting techniques in order to linearize the non-linear terms in the PDEs [22]. Due to this,
the model cannot be applied in real time scenarios and their accuracy is not guaranteed to remain constant
across different driving cycles.
This thesis proposes a reduced order control-oriented model which takes into account the gas and
solid phase catalyst dynamics without being mathematically intensive by neglecting the time dynamics of the
gas phase. This results in a one dimensional gas model. For simulating the oxygen storage dynamics this
model will not require individual gas concentration level measurements making it computationally feasible
and able to implement in real time control applications. The model design uses the POD based Galerkin's
projection, which follows a basis representation of the system parameter. These basis functions are obtained
by performing singular value decomposition (SVD) on the matrix containing data from the TWC thermal
and oxygen storage models. The reduced order model will be developed over the FTP driving cycle and
validated over the US06 cycle. To the best of our knowledge, a rigorous TWC control-oriented model design
using formal reduction methods applied to an experimentally validated physics-based system has never been
investigated.
The rest of the thesis is divided into the following chapters. Chapter 2 discusses the physics based
PDE model of the TWC. In Chapter 3, the POD-Galerkin's projection for reduced order modeling (ROM) is
introduced. In Chapter 4, the ROM is developed for the catalyst system. In Chapter 5, the simulation results
of the reduced model are presented. Chapter 6 gives the conclusion and scope for future work.
Chapter 2
Three way catalyst model
The TWC model used in this work is a physics-based model borrowed from the literature [17], and
consists of the thermal and oxygen storage dynamics. The catalyst is usually made up of a substrate which is
designed in the shape of a honeycomb structure and covered with a washcoat material. This type of structure
allows for maximum surface area for the exhaust gases to pass through. The washcoat consists of the actual
catalyst material made up of Rhodium (Rh), Platinum (Pt), and Palladium (Pd). Generally, Rhodium aids the
reduction reactions while Platinum and Palladium are efficient for oxidation reactions.
As mentioned previously, reduction reaction occurs efficiently when the AFR mixture is rich and
oxidation occurs during lean condition. Therefore in the rich case there is a need to maintain lower oxygen
levels and during the lean case there needs to be higher levels of oxygen to carry out the reactions.
The TWC conversion efficiency depends mainly on the air-fuel ratio (AFR) and the catalyst temper-
ature. Therefore the dynamics of the system can be described using a thermal model and an oxygen storage
model. Each of these models consists of a system of PDEs which are non-linear and coupled in nature as in
[17]. The thermal model describes the behavior of the gas temperature as well as the catalyst temperature
which governs the oxygen storage capacity. The inputs to the thermal model include the exhaust gas temper-
ature, exhaust gas mass flow rate, and the ambient temperature. In case of the oxygen storage model, it is
computationally difficult to monitor the concentration levels of all gases entering into the catalyst. Hence the
model relies on controlling the oxygen storage levels which helps maintain the AFR near stoichiometry.
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2.1 Thermal model
The thermal behavior of the TWC follows a one dimensional approach along the spatial axis, and
can be described by carrying out an energy balance on the exhaust gas and on the solid phase. The gas phase
comprises of the exhaust gas flow coming from the engine and flowing into the catalyst and the solid phase
is represented by the substrate and the washcoat lumped together [23]. The partial differential equations
describing these dynamics are given as follows:
Energy balance of the gas phase
The PDE model describing the energy balance of the gas phase is given by [15]








+ h ·Ageo · (Tcat − Tg) (2.1)
where ρgεcpg
∂Tg





∂z , describes the convective heat
transport in the axial dimension and hAgeo(Tcat − Tg) is the heat exchange between the gas and the solid
phase. Considering the gas phase dynamics to be changing rapidly in comparison to the solid phase, we
assume the gas temperature Tg to be at steady state. Therefore we can neglect the term ρgεcpg
∂Tg
∂t . The






= h ·Ageo · (Tcat − Tg) (2.2)
The boundary condition for the above equation is:
Tg(z = 0, t) = Texh(t) (2.3)
where the exhaust temperature Texh, measured at the input of the catalyst, is considered to be the initial gas
temperature.
Energy balance of the solid phase
Similarly, the energy balance of the solid phase is described by:
ρs · (1− ε) · cs ·
∂Tcat
∂t
= (1− ε) · λs ·
∂2Tcat
∂z2
− h ·Ageo · (Tcat − Tg) + Q̇react
− Aout
Vcat
· hout · (Tcat − Tamb)
(2.4)
where the term ρs(1− ε)cs ∂Tcat∂t , represents the time dynamics of the solid phase. (1− ε)λs
∂2Tcat
∂z2 , accounts
for the conduction losses in the substrate. hAgeo(Tcat − Tg) represents the heat exchange between the gas
and the solid phase. Q̇react is the heat produced by the exothermic reactions in the washcoat. Finally the
term AoutVcat hout(Tcat − Tamb), accounts for the radial losses in the ambient phase
The term Q̇react describes the heat dynamics due to the chemical reactions occurring in the catalyst
and is a function of the conversion efficiency. Its dependency on the exhaust mass flow rate is true only under
stoichiometric conditions [15]. It can be expressed as follows:
Q̇react = Kreact · ṁexh · η(Tcat) (2.5)
The contribution of the efficiency term in Equation (2.5) is significant only above a certain threshold
temperature value called Tlight−off and is a hyperbolic function of the catalyst temperature given as [24]:
η(Tcat) = 0.5 · tanh(s(Tcat − Tlight−off )) + 0.5 (2.6)
where s describes the slope of the efficiency curve. The terms Aout and Vcat from (2.4), representing the
TWC external surface area and volume respectively, are expressed in terms of the catalyst diameter. The solid
phase equation can be written as:
ρs · (1− ε) · cs ·
∂Tcat
∂t
= (1− ε) · λs ·
∂2Tcat
∂z2
− h ·Ageo · (Tcat − Tg) + Q̇react
− 4
Dcat
· hout · (Tcat − Tamb)
(2.7)
The initial condition for (2.4) is given as:
Tcat(z, t = 0) = Tcat0(z) (2.8)
2.2 Oxygen Storage Model
The objective of a TWC is to reduce the emissions from the exhaust manifold. To achieve this, the
concentrations of gases such as CO, NOx, and HC need to be constantly monitored. Estimating the con-
centration levels of all these gases would require a model that is complex and computationally not feasible.
We know that controlling the air-fuel ratio near stoichiometry efficiently converts all the gases to less harm-
ful emissions. Therefore a model that can predict the oxygen storage level in the TWC is used for control
purposes. The use of Cerium compensates for any deviation of the AFR from stoichiometry through its ca-
pability of storing and releasing oxygen during lean and rich conditions respectively. The chemical reactions
describing the oxygen storage process are presented in [13] and given as:
O2 + 2 · Ce2O3 ←→ 2 · Ce2O4 (2.9a)
CO + Ce2O4 ←→ CO2 + Ce2O3 (2.9b)
Equation (2.9a) represents the oxygen adsorption on the catalyst surface and Equation (2.9b) represents the
CO oxidation with the adsorbed oxygen on the catalyst. The terms Ce2O3 and Ce2O4 represent the reduced
and oxidized cerium oxide concentrations respectively and together they contribute to the oxygen storage
capacity in the catalyst given as:
[Ce2O3] + [Ce2O4] = OSC (2.10)
The net reaction rates due to the forward and backward reactions shown in the above equations are:
R1 = k
f
1 · [Ce2O3]2 · [O2]− kb1 · [Ce2O4]2 · c0 (2.11a)
R2 = k
f
2 · [Ce2O4] · [CO]− kb2 · [Ce2O3] · [CO2] (2.11b)
where c0= PR·Tg is the total exhaust gas concentration. The symbol [X] is used to represent the chemical
concentrations for X = O2, CO, CO2, Ce2O3, and Ce2O4.
The forward reaction rate terms kf1 and k
f
2 depend on the catalyst temperature and the backward
reaction rate terms kb1 and k
b
2 are dependent on the forward reaction term along with the chemical equilibrium
constant, which is a function of the Gibbs energy difference term [25].
The concentration balance equations for the chemical species in the gas phase and washcoat can be

























As stated in [16], the storage term is neglected to eliminate computational stiffness involved in its

















In order to calculate the concentration levels for each of the chemical species, their stoichiometric
values are determined as [26]:
[O2]stoich = 0.01 · c0
[CO]stoich = 0.02 · c0
[CO2]stoich = 0.12 · c0
(2.15)
For the first cell in the catalyst brick, the concentration levels at stoichiometry is compared with the input
signal measurement value λpre and the maximum of the two is used for computing in further cells. The
equations for the first cell calculation are given as:





[O2]stoich + (1− λpre) · [CO2]stoich
λpre − 0.5
))
[CO2]1st cell =[CO2]stoich = 0.12 · c0
(2.16)
The gas concentrations in every other cell will depend on the values from the previous cell, the reaction rates
from Equation 2.11, space velocity sv , and the number of discretized cells. The equations will be further
discussed in the next section.
The oxygen storage level denoted by Φ represents the oxygen storage sites present in the catalyst. It






· (2 ·R1 −R2) (2.17)
The initial condition is given as:
Φ(z, t = 0) = Φ0(z) (2.18)
The AFR term λ, measured at the center of the catalyst brick can be written in terms of the individual gas
concentrations as:
λmid =
2 · ([O2] + [CO2]) + [CO]
2 · ([CO] + [CO2])
(2.19)
In order to solve the system PDEs, the parameters in it have been previously identified using a Par-
ticle Swarm Optimization algorithm [27]. Their validity has been tested against experimental data simulated
over real driving conditions [26]. All the identified parameters are listed under Table 2.1.
2.3 Implementation
The physics based thermal model of the TWC is first simulated using a numerical technique called
Finite Difference Method (FDM). Although using FDM as a standalone control modeling technique does
allow for temperature and oxygen storage level monitoring, the small step size for spacial and time domain
results in a large system of ODEs which is not desirable for real time implementation. Decreasing the step
size reduces the number of ODEs, but results in large error in comparison to measurement values.
0 z
Figure 2.1: TWC sensor placement (reproduced from [25]).
In order to carry out the FDM, Equations 2.2 and 2.7 are discretized with a step size of 40 cells over
the spacial coordinate and 0.005 seconds time step. The input signals to the TWC are exhaust temperature
Texh, exhaust gas mass flow rate ṁexh, and AFR λpre measured at the input of the catalyst brick. The values
of these signals have been measured with the help of sensors as shown in Figure 2.1. The simulation plots for
the inputs is shown in Figure 2.2 over the FTP driving cycle.

























ρs · (1− ε) · cs
· (T jcat − T jg ) +
Q̇react
ρs · (1− ε) · cs
− 4 · hout
Dcat · ρs · (1− ε) · cs
· (T jcat − Tamb)
(2.20b)
Parameter Description Value






















] 6.05 · 106












Kreac Scaling factor for Q̇reac
term
2.14 · 108



















Dcat TWC diameter [m] 0.1057
Lcat TWC length [m] 0.0680
Table 2.1: Identified parameters of TWC model over FTP driving cycle.











1 · (OSC − Φ)j
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2 · Φj · [CO]j − kb2 · (OSC − Φ)j · [CO2]j
(2.21b)
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Figure 2.2: Inputs to the TWC model over FTP cycle (reproduced from [28]).




max ([O2]stoich, ((λpre − 0.5) · [CO]stoich + (λpre − 1) · [CO2]stoich)) for j = 1
[O2]










for j = 1




0.12 · c0 for j = 1
[CO2]
j−1 +Rj2 · c0·Mexh·Acs·∆zṁexh for 2 ≤ j ≤ Z
(2.22)
The discretized equations specified above have been developed based on the TWC schematic shown
in Figure 2.3. A 2D plot simulating the thermal dynamics at the center of the catalyst brick and AFR is shown
in Figure 2.4. The plot consists of measurement values compared against FDM for 40 discretized cells along












{[O2], [CO], [CO2]} stoich
Z = 40 cells
Figure 2.3: Implementation model scheme post TWC discretization [28].
the catalyst length and a time step of 0.005 seconds. The simulations are carried out over the FTP driving
cycle.
We plot a 3D simulation in Figure 2.5 for the solid phase temperature variation using FDM. For the
oxygen storage level, we plot the simulation along the discretized catalyst cells at three different time instants.
In Figure 2.4, we see that Φ varies along the catalyst length as the driving cycle runs over time. Therefore we
cannot lump the variations of Φ using a single state throughout the catalyst length. Therefore in this paper
we look to develop an ODE solution for Φ. From the 2D plots, the root mean square (RMS) error for Tcat











where p = number of samples in the driving cycle.
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(b)
Figure 2.4: (a) Simulation results using FDM over FTP driving cycle for Tcat and λmid. (b) Simulation for
Φ at various time instants.
(a)
Figure 2.5: Simulation results using FDM over FTP driving cycle for Tcat
Chapter 3
Model Reduction
Model reduction is usually carried out to reduce the dimensionality of a complex system usually
described by a set of PDEs. This makes the system computationally feasible to simulate and develop models
to apply in real world scenarios. Any technique applied to achieve model order reduction must be able to
capture the dynamics of the physical system and express it using fewer number of modes in comparison
to the original system. Several techniques are available in literature which can be used to carry out the
reduction method such as Padé approximation which approximates a function by expressing it as a ratio of
two Taylor series expansions with finite degree. It can be used to achieve good approximation of systems
which are divergent in nature. Another method called Balanced Truncation is used which is based on eigen
value decomposition. In this case a transformation is applied to a dynamical system by first calculating the
controllability and observability Gramian. These Gramians are then decomposed into a matrix containing
singular values in decreasing order and their order is truncated by choosing only the most dominant values in
the matrix as in [29]. For a more comprehensive review of various model reduction methods, the reader can
refer to [30].
3.1 Proper orthogonal decomposition (POD)
In this thesis we choose POD and its application with Galerkin projection to achieve a reduced
order model of the TWC system. POD is a numerically defined technique which captures the dynamics of a
complex system by acquiring the simulated data and generating basis functions from it such that only a few
modes of the basis functions can be selected too predict system performance. The input to the POD method
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is a data matrix of the system, in time and spacial domain, simulated over a certain time period and the output
is a set of time independent functions that represent the most energetic modes of the original system. The
basis functions are generated by performing Singular Value Decomposition (SVD) on the system data and
then using an energy criterion, the minimum number of modes required to represent the system are selected.
It is crucial to note that the accuracy of the POD method is highly dependent on the quality of the system
data generated. The data matrix, or else called a snapshot matrix [31] should consist of the system output
values at various time instants across the spatial coordinate which discretized using a fixed step size. If the
system output values are not recorded with high accuracy or if the data does not capture the entire system
dynamics, then the basis functions calculated using POD will also not reflect the system behavior efficiently.
The reduced order model is then obtained by projecting these basis functions onto the original system by
using Galerkin's method.
3.1.1 POD Algorithm
In order to use POD technique, we need a snapshot matrix of the PDE based system under consid-
eration. The state variables of a TWC are Tcat and Φ. Let us consider a snapshot matrix for Tcat of the form,
Ssnap =

Tcat(z1, t1) Tcat(z1, t2) . . . Tcat(z1, tT )





Tcat(zZ , t1) Tcat(zZ , t2) . . . Tcat(zZ , tT )

(3.1)
where Tcat(z, t) is the catalyst temperature. A snapshot matrix, Ssnap is generated which consists of the
system output values taken at various time instants t ∈ (1, T ), where T is the total number of samples in
a driving cycle. In this case we are simulating the model on FTP driving cycle with a time step of 0.005,
which results in a total number of 412100 time samples. The spacial coordinate z ∈ (0, Z) is discretized into
Z = 40 number of cells for a catalyst of length Lcat = 0.068m. Since we are dealing with a complex system
which is described by a set of PDEs, there may not exist an analytical solution. Hence we need to solve for
an approximate solution that will satisfy the system equation such that the sum squared error (SSE) between









xi(t) = time dependent fourier coefficients
ψi(z) = space dependent basis functions
N = number of modes
(3.3)
This approximate solution is substituted in the system of PDEs and solved for the time coefficients x(t) using
the Galerkin's method. The solution to the system is then calculated using Equation (3.2).
In order to solve for the approximate solution, we also need to have the basis functions calculated
prior to solving for x(t). As mentioned earlier this is achieved by performing SVD on the snapshot matrix
and then calculating the number of modes required in the basis functions based on a heuristic reasoning. The
snapshot matrix Ssnap ∈ <zxt can be decomposed into sub-matrices of the form
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U and V are orthonormal matrices, and Σ is a diagonal matrix containing real positive singular values σ of
Ssnap matrix arranged in decreasing order σ1 ≥ σ2 ≥ . . . ≥ σz ≥ 0. The basis function are contained in the
matrix U, and for these function to accurately reconstruct the approximate solution they need to satisfy the
properties of orthogonality and orthonormality defined as:






The Galerkin's approach looks towards developing an approximation of the exact solution of a PDE.
In general finding an exact solution of PDE is complex due to non-linearity and non-homogeneous boundary
conditions. Hence finding an approximate solution with the minimum sum squared error turns out to be a
very useful method. Galerkin's method follows a basis representation of the systems PDEs by splitting a
continuous function (in space and time) into a discrete summation of the two quantities separated. To find
the approximate solution, the inner product of the PDE and a weight function is computed over the spacial
domain and equated to zero. This ensures that the approximate solution has the least error.
Consider an example of a heat equation defined by a parabolic PDE of the form [32]:








0 < z < L, t > 0
(3.8)
In the above equation, T(z,t) is the temperature variable along the z-axis and f(z,t) is a continuous function
in the spacial interval. Let the approximate solution of this PDE be given by T̄ . We now define a function
called as a residual function R(z,t), which is obtained by substituting the approximate solution in the PDE
and equating it to zero. Therefore we can write it as:
R(Ṫ , T̄ ) = T̄t(z, t)− T̄zz(z, t)− f(T̄ (z, t)) (3.9)
We use the expression for T̄ from Equation (3.2) which is described in terms of fourier time coefficients and
basis functions.
As mentioned earlier, a weight function is also used for approximating the solution which is chosen
in a similar way as the basis function.
W (z) = ψj (z) (3.10)
The final step in Galerkin's method is to solve for the approximate solution by taking the inner
product of the residual and weight function and equating to zero. The final expression is written as:
〈
R(Ṫ , T̄ ),W (z)
〉
= 0〈
















In order to solve for the time coefficients we multiply Equation (3.11) by ψTN to take advantage of the property
from Equation (3.6). Therefore we get the expression,
ψTNψN · ẋT (t) = ψTNψ′′NxT (t) + ψTNf(ψNxT (t))
ẋT (t) = xT (t) + ψTNf(ψNx
T (t))
(3.12)
The above equation describes the model with all the modes of POD being considered. To get the final
expression for the reduced order model, we apply the energy heuristic as in 4.2 by replacing N with n:
ẋT (t) = xT (t) + ψTn f(ψnx
T (t)) (3.13)
Equation (3.13) represents the reduced order form of the original PDE computed using POD-Galerkin method.
Chapter 4
TWC Reduced Order Model Design
In this chapter, we develop a reduced order model of the thermal dynamics of a TWC system us-
ing POD-Galerkin projection approach. POD, which is also referred to as Karhunen-Loève decomposition
(KLD) or principal component analysis (PCA) [33], is a numerical technique that generate basis functions
from system output data [30]. The input to the POD method is a data matrix of the thermal model, in time and
spacial domain, computed through simulations over a certain time period and the output is a set of time inde-
pendent functions that represent the ”most energetic” modes of the original system. The basis functions are
generated by performing Singular Value Decomposition (SVD) on the data matrix and then using a criterion
to select the minimum number of modes required to reconstruct the system.
4.1 Singular Value Decomposition (SVD)
The data matrix generated from the FDM simulation is the snapshot matrix Ssnap, containing values
from the system output in time and space domain. SVD is now performed on this matrix resulting as described
in Equation (3.4). The Σ matrix contains the singular values which are arranged in decreasing order of their
magnitude and U contains the POD basis vectors. The number of modes in the basis function define the order
of the reduced model. Since the singular values in the Σ matrix are in decreasing order, the first few values
are more dominant in the sense that they capture most of the system dynamics. Hence we need to define a
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heuristic for selecting the optimal number of basis modes such that the SSE,






is minimum, where ‖ · ‖ is the L2 norm. One way of selecting the number of modes is by defining an energy











On = truncation degree
N = total number of modes
n = reduced number of modes
(4.3)
This ratio is used to determine the order of the reduced system model. The ratio On needs to be close to 1 for
the basis functions to reconstruct the approximate solution accurately.
4.1.1 Formulating POD basis vectors
After having calculated the SVD matrices, we now apply the energy heuristic as described in the
previous section. The plots below show the energy function for different values of mode numbers for both,
the temperature and oxygen storage profiles. In order to setup a reduced order model, we set the energy
criterion such that the number of modes chosen should capture at least 99% of the system dynamics for the
temperature model and 90% for the oxygen storage model. From the plots we can estimate that for Tcat, n =
3 number of modes satisfy this criteria for FTP the driving cycle and for Φ, it equals n = 8.
4.2 Applying Galerkin's projection
The reduced form of the TWC system is derived by applying the Galerkin's projection method on
the POD basis derived in the previous section. The system variable under consideration in the thermal model











Figure 4.1: Truncation degree plot for Tcat and Φ over FTP driving cycle.



















ρs · (1− ε) · cs
· (T̄cat − Tg)
− Q̇react
ρs · (1− ε) · cs
+
4 · hout
Dcat · ρs · (1− ε) · cs
· (T̄cat − Tamb)
(4.5)


























ρs · (1− ε) · cs
· (ψn · xT − Tg) +
Q̇react
ρs · (1− ε) · cs
− 4 · hout
Dcat · ρs · (1− ε) · cs





contains the non-linear terms of Equation (4.5). Using the property of orthogonality and orthonormality from
Equation (3.6), and solving for the inner product, the reduced order non-linear model can be written as:
ẋT = ψT · f(T̄cat, ucat, t) (4.9)
We can express the above equation in terms of the catalyst temperature by multiplying both sides with ψn as
follows:
˙̄Tcat = f(T̄cat, ucat, t) (4.10)















·(2 · (kf1 · (OSC − Φ̄)2 · [O2]− kb1 · Φ̄2 · c0)
− (kf2 · Φ̄ · [CO]− kb2 · (OSC − Φ̄) · [CO2]))
(4.12)















g(Φ̄, uΦ, t) =
1
OSC
· (2 · (kf1 · (OSC − δmyT )2 · [O2]− kb1 · (δmyT )2 · c0)−





Solving for the inner product in the above equation, we arrive at the reduced model as follows:
ẏT = δT · g(Φ̄, uΦ, t)




In order to simulate real driving conditions, the control-oriented model is validated over the US06
driving cycle for the temperature and oxygen storage dynamics.
In Figure 5.1 the result of the reduced model is compared against the catalyst dynamics simulated
from the center location of the TWC over US06 driving cycle. The solid phase temperature Tcat simulated by
the control oriented model developed using POD-Galerkin using three states is compared to the high dimen-
sional PDE based system. Similarly the eight state oxygen storage model is also plotted against simulated
results. The plot also features simulation results for λmid value which is the AFR of the catalyst measured
at the center. We see that the reduced model is able to accurately capture the deviations of the AFR from the
stoichiometric value over time.
In order to determine the error between the simulated and Galerkin model, we plot the root mean
square error (RMSE) for the catalyst temperature and oxygen storage level for different values of POD modes

















where p = number of samples in the driving cycle.
As seen below, Figure 5.1 shows the RMSE plots of Tcat for n = 3, 5, and 8. As we increase the
number of modes, the error reduces significantly since higher number of modes are able to capture more
energy. But selecting a large model order results in an increase in computational time and hence we need a
balance between accuracy and execution time. Setting an energy cap of 99% as described in section 4 lets us
select three modes for describing the temperature dynamics.
Similarly the figure also shows the RMSE plots for Φ. In comparison to the Tcat RMSE plots, the
error in these plots reduces gradually as we increase the number of modes. This is also evident from the
truncation degree plot since the curve for the modes of Φ has a smaller slope as compared with Tcat modes.
Therefore setting an energy cap of 90% for the modes, we can model the oxygen storage dynamics with eight
modes. The plots also confirm the reduction in error for λmid values simulated over US06 driving cycle.
































Figure 5.1: Tcat, Φ, and λmid plots for simulated v/s Galerkin model at the center of the catalyst brick.
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Figure 5.1: RMSE plot of (a) Tcat, (b) Φ, and (c) λmid for different POD modes
Chapter 6
Conclusions and Future Work
In this thesis research, a control oriented non-linear model is developed for the TWC system with
reduced number of modes using the POD-Galerkin projection approach. The basis functions for POD are
obtained from a FDM simulated model of the original PDE system. Galerkin projection is then applied to
arrive at a control oriented model equation. The truncation degree is plotted to select the order of the reduced
model developed by considering the most dominant modes of the system. From the simulation results, it is
evident that the control oriented model captures the thermal and oxygen dynamics with high accuracy. The
model is validated over the US06 driving cycle and can be used to predict and monitor the catalyst temperature
and oxygen storage level which in turn will help in estimating the AFR. Future research in this field would
involve developing the model over different aging cycles of the catalyst.
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