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Introduction 
 
 
In this thesis, “cryoplasmas”, whose plasma gas temperature (i.e. the temperature of neutral species in plasmas, 
Tg) are controlled continuously at lower than room temperature (RT), were investigated. This type of plasmas has been 
developed recently and reported from 2008 [1–4]. The temperature range is between approximately 300 K, which is a 
typical value of RT, and around 5 K, which is slightly higher than liquid helium temperature. Tg is one of the most 
important parameters in plasma science and technology, because Tg affects the plasma chemistry and transportation of 
heavy neutral species including excited species and radicals, and their interaction with condensed-phase materials. 
However, up to now, the role of Tg in high-pressure plasmas has not been studied sufficiently, and therefore, Tg can be 
considered as a kind of a “new” parameter in non-equilibrium plasmas. In the new and exotic Tg region of cryogenic 
temperatures, both phenomena —peculiar to cryogenic temperatures and showing a continuous variation from 
conventional temperatures higher than room temperature— are expected to appear. To date, our group has reported 
experimental results specific to cryogenic temperatures, such as the variation of emission species and self-organized 
pattern formation, and the possibility of the applications of cryoplasmas for materials processing [1–11]. In this thesis, 
not only the uniqueness of cryogenic temperatures, but also the fundamental role of the parameter of Tg in non-
equilibrium plasma chemistry is discussed using cryoplasmas. 
On the other hand, plasmas in high-density fluids, such as high-pressure gases, liquids, and supercritical fluids 
(SCFs), are expected to become established as novel plasma sources possessing a highly non-equilibrium state. In these 
fluids, the interactions between molecules cannot be ignored. At high-pressure gases, a mobility of negative charged 
particles was found to decrease abruptly, probably due to clustering of gas molecules [12]. In liquids, solution plasmas, 
which are gas plasmas generated in a liquid phase, have been studied intensively [13]. Plasmas in an intermediate state 
between gas and liquid, namely plasmas in SCF, have been also reported. Moreover, in SCF in the vicinity of the 
critical point (CP), the fluid structure exhibits high local density fluctuations and various phenomena such as 
transportation display an anomalous behavior near the CP (critical anomaly). Recently, SCF plasmas, in which the 
density fluctuations are preserved, have attracted much attention, with expectations to provide a unique reaction 
field [14]. In this thesis, the fundamental mechanisms of the generation of plasmas in high-density fluids with density 
fluctuations and the motion of charged particles in local density fluctuations, are discussed. 
In this chapter, an introduction of this thesis, particularly about gas temperature and plasma chemistry, is described, 
while the backgrounds of the plasmas in higher-pressure conditions than atmospheric pressure are introduced mainly 
in section 3.1. A basic description on various temperatures and classification according to temperatures are described 
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in section 1.1. Role of Tg, which is the most important plasma parameter in this study, and importance of controlling 
Tg in high-pressure non-equilibrium plasmas are then shown in section 1.2. As a Tg-controlled plasma below room 
temperature, a “cryoplasma” which is the plasma source in this study are introduced in section 1.3, followed with the 
purpose of this thesis, which is explained in section 1.4. 
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1.1 Temperatures and classification of plasmas 
1.1.1 Temperatures in plasmas 
A plasma is one of phases of matter and has a high energy enough to keep a quasi-neutral ionized state. Since 
plasmas can be generated by applying energy to gas, a plasma is considered as a phase next to gas and often called as 
“a fourth phase of matter” followed with solid, liquid, and gas. Even in such a “high energy” plasmas, plasmas having 
a low “temperature” can be generated, for example, at room temperature and, furthermore, cryogenic temperatures 
such as 5 K. 
In the region of plasma science and engineering, the term “temperature” should be used carefully, because there 
are many kinds of species in plasmas and they can have different energies, namely, temperatures. While temporal and 
spatial distributions of a temperature exist in any phases, in addition to the distributions, many kinds of temperatures 
are defined simultaneously in plasmas. 
Plasmas contain charged particles such as electron and ions, and neutral particles such as atoms, molecules, and 
radicals. We note that the radical is an atom, molecule, or ion that has unpaired valence electrons in plasmas. The 
translational temperatures of neutral species [plasma gas temperature (Tg)], ions [ion temperature (Ti)], and electron 
[electron temperature (Te)] have been considered. In addition, in molecules there are the rotational and vibrational 
temperatures (Tr and Tv, respectively).  
Plasmas, whose all kinds of temperatures are high (typically more than a few thousands of Kelvin) and in local 
thermal equilibrium (LTE), are called “thermal plasmas” or “equilibrium plasmas”. The thermal plasmas are widely 
used for the applications using huge thermal energies, such as arc welding, thermal spraying, exhaust gas treatment, 
and nuclear fusion.  
Meanwhile, plasmas in non-equilibrium state, in which only Te is high (typically more than a few thousands of 
Kelvin) and other temperatures are low (typically less than 1000 K), can be generated and maintained because the mass 
of electron is more than one thousand times lighter than that of other species. These plasmas are called “low-
temperature plasmas” or “non-equilibrium plasmas” and the relationship of temperatures are typically 
𝑇𝑒 ≫ 𝑇𝑖 , 𝑇𝑣 > 𝑇𝑟 ≥ 𝑇𝑔. (1. 1) 
The low-temperature plasmas are widely applied by using the high reactivity and high non-equilibrium state for 
the various fields such as electronics, material syntheses, and medicine. 
Thus, the “temperature” in the last sentence in the first paragraph in this section indicated Tg, not Te. Those low-
temperature plasmas have a high Te. Actually, plasmas having low Te are not impossible, such as the space plasmas 
and ultracold neutral plasmas [15]. However, the generation of such plasmas is not easy on earth. On the other hand, 
the non-equilibrium plasmas having low Tg and high Te can be generated much more easily, and therefore the non-
equilibrium plasmas can be used for realistic applications. 
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1.1.2 Non-equilibrium plasmas in high-pressure condition 
Applying energy are necessary to generate and maintain plasmas in conditions on the Earth, and plasmas can be 
generated typically by applying electric field, laser, or heat. In these, applying electric field is most used way because 
of high controllability, cheap equipment and availability for large volume. When electric field is applied, electron is 
accelerated and has high energy at first because of its light mass. Basically, at low density (pressure) conditions, non-
equilibrium low-temperature plasmas are generated, because energy transfer from electrons to neutral species is low 
efficiency due to low collision frequency between electrons and neutral species. On the other hand, at high density 
(pressure) conditions, equilibrium thermal plasmas tend to be generated. Note that when I simply mention the “density” 
in this dissertation, it refers to the number density of gas atoms and molecules. The typical dependency of Tg and Te on 
pressure [16] and the classification of the plasmas are described in Figure 1.1  
However, the non-equilibrium plasmas having low Tg and high Te similar to those in low-density can be generated 
at high density (pressure) conditions by spatio-temporal restriction of energy application to plasmas. The high-pressure 
non-equilibrium plasmas have many advantages. For example, since those can be generated with maintaining 
environment in almost the same as room environment, those can be used for polymer materials including very heat-
sensitive biomaterials and can be generated on/in/with liquids such as water, alcohols, and oils. Moreover, the other 
advantages of the plasmas (especially at atmospheric pressure) are low in cost, because expensive vacuum and cooling 
equipment are not necessary, and fast in process speed, owing to their high density. Therefore, the high-pressure non-
equilibrium plasmas are expected to expand fields of plasma applications and improve the existing plasma applications. 
In actual, applications of the high-pressure non-equilibrium plasmas in many fields have been studied so far, for 
example, medicine, agriculture, and environment. 
  
 
Figure 1.1  The typical dependency of Tg and Te on pressure and the classification of the 
plasmas [16]. 
Chapter 1 Introduction 
5 
1.2 Gas temperature in high-pressure non-equilibrium plasmas 
At high density (pressure) conditions, the importance of Tg becomes greater compared to that at low density 
(pressure) conditions. This is due to high collision frequency between neutral species, high total energy of neutral 
species, and high electron-neutral species collision frequency as shown in Figure 1.2.  
In the following, the importance of Tg and the way to control or evaluate Tg are introduced with introducing the 
effects of the factors mentioned above. 
 
 
 
1.2.1 Influence of gas temperature on plasma chemistry 
Electron temperature Te has been considered as the most important temperature in various kinds of temperatures 
in non-equilibrium plasmas. This is because reactions in non-equilibrium plasmas were basically governed by Te 
because Te is much higher than the other temperatures. Figure 1.3 shows electron impact cross sections of various 
reactions in oxygen (O2) [17]. Energy to cause inelastic collisions, which accompany a variation of potential energy of 
collision species, are more than several eV. In O2, the ionization potential is around 15 eV, energy to cause electron 
excitations are above approximately 1 eV, vibration excitations are above around 0.2 eV, and rotation excitations are 
around 0.08 eV. Note that an energy of 1 eV corresponds to a temperature of around 11600 K. When the collision 
energy is lower than those energies, the collision becomes an elastic collision which do not accompany a variation of 
potential energy. In the inelastic collisions, mainly the ionization, dissociation, and electron excitation affect a plasma 
chemistry in whole plasmas. Particles causing these inelastic collisions are in the tail of high-energy side in an energy 
distribution of high-kinetic-energy particles. In non-equilibrium plasmas, since an average energy of electrons is 
around 1 eV, there are enough electrons causing inelastic collisions. Therefore, the dependency of the reaction rate 
 
Figure 1.2  Schematic of magnitude of effects of Tg on frequency of electron-neutral species (e-n) 
collisions, frequency of neutral species-neutral species (n-n) collisions, and total energy 
depending on pressure. As a result, the importance of Tg in plasma chemistry and 
processes is significant at high pressure conditions. 
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constants on Te has been taken into account in the estimation of non-equilibrium plasma chemistry and many studies 
have been conducted to estimate the dependency on Te so far. On the other hand, there are very few species having 
enough kinetic energy to cause inelastic collisions other than electron. Particularly, neutral species have low energy in 
basic, because the neutral species are not accelerated by electric field directly. Therefore, reaction models including Tg 
in formulas of reaction rate constants are very rare. 
 
 
 
However, some neutral species, such as radicals, metastable atoms and metastable molecules have a relatively 
high potential energy (typically several eV to 20 eV) in non-equilibrium plasmas. The atoms and molecules in 
metastable states show longer lifetime than ordinary excited states because the transition from metastable states to 
lower levels are optically forbidden. Therefore, these species can be dominant species causing inelastic collisions. At 
low density (pressure) conditions in conventional low-temperature plasmas, since frequencies of collisions between 
species having high potential energy and other neutral species are not high, the collision reaction between neutral 
species are not important. However, the collision frequency between neutral species (fnn) is much higher at higher 
pressure. Basically, fnn is proportional to 2nd or 3rd power of the number density of neutral species for a two-body 
collision or a three-body collision, respectively. Therefore, the importance of Tg should not be negligible in high-
pressure plasmas. In addition, the high collision frequency of high-energy species with low-energy neutral species can 
provide a non-equilibrium reaction field. For example, in processes in which reactions are difficult to be stopped on 
the way to final products once after exceeding activation energy and as a result the reactions occur automatically and 
quickly in equilibrium state, intermediate products can be obtained by non-equilibrium plasma processes due to the 
 
Figure 1.3  Dependency of electron-impact cross sections with O2 in ground state on electron 
energy. Data were retrieved from Ref. [17]. The cross sections of momentum transfer 
(Qm), rotational excitation (Qr), vibrational excitation (Qv), electron excitation (Qex), 
electron attachment (Qatt), and ionization (Qi) are indicated. 
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quick quench reactions of intermediate products. In such plasma reactions, low Tg is important to keep the highly non-
equilibrium reaction field. 
Therefore, reaction models including Tg in formulas of reaction rate constants should be necessary to describe a 
non-equilibrium plasma chemistry. However, although such reaction models including the effect of Tg have been 
developed in ozone generation, almost all reaction models have not included the effect of Tg in high-pressure non-
equilibrium plasmas. This is because the effect of Te is larger than that of Tg in many cases and the breakdown models 
for high-pressure non-equilibrium plasmas have been developed from those for low-pressure plasmas. However, the 
effect of Tg can be important to control plasmas precisely and, moreover, Tg can be dominant in some systems such as 
He-N2 system. The more detailed discussion about the effect of Tg on plasma chemistry is written in section 2.5.1. 
 
1.2.2 Influence of gas temperature on thermal damage on surface of materials 
On the interface of plasmas and solid materials, the materials can be damaged because the energy of plasmas are 
higher than that of materials. The damages can be divided into mainly three kinds: a damage caused by high kinetic 
energy of species (mainly charged particles), that by high potential energy of heavy species, and that by low but enough 
energy of heavy species to damage the material gradually. Of course the first and second damages are important. 
However, the density of charged particles, which tend to have high kinetic energy, are much lower than that of the 
heavy species in non-equilibrium plasmas. On the other hand, the third damage is also important at high density 
(pressure) conditions. This is because even small energy, e.g. less than 1 eV, can affect the solid surfaces, while the 
energy necessary to cause chemical reactions of dissociation, excitation, and ionization in gases and plasmas are 
typically more than several eV (see Figure 1.3). For example, the phase transitions in solids such as crystal structure 
transformation, ferromagnetic transition at Curie temperature, and superconductive transitions occur at low 
temperatures such as hundreds of kelvins. Moreover, the modification, attachment, detachment etc. of surface bond of 
polymers can occur around room temperature.  
Plasma gas temperature represents the total energy, in other words, enthalpy of high-pressure non-equilibrium 
plasmas because almost all high-pressure non-equilibrium plasmas have low ionization degree. Whereas the difference 
of plasma gas temperature and electron temperature in non-equilibrium plasmas is around 10 – 103 times of magnitude, 
a typical ionization degree in high-pressure non-equilibrium plasmas is low, for example, 10−8 for atmospheric-
pressure plasma jets. Therefore, although an individual electron has much higher energy than an individual neutral 
species does, the whole energy of electrons are not dominant in high-pressure non-equilibrium plasmas. This total 
energy is important in the application of high-pressure plasmas for materials processing, because a heat flux of the 
neutral species is high because of its high density. Even if the average energy of neutral species, which is indicated as 
Tg, is too low to damage materials, the accumulation of the energies of neutral species can cause a damage. Moreover, 
a small proportion of neutral species having a high kinetic energy in statistical energy distribution cannot be ignored 
owing to a high flux of neutral species to a materials surface. Thus thermal damages on a surface of materials can be 
brought in contact with plasmas by impacts of neutral species, as well as impacts of low-density high-energy species 
such as electrons and ions. Importance of the problem of thermal damage depends on materials facing plasmas. 
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Particularly when the materials are heat-sensitive polymers including biomaterials, the plasma gas temperature is 
necessary to be controlled precisely. The cooling equipment of substrates and electrodes has been used to prevent the 
thermal damages in conventional plasma applications, but the approach is not easy to be used for skins or inward 
organs, and often not enough for heat-sensitive biomaterials. Therefore, the enthalpy of plasmas should be decreased 
in the applications to biomaterials. In addition, controlling the temperatures of not only substrates but also plasmas 
may allow us to develop more precisely controlled plasma processes. Plasma is often located enough far from materials 
to reduce thermal damages. However, in such a geometry, only activation species having a long lifetime can reach 
materials and this can be a limitation of plasma applications. A problem that the reactive species are easy to be quenched 
in high-pressure condition because of the short mean free path is important in high-pressure plasma application as a 
remote plasma source. Moreover, even if we use a high-pressure non-equilibrium plasma as a remote plasma source to 
prevent the thermal damage to target materials, it may be inevitable to discuss the effect of Tg on chemistry in plasmas 
as well as that on materials surface.  
 
1.2.3 Control of gas temperature 
At high pressure, since the collision frequency between electron and neutral species (fen) are higher (fen is 
approximately proportional to the number density of neutral species in constant electron density conditions), the energy 
that electrons initially have can transform to neutral species easily and therefore, Tg tends to increase and neutral species 
having high energy such as radicals can be generated easily. 
When power is introduced into high-pressure plasmas continuously, Tg increases rapidly to more than 1000 K and 
plasmas become thermal plasmas. The heat flux of thermal plasmas can beyond an order of W/cm2 or kW/cm2 [18] 
and these values corresponds to the heat flux of the artificial satellite in re-entry to the Earth, for example, that of the 
Japanese space probe Hayabusa in re-entry was estimated as more than 1.5 kW/cm2 [19]. Therefore, in the application 
using the high thermal energy, the efforts such as reducing an input power, setting a large-size cooling equipment, and 
confining plasmas, are necessary to prevent the thermal damage. 
The most effective way to reduce the inclement of Tg in high-pressure plasmas is restricting input power 
temporally, when such high thermal energy are not necessary in the application. To generate high-pressure non-
equilibrium plasmas, pulse power sources are often utilized and/or the self-power-confinement geometry such as 
dielectric barrier discharge (DBD) in which one or more dielectric layers are inserted between electrodes. 
Microplasmas are also used to prevent Tg increase. Here, microplasmas are defined as plasmas which are spatially 
confined to dimensions of 1 mm or less [20]. In microplasmas, thermal energy can escape from plasmas easily due to 
their large specific surface areas. In addition, forced gas flows and cooling electrodes are used. At atmospheric pressure 
plasmas, Tg can be controlled on some level [21] as shown in Figure 1.4. As a result, Tg can be restricted less than 
around 1000 K. While an approximate Tg control are necessary to prevent a thermal damage to not heat-sensitive 
materials in conventional low-temperature plasma applications, a strict control of Tg has not been conducted so far. 
However, as mentioned in previous sections, controlling Tg becomes important to apply high-pressure plasmas to heat-
sensitive materials or to achieve more precise control of plasma processes. To do that, the above methods should be 
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pursued and the evaluation of Tg is also necessary. 
 
 
 
1.2.4 Evaluation of gas temperature 
To achieve a precise control of Tg, restriction of an increase of Tg within an allowable range or evaluation of the 
increase of Tg are necessary. To evaluate Tg, many methods have been used and in this section, combination of contact-
type thermometers and thermal simulation, analyses of optical emission of plasmas, and laser metrologies are 
introduced.  
 
(a) Contact-type thermometers and thermal simulations 
Since almost all high-pressure non-equilibrium plasmas are the microplasmas, the direct measurement of Tg 
without disturbing plasmas is difficult. Therefore, the combinations of the measurements of gas temperature by contact-
type thermometer and thermal simulations have been widely used. This method is used in this study and introduced in 
section 2.2.2.1. 
 
(b) Analyses of optical emission spectroscopy (OES) 
For high-pressure plasmas having relatively high-Tg, Tg may be measured by infrared radiation thermometer. 
However, the resolution of the measurement is not high compared to other methods and the radiation thermometer is 
difficult to be used for relatively low Tg plasmas because the energy flux of thermal radiation are proportional to T4 
(Stefan-Boltzmann law) and the number density of plasmas are much lower than the solids behind the plasmas. In 
 
Figure 1.4  (a) Dependency of Tg and (b) dependency of electrode temperature on microwave 
power. Both temperatures depends on the temperature of coolant water. The small 
difference between both temperatures implied that Tg can be controlled in the order of 
a few kelvins by monitoring electrode temperature [21]. 
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addition, the measurement of Tg can be done by analyzing atomic or molecular emission peaks. For the relatively high-
Tg plasmas, evaluation of Doppler broadening is simple method, but the resolution are not elaborate, similar to infrared 
radiation thermometers. The most widely used evaluation method of Tg for high-pressure non-equilibrium plasmas are 
evaluation of rotation temperature of diatomic molecules by analyzing rotation distributions of molecular spectrum. In 
high-pressure plasmas, rotation temperature Tr are regarded as almost equilibrium to translational temperature Tg and 
the optical emission spectroscopy is easy to be measured. However, at cryogenic temperatures, the assumption of 
equilibrium between Tr and Tg may not be valid, although our group has tried to use this method. The resolution of Tg 
in this method depends on the equipment of spectroscopy and the focused emission peak. The resolution is, for example, 
reported to be ± 20 K for N2 (337 nm, C 3Πu – B 3Πg) in the equipment with wavelength resolution of Δλ = 0.015 nm, 
± 10 K for OH (308 nm, A 2Σ+ – X 2Π) with Δλ = 0.04 nm [22]. 
 
(c) Laser metrologies 
Similar to OES, Tg can be estimated by Doppler broadening in the signal of an interaction of laser and plasmas in 
relatively high Tg plasmas. Moreover, the value of Tg can be estimated by laser interferometry (LI). LI can measure the 
refractive index of plasmas, and the refractive index varies with both electron density and gas density. Therefore, laser 
interferometry can measure both electron density and gas density. The method of LI is introduced in section 2.2.1.1. 
 
1.2.5 Tg variation keeping pressure or density 
The variation of Tg causes the variation of pressure with keeping constant density or the variation of density with 
keeping constant pressure. The operation of the variations of both pressure and density to keep another parameter such 
as n-n collision frequency fnn is also considerable. The relationship among Tg, n, and P are described in the state 
equation, for example, 
𝑃 = 𝑛𝑘𝑇g (1. 2) 
for ideal gases. In this section, Equation (1. 2) is used to make discussion simple. What operation is the best to 
investigate the influence of the variation of Tg depends on the purpose of the study. With the variation of Tg, both the 
kinetic energy of the neutral species and the velocity (leading to collision frequency between neutral species) vary. In 
addition, a state of an ambient fluid changes with Tg due to the phase change and the variation of vapor pressure.  
Three operations of Tg variation are discussed. Basically the parameters other than those varying with Tg, such as 
electric field, electron density and electron temperature, are constant in the following discussion. 
 
(1) Constant density (n: constant, P ∝ Tg) 
In this condition, the substantive fen does not change because of constant n, and the substantive collision energy 
between electron and heavy species does also not change due to much higher Te than Tg. The electron swarm parameters 
are normalized with the reduced electric field (E/n) and, in this condition, E/n can maintain easily at different Tg 
conditions by keeping E constant. These mean that the collision between electron and neutral species are normalized.  
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On the other hand, the collision frequency and energy between neutral species vary with the variation of Tg. In 
addition, a breakdown voltage (UB) can be constant in the same electrodes because it is normalized to a product of n 
and d in parallel plate electrodes (see section 3.1.4.1). 
 
(2) Constant n-n collision frequency (fnn: constant, n ∝ Tg−0.5, P ∝ Tg0.5) 
To achieve the constant fnn, both n and P should vary with Tg variation. The collision frequency fnn are expressed 
as [23] 
𝑓nn = 𝑛𝑣𝜎(𝑣) (1. 3) 
where v is the velocity of the neutral species and σ(v) is the collision cross section of the n-n collision depending on v. 
Since v is approximately proportional to Tg0.5, n should be proportional to Tg−0.5 to keep n × v constant. In constant 
n × v conditions, the variation of σ depending on Tg can be discussed.  
In addition, when E changes as proportional to Tg−0.5, E / n is also constant, which means that the collision between 
electron and neutral species are normalized. However, the value of UB changes in this condition because n changes 
with Tg variation.  
 
(3) Constant pressure (n ∝ Tg−1, P:constant) 
While the control of pressure does not have a large meaning in plasma physics and chemistry, it is important in 
the interaction of materials or liquids, particularly for those affected by pressure such as compressive materials such 
as biomaterials, piezoelectric materials, and liquids having high vapor pressure. In addition, in the application, when 
the pressure is atmospheric pressure, the operation is easy. 
 
In this study, in order to investigate the Tg effect on the plasma chemistry with a constant reduced-electric-field 
(E/n) condition, we chose the density-fixed operation in Chapter 2. 
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1.3 Cryoplasmas 
1.3.1 Definition and properties of cryoplasmas 
The typical Tg range of the conventional high-pressure non-equilibrium plasmas has been from room temperature 
(~300 K) to 1000 K. Since this temperature range was approximately 0.5 order of magnitude, the effect of variation in 
Tg has not been easy to be detected clearly. Therefore, Tg range was tried to be expanded in this study to discuss and 
clarify the effect of Tg in high-pressure non-equilibrium plasmas. While plasmas are thermalized and become thermal 
plasmas in the Tg range higher than that of conventional non-equilibrium plasmas, plasmas are still non-equilibrium in 
lower Tg range. 
 
 
 
In this study, cryoplasmas were used as plasmas having Tg in such a lower temperature range. Cryoplasmas are 
defined as plasmas whose Tg can be controlled below room temperatures (RT). The temperature range of cryoplasmas 
and conventional plasmas are indicated in Figure 1.5. The Tg range are almost two orders of magnitude. As a prototype 
of cryoplasmas, Figure 1.6 shows that the photographs of the dielectric-barrier-discharge (DBD) atmospheric-pressure 
microplasma jet near RT and the prototype cryoplasma jet, and the indications of RT and Tg of them measured by the 
 
Figure 1.5  The temperature and gas density region of cryoplasmas with the conventional plasmas 
of high-pressure non-equilibrium plasmas including atmospheric-pressure plasmas, 
low-pressure non-equilibrium plasmas, and thermal plasmas. Cryoplasma covers the 
new Tg range for plasma processes, and the advantages of cryoplasmas are also 
indicated. Cryoplasma is a class of non-equilibrium plasmas. The right axis indicates the 
pressure corresponding to the gas density at 300 K and the relationship between gas 
density n and pressure P varies depending on Tg. The linearity between n and P are not 
valid at high pressures in which the assumption of ideal gas are not valid. 
Chapter 1 Introduction 
13 
thermocouples [1]. The cryoplasma was covered by frost because the electrodes were opened to atmosphere. The 
cryoplasmas have been generated from 5 to 300 K of Tg. Although there have been the studies on the plasmas below 
cryogenic environment below RT which conducted around specific coolant temperatures such as 4.2 K of liquid He 
from the view point of fundamental physics such as atomic and molecular physics, there have been no other plasmas 
whose Tg can be controlled continuously below RT so far. Therefore, the cryoplasma’s Tg range (5 – 300 K) can be 
considered as the novel and third Tg range following to the Tg range of thermal plasmas (> 1000 K) and that of low-
temperature plasmas (300 – 1000 K).  
Cryoplasmas have advantages related to Tg, such as (a) wide range, (b) low values, and (c) high controllability of 
Tg. Due to (a) the wide range of Tg, the effects of Tg on various phenomena can be discussed by varying Tg dynamically 
in cryoplasmas. It is expected that the effects of variations unique in (b) the low temperature range emerge, such as 
quantum effects and phase transitions such as gas-liquid phase transitions at boiling temperature and the transition of 
superconductivity. Moreover, by using (c) the controllability of Tg, heat-sensitive phenomena such as density 
fluctuations near the gas-liquid critical point can be generated. In addition to the basic study, the applications using 
these advantages are expected. 
 
 
  
 
Figure 1.6 Photographs of (a) the dielectric-barrier-discharge (DBD) atmospheric-pressure 
microplasma jet near RT and (b) the prototype of cryoplasma jet [1]. The upper-left of 
each photographs shows the indications of room temperature (Room Temp.) and the 
upper-right are Tg of each plasma jet, measured by the thermocouples located 
approximately 3 mm from the front edge of glass tube. 
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1.3.2 Previous studies of cryoplasmas 
Cryoplasmas are expected to hold promise for new plasma processes based on their advantages, e.g. for the 
treatment of heat sensitive materials such as biomaterials, nano-porous structures having a large surface area, and 
frozen materials. For example, it has been reported that the effective reduction of Tg reduces the damage due to 
penetrations of oxygen radicals in nano-porous low-k materials during ashing process [8]. Figure 1.7 shows the 
distributions of the ratio of carbon atom to oxygen atom and the density increase in the low-k substrates treated by 
oxygen plasmas. They were measured by (Scanning Transmission Electron Microscope – Electron Energy Loss 
Spectroscopy: STEM-EELS) and (X-ray refractivity: XRR), respectively. The low ratio of C/O and the large increase 
of density mean that the low-k materials were damaged. These were caused by the displacement of alkyl to atomic 
oxygen due to the attack of atomic oxygen radicals and the densification due to the relaxation of the nano-porous 
structures. In addition, the region, where there is no data at small normalized depth, means that the shrinkage of the 
low-k material due to the densification and etching due to the plasma treatment. In conclusion, Figure 1.7 indicates 
that, although the damage degree of the surface of the low-k material was higher, the damage depth of low-k materials 
caused by oxygen atom radicals in plasmas could be suppressed one-third at Tg = 200 K compared to that at Tg = 300 K. 
Figure 1.8 shows the schematic of the mechanism of the damage reduction in cryoplasma ashing process [24]. The 
reduction of the damage is caused by the effective trapping and recombination of oxygen radicals near the interface 
between low-k materials and plasmas, due to the high sticking probability and low diffusion coefficient on the surface 
in the low temperature. It is suggested that the ease of the penetration of atomic oxygen into nano-porous materials 
and its Tg dependency could be evaluated using a non-dimensional parameter of Thiele modulus [8].  
Not only from the engineering view point, but also from the fundamental plasma physics and chemistries, 
cryoplasmas have been investigated. The fundamental studies of cryoplasmas are useful to understand the effect of Tg 
on plasma chemistry of not only cryoplasmas, but also high-pressure non-equilibrium plasmas in general. This is 
because the Tg range of non-equilibrium plasmas can be expanded from 0.5 order to 2 – 3 order by using Tg. 
The cryoplasmas have been developed using jet-type and parallel-plate-type DBD electrodes. In jet-type DBD 
plasmas, the increase of Tg have been estimated to be below a few Kelvins in a low voltage conditions by a thermal 
simulation as shown in Figure 1.9(a) [1]. Moreover, by reducing the size of plasmas, the increase of Tg can be smaller, 
allowing us to control Tg more strictly. For example, Figure 1.9(b) presents that, when the radius of the plasma jet was 
0.8 mm and the input power was 48 mW/cm3, the maximum increase of Tg was estimated to be less than around 1 K 
even at 5 K, where the Tg can increase easily due to the small specific heat [25]. 
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Figure 1.7  Distributions of (a) ratio of carbon atom to oxygen atom (C/O) and (b) density increase 
in the low-k substrates treated by oxygen plasmas. They were measured by Scanning 
Transmission Electron Microscope – Electron Energy Loss Spectroscopy (STEM-EELS) 
and X-ray refractivity (XRR), respectively. The low ratio of C/O and the large increase of 
density mean that the low-k materials were damaged. The zero of horizontal axis means 
the location of the surface of pristine. The region where there is no data at small 
normalized depth (at left side of the figures) means that the thickness of the substrates 
decreased, owing to the shrinkage of the low-k material due to the densification, and 
to the etching by plasmas. 
 
Figure 1.8 Schematic of the mechanism of the damage reduction in cryoplasma ashing process. 
The yellow porous materials indicates a nano-porous material and the penetration of 
the atomic oxygen radical (O*) into the material at conventional low temperature 
plasma process near or higher than room temperature and cryoplasma process are 
described. [24] 
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The cryoplasmas have been investigated by the observation of physical appearance and the measurements of 
current (I) and voltage (U) waveforms and optical emission spectroscopy (OES). From the measurement of I and U 
waveforms, the dependency of electron density (ne) and Te at atmospheric-pressure (isobaric) conditions were 
estimated [7]. The results indicated that average ne and Te were 109 – 1011 cm−3 and 1 – 15 eV [1,7] as shown in Figure 
1.10, respectively, and they were equivalent to the conventional non-equilibrium plasmas. The difference between Te 
and Tg was 2 – 4 digits and it was at most two digits larger than conventional non-equilibrium plasmas. Therefore, 
cryoplasmas were confirmed to be in significantly non-equilibrium state. In the studies, the Coulomb coupling 
parameter (Γ) was also estimated and the values of Γ increased double digit below 60 K, although the values were still 
within the range of “weakly-coupled plasmas”. The parameter Γ is defined as the ratio of Coulomb energy to thermal 
energy in the interaction between charged species, and the plasmas are called as “weakly-coupled plasmas” when the 
former is smaller than the latter. In the region increasing Γ, it is implied from the discussion on the second virial 
coefficient that Van der Waals interaction cannot be ignored [7].  
The variation of discharge modes in DBD electrodes depending on Tg have been confirmed by measurements of 
I and U waveforms and OES. The discharge modes in helium were changed with decreasing Tg [2,5]. Although the 
transition temperature were not the same in different papers, the transition order was almost the same, i.e., with 
decreasing Tg, discharge modes transited from filamentary discharge mode around RT, to atmospheric-pressure glow 
discharge, and to atmospheric-pressure Townsend discharge. 
 
Figure 1.9 (a) Dependencies of gas temperature increase and power consumption on applied 
voltage in atmospheric pressure jet at room temperature [1]. The geometry of the 
electrodes and the thermocouples were the same as Figure 1.6. The temperature 
increase was estimated by thermal simulation using the measured temperature by 
thermocouples located from 3 mm from the edge of the glass tube. (b) Tg increase from 
the ambient temperature in cryoplasma jet indicated in Figure 1.11, and its dependency 
on the inner radius of the glass tube [25]. The input power density was fixed at 
48 mW/cm3, which was typical value of the cryoplasma jet. 
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It has been reported that the emission colors of cyoplasmas varied depending on Tg (Figure 1.11) [3]. The emission 
color is ruled by the emission spectra of plasmas. In OES, drastic variations of emission species depending on Tg was 
observed as shown in Figure 1.12 [7]. This was mainly owing to the variation of vapor pressures of air impurity species. 
Below 40 K, air impurities such as N2 and O2 were almost condensed and, as a result, the emissions only from He and 
He2 existed. This indicates that the He plasmas including impurities changed to the extremely pure He plasmas below 
40 K. In addition, not only the species but also the strength of optical emissions varied with Tg. Therefore, it is implied 
that the variation of species in plasmas and/or the variation of reaction rate constants lead to the variation of plasma 
chemistry. Moreover, from time-resolved OES (TR-OES), the timings showing maximum in the emission strength of 
impurity species were different from those of He species only at cryogenic temperatures (Figure 1.13) [6]. This implied 
that the variation of plasma chemistry occurred due to the variation of reaction rate constants with Tg. 
 
Figure 1.10 (a) Electron density (ne) and (b) electron temperature (Te) in cryoplasma jet with helium 
gas density at each plasma gas temperature which is almost the same as the ambient 
temperature [7]. The values of ne and Te were estimated from measured current and 
voltage waveforms and swarm parameters of electron (see section 2.5.3). The helium 
gas density increased with decreasing Tg due to constant pressure of the atmopheric 
pressure. 
 
Figure 1.11 Images of generated helium cryoplasma jet at temperatures ranging from 5 to 296 K 
at the atmospheric pressure [3] 
Chapter 1 Introduction 
18 
In addition, the unique self-organized pattern formed depending on Tg in the studies using parallel-plate DBD 
electrodes. There have been two types of cryoplasma studies, depending on whether we fix the gas pressure P 
[operation (1) in section 1.2.5] or gas number density n [operation (3)] during the Tg decrease, and our cryoplasma 
chambers can be operated in both. The self-organized pattern formation in the cryoplasma was investigated in both 
pressure-fixed [2,4,5] and density-fixed [9,11] operations. While the self-organization in DBD electrodes attract much 
attention as an example of dissipative structure, the transition between ordered phase and homogeneous phase owing 
to Tg was reported for the first time in cryoplasmas. Moreover, the unique pattern formation consisting of self-organized 
dark spots, which was hardly observed at RT, was reported in extremely pure He cryoplasmas below 40 K, as indicated 
in Figure 1.14.  
 
 
 
 
Figure 1.12 Emission intensities of He2 (640 nm), O (777.1 nm), N2 (358 nm), N2+ (391.4 nm), and Ar 
(675.3 nm) as a function of Tg [7]. The emission intensities were normalized with respect 
to the emission intensity of He (706.5 nm) [7]. 
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Figure 1.13 Time-resolved optical emission intensities of He cryoplasma including small amount of 
impurities with parallel-plate dielectric barrier discharge at (a) 79 K, (b) 140 K, and (c) 
220 K [6]. The vertical axes are normalized intensity with respect to the maximum of 
each emission peak. 
 
Figure 1.14 Images of cryoplasmas generated at temperature ranging from 264 to 7.6 K. The 
intensities in the original black-and-white images are mapped to a color lookup table, 
which allows us to improve the visibility of the features of the different discharges [11].  
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1.3.3 Remained issues in cryoplasma study  
As introduced above, various Tg-dependent phenomena have been confirmed. The influence of the phase change 
of ambient gases due to varying the ambient temperature on cryoplasma physics and chemistry has been discussed 
qualitatively, for example, the drastic variations of plasma colors and emission species were suggested to be caused by 
phase change of impurity species. However, the mechanisms of the Tg-dependencies have not been investigated in 
detail so far. In particular, the influence of the variation of Tg itself, such as the variation of kinetic energy and the 
collision frequency, has not been discussed in detail. Therefore, the influence of the variation of Tg and the 
accompanying phenomena such as the phase change are expected to be discussed more in detail. 
In addition, the fundamental studies in another field using the characteristics of cryoplasmas have not been 
conducted. Since cryoplasmas allow controlling the Tg, temperature-sensitive phenomena such as the density 
fluctuations near the CP can be maintained in cryoplasmas. Moreover, the development of cyoplasmas using other 
gases than He and the applications of cryoplasmas to materials processing have been expected. 
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1.4 Purpose 
The purposes of the studies in this thesis are (A) to investigate the role of Tg in plasma chemistry, and (B) to 
clarify the role of the high-density condition and the density fluctuations in electrical breakdown, which precedes the 
generation of plasmas in such conditions. By accomplishing these goals, a better understanding of high-pressure non-
equilibrium plasma chemistry and a more precise control of plasmas in high-density fluids is expected to be realized. 
I think that these points are important for realizing applications based on high-pressure non-equilibrium plasmas for 
materials processing or other fields, as well as answering fundamental questions related to plasma physics and 
chemistry. 
For these purposes, the advantageous properties of the cryoplasmas were utilized. Ranges of the plasma gas 
temperature Tg and gas density n for each chapter are indicated in Figure 1.15. The advantage of cryoplasmas, “the 
wide range of Tg [(a) in Figure 1.15]” was used in Chapter 2 to discuss the variation of plasma chemistry, and “high 
controllability of Tg [(c) in Figure 1.15]” was used in Chapter 3 to generate plasmas in the conditions near the CP in 
gas, liquid, and supercritical fluids (SCFs). Both in Chapter 2 and 3, the helium (He) was used because of many 
advantages: (i) it is one of the most widely used gases for high-pressure plasmas, (ii) the temperature range in its gas 
phase (> 4.2 K) is the largest, (iii) it is easy to be modeled because of monatomic, (iv) the extremely pure condition 
without any impurity gases can be obtained, and (v) due to its light mass the experiments were conducted without 
damages on the electrode surface.  
In Chapter 2, to achieve the purpose (A), diagnostics of cryoplasmas were conducted using laser metrologies and 
OES at first. Then, a reaction model taking into account the dependency of elemental reactions on Tg was developed. 
Finally, the model was used to discuss the mechanisms of the experimental results and the plasma chemistry. The goals 
were to show the importance of Tg and how important in non-equilibrium plasma chemistry, and to pull the trigger of 
further studies on non-equilibrium plasma chemistry taking into account Tg for other gas compositions. 
In Chapter 3, to accomplish (B), the generation of plasmas in such high-pressure and/or density-fluctuating fluids 
were investigated. At first, elaborate experiments of breakdown voltage (UB) measurements were conducted, and then, 
electrical breakdown models were developed. Plasmas in high-density fluids and plasmas in fluids with high-density 
fluctuations has been expected to be applied for new plasma applications [14]. In this chapter, He (critical temperature: 
Tc = 5.2 K [26]) was used to conduct elaborate experiments without damages of electrodes. Therefore, the cryoplasma 
technique was essential to conduct the experiments in Chapter 3. The goals of this topic were to reveal the electrical 
breakdown mechanisms in high-pressure gases, liquids, and SCFs for further better control of plasmas in such fluids, 
and to make a model describing electron motion in fluids with high-density fluctuations for revealing reaction dynamics 
in density-fluctuating fluids.  
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Figure 1.15 Plasma gas temperature and gas density domains of chapters 2 and 3 with the Tg-n 
diagram indicated in Figure 1.5. 
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Chapter 2  
Gas-temperature-dependent plasma chemistry 
 
 
In this chapter, to investigate the role of Tg in plasma chemistry, fundamental diagnostics of He cryoplasmas and 
discussion using my developed reaction model are presented. In the investigation of cryoplasmas in wide Tg range from 
5 to 300 K, both the drastic variation of plasma chemistry due to phase changes (the boiling temperatures for impurity 
species and characteristic temperatures are shown in Figure 2.1) and the gradual variation due to continuous variations 
of collision parameters (collision frequency, collision cross section, etc.) and kinetic energy are expected. The results 
and discussions of this study allowed us to describe the dependency of plasma chemistry on Tg not only in cryoplasmas, 
but also in high-pressure non-equilibrium plasmas widely. 
At first, the experimental setup and conditions are introduced in section 2.1. In this study, two chambers and three 
kinds of electrodes were used. The values of Tg in cryoplasmas for each electrodes were evaluated by a laser heterodyne 
interferometry (LI) and a thermal simulation in section 2.2. Then, experimental procedures and results of diagnostics 
using optical emission spectroscopy (OES) and laser absorption spectroscopy (LAS) are introduced in sections 2.3 and 
2.4, respectively. In section 2.3, two types of OES, i.e., time-integrated optical emission spectroscopy (TI-OES) and 
time-resolved OES (TR-OES) were conducted. Changes in emission species depending on Tg and time-dependent 
phenomena related to emission intensities peculiar to cryogenic temperatures were observed. The diagnostics of LAS 
were conducted to measure the density and the lifetime of metastable He atom (Hem, 23S1) in section 2.4. In section 0, 
the 0-dimensional reaction model developed in this study is introduced. The feature of the reaction model is that it 
includes the term of Tg in reaction rate constants of elemental reactions and diffusion coefficients. The discussions 
using the reaction model for the results of OES and LAS are presented in section 2.6.1 and section 2.6.2, respectively. 
In addition, the dynamic variations of plasma chemistry in He/N2 and quench reactions of Hem in He/N2/O2/H2O 
depending on Tg are discussed in section 2.6.3. Finally, in section 2.7, the results and discussions on Tg-dependent 
plasma chemistry are summarized. 
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Figure 2.1 Diagram of temperature ranges for the experimental conditions of cryoplasma 
generation with information of boiling point (B.P.) temperatures for impurity molecules 
and characteristic temperatures for He. 
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2.1 Experimental setup and conditions 
2.1.1 Plasma chamber 
In this study, we used He because it is one of the most widely used gases for high-pressure plasmas and the 
temperature range in its gas phase (> 4.2 K) is the largest. In addition, the reactions are relatively simple compared to 
other species due to monatomic and light weight atom. 
We used two types of plasma chambers, namely “LN2 cryoplasma chamber (LN2 chamber)” and “4 K cryoplasma 
chamber (4 K chamber)”. These chambers allowed us to control the temperature inside the chambers at cryogenic 
temperatures precisely (better than ± 0.5 K in LN2 chamber and ± 0.1 K in 4 K chamber). The main differences between 
them were in the system of cooling and the temperature range. 
 
2.1.1.1 LN2 cryoplasma chamber 
The schematics and the photograph of the plasma chamber are presented in Figure 2.2. Figure 2.2(a) shows a 
schematic of the cryostat system that consists of a plasma cell, a thermal-insulating vacuum system, a gas temperature 
control system, the electrodes, and the position-control system. The photograph of the outward appearance of LN2 
chamber is shown in Figure 2.2(b). A top view of the plasma cell is shown in Figure 2.2(c). Electrodes were placed in 
a plasma cell (inner volume: ~90 cm3) inside a vacuum chamber without a radiation shield. The vacuum layer was 
evacuated by a scroll pump (pressure: < 10−1 Pa). The temperature inside the plasma cell was measured by a platinum 
resistance thermometer, located 15 mm from the electrodes and 15 mm from the chamber wall, and adjusted by 
temperature controllers (DB1000, CHINO) by controlling the output current of a 125 W heater on the wall outside the 
chamber and a 33 W heater between the inner chamber and a heat bath. The temperature inside the cell could be reduced 
to around 78 K by liquid-N2 in the heat-bath.  
Pirani and cold cathode vacuum gauges (PKR251, Pfeiffer) and four-digit capacitance gauge (Model 628B, MKS) 
were used to monitor the gas pressure in the plasma cell located in the outlet line. He gas (purity: >99.99995%, TAIYO 
NIPPON SANSO Corp.) was inlet to the chamber and the inlet flow rate was controlled by MFC. In this chamber, 
there was a baking system and the impurity gas could be reduced compared to the 4 K chamber. Meanwhile, the low 
temperatures enough to ignore the effect of impurities could not be achieved due to the cooling system.  
The position of this chamber was controlled by X-Y stage (TAM-1202C-M6, SIGMA KOKI) to be able to conduct 
laser interferometry at the center of the electrodes. In the LN2 chamber, LI measurements could be conducted because 
plasma cell was fixed to outer chamber rigidly. 
This chamber was used for laser interferometry measurements with Metal-1 electrodes above 100 K (Electrodes 
are introduced in section 2.1.2). 
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2.1.1.2 4 K cryoplasma chamber 
The schematics and the photograph of the plasma chamber are presented in Figure 2.3. Figure 2.3(a) shows a 
schematic of the cryostat system that consists of a plasma cell, a thermal-insulating vacuum system, a gas temperature 
control system, and electrodes. The photograph of the chamber inside the outer chamber is shown in Figure 2.3(b). A 
schematic of a top view of the plasma cell is shown in Figure 2.3(c). Electrodes were placed in a plasma cell (inner 
volume: ~250 cm3) inside a vacuum chamber and a radiation shield made of brass to allow precise control of the 
temperature. The vacuum layer was evacuated by a turbomolecular pump (pressure: < 10−3 Pa). The temperature inside 
the plasma cell was measured by a platinum resistance thermometer (detector temperature: Td), located 20 mm from 
the electrodes and 10 mm from the chamber wall, and adjusted by a temperature controller (Model 331, Lakeshore) by 
controlling the output current of a 50 W heater on the wall outside the chamber. The temperature inside the cell could 
be reduced to 4.5 K by a Gifford-McMahon refrigerator (RDK-205D and CKW-21, Sumitomo Heavy Industries).  
A capacitance vacuum gauge (PCR260, Pfeiffer) and three-digit pressure gauge (PG35, Copal) were used to 
monitor the gas pressure in the plasma cell located in the outlet line. He gas (purity: >99.99995%, TAIYO NIPPON 
 
Figure 2.2 Schematic diagrams of the cryoplasma generation system used in this study. (a) 
Cryostat cell system consisting of plasma cell, thermal-insulating vacuum system, and 
gas temperature control system. (b) Photograph of the LN2 chamber. (c) A top view of 
the geometry inside the plasma cell. The electrodes were set vertically and the 
thermometer located 20 mm from the center of the electrodes. 
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SANSO Corp.) was inlet to the chamber and the inlet and outlet flow rates were controlled by mass flow controller 
(MFC). Owing to the large inner volume of the chamber and the geometry, when the flow rate is enough small such as 
1 cm3 min−1, it was found to cause little turbulences inside the fluid. Since there was not a baking system in the chamber, 
the impurity gas could not be removed perfectly. While the gas at room temperature includes a little impurity, the effect 
of impurities could be ignored below around 40 K, because all species except He become solid at such a low 
temperature.  
The optical windows were placed only at the top of the chamber to achieve the stable temperature control, 
therefore, the probing laser beam should be reflected to be measured. Therefore, the mirror was placed under the 
electrodes for the measurements of LAS.  
Since the plasma cell was placed on the pillars of glass-fiber reinforced plastics having low rigidity, the small 
vibration of plasma cell was inevitable. Therefore, LI measurements could not be conducted in the 4 K chamber, 
because the vibration of sub-micrometer scale was critical for LI. 
This chamber was used for OES measurements in Metal-2 electrodes and both OES and LAS measurements in 
DBD electrodes. 
 
 
 
Figure 2.3 Schematic diagrams and a photograph of the cryoplasma generation system used in 
this study. (a) Cryostat cell system consisting of plasma cell, thermal-insulating vacuum 
system, and gas temperature control system, (b) Photograph inside the outer chamber 
and (c) A top view of the geometry inside the plasma cell. The electrodes were set 
vertically and the thermometer located 20 mm from the center of the electrodes. 
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2.1.2 Electrodes 
We conducted experiments using three kinds of electrodes: metal electrodes with a diameter of 2 mm (Metal-1), 
metal electrodes with a diameter of 15 mm (Metal-2), and electrodes with dielectric barrier (DBD). 
 
2.1.2.1 Metal electrodes with a diameter of 2 mm (Metal-1 electrodes) 
Figure 2.4(a) indicates the small-diameter electrodes using for LI measurements above 100 K in section 2.2.1. 
The electrodes were made of copper (Cu) and their surfaces and the edges were polished. The diameter of the electrodes 
were 2 mm, but the surface of the electrodes were reduced to 1.7 mm due to the chamfered edge. The gap distance was 
500 ± 100 μm. The silver (Ag) mirror was placed below the gap of the electrodes, in order to reflect the probing laser 
beam. 
 
2.1.2.2 Metal electrodes with a diameter of 15 mm (Metal-2 electrodes) 
Figure 2.4(b) indicates the relatively large-diameter electrodes using for the optical emission spectroscopy below 
liquid-N2 temperature (77 K). They were polished metal disk electrodes made of niobium (Nb). The gap distance 
between the electrodes (diameter: 15 mm, thickness: 1 mm), which had a chamfered edge, was 200 ± 50 μm and the 
electrodes were placed vertically inside the chamber. Although Nb exhibits superconductivity below 9.2 K, we could 
not observe any effect of superconductivity on the plasmas during the experiments. 
 
2.1.2.3 Dielectric barrier electrodes (DBD electrodes) 
The DBD electrode was a parallel-plate configuration made of stainless steel electrodes with a dimension of 
10 × 5 mm2 and polyimide sheets with a thickness of ~ 0.125 mm placed on the surface of both electrodes, thereby 
acting as dielectrics [Figure 2.4(c)]. The discharge gas gap between the polyimide sheets was 500 ± 100 μm. The silver 
(Ag) mirror was placed below the DBD electrodes, in order to reflect the probing laser beam in LAS measurements in 
section 2.4. 
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2.1.3 Plasma-generating and measurement equipment 
2.1.3.1 Power supply 
An AC sinusoidal high voltage signal (frequency: 20 – 24 kHz, amplitude: 100 - 700 V), which was generated by 
the combination of a function generator (WF1974, NF Corp.) and a high-voltage amplifier (HVA4321, NF Corp.), was 
applied to one of the metal electrodes, and the other electrode was connected to the ground. The high-voltage amplifier 
limited the maximum current to approximately 10 mA, which allowed generating cryoplasmas with only little heating. 
However, the discharges in this study, the currents were self-limited and the function of the current limitation of the 
power supply was not used. In metal electrodes, the discharges were controlled below 10 mA due to the positive-
resistance characteristics of the discharge mode. In DBD electrodes, the discharge modes were atmospheric-pressure 
glow or Townsend modes, in which the current was limited due to the surface charges on the dielectric barriers. 
 
2.1.3.2 Current and voltage waveforms measurements (U & I waveforms) 
The voltage U waveforms were the applied voltage between anode and cathode, and the current I waveforms were 
the current including both components of a discharge current and a displacement current. 
In the experiments using Metal-1 and DBD electrodes, a 100:1 high-voltage probe (SS-0170R, Iwatsu) was used 
for U waveform measurement and 10:1 voltage probe (N2890A, Agilent) with 1 kΩ resistance for I waveform 
 
Figure 2.4 Schematics of metal electrodes with diameters of (a) 2 mm (Metal-1 electrodes) and (b) 
15 mm (Metal-2 electrodes). (c) Electrodes composed of stainless steels covered by 
dielectric barriers of polyimide for dielectric barrier discharges (DBD electrodes). The 
silver (Ag) mirror was placed to reflect the probing laser beam irradiated from the top 
of the electrodes for Metal-1 electrodes and DBD electrodes. 
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measurement. The signals of voltage probes were displayed and saved in an oscilloscope (610Zi, LeCroy) with a band 
width of 1 GHz. 
For Metal-2 electrodes, the U and I waveforms were measured using a 1000:1 high-voltage probe (P3000, 
Tektronix) and a current probe (CP312 + CPA300A, Tektronix). The signals, averaged over 16 measurements, were 
recorded by an oscilloscope (DSO5052A, Agilent) with a bandwidth of 500 MHz.  
 
2.1.4 Experimental conditions 
Experimental conditions are summarized in Table 2.1 for Metal-1, Metal-2, and DBD electrodes. In the 
experiments, OES measurements using Metal-2 and DBD electrodes were conducted at first, and then, LAS 
measurements for DBD electrodes was conducted. Finally, using Metal-1 electrodes, Tg was evaluated by LI 
measurements. 
In OES measurements, at first, Metal-2 electrodes were used because the emission intensity should be higher for 
the time-resolved OES and the plasma volume was larger at Metal-2 electrodes than at Metal-1 electrodes. However, 
since the cryoplasmas in low-power discharge mode could not be generated in Metal-2 electrodes above Td = 45 K, the 
DBD electrodes were used for the investigation of TI-OES and LAS in wide Tg range.  
Then, for LI measurements, the pressure in plasmas should maintain similar to ambient condition in the plasma 
chamber as explained in section 2.2.1.1. In the DBD electrodes in this thesis, almost all surface area of plasmas faced 
the dielectric and the surface area facing the ambient gas was not large. Actually, although the LI was also tried for the 
DBD electrodes, the accuracy of the estimated Tg was difficult to be ensured. Therefore, a plasma source having large 
specific surface area, which was the ratio of surface area divided by volume, was necessary. It was found that the 
cryoplasmas could be generated also in electrodes composed of metals above Td = 45 K, by reducing the diameter of 
electrodes from 15 to 2 mm and increasing the frequency of applied voltages from 20 to 24 kHz. Therefore, the laser 
interferometry (LI) was conducted to estimate Tg in cryoplasmas using Metal-1 electrodes having large specific surface 
area due to their small diameter.  
In this thesis, the results of the measurements were introduced in order of LI, TI-OES, TR-OES, and LAS to make 
discussion clear. In following, other information about experimental conditions was introduced for each electrodes. 
 
2.1.4.1 Metal-1 electrodes 
Table 2.2 presents the experimental conditions of LI measurements for Metal-1 electrodes. Experiments were 
conducted at three Td conditions (conditions 1A, 1B, and 1C). The plasma gas temperature Tg were the estimated values 
in section 2.2. The LN2 chamber, not 4 K chamber, was used for the LI measurement due to the problem of vibration. 
The plasmas were generated without any gas flow and the number density of the He atoms inside the cell was kept at 
2.4 × 1019 cm−3. 
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In the laser interferometry technique, we do not obtain an absolute value of refractive index but the difference of 
refractive index from a known refractive index as indicated in equation エラー! 参照元が見つかりません。 in 
section 2.2.1.1. Therefore, applied voltages were in burst mode of power supply, in which an applied voltage is turned 
ON and OFF repeatedly. At Td = 100 K, the applied voltages whose frequency was 24 kHz were switched ON and OFF 
repeatedly with a period of 10 ms (8 ms ON and 2 ms OFF). Figure 2.5 shows the voltage and current waveforms at 
Td = 100 K (condition 1A) and the U and I waveforms at conditions 1B and 1C were similar. Figure 2.5(a) and (b) 
indicate the waveforms of U and I, respectively, and the magnified U and I waveforms from 5.00 to 5.10 ms was 
indicated in Figure 2.5(c). Figure 2.5(b) indicates that the current gradually increased with some time lag (about 2 ms) 
from the timing when the voltage began to be applied. In the time lag, the only displacement current flows. The average 
power consumption Pc at the stable phase, e.g. from t = 1 – 6 ms in Figure 2.5, was 32 mW. At Td = 200 K (condition 
Table 2.1 List of experimental conditions of electrode geometries, used chamber, fluid conditions, 
and conducted measurements for each electrodes.  
 
Electrodes Metal-1 Metal-2 DBD 
[Electrode geometries]    
Material of metal Cu Nb Stainless steel 
Material of dielectric barrier − − Polyimide 
Shape Disk Disk Rectangle 
Size ϕ 2 mm ϕ 15 mm 5 × 10 mm 
Gap distance 0.5 mm 0.2 mm 0.5 mm 
[Chamber]    
Chamber LN2 4 K 4 K 
[Fluid conditions]    
Temperature (detector) Td (K) 100, 200, 300 
5 – 45 (TI-OES) 
5, 40 (TR-OES) 
14, 40, 100, 300 
Pressure P (kPa) 33.3, 66.7, 100 
3.3 – 30 (TI-OES) 
3.3, 27 (TR-OES) 
4.7, 13.3, 33.3, 100 
Density n (cm-3) 2.4 × 1019 4.8 × 1019 2.4 × 1019 
[Measurements]    
V & I waveforms ○ ○ ○ 
LI ○ − − 
Time-integrated OES (TI-
OES) 
− ○ ○ 
Time-resolved OES (TR-OES) − ○ − 
LAS − − ○ 
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1B), the ON/OFF times were 18 ms / 2 ms and the average power consumption Pc at the stable voltage phase was 
15 mW. The reason why the ON time was longer than at Td = 100 K was that the time lag was longer. The ON/OFF 
time was 1.8 ms/1.2 ms at Td = 300 K (condition 1C), and the various Pc conditions were measured to discuss the 
dependency of Tg on Pc.  
 
 
Table 2.2  Experimental conditions using Metal-1 electrodes for LAS measurements. 
 
  Condition 1A Condition 1B Condition 1C 
Detector temperature Td 100 K 200 K 300 K 
Plasma gas temperature a Tg 
179 K (simulation) 
104 K (LI) 
230 K (simulation) 
202.5 K (LI) 
347 K (simulation) 
301 – 304 K (LI) 
Pressure P 33 kPa 67 kPa 100 kPa 
Number density n 2.4 × 1019 cm−3 
Introduced gas species - He + air impurity 
Frequency f AC 24 kHz (Burst mode) 
ON/OFF time (Burst)  8 ms/2 ms 18 ms/2 ms 1.8 ms/1.2 ms 
Applied voltage (peak) U 320 V 332 V 325 – 362 V 
Power consumption Pc 32 mW 15 mW 6.2 – 31 mW 
a: Tg was estimated by thermal simulation and laser interferometry.  
b: Partial pressure of impurity gases decreased to be approximately sublimation pressures. The ratio of N2 and O2 
were estimated to be 2.4 × 10-4 and 5.7 × 10-6. 
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2.1.4.2 Metal-2 electrodes 
Using the metal electrodes with diameter of 15 mm (Metal-2), we conducted experiments at the range of 
Td = 5 – 45 K (conditions 2TI) for the TI-OES measurements and Td = 5 and 40 K (conditions 2A and 2B) for TR-OES 
measurements. The 4 K chamber was used for the experiments. All valves were kept closed during the experiment 
after the introduction of He gas up to a pressure of 200 kPa at room temperature (296 K); consequently, the plasmas 
were generated without any gas flow and the number density of the He atoms inside the cell was kept at 4.8 × 1019 cm−3. 
We did not perfectly purge the cell to remove impurities completely from inside the plasma cell, in order to be able to 
observe the temperature variations caused by small amounts of air impurities. Therefore, one of the main differences 
between conditions 2A and 2B was the presence of impurity species, in addition to the difference of Tg. Pure helium 
gas without any impurity gases could be achieved under condition 2A because of almost complete condensation of 
impurity species. On the other hand, although the temperature at condition 2B is lower than the boiling points of air 
impurity species at atmospheric pressure (77 K for N2 and 90 K for O2), the presence of impurities cannot be ruled out 
completely, and the partial pressures of the impurity gases at condition 2B are almost equal to sublimation pressure 
because of partial condensation. Since the total pressure was 27 kPa and the sublimation pressures of N2 and O2 at 
condition 2B are 6.4 × 10−3 kPa, and 1.5 × 10−4 kPa [54], respectively, the ratio of N2 and O2 with respect to He are 
 
Figure 2.5 Waveforms of (a) voltage U and (b) current I from t = −10 to 10 ms and (c) the 
magnified view of U and I waveforms from t = 5.00 to 5.10 ms in Metal-1 electrodes at 
Td = 100 K. Current gradually increased with some time lag (about 2 ms) from the 
timing when the voltage began to be applied (t = −2 ms). In the time lag, the only 
displacement current flows. The average power consumption Pc at the stable phase 
from t = 1 – 6 ms was 32 mW. 
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estimated to be 2.4 × 10−4 and 5.7 × 10−6 for condition 2B, respectively. Since the ratio of O2 is low, we assumed that 
O2 could be neglected in the reaction model in this study.  
 
 
 
 
Waveforms of the applied voltage U (dashed lines) and discharge current I (solid lines) measured at conditions 
Table 2.3 Experimental conditions using Metal-2 electrodes for measurements of time-integrated 
and time-resolved OES measurements. 
 
  Conditions 2TI Condition 2A Condition 2B 
Detector temperature Td 5 – 45 K 5 K 40 K 
Plasma gas temperature a Tg 18 – 50 K 28 K (simulation) 54 K (simulation) 
Pressure P 3.3 – 20 kPa 3.3 kPa 27 kPa 
Number density n 4.8 × 1019 cm−3 
Introduced gas species − He + air impurityb 
Actual gas species − 
Pure He, 
He + air impurity b 
Pure He He + air impurity b 
Frequency f AC 20 kHz 
Applied voltage (peak) U 205 – 244 V 206 V 208 V 
Power consumption Pc 1 – 31 mW 69 mW 65 mW 
a: Tg was estimated value by thermal simulation. 
b: Partial pressure of impurity gases decreased to be approximately sublimation pressures discussed in section 2.5.1.3. 
The ratio of N2 and O2 were estimated to be 2.4 × 10-4 and 5.7 × 10-6. 
 
 
Figure 2.6 Waveforms of applied voltages U (dashed lines) and discharge currents I (solid lines) 
measured at condition 2A (Td = 5 K, Tg = 28 K, black lines) and condition 2B (Td = 40 K, 
Tg = 54 K, red lines). For the sake of clarity, the U and I curves at condition B are offset 
by +400 V and +1.0 mA, respectively. The horizontal dotted lines indicate the base lines 
for each condition. The discharge current was calculated by subtracting the 
displacement current from the measured current. 
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2A and 2B were shown in Figure 2.6. The decay of I was slow until just before U = 0, and thus, a relatively long 
(> 20 µs) and moderate (maximum amplitude 0.7 – 0.8 mA) current, not a pulse current, was observed. It was 
confirmed by optical observation that the discharge was homogeneous and spread over the entire electrode area. The 
power consumption Pc was estimated from the measurements of voltage and current waveforms shown in Figure 2.6 
and, as a result, the values of Pc were 69 mW for condition A and 65 mW for condition B. 
 
2.1.4.3 DBD electrodes 
For DBD electrodes, the experiments were conducted at three Td conditions: 14, 100, and 300 K (conditions 
3A – 3C). The experimental conditions were listed in Table 2.4. In this measurement, the 4 K chamber was used. The 
helium flow was controlled at approximately 100 sccm by the flow controllers with the 4 K chamber. The number 
density was kept at 2.4 × 1019 cm−3 and, thereby, the pressures decreased with Td decrease. The introduced gas was He 
with a small amount of air impurity similar to the experiments with Metal-2 electrodes. The applied frequency were 
AC 10 kHz with the burst mode because it was necessary for the LAS measurements. Applied voltages were fixed at 
approximately 700 V and power consumptions Pc were around 20 mW for each temperature. 
 
 
 
  
Table 2.4  Experimental conditions using DBD electrodes for time-integrated OES and LAS 
measurements. 
 
  Condition 3A Condition 3B Condition 3C 
Detector temperature Td 14 K 100 K 300 K 
Plasma gas temperature a Tg 31 K (simulation) 111 K (simulation) 305 K (simulation) 
Pressure P 4.7 kPa 33 kPa 100 kPa 
Number density n 2.4 × 1019 cm−3 
Introduced gas species - He + air impurity 
Actual gas species - pure He He + air impurityb He + air impurityb 
Frequency f AC 10 kHz (Burst: 10 ms ON – 10 ms OFF) 
Applied voltage (peak) U 700 V 
Power consumption Pc 15.4 mW 24 mW 22.3 mW 
Wavelength of  
probing laser 
λ0 1082.945 nm 1082.910 nm 1083.035 nm 
a: Tg was estimated by thermal simulation and laser interferometry.  
b: Partial pressure of impurity gases is discussed in section 2.5.1.3. 
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2.2 Evaluation of plasma gas temperature Tg 
The contents in this section are planned to be published as a peer-reviewed paper within 5 years. 
 
2.2.1 Laser interferometry (LI) 
2.2.1.1 Method of Laser interferometry (LI) 
2.2.1.2 Results 
2.2.2 Thermal simulation 
2.2.2.1 Simulation method 
2.2.2.2 Simulation results in metal electrodes with diameter of 2 mm (Metal-1) 
2.2.2.3 Simulation results in metal electrodes with diameter of 15 mm (Metal-2) 
2.2.2.4 Simulation results in DBD electrodes 
2.2.3 Discussion on evaluation of Tg from LI and thermal simulation 
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2.3 Dependency of spectra and temporal variation of optical 
emission 
We conducted both time-integrated OES (TI-OES) and time-resolved OES (TR-OES) measurements. Optical 
emission spectra were measured using a spectrometer (SpectraPro 300i, Acton Research) and an intensified charge-
coupled device camera (PI-MAX 512, Princeton Instruments). In TI-OES, we observed the wavelength range from 
300 to 800 nm with an exposure time of over 1 ms. In contrast, in TR-OES, the emission intensities of specific species 
were measured every 0.5 μs at a total of 100 points in each sinusoidal cycle, with an exposure time of 0.5 μs. 
First, the main characteristics of the emission spectra were investigated by TI-OES measurement, and then the 
time variations of the peak intensity of specific emission peaks were measured by TR-OES. As presented in Table 2.1, 
TI-OES was conducted for Metal-2 and DBD electrodes, and TR-OES was conducted for only Metal-2 electrodes.  
 
2.3.1 Time-integrated OES (TI-OES) 
2.3.1.1 Variation of TI-OES for DBD electrodes in wide Tg range 
For understanding the basic properties of the DBD cryoplasma, we took photographs (Figure 2.8) and spatio-
temporally averaged optical emission spectra (Figure 2.7). The Td conditions for the discharge images were Td = 300 
K [Figure 2.8 (a)], Td = 100 K [Figure 2.8 (b)], and Td = 14 K [Figure 2.8 (c)], all images having been acquired with a 
0.01-s shutter speed. Figure 2.8(d) shows the electrode and plasma structures taken at Td = 300 K with a 1-s shutter 
speed. As Td decreased, we could observe that the plasma color changed between purple [at Td = 300 K, Figure 2.8 (a)], 
blue [Td = 100 K, Figure 2.8 (b)], and red [Td = 14 K, Figure 2.8 (c)] and the plasma structure and its stability were 
similar for the three Td conditions.  
The color change with the Td decrease suggested a change of major emissive excited species generated in the 
plasma, as shown in Figure 2.7. At Td = 300 K, we observed OH [309 nm (A 2Σ+ – X 2Π)] and N2 [337.1 nm (C3Π – B3Π, 
second positive system)] molecular emissions in the near ultraviolet range, in addition to visible N2+ (B2Σu+ – X2Σg+, 
first negative system) molecular and He I atomic emission lines [32,33]. The OH and N2 emissions disappeared and 
near infrared O I (35P1,2,3 – 35S2) emission at 777 nm became strong in the spectrum taken at Td = 100 K. A reason for 
the absence of OH emission at Td = 100 K is the freezing of water impurities in such a low Td condition. When we 
decrease Td sufficiently lower than the boiling temperatures of N2 and O2 (77 K for N2 and 90 K for O2 [34]), as shown 
in the data taken at Td = 14 K, only emission lines of the He atom [707 nm (33S0 – 23P0,1,2), and 728 nm (31S0 – 21P1)], 
and the He2 dimer (d3Σu+ – b3Σg+, 640 nm) in the red region could be observed. The relationships of the gas temperature, 
the boiling points of He and air impurities, and the Td conditions used in this study are summarized in Figure 2.7 (e). 
The variations of colors and emission spectra of cryoplasmas depending on Tg have been discussed in the previous 
studies [3,7] and the behavior in this study was similar to them. 
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Figure 2.8 Photographs of the discharge emissions recorded by a digital camera at (a) Td = 300 K, 
(b) Td = 100 K, and (c) Td = 14 K, and (d) structure of the parallel-plate DBD electrode 
placed in the cryoplasma chamber. The exposure times for each photograph were 
0.01 s for (a), (b), and (c), and 1 s for (d), respectively. (e) Temperatures, where the 
photos were taken, added to Figure 2.1. 
 
Figure 2.7 Spatio-temporal integral optical emission spectra in the wavelength range from 300 to 
800 nm measured at Td = 300 K (bottom blue line), Td = 100 K (middle red line), and 
Td = 14 K (top black line). The spectra at Td = 100 and 14 K are offset and that at 
Td = 300 K is enlarged five times for ease of comparison. 
Chapter 2 Gas-temperature-dependent plasma chemistry 
54 
2.3.1.2 Variation of TI-OES of Metal-2 electrodes below 50 K 
Figure 2.9 shows time-integrated optical emission spectra measured at Td = 5 K (Tg = 18 K, Pc = 28 mW, thick 
black line) and Td = 40 K (Tg = 41 K, Pc = 2 mW, thin red line) in condition 2TI in Table 2.3. Although the experimental 
condition of Figure 2.9 differed from conditions 2A and 2B such as Tg and Pc, the shapes of the spectra in conditions 
2A and 2B should be similar to those in Figure 2.9. At Td = 5 K, all emission peaks originated from He or He2, for 
instance, the emission peaks at 728.1 nm (He), 706.5 nm (He), and 640.0 nm (He2). These strong emission peaks were 
in the near infrared or red. On the other hand, at Td = 40 K, there were many emission peaks from air impurity species 
such as at 391.4 nm (N2+), 337.1 nm (N2), and 777.1 nm (O). These peaks from N2 or O were generated by impurities 
remaining after incomplete elimination and mainly have shorter wavelengths (300 – 500 nm), which emit in the blue 
or purple. This difference in the emission intensity of N2 and N2+ caused a color change of the plasmas: red at Td = 5 K 
and blue or purple at Td = 40 K.  
The variation of relative emission intensities of He2, N2+, N2 and O compared to He emission peak are indicated 
in Figure 2.10. Below 35 K, the emissions from impurity species were not observed. At Td = 35 K, the emission of N2+ 
appear. Then at Td = 40 K, the emissions of N2 and O2 began to be observed, however, the emission intensity of O2 was 
still small at 45 K. The difference of Td which appear N2+ and O2 were probably due to the difference of sublimation 
pressures of N2 and O2 (see Figure 2.13). The dependency of relative emission intensity of He2 showed a maximum 
around Td = 15 K, but the reason for this was not clarified. 
 
 
 
Figure 2.9 Time-integrated optical emission spectra of cryoplasmas at Td = 5 K (Tg = 18 K, black 
line) and Td = 40 K (Tg = 41 K, red line). The emission intensities were normalized with 
respect to the He emission line at 706.5 nm and the spectra at Td = 40 K was offset by 
+0.1. 
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2.3.2 Time-resolved OES (TR-OES) 
The time variations of the relative emission intensities at condition 2A (Td = 5 K, Tg = 28 K) and condition 2B 
(Td = 40 K, Tg = 54 K) are shown in Figure 2.11(a) and Figure 2.11(b), respectively, along with the waveforms of the 
discharge current (black line). The emissive species shown in Figure 2.11 are He (706.5 nm, solid red line) and He2 
(640.0 nm, dotted blue line), and that in Figure 2.11(b) are He (706.5 nm), He2 (640.0 nm), and N2+ (391.4 nm, short 
dashed green line).  
Under condition A [Figure 2.11(a)], the He and He2 emission peak intensities increased with I; however, the He 
peak intensity decreased more rapidly than I. In other words, in spite of there being no emission, I lasted until the 
voltage reached almost zero. This result will be discussed in section 2.6.1.1.  
For condition B [Figure 2.11(b)], when the current started increasing, the He emission at 706.5 nm increased with 
the current. On the other hand, the N2+ emission started increasing in intensity with a delay of approximately 8 μs 
relative to the peak He emission. With the sudden decrease in the current, the N2+ emission intensity decreased; however, 
it did not reach zero and still persisted with an intensity of 1/2 – 1/3 of the maximum intensity. We discuss the delay 
of the N2+ emission on the basis of a numerical model in section 2.6.1.2. 
 
 
Figure 2.10 Relative time-integrated optical emission intensity of He2 (640.0 nm), N2+ (391.4 nm), 
N2 (331.7 nm), and O (777.1 nm) as a function of Td. The emission intensities were 
normalized with respect to the He emission line at 706.5 nm. 
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Figure 2.11 Time variations of relative emission intensities of He (706.5 nm, solid red line), He2 
(640.0 nm, dotted blue line), and N2+ (391.4 nm, short dashed green line) measured at 
(a) condition A (Td = 5 K, Tg = 28 K) and (b) condition B (Td = 40 K, Tg = 54 K). In 
addition, the absolute values of the discharge current of each temperature are shown 
as thin black lines. The emission intensities were normalized with respect to the 
maximum intensity of He emission at 706.5 nm. The zero point of the time scale is 
defined where U = 0.  
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2.4 Density measurements of helium metastable atom by 
laser absorption spectroscopy (LAS) 
The contents in this section are planned to be published as a peer-reviewed paper within 5 years. 
 
2.4.1 Laser absorption spectroscopy (LAS) 
2.4.2 LAS in DBD electrodes 
2.4.3 Discussion on saturation of absorption 
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2.5 Gas-temperature dependent reaction model 
2.5.1 Basic ideas 
In high-temperature plasmas, since chemical reactions in plasmas can be approximated as local equilibrium state, 
the densities of species and the ratio between each reactions are indicated as a function of Tg (approximately equal to 
Te). Meanwhile, chemical reactions in non-equilibrium plasmas are mainly dominated by a part of species having high 
thermal or potential energies such as electron, ions, and radicals. Plasma chemistry in non-equilibrium plasmas cannot 
be represented as a function of Tg or Te simply. 
Numerical simulation techniques that take into account reactions and transportation inside plasmas and at plasma 
boundaries have been widely used for the study of non-equilibrium plasmas. In these simulations, the energies of 
collision species are important and only electrons have sufficiently high kinetic energies in non-equilibrium plasmas. 
Consequently, only the electron temperature (Te) has been considered in most plasma simulations. Meanwhile, the term 
of Tg was included in representations of only a small part of reaction rate constants and diffusion coefficients. However, 
the thermal energy of neutral species in plasmas can be expected to be important in elemental reactions that do not 
include electrons as collision species.  
To estimate the reaction dynamics in non-equilibrium plasmas, the elemental reactions are combined and solved. 
The reaction rate (R) of each elemental reaction is expressed as  
𝑅 = 𝑛a × 𝑛b(× 𝑛c) × 𝑘R (1. 4) 
where na, nb, and nc are number densities of reaction species and kR is a reaction rate constant of the elemental reaction. 
Here, R indicates the reaction frequency per unit volume and per unit time and called as a reaction rate. In the reaction 
rate constants kR, components of a reaction cross section and a collision frequency are included. In addition, 
transportation of species due to a diffusion and a drift of charged particles due to an electric field. In particular, the 
dependency of diffusion coefficients of neutral species on Tg are important in transportation. Therefore, the components 
affected by Tg in plasma chemistry are summarized as: the collision cross section, the collision frequency, the density 
of collision species, and the diffusion. 
 
2.5.1.1 Reaction cross section σ  
At cryogenic Tg, since the balance of collision reactions of heavy species should be different from that at a higher 
Tg, unique plasma chemistry can be expected. Since the first studies conducted in the 1950s [38,39], considerable 
knowledge of plasma reactions at cryogenic Tg, particularly in pure helium (He) gas and liquid, has been 
accumulated [40–49]. These studies reported that certain reaction rates strongly depend on Tg. For example, the 
reaction rate constant of the metastable He (Hem) conversion reaction strongly depends on the gas temperature [41] as 
shown in Figure 2.12(a). Figure 2.12(b) shows the potential energy for the combination of He atoms in the 23S and 11S 
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states [50] and there is a small hump in the potential energy which results in the existence of the activation energy 
(~0.067 eV) [40]. This small activation energy can be considered as a cause of the strong dependency of the reaction 
rate constant of the Hem conversion reaction. In addition, the dependency of the reaction rate constant of an attachment 
reaction on Tg should be high when the activation energy in the dissociation reaction of the product is low. For example, 
the attachment reaction of an oxygen atom radical to an oxygen molecule generating ozone in helium shows large 
dependency on Tg and its reaction rate constant is higher at lower temperature (O + O2 + He → O3 + He, 
kR = 3.4 × 10−34 exp(Tg/300)−1.2 cm6 s−1) [51]. This is because the probability to cause attachment reaction are relatively 
high at low Tg, while collision frequency is lower due to low Tg. 
 
 
 
2.5.1.2 Collision frequency f 
Temperature indicate an average kinetic energy of species and simultaneously an average velocity. In the 
assumption of hard spheres, collision frequencies of two-body collisions between the same species are proportional to 
Tg0.5 [52]. In three-body collisions, although the quantitative estimation of f is difficult because the assumption of hard 
spheres cannot be used, the value of f should be also smaller at lower Tg.  
 
2.5.1.3 Density n 
At Tg near or lower than boiling point, a partial pressure of gas species can be comparable to saturated vapor 
pressure or saturated sublimation pressure. The values of these saturated pressures depends strongly on Tg as shown in 
Figure 2.13. When the saturated pressures become lower than the partial pressure of gas species, the partial pressure 
becomes decreasing according to the saturated pressures. Although the partial pressure of the impurity gas species 
 
Figure 2.12 (a) Dependency of reaction rate constant on Tg of three body reaction among helium 
metastable and helium atoms on the gas temperature [41]. (b) Potential curve in the 
combination of metastable He (2s3S) and ground-state He [50]. 
Chapter 2 Gas-temperature-dependent plasma chemistry 
66 
sometimes does not become the same value as the saturated pressures in consequence of adsorption, the partial pressure 
is similar value to the saturated pressures. The effect of Tg on the density of impurity species can be crucial near room 
temperature, especially for water impurity in atmospheric-pressure plasmas in open air. In addition, the boiling points 
of the gas species included in air are approximately 195 K (CO2), 90 K (O2), 87 K (Ar), and 77 K (N2). Therefore, it is 
necessary to discuss the variation of the densities of air impurity species in cryogenic temperatures. 
 
2.5.1.4 Diffusion coefficient D 
Diffusion coefficient D depends on temperature. In the assumption of the hard sphere gas molecule, the first 
approximation of interdiffusion coefficient [D12]1 is expressed as [52]  
[𝐷12]1 =
3
2𝑛(𝜎1 + 𝜎2)2
√
𝑘𝑇g(𝑚1 + 𝑚2)
2𝜋𝑚1𝑚2
 (1. 5) 
where σ1 and σ2 are cross sections of species 1 and 2, k is the Boltzmann constant, and m1 and m2 are mass of species 
1 and 2, respectively. At constant density, [D12]1 can be approximated to be proportional to Tg0.5. Similarly, at constant-
density conditions, the self-diffusion and interdiffusion coefficients are proportional to Tg0.5 in the assumption of 
variable hard sphere model [53]. The dependencies of the diffusion coefficients of actual gases are similar, for example, 
Di for Hem has been estimated to be approximately proportional to Tg0.66 below 70 K [48] and Da in an electron and 
He+ system is approximately proportional to Tg0.5 [54]. 
In addition, the ions in plasmas diffuse as an ambipolar diffusion and its coefficient its also dependent on Tg. For 
example, the slow decay of plasma afterglow due to long ambipolar diffusion lengths [54] and a long relaxation time 
for the rotational distribution of He2 molecules [55,56] have been reported. However, in high electric field, drift rather 
than diffusion is much more important and the drift velocity does not depend on Tg strongly.  
 
However, these studies introduced in this section did not focus on the change in the total plasma reaction system 
at cryogenic temperatures, but the effects of temperature on the elemental reactions. Therefore, I tried to construct a 
set of reaction rate constants, whose dependencies on Tg were taken into account, by collecting the data of these 
previous studies. 
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2.5.2 Reaction model 
To investigate the effect of Tg on a plasma reaction, it is essential to compare the simulation result using the set 
of reactions to the experimental result using plasma sources whose Tg can be controlled continuously in the cryogenic 
range, such as cryoplasmas. For the chemical kinetic calculation of the cryoplasmas, we used a 0-dimensional time-
dependent global model. In this calculation, the governing rate equation is expressed as follows: 
d𝑛𝑖
d𝑡
= ∑ 𝑆𝑖𝑗R
𝑗
− ∑ 𝐿𝑖𝑗R
𝑗
− 𝐿𝑖W  (2. 1) 
where t is the time, ni the number density of the ith species, SijR the reaction rate R generating the ith species, LijR the 
reaction rate R resulting in the loss of the ith species, and LiW the loss rate of the ith species by the interdiffusion of 
neutral species or the ambipolar diffusion and drift of ions.  
We considered a He/N2/O2/H2O system including the 21 reactions in Table 2.5 and the 14 species in Table 2.6. 
The reaction rate constants are also given in Table 2.5 [41,43,45,47,57–66] and their dependency on Tg is discussed in 
the following paragraphs. The interdiffusion coefficients (Di), ambipolar diffusion coefficients (Da), and mobilities (μ) 
of each species are presented in Table 2.6 [48,49,54,58,67–72]. The reaction pathways for He/N2 system considered in 
this study are expressed in Figure 2.14. For O2 and H2O, only the Penning ionization reactions with He were included 
in this model. The studies for plasma chemistry including He, N2, O2, and, H2O have been reported for various plasmas, 
 
Figure 2.13 Dependency of vapor pressures (vap., solid lines) and sublimation pressures (subl., 
dashed lines) of various gases on a temperature, and the triple points (TP, circle) and 
the critical points (CP, cross) of various gases. The data were retrieved from the NIST 
database of REFPROP [26]. 
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such as interstellar plasmas [73–75] and atmospheric pressure microplasmas [65,76–80]. 
Whether or not the reaction is electron-related has an important effect on the dependencies of some reaction rates 
on Tg, and the dependencies were estimated by applying the following concepts. First, if it is an electron-related reaction, 
the reaction rate constant is generally not strongly dependent on Tg, with a few exceptions, for example, kR of R11 
(kR11) in Table 2.5. Second, the reactions not involving electrons are strongly affected by Tg. For two-body collisions, 
when we assume that the collision cross sections are independent of Tg, the reaction rate constants are proportional to 
Tg0.5 owing to the variation of the collision frequency [23]. This assumption is sometimes valid for small temperature 
variations near room temperature. Although it might not be valid for the present study because Tg in cryoplasmas 
changes dynamically to values less than room temperature, we adopted this assumption for some reactions. Third, it 
has been suggested that kR of ion-molecule collisions are independent of Tg below 1000 K, owing to the polarization 
of molecules [81], with some exceptions such as the reaction O+ + N2 → NO+ + N [42]. Fourth, concerning three-body 
reactions, particularly reactions between two atoms and an atomic ion such as R7, kR ∝ Tg−3/4 has been reported [59]. 
Fifth, if there are several alternatives of species generated by the reaction, the generated species possessing a higher 
molecular weight (MW) is adopted, while the species of lower MW is neglected, because association should tend to 
occur at lower temperatures. For example, the formation of He+ + He + e can also occur by the mutual collision of Hem 
(R4 in Table 2.5). However, we adopted He2+ + e for the right branch of R4 for cryogenic temperatures, because it has 
been reported that the lower the collision energy, the higher the ratio of He2+ generation [82]. Specifically, the 
probability for the formation of H2+ is ~59% at a collision energy of 0.052 eV, which corresponds to the energy near 
room temperature, and ~92% at a collision energy of 0.01 eV [82]. 
For the specific reaction rate constants in Table 2.5, the reaction rate constants of R1, R2, and R10 were calculated 
by the Boltzmann equation solver BOLSIG+ [83] using cross section databases [84–86]. For R3 – R7 , R9, and 
R11 – R13, we used the rate constants in Table 2.5, which were measured or estimated in previous studies [41,45–
47,58,76]. For R8, since we could not find any previous reports, we assumed that the reaction constant of R8 was the 
same as that of R7. Note that the density ratio of [He2+] / [He3+] in the equilibrium state decreases with decreasing Tg, 
and it has been estimated to be less than 10−5 at Tg < 100 K [69,87]. Regarding the ion-molecule collisions in R14, R16, 
R18, and R19, we assumed that the rate constants were independent of Tg, as mentioned above [81]. As we could only 
find the reaction constants at room temperature for R15, R17, R20, and R21, we assumed that the rate constants were 
proportional to Tg1/2 for these reactions by only considering the dependency of collision frequency on Tg. 
We note that this model does not include all possible reactions in a He/N2/O2/H2O system. Among the reactions 
which are often taken into account in plasma chemistry calculations at room temperature, we assumed that reactions 
not included in Table 2.5, such as Hem + He2m → H2+ + He + e and He2+ + e → Hem + He, were negligible. It has been 
reported that the former reaction does not affect He2m decay process at 4.2 K [58], and this implies that the reaction is 
not dominant at cryogenic temperatures. The latter reaction needs He2+ to be vibrationally excited, but it was reported 
that the He2+ vibrational relaxation rate need to be sufficiently high [88,89]. We also neglected dielectronic 
recombination reactions which have often been investigated in interstellar plasmas [90,91] and fusion plasmas [92], 
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because it has been reported that the dielectronic recombination to helium is important at high temperature (e.g. 
~ 8 × 104 K [93]), where most of the helium is doubly ionized [93,94]. In addition, this model might be invalid at 
Tg > 100 K because of the adopted assumptions mentioned above. However, although the model should be further 
improved for being a general reaction model for cryoplasma chemistry, as will be shown, it is sufficient for the 
qualitative discussion in section 2.6. 
For the component of LiW, the diffusion and the drift were considered. The diffusion loss of the jth species (number 
density: nj) to the electrode in a unit time was assumed to be Di × nj / d2, where d is the gap distance. The formula can 
be calculated under the assumption that the density profile along a line perpendicular to the electrode between 
electrodes can be expressed as n(z) = ni × (1 − 4 × z2 / d) where z is the position along the line and z = 0 is at the center 
of the electrodes. The loss of ions by drift in a unit time was estimated to be nj × μ × U / d2. The formula can be 
introduced in the assumption of the homogeneous electric field in the electrode gap (E = U / d). 
The dependence of Di and Da on Tg are included in this model as indicated in Table 2.6. For example, Di for Hem 
has been estimated to be approximately proportional to Tg0.66 below 70 K [48] and Da in an electron and He+ system is 
approximately proportional to Tg0.5 [54]. The values of Da for the other ions are assumed to be comparable to Da in the 
electron and He+ system. Concerning the mobility (μ), although μ depends on the reduced electric field (E/N) and the 
“effective temperature” (Teff) [70], the dependences are not strong under the conditions of this study. For example, μ 
for N2+ in He is almost constant when E/N < 20 Td ( = 10−21 V m2) and Teff < 150 K [70] and μ for He+ in He is within 
the range of 20 ± 3 cm2 V−1 s−1 below 80 K [67,68]. Therefore, μ can be assumed to be independent of both Tg and E/N 
and vD can be assumed to be independent of Tg and dependent on E/N.  
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Table 2.5  Reactions and their rate constants used for numerical calculation. The reactions from 
R1 to R9 are for He gas, those from R10 to R19 are for the mixture of He/N2, and those 
of R20 and R21 are typical quench reactions of Hem caused by O2 and H2O. 
 
Index Reaction Rate constant a Reference 
R1 He + e → Hem + e f(Te) -d 
R2 He + e → He+ + 2e f(Te) -d 
R3 Hem + e → He+ + 2e 4.66 × 10−10 × Te0.6× exp(−5.55 × 104 / Te)  [57] 
R4 2Hem → He2+ + e 1.1 × 10−9 × (Tg/10)0.167  [47] 
R5 2He2m → He2+ + 2He + e 5 × 10−10  [58] 
R6 Hem + 2He → He2m + He 
8.7 × 10−36 × Tg × exp(−750 / Tg) 
+ 0.41 × 10−36 × Tg × exp(−200 / Tg) 
 [41] 
R7 He+ + 2He → He2+ + He 1.4 × 10−31 × (Tg / 76)-0.75  [43,59] 
R8 He2+ + 2He → He3+ + He 1.4 × 10−31 × (Tg / 76)-0.75 -c 
R9 He3+ + e → He2m + He 4 × 10−5 × (Te / 10)−1  [45] 
R10 N2 + e → N2+ + 2e f(Te) -d 
R11 N2+ + e → N2 7.6 × 10−7 × (Te / Tg)−0.5  [60,61] 
R12 N2+ + N2 + He → N4+ + He 5 × 10−29 × (Tg / 300)−1  [62] 
R13 N4+ + e → 2N2 2 × 10−6 × (Te / Tg)−0.5  [61] 
R14 N4+ + Hem → He + N2 + N2+ 1 × 10−10  [63]b 
R15 N2 + Hem → N2+ + He + e 5 × 10−11 × (Tg / 300)0.5  [60]b 
R16 N2 + He+ → N2+ + He 6 × 10−10  [62]b 
R17 N2 + He2m → N2+ + 2He + e 3 × 10−11 × (Tg / 300)0.5  [64]b 
R18 N2 + He2+ → N2+ + He2m 1.4 × 10−9  [60,65]b 
R19 N2 + He2+ → N2+ + 2He 1.2 × 10−9  [62]b 
R20 Hem + O2 → He + O2+ + e 2.6×10−10 × (Tg / 300)0.5  [66] 
R21 Hem + H2O → He + H2O+ + e 1×10−10 × (Tg / 300)0.5  [63] 
a: [unit] R6–8,12: cm6 s−1, other:cm3 s−1 
b: Estimated the dependency of the rate constant on Tg. 
c: Assumed to be comparable to R8. 
d: Calculated by BOLSIG+. 
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Table 2.6  Interdiffusion coefficients (Di) for the neutral species and the ambipolar diffusion 
coefficients (Da) and mobilities (μ) for the charged species.  
 
Species 
Di or Da 
(cm2 s−1) 
Ref. 
μ 
(cm2 V−1 s−1) 
Ref. 
1 e 0.0209 × Tg0.5  [54] −  
2 He − a −  
3 Hem 6.91 × 10−3 × Tg0.66  [48] −  
4 He2m 2.3 × 10−3 × Tg0.66  [58]b −  
5 He+ 0.0209 × Tg0.5  [54] 20.0 d  [67,68] 
6 He2+ 0.0209 × Tg0.5 c 16.0  [69] 
7 He3+ 0.0209 × Tg0.5 c 19.2  [69] 
8 N2 −  −  
9 N2+ 0.0209 × Tg0.5 c 16.3  [70] 
10 N4+ 0.0209 × Tg0.5 c 16.3 e 
11 O2 − f − f 
12 O2+ − f − f 
13 H2O − f − f 
14 H2O+ − f − f 
a: Since He and N2 were treated as background species because of their large density, the diffusion coefficients of 
He and N2 are not indicated. 
b: Di of He2m [49,71,72] is approximately one-third of that of Hem [48] at 300 K. Since it has been reported that Di 
of He2m is comparable to that of Hem [58], we assumed that Di of He2m [49,71,72] is also one-third of that of Hem at 
cryogenic temperatures. 
c: Assumed to be comparable to Da in e and He+ system. 
d: μ of He+ in He was reported within 20 ± 3 cm2 V-1 s−1 below 80 K in Ref [67,68]. 
e: Assumed to be comparable to μ of N2+. 
f: Diffusion and drift of O2, O2+, H2O, and H2O+ was not included in the simulation in this study. 
 
Figure 2.14 Diagram of reaction pathways considered in this study for the system for He/N2 species. 
The numbers started from R, e.g. R1, indicates reaction number 1 in Table 2.5.  
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2.5.3 Electron temperature and density 
For the calculation of reaction rate constants and equation (2. 1), the values of electron density ne and electron 
temperature Te are necessary. In this study, these values were estimated by a method based on employing the U and I 
values measured at each temperature [7]. The Einstein equation was used to estimate Te, 
𝐷e
𝜇e
=
𝑘B𝑇e
𝑒
 (2. 2) 
where De is the electron free diffusion, μe is the electron mobility, kB is the Boltzmann constant, and e is the elementary 
electron charge. The following equation was used to estimate Ne: 
𝑁e =
𝑗
𝑒𝑊
 (2. 3) 
where j is the current density and W is the electron drift velocity. The electron swarm parameters were estimated using 
BOLSIG+ [83] and the cross section database [84–86]. The above estimation method was described in more detail in 
Ref. [95]. The estimation method involves a few assumptions such as the Boltzmann distribution of electron energy, 
an isotropic plasma distribution, and a quasi-static electric field. Although we did not evaluate the uncertainty of the 
method strictly owing to the difficulty of estimating the uncertainties of the involved parameters, the obtained values 
may be valid to one significant figure. 
The estimated average values were 1 – 10 eV for Te and 108 – 1010 cm−3 for Ne for Metal-2 electrodes. Therefore, 
the cryoplasmas in this study had a low ionization degree (~10−10). Also, the temporal variations of Te and Ne could be 
estimated from Figure 2.6. We used the values of Ne and Te in the calculation of the cryoplasma chemistry in section 
2.6.  
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2.6 Discussions on Tg dependency of plasma chemistry 
2.6.1 Discussions on results of OES 
Here we discuss the reaction dynamics in the cryoplasmas on the basis of the experimental results given in section 
2.3.2. To understand the results of time-resolved OES in section 2.3.2, such as the longer duration of the discharge 
current with respect to the helium optical emission, and the delay in N2+ emission, we conducted a reaction dynamics 
calculation of the cryoplasmas using a time-dependent global (0-dimensional) model that included temperature-
dependent reaction rate constants, which was introduced in section 0. One central aspect of the calculation was that we 
took into account the effect of Tg on the plasma chemistry and the transportation of species. 
In the calculation, the plasma gas temperatures were kept constant at Tg = 28 K in section 2.6.1.1 and Tg = 54 K 
in section 2.6.1.2. We used the temporal variations of Ne and Te calculated from the experimental results given in 
section 2.5.3. The initial densities in the calculation in section 2.6.1.1 were 4.8 × 1019 cm−3 for He and 0 cm−3 for the 
other species, and those in section 2.6.1.2 were 4.8 × 1019 cm−3 for He, 1.2 × 1016 cm−3 for N2, and 0 cm−3 for the other 
species. The density of each species was almost constant after 10 voltage cycles and the calculation results given in 
sections 2.6.1.1 and 2.6.1.2 represent the steady-state values. The reaction numbers in this section, such as R1, 
correspond to those listed in Table 2.5. 
 
2.6.1.1 Longer duration of current in comparison to optical emission (condition 2A) 
The calculated reaction rates R of direct ionization of R2 (RR2) and stepwise ionization of R3 (RR3), and the sum 
of RR2 and RR3 in pure He in a steady-state situation are shown in Figure 2.15(a). In this section, since we discuss the 
waveform of the discharge current, we focused on the ionization reactions. The vertical dashed lines and dotted lines 
in Figure 2.15(a) indicate the times of zero voltage and maximum current, respectively. While the time of peak of RR2 
approximately corresponds to that of the voltage peak and current peak, the peak of RR3 was delayed relative to the 
current peak. After RR3 reached its maximum, it suddenly dropped to almost zero when U reached zero. The shape of 
the line showing the sum of RR2 and RR3 was similar to that of the current waveform in Figure 2.6(a). From this 
calculation, we could assume that the long duration of discharge current was mainly caused by electron generation via 
the stepwise ionization of R3.  
The reason why R3 was delayed with respect to R2 is discussed below. The reaction species colliding with 
electrons in R2 and R3 are He and Hem, respectively. While both the Hem and electron densities should change with 
time, the He density temporally changes very little due to its high density. Therefore, RR2 mainly depends on the 
electron density, while RR3 depends on both the electron and Hem densities. Hem was mainly generated by R1, and the 
R of R1 (RR1), which represents approximately the generation rate of Hem, reached a maximum near the current and 
voltage maxima. However, the Hem density increased and showed a maximum after the maxima of the current and 
voltage, because the lifetime of Hem was longer, in other words, the decay of Hem was slower at cryogenic temperatures, 
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mainly owing to the strong dependency of the three-body Hem-quench reaction (R6) on Tg [38,58,71]. Thus, the long 
lifetime of Hem causes the phenomenon of the long duration of the discharge current. 
Figure 2.15(b) shows the calculation results of the delay time of the RR3 peak to RR2 peak at each Tg from 5 to 
300 K. We note that the model might show some shift at higher temperatures, particularly for Tg > 100 K, due to the 
assumptions we used in the model. The data indicates that the delay time (of about 8 µs) is independent from Tg below 
150 K and RR3 peak shifts to smaller delays with increasing Tg at Tg > 150 K, down to approximately 3 µs at 300 K. 
These calculation results imply that, in a pure He system, the lifetime of Hem is not affected by Tg below 150 K, while 
the effect of Tg on the lifetime of Hem becomes significant above Tg > 150 K. The results also suggest that the quench 
mechanism of Hem may vary with Tg and that the transition of the quench reactions may occur around 150 K. 
 
 
 
2.6.1.2 Time delay between emission peaks of N2+ and He lines (condition 2B) 
We observed a delay of the N2+ emission relative to the He emission as mentioned in section 2.3.2. The calculation 
results for the He/N2 system at condition 2B are shown in Figure 2.16(a). The RR1 is indicated as the solid black line, 
and R of N2 Penning ionization of R15 (RR15) is shown by the red line. The first negative system of the N2+ emissions 
was basically generated by Penning ionization in the He/N2 system, rather than by direct ionization from the ground 
 
Figure 2.15  Simulation results of cryoplasma reactions at Tg = 28 K in a pure He system. (a) displays 
the reaction rates of R2 (direct ionization), R3 (stepwise ionization), and R2 + R3 in Table 
2.5. The vertical dashed and dotted lines indicate the times of zero voltage and the 
maximum discharge current, respectively. (b) shows the dependency of the delay time 
of the reaction rate peak of R3 relative to that of R2 on Tg. 
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state by electron collision [96]. While the timing of the peak of RR1 was similar to that of the measured He emission, 
there was a delay in RR15 relative to RR1. Although the delay time of the calculated R was shorter than that of the 
measured time-resolved emission intensities (8 µs vs 4 µs), the delay was successfully reproduced by the plasma 
chemistry calculation including the effect of Tg. 
Figure 2.16(b) shows the delay time of R15 to R1 at each Tg from Tg = 40 K to 300 K. In this calculation, the N2 
ratio was fixed at 2.4 × 10−4, i.e., the initial density of He and N2 were set at 4.8 × 1019 cm−3 and 1.2 × 1016 cm−3, 
respectively. Since it was not possible to attain a N2 ratio of 2.4 × 10−4 in the experiments below Tg = 40 K because of 
a low sublimation pressure, the calculations were limited to conditions of 40 K and above. The reason why the 
calculation results do not lie on a smooth line is that electric noise in the measurement results for the discharge current 
affected the calculations. From the calculations, we found that the delay time gradually decreased from about 4 µs at 
Tg = 40 K to 0.8 µs at 300 K and, in contrast to a pure He system, there was no plateau below 150 K in the calculation 
results. This monotonic decrease of the delay time with increasing Tg was similar to what was reported by Choi et al. 
(Figure 1.13) [6]. These results suggest that the present global model can reproduce the experimental results including 
those of the previous study [6]. On the other hand, we could not reproduce the two time-dependent phenomena 
discussed in sections 2.6.1.1 and 2.6.1.2 by the reaction models of the previous works [65,76], which are for 
atmospheric pressure plasmas at room temperature. This result indicates that a reaction model including the term of Tg 
is necessary for the discussion of plasmas in several temperature ranges (almost all reaction models for atmospheric 
pressure plasmas are only for around room temperature) and for the discussion of phenomena changing with Tg. 
Regarding the cause of the delay phenomenon, it is also thought to be due to the long lifetime of Hem, owing to 
the slow quenching rate of R6 and R15 at cryogenic temperatures. In a He/N2 system, the Penning ionization (R15) is 
important for Hem-quenching reaction, in addition to the Hem-quenching reaction in a pure He system such as R4 and 
R6. At lower temperatures in Figure 2.16(b) such as those corresponding to 40 K, R15 should be dominant, because of 
a reaction rate constantly higher than that of R4, and the strong dependency of R6 on Tg. With increasing Tg, RR15 
should increase because of the collision frequency and also RR6 should increase rapidly, so that the quenching rate of 
Hem should be higher. Therefore, the lifetime of Hem should be shorter with increasing Tg and this should be attributed 
to the dependency of the delay time of RR15 to RR1 on Tg in Figure 2.16(b) and the previous study [6]. Moreover, the 
difference of the dependency of the delay time on Tg in Figure 2.15(b) and Figure 2.16(b) were mainly caused by the 
difference of the dependency of RR6 and RR15 on Tg. The dependency of the lifetime of Hem and the elemental reactions 
are discussed in sections 2.6.2 and 2.6.3. 
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2.6.2 Discussion on results of LAS 
The contents in this section are planned to be published as a peer-reviewed paper within 5 years. 
 
2.6.2.1 Lifetime of Hem 
2.6.2.2 Density and waveform of Hem 
  
 
Figure 2.16  Simulation results of cryoplasma reactions at Tg = 54 K in He/N2 system. (a) displays 
the reaction rates of R1 and R15 in Table 2.5. The vertical dashed lines indicate the times 
of zero voltage and the maximum discharge current. (b) indicates the variation of the 
delay time of the reaction rate peak of R15 relative to that of R1 above 40 K. 
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2.6.3 Dependency of plasma chemistry on Tg 
The contents in this section are planned to be published as a peer-reviewed paper within 5 years. 
 
2.6.3.1 Dependency of plasma chemistry in He with 100ppm of N2 on Tg 
2.6.3.2 Dependency of quench reactions of Hem on Tg 
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2.7 Summary of chapter 2 
In this chapter, to investigate the role of Tg in plasma chemistry, fundamental diagnostics of He cryoplasmas and 
discussion using my developed reaction model were conducted.  
At first, Tg, which was the most important parameter in this study, was evaluated by laser heterodyne 
interferometry (LI) and thermal simulation (section 2.2). In the LI measurement, the spatially averaged Tg was 
evaluated and, on the other hand, in the thermal simulation, maximum possible values of Tinc were estimated in the 
assumption that the energy efficiency to contribute to increasing Tg was 100% (energy efficiency η = 1) and the heat 
transfer due to convection was ignored. The results of Tinc estimated by LI and thermal simulation showed a large 
difference, e.g., the Tinc at Td = 100 K and Pc = 32 mW in metal electrodes with a diameter of 1.7 mm (Metal-1 
electrodes) was 4 K by LI and 79 K by thermal simulation. As a result of the discussion about the possible errors of 
both methods, it was concluded that the value of Tinc estimated by LI was more accurate, although it can be a few 
times higher or lower than the actual Tinc. Therefore, it was concluded that the actual Tinc was suppressed below around 
10 K and the actual energy efficiency was estimated approximately as a few tens of percent. 
Then, the measurements by optical emission spectroscopy (OES) and laser absorption spectroscopy (LAS) were 
presented. As a result of time-resolved OES (TR-OES), the differences in the timings showing the maxima of the 
waveforms of the current, the He emission intensity, and the N2+ emission intensity were observed, which were unique 
to cryogenic temperatures. In the LAS measurements, the lifetime and the density of Hem at cryogenic temperatures 
showed a few hundred times longer and several dozen times higher than those at room temperature, respectively. 
In order to clarify the mechanisms of these experimental results, the reaction model for He with small amount of 
impurities (N2, O2, and H2O) was developed. The most striking feature of the model is that the dependencies of the 
reaction rate constants of elemental reactions and the diffusion constants of the species on Tg are taken into account. 
By using the model, the experimental results of OES and LAS were reproduced quasi-quantitatively or qualitatively. 
In addition, the contributions and the ratio of impurity species were evaluated.  
Finally, the total reaction in He/N2 system and quench mechanisms in He/N2/O2/H2O were discussed by using the 
reaction model, not only for reproducing the experimental results, but also for further discussion on plasma chemistry 
and its dependency on Tg. As a result, both the drastic variation of plasma chemistry due to phase changes and the 
gradual variation due to continuous variation of collision parameters (collision frequency, collision cross section, etc.) 
were confirmed. The dominant species and the elemental reactions transformed with decreasing Tg and how the plasma 
chemistry depends on Tg were clarified. In addition, even in the Tg range in which the drastic variations of the plasma 
chemistry do not appear, both absolute values and relative ratios of quench frequencies due to each reaction or diffusion 
were affected by the variation of Tg. Therefore, it was suggested that the dependency of the plasma reaction should not 
be ignored not only at cryogenic temperatures, but also above room temperature.  
Thus, the role of the “new” parameter Tg for non-equilibrium plasmas was discussed and the importance of Tg 
was clarified. In He gas, the three-body reaction of Hem with He atoms, which needs a low activation energy 
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comparable to the energy of room temperature, was the most important elemental reaction. In addition, other reactions 
also showed a variety of Tg dependencies. By the combination of the variations in elemental reactions and the 
transition of phases, a dynamic variation in the plasma chemistry depending on Tg was caused. For other gas systems, 
although Tg might be less important compared to Tg for He plasma chemistry, the discussion about Tg should be 
inevitable to understand plasma chemistry and to control plasma reactions precisely. 
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Chapter 3  
Electrical breakdown in high-density fluids 
 
 
In this chapter, the electrical breakdown mechanisms in high-density fluids such as high-pressure gases, liquids, 
and supercritical fluids (SCF), particularly in the fluids having high fluctuations of local density (density fluctuations) 
near the critical point (CP), are investigated. The purposes are to clarify the role of high-density condition and the 
density fluctuations in electrical breakdown. By achieving the purposes, it is expected that a hint to describe the reaction 
mechanisms in SCF plasmas, which shows a unique reaction field to be able to syntheses a peculiar species, is obtained. 
Since cryoplasmas allow controlling Tg, they are useful to investigate temperature-sensitive phenomena such as the 
density fluctuations near the CP. Similar to a variety of phenomena showing a local-maximum or minimum (critical 
anomaly) such as transport properties, it has been observed that the breakdown voltage (UB), which is the characteristic 
parameter in generation phase of plasmas, also indicates critical anomaly as a local minimum. In addition, the critical 
anomaly of UB has been reported only for a few micrometer or shorter gap discharges, and the mechanism of the size 
dependency has not been clarified.  
Elaborate experiments were conducted to obtain a measured UB curve which allowed us to discuss the reaction 
mechanism in detail. Then, the effect of the density fluctuations on electrical breakdown in liquid(-like) phase and the 
electron motion in strong electric field in the fluids having high density fluctuations, particularly the effective mean 
free path of electron (λfluc), are modeled and discussed. 
In section 3.1, the backgrounds of SCF plasmas and the critical anomaly of UB are introduced and the purpose of 
the study in this chapter is described again. Then the experimental setup and results in He around the critical 
temperature of He (Tc = 5.2 K) are shown in section 3.2. For the experimental results, three models are proposed in 
sections 3.3 – 3.5. In section 3.3, the modification of mathematical formulation of UB, which had been proposed for 
gas phase breakdown voltages in previous study, was expanded to the expression of UB for liquid (Bubble model). 
Next, the electrical breakdown model with a discussion on density-fluctuating fluid structure (Hard sphere cluster 
model) was proposed in section 3.4. The model describes the fluid structure with an assumption about the cluster-like 
structure in locally high-density region. In section 3.5, the hard-sphere cluster model is improved to “Local voids 
model” by focusing on a distribution of local density, instead of the individual clusters. In addition, the ion-enhanced 
field emission (IEFE) of electron from cathode, which has been proposed for electrical breakdown in micrometer gap 
at atmospheric pressure, was applied for high-density fluids. Finally, the experiments, proposed models, and their 
results are summarized in section 3.6.  
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3.1 Background 
3.1.1 Supercritical fluids (SCFs) 
Supercritical fluids (SCFs) are fluids in a state where T and P are both above those at the CP of the fluids (Figure 
3.1). Figure 3.2 shows the T-P-n phase diagram of He. The difference in n between gas and liquid becomes small with 
reaching to CP, and in SCF state, there is no density jump between gas-like and liquid-like states. The T, P, and n at 
the CP are called the critical temperature (Tc), the critical pressure (Pc), and the critical density (nc), respectively. The 
values of Tc, Pc, and nc are inherent for each fluid, and Tc and Pc of various fluids are plotted in T-P diagram as shown 
in Figure 3.3. There are no phase transitions between gas and SCF, and between SCF and liquid. SCF can be divided 
into gas-like SCF and liquid-like SCF as extensions from gas and liquid phases, respectively. The transition line 
between gas-like and liquid-like SCFs are the extension of coexistence curve of gas and liquid, and at the points on the 
line, the density fluctuations and the correlation length show local maximum. The transition line is called as “the ridge 
line of the density fluctuation” [98,99] or “Widom line” [100]. While various properties vary dynamically and 
continuously in the vicinity of the Widom line, the variation of the properties on the Widom line gradually diminishes 
with leaving from the CP and the transition between gas-like and liquid-like SCFs becomes fuzzy. 
  
 
 
 
Figure 3.1 Temperature-pressure phase diagram of CO2.While the transitions among gas, liquid, 
and solid are indicated as solid lines, the borders between gas and SCF and between 
SCF and liquid are broken lines because there are no phase transitions. SCF can be 
divided into gas-like and liquid-like SCFs by the ridge line of the density 
fluctuation” [98,99], so-called, “Widom line” [100]. 
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SCFs have intermediate properties between gas and liquid, i.e., liquid-like transport properties (such as high 
density, high thermal conductivity, and high solvency power) and gas-like transport properties (such as high diffusivity, 
low viscosity, and zero surface tension) (Figure 3.4) [101]. In addition, various properties, such as electric permittivity 
and ion product, can be controlled from gas-like values to liquid-like values by controlling T and P. 
 
 
 
Figure 3.2 Temperature (T) – Pressure (P) – Density (n) phase diagram of He. Combinations of T, 
P, and n on the curved surface are realized in equilibrium state. 
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By using such unique characteristics, SCF reaction processes of environmentally-friendly reaction solvents such 
as water (H2O) and carbon dioxide (CO2) have been studied and partially developed. These SCF solvents are expected 
to replace organic solvents having explosiveness or toxicity. Various applications of SCFs have been studied, such as 
organics decompositions [102], extractions [103], analytics [104], drying [105], and materials syntheses [106,107]. 
 
3.1.2 Critical anomaly and density fluctuations in SCFs 
In SCFs, at the conditions far from the CP, since the spatial and temporal fluctuations of local number density, the 
fluid structure is almost homogeneous. Meanwhile, near the CP, the local density heavily fluctuates [108] because 
 
Figure 3.3 Critical points of the fluids plotted on a temperature-pressure diagram. The 
temperature range of room temperature are shaded as green. 
 
 
Figure 3.4 Schematic of the typical properties of liquid, supercritical fluid (SCF), and gas. The 
values are indicated approximately on a logarithmic scale. The values were retrieved 
from Ref. [101]. 
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condensing power due to intermolecular force and the thermal agitation balances. Therefore the fluid structure shows 
a long-range correlation. This density-fluctuation structure forms a kind of the gas-liquid multiphase nanostructure 
composing of gas-like voids and liquid-like clusters. 
Near the critical point, unique characteristics, so-called critical anomalies, which are of interest in various 
scientific fields, arise, for example, thermophysical properties, such as the local maxima or minima of thermal 
conductivity [109–112], isobaric specific heat [113], sound speed [114], and partial molar volume [115,116]. Figure 
3.5 indicates the thermal conductivity and the speed of sound in CO2 near its CP which are cited from the database of 
the thermophysical properties “REFPROP” [26]. In addition, the critical anomalies in a broad sense are observed in 
the interactions with external stimulations, such as critical opalescence [117,118], local maxima of reaction rate 
constants [119–121], and local maxima of swelling of polymers [122,123]. 
 
 
 
These critical anomalies should have a relationship with the microscopic fluid structure of the density-fluctuation. 
The parameters expressing the magnitude of the density fluctuation are FD and ξ. 
The term of FD is defined as a fluctuation of the number of particles and expressed as [108]:  
FD ≡ 〈(N − 〈N〉)
2〉 〈N〉⁄ = 𝜅𝑇 𝜅𝑇
0⁄  (3. 1) 
where 〈𝑥〉 denotes the average of x, N is the number of particles in a given volume, κT is the isothermal compressibility, 
and κT0 is κT of the ideal gas. FD = 1 for an ideal gas and a high FD means that the fluid fluctuates strongly. FD can be 
estimated by using thermophysical databases such as REFPROP [26]. For an ideal gas, FD = 1 and a high FD means 
 
Figure 3.5 Thermal conductivity and speed of sound in CO2 near its CP (Tc = 304.2 K, 
Pc = 7.38 MPa). The values were cited from the NIST database of thermophysical 
properties “REFPROP” [26]. 
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that the fluid strongly fluctuates. The magnitude of FD strongly depends on the thermophysical conditions near the CP 
[Figure 3.6(a)]. The graph shows that FD diverges at the CP and the ridge of FD divides SCF into two regions (gas-like 
and liquid-like). The schematics of the fluid structures at the conditions in Figure 3.6(a) are indicated in Figure 
3.6(b) – (g).  
While FD are defined by considering the number of particles in a given volume, the correlation length ξ is a 
characteristic length of the fluid structure created by density fluctuations. ξ is defined in the Ornstein-Zernike 
theory [108] and, in the theory, the density-density (long-distance) correlation function, g(r), can be approximated 
using ξ as 
𝑔(𝑟) = 𝑘B𝑇𝜅𝑇
exp (−𝑟 𝜉⁄ )
4𝜋𝜉2𝑟
 (3. 2) 
 
 
Figure 3.6 (a) The isobaric variation of the magnitude of the density fluctuation FD on the 
temperature-pressure phase diagram of CO2. The excess of FD near the critical point 
(CP) are cut. (b-g) The schematics of the fluid structures in (b) liquid, (c) liquid-like SCF 
[SCF(L)], (d) SCF near CP, (e) equilibrium state of gas and liquid [G-L equilibrium], (f) gas, 
and (g) gas-like SCF.  
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where r is a distance, kB is the Boltzmann constant. While the value of ξ can be estimated by X-ray small angle 
scattering [98], it is difficult to estimate the value of ξ from databases of physical properties unlike FD. 
The relationship between FD and ξ can be expressed as [6,35] 
𝜉 = 𝑅′𝐹D
0.5 (3. 3) 
where R’ is the second momentum (or direct-correlation range) of the direct correlation function [108]. R’ is 
independent of T and varies with np in an almost linear fashion for small coefficients. 
As a phenomenon forming molecule clusters, solvation can occur in SCF in mixture fluid. The solvation is not 
unique phenomenon near the CP, unlike the density fluctuation. Since the difference between a local density around a 
solute molecule and an average density in the solvation in SCFs is larger than that in the solvation is liquids, clusters 
form. When the fluctuations of local number density themselves are discussed in mixture fluids, the solvation should 
not be ignored. However, in this study, since we used a pure fluid, we could take into account only the density 
fluctuations. 
Concerning the timescale of the density fluctuation, the aggregation and dispersion of clusters repeatedly and 
quickly occurs in SCF near CP, and the time to take the exchange of particles in a cluster was suggested to be on the 
order of picoseconds [125,126]. While the timescale is shorter than that of the light-emissive relaxation of the excited 
states of gas molecules (nanosecond – microsecond), it is longer than the average time between a collision and the next 
collision of electron (femtosecond). 
 
3.1.3 SCF plasmas 
In recent years, media for plasma generation have been extended from low-pressure gases to high-pressure gases, 
such as atmospheric pressure gases [127,128]. Since atmospheric pressure plasmas (APP) has the advantages of the 
room conditions, i.e., low-cost experimental equipment without expensive vacuum pumps and affinity for polymers 
and biomaterials, they open up a variety of new applications of plasmas. In addition to gas phase plasmas, plasmas in 
liquids [13,129] have attracted much attention recently. For example, knowledge on interaction between plasmas and 
water are very important for plasma medicine and other applications such as nanomaterials syntheses in liquids. 
Moreover, by including the small-scale condensed phases, such as clusters or droplets whose size are μm – nm, in 
plasmas, innovative materials processing have been achieved, for example, a single step partial oxidation of methane 
converted to methanol and other liquids with around 10-times high efficiency than conventional methods [130]. These 
are caused by utilizing the effects regarding interface between plasma and condensed phases, the advantage of 
condensed phase in plasmas, and their hybrid effects. Then, the mixture of gaseous and liquid phases in nanometer 
scale can be emerged in the SCFs with high density fluctuations.  
Studies of discharges in SCFs started around 1900 for high-pressure discharge lamp or elementary analysis [131], 
mainly in the field of electric discharge engineering. Then, the properties of the electrical breakdown in supercritical 
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CO2 began around 1950 [132], that in supercritical He for refrigerant and insulant of superconducting cables started 
around 1960 [133,134], and recently the breakdown mechanisms using nanosecond pulse discharge have been 
studied [135,136].  
In this century, along with the advance of microplasmas technologies, the studies of plasmas in SCF from the 
view point of materials science and engineering have started. In many cases, the plasmas in SCFs are gaseous plasmas 
surrounded by SCF media, namely “plasmas in SCF”. Meanwhile, by controlling the discharges, the fluid structure of 
the density fluctuations can be preserved in plasmas. Since this kind of plasmas can be considered as a different phase 
from gaseous plasmas, it is called “SCF plasmas”.  
Figure 3.7 shows results of Raman scattering spectroscopy for SCF plasmas in CO2, which indicates that the fluid 
structure having local density fluctuation declined but preserved in the SCF plasmas [137].  
 
 
 
The application studies of SCF plasmas for materials syntheses and deposition have been developed. SCF plasmas 
have the advantages of both SCF processes, such as unique properties between gas and liquid, high-reactivity, and 
controllability of the properties, and plasma processes, such as rapid, low-temperature, and non-equilibrium reactions. 
By using these properties, the high-speed growth of carbon nanotubes and other carbon materials at the lower 
temperature without catalysis compared to can be achieved [138]. In addition, near the CP, they have unique properties 
showing critical anomalies and nanometer-scale fluid structure due to the density fluctuations. In the silicon 
nanocrystals syntheses by SCF plasmas generated by laser ablations, the various silicon nanocrystals emitting different 
colors can be synthesized by using the controllability of SCF conditions, and moreover, amount of synthesized 
nanocrystals showed local maxima at the conditions on the Widom line [139].  
In recent years, in addition to such critical anomalies of thermophysical properties, critical anomalies related to 
electrically charged particles have been reported. For example, local minima of UB in micrometer-scale 
 
Figure 3.7 Density fluctuation of CO2 (a) without and (b) with plasma generation. The values of FD 
were estimated from Raman spectroscopy [137]. 
Chapter 3 Electrical breakdown in high-density fluids 
95 
discharges [140–144], local maxima of emission intensities in plasmas generated by pulsed laser ablation [145], and 
the peculiar behavior of cavitation bubbles subsequent to the generation of plasmas by pulsed laser ablation [146]. 
Also, increased yields in the syntheses of nanomaterials by discharge and laser-ablation plasmas in SCFs near the CP 
have been reported, such as nanodiamonds [147], and molecular diamond [148,149]. These critical anomalies imply 
that electron motion is highly affected by the local fluctuation of the particle density in fluids near the CP; however, 
studies on the motion of charged particles in such fluctuating fluids have not allowed clarifying the mechanism of these 
critical anomalies. Critical anomalies related to plasmas have been reported, such as local minima of UB in micrometer-
scale discharges [140,142,143] and increased yields in the syntheses of nanomaterials by plasmas in SCFs near the 
CP [139]. 
 
3.1.4 Breakdown voltages and their critical anomaly 
Investigation of the critical anomaly of UB is expected to give information about the electron motion and the 
reaction mechanisms in fluctuating fluids. In this study, we discuss the critical anomaly of UB. Before the introduction 
of the critical anomaly of the breakdown voltages, the conventional mechanisms of electrical breakdown in gas phase 
are introduced in section 3.1.4.1 and the deviation from the conventional mechanisms in micrometer-gap discharges in 
section 3.1.4.2. Then, we introduce the critical anomaly of the breakdown voltages. 
 
3.1.4.1 Electrical breakdown in gas phase 
Before introducing electrical breakdown near CP, a general gas breakdown is introduced here. 
There are several kinds of initiation theories of electrical discharges in gas, such as Townsend theory, streamer 
theory, and corona theory. In this chapter, Townsend discharge are introduced because this discharge theory is basic 
and the electrical breakdown models proposed in this study were based on the Townsend theory.  
In the Townsend theory, two reactions are considered. One is the electron avalanche due to the acceleration of 
electron (α effect), and the other is the secondary electron emission due to the electron impact to a cathode (γ effect). 
The first Townsend coefficient (α) and the secondary emission coefficient (γ) are defined for each reaction: α indicates 
the number of ionization events caused by an electron in a unit-length path along an electric field and γ indicates the 
number of electrons emitted from the cathode per incident positive ion [150]. In the theory, the following equation is 
satisfied when breakdown occurs: 
 γ × [exp(αd) − 1] ≥ 1. (3. 4) 
This equation means that breakdown occurs when more than one electrons are generated by the impact to a cathode of 
ions generated by electron avalanche caused by one seed electron.  
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When Townsend discharge occurs in homogeneous electric field between parallel plate electrodes, the values of 
UB can be expressed as a function of a product of n and d (often using P instead of n, although P can only be used 
when the experimental conditions ensure proportionality between P and n). This law is called as “Paschen’s law” and 
a curve of UB as a function of n × d is “Paschen’s curve”. As indicated in Figure 3.8, Paschen’s curve shows a minimum 
at a specific P × d or n × d (Paschen’s minimum) [151]. The breakdown voltages of the mixture of Ne and 0.1% Ar are 
lower than those of pure Ne and Ar due to the Penning effect. 
 
3.1.4.2 Deviation from Paschen’s curve in micrometer-gap discharge at atmospheric pressures 
The deviation of UB from Paschen’s curve at atmospheric pressure, which has only been observed on the left 
branch of Paschen’s curve in very small gap discharges (typically: d < 10 μm), has been investigated intensively 
(Figure 3.9) [152–164]. The main motivation for these studies was the prevention of unintended breakdown leading to 
spark discharges as well as applications to gas sensing and analysis, and lighting [153,161]. The values of UB as a 
function of Pd, including the deviation from the conventional Paschen’s law, form the so-called modified Paschen’s 
curve [153–155].  
 
 
Figure 3.8 Breakdown voltage curve as a function of a product of pressure and distance (Pd), so-
called “Paschen’s curves”, of air, H2, Ar, Ne, and the mixture of Ne with 0.1% Ar [151].  
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The modified Paschen’s curve has been reported to be reproduced by considering ion-enhanced field emission 
(IEFE) from a cathode. IEFE is field emission enhanced by the thinning of the potential barrier in the vicinity of the 
cathode owing to positive ions approaching the cathode [152,161]. Figure 3.10 shows a schematic of potential curve 
of IEFE. At first, the mathematical formulation for the modified Paschen’s curve was suggested using an assumption 
that the potential field is linearly modified by the approaching ions. Then, the effect of IEFE has recently been 
investigated by a fully analytical model of the distortion of an electric field by positive ions near the cathode [165]. 
However, the differences between the calculation results for UB obtained by the model under the linear assumption and 
by the fully analytical model are small (< 10%) [165]. Since the parameters in this study such as d have an uncertainty 
of more than 10%, we consider that the model with the linear assumption is sufficiently accurate for this study. 
 
 
Figure 3.9 The experimental results showing the deviation from Paschen’s curve in very narrow 
gap distances and the theoretical Paschen’s curve in air. The data of A, B, C and D were 
retrieved from [153], [162], [163], and [164], respectively. 
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In following, the mathematical formulation of the modified Paschen’s curve including the effect of IEFE is 
introduced with a little modification for fitting the experimental and calculation conditions in this study. 
The modified Paschen’s curve is expressed by incorporating the potential field of the approaching ions into the 
Fowler-Nordheim equation. The Fowler-Nordheim equation gives the field emission current jFE [166]: 
𝑗FE = 𝐶FN𝐸A
2 exp (−
𝐷FN
𝐸A
) (3. 5) 
where CFN and DFN are parameters related to the work function (ϕ) of the cathode and are loosely dependent on the 
electric field. The effective electric field on the cathode (EA) is expressed as 
𝐸A = 𝛽𝐸 (3. 6) 
where β is the geometric field-enhancement factor and E is an average electric field between electrodes.  
In the mathematical formulation of the modified Paschen’s curve, γ is modified by IEFE as follows: 
𝛾 = 𝛾i + 𝛾
′ (3. 7) 
where γi is the secondary electron emission mainly due to the Auger neutralization effect [150] and γ’ is that due to 
IEFE. The value of γi is assumed to be independent of P in this model. The following mathematical expression of γ’ 
was originally suggested by Boyle and Kisliuk [152] and implemented by Radmilović-Radjenović and 
Radjenović [156]: 
 
Figure 3.10 Schematic of potential curves near a cathode when a positive ion is approaching the 
surface of the cathode. The curve of f(ε) is the electron energy distribution function on 
the cathode surface and the gray-shaded area means the occupation of electron. The 
gray solid line is the modified potential curve by the applied electric field without the 
effect of the positive ion. 
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𝛾′ = 𝐾exp (−
𝐷FN
𝐸A
)  (3. 8) 
where K is a parameter, which has been analytically determined to be [159] 
𝐾 =
10𝐶FN𝛽
2𝑑
𝜀0𝜇
 (3. 9) 
where ε0 is the permittivity of vacuum.  
CFN and DFN can be expressed as [167] 
 
𝐶FN = 𝑎1 [𝜙𝑡
2(𝑦)]⁄ , (3. 10) 
𝐷FN = 𝑎2𝜙
3
2𝑣(𝑦), (3. 11) 
 
where a1 = 1.54 × 10−6 A eV V−2, a2 = 6.83 × 109 eV V m−1, and t(y) and v(y) are nondimensional parameters that are 
functions of a nondimensional parameter y.  
By combining Equations (3. 6), (3. 8) – (3. 11), the value of γ’ is expressed as 
𝛾′ =
10𝑎1𝛽
2𝑑
𝜀0𝜇𝜙𝑡2(𝑦)
exp (−
𝑎2𝜙
3
2𝑣(𝑦)
𝛽𝐸
). (3. 12) 
Concerning the estimation of y, v(y), and t(y), y can be expressed as [167] 
𝑦 = 𝑎3𝐸A
1/2
𝜙⁄ = 𝑎3(𝛽𝐸)
1/2 𝜙⁄  (3. 13) 
where a3 = 3.79 × 10−4 eV V−1/2 m−1/2. We estimated v(y) [94,168] and t(y) [168] to be 
 
𝑣(𝑦) = 0.2792𝑦3 − 1.180𝑦2 − 0.09681𝑦 + 1 (3. 14) 
𝑡(𝑦) = −0.06394𝑦3 + 0.1422𝑦2 + 0.03176𝑦 + 1 (3. 15) 
 
which are expressions fitted to the values in the references. We confirmed that the differences between the values in 
the previous studies and the calculated values obtained from Equations (3. 14) and (3. 15) are within 3% for both v(y) 
and t(y).  
From Equations (3. 12) – (3. 15), γ’ can be estimated by determining the parameters E and d related to the 
experimental conditions and the parameter β related to the surface condition of the cathode. The assumption concerning 
E and β in this study are expressed in section 3.5.1.1 and 3.5.1.2, respectively. 
Meanwhile, the deviation of UB has also been observed for the right branch of Paschen’s curve at very high P 
(typically: > 1 MPa) [133,152,169–172]. The deviation from the right branch has been observed at larger d, for 
example, for d = 1 mm at about P = 1000 kPa at room temperature in air [171], for d = 1.5 mm at about P = 80 kPa at 
T = 4.2 K in He [133], and for d = 10 mm at about P = 200 kPa at room temperature in SF6 [169]. The deviations from 
the conventional Paschen’s curve have been reported to be caused by ion-enhanced field emission (IEFE) from the 
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metal cathode [152], and those from the left branch of Paschen’s curve can be reproduced by a mathematical 
formulation based on the Townsend breakdown model by modifying the secondary Townsend coefficient 
(γ) [153,158,159]. However, the validity of the numerical expression for the modified Paschen’s curve has not yet been 
confirmed for high P.  
 
3.1.4.3 Critical anomaly of breakdown voltages 
The critical anomaly of the breakdown voltages has been observed in various fluids, such as those made up of 
monatom (xenon (Xe) [142]), nonpolar molecule (carbon dioxide (CO2) [140–142]), and polar molecule (water [142]), 
and mixed fluid (air [143]). Figure 3.11 shows the measured UB and the fitting curves in Xe [142]. In these studies, it 
was suggested that the local minima of UB near the CP were caused by the concomitant effect of efficient electron 
acceleration in a void space and the low ionization potential of solid clusters [173–175], which are both generated by 
the density fluctuations [140,142]. In addition, there may be a rapid change of gradient of UB curve around 3 MPa. 
This was suggested to be due to the rapid change in the mobility of negative charges [176,177], probably due to an 
electron attachment to clusters formed in high-pressure gas [142]. 
 
 
 
Figure 3.11 Experimental results of breakdown voltages and theoretical fitting curves for (a) CO2 at 
T = 305.65 K [141] and (b) Xe at T = 292.15 K [142]. The black squares show the 
experimental results. The curves of UG and UB represent the theoretical fitting curves 
calculated from Eqs. (3. 16) and (3. 17). 
Chapter 3 Electrical breakdown in high-density fluids 
101 
 
 
One of the notable characteristics of the critical anomaly of UB is that it has only been observed in micrometer-
scale discharges [d < 5 µm] and that the local minimum of UB was more pronounced for smaller d 
(~ 1 – 3 µm) [140,142]. Figure 3.12 shows that the dependency of the breakdown voltages on the gap distance in CO2. 
For larger d ranging from 25 μm to 5 mm, the variation of UB and the breakdown mechanisms in SCFs including the 
region near the CP have been studied [133,134,136,178–181]. However, these studies have not reported the existence 
of a local minimum of UB near the CP, and the mechanism of the dependence of the critical anomaly of UB on d has 
not yet been revealed.  
To evaluate the effects of the density fluctuations on UB, a modification of Paschen’s law [182] by combining it 
with a power law containing a dimensionless parameter FD was proposed. The value of UG, which means the 
breakdown voltage in gas phase without the effects of the density fluctuations, and that of UB were expressed as 
 
𝑈𝐺 =
𝑑𝑛𝜎𝛷
𝐴𝐵
{ln(𝑑𝑛𝜎) − ln [𝑙𝑛 (
1
𝛾
+ 1)]}
−1
, (3. 16) 
𝑈B = 𝐶1𝑈G𝐹D
−𝐶2  (3. 17) 
 
where σ is electron-to-particle cross section, ϕ the ionization potential, A the effective coefficient related to the 
electrode sharpness, B a coefficient associated with Lorentz’s internal field [183] and is described as 
𝐵 =
1
3
(𝜀 + 2), (3. 18) 
and C1 and C2 are individual coefficients. In addition, in order to reproduce the change of the gradient of measured UB 
around 3 MPa using the same equations, two sets of the calculation parameters were used. 
The results of the calculated UG and UB are shown in Figure 3.11 as thin and thick lines, respectively. Although 
 
Figure 3.12 Breakdown voltages in high-pressure CO2 with coplanar thin-film electrodes of 1, 3, 5, 
and 10 μm gap distances. 
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this modification allowed the reproduction of experimental UB values in each fluid reasonably well, this model was 
purely phenomenological, making it difficult to link it to fundamental physical observations.  
Moreover, as an issue of the experimental results in the previous studies, the number of measured UB was at most 
50 for each temperature. This is due to the limitation of the coplanar thin-film electrodes in previous studies. The 
electrodes must be replaced every measurement because of the damage of them. Therefore, the issue of the electrode 
damage should be improved to discuss more precisely. 
 
3.1.5 Purpose 
For a more detailed investigation of the electrical breakdown in high-density fluids with strong density 
fluctuations, it is necessary to establish a new model of the electrical breakdown that reproduces two characteristics of 
the electrical breakdown near the CP, i.e., the critical anomaly itself and its dependence on d. In this thesis, I propose 
electrical breakdown models and discuss their validity by comparing calculated UB by the models with the measured 
UB. Moreover, we discuss the physics related to the electron motion in fluids with large density fluctuations. It is 
expected that this discharge model, which takes into account the density fluctuations, might provide further insights 
into the motion of charged particles in fluids exhibiting local density fluctuations, into the origin of the critical anomaly 
of the electrical breakdown, and into the other critical phenomena mentioned above. 
In this study, the roles of high-density fluids and the density fluctuation on the generation of high-pressure non-
equilibrium plasmas were investigated by measuring the electrical breakdown in He (Tc = 5.20 K, Pc = 0.227 MPa, 
nc = 17.4 mol L−1 [31]) at cryogenic temperature and by establishing electrical breakdown models. 
In general, an SCF exhibits intermediate properties between those of a gas and a liquid, and the SCF phase are 
divided into two regions: gas-like and liquid-like SCFs. Three models were developed to discuss the critical anomaly 
of UB based on liquid or gaseous breakdown models. While the first model in section 3.3 was expanded from the 
liquid(-like) phases, the other two models, described in sections 3.4 and 3.5, were expansion from the gas(-like) phases. 
Note that these models have been developed using different approaches and do not conflict with each other.  
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3.2 Experiments 
3.2.1 Experimental conditions 
In this study, we used He. Since Tc of He is at a very low temperature where all matters else are solidified, the 
fluid near the CP of He must be extremely pure He. Moreover, He is a monatomic. Therefore the discussion of the 
critical anomaly of UB in He should be simple. In addition, the damage of the electrodes should be smaller due to the 
light weight of He atom. This was crucial to conduct experiments without replacing electrodes. 
The discharge experiments were performed using tungsten (W) electrodes separated by gaps of 3 ± 1 μm, the tips 
of which were etched electrochemically [30]. The electrodes were not coplanar configuration but the sphere-sphere 
configuration. The curvature of the tips was measured to be 25 ± 5 μm by scanning electron microscopy (JEOL JSM 
6060LV). We assume that the electric field between the electrodes was quasi-uniform because the tip radii were 
sufficiently large in comparison with d. The electrodes were placed in a high-pressure cell inside a vacuum chamber 
to allow precise control of the temperature (4 K chamber, Figure 2.3). The experiments were conducted at temperatures 
(T) from 5.02 to 5.50 K (T/Tc = 0.965 – 1.06) and in a pressure (P) range between 0.03 and 0.30 MPa 
(P/Pc = 0.132 – 1.32) (Figure 3.13), corresponding to a number density (n) range between 1 and 27 mol L−1 
(n/nc = 0.0574 – 1.55). These conditions include the CP of He and its three fluid states: gas, liquid, and SCF. In the 
measurements, the He pressure (density) was increased continuously while keeping the temperature constant. 
Temperatures were set at every 0.5 K from 5.10 – 5.50 K, but the measurements at T = 5.35 K were invalid due to a 
technical problem. The minimum temperature was 5.02 K due to a limitation of the experimental setup and method in 
this study. We note that the maximum and minimum pressure in this study were not the same for the measurements at 
different temperatures. 
 
 
 
Figure 3.13 T-P phase diagram of He near the critical point. Area of conditions where experiments 
were conducted in this study is indicated as red-shaded square. 
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The inlet flow rate of He (purity: >99.99995%, TAIYO NIPPON SANSO Corp.) was kept at 1 cm3 min−1 at each 
temperature and it was found to cause little turbulences inside the fluid. The effect of impurities could be ignored 
because all species except He become solid at such a low temperature. Even if there might be a very small number of 
particles (either solidified impurities or from the erosion of the electrodes), their effect on the observed electric 
discharge behavior is negligible due to their extremely small fraction in such a high density of He. We developed an 
automatic measurement system to record T, P, and UB simultaneously when electrical breakdown occurs. Every 
60 – 120 s, a DC voltage was applied to the electrodes, and the voltages were recorded by a digital oscilloscope. The 
density steps between measurements (< 0.1 mol L−1) were much smaller than those in previous studies [140–142]. 
Since the measurements were conducted with a fixed inlet flow of 1 cm3 min−1, the pressure (density) continued 
increasing during the measurements and there should not be any duplicate measured UB values at the same density. 
The increase in density between individual measurements was below 0.1 mol L−1. However, in some figures in this 
paper, some of the increases in density between measurements – especially near the CP – are larger than 0.1 mol L−1 
and more than one value exists at the same density. This is because the isothermal compressibility was so high that we 
could not measure the difference in pressure for each measurement by our three-digit pressure gauge (PG35, Copal). 
To avoid any “conditioning effects” [133,171] that could affect the value of UB, we started the measurements after 
more than 100 electrical discharges at each T. All values of n in our experiments were calculated by REFPROP [26] 
using the measured values of T and P.  
 
3.2.2 Experimental results 
Figure 3.14 shows the variations of the breakdown voltages at T = 5.250 K as a function of P. The variations of 
FD, which were calculated by Equation (3. 1) using the parameters obtained from the NIST database of thermophysical 
properties of fluid systems [31], was also presented in Figure 3.14. The most striking feature of the UB curves is that 
they show local minima at almost the same value of P where FD reaches a maximum. Figure 3.15 indicates the 
experimental results of various temperatures as a function of normalized pressure (P/Pc’) which is the pressure 
normalized by the pressure on the Widom line (Pc’) depending on the temperature. The local minimum was most 
pronounced at T = 5.25 K corresponding to the temperature close to Tc. Although the condition of T = 5.20 K is the 
closest to Tc, the critical anomaly at T = 5.25 K was larger than T = 5.20 K. This is probably due to the heat noise where 
the condition very close to CP should be very sensitive, in spite of the high controllability of the ambient condition of 
cryoplasmas.  
To the best of our knowledge, this is the first report on such a critical anomaly of electric discharges in He. The 
main difference between this study and previous studies not showing the critical anomaly [21–26] is the gap distance. 
The distances in our study and the previous studies are 3 μm and more than tens of micrometers, respectively. This 
suggests that the gap distance needs to be close to the characteristic length of the structure of the density-fluctuating 
fluid [142] in order to observe this correlation between UB and FD. 
Chapter 3 Electrical breakdown in high-density fluids 
105 
 
 
Figure 3.15 The experimental results of various temperatures in this study. The horizontal axis is 
normalized pressure which is the pressure normalized by the pressure on the Widom 
line (Pc’) depending on the temperature. The lack of the measured UB at 5.20 K from 
around P/Pc’ = 0.6 – 0.8 were caused by technical problem of our experimental system. 
 
Figure 3.14 Breakdown voltages (black dots) and density fluctuation FD (red lines) as a function of 
helium pressure at temperatures of 5.25 K. The experimental UB plots at the pressures 
near the maximum of FD are magnified in the upper-left of the figure. 
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A large number of UB data points (800 – 1200 for each temperature) were measured in this study. This number 
was more than 10 times larger than that in the previous studies. Moreover, since the experiments were conducted 
without replacing the electrodes in this study, the variation in UB was much less than that in the previous study. These 
enabled us to conduct discussions by fitting of the estimated breakdown voltages from discharge models to the 
experimental results. 
The values of UB are plotted on the T-P phase diagram of He as a contour plot as shown in Figure 3.16. The value 
of UB in each cell whose size is 0.5 K and 5 kPa in Figure 3.16 was an averaged value of all UB satisfying that the 
condition where the value was measured was within the cell.  
Figure 3.17 shows the reduced UB as a function of density for each temperature. The measured UB in this figure 
were normalized with respect to the average values in the range of 8.0 ± 0.05 mol L−1 in order to compare their 
dependencies on n more clearly. In the case of T = 5.10 K, there was a jump in UB due to the gas-liquid phase change. 
Up to approximately n = 11 mol L−1, the values of UB were independent of T. However, for n > 11 mol L−1, the values 
of UB were dependent on T. If we choose any density below 11 mol L−1 instead of 8 mol L−1 in the normalizing 
operation, then the transition is also observed around 11 mol L−1. These dependences on both n and T except the critical 
anomaly resemble those of He breakdown in 1 mm gap [22].  
For the horizontal axis, n is a more important parameter than P for electric discharges in the gas phase, especially 
when discussing the change in temperature or discussing phenomena at high isothermal compressibility conditions 
near the phase transition line including the Widom line. Meanwhile, the critical anomaly of UB becomes more apparent 
when P is plotted on the x-axis. Therefore, P or n was selected as x-axis depends on what was intended to be emphasized 
 
Figure 3.16 Color plot of the measured UB on temperature-pressure phase diagram of He. The 
reddish colors indicate high UB. The cells size is 0.5 K and 5 kPa. The value of UB in each 
cell was an averaged value of all UB measured at the condition within the cell. The gray 
cell indicates that there is no measured point in the cell.  
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in the graph. 
In following, the electrical breakdown models to explain these experimental results are proposed and the results 
of the model simulation are discussed. 
 
 
  
 
Figure 3.17 Normalized breakdown voltages as a function of helium density measured at 5.10 K 
(black squares), 5.25 K (red circles), and 5.40 K (blue triangles). The breakdown voltages 
are normalized with respect to the measured voltages at an average density of 
8.0 ± 0.05 mol L-1. The error bars correspond to standard deviations. In the case of 
T = 5.10 K, there is a jump in density due to the gas-liquid phase change. 
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3.3 Bubble model 
3.3.1 Model description 
We analyzed the results by employing a quantitative analytical model of the breakdown voltages. In this model, 
we assume that the breakdown mechanisms change from gas-like to liquid-like at the threshold number density (nth). 
We also assume that the gas-like breakdown mechanisms follow the general Townsend theory, and that the liquid-like 
breakdown can be modeled by a discharge forming a vapor bubble [22,32]. The vapor bubble around an electron in 
liquid He, which is called an “electronic bubble”, is basically due to the negative electron affinity of liquid He and this 
is a kind of a quantum effect. In this model, since a detailed assessment of the nature of the bubbles in liquid-like SCF 
and on the electron motion in the bubble was complicated, it was assumed that the local electrical breakdown occurred 
in each bubble caused the whole electrical breakdown and the electron motion in the bubble was similar to that in a 
normal gas. Since the role of the density fluctuation in the electron bubble was unclear, the power law of FD, which 
was introduced in section 3.1.4.3, was used in both gas and liquid phases. The breakdown voltage based on these two 
mechanisms, UN, can be expressed as  
 
𝑈N = {
𝑈G    (𝑛 ≤ 𝑛th)
𝑈L    (𝑛 > 𝑛th)
, (3. 19) 
𝑈G =
𝛷
𝐴𝐵
𝑑
𝜆
(ln (
𝑑
𝜆
) − ln (ln (
1
𝛾
+ 1)))
−1
, (3. 20) 
𝑈L = 𝐶1𝑑 × {
1
𝜀0𝜀r
(𝑃 +
2𝑠b
𝑟b
)}
1/2
. (3. 21) 
 
Here, UG is the breakdown voltage based on the Townsend theory, d is the gap length, λ is the mean free path of 
electrons, Φ is the ionization potential, γ is the secondary Townsend coefficient, A is the coefficient related to the 
electrode geometry, and B is the coefficient associated with Lorentz’s internal field [equation (3. 18)]. UL is the 
breakdown voltage based on the bubble model [22,32], C1 is a fitting coefficient, ε0 is the vacuum permittivity, and sb 
and rb are the surface tension and the radius of the “bubble”, respectively. We employed rb = 5 nm, which is a typical 
radius of a bubble generated due to the negative electron affinity in liquid He [22], and it was found that UL did not 
change substantially for rb > 0.1 nm. λ was calculated using the kinetic theory of gases and can be expressed by 
λ = (n × σ)−1, where σ is the electron-particle cross section. Here, σ = 2 × 10−21 m−2 was employed and this value 
approximately corresponds to the typical value of electron-impact ionization cross section in He [34]. 
Concerning the critical anomaly of UB, a power law depending on FD was suggested [140–142]: 
𝑈B = 𝑈N𝐹D
−𝐶2  (3. 22) 
where C2 is a fitting coefficient, which expresses the effect of FD in an electrical discharge. The parameters applied in 
this analysis are listed in Table 3.1 [133,150,189]. 
Chapter 3 Electrical breakdown in high-density fluids 
109 
 
 
3.3.2 Discussions 
Figure 3.18 shows the comparison between experimentally measured UB and calculated UB curves. The 
experimental results were well reproduced by the calculated UB curves. This strongly supports the validity of the model 
expressing the gas-like [Equation (3. 20)] and liquid-like [Equation (3. 21)] breakdowns and the power law of FD 
[Equation (3. 22)]. Compared with previous studies, the high accuracy of the fitting is considered to result from the 
large number of experimental data points. It is also suggested that the transition in the breakdown mechanisms occurs 
at nth = 10.9 mol L−1, which is lower than nc. The transition between T-independent and T-dependent behavior of the 
breakdown voltages in Figure 3.17 can be considered to be due to the difference of whether the electrical breakdowns 
were occurred by the gas-like or the liquid-like breakdown mechanisms. In gas-like breakdowns, UB depend on n (in 
λ), whereas in liquid-like breakdowns they depend on P, not n. Therefore, the density that marks the transition between 
gas-like and liquid-like breakdowns should be in good agreement with the transition density between T-independent 
and T-dependent behavior shown in Figure 3.17. In the bubble model, bubbles are formed by local heating due to the 
applied electric field [32]. In contrast, near the CP, no energy may be required for bubble formation, because low-
density regions, which are intrinsic in the structure of density-fluctuating fluids, may act as bubbles. Therefore, we 
conclude that the UB near the CP becomes relatively low due to such intrinsic bubbles. 
 
Table 3.1  Parameters used in the analysis of the breakdown voltage in Bubble model. 
 
 Value Ref. 
Threshold number density (mol L−1) nth 10.9 - 
Gap distance (μm) d 3.4 - 
Ionization potential (eV) Φ 24.6 - 
Coefficient related to electrode A 0.735 - 
Secondary Townsend coefficient γ 0.3  [150] 
Radius of bubble (nm) rb 5  [133] 
Surface tension (mN m−1) sb 0.809{(Tc − T)/Tc}1.306  [189] 
Constant C1 0.459 - 
Constant C2 −0.09 - 
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The discussion shows that the experimental results can be reproduced by the extension of the method proposed in 
the previous study to liquid phase. However, it is still not easy to find the physical meaning of the power law of FD. 
Therefore, the further improvements of the discharge models extended from both gas and liquid phases are necessary 
for clarifying the effect of the density fluctuations. While the improved discharge model for gas and gas-like SCF are 
discussed following sections, an approach using numerical modeling considering the interaction between He atoms 
are probably necessary to further improve the discharge model for liquid and liquid-like SCF and to clarify the 
influence of quantum effect on the electrical breakdown.   
 
Figure 3.18 Experimental breakdown voltages (black symbols) and calculated breakdown voltages 
not taking into account the density fluctuation UG and UL (blue thin lines), and 
breakdown voltage UB considering density fluctuation (red thick lines) at T = (a) 5.25 K, 
(b) 5.02 K, (c) 5.10 K, (d) 5.40 K, and (e) 5.50 K. The full and dotted vertical lines indicate 
the densities where the transition in the breakdown voltage occurs (nth) and the critical 
density of He (nc), respectively.  
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3.4 Hard sphere cluster model 
3.4.1 Model description 
In order to investigate how the local structure of the density-fluctuating fluid affects the breakdown, we propose 
the concept of an effective electron mean free path (λfluc) for electrical breakdown in intrinsic bubbles, which takes into 
account the effect of the local structure of the fluid. λfluc can be estimated as follows. 
We assume that clusters generated as a result of FD can be approximated by an artificial, single large atom, which 
can be ionized by electron impact without dissociation, and that electrons can move in the interspace between clusters. 
In this model, the average radius of the clusters (rclu) is also assumed to be approximately proportional to ξ and then 
indicated as 
𝑟clu = 𝐶3𝜉, (3. 23) 
where C3 is a constant. 
Although this model might be too simple to capture detailed discharge phenomena, it allows us to obtain important 
information on the discharge behavior in fluctuating fluids. 
The third step is the calculation of λfluc with the above assumptions. The cluster cross section (σclu) can be estimated 
as 
𝜎clu = π𝑟clu
2 = π(𝐶3𝜉)
2, (3. 24) 
Then, the average number of atoms contained in a cluster (Zclu), which is necessary to estimate the cluster number 
density (nclu), can be estimated as 
 
 
 
 
Figure 3.19 Schematic of the fluid structure with the assumption of “super” atoms (red circles), and 
the magnified view of a “super” atom with the indication of its radius (rclu). 
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𝑍clu =
𝐴PF ∙
4
3 𝜋𝑟clu
3
4
3 𝜋𝑟p
3
= 𝐴PF (
𝐶3𝜉
𝑟p
)
3
, (3. 25) 
where APF is an atomic packing factor, i.e. the fraction of volume of the cluster occupied by the atoms in the cluster, 
and rp is the radius of a He atom. APF can be treated as a constant because the cluster structures are almost independent 
of their density [37]. Since it is assumed that all atoms are used to form clusters and there are only clusters in the fluid, 
nclu is expressed as 
𝑛𝑐𝑙𝑢 =
𝑛
𝑍𝑐𝑙𝑢
=
𝑛
𝐴𝑃𝐹
(
𝑟𝑝
𝐶3𝜉
)
3
. (3. 26) 
Finally, by Equations (3. 24), (3. 26), and (3. 3), λfluc can be expressed as a function of σclu, nclu, and ξ: 
𝜆fluc = (𝜎clu𝑛clu)
−1 =
𝐴PF𝐶3𝜉
π𝑛𝑟p3
=
𝐴PF𝐶3𝑅′𝐹D
0.5
π𝑛𝑟p3
∝
𝐹D
0.5
𝑛
. (3. 27) 
 
3.4.2 Discussion 
The variation of FD0.5 / n, which is proportional to λfluc, is shown in Figure 3.20. A negative correlation between 
the calculated λfluc and the measured breakdown voltages can clearly be seen. The correlation was confirmed at other 
temperatures. This strong correlation implies that λfluc is one of the key parameter to describe the electrical breakdown 
in the density-fluctuating fluids. In other words, it is suggested that FD affects the discharge by modifying the electron 
mean free path λfluc due to a change of the correlation length ξ. Although this model approximates the fluid structure 
as gas-like structure in which there is no interaction between clusters, the negative correlation between λfluc and UB is 
confirmed also in liquid and liquid-like SCF. This implies the possibility that the variation of UB can be estimated from 
an evaluation of λfluc in liquid and liquid-like SCF. 
In this model, the concept to estimate λfluc was proposed. However, since the method in this model to approximate 
the fluid structure having density fluctuation was too simple, the measured values of UB could not reproduced 
reasonably. Therefore, a more precise model to estimate λfluc is necessary to clarify the electron motion in density-
fluctuating fluids.  
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Figure 3.20 Measured breakdown voltages (black open symbols) and FD0.5/n, which is proportional 
to the electron mean free path assuming a cluster containing fluid λfluc [see equation 
(3. 27), red lines] as a function of helium density at temperatures of (a) 5.25 K, (b) 5.02 K, 
(c) 5.10 K, (d) 5.40 K, and (e) 5.50 K. 
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3.5 Local voids model 
3.5.1 Model description 
In general, an SCF has intermediate properties between a gas and a liquid, and can be divided into two regions by 
the so-called Widom line [100], which represents the local maxima of the density fluctuations FD in the SCF state 
extending from the gas-liquid coexistence curve [98]: gas-like and liquid-like SCFs. Therefore, there are three 
approaches to discussing the properties and phenomena in an SCF: expanding existing theories from the gaseous phase 
(perhaps with some modifications), expanding those from the liquid phase (with modifications), or developing an 
original theory for SCFs. In this section, we adopted the first approach and we propose a model based on the 
conventional Townsend discharge model. 
On this basis, we modified α due to the density fluctuations and γ due to the IEFE. We consider that the electrical 
discharges in the experiments in this study and in our previous study [144] were not corona- or streamer-like discharges 
because the gap distances were too short, the surfaces of the electrodes were too smooth, and the applied voltages were 
too small for such discharge modes to occur. In addition, while the breakdown voltages in liquid and liquid-like SCF 
regions were reported to be independent of the pressure in negative corona discharges [134,191], our experiments 
indicated the dependence of UB on the pressure as shown in section 3.2.2. In the following, the effect of density 
fluctuations on α is discussed in section 3.5.1.1, and then supplementary information for the modification of γ in the 
mathematical expression for the modified Paschen’s curve, which is introduced in section 3.1.4.2, is discussed in 
section 3.5.1.2. 
 
3.5.1.1 Modification of α due to density fluctuations 
We introduce the effect of density fluctuations on electron motion in the space between electrodes and the 
consequent change in α. In our model, other significant effects of the density fluctuations are not included, such as the 
low ionization potential of cluster species, the generation of cluster ions, and the change in ion mobility due to 
clustering. Also, the disturbance due to plasma-induced heating is not included because it can be assumed that the 
electrical breakdown occurs before the heating becomes dominant. 
Figure 3.21 schematically illustrates the microscopic arrangements of fluid particles in domains with large and 
small volumes. The number of particles inside a given volume (indicated as a circle in the Figure 3.21) heavily 
fluctuates spatially and temporally when the volume is comparable to the characteristic volume of the fluctuation. The 
main characteristic of our model is that it includes this nature of the density fluctuations. The relationship between the 
standard deviation (ns) of the local number density (nL) and the average number density (nave, which is identical to n in 
previous sections) can be expressed using a nondimensional parameter FD as [108] 
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𝑛s
nave
= √
FD
naveV
 (3. 28) 
where 
𝐹𝐷 ≡
〈(𝑁 − 〈𝑁〉)2〉
〈𝑁〉
=
(𝑛𝑠𝑉)
2
𝑛𝑎𝑣𝑒𝑉
=
𝑘𝑇
𝑘𝑇
0 (3. 29) 
with 〈𝑋〉 indicates the average of X, N the number of molecules in a given volume V, kT the isothermal compressibility, 
and kT0 the value of kT for an ideal gas. Since kT can be calculated from thermophysical databases, such as 
REFPROP [26], FD can also be derived similarly to other thermophysical properties. Note that a larger FD means larger 
density fluctuations and FD = 1 in an ideal gas under any condition, which follows from the definition of FD. Equation 
(3. 28) indicates that ns does not only depend on FD and nave but also depends on V. In other words, ns varies with V 
even under the same thermophysical conditions. This means that to discuss the effect of the density fluctuations on a 
specific phenomenon, we must evaluate the characteristic volume related to the phenomenon. 
Our discharge model assumes that the electrical breakdown initiates in a locally low-density spatial domain caused 
by the density fluctuations. Figure 3.22 schematically illustrates the microscopic structure of fluid particles with a 
random distribution under conditions where the density fluctuations are negligible [Figure 3.22 (a)] and large [Figure 
3.22 (b)]. An electron is accelerated by the applied electric field and collides with fluid particles inside the cylindrical 
volume along the electron path from the cathode to the anode. Figure 3.22 implies that an increase in FD leads to an 
increase in the width of the distribution of the mean free path of the electron (λ) even at the same density and, as a 
result, λ can be larger in a local region of low density. 
 
Figure 3.21 Schematic of microscopic arrangements of fluid particles subjected to density 
fluctuations in domains with large and small volumes. The fluctuation of the local 
number density in a given volume is emphasized when the volume is small. 
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On the basis of this assumption, we discuss α. We also assume that α/n can be expressed as a function of the 
reduced electric field (E/n), as is the case for a normal gas discharge. An expression for α/n can be obtained by solving 
the Boltzmann equation for an electron with employing cross section databases or by the literature (for example, 
Ref. [150]) as an empirical expression (often using P instead of n, although P can only be used when the experimental 
conditions ensure proportionality between P and n): 
𝛼
𝑛
= A exp [−B (
𝐸
𝑛
)
−1
] (3. 30) 
where A and B are constants. In the following, we discuss the effect of density fluctuations on the reduced electric field 
E/n. 
Concerning E, a homogeneous electric field is assumed in this study, because there are only few charged particles 
between the electrodes before breakdown occurs and the geometry of the electrodes could be approximated as a plane-
to-plane geometry as described in section 3.2.1. Under this assumption, E is expressed as  
E =
U
d
 (3. 31) 
 
Figure 3.22 Schematic microscopic view of the cylindrical spatial domain along an electron path 
with a particle distribution and electron acceleration in (a) an ordinary gaseous fluid 
with low density fluctuations FD, (b) a fluid with large density fluctuations (molecular 
clustering). An electron is accelerated by the applied electric field and collides with 
atoms or molecules whose centers are within the cylinder. The cross section of the 
cylinder is assumed to be the total collision cross section. The gray circles with thin 
circumferences indicate gas atoms or molecules and the circles with thick 
circumferences indicate atoms or molecules that collide with the electron. 
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where U is the amplitude of the voltage between the electrodes and U should be UB at the breakdown condition.  
In the evaluation of n, the density of the local low-density spatial domain where the discharge occurs should be 
used in the estimation of α. Therefore, estimating the actual nL where the discharge occurs is essential for calculating 
α. The effect of the density fluctuations on the value of nL is discussed in the following. 
Because of the density fluctuations, nL at any given time and position has a distribution. Therefore, nL can be 
expressed using nave and ns as follows: 
𝑛L = 𝑛ave + 𝑥𝑛s = 𝑛ave(1 + 𝑥𝑛s/𝑛ave) (3. 32) 
where x is a parameter indicating the magnitude of the deviation from the average number density. The value of nave 
can be estimated from T and P using thermophysical databases such as REFPROP [26]. 
Figure 3.23 shows the distribution function of the local number density n under the assumption of a Gaussian 
distribution and the relationship between nave, ns, nL, and x. The value of x should be negative because nL should be 
less than nave where breakdown occurs. In the present model, x is assumed to be constant for all conditions. This means 
that the proportion of the volume of the locally low-density spatial domain where breakdown can occur to the total 
volume between electrodes is constant, even if the conditions change. For example, if x = −1 when breakdown occurs 
and the distribution function of nL is assumed to be Gaussian, then about 16% of the total volume must contribute to 
the electrical breakdown. Similarly, if x = −2, then about 2.2% of the total volume must contribute to the initial 
breakdown. In the calculation, we treat x as a fitting parameter because we currently do not know how to obtain an 
analytical estimate of x. When FD reaches a high level, i.e., at conditions near the CP, nL is lower because ns is higher 
and x is constant. Note that the skewness of the local number density distribution is not zero for a gas, liquid, or SCF, 
except for conditions corresponding to the Widom line [192], in other words, the distribution is not symmetric with 
respect to the average number density for almost all conditions. Therefore, the above percentages are only approximate 
values. 
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As expressed by Equation (3. 28), ns is related to both FD and V. To evaluate V, we consider a local cylindrical 
spatial domain along the path of an electron that accelerates from the cathode to the anode (Figure 3.24). Although the 
length of the cylinder (L) should exceed d because the direction of electron motion varies after each collision with a 
gas species, for simplicity, we assume that L ≈ d. In high-pressure gases, since an electron does not gain sufficient 
energy for each collision to be inelastic, and because the electron is accelerated by repeated elastic collisions, the value 
of λ is important. When λ is small, the electron cannot easily gain sufficient energy between collisions. On the other 
hand, electrons can be accelerated efficiently for large λ. Therefore, to take into account collisions between all electron 
and gas species, including elastic and inelastic collisions, the cross section of the cylindrical spatial domain (A) is 
assumed to be the total collision cross section between the electron and gas species (σ). σ can be expressed as a function 
of the electron temperature (Te). Under these assumptions, the volume of the cylinder (V) can be written as  
𝑉 = AL = 𝜎𝑑. (3. 33) 
From Equations (3. 28) and (3. 31) – (3. 33), the effective reduced electric field in a locally low-density domain 
E/nL can be expressed as 
𝐸
𝑛L
=
𝑈/𝑑
𝑛ave[1 + 𝑥 √𝐹D/(𝑛ave𝜎𝑑)]
. (3. 34) 
 
Figure 3.23 Schematic of the probability distribution function of the local number density with small 
and large density fluctuations FD assuming that the probability distribution function is 
Gaussian. The relationship between the average number density nave, the standard 
deviation ns (n’s for a large FD), the local number density in the cylindrical domain nL (n’L 
for a large FD), and the parameter indicating the magnitude of the deviation from the 
average number density x is illustrated. For a large FD, n’L is lower than nL at the same 
x. Domains with density lower than nL (or n’L) contribute to the electrical breakdown 
(shaded area). Note that the actual distribution of the local number density is not 
Gaussian and the skewness is not zero for almost all conditions. 
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By determining the parameters related to the gas species (σ) and the experimental conditions (U, d, nave, and FD) 
and by treating x as a fitting parameter, we can estimate the effective reduced field E/nL. Then, we can estimate α from 
E/nL by solving Boltzmann’s equation or Equation (3. 30). The values of the parameters used in this study are given in 
section 3.5.2.  
 
3.5.1.2 Modification of γ due to ion-enhanced field emission 
The modification of γ in the mathematical formulation of the modified Paschen’s curve was introduced in section 
3.1.4.2 [153,158,159]. Originally, the modified Paschen’s curve was for a low P × d region (left branch of Paschen’s 
curve). This work is the first to apply it to the deviation of UB in the right branch of Paschen’s curve under high-
pressure conditions. The reason why the model includes the modification of γ due to IEFE is to account for the effect 
of the high-density conditions on electrical discharges. As another effect of the high-density conditions, while the 
variation of the ion mobility (μ) depending on n is included in our model (see section 3.5.2), other major disturbances 
related to electrical discharges due to the high-density conditions and condensation, such as the change of collisional 
cross sections due to clustering, are not included. 
 
3.5.2 Calculation condition 
To calculate UB in our model, the properties (expressed by α, ϕ, γi, σ, and μ) should be determined. As mentioned 
in section 3.5.1.1, α/nL can be expressed as a function of E/nL. This function was calculated by solving the Boltzmann 
equation using the Boltzmann equation solver BOLSIG+ [83] with a cross section database of He [84] under the 
assumption that the difference in the ionization potentials between an isolated atom and its cluster is negligible because 
clusters in an SCF near the CP are very unstable [125]. In the He-W system, the work function ϕ and the secondary 
 
Figure 3.24 Schematic of cylindrical spatial domain along electron path between electrodes 
assumed in our model. As an electron travels from the cathode to the anode, it changes 
direction upon elastic and inelastic collisions with gas atoms or molecules in the high-
density fluid (electron path). In our model, we assume that the length of the cylindrical 
spatial domain (yellow part along electron path) L is almost identical to the gap 
distance d. 
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emission constant γi can be assumed to be 4.54 eV and 0.21, respectively [150]. We adopted the electron-atom impact 
(total) cross section of He [193] for σ, which is expressed as a function of the electron temperature (Te). Te was 
calculated as a function of E/nL by BOLSIG+. Since the total cross section σ was only measured for Te below 20 eV in 
the reference data [193], we conducted the calculation for values of Te below 20 eV and all calculated data (shown in 
Figs. 5 – 11) satisfied Te < 20 eV. Although the energy of electrons varies as they move along the path from the cathode 
to the anode, we did not take into account this temporal and spatial variation of energy and we used the average Te 
value.  
For the calculation of γ’ from equations (3. 12) – (3. 15), the parameter β and the electron mobility μ should be 
determined.  
Concerning β, field emission is known to be strongly affected by small protrusions on the surface, modeled by 
the factor β, and β can be estimated from the Fowler-Nordheim plot [168]. Hoewver, β was not evaluated by the Fowler-
nordheim plot in our experiments because of difficulties related to our experimental setup. The value of β has been 
reported to be at least 15 despite the use of carefully prepared surfaces [168] and, for example, a value of about 55 was 
used in investigations on the deviation of UB from Paschen’s curve in atmospheric-pressure micrometer discharges 
without considering the microscopic surface condition [158,159,194]. Therefore, in this study, β is used as a fitting 
parameter in our calculation. 
The ion mobility μ can be expressed using the reduced mobility μ0 as 
𝜇 = 𝜇0𝑛0/𝑛L (3. 35) 
where n0 is the number density of the gas at standard temperature (T = 273.15 K) and pressure (P = 101.325 kPa). The 
value of μ0 was estimated using the effective reduced electric field EA/nL: 
𝜇0 = 5.06 × 10
−3  × (
𝐸A
𝑛L
)
−0.4
 (3. 36) 
which is the fitted expression of the values for He+ in He at 5 K [68]. The units of μ0 and EA/nL in Equation (3. 36) are 
m2 V−1 s−1 and Td ( = 10−21 V m2), respectively. Since the difference of μ0 between 5 and 6 K at E/n > 6 Td is 
sufficiently small (< 2%) and the temperatures in our experiments were within this range, we used the values at 5 K in 
this paper. The error of μ0 calculated by Equation (3. 36) relative to the values in Ref. [68] are within 1% for an electric 
field between 10 and 26 Td. All values of E/nL in our calculation were >10 Td. Although there were no available data 
above 26 Td in Ref. [68], we used extrapolated values calculated by Equation (3. 36). 
 
3.5.3 Comparison of model calculations with experiments in He 
First, we evaluated the fitting parameter β by ignoring the effect of the density fluctuations. In the calculation, we 
set FD = 1, which is the value for an ideal gas and similar to that for helium except near the critical point, and x = −3, 
which is the most appropriate value as will be discussed later. A large value of β indicates a large concentration of the 
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electric field in the vicinity of protrusions on the cathode. The calculated UB and the experimental results at 5.30 K are 
shown in Figure 3.25 as functions of P [Figure 3.25 (a)] and nave [Figure 3.25 (b)]. The calculated and measured values 
of UB in Figure 3.25 (a) and (b) were the same. For the horizontal axis, nave is a more important parameter than P for 
electric discharges in the gas phase (especially when the experimental conditions do not ensure proportionality between 
P and n), while the critical anomaly of UB becomes more apparent when P is plotted on the x-axis. Therefore, we show 
graphs plotted against both P and nave in the evaluation of the fitting parameters (Figure 3.25 and Figure 3.26). After 
that, we show the values of UB and other parameters only as a function of P (Figure 3.28 – Figure 3.32). Figure 3.25 
shows that the deviation of UB from Paschen’s curve starts at a lower pressure (density) at higher β and that β between 
20 and 30 appears to be the most appropriate value for our experiments. This value is reasonable for IEFE as mentioned 
in section 3.5.2. Actually, we adopted β = 22 because the most accurate calculation results were obtained with this 
value, as discussed in the following.  
Next, the evaluation of the other fitting parameter x was conducted. The parameter FD corresponding to the given 
thermophysical conditions was included in this calculation, with β set to 22. The calculation results at 5.30 K as 
functions of P and nave are shown in Figure 3.26 (a) and Figure 3.26(b), respectively, where the indicated experimental 
results are the same as those in Figure 3.25. Figure 3.26 shows that the UB calculated by our model is in good agreement 
with the experimental results. The modification of UB due to the density fluctuations was strongly emphasized near the 
pressure (density) on the Widom line and UB has a local minimum when x is less than −2. As mentioned in the 
introduction, since our electrical breakdown model is based on the electrical breakdown model for the gas phase, the 
breakdown model starts to deviate from the experimental results when the fluid state becomes a liquid-like SCF. The 
figure implies that x ~ −3 is the most appropriate value for this condition. A large absolute value of x indicates that the 
local volume nL and the volume contributing to the initiation of the electrical breakdown are small. The value of −3 
implies that the electron acceleration in 0.1% of the total volume, where the gas particle density is less than nave − 3ns, 
contributes to the discharge ignition. 
Figure 3.27(a) and (b) show the contour plots of the local decrease of UB due to the density fluctuation and the 
value of FD, respectively, on the phase diagram of He. The size of cells in Figure 3.27(a) are 0.5 K and 5 kPa. The local 
decrease of UB was calculated by subtracting the calculated UB values with β = 22 and x = 0 from the measured values 
in Figure 3.15. The conditions, where the absolute values of the decrease of UB were high, were on a line corresponding 
to the Widom line on which FD shows local maxima in isobaric line. 
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Figure 3.25 Variation of experimentally measured and numerically calculated UB with β at T = 5.30 K 
(T/Tc = 1.02) as a function of (a) pressure P and (b) density nave for He. A large β indicates 
a strong concentration of the electric field in the vicinity of protrusions on the cathode. 
The parameter x was set at −3 and the vertical dashed lines indicate the pressure or 
density on the Widom line at T = 5.30 K. The gap distance d was set at 2.7 μm. An ideal 
gas (FD = 1) was assumed in the estimation of β without taking density fluctuations into 
account. The curve at β = 0 corresponds to the classical Paschen’s curve. 
 
Figure 3.26 Variation of experimentally measured and numerically calculated UB with different 
values of x at T = 5.30 K (T/Tc = 1.02) in He as a function of (a) pressure P and (b) density 
nave. A small x (a large absolute value of x) indicates that the local volume nL and the 
volume contributing to the initiation of electrical breakdown are small. β was set at 22 
and the vertical dashed lines indicate the pressure or density on the Widom line at 
T = 5.30 K. The gap distance d was set at 2.7 μm. The experimental results are the same 
as those in Figure 3.25. 
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By comparing the results obtained at different temperatures, the dependence of the validity of our model on the 
thermophysical conditions can be discussed. Figure 3.28 shows the calculation results and experimental results at (a) 
5.25 K (T/Tc = 1.01) and (b) 5.50 K (T/Tc = 1.06). The experimental results at 5.25 K are the values reported in 
Ref. [144], and those at 5.50 K were obtained in this study. The four lines shown in each graph in Figure 3.28 are two 
fitting curves obtained by our model with x = −3 [line (A)] and −2.3 [line (B)], the modified Paschen’s curve without 
 
Figure 3.27 (a) The color plot of the decrease of UB compared to the simulated UB values from 
modified Paschen’s curve considering the effect of the ion-enhanced field emission 
(IEFE) and not considering the effect of the density fluctuations. The cell size is 0.5 K 
and 5 kPa. The value of UB decrease in each cell was an averaged value at the condition 
within the cell. The gray cell indicates that there is no measured point in the cell. 
Reddish colors indicate the absolute values of the decrease of UB were high, which 
means that the effect of the density fluctuations were large. (b) The contour plot of FD 
on the phase diagram of He. Reddish colors indicate high FD.  
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the effect of the density fluctuations [line (C)], and the conventional Paschen’s curve [line (D)]. The parameters for 
each line are indicated in the legends in Figure 3.28. The calculation results in Figure 3.28 reproduce the critical 
anomaly of UB, in common with Figure 3.26, and the critical anomaly is largest in the experimental results at 5.25 K, 
which is the value of T closest to Tc in this study. While Figure 3.26 and Figure 3.28 (b) show that the fitting curve 
with x = −3 exhibits good agreement, in Figure 3.28 (a), the fitting curve with x = −2.3 has better agreement than that 
with x = −3. These results imply that the effect of the density fluctuations on UB in our model is slightly overestimated 
or underestimated, although our breakdown model allows us to qualitatively simulate the UB values well. It is expected 
that a more quantitative discussion will be possible once a more sophisticated analytical model that includes other 
clustering effects in high-density gases, such as the changes in ionization potential and ion mobility, has been proposed. 
An electrical breakdown model for the condensed phase that takes into account the density fluctuations will also be 
necessary for a more quantitative discussion. 
 
 
 
3.5.4 Discussion on dependency on gap distance 
We also calculated UB using the breakdown model to investigate the dependence of the critical anomaly on d. 
Figure 3.29 shows the calculation results of UB for gap distances d = 2, 3, 5, 7, and 10 μm at a fixed temperature of 
5.30 K. We did not calculate UB for d = 1 μm because Te exceeds 20 eV near the CP. As shown in the figure, the local 
minimum of UB near the CP becomes evident with decreasing d, and the local decrease can be observed when d is 
less than approximately 5 μm. This result is in good agreement with the tendency of UB measurements in high-density 
 
Figure 3.28 Experimentally measured and numerically calculated UB as a function of P at (a) 
T = 5.25 K (T/Tc = 1.01) and (b) T = 5.50 K (T/Tc = 1.06) in He. The lines (A) and (B) 
indicate the results calculated by our model. The gap distance d was set at 2.7 μm. The 
line (C) is the modified Paschen’s curve at β = 22 without taking into account the effect 
of the density fluctuations. The line (D) is the classical Paschen’s curve. The vertical 
dashed lines indicate the pressures on the Widom line at T = 5.25 K in (a) and 5.50 K in 
(b). 
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CO2 near its CP with 1, 5, and 10 μm gap distances [142], and it is also consistent with the fact that no critical anomaly 
of UB has been observed in studies with longer gap distances [133,134,136,178–181]. When d decreases, the volume 
of the locally low-density domain V at the breakdown decreases because of the smaller length L due to the assumption 
of L ≈ d in the breakdown model. As a result, ns/nave increases when d decreases because ns/nave is proportional to V−0.5 
[Equation (3. 28)]. In other words, as shown in Figure 3.21, the effect of the density fluctuations on electron motion 
increases when V decreases. Our model has successfully included this nature of the density fluctuations, which is why 
the effect of the density fluctuations on UB becomes significant with decreasing gap distance d.  
As shown in Figure 3.28 (b), the calculated values of UB [lines (A) and (B)] are smaller than those obtained by 
the modified Paschen’s curve [line (C)], even for conditions relatively far from the critical point where the value of FD 
is similar to that of an ideal gas (for example, FD < 2). In other words, the effect of the density fluctuations on UB 
emerges even under conditions far from the CP. This is due to the presence of the term xns/nave in Equation (3. 32). In 
contrast, the effect of the density fluctuations on UB was not included in previous electrical breakdown models such as 
the conventional Townsend model [182] and the models for the modified Paschen’s curve [153–155], although density 
fluctuations exist even in an ideal gas where FD = 1. This is because in electrical discharges with macroscopic gap 
distances, the magnitude of ns/nave and its change as a function of pressure are negligible. This is shown in Figure 3.30, 
which displays the variation of ns/nave for He as a function of pressure for gap distances between 1 µm and 1 mm, 
where the effect of the density fluctuations do not appear for gap distances larger than a few microns. Therefore, even 
if in principle, the effect of the density fluctuations should be included in gaseous electrical breakdown models, it can 
be ignored for macroscopic gap distances. 
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Figure 3.29 Calculated breakdown voltage UB curves for different discharge gaps d as a function 
of He fluid pressure P. The temperature of the He fluid was fixed at 5.30 K and the 
fitting parameters β and x were 22 and −3, respectively, which were the best-fitted 
values in Figure 3.25 and Figure 3.26. The vertical dashed line indicates the pressure 
on the Widom line at T = 5.30 K. The local minimum of UB near the pressure on the 
Widom line can be confirmed at d ≤ 5 μm. 
 
Figure 3.30 Ratio of the standard deviation ns to the average number density nave for different gap 
distances d as a function of pressure P, calculated by Equation (3. 28). The temperature 
T, the cross section of a given volume A, and the parameter x were fixed at T = 5.30 K, 
A = 5 × 10−20 m−2, and x = −3, respectively. Note that x = −3 was the best-fitted value 
in Figure 3.26. The vertical dashed line indicates the pressure on the Widom line at 
T = 5.30 K. 
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3.5.5 Discussion on the effects of density fluctuations on λfluc, α, and γ 
To discuss the electron motion in fluids using our model, we calculated the effective mean free path of an electron 
in a cylindrical spatial domain λfluc that can be expressed as follows: 
𝜆fluc =
1
𝑛𝐿𝜎
. (3. 37) 
Figure 3.31 shows the dependence of λfluc on d near the CP when breakdown occurs. The value of λfluc has a local 
maximum near the CP, which is due to the low nL at high FD, and this tendency corresponds to the concept shown in 
Figure 3.22. Regarding the dependence of λfluc on d, both the value of λfluc and its increment near the CP are larger at 
smaller d. This is simply due to the dependence of nL on d. Thus, the dependence of nL on FD is amplified with 
decreasing d.  
 
 
 
In the following, the effects of the density fluctuations on the two coefficients α and γ in the discharge models are 
discussed. Figure 3.32(a) and (b) show the variation of the calculated values of α and γ' with different values of d as a 
function of P, respectively. The values in Figure 3.32 are calculated for T = 5.30 K at a constant electric field of 
E = 125 V μm−1, which is similar to the value of E when breakdown occurs near the CP in this study. As indicated in 
Figure 3.32(a), the magnitude of α increases with decreasing d, and the value of α increases near the CP. Following 
 
Figure 3.31 Calculated electron mean free path λfluc for different discharge gaps d as a function of 
He fluid pressure P when breakdown occurs. The temperature of the He fluid and the 
parameter x were fixed at 5.30 K and −3, respectively, where x = −3 was the best fitted 
value in Figure 3.26. The local maximum of λfluc near the pressure on the Widom line 
can be confirmed at d ≤ 5 μm. The vertical dashed line indicates the pressure on the 
Widom line at T = 5.30 K. 
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equation (3. 30), α can be expressed as the product of a linearly increasing component and a component that decreases 
exponentially with increasing n. Therefore, small values of nL lead to large α. In other words, since electrons can easily 
be accelerated in the case of a large λfluc owing to the large FD, α is larger near the CP. Thus, the density fluctuations 
affect α by changing λfluc. 
 
 
 
The value of γ' decreases with decreasing P, except for conditions near the CP and small values of d (<5 μm), as 
shown in Figure 3.32(b). This can be explained as follows: since the IEFE is a probabilistic event, the long residence 
time of positive ions near the cathode due to high-P condition leads to a decrease in the probability of IEFE. In other 
words, the decrease in the number density n due to decreasing P leads to a larger μ [Equations (3. 35) and (3. 36)], then 
the large μ causes a small K [Equation (3. 9)], and finally γ’ decreases [Equation (3. 8)]. As shown in Figure 3.32(b), γ' 
increases with increasing d, and this is caused by the proportional relationships between γ' and K, and between K and 
d [Equations (3. 8) and (3. 9)]. Figure 3.32(b) also indicates that γ' decreases slightly near the CP. This means that the 
effect of IEFE on UB is suppressed when it is coupled to the density fluctuations, and UB would increase by the variation 
of γ' near the CP, if there would be no effect of the density fluctuations on α. The reason for this is proposed to be as 
follows. The decrease in the local number density nL due to the density fluctuations leads to a higher μ, and the high μ 
causes a small γ’, as derived from the same discussion as P-dependency of γ’ (cf. the explanation further above). The 
magnitude of the decrease in γ' near the CP becomes smaller with increasing d, and this is also because the effect of 
the density fluctuations is enhanced in small volumes.  
 
Figure 3.32 Calculated (a) first Townsend coefficient α and (b) secondary electron emission 
coefficient due to the IEFE γ’, for different discharge gaps d as a function of He fluid 
pressure P at an electric field of E = 125 V μm−1, which was similar to the value of E 
when breakdown occurs. The temperature of the He fluid was fixed at 5.30 K and the 
parameters β and x are 22 and −3, respectively, which were the best-fitted values in 
Figure 3.25 and Figure 3.26. The vertical dashed lines indicate the pressure on the 
Widom line at T = 5.30 K. 
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Next, we discuss the relation between the density fluctuations and the IEFE near the CP, which both affect UB. As 
mentioned in above, while the variation of α near the CP in Figure 3.32(a) tends to raise UB, that of γ near the CP in 
Figure 3.32(b) tends to drop UB. However, the actual increase in UB due to the decrease of γ' was not significant: the 
difference in UB between the cases of considering and not considering the variation of γ' due to the density fluctuations 
was less than 0.5%. This is because the variation of γ' due to the density fluctuations was small and γ' is smaller than γi 
in this case. Moreover, as shown in Equation (3. 4), γ affects the Townsend criterion linearly, while α affects it 
exponentially. To summarize these points, a small nL due to the density fluctuations leads to a larger α and smaller γ, 
but the variation of UB near the CP is dominated by the effect of the variation of α owing to the density fluctuations, 
rather than γ.  
 
3.5.6 Conclusion 
We discussed two characteristics of electrical breakdown near the CP, i.e., the critical anomaly itself, evidenced 
by a local minimum, and its dependence on d. We developed an electrical breakdown model based on an extension of 
the gas discharge theory (Townsend theory) with modifications of α due to the density fluctuations and γ due to the 
IEFE. For the modification of α, we developed a model based on the concept that the breakdown occurs in a locally 
low-density spatial domain resulting from the density fluctuations. The results of the model suggested that increasing 
FD leads to an increase in the effective mean free electron path λfluc, leading to an increase of the first Townsend 
coefficient α in locally low-density spatial domains. Consequently, the enhanced electron acceleration causes the 
critical anomaly of UB. Moreover, we reproduced the gap limitation of the critical anomaly of UB by incorporating the 
nature of the density fluctuations in terms of their dependence on the characteristic volume in the model. Concerning 
the modification of γ due to IEFE, we confirmed that the mathematical expression for the modified Paschen’s 
curve [153,158,159] can be used to derive the deviation of UB from the right branch of the conventional Paschen’s 
curve. We also found that, while the effect of IEFE is important for electrical discharges under high-pressure conditions, 
the modification of γ by the density fluctuations near the CP is negligible. These results and the discussion suggest that 
our breakdown model describes the microscopic relationship between electron acceleration and the density fluctuations 
well, and therefore allows the microscopic density fluctuations to be linked to the macroscopic behavior of UB. We 
believe that the discharge model presented in this work will not only improve studies on breakdown phenomena and 
electrical properties in high-pressure gases and SCFs including fluids near the CP, but also allow the investigation of 
other critical anomalies that involve fluctuations, particularly in the field of electric discharges. 
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3.6 Summary of chapter 3 
In this chapter, we focused on the critical anomaly of the breakdown voltages in micrometer gap. Helium has 
advantages to model the electrical breakdown, such as monatomic simple fluid, low damage to electrodes, and 
extremely pure condition which is obtained automatically. The experiments in He were enabled by using the 
temperature controllability of cryoplasma technology. 
By the improvements of experimental methods, the critical anomaly of UB was clearly confirmed, and the number 
and the dispersion of the measured values of UB were improved sufficiently to be able to discuss the discharge models 
developed in this study by fitting analyses. 
Three models for reproducing the electrical discharge behavior near the CP were developed. In the first, the power 
law of a parameter of FD, which indicates the magnitude of the density fluctuations and proposed in the previous 
studies [140–142], was extended to the liquid phase. For this, a bubble model considering electron bubbles generated 
in liquid He was modified by multiplying the power law of FD. While further improvement of the electrical discharge 
model will be necessary for further physical discussions, the existence of the threshold density between gas-like and 
liquid-like breakdown mechanisms, and the validity of the power law of FD were confirmed. 
The second model developed was a hard-sphere cluster model. A method to estimate the effective mean free path 
of electrons in density fluctuating fluids (λfluc) was proposed. The model is based on assuming that the gas-like local 
structure of the density-fluctuating fluid consists of artificial “super” atoms whose radius are proportional to the 
correlation length ξ. The λfluc estimated by this model and the measured UB indicated a strong negative correlation. 
This implied that λfluc is one of key parameters to describe the electrical breakdown in the density-fluctuating fluids. 
However, the main drawback of this model was that it could not reproduce UB quantitatively. 
Finally, a local void model was proposed. In this model, instead of focusing on individual clusters, the cylindrical 
local low-density domains (voids) created by the density fluctuations were assumed to estimate λfluc. This model was 
based on the conventional Townsend discharge theory with modifications of the first Townsend coefficient α due to 
the variation of λfluc. In addition, the secondary emission coefficient γ was also modified in the model, to include the 
effect of ion-enhanced field emission (IEFE). The main characteristic of this model was that it included the size effect 
of the density fluctuations. The simulation results were in good agreement with the measured dependency of UB on d, 
and the dependency was suggested to be caused by the behavior of λfluc. Moreover, the roles of the density fluctuation 
and the high-density conditions on α and γ coefficients were discussed. The concepts of this model, such as the size 
effect of the density fluctuation and the evaluation of the electron motion, may enable a better reaction model in 
fluctuating fluids. 
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Chapter 4  
Conclusion 
 
 
In this thesis, “cryoplasmas”, whose plasma gas temperature (i.e. the temperature of neutral species in plasmas, 
Tg) are controlled continuously at lower than room temperature (5 – 300 K), were investigated (Figure 1.15). Tg is one 
of the most important parameters in plasma science and technology, because Tg affects the plasma chemistry and 
transportation of heavy neutral species including excited species and radicals, and their interaction with condensed-
phase materials. However, up to now, the role of Tg in high-pressure plasmas has not been studied sufficiently, and 
therefore, Tg can be considered as a kind of a “new” parameter in non-equilibrium plasmas. In the new and exotic Tg 
region of cryogenic temperatures, both phenomena —peculiar to cryogenic temperatures and showing a continuous 
variation from conventional temperatures higher than room temperature— are expected to appear. Using the 
advantageous characteristics of cryoplasmas, the role of Tg in high-pressure non-equilibrium plasmas and the roles of 
high-density condition and density fluctuations in electrical breakdown were discussed. 
 
To investigate the role of Tg in plasma chemistry, fundamental diagnostics of He cryoplasmas and discussion using 
my developed reaction model were conducted. At first, Tg was evaluated by laser interferometry and thermal simulation, 
and as a result, the increment of Tg in the cryoplasmas generated in this thesis was estimated to be suppressed below 
around 10 K. Then, for the phenomena peculiar to cryogenic temperatures measured by OES and LAS in this study, 
such as the temporal behavior of optical emission intensities and the density and the lifetime of metastable He atom, 
the reaction model for He with small amount of impurities (N2, O2, and H2O) were developed. The most striking feature 
of the model was that the dependencies of the reaction rate constants of elemental reactions and the diffusion constants 
of the species on Tg were taken into account. By using the model, the experimental results of OES and LAS were 
reproduced quasi-quantitatively or qualitatively, and the contributions and the ratio of impurity species were evaluated. 
As a result of the reaction simulation, both the drastic variation of plasma chemistry due to phase changes and the 
gradual variation due to continuous variation of collision parameters (collision frequency, collision cross section, etc.) 
were confirmed. The dominant species and the elemental reactions transformed with decreasing Tg. Thus, how the 
plasma chemistry depend on Tg were clarified. In addition, even in the Tg range in which the drastic variation of plasma 
chemistry do not appear, quench frequency and ratio of quench rates of reactions and diffusion were affected by the 
variation of Tg. Therefore, it was suggested that the dependency of plasma reaction should not be ignored not only at 
cryogenic temperatures but also above room temperature.  
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Thus, the role of the new parameter of Tg for non-equilibrium plasmas was discussed and the importance of Tg 
was clarified. In He gas, the three-body reaction of Hem with He atoms (R6), which needs a low activation energy 
comparable to the energy of room temperature, was the most important elemental reaction. In addition, other reactions 
show a variety of Tg dependencies. By the combination of the variations of elemental reactions and phase changes, 
dynamic variation of plasma chemistry was caused. For other gas systems, although Tg might not be always as 
important as for He plasma chemistry, the discussion about Tg should be inevitable to understand plasma chemistry 
and control plasma reactions precisely. 
 
Next, the roles of high-density condition and density fluctuations in electrical breakdown were discussed. By the 
improvements of experimental methods, the number and the dispersion of the measured values of UB were improved 
enough to be able to discuss my developed discharge models by fitting analysis. Three electrical breakdown models 
were proposed (Bubble mode, Hard sphere cluster model, and Local voids model). Bubble model was the expansion 
from liquid(-like) states and the other models were based on gaseous discharge models. The effective mean free path 
of electron in density fluctuating fluids (λfluc) was proposed and it was suggested that λfluc was one of the key parameters 
to describe the electrical breakdown in the density-fluctuating fluids from the hard sphere cluster model. In the local 
void model, the cylindrical local low-density domains (voids) created by the density fluctuation were assumed to 
estimate λfluc. The main characteristic of this model was that it included the size effect of the density fluctuation. In 
addition, the effect of electron supply due to IEFE from cathode was considered. The calculation results of UB were in 
good agreement with the dependency of UB on d, and the dependency was suggested to be caused by the behavior of 
λfluc. The concepts of this model, such as the size effect of the density fluctuation and the evaluation of the electron 
motion, may enable a better reaction model in fluctuating fluids. 
 
Thus, the role and importance of the “new” parameter in high-pressure non-equilibrium plasmas, Tg, was clearly 
demonstrated and, by focusing on and controlling Tg, the role and importance of the local fluid structure in discharge 
physics in high-pressure (and close to condensed) conditions were revealed. The results presented in this thesis are 
expected to allow a more accurate control of the generation and the plasma chemistry in high-pressure non-equilibrium 
plasmas, such as atmospheric pressure plasmas and SCF plasmas, which may lead to novel applications of plasma-
based materials processing.  
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