Semi-supervised learning methods are motivated by the availability of large datasets with unlabeled features in addition to labeled data. Unlabeled data is, however, not guaranteed to improve classification performance and has in fact been reported to impair the performance in certain cases. A fundamental source of error arises from restrictive assumptions about the unlabeled features, which result in unreliable classifiers. In this paper, we develop a semi-supervised learning approach that relaxes such assumptions and is capable of providing classifiers that reliably measure the label uncertainty. The approach is applicable using any generative model with a supervised learning algorithm. We illustrate the approach using both handwritten digit and cloth classification data where the labels are missing at random.
Introduction
The goal of a classifier is to predict the class label y ∈ Y of an object with features x ∈ X . Supervised learning of classifiers requires data pairs (x, y), but obtaining labels y for every observed feature x is a costly and/or time-consuming process. This limitation prohibits learning accurate classifiers in many scenarios. By contrast, obtaining unlabeled data x alone is often considerably simpler than labeled data (x, y). For instance, obtaining large samples of speech recordings or x-ray scans is substantially easier than providing an accurate label to each sample (Rajpurkar et al., 2017) . This motivates the development of semi-supervised methods that leverage large amounts of unlabeled data in addition to a more limited labeled dataset, denoted D 0 = {x i } and D 1 = {(x i , y i )}, respectively. That is, methods applicable to scenarios in which |D 0 | |D 1 |.
Missing data is a well-studied area in statistics (Little & Rubin, 2014) . To provide description of the fundamental statistical limitations of semi-supervised learning, we consider each feature/label pair to be drawn from an underlying data-generating distribution,
where ∈ {0, 1} is an indicator denoting whether the class label y is missing or observed. Note that p(x, y| ) = p(y|x, )p(x| ), where p(y|x, ) quantifies the label uncertainty and plays a critical role in the classification task. There are three main scenarios in which unlabeled data D 0 is obtained:
• The label y is missing completely at random (MCAR):
The unlabeled and labeled data-generating processes match exactly, i.e., p( x, y | = 0 ) ≡ p( x, y | = 1 ).
MCAR is a common assumption but can also be highly restrictive. For instance, in a medical diagnosis application, this means that unlabeled features from an unscreened population must statistically match the population of screened patients. When this assumption
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Reliable Semi-Supervised Learning when Labels are Missing at Random (a) Decision boundaries given by a supervised and semisupervised learning method, respectively.
(b) Model of p(y = 0 | x) using reliable semi-supervised learning method described in Section 2.2 Figure 1 . Example of a semi-supervised learning problem based on Example 3.7 in Zhu & Goldberg (2009) , with two-dimensional feature space X ⊂ R 2 and labels missing at random (MAR). The decision boundary of the optimal classifier under zero-one loss is obtained using p(y|x) and shown for reference. Classifiers are formed using Gaussian mixture models of the data. These models are learned using a variational Bayes method. (a) Comparison of supervised method, using D1, with a semi-supervised MCAR-based self-training method, using D0 and D1. The feature distributions for labeled and unlabeled data are assumed to be the same in (2), which clearly leads to systematically wrong classifications in regions for which there is only unlabeled data. (b) The method proposed herein is capable of learning a more reliable measure of label uncertainty for classification.
fails, a semi-supervised learning method may provide severely misleading decisions. For an illustration of this limitation, consider Figure 1a .
• The label y is missing at random (MAR): The feature distributions may not match each other, i.e.,
but the regions of the feature space in which it is possible to discriminate between classes remain invariant (2). In the medical diagnosis example, this means that data from the unscreened population can be used in conjunction with screened patient data even though their features differ statistically.
• The label y is missing not at random (MNAR): Neither features nor conditional class distributions may match each other, i.e.,
In this case, there is no necessary relation between the labeled and unlabeled data. This effectively invalidates the use of semi-supervised methods as the unlabeled data cannot be utilized to improve a classification.
The utilization of unlabeled data, therefore, depends critically on assumptions made about the data-generating distributions underlying labeled and unlabeled data. Chawla et al. (2005) first introduced the concept of 'labeling process bias' to semi-supervised learning. The labeling process is that by which features x in the training data are assigned class labels y. The labeling process is often biased across the feature space, as for instance in an internet-based survey which only reaches a sub-population with certain features. In such cases, MCAR (1) is invalid and rather MAR (2) applies.
Very few works in the literature address the fundamental assumptions about the labeling process. Rather, most works build upon the MCAR (1) assumption and that information about y is passed to the unlabeled features by their proximity to labeled features, e.g. (Zhu & Goldberg, 2009; Kingma et al., 2014; Gordon & Hernandez-Lobato, 2017) . That is, the initial model learned from the labeled data can be applied to predict unlabeled data; from which the unlabeled data is then able to enhance the model. Transductive methods, such as T-SVM (Joachims, 1999) , S 3 VM (Bennett & Demiriz, 1999) , manifold regularization (Belkin et al., 2006) , and their successors (Wang et al., 2012; Li & Zhou, 2015) , are developed based on the additional assumption that clusters in the features space correspond to distinct classes. Under this assumption these methods perform well. More recent deep learning-based methods, such as temporal ensembling (Laine & Aila, 2016) , mean teacher (Tarvainen & Valpola, 2017) , and adversarial training (Springenberg, 2015; Chen et al., 2016; Odena, 2016; Miyato et al., 2018) , are able to achieve very good testing performance on popular benchmarking datasets. Nevertheless, both classic transductive methods and recent deep learning methods are only applica-ble to the MCAR scenario and will suffer when the training data contains large samples from feature regions that are rarely labeled (Oliver et al., 2018) .
In addition to rarely addressing the missing data assumptions, there are, to the best of our knowledge, even fewer works that investigate the reliability of the resulting classifiers. That is, are the measures of uncertainty of the predicted labels accurate or statistically valid? From a user perspective, a method that is capable of providing a reliable uncertainty measure can be more valuable than unreliable methods with higher classification accuracy. When the standard MCAR assumption (1) is violated, as in a MAR (2) scenario, the label uncertainty learned from data will be unreliable, irrespective of the underlying model or applied learning algorithm.
In this paper,
• we depart from the conventional but restrictive MCAR assumption and consider semi-supervised learning under MAR,
• we develop a method that is robust to mismatches between the labeled and unlabeled data, by learning the label uncertainty in an appropriate way,
• the semi-supervised learning method is directly applicable using any generative model, with associated supervised learning algorithm, cf. (Hastie et al., 2016; Bishop, 2016; Murphy, 2012) .
Our goal is to formulate a semi-supervised learning framework under the more general MAR assumption, and provide reliable uncertainty measures for more robust classification. We demonstrate our method using both handwritten digit and cloth classification data.
Problem Formulation
We seek a classifier that, given a test point x * , is capable of providing reliable predictions of the class label y under MAR (2). Let us first formulate the optimal classifier in this scenario, and then identify which parts of it are to be approximated using training data.
Optimal Classifier under MAR
For a test sample x * , we formulate the optimal classification rule y(x * ) ∈ Y which minimize an expected loss function under MAR. Without loss of generality, we consider here the standard zero-one loss function (Hastie et al., 2016) ,
Under (2), we do not know whether the feature x * ∼ p(x| ) is drawn under = 0 or = 1. We consider the sampling scenario to be random ∼ p( ) so that the expected loss function,
for all . The classifier that minimizes the expected loss is given by
where the marginalized distributions are
An important uncertainty measure for any classifier to report is the probability of correct classification, or conversely, the error probability
which also depends on (5).
Learning models of p(x|y) and p(y)
Our aim of reliable semi-supervised learning can now be formulated as: learning models of (5) to provide a classifier with a good approximation of the error probability (6). The critical issue then is how informative the datasets D 0 and D 1 are of the components in (5).
The labeled data D 1 provides information about p(x|y, = 1) and p(y| = 1) in (5). In supervised learning, D 0 is discarded and p(x | y) and p(y) are replaced by p(x | y, = 1) and p(y| = 1). This approach, however, can lead to serious misclassifications and highly inaccurate error probabilities in regions of the feature space X where we only have unlabeled features, see Figure 1a for an illustration. Most semi-supervised learning methods are based on the MCAR assumption (1), in which the feature distribution remains the same for labeled and unlabeled data. Then clusters of features are taken to be informative of labels y, as exemplified by a generative model in Figure 1a , cf. the discussion in Zhu & Goldberg (2009) .
Considering Figure 1a , there are two important observations to be made: In the top-left and bottom-right regions of X , the unlabeled data D 0 is not informative about the class label y. By contrast, the top-right and bottom-left regions of X represent features in D 0 that are shared with the labeled data D 1 .
Next, we generalize these properties to formulate an approach to learn models of (5) using D 0 and D 1 in a reliable manner.
Learning Approach under MAR
We now develop a semi-supervised approach for learning (5) that is robust to MAR conditions. We again stress that our approach is applicable to any generative model of the data using any supervised method of choice.
Both datasets D 0 and D 1 may sample different regions of the feature space X according to the distributions p(x| = 0) and p(x| = 1), respectively. Under (2), we are only able to learn the conditional distribution p(y|x, ) at the feature regions corresponding to D 1 . However, some of these regions overlap with those in D 0 , in which case the unlabeled data does carry label information.
Regions of Label-Informative Features
Consider learning initial generative models
• q(x|y, = 1) and q(y| = 1) from D 1 ,
• q(x| = 0) from D 0 , using any method of choice, see for instance (Hastie et al., 2016; Bishop, 2016; Murphy, 2012) . Note that the accuracy of q(x| = 0) is expected to be higher than that of q(x|y, = 1) since |D 0 | |D 1 |.
When the likelihood ratio q(x|y, = 1)/ q(x| = 0) is unity for a given feature x, the learned model cannot discriminate whether x is drawn from a labeled or an unlabeled distribution. This fact enables a partition of the feature space X ⊆ X , where
All features in X are statistically more similar to those in D 1 than in D 0 . Since all features in D 1 have an assigned label y, the region X is informative of the labels.
Testing whether a feature belongs to X corresponds to a likelihood ratio test with a threshold κ (set to one by default).
Consider an unlabeled feature x ∈ D 0 that belongs to X . Since we have some information about y at this point, we assign a label to this feature in a probabilistic manner. That is, if x ∈ D 0 ∩ X : assign class y ∼ q(y|x, = 0), where we use (2) to obtain q(y|x, = 0) = q(y|x, = 1) ∝ q(x|y, = 1) q(y| = 1).
Thus all features x in D 0 that also belong to X are assigned a label y, such that the label uncertainty is preserved, and the resulting pairs (x, y) are augmented with D 1 to form a set D . Using this set, we learn refined models denoted q(x|y, = 1) and q(y| = 1).
By contrast, unlabeled features x ∈ D 0 that do not belong to X are not informative of y and are used to form a set D . Thus a robust model of p(x|y, = 0) should be class independent, i.e.,
where the model is learned using D . Note that by definition, the unlabeled data provides no prior information about y.
Thus for a robust model of p(y| = 0), the principle of insufficient reason dictates a uniform distribution model, i.e.,
In summary, the label-informative features in D 0 are used to form D from which refined models are learned that preserve label uncertainty in a probabilistic manner across X . The remaining non-informative features form a set D from which we learn models in a robust manner.
Remark: In critical applications, where cost of missclassification is high, the region X can be made smaller and more reliable by increasing κ ≥ 1.
Reliable Classifier
Using D and D we are thus able to learn models of (5) denoted q(y) and q(x|y) under MAR. The method is summarized in Algorithm 1 and can be implemented using any generative model and learning algorithm of choice. This general applicability is similar to the self-training approach (Zhu & Goldberg, 2009 ), but in contrast the proposed method applies a robust model, when there is no label information under MAR. When such information is available, it is used in a probabilistic manner.
For a test sample x * , the resulting classifier is given by y(x * ) = arg max y∈Y q(x * | y)q(y) and the learned error probability is
If (8) is a good approximation of the actual error probability (6), the classifier is reliable. As illustrated in Figure 1b , 
Experimental Results
To illustrate the approach with real data, we consider datasets of handwritten digit and cloth classification where the labels are missing at random.
The proposed approach is applicable as long as initial models q(x|y, = 1) and q(x| = 0) can be learned. There are many methods that can be applied to that end. Here we list a few popular methods and review their capabilities to handle different types of datasets.
One option is multivariate kernel density estimation (KDE) (Silverman, 2018) . Briefly, by using this method, each sample is represented by a choice of kernel functions and bandwidth matrices. Together the kernel functions give an density estimation for an arbitrary testing sample. While this method is able to provide highly adaptive data models, to achieve good accuracy as the feature dimension increases requires exponentially increasing amounts of data.
A second option is to use finite mixture models (Bishop, 2016) , for example Gaussian mixture models (GMM). Comparing to the KDE method, GMM approximate clusters of samples with a weighted combination of multivariate Gaussian distributions. The parameters in GMM (weights, means, and covariance matrices) can be learned using the expectation-maximization algorithm or a variational Bayesian approach which enables for regularized learning with many mixture components.
A third option is infinite mxiture models, such as the Dirichlet process mixture models (DPM) (Görür & Rasmussen, 2010) with Markov chain Monte Carlo (MCMC) techniques. These provide highly adaptive data models but are better equipped to tackle increasing feature dimensions as compared to the KDE. Their implementation, however, also requires a lot more work.
Here our main concern is the semi-supervised learning properties rather than the speciifc model type or their speciifc learning algorithms. For clarity and ease of implementation in the examples below, we consider learning Gaussian mixture models using a variational Bayes method (VB-GMM) in conjunction with dimension reduction.
MNIST dataset
In the first experiment, we consider the MNIST dataset which consists of 28 × 28 grayscale images of handwritten digits, labeled Y = {0, 1, . . . , 9} (LeCun et al., 1998) . For the purpose of visualization, we use two-dimensional features x for each image, obtained using a deep variational autoencoder (VAE) (Kingma et al., 2014) . We consider the MAR scenario (2) in which the labeled features in D 1 provide few samples in the regions corresponding to labels 0, 1 and 7. We use |D 1 | = 1000 and |D 0 | = 59000 samples. See Figure 2a , which clearly illustrates two sources of label uncertainty: regions that lack labeled data and regions in which classes overlap.
We apply our method proposed in Algorithm 1 using Gaussian mixture models for q(x| = 0) and q(x|y, = 1) (VB-GMM) using D 0 and D 1 . To illustrate its underlying principles, we plot the likelihood ratio (7) in Figure 2b , where X corresponds to the region for which the ratio is above κ = 1. Using X , the proposed method splits D 0 into informative and noninformative features. For the former features, it uses uses probabilistic label assignment to learn a refined model and for the latter features it learns a robust model with uniform label probabilities. See Figure 3a for the resulting error probability model q e (x ) which qualitatively reflects the two sources of label uncertainty.
By contrast, we consider two analogous methods based on the MCAR assumption: The first method assigns labels probabilistically y ∼ q(y|x, = 0) to all features in D 0 , the second method assigns them deterministically y = arg max q(y|x, = 0), cf. self-training in (Zhu & Goldberg, 2009 ). The labeled data is then augmented with D 1 to form D and refined probability models are learned under MCAR. See Fig. 3b which only reflects one source of label uncertainty, and Fig. 3c , which reflects neither. In contrast to Fig. 3a , this illustrates the proposed semi-supervised method's capability to provide reliable predictions of the label under MAR.
We now compare the reliability of the learned models in classification tasks. That is, we compare the reported error probabilities q e (x ) of the methods with their empirical error probabilities p e (x ) using actual test data with 10000 . Estimating error probability qe(x * ) for testing data using three different models. The proposed method yields a notably high qe(x * ) for testing samples with features outside of X (red region).
(a) Proposed method using X (b) Probabilistic label assignment for all features in D0 assuming MCAR (c) Deterministic label assignment for all features in D0 assuming MCAR Figure 4 . Reliability of learned models: Estimated error probabilities using model qe(x ) versus empirical error probabilities pe(x ) (line) using testing data. The empirical probabilities are decomposed into two contributions: from rarely labeled features (dots), corresponding to labels 0, 1, and 7, and remaining features (crosses), respectively. . Estimated error probability errors qe(x ) versus empirical error probabilities pe(x ) (line) using real testing data. Empirical probabilities are decomposed into two contributions: from rarely labeled features (dots), corresponding to labels 'T-shirt' and 'Trouser', and remaining features (crosses), respectively.
samples. If q e (x ) systematically underestimates p e (x ), the classifier is based on an unreliable model. Fig. 4 corroborates the previous illustration and shows how the proposed method reliably tracks the empirical error probability, whereas the analogous MCAR alternatives systematically underestimate it and thus provides unreliable label predictions.
Fashion MNIST Dataset
In the second experiment, we use the more challenging Fashion-MNIST dataset (Xiao et al., 2017) , which contains 28 × 28 grayscale images with |Y| = 10 classes of fashion items (ranging from T-shirts to ankle boots). We construct features x for each image using the deep VAE technique above (Kingma et al., 2014) . The constructed features are chosen to be five-dimensional here, which provides sufficient separation between the classes for meaningful classification. We consider an MAR scenario (2) in which the labeled features in D 1 provide few samples in the regions corresponding to labels 'T-shirt' and 'Trouser'. We use |D 1 | = 1000 and |D 0 | = 59000 samples.
As in the previous experiment, we apply proposed method in Algorithm 1 using VB-GMM. To illustrate the resulting classifiers, we generate 10 exemplary testing images for each class using the deep VAE, see Figure 5 . The images range from low to high q e (x ). Correctly classified test images are in grayscale while the missclassified examples are in color. We clearly see that the ten 'T-shirt' and 'Trouser' example images, which correspond to one source of label uncertainty, are all missclassified.
We repeat generating synthetic data for each class and show in Fig. 6 the proportion of samples that have a given q e (x ).
For the proposed method, we see that Fig. 6a qualitatively matches Fig. 5a : q e (x ) tends to be highest for items T-shirt, Trouser reflecting the lack of labeled data, and, consequently, most testing data from classes T-shirt and Trouser are missclassified. Classes Pull over, Coat, and Shirt also exhibit high q e (x ) but for a different reason -samples generated from these classes are overlapped in the feature space.
By contrast, comparing Figs. 5b and 6b we see that the probabilistic labeling method assuming MCAR results in confident classifications of items T-shirt and Trouser that lack labeled data, yet all examples are missclassified. This method does, however, qualitatively reflect the label uncertainty of overlapping classes Pull over, Coat, and Shirt. This property is not shared with the deterministic labeled method assuming MCAR, as seen in the mismatch between Fig. 5c and 6c.
Finally, the reliability of the proposed semi-supervised learning method is corroborated by comparing the estimated error probability q e (x ) with the empirical error probability p e (x ) using the Fashion-MNIST testing data with 10000 samples. In Fig. 7a , we see that the estimated error approximates the empirical error fairly well, following a near diagonal line. By contrast, Figs. 7b and 7c show that the analogous MCAR-based methods systematically underestimate the empirical error, resulting in unreliable classifications.
Conclusion
We have developed a semi-supervised learning method that is capable of providing reliable label predictions in cases where the labeled training data is missing at random. This is a less restrictive scenario than the missing completely at random assumption upon which many existing semi-supervised method are built. Such methods produce unreliable predictions of the label when the assumption is violated. One advantage of the proposed method is its wide applicability using any generative model with an associated supervised learning algorithm. We illustrate the capabilities of the approach using both handwritten digit and cloth classification data with labels missing at random. Further research may evaluate the method built on more advanced models and training algorithms.
