In this paper we give a classification of Lie bialgebra structures on Lie algebras of type g [[x]] and g [x], where g is a simple complex finite dimensional Lie algebra.
Introduction
In what follows F is an algebraically closed field of characteristic zero. By a quantum group we mean a Hopf algebra A over the series F [[h] ], where h is a formal parameter such that:
1. A/hA ∼ = U (L) as a Hopf algebra. Here U (L) is the universal enveloping algebra of some Lie algebra L viewed as a Hopf algebra with comultiplication ∆ 0 = a ⊗ 1 + 1 ⊗ a, a ∈ L.
A ∼ = V [[h]] as a topological F [[h]
]-module for some vector space V over F . The important example of quantum groups are the quantum universal enveloping algebra U h (g), the quantum affine Kac-Moody algebra U h ( g) and the Yangian Y (g), here g in a finite-dimensional simple complex Lie algebra.
If A is a quantum group and A/hA ∼ = U (L) then L is equipped with a Lie bialgebra structure δ : L −→ L ⊗ L, δ(b) = h −1 (∆(a) − ∆ op (a)) mod (h), b ∈ L, here a is a preimage of b in A. The Lie bialgebra (L, δ) is called the classical limit of the quantum group A.
P. Etingof and D. Kazhdan proved that an arbitrary Lie bialgebra is a classical limit of some quantum group (see [6, 7] ). Moreover, they proved that for any Lie algebra L there exists a one-to-one correspondence between Lie bialgebra structures on L[[h]] and those quantum groups which have L with some δ as the classical limit.
The aim of this paper is classification of Lie bialgebras on the current algebras g [[x] ] and g [x] , which is an important step towards classification of quantum groups such that A/hA ∼ = U (g [[x] ]) or A/hA ∼ = U (g [x] ).
We proceed in the following way.
I. Any Lie bialgebra structure δ on a Lie algebra L gives rise to an embedding L ⊂ D(L, δ) into the Drinfeld double algebra D(L, δ) equipped with a nondegenerate skew-symmetric bilinear form (see [5] ).
We prove in Theorem 2.10 that there are four types of possible Drinfeld doubles of bialgebras on g [[x] ]. They correspond to the classical r-matrices r 1 (x, y) = 0, r 2 (x, y) = Ω x − y , r 3 (x, y) = xΩ x − y + r DJ , r 4 (x, y) = xyΩ x − y
where Ω is a Casimir (invariant) element of the g-module g ⊗ g and r DJ is the Drinfeld-Jimbo classical r-matrix which will be defined below. Throughout this paper we use the following root space decomposition (or Cartan decomposition) g = h ⊕ (⊕ α g α ). Here h is a Cartan subalgebra and {α} is the set of roots with respect to h. We also denote by α i , i = 1, 2, . . . , rank(g), the set of simple roots, and α 0 = −α max . We define the positive integers k i using the following relation:
k i α i = 0, where k 0 = 1. The Drinfeld-Jimbo classical r-matrix is defined by the following formula:
e α ⊗ e −α + 1 2
Here e α ∈ g α are chosen such that the Killing form K(e α , e −α ) = 1, h αi = [e αi , e −αi ] and {h ′ αi } is the basis of h dual to {h αi } with respect to the Killing form.
We also consider the multivariable case g[[x 1 , x 2 , . . . , x n ]]. We prove in Theorem 3.1 that there exists only the trivial double over g[[x 1 , x 2 , . . . , x n ]] for n ≥ 2.
II. Using the classification of the Drinfeld doubles on g [[x] ], in Theorems 4.11, 4.16, 4.19 we obtain a classification of the doubles on g [x] . The classification table contains seven separate cases and a family of algebras, which can be parametrized by CP 1 /Z 2 . III. If Lie bialgebras (L, δ 1 ) and (L, δ 2 ) lead to the same Drinfeld double, then δ 1 − δ 2 is called the classical twist. Using the theory of the maximal orders we classify classical twists in all the cases for g [x] (see Theorems 5.3, 5.5, 5.6, 5.7).
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Classification over series
In what follows L = g [[x] ] is the algebra of infinite series over a finite dimensional simple Lie algebra g. Let M be the maximal ideal of F [ [x] ] which consists of series
Following V. Drinfeld (see [5] ) we call (L, δ) a Lie bialgebra if
• the induced algebra structure on L * is a Lie algebra,
for a ∈ L, f ∈ L * . Moreover, there exists a unique Lie algebra structure on D, which extends the multiplications on L and L * respectively and makes the form defined above invariant. We call D the Drinfeld double of the bialgebra (L, δ) and denote it D(L, δ).
Proof. Let U (g) be the universal enveloping algebra of the Lie algebra g. For a g-module V let Ann(V ) denote the ideal Ann(V ) = {a ∈ U : aV = (0)} We will start with the following observations: if V, W are finite dimensional irreducible g-modules and Ann(W )V = (0) then V ∼ = W . Indeed, let w 1 , . . . , w n be a basis of W , Ann(w i ) = {a ∈ U : aw i = 0}, 1 ≤ i ≤ n, are the corresponding maximal left ideals of U (g),
If v is a nonzero element of V then by our assumption Ann(W ) ⊂ Ann(V ).
Let P = Ann(g) be the annihilator of the regular g-module. Clearly P L = (0). The algebra U (g) has an involution * : U (g) → U (g), which sends an arbitrary element a ∈ g to −a. Since the algebra g is equipped with a symmetric nondegenerate bilinear form it follows that P * = P . For an arbitrary x ∈ U (g), arbitrary element
Therefore P P D = (0). Since P is the kernel of the homomorphism U (g) → End F (g), it has finite codimension in U (g). Let
Since the algebra U (g) is Noetherian the ideal P is finitely generated as a left
We proved that dim F U (g)d < ∞ and therefore D is a direct sum of irreducible finite dimensional g-modules. From the observation above and from P 2 D = (0) it follows that all these irreducible modules are isomorphic to the regular module. The lemma is proved. Corollary 2.2. There exists an associative commutative F -algebra A with 1 such that D ∼ = g ⊗ F A.
Proof. The corollary immediately follows from the lemma above and from Proposition 2.2 in [2] . Lemma 2.3. Let A be an associate commutative F -algebra with 1 and let g be a simple finite dimensional Lie algebra over F . Suppose that ( | ) is a symmetric invariant nondegenerate bilinear form on g ⊗ F A. Then there exists a linear functional t : A → F such that for arbitrary elements x, y ∈ g and a, b ∈ A we have
where K(x, y) is the Killing form on g.
Proof.
Consider the root decomposition g = h ⊕ (⊕ α g α ). Fix α ∈ ∆ and choose elements e α ∈ g α , e −α ∈ g −α such that K(e α , e −α ) = 1. Define the functional t : A → F via t(a) = (e α ⊗ 1| e −α ⊗ a). Choose a basis e 1 , . . . , e n in g and the dual basis e 1 , . . . , e n with respect to the Killing form. Suppose that the Casimir operator C = n i=1 ad(e i )ad(e i ) acts on g as multiplication by γ ∈ F, γ = 0. Choose a, b ∈ A and let C(a) : g ⊗ A → g ⊗ A be defined by
ad(e i ⊗ 1)ad(e i ⊗ a).
Then e α ⊗ ab = 1 γ C(a)(e α ⊗ b). Since the form ( | ) is invariant, we have
Now let β be an arbitrary root. Choose e β ∈ g β , e −β ∈ g −β . We have
On the other hand,
This implies the lemma.
Let A be an associative commutative unital F -algebra with a functional t : Example 2.6. Let F ((x e )) be the algebra of Laurent series in x e with the identity
] be the algebra of truncated polynomials in x f with the identity f ; n ≥ 1. The
Choose a sequence α = (α i ∈ F, −∞ < i ≤ n − 2) and define a trace t :
The algebra
with the trace t is a trace extension of Let (A, t) be a trace extension of F [[x]] and let φ be an automorphism of the algebra A, such that
Proof. Consider the descending chain of ideals A ≥ xA ≥ x 2 A ≥ . . .
] for an arbitrary n ≥ 0. For n = 0 the equality is obvious. Choose a minimal n ≥ 1 such that
]. This implies that x n−1 ∈ x n A and therefore x n−1 A ⊂ x n A, which contradicts our assumption.
. Suppose that we have found elements a 0 , . . . , a n ∈ A such that
As above there exists an element a
Thus all assumptions about the element a n+1 are satisfied.
For arbitrary i, j ≥ 0 we have
Case 2. There exists n ≥ 0 such that x n ∈ x n+1 A. Let n be minimal with this property. Let x n = x n+1 a, a ∈ A. Consider the element e = x n a n . We have e 2 = (x 2n a n )a n = x n a n = e. If n = 0 then e = 1. Let f = 1 − e and denote x e = xe, x f = xf . The element x e is invertible in
From ax n+1 = x n it follows that ex n = a n x 2k = x n . Hence x n f = 0. By the minimality of n, ax n = x n−1 , which implies that ex n−1 = x n−1 and therefore x
with F ((x e )). Now A contains the subalgebra
] as well, and therefore t(x −1 ) = 0. Scaling the trace we can assume that t(x
The proposition is proved.
Let g be, as above, a simple finite dimensional Lie algebra, L = g ⊗ F A(n, α), the nondegenerate symmetric bilinnear form on L is defined via (x ⊗ u|y ⊗ y) = K(x, y)t(xy), where x, y ∈ g and u, v ∈ A(n, α), K(x, y) is the Killing form.
Our aim is to prove the following theorem.
This theorem immediately implies that the Drinfeld double of a Lie bialgebra
In what follows we will often write af instead of a ⊗ f for a ∈ g, f ∈ A(n, α).
and similarly
Then we see that the linear transformation p 0 = −p T 0 is skew-symmetric with respect to K and p
Consider the subspace
In what follows O(k) will stand for an element lying in i≥k g 
Lemma 2.12. For an arbitrary element a ∈ S the subalgebra W contains an element of the form ax
Proof. Let a ∈ S. Then p 0 (a) = p 1 (a) = 0 and therefore ax
+ O(n) ∈ W , which again contradicts Lemma 2.11. Finally, if for any k ≥ 2 we have p k (a) = 0, then ax n−1 e ∈ W , which contradicts Lemma 2.11. The lemma is proved.
Choose an arbitrary element c ∈ S. By Lemma 2.12 there exists an element cX
The lemma is proved.
Lemma 2.14. For an arbitrary element a ∈ g there exists an element of the form
Proof. For an arbitrary elements a ∈ g there exist elements 
Proof. Let I = {a ∈ g : there exists b ∈ g such that ax e +bx f +O(2) ∈ W }, a ∈ I. By Lemma 2.14 for an arbitrary element c ∈ g there exists and element
Hence I is an ideal in g, hence I = (0) or I = g. Choose another pair of elements a ′ ∈ I, c ′ ∈ g. By the above there exists an element of the type [a Lemma 2.16. For an arbitrary element a ∈ g there exists an element of the form
Hence, by Lemma 2.15 p 1 (a) = 0. We proved that ker p 0 ⊆ ker p 1 , which implies that im p 0 = (ker p 0 ) ⊥ ⊇ (ker p 1 ) ⊥ = im q 0 . Hence for an arbitrary element a ∈ g there exists b ∈ g such that p 0 (b) = q 0 (a). We have also
Subtracting these two inclusions we get
Proof. Assume that n > 2. Since g = [g, g], commuting elements of the type ax f + O(2) ∈ W we conclude that for an arbitrary element a ∈ g there exists an element of the type ax
Hence K(g, g) = (0), a contradiction. The proposition is proved. Now our aim is to prove the following.
Denote S = ker p 0 ∩ ker q 0 . Just as in the proof of Proposition 2.17 
This implies S ⊥ = im p 0 + im (1 + q 0 ).
Proof. The inclusion of S in the right hand side is obvious. Now let z = ax e + O(2) ∈ W . We have
Comparing degrees, we see that z ∈ ge
where a 0 , a 1 ∈ g. Since z ∈ x e + O(2) it follows that a 0 e + q 0 (a 0 ) + p 0 (a 1 ) = 0, q 1 (a 0 )x + a 1 x e + p 1 (a 1 )x ∈ gx e , which implies a 0 = 0, p 0 (a 1 ) = 0, p 1 (a 1 ) = 0. Therefore a ∈ S. The lemma is proved.
Lemma 2.20. S ⊥ = {a ∈ g : there exists b ∈ g, such that ae
Proof. It is clear that S ⊥ = im p 0 + im(1 + q 0 ) lies in the right hand side. Now suppose that a ∈ g, b ∈ g, and ae + bf + O(1) ∈ W . Let c ∈ S. Then by Lemma 2.19 we have cx e + O(2) ∈ W . Hence,
which implies the other inclusion. The lemma is proved.
Lemma 2.21. [S, S] = (0).
Proof. Let a, b ∈ S. Then there exist elements ax e + O(2), bx e + O(2) lying in W . Hence,
Proof. Choose an element a ∈ S, ax e + O(2) ∈ W . For an arbitrary element b ∈ g there exists an element of the type bx
[ax e + O(2), bx
By Lemma 2.20 we see that [a, b] ∈ S ⊥ . The lemma is proved.
Proof. Let a ∈ S, ax e + O(2) ∈ W and b ∈ S ⊥ , be + cf + O(1) ∈ W for some element c ∈ g. Then Since a ∈ S there exists an element ax e + O(2) in W . Choose an element v ∈ g such that ax e + vx 2 + O(3) ∈ W . We have
On the other hand since the element he
Since K(h, h) = 0 it follows that α 0 = 0. The lemma is proved. 
Hence, f is a derivation, which contradicts it being invertible. The lemma is proved. Now our aim is to prove that α 0 = 0. We will assume therefore the contrary. In particular S = (0) by Lemma 2.24.
Lemma 2.26. For an arbitrary element a ∈ ker p 0 there exists an element of the form ax f + O(2) in W .
Proof. Let a ∈ ker p 0 . Then
For an arbitrary element b ∈ g choose bx
Hence, [[g, a + p 1 (a)], a + p 1 (a)] ⊆ S = (0), which implies that a + p 1 (a) = 0. Now,
Lemma 2.27. For an arbitrary element a ∈ g there exists a unique element b ∈ g such that ae + bx e + O(2) ∈ W .
Proof. Let T = {a ∈ g : ae + O(1) ∈ W }. Since S = (0), S ⊥ = g. By Lemma 2.20 it follows that for an arbitrary element c ∈ g there exists d ∈ g such that ce
Hence [T, g] ⊂ T . Hence T = g or T = (0). Suppose that T = (0). For an arbitrary element a ∈ g we have ae + q 0 (a) + O(1) ∈ W . Hence ker q 0 ⊂ T = (0), so q 0 is invertible. This implies that for an arbitrary element b ∈ g = im q 0 there exists an element c ∈ g such that bf + ce + O(1) ∈ W.
If a ∈ ker p 0 then by Lemma 2.26 ax f + O(2) ∈ W . Now (ax f + O(2)|bf + ce + O(1)) = K(a, b) = 0, which implies K(ker p 0 , g) = (0). This contradicts Lemma 2.25. We have shown that T = g. Now it is easy to see that for an arbitrary element a ∈ [T, T ] = g there exists an element b ∈ g, such that ae + bx e + O(2) ∈ W . Now, if ae + bx e + O(2) and ae + b ′ x e + O(2) both belong to W , then (b − b ′ )x e + O(2) ∈ W , which implies b − b ′ ∈ S = (0). The lemma is proved.
Now we are ready to finish the proof of Proposition 2.18.
Proof. We will show that the assumption α 0 = 0 leads to a contradiction. By Lemma 2.27 there exists a map h : g → g such that for an arbitrary a ∈ g the element ae + bx e + O(2) lies in W if and only if b = h(a). Commuting two such elements, we get
h is a derivation of g. On the other hand, because of the isotropy of W we have
Since h is a derivation it follows that K(h(a), b) + K(a, h(b)) = 0. Thus if α 0 = 0 then K(a, b) = 0 for arbitrary a, b ∈ g, which is a contradiction. Proposition 2.18 is proved.
End of the proof of Theorem 2.10
Proof. If A = A(2, α), α 0 = 0 then it is not difficult to find coefficients ξ i ∈ F, i ≥ 1 such that for y e = x e + i≥1 ξ i x i+1 e we have t(y 
Again there exists a series
e , x e = y + e + i≥1 η i y i+1 e such that t(y
In the case of n = 0 we have A(0, α) = F ((x)), t(x −1 ] = 1 and there exist series y = x + i≥1 ξ i x i+1 , x = y + i≥1 η i y i+1 such that t(y −k ) = 0 for k = 2, 3, . . . . Then
This finishes the proof of Theorem 2.10.
Remark 2.28. Let us consider the group of F [[x]]-linear automorphisms of g[[x]]
, which we will denote by Aut
can be extended to an automorphismŨ of A(n, α). The automorphismŨ preserves the sequence {α i }.
Multivariable case
Let us now consider the algebra of the series
A → F , be a trace extension, that is, the bilinear form (a|b) = t(ab) on A is nondegenerate,
and for an arbitrary distribution f :
Theorem 3.1. The trace extension (A, t) is isomorphic to a trivial extension.
Proof. For a multi-index
n . Choose elements b α ∈, α ∈ Z n ≥0 such that t(b α x β ) = δ α,β , the Kronecker symbol. Our aim is to construct elements a α ∈ b α + A, α ∈ Z n ≥0 such that
We will proceed by induction on |α| = α 1 + · · · + α n . To start we assume a α = 0 for all α ∈ Z n \ Z n ≥0 . Let ǫ(i) = (0, . . . , 1, . . . , 0) (with 1 on the ith place). Choose α ∈ Z n ≥0 and suppose that the elements a α−ǫ(i) have been chosen. For an arbitrary i, 
Classification over polynomials
The aim of this part is to use Theorem 2.10 to classify classical doubles over polynomials. In this section we assume that F = C.
. Then it can be extended to δ :
Proof. Since g = [g, g], we can write ax 2 = [bx, cx] where a, b, z ∈ g. Hence
A simple induction shows that
Therefore δ(
∞ n=0 a n x n ) can be defined as ∞ n=0 δ(a n x n ).
It follows from Theorem 2.10 that the classical double
to get a description of all possible sequences α. Since the proofs in all three cases are similar, we will provide detailed proofs in case n = 0.
In this case g ⊗ A(0, α) ∼ = g((x)) and the trace t : C((x)) → C is given by the formula t(x n ) = 0, n ≥ 0 and t(
i by a(x). Then, evidently the canonical form in the double A(0, α) is given by the formula (f 1 (x)|f 2 (x)) = Res x=0 (K ′ (f 1 , f 2 )) · a(x)), where K ′ is the Killing form of the Lie algebra g((x)) over C((x)).
] ⊕ W , the W is a Lagrangian subalgebra of A(0, α) corresponding to δ. Then W is bounded, i.e., there exists N such that
Proof. Let {E k } be an orthonormal basis of g with respect to the Killing form.
, there exists a basis of W , which consists of the following elements:
where
is well defined because
Let us rewrite
and let us compute δ(E)
.
. Now, let us compute for E ∈ g,
Since the second summand is polynomial and δ(Ex) is polynomial, we have proved that A(x, y) is polynomial. Let us notice that
and therefore we can rewrite r(x, y)
with N being maximal of the degrees of A(x, y) and P (x, y) in y. Let {E k x n } and E k,n (y) be the dual bases of g[[x]] and W with respect to (
The theorem is proved.
Maximal orders in loop algebras
In what follows we need the so-called orders in g((x −1 )). Proofs of the results below can be found in [15, 16] .
) be a Lie subalgebra. We say that W is an order if there exists n, k such that
Let us consider the group Aut C[x] (g[x] ). Clearly, there exists a natural em-
), then abusing notations we denote i(σ(x)) by σ(x). Definition 4.6. We say that two orders W 1 and W 2 are gauge equivalent if there
Now, let us introduce some orders in g((x −1 )), which will be denoted by O h . Fix a Cartan subalgebra h ⊂ g. Let R be the corresponding set of roots and Γ the set of simple roots. Denote by g α the root space corresponding to α ∈ R. Consider the valuation on C((x −1 )) defined by v( k≥n a k x −k ) = n, a n = 0. For every root α ∈ R and every h ∈ h(R), set
Consider
It is not difficult to see that O h is a Lie subalgebra and, moreover, an order in g((x −1 )). Let us consider the following standard simplex
The vertices of this simplex are 0 and h i , where h i are uniquely defined by the condition α j (h i ) = δ ij /k i . Here α max = k j α j , α j ∈ Γ. Clearly, there exists a one-to-one correspondence between the vertices of the standard simplex and the vertices of the extended Dynkin diagram of g :
Remark 4.8. Generally speaking α i is not unique, it may happen that there exists
Application of maximal orders to classification of Lie bialgebra structures on g[x]
We continue with the case
Proof. Let us recall that for any
Corollary 4.10.
Proof. We have
which proves the corollary.
In order to formulate the main result of this section let us make some remarks.
is a polynomial of degree at most 2 if k i = 1,
For each r, −k i ≤ r ≤ k i , let R r denote the set of all roots, which contain α i with coefficient r. Let g 0 = h ⊕ β∈R0 g β and g r = β∈Rr g β . Then
It is not hard to compute (O αi ∩ g[x, x −1 ]) ⊥0 : we will get
By Lemma 4.2 we have
We see that if
is a polynomial of degree at most 2. If k i > 1, we can consider the g ki−1 -component. It is easy to see that
The Theorem is proved.
given by γ(x) = cx, c ∈ C, we have the following possibilities for a(x):
In the last case m 1 = m 2 , m 1 m 2 = 0, and the corresponding canonical forms are parameterized by
The case A1 is well known and W can be chosen as
In the case A2, one can easily check that W can be chosen as
In the case A3 , one can check that the complementary W can be chosen as
Finally, for A4 one can check that .
Therefore we conclude that the variety of Lie bialgebras of type A4 is isomorphic to (CP 1 \ {0, 1, ∞})/Z 2 .
Corollary 4.13. The corresponding r-matrices are:
Here r m1,m2 = α>0 m 1 e −α ⊗ e α + m 2 e α ⊗ e −α + m1+m2 4
h i ⊗ h i and r DJ = 1 2 (r −1,1 + Ω), which is the Drinfeld-Jimbo r-matrix. The dual bases are given below: Case A1:
Case A2:
Case A3:
Case A4: Later we will present combinatorial data describing all W .
Remark 4.15. For the case g = sl 2 , the r-matrix
is the classical limit of the quantum R-matrix considered in [8] in connection with exactly solvable stochastic processes.
Now we discuss the two remaining cases
, where ε 2 = 0 (case C).
We remind the reader that the canonical form in case B is given by the following formula:
where the trace t : C((x)) −→ C is defined by the formulas:
The following results can be proved similarly to that of the case A.
, δ) in this case is given by the formula
Up to automprphism γ :
given by γ(x) = cx, c ∈ C, we have two possibilities b 1 (x) = 1 (case B1) and b 2 (x) = Remark 4.18. At this point we note that we need to present W 1 and W 2 , which are Lagrangian subalgebras of g[x,
] ⊕ g with respect to the canonical forms determined by b 1 (x) and b 2 (x).
In the case B1 we can choose
In the case B2, it is easy to verify that
satisfies all the conditions we need. The corresponding r-matrices are:
Now let us treat the last case C. We have:
The canonical form in the case C is given by the following formula
where t : C((x)) −→ C is defined in the following way : t(x k ) = 0 for k ≥ 2, t(x) = 1, t(1) = c 1 , t(x −k ) = c k+1 . As before, let us denote series 1 + c 1 x + c 2 x 2 + . . . by c(x). Then we have the following results. 
This theorem implies that the case C coincides with the so-called 4 th structure considered in [17] . In particular,
as follows:
The corresponding r-matrix is
5 Description of all Lie bialgebra structures on current polynomial Lie algebras
The aim of this section is to describe all Lagrangian subalgebras
⊕ W , direct sum of vector spaces. It will be done along with classification of solutions of the classical YangBaxter equation of certain types. Throughout this section we assume that
First of all, we have proved that
), we can achieve that
in the case C.
Let p − αi ⊂ g be the parabolic subalgebra corresponding to α i , i.e. is generated by all e −α and those e α , which do not contain α i in their simple root decomposition.
It was proved in [14] , [15] that in the case A1 there exists a one-to-one correspondence between the sets {W ⊂ O αi , k i = 1} and {F (α i , 1, L, B)}. In the sequel we will use the following notation {W ⊂ O αi , k i = 1} Remark 5.2. In the case A1 the set {W ⊂ O αi , k i = 3} has a similar but more complicated description and not much is known for other k i .
It turns out that in the cases A3 and C the corresponding Lagrangian subalgebras transversal to g[x] can be completely described by the data {F (α i , 1, L, B)}. Proof. It will be explained later why Cases A3 and C have one and the same description. Then Case C(a) was considered in [13] , Case A3(b) follows from Theorem 4.11.
For a description of the Lagrangian subalgebras transversal to g [x] in the remaining cases we will define new data BD(α i , k i , Γ 1 , Γ 2 , τ, s).
Definition 5.4. BD(α i , k i , Γ 1 , Γ 2 , τ, s) consists of:
1. α i ∈ Γ, which is the extended Dynkin diagram of g, 2. Γ 1 , Γ 2 ⊂ Γ which are such that α i / ∈ Γ 1 and α 0 / ∈ Γ 2 . 3. τ : Γ 1 −→ Γ 2 is admissible in sense of Belavin-Drinfeld, i.e. τ (α), τ (β) = α, β for all α, β ∈ Γ 1 and τ n is not defined for large n. 4. s ∈ Λ 2 V , where V ⊂ h is defined by the linear system (α − τ (α))(h) = 0, α ∈ Γ 1 .
The following theorem can be deduced from [12] Theorem 5.5. In the case B1, {W ⊂ O αi ⊕ g} 1−1 ←→ {BD(α i , k i , Γ 1 , Γ 2 , τ, s)}.
Later we will explain why this result implies In the remaining cases A4 and B2, the results are analogous to the theorems above. 
Connection with solutions of the classical Yang Baxter equation
We already know that the classical r-matrices r Xi (x, y) define Lie bialgebras on g [x] . Clearly, if r(x, y) = r Xi (x, y) + p(x, y) satisfies the classical Yang-Baxter equation, then r(x, y) defines a Lie bialgebra on g [x] . Here X = A, B, C and p(x, y) ∈ (g ⊗ g)[x, y] is such that p(x, y) = −p 21 (y, x). It is well known that the classical doubles constructed from r Xi (x, y) and r(x, y) = r Xi (x, y) + p(x, y) are isomorphic as Lie algebras with canonical forms (for proofs see [14] and [11] ). Therefore, the following result is true: ϕ(L 1 ) = L 2 , then we can find quantizations of (L 1 , δ 1 ) and (L 2 , δ 2 ) denoted by (H 1 , ∆ 1 ) and (H 2 , ∆ 2 ) such that H 1 and H 2 are isomorphic as algebras. Moreover, if ϕ : H 1 −→ H 2 is this isomorphism, then
where F satisfies the so called cocycle equation
We call F a quantum twist. Hence, we see that all Lie bialgebras related to one and the same case X i (X = A, B, C) can be quantized in such a way that they will be isomorphic as algebras and their co-algebra structures will differ by a quantum twist F .
• Quantization of A1 is called Yangian [5] .
• Quantization of B1 is U q (g[x] ) [12] .
• One can show that quantization of C1 is U (g) ⊗ RDY (g), where RDY (g) is the restricted dual Hopf algebra to the Yangian Y (g).
• Quantization of A2 is the so-called Drinfeldian, Drin(g) (see [18] ).
• Quantizations of the cases A3, B2, A 4,m1,m2 are not known yet.
