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Let λ1 be the largest eigenvalue and λn the least eigenvalue of the
adjacency matrix of a connected graph G of order n. We prove that
if G is irregular with diameter D, maximum degree Δ, minimum
degree δ and average degree d, then
Δ − λ1 >
[
(n − δ)D + 1
Δ − d −
(
D
2
)]−1
.
The inequality improves previous bounds of various authors and
implies two lower bounds on λn which improve previous bounds
of Nikiforov. It also gives someﬁne tuning of a result of Alon and Su-
dakov.A similar inequality is alsoobtained for theLaplacian spectral
radius of a connected irregular graph.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let G = (V , E) be a simple undirected graph. For v ∈ V , the neighborhood of v, denoted by NG(v) or
simply byN(v), is the set of vertices adjacent to v and the degree of v, dv = |N(v)|. Denote byΔ(G) the
maximum degree and δ(G) the minimum degree. A graph is k-regular if Δ = δ = k. For u, v ∈ V , the
distance of u and v, denoted by dG(u, v) is the length of a shortest path between u and v. The diameter
D(G) of G is the maximum distance over all pairs of vertices. Let A(G) be the adjacency matrix of G.
The spectral radius of G, denoted by λ1(G), is the maximum eigenvalue of the adjacency matrix A(G).
Theminimum eigenvalue of A is denoted by λn(G). The Perron-Frobenius Theorem implies that λ1 has
a unique unit eigenvector with positive entries if G is connected.

The project funded partly by the national Natural Science Foundation of China under grant 10701046, by the Scientiﬁc
Research Foundation for the Returned Overseas Chinese Scholars, State Education Ministry, and by Tsinghua Basic Research
Foundation.
E-mail address: lshi@math.tsinghua.edu.cn
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2009.02.023
190 L. Shi / Linear Algebra and its Applications 431 (2009) 189–196
It is clear that the spectral radius of a k-regular graph is kwith (1, 1, . . ., 1) as its eigenvector and the
spectral radius of an irregular graph is strictly less than the maximum degree Δ. Recently, some good
bounds on the spectral radius of connected irregular graphs have been obtained by various authors
[2–4,8,10]. The best current result is due to Cioabaˇ [2]who obtained thatΔ − λ1 > 1/(nD), whereD is
the diameter ofG. Asmentioned in [3], a graph formed from the binary tree on seven vertices, together
with a quadrangle on the leaves satisﬁes nD(Δ − λ1) ≈ 1.355. Thus there is nomuch room to improve
Cioabaˇ’s inequality. However, keeping degree parameters, we establish another strong inequality as
follows.
Theorem 1. Let G be a connected irregular graph of order n, diameter D, maximum degree Δ, minimum
degree δ and average degree d. Then
Δ − λ1(G) >
[
(n − δ)D + 1
Δ − d −
(
D
2
)]−1
.
It is easy to see that the inequality in Theorem 1 is better than Cioabaˇ’s inequality for many irregular
graphs, i.e. graphs with (Δ − d)
[(
D
2
)
+ Dδ
]
 1. For example, in graphs where the diameter is a
constant fraction of the number of vertices our inequality is better. For most almost regular graphs
of constant degree and large order (graphs where nΔ − 2m is a constant and D = o(√n)), Cioabaˇ’s
inequality is better.
Recently, Nikiforov [5] proved that if G is a connected nonbipartite graph of order n and diameter
D then λ1(G) + λn(G) > 2/
(
λ1(G)
2Dn
)
. This result and Theorem 1 easily imply the following conse-
quence, which improves a theorem of Nikiforov [5] and also gives some ﬁne tuning of a result of Alon
and Sudakov [1].
Corollary 1. If G is a connected irregular nonbipartite graph of order n, diameter D, maximum degree Δ,
minimum degree δ and average degree d, then
Δ + λn(G) >
[
(n − δ)D + 1
Δ − d −
(
D
2
)]−1
+ 2
λ1(G)2Dn
.
Note that Δ + λn is a measure of the bipartiness of G, see [1,9] for more details.
Combining the ideas of [2,6] and Theorem 1, we obtain the following two results, which improve
previous corresponding results of Cioabaˇ [2] and Nikiforov [5,6].
Theorem 2. If H is a proper subgraph of a connected k-regular graph G of order n and diameter D, then
k − λ1(H) >
⎧⎪⎨
⎪⎩
[
(n − k)D + k − 1 −
(
D − 1
2
)]−1
for k(n + 4)/2,
2
3(n−2) for k > (n + 4)/2.
(1)
Theorem 3. If G is a connected nonbipartite k-regular graph of order n and diameter D, then
k + λn(G) >
⎧⎪⎨
⎪⎩
[
(n − k)D + k − 1 −
(
D − 1
2
)]−1
for k(n + 4)/2,
2
3(n−2) for k > (n + 4)/2.
2. The proofs
In this section, we prove the theorems. The following two lemmas are used in the proof. The ﬁrst
one is an immediate consequence of the Cauchy–Schwarz inequality, and the second is due toNikiforov
[6].
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Lemma 1. If a, b > 0 then a(x − y)2 + by2  abx2/(a + b)with equality if and only if y = ax/(a + b).
Lemma 2 [6]. Let G be a graph of order n and diameter D. Let uv be an edge of G such that the graph
H = G − uv is connected. Then, for every w ∈ V(G), dH(u,w) + dH(v,w) 2D.
Proof of Theorem 1. WriteV(G) = [n] = {1, 2, . . ., n}. Letx = (x1, x2, . . ., xn)be theuniqueunit pos-
itive eigenvector of A(G) with eigenvalue λ1 = λ1(G). Choose two vertices k, l ∈ [n] so that xk =
maxi xi and xl = mini xi. Then k /= l since G is irregular, and
Δ − λ1  Δ − xTAx =
n∑
i=1
(Δ − di)x2i +
n∑
i=1
dix
2
i − 2
∑
ij∈E(G)
xixj
 (nΔ − 2m)x2l +
∑
ij∈E(G)
(xi − xj)2. (2)
Let P = l0, l1, . . ., la be a shortest path of length a≤D from l = l0 to k = la. Now for j = 1, . . ., a, the
Cauchy–Schwarz inequality implies that
j−1∑
i=0
(xli+1 − xli)2 
1
j
⎛
⎝j−1∑
i=0
(xli+1 − xli)
⎞
⎠2 = (xlj − xl)2/j. (3)
Deﬁne f (α,β) = α(n − β) −
(
α
2
)
. Then
f (D, δ) = max{f (α,β)|1α D n − δ, δ β  n − 1}.
Let C =
[
f (a, dl) + 1Δ−d
]−1

[
f (D, δ) + 1
Δ−d
]−1
. We will show that Δ − λ1 > C and this will com-
plete the proof.
If x2l > C/(nΔ − 2m) then Δ − λ1 (nΔ − 2m)x2l > C, and if x2lj > C[j(nΔ − 2m) + 1]/(nΔ −
2m) for some j = 1, . . ., a, then using (2), (3) and Lemma 1, we obtain
Δ − λ1  (nΔ − 2m)x2l +
j−1∑
i=0
(xli+1 − xli)2
 (nΔ − 2m)x2l + (xlj − xl)2/j

(nΔ − 2m)x2lj
j(nΔ − 2m) + 1 > C.
If
∑
v∈N(l) x2v > C[1 + dl/(nΔ − 2m)], then using (2) and Lemma 1, we obtain
Δ − λ1  (nΔ − 2m)x2l +
∑
v∈N(l)
(xv − xl)2

∑
v∈N(l)
[
(nΔ − 2m)x2l /dl + (xv − xl)2
]

∑
v∈N(l)
(nΔ − 2m)x2v
nΔ − 2m + dl > C.
Thus we must have that∑
v∈N(l)
x2v  C [1 + dl/(nΔ − 2m)]
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and
x2lj
 C[j(nΔ − 2m) + 1]/(nΔ − 2m) for j = 0, 1, . . ., a.
Since xTx = 1, we obtain that
x2k 
⎛
⎝1 − a−1∑
i=0
x2li −
∑
v∈N(l)
x2v + x2l1
⎞
⎠ (n − a − dl + 1)−1

⎡
⎣1 − C
⎛
⎝a−1∑
i=0
i + a + dl − 1
nΔ − 2m
⎞
⎠
⎤
⎦ (n − a − dl + 1)−1
=
{
1 − C
[(
a
2
)
+ a + dl − 1
nΔ − 2m
]}
(n − a − dl + 1)−1,
It follows that
Δ − λ1  (nΔ − 2m)x
2
k
a(nΔ − 2m) + 1 
(nΔ − 2m)
{
1 − C
[(
a
2
)
+ a+dl−1
nΔ−2m
]}
[a(nΔ − 2m) + 1](n − a − dl + 1) = C,
where the ﬁrst and second equalities cannot hold simultaneously, completing the proof. 
Proof of Theorem 2. Since λ1(H) λ1(G) if H ⊂ G, we may assume that H is a maximal proper sub-
graph of G, i.e. V(H) = V(G) and H differs from G in a single edge uv. Throughout the proof, for a
vertex w we simply write N(w) = NH(w) for the neighborhood of w in H. The proof now splits into
two cases: (1) H is connected, and (2) H is disconnected.
Case 1: H is connected.
Let x = (x1, x2, . . ., xn) be the positive unit eigenvector to λ1(H) and let xw be the maximal entry
of x. We can assume that w /= u and w /= v. Indeed, if w = u, then
λ1(H)xu =
∑
i∈N(u)
xi (k − 1)xu,
and thus k − λ1(H) 1, which cannot happen since λ1(H) > 2|E(H)|/n = k − 2/n.
As in the proof of Theorem 1, we have
k − λ1(H) = k
∑
i∈V(H)
x2i − 2
∑
ij∈E(H)
xixj = x2u + x2v +
∑
ij∈E(H)
(xi − xj)2.
Take two shortest paths P(u,w) and P(v,w) joining u and v to w in H respectively. If dH(u,w) < D,
then a similar argument of Theorem1 implies (1). Indeed, write P(u,w) = l0, l1, . . ., la with u = l0 and
w = la, a < D. Deﬁne two functions as follows,
f (α) = α(n − k) −
(
α − 1
2
)
+ k − 1,
g(α,β) = n
(
β + α + 1
2
)
−
(
α + 1
2
)
− 2(α − 1)β −
(
β
2
)
− βk.
Then it is clear that f (a) < f (D) for a < D < n − k. Since g(α,D − α) is a quadratic function of α
whose leading coefﬁcient is positive, we have
g(α,D − α)max{g(1,D − 1), g(D, 0)} for α ∈ [1,D]. (4)
It is also easy to verify that g(1,D − 1) g(D, 0) if and only if k(n + 4)/2, and if k > (n + 4)/2
then D≤ 2 and so g(1,D − 1) < g(D, 0) g(2, 0) = 3(n − 2)/2. Note that f (D) = g(1,D − 1). Now
let C = 1/f (a + 1) 1/f (D). If x2u + x2v > C, then we are done. If x2lj  C(j + 1) for some j = 1, . . ., a,
then by Lemma 1,
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k − λ1(H) > x2u +
j−1∑
i=0
(xli+1 − xli)2  x2u + (xlj − xl)2/j
x2lj
j + 1  C.
If
∑
i∈N(u) x2i  Ck, then using Lemma 1, we obtain
k − λ1(H) > x2u +
∑
i∈N(u)
(xi − xu)2 ≥
∑
i∈N(u)
[
x2u
k − 1 + (xi − xu)
2
]

∑
i∈N(u)
x2i /k C.
Thus we must have that
x2u + x2v  C,
∑
i∈N(u)
x2i < Ck and x
2
lj
< C(j + 1) for j = 0, 1, . . ., a.
Since xTx = 1, we obtain that
x2w 
⎛
⎝1 − a−1∑
i=0
x2li −
∑
i∈N(u)
x2i − x2v + x2l1
⎞
⎠ (n − a − k + 1)−1
>
⎡
⎣1 − C
⎛
⎝a−1∑
i=0
i + a + k − 2
⎞
⎠
⎤
⎦ (n − a − k + 1)−1
=
{
1 − C
[(
a
2
)
+ a + k − 2
]}
(n − a − k + 1)−1,
It follows that
k − λ1(H) > x2w/(a + 1)
1 − C
[(
a
2
)
+ a + k − 2
]
(a + 1)(n − a − k + 1) = C.
Hence, in view of Lemma 2, we may assume that
dH(u,w) = dH(v,w) = D.
Let P1 (starting at u) and P2 (starting at v) be the longest subpaths of P(u,w) and P(v,w) respectively
without internal vertices in common. Let z = P1 ∩ P2. Clearly, P1 and P2 have the same length, say
a(≤D). Let Q be the rest subpath of P(u,w) from z to w and b the length of Q . Then a + b = D, and
k − λ1(H) x2u +
∑
ij∈E(P1)
(xi − xj)2 + x2v +
∑
ij∈E(P2)
(xi − xj)2 +
∑
ij∈E(Q)
(xi − xj)2.
A similar argument of Theorem 1 applied to the path P1, P2 and Q implies (1) again. Indeed, write
P(u,w) = l0l1. . .lD with u = l0 and w = lD, and P2 = h0h1. . .ha with v = h0 and ha = la = z. Let
B = 1/g(a, b). We show that k − λ1(H) > B, which in view of (4), will complete the proof of this
case.
If x2u + x2v > B thenk − λ1(H) x2u + x2v > B, and if x2hj + x2lj > B(j + 1) for some j = 1, . . ., a, then
by Lemma 1, we obtain
k − λ1(H)  x2u +
j−1∑
i=0
(xli+1 − xli)2 + x2v +
j−1∑
i=0
(xhi+1 − xhi)2
 x2u + (xlj − xu)2/j + x2v + (xhj − xv)2/j
 (x2lj + x2hj)/(j + 1) > B.
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If
∑
i∈N(z) x2i − x2ha−1 − x2la−1 > B + B(a + 1)(k − 2)/2, then using Lemma 1, we obtain
k − λ1(H)  2x
2
z
a + 1 +
∑
i∈N(z)\{ha−1,la−1}
(xi − xz)2
= ∑
i∈N(z)\{ha−1,la−1}
[
2x2z
(a + 1)(k − 2) + (xi − xz)
2
]

⎛
⎝ ∑
i∈N(z)
x2i − x2ha−1 − x2la−1
⎞
⎠ [1 + (a + 1)(k − 2)/2]−1 > B.
If x2z > B(a + 1)/2 then k − λ1(H) 2x2z /(a + 1) > B, and if x2la+j > B[j + (a + 1)/2] for some j =
1, . . ., b, then by Lemma 1, we obtain
k − λ1(H)  2x
2
z
a + 1 +
j−1∑
i=0
(xla+i+1 − xla+i)2

2x2z
a + 1 + (xla+j − xz)
2/j
 x2la+j [j + (a + 1)/2]−1 > B.
Thus we must have that
x2hj + x2lj  B(j + 1) for j = 0, . . ., a,∑
i∈N(z)
x2i − x2ha−1 − x2la−1  B + B(a + 1)(k − 2)/2, and
x2la+j  B[j + (a + 1)/2] for j = 0, . . ., b.
Since xTx = 1, we obtain that
x2w 
⎛
⎝1 − a−1∑
i=0
(x2hi + x2li ) −
∑
i∈N(z)
x2i + x2ha−1 + x2la−1 −
b−1∑
i=0
x2ha+i + x2la+1
⎞
⎠ (n − 2a − b − k + 3)−1

⎡
⎣1 − B
⎛
⎝a−1∑
i=0
i + a + (a + 1)(k − 2)/2 +
b−1∑
i=0
i + (a + 1)(b − 1)/2
⎞
⎠
⎤
⎦ (n − 2a − b − k + 3)−1
=
{
1 − B
[(
a + 1
2
)
+ (a + 1)(k − 2)
2
+
(
b
2
)
+ (a + 1)(b − 1)
2
]}
(n − 2a − b − k + 3)−1,
It follows that
k − λ1(H) x2w[b + (a + 1)/2]−1

1 − B
[(
a + 1
2
)
+ (a+1)(k−2)
2
+
(
b
2
)
+ (a+1)(b−1)
2
]
[b + (a + 1)/2](n − 2a − b − k + 3) = B,
where the ﬁrst and second equalities cannot hold simultaneously. This completes the proof of
Case 1.
Case 2: H is disconnected.
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Since G is connected, H is a union of two connected subgraphs H1(	 u) and H2(	 v). Without loss
of generality, we assume that λ1(H) = λ1(H1) = λ1 and consider the subgraph H1. Let p = |V(H1)|
and xw be a maximal entry of the positive unit eigenvector to λ1. As in Case 1, we have that u /= w.
Since dG(v,w)≤D, we have dH1(u,w) < D. Then the similar argument of Theorem 1 applied to H1
implies that
k − λ1 >
[
pD −
(
D − 1
2
)
− (D − 1)(k − 1)
]−1

[
(n − 1)D −
(
D − 1
2
)
− (D − 1)(k − 1)
]−1
=
[
(n − k)D + k − 1 −
(
D − 1
2
)]−1
,
completing the proof of Case 2. 
The proof of Theorem 3 is similar to that in [6]. We include it here for completeness.
Proof of Theorem 3. Let x = (x1, x2, . . ., xn) be an eigenvector to λn(G) and let U = {u|xu < 0}. Let
H be the maximal bipartite subgraph of G containing all edges with exactly one vertex in U. Note that
H is a proper subgraph of G and λn(H) < λn(G). It follows that
λ1(G) + λn(G) > λ1(G) + λn(H) = λ1(G) − λ1(H),
and the result follows from Theorem 2.
3. Remarks
LetD(G) = diag(d1, d2, . . ., dn) be the diagonalmatrix of vertex degrees of a graphG. The Laplacian
matrix ofG is L(G) = D(G) − A(G). The Laplacian spectral radiusμ(G) ofG is themaximumeigenvalue
of the Laplacian matrix L(G). Combining the idea of Theorem 1 and the argument of [7], we can also
obtain the following stronger inequality for the Laplacian spectral radius of a connected irregular
graphs, which improves a previous bound of the author [7].
Theorem 4. Let G be a connected irregular graph of order n, diameter D, maximum degree Δ, minimum
degree δ and average degree d. Then
2Δ − μ(G) >
[
(n − δ)D + 1
2(Δ − d) −
(
D
2
)]−1
.
The graph constructed in [7] shows that this bound is asymptotically tight if Δ is bounded.
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