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Abstract
We derive Fredholm determinant representation for isomonodromic tau functions of Fuchsian systems with
n regular singular points on the Riemann sphere and generic monodromy in GL(N ,C). The corresponding
operator acts in the direct sum of N (n−3) copies of L2 (S1). Its kernel has a block integrable form and is
expressed in terms of fundamental solutions of n−2 elementary 3-point Fuchsian systems whose monodromy
is determined by monodromy of the relevant n-point system via a decomposition of the punctured sphere
into pairs of pants. For N = 2 these building blocks have hypergeometric representations, the kernel becomes
completely explicit and has Cauchy type. In this case Fredholm determinant expansion yields multivariate
series representation for the tau function of the Garnier system, obtained earlier via its identification with
Fourier transform of Liouville conformal block (or a dual Nekrasov-Okounkov partition function). Further
specialization to n = 4 gives a series representation of the general solution to Painlevé VI equation.
1 Introduction
1.1 Motivation and some results
The theory of monodromy preserving deformations plays a prominent role in many areas of modern nonlin-
ear mathematical physics. The classical works [WMTB, JMMS, TW1] relate, for instance, various correlation
and distribution functions of statistical mechanics and random matrix theory models to special solutions of
Painlevé equations. The relevant Painlevé functions are usually written in terms of Fredholm or Toeplitz de-
terminants. Further study of these relations has culminated in the development by Tracy and Widom [TW2] of
an algorithmic procedure of derivation of systems of PDEs satisfied by Fredholm determinants with integrable
kernels [IIKS] restricted to a union of intervals; the isomonodromic origin of Tracy-Widom equations has been
elucidated in [Pal2] and further studied in [HI]. This raises a natural question:
?© Can the general solution of isomonodromy equations be expressed in terms of a Fredholm determinant?
One of the goals of the present paper is to provide a constructive answer to this question in the Fuch-
sian setting. Let us consider a Fuchsian system with n regular singular points a := {a0, . . . , an−2, an−1 ≡∞} on
P1 ≡P1 (C):
∂zΦ=ΦA (z) , A (z)=
n−2∑
k=0
Ak
z−ak
, (1.1)
where A0, . . . , An−2 are N×N matrices independent of z andΦ (z) is a fundamental matrix solution, multivalued
on P1\a. The monodromy of Φ (z) realizes a representation of the fundamental group pi1
(
P1\a
)
in GL(N ,C).
When the residue matrices A0, . . . , An−2 and An−1 :=−∑n−2k=0 Ak are non-resonant, the isomonodromy equations
are given by the Schlesinger system, 
∂ai Ak =
[Ai , Ak ]
ak −ai
, i 6= k,
∂ai Ai =
∑
k 6=i
[Ai , Ak ]
ai −ak
.
(1.2)
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Integrating the flows associated to affine transformations, we may set without loss of generality a0 = 0 and
an−2 = 1, so that there remains n−3 nontrivial time variables a1, . . . , an−3. In the case N = 2, Schlesinger equa-
tions reduce to the Garnier system Gn−3, see for example [IKSY, Chapter 3] for the details. Setting further n = 4,
we are left with only one time t ≡ a1 and the latter system becomes equivalent to a nonlinear 2nd order ODE
— the Painlevé VI equation.
The main object of our interest is the isomonodromic tau function of Jimbo-Miwa-Ueno [JMU]. It is defined
as an exponentiated primitive of the 1-form
da lnτJMU := 1
2
n−2∑
k=0
resz=ak Tr A
2 (z) d ak . (1.3)
The definition is consistent since the 1-form on the right is closed on solutions of the deformation equa-
tions (1.2). It generates the hamiltonians of the Schlesinger system. Dealing with the Garnier system, we will
assume the standard gauge where Tr A (z)= 0 and denote the eigenvalues of Ak by ±θk with k = 0, . . . ,n−1. In
the Painlevé VI case, it is convenient to modify this notation as (θ0,θ1,θ2,θ3) 7→ (θ0,θt ,θ1,θ∞). The logarithmic
derivative ζ (t ) := t (t −1) dd t lnτVI (t ) then satisfies the σ-form of Painlevé VI,
(
t (t −1)ζ′′
)2 =−2 det
 2θ20 tζ′−ζ ζ′+θ20 +θ2t +θ21 −θ2∞tζ′−ζ 2θ2t (t −1)ζ′−ζ
ζ′+θ20 +θ2t +θ21 −θ2∞ (t −1)ζ′−ζ 2θ21
 . (1.4)
Monodromy of the associated linear problems provides a complete set of conserved quantities for Painlevé VI,
the Garnier system and Schlesinger equations. By the general solution of deformation equations we mean the
solution corresponding to generic monodromy data. The precise genericity conditions will be specified in the
main body of the text.
In [Pal1], Palmer (developing earlier results of Malgrange [Mal] and Sato-Segal-Wilson [Sato, SW]) inter-
preted the Jimbo-Miwa-Ueno tau function (1.3) as a determinant of a singular Cauchy-Riemann operator
acting on functions with prescribed monodromy. The main idea of [Pal1] is to isolate the singular points
a0, . . . , an−1 inside a circle C ⊂ P1 and represent the Fuchsian system (1.1) by a boundary space of functions
on C that can be analytically continued inside with specified branching. The variation of positions of singu-
larities gives rise to a trajectory of this space in an infinite Grassmannian. The tau function is obtained by
comparing two sections of an associated determinant bundle.
The construction suggested in the present paper is essentially a refinement of Palmer’s approach, translated
into the Riemann-Hilbert framework. A single circle C is replaced by the boundaries of n−3 annuli which cut
the n-punctured sphere P1\a into trinions (pairs of pants), see e.g. Fig. 2a below. To each trinion is assigned a
Fuchsian system with 3 regular singular points whose monodromy is determined by monodromy of the original
system. We show that the isomonodromic tau function is proportional to a Fredholm determinant:
τJMU (a)=Υ (a) ·det(1−K ) , (1.5)
where the prefactorΥ (a) is a known elementary function. The integral operator K acts on holomorphic vector
functions on the union of annuli and involves projections on certain boundary spaces.
The pay-off of a more complicated Grassmannian model is that the kernel of K may be written explicitly in
terms of 3-point solutions3. In particular, for N = 2 (i.e. for the Garnier system) the latter have hypergeometric
expressions. The n = 4 specialization of our result is as follows.
3 We would like to note that somewhat similar refined construction emerged in the analysis of massive Dirac equation with U (1) branch-
ing on the Euclidean plane [Pal3]. Every branch point was isolated there in a separate strip, which ultimately allowed to derive an explicit
Fredholm determinant representation for the tau function of appropriate Dirac operator [SMJ]. In physical terms, the determinant corre-
sponds to a resummed form factor expansion of a correlation function of U (1) twist fields in the massive Dirac theory. The paper [Pal3] was
an important source of inspiration for the present work, although it took us more than 10 years to realize that the strips should be replaced
by pairs of pants in the chiral problem.
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Theorem A. Let the independent variable t of Painlevé VI equation vary inside the real interval ]0,1[ and let
C = {z ∈C : |z| =R, t <R < 1} be a counter-clockwise oriented circle. Let σ, η be a pair of complex parameters
satisfying the conditions
|ℜσ| ≤ 1
2
, σ 6= 0,±1
2
,
θ0±θt +σ ∉Z, θ0±θt −σ ∉Z, θ1±θ∞+σ ∉Z, θ1±θ∞−σ ∉Z.
General solution of the Painlevé VI equation (1.4) admits the following Fredholm determinant representation:
τVI (t )= const · tσ
2−θ20−θ2t (1− t )−2θtθ1 det(1−U ) , U =
(
0 a
d 0
)
, (1.6)
where the operators a,d ∈ End(C2⊗L2 (C )) act on g = ( g+
g−
)
with g± ∈ L2 (C ) as
(
ag
)
(z)= 1
2pii
∮
C
a
(
z, z ′
)
g
(
z ′
)
d z ′ ,
(
dg
)
(z)= 1
2pii
∮
C
d
(
z, z ′
)
g
(
z ′
)
d z ′, (1.7)
and their kernels are explicitly given by
a
(
z, z ′
)=
(
1− z ′)2θ1 ( K++ (z) K+− (z)
K−+ (z) K−− (z)
)(
K−−
(
z ′
) −K+− (z ′)
−K−+
(
z ′
)
K++
(
z ′
) )− 1
z− z ′ ,
d
(
z, z ′
)= 1−
(
1− tz ′
)2θt ( K¯++ (z) K¯+− (z)
K¯−+ (z) K¯−− (z)
)(
K¯−−
(
z ′
) −K¯+− (z ′)
−K¯−+
(
z ′
)
K¯++
(
z ′
) )
z− z ′ ,
(1.8)
with
K±± (z)=2F1
[ θ1+θ∞±σ,θ1−θ∞±σ
±2σ ; z
]
,
K±∓ (z)= ±
θ2∞− (θ1±σ)2
2σ (1±2σ) z 2F1
[ 1+θ1+θ∞±σ,1+θ1−θ∞±σ
2±2σ ; z
]
,
K¯±± (z)=2F1
[ θt +θ0∓σ,θt −θ0∓σ
∓2σ ;
t
z
]
,
K¯±∓ (z)= ∓ t∓2σe∓iη
θ20 − (θt ∓σ)2
2σ (1∓2σ)
t
z
2F1
[ 1+θt +θ0∓σ,1+θt −θ0∓σ
2∓2σ ;
t
z
]
.
(1.9)
Moreover, we demonstrate that for a special choice of monodromy in the Painlevé VI case, U becomes
equivalent to the hypergeometric kernel of [BO1] and thereby reproduces previously known family of Fredholm
determinant solutions [BD]. The hypergeometric kernel is known to produce other random matrix integrable
kernels in confluent limits.
Another part of our motivation comes from isomonodromy/CFT/gauge theory correspondence. It was con-
jectured in [GIL12] that the tau function associated to the general Painlevé VI solution coincides with a Fourier
transform of 4-point c = 1 Virasoro conformal block with respect to its intermediate momentum. Two indepen-
dent derivations of this conjecture have been already proposed in [ILTe] and [BSh]. The first approach [ILTe]
also extends the initial statement to the Garnier system. Its main idea is to consider the operator-valued mon-
odromy of conformal blocks with additional level 2 degenerate insertions. At c = 1, Fourier transform of such
conformal blocks reduces their “quantum” monodromy to ordinary 2× 2 matrices. It can therefore be used
to construct the fundamental matrix solution of a Fuchsian system with prescribed SL(2,C) monodromy. The
second approach [BSh] uses an embedding of two copies of the Virasoro algebra into super-Virasoro algebra
extended by Majorana fermions to prove certain bilinear differential-difference relations for 4-point conformal
blocks, equivalent to Painlevé VI equation. An interesting feature of this method is that bilinear relations admit
a deformation to generic values of Virasoro central charge.
Among other developments, let us mention the papers [GIL13, ILT14, Nag] where asymptotic expansions
of Painlevé V, IV and III tau functions were identified with Fourier transforms of irregular conformal blocks of
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different types. The study of relations between isomonodromy problems in higher rank and conformal blocks
of WN algebras has been initiated in [Gav, GM1, GM2].
The AGT conjecture [AGT] (proved in [AFLT]) identifies Virasoro conformal blocks with partition functions
of N = 2 4D supersymmetric gauge theories. There exist combinatorial representations of the latter objects
[Nek], expressing them as sums over tuples of Young diagrams. This fact is of crucial importance for isomon-
odromy theory, since it gives (contradicting to an established folklore) explicit series representations for the
Painlevé VI and Garnier tau functions. Since the very first paper [GIL12] on the subject, there has been a puzzle
to understand combinatorial tau function expansions directly within the isomonodromic framework. There
have also been attempts to sum up these series to determinant expressions; for example, in [Bal] truncated
infinite series for c = 1 conformal blocks were shown to coincide with partition functions of certain discrete
matrix models.
In this work, we show that combinatorial series correspond to the principal minor expansion of the Fred-
holm determinant (1.5), written in the Fourier basis of the space of functions on annuli of the pants decomposi-
tion. Fourier modes which label the choice of rows for the principal minor are related to Frobenius coordinates
of Young diagrams. It should be emphasized that this combinatorial structure is valid also for N > 2 where
CFT/gauge theory counterparts of the tau functions have yet to be defined and understood.
We prove in particular the following result, originally conjectured in [GIL12] (the details of notation con-
cerning Young diagrams are explained in the next subsection):
Theorem B. General solution of the Painlevé VI equation (1.4) can be written as
τVI(t )= const ·
∑
n∈Z
e i nη
′
B
(
~θ;σ+n; t
)
, (1.10)
whereB(~θ,σ; t ) is a double sum over Young diagrams,
B
(
~θ,σ; t
)
=N θ1
θ∞,σN
θt
σ,θ0
tσ
2−θ20−θ2t (1− t )2θtθ1 ∑
λ,µ∈Y
Bλ,µ
(
~θ,σ
)
t |λ|+|µ|,
Bλ,µ
(
~θ,σ
)
= ∏
(i , j )∈λ
((
θt +σ+ i − j
)2−θ20)((θ1+σ+ i − j )2−θ2∞)
h2
λ
(i , j )
(
λ′j − i +µi − j +1+2σ
)2 ∏
(i , j )∈µ
((
θt −σ+ i − j
)2−θ20)((θ1−σ+ i − j )2−θ2∞)
h2µ(i , j )
(
µ′j − i +λi − j +1−2σ
)2 ,
N
θ2
θ3,θ1
=
∏
²=±G (1+θ3+²(θ1+θ2))G (1−θ3+²(θ1−θ2))
G(1−2θ1)G(1−2θ2)G(1+2θ3)
.
Here σ ∉Z/2, η′ are two arbitrary complex parameters, and G (z) denotes the Barnes G-function.
The parameters σ play exactly the same role in the Fredholm determinant (1.6) and the series representa-
tion (1.10), whereas η and η′ are related by a simple transformation. An obvious quasiperiodicity of the second
representation with respect to integer shifts of σ is by no means manifest in the Fredholm determinant.
1.2 Notation
The monodromy matrices of Fuchsian systems and the jumps of associated Riemann-Hilbert problems ap-
pear on the left of solutions. These somewhat unusual conventions are adopted to avoid even more confus-
ing right action of integral and infinite matrix operators. The indices corresponding to the matrix structure
of rank N Riemann-Hilbert problem are referred to as color indices and are denoted by Greek letters, such
as α,β ∈ {1, . . . , N }. Upper indices in square brackets, e.g. [k] in T [k], label different trinions in the pants
decomposition of a punctured Riemann sphere. We denote by Z′ := Z+ 12 the half-integer lattice, and by
Z′± =
{
p ∈Z′ |p ≷ 0} its positive and negative parts. The elements of Z′,Z′± will be generally denoted by the
letters p and q .
The set of all partitions identified with Young diagrams is denoted by Y. For λ ∈ Y, we write λ′ for the
transposed diagram, λi and λ′j for the number of boxes in the i th row and j th column of λ, and |λ| for the total
number of boxes inλ. Let= (i , j ) be the box in the i th row and j th column ofλ ∈Y (see Fig. 1). Its arm-length
aλ () and leg-length lλ () denote the number of boxes on the right and below. This definition is extended to
the case where the box lies outside λ by the formulae aλ ()=λi − j and lλ ()=λ′j − i . The hook length of the
box ∈λ is defined as hλ ()= aλ ()+ lλ ()+1.
4
ij
l3=3'
l2=5 | =l 17|
a
l
( )=2
l
l
( )=1
h
l
( )=4
=(2,3)
Figure 1: Young diagram associated to the partition λ= {6,5,4,2}.
1.3 Outline of the paper
The paper is organized as follows. Section 2 is devoted to the derivation of Fredholm determinant representa-
tion of the Jimbo-Miwa-Ueno isomonodromic tau function. It starts from a recast of the original rank N Fuch-
sian system with n regular singular points on P1 in terms of a Riemann-Hilbert problem. In Subsection 2.2 we
associate to it, via a decomposition of n-punctured Riemann sphere into pairs of pants, n−2 auxiliary Riemann-
Hilbert problems of Fuchsian type having only 3 regular singular points. Section 2.3 introduces Plemelj oper-
ators acting on functions holomorphic on the annuli of the pants decomposition, and deals with their basic
properties. The main result of the section is formulated in Theorem 2.9 of Subsection 2.4, which relates the tau
function of a Fuchsian system with prescribed generic monodromy to a Fredholm determinant whose blocks
are expressed in terms of 3-point Plemelj operators. In Subsection 2.5, we consider in more detail the example
of n = 4 points and show that the Fredholm determinant representation can be efficiently used for asymptotic
analysis of the tau function. In particular, Theorem 2.12 provides a generalization of the Jimbo asymptotic
formula for Painlevé VI valid in any rank and up to any asymptotic order.
In Section 3 we explain how the principal minor expansion of the Fredholm determinant leads to a combi-
natorial structure of the series representations for isomonodromic tau functions. Theorem 3.1 of Subsection 3.1
shows that 3-point Plemelj operators written in the Fourier basis are given by sums of a finite number of infinite
Cauchy type matrices twisted by diagonal factors. Combinatorial labeling of the minors by N -tuples of charged
Maya diagrams and partitions is described in Subsection 3.2.
Section 4 deals with rank N = 2. Hypergeometric representations of the appropriate 3-point Plemelj oper-
ators are listed in Lemma 4.4 of Subsection 4.1. Theorem 4.6 provides an explicit combinatorial series repre-
sentation for the tau function of the Garnier system. In the final subsection, we explain how Fredholm deter-
minant of the Borodin-Olshanski hypergeometric kernel arises as a special case of our construction. Appendix
contains a proof of a combinatorial identity expressing Nekrasov functions in terms of Maya diagrams instead
of partitions.
1.4 Perspectives
In an effort to keep the paper of reasonable length, we decided to defer the study of several straightforward
generalizations of our approach to separate publications. These extensions are outlined below together with a
few more directions for future research:
1. In higher rank N > 2, it is an open problem to find integral/series representations for general solutions
of 3-point Fuchsian systems and to obtain an explicit description of the Riemann-Hilbert map. There is
however an important exception of rigid systems having two generic regular singularities and one sin-
gularity of spectral multiplicity (N −1,1); these can be solved in terms of generalized hypergeometric
functions of type N FN−1. The spectral condition is exactly what is needed to achieve factorization in
Lemma 4.2. The results of Section 4 can therefore be extended to Fuchsian systems with two generic sin-
gular points at 0 and ∞, and n−2 special ones. The corresponding isomonodromy equations (dubbed
GN ,n−3 system in [Tsu]) are the closest higher rank relatives of Painlevé VI and Garnier system. It is natural
to expect their tau functions to be related on the 2D CFT and gauge theory side, respectively, to WN con-
formal blocks with semi-degenerate fields [FL, Bul] and Nekrasov partition functions of 4D linear quiver
gauge theories with the gauge group U (N )⊗(n−3).
In the generic non-rigid case the 3-point solutions depend on (N −1)(N −2) accessory parameters and
may be interpreted as matrix elements of a general vertex operator for the WN algebra. They should also
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be related to the so-called TN gauge theory without lagrangian description [BMPTY].
2. Fredholm determinants and series expansions considered in the present work are associated to linear
pants decompositions of P1
∖{
n points
}
, which means that every pair of pants has at least one external
boundary component (see Fig. 2a). Plemelj operators assigned to each trinion act on spaces of functions
on internal boundary circles only. To be able to deal with arbitrary decompositions, in addition to 4
operators a[k], b[k], c[k], d[k] appearing in (2.10) one has to introduce 5 more similar operators associated
to other possible choices of ordered pairs of boundary components.
a) b) c)
Figure 2: (a) Linear and (b) Sicilian pants decomposition of P1
∖{
6 points
}
;
(c) gluing 1-punctured torus from a pair of pants.
A (tri)fundamental example where this construction becomes important is known in the gauge theory lit-
erature under the name of Sicilian quiver (Fig. 2b). Already for N = 2 the monodromies along the triple of
internal cicles of this pants decomposition cannot be simultaneously reduced to the form “1+rank 1 ma-
trix” by factoring out a suitable scalar piece. The analog of expansion (4.19) in Theorem 4.6 will therefore
be more intricate yet explicitly computable. Since the identification [ILTe] of the tau function of the Gar-
nier system with a Fourier transform of c = 1 Virasoro conformal block does not put any constraint on the
employed pants decomposition, Sicilian expansion of the Garnier tau function may be used to produce
an analog of Nekrasov representation for the corresponding conformal blocks. It might be interesting to
compare the results obtained in this way against instanton counting [HKS].
Extension of the procedure to higher genus requires introducing additional simple (diagonal in the
Fourier basis) operators acting on some of the internal annuli. They give rise to a part of moduli of
complex structure of the Riemann surface and correspond to gluing a handle out of two boundary com-
ponents. Fig. 2c shows how a 1-punctured torus may be obtained by gluing two boundary circles of a pair
of pants. The gluing operator encodes the elliptic modulus, which plays a role of the time variable in the
corresponding isomonodromic problem. Elliptic isomonodromic deformations have been studied e.g.
in [Kor], where the interested reader can find further references.
3. It is natural to wonder to what extent the approach proposed in the present work may be followed in the
presence of irregular singularities, in particular, for Painlevé I–V equations. The contours of appropri-
ate isomonodromic RHPs become more complicated: in addition to circles of formal monodromy, they
include anti-Stokes rays, exponential jumps on which account for Stokes phenomenon [FIKN]. We will
sketch here a partial answer in rank N = 2. For this it is useful to recall a geometric representation of
the confluence diagram for Painlevé equations recently proposed by Chekhov, Mazzocco and Rubtsov
[CM, CMR], see Fig. 3. To each of the equations (or rather associated linear problems) is assigned a
Riemann surface with a number of cusped boundary components. They are obtained from Painlevé VI
4-holed sphere using two surgery operations: i) a “chewing-gum” move creating from two holes with k
and l cusps one hole with k+ l+2 cusps and ii) a cusp removal reducing the number of cusps at one hole
by 1. The cusps may be thought of as representing the anti-Stokes rays of the Riemann-Hilbert contour.
An extension of our approach is straightforward for equations from the upper part of the CMR diagram
and, more generally, when the Poincaré ranks of all irregular singular points are either 12 or 1. The asso-
ciated surfaces may be decomposed into irregular pants of three types corresponding to solvable RHPs:
Gauss hypergeometric, Whittaker and Bessel systems (Fig. 4). They serve to construct local Riemann-
Hilbert parametrices which in turn produce the relevant Plemelj operators.
The study of higher Poincaré rank seems to require new ideas. Moreover, even for Painlevé V and Pain-
levé III Fredholm determinant expansions naturally give series representations of the corresponding tau
6
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III(D )
III(D )
III(D )
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8
Figure 3: CMR confluence diagram for Painlevé equations.
Whittaker BesselGauss
Figure 4: Some solvable RHPs in rank N = 2: Gauss hypergeometric (3 regular punc-
tures), Whittaker (1 regular + 1 of Poincaré rank 1) and Bessel (1 regular + 1 of rank 12 ).
functions of regular type, first proposed in [GIL13] and expressed in terms of irregular conformal blocks
of [G, BMT, GT]. It is not clear to us how to extract from them irregular (long-distance) asymptotic expan-
sions. Let us mention a recent work [Nag] which relates such expansions to irregular conformal blocks of
a different type.
4. Given a matrix K ∈ CX×X indexed by elements of a discrete set X, it is almost a tautology to say that the
principal minors detKY∈2X define a determinantal point process on X and a probability measure on 2
X.
Fredholm determinant representations and combinatorial expansions of tau functions thus generalize
in a natural way various families of measures of random matrix or representation-theoretic origin, such
as Z - and Z W -measures [BO1, BO2] (the former correspond to the scalar case N = 1 with n = 4 regular
singular points, and the latter are related to hypergeometric kernel considered in the last subsection). We
believe that novel probabilistic models coming from isomonodromy deserve further investigation.
5. Perhaps the most intriguing perspective is to extend our setup to q-isomonodromy problems, in partic-
ular q-difference Painlevé equations, presumably related to the deformed Virasoro algebra [SKAO] and
5D gauge theories. Among the results pointing in this direction, let us mention a study of the connection
problem for q-Painlevé VI [Ma] based on asymptotic factorization of the associated linear problem into
two systems solved by the Heine basic hypergeometric series 2ϕ1, and critical expansions for solultions
of q-P (A1) equation recently obtained in [JR].
Acknowledgements. We would like to thank F. Balogh, M. Bershtein, M. Bertola, A. Bufetov, M. Cafasso, T. Grava, J. Harnad,
G. Helminck, N. Iorgov, A. Its, A. Marshakov, H. Nagoya, V. Poberezhny and V. Rubtsov for their interest to this project
and useful discussions. The present work was supported by the CNRS/PICS project “Isomonodromic deformations and
conformal field theory”. P. G. was supported by the RSF grant No. 16-11-10160 (results of Section 4), the Russian Academic
Excellence Project ’5-100’, and the “Young Russian Mathematics” fellowship. P. G. would also like to thank KdV Institute of
the University of Amsterdam, where a part of this work was done, and especially G. Helminck, for warm hospitality.
7
2 Tau functions as Fredholm determinants
2.1 Riemann-Hilbert setup
The classical setting of the Riemann-Hilbert problem (RHP) involves two basic ingredients:
• A contour Γ on a Riemann surface Σ of genus g consisting of a finite set
of smooth oriented arcs that can intersect transversally. Orientation of
the arcs defines positive and negative sideΓ± of the contour in the usual
way, see Fig. 5.
• A jump matrix J : Γ→ GL(N ,C) that satisfies suitable smoothness re-
quirements.
+ -
Figure 5: Orientation and
labeling of sides of Γ
The RHP defined by the pair (Γ, J ) consists in finding an analytic invertible matrix function Ψ : Σ\Γ →
GL(N ,C) whose boundary values Ψ± on Γ± are related by Ψ+ = JΨ−. Uniqueness of the solution is ensured
by adding an appropriate normalization condition.
In the present work we are mainly interested in the genus 0 case: Σ=P1. Let us fix a collection
a := (a0 = 0, a1, . . . , an−3, an−2 = 1, an−1 =∞)
of n distinct points on P1 satisfying the condition of radial ordering 0 < |a1| < . . . < |an−3| < 1. To reduce the
amount of fuss below, it is convenient to assume that a1, . . . , an−3 ∈R>0. The contour Γwill then be chosen as a
collection
Γ= (⋃n−1k=0 γk)∪ (⋃n−2k=0 `k)
of counter-clockwise oriented circles γk of sufficiently small radii centered at ak , and the segments `k ⊂ R
joining the circles γk and γk+1, see Fig. 6.
a0 a1 a2 a3
`0 `1 `2 `3
γ4
γ0
γ1
γ2 γ3
Figure 6: Contour Γ for n = 5
The jumps will be defined by the following data:
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• An n-tuple of diagonal N ×N matrices Θk = diag
{
θk,1, . . . ,θk,N
} ∈ CN×N (with k = 0, . . . ,n−1) satisfying
Fuchs consistency relation
∑n−1
k=0 TrΘk = 0 and having non-resonant spectra. The latter condition means
that θk,α−θk,β ∉Z\{0}.
• A collection of 2n matrices Ck,± ∈GL(N ,C) subject to the constraints
M0→k :=Ck,−e2piiΘk C−1k,+ =Ck+1,−C−1k+1,+, k = 0, . . . ,n−3,
M0→n−2 :=Cn−2,−e2piiΘn−2C−1n−2,+ =Cn−1,−e−2piiΘn−1C−1n−1,+,
M0→n−1 := 1=Cn−1,−C−1n−1,+ =C0,−C−10,+,
(2.1)
which are simultaneously viewed as the definition of M0→k ∈GL(N ,C). Only n of the initial matrices (for
example, Ck,+) are therefore independent.
The jump matrix J that we are going to consider is then given by
J (z)
∣∣∣
`k
=M −10→k , k = 0, . . . ,n−2,
J (z)
∣∣∣
γk
= (ak − z)−Θk C−1k,±, ℑz ≷ 0, k = 0, . . . ,n−2,
J (z)
∣∣∣
γn−1
= (−z)Θn−1 C−1n−1,±, ℑz ≷ 0.
(2.2)
Throughout this paper, complex powers will always be understood as zθ = eθ ln z , the logarithm being defined
on the principal branch. The subscripts ± of Ck,± are sometimes omitted to lighten the notation.
A major incentive to study the above RHP comes from its direct connection to systems of linear ODEs with
rational coefficients. Indeed, define a new matrixΦ by
Φ (z)=

Ψ (z) , z outside γ0...n−1,
Ck (ak − z)Θk Ψ (z) , z inside γk , k = 0, . . . ,n−2,
Cn−1 (−z)−Θn−1Ψ (z) , z inside γn−1.
(2.3)
It has only piecewise constant jumps JΦ (z)
∣∣
]ak ,ak+1[=M
−1
0→k on the positive real axis. The matrix A (z) :=Φ−1∂zΦ
is therefore meromorphic on P1 with poles only possible at a0, . . . , an−1. It follows immediately that
∂zΦ=ΦA (z) , A (z)=
n−2∑
k=0
Ak
z−ak
, (2.4)
with Ak =Ψ (ak )−1ΘkΨ (ak ). ThusΦ (z) is a fundamental matrix solution for a class of Fuchsian systems related
by constant gauge transformations. It has prescribed monodromy and singular behavior that are encoded in
the connection matrices Ck and local monodromy exponents Θk . The freedom in the choice of the gauge
reflects the dependence on the normalization of Ψ. Let us note that the conditions (2.1) on the Riemann-
Hilbert data are in fact designed with the aim to reproduce the monodromy of Φ (z). This explains a rather
non-obvious fact of the absence of monodromy around the nod points of Γ, which in its turn ensures that the
RHP solution does not have singularities at these points.
The monodromy representation ρ : pi1
(
P1\a
)→ GL(N ,C) associated to Φ is uniquely determined by the
jumps. It is generated by the matrices Mk = ρ (ξk ) assigned to counter-clockwise loops ξ0, . . . ,ξn−1 represented
in Fig. 7. They are obtained from
[
Tξk (Φ)
]
(z)=MkΦ (z), where Tξk denotes the operator of analytic continua-
tion along the loop ξk . These matrices may be expressed as
M0 =M0→0, Mk+1 =M0→k−1M0→k+1,
which means simply that M0→k = M0 . . . Mk−1Mk . It is a direct consequence of the definition (2.1) that the
spectra of Mk coincide with those of e
2piiΘk . In fact, Mk =Ck,+e2piiΘk C−1k,+.
Assumption 2.1. The matrices M0→k with k = 1, . . . ,n−3 are assumed to be diagonalizable:
M0→k = Sk e2piiSk S−1k , Sk = diag
{
σk,1, . . . ,σk,N
}
.
It can then be assumed without loss in generality that TrSk =
∑k
j=0 TrΘ j and
∣∣ℜ(σk,α−σk,β)∣∣ ≤ 1. We further
impose a non-resonancy condition σk,α−σk,β 6= ±1.
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a0 a1 a2 an−2
ξ0 ξ1 ξ2 ξn−2
ξn−1
Figure 7: Generators of pi1
(
P1\a
)
C [k]outC
[k]
in
Ak−1 AkA1C [1]out
γ0
γ1
γk
T [1]
T [k]
γk+1
T [k+1]
C [k+1]in C
[k+1]
out
Ak+1 An−3
C [n−2]in
γn−1
γn−2
T [n−2]
Figure 8: Labeling of trinions, annuli and boundary curves
In order to have uniform notation, we may also identify S0 ≡ Θ0, Sn−2 ≡ −Θn−1. Note that any sufficiently
generic monodromy representation can be realized as described above.
2.2 Auxiliary 3-point RHPs
Consider a decomposition of the original n-punctured sphere into n−2 pairs of pantsT [1], . . . ,T [n−2] by n−3
annuli A1, . . . ,An−3 represented in Fig. 8. The labeling is designed so that two boundary components of the
annulus Ak that belong to trinions T
[k] and T [k+1] are denoted by C [k]out and C
[k+1]
in . We are now going to
associate to the n-point RHP described above n − 2 simpler 3-point RHPs assigned to different trinions and
defined by the pairs
(
Γ[k], J [k]
)
with k = 1, . . . ,n−2.
The curves C [k]in and C
[k]
out are represented by circles of positive and negative orientation as shown in Fig. 9.
For k = 2, . . . ,n−3, the contour Γ[k] of the RHP assigned to trinion T [k] consists of three circles C [k]in , C [k]out, γk
associated to boundary components, and two segments of the real axis. For leftmost and rightmost trinions
T [1] andT [n−2], the role of C [1]in and C
[n−2]
out is played respectively by the circles γ0 and γn−1 around 0 and∞.
The jump matrix J [k] is constructed according to two basic rules:
• The arcs that belong to original contour give rise to the same jumps:
(
J [k]− J)∣∣Γ[k]∩Γ= 0.
• The jumps on the boundary circles C [k]out, C
[k+1]
in mimic regular singularities characterized by counter-
clockwise monodromy matrices M0→k :
J [k]
∣∣∣
C [k]out
= (−z)−Sk S−1k , J [k+1]
∣∣∣
C [k+1]in
= (−z)−Sk S−1k , k = 1, . . . ,n−3. (2.5)
The solutionΨ[k] of the RHP defined by the pair
(
Γ[k], J [k]
)
is thus related in a way analogous to (2.3) to the fun-
damental matrix solutionΦ[k] of a Fuchsian system with 3 regular singular points at 0, ak and∞ characterized
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C [k]out C
[k]
in
γk
ak
γ4 C [3]in C
[2]
out C
[2]
in C
[1]
out
γ0
γ1
a1
γ2
a2
γ3
a3
Figure 9: Contour Γ[k] (left) and Γˆ for n = 5 (right)
by monodromies M0→k−1, Mk , M−10→k :
∂zΦ
[k] =Φ[k] A[k] (z) , A[k] (z)= A
[k]
0
z
+ A
[k]
1
z−ak
. (2.6)
We note in passing that the spectra of A[k]0 , A
[k]
1 and A
[k]∞ := −A[k]0 − A[k]1 coincide with the spectra of Sk−1, Θk
and−Sk . We also assume that the monodromy is sufficiently generic so that the 3-point Fuchsian systems with
the local exponents of the fundamental solution leading to the jumps (2.5) inΨ[k] exist4 for all k = 1, . . . ,n−2.
It will be convenient to replace the n-point RHP described in the previous subsection by a slightly modified
one. It is defined by a pair
(
Γˆ, Jˆ
)
such that (cf right part of Fig. 9)
Γˆ=
n−2⋃
k=1
Γ[k], Jˆ
∣∣∣
Γ[k]
= J [k]. (2.7)
Constructing the solution Ψˆ of this RHP is equivalent to findingΨ: it is plain that
Ψˆ (z)=
(−z)
−Sk S−1k Ψ (z) , z ∈Ak ,
Ψ (z) , z ∈P1\
n−3⋃
k=1
Ak .
(2.8)
Our aim in the next subsections is to construct the isomonodromic tau function in terms of 3-point solu-
tions Φ[k]. This construction employs in a crucial way integral Plemelj operators acting on spaces of holo-
morphic functions onA :=⋃n−3k=1Ak .
2.3 Plemelj operators
Given a positively oriented circle C ⊂ C centered at the origin, let us denote by V (C ) the space of functions
holomorphic in an annulus containing C . Any f ∈ V (C ) is canonically decomposed as f = f++ f−, where f+
4An effective characterization of the non-solvable cases for N ≥ 3 does not seem to be available in the literature even for irreducible
monodromy representations; see [Bol] for a discussion of related matters. For rank N = 2, however, if the non-resonance condition in
Assumption 2.1 is satisfied, the 3-point solutions can be constructed explicitly in terms of hypergeometric functions.
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and f− denote the analytic and principal part of f . Let us accordingly write V (C )= V+ (C )⊕V− (C ) and denote
byΠ± (C ) the projectors on the corresponding subspaces. Their explicit form is
Π± (C ) f (z)= 1
2pii
∮
C±,|z ′|=|z|±0
f
(
z ′
)
d z ′
z ′− z ,
where the subscript of C± indicates the orientation of C . ProjectorsΠ± (C ) are the classical Cauchy operators,
which are simple instances of the operators extensively used below.
Let us next associate to every trinionT [k] with k = 2, . . . ,n−3 the spaces of vector-valued functions
H [k] = ⊕
²=in,out
(
H [k]²,+⊕H [k]²,−
)
, H [k]²,± =CN ⊗V±
(
C [k]²
)
.
With respect to the first decomposition, it is convenient to write the elements f [k] ∈H [k] as
f [k] =
(
f [k]in,−
f [k]out,+
)
⊕
(
f [k]in,+
f [k]out,−
)
.
Here f [k]²,± denote N -column vectors which represent the restrictions of analytic and principal part of f
[k] to
boundary circle C [k]² . Now define a Plemelj operatorP
[k] :H [k] →H [k] by
P [k] f [k] (z)= 1
2pii
∮
C [k]in ∪C [k]out
Ψ[k]+ (z)Ψ
[k]
+
(
z ′
)−1
f [k]
(
z ′
)
d z ′
z− z ′ . (2.9)
The singular factors 1/
(
z− z ′) for z, z ′ ∈ C [k]in,out are interpreted with the following prescription: the contour
of integration is deformed to appropriate annulus (e.g. Ak−1 for C [k]in and Ak for C
[k]
out) as to avoid the pole
at z ′ = z. Matrix function Ψ[k] (z) is a solution of the 3-point RHP described in the previous subsection. Its
normalization is irrelevant as the corresponding factor cancels out in (2.9). Let us stress once again the triviality
of monodromy at the nods of Γ[k], which ensures that Ψ[k]+ (z) can be analytically continued to small annuli
containing C [k]out and C
[k]
in .
Lemma 2.2. We have
(
P [k]
)2 =P [k] and kerP [k] =H [k]in,+⊕H [k]out,−. Moreover,P [k] can be explicitly written as
P [k] :
(
f [k]in,−
f [k]out,+
)
⊕
(
f [k]in,+
f [k]out,−
)
7→
(
f [k]in,−
f [k]out,+
)
⊕
(
a[k] b[k]
c[k] d[k]
)(
f [k]in,−
f [k]out,+
)
,
where the operators a[k], b[k], c[k], d[k] are defined by
(
a[k]g
)
(z)= 1
2pii
∮
C [k]in
[
Ψ[k]+ (z)Ψ
[k]
+
(
z ′
)−1− 1]g (z ′)d z ′
z− z ′ , z ∈C
[k]
in , (2.10a)
(
b[k]g
)
(z)= 1
2pii
∮
C [k]out
Ψ[k]+ (z)Ψ
[k]
+
(
z ′
)−1
g
(
z ′
)
d z ′
z− z ′ , z ∈C
[k]
in , (2.10b)
(
c[k]g
)
(z)= 1
2pii
∮
C [k]in
Ψ[k]+ (z)Ψ
[k]
+
(
z ′
)−1
g
(
z ′
)
d z ′
z− z ′ , z ∈C
[k]
out, (2.10c)
(
d[k]g
)
(z)= 1
2pii
∮
C [k]out
[
Ψ[k]+ (z)Ψ
[k]
+
(
z ′
)−1− 1]g (z ′)d z ′
z− z ′ , z ∈C
[k]
out. (2.10d)
Proof. Let us first prove thatH [k]in,+,H
[k]
out,− ⊂ kerP [k]. This statement follows from the fact thatΨ[k]+ holomor-
phically extends inside C [k]in and outside C
[k]
out, so that the integration contours can be shrunk to 0 and ∞. To
prove the projection property, decompose for example
(
P [k] f [k]out,+
)
out
(z)= 1
2pii
∮
C [k]out
[
Ψ[k]+ (z)Ψ
[k]
+
(
z ′
)−1− 1] f [k]out,+ (z ′)d z ′
z− z ′ +
1
2pii
∮
C [k]out,|z ′|>|z|
f [k]out,+
(
z ′
)
d z ′
z− z ′ .
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The first integral admits holomorphic continuation in z outsideC [k]out thanks to nonsingular integral kernel, and
leads to (2.10d), whereas the second term is obviously equal to f [k]out,+. The action of P
[k] on f [k]in,− is computed
in a similar fashion. 
The leftmost and rightmost trinions T [1] and T [n−2] play somewhat distinguished role. Let us assign to
them boundary spaces
H [1] :=H [1]out,+⊕H [1]out,−, H [n−2] :=H [n−2]in,+ ⊕H [n−2]in,− ,
and the operatorsP [k] :H [k] →H [k] with k = 1,n−2 defined by
P [1] f [1] (z)= 1
2pii
∮
C [1]out
Ψ[1]+ (z)Ψ
[1]
+
(
z ′
)−1
f [1]
(
z ′
)
d z ′
z− z ′ ,
P [n−2] f [n−2] (z)= 1
2pii
∮
C [n−2]in
Ψ[n−2]+ (z)Ψ
[n−2]
+
(
z ′
)−1
f [n−2]
(
z ′
)
d z ′
z− z ′ .
Analogously to the above, one can show that
P [1] : f [1]out,+⊕ f [1]out,− 7→ f [1]out,+ ⊕d[1] f [1]out,+,
P [n−2] : f [n−2]in,− ⊕ f [n−2]in,+ 7→ f [n−2]in,− ⊕a[n−2] f [n−2]in,− ,
where the operators d[1], a[n−2] are given by the same formulae (2.10a), (2.10d). Note in particular thatP [1] and
P [n−2] are projections along their kernelsH [1]out,− andH
[n−2]
in,+ .
Let us next introduce the total space
H :=
n−2⊕
k=1
H [k].
It admits a splitting that will play an important role below. Namely,
H =H+⊕H−,
H± :=H [1]out,±⊕
(
H [2]in,∓⊕H [2]out,±
)
⊕ . . .⊕
(
H [n−3]in,∓ ⊕H [n−3]out,±
)
⊕H [n−2]in,∓ .
(2.11)
Combine the 3-point projectionsP [k] into an operatorP⊕ :H →H given by the direct sum
P⊕ =P [1]⊕ . . .⊕P [n−2].
Clearly, we have
Lemma 2.3. P 2⊕ =P⊕ and kerP⊕ =H−.
Another important operator PΣ : H →H is defined using the solution Ψˆ (z) (defined by (2.7)) of the n-
point RHP in a way similar to construction of the projection (2.9):
PΣ f (z)= 1
2pii
∮
CΣ
Ψˆ+ (z)Ψˆ+
(
z ′
)−1
f
(
z ′
)
d z ′
z− z ′ , CΣ :=
n−3⋃
k=1
C [k]out∪C [k+1]in . (2.12)
We use the same prescription for the contours: whenever it is necessary to interpret the singular factor
1/
(
z− z ′), the contour of integration is slightly deformed into the appropriate annulus.
LetHA be the space of boundary values on CΣ of functions holomorphic onA =⋃n−3k=1Ak .
Lemma 2.4. P 2Σ =PΣ andHA ⊆ kerPΣ.
Proof. Given f ∈HA , the integration contoursC [k]out andC [k+1]in in (2.12) can be merged thanks to the absence
of singularities inside Ak , which proves the second statement. To show the projection property, it suffices to
notice that
P 2Σ f
[k] (z)= 1
(2pii )2
Ó
CΣ
Ψˆ+ (z)Ψˆ+
(
z ′′
)−1
f [k]
(
z ′′
)
d z ′d z ′′
(z− z ′) (z ′− z ′′) .
Because of the ordering of contours prescribed above, the only obstacle to mergingC [k]out andC
[k]
in in the integral
with respect to z ′ is the pole at z ′ = z. The result follows by residue computation. 
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Lemma 2.5. PΣP⊕ =P⊕ andP⊕PΣ=PΣ.
Proof. Similar to the proof of Lemma 2.4. Use that Ψˆ−1Ψ[k] has no jumps on Γ[k] to compute by residues the
intermediate integrals inPΣP⊕ andP⊕PΣ. 
The above suggests to introduce the notation
HT := imP⊕ = imPΣ. (2.13)
The spaceHT ⊂H can be thought of as the subspace of functions on the union of boundary circlesC [k]in ,C [k]out
that can be continued inside
⋃n−2
k=1T
[k] with monodromy and singular behavior of the n-point fundamental
matrix solutionΦ (z). The only exception is the regular singularity at∞where the growth is slower.
The structure of elements of HT is described by Lemma 2.2. Varying the positions of singular points,
one obtains a trajectory ofHT in the infinite-dimensional Grassmannian Gr(H ) defined with respect to the
splitting H =H+ ⊕H−. Note that each of the subspaces H± may be identified with N (n−3) copies of the
space L2
(
S1
)
of functions on a circle; the factor n−3 corresponds to the number of annuli and N is the rank of
the appropriate RHP.
We can also write
H =HT ⊕H−. (2.14)
The operator P⊕ introduced above gives the projection on HT along H−. Similarly, the operator PΣ is a
projection onHT along kerPΣ ⊇HA . We would like to express it in terms of 3-point projectors. To this end
let us regard f [k]in,−, f
[k]
out,+ as coordinates on HT . Suppose that f ∈H can be decomposed as f = g +h with
g ∈HT and h ∈HA . The latter condition means that
h[k]out,± = h[k+1]in,± , k = 1, . . . ,n−3,
which can be equivalently written as a system of equations for components of g :
g [k]in,−−c[k−1]g [k−1]in,− −d[k−1]g [k−1]out,+ = f [k]in,−− f [k−1]out,− ,
g [k]out,+−a[k+1]g [k+1]in,− −b[k+1]g [k+1]out,+ = f [k]out,+− f [k+1]in,+ ,
(2.15)
where g [1]in,− = 0, g [n−2]out,+ = 0. The first and second equations are valid in sufficiently narrow annuli containing
C [k]in and C
[k]
out, respectively. Define
g˜k =
(
g [k]out,+
g [k+1]in,−
)
, f˜k =
(
f [k]out,+− f [k+1]in,+
f [k+1]in,− − f [k]out,−
)
, Uk =
(
0 a[k+1]
d[k] 0
)
, k = 1, . . . ,n−3,
Vk =
(
b[k+1] 0
0 0
)
, Wk =
(
0 0
0 c[k+1]
)
, k = 1, . . . ,n−4,
K =

U1 V1 0 . 0
W1 U2 V2 . 0
0 W2 U3 . .
. . . . Vn−4
0 0 . Wn−4 Un−3
 , ~g =

g˜1
g˜2
...
g˜n−3
 , ~f =

f˜1
f˜2
...
f˜n−3
 .
(2.16)
The system (2.15) can then be rewritten in a block-tridiagonal form
(1−K )~g = ~f . (2.17)
The decompositionH =HT ⊕HA thus uniquely exists provided that 1−K is invertible.
Let us prove a converse result and interpret K in a more invariant way. Consider the operatorsP⊕,+ :H+→
HT and PΣ,+ :H+→HT defined as restrictions of P⊕ and PΣ to H+. The first of them is invertible, with
the inverse given by the projection onH+ alongH−. Hence one can consider the composition L ∈ End(H+)
defined by
L :=P⊕,+−1PΣ,+. (2.18)
We are now going to make an important assumption which is expected to hold generically (more precisely,
outside the Malgrange divisor). It will soon become clear that it is satisfied at least in a sufficiently small finite
polydisk D⊂Cn−3 in the variables a1, . . . , an−3, centered at the origin.
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Assumption 2.6. PΣ,+ is invertible.
Proposition 2.7. For g ∈H+, let g˜k and ~g be defined by (2.16). In these coordinates, L−1 = 1−K .
Proof. Rewrite the equation L−1 f ′ = f asP⊕,+ f ′ =PΣ,+ f . Setting f =P⊕,+ f ′+h, the latter equation becomes
equivalent to PΣh = 0. The solution thus reduces to constructing h ∈HA such that
(
h+P⊕,+ f ′
)
− = 0, where
the projection is taken with respect to the splittingH =H+⊕H−. This can be achieved by setting
h[k]out,+ =h[k+1]in,+ =−
(
P⊕,+ f ′
)[k+1]
in,+ ,
h[k]out,− =h[k+1]in,− =−
(
P⊕,+ f ′
)[k]
out,− .
It then follows that f = f ′+h+ = (1−K ) f ′. 
Let us emphasize that the operator L involves the (a priori unknown) solution Ψˆ (z) of the original RHP,
equivalent to the solution of the n-point Fuchsian system, whereas K is expressed solely in terms of 3-point
parametrices. It is this fact which ultimately allows us to obtain in the next subsections a Fredholm determinant
representation of the tau function involving only these elementary building blocks.
2.4 Tau function
Definition 2.8. Let L ∈ End(H+) be the operator defined by (2.18). We define the tau function associated to the
Riemann-Hilbert problem forΨ as
τ (a) := det(L−1) . (2.19)
In order to demonstrate the relation of (2.19) to conventional definition [JMU] of the isomonodromic tau
function and its extension [ILP], let us compute the logarithmic derivatives of τwith respect to isomonodromic
times a1, . . . , an−3. At this point it is convenient to introduce the notation
∆k =
1
2
TrΘ2k , ∆¯k =
1
2
TrS2k . (2.20)
Recall that ∆¯0 ≡∆0 and ∆¯n−2 ≡∆n−1.
Theorem 2.9. We have
τ (a)=Υ (a)−1τJMU (a) , (2.21)
where τJMU (a) is defined up to a constant independent of a by
da lnτJMU =
∑
0≤k<l≤n−2
Tr Ak Al d ln(ak −al ) , (2.22)
and the prefactorΥ (a) is given by
Υ (a)=
n−3∏
k=1
a∆¯k−∆¯k−1−∆kk . (2.23)
Proof. We will proceed in several steps.
Step 1. Choose a collection of points a0 close to a in the sense that the same annuli can be used to define the
tau function τ
(
a0
)
. The collection a0 will be considered fixed whereas a varies. Let us compute the logarithmic
derivatives of the ratio τ (a)/τ
(
a0
)
. First of all we can write
τ (a)
τ
(
a0
) = det(P⊕,+ (a0)−1PΣ,+ (a0)PΣ,+ (a)−1P⊕,+ (a)) (2.24)
Note that since PΣ,+ (a) :H+→HT (a) can be viewed as a projection of elements ofH alongHA , the com-
position
Pa0→a :=PΣ,+ (a)PΣ,+
(
a0
)−1
:HT
(
a0
)→HT (a)
is also a projection alongHA . It therefore coincides with the restrictionPΣ
∣∣
HT (a0). One similarly shows that
Fa0→a :=P⊕,+ (a)P⊕,+
(
a0
)−1 =P⊕∣∣HT (a0).
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The exterior logarithmic derivative of (2.24) can now be written as
da ln
τ (a)
τ
(
a0
) = −TrHT (a0){da (Fa→a0Pa0→a) ·Pa→a0Fa0→a}=
= −TrHT (a0)
{
Fa→a0 ·daPa0→a ·Pa→a0Fa0→a
}
= (2.25)
= −TrH
{
P⊕
(
a0
) ·daPΣ (a) ·PΣ (a0)P⊕ (a)}.
The possibility to extend operator domains as to have the second equality is a consequence of (2.13). Further-
more, using once again the projection properties, one shows that
PΣ (a)
(
1−PΣ
(
a0
))= 0, P⊕ (a)(1−P⊕ (a0))= 0.
which reduces the equation (2.25) to
da lnτ (a)=−TrH
{
P⊕daPΣ
}
=−
n−2∑
k=1
TrH [k]
{
P [k]⊕ daPΣ
}
. (2.26)
Step 2. Let us now proceed to calculation of the right side of (2.26). Computations of the same type have
already been used in the proofs of Lemmata 2.4 and 2.5. The idea is that Ψ[k] and Ψˆ have the same jumps on
the contour Γ[k] which reduces the integrals in (2.9), (2.12) to residue computation. In particular, for f [k] ∈H [k]
with k = 2, . . . ,n−3 we have
P [k]⊕ daPΣ f
[k] (z)= 1
(2pii )2
Ó
C [k]in ∪C [k]out
Ψ[k]+ (z)Ψ
[k]
+
(
z ′
)−1
da
(
Ψˆ+
(
z ′
)
Ψˆ+
(
z ′′
)−1)
f [k]
(
z ′′
)
d z ′d z ′′
(z− z ′) (z ′− z ′′) . (2.27)
The integrals are computed with the prescription that z is located inside the contour of z ′, itself located inside
the contour of z ′′, and then passing to boundary values. But since the function
(
z ′− z ′′)−1 da (Ψˆ+ (z ′)Ψˆ+ (z ′′)−1)
has no singularity at z ′′ = z ′, the contours of z ′ and z ′′ can be moved through each other. This identifies the
trace of the integral operator on the right of (2.27) with
Tr
(
P [k]⊕ daPΣ
)
= − 1
(2pii )2
Ó
C [k]in ∪C [k]out
Tr
{
Ψ[k]+ (z)Ψ
[k]
+
(
z ′
)−1
da
(
Ψˆ+
(
z ′
)
Ψˆ+ (z)
−1)}
d z d z ′
(z− z ′)2 =
= − 1
(2pii )2
Ó
C [k]in ∪C [k]out
Tr
{
Ψ[k]+
(
z ′
)−1
daΨˆ+
(
z ′
) · Ψˆ+ (z)−1Ψ[k]+ (z)}d z d z ′
(z− z ′)2
− 1
(2pii )2
Ó
C [k]in ∪C [k]out
Tr
{
da
(
Ψˆ+ (z)
−1) ·Ψ[k]+ (z)Ψ[k]+ (z ′)−1Ψˆ+ (z ′)}d z d z ′
(z− z ′)2 ,
where z is considered to be inside the contour of z ′. The first term vanishes since the contours C [k]in and C
[k]
out
in the integral with respect to z can be merged. In the second term the integral with respect to z ′ is determined
by the residue at z ′ = z, which yields
Tr
(
P [k]⊕ daPΣ
)
= 1
2pii
∮
C [k]in ∪C [k]out
Tr
{
da
(
Ψˆ+ (z)
−1) ·Ψ[k]+ (z) ·∂z (Ψ[k]+ (z)−1Ψˆ+ (z))}d z.
Recall that Ψˆ+, Ψ[k]+ are related to fundamental matrix solutions Φ, Φ[k] of n-point and 3-point Fuchsian sys-
tems by
Ψˆ+ (z)
∣∣∣
C [k]in
= S−1k−1 (−z)−Sk−1Φ (z) , Ψˆ+ (z)
∣∣∣
C [k]out
= S−1k (−z)−Sk Φ (z) ,
Ψ[k]+ (z)
∣∣∣
C [k]in
= S−1k−1 (−z)−Sk−1Φ[k] (z) , Ψ[k]+ (z)
∣∣∣
C [k]out
= S−1k (−z)−Sk Φ[k] (z) .
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This leads to
Tr
(
P [k]⊕ daPΣ
)
= 1
2pii
∮
C [k]in ∪C [k]out
Tr
{
da
(
Φ−1
) ·Φ[k] ·∂z (Φ[k]−1Φ)}d z =
= resz=ak Tr
{
daΦ ·Φ−1
(
∂zΦ ·Φ−1−∂zΦ[k] ·Φ[k]−1
)}
. (2.28)
The contributions of the subspacesH [1] andH [n−2] to the trace (2.26) can be computed in a similar fashion.
The only difference is that instead of merging C [k]in with C
[k]
out one should now shrink the contour C
[1]
out to 0 and
C [n−2]in to∞. The result is given by the same formula (2.28).
Step 3. To complete the proof, it now remains to compute the residues in (2.28). Note that near the regular
singularity z = ak the fundamental matricesΦ,Φ[k] are characterized by the behavior
Φ (z → ak )=Ck (ak − z)Θk
(
1+
∞∑
l=1
gk,l (z−ak )l
)
Gk , (2.29a)
Φ[k] (z → ak )=Ck (ak − z)Θk
(
1+
∞∑
l=1
g [k]1,l (z−ak )l
)
G [k]1 . (2.29b)
The coinciding leftmost factors ensure the same local monodromy properties. The rightmost coefficients ap-
pear in the n-point and 3-point RHPs as Gk =Ψ (ak ), G [k]1 =Ψ[k] (ak ). It becomes straightforward to verify that
as z → ak , one has
∂zΦ ·Φ−1−∂zΦ[k] ·Φ[k]−1 =Ck (ak − z)Θk
[
gk,1− g [k]1,1 +O (z−ak )
]
(ak − z)−Θk C−1k ,
daΦ ·Φ−1 =Ck (ak − z)Θk
[
−Θk d ak
z−ak
+O (1)
]
(ak − z)−Θk C−1k .
In combination with (2.26), (2.28), this in turn implies that
da lnτ (a)=
n−3∑
k=1
TrΘk
(
gk,1− g [k]1,1
)
d ak . (2.30)
Substituting local expansion (2.29a) into the Fuchsian system (2.4), we may recursively determine the coef-
ficients gk,l . In particular, the first coefficient gk,1 satisfies
gk,1+
[
Θk , gk,1
]=G−1k
(
n−2∑
l=0,l 6=k
Al
ak −al
)
Gk , (2.31)
so that
n−3∑
k=1
Tr
(
Θk gk,1
)
d ak =
n−3∑
k=1
n−2∑
l=0,l 6=k
Tr Ak Al
ak −al
d ak = da lnτJMU. (2.32)
The 3-point analog of the relation (2.31) is
g [k]1,1 +
[
Θk , g
[k]
1,1
]
=G [k]1
A[k]0
ak
G [k]1
−1
,
which gives
Tr
(
Θk g
[k]
1,1
)
= Tr A
[k]
0 A
[k]
1
ak
=
Tr
(
A[k]∞
2− A[k]0
2− A[k]1
2)
2ak
= ∆¯k − ∆¯k−1−∆k
ak
. (2.33)
Combining (2.30) with (2.32) and (2.33) finally yields the statement of the theorem. 
Corollary 2.10. Jimbo-Miwa-Ueno isomonodromic tau function τJMU (a) admits a block Fredholm determinant
representation
τJMU (a)=Υ (a) ·det(1−K ) , (2.34)
where the operator K is defined by (2.16). Its N ×N subblocks (2.10) are expressed in terms of solutions Ψ[k] of
RHPs associated to 3-point Fuchsian systems with prescribed monodromy.
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There arises a natural question: is there a relative of the Fredholm determinant representation (2.34) for the
RHP solution Ψˆ (z) itself? In the theory of integral operators with integrable kernels there is a familiar procedure
of converting the computation of the resolvent into a Riemann-Hilbert problem. It turns out that our situation
is similar, namely we have the following
Theorem 2.11. Inside the annuliA , the RHP solution Ψˆ (z) is expressed in terms of the 3-point solutions by
Ψˆ (z)=P⊕,+L 1[n−3]out Ψˆ[n−2]+ (z)+ 1[n−2]in Ψˆ[n−2]+ (z) , (2.35)
where 1[n−3]out and 1
[n−2]
in are indicator functions of the boundary circles C
[n−3]
out and C
[n−2]
in , and we assume the
normalizations Ψˆ (∞)= Ψˆ[n−2] (∞)= 1.
Proof. First of all notice that the right side of (2.35) indeed makes sense. Namely, 1[n−3]out Ψˆ
[n−2]
+ (z) belongs to
H [n−3]out,+ ⊂H+ and therefore can be acted upon by L defined by (2.18). From this definition it trivially follows
thatP⊕,+L =PΣ,+, so that
P⊕,+L 1[n−3]out Ψˆ
[n−2]
+ (z)=
1
2pii
∮
C [n−3]out
Ψˆ+ (z)Ψˆ+
(
z ′
)−1
Ψˆ[n−2]+
(
z ′
)
d z ′
z− z ′ .
The product Ψˆ−1+ Ψˆ
[n−2]
+ has no jumps on Γˆ[n−2]. The contour C
[n−3]
out can therefore be collapsed at infinity
so that the integral is given by the sum of residues at z ′ = ∞ and z ′ = z. The former contribution is just
Ψˆ+ (z)Ψˆ+ (∞)−1Ψˆ[n−2]+ (∞) while the latter appears only if z belongs to the boundary circle C [n−2]in of the right-
most trinion and is given by −1[n−2]in Ψˆ[n−2]+ (z). 
2.5 Example: 4-point tau function
In order to illustrate the developments of the previous subsection, let us consider the simplest nontrivial case
of Fuchsian systems with n = 4 regular singular points. Three of them have already been fixed at a0 = 0, a2 = 1,
a3 =∞. There remains a single time variable a1 ≡ t . To be able to apply previous results, it is assumed that
0< t < 1.
The monodromy data are given by 4 diagonal matrices Θ0,t ,1,∞ of local monodromy exponents and con-
nection matrices C0, Ct ,±, C1,±, C∞ satisfying the relations
M0 ≡C0e2piiΘ0C−10 =Ct ,−C−1t ,+, e2piiS =Ct ,−e2piiΘt C−1t ,+ =C1,−C−11,+
Observe that, in the hope to make the notation more intuitive, it has been slightly changed as compared to the
general case. The indices 0,1,2,3 are replaced by 0, t ,1,∞. Also, for n = 4 there is only one nontrivial matrix
M0→k (namely, with k = 1). Therefore it becomes convenient to work from the very beginning in a distinguished
basis where M0→1 is given by a diagonal matrix e2piiS with TrS= Tr(Θ0+Θt )=−Tr(Θ1+Θ∞). In terms of the
previous notation, this corresponds to setting S1 = S and S1 = 1. The eigenvalues of S will be denoted by
σ1, . . . ,σN . Recall (cf Assumption 2.1) that S is chosen so that these eigenvalues satisfy∣∣ℜ(σα−σβ)∣∣≤ 1, σα−σβ 6= ±1. (2.36)
The 4-punctured sphere is decomposed into two pairs of pants T [L], T [R] by one annulus A as shown in
Fig. 10. The spaceH is a sum
H =H+⊕H−, H± =H [L]out,±⊕H [R]in,∓. (2.37)
Both subspacesH± may thus be identified with the spaceHC :=CN⊗L2 (C ) of vector-valued square integrable
functions on a circleC centered at the origin and belonging to the annulusA . It will be very convenient for us
to represent the elements ofHC by their Laurent series insideA ,
f (z)=
∑
p∈Z′
f p z−
1
2+p , f p ∈CN . (2.38)
In particular, the first and second component ofH+ in (2.37) consist of functions with vanishing negative and
positive Fourier coefficients, respectively, i.e. they may be identified with Π+HC and Π−HC . At this point
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0 t 1
M−10 e
−2piiS e−2piiS M∞
(−z)−S
(−z)−S
(−z)Θ∞ C−1∞ (−z)−Θ0 C−10
(t − z)−Θt C−1t ,+
(t − z)−Θt C−1t ,−
(1− z)−Θ1 C−11,+
(1− z)−Θ1 C−11,−
Figure 10: Contour Γˆ and jump matrices Jˆ for the 4-punctured sphere
the use of half-integer indices p ∈Z′ for Fourier modes may seem redundant, but its convenience will quickly
become clear.
When n = 4, the representation (2.34) reduces to
τJMU (t )= t
1
2 Tr
(
S2−Θ20−Θ2t
)
det(1−U ) , U =
(
0 a
d 0
)
∈ End(HC ) , (2.39)
where the operators a≡ a[R] ≡ a[2] :Π−HC →Π+HC and d≡ d[L] ≡ d[1] :Π+HC →Π−HC are given by
(
ag
)
(z)= 1
2pii
∮
C
a
(
z, z ′
)
g
(
z ′
)
d z ′ , a
(
z, z ′
)= Ψ[R] (z)Ψ[R] (z ′)−1− 1
z− z ′ , (2.40a)(
dg
)
(z)= 1
2pii
∮
C
d
(
z, z ′
)
g
(
z ′
)
d z ′ , d
(
z, z ′
)= 1−Ψ[L] (z)Ψ[L] (z ′)−1
z− z ′ . (2.40b)
The contour C is oriented counterclockwise, which is the origin of sign difference in the expression for d as
compared to (2.10d). In the Fourier basis (2.38), the operators a and d are given by semi-infinite matrices
whose N ×N blocks a p−q , d−pq are deteremined by
a
(
z, z ′
)= ∑
p,q∈Z′+
a
p
−q z
− 12+p z ′−
1
2+q , d
(
z, z ′
)= ∑
p,q∈Z′+
d
−p
q z
− 12−p z ′−
1
2−q . (2.41)
It should be emphasized that the indices of a p−q and d
−p
q belong to different ranges, since in both cases p, q are
positive half-integers.
The matrix functions Ψ[L] (z), Ψ[R] (z) appearing in the integral kernels of a and d solve the 3-point RHPs
associated to Fuchsian systems with regular singularities at 0, t ,∞ and 0,1,∞, respectively. In order to under-
stand the dependence of the 4-point tau function on the time variable t , let us rescale the fundamental solution
of the first system by setting
Φ[L] (z)= Φ˜[L]
( z
t
)
. (2.42)
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0 1(−z)−S (−z)
−Θ0 C−10
M−10
e−2piiS
(1− z)−Θt C−1t ,+
(1− z)−Θt C−1t ,−
(−z)Θ∞ C−1∞
(−z)−S
0 1
M∞e−2piiS
(1− z)−Θ1 C−11,+
(1− z)−Θ1 C−11,−
Figure 11: Contours and jump matrices for Ψ˜[L] (left) andΨ[R] (right)
The rescaled matrix Φ˜[L] (z) solves a Fuchsian system characterized by the same monodromy asΦ[L] (z) but the
corresponding singular points are located at 0,1,∞. Denote by Ψ˜[L] (z) the solution of the RHP associated to
Φ˜[L] (z). To avoid possible confusion of the reader, we explicitly indicate the contours and jump matrices for
RHPs for Ψ˜[L] andΨ[R] in Fig. 11; note the independence of jumps on t . In particular, inside the disk around∞
we have Φ˜[L] (z) = (−z)S Ψ˜[L] (z). Since the annulus A belongs to the disk around ∞ in the RHP for Ψ[L], the
formula (2.42) yields the following expression forΨ[L] insideA :
Ψ[L] (z)
∣∣∣
A
= (−z)−SΦ[L] (z)= t−SΨ˜[L]
( z
t
)
= t−S
(
1+
∞∑
k=1
g [L]k t
k z−k
)
G [L]∞ , (2.43a)
where the N ×N matrix coefficients g [L]k are independent of t . Analogous expression forΨ[R] (z) insideA does
not contain t at all:
Ψ[R] (z)
∣∣∣
A
=
(
1+
∞∑
k=1
g [R]k z
k
)
G [R]0 . (2.43b)
The formulae (2.43) allow to extract from the determinant representation (2.39) the asymptotics of 4-point
Jimbo-Miwa-Ueno tau function τJMU (t ) as t → 0 to any desired order. We are now going to explain the details
of this procedure.
Rewrite the integral kernel d
(
z, z ′
)
as
d
(
z, z ′
)= t−S 1− Ψ˜[L]
( z
t
)
Ψ˜[L]
(
z ′
t
)−1
z− z ′ t
S.
The block matrix elements of d in the Fourier basis are therefore given by
d
−p
q = t−Sd˜−pq tS · t p+q , p, q ∈Z′+, (2.44)
where N ×N matrix coefficients d˜−pq are independent of t . They can be extracted from the Fourier series
1− Ψ˜[L] (z)Ψ˜[L] (z ′)−1
z− z ′ =
∑
p,q∈Z′+
d˜
−p
q z
− 12−p z ′−
1
2−q , (2.45)
and are therefore expressed in terms of the coefficients of local expansion of the 3-point solution Φ˜[L] (z) around
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z =∞ by straightforward algebra. For instance, the first few coefficients are given by
d˜
− 12
1
2
= g [L]1 ,
d˜
− 12
3
2
= g [L]2 − g [L]1
2
, d˜
− 32
1
2
= g [L]2 ,
d˜
− 12
5
2
= g [L]3 − g [L]2 g [L]1 − g [L]1 g [L]2 + g [L]1
3
, d˜
− 32
3
2
= g [L]3 − g [L]2 g [L]1 , d˜
− 52
1
2
= g [L]3 ,
. . . . . . . . . . . . . . . . . .
Different lines above contain the coefficients of fixed degree p + q ∈ Z>0 which appears in the power of t in
(2.44). Very similar formulas are also valid for matrix elements of a:
a
1
2
− 12
= g [R]1 , a
1
2
− 32
= g [R]2 − g [R]1
2
, a
3
2
− 12
= g [R]2 , . . .
The crucial point for the asymptotic analysis of τ (t ) is that for small t the operator d becomes effectively
finite rank. Indeed, fix a positive integer Q. To obtain a uniform approximation of d
(
z, z ′
)
up to order O
(
tQ
)
,
it suffices to take into account its Fourier coefficients d−pq with p + q ≤Q; recall that the eigenvalues of S are
chosen as to satisfy (2.36). Since here p, q ∈ Z′+, the total number of relevant coefficients is finite and equal to
Q (Q−1)/2. It follows that the only terms in the Fourier expansion of a(z, z ′) that contribute to the determinant
(2.39) to order O
(
tQ
)
correspond to monomials zp−
1
2 z ′q−
1
2 with p+q ≤Q. This is summarized in
Theorem 2.12. Let Q ∈Z>0. The 4-point tau function τJMU (t ) has the following asymptotics as t → 0:
τJMU (t )' t
1
2 Tr
(
S2−Θ20−Θ2t
)[
det
(
1−UQ
)+O (tQ)], UQ = ( 0 aQdQ 0
)
. (2.46)
Here UQ denotes a 2NQ×2NQ finite matrix whose NQ×NQ-dimensional blocks aQ and dQ are themselves block
lower and block upper triangular matrices of the form
aQ =

a
Q− 12
− 12
0 · · · 0
... a
Q− 32
− 32
· ...
a
3
2
− 12
· . . . 0
a
1
2
− 12
a
1
2
− 32
· · · a
1
2
1
2−Q

, dQ = t−S

d˜
− 12
Q− 12
tQ · · · d˜−
1
2
3
2
t 2 d˜
− 12
1
2
t
0
. . . · d˜−
3
2
1
2
t 2
... · d˜
3
2−Q
3
2
tQ
...
0 · · · 0 d˜
1
2−Q
1
2
tQ

tS,
where a p−q , d˜
−p
q are determined by (2.40a), (2.41), (2.45), and the conjugation by t
S in the expression for dQ is
understood to act on each N ×N block of the interior matrix. Moreover, strengthening the condition (2.36) to
strict inequality
∣∣ℜ(σα−σβ)∣∣< 1 improves the error estimate in (2.46) to o (tQ).
Remark 2.13. The above theorem gives the asymptotics of τJMU (t ) to arbitrary finite order Q in terms of so-
lutions Φ[R] (z), Φ˜[L] (z) of two 3-point Fuchsian systems with prescribed monodromy around regular singular
points 0, 1,∞. For Q = 1 and under assumption ∣∣ℜ(σα−σβ)∣∣< 1, its statement may be rewritten as
τJMU (t )' t
1
2 Tr
(
S2−Θ20−Θ2t
) [
det
(
1− g [R]1 t 1−Sg [L]1 tS
)
+o (t )
]
. (2.47)
A result equivalent to this last formula has been recently obtained in [ILP, Proposition 3.9] by a rather involved
asymptotic analysis based on the conventional Riemann-Hilbert approach. For N = 2, the leading term in the
expansion of the determinant appearing in (2.47) gives Jimbo asymptotic formula [Jim] for Painlevé VI.
Let us also describe for completeness the n = 4 specialization of the formulae for the fundamental solution.
Fix the bases in H+ and H with respect to decompositions H+ =H [L]out,+⊕H [R]in,− and H =H [L]out,+⊕H [R]in,−⊕
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H [L]out,−⊕H [R]in,+. In these bases, different operators appearing in (2.35) acquire the form
P⊕,+ =

1 0
0 1
d 0
0 a
 , 1[L]outΨ[R] (z)= ( Ψ[R] (z)0
)
, 1[R]in Ψ
[R] (z)=

0
0
0
Ψ[R] (z)
 ,
L = (1−U )−1 =
(
(1−ad)−1 a (1−da)−1
d (1−ad)−1 (1−da)−1
)
,
where 1[L]outΨ
[R] (z) and 1[R]in Ψ
[R] (z) are seen as vectors inH+ andH , respectively. Now using (2.35) and repre-
senting the answer in the form of a single function defined on the annulusA , we obtain
Ψˆ (z)= (1+d) (1−ad)−1Ψ[R] (z) , z ∈A . (2.48)
3 Fourier basis and combinatorics
3.1 Structure of matrix elements
Let us return to the general case of n regular singular points on P1. We have already seen in the previous sub-
section certain advantages of writing the operators which appear in the Fredholm determinant representation
(2.34) of the tau function in the Fourier basis. This motivates us to introduce the following notation for the
integral kernels of the 3-point projection operators a[k], b[k], c[k], d[k] from (2.10):
a[k]
(
z, z ′
)
:= Ψ
[k]
+ (z)Ψ
[k]
+
(
z ′
)−1− 1
z− z ′ =
∑
p,q∈Z′+
a[k]
p
−q z
− 12+p z ′−
1
2+q , z, z ′ ∈C [k]in , (3.1a)
b[k]
(
z, z ′
)
:= −Ψ
[k]
+ (z)Ψ
[k]
+
(
z ′
)−1
z− z ′ =
∑
p,q∈Z′+
b[k]
p
q z
− 12+p z ′−
1
2−q , z ∈C [k]in , z ′ ∈C [k]out, (3.1b)
c[k]
(
z, z ′
)
:= Ψ
[k]
+ (z)Ψ
[k]
+
(
z ′
)−1
z− z ′ =
∑
p,q∈Z′+
c[k]
−p
−q z
− 12−p z ′−
1
2+q , z ∈C [k]out, z ′ ∈C [k]in , (3.1c)
d[k]
(
z, z ′
)
:= 1−Ψ
[k]
+ (z)Ψ
[k]
+
(
z ′
)−1
z− z ′ =
∑
p,q∈Z′+
d[k]
−p
q z
− 12−p z ′−
1
2−q , z, z ′ ∈C [k]out. (3.1d)
Just as before in (2.40b), the overall minus signs in the expressions for b[k]
(
z, z ′
)
and d[k]
(
z, z ′
)
are introduced
to absorb the negative orientation of C [k]out.
Our task in this subsection is to understand the dependence of matrix elements a[k] p−q , b
[k]p
q , c
[k]−p
−q , d
[k]−p
q
on their indices p, q ∈Z′+. To this end recall that (cf (2.5))
Ψ[k]+ (z)=
{
(−z)−Sk−1 S−1k−1Φ[k] (z) , z ∈C [k]in ,
(−z)−Sk S−1k Φ[k] (z) , z ∈C [k]out.
(3.2)
whereΦ[k] (z) denotes the fundamental solution of the 3-point Fuchsian system (2.6).
Theorem 3.1. Denote by r[k] the rank of the matrix A[k]1 which appears in the Fuchsian system (2.6). Let
u[k]r , v
[k]
r ∈CN with r = 1, . . . ,r[k] be the column and row vectors giving the decomposition
ak A
[k]
1 =−
r[k]∑
r=1
u[k]r ⊗ v [k]r . (3.3)
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Let
(
ψ[k]r
)p ,(ψ¯[k]r )p ,(ϕ[k]r )−p ,(ϕ¯[k]r )−p ∈CN be the coefficients of the Fourier expansions
Ψ[k]+ (z)u
[k]
r
z−ak
= ∑
p∈Z′+
(
ψ[k]r
)p z− 12+p ,
v [k]r Ψ
[k]
+ (z)
−1
z−ak
= ∑
p∈Z′+
(
ψ¯[k]r
)
p z
− 12+p ,
z ∈C [k]in , (3.4a)

Ψ[k]+ (z)u
[k]
r
z−ak
= ∑
p∈Z′+
(
ϕ[k]r
)−p z− 12−p ,
v [k]r Ψ
[k]
+ (z)
−1
z−ak
= ∑
p∈Z′+
(
ϕ¯[k]r
)
−p z
− 12−p ,
z ∈C [k]out. (3.4b)
Then the operators a[k], b[k], c[k], d[k] can be represented as sums of a finite number of infinite-dimensional
Cauchy matrices with respect to the indices p, q, explicitly given by
a[k]
p;α
−q ;β =
r[k]∑
r=1
(
ψ[k]r
)p;α(ψ¯[k]r )q ;β
p+q +σk−1,α−σk−1,β
, (3.5a)
b[k]
p;α
q ;β =
r[k]∑
r=1
(
ψ[k]r
)p;α(ϕ¯[k]r )−q ;β
q −p−σk−1,α+σk,β
, (3.5b)
c[k]
−p;α
−q ;β =
r[k]∑
r=1
(
ϕ[k]r
)−p;α(ψ¯[k]r )q ;β
q −p+σk,α−σk−1,β
, (3.5c)
d[k]
−p;α
q ;β =
r[k]∑
r=1
(
ϕ[k]r
)−p;α(ϕ¯[k]r )−q ;β
p+q −σk,α+σk,β
, (3.5d)
where the color indices α,β= 1, . . . , N correspond to internal structure of the blocks a[k] p−q , b[k]pq , c[k]−p−q , d[k]−pq .
Proof. The Fuchsian system (2.6) can be used to differentiate the integral kernels (3.1) with respect to z and z ′.
Consider, for instance, the operator
L0 = z∂z + z ′∂z ′ +1.
It is easy to check that5 L0
1
z−z ′ = 0. Combining this with (3.1a), (3.2) and (2.6), one obtains e.g. that
L0a
[k] (z, z ′)= (z∂z + z ′∂z ′)Ψ[k]+ (z)Ψ[k]+ (z ′)−1
z− z ′ =
[
a[k]
(
z, z ′
)
,Sk−1
]
− Ψ
[k]
+ (z)
z−ak
ak A
[k]
1
Ψ[k]+
(
z ′
)−1
z ′−ak
,
where z, z ′ ∈C [k]in . The crucial point here is that the dependence of the second term on z and z ′ is completely
factorized. Indeed, it follows from the last identity, the form of L0 and the notation (3.4a) that N ×N matrix
a[k]
p
−q from (3.1a) satisfies the equation
(
p+q +adSk−1
)
a[k]
p
−q =
r[k]∑
r=1
(
ψ[k]r
)p ⊗ (ψ¯[k]r )q .
The formula (3.5a) is nothing but a rewrite of this identity. The proof of Cauchy type representations (3.5b)–
(3.5d) for the other three operators is completely analogous. 
3.2 Combinatorics of determinant expansion
This subsection develops a systematic approach to the computation of multivariate series expansion of the
Fredholm determinant τ (a)= det(1−K ). Recall that, according to Theorem 2.9, the isomonodromic tau func-
tion τJMU (a) coincides with τ (a) up to an elementary explicit prefactor.
5The reader with acquintance with two-dimensional conformal field theory will recognize in this equation the dilatation Ward identity
for the 2-point correlator of Dirac fermions.
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Let A ∈ CX×X be a matrix indexed by a discrete and possibly infinite set X. Our basic tool for expanding
τ (a) is the von Koch’s formula:
det(1+ A)=
∑
Y∈2X
det AY, (3.6)
where det AY denotes the |Y|× |Y| principal minor obtained by restriction of A to a subset Y⊆X. Of course,
the series in (3.6) terminates when X is finite.
In our case, the role of the matrix A is played by the operator K written in the Fourier basis. The elements
of X are multi-indices which encode the following data:
• the positions of the blocks a[k], b[k], c[k], d[k] in K defined by (2.16);
• a half-integer Fourier index of the appropriate block;
• a color index taking its values in the set {1, . . . , N }.
It is useful to combine Fourier and color indices into one multi-index ı = (p,α) ∈N :=Z′×{1, . . . , N }. Unordered
sets {ı1, . . . , ım} ∈ 2N of such multi-indices are denoted by capital Roman letters I or J . Given a matrix M ∈
CN×N, we denote by M JI its |I |× |J | restriction to rows I and columns J .
Principal submatrices of K may be labeled by pairs
(
~I ,~J
)
, where ~I = (I1, . . . , In−3), ~J = (J1, . . . , Jn−3) and
I1...n−3, J1...n−3 ∈ 2N. Namely, define
K~I ,~J :=

0
(
a[2]
)I1
J1
(
b[2]
)I1
I2
0 0 0 · · 0 0(
d[1]
)J1
I1
0 0 0 0 0 · · 0 0
0 0 0
(
a[3]
)I2
J2
(
b[3]
)I2
I3
0 · · 0 0
0
(
c[2]
)J2
J1
(
d[2]
)J2
I2
0 0 0 · · 0 0
0 0 0 0 0
(
a[4]
)I3
J3
· · · ·
0 0 0
(
c[3]
)J3
J2
(
d[3]
)J3
I3
0 · · · ·
· · · · · · · · (b[n−3])In−2In−3 0
· · · · · · · · 0 0
0 0 0 0 · · 0 0 0 (a[n−2])In−3Jn−3
0 0 0 0 · · 0 (c[n−3])Jn−3Jn−4 (d[n−3])Jn−3In−3 0

For reasons that will become apparent below, the pairs
(
~I ,~J
)
will be referred to as configurations. It is useful
to keep in mind that the lower index in Ik , Jk corresponds to the annulus Ak , and the blocks of K are acting
between spaces of holomorphic functions on the appropriate annuli.
Definition 3.2. A configuration
(
~I ,~J
) ∈ (2N)×2(n−3) is called
• balanced if |Ik | = |Jk | for k = 1, . . . ,n−3;
• proper if all elements of Ik (and Jk ) have positive (resp. negative) Fourier indices for k = 1, . . . ,n−3.
The sets of all balanced and proper balanced configurations will be denoted by Conf and Conf+, respectively.
Definition 3.3. For
(
~I ,~J
) ∈Conf, define
Z Ik−1,Jk−1Ik ,Jk
(
T [k]
)
:= (−1)|Ik |det
 (a[k])Ik−1Jk−1 (b[k])Ik−1Ik(
c[k]
)Jk
Jk−1
(
d[k]
)Jk
Ik
 , k = 1, . . . ,n−2. (3.7a)
In order to have uniform notation, here we set I0 = J0 = In−2 = Jn−2 ≡;, so that
Z ;,;I1,J1
(
T [1]
)= (−1)|I1|det(d[1])J1I1 , Z In−3,Jn−3;,; (T [n−2])= det(a[n−2])In−3Jn−3 . (3.7b)
Proposition 3.4. The principal minor D~I ,~J := detK~I ,~J vanishes unless
(
~I ,~J
) ∈ Conf+, in which case it factorizes
into a product of n−2 finite (|Ik−1|+ |Ik |)× (|Ik−1|+ |Ik |) determinants as
D~I ,~J =
n−2∏
k=1
Z Ik−1,Jk−1Ik ,Jk
(
T [k]
)
. (3.8)
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Proof. For k = 1, . . . ,n−3, exchange the (2k−1)-th and 2k-th block row of the matrix K~I ,~J . As such permutation
can only change the sign of the determinant, the proposition for balanced configurations follows immediately
from the block structure of the resulting matrix. The sign change is taken into account by the factor (−1)|Ik |
in (3.7a).
The only non-zero Fourier coefficients of a[k],b[k],c[k],d[k] are given by (3.1). Therefore, if a configuration(
~I ,~J
) ∈ Conf is not proper, then at least one of the factors on the right of (3.8) vanishes due to the presence of
zero rows or columns in the relevant matrices. 
Corollary 3.5. Fredholm determinant τ (a) is given by
τ (a)=
∑
(
~I ,~J
)∈Conf+
n−2∏
k=1
Z Ik−1,Jk−1Ik ,Jk
(
T [k]
)
. (3.9)
Proof. Another useful consequence of the block structure of the operator K is that TrK 2m+1 = 0 for m ∈ Z≥0.
This implies that det(1−K )= det(1+K ). It now suffices to combine this symmetry with von Koch’s formula (3.6)
and Proposition 3.4. 
Let us now give a combinatorial description of the set Conf+ of proper balanced configurations in terms of
Maya diagrams and charged partitions.
Definition 3.6. A Maya diagram is a map m : Z′ → {−1,1} subject to the condition that m(p) = ±1 for all but
finitely many p ∈Z′±. The set of all Maya diagrams will be denoted byM.
A convenient graphical representation of m ∈M is obtained by replacing −1’s and 1’s by white and black
circles located at the sites of half-integer lattice, see bottom part of Fig. 12 for an example. The white circles
in Z′+ and black circles in Z′− are referred to as particles and holes in the Dirac sea, which itself corresponds
to the diagram m0 defined by m0
(
Z′±
) = ±1. An arbitrary diagram is completely determined by a sequence
p (m)= (p1, . . . , pr ) of strictly decreasing positive half-integers p1 > . . .> pr giving the positions of particles, and
a sequence h (m)= (−q1, . . . ,−qs) of strictly increasing negative half-integers −q1 < . . .<−qs corresponding to
the positions of holes. The integer Q (m) := |p (m)|− |h (m)| is called the charge of m.
Given a configuration
(
~I ,~J
) ∈ Conf+, consider a pair of its multi-indices (Ik , Jk ) associated to the annu-
lusAk . Recall that the Fourier indices of elements of Ik (and Jk ) are positive (resp. negative). They can there-
fore be interpreted as positions of particles and holes of N different colors. This yields a bijection between the
set of pairs (Ik , Jk ) verifying the balance condition |Ik | = |Jk | and the set
MN0 =
{(
m(1), . . . ,m(N )
) ∈MN ∣∣∣∑Nα=1 Q (m(α))= 0}
of N -tuples of Maya diagrams with vanishing total charge. We thereby obtain a one-to-one correspondence
Conf+ ∼=MN0 × . . .×MN0︸ ︷︷ ︸
n−3 factors
.
Definition 3.7. A charged partition is a pair Yˆ = (Y ,Q) ∈Y×Z. The integer Q is called the charge of Yˆ .
There is a well-known bijection between Maya diagrams and charged partitions, whose construction is
illustrated in Fig. 12. Given a Maya diagram m ∈M, we start far on the north-west axis and draw a segment
directed to the south-east above each black circle and a segment directed north-east above each white circle.
The resulting polygonal line defines the outer boundary of the Young diagram Y corresponding to m. The
charge Q = Q (m) of Yˆ is the signed distance between Y and the north-east axis. In the case Q (m) = 0, the
sequences p (m) and −h (m) give the Frobenius coordinates of Y .
Let us write N -tuples
(
Yˆ (1), . . . , Yˆ (N )
)
of charged partitions as
(
~Y , ~Q
)
, with ~Y = (Y (1), . . . ,Y (N )) ∈ YN and
~Q = (Q(1), . . . ,Q(N )) ∈ZN . The set of such N -tuples with zero total charge can be identified withMN0 ∼=YN ×QN ,
where QN denotes the AN−1 root lattice:
QN :=
{
~Q ∈ZN
∣∣∣∑Nα=1 Q(α) = 0} .
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Figure 12: The correspondence between Maya diagrams and charged partitions;
here the charge Q (m) = 2 and the positions of particles and holes are given by
p (m)= ( 132 , 72 , 32 , 12 ) and h (m)= (− 52 ,− 12 ).
This suggests to introduce an alternative notation for elementary finite determinant factors in (3.9). For |Ik−1| =
|Jk−1| and |Ik | = |Jk |, we define
Z
~Yk−1,~Qk−1
~Yk ,~Qk
(
T [k]
)
:= Z Ik−1,Jk−1Ik ,Jk
(
T [k]
)
, (3.10)
where
(
~Yk−1, ~Qk−1
)
,
(
~Yk , ~Qk
) ∈YN ×QN are associated to N -tuples of Maya diagrams describing subconfigura-
tions (Ik−1, Jk−1), (Ik , Jk ). In what follows, the two notations are used interchangeably.
The structure of the expansion of τ (a) may now be summarized as follows.
Theorem 3.8. Fredholm determinant τ (a) giving the isomonodromic tau function τJMU (a) can be written as a
combinatorial series
τ (a)=
∑
~Q1,...~Qn−3∈QN
∑
~Y1,...~Yn−3∈YN
n−2∏
k=1
Z
~Yk−1,~Qk−1
~Yk ,~Qk
(
T [k]
)
, (3.11)
where Z
~Yk−1,~Qk−1
~Yk ,~Qk
(
T [k]
)
are expressed by (3.10), (3.7) in terms of matrix elements of 3-point Plemelj operators in
the Fourier basis.
Example 3.9. Let us outline simplifications to the above scheme in the case N = 2, n = 4 corresponding to the
Painlevé VI equation. Here a configuration
(
~I ,~J
) ∈ Conf+ is given by a single pair (I , J ) of multi-indices whose
structure may be described as follows: I (and J ) encode the positions of particles (resp. holes) of two colors
{+,−}, and the total number of particles in I coincides with the total number of holes in J . Relative positions of
particles and holes of each color are described by two Young diagrams Y+,Y− ∈Y. The vectors (Q+,Q−) ∈Q2 of
the charge lattice are labeled by a single integer n =Q+ =−Q− ∈Z. In the notation of Subsection 2.5, the series
(3.9) can be rewritten as
τ (t )=
∑
n∈Z
∑
p+,p−∈2Z
′+ ;h+,h−∈2Z′−|p+|−|h+|=|h−|−|p−|=n
(−1)|p+|+|p−|det ap+,p−
h+,h−
det dh+,h−p+,p− =
= ∑
n∈Z
∑
Y+,Y−∈Y
ZY+,Y−,n
(
T [L]
)
Z Y+,Y−,n
(
T [R]
)
,
(3.12)
where ZY+,Y−,n
(
T [L]
) = (−1)|p+|+|p−|det dh+,h−p+,p− and Z Y+,Y−,n (T [R]) = det ap+,p−h+,h− . In these equations, the parti-
cle/hole positions (p+,h+) and (p−,h−) for the 1st and 2nd color are identified with a pair of Maya diagrams,
subsequently interpreted as charged partitions (Y+,n) and (Y−,−n).
Remark 3.10. Describing the elements of Conf+ in terms of N -tuples of Young diagrams and vectors of the
AN−1 root lattice is inspired by their appearance in the four-dimensionalN = 2 supersymmetric linear quiver
gauge theories. Combinatorial structure of the dual partition functions of such theories [Nek, NO] coincides
with that of (3.11). These partition functions can in fact be obtained from our construction or its higher
genus/irregular extensions by imposing additional spectral constraints on monodromy. It will shortly become
clear that the multiple sum over QN is responsible for a Fourier transform structure of the isomonodromic tau
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functions. This structure was discovered in [GIL12, ILT13] for Painlevé VI, understood for N = 2 and arbitrary
number of punctures within the framework of Liouville conformal field theory [ILTe], and conjectured to ap-
pear in higher rank in [Gav]. It might be interesting to mention the appearance of a possibly related structure
in the study of topological string partition functions [GHM, BGT].
4 Rank two case
For N = 2, the elementary 3-point RHPs can be solved in terms of Gauss hypergeometric functions so that Fred-
holm determinant representation (2.34) becomes completely explicit. Being rewritten in Fourier components,
the blocks of K may be reduced to single infinite Cauchy matrices acting in `2 (Z). We are going to use this
observation to calculate the building blocks Z
~Yk−1,~Qk−1
~Yk ,~Qk
(
T [k]
)
of principal minors of K in terms of monodromy
data, and derive thereby a multivariate series representation for the isomonodromic tau function of the Garnier
system.
4.1 Gauss and Cauchy in rank 2
The form of the Fuchsian system (2.4) is preserved by the following non-constant scalar gauge transformation
of the fundamental solution and coefficient matrices:
Φ (z) 7→ Φˆ (z)
n−2∏
l=0
(z−al )κl ,
Al 7→ Aˆl +κl 1, l = 0, . . . ,n−2.
Under this transformation, the monodromy matrices Ml are multiplied by e
−2piiκl , and the associated Jimbo-
Miwa-Ueno tau function transforms as
τJMU (a) 7→ τˆJMU (a)
∏
0≤k<l≤n−2
(al −ak )−Nκkκl+κk TrΘl+κl TrΘk .
The freedom in the choice of κ0, . . . ,κn−2 allows to make the following assumption.
Assumption 4.1. One of the eigenvalues of each of the matricesΘ0, . . . ,Θn−2 is equal to 0.
This involves no loss in generality and means in particular that the ranks r[k] of the coefficient matrices A[k]1 in
the auxiliary 3-point Fuchsian systems (2.6) are at most N −1.
For r[k] = 1, the factor Z Ik−1,Jk−1Ik ,Jk
(
T [k]
)
in (3.11) can be computed in explicit form. In this case the sums such
as (3.3) or (3.5) contain only one term, and the index r can therefore be omitted. The matrix A[k]1 ∈ CN×N may
be written as
ak A
[k]
1 =−u[k]⊗ v [k].
The crucial observation is that the blocks (3.5) are now given by single Cauchy matrices conjugated by diagonal
factors (instead of being a sum of such matrices). In order to put this to a good use, let us introduce two complex
sequences
(
x[k]ı
)
ı∈Ik−1unionsqJk ,
(
y [k]
)
∈Jk−1unionsqIk of the same finite length |Ik−1| + |Ik |. Their elements are defined by
shifted particle/hole positions:
x[k]ı :=
{
p+σk−1,α, ı ≡
(
p,α
) ∈ Ik−1,
−p+σk,α, ı ≡
(−p,α) ∈ Jk , (4.1a)
y [k] :=
{
−q +σk−1,β,  ≡
(−q,β) ∈ Jk−1,
q +σk,β,  ≡
(
q,β
) ∈ Ik . (4.1b)
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Lemma 4.2. If r[k] = 1, then Z Ik−1,Jk−1Ik ,Jk
(
T [k]
)
can be written as
Z Ik−1,Jk−1Ik ,Jk
(
T [k]
)
= ± ∏
(p,α)∈Ik−1
(
ψ[k]
)p;α ∏
(−p,α)∈Jk−1
(
ψ¯[k]
)
p;α
∏
(−p,α)∈Jk
(
ϕ[k]
)−p;α ∏
(p,α)∈Ik
(
ϕ¯[k]
)
−p;α×
×
∏
ı , ∈Ik−1unionsqJk ;ı< 
(
x[k]ı −x[k]
) ∏
ı , ∈Jk−1unionsqIk ;ı< 
(
y [k] − y [k]ı
)
∏
ı∈Ik−1unionsqJk
∏
∈Jk−1unionsqIk
(
x[k]ı − y [k]
) . (4.2)
Proof. The diagonal factors in (3.5) produce the first line of (4.2). It remains to compute the determinant
det

[
1
p+σk−1,α+q −σk−1,β
] (p,α)∈Ik−1
(−q,β)∈Jk−1
[
1
p+σk−1,α−q −σk,β
](p,α)∈Ik−1
(q,β)∈Ik[
1
−p+σk,α+q −σk−1,β
](−p,α)∈Jk
(−q,β)∈Jk−1
[
1
−p+σk,α−q −σk,β
](−p,α)∈Jk
(q,β)∈Ik
 , (4.3)
which already includes the sign (−1)|Ik | in (3.7a). The ± sign in (4.2) depends on the ordering of rows and
columns of the determinant (3.7a). This ambiguity does not play any role as the relevant sign appears twice in
the full product (3.8).
On the other hand, the notation introduced above allows to rewrite (4.3) as a (|Ik−1|+ |Ik |)× (|Ik−1|+ |Ik |)
Cauchy determinant
det
(
1
x[k]ı − y [k]
)
ı∈Ik−1unionsqJk
∈Jk−1unionsqIk
,
and the factorized expression (4.2) easily follows. 
We now restrict ourselves to the case N = 2, where the condition r[1] = . . . = r[n−2] = 1 does not lead to
restrictions on monodromy. Let us start by preparing a suitable notation.
• The color indices will take values in the set {+,−} and will be denoted by ²,²′.
• Recall that the spectrum of A[k]1 coincides with that ofΘk . According to Assumption 4.1, the diagonal ma-
trixΘk has a zero eigenvalue for k = 0, . . . ,n−2. Its second eigenvalue will be denoted by−2θk . Obviously,
there is a relation
2θk ak = v [k] ·u[k], k = 1, . . . ,n−2,
where v ·u = v+u++ v−u− is the standard bilinear form on C2. The eigenvalues of the remaining local
monodromy exponentΘn−1 may be parameterized as
θn−1,² =
n−2∑
k=0
θk +²θn−1, ²=±.
• Also, the spectra of A[k]0 and A
[k]∞ =−A[k]0 −A[k]1 coincide with the spectra ofSk−1 and−Sk . Since further-
more TrSk =
∑k
j=0 TrΘ j , we may write the eigenvalues of Sk as
σk,² =−
k∑
j=0
θ j +²σk , ²=±, k = 0, . . . ,n−2, (4.4)
where σ0 ≡ θ0 and σn−2 ≡−θn−1.
The non-resonancy of monodromy exponents and Assumption 2.1 imply that
2θk ∉Z\{0} , k = 0, . . . ,n−1,
|ℜσk | ≤
1
2
, σk 6= ±
1
2
, k = 1, . . . ,n−3.
To simplify the exposition, we add to this extra genericity conditions.
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Assumption 4.3. For k = 1, . . . ,n−2, we have
σk−1+σk ±θk ∉Z, σk−1−σk ±θk ∉Z.
It is also assumed that σk 6= 0 for k = 0, . . . ,n−2.
Let us introduce the space
MΘ =
{
[M0, . . . , Mn−1] ∈ (GL(N ,C))n /∼
∣∣M0 . . . Mn−1 = 1, Mk ∈ [e2piiΘk ] for k = 0, . . . ,n−1}
of conjugacy classes of monodromy representations of the fundamental group with fixed local exponents. The
parameters σ1, . . . ,σn−3 are associated to annuliA1, . . . ,An−3 and provide n−3 local coordinates onMΘ (that
is, exactly one half of dimMΘ = 2n−6). The remaining n−3 coordinates will be defined below.
Our task is now to find the 3-point solution Ψ[k] explicitly. The freedom in the choice of its normalization
allows to pick any representative in the conjugacy class
[
A[k]0 , A
[k]
1
]
for the construction of the 3-point Fuchsian
system (2.6). An important feature of the N = 2 case is that this conjugacy class is completely fixed by local
monodromy exponents Sk−1,Θk and −Sk . We can set in particular
A[k]0 = diag
{
σk−1,+,σk−1,−
}
, ak A
[k]
1 =−u[k]⊗ v [k],
with σk−1,± parameterized as in (4.4) and
u[k]± =
(σk−1±θk )2−σ2k
2σk−1
ak , v
[k]
± =±1.
As in Subsection 2.5, one may first construct the solution Φ˜[k] of the rescaled system
∂zΦ˜
[k] = Φ˜[k]
(
A[k]0
z
+ A
[k]
1
z−1
)
, (4.5)
having the same monodromy around 0, 1, ∞ as the solution Φ[k] of the original system (2.6) has around 0,
ak and ∞. To write it explicitly in terms of the Gauss hypergeometric function 2F1
[
a,b
c ; z
]
, we introduce a
convenient notation,
χ
[
θ2
θ1 θ3
; z
]
:=2F1
[ θ1+θ2+θ3,θ1+θ2−θ3
2θ1
; z
]
,
φ
[
θ2
θ1 θ3
; z
]
:= θ
2
3 − (θ1+θ2)2
2θ1 (1+2θ1)
z 2F1
[ 1+θ1+θ2+θ3,1+θ1+θ2−θ3
2+2θ1 ; z
]
.
(4.6)
The solution of (4.5) can then be written as
Φ˜[k] (z)= Sk−1 (−z)Sk−1 Ψ˜[k]in (z) , (4.7)
where Sk−1 is a constant connection matrix encoding the monodromy (cf (2.5)), and Ψ˜[k]in is given by(
Ψ˜[k]in
)
±± (z)=χ
[
θk
±σk−1 σk ; z
]
,(
Ψ˜[k]in
)
±∓ (z)=φ
[
θk
±σk−1 σk ; z
]
.
(4.8)
It follows thatΦ[k] (z)= Φ˜[k]
(
z
ak
)
and
Ψ[k]+ (z)= a−Sk−1k Ψ˜[k]in
(
z
ak
)
, z ∈C [k]in . (4.9a)
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Let us also note that detΦ˜[k] (z) = const · (−z)Tr A[k]0 (1− z)Tr A[k]1 implies that detΨ˜[k]in (z) = (1− z)−2θk , which in
turn yields a simple representation for the inverse matrix
Ψ[k]+ (z)
−1 =
(
1− z
ak
)2θk 
(
Ψ˜[k]in
)
−−
(
z
ak
)
−
(
Ψ˜[k]in
)
+−
(
z
ak
)
−
(
Ψ˜[k]in
)
−+
(
z
ak
) (
Ψ˜[k]in
)
++
(
z
ak
)
aSk−1k , z ∈C [k]in . (4.9b)
The equations (4.7)–(4.8) are adapted for the description of local behavior ofΨ[k] (z) inside the disk around 0
bounded by the circleC [k]in , cf left part of Fig. 9. To calculateΨ
[k]
+ (z) inside the disk around∞ bounded byC [k]out,
let us first rewrite (4.7) using the well-known 2F1 transformation formulas. One can show that
Φ˜[k] (z)= Sk−1C [k]∞ (−z)Sk Ψ˜[k]out (z)G [k]∞ , (4.10)
where (
Ψ˜[k]out
)
±± (z)=χ
[
θk
∓σk σk−1 ; z
−1
]
,(
Ψ˜[k]out
)
±∓ (z)=φ
[
θk
∓σk σk−1 ; z
−1
]
,
(4.11)
and
G [k]∞ =
1
2σk
( −θk +σk−1+σk θk +σk−1−σk
−θk +σk−1−σk θk +σk−1+σk
)
, (4.12)
C [k]∞ =

Γ (2σk−1)Γ (1+2σk )
Γ (1+σk−1+σk −θk )Γ (σk−1+σk +θk )
− Γ (2σk−1)Γ (1−2σk )
Γ (1+σk−1−σk −θk )Γ (σk−1−σk +θk )
− Γ (−2σk−1)Γ (1+2σk )
Γ (1−σk−1+σk −θk )Γ (θk −σk−1+σk )
Γ (−2σk−1)Γ (1−2σk )
Γ (1−σk−1−σk −θk )Γ (θk −σk−1−σk )
 . (4.13)
As a consequence,
Ψ[k]+ (z)=D [k]∞ a−Skk Ψ˜[k]out
(
z
ak
)
G [k]∞ , z ∈C [k]out, (4.14a)
where D [k]∞ = diag
{
d [k]∞,+,d
[k]∞,−
}
is a diagonal matrix expressed in terms of monodromy as
D [k]∞ = S−1k Sk−1C [k]∞ .
Analogously to (4.9b), it may be shown that for z ∈C [k]out
Ψ[k]+ (z)
−1 =
(
1− ak
z
)2θk
G [k]∞
−1

(
Ψ˜[k]out
)
−−
(
z
ak
)
−
(
Ψ˜[k]out
)
+−
(
z
ak
)
−
(
Ψ˜[k]out
)
−+
(
z
ak
) (
Ψ˜[k]out
)
++
(
z
ak
)
aSkk D [k]∞ −1. (4.14b)
We now have at our disposal all quantities that are necessary to compute the explicit form of the integral
kernels of a[k], b[k], c[k], d[k] in the Fredholm determinant representation (2.34) of the Jimbo-Miwa-Ueno tau
function, as well as of diagonal factors ψ[k], ϕ[k], ψ¯[k], ϕ¯[k] in the building blocks (4.2) of its combinatorial
expansion (3.11).
Lemma 4.4. For N = 2, the integral kernels (3.1) can be expressed as
a[k]
(
z, z ′
)= a−Sk−1k
(
1− z ′ak
)2θk ( K++ (z) K+− (z)
K−+ (z) K−− (z)
)(
K−−
(
z ′
) −K+− (z ′)
−K−+
(
z ′
)
K++
(
z ′
) )− 1
z− z ′ a
Sk−1
k , (4.15a)
b[k]
(
z, z ′
)= −a−Sk−1k
(
1− akz ′
)2θk ( K++ (z) K+− (z)
K−+ (z) K−− (z)
)
G [k]∞
−1
(
K¯−−
(
z ′
) −K¯+− (z ′)
−K¯−+
(
z ′
)
K¯++
(
z ′
) )
z− z ′ a
Sk
k D
[k]
∞
−1
, (4.15b)
c[k]
(
z, z ′
)=D [k]∞ a−Skk
(
1− z ′ak
)2θk ( K¯++ (z) K¯+− (z)
K¯−+ (z) K¯−− (z)
)
G [k]∞
(
K−−
(
z ′
) −K+− (z ′)
−K−+
(
z ′
)
K++
(
z ′
) )
z− z ′ a
Sk−1
k , (4.15c)
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d[k]
(
z, z ′
)=D [k]∞ a−Skk
1− (1− akz ′ )2θk ( K¯++ (z) K¯+− (z)K¯−+ (z) K¯−− (z)
)(
K¯−−
(
z ′
) −K¯+− (z ′)
−K¯−+
(
z ′
)
K¯++
(
z ′
) )
z− z ′ a
Sk
k D
[k]
∞
−1
, (4.15d)
where we introduced a shorthand notation K (z) = Ψ˜[k]in
(
z
ak
)
, K¯ (z) = Ψ˜[k]out
(
z
ak
)
; the matrices Ψ˜[k]in,out (z) and G
[k]∞
are defined by (4.8), (4.10) and (4.12).
Proof. Straightforward substitution. 
Lemma 4.5. Under genericity assumptions on parameters formulated above, the Fourier coefficients which ap-
pear in (3.4) are given by
(
ψ[k]
)p;² =∏²′=±
(
θk +²σk−1+²′σk
)
p+ 12(
p− 12
)
! (2²σk−1)p+ 12
a
∑k−1
j=0 θk−²σk−1−
(
p− 12
)
k (−²) , (4.16a)
(
ψ¯[k]
)
p;² =
∏
²′=±
(
1−θk −²σk−1+²′σk
)
p− 12(
p− 12
)
! (1−2²σk−1)p− 12
a
−∑k−1j=0 θk+²σk−1−(p+ 12 )
k (−²) , (4.16b)
(
ϕ[k]
)−p;² =∏²′=±
(
θk +²′σk−1−²σk
)
p+ 12(
p− 12
)
! (−2²σk )p+ 12
a
∑k
j=0 θk−²σk+
(
p+ 12
)
k d
[k]
∞,²², (4.16c)
(
ϕ¯[k]
)
−p;² =
∏
²′=±
(
1−θk +²′σk−1+²σk
)
p− 12(
p− 12
)
! (1+2²σk )p− 12
a
−∑kj=0 θk+²σk+(p− 12 )
k d
[k]
∞,²
−1
², (4.16d)
where ²=± and (c)l :=
Γ (c+ l )
Γ (c)
denotes the Pochhammer symbol.
Proof. From the first equation in (3.4a), the representation (4.9a) for Ψ[k]+ (z) on C
[k]
in , and hypergeometric
contiguity relations such as
2F1
[ a,b
c
; z
]
+ (z−1) 2F1
[ a+1,b+1
c+1 ; z
]
= (c−a) (c−b)
c (c+1) z 2F1
[ a+1,b+1
c+2 ; z
]
,
it follows that
∑
p∈Z′+
(
ψ[k]
)p z− 12+p =−a−Sk−1k

(θk +σk−1)2−σ2k
2σk−1
2F1
[ 1+θk +σk−1+σk ,1+θk +σk−1−σk
1+2σk−1 ;
z
ak
]
(θk −σk−1)2−σ2k
2σk−1
2F1
[ 1+θk −σk−1+σk ,1+θk −σk−1−σk
1−2σk−1 ;
z
ak
]
 .
This in turn implies the equation (4.16a). The proof of three other identities is similar. 
The Cauchy determinant in (4.2) remains invariant upon simultaneous translation of all x[k]ı and y
[k]
 by the
same amount. Let us use this to replace the notation (4.1) in the case N = 2 by
x[k]ı :=
{
p+²σk−1, ı ≡
(
p,²
) ∈ Ik−1,
−p−θk +²σk , ı ≡
(−p,²) ∈ Jk , (4.17a)
y [k] :=
{
−q +²σk−1,  ≡
(−q,²) ∈ Jk−1,
q −θk +²σk ,  ≡
(
q,²
) ∈ Ik . (4.17b)
Define a notation for the charges
mk := |( · ,+) ∈ Ik |− |( · ,+) ∈ Jk | = |( · ,−) ∈ Jk |− |( · ,−) ∈ Ik | , k = 1, . . . ,n−3,
and combine them into a vector m := (m1, . . . ,mn−3) ∈ Zn−3. We will also write σ := (σ1, . . . ,σn−3) ∈ Cn−3 and
further define
η := (η1, . . . ,ηn−3) , e iηk := d [k]∞,−
d [k]∞,+
. (4.18)
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Q>0 Q<0
Figure 13: A charged Maya diagram m and the associated partition Y (m) for
positive and negative charges Q (m). Given the positions p (m) = (p1, . . . , pr ) and
q (m) = (−q1, . . . ,−qs) of particles and holes, the red and green areas represent the
sums
∑
pk and
∑
qk . We clearly have
∑
pk +
∑
qk = Q(m)
2
2 +|Y (m) | in both cases.
The parameters η provide the remaining n − 3 local coordinates on the space MΘ of monodromy data. The
main result of this section may now be formulated as follows.
Theorem 4.6. The isomonodromic tau function of the Garnier system admits the following multivariate combi-
natorial expansion:
τGarnier (a)= const ·a−θ
2
0
1
n−3∏
k=1
a
−θ2k
k
∏
1≤k<l≤n−2
(
1− ak
al
)−2θkθl
×
× ∑
m∈Zn−3
e i m·η
∑
~Y1,...,~Yn−3∈Y2
n−3∏
k=1
(
ak
ak+1
)(σk+mk )2+∣∣~Yk ∣∣ n−2∏
k=1
Z
~Yk−1,mk−1
~Yk ,mk
(
T [k]
)
,
(4.19)
where ~Yk stands for the pair of charged Young diagrams associated to (Ik , Jk ), the total number of boxes in ~Yk is
denoted by
∣∣~Yk ∣∣, and
Z
~Yk−1,mk−1
~Yk ,mk
(
T [k]
)
= ∏
(p,²)∈Ik−1
∏
²′=±
(
θk +²σk−1+²′σk
)
p+ 12(
p− 12
)
! (2²σk−1)p+ 12
∏
(−p,²)∈Jk−1
∏
²′=±
(
1−θk −²σk−1+²′σk
)
p− 12(
p− 12
)
! (1−2²σk−1)p− 12
×
× ∏
(−p,²)∈Jk
∏
²′=±
(
θk +²′σk−1−²σk
)
p+ 12(
p− 12
)
! (−2²σk )p+ 12
∏
(p,²)∈Ik
∏
²′=±
(
1−θk +²′σk−1+²σk
)
p− 12(
p− 12
)
! (1+2²σk )p− 12
×
×
∏
ı , ∈Ik−1unionsqJk ;ı< 
(
x[k]ı −x[k]
) ∏
ı , ∈Jk−1unionsqIk ;ı< 
(
y [k] − y [k]ı
)
∏
ı∈Ik−1unionsqJk
∏
∈Jk−1unionsqIk
(
x[k]ı − y [k]
) .
(4.20)
Proof. Consider the product in the first line of (4.2). The balance conditions |Ik | = |Jk | imply that the factors
such as e
∑k−1
j=0 θk in (4.16) cancel out from Z Ik−1,Jk−1Ik ,Jk
(
T [k]
)
. The factors of the form ±² also compensate each
other in the product of elementary determinants in (3.9). The factors d [k]∞,²
±1
in (4.16c) and (4.16d) produce the
exponential e i m·η in (4.19).
The total power in which the coordinate ak appears in (4.2) is equal to
2mkσk −2mk−1σk−1−
∑
(p,²)∈Ik−1
p− ∑
(−p,²)∈Jk−1
p+ ∑
(−p,²)∈Jk
p+ ∑
(p,²)∈Ik
p =
= (2mkσk +m2k + ∣∣~Yk ∣∣)− (2mk−1σk−1+m2k−1+ ∣∣~Yk−1∣∣) .
The last equality is demonstrated graphically in Fig. 13. The prefactor in the first line of (4.19) comes from
two sources: i) the shifts of (initially traceless) Garnier monodromy exponents Θk by −θk1 making one of their
eigenvalues equal to 0 and ii) the prefactorΥ (a) from Theorem 2.9. 
In the Appendix, we show that the formula (4.20) can be rewritten in terms of Nekrasov functions. In the
Painlevé VI case (n = 4), this transforms Theorem 4.6 into Theorem B of the Introduction.
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4.2 Hypergeometric kernel
Recall that the matricesΘ0, . . . ,Θn−1 are by convention diagonal with eigenvalues distinct modulo non-zero in-
tegers. However, all of the results of Section 2 remain valid if the diagonal parts corresponding to the degenerate
eigenvalues are replaced by appropriate Jordan blocks.
In this subsection we will consider in more detail a specific example of this type by revisiting the 4-point
tau function. We will thus follow the notational conventions of Subsection 2.5. Fix n = 4, N = 2 and assume
furthermore that the monodromy representation ρ[L] : pi1
(
P1\{0, t ,∞})→ GL(2,C) associated to the internal
trinionT [L] is reducible, whereas its counterpart ρ[R] :pi1
(
P1\{0,1,∞})→GL(2,C) for the external trinionT [R]
remains generic. For instance, one may set
Θ0 =S=
(
0 0
0 −2σ
)
, Θt =
(
0 0
1 0
)
,
so that the monodromy matrices M0, Mt can be assumed to have the lower triangular form
M0 =
(
1 0
−2piiκe−2piiσ e−4piiσ
)
, Mt =
(
1 0
2piiκe2piiσ 1
)
, M0Mt = e2piiS. (4.21)
The solution Ψ[L] (z) of the appropriate internal 3-point RHP may be constructed from the fundamental
solution of a Fuchsian system
∂zΦ
[L] =Φ[L]
 0 0%t
z (z− t ) −
2σ
z
 , (4.22)
with a suitably chosen value of the parameter %. Taking into account the diagonal monodromy around∞, such
a solutionΦ[L] (z) on C\R≥0 can be written as
Φ[L] (z)=
 1 0%t (−z)−2σ−1
1+2σ l2σ
( t
z
)
(−z)−2σ
= C˜0
 1 0% (−z)−2σ
2σ
l−1−2σ
( z
t
)
(−z)−2σ
 , (4.23)
where la (z) := 2F1
[
1+a,1
2+a ; z
]
, and the modified connection matrix C˜0 is lower-triangular:
C˜0 =
 1 0
−pi%t
−2σ
sin2piσ
1
 .
The monodromy matrix around 0 is clearly equal to M0 = C˜0e2piiΘ0C˜−10 . This allows to relate the monodromy
parameter κ to the coefficient ρ of the Fuchsian system (4.22) as
κ= %t−2σ. (4.24)
The 3-point RHP solutionΨ[L] (z) inside the annulusA is thus explicitly given by
Ψ[L] (z)
∣∣∣
A
=
(
1 0
0 (−z)2σ
)
Φ[L] (z)=
 1 0− %t
(2σ+1) z l2σ
( t
z
)
1
 . (4.25)
This formula leads to substantial simplifications in the Fredholm determinant representation (2.39) of the tau
function τJMU (t ). It follows from from the structure of (4.25) and (2.40b) that
d−+
(
z, z ′
)= %
1+2σ
t
z l2σ
( t
z
)− tz ′ l2σ ( tz ′ )
z− z ′ (4.26)
is the only non-zero element of the 2× 2 matrix integral kernel d(z, z ′) (note that the lower indices here are
color and should not be confused with half-integer Fourier modes). This in turn implies that the only entry of
a
(
z, z ′
)
contributing to the determinant is
a+−
(
z, z ′
)= 1
detΨ[R] (z ′)
Ψ[R]+− (z)Ψ
[R]
++
(
z ′
)−Ψ[R]++ (z)Ψ[R]+− (z ′)
z− z ′ . (4.27)
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Therefore, (2.39) reduces to
τJMU (t )= det(1−a+−d−+) . (4.28)
The action of the operators a+−, d−+ involves integration along a circleC ⊂A . The kernel a+−
(
z, z ′
)
extends
to a function holomorphic in both arguments inside C . Therefore in the computation of contributions of
different exterior powers to the determinant one may try to shrink all integration contours to the branch cut
B := [0, t ]⊂R. The latter comes from two branch points 0, t of d−+
(
z, z ′
)
defined by (4.26).
Lemma 4.7. Let |ℜσ| < 12 . For m ∈Z≥0, denote Xm =Tr(a+−d−+)m . We have
Xm =TrK mF ,
where KF denotes an integral operator on L2 (B) with the kernel
KF
(
z, z ′
)=−κ(zz ′)σ a+− (z, z ′) . (4.29)
Proof. Let us denote byBup andBdown the upper and lower edge of the branch cutB. After shrinking of the
integration contours in the multiple integral Ik to B, the operators a+−, d−+ should be interpreted as acting
on W = L2 (Bup)⊕L2 (Bdown) instead of L2 (C ). Here L2 (Bup,down) arise as appropriate completions of spaces
of boundary values of functions holomorphic inside DC \B, where DC denotes the disk bounded by C . The
space W can be decomposed as W =W+⊕W−, where the elements of W+ are continuous across the branch cut,
whereas the elements of W− have opposite signs on its two sides:
W± =
{
f ∈W : f (z+ i 0)=± f (z− i 0) , z ∈B} .
We will denote by pr± the projections on W± along W∓.
Since a+−
(
z, z ′
)
is holomorphic in z, z ′ insideC , it follows that ima+− ⊆W+ ⊆ kera+−. Therefore Xk remains
unchanged if a+− is replaced by pr+ ◦a+− ◦pr−. This is in turn equivalent to replacing d−+ by pr− ◦d−+ ◦pr+.
Given f = g ⊕ g ∈W+ with g ∈ L2 (B), the action of d−+ on f is given by
(
d−+ f
)
(z)= 1
2pii
∫ t
0
[
d−+
(
z, z ′− i 0)−d−+ (z, z ′+ i 0)]g (z ′)d z ′ =
= %t
2pii (1+2σ)
∫ t
0
l2σ
( t
z ′+i 0
)− l2σ ( tz ′−i 0 )
z ′ (z− z ′) g
(
z ′
)
d z ′.
An important consequence of the lower triangular monodromy is that the jump of l2σ
( t
z ′
)
onB yields an ele-
mentary function, cf (4.23):
l2σ
(
t
z ′+ i 0
)
− l2σ
(
t
z ′− i 0
)
=−2pii (2σ+1)
(
z ′
t
)2σ+1
.
Substituting this jump back into the previous formula and using (4.24), one obtains
(
d−+ f
)
(z)= κ
∫ t
0
z ′2σg
(
z ′
)
d z ′
z ′− z , z ∈DC \B.
Next we have to compute the projection pr− of this expression onto W−. Write pr− ◦d−+ f = h ⊕ (−h), with
h ∈ L2 (B). Then
h (z)= 1
2
[(
d−+ f
)
(z+ i 0)− (d−+ f ) (z− i 0)]=piiκz2σg (z) , z ∈B.
Finally, write a+− ◦pr− ◦d−+ f as g˜ ⊕ g˜ ∈W+. It follows from the previous expression for h (z) that
g˜ (z)=−κ
∫ t
0
a+−
(
z, z ′
)
z ′2σg
(
z ′
)
d z ′, z ∈B.
The minus sign in front of the integral is related to orientation of the contour C in the definition of a. We have
thereby computed the action of a+− ◦pr− ◦d−+ on W+. Raising this operator to an arbitrary power k ∈Z≥0 and
symmetrizing the factors z ′2σ under the trace immediately yields the statement of the lemma. 
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Theorem 4.8. Given complex parameters θ1,θ∞,σ satisfying previous genericity assumptions, let
ϕ (x) :=xσ (1−x)θ1 2F1
[ σ+θ1+θ∞,σ+θ1−θ∞
2σ
; x
]
, (4.30a)
ψ (x) :=x1+σ (1−x)θ1 2F1
[ 1+σ+θ1+θ∞,1+σ+θ1−θ∞
2+2σ ; x
]
. (4.30b)
Define the continuous 2F1 kernel by
K˜F
(
x, y
)
:= ψ (x)ϕ
(
y
)−ϕ (x)ψ(y)
x− y , (4.31)
and consider Fredholm determinant
D (t ) := det
(
1−λK˜F
∣∣
(0,t )
)
, λ ∈C. (4.32)
Then D (t ) is a tau function of the Painlevé VI equation with parameters ~θ = (θ0 =σ,θt = 0,θ1,θ∞). The conju-
gacy class of monodromy representation for the associated 4-point Fuchsian system is generated by the matrices
(4.21) and
M1 = e
−2piiθ1
i sin2piσ
(
cos2piθ∞−e−2piiσ cos2piθ1 s−1e−2piiσ [cos2piθ∞−cos2pi (θ1−σ)]
se2piiσ [cos2pi (θ1+σ)−cos2piθ∞] e2piiσ cos2piθ1−cos2piθ∞
)
, (4.33a)
M∞ = e
−2piiθ∞
i sin2piσ
(
cos2piθ1−e−2piiσ cos2piθ∞ s−1 [cos2pi (θ1−σ)−cos2piθ∞]
s [cos2piθ∞−cos2pi (θ1+σ)] e2piiσ cos2piθ∞−cos2piθ1
)
=M−11 e−2piiS. (4.33b)
where
λ= κ (θ1+σ)
2−θ2∞
2σ (2σ+1) , (4.34)
s =−Γ (1−2σ)Γ (θ1+σ+θ∞)Γ (θ1+σ−θ∞)
Γ (1+2σ)Γ (θ1−σ+θ∞)Γ (θ1−σ−θ∞)
. (4.35)
Proof. To prove that D (t ) is a Painlevé VI tau function with λ and κ related by (4.34), it suffices to combine the
determinant representation (4.28) with Lemma 4.7, and substitute into the formula (4.27) for a+−
(
z, z ′
)
explicit
hypergeometric expressions (4.8).
The formula (4.33b) follows from M∞ =C∞e2piiΘ∞C−1∞ , where C∞ is obtained from the connection matrix
(4.13) by replacements (θk ,σk−1,σk )→ (θ1,σ,−θ∞). The expression (4.33a) for M1 is then most easily deduced
from the diagonal form of the product M1M∞ = e−2piiS. 
Remark 4.9. The 2F1 kernel is related to the so-called Z W -measures [BO1] arising in the representation theory
of the infinite-dimensional unitary group U (∞). It produces various other classical integrable kernels (such
as sine and Whittaker) as limiting cases. The first part of Theorem 4.8, namely the Painlevé VI equation for
D (t ), was proved by Borodin and Deift in [BD]. Monodromy data for the associated Fuchsian system have
been identified in [Lis]. To facilitate the comparison, let us note that indroducing instead of λ and κ a new
parameter σ¯ defined by
λ= sinpi (σ¯−θ1)sinpi (σ¯+θ1)
pi2
∏
²,²′=±Γ
(
1+σ+²θ1+²′θ∞
)
Γ (1+2σ)Γ (2+2σ) ,
we have in particular that Tr M∞M0 = 2e−2pii (σ+θ∞) cos2piσ¯ and Tr Mt M1 = 2e2pii (σ+θ∞) cos2piσ¯. The relation
between parameters z, z ′, w, w ′ of [BD] and ours is(
z, z ′, w, w ′
)
[BD] = (σ¯+θ1, σ¯−θ1,σ− σ¯+θ∞,σ− σ¯−θ∞) .
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A Relation to Nekrasov functions
Here we demonstrate that the formula (4.20) can be rewritten in terms of Nekrasov functions. This rewrite
is conceptually important for identification of isomonodromic tau functions with dual partition functions of
quiver gauge theories [NO]. It is also useful from a computational point of view: naively, the formula (4.20) may
produce poles in the tau function expansion coefficients when θk ±σk ±′σk−1 ∈Z. Our calculation shows that
these poles actually cancel.
The statement we are going to prove6 is the relation
Z
~Y ′,m′
~Y ,m
(T )= (−1)lsgn
(
~Y ′,m′
)+lsgn(~Y ,m) Zˆ ~Y ′,~Q ′
~Y ,~Q
(T ) , (A.1)
where
Zˆ
~Y ′,~Q ′
~Y ,~Q
(T )=
∏N
α,βC
(
σ′α−σβ
∣∣Q ′α,Qβ)∏N
α<βC
(
σ′α−σ′β
∣∣Q ′α,Q ′β)C(σα−σβ|Qα,Qβ)
(−1)N |~Y |+ N2 |~Q|2 e iδ~η′·~Q ′+iδ~η·~Q∏N
α
∣∣Zbif (0∣∣Yα,Yα)∣∣ 12 ∣∣Zbif (0∣∣Y ′α,Y ′α)∣∣ 12 ×
×
∏N
α,β Zbif
(
σ′α+Q ′α−σβ−Qβ
∣∣Y ′α,Yβ)∏N
α<β Zbif
(
σ′α+Q ′α−σ′β−Q ′β
∣∣Y ′α,Y ′β)Zbif (σα+Qα−σβ−Qβ∣∣Yα,Yβ) .
(A.2)
The notation used in these formulas means the following:
• ~Q = (m,−m), ~Q ′ = (m′,−m′), though the right side of (A.2) is defined even without this specialization.
• Y ′ and Y are identified, respectively, with Yk−1 and Yk in (4.20). Similar conventions will be used for all
other quantities. We denote, however, σ′± =±σk−1 and σ± =−θk ±σk ;T stands forT [k].
• lsgn
(
~Y ,m
) ∈Z/2Zmeans the “logarithmic sign”,
lsgn
(
~Y ,m
)
:= |q+| · |p+|+
∑
i
(
q+,i + 1
2
)
+∑
i
(
p−,i + 1
2
)
. (A.3)
Here, for example, |p+| denotes the number of coordinates p+,i of particles in the Maya diagram corre-
sponding to the charged partition (Y+,m). The logarithmic signs cancel in the product
∏n−2
k=1 Z
~Yk−1,mk−1
~Yk ,mk
which appears in the representation (4.19) for the Garnier tau function.
• δ~η and δ~η′ are some explicit functions which are computed below. They just shift Fourier transformation
parameters and their relevant combinations are explicitly given by
e iδη
′+−iδη′− = 1
2σk−1
(θk +σk−1)2−σ2k
(θk −σk−1)2−σ2k
,
e iδη+−iδη− = −1
2σk
(θk +σk )2−σ2k−1
(θk −σk )2−σ2k−1
.
(A.4)
• Zbif
(
ν|Y ′,Y ) is the Nekrasov bifundamental contribution
Zbif
(
ν|Y ′,Y ) := ∏
∈Y ′
(
ν+1+aY ′ ()+ lY ()
) ∏
∈Y
(
ν−1−aY ()− lY ′ ()
)
. (A.5)
In particular, we have
∣∣Zbif (0|Y ,Y )∣∣ 12 =∏∈Y hY ().
• The three-point function C
(
ν|Q ′,Q) is defined by
C
(
ν|Q ′,Q)≡C (ν|Q ′−Q)= G (1+ν+Q ′−Q)
G (1+ν)Γ (1+ν)Q ′−Q ,
(A.6)
where G (x) is the Barnes G-function. The only property of this function essential for our purposes is the
recurrence relation G (x+1)= Γ (x)G (x).
6In the present paper we do it only for N = 2 but the generalization is relatively straightforward.
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• Using the formula (4.20), we assume a concrete ordering: p ′+, p ′−, q+, q−, p1 > p2 > . . ., and in (A.2) we
suppose that +<−.
An important feature of the product (A.2) is that the combinatorial part in the 2nd line depends only on com-
binations such as σα+Qα, σ′α+Q ′α. This is most crucial for the Fourier transform structure of the full aswer for
the tau function τGarnier (a).
Let us now present the plan of the proof, which will be divided into several self-contained parts. Most
computations will be done up to an overall sign, and sometimes we will omit to indicate this. In the end we will
consider the limit θk →+∞, σk ,σk−1 ¿ θk , σk ,σk−1 →+∞ to recover the correct sign.
1. First we will rewrite the formula (4.20) as
Z
~Y ′,m′
~Y ,m
(T )=±e iδ1~η′·~Q ′+iδ1~η·~Q ˆˆZ ~Y ′,~Q ′
~Y ,~Q
(T ) ,
where ˆˆZ
~Y ′,~Q ′
~Y ,~Q
(T ) is expressed in terms of yet another function Z˜bif
(
ν
∣∣Q ′,Y ′;Q,Y ),
ˆˆZ
~Y ′,~Q ′
~Y ,~Q
(T )=
N∏
α
∣∣Z˜bif (0∣∣Qα,Yα,Qα,Yα)∣∣− 12 ∣∣Z˜bif (0∣∣Q ′α,Y ′α,Q ′α,Y ′α)∣∣− 12 ×
×
∏N
α,β Z˜bif
(
σ′α−σβ
∣∣Q ′α,Y ′α;Qβ,Yβ)∏N
α<β Z˜bif
(
σ′α−σ′β
∣∣Q ′α,Y ′α;Q ′β,Y ′β)Z˜bif (σα−σβ∣∣Qα,Yα;Qβ,Yβ) ,
(A.7)
which is defined as
Z˜bif
(
ν
∣∣Q ′,Y ′;Q,Y )=∏
i
(−ν)q ′i+ 12
∏
i
(ν+1)qi− 12
∏
i
(−ν)pi+ 12
∏
i
(ν+1)p ′i− 12 ×
×
∏
i , j
(
ν−q ′i −p j
)∏
i , j
(
ν+p ′i +q j
)∏
i , j
(
ν−q ′i +q j
)∏
i , j
(
ν+p ′i −p j
) . (A.8)
2. At the second step, we prove that Z˜bif
(
ν
∣∣0,Y ′;0,Y )≡ Z˜bif (ν∣∣Y ′,Y )=±Zbif (ν∣∣Y ′,Y ).
3. Next it will be shown that
Z˜bif
(
ν
∣∣Q ′,Y ′;Q,Y )=C (ν∣∣Q ′,Q)Zbif (ν+Q ′−Q∣∣Y ′,Y ) . (A.9)
4. Finally, we check the overall sign and compute extra contribution to~η to absorb it.
A realization of this plan is presented below.
Step 1
It is useful to decompose the product (4.20) into two different parts: a “diagonal” one, containing the products
of functions of one particle/hole coordinate, and a “non-diagonal” part containing the products of pairwise
sums/differences. Careful comparison of the formulas (4.20) and (A.7) shows that their non-diagonal parts
actually coincide. Further analysis of (A.7) shows that its diagonal part is given by∏
(p ′,²)∈I ′
ψp ′,²
∏
(−q ′,²)∈J ′
ψ¯q ′,²
∏
(−q,²)∈J
ϕq,²
∏
(p,²)∈I
ϕ¯p,².
with
ψp ′,² =
(1+²σk−1+θk −σk )p ′− 12 (1+²σk−1+θk +σk )p ′− 12[
²=+ : (1+2σk−1)p ′− 12 ; ²=− : (−2σk−1)p ′+ 12
](
p ′− 12
)
!
,
ψ¯q ′,² =
(−²σk−1−θk +σk )q ′+ 12 (−²σk−1−θk −σk )q ′+ 12[
²=+ : (−2σk−1)q ′+ 12 ; ²=− : (1+2σk−1)q ′− 12
](
q ′− 12
)
!
,
ϕq,² =
(σk−1+θk −²σk +1)q− 12 (−σk−1+θk −²σk +1)q− 12[
²=+ : (−2σk )q+ 12 ; ²=− : (1+2σk )q− 12
](
q − 12
)
!
,
ϕ¯p,² =
(−σk−1−θk +²σk )p+ 12 (σk−1−θk +²σk )p+ 12[
²=+ : (1+2σk )p− 12 ; ²=− : (−2σk )p+ 12
](
p− 12
)
!
.
(A.10)
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The notation [²=+ : X ;²=− : Y ] means that we should substitute this construction by X when ²=+ and by Y
when ² = −. Comparing these expressions with (4.20), we may compute the ratios of diagonal factors which
appear in Z
~Y ′,m′
~Y ,m
/ ˆˆZ ~Y ′,~Q ′
~Y ,~Q
:
δψp ′,² =
(²σk−1+θk −σk ) (²σk−1+θk +σk )
[²=+ : 2σk−1; ²=− : 1]
,
δψ¯q ′,² =
(−²σk−1−θk +σk )−1 (−²σk−1−θk −σk )−1
[²=+ : (−2σk−1)−1 ; ²=− : 1]
,
δϕq,² = (σk−1+θk −²σk ) (−σk−1+θk −²σk )
[²=+ : 1; ²=− : 2σk ]
,
δϕ¯p,² = (−σk−1−θk +²σk )
−1 (σk−1−θk +²σk )−1
[²=+ : 1; ²=− : (−2σk )−1]
.
(A.11)
Since |p±|− |q±| =Q±, these formulas allow to determine the corrections δ1η±:
e iδ1η
′+ = (θk +σk−1)
2−σ2k
2σk−1
, e−iδ1η+ = (θk −σk )2−σ2k−1,
e iδ1η
′− = (θk −σk−1)2−σ2k , e−iδ1η− =
(θk +σk )2−σ2k−1
2σk
.
(A.12)
One could notice that some minus signs should also be taken into account, so that
Z
~Y ′,m′
~Y ,m
(T )= (−1)|q′+|+|p−| e iδ1~η′·~Q ′+iδ1~η·~Q ˆˆZ ~Y ′,~Q ′
~Y ,~Q
(T ) .
This is however not essential, as these signs will be recovered at the last step. A more important thing to note is
that in the reference limit described by θk →+∞, σk ,σk−1 ¿ θ, σk ,σk−1 →+∞ one has
sgn
(
e iδ1η±
)= sgn(e iδ1η′±)= 1.
Step 2
Let us now formulate and prove combinatorial
Theorem A.1. Z˜bif
(
ν
∣∣0,Y ′;0,Y )≡ Z˜bif (ν∣∣Y ′,Y )=±Zbif (ν∣∣Y ′,Y ).
This statement follows from the following two lemmas.
Lemma A.2. Equality Zbif =±Z˜bif holds for the diagrams Y ′,Y ∈Y iff it holds for Y ′,Y with added one column
of admissible height L.
Proof. Let us denote the new value of Zbif by Z
∗
bif
7, then
Z∗bif =
(1+ν)L
∏
i
(
L+p ′i + 12 +ν
)∏
i
(
L−q ′i + 12 +ν
) (1−ν)L∏i (L+pi + 12 −ν)∏
i
(
L−qi + 12 −ν
) Zbif . (A.13)
The extra factor comes only from the product over 2L new boxes. To explain how its expression is obtained, we
will use the conventions of Fig. 14.
To compute the contribution from the red boxes it is enough just to multiply the corresponding shifted hook
lengths, which yields
∏
i
(
L+p ′i + 12 +ν
)
. To compute the contribution from the green boxes one has to first
write down the product of numbers from ν+L to ν+1 (i.e. the Pochhammer symbol (1+ν)L in the numerator),
keeping in mind that each step down by one box decreases the leg-length of the box by at least one. Then one
has to take into account that some jumps in this sequence are greater than one: this happens exactly when we
meet some rows of the transposed diagram. We mark with the green crosses the boxes whose contributions
should be cancelled from the initial product: they produce the denominator.
7Everywhere in this appendix X∗ denotes the value of a quantity X after appropriate transformation.
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Figure 14: A Young diagram Y ′∗ obtained from Y ′ = {6,4,4,2,2} by addition of
a column of length L = 7.
Next let us check what happens with Z˜bif . We have
Z˜∗bif
(
ν|Y ′,Y )=∏
i
(−ν)q ′∗i + 12
∏
i
ν−1 (ν)q∗i + 12
∏
i
(−ν)p∗i + 12
∏
i
ν−1 (ν)p ′∗i + 12
∏
i , j
(
ν−q ′∗i −p∗j
)∏
i , j
(
ν+p ′∗i +q∗j
)
∏
i , j
(
q ′∗i −q∗j −ν
)∏
i , j
(
p ′∗i −p∗j +ν
) ,
where {
q∗i
}= {(L−1/2) ,(q1−1) , . . . ,(qd−1−1) ,ã(qd −1)} ,{
p∗i
}= {(p1+1) , . . . ,(pd +1) , 1˜/2} ,{
q ′∗i
}= {(L−1/2) ,(q ′1−1) , . . . ,(q ′d ′−1−1) ,ã(q ′d ′ −1)},{
p ′∗i
}= {(p ′1+1) , . . . ,(p ′d ′ +1) , 1˜/2},
and d ,d ′ denote the number of boxes on the main diagonals of Y ,Y ′. The above notation means that one has
either to simultaneously include or not to include the coordinates tilded in the same way. These numbers are
included in the case when both of them are positive (it implies that qd 6= 12 or q ′d ′ 6= 12 ). Fig. 15 below illustrates
the difference between these two cases.
Figure 15: Possible mutual configurations of main diagonals of Y , Y ∗;
qd = 12 (left) and qd 6= 12 (right).
We may now consider one by one four possible options, namely: i) qd 6= 12 , q ′d ′ 6= 12 ; ii) qd = q ′d ′ = 12 ;
iii) qd 6= 12 , q ′d ′ = 12 ; iv) qd = 12 , q ′d ′ 6= 12 . For instance, for qd 6= 12 , q ′d ′ 6= 12 after massive cancellations one ob-
tains
Z˜∗
bif
Z˜bif
=
d ′∏
i=1
1
−ν+q ′i − 12
(−ν)L
d∏
i=1
1
ν+qi − 12
ν−1 (ν)L
d∏
i=1
(
−ν+pi + 1
2
)
(−ν)1
d ′∏
i=1
(
ν+p ′i +
1
2
)
×
×
∏
i
(
ν−L− 12 −pi
)∏
i
(
ν−q ′i + 12
)∏
i
(
ν− 12 +qi
)∏
i
(
ν+p ′i +L+ 12
)∏
i
(
L+ 12 −qi −ν
)∏
i
(
q ′i −L− 12 −ν
)∏
i
(
p ′i + 12 +ν
)∏
i
(− 12 −pi +ν)
(ν−L) (ν+L)
ν2
=
= (1−ν)L (1+ν)L
∏
i (ν−L− 12 −pi )
∏
i (ν+p ′i +L+ 12 )∏
i (L+ 12 −qi −ν)
∏
i (q
′
i −L− 12 −ν)
=
Z∗
bif
Zbif
,
where the first line of the first equality corresponds to the ratio of diagonal parts and the second to non-
diagonal ones. The proof in the other three cases is analogous. 
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Corollary A.3. Zbif = Z˜bif for arbitrary Y ,Y ′ ∈Y iff Zbif =±Z∗bif for diagrams with
{
qi
}= { 12 , . . . ,L− 12} (that is,
for the diagrams containing a large square on the left).
Lemma A.4. The equality Zbif = Z˜bif holds for given diagrams Y ,Y ′ ∈ Y with a large square iff it holds for the
diagrams with a large square and one deleted box.
Proof. Suppose that we have added one box to the i th row of Y ′. The only boxes whose contribution to Zbif
j =2
Figure 16: A pair of Young diagrams (red and green) with a large
square (black) and added box (blue square).
depends on the added box lie on its left in the diagram Y ′ and above it in the diagram Y , see Fig. 16. The
contribution from the boxes on the left (green circles) was initially given by
Z leftbif =
(ν)p ′i+L+ 12∏
j≥ jˆ
(
p ′i −p j +ν
) · (ν) jˆ−i+1 ,
where jˆ =min[{ j |p j + j ≤ p ′i + i +1}∪ {L}] (notice that we can move jˆ in the range where p j + j = p ′i + i +1).
The contribution from the boxes on the top (red circles) was Z top
bif
=∏ j< jˆ (−ν+p j −p ′i −1). After addition of
one box (blue square) it transforms into Z∗top
bif
=∏ j< jˆ (−ν+p j −p ′i ), whereas the previous part becomes
Z∗leftbif =
(ν)p ′i+L+ 32∏
j≥ jˆ
(
p ′i −p j +1+ν
) · (ν) jˆ−i+1 .
The ratio of the transformed and initial functions is then given by
Z∗
bif
Zbif
=
(
p ′i +L+ 12 +ν
)∏
j< jˆ
(
p ′i −p j +ν
)∏
j≥ jˆ
(
p ′i −p j +ν
)
∏
j≥ jˆ
(
p ′i −p j +1+ν
)∏
j< jˆ
(−ν+p j −p ′i −1) =
(
p ′i +L+ 12
)∏
j
(
p ′i −p j +ν
)∏
j
(
p ′i −p j +1+ν
) .
On the other hand, the ratio Z˜∗
bif
/Z˜bif is easier to compute since the addition of one box to the i th row
of Y ′ simply shifts one coordinate, p ′i 7→ p ′i +1. From (A.8) and the large square condition
{
qi
}= { 12 , . . . ,L− 12}
it follows that
Z˜∗
bif
Z˜bif
=
(
p ′i +
1
2
+ν
)
×
(
p ′i + 12 +L+ν
)∏
j
(
p ′i −p j +ν
)(
p ′i + 12 +ν
)∏
j
(
p ′i −p j +1+ν
) = Z∗bif
Zbif
,
which finishes the proof. 
Using two inductive procedures described above, any pair of diagrams Y ,Y ′ ∈ Y can be reduced to equal
squares, in which case the statement of Theorem A.1 can be checked directly.
Step 3
Let us move to the third part of our plan and prove
Theorem A.5. Zbif
(
ν
∣∣Q ′,Y ′;Q,Y )=C (ν∣∣Q ′−Q)Zbif (ν+Q ′−Q∣∣Y ′,Y ).
Proof. It is useful to start by computing Zbif for the “vacuum state”
pα = pQα :=
{1
2
,
3
2
, . . . ,Q(α)− 1
2
}
, qα =; for Q(α) > 0,
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pα =;, qα = qQα :=
{1
2
,
3
2
, . . . ,−Q(α)− 1
2
}
for Q(α) < 0.
One obtains
Z˜bif
(
ν
∣∣pQ ′ ,;;pQ ,;)= (−1)Q(Q+1)/2 Q ′∏
i=1
ν−1 (ν)i
Q∏
i=1
(−ν)i
Q ′∏
i=1
Q∏
j=1
(
ν+ i − j )−1 =
= (−1)Q(Q+1)/2
Q ′∏
i=1
Γ (ν+ i )
Γ (ν+1)
Q∏
i=1
Γ (i −ν)
Γ (−ν)
Q∏
j=1
Γ
(
ν− j +1)
Γ
(
ν− j +Q ′+1) =
=G
(
1+ν+Q ′)
G (1+ν)
G (1−ν+Q)
G (1−ν)
(−1)Q(Q+1)/2
Γ (ν+1)Q ′ Γ (−ν)Q
G (ν+1)
G (ν+1−Q)
G
(
ν+Q ′+1−Q)
G (ν+Q ′+1) =
= (−1)Q(Q+1)/2 G (1−ν+Q)
G (1+ν−Q)
G
(
1+ν+Q ′−Q)
G (1−ν)Γ (1+ν)Q ′ Γ (−ν)Q .
Using the recurrence relation
G (1−ν+Q)
G (1+ν−Q) = (−1)
Q(Q−1)/2 G (1−ν)
G (1+ν)
( pi
sinpiν
)Q
,
and the reflection formula Γ (−ν)Γ (1+ν)=− pisinpiν , the last expression can be rewritten as
C
(
ν|Q ′−Q) := Z˜bif (ν∣∣pQ ′ ,;;pQ ,;)= G (1+ν+Q ′−Q)
G (1+ν)Γ (1+ν)Q ′−Q .
Next let us rewrite the expression for Z˜bif
(
ν|Y ′,Q ′;Y ,Q) for charged Young diagrams in terms of uncharged
ones. To do this, we will try to understand how this expression changes under the following transformation,
shifting in particular all particle/hole coordinates associated to Y ′:
p ′i 7→ p ′i +1, q ′i 7→ q ′i −1, ν 7→ ν−1.
It should also be specified that if we had q ′ = 12 , then this value should be dropped from the new set of hole
coordinates; if not, we should add a new particle at p ′ = 12 . Looking at Fig. 12, one may understand that this
transformation is exactly the shift Q ′ 7→Q ′+1 preserving the form of the Young diagram.
Now compute what happens with Z˜bif
(
ν|Y ′,Q ′;Y ,Q). One should distinguish two cases:
1. If there is no hole at q ′ = 12 in
(
Y ′,Q ′
)
, then it follows from (A.8) that
Z˜bif
(
ν−1|Q ′+1,Y ′;Q,Y )
Z˜bif (ν|Q ′,Y ′;Q,Y )
=
∏
i
(
ν− 12 +qi
)∏
i
(
ν− 12 −pi
) ∏
i
ν
ν+qi − 12
∏
i
−ν+pi + 12
ν
×ν|p′|ν−|q′| = νQ ′−Q .
2. Similarly, if there is a hole at q ′ = 12 to be removed, then
Z˜bif (ν−1|Q ′+1,Y ′;Q,Y )
Z˜bif (ν|Q ′,Y ′;Q,Y )
= ν−1
∏
i
(
ν− 12 +qi
)∏
j
(
ν− 12 −p j
) ×ν|p′|ν−|q′|+1∏
i
ν−pi − 12
ν
∏
i
ν
ν− 12 +qi
= νQ ′−Q .
The computation of the shift of Q is absolutely analogous thanks to the symmetry properties of Z˜bif .
Introducing
Z˜ ?bif
(
ν|Q ′,Y ′;Q,Y )= Zbif (ν|Q ′,Y ′;Q,Y )
C (ν|Q ′−Q) ,
it is now straightforward to check that
Z˜ ?
bif
(
ν−1|Q ′+1,Y ′;Q,Y )
Z˜ ?
bif
(ν|Q ′,Y ′;Q,Y ) =
Z˜ ?
bif
(
ν+1|Q ′,Y ′;Q+1,Y )
Z˜ ?
bif
(ν|Q ′,Y ′;Q,Y ) = 1,
and therefore Z˜ ?
bif
(
ν|Q ′,Y ′;Q,Y )= Z˜ ?
bif
(
ν+Q ′−Q|0,Y ′;0,Y ). Finally, combining this recurrence relation with
C (ν|0)= 1, one obtains the identity
Z˜bif
(
ν|Q ′,Y ′;Q,Y )
C (ν|Q ′−Q) = Z˜bif
(
ν+Q ′−Q|Y ′,Y ) ,
which is equivalent to the statement of the theorem. 
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Step 4
At this point, we have already shown that
Z
~Y ′,m′
~Y ,m
(T )=±e i(δ1η′+−δ1η′−)m′+i(δ1η+−δ1η−)m Zˆ ~Y ′,~Q ′
~Y ,~Q
(T ) .
It remains to check the signs in the reference limit described above. Note that sgn
(
Zˆ
) = 1, since
sgn
(
C
(
ν|Q ′,Q)) = 1 and sgn(Zbif (ν|Y ′,Y )) = 1 as ν→∞. Everywhere in this subsection the calculations are
done modulo 2.
First let us compute the sign of the non-diagonal part of Z . To do this, one has to fix the ordering as
xI : p
′
++σk−1, p ′−−σk−1, −q+−θk +σk , −q−−θk −σk ,
yI : −q ′++σk−1, −q ′−−σk−1, p+−θk +σk , p−−θk −σk .
The variables in each of these groups are ordered as p1, p2, . . . where p1 > p2 > . . . This gives
lsgn
(
Z |non−diag
)= |p′−| · |q′+|+ |q+| · (|q′+|+ |q′−|+ |p+|)+|q−| · (|q′+|+ |q′−|+ |p+|+ |p−|)+
+|q+|
(|q+|−1)
2
+ |q−|
(|q−|−1)
2
+ |p+|
(|p+|−1)
2
+ |p−|
(|p−|−1)
2
+
+|q′+| · (|q′−|+ |p+|+ |p−|)+|q′−| · (|p+|+ |p−|)+|p+| · |p−|.
Using the charge balance conditions
|p+|− |q+| =|q−|− |p−| =m,
|p′+|− |q′+| =|q′−|− |p′−| =m′,
the above expression can be simplified to
lsgn
(
Z |non−diag
)=m+m′+m|p+|+m′|p′+|+ |p+|+ |p−|.
Next compute the sign of the diagonal part,
lsgn
(
Z |diag
)=∑(p ′−+q ′++q++p−)+ |p′−|− |q′+|+ |q+|− |p−|2 .
Combining these two expressions, after some simplification we get
lsgn(Z )= |p+| · |q+|+ |p′+| · |q′+|+
∑(
q++ 1
2
)
+∑(q ′++ 12
)
+∑(p−+ 1
2
)
+∑(p ′−+ 12
)
+m.
This expression can be represented as
lsgn(Z )=: lsgn(p,q)+ lsgn(p′,q′)+m.
To get the desired formula, one has to absorb m by adding extra shift e iδ2η+ = −1. Combining this shift with
the previous formulas (A.12), we deduce the full shift (A.4) of the Fourier transformation parameters. The final
formula for the relative sign is
lsgn
(
Z /Zˆ
)= lsgn(p,q)+ lsgn(p′,q′) ,
which completes our calculation.
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