Currently, most Speaker Verification (SV) systems based on neural networks use Cross-Entropy and/or Triplet loss functions. Despite these functions provide competitive results, they might not fully exploit the system performance, because they are not designed to optimize the verification task considering the performance measures, e.g. the Detection Cost Function (DCF) or the Equal Error Rate (EER). This paper proposes a first approach to this issue through the optimization of a loss function based on the DCF. This mechanism allows the end-toend system to directly manage the threshold used to compute the ratio between the False Rejection Rate (FRR) and the False Acceptance Rate (FAR). This way connecting the system training directly to the operating point. Results in a text-dependent speaker verification framework, based on neural network supervectors over the RSR2015 dataset, outperform reference systems using Cross-Entropy and Triplet loss, as well as our previously proposal based on an approximation of the Area Under the Curve (aAUC).
Introduction
The main purpose of SV systems is to verify whether a claimed identity is true or false. State-of-the-art SV systems are trained to generally make two decisions, acceptance or rejection. There are two types of decision errors, the FAR referred to accept an impostor speaker (Type I error), and the FRR related to the incorrect rejection of a true speaker (Type II error) [1, 2] . These errors compared to a threshold determines the system performance. The threshold selection is what actually relates the system to the interesting operating point in terms of the application. Thus, when FAR = FRR we have the Equal Error Rate (EER), which is an operating point frequently used as a measure of the system discrimination capability, specially for commercial applications [3] . However, the EER may not be the best option for some applications, so there are alternative operating points that implement a trade-off between FAR and FRR. Once verification scores are computed, a following stage of the system considers the cost of the decision errors and readjust the operating point to the requirements of the application. This process is known as calibration [4] , which represents the power of the system to choose the optimal decision threshold. However, the fact is that the verification system itself is trained without considering the real operating point.
State-of-the-art neural networks SV systems [5, 6, 7] use a front-end trained with a multi-class Cross-Entropy loss function and an average pooling mechanism which produces embeddings that represent the whole utterance. Then, the verification process is performed through a separated back-end, either through a Probabilistic Linear Discriminative Analysis (PLDA) [8, 9] , a similarity metric [10] , a Triplet Neural Network [11, 12] , or more complex methods like the Angular loss [13] . Finally, verification results are rectified through score normalization (Snorm) [14] , and a calibration [4] in order to choose an optimal threshold for detection. Although these systems already provide reasonably good results, the loss functions used, namely Cross-Entropy and Triplet loss, are general approaches which were not designed to optimize the verification task itself.
Previously [15] we proposed an alternative back-end which combines the triplet loss philosophy with the optimization of the AUC as loss function [16, 17, 18] . The AUC is a measure of the probability that all pairs of examples are ranked correctly. Thus, this provides a performance measure independent of the operating point. We demonstrated how the maximization of our approximation of the AUC (aAUC) improves the overall system performance in terms of EER. However, aAUC focuses on the discrimination performance, while we cannot be sure that the system is well calibrated at the end. Moreover, the triplet strategies of training employed are very slow and have a high computational cost.
In this paper, we propose a new loss function to replace the classical Cross-Entropy, which is usually employed to make a multi-class classification. This function is inspired by the DCF [19, 20] used for National Institute of Standards and Technology during the Speaker Recognition Evaluations (NIST-SRE). It measures the cost of detection error in terms of FA and FR, so we will call it aDCF loss function. We have approximated the DCF by a differentiable function, which allows the training algorithm to adapt the network parameters to minimize the cost and learn the optimal decision threshold. Preliminary results outperform reference systems based on alternative loss functions: Cross-Entropy, Triplet loss, and aAUC. The capability to manage the threshold regarding the operating point is a useful skill to provide this type of end-to-end systems with. Experimental results also show that this function provides a better FRR when the FAR is low, which in practice is a desirable quality for a commercial SV system. From now on, Sections 2, 3 present a review of loss functions. Section 4 presents the proposal. Section 5 describes the SV system description, followed by the experimental setup in Section 6. Finally, Section 7 presents and discusses results and Section 8 concludes the paper.
Loss Functions
Most SV systems based on DNN are designed from the following two strategies:
1. An architecture trained with a multi-class classification philosophy using "traditional" loss functions such as the Cross-Entropy. 2. An architecture that produces speech embeddings followed by a trainable back-end with a triplet neural net-work structure and loss functions, such as Triplet loss function or aAUC.
Each of these functions are briefly described below.
Cross-Entropy Loss
One of the most common used loss functions in many SV systems based on DNNs is the Cross-Entropy loss [21, 22, 23] . Due to its simplicity and probabilistic interpretation, this function has been widely applied for the multi-class classification. The input to Cross-Entropy loss function is used as feature in many systems [6] . The Cross-Entropy loss is defined as,
where xi is the input sample with i ∈ {1, ..., m} and m is the number of samples, yi is the class label, W is the weight matrix, b indicates the bias value, Wy i and Wj are the yi and j column of W with j ∈ {1, ..., N } and N is the total number of classes. When this function is used to train the DNN, their parameters are adapted to push the features as far as possible from the decision boundary. Therefore, the inter-class separability is improved, but the features are not necessarily encouraged to enhance the intra-class compactness. This behaviour is problematic because the learned features are prone to be separable for the multi-class classification, rather than to be well calibrated for the task of speaker verification itself.
Ring Loss
It is a loss function oriented to bring compactness to the features extracted from the network. It applies a convex norm constraint over the primary loss, for example a Cross-Entropy loss, to normalize the features [24] . By using Ring Loss, the system is trained to learn the features norm constrained close to the unit circle. This way, the features will increase their discrimination power among different classes while the intra-class features variability is reduced. The Ring loss can be formulated as,
where R is the target norm value, usually 1, λ is the loss weight, xi is the input sample of the penultimate layer with i ∈ {1, ..., m} and m is the number of samples.
Triplet Loss
Moreover, motivated by the need for reducing the intra-class variance while enlarging the inter-class separation, Triplet loss function was created [11] . A triplet neural network structure is employed for training this loss function. Herein, three examples are selected. First, an example from a specific identity which is the reference called anchor (e). Then, a positive example of the same identity of the anchor (e + ), and a negative example of a different identity of the anchor (e − ). Thus, three instances of the same neural network with shared parameters are trained, aiming to make larger the similarity metric anchor-positive example than the similarity metric anchor-negative example, and add a margin. The Triplet loss can be written as,
where sΘ(p + i ) is the similarity metric of each pair of anchorpositive embeddings where p + i = (e, e + i ) with i ∈ {1, ..., m + } and m + is the total number of positive examples, sΘ(p − j ) indicates the metric of each pair of anchor-negative embeddings where p − j = (e, e − j ) with i ∈ {1, ..., m − } and m − is the total number of negative examples, and τ is the minimum margin between those similarities.
aAUC Loss
In [15] we developed a SV system with the triplet philosophy that optimized directly the AUC as loss function. The AUC measures the probability that all the pairs of examples are ranked correctly. This way, it provides a measure of the whole system performance independently of the operating point. SV systems are generally trained to optimize the classification performance without considering the verification process and the relative measures during the training. Therefore, AUC is more intuitive for the detection task than the previously mentioned loss functions. Since AUC function is not differentiable, we proposed an effective approximation to enable the backpropagation of the gradients. Hence, given a set of network parameters Θ, our approximation of the AUC loss function can be written using a sigmoid function as,
is the similarity metric of each pair of anchorpositive embeddings, sΘ(p − j ) indicates the metric of each pair of anchor-negative embeddings, and α is an adjustable parameter which is set using development data.
Beyond the advantage of introducing the FAR-FRR tradeoff in the verification learning framework, aAUC cannot contribute to the calibration of the system. aAUC loss optimizes every operating point to achieve a performance improvement of the whole system, so a specific decision threshold for a practical application operating point is not possible to handle. Furthermore, the triplet approach has some drawbacks on the slow convergence and instability. To address this issue, the triplets should be carefully selected with sample mining strategies such as Hard Negative Mining [11] . This way the performance improves, but this solution involves a high computational cost which excessively slows down the training process.
Proposal: aDCF Loss Function
This paper proposes a loss function that considers the performance measure of the SV systems, keeping the philosophy of Cross-Entropy loss and maintaining the same speed of training. Inspired by the DCF [19, 20] , the aDCF loss function allows to adapt the network parameters to minimize the cost and learning the optimal decision threshold for the specific application. Since the original loss function is not differentiable, we propose an effective approximation for both probabilities.
The aDCF loss function measures a weighted sum of the probability of false alarm or FAR (P f a ) and the probability of misses or FRR (Pmiss). For m number of examples, the P f a can be determined empirically by the average number of times the scores of non-target speakers Nnon are greater than the detection threshold (Ω), so a false alarm is produced. While the Pmiss is determined by the average number of times the scores of target speakers Ntar are smaller than the decision threshold Ω, so the system cannot detect and a miss is produced. Both probabilities are also expressed as a function of the network parameters Θ. Therefore, the P f a and the Pmiss can be written as,
Pmiss(Θ, Ω) = y i ∈y tar 1(sΘ(xi, yi) < Ω)
where 1() function has a value equal to '1' whenever the score sΘ(xi, yi) meets the condition with respect to Ω, and '0' otherwise. The score sΘ(xi, yi) is obtained from the last linear layer of the neural network as,
where xi is the input signal to the last linear layer, and W T y i and by i are the layer parameters of the speaker class yi. This expression can be interpreted as a cosine product plus a speaker dependent threshold correction. However, the expressions (5), (6) for the probabilities are not differentiable, so we replace the 1() function by a sigmoid function of the difference to make an approximation which enables the backpropagation of the gradients:
Pmiss(Θ, Ω) = y i ∈y tar σ(Ω − sΘ(xi, yi)) Ntar ,
where σ() is the sigmoid function. Thus, with this expressions, we can now propose to minimize the following approximated loss function defined by,
where γ and β are variable parameters to provide more cost relevance to one of the terms over the other. In this work, we aim to do a proof of concept, so γ will be defined as equal to β to maintain the balance between both terms. Note that Ω will be optimized as part of the system parameters. Furthermore, since the output of the last layer (7) is calculated using subsets of training samples, we assume that the values corresponding to Ntar and Nnon are 1, and N − 1 for each input sample, where N is the total number of speakers. Thus, the training process has a similar efficiency and convergence speed to Cross-Entropy.
Supervector Neural Network System
In the following section, we present the structure of the system used for experiments Fig.1 . First, we describe the frontend based on neural networks combined with the differentiable alignment mechanism proposed in our previous work [25, 15] . Then, the back-end strategies are described. Finally, a score normalization is applied to the scores.
Front-end with Alignment Mechanism
The most recent SV systems employ a front-end based on a DNN with an average mechanism to extract embeddings. In the context of the text-dependent verification tasks [6, 26] , the averaging dismisses the order of phonetic information in the utterance. In [25, 15] , we addressed this problem by replacing the average pooling mechanism by a frame-to-state alignment method as a new layer into the DNN architecture. With this mechanism, the temporal structure of the uttered phrase Figure 1 : Two architectures used to create the SV system. Type A is trained with two different loss functions, and in the case of Cross-Entropy loss, it is also used as pre-train for the other architecture. Type B is trained to optimize the back-end net for Triplet and aAUC loss. and the speaker information is kept and encoded in a supervector. In this paper, the Bayesian Dark Knowledge [27] approach is used to provide robutness to the neural network front-end. The alignment method employed is a Gaussian Mixture Model (GMM) combined with a Maximum A Posteriori (MAP) adaptation [28] .
Back-end
For the verification process, two different architectures are used. Fig.1(a) shows the first architecture which uses the proposed front-end with the Cross-Entropy loss and the aDCF loss to train the system. Once the system is trained, a cosine similarity is applied over the embeddings to achieve the verification scores.
On the other side, Fig 1(b) depicts the second architecture which employs a trainable back-end using the Triplet loss function or the aAUC loss function. Due to the slow convergence, to initialize this architecture, we use a pre-trained model employing the architecture type A trained with the Cross-Entropy loss. In this case, one embedding is obtained for each example, and then the back-end is applied to obtain verification scores.
Score Normalization
A gender-dependent score normalization is applied to conclude the system. We used a symmetric normalization, denoted Snorm [14] , with the whole cohort of files available as:
where score is the original score, µ1 and σ1 are the mean and standard deviation of the scores obtained from the evaluation of test vs. dev files, and µ2 and σ2 are the mean and standard deviation of the scores obtained from the evaluation enroll vs. dev files.
Experimental Setup
RSR2015-PartI text-dependent speaker verification corpus [29] was used for experiments. This dataset consists of speech samples from 157 male and 143 female speakers. For each speaker, there are 9 sessions pronouncing 30 different phrases. The corpus is divided into three speaker subset: background (bkg), development (dev), and evaluation (eval). Unlike our previous work [25, 15] , in this paper, we only employ the bkg data (97 speakers, 47 female/50 male) for training, and reserve the dev data to scores normalization. The evaluation part is used for enrollment and trial evaluation.
Experimental Description
We have trained a 64 component GMM per phrase without phrase transcription using the bkg partition. From these models, we extract the alignment information to use in the frameto-state alignment mechanism of our DNN architecture. As input to the DNN, a set of features composed of 20 dimensional Mel-Frequency Cepstral Coefficients (MFCC) with their first and second derivates are employed. To manage a possible overfitting problem in our models due to the lack of data, we apply a data augmentation method called Random Erasing [30] on the input features.
As reference for experiments, we compare an average pooling (avg) after the front-end [6, 26] to the proposed front-end with alignment mechanism that creates the supervector (svec). On the other side, we contrast the architecture type A using Cross-Entropy (CE) loss, with/without the architecture type B. Finally, we compare with the proposed aDCF loss. These comparisons have been performed with and without the score normalization (snorm). Table 1 presents EER and NIST 2008 (DCF08 [31] ) and 2010 minimum detection costs (DCF10 [32] ) for the mentioned architectures and loss functions. No matter what the loss function or normalization technique have been employed, the average pooling mechanism does not generate proper embeddings to represent the phrase and speaker information in this textdependent SV task. We can observe that the proposed loss function achieves the best minimum detection costs with both metrics DCF08 and DCF10. These metrics focus the attention on different operating points in function of the parameters for controlling the relevance of associated costs to the P f a and the Pmiss. Especially relevant is the improvement in the DCF10, which comes from the fact that this metric provides more importance to low P f a and the proposal achieves the best FAR (Fig.2) . Comparing with the Cross-Entropy loss, which is the most comparable training strategy, we achieve a relative improvement of 24%, and 20.1% with normalization (S-norm). Notice that aDCF achieves the most stable results at the introduction of normalization, which indicates that this function is better calibrated. When we apply S-norm, the Triplet loss function does not follow the tendency of the other loss functions, it gets worst. A possible cause of this issue could be that this function has been trained to maximize the distance among scores from different identities. Then, the scores without normalization are too sparsed, and when we normalize, they are forced to get back closed loosing discriminability.
Results and Discussion
In addition, we represent the Detection Error Trade-off (DET) curves in Fig.2 . These curves depicted the relationship between FAR and FRR. The average pooling experiments are not represented since they do not provide relevant information. This representation demonstrates that if we do not apply a normalization technique, the performance of the aAUC and the aDCF systems are similar. Indeed, the EER is lower in the first one because it has been trained with the aAUC loss to achieve the best performance of the system in all operating point. Though, it does not take into account the operating points relation to the specific requirements of the system application. However, when applying a snorm technique, the tendency followed by the aDCF DET curve shows that is the best SV system for each operating point, even at the EER.
Conclusions
In this paper, we have presented a novel loss function based on the detection errors FA and FR as an alternative to replace the classical Cross-Entropy loss. This aDCF loss function allows the end-to-end system to handle the optimization of the decision threshold employed to compute the ratio between FAR and FRR. Even though this is a preliminary study, the proposal has been able to obtain competitive results. This encourages us to conclude that the aDCF loss function is a promising approximation of SV system performance considering the operating point. Undoubtedly, this is an interesting line of research. In the future, we plan to work on the definition of the aDCF, focusing on the weights of the P f a /Pmiss, and the decision threshold. Furthermore, our ultimate goal is to progress this proposal until we reach to an end-to-end system able to self-calibrate.
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