Cognitive radio has been proposed as an optimal solution to increase spectrum efficiency, by exploiting unused portions of radio spectrum. The first and the most important function in cognitive radio equipment, is spectrum sensing, wherein a cognitive user must sense his environment to detect a free band, then use it temporarily without causing any interference to the primary user (PU). It has been shown that the energy detection is the most chosen method, to detect the spectrum holes in the case where there is no a priori information about the PU. In this paper, we are describing tow stages architecture: The first stage is used to detect the presence of the PU with an improved energy detection technique, and the second is utilized to classify the modulation type, by combining principal component analysis to extract signal features and neural network to make the decision. Performance evaluation of our proposed architecture has been done by real word signals.
Introduction
The use of the frequency spectrum has become increasingly demanded, as a result of the explosive growth in the use of wireless communication systems [1] , and the large expansion of the Internet on mobile in the world. These factors have urged researchers to improve the performance of these networks. The evolution of wireless communication systems has been marked by the emergence of new services, and the arrival of new intelligent devices, that are able to be aware of the around environment. These devices must enough intelligent to determine how to communicate through a dynamic use of spectral bands on the way to improve connectivity and capacity. In 1999, Joseph Mitola exhibited his work [2] on a radio that is conscious of the electromagnetic environment, which is able to modify the behavior of the physical layer and may adopt complex strategies. Cognitive Radio (CR) is the name of this new approach of communication in wireless networks. The latter has been a particular interest as a technology that can improve the performance of wireless networks, and increase spectrum efficiency. A cognitive radio equipment must have three keys capabilities [3] : "Aware" is the ability to be conscious of its environment, "Adaptation" is the capacity to adapt, "Cognition", includes various mental processes from perceptual analysis of the environment up to the reconfiguration. CR is a system that can perceive its environment, analyze then memorize it and act accordingly. Opportunistic spectrum access allows a secondary user (SU) to temporarily benefit from the absence of the PU, and use it's free band. Therefore, under the conditions that PU should not suffer from harmful external interference, and does not make any modifications to allow co-existence with an SU. There are various methods of spectrum sensing suggested in the literature [4] - [5] , such as:
 Matched filter detection: This method is based on the principle of correlation to detect the presence of the PU [6] , that is the reason why it requires some information concerning the bandwidth, the order and type of modulation, the carrier frequency, pulse shape ... for this reason the use of this method is useless in the context where the primary signal is assumed unknown.  Cyclostationary Detection: In this method, we do an autocorrelation of the received signal to detect hidden periodicities within the spectrum, such periodicities reveal the presence of the PU [7] . However, this method requires a powerful ADC which is resulted in a high energy consumption.
 Energy Detection: is the most common method chosen not only for its simple implementation, but also for it doesn't require any knowledge in advance of the PU [8] . In that method the energy of the received signal is measured and compared to a predefined threshold, which presents the energy of the noise existent in the channel, if the energy measured exceeds the threshold, we declare the presence of the PU, otherwise it will be absent. In low SNR there are a lot of problems that decrease the performance of the energy detector [4] - [8] , for instance the uncertainty of the noise, shadowing, fading…, and the big challenge of this technique is to estimate the threshold of detection. In the classic method, a static threshold is used, but as we know the threshold depends on the environmental noise. In this work, we propose a dynamic threshold to increase the probability of detection. Automatic modulation classification (AMC) is the problem of determining the type of modulation that is used by the primary user [9] . Spectrum sensing applications require efficient modulation classifier, in order to better recognize the primary users. AMC is a difficult phase, in the case when we don't have information concerning the PU. This tape becomes harder when the received signals suffer from noise, shadowing, and channel fading. AMC needs a pre-processing module as the Principal Component Analysis (PCA) to extract signal features with, and a decision block like Artificial Neural Networks (ANN) to identify the modulation type. This paper is organized as follows, section 2 deals with the mathematical formulation of the spectrum sensing problem, in this section we also introduce the classical energy detection method, and we explain how the dynamic threshold has been added to enhance the performance of the energy detector. While section 3 gives detailed description of the measurement platform used to collect real word signals. Then, section 4 describes the methodology adopted in this work, in which we have exposed the mathematical background of artificial neural network, besides the Principal Component Analysis and its crucial role to minimize the space dimension of used signals. Furthermore, section 5 presents the results of spectrum sensing, dimensionality reduction with the PCA, and the performance of the tow proposed classifiers ANN and PCA-ANN. Finally, section 6 concludes the paper.
Spectrum Sensing Formulation

Mathematical Formulation
In this context, we shall detect the presence of the PU that emits at a given time a signal x (t). The spectrum sensing can be formulated as follows:
y(t): The received signal. x(t): The signal transmitted currently being deterministic or random, but unknown. n(t): Noise, it is assumed to be additive white Gaussian noise . The hypothesis H0: the existence of noise alone  free band The hypothesis H1: the presence of the signal  occupied band. The detection is based on the function ∏(y(k)) which is dependent on the received samples and compared to a threshold λ [9] . The performance of a detector is characterized by using the pair (Pd, Pfa). Pd: probability of detection Pfa: probability of false alarm.
Classical Energy Detection Model
In the context of the local detection by the energy detection technique, we measure the energy of the received signal in a specified time interval, and for a predefined frequency [8] . The detection of the primary signal has been done by comparing the output of the detector with a threshold that presents the noise energy [5] .
Fig 1: Energy detection Model
Assuming that we collect N samples data denoted {y j }jϵ{1,2, … , N} we note that:
Where T is the statistical test and λ is the detection threshold.
In the absence of the primary user, the statistical decision is a central chi-squared distribution χ2 with N degrees of freedom: Under the hypothesis H0:
In the case where the PU is present [10] , the statistical decision follows a non-central chi-squared distribution χ 2 with the same degree of freedom, according to the central limit theorem, when the number captured samples is rather large (N> 100), the law of χ 2 can be approximated by a normal distribution. Under the hypothesis H1:
The performance of the detector is measured by using the pair (Pd, Pfa) which is defined by:
Improved Energy Detection Model
There are a lot of problems that decrease the performance of the energy detector [11] , such as, the uncertainty of the noise, shadowing, channel fading…, and the big challenge of this technique is to estimate the threshold of detection. In the classical method, we have seen that a static threshold is used, but as we know that threshold depends on the environmental noise, we propose a dynamic threshold to increase the probability of detection. The process of the improved energy detection considered in this part is clarified in figure2. Here, the detection process consists of two parallel flows: in the first, the measurement of energy level as descript in the figure 2. In the second, we estimate the noise variance to calculate the threshold. And the comparison of the energy measured with detection threshold computed in the next stage.
Fig 2: Improved Energy detection Model
Measurement Platform
The reason behind working on this paper is to manage a performance evaluation study of the proposed detector, which is based on real-world primary transmitted signals. Real-world signals measurement are consequently required. To collect samples of real signals, the measurement platform described in figure 3 employed. The measurement platform that has been employed in this paper is consisted of two parts. In the first one, generation of the primary signal, where we can choose the type of modulation AM, FM or FSK, this part is realized by the Agilent 33250A Function / Arbitrary Waveform Generator [12] . In the second, the numerical oscilloscope FI3104 [13] is used to receive signals that are captured by the antenna, the latter is connected to a Personal Computer (PC) with Universal Serial Bus 2 (USB2) interface. The table below gives some characteristics about the two devices used in this experience. 
Dimensionality Reduction
The size of data can be measured in two dimensions, the number of variables and number of individuals. Those two dimensions can take very high values, which present a problem during the exploration and analysis of these data. For this purpose, it is essential to develop processing tools to allow a better understanding of the knowledge available in the data. Its objective is to select or extract an optimal subset of relevant features. The selection of this subset of features can eliminate irrelevant, and redundant information according to the criterion used [14] . This selection / extraction therefore reduce the dimension space of examples, and make the data more representative. In fact, the main objectives of dimensionality reduction are:  facilitate the visualization and understanding of the data  reduce the storage space required  reduce the learning time and use  identify relevant factors The dimension reduction techniques use all the information contained in individuals keep (signals in our case), to compress and produce a vector of smaller dimension. These techniques project a signal vector from a space representation to another space with smaller dimension. The figure 4 is explaining the principal of this reduction. 
Principal Component Analysis
The Principal Component Analysis (PCA) is one of the most commonly method used in data analysis methods. When we have a quantitative database, wherein 'n' observations (the captured signals) are described by 'm' variables, where m is rather high. It is impossible to understand the data structure and the proximity between observations by simply analyzing univariate descriptive statistics or even a correlation matrix.
The PCA can be considered as a projection method, that projects the observations from the N-dimensional space of N variables to a K-dimensional space (K <<N) [15] , such that maximum information is retained (the information here is measured through the total variance of the point cloud) on the first dimensions. The purpose of the PCA is condensing the original data into new group, with the aim of removing the correlation between the objects, and ordering them in terms of the variance percentage contributed by each component. Thus, the first principal component contains information about the maximum variance, while the second principal component contains information about the following variance, and the process is repeated until the last principal component. Information loss decreased step by a step. Original dimensional space representation:
The { 1 , 2 , … , } is a basis of the N-dimensional space. Reduced dimensional space representation:
The { 1 , 2 , … , } is a basis of the K-dimensional space. Assuming that we start with a matrix X with dimension (N, M), while the 'M' columns show the observed signals, and the 'N' lines are the variables (amplitudes of the signals in the frequency domain), Beforehand, to make the result independent of the units used. An essential preprocessing consists in focusing and reducing variables.
1) Calculate the mean of each variable
2) Compute the variance of variables
3) Focus and reduce variables to obtain the new matrix X':
′ = ( − ̅ )(12)
4) From this new matrix X' calculate the covariance matrix C (N*N-dimensional space).
We note that the covariance matrix is always symmetric
In this matrix C we find two essentials elements Ci,i and Ci,j:
is diagonal elements in the matrix they present the variance of each variable i.  Ci,j is the covariance between variables i and j. 5) Calculate the eigenvalues of C: { 1 , … , } 6) Select K largest eigenvalues that maintains as much information as possible, from these selected K eigenvalues, we calculate the correspondent eigenvectors to be the new basis{ 1 , … , }. 7) The original matrix X' with N-dimensional can be projected into a new matrix Y with K-dimensional (K<<N) by the following equation :
= .
Such as
Artificial Neural Networks 4.3.1 Formal neuron
The artificial neural networks (ANN) are trying to mimic the biological neural structures [16] . A formal neuron is a mathematical representation of a biological neuron. The artificial neuron generally has several inputs, and only one output. The actions of excitatory synapses are represented by numerical co-efficient (the synaptic weights) associated with the inputs. The numerical values of these co-efficient 'Wi' are adjusted in the training phase. In its simplest version, an artificial neuron calculates the sum of the weighted inputs 'Xi' plus the bias 'b', and the output 'y' of this neuron is obtained by applying the activation function 'f' to this sum.
Fig6: Mathematical model of the formal neuron
The formal neuron as illustrated in the figure above has 'n' inputs denoted {X 1 , X 2 … X n }. Each line connecting these inputs to the summation junction is assigned a weight, denoted {W 1 , W 2 … W n }. The neuron activation function F(a) in McCulloch-Pitts model is a threshold function. However, linear and sigmoid functions are also used in different situations. The output 'y' of the neuron is given by the formula:
One of the most important parts of a neuron is its activation function. In this work, we have chosen a sigmoid function, for its nonlinearity which makes it possible to approximate any function. 
Multi-Layer Perceptron
The multi-layer perceptron (MLP) is a neural network model which is organized in the form of layers [17] . In the input layer we find neurons that receive the input variables{X 1 , X 2 … X n }, followed by the hidden layers that connect the input and output layers, this last is used to indicate the appropriate class for the object presented in the input. The neurons in a layer 'i' get inputs from the previous layer 'i-1' and feed their output to the following layer 'i+1'.These types of networks are called feed-forward networks.
Fig 8: MLP model
MLP are especially trained using the back-propagation algorithm (BP) [14] , which aims at minimizing the global error that is measured at the output layer by the relation bellow:
Where ( ) denotes the desired output, and ( ) the measured output of the neurone. The BP algorithm uses an iterative supervised learning procedure, where the MLP is trained with a set of predefined inputs and outputs. And, the global error ( ) is calculated by equation (18) .
The most efficient algorithm to optimize the global error ( ) is the gradient descent [15] , the aim is to start from a random point, then move to the direction of the steepest descent by applying a certain number of iterations. The algorithm converges to a local minimum. The back-propagation algorithm is summarized in the following series of steps:
i. Initializes all weights with small random values in the interval [-1, 1]. ii. Randomly permutes the training data. iii. For each data training n: a) Calculates the observed outputs by propagating the inputs forward b) Adjusts the weights by retro-propagating error observed
ω ij (n) = ω ij (n − 1) + ∆ω ij (n) = ω ij (n − 1) + εδ j (n)y i (n) (19) Where the "local gradient" is defined by tow relation, the first is used in the output layer, and the second is utilized in the hidden layer:
Where 0 < ≤ 1 represents the learning rate iv. Repeat steps 'ii' and 'iii' until a maximum number of iterations, or until the mean square error below, a threshold defines in the beginning.
Combining PCA with ANN
The strategy adopted in this paper has been guided by the inspiration to realize an efficient neural network model, which will be able to classify captured signals according to their modulation type with a satisfactory precision, but also with a minimal number of inputs. Therefore, the strategy involved the creation of two models:

Model 1 -Neural Network with all input of signals (amplitudes of the signals in the frequency domain).

Model 2 -Neural Network with input variables extracted by PCA.
The first model is supposed to be the complex one, for the reason that the neural network receives all the inputs, which needs a long training time and an expensive hardware implementation. The second model could save the training time and minimize the area of implementation.
Database
The signals database used in this work has been collected using the platform described in section III. It contains 1500 signals from different types of modulation (AM, FM and FSK) and 200 that contains only noise. This collection has been produced for different sizes of measured signals (500, 1000, 5000 and 25000).
The second table is showing data used in the two phases; spectrum sensing and automatic modulation classification. 
Proposed Architecture
In this work, we have proposed a new architecture with two stages; the first stage consists in detecting the presence of the primary signal by the energy detector with dynamic threshold selection. The second stage contains PCA to extract features, and ANN to classify the modulation type when we declare the presence of the primary user. 
Spectrum Sensing Results
The performance analysis of the spectrum sensing stage has two objectives: the first involves confirming the impact of increasing number of samples 'N', the second aims at proving the detection quality is independent from the modulation type. To obtain these results, we shall take a primary signal with different modulation, and we calculate the probability of detection Pd for the different signal sizes shown in the Results are given in the graph bellow: According to the figure 10, we have seen that the type of modulation doesn't have a great influence on the quality of detection. While the 'N' parameter plays a crucial role in raising the probability of detection.
Fig10: Pd for different values of N
It is clear that maximizing Pd for a given Pfa following the Neyman-Pearson criterion is obtained by increasing the number of samples. However, we must take into account the side effects that had to heating the card reception, which will create an internal noise. In addition, we have to know also that increasing measurement points will be reflected by an enhancement in the sensing time.
PCA Results
In this part, we are going to set the size of the captured signals to 5000 samples for each measurement; the captured signals will be transformed into frequency domain. The following table is showing the database used in this section. The 11 th figure is explaining the principal of the model used to extract the features from acquired signals. 
ANN Results
We note that in the second model, the number of neurons in the input layer is 18, equal to the number of extracted features, while it is fixed to 1024 in the first model. In both models 3 neurons has been used in the output layer. The next table is showing the desired outputs during the learning phase. Fig13: Classification rate with original and reduced data.
According to the figure 13, we can see that the dimensionality reduction don't influence the quality of classification, so we conclude that the second model, in which we utilize the PCA to minimize the length of signal vector, is the best one, because it saves the training time and minimizes the cost of hardware implementation.
Conclusion
In this paper, we have proposed two stages architecture for spectrum sensing and automatic modulation classification. The detection of free bands has been done by an improved energy detector with a dynamic threshold selection. And a new method for automatic modulation classification is suggested, this technique is based on the combination of principal component analysis and neural network. The evaluation has shown that the performance of detection is independent from modulation type, and also has proved that dimensionality reduction does not influence the classification rate. As a future work, we suggest to implement this architecture in FPGA, to benefit from the parallel processing, in order to minimize the sensing time.
