+
(n) ), it is natural to apply the redistribution to the right algorithm of Efron (1967) . However, Efron's redistribution algorithm can lead to bias and inefficiency in estimation. This study explains the issues clearly and proposes some alternative ways of treating Y
+ (n)
. The first four proposed approaches are based on the well known Buckley-James (1979) method of imputation with the Efrons tail correction and the last approach is indirectly based on a general mean imputation technique in literature. All the new schemes use penalized weighted least squares optimized by quadratic programming implemented with the accelerated failure time models. Furthermore, two novel additional imputation approaches are proposed to impute the tail tied censored observations that are often found in survival analysis with heavy censoring. Several simulation studies and real data analysis demonstrated that the proposed approaches generally outperform Efron's redistribution approach and lead to considerably smaller mean squared error and bias estimates.
1. Introduction. The accelerated failure time (AFT) model is a linear regression model where the response variable is usually the logarithm of the failure time [Kalbfleisch and Prentice (2002) ]. Let Y (1) , · · · , Y (n) be the ordered logarithm of survival times, and δ (1) , · · · , δ (n) are the corresponding censoring indicators. Then the AFT model is defined by (1.1) Y i = α + X independent and identically distributed random variables whose common distribution may take a parametric form, or may be unspecified, with zero mean and bounded variance. For example, a log-normal AFT model is obtained if the error term ε is normally distributed. As a result, we have a log linear type model that appears to be similar to the standard linear model that is typically estimated using ordinary least squares (OLS) . But this AFT model can not be solved using OLS because it can not handle censored data. The trick to handle censored data turns out to introduce weighted least squares method, where weights are used to account for censoring.
There are many studies where weighted least squares is used for AFT models [Huang, Ma and Xie (2006) , Hu and Rao (2010) , Khan and Shaw(2013) ]. The AFT model (1.1) is solved using a penalized version of Stute's weighted least squares method (SWLS) [Stute (1993 [Stute ( , 1996 ]. The SWLS estimatê θ = (α,β) of θ = (α, β) is defined by (1.2)θ = arg min θ 1 2
where 1 2 is a normalizing constraint for convenience, and the w i 's are the weights which are typically determined by two methods in the literature. One is called inverse probability of censoring weighting (IPCW) and the other is called Kaplan−Meier weight which is based on the jumps of the K−M estimator. The IPCW approach is used in many studies in survival analysis [e.g. Robins and Finkelstein (2000) , Satten and Datta (2001) ]. The K−M weighting approach is also widely used in many studies such as Stute (1993 Stute ( , 1994 Stute ( , 1996 , Stute and Wang (1994) , Hu and Rao (2010) , Khan and Shaw (2013) . The SWLS method in Equation (1.2) uses the K−M weights to account for censoring.
The data consist of (T * i , δ i , X i ), (i = 1, · · · , n), where t * i = min (t i , c i ) and δ i = I(t i ≤ c i ) where t i and c i represent the realization of the random variables T i and C i respectively. Let d j be the number of individuals who fail at time t j and e j be the number of individuals censored at time t j . Then the K−M estimate of S(t) = P(T i > t) is defined as (1.3) S(t) = {j:t j ≤t}
where r j = n i=1 I(t j ≥ t) is the number of individuals at risk at time t. In Stute (1993 Stute ( , 1996 the K−M weights are defined as follows (1.4) w 1 = δ (1) n , w i = δ (i) n − i + 1 i−1 j=1 n − j n − j + 1 δ (j) , j = 2, · · · , n.
Note that this assigns 1 n weight to each observation if all observations in the dataset are uncensored.
As can be observed, the K-M weighting method (1.4) gives zero weight to the censored observations Y + (.) . The method also gives zero weight to the largest observation if it is censored δ (n) = 0. Furthermore we know from the definition of the K−M estimator (1.3) that the K−M estimator S(t) is not
This problem is usually solved by making a tail correction to the K−M estimator. The correction is known as the redistribution to the right algorithm proposed by Efron (1967) . Under this approach δ (n) = 0 is reclassified as δ (n) = 1 so that the K−M estimator drops to zero at Y + (n) and beyond, leading to obtaining proper (weights adding to one) weighting scheme. Several published studies give zero weight to the observation Y + (n) [e.g. Huang, Ma and Xie (2006) , Datta, Le-Rademacher and Datta (2007) ]. This has adverse consequences, as shown below.
1.1. An Illustration. In this study we consider only the K−M weights. Table 1 presents the hypothetical survival times for ten rats, subject to Table 1 reveals that weighting without tail correction causes improper weighting scheme. For the AFT model analyzed by weighted least squares as defined by Equation (1.2), the improper weights will not contribute to the term
2 is non-negative this leads to a smaller value of weighted residual squares compared to its actual value, resulting in a biased estimate for β. As the censoring percentage P % increases, the chance of getting the censored observation Y + (n) also increases. Therefore, both approaches with and without the tail correction affect the underlying parameter estimation process, giving biased and inefficient estimates in practice. In the following section we introduce some alternative options of dealing with the a censored largest observation. In the study we only consider datasets where the largest observation is censored.
2. Penalized SWLS. Here we introduce a ℓ 2 penalized WLS method to solve the AFT model (1.1). We first adjust X (i) and Y (i) by centering them by their weighted means
The weighted covariates and responses become X w
) with the weighted data, the objective function of the SWLS (1.2) becomes
Then, the ridge penalized estimator,β, is the solution that minimizes
where λ 2 is the ridge penalty parameter. The reason for choosing ℓ 2 penalized estimation is to deal with any collinearity among the covariates. We use λ 2 = 0.01 √ 2 log p for the log-normal AFT model because the σ √ 2 log p term is a natural adjustment for the number of variables (p) for model with Gaussian noise [Candes and Tao (2007) ].
We further develop this penalized WLS (2.1) in the spirit of the study by Hu and Rao (2010) . The objective function of the modified penalized WLS is defined in matrix form as below
where Y w u and X w u are the response variables and the covariates respectively both corresponding to the uncensored data and Y w is the associated unobserved log-failure times for censored observations. For censored data they are denoted by Y w u and X w u respectively. The censoring constraints Y w u ≤ Y w arise from the right censoring assumption. The optimization of Equation (2.2) is then carried out using a standard quadratic programming (QP) that has the form
3. Proposed Approaches for Imputing Y + (n) . Let Tū be the true log failure times corresponding to the unobserved so that Tū i > Yū i for the i-th censored observation. We propose five approaches for imputing the largest observation Yū (n) . The first four approaches are based on the well known Buckley−James (1979) method of imputation for censored observations with Efron's tail correction. The last approach is indirectly based on the mean imputation technique as discussed in Datta (2005) . So, under the first four approaches, the lifetimes are assumed to be modeled using the associated covariates but under the last approach there is no such assumption.
3.1. Adding the Conditional Mean or Median. The key idea of the BuckleyJames method for censored data is to replace the censored observations (i.e. Yū i ) by their conditional expectations given the corresponding censoring times and the covariates, i.e. E(Tū i |Tū i > Yū i , X i ). Let ξ i is the error term associated with the data (
X T i ξ i = 0 yields the least squares estimates for β. According to the Buckley−James method the quantity E(Tū i |Tū i > Yū i , X i ) for the i-th censored observation is calculated as
We do not impute the largest observation, Yū (n) using Equation (3.1), rather we add the conditional mean of (ε|ε > ξ, X) i.e. E(ε|ε > ξ) = τ m (say) or the conditional median of (ε|ε > ξ, X) i.e. Median(ε|ε > ξ) = τ md (say) to Yū (n) . Here the quantity (ε|ε > ξ, X) is equivalent to (ε|ε > ξ) since ε ⊥ X in linear regression (1.1). The quantity Yū (n) + τ m or Yū (n) + τ md is therefore a reasonable estimate of the true log failure time Tū (n) for the largest observation. The quantity τ m can be calculated by
where F (·) is the distribution function. Buckley and James (1979) show that the above F (·) can be replaced by its Kaplan-Meier estimateF (·). Using this idea Equation (3.2) can now be written as
The conditional median τ md can be calculated from the following expression.
After replacing F (·) by its K−M estimatorF (·) Equation (3.5) can be written as
3.2. Adding the Resampling-based Conditional Mean and Median. The approaches are similar to adding the conditional mean and median as discussed in Section (3.1) except that τ m and τ md are calculated using a modified version of an iterative solution to the Buckley−James estimating method [Jin, Lin and Ying(2006) ] rather than the original Buckley−James (1979) method. We have followed the iterative Buckley−James estimating method [Jin, Lin and Ying(2006) ] along with the associated imputation technique because it provides a class of consistent and asymptotically normal estimators. We have modified this iterative procedure by introducing a quadratic programming based weighted least square estimator as the initial estimator. Under this scheme we replace the unobserved Yū (n) by Yū (n) + τ * m or Yū (n) + τ * md where τ * m and τ * md are the resampling based conditional mean and median calculated by
respectively. Here F * (ξ i ) is calculated using Equation (3.4) based on the modified iterative Buckley−James estimating method. The procedure is described below. Buckley and James (1979) replaces the i-th censored
whereF is the K−M estimator of F based on the transformed data (ξ i , δ i ) and that is defined by Equation (3.4). The associated Buckley−James esti-
. The Buckley−James estimatorβ bj is the root of U (β, β) = 0. This gives the following solution:
where a 2 means aa T for a vector. The expression (3.9) leads to following iterative algorithm.
In Equation (3.10) we set the initial estimatorβ (0) to be the penalized weighted least square estimatorβ qp that is obtained by optimizing the objective function as specified by the Equation (2.2). The initial estimatorβ qp is a consistent and asymptotically normal estimator such as the Gehan-type rank estimator [Jin, Lin and Ying(2006) ]. Therefore usingβ qp as the initial estimator will satisfy the following corollary that immediately follows from Jin, Lin and Ying(2006) . Corollary 1. The penalized weighted least squares estimatorβ qp leads to a consistent and asymptotically normalβ (m) for each fixed m. In addition, β (m) is a linear combination ofβ qp and the Buckley−James estimatorβ bj in that
where I is the identity matrix, D := lim n→∞ n −1 n i=1 (X i −X) 2 is the usual slope matrix of the least-squares estimating function for the uncensored data, and A is a slope matrix of the Buckley−James estimation function as defined in Jin, Lin and Ying(2006) . (2006) also developed a resampling procedure to approximate the distribution ofβ (m) . Under this procedure n iid positive random variables
Jin, Lin and Ying
and
Equation (3.12) then leads to an iterative processβ
of the iteration process becomesβ * qp which is the optimized value of (3.13)
This objective function (3.13) is obtained from the function as specified in Equation (2.2). For a given sample (Z 1 , · · · , Z n ), the iteration procedure
is based on a large number of realizations that are computed by repeatedly generating the random sample (Z 1 , · · · , Z n ) a reasonable number of times. Then the empirical distribution is used to approximate the distribution of β (m) [Jin, Lin and Ying(2006) ].
3.3. Adding the Predicted Difference Quantity. Suppose Y m ui is the modified failure time (imputed value) obtained using mean imputation technique to the censored Yū i . Under mean imputation technique the censored observation, Yū i is simply replaced with the conditional expectation of T i given T i > C i . The formula for estimating Y m ui is given by
whereŜ is the K−M estimator of the survival function of T as defined by Equation (1.3), △ S(t (r) ) is the jump size ofŜ at time t (r) . This mean imputation approach is used in many other studies [e.g. Datta (2005) , Datta, Le-Rademacher and Datta (2007), Engler and Li (2009) etc] . We note that using mean imputation technique the modified failure time Y m u(n) to the largest observation Yū (n) can not be computed since the K−M estimator is undefined for δ (n) = 0. In particular, the quantity △ S(t (r) ) in Equation (3.14) can not be calculated for the n-th observation δ (n) = 0. This issue is clearly stated in Equation (1.5). Here we present a different strategy to impute Yū (n) . We assume that the mean imputation technique is used for imputing all other censored observations except the last largest censored observation. Let us assume that ν be a non-negative quantity such that Y m u(n) − Yū (n) = ν. One can now estimate ν using many possible ways. Here we choose a very simple way that uses the imputed values obtained by the above mean imputation approach. We estimate ν as a predicted value based on the differences between the imputed values and the censoring times for all censored observations except the largest observations. Suppose D i for i = 1, · · · , (nū i − 1) represents the difference between the imputed value and the unobserved value for the i-th censored observation. So, the quantity ν can be treated as a possible component of the D family. We examine the relationship between D i and Yū i by conducting various numerical studies. Figures 1 and 2 show the most approximate relationships between D i and Yū i from two real datasets. Figure 1 is based on the Larynx dataset [Kardaun (1983) ]. Details are given in the real data analysis section. Figure 2 is based on the Channing House dataset [Hyde (1980) ] that also discussed in the section of real data analysis. Both male and female data have heavy censoring toward the right.
Both Figures 1 and 2 clearly suggest a negative linear relationship between D i and Yū i . The trend based on other transformations (logarithmic of either D i or Yū i or both) appears to be nonlinear. Hence we set up a linear 
whereα is the intercept term,β is the coefficient for the unobserved censored time, andε i is the error term. We fit the model (3.15) with a WLS method that gives the objective function.
(3.16)
wherew i are the data dependent weights. The weight for the i-th observation in Equation (3.16) is chosen by {Yū (n) − Yū i } −1 . We choose WLS method for fitting model (3.15) because it is observed from Figure 1 that the D i occurs more frequently for the lower and middle censoring times than that for the higher censoring time. For this reason, perhaps the WLS method should be used for all future datasets. Finally the quantity ν is obtained by 3.4. Proposed Additional Approaches for Imputing Tail Ties. In the present of heavy censoring the proposed imputed methods are able to impute all the largest observations that are tied with only a single value. In this case one might be interested in imputing the observations with different lifetimes as if they would have been observed. In order to acknowledge this issue we propose two alternative approaches for imputing the heavy tailed censoring observations. The approaches do not require to take the underlying covariates into account. The practical implications of such imputation techniques might be found in many fields such as economics, industry, life sciences etc. One approach is based on the technique of the predicted difference quantity. The other approach is based on the trend of the survival probability in the K-M curve.
3.4.1. Iterative Procedure. Let us assume that there are m tied largest observations which are denoted, without loss of generality, by Yū (n k ) for k = 1, · · · , m. The first technique is an m iterative procedure where the k-th observation is imputed using the predicted difference method after assuming that the k-th observation is the unique largest censored observation in the dataset. The computational procedure is summarized briefly as below 1. Compute the modified failure time using Equation (3.14). 2. Set δ (n k ) = 1 for any 1 ≤ k ≤ m. 3. Compute ν using Equation (3.17). 4. Add the quantity ν found in Step 3 to Yū (n k ) . 5. Repeat Step 2 to 4 for m − 1 times for imputing m − 1 observations. The ν in Step 3 under each imputation is based on all modified failure times including the imputed values found in Step 4.
3.4.2. Extrapolation Procedure. Under this approach we first follow the trend of the K-M survival probabilitiesŜ(t) versus the lifetimes for the subjects. If the trend for original K-M plot is not linear then we may first apply a transformation of the survival probability (e.g. [Ŝ(t)] ψ for suitable ψ). When linear trend is established we fit a linear regression of lifetimes on [Ŝ(t)] ψ . Now the lifetimes against the expected survival probabilities can easily be obtained using the fitted model.
Estimation Procedures.
The performance of the proposed imputation approaches along with Efron's (1967) redistribution technique is investigated with the AFT model evaluated by the quadratic program based Stute's weighted least squares method as discussed in Section (3.2). For convenience, let W 0 represents the estimation process when no imputation is done for Yū (n) , i.e. only Efron's (1967) redistribution algorithm is applied.
, and W ν represent estimation where Yū (n) is imputed by adding the conditional mean, the conditional median, the resampling based conditional mean, the resampling based conditional median and the predicted difference quantity respectively. 4.1. W 0 : Efron's Approach.
1. Set δ (n) = 1. 2. Solve Equation (2.2) using the QP approach (2.3) to estimate β.
W τm : Conditional Mean Approach.
1. Set δ (n) = 1 and solve Equation (2.2) using the QP approach (2.3) to estimate β.
Compute weighted least squares errors based on the estimated β from
Step 1 and then calculate the K-M estimator of the errors using Equation (3.4) and τ m using Equation (3.3). 3. Add the quantity τ m found in Step 2 to Yū (n) . 4. Get a new and improved estimate of β based on modified Yū (n) found in Step 3 by solving Equation (2.2) using the QP approach (2.3).
4.3. W τ md : Conditional Median Approach. The process of W τ md is similar to W τm except that it uses τ md instead of τ m in Step 2 and Step 3. 1. Set δ (n) = 1 and solve Equation (3.12) to estimate β. 2. Compute weighted least squares errors based on the estimated β from
Step 1 and then calculate the K-M estimator of the errors using the Equation (3.4) and τ * m using Equation (3.7). 3. Add the quantity τ * m found in Step 2 to Yū (n) . 4. Get a new and improved estimate of β based on modified Yū (n) found in Step 3 by solving Equation (2.2) using the QP approach (2.3). 1. Set δ (n) = 1 and compute the modified failure time using Equation (3.14). 2. Compute ν using Equation (3.17). 3. Add the quantity ν found in Step 2 to Yū (n) . 4. Get an estimate of β based on modified Yū (n) found in Step 3 by solving Equation (2.2) using the QP approach (2.3).
Simulation Studies.
Here we investigates the performance of the imputation approaches using a couple of simulation examples. The datasets are simulated from the following log-normal AFT model, where the largest observation is set to be censored (i.e. δ (n) = 0):
The pairwise correlation (r ij ) between the i-th and j-th components of X is set to be 0.5 |i−j| . The censoring times are generated using U (a, 2a), where a is chosen such that pre-specified censoring rates P % are approximated.
5.1. First Example. We choose n = 100, p = 5, and σ = 1, and r ij = 0 and 0.5, three censoring rates 30%, 50%, and 70%. We choose β j = j + 1 for j = 1, · · · , p. The bias, variance, and mean squared error (MSE) for β are estimated by averaging the results from 1,000 runs.
The results for uncorrelated and correlated datasets are reported in Table  2 approach W 0 at all censoring levels. They seem to provide generally lower bias except for β 1 and β 2 in correlated case. We also find that at lower and medium censoring levels both Efron's approach and the predicted difference quantity approach W ν perform similarly to each other in terms of all three indicators. The predicted difference quantity approach performs less well but still better than Efron's approach for P % = 70. The MSE of β is usually decomposed by bias and variance i.e. MSE(β) = Var(β) + [Bias(β)] 2 . If the bias is large, the bias then dominates the MSE. This may explain why the predicted difference quantity approach attains the highest MSE for β in two lower censoring levels.
The following simulation example is conducted particularly to understand how the effects of the imputation approaches change over the censoring levels and different correlation structures. 5.2. Second Example. We keep everything similar to the previous example except that p = 10 and β j = 3 for j = 1, · · · , p. The results are presented as summary box plots. Figures 3 to 5 represent the results corresponding to three censoring levels P % : 30, 50, and 70. The results for this example are similar to the results of the first example. The results for the uncorrelated datasets as shown in Figure 4 suggest that adding the resampling based conditional mean gives the lowest bias and the lowest MSE, but yields the highest variance. For correlated datasets the other four approaches give lower variance, bias and MSE than both the Efron's approach and the predicted difference quantity approach. It is also noticed from the correlated data analysis that the median based approaches i.e. adding the conditional median or adding the resampling based conditional median perform slightly better than the mean based approaches i.e. adding the conditional mean or adding the resampling based conditional mean.
6. Real Data Examples. We present two well-known real data examples. The analysis for the first example is done with the larynx cancer data and for the second example, the analysis is done using the Channing House data. The Channing House data is different from the larynx data since the data has heavy censoring and also has many largest censored observations. 6.1. Larynx Data. This example uses hospital data where 90 male patients were diagnosed with cancer of the larynx, treated in the period 1970-1978 at a Dutch hospital [Kardaun (1983) ]. An appropriate lower bound either on the survival time (in years) or on the censored time (whether the patient was still alive at the end of the study) was recorded. Other covariates such as patient's age at the time of diagnosis, the year of diagnosis, and the stage of the patient's cancer were also recorded. Stage of cancer is a factor that has four levels, ordered from least serious (I) to most serious (IV). Both the stage of the cancer and the age of the patient were a priori selected as important variables possibly influencing the survival function. We have therefore, n = 90, p = 4 (X 1 : patient's age at diagnosis; X 2 : 1 if stage II cancer, 0 otherwise; X 3 : 1 if stage III cancer, 0 otherwise; X 4 : 1 if stage IV cancer, 0 otherwise). The censoring percentage P % is 44 and the largest observation is censored (i.e. Y + (n) = 10.7+). The dataset is also analysed using various approaches such as log-normal AFT modeling in Klein and Moeschberger (1997) .
We apply the proposed imputation approaches to the log-normal AFT : resampling based conditional median, and Wν: predicted difference quantity respectively. Graphs in first row show the results when rij is 0; graphs in second row show the results when rij is 0.5. model (5.1) using regularized WSL (2.2). We use two main effects, age and stage. The estimates of the parameters under different imputation techniques are reported in Table 4 . These give broadly similar results, but differ from those found by Klein and Moeschberger (1997) where Efron's tail correction was not applied, shown in the last column of the table (LN-AFT). Klein and Moeschberger (1997) found Stage IV to be the only significant factor influencing the survival times. All our imputation methods found Stage IV as highly significant factor. In addition, Stage III factor is found as significant at p < 0.01 by adding the resampling based mean and median methods. : resampling based conditional median, and Wν: predicted difference quantity respectively. Graphs in first row show the results when rij is 0; graphs in second row show the results when rij is 0.5. mainly due to the residents being alive on July 1, 1975, the end of the study. It is clear that only subjects with entry age smaller than or equal to age on leaving or death can become part of the sample. Over the time of the study 130 women and 46 men died at Channing House. Differences between the survival of the sexes was one of the primary concerns of that study.
Of the 97 male lifetimes, 51 observations were censored and the remaining 46 were observed exactly. Of the 51 censored lifetimes, there are 19 observations each of which has lifetime 137 months (which is the largest observed lifetime). Similarly, of 365 female lifetimes, 235 observations were censored and the remaining 130 were observed exactly. Of the 235 censored lifetimes, 106 take the maximum observed value of 137 months. Therefore, the imputation approaches impute the lifetime of 19 observations for the male dataset and 106 observations for the female dataset.
The K-M survival curve for male and female data, (Figure 6 ) shows that survival chances clearly differ between the sexes. We now investigate whether the imputed value and the estimate from the log-normal AFT model (5.1) of lifetimes on the calender ages (the only covariate) fitted by the WLS method (1.2) differ between male and female. Of interest we implement the imputing approaches except the resampling based conditional mean and conditional median approaches for male and female Channing House data separately. The two resampling based approaches can not be implemented for AFT models with one single covariate. They need at least two covariates to be executed. The results are shown in Table 5 . The results clearly depict that the estimates for age by the methods differ significantly between male and female. So does happen also for the imputed values obtained by the methods. For both datasets the conditional mean approach imputes with much higher value.
Here we also note that all imputed methods impute the last largest censored observations with a single value. Hence, in the present of heavy censoring the proposed two additional approaches-Iterative and Extrapolation as Note: The value with * is not imputed rather than obtained using Efron's redistribution algorithm.
described in Section 3.4 can easily be implemented. Both techniques are implemented to male and female Channing House data separately. We report here results only for male data (Table 6 ).
Table 6
Results by the additional imputation methods for the Channing House male data.
Method
Imputed lifetimes for 19 tail tied observations Iterative method 137.85, 138.11, 138.19, 138.22, 138.22, 138.23, 138.23, 138.23, 138.23, 138.23, 138.23, 138.23, 138.23, 138.23, 138.23, 138.23, 138.23, 138.23, 138.23 Extrapolation method 134.23, 136.23, 150.25, 152.25, 156.26, 158.26, 160.26, 162.27, 166.27, 176.29, 178.29, 180.29, 184.30, 186.30, 188.30, 194.31, 196.32, 198.32, 200.32 We apply the extrapolation based additional imputing method for tied largest censored observations as stated in Section 3.4.2 to the Channing House data, where in first attempt we find a linear trend between the K-M survival probabilitiesŜ(t) and the lifetimes. As part of the remaining procedure we first fit a linear regression of lifetimes onŜ(t) and then compute the predicted lifetime against each censored lifetime. The imputed values obtained by using the extrapolation method are put in ascending order in Table 6 . Results show that the extrapolation method tends to impute the largest observations with a huge variation among the imputed values. The method also doesn't impute any tied values. The method produces the imputed values in a way as if the largest censored (also tied) observations have been observed. On the contrary, the iterative method imputes values with many ties. In this case all imputed values are close to the imputed value 137.9 that is obtained by the predicted difference approach. The K-M plot with the 19 imputed lifetimes for male and 106 imputed lifetimes for female data under two imputing approaches is given by Figure  7 . The K-M plots show that the second method outperforms the first by a huge margin. This also leads to major changes in the coefficient value for the age covariate from fitting the AFT model. The estimated coefficient for male data using the two methods are −0.154 and −0.218 and those for female data are −0.187 and −0.385. Hence it might suggest that when there are many largest censored observations the second method prefers to the first for imputing them under the AFT models fitted by the WLS method. The first method might be useful when there are very few largest censored observations. 7. Discussion. We propose five imputation techniques for the largest censored observations of a dataset. Each technique satisfies the basic right censoring assumption that the unobserved lifetime is greater than the ob- served censored time. We examine the performance of these approaches by taking into account different censoring levels and different correlation structures among the covariates under log-normal accelerated failure time models. The simulation analysis suggests that all five imputation techniques except the predicted difference quantity can perform much better than Efron's redistribution technique for both type of datasets-correlated and uncorrelated. At higher censoring the predicted difference quantity approach outperforms the Efron's technique while at both lower and medium censoring they perform almost similar to each other. For both type of datasets, the conditional mean adding and the resampling based conditional mean adding provide the least bias and the least mean squared errors for the estimates in each censoring level. In addition to the five approaches, we also propose two additional imputation approaches to impute the tail tied observations. These approaches are investigated with two real data examples. For implementing all proposed imputation approaches we have provided a publicly available package imputeYn (Khan and Shaw, 2014) implemented in the R programming system.
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