Abstract. This paper is concerned with the controllability of some (linear and semilinear) nondiagonalizable parabolic systems of PDEs. We will show that the well known null controllability properties of the classical heat equation are also satisfied by these systems at least when there are as many scalar controls as equations and some (maybe technical) conditions are satisfied. We will also show that, in some particular situations, the number of controls can be reduced. The minimal amount is then determined by a Kalman rank condition.
Introduction
This paper deals with the controllability properties of some non-diagonalizable parabolic systems. Let Ω ⊂ R N be a non-empty regular and bounded domain, let us fix T > 0 and let us set Q := Ω × (0, T ) and Σ := ∂Ω × (0, T ). We will first consider the linear system ⎧ ⎨ ⎩ y t − AΔy = M (x, t)y + Bv1 ω in Q, y = 0 on Σ, y(x, 0) = y 0 (x) i nΩ, (1.1) where ω ⊂ Ω is a (small) open subdomain,
, B ∈ L(R n ; R n ) and y 0 ∈ L 2 (Ω; R n ).
Here, v = (v 1 , . . . , v n ) * is the control, to be determined for example in L 2 (ω × (0, T ); R n ), while y = (y 1 , . . . , y n )controls. However, we will see that the coupling through the non-diagonalizable matrix A in the higher order terms of the operator introduces serious difficulties to control with n < n.
The following assumption will be assumed throughout this paper:
Notice that, if (1.2) is satisfied, for every v ∈ L 2 (ω × (0, T ); R n ) and every y 0 ∈ L 2 (Ω; R n ), (1.1) possesses a unique weak solution y, with
see Section 2.
For maybe technical reasons, we will also assume that
The dimensions of the Jordan blocks of the canonical form of A are ≤ 4.
( 1.3)
It will be said that (1.1) is null-controllable at time T if, for any y 0 ∈ L 2 (Ω; R n ), there exists v ∈ L 2 (ω × (0, T ); R n ) such that the associated solution satisfies y(x, T ) = 0 in Ω. (1.4) Since (1.1) is linear, this is equivalent to the exact controllability to the trajectories at time T , that is to say, to the following property: for any trajectory y (i.e. any weak solution to (1.1) corresponding to an initial state y 0 ∈ L 2 (Ω; R n ) and the control v ≡ 0) and any y 0 ∈ L 2 (Ω; R n ), there exists v ∈ L 2 (ω × (0, T ); R n ) such that the associated solution satisfies y(x, T ) = y(x, T ) in Ω. (1.5) Consequently, the null controllability of (1.1) also implies approximate controllability, i.e. the fact that, for any y 0 , y d ∈ L 2 (Ω; R n ) and any ε > 0, there exists v ∈ L 2 (ω × (0, T ); R n ) such that the associated solution satisfies
The controllability properties of similar scalar problems are nowadays well known; see for instance [18, 19, 22, 26, 31, 32] . To be precise, let us consider the following control system
(1.6) Then, for every Ω, ω and T , (1.6) is null-controllable at time T ; see [26, 31] .
To our knowledge, almost all the papers in the literature devoted to the controllability of parabolic non-scalar systems of PDEs deal with distributed controls; see for instance [3] [4] [5] 14, [27] [28] [29] 35] . In these papers, most results have been established for 2 × 2 systems, with the control exerted only on one equation. The best achievements in this context seem to be those in [4, 5, 28] . In [28] , the authors study a cascade parabolic system of n equations (n ≥ 2) controlled with one single distributed control. In [4, 5] , the authors provide necessary and sufficient conditions for the controllability of n × n parabolic linear systems with constant or time-dependent coefficients. The analysis of similar boundary controllability problems has been the objective of [7, 13, 20] . A review of all these results can be found in [8] .
It is an interesting fact that, in the framework of the controllability of coupled parabolic systems, new (and possibly counter-intuitive) phenomena arise: minimal time of controllability and dependence of the controllability result on the position of the control domain ω; see [9] [10] [11] 15] .
Let us recall one of the main results proved in [4] . Consider the problem ⎧ ⎨ ⎩ y t − Δy = M y + Bv1 ω in Q y = 0 on Σ y(·, 0) = y 0 in Ω
where M ∈ L(R n ; R n ), B ∈ L(R n ; R n ) (with n, n ≥ 1) and y 0 ∈ L 2 (Ω; R n ). Let In this paper, our first main result is the following. 
In practice, (1.9) means that there are many scalar controls in the system (at least as many as scalar states) and, moreover, their "action" through B can have any direction in the n-dimensional space R n . The proof relies on a (new) global Carleman inequality that can be obtained for the solutions to the related adjoint systems
where ϕ T ∈ L 2 (Ω; R n ); see Lemma 2.3. We have tried to explain that assumption (1.3) is necessary for this argument in Remark 2.4. At present, we have not been able to exclude it from the hypotheses. Remark 1.2. Observe that assumptions (1.3) and (1.9) are sufficient to ensure the null controllability property of (1.1) for any diffusion and coupling matrices A and M = M (x, t). Assumption (1.9) is not necessary for proving the null controllability of system (1.1). Indeed, in [6, 27] the authors prove the (local) null controllability result of phase-field models by one control force (n = 2, n = 1).
Remark 1.3. If n < n and M is a L
∞ matrix-valued function, even when A is a multiple of the identity, new phenomena can arise. More precisely, in [15] the authors prove that the approximate controllability property of a 2 × 2 linear system with A = I depends on the position of the control set ω. On the other hand, it is established in [10] that, in the same framework, the null controllability result holds when the control time T > 0 is greater than a minimal time T 0 which depends on the coefficients of M . The null controllability result fails when T < T 0 . Now, let us introduce a locally Lipschitz-continuous function f : R n → R n and let us consider the semilinear system ⎧ ⎨
(1.11)
Again, we can speak of the null, exact to the trajectories or approximate controllability properties of (1.11). For instance, it will be said that (1.11) is exactly controllable to the trajectories at time T if, for any y 0 ∈ L 2 (Ω; R n ) and any weak solution y corresponding to v ≡ 0, there exists a control v ∈ L 2 (ω × (0, T ); R n ) and an associated solution y to (1.11) such that (1.5) holds. Now, this property is not equivalent but stronger than null controllability. On the other hand, it is not difficult to see that it also implies approximate controllability.
Our second main result in this paper is the following: This result can be deduced from Theorem 1.1 (or, more precisely, from the Carleman inequality in Lem. 2.3 below) using arguments that are nowadays well known; see [23] . For completeness, we will provide the proof in Section 3. We will also see that the asumption (1.12) can be weakened so that, in particular, some slightly superlinear systems are controllable and, in fact, the action of the control can serve to avoid blow-up before t = T .
Let us come back to (1.1) and let us consider the particular case in which M is constant. In this situation, it is possible to obtain controllability results also for n ≤ n, provided B satisfies appropriate conditions.
More precisely, let us denote by λ 1 , λ 2 , . . . the eigenvalues of the Dirichlet Laplacian in Ω and let us recall the notation (1.8). We then have the following theorem, which is the third main result in this paper: 
(1.13)
The same result was established in [5] in the case in which A is diagonalizable. There, an observability inequality for a linear (adjoint) system is shown to be implied by a property satisfied by the solutions to a high order scalar PDE. The proof of Theorem 1.5 uses similar arguments; the details are given in Section 4.
Notice that, in order to see whether or not (1.13) holds, one only has to check a finite amount of inequalities. This is because the λ i go to +∞ as i → +∞ and, consequently, for i large enough, they are outside the solution set of any algebraic equation of the form det Z(λ) = 0,
An example of system that fulfills the assumptions of Theorem 1.5 is the following linearized two-phase solidification model, see [33, 34] :
(1.14)
Here, we assume that β, the i and the m ij are positive constants. The unknowns θ, u and w can be interpreted as the temperature and two phase-field functions associated with two different kinds of solidification processes. It is not difficult to see that (1.14) can be written in the form (1.1), by replacing u t and v t in the first PDE. The result is: In the sequel, C, C 0 , C 1 , . . . and R are used to denote generic positive constants. Frequently, it will be convenient to specify the particular data on which they depend.
The rest of the paper is organized as follows.
In the next section, we present the proof of Theorem 1.1. As mentioned above, the main tool for this proof is a Carleman inequality for the solutions to (1.10) . This is established by combining carefully appropriate Carleman estimates for similar scalar problems.
In Section 3, we give the proof of Theorem 1.4. As for similar scalar problems, this relies on a fixed-point argument. More precisely, we rewrite the controllability problem for (1.11) as a fixed-point equation for an adequate mapping. It will be seen that (1.12) (or some other assumption of this kind) is needed to bound uniformly the solutions, which justifies its inclusion in the result.
In Section 4, we give the proof of Theorem 1.5. As mentioned above, the main ideas for the proof have been adapted from [4, 5] ; the main estimates (again leading to appropriate observability inequalities) are established noting that the components of the solutions to the adjoint system solve a scalar PDE that is of the n-th order in t and −Δ.
Finally, Section 5 deals with some final comments and open questions.
Proof of Theorem 1.1
In the reminder of this paper, we will denote by d max the maximal dimension of a Jordan block of the canonical form of A. By hypothesis, d max ≤ 4.
The starting point is a basic global Carleman inequality for the solutions to scalar (real-valued and complexvalued) parabolic equations.
Thus, let α 0 = α 0 (x) be a function satisfying
Such a function exists, see [26] . Let us set
where λ > 0 and μ > 0. The following notation will be used in order to abridge the estimates:
for all s, λ > 0, for any integer m and for any sufficiently regular function ψ = ψ(x, t) with values in R, C or R n . Let us consider the linear backwards in time scalar system For a detailed justification of the existence and properties of λ m , s m and C m , see the proof of Lemma 1.3 in [24] .
Secondly, let us consider the similar complex-valued system
. It is also possible to deduce global Carleman estimates for the solutions to (2.5). They are given in the following lemma, whose proof is essentially given in Fu [25] . Again, the existence and properties of λ m , s m and C m are justified by the arguments in [24] . Let us set g = g 1 + ig 2 and ψ T = η T + iζ T in (2.5). By writting the solutions in the form ψ = η + iζ, we see that they can also be regarded as solutions to the 2 × 2 system
together with Dirichlet boundary and initial conditions for η and ζ.
Let us denote by
. Now, we present a Carleman estimate for the solutions to the non-scalar (adjoint) problem (1.10): Proof. In this proof, we will denote by C 0 a generic positive constant only depending on Ω, ω and A. First, notice that it can be assumed that A is written in the canonical form. Indeed, there exists a non-singular
where the J i are the Jordan blocks associated to the eigenvalues μ i of A. By hypothesis, we have (1.2) and this implies that, for all i,
or a matrix with the same shape and smaller dimension, with Re μ i > 0. The solutions to (1.10) can be put in correspondance with the solutions to
through the change of variable ϕ = (P * ) −1 ψ and, obviously, it suffices to prove (2.6) for ψ. For instance, let us assume that, in (2.8), the first four PDEs correspond to the same block and let us write them in the form
where theM ij (x, t) stand for the components of the matrix P * M (x, t) * (P * ) −1 . Let us write (2.4) for ψ 1 , ψ 2 , ψ 3 and ψ 4 respectively with m = 3, 2, 1 and 0. The following is found for all large s and λ:
Therefore, an appropriate linear combination of the left hand sides can be used to control and absorb all the second-order terms in the right. Indeed, it is clear that (sξ)
2 ) for some σ 0 only depending on Ω and ω, we have:
In order to absorb as many terms as possible in the last integral in the right hand side, we do as follows: 
Hence, there exist s 3 and λ 3 (as in the statement) such that, for all s ≥ s 3 and λ ≥ λ 3 , one has:
Obviously, similar estimates can also be obtained for the ψ i corresponding to any other Jordan block of equal or lower dimension.
It is also clear that, if we choose s and eventually λ as indicated, after addition, we get in the left hand side terms that can absorb all the zero-order terms in the right. Therefore,
for all s ≥ s 3 , λ ≥ λ 3 . This proves the lemma for m = 3.
With similar computations, it is possible to prove (2.6) for any other integer m. We skip the details, that can be easily deduced from the previous argument. 
Remark 2.5. It is also clear that a proof of (2.6) of the same kind cannot work when d max ≥ 5. Indeed, if (for instance) the first block is of dimension 5, the associated components ψ 1 , . . . , ψ 5 are coupled through second-order terms and we must add to (2.9) a fifth PDE:
If we look for an estimate of ψ 5 and we try to incorporate a new Carleman inequality to (2.10), in view of the term Δψ 4 in the right hand side, we are forced to take m = −1. But then the zero-order term for ψ 5 that we obtain in the left is
and this is not sufficient to control the similar zero-order term in the right coming from the first Carleman inequality in (2.10).
We can now achieve the proof of Theorem 1.1.
In the remainder of this section, R (resp. C) denotes various positive constants only depending on Ω, ω, A and M ∞ (resp. Ω, ω, A, M ∞ and T ).
First, recall that, in view of classical arguments, the null controllabilty of (1.1) is equivalent to the observability of (1.10), that is, to the estimate
for any solution to (1.10); for a detailed explanation, see for instance [24] . In view of the assumption (1.9), this is also equivalent to the simpler estimate
Therefore, let us check that the Carleman inequality (2.6), together with the usual parabolic energy estimates, imply (2.13) for some C. Indeed, let us take (for example) m = 3, s = s 3 and λ = λ 3 in (2.6). In view of the energy estimates
we find that
The left hand side of (2.6) is bounded from below as follows:
where
Since s 3 has the form s 3 = R(T + T 2 ), the following is obtained:
and this inequality, together with (2.14), yields:
On the other hand, the right hand of (2.6) can be easily bounded from above:
and, from (2.15) and (2.16), we find (2.13) with a constant C of the form
Consequently, (1.10) is observable and the null controllability of (1.1) is proved.
Remark 2.6. From (2.13) and the fact C takes the form (2.17), we find an estimate of the cost C(y 0 ) of the null controllability of (1.1). In other words, one has:
In fact, this estimate can be improved if we use the "optimal" s m and λ m indicated in Remark 2.4. Thus, it can be seen that C(y 0 ) ≤ C * y 0 L 2 , where 18) and R only depends on Ω, ω and A. The computations are lenghty and will be omitted.
Remark 2.7. Similar results to Theorem 1.1 can be established for linear systems of the form
. In these cases, in order to prove the observability of the associated adjoint states, we have to assume that the Jordan blocks of the canonical form of A must have dimensions ≤ 2. Indeed, let us see this for instance for (2.19). The adjoint system is the following one: 
Proof of Theorem 1.4
This section is devoted to proving that, under the assumptions in Theorem 1.4, the semilinear system (1.11) is exactly controllable to the trajectories. The proof of this controllability property can be obtained from Lemma 2.3 essentially as in the scalar case; see [23, 26] .
The argument is the following. Let us fix a trajectory y, that is, a weak solution to (1.11) for v ≡ 0. By introducing the change of variable y = y + w, it is clear that what we have to prove is the null controllability of the system ⎧ ⎨
where we have introduced
Let us first assume that f ∈ C 1 (R n ; R n ) (and is globally Lipschitz). Notice that, for each i, h i (x, t; w) can be written in the form
Consequently, it suffices to find a fixed-point of the mapping z → w, where we assume that w is, together with some v ∈ L 2 (ω × (0, T ); R n ), a solution to the linear system
Observe that G = {G ij } for some uniformly bounded Carathéodory functions
2) is a system of the form (1.1) and, for each z ∈ L 2 (Q; R n ), we can apply Theorem 1.1 to (3.2) and deduce that there exist controls v ∈ L 2 (ω × (0, T ); R n ) and associated states w satisfying (3.3). It is also clear from this theorem and Remark 2.6 that v and w can be found satisfying the following estimates:
and
where R depends on Ω, ω, A and G ∞ but is independent of z ∈ L 2 (Q; R n ).
Let us introduce the multi-valued mappings
for all z ∈ L 2 (Q; R n ). At this point, it is easy to check that, as in the scalar case, Λ satisfies all the hypotheses of Kakutani's fixed-point Theorem (see for instance [12] ). Consequently, Λ possesses at least one fixed-point w ∈ L 2 (Q; R n ) and, obviously, w solves together with some v ∈ L 2 (ω × (0, T ); R n ) the nonlinear system (3.1) and satisfies (3.3). This proves Theorem 1.4 when f ∈ C 1 (R n ; R n ). Let us now assume that f satisfies (1.12) but is not necessarily C 1 . Then, there exist regular functions
We can solve the nonlinear null controllability problems associated to the f k and find controls v k and states w k uniformly bounded in the L 2 norms. After some work, using standard energy estimates, we can extract convergent sequences and deduce that the limits v and w again satisfy (3.1) and (3.3) .
This ends the proof of Theorem 1.4. 
Remark 3.2.
As we said in Section 1, the hypothesis (1.12) can be weakened. In fact, a more involved fixedpoint argument shows that (1.11) is exactly controllable to the trajectories whenever the following conditions are satisfied:
(1) A and B are as in Theorem 1.1.
(2) f : R n → R n is locally Lipschitz-continuous and there exists at least one globally defined solution y = y(x, t) to the PDE in (1.11), with
where the function X : R + → R + is given by
To get this result, it suffices to prove that, under these assumptions, when y 0 ∈ L ∞ (Ω; R n ), the multi-valued mapping Λ possesses at least one fixed-point in L ∞ (Q; R n ). This can be shown arguing as in the scalar case; the main tool is an improved obervability estimate of the form
where C behaves similarly to the constant C * in (2.18). We omit the details, that can again be deduced easily adapting the arguments in [23] .
Proof of Theorem 1.5
In this section, we will assume that M is a constant matrix. Recall that the null controllability of (1.1) is equivalent to the existence of a constant C such that
for any solution to (1.10). Let us first assume that (1.1) is null-controllable.
If we have rank [λ i A − M | B]
≤ n − 1 for some i, then it is very easy to check that the associated ordinary differential system is not null-controllable. In other words, there exists Φ T ∈ R n \ {0} such that the solution to the Cauchy problem
If we now set ϕ T = Φ T w i , where w i is an eigenfunction associated to λ i , we see that the corresponding solution to (1.10) cannot satisfy (4.1).
Consequently, (1.13) must hold. Conversely, let us assume that (1.13) is satisfied. In order to prove that (1.1) is null-controllable, we will adapt some arguments from [5] . More precisely, the following estimates will be established:
(1) An estimate of ϕ(· , t) L 2 in terms of an integral in Ω concerning high-order spatial derivatives of ϕ:
for any t ∈ [0, T ) and any k ≥ 2(n − 1) 2 , where R only depends on n, A and M . Here, the components of K * ϕ are appropriate linear combinations of the components of ϕ and their second-order in space derivatives; see (4.4) below. Notice that, for all t ∈ [0, T ), ϕ(· , t) is regular enough to give a sense to (−Δ) k (K * ϕ)(· , t), which belongs to L 2 (Ω). (2) A weighted global estimate of these high-order derivatives in terms of a local integral of |B * ϕ| 2 :
for someρ =ρ(t).
From (4.2) and (4.3), we will easily deduce (4.1) and, therefore, the null controllability of (1.1).
Proof of the space-like estimate (4.2) Let us introduce the operators
Then K and K * are densely defined unbounded linear operators.
Let us also introduce the matrices K i , with
In order to prove (4.2), we first notice that the hypothesis (1.13) can be recast in the form
for some a i ∈ R n . Let us assume for the moment that a i = 0 for all i ≥ p + 1, for some p ≥ 1. Then K * f and (−Δ) k K * f are well-defined and belong to L 2 (Ω; R nn ) and one has
Let us denote by κ i j , for 1 ≤ j ≤ n, the (real and nonnegative) eigenvalues of K i K * i . Then, we have the following for all i:
On the other hand, there exists C 1 (independent of i) such that
Indeed, let us setk(λ) := detK(λ)K(λ) * for all λ, wherẽ
Then,k is a polynomial function of degree 2n(n − 1),k(λ) ≥ 0 for all λ and, by assumption,k(λ i ) = 0 for all i. All possible solutions to the equationk(λ) = 0 satisfy |λ| < R for some R > 0 and there exists C 2 > 0 such thatk(λ) ≥ C 2 for |λ| ≥ R. Moreover, for some , one has λ > R. Hence,
In both cases, we have (4.8) with C 1 = min(C 2 , C 3 ).
We also notice that, for each i ≥ 1 and each = 1, . . . , n, there existsã ∈ R n \ {0} such that
where we have denoted by · 2 the usual Euclidean norm in L(R n ). The last inequality in (4.9) is a consequence of the structure of K i .
From (4.8) and (4.9), we see that
and now, taking into account (4.7), the following is found:
Finally, in view of (4.5) and (4.6), it becomes clear that, for k ≥ 2(n − 1) 2 , one has
Since this is true for all f spanned by a finite amount of the w i , we deduce that it must also hold for all
In particular, we find (4.2). Notice that this estimate (which is implied by (1.13)) indicates that K * possesses a continuous inverse in an appropriate space. The similar result we find in [5] is slightly worse, since there the restriction on k is k ≥ (2n − 1)(n − 1), see Theorem 2.1, inequality (2.12); see also ([8] , Rem. 19, p. 287). A related question is whether or not an optimal lower bound of k exists.
Proof of the space-time estimate (4.3)
For the proof of (4.3), we will use the following result, whose proof is posponed to the end of the section: 
Lemma 4.1. Let us introduce the notation
Let us check that this result implies (4.3). Let ϕ be the solution to the adjoint system (1.10) (where M is a constant matrix-valued function) corresponding to a final data ϕ T , with
It is then clear that all the components of ϕ satisfy (4.11).
Let us see that (for instance) the first component ϕ 1 also satisfies (4.12). Indeed, we have:
where the p ij are the components of Id ∂ t + A * Δ + M * . Thus,
But all the operators in this last sum vanish, since each of them can be written as the determinant of a square matrix with two columns that are identical. Consequently, we certainly have
Obviously, this argument also holds for ϕ 2 , . . . , ϕ n . Thus, we can write (4.10) for any component of B * ϕ. This gives the following inequality for all j, k ≥ 0 and all = 1, . . . , n :
Let us fix k ≥ 0. By introducingρ (t) := max
and recalling (4.4), we get
This yields (4.3).
Conclusion and end of the proof of Theorem 1.5
In view of (4.2) and (4.3) for k = 2(n − 1) 2 , the following holds for any solution to (1.10) associated to a final data ϕ T satisfying (4.13):
In particular,
By density, it is obvious that this inequality remains true for the solutions to (1.10) corresponding to arbitrary final data in L 2 (Ω; R n ). Hence, arguing as in the final part of the proof of Theorem 1.1 in Section 2, we get (4.1), which shows that, under the assumptions of Theorem 1.5, (1.1) is null-controllable.
Proof of Lemma 4.1
We will adapt the arguments in [5] . The fact that A is not diagonalizable introduces some nontrivial complications and the computations and estimates are more involved; but the idea is similar.
We will prove (4.10) by induction on k and j.
4.4.1.
Step 1: Proof of (4.10) for k = j = 0
Let us see that, if s and λ are large enough, one has
for some m(0, 0), C(0, 0) and ω(0, 0). Again, it can be assumed that A is in the Jordan canonical form. We then have for some p ≥ 1
where we have introduced the non-scalar operators
ii , the J * i are Jordan blocks, i.e. each of them is of the form (2.7) for some μ i ∈ C and the M ij provide the corresponding block decomposition of M .
The PDE (4.12) can be written in the form
In the terms in F (φ) we find the composition of at most p − 2 operators of the kind det H j (∂ t , Δ) applied to φ. Let us introduce the functions ψ i , with
Then we can rewrite (4.15) as the following system for the ψ i :
Recall that, by hypothesis, we also have
We will now provide global estimates of ψ p and its derivatives in terms of local estimates of ψ p and (lower order) estimates of F (φ); then, global estimates of ψ p−1 and its derivatives in terms of local estimates of ψ p−1 and lower order estimates of ψ p ; etc. And, finally, global estimates of φ and its derivatives in terms of local estimates of φ and (lower order) estimates of ψ 2 . An appropriate combination of these estimates will lead to an inequality where we find, in the left hand side, global weighted integrals of φ, ψ 2 , . . . and, in the right, only local integrals and a global weighted integral of |F (φ)| 2 . Thus, let us consider the first PDE in (4.16). For instance, assume that J p is a Jordan block of dimension r associated to the complex eigenvalue α with α > 0 and let us denote by η 1 , . . . , η r the diagonal components of M pp ; by assumption, r ≤ 4. Then, this PDE can be rewritten in the form 18) where G(ψ p ) is a linear combination of partial derivatives of ψ p . Let us introduce the new variables
Now, we can rewrite (4.18) as a first-order system for the ζ i :
Again, we have information on the ζ i on the lateral boundary: 
Notice that |G(ψ p )| 2 is bounded by a sum of squares of derivatives of ψ p . More precisely, we have |G(
In view of the Carleman estimates (2.4) (established in Lem. 2.2) applied to the functions ζ i , we have: 
The next task will be to add some extra terms on the left hand side of the previous inequality. To this end, we reason as follow. We apply −Δ to the second PDE in (4.21) and we use Lemma 2.1 for the resulting equation with m = 2. Notice that this is possible, since −Δζ 3 = 0 on Σ. We find:
Observe that the previous argument can be applied, this time, to the third and fourth PDE in (4.21). Applying −Δ and using Lemma 2.1 for the corresponding equations with m = 5 and m = 8, we deduce:
and 
We can continue the previous process and add better global terms on the left hand side of (4.24). Thus, if we apply (−Δ)
2 to the third PDE in (4.21) and we use again Lemma 2.1 for the corresponding equations with m = 1, we get
The previous argument, this time applied to the last PDE in (4.21), also gives 
Finally, let us take (−Δ) 3 to the last PDE of (4.21). Again, from the regularity assumptions on φ we have (−Δ) 3 ζ 1 = 0 on Σ. So, we can apply Lemma 2.1 with m = 0 to the resulting PDE and deduce
This inequality together with (4.25) provides
for a new positive constant C. Let us denote by J tot (s, λ; ζ) the sum of the terms on the left hand side of the previous inequality (with ζ = (ζ 1 , ζ 2 , ζ 3 , ζ 4 )). Then, the previous inequality can be written as 
where 1 and 2 are nonnegative integers. We need some lengthy computations, but using the cascade structure of the system (4.21), the process is clear. 
Let us take μ in (2.2) in such a way we have
Then, we also have
for any (x, t) ∈ Q and s ≥ s 1 and λ ≥ λ 1 .
Using the previous inequalities, we deduce
with ε > 0. We can also bound
where the dots contain terms of lower order. Now, we apply the Cauchy-Schwarz inequality and inequality (4.27). So,
Finally,
Putting the previous inequalities together, we get
The previous inequality is valid for any ε > 0, s ≥ s 1 and λ ≥ λ 1 . Coming back to (4.26), if we take ε small enough, we obtain
for a new positive constant C.
Observe that the previous reasoning can be applied twice in order to eliminate the local terms corresponding to ζ 3 and ζ 2 . The resulting inequality is 
where σ is any permutation in P 4 . Hence, we can introduce the new variables Observe that all the terms in I G (ψ p ) except |(−Δ) 3 ψ p | 2 are also in the left multiplied by weights of the form (sξ) a ρ −2s with a > 0. Consequently, for sufficiently large s, these terms are absorbed and we find: where F : R n × R n×N → R n is given. We then have the following result: The proof is similar to the proof of Theorem 1.4. The details are left to the reader; they rely on the ideas in [30] , see the proof of Theorem 1.1 in [17] .
Of course, it is again unknown whether the assumption d max ≤ 2 can be suppressed. For general linear systems of the kind (1.1), it is an open question to characterize those n ≤ n and B ∈ L(R n ; R n ) such that null controllability holds. Up to now, this is known only for constant matices M , as indicated in Theorem 1.5; see Remarks 1.2 and 1.3; see also [1, 2] for some results in this direction and the recent paper [16] , where the authors have introduced other techniques that could shed some light to this question.
It is also meaningful to consider boundary controllability problems for systems similar to (1.1) and (1.11). When n ≥ n and rank B = n, it is not difficult to deduce the null controllability of (5.3) and the exact controllability to the trajectories of (5.4) respectively from Theorems 1.1 and 1.4 (under similar assumptions for A, M and/or f ). However, when n < n, this is a much more complex question. Almost nothing is known in this context and, in general, the null controllability of (5.3) is an open question; see however [1, 2, 7, 13, 20] , for some particular results. As we said before, when n < n, even when the coupling matrix M has constant coefficients, a minimal time of controllability T 0 = T 0 (A) ∈ [0, ∞] for system (5.3) can appear (see [9] ).
