Preventive and therapeutic measures can contribute to maintain or to regain physical abilities. In Germany, the growing number of elderly people is posing serious challenges for the therapeutic sector. Therefore, the objective that has been pursued in recent research is to assist patients during their medical training by reproducing therapists' feedback. Extant systems have been limited to feedback that is based on the evaluation of only the similarity between a pre-recorded reference and the currently performed motion. To date, very little is known about feedback generation that exceeds such similarity evaluations. Moreover, current systems require a personalised, pre-recorded reference for each patient in order to compare the reference against the motion performed during the exercise and to generate feedback. The aim of this study is to develop and evaluate an error classification algorithm for therapy exercises using Incremental Dynamic Time Warping and 3-D skeleton joint information. Furthermore, a normalisation method that allows the utilisation of nonpersonalised references has been investigated. In our experiments, we were able to successfully identify errors, even for non-personalised reference data, by using normalised hierarchical coordinates.
INTRODUCTION
With regard to our steadily ageing population, the maintenance of each individual's health should be a priority for our society. Beside preventive measures, rehabilitation with the aim of recovering physical capabilities especially after a surgery is an important aspect. Thus, elderly with a total hip endoprothesis, for example, require an appropriate rehabilitation in order to recover from the surgery and to restore their mobility.
In contrast to this aim, rehabilitation facilities are facing challenges in maintaining a high quality during the medical training therapy because of a lack of therapists. Recent evidence suggest that the number of therapists is insufficient to give adequate feedback to patients (Richter et al., 2016) . Detailed feedback, however, is necessary to ensure a correct exercise execution. Consequently, there remains an urgent need to solve this problem. Recent research has been carried out to support the rehabilitation process with technical assistance systems. To date, little is known about the recognition of typical errors that occur during certain exercises. This study therefore seeks to investigate the recognition of errors that are characteristic for the exercise hip abduction. Moreover, we investigated the effect of using non-personalised reference and training data on the error recognition accuracy and present a solution to avoid a deterioration of accuracy. This solution encompasses the utilisation of normalised hierarchical joint coordinates.
The paper is organised as follows: Section 2 gives an overview about related work and evinces the research gap. Section 3 describes the methods that were developed to identify patients' motions errors. Moreover, in Section 4, the evaluation methodology is introduced. The results are presented and discussed in Section 5, whereas the paper is concluded in Section 6. Moreover, we give an outlook to future work. scopes and magnetometers, over the human body in order to evaluate a therapy exercise as correct or incorrect (Yurtman and Barshan, 2013) . They detected occurrences of template signals in the sequence acquired during the therapy session using Dynamic Time Warping (DTW). Tormene et al. matched data with the help of DTW for post-stroke rehabilitation (Tormene et al., 2009) . The data was obtained from strain sensors worn into a long-sleeve shirt. Tak et al. presented an approach for human abnormality detection in video sequences (Tak et al., 2011) . They calculated distance curves from the detected foreground regions in each image and performed a Fourier transform on every distance curve. After that, they deduced motion similarities by comparing a predefined human motion sequence with the motion that was performed by the user in real-time. For this step, they applied DTW and Dynamic Group Warping.
Especially since the launch of the Kinect version 1.0 in 2010, researchers investigated assessment methods using the skeleton that is detected in depth images using the algorithm of Shotton et al. (Shotton et al., 2013) . Recent work focused on the evaluation of motions during sports, such as dancing, ballet training and Tai Chi exercises, using the Kinect skeleton. Since our application is similar to this type of training, relevant principles are briefly described in the following. Huang et al. applied DTW to compare a pre-recorded reference sequence from a teacher against the dancing motion performed by a student (Huang et al., 2013) . Instead of using the Euclidean distance as a distance metric for the DTW cost matrix calculation, they determined angles derived from body motion vectors. A warping path aligned the two sequences, so that the accumulated distance was minimal. A final score was calculated from the accumulated distances along the warping path. In order to assess the rhythm, the magnitudes of body motion vectors were transformed to the frequency domain. Thus, the feedback given by this system provided the grade of similarity in comparison with the reference motion. However, this feedback did not contain information about specific motion errors. Another approach that aimed at generating feedback for ballet training analyses motion trajectories with spherical self-organizing maps (Muneesawang et al., 2015) . The system provided feedback in a virtual environment, i. e. by displaying information on the screens in a 3-D Cave Automatic Virtual Environment (CAVE). The work of Lin et al. focused on assessing Tai Chi exercises (Lin et al., 2013) . They calculated the mean Euclidean distance and the mean angle difference between joints of a reference and the current exercise. The comparison with thresholds yielded a final score indicating the grade of similarity. In the field of physical rehabilitation, similar approaches can be found. Several studies aimed at comparing a reference recording of a therapy exercise with an exercise currently performed by a patient. Su et al. captured personalised trajectories from joints of interest and calculated the minimal accumulated Euclidean distance using DTW (Su et al., 2014) . By means of fuzzy logic, they generated a textural output from the DTW joint values that informed the patient after the exercise whether the performance was bad, good or excellent. Moreover, they stated that future work should investigate normalisation methods that allow a patient to use the system without personalised pre-recordings. Since it is often helpful for the patient to receive the feedback directly during the exercise, Khan et al. introduced a method for continuous evaluation, which is called Incremental Dynamic Time Warping (IDTW), (Khan et al., 2014) . This extension of DTW enables the comparison between the complete reference exercise and an incomplete exercise that the patient currently performs. After every new frame, the IDTW algorithm determines the reference segment that matches best with the currently performed part of the exercise. The DTW value calculated from both partial sequences then represented the similarity between the reference and the current execution. This method, however, is not able do determine specific errors that occur during the exercise performance.
Overall, these studies presented principles and solutions to assess the similarity between a pre-recorded reference and a currently performed motion. Although these studies showed that such kind of feedback is highly beneficial for the user, no study exists so far that recognises and communicates specific errors. The purpose of this investigation is to explore approaches that allow the recognition of errors that typically occur during the performance of hip abduction exercises. In this context, we intent to investigate a normalisation method in order to avoid taking prerecordings and examples of incorrect motions for new patients. Therefore, the performances of two types of coordinate representation, i. e. local and normalised hierarchical coordinates, were compared against each other by using three different scenarios. Since we intend to give continuous feedback to the patient, we employed the IDTW algorithm described by Khan et al. (Khan et al., 2014) .
METHODS
This section describes the applied and implemented methods for motion error identification. First of all, the input skeletons were pre-processed, which includes local and hierarchical coordinate transformation. Secondly, IDTW was used to determine the corresponding reference frame for every new incoming frame for certain joints. The coordinates from this determined reference frame and the current frame were thereupon used for feature vector generation and finally for error identification. At this point, a hierarchical SVM was used to classify the motion in the current frame as correct or incorrect in a first level. In a second hierarchical level, the classifier identified which errors the incorrect motion encompassed. Figure 1 gives an overview about this procedure.
Kinect Skeleton
The input data for the following algorithms were Kinect skeletons. Therefore, we briefly present the Kinect skeleton data structure in this section.
A coordinate of a joint in camera coordinates is given by a 1×3 vector of the form
(1) whereas x cam,i , y cam,i and z cam,i are the x, y and z components of the joints in the 3-D camera coordinate system S cam . Figure 2 illustrates the twenty obtained joints. The joint indices i are defined in this figure.
For the exercise hip abduction, we defined joints of interest, which are relevant for the error identification. These relevant joints are those with indices i = {3, 4, 17, 18, 19, 20}. In the following, all processing steps were performed only for these relevant joints. 
Local and Normalised Hierarchical Coordinates
The pre-processing step firstly comprised the calculation of a rotation matrix R, so that the coordinates became invariant with respect to the rotation of the Kinect, and secondly the transformation of all joints to local or normalised hierarchical coordinates respectively.
Rotation Matrix. A coordinate transformation was applied to make the data translation and rotation invariant in case of different sensor orientations while capturing the data. The rotation matrix R is calculated using the first frame of a repetition. We thereby assumed that the person is standing straight at the start of an exercise. The x-axis x of the new coordinate system is defined as the unit vector between the right and the left hip joint, see Equation 2. Then, h is defined as the vector between the shoulder center and the left hip, see Equation 3. The new z-axis z is the cross product of h and the new x-axis x, as formulated in Equation 4. Finally, according to Equation 5, the new y-axis y is the cross product of the obtained z-axis and the x-axis. 
The resulting rotation matrix is denoted as
This rotation matrix was used for the calculation of both local and normalised hierarchical coordinates, which is described in the following.
Local Coordinates. Joints joint loc,i in local coordinate representation were obtained from the joints joint i in camera coordinate representation according to
Consequently, the coordinates of each local joint are given with respect to the hip centre joint 1 . The local camera system is denoted as S loc and illustrated in Figure 3 . Compared to hierarchical coordinates, the disadvantage of local coordinates is that every joint's position is a sum of all the joints vectors it is connected to. This results in a summation of deviations from the reference. In contrast to that, hierarchical coordinates allow to observe the deviation of every single joint from the reference independent from other joint vectors.
Normalised Hierarchical Coordinates. In the same way as in the study from Khan et al. (Khan et al., 2014) , we transformed the joints, which are originally represented in the camera coordinate system S cam , to a hierarchical representation in coordinate systems S h,i . Moreover, we normalised the limbs to make the algorithm invariant to different body sizes and proportions. The hip centre is on the highest hierarchical level. The joints that are connected to the hip centre, specifically both hip joints and the spine, are on the second level and are called child joints of the hip. Vice versa, every child joint has a parent joint on the next higher hierarchical level to which it is connected to. The parent joint of the hip centre is defined as the hip centre itself. This hierarchy is constructed until the hands, the head and the feet are reached. Every child joint is finally represented in the coordinate system of its parent joint.
The single hierarchical coordinate systems S h,i have the orientation R as calculated in Equation 6. In contrast to the local coordinate system, they have their origin in the corresponding parent joints. In other words, the camera coordinate system is translated by the coordinate of every parent joint, which results in the translation vectors described in Equation 8. Thereby, parent( joint i ) denotes the parent joint of every joint. Every joint is then represented in its corresponding single coordinate systems S h,i .
The hierarchical coordinate of each joint joint h,i is calculated according to Equation 9: Firstly, the child joint joint i is translated by t i . Secondly, this translated joint is multiplied by the rotation matrix R.
Finally, the lengths of the limbs are normalised, see Equation 10 . Consequently, the obtained normalised hierarchical joints joint hn,i have now a length equal to one. Figure 3 illustrates the transformation from camera coordinates to local and hierarchical coordinates respectively.
Incremental Dynamic Time Warping
In order to identify possible incorrect motions during a patient's exercise execution, we compared a prerecorded reference of one repetition with the patient's current motion execution. This reference defines the correct motion execution. In this study, the reference was captured from the patient, which we call personalised reference, as well as from a therapist, which we denote as non-personalised reference.
Since we aim at giving continuous feedback, the IDTW algorithm by Khan et al. (Khan et al., 2014) was employed to compare the reference against the patient's motion. In the following, the principle of the IDTW algorithm is described. For more details, we refer to the publication by Khan et al.
The IDTW algorithm aligns an incomplete patient's sequence with the complete reference sequence and thereby allows a frame-wise feedback generation. In our study, both the reference and the partial current recordings consisted of a sequence of local or normalised hierarchical 3-D coordinates of a specific joint. In principal, both reference and current sequence can contain any data format.
Khan et al. calculated the IDTW distances jointwise. For every single joint, a cumulative cost matrix G is calculated, whereas the DTW values in G are the accumulated Euclidean differences between a reference and a current coordinate. The calculation of this matrix is illustrated in Figure 4 . Every time a new frame is acquired and new joint coordinates are calculated, a new column is appended to G. The reference frame that fits best to the latest acquired current frame is determined by finding the minimal DTW value in this column. In this way, the algorithm selects the part of the reference that matches best with the current partial sequence. Khan et al. used the IDTW algorithm to give feedback by colour-coding the single joints according to their minimal DTW values for every incoming frame. In our approach, we extended the IDTW algorithm to determine the reference frame joint i,ref that corresponds to the currently acquired frame joint i,cur . In this way, we were able to calculate a distance vector d i,frame that describes the difference between the joint position in the current frame and the corresponding reference joint position. Consequently, instead of minimal DTW values, we obtained a feature vector for every new frame as an output of the IDTW algorithm, as illustrated in Figure 4 .
In order to reset the cost matrix after each repetition, we implemented an algorithm to detect the end of a performed repetition. This algorithm is based on the distance between the left and the right ankle. The cost matrix was reset when the end of a repetition was detected, which means that all the elements were deleted. The feature vector calculation is described in the following section.
Feature Vector Generation
For the error classification, we calculated a feature for every interesting joint, which characterises the difference d i,frame between the current joint position joint i,cur and the corresponding reference joint position joint i,ref , see Equation 11 . 4, 17, 18, 19, 20} (11) The concatenation of the relevant joints d i,frame represents the feature vector FV frame for one frame:
Classification
In this study, we distinguished between the classes listed in Table 1 . According to therapists, the described errors are frequently occurring when patients train without a therapist's feedback. A linear multiclass one-versus-all Support Vector Machine (SVM) was trained with feature vectors that were calculated from recordings of different persons. These persons performed several repetitions of the exercise hip abduction according to the descriptions in Table 1 . Depending on the scenario, the training and testing configurations changed. This methodology will be explained in detail in Section 4. The joints of the abducted leg are not moving in the plane that is spanned by the joints of the supporting leg and the straight torso.
As a result, the whole classifier consists of five single one-versus-all SVMs, whereas the first SVM classifies whether the motion in the current frame is correct or incorrect (first hierarchy). The other SVMs (second hierarchy) decide whether the specific errors were detected if the first SVM predicts the motion as incorrect. If none of the five classifiers responds, we assumed the motion in the tested frame to be correct. In this way, we have designed a hierarchical SVM.
EVALUATION METHODOLOGY
In order to evaluate the capability of the system to work with non-personalised data, we distinguished three scenarios, which are summarised in Table 2 . The scenarios correspond to the grade of personalisation: Scenario 1 is using only personalised data, while scenario 3 works only with non-personalised data. Consequently, scenario 3 is the most challenging one where we expected the lowest accuracy. The scenarios are presented and explained in detail in the following: Scenario 1. For every patient, an individual machine was trained and tested with the individual patient's data and his or her own reference ref i . For this purpose, every person's recordings were split in training P i,train and testing set P i,test . Consequently, in practical applications, training data as well as the patient's reference have to be recorded for every new patient, which is rather impractical. For this scenario, the data These were other persons than the probands in scenario 1. Just as in scenario 1, the test was performed with each test person's individual reference ref i while the data from the ten probands P i,test mentioned in scenario 1 was used. In practice, only the new patient's reference, but not his or her training data, has to be recorded. Obviously, this would be more practicable than scenario 1. Scenario 3. The machine was trained with the motion data of the three persons P train mentioned in scenario 2. In contrast to scenario 1 and scenario 2, the reference ref has not been changed according to the person. For testing, the very same reference ref was used for all test samples of the ten persons P i,test . This means that, in practice, neither training data nor a reference has to be recorded for a new patient. This would considerably reduce the effort for both patients and therapists. When we consider these scenarios, we can conclude that practicability increases from scenario 1 to scenario 3, because the need of taking recordings before the training decreases: scenario 1 needs recordings from the patient's correct motions as well as from the incorrect motions and the patient's reference before a training session can start. In contrast to that, scenario 3 requires neither of these recordings, because it works with pre-recorded data from other persons. The question we want to answer is whether the results of scenario 3, which is the desired implementation, are still equivalent to those of scenario 1 and scenario 2. We moreover investigated whether the results improve for these scenarios if we use normalised hierarchical coordinates instead of non-normalised local coordinates.
To compare the performance when using local or hierarchical coordinates, we determine the overall accuracy η all for all classes N for every scenario according to Equation 13:
whereas η n is the accuracy for every single one- .
These accuracies η n are calculated for every single one-versus-all classifier to evaluate the detection of single error types. TPR n and TNR n are the true positive and the true negative rates for each class.
RESULTS AND DISCUSSION
The overall accuracies η all for the three scenarios using the two different coordinate representations are presented in Table 3 . It becomes obvious that, when using local, i. e. non-normalised coordinates, the overall accuracy considerably deteriorates from scenario 1 to scenario 3. This complies with our expectations: the less personalised data is used, the higher is the negative influence of factors, such as body size and proportions, on the accuracy. In contrast to local coordinates, the accuracy only slightly decreases when using normalised hierarchical coordinates. These results suggest that normalised hierarchical coordinates should be used instead of local coordinates in order to avoid the recording of personalised data for each new patient without loosing classification performance.
Based on this finding, we elaborated the accuracies η n of the single classes for scenario 3 using normalised hierarchical coordinates, which is the most challenging scenario but the one with highest practical relevance as well. The results are summarised in Table 4 . It is apparent from this table that 84 % of the samples that have been labelled as correct were also classified as correct. In 16 % of the tested frames, an error was detected although the test persons performed the exercise correctly. This is mainly because of the relatively high false positive rate (FPR) of the FO classifier, which results in a detected error in the second stage of the hierarchical SVM. The table also reveals that in 75 % of the frames that have been labelled as incorrect, an error could be identified. Taking the true positive rates (TPRs) of the error classes Table 5 . The TPR of C increased to 90 % and the true negative rate (TNR) to 81 % when using normalised hierarchical coordinates in scenario 3. At this point we would like to stress that the presented results in Table 4 represent a low-level classification, which is based on the single frames in an exercise sequence. Given the low FPRs (below 5 %) and the relatively high TPR (at least 65 %) we achieved for the classes BK, UB and WP, the error can be reliably detected. It is remarkable that the errors could be detected by just using the distance vector between another person's reference and the current patient's ex- 
CONCLUSIONS AND FUTURE WORK
In this study, we presented a method to detect incorrect motions during therapy exercises. In our experiments, we achieved results of high quality even if we used non-personalised data, i. e. neither the current person's reference nor the person's training data.
The most obvious finding to emerge from this study is that by using hierarchical normalised joint representation, a unified model that was trained with other persons' data can be used for new patients. As this method allows the usage of pre-recorded data from other persons, a direct start for new patients without the need of recording their individual error motions and their reference is possible. Moreover, the study has confirmed that simple distance vectors are suitable feature vectors for error classification. Nevertheless, future research should concentrate on the investigation of more distinctive features to further increase the accuracy and on a subsequent highlevel processing using filtering techniques. For practical applications, the generation of synthetic training data would be sensible. In this way, the pre-recording of motion data could be avoided completely, which would simplify the extension with further exercises, such as hip extension and hip flexion. Another investigation will focus on the input for the IDTW. Currently, the trajectories of single joints were evaluated, but we did not contextualise them. Therefore, we plan to fuse all joint information into one single cost matrix. Another aspect for future work will be automatic joint filtering to find joints that are relevant for different exercises.
Taken together, this study created a base for further research that shows high potential for the required assistance in the therapy sector.
