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Uporaba polkolobarjev z zaprtjem
Povzetek
Polkolobar je algebrska struktura, ki podpira se²tevanje in mnoºenje, med katerima
veljajo dolo£ene relacije. Ko dodamo ²e unarno operacijo zaprtje, dobimo polkolobar
z zaprtjem. V diplomskem delu si bomo ogledali, kako deﬁniramo zaprtje na polko-
lobarju matrik, tri algoritme za izra£un zaprtja matrike ter nekaj primerov uporabe
polkolobarjev z zaprtjem v programskem jeziku Haskell: dosegljivost v grafu, poti v
grafu, polinome in poten£ne vrste ter 0-1 nahrbtnik s ponavljanjem.
Application of closed semirings
Abstract
Semiring is an algebraic structure where we have two binary operations (`addition'
and `multiplication') and relations between them. If we add a unary operation called
closure we obtain a closed semiring. In this work we deﬁne a closed semiring of
matrices, describe three algorithms for computing the closure and some applications
of closed semirings in Haskell: reachability in graphs, paths in graphs, polynomials
and power series and 0-1 knapsack with repetition.
Math. Subj. Class. (2010): 68W01, 06A15, 16Y60, 05C12
Klju£ne besede: Polkolobar, zaprtje, polkolobar matrik, Jacobijev algoritem, al-
goritem Warshall-Floyd-Kleene, Gaussova metoda, Haskell
Keywords: Semiring, closure, matrix semiring, Jacobi's algorithm, Warshall-Floyd-
Kleene's algorithm, Gauss method, Haskell
1. Uvod in definicije
Polkolobar je algebrska struktura z operacijama `se²tevanje' in `mnoºenje', katerih
lastnosti so malce ²ibkej²e od tistih v kolobarju (nima nasprotnih elementov). e pa
ji dodamo ²e unarno operacijo zaprtje, dobimo polkolobar z zaprtjem in tako lahko
enostavno re²imo veliko problemov, ki jih je mogo£e opisati s sistemom linearnih
ena£b.
Najprej si bomo ogledali deﬁniciji polkolobarja in zaprtja ter nekaj preprostih
primerov. V razdelku 2 bomo pokazali, da kvadratne matrike nad polkolobarjem
z zaprtjem tudi same tvorijo polkolobar z zaprtjem. V razdelku 3 bomo videli
tri algoritme za izra£un zaprtja matrike, to so Jacobijev, Warshall-Floyd-Kleene in
Gaussov. V zadnjem razdelku, torej razdelku 4, pa bomo videli nekaj bolj zanimivih
primerov polkolobarjev z zaprtjem: dosegljivost v grafu, poti v grafu, polinome in
poten£ne vrste ter 0-1 nahrbtnik s ponavljanjem.
Nekaj primerov si bomo ogledali tudi v programskem jeziku Haskell.
Deﬁnicija 1.1. Polkolobar S je algebrska struktura z operacijama ⊕ in ⊙ ter nev-
tralnima elementoma 0 in 1, za katero veljajo naslednje lastnosti:
a⊕ b = b⊕ a
a⊕ (b⊕ c) = (a⊕ b)⊕ c
a⊕ 0 = a
a⊙ (b⊙ c) = (a⊙ b)⊙ c
a⊙ 0 = 0⊙ a = 0
a⊙ 1 = 1⊙ a = a
a⊙ (b⊕ c) = a⊙ b⊕ a⊙ c
(a⊕ b)⊙ c = a⊙ c⊕ b⊙ c
za vse a, b, c ∈ S.
Opomba 1.2. Lehmann [3] lastnosti a⊙0 = 0⊙a = 0 ne privzema v svoji deﬁniciji
polkolobarja.
Najprej si oglejmo primer polkolobarja:
Primer 1.3. Tropski polkolobar T ali polkolobar min-plus je deﬁniran na mnoºici
R≥0 ∪ {∞}. Operacijo ⊕ deﬁniramo kot min, ⊙ pa kot +. Enota za min je ∞, 0
pa za +. e to upo²tevamo, ko prepi²emo enakosti iz deﬁnicije 1.1, vidimo, da vse
veljajo, torej smo res deﬁnirali polkolobar. ♦
V programskem jeziku Haskell implementiramo razred Semiring takole:
infixl 9 @.
infixl 8 @+
class Semiring r where
zero, one :: r
closure :: r -> r
(@+), (@.) :: r -> r -> r
Deﬁnicija 1.4. Zaprtje a∗ elementa a je eno£lena operacija, ki zado²£a enakostim
a∗ = 1⊕ a⊙ a∗ = 1⊕ a∗ ⊙ a.
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Opomba 1.5. Kjer ne bo dvoumnosti, bomo v nadaljevanju namesto ⊕ pisali kar
+, namesto ⊙ pa · . e ne bo ²lo za navadno se²tevanje in mnoºenje, bomo to
poudarili.
Poglejmo si ²e dva enostavna primera polkolobarja z zaprtjem:
Primer 1.6. Imejmo raz²irjena naravna ²tevila N ∪ {∞} z obi£ajnim raz²irjenim
se²tevanjem in mnoºenjem, torej za a ̸= 0 dodamo ²e ∞ + a = ∞, ∞ · 0 = 0
in ∞ · a = ∞ (to sta raz²irjeno se²tevanje in mnoºenje), tako dobimo polkolobar.
Zaprtje tu deﬁniramo kot 0∗ = 1 in a∗ =∞ za a ≥ 1. Ponovno se lahko o pravilnosti
prepri£amo z uporabo enakosti iz deﬁnicij 1.1 in 1.4. ♦
Primer 1.7. Vzemimo mnoºico logi£nih vrednosti {⊤,⊥}. Za ⊕ vzamemo disjunk-
cijo ∨, za ⊙ konjunkcijo ∧, nato pa deﬁniramo ²e enoti 0 = ⊥ in 1 = ⊤. Z lahkoto
se prepri£amo, da operaciji zadostita vsem enakostim iz 1.1. Opazimo ²e, da lahko
deﬁniramo tudi operacijo zaprtja s predpisom x∗ = ⊤, ki ustreza 1.4. Torej logi£ne
vrednosti ⊤ in ⊥ z operacijama ∨ in ∧ tvorijo polkolobar z zaprtjem.
To napi²imo v Haskellu:
instance Semiring Bool where
zero = False
one = True
closure x = True
(@+) = (||)
(@.) = (&&)
♦
Primer 1.8. V primeru 1.3 smo si ogledali tropski polkolobar T, ki je deﬁniran na
R≥0∪{∞}, zdaj pa to mnoºico raz²irimo na R∪{∞}. Operaciji ostaneta min in +.
V tem polkolobarju niso vsi elementi zaprti; zaprti so samo tisti, ki so bili zaprti ºe
v primeru 1.3, za negativna ²tevila pa v tem tropskem polkolobarju zaprtja ni. ♦
Omenimo ²e dva primera zaprtja:
• a∗ = 1 + a+ a2 + a3 + . . . in
• a∗ = (1− a)−1, kjer je 1∗ =∞,
• a∗ =
{
(1− a)−1 , a ̸= 1
∞ , a = 1
ki sta seveda deﬁnirana v polkolobarjih, kjer ima to smisel (v drugem primeru po-
trebujemo komutativnost mnoºenja).
Trditev 1.9. e imamo linearno preslikavo x ↦→ ax + b v nekem zaprtem polkolo-
barju, potem je x = a∗b negibna to£ka te preslikave.
Dokaz. Po deﬁniciji je x negibna to£ka, £e zanjo velja f(x) = x. Zato za x vstavimo
kar a∗b in pora£unamo. Ker je
f(a∗b) = a(a∗b) + b = (aa∗)b+ b = (aa∗ + 1)b = (1 + aa∗)b = a∗b,
je a∗b negibna to£ka preslikave x ↦→ ax+ b. 
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2. Polkolobar matrik
Z uporabo matrik si lahko pogosto poenostavimo ra£unanje  to bomo videli v
razdelku 4, ko si bomo ogledali primere uporabe polkolobarjev z zaprtjem. Da pa
jih bomo lahko uporabili, moramo najprej pokazati, da kvadratne matrike velikosti
n× n nad polkolobarjem z zaprtjem S tudi same tvorijo polkolobar z zaprtjem.
Naj bosta A in B matriki nad polkolobarjem z zaprtjem S:
A = [aij]i,j∈[1:n], B = [bij]i,j∈[1:n]
Opomba 2.1. Tu smo vpeljali novo oznako: i ∈ [1 : n] je kraj²e za i ∈ {1, 2, ..., n},
i, j ∈ [1 : n] pa kraj²e za (i, j) ∈ [1 : n]× [1 : n].
Se²tevanje in mnoºenje matrik deﬁniramo obi£ajno:
A⊕B = [aij ⊕ bij]i,j∈[1:n]
A⊙B = [⨁k∈[1:n] aik ⊙ bkj]i,j∈[1:n]
kjer je oznaka
⨁
zamenjava za
∑
:⨁
k∈[1:n]
ak = a1 ⊕ ...⊕ an
Operaciji se²tevanja in mnoºenja imamo sedaj deﬁnirani, potrebujemo ²e enoti
• za se²tevanje: 0n = [cij]i,j∈[1:n], kjer je cij = 0 za i, j ∈ [1 : n] in
• za mnoºenje: In = [δij]i,j∈[1:n], kjer je δij =
{
1, i = j,
0, i ̸= j. .
Preprosto je preveriti, da vse lastnosti iz deﬁnicije 1.1 drºijo.
e ºelimo ta problem predstaviti v programskem jeziku Haskell, najprej deﬁni-
ramo se²tevanje in mnoºenje:
data Matrix a = Scalar a | Matrix [[a]]
type BlockMatrix a = (Matrix a, Matrix a, Matrix a, Matrix a)
mjoin :: BlockMatrix a -> Matrix a
mjoin (Matrix a, Matrix b, Matrix c, Matrix d) =
Matrix ((a `hcat` b) ++ (c `hcat` d))
where hcat = zipWith (++)
msplit :: Matrix a -> BlockMatrix a
msplit (Matrix (row:rows)) =
(Matrix [[first]], Matrix[top], Matrix left, Matrix rest)
where
(first:top) = row
(left, rest) = unzip (map (\(x:xs) -> ([x],xs))rows)
instance Semiring a => Semiring (Matrix a)
where
zero = Scalar zero
one = Scalar one
--addition
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Scalar a @+ Scalar b = Scalar (a @+ b)
Matrix a @+ Matrix b = Matrix (zipWith (zipWith (@+)) a b)
Scalar s @+ m = m @+ Scalar s
Matrix [[a]] @+ Scalar b = Matrix [[a @+ b]]
m @+ s = mjoin (first @+ s, top, left, rest @+ s)
where (first, top, left, rest) = msplit m
--multiplication
Scalar a @. Scalar b = Scalar (a @. b)
Scalar a @. Matrix b = Matrix (map (map (a @.)) b)
Matrix a @. Scalar b = Matrix (map (map (@. b)) a)
Matrix a @. Matrix b =
Matrix [[foldl1 (@+) (zipWith (@.) row col)
| col <- cols] | row <- a]
where cols = transpose b
Deﬁnirajmo sedaj ²e zaprtje:
Deﬁnicija 2.2. Zaprtje matrike deﬁniramo induktivno glede na njeno velikost z
blo£no delitvijo matrike na ²tiri podmatrike.
Deﬁnicija zaprtja za matrike velikosti n× n:
• n = 1 : [a]∗ = [a∗]
• n > 1: Matriko A predstavimo kot blo£no matriko
A =
[
C D
E F
]
,
kjer velja, da so bloki naslednjih velikosti: Ck×k, Dk×(n−k), E(n−k)×k in
F (n−k)×(n−k), kjer je 0 < k < n. Tedaj zaprtje matrike A predpi²emo kot
A∗ =
[
C∗ + C∗D∆∗EC∗ C∗D∆∗
∆∗EC∗ ∆∗
]
pri £emer je ∆ = F + EC∗D.
Opomba 2.3. Pri razbitju matrike na blo£ne matrike velikosti blokov niso po-
membne, saj lahko dano matriko razbijemo na dva razli£na na£ina, rezultat pa je
isti (Lehmann [3]).
Pokazati pa moramo ²e, da velja naslednji izrek:
Izrek 2.4. e je A matrika velikosti n× n, potem velja:
A∗ = In + A · A∗ = In + A∗ · A,
kjer je In identiteta velikosti n× n.
Dokaz. Dokazali bomo samo A∗ = In + A · A∗, saj je druga enakost simetri£na,
uporabili pa bomo indukcijo na velikost matrike.
• n = 1 : a∗ = 1 + a · a∗ po deﬁniciji.
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• n > 1 : Naj bo
A =
[
C D
E F
]
, kjer je Ck×k,
indukcijska predpostavka pa
C∗ = Ik + CC∗ in ∆∗ = In−k +∆∆∗,
kjer je ∆ = F + EC∗D, kot v deﬁniciji zaprtja za matrike. Nato naprej po
deﬁniciji velja
A∗ =
[
C∗ + C∗D∆∗EC∗ C∗D∆∗
∆∗EC∗ ∆∗
]
iz £esar sledi
A · A∗ =
[
CC∗ + CC∗D∆∗EC∗ +D∆∗EC∗ CC∗D∆∗ +D∆∗
EC∗ + EC∗D∆∗EC∗ + F∆∗EC∗ EC∗D∆∗ + F∆∗
]
Bloke v tej matriki lahko poenostavimo z uporabo indukcijske predpostavke:
(1) CC∗+CC∗D∆∗EC∗+D∆∗EC∗ = CC∗+D∆∗EC∗+CC∗D∆∗EC∗ =
CC∗ + (Ik + CC∗)D∆∗EC∗ = CC∗ + C∗D∆∗EC∗
(2) CC∗D∆∗ +D∆∗ = D∆∗ + CC∗D∆∗ = (Ik + CC∗)D∆∗ = C∗D∆∗
(3) EC∗+EC∗D∆∗EC∗+F∆∗EC∗ = EC∗+F∆∗EC∗+EC∗D∆∗EC∗ =
EC∗ + (F + EC∗D)∆∗EC∗ = EC∗ +∆∆∗EC∗ = (In−k +∆∆∗)EC∗ =
∆∗EC∗
(4) EC∗D∆∗ + F∆∗ = F∆∗ + EC∗D∆∗ = (F + EC∗D)∆∗ = ∆∆∗
Sledi
In + A · A∗ =
[
Ik + CC
∗ + C∗D∆∗EC∗ C∗D∆∗
∆∗EC∗ In−k +∆∆∗
]
kar pa je po indukcijski predpostavki enako A∗, ko poenostavimo diagonalna
£lena:
(1) (Ik + CC∗) + C∗D∆∗EC∗ = C∗ + C∗D∆∗EC∗
(2) In−k +∆∆∗ = ∆∗

Iz izreka direktno sledi:
Posledica 2.5. Za vsaki matriki A in B velikosti n× n velja:
(1) AA∗ = A+ AA∗A = A∗A,
(2) A∗ = In + A+ AA∗A,
(3) B + AA∗B = A∗B in B +BA∗A = BA∗.
Dokaz.
(1) Samo z uporabo izreka: AA∗ = A(In+A∗A) = A+AA∗A = (In+AA∗)A =
A∗A.
(2) Najprej po izreku, nato iz to£ke (1): A∗ = In + AA∗ = In + A+ AA∗A.
(3) B + AA∗B = (In + AA∗)B = A∗B ter simetri£no tudi B +BA∗A = BA∗.

Posledica 2.6. Za kvadratno matriko A nad polkolobarjem z zaprtjem S velja:
A∗ = In + A+ A2 + . . .
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Dokaz. Uporabimo to£ki (1) in (2) iz posledice 2.5:
A∗ = In + A+ AA∗A = In + A+ A(A+ AA∗A) = In + A+ A2 + A2A∗A = . . .

Zaprtje po deﬁniciji 2.2 v Haskellu:
--closure
closure (Matrix [[x]]) = Matrix [[closure x]]
closure m =
mjoin (first' @+ top' @. rest' @. left',
top' @. rest', rest' @. left', rest')
where
(first, top, left, rest) = msplit m
first' = closure first
top' = first' @. top
left' = left @. first'
rest' = closure (rest @+ left' @. top)
asovno zahtevnost tega algoritma za zaprtje izra£unamo preprosto: Vemo, da
mnoºenje dveh matrik velikosti p × q in q × r porabi O(pqr) operacij polkolobarja
S. Na²a funkcija zaprtja pri kvadratnih n × n matrikah porabi O(n2) operacij
matri£nega mnoºenja (mnoºenje 1×n in n×n), zopet O(n2) za matri£no se²tevanje
in msplit ter en rekurziven klic na matrikah velikosti (n− 1)× (n− 1).
3. Algoritmi za ra£unanje zaprtja
V nadaljevanju si bomo pogledali tri algoritme za iskanje zaprtja matrik. Algo-
ritme uporabimo, ker delujejo hitreje kot izra£un po deﬁniciji. Prvi je Jacobijev
(razdelek 3.1), ki je najenostavnej²i, a ni zelo hiter, drugi uporabi Floyd-Warshallov
algoritem za ra£unanje najkraj²ih poti v grafu (to bo algoritem Warshall-Floyd-
Kleene v razdelku 3.2), tretji pa polkolobarju prirejeno Gaussovo eliminacijo (Ga-
ussov algoritem v razdelku 3.3).
3.1. Jacobijev algoritem. Jacobijev algoritem je iterativen algoritem za iskanje
zaprtja matrike nad polkolobarjem z zaprtjem S, ki deluje tako, da izra£unamo
vsak stolpec (ali vrstico) matrike zaprtja posebej. Je najenostavnej²i, vendar pa
tudi najpo£asnej²i od tukaj na²tetih, ra£una pa kar po deﬁniciji 1.4 in z uporabo
izreka 2.4.
Oglejmo si ga na primeru tropskega polkolobarja T:
Naj bo A matrika, katere zaprtje i²£emo, A∗ matrika zaprtja, ai pa i-ti stolpec
matrike A. Izra£unajmo i-ti stolpec A∗. Za za£etni pribliºek vzamemo vektor enot
polkolobarja, kjer je na i-tem mestu enota za ⊙, v na²em primeru je to 0, na vseh
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ostalih mestih pa enota za ⊕, to je ∞:
a
(0)
i =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0S
...
0S
1S
0S
...
0S
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∞
...
∞
0
∞
...
∞
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Za izra£un (k + 1)-tega pribliºka i-tega stoplca uporabimo naslednjo formulo:
a
(k+1)
i = a
(0)
i ⊕ A⊙ a(k)i = min{a(0)i , A⊙ a(k)i },
kjer je min dveh vektorjev deﬁniran po komponentah.
Na koncu vsakega koraka imamo tri moºnosti: £e je nov pribliºek enak prej²njemu,
je to kar re²itev, £e nista enaka in ²e nismo pri²li do n-tega, iteracijo nadaljujemo, v
zadnjem primeru pa iteracijo kon£amo in ugotovimo, da zaporedje pribliºkov ne bo
konvergiralo:
• a(k+1)i = a(k)i : a(k)i je stolpec v A∗
• a(k+1)i ̸= a(k)i in k ≤ n: nadaljujemo iteracijo
• a(k+1)i ̸= a(k)i in k = n: A∗ ̸= A(n), kon£amo iteracijo
Opomba 3.1. Vpeljimo novo oznako: A(k) naj bo delna vsota:
A(k) = I + A+ A2 + · · ·+ Ak
Algoritem 1 Jacobijev algoritem
Vhod: A = [ai]i∈[1:n], ai = [a˜ij]j∈[1:n], a˜ij ∈ S, S polkolobar z zaprtjem
Izhod: R = [ri]i∈[1:n], ri = [r˜ij]j∈[1:n]
1: for i ← 1 to n do
2: a
(0)
i = [0, ..., 0  
i−1
, 1, 0, ..., 0]T
3: k = 1
4: while k < n or (k > 1 and a(k−1) ̸= a(k−2)) do
5: a
(k)
i = a
(0)
i + A · a(k−1)i
6: k = k + 1
7: end while
8: if a
(k)
i = a
(k−1)
i then
9: ri = a
(k)
i
10: else
11: error: ne konvergira
12: end if
13: end for
asovna zahtevnost algoritma je O(n3) £asa za vsak stolpec, torej skupaj O(n4)
za izra£un zaprtja n× n matrike.
Izrek 3.2. Naj bo A kvadratna matrika nad polkolobarjem z zaprtjem S:
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(1) e obstaja ²tevilo k, za katero je A∗ = A(k), potem Jacobijev algoritem v
najve£ k iteracijah izra£una iskani stolpec v matriki A. V nasprotnem pri-
meru, torej £e tak k ne obstaja, algoritem v najve£ k iteracijah pokaºe, da
velja A∗ ̸= A(k).
(2) e obstaja zaprtje A∗ in je S polkolobar z zaprtjem, potem Jacobijev algoritem
generira konvergentno zaporedje proti iskanemu stolpcu matrike A.
Dokaz. Izrek bomo dokazali za stolpec ai matrike A.
(1) Predpostavljamo, da obstaja kon£na konvergenca. Imamo vektor a(0)i in
posledi£no tudi a(1)i = (I ⊕ A) ⊙ a(0)i , a(2)i = (I ⊕ A ⊕ A2) ⊙ a(0)i in naprej z
indukcijo na k ∈ N:
a
(k)
i = (I ⊕ A⊕ A2 ⊕ · · · ⊕ Ak)⊙ a(0)i = A(k) ⊙ a(0)i ,
kjer v zadnjem koraku uporabimo posledico 2.6.
e obstaja k ∈ N, za katerega velja A(k) = A∗, potem dobimo
a
(k)
i = A
∗ ⊙ a(0)i = a(k+1)i = · · ·
e sta torej a(k)i in a
(k+1)
i razli£na, je to zato, ker je A
∗ ̸= A(k).
(2) Pokaºimo sedaj ²e konvergenco v polkolobarju z zaprtjem.
Za vsak k torej velja a(k)i = A
(k) ⊙ a(0)i . Ker A∗ obstaja, zaporedje A(k)
konvergira proti A∗. Ker je zaradi lastnosti ⊕ in ⊙ konvergenca mogo£a,
lahko sklepamo, da a(k)i konvergira k A
∗⊙a(0)i , torej k i-temu stolpcu matrike
A∗.

3.2. Algoritem Warshall-Floyd-Kleene. Ta algoritem je direkten prevod Klee-
nejevega dokaza, da lahko vsak regularni jezik predstavimo z regularnim izrazom.
Floydov algoritem za iskanje najcenej²ih poti v usmerjenem grafu je poseben primer
zgornjega algoritma, £e za vsak a ∈ S vzamemo a∗ = 1, Warshallov algoritem za
zaprtje Boolovih matrik (matrik logi£nih vrednosti) pa se omeji na S = {⊤,⊥}.
Algoritem ra£una po deﬁniciji 2.2.
Opomba 3.3. V prej²njem algoritmu smo stolpce, ki smo jih izra£unali kot vmesne
rezultate na poti do kon£nega zaprtja, ozna£ili kot a(k). Zdaj bomo z A(k) ozna£evali
matrike, ki so vmesni rezultati.
Algoritem Warshall-Floyd-Kleene (v nadaljevanju algoritem WFK), s katerim iz-
ra£unamo zaprtje za matrike, je slede£:
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Algoritem 2 Algoritem WFK
Vhod: A = [aij]i,j∈[1:n], aij ∈ S, S polkolobar z zaprtjem
Izhod: Rij za i, j ∈ [1 : n]
1: for each i, j in [1 : n] do
2: A
(0)
ij ← Aij
3: end for
4: for k ← 1 to n do
5: for each i, j in [1 : n] do
6: A
(k)
ij ← A(k−1)ij + A(k−1)ik (A(k−1)kk )∗A(k−1)kj
7: end for
8: end for
9: for each i, j in [1 : n] do
10: Rij ← δij + A(n)ij
11: end for
Opomba 3.4. Vpeljimo ²e nekaj novih oznak: za matriko C velikosti n × n deﬁ-
niramo C[i,k][j,l] kot podmatriko, ki vsebuje vrstice od vklju£no i do vklju£no k ter
stolpce od vklju£no j do vklju£no l, pri £emer velja 1 ≤ i ≤ k ≤ n in 1 ≤ j ≤ l ≤ n.
Zaradi enostavnosti bomo uporabili tudi . namesto [1 : n] ter i namesto [i, i]. Tako
je denimo A.i i-ti stolpec matrike A, Aij pa element A[i,j].
e ga predstavimo z matrikami, algoritem WFK izra£una zaporedje n+1 matrik
velikosti n× n: to so matrike A(k) za 0 ≤ k ≤ n, ki so deﬁnirane slede£e:
A(0) = A,(1)
A(k) = A(k−1) + A(k−1).k · A(k−1)∗kk · A(k−1)k. za 1 ≤ k ≤ n,(2)
rezultat R pa je
(3) R = In + A(n)
Algoritem ima £asovno zahtevnost O(n3), saj v vrsticah 4-7 vidimo tri gnezdene
zanke for (oz. eno for ter eno for each na kartezi£nem produktu), vrstica 6 pa
porabi konstanten £as zaradi enega se²tevanja in dveh mnoºenj.
Zanki for, ki sta uporabljeni v algoritmu, sta dveh tipov: obi£ajna zanka for, kjer
se iteracije izvr²ijo ena za drugo z nara²£ajo£o vrednostjo indeksa in zanka for each,
pri kateri vrstni red iteriranja ni pomemben, ker so posamezne iteracije med seboj
neodvisne; tako je for each i, j ∈ [1 : n] okraj²ava za for each (i, j) ∈ [1 : n]×[1 : n].
Algoritem uporabi n+1 razli£nih matrik A(k)(0 ≤ k ≤ n) zaradi enostavnosti. Lahko
bi napisali tudi algoritem, ki bi uporabil le eno tako matriko (potrebno je paziti le,
da vhodi v matriki niso spremenjeni pred uporabo).
Dokazali bomo, da z algoritmom WFK lahko izra£unamo zaprtje R matrike A,
torej R = A∗, najprej pa pokaºimo, da velja A(n) = A+ AA∗A.
Izrek 3.5. Za vsak k ∈ [0 : n] velja
A(k) = A+ A.[1:k](A[1:k][1:k])
∗A[1:k].
kjer izpustimo A.[1:0], A[1:0][1:0] in A[1:0]..
Opomba 3.6. Izrek seveda implicira tudi A(n) = A + AA∗A, kar v resnici ºelimo
pokazati.
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Dokaz. Uporabimo indukcijo na k:
• k = 0 : A(0) = A
• k = l + 1 : Indukcijsko predpostavimo
(4) A(l) = A+ A.[1:l](A[1:l][1:l])∗A[1:l].
kjer je 0 ≤ l ≤ n− 1, iz (2) pa dobimo matri£no obliko algoritma WFK, pri
£emer je l = k − 1:
(5) A(k) = A(l) + A(l).k (A
(l)
kk)
∗A(l)k.
Deﬁniramo blo£ne matrike B = A[1:l][1:l], P = Ak[1:l] in Q = A[1:l]k, s shemo
torej
A =
⎡⎢⎢⎢⎢⎢⎢⎣
B Q
P
⎤⎥⎥⎥⎥⎥⎥⎦
Z uporabo indukcijske predpostavke (4) razpi²emo naslednje £lene:
A
(l)
.k = A.k + A.[1:l]B
∗Q(6)
A
(l)
k. = Ak. + PB
∗A[1:l].(7)
A
(l)
kk = Akk + PB
∗Q(8)
Deﬁniramo ²e ∆ = A(l)kk = Akk + PB
∗Q.
Ko prepi²emo (5) z uporabo enakosti (6), (7) in (8), dobimo
A(k) = A(l) + (A.k + A.[1:l]B
∗Q)∆∗(Ak. + PB∗A[1:l].),
nato pa uporabimo ²e indukcijsko predpostavko (4)
(9) A(k) = A+ A.[1:l]B∗A[1:l]. + (A.k + A.[1:l]B∗Q)∆∗(Ak. + PB∗A[1:l].)
Pokaºimo sedaj, da je
A.[1:k](A[1:k][1:k])
∗A[1:k]. =A.[1:l]B∗A[1:l].+(10)
(A.k + A.[1:l]B
∗Q)∆∗(Ak. + PB∗A[1:l].)(11)
Po deﬁniciji zaprtja velja
(A[1:k][1:k])
∗ =
[
B Q
P Akk
]∗
=
[
B∗ +B∗Q∆∗PB∗ B∗Q∆∗
∆∗PB∗ ∆∗
]
,
kar vstavimo naprej v
A.[1:k](A[1:k][1:k])
∗A[1:k]. =A.[1:l](B∗ +B∗Q∆∗PB∗)A[1:l].+
A.k∆
∗PB∗A[1:l]. + A.[1:l]B∗Q∆∗Ak.+
A.k∆
∗Ak.
to pa ena£imo z (10) in tako na koncu dobimo
A(k) = A+ A.[1:k](A[1:k][1:k])
∗A[1:k].
kar smo ºeleli dokazati.

13
Posledica 3.7. Matrika R iz (3) je enaka R = A∗.
Dokaz. Z uporabo posledice 2.5 ter izreka 3.5 iz R = In + A(n) = In + A + AA∗A
dobimo R = A∗. 
3.3. Gaussova metoda. Tretji algoritem za ra£unanje zaprtja matrike v polkolo-
barju z zaprtjem S je Gaussov algoritem za ra£unanje inverza za realne matrike (brez
pivotiranja), torej direkten prevod Gaussove metode za iskanje inverza matrike.
Gaussov algoritem je tudi edini od tu na²tetih, ki ni iterativen.
Algoritem 3 Gaussov algoritem
Vhod: A = [aij]i, j ∈ [1 : n]aij ∈ S, S polkolobar z zaprtjem
Izhod: Rij za i, j ∈ [1 : n]
1: for each i, j in [1 : n] do
2: G
(0)
ij ← Aij
3: end for
4: for k ← 1 to n do
5: for each i, j in [k : n]× [1 : n] do
6: G
(k)
ij ← G(k−1)ij +G(k−1)ik · (G(k−1)kk )∗G(k−1)kj
7: end for
8: end for
9: for each i, j in [1 : n] do
10: Pij ← G(i)ij
11: end for
12: for i ← n− 1 to 1 step −1 do
13: for each j, k in [1 : n]× [i+ 1 : n] do
14: Pij ← Pij +G(i)ik Pkj
15: end for
16: end for
17: for each i, j in [1 : n] do
18: Rij ← δij + Pij
19: end for
Opomba 3.8. Zgornja oblika algoritma je zelo prostorsko potratna, ampak jo lahko,
kot v algoritmu WFK, spremenimo tako, da uporabimo le eno n× n matriko.
Glavna razlika med Gaussovo metodo in algoritmom WFK je v 5. vrstici, kjer i
te£e od k do n namesto od 1 do n ter da koraki nazaj (torej koraki za −1) pridejo
na vrsto v 12. vrstici.
Prednost Gaussove metode je pri ra£unanju na roke najbolj opazna, ko ima vhodna
matrika veliko ²tevilo elementov enakih 0, saj ni£elni elementi v Gaussovi metodi
ostanejo dlje kot v algoritmu WFK.
Pokaºimo sedaj, da je izra£un matrike R na koncu algoritma kar zaprtje vhodne
matrike A, torej R = A∗. Oznake bodo enake kot v dokazu za algoritem WFK.
V prvih 8 vrsticah algoritem izra£una zaporedje n+ 1 matrik G(0), G(1), ..., G(n),
da velja:
G(0) = A(0) = A,G(1) = A(1)
G(k) = A
(k)
[k:n].; 1 ≤ k ≤ n
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V vrsticah 9 do 11 nato izra£unamo matriko P (0), za katero velja
P
(0)
k. = A
(k)
k. ; 1 ≤ k ≤ n
oz.
P (0) =
⎡⎢⎢⎢⎣
A
(1)
1.
A
(2)
2.
...
A
(n)
n.
⎤⎥⎥⎥⎦
V vrsticah 12 do 16 algoritem izra£una zaporedje vrsti£nih vektorjev P (n), ..., P (1),
da velja:
P (n) = P (0)n. = A
(n)
n.
in
P (k) = P
(0)
k. + P
(0)
k[k+1:n]
⎡⎢⎢⎢⎣
P (k+1)
P (k+2)
...
P (n)
⎤⎥⎥⎥⎦
Na koncu pa izra£unamo ²e R = In + P .
asovna zahtevnost algoritma je O(n3) (v vrsticah 4-8 in ponovno v 12-16 vidimo
3 gnezdene zanke for (oz. eno for ter eno for each na kartezi£nem produktu),
vrstici 6 in 14 pa porabita konstanten £as zaradi elementarnih ra£unskih operacij).
Izrek 3.9. Za vsak k, 1 ≤ k ≤ n, velja P (k) = A(n)k. .
Dokaz. Uporabili bomo obratno indukcijo na k:
• Za k = n: P (n) = A(n)n.
• Za k = l − 1: Indukcijska predpostavka je P (l) = A(n)l. .
Ra£unamo
P (k) = P
(0)
k. + P
(0)
k[k+1:n]
⎡⎢⎢⎢⎣
P (k+1)
P (k+2)
...
P (n)
⎤⎥⎥⎥⎦
= A
(k)
k. + A
(k)
k[k+1:n] · A(n)[k+1:n].
Razbijmo sedaj matriko A na podmatrike, kjer je B podmatrika velikosti
k × k:
A =
[
B C
D E
]
oziroma bolj natan£no B = A[1:k][1:k], C = A[1:k][k+1:n], D = A[k+1:n][1:k] in
E = A[k+1:n][k+1:n].
Iz izreka 3.5 vemo A(k) = A + A.[1:k](A[1:k][1:k])∗A[1:k]. in A(n) = A + AA∗A.
Lahko pa uporabimo razbitje na podmatrike:
A(k) =
[
B C
D E
]
+
[
B
D
]
B∗
[
B C
]
=
=
[
B +BB∗B C +BB∗C
D +DB∗B ∆
]
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kjer je ∆ = E +DB∗C.
Iz posledice 2.5 ter izreka 3.5 vemo naslednje: B + BB∗B = B∗B, A +
AA∗A = A∗A, C +BB∗C = B∗C ter D +DB∗B = DB∗.
Nadaljujemo ra£un in dobimo
A(k) =
[
B +BB∗B C +BB∗C
D +DB∗B ∆
]
=
[
B∗B B∗C
DB∗ ∆
]
in
A(n) = A∗A =
[
B∗ +B∗C∆∗DB∗ B∗C∆∗
∆∗DB∗ ∆∗
] [
B C
D E
]
,
ker je, kot smo videli v opombi 2.3, deﬁnicija zaprtja neodvisna od velikosti
podmatrik.
e £lene prvega koraka zapi²emo malo druga£e, dobimo
A
(k)
k. =
[
P ∗k.B P
∗
k.C
]
A
(k)
k[k+1:n] = P
∗
k.C
A
(n)
[k+1:n]. =
[
∆∗DB∗B +∆∗D ∆∗DB∗C +∆∗E
]
=
[
∆∗DB∗ ∆∗∆
]
Nato jih spet zdruºimo
P (k) = A
(k)
k. + A
(k)
k[k+1:n]A
(n)
[k+1:n]. =
=
[
P ∗k.B + P
∗
k.C∆
∗DB∗ P ∗k.C + P
∗
k.C∆
∗∆
]
=
=
[
P ∗k.B + P
∗
k.C∆
∗DB∗ P ∗k.C∆
∗]
Na koncu pa vstavimo v A(n)k. :
A
(n)
k. = P
(k)
kar smo ºeleli dokazati.

Vidimo, da torej res drºi
R = In +
⎡⎢⎣P (1)...
P (n)
⎤⎥⎦ = In + A(n) = A∗
4. Primeri
Ena pomembnej²ih uporab matrik v linearni algebri je re²evanje sistemov linearnih
ena£b. Ker lahko sami dolo£imo polkolobar, lahko sami izberemo, kaj linearnost
pomeni.
Recimo, da imamo sistem ena£b v nekem polkolobarju z zaprtjem s spremenljiv-
kami {x1, ..., xn}, kjer je vsak xi deﬁniran kot linearna kombinacija spremenljivk in
konstante, torej
xi = ai1x1 + ai2x2 + ...+ ainxn + bi
(aij in bi so dani). Neznanke xi shranimo v vektor x, koeﬁciente aij v kvadratno
matriko M in konstante bi v vektor b. Sistem ena£b tako postane
x =Mx+ b.
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Tako je x ﬁksna to£ka preslikave x ↦→ Mx + b, re²itev pa je x = M∗b (kot smo
videli ºe v izreku 1.9, izra£unamo pa z algoritmi zaprtja za matrike).
Opazimo, da smo prej ra£unali s kvadratnimi n× n matrikami, zdaj pa sta x in b
vektorja velikosti n×1. Ta problem lahko re²imo tako, da ju raz²irimo do kvadratnih
matrik, sestavljenih iz samih istih stolpcev, torej
X˜ = [x, ..., x]
in enako za b:
B˜ = [b, ..., b].
Oglejmo si sedaj nekaj primerov.
4.1. Dosegljivost v grafu. Imamo enostaven usmerjen graf G z n vozli²£i, V =
{v1, v2, . . . vn}. Tak graf lahko predstavimo z matriko sosednostiM , kjer veljaMij =
1 = ⊤, £e obstaja povezava od vozli²£a j v vozli²£e i, sicer Mij = 0 = ⊥, torej
S = {⊤,⊥}.
Zanima nas, katera vozli²£a so med seboj dosegljiva. Kako bi ugotovili, ali je j-to
vozli²£e dosegljivo iz i-tega? Na£inov je veliko, mi pa bomo do re²itve sku²ali priti
z uporabo sistema linearnih ena£b. Uvedimo naslednjo oznako:
xij . . . obstaja pot med vi in vj.
Vrednost xij je torej lahko ⊤, £e sta vozli²£i povezani, in ⊥, £e nista.
Sedaj pa zgornje oznake uporabimo, da zapi²emo sistem linearnih ena£b:
xij = (xi1 ∧M1j) ∨ (xi2 ∧M2j) ∨ · · · ∨ (xin ∧Mnj) ∨ (i = j) =
= (M1j ∧ xi1) ∨ (M2j ∧ xi2) ∨ · · · ∨ (Mnj ∧ xin) ∨ (i = j).
To pomeni, da sta vozli²£i vi in vj povezani, £e obstaja pot od vi do v1 in nato
povezava med v1 in vj, ali pa pot od vi do v2 in povezava med v2 in vj,... ali pa je
vi kar enako vj.
Ta sistem lahko zapi²emo kot
X =MX + I,
kjer je X = [xij], re²itev sistema pa je X =M∗I.
Velja
(12) M∗ = I +M +M2 +M3 + . . . ,
saj pot poljubne dolºine obstaja, £e upo²tevamo vse poti dolºine 0 (torej opisane
v matriki I), vse poti dolºine 1 (matrika M), dolºine 2 (matrika M2). . . Od n-te
potence matrike M naprej so vse enake, torej Mn = Mn+1 = ..., saj najdalj²a pot
poteka skozi najve£ n vozli²£. Formula (12) ustreza enemu od predpisov za zaprtje,
ki smo jih videli v primeru 1.7.
Oglejmo si ²e zgled:
Zgled 4.1. Imamo enostaven usmerjen graf:
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AB
C
D
ki ga predstavimo s slede£o matriko sosednosti M :
M =
⎡⎢⎢⎣
1 0 0 0
1 1 0 0
1 1 1 0
0 1 1 1
⎤⎥⎥⎦
Re²itev na²ega sistema oz. matrika, ki pove, katera vozli²£a so med seboj dosegljiva,
je
M∗ =
⎡⎢⎢⎣
1 0 0 0
1 1 0 0
1 1 1 0
1 1 1 1
⎤⎥⎥⎦
♦
4.2. Poti v grafu. Za£nimo kar z zgledom:
Zgled 4.2. Naj bodo A,B,C in D mesta, ki jih povezujejo razli£no drage ceste.
Zanima nas, kako draga je najcenej²a pot iz A v D. Upo²tevati moramo, da je
najcenej²ih poti lahko ve£, torej nas zanimajo vse poti, ali pa podamo dodatne
pogoje. Mi bomo predpostavili, da so vozli²£a urejena leksikografsko in bomo tako
izbrali najcenej²o pot.
A
B
C
D
2
3
4
5 2
1
Vidimo, da najcenej²a pot iz A v D stane 5, obi²£emo pa vozli²£a A, B, C in D
(v tem vrstnem redu). ♦
Na²a naloga je torej podobna tisti v prej²njem razdelku (razdelku 4.1), le da je
sedaj usmerjen graf tudi uteºen.
V tem primeru uporabimo tropski polkolobar T. Uteºen graf predstavimo z ma-
triko M , kjer je Mij teºa povezave iz vozli²£a j v vozli²£e i, oziroma∞, £e povezava
ne obstaja. Za Mii deﬁniramo Mii = 0.
Ponovno bomo za zaprtje uporabili neskon£no vrsto: M (k)ij je dolºina najcenej²e
poti s k povezavami iz vozli²£a i v j, M∗ pa je vsota (torej minimum) M (k) za vse
k. M∗ij je tako dolºina najcenej²e poti iz i v j (²tevilo povezav je poljubno).
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Zgled 4.3. Izra£unajmo sedaj re²itev za zgornji zgled z uporabo Jacobijevega algo-
ritma, torej z uporabo formule
ak+1 = a(0) ⊕M ⊙ a(k)
e enkrat si oglejmo graf iz zgleda 4.2.
Predstavimo ga z matriko sosednosti M :
M =
⎡⎢⎢⎣
0 ∞ ∞ ∞
2 0 ∞ ∞
5 1 0 ∞
∞ 4 2 0
⎤⎥⎥⎦
ki jo beremo po stolpcih kot: iz vozli²£a A pridemo v A po povezavi dolºine 0, v B
po povezavi dolºine 2, povezava iz A v C je dolga 5, v D pa ne moremo, torej ∞.
Izra£unali bomo stolpec za vozli²£e A. Za£nemo z a(0) in a(1), pri £emer slednjega
prepi²emo kar iz matrike M .
a
(0)
A =
⎡⎢⎢⎣
0
∞
∞
∞
⎤⎥⎥⎦ , a(1)A =
⎡⎢⎢⎣
0
2
5
∞
⎤⎥⎥⎦
Uporabimo sedaj formulo ak+1 = a(0) ⊕M ⊙ a(k):
a
(2)
A = min{a(0)A ,M ⊙ a(1)A } = min
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
0
∞
∞
∞
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
min{0,∞,∞,∞}
min{2, 2,∞,∞}
min{5, 3, 5,∞}
min{∞, 6, 7∞}
⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭ =
⎡⎢⎢⎣
0
2
3
6
⎤⎥⎥⎦
Z najve£ dvema povezavama tako lahko iz vozli²£a A v vozli²£a A, B, C in D
pridemo s potmi dolºine 0, 2, 3 in 6 (v tem vrstnem redu).
Ko ra£unamo ²e naprej (ker k = 2 ni enak n = 4), dobimo
a
(3)
A =
⎡⎢⎢⎣
0
2
3
5
⎤⎥⎥⎦ , a(4)A =
⎡⎢⎢⎣
0
2
3
5
⎤⎥⎥⎦
tu pa je k = n in a(k) = a(k+1), zato iteracijo kon£amo, a(3)A = a
(4)
A pa je na²a re²itev
za prvi stolpec.
Ko iteracijo izvedemo ²e na preostalih treh stolpcih, dobimo kon£no re²itev, torej
zaprtje matrike M , M∗, je enako:
M∗ =
⎡⎢⎢⎣
0 ∞ ∞ ∞
2 0 ∞ ∞
3 1 0 ∞
5 3 2 0
⎤⎥⎥⎦
♦
Opomba 4.4. Algoritem bi deloval tudi za graf z negativnimi uteºmi, dokler imajo
vsi cikli uteº, za katero obstaja zaprtje. Tako bi lahko namesto obi£ajnega T upo-
rabili tudi tropski polkolobar iz primera 1.8 (graf torej ne sme imeti negativnih
ciklov).
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Opomba 4.5. Za izra£un zaprtja matrike bi lahko uporabili tudi algoritem WFK
ali Haskell algoritem iz razdelka 2. Oba porabita O(n3) operacij, a drugi vedno
razi²£e celoten graf in vrne rezultat za vse pare vozli²£, zato ni najbolj optimalen za
preverjanje povezanosti za samo en par vozli²£.
V nadaljevanju si bomo ogledali tri primere v Haskellu, to bodo:
• ShortestDistance, ki vrne samo ceno najcenej²e poti,
• ShortestPath vrne ceno najcenej²e poti in seznam vozli²£, ki jih na tej poti
obi²£emo ter ²e
• LongestDistance, ki vrne samo ceno najdraºje poti.
V Haskellu deﬁniramo najcenej²o pot kot ShortestDistance, ki je lahko bodisi
neka ²tevilska razdalja bodisi nedosegljivo oz. Unreachable, £e pot ne obstaja.
Deﬁniramo ²e enoti in lastnosti.
data ShortestDistance = Distance Int | Unreachable
instance Semiring ShortestDiatance where
zero = Unreachable
one = Distance 0
--addition
x @+ Unreachable = x
Unreachable @+ x = x
Distance a @+ Distance b = Distance (min a b)
--multiplication
x @. Unreachable = Unreachable
Unreachable @. x = Unreachable
Distance a @. Distance b = Distance (a+b)
--closure
closure x = one
Oglejmo si sedaj ²e zgled v Haskellu:
Zgled 4.6. Izra£unali bomo zaprtje konkretne matrike.
data Matrix2 a = Matrix2 Int [[a]] deriving Show
next :: Semiring a => Matrix2 a -> Int -> Matrix2 a
next akm1 k =
Matrix2 n [[((m!!i)!!j) @+ ((m!!i)!!k) @. (closure((m!!k)!!k)) @.
((m!!k)!!j) | j <- [0..(n-1)]] | i <- [0..(n-1)]]
where Matrix2 n m = akm1
compute :: Semiring a => Matrix2 a -> Int -> Matrix2 a
compute a0 0 = a0
compute a0 k = next (compute a0 (k-1)) (k-1)
delta :: Semiring r => Int -> Int -> r
delta i j
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| i == j = one
| otherwise = zero
solution :: Semiring a => Matrix2 a -> Int -> Matrix2 a
solution a0 k =
Matrix2 n [[(delta i j) @+ ((ac!!i)!!j)
| j <- [0..(n-1)]] | i <- [0..(n-1)]]
where Matrix2 n ac = compute a0 k
Opomba 4.7. Tu uporabimo razred Matrika2 namesto Matrika, ki smo ga videli
v razdelku 2.
Matriko m iz zgleda 4.3 zapi²emo kot
m = Matrix2 4 [[Distance 0, Unreachable, Unreachable, Unreachable],
[Distance 2, Distance 0, Unreachable, Unreachable],
[Distance 5, Distance 1, Distance 0, Unreachable],
[Unreachable, Distance 4, Distance 2, Distance 0]]
e program poºenemo z ukazom solution m 4, kar pomeni, da bo izra£unal poti
do vklju£no dolºine 4, nam za re²itev vrne
m∗ =
⎡⎢⎢⎣
0 ∞ ∞ ∞
2 0 ∞ ∞
3 1 0 ∞
5 3 2 0
⎤⎥⎥⎦
kar je ista matrika, kot smo jo videli v zgledu 4.3. ♦
Podoben problem je problem najkraj²e poti v grafu, kjer nas zanima le ²tevilo
povezav, ki jih prehodimo. Tako vsaki povezavi priredimo teºo 1. Tako graf postane
enostaven, matrika m pa 0/1 matrika. Tu sta operaciji spet min namesto ⊕ ter +
namesto ⊙, kjer a⊙ b predstavlja dolºino poti, a⊕ b pa izbere najkraj²o pot. Poti
iste dolºine so spet urejene leksikografsko.
Primer ShortestPath uporabimo, ko nas poleg cene najcenej²e poti zanima ²e,
katera vozli²£a prepotujemo na tej poti. tevilski rezultat je tako enak kot pri
ShortestDistance, le da dobimo ²e seznam vozli²£.
data ShortestPath n = Path Int [(n,n)] | NoPath
instance Ord n => Semiring (ShortestPath n) where
zero = NoPath
one = Path 0 []
--addition
x @+ NoPath = x
NoPath @+ x = x
Path a p @+ Path a' p'
| a < a' = Path a p
| a == a' && p < p' = Path a p
| otherwise = Path a' p'
--multiplication
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x @. NoPath = NoPath
NoPath @. x = NoPath
Path a p @. Path a' p' = Path (a + a') (p ++ p')
--closure
closure x = one
Zadnji primer pa je primer najdalj²e poti LongestDistance, ki vrne ceno naj-
draºje poti, torej deluje ravno obratno kot ShortestDistance. Zato kot operaciji
izberemo max kot ⊕ in se²tevanje + kot ⊙. Pozorni moramo biti le na grafe s cikli,
saj so tu poti lahko neskon£no dolge. Zato v Haskellu deﬁniramo ²e dve vrednosti:
LUnreachable, £e med dvema vozli²£ema ni poti, in LInfinite, £e je pot neskon£no
dolga zaradi pozitivnega cikla.
data LongestDistance = LDistance Int | LUnreachable | LInfinite
instance Semiring LongestDistance where
zero = LUnreachable
one = LDistance 0
--addition
x @+ LUnreachable = x
LUnreachable @+ x = x
LInfinite @+ _ = LInfinite
_ @+ LInfinite = LInfinite
LDistance x @+ LDistance y = LDistance (max x y)
--multiplication
x @. LUnreachable = LUnreachable
LUnreachable @. x = LUnreachable
LInfinite @. _ = LInfinite
_ @. LInfinite = LInfinite
LDistance x @. LDistance y = LDistance (x+y)
--closure
closure LUnreachable = LDistance 0
closure (LDistance 0) = LDistance 0
closure _ = LInfinite
4.3. Polinomi in poten£ne vrste. Za dan polkolobar z zaprtjem S lahko deﬁni-
ramo polkolobar polinomov S[x] spremenljivke x, katerih koeﬁcienti so elementi S.
Polinome predstavimo kot sezname koeﬁcientov, kjer i-ti element seznama predsta-
vlja koeﬁcient pri £lenu xi. Tako polinom 7 + x2 predstavimo kot [7, 0, 1].
Operaciji se²tevanja ⊕ in mnoºenja ⊙ deﬁniramo slede£e:
• Pri se²tevanju samo se²tejemo ustrezne elemente obeh seznamov (i-ti £len
vsote je vsota i-tih £lenov polinomov, ki ju se²tevamo), £e pa je en polinom
dalj²i od drugega (ima ve£ £lenov), ju naredimo enako dolga tako, da kraj-
²emu seznamu dodamo ustrezno dolg seznam ni£el (polinom 7 + x2 lahko
zapi²emo tako [7, 0, 1] kot [7, 0, 1, 0, 0, 0], saj velja 7 + x2 = 7 + 0x + x2 +
0x3 + 0x4 + 0x5).
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• Mnoºenje je malo bolj zapleteno. Vemo, da je vsak polinom sestavljen iz
konstantnega £lena (prvi element v seznamu) in elementov, ki so deljivi z
x. V Haskell-u nam delitev seznama a : p razdeli polinom p na prosti
koeﬁcient a ter polinom q, kjer torej velja p = a + qx. e pomnoºimo dva
taka polinoma, dobimo
(a+ px)(b+ qx) = ab+ (aq + bp+ pqx)x.
Tako smo v resnici deﬁnirali konvolucijo, saj velja
cn =
n∑
i=0
aibn−i
kjer smo mnoºili polinoma p˜ in q˜ s koeﬁcienti ai in bi, dobili pa njun produkt,
polinom r˜ = p˜ · q˜ s koeﬁcienti ci.
Problem pa se pojavi, ko ºelimo deﬁnirati zaprtje, saj noben polinom p∗ ne ustreza
predpisu p∗ = 1+ p∗x (stopnji na levi in desni se ne ujemata). Zato bomo polinome
posplo²ili na formalne poten£ne vrste, torej dodamo ²e neskon£ne sezname koeﬁci-
entov. Enota za se²tevanje je polinom p = 0, za mnoºenje pa p = 1. Tako dobimo
polkolobar S[[x]], saj ustreza vsem lastnostim iz deﬁnicije 1.1.
Poten£ne vrste, ki jih bomo uporabili, bodo povsem formalne; ne bo nas zanimala
vrednost za dolo£en x, prav tako ne neskon£ne vsote, limite ter konvergenca. Tako
bo mnoºenje z x predstavljalo samo premik zaporedja za eno mesto. Celo za
polkolobarje S, ki nimajo komutativnega mnoºenja, ti premiki ²e vedno veljajo in
lahko zapi²emo pxq = pqx (seveda pa ne pqx = qpx).
Dano imamo torej formalno poten£no vrsto s = a + px, i²£emo pa njeno zaprtje
s∗ = b+ qx, ki zado²£a s∗ = 1 + s · s∗. Pri tem je p, q ∈ S[[x]]:
b+ qx = 1 + (a+ px)(b+ qx) = 1 + ab+ aqx+ bpx+ pqx2 =
= 1 + ab+ aqx+ p(b+ qx)x
Ena£imo koeﬁciente:
• b = 1 + ab, od prej vemo, da je ﬁksna to£ka aﬁne preslikave kar b = a∗.
• q = aq + p(b+ qx) = aq + ps∗, spet q = a∗ps∗.
Ko to vstavimo nazaj v s∗ = b+qx, dobimo predpis za zaprtje s∗ = a∗+a∗ps∗x =
a∗(1 + ps∗).
Spet na za£etku deﬁniramo enoti, nato podamo ²e predpise za se²tevanje, mnoºe-
nje in zaprtje:
instance Semiring r => Semiring [r] where
zero = []
one = [one]
--addition
[] @+ y = y
x @+ [] = x
(x:xs) @+ (y:ys) = (x @+ y):(xs @+ ys)
--multiplication
[] @. _ = []
_ @. [] = []
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(a:p) @. (b:q) =
(a @. b):(map (a @.) q @+ map (@. b) p @+ (zero:(p @. q)))
-- closure
closure [] = one
closure (a:p) = r
where r = [closure a] @. (one @+ (p @. r))
Sedaj lahko re²ujemo vse ena£be oblike x = bx + c, kjer sta b in c poten£ni vrsti
nad poljubnim polkolobarjem. Take ena£be se pojavijo v primerih dinami£nega
programiranja, kot je na primer 0-1 nahrbtnik s ponavljanjem.
4.4. 0-1 nahrbtnik s ponavljanjem. Danih imamo n predmetov s teºami w1, ...,
wn, kjer je wi > 0 za vsak i in cenami v1, ..., vn, vi ≥ 0 za vsak i. Pri maksimalni
ceni ºelimo napolniti nahrbtnik, ki drºi teºoW , vzamemo pa lahko poljubno naravno
²tevilo vsakega predmeta.
Algoritem izra£una tabelo t, kjer je t(w) najvi²ja cena pri omejitvi teºe w. Pred-
postavimo t(0) = 0, za vse nadaljnje vrednosti pa uporabimo formulo
t(w) = max
0≤wi≤w
(vi + t(w − wi))
Opomba 4.8. V nadaljevanju se bomo osredoto£ili na max-plus polkolobar z zapr-
tjem S, ki smo ga deﬁnirali v 4.2, torej polkolobar najdraºjih poti oz. LongestDistance.
Tu sta enoti ∞ za ⊕ (max) in 0 za ⊙ (se²tevanje). Zaradi preglednosti bomo upo-
rabili splo²ni operaciji + in ·.
Naj bodo vi in t(w) elementi max-plus polkolobarja z zaprtjem S. V notaciji tega
polkolobarja velja
t(0) = 1S
in
t(w) =
w∑
i=0
vi · t(w − wi).
Parametra vi in wi lahko zdruºimo v isti polinom V =
∑
i vix
wi . e na primer
napolnimo nahrbtnik s ²tirimi tipi kovancev s cenami 1, 5, 7 in 10 ter teºami 3, 6,
8 in 6, dobimo polinom V :
V = x3 + 5x6 + 7x8 + 10x6
Ker uporabljamo polkolobar max-plus, je to ekvivalentno
V = x3 + 10x6 + 7x8
e V predstavimo s seznamom, je w-ti element cena najbolj vrednega predmeta s
teºo w (ki je lahko 0, £e ne obstaja noben predmet s teºo w). Podobno predstavimo
t(w) kot poten£no vrsto T =
∑
i t(i)x
i. e T predstavimo s seznamom, je w-ti
element najvi²ja doseºena cena pri omejitvi teºe w.
Vidimo, da je zgornja deﬁnicija t(w) v resnici konvolucija polinoma T in poten£ne
vrste V . e upo²tevamo ²e t(0) kot enoto polkolobarja, dobimo enostavnej²o deﬁ-
nicijo t(w):
T = 1 + V · T
oziroma T = V ∗, tako smo dobili elegantno re²itev za 0-1 nahrbtnik s ponavljanjem.
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Na tem mestu opazimo, da lahko uporabimo prej deﬁnirano zaprtje
x∗ = 1 + x+ x2 + ...
saj je re²itev problema nahrbtnika najvi²ja cena v primeru, £e ne izberemo nobenega
predmeta (£len 1), £e izberemo enega (x), dva (x2),...
Namesto uporabe polkolobarja z zaprtjem LongestDistance lahko deﬁniramo
novega LongestPath podobno kot smo ShortestPath v razdelku 4.2, le z operacijo
max namesto min. Ko uporabljamo ta polkolobar, na²a deﬁnicija nahrbtnika ²e
vedno deluje ter vrne mnoºico predmetov, ki smo jih izbrali, namesto le njihove
kon£ne vrednosti oz. cene.
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