Introduction
In this paper we examine connections between hypergeometric di erential equations and the theory of integer programming. Let A = (a ij ) be a non-negative integer d n-matrix which has no zero column. Let a i be the i-th column vector of A. We obtain a linear map T : N n ?! N d ; u 7 ! A u (1:1) where N = f0;1;2;:::g. The ber T ?1 ( ) over a point 2 N d is called the set of feasible points. Integer programming is concerned with the problem of minimizing a linear functional ! over T ?1 ( ). On the other hand, the matrix A and a parameter vector de ne the A-hypergeometric system of partial di erential equations due to Gel'fand, Kapranov and A-hypergeometric system (1.2) is an excellent test case for studying general problems in algebraic analysis, and there are many important and beautiful connections to combinatorics, algebraic geometry (see 8]) and theoretical physics (see e.g. 10]). Our point of departure in this work is Proposition 2.1 which states that (1.2) has at most one linearly independent polynomial solution, namely, the hypergeometric polynomial We next recall the de nition of the A-hypergeometric system due to Gel'fand, Kapranov and Zelevinsky 9] . Consider the Weyl algebra over the eld of rational numbers:
A n := Qhx 1 ; : : : ; x n ; @ 1 ; : : : ; @ n i:
The 2n variables satisfy the commutation relations
x i x j = x j x i ; @ i @ j = @ j @ i ; @ i x j = x j @ i if i 6 = j; and @ i x i = x i @ i + 1:
In the commutative polynomial subring Q @ 1 ; : : : ; @ n ] of A n we consider the toric ideal (2:4) These are the simplest contiguity relations. They are straightforward to check.
We shall be interested in inverting the e ect of the di erential operator @ @x ij in (2.4). This is accomplished by the following non-trivial contiguity relations due to Sasaki 19] The contiguity relations (2.5) can be used iteratively to compute any of the hypergeometric polynomials ( ; ; x ) and hence to enumerate any set of non-negative integer matrices with xed row and column sums. The idea is to start with the trivial hypergeometric polynomial (0; 0; x) = 1 and then to apply an appropriately scaled sequence of the creation operators C 11 ; C 12 ; : : : ; C rs . Here is a little example for r = s = 3:
((2; 2; 1); (1; 3; 1); x) = 1 24 C 11 (C 12 (3:1) This is the simplest contiguity relation. We call @ i the i-th annihilation operator. In this section we address the problem of inverting the annihilation operator @ i . The goal is to compute a di erential operator whose action on hypergeometric polynomials corresponds to adding a column vector a i to the right hand side . For the transportation problem (Example 2.3) such operators C ij were given in Theorem 2. 4 . In what follows we explain how to preprocess an arbitrary matrix A for subsequent derivations like (2.6).
We call the matrix A normal if the monoid spanned by its columns is normal, i.e.,
R + a i : The operator (1=b( )) r i (x; @; ) is an inverse to @ i modulo the A-hypergeometric system. We computed the following four explicit creation operators for the twisted cubic.
The operator r 1 = 27x 3 We next present a polyhedral formula for the b-polynomial which generalizes the speci c expressions for the twisted cubic in (3.6). This additional information will then be used to give an alternative algorithm for computing creation operators. Choose any element h in the monoid P n i=1 Na i which satis es the property
Na i :
The existence of such elements h is proved in 18, Appendix, Lemma 1]. We can choose h = 0 if and only if A is normal. In general, h is a \common denominator" for all Hilbert basis elements of the normalization, and it can be found using Algorithm 13.2 in 21].
We identify the matrix A with the set fa 1 ; : : : ; a n g. Its A n Z l ( l ):
It gives rise to the following algorithm for computing an i-th creation operator. One advantage of Algorithm 3.4 over Algorithm 3.2 is that it can be run in any computer algebra system (e.g. maple) since it does not require non-commutative Gr obner bases. In each reduction step modulo G in (3) we replace a right monomial factor @ u 1 1 @ u n n of a term of p by another such monomial. The result is the same, regardless of whether it was done over the Weyl algebra A n or over Q x 1 ; : : : ; x n ; @ 1 ; : : : ; @ n ].
Let us now assume that p is in normal form with respect to G. . Let P be an element of the Weyl algebra A n = Qhx 1 ; : : : ; x n ; @ 1 ; : : : ; @ n i. We abbreviate n := x n @ n and x 0 = (x 1 ; : : : ; x n?1 ) and @ 0 = (@ 1 ; : : : ; @ n?1 ). Note that x m n @ m n = n ( n ? 1) ( n ? m + 1) and @ m n x m n = ( n + 1)( n + 2) ( n + m): There exists an integer m 0 such that @ m n P = p(x 0 ; @ 0 ; n ) + x n q(x 0 ; @ 0 ; x n ; n ) or x m n P = p(x 0 ; @ 0 ; n ) + x n q(x 0 ; @ 0 ; x n ; n ): In either case we replace the operator n by a new scalar variable t and we de ne (P) := p(x 0 ; @ 0 ; t ) 2 A n?1 t ]:
When P is an ordinary di erential operator then (P) is the classical indicial polynomial.
Consider any left ideal I of A n . Let (I) be the left ideal in A n?1 t] generated by the operators (P) for all P 2 I. We are interested in the elimination ideal (I) \ Q t]. This ideal is principal. If it is non-zero then its unique (up to scaling) generator of (I) \ Q t]
is called the (global) indicial polynomial along x n = 0 of the left A n -module A n =I. c ? x n @ n + x n r(x 0 ; @ 0 ; x n ; n ) 2 I A; : (4: 2) The hypergeometric polynomial for the right hand side can be written as follows:
( ; x ) = x u n n P(x 0 ) + x u n +1 n Q(x 0 ; x n ): (4:3) Note that P(x 0 ) contains the term x u 1 1 x u n?1 n?1 =(u 1 ! u n?1 !u n !) and possibly others. When we apply the operator (4.2) to (4.3) then we get zero. In particular, the lowest term of (4.2) with respect to x n must be annihilated by the lowest term of (4. Proof: Fix an arbitrary term order on Q x]. We rst assume that U is nite. Then both Q x]=I U and Q x]=M U are artinian rings of Q-dimension #(U). Let F be the ideal generated by the polynomials f w above. Since f w vanishes on U, we have F I U . This inclusion lifts to initial monomial ideals and we get in (F) in (I U ). The observation in (f w ) = x w implies M U in (F) . Consider now the following chain of inequalities:
All inequalities are equalities, and hence in (I U ) = in (F) = M U . This shows that the set ff w g is a Gr obner basis for I U with respect to . Next consider the case where U is in nite. Suppose, by contradiction, that ff w g is not a Gr obner basis for I U with respect to . Then there exists a non-zero polynomial f 2 I U such that no term of f lies in M U . Let U 0 be the smallest order ideal in N n which contains all the terms of f. Then U 0 is nite and U 0 U. We have f 2 I U 0 and no term of f lies in M U 0. This is a contradiction to Lemma 4.3 for nite order ideals.
Therefore ff w g is a Gr obner basis for I U in both cases. Since x w is the only term of f w which lies in M U , we conclude that ff w g must be the reduced Gr obner basis for I U .
We are now prepared to prove the existence of a non-zero indicial polynomial. The last prime component shows that this ideal is not principal.
The monic polynomial in Theorem 4.4 guarantees the existence of a non-zero indicial polynomial for every right hand side vector . 
The indicial polynomial in the normal case
In this section a geometric construction of the indicial polynomial will be presented. We retain the notation from Section 4, and we make the following assumptions throughout:
(a) The vectors a 1 ; : : : ; a n?1 ; a n lie on an a ne hyperplane in R d . (b) The vectors a 1 ; : : : ; a n?1 span Z d .
(c) The matrix A 0 := (a 1 ; : : : ; a n?1 ) is normal. Here the hypothesis (c) is the most restrictive one. As we shall see in Lemma 5.3, this hypothesis implies that the integer programming problem (4.1) can be solved by rounding up the objective function value of the associated linear programming problem Minimize u n subject to u 2 R n ; A u = and u 0:
To solve (5.1) geometrically, we consider the convex hull conv(A 0 ) = convfa 1 ; : : : ; a n?1 g. This is a (d?1)-polytope. The cone over conv(A 0 ) is the d-dimensional cone pos(A 0 ). For any facet ? of conv(A 0 ) let L ? denote its primitive integral support function. This is the unique epimorphism Z d ! Z which is non-negative on conv(A 0 ) and vanishes on ?. We say that a facet ? is visible from a n if L ? (a n ) < 0. Let F denote the set of all facets ? of conv(A 0 ) which are visible from a n . Note that a n 2 conv Proof: The rst case 2 pos(A 0 ) is obvious. Suppose we are in the second case. The optimal value is the smallest real number u n such that ?u n a n lies in pos(A 0 ). Since L ? is non-negative on pos(A 0 ), we nd that L ? ( ? u n a n ) = L ? ( ) ? u n L ? (a n ) 0. The assumption 2 pos(? fa n g) implies that the last inequality is attained. Lemma 5.3. If the integer progam (4.1) is feasible and u n is the optimum value of the linear program (5.1), then the least integer du n e that is greater than or equal to u n is the optimum value of (4.1).
Proof: First suppose 2 pos(A 0 ). Then u n = 0 by Proposition 5.1. By the normality hypothesis (c), the right hand side is a non-negative integer linear combination of a 1 ; : : : ; a n?1 . Hence u n = du n e = 0 is also the optimal value of the integer program (4.1).
Next suppose 2 pos(? fa n g) for ? 2 F. The optimal value of the integer program (4.1) is the smallest integer U n such that ? U n a n 2 NA 0 . The optimal value u n for the linear program (5.1) satis es u n U n and ?u n a n 2 pos(?) pos(A 0 ). Hence the integral vector ? du n e a n = + U n a n + (U n ? du n e)a n lies in N(A 0 fa n g) = NA. By assumption, it also lies in pos(?)?(du n e?u n ) a n . These two facts imply that ?du n e a n lies in pos(A 0 ). By normality we conclude ?du n e a n 2 NA 0 . This implies U n = du n e, as desired. This is the normalization of the matrix in Example 4.5. Here a n = (1; 3; 2), the polygon conv(A 0 ) is a quadrangle, the set F of visible facets has three elements, and we have L ? (a n ) = ?1 for all ? 2 F. The product (5.3) equals the expression (4.5), but, in contrast to Example 4.5, the generic indicial ideal is now principal: For special values of the indicial polynomial may be a proper factor of (5.3). For = (0; 0; 0) we get here the same answer as in Example 4.5: (I A; ) \ Q t ] = ( t 3 ).
