Auto-regulatory negative feedback loops, where the protein expressed from a gene inhibits its own expression are common gene network motifs within cells. We investigate when will introducing a negative feedback mechanism be beneficial in terms of increasing a fitness function that is given by the probability of maintaining protein numbers above a critical threshold. Our results show the existence of a trade-off as introducing feedback decreases the average number of protein molecules driving this number closer to the critical threshold (which decreases fitness) but also reduces stochastic fluctuations around the mean (which increases fitness).
I. INTRODUCTION
The inherent stochastic nature of gene expression processes such as transcription and translation, coupled with low molecule counts of mRNAs and proteins, can lead to large statistical fluctuations in molecule numbers [1] , [2] , [3] , [4] , [5] . Evidence is accumulating that these stochastic fluctuations are subject to natural selection and many gene networks have indeed evolved to minimize noise in protein levels [6] , [7] . A common gene network motif that has been associated with noise reduction is transcriptional negative feedback, where the protein inhibits the transcription of its own gene [8] , [9] . Both theoretical and experimental studies have shown that this form of feedback can reduce stochastic fluctuations in the protein population [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] . In addition, recent work has demonstrated the existence of negative feedback loops at the translational level, where the protein inhibits the translation of its own mRNA. In fact, [18] argued that a translational negative feedback is more efficient in attenuating noise than a transcriptional negative feedback.
In order to counteract the effects of noisy gene expression, we investigate when will introducing a negative feedback mechanisms be beneficial in terms of increasing a certain fitness function. We consider a very simple, yet biologically relevant fitness function, which is given by the probability of maintaining the protein numbers above a critical level. This fitness function is appropriate for various essential proteins whose populations have to be maintained above a threshold for normal cellular functioning. Stochastic fluctuations in the protein population that drive their numbers below this threshold are assumed to compromise the cell's viability. This type of threshold-like effect has been reported for various prokaryotic transcription factors [19] . This fitness function is also appropriate for genes that have stable ON and OFF states corresponding to different environmental inputs (for example, the lambda repressor gene in the lambda phage gene network [20] and the Gal80 gene in the galactose signaling network [21] ). For such genes, minimizing random stochastic transitions from the ON to the OFF state correspond to maximizing the probability of having protein numbers above a critical threshold.
Our motivation for studying the above problem comes from evolution, where negative feedback is introduced through random mutations in the gene sequence and will only persist if there is a positive change in fitness. The above fitness function shows that there is a non-trivial trade-off in introducing a negative feedback mechanism. In particular, introducing negative feedback decreases the average number of protein molecules, which tends to decrease the probability of having protein numbers larger than the threshold and hence decreases fitness. However, negative feedback also reduces fluctuations in protein numbers about the mean, making it less likely that the protein count will fall below the critical threshold.
If the net change in fitness is positive, then negative feedback is said to be evolvable.
We perform a systematic analysis of this trade-off and provide explicit analytical conditions under which negative feedback mechanisms are evolvable. In particular, we consider feedbacks both at the transcriptional and translational level. We show that both these feedback mechanisms are more evolvable when noise in the protein numbers comes form a slowly varying noisy exogenous signal that drives gene expression (i.e., source of protein noise is extrinsic) and not from the inherent stochasticity of mRNA/protein expression and degradation. This latter form of noise is often referred to in literature as intrinsic noise. Finally, we compare transcriptional negative feedback with a translational negative feedback and show that the ratio mRNA half−life protein half−life is the critical factor in deciding which feedback mechanism is more likely to evolve.
II. FITNESS FUNCTION
We consider a generic protein X that must be maintained above a above a critical threshold T.
Fluctuations in the population that cause the protein numbers to drift below this threshold prevent it to perform its biological function. The probability that the protein count x is larger than T is given by f (x, σ ) := Probability{T < x}, the complement of the cumulative density function evaluated at the critical threshold, and is assumed to be completely determined by the steady-state average protein countx and its standard deviation σ . For example, if the steady-state distribution of the protein count x is approximately Gaussian, then
Since this above probability should be high, we also assume that the threshold T is smaller than the mean protein countx.
In order to study the effect of feedback on f (x, σ ), it will be convenient to work with a normalized fitness F defined by
wherex n f , σ n f represent the steady-state mean and the standard deviation of the protein count, respectively, in the absence of feedback. In general, this normalized fitness will satisfy the following properties:
This is because for a fixed σ , decreasingx should decrease fitness as it will drive the protein count closer to the critical threshold. On the other hand, for a fixedx, increasing σ should also decrease fitness as then the protein count is more likely to fall below the threshold by random chance. In the next section we introduce a transcriptional negative feedback model and derive analytical expressions for the steady-state moments of x.
III. TRANSCRIPTIONAL NEGATIVE FEEDBACK MODEL
We consider a model for an auto-regulatory negative feedback mechanism at the transcriptional level,
where the protein inhibits the transcription of its own mRNA. This model considers three chemical species:
the protein X, its transcribed mRNA denoted by M, and an exogenous species Z that drives the transcription process. In the sequel, we use the corresponding small letters z(t), m(t) and x(t) to denote the number of molecule of the corresponding species at time t. The symbolsz,m,x represent the steady-state average count of the corresponding species, respectively. A summary of the notation used in this paper is provided in Table I . These species are involved in the following set of six chemical reactions:
The first two reactions in (4) represent the dynamics of the exogenous signal Z, which is assumed to be produced at a rate k exogenous and degrades at a constant rate k degexo . This results in a Poisson distribution for z with steady-state level and standard deviation given bȳ
respectively. The quantity σ exogenous represents the amount of stochastic fluctuations that enters the autoregulatory gene network through the exogenous signal z. 
Critical level of H, above which a translational feedback is evolvable, when intrinsic and extrinsic noise dominate, respectively
The mRNA transcription rate is given by k transcription g 1 (x, z) and monotonically decreases with increasing protein count x. This protein-dependent transcription rate mediates a negative feedback mechanism as any increase in protein count by random chance is compensated by a decrease in transcriptional activity. The function g 1 (x, z) is given by the well known Hill equation
where H ≥ 1 denotes the Hill coefficient and the constant a is the negative feedback strength. The exogenous signal enters the transcription rate through the function g(z). Depending on whether z is an activator or repressor, g(z) would be a monotonically increasing or decreasing function, respectively.
Note that a = 0 corresponds to no negative feedback in gene expression. This is because when a = 0 the transcription rate is simply given by
which is independent of the protein count. Finally, we assume that mRNA degradation, protein translation from the mRNA, and protein degradation occur at constant rates k degmRNA , k translation and k degpro , respectively.
Using a linear approximation for the transcription rate g 1 (x, z) we derive approximate expressions for x and σ in Appendix A. These expression are valid in the limit when stochastic fluctuations in species count are small in comparison to their mean values, which is likely in proteins that need to be regulated.
In particular, the steady-state average number of protein moleculesx and mRNA moleculesm satisfy the following equationsx
are the steady-state average protein and mRNA counts, respectively, when there is no feedback. The steady-state standard deviation of x is given by
are dimensionless constants. In the above formula, σ int denotes the intrinsic component of σ and represents the stochastic fluctuations in the protein level due to random transcription, translation and protein/mRNA degradation events. On the other hand, σ ext denotes the extrinsic component of σ and corresponds to protein fluctuations due to the noisy exogenous signal driving gene expression [22] , [23] , [24] . The dimensionless constant ε is a measure of how fast the mRNA dynamics is compared to the protein dynamics, and κ is a measure of how fast the protein dynamics is compared to the exogenous signal dynamics. In the absence of feedback a = S = 0 and (10) reduces to
These expressions represent the steady-state standard deviation in x, and its intrinsic and extrinsic components, when there is no negative feedback. 
IV. EVOLVABILITY OF A TRANSCRIPTIONAL NEGATIVE FEEDBACK
Introducing feedback (i.e., increasing the negative feedback strength from zero) will increase the normalized fitness F, if and only if,
Using (3), the above inequality can be written as
where
are positive dimensionless constants that measure how sensitive fitness F is to changes in the steady-state protein mean and standard deviation, respectively.
Using the steady-state moments derived in the previous section we conclude that (14) holds, if and only if,
where H transcription is a critical value of Hill coefficient above which transcriptional negative feedback is evolvable. In the regime where intrinsic (extrinsic) noise dominates σ , the constant H transcription reduces to H int−transcription (H ext−transcription ). Note that if P is sufficiently small (this implies form (15) (1) and (15) that
where the constant γ is a normalized threshold defined by
Substituting (17) in (16) the evolvability condition reduces to
Since in this case H int−transcription > 1, we conclude that when fluctuations in protein numbers are mostly due to random protein/mRNA expression and degradation events (intrinsic noise), a negative feedback with a Hill coefficient of one (H = 1) is never evolvable. However, when extrinsic noise dominates and the normalized threshold γ is small enough such that H ext−transcription < 1, then a transcriptional negative feedback with H = 1 is evolvable (see Figure 2) . These results show that a transcriptional negative feedback mechanism is more likely to evolve if the source of protein noise is extrinsic rather than intrinsic.
Note that the critical value of the Hill coefficient H ext−transcription is a monotonically increasing function of κ = k degexo /k degpro . This suggests that negative feedback is more likely to evolve when κ is small, i.e., the exogenous signal dynamics is much slower compared to the protein dynamics (see Figure 3 ).
This figure also shows that the range of evolvable Hill coefficients considerably shrinks with increasing normalized threshold γ. Based on this we conclude that negative feedback is more likely to evolve when the normalized threshold γ is small (i.e., threshold T is much lower than the mean population).
Finally, the above evolvability conditions show that H transcription is an increasing function of ε. We recall that ε = k degpro /k degmRNA is a measure of how fast the mRNA dynamics is compared to the protein dynamics, with smaller values of ε denoting a shorter mRNA half-life compared to the protein half-life.
Hence, for all other parameters fixed, as we make the mRNA half-life longer (i.e., as we increase ε), the evolvability of a transcriptional feedback decreases. This point is illustrated in Figure 4 which shows that the evolvability region shrinks as we increase ε.
We conclude this section by summarizing its main results: Any of the following conditions increases the evolvability of transcriptional negative feedback:
1) Stochastic fluctuations in the protein count are dominated by extrinsic noise, rather than intrinsic noise 2) Dynamics of the exogenous signal much slower than the protein dynamics 3) mRNA dynamics much faster than the protein dynamics 4) A small normalized threshold.
V. EVOLVABILITY OF A TRANSLATIONAL NEGATIVE FEEDBACK
We now derive evolvability conditions for a translational feedback mechanism and contrast them with evolvability conditions for transcriptional feedback.
A. Translational negative feedback model
Our translational negative feedback model involves the same basic set of species, but now the protein population x affects the protein translation rate instead of the mRNA transcription rate, which is captured by the following set of chemical reactions: * 
As before H and a denote the Hill coefficient and the strength of the negative feedback, respectively. Note that unlike the previous model in (4), the transcription rate is now a constant independent of x and the translation rate monotonically decreases with increasing protein count.
B. Evolvability conditions
The analysis in Appendix B shows that for translational feedback, the steady-state average protein and mRNA counts are given byx
with following steady-state protein standard deviation
1+ε(1−S+κ)
Using (12), (13), (22), (23) we conclude that translational negative feedback is evolvable, if and only if,
where H translation represents a critical level of Hill coefficient above which a translational feedback can evolve. As done in the previous section, assuming H translation > 0, we investigate what factors increase the range of parameters for which feedback is evolvable. An analysis of (24) reveals that H ext−translation < H int−translation and H ext−translation is an increasing function of κ. Hence, like transcriptional feedback, translational feedback is also more likely to evolve if the noise in the protein count arises from a slowly varying noisy exogenous signal. However, in contrast to transcriptional feedback, H translation is a decreasing function of ε. Hence, as we make the mRNA half-life longer (i.e., as we increase ε), the evolvability of a translational feedback increases (see Figure 5 and contrast it with Figure 4 ).
C. Comparing evolvability conditions for transcriptional and translational feedback as a function of ε
In gene networks, the mRNA half-life is generally much smaller than the protein half-life [25] . This corresponds to low values of the dimensionless constant ε = k degpro k degmRNA . Comparing (24) with (16) 
Hence, in the biologically relevant regime of small ε, both transcriptional and translational feedback are equally likely to evolve. As we now increase ε from zero, the evolvability of a transcriptional feedback decreases while the evolvability of a translational feedback increases. Based on this we conclude that for any non-zero ε, a translational feedback is always more evolvable than a transcriptional feedback and the difference between their evolvabilities increases with increasing ε. This point is illustrated in Figure 6 which plots the ratio Fitness with translational feedback Fitness with transcriptional feedback (26) as a function of the feedback strength a for small and large ε. As predicted, when ε is small then this ratio is close to one, and introducing feedback increases fitness by the same amount for both transcriptional and translational feedback. On the other hand, for higher values of ε this ratio is much larger than one, in which case introducing a translational feedback mechanism will increase fitness by a much larger amount than introducing a translational feedback mechanism.
As we discuss below, both transcriptional and translational feedback have different levels of energy expenditure. We next compare the evolvabilities of transcriptional and translational feedback by also factoring in the energy costs associated with them.
D. Energy consumption
For a fixed negative feedback strength a, both transcriptional and translation feedback have the same steady-state mean protein count given byx
Hence, the energy costs of protein production is identical in these two different feedback mechanisms.
However, these feedbacks have different costs associated with mRNA production. This is because for a given negative feedback strength, a transcriptional feedback mechanism has a lower mean mRNA count than a translational feedback mechanism [see (8) and (22)]. Combining both the costs of mRNA and protein production we conclude that a translational negative feedback has an overall higher steady-state ATP (energy) consumption compared to a transcriptional feedback (see Figure 6 ).
As mentioned before, when the mRNA dynamics is much faster than the protein dynamics (small ε), translational feedback does not provide any advantage in terms of increasing the normalized fitness F.
Hence, in this physiologically relevant regime, the better energy efficiency of transcriptional feedback loops make them more likely to evolve. However, energy inefficient translational feedback loops can evolve when ε is large, as in this case they provide a significant advantage over transcriptional feedback in terms of increasing the normalized fitness (see Figure 6 ).
VI. DISCUSSION
Auto-regulatory gene networks in which a protein expressed by a gene inhibits its own production are common motifs within cells. Using a fitness function motivated by a threshold like response of the protein population, we considered the evolvability of such auto-regulatory gene networks from a primitive network with no auto-regulation. An analysis based on the linear noise approximation provided explicit analytical conditions under which an auto-regulatory mechanism can evolve. Our conclusion is that introducing negative feedback will increase fitness (as defined in Section II), if and only if, the Hill coefficient of the feedback is sufficiently large. In particular inequalities (16) and (24) hold, respectively, for transcriptional and translational feedback.
A. Intrinsic versus extrinsic noise
A systematic analysis of these inequalities showed that negative feedback is more likely to evolve when the source of fluctuations in the protein population is mainly due to extrinsic noise inserted in the network due to fluctuations in exogenous signals driving gene expression, rather than the intrinsic noise that arises solely from the random fluctuations due to protein/mRNA expression and degradation. In fact, for both forms of feedback there is a range of values for the Hill coefficient for which feedback cannot involve when intrinsic noise dominates, but for which feedback is evolvable when extrinsic noise dominates. This range of values for the Hill coefficient narrows as the dynamics of the exogenous signal becomes faster.
Hence, negative feedback is more likely to evolve when the extrinsic noise in protein numbers arises from a slowly varying noisy exogenous signal. This is consistent with other results in the literature which show that negative feedbacks are more effective in reducing the extrinsic component of noise than its intrinsic component [26] , [16] , [22] , [27] , [17] .
It is important to point out that the above result is entirely based on a model where the exogenous signal is produced and degraded at a constant rate. A consequence of this is that the noise in the exogenous signal mainly comes at low frequencies, which can be easily attenuated through a negative feedback mechanism. However, there may be other sources of exogenous noise that cannot be modeled by such simple dynamics (for example see [28] ) and more work is clearly warranted for such cases. Recall that introducing a feedback mechanism decreases the mean protein count, which in turn reduce the fitness F. When the protein threshold is low (high), the corresponding reduction in fitness when feedback is introduced is smaller (larger), and results in a more (less) evolvable negative feedback.
B. Critical protein threshold level

C. Translation versus transcriptional negative feedback
We also illustrated the tradeoffs in introducing transcriptional and translational negative feedback. This tradeoff is best understood if we consider both the benefits and the energy costs of introducing a negative feedback mechanism. In terms of the fitness function F, a translational feedback mechanism is always more evolvable, i.e., introducing translational feedback causes a higher increase in F compared to a introducing a transcriptional feedback mechanism. However, these translational feedbacks come at at a higher energy cost.
Our analysis suggests that the critical factor determining whether a transcription or translational feedback should evolve is ε = mRNA half−life protein half−life . In particular, when ε is small, then translational feedback loops do not provide any advantage in terms of increasing F compared to transcriptional feedback loops (see Section V-C). Thus, energy efficient transcriptional feedbacks are more likely to evolve in this case.
This result may explain the ubiquity of transcriptional negative feedback mechanisms in gene networks which are known to have short mRNA half lifes and long protein half-lifes. For example, recent studies have revealed that nearly 40% of prokaryotic transcription factors auto-regulate their expression through transcriptional negative feedback [29] , [30] .
On the other hand, translational feedback loops have a clear advantage when ε is large. For example, consider a scenario where the mRNA is very stable and has a long half-life. Here, any random increase in mRNA levels above its mean will take a long time to decay away. In a transcriptional negative feedback mechanism, where the rate of protein production from the mRNA is fixed, this results in a transient increase in protein levels that also lasts for a long time. Clearly, transcriptional negative feedbacks are not an effective mechanisms to control protein noise in this case. On the other hand, translational negative feedbacks are very effective in attenuating noise here, as slow mRNA fluctuations about its mean are easily compensated by modulating the protein production rate. In summary, energy inefficient translation feedback loops are more likely to evolve when ε is large, as in this case they provide much higher value of the fitness F compared to transcriptional negative feedbacks. We illustrate this point with the bacteriophage T4 gene 32 which is known to express an extremely stable mRNA [31] . Consistent with our hypothesis, this gene is negatively auto-regulated at the translational level and not at the transcriptional level [31] , [32] .
In summary, we have developed results predicting when negative feedback loops are more likely to evolve. Our predictions, although made in the context of the fitness function defined in Section II, would be true at a qualitative level for fitness function that reflects a tradeoff for which decreasing the mean protein count and increasing fluctuations about the mean are detrimental to the cell's viability. Our results not only explain the prevalence of certain design motifs in gene networks but also make explicit predictions that could be experimentally tested. For example, based on our analysis we predict that naturally occurring gene networks with translation feedback loops should have a higher ratio of ε = mRNA half−life protein half−life compared to networks with transcriptional feedback loops. six reset maps φ i (y) [34] . Using (31), the time derivative of any vector µ defined by
is given byμ
for an appropriate constant vectorā and a constant matrix A. A steady-state analysis of the above system of linear equations using Mathematica yields (8) and (10) .
APPENDIX B TRANSLATIONAL NEGATIVE FEEDBACK
The time evolution of the species count can modeled using a SHS similar to (28)- (30), with the only difference that the transition intensities are now given by
We linearize λ 5 (y) with respect to the meansm,x and approximate it as
Performing the exact same analysis as in Appendix A, we have that the steady-state moments are given by (22) and (23). Fig. 1 . The steady-state average protein countx/x n f (solid line) and the steady-state standard deviation σ /σ n f (dashed line) monotonically decreases with increasing negative feedback strength a. In this plot, both quantities are normalized by their corresponding values when there is no feedback (i.e., a = 0). The other parameters used in this plot arex n f = 100, H = 1, σ exogenous = 0 and ε ≈ 0. Note from (10) that when σ exogenous = 0 the ratio σ /x ∝ 1/ √x . Asx monotonically decreases with increasing negative feedback strength a, the ratio σ /x monotonically increases with a. Fig. 2 . The normalized fitness F as a function of the feedback strength corresponding to a transcriptional feedback with H = 1. When extrinsic noise is absent the fitness decreases with increasing a (negative feedback is not evolvable). On the other hand, if there is significant extrinsic noise in the protein population, fitness increase with increasing a near a = 0 (negative feedback is evolvable). The other parameters used in this plot are γ = 1/3, κ ≈ 0, ε ≈ 0 andx n f = 100. . 'E' denotes the region H > H int−transcription where feedback is always evolvable irrespective of whether protein noise is intrinsic or extrinsic. This region is independent of κ. 'EWE' denotes the region H ext−transcription < H < H int−transcription where feedback can only evolve if there is sufficiently large extrinsic noise in the protein count. This region shrinks with increasing κ. 'NE' denotes the region H < H ext−transcription where feedback is never evolvable. This region expands with increasing κ. For this and other plots we assume that the evolvability condition is given by (19) , i.e., protein distribution is approximately Gaussian. Fig. 4 . Plots of H int−transcription and H ext−transcription as a function of the normalized threshold γ when ε is small (solid lines, ε ≈ 0) and ε is large (dashed lines, ε = 5). Both H int−transcription and H ext−transcription increase with increasing ε. As a result the evolvable region ('E'+'EWE') shrinks, while the non-evolvable region ('NE') expands with increasing ε. The other parameters used in this plot are κ = η = 1. Fig. 5 . Plots of H int−translation and H ext−translation as a function of the normalized threshold γ when ε is small (solid lines, ε ≈ 0) and ε is large (dashed lines, ε = 5). Both H int−translation and H ext−translation decrease with increasing ε. As a result the evolvable region ('E'+'EWE') expands, while the non-evolvable region ('NE') shrinks with increasing ε. Other parameters as in Figure 5 . Fig. 6 . The ratio of the normalized fitness F and the steady-state energy expenditure (measured by the steady-state mRNA level) when σ int σ ext (top) and σ int σ ext (bottom) as a function of the negative feedback strength. mRNA dynamics faster (slower) than the protein dynamics corresponds to ε = 10 (ε = 0.1). Note from (8) and (22) that for a fixedx n f , the ratio of energy costs is independent of ε. The other parameters used in this plot are κ = 1, H = 2, η = 5, γ = 1/3 andx n f = 100.
