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Generalizations and limitations of string-net models
Chien-Hung Lin and Michael Levin
James Franck Institute and Department of Physics,
University of Chicago, Chicago, Illinois 60637, USA
We ask which topological phases can and cannot be realized by exactly soluble string-net models.
We answer this question for the simplest class of topological phases, namely those with abelian
braiding statistics. Specifically, we find that an abelian topological phase can be realized by a
string-net model if and only if (i) it has a vanishing thermal Hall conductance and (ii) it has at
least one Lagrangian subgroup — a subset of quasiparticles with particular topological properties.
Equivalently, we find that an abelian topological phase is realizable if and only if it supports a
gapped edge. We conjecture that the latter criterion generalizes to the non-abelian case. We
establish these results by systematically constructing all possible abelian string-net models and
analyzing the quasiparticle braiding statistics in each model. We show that the low energy effective
field theories for these models are multicomponent U(1) Chern-Simons theories, and we derive the
K-matrix description of each model. An additional feature of this work is that the models we
construct are more general than the original string-net models, due to several new ingredients.
First, we introduce two new objects γ, α into the construction which are related to Z2 and Z3
Frobenius-Schur indicators. Second, we do not assume parity invariance. As a result, we can realize
topological phases that were not accessible to the original construction, including phases that break
time-reversal and parity symmetry.
I. INTRODUCTION
In recent years, it has become clear that the physics
of gapped quantum phases of matter is much richer than
was previously thought. One example of this richness is
the large class of two dimensional quantum many body
systems that support quasiparticle excitations with frac-
tional statistics. These systems are known as “topologi-
cal phases” of matter.1
Topological phases pose a basic challenge because their
properties cannot be understood in terms of symmetry
breaking or order parameters. Therefore, studying them
requires new tools and approaches. One approach that
proven to be useful is the construction of exactly soluble
lattice models that realize topological phases. One of the
simplest examples is the toric code model of Ref. [2].
This model is a spin-1/2 system where the spins live on
the links of the square lattice. The reason that the toric
code is exactly soluble is that the Hamiltonian is a sum
of commuting projectors: H =
∑
i Pi where [Pi, Pj ] = 0.
An interesting aspect of the toric code model is that it
can be mapped onto a model of closed loops or strings.
Based on this observation, Ref. [3] generalized the toric
code to a large class of exactly soluble “string-net” mod-
els. Like the toric code, string-net models are lattice spin
models whose low energy physics is governed by effective
extended objects.
String-net models can realize a large class of topo-
logical phases. For example, these models can realize
all phases whose low energy effective theory is either
(a) a gauge theory with finite gauge group or (b) a
sum of two decoupled Chern-Simons theories with op-
posite chiralities.3 At the same time, string-net mod-
els cannot realize all topological phases. In particular,
they cannot realize any phase with a nonzero thermal
Hall conductance4 (or equivalently, nonzero chiral cen-
tral charge5). This restriction follows from the fact that
any Hamiltonian that is a sum of commuting projectors
has a vanishing thermal Hall conductance.6
Given these facts, an important question is to deter-
mine which topological phases can and cannot be re-
alized by string-net models. On a mathematical level,
the answer to this question is at least partially under-
stood: it has been argued that string-net models, when
suitably generalized from the original construction of
Ref. [3], realize all “doubled” phases — where “dou-
ble” refers to a generalization of Drinfeld’s quantum dou-
ble construction.7 However, the physical interpretation
of this result is not clear. In other words, what physical
property distinguishes the phases that can and cannot be
realized?
In this paper, we answer this question for a simple
case, namely the case of abelian topological phases. Our
analysis is based on an explicit construction: we sys-
tematically construct all string-net models that realize
abelian topological phases. For each model, we compute
the quasiparticle braiding statistics and ground state de-
generacy, and we derive a low energy effective field theory
that captures these properties. These effective theories
are multicomponent U(1) Chern-Simons theories.
From this analysis, we find necessary and sufficient
conditions for when an abelian topological phase can be
realized by a string-net model: we find that an abelian
phase is realizable if and only if (i) it has a vanishing
thermal Hall conductance and (ii) it has at least one La-
grangian subgroup. Here, a “Lagrangian subgroup”8 M
is a subset of quasiparticles with two properties. First,
all the quasiparticles in M are bosons and have trivial
mutual statistics with one another. Second, any quasi-
particle that is not inM has nontrivial mutual statistics
with at least one particle in M.
Interestingly, the above conditions are identical to the
2conditions for an abelian topological phase to support a
gapped edge.8,9 Thus, an alternative formulation of the
criterion is that an abelian topological phase can be re-
alized by a string-net model if and only if its boundary
with the vacuum can be gapped by suitable local inter-
actions. We conjecture that this criterion generalizes to
the non-abelian case. (see section XI)
As we are interested in investigating the scope of
string-net models, it is important that we use the most
general possible definition of these models. This issue
is particularly relevant since several recent works7,10,11
have described a modified formulation of string-net mod-
els which is more general than the original setup of Ref.
[3]. Here we use another formulation of these models,
which we believe is equally general to the one described
in Refs. [7,10,11], at least for the abelian case we con-
sider here. The main difference between our construc-
tion of string-net models and the original construction of
Ref. [3] is that we introduce two new ingredients, γ, α,
into the definition of these models. These new objects
are related to Z2 and Z3 Frobenius-Schur indicators
5,12
respectively, and they allow us to realize more general
topological phases than Ref. [3]. We note that it is also
possible to define general string-net models without in-
troducing γ, α, as in Ref. [10, 11]. The trade-off is that
the approaches of Ref. [10 11] explicitly break the rota-
tional symmetry of the lattice since they assume that all
links are oriented along a preferred direction.
The topological phases that we construct are equiva-
lent to the topological gauge theories of Dijkgraaf and
Witten13 with finite abelian gauge group G. The braid-
ing statistics and other topological properties of these
phases were analyzed previously by Propitius14 using the
quantum double construction. Our results for the braid-
ing statistics agree with those of Propitius, but we ob-
tain them using a more concrete approach in which we
directly analyze braiding in our microscopic lattice mod-
els. This braiding analysis is similar to that of Mesaros
and Ran15 who derived braiding statistics from a lattice
Dijkgraaf-Witten model using a ribbon algebra.
Explicit lattice models for Dijkgraaf-Witten gauge the-
ories with general finite gauge group G were constructed
in Refs. [16, 15]. We believe that the models we dis-
cuss here are closely related to the models of Refs. [16,
15]. However, since we work in the string-net formalism,
our models can be generalized beyond Dijkgraaf-Witten
gauge theories.3
The paper is organized as follows. In Sec. II, we out-
line our analysis and summarize our results. In Sec. III,
we review some basics of string-net models and define
“abelian string-net” models. In Secs. IV,V, we construct
ground state wave functions and lattice Hamiltonians for
the abelian string-net models. We analyze the low energy
quasiparticle excitations of these models in Sec. VI. In
Sec. VII, we explicitly compute the quasiparticle braid-
ing statistics for general abelian string-net models, and in
Sec. VIII we derive multicomponent U(1) Chern-Simons
theories that capture these statistics. Finally, we charac-
terize the phases that are realizable by abelian string-net
models in Sec. IX. We illustrate our construction with
concrete examples in Sec. X. The mathematical details
can be found in the appendices.
II. SUMMARY OF RESULTS
A. Construction of lattice models
The first step in our analysis is to systematically con-
struct a large class of exactly soluble lattice models. The
models we construct are a subset of string-net models
called “abelian string-net” models. In these models, the
string types are labeled by elements a, b, c, ... of a finite
abelian group G. The allowed branchings are triplets
(a, b, c) such that a+ b+ c = 0. We focus on this subset
of models because these are the most general string-net
models with abelian quasiparticle statistics.
Each abelian string-net model is specified by two
pieces of data: (1) a finite abelian group G, and
(2) a collection of four complex-valued functions
(F (a, b, c), da, α(a, b), γa) defined on G, obeying certain
algebraic equations (18). The corresponding Hamilto-
nian (27) is a spin model where the spins live on the
links of the honeycomb lattice and where each spin can
be in |G| states parameterized by elements of the group:
{|a〉 : a ∈ G}. Like the toric code,2 the Hamiltonian
is exactly soluble because it can be written as a sum of
commuting projectors.
B. Relationship with other string-net constructions
Our construction is more general than the original for-
malism of Ref. [3] in two ways. First, we include two
new objects γ, α (related to Z2 and Z3 Frobenius-Schur
indicators5,12) in the construction of our models. These
objects are related to two new structures: a “dot” at ev-
ery vertex with three incoming or three outgoing strings,
and a “null string” at every vertex with two incoming
or two outgoing strings. Ref. [3] did not include these
structures and therefore effectively assumed γ = α = 1.
Here, because we allow for γ, α 6= 1, we can realize phases
that are not accessible to Ref. [3]. (See section X).
In addition, we do not impose additional symmetry re-
quirements as in Ref. [3]. In that work, it was assumed
that the ground state and Hamiltonian were parity in-
variant, and consequently it was assumed that F obeyed
reflection symmetry. Here we do not make any of these
assumptions. As a result, our models can realize topolog-
ical phases that break parity and time reversal symmetry
(see section X).
Refs. [10,11] described another generalization of Ref.
[3] that does not involve γ or α, but breaks rotational
symmetry by requiring that all strings are oriented along
a preferred direction. We believe that our construction
realizes the same phases as Refs. [7,10,11], at least in the
3abelian case. The main difference is that our formalism
does not explicitly break rotational symmetry.
C. Braiding statistics and Chern-Simons
description
The second step in our analysis is to construct the
quasiparticle excitations in each of the abelian string-net
models. We find that these models have |G|2 topologi-
cally distinct quasiparticle excitations. The excitations
can be labeled by ordered pairs (s,m) where s ∈ G, and
m is a 1D representation of G. We think of the ex-
citations of the form (0,m) as “pure charges” and the
excitations of the form (s, 0) as “pure fluxes.” General
excitations can be thought of as flux/charge composites.
The most important property of the quasiparticle ex-
citations are their braiding statistics. We find that
the charges braid trivially with one another but have
nontrivial mutual statistics with respect to the fluxes.
Specifically, the phase associated with braiding a charge
(0,m) around a flux (s, 0) is ρm(s) where ρm denotes
the 1D representation corresponding to m. In addition,
we find that the flux excitations have nontrivial statis-
tics with one another (88,89). (In fact, in some of the
abelian string-net models, the fluxes have non-abelian
statistics14, though we restrict our attention to the subset
of models that have only abelian quasiparticles).
We find that the quasiparticle braiding statistics can
be described by a multicomponent U(1) Chern-Simons
theory of the form
L =
KIJ
4pi
εµνλaIµ∂νaJλ
with a different “K-matrix” (92) for each model. These
Chern-Simons theories can be thought of as low energy
effective theories for the abelian string-net models.
D. Characterizing the realizable phases
The abelian string-net models can realize many U(1)
Chern-Simons theories. For example, our models can re-
alize time-reversal symmetric phases such as
K =
(
2 0
0 −2
)
.
In addition, we can also realize some phases that break
time-reversal symmetry such as:
K =
(
2 0
0 −8
)
.
On the other hand, we find that we cannot realize other
time-reversal breaking phases such as:
K =
(
2 0
0 −4
)
.
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FIG. 1. (a) String-nets in the continuum. Strings come in
different types and carry orientation. They can branch and
form string-nets. (b) String-nets on the lattice. The circles
denote spins sitting on the links of the lattice. Spins can be
in different states indicated by different colors. They organize
to form different types of strings and branch as string-nets.
Given these examples, it is natural to wonder: what is
the physical distinction between the phases that can and
cannot be realized by string-net models? To answer this
question, we derive three equivalent criteria for determin-
ing whether an abelian topological phase is realizable:
1. Braiding statistics criterion: an abelian topological
phase is realizable if and only if it has a vanishing
thermal Hall conductance and contains at least one
Lagrangian subgroup (see introduction).
2. K-matrix criterion: an abelian topological phase
is realizable if and only if its K-matrix has even
dimension 2k×2k, and there exist k integer vectors
Λ1, ...,Λk satisfying ΛiKΛj = 0.
3. Edge state criterion: an abelian topological phase
is realizable if and only if its boundary with the
vacuum can be gapped by suitable interactions.
III. STRING-NET MODELS
In this section, we will define string-nets and string-net
models and explain their basic structure. This material
is mostly a review of Ref. [3]. We also define “abelian
string-net” models – a special class of string-net models
which are the main focus of this paper.
A. General string-net models
A string-net is a network of strings. The strings that
form the edges of the network can come in different
“types”, and carry orientations. In this paper, we will
focus on trivalent networks – that is, each branch point
or node in the network is connected to exactly 3 strings.
Also, we will assume that the string-nets live in a two-
dimensional space. Thus, for the purposes of this paper,
string-nets can be thought of as trivalent graphs with la-
beled and oriented edges, which live in the plane (see Fig.
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FIG. 2. (a) String-a and dual string-a∗ have opposite orien-
tations. (b) The branching rules associated with null strings
are defined as (a, b, 0) is allowed iff b = a∗.
1(a)). These trivalent graphs can live in the continuum,
or (when we want a well-defined quantum theory) on a
lattice.
A string-net model is a quantum mechanical model
whose basic degrees of freedom are fluctuating string-
nets. To specify a string-net model, one has to provide
several pieces of data. First, one needs a finite set of
string types {a, b, c . . .}. Second, one needs to specify a
“dual” string type a∗ for each string type a. The mean-
ing of the dual string type is related to the string orien-
tations: a string a with a given orientation corresponds
to the same physical state as a string a∗ with the op-
posite orientation – up to a phase factor which we will
specify below. The final and most important piece of
data are the “branching rules.” The branching rules are
the set of all triplets of string types {(a, b, c) · · · } which
are allowed to meet at a point; these branching rules are
specified with the convention that the 3 string types are
all oriented away from the point where they meet.
The above data specify the string-net Hilbert space:
an orthonormal basis for the string-net Hilbert space is
given by the set of all string-net configurations which sat-
isfy the above branching rules. Note that in this Hilbert
space, the spatial positioning of the string-net is impor-
tant: two string-net configurations that are geometrically
distinct correspond to orthogonal states, whether or not
the configurations are topologically equivalent. On the
other hand, two string-net configurations that are posi-
tioned identically in space, and differ only by reversing
string orientations and replacing a → a∗, are regarded
as the same physical state up to a phase factor. These
phases will be defined below.
As we will see, string-nets and string-net models can be
realized in lattice spin-systems (see Fig. 1(b)). Usually
for a weakly interacting spin system, the underlying spins
can fluctuate independently and the physics is character-
ized by individual spins. However in some spin models,
energetic constraints can force the local spin degrees of
freedom to organize into effective extended objects. In
this case, the low energy physics of the spin system may
be described by a string-net model, where the string-nets
live on a lattice.
In order to discuss string-nets on a lattice, and also to
simplify some of the mathematics below, it is convenient
to include the “null” string type into the formalism. The
null string type, denoted by 0, is equivalent to no string at
FIG. 3. A typical string-net configuration for Z4 string-net
model. Each string is labeled by the string types {0, 1, 2, 3}
and carries an orientation. The dotted line denotes the null
string 0. At each vertex, strings can branch according to the
Z4 branching rules.
all. This string type is self-dual: 0∗ = 0. The associated
branching rule is that (0, a, b) is allowed if a = b∗ (see
Fig. 2). Unlike the other strings, the orientation of the
null string can be reversed without generating any phase
factor. Therefore, we will often neglect the orientation
of the null string and draw it as an unoriented dotted
string.
B. Abelian string-net models
In this paper we focus on a special class of string-net
models associated with abelian groups. We call these
models “abelian string-net models.” To construct an
abelian string-net model, one starts with a finite abelian
group G and then follows a simple recipe. First, one la-
bels the string types by the elements of the group a ∈ G,
with the null string corresponding to the identity element
0. Second, one defines the dual string a∗ using the group
inverse: a∗ = −a. Finally, one defines branching rules
by:
(a, b, c) is allowed if a+ b+ c = 0. (1)
(Here we use additive notation for the group operation.)
We focus on this subset of string-net models because
we believe that these are the most general models with
abelian quasiparticle statistics — i.e. other branching
rules always give models with at least one non-abelian
quasiparticle. Although we do not have a proof of this
conjecture, in section IXC we show that even if other
branching rules could give abelian topological phases,
they could not give any phases beyond those that we re-
alize here. This result justifies our focus on models with
the above structure (1).
To see an example of this construction, consider the
group G = Z4. In this case, the corresponding abelian
string-net model has four string types, including the null
string: {0, 1, 2, 3}. The dual string types are 0∗ = 0,
1∗ = 3, 2∗ = 2, and 3∗ = 1. The branching rules
are {(0, 0, 0), (0, 1, 3), (0, 2, 2), (1, 1, 2), (3, 3, 2)}. A typi-
cal string-net configuration for this model is shown in
Fig. 3.
5C. String-net condensation
To define a string-net model, one needs to specify both
the Hilbert space and the Hamiltonian; so far we have
focused entirely on the Hilbert space. Now let us imag-
ine writing down a string-net Hamiltonian. A typical
string-net Hamiltonian is a sum of a kinetic energy term
and a string tension term. The kinetic energy term is
off-diagonal in the string-net basis. This term gives an
amplitude for the string-net states to move. On the other
hand, the string tension term is diagonal in the string-net
basis. This term gives an energy cost to large string-nets.
It is natural to expect that such a Hamiltonian can be
in two phases depending on the relative size of the ki-
netic energy and string tension terms. One phase occurs
when the string tension term dominates over the kinetic
energy term. In that case, we expect that the ground
state will contain only a few small strings. The other
phase occurs when the kinetic energy term dominates
over the string tension term. In that case, we expect
that the ground state will be a superposition of many
large string-net configurations. We call the former phase
a “small string” phase and the latter phase a “string-net
condensed phase.”
Following the physical picture of Ref. [3], we expect
that string-net condensed phases are topologically or-
dered – that is, they support excitations with fractional
statistics – while the small-string phases do not contain
topological order. Therefore, our strategy for construct-
ing topological phases will be to construct wave func-
tions for string-net condensed phases. We will then con-
struct exactly soluble Hamiltonians whose ground states
are described by these wave functions, and we will ver-
ify that these exactly soluble models support excitations
with fractional statistics.
IV. STRING-NET WAVE FUNCTIONS
In this section we construct wave functions for abelian
string-net condensed phases. As in Ref. [3], the wave
functions that we construct are special: they describe
“perfect” string-net condensates with vanishing correla-
tion length. Intuitively, these states can be thought of
as fixed points under an RG flow. These states capture
the universal long distance features of the corresponding
phases without any of the complexities of the short dis-
tance physics. In section V, we will show that these wave
functions are ground states of exactly soluble string-net
Hamiltonians, defined on a lattice.
A. Local rules ansatz
As in Ref. [3], we will not attempt to construct explicit
ground state wave functions for string-net condensed
phases. Instead, we will define the wave functions im-
plicitly using local constraint equations. This approach
has the advantage of allowing us to construct complicated
wave functions that would be difficult to write down ex-
plicitly. In addition, this approach ensures that the wave
functions we construct can be realized as ground states
of local Hamiltonians.
More specifically, we use the following ansatz for con-
structing abelian string-net wave functions Φ. We as-
sume that Φ obeys local constraint equations that take
the following graphical form:
Φ
(
a
)
= Φ
(
a
)
, (2)
Φ
(
a
)
= daΦ
( )
, (3)
Φ
(
a
b c
)
= F (a, b, c)Φ
(
a
b c
)
. (4)
Here a, b, c are arbitrary string types (including the null
string type) and the shaded regions represent arbitrary
string-net configurations which are not changed. The da
are complex numbers that depend on the string type a,
while F (a, b, c) is a complex number that depends on 3
string types a, b, c. For the moment, da and F (a, b, c) can
be arbitrary, but we will soon see that da, F (a, b, c) have
to satisfy certain algebraic equations (18-19) in order for
our construction to work.
We now discuss the meaning of these local constraints
or local rules. The first rule (2) has been drawn schemat-
ically. This rule says that two string-net configurations
that can be continuously deformed into one another must
have the same amplitude. Namely, the amplitude of a
string-net configuration only depends on the topology of
the configuration. The second rule (3) says that the am-
plitude of a string-net configuration containing a closed
loop of string type a is equal to the amplitude of the
same configuration without the closed loop, multiplied
by a factor of da.
The third rule (4) is the most important one. This rule
relates the amplitude of one string-net configuration to
the amplitude of another configuration that differs from
it by recoupling the strings joined at two adjacent ver-
tices. The reader may notice that two strings have been
left unlabeled on both sides of this equation. These la-
bels are completely determined by the (abelian) branch-
ing rules and have been left out due to space constraints.
Specifically, the label on the bottom right hand corner is
a + b + c, while the middle labels are a + b on the left
hand side and b+ c on the right hand side.
The basic idea of equations (2 - 4), is that by applying
these local rules multiple times, one can relate the am-
plitude of any string-net configuration to the amplitude
of the vacuum or “no-string” configuration. Then, using
the convention that
Φ(vacuum) = 1, (5)
the amplitude of every configuration is fully determined.
Thus, the rules determine the wave function completely
6once the parameters da, F (a, b, c), etc. are given. We
will give an example of such a computation below. How-
ever, before presenting this example, we need to explain
our conventions for how to apply these rules, and some
additional structure associated with these conventions.
B. String-net conventions and γ, α factors
First, we discuss our conventions regarding the “null”
string. In applying the above rules, one often encounters
string-net configurations containing a null string with la-
bel a = 0. For example, when b = c∗, equation (4) gives:
Φ
(
a
b b*
)
= F (a, b, b∗)Φ
(
a
b b*
)
or in bra-ket notation,〈
a
b b*
∣∣∣∣∣Φ
〉
= F (a, b, b∗)
〈
a
b b*
∣∣∣∣∣Φ
〉
where the configuration on the right hand side contains
a null string. In Ref. [3], it was assumed that these
null strings could be freely erased, since the null string
corresponds to the vacuum. This erasing of null strings
was a key part of the local rule formalism, since it was
what allowed us to reduce string-net configurations to the
vacuum configuration, and thereby compute their ampli-
tude. Here, we will also assume that null strings can be
erased, but under more restricted circumstances.
Our rules for dealing with the null string are as follows.
We will describe these rules using bras 〈X | rather than
kets |X〉 because it simplifies some of the notation below.
First, null strings can be freely erased everywhere except
near vertices with non-null strings. For example:〈
a a*
b b*
∣∣∣∣∣ =
〈
a a*
b b*
∣∣∣∣∣ (6)
Second, the “end” of a null string can be erased at any
vertex where the two other strings at the vertex are ori-
ented in the same direction:〈
aa
∣∣∣∣∣ =
〈
a a
∣∣∣∣∣ =
〈
a
∣∣∣∣∣ . (7)
On the other hand, the end of the null string cannot be
erased at vertices where the two other strings are oriented
in opposite directions. Indeed, in this case, we need to
keep careful track of the end of the null string, since
“flipping” the null sting from one side of the vertex to
the other introduces a phase factor:〈
a a*
∣∣∣∣∣ = γa
〈
a a*
∣∣∣∣∣ , (8)〈
a* a
∣∣∣∣∣ = γa
〈
a* a
∣∣∣∣∣ (9)
where γa is a complex number with modulus 1: |γa| = 1.
Later we will see that γa can be chosen to be ±1 without
loss of generality. (We explain the motivation behind γ
in appendix A.)
Our fourth rule is that the ends of the null strings can
be erased in pairs according to:〈
a a* a
∣∣∣∣∣ =
〈
a a* a
∣∣∣∣∣ =
〈
a
∣∣∣∣∣ .
(10)
Finally, the ends of the null strings can be absorbed
into vertices as follows:〈
a b
b*
c
∣∣∣∣∣∣ =
〈
a b
c
∣∣∣∣∣∣ , (11)〈
a b
c*
c
∣∣∣∣∣∣ =
〈
a b
c
∣∣∣∣∣∣ , (12)〈
a
a*
b
b*
c
∣∣∣∣∣∣ =
〈
a b
c
∣∣∣∣∣∣ . (13)
The last two rules (12 - 13) introduce another ingre-
dient into our diagrammatical calculus: we can see that
the vertices on the right hand side of Eq. (12) and Eq.
(13) are decorated with dots. In general, we decorate all
vertices that have three incoming or three outgoing legs
with dots. The dots can be placed in any of the three
positions near the vertex. Like the string orientations or
the ends of the null strings, moving the position of the
dot does not change the physical state, but it can intro-
duce a phase factor (similar to γa). These phase factors
are defined by〈
a
b
c
∣∣∣∣∣ = α(a, b) ·
〈
a
b
c
∣∣∣∣∣ , (14)〈
a*
b*
c*
∣∣∣∣∣ = α(a, b) ·
〈
a*
b*
c*
∣∣∣∣∣ (15)
where α(a, b) is a complex number with unit modulus
|α(a, b)| = 1. Later we will see that α(a, b) can be chosen
to be a third root of unity without loss of generality. (We
explain the motivation behind α in appendix A.)
A few comments are in order here. First, we would
like to mention that the phases γa and α(a, b) have an
important mathematical meaning and are closely related
to so-called Z2 and Z3 “Frobenius-Schur indicators” in
tensor category theory5,12. One of the main differences
between the formalism in this paper and that of Ref. [3],
is that here we include the phase factors γa, and α(a, b),
while the construction in Ref. [3] effectively assumed
that γa = α(a, b) = 1. Indeed, Ref. [3] did not keep
track of dots or ends of null strings at all. Here, by
allowing for more general γa and α(a, b), we are able to
construct string-net models and topological phases that
were inaccessible to Ref. [3].
7Second, we would like to mention that equations (10 -
13) are not particularly fundamental and merely repre-
sent a particular choice of conventions for how to relate
different vertices to one another. There are other equally
good conventions where these rules would include addi-
tional phase factors.
Another important point has to do with string orienta-
tions. As we mentioned in section IIIA, if two string-net
configurations differ only by reversing string orientations
and replacing labels by a→ a∗, then those two string-net
configurations correspond to the same physical state, up
to a phase factor. In Ref. [3], these phase factors were as-
sumed to vanish. That is, in that work, it was assumed
that the string orientations could be changed without
introducing any phases. Here, we allow for nontrivial
phase factors, as we find that they are important in real-
izing more general topological phases. In our formalism,
the phase factors associated with reversing string orien-
tations are completely determined by the parameters γa
and α(a, b). For example, we have:〈
a
b c
∣∣∣∣∣ =
〈
b c
∣∣∣∣∣ = γa+b
〈
b c
∣∣∣∣∣
=γa+b
〈
b c
∣∣∣∣∣
=γa+bα
−1(a+ b, c)
〈
b c
∣∣∣∣∣
=γa+bα
−1(a+ b, c)γa+b+c
〈
b c
∣∣∣∣∣ .
These phase factors play an important role in our dia-
grammatical calculus, especially when using (4). Indeed,
in order to implement this rule, the string orientations
have to match the orientations shown in (4), and it is of-
ten necessary to reverse the orientations of certain strings
to achieve this matching. In general, this orientation re-
versal can be accomplished using manipulations similar
to those shown above.
C. Example of computing a string-net amplitude
We now present an example of how the local rules (2 -
4) and the conventions (6 - 15) determine the amplitude
of general string-net configurations. Before discussing
the example, we first point out two useful relations:〈
a*
b
c
∣∣∣∣∣ = α(b, c)
〈
a*
b
c
∣∣∣∣∣ , (16)〈
a*
b
c
∣∣∣∣∣ = α(a, b)−1
〈
a*
b
c
∣∣∣∣∣ . (17)
These relations allow us to change the orientations of ver-
tices with one incoming string and two outgoing strings.
Eqs. (16 - 17) are often useful when we need to reverse
string orientations so that we can apply the local rule
(4). They can be shown by considering
〈
a*
b
c
∣∣∣∣∣ =
〈
a*
c
∣∣∣∣∣ =
〈
a
b
c
∣∣∣∣∣
= α(b, c)
〈
a
b
c
∣∣∣∣∣
= α(b, c)
〈
a*
b
c
.
∣∣∣∣∣
This shows (16). Similarly, by rotating the dot counter-
clockwise in the second step above, we can show (17).
Now let us consider the example:
Φ

 ab
c

 = Φ

 ab*
b
b*
c c*

 = α(c∗, b∗)Φ

 a a*b*
c
c*c


= α(c∗, b∗)γcΦ

 a a*b*
c


= α(c∗, b∗)γcF (c, a, a
∗)Φ

a a*
c*


= α(c∗, b∗)γcF (c, a, a
∗)γa∗dadc∗Φ(vacuum)
= α(c∗, b∗)γcF (c, a, a
∗)γa∗dadc∗ .
In the first step we convert both of the vertices to “ba-
sic” vertices which have one incoming and two outgoing
strings. We then use Eq. (16) in the second step. Rules
(8), (4) and (3) are then applied in sequence. Finally we
use the normalization convention (5).
The above example is typical: in general, any string-
net configuration can be reduced to the vacuum configu-
ration by applying the above rules and conventions mul-
tiple times. In this way, these rules completely determine
the wave function Φ.
D. Self-consistency conditions
We have seen that the rules (2 - 4) and the conven-
tions (6 - 15) uniquely specify the wave function Φ. Ac-
cordingly, the wave function Φ is completely determined
once the parameters {F (a, b, c), da, α(a, b), γa} are given.
However, not every choice of parameters corresponds to
a well-defined wave function. The reason is that for most
choices of these parameters, the local rules/constraints
are not self-consistent – that is, there are no wave func-
tions Φ that satisfy them. In fact, only those {F, d, γ, α}
that satisfy the following algebraic equations lead to self-
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a b ca b c
F(a+b,c,d)
F(a,b,c)
F(a,b,c+d)
F(a,b+c,d)
F(b,c,d)
FIG. 4. The amplitude of (a) can be related to the ampli-
tude (c) in two different ways by the fusion rule (4). Self-
consistency requires the two sequences of operation result in
the same linear relations between the amplitudes of (a) and
(c).
consistent rules and a well-defined wave function Φ:
F (a+ b, c, d) · F (a, b, c+ d) = (18a)
F (a, b, c) · F (a, b+ c, d) · F (b, c, d),
F (a, b, c) = 1 if a or b or c = 0, (18b)
dadb = da+b, (18c)
γa = F (a
∗, a, a∗)da, (18d)
α(a, b) = F (a, b, (a+ b)∗)γa+b. (18e)
We now explain why these conditions are necessary for
self-consistency; we show that they are sufficient in ap-
pendix B. We begin with the first equation (18a). The
origin of this condition can be understood by considering
the sequence of manipulations shown in Fig. 4. We can
see that the amplitudes of the string-net configurations
(a) and (c) can be related to one another in two different
ways: (a) → (b) → (c) and (a) → (d) → (e) → (c). In
order for these two relations to be consistent with one
another, F must satisfy equation (18a), known as the
“pentagon identity.” The other conditions can be derived
from similar consistency requirements (see appendix B).
In addition to equations (18), we will need to impose
one more constraint on {F, d, γ α} in order to construct
a consistent string-net model:
|F (a, b, c)| = 1. (19)
This constraint has a different origin from equations (18):
it is not necessary for constructing a well-defined wave
function Φ, but rather for constructing an exactly solu-
ble Hamiltonian with Φ as its ground state. More specif-
ically, we will see that (19) is important in ensuring that
our exactly soluble Hamiltonians are Hermitian. (see ap-
pendix F)
E. Gauge transformations
In general, it is not so easy to find solutions to the
conditions (18) and (19). However, once we have one
solution {F, d, γ, α}, we can construct an infinite class of
other solutions {F˜ , d˜, γ˜, α˜} by defining
F˜ (a, b, c) = F (a, b, c) ·
f(a, b+ c)f(b, c)
f(a, b)f(a+ b, c)
, (20)
d˜a = da,
γ˜a = γa ·
f(a, a∗)
f(a∗, a)
,
α˜(a, b) = α(a, b) ·
f(b, (a+ b)∗)f(a, a∗)
f(a, b)f((a+ b)∗, a+ b)
.
Here f(a, b) is any complex function with
|f(a, b)| = 1 , f(a, b) = 1 if a or b = 0.
Similarly, we can construct solutions by defining
F˜ (a, b, c) = F (a, b, c) , (21)
d˜a = da · g(a),
γ˜a = γa · g(a),
α˜(a, b) = α(a, b) · g(a+ b)
where g(a) is any complex function with
|g(a)| = 1 , g(a+ b) = g(a) · g(b). (22)
We will refer to (20),(21) as “gauge transformations” and
we will say that {F, d, γ, α} and {F˜ , d˜, γ˜, α˜} are “gauge
equivalent” if they differ by such a transformation. As
the name suggests, gauge equivalent solutions are closely
related to one another. In fact, it is possible to show that
if {F, d, γ, α} and {F˜ , d˜, γ˜, α˜} are gauge equivalent solu-
tions to (18), (19), then the corresponding wave functions
Φ, Φ˜ can be transformed into one another by a local uni-
tary transformation (See appendix C). Here, by a local
unitary transformation we mean a unitary transforma-
tion that can be generated by the time evolution of a local
Hamiltonian over a finite period of time. The existence of
this local unitary transformation has an important phys-
ical meaning: it implies that Φ and Φ˜ belong to the same
quantum phase.17,18 Therefore, if we are primarily inter-
ested in constructing different topological phases, then
we only need to consider one solution to (18,19) within
each gauge equivalence class.
This freedom to make gauge transformations can be
quite useful. For example, using the first gauge transfor-
mation (20), we can always transform γ so that
γa =
{
±1, if a = a∗
1, otherwise
. (23)
The second gauge transformation, parameterized by g(a)
is also quite useful. As we show in section X, this trans-
formation allows us, in many cases, to transform γ, α so
that γa = α(a, b) = 1.
Another gauge transformation which can simplify our
models can be obtained by generalizing the conventions
9(12) and (13) to〈
a b
c*
c
∣∣∣∣∣∣ = β(a, b)
〈
a b
c
∣∣∣∣∣∣ ,〈
a
a*
b
b*
c
∣∣∣∣∣∣ = β(a, b)
〈
a b
c
∣∣∣∣∣∣ (24)
where |β(a, b)| = 1 are complex numbers with modulus
1. With this modification, the self-consistency condition
(18e) becomes
α(a, b) =
β(b, c)
β(a, b)
F (a, b, (a+ b)∗)γa+b. (25)
It is not hard to show that by choosing β appropriately,
we can always transform α so that
α(a, b) =
{
1 or ω or ω2, if a = b = (a+ b)∗
1, otherwise
(26)
where ω is a 3rd root of unity.
V. STRING-NET HAMILTONIANS
In this section, we will construct a large class of exactly
soluble lattice Hamiltonians that have the wave func-
tions Φ as their ground states. The basic input for our
construction is a finite abelian group G and a solution
{F (a, b, c), da, γa, α(a, b)} to the self-consistency condi-
tions, (18,19). Given this input, we will construct an
exactly soluble Hamiltonian whose ground state |Φlatt〉
obeys the local rules (2 - 4) and (6 - 15) on the lattice.
A. Definition of the Hamiltonian
Let us first specify the Hilbert space for our model.
The model is a generalized spin system, where the spins
are located on the links of the 2D honeycomb lattice.
Each spin can be |G| different states which are labeled
by elements of the group: {|a〉 : a ∈ G}. When a spin
is in state |a〉, we regard the link as being occupied by a
string of type-a, oriented in certain direction. If the spin
is in state |0〉, we think of the link as being occupied by
the null string.
The Hamiltonian for our model is of the form
H = −
∑
I
QI −
∑
p
Bp. (27)
Here, the two sums run over the sites I and plaquettes p
of the honeycomb lattice. The operator QI acts on the 3
spins adjacent to the site I :
QI
∣∣∣∣∣∣
〉
= δabc
∣∣∣∣∣∣
〉
(28)
Bp
QI
a
a*
a
a*
a*
g
b* b
b*
b
b*
c*
c
c*
c
c*
c
c*
d*
d
d*
e
e*
e
FIG. 5. Lattice spin model (27). The QI operator acts on
three spins on the links connected to vertex I , while the Bp
operator acts on 12 spins on the links adjacent to the hexag-
onal plaquette p. The QI term constrains the string-nets to
satisfy the branching rules while the Bp term provides dy-
namics for the string-nets. On the right is the typical ground
state configuration. The a = 0 spin state corresponds to the
vacuum or null string.
where
δabc =
{
1, if a+ b+ c = 0
0, otherwise
(29)
(See Fig. 5). We can see that the QI term penalizes
states that don’t satisfy the branching rules.
The operator Bp provides dynamics for the string-net
configurations and makes them condense. The definition
of this operator is more complicated. It can be written
as a linear combination
Bp =
∑
s∈G
asB
s
p (30)
where Bsp describes a 12 spin interaction involving the
spins on the 12 links that are adjacent to the vertices of
the hexagon p (See Fig. 5) and where as are some com-
plex coefficients satisfying as∗ = a
∗
s. The operator B
s
p
has a special structure, which we now describe. First, it
annihilates any state that does not obey the branching
rules at the 6 vertices surrounding the plaquette. Sec-
ond, while it acts non-trivially on the inner 6 spins along
the boundary of p, it does not affect the outer 6 spins at
all. The outer spins are still important, however, because
the matrix element of Bsp between two inner spin config-
urations, 〈g, h, i, j, k, l| and |g′, h′, i′, j′, k′, l′〉 depends on
the state of the outer spins, (a, b, c, d, e, f). These matrix
elements are defined by
〈 ∣∣∣∣∣∣∣B
s
p
∣∣∣∣∣∣∣
〉
= Bs,ghijklp,g′h′i′j′k′l′(abcdef)
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where
Bs,ghijklp,g′h′i′j′k′l′(abcdef) = δ
g+s
g′ δ
h+s
h′ δ
i+s
i′ δ
j+s
j′ δ
k+s
k′ δ
l+s
l′
· Fs∗g′b · Fs∗h′c · Fs∗i′d · Fs∗j′e · Fs∗k′f · Fs∗l′a. (31)
and Fabc ≡ F (a, b, c). Note that the above expression is
only valid if the initial and final states obey the branching
rules, i.e. h = b + g, h′ = b + g′, etc. If either state
doesn’t obey the branching rules, the matrix element of
Bsp vanishes.
An important point is that the above matrix elements
are calculated for a particular orientation configuration in
which the inner links are oriented cyclically. This choice
of orientations leads to simple matrix elements, but un-
fortunately there is no way to extend this orientation
configuration to the whole honeycomb lattice while pre-
serving translational symmetry. If we instead choose the
translationally invariant orientation configuration shown
in Fig. 5, the matrix elements are modified as
〈 ∣∣∣∣∣∣∣B
s
p
∣∣∣∣∣∣∣
〉
=
B
s,ghijkl
p,g′h′i′j′k′l′(abcdef)
with
B
s,ghijkl
p,g′h′i′j′k′l′(abcdef) = B
s,ghijkl
p,g′h′i′j′k′l′(abcdef)
·
αg∗lαh′cαj∗iαk′fγgγiγk
αg′∗l′αhcαj′∗i′αkfγg′γi′γk′
. (32)
The additional factors come from reversing the orienta-
tions on the g, i, k links.
Although the algebraic definition of Bsp is complicated,
there is an alternative graphical representation for this
operator which is much simpler. It is convenient to de-
scribe this graphical representation in terms of the action
of Bsp on a bra 〈X | rather than describing its action on a
ket |X〉. In the graphical representation, the action of Bsp
can be understood as adding a loop of the type-s string
around the boundary of p:
〈 ∣∣∣∣∣∣∣B
s
p =
〈 ∣∣∣∣∣∣∣ . (33)
To obtain matrix elements of Bsp, we use the local rules
(2 - 4) and (6 - 15) to “fuse” the string s onto the
links along the boundary of the plaquette. That is, us-
ing these rules, we express
〈 ∣∣∣∣∣∣∣ as the state〈 ∣∣∣∣∣∣∣ multiplied by some constant. This con-
stant tells us the matrix element of Bsp between the state
〈 ∣∣∣∣∣∣∣ and the state
∣∣∣∣∣∣∣
〉
. In appendix
D, we show that this prescription reproduces the formula
in equation (31).
It is worth clarifying how exactly we use the local rules,
especially since the first three rules (2 - 4) involve the
wave function Φ. To be precise, we replace every rule of
the form Φ(X) =
∑
i ciΦ(Xi) (i.e. 2 - 4) with a linear
relation 〈X | =
∑
i ci〈Xi|. We then use these linear rela-
tions along with the linear relations (6 - 15) to fuse the
string s onto the boundary of plaquette, and obtain the
required matrix elements.
B. Properties of the Hamiltonian
Assuming {F (a, b, c), da, γa, α(a, b)} satisfy conditions
(18) and (19), the Hamiltonian has many nice properties.
The first property is that the Hamiltonian is Hermitian
as long as as∗ = a
∗
s. This result follows from the identity
(Bsp)
† = Bs
∗
p (34)
which we derive in appendix F.
The second property is that the QI and B
s
p operators
commute with each other:
[QI , QJ ] = 0 , [QI , B
s
p] = 0 , [B
s
p, B
s′
p′ ] = 0. (35)
The first two equalities follow easily from the definitions
of QI , B
s
p. The third equation is less trivial. We give an
algebraic derivation of this identity in appendix E.
Equations (35) tell us that every term in the Hamil-
tonian (27) commutes with every other term so that the
model is exactly soluble. This exact solubility holds for
any value of the coefficients as. However, in what follows,
we will focus on a particular value for these coefficients,
for which the mathematical structure of the model is es-
pecially simple. In particular, we consider the case where
as =
ds
|G|
. (36)
It can be shown that ds∗ = d
∗
s so that this choice of as is
compatible with the requirement a∗s = as∗ .
The third property of the Hamiltonian (which holds
for the above choice of as) is that the QI and Bp are
projection operators – i.e. they have eigenvalues 0, 1. It
is easy to derive this result for QI ; the derivation for Bp
is given in appendix F.
Putting these results together, we can now derive the
low energy properties of H . Let |qI , bp〉 denote the simul-
taneous eigenstates of QI , Bp:
QI |qI , bp〉 = qI |qI , bp〉 , Bp|qI , bp〉 = bp|qI , bp〉 (37)
Then the corresponding energies are
E = −
∑
I
qI −
∑
p
bp. (38)
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Since the eigenvalues qI , bp can be either 0, 1, it is clear
that the ground state(s) have qI = bp = 1, while the ex-
cited states have qI = 0 or bp = 0 for at least one site I
or plaquette p. In particular, we see that there is a finite
energy gap separating the ground state(s) from the ex-
cited states. All that remains is to determine the ground
state degeneracy. This degeneracy depends on the global
topology of our system. In appendix H, we show that for
a disk-like geometry with open boundary conditions (see
Fig. 12), there is a unique state with qI = bP = 1. In
other words, the ground state is non-degenerate. On the
other hand, in a periodic torus geometry, we find that
there are |G|2 degenerate ground states. This degener-
acy on a torus is a consequence of the topological order
in our system.1,19,20
The final property of our model which we establish in
appendix F is that the (unique) ground state of the lat-
tice model in a disk geometry, |Φlatt〉, obeys the local
rules (2 - 4) and (6 - 15). Therefore, since the local rules
determine the ground state wave function uniquely, we
conclude that |Φlatt〉 is identical to the continuum wave
function Φ, restricted to string-net configurations on the
honeycomb lattice. In other words, we have success-
fully constructed an exactly soluble Hamiltonian whose
ground state is |Φ〉. From now on, we will use |Φ〉 to
denote both the lattice ground state and the continuum
wave function, since the two are effectively identical.
VI. QUASIPARTICLE EXCITATIONS
In this section, we will derive the topological properties
of the quasiparticle excitations of the string-net Hamil-
tonian (27). In particular, we will find all the topolog-
ically distinct types of quasiparticles and compute their
braiding statistics with one another. Similarly to Ref.
[3], our analysis proceeds in two steps: first, we con-
struct “string” operators that create the quasiparticle
excitations, and then we use the commutation algebra
of the string operators to derive the quasiparticle braid-
ing statistics.
A. String operator picture
Previously, it has been argued that quasiparticle exci-
tations with nontrivial braiding statistics cannot be cre-
ated by applying local operators to the ground state. In-
stead, these excitations are naturally created using ex-
tended string-like operators.21 The basic picture is as
follows. For each topologically distinct quasiparticle ex-
citation α, there is a corresponding string operator. We
denote this string operator byWα(P ) where P is the path
along which the string operator acts. In general, Wα(P )
is defined for both open and closed paths P ; in the for-
mer case, we refer to Wα(P ) as an open string operator,
while in the latter case, we say that Wα(P ) is a closed
string operator.
The string operator Wα(P ) is characterized by several
properties. First, if P is an open path, then whenWα(P )
is applied to the ground state ‖Φ〉, the result is
Wα(P )|Φ〉 = |Φex〉 (39)
where |Φex〉 is an excited state containing a quasiparticle
α at one end of P , and the antiparticle of α at the other
end of P . Second, the excited state created by an open
string operator does not depend on the path of the string:
Wα(P )|Φ〉 =Wα(P
′)|Φ〉 (40)
for any two paths P, P ′ that have the same endpoints.
Third, if P is a closed path, then Wα(P ) does not create
any excitations at all: Wα(P )|Φ〉 ∝ |Φ〉.
Physically, one may think of an open string operator
as describing a process in which a particle-antiparticle
pair is created out of the ground state and the two parti-
cles are brought to the two ends of the string. Likewise,
a closed string operator describes a process in which a
pair of quasiparticles is created, and then one of them
is moved around the path of the string until it returns
to its original position, where it annihilates its partner.
Note that throughout this discussion, we assume that the
system is defined in a topologically trivial geometry, such
as a disk. In topologically non-trivial geometries, there
are additional complications coming from the existence
of multiple degenerate ground states, which we will not
discuss here.
B. Constructing the string operators
We now construct string operators that create each of
the different quasiparticle excitations of the string-net
Hamiltonian (27). We follow the same strategy as Ref.
[3]. First, we describe a particular ansatz for defining
string operators. Next we search for the special choices of
(s, ω, ω¯) that lead to string operators satisfying the path
independence condition (40). Finally, we argue that the
set of string operators that we find is complete in the
sense that it allows us to create all of the topologically
distinct quasiparticle types.
We begin by describing our ansatz for constructing
string operators. This ansatz allows us to build a string
operator W (P ) given some data (s, ω, ω¯), where s ∈ G,
and ω, ω¯ are two complex-valued functions defined on
the group G with ω(0) = ω¯(0) = 1. Here we suppress the
string label α until later discussion of the quasiparticles.
First, suppose that P is a closed path. In order to define
W (P ) we need to specify how W (P ) acts on each string-
net configuration. Here, we find it convenient to define
the action of W (P ) on a bra 〈X | rather than describing
its action on a ket |X〉. We describe the action of W (P )
using a graphical representation. More specifically, when
W (P ) is applied to a string-net state 〈X |, it simply adds
a “dashed” string along the path P under the preexisting
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string-nets: 〈 ∣∣∣∣∣W (P ) =
〈 ∣∣∣∣∣ . (41)
We then replace the dashed string with a type-s string,
and we replace every crossing using the rules〈
a
∣∣∣∣∣ = ω(a)
〈
a s
s
a
∣∣∣∣∣ , (42)〈
a
∣∣∣∣∣ = ω¯(a)
〈
as
sa
∣∣∣∣∣ .
After making these replacements, the end result is a new
string-net state 〈X ′|, multiplied by a product of complex
numbers ω(a), ω¯(a) – one for each crossing. This con-
struction defines the action of the operator W (P ). That
is, if 〈X | is the initial string-net state then 〈X |W (P ) =
c〈X ′| where 〈X ′| is the final string-net state obtained by
adding a dashed string using the above rules and c is a
product of the ω(a) and ω¯(a) factors along the path P .
The above ansatz allows us to define string operators in
the continuum; we now explain how to define the string
operators on the lattice. Let P be a closed path on the
honeycomb lattice. The corresponding string operator
W (P ) is defined as follows. First, we shift the path P
slightly so that it no longer lies exactly on the honeycomb
lattice. The way in which the path P is shifted is not
especially important, but for concreteness, we follow a
particular prescription for shifting the path P , shown
in Fig. 6. The action of the operator W (P ) can then
be described by a four step process. In the first three
steps, we add a dashed string along the path P , replace
the dashed string with a type-s string, and replace each
crossing using the rules (42). In the final step, we use the
local rules (2 - 4) and (6 - 15) to “fuse” the string s onto
the links along the path P . In the above discussion, we
have implicitly assumed that the initial string-net state
〈X | obeys the branching rules at all the vertices along
the path P ; if 〈X | does not obey the branching rules at
any of these vertices, then we define 〈X |W (P ) = 0.
The reader may notice that the definition of the closed
string operators is very similar to the graphical represen-
tation of the plaquette term in Hamiltonian, Bsp (33).
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Just like Bsp, it is possible to construct an explicit al-
gebraic formula for the matrix elements of W (P ). We
will not write out the explicit formula here, but the basic
structure is very similar to Bsp: one finds that the string
operatorW (P ) only affects the spin states along the path
P , and the matrix elements between these spin states are
a function of the spins on the edges adjacent to P .
We can also define open string operators on the lat-
tice. We use a graphical representation very similar to
the closed string case: the action of an open string oper-
atorW (P ) is defined by adding a dashed string along the
path P (shifted slightly) and then using the local rules
(2 - 4) and (6 - 15), (42) to resolve crossings and fuse the
P
s
FIG. 6. The action of the string operator W (P ) along a
path P on the honeycomb lattice. First, the W (P ) operator
adds a dashed line along the path P under the preexisting
string-nets. Then we replace the dashed line with a type-s
string and use (42) to resolve the crossings. Finally, we use
the local rules (2 - 4) and (6 - 15) to fuse the string s onto
the links along the path P .
string onto the links along P . There is some arbitrari-
ness in defining the action of the string operator near the
endpoints of P since the local rules are not defined for
string-net configurations that violate the branching rules.
However, it does not matter how exactly we define the
action of the string operator near its endpoints, since this
choice only affects the local properties of the quasiparti-
cle excitation created by W (P ), and does not affect the
topological properties which are our main concern here.
C. Path independence constraint
The above ansatz allows us to define a string opera-
tor W (P ) for each choice of (s, ω, ω¯). However, we are
only interested in the special class of string operators
that create deconfined quasiparticle excitations when we
apply them along an open path. As discussed above,
these string operators must satisfy path independence
(40): W (P )|Φ〉 =W (P ′)|Φ〉 for any two paths P, P ′ that
have the same endpoints. Below we search for the special
values of (s, ω, ω¯) that lead to path independent string
operators.
To this end, we note that the path independence con-
dition can be equivalently written as
〈X |W (P )|Φ〉 = 〈X |W (P ′)|Φ〉 (43)
where 〈X | is an arbitrary string-net state. Furthermore,
we observe that we only need to check path independence
for “elementary” deformations P → P ′, since larger de-
formations can be built out of elementary ones. In this
way, we can see that W will satisfy path independence if
and only if 〈
a b
∣∣∣∣∣Φ
〉
=
〈
a b
∣∣∣∣∣Φ
〉
(44)
for any a, b and〈
a* a
∣∣∣∣∣Φ
〉
=
〈
a* a
∣∣∣∣∣Φ
〉
(45)
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for any a. (The reason that the above two elementary
deformations are sufficient to establish general path in-
dependence is that any vertex with any set of orientations
can be built out of the above two vertices according to
(11), (12), (13); thus the above two conditions imply path
independence with respect to every vertex).
To proceed further, we translate the above graphical
relations (44-45) into algebraic conditions on (s, ω, ω¯) us-
ing the local rules (2 - 4), (6 - 15) and (42). The result
is (see appendix I):
ω(a)ω(b) = ω(a+ b) ·
FabsFsab
Fasb
Fs(a+b)(a+b)∗
Fsaa∗Fsbb∗
, (46)
ω¯(a) = ω(a)−1 · F−1ass∗F
−1
saa∗ . (47)
Next, we define
w(a) = ω(a)F (s, a, a∗) , w¯(a) = ω¯(a)F (a, s, s∗),
cs(a, b) =
F (a, b, s)F (s, a, b)
F (a, s, b)
. (48)
The above relations can then be written in the simple
form
w(a)w(b) = cs(a, b)w(a+ b), (49)
w¯(a) = w(a)−1. (50)
We wish to find all complex valued functions w, w¯ :
G → C that satisfy (49), (50). Clearly, it is sufficient to
find w satisfying (49), as w¯ can be obtained immediately
from Eq. (50).
To solve Eq. (49), we observe that the self-consistency
condition (18a) implies that cs(a, b) obeys the identity
cs(a, b)cs(a+ b, c) = cs(b, c)cs(a, b+ c). (51)
Equation (51) means that cs(a, b) is a well-known math-
ematical object, namely the “factor system” of a projec-
tive representation.23 From this point of view, the prob-
lem of solving equation (49) is equivalent to the problem
of finding a (1D) projective representation w : G → C
corresponding to the factor system cs(a, b).
There are two cases to consider: cs(a, b) may be sym-
metric in a, b or it may be non-symmetric. First, suppose
cs(a, b) is non-symmetric. In this case, we can see that
Eq. (49) has no nonzero solutions, since the left-hand side
is manifestly symmetric in a, b while the right-hand side
is non-symmetric. Hence, our ansatz does not yield any
path independent string operators of type s. To build a
path independent string operator, we have to use a more
general ansatz3 where the parameters w, w¯ are matri-
ces rather than scalars. Equivalently, we need to look for
higher dimensional projective representations with factor
system cs(a, b). We will not discuss this construction here
since the resulting particles have non-abelian statistics,14
and our focus is on models with purely abelian statistics.
In fact, throughout this paper we will restrict to choices
of F (a, b, c) such that cs(a, b) is symmetric for all s.
If cs(a, b) is symmetric, Eq. (49) can be solved as fol-
lows. Since every finite abelian group is isomorphic to a
direct product of cyclic groups, we can assume without
loss of generality that the group is G = ZN1 × ...× ZNk .
Let a1, a2, ..., ak be the generators of G. Once we find
the value of w(ak) for each generator ak, then w is fully
determined by equation (49). To find the value of w(ak),
we first rewrite equation (49) as
w(a)w(b)
w(a+ b)
= cs(a, b). (52)
Setting a = ak and b = yak where y is some integer, we
obtain
w(ak)w(yak)
w((y + 1)ak)
= cs(ak, yak). (53)
We then take the product of the above equations over
y = 0, 1, ..., Nk − 1. After canceling terms on the left
hand side, and using the fact that Nkak = 0, we find
w(ak)
Nk =
Nk−1∏
y=0
cs(ak, yak). (54)
We can see that w(ak) can take Nk different values for
each k. Hence, there are
∏
kNk = |G| solutions to Eqs.
(49), (50) for each choice of s. The parameter s can
also take |G| different values, so altogether we find |G|2
solutions, corresponding to |G|2 path independent string
operators.
At this point we have constructed |G|2 string opera-
tors. Since these string operators satisfy path indepen-
dence, we know that when we apply them to the ground
state (along an open path) they will create quasiparticle
excitations at the ends of the string. Thus, the above
operators will allow us to construct |G|2 different quasi-
particle excitations. The next question is to determine
whether this set of excitations is complete, i.e. whether
it contains every topologically distinct quasiparticle. To
address this question, we recall that the ground state de-
generacy of the model on a torus is |G|2, and hence by
general arguments we expect that the system supports
a total of |G|2 topologically distinct excitations. Fur-
thermore, we will show later that the above quasiparticle
excitations are all topologically distinct. Putting these
two facts together, we conclude that the above set of
quasiparticles is indeed complete.
D. Labeling scheme for quasiparticle excitations
Having constructed all the quasiparticle excitations,
we now describe a scheme for labeling these excitations.
To begin, we note that it is sufficient to define a labeling
scheme for the solutions to Eq. (49) since these solutions
are in one-to-one correspondence with the different exci-
tations. Next, we recall that Eq. (49) has |G| different
solutions w for each string type s ∈ G. Thus, an obvious
way to label the different solutions is to use a string type
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index s ∈ G, together with an integer index that runs
over 1, ..., |G|, e.g. w(s,1),w(s,2), ...,w(s,|G|).
While the above labeling scheme is perfectly adequate,
we will see below that it is actually more natural to label
the solutions to Eq. (49) by a string type index s ∈ G
together with an index m that runs over the different 1D
linear representations of G. We note that this alternative
scheme is sensible since every abelian group has exactly
|G| different 1D representations.
Following the latter approach, we will label each type-
s solution to Eq. (49) by an ordered pair α = (s,m)
where s ∈ G and m is a 1D representation of G. We will
denote this solution by wα. Similarly we will denote the
corresponding string operator by Wα, and we will refer
to the quasiparticle excitation created by Wα as α.
In order to make this labeling scheme well-defined, we
need to specify a particular type-s solution w(s,m) to Eq.
(49) for each ordered pair (s,m). We begin with the
special case where s = 0. In this case, equation (49) takes
a simple form since c0(i, j) = 1 (by Eqs. (48),(18b)):
w(a)w(b) = w(a+ b). (55)
We can see that the above equation is precisely the condi-
tion for w to be a 1D linear representation of G. Hence,
there is a very natural way to define a solution w(0,m) for
each m: we simply define
w(0,m) = ρm (56)
where ρm is the 1D representation corresponding to m.
Next we explain how w(s,m) is defined when s 6= 0.
Here, we proceed in two steps. In the first step, we
choose some arbitrary type-s solution to Eq. (49) and we
define w(s,0) to be this solution; the particular solution
we choose is a matter of convention – we will give some
examples of conventions in sections VIIA,VII B. After
choosing w(s,0), we then define
w(s,m) = w(s,0) · ρm. (57)
To understand why this definition is sensible, note that
w(s,0) · ρm will always solve Eq. (49) if w(s,0) solves Eq.
(49). Hence, (57) gives a complete parameterization of
the different type-s solutions to Eq. (49).
At this point, it is useful to introduce some termi-
nology. We will call the (s, 0) excitations “fluxes” and
the (0,m) excitations “charges.” Likewise, we will think
of a general excitation (s,m) as a composite of a flux
and a charge. We think of the parameter s as describ-
ing the amount of flux carried by the excitation, while
m describes the amount of charge. (The motivation for
this terminology is that the mutual statistics between
the (s, 0) and (0,m) excitations is identical to the mu-
tual statistics between fluxes and charges in lattice gauge
theory, as we will demonstrate in sections VIIA,VII B).
In this language, the basic idea behind our labeling
scheme is to define the “pure” charge excitations (0,m)
using Eq. (56), and to define the pure fluxes (s, 0) in
P1
P2
P1
P2
P2 P1 P1P2
FIG. 7. Computation of mutual statistics from string oper-
ators. On the top, we compare the action of Wβ(P2)Wα(P1)
with its reverse action Wα(P1)Wβ(P2). The phase difference
between the two products is equal to the mutual statistics
eiθαβ between the two quasiparticles created by Wα,Wβ. In
the bottom, we zoom in around the intersection point since
the commutation algebra only depends on the properties of
the string operators near the intersection point.
some arbitrary way – the definition of the pure fluxes
is a matter of convention. All the other excitations can
then be labeled as a composite of a charge and a flux, as
in Equation (57).
E. Braiding statistics of quasiparticles
In the previous section, we constructed a string oper-
ator Wα for each ordered pair α = (s,m) where s ∈ G,
and m is a 1D representation of G. We argued that these
|G|2 string operators serve as creation operators for |G|2
different quasiparticle excitations, which we label by α.
In this section, we will compute the braiding statistics
of these quasiparticle excitations. More specifically, we
will compute the mutual statistics θαβ for every pair of
quasiparticles α, β, as well as the exchange statistics θα
for every quasiparticle α. Here we use the convention
that θαβ and θα are associated with clockwise braiding
of particles.
To begin, we review the general relationship between
braiding statistics and the string operator algebra in
abelian topological phases. First we explain how the mu-
tual statistics θαβ is encoded in the string algebra; af-
terwards, we will discuss the exchange statistics θα. Let
α, β be two (abelian) quasiparticle excitations with mu-
tual statistics θαβ , and let Wα,Wβ be the corresponding
string operators. Then, for any two paths P1, P2 that
intersect one another as in Fig. 7, the corresponding
string operators Wα(P1),Wβ(P2) obey the commutation
algebra2,3,21
Wβ(P2)Wα(P1)|Φ〉 = e
iθαβWα(P1)Wβ(P2)|Φ〉 (58)
where |Φ〉 denotes the ground state of the system. A
simple way to derive this result is to consider the case
where P2 is an open path, and P1 forms a closed loop (see
Fig. 7. In this case, the two string operators Wα(P1),
Wβ(P2) have different physical interpretations. The op-
erator Wβ(P2) describes a process in which β and its
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antiparticle are created and then moved to opposite end-
points of the path P2. On the other hand, Wα(P1) de-
scribes a three step physical process in which (1) α and
its antiparticle are created out of the ground state |Φ〉,
(2) α is moved all the way around the closed loop P1,
and then finally (3) α and its antiparticle are annihilated.
Given these interpretations, we can see that the left hand
side of (58) describes a process in which α is first moved
around P1 and then β and its antiparticle are moved to
the endpoints of P2, while the right hand side describes
a process in which β and its antiparticle are first moved
to the endpoints of P2 and then α is moved around P1.
By the definition of mutual statistics, we know that these
two processes differ by the statistical Berry phase eiθαβ ,
thus implying Eq. (58). More generally, one can argue
that Eq. (58) holds for any two paths P1, P2 that in-
tersect each other once, since the commutation algebra
depends only on the properties of the string operators
near the intersection point.
The exchange statistics θα is also encoded in the string
operator algebra. In the most general case, θα can be ex-
tracted by examining the commutation relations between
three string operators, as discussed in Ref. [21]. How-
ever, the calculation of θα can be simplified, using the fact
thatWα obeys the path independence conditions (44-45),
and thatWα(P ∪P ′) =Wα(P )Wα(P ′) for any two paths
P, P ′ that share an endpoint. Using these properties,
it can be shown that Wα(P1),Wα(P2),Wα(P3),Wα(P4)
obey the algebra
Wα(P2)Wα(P1)|Φ〉 = e
iθαWα(P4)Wα(P3)|Φ〉 (59)
for any four paths P1, P2, P3, P4 with the geometry of Fig.
8 (See appendix J for a derivation).
With the above relations in hand, we are now ready
to compute the statistics of the quasiparticle excitations
in our model. We begin with the exchange statistics.
Let α = (s,m) be any quasiparticle excitation. We wish
to find the exchange statistics of α. The first step is
to multiply both sides of Eq. (59) by the “no-string”
(vacuum) ket 〈0|:24
〈0|Wα(P2)Wα(P1)|Φ〉 = e
iθα〈0|Wα(P4)Wα(P3)|Φ〉.
(60)
Next, we note that the graphical definition of Wα tells
us that the action of Wα(P2) on 〈0| is simply to add a
type-s string along the path P2 (there are no additional
phase factors since ωα(0) = 1 by assumption). The same
is true for Wα(P4), so we obtain:〈 ∣∣∣∣∣Wα(P1)
∣∣∣∣Φ
〉
= eiθα
〈 ∣∣∣∣∣Wα(P3)
∣∣∣∣Φ
〉
. (61)
Applying the definition of Wα once more, we derive
ωα(s)
〈 ∣∣∣∣∣Φ
〉
= eiθα
〈 ∣∣∣∣∣Φ
〉
. (62)
FIG. 8. Computation of exchange statistics from string
operators. The commutation relation of string operators
Wα(P2)Wα(P1) = e
iθWα(P4)Wα(P3) gives the exchange
statistics of quasiparticle α provided Wα is path independent
and Wα(P ∪ P
′) =Wα(P )Wα(P
′).
At the same time, using the local rules (4), we have〈 ∣∣∣∣∣Φ
〉
= F (s, s, s∗)
〈 ∣∣∣∣∣Φ
〉
. (63)
We conclude that
eiθα = ωα(s)F (s, s, s
∗)
= wα(s). (64)
Next, we find the mutual statistics between two exci-
tations α = (s,m), β = (t, n). Similarly to above, the
first step is to multiply both sides of Eq. (58) by the ket
〈0|:
〈0|Wβ(P2)Wα(P1)|Φ〉 = e
iθαβ 〈0|Wα(P1)Wβ(P2)|Φ〉.
(65)
Evaluating the action of the string operators on both
sides as above, we derive〈 ∣∣∣∣∣Φ
〉
ωα(t) = e
iθαβ ω¯β(s)
〈 ∣∣∣∣∣Φ
〉
. (66)
We conclude that
eiθαβ =
ωα(t)
ω¯β(s)
=
wα(t)
w¯β(s)
= wβ(s)wα(t). (67)
As a consistency check, note that when α = β, the above
expression simplifies to
eiθαα = wα(s)
2 = e2iθα (68)
as it should.
The above formulas (64), (67) allow us to com-
pute the complete set of quasiparticle braiding statis-
tics given any solution to the self-consistency conditions,
(F (a, b, c), da, α(a, b), γa). The computation requires sev-
eral steps. First, we need to compute cs(a, b) from
F (a, b, c). Second, we need to solve Eq. (49). Third,
we need to define our labeling scheme by specifying
which solutions we label by w(s,0). Finally, after tak-
ing these steps, we can obtain the exchange statistics of
α = (s,m) and the mutual statistics between α = (s,m)
and β = (t, n) using Eqs. (64) and (67).
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In sections VIIA,VII B, we will follow the above proce-
dure to find the complete quasiparticle braiding statistics
for every abelian string-net model. However, before pro-
ceeding to the general case, it is illuminating to consider a
few special cases where the quasiparticle braiding statis-
tics are particularly simple. We begin with the exchange
statistics of the charge excitations (0,m). From equation
(64) we can see that the exchange statistics of α = (0,m)
is given by
exp(iθ(0,m)) = w(0,m)(0) = ρm(0) = 1 (69)
where the second equality follows from equation (56). We
conclude that the charge excitations are all bosons.
It is also simple to derive the mutual statistics between
two charge excitations α = (0,m), β = (0, n). From
equation (67) we have
exp(iθ(0,m)(0,n)) = w(0,n)(0)w(0,m)(0) = 1 (70)
implying that the charge excitations are mutually
bosonic.
Finally, it is easy to compute the mutual statistics be-
tween a charge excitation α = (0,m) and a flux excitation
β = (t, 0):
exp(iθ(0,m)(t,0)) = w(t,0)(0)w(0,m)(t) = ρm(t) (71)
where the second equality follows from equation (56).
The above result (71) is exactly equal to the Aharonov-
Bohm phase associated with braiding a charge m around
a flux t in conventional lattice gauge theory. This simi-
larity is not a coincidence, since these models are in fact
realizations of the topological lattice gauge theories of Di-
jkgraaf and Witten13, as discussed in the introduction.
The results (69), (70), and (71) reveal an important
feature of the quasiparticle statistics in abelian string-
net models: we can see that both the mutual/exchange
statistics of the charges (69), (70), and the mutual statis-
tics between fluxes and charges (71), depend only on
the group G. In other words, these quantities depend
only on the branching rules, not on the parameters
(F (a, b, c), da, α(a, b), γa) that describe the more detailed
structure of the string-net condensate. Hence, these
quantities are not useful for distinguishing different types
of string-net condensates with the same branching rules;
to make these distinctions, we need to examine the ex-
change/mutual statistics of the flux excitations (s, 0).
F. Expressing braiding statistics in terms of
F (a, b, c)
In this section, we obtain formulas that directly relate
the quasiparticle braiding statistics to F (a, b, c). In some
cases, these formulas may provide the easiest approach
for computing the quasiparticle statistics. In other cases,
it may be more convenient to use the more indirect ap-
proach outlined below equation (68).
To begin, we derive a formula for the exchange statis-
tics of a pure flux quasiparticle α = (s, 0). To obtain the
exchange statistics of α = (s, 0), we need to find wα(s).
Following the same steps as in the derivation of Eq. (54),
it is easy to show that
(wα(s))
p =
p−1∏
y=0
cs(s, ys) =
p−1∏
y=0
F (s, ys, s) (72)
where p is the smallest positive integer such that p · s =
0. Applying the formula for exchange statistics (64), we
conclude that
exp(piθ(s,0)) =
p−1∏
y=0
F (s, ys, s). (73)
Naively, one might think that the above result (73)
only provides partial information about the exchange
statistics since it only tells us θ(s,0) modulo 2pi/p. How-
ever this partial information is the best we can hope for,
unless we specify a particular convention for which quasi-
particle is labeled by (s, 0). To see this, note that Eq.
(57) implies that
exp(iθ(s,m)) = exp(iθ(s,0)) · ρm(s) (74)
where ρm is the 1D representation corresponding to m.
It is not hard to show that as m runs over the set of
1D representations, ρm(s) runs over the set of pth roots
of unity, e2piik/p. Therefore if we change our labeling
convention so that (s, 0)→ (s,m), the exchange statistics
θ(s,0) can shift by any multiple of 2pi/p.
In light of this observation, we can see that equations
(73) and (74) actually give us complete information about
the exchange statistics of every quasiparticle excitation.
To compute the exchange statistics, we simply set eiθ(s,0)
equal to one of the pth roots of
∏p−1
y=0 F (s, ys, s) for each
s. We can choose whatever pth root of unity that we
like – different choices correspond to different definitions
of what constitutes a “pure” flux (s, 0). Once we have
eiθ(s,0) , we can then compute eiθ(s,m) for any m using Eq.
(74).
Like the exchange statistics, it is also possible to
express the mutual statistics θαβ directly in terms of
F (i, j, k). The simplest way to do this is to use the rela-
tionship between mutual statistics and exchange statis-
tics, namely
θαβ = θγ − θα − θβ (75)
where γ is the quasiparticle obtained by fusing α with β.
VII. QUASIPARTICLE STATISTICS OF
GENERAL ABELIAN STRING-NET MODELS
So far we have derived a general framework for con-
structing abelian string-net models and computing their
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quasiparticle braiding statistics. We now use this ma-
chinery to derive the quasiparticle statistics of all possi-
ble abelian string-net models. First, in section VIIA, we
find the quasiparticle statistics for the simplest class of
models, namely the models corresponding to the group
G = ZN . Then, in section VIIB, we will analyze the
general case G = ZN1 × ...× ZNk .
A. ZN string-net models
We begin by analyzing the abelian string-net models
with group G = ZN . We note that a similar analysis of
ZN string-net models, using a different formalism, was
given in Ref. [11]. Also an analysis of ZN string-net
models with parity invariance was given in Ref. [25].
To begin, we recall that in the ZN models, the string
type a can be thought of as group element a ∈ ZN or
equivalently integers a ∈ {0, 1, ..., N−1}. The dual string
type is defined by a∗ = −a (mod N), while the allowed
branchings are the triplets (a, b, c) that satisfy a+b+c = 0
(mod N).
The first step is to construct all possible string-net
models with the above ZN structure. To do this, we
need to find all solutions to the self-consistency equa-
tions (18), (19). In fact, it suffices to find all solutions
to (18), (19) up to gauge transformations, since gauge
equivalent solutions correspond to string-net models in
the same quantum phase.
Given this freedom to make gauge transformations, we
can assume without loss of generality that da ≡ 1 since
we can clearly gauge transform any solution to (18c) to
da = 1 using a g-gauge transformation (21) with g(a) =
d−1a . It is then clear that γa, α(a, b) are fully determined
by F according to (18d), (18e):
da = 1 , γa = F (a
∗, a, a∗) ,
α(a, b) = F (a, b, (a+ b)∗)γa+b. (76)
The only remaining parameter is F , so our problem re-
duces to finding all {F (a, b, c)} satisfying
F (a+ b, c, d)F (a, b, c+ d) = (77)
F (a, b, c)F (a, b+ c, d)F (b, c, d),
F (a, b, c) = 1 if a or b or c = 0 (78)
modulo the gauge transformation
F˜ (a, b, c) = F (a, b, c) ·
f(a, b+ c)f(b, c)
f(a, b)f(a+ b, c)
(79)
where |f(a, b)| = 1.
Fortunately, the problem of finding all solutions to
equation (77), modulo the gauge transformations (79)
is a well-known mathematical question from the subject
of group cohomology14,23,26. In the context of group co-
homology, the solutions to equation (77) are known as
“3-cocycles”, while the ratio f(a,b+c)f(b,c)f(a,b)f(a+b,c) is known as
a “3-coboundary.” The question of finding all cocycles
modulo coboundaries is exactly the problem of comput-
ing the cohomology group H3(G,U(1)).
In this section we are interested in the special case G =
ZN . In this case, it is known that H
3(ZN , U(1)) = ZN .
In particular, it is known that there are N distinct solu-
tions to (77) up to gauge transformations. In addition, an
explicit form for the N distinct solutions is known14,26:
F (a, b, c) = e2pii
pa
N2
(b+c−[b+c]). (80)
Here, the integer parameter p = 0 . . .N − 1 labels the
different solutions. The arguments a, b, c can take values
in the range 0, 1, ..., N − 1 and the square bracket [b+ c]
denotes b+c (mod N) with values also taken in the range
0, 1, ..., N − 1. Notice that all of these solutions satisfy
the additional constraint (78).
For each of the above N solutions, we can construct
a corresponding string-net model, namely the exactly
soluble lattice Hamiltonian defined in Eq. (27). Our
next task is to derive the topological properties of these
lattice models. In particular, we would like to deter-
mine the braiding statistics of the quasiparticle excita-
tions in these models. To this end, let us recall that
for a general abelian group G, the corresponding string-
net model has |G|2 topologically distinct quasiparticle
excitations. These excitations can be labeled by ordered
pairs α = (s,m) where s runs over the group elements
s ∈ G, and m runs over the 1D representations of G.
In the case of G = ZN , the group elements s ∈ G can
be parameterized by integers s = 0, 1, ..., N − 1 and the
1D representations can also be parameterized by integers
m = 0, 1, ..., N−1, where the representation ρm : G→ C
is defined by
ρm(a) = e
2piima
N .
We now compute the braiding statistics of the quasi-
particle excitations α = (s,m). We follow the approach
outlined below Eq. (67). First, we compute cs(a, b):
cs(a, b) =
F (a, b, s)F (s, a, b)
F (a, s, b)
= e2pii
ps
N2
(a+b−[a+b]).
Next, we solve Eq. (49) for each s. By inspection, we
can see that one solution of Eq. (49) is given by w(a) =
exp(2pii psaN2 ). We choose the convention where the above
solution is labeled by α = (s, 0), i.e., we define
w(s,0)(a) = e
2pii psa
N2 .
Then, by Eq. (57) we have
w(s,m)(a) = e
2pii( psa
N2
+ma
N ). (81)
We are now ready to derive the exchange statistics and
braiding statistics of the quasiparticle excitations. Sub-
stituting (81) into (64), we find that the exchange statis-
tics of α = (s,m) is given by
θ(s,m) = 2pi
(
ps2
N2
+
ms
N
)
. (82)
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Evidently there are two contributions to the exchange
statistics of (s,m) quasiparticle: the first term can be
interpreted as coming from flux-flux exchange statistics
while the second term can be thought of charge-flux
Aharonov-Bohm phase.
Similarly, substituting (81) into (67), we find that the
mutual statistics of α = (s,m) and β = (t, n) is
θ(s,m)(t,n) = 2pi
(
2pst
N2
+
ns+mt
N
)
. (83)
Again, we can see that there are two contributions to the
statistics: one coming from the flux-flux statistics and
the other from moving s and t fluxes around n and m
charges respectively.
B. ZN1 × · · · × ZNk string-net models
We now generalize the discussion to abelian string-net
models with group G = ZN1 × · · · × ZNk . Since every
finite abelian group is isomorphic to a direct product of
cyclic groups, this case is sufficiently general to cover all
abelian string-net models.
To begin, let us recall the structure of these models. In
these models, the strings are labeled by group elements
a ∈ ZN1 × · · · × ZNk . Equivalently, the string types can
be parameterized by k-component integer vectors a =
(a1, a2, ..., ak) where 0 ≤ ai ≤ Ni − 1. The dual string
is defined by a∗i = −ai (mod Ni) for each i, while the
allowed branchings are the triplets (a, b, c) that satisfy
ai + bi + ci = 0 (mod Ni) for each i.
The next step is to find all possible ZN1 × · · · × ZNk
string-net models. As in the ZN case discussed above,
the latter problem reduces to finding all F (a, b, c) satis-
fying (77), (78) modulo the gauge transformation (79).
This problem is closely related to the problem of com-
puting the cohomology group H3(
∏
i ZNi , U(1)). This
cohomology group has been calculated previously and is
given by14,26
H3
(∏
i
ZNi , U(1)
)
=
∏
i
ZNi ·
∏
i<j
Z(Ni,Nj)
·
∏
i<j<k
Z(Ni,Nj,Nk) (84)
where (Ni, Nj) denotes the greatest common divisor of
Ni and Nj , and similarly for (Ni, Nj, Nk).
Now, as explained in section VIC, it is important
to distinguish between two types of solutions to (77),
(78): solutions with cs(a, b) = cs(b, a), and solutions
with cs(a, b) 6= cs(b, a) where cs is defined as in Eq.
(48). In the former case, the corresponding string-
net model has only abelian quasiparticle excitations,
while in the latter case, the model supports non-abelian
excitations.14 In this paper, we focus entirely on models
with abelian excitations, so we will restrict ourselves to
solutions that satisfy cs(a, b) = cs(b, a). It is known
14
that the solutions with this property are classified by
a subgroup of the cohomology group H3(
∏
i ZNi , U(1)),
namely
∏
i ZNi
∏
i<j Z(Ni,Nj). In particular, the total
number of gauge inequivalent solutions to (77) is
N =
∏
Ni ·
∏
i<j
(Ni, Nj). (85)
An explicit form for the N distinct solutions is
known:14,26
F (a, b, c) = e2piia
T
N
−1
PN
−1(b+c−[b+c]). (86)
Here, the arguments a, b, c are k component integer vec-
tors with 0 ≤ ai ≤ Ni − 1 for each i, and the square
bracket [b + c] denotes a vector whose i-th component
is (ai + bi) (mod Ni) with values taken in the range
0, 1, ..., Ni−1. The matrixN is the k×k diagonal matrix
N = diag(N1, ..., Nk) and P is a k × k upper-triangular
integer matrix that parameterizes the different solutions.
The diagonal elements of P are restricted to the range
0 ≤ Pii ≤ Ni − 1, while the elements above the diagonal
are restricted to the range 0 ≤ Pij ≤ (Ni, Nj)− 1. As in
the ZN case, we can see that the F (a, b, c) not only obey
(77), but also satisfy the additional constraint (78).
The N solutions defined in (86) can be used to con-
struct N different lattice models. Our next task is to
determine the braiding statistics of the quasiparticle exci-
tations in these models. These excitations can be labeled
by ordered pairs α = (s,m) where s runs over the group
elements s ∈ G, and m runs over the 1D representa-
tions of G. In the case of G = ZN1×· · ·×ZNk , the group
elements s ∈ G can be parameterized by k component in-
teger vectors sT = (s1, s2, . . . , sk) with 0 ≤ si ≤ Ni − 1,
and the 1D representations can also be parameterized
by k component integer vectors mT = (m1,ms, . . . ,mk)
with 0 ≤ mi ≤ Ni − 1. In this parameterization, the
representation ρm : G→ C is defined by
ρm(b) = e
2piimTN−1b.
To find braiding statistics of the quasiparticle excita-
tions α = (s,m), we follow the same steps as in the ZN
case. First, we compute cs(a, b):
cs(a, b) = e
2piisTN−1PN−1(a+b−[a+b]).
Next, we solve Eq. (49) for each s. By inspection, we
can see that one solution of Eq. (49) is given by w(a) =
exp(2piisTN−1PN−1a). We choose the convention where
the above solution is labeled by α = (s, 0), i.e., we define
w(s,0)(a) = e
2piisTN−1PN−1a.
Then, by Eq. (57) we have
w(s,m)(a) = e
2pii(sTN−1PN−1a+mTN−1a). (87)
We are now ready to derive the exchange statistics and
braiding statistics of the quasiparticle excitations. Sub-
stituting (87) into (64), we find that the exchange statis-
tics of α = (s,m) is given by
θ(s,m) = 2pi(s
TN−1PN−1s+mTN−1s). (88)
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Similarly, substituting (87) into (67), we find that the
mutual statistics of α = (s,m) and β = (t, n) is
θ(s,m)(t,n) = 2pi(s
TN−1(P+PT )N−1t
+ nTN−1s+mTN−1t). (89)
VIII. CHERN-SIMONS DESCRIPTION
So far we have derived the basic topological properties
of abelian string-net models, including their quasiparticle
braiding statistics and their ground state degeneracy on
a torus. It is natural to wonder: can these properties be
described by some low energy effective theory? In this
section, we find a field theoretic description in terms of
multicomponent U(1) Chern-Simons theory.
Before explaining this effective field theory descrip-
tion, we first (briefly) review the basic formalism of U(1)
Chern-Simons theory.1,19,27 It is believed that the topo-
logical properties of any abelian gapped many-body sys-
tem can be described by someM component U(1) Chern-
Simons theory of the form
L =
KIJ
4pi
εµνλaIµ∂νaJλ (90)
where K is an M ×M symmetric, non-degenerate inte-
ger matrix. In this formalism, the different quasiparticle
excitations are described by coupling L to bosonic par-
ticles that carry integer gauge charge qI for each gauge
field aI . Hence, the quasiparticles are parameterized by
M component integer vectors q. The mutual statistics
between two quasiparticles q and q′ is
θqq′ = 2piq
TK−1q′ (91)
while the exchange statistics of quasiparticle q is θq =
1
2θqq. Two quasiparticles q and q
′ are said to be “topo-
logically equivalent” if q− q′ = KΛ where Λ is an integer
M component vector. The number of topologically dis-
tinct quasiparticles is given by | detK|, as is the ground
state degeneracy on the torus.
With this background, we are now ready to give a
Chern-Simons description for the abelian string-net mod-
els. Recall that in the previous section, we explicitly con-
structed all possible abelian string-net models. These
models are parameterized by two pieces of data: (1) a
finite abelian group G = ZN1 × . . .ZNk , and (2) a k × k
upper triangular integer matrix P with 0 ≤ Pii ≤ Ni− 1
and 0 ≤ Pij ≤ (Ni, Nj) − 1. Our basic task is to find a
K-matrix for each choice of G and P that captures the
topological properties of the associated abelian string-net
model. We will argue that the following K-matrix does
the job:
K =
(
0 N
N P˜
)
. (92)
Here,N is a k×k diagonal matrix, N = diag(N1, ..., Nk),
and P˜ is a k × k symmetric, integer matrix defined by
P˜ = −P−PT . The ’0’ is meant to denote k × k matrix
with vanishing elements. Thus, K has dimension 2k×2k.
To show that the abelian string-net models (86) are de-
scribed by the above Chern-Simons theory (92), we need
to establish a one-to-one correspondence between the
quasiparticle excitations of each system. In the abelian
string-net model, the quasiparticle excitations are param-
eterized by ordered pairs (s,m), where s,m are k com-
ponent integer vectors with 0 ≤ si,mi ≤ Ni − 1 for each
i. On the other hand, in the Chern-Simons theory (92),
the topologically distinct quasiparticles are parameter-
ized by 2k component integer vectors q (modulo KZ2k).
Thus, we need a one-to-one correspondence between or-
dered pairs (s,m) and 2k component integer vectors q.
It is easy to see that the following mapping does the job:
q =
(
s
m
)
(modulo KZ2k). (93)
In fact, not only is this mapping a one-to-one correspon-
dence, but it also preserves exchange statistics: i.e. the
exchange statistics of q in the Chern-Simons theory is the
same as the exchange statistics of (s,m) in the abelian
string-net model. To see this, note that
θq = piq
TK−1q
= pi
(
s m
)
·
(
−N−1P˜N−1 N−1
N−1 0
)
·
(
s
m
)
= pi(−sTN−1P˜N−1s+ 2sTN−1m)
= θ(s,m) (94)
where the last line follows from (88). Likewise, the map-
ping preserves mutual statistics: letting q =
(
s
m
)
and
q′ =
(
t
n
)
, we have
θqq′ = 2piq
TK−1q′
= 2pi
(
s m
)
·
(
−N−1P˜N−1 N−1
N−1 0
)
·
(
t
n
)
= 2pi(−sTN−1P˜N−1t+ sTN−1n+mTN−1t)
= θ(s,m)(t,n) (95)
where the last line follows from (89). We conclude that
the quasiparticle braiding statistics of the Chern-Simons
theory (92) exactly agree with the statistics of the abelian
string-net model.
In addition to quasiparticle statistics, there is one
other topological quantity we need to compare to be
sure that the string-net models are described by the
Chern-Simons theory (92).8 This quantity is the ther-
mal Hall conductance4 (also known as the “chiral central
charge”5). In general, the thermal Hall conductance of
a multicomponent U(1) Chern-Simons theory is given by
the signature of the K matrix.4 It is easy to check that
the signature of (92) is 0, so we conclude that (92) has
vanishing thermal Hall conductance. At the same time,
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we know that the abelian string-net model has vanish-
ing thermal Hall conductance, since the Hamiltonian is
a sum of commuting projectors.6 Thus, the thermal Hall
conductances also match.
In summary, we have shown that the Chern-Simons
theory (92) correctly captures the quasiparticle statistics
and thermal Hall conductance of the abelian string-net
model (86). In this sense, (92) provides a good low energy
effective theory for the string-net model (86).
IX. CHARACTERIZING THE PHASES THAT
CAN BE REALIZED BY STRING-NET MODELS
Having systematically constructed all the abelian
string-net models, we are faced with an important ques-
tion: which topological phases can be realized by abelian
string-net models, and which phases cannot be realized?
In this section, we answer this question in three different
ways: we describe three different criteria for character-
izing the set of topological phases that can be realized
by abelian string-net models. The first criterion is based
on braiding statistics, the second based on the K-matrix
formalism, and the third based on properties of the edge.
A. Braiding statistics and K-matrix
characterizations
Our first criterion for determining whether a phase
is realizable is based on braiding statistics and ther-
mal Hall conductance. Specifically, we will show that
an abelian topological phase is realizable if and only if
(i) it has a vanishing thermal Hall conductance, and (ii)
it has a least one Lagrangian subgroup. Here, a “La-
grangian subgroup”8 M is a subset of quasiparticles with
two properties. First, all the quasiparticles in M are
bosons and have trivial mutual statistics with one an-
other: eiθm = eiθmm′ = 1 for all m,m′ ∈ M. Second, if l
is a quasiparticle that is not contained in M, then it has
nontrivial mutual statistics with at least one quasiparti-
cle m ∈ M: eiθlm 6= 1.
Before deriving the above result, we find it useful to
explain another criterion for characterizing the set of re-
alizable phases. We will then show that the two criteria
are equivalent and prove them both simultaneously. The
second criterion is based on the Chern-Simons K-matrix
formalism. Here, the starting point for our analysis is
the statement that every abelian topological phase can
be described by a multicomponent U(1) Chern-Simons
theory with a symmetric, non-degenerate integer matrix
K. The only constraint on K is that it must have even
elements on the diagonal if the corresponding topological
phase is built out of bosons, as we assume here.
Given this Chern-Simons framework, we should be able
to find a criterion that tells us which K-matrices can
be realized by abelian string-net models and which K-
matrices cannot be realized. Naively, one might think
that the answer to the question follows from equation
(92): one might think that the realizable K-matrices
are exactly the matrices of the form (92). However,
this is not quite correct. The problem is that the cor-
respondence between K-matrices and topological phases
is not one-to-one: multiple K-matrices can correspond
to the same topological phase. For example, if K,K ′
differ by a change-of-basis transformation of the form
K ′ = WTKW , where W is an integer matrix with de-
terminant ±1, then K,K ′ describe the same topologi-
cal phase.28 Given this equivalence between different K-
matrices, we have to work a little bit harder to derive
a criterion that distinguishes the realizable K-matrices
from the non-realizable K-matrices. We will show that
the following criterion does the job: a K-matrix is re-
alizable if and only if it has even dimension, 2k × 2k,
and there exist k linearly independent integer vectors
Λ1, . . . ,Λk such that
ΛTi KΛj = 0 (96)
for all i, j. The Λi are known as “null vectors.”
We prove these results in three steps. First, we show
that the braiding statistics and K-matrix criteria are
equivalent to one another. Next, we show that the braid-
ing statistics criterion is necessary for a phase to be re-
alizable. Finally, we show that the K-matrix criteria are
sufficient for a phase to be realizable. Once we establish
these three claims, both results follow immediately.
The first claim — i.e. the fact that the braiding statis-
tics and K-matrix criteria are equivalent to one another
— follows immediately from Ref. [9]. Indeed, that work
showed explicitly that a K-matrix satisfies (96) if and
only if it satisfies conditions (i), (ii). Next, consider the
second claim, namely the statement that the braiding
statistics criteria are necessary for a phase to be real-
izable. To establish this result, it suffices to show that
every string-net model obeys conditions (i) and (ii). This
can be done straightforwardly: indeed, we know that all
string-net models have a vanishing thermal Hall conduc-
tance, since their Hamiltonians are sums of commuting
projectors.6 Also, it is easy to see that the set of charge
excitations {(0,m)} always constitutes a Lagrangian sub-
group (see Eqs. (69), (70), and (71)).
To complete the argument, we now show that the K-
matrix criterion is sufficient for a phase to be realizable.
In other words, we show that every K matrix that obeys
(96) can be realized by an appropriate abelian string-
net model. Our strategy will be to show that every K-
matrix that obeys (96) can be written in the form (92)
after making an appropriate change-of-basis transforma-
tion K → WTKW , where W is an integer matrix with
determinant ±1. To this end, we observe that any K-
matrix that obeys (96) can be written in the form
K =
(
0 A
AT B
)
after a suitable change of basis (see appendix A1b of Ref.
[29] for a detailed proof). Next, we use the Smith nor-
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mal form to find matrices S,T with unit determinant
such that SAT = N, where N is a diagonal matrix,
N = diag(N1, . . . , Nk). We then make the change of
basis K → K ′ =WT1 KW1, where
W1 =
(
ST 0
0 T
)
.
After this change of variables, we have
K ′ =
(
0 N
N B′
)
where B′ = TTBT. To complete the argument, we make
one more change of basis: we define K ′′ = WT2 K
′W2,
where
W2 =
(
1 UT
0 1
)
.
The result is
K ′′ =
(
0 N
N P˜
)
(97)
where P˜ = B′ +UN +NUT . It is not hard to see that
we can always choose U so that P˜ obeys the inequalities
0 ≤ −P˜ii ≤ 2(Ni−1) and 0 ≤ −P˜ij ≤ (Ni, Nj)−1. This
completes the argument.
B. Examples of realizable and non-realizable
phases
We now describe a few representative examples of re-
alizable and non-realizable phases. A simple example of
a realizable phase is the phase corresponding to the K-
matrix
K1 =
(
0 2
2 0
)
. (98)
To see that K1 is realizable, note that it has a null vec-
tor ΛT1 =
(
1 0
)
and it has dimension 2 × 2, so it sat-
isfies the two conditions from section IXA. This Chern-
Simons theory can equivalently be thought of as Z2 gauge
theory.30
More generally, it is easy to see that any K-
matrix of the form
(
0 N
N 0
)
is realizable where N =
diag(N1, . . . , Nk). Like K1, these Chern-Simons theo-
ries are equivalent to discrete gauge theories where the
gauge group is G = ZN1 × · · · × ZNk .
Another example of a realizable phase is:
K2 =
(
2 0
0 −2
)
. (99)
Again, it is easy to see that K2 is realizable, since it
has a null vector ΛT1 = (1, 1). This phase is an exam-
ple of a “doubled Chern-Simons theory”: it is a sum of
two Chern-Simons theories with opposite chiralities. It
is easy to see that general doubled Chern-Simons theo-
ries of the form
(
A 0
0 −A
)
are also realizable. Here, A is
a symmetric, integer, non degenerate matrix, with even
elements on the diagonal.
A third example of a realizable phase is given by
K3 =
(
2 0
0 −8
)
. (100)
Here, an appropriate null vector is given by ΛT1 = (2, 1).
On other other hand, an example of a phase that is not
realizable is
K4 =
(
2 0
0 −4
)
. (101)
One way to see this is to note that K4 does not have any
null vectors since the equation 2x2 − 4y2 = 0 does not
have any (nonzero) integer solutions.
The K3,K4 examples are interesting because they
show that the simplest expectations for which topologi-
cal phases can and cannot be realized by string-net mod-
els are incorrect. For example, an optimist might have
guessed that the string-net models can realize all phases
with vanishing thermal Hall conductance: indeed, this
scenario is the best one could hope for since ground states
of Hamiltonians which are sums of commuting projectors
always have vanishing thermal Hall conductance, as dis-
cussed in the introduction. The K4 example disproves
this conjecture: K4 has vanishing signature and there-
fore vanishing thermal Hall conductance, yet it appar-
ently cannot be realized by any string-net model. Simi-
larly, a pessimist might have guessed that the string-net
models can only realize phases that are compatible with
time-reversal symmetry since all the models realized in
Ref. [3] were compatible with time-reversal symmetry.
The K3 example disproves this conjecture as well. To see
this, note that the phase corresponding to K3 is mani-
festly incompatible with time-reversal symmetry: indeed,
this phase contains a particle with exchange statistics
θ = −pi/8, but it does not contain any particle with the
opposite exchange statistics, +pi/8. We conclude that
the set of realizable phases lies somewhere in between
the pessimistic and optimistic scenarios: the string-net
models can realize more than just the time-reversal sym-
metric phases, but they cannot realize all the phases with
vanishing thermal Hall conductance.
C. Characterization in terms of gapped edges
In light of the K3,K4 examples discussed above, it
is clear that the difference between realizable and non-
realizable phases can be quite subtle. Thus, it is natural
to wonder whether there is a simple physical property
that distinguishes the two types of phases. Remarkably,
such a property does exist: it is possible to show that
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an abelian topological phase is realizable if and only if
the boundary between the phase and the vacuum can
be fully gapped by suitable edge interactions. In other
words, the realizable phases are exactly the phases that
support gapped edges.
To derive this edge state characterization of realizable
phases, we again make use of the results of Ref. [9].
In particular Ref. [9] proved that an abelian phase can
support a gapped edge if and only if (i) it has a vanish-
ing thermal Hall conductance and (ii) it has at least one
Lagrangian group. In other words, the results of Ref.
[9] imply that the edge state characterization is equiva-
lent to the braiding statistics andK-matrix characteriza-
tions from section IXA. Therefore, since we have already
established the braiding statistics and K-matrix results
(96), the edge state characterization follows immediately.
Before concluding, we would like to point out that it is
actually quite easy to see that all realizable phases sup-
port a gapped edge: indeed in appendix G, we explicitly
construct interactions that gap the boundary of a general
abelian string-net model. Thus, we really only need Ref.
[9] to prove the converse statement — i.e. to prove that
all abelian phases with a gapped edge are realizable.
The above result has a number of interesting impli-
cations. One implication is that we can now show that
even if we generalized our string-net construction to other
types of branching rules, we would not realize any new
abelian topological phases beyond those that we have re-
alized here. To see this, we note that quite generally, all
string-net models support a gapped edge, independent of
their branching rules. Indeed, in appendix G, we con-
struct explicit interactions that gap the edge of abelian
string-net models. An identical construction can be used
to gap the edge of general string-net models.7 This con-
struction means that the only topological phases that
are accessible to string-net models are those that sup-
port gapped edges. Thus, since we have already realized
every abelian phase with a gapped edge, we cannot pos-
sibly realize any new abelian phases, even if we consider
other branching rules. (In fact, we believe that other
types of branching rules always give non-abelian topo-
logical phases, though we do not have a proof of this
conjecture).
X. EXAMPLES
In this section, we work out some illustrative examples,
namely Z2, Z3, Z4 and Z2 × Z2 string-net models. For
each example, we determine whether α and γ can be
gauged away by f and g gauge transformations. For the
Z2 and Z4 models, we find a gauge where all γ = α =
1. On the other hand, we find that for some of the Z3
models, every gauge has at least one α 6= 1, while for
some of the Z2×Z2 models, every gauge has at least one
γ 6= 1. Thus, these examples show that the dot and null
string structures are essential to realizing some, but not
all, string-net models.
A. Z2 string-net model
First we specify the Hilbert space of the Z2 string-
net models. The string types are labeled by Z2 group
elements {0, 1}. The dual string types are 0∗ = 0,
1∗ = 1 (since −1 ≡ 1 (mod 2)). The branching rules are
{(0, 0, 0), (0, 1, 1)} which requires the strings form closed
loops. Thus the Hilbert space is the set of all possible
closed loops.
Next we construct the Hamiltonians and wave func-
tions for the different Z2 string-net models. To do this,
we have to solve the self-consistency conditions (18-19)
for {F, d, γ, α}. According to the general solution given
in (80),(76), there are two distinct solutions, parameter-
ized by an integer p = 0, 1:
F (1, 1, 1) = (−1)p, γ1 = α(1, 0) = α(0, 1) = (−1)
p,
other F, d, γ, α = 1.
While the above solutions are perfectly sufficient for con-
structing exactly soluble models, it is desirable to have
solutions with as many γ’s and α’s equal to 1 as possible,
since this will lead to simpler models with more symme-
try and topological invariance. Therefore, we now dis-
cuss how to simplify these solutions using the f, g gauge
transformations (20, 21).
The first step in this simplification process is to choose
a g-gauge transformation to make as many γ’s equal to
1 as possible. In the above case, we can make every
γ = 1 using g(0) = 1, g(1) = (−1)p. After this gauge
transformation we have
F (1, 1, 1) = (−1)p, d1 = (−1)
p,
other F, d, γ, α = 1. (102)
The second step in the simplification process is to use
an f -gauge transformation to make as many α’s equal
to 1 as possible. However, in Eq. (102), we already
have all α = 1 and thus there is no need for an f -gauge
transformation. We can see that in the above gauge,
γ = α = 1 so null strings and dots are irrelevant. Thus,
the resulting solutions (102) can be constructed using the
original formalism of Ref. [3].
With the solutions (102) in hand, we can construct
the wave functions and Hamiltonian using (2 - 4), (6 -
15) and (27). For the p = 0 solution, the wave function
is
Φ(X) = 1 (103)
for any closed string-net configuration X . The corre-
sponding Hamiltonian is the toric code.2,3 On the other
hand, for the p = 1 solution, the wave function is
Φ(X) = (−1)loop(X) (104)
with loop(X) meaning the total number of closed loops
in the configuration X . The corresponding Hamiltonian
is the “doubled semion model.”3
23
What if we work in other gauge, say g(0) = 1, g(1) =
−(−1)p? After this gauge transformation, we will get the
solutions
F (1, 1, 1) = (−1)p, d1 = −(−1)
p,
γ1 = α(1, 0) = α(0, 1) = −1, others = 1.
In this gauge, we need to keep track of the null strings as
well as the dot structure. However, for simplicity let us
consider an orientation configuration on the honeycomb
lattice where the orientations chosen so that there are no
vertices with 3 incoming or 3 outgoing strings. In this
case, there are no dots in the lattice model, and α can
be safely ignored. The wave function for the p = 0 case
can then be written as
Φ(X) = (−1)loop(X)(−1)(null-in(X)−null-out(X))/2. (105)
Here “null-in(X)” means the total number of vertices
along the loops in X in which (1) two oppositely ori-
ented strings and a null string meet one another, and (2)
the null string lies on the inside of the loop. The quantity
“null-out(X)” is similar except it counts vertices where
the null string is on the outside of the loop. Similarly,
the wave function for the p = 1 solution becomes
Φ(X) = (−1)(null-in(X)−null-out(X))/2. (106)
We can see that the wave functions (105, 106) are more
complicated than they are for the other gauge choice
(103, 104). This motivates our efforts to gauge away
γ and α as much as possible. That being said, we would
like to mention that for some special orientation con-
figurations, different gauges can lead to identical lattice
wave functions. For example, for the honeycomb lattice
with the orientations shown in Fig. 5, the g-gauge trans-
formation does not change the wave function at all (see
appendix C).
Independent of the gauge choice, the p = 0, 1 models
each have |G|2 = 4 distinct types of quasiparticles which
are labeled by ordered pairs (s,m) with s,m = 0, 1. The
braiding statistics of these particles can be read off from
(82,83). Alternatively, we can describe these braiding
statistics by an appropriate U(1) Chern-Simons theory.
In particular, according to the general result (92), these
models are described by U(1)×U(1) Chern-Simons the-
ories with K-matrix
K =
(
0 2
2 −2p
)
.
B. Z3 string-net model
The Z3 models have three types of strings {0, 1, 2} with
dual strings 0∗ = 0, 1∗ = 2, 2∗ = 1. The branching rules
are {(0, 0, 0), (0, 1, 2), (1, 1, 1), (2, 2, 2)}. Thus the Hilbert
space consists of all possible string-nets with the above
string types and branching rules.
To construct the Hamiltonians and wave functions for
the Z3 models, we have to solve the self-consistency con-
ditions for {F, d, γ, α}. According to the general solution
given in (80),(76), there are three distinct solutions, pa-
rameterized by an integer p = 0, 1, 2:
F (1, 1, 2) = F (1, 2, 1) = F (1, 2, 2) = ei2pip/3,
F (2, 1, 2) = F (2, 2, 1) = F (2, 2, 2) = e−i2pip/3,
γ1 = e
−i2pip/3, γ2 = e
i2pip/3,
α(1, 0) = α(0, 1) = e−i2pip/3,
α(2, 0) = α(0, 2) = α(1, 1) = α(2, 2) = ei2pip/3,
others = 1.
As in the previous example, we now try to simplify this
solution as much as possible using appropriate gauge
transformations. First, we choose a g-gauge transforma-
tion (21) to make γ = 1. By choosing g(a) = ei2pipa/3,
we have
F (1, 1, 2) = F (1, 2, 1) = F (1, 2, 2) = ei2pip/3,
F (2, 1, 2) = F (2, 2, 1) = F (2, 2, 2) = e−i2pip/3,
d1 = e
i2pip/3, d2 = e
−i2pip/3,
α(2, 2) = e−i2pip/3, others = 1. (107)
Next we look for an f -gauge transformation (20) to make
α = 1. However, when p = 1, 2 no such f exists. In
fact, no combination of f, g can gauge away α completely.
To see this, notice that if a + a + a = 0, the quantity
α(a, a) · α(a∗, a∗) is gauge invariant under both f and g
transformations. Hence, if this quantity is not equal to
unity, then we have no hope of gauging away α. In the
above case, we have α(1, 1)·α(2, 2) 6= 1, so it is indeed not
possible to find a gauge where α = 1. We note that since
α cannot be gauged away, the above p = 1, 2 solutions
are not accessible to the original string-net construction
of Ref. [3]. Thus, we have an explicit example of a string-
net model that requires the dot structure to be realized.
As for the low energy excitations, the p = 0, 1, 2 mod-
els each have |G|2 = 9 distinct quasiparticles labeled by
ordered pairs (s,m) with s,m = 0, 1, 2. The quasiparticle
statistics are described by the U(1)×U(1) Chern-Simons
theory (92) with K-matrix
K =
(
0 3
3 −2p
)
.
C. Z4 string-net model
As discussed in section III B, the Hilbert space
for the Z4 models involves four string types labeled
by {0, 1, 2, 3}. The dual string types are 0∗ =
0, 1∗ = 3, 2∗ = 2, 3∗ = 1. The branching rules are
{(0, 0, 0), (0, 1, 3), (0, 2, 2), (1, 1, 2), (3, 3, 2)}.
To construct the Hamiltonians and wave functions for
the Z4 models, we solve the self-consistency conditions
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for {F, d, γ, α}. As in the previous examples, we use the
general solution (80),(76), which tells us that there are 4
solutions labeled by p = 0, 1, 2, 3. We then try to gauge
away γ and α as much as possible using f, g. Interestingly
we find a combination of gauge transformations which
makes all γ = α = 1 (more generally, such a gauge exists
for any ZN string-net model where N is not divisible by
3). To accomplish this, we first apply a g-gauge trans-
formation (21) with g(a) = ipa followed by an f -gauge
transformation with f(3, 2) = (−i)p, f(3, 3) = (−1)p.
The result is:
F113 = F331 = F232 = F212 = F131 = i
p,
F133 = F311 = F123 = F321 = F313 = (−i)
p,
F122 = F231 = F223 = F312 = F222 = F333 = (−1)
p,
d1 = i
p, d2 = (−1)
p, d3 = (−i)
p, others = 1. (108)
Since α = γ = 1, these models can be defined with-
out worrying about dots or null strings, as in Ref. [3].
(However, the reflection symmetry constraint in Ref. [3]
ds = ds∗ suppresses the p = 1, 3 solutions.) As a result,
the local rules are simple and highly symmetric. For ex-
ample, the nontrivial local rules corresponding to F are
given by:
Φ
( )
= ipΦ
( )
,
Φ
( )
= (−1)pΦ
(
2 2
)
,
Φ
( )
= ipΦ
( )
,
Φ
( )
= ipΦ
( )
,
Φ
( )
= (−1)pΦ
( )
,
Φ
( )
= (−1)pΦ
( )
.
Here, each rule summarizes a group of nontrivial F which
are related by 90, 180 and 270 degree rotational symme-
try.
Each of these models have |G|2 = 16 distinct quasi-
particles which are labeled by ordered pairs (s,m) with
s,m = 0, 1, 2, 3. The braiding statistics are described by
the U(1)×U(1) Chern-Simons theory (92) withK-matrix
K =
(
0 4
4 −2p
)
.
Interestingly, the p = 1, 3 phases break time-reversal
symmetry. To see this, note that the p = 1 phase has
a quasiparticle (1, 0) with exchange statistics θ = pi/8,
but no quasiparticle with statistics −pi/8. Similarly, the
p = 3 phase has a quasiparticle with statistics θ = −pi/8,
but no quasiparticle with statistics pi/8. (In fact, the Z3
string-net models with p = 1, 2 also break time-reversal
symmetry by the same reasoning). Thus, we can see
explicitly that string-net models can realize time-reversal
breaking topological phases.
D. Z2 × Z2 string-net model
Our final example is the two-component Z2 × Z2
string-net model. These models have four string types
{(0, 0), (1, 0), (0, 1), (1, 1)} and we abbreviate them as
{0, r, b, g}. Each string is self-dual, 0 = 0∗, r =
r∗, b = b∗, g = g∗, and the branching rules are
{(0, r, r), (0, b, b), (0, g, g), (r, g, b)}.
To construct the wave functions and Hamiltonians for
these models, we have to solve the self-consistency con-
ditions for {F, d, γ, α}. To this end, we use the general
solution (86),(76), which tells us that there are eight dif-
ferent solutions, with each solution labeled by a 2 × 2
upper triangular matrix
P =
(
p q
0 r
)
. (109)
with p, q, r = 0, 1. The solutions corresponding to q = 0
are less interesting since they give rise to models that are
products of two decoupled Z2 string-net models. There-
fore, here we focus on the case where q = 1. More specif-
ically, we focus on the case q = 1, p = r = 0 as this
illustrates the basic features of the q = 1 solutions. In
this case, (86) gives
Frbb = Frbg = Frgb = Frgg = −1,
Fgbb = Fgbg = Fggb = Fggg = −1,
γg = −1, α(0, g) = α(g, 0) = α(r, g) = −1, others = 1.
We can gauge away α using an appropriate f -gauge trans-
formation, f(b, r) = f(g, b) = −1. The result is
Frbr = Frbg = Frgr = Frgg = Fbrr = Fbrg = Fbbr =
Fbbg = Fgrr = Fgrg = Fggr = Fggg = −1,
γg = −1, others = 1.
Ideally, we would also like to gauge away γ. However,
γ cannot be gauged away using any combination of f
and g gauge transformations. One way to see this is
to note that for any abelian string-net model and any
a = a∗, b = b∗, the quantity γ(a)γ(b)γ(a∗ + b∗) is gauge
invariant under f, g gauge transformations. Thus if this
quantity is different from unity, then we can never gauge
away γ. In the above case, we have γ(r)γ(b)γ(g) = −1,
so there is no gauge where γ = 1. Since γ cannot be
gauged away, we have an example of a string-net model
that requires our more careful treatment of the null string
to be realized.
Each of the Z2 × Z2 string-net models has |G|
2 = 16
quasiparticles, which are labeled by ordered pairs (s,m)
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where s = (s1, s2),m = (m1,m2), and si,mi = 0, 1.
The quasiparticle statistics are described by the four-
component U(1) Chern-Simons theory (92) with K-
matrix
K =


0 0 2 0
0 0 0 2
2 0 −2p −q
0 2 −q −2r

 .
XI. CONCLUSION
In this paper, we have derived several criteria for de-
termining which abelian topological phases can and can-
not be realized by string-net models. The simplest of
these criteria states that an abelian topological phase
can be realized by a string-net model if and only if it
supports a gapped edge. This result is interesting be-
cause it shows that the string-net models realize the most
general abelian phases that one could possibly hope for:
indeed one could never expect string-net models to realize
a phase with a protected gapless edge, since we can show
explicitly that the edge of these models can be gapped
by suitable interactions (see appendix G).
One direction for future work would be to extend our
analysis to the non-abelian case. A natural conjecture
is that the realizable phases are exactly the phases with
gapped edges, just like in the abelian case:
Conjecture 1. A general 2D topological phase can be
realized by a string-net model if and only if it supports a
gapped edge.
As in the abelian case, it is easy to establish the “only
if” direction in this conjecture, since it can be shown ex-
plicitly that string-net models always support a gapped
edge.7 Proving the other direction — i.e. proving that
the string-net models realize all topological phases with
a gapped edge — requires more work. In particular, this
result seems to require a complete characterization of
which topological phases support a gapped edge; cur-
rently such a characterization only exists in the abelian
case.8,9 Several works31,32 have proposed abstract classi-
fications of gapped edges, though it has not been shown
that these classifications include every possible gapped
edge that can occur in microscopic models. That be-
ing said, these proposals seem to be consistent with the
above conjecture.
Another motivation for considering the non-abelian
case is to develop the most general possible formulation of
string-net models. As we mentioned in the introduction,
our construction of abelian string-net models is more gen-
eral than the original construction of Ref. [3], due to two
new ingredients, γ, α, which are related to the Z2 and
Z3 Frobenius-Schur indicators respectively. It would in-
teresting to understand how to incorporate γ, α into the
construction of general (non-abelian) string-net models.
Other generalizations of Ref. [3], such as those described
in Refs. [10 - 11 ], have avoided including γ, α, at the
cost of breaking the rotational symmetry of the lattice
models. Our alternative formulation involving γ, α, pre-
serves as much symmetry and topological invariance as
possible, and therefore may give simpler models in some
cases.
A final question is to determine whether string-net
models can be generalized further. In particular, are
there any 2D commuting projector spin Hamiltonians
that realize topological phases beyond the reach of string-
net models? An example of such a Hamiltonian (or a
proof that no such Hamiltonian exists) would advance
our understanding of both exactly soluble models and
topological phases.
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Appendix A: Motivation for γ and α
In this section, we explain the motivation for intro-
ducing γ and α. Our explanation is based on the string-
net formulation of lattice gauge theory3,33,34 or equiva-
lently, quantum double models35, so we first briefly re-
view how this string-net formulation works. Consider
a quantum double model2 associated with some finite
group G (in this discussion G can be any finite group
and need not be abelian). The string-net description
of this model goes as follows: the string types are la-
beled by irreducible representations µ of G, and the null
string is labeled by the trivial representation 1. The dual
string type of µ is defined to be the dual representation
µ¯, and the branching rules allow {µ1, µ2, µ3} to meet at
a vertex if and only if the tensor product µ1 ⊗ µ2 ⊗ µ3
contains the trivial representation 1. If the trivial repre-
sentation appears more than once in this tensor product,
i.e. µ1 ⊗ µ2 ⊗ µ3 = n · 1 + ... then the vertex carries an
additional label ν that runs over n values.
Our motivation for introducing α, γ can be seen by
considering the ground state wave function Φ in these
models. This wave function can be written down ex-
plicitly once we fix some conventions. In particular, for
every allowed branching µ1, µ2, µ3 with vertex label ν,
we fix a corresponding three index tensor Tm1m3m3 that
belongs to the invariant subspace within µ1⊗µ2⊗µ3 —
i.e. the subspace corresponding to the identity represen-
tation 1. Here, mi is an index which transforms under G
according to the representation µi. Also, mi is an upper
or lower index depending on whether the corresponding
string points outward or inward.
Once we fix these invariant tensors, the wave function
Φ can be computed as follows. Consider some string-net
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configuration X . To calculate the amplitude Φ(X), we
assign tensors T to every vertex in X following the above
prescription. We then contract all the indices m1,m2, ...
of these tensors along the adjoining strings (every string
will have one lower index and one upper index). The
complex number that results from this tensor contraction
gives Φ(X).
We now carefully examine the above formula for Φ and
we show that we need to introduce α and γ to make every-
thing work out. We begin with α. The need for α appears
when we consider vertices that are attached to three out-
going (or incoming) strings, each of which are labeled by
the same representation µ. In this case, the associated
invariant tensor T has 3 lower indices m1,m2,m3 that
transform under the same representation µ. The prob-
lem occurs if the tensor T is not cyclically symmetric, i.e.
Tm1m2m3 6= Tm3m1m2 . In this case, there is an ambiguity
in our prescription for calculating Φ(X), since we don’t
know which index mi should be assigned to which string.
To resolve this ambiguity, we introduce a “dot” at each
vertex. We then assign m1 to the string that is adjacent
to the dot in the clockwise direction, and then assign m2
andm3 to the remaining strings, ordered in the clockwise
direction. With this convention, the value of Φ(X) de-
pends on the position of the dot. To see how this depen-
dence comes about, note that if we cyclically symmetrize
our tensors, we can assume without loss of generality
that Tm1m2m3 = Tm3m1m2 · α(µ) where α(µ) = 1, ω, ω
2
is a third root of unity. If we then move the dot in the
clockwise direction, we have Φ(X) → Φ(X) · α(µ) simi-
larly to Eqs. (14 - 15).
The motivation for γ is similar. Consider a vertex
that adjoins one null string and two outgoing (incoming)
strings labeled with the same representation µ. Since
the identity representation is one dimensional, thus we
can write T as Tm1m2 . If T is not symmetric, i.e.
Tm1m2 6= Tm2m1 , then we again have an ambiguity in
our prescription for calculating Φ(X). To resolve this
ambiguity, we use the position of the null string to break
the symmetry: we adopt the convention that m1 is as-
signed to the string that is in the clockwise direction from
the null string, and m2 is assigned to the other string. In
this way, the null string serves the same function as the
dot. Now, by symmetrizing our tensors appropriately,
we can assume without loss of generality that T is ei-
ther symmetric or antisymmetric: Tm1m2 = Tm2m1 · γ(µ)
where γ(µ) = ±1. If we then flip the position of the null
string then Φ(X) → Φ(X) · γ(µ) similarly to Eqs. (8 -
9). With this picture, we can also motivate the rules (10
- 13): these rules correspond to conventions for how to
raise and lower indices of our tensors Tm1m2m3 .
The reader may notice that the α, γ formalism in this
paper differs slightly from what we have motivated above:
in this paper, we include α factors for all vertices with
three outgoing or incoming strings, even if they have dif-
ferent labels. Likewise, we include γ factors for all ver-
tices with one null string and two incoming or outgoing
strings, independent of their labels. While this observa-
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a* a a*a
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a* a
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b c
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F(a,a*,a)
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2
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F(a,b,(a+b)*)
α(a,b)
γc
γa*
FIG. 9. Derivation of self-consistency conditions. Self-
consistency in sequences (a),(b) and (c) requires the condi-
tions (B1b),(B1d) and (B1e), respectively.
tion is correct, we only use α, γ in these more general
situations because it simplifies our notation: it is always
possible to gauge away the α and γ factors in these cases,
as discussed in section IVE.
To summarize, we have shown that the α and γ factors
naturally appear in the string-net formulation of quan-
tum double models. It is this observation that motivates
us to include α, γ in our construction.
Appendix B: Derivation of self-consistency
conditions
In this section, we show that the local rules (2 - 4)
and the conventions (6 - 15) are self-consistent if and
only if the parameters {F (a, b, c), da, γa, α(a, b)} satisfy
the following conditions
F (a+ b, c, d)F (a, b, c+ d) = (B1a)
F (a, b, c)F (a, b+ c, d)F (b, c, d),
F (a, b, c) = 1 if a or b or c = 0, (B1b)
dadb = da+b, (B1c)
γa = F (a
∗, a, a∗)da, (B1d)
α(a, b) = F (a, b, (a+ b)∗)γa+b. (B1e)
First, we show that the above conditions are necessary
for self-consistency. The first condition (B1a) was de-
rived previously in the text (see section IVD). The sec-
ond condition (B1b) can be understood by considering
the rule (4) for the special case where a = 0, the null
string. As shown in Fig. 9(a), equation (B1b) must be
satisfied in order for the rule (4) to be consistent with
the topological invariance rule (2) and the rule for eras-
ing null strings (7). Similarly, the conditions (B1d) and
(B1e) follow from considering the string-net configura-
tions shown in Fig. 9(b), and Fig. 9(c) and demanding
consistency between the two sequences of moves shown
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α(b,c)α(c,a)
a c a
b
c
a
b
c
(a,b)
b
FIG. 10. A sequence of three α moves will return to
the original configuration. Thus self-consistency requires
α(a, b)α(b, c)α(b, a) = 1 with a+ b+ c = 0 as shown in (B2).
there. To derive (B1c), we note that
α(a, b)α(b, c)α(c, a) = 1 if a+ b+ c = 0 (B2)
as can be shown by considering a sequence of three α
moves as in Fig. 10. It then follows from (B1e) that
1 = αabαbcαca =
FabcFbcaFcab
Faa∗aFbb∗bFcc∗c
1
dadbdc
. (B3)
Here we use the abbreviation Fabc = F (a, b, c) and αab =
α(a, b). To proceed further, we note that (B1a) implies
the identity
FabcFbcaFcab
Faa∗aFbb∗bFcc∗c
= 1. (B4)
Substituting (B4) into (B3), we derive (B1c).
The above arguments show that Eqs. (B1) are nec-
essary conditions for the rules to be self-consistent.
To prove that they are sufficient, suppose that
{F (a, b, c), da, γa, α(a, b)} obey Eqs. (B1). Then, using
{F, d, γ, α}, we can construct an exactly soluble lattice
Hamiltonian H (27). The Hamiltonian H has a num-
ber of interesting properties, which are discussed in sec-
tion VB and proven in the appendices. Here we concen-
trate on one of these properties, namely the fact that the
ground state of H satisfies the local rules (2 - 4) on the
lattice:
Φlatt
(
a
)
= Φlatt
(
a
)
,
Φlatt
( )
= dsΦlatt
(
s
)
,
Φlatt


a
b c

 = F (i, j, k)Φlatt


a
b c

 .
Given this fact, it is now easy to prove that the rules are
self-consistent: suppose to the contrary that the rules
(2 - 4) are not self-consistent. Then there exists two
sequences of “moves” which relate the same initial and
final (continuum) string-net states X1, X2, but with dif-
ferent proportionality constants: i.e. Φ(X1) = cΦ(X2)
and Φ(X1) = c
′Φ(X2) with c 6= c
′. Clearly, these two se-
quences of moves can be adapted from the continuum to
the honeycomb lattice if we make the lattice sufficiently
fine. But this leads us to an immediate contradiction
since the ground state Φlatt of H gives an explicit exam-
ple of a wave function that obeys the rules on the lattice.
We conclude that our assumption is false: the rules must
be self-consistent.
Appendix C: Local unitary transformations and
gauge equivalence
In this section, we study the two gauge transformations
f, g (20,21) which act on the parameters {F, d, γ, α}. We
show that both f and g can be implemented by a local
unitary transformation.U17 More precisely, we show that,
for both f and g, the lattice Hamiltonians and ground
state wave functions corresponding to {F, d, γ, α} and
{F˜ , d, α˜, γ˜} are related to one another by
H˜ = UHU †, |Φ˜〉 = U |Φ〉.
We begin with the f -transformation. In this case, the
local unitary transformation U that connects the wave
functions Φ and Φ˜ is defined by:〈
a b
c
∣∣∣∣∣U = 1f(a, b)
〈
a b
c
∣∣∣∣∣ ,〈
aa*
∣∣∣∣U = f(a∗, a)
〈
aa*
∣∣∣∣ ,〈
a b
c
∣∣∣∣∣U = f(b, b
∗)
f(a, b∗)
〈
a b
c
∣∣∣∣∣ ,〈
a b
c
∣∣∣∣∣U = 1f(a, b)f(c, c∗)
〈
a b
c
∣∣∣∣∣ ,〈
a b
c
∣∣∣∣∣U = f(a
∗, a)f(b∗, b)
f(a∗, b∗)
〈
a b
c
∣∣∣∣∣ .
Here, by this notation, we mean that U multiplies each
string-net basis state by the above phase factors for each
vertex of the above form.
It is not hard to check that U transforms Φ to Φ˜. In-
deed, if we substitute the above transformation into the
local rules (2 - 4) and (6 - 15), we can see that if |Φ〉
obeys the local rules corresponding to {F, d, γ, α}, then
U |Φ〉 obeys the local rules corresponding to {F˜ , d˜, γ˜, α˜}.
Therefore, since the local rules determine the wave func-
tion uniquely, we must have U |Φ〉 = |Φ˜〉. Similarly, it
is easy to check that the gauge transformed Hamiltonian
H˜ is unitarily equivalent to the original Hamiltonian, i.e.
UHU † = H˜ , by applying U to (32), (28) We conclude
that two solutions related by f -transformation describe
the same phase since the two wave functions and Hamil-
tonians are connected by a local unitary transformation
U .
As for the g-transformation, one can show that d˜sB˜
s
p =
dsB
s
p by substituting the transformation (21) into (32)
28
and noting that all the factors of g cancel. It then
follows that the Hamiltonian is invariant under the g-
transformation, i.e. H = H˜ . Accordingly, the wave func-
tion is also invariant under the transformation: |Φ〉 =
|Φ˜〉. In other words, the unitary transformation that re-
lates the two models is simply the identity map, U = 1.
We would like to mention that the triviality of the g-
transformation is special to the particular orientation
choice shown in Fig. 5: for other orientation choices,
|Φ〉 6= |Φ˜〉. That being said, it is clear that |Φ〉 and Φ˜〉
are still related by local unitary transformations for other
orientation choices. Indeed, this result follows from the
fact that a change in the orientation configuration can
be implemented by a local unitary transformation (made
up of a product of α and γ factors).
Appendix D: Graphical representation of the
Hamiltonian
In this section we demonstrate the graphical represen-
tation of Bsp leads to the same matrix elements as in
equation (31).
According to the graphical representation, the action
of the operator Bsp on the string-net state
〈 ∣∣∣∣∣∣∣∣
is equivalent to adding a loop of type-s string. This allows
us to obtain the matrix elements of Bsp:
〈 ∣∣∣∣∣∣∣∣
Bsp =
〈 s
s 
s
s
s
s
s
s 
s 
s 
s 
s 
∣∣∣∣∣∣∣∣
=
∏
x={g,h,i,j,k,l}
Fs∗sx
〈 h'h h i
i'
i
j
j'
j
kk'k
l
l'
l
g
g'
g
s* s
s
s
s
s
s
s*
s*
s*
s*
s*
∣∣∣∣∣∣∣∣
=
( ∏
x={g,h,i,j,k,l}
Fs∗sx
)
Fs∗g′bFs∗h′cFs∗i′dFs∗j′eFs∗k′fFs∗l′a
〈 h' h h' i'
i
i'
j'
j
j'
k'kk'
l'
l
l'
g'
g
g'
s*
s
s
ss
s
s
s*
s* s*
s*
s*
∣∣∣∣∣∣∣∣
=
( ∏
x={g,h,i,j,k,l}
Fs∗sxFs∗x′x′∗αsxγx′∗γs∗ds
)
Fs∗g′bFs∗h′cFs∗i′dFs∗j′eFs∗k′fFs∗l′a
〈 ∣∣∣∣∣∣∣∣
= Fs∗g′bFs∗h′cFs∗i′dFs∗j′eFs∗k′fFs∗l′a
〈 ∣∣∣∣∣∣∣∣
≡ Bs,ghijklp,g′h′i′j′k′l′(abcdef)
〈 ∣∣∣∣∣∣∣∣
,
with x′ = x+ s. Here the fourth equality follows from〈
x' x x'
s* s
∣∣∣∣ = αsx
〈
x' x x'*x'
s*
s
s*
∣∣∣∣
= αsxFs∗x′x′∗γx′∗γs∗ds 〈 x' |
while the fifth equality follows from the identity
Fs∗sxFs∗x′x′∗αsxγx′∗γs∗ds = 1
with x′ = x+s. This identity can be derived from the self-
consistency conditions (18), by expressing α,γ in terms of
F , and then using the pentagon identity (18a) together
with (18b) to simplify the resulting expression.
Our derivation is now complete: we can see that the
above expression agrees with the matrix elements of Eq.
(31), as we wished to show.
Appendix E: Showing Bs1p1 and B
s2
p2 commute
In this section we will show that the operators Bs1p1
and Bs2p2 commute with one another. We only have to
consider the case where the two plaquettes are the same,
p1 = p2, or the case where p1 and p2 are adjacent since
it is clear that the two operators will commute if p1 and
p2 are further apart.
The first case is when the two Bp operators act on the
same plaquette, i.e. p1 = p2 = p. We need to show B
s
p
and Btp commute. One can prove this by writing down
the matrix elements of BspB
t
p :
(BspB
t
p)
ghijkl
g′′h′′i′′j′′k′′l′′ (abcdef) = Fs∗g′bFs∗h′cFs∗i′dFs∗j′eFs∗k′fFs∗l′aFt∗g′′bFt∗h′′cFt∗i′′dFt∗j′′eFt∗k′′fFt∗l′′a
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where x′ = x + s and x′′ = x′ + t with x ∈ {g, h, i, j, k, l}. Using the pentagon identity, Fs∗,x′,yFt∗x′′y =
F(s+t)∗x′′yFs∗t∗(x′′+y)/Fs∗t∗x′′ , the above expression can be rewritten as
(BspB
t
p)
ghijkl
g′′h′′i′′j′′k′′l′′(abcdef) = F(s+t)∗g′′bF(s+t)∗h′′cF(s+t)∗i′′dF(s+t)∗j′′eF(s+t)∗k′′fF(s+t)∗l′′a
= (Bs+tp )
ghijkl
g′′h′′i′′j′′k′′l′′ (abcdef).
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FIG. 11. Two plaquette operators Btp1 and B
s
p2 act on two
adjacent plaquettes and add two loops in two different orders.
If we apply Bsp2 first and then B
t
p1 , the resulting matrix el-
ements are (E2). Conversely, if we apply Btp1 first and then
Bsp2 , we will get (E3).
We conclude that
BspB
t
p = B
t
pB
s
p = B
s+t
p . (E1)
proving commutativity when p1 = p2 = p.
The second case is when the two Bp operators act
on two adjacent plaquettes p1, p2. We want to show
Btp1B
s
p2 = B
s
p2B
t
p1 (see Fig. 11). To prove this, we use
(32) to write down the matrix elements of operators on
each side and then show they are equal.
The matrix elements of Bsp2B
t
p1 are
Bs,qx
∗mnop
p2,q′x∗
′m′n′o′p′
(hr∗lefg) ×
B
t,ijkl(x−s)r
p1,i′′j′′k′′l′′(x−s)′′r′′
(abcdm′∗q′). (E2)
Here we use the notation y′ = y+s and y′′ = y+t for any
string type-y. Similarly, the matrix elements of Btp1B
s
p2
are
Bt,ijklxrp1,i′′j′′k′′l′′x′′r′′(abcdm
∗q) ×
B
s,q(x+t)∗mnop
p2,q′(x+t)∗
′m′n′o′p′
(hr′′∗l′′efg). (E3)
Writing out (E2) and (E3) explicitly using (32), we see
that many of the factors of F, α, γ are the same in both
expressions. Thus, to prove (E2) = (E3), it is sufficient
to compare the factors which are different. Specifically,
we need to show the product
Fs∗q′r∗Fs∗x∗′ lFt∗l′′m′∗Ft∗(x+t−s)q′ ×
αx∗′lαx′′∗l′′αxqα(x+t−s)q′γx+tγx−s (E4)
which appears in (E2) is equal to the product
Fs∗q′r′′∗Fx∗(x+t−s)∗l′′Ft∗l′′m∗Ft∗x′′q ×
α(x+t−s)∗l′′αx∗lα(x−s)q′αx′′qγxγx+t−s (E5)
which appears in (E3).
Equivalently, we need to show that the ratio of (E4)
and (E5) is equal to unity. To this end, we divide the F, α
factors in the ratio (E4)/(E5) into two groups which are
associated with the left and right ends of the common
link, respectively. Combining all the factors from the left
end of the link gives
CL ≡
Fs∗q′r∗Ft∗(x+t−s)q′αxqα(x+t−s)q′
Fs∗q′r′′∗Ft∗x′′qα(x−s)q′αx′′q
.
Similarly, the factors from the right end of the link give
CR ≡
Fs∗x∗′ lFt∗l′′m′∗αx∗′lαx′′∗l′′
Fx∗(x+t−s)∗l′′Ft∗l′′m∗α(x+t−s)∗l′′αx∗l
.
Showing (E4)/(E5) = 1 is then equivalent to proving
that
CLCR ·
γx+tγx−s
γxγx+t−s
= 1. (E6)
We notice that CL and CR are related by CR = C
−1
L (x→
−x, s↔ t, q → l, r→ m).
The next step is to express all the α factors in C1, C2
in terms of F using (18e) and then simplify the resulting
expressions using the pentagon identity (18a). The result
is:
CL =
Fxs∗x∗′
Ft∗x′′s∗Fx′′s∗(x+t−s)∗
, (E7)
CR =
Fs∗x∗′ t∗Fx∗′ t∗(x+t−s)
Fx∗t∗x′′
. (E8)
Furthermore, using (18d) (18c), we derive
γx+tγx−s
γxγx+t−s
=
F(x+t)(x+t)∗(x+t)F(x−s)(x−s)∗(x−s)
Fxx∗xF(x+t−s)(x+t−s)∗(x+t−s)
. (E9)
In the final step, we take the product of (E7),(E8),(E9).
The expression on the right hand side can then be re-
duced to 1, using the pentagon identity (18a) together
with (18b). This establishes the identity (E6) and com-
pletes the proof that the Bsp terms commute with one
each other.
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Appendix F: Properties of the Hamiltonian (27)
In this section, we will establish the following proper-
ties of the Hamiltonian (27):
1. (Bsp)
† = Bs
∗
p .
2. Bp is a projection operator, that is B
2
p = Bp.
3. The ground state wave function on the honeycomb
lattice satisfies the local rules (2 - 4).
Let us show them in order. To prove the first result, we
use the pentagon identity (18a) and (18b) to derive
Fsx′yFs∗xy = F0xyFss∗(x+y)/Fss∗x
= Fss∗(x+y)/Fss∗x (F1)
where x′ = x+ s. We then set x = g, h, i, j, k, l and y =
b, c, d, e, f, a, and take the product of these six equations,
thereby deriving
Bs,g
′h′i′j′k′l′
p,ghijkl (abcdef)
−1 = Bs
∗,ghijkl
p,g′h′i′j′k′l′(abcdef). (F2)
Finally, we use F−1ijk = F
∗
ijk (19) to rewrite (F2) as
Bs,g
′h′i′j′k′l′
p,ghijkl (abcdef)
∗ = Bs
∗,ghijkl
p,g′h′i′j′k′l′(abcdef). (F3)
This establishes the first property.
To prove the second result, we use the identity (E1)
established in appendix E to derive
B2p =
∑
s,t
dsdt
|G|2
BspB
t
p =
∑
s,t
dsdt
|G|2
Bs+tp . (F4)
We then use the self-consistency condition (18c) to write
dsdt = ds+t. Changing variables to s
′ = s+ t, we derive
B2p =
∑
s′
ds′
|G|
Bs
′
p = Bp. (F5)
Finally we show that the ground state Φlatt ofH obeys
the local rules (2 - 4). To see this, we use the fact that
Bp|Φlatt〉 = |Φlatt〉 together with the following relations:〈
a
∣∣∣∣∣Bp =
〈
a
∣∣∣∣∣Bp,〈 ∣∣∣∣∣Bp = ds
〈
s
∣∣∣∣∣Bp,〈
a
b c
∣∣∣∣∣Bp = F (a, b, c)
〈
a
b c
∣∣∣∣∣Bp. (F6)
Multiplying these equations by the ground state ket
|Φlatt〉, we can immediately see that the ground state
wave function Φlatt(X) = 〈X |Φlatt〉 satisfies the local
rules (2 - 4).
The relations (F6) can be proved using the expression
for the matrix elements of Bsp in (31) together with the
pentagon identity. For example, to prove the last equa-
tion, we expand out the left hand side as
〈
a
b c
∣∣∣∣∣∣Bp =
∑
s
ds
|G|
〈
s
a
b c
∣∣∣∣∣∣
=
∑
s
ds
|G|
α−1(a+b)∗aα(a+b)cγb∗γ(a+b)∗
〈
a
b cs
∣∣∣∣∣∣
=
∑
s
ds
|G|
α−1(a+b)∗aα(a+b)cγb∗γ(a+b)∗×
B
s,000c(a+b)∗b∗
sssc′(a+b)∗′b∗′
(b00c(a+ b+ c)∗a)
〈
a
c
c'
s ∣∣∣∣∣∣ .
Here B is defined in (31), x′ = x + s. Similarly, on the
right hand side, we find
〈
a
b c
∣∣∣∣∣∣Bsp =
∑
s
ds
|G|
〈
s
a
b c
∣∣∣∣∣∣
=
∑
s
ds
|G|
αa(b+c)γa∗×
B
s,bbb(b+c)a∗0
b′b′b′(b+c)′a∗′s
(b00c(a+ b+ c)∗a)
〈
a
b
s
c
∣∣∣∣∣∣ .
Changing the dummy variable s to s + b in the first ex-
pression, we can see that the resulting final state is the
same as the second final one. We then compute the ratio
of the two corresponding amplitudes. Using (18), this ra-
tio can be simplified to F (a, b, c). This justifies the third
equation in (F6). In addition, by taking a = 0, b = c∗,
we obtain the first equation. The second equation can be
shown in a similar manner.
Appendix G: Gapped edge states
In this section, we analyze the abelian string-net mod-
els in a disk geometry, and we show that the boundary
of the disk can be gapped for an appropriate choice of
edge interactions. We note that a more general analysis
of gapped boundaries of string-net models was given in
Ref. [7].
For concreteness, let us consider the geometry shown
in Fig. 12. Let us assume that in the bulk of the disk,
the Hamiltonian is defined by (27), that is,
Hbulk = −
∑
I∈U
QI −
∑
p∈U
Bp. (G1)
Here the second sum runs over all plaquettes p in region
U in Fig. 12, while the first sum runs over all vertices I
that are inside or on the boundary of region U .
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FIG. 12. The lattice spin model in a disk geometry. The gray
region denotes the edge part V and the white is the bulk U .
The total Hamiltonian has the form H = Hbulk+Hedge where
the bulk Hamiltonian Hbulk is defined by (G1) and the edge
Hamiltonian Hedge contains three kinds of spin interaction
terms B4,p, B5,p, and B6,p defined in (G3).
Our task is to find an edge Hamiltonian Hedge acting
on the spins near the boundary of the disk such that
H = Hbulk+Hedge has an energy gap and either a unique
or finitely degenerate ground state. Once we find such
an edge Hamiltonian, we will have proven explicitly that
the edge of the abelian string-net models can be gapped.
Fortunately, it is easy to construct the desired Hedge.
The key point is that, although we have focused on the
string-net Hamiltonian (27) in the context of the honey-
comb lattice, the Hamiltonian (27) can be readily gen-
eralized to any planar trivalent graph such as the graph
shown in Fig. 12. Hence there is a natural way to de-
fine Hedge that maintains the exact solubility and other
properties of the bulk Hamiltonian. To be specific, we
define
Hedge = −
∑
I∈V
QI −
∑
p∈V
Bn,p (G2)
where the second sum runs over all plaquettes p in region
V and the first sum runs over all vertices on the boundary
of the disk. Each of the plaquette terms Bn,p is a 2n-spin
interaction term with n = 4, 5, 6 (see Fig. 12). Similarly
to the bulk plaquette terms Bp, we define
Bn,p =
∑
s∈G
ds
|G|
· Bsn,p (G3)
where〈
b1
a
3
a2
a1 an
a
n
b2 bn
b
3
∣∣∣∣∣∣Bsn,p
∣∣∣∣∣∣
a1
2
2




n

	
n
1
〉
=
Bs,b1b2...bnn,p,b′1b′2...b′n
(a1a2 . . . an)
and
Bs,b1b2...bnn,p,b′1b′2...b′n
(a1a2 . . . an) =
n∏
i=1
δbi+sb′
i
·
n∏
i=1
F (s∗, b′i, ai).
(G4)
(Note that Eq. (G4) only defines the plaquette operators
for a particular choice of orientations. The definition of
Bp for other orientations will generally include additional
factors of γ and α as in Eq. (32).)
Now, using exactly the same arguments as in the origi-
nal honeycomb lattice case (27), one can show that every
term in H = Hbulk + Hedge commutes with every other
term:
[QI , B
s
n,p] = [B
s
p, B
s
n,p] = [B
s
n,p, B
s′
n′,p′ ] = 0. (G5)
Also, one can show that every term in the Hamiltonian
is a projection operator, i.e. QI , Bp, Bn,p all have eigen-
values 0, 1. Putting these facts together, we deduce that
the ground state has eigenvalues qI = bp = bn,p = 1,
and that the lowest excited state is separated from the
ground state by an energy gap of at least 1.
At this point, we have almost proven that the abelian
string-net models support a gapped edge: all that re-
mains is to show that the ground state is unique or
finitely degenerate; in fact we show the ground state is
unique on a disk. We establish this result in appendix H.
Appendix H: Ground state degeneracy
In this section, we calculate the ground state degen-
eracy of the string-net model (27). We consider two ge-
ometries: a periodic torus geometry and a disk geometry,
where the latter is defined in appendix G. We show that
the degeneracy on a torus is D = |G|2, while the degen-
eracy on a disk is D = 1.
Our calculation, which is similar to that of Ref. [36],
is based on the commuting projectors QI and Bp from
Sec.V. Let us consider the product of these projectors
over all vertices and plaquettes on a lattice. Since QI
and Bp have eigenvalues 0 and 1, this product will select
out the states with eigenvalues qI = bp = 1 for all I and
p. In other words, it will select out the ground states.
Hence the ground state degeneracy can be calculated by
taking the trace of the product of all the projectors:
D = Tr
(∏
p
Bp
∏
I
QI
)
. (H1)
Here the trace is over all states in the Hilbert space.
We notice that the product of QI ’s constrains the trace
to configurations obeying the branching rules. Thus D
reduces to the trace of the product of Bp over allowed
string-net configurations X . Plugging in the expression
for Bp, we have
D =
∑
strnet X
〈X |
∏
p
∑
s
ds
|G|
Bsp|X〉
=
1
|G|Nplaq
∑
{s}
∑
X
〈X |
∏
p
dsB
s
p|X〉. (H2)
32
Here {s} means sets of Nplaq numbers which specify Bsp
over all plaquettes and Nplaq is the total number of pla-
quettes.
The next step is to calculate the expectation value
〈X |
∏
pB
s
p|X〉. Let us first consider the disk geometry.
For a disk, this expectation value is nonzero only if s = 0
for all plaquettes. The reason is that to get a nonzero ex-
pectation value, the final state after the action of
∏
pBp
has to be the same as the original state. Since the disk
has a boundary, this forces s = 0 on the boundary and
thus s = 0 in the interior of the disk as well. Hence, in
this case, (H2) simplifies to
D =
1
|G|Nplaq
∑
X
1 =
1
|G|Nplaq
Nconfig (H3)
where Nconfig is the number of string-net configurations
on a disk. To count these configurations, we can com-
pare the number of free parameters to the number of
constraints. The number of free parameters is the num-
ber of links Nparam = Nlink. As for the number of con-
straints, there is a constraint at each site coming from
the branching rules. However, not all the branching con-
straints are independent because if we sum up all the
constraint equations, we get an equality which is auto-
matically satisfied. Thus, the total number of constraints
is Nconst = Nsite − 1. Combining these calculations, the
total number of string-net configurations on a disk is
Nconfig = |G|
Nparam−Nconst = |G|Nlink−Nsite+1. (H4)
Substituting this expression into (H3), we derive
D =
1
|G|Nplaq
Nconfig = |G|
Nlink−Nplaq−Nsite+1. (H5)
The final step is to note that a disk has an Euler charac-
teristic of 1, so
Nsite −Nlink +Nplaq = 1. (H6)
Thus we conclude D = 1 on a disk.
Next we consider a torus geometry. Again, we need to
calculate the expectation value 〈X |
∏
pB
s
p|X〉 and sub-
stitute into (H2). In the case of a torus, this expectation
value is nonzero for any configuration in which s is con-
stant. This is because a torus does not have boundary
and therefore as long as s is constant, each link is acted
on by two adjacent Bsp in opposite directions, so that∏
pB
s
p|X〉 ∝ |X〉. Hence, in this case (H2) simplifies to
D =
d
Nplaq
s
|G|Nplaq
∑
s∈G
∑
X
〈X |
∏
p
Bsp|X〉. (H7)
To proceed further, we use the identity
〈X |
∏
p
Bsp|X〉 = d
Nplaq
s∗ (H8)
FIG. 13. A 5× 5 lattice on torus. We want to apply the Bsp
operators to the whole lattice. We start by applying the Bsp
operators to the upper left hand corner and then following
a zig-zag path to fill the lattice. When a Bsp acts on each
plaquette, it creates a closed loop-s around the boundary of
the plaquette. Two adjacent loops will merge to a bigger
loop, multiplied by a phase factor of ds∗ . In general, each
application of Bsp comes with a factor d
Next/2
s∗ with Next being
the number of external legs on the boundary of the plaquette
p that are occupied by strings. These numbersNext are shown
above in each plaquette.
for constant s. We prove this identity in two steps. First,
we note that every string-net state |X〉 can be written as
|X〉 ∝
∏
Bsp ·
∏
Wα(P )|0〉 where |0〉 denotes the vacuum
state, and the product runs over some arbitrary set of pla-
quette operators Bsp and closed string operators Wα(P ).
Using this fact, together with the fact that Bsp,Wα(P )
commute with one another, it follows that
〈X |
∏
p
Bsp|X〉 = 〈0|
∏
p
Bsp|0〉. (H9)
We then calculate the latter expectation value by brute
force. To this end, we order the plaquette operators in a
particular way, starting with the upper left hand corner
of Fig. 13 and then following a zig-zag path. When we
apply the first plaquette operator to the vacuum state
〈0|, we get a single closed loop around the boundary of
that plaquette. When we apply the second plaquette
operator, the result is a larger closed loop, multiplied by
a phase factor of ds∗ . In general, it can be shown that
each plaquette operator Bsp comes with phase factor of
d
Next/2
s∗ with Next being the number of external legs on
the boundary of the plaquette p that are occupied by
strings. The values of Next for the zig-zag ordering are
shown in Fig. 13. We can see that after applying all the
plaquette operators, the total number of factors of ds∗ is
(Nplaq−4)·1+2·2 = Nplaq. Hence, 〈0|
∏
pB
s
p|0〉 = d
Nplaq
s∗ .
This proves the identity (H8).
Substituting (H8) into (H7), and using the fact that
ds · ds∗ = d0 = 1, we derive
D =
1
|G|Nplaq
∑
s∈G
∑
X
1
=
|G|
|G|Nplaq
Nconfig
= |G|Nlink−Nsite−Nplaq+2 (H10)
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FIG. 14. The sequence to show Eq. (49). The arrows involve
factors from local rules and resolving crossings (see (I2)).
where the counting of string-net configurations Nconfig
is identical to the disk case. Now a torus has an Euler
characteristic of 0 so
Nsite −Nlink +Nplaq = 0. (H11)
Therefore, we conclude that the ground state degeneracy
on a torus is D = |G|2.
Appendix I: Derivation of Eqs. (46, 47)
In this section, we show that the string operatorW (P )
obeys the path independence conditions (44) and (45) if
and only if ω obeys Eqs. (46, 47). The main steps in the
argument are shown in Figs. 14, 15.
We begin with Fig. 14. Clearly the string operator
W (P ) will satisfy (44) if and only if the amplitudes of
the two string-net configurations on the left hand side
of Fig. 14 are equal to one another. At the same time,
using the local rules (2 - 4) and (6 - 15) and (42) we can
relate both of these amplitudes to the amplitude of the
configuration shown in the bottom right hand corner of
Fig. 14. In this way, one can show that (44) is equivalent
to the algebraic equation
(A)(B)(C) = (D)(E) (I1)
where
(A) = ω(a), (I2)
(B) = Fs∗(a+s)bα
−1
s∗(a+s)αs∗(a+b+s)γaγ(a+b)∗ ,
(C) = Fasb,
(D) = ω¯(b)ω(a+ b),
(E) = FabsF(b+s)s∗sd
∗
sγs.
Simplifying (I1) using (18), we obtain
ω(a) = ω¯(b)ω(a+ b)
FabsFbss∗F(a+s)b(a+b)∗
Fab(a+b)∗Fasb
. (I3)
Setting a = 0 and using the fact that ω(0) = 1, along
with (18b), we derive (47):
ω¯(b) = ω(b)−1 · F−1bss∗F
−1
sbb∗ . (I4)
aa* a* a a* a
a* a a* a
FIG. 15. The sequence to show Eq. (50). The arrows involve
factors from local rules and resolving crossings (see (I7)).
Substituting the above relation back into (I3) and sim-
plifying using the pentagon identity (18a) gives (46):
ω(a)ω(b) = ω(a+ b) ·
FabsFsab
Fasb
Fs(a+b)(a+b)∗
Fsaa∗Fsbb∗
. (I5)
From the above analysis, we conclude that a string
operator W (P ) will obey the path independence condi-
tion (44) if and only if ω obeys Eqs. (46,47). The next
question is to see whether the other path independence
condition (45) gives any new constraints on ω. We will
show that it does not.
To this end, we consider Fig. 15. Clearly W (P ) will
satisfy (45) if and only if the amplitudes of the two con-
figurations on the left hand side of Fig. 15 are equal.
At the same time, these amplitudes can both be related
to the amplitude of the configuration shown in the top
right hand corner of Fig. 15. Thus we see that (45) is
equivalent to the equation
(A)(B) = (C)(D) (I6)
where
(A) = ω(a∗), (I7)
(B) = Fa∗sa,
(C) = ω¯(a),
(D) = α−1a∗(s+a)γs.
Simplifying (I6) using (18) gives
ω(a∗) = ω¯(a)
Fa∗asFass∗
Fa∗sa
, (I8)
which is exactly the relation (I3) by setting a→ −a and
b → a. Thus it does not give rise to new constraints.
This completes the proof that the string operator W (P )
is path independent if only if ω obeys (46,47).
Appendix J: Exchange statistics
In this section, we derive the string algebra (59) from
the main text. That is, we show that the string operators
Wα(P1),Wα(P2),Wα(P3),Wα(P4) obey
Wα(P2)Wα(P1)|Φ〉 = e
iθαWα(P4)Wα(P3)|Φ〉 (J1)
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FIG. 16. There are two steps to connect the string operation
in (a) and (c). First, we use piece-connectedness to decom-
pose W1,W2 in (a) into four pieces W
′
1,W
′′
1 ,W
′
2,W
′′
2 in (b).
Second, we use path independence to deform the W ′′1 W
′
2 into
W3 and W
′′
2 W
′
1 into W4 in (c).
where θα is the exchange statistics of the quasiparticle
α created by the string operator Wα, and P1, P2, P3, P4
are any four paths with the geometry of Fig. 8. We will
derive the algebra (59) given two assumptions about the
string operators:
Wα(P )|Φ〉 =Wα(P
′)|Φ〉, (J2)
Wα(P1)Wα(P2)|Φ〉 =Wα(P1 ∪ P2)|Φ〉. (J3)
Here, the first assumption (J2) is that the string opera-
tors satisfy path independence: i.e., their action on the
ground state is the same for any two paths P, P ′ with
the same endpoints. The second assumption (J3) is that
the string operator are piece-connected : i.e. two string
operators Wα(P1), Wα(P2) acting on paths P1, P2 that
share a common endpoint, can be “glued” together in the
natural way. After proving (J1), we will then show that
the above two assumptions are valid.
Before proving (J1), we first introduce some notation:
we denote Wα(P1) by W1 and similarly for P2, P3, P4. In
this notation, (J1) can be written as
W2W1|Φ〉 = e
iθαW4W3|Φ〉. (J4)
The first step in the proof is to use (J3) to decompose
W1,W2 into two pieces, as shown in Fig. 16(a,b):
W2W1|Φ〉 = (W
′′
2 W
′
2)(W
′′
1 W
′
1)|Φ〉. (J5)
We then use the “hopping operator algebra” derived in
Ref. [21]. This algebra connects the exchange statistics
of a particle to the commutation properties of three string
operators. Applying it in our case gives:
W ′2W
′′
1 W
′
1|Φ〉 = e
iθαW ′1W
′′
1 W
′
2|Φ〉 (J6)
where θα is the exchange statistics of α. Substituting
this expression into (J5), we derive
W2W1|Φ〉 = e
iθαW ′′2 W
′
1W
′′
1 W
′
2|Φ〉. (J7)
In the final step, we use path independence (J2) to write
(see Fig. 16(c))
(W ′′2 W
′
1)(W
′′
1 W
′
2)|Φ〉 = (W
′′
2 W
′
1)W3|Φ〉
=W4W3|Φ〉. (J8)
FIG. 17. (a) Four building blocks of any string operator
defined on each link. Wa and Wb have ends in the same side
of the link while Wc and Wd have ends in opposite sides of
the link. Here i1, e1, e2 denote the initial spin state in the link
and two spin states on the external legs, respectively. I1, I2
label the vertices. Their matrix elements are given in (J9).
(b) A typical open string operator W (P ) along the path P =
I1, I2, . . . , I6 (the red line). It can be decomposed into product
of basic string blocks acting on each link along P . The matrix
elements of W (P ) between an initial bra state i′1, i
′
2, . . . , i
′
5
and a finial bra state i1, i2, . . . , i5 is W
i1...i5
i′1...i
′
5
(e1 . . . e6) =
W
s,i5
a,i′5
(e5e6)W
s,i4
d,i′4
(e4e5)W
s,i3
b,i′3
(e3e4)W
s,i2
c,i′2
(e2e3)W
s,i1
d,i′1
(e1e2).
Comparing (J8) and (J7), the claim (J1) follows imme-
diately.
To complete the argument we need to show that the
two assumptions (J2,J3) are valid for the string operators
Wα(P ). The path independence assumption (J2) cer-
tainly holds since the string operators were constructed
specifically to obey this property. As for the piece-
connectedness assumption (J3), we can establish this
property if we can show that the open string operators
can be defined in such a way that two string operators
with a common endpoint can be glued together to form
a longer string. To this end, we will first introduce some
basic string operators defined on each link of the honey-
comb lattice and then show how to construct a general
string operator from these building blocks. This con-
struction automatically gives string operators that are
piece-connected.
The basic string operators act on a single link of the
honeycomb lattice. For each link, there are four types
of basic operators which differ from one another at their
two ends (see Fig. 17(a)). These ends are meant to
indicate how to glue two string operators together at a
vertex. Specifically, two basic string operators can be
connected only if their ends match one another. That
is, the two connecting ends must lie along the same path
in the lattice. Thus we can construct a general string
operatorW (P ) along a path P on the honeycomb lattice
by gluing together a sequence of basic string operators
that follow the path P (see Fig. 17(b)).
Now we have to define these basic string operators in
such a way that they can be glued together to form longer
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string operators. One way to find an appropriate defini-
tion is to start with a long string operator as defined
in section VIC, and then break it up into many short
string operators. In general there are many ways to do
this, since there are many ways of dividing the phase
associated with a vertex between the two shorter string
operators that share this vertex. Here, we use a symmet-
rical convention: we split equally the phase associated
with a vertex to the two connecting ends of the basic
string operators at this vertex. In this way, we obtain
the following definition of the basic string operators:
W s,i1a,i′1
(e1e2) = F (i
∗
1, i1, s)
√
VR,s(i1 + e1, e1)VR,s(i1, e2),
W s,i1b,i′1
(e1e2) = F (s
∗, s, i1)
√
VL,s(i1 + e1, e1)VL,s(i1, e2),
W s,i1c,i′1
(e1e2) = ω¯i1s
√
VR,s(i1 + e1, e1)VL,s(i1, e2),
W s,i1d,i′1
(e1e2) = ωi1s
√
VL,s(i1 + e1, e1)VR,s(i1, e2), (J9)
with
VL,s(a, b) =
F (s∗, a− b+ s, b)
F (s∗, s, a)
,
VR,s(a, b) =
F (b, a− b, s)
F (b− a, a− b, s)
.
Here VL,s and VR,s are the phases associated with the
left and right turning of the string at each vertex, re-
spectively. The phases F , ω and ω¯ are from the fusion
of the string to the link without and with crossings while
VR,s, VL,s are from the fusion at the vertices.
With (J9) at hand, we define the matrix elements for
general string operators W (P ) by taking the product of
the matrix elements of the basic string operators for each
link along the path P (see Fig. 17(b)). This prescription
(J9) satisfies W (P1)W (P2)|Φ〉 = W (P1 ∪ P2)|Φ〉 by con-
struction.
We would like to mention that there is one subtlety in
gluing together the basic string operators: the above ma-
trix elements are defined for strings satisfying the branch-
ing rules at vertices, yet when we apply the first string
operator to a string-net state |X〉, the branching rules
will be violated at the two endpoints. To use (J9) for
the second string operator connecting to the first one,
we follow a special prescription: focusing on the vertex
where the two strings meet, we pretend that the link
along which the first string operator acts is in the unique
state that obeys the branching rules with the other two
links adjoining the vertex. With this prescription, the
matrix elements of the second string operator are well-
defined.
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