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Abstract
In this paper, we deal with a class of semipositone discrete boundary value problems via critical point
theory developed by Chang, and obtain nonexistence and multiplicity results on sublinear nonlinearities and
an existence result on superlinear nonlinearities, respectively.
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1. Introduction
In this paper, we consider the following discrete boundary value problem:
(P )
{
2y(k − 1) + λf (y(k)) = 0, k ∈ [1, T ],
y(0) = y(T + 1) = 0, (1.1)
where λ > 0 is a parameter, T is a positive integer, [1, T ] is the discrete interval {1,2, . . . , T },
and y(k) = y(k + 1) − y(k) is the forward difference operator, 2y(k) = (y(k)),
f : [0,+∞) → R is a continuous function satisfying the condition:
f (0) = −a < 0, where a is a positive constant. (1.2)
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by Castro and Shivaji [3]. Semipositone problems arise in bulking of mechanical systems, design
of suspension bridges, chemical reactions, astrophysics, combustion and management of natural
resources, and the usual approach to semipositone problem is to use the method of sub-super
solution and degree theory (see Castro, Maya and Shivaji [2]).
Our main purpose in this paper is to present a variational approach to deal with problem (P ),
and prove nonexistence and existence of two positive solutions on sublinear nonlinearities and
an existence result on superlinear nonlinearities. In particular, we want to point out, more re-
cently, Agarwal, Perra and O’Regan [1] have employed the critical point theory to investigate the
following discrete boundary value problem:{
2y(k − 1) + f (k, y(k)) = 0, k ∈ [1, T ],
y(0) = y(T + 1) = 0, (1.3)
where f ∈ C([1, T ] × [0,+∞),R) satisfying
f (k,0) 0, ∀k, (1.4)
so that (1.3) is of “positone” type, and have sought its positive solutions. However, studying pos-
itive solutions for problem (P ) is more difficult compared with that of (1.3), the difficulty is due
to the fact that in the semipositone case, solutions have to live in regions where the nonlinearity
f is negative as well as positive.
Define the discontinuous nonlinearity
g(s) = H(s)f (s) =
{0, if s  0,
f (s), if s > 0,
(1.5)
where
H(s) =
{0, s  0,
1, s < 0,
denotes the Heaviside function. Now, we consider the slightly modified problem
(Pˆ )
{
2y(k − 1) + λg(y(k)) = 0, k ∈ [1, T ],
y(0) = y(T + 1) = 0. (1.6)
We note that the set of positive solution of problem (P ) and problem (Pˆ ) do coincide, and any
nonzero solution of problem (Pˆ ) is nonnegative (see Lemma 3.1).
Our main results concerning problems (P ) and (Pˆ ) are as follows:
Theorem 1.1 (Sublinear case). Assume (1.2) holds and
lim
u→0
f (u)
u
= 0, (1.7)
F(δ) > 0, for some δ > 0, (1.8)
where F(u) = ∫ u0 f (s) ds. Then there exist 0 < Λ0 Λ1 such that problem (Pˆ ) has no nontrivial
nonnegative solution for 0 < λ < Λ0, hence no positive solution to problem (P ); and has at least
two positive solutions for λ > Λ1, hence problem (P ) has two positive solutions.
Theorem 1.2 (Suplinear case). Assume (1.2), (1.8) hold and
lim
f (u) = ∞, (1.9)u→∞ u
G. Zhang, S. Liu / J. Math. Anal. Appl. 325 (2007) 175–182 177∃θ ∈ (0,1/2),R > 0 such that
F(s) θsf (s), for s R. (1.10)
Then problem (Pˆ ) has at least one nontrivial nonnegative solution for all λ > 0, hence prob-
lem (P ) has a positive solution.
2. Preliminaries
In this section, we recall some basic facts of the critical point theory for a class of locally
Lipschitz functional; this abstract theory has been developed by Chang [4].
Let X be a real Banach space with norm (‖‖), I :X → R is a locally Lipschitz functional.
Definition 2.1. [4] Given u,h ∈ X, we call the following limit, the generalized directional deriv-
ative of the functional I at u in the direction of h:
I 0(u;h) = lim
k→0 supt→0
1
t
[
I (u + k + th) − I (u + k)]. (2.1)
Note. The mapping u → I 0(u;h) is continuous convex (see [4, Lemma 1]).
Definition 2.2. [4] The generalized gradient of I at u is defined as the subdifferential of I 0(u;h)
at h = 0, that is,
μ ∈ ∂I (u) ⊂ X∗ ⇔ 〈μ,h〉 I 0(u;h), ∀h ∈ X, (2.2)
where X∗ is the dual space of Banach space X.
The generalized gradient ∂I (u) has the following main properties.
Proposition 2.3. [4]
(1) For each μ ∈ X,∂I (u) is a nonempty convex W∗-compact subset of X∗.
(2) sup{‖μ‖X∗ | μ ∈ ∂I (u)} k, k is a positive constant.
(3) I 0(u;h) = max{〈μ,h〉 | μ ∈ ∂I (u)} for all h ∈ X.
(4) Let I, J :X → R be locally Lipschitz functionals, then
∂(I + J )(u) ⊂ ∂I (u) + ∂J (u).
(5) ∂(λI)(u) = λ∂I (u) for all λ ∈ R.
(6) If I has local minimum (or a local maximum) at u0 ∈ X, then 0 ∈ ∂I (u0).
Definition 2.4. u ∈ X is a critical point of the locally Lipschitz functional I if 0 ∈ ∂I (u).
I is said to satisfy (PS) condition, if any sequence (un) along which
I (un) → c, λ(un) = min
μ∈∂I (un)
‖μ‖ → 0, as n → ∞, (2.3)
has a strongly convergent subsequence.
Lemma 2.5 (Mountain Pass Lemma). Let X be a real reflexive Banach space and I a locally
Lipschitz functional which satisfies condition (PS). Suppose
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(ii) there exist ρ > 0, α > 0 and ‖u‖ = ρ, such that I (u) α;
(iii) there exists u1 ∈ X and ‖u1‖ ρ, such that I (u1) α.
Define
c = inf
γ∈Γ maxt∈[0,1]
I
(
γ (t)
)
,
where Γ = {γ ∈ ([0,1];X) | γ (0) = 0, γ (1) = u1}. Then I has a positive critical value c 
α > 0.
3. Proof of main theorems
Now, let the class H of the functions y : [0, T + 1] → R such that y(0) = y(T + 1) = 0 be a
T -dimensional Hilbert space with inner product
(y, z) =
T∑
k=1
(
y(k)z(k)
)
, ∀y, z ∈ H, (3.1)
and we denote the induced norm by
‖y‖H =
(
T∑
k=1
y2(k)
)1/2
, ∀y ∈ H. (3.2)
Consider the energy functional
E(y) =
T+1∑
k=1
[
1
2
∣∣y(k − 1)∣∣2 − λG(y(k))]
= 1
2
yT Ay − λ
T∑
k=1
G
(
y(k)
)= Φ(y(k))− λ T∑
k=1
G
(
y(k)
)
,
where y = (y(1), y(2), . . . , y(k)), G(u) = ∫ u0 g(s) ds, Φ(y(k)) = 1/2yT Ay and
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
−2 −1 0 . . . 0 0
−1 2 −1 . . . 0 0
0 −1 2 . . . 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 . . . 2 −1
0 0 0 . . . −1 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
T×T
.
Clearly, G is a locally Lipschitz functional and E(u) defines a locally Lipschitz functional in H .
By a simple computation, we obtain
∂
∂y
Φ(y) = 2y(k) − y(k + 1) − y(k − 1) = −2y(k − 1).
From [4, Theorem 3.2], we have
∂G(s) = [g(s), g(s)],
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of the energy functional E(y) is a precise solution of the differential inclusion
−2y(k − 1) ∈ λ[g(y(k)), g(y(k))], k ∈ [1, T ]. (3.3)
Remark. We can obtain g(s) = g(s) = f (s), for s > 0; g(s) = g(s) = 0, for s < 0, and
g(0) = −a, g(0) = 0.
It is obvious that A is a positive definite matrix, and let λmax > 0, λmin > 0 be the largest and
smallest eigenvalue of matrix A, respectively.
Lemma 3.1. If y is a solution of problem (Pˆ ), then y  0. Moreover, either y > 0 in [1, T ], or
y = 0 everywhere.
Proof. If y is a solution of problem (Pˆ ), we have
0 =
T+1∑
k=1
[
2y(k − 1) + λg(y+(k))]y−(k)
=
T+1∑
k=1
[
y(k − 1)−y(k − 1)]+ λg(0)y−(k)
= −yT Ay−  λmin‖y−‖2H .
So, y− = 0. If y(k) = 0, we have
y(k + 1) + y(k − 1) = 2y(k − 1) = −λg(y(k))= −λg(0) = 0.
So, y(k + 1) = y(k − 1) = 0, and it follows that y = 0 everywhere. 
Lemma 3.2. Suppose (1.2), (1.7), (1.8) hold, then there exists Λ0 > 0, such that problem (Pˆ ) has
no nontrivial nonnegative solution for 0 < λ < Λ0.
Proof. Assume y  0 is a solution of problem (Pˆ ), we have
T+1∑
k=1
2y(k − 1)y(k) = λ
T∑
k=1
g
(
y(k)
)
y(k),
i.e.,
yT Ay = λ
T∑
k=1
g
(
y(k)
)
y(k) = λ
[∑
N1
g
(
y(k)
)
y(k) +
∑
N2
g
(
y(k)
)
y(k)
]
,
where N1 = {k | k ∈ [1, T ], y(k)  R1}, N2 = [1, T ]\N1. By (1.5) and (1.8), we can choose
R1 > 0 such that g(s) 0, for 0 s R, thus we have
yT Ay  λ
∑
N1
g
(
y(k)
)
y(k). (3.4)
By (1.5) and (1.7), we obtain sg(s) c(1 + s2). Then we have
yT Ay  λmax‖y‖2H  λ
∑(
1 + y2(k)) λc‖y‖2H .N1
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λ λmax
c
= Λ0 > 0. 
Lemma 3.3. Assume (1.2) and (1.7), then y = 0 is a strict local minimum of the energy func-
tional E(y).
Proof. By (1.7), we have
G(s) αεs2 + M,
where M,ε are positive constants with ε ∈ (0,1/2). Recall that G(s) = 0 for s  0, thus we can
choose R2 > 0 such that G(s) 0 for all −∞ < s R2. For all y ∈ H , we have
E(y) = 1
2
yT Ay − λ
T∑
k=1
G
(
y(k)
)
 1
2
λmin‖y‖2H − λ
∑
N3
G
(
y(k)
)
 1
2
λmin‖y‖2H − λc‖y‖2H = ‖y‖2H
(
1
2
λmin − λc
)
,
where N3 = {k | k ∈ [1, T ], y(k)R2}. Taking 0 < ρ < λmin2λc , we obtain
E(y) αρ > 0, if ‖y‖H = ρ,
thus y = 0 is a strict local minimum of the energy functional E(y). 
Remark 3.4. In a similar way, we can obtain the following result:
Assume (1.2) and (1.9) hold, then y = 0 is a strict local minimum of the energy func-
tional E(y).
Proof of Theorem 1.1. By Lemmas 3.1 and 3.2, we obtain problem (Pˆ ) has no positive solution
for all 0 < λ < Λ0, thus problem (P ) has no positive solution. Now, we prove the latter in the
following four steps.
Step 1. The energy functional E(y) satisfies (PS) condition. Indeed, since A is a positive definite
matrix, we have
Φ(y) = 1
2
yT Ay  1
2
λmin‖y‖2H .
By (1.7), we have |G(s)|  αε|s|2 + M , where M,ε are positive constants with ε ∈ (0,1/2).
From Theorem 4.3 in Chang [4], we can obtain the energy functional E(y) satisfying condi-
tion (PS).
Step 2. There exists yˆ ∈ H such that
E(yˆ) = inf E(y).y∈H
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ercive. Thus, by [5, Theorem 1.2], the infimum of the energy functional E(y) is attained at some
point yˆ ∈ H .
Step 3. yˆ ∈ H is nonzero for all λ > 0 large enough. Indeed, It suffices to exhibit an element
y(k) ∈ H such that E(y) < 0 for all λ > 0 large enough. By (1.8), we have G(δ) > 0, and define
y(k) = δ, for k ∈ N4 =
[
d1(k), d2(k)
]
,
0 y(k) δ, for k ∈ N5 =
([
0, d1(k)
]∪ [d2(k), T + 1]).
Then
E(y) = 1
2
yT Ay − λ
T∑
k=1
G
(
y(k)
)
 1
2
λmax‖y‖2H − λ
(
G(δ)|N4| − c
(
1 + δ2)|N5|).
Note we can choose d1(k), d2(k) such that |N4| is small enough. Therefore, E(y) < 0 for all
λ > 0 large enough. Then, by Step 2, there exists Λ1 > 0, such that E(yˆ) < 0 for all λ > Λ1 > 0.
Step 4. By Step 1, the energy functional E(y) satisfies (PS) condition. By Lemma 3.3, y = 0 is
a strict local minimum of the energy functional E(y). Let y = 0, y = yˆ in the energy functional
E(y) to apply Lemma 2.4 (Mountain Pass Lemma), we draw a conclusion that there exists a
second nontrivial nonnegative critical point ˆˆy with E( ˆˆy) > 0. By Lemma 3.1, ˆˆy is a positive
solution of problem (Pˆ ). 
Proof of Theorem 1.2. Note that the energy functional E(y) satisfies condition (PS). Indeed,
since ∂G(s) = [g(s), g(s)], this implies that given w ∈ ∂G(s), we have
w = g(s), if s = 0; w ∈ [−a,0], if s = 0.
Therefore, (w,y) =∑Tk=1 g(y)y, for all w ∈ ∂G(s). Suppose {yn} is a sequence along which
E(yn) is bounded and λ(yn) → 0. By (1.10), we have
c 1
2
yTn Ayn − λ
T∑
k=1
G
(
yn(k)
)
 1
2
yTn Ayn − λθ
T∑
k=1
g
(
yn(k)
)
yn(k) − M

(
1
2
− θ
)
yTn Ayn + θ
[
yTn Ayn − λ
T∑
k=1
g
(
yn(k)
)
yn(k)
]
− M
=
(
1
2
− θ
)
yTn Ayn + θ min
w∈∂E(yn)
(w,yn) − M.
Since λ(yn) → 0, we have minw∈∂E(yn)(w,yn) ε‖yn‖H for n large enough. Hence
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(
1
2
− θ
)
yTn Ayn − θε‖yn‖H − M

(
1
2
− θ
)
λmin‖yn‖2H − θε‖yn‖H − M.
This implies that ‖yn‖H is bounded. Since H is a finite dimensional space, we can obtain the
energy functional E(y) satisfying condition (PS) by standard method.
By (1.9), there exists R > 0 such that f (s)  cs for s > R. Let λ1 be the first eigenvalue of
the following eigenvalue problem:{
2y(k − 1) + λy(k) = 0, k ∈ [1, T ],
y(0) = y(T + 1) = 0,
and φ1 denote the eigenfunction associated with λ1, then
E(tφ1) = 12 t
2φT1 Aφ1 − λ
T∑
k=1
G(tφ1)
 1
2
t2λmax‖φ1‖2H − λt1/θ‖φ1‖1/θH + M → −∞,
as t → ∞, for all λ > 0, because 1/θ > 2. Thus, we can choose t0 > 0 such that E(t0φ1) < 0.
y = 0 is a strict local minimum of the energy functional E(y) by Remark 3.4. Hence, an appli-
cation of Lemma 2.4 yields the existence of a nontrivial nonnegative critical point y¯ such that
E(y¯) > 0, thus y¯ > 0 is a solution of problem (Pˆ ) by Lemma 3.1. 
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