SUMMARY This paper proposes a robust omnidirectional audio-visual (AV) talker localizer for AV applications. The proposed localizer consists of two innovations. One of them is robust omnidirectional audio and visual features. The direction of arrival (DOA) estimation using an equilateral triangular microphone array, and human position estimation using an omnidirectional video camera extract the AV features. The other is a dynamic fusion of the AV features. The validity criterion, called the audioor visual-localization counter, validates each audio-or visual-feature. The reliability criterion, called the speech arriving evaluator, acts as a dynamic weight to eliminate any prior statistical properties from its fusion procedure. The proposed localizer can compatibly achieve talker localization in a speech activity and user localization in a non-speech activity under the identical fusion rule. Talker localization experiments were conducted in an actual room to evaluate the effectiveness of the proposed localizer. The results confirmed that the talker localization performance of the proposed AV localizer using the validity and reliability criteria is superior to that of conventional localizers.
Introduction
Audio-visual (AV) applications, such as video conferencing systems, human-machine interaction systems and AV user interfaces have played a more important role in our daily activities. The speaking user (talker) needs to be localized in these systems to ensure the high-quality capture of the talker's speech by using a microphone array [1] . In addition, locating and isolating the talker from the other silent users are also indispensable for automatic transcription of video conferencing, because they help to identify the talker [2] .
For these purposes, the audio signal-(audio feature-) based talker localization method (audio localizer) [3] and visual signal-(visual feature-) based talker localization method (visual localizer) [4] are the conventional approaches. However, room reverberations and/or ambient noise affect the audio localizers. While visual localizers are better from an audio interference viewpoint, oscillations in fluorescent lights and/or drastic scene changes damage the quality of visual localizers. Moreover, it is difficult to distinguish between who is speaking and who is not speaking. Hence, using only either the audio or the visual feature causes localization errors. Now, several investigations have been conducted on AV localizers that utilize both audio and visual features to deal with these problems [5]- [9] . Although these AV localizers take advantage of the complementary robustness of different modalities, two of their aspects still need improvement.
One is the area that they can localize, which is provided throughout the AV equipments. A microphone array and a pan/tilt/zoom (PTZ) video camera are often employed as the AV equipment [5] , [6] , but the talker cannot be localized when she/he leaves the PTZ video camera's field of view. On the other hand, multiple video cameras distributed throughout the environment can acquire the visual signal over a wider field of view [7] . However, the configuration of this system is complex, because camera calibration must be performed on all of the distributed video cameras [10] .
The other is the fusion framework for the AV features. A dynamic Bayesian network is a statistical framework that exploits the extensive prior statistical property based on coobservations of the audio and visual features [8] . However, the statistical property must be estimated prior to the fusion procedure, and thus, requires prior supervised off-line training using a large number of actual data. In contrast, AV correlation is an on-line framework that uses only the observed AV features and no prior statistical property [9] . It localizes the talker by calculating the correlation between the audio and visual features. Unfortunately, these approaches deteriorate when some of the observed features are contaminated. Additionally, they cannot compatibly achieve the following two tasks under the same fusion rule: talker localization during speech activities and user localization in non-speech activities.
We newly propose a robust omnidirectional AV talker localizer that overcomes these problems. The proposed localizer offers two innovations. The first one is robust omnidirectional audio and visual features. The audio features are extracted based on the direction of arrival (DOA) estimation using an equilateral triangular microphone array. The visual features are extracted based on the human position estimation using an omnidirectional video camera. The other innovation is a dynamic fusion of the AV features that removes the need for the prior statistical property from its fusion procedure. The following two criteria accomplish the dynamic fusion using only the observed features. The first is the validity criterion, called the audio-or visual-localization counter, which validates each audio-or visual-feature. The second one is the reliability criterion, called the speech arriving evaluator, which acts as a dynamic weight for the dynamic fusion. This dynamic fusion can compatibly perform the talker localization during a speech activity and the user localization in a non-speech activity under the identical fusion rule. The reminder of this paper is organized as follows. Section 2 describes the proposed omnidirectional AV talker localizer, Sec. 3 describes the talker localization experiments that were carried out in an actual room, and finally, Sec. 4 briefly describes the conclusions we reached and our future works.
Proposed AV Talker Localizer
Figure 1 is an overview of the proposed omnidirectional AV localizer. The omnidirectional audio and visual signals are captured by an equilateral triangular microphone array and an omnidirectional video camera. The weighted crosspower spectrum phase (WCSP) analysis [11] and the CSP coefficient subtraction [11] extract the audio features, and the normalized distance-(ND-) based background subtraction [14] and skin color detection [16] extract the visual features. Finally, the talker is localized based on a dynamic fusion of the AV features that uses the validity and reliability criteria.
Audio Feature Extraction
The target audio signal in the AV applications is speech, and thus, estimating the DOA of speech is the ideal candidate for the audio feature extraction.
WCSP Analysis
A CSP analysis that uses paired-microphones is a conventional DOA estimation approach [3] . This is derived from (a) Input panoramic image.
(b) Audio feature distribution. 
Visual Feature Extraction
The target visual signal in the AV applications is a humanrelated signal, such as a body or face. We firstly estimate the potential human areas from the input panoramic image. Then, the human-related visual features are extracted based on skin color detection.
ND-Based Background Subtraction
The ND-based background subtraction robustly estimates the potential human areas against changes in the lighting conditions [14] . It firstly estimates the background model. The red/green/blue (RGB) color-based background image with no people in it is converted into an intensity-based background image. The intensity (Y) is calculated from the RGB colors as follows: where I(x,y) is the input vector, T indicates the transposition, s indicates the skin color GMM, Ism is the mean vector of the m th Gaussian, wm is the mixture weight for m th Gaussian, M is the number of Gaussians, Rsm is the covariance matrix of the m th Gaussian, -1 is the inversion of a matrix, Yp is the vertical resolution of the panoramic image, and Xp is the horizontal resolution of the panoramic image. The skin color GMM composed of two Gaussians in this paper was trained using 11 Japanese facial images (2 females and 9 males) by using an expectation maximization (EM) algorithm [17] . Figure 5 (a) shows an example panoramic image that includes three humans and (b) shows the extracted visual feature distribution averaged in the same manner as the audio features. As shown in Fig. 5 , the visual features in the areas where the persons are sitting are higher than those in the other directions.
Validity Criterion
The arrival of speech or the position of a human can be continuously observed in the same direction. This is because the talker is assumed to be a spatially stationary-sound source or a spatially stationary-image source over a short observation time. Consequently, an audio-or visual-localization counter is able to validate each audio-or visual-feature as follows: 
Reliability Criterion
The audio features are reliable enough to contribute to the talker localization in only the speech activity, and the visual features must assist the user localization during a nonspeech activity. Accordingly, the fixed fusion of the AV features is prone to failure. To cope with this problem, the reliability criterion evaluated by the speech arriving evaluator is used as the dynamic weight to dynamically fuse the AV features as follows:
, (25) where RA(i) is the audio reliability criterion, which is the ratio of the maximum value of the audio features to the total value of the audio features, and THAV is the AV threshold for the proposed AV localizer. Figure 7 (a) shows the observed audio signal and (b) shows the audio reliability. As shown in Fig. 7 , the audio reliabilities are high for the speech activity, and small for the non-speech activity and at beginning/end of the speech activity that may contain barely audible speech. In other words, the reliability criterion can be used to assess whether user is speaking or not.
With the proposed AV localizer, the audio features in a speech activity automatically contribute to talker localization, and the visual features contrarily assist in user localization for a non-speech activity. As a consequence, the validity and reliability criteria, using only the observed AV features and no prior statistical property, are successfully used to dynamically achieve talker localization in a speech activity and user localization in a non-speech activity under the same fusion rule.
Evaluation Experiments
We recorded audio and visual data in an actual room to evaluate the proposed AV talker localizer. Figure  8 is a description of the experimental environment we used and As shown in Fig. 9 (a) (e) Audio localizer using a fixed weight of 1.0.
Experimental Conditions
(f) Proposed AV localizer using a dynamic weight.
(g) Variation of dynamic weight. calizer, (f) shows the experimental results of the proposed AV localizer and (g) shows the variation of the dynamic weight. We used a threshold for each localizer that provided an equal error rate of the FAR and FRR to execute each localizer.
As shown in Fig. 10 (c) , two users were incorrectly localized with the visual localizer, regardless whether they were speaking or not. Moreover, the erroneous localizations were also observed, because of oscillations in the fluorescent lights. With the fixed AV localizer and the audio localizer, the talker was roughly localized. However, sudden noises were also incorrectly localized because of the lack of helpful visual features. With the proposed localizer, User 2 at 0.2 sec. and User 1 at 2.5 sec. were incorrectly rejected. This is because the dynamic weight was relatively higher regardless of the non-speech activity by the reason of the presence of sudden noise as shown in Fig. 10 (g) , and hence, the unreliable audio features lead to incorrect user localizations. However, all sudden noises were correctly rejected by the validity criterion. On the whole, the proposed AV localizer, using the validity and reliability criteria, was obviously able to localize not only the talker in a speech activity, but also the users in a non-speech activity. Figure 11 (a) shows the visual localizer's output, (b) shows the fixed AV localizer's output, (c) shows the audio localizer's output and (d) shows the proposed AV localizer's output. A rectangular box indicates the direction of the localized talker direction. These outputs were the results recorded at 1.8sec., which includes sudden noise. As shown in Fig. 11 , only the proposed AV localizer correctly localized User 1, and correctly rejected User 2 and the sudden noise.
The experimental results thus have proved that the proposed AV localizer, which is based on a dynamic fusion using no prior statistical property, compatibly performs robust talker localization in a speech activity and robust user localization in a non-speech activity under its fusion framework. It is hence a promising novel noise-robust localizer in realistic environments. Official (1984 -1992 ), a Research Associate (1993 -1994 , and an Assistant Professor (1994) (1995) (1996) (1997) 
