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BRION’S THEOREM FOR GELFAND-TSETLIN POLYTOPES
I. MAKHLIN
Abstract. This work is motivated by the observation that the character of
an irreducible gl
n
-module (a Schur polynomial), being the sum of exponentials
of integer points in a Gelfand-Tsetlin polytope, may be expressed via Brion’s
theorem. The main result is that in the case of a regular highest weight the
contributions of all non-simplicial vertices vanish while the number o simplicial
vertices is n! and their contributions are precisely the summands in Weyl’s
character formula.
1. Introduction
In this section we recall some preliminaries and then state the main result.
1.1. Representations of gl
n
(C) and Gelfand-Tsetlin polytopes. Consider
the Lie algebra gln(C) comprised of complex (n× n)-matrices. Within the Cartan
subalgebra of diagonal matrices we consider the basis of matrices with a single
nonzero entry equal to one. The dual basis constitutes a basis in the lattice of
integral weights; this will be our basis of choice therein.
Integral dominant weights are then precisely those the coordinates of which com-
prise a non-increasing sequence of integers. Every such weight λ provides a finite-
dimensional irreducible representation Lλ.
We start out by writing Weyl’s formula for the character of such a representation:
charLλ =
∑
w∈Sn
w
(
eλ∏
1≤i<j≤n(1− xj/xi)
)
.
Here for a weight µ we set eµ = xµ11 . . . x
µn
n and make use of the fact that the Weyl
group of our algebra is Sn acting on weights by permuting the coordinates.
The number n and the weight λ = (λ1, . . . , λn) are fixed throughout the paper.
The Gelfand-Tsetlin basis in Lλ is parametrized by the so-called Gelfand-Tsetlin
(GT) patterns. Each such pattern is a number triangle {Ai,j} with 0 ≤ i ≤ n − 1
and 1 ≤ j ≤ n− i. The top row of the triangle is simply A0,j = λj . The remaining
elements are arbitrary integers satisfying
(1) Ai,j ≥ Ai+1,j ≥ Ai,j+1.
These patterns are commonly visualized in the following manner:
A0,1 A0,2 . . . A0,n
A1,1 . . . A1,n−1
. . . . . .
An−1,1
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In other words, every element is no greater than its upper-left neighbor and no less
than its upper-right neighbor except for, naturally, the elements in row 0 (row i is
comprised of elements of the form Ai,·).
Denote the set of GT-patterns via GTλ. Let A ∈ GTλ correspond to the basis
vector vA with weight µA. With respect to the chosen basis the weight µA has
coordinates
(2) (µA)i =
∑
j
Ai−1,j −
∑
j
Ai,j
where An,j = 0.
Herefrom one obtains the well-known combinatorial formula for irreducible gln-
characters, i.e. Schur polynomials sλ:
(3) sλ(x1, . . . , xn) =
∑
A∈GTλ
eµA .
(It should be noted that here we understand Schur polynomials in a generalized
sense: the coordinates of λ may be negative which makes sλ a Laurent polynomial
and not necessarily a common polynomial.)
Now observe that every GT-pattern may be viewed as an integer point in a real
space of dimension
(
n+1
2
)
. One sees that these patterns then comprise precisely the
set of integer points in a certain polytope, the Gelfand-Tsetlin polytope.
By definition, the Gelfand-Tsetlin polytope GTλ is a polytope in the space R
(n+12 )
with coordinates labeled by pairs of integers 0 ≤ i ≤ n− 1 and 1 ≤ j ≤ n− i and is
defined by the conditions A0,j = λj and the inequalities (1). It is not hard to see
that it is a bounded polytope of codimension no less than n.
GT-patterns then indeed comprise the set of that polytope’s integer points and
formula (3) tells us that the Schur polynomial is a sum of certain exponentials
of these integer points. Such sums of exponentials may be computed via Brion’s
theorem which we now discuss.
1.2. Brion’s theorem. Consider the vector space Rm with a fixed basis and lattice
of integer points Zm ⊂ Rm. For any subset P ⊂ Rm we define its generating
function
S(P ) =
∑
a∈P∩Zm
xa,
a formal Laurent series in the variables x1, . . . , xm. (The formal exponential of
point a is defined as xa = xa11 · · ·x
am
m .)
Let P be a convex rational polytope (the intersection of a finite set of half-spaces
given by non-strict linear inequalities with integer coefficients). In this case there
exists a polynomial q ∈ Z[x±11 , . . . , x
±1
m ] such that the product qS(P ) is finite, i.e. is
also a (Laurent) polynomial. Moreover, the rational function qS(P )
q
is independent
of the choice of q and will be denoted σ(P ) (it is sometimes referred to as the
integer-point transform).
At every vertex v of P we have the tangent cone Cv. Brion’s theorem is the
following identity in the field of rational functions.
Theorem 1.1 ([1], [2]). One has the identity
σ(P ) =
∑
v vertex of P
σ(Cv).
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The books [3, ch. 13] and [4, ch. 9] contain outstanding discussions of these
topics.
1.3. The main result. The formal exponential of a point in the
(
n+1
2
)
-dimensional
space containing the GT-polytope is a monomial in
(
n+1
2
)
variables. Denote these
variables ti,j labeling them in accordance with the coordinates.
Formula (2) shows that for a GT-pattern A the monomial eµA is obtained from
the monomial tA (the formal exponential of a point) via the specialization
ti,j 7→
{
x1 when i = 0,
x−1i xi+1 when i > 0.
In general, for a rational function Q in the variables ti,j we will write F (Q) for the
expression obtained from Q by applying the above specialization.
Herefrom via fromula (3) we deduce the following fact.
Theorem 1.2. We have
sλ(x1, . . . , xn) = F (S(GTλ)).
The right-hand side above may be computed via Brion’s theorem. The goal of
this paper is to show how the resulting expression turns out to be the classical
alternating formula for Schur polynomials (Weyl’s character formula).
The answer is particularly instructive in the case of a regular weight λ, i.e. the
λj being pairwise distinct. It is provided by the below theorem which can be viewed
as our main result.
Theorem 1.3. For a regular dominant integral weight λ the polytope GTλ has
exactly n! simplicial vertices. For every permutation w ∈ Sn there is exactly one
simplicial vertex v with F (tv) = w(eλ). This vertex v satisfies
F (σ(Cv)) = w
(
eλ∏
i<j(1− xj/xi)
)
(Cv is the tangent cone). For every non-simplicial vertex one has F (σ(Cv)) = 0.
In other words, the contributions of simplicial vertices constitute precisely the n!
summands in Weyl’s character formula while the contributions of all other vertices
vanish.
The case of a singular λ will be considered in the end of the paper. The answer in
that case is not quite as neat, nonetheless, one has a similar theorem (Theorem 3.1)
describing the connection between Brion’s formula and Weyl’s character formula.
2. Proof of the main theorem
We have fixed a regular dominant integral weight λ. To prove theorem 1.3 we
classify the vertices of GTλ by matching them with certain graphs. It turns out
that that simplicial vertices are precisely those corresponding to acyclic graphs.
After that, with the help of an inductive argument, we show that the contributions
of vertices corresponding to graphs with cycles vanish. Finally, we compute the
contributions of the remaining (i.e. simplicial) vertices to complete the proof.
According to its definition, our polytope is the intersection of the subspace given
by the conditions A0,j = λj and of the half-spaces given by the inequalities (1).
We claim that in view of λ being regular each of the latter inequalities provides a
4 I. MAKHLIN
facet of GTλ (the bounding hyperplane of the half-space intersects the polytope in
a facet). Indeed, otherwise one of the inequalities would be a consequence of the
others which is obviously not the case.
Next, vertices of the polytope can be characterized with the following proposi-
tion.
Proposition 2.1. A GT-pattern A constitutes a vertex of GTλ if and only if for
any 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n− i the element Ai,j is equal to at least one of its
upper neighbors Ai−1,j and Ai−1,j+1.
Proof. This follows directly from the fact that a point is a vertex if and only if
the set of facets it is contained in is maximal by inclusion (among the polytope’s
points). 
The following notion will turn out to be very handy. With every vertex v of GTλ
we associate a graph Γv.
First, consider the graph T with n(n+1)/2 nodes corresponding to the elements
of a GT-pattern (the nodes also denoted by pairs (i, j)) and such that for any
1 ≤ i ≤ n− 1, 1 ≤ j ≤ n− i the node (i, j) is adjacent to (i− 1, j) and (i− 1, j+1).
Now Γv can be defined as a subgraph of T containing all of its nodes. An edge
of T lies in Γv if and only if the two corresponding elements of GT-pattern v are
equal. Here are two examples of such graphs.
❥5 ❥4 ❥2 ❥0
❥4 ❥4 ❥0
❥4 ❥0
❥4
✔
✔
❚
❚
❚
❚
✔
✔
❚
❚
✔
✔
✔
✔
❥5 ❥4 ❥2 ❥0
❥5 ❥4 ❥0
❥4 ❥0
❥4
❚
❚
❚
❚
✔
✔
❚
❚
✔
✔
✔
✔
Fig. 1 Fig. 2
Thus the edges of Γv correspond to facets containing v or, in other words, to
facets of the tangent cone Cv. (It appears that the vertices of GT-polytopes were
first described in terms of such graphs in the paper [5].)
Consider the connected components of such a graph Γv. In view of proposi-
tion 2.1 there are exactly n of them and each component contains exactly one
vertex from row 0. Moreover, any component ∆ has the following property:
A. If ∆ contains both nodes (i, j) and (i, j+1), then ∆ also contains (i−1, j+1)
and (i+1, j), i.e. the two common neighbors of the former two nodes in T .
We will refer to a subgraph ∆ ⊂ T as ordinary if it is connected, induced and has
property A. In particular, we see that both the top and bottom rows containing
nodes from ∆ necessarily contain exactly one node therefrom. Every connected
component of a graph Γv is an ordinary subgraph.
With every ordinary subgraph ∆ we associate a cone C∆ in the
(
n+1
2
)
-dimensional
space containing GTλ. A point x belongs to C∆ if and only if it has the following
three properties.
(1) For every (i, j) not a node of ∆ we have xi,j =0.
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(2) Let (i∆, j∆) be the single top node in ∆. Then xi∆,j∆ = 0.
(3) For every edge in ∆ the two coordinates of x corresponding to the edge’s
endpoints satisfy the according inequality of form (1).
One sees that C∆ is indeed a cone with its vertex at the origin.
We introduced this notion for the following reason. Consider a vertex v of GTλ.
Then
Cv = v +
∑
∆ component of Γv
C∆
(Minkowski sum). The above sum is “direct” in the sense that the sum of the linear
hulls of cones C∆ is direct. The following key identity ensues:
(4) F (σ(Cv)) = F (t
v)
∏
∆ component of Γv
F (σ(C∆)).
Now we distinguish the set of simplicial vertices.
Proposition 2.2. A vertex v is simplicial if and only if the graph Γv is acyclic.
(One sees that Fig. 1 on page 4 provides an example of a non-simplicial vertex
while Fig. 2 provides an example of a simplicial one.)
Proof. A vertex v is simplicial if and only if the number of facets containing it
is equal to dimGTλ =
(
n+1
2
)
− n. The number of facets containing v is equal to
the number of edges in the graph Γv. However, if at least one of the connected
components in Γv is not a tree, then the component contains no fewer edges than
nodes and the total number of edges is, therefore, greater than
(
n+1
2
)
− n. 
Note that the acyclicity of Γv is equivalent to no component therein containing
two nodes from the same row.
In view of (4), the last part of Theorem 1.3 will now follow from the below fact.
Theorem 2.1. If an ordinary subgraph ∆ contains a cycle, then F (σ(C∆))= 0.
To prove this theorem we will require an explicit description of the edges of C∆.
Proposition 2.3. Let ε be the minimal integer direction vector of an edge of C∆.
Then there exists a pair of nonintersecting ordinary subgraphs ∆1, ∆2 such that
every node of ∆ is a node of one of them and with the following property: if ∆1
contains the node (i∆, j∆), then all the coordinates of ε belonging to ∆1 are zero
while the coordinates belonging to ∆2 are all the same and equal to either 1 or −1
(depending on the mutual arrangement of ∆1 and ∆2).
Here are several examples of such vectors ε for various ∆. Solid lines denote the
edges of subgraphs ∆1 and ∆2 while dotted lines denote the remaining edges of ∆.
We will make use of these examples later on.
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❥0
❥1
❥1 ❥1
❥1
♣♣♣♣♣♣♣♣♣♣♣
✔
✔
❚
❚
❚
❚
✔
✔
❥0
❥0 ❥-1
❥-1 ❥-1
❥-1
✔
✔
♣♣♣♣♣♣♣♣♣♣♣
♣♣♣♣♣♣♣♣♣♣♣
✔
✔
❚
❚
❚
❚
✔
✔
❥0
❥0 ❥-1
❥-1
❥-1
✔
✔
♣♣♣♣♣♣♣♣♣♣♣
♣♣♣♣♣♣♣♣♣♣♣
✔
✔
❚
❚
❥0
❥0 ❥-1
❥0
❥0
✔
✔
♣♣♣♣♣♣♣♣♣♣♣
❚
❚
♣♣♣♣♣♣♣♣♣♣♣
❚
❚
Fig. 3 Fig. 4 Fig. 5 Fig. 6
Proof. Proof of Proposition 2.3 Suppose that ∆ contains at least two nodes, i.e.
C∆ is not a point. We will employ the fact that the edges of a cone are rays with
endpoints in the vertex for which the set of facets containing them is maximal by
inclusion among such rays.
First of all, if the coordinates of ε take at least three distinct values, then, clearly,
we may choose one of those values and set all of the corresponding coordinates equal
to another of the occurring values in such a way that the set of facets containing
the edge increases.
Next, it is also clear that the coordinates taking a specific value comprise the set
of nodes of an ordinary subgraph. Moreover, εi∆,j∆ = 0 by definition of C∆ and
the minimality and integrality of ε shows that all the nonzero coordinates of ε are
equal to ±1. 
Proof. Proof of Theorem 2.1 We will proceed by induction on the number of nodes
in ∆. We discuss the step of our induction by considering three cases, the base
being covered by Case 3.
Case 1. Graph ∆ contains just one node in row i∆ + 1. We denote that node
(i∆ + 1, j1).
From Proposition 2.3 it is evident that C∆ has just one edge e lying outside of
the space {xi∆+1,j1 = 0}, all coordinates of its direction vector ε other than εi∆,j∆
are equal to ±1 (cf. Fig. 3).
Let ∆′ be the ordinary subgraph obtained from ∆ by deletion of the node
(i∆, j∆). We see that
C∆ = C∆′ + e
and
F (σ(C∆)) = F (σ(C∆′ )/(1− t
ε)) = 0
via the induction hypothesis. (∆′ contains a cycle.)
Case 2. The graph ∆ contains two nodes in row i∆ + 1 and, on top of that, for
some i1 > i∆ row i1 + 1 contains more nodes than i1.
To compute σ(C∆) we define a certain rational polyhedron D the set of integer
points in which coincides with the set of integer points in C∆. First we define the
cone C′ = C∆ + δ where δ is a rational vector with three properties.
(1) −δ ∈ C∆, i.e. C∆ ⊂ C
′.
(2) δ is small enough, i.e. the set of integer points in C′ coincides with the set
of integer points in C∆.
(3) δi∆+1,j∆ > 0.
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Now we set D = C′ ∩ {xi∆+1,j∆ ≤ 0}.
Let us compute F (σ(D)) = F (σ(C∆)). The vertices of D are intersections of
the space {xi∆+1,j∆ = 0} with edges of the cone C
′. Every edge of C′ intersecting
that space is a translation of an edge of C∆ with direction vector ε such that
εi∆+1,j∆ = −1. Choose such an ε and denote the corresponding vertex of D via v
′.
We show that F (σ(Cv′ )) = 0 (Cv′ being the tangent cone to D) which, in view of
Brion’s theorem, implies the desired identity.
Indeed, Cv′ is equal to the direct sum v
′+C∆1+C∆2 where ∆1 and ∆2 are defined
as follows: ∆1 is the ordinary subgraph comprised of nodes (i, j) with εi,j = 0 and
∆2 is the ordinary subgraph comprised of nodes (i, j) with εi,j = −1 and the node
(i∆, j∆). Diminishing δ if necessary, we obtain SCv′ = C∆1 + C∆2 .
It follows that
F (σ(Cv′ )) = F (σ(C∆1 )σ(C∆2)) = 0,
since at least one of ∆1 and ∆2 contains at least two nodes from row i1 + 1 and,
consequently, contains a cycle.
Case 3. The graph ∆ contains two nodes in row i∆ + 1 and we are not within
Case 2. This means that for a certain i1 the graph ∆ contains two nodes in each
of rows i∆ + 1, . . . , i1 and one vertex in any row with number greater than i1 but
containing nodes from ∆.
In this case our argument repeats that in the previous case except for the last
step. D does contain vertices v′ for which both ∆1 and ∆2 are acyclic. However,
one sees that there are exactly two such vertices: v′(1) and v′(2) corresponding
to direction vectors ε(1) and ε(2). Denote the corresponding subgraphs via ∆1(1),
∆2(1), ∆1(2), ∆2(2). Then the left node of ∆ in row i ∈ [i∆+1, i1] belongs to ∆1(i)
while the right one belongs to ∆2(i) (i = 1, 2). The difference is that all nodes of
∆ lying in rows below i1 belong to ∆2(1) but they also belong to ∆1(2). (Figs. 5
and 6 provide examples of such vectors ε(1) and ε(2). Fig. 4 provides an example
of a vector ε for which ∆2 does contain a cycle and the induction hypothesis is
applicable.)
A direct computation shows that
F (σ(C∆1(1))σ(C∆2(1))) + F (σ(C∆1(2))σ(C∆2(2))) = 0.
Both cones C∆1(1)+C∆2(1) and C∆1(2)+C∆2(2) are simple (simplicial unimodular).
The integer-point transform of such a cone may be expressed as the product of
sums of infinite geometric series with common ratios equal to exponentials of the
edges’ direction vectors. Moreover, for almost all (all other than three) edges of
the cone C∆1(1) + C∆2(1) the following holds. If the direction vector of that edge
is ξ(1), then C∆1(2) + C∆2(2) contains an edge with direction vector ξ(2) such
that F (tξ(1)) = F (tξ(2)). This means that 1/(1 − F (tξ(1))) may be factored out
in the course of our computation. These two observations let one carry out the
computation.
The base of our induction corresponds to ∆ consisting of four nodes and is
covered by this case (and does not invoke the induction hypothesis). 
We move on to the discussion of simplicial vertices of GTλ. For such a vertex v
the graph Γv is made up of n components each of which is a linear graph. Since
every row of GT-pattern v contains one element fewer than the row above, we see
that all of these n linear graphs start in row 0 and there is exactly one linear graph
ending in each of our n rows. Therefore, the multiset of values occurring in row
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i+ 1 of GT-pattern v is obtained from the multiset of values occurring in row i by
the deletion of one element. This element is a coordinate of λ, i.e. λw−1v (i+1) for
some wv ∈ Sn (we add 1 in order to let the subscript lie within [1, n]). This defines
the correspondence between simplicial vertices and permutations.
To complete the proof of Theorem 1.3 we are to establish the following.
Proposition 2.4. Every simplicial vertex v of GTλ satisfies µv = wv(λ) and
F (σ(Cv)) = wv
(
eλ∏
i<j(1− xj/xi)
)
.
Proof. The first equality is a direct consequence of the definitions of permutation
wv and the weight µv.
Next, note that the cone Cv is simple, i.e. to compute F (σ(Cv)) it suffices to find
the direction vectors of its edges. By applying Proposition 2.3 to the components
of Γv we obtain the below description of the direction vectors.
For every pair 1 ≤ a ≤ b ≤ n − 1 there exists exactly one edge such that its
direction vector ε has one nonzero coordinate in each of the rows a, . . . , b and has
no other nonzero coordinates. The nonzero coordinates are equal to 1 if w−1v (a) <
w−1v (b + 1) and are equal to −1 otherwise. In the former case we have F (t
ε) =
xb+1/xa and in the latter we have F (t
ε) = xa/xb+1. In both cases the monomial
on the right is equal to
wv(xmax(w−1v (a),w−1v (b+1))/xmin(w−1v (a),w−1v (b+1))),
and the proposition follows. 
3. The case of a singular weight
In the case of a singular λ Theorem 1.3 does not hold. On one hand, in this case
GTλ does have non-simplicial vertices with nonzero contributions. On the other,
the number of vertices with nonzero contributions is less than n!. We fix a singular
integral dominant weight λ and state our result for this case.
Theorem 3.1. Vertices v of GTλ with F (σ(Cv)) 6= 0 are enumerated by elements
of the orbit Snλ. Let vµ be the vertex corresponding to µ ∈ Snλ, then
F (σ(Cvµ )) =
∑
wλ=µ
w
(
eλ∏
i<j(1− xj/xi)
)
.
Note that this theorem is also true in the case of a regular λ and in that case
reduces to Theorem 1.3. However, our proof of Thorem 3.1 makes use of Theo-
rem 1.3 and, on top of that, of several notions from polyhedral combinatorics. In
particular, we invoke the notion of polar duality [3, ch. 5] and of a normal fan of a
polytope (see, for instance, [6] or almost any other textbook on toric geometry).
Let us proceed to the proof. We first point out that Proposition 2.1 holds in
this case verbatim. Next, for a vertex v of GTλ we may define the graph Γv ⊂ T
in complete analogy with the regular case.
Now choose an arbitrary regular integral dominant weight λ′. Then the following
holds.
Proposition 3.1. The normal fan of GTλ′ refines the normal fan of GTλ.
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Proof. It suffices to show that for any vertex v′ of GTλ′ there exists a vertex v of
GTλ with
Cv − v ⊂ Cv′ − v
′
(an inclusion of tangent cones with their vertices translated to the origin). This
inclusion would follow from the inclusion Γv′ ⊂ Γv.
As per Proposition 2.1, every coordinate of v′ is equal to one of the coordinates
λ′j . We define v as follows: for all j and all coordinates of v
′ equal to λ′j we set the
corresponding coordinate of v equal to λj . On one hand, in view of Proposition 2.1
with respect to λ, the obtained point is a vertex of GTλ. On the other, the inclusion
Γv′ ⊂ Γv is obvious. 
We have obtained a surjection
pi : {vertices of GTλ′} → {vertices of GTλ},
mapping v′ to v from the above proof (i.e. such that the normal fan cone corre-
sponding to v contains the normal fan cone corresponding to v′).
Now we introduce several notions from the book [3]. For an arbitrary closed
convex rational (not necessarily bounded) polyhedron P in our space R(
n+1
2 ) let [P ]
be its characteristic function equal to 1 in points of P and 0 outside of P . Let P
be the real vector space spanned by all such characteristic functions. We will refer
to linear maps defined in points of P as valuations.
Theorem 3.2 ([3, Theorem 5.3]). Let P ◦ be the polar dual of P . The map [P ] 7→
[P ◦] from P to itself extends to a certain valuation D.
Next, let Q ⊂ P be the subspace spanned by functions [P ] with P containing an
affine line. For X,Y ∈ P write X ≈ Y if X − Y ∈ Q. A key role in our proof of
Theorem 3.1 is played by the following statement.
Lemma 3.1. For a vertex v of GTλ we have
[Cv] ≈
∑
pi(v′)=v
[Cv′ + (v − v
′)]
(on the right every cone has its vertex translated to v).
Proof. Let u be a vertex of GTλ or GTλ′ . Let Du denote the corresponding cone
in the corresponding normal fan. As per the definition of pi,
(5) [Dv] =
∑
pi(v′)=v
[Dv′ ] + S;
here S is a linear combination of functions of the form [K] where K is a cone of
dimension less than
(
n+1
2
)
. For such a K the cone K◦ is a cone containing an affine
line. Consequently, by applying the valuation D to (5) we obtain the statement of
the lemma (up to a translation by −v). 
To complete the proof we will also require the following fact.
Theorem 3.3. The map [P ] 7→ σ(P ) from P to R({ti,j}) extends to a certain
valuation F . Furthermore, we have F([P ]) = 0 for any function [P ] ≈ 0.
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Proof. The first part follows immediately from the definition of σ. To prove the
second part note that, since P is rational, it contains an affine line with an integer
direction vector, i.e. there exists a nonzero integer vector u such that tuσ(P ) =
σ(P ). 
Proof. Proof of Theorem 3.1 Choose a vertex v of GTλ and apply valuation F to
the identity from Lemma 3.1 to obtain
(6) σ(Cv) =
∑
pi(v′)=v
σ(Cv′ + (v − v
′)) =
∑
pi(v′)=v
tv−v
′
σ(Cv′ ).
Next, consider a simplicial vertex v′ of GTλ′ corresponding to w ∈ Sn, i.e.
with µv′ = wλ
′. The definition of pi coupled with linearity properties implies
that µpi(v′) = wλ. Consequently, the set of simplicial vertices v
′ (i.e. such that
F (σ(Cv′ )) 6= 0) in pi
−1(v) is
(a) empty, if µv is not of the form wλ,
(b) is comprised of those v′ that correspond to permutations w′ with w′λ = wλ
if µv = wλ.
Theorem 3.1 now follows from identity (6) and Proposition 2.4. 
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