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INTEGRABILITY CONDITIONS ON COBOUNDARY AND TRANSFER
FUNCTION FOR LIMIT THEOREMS
DAVIDE GIRAUDO
Abstract. For a measure preserving automorphism T of a probability space, we pro-
vide conditions on the tail function of g : Ω → R and g − g ◦ T which guarantee limit
theorems among the weak invariance principle, Marcinkievicz-Zygmund strong law of
large numbers and the law of the iterated logarithm to hold for f := m + g − g ◦ T ,
where (m ◦ T i)i>0 is a martingale differences sequence.
1. Introduction and notations
Let (Ω,F , µ) be a probability space and T : Ω → Ω be a bijective bi-measurable and
measure preserving map. We assume that the dynamical system is ergodic (that is, if
T−1A = A for some A ∈ F , then µ(A) ∈ {0, 1}). If n > 1 is an integer and f : Ω→ R, we
denote Sn(f) :=
∑n−1
j=0 f ◦ T j and for a fixed t, define
(1.1) Spln (f, t) := S[nt](f) + (nt− [nt])f ◦ T [nt], t ∈ [0, 1],
where [x] denote the integer part of the real number x. Then for each ω ∈ Ω and each
integer n > 1, the map t 7→ Spln (f, t) is an element of the space of continuous functions on
[0, 1], denoted by C[0, 1].
Let us state the limit theorems we are interested in.
Definition 1.1. Let f : Ω→ R be a measurable function.
• We say that the function f satisfies the invariance principle if the sequence (n−1/2Spln (f, ·))n>1
weakly converges in the space C[0, 1] endowed with the topology of uniform conver-
gence to a scalar multiple of a standard Brownian motion.
• We say that the function f satisfies the law of the iterated logarithm if there exists
a constant C(f) such that for almost every ω ∈ Ω,
(1.2) lim sup
n→+∞
Sn(f)(ω)√
n log logn
= C(f) and lim inf
n→+∞
Sn(f)(ω)√
n log logn
= −C(f).
• We say that the function f satisfies the functional law of the iterated logarithm if
the sequence
(
(
√
n log logn)−1Spln (f, ·)
)
n>1
is relatively compact and the set of its
limit points coincides with the set of all absolutely continuous functions x ∈ C[0, 1]
such that x(0) = 0 and
∫ 1
0
(x′(t))2dt 6 1, where x′ denotes the derivative of x
defined almost everywhere with respect to the Lebesgue measure.
• Let 1 < p < 2. We say that the function f satisfies the p-strong law of large
numbers if for any α ∈ [1/p, 1], the following holds:
(1.3) ∀ε > 0,
+∞∑
n=1
nαp−2µ
{
max
16k6n
|Sk(f)| > εnα
}
< +∞.
If it is possible to find a decomposition of the function f
(1.4) f = m+ g − g ◦ T,
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where g : Ω→ R is a measurable function andm satisfies one of the previous limit theorems,
then one can wonder if we can deduce the result for f .
A known situation is when the sequence (m ◦ T i)i>0 is a square-integrable martingale
differences sequence. A necessary and sufficient condition to have (1.4) with such an m
and a square integrable g is known (see Theorem 2 in [Vol93]). If (m ◦ T i)i>0 is a square-
integrable martingale difference sequence, then the functional law of the iterated logarithm
and the invariance principle take place.
If 1 < p < 2 and m ∈ Lp, then Theorem 5 by Dedecker and Merlevède [DM07] implies
that m satisfies the p-strong law of large numbers. Actually, their results holds in a more
general setting than strictly stationary sequences, as they only require a stochastic domina-
tion on the considered martingale differences sequence. A similar result as (1.3) takes place
for α = 1 if we require a conditional stochastic domination (see [BQ15], Theorem 2.2). A
necessary and sufficient condition for (1.4) to hold with m, g ∈ Lp, 1 < p < 2, is given
by Volný in Theorem 1 of [Vol06], and in this case, (1.3) is satisfied (see Theorem 6 of
[DM07]).
We call a coboundary a function of the form g − g ◦ T , where g : Ω→ R is a measurable
function. The function g is called a transfer function. The following result is Theorem 1 of
[VS00]. It gives a necessary and sufficient condition on the transfer function to preserve the
limit theorems mentioned in the previous definition. Sufficiency for the invariance principle
and the law of the iterated logarithm was established in [HH80], pages 140-142).
Theorem 1.2 (The equivalence theorem,[VS00]). Let us suppose that for the process (m ◦
T i)i∈Z the invariance principle, the law of the iterated logarithm (functional law of the
iterated logarithm) respectively, holds true. Let g be a measurable function and
(1.5) f = m+ g − g ◦ T.
Then for the process (f ◦ T i)i∈Z
• the invariance principle holds if and only if
(1.6)
1√
n
max
16k6n
∣∣g ◦ T k∣∣ →
n→∞
0 in probability;
• the law of the iterated logarithm as well as the functional law of the iterated loga-
rithm holds if and only if
(1.7)
1√
n log logn
g ◦ T n →
n→∞
0 a.s.
Both conditions (1.6) and (1.7) take place when the function g is square-integrable. If
1 < p < 2, Theorem 6 in [DM07] shows that (1.3) holds if g belongs to Lp.
However, it may happen that we obtain a decomposition (1.4) where m ∈ L2 but the
function g is only integrable (see [VS00] for explicit counter-examples, and [EJ85] for
a condition which guarantees the square integrability of m) and in this case, the weak
invariance principle does not need to hold. We investigate conditions on the functions
t 7→ µ {|g| > t} and t 7→ µ {|g − g ◦ T | > t} which guarantee (1.6) or (1.7). In order to
state these conditions in a more concise way, we introduce the so-called weak Lq-spaces.
Definition 1.3. Let q be a real number strictly greater than 1. We denote by Lq,∞ the
space of functions h : Ω→ R such that
(1.8) ‖h‖qq,∞ := sup
t>0
tqµ {|h| > t} is finite.
The subspace of Lq,∞ which consists of functions h such that lim
t→+∞
tqµ {|h| > t} = 0 is
denoted by Lq,∞0 .
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2. Main results
In this section, we state the main results of this note. In the first subsection, we give a
sufficient condition on the functions t 7→ µ {|g| > t} and t 7→ µ {|g − g ◦ T | > t} in order to
preserve the weak invariance principle, the law of the iterated logarithm and the p-strong
law of large numbers respectively. We provide projective conditions which guarantee these
sufficient conditions an a martingale coboundary decomposition.
In the second subsection, we construct counter-examples which show that the found
conditions are sharp when the considered dynamical system is aperiodic.
Finally, in the third subsection, we provide applications of the results of Subsection 2.1
to Bernoulli shifts.
Volný and Samek showed in [VS00] that the conclusion of Theorems 2.1 and 2.4 (see
the next subsections) holds when p > (r + 2)/r and that of Theorem 2.10 when p < (r −
1)/(r−3/2). In the case r > 2, we cannot conclude from their results if (r−1)/(r−3/2) 6
p < (r + 2)/r, while it is the case with our conditions.
2.1. Sufficient conditions.
Theorem 2.1. Let 1 < p < 2 and let g : Ω → R be a function such that g ∈ Lp,∞0 and
g − g ◦ T ∈ Lp/(p−1),∞0 . Then for any square integrable martingale differences sequence
(m ◦ T i)i>0, the function f := m + g − g ◦ T satisfies the weak invariance principle in
C[0, 1].
A similar result has been obtained for the quenched functional central limit theorem
(see [BPP15], Corollary 7).
Corollary 2.2. Let 1 < p < 2 and let M be a sub-σ-algebra of F such that TM ⊂ M.
Assume that f is an M-measurable element of Lp/(p−1),∞0 such that the following two
conditions hold:
(2.1) the sequence (E [Sn(f) | M])n>1 converges in Lp,∞;
(2.2) the sequence ((I − U)E [Sn(f) | M])n>1 converges in Lp/(p−1),∞.
Then the function f satisfies the invariance principle.
The conditions of Corollary 2.2 imply that f admit the martingale-coboundary repre-
sentation (1.4) with m and g integrable and g satisfies (1.6). In [DV08, Dur09], the later
condition was compared with Dedecker and Rio projective criterion (cf. [DR00]):
(2.3) the sequence fE[Sn(f) | M] converges in L1,
which also implies that f satisfies the invariance principle. It was shown that there is an
example of function f which satisfies the martingale-coboundary decomposition in L1 and
the invariance principle but not (2.3).
Here do not assume that f belongs to Lp/(p−1) and that the convergence in (2.2) holds
in Lp, otherwise, the function f would satisfy Dedecker-Rio projective criterion. In this
way, our condition is independent of (2.3).
Proposition 2.3. Let (Ω,F , µ) be a dynamical system of positive entropy. Let 1 < p < 2.
There exists a sub-σ-algebra M such that TM ⊂ M and a function f ∈ Lp/(p−1),∞0
satisfying (2.1) and (2.2) but not (2.3).
Theorem 2.4. Let 1 < p < 2 < r and let g : Ω→ R be a function.
(i) If p > r/(r−1), g ∈ Lp,∞ and g−g ◦T ∈ Lr,∞, then for any martingale differences
sequence (m◦T i)i>0, the function f := m+g−g ◦T satisfies the law of the iterated
logarithm;
(ii) if p = r/(r−1), g ∈ Lp and g−g◦T ∈ Lr, then for any square integrable martingale
differences sequence (m ◦ T i)i>0, the function f := m+ g − g ◦ T satisfies the law
of the iterated logarithm.
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Corollary 2.5. Let 1 < p < 2 and let M be a sub-σ-algebra of F such that TM ⊂
M. Assume that f is an M-measurable element of Lp/(p−1) such that the following two
conditions hold:
(2.4) the sequence (E [Sn(f) | M])n>1 converges in Lp;
(2.5) the sequence ((I − U)E [Sn(f) | M])n>1 converges in Lp/(p−1).
Then the function f satisfies the functional law of the iterated logarithms.
Remark 2.6. In [VS00], Lq spaces are involved. It turns out that in the setting of Theo-
rems 2.1 and 2.4, (i), we may work with weak Lq-spaces. For the case (ii) in Theorem 2.4,
it is an open question to determine whether strong moments are actually needed.
Theorem 2.7. Let 1 6 q < p < r < 2 be real numbers and let g : Ω → R be a function
such that g ∈ Lq and g − g ◦ T ∈ Lr. If q > (p − 1)r/(r − 1), then for any martingale
differences sequence (m ◦ T i)i>0 with m ∈ Lp, the function f := m + g − g ◦ T satisfies
(1.3).
Corollary 2.8. Let 1 < p < r < 2 and let M be a sub-σ-algebra of F such that TM⊂M.
Assume that f is an M-measurable element of Lr such that the following two conditions
hold:
(2.6) the sequence (E [Sn(f) | M])n>1 converges in Lmax{1,(p−1)r/(r−1)};
(2.7) the sequence ((I − U)E [Sn(f) | M])n>1 converges in Lr.
Then for each positive ε and any α ∈ [1/p, 1], we have
(2.8)
+∞∑
n=1
nαp−2µ
{
max
16k6n
|Sk(f)| > εnα
}
< +∞.
Remark 2.9. Ergodicity of the dynamical system is required for the "only if" direction in
the equivalence involving the law of the iterated logarithm of Theorem 1.2. Therefore, the
results of this subsection remain valid in the non-ergodic setting.
2.2. Counter-examples. In Theorems 2.1 and 2.4, we gave a sufficient condition on (p, r)
for which g ∈ Lp and g − g ◦ T r ∈ Lr guarantees the invariance principle, and the law of
iterated logarithms for g − g ◦ T . The next results show that when this condition is not
satisfied, these limit theorems may fail, which shows its sharpness.
Theorem 2.10. Assume that the dynamical system (Ω,F , µ, T ) is aperiodic. Let 1 6 p <
2 6 r be real numbers such that p < r/(r − 1). Then there exists a function g ∈ Lp such
that g− g ◦ T ∈ Lr and the function g− g ◦T satisfies neither the invariance principle nor
the law of the iterated logarithm.
We also have a similar counter-example for the p-strong law of large numbers.
Theorem 2.11. Assume that the dynamical system (Ω,F , µ, T ) is aperiodic. Let 1 < p < 2
and let 1 6 q < p < r be real numbers such that q < (p − 1)r/(r − 1). Then there exists
a function g ∈ Lq such that g − g ◦ T ∈ Lr but the sequence (n−1/pSn(g − g ◦ T ))n>1 does
not converge almost surely to 0. In particular, g − g ◦ T does not satisfy (1.3)
2.3. Applications. In Subsection 2.1, we provided sufficient conditions for the functional
central limit theorem, the law of the iterated logarithm and the p-law of large numbers. It
is natural to try to apply these conditions to some strictly stationary sequences.
In the case of a linear process f ◦ T k =∑i>0 aiεk−i, where (εi)i∈Z is an i.i.d. centered
sequence of random variables in L
p/(p−1),∞
0 , 1 < p < 2, condition (2.1) implies that f has a
martingale coboundary decomposition in Lq, 1 < q < p. Since q/2 < 1, the Marcinkievicz-
Zygmund and Jensen’s inequalities give the convergence of the series
∑
i>0
(∑
k>i ak
)1/2
,
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which in turn implies the martingale-coboundary decomposition in L2, from which the
invariance principle could have been already deduced.
This is why we shall focus on some functionals of a particular linear process: the so-
called Bernoulli shifts. Let (εk)k∈Z by an i.i.d. sequence of random variables which take
the values 0 and 1 with probability 1/2. We define for x =
∑+∞
k=1 2
−k−1ε−k
(2.9) T nx :=
+∞∑
k=1
2−k−1εn−k
The map T preserves the Lebesgue measure λ on the unit interval endowed with the Borel
σ-algebra. Given a function f : [0, 1]→ R, we would like to give some sufficient conditions
on the regularity of f which guarantee the invariance principle, the law of the iterated
logarithm and the p-law of large numbers.
Proposition 2.12. Let f : Ω → R be a centered function such that for some p ∈ (1, 2),
tp/(p−1)λ {|f | > t} = 0 and for some δ > 0,
(2.10)
∫ 1
0
∫ 1
0
|f(x)− f(y)|p
|x− y|
(
log
1
|x− y|
)p−1+δ
dxdy <∞ and
(2.11)
∫ 1
0
∫ 1
0
∣∣∣f˜(x)− f˜(y)∣∣∣ pp−1
|x− y|
(
log
1
|x− y|
) 1
p−1+δ
dxdy <∞,
where f˜(x) = f(x)− f(x/2)/2− f((x+ 1)/2)/2.
Then f satisfies the invariance principle and the functional law of the iterated logarithm.
Proposition 2.13. Let p ∈ (1, 2). Let f : Ω→ R be a centered function such that for some
r ∈ (p, 1), f belongs to Lr and for some δ > 0,
(2.12)
∫ 1
0
∫ 1
0
|f(x)− f(y)|q
|x− y|
(
log
1
|x− y|
)q−1+δ
dxdy <∞ and
(2.13)
∫ 1
0
∫ 1
0
∣∣∣f˜(x)− f˜(y)∣∣∣r
|x− y|
(
log
1
|x− y|
)r−1+δ
dxdy <∞,
where q := max {1, (p− 1)r/(r − 1)} and f˜(x) = f(x)− f(x/2)/2− f((x+ 1)/2)/2. Then
f satisfies the p-strong law of large numbers.
3. Proofs
If h : Ω→ R is a measurable function, we define M∗(h) := supN>1N−1 |SN (h)|.
The following lemma about Birkhoff averages will be used in the proof.
Lemma 3.1. Let q > 1 and let h : Ω→ R be a measurable function.
(i) If h belongs to Lq,∞0 then the function M
∗(h) belongs to Lq,∞0 ;
(ii) if h belongs to Lq, then so does M∗(h).
Proof. By the maximal ergodic theorem, we have for each positive t,
(3.1) t · µ {M∗(h) > t} 6 E [|h| · 1 {M∗(h) > t}] .
(i) The expectation can be bounded by
(3.2)
∫ +∞
0
min
{
µ(At), s
−q ‖h · 1(At)‖q,∞
}
ds,
where
(3.3) At := {M∗(h) > t} .
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Therefore, we infer the bound
E [|h| · 1(At)] 6 µ(At)1−1/q ‖h1(At)‖q,∞+(3.4)
+ ‖h · 1(At)‖qq,∞
∫ +∞
‖h·1(At)‖q,∞µ(At)
−1/q
s−qds
= µ(At)
1−1/q ‖h · 1(At)‖q,∞+(3.5)
+ ‖h · 1(At)‖qq,∞
(‖h · 1(At)‖q,∞ µ(At)−1/q)1−q
q − 1
= µ(At)
1−1/q ‖h · 1(At)‖q,∞ +
‖h · 1(At)‖q,∞ µ(At)1−1/q
q − 1(3.6)
=
q
q − 1µ(At)
1−1/q ‖h · 1(At)‖q,∞ .(3.7)
Plugging this into (3.1), we obtain
(3.8) t · µ {M∗(h) > t}1/q 6 q
q − 1 ‖h · 1(At)‖q,∞ ,
hence is is enough to prove that
(3.9) lim
t→+∞
sup
s>0
sqµ ({|h| > s} ∩ At) = 0.
To this aim, fix a positive ε; by assumption, there exists a positive real number s0
such that for s > s0, we have s
qµ {|h| > s} 6 ε, hence
(3.10) sup
s>0
sqµ ({|h| > s} ∩ At) 6 max {ε, sp0µ(At)} ,
which is smaller than ε for t large enough.
(ii) This follows by multiplying (3.1) by tq−2, integrating over [0,+∞) with respect to
the Lebesgue measure and switching the integrals.
This concludes the proof of Lemma 3.1. 
We now give the proofs of the main results, which combine Lemma 3.1 with the ideas
of [VS00].
3.1. Proof of sufficient conditions.
Proof of Theorem 2.1. In view of Theorem 1.2, we have to show that the sequence
(
n−1/2 max
16j6n
∣∣g ◦ T j∣∣)
n>1
converges to 0 in probability.
Let ε be a positive fixed number. Let k, n be positive integers such that k < n. Denoting
pn := µ
{
max16j6n
∣∣g ◦ T j∣∣ > 2εn1/2}, the following estimates take place:
pn 6 µ
{
max
16i6[nk ]+1
max
ik6j<(i+1)k
∣∣g ◦ T ik∣∣+ ∣∣g ◦ T j − g ◦ T ik∣∣ > 2εn1/2}
6 µ
{
max
16i6[nk ]+1
∣∣g ◦ T ik∣∣ > ε√n}+ [nk ]+1∑
i=1
µ
{
max
ik6j<(i+1)k
∣∣g ◦ T j − g ◦ T ik∣∣ > εn1/2}
6
([n
k
]
+ 1
)
µ
{
|g| > εn1/2
}
+
([n
k
]
+ 1
)
µ
{
max
06j<k
∣∣g ◦ T j − g∣∣ > εn1/2}
6
([n
k
]
+ 1
)
µ
{
|g| > εn1/2
}
+
([n
k
]
+ 1
)
µ
{
max
06j<k
1
j
|Sj(g − g ◦ T )| > εn
1/2
k
}
.
This yields
(3.11) pn 6
([n
k
]
+ 1
)
µ
{
|g| > εn1/2
}
+
([n
k
]
+ 1
)
µ
{
M∗(g − g ◦ T ) > εn
1/2
k
}
.
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By the assumption on p and r, the inequality
(3.12)
r/2− 1
r − 1 =
r − 1− r/2
r − 1 = 1−
r
2(r − 1) > 1−
p
2
takes place, hence we may choose a number α such that
(3.13) 1− p
2
6 α 6
r/2− 1
r − 1 .
We now use (3.11) with k := [nα]. This yields, for some constant c depending only on p
and r:
(3.14) pn 6 c · n1−αµ
{
|g| > εn1/2
}
+ c · n1−αµ
{
M∗(g − g ◦ T ) > εn1/2−α
}
,
and, by (3.13),
pn 6 cn
p/2µ
{
|g| > εn1/2
}
+(3.15)
+ cn1−α−r(1/2−α)n(1/2−α)rµ
{
M∗(g − g ◦ T ) > εn1/2−α
}
= cnp/2µ
{
|g| > εn1/2
}
+(3.16)
+ cn1−r/2+α(r−1)n(1/2−α)rµ
{
M∗(g − g ◦ T ) > εn1/2−α
}
6 cnp/2µ
{
|g| > εn1/2
}
+ cn(1/2−α)rµ
{
M∗(g − g ◦ T ) > εn1/2−α
}
.(3.17)
Since g ∈ Lp,∞0 and g − g ◦ T ∈ Lr,∞0 , we conclude by item (i) of Lemma 3.1 that the
sequence (pn)n>1 converges to 0.
This concludes the proof of Theorem 2.1. 
Proof of Corollary 2.2. Condition (2.1) implies by [Vol93] that f may be written as f =
m + g − g ◦ T , where (m ◦ T i)i>0 is a martingale differences sequence with respect to
the filtration (T−iM)i>0. Since f is M-measurable, the function g may be written as∑
i>0 E
[
U if | TM]. Thus, by condition (2.1), we derive that g ∈ Lp,∞ and since each
term in the series defining g belongs to Lp,∞0 , we derive that g belongs to L
p,∞
0 . Similarly,
by condition (2.2), we infer that g− g ◦ T belongs to Lp/(p−1),∞0 . Since f ∈ Lp/(p−1),∞0 , we
have m ∈ Lp/(p−1),∞0 , and accounting the inequality p/(p− 1) > 2, we conclude that m is
square integrable. The proof is complete since we showed that g satisfies the conditions of
Theorem 2.1. 
Proof of Proposition 2.3. We use the contruction given in [DV08]. There exists two inde-
pendent and T -invariant sub-σ-algebras B and C. We consider a B-measurable function
e0 : Ω → {−1, 1} such that µ({e0 = 1}) = µ({e0 = −1}) = 1/2, and define ei := e0 ◦ T i,
i ∈ Z, and M := C ∨ σ {ei, i 6 0} (which satisfies TM ⊂ M). We introduce three se-
quences: (θk)k>1 ⊂ (0,+∞), (ρk)k>1 ⊂ (0, 1) a decreasing sequence such that
∑
k>1 ρk < 1
and an increasing sequence of integers (Nk)k>1. Once these sequences are fixed, we choose
a decreasing sequence (εk)k>1 ⊂ (0, 1) such that
(3.18)
∑
k>1
θkNkε
1/p
k .
We now consider for each fixed k > 1 a set Ak ∈ C such that
(1) the sets Ak are mutually disjoint;
(2)
(
1−∑i>1 ρi) ρk2 6 µ(Ak) 6 ρk for all k > 1;
(3) for each k > 1 and all i, j ∈ {0, . . . , Nk + 1}, µ(T−iAk∆T−jAk) 6 εk.
The existence of such a sequence of sets as well as that of B and C is explained in [DV08].
7
The function f is defined by
(3.19) f =
+∞∑
k=1
θke−Nk1(Ak).
Assume that the sequence (θk)k>1 is increasing and θk → +∞. The function f belongs to
L
p/(p−1),∞
0 if
(3.20) lim
k→+∞
θ
p/(p−1)
k+1
∑
i>k
ρi = 0.
Now, we have
(3.21) E [Sn(f) | M] =
+∞∑
k=1
θk
min{n,Nk}∑
i=1
e−Nk+i1(Ak)+
+∞∑
k=1
θk
min{n,Nk}∑
i=1
e−Nk+i
(
1(T−iAk \Ak)− 1(Ak \ T−iAk)
)
,
and since
(3.22)
∥∥∥∥∥∥
min{n,Nk}∑
i=1
e−Nk+i
(
1(T−iAk \Ak)− 1(Ak \ T−iAk)
)∥∥∥∥∥∥
p
6 Nkε
1/p
k ,
the sequence (E [Sn(f) | M])n>1 converges in Lp if
(3.23) lim
m,n→∞
E
∣∣∣∣∣∣
+∞∑
k=1
θk
min{n,Nk}∑
i=min{m,Nk}
e−Nk+i1(Ak)
∣∣∣∣∣∣
p
= 0.
Since the family (Ak)k>1 is disjoint, (3.23) is equivalent to
(3.24) lim
m,n→∞
+∞∑
k=1
θpkE
∣∣∣∣∣∣
min{n,Nk}∑
i=min{m,Nk}
e−Nk+i
∣∣∣∣∣∣
p
ρk = 0,
which is implied (by Marcinkievicz-Zygmund inequality) by
(3.25)
+∞∑
k=1
θpkN
p/2
k ρk.
Notice also that
(I − U)E [Sn(f) | M] =
+∞∑
k=1
θk(I − U)
min{n,Nk}∑
i=1
e−Nk+i1(T
−iAk)
=
+∞∑
k=1
θk
(
e−Nk+11(T
−1Ak)− e−Nk+min{n,Nk}1(T−min{n,Nk}Ak)
)
,
hence the sequence ((I − U)E [Sn(f) | TM])n>1 converges in Lp/(p−1),∞ as long as
(3.26) lim
k→+∞
θ
p/(p−1)
k+1
∑
i>k
ρi = 0.
By Proposition 3 of [DV08], the function f defined by (3.19) satisfies (2.3) if and only
if
∑+∞
k=1 θ
2
k
√
Nkρk < ∞. We thus have to takes sequences (θk)k>1, (ρk)k>1 and (Nk)k>1
such that (θk)k>1 is increasing, (3.25) and (3.26) hold but
∑+∞
k=1 θ
2
k
√
Nkρk = +∞. Such a
selection is possible; for example, take
(3.27) θk :=
2k(p−1)/p
(log k)2/p
, Nk :=
[
22k(2−p)/p
k2/p
]
, ρk := 2
−k.
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Proof of Theorem 2.4. In view of Theorem 1.2, we have to prove that the convergence in
(1.7) takes place. Let α ∈ (0, 1) be a number which will be specified later. We define
(3.28) mj :=
j−1∑
i=1
[iα] , j > 1.
Notice that for some constant κ depending only on α, we have
(3.29)
jα+1
κ
6 mj 6 κj
α+1, j > 1.
By the Borel-Cantelli lemma, we have to prove the convergence of the series
(3.30)
+∞∑
j=1
pj , with pj := µ
{
max
06i6[jα]
1√
mj log logmj
∣∣g ◦ Tmj+i∣∣ > ε}
for each positive ε. To this aim, we start from the inequalities
pj 6 µ
{
1√
mj log logmj
|g ◦ Tmj | > ε/2
}
+
+ µ
{
max
06i6[jα]
1√
mj log logmj
∣∣g ◦ Tmj+i − Tmj ∣∣ > ε/2}
= µ
{
1√
mj log logmj
|g| > ε/2
}
+
+ µ
{
max
06i6[jα]
1√
mj log logmj
∣∣g ◦ T i − g∣∣ > ε/2} ,
from which we infer
(3.31) pj 6 µ
{
1√
mj log logmj
|g| > ε/2
}
+
+ µ
{
1√
mj log logmj
M∗(g − g ◦ T ) > ε
2 [jα]
}
.
(i) Assume that p > r/(r − 1). Using the definition of ‖·‖p,∞ and inequality (3.29),
we obtain
(3.32) µ
{
1√
mj log logmj
|g| > ε/2
}
6 c(p, ε, α)κp/2 ‖g‖pp,∞
1
j(α+1)p/2
,
where c(p, ε, α) is independent of j. Using (3.29) and (3.8), we derive
(3.33) µ
{
1√
mj log logmj
M∗(g − g ◦ T ) > ε
2 [jα]
}
6
6 c(r, ε, α)κr/2 ‖g − g ◦ T ‖rr,∞ jαr−(α+1)r/2,
where c(r, ε, α) is independent of j.
Combining (3.31), (3.32) and (3.33), we deduce the upper bound
(3.34) pj 6 c(p, r, α, ε, g)
(
1
j(α+1)p/2
+
1
j(1−α)r/2
)
.
We have to take α such that
(3.35) (α+ 1)p/2 > 1 and (1 − α)r/2 > 1.
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This is equivalent to
(3.36) α > 2/p− 1 and α < 1− 2/r.
Since 2/p− 1 < 1− 2/r, inequalities (3.35) are satisfied and in view of (3.34), the
series defined by (3.30) is convergent for any positive ε. This conclude part (i) of
Theorem 2.4.
(ii) Assume that p = r/(r− 1). We pick α := 2/p− 1 = 1− 2/r. In this case, for some
constant c depending only on p and r, the inequality
pj 6 µ
{
|g| > cεj1/p
}
+ µ
{
M∗(g − g ◦ T ) > εcj−α+(α+1)/2
}
(3.37)
= µ
{
|g| > cεj1/p
}
+ µ
{
M∗(g − g ◦ T ) > εcj(1−α)/2
}
(3.38)
= µ
{
|g| > cεj1/p
}
+ µ
{
M∗(g − g ◦ T ) > εcj1/r
}
(3.39)
takes place. By item (ii) of Lemma 3.1, we conclude that the series defined by
(3.30) is convergent for any positive ε and this concludes part (ii) of Theorem 2.4,
hence the proof of Theorem 2.4.

Proof of Corollary 2.5. Like in the proof of Corollary 2.2, we derive that f admits a
martingale-coboundary decomposition with g in Lp and m, g − g ◦ T ∈ Lp/(p−1). We
thus may apply Theorem 2.4 to conclude that f satisfies the functional law of the iteratd
logarithms. 
Proof of Theorem 2.7. Let us fix a positive ε and α ∈ [1/p, 1]. Let 1 6 k < n be integers.
By similar inequalities which leaded to (3.11) (we replace the exponent 1/2 by α), we derive
(3.40) µ
{
max
16j6n
∣∣g − g ◦ T j∣∣ > εnα} 6 2([n
k
]
+ 1
)
µ {|g| > εnα/4}+
+ 2
([n
k
]
+ 1
)
µ
{
M∗(g − g ◦ T ) > εn
α
2k
}
.
Let us choose k :=
[
nβ
]
, where
(3.41) (p− q)α 6 β 6 α(r − p)/(r − 1)
(the existence of such a β is guaranted by the assumptions on p, q and r). Then it suffices
to check that for each positive constant c, the series
(3.42) Σ1 :=
+∞∑
n=1
npα−1−βµ {|g| > cnα} and
(3.43) Σ2 :=
+∞∑
n=1
npα−1−βµ
{
M∗(g − g ◦ T ) > cnα−β}
are convergent. The convergence of Σ1 is equivalent to the integrability of the function
|g|p−β/α; this holds since (3.41) implies q > p− β/α.
Note that the second series converges if
(3.44) E
[
(M∗(g − g ◦ T )) pα−βα−β
]
< +∞.
Notice that inequality (3.41) implies that (pα − β)/(α − β) 6 r, hence we derive the
convergence of S2 by item (ii) of Lemma 3.1 (with the exponent (pα−β)/(α−β) > 1 since
p > 1).
This concludes the proof of Theorem 2.7. 
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Proof of Corollary 2.8. Like in the proof of Corollaries 2.2 and 2.5, we derive that f admits
a martingale-coboundary decomposition with g ∈ L(p−1)r/(r−1) and m, g − g ◦ T ∈ Lr. By
Theorem 2.7, we derive that for each positive ε and any α ∈ [1/p, 1], (2.8) takes place. 
3.2. Counter-examples.
Proof of Theorem 2.10. We recall the construction given in the proof of Theorem 3 of
[VS00]. We choose a real number α such that
(3.45)
r − 2
2(r − 1) < α < 1−
p
2
.
This is possible because
(3.46) 1− p
2
− r − 2
2(r − 1) =
1
2
(
2− p− r − 1− 1
r − 1
)
=
=
1
2
(
1− p+ 1
r − 1
)
=
1
2
(
r
r − 1 − p
)
> 0.
For each i > 1, we define ni := 2
i and ki :=
[
2iα
]
. By the Rokhlin lemma (see [Kak43,
Roh48]), one can find a set Ai ∈ F such that
(3.47) sets Ai, TAi, . . . , T
ni−1Ai are pairwise disjoint and
(3.48) µ
ni−1⋃
j=0
T jAi
 > 1/2.
In particular, the quantity µ(Ai) can be bounded as follows:
(3.49)
1
2ni
6 µ(Ai) 6
1
ni
.
We then define for i > 1,
(3.50) gi :=
√
ni log logni
ki
 ki∑
j=1
j1(T ni−jAi) +
2ki−1∑
j=ki+1
(2ki − j)1(T ni−jAi)
 ,
and g :=
∑+∞
i=i0
gi, where i0 is such that 2ki < ni for each i > i0. By the Borel-Cantelli
lemma, since µ {gi 6= 0} 6 2ki/ni 6 21−(1−α)i, the series which defines g is almost surely
convergent.
Since it has been shown in [VS00] that the function f satisfies neither the invariance
principle nor the law of the iterated logarithm, it remains to prove that the constructed
function g belongs to Lp and that the coboundary g − g ◦ T belongs to Lr.
By (3.47) and (3.50), the equality
(3.51) |gi|p =
(√
ni log logni
ki
)p ki∑
j=1
jp1(T ni−jAi) +
2ki−1∑
j=ki+1
(2ki − j)p1(T ni−jAi)

takes place, hence integrating and accounting (3.49), we derive the estimates
E |gi|p 6
(√
ni log logni
ki
)p ki∑
j=1
jp +
2ki−1∑
j=ki+1
(2ki − j)p)
 1
ni
(3.52)
6 2
n
p/2−1
i (log logni)
p/2
kpi
kp+1i(3.53)
= 2n
p/2−1
i (log logni)
p/2ki,(3.54)
hence
(3.55) ‖gi‖p 6 21/pn1/2−1/pi (log logni)1/2k1/pi .
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By definition of ni and ki, one can find a constant c depending only on α (hence on p and
r) such that for i large enough,
(3.56) ‖gi‖p 6 c · 2i(1/2−1/p)(log i)1/2 · 2iα/p = c · (log i)1/2 · 2i(α−1+p/2)/p.
By (3.45), the series
∑+∞
i=1 (log i)
1/2 ·2i(α−1+p/2)/p is convergent, and we conclude by (3.56)
that g belongs to Lp.
It is proved in [VS00] that by construction, the equality
(3.57) |gi − gi ◦ T | =
√
ni log log ni
ki
· 1
2ki⋃
j=1
T ni−jAi

holds. By (3.47) and (3.50), we have
(3.58) ‖gi − gi ◦ T ‖r 6
√
ni log logni
ki
(
2ki
ni
)1/r
,
hence by the definition of ni and ki, we have for i large enough and a constant c depending
only on α,
(3.59) ‖gi − gi ◦ T ‖r 6 c · 2i(1/2−1/r)2iα(1/r−1)(log i)1/2,
from which we infer (by (3.45)) the convergence of the series
∑+∞
i=1 ‖gi − gi ◦ T ‖r hence
the fact that the function g − g ◦ T belongs to Lr.
This concludes the proof of Theorem 2.10. 
Proof of Theorem 2.11. The construction is similar to that of the proof of Theorem 2.10.
For each i > 1, we define ni := 2
i and ki :=
[
2iβ
]
, where β satisfies
(3.60)
r − p
p(r − 1) < β < 1−
q
p
.
Such a choice is possible since
(3.61) p− q − r − p
r − 1 > p− (p− 1)
r
r − 1 −
r − p
r − 1 =
p(r − 1)− (p− 1)r − r + p
r − 1 = 0.
We take a set Ai ∈ F such that (3.47) and (3.48) hold. We then define for i > 1,
(3.62) gi :=
n
1/p
i
ki
 ki∑
j=1
j1(T ni−jAi) +
2ki−1∑
j=ki+1
(2ki − j)1(T ni−jAi)
 ,
and g :=
∑+∞
i=i0
gi, where i0 is such that 2ki < ni for each i > i0.
The proof will be complete if we show the following three assertions:
(1) the function g belongs to Lq;
(2) the function g − g ◦ T belongs to Lr;
(3) the sequence (n−1/pg ◦ T n)n>1 does not converge almost surely to 0.
The first two items follow by completely similar computations as in the proof of Theo-
rem 2.10. To show the last item, we notice that the sequence (2−i/pmax2i6l62i+1 g ◦T l)i>1
does not converge to 0 in probability. To see this, one can note that
(3.63) µ
{
2−i/p max
2i6l62i+1
g ◦ T l > 1
}
>
µ
{
2−i/p max
2i6l62i+1
gi ◦ T l > 1
}
> µ
ni−ki⋃
j=1
T j(Ai)
 > 1
2
.
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Indeed, since gj is non-negative, we have gi 6 g, which gives the first inequality of (3.63).
For the second, notice that since ni = 2
i,{
2−i/p max
06l62i
gi ◦ T l > 1
}
=
 max06l62i
ki∑
j=1
j
ki
1
(
T ni−jAi
) ◦ T l > 1
(3.64)
⊃
2i⋃
l=0
{
ω | T lω ∈ T ni−kiAi
} ⊃ ni−ki⋃
j=1
T j(Ai).(3.65)
This finishes the proof of Theorem 2.11.

3.3. Applications. For the context, we refer the reader to Subsection 2.3. We define
M := σ(εi, i 6 0).
The proof of Propositions 2.12 and 2.13 will follow from Corollaries 2.2, 2.5 and 2.8 and
the following intermediate step.
Lemma 3.2. Let q > 1. Then for each centered f : [0, 1]→ R and each n > 1, the following
inequalities hold:
(3.66) ‖E [f ◦ T n | M]‖qq 6 2n
∫ 1
0
∫ 1
0
1
{|x− y| 6 2−n} |f(x) − f(y)|p dxdy
(3.67) ‖(I − U)E [f ◦ T n | M]‖qq 6
2
∫ 1
0
∫ 1
0
1
{|x− y| 6 2−n} ∣∣∣f˜(x)− f˜(y)∣∣∣q dxdy <∞,
where f˜(x) = f(x)− f(x/2)/2− f((x+ 1)/2)/2.
Proof. Following [MW00], we have for each x ∈ [0, 1],
(3.68) E [f ◦ T n | M] (x) = 2−n
2n−1∑
j=0
∫ 1
0
[
f
(
x+ j
2n
)
− f
(
y + j
2n
)]
dy,
hence by Jensen’s inequality,
(3.69) ‖E [f ◦ T n | M]‖qq 6 2n
∫ 1
0
∫ 1
0
1
{|x− y| 6 2−n} |f(x)− f(y)|q dxdy.
Since
(3.70) (I − U)E [f ◦ T n | M] (x) = 2−n
2n−1∑
j=0
∫ 1
0
[
f˜
(
x+ j
2n
)
− f˜
(
y + j
2n
)]
dy,
we prove (3.67) in a similar way. 
Lemma 3.3. Let q > 1. If for some positive δ, we have
(3.71)
∫ 1
0
∫ 1
0
|f(x)− f(y)|q
|x− y|
(
log
1
|x− y|
)q−1+δ
dxdy <∞,
then the series
∑
n>1 ‖E [f ◦ T n | M]‖q converges.
A similar sufficient condition can be stated for the convergence of the series
∑
n>1 ‖(I − U)E [f ◦ T n | M]‖q.
Proof of Lemma 3.3. In view of inequality (3.66), we have to prove that
(3.72)
+∞∑
n=1
(
2n
∫ 1
0
∫ 1
0
1
{|x− y| 6 2−n} |f(x)− f(y)|q dxdy)1/q < +∞.
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To this aim, we define β := (q − 1 + δ)/q and bound, by Hölder’s inequality,(
+∞∑
n=1
nβq2n
∫ 1
0
∫ 1
0
1
{|x− y| 6 2−n} |f(x)− f(y)|q dxdy)·(+∞∑
n=1
n−βq/(q−1)
)1−1/q
< +∞
and since βq/(q − 1) = (q − 1 + δ)/(q − 1) > 1, it suffices to show that the series∑+∞
n=1 n
βq2n
∫ 1
0
∫ 1
0
1 {|x− y| 6 2−n} |f(x)− f(y)|q dxdy converges. For a fixed t ∈ [0, 1],
we have
(3.73)
+∞∑
n=1
nβq2n1
{
t 6 2−n
}
=
log2(1/t)∑
n=1
nβq2n 6
2
t
(log2(1/t))
βq
,
from which the convergence of
∑
n>1 ‖E [f ◦ T n | M]‖q follows. 
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