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Abstract
Let f and g be two distinct permutable transcendental entire functions. Suppose further that
q(g) = aq(f ) + b for some nonconstant polynomial q(z) and constants a ( = 0), b ∈ C. In this
article, we will investigate the dynamical properties of f and g and show that they have the same
Fatou sets with the same components.
 2003 Elsevier Science (USA). All rights reserved.
Keywords: Complex dynamics; Fatou component; Permutable transcendental entire functions
1. Introduction and main results
Let f (z) be a nonlinear entire function and let f n, n ∈ N , denote the nth iterate of f .
The set of normality F(f ) is defined to be the set of points z ∈ C such that the sequence
{f n} is normal in some neighborhood of z, and J = J (f )= C− F(f ). F(f ) and J (f )
are called the Fatou set and Julia set of f , respectively. It is well known that F(f ) is open
(which may be empty) and J (f ) is closed. Let f (z) be a transcendental entire function,
throughout the paper, we will use the following standard notations: the maximum modulus
M(r,f )= max{|f (z)|: |z| = r}; open unit disk ∆= {z ∈ C: |z|< 1} and log+ x = logx
if x  1, log+ x = 0 if 0  x < 1. First we recall the following so-called classification
theorem.
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X. Wang, C.-C. Yang / J. Math. Anal. Appl. 278 (2003) 512–526 513Theorem A [11]. Let f be a transcendental entire function and D be a Fatou component
of f . Then
(1) D is a simply-connected wandering domain, or
(2) D is a multiply-connected wandering domain, or
(3) There exists a positive integer s such that f s(D) ⊂ U for some periodic Fatou
component U , and U satisfies one and only one of the following possibilities:
(3.1) U contains an attracting periodic point z0 of period m. Then f nm(z) → z0
for z ∈ U as n→∞, and U is called the immediate attractive basin of z0.
Furthermore, U is called a Böttcher domain or a Schröder domain depending
on whether z0 is super-attracting or not.
(3.2) ∂U contains a periodic point z0 of period m and f nm(z)→ z0 for z ∈ U as
n → ∞. Then (f m)′(z0) = 1. In this case, U is called a Leau domain (or
parabolic domain).
(3.3) There exists an analytic homeomorphism φ :U →∆ such that φ◦fm◦φ−1(z)=
e2παiz for some α ∈R\Q. In this case U is called a Siegel disc.
(3.4) f nm(z)→∞ ∈ ∂U for z ∈ U as n→∞ but fm is not holomorphic at ∞,
and U is called a Baker domain (or infinite Fatou component, or essentially
parabolic domain, or domain at ∞).
A point a is called a singular value of f if it is either a critical value or an asymptotic
value of f . We denote by sing(f−1) the set of all finite singular values of f . If the set
sing(f−1) is bounded, then we say f is of bounded type, in particular, if the set sing(f−1)
is finite, then f is of finite type, and we denote this by f ∈ B and f ∈ S, respectively [2].
We refer the reader to books [11] and [14], the survey article of Bergweiler [2], the
papers of Fatou [8] and Julia [13] for more about the iteration theory of transcendental
entire functions.
Let f be a transcendental entire function and R > minz∈J (f ) |z| (note: since J (f ) =
φ [11] for any transcendental entire function f , so R <+∞). Let us recall the following
notations:
I (f )= {a: a ∈C, f n(a)→∞ as n→∞} [5,6,11],
I0(f )=
{
z ∈C: z ∈ I (f ) and log |f
n+1(z)|
log |f n(z)| →∞ as n→∞
}
[3,11],
T (f )=
{
z ∈C: log
+ log+ |f n(z)|
n
→∞ as n→∞
}
[4,22],
A(f )= {z ∈C: there exists L ∈N such that |f n(z)|>M(R,f n−L) for n > L}.
Remark 1. Eremenko proved that J (f ) = ∂I (f ) in [5] and that J (f ) = I (f ) if f ∈ B
in [6]. Bergweiler and Hinkkanen showed in [3] that J (f )= ∂I0(f ) and thatA(f )⊂ I (f ),
J (f ) = ∂A(f ) in [4]; they also proved in [4] that J (f ) = A(f ) if f does not have any
wandering domains. Also Zheng indicated in [22] that J (f )⊂ T (f ).
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the choice of R as long as R > minz∈J (f ) |z|.
Let f and g denote two meromorphic functions. If f (g)= g(f ), then we call f and g
permutable.
Theorem B [7,20]. Let R1 and R2 be two permutable rational functions. Then
(1) F(R1)= F(R2) and J (R1)= J (R2);
(2) If D is an attractive domain, a parabolic domain or a Siegel disk of period m of R1,
then it is also an attractive domain, a parabolic domain or a Siegel disk of period m
of R2, respectively.
Question 1 (Baker [1]). For two given distinct permutable transcendental entire functions
f and g, does it follow that F(f )= F(g)?
Question 2. It is natural to ask that if J (f ) = J (g) for two permutable transcendental
entire functions f and g and D is a domain of F(f ), does it follow that D must be a
domain of F(g) of the same class?
These are two difficult questions to answer. So far, some answers to several special cases
or classes of functions of f and g are obtained. Firstly, we recall the following two known
results.
Theorem C ([1] or [16]). Suppose that f and g are distinct permutable transcendental
entire functions, and g = af + b for some constant a = 0. Then F(f )= F(g).
Theorem D [17]. Let f,g ∈ S and f ◦ g = g ◦ f . Then
(1) J (f )= J (g);
(2) If D is a superattractive stable domain, an attractive stable domain, a parabolic stable
domain or a Siegel disk of f , then D is also a superattractive stable domain, an
attractive stable domain, a parabolic stable domain or a Siegel disk of g, respectively.
In this paper, we shall prove some results about the dynamical properties of two permu-
table transcendental entire functions f and g satisfying q(g)= aq(f )+ b, where a ( = 0),
b ∈C, and q(z) a nonconstant polynomial.
Theorem 1. Let f and g be two distinct permutable transcendental entire functions and
q(z) be a nonconstant polynomial. Suppose that q(g)= aq(f )+ b, a ( = 0), b ∈C. Then,
we have the following three conclusions:
(1) I0(f )= I0(g);
(2) T (f )= T (g);
(3) J (f )= J (g).
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q(z) be a nonconstant polynomial. Suppose that q(g)= aq(f )+ b, a ( = 0), b ∈C. Then
(1) if g(z) has at least one fix-point, then A(f )⊂A(g);
(2) A(f 2)=A(g2);
(3) A(f )⊂A(g) or A(g)⊂A(f ).
Conjecture 1. If f and g satisfy the conditions stated in Theorem 2, then A(f )=A(g).
Example 1 ([12] or [10]). Let
f (z)= ia
[
exp
(
(4k+ 3)π
8a2
iz2
)
+ exp
(
− (4k+ 3)π
8a2
iz2
)]
,
g(z)= a
[
exp
(
(4k+ 3)π
8a2
iz2
)
− exp
(
− (4k+ 3)π
8a2
iz2
)]
,
and
q(z)= (4k+ 3)π
8a2
iz2,
where a ∈ C, a = 0 and k ∈ N . It is easy to check that f (g) = g(f ) and q(g) =
−q(f )− (4k + 3)πi/2, it is also easy to see that both f and g have fix-points, as well as
J (f )= J (g), F(f )= F(g), T (f )= T (g), I0(f )= I0(g) and A(f )=A(g).
Corollary 1. Let f and g be two distinct permutable transcendental entire functions of
finite order. Suppose that
f (z)= p0(z)+p1(z)eq1(z), (1)
or
f (z)= p0(z)+p1(z)eq1(z) + p2(z)eq2(z), (2)
where qi(z) (i = 1,2) and pi(z) (i = 0,1,2) are polynomials, p0(z) is not a constant.
Then J (f )= J (g), T (f )= T (g), I0(f )= I0(g) and A(f 2)= A(g2).
When q(z)≡ z, we have the following results concerning Question 2.
Theorem 3. Let f and g be two distinct permutable transcendental entire functions and
g = af + b.
Case 1. If a = 1 (and b = 0), then
(1) f (z) and g(z) have no multiply-connected Fatou components;
(2) If D is a (pre-)attractive domain, a (pre-)parabolic domain or a (pre-)Siegel disk of f
(or of g), then D is a wandering domain or a (pre-)Baker domain of g (or of f );
(3) If D is a (pre-)Baker domain of f , then D is a (pre-)Baker domain or a wandering
domain of g.
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Below, to illustrate Theorem 3, we exhibit some pairs of functions that are permutable
with a = 1 and a =−1.
Example 2. Let f (z)= z+ γ sin z, g1(z)= z+ γ sin z+ 2kπ and g2(z)=−z− γ sin z+
2kπ . Then f ◦ g1 = g1 ◦ f and f ◦ g2 = g2 ◦ f . Here γ ( = 0) ∈C and k ∈ Z.
Example 3. Let f (z) = z + γ ez, g(z) = z + γ ez + 2kπi . Then f ◦ g = g ◦ f . Here
γ ( = 0) ∈C and k ∈ Z.
Example 4. Let f (z)=− sin z+z, g(z)= f (z)+2π. It is easy to check that f (g)= g(f ),
so J (f ) = J (g),F (f ) = F(g). Obviously, for any k ∈ Z, 2kπ is an superattractive fix-
point of f . Let U2k be the attractive stable domain containing the superattractive fix-point
2kπ . Then it is a Fatou component of F(g) and F(f ). Note that, U2k ∩ U2k′ = φ for
k = k′ and g(2kπ) = 2kπ + 2π = 2(k + 1)π . Thus g(U2k) = U2(k+1), hence (U2k)k∈Z
are wandering domains of g. And it is trivial to verify that f has no wandering domain
[11, p. 217]. But by Theorems 1 and 2, we see that T (f ) = T (g), I0(f ) = I0(g) and
A(f )=A(g).
2. Proof of Theorem 1
Lemma 1. Let f and g be two distinct permutable transcendental entire functions and
q(z) be a nonconstant polynomial. Suppose that q(g)= aq(f )+ b, a ( = 0), b ∈C. Then,
for n 1 and z ∈C,
q
(
gn(z)
)= anq(f n(z))+ b(an−1 + an−2 + · · · + a + 1). (3)
Proof. We shall prove this by induction. For n = 1, there is nothing to prove. Let n > 1
and assume the assertion is true for n− 1, that is
q
(
gn−1(z)
)= an−1q(f n−1(z))+ b(an−2 + an−3 + · · · + a + 1).
Thus,
q(gn−1 ◦ f )= an−1q(f n)+ b(an−2 + an−3 + · · · + a + 1),
and hence
q(f ◦ gn−1)= an−1q(f n)+ b(an−2 + an−3 + · · · + a + 1).
From the assumption of this lemma, we can get that (q(g)− b)/a = q(f ), hence
q(gn)− b
a
= q(g)− b
a
◦ gn−1 = q(f ◦ gn−1)
= an−1q(f n)+ b(an−2 + an−3 + · · · + a + 1),
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q
(
gn(z)
)= anq(f n(z))+ b(an−1 + an−2 + · · · + a + 1).
This proves the lemma. ✷
Proof of Theorem 1. First we prove I0(f )⊂ I0(g).
Now take any z ∈ I0(f ). Then
log |f n+1(z)|
log |f n(z)| →∞ as n→∞.
We note that, for any transcendental entire function f (z), the following can be easily veri-
fied:
log |f n+1(z)|
log |f n(z)| →∞ as n→∞ ⇔
log |q(f n+1(z))|
log |q(f n(z))| →∞ as n→∞.
Thus,
log log |q(f n(z))|
n
→∞ as n→∞,
whence
n
|q(f n(z))|1/2 → 0 as n→∞ (4)
and
|an − 1|
|q(f n(z))|1/2 → 0 as n→∞. (5)
Applying Lemma 1, we deduce that, if a = 1,
n log |a| + log∣∣q(f n(z))∣∣+ log
∣∣∣∣1− |b||a
n− 1|
|a|n|q(f n(z))||a− 1|
∣∣∣∣ log∣∣q(gn(z))∣∣
 n log |a| + log∣∣q(f n(z))∣∣+ log
∣∣∣∣1+ |b||a
n− 1|
|a|n|q(f n(z))||a− 1|
∣∣∣∣;
or that, if a = 1,
log
∣∣q(f n(z))∣∣+ log
∣∣∣∣1− n|b||q(f n(z))|
∣∣∣∣ log
∣∣q(gn(z))∣∣
 log
∣∣q(f n(z))∣∣+ log
∣∣∣∣1+ n|b||q(f n(z))|
∣∣∣∣.
Therefore, we have that, if a = 1,
(n+ 1) log |a| + log |q(f n+1(z))| + log∣∣1− |b||an+1−1||a|n|q(f n+1(z))||a−1|
∣∣
n log |a| + log |q(f n(z))| + log∣∣1+ |b||an−1||a|n|q(f n(z))||a−1|
∣∣ 
log |q(gn+1(z))|
log |q(gn(z))|

(n+ 1) log |a| + log |q(f n+1(z))| + log∣∣1+ |b||an+1−1||a|n|q(f n+1(z))||a−1|
∣∣
n log |a| + log |q(f n(z))| + log∣∣1− |b||an−1|n n ∣∣ ;|a| |q(f (z))||a−1|
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log |q(f n+1(z))| + log∣∣1− (n+1)|b||q(f n+1(z))|
∣∣
log |q(f n(z))| + log∣∣1+ n|b||q(f n(z))|
∣∣ 
log |q(gn+1(z))|
log |q(gn(z))|

log |q(f n+1(z))| + log∣∣1+ (n+1)|b||q(f n+1(z))|
∣∣
log |q(f n(z))| + log∣∣1− n|b||q(f n(z))|
∣∣ .
Consequently, from this, (4) and (5), we have
log
∣∣gn(z)∣∣→∞ and log |gn+1(z)|
log |gn(z)| →∞ as n→∞,
that is z ∈ I0(g). Hence, I0(f ) ⊂ I0(g), and by symmetry, we have I0(g) ⊂ I0(f ). Thus
I0(g)= I0(f ) and Conclusion 1 follows.
Conclusion 3 follows from the Conclusion 1 and Remark 1, and Conclusion 2 of the
theorem can be proved by arguing similarly to that of Conclusion 1. ✷
3. Proofs of Theorem 2 and its Corollary 1
Lemma 2 [4]. Suppose that f (z) is a transcendental entire function. Then for each R > 0
there exists z0 ∈C such that∣∣f n(z0)∣∣ 2M(R,f n)
for all n 1.
Lemma 3 [21]. Let f be a transcendental entire function and R be a constant such that
R > minz∈J (f ) |z|. Then there exists R′ (> R) such that
logM(R′, f n)
logM(R,f n)
→∞
as n→∞.
Lemma 4 ([12] or [10]). Let f and g be two distinct permutable transcendental entire
functions satisfying
f (z)= p0(z)+p1(z)eq1(z) + p2(z)eq2(z),
where qi(z) (i = 1,2) and pi(z) (i = 0,1,2) are polynomials with p0(z) being noncon-
stant. Then q(f )= cq(g) for some nonzero constant c and some nonconstant polynomial
q(z).
Lemma 5 [15]. Let f and g be nonlinear entire functions. Then there is a number
c (0 < c < 1) such that for r > 0, we have
M(r,f ◦ g)M{cM(r/2, g), f }.
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we can take c= 1/8 [9].
Proof of Theorem 2. We write q(z) = atzt + at−1zt−1 + · · · + a1z + a0, where t  1,
at = 0. Then, for any given 0 < δ < |at |, there exists a positive number T , sufficiently
large, such that, for |z|> T ,(|at | − δ)|zt | ∣∣q(z)∣∣ (|at | + δ)|z|t . (6)
Firstly, we prove Conclusion 1. To do this, two cases to be considered: g(0) = 0 and
g(z1)= z1 for some z1 = 0.
Case 1. g(0)= 0.
Let R > max{minz∈J (f ) |z|, minz∈J (g) |z|} be a fixed constant and let R′ be as in Lemma
3 such that
lim
n→∞
M(R′/2, f n)
M(R,f n)
=+∞. (7)
Now take any z ∈A(f ). Then there exists a natural number L such that, for n > L,∣∣f n(z)∣∣M(R′, f n−L). (8)
It is clear from the choice of R′ that M(R′, f n−L)  M(R′, f n+1−L)  · · · → ∞ as
n→∞. Then∣∣f n(z)∣∣→∞ as n→∞. (9)
From (7), there exists a positive integer L′ (> L) such that, for n > L′,
M(R′/2, f n)
M(R,f n)

[ |a|Lct
2
( |at | − δ
|at | + δ
)2 ]−1/t
, (10)
where c is the constant as in Lemma 5.
In what follows, we only need to proceed with the proof under the additional condition:
a = 1. As for a = 1, that is easier to deal with. For convenience, we put
cn = |b||a
n− 1|
|a − 1| and cn,L =
|b||an−L− 1|
|a − 1| . (11)
So, when n is large enough, then by (9), (6), (11), (3), (8), Lemma 5 and the fact that
gn(0)= 0 we have, for sufficiently large n,(|at | + δ)∣∣gn(z)∣∣t  ∣∣anq(f n(z))+ b(an−1 + · · · + a + 1)∣∣

∣∣anq(f n(z))∣∣− |b||an− 1||a − 1|  |a|n
(|at | − δ)(M(R′, f n−L))t − cn
 |a|n(|at | − δ)
[(
M(R′, q(f n−L))
|at | + δ
)1/t ]t
− cn
= |a|n |at | − δ|at | + δM
(
R′, q(f n−L)
)− cn
= |a|n |at | − δM
(
R′, q(g
n−L)− b(an−L−1 + · · · + a + 1)
n−L
)
− cn|at | + δ a
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[
M
(
R′, q(g
n−L)
an−L
)
− cn,L|a|n−L
]
− cn
 |a|L |at | − δ|at | + δ
[
M
(
R′, q(gn−L)
)− cn,L]− cn. (12)
On the other hand, by combining Lemma 5 and (6), we have
M
(
R′, q(gn−L)
)
M
(
cM(R′/2, gn−L), q
)

(|at | − δ)ctM(R′/2, gn−L)t . (13)
(12) and (13) yield
(|at | + δ)∣∣gn(z)∣∣t  |a|L (|at | − δ)
2
|at | + δ c
tM(R′/2, gn−L)t − |a|L |at | − δ|at | + δ cn,L − cn.
Therefore,
∣∣gn(z)∣∣M(R′/2, gn−L)
[
2C1 − 1
(|at | + δ)2
cn(|at | + δ)+ cn,L(|at | − δ)|a|L
M(R′/2, gn−L)t
]1/t
,
(14)
where
C1 = |a|
Lct
2
[ |at | − δ
|at | + δ
]2
.
Define
I (g)= {z: z ∈C, gn(z)→∞ as n→∞}.
Eremenko [6] proved that I (g) = φ and deduced from this that J (g) = ∂I (g). His proof
that I (g) = φ does in fact show that there exists z0 ( = 0) ∈ I (g) such that∣∣gn+1(z0)∣∣∼M(∣∣gn(z0)∣∣, g) (15)
as n→∞. Since logM(r,g)/ log r→∞ (as r→∞) for g, it follows from (15) that
|gn+1(z0)|
|gn(z0)| →∞ and
log |gn+1(z0)|
log |gn(z0)| →∞ (16)
as n→∞, and this implies that
log log |gn(z0)|
n
→∞
as n→∞. Then
log logM(R′/2, gn)
n
→∞ (17)
as n→∞ if we choose R such that R/2 > |z0|. Let A be any positive number and τ be a
small positive number. It is evident from (17) that, as n→∞,
[M(R′/2, gn)]τ →∞. (18)
An
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that ∣∣gn(z)∣∣ (C1)1/tM(R′/2, gn−L) (19)
for n > L′′. Therefore, if we set K =max{L′ +L,L′′}, from (19) and (10) we have∣∣gn(z)∣∣M(R,gn−L)
for nK . Thus∣∣gn(z)∣∣M(R,gn−K+K−L)M(R,gn−K)
for any n >K , so z ∈A(g), in this case we have proved A(f )⊂A(g).
Case 2. g(z1)= z1 for some z1 = 0. Set
φ(z)= z+ z1, Q(z)= q ◦ φ(z), α(z)= φ−1 ◦ f ◦ φ(z) and
β(z)= φ−1 ◦ g ◦ φ(z).
Then it is easy to verify the following:
α ◦ β = β ◦ α, Q(β)= aQ(α)+ b and β(0)= 0;
F(α)= φ−1[F(f )], J (α)= φ−1[J (f )] and
F(β)= φ−1[F(g)], J (β)= φ−1[J (g)].
Thus, from Case 1, we have A(α)⊂A(β).
Claim 1. φ[A(α)] =A(f ) and φ[A(β)] =A(g).
We only need to verify φ[A(α)] = A(f ). By the definitions of the A(f ) and A(α), in
view of Remark 2 and Lemma 2, we can choose R and R1 such that
R1 > 2R,R/8 > max
{
2|z1|, min
z∈J (f ) |z|, minz∈J (α) |z|
}
,
M(R1, φ−1 ◦ f n)
M(R,φ−1 ◦ f n) =
M(R1, f n − z1)
M(R,f n − z1)  (1+ ε) and
εM(R,φ−1 ◦ f n) 2|z1|, (20)
and that
M(R1, f
n ◦ φ)
M(R,f n ◦ φ)  (1+ ε) and εM(R,f
n ◦ φ) 2|z1| (21)
for all n 1, where 0 < ε < 1.
So if z ∈ A(f ), that is, there exists L > 0 such that |f n(z)| M(R1, f n−L) for all
n > L, therefore, from this and (20), we have, for n > L,∣∣αn(φ−1(z))∣∣ ∣∣f n(z)∣∣− |z1|M(R1, φ−1 ◦ f n−L)− 2|z1|
=M(R,φ−1 ◦ f n−L)M(R1, φ
−1 ◦ f n−L)
M(R,φ−1 ◦ f n−L) − 2|z1|
 (1+ ε)M(R,φ−1 ◦ f n−L)− 2|z1|M(R,φ−1 ◦ f n−L)
M(R/2, φ−1 ◦ f n−L ◦ φ)=M(R/2, αn−L).
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Now choose a point z ∈ A(α). Then there exists L > 0 such that |αn(z)| 
M(R1, αn−L) for all n > L, thus |f n(φ(z)) − z1|  M(R1, f n−L(φ(z)) − z1). Hence,
similarly from this and (21), we have∣∣f n(φ(z))∣∣M(R1, f n−L(φ(z)))− 2|z1|M(R,f n−L(φ(z))).
Therefore, φ(z) ∈A(f ), which implies that φ[A(α)] ⊂A(f ) and hence φ[A(α)] =A(f );
Claim 1 follows. Conclusion 1 is thus proved.
Conclusion 2 follows immediately from the fact that f 2(z) and g2(z) have infinitely
many fix-points ([18] or [19]). Now we need to prove Conclusion 3. To do this, we need to
prove that at least one of f and g must have some fix-points. Suppose that both f and g
have no fix-point, then f (z)= z+ eα(z) and g(z)= z+ eβ(z) for some nonconstant entire
functions α(z) and β(z). Then from f ◦ g = g ◦ f we get
eα(z)+ eβ(f (z))− eβ(z) − eα(g(z))≡ 0,
which can be shown easily that it is impossible unless eα = eβ and hence f ≡ g, a contra-
diction. It follows that at least one of f and g has some fix-points. This also completes the
proof of Theorem 2. ✷
Proof of Corollary 1. If f and g are permutable and satisfy (1) or (2), then by Lemma 4,
it follows that there exist a nonzero constant a and a nonconstant polynomial q(z) such
that q(g)= aq(f ). Thus by Theorems 1 and 2, Corollary 1 follows. ✷
4. Proof of Theorem 3
Lemma 6 [2, Theorem 10]. Suppose that f is a transcendental entire function and that
for all ε > 0 there exists a curve γ tending to ∞ such that |f (z)|  M(|z|ε, f ) for
z ∈ γ . Then all components of F(f ) are simply connected. In particular, this is the case if
log |f (z)| =O(log |z|) as z→∞ through some path tending to ∞.
Lemma 7. Let f and g be two permutable transcendental entire functions and g = af +b,
a = 0. Then am = 1 for some positive integer m. Furthermore, if f has no fix-point, then
a = 1.
Proof. Suppose on the contrary that an = 1 for all n 1. From the facts that f ◦ g = g ◦ f
and g = af + b, it follows that
f (az+ b)= af (z)+ b. (22)
Hence,
f ′(az+ b)= f ′(z)
and
anf (n+1)(az+ b)= f (n+1)(z), ∀n 1. (23)
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anf (n+1)(c)= f (n+1)(c). (24)
By this and the assumption an = 1, it follows that
f (n)(c)= 0, ∀n 2. (25)
Now from the Taylor series expansion of f ,
f (z)= f (c)+ f ′(c)(z− c)+ f
′′(c)
2! (z− c)
2 + · · · + f
(n)(c)
n! (z− c)
n + · · · ,
and by (25), we have f (z)= f (c)+ f ′(c)(z− c). This contradicts the assumption of f .
Therefore, there must exist a positive integer m 1 such that am = 1.
For the second conclusion, we assume on the contrary that a = 1, am = 1 for some
m> 1. It is easy to see that we can choose m to be the minimum positive integer such that
am = 1. Then an = 1 for any n that is not divided bym, and (24) implies that f (n+1)(c)= 0
for such integer n. Thus again, we have
f (z)= f (c)+ f ′(c)(z− c)+ f
(m+1)(c)
(m+ 1)! (z− c)
m+1 + · · ·
+f
(nm+1)(c)
(nm+ 1)! (z− c)
nm+1 + · · · . (26)
Moreover, it is easy to see that
az+ b− c= az+ b− b
1− a = a
(
z− b
1− a
)
= a(z− c).
It follows from this and (26) that
f (az+ b)= f (c)+ f ′(c)a(z− c)+ f
(m+1)(c)
(m+ 1)!
[
a(z− c)]m+1 + · · ·
+ f
(nm+1)(c)
(nm+ 1)!
[
a(z− c)]nm+1 + · · ·
= f (c)+ a[f (z)− f (c)].
Hence, af (z)+ b = f (c)+ af (z)− af (c), which leads to f (c)= c. This contradicts the
assumption that f has no fix-point. ✷
Lemma 8. Let f and g be two distinct permutable transcendental entire functions, g =
f + b, b be a nonzero constant and D be a (pre-)attractive domain or a (pre-)parabolic
domain or a (pre-)Siegel disk of f . Then (according to Theorem A) D must be a wandering
domain or a (pre-)Baker domain of g.
Proof. Firstly, from Theorem C, we note that F(g) = F(f ). Therefore, D is a Fatou
component of F(f ) if and only if D is a Fatou component of F(g). Without loss of
generality, we may assume that D is a (pre-)attractive domain of F(f ), and in other cases,
the proof is similar. Then for some u ∈N , f u(D) is contained in a attractive domain, say
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number such that f v(Du)⊂Du holds.
If Lemma 8 is false, then D is also a (pre-)attractive domain or a (pre-)parabolic domain
or a (pre-)Siegel disk of F(g) by Theorem A. Without loss of generality, we can also
assume D is a (pre-)attractive domain of F(g). Then there exists a natural number s such
that gs(D) is contained in an attractive domain, say Us , of F(g). Let the period of Us under
g be t , that is, gt (Us)⊂Us .
Again by Theorem A, there exists z1 ∈Du such that f iv(z1)= z1 for all i  1, then
f u+iv+j (z)→ f j (z1) as i→∞ (27)
for any z ∈D and 0 j < v.
Similarly, there exists z2 ∈ Us such that git (z2)= z2 for all i  1, then
gs+it+j (z)→ gj (z2) as i→∞ (28)
for any z ∈D and 0 j < t .
Now pick some given point z0 ∈ D. Then by (27) and (28), we can deduce that, for
sufficiently large n, there exists some positive number A such that |f n(z0)| < A and
|gn(z0)|< A. But by Lemma 1, we have that gn(z0)= f n(z0)+ nb. Therefore, from the
above arguments, we have
A
∣∣gn(z0)∣∣ n|b| − ∣∣f n(z0)∣∣ n|b| −A
for sufficiently large n, a contradiction. This also proves the lemma. ✷
Lemma 9. Let f and g be two distinct permutable transcendental entire functions such
that g = f + b and b a nonzero constant. Suppose that D is a (pre-)Baker domain of f .
Then D is either a (pre-)Baker domain or a wandering domain of g.
Proof. Without loss of generality, we may assume that D is a fixed Baker domain of f ,
that is, f (D)⊂D. Then by Theorem A, for any compact set K0 ⊂D, we have
f n(z)→∞ as n→∞ (29)
uniformly in K0. Suppose now on the contrary that D is a fixed (pre-)attractive domain or
a fixed (pre-)parabolic domain or a Siegel disk (or a preimage of such a disk) of g. Then
there exists a point a ∈C such that, for any compact subset K of D,
gn(z)→ a as n→∞ (30)
uniformly in K .
Take any w ∈D, and link w with f (w) in D by a simple Jordan arc L. Then for any
positive number ε, 0 < ε < |b|/4, by (30), there exists a natural number N sufficiently
large such that, for nN ,
gn(L)⊂ B(a, ε), (31)
where B(a, ε) = {z ∈ C: |z − a|< ε}. Set γ =⋃∞n=N f n(L). Then, by (29), we deduce
that γ is a continuous Jordan curve in D which tends to ∞. We note from Lemma 1 that
gn(z)= f n(z)+ nb, ∀n 1. Therefore, by (31), for any z ∈L and nN , we have∣∣f n(z)− (a − nb)∣∣= ∣∣gn(z)− a∣∣< ε, (32)
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f n(L)⊂ B(a − nb, ε). (33)
From this and (32), we have B(a − jb, ε) ∩ B(a − ib, ε) = φ for i, j  N and i = j .
Combining this with (33), it shows that γ cannot be a continuous curve, a contradiction.
This also proves the lemma. ✷
Proof of Theorem 3. Case 1. a = 1 (and b = 0).
Under this assumption, it is easy to see by Lemmas 8 and 9 that subcases (2) and (3) of
the theorem hold. Since f (z+ b)= f (z)+ b, then f (z+ b)− (z+ b)= f (z)− z. Now
put h(z)= f (z)− z, then h(z) is a periodic entire function. Noting that f (z)= h(z)+ z,
g(z)= h(z)+ z+ b, by Lemma 6 and the above argument, we see that subcase (1) of the
theorem also holds.
Case 2. a = 1.
Then, by Lemma 7, there exists a natural number m such that am = 1, and this easily
yields that am−1 + am−2 + · · · + a + 1 = 0. Now, by (3), we conclude that gm = f m.
Theorem 3 is thus proved completely. ✷
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