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Abstract
The causes of the residual vibrations in high-speed cam-follower. systems are
due to errors in cam profile fabrication, camshaft speed control, and the design model
of the electromechanical system. Reducing the residual vibration involves solving a
set of nonlinear algebraic equations. Learning control provides a forward kinematics
approach to deal with this difficult inverse kinematics/dynamics problem. Several
experiments were set up to verify the ability of learning control to deal with residual
vibration reduction, parametric error compensation, and the situation when the desired
dwell stage displacement is not equal to the actual dwell stage displacement. From the
experimental results, the follower system does learn to track a 3-4-5 polynomial
trajectory and therefore reduces residual vibration. The learning controller is capable
of compensating for parametric errors. Also, the errors in the dwell lift are not able to
be compensated by learning controller. If the desired dwell stage is not reachable for
the actual mechanism, it will increase in follower output residual vibration.
Chapter 1
Introduction
The theory of learning control has been developed for over a decade. Much of
the development were towards robotics applications. This theory enables the learning
of a specific task so' as to improve the performance of the same task in future
repetitions. Learning control is therefore best applied to applications with repetitive
operations. Due to the historical development of the learning control, all of the
approaches to learning control emphasizes on the dynamics of robots rather than
kinematics machinery.
For spatial or other complex mechanisms such as robots, it is difficult to
determine the inverse kinematics due to the need for solving a long set of nonlinear
algebraic equations. Learning control is one approach that uses forward kinematics to
determine the inverse kinematics of complex robotic chains. However, the application
of learning control to mechanisms is only beginning. The current investigation is into
applying learning control to a high-speed cam-follower system. This thesis therefore
provides an experimental verification to the application of learning control of high-
speed cam-follower systems that can be applied to all kinds of modem machinery.
2
1.1 Theory of Learning Control
The basic concept of the learning control can be thought of as based on the
learning experience of human being. When humans execute a given action that is
repetitive, they observe the output, compare the differences between output and their
desired actions. They then learn from that error before making adjustments to their
actions just prior to repeating that action. Learning control applies a similar approach
towards such repetitive actions that are generally encountered in precision
manufacturing operation. The approach towards learning control consists of the
following steps: an input is specified. The resulting output is compared to the desired
output signals. A learning control law is applied to the error in the output signal to
arrive at a new input signal for use in the next repetition. This process is then repeated
until the output function tracks the desired function to the accuracy needed.
Obviously the complexity of this approach is far less than that is exhibited in the
human learning process which as yet, is not well understood.
The same theory and calculation can be applied to either single degree-of-
freedom or multiple degree-of-freedom systems. In the case of multiple degree-of-
freedom systems, learning control is usually implemented in a decentralized manner,
so that the coupling effects between the dependent variables are treated as repetitive
disturbances which can readily be eliminated by learning control.
3
Consider a simplified single degree-of-freedom mechanism such as a four-bar
linkage, or a cam-follower system. LetO(t) and x(t) denote the input and output
functions respectively.
Then the output x(t) can be calculated from forward kinematics:
x(t) =F(O(t)) O~t ~ T (1-1)
If the output is supposed to trace a desired trajectory of x*(t) 0 ~ t ~ T, then
-f)
the problem becomes one of determining the desired input 0* (t) that will result in the
desired output x*(t). Let us begin by defining the learning error, which is the
difference between actual output x(t) and the desired outputx*(t) as:
e(t) = x*(t) - x(t) (1-2)
With this tracking error e(t), we can make modifications to the previous input
O(i) (t) to arrive at the next input O(i+I) (t). Any method that specifies such a
relationship is called a learning control law. One such simple learning control law is:
(1-3)
where ¢(i)(t) is some amplification factor that controls the speed of learning.
This factor is called the leaning gain. Learning control requires a series of repetitions
to enable the actual output to track the desired output to a given degree of accuracy.
4
Superscripts in brackets will be applied to the symbols to represent the iteration
numbers of the variables.
In the (i + 1) III iteration of the learning process, the output signal may be
written as:
X(i+l) (t) = F(e(i+l) (t)) (1-4)
If the input at (i + 1)/11 iteration is sufficiently close enough to the prior (i)/1I
iteration so that the function F( e(i+l) (t)) can be expanded into Taylor series about
input function. We then have:
+ Higher Order Terms
Higher-order terms can be ignored since we presume the change in the input
function between two consecutive iterations is small enough so that the quadratic and
higher-order terms can be dropped. This equation states that the output function from
the (i + 1)/11 iteration will be linearly related to that at (i)'" iteration, as long as the
input function does change not so dramatically between two consecutive iterations.
Substituting Eq.1-1 into Eq.1-3, we then have an expression of output error in terms
of input function e(t) .
5
X(i+1) (t)- X(i) (t) = [ dF] (0(i+1) (t)- O(i) v))
dO(t) e(i)(I) (1-6)
By adding and subtracting the desired output x*(t} on the left hand side of the
equation, the error propagation in the iteration domain can then be expressed as:
(1-7)
Substitute Eq.I-3 into Eq. 1-2, we have
(1-8)
From Eq. 1-8, it can be concluded that it may be possible to have a simple
constant scale learning gain. With a carefully chosen learning gain, the input function
can be updated after every iteration, and the error will keep decreasing after every
iteration until a reasonable stopping point.
1.2 Learning Control Law of the System
When a cam-follower system is operated under high speeds, the system tends
to vibrate at the segments of the cam called dwell. These vibration are residual
6
vibration and are due to follower-output dynamics. The vibration may be caused by
cam profile fabrications errors, incorrect modeling of parameters used in the design
process and a whole list of other inaccuracies. Therefore, the learning controller has
to compensate for the errors coming from both kinematics such as nonlinear cam
kinematics, cam profile fabrication errors, and parametric errors; and dynamics, such
as system compliance while moving under high speeds, follower output system
dynamics and the dynamic interaction between the cam and the motor with its own
servo control loop. Therefore, the learning controller should synthesize the control of
the entire integrated system, which include the motor, the cam and the complaint
followers.
By looking closely at the system during the design phase, one can then
understand the real problems associated with a real cam-follower system. In the
design stage of the cam profile synthesis, two assumptions were made. First, the cam
profile is assumed to be made to exact specifications. This assumption is not true
because the cam follower system is very sensitive to the manufacturing process.
Second, the rotating speed of the motor is assumed to be a constant velocity during
the process of driving the follower. In practice, however this is also not true. Due to
the load of the follower on the cam, the motor tends to slow down during the rise
segment of the follower motion, and speed up in the return segment of the follower
motion.
7
Based on those considerations, a model can be established that consists of a
DC motor which is given a discrete data input command to rotate the motor output
shaft in a certain manner. The camshaft drives a gear set which is connected to the
output shaft. A follower system rides on the cam and an output link is attached to the
follower via a torsion spring. This torsion spring is added to the rocker link to model
the compliance of the output under high speed dynamic operation of the cam system.
In this model, we consider first the motor. The voltage drop across the motor
is given by:
(1-9)
(1-10)
The governing equation over the output torque of the DC motor which drives
the camshaft is:
(1-11)
Where the torque Te , which drives the cam-follower system is given by:
Te = [ Mf ji c +kf (Y c - Y) + Sp ] ;;
c
8
(1-12)
The second derivative of the cam lift j.ie about time can be expended in terms
of first and second derivative of the cam lift Y; and Y;' about ge using the chain rule:
(1-13)
Therefore, Eq. 1-12 can be written as:
(1-14)
The follower dynamics give us the governing equation as:
(1-15)
From Eq.1-lO, Eq.1-11 and Eq.1-14, we have:
(~ + J + M ,] (j = kill [k iJ + k (B-~] -(k + k )il]N 2 e fYe e N R d P N h d N
g g III g g
-L(Mf y;rfJ; + kf(Ye - y) +Sp) (1-16)Ng
Rewriting Eq. 1-15 and Eq. 1-16 into state space form:
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1 0 0 0 Xl X 2,
0 A22 0 0 X2 B*- ~ [MjY;'xi+kj(Yc-Y)+Sp]
= (1-17)0 0 1 0 X3
g
X 4
0 0 0 M X4 kj(yc - Y)-k,.x3
where
The cam angle, cam rotational speed, the output displacement and the velocity
of the system can be obtained by integrating Eq. 1-15.
Based on the theory of learning control, the following learning control law for
the system can be written:
()(i+l) (t) =()' '(t) + G . .e(i) (t)
leamlllg (1-18)
The appropriated value for the learning gain will be discussed in greater detail
in Chapter 3.
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1.3 Prior Work
This thesis is based on two papers "Application of Learning Control Theory to
Mechanism: Part I-Inverse Kinematics and Parametric Error Compensation" (M.
Chew, M. Phan)[l] and "Application of Learning Control Theory to Mechanism: Part
II- Reduction of Residual Vibration in High-speed Electromechanical Bonding
machines" (M. Chew, M. Phan) [2]. These two papers examine the follower system
dynamics and the application of learning control to the high-speed cam-follower
systems. These papers proved that theoretically, residual vibrations can be reduced by
way of applying the learning control to the system. Also, the parametric errors that are
present but cannot be accurately determined can also be eliminated by applying
learning control. This thesis is an experimental verification of the theory, analysis and
computer simulation within these two papers. In another paper, "Minimizing Residual
Vibrations in High-Speed Cam-Follower Systems Over a Range of Speeds", (M.
Chew, C. H. Chuang) provides an investigation in reducing residual vibrations over a
given speed range. Control of these vibrations is carried out without considering the
many assumption presented in Section 1.2
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Chapter 2
Electromechanical System
The system which was used in this experiment was designed to model a high-
speed cam-follower system for implementing learning control. This system consists
of motor and gear set to drive a cam and follower system. A linear variable
differential transformer (LVDT) and encoder are present to record the data needed in
determining the output speed of the motor, and the output displacement of the
follower during the learning control process. An interfacing board and motor
controller are needed to communicate with computer.
2-1 System Schematics
The system is featured as listed:
• IBM compatible 486 computer
• MC-IOOO motor controller board
• AT-MIO-16 multiple-channels interfacing board
• Pulse Width Modulation (PWM) motor amplifier
• Linear Variable Differential Transformer (LVDT)
• Incremental Encoder
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The main difference between learning control and feedback control lies in the
fact that learning control do not' feedback the output data to the controller
immediately after the data is collected. It actually collects data over the entire
iteration, modify the input command by the error in the output motion, before feeding
the resulting new command back to the controller just before the beginning of the
next iteration. Instead of placing all of the elements in one loop, the system can be
separated into different loops: the motor control loop and Linear Variable Differential
Transformer sensor recording loop. The motor control loop consist of the MC-1000
motor control board, pulse width modulation power amplifier, DC motor and
incremental encoder. In the motor control loop, the DC motor is controlled in such a
way as to ensure that the motor output shaft do get to the specified position within the
time specified. The MC-1000 motor controller plays an important role in that it sends
the commands to the output port, collects feedback data from the encoder, and then
performs all the calculations needed to achieve the task specified by the user. The
schematics of the system is shown in Fig. 2-1. Pictures of the system are shown in
Fig. 2-2, Fig. 2-3 and Fig. 2-4. Figure 2-2 shows how the motor and gear set is
connected to the encoder through to the camshaft. Figure 2-3 shows the configuration
of the follower system and how it links to the Linear Variable Differential
Transformer (LVDT). Finally, Figure 2-4 shows a top view of the entire system.
The linear variable differential transformer loop consists of the AT-MIO-16
interfacing board and an LVDT. The latter serves to gather data from the compliant
13
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execution, the data is placed into a file where the output data is stored. The program
ends at this point. A flow chart of this program, shown in Fig. 2-11 is called
LEARNING.C and has been implemented in the C programming language.
The program that executes the learning control is called L-CTRL.C. This
program reads from a file which stores the desired follower displacement that was
specified along with data of the actual follower output that was obtain from the
LEARNING.C program. The displacement error is determined before multiplying
that with the learning gain. The result is then used to modify the previous input
command to arrive at the new input command for the next execution. A flow chart for
that learning control program is shown in Fig. 2-12.
The final stage in implementing the learning control process into the C
language is basically repeat what was done in the LEARNING. C and this IS
implemented in a program: NEXT.C. A minor difference in between these two
programs is that the cam is not commanded to run at constant velocity in NEXT.C. A
motor command is given at every time interval in accordance to the error that had
occurred in this specific time point in a prior cycle. Therefore, NEXT.C was written
in such a way that it reads from the file that contains the input motor
commands,which was calculated by L-CTRL.C according to the displacement error,
execute the motor commands, and record the new data from the sensors before storing
the data in a file. The flow chart of this program is shown in Fig. 2-13.
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Chapter 3
Determination of the System Parameters
There are five parameters that are used to control the way the system
performs. They are: zero, pole, gain, timer and learning gain. The first four
parameters are used to determine the motor characteristics, while the learning gain
controls the speed of the learning process that the system will perform. The
specification of the motor controller parameters is discuss in Section 3-1 and the
learning gain is described in Section 3-2.
3.1 MC-1000 Motor Controller Parameters
There are four parameters for the MC-1000 motor controller board that are
user adjustable and they are used to control the performance of this specific
controller. Three of the four parameters are gain, pole and zero, which are used to
determined the digital filter of the motor controller. The fourth is the timer constant,
which determines the timer and sampling rates.
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3.2 Choice of Learning Gain
A learning gain is required for controlling the learning speed. The learning
gain has to be applied to the entire coupled dynamic system. Begin by treating the
entire system as a collection of decoupled subsystems. While this is not the case in
practice, where subsystem dynamic are actually coupled to each other, the solution
from this approach does approximate that of the actual system with a strong motor or
one with a high gear ratio. The motivation for calculating the learning gain for each
individual subsystem is that the learning gain for entire coupled system can be
synthesized from these individual subsystem learning gain. We begin by determining
the subsystem learning gain for the follower-and-output dynamic system and then
working back to the DC motor. The learning gain of the entire system will then be
synthesized.
3.2.1 Learning Gain of the Follower-and-Output Dynamic Subsystem
The subsystem consists of an output mass that is excited by a follower, though
an intervening compliant linkage with a linear stiffness. A mathematical model of the
system is given by Eq. 1-13. This is a linear dynamic system and learning control for
this linear system has been developed. A proper learning gain for this system is given
as [6,7]:
56
( T )-1 TGOIIIPIII = R R +0.51 R Q
where 1 = Identity Matrix
(3-23)
R=
The coefficients a; ,/3; ,i = 1.2 can be computed analytically[8] from the model
in Eq. 1-13, or experimentally [9,10] using system identification. In the latter case,
experimental measurements of y(t) and y*(t) are required. The learning control law
is then given by:
(;+1)( ) (;)() G [*( A ) (;)( A )]Yet =Yet + Olllplli Y t + ilt - Y t + ilt
where
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3-24
y~i+1) (t) = Cam lift of next iteration in time t
y~i) (t) = Cam lift of current iteration in time t
y' (t + !1t) = Desired follower subsystem output in time t + !1t
y<;)(t + !1t) = Follower subsystem output of current iteration in timet + M
GOIlIPIII = Learning gain of the follower-and -output dynamic subsystem
3.2.2 Learning Gain of the Cam Rotation
The learning law for the cam is:
where
ey+1) (t) = e;i) (t)+ Gcam[Y; (t + !1t)- y~i) (t + M)]
e;i+1) (t) = Cam angular displacement of next iteration in time t
ey) (t) = Cam angular displacement of current iteration in time t
y;(t + !1t) = Desired cam lift in time t + M
y~;) (t + M) = Cam lift of current iteration in time t + M
GCaml = Learning gain of the cam subsystem
58
(3-25)
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output. After the follower goes up to the desired dwell, it senses that it should stop
because the desired dwell stage has been reached. Howevev,-the learning gain have to
cover the whole Rise-Dwell-Retum process, Since the learning gain has to be set to
positive in the Rise and negative in the Return, learning gain forces the follower to
slow down and then suddenly speed up to rotate though the dwell stage and then slow
down again to go though the Return stage. This phenomenon will result in a high
magnitude vibration amplitude in the dwell stage and this vibration will not be able to
be compensated.
Figure 4-17 compares the difference between desired follower output
trajectory and the original follower curve before learning. Figure 4-18 shows the
errors that can not be compensated in the dwell stage by comparing the follower
output of 30th execution and the desired output.
The reason why the dwell stage error can not be compensated can be best
illustrated by the encoder output curve which is shown in Fig. 4-19. For the first half
of the cam motion, the motor was told slow down because the error is getting smaller.
As the cam getting slower in the Rise stage, it is actually getting further away from
the middle point where the learning gain has to change sign to compensate for the
trajectory in Return stage. Therefore, the motor command output becomes
discontinuous. and this causes the cam motion to become discontinuous. Figure 4-20
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and Fig. 4-21 shows the motor commands with the desired motor command before
and after learning respectively.
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Chapter 5
Conclusion
5.1 Summary
Learning control has shown to be capable of solving the problems of inverse
kinematics and of parametric error compensation. The technique calls for repeated use
of forward kinematics to solve for the inverse kinematics, thereby by-passing the need
to solve a set of nonlinear algebraic equations. It also presents a powerful approach
for handling repetitive errors. Another advantage of learning control is it can operate
in open-loop (except for the DC motor inner control loop), once the output function
has converged to the desired function. If the system parameters change due to a
change in environmental conditions, such as tool wear or other causes, the learning
control algorithm can be switched back on to adjust the system through repetitive
learning. Implementation of modern adaptive control techniques on the other hand,
tends to be difficult and costly.
This thesis presents an experimental investigation in learning control of a
high-speed cam-follower dynamic system. Three tasks have been performed in three
different experiments and the results are:
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1) The follower can learn to track a 3-4-5 polynomial trajectory and therefore
reduces residual vibrations.
2) The follower can learn to compensate for different kinds of output trajectories
while using the same cam. This implies that the learning controller is capable of
compensating for parametric errors, as well as other unknown disturbances within
the dynamic system, such as coulomb friction.
3) The ability of the learning controller to compensate for the error in the dwell lift
has also been tested. The results show that the learning controller can not
compensate for such an error. Therefore, if learning control is applied to a cam-
follower application, one should always be careful to ensure that the desired dwell
lift is equal to the actual dwell stage lift. If the desired dwell stage is not reachable
for the actual mechanism, it will result in an increase in follower output residual
vibrations.
5.2 Recommendations for Future Work
Learning control is a simple concept which modifies the input command
through forward kinematics, to solve the complex problem of inverse kinematics. The
future of research in applying learning control to mechanisms lies mainly on two
directions. They are listed below:
1) There is a huge difference between the experimental learning gain that was used
in this investigation, and the computer simulation learning gain. The reason is still
not clear at this stage. Computer simulations are meant to be used to help find the
appropriate value of learning gain without actually going through with hardware.
A good computer simulation should provide a learning gain that is close to that to
be used in the experiment so as to result a fast and stable convergence to the
desired follower output trajectory. Because of the huge difference in between the
experimental learning gain and the computer simulation learning gain, the model
used in the computer simulation should be reevaluated so that a more accurate
learning gain may be obtained through simulation of the dynamic system.
2) The number of iterations needed for convergence within the experiments is
around thirty. Since the learning control law used in the experiments was simply a
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proportional control, in iteration domain, it is possible that a different learning
control algorithm will provide a faster and more stable convergence. Such a
possibility should be examined by using different control laws for the learning
controller. The results can be compared to the results from different learning
control algorithms to determine an optimal learning control law.
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