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An equational formula is a rst-order formula over an alphabet F of function symbols
and the equality predicate. Such formulae are interpreted in the algebra T (F) of ground
terms. A unication problem is an equational formula which does not contain negation
(in particular no disequation). We give a terminating set of transformation rules such
that a formula is semantically equivalent to a unication problem i its irreducible form
is a unication problem. More precisely, our set of transformation rules computes a nite
complete set of most general uniers for an equational formula each time such a nite
set exists, thus extending the results of Lassez and Marriott on explicit representation
of terms dened by counter examples. We extend the above results also to equational
formulae interpreted in T (F)==E , the quotient of the free algebra by a congruence
generated by a set E of shallow permutative equations (commutative axioms are a
particular case).
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Introduction
Basic operations on terms are essential in many programming activities. Examples of
such operations are the computation of the greatest lower bound (unication) and the
computation of the least upper bound (anti-unication) of two terms (Plotkin, 1970;
Plotkin, 1971). Another operation on terms has revealed itself to be fundamental: term
complement, i.e. the computation of the dierence set [[t]]− [[u1; : : : ; um]], where the nota-
tion [[t1; : : : ; tn]] is used to represent the set of all ground instances of t1; : : : ; tn. Applica-
tions of complement problems are described in Comon (1991) and Lassez et al. (1991); we
will only mention here an application to solving ambiguity in functional programming.
Ambiguity causes problems not only for the denition of ecient evaluators (because, for
instance, the decision algorithms for strong sequentiality apply only to non-ambiguous
programs) but also for deciding other properties, such as confluence. An easy way to
handle this problem is to replace redundant denitions by the non-ambiguous denitions
that result from solving some particular complement problems. For example, if l1 ! r1
and l2 ! r2 are ambiguous rules in a functional program, we can replace the second
rule by ([[l2]] − [[l1]]) ! r2 which is no longer ambiguous since [[l2]] − [[l1]] represents the
set of ground instances of l2 that are not instances of l1. This dierence cannot always
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be expressed as a nite set [[v1; : : : ; vk]], and Lassez and Marriott (1987) gave a pre-
cise characterization of the cases in which the dierence is expressible within the same
formalism.
The computation of term complement, as well as unication and other operations,
are actually nothing but particular cases of solving equational formulae. An equational
formula is a rst-order formula constructed over a nite alphabet F of function symbols
and only one relational symbol: the equality. It has been shown that the validity of
an equational formula in the algebra T (F) of ground terms is decidable (Mal’cev, 1971;
Maher, 1988; Comon and Lescanne, 1989), leading to a complete axiomatization of T (F).
The technique of Comon and Lescanne (1989) consists in reducing the formula (according
to a set of rewrite rules) until a solved form is reached. In the unication case, a solved
form can, for example, be a formula x1 = t1 ^    ^ xn = tn where x1; : : : ; xn are
variables which occur only once. Such a solved form represents a most general unier in
a straightforward way (see Jouannaud and Kirchner (1991) for more information about
solved forms of unication problems). Hence, solving equational formulae encompasses
unication, since unication consists in solving equations, and also term complement,
since the complement problem [[t]]− [[u1; : : : ; um]] is represented by the equational formula
8~z : t 6= u1 ^    ^ t 6= um
where ~z is the set of variables appearing in u1; : : : ; um. Equational formulae generalize the
disunication problems of Buntine and Bu¨rckert (1994) and Baader and Schulz (1993),
which are conjunctions of equations and disequations where variables are existentially
quantied (the disunication problems of Comon (1991) are equational formulae with
arbitrary quantiers). They generalize also the equational problems of Comon and Les-
canne (1989), Kirchner and Lescanne (1987), and Bu¨rckert and Schmidt-Schauss (1989).
There are good reasons for which we would like the solved forms to have an additional
property: to involve only equations, if this is possible. More precisely, let [[]] be the set
of ground assignments  to the free variables of  such that T (F) j= . If there is a
formula  without disequations satisfying [[ ]] = [[]], we would like the solved form 0
of  to be free of disequations. Indeed, in this case there are nitely many substitutions
1; : : : ; k such that [[]] is exactly the set of ground instances of 1; : : : ; k. We would
like to compute a nite set of generating substitutions 1; : : : ; k whenever such a nite
set exists. In the case of complement problems, this implies that we compute a nite
set of terms v1; : : : vk such that [[t]] − [[u1; : : : ; um]] = [[v1; : : : ; vk]] whenever such a set
exists.
Motivations for these additional requirements on solved forms are described by Lassez
et al. (1991), who give applications to dierent areas of computer science. We have al-
ready mentioned one in the area of functional programming: to eliminate ambiguity of
functional programs we need solved forms without disequations. Let us mention another
motivation in the domain of constraint equational programming. Constraint systems are
very useful in logic programming because they provide adequate notations for specic
computation domains; in particular, strategies can be expressed using constraints over
T (F). In the same way constraints enhance both eciency and expressiveness in equa-
tional logic computations (Kirchner et al., 1990). However, the drawback is the failure
of the critical-pair lemma: in any constrained version of rewriting, there are constrained
rules without critical pairs (in the classical sense) which do not dene a locally confluent
rewrite system. For example, consider the constrained rewrite system R which contains
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only one rule:
x 6= b : f(x; y)! b
where f is a binary function symbol, b is a constant and x; y are variables. There is no
critical pair, but the system is not locally confluent: for instance the term f(f(a; b); b),
where a is also a constant, has two dierent normal forms (b, and f(b; b)).
A simple way of handling the problem is to assume that every constraint can (eventu-
ally) be turned into equations only. Indeed, this means that, when necessary, it is possible
to turn the constrained equations into unconstrained ones. In the previous example, if
the signature F contains only the function symbols a; b and f , then x 6= b is equivalent
in T (F) to x = a_9z1; z2 : x = f(z1; z2), where z1; z2 are variables. Then R is equivalent
to the system R0 containing two unconstrained rules:
f(a; y)! b
f(f(z1; z2); y)! b
where there is a critical pair.
Of course, for constraint systems where all constraints can be turned into equations
the expressivity of equational logic is not really increased, but it is still possible to delay
expensive computations until they are necessary (with the hope that they will never be
necessary). This is widely demonstrated in Kirchner et al. (1990). Now, since equational
formulae are a convenient constraint language, it is worthwhile to study the ability of
turning such formulae into equations only, which is the subject of this paper.
For all these reasons, the main goal of our work is to give a terminating set of transfor-
mation rules on equational formulae, such that the irreducible formulae do not contain
disequations whenever this is possible. The rst step towards this goal is to eliminate
the universal quantiers: using a procedure such as those described in Comon and Les-
canne (1989) and Comon (1990), it is possible to transform any equational formula into
a (semantically equivalent) purely existential formula. The second step consists of using
the distributivity laws to transform an existential formula into a nite disjunction of
formulae without equations in the disjunctions (w.e.d.), i.e. without subformulae of the
form s = t_u 6= v. For this class of formulae we are going to give a set of transformation
rules that eliminates negation whenever possible. The third and last step combines the
results obtained in the second step for each formula w.e.d. in the disjunction, in order to
obtain the result for the original formula. This part of the transformation is inspired by
the work of Tajine (1992), where another algorithm for negation elimination is described.
Note that the class of formulae w.e.d. includes complement problems. For such prob-
lems, Lassez and Marriott (1987) gave an algorithm for negation elimination, but our
approach is dierent: instead of reducing some conjunctions of equations and disequa-
tions to complement problems (for which they give syntactic conditions for eliminating
negation), we reduce complement problems to existential formulae which are in turn
simplied to solved forms. These solved forms do not involve negation i the original
complement problem can be expressed without negation.
Finally, we extend our results to some quotient algebras. The case of associative
and commutative (AC) theories has many practical applications, but although nega-
tion elimination from linear complement problems has been shown decidable modulo
AC (Fernandez, 1996), we cannot hope to obtain similar results for general equational
formulae because the rst-order theory of a single AC function symbol is undecid-
able (Treinen, 1990). On the other hand, the decidability results for nite trees were
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extended to some quotient term algebras in Comon (1991). We will follow this line of
research, keeping even stronger restrictions here: we assume that the congruence =E is
generated by a permutative set of equations of Mal’cev (1971). This class of theories in-
cludes and generalizes commutativity, but does not contain associativityy. With such a
restriction, all previous results, which were established for T (F), carry over to T (F)==E .
In particular, we show that negation elimination is decidable in commutative theories.
This paper is organized as follows. In Section 1 we give some basic denitions for
equational formulae. Section 2 shows that any formula can be transformed into a nite
disjunction of existential formulae w.e.d., and we give a set of transformation rules for
eliminating negation from a single formula w.e.d., proving its soundness, termination, and
completeness. In Section 3 we show that the previous results for formulae w.e.d. can be
used to eliminate negation from an arbitrary formula. Finally, in Section 4 we generalize
the results to quotient algebras corresponding to permutative theories of Mal’cev. The
Appendix contains the proofs of some of the lemmas used to prove completeness in
Section 2.6.
1. Equational Formulae
Roughly speaking, equational formulae are rst-order formulae with only one predicate
symbol, the equality. The atoms are then equations between terms, and their negations
which are called disequations. In this section we recall the syntax and the semantics of
equational formulae.
1.1. syntax
We consider a nite set F of function symbols with xed arity. T (F) denotes the innite
set of ground terms over this alphabet. Terms are identied with nite labelled trees as
usual. Positions are strings of positive integers.  is the empty string (root position). The
symbol at position p is denoted t(p), the subterm of t at position p is denoted tjp, and
the result of replacing tjp with u at position p in t is denoted t[u]p. This notation is also
used to indicate that u is a subterm of t. The set of terms built up from F and an innite
set X of variables is denoted T (F ;X ). A term is linear if each variable appears at most
once in it. The symbol  denotes identity of objects. Our notations are consistent with
those of Dershowitz and Jouannaud (1990), where the reader can nd supplementary
denitions and examples.
Definition 1.1. An equation s = t is a pair of terms (s; t 2 T (F ;X )). A disequation is
also a pair of terms, written s 6= t. An equational formula is a rst-order formula whose
atoms are equations or disequations.
The set of variables of a syntactic object t (a term, a formula, a set of terms), is denoted
by Var(t). The set of free variables or unknowns of a formula  is denoted by FV (). For
simplicity, we will always assume that each variable is bound at most once in a formula
and cannot occur both free and bound in the same formula. We use abbreviations such
as ~x, ~w, ~y to denote nite sets of variables.
yFor the class of permutative theories introduced by Lankford and Ballantyne (1977), which are more
general, even unication is undecidable as shown by Schmidt-Schauss (1989).
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We will consider a number of particular fragments of equational formulae (correspond-
ing to specic syntactic constructions). Some of them correspond to classes of problems
that have already been studied, like unication problems, complement problems, or the
more general equational problems.
Definition 1.2. An equational problem is either >, ?, or a formula of the form 9~x8~y :
P , where P (the matrix of the problem) is a conjunction of disjunctions of equations and
disequations. This conjunctive normal form of P will always be assumed to be kept along
transformations, by using the appropriate normalization rules.
An existential formula is a disjunction of equational problems that do not involve the
quantier 8.
An equational problem P is w.e.d. if its matrix is a conjunction of equations and
disjunctions of disequations. In other words, the matrix has the form s1 = t1 ^    ^ sn =
tn ^ d1 ^    ^ dm where d1; : : : ; dm are disjunctions of disequations.
A unication problem is an existential formula which does not contain any disequation.
A complement problem is an equational formula of the form 8~z : t 6= u1 ^    ^ t 6= un,
where Var(t) is the set of unknowns and ~z = Var(u1; : : : ; un).
Complement problems are formulae w.e.d., and we give other examples at the end of
the section (see Example 1.1). Equational problems were dened by Comon and Lescanne
(1989) as a unied framework encompassing unication, disunication, and complement
problems. Note that the prenex normal forms of an equational formula are precisely
equational problems (or their negation) surrounded by a sequence of quantiers.
1.2. semantics
Since equational formulae may contain free variables, in order to study their validity
in a given model A we have to consider A-assignments. Given an F-algebra A, an A-
assignment is a mapping  which associates to each variable an element of A. Such
mappings are lifted to F-homomorphisms from T (F ;X ) to A in the usual way. When
A is T (F ;X ) itself, and the set fx 2 X j x 6 xg = Dom() (called the domain of
) is nite,  is called a substitution; we will use the notation fx1 7! t1; : : : ;xn 7! tng
for substitutions. When A = T (F),  is called a ground assignment. The set of all
substitutions (resp. ground assignments) is denoted by  (resp. g). Assignments will
be used in postx notation. The image of  is the set Im() = fx j x 2 Dom()g. We
denote by jV the restriction of  to a set V of variables. We say that  is an instance
of  if there exists  such that  = . The complement of a substitution  is the set
f 2 g j  is not an instance of g.
The A-assignments that validate a formula are called A-solutions of the formula. In
general, we interpret equational formulae in T (F), then:
Definition 1.3. The set of solutions of an equational formula  is the set of ground
assignments  such that T (F) j= . The set of solutions of  will be denoted [[]].
We also consider interpretations in quotient algebras T (F)==E , where =E is the small-
est congruence on T (F ;X ) containing the set of equations E.
Definition 1.4. An E-solution of  is a T (F)==E -assignment  such that T (F)==E j=
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. The set of E-solutions of  is denoted [[]]E. For simplicity, we will describe E-
solutions using representative ground assignments instead of T (F)==E -assignments.
Definition 1.5. Two equational formulae  and  are equivalent (resp. E-equivalent)
if they have the same set of solutions. This is written
   i [[]] = [[ ]] (resp.  E  i [[]]E = [[ ]]E):
For example, we will show that every unication problem is equivalent to either > or
? or to a nite disjunction of formulae of the form
9~z : x1 = t1 ^    ^ xn = tn
where x1; : : : ; xn are the free variables of the unication problem and occur only once
in the conjunction. This latter kind of formula can be identied with the substitution
 = fx1 7! t1; : : : ;xn 7! tng, which is called a generator of solutions since
[[9~z : x1 = t1 ^    ^ xn = tn]] = f j  2 gg:
More generally:
Definition 1.6. A generator of a set of solutions (resp. E-solutions) of  is a sub-
stitution  such that for all  2 g,  is a solution (resp. E-solution) of . A set of
generators S is complete (for ) if for each solution (resp. E-solution)  of  there exists
a generator γ 2 S such that  is an instance of γ.
Definition 1.7. An equational formula  is EU (\equivalent to a unication problem")
if there is a unication problem  such that    .
Example 1.1. The following formulae are EU (and motivate some of the transforma-
tion rules that follow):
1. x 6= y _ x 6= f(y), which is equivalent to >;
2. x 6= 0, which is equivalent to 9z : x = s(z) if F = f0; sg;
3. 9w1; w2;8y : (y 6= f(w1; w1) _ y 6= f(w2; w2)) ^ x = g(w1), which is equivalent to
9w1 : x = g(w1);
4. 9z : y 6= s(x) _ x = s(z), which is equivalent to 9z : x = s(z) _ y = 0 _ y = s(s(z))
if F = f0; sg.
The rst three problems are w.e.d. but the last is not.
2. Transformation Rules
In this section we rst show that an arbitrary equational formula can be transformed
into an equivalent nite disjunction of existential formulae that are w.e.d., and then
present a set R of rules that transforms an arbitrary w.e.d. existential formula into an
equivalent disjunction of irreducible formulae without negation whenever this is possible.
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2.1. from equational formulae to existential formulae
Using the set of rules which is given in for example Comon and Lescanne (1989), it is
possible to transform any equational formula into an equivalent nite set (a nite dis-
junction) of existential formulae. This set of transformation rules eliminates the internal
quantier of the formula; hence if we apply it to an equational problem we obtain di-
rectly a set of existential formulae. In the general case of equational formulae, we might
need several iterations to eliminate all the internal quantiers (recall that an equational
formula starts with an arbitrary sequence of quantiers). We refer the reader to the pa-
per by Comon and Lescanne (1989) for a complete description of this transformation
procedure. We will just recall some examples here.
Example 2.1. Consider the equational problem
8y : s(x) 6= s(s(y))
in the algebra T (F), where F = f0; sg. Applying a decomposition rule we obtain a simpler
equivalent problem
8y : x 6= s(y)
and by explosion, considering that we have two function symbols in F , we obtain two
formulae:
8y : x 6= s(y) ^ x = 0;
9z;8y : x 6= s(y) ^ x = s(z):
The rst formula reduces to x = 0 applying replacement and clash rules, whereas the
second reduces to the empty problem ? in a similar way. Hence we obtain the equivalent
formula x = 0.
The equational problem
8y1; y2; y3 : (y1 = x1 _ f(x1; x4; x4) = f(x1; x2; g(x3)))
^f(y1; y1; g(y2)) 6= f(g(y2); x1; x2) ^ x1 6= f(y1; y2; y3)
becomes the formula
9x5 : f(x1; x4; x4) = f(x1; x2; g(x3)) ^ g(x5) 6= x2 ^ x1 = g(x5)
after several applications of decomposition, explosion, elimination of parameters, clash,
and merging rules.
Moreover, the transformation enjoys a number of interesting properties. We summarize
them below.
Lemma 2.1. There is a terminating set of transformation rules which yields, when ap-
plied to an equational formula , a nite set of formulae 1; : : : ; n such that
1. each i is of the form 9−!xi : Pi where Pi is quantier free,
2. [[]] = [[1]] [    [ [[n]],
3.  is EU i every i is EU .
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The termination of the set of rules and the rst two properties mentioned above are
corollaries of the main results of Comon and Lescanne (1989). The last property is a
consequence, on the one hand, of the fact that [[]] = [[ ]] implies that  is EU i  is,
and on the other hand, of the fact that all rules of Comon and Lescanne (1989) which
are used for the so-called \parameter elimination" satisfy this requirement, but one: the
explosion rule. But this rule essentially consists in adding an equation, which cannot
disable the EU property.
Then, without loss of generality, we can assume that the formula where we have to
eliminate negation is of the form 9~x : P . We are going to transform this formula into
a nite disjunction of existential formulae w.e.d. For this, we will use the distributivity
laws: if P , the matrix of the formula, contains equations in the disjunctions, that is, it is
of the form
(e1 _    _ en _ d1 _    _ dm) ^ C
where e1; : : : ; en are equations and d1; : : : ; dm are disequations, then, it is equivalent
(using distributivity) to
(e1 ^ C) _    _ (en ^ C) _ ((d1 _    _ dm) ^ C):
Iterating this process a nite number of times, we obtain a nite disjunction of existential
formulae w.e.d.:
 
_
j2J
9~xi : Qi:
Hence, without loss of generality, we can restrict our attention to nite disjunctions of
existential formulae w.e.d. We will rst show how to eliminate negation from a single
formula w.e.d., then from disjunctions.
2.2. negation elimination from a single formula w.e.d.
We present now a set of transformation rules for eliminating negation from an exis-
tential formula w.e.d. It includes a number of classical rules, which were introduced in
Comon and Lescanne (1989) for deciding the satisability of equational formulae. But
eliminating negation requires some additional rules, which make the termination proof
more dicult than in Comon and Lescanne (1989). Let us motivate and introduce these
new rules.
 A problem such as x 6= y _ x 6= f(y) would be considered as the disjunction of
two solved forms according to Comon and Lescanne (1989) and, indeed, from the
solvability point of view, we do not need any further simplication. However, this
problem is obviously equivalent to >, which is a unication problem. This shows
that we need an additional rule: (R2) in Figure 1 will simplify such disjunctions,
replacing x with y or with f(y) in the disjunction:
x 6= y _ x 6= f(y)!R2 x 6= y _ y 6= f(y):
Then, this disjunction will be reduced to > using an \Occur-check" rule (see Fig-
ure 3):
x 6= y _ y 6= f(y)!O2 >:
 Assuming that F = f0; sg, the formula x 6= 0 is equivalent to 9z : x = s(z) and
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Replacements (R)
(R1) 9~w : z = t ^ P ! 9~w : z = t ^ Pfz 7! tg
if z 62 Var(t), z 2 Var(P ), and
either t is not a variable or t occurs in P or else z 2 ~w and t 62 ~w.
(R2) 9~w : P ^ (z 6= t _Q) ! 9~w : P ^ (z 6= t _Qfz 7! tg)
if 1. z 62 Var(t), z 2 Var(Q),
2. there is no variable occurring both in z 6= t _Q and as a member of an equation of P ,
3. if t is a variable, then t occurs in Q.
Figure 1. Replacement rules.
Explosion (E)
(Ex) 9~w : P !
_
f2F
9~w; ~w0 : x = f( ~w0) ^ Pfx 7! f( ~w0)g
if 1. P is quantier-free and Var(P ) \ ~w0 = ;,
2. no other rule can be applied,
3. there is a disequation x 6= u in P where u is a ground term.
Existential Quantifier Elimination (EQE)
(EQE1) 9~w;w : P ! 9~w : P
if w 62 Var(P ).
(EQE2) 9~w;w : w = t ^ P ! 9~w : P
if w 62 Var(P; t).
(EQE3) 9~w : (d1 _ z1 6= u1) ^ : : : ^ (dn _ zn 6= un) ^ P ! 9~w : P
if 1. for all 1  i  n, zi is a variable and zi 6 ui,
2. there is a variable w 2 ~w \ Var(z1; u1) \ : : : \ Var(zn; un) s.t. w 62 Var(P ).
Figure 2. Explosion and existential quantier elimination rules.
negation can therefore be eliminated. More generally, we have to use the domain clo-
sure axiom not only for quantier elimination but also for eliminating disequations
whose one member is a ground term. This is the role of rule (Ex) in Figure 2.
 Finally, it should be emphasized that some disequations can be removed because
their variables are existentially quantied. For example 9w1; w2 : x = y ^ w1 6= w2
is equivalent to x = y which is a unication problem. More generally, existentially
quantied variables should be eliminated \as far as possible". That is what the
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Decompositions (D)
(D1) f(s1; : : : ; sn) = f(t1; : : : ; tn) ! s1 = t1 ^    ^ sn = tn;
(D2) f(s1; : : : ; sn) 6= f(t1; : : : ; tn) ! s1 6= t1 _    _ sn 6= tn:
Clashes (C)
(C1) f(s1; : : : ; sn) = g(t1; : : : ; tm) ! ? if f 6= g,
(C2) f(s1; : : : ; sn) 6= g(t1; : : : ; tm) ! > if f 6= g.
Trivial equations and disequations (T)
(T1) s = s ! >;
(T2) s 6= s ! ? :
Occur-Check (O)
(O1) x = s[x]p ! ? if p 6= ,
(O2) x 6= s[x]p ! > if p 6= .
Merge (M)
(M1) z = t ^ z = u ! z = t ^ t = u;
(M2) z 6= t _ z 6= u ! z 6= t _ t 6= u;
(M3) z = t ^ (z 6= u _ d) ! z = t ^ (t 6= u _ d)
where d is a (possibly empty) disjunction, z is a variable, t is not a variable, and
jtj  juj.
Figure 3. Classical rules on quantier-free equational formulae.
rules (EQE) in Figure 2 do. The fact that they indeed have been eliminated \as far
as possible" is part of the completeness result of the next section.
In addition to the rules of Figures 1 and 2, we use the classical rules of Merge, Decom-
position, Clash, Occur-check, and Elimination of trivial equations or disequations, which
are recalled in Figure 3. In a self-evident way, all these rules dene a rewrite system R
on equational formulae.
2.3. correctness
The rst correctness result states that the set of solutions is always preserved by
application of a rule inR. The second lemma shows that the restriction to w.e.d. problems
is a sound assumption since it is preserved by application of R. Finally, the third lemma
shows that each disjunct of an existential formula may be considered separately.
Lemma 2.2. If !R  , then [[]] = [[ ]].
Lemma 2.3. If !R−fExg  and  is w.e.d. then  is w.e.d.
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Lemma 2.4. If !Ex
W
f2F f , then  is EU i each f is EU . Moreover, if  is w.e.d.
then so are all f .
The proofs are straightforward, by simple inspection of the transformation rules.
2.4. termination
Theorem 2.1. R terminates on w.e.d. formulae.
Sketch of the Proof. Let us rst show some diculties, and then give the main ideas
of the termination proof (since it is a rather classical proof, we are not going to give all
the details).
 As is often the case, replacements are not easy to handle because they increase the
size of the formula. Usually, replacement rules do not prevent termination because
they \eliminate a variable"; a variable is solved in a conjunction of equations if
it occurs as a member of an equation and occurs only once in the formula (see
Jouannaud and Kirchner (1991) for more details). The number of unsolved variables
always decreases in classical unication techniques. Unfortunately, the explosion
rule may introduce new variables (hence, the number of unsolved variables may
increase). Even without explosion, there are some problems with the rule (R2) for
which the notion of solved variable is not adequate. Let us call a variable locally
solved in a disjunction of equations and disequations, if it occurs only once, as a
member of a disequation. Then, (R2) decreases the number of non-locally solved
variables for some disjunction of the formula. However, this decreasing property
may be disabled not only by the explosion rule, but also by the replacement (R1).
Consider the following example:
  x = f(y) ^ (y 6= f(z) _ x0 6= g(y; x)):
Using (R2) we obtain
x = f(y) ^ (y 6= f(z) _ x0 6= g(f(z); x))
and, indeed, y becomes locally solved in the disjunction. But now, applying (R1),
we obtain
x = f(y) ^ (y 6= f(z) _ x0 6= g(f(z); f(y)))
where y is no longer locally solved. Even worse, this could happen with a merge
rule (for which the number of unsolved variables is not necessarily decreasing) if we
drop the second condition of rule (R2).
 The main diculty is actually to handle the explosion rule. A similar rule is already
used in the quantier elimination procedure (Comon and Lescanne, 1989; Comon,
1990). Let us sketch what is done in these papers. Roughly, every formula  is asso-
ciated with a formula e where the parts of  which do not contain any occurrence
of an innermost quantied variable have been removed. Then it is shown that, if
 !Ex!  !Ex : : :, then e > e . We do not recall the denition of this latter
ordering here, but it is natural: either an innermost quantied variable has been re-
moved or else the occurrences of innermost quantied variables have been popped.
It is not possible to use a similar argument for our set of rules R. Indeed, roughly,
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in our system R the ground terms play the role of innermost quantied variables
in previous systems. However, in these previous systems innermost quantiers were
never added, whereas our rule (Ex) may introduce constants and further rules may
create new occurrences of ground terms. For example, let
  x1 6= s(s(0)) ^ x2 6= f(f(x1; 0); x1);
we apply (Ex) twice, yielding a formula which contains
x1 = s(0) ^ x2 6= f(f(s(0); 0); s(0));
in which the new ground term f(f(s(0); 0); s(0)) appeared while replacing x1 with
s(0).
Let us now sketch how we prove the termination of R. We rst prove the termination
of R − f(Ex)g. Then, given a sequence fngn2N of transformations, we consider the
subsequence f(n)gn2N of formulae on which the explosion rule is applied. We have
to prove that this subsequence is nite. For this, we rst show some confluence (or
commutation) properties that allow us to rearrange the intermediate transformation
steps from (i) to (i+1). Then, using some normal transformations, we show that some
tricky interpretation is indeed decreasing on (i). We show below the main intermediate
steps of this proof:
Termination of R− f(Ex)g. We consider the following interpretation  of existential
formulae:
 ((9−!w1 : P1)_  _(9−!wn : Pn)) where P1; : : : ; Pn are quantier free, is the multiset
f(9−!w1 : P1); : : : ; (9−!wn : Pn)g which is ordered using the multiset extension of
the ordering on the components. Both  and the ordering on these interpretations
are dened below.
 (9−!w : P ) where P is quantier free is the tuple (UV (9−!w : P );  (9−!w : P );9−!w :
P ). Such tuples are ordered using the lexicographic extension of the orderings on
their components.
 UV (P) is the number of distinct variables (bound or free) which occur in P and
which are not solved in P. This component is ordered using the usual ordering on
natural numbers.
  (9−!w : d1 ^    ^dn) where each di does not contain any ^, is the multiset of pairs
f( 1(d1);  2(d1)); : : : ; ( 1(dn);  2(dn))g ordered using the multiset extension of the
lexicographic extension of the ordering on the components.
  1(d) is the number of non-locally solved variables in d which are neither a member
of an equation in P. These numbers are compared using the usual ordering on
natural numbers.
  2(e1 _    _ em) where e1; : : : ; em are equations or disequations is the multiset
fT (e1); : : : ; T (em)g ordered using the multiset extension of the usual ordering on
natural numbers. T (e) is dened as 0 if one of the members of E is a solved variable,
and T (s = t) = T (s 6= t) = max(jsj; jtj) otherwise.
 The third component of (P) is P itself. There, the formulae are ordered using!M
i.e. the reflexive transitive closure of the reduction by a Merge rule. This is indeed
a well-founded ordering (in other words: the merge rules alone do terminate).
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UV  1  2 P
R1;EQE1 <
R2 = <
D1  = <
D2;EQE2 =  <
EQE3;T;C;O   <
M   = <
Figure 4. A summary of the variations of  w.r.t. the rules of R.
(P) is strictly decreasing by any application of a rule in R − f(Ex)g: in Figure 4 we
show, for each rule, which is the component that decreases.
Sequences extractions. First note that, for the termination proof, we may replace
(Ex) with the rule
(Ex0)9−!w ; x : P ! 9−!w ;
−!
w0 : Pfx 7! f(
−!
w0)g
if P is quantier-free, f 2 F , no other rule can be applied, Var(P ) \
−!
w0 = ;, and there is a
disequation x 6= u in P where u is a ground term.
This new rule diers from (Ex) in two ways. First, we dropped the big disjunction.
Hence the rule is no longer correct. However, if there is an innite reduction sequence
with (Ex), then there is an innite reduction sequence with the same rule where the
heading disjunction is erased (use for example Ko¨nig’s Lemma). Second, we assumed
that x is not free and we composed the rule with an existential quantier elimination
rule. We do not lose any generality since there are only nitely many free variables in the
formula. Hence, in any innite sequence of transformations, there will be a step beyond
which (Ex) only applies on existentially quantied variables. Moreover, the existential
quantier elimination rule has to be applied before any further explosion. We may assume,
without loss of generality, that it is applied rst.
From now on we consider a sequence of transformations P0 !Ex0    ! Pn !   .
The assumption that the rst transformation step is an explosion is possible because of
the termination of R−f(Ex)g. Then P(i) is the subsequence on which (Ex0) is applied.
Each formula Pi can be written 9−!wi : e1 ^    ^ eki ^ d1 ^    ^ dmi where each ej is an
equation and each dj is a disjunction of disequations. The number mi will be denoted
jPij^. It is easy to check, by inspection of the rules, that if we use (Ex0) this number
never increases:
Lemma 2.5. For all i, jPi+1j^  jPij^.
This means that we may assume without loss of generality that jPij^ is constant. That
is what we do from now on.
Commutation properties. We have already seen that some existential quantier elim-
inations can be performed at once. We can go further.
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Lemma 2.6. The rule which is used for the transformation from Pi to Pi+1 belongs to
fT2;M2; D2; R2;Ex0g.
We do not prove this lemma here, but note for example that the EQE rules cannot apply
(because of all previous assumptions on the sequence Pi).
Let Pi  9−!wi : Qi with Qi  ei ^ di where ei is a conjunction of equations and di is a
conjunction of disjunctions of disequations. Let moreover di  di;1 ^    ^ di;mi .
Lemma 2.7. If (i + 1) > j > (i), then there is an index k such that Qj  c ^ dj;k,
Qj+1  c ^ d0 and dj;k ! d0.
Decreasingness on P(i). For all i, let Xi be the set of variables x such that there is a
disequation x 6= t in Qi such that t 2 T (F). Let also −−−−!w(i)+1 = (−−−!w(i)−fxig)[−!zi . Then
Lemma 2.8. For all i, if x 2 −!zi , then x 2 X(i+1).
Lemma 2.9. If j > i, then jVar(Q(j))−X(j)j  jVar(Q(i))−X(i)j.
Because of this last result, we may again assume that jVar(Q(j)) −X(j)j is constant.
Then, let for each variable x 2 Xi Ti(x) be the set of all ground terms t such that x 6= t
occurs in Qi. Let nally Ai(x) be the set of couples
Ai(x) = f(p; f)j8t 2 Ti(x); p 2 Pos(t) and t(p) = fg:
We now complete the proof of the theorem because the multiset
!(Pi) = fjAi(x1)j; : : : ; jAi(xk)jg
where Xi = fx1; : : : ; xkg is strictly decreasing on the sequence P(i).
2.5. irreducible formulae
We are going to inspect the irreducible formulae (w.r.t. R), showing some properties
which will be useful in the next section.
Definition 2.1. A simple formula is either >, ?, or of the form
9−!w : x1 = t1 ^    ^ xn = tn ^ d1 ^    ^ dm
where
1. x1; : : : ; xn are the free variables of the formula, they occur only once,
2. Var(d1; : : : ; dm)  Var(t1; : : : ; tn)  −!w ,
3. each di has the form z1 6= u1_  _zk 6= uk where each zj is a variable which occurs
only once in di and there is no uj belonging to T (F).
In order to obtain simple formulae as irreducible forms w.r.t.R we have rst to abstract
every free variable: if  is irreducible w.r.t. R, let  # be the formula  on which the
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following rule
9−!w : ! 9−!w ;9z : x = z ^ fx 7! zg
if x 62 −!w and x 2 Var() is not solved in 
has been applied as long as possible. This is only a trick which ensures that every free
variable is solved. Then, if  is a w.e.d. equational problem, let  #R be an irreducible
form w.r.t. R and the above rule of an equivalent existential formula.
Lemma 2.10.  #R is a nite disjunction of simple formulae.  is EU i each of these
simple formulae is.
Proof. We have to check that every existential formula is either a simple formulae or
an instance of some left-hand side of a rule; this is pure routine work. The second part
is a consequence of Lemma 2.4.
Putting all the rules together we obtain a transformation system that takes an equa-
tional formula and gives an equivalent nite disjunction of simple formulae, which are
existential formulae. Irreducible forms are also called solved forms. We could have chosen
other classes of solved forms, like the denitions with constraints of Comon and Lescanne
(1989), or the constrained substitutions of Buntine and Bu¨rckert (1994), which are the
same as the 8-simple formulae of Fernandez (1996). Our choice of simple formulae as
solved forms is motivated by the fact that our goal is to eliminate negation, and for this
it is easier to consider formulae without universal quantiers and without ground terms
in disequations. Note that in Fernandez (1996) the solved forms for elimination negation
in the AC case may contain universal quantiers, but only because it is not possible to
eliminate them completely in AC-theories.
2.6. completeness of R
We have shown that any w.e.d. problem is equivalent (with respect to T (F)) to a nite
disjunction of simple formulae, each of which is EU i the starting formula is EU . Now,
for R to be complete with respect to negation elimination we must show that negation
cannot be eliminated from simple formulae which are not unication problems.
In the proof we will use some technical lemmas which state necessary conditions for
a formula to be EU . These lemmas express some fundamental properties of trees which
may be used in other contexts. First of all, Lemma 2.11 states the equivalence between
the EU property and the existence of a nite set of generators.
Lemma 2.11. An equational formula  is EU (or, equivalently, negation can be elimi-
nated from ) i there exits a nite complete set of generators for .
The proof of this lemma is straightforward.
In order to prove that negation cannot be eliminated from simple formulae that are
not unication problems, we start by considering one disequation. Lemmas 2.12 and
2.13 show that negation cannot be eliminated from the formula u 6= t if u and t are
non-ground terms without common variables such that u is an instance of t (as in the
disequations appearing in simple formulae). This condition is generalized to conjunctions
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of disequations in Lemma 2.14, and to formulae of the form d1^  ^dn where each di is a
disjunction of disequations in Lemma 2.15. Finally, in Lemma 2.16 we consider formulae
containing also equations. Since simple formulae satisfy the hypothesis of this lemma, we
directly deduce that negation cannot be eliminated from simple formulae (Lemma 2.17).
Although Lemmas 2.12{2.14 are consequences of the results in Lassez and Marriott
(1987), we give alternative proofs here. These proofs will be easily generalized to quotient
algebras T (F)==E , where =E is a nitely generated congruence, in Sections 4 and 5.
Roughly, Lemma 2.12 shows that if u; t are non-ground terms with dierent variables,
such that u is an instance of t, then given any number n of non-uniable instances ui; ti
of u and t (1  i  n), it is always possible to nd another pair of non-uniable instances
u0; t0 such that u0; t0 are not instances of any ui; ti. We can see ui and ti as representations
of solutions of the disequation u 6= t, because ui; ti are non-uniable. Then this lemma
tells us that given any nite representation of the solutions, it is always possible to nd
another solution, represented by u0; t0, which is not generated.
The key point in the proof of Lemma 2.12 is the construction of the non-uniable terms
t0, u0 from t, u. A sequence fCi(N)gi0 of terms, parametric in the natural number N ,
plays a crucial role in this construction. Let f be a function symbol with maximal arity,
say , in the signature. Let M , for M  1, be the term corresponding to the uniform tree
of depth M with internal nodes labelled by f and leaf nodes labelled by dierent variables
z1; : : : ; zM , as depicted in Figure 5. The sequence fCi(N)gi0 of terms is dened by
Ci(N) = Nfz1 7! (3(iN+1)N )iN+1;
z2 7! (3(iN+2)N )iN+2;
: : : ;
zN 7! (3(i+1)NN )(i+1)N g
where the substitutions j are renamings of variables in order to ensure that no variable
appears more than once in the sequence.
Intuitively, each term Ci(N) in the sequence is obtained from N by instantiating its
variables (which are at depth N) by terms M of dierent depths M and with disjoints
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Figure 6. The trees C0; C1.
sets of variables. The rst two terms of the sequence are depicted in Figure 6. All Cis
are identical up to depth N , but below this depth they are very dierent.
Lassez and Marriott (1987) have used a similar sequence of terms (in a dierent con-
text) to prove necessary conditions for the existence of explicit representions of comple-
ment problems. Those necessary conditions, as well as our Lemma 2.12, are proved by
contradiction. In Lassez and Marriott (1987) the contradiction involves the correctness
of the resulting formula, while in our proof the contradiction involves the completeness
of the resulting formula. More precisely, Property 4.5 in Lassez and Marriott (1987)
shows that under certain conditions, any nite complete representation of the solutions
is not correct (i.e. generates also non-solutions), whereas we prove that if there is a nite
representation that is correct then it cannot be complete.
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Figure 7. The trees v0; v1.
Lemma 2.12. Assume F contains one symbol whose arity is  2, or at least three
unary symbols. Let t and u be non-ground terms, without common variables, and such
that u  t with Im() \ T (F) = ;. Let t1; : : : ; tn; u1; : : : ; un be terms such that for all
i, ti and ui are non-uniable instances of t and u respectively. Then, there exist terms
t0, u0 such that t0  t, u0  u,  is Var(t; u)-linear (i.e.  maps every linear term
in T (F ;Var(t; u)) to a linear term), Im() \ T (F) = ;, t0 and u0 are not uniable, and
ti 6 t0 _ ui 6 u0 for all i; .
Proof. Let N = 1 + max1in(max(depth(ti);depth(ui))). Let f be a function symbol
with maximal arity . Let z1; : : : ; zN be new variables (not in Var(t; u; t1; u1; : : : ; tn; un)),
and let N be a term of depth N as dened above (see Figure 5) with Var(N ) =
fz1; : : : ; zN g.
Let x0; : : : ; xM be the variables of u. Let v0 be the term ufx0 7! N0; : : : ;xM 7!
NMg, where 0; : : : ; M are renamings of the variables of N in order to have dierent
new variables each time. Let z1; : : : ; zr be the variables of v0. Let 0 be the substitu-
tion fz1 7! 3N ; z2 7! 6N ; : : : ; zr 7! 3rNg where each i has dierent new variables.
Let v1  v00. Both v0 and v1 are depicted in Figure 7. Note that v1  ufx0 7!
C0(N); : : : ;xM 7! CM (N)g, where fCi(N)gi0 is the sequence dened above of terms.
Let v2; v3 be two linear non-ground terms without common variables such that v2; v3; 2
are pairwise non-uniable. For instance, if F contains a binary function symbol (then f
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Figure 8. The terms t0; u0.
has arity n  2 because it has maximal arity) and a is a constant in the signature, we
can choose v2  f(a; x2; : : : ; xn) and v3  f(f(x01; : : : ; x0n); a; : : : ; a). If F contains three
unary function symbols f; g; h, we choose v2  g(x) and v3  h(x0).
Using the notations introduced in Figure 7, let 1 be the substitution fz11 7! v21; : : : ;
zr1 7! v2rg and 2 the substitution fz11 7! v301; : : : ; zr1 7! v30rg, where 1; : : : ; r; 01,
: : : ; 0r are renamings such that all the variables are new and dierent. Let t
0  v11,
u0  v12. These terms are depicted in Figure 8.
The terms t0 and u0 are not uniable, and since u  t and Var(t)\Var(u) = ;, there
exists a substitution  such that t0  t, u0  u. Moreover,  is Var(t; u)-linear and
Im() \ T (F) = ;. It only remains to prove that for all i; : ti 6 t0 _ ui 6 u0.
Assume there exists 0; i such that ti0  t00 and ui0  u00. We will show that this
leads to a contradiction since ui; ti become uniable by a substitution 0 which assigns
to each x 2 Var(ti; ui) the term v0jp where p is a position of x in ui, ti.
First, let us show that 0 is a well-dened substitution. If x appears only once in ui; ti
then 0 is well dened. If x appears more than once, there are two cases.
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1. There are multiple occurrences of x in one term, for instance in ti. Let p1, p2
be positions of x in ti (hence, positions in v0). Then t0jp10  t0jp20  x0, or
equivalently, v0jp1010  v0jp2010.
If v0jp1 is ground (included in u) then v0jp2 is ground too (and included in u),
therefore v0jp1  v0jp2 .
If v0jp1 contains a variable then so does v0jp2 . But non-variable positions of v0jp1
and v0jp2 are equal (because they are not aected by the substitution), and if a
variable xi appears in v0jp1 it must appear in v0jp2 at the same positions (otherwise
they are not uniable), therefore v0jp1  v0jp2 .
2. There is a variable x that occurs in ti and ui. Let p1 be an occurrence in ti and p2
be an occurrence in ui. Then t0jp10  u0jp20  x0, or equivalently, v0jp1010 
v0jp2020.
If v0jp1 is ground (included in u) then v0 jp2 is ground too (and included in u),
therefore v0jp1  v0jp2 .
If v0jp1 contains a variable then v0jp2 must contain a variable, but in this case they
are not uniable (contradiction).
Hence, 0 is well dened, and ti0  v0  ui0, which contradicts the hypothesis.
Then, for all i and , ti 6 t0 _ ui 6 u0.
Lemma 2.13. If t, u are non-ground terms such that u is an instance of t and Var(t) \
Var(u) = ; then negation cannot be eliminated from u 6= t.
Proof. Consequence of Lemmas 2.11 and 2.12. See the Appendix for details.
Lemma 2.14. Let P  u1 6= t1^  ^un 6= tn such that for all i, ui and ti are non-ground
terms, Var(ti) \ Var(ui) = ;, and ui  tii where Im(i) \ T (F) = ;. Then negation
cannot be eliminated from P.
Proof. By induction on n (the number of disequations in P) we prove, using Lemma 2.12,
that if 1; : : : ; m is a set of generators of P, then there exists another generator 0
such that Im(0) \ T (F) = ;, 0 is Var(P)-linear (i.e. 0 maps every linear term in
T (F ;Var(P)) to a linear term) and for all 1  j  m, 0 and j have no common
instances. This implies that there is no nite set of generators for P, and by Lemma 2.11,
negation cannot be eliminated from P. See the Appendix for more details.
Lemma 2.15. Let P be d1^  ^dm such that each di has the form z1i 6= t1i_  _znii 6=
tnii where z1i : : : znii are dierent variables not occurring again in the terms tjk, and for
all i, j: tji 62 T (F). Then negation cannot be eliminated from P.
Proof. For each di we add to F a new function symbol fi whose arity is the num-
ber of disequations in di. This yields a new set of function symbols F 0. Let P 0 be
f1(z11; : : : ; zn11) 6= f1(t11; : : : ; tn11) ^    ^ fm(z1m; : : : ; znmm) 6= fm(t1m; : : : ; tnmm). P 0
satises the hypothesis of Lemma 2.14. Hence there is no nite complete set of generators
for P 0 with respect to F 0. But P and P 0 are equivalent with respect to F 0, which means
that P has no nite complete set of generators with respect to F 0. But if there is a nite
complete set of generators with respect to F then there is also one with respect to F 0.
Hence P has no nite complete set of generators.
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Lemma 2.16. Let P  9−!w : P be an existential formula, and assume x is a variable not
appearing in P and t is a term such that Var(t)  −!w . Then 9(−!w −Var(t)) : P is EU i
9−!w : (P ^ x = t) is EU .
Proof. ()): Assume 9(−!w −Var(t)) : P is EU . By Lemma 2.11, it has a nite complete
set f1; : : : ; ng of generators. Let I = FV (P) [ fxg. Since x 62 FV (P), we can
assume x 62 Dom(i). Then, the set f01; : : : ; 0ng, where 0i = ijI [ fx 7! tig, is
a nite complete set of generators for 9Var(t)(9(−!w −Var(t)) : P ) ^ x = t, which is
the same as 9−!w : (P ^ x = t).
Note that taking Var(t) out of the existential quantier is essential for the lemma
to be valid.
((): Assume 9−!w : (P ^x = t) is EU . Then it has a nite set f01; : : : ; 0ng of generators,
which are substitutions with domain FV (P) [ fxg.
Let i (1  i  n) be the substitution dened by:
 Dom(i) = (Dom(0i)− fxg) [ Var(t),
 for all y 2 Dom(i), yi = y(0ii), where i = mgu(x0i; t).
We will show that f1; : : : ; ng is a nite complete set of generators for 9(−!w
−Var(t)) : P . For this we have to prove that  is a solution of 9(−!w −Var(t)) : P
i there exists a ground assignment  and an index i such that  = i. The \if"
part is trivial. Let us prove the \only if". We will use the notation  =V  as a
shorthand for jV =  jV .
Assume  is a solution of 9(−!w −Var(t)) : P , and let V be the set of free variables of
this formula (x 62 V ). Let  be a ground assignment such that  =V [fxg jV [fx 7!
tg (then t = t since Var(t)  V ). It is easy to see that  is a solution of
9−!w : (P ^ x = t), hence  = 0i for some ground assignment  . Moreover, since
x = t , then x0i = t
0
i = t (the latter because 
0
i does not instantiate the
variables of t). Then  = i for some , and  = 0ii. Since  =
V , then
 =V 0ii =
V i, and this completes the proof since Dom(i) = V .
Lemma 2.17. If P is a simple formula which is not a unication problem, then P is not
EU .
Proof. Direct consequence of Lemmas 2.15 and 2.16.
The completeness of the transformation system R with respect to negation elimination
is a consequence of Lemma 2.17, since the solved forms of R are simple formulae.
Theorem 2.2. (completeness of R) Let  be a w.e.d. existential formula. Then  is
EU (i.e. negation can be eliminated from ) i #R is a unication problem.
3. Last Transformation
In the previous sections we dened an algorithm to eliminate negation from one exis-
tential formula w.e.d. (without equations in the disjunctions). Since we have shown that
any equational formula is equivalent to a nite disjunction of existential formula w.e.d.,
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in order to obtain a general algorithm for negation elimination we will now consider
disjunctions of these formulae. We will show that we can eliminate negation from the
disjunction by combining the results of the application of the previous algorithm to each
disjunct.
Let   Wj2J  j where each  j is an existential formula w.e.d., as described above.
If using R we can eliminate negation from all the  j then we also eliminate negation
from , and we are done. Let us assume that the irreducible forms by R of some  j still
have disequations, that is, the solved form of  by R is a disjunction of simple formulae
containing disequations:
!R
_
i2I
9 ~wi : x1 = ti1 ^    ^ xn = tin ^ di1 ^    ^ dimi
where di1; : : : dimi are disjunctions of disequations. Without loss of generality, we can
assume that all the formulae in the disjunction have the same free variables x1; : : : ; xn
(if this is not the case, we can always add some new existentially quantied variables wi
together with equations xi = wi).
Now, in order to eliminate negation from  we are going to study the relations between
the simple formulae
i  9 ~wi : x1 = ti1 ^    ^ xn = tin ^ di1 ^    ^ dimi
that appear in the disjunction. Recall that Var(ti1; : : : ; tin)  ~wi, Var(di1; : : : ; dimi) 
~wi, and each dik has the form zi1 6= ui1 _    _ zik 6= uik. Moreover, we can assume
without loss of generality that the variables ~wi do not appear in any other j in the
disjunction.
Assume that there exists i, j (i 6= j), and dik in i, such that (ti1; : : : ; tin)fzi1 7!
ui1; : : : ; zik 7! uikg and (tj1; : : : ; tjn) are uniable with a most general unier  such
that  does not satisfy :(dj1 ^    ^ djmj ), that is, there are some instances of  that are
solutions of dj1^  ^djmj . The solutions of i are the instances of ti1; : : : ; tin that satisfy
di1 ^    ^ dimi , then, i does not accept instances of (ti1; : : : ; tin)fzi1 7! ui1; : : : ; zik 7!
uikg as solutions. But, according to our assumption, j accepts some of these instances.
This means that we can \simplify" i by replacing di1 ^    ^ dimi by a weaker condition
that accepts those instances.
Remark. j can be a formula without any disequation, but i (the formula we are
going to simplify) must have a disequation.
So, the idea is to replace dik in i by a weaker disjunction of disequations, d0, in a such
a way that the resulting formula i is still w.e.d., and that the whole disjunction is still
equivalent to . For this we need an additional condition: let V = Var((ti1; : : : ; tin)fzi1 7!
ui1; : : : ; zik 7! uikg) = fw1; : : : ; wng, we have to check that the complement of jV can
be nitely generated, or equivalently (according to Lassez and Marriott (1987)), that  is
linear in Var((ti1; : : : ; tin)fzi1 7! ui1; : : : ; zik 7! uikg). In other words, we have to check
that wi is linear for all wi 2 V . If this is the case, we can dene d0 using the following
auxiliary formulae D1 and D2:
D1  8~z :
^
2Compl(jV )
0@ _
wi2Dom()
wi 6= wi
1A
where Compl(jV ) is a nite explicit representation of the complement of jV , and ~z =S
2Compl(jV ) Var(Im()) where we assume that for all  2 Compl(jV ), Im() contains
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only fresh variables;
D2  8~z0 :
^
2mgu(:(dj1^^djmj ))
(w1 6= w1 _    _ wn 6= wn)
where ~z0 =
S
2mgu(:(dj1^^djmj )) Var(Im()). The formula d
0 is dened by:
d0  dik _ (D1 ^D2):
Roughly, the denition of d0 says that we accept those ground assignments that either
satisfy dik, or satisfy both D1 and D2. D1 accepts only ground assignments that are not
in the complement of  and therefore are instances of . With D2 we select those ground
assignments that are not instances of  where  is a mgu of :(dj1 ^    ^ djmj ), which
is equivalent to saying that they are solutions of (dj1^  ^djmj ). Note that d0 is w.e.d.
once distributivity has been applied.
It is easy to see that the instances of  that satisfy dj1 ^    ^ djmj are solutions of d0.
In this sense d0 is weaker than dik.
In order to eectively eliminate negation from , we iterate the following procedure:
 choose i and j that satisfy the required conditions, and simplify i,
 apply R to the formula obtained in the previous step (which is not irreducible and
is w.e.d. once distributivity has been applied),
until nothing else can be simplied. We will prove in the following that if the formula
obtained still contains disequations, it is because the original formula was not EU . For
this, we will dene this procedure as a simplication rule (S) to be added to the transfor-
mation system R, see Figure 9. We will prove that the simplication rule is correct, that
the whole process terminates, and that the result is a formula without negation whenever
 is EU .
3.1. correctness of rule (S)
Theorem 3.1. (correctness) Let  be a disjunction of simple formulae. The simpli-
cation rule (S) preserves the solutions of :
!S 0 ) [[]] = [[0]]:
Proof. First, we are going to show that any solution of  is a solution of 0. Assume
that γ is a solution of , and   Wi i. Then, there exists i such that γ is a solution of
the simple formula i. If i is not aected by the application of (S), then γ will still be a
solution of 0. Otherwise, if 0 is obtained from  by applying (S) to i, more precisely,
if the application of (S) replaces dik by d0 in i, then γ is also a solution of 0i since
d0 = dik _ (D1 ^D2).
Now we are going to prove that any solution of 0 is a solution of . Assume that γ is
a solution of 0  Wi2I 0i. If γ is a solution of some 0i that was already in , the result
is trivial. Otherwise, γ is a solution of the formula
0i  9 ~wi;8~y : x1 = ti1 ^    ^ xn = tin ^ di1 ^    ^ dik−1^^
2Compl(jV )
(dik _
_
wi2Dom()
wi 6= wi)^
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Simplification (S)
P _ (9 ~wi : x1 = ti1 ^    ^ xn = tin ^ di1 ^    ^ dimi)
_(9 ~wj : x1 = tj1 ^    ^ xn = tjn ^ dj1 ^    ^ djmj )
!
P _ (9 ~wi; 8~y : x1 = ti1 ^    ^ xn = tin ^ di1 ^    ^ dik−1^^
2Compl(jV )
(dik_
_
wi2Dom()
wi 6= wi)^
^
2mgu(:(dj1^^djmj ))
(dik_
_
wi2Dom()
wi 6= wi)
^dik+1 ^    ^ dimi)
_(9 ~wj : x1 = tj1 ^    ^ xn = tjn ^ dj1 ^    ^ djmj )
if 1. dik  zi1 6= ui1 _    _ zik 6= uik,
2.  = mgu((ti1; : : : ; tin)fzi1 7! ui1; : : : ; zn 7! uing; (tj1; : : : ; tjn)),
3. V = Var((ti1; : : : ; tin)fzi1 7! ui1; : : : ; zik 7! uikg), and Compl(jV ) is a nite explicit
representation of the complement of jV ,
4. ~y is the set of variables introduced by  and (), and
5. no other rule can be applied (i.e. the formula is irreducible by R).
Figure 9. Simplication rule.
^
2mgu(:(dj1^^djmj ))
(dik _
_
wi2Dom()
wi 6= wi)
^dik+1 ^    ^ dimi ;
obtained by simplication of
i  9 ~wi : x1 = ti1 ^    ^ xn = tin ^ di1 ^    ^ dimi
at dik using
j  9 ~wj : x1 = tj1 ^    ^ xn = tjn ^ dj1 ^    ^ djmj :
Then, there exists a ground substitution  with Dom() = ~wi such that for all ground
substitutions  with Dom() = ~y,
T (F) j= x1γ = ti1 ^    ^ xnγ = tin ^ di1 ^    ^ dik−1
^
0@dik _ ^
2Compl(jV )
0@ _
wi2Dom()
wi 6= wi
1A1A
^
0@dik _ ^
2mgu(:(dj1^^djmj ))
0@ _
wi2Dom()
wi 6= wi
1A1A
^dik+1 ^    ^ dimi:
If dik is valid, then i (and ) is. Otherwise, for all ground substitutions  with
Dom() = ~y,
T (F) j=
0@ ^
2Compl(jV )
0@ _
wi2Dom()
wi 6= wi
1A1A
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^
0@ ^
2mgu(:(dj1^^djmj ))
0@ _
wi2Dom()
wi 6= wi
1A1A :
Then, for all  2 Compl(),  is not an instance of , therefore it is an instance of
. Moreover, it satises dj1 ^    ^ djm (because it is not an instance of  for any
 2 mgu(:(dj1 ^    ^ djmj ))). Then, the formula
x1γ = ti1 ^    ^ xnγ = tin ^ dj1 ^    ^ djmj
is valid, and since (ti1; : : : ; tin) = (tj1; : : : ; tjn), γ is a solution of j , hence, of .
3.2. termination of R[ f(S)g
We are going to prove the termination of R [ f(S)g when a specic control strategy,
which will be called strategy F , is used.
Let  be an equational formula equivalent to a disjunction
W
 j of existential formulae
w.e.d., such that   W j !R 1 _    _ n. In order to dene the strategy F we will
associate to each disjunct i containing disequations a natural number (its index i) that
we will call origin. If there is more than one formula i where the simplication rule
can be applied, the strategy consists of choosing one with minimal origin. Besides, the
origins of the formulae will be preserved under R, that is, if i !S 0i !R
W
j2J 
00
ij ,
then all the 00ij will inherit the origin of i.
Theorem 3.2. (termination) R[ f(S)g terminates when the strategy F is used.
Proof. First let us introduce some terminology. Assume that the subformula i of a
formula   Wi can be simplied using j , and that i is replaced by 0i using the rule
(S) at dik. After applying (S) we have to reduce 0i using R as much as possible (since the
simplication rule can introduce new universal quantiers and new disequations, many
applications of the explosion rules may be necessary). Let
W
l2L
00il be an irreducible form
of 0i by R: the formulae 00il have the form
9 ~w0i : x1 = ti1 ^    ^ xn = tin ^ d0i1 ^    ^ d0ik−1
^(zi1 6= ui10 _    _ zik 6= uik0 _ w0i1 6= si1 _    _ w0ij 6= sij)
^d0ik+1 ^    ^ d0imi
where Dom()  ~wi, Im()  ~w0i = ( ~wi − Dom()) [ Im(), and 0 is obtained from 
by replacing (in Im()) each w0 by the corresponding s. In the following the disjunctions
zi1 6= ui10 _    _ zik 6= uik0 _ w0i1 6= si1 _    _ w0ij 6= sij
appearing in the formulae 00il will be called descendants of dik.
Let  0 !R  1 !S  2 !+R  3 !S : : : be a sequence of reductions using the strategy
F . To prove the termination of this strategy we are going to use the interpretation
technique (as in Theorem 2.1). We will interpret equational formulae in a well founded
ordered domain, such that the interpretation of a sequence of reductions is a strictly
decreasing chain. The following properties of descendants will be used.
122 M. Fernandez
1. A formula 00il in the irreducible form
W
l2L
00il of 
0
i cannot be simplied using another
formula 00il0 in the disjunction.
2. Let j be the formula used to simplify i at dik. A formula 00il in the irreducible
form of 0i cannot be simplied with the same j using a descendant of dik. In other
words, 00il can be simplied with j i i can be simplied with j using another
dik.
3. If 00il can be simplied with some j0 using a descendant of dik then i was also
simpliable with j0 at dik.
The rst property follows from the fact that the instantiations made in the explosions
are not compatible (because there is a disjunction
W
f2F ), then it is not possible to use
one 00ij to simplify another 
00
il. For the second, recall that a descendant of dik has the
form zi1 6= ui10_  _zik 6= uik0_w0i1 6= si1_  _w0ij 6= sij , and (ti1; : : : ; tin)fzi1 7!
ui1
0; : : : ;w0ij 7! sijg is either an instance of some  in the complement of , or an
instance of  (i.e. its instances do not satisfy dj1 ^    ^ djm). The third property holds
simply because dik is more general (less instantiated) than its descendants.
We are now going to dene the interpretation of the formulae that appear in a sequence
of applications of R [ f(S)g with strategy F . Each of the formulae  in the sequence
 0 !R  1 !S  2 !+R  3 !S : : : is a disjunction of formulae: 1 _    _ m. Let Nik
be the number of possible applications of (S) to the disjunct i at dik. Let Mi be the
multiset of the Nik (it contains an element for each disjunction of disequations dik in
i). Let  1 be the rst formula in the sequence where (S) is applied, and let n be the
number of disjuncts in  1. For each formula  in the sequence, let Mj (for 1  j  n)
be the multiset fMi j i 2  and the origin of i is jg, then
I( ) = (M1; : : : ;Mn):
The interpretations will be ordered by  = (((>N )mul)mul)lex, where >N is the stan-
dard ordering on natural numbers, and mul, lex denote respectively the multiset and
lexicographic extensions of an order. The order  is well founded.
It remains to be shown that the interpretations decrease. Consider the subsequence
 p  1 _    _ ip !S
 p+1  1 _    _ h−1 _ 0h _ h+1 _    _ ip !+R
 p+2  1 _    _ h−1 _ 00h1 _    _ 00hq _ h+1 _    _ ip
and assume that the formula h of origin o has been simplied in  p using dhk (that is, o
is minimal, and the 00hl that come from h have the same origin, o, as h). Then, I( p)
I( p+2) since Mo has strictly decreased (the multiset that corresponds to h has been
replaced by the multisets that correspond to the 00hl, and these are smaller because the
numbers Nhk associated to the descendants of dhk are smaller as a consequence of the
previous property). Since  is well founded, there is no innite reduction sequence.
3.3. completeness of R[ f(S)g
Finally, we are going to show that if an equational formula  is EU , then its irreducible
form by R[ fSg using the strategy F is a formula without negation.
The proof is by contradiction, as the proof of completeness of R was. We assume that
 is EU and its irreducible form contains m disequations, and prove by induction on
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m that this leads to a contradiction. More precisely, we consider a nite complete set
f1; : : : ; ng of generators of  (which exists by Lemma 2.11 since we assume that  is
EU ), and use the same sequence fCi(N)gi0 of terms that we have used in the proof of
Lemma 2.12. Here we will choose N greater than the maximal depth of the terms in the
images of 1; : : : ; n. We will show that if in the irreducible form
W
j of  there is a
disequation (assume it is in i), then there exists a generator γ of solutions of i, such
that some instances of γ are not instances of any of the generators 1; : : : ; n. This is a
contradiction, since the set f1; : : : ; ng was assumed complete.
Theorem 3.3. (completeness) If  is EU , then !R[fSg
W
j where all the j are
simple formulae without disequations.
Proof. We have already proved that if  is an existential formula w.e.d. then R is
complete w.r.t. negation elimination. We will now assume that  is equivalent to a dis-
junction of at least two existential formulae w.e.d., and prove that if the irreducible forms
by R[ fSg of  contain disequations then  is not EU .
Assume there exists, in an irreducible form
W
j of , a simple formula i with dise-
quations:
i  9~w : x1 = ti1 ^    ^ xn = tin ^ di1 ^    ^ dimi
where dik  zi1 6= ui1 _    _ zik 6= uik, the terms ui1; : : : ; uik are not ground, and
Var(dik)  ~w. We are going to prove by induction on mi (the number of disjunctions
of disequations in i) that if f1; : : : ; ng is a complete set of generators of solutions
of , then there exists another generator γ = fx1 7! ti1γ0; : : : ;xn 7! tinγ0g such that
Im(γ0)\T (F) = ;, γ0 is linear, and there exists an instance of γ which is not an instance
of 1; : : : ; n (contradiction).
Base Case. Assume mi = 1, that is, i contains only one disjunction of disequations,
di  zi1 6= ui1 _    _ zik 6= uik. Let S and T be the sets of terms:
S = Im(1) [    [ Im(n);
T =
[
fjjj 6=ig
Im(mgu((ti1; : : : ; tin); (tj1; : : : ; tjn))):
We will choose
N = 1 + max(max
s2S
depth(s);max
t2T
depth(t)):
Let fCi(N)gi0 be the sequence of terms dened in Lemma 2.12 (the rst two terms
of the sequence are depicted in Figure 6). Let v2 and v3 be the linear and non-uniable
terms, without common variables, that we used in the proof of Lemma 2.12 (here we are
assuming that the signature F contains a symbol of arity  2, or at least three unary
symbols; if this is not the case, we proceed as in the proof of Lemma 2.13). For each uij in
di we dene two terms, v0ij , v
1
ij , as shown in Figure 10 (where the variables are renamed
in each copy of v2; v3). More precisely, assuming that the variables of uij are w0; : : : ; wn,
we build v0ij , v
1
ij by rst instantiating uij with fw0 7! C0(N); : : : ;wn 7! Cn(N)g and
then applying again a substitution in order to add the copies of v2 and v3 as shown in
Figure 10. In this way we obtain two terms v0ij and v
1
ij that are not uniable: v
0
ij = uij0
and v1ij = uij1, where 0; 1 are linear in the variables of ui1; : : : ; uin, and moreover
Im(0) \ T (F) = ; and Im(1) \ T (F) = ;.
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Figure 10. The terms v0ij ; v
1
ij .
Let γ0 be the substitution fzi1 7! v1i1; : : : ; zik 7! v1ikg[0, and γ = fx1 7! ti1γ0; : : : ;xn
7! tinγ0g. Then, γ is a generator of solutions of i. We will show that there exists an
instance of γ which is not an instance of 1; : : : ; n. This will be done by contradiction.
Assume that each instance of γ is an instance of some l (1  l  n). In this case,
the substitution  = fx1 7! ti10; : : : ;xn 7! tin0g where 0 = fw0 7! C0(N); : : : ;wq 7!
Cq(N)g (0 is like 0 and 1 but without the copies of v2,v3) is also an instance of some
l (we have chosen N big enough for this).
But T (F) j= zi10 = ui10 ^    ^ zik0 = uik0, that is, di0 does not have a solution.
Then, since l can only generate solutions of , and the instances of  are not solutions
of i, for each instance of  there exists j such that the instance of  is a solution of
j , that is, each instance of ti10; : : : ; tin0 is an instance of some tj1; : : : ; tjn, hence,
of tj1; : : : ; tjn where  = mgu((ti1; : : : ; tin)fzi1 7! ui1; : : : ; zik 7! uikg; (tj1; : : : ; tjn)).
But, we know that these substitutions  are not linear in the variables of (ti1; : : : ; tin)fzi1
7! ui1; : : : ; zik 7! uikg since the rule (S) cannot be applied. This leads to a contradiction,
since an instance of  cannot be instance of a nonlinear substitution  (because of the
depth of the terms that  assigns to dierent variables).
Negation Elimination in Empty or Permutative Theories 125
Therefore γ generates solutions that are not generated by 1; : : : ; n.
Induction. We assume that the property is true for mi = m−1 and prove it for mi = m.
Let f1; : : : ; ng be a complete set of generators of solutions of . Let 0 be the formula
obtained from  by eliminating the last disjunction in i, that is, by replacing i by
x1 = ti1 ^    ^ xn = tin ^ di1 ^    ^ dimi−1. By induction, there exists a generator γ of
0 (dened as in the base case) such that γ0 (also dened as in the base case) is linear,
Im(γ0)\T (F) = ;, and there are some instances of γ that are not instances of 1; : : : ; n.
If γ is a generator of  the result is proved. Now, assume that γ is not a generator, i.e. if
dimi  zi1 6= ui1_  _zik 6= uik then there exists a solution of zi1γ0 = ui1γ0^  ^zikγ0 =
uikγ
0. By hypothesis, the members of these equations are all non-ground, and do not have
common variables (γ0 is linear and there is no ground term in its image). Then, there ex-
ists a most general unier  of this system of equations, such that  6  ( is the identity
substitution). Now, from  and γ we can build a generator of solutions of  satisfying the
required conditions, as it is done in the proof of Lemma 2.14. This concludes the proof.
4. Negation Elimination in Permutative Theories
In the previous sections we assumed that the equational formulae were interpreted
in the algebra T (F) of ground terms. We are now going to consider quotient algebras
T (F)==E where =E is a nitely generated congruence. Some restrictions have to be
imposed on =E since, as Theorem 4.1 below shows, negation elimination is not even
semi-decidable in the general case.
Proposition 4.1. The problem of deciding whether a disequation t 6= u is equivalent
(w.r.t. =E) to a unication problem is undecidable in general.
Proof. Assume it is decidable. Then, given a disequation t 6= t0, we can check whether
negation can be eliminated. In the negative case we know the disequation t 6= t0 has
solutions. In the armative case we can use an E-unication procedure to nd the
solutions of t 6= t0 (E-unication is semi-decidable in general). Thus solving disequations
in T (F)==E would be semi-decidable in general, which contradicts Comon (1988).
Actually, negation elimination with respect to an equational theory E is undecidable
(not even semi-decidable) in general also for the class of theories with decidable validity
and unication problems. This result is a consequence of the following.
Lemma 4.1. If negation elimination is semi-decidable in a theory E and E-unication
is decidable then there is a decision procedure for solving disequations in T (F)==E .
Proof. Let us assume that there exists a semi-decision procedure for negation elimi-
nation modulo E, called EN . Since solving disequations in T (F)=E is semi-decidable
when E-unication is decidable (Bu¨rckert and Schmidt-Schauss, 1989; Fernandez, 1992),
there exists a semi-decision procedure E-disunif. Let ED be the following procedure for
solving disequations:
1. Given t 6= t0, run in parallel E-disunif and EN .
2. If there is a solution of t 6= t0 then E-disunif answers \Yes" and ED stops answering
\Yes".
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If there is no solution, then there exists an equivalent formula  without negation,
and it will be found by EN (in nite time). Running the E-unication algorithm
on  we will obtain the answer \No" in nite time. Then ED stops answering \No".
Therefore ED is a decision procedure for solving disequations modulo E.
As a consequence of the previous lemma:
Theorem 4.1. There are some equational theories with decidable validity and unication
problems for which the problem of negation elimination is not even semi-decidable.
Proof. The theory (Rc,AC) dened in Kapur et al. (1991) has decidable validity and
unication problems, but solving disequations in (Rc,AC) is only semi-decidable, as
shown in Fernandez (1992). The theorem follows then from Lemma 4.1.
However, for a specic class of equational theories the negation elimination results
obtained in the free case can be generalized. Mal’cev (1971) studied some classes of
permutative algebras in which the axiom
f(s1; : : : ; sn) = f(t1; : : : ; tn)) s1 = t1 ^    ^ sn = tn
is replaced with
f(s1; : : : ; sn) = f(t1; : : : ; tn))
_
2
s1 = t(1) ^    ^ sn = t(n)
where  is a subgroup of the symmetric group Sn. These theories include and generalize
commutative theories. Satisability of any rst-order formula is decidable (Comon, 1991),
which makes Mal’cev’s theories an interesting alternative for (constraint) logic program-
ming languages. Moreover, as a consequence of the results of Comon (1991), permutative
theories of Mal’cev are !-complete (i.e. s =E t () T (F)==E j= s = t), and unication
is nitary. For more general permutative theories, such as those dened by Lankford and
Ballantyne (1977), even unication is undecidable (Schmidt-Schauss, 1989). We will show
that for Mal’cev’s theories there is a set of transformation rules Rp [ f(Sp)g which is
sound and complete for negation elimination. From now on we refer to Mal’cev’s theories
simply as permutative theories.
The rule systemRp is obtained fromR by making some slight modications, as follows:
the decomposition rules (D) are replaced according to the above new axiom scheme,
the rules for elimination of trivial equations and disequations are replaced by rules
that consider equalities modulo E. For instance, rule (T1) becomes
s = t! > if s =E t:
Lemma 4.2. Rp terminates and preserves the set of E-solutions whenever E is a per-
mutative theory.
Lemmas 2.11{2.17 generalize, in a straightforward way, to permutative theories. The
proofs are similar, we will not present them in full but just comment on the relevant
dierences:
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In order to prove the generalized version of Lemma 2.12 we use the same technique as
for E = ;. The terms N , v0 and v1 are dened as in the previous case, but we have to
change the denition of v2 and v3 to ensure that they are not uniable modulo E. We
dene v2 = f(a; f(x1; : : : ; xn); a; : : : ; a) and v3 = f(b; f(x01; : : : ; x
0
n); b; : : : ; b), where f is a
function symbol of arity n  2, a; b are dierent constants, and x1; : : : ; xn; x01; : : : ; x0n are
dierent fresh variables. Note that in this case we can assume without loss of generality
that F contains a function symbol of arity n  2 and at least two dierent constants,
otherwise T (F)==E = T (F). We also have to modify the denition of t0 and u0: in order
to use the same arguments in the case of permutative theories we take t0 = v1fz11 7!
v211; : : : ; zrr 7! v2rrg and u0 = v1fz11 7! v3011; : : : ; zrr 7! v3rrg. The following two
properties of permutative theories play a key role in the last part of the proof, where we
must show that for all i; , ti =E t0 ) :(ui =E u0).
Property 4.1. If E is a permutative theory then t =E t0 implies depth(t) = depth(t0).
Property 4.2. If E is a permutative theory and s =E t then there exists s such that
s =E s and for all non-variable position q in s, s(q) = t(q).
The rst property allows us to reason as in the proof of Lemma 2.12 when v0 jp1 is
ground. Thanks to the second property we can work with v0jp1 instead of v0jp1 , following
the lines of the previous proof for E = ;.
The proof of Lemma 2.13 is easier in the permutative case, since only the rst case is
meaningful (the others cannot occur if T (F)==E 6= T (F )).
Lemma 2.14 is proved as previously, but since unication in permutative theories is
nitary (and not necessarily unitary) we must consider a nite complete set of E-uniers
1; : : : ; n of unm+1 and tnm+1. As before, given i we can construct 
(i)
m+1 such that

(i)
m+1 is Var(Pn)-linear, Im((i)m+1)\T (F) = ;, (i)m+1 and j have no common instances,
and i does not unify un
(i)
m+1 and tn
(i)
m+1. By construction, jCSUE(un(1)m+1; tn(1)m+1)j <
jCSUE(unm+1; tnm+1)j, where CSUE(s; t) is a complete minimal set of E-uniers
of s and t (which does exist in permutative theories). In general, if f1; : : : ; nig =
CSUE(un
(i)
m+1; tn
(i)
m+1) and we construct 
(i+1)
m+1 from 
(i)
m+1 and i+1 as we did in
the case E = ;, we have jCSUE(un(i+1)m+1 ; tn(i+1)m+1 )j < jCSUE(un(i)m+1; tn(i)m+1)j. This
is because our construction ensures that none of the instances of i+1 are uniers of
un
(i+1)
m+1 ; tn
(i+1)
m+1 . Hence, after a nite number of steps we obtain a substitution 0 such
that un0 and tn0 are not E-uniable.
The proof of Lemma 2.15 is valid for permutative theories, so we do not have to make
any change.
The proof of Lemma 2.16 has two parts, the rst one generalizes directly to permutative
theories; for the second it is sucient to consider the set f11; : : : ; 1m1 ; 2; : : : ; 2n2 ,
: : : ; nmng where ij = (0ij) jX−fxg and j 2 CSUE(x0i; t), instead of the set f1; : : :,
ng. This is due to the fact that permutative theories are not necessarily unitary. The
rest of the proof does not change.
Since Lemma 2.17 is a consequence of Lemmas 2.15 and 2.16, we obtain:
Theorem 4.2. Let E be a permutative theory. Negation can be eliminated from a w.e.d.
existential formula  w.r.t. E i its irreducible forms by Rp are unication problems.
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Simplification in permutative theories (Sp)
P _ (9 ~wi : x1 = ti1 ^    ^ xn = tin ^ di1 ^    ^ dimi)_
(9 ~wj : x1 = tj1 ^    ^ xn = tjn ^ dj1 ^    ^ djmj )
!
P _ (9 ~wi; 8~y : x1 = ti1 ^    ^ xn = tin ^ di1 ^    ^ dik−1^_
2
(
^
2Compl(jV )
(dik_
_
wi2Dom()
wi 6= wi)^
^
2mgu(:(dj1^^djmj ))
(dik_
_
wi2Dom()
wi 6= wi))^
dik+1 ^    ^ dimi)_
(9 ~wj : x1 = tj1 ^    ^ xn = tjn ^ dj1 ^    ^ djmj )
if 1. dik  zi1 6= ui1 _    _ zik 6= uik,
2.  = CSUE((ti1; : : : ; tin)fzi1 7! ui1; : : : ; zn 7! uing; (tj1; : : : ; tjn)),
3. V = Var((ti1; : : : ; tin)fzi1 7! ui1; : : : ; zn 7! uing), and Compl(jV ) is a nite explicit
representation of the complement of jV ,
4. ~y is the set of variables introduced by ; , and
5. no other rule can be applied (i.e. the formula is irreducible by Rp).
Figure 11. Simplication rule for permutative theories.
In the general case we have to consider a nite disjunction of existential formulae
w.e.d., as in Section 3. To deal with disjunctions we are going to dene a simplication
rule (Sp), and show that Rp [ f(Sp)g is terminating and complete when the strategy F
is used.
The simplication rule (Sp), see Figure 11, is dened as the rule (S) given in Figure 9,
but since unication in permutative theories is nitary instead of unitary, we have to
consider a complete set  of E-uniers of (ti1; : : : ; tin)fzi1 7! ui1; : : : ; zik 7! uikg and
(tj1; : : : ; tjn) instead of a single most general unier (note that uniers in permutative
theories, as well as syntactic uniers, do not introduce new variables). The idea is to add
to the solutions of
9 ~wi : x1 = ti1 ^    ^ xn = tin ^ di1 ^    ^ dimi
the instances of ti1; : : : ; tin that are solutions of
9 ~wj : x1 = tj1 ^    ^ xn = tjn ^ dj1 ^    ^ djmj
that is, the instances of ti1; : : : ; tin that are also instances of (tj1; : : : ; tjn) and such that
there is a solution of (dj1 ^    ^ djmj ), for some  2 . It is for this reason that there
is a disjunction
W
2
in the right-hand side of rule (Sp).
Besides, note that Condition 3 in the rule (Sp) is decidable, since complement problems
are formulae w.e.d. and we proved that Rp is complete for this class of formula.
The correctness proof for (Sp) is straightforward. The proofs of termination (using
strategy F ) and completeness of Rp [ f(Sp)g are similar to those of Theorems 3.2 and
3.3, we only sketch the main ideas.
In order to prove the termination of Rp [ f(Sp)g, we use the same interpretation of
formulae, I, dened in the proof of Theorem 3.2. It is strictly decreasing when (Sp) is
applied.
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The completeness proof is done by induction, as the proof of Theorem 3.3. The same
sequence fCi(N)gi0 of terms is used, but we change the denition of v2 and v3, as we did
in the proof of the generalized version of Lemma 2.12: v2 = f(a; f(x1; : : : ; xn); a; : : : ; a),
and v3 = f(b; f(x01; : : : ; x
0
n); b; : : : ; b). Besides, in the denition of v
0
ij (resp. v
1
ij) we have
to add copies of v2 (resp. v3) in all the variables (not only in the rst variable at each
level). This is to ensure that they are not uniable modulo a permutative theory. The
rest of the proof is similar, making in the last part of the induction the same change as
in the generalized version of Lemma 2.14.
5. Final Remarks
Commutativity is a property that appears often in practice, and it is frequently ac-
companied by associativity (notorious examples are the logical connectives ^, _, and
many algebraic functions). The permutative theories of Mal’cev are a generalization of
commutativity, but they do not include associativity, so a natural question is whether
the previous results can be adapted to AC-theories. In fact, it is not possible to ex-
tend R to the AC case, because the rst-order theory of one AC symbol is already
undecidable (Treinen, 1990). However, negation elimination is decidable for restricted
subsets of formulae in AC theories (linear complement problems (Fernandez, 1996)), and
Lemmas 2.11{2.17, which give necessary conditions for negation elimination, can be gen-
eralized to other classes of equational theories. Actually, Lemma 2.11, which states that
a formula EU has a nite complete set of generators, does not depend on the equational
theory under consideration provided it is nitary; and a careful analysis of the extensions
of Lemmas 2.12{2.17 to permutative theories shows that only a few properties of these
theories were used. Indeed, if E is a theory where Lemma 2.12 holds (this is the key
property) and its axioms have the form f(t1; : : : ; tn) = f(t01; : : : ; t
0
n), where n > 1, then
Lemma 2.13 is valid modulo E, and we can easily prove Lemma 2.14 if E-unication is
nitary. The proof of Lemma 2.15 is valid modulo any set of axioms E, and again, if
E-unication is nitary the proof of Lemma 2.16 is valid. Since Lemma 2.17 is a con-
sequence of the previous lemmas, it also holds true in the quotient algebra T (F)==E ,
under the same assumptions.
This means that we can give necessary conditions for elimination of negation, or more
precisely we can decide negation elimination for simple formulae, in a wider class of
equational theories. But unfortunately, we do not have extensions of the transformation
rules to all these theories which would allow us to pass from arbitrary formulae to simple
formulae.
For quasi-free (Comon, 1991) and shallow theories (Comon et al., 1992) there is a
correct and terminating set of transformations rules whose solved forms satisfy the
hypothesis of Lemma 2.17, hence for axioms satisfying the above requirements nega-
tion elimination is decidable. More precisely, if every term occurring in an axiom equa-
tion has a depth less than or equal to 1, Lemma 2.12 holds, and there is no equation
f(  ) =E g(  ) with distinct head function symbols in the theory, then all results can
be extended to T (F)==E .
130 M. Fernandez
Acknowledgements
I would like to thank Hubert Comon for many useful discussions that led to the results
presented in this paper. Part of this work was carried out at LRI, Universite de Paris
Sud.
References
|Baader, F. and Schulz, K. (1993). Combination techniques and decision problems for disunication. In
Proc. 5th Int. Conf. Rewriting Techniques and Applications, Montreal, LNCS 690.
|Buntine, W. and Bu¨rckert, H.-J. (1994). On solving equations and disequations. Journal of the ACM, 41,
591{629. Also available as Seki Report SR89-03.
|Bu¨rckert, H.-J. and Schmidt-Schauss, M. (1989). On the solvability of equational problems. Seki Report
SR89-07.
|Comon, H. (1988). Unication et disunication: Theorie et applications. These de Doctorat, Institut
National Polytechnique de Grenoble, France.
|Comon, H. (1990). Equational formulas in order-sorted algebras. In Proc. 17th Int. Coll. on Automata,
Languages and Programming, Warwick, LNCS 443.
|Comon, H. (1991). Complete axiomatizations of some quotient term algebras. In Proc. 18th Int. Coll. on
Automata, Languages and Programming, Madrid, LNCS 510.
|Comon, H. (1991). Disunication: a survey. In Lassez, J.-L. and Plotkin, G., eds, Computational Logic:
Essays in Honor of Alan Robinson. MIT Press.
|Comon, H., Haberstrau M., and Jouannaud, J.-P. (1992). Decidable properties of shallow equational the-
ories. In Proc. 7th IEEE Symp. Logic in Computer Science, Santa Cruz. Also available as Research
Report 718, LRI, Universite Paris Sud, France, 1991.
|Comon, H. and Lescanne, P. (1989). Equational problems and disunication. J. Symb. Comput., 7, 371{
425.
|Dershowitz, N. and Jouannaud, J.-P. (1990). Rewrite systems. In van Leeuwen, J., ed., Handbook of
Theoretical Computer Science, volume B, pp. 243{309. North-Holland.
|Fernandez, M. (1992). Narrowing based procedures for equational disunication. Appl. Algebra Eng. Com-
mun. Comput., 3, 1{26.
|Fernandez, M. (1996). AC complement problems: satisability and negation elimination. J. Symb. Com-
put., 22, 49{82.
|Jouannaud, J.-P. and Kirchner, C. (1991). Solving equations in abstract algebras: a rule-based survey of
unication. In Lassez, J.-L. and Plotkin, G., eds, Computational Logic: Essays in Honor of Alan
Robinson. MIT Press.
|Kapur, D., Narendran, P., Rosenkratz, D., and Zang, H. (1991). Sucient-completeness, ground-
reducibility and their complexity. Acta Informatica, 28, 311{350.
|Kirchner, C., Kirchner, H., and Rusinowitch, M. (1990). Deduction with symbolic constraints. Revue
Francaise d’Intelligence Articielle, 4, 9{52. Special issue on automatic deduction.
|Kirchner, C. and Lescanne, P. (1987). Solving disequations. In Proc. 2nd IEEE Symp. Logic in Computer
Science, Ithaca, USA.
|Lankford, D.S. and Ballantyne, A.M. (1977). Decision procedures for simple equational theories with
permutative axioms: complete sets of reductions. Report ATP-37, University of Texas, Austin.
|Lassez, J.-L., Maher, M., and Marriott, K. (1991). Elimination of negation in term algebras. In Proc. 16th
Mathematical Foundations of Computer Science, Warsaw, LNCS 520.
|Lassez, J.-L. and Marriott, K.G. (1987). Explicit representation of terms dened by counter examples. J.
Autom. Reasoning, 3, 301{317.
|Maher, M.J. (1988). Complete axiomatizations of the algebras of nite, rational and innite trees. In Proc.
3rd IEEE Symp. Logic in Computer Science, Edinburgh.
|Mal’cev, A.I. (1971). Axiomatizable classes of locally free algebras of various types. In The Metamathe-
matics of Algebraic Systems. Collected Papers. 1936-1967, pp. 262{289. North-Holland.
|Plotkin, G. (1970). A Note on Inductive Generalisation. In Machine Intelligence 5, Meltzer, B. and Michie,
D., eds, p. 11, Edinburgh University Press.
|Plotkin, G. (1971). A Further Note on Inductive Generalisation. In Machine Intelligence 6 Meltzer, B.
and Michie, D., eds, p. 22, Edinburgh University Press.
|Schmidt-Schauss, M. (1989). Unication in permutative equational theories is undecidable. J. Symb.
Comput., 8, 415{421.
|Tajine, M. (1992). Representation explicite de certains langages de termes: theorie et applications. These
de Doctorat, Universite Louis Pasteur, Strasbourg, France.
|Treinen, R. (1990). A new method for undecidability proofs of rst order theories. In Nori, K.V. and Veni
Madhavan C.E., eds, Proc. 10th Int. Conf. Foundations of Software Technology and Theoretical
Computer Science, LNCS 472.
Negation Elimination in Empty or Permutative Theories 131
A. Details of Proofs
A.1. proof of Lemma 2.13
By Lemma 2.11, it is sucient to prove that u 6= t has no nite complete set of
generators. There are three cases (since we assume that T (F) is innite).
1. F contains a symbol of arity n  2, or at least three unary symbols.
Let 1; : : : ; n be generators of u 6= t, and take ti  ti, ui  ui. The terms
t1; : : : ; tn, u1; : : : ; un satisfy the hypothesis of Lemma 2.12, then there exists 
such that  is also a generator of u 6= t and it has no common instance with
1; : : : ; n, which proves that there is no nite complete set of generators for
u 6= t.
2. F contains only constants and one unary symbol g.
In this case, according to the hypothesis, t is a term of the form gm1(x) and u
is gm2(x0), with m1  m2. Then, t 6= u is equivalent to x 6= gm2−m1(x0). Let
1; : : : ; n be a set generators of u 6= t, then, xi  gki(a) and gm2−m1(x0i) 
gri(b) where either ki 6= ri and at least one of the terms a, b is a constant,
or a and b are dierent constants. In both cases the substitution  = fx 7!
gK+1+m2−m1(a);x0 7! gK+2(a)g, where a is a constant and K = maxi=1:::n
(max(ki; ri)), is a solution of u 6= t (since t  gK+1+m2(a) 6 gK+2+m2(a) 
u). Moreover,  is not an instance of i for 1  i  n, which proves that there
is no nite complete set of generators for u 6= t.
3. F contains only constants and two unary symbols a; b.
In this case, according to the hypothesis (and omitting brackets), t is a term of
the form an1bm1 : : : ankbmkx, which will be denoted by Tx, and u is an1bm1 : : :
ankbmk : : : anpbnpy, which will be denoted by Twy, where x; y are distinct vari-
ables. Let 1; : : : ; n be a set of generators of u 6= t. For each i there exists
wi; z; w
0
i; z
0 such that ti  Twiz and ui  Tww0iz0, where z; z0 represent
occurrences of a constant or a variable.
It is easy to see that the substitution  = fx 7! wWax0; y 7! Wby0g, where
W  amaxi=1:::n(jlength(wi)−length(w)j;length(w0i)),  = 1 + maxi=1:::n(jlength(ww0i)
−length(wi)j), and x0; y0 are variables, is a generator of u 6= t. We will prove
that  has no common instance with i for 1  i  n, which implies that there
is no nite complete set of generators for u 6= t.
Let us rst consider all the i such that ti and ui are not uniable because
there is a positive Occur-check. In this case ti = Twiz and ui = Tww0iz. Let
us assume there exists  such that ti  t and ui  u. We will show
that this leads to a contradiction (hence  and i have no common instance
in this case): If ti  TwiZ  TwWaM  t and ui  Tww0iZ 
TwWbM 0  u then wiZ  wWaM , and w0iZ  WbM 0. We can deduce
then that there exists W 0 such that W  w0iW 0 and Z  W 0bM 0, therefore
wiW
0bM 0  wWaM . But this is not possible since  > jlength(wiW 0) −
length(ww0iW
0)j = jlength(wi)− length(ww0i)j.
Now let us consider all the i such that ti and ui are not uniable because of
a clash. If there is a clash between w and wi then there is also a clash between
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 and i (since x begins with w), hence there are no common instances.
Otherwise, wi  ww00i and there is a clash between w0i and w00i , but since W
is longer than w0i and w
00
i there is also a clash between W and one of w
0
i, w
00
i
(since there are only two unary symbols). Therefore  and i have no common
instances in this case.
A.2. proof of Lemma 2.14
We assume that F contains at least one symbol of arity greater than 2, or at least
three unary symbols. Otherwise the proof can be carried out along the same lines as
Lemma 2.13.
We will prove by induction on n that if 1; : : : ; m is a set of generators of Pn  u1 6=
t1 ^    ^ un 6= tn, then there exists another generator 0 such that Im(0) \ T (F) = ;,
0 is Var(Pn)-linear (i.e. 0 maps every linear term in T (F ;Var(Pn)) to a linear term)
and for all 1  j  m, 0 and j have no common instances. This implies that there is
no nite set of generators for Pn, and by Lemma 2.11, negation cannot be eliminated
from Pn.
Base Case (n = 1). Direct consequence of Lemma 2.12.
Induction Step. Assume the property holds for Pn−1. Let 1; : : : ; m be a set of gen-
erators of Pn. By induction, there exists another generator m+1 of Pn−1 such that
Im(m+1) \ T (F) = ;, m+1 is Var(Pn−1)-linear and for all j, m+1 and j have no
common instances.
Without loss of generality we can assume that m+1 is also Var(Pn)-linear. Now, if
m+1 is a generator of un 6= tn we can choose 0  m+1, and we are done. Otherwise,
unm+1 and tnm+1 are uniable terms, and moreover, they are non-ground and without
common variables. Let  be the most general (idempotent) unier of unm+1 and tnm+1.
We will build 0 from  and m+1. There are two cases to consider:
1. Im()  X
In this case unm+1 and tnm+1 dier only in variable positions. There ex-
ists a position p such that (unm+1)jp  z and (tnm+1)jp  z0, and z, z0
are dierent variables. Then, taking two non-uniable non-ground linear terms
without common variables (for example the terms v2 and v3 used in the proof
of Lemma 2.12), we can dene 0 = m+1fz 7! v2; z0 7! v3g, which satises
the requirements.
2. There exists z such that z 62 X .
Now, if F contains two dierent non-constant symbols, there exists a non-
ground linear term v whose variables are dierent from the variables introduced
by m+1, and such that v and z are not uniable. Then 0 = m+1fz 7! vg
satises the requirements.
Otherwise, if F contains only one non-constant symbol f (whose arity must be
 2), we have once again two cases:
(a) If z  f(z1; : : : ; zr), where z1; : : : ; zr 2 X , then, since  is a most general
unier, there exists a position p in un and in tn such that (unm+1)jp z
and (tnm+1)jp is either a variable z0 or the term f(z01; : : : ; z0r) (the case
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where un and tn are exchanged is obviously analogous). Then, in case
(tnm+1)jp  z0 we can choose 0 = m+1fz 7! f(v2; z2; : : : ; zr); z0 7!
f(v3; z002 ; : : : ; z
00
r )g, where v2 and v3 are the above mentioned non-uniable
terms, and in case (tnm+1)jp  f(z01; : : : ; z0r) we can choose 0 = m+1fz
7! f(v2; z2; : : : ; zr); z01 7! v3g. In both cases 0 satises the required condi-
tions.
(b) If z is not of the form f(z1; : : : ; zr) with z1; : : : ; zr 2 X , then z =
f(w1; : : : ; wr) and at least one of the wi, say w1, is not a variable. Then,
if z contains at least one occurrence of a constant a, for instance at po-
sition p, the substitution 0 = m+1fz 7! (z)[f(a; : : : ; a)]pg satises the
requirements. Otherwise, if z does not contain a constant, we can dene
0 = m+1fz 7! (z)[a]1g.
Hence, in all the cases we have a substitution 0 satisfying all the conditions.
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