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Resumo
O aprendizado de conceitos nos permite construir sistemas capazes de classificar objetos,
eventos ou ideias baseado no fato de que cada um possui um conjunto de característi-
cas relevantes que os diferencia e que destaca suas similaridades. Atualmente existem
diversas técnicas aplicadas ao aprendizado de conceitos. Contudo, em sua maioria, elas
dependem de uma quantidade muito grande de dados para se obter um bom resultado, o
que nem sempre é possível. Além disso, em geral, o conjunto de conceitos a ser aprendido
precisa ser conhecido a priori, ou seja, precisa estar rotulado. Neste contexto, a prin-
cipal vantagem das técnicas não-supervisionadas é permitir a extração de informações
relevantes dos objetos e seu agrupamento para uso posterior sem conhecimento a priori.
Neste trabalho propomos uma arquitetura não-supervisionada que utiliza uma Máquina
de Boltzmann Profunda (DBM) e um Processo Dirichlet Hierárquico (HDP) para apren-
der a separar classes de objetos e observar o compartilhamento de características entre as
mesmas. Para avaliar a possibilidade de aprender com poucos dados sobre a arquitetura
proposta, utilizamos técnicas de aumento de dados e saliência associadas à rede profunda.
Resultados experimentais realizados com imagens mostram que a acurácia do sistema com
o protocolo proposto pode ser equivalente ou até superior aquela obtida por um sistema
com quatro vezes a quantidade de exemplos apresentados em fase de treinamento.
Abstract
Concept learning allows us to build systems that can classify objects, events, or ideas
based on the fact that each has a set of relevant characteristics that differentiate them
and highlight their similarities. There are currently several techniques applied to concept
learning. However, for the most part, they rely on too much data for a good result, which
is not always possible. Besides, in general, the set of concepts to be learned needs to be
known a priori, ie, it must be labeled. In this context, the main advantage of unsupervised
techniques is that it allows the extraction of relevant information from objects and their
grouping for later use without prior knowledge. In this work, we propose an unsupervised
architecture that uses a Deep Boltzmann Machine (DBM) and a Hierarchical Dirichlet
Process (HDP) to learn how to separate object classes and observe how they share features.
To evaluate the possibility of learning with few data on the proposed architecture, we used
data augmentation and salience techniques. Experimental results with images show that
the accuracy of the system with the proposed protocol can be equivalent to or even higher
than that obtained by a system with four times the amount of examples presented in the
training phase.
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Na robótica, em particular a de serviço1, onde robôs, usualmente autônomos, devem
operar em ambientes previamente desconhecidos, é praticamente impossível e, usualmente,
indesejável, definir a priori quais elementos deste mundo serão conhecidos pelo robô.
Efetivamente, o que se deseja é que, a partir do conhecimento prévio do robô sobre parte
dos elementos presentes neste cenário aberto, o mesmo seja capaz de identificar novos
elementos e inferir relações a partir daquelas previamente conhecidas. Isso implica que
a todo momento novas informações sobre elementos previamente desconhecidos estarão
disponíveis e, para lidar com elas, é preciso dotar o robô de uma forma de aprender que
não exija muitos dados, já que no mundo aberto o tempo é fator crítico e apenas os
exemplos correntes estarão disponíveis.
Os robôs são programados de forma cognitiva. A computação cognitiva se refere a
sistemas que aprendem em grande escala, raciocinam com um propósito e interagem com
humanos de forma natural. Ao invés de serem programadas explicitamente, eles aprendem
a raciocinar a partir de suas interações com os humanos e a partir de suas experiências
com o ambiente que se encontram [40].
Os sistemas que aprendem em grande escala se tornaram possíveis com os avanços fei-
tos em vários campos científicos ao longo dos últimos 60 anos e são diferentes dos sistemas
de informação que vieram antes deles. Enquanto os últimos são determinísticos; sistemas
cognitivos são probabilísticos. Eles não geram apenas respostas para problemas numéri-
cos, mas hipóteses, argumentos racionais e recomendações sobre dados mais complexos e
importantes.
O potencial para algo que fosse além de sistemas programáveis foi prevista na década
de 60, quando o pioneiro da computação J.C.R. Licklider escreveu seu artigo Simbiose
Homem-Computador [50]. Muitos aspectos da computação moderna são baseadas nas
ideias e pesquisas de Licklider.
De acordo com Licklider [40], a Simbiose Homem-Máquina é esperada na interação
cooperativa entre humanos e computadores, cujos principais objetivos são o de permitir
a formulação de pensamentos, de forma a facilitar a solução de problemas formulados,
1Definição de acordo com a International Federation of Robotics (IFR): robôs semi ou totalmente autô-
nomos que realizam serviços, para uso profissional ou pessoal, úteis para o bem-estar dos seres humanos,
excluindo as operações de manufatura. The International Federation of Robotics (IFR). Disponível em:
www.worldrobotics.org
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e de possibilitar a homens e computadores cooperarem em tomar decisões e controlar
situações complexas sem a dependência inflexível de programas pré-determinados. Como
podemos perceber, Licklider sabia que computação cognitiva seria uma evolução natural
da computação programável, mesmo que ele não soubesse como isso seria feito.
Entretanto, para que ocorra a evolução da computação cognitiva os computadores
precisam aprender a raciocinar. Neste sentido, um elemento fundamental é o aprendizado
de conceitos, ou seja, a busca por características relevantes e representativas capazes de
diferenciar conceitos que pertencem a uma categoria, daqueles que não pertencem.
Um conceito é uma generalização de um objeto ou uma ideia, formada pelas suas
características marcantes, como forma, cor, textura, estruturas que o compõem. Estas
características de um objeto são denominadas atributos. Um conjunto de atributos as-
sociados seguem um conjunto de regras que regem as interações entre esses atributos e
suas limitações. Para que conceitos possam ser aprendidos, diferentes métodos podem ser
aplicados, sendo os principais: descoberta, exemplos e comparações. Na descoberta, o
aprendiz explora um conceito tentando determinar seus atributos e as regras que os rela-
cionam, enquanto que no modelo baseado em exemplos, ao aprendiz são dados exemplos
de objetos representativos do conceito e a partir destes ele constrói as regras e extrai os
atributos. Na comparação, o aprendiz compara dois ou mais objetos de variadas classes
e aprende as diferenças e semelhanças que mostram o porquê destes objetos estarem em
um mesma classe ou pertencem a classes diferentes.
O aprendizado de conceitos nos permite construir sistemas capazes de classificar obje-
tos, eventos ou ideias baseado no fato de que cada um possui um conjunto de caracterís-
ticas relevantes que os diferencia e que destacam suas similaridades. Estas características
devem ser aprendidas pela máquina de forma genérica, pois ensinar de forma determi-
nística, definindo manualmente características de classe, limita o poder de aprendizado a
poucas classes. O objetivo do aprendizado é possibilitar à máquina a aprender sem auxílio
humano.
Atualmente na literatura, existem diversas técnicas aplicadas ao aprendizado de con-
ceitos. Contudo, em sua maioria, elas dependem de uma quantidade muito grande de
dados para se obter um bom resultado, o que nem sempre é possível. Além disso, o
conjunto de conceitos a ser aprendido precisa, em geral, ser conhecido a priori.
Para aprender conceitos, a habilidade humana de generalizar de forma flexível e de
ir além das informações dadas sugere que os conceitos formulados por humanos devem
ser representados de forma rica. Efetivamente, o que impressiona é o fato de que pouca
informação é necessária para que um novo conceito seja aprendido. A partir de apenas um
ou poucos exemplos, uma criança pode aprender uma nova palavra e usá-la corretamente
[47]. Isso pode ser notado de forma simples, basta visualizarmos uma figura ou item uma
única vez para ter uma categoria associada a ele. Estudos mostram que com seis anos
uma criança, na média, aprendeu em torno de 10 a 30 mil categorias de objetos do mundo
[11], o que demonstra uma grande capacidade de aprender por meio de poucos exemplos.
Seres humanos conseguem adquirir um conceito com pouco mais do que um único exemplo
positivo, contrastando com trabalhos em Aprendizado de Máquina tradicionais, que têm
focado em aprender com muitos exemplos positivos e negativos.
Duas vertentes na ciência cognitiva relacionadas ao aprendizado de conceito têm se
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destacado: uma focada em aprender formas ricas e variadas sobre um conceito e uma fo-
cada no aprendizado rápido e com escassez de dados. A área de ciência cognitiva que tem
focado em aprender rápido e com menor riqueza conceitual tenta se basear nessa capa-
cidade humana de generalização e inferência para construir uma forma de aprendizagem
que depende de poucos dados [47].
Atualmente existem pesquisas em algoritmos Supervisionadas e Não Supervisionadas
que buscam melhorar resultados com poucos dados. A principal vantagem da técnica
não supervisionada é não precisar de rótulo, nestes modelos as informações relevantes dos
objetos são extraídas e agrupadas.
Esse agrupamento é feito de forma a extrair os atributos importantes. Com extratores
como SIFT e ORB, realizamos comparações de similaridade ou dissimilaridade. Podemos
citar também como extrator de features a Máquina de Boltzmann Profunda (DBM). Após
termos essas features podemos realizar agrupamentos e um dos principais algoritmos uti-
lizados para clusterização é o K-means. Outro que pode ser usado com o mesmo objetivo
é Processo Dirichlet Hierárquico (HDP), que permite criar hierarquias de agrupamentos.
Com essas características citadas anteriormente em [59], Salakhutdinov mostrou uma
forma de realizar transferência de conhecimento por meio de poucos dados na fase de
teste de aprendizado. Ou seja, foram usados muitos dados para treinamento, mas poucos
dados de uma determinada classe na fase de teste. Utilizando este trabalho como base,
procuramos verificar, por meio de técnicas de aumento de dados e uso de saliência, se
essa arquitetura de uma Hierarquia Profunda seria adequada na fase de treinamento com
poucos dados e se os resultados podem ser melhorados por meio das técnicas mencionadas.
A arquitetura proposta de forma não-supervisionada, buscando por 3 componentes
principais nas classes. Primeiro, por características de baixo nível (ex. pixels, contornos)
que dão uma primeira representação para os conceitos de um domínio. A DBM cumpre
este papel de encontrar as relações de baixo nível para a classe [59]. Segundo, caracterís-
ticas de alto nível, como as partes que constituem o objeto na figura e que expressam a
estrutura percebida de uma classe e correlações entre as características de baixo-nível são
abstraídas. O modelo HDP é o responsável por analisar as características encontradas
pela DBM e agrupá-las nas classes, identificando os atributos de alto-nível em comum
entre elas [59]. Entretanto este faz uso de muitos dados para a realização do treinamento.
Finalmente, hierarquias de superclasses que compartilham conhecimento entre classes
abaixo do seu nível na hierarquia são constituídas. Logo, classes filhas de uma mesma
superclasse têm características em comum. Essas hierarquias auxiliam no aprendizado de
novos conceitos.
O trabalho de Salakhutdinov foi usado como base, mas diferente dele, usamos poucos
dados para realizar o treinamento. Isso se torna o problema mais desafiador, já que redes
profundas tem bom funcionamento com uso de muitos dados. Além disso, o uso de poucos
dados é de extrema importância em diversas áreas, como na robótica por exemplo, para




A partir de uma arquitetura inspirada na Hierarquia Profunda, que é constituída de
uma DBM e de um HDP, o objetivo principal deste trabalho é avaliar a possibilidade do
uso de poucos dados para o treinamento de um modelo hierárquico não-supervisionado.
Métodos de aumento de dados de forma artificial serão empregados para verificar o possível
benefício deste framework no cenário destacado.
Formulamos algumas hipóteses que serão investigadas ao longo deste trabalho. São
elas:
1. H1 A Deep Boltzman Machine pode ser empregada quando possuímos poucos dados
e sem que haja transferência de conhecimento.
2. H2 O uso de aumento de dados de forma artificial, por meio de rotações e pequenas
variações nos pixels da imagem, melhora o resultado do framework proposto.
3. H3 O aumento de dados com auxílio de saliência para realizar recortes na figura
original melhora o resultado do framework proposto.
4. H4 O Processo Dirichlet Hierárquico tem um bom funcionamento de divisão hierár-
quica usando poucos dados de treinamento.
5. H5 O Processo Dirichlet Hierárquico pode ter seu resultado melhorado usando a
técnica de split-merge.
1.2 Contribuições
A principal contribuição deste trabalho é a proposição de um framework capaz de lidar
com poucos dados, baseado no framework proposto em [59]. As principais diferenças são:
• O framework proposto não foi treinado anteriormente com uma quantidade grande
dados;
• Ao desenvolvermos a DBM, fazemos uso de um conjunto de Restricted Boltzmann
Machines (RBMs) treinadas com o objetivo de melhorar o processo de extração de
features. Uma RBM maior será criada com base nestas sub-redes;
• A identificação de saliência foi realizada a partir de um modelo modificado base-
ado em uma arquitetura anteriormente aplicada em ambientes controlados com o
propósito de aumentação de dados;
• Realizamos aumento de dados com pequenas variações nas imagens originais e sobre
imagens recortadas após a identificação das regiões de saliência;
• Propusemos a integração das features extraídas pela DBM ao HDP por meio de um
bag-of-words computado sobre a multinomial extraída sobre a DBM;
• Com o objetivo de melhorar a distribuição dos agrupamentos do HDP (avaliado pelo
loglikelihood), usamos a técnica de split-merge.
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1.3 Organização do texto
Esta dissertação tem a seguinte organização de capítulos. O capítulo 2 introduz os concei-
tos relevantes para este trabalho, como os conceitos referentes à Máquina de Boltzmann,
Máquina restrita de Boltzmann, Máquina de Boltzmman Profunda, Processo Dirichlet,
Processo Dirichlet Hierárquico, Saliência e Aumento de dados. O capítulo 3 apresenta
uma discussão sobre os trabalhos relacionados. No capítulo 4 explica sobre o banco de
dados e materiais usados. O capítulo 5 apresenta a arquitetura proposta. Em seguida, no
capítulo 6, apresentamos e discutimos os resultados dos experimentos e discutimos as hi-
póteses que formulamos. Finalmente, no capítulo 7 este trabalho é concluído e avaliamos




Neste capítulo, discutiremos o referencial teórico sobre os assuntos explorados nesta dis-
sertação. Na seção 2.1 apresentamos os paradigmas de aprendizado de máquina. Nas
seções 2.2, 2.3 e 2.4 a estrutura da máquina de Boltzmann é apresentada. Na seção 2.5
destacamos os princípios dos processos Dirichlet e, finalmente, apresentamos as técnicas
usadas para aumento de dados nas seções 2.6 e 2.7.
2.1 Paradigmas de aprendizado de máquina
Técnicas diversas de aprendizado de máquina tem sido amplamente utilizadas no apren-
dizado de conceitos. Estes métodos estão agrupados em três paradigmas principais de
aprendizado: supervisionado, não-supervisionado e semi-supervisionado, sendo os primei-
ros os mais utilizados. Neste capítulo, abordaremos os principais conceitos relacionados
ao aprendizado não-supervisionado e as principais técnicas de interesse deste trabalho.
2.1.1 O que são?
Os métodos de aprendizado supervisionado são métodos que aprendem com dados com
rótulos, ou seja, dados para os quais conhecemos a saída para cada entrada. Sendo assim,
aprendizado supervisionado requer dados mais complexos de se obter, dada a necessidade
de rotulação. Esta tarefa muitas vezes não é fácil conseguir esse rótulo por necessitar de
especialistas e não se tem tempo hábil para isso.
O processo de um algoritmo que aprende com o conjunto de dados de treinamento
pode ser visto como um professor que supervisiona o processo de aprendizado. Sabendo as
respostas corretas, o algoritmo iterativamente faz previsões sobre os dados de treinamento
e é corrigido pelo professor. Neste método o número de classes é fixo, já que este é
definido pelos rótulos. No aprendizado supervisionado, os dados são usados para realizar
classificação ou regressão.
• Classificação: Um problema de classificação refere-se ao aprendizado de uma variável
de saída que é uma categoria, como feminino ou masculino. Exemplo de algoritmo:
Máquinas de vetor de suporte (SVM) e Redes neurais Convolucionais (CNN).
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• Regressão: Um problema de regressão refere-se ao aprendizado de uma variável de
saída que tem um valor real, como peso ou altura. Exemplo de algoritmo: Regressão
linear e Random Forest.
Métodos de aprendizado não-supervisionado não usam dados com rótulos de saída
durante o treinamento. Assim, o algoritmo modela a estrutura ou distribuição subjacente
nos dados para aprender mais sobre eles. Esses métodos são chamados de aprendizado não
supervisionado porque, diferentemente do aprendizado supervisionado, não há respostas
corretas e não existe a figura do professor(já que não existe um rótulo dos dados para
comparar). Neste método, o número de classes não é fixo, já que é definido pelo número
de agrupamentos realizados. Esses métodos podem ser agrupados em:
• Clustering: um problema de clustering deseja descobrir os agrupamentos possíveis
nos dados de acordo com algum critério que seria uma métrica de similaridade ou
distância, como, por exemplo, agrupar maçãs e laranjas. Exemplo de algoritmo:
k-means.
• Associação: um problema de aprendizado de regra de associação é aquele onde se
deseja descobrir regras que descrevem grandes partes de seus dados, como as pessoas
que compram X também tendem a comprar Y. Exemplo de algoritmo: Algoritmo a
priori [5].
2.1.2 Avaliação
Quando consideramos o paradigma supervisionado de aprendizado, como já temos a saída
rotulada, é mais fácil analisar apenas os padrões para chegarmos a um desses rótulos
definidos. Desta forma para o aprendizado supervisionado a avaliação ocorre de forma
mais direta, basta analisar se o rótulo final é o mesmo da previsão. Os métodos que
podem ser usados para avaliar o algoritmo são: acurácia, validação cruzada e matriz de
confusão.
No paradigma não-supervisionado, os rótulos são criados pelos algoritmos. Assim
não necessariamente o que esperamos encontrar como padrão será o que realmente será
encontrado, já que muitos algoritmos não tem limites de rótulos o que pode fazer com que
tenhamos um número muito incerto de saídas. Portanto, em modelos não-supervisionados,
como não temos rótulos nos dados, uma forma de avaliar o quão bom está a solução do
nosso problema é, por exemplo, por meio da distância entre clusters. Neste caso, para cada
dado veremos o quão próximo cada dado está em seu cluster, este método é a distância
intra-cluster. Podemos analisar também o quão próximo cada cluster de dados está em
relação a outros clusters. Alguns métodos que fazem isso são: distância de Minkowski,
Manhattan e Euclidiana.
2.2 Máquina de Boltzmann (BM)
Uma Máquina de Boltzmann (BM) é uma rede composta de unidades de computação
elementares chamadas nós que são conectadas entre si por ligações bidirecionais. Esses
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Figura 2.1: Arquitetura da Máquina de Boltzmann. As unidades visíveis são representadas
por v1, v2, v3, v4, e as unidades ocultas por h1, h2, h3. Cada nó faz ligação com todos os
outros nós, o que aumenta a complexidade da arquitetura.
nós podem assumir valores binários (0 ou 1), e toda conexão entre dois nós tem um peso
associado que é simétrico (Wij = Wji). Cada nó assume um estado baseado em uma
função probabilística dos estados de suas unidades vizinhas e pesos das conexões entre
eles. Esses nós são atualizados durante o processo de aprendizado. O fato de um nó
estar em um dos dois estados (0 ou 1) significa que o sistema está aceitando ou rejeitando
alguma hipótese básica sobre o problema analisado.
Uma Máquina de Boltzmann é uma rede dividida em dois conjuntos de nós: um
conjunto de nós visíveis e outro de nós ocultos. Os nós visíveis são aqueles que interagem
com o mundo exterior e representam os nós de entrada e de saída. Os nós ocultos são
usados apenas para representação interna ou modelagem e não interagem com o mundo
externo [4] [30]. Veja na Figura 2.1.
2.2.1 Mecânica Estatística
Seja pi a probabilidade de ocorrência do estado i para pi ≥ 0 . Considere que Ei representa
a energia do sistema quando está no estado i, que a variável T é a temperatura absoluta
em kelvins e que kB seja uma constante de Boltzmann com valor igual a 1, 38 + 10−23
joules/kelvin. Também temos Z uma constante dada pela equação 2.1 que é independente









Na mecânica estatística diz-se que o sistema se encontra em equilíbrio térmico com seu
meio ambiente quando a probabilidade de um estado i ocorrer é definido como a equação
2.2, chamada de distribuição de Gibbs. A parte da equação exp(−Ei
kBT











Em relação a Gibbs, devemos notar que a probabilidade de ocorrer estados de baixa
energia é maior que os de estado com alta energia. Outro fator importante é que quando a
temperatura T é reduzida, a probabilidade ficará concentrada em um conjunto menor de
estados de baixa energia. Então, considerando o contexto de redes neurais, o parâmetro
T tem como objetivo controlar flutuações térmicas que representam o efeito de ruído
sináptico em um neurônio. Como sua escala precisa é, portanto, irrelevante, podemos
medir T fixando a constante kB igual a um. Com isso as equações anteriores podem
desconsiderar kB.
Outro conceito importante dentro da mecânica estatística é o conceito de entropia
e energia livre. Um sistema contém uma energia global, mas apenas uma parte dessa
energia é usada para realizar um trabalho, esta é a chamada energia livre. A entropia, no
contexto de mecânica estatística, mede o número de formas com que um sistema possa
ser organizado. Seja F a energia livre de Helmholtz de um sistema físico, definida pela
equação 2.3.
F = −T logZ. (2.3)
Seja H a entropia do sistema, está é constituída pela energia média do sistema menos






Considere a energia média do sistema menos a energia livre, temos
< E > −F = T
∑
i
pi log pi, (2.5)
que é quase a equação da entropia, com exceção do T . Então como equação da entropia




pi log pi. (2.6)
Podemos então reescrever a equação da energia livre como sendo
F =< E > −TH. (2.7)
A energia livre do sistema tende a se tornar um mínimo em uma situação de equilíbrio,
e sua probabilidade é definida pela distribuição de Gibbs. Este é chamado de princípio
de mínima energia livre, e na natureza, um sistema físico tende a ficar num estado com o
mínimo de energia livre.
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2.2.2 Cadeias de Markov
Seja um processo estocástico Xn, n = 1, 2, 3..., consistindo de uma família de variáveis
aleatórias. O valor xn é o valor assumido pela variável aleatória Xn no tempo discreto n
e representa o estado do sistema no tempo atual (Figura 2.2).
Figura 2.2: Exemplo de uma Cadeia de Markov onde um estado j depende exclusivamente
do estado anterior i.
Então quando temos
P (Xn+1 = xn+1|Xn = xn, ..., X1 = x1) = P (Xn+1 = xn+1|Xn = xn), (2.8)
formamos uma cadeia de Markov, ou seja, o próximo estado do sistema depende exclusi-
vamente do estado anterior.
Em uma cadeia de Markov, seja Pij a probabilidade de transição do estado i para o
estado j no tempo n+ 1. Seguindo as regras de probabilidade condicionais, pij ≥ 0 para
todo (i, j) e a soma da probabilidade pij para todo i deve ser 1. Podemos assumir que as
probabilidades de transição são fixas e não variam com o tempo, ou seja a equação 2.9
funciona para todo tempo n. Ou seja, a cadeia de Markov é homogênea no tempo.
Se o sistema tem um número finito M de estados possíveis, então podemos ter uma
matriz de transição M por M . Esta matriz recebe o nome de matriz estocástica.
P =
 p11 p12 · · · p1M... ... ... ...
pM1 pM2 · · · pMM
 (2.9)
Como mencionado nas regras que devem ser seguidas, cada linha dessa matriz ao ser
somada terá valor um. Caso a transição ocorra em um número fixo de passos, podemos
generalizar a probabilidade de transição como:
P
(m)
ij = P (Xn+m = xj|Xn = xi),m = 1, 2, 3.., (2.10)
onde m é um número de passos fixos. Se um estado da cadeia de Markov pode ocorrer
apenas em números múltiplos de d, então o estado tem período d. A cadeia pode ser
chamada de aperiódica se todos os seus estados têm período 1. Um estado é considerado
recorrente se iniciamos nele e retornamos a ele com probabilidade 1, ou seja, sempre
retorna a esse estado. Caso a probabilidade de retorno seja menor que 1, chamamos
de estado transiente. Caso seja um estado recorrente, então este estado se repetirá um
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número infinito de vezes, já o estado transiente o número é finito, isso pode ser mostrado
em [48].
2.2.3 Amostragem de Gibbs
O amostrador de Gibbs gera uma cadeia de Markov com a distribuição de Gibbs como
a distribuição de equilíbrio. Seja X um vetor aleatório e K sua dimensão máxima, ou
seja, composto por componentes X1,X2...XK . Assim, o amostrador de Gibbs atua ge-
rando um valor de distribuição condicional para cada componente do vetor aleatório X,
dados os valores de todas os outros componentes de X. Seja {x1(0),x2(0),...,xk(0)} uma
configuração arbitrária. Na primeira iteração da amostragem de Gibbs temos:
Distribuição de X1 dados x2(0),x3(0)...xk(0), retiramos x1(1)
Distribuição de X2 dados x1(1),x3(0)...xk(0), retiramos x2(1)
...
Distribuição de Xn temos x1(1),x2(1)...,xn−1(1),xn+1(0),xK(0), retiramos xn(1).
A cada iteração temos então que cada valor de X será alterado, já que temos K
novas variantes geradas a cada iteração. O valor de Xn−1 é usado imediatamente quando
um valor de configuração é retirado de Xk. Com isso, sempre usamos os valores mais
recentemente obtidos das demais variáveis.
2.2.4 Funcionamento da Máquina de Boltzmann
Uma BM pode ser treinada de forma supervisionada, ao se declarar alguns dos nós visíveis
como entrada e outros como saída, ou de forma não-supervisionada, quando não temos
nós de saída entre os nós visíveis.
Ao estado global dessa rede pode ser atribuído um valor, chamado de energia da rede.
A partir de uma nova entrada na rede, o sistema tentará encontrar um nível de energia
mínimo para essa entrada. O nível de energia pode ser interpretado como o quanto uma
hipótese se encaixa nos domínios do problema. Assim, minimizar essa energia melhora a
resposta para o problema dado [4].
Amostragem de Gibbs
Seja x um vetor de estado da máquina de Boltzmann. Seja xi um componente represen-
tando o estado do neurônio i. Seja w a representação da ligação entre dois neurônios, sendo
i e j os dois neurônios. Como regra, em Máquinas de Boltzmann temos que wji = wij,
ou seja, as ligações não são direcionadas. Além disso wii = 0, pois um neurônio não faz









Baseado na distribuição de Gibbs então podemos definir a probabilidade de que a rede
esteja no estado x como:







A probabilidade condicional de um estado xj dado os outros valores do vetor de estados
da máquina de Boltzmann, é representado por:












e σ é uma função sigmoide de seu argumento, descrita por
σ(v) =
1
1 + exp(−v) . (2.15)
A amostragem de Gibbs começa com a rede em um estado aleatório, onde todos os
neurônios são visitados em ordem. A cada visita, um novo valor para o estado do neurônio
é escolhido, de acordo com a distribuição de probabilidade condicionada aos valores dos
estados de todos os outros neurônios da rede. Desde que realizada por um tempo suficiente,
a rede alcançará o equilíbrio térmico à temperatura T .
Regra de Aprendizagem de Boltzmann
A máquina de Boltzmann é uma rede neural que utiliza como base a regra de aprendizado
de Boltzmann, um algoritmo de aprendizagem estocástico. O objetivo da regra de apren-
dizado de Boltzmann é maximizar a função de verossimilhança ou, equivalente, a função
logaritmo da verossimilhança, de acordo com o princípio da máxima verossimilhança.
Para aprendizado de Boltzmann, considere que τ represente o conjunto de exemplos
de treinamento retirados da distribuição de probabilidade de interesse. Os exemplos são
considerados todos binários. Considere que xα e xβ, que são dois subconjuntos do estado
x, representam, respectivamente, os neurônios visíveis e os neurônios ocultos. Os vetores
de estado x, xα e xβ são os valores assumidos pelos vetores aleatórios X, Xα e Xβ. Na
Máquina de Boltzmann, o aprendizado passa por duas fases. A fase positiva, na qual se
opera com a influência do conjunto de treinamento τ , e a fase negativa na qual não se
usam entradas.
Considerando o vetor de peso sináptico w para toda a rede, a probabilidade que os
neurônios visíveis estejam no estado xα é P(Xα = xα). Considerando os diversos valores
possíveis de xα contidos no conjunto de treinamento τ , assumidos serem estatisticamente
independentes, a distribuição de probabilidade global é a distribuição fatorial
∏
xα∈τ P (Xα
= xα). Considere L(w) uma função logaritmo de verossimilhança, tome o logaritmo desta




P (Xα = xα) =
∑
xα∈τ
logP (Xα = xα). (2.16)
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Para calcular a probabilidade marginal P (Xα = xα) em termos da função de energia
E(x) temos







Por definição, o vetor de estado x é a combinação conjunta de xα relativo aos neurônios
visíveis e xβ relativo aos neurônios ocultos . Então temos que a probabilidade de encontrar
os neurônios visíveis no estado xα com qualquer xβ é dada por

















Então, para encontrar a função de verossimilhança, realizamos a substituição de 2.18




















A dependência de w está contida na Energia, como mostrado na equação 2.11. Dife-

















P (X = x)xjxi). (2.21)
A primeira parte da equação direferencial é a fase positiva e a segunda parte é a fase
negativa. O objetivo da aprendizagem de Boltzmann é maximizar a função de logaritmo













P (X = x)xjxi).
(2.22)
η é o parâmetro de taxa de aprendizado que é calculado por η = ∈
T
, onde T é a temperatura
e ∈ é um valor constante.
O algoritmo 1, adaptado de [60], facilita sua compreensão, e vai ser explicado passo-
a-passo. Considere que W ,L,J são os pesos entre as camadas, visível para oculto, visível
para visível e oculto para oculto, respectivamente, como apresentado na Figura 2.1. Caso
L = J = 0, então temos uma Máquina de Boltzmann Restrita. Sejam D e P o número
de unidades visíveis e ocultas e M o número de partículas fantasia. A atualização dos
pesos da rede dependem de duas partes. A primeira parte chamaremos de EData, é a
expectativa dependente dos dados de entrada, e EModel que é a expectativa dependente
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do modelo. A equação para a atualização de W (L e J são equivalentes) é dada por:
∆W = α(EData[vh
T ]− EModel[vhT ]). (2.23)
Para calcular o EData, usaremos a teoria do Mean-Field para aproximar a distribuição
posterior para cada dado de treinamento, já que o tempo de cálculo é exponencial no
número de unidades ocultas. O Mean-Field se baseia na ideia de que, em uma rede com
um grande número de neurônios, os estados neurais contém muito mais informações do que
necessitamos na prática. Portanto, basta conhecer apenas os valores médios dos estados








Para o cálculo do EModel, usaremos a divergência contrastiva persistente [33]. Ela
é uma alteração da Contrastive Divergence em que mantemos um número de estados
persistentes, chamados de "partículas fantasia". Iremos executar a amostragem de Gibbs,
para obter o estado das unidades visíveis e ocultas por um número M de iterações, e
guardar esse estado em cada partícula fantasia. Na próxima iteração do algoritmo, ao
invés de inicializar num novo estado, usamos o estado que foi salvo na partícula fantasia
para realizar o Gibbs. Segundo [60], o estado nas partículas fantasia se aproxima da
distribuição estacionária da Cadeia de Markov, a cada nova iteração.
No algoritmo 1, calculamos EData nos passo 3-7, e EModel nos passo 9-11. No passo de
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13-16 utilizamos os dois para fazer a atualização dos pesos.
Algoritmo 1: Aprendizado de Boltzmann
Entrada: V1, ..., VD,H1, ...HP , conjunto de trinamento N
Saída: Gradiente aproximado ∆Wij, ∆Jj e ∆Li Para i = 1, ..., D , j = 1, ..., P
1 início
2 para t=0...t=T faça
3 para cada treinamento vn, n até N faça
4 init randomicamente µ roda atualização do meanfield até convergir
5 µ← σ(∑iWijvi +∑m\j Jmjµm)
6 atualiza µn ← µ
7 fim
8 para cada partícula fantasia de m até M faça
9 obtenha novo estado v′t+1,m, h′t+1,m rodando os passos de Gibbs,
inicializado pelo sample anterior (v′t,m, h′t,m):
10 p(h
′






















14 Wt+1 = W t + αt(1/N
∑N
n=1 v
n(µn)T )− 1/M∑Mm=1 v′t+1,m(h′t+1,m)T )




2.3 Máquina restrita de Boltzmann (RBM)
A RBM foi proposta como uma resposta ao problema de tempo associado ao aprendizado
nas Máquinas de Boltzmann. Na RBM, não existem ligações entre nós de uma mesma
camada, apenas entre nós de camadas adjacentes, o que torna o aprendizado muito mais
rápido em relação a uma BM. Na Figura 2.1, vemos que a Máquina de Boltzmann é um
grafo completo e bidirecional, causador de lentidão do aprendizado.
A configuração comum de uma RBM é usar uma única camada visível como entrada e
uma única camada oculta. Na Figura 2.3, que representa uma RBM, identificamos unida-
des visíveis nomeadas como v1, v2, v3, v4, e as unidades ocultas nomeadas como h1, h2, h3.
As ligações entre unidade oculta e unidade oculta não acontecem, o mesmo se aplica entre
unidades visíveis.
O treinamento da RBM consiste no ajuste dos pesos das ligações entre os nós da RBM.
2.3.1 Mecânica estatística de uma RBM
A amostragem de Gibbs é um algoritmo MCMC (Cadeia de Markov de Monte Carlo)
simples para produzir amostras a partir da distribuição de probabilidade conjunta de
múltiplas variáveis aleatórias. A ideia básica é construir uma cadeia de Markov atuali-
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Figura 2.3: Arquitetura da Restrita Máquina de Boltzmann. Nesta arquitetura, ao con-
trário da Máquina de Boltzmann as ligações entre unidades ocultas não acontecem, o
mesmo se aplica entre unidades visíveis.
zando cada variável com base em sua distribuição condicional dado o estado das outras
[33].
A RBM usada é uma Markov Random Field associada a um grafo não direcionado
bipartido, sendo que um Markov Random field é uma cadeia de Markov que respeita as
propriedades de Markov sendo elas: não tem memória e é um processo estocástico.
Vamos considerar um vetor que representa uma imagem de treinamento como entrada.
Os pixels da figura são as unidades visíveis dessa rede, porque o objetivo é observar seus
estados. Seja m a quantidade de unidades visíveis, então temos o seguinte vetor V =
(V1, ..., Vm), representando os dados observáveis. Já as unidades ocultas são consideradas
os detectores de recursos. Seja n a quantidade de unidades ocultas, então temos que
H = (H1, ...Hn). Considere que (V,H) são os valores de (v, h) ∈ 0, 1m+n e a distribuição de
probabilidade conjunta sob o modelo é dada pela distribuição de Gibbs p(v, h) = 1
Z
e−E(v,h).
A energia da configuração (v, h) é dada por:












Temos que vi e hj são os estados binários da unidade visível i e da unidade oculta j,
ai e bj são seus biases, e wij é o peso entre eles. A rede atribui uma probabilidade a todos
os pares possíveis de um vetor visível e um oculto através desta função de energia:




Para a função de partição, que é dada pela soma de todos os possíveis pares de unidades






A derivada da probabilidade do vetor treinamento é:
∂ log p(v)
∂wij
=< vihj >data − < vihj >model, (2.28)
onde os colchetes angulares são usados para denotar expectativas sob a distribuição espe-
cificada pelo índice que segue. Isso leva a uma regra de aprendizado muito simples para
executar a subida estocástica na log-verossimilhança dos dados de treinamento. Seja η a
taxa de aprendizado:
∆wij = η(< vihj >data − < vihj >model). (2.29)
Como não há conexões diretas entre unidades ocultas em um RBM, é possível obter
uma amostra imparcial de < vihj >data. Selecionamos a figura de treinamento de forma
aleatória, que chamaremos de v, e seja σ(x) , então o estado hj de cada unidade oculta j,
é setado para 1 com probabilidade




O mesmo ocorre com as unidades visíveis. Como não temos conexão direcionada entre as
unidades, a equação é similar




Conseguir uma amostra de < vihj >model é mais complicada e [33] propôs uma forma
mais rápida de aprendizado. Nesta proposta, inicia-se alterando os estados das unidades
visíveis para um vetor de treinamento. Então os estados binários das unidades ocultas são
todos computados em paralelo usando a equação 2.30. Uma vez que os estados binários
foram escolhidos para as unidades ocultas, uma reconstrução é produzida colocando cada
vi em 1 com uma probabilidade dada pela equação 2.31.
Então, a equação de atualização de um peso é alterada para:
∆wij = η(< vihj >data − < vihj >recons). (2.32)
Uma versão simplificada da mesma regra de aprendizado, que usa os estados de uni-
dades individuais em vez de produtos emparelhados, são usados para os bias.
O treinamento funciona mesmo que ele esteja apenas aproximando o gradiente da
log-verossimilhança dos dados de treinamento. A regra de aprendizado está muito mais
próxima do gradiente de outra função objetiva chamada de Divergência Contrastiva [33],
que é a diferença entre duas divergências de Kullback-Liebler, mas ignora um termo nesta
função objetivo, de modo que não segue exatamente esse gradiente. As RBMs geralmente
aprendem modelos melhores se mais etapas de amostragem de Gibbs alternadas forem
usadas antes de coletar as estatísticas para o segundo termo na regra de aprendizado, que
será chamada de Estatística negativa. A Divergência Constrativa (CDn) será usado para
denotar a aprendizagem usando n etapas completas de amostragem de Gibbs alternada.
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2.3.2 Divergência Contrastiva (CD)
O algoritmo 2 apresenta o aprendizado em uma RBM usando a Divergência Contrastiva.
Aqui temos que S são os dados de treinamento, wij os pesos de ligação dos nós visíveis e
ocultos, bj e ci os bias para as unidades visíveis e ocultas, respectivamente, V o conjunto
de unidades visíveis, de tamanho m, e H o conjunto de unidades ocultas de tamanho n.
Assim como o aprendizado em uma Boltzmann Machine, que apresentamos no algo-
ritmo 1, a atualização dos pesos depende da expectativa dependente dos dados de entrada,
EData, e dependente do modelo EModel. Para o cálculo de EData, inicializamos os valores
das unidades visíveis com um dado de entrada v, e adquirimos os estados de cada unidade
oculta usando a equação 2.30. Com os estados das unidades ocultas atualizados, conse-
guimos o novo estado das unidades visíveis usando a equação 2.31. Assim, temos o estado
de nosso EData. Para calcularmos o EModel, usaremos o CD por k iterações. O processo
é similar ao cálculo do EData, mas executaremos as equações 2.30 e 2.31 por K iterações,
usando os valores das unidades visíveis adquiridas a partir de 2.31 como entrada para a
2.30 da próxima iteração. No final, a atualização dos pesos se dá com a diferença entre
EData e EModel. A atualização dos biases é feita de forma semelhante mas usando o estado
de unidades individuais. Com essa explicação, no algoritmo 2, as linhas 4-12 irão calcular
o EModel. Na linha 14, temos a atualização dos pesos, onde a primeira parte é o resultado
de EData e a segunda é o resultado de EModel.
Algoritmo 2: Divergência Constrativa k-passos
Entrada: RBM(V1, ..., Vm,H1, ...Hn), treinamento do lote S
Saída: Gradiente aproximado ∆wij, ∆bj e ∆ci Para i = 1, ..., n , j = 1, ...,m
1 início
2 init ∆wij = ∆bj = ∆ci = 0 Para i = 1, ..., n, j = 1, ...,m
3 para cada v ∈ S faça
4 v(0) ← v
5 para t=0,...,k-1 faça
6 para i=1,...,n faça






9 para j=1,...,m faça







13 para i=1,...n, j=1,...,m faça
14 ∆wij ← ∆wij + p(Hi = 1|v(0)) ∗ v(0)j − p(Hi = 1|v(k)) ∗ v(k)j
15 ∆bj ← ∆bj + v(0)j − v(k)j






Obter estimativas imparciais do gradiente de log-verossimilhança utilizando os mé-
todos MCMC normalmente requerem muitos passos de amostragem. No entanto, [33]
demonstrou que as estimativas obtidas após a execução da cadeia para apenas alguns
passos podem ser suficientes para o treinamento do modelo. Isso leva ao aprendizado com
divergência contrastiva (CD).
2.3.3 Mini-lote
Podemos atualizar o gradiente após estimar em um único caso. Entretanto este por acaso
não é eficiente, então divide-se o conjunto em mini-lotes, que são conjunto de treinamento
menores variando de 10 a 100 dados, por exemplo. Essa divisão torna mais eficiente o uso
da GPU na multiplicação de matrizes.
2.3.4 Taxa de aprendizado
Na RBM a taxa de aprendizado não pode ser muito grande, pois isso impacta em um erro
muito alto no momento de reconstrução, podendo levar também a explosão dos pesos. Já
se a taxa de aprendizado for reduzida demais, o erro cairá de forma significativa, devido
ao menor nível de ruído nas atualizações de peso estocástico e geralmente é acompanhado
de um aprendizado mais lento no longo prazo.
2.3.5 Momentum
O método do momentum é usado quando a função objetivo contém ravinas, com pequenos
gradientes no chão dessa ravina, e gradientes muito maiores nas bordas. O método do
momentum simula uma bola pesada rolando por uma superfície. A bola acumula veloci-
dade ao longo do chão da ravina, mas não através da ravina porque os gradientes opostos
em lados opostos da ravina se anulam ao longo do tempo. Em vez de usar o gradiente
estimado multiplicado pela taxa de aprendizado para incrementar os valores dos parâme-
tros, η dE
dθi
(t), o método do momentum usa essa quantidade para incrementar a velocidade
v dos parâmetros e a velocidade atual é usada como o incremento do parâmetro. Supõe-se
que a velocidade da bola se decompõe com o tempo e o momentum, α é uma fração da
velocidade anterior que permanece depois de computar o gradiente em um novo mini-lote:
∆θi(t) = vi(t) = αvi(t− 1)− ηdE
dθi
(t). (2.33)
O método de momentum faz com que os parâmetros se movam em uma direção que
não é a direção de descida mais íngreme.
2.3.6 Weight-Decay
O Weight Decay funciona adicionando um novo termo ao gradiente. Este novo termo
penaliza pesos grandes. Existem muitas motivações para utilizar weight-decay em uma
RBM. Uma delas é melhorar a generalização para novos dados, reduzindo o overfitting.
Outra é tornar as unidades ocultas mais fáceis de interpretar ao diminuir os pesos inúteis.
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2.4 Máquina de Boltzmann Profunda (DBM)
Uma máquina de Boltzman Profunda é uma Máquina de Boltzmann multinível, onde cada
nível é composto por uma RBM. Na DBM, os resultados obtidos pela RBM de um nível
servem como entrada para a RBM seguinte.
As DBMs tem várias aplicações. Primeiro, elas têm o potencial de aprender repre-
sentações internas complexas que são úteis para resolver problemas de reconhecimento
de objetos e fala. Segundo, representações de alto nível podem ser obtidas a partir de
um grande número de dados de entrada sensoriais sem rótulos. A Figura 2.4 apresenta a
arquitetura do modelo de uma Máquina de Boltzmann Profunda.
Figura 2.4: Arquitetura de máquina de Boltzmann Profunda. Seja V a sua camada
visível com suas unidades visíveis. Seja H1,H2 e H3 camada ocultas com suas respectivas
unidades ocultas. Adaptada de [60]
2.4.1 Mecânica estatística de Máquina de Boltzmann Profunda
Considere uma Máquina de Boltzmman com 2 camadas ocultas. Então, seja V a camada
visível e v1, ..vn as unidades visíveis. Para ocultas temos a camada H1 e H2, cada uma
delas tem um conjunto de unidades ocultas h1, .., hm. Como parâmetros do modelo θ =
W1,W2, no qualW1 representa o parâmetro da camada visível para oculta eW2 representa
o parâmetro da camada oculta para oculta. A equação de energia desses estados é:
E(V,H1, H2; θ) = −V TW 1H1 −H1TW 2H2. (2.34)
A probabilidade que o modelo atribui à camada visível V é:





exp(−E(V,H1, H2; θ)). (2.35)
As distribuições condicionais dadas pela função σ são:
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Uma forma rápida de inicializar os parâmetros do modelo para valores sensíveis será
descrita na fase de pré-treinamento.
2.4.2 Pré-treinamento Greedy Layerwise do DBM
O Pré-treinamento Greedy Layerwise do DBM é um algoritmo de aprendizado não su-
pervisionado que consiste em aprender uma pilha de RBMs, uma camada por vez, que
foi proposto por [60]. Depois que uma pilha de RBMs foi aprendida, uma pilha inteira
pode ser visualizada como um modelo probabilístico único, chamado de Rede de Crenças
Profundas (DBN). Essa rede se diferencia da DBM por ser um grafo direcionado em todas
as camadas exceto a última, a qual é não direcionado. A explicação da DBN é importante
para o entendimento do problema da contagem dupla, e de decisões são tomadas para a
DBM.
Resolvendo problema da contagem dupla na DBM
Na Figura 2.5 podemos ver a composição da arquitetura da DBM. Esta é essencial para
entender como o problema de contagem dupla será resolvido.
Figura 2.5: Rede com suas respectivas camadas ocultas e camada visível.
Para resolver o problema da contagem dupla, na RBM de nível inferior, dobramos
a entrada e amarramos os pesos entre a camada visível e oculta, como mostrado na
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Figura 2.6: O pré-treinamento consiste em aprender uma pilha de RBMs, estas serão as
responsáveis por inicializar as camadas da DBM posteriormente.
figura 2.6. Com isso, a RBM modificada com parâmetros vinculados, as distribuições
condicionais sobre os estados oculto e visível são definidas:











O aprendizado da divergência contrastiva e a RBMmodificada é usado para reconstruir
seus dados de treinamento. Da mesma forma, para o RBM de nível superior, dobramos o
número de unidades ocultas. As distribuições condicionais para o modelo se tornarão:

















Quando estes dois módulos são compostos para formar um único sistema, a entrada
total que entra na primeira camada oculta é dividido pela metade, o que leva à seguinte
distribuição condicional sobre H1









As distribuições condicionais de V e H2 são as definidas em 2.40 e 2.42
Se observarmos as equações 2.36, 2.37, 2.38, temos as distribuições condicionais iguais
a da DBM. Assim o pré treinamento faz com que as modificações realizadas nas RBMs
leve a termos um modelo não direcionado com pesos simétricos, ou seja, uma Máquina de
Boltzmann Profunda. As pilhas de RBMs podem variar, dessa forma tendo muito mais
camadas do que a do exemplo usado, mas apenas a primeira pilha e a última precisam
sofrer as modificações informadas acima. Nas RBMs que são intermediarias, precisamos
apenas dividir o peso pela metade para termos uma Máquina de Boltzmann Profunda.
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Observe na Figura 2.7.
Figura 2.7: As camadas intermediárias precisam apenas ter seu peso dividido pela metade.
2.5 Processos Dirichlet
Processo Dirichlet é um processo estocástico cujas observações são distribuições de pro-
babilidade sendo usado principalmente na estatística não paramétrica bayesiana. Não
paramétrica significa que quanto mais dados forem adicionados, mais a representação
do modelo se altera aumentando seu tamanho, o que o torna um candidato ideal para
problemas de agrupamentos, em que o número de grupos é desconhecido inicialmente.
Formalmente, o Processo Dirichlet é constituído de uma base G0 e um parâmetro de
concentração α. G0 deve ser constituído pelo valor esperado do processo. O processo Di-
richlet tem suas distribuições em volta da distribuição base, ou seja, é uma distribuição de
probabilidade que em seu intervalo contém um conjunto de distribuições de probabilidade.
O parâmetro de concentração α é o responsável por delimitar como estarão concentradas
as observações, quanto maior esse valor, mais próxima de observações contínuas estamos.
Quanto menor o valor mais as observações estão concentradas em um único valor. A
Figura 2.8 apresenta um exemplo do funcionamento da distribuição.
Considere então um conjunto mensurável S, uma distribuição de probabilidade de
base G0 e um número real positivo α. O processo Dirichlet é um processo estocástico cujo
caminho amostral é uma distribuição de probabilidade sobre S. Seja G uma medida de
probabilidade randômica distribuída de acordo com processo dirichlet, temos:
G ∼ DP (G0, α). (2.44)
Seja A qualquer partição de S que tenha um tamanho contável. Então, o processo




Figura 2.8: Distribuição Dirichlet com 3 parâmetros, diferentes concentrações de acordo
com os parâmetros alterados. Note que quanto maior a concentração mais os valores
ficaram próximos, o que faz que o intervalo de distribuição dele seja menor. (a): (1,1,1);
(b): (2,2,2); (c): (5,5,5); (d): (10,10,10); (e): (0.3,0.3,0.3); (f): (0.1,0.1,0.1); Imagens
retiradas de [29]
qualquer partição finita A. Usando a equação 2.44 temos que a distribuição Dirichlet é
dada por:
G(A1), ..., G(An) ∼ Dir(αG0(A1), ..., αG0(An)). (2.45)
Existem diferentes abordagens do Processo Dirichlet, como exemplos, podemos citar os
processos quebra-varas, modelo da urna de pólya, restaurante chinês, modelo de mistura,
entre outros [68].
Quebra-vara
O processo de quebra-vara é uma forma de representar um processo Dirichlet usando a





Onde δφk é a medida de probabilidade para o agrupamento φk e pik é o tamanho da vara
atribuída a esse agrupamento. A analogia do quebra-vara funciona da seguinte maneira:
temos uma vara de tamanho 1. Quebramos uma parte de tamanho β1 e o atribuímos a pi1.
Repetimos o processo para pi2, pi3, ... infinitas vezes, quebrando sempre a parte restante
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da vara. A soma de todas as partes quebradas da vara devem somar 1. Isso pode ser






βk ∼ Beta(1, α), (2.48)
é a distribuição Beta, cujos valores estão no intervalo entre 0 e 1.
Figura 2.9: Funcionamento do quebra-vara. A cada iteração obtemos um intervalo menor
para o próximo pi. A cada pi escolhido, obtemos 1 - pi, o que diminui o intervalo onde pode
estar o próximo pi. Logo, todos os pi quando somados tem o valor de probabilidade 1.
Restaurante Chinês
Um processo Dirichlet bastante usado é baseado na metáfora de um restaurante chinês,
onde assume-se que há um restaurante chinês com infinitas mesas. À medida que os clien-
tes entram no restaurante, sentam em uma mesa com uma probabilidade proporcional ao
número de clientes já sentados. Um novo cliente abre uma nova mesa com uma probabi-
lidade proporcional ao parâmetro de escalonamento α. Se um número infinito de clientes
frequentar o restaurante, então tem-se uma distribuição de probabilidade sobre infinitas
mesas escolhidas.
Seja n o número total de clientes, α o valor de dispersão da DP, zi o número da
mesa do iésimo cliente, seu número máximo vai até kn, onde kn é o número total de mesas
ocupadas quando n clientes estão no restaurante. O algoritmo do restaurante chinês segue
os seguines passos:
1. O restaurante inicia vazio.
2. O primeiro cliente sempre senta na primeira mesa.
3. O cliente n+ 1 tem duas possibilidades: ser o primeiro a sentar em uma nova mesa
com probabilidade α
n+α
ou sentar em uma mesa ocupada com probabilidade
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p(zn+1 = k|z1:n) = ck
n+ α
, (2.49)
onde ck é número de pessoas sentado na mesa.
A probabilidade de arranjo de mesas
P (z1, ...zn) = P (z1)P (z2|z1)...P (zn|zn−1zn−2..z1), (2.50)
é invariante para permutações. Assim, zi é alterável, ou seja, mesas com a mesma quan-
tidade de clientes têm a mesma probabilidade.
Modelo de Mistura
Os modelos de misturas são usados para identificar sub-populações em uma população.
Em computação, isso pode ser visto como clusters, uma forma de agrupamento de dados.
A parte mais importante dos modelos de mistura é o fato de que essas sub-populações
são encontradas sem saber que elas existam, ou seja, não existe um número fixo de sub-
populações, nem algo dizendo que as mesmas existem ou não.
Uma das aplicações mais importantes de um processo Dirichlet é como uma priori
não-paramétrica sobre os parâmetros de um modelo de mistura. Seja uma observação xi
que é dada por:
θi|G ∼ G, (2.51)
xi|θi ∼ F (θi), (2.52)
G é uma distribuição randômica. Quando G é distribuído de acordo com um Processo
Dirichlet (como por exemplo o quebra-vara), temos que este é um Modelo de Mistura do
Processo Dirichlet. θi é um vetor de parâmetros adquirido a partir de G, e contém os
parâmetros do cluster, e F é uma distribuição que gera uma observação xi a partir de
θi. Os parâmetros θi nos informa de qual cluster xi faz parte, e quais os parâmetros de
cluster. Cada vez que adquirimos um novo θi a partir de G, a distribuição se altera (no
exemplo do quebra-vara, a vara restante é reduzida para cada observação que realizamos).
Um modelo de mistura típico de finitas dimensões é um modelo hierárquico. É uma
situação comum pressupor que os pontos de dados estão distribuídos de uma forma hie-
rárquica em que cada ponto de dado pertence a um cluster aleatório e que os membros
de um cluster são posteriormente distribuídos aleatoriamente no interior daquele cluster.
2.5.1 Processo Dirichlet Hierárquico
Processo Dirichlet Hierárquico é uma abordagem bayesiana não paramétrica para mode-
lagem de dados agrupados. O Processo Dirichlet Hierárquico faz uso de Processo Dirichlet
para cada grupo de dados que compartilham de uma distribuição de base, que também
veio de um Processo Dirichlet. Então podemos dizer que os grupos compartilham a força
estatística por meio do compartilhamento de clusters entre grupos [68][67].
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O processo define um conjunto de medidas de probabilidade aleatórias Gj, uma para
cada grupo e uma medida de probabilidade aleatória global G0. A medida global G0 é
distribuída como um processo de Dirichlet com parâmetro de concentração γ e medida
de probabilidade de base H. As medidas Gj são condicionalmente independentes dado
G0, com distribuições dadas por um Processo Dirichlet com a medida de probabilidade
de base G0 dada por:
G0|γ,H ∼ DP (γ,H) (2.53)
Gj|α0, G0 ∼ DP (α0, G0) (2.54)
Os hiperparâmetros do Processo Dirichlet Hierárquico consistem em uma medida de
probabilidade base H, responsável pela distribuição a priori para os fatores θji, e os parâ-
metros de concentração γ e α0 . O G0 é uma distribuição que ocorre em torno de H, com
variação controlada por γ. A distribuição Gj para o grupo j, varia em torno de G0, com
a taxa de variação controlada por α0. Caso a taxa de variação esperada para cada grupo
j seja diferente, então temos um αj para cada grupo.





onde existe um número infinito de átomos θ∗k, k=1,2,..., e cada átomo está associada a
uma massa pi0k, e a massa de todos os átomos deve somar 1. Como G0 é uma distribuição
base para o Processo Dirichlet de grupos, então cada Gj terá átomos dados pelos átomos





O conjunto de átomos é compartilhado entre todos os grupos, com cada grupo tendo








onde os átomos θ∗ desempenham o papel dos parâmetros do componente de mistura,
enquanto as massas pijk desempenham o papel das proporções de mistura. Nas figuras
2.10 podemos ver os grafos referente ao Processo Dirichlet, ao Modelo de Mistura Dirichlet
e o Processo Dirichlet Hierárquico:
Quebra-vara no modelo hierárquico
O processo quebra-vara pode ser usado para a criação do Processo Dirichlet Hierárquico.
Usaremos GEM para representar o conjunto de equações 2.46, 2.47, 2.48 . Para utilizar-
mos desse modelo de forma hierárquica, devemos obter uma representação equivalente do
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(a) (b) (c)
Figura 2.10: Grafos Dirichlet: (a) Processo Dirichlet: G é uma distribuição de probabi-
lidades dada por um processo dirichlet com parâmetro de concentração α e base G0. G
gera um vetor de parâmetros θ que é uma partição de nossos dados. b) Modelo de mistura
dirichlet: os parâmetros θ gerado por G é usado como priori para os parâmetros de um
modelo de mistura. Modelos de mistura são finitos, isto é, devemos saber o número de
clusters que queremos gerar, mas usando um DP como priori, ele pode gerar clusters infi-
nitos. (c) Modelo de Hierarquia Dirichlet: em G0 temos uma base H e uma concentração
y, com isso temos a idéia de uma hierarquia superior, chamado de tópico ou prato. O
retângulo que engloba Gj, θi e xi, este é a representação da hierarquia inferior, aqui temos
o conceito de mesa.
Modelo de Mistura do Processo Dirichlet Hierárquico através das seguintes distribuições
condicionais:
β|γ ∼ GEM(γ), (2.58)
pij|α0, β ∼ DP (α0, β), (2.59)
φk|H ∼ H, (2.60)
zji|pij ∼ pij, (2.61)
xji|zji, (φk)∞k=1 ∼ F (φzji). (2.62)
O processo do quebra-vara pode ser construído por meio das equações 2.46 e 2.47,





























Este processo descreve o método quebra-varas para o Processo Dirichlet Hierárquico.
Franquia do Restaurante Chinês
O restaurante chinês, quando aplicado com hierarquia, é chamado de franquia do restau-
rante chinês (CRF). Seguindo a analogia, a diferença agora é que temos vários restaurantes
que podem compartilhar um conjunto de pratos. Para cada mesa do restaurante, um prato
é pedido pelo primeiro cliente que se sentar à mesa e todos os clientes que sentarem na
mesma mesa compartilham deste prato. Na franquia do restaurante podemos servir este
mesmo prato em diferentes mesas e restaurantes.
Para uma melhor compreensão, usaremos a CRF em um exemplo prático de tópicos
em documentos.
Figura 2.11: Funcionamento da Franquia do Restaurante Chinês. Os retângulos são os
restaurantes, os círculos são as mesas, t são clientes e φ são os pratos.
No exemplo do documento, queremos encontrar tópicos dentro do documento e associar
palavras a esses tópicos. Dada a figura 2.11, temos que cada documento (restaurante) é
representado por um retângulo e as mesas são representadas pelos círculos. Cada palavra
(cliente) xji está sentado em uma mesa do restaurante j, e representamos essa associação
45
com o índice tji. Para cada mesa, associamos um tópico (prato) através do índice kjt.
Os tópicos que podem ser associados a cada mesa são representados por φk. Outras
associações são necessárias conforme pode ser visto na tabela 2.1.
Tabela 2.1: Outras representações
Símbolo Significado
njtk palavras do documento j na mesa t e tópico k
njt· palavras do documento j na mesa t
nj·k palavras no documento j pertencentes ao tópico k
nj·· palavras do documento j
n··k palavras pertencentes ao tópico k do corpus
mjk mesas do documento j pertences ao tópico k
mj· mesas do documento j
m mesas pertences ao tópico k no corpus
m··· total de mesas no corpus
O mesmo conceito pode ser aplicado à clusterização de imagens de forma hierárquica.
Temos que as features da imagem seriam o equivalente a palavras, os documentos às
imagens, as mesas seriam classes e os tópicos as super classes das imagens. Para entender
melhor as equivalências, são apresentados na tabela 2.2




Mesa Tópico Conjunto de features
Prato Tópico Global Classe
Analisando a distribuição condicional θji dado θj1, ...θj,i−1 e G0 (considere Gj está
integrado), temos




i− 1 + α0 δφjt +
α0
i− 1 + α0G0. (2.67)
Para concluir, definimos que φ1, ...φk são os valores que o conjunto θ1, ...θi−1 pode
assumir, e seja mk o número de valores θi′ , que são iguais φk, para um i′ no intervalo entre
1 e i. Assim:




i− 1 + α0 δφk +
α0
i− 1 + α0G0. (2.68)
Notando que G0 aparece apenas como uma distribuição das variáveis φjt, e que ele é
distribuído de acordo com um Processo Dirichlet, podemos integrá-lo e escrever a distri-
buição condicional de φjt como:
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Na analogia da franquia, o processo representado pela equação 2.67 irá atribuir os clientes
às mesas de um restaurante, e o prato desta mesa é servido ao cliente. Se o cliente se
sentar em uma mesa vazia, então, de acordo com a equação 2.69, um prato será atribuído
a esta nova mesa. Este prato pode ser um dos pratos existentes ou um novo. Assim, para
obtermos um valor de θji para cada j e i emprega-se a equação 2.67. Se for necessário um
novo G0, emprega-se a equação 2.69 para obter φjt e fazemos θji = φjt.
2.6 Atenção
Segundo Corbetta [20], a atenção é a capacidade mental de selecionar estímulos, respostas,
memórias ou pensamentos que são comportamentalmente relevantes entre os muitos que
são comportamentalmente irrelevantes. Em geral, acreditamos que todo ambiente que
observamos está sendo processado e armazenado como uma rica representação em nossa
memória. Entretanto, apenas aquelas regiões atendidas pela atenção realmente serão
analisadas e processadas em níveis cognitivos superiores e a ordem em que uma cena é
investigada é determinada pelo mecanismo de atenção seletiva [26] e a mesma pode ocorrer
entre as diversas modalidades sensoriais (audição, visão, etc).
De acordo com a Teoria da Integração de Características (FIT) [21], diversas carac-
terísticas, como cor, orientação e contraste de uma região são extraídas no momento
pré-consciente do processo atencional. A partir daí, processos conscientes mediarão a
integração das diferentes características específicas de um objeto em um maior nível de
abstração. Neste sentido, o fenômeno atencional surge de dois processos fundamental-
mente diferentes com relação ao estímulo que dá origem ao mesmo: o bottom-up e
top-down [22].
A atenção top-down é o mecanismo atencional direcionado pelos nossos objetivos
(estímulos internos) que implementa estratégias cognitivas de longo prazo. Procurar por
pessoas com cabelos escuros em uma cena onde desejamos encontrar alguém em particular
é um exemplo de atenção orientada pelo mecanismo top-down.
O mecanismo bottom-up (ou saliência), por outro lado, é um processo gerado por
estímulos externos capazes de capturar a atenção por meio de regiões salientes. Quando
tratamos de saliência em imagens, o resultado da saliência é representado por mapas de
saliência, como aquele da Figura 2.12. Nesses mapas, as imagens são geradas de modo que
as áreas com pixels de alto valor expressam alta saliência na imagem original, enquanto as
regiões com pixels de baixo valor representam baixa saliência. Datasets de saliência visual
são construídos a partir da coleta de dados de fixação ocular de seres humanos enquanto
os mesmos observam as cenas.
Uma forma clássica de detecção de região saliente é por meio do histograma da imagem
na qual observamos os contrastes [51].
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(a) (b)
Figura 2.12: (a): Imagem Original; (b): Exemplo de identificação de saliência na imagem
(a). Imagem extraída de [55].
2.6.1 Saliência Visual
A saliência pode ser usada como uma etapa de pré-processamento em um sistema de visão
computacional. Por meio dela, faremos com que determinadas partes de uma imagem
tenham destaque enquanto outras terão sua importância diminuída. Esta região de foco
da atenção pode ser constituída por um objeto e a detecção do mesmo pode ajudar diversas
etapas de um sistema baseado em visão, sendo especificamente de interesse deste projeto
a de aumento de quantidade de dados. Este processo pode ser feito, por exemplo, por
meio de recortes em regiões mais salientes. Além de ajudar no aumento da quantidade
de imagens, o processo permitirá que demos um foco maior no que é mais importante nas
imagens, permitindo um acréscimo de informações de interesse.
A Figura 2.13 apresenta um comparativo entre processos bottom-up e top-down apli-
cados sobre uma mesma imagem.
(a) (b) (c) (d) (e)
Figura 2.13: (a): Imagem Original; (b): Saliência Bottom-up; (c): Mapa de objeto
gerador; (d): Atenção Top-Down; (e): Método de estimativa de atenção Top-down por
meio de dicionário discriminativo baseado em superpixel. No mecanismo top-down, o foco
se dá para as regiões de interesse enquanto no bottom-up o mesmo acontecerá para as
regiões de saliência visual. Imagem de [42]
O reconhecimento de objetos, em particular, pode ser beneficiado pela abordagem
atencional. Por meio desta abordagem, podemos segmentar o objeto saliente dos de-
mais elementos da cena que podem conter objetos ou outros dados que interferem na
classificação. Ainda, a redução do tamanho da imagem pela subamostragem da região
de interesse pode fazer com que a imagem seja processada de forma mais rápida e com
melhor eficiência computacional.
Apesar de existirem vários métodos de saliência visual que vão desde mapas de con-
traste [51] a modelos baseados em Deep Learning, como SALICON [38], DeepFix [45]
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and Deep Gaze II [46], seguiremos neste trabalho uma abordagem adaptada sobre aquela
proposta por [34] que é computacionalmente bastante eficiente.
No método proposto em [34], o processo de detecção da saliência consiste em duas fases:
a primeira de detecção de regiões de saliência na imagem como um todo e a segunda que
tem como objetivo encontrar, dentre as regiões salientes previamente detectadas, o objeto
mais saliente da cena.
O mapa de saliência da imagem adquirida é calculado a partir do método de coleta
de modelos amostrados (Sampled Template Collation - STC) proposto em [35]. O STC
calcula o mapa de saliência amostrando templates T aletórios sobre a imagem original.
Cada template é então comparado aos demais, gerando uma medida de dissimilaridade. Os
templates com uma pontuação geral de dissimilaridade mais alta, portanto, representam
áreas na imagem que se destacam do resto, portanto, regiões salientes. Os valores de
dissimilaridade destes templates são usados para gerar os mapas de saliência, de acordo
com a equação 2.70.
s = l(a+ b) ∗ w ∗H(T1)H(T2), (2.70)
onde s é a pontuação geral de dissimilaridade, l(a, b) é a norma L2 sobre a diferença de
luminosidade L de dimensões oponentes de cores a e b entre dois templates T1 e T2 sobre
o espaço de cores CIE Lab, w = 1(d(T1, T2)/max(d)) é o peso relativo sobre a distância
euclideana entre dois templates considerando-se a máxima distância possível dentro da





onde pm é a frequência relativa do valor de brilhom dentro do template. O emprego da
entropia na saliência permite que áreas que seriam salientes devido a um brilho excessivo
ou a cores únicas mas apenas localmente ao template, não interfiram na saliência global.
Para encontrar a saliência do objeto, é escolhido o template mais saliente da área mais
saliente do mapa montado na fase anterior e todos os demais templates da amostra são
comparados ao template mais saliente a partir da equação:
s = (a+ b) + (α ∗ l) + |H(T1)−H(T2)|, (2.72)
onde α = 1/3. O resultado deste processo é um mapa de calor da imagem sobre o qual
aplica-se a detecção de contorno para identificar o objeto saliente. Os autores mostraram
que o método é capaz de superar os sistemas de atenção visual de última geração - em
termos de desempenho e velocidade computacional, alcançando uma pontuação ROC de
0,794 no benchmmark Judd. A figura 2.14 apresenta o fluxo proposto para detecção do
objeto mais saliente da cena.
2.7 Técnicas de aumento de dados artificiais
Embora parte significativa das pesquisas em Aprendizado de Máquina foquem na constru-
ção de modelos com maior qualidade, existem muitas situações onde o aumento de dados
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Figura 2.14: Fluxo do processo de detecção do objeto mais saliente proposto em [34].
Da esquerda para direita e de baixo para cima: 1. Imagem original; 2. STC sobre os
templates sorteados; 3. Saliência da imagem; 4. Objeto que contém o template sorteado
dentro da região de saliência computada em 3; 5. STC sobre o template de maior saliência
de objeto; 6. Recorte da máscara de saliência. Imagem adaptada [34].
pode ser suficiente para tornar um algoritmo melhor. Porém, em muitos casos, aumentar
a base de dados com novos exemplos pode ser muito trabalhoso e demorado. Para isso,
existem técnicas de aumento de dados artificiais que auxiliam nessa busca por mais dados.
Além de servirem para aumentar os exemplos disponíveis, o aumento de dados pode ser
uma forma de evitar o overfitting[3].
Devido tal importância, as técnicas de aumento de imagens de forma artificial vêm
sendo pesquisadas com mais atenção. Hoje, com o crescimento do aprendizado profundo,
que exige uma quantidade exaustiva de dados para se ter um bom resultado, temos novas
técnicas surgindo para que a quantidade de dados seja cada vez maior.
As principais técnicas de aumento de dados usadas atualmente serão descritas a seguir.
2.7.1 Giro
O giro recebe a figura original e a inverte horizontalmente ou verticalmente, funcionando
como um espelho. Essa inversão pode ser interessante para que a rede aprenda que deter-
minada característica pode ocorrer de ambos os lados, por exemplo [57], como destacado
na Figura 2.15.
2.7.2 Rotação
A técnica de rotação constiste em rotacionar a figura em um determinado ângulo espe-
cífico. Pode ser realizada em diferentes ângulos, o mais comum é o uso de 90 graus. A
figura original da Figura 2.16 é um quadrado portanto, ao ser rotacionada em ângulo reto
as suas dimensões se mantêm [57].
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(a) (b) (c)
Figura 2.15: Resultado do aumento de dados com giro (a): Figura original; (b): Giro
vertical na figura (a); (c): Giro horizontal na figura (a).
(a) (b) (c) (d)
Figura 2.16: (a): Figura original; (b): 90 graus sentido horário em relação a figura (a);
(c): 90 graus sentido horário em relação a figura (b); (d): 90 graus sentido horário em
relação a figura (c).
Se fosse um retângulo, a sua dimensão pode ser modificada se rotacionada a 90 graus,
já se rotacionado a 180 graus então seu tamanho será preservado. Em situações onde
temos rotações de forma a cortar a figura, podemos aplicar métodos de interpolação,
como no exemplo da Figura 2.17 para resolver esses problemas [57].
(a) (b) (c) (d)
Figura 2.17: (a): Método constante, no qual mantemos alguma cor em específico. Se o
fundo da figura original for monocromático, seria uma boa solução; (b): Método da borda,
usado no qual os valores são estendidos além dos limites; (c): Método refletir, no qual
os valores dos pixels da figura são refletidos ao longo do limite da figura. Principalmente
usados para fundos contínuos ou naturais; (d): Método wrap, a figura é repetida até o
limite como se fosse feito um recorte na figura original e usada nos espaços que sobram,
não é um método muito usado.
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2.7.3 Escala
Com uso de escala a figura original será dimensionada para aumentar ou para diminuir
seu tamanho. Se dimensionarmos para aumentar teremos uma figura maior que a fi-
gura inicial. Se houver necessidade do tamanho ser mantido, podemos realizar um corte
na figura causando a sensação que realizamos um zoom na figura original[57], conforme
apresentado na Figura 2.18.
(a) (b) (c)
Figura 2.18: (a): Figura original; (b): Aumento de escala em 10% em relação a (a); (c):
Aumento de escala em 50% em relação a (a).
Caso a escala seja reduzida, a figura diminuirá. Para preencher o espaço vazio que
resultará desta operação podemos usar extensão da borda da figura após o limite. Outra
solução seria a forma de reflexão na qual os pixels são refletidos ao longo do limite da
figura. Também é comum deixarmos uma cor de fundo apenas.
2.7.4 Recorte
O recorte é o método que recebe uma figura e realiza um recorte aleatório na mesma. Esse
método pode ser empregado de diversas formas, como por exemplo através de técnicas de
saliência para encontrar a região que mais chama atenção e então realizar um corte na
mesma [57]. A Figura 2.19 apresenta um exemplo de recorte.
(a) (b) (c)
Figura 2.19: (a): Figura original; (b): Recorte aleatório; (c): Recorte aleatório.
2.7.5 Outras técnicas de aumento
As técnicas anteriormente citadas não são as únicas existentes. Podemos, por exemplo,




Figura 2.20: (a): Figura original; (b): Aplicação de ruído
Podemos também utilizar de técnicas mais avançadas como Transferência de estilos
neural, que utiliza GANs para transferir o estilo de uma figura de referência para uma
figura base, criando uma figura completamente diferente. Essa técnica (destacada na
Figura 2.21), porém, demanda maior poder computacional que as outras.
(a) (b) (c)
Figura 2.21: (a): Figura original; (b): Figura referência; (c): Transferência realizada.
2.8 Resumo
No decorrer desse capítulo apresentamos os conceitos teóricos que fundamentam as arqui-
teturas de Boltzmann desde seus conceitos de termodinâmica até modelos de aprendizado
para estas redes. Além disso, discutimos as principais diferenças de suas derivações: BM,
RBM, DBM, sendo a DBM aquela a ser utilizada neste trabalho.
Além disso, apresentamos os princípios de funcionamento do Processo Dirichlet e a sua
versão mais importante: a Franquia do restaurante chinês, adotada neste trabalho para
realização de agrupamentos de features. Adicionalmente, com o objetivo de possibilitar o
aprendizado com poucos dados, destcamos técnicas de agumentação por aumento artificial




Neste capítulo, discutiremos a revisão da literatura sobre os assuntos explorados nesta dis-
sertação. Nós o subdividimos em três partes: a seção 3.1 explora trabalhos relacionados
à Máquina de Boltzmann Profunda, enquanto a seção 3.2 apresenta alguns trabalhos re-
levantes sobre Processo Dirichlet Hierárquico. Finalmente, na seção 3.4, apresentamos os
trabalhos que unem Máquina de Boltzmann e Processo Dirichlet Hierárquico, denominado
Hierárquico Profundo.
3.1 Máquina de Boltzmman e variações
A Máquina de Boltzmann [32] exigia cadeias de Markov aleatoriamente inicializadas para
aproximar suas distribuições de equilíbrio a fim de estimar os valores das expectativas
dependentes e independentes de dados, que um par de variáveis conectadas iria receber.
Em [33], Hinton apresenta as Máquinas Restritas de Boltzmann que não possuem
ligação entre unidades da mesma camada, e cujo treinamento é muito mais eficiente. Neste
modelo, várias camadas ocultas podem ser aprendidas, tratando as atividades ocultas de
uma RBM como dados para treinar uma RBM em um nível superior [31].
No entanto, se várias camadas são aprendidas neste modo guloso, camada por ca-
mada, o modelo final não será uma Máquina de Boltzmann Multicamada [60]. Este será
um modelo denonimado Rede de Crença Profunda (DBN), que apesar da similaridade
com a DBM, apresenta conexões não direcionadas em suas duas camadas superiores, e
conexões direcionadas entre as camadas inferiores. Pode-se aprimorar o aprendizado das
RBMs utilizando de diferentes técnicas, dependendo do objetivo da rede. No caso de re-
conhecimento de imagens, em [43] é apresentado um treinamento que consiste em dividir
uma imagem de tamanho 32x32 em pedaços de tamanho 8x8, treinar pequenas RBMs
com esses pedaços, e depois uní-las em uma RBM completa.
Salakhutdinov et al. [61] usou uma abordagem para filtragem colaborativa que pode
lidar com conjuntos de dados muito grandes. O método utiliza RBMs para modelar as
classificações de filmes feitas pelos usuários da Netflix. Neste trabalho os autores de-
monstram que RBMs podem ser aplicados com êxito ao conjunto de dados da Netflix,
contendo mais de 100 milhões de avaliações de usuários / filmes. Quando as previsões de
múltiplos modelos RBM e vários modelos Singular Value Decomposition (SVD) são line-
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armente combinados, consegue-se uma taxa de erro que é 6% melhor do que a pontuação
do próprio sistema da Netflix.
Ruslan et al. [56] apresentam um modelo composto de HDP-DBM que, segundo os
autores, aprende a aprender novos conceitos a partir de poucos exemplos de treinamento,
aprendendo features genéricas de baixo nível, features de alto nível que capturam cor-
relações entre features de baixo nível, e uma hierarquia de categorias para compartilhar
propriedades em alto nível. Já Srivastavab et al. [64] propõem uma Máquina Boltzmann
Profunda para aprender um modelo generativo de dados multimodais (por exemplo ima-
gens com textos, e vídeos com áudio). Dados de diferentes modalidades são combinados e
essas representações aprendidas são úteis para classificação e recuperação de informações.
Por amostragem das distribuições condicionais sobre cada modalidade de dados, é possível
criar essas representações mesmo quando algumas modalidades de dados estão ausentes.
Foram realizados experimentos em dados bi-modais de texto de imagem e áudio-vídeo, o
que obteve bons resultados que alcançaram ou superaram modelos profundos e SVM.
Em [7], os autores propõem uma nova abordagem de aprendizado de máquina baseada
na distribuição quântica de Boltzmann de um Hamiltoniano quântico (QBM), e aplicam
conceitos de física quântica para o treinamento de uma Boltzmann machine que possa
futuramente ser usada em um hardware quântico físico.
Tavakolian et al. [66] apresentam uma nova abordagem de aprendizagem profunda
para a classificação de cenas baseadas em vídeo, utilizando um Modelo Heterogêneo Dis-
criminativo Profundo (HDDM), cujos parâmetros são inicializados através da realização
de um pré-treinamento não supervisionado em camadas, usando Máquinas de Boltzmann
Restritas Gaussianas (GRBM). De acordo com o erro mínimo de reconstrução dos mo-
delos específicos de classe aprendidos, uma estratégia de votação ponderada é empregada
para a classificação. Os resultados experimentais e as comparações com métodos estado
da arte até aquele momento, demonstram que o método proposto atinge consistentemente
um desempenho superior em todos os conjuntos de dados testados.
Tubiana et al. [69] avaliam o desempenho de RBM em um problema difícil: a previsão
das propriedades das proteínas a partir de suas sequências. Foi demonstrada que a RBM
pode aprender representações composicionais de dados, em que as unidades ocultas codi-
ficam as partes constitutivas das configurações de dados. Cada parte constitutiva, devido
à esparsidade, concentra-se uma pequena região das configurações de dados, assim é mais
fácil interpretar esses recursos estendidos. As partes constitutivas podem, por sua vez,
ser estocasticamente recombinadas para gerar novos dados com boas propriedades (aqui,
a probabilidade de se dobrar na estrutura 3D desejada).
Já Suk et al. [65], por meio de uma rede profunda com uma máquina restrita de
Boltzmann como bloco de construção para analisar imagens de resonância magnética e
tomografia, encontraram uma representação hierárquica de características latentes de um
patch 3D e, em seguida, desenvolveram um método sistemático para uma representação
de recurso conjunto das amostras pareadas de ressonância magnética e tomografia com
uma DBM multimodal, com o intuito de ser uma ferramenta para diagnóstico para doença
de Alzheimer. Por inspeção visual do modelo treinado, foi observado que o método pro-
posto poderia descobrir hierarquicamente os complexos padrões latentes inerentes tanto
à ressonância magnética quanto à tomografia.
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Khalid et al. [58] descreve métodos não supervisionados de Aprendizado profundo
aplicado a análises médicas. Os modelos que interessam a essa pesquisa, citados nesse
artigo, são a RBM e a DBM. As tabelas 3.1 e 3.2 adaptadas de [58], descreve aspectos da
medicina aos quais esses modelos podem ser aplicados:
Tabela 3.1: Aplicações de RBM para análise de imagens médicas
Ref. Tarefa Imagem Detalhe
[14] Doença de Alzheimer MRI Usa um grande conjunto de dados de
MRI para descartar o modo de variações
nos cérebros de AD.
[74] Lesões de esclerose
múltipla
3DMRI Usa de imagens de MR multicanal 3D de




MRI,PET DBMs em imagens multimodais de
resonância MRI e PET digitalizadas para
classificação de doenças.
[16] Detecção de massa no
câncer de mama
Mamografia Método baseado em RBM para
oversampling de câncer e aprendizado
semi-supervisionado para resolver a
classificação de dados desbalanceados
com algumas amostras rotuladas.
[36] Separação da origem
cega de fMRI
fMRI RBM usado para detecção de fonte
latente induzida por interação funcional
interna e de separação.
[15] Localização das
vértebras




Ultrasom Elastografia de onda de cisalhamento
para indicação de classificação de classes
de tumores benignos e malignos de
glândula mamária usando RBM.
[37] Contorno da língua Ultrasom Análise do movimento da língua durante
a fala, usando codificadores automáticos
em combinação com RBM.
[52] Arritmia cardíaca ECG Atinge a acurácia média da classificação
de reconhecimento para batimentos
ectópicos ventriculares e
supraventriculares (93,63% e 95,57%,
respectivamente) para a classificação de
arritmia cardíaca.
[54] Segmentação de lesão
cerebral
MRI RBM é usado para aprendizado de recur-
sos, e um Random Forest com objetivo de
facilitar a interpretação das features ex-
traídas, para o usuário final do sistema.
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Tabela 3.2: Aplicações de DBM para análise de imagens médica
Ref. Tarefa Imagem Detalhe
[72] MRI de rastreamento
do movimento cardíaco
MRI Máquina Boltzmann de
três camadas para
guiar a segmentação do
coração quadro a
quadro durante a
terapia de radiação do









3.2 Processo Dirichlet Hierárquico
O Processo Dirichlet Hierárquico (HDP) vem sendo usado cada vez mais para recuperação
de imagens e reconhecimentos de objetos [49] e modelagem bayesiana não paramétrica
de tópicos [68]. Todos esses usos reforçam a importância do HDP para análise não-
supervisionada de dados [67].
Zhu et al. [76], com o objetivo de analisar o mercado de recrutamento e aprender
as tendências do mercado, desenvolvram um novo modelo de variável latente sequencial,
denominado MTLVM, que é projetado para capturar as dependências sequenciais dos
estados de recrutamento corporativo e é capaz de aprender automaticamente os tópicos
de recrutamento latente dentro de uma estrutura generativa Bayesiana. Para capturar a
variabilidade de tópicos de recrutamento ao longo do tempo, foram projetados processos
dirichlet hierárquicos para o MTLVM.
Em [41] os autores propõem um novo modelo não-paramétrico bayesiano, que tem
como objetivo identificar fake news. Para isso, este modelo incorpora a homogeneidade
de notícias como o componente chave que regula a semelhança entre a publicação e o
compartilhamento de interesses dos usuários. O modelo amplia o processo Dirichlet hie-
rárquico para modelar os tópicos das notícias e seus valores de homogeneidade. O trei-
namento do modelo é feito em um conjunto de dados de redes sociais do mundo real e
são encontrados valores de homogeneidade de notícias que se relacionam fortemente com
seus rótulos de genuinidade e seus conteúdos. A versão supervisionada deste modelo tem
resultados superiores ao estado da arte.
No cenário de carro autônomo, Wang et al. [71] afirmam que para o desenvolvimento
de carros autônomos que consigam lidar com cenários de direção complicados, é necessária
a habilidade de aprender o ambiente a partir dos dados, chamados de primitivas de tráfego.
A extração automática de primitivas está se tornando uma das maneiras mais eficientes
de ajudar os veículos autônomos a entender e prever os complexos cenários de tráfego.
Essas primitivas extraídas dos dados brutos devem ser adequadas para aplicações de
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condução automatizadas, sendo facilmente utilizadas para gerar novos cenários de tráfego.
Em [71], os autores propõem o primeiro método para aprender automaticamente essas
primitivas a partir de dados de tráfego em grande escala, a partir da qual se propôs
uma estrutura para gerar novos cenários de tráfego a partir de um conjunto de dados
de tráfego limitados. Também foi introduzido um método de aprendizado bayesiano não
paramétrico - um processo hierárquico Dirichlet oculto no modelo de Markov - para extrair
automaticamente primitivas de dados de tráfego multidimensionais sem conhecimento
prévio das configurações primitivas. O método desenvolvido é então validado usando
dados de condução de um dia real. Resultados mostram que o modelo é capaz de extrair
primitivas dos cenários de tráfego onde ambos os eventos binários e contínuos coexistem.
Geng et al. [28] consideraram o problema de reconhecimento relacionado a open set
(OSR), no qual quase todos os métodos existentes são projetados especialmente para
reconhecer instâncias individuais. Os reconhecedores na decisão rejeitam ou categorizam-
nos em alguma classe conhecida usando o limiar empiricamente definido, cuja seleção
geralmente depende do conhecimento de classes conhecidas levando a riscos devido à
falta de informações disponíveis de classes desconhecidas. O objetivo deste método é
apresentar uma nova estratégia de decisão coletiva/em lote, estendendo a OSR existente
para a descoberta de novas classes, considerando as correlações entre as instâncias de
teste. Especificamente, uma estrutura de OSR baseada em decisões coletivas (CD-OSR) é
proposta modificando ligeiramente o processo Hierarchical Dirichlet (HDP). Com o HDP, o
CD-OSR não precisa definir um limiar específico e pode reservar automaticamente espaço
para classes desconhecidas em testes, resultando naturalmente em uma nova função de
descoberta de classes.
Relacionado à interação homem máquina, Chen et al. [18] desenvolveram um modelo
para melhorar a compreensão dos desenvolvedores sobre os motivos que levam a uma
exceção de software específica capaz de destacar comportamentos específicos do usuário
que levam a uma alta frequência de falhas de software, por meio de uma abordagem de
aprendizado probabilística não supervisionada, adaptando o Processo de Dirichlet Hierár-
quico Aninhado aplicando a dados de linguagem natural. Esse modelo infere uma árvore
de tópicos, cada um dos quais descreve um conjunto de comandos e exceções comumente
co-ocorrentes. A árvore de tópicos pode ser interpretada hierarquicamente para ajudar
na categorização dos numerosos tipos de exceções e interações.
Smolyakov et al. [63] coletaram um conjunto de dados de um veículo padrão usado
para ir ao trabalho e para viagens pessoais. Um Modelo Oculto de Markov (HMM),
treinado nas posições do GPS e nos dados de orientação, é utilizado para comprimir a
grande quantidade de informações de posição em uma pequena quantidade de estados
de segmento de estrada. Cada estado tem um conjunto de observações, como sinais de
carro associados a ele, que são quantificados e modelados como funções de um HDP. A
inferência para as distribuições de tópicos é realizada usando o algoritmo de amostragem
split-merge HDP. O artigo demonstra como a dispersão da rede rodoviária de um veículo
em conjunto com um modelo de tópico hierárquico permite previsões baseadas em dados
sobre destinos e condições prováveis da estrada.
Shin et al. [62] desenvolveram uma nova estrutura para detectar vários tipos de objetos
variáveis dentro de dados massivos de séries temporais astronômicas. O trabalho assume
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que a população dominante de objetos não é variável. Desta forma, encontram-se outliers
dessa população usando um algoritmo de clustering baseado em um Modelo de Mistura
Gaussiana e no Processo Dirichlet.
Com os desafios clássicos de aprendizado de máquina, Domingues [23] desenvolveu
um algoritmo que é capaz de realizar uma nova detecção que pode ser aplicado para:
fraude, intrusão, diagnóstico médico, limpeza de dados e prevenção de falhas. O algoritmo
desenvolvido é um Modelo de Mistura de Processo Dirichlet, no contexto da detecção de
anomalia não supervisionada.
Por Yang et al. [73] foi apresentado uma estrutura de aprendizado não supervisionada
para analisar atividades e interações em vídeos de vigilância. Três níveis de eventos de
vídeo são conectados pelo modelo Hierarchical Dirichlet Process (HDP): recursos visuais
de baixo nível, atividades atômicas simples e interações multiagente. Com uma sequên-
cia de vídeo de treinamento, é feita a extração dos recursos visuais de baixo nível. Este
processo ocorre com base no fluxo óptico. Em seguida diferentes atividades atômicas são
agrupadas. O modelo HDP decide automaticamente o número de clusters, as catego-
rias de atividades e interações atômicas. Com base nas atividades e interações atômicas
aprendidas, um conjunto de dados de treinamento é gerado para treinar o classificador do
Processo Gaussiano. Em seguida, os modelos treinados podem ser executados em vídeo
recém-capturado para classificar as interações e detectar eventos anormais em tempo real.
No trabalho de Blei et al. [70] usa-se um algoritmo MCMC com split-merge para o
HDP para agrupar e encontrar tópicos em abstracts de artigos científicos. Este é baseado
na franquia de restaurante chinês (CRF) que representa um HDP em dois níveis [68].
Nesta representação, os clientes são particionados no nível de grupo e os pratos são par-
ticionados no nível superior. O algoritmo split-merge para HDPs opera no nível superior
- assim, a atribuição de subconjuntos de documentos no corpus pode fazer split ou merge
com outros subconjuntos. O artigo demonstra que o HDP com a técnica de split-merge
têm o potencial de convergir mais rapidamente que o processo HDP tradicional.
3.3 Poucos dados
Aprender com poucos dados, em geral, pressupõe uma maior ênfase na transferência de
conhecimento, uma vez que a sua base está em usar conhecimento já existente proveniente
de categorias previamente aprendidas. Existem vários métodos para realizar transferên-
cia de conhecimento. Transferência de conhecimento é importante em cenários em que o
número de exemplos de treinamento é limitado, ou em que o aprendizado de forma incre-
mental é necessário. Nos tópicos a seguir, discutiremos as possibilidades de transferência
neste contexto.
3.3.1 Transferência de conhecimento por meio dos parâmetros do
modelo
No âmbito de poucos dados, uma das formas de transferência de conhecimento se dá por
meio da reutilização de parâmetros do modelo [25]. Modelos são as características que
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definem a classificação de um objeto. Por exemplo, em modelos baseados em partes, as
classes de objetos são definidas a partir de parâmetros que caracterizam as partes que
compõem o objeto, como suas posições e aparências.
Em [24], é proposto um modelo de classes caracterizadas pelas suas matrizes de trans-
formação. Neste trabalho, para o algoritmo aprender um novo dígito, por exemplo "4",
a partir de um único exemplo, ele se utiliza de informações de uma classe já aprendida,
como por exemplo a classe de letra "A". O algoritmo então transfere o modelo que foi
usado para aprender a classe "A", que é composto de matrizes de transformação da ima-
gem, para o aprendizado do dígito "4", usando variações dessas matrizes já aprendidas.
A essência dessas ideias é obter modelos através de exemplos de treinamento, e então, su-
pondo que novas classes de objetos serão relativamente próximas de classes já aprendidas
(como dígitos e caracteres), os parâmetros desses modelos são aplicados às novas classes.
3.3.2 Transferência de conhecimento através de compartilhamento
de características
Intuitivamente, podemos perceber que existem diferentes classes de objetos que compar-
tilham características semelhantes. Logo, uma forma eficiente de aprendizado passaria
pela reutilização dessas características em comum [25].
Figura 3.1: Características de forma e cor de diferentes classes: Maçã, Laranja, Pêra e
Golfinho. Imagem retirada de [56]
Em [56], os autores utilizam uma técnica de classificação multinível, onde uma classe
tem uma super-classe, e esta super-classe tem diversas classes filhas. Essas super-classes
agrupam características em comum com as classes filhas. Para uma classe nova, suas
características são identificadas e comparadas com as das classes e super-classes, e então
ela é classificada de acordo com a semelhança. No exemplo apresentado na Figura 3.1,
ao tentar classificar uma nova classe Pêra, o algoritmo identifica que ela compartilha
características das classes Maçã e Laranja, que fazem parte da super-classe Fruta, mas
que ela tem pouca semelhança com a classe Golfinho.
60
3.3.3 Transferência de conhecimento por informações do contexto
Até este ponto foram apresentadas técnicas que fazem uso de características de objetos
de uma classe para aplicá-los a outra classes. Ou seja, onde as informações são centradas
no objeto. Entretanto, objetos geralmente não estão sozinhos nas imagens. Normalmente
eles estão inseridos em cenários com imagens de fundo onde diferentes objetos interagem
entre si. A partir desta observação, Murphy et al [39] propuseram um algoritmo que
utiliza informações do ambiente para ajudar no aprendizado e reconhecimento de objetos.
A ideia é que o cenário provê pistas importante para o reconhecimento de objetos. Desta
forma, o algoritmo usa informação contextual na classificação de objetos. A Figura 3.2
apresenta um exemplo de inferência do objeto baseado no contexto da cena.
Figura 3.2: Apenas pelo contexto da imagem, podemos inferir com bastante certeza que
o objeto escondido é um monitor de computador. Imagem de [39]
3.3.4 Desafios
O uso de poucos dados é um problema considerado novo, com a maior parte das pesquisas
apresentadas nos últimos 5 anos. Desta forma, existem vários desafios associados à sua
aplicação nos mais diversos contextos que precisam ser tratados para que as mesmas
obtenham sucesso. Dentre estes, podemos destacar:
• Identificação de objetos: A identificação dos objetos em si é um problema visto
que os mesmos podem ser apresentados em diferentes posições e condições de ilu-
minação, sofrer variações causadas por deformações de partes articuladas (como o
corpo humano e o de animais), etc. Outro problema é que objetos geralmente não
estão sozinhos em uma imagem, no cenário da imagem estão dispostos outros objetos
e ruídos que aumentam o desafio para algoritmos de reconhecimento, especialmente
quando o objeto está parcialmente oculto pelo ruído da imagem [25].
• Identificação de novas classes: Devido ao problema de identificação de obje-
tos, a classificação dos mesmos se torna ainda mais difícil pelas grandes diferenças
exibidas por objetos de uma mesma classe. Então o desafio é conseguir identificar
quando esses objetos estão realmente na mesma classe, ou quando essas diferenças
são suficientes para se criar uma classe nova. O problema é ainda maior quando as
diferenças entre objetos da mesma classe são tão grandes quanto a de objetos de
classes distintas.
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• Obtenção de um bom modelo: Atualmente os modelos que têm boa resolução
em problemas diversos necessitam de muitos dados. Entretanto, estes modelos não
costumam ter bons resultados com poucos dados. Com isso, vários pesquisadores
tentam desenvolver bons modelos para o caso de poucos dados, mas, por ser uma
área muito recente, não é fácil identificar quais modelos são os mais adequados para
diferentes cenários.
A Tabela 3.3 apresenta uma comparação entre as técnicas utilizadas pelos trabalhos
mais recentes relacionados à poucos dados. Os trabalhos são classificados quanto: a)
a metodologia usada na classificação; b) a possibilidade de criação de novas
classes para novos exemplos; c) que características são usadas para classificação.
Em [56] e [59], uma HDP-DBM foi utilizada para identificação de características simila-
res entre as imagens. Por meio dessas informações foi possível criar classes e superclasses.
As superclasses eram as responsáveis em agrupar classes com características parecidas.
Os resultados destes trabalhos são superiores aqueles apresentados por outros algoritmos
e demonstram que o modelo proposto pode adquirir novos conceitos a partir de poucos
exemplos em um conjunto diverso de aplicações. O modelo usado foi testado apenas
usando DBMs mas, como o próprio autor reconhece, outras técnicas de Deep Learning
podem ser empregadas com potencial para melhorar os resultados. No trabalho descrito
em [27], duas redes neurais idênticas, que compartilham dos mesmos pesos, buscam se-
melhanças entre as imagens. Então, com a informação de ambas as redes, uma função de
saída verifica se estas imagens estariam em uma mesma classe. Apesar dos bons resultados
nos datasets empregados, este modelo não permitir a criação de novas classes.
Em [2], por meio de Neural Turing Machine e Long Short Term Memory Network
foi criada uma nova arquitetura que faz uso de memória de longo prazo e curto prazo.
Enquanto a LSTM armazena informação de todo conhecimento adquirido, uma memória
externa é utilizada para salvar as informações mais novas. O acesso memória de curto
prazo é chamado Least Recently Used Access (LRUA). Esse modelo grava informações
na memória, na posição menos usada, preservando informação relevante recente, ou na
memória mais recente, o que ajuda a atualizar a informação usada com dados novos e
mais importantes. Este modelo enfatiza a codificação das informações mais relevantes.
Na mesma linha, [53] utiliza uma LSTM junto com um framework. Entretanto, o foco
deste trabalho está na criação de sua própria forma de realizar treinamento específico
para One-Shot Learning.
3.4 Hierarquia Profunda
Salakhutdinov et al. [59], propuseram o modelo Hierarquia Profunda (HD). O HD
é uma arquitetura de aprendizado composicional que integra modelos de aprendizado
profundo com modelos de hierarquia Bayesiana. Mais especificamente, é um modelo
composto de dois métodos de aprendizado, a Máquina de Boltzmann Profunda (DBM) e
o Processo Dirichlet Hierárquico (HDP). Este método composto HDP-DBM procura por
correlações entre classes para criar superclasses que contêm as características de alto nível
em comum com as classes filhas [56].
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Tabela 3.3: Comparação de trabalhos relevantes de 2006 até 2017
Paper Método Nova classe? Características
[9] Hierarchical Bayesian Program Learning (HBPL) Sim Carectere
[8] Hierarchical Bayesian Sim Caractere
[47] Motor programs + Deep Boltzmann Machine(DBM) Sim Caractere
[10] Bayesian Program Learning Sim Caractere
[56] Hierarchical Dirichlet Process-DBM(HDP-DBM) Sim Formato, Cor, Caractere
[59] Hierarchical Dirichlet Process-DBM(HDP-DBM) Sim Formato, Cor, Caractere
[27] Deep Siamese Neural Networks Não Caractere
[53] Long Short Term Memory networks (LSTM) Não Caractere/Imagem
[2] Neural Turing Machines (NTM) + (LSTM) Sim Caractere
[6] Bayesian Não Formato, Cor
Esta arquitetura aprende de forma não-supervisionada, buscando por 3 componentes
principais nas classes. Primeiro, por características de baixo nível (ex. pixels, contornos)
que dão uma primeira representação para os conceitos de um domínio. A DBM cumpre
este papel de encontrar as relações de baixo nível para a classe [59]. Em seguida, caracte-
rísticas de alto nível, como as partes que constituem o objeto na imagem e que expressam
a estrutura percebida de uma classe e correlações entre as características de baixo-nível
são abstraídas. O modelo HDP é o responsável por analisar as características encontra-
das pela DBM e agrupá-las nas classes, identificando os atributos de alto-nível em comum
entre elas [59]. Finalmente, hierarquias de superclasses que compartilham conhecimento
entre classes abaixo do seu nível na hierarquia são constituídas. Logo, classes filhas de
uma mesma superclasse têm características em comum. Essas hierarquias auxiliam no
aprendizado de novos conceitos. O método usado para determinar as superclasses é o
do Franquia do Restaurante Chinês (Chinese Restaurant Franchise - CRP) [13], um mé-
todo probabilístico em que, sempre que uma nova categoria é passada para classificação,
existe uma probabilidade de ela ser classificada em uma superclasse já existente, ou em
uma nova que será criada, o que permite o aprendizado de novas categorias de forma
não-supervisionada [59].
3.5 Resumo
No decorrer desse capítulo apresentamos o uso extensivo da DBM em diversas áreas,
desde sistemas de recomendação até detecção de doenças. Esta rede pode ser usada para
textos, imagens e vídeos e a sua exploração em pesquisa é focada principalmente com
o uso de muitos dados. O HDP, por sua vez, vem sendo usado principalmente para
modelos de tópicos sobre textos, com raras aplicações em contextos diversos como aqueles
apresentados relacionados a veículos autônomos, interação homem-máquina e robótica.
Em particular, na última aplicação mencionada, o experimento de CD-OSR [28], propõe
o uso do HDP para descobrir novas classes e agregar essa nova descoberta às classes
conhecidas do sistema. Embora [59] empreguem o HDP e a DBM juntos, o trabalho foca




Neste capítulo, apresentamos os conjuntos de dados usados nos experimentos na seção 4.1
e na seção 4.3 os recursos computacionais empregados.
4.1 Banco de imagens
CIFAR-100: é um banco de dados que contém 50.000 imagens de treino e 10.000 imagens
de teste de 100 categorias de objetos (600 imagens por classe), com 32x32x3 pixels RGB.
As 100 classes no CIFAR-100 são agrupadas em 20 superclasses, como pode ser observado
na tabela 4.1. A extrema variação em escala, ponto de vista, iluminação e de objetos no
cenário, torna a tarefa de reconhecimento de objetos bem difícil com esse banco de dados
[44].
4.2 Classes usadas
Embora seja usado o banco de dados CIFAR-100, apenas as seguintes classes e superclasses
foram utilizadas da tabela 4.2.
4.3 Recurso computacional
Todos os experimentos foram realizados em uma máquina com processador Intel R© Core
TM i7-3770K 3.50GHz, 16GB de memória, uma GPU NVIDIA GTX 1080 de 8GB e Ubuntu
16.04.
Nossa abordagem de HDP-DBM foi implementada na linguagem de programação
Python. As bibliotecas mais importantes usadas no desenvolvimento do código foram
Tensorflow, Numpy, Matplotlib, Scipy, Scikit-Learn e OpenCV, que forneceram mecanis-
mos para criação de redes neurais, processamento de imagem, rastreamento de pontos de
interesse, criação e manipulação de redes neurais, manipulação de matrizes, geração de
gráficos e geração de matrizes de confusão.
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Tabela 4.1: CIFAR-100 com superclasses e classes
Superclasse Classe
Mamíferos aquáticos castor, golfinho, lontra, foca, baleia
Peixes peixes de aquário, peixe chato, raio, tubarão, truta
Flores orquídeas, papoulas, rosas, girassóis, tulipas
Potes de comida garrafas, tigelas, latas, copos, pratos
Fruta e vegetal maçãs, cogumelos, laranjas, peras, pimentão
Itens elétricos de casa relógio, teclado de computador, lâmpada, telefone, televisão
Móveis de casa cama, cadeira, sofá, mesa, guarda-roupa
Insetos abelha, besouro, borboleta, lagarta, barata
Grandes Carnívoros urso, leopardo, leão, tigre, lobo
Grandes coisas feitas pelo homem ponte, castelo, casa, estrada, arranha-céu
Grandes cenas naturais nuvem, floresta, montanha, planície, mar
Grandes onívoros e herbívoros camelo, gado, chimpanzé, elefante, canguru
Mamíferos médios raposa, porco-espinho, gambá, guaxinim, gambá americano
Invertebrados não insetos caranguejo, lagosta, caracol, aranha, verme
Pessoas bebê, menino, menina, homem, mulher
Répteis crocodilo, dinossauro, lagarto, cobra, tartaruga
Pequenos mamíferos hamster, rato, coelho, musaranho, esquilo
Árvores carvalho silvestre, carvalho, palma, pinho, salgueiro
Veículos 1 bicicleta, ônibus, motocicleta, picape, trem
Veículos 2 cortador de grama, foguete, bonde, tanque, trator
Tabela 4.2: CIFAR-100 com superclasses e classes
Superclasse Classe
Mamíferos aquáticos golfinho, baleia
Flores papoulas, rosas, girassóis
Fruta e vegetal maçãs, laranjas, peras




Esse capítulo tem como objetivo apresentar a arquitetura proposta neste trabalho para
o agrupamento hierárquico não-supervisionado de dados. Na seção 5.1 descrevemos os
quatro fluxos da arquitetura proposta. Na seção 5.2 apresentamos o aprofundamento na
arquitetura da DBM empregada enquanto na seção 5.3 detalhamos o proesso de aumennto
no número de imagens de forma artificial. A seção 5.4 detalha o processo de deteção de
saliência e a seção 5.5 descreve a metodologia empregada para agrupamento dos dados
realizado pelo HDP. Finalmente, a seção 5.6 apresenta o conjunto de experimentos que
foram realizados.
5.1 Fluxos
Nesta pesquisa foram seguidos quatro fluxos, cada um representado por uma arquitetura
com um nível incremental de complexidade em relação a anterior.
A arquitetura da Figura 5.1 constitui o fluxo básico da Hierarquia Profunda. Neste
fluxo, as imagens que vão alimentar a Máquina de Boltzmann profunda não recebem modi-
ficações e a saída será constituída por um conjunto de features. Na seção 5.2 descrevemos
em maiores detalhes como o treinamento foi realizado.
Figura 5.1: Arquitetura do fluxo básico. Neste fluxo, a DBM recebe as imagens de
treinamento sem qualquer pré-processamento e aprende as features a serem extraídas.
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Já a arquitetura apresentada na figura 5.2 constitui o segundo fluxo que insere, no fluxo
anterior, uma etapa de aumento artificial de imagens anterior à extração das features por
parte da DBM descrito em maiores detalhes na seção 5.3.
Figura 5.2: Arquitetura com aumento artificial dos dados. Neste fluxo, a DBM recebe
um conjunto com as imagens de treinamento aumentado por transformações nas imagens
originais.
A arquitetura da figura 5.3 constitui o terceiro fluxo que recebe a adição da etapa
de saliência. Este fluxo adiciona ao fluxo anterior (figura 5.2) a etapa de detecção de
saliência antes da etapa de aumento artificial de imagens. A seção 5.4 detalha o método
empregado na detecção de saliência. Cada fluxo tem como objetivo melhorar os resultados
obtidos pelo fluxo anteriormente proposto.
Já a arquitetura da figura 5.4 constitui o fluxo completo proposto com a adição do
HDP ao fluxo proposto na figura 5.3. Este fluxo tem como objetivo agrupar as features
adquiridas pela DBM a partir dos dados aumentados e da saliência. A descrição da
metodologia de treino do HDP será aprofundada na seção 5.5.
5.2 Máquina de Boltzmann Profunda
A arquitetura completa da DBM desenvolvida e empregada em todos os fluxos anterior-
mente descritos é apresentada na figura 5.8. Ela é constituída de 26 pequenas RBMs e
duas RBMs, sendo a primeira uma RBM Gaussiana, que iremos nos referir como GRBM,
e a segunda, uma RBM Multinomial, que chamaremos de MRBM. O processo completo
de treinamento da DBM consiste em: 1) uma fase de treinamento das 26 pequenas RBMs
(detalhada na seção 5.2.1) sobre o conjunto de dados de entrada; 2) uma fase de treina-
mento da GRBM realizada sobre a saída das pequenas RBMs (detalhado na seção 5.2.2);
3) uma fase de treinamento da MRBM realizado sobre a saída da GRBM (detalhado na
seção 5.2.3); 4) o treinamento da DBM realizada sobre o conjunto de dados de entrada e
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Figura 5.3: Arquitetura que faz uso de saliência e aumento os dados anterior à extração
de features pela DBM.
com os pesos inicializados com aqueles aprendidos na GRBM e na MRBM (detalhado na
seção 5.2.4).
O treinamento de cada RBM segue [60], usando da Divergência Constrativa, descrito
na seção 2.3.2. Além disso, acrescentamos as técnicas de Momentum e Weight-Decay,
como sugerido em [33]. O momentum, descrito na seção 2.3.5 ajuda a aumentar a veloci-
dade de aprendizado, já o Weight-Decay, descrito em 2.3.6, ajuda a evitar overfitting. O
processo de amostragem e ativação que serão empregados em todos os casos são:
• Amostragem de Bernoulli tem a ativação sigmoide;
• Amostragem Gaussiana tem a ativação linear conforme sugerido em [33];
• Amostragem Multinomial tem ativação softmax.
5.2.1 26 RBMs pequenas
A primeira etapa de treino de nossa DBM requer uma etapa de pré-treino. Conforme
sugerido por Hinton em [43], 26 RBMs pequenas serão treinadas com pedaços das ima-
gens de entrada, isto foi testado pelo autor e obtido um bom resultado. As imagens de
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Figura 5.4: Arquitetura que identifica agrupamentos por meio do HDP após receber
arquivos de bag-of-words que contém as features detectadas pela DBM.
treinamento têm tamanho de 32x32 pixels. Nesta etapa, dividiremos cada imagem em
partes de 8x8 pixels. A divisão da imagem de treinamento é feita conforme apresentado
na Figura 5.5. Além das 25 divisões apresentadas, geramos uma nova imagem que é
uma sub-amostragem 8x8 da imagem 32x32 original, conforme apresentado na Figura
5.6. Cada uma das 26 pequenas RBMs será treinada utilizando uma das sub-imagens da
imagem de treinamento. Por exemplo, a primeira pequena RBM será treinada usando
apenas a parte da imagem de 1 a 8 pixels, correspondente ao número 1 da Figura 5.5, a
segunda utilizará os pixels de 9 a 16, correspondente ao número 2, e assim por diante.
5.2.2 RBM Grande Gaussiana (GRBM)
Depois de treinadas as 26 pequenas RBMs, elas serão combinadas, obtendo uma RBM de
tamanho 26 x Nh (onde Nh é a quantidade de unidades ocultas em cada RBM pequena).
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Figura 5.5: Divisão da imagem em RBM’s menores
Figura 5.6: Para a RBM 26 com a imagem original de tamanho 32x32 é selecionado
um quadrado de 4x4 pixels. É feita a média dos valores dos pixels nesse quadrado e o
resultado é um pixel da imagem 8x8.
A GRBM é uma RBM cujas unidades visíveis são amostradas usando Gaussianas e a
camada oculta é amostrada usando Bernoulli.
Os pesos da GRBM serão inicializados a partir das RBMs pequenas. As primeiras
Nh unidades ocultas da nova GRBM recebem o valor da RBM pequena de número 1. A
segunda RBM inicializará os pesos de Nh até Nh + Nh. A próxima inicialização sempre
inicia no fim do conjunto anterior e somará Nh para saber o seu fim. No final, teremos
uma GRBM com um número de unidades ocultas que chamaremos de Nhtotal.
Os pesos das unidades ocultas que pertenciam a RBM treinada na subimagem 26, a
imagem original reduzida para o tamanho 8x8, são inicializados como mostrado na Figura
5.7. O bias de uma unidade visível da grande RBM é inicializado para o bias médio que
a unidade recebeu entre as pequenas RBMs, enquanto o bias oculto é inicializado com o
valor correspondente da pequena RBM. Esse modelo faz com que os pesos não explodam
e é capaz de reconstruir imagens muito melhores do que a RBM pequena normal é capaz
de reconstruir patches de imagem. Dessa forma, a RBM Gaussiana grande tem seus
pesos inicializados e então é treinada da mesma maneira que as pequenas RBMs da seção
anterior.
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Figura 5.7: A imagem original tem tamanho 32x32 e a subamostrada tem tamanho 8x8.
Como cada pixel da imagem amostrada representa 16 pixels da imagem original, os pesos
dessa RBM devem ser divididos por 16 na união de RBMs.
5.2.3 RBM Multinomial (MRBM)
Depois de treinada a GRBM, iremos treinar a RBM Multinomial (MRBM). Um conjunto
de imagens é usado na GRBM para se obter as ativações das unidades ocultas, que então
são amostradas usando Bernoulli. Essas unidades serão usadas como entrada para a
MRBM. Por isso, o número de unidades visíveis da MRBM deve ser igual ao número de
unidades ocultas da GRBM. A multinomial é uma RBM com a camada visível que usa
amostragem de Bernoulli e saída de amostragem Multinomial. Seu treinamento é feito de
forma similar à GRBM, usando Divergência Contrastiva.
5.2.4 Treinamento da DBM
Depois de treinarmos as RBMs Gaussiana e Multinomial, usaremos seus pesos para ini-
cializar as camadas da DBM, que terá uma estrutura conforme a demonstrada na Figura
5.8. Nossa DBM consistirá de duas camadas ocultas H1 e H2, e uma camada visível V1,
que recebe as imagens de entrada. O número de unidades visíveis da camada V1 e o nú-
mero de unidades ocultas da camada H1 de nossa DBM serão iguais aos da RBM Grande
Gaussiana. Os valores do conjunto de pesos da camada W1 serão inicializados com os
valores dos pesos obtidos durante o treinamento da GRBM. O conjunto de pesos W2 será
inicializado de forma similar com os pesos da MRBM. Os pesos W1 farão a ligação da
camada visível V1 com a camada oculta H1, e os pesos W2 ligarão as camadas ocultas
H1 e H2.
O treinamento da DBM acontece da forma similar ao treinamento de uma Máquina
de Boltzmann (Algoritmo 1), mas com algumas diferenças importantes. A principal é
que teremos duas camadas para trabalhar, então devemos aplicar o processo para cada
camada. Segundo, o algoritmo do mean-field não é inicializado de forma randômica mas
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Figura 5.8: A arquitetura é constituída pela fase de pré-treinamento na qual ocorre pri-
meiro a divisão de 26 RBMs, depois fazemos uso dessas para criar uma RBM Gaussiana
Grande, e por fim uma RBM Multinomial. Esse pré-treinamento é usado para inicializar
com os melhores pesos para as camadas da DBM, que após o processo de treinamento
retorna um conjunto de features.
72
por uma inferência aproximada rápida [60]. Dado um vetor de imagens de entrada, cal-
cularemos a ativação das unidades ocultas de cada camada, e usamos seu resultado para
inicializar os parâmetros variacionais µ do mean-field, como apresentado na equação 5.1
para a primeira camada e na equação 5.2 para a segunda. Essa inferência aproximada
garante que a rede convergirá de forma mais rápida do que com inicialização randômica.
µ1n ← σ(2 ∗W 1 ∗ n) (5.1)
µ2n ← σ(2 ∗W 2 ∗ µ1n) (5.2)
O mean-field também deverá ser executado para cada camada, obtendo-se um valor
distinto para cada uma. Executamos o mean-field até ele convergir ou até que um número
especificado de iterações, que definimos como 50, seja alcançado. O mean-field conver-
gir significa que sua última atualização foi menor do que um limite de tolerância, que
definimos como 1e− 11.
Além disso, para a amostragem de Gibbs no algoritmo da DBM, usamos as equações
2.36, 2.37 e 2.38, nessa ordem, para obter as distribuições das camadas ocultas e visível.
Essas funções já levam em consideração o problema da contagem dupla (subseção 2.4.2).
No final, teremos nossa rede DBM treinada. O algoritmo 3 apresenta os passos des-
critos nesta seção.
5.2.5 Avaliação da DBM
Usualmente, a qualidade da DBM é avaliada pelo log da verossimilhança. Entretanto,
como esta métrica é difícil de ser visualizada e como a base de dados a ser utilizada
contempla os rótulos dos dados, realizaremos uma avaliação adicional de forma super-
visionada, a partir do cálculo da acurácia sobre os resultados obtidos pela DBM. Este
processo será conduzido a partir da inferência realizada sobre uma Multi-Layer Percep-
tron (MLP) com duas camadas ocultas inicilizadas com os pesos H1DBM e H2DBM da
DBM treinada.
5.3 Aumento artificial em imagens
Durante a fase de pré-processamento realizamos o aumento de dados que consiste em
aumentar artificialmente o conjunto de imagens de entrada. Para isso, realizamos uma
operação de shift de um pixel na imagem original para cada direção (cima, baixo, es-
querda, direita). Cada operação gera uma nova imagem com uma perspectiva levemente
diferente da original. Então, invertemos as 5 imagens, obtendo uma imagem espelhada
horizontalmente de cada. No total, conseguimos 9 imagens novas, totalizando 10 imagens
para cada imagem de entrada, efetivamente nos deixando com uma base de imagens de
treinamento 10 vezes maior. A Figura 5.9 detalha o processo de aumento realizado.
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Algoritmo 3: Algoritmo de treinamento de Máquina de Boltzmann
Profunda (DBM)
Entrada: V1, ..., VD conjunto de unidades visíveis, H11 , ...H1P , H21 , ...H2Q conjunto
de unidades ocultas da primeira e segunda camadas ocultas,
respectivamente, W 1,W 2, conjunto de pesos da primeira e segunda
camada, conjunto de treinamento N com tamanho nsize, M conjunto
de partículas fantasia de tamanho msize
Saída: Pesos treinados ∆W 1,∆W 2 Para i= 1,...,D e j= 1,...,P
1 início
2 para t=0...t=T faça
3 Inicializa M partículas fantasia usando dados de treinamento.
4 Inicia o estado inicial de µ usando 5.1 e 5.2
5 Calcula da mean-field até convergir.
6 para para cada treinamento n até N faça
















10 para cada partícula fantasia de M denominada m faça
11 Atualiza valores das unidades ocultas e das partículas fantasia


























15 Atualiza peso das camadas
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20 retorna ∆W 1,∆W 2
5.4 Saliência
O método de detecção de saliência empregado será uma versão baseada no STC proposto
em [35] e descrito na seção 2.6.1. A figura 5.10 apresenta o processo de detecção de
saliência proposto. Inicialmente recebemos uma imagem 32x32 e realizamos um resize
para o tamanho 640x480. Em seguida, calculamos a amostragem de templates. Os tem-
plates são escolhidos como pontos aleatórios da imagem e possuem tamanhos distintos,
representando diferentes dimensões que uma região saliente pode ter.
O STC será empregado para calcular, sobre estes templates amostrados, o valor geral
de dissimilariedade que dará origem ao mapa de saliência da imagem (equação 2.70). Para
encontrar a saliência do objeto, é escolhido o template mais saliente da área mais saliente
do mapa montado na fase anterior. Este template será usado como referência para o
cálculo da saliência do objeto a partir do processo proposto na equação 2.72.
Um contorno será aplicado sobre o mapa de saliência do objeto de forma a localizar
e remover todos os contornos que não contêm o ponto mais saliente. Para finalizar,
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Figura 5.9: A partir da imagem original realizamos 4 shifts: para o lado direito, esquerdo,
para cima e para baixo. Sobre estas imagens geradas pelos 4 shifts e sobre a original
realizamos um espelhamento horizontal. Desta forma, a partir da imagem original serão
geradas 9 imagens artificialmente modificadas.
verificamos se um desses contornos está dentro da região de saliência encontrada. Caso
esteja, usamos esse contorno para fazer o recorte. Caso contrário, utilizamos os 5 maiores
contornos e realizamos o recorte. A imagem então é re-escalada para seu tamannho
original de 32x32.
Os parâmetros utilizados neste processo estão descritos no Apêndice A.
5.5 Processo Dirichlet Hierárquico
Nesta seção detalharemos o modelo de HDP desenvolvido baseado na analogia da franquia
do restaurante chinês, descrito na seção 2.5.1. Este processo pode ser visualizado na figura
5.11. O HDP receberá como entrada as features extraídas pela DBM, que passarão por
um processo de transformação para o formato usado pelo HDP. Esse processo será descrito
na seção 5.5.1. Em seguida, o treinamento da HDP será detalhado na subseção 5.5.2.
5.5.1 Bag-of-words para o HDP
Para utilizar as features de saída da DBM, deve-se traduzí-las em um formato compatível
com o esperado pela HDP. Este formato é chamado de LDA-C, desenvolvido por Blei [12],
que cria uma bag-of-words das features.
O processo faz uma contagem de features em cada imagem, reportando quantas vezes
uma feature aparece em cada imagem. Estes valores são usados para o cálculo das mesas
(classes) e tópicos (superclasses) no HDP. O HDP é usado com split-merge para textos
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Figura 5.10: Fluxo de funcionamento da detecção de saliência que passa pelos passos e au-
mento do tamanho da imagem, detecção de saliência na imagem e no objeto, identificação
da região de saliência a ser recortada e recorte da imagem.
no trabalho proposto em [70]. Usaremos as equivalências citadas na subseção 2.5.1 para
indicar como cada termo usado em texto se relaciona com imagens. Desta forma, trans-
formaremos imagens e features em documentos e palavras. Segundo Salakudtinov [59], o
termo documento se refere à camada multinomial de alto-nível h2 de nossa DBM, e M
palavras no documento vão representar as features da DBM geradas por essas unidades
multinomiais. Portanto, consideraremos que um documento é uma linha da nossa matriz
de features, e cada coluna representa uma palavra desse documento.
Para construir o bag-of-words teremos, para cada feature (palavra) de uma imagem
(documento):
• O número de palavras únicas do documento (unidades ocultas de h2)
• Para cada palavra encontrada, o índice e o número de vezes que tal palavra aparece.
Exemplo de entrada do bag-of-words: 4 0:3 1:3 2:1 3:1. Nesta linha temos um do-
cumento com 4 palavras únicas (primeiro parâmetro). O lado esquerdo dos dois pontos
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Figura 5.11: Arquitetura do funcionamento do HDP que recebe as features extraídas pela
DBM e a transforma para um bag-of-words sobre o qual será realizado o agrupamento
dos dados.
indica o índice e o direito a quantidade de repetições. O arquivo de bag-of-words conterá o
número de linhas equivalente ao tamanho do conjunto de dados de treinamento da DBM.
5.5.2 Treinamento do HDP
O treino do Processo Dirichlet Hierárquico foi realizado utilizando a Franquia do Restau-
rante Chinês (CRF), descrito na subseção 2.5.1. A partir dela, iremos encontrar relaci-
onamentos hierárquicos entre as features de imagens extraídas pela DBM, e, com isso,
realizar o agrupamento das imagens.
O treinamento consiste em executar o processo do CRF por um número de 100 ite-
rações. A cada iteração, calculamos a verossimilhança do estado de tópicos e mesas
descoberto, e com esse valor podemos validar quão bom é este estado. No final, usaremos
a configuração de mesas e tópicos que atingiu a melhor verossimilhança.
O treino do HDP segue uma versão da amostragem de Gibbs, que é um processo
em que a cada iteração dividimos os clientes em mesas dentro de cada restaurante, e
depois atribuímos um prato para cada mesa. Ao final de cada rodada, calculamos a
verossimilhança do estado de tópicos e mesas, e com isso podemos validar quão boa é essa
configuração de mesas e tópicos. No final, usaremos a configuração de mesas e tópicos
que atingiu a melhor verossimilhança.
Os cálculos são baseados no trabalho de Blei et al. [70]. As notações usadas são
baseadas na tabela 2.1.
Associar clientes a mesas
O primeiro passo do processo é, para cada restaurante, colocar cada cliente em uma mesa
do restaurante. Segundo o processo da Franquia do Restaurante Chinês, a probabilidade
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da mesa de um restaurante ser selecionada para esse novo cliente é equivalente ao nú-
mero de clientes presentes na mesa, e na popularidade do prato servido, dentre todos os
restaurantes. Portanto, começaremos procurando as mesas do restaurante com os pratos
mais populares. É importante ressaltar que o uso da notação −xji nas fórmulas a seguir
significa que o próprio cliente não está sendo considerado para os cálculos. Na primeira
execução do algoritmo, todos os clientes estão de pé, mas nas seguintes iterações, cada
cliente irá levantar de sua mesa atual, e então selecionaremos uma nova mesa para ele.
Para isso, usaremos a equação:
f
−xji






..k + V η
, (5.3)
onde n−xji,v..k é o número de vezes que o cliente xji já escolheu o prato k dentre todos
os restaurantes, n−xji..k é o número de clientes que estão se servindo do prato k entre todos
os restaurantes, V é o número de clientes que temos em nosso processo, η é o parâmetro
Dirichlet para os pratos. Isso nos dá a probabilidade do cliente selecionar uma mesa com
um prato já existente. Para ele escolher uma nova mesa, devemos considerar que essa
nova mesa terá um novo prato. Portanto, devemos considerar a probabilidade dos pratos
já existentes, e adicionar uma probabilidade para este novo prato da nova mesa. Isso nos
dá a seguinte formulação:














ondem.k é o número total de mesas com o prato k, em.. é o número total de mesas entre
todos os restaurantes, e K é o número existente de pratos. Isso nos dá a probabilidade
do prato em uma nova mesa.
Sabendo da popularidade de cada prato, queremos escolher uma mesa, considerando a
popularidade de seu prato (sua probabilidade) e a quantidade de outros clientes sentados
à mesa. Para escolher uma mesa vazia, consideraremos o parâmetro de concentração α
no lugar dos clientes. Com isso, temos que a probabilidade de uma mesa ser escolhida é
dada por:





(xji) tji = 1, ...,mj.,
αp(xji|tji = tnew, t−ji, k) tji = tnew.
(5.5)
Isto é, a probabilidade de cada mesa ser selecionada está relacionada com a popularidade
de seu prato, dado por f−xjikjt (xji), equivalente a 5.4, e a quantidade de pessoas sentadas à
mesa, dado por n−jijt. , para uma mesa já existente, e por α para uma mesa nova. A mesa
para o cliente será selecionada de forma randômica, dadas as probabilidades de cada mesa.
Caso uma mesa nova seja selecionada, devemos então servir um novo prato a essa
mesa. Usaremos a popularidade dos pratos, que encontramos em 5.4 para decidir que
prato é esse, considerando a possibilidade de servirmos um prato completamente novo.
As probabilidades para cada prato são dadas por:
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Onde m.k é o número de mesas servindo o prato k, entre todos os restaurantes, e γ é
o parâmetro de concentração para os pratos. Com isso, para cada restaurante, colocamos
os clientes em suas mesas. No passo a seguir, Vamos redistribuir os pratos entre as mesas.
Associar pratos às mesas
Depois de colocarmos cada cliente em uma mesa do restaurante, iremos distribuir pratos a
cada mesa do restaurante. A probabilidade de um prato selecionado depende de quantos
clientes estão se servindo dele, entre todos os restaurantes. A probabilidade de um prato




















Onde n−xjt..k é a quantidade de clientes se servindo do prato k, excluindo os clientes da
mesa atual, nxjt é o número de clientes na mesa, e n−xjt,V..k é número de vezes que o cliente
v escolheu o prato k, isto é, quantas vezes esse cliente já se serviu desse mesmo prato em
outros restaurantes. O termo à direita da equação é executado para cada cliente sentado
à mesa. Isso nos dá a probabilidade de escolher cada um dos pratos já existentes. A












Por fim, devemos considerar também o número de mesas servindo cada prato, e no
caso do novo prato, considerar o parâmetro de concentração γ. Temos então, que a
probabilidade para cada prato é dada por:








(xjt) k = knew.
(5.9)
Este processo descreve a amostragem de Gibbs para o HDP.
Split-merge
A cada iteração verificaremos se é vantajosa a realização da operação split-merge [70]. O
algoritmo split-merge para HDPs opera no nível superior ao dos pratos. Assim, a atribui-
ção de subconjuntos de documentos pode fazer split ou merge com outros subconjuntos.
Este algoritmo pode considerar movimentos maiores no espaço de estados, ou seja, ele
consegue alterar o estado de várias mesas de uma vez, pois, quando o prato de uma mesa
é alterado, o que reflete em todas as mesas que estavam associadas ao mesmo prato. Além
disto, este algoritmo têm o potencial de convergir mais rapidamente.
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Para aceitar uma configuração de split-merge calcula-se a taxa de aceitação Metropolis-
Hastings. Vamos descrever o processo para calcular essa taxa de aceitação para o caso do
Split. No split, dividimos as mesas associadas a um prato k em dois novos pratos, k1, k2.
Denominaremos de c a configuração de pratos original e csplit a configuração nova. S é o
conjunto de mesas que serviam o prato k, e S1 e S2 são o conjunto servindo os pratos k1
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fk({xji : zji = k}) , (5.12)
onde fk({xji : zji = k}) é dada por:
fk({xji : zji = k}) = Γ(V η)







Finalmente, q é a probabilidade de transição de um estado para outro. Como só existe
uma forma de se unir os pratos k1 e k2 no estado csplit para o prato k no estado c, então:
q(csplit → c) = 1. (5.14)




p(kjt = kjt(r)|S1, S2). (5.15)
Com a taxa de aceitação calculada, geramos um número randômico uniforme u no
intervalo [0,1]. Se u ≤ A, então o novo estado é aceito, e a nova configuração de mesas é
mantida, senão ela é rejeitada e mantemos o estado original.
O algoritmo de split-merge pode ser sumarizado em:
• Duas mesas são selecionadas e seus tópicos atribuídos são os mesmos;
• Em seguida, são criados dois novos tópicos, cada um contendo uma das mesas
selecionadas;
• Consideramos todas as outras mesas atribuídas ao tópico selecionado antes da divi-
são;
• Um amostrador de Gibbs é executado apenas sobre os dois novos tópicos para cada
mesa que está associada ao tópico original de forma que as mesas sejam divididas
entre os dois novos tópicos;
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• Por meio de Metropolis-Hastings [19] é decidido se a nova partição de mesas será
mantida ou se voltareamos para a partição anterior à divisão.
Após a aplicação do split-merge temos como retorno os tópicos e suas mesas.
5.5.3 Teste HDP
Para o teste do HDP, o algoritmo recebe um arquivo com bag-of-words dos dados a
serem testados, carregando o modelo treinado. Este modelo contém informações como
número de palavras únicas, número total de palavras, número de tópicos e mesas, número
de palavras em cada mesa, número de mesas em um tópico, hiperparâmetros (alpha,
gamma, eta). Ao carregar os dados, a informação de número total de palavras do modelo
é modificada, adicionando o total de palavras novas do arquivo recebido, e atualizando o
total de palavras únicas, caso os novos dados contenham mais palavras.
Quando o teste é iniciado, primeiro calculamos a verossimilhança do estado inicial para
comparação. Então, o teste segue realizando o particionamento dos dados recebidos em
tópicos e mesas, da mesma forma feita no treinamento, por um número de 100 iterações. A
cada iteração, calculamos um novo estado de tópicos e mesas, e uma nova verossimilhança
desse estado. Se este resultado for melhor do que o anterior, salvamos o estado atual em
um arquivo de testes, sem modificar o modelo original.
5.6 Experimentos
Esta seção tem como objetivo descrever os experimentos realizados para comprovação das
hipóteses levantadas. Para isso, o dividimos em duas partes: Experimento 1 e Experi-
mento 2. Em todos os experimentos, o conjunto de dados está balanceado entre as classes
e foi dividido nas seguintes proporções: 50%, 25%, 25% para treino, validação e teste
respectivamente.
5.6.1 Experimento 1
O conjunto Experimento 1 tem como objetivo analisar o funcionamento da DBM treinada
com poucos dados. Para isso, faremos uso das arquiteturas apresentadas nas figuras 5.1,
5.2 e 5.3. Foram realizadas diferentes variações de quantidades de classes e superclasses
e para cada variação foram realizados 9 experimentos, sendo eles:
• 20 dados por classe com dados originais e batch 20.
• 20 dados por classe com aumento dos dados e batch 20.
• 20 dados por classe com aumento dos dados e com saliência e batch 20.
• 40 dados por classe com dados originais e batch 40.
• 40 dados por classe com aumento dos dados e batch 40.
• 40 dados por classe com aumento dos dados e com saliência e batch 40.
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• 80 dados por classe com dados originais e batch 80.
• 80 dados por classe com aumento dos dados e batch 80.
• 80 dados por classe com aumento dos dados e com saliência e batch 80.
Por meio destes, é possível comparar as arquiteturas e entender o efeito de cada uma
delas, ao se variar a quantidade de dados. Além da quantidade de dados de treinamento,
também variamos a quantidade de dados para teste e validação que são:
• 10 dados por classe quando a quantidade de dados de treinamento foi 20 dados por
classe.
• 20 dados por classe quando a quantidade de dados de treinamento foi 40 dados por
classe.
• 40 dados por classe quando a quantidade de dados de treinamento foi 80 dados por
classe.
O número de classes e superclasses variou conforme:
• 2 classes e 2 superclasses
• 4 classes e 2 superclasses
• 8 classes com 4 superclasses
Os parâmetros da DBM utilizados em cada um dos experimentos descritos estão de-
talhados no apêndice B.
Métricas de Avaliação
As métricas usadas nestes experimento são a precisão, recall e F1. Estas métricas analisam
a classificação considerando verdadeiros positivos (TP), verdadeiros negativos (TN), falsos
positivos (FP) e falsos negativos (FN).
A precisão é usada quando queremos dar mais peso aos falsos positivos e é definida
por:
Precision = (TP )/(TP + FP ) (5.16)
O recall é usado quando a taxa de falsos negativos deve ter mais ênfase, sendo definida
por:
Recall = (TP )/(TP + FN) (5.17)
Finalmente, a F1 é dada por:
F1 = 2 ∗ (Recall ∗ Precision)/(Recall + Precision) (5.18)
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5.6.2 Experimento 2
O Experimento 2 tem como objetivo analisar o funcionamento da HDP para agrupamento
sobre poucos dados. Neste caso o processo será aplicado sobre o caso de 80 dados com
saliência pois os resultados foram melhores. A arquitetura usada para o experimento é
apresentado na figura 5.4. O número de classes e superclasses varia conforme o conjunto
de experimentos 1. Os parâmetros do HDP utilizados em cada um dos experimentos




Este capítulo apresentará os resultados dos experimentos realizados. Na seção 6.1, os
experimentos são aqueles referentes à DBM. Estes experimentos terão variações sobre o
tamanho do conjunto de dados a ser empregado em uma das três arquiteturas descritas
nas figuras: 5.1, 5.2 e 5.3. Na seção 6.2 os experimentos são focados na arquitetura
completa DBM+HDP, destacada na figura 5.4.
6.1 Experimento 1
6.1.1 2 classes com 2 superclasses
Nesta seção analisaremos o caso em que temos 2 classes com diferentes superclasses: Gol-
finho e Rosa. Estas têm respectivamente as superclasses "Mamíferos Aquático"e "Flores".
As duas superclasses são bastante distintas, o que nos permite observar com mais clareza
a capacidade da rede de agrupar elementos similares. Foram realizados um total de 9
experimentos, 3 usando dados originais, 3 usando aumento de dados e 3 usando aumento
de dados e saliência.
Quando os testes são feitos usando 2 classes bem diferentes, como o caso de Rosa e
Golfinho, a variação de dados de 20, 40 ou 80 por classe para treinamento não obteve
uma diferença significativa, como podemos observar na tabela 6.1. Estes apresentam
resultados similares quando analisamos a precisão, recall e f1. O uso de aumento de
dados e a saliência não implicou em um resultado com mudança significativa neste caso.
MLP: Gráfico de acurácia e loss do treinamento
No gráfico da figura 6.1, quando analisamos a acurácia do treinamento percebemos um
resultado acima de 90%, independente do fluxo da arquitetura da Figura 5.1, 5.2 e 5.3 e
da quantidade de dados.
No entanto, analisando a loss, vemos que existe uma melhoria no algoritmo quando
testamos com aumento e com saliência. A loss mede quão boa são as previsões do modelo
para os dados de entrada. Quanto menor esse valor, melhor é a qualidade da previsão da
rede. Porém uma loss de valor muito baixo pode indicar um Overfitting da rede, pois todas
as previsões da rede foram perfeitas no conjunto de treino, e uma loss muito alto pode
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2 classes com 2 superclasses
Sem aumento 20 exemplos 40 exemplos 80 exemplos
precisão recall f1 precisão recall f1 precisão recall f1
Golfinho 1,00 0,90 0,95 1,00 0,90 0,95 1,00 0,90 0,95
Rosa 0,91 1,00 0,95 0,91 1,00 0,95 0,91 1,00 0,95
Média 0,95 0,95 0,95 0,95 0,95 0,95 0,95 0,95 0,95
Com aumento 20 exemplos 40 exemplos 80 exemplos
precisão recall f1 precisão recall f1 precisão recall f1
Golfinho 1,00 0,85 0,92 1,0 0,80 0,89 1.0 0,80 0,89
Rosa 0,87 1,00 0,93 0,83 1,00 0,91 0,83 1,0 0,91
Média 0,93 0,92 0,92 0,91 0,90 0,90 0,91 0,90 0,90
Com aumento e
saliência
20 exemplos 40 exemplos 80 exemplos
precisão recall f1 precisão recall f1 precisão recall f1
Golfinho 0,97 0,88 0,92 0,95 0,90 0,92 0,93 0,93 0,93
Rosa 0,89 0,97 0,93 0,90 0,95 0,92 0,93 0,93 0,93
Média 0,93 0,91 0,92 0,92 0,92 0,92 0,93 0,93 0,93
Tabela 6.1: Resultados estatísticos com 2 classes
indicar um Underfitting, já que as previsões estão longe das corretas, o que significa que
a rede não consegue generalizar bem a partir dos dados. Então, analisando a acurácia em
conjunto com o loss, podemos perceber que, apesar da acurácia estar acima de 90% para
todos os testes, a redução no valor de loss ao adicionarmos aumento de dados artificiais e
saliência demonstra que as previsões da rede estão mais próximas das previsões corretas,
ou seja, o modelo consegue generalizar melhor a partir dos dados e conseguir previsões
melhores.
MLP: Gráfico de acurácia do teste
Analisando o gráfico da figura 6.2a, de diferentes fluxos da arquitetura, concluímos que a
variação de fluxo não trouxe grandes mudanças no resultado. Podemos chegar à mesma
conclusão com o gráfico 6.2b. Isso pode ser explicado pelo fato do resultado sem aumento
já ser muito bom, levando a crer que ao fazermos aumento e saliência podemos ter in-
troduzido imagens que não conseguiram agregar mais features interessantes ao algoritmo,
além de existir casos que o uso da saliência pode introduzir imagens não tão boas, devido
a dificuldade de encontrar boas saliências.
Features aprendidas
Na figura 6.3 temos uma seleção com imagens usada para o treinamento das classes
Golfinho e Rosa. Estas apresentam variedade de fundo, cor, posição. Já na imagem 6.5
temos exemplos dos filtros aprendidos pelas 26 RBMs pequenas. A figura 6.6 apresenta
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(a) Acurácia do treinamento
(b) Loss do treinamento
Figura 6.1: No gráfico (a) temos a acurácia do treinamento considerando os diferentes
fluxos de nossa arquitetura; Já em (b) temos o Loss do treinamento.
a aplicação da RBM gaussiana e da multinomial. Pode-se notar uma dominância da
cor azul. Isso provavelmente se deve ao fato de que a paisagem dos Golfinhos é sempre
constituída de água.
Matriz de Confusão
A Figura 6.7 a matriz confusão gerada para o experimento treinado com 80 dados por
classes e com uso de saliência. Para teste, apenas 40 dados por classe estão disponíveis.
Dessas, 37 foram identificados corretamente em ambas classes, totalizando 74 imagens
das 80 validadas. Assim, apenas 3 rosas foram erroneamente identificadas como golfinho
e apenas 3 golfinhos foram identificados como rosas.
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(a) Diferentes fluxos.
(b) Quantidade de exemplos.
Figura 6.2: No gráfico 6.2a temos a acurácia considerando os diferentes fluxos de nossa
arquitetura; Já em 6.2b a acurácia está dividida por número de exemplos.
6.1.2 4 classes com 2 diferentes superclasses
Nesta seção analisaremos os experimentos com 4 classes. Selecionamos as classes Rosa,
Girassol, Maçã e Laranja. As duas primeiras têm superclasse "Flores"e as 2 últimas têm
superclasse "Frutas e Vegetais". O objetivo deste experimento é verificar a capacidade da
rede de agrupar imagens com característica similares.
Foram realizados 9 experimentos, 3 usando dados originais, 3 usando aumento de dados
e 3 usando aumento de dados e saliência. Sobre os 3 experimentos de dados originais,
o primeiro contém 20 exemplos de cada classe com batch de tamanho 20, o segundo 40
exemplos de cada classe e batch de tamanho 40, e o terceiro 80 exemplos de cada classe
com batch de tamanho 80. Repetimos esses valores para os experimentos com aumento
de dados e aumento de dados e saliência.
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Figura 6.3: Dados usados para aprendizado.
Figura 6.4: Exemplos de dados aumentados e exemplos de dados foram realizados recorte
após a identificação da saliência
Se observarmos a tabela 6.2, observaremos que sem o aumento de dados a variação na
quantidade de exemplos leva a uma melhoria na precisão, recall e f1. A única classe que
parece não ter melhorado em precisão, quando comparamos 40 dados com 80, é a classe
Rosa.
Quando observamos os dados com aumento, as classes Maçã, Laranja e Rosa apresen-
tam melhorias quando a quantidade de dados aumenta nos 3 tipos de medidas usadas.
Já a classe Girassol teve resultados melhores com 20 dados em recall e f1. Isso pode ter
ocorrido pelas imagens iniciais serem mais simples ou por ter uma menor variedade de
girassol. Já a previsão foi melhor com 80 exemplos.
Nos testes com aumento e saliência, as classes Maçã, Laranja e Rosa obtiveram re-
sultados melhores com 80 dados nas 3 medidas. O Girassol, foi melhor com 20 dados
em precisão e f1. Novamente, a pouca variedade de imagens pode ser o motivo deste
resultado. Consistentemente, no entanto, a saliência melhora os resultados e o aumento
no número de exemplos por classe também.
MLP: Gráfico de acurácia e loss do treinamento
Ao analisarmos o gráfico da Figura 6.8a podemos perceber que com 20 exemplos os resul-
tados com aumento e com aumento e saliência são muito melhores do que sem aumento.
Podemos verificar também que o resultado obtido com 20 exemplos usando aumento e
saliência tem resultados melhores do que os experimentos com 40 e 80 exemplos que
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Figura 6.5: Filtros usados nas pequenas RBMS.
Figura 6.6: Visualização dos pesos da camada gaussiana e multinomial respectivamente.
não sofreram aumento. Com 80 exemplos, usando aumento com saliência, obtivemos os
melhores resultados, como esperado.
No gráfico da Figura 6.8b percebemos o quanto o grau de confiança melhora conforme
aumentamos a quantidade de dados, e que usando aumento de dados, os resultados melho-
ram ainda mais, mas acaba por ser superado quando acresentamos a saliência. O melhor
resultado de Loss ocorre com 80 dados e aplicando aumento e saliência.
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Figura 6.7: Matriz confusão das 2 classes com 80 exemplos de cada, usando o fluxo de
saliência
4 classes com 2 diferentes superclasses
Sem aumento 20 exemplos 40 exemplos 80 exemplos
precisão recall f1 precisão recall f1 precisão recall f1
Maçã 0,40 0,40 0,40 0,52 0,65 0,58 0,56 0,60 0,58
Laranja 0,40 0,40 0,40 0,53 0,45 0,49 0,66 0,68 0,67
Rosa 0,33 0,50 0,40 0,61 0,55 0,58 0,60 0,60 0,60
Girassol 0,60 0,30 0,40 0,65 0,65 0,65 0,75 0,68 0,71
Média 0,43 0,40 0,40 0,57 0,57 0,57 0,64 0,64 0,64
Com aumento 20 exemplos 40 exemplos 80 exemplos
precisão recall f1 precisão recall f1 precisão recall f1
Maçã 0,44 0,40 0,42 0,52 0,55 0,54 0,53 0,53 0,53
Laranja 0,67 0,60 0,63 0,65 0,65 0,65 0,76 0,72 0,74
Rosa 0,36 0,40 0,38 0,58 0,55 0,56 0,58 0,62 0,60
Girassol 0,82 0,90 0,86 0,75 0,75 0,75 0,85 0,82 0,84
Média 0,57 0,57 0,57 0,62 0,62 0,62 0,64 0,64 0,67
Com aumento e
saliência
20 exemplos 40 exemplos 80 exemplos
precisão recall f1 precisão recall f1 precisão recall f1
Maçã 0,40 0,40 0,40 0,54 0,65 0,59 0,56 0,60 0,58
Laranja 0,60 0,60 0,60 0,67 0,60 0,63 0,81 0,62 0,70
Rosa 0,55 0,60 0,57 0,65 0,55 0,59 0,57 0,70 0,63
Girassol 0,89 0,80 0,84 0,71 0,75 0,73 0,86 0,80 0,83
Média 0,61 0,60 0,64 0,63 0,63 0,63 0,70 0,68 0,68
Tabela 6.2: Resultados estatísticos com 4 classes
MLP: Gráfico de acurácia do teste
Ao analisarmos os gráficos das figuras 6.9a e 6.9b podemos perceber que quando temos
uma quantidade maior de classes, e essas classes apresentam um grau de dificuldade maior
devido a sua semelhança, o resultado pode ser prejudicado A validação acaba por ter uma
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(a) Acurácia do treinamento
(b) Loss do treinamento
Figura 6.8: No gráfico 6.8a temos a acurácia do treinamento considerando os diferentes
fluxos de nossa arquitetura; Já em 6.8b temos o Loss do treinamento.
acurácia maior quanto maior for a quantidade de exemplos e quando usamos aumento
e saliência. É notado que com 20 exemplos e sem saliência temos em torno de 40% de
acurácia, já com aumento e saliência e a mesma quantidade de dados o resultado chega a
60% , o que não se consegue nem com 40 exemplos na arquitetura sem saliência.
Ou seja, quanto mais dados temos, mais o algoritmo aprende as features das imagens
e melhor é o resultado.
Features aprendidas
Na Figura 6.10 temos uma seleção com imagens usadas para o treinamento das classes
Rosa, Girassol, Maçã e Laranja. Estas apresentam variedade de ambiente, cores, posição,
dimensão. Na imagem 6.11 temos exemplos dos filtros usados nas 26 RBMs pequenas
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(a) Diferentes fluxos.
(b) Quantidade de exemplos.
Figura 6.9: No gráfico 6.9a temos a acurácia da validação considerando os diferentes fluxos
de nossa arquitetura; Já em 6.9b a acurácia está dividida por número de exemplos.
enquanto na Figura 6.13 temos a aplicação da RBM gaussiana e da multinomial. Nesta
última percebemos a predominância da cor tendendo a amarelo e laranja.
A matriz de confusão da Figura 6.14 apresenta os resultados para o teste com 80
exemplos usados para treinar a rede. Ao analisarmos a classe Girassol, podemos ver
que dos 40 exemplos, 32 foram previstas corretamente. Esta classe apresentou a melhor
acurácia dentre todas. Já as classes Maçã e Rosa tiveram uma quantidade considerável de
erros, já que em 14 vezes a Maçã foi confundida com uma Rosa, e a Rosa foi confundida
com uma maçã 12 vezes. Como a cor de ambas é parecida, o pequeno tamanho do conjunto
pode ter levado a falta de extração de features suficientes para distingui-las. Já a classe
Laranja se confundiu com Maçã 9 vezes, mas a Maçã não foi confundida nenhuma vez
com uma Laranja. Isso pode ocorrer pois as características da classe Maçã consideradas
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Figura 6.10: Dados usado para aprendizado.
Figura 6.11: Filtros usados nas pequenas RBMS.
Figura 6.12: Exemplos de dados aumentado e exemplos de dados foram realizados recorte
após a identificação da saliência
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Figura 6.13: Pesos da camada gaussiana e multinomial respectivamente.
importantes pelo algoritmo não são as mesmas consideradas para a classe Laranja. Por
exemplo, o formato redondo pode ser uma característica importante para a laranja, o que
a levaria a se confundir com uma Maçã, que também apresenta formato redondo, mas
para a Maçã a cor vermelha é mais importante que o formato, por isso ela seria confundido
com a classe Rosa.
Matriz de Confusão
A matriz de confusão das 4 classes com 80 exemplos de cada, usando o fluxo de saliência
pode ser observada na Figura 6.14.
Figura 6.14: Matriz confusão das 4 classes com 80 exemplos de cada, usando o fluxo de
saliência
6.1.3 8 classes com 4 superclasses
Nesta seção analisaremos as classes Maçã, Laranja, Baleia, Golfinho, Rosa, Girassol,
Ônibus e Bicicleta. As superclasses são:
• Fruta e Vegetais para classes Maçã e Laranja.
• Mamíferos Aquáticos: para classes Baleia e Golfinho.
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• Flores: para classes Girassol e Rosa.
• Transporte: para classes Ônibus e Bicicleta.
Foram realizados 9 experimentos, 3 usando dados originais, 3 usando aumento de
dados e 3 usando aumento de dados e saliência.
8 classes com 4 superclasses
Sem aumento 20 exemplos 40 exemplos 80 exemplos
precisão recall f1 precisão recall f1 precisão recall f1
Maçã 0,00 0,00 0,00 0,60 0,30 0,40 0,54 0,47 0,51
Bicicleta 0,50 0,10 0,17 0,39 0,55 0,46 0,44 0,42 0,43
Ônibus 0,27 0,60 0,37 0,33 0,35 0,34 0,40 0,50 0,44
Golfinho 0,43 0,60 0,50 0,60 0,60 0,60 0,58 0,55 0,56
Laranja 0,00 0,00 0,00 0,56 0,50 0,53 0,74 0,80 0,77
Rosa 0,00 0,00 0,00 0,67 0,50 0,57 0,63 0,55 0,59
Girassol 0,32 0,80 0,46 0,41 0,55 0,47 0,69 0,68 0,68
Baleia 0,25 0,30 0,27 0,48 0,50 0,49 0,51 0,53 0,52
Média 0,22 0,30 0,22 0,50 0,48 0,48 0,56 0,56 0,56
Com aumento 20 exemplos 40 exemplos 80 exemplos
precisão recall f1 precisão recall f1 precisão recall f1
Maçã 0,14 0,10 0,12 0,44 0,40 0,42 0,49 0,53 0,51
Bicicleta 0,62 0,80 0,70 0,56 0,75 0,64 0,61 0,68 0,64
Ônibus 0,56 0,50 0,53 0,53 0,50 0,51 0,50 0,40 0,44
Golfinho 0,67 0,80 0,73 0,53 0,50 0,51 0,60 0,70 0,64
Laranja 0,67 0,60 0,63 0,67 0,70 0,68 0,71 0,72 0,72
Rosa 0,40 0,40 0,40 0,65 0,55 0,59 0,58 0,55 0,56
Girassol 0,69 0,90 0,78 0,71 0,75 0,73 0,73 0,68 0,70
Baleia 0,57 0,40 0,47 0,56 0,50 0,53 0,61 0,57 0,59
Média 0,54 0,56 0,56 0,58 0,58 0,57 0,60 0,60 0,60
Com aumento e
saliência
20 exemplos 40 exemplos 80 exemplos
precisão recall f1 precisão recall f1 precisão recall f1
Maçã 0,29 0,20 0,24 0,43 0,45 0,44 0,49 0,50 0,49
Bicicleta 0,64 0,70 0,67 0,61 0,70 0,65 0,72 0,72 0,73
Ônibus 0,50 0,70 0,58 0,38 0,50 0,43 0,61 0,62 0,62
Golfinho 0,67 0,60 0,63 0,48 0,50 0,50 0,53 0,53 0,53
Laranja 0,70 0,70 0,70 0,71 0,75 0,73 0,68 0,75 0,71
Rosa 0,67 0,60 0,63 0,69 0,55 0,61 0,61 0,50 0,55
Girassol 1.00 0,80 0,89 0,67 0,60 0,63 0,78 0,70 0,74
Baleia 0,42 0,50 0,45 0,43 0,30 0,35 0,60 0,68 0,64
Média 0,61 0,60 0,59 0,55 0,54 0,54 0,62 0,62 0,62
Tabela 6.3: Resultados estatísticos com 8 classes
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Ao se analisar a Figura 6.3, que contêm 8 classes com 4 superclasses diferentes, é
possível notar que com 20 dados e sem aumento os valores da médias são baixos mas que
o resultado melhora consideravelmente com 80 dados. Entretanto, observando as médias
referente a 20 dados com aumento e saliência, conseguimos ter um resultado superior
aquele que obtemos quando usamos 80 dados sem aumento. Mesmo com aumento apenas,
com 40 dados temos resultado melhor do que com 80 dados sem aumento. Com isso,
percebemos que as médias melhoram significativamente com aumento e saliência.
Vale observar que 40 dados com aumento tem um resultado melhor do que 40 dados
com aumento e saliência. Isso ocorre porque as classes ônibus e baleia não obtiveram
uma saliência boa em suas imagens. Neste caso, o recorte realizado pode ter tirado
características que a DBM considerava importante para representar a imagem, como o
fundo. Entretanto, nas várias vezes que a saliência foi testada, apenas neste caso houve
prejuízo no desempenho.
MLP: Gráfico de acurácia e loss do treinamento
No gráfico da Figura 6.15, quando analisamos a acurácia do treinamento, percebemos que
os experimentos do fluxo com aumento e saliência são melhores para 20,40 e 80 exemplos.
A loss, como esperado, quanto maior o conjunto de dados melhor o resultado. Neste
sentido, quando temos o fluxo de aumento e saliência temos as melhores loss.
MLP: Gráfico de acurácia do teste
Analisando o gráfico da Figura 6.16 (a), de diferentes fluxos da arquitetura, concluímos
que a variação de fluxo trouxeram grandes mudanças no resultado, já que é notado que
com o fluxo com aumento teve resultados melhores conforme aumentava os dados e com
20 exemplos conseguiu ser superior ao fluxo sem aumento com 80 exemplos. No fluxo
com aumento e saliência com 40 dados o resultado foi inferior a 20 dados com o mesmo
fluxo, isso deve-se a possíveis imagens que não foram bem identificadas as saliências nas
imagens, gerando recortes que não foram positivos para o treinamento. Com o gráfico
(b) ao analisarmos as quantidades de dados percebemos que o fluxo sem aumento sempre
terá o pior resultado de todos, e o fluxo com aumento ficará atrás do fluxo com aumento
e saliência, com exceção de 40 exemplos, pelo motivo já explicado na letra (a).
Features aprendidas
Na Figura 6.17 temos um subconjunto das 8 classes selecionadas. Muitas apresentam
variedade de ambiente, cor, posição. Na imagem 6.18 temos exemplos dos filtros usados
nas 26 RBMs pequenas. Na Figura 6.19 observamos a aplicação da RBM gaussiana e da
multinomial.
Matriz de Confusão
Na Figura 6.20 a matriz confusão mostra que a identificação das previsões foi boa.
Percebe-se também que os maiores erros aconteceram com Ônibus, Laranja, Rosa e Ba-
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(a) Acurácia do treinamento
(b) Loss do treinamento
Figura 6.15: No gráfico (a) temos a acurácia do treinamento considerando os diferentes
fluxos de nossa arquitetura; Já em (b) temos o Loss do treinamento.
leia, Golfinho. A tabela 6.4 apresenta se o erro está associado a uma classe, superclasse e
o possível motivo do erro.
Ao selecionarmos as 5 classes com maiores erros, percebemos que 4 destas classes
confundem-se com classes das mesmas superclasses. No próximo conjunto de experi-
mentos, com o HDP, o objetivo vai ser agrupar as classes com maior similaridade, e as
superclasses tendem a ter tal semelhança. A única classe que isso não ocorreu foi Rosa,
que pode ter se confundido com a Maçã devido à cor.
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(a) Diferentes fluxos.
(b) Quantidade de exemplos.
Figura 6.16: No gráfico (a) temos a acurácia considerando os diferentes fluxos de nossa
arquitetura; Já em (b) a acurácia está dividida por número de exemplos.
Classe origem Super classe origem Classe prevista Super classe prevista
Ônibus Transporte Bicicleta Transporte
Golfinho Mamífero aquático Baleia Mamífero aquático
Baleia Mamífero aquático Golfinho Mamífero aquático
Laranja Frutas e vegetais Maça Frutas e vegetais
Rosa Flores Maça Frutas e vegetais
Tabela 6.4: Tabela de misturas
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Figura 6.17: Dados usado para aprendizado.
Figura 6.18: Filtros usados nas pequenas RBMS.
6.2 Experimento 2
6.2.1 2 classes com 1 superclasse diferente
Os experimentos desta seção são baseados nos resultados obtidos pelo processo de extração
de features da DBM treinada na seção 6.1.1, com 2 classes e 80 dados por classe com
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Figura 6.19: Visualização dos pesos da camada gaussiana e multinomial respectivamente.




A DBM é responsável por encontrar as 128 features que serão usados pelo HDP para
identificar os agrupamentos que podem ser realizados com as imagens. O número de
agrupamentos não é determinado a priori e pode variar de acordo com o conjunto de
dados. A figura 6.21 representa o gráfico de importância de cada feature para cada tópico
gerado pelo HDP+DBM. Quanto maior a circunferência, maior é a representação dessa
feature nesse tópico.
Para definir esse grau de importância, selecionamos todas imagens, verificamos a quan-
tidade de vezes que cada feature aparece no conjunto como um todo e depois a distribuição
de cada feature em cada tópico. Com isso, a circunferência tem um tamanho proporcional
a porcentagem que a feature representa no tópico em relação ao total geral. No Tópico
2, por exemplo, temos a maior quantidade de features. Os demais tópicos apresentam
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Figura 6.21: Gráfico que representa a relevância de cada feature para cada tópico
uma quantidade pequena de variedade de features. No Tópico 0, Tópico 3 e Tópico 4,
temos algumas features com circunferência grande, o que mostra uma concentração dessas
features nesses tópicos.
Distribuição de imagens por tópico
Analisamos um total de 3200 imagens da classe Golfinho e Rosa, sendo 1600 de cada uma
dessas. Nas Figuras 6.22 e 6.23 temos a divisão das imagens em 2 grupos, chamados
respectivamente como Tópico 0 e Tópico 2. Embora as features tenham se distribuído em
6 tópicos, a maioria destes tópicos acabou por ser pouco significativo para a maioria das
imagens. Essa importância foi avaliada por meio do número de features de uma imagem
que se associavam a cada tópico, pois cada feature da imagem é associada a um tópico.
Os tópicos de baixa relevância foram removidos. No final, os tópicos mais relevantes, que
se associavam com a maioria das imagens, foram o Tópico 0 e Tópico 2.
Subconjunto de imagens
A figura 6.24 reflete uma amostra de imagens escolhidas de forma aleatória para analisar
como a porcentagem dos tópicos é distribuída. Essa visualização é útil para comparar
com o resultado obtido ao ativar o split-merge e uma forma de visualizar os efeitos da
distribuição de diferentes features nos tópicos.
Na tabela 6.6 podemos perceber uma divisão que poderia ser definida como Tópico
2 para Golfinhos e Tópico 0 para Rosa. Entretanto, vale salientar que esta é apenas
uma forma de visualizar os agrupamentos. Temos 3 tópicos que conseguiram ser o tó-
pico máximo nas imagens, mas estes não contém uma quantidade muito grande do per-
centual total. Mesmo assim, o algoritmo conseguiu ver características nessas imagens
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Figura 6.22: Tópico 0 para 2 classes
para agrupá-los em um outro tópico. Essas diferenças podem ser suficientes para ajudar
uma inteligência artificial a tomar determinada decisão em relação ao objeto agrupado.
Além de mostrar o funcionamento do agrupamento, o algoritmo obteve um likelihood de
-2405737,91.
Features por tópicos com split-merge
A Figura 6.25 apresenta o gráfico da importância de cada feature para cada tópico após
a aplicação do spli-merge sobre o HDP+DBM. Este gráfico foi construído de forma se-
melhante ao da Figura 6.21. Nos tópicos Tópico 0, Tópico 10, Tópico 11, Tópico 12 e
Tópico 13 temos a maior concentração de features. Nesse caso, é muito provável que as
imgens apresentem esses tópicos para suas features. Se comparado com o gráfico sem o
uso do split-merge, notamos que as features estão mais bem distribuidas entre os tópicos.
Distribuição de imagens por tópico com split-merge
Ao analisarmos um total de 3200 imagens da classe Golfinho e Rosa, sendo 1600 de
cada uma, obtivemos como tópicos mais significativos: o Tópico 0, Tópico 10 e Tópico
11. Nas Figuras 6.26 e 6.27 temos a divisão das imagens em 2 grupos, chamados
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Figura 6.23: Tópico 2 para 2 classes
(a) (b) (c) (d) (e) (f) (g) (h) (i)
(j) (k) (l) (m) (n) (o) (p) (q) (r)
(s) (t) (u) (v) (w) (x) (y) (z)
Figura 6.24: Conjunto de imagens treinadas pela DBM
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Tabela 6.5: Tabela de misturas
Tópico 0 Tópico 1 Tópico 2 Tópico 3 Tópico 4
Golfinho 38,81 0,625 60,43 0,06 0,06
Rosa 64,56 5,68 29,68 0,0 0,06
Tabela 6.6: Tabela de porcentagem de Tópico x Classes
respectivamente como Tópico 10 e Tópico 11. Embora as features tenham se distribuido
em 13 tópicos, a maioria destes acabou por ser pouco significativo para a maioria das
imagens. Essa importância foi avaliada por meio do número de features de uma imagem
que se associavam a cada tópico. Os tópicos de baixa relevância foram removidos. No
final, os tópicos mais relevantes, que se associavam com a maioria das imagens, foram o
Tópico 10 e Tópico 11.
Subconjunto de imagens com split-merge
Usando como referência as mesmas imagens da Figura 6.24, os resultados obtidos após a
aplicação do split-merge são apresentados na tabela 6.7. O Split-Merge foi realizado por
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Figura 6.25: Gráfico da importância da feature para cada tópico.
5 iterações a cada iteração da amostragem de Gibbs. A motivação de se utilizar várias
iterações do Split-Merge é mencionado no artigo [70], pois nem sempre que usamos split-
merge a nova configuração será aceita. Quando a simulação realizada do resultado obtido
não é melhor do que tinhamos antes, não ocorre a realização de split-merge.
Na tabela 6.8 podemos perceber uma divisão que poderia ser definida como Tópico
10 para Golfinhos e Tópico 11 para Rosa. Entretanto, vale lembrar que esta é apenas
uma forma de visualizar os agrupamentos. Por ser um algoritmo de agrupamento não-
supervisionado, o objetivo aqui está em descobrir características semelhantes entre as
imagens e agrupá-las de acordo com essas características. Tais características podem
não ser óbvias para o ser humano, que provavelmente agruparia essas imagens de forma
diferente, mas ainda assim são úteis para o agrupamento.
Além de mostrar o funcionamento do agrupamento, é importante nesse caso comparar
o likelihood. Sem ativar o split-merge, o algoritmo obteve um likelihood de -2405737,91.
Já com o Split-Merge, o likelihood foi de -1991669,06, portanto uma melhoria de 18%.
Teste com mesmas classes
A realização do teste para o HDP+DBM foi feita sem ativação split-merge no treinamento.
Usamos o modelo que foi treinado com as classes Golfinhos e Rosa. As classes usadas para
teste foram as mesmas do treinamento, mas com exemplos não entregues no treinamento.
Teste com mesmas classes - Features por tópico
Na Figura 6.28 temos a maior quantidade de features nos tópicos: Tópico 1, Tópico
2 e Tópico 3. Note que a concentração mudou em relação ao gráfico de treinamento
da Figura 6.21. As features de teste se distribuem em quantidade maior de diferentes
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Figura 6.26: Tópico
features por tópico. No caso do Tópico 1, que apresentou poucas features no treinamento,
teve sua configuração mudada no teste e acabou por obter mais features. Isso pode ter
ocorrido porque as imagens de teste apresentaram algumas características que não foram
encontradas nos dados de treinamento.
Teste com mesmas classes - Distribuição de imagens por tópico
Em um total de 80 imagens da classe Golfinho e Rosa, sendo 40 de cada uma, obtivemos
como tópicos mais significativos: o Tópico 0 e Tópico 2. Nas Figuras 6.29 e 6.30
temos a divisão das imagens em 2 grupos, chamados respectivamente de Tópico 0 e
Tópico 2. Comparando com as Figuras de treinamento, Figuras 6.22 e 6.23, percebemos
que os tópicos mais significativos são os mesmos, ou seja, a distribuição de tópicos mais
importantes por imagens se mantém, sendo mais importante o que aparece com maior
porcentagem.
Teste com mesmas classes - Comparação
Quando comparando as tabelas de distribuição de tópico máximo, percebemos que as
tabelas 6.9 e 6.6 se mantém com valores similares, já que tanto Tópico 0 quanto Tópico
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Figura 6.27: Tópico 11
2 continuam com percentuais próximos nas classes Golfinho e Rosa.
Teste com classes diferentes
A realização deste experimento foi realizada com treinamento da DBM descrito na seção
6.1.1. O modelo carregado foi o treinado com as classes Golfinhos e Rosa. As imagens
das classes usadas para teste foram das classes Tubarão e Papoula, que nunca haviam
sido visualizadas pela rede. A quantidade de imagens usada seguiu o que fizemos em todo
processo do HDP.
Teste com classes diferentes - Features por tópico
Na Figura 6.31 temos a maior quantidade de features nos tópicos: Tópico 0, Tópico
1 e Tópico 2. Note que a concentração mudou em relação ao gráfico de treinamento
da Figura 6.21. As features de teste se distribuem em quantidade maior em diferentes
features por tópico. No caso, o Tópico 0, que apresenta poucas features no treinamento,
acabou por obter mais features nos testes. Isso pode ter ocorrido porque as imagens
de teste apresentaram algumas características que não foram encontradas nos dados de
treinamento. Já o tópico 2, que apresentou muitas features no treinamento, acabou por
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Identificação Tópico 10 Tópico 11 Outros
(a) 0,98 0,0 0,02
(b) 0,96 0,0 0,04
(c) 0,22 0,71 0,07
(d) 0,78 0,15 0,0,07
(e) 0,95 0,0 0,05
(f) 0,75 0,22 0,3
(g) 0,53 0,41 0,06
(h) 0,41 0,56 0,03
(i) 0,0 0,94 0,06
(j) 0,0 0,95 0,05
(k) 0,28 0,63 0,09
(l) 0,91 0,0 0,09
(m) 0,0 0,89 0,11
(n) 0,0 0,95 0,05
(o) 0,92 0,0 0,08
(p) 0,16 0,78 0,06
(q) 0,05 0,87 0,08
(r) 0,0 0,95 0,05
(s) 0,0 0,94 0,06
(t) 0,92 0,0 0,08
(u) 0,95 0,0 0,05
(v) 0,98 0,0 0,02
(w) 0,0 0,94 0,06
(x) 0,88 0,02 0,10
(y) 0,82 0,15 0,03
(z) 0,87 0,10 0,03
Tabela 6.7: Tabela de misturas
Tópico 0 Tópico 10 Tópico 11
Golfinho 0,0625 71,56 28,5
Rosa 0,0 38,5 61,5
Tabela 6.8: Tabela de porcentagem de Tópicos x Classe
Tópico 0 Tópico 1 Tópico 2
Golfinho 42,5 0,0 57,5
Rosa 67,5 5,0 27,5
Tabela 6.9: Tabela de porcentagem de Tópicos x Classes
ter uma quantidade menor de features no teste.
Ao analisar as imagens para entender porque a concentração pode ter diminuído,
podemos notar uma quantidade grande de imagens de difícil compreensão até para o
olho humano, como aquela da Figura 6.32. Isso não implica em uma distribuição errada
da imagem em um agrupamento, mas apenas que imagens diferentes podem alterar a
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Figura 6.28: Gráfico que representa cada feature para cada tópico
Figura 6.29: Tópico 0 para 2 classes nos testes de mesma classes
Figura 6.30: Tópico 2 para 2 classes nos testes de mesma classes
concentração de features em cada tópico.
Teste com classes diferentes - Distribuição de imagens por tópico
Em um total de 80 imagens da classe Tubarão e Papoula, sendo 40 de cada uma, obtivemos
como tópicos mais significativos: o Tópico 0 e Tópico 2. Nas Figuras 6.33 e 6.34 temos
a divisão das imagens em 2 grupos, chamados respectivamente como Tópico 0 e Tópico
2. Comparando com as Figuras de treinamento (6.22 e 6.23), percebemos que os tópicos
mais significativos são os mesmos, ou seja a distribuição de tópicos mais importantes por
imagens se mantém.
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Figura 6.31: Gráfico que representa cada feature para cada tópico - Teste com classes
diferentes
(a) (b) (c) (d) (e) (f) (g) (h) (i)
Figura 6.32: Essas imagens com baixa qualidade que podem ter mudado a distribuição
de features já que são imagens escuras e de difícil compreensão.
Figura 6.33: Tópico 0
Figura 6.34: Tópico 2
Teste com classes diferentes - Comparação
Nas Figuras 6.35 e 6.36 foram escolhidas imagens similares do treinamento e do teste para
comparar como ficariam as distribuições das features. Estes dados nos permite inferir que
quando temos imagens similares, o resultado da distribuição de tópicos é similar também.
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(a) (b) (c)
Figura 6.35: A Figura 6.35a é uma Rosa do treinamento com Tópico 0 igual a 1.0; Já a
Figura 6.35b é uma Rosa do treinamento com Tópico 0 igual a 0.98 e Tópico 2 igual a
0.02. Figura 6.35c é uma Papoula usada no teste com Tópico 0 igual a 1.0. Estas imagens
são similares, mas é notado que poucos pixels podem fazer diferença para o algoritmo já
que 6.35a e 6.35b se diferenciam por muito pouco e apresentam percentuais diferentes.
(a) (b)
Figura 6.36: A Figura 6.36a é um Golfinho do treinamento com Tópico 0 igual a 0.13 e
Tópico 2 igual a 0.87 ; Já a Figura 6.36b é um Tubarão do teste com Tópico 0 igual a
0.16 e Tópico 2 igual a 0.84.
Tópico 0 Tópico 1 Tópico 2
Tubarão 40,0 5,0 55,0
Papoula 60,0 0,0 40,0
Tabela 6.10: Tabela de porcentagem de Tópicos x Classes
Quando comparamos as tabelas de distribuição de tópico máximo, percebemos que as
tabelas 6.10 e 6.5 se mantém com valores similares já que as classes Golfinho e Tubarão
pertencem à mesma superclasse, assim como Papoula e Rosa. Embora treinado com
Golfinho, a mistura de tópicos para Tubarão é similar. Da mesmo forma para Rosa e
Papoula. Podemos notar que, apesar da rede nunca ter visto as imagens de tubarão e
papoula, ela ainda foi capaz de descobrir semelhanças com as imagens que ela já conhecia,
conseguindo agrupar tubarão com golfinhos, e papoulas com rosas.
6.2.2 4 classes com 2 diferentes superclasses
Os experimentos desta seção são baseados nos resultados obtidos pelo processo de extração
de features da DBM treinada na seção 6.1.1, com 4 classes e 80 dados por classe com
saliência e aumento.
Features por tópicos
Na Figura 6.37 temos a maior quantidade de features nos tópicos: Tópico 0, Tópico 1 e
Tópico 3. Entretanto, a maior concentração de imagens em cada tópico está no Tópico
0 e Tópico 1. O critério para definir onde cada imagem se encontra é o mesmo usado
anteriormente.
Note que a concentração mudou em relação ao gráfico de treinamento da Figura 6.21
e que agora as features se distribuem em quantidade maior com diferentes features por
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Figura 6.37: Gráfico que representa a importância de cada feature para cada tópico, sendo
que quanto maior a circunferência maior é a representação dessa feature nesse tópico
tópico. No caso o Tópico 1, que apresentou poucas features no treinamento, o mesmo
acabou por obter mais features nos testes. Isso pode ter ocorrido porque imagens de
teste demonstraram alguma característica que não havia sido encontrada nos dados de
treinamento.
Distribuição de imagens por tópico
Analisamos um total de 6400 imagens da classe Maçã, Laranja, Rosa e Girassol, sendo 1600
de cada uma dessas. Nas Figuras 6.38 e 6.39 temos a divisão das imagens em 2 grupos,
chamados respectivamente como Tópico 0 e Tópico 1. Embora as features tenham se
distribuido em 4 tópicos, a maioria destes tópicos acabou por ser pouco significativo para
a maioria das imagens. Essa importância foi avaliada por meio do número de features de
uma imagem que se associavam a cada tópico, pois cada feature da imagem é associada
a um tópico, e atribuímos à imagem o tópico que aparecia em maior frequência. Os
tópicos de baixa relevância foram removidos. No final, os tópicos mais relevantes, que se
associavam com a maioria das imagens, foram o Tópico 0 e Tópico 1.
Subconjunto de imagens
A Figura 6.40 é uma amostra de imagens escolhidas de forma aleatória para analisar como
a porcentagem dos tópicos é distribuída. Esta é uma forma de visualizar os efeitos da
distribuição de diferentes features nos tópicos criados.
Na tabela 6.12 podemos perceber uma divisão que poderia ser definida como Tópico 0
para Frutas, que incluiria Laranja e Maçã, e Tópico 1 para Flores, que incluiria Girassol
e Rosa. Vale lembrar que esta é apenas uma forma de visualizar os agrupamentos.
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Figura 6.38: Tópico 0 para 4 classes
É importante lembrar que a forma de agrupar depende dos parâmetros do HDP. Desta
forma, esta pode não ser a única configuração possível de distribuição de imagens em
um agrupamento pois cada conjunto de parâmetros pode encontrar diferentes tipos de
agrupamento. A quantidade de features usadas também influencia no resultado final,
assim como o quão boas essas features são. É mais simples criar agrupamentos quando
se tem dados bem distintos.
Split-merge
Com as imagens de treinamento foi aplicado o split-merge. Neste experimento, nenhuma
ação de Split ou Merge foi aceita pelo algoritmo, não acarretando mudanças. Com isso,
para 4 classes e 2 superclasses não temos a análise das comparaçãoes antes e depois do
split-merge.
Teste com mesmas classes
Para este experimento carregamos o modelo treinado com as classes Maçã, Laranja, Pa-
poula e Girassol e utilizamos imagens de teste das mesmas classes. A quantidade de
imagens usada foi de 40 por classe.
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Figura 6.39: Tópico 1 para 4 classes
Teste com mesmas classes - Features por tópico
Na Figura 6.41 temos todas as features nos tópicos: Tópico 0 e Tópico 1. Note que a
concentração mudou em relação ao gráfico de treinamento da Figura 6.37. As features de
teste não se distribuiram no Tópico 2 e Tópico 3.
Teste com mesmas classes - Distribuição de imagens por tópico
Em um total de 320 imagens da classe Maçã, Laranja, Girassol e Rosa, sendo 40 de cada
uma, obtivemos como tópicos mais significativos: o Tópico 0 e Tópico 1. Nas Figuras 6.42
e 6.43 temos a divisão das imagens em 2 grupos, chamados respectivamente como Tópico
0 e Tópico 1. Comparando com as Figuras de treinamento (6.38 e 6.39), percebemos
que os tópicos mais significativos são os mesmos, ou seja, a distribuição de tópicos mais
importantes por imagens se mantém, sendo mais importante o que aparece com maior
porcentagem.
Por meio da tabela 6.13 podemos perceber que os valores das porcentagens são simila-
res aqueles do treinamento. As classes mantém a sua concentração maior de porcentagem
nos mesmos tópicos que os de treinamento.
114
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(j) (k) (l) (m) (n) (o) (p) (q) (r)
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Figura 6.40: Subconjunto de imagens para 4 classes



























Tabela 6.11: Tabela de misturas
Teste com imagens de classes distintas
Para este experimento carregamos o modelo treinado com imagens das classes Maçã,
Laranja, Rosa e Girassol mas usamos imagens de classes diferentes, Pêra e Tulipa, com
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Tópico 0 Tópico 1 Tópico 3
Maçã 55,25 44,68 0,06
Girassol 41,81 58,18 0,0
Laranja 63,62 36,37 0,0
Rosa 41,06 58,93 0,0
Tabela 6.12: Tabela de porcentagem de Tópicos x Classes
Figura 6.41: Gráfico que representa cada feature para cada tópico
Figura 6.42: Tópico 0 para 4 classes nos testes de mesma classes
Figura 6.43: Tópico 1 para 4 classes nos testes de mesma classes
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Tabela 6.13: Tabela de porcentagem de Tópicos x Classes
40 exemplos de cada, para os testes.
Teste com classes diferentes - Features por tópico
A Figura 6.44 apresenta todas as features nos tópicos Tópico 0 e Tópico 1. A concentração
mudou em relação ao gráfico de treinamento da Figura 6.37 e a maioria das features das
imagens estão concentradas no tópico 1. As features de testes não se distribuiram no
Tópico 2 e Tópico 3.
Figura 6.44: Gráfico que representa cada feature para cada tópico - Teste com classes
diferentes
Teste com classes diferentes - Distribuição de imagens por tópico
Em um total de 80 imagens da classe Pêra e Tulipa, sendo 40 de cada uma, obtivemos
como tópicos mais significativos: o Tópico 0 e Tópico 1. Nas Figuras 6.45 e 6.46 temos
a divisão das imagens em 2 grupos, chamados respectivamente como Tópico 0 e Tópico
1. Comparando com as Figuras de treinamento (6.38 e 6.39), percebemos que os tópicos
mais significativos são os mesmos, ou seja, a distribuição de tópicos mais importantes por
imagens se mantém.
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Figura 6.45: Tópico 0 para 4 classes nos Teste com classes diferentes
Figura 6.46: Tópico 1 para 4 classes nos Teste com classes diferentes
Teste com classes diferentes - Comparação
Nas Figuras 6.47 e 6.48 são apresentadas imagens de teste similares as do treinamento
para compararmos como ficariam as distribuições das features. Aqui podemos concluir
que quando temos imagens similares, o resultado da distribuição de tópicos é similar
também.
(a) (b) (c)
Figura 6.47: A Figura 6.47a é uma Maçã do treinamento com Tópico 0 igual a 1,0; Já a
Figura 6.47b é uma Maçã do treinamento com Tópico 0 igual a 0,83 e Tópico 1 igual a
0,17. A Figura 6.35c é uma Pera usada no teste com Tópico 0 igual a 1,0.
(a) (b)
Figura 6.48: A Figura 6.47a é uma Girassol do treinamento com Tópico 0 igual a 1,0; Já
a Figura 6.47b é um Tulipa usada no teste com Tópico 0 igual a 1,0.
A tabela 6.14 nos mostra que os valores das porcentagens se mantiveram similares
a quando realizamos o treinamento com as classes Maçã, Laranja, Rosa e Girassol. No
treinamento, Maçã e Laranja estavam com uma porcentagem maior no Tópico 0, e imagens
da classe Pêra, por apresentarem a mesma superclasse destas classes, acabaram por ter
percentual similar.
Com as classes Rosa e Girassol, da superclasse Flores também houve uma concentração
maior no Tópico 1, e as imagens da classe Tulipa repetiram esse resultado, por estarem
na mesma superclasse.
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Tópico 0 Tópico 1
Pera 57,5 42,5
Tulipa 47,5 52,5




Conseguir bons resultados em sistemas de aprendizado indutivo com poucos dados é uma
tarefa difícil. Quando usamos um modelo não-supervisionado, este desafio se torna ainda
maior. Entretanto, existem diversos cenários, como no caso da robótica de serviço, nos
quais a rotulação anterior é inviável e onde o agrupamento de objetos em categorias mais
abrangentes pode ser suficiente para uma tomada de decisão eficiente. Neste sentido,
a abordagem proposta neste trabalho de realizar o agrupamento hierárquico de forma
não-supervionada e na presença de poucos dados de treinamennto pode se mostrar muito
útil.
Para permitir que tal arquitetura seja viável e que a mesma possa operar com pou-
cas informações, propusemos o aumento dos dados por meio de alterações nas imagens
originais e através de recortes em regiões de saliência, o que permitiu uma melhoria sig-
nificativa nos resultados. Em geral, obtivemos com este procedimento de aumentação
um resultado tão bom quanto aquele quando utilizamos quatro vezes mais dados mas
retiramos o processo de aumentação.
Na arquitetura proposta definimos um modelo de treinamento da DBM em fases capaz
de lidar com a baixa resolução das imagens do banco de dados CIFAR-100. Para tentar
recuperar as características mais importantes dessas pequenas imagens, propusemos uma
Máquina de Boltzmann Profunda com duas camadas de RBM pré-treinadas com 26 pe-
quenas RBMs. A partir da features extraídas de forma não-supervisionada pela DBM,
extraímos um bag-of-words que serviu de base para um agrupamento hierárquico sem
definição a priori do número de grupos. Os resultados obtidos mostraram que este mo-
delo proposto DBM+HDP comporta, inclusive, o agrupamento de dados de classes nunca
antes vistas pelo modelo desde que as mesmas pertençam às superclasse já conhecidas.
Entretanto, acredita-se que os resultados poderiam ser melhores se o banco de dados
empregado for melhor do que o escolhido. Acredita-se que o uso de aumento de imagens
e saliência contribuiu para um resultado bom com este banco, mas que o mesmo poderia
ser ainda melhor em um banco de dados específico para um cenário de aplicação e com
dados mais representativos.
De forma geral, este trabalho representa o primeiro passo na proposição de uma arqui-
tetura que possa operar em cenários onde agrupamentos de alto-nível sejam requeridos.
Neste sentido, destacamos como possíveis trabalhos futuros:
120
• O aprimoramento das técnicas usadas para aumento de dados;
• A exploração de diferentes configurações de RBMs usadas para a construção da
DBM;
• A validação em um dataset mais elaborado e com imagens maiores;




Para a escolha dos parâmetros a serem empregados, realizamos os testes apresentados na
tabela A.1. Estes testes foram avaliados segundo a qualidade da DBM gerada ao final do
processo.
A tabela A.2 apresenta os parâmetros que obtiveram os melhores resultados e que
foram empregados neste trabalho.
Estes parâmetros são:
• SizeT: o tamanho de cada template.
• NumberT: quantidade de templates únicos para encontrar os pontos de saliência.
• ObjectT: quantidade de templates únicos utilizados para encontrar a saliência de
objeto.
• Blurred Saliency Map (BSM): mapa embaçado da imagem resultante. É o parâmetro
que indica o tamanho do kernel do filtro guassiano a ser aplicado sobre o mapa de
dissimilaridade computado e que dará origem ao mapa de saliência.
• Blurred Attention Map (BAM): mapa embaçado do objeto saliente. Funciona da
mesma forma que o Blurred Saliency Map mas aplicado ao mapa de saliência do
objeto. Este processo auxiliará a identificação do contorno do objeto mais saliente.
Tabela A.1: Experimentos de saliência para escolha dos parâmetros
Parâmetros E1 E2 E3 E4 E5 E6 E7 E8 E9 E10
SizeT 8 8 8 8 32 12 16 7 8 8
NumberT 300 100 100 300 100 100 100 100 200 100
ObjectT 5000 5000 5000 5000 5000 5000 5000 5000 7000 3000
BSM 3 1 3 1 3 3 3 3 3 3
BAM 1 1 6 1 1 1 1 1 1 1
Acurácia MLP 0.83 0.83 0.82 0.82 0.77 0.79 0.8 0.846 0.78 0.82
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Blurred Saliency Map 3*sizeT




Os algoritmos utilizados nas arquiteturas descritas precisam de configurações iniciais para
execução. As configurações iniciais podem ser vistas nas tabela B.1 e tabela B.2. Para
cada um dos experimentos, as configurações são como apresentadas.
Tabela B.1: Parâmetros das Pequenas 26 RBMs
Parâmetro Valor
Unidades ocultas 300
Taxa de aprendizado 1e-3
Número de épocas 100
Tamanho do batch 48
Coeficiente de decaimento do peso l2 1e-3
Probabilidade desejada de ativação oculta 0,1
Controla a quantidade de penalidade de dispersão 1e-3
Tabela B.2: Parâmetros da DBM
Parâmetro Valor para cada camada
Unidades Ocultas 128
Número de cadeia de Markov persistente 100
Número de atualizações de meanfield por atualização de peso 50
Tolerância meanfield 1e-11
Probabilidade desejada de ativação oculta (0,2, 0,2)
Controle da quantidade de penalidade de dispersão (1e-4, 1e-3)
Taxa de decaimento para problemas de ativações ocultas 0,9
B.1 2 classes e 2 superclasses
Com o uso de 2 classes (Rosa e Golfinho) foram realizadas as configurações apresentadas
na tabela B.3 para a DBM.
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Tabela B.3: Parâmetros da RBM e DBM
Parâmetro Valor para cada camada
Número de passos de Gibbs (1, 1, 1)
Taxa de aprendizado (1e-4, 1e-5, 1e-5)
Número de épocas (64, 33, 100)
Tamanho do batch (10, 10, 10)
Coeficiente de decaimento do peso l2 (1e-3, 0,005, 0)
B.2 4 classes e 2 superclasses
Com o uso de 4 classes (Rosa, Papoula, Maçã e Laranja) foram realizadas as seguintes
configurações apresentadas na tabela B.4 para a DBM.
Tabela B.4: Parâmetros da RBM e DBM
Parâmetro Valor para cada camada
Número de passos de Gibbs (1, 1, 1)
Taxa de aprendizado (5 ∗ 10−6, 5 ∗ 10−6, 6 ∗ 10−6)
Número de épocas (64, 33, 100)
Tamanho do batch (10, 10, 10)
Coeficiente de decaimento do peso l2 (1e-3, 0,005, 0)
B.3 8 classes e 4 superclasses
Com o uso de 8 classes (Maçã, Laranja, Baleia, Golfinho, Rosa, Girassol, Ônibus e Bici-
cleta) foram feitas as configurações da tabela B.5 para a DBM.
Tabela B.5: Parâmetros da RBM e DBM
Parâmetro Valor para cada camada
Número de passos de Gibbs (1, 1, 1)
Taxa de aprendizado (5 ∗ 10−6, 5 ∗ 10−6, 6 ∗ 10−6)
Número de épocas (64, 33, 100)
Tamanho do batch (10, 10, 10)




C.1 2 classes e 2 superclasses
Com o uso de 2 classes (Rosa e Golfinho) as configurações da tabela C.1 foram aplicados
ao HDP.
Tabela C.1: Parâmetros do HDP
Parâmetro Valor




C.2 4 classes e 2 superclasses
Com o uso de 4 classes (Rosa, Papoula, Maçã e Laranja) foram feitas as seguintes confi-
gurações da tabela C.2 no HDP.
Tabela C.2: Parâmetros do HDP
Parâmetro Valor






Experimentos para validação da
transferência de pesos DBM-MLP
Este experimento tem como objetivo verificar se um modelo de MLP inicializado com
os pesos da DBM treinada seria capaz de obter resultados compatíveis com um modelo
treinado sem esta inicialização inicialização, mas de forma supervisionada. Neste sentido,
compararemos duas redes: a primeira MLP inicializada com inicializador uniforme Xavier
[1] e a segunda MLP inicilizada com pesos iniciais vêm da DBM treinada. Os seguintes
passos foram seguidos:
• Treinamento da DBM com 2 classes aleatórias.
• 2 rodadas de testes em cada MLP.
• Coletar Resultados
Esses passos foram realizados 5 vezes, utilizando um par diferente de classes de imagens
em cada execução, e estes passos foram repetido também variando a quantidade de dados
por classe entre 20, 40 e 80 exemplos, com saliência e sem saliência. Todos os experimentos
seguem as proporções de 50%,25%,25% para o conjunto de treino, validação e teste.
Experimento com 20 dados
A Figura D.1 apresenta os resultados de acurácia obtidos nos experimentos realizados com
um conjunto com 20 dados. Podemos observar que adicionando saliência obtivemos 76%
de acurácia com transferência de pesos e 77% sem transferência para os dados de teste.
Vale notar que a saliência ajudou a transferência, já que sem saliência foi obtido 63% de
acurácia. Já nos conjunto de validação para o modelo sem saliência observamos que os
valores são muito próximos.
Experimento com 40 dados
A Figura D.2 apresenta os resultados para um conjunto maior de dados de entrada (40).
Podemos notar que adicionado a saliência obtivemos 83% com transferência e 81% sem
transferência. Vale notar que sem a saliência o resultado era melhor sem transferência, já
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(a) Sem saliência (b) Com saliência
Figura D.1: 20 dados - comparação MLPs
que tinhamos 74% com transferência e 76% sem a transferência. Nos dados de validação
ocorre o mesmo que no de teste e os resultados com transferência são superiores quando
se aplica a saliência.
(a) Sem saliência (b) Com saliência
Figura D.2: 40 dados - comparação MLPs
Experimento com 80 dados
A Figura D.3 apresenta os resultados comparativos para um conjunto maior de dados de
entrada (80). A validação sem saliência e sem tranferência apresentou resultado melhor do
que com tranferência, apresentando respectivamente 80% e78%. Já no experimento com
saliência, elas apresentam o mesmo valor 80%. Os testes sem saliência e sem tranferência
obtiveram um resultado melhor, novamente, do que com tranferência, sendo 75% e 79%.
A saliência sobre o conjunto teste apresentou com e sem tranferência o valor de 82%.
Conclusão
De forma geral os experimestos aqui apresentados mostram que, para um menor número
de dados de entrada, a transferência de pesos da DBM ajudou a MLP. O uso da saliência
para 40 e 80 dados faz com que as features que vieram de um modelo não-supervisionado
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(a) Sem saliência (b) Com saliência
Figura D.3: 80 dados - comparação MLPs
e que são usados como pesos da MLP, tenham um resultado igual ou melhor do que as de
um modelo puramente supervisionado. Para o caso de 20 dados ajuda consideravelmente
a ter um resultado melhor do que sem saliência. Na maioria dos casos a MLP baseado
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