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INTRODUCTION
In [l-5] Benouaz and Arino have presented a computational procedure which yields a linear map defined as the optimal approximation of a nonlinear ordinary differential equation of the following form: F = F(z(t)), z(0) = 20.
They have applied this method to some problems when the classical linearization cannot be used (behavior and stability of solutions). In particular, they have applied this procedure to a specific nonlinear ordinary differential equation for which they proved existence, uniqueness, and convergence of the optimal approximation associated with it. The work presented in [2,6-81 is based on the applicability of the proposed method to the study of the stability.
In [9] , they gave a necessary and sufficient condition for uniqueness of the elements of the sequence determined in the course of the optimal approximation and proved that the order is two or higher. In this paper, we propose to extend this procedure to a nonlinear ordinary differential equation with excitation. This class encompasses various systems such as electronic circuits, mechanical systems, aerodynamical systems, and population dynamics systems. Our purpose is to study a system governed by a set of equations which can be written in the form [lo] f = J+(t), 4Q), x(0) = X0.
We consider especially the decoupled (z,u) case. The excitation is denoted by u(t) Ill] (the external force which can be supplied for example by a photovoltaic generator). Our results are in the line of previous work by Vujanovic [12, 13] and We give a brief overview of the contents. The next two sections are devoted to preliminaries and a general formalism with properties of the optimal procedure. In Section 4, the order of the approximation in the case of constant excitation is studied.
Finally, we illustrate the applicability of the procedure through an exampIe. The resuhs are discussed using the calculus of the quadratic error.
THEORETICAL FRAMEWORK

Position of the Problem
Consider the following system of nonlinear ordinary differential equations:
wherex=(xr,... , 35,) is the unknown function, u = (ur, . . . , u,) is the external excitation which can be constant (continuous) or a function of time (periodic), and F = (fl, . . . , fn) is a given function on an open subset R of B". Our purpose is to find a linear ordinary differential equation of the form dx -=Ax+Bu,
which has the same behavior as the nonlinear differential equation (l), both (equations (1) and (2)) have the same initial value. (&B) E &(R) are to be determined. For this, we shall assume the following. System (2) will give an optimal approximation to system (l), starting from the initial value x0 and going to the steady state as t goes to infinity.
Formalism
Consider the functional defined by 
First, assuming that A minimizes (3) along a given function x, the above quantities are equal to
Let (a,j) denote the elements of matrix A and (bij) those of matrix B, then (6) yields
(8)
Assuming that B minimizes (3) along a given function U, the system of equations (6) is equal to zero, i.e., +a;:
v l<l,m<n
The system of equations (6) yields
Equations (10) and (14) allow us to write the matrices A and B as follows:
we have implicitly assumed that matrices rA and rB are nonsingular and consequently A and B are uniquely defined if r&) and rg('lL) are invertible.
The diagram of the leastsquare approximation procedure is given in Figure 1 . ALGORITHM. The computation presented above will be used iteratively. We shall assume that the successive matrices Aj and Bj are stable, their spectrum lies in {Z : Re z < O}. Verifying this fact is a delicate problem. We have given conditions that ensure that this property is satisfied. These results will be developed subsequently.
The initial matrices A0 and Bo are the Jacobian matrices of F at ~0 such that DF(z) exists, and at ZLO such that DF(u) exists, respectively, ~0 and ue are the initial values of z and U.
Consider system (1). The computational procedure can be summarized as follows.
STEP 1. Compute Ao = DF(zo), Bo = DF(u0).
STEP 2. Compute
Al and B1 from the solution of equation
which is
0 by minimizing the functional
Al and B1 are uniquely determined by system (15), where 3: is replaced by y and w(t) is the excitation at time t. From this point on, the matrices determined by the procedure are no longer Jacobian matrices of F at a given point. In order to continue, it is necessary that the above conditions be satisfied at each step. Let us first assume that this holds. Then, the procedure works as follows.
STEP 3. Assuming that Al,. , A,-1 and B1, . , B,-1 have been computed, to compute A, from A,-1 and Bj from Bj-1, we first solve
The solution yj of this equation is
The minimization of the functional
If the sequences (Aj , Bj) converge, then the limit (A, fi) is by definition the optimal approximation of F(z(t), u(t)) at (~0, u). The optimal matrices depend on x0.
PROPERTIES OF THE PROCEDURE
We will now consider the situations where the procedure converges.
Case Where the Application F is Linear
If F is linear, then the procedure gives A and B at the first iteration.
The optimal approximation of a linear system is the system itself.
Case Where
the System is the Sum of Linear and Nonlinear Terms STEP 1. Consider the nonlinear system with a nonlinearity of the form
where M is linear.
Using equations (10) and (14)) we obtain for Al and Bi ,
The computation of the matrices Al and B1 gives STEP 2. Consider the nonlinear system with a nonlinearity of the form
where L is linear. Using equations (10) and (14), we obtain, for Al and Bl, 
where
A; = [Q>(? u) -~1cd~,41~rxW,
Then, for all j, we have where 
ORDER OF THE APPROXIMATION
We will now evaluate the functional
where (A, B) are any matrices. 
/-Cm I(F(g(t),w(t)) -&j(t) -&(t)l12 dt
We will now evaluate the difference 11x(t) -jj(t)II w h ere x is the solution of equation (1) and g that of the optimal linear equation, both having the same initial value. We have
From Assumption (H3) in Section 2.1, we have 481 and using the Gronwall's lemma, we obtain For every T > 0, there exists M 2 0 such that Ildt) -ixt)ll 5 Ad (11~011") 7 for 0 5 t < T,
and every xc in the neighborhood of 0, independent of T. The proposed approximation is of order two or higher with respect to the initial value. More generally, it has the same order as the nonlinearity.
APPLICATIONS
We present first the computational procedure of the least-square approximation.
Computational Procedure
The computational procedure is based on the algorithm presented in Section 2.3.2, and written in Fortran language.
The differential equations have been solved using the fourth-order RungeKutta method [22] .
INPUT.
[x0, U, Ao, Bo, E]. (69) where E is the desired level of approximation, then set 2 = Acj) and B = Bc,). (A, B) constitutes the optimal approximation of F at (zre,~). Else, set AU-~) = AC,), Bcj-r) = Bc,) and go to Level 2.
Example
Since the main purpose of the following simple application is to illustrate the usefulness of the theory presented in the above sections, we have chosen to study the time evolution of an electrical circuit (Figure 2) containing a diode whose characteristic
r-j-T--j 
Case where the excitation is constant (continuous)
In this case the source of excitation is E = 20V.
System (70) is as follows: dx -= -2 x 105x -2 x 103y + U(t), dt 4 -= 2 x 105x -7 x 102y -2 x 103y2, dt (X0> Yo) = (0, Q), Table 1 shows the value of the solution of systems (73) and (77) and the quadratic error. The quadratic error is defined by
i=l where y is the solution of the nonlinear system and i the solution of the optimal system. Figures 3-5 represent, as a function of time, respectively, the excitation u(t), the graphs of the solutions (x(t), y(t)) of systems (73) and (77), and the quadratic error between the nonlinear system (73) and the optimal linear system (77). Time (s) 
After nine iterations, the computational procedure gives (E = 10C6) of systems (80) and (84), and the quadratic error between the nonlinear system (80) and the optimal linear system (84). 
CONCLUSION
As a continuation of earlier papers [3], we have presented in this work further developments regarding the extension of the optimal linearization. The emphasis here was put on the use of the method as an approximation procedure of a nonlinear O.D.E. with excitation. Our main results stipulate that the approximation is of order two with respect to the initial value, and is generally of the same order of the nonlinearity. The example presented satisfactory adequacy of approximate results compared to the exact ones. This is confirmed by the computation of the quadratic error which never cxcccds 1.1% in the first case. In the second case) the quadratic error order is 0.05%.
