ABSTRACT Multi-scale geometric analysis is a popular tool that is widely used in the field of multifocus image fusion. It plays a large role in extracting the features from input images. In this paper, a novel multi-focus image fusion method based on a non-fixed-base dictionary and multi-measure optimization is presented in the non-subsampled shearlet transform (NSST) domain. The proposed approach contains the following four steps. The input images are first decomposed by NSST into low-and high-frequency coefficients. Second, a sparse representation (SR)-based framework is proposed and applied to merge the low-frequency coefficients of the input images. In this framework, a non-fixed-base dictionary iteratively trained by the previous dictionary is constructed, which represents the complex details of the source images. Third, a type-2 fuzzy logic scheme is introduced for the high-frequency coefficient fusion, which can effectively select the high-quality coefficients from the source images so that it can achieve better performance. Finally, an inverse NSST operation is conducted in the merged low-and high-pass subbands and thus obtains the initial fused image. A multi-measure optimization method is then employed to optimize the initial fused image, and thus, the final fused result is achieved. In this method, three different measures, namely, pixel difference, visual saliency, and similarity, are designed to select the focus regions more completely. The experimental results demonstrate that our proposed approach yields a better effect than other methods in both the visual quality and the objective assessment.
I. INTRODUCTION
As we know, in virtue of the inherent characteristics of imaging sensor devices with a limited depth of field, a certain range of objects can only be captured, and beyond the scope of the targets cannot be captured, which leads to the targets being blurred [1] . In other words, it is very difficult to obtain a complete scene or target information only by a single sensor. Therefore, for decades, multi-sensor systems (MSS) have been widely proposed to solve these problems [2] - [5] .
MSS has an application in integrating multiple images captured by different sensors. Moreover, MSS has a prominent advantage that produces massive complementary image information, which can be fused via multi-sensor image
The associate editor coordinating the review of this manuscript and approving it for publication was Carmelo Militello. fusion (MSIF) techniques. As a result, MSIF has been widely studied to enhance the image quality to satisfy the rising demand of human visual systems [2] - [4] . Over the past few years, many fusion algorithms have been proposed by researchers [6] - [9] . There are many kinds of MSIF methods, in which the most researched is multi-focus image fusion that will also be studied in this paper. Actually, the multifocus image fusion algorithms can be divided into two branches [10] : spatial domain-based methods and transform domain-based methods. In the paper published by Aslantas and Toprak [11] , a multi-focus image fusion method based on spatial domain was presented. In their work, the authors proposed a method by estimating the point spread functions of the focusing and defocusing pixels in the original images. Guo et al. [12] proposed a self-similarity and depth information (SSDI) fusion method by defining the similarity-based adaptive region weighting rule. Nevertheless, some drawbacks inevitably emerge in these fusion algorithms, including the reduction of contrast, the distortion of fused image and the generation of the block effect [13] .
In comparison with spatial domain methods, the transform domain-based methods not only can preserve the contrast and reduce the block effect, but also have more merits in characterizing the local features of the signal. Therefore, these kinds of methods have become the active fusion methods [14] . In these methods, the first step is to decompose two or more input images, and then different fusion rules are employed for integrating all the decomposed images into one combination representative. The last step is to perform an inverse transform operation for reconstructing the fused image [15] . For decades, many commonly used multiscale transform methods have been proposed for image fusion, such as curvelet transform [16] , contourlet transform (CT) [17] , and non-subsampled contourlet transform (NSCT) [18] . Compared to CT and NSCT, shearlet transform is a novel multiscale transform method [19] , and its implementation is more computational efficient due to its two merits: no restrictions on the number of directions and its inverse transform only requiring a summation of the shearing filters. However, shearlet transform is not shift-invariant. To address this problem, the non-subsampled shearlet transform (NSST) [20] is thus put forward. It can obtain more useful information and reduce the pseudo-Gibbs phenomenon effectively. Furthermore, the computational complexity of NSST is lower than that of NSCT. Based on the above analysis, NSST is more suitable for image fusion. Easley et al. [21] proposed a new discrete shearlet transform method to capture the intrinsic geometrical features of multidimensional data. Kong et al. [22] used NSST and spiking cortical model for image fusion in the infrared and visible field.
After the selection of the transform algorithm, the fusion rules in different subbands also have an important influence on the final merged results. Because of the merit that sparse representation (SR) can effectively represent image signals [23] , it has become an important part in the field of image processing. To date, SR has evolved into a hot research topic in fusion methods based on transform domain. It is understood that SR methods can produce better fusion results than other traditional methods [23] - [28] . Yang and Li [24] employed the SR method for image fusion and restoration. Liu and Wang [25] proposed an adaptive sparse representation (ASR) method for simultaneous image fusion and denoising, which can enhance potential visual effects as well as increase computational efficiency. However, there are also some drawbacks in these methods, for example, the incomplete preservation of details and the inability of adapting to misregistration of images [26] . To improve the fusion results, some studies combining multi-scale transform with SR have been conducted [27] , [28] . Liu et al. [27] proposed a general image fusion framework by combining multi-scale transform and SR instead of utilizing individual multi-scale transformand SR-based fusion methods. Yang et al. [28] put forward a fusion method based on SR with joint dictionary learning. However, the above fusion SR methods with a fixed-base dictionary for merging lowpass subbands cannot accurately obtain the important information from the source image and have a limited impact on representing the particular structure in the images [29] . Thus, to overcome the above drawbacks, in this paper, we present an algorithm of a non-fixed-base dictionary in the SR scheme for image fusion.
In addition to the above methods, fuzzy logic theory has also been successfully applied to image processing [30] - [32] . Over the past decades, type-1 fuzzy logic (T_1FL) has been studied for image fusion, and it can deal with the problem of uncertainty and fuzziness in image fusion processes [33] . More recently, some investigators have used type-2 fuzzy logic (T_2FL) in the same field. Compared with T_1FL, T_2FL can address the uncertainty and imprecision problem more effectively and thus achieves a fusion result more in line with the human visual system [32] . In addition, some other studies have shown that T_2FL can obtain ideal fusion performance [34] , [35] . Hence, we will try to employ T_2FL to fuse the high-frequency coefficients to improve the image performance in this paper.
Therefore, according to the above analysis, a novel multifocus image fusion method based on a non-fixed-base dictionary and multi-measure optimization is presented in this paper. First, the low and high subbands can be obtained by NSST decomposition. Then, a novel SR based on a nonfixed-base dictionary and type-2 fuzzy logic schemes are proposed as the fusion rules of lowpass and highpass subbands, respectively. Finally, a multi-measure optimization method is developed via three measures (pixel difference measure, visual saliency measure and similarity measure) and a mathematical morphology technique to optimize the initial fused result, thus obtaining the final fused image. The proposed method is also extended for image fusion with color in the Ycbcr color space, which can obtain more edge details and preserve the color information from the source images.
The main contributions of the proposed fusion method are summarized as follows:
(1) We present a non-fixed-base dictionary iteratively trained by the previous dictionary which replaces the initialization dictionary in the K-SVD algorithm. Compared with the fixed base dictionary, this novel dictionary overcomes the limitations in representing the merged image and preserves much more structural information.
(2) We introduce type-2 fuzzy logic where the type-2 fuzzy entropy is employed to automatically select the highfrequency coefficients as the fusion rule for high-pass subbands. It can more effectively select the high-quality pixels from the source images and yield a better performance than traditional fusion rules.
(3) We propose a multi-measure-based optimization method where the visual saliency combines the pixel difference and similarity to distinguish the focus regions. This method can make the initial decision map more complete than traditional methods based on a single measure. The rest of this paper is divided into four sections. In Section II, our method is introduced in detail. Numerical experiments and discussions are analyzed in Section III. Some conclusions of the proposed schemes, together with some suggestions regarding future work, are given in Section IV.
II. PROPOSED METHOD
In this section, our method is depicted in detail, as shown in Fig. 1 . It generally comprises four branches. First, we use NSST to decompose two source images for the sake of obtaining low and high frequency subbands. Then, two different fusion rules in accordance with the characteristics of different subband components are applied to fuse them. We present a SR-based fusion algorithm for merging the lowpass subbands, and type-2 fuzzy logic is introduced to implement the fusion of highpass subbands. Next, an inverse NSST operation is performed between the fused highpass subbands and lowpass subband for obtaining the initial fused image. Finally, a method based on multi-measure optimization is applied to optimize the initial fused image, aiming at obtaining the final merged image.
A. NSST-BASED IMAGE DECOMPOSITION
As a decomposition tool in image processing, NSST is composed of two parts. The first part is a multi-scale decomposition process in which the non-subsampled Laplacian pyramid transform (NSP) is utilized, and thus, it has a superior performance from the aspect of shift-invariance. The other part is a multi-directional decomposition process, and the improved shearlet filters are applied to realize this. These filters satisfy the property of shift-invariance by avoiding the subsampling. Fig. 2 illustrates the flowchart of the multi-scale and multi-decomposition of NSST.
B. LOWPASS SUBBAND FUSION 1) NON-FIXED-BASE DICTIONARY BASED ON K-SVD
It is known that selecting a dictionary is important for the success of SR modeling. The learned dictionaries have two merits, which include the increased flexibility and the ability to adapt to specific data [36] . The classical K-SVD [37] algorithm is employed by us to learn the dictionary from appropriate background data. The dictionary learning problem is represented as:
where Y , D denote a group of dictionary training vectors and the dictionary, respectively. X represents the set of sparse vectors that correspond to Y , and T 0 is the constraint on sparsity. The learning is an iterative process and each iteration has two stages: the sparse coding stage and the dictionary update stage. It is known that the general K-SVD algorithm uses a fixed discrete cosine transform (DCT) basis to initialize the dictionary when training the data samples. However, the overcomplete dictionary that is trained by a fixed base is restricted to signals of a certain type and cannot be used for an arbitrary family of signals [27] . Therefore, in this work, we construct a novel SR-based dictionary that is iteratively trained by the previous dictionary, and this process is called non-fixed-base dictionary learning. The detailed description is given below.
As illustrated in the dashed box of Fig. 1 , L A , L B ∈ R M ×N represent the low-frequency subbands, the size of which
Obtain initial dictionary by using K-SVD algorithm:
1) Perform an average algorithm operation between L A and L B to obtain lowpass sub-images L. 2) Transform the average lowpass sub-images L into vectorization matrix V as the input of the K-SVD algorithm. 3) Apply the K-SVD algorithm to train the V for getting the initial dictionary D 0 .
Construct non-fixed-base dictionary via D 0
For dictionary training times i to n: 1) By combining D 0 and the low frequency dataset in the K-SVD algorithm, the dictionary D 1 can be obtained. 2) Perform an iterative dictionary training process, which is defined as:
equals the input images. The procedures of the dictionary construction are shown below. First, an average coefficient L can be obtained via averaging the low-frequency coefficients L A and L B . Second, we divide L into many patches with a size of n × n by employing the sliding window technique. Then, these image patches are converted into vectors and the vectorization matrices V are obtained, which is the dataset employed in the K-SVD algorithm. Next, after applying the K-SVD algorithm to train the dataset, an over-complete dictionary D 0 will be acquired. By iteratively combining D 0 and the low frequency dataset in the K-SVD algorithm, the final dictionary D i (i = 1, 2, 3 . . . , n) can be obtained. In this paper, we set i to be 2. The obtained final dictionary D i is more compact and effective because it not only covers the base information from the dataset trained in the K-SVD algorithm, but also contains much more structural information, which is extracted from the updated dictionary D i−1 .
The non-fixed-base formation method is described below by Algorithm 1.
2) LOW-FREQUENCY SUBBAND FUSION
With the final over-complete dictionary D obtained through the first step, the lowpass subband fusion process is illustrated in Fig. 1 . The detailed steps are demonstrated as follows. First, L A and L B are divided into many image patches with a size of n × n after the sliding window technique. For convenience of analysis, theith patches P i A , P i B are arranged into vectors V i A , V i B which can be defined by 
Third, the fused result V i F is calculated by
whereV i F denotes the merged mean value. It can be achieved by Finally, L F ∈ R M ×N represent the fused low-frequency subband coefficients.
3) HIGH-FREQUENCY SUBBAND FUSION
As is known, the detailed contents from the original images that include region edges and textures are usually represented by highpass subbands. So far, among the many highpass coefficients fusion rules, the ''max-absolute'' rule is popular. However, this rule ignores the correlation among the neighboring pixels, and it is sensitive to noises, which are irrelevant information in the final fused image. Therefore, in our work, type-2 fuzzy logic is introduced as the high-frequency fusion rule, which takes full advantage of the local image information and can effectively extract the details of an image to make an intelligent decision on the selection of high-frequency coefficients.
Based on an interval type-2 fuzzy set, each high-frequency subband is represented [32] . First, the membership function µ(x) is chosen as follows:
where H I k,l denotes the high-frequency coefficients in the subband at each level and direction. Here, c = average(H I k,l ) 46380 VOLUME 7, 2019 
If a sub-image is considered a fuzzy set, then the degree of fuzziness of a sub-image is a key factor affecting the performance of determining the fused coefficients for the image fusion framework. Currently, fuzzy entropy [38] has become a very important concept in the theory of fuzzy systems. By consulting the knowledge of information theory, we can conclude that the larger the fuzzy entropy of a fuzzy set is, the more information the fuzzy set contains [39] . In other words, when the fuzzy set has the maximum fuzzy entropy, the corresponding sub-image coefficients are the best fused coefficients.
In this paper, we use an improved definition of the fuzzy entropy of an interval type-2 fuzzy set as follows [40] :
where A + (x i ) and A − (x i ) denote the upper and lower membership functions of an interval type-2 fuzzy set A, and
. . , n . Expanding it to a 2D image plane, the definition of local type-2 fuzzy entropy is as follows: where X = {(x, y)|x = 0, 1, 2, . . . , M − 1, y = 0, 1, 2, . . . , N − 1} denotes a window of size M × N centered on the high-frequency coefficients, and
Therefore, the fused high-frequency coefficient H F k,l (i, j) follows the fusion rule:
In total, according to the flowchart given in Fig. 1 , an initial fusion image can be achieved.
C. MULTI-MEASURE OPTIMIZATION
Through analysis of the initial fused image, a conclusion comes to mind that there are still some useful details that cannot be covered. This conclusion can be proved by the difference map (PM A (x, y)) in Fig. 3. From PM A (x, y) , we observed that some details in the focused region became blurred or even lost their outlines. The reason is that the scale shrink in the frequency domain, which leads to that frequency-feature extraction in the NSST domain cannot be fully successful in every coefficient. To resolve this problem and pursue rich details of the fused image, an optimization method based on multimeasure is proposed as shown in Fig. 3 . According to [41] , the contrast and structure preservation are vital characteristics in measuring the visual quality of a fused image. Thus, we need to divide the decision map generated by the proposed approach into three key visual features to evaluate the original images: pixel difference, visual saliency and similarity. The specific optimization steps can be described as below. First, the decision maps based on the pixel difference measure, visual saliency measure as well as similarity measure are obtained, respectively. Then, a mathematical morphology technique is employed to optimize the decision map. Third, the final fused map can be acquired via fusing these decision maps. In the end, through ''Count-rule'', the final fused image is obtained.
1) PIXEL DIFFERENCE MEASURE
The pixel difference measure refers to the direct subtraction at the pixel level, that is, subtracting the input image from the fused image. The formula is as follows:
where A(x, y), B(x, y) and F(x, y) denote the gray values located at (x, y) of the source images and the initial fused image, respectively. PM A (x, y) and PM B (x, y) represent the difference results between source images A, B and the initial fused image, respectively. By comparing the absolute values of the difference image, a binary map M PM (x, y) is achieved by:
2) VISUAL SALIENCY MEASURE It is known that the human visual system is highly sensitive to extracting important image information. In this work, by the way of generating a decision map that represents the saliency of the image structure, we introduce the visual saliency model [42] . In this model, by analyzing the log-spectrum of the source image in the spectral domain, the spectral residual of an image is extracted in the same domain, and presents a fast method to construct the corresponding saliency map in the spatial domain. Considering an image I (x), we have:
where L(f ) denotes the Log spectrum of an image. is the Fourier transform and −1 represents the inverse Fourier transform. g(x) is a Gaussian filter. VSM (x) denotes the saliency map. Therefore, in this paper, the binary map M VSM (x, y) can be obtained by comparing the visual saliency maps:
Furthermore, we combine the pixel difference and visual saliency to acquire the decision map for the sake of obtaining more details (see Dmap in Fig. 3 ). The formula is:
In this paper, we set α = 0.5, β = 0.5 from experience. After that, a morphology filling technique is applied, aiming at eliminating the defects of Dmap. It is shown as below:
where Th is a threshold that is used to remove holes smaller than it. Through performing this step, a modified decision map Fmap1(x, y) is obtained. The fusion process is illustrated as below:
where sec F (x, y) denotes the gray value of the Second_fused image.
3) SIMILARITY MEASURE
In multi-focus image fusion, obtaining a fused image that includes all focus information is our final goal. To further ensure the achievement of this aim, we directly choose pixels in the focused areas to form the final fused image, while for the edge regions, we select the corresponding pixels in the Second_fused image and put them into the same position in the final fused image. In this paper, we adopt root mean square error(RMSE) to perform the similarity measure, which requires a combination of source images A, B and the Second_fused image:
where ''1'' indicates that the focus area is located in image A, and ''0'' indicates that it is located in image B.
4) FINAL FUSION
In this sub-section, an opening and closing operation is employed for avoiding the misjudgment of pixels. After this, a ''Count-rule'' operation is applied for the sake of obtaining the final fusion image. The fusion rule is described as:
where
By applying this operation, the final fusion result will be obtained. In this rule, R 2 is the modified matrix of R 1 , and R 1 is the first corrosion followed by the expansion of the results. FF(x, y) represents the final fusion result. (2m + 1) × (2n + 1) is the size of the sliding window.count(x, y) = (2m + 1) × (2n + 1) denotes that the focus region is located in image A, which means the pixels in these regions will become the corresponding position pixels in the fused image. When count(x, y) = 0, the focus area is from image B, which will be selected for the corresponding position in the same image. In other conditions, the pixels in the fused image correspond to the pixels in the Second_fused image.
III. EXPERIMENTS
In this section, the commonly used objective evaluation fusion metrics are introduced firstly in this paper and then the efficacy of the proposed method is verified by experiments on source images. Subsequently, the proposed method is compared with nine typical fusion methods (these methods are shown below). The experimental results will be analyzed both visually and quantitatively.
A. EVALUATION INDEX
Since it is difficult to obtain an accurate evaluation of the fusion performance only by subjective observation, we also need fusion metrics for objective evaluation. Therefore, we quantitatively evaluate the performances of different fusion methods using three common evaluation indicators, i.e., mutual information (MI) [43] , edge-based similarity measure (Q AB/F ) [44] , and structural similarity-based measure (Q SM ) [45] . The larger the MI is, the more information from the source images the fused image contains, and the better the performance of the fusion method achieves. Similarly, the larger values of Q AB/F and Q SM indicate that the method can accurately preserve the structure detail from the input image. In other words, the higher these index values are, the better the fusion performance will be.
B. THE EXPERIMENTAL SETTINGS
In this experiment, ten sets of multi-focus source images which include four pairs of gray images with registration and one group of pictures with misregistration together with five kinds of color images are displayed in Fig. 4 . The sizes of the disk and flower together with the lab are 320 × 240; the clock and newp have sizes of 256 × 256 and 322 × 234, respectively. The sizes of these color images are all 520 × 520. In addition, we also have introduced several mainstream fusion approaches for comparison, which include multiscale weighted gradient-based fusion (MWGF) [46] , adaptive sparse representation (ASR) [25] , NSCT-SR [27] , cross bilateral filter (CBF) [47] , self-similarity and depth information (SSDI) [12] , deep convolutional neural network (CNN) [48] , multi-focus image fusion with dense SIFT (DSIFT) [49] , Multi-focal image fusion using degree of focus and fuzzy logic (FMF) [33] and PCA combined with joint dictionary learning (PJD-SR) [28] .
As for the choice of dictionary training times, we take all of the source images into consideration in the experiment to compare the performance via applying different training times. Table 1 shows the average values of the three indexes obtained by different parameters for the 10 fused images. It can be easily seen thatQ AB/F and Q SM are the maximum values when the dictionary training times (T dt ) equals 2, and it needs less time than T dt = 3 or 4. Although the MI is not maximum, the difference value is only 0.0007. Therefore, through the comprehensive analysis, the optimal times of iterations of dictionary training is set as 2.
C. EXPERIMENTAL ANALYSIS WITH REGISTRATION
The fused images of the 'clock' image set which are obtained by the nine methods and the proposed method are shown in Figs. 5(a)-(j) . However, it is a fact that it is hard to distinguish the differences only through visual observation. Thus, Figs. 5(k)-(t) show the difference result which is called the residual result between the original images and fused images. The less the residuals in the focused region, the better the fusion effect. Fig. 5(s) , we can find that a large amount of residuals still remains in the left rectangle region with a red box. In addition, from the residual images of MWGF, DSIFT, CNN and PJD-SR, we can find that the false information in the red box on the left has reduced significantly, but there are still some residuals at the border of the focusing area and defocusing area. Although the left region in the residual image obtained by the SSDI method is non-residual, on the right of the residual image (see the vertical red rectangular box), the three numbers on the clock are not clear enough as shown in Fig. 5(p) , which means that this method cannot extract sufficient focused information from the source images. The fusion result obtained by our algorithm is visually satisfactory. Moreover, in the residual image of our method, the false information on the left focus area is close to zero, and the numbers on the right side have high clarity, as shown in Fig. 5(t) . In conclusion, our method transfers almost all focused information into the fused image and can obtain a perfect fusion result.
D. EXPERIMENTAL ANALYSIS WITH MISREGISTRATION
In this section, we experimented with another source image (the ''lab'' in Fig. 6 ) for the sake of proving the robustness of the proposed method. Notice that this set of images has misregistration; for example, the head of the man shows a slight deviation because of the inconsistent time of taking the photos. From the fused results obtained by ASR, NSCT-SR, CBF, DSIFT, SSDI, PJD-SR and FMF, we can find that there are artifacts around the man's head, which are also reflected in the results of the corresponding residual images. This phenomenon means that these methods do not have good robustness for unregistered images. The remaining three methods do not have this disadvantage as can be seen from the right green box of their residual images. However, we can observe that in the residual images of CNN and MWGF, some pseudo-Gibbs artifacts appeared on the edge of the clock. However, our method not only can handle the head deviation well caused by the misregistration images but also has a satisfactory visual effect on the edge around the focus area in the fused image. On the whole, the proposed method performs the best among these compared fusion methods. Table 2 shows the values of three objective evaluation indicators (MI, Q AB/F and Q SM ) of the ten fusion methods, where the best results in each index are marked in bold red and the second best results are labeled in bold green. A conclusion is obtained that the three indicator values of our method are the maximum when the source images is ''disk''. In addition, for the source images of ''clock'', ''newsp'' and ''lab'', we can see that the proposed approach has two values with bold red in the three indexes values. When the input images are ''lab'' and ''newsp'', the values of Q SM are bold green which means the two values are the second largest and the difference between the maximum are only 0.0004 and 0.0023. Therefore, based on these objective assessment values, we can conclude that our algorithm is superior to the other nine methods from the aspect of detail extraction and edge preservation.
E. EXPERIMENTAL RESULTS AND ANALYSIS WITH COLOR IMAGE
To further demonstrate the effectiveness of our method, similarly, five groups of color images are applied to the experiment (see Fig. 4 ). According to the residual results of ASR and CBF, there is much false information in the blue rectangle on the left. CNN, MWGF, NSCT-SR, DSIFT, SSDI, PJD-SR and FMF can improve the above drawback well. On the right side of the residual results (see the horizontal blue rectangular box) of these nine methods, a substantial amount of color information can be observed. It is clear that the more color information in the residual images, the worse the fusion effect, so these methods cannot exhibit a good performance in color image fusion. Obviously, it can be seen that the residual image of our method is not only close to zero error in the area of the bottle but also has little color information in the right rectangular box, as shown in Fig. 7(t) . In other words, our method can almost extract all the focus information in the focused region and retain much more details from the input images and outperform the other nine fusion methods. of different methods for these color images. As can be observed from this table, most of the three index values are the maximum in our method and they are higher compared with the other fusion approaches, which means that the presented approach can obtain the best fusion performance when the source images are color images.
F. COMPUTATIONAL EFFICIENCY ANALYSIS
Actually, as we all know that SR-based algorithm is time consuming especially when the algorithms learn an overcomplete dictionary from the input source images. There are four methods which use SR in the experiments. Therefore, in order to compare the computational efficiency fairly, we give out the average running time of these fusion methods. As illustrated in Table 4 , it shows the average running time of four SR-based methods performing on the ten groups of images shown in Fig. 4 . We can clearly see that the average running time of the proposed method is completely less than ASR and NSCT-SR, even the running time of NSCT-SR is nearly twice as our method. Although the running time of PJD-SR is less than the proposed method, its subjective effects and objective index values are worse compared with our method. Thus, based on the overall analysis, the efficiency of the proposed method is acceptable.
IV. CONCLUSION
In this paper, a novel multi-focus image fusion method based non-fixed-base dictionary and multi-measure optimization is presented in the NSST domain. There are two parts to this method. The first part is to decompose the source images by NSST into low and high frequency coefficients. The low frequency coefficients are fused by a sparse representation (SR) based framework. In this framework, the non-fixed-base dictionary is iteratively trained by the previous dictionary. Then, the high-frequency coefficients are merged by a type-2 fuzzy logic scheme, which can effectively select the high-quality coefficients from the source images. After that, the initial fused image is reconstructed by performing an inverse NSST operation. The second part is to employ a multi-measure optimization method to obtain the final decision map and thus the final fused image is obtained. In this method, three different measures, namely, pixel difference, visual saliency and similarity are introduced to select a more complete focus region. The subjective and quantitative comparisons with nine state-of-the-art methods reveal that our method can not only produce better visual effects but can also keep approximately more information in the original images. Since the current learned dictionary is not computationally efficient which still has a large number of redundant atoms, a more compact dictionary constructing method may be considered to improve the performance in the future. 
