Mosquitoes are the only known vector of malaria, which leads to hundreds of thousands of deaths each year. Understanding the number and location of potential mosquito vectors is of paramount importance to aid the reduction of malaria transmission cases. In recent years, deep learning has become widely used for bioacoustic classification tasks. In order to enable further research applications in this field, we release a new dataset of mosquito audio recordings. With over a thousand contributors, we obtained 195,434 labels of two second duration, of which approximately 10 percent signify mosquito events. We present an example use of the dataset, in which we train a convolutional neural network on log-Mel features, showcasing the information content of the labels. We hope this will become a vital resource for those researching all aspects of malaria, and add to the existing audio datasets for bioacoustic detection and signal processing.
INTRODUCTION
Malaria is one of the most severe public health problems in the developing world. The World Health Organization estimated that there were 219 million malaria cases worldwide in 2017, leading to 435,000 related deaths [1] . Vector control efforts have achieved significant improvement in the past few decades [2] . However, the effect of malaria intervention strategies remains poorly understood due to the absence of reliable surveillance data.
Malaria is transmitted through the bite of an infected Anopheles mosquito. Among the approximately 3,600 species of mosquitoes, only about 60 out of the 450 Anopheles species transmit malaria (i.e., are vectors) [3, 4] . The ability to quickly detect the presence of these mosquito species is therefore crucial for control programmes and targeted intervention strategies.
In recent years, the process of mosquito (alongside other insect) detection has been undergoing automation, with a range of applications of neural networks in the domain of audio data [5, 6] . To aid the potency of existing algorithms and encourage the development of more data-driven approaches, we release this crowd-sourced dataset. Our dataset contains a mixture of mosquito species recorded in both laboratory and field conditions (the detailed distribution is given in Section 3.1). We showcase the metadata, and present an application of a simple, yet effective, convolutional neural network trained on log-Mel [7] spectrogram features. This represents the basis of many neural networks currently used in this problem domain [8, 9] . Furthermore, we suggest methods for dealing with difficulty of this real-world data, namely ways of dealing with data imbalance and label coverage.
The remainder of the paper is structured as follows. In Section 2, we place our work in the context of prior work. In Section 3 we give details of the dataset, with meta-information of the distribution of data labels present within the recording. Section 4 shows a simple implementation of a convolutional neural network to demonstrate the detectability of events on random splits of the data. Finally, we conclude in Section 5.
RELATION TO PRIOR WORK
The identification of mosquitoes by their flight tones has been researched for more than half a century [10] . In recent years there has been a focus on employing machine learning techniques to aid with detection, which has seen some success [5, 6] . To further research in this area, we build a dataset which can help with the development of more reliable detection algorithms. One example of an already-existing dataset is the "Wingbeats" pseudo-acoustic data, which consists of 279,566 short recordings (of approximately one second duration) [6] . One potential disadvantage of this data is that it is collected via optical sensors, which may not translate well to detection with low-cost acoustic sensors. In order to provide a new dataset that may be more suited to helping with the detection of mosquitoes in the developing world, our data is collected via conventional microphones that are found in low-cost mobile phones. Collecting via these microphones allow both greater participation from those who already live in malaria-ridden areas, and the possibility of providing a method for detection in people's homes. Specifically, these smartphones can be placed in bed net corners (a form of intervention), where mosquitoes tend to congregate, to allow the autonomous collection of data. This is a suggested strat- There has already been research that uses similar technology [11, 12] and we believe that this dataset will only help further to solve these kinds of issues.
Furthermore, we highlight the utility of crowd-sourcing labels, where we have gathered labels for our data via the Zooniverse platform. The Zooniverse platform is a useful tool for labelling data (see Figure 1 ) and has seen success in multiple other projects that help with machine learning for the developing world, such as disaster response and earthquake detection [13] .
DATA
We supply the label information in a csv file with the following fields: {audio_id, id, labeller_id, zooniverse_id, sound_type, path, subject_set}. The path field links the label to the appropriate wave file. The class label is contained in sound_type, and each labeller is assigned a unique labeller_id. This leaves the practitioner free to choose whichever voting scheme desirable. The batch that describes the experiment the data was collected from is given in subject_set. This is included for considerations of recording devices, which may vary across the different data 1 humbug.ac.uk collection procedures described in Section 3.1. 2
Data acquisition
The recordings presented are from 4 sources, and indexed by subject_set according to the following:
Group A consists of laboratory-based mosquito colonies held in the UK (Oxford), providing acoustic data for vector species Culex quinquefasciatus, a vector of the West Nile virus. These culture cages contained both male and female insects.
Group B was acquired form laboratory-based mosquito colonies in the United States Army Medical Research Unit, Kenya (USAMRU-K), providing acoustic data for Anopheles gambiae, the primary vector of malaria in Africa.
Group C was made with the recording of multiple species at the insectary at the Center for Disease Control and Prevention (CDC), Atlanta, USA, including Aedes aegypti and Aedes albopictus, vectors of yellow fever and dengue fever respectively.
Group D is formed from recordings of wild captured mosquitoes (including Anopheles barbirostris and Anopheles maculatus, Asian vectors of malaria), sampled form the Pu Teuy Village, Sai Yok District, Kanchanaburi Province, Thailand. This site is a field site of Kaetsart University, Bangkok. Figure 2c shows the proportion of data labelled as each class within the four sources of recordings which constitute Fig. 2 : Statistics of the crowd-sourced Zooniverse dataset. The dataset is comprised of four sources of data, labelled "A", "B", "C", and "D", described in Section 3.1. The total number of classifications made is 195,434. This is made on 80,101 overlapping 2 second chunks (each with a unique audio_id, which create a 22 hour dataset of unique audio. 57,710 (72%) of the audio samples contain more than one label, of which 10,487 (18%) contain disagreement. In total, approximately 1 in 10 recordings contains an audible mosquito, with the distribution given in (c). the whole dataset. We note groups A, B and D show a similar fraction (approx 10%) of mosquito events, with group C containing the highest relative frequency of clearly audible mosquitoes.
Data labelling
With large-scale field deployment, the number of recordings requiring data tagging is beyond the capacity of experts and researchers in the HumBug project. We hence resorted to the power of crowdsourcing, creating a project on Zooniverse, the world's largest citizen science platform [13] , to solicit labels from over a million volunteers. Volunteers listen to 2 second sound clips and can see the corresponding spectrograms, then give their decisions in a set {Yes, No, Not Sure} (Figure 1) . The total number of participants for this release of the dataset is 1,316. The audio clips each overlap by 1 second (50%) in order of the audio_id in the csv file within each group. This ensures that despite the unique audio_id with its associated votes, each section of audio is covered by at least two labels. Figure 2b shows the number of classifications made by each individual user. While the majority of participants only clicked through a few examples, the remaining users supplied votes to cover 80,101 audio segments. We represent the resulting number of labels per audio clip with a logarithmicallyscaled histogram in Figure 2a . The first few bins are healthily populated, with a logarithmic decline with the increase in number of labels. Of the 80,101 overlapping audio clips, 57,710 (72%) contain more than one label, of which 10,487 (18%) contain disagreement.
To showcase an example use of the data, we use a simple majority voting scheme in Section 4 as a baseline. We convert the "Not Sure" labels into a numerical value of 0.5, take the mean and round to the nearest integer (0 or 1). We resolve tiebreaks in favour of the mosquito class. To utilise the multiple votes that the label overlap provides, we aggregate votes from overlapping audio segments to form a new dataset of one second clips. Classification tasks using this dataset benefit from the aggregated labels per clip, resulting in higher rates of both precision and recall. We supply this processed, simplified, dataset in a separate csv file with the fields {path, subject_set, Yes, No, Not Sure}, where path is the path to these new higher resolution label audio clips, and {Yes, No, Not Sure} are columns that count the number of these occurrences per each unique one second clip.
BASELINE
We show an example classification use of the data in the iPython notebook found in the repository. We employ a convolutional neural network, following similar architectures used previously in mosquito detection [14, 5] , with two layers, with filter sizes (3 × 3) and unit stride length. To deal with the data imbalance, we use a weighted cross-entropy with the class-weights, w = [1, 10] equal to the inverse of the relative frequency of each class, calculated from the aggregated majority labels (an approximation can be viewed in Figure 2c ). Each audio recording of one second duration is transformed into the log-Mel spectrogram domain, as this feature space is commonly found to perform well in the literature [15, 7] . Each transformed data sample is treated as a 2D image with dimensions h × w = 128 × 11. The number of rows, or height h, corresponds to the number of log-Mel features, and the width w, contains 11 samples (a result of a 0.1 second window length for the feature transform with padding). The featuretransformed data, with its corresponding one-hot-encoded majority label, is given in {X, y} = {data_mel, label}. We resolve tiebreaks in favour of the positive (mosquito) class.
We also include a copy of the data transformed to Melfrequency cepstrum coefficients (MFCCs), as the more salient lower-dimensional representation can help algorithms such as SVMs learn models [16] . The attached notebook provides the core functionality such that the user may choose whichever representation is most convenient.
The data {X, y} is then tenfold split with sklearn's train_test_split function. For reproducibility, we include the vector of random states used to partition the data in the code. The combination of majority voting, and the log-Mel features with the CNN, results in the mean confusion matrices with the standard deviations given in Figure 3 . We choose confusion matrices as metrics, as these are informative in the presence of a class imbalance. Figure 3a shows the results of training the CNN with equal class weights, w i = 1. This allows us to detect 39% of the mosquito events while incurring a 2 percent false positive rate. The effect of more heavily weighting the under-represented mosquito class, with w 1 = 10, is to increase the rate of true positives at the expense of a greater number of false positives (Figure 3b ). We note, a more principled approach to deal with data imbalance can be taken using a Bayesian expected loss framework, which formally defines the desired trade-off between classes [17] .
CONCLUSION
We introduce a new crowd-sourced mosquito dataset, compromised of four sources of data, containing a mixture of laboratory and field recordings. This composition of 22 hours of labelled acoustic recordings provides a realistic scenario for training machine learning techniques. In order to demonstrate the utility of this new dataset, we offer a CNN baseline to showcase the ability to construct a mosquito detection system. We expect this acoustic dataset, alongside its metadata (such as species information and details of the recording device), to expand significantly in the coming years. We hope this will become a vital resource for those researching all aspects of malaria, and add to the existing audio datasets for bioacoustic detection and signal processing.
