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We study capacitated network flow problems with
demands defined on a countably infinite collection
of nodes having finite degree. This class of network
flow models includes, for example, all infinite horizon
deterministic dynamic programs with finite action sets,
because these are equivalent to the problem of find-
ing a shortest path in an infinite directed network. We
derive necessary and sufficient conditions for flows to
be extreme points of the set of feasible flows. Under an
additional regularity condition met by all such problems
with integer data, we show that a feasible solution is an
extreme point if and only if it contains neither a cycle
nor a doubly-infinite path consisting of free arcs (an arc
is free if its flow is strictly between its upper and lower
bounds). We employ this result to show that the extreme
points can be characterized by specifying a basis. More-
over, we establish the integrality of extreme point flows
whenever node demands and arc capacities are integer
valued. We illustrate our results with an application to an
infinite horizon economic lot-sizing problem. © 2006 Wiley
Periodicals, Inc. NETWORKS, Vol. 48(4), 209–222 2006
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1. INTRODUCTION
An important class of optimization problems in operations
research is formed by planning problems over time. Many of
these planning problems can quite naturally be formulated as
network flow problems. When, as is often the case, there is no
Received November 2005; accepted July 2006
Correspondence to: H. E. Romeijn; e-mail: romeijn@ise.ufl.edu
Contract grant sponsor: NSF; contract grant numbers: DMI-0322114 and
DMI-9713723.
DOI 10.1002/net.20134
Published online in Wiley InterScience (www.interscience.wiley.
com).
© 2006 Wiley Periodicals, Inc.
natural study horizon that can be specified a priori, these plan-
ning problems are formulated as problems over an infinite
horizon. Some notable examples of such problems include
capacity expansion under nonlinear demand [7], equipment
replacement under technological change [5,12], and produc-
tion planning under nonstationary cost and demand data [15].
Such problems then give rise to minimum cost network flow
problems in networks with infinitely many nodes and arcs.
The usual attack in solving such an infinite horizon problem
is through a planning horizon approach that seeks solutions to
finite horizon versions that arbitrarily well approximate opti-
mal solutions to the original infinite horizon problem (see,
e.g., [6, 14]). Our intent in this article, however, is to study
properties, and in particular extreme point properties, of the
infinite horizon versions of such problems, including more
broadly, general infinite network flow problems.
Network flow problems form a very well-studied area.
The excellent book by Ahuja, et al. [1] describes the state of
the art in designing algorithms for various types of network
flow problems. To date, however, attention has almost exclu-
sively been focused on network flow problems in a network
containing only a finite number of nodes and arcs (notable
exceptions being the works by Anderson and Philpott [4],
Fuchssteiner and Morisse [10], and Gomory and Hu [11], who
studied network flow problems in networks with an uncount-
able number of nodes). Many optimization algorithms for
finite network flow problems, in particular for linear and
concave minimum cost network flow problems, employ a
characterization of extreme points and basic solutions of
such problems using spanning trees. Although the theory
of optimization problems in infinite dimensional spaces is
quite well developed (see, e.g., [3]), application of this theory
for developing algorithms for concrete problems and obtain-
ing important insights into the behavior of extreme point
and basic and optimal solutions has been thwarted by the
mathematical pathologies inherent in infinite dimensional
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optimization problems. Although Anderson and Nash [3]
provided a characterization of extreme point solutions for
general infinite linear programs, the abstract nature of their
results prevented their further exploitation. Cross et al. [8]
attempted to circumvent this problem by indirectly charac-
terizing extreme points of infinite dimensional convex sets
by showing they are arbitrarily well approximated by the
extreme points of their finite dimensional projections.
In this article, we return to the challenging problem of
directly characterizing extreme points within the infinite
dimensional space itself, and in particular, through basic
variables. More precisely, the lack of and need for con-
crete characterizations of extreme points and basic solutions
to infinite network flow problems motivated our work. Our
structural results will provide an essential building block
towards the characterization of extreme points for general
doubly-infinite linear programming problems as well as
toward the development of a (network) simplex method for
infinite dimensional linear programming problems.
We will study capacitated network flow problems with
demands defined on a countably infinite collection of nodes
having finite degree. This class of network flow mod-
els includes, for example, all infinite horizon deterministic
dynamic programs with finite action sets because these are
equivalent to the problem of finding a shortest infinite path in
an infinite directed network. We extend concepts and struc-
tural properties of solutions to network flow problems from
the finite to the infinite case. We derive properties of the
set of all feasible solutions (i.e., flows that satisfy all flow
balance and bound constraints), and establish a relationship
between extreme point solutions to the network flow problem
and trees in the network, generalizing an analogous property
of the finite version of the problem. In particular, we provide
necessary and sufficient conditions for a feasible solution
to be an extreme point. Under an additional nonvanishing
support assumption on arc flows in extreme point solutions
we show that all extreme point solutions can be uniquely
characterized via a specification of a set of free variables.
This then enables us to characterize extreme points through a
decomposition of the flow variables into basic and nonbasic
variables. We find that, in infinite networks with integral node
demands and arc capacities, all extreme points have integral
flows. This not only generalizes the analogous result from the
finite network case, but also guarantees that the nonvanishing
support assumption is met. As an example, we study a capac-
itated economic lot-sizing problem with concave costs, and
extend the finite horizon characterization of all (including the
optimal) extreme point solutions to such problems.
This article is organized as follows. In Section 2 we intro-
duce the necessary notation for the network flow problem, and
extend some concepts from finite graph theory to the infinite
case. In Section 3 we derive structural properties of feasible
flows as well as flows corresponding to extreme points of
the set of all feasible flows. In Section 4 we study a produc-
tion planning problem over an infinite horizon with concave
costs. We end in Section 5 with some concluding remarks
and directions for future research.
2. NOTATION AND DEFINITIONS
In this section, we introduce the notation and some basic
definitions used throughout the article. Although most of the
definitions introduced here are commonly used for finite net-
works, some definitions are extended or introduced to deal
specifically with infinite networks.
2.1. Network Definitions
Let G = (N , A) be a directed network consisting of a
countable set N = {1, 2, 3, . . .} of nodes and a set A ⊆ N ×N
of arcs. Let d ∈ R|N | with typical element d(i) represent the
demand for each node, that is, d(i) is the demand associated
with node i ∈ N (where we note that, if d(i) < 0, −d(i) > 0
is actually a supply). We assume that the in and out degree of
each node i ∈ N is finite, that is, |{j ∈ N : ( j, i) ∈ A}| < ∞
and |{j ∈ N : (i, j) ∈ A}| < ∞. Let , u ∈ R|A| ∪ {−∞, ∞}
with typical elements (i, j) and u(i, j) be the vectors of lower
and upper bounds, respectively, for the flows on arcs in A.
Without loss of generality, we assume that (i, j) < u(i, j) for
all (i, j) ∈ A.
We define a path P in the graph G to be a collection of arcs
P ⊆ A in G representing a sequence of nodes i1−i2 −i3−· · ·
such that no node is repeated in the sequence, and for each
k, either (ik , ik+1) ∈ P or (ik+1, ik) ∈ P. If the path contains
finitely many arcs (and nodes) then it is called a finite path.
Two infinite paths that share their endpoints define what we
will call a doubly-infinite path. A cycle C in the graph G is
defined as a finite path with corresponding sequence of nodes
i1 − i2 − i3 − · · · − ik whose endpoints are connected by an
additional arc (ik , i1) or (i1, ik). Given a cycle C (or a path
P), we shall use A(C) (or A(P) to denote the set of arcs in the
cycle (or path). We say that two nodes i, j ∈ N are connected
if there exists a finite path i1 − i2 − · · · − ik in G with i1 = i
and ik = j. The graph G is called connected if every pair of
nodes in G is connected. In this article, we shall assume that
the graph G is connected.
A subgraph T = (N ′, A′) of G is called a tree if T is
connected and it does not contain any cycles. Note that there
must be a unique finite path connecting each pair of nodes
in T . We can designate some node r ∈ N ′ to be the root
of T . In this case, the tree T is called a rooted tree, and is
denoted by T = (N ′, A′, r). The designation of a node as a
root node allows us to associate additional properties with
the nodes in a tree. If ( j, i) or (i, j) is the arc on the unique
path connecting node i and node r then j is called the parent
of i, denoted by pT (i), and i is called a child of j. For a node
i ∈ N ′, we define CT (i) as the set of children of i. The set
NT (i) of descendants of a node i ∈ T consists of node i, its
children, children of its children, and so on. We say that node
i is a leaf node if it is the only descendant of itself. We define
the subtree T(i) = (NT (i), AT (i), i) rooted at a node i ∈ N ′
to be the subgraph of T that consists of the descendants of
node i in T . We say that a set of arcs S ⊆ A′ is a finite cut in
the rooted tree T if the number of nodes i ∈ N ′ whose unique
path from the root node r does not contain any arc from S
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FIG. 1. (a) A tree T , and (b) its subtree T(2).
is finite. In Figure 1 we illustrate a tree and a subtree. The
arcs S = {(5, 2), (3, 6)} form a finite cut, whereas the arcs
{(2, 4), (3, 6)} do not form a finite cut. We denote the set of
finite cuts in a rooted tree T by S(T).
2.2. Feasible Flows and Extreme Points
A vector x ∈ R|A| with typical element x(i, j) is called
a feasible flow if for each node i ∈ N , the flow balance
constraint ∑
j∈N :( j,i)∈A
x( j, i) −
∑
j∈N :(i, j)∈A
x(i, j) = d(i) (1)
is satisfied, and (i, j) ≤ x(i, j) ≤ u(i, j) for all (i, j) ∈ A.
Given a feasible flow x, we define r(i, j) = min{x(i, j) −
(i, j), u(i, j) − x(i, j)} as the maximum amount by which the
flow on (i, j) can be increased or decreased without violating
bounds. We define the free arc graph of x as the graph G(x) =
(N , A(x)), where A(x) = {(i, j) ∈ A : r(i, j) > 0} is the set of
free arcs, that is, arcs whose flow can be increased as well as
decreased. We define the set of arcs with their flow equal to
their upper bound as U(x) = {(i, j) ∈ A : x(i, j) = u(i, j)} and
arcs with flow equal to their lower bound as L(x) = {(i, j) ∈
A : x(i, j) = (i, j)}. We note that A(x), U(x), and L(x) are
pairwise disjoint and A(x)∪U(x)∪L(x) = A. The following
proposition provides some important properties of feasible
flows that will be useful later in this article.
Proposition 2.1. Let x1 and x2 be two feasible flows and
x = (x1 + x2)/2. Then
(a) A(x1) ∪ A(x2) ⊆ A(x).
(b) L(x) = L(x1) ∩ L(x2).
(c) U(x) = U(x1) ∩ U(x2).
Proof. The first result follows by noting that for any arc
(i, j) ∈ A if (i, j) < x1(i, j) < u(i, j) or (i, j) < x2(i, j) <
u(i, j) then (i, j) < x(i, j) < u(i, j). The second and third
results follow by the observation that x(i, j) = (i, j) ⇐⇒
x1(i, j) = x2(i, j) = (i, j), and x(i, j) = u(i, j) ⇐⇒
x1(i, j) = x2(i, j) = u(i, j). ■
Finally, a feasible flow x is an extreme point of the set of
feasible flows if there do not exist feasible flows x1 and x2
such that x1 
= x2 and x = (x1 + x2)/2.
3. EXTREME POINT FLOWS
In this section we develop necessary and sufficient con-
ditions for a feasible flow x in a graph G to be an extreme
point. However, we first address the issue of the existence of
an extreme point in an infinite network flow problem.
Theorem 3.1. Suppose G is a network with demands d and
finite lower and upper bounds , u ∈ R|A|. If the network flow
problem is feasible then an extreme point solution exists.
Proof. The set of solutions of the network flow problem
is clearly convex. Further, because the value of each arc flow
is bounded, the solution space is also compact with respect to
the product topology. The Krein-Milman theorem (see [2])
then implies that, if the solution space is nonempty, it contains
an extreme point. ■
Note that all results in this article continue to hold if some
or all of the flow bounds are infinite. However, in that case,
the set of extreme points may be empty.
3.1. Why the Finite Extreme Point Characterization
Fails for Infinite Networks
Given the result of Theorem 3.1, there always exists
an extreme point solution whenever the problem is feasi-
ble. The following necessary condition for a flow to be an
extreme point follows directly using a similar argument as
for network flow problems over finite networks.
Lemma 3.2. If a feasible flow x is an extreme point then
G(x) contains no cycles.
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FIG. 2. A network with no cycles.
We note that for network flow problems over finite net-
works the converse of Lemma 3.2 also holds: that is, if G(x)
contains no cycle then x is an extreme point. Another way of
putting this is that, in the case of finite networks, an extreme
point solution can always be specified by providing a set of
restricted arcs, that is, arcs in the network whose flow is
restricted to be at their lower or upper bound. Such arcs are
called restricted arcs at lower bound and restricted arcs at
upper bound, respectively. The flows on all remaining arcs,
that is, all so-called free arcs in the free arc graph G(x),
are uniquely determined by the flows on the restricted arcs.
However, for networks with an infinite number of nodes the
converse of Lemma 3.2 does not hold. We will illustrate this
with three examples that show that extreme points in infinite
networks cannot in general be characterized by specifying an
acyclic subgraph.
Example 1. Our first example is of an infinite network
that basically consists of a pair of infinite paths connected
at one of the nodes. In particular, consider the infinite graph
G = (N , A) where N = {1, 2, . . .} and A = {(2i + 1, 2i −
1) : i = 1, 2, . . .} ∪ {(1, 2)} ∪ {(2i, 2i + 2) : i = 1, 2, . . .}.
This network does not contain any cycles. Let all nodes be
transshipment nodes, that is, the demands are d(i) = 0 for all
i ∈ N . Moreover, let the lower and upper bounds on all arcs be
(i, j) = L and u(i, j) = U for all (i, j) ∈ A, where L < U are
finite numbers. The network is illustrated in Figure 2. Note
that, for any constant K such that L < K < U, the constant
flow given by x(i, j) = K for all (i, j) ∈ A is a feasible flow
with G(x) = G. However, the flow x is not an extreme point
flow because it can be written as x = (x1 + x2)/2, where x1
and x2 are constant flows with values K −  and K + ,
respectively, for  = min{K − L, U − K}. The only two
extreme points of this network flow problem are given by
constant flows of L or U.
Example 2. Our second example considers an infinite
graph G = (N , A) that is similar to the graph in Example
1. The node set is again N = {1, 2, . . .}, but the arc set is now
chosen to be A = {(2i − 1, 2i + 1) : i = 1, 2, . . .} ∪ {(1, 2)} ∪
{(2i, 2i+2) : i = 1, 2, . . .}. This network does not contain any
cycles. We choose the demands to be given by: d(1) = −2,
and d(2i) = d(2i+1) = 1/2i+1 for i ∈ {1, 2, . . .}. The lower
and upper bounds on each arc are set to 0 and 2, respectively.
The network is shown in Figure 3. By construction, any fea-
sible flow x would satisfy 0 < x(i, j) ≤ 3/2 for all (i, j) ∈ A.
Hence, for any feasible flow x we have G(x) = G. However,
there are only two feasible solutions that are extreme points.
The first solution is given by x(2i − 1, 2i + 1) = 1 + 1/2i for
i ∈ {1, 2, . . .}, x(1, 2) = 1/2, and x(2i, 2i + 2) = 1/2i+1
for i ∈ {1, 2, . . .}. The second extreme point is given by
x(2i − 1, 2i + 1) = 1/2i for i ∈ {1, 2, . . .}, x(1, 2) = 3/2,
and x(2i, 2i + 2) = 1 + 1/2i+1 for i ∈ {1, 2, . . .}. Note that
the total demand of all demand nodes is equal to 1, whereas
the supply of the only supply node is equal to 2. Therefore,
there is one unit of flow that is shipped from the supply node
for which no demand exists. An extreme point in the network
corresponds to a solution in which the excess unit supplied
flows through either the infinite path 1 − 3 − 5 − 7 − · · · or
the infinite path 1 − 2 − 4 − 6 − · · · . Any feasible flow in
which the excess unit supplied is shared by these two infinite
paths is not an extreme point.
Example 3. Our third example involves an infinite binary
tree (see Fig. 4). In this network, we assume that the root
node has a supply of 1 unit [i.e., d(1) = −1], and all other
nodes are transshipment nodes (d(i) = 0 for all i ∈ N \ {1}).
Furthermore, let the lower and upper bounds on the arc flows
be 0 and 2 units, respectively. Figure 4 shows a feasible solu-
tion with positive flow on all arcs in the network. Moreover,
it is clear that the free arc graph corresponding to any feasible
flow does not contain any cycles. However, the only extreme
points in this network flow problem are feasible flows that
FIG. 3. (a) Example network flow problem; (b) first extreme point; (c)
second extreme point.
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FIG. 4. An infinite binary tree.
carry a single unit along a single infinite path from the root
node 1.
All three examples show that extreme points in infinite
networks cannot in general be characterized by specifying an
acyclic subgraph. The main cause of this failure to generalize
the characterization of extreme points in network flow prob-
lems from finite to infinite networks is that a given acyclic
free arc graph (together with flows on the restricted arcs)
uniquely determines the flows on the free arcs in the finite
case, but does not uniquely determine these flows in the infi-
nite case. Hence, an extreme point is not solely determined
by specifying the free and restricted arcs in the case of infinite
networks. In the remainder of this section, we will provide
a set of necessary and sufficient conditions for a given fea-
sible flow to be an extreme point in an infinite network flow
problem.
3.2. Characterizing Extreme Points in Infinite Networks
From Lemma 3.2 it follows that if x is an extreme point
then any connected subgraph of G(x) must be a tree. We
note that with each node i ∈ N we can associate a maximal
tree T = (N ′, A′) in the graph G(x) given by the node set
N ′ = {i′ ∈ N : i and i′ are connected in G(x)}. It can be eas-
ily shown that the maximal trees associated with any pair of
nodes i, j ∈ N that are connected are identical. Therefore, the
graph G(x) consists of one or more (and possibly countably
infinitely many) maximal trees such that there are no arcs in
A(x) connecting two different maximal trees. Given a maxi-
mal tree T = (N ′, A′, r) in G(x) (rooted at a node r ∈ N ′) we
define, for every node i ∈ N ′,





The value RT (i) provides a measure of the maximum amount
by which the flow on the arc connecting node i and its par-
ent pT (i) in T could be changed when we are only allowed
to balance that change by modifying arc flows in the sub-
tree T(i). Note that if T(i) is a finite tree, the empty cut is a
valid finite cut, and we immediately obtain RT (i) = 0. Intu-
itively, this can be seen by observing that the flow balance
constraints prohibit changing the flow on any given arc when
we may only balance that change using changes in the sub-
tree T(i). The following lemma provides a key property of
the functions RT (i).
Lemma 3.3. Given a rooted tree T = (N ′, A′, r), the








r(i, j) if (i, j) ∈ A′
r( j, i) otherwise.
Proof. See the Appendix. ■
We will next illustrate the measure RT (i) for infinite
networks through the three examples presented in Section 3.1.
Example 1. Consider a solution of the form x(i, j) = K
for all (i, j) ∈ A where L < K < U, so that G(x) = G.
Thus, G(x) contains a single maximal tree: G(x) itself. If
we consider this tree, say T , rooted at node 1, we obtain
RT (i) =  for i ∈ N \ {1} and RT (1) = 2, where  =
min(K − L, U − K). Because node 1 has two children in T
with positive RT (i) we can reroute flow by the amount  in
the tree T in two directions. Therefore, the solution x is not
an extreme point.
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Example 2. In this example, any feasible flow has G(x) =
G, which in turn, is equal to the single maximal tree in G(x).
We consider this tree, say T , rooted at node 1. Now consider
the midpoint of the two solutions illustrated in Figure 3(b) and
(c): x(2i−1, 2i+1) = 1/2+1/2i for i ∈ {1, 2, . . .}, x(1, 2) =
1, and x(2i, 2i + 2) = 1/2 + 1/2i+1 for i ∈ {1, 2, . . .}. For
this solution, we have RT (2i) = RT (2i + 1) = 1/2 for i ∈
{1, 2, . . .} and RT (1) = 1. Because node 1 has two children
in T with positive RT (i), we can reroute flow in the tree T
by 1/2 in two directions, and thus the solution x is not an
extreme point. However, for the solution in Figure 3(b) we
have RT (2i + 1) = 1 for i ∈ {1, 2, . . .}, RT (2i) = 0 for
i ∈ {1, 2, . . .}, and RT (1) = 1. In this case, each node has
at most a single child in T with positive RT (i) so that we
cannot reroute flow by any positive amount in the tree T so
the solution x is an extreme point.
Example 3. Consider the feasible flow, say x, illustrated
in Figure 4. For this flow we have G(x) = G, which in turn,
is equal to the single maximal tree in G(x). We consider this
tree, say T , rooted at node 1. Then RT (i) = 1/2 for i ∈ {2, 3}
and RT (1) = 1. Because node 1 has two children in T with
positive RT (i), we can reroute flow in the tree T by 1/2 in
two directions and the solution x is not an extreme point. It
is easy to see that any feasible flow except a flow that sends
one unit along a single infinite directed path from node 1 is
not an extreme point either.
The definition of RT (i) and the three examples now moti-
vate the following condition which, as we will show in the
remainder of this section, is necessary and sufficient for a
feasible flow x in G to be an extreme point.
Condition 3.4.
(a) G(x) contains no cycles.
(b) Every maximal tree T = (N ′, A′) in G(x) can be rooted
at some node r ∈ N ′ such that any node i ∈ N ′ with
RT (i) > 0 has at most one child j ∈ CT (i) such that
RT ( j) > 0.
We will refer to this condition as Extreme Point Condi-
tion 3.4. Although Extreme Point Condition 3.4(b) requires
the existence of some root node with the desired property for
each maximal tree, it is, in fact, equivalent to the (seemingly
more restrictive and sometimes more convenient) condition
that the desired property holds for all choices of root node,
as is formally proven in Lemma A.1 in the Appendix. That
is, we can replace Extreme Point Condition 3.4(b) by
(b′) In every maximal tree T = (N ′, A′, r) in G(x) rooted at
any node r ∈ N ′, any node i ∈ N ′ with RT (i) > 0 has at
most one child j ∈ CT (i) such that RT ( j) > 0.
We first establish the sufficiency of Extreme Point Condi-
tion 3.4 for a feasible flow x to be an extreme point.
Proposition 3.5. A feasible flow x is an extreme point if it
satisfies Extreme Point Condition 3.4.
Proof. Suppose that the feasible flow x satisfies Extreme
Point Condition 3.4 but it is not an extreme point. Let x1 and
x2 be feasible flows such that x = (x1 + x2)/2 and x1 
= x2.
Using Proposition 2.1, it follows that L(x) = L(x1) ∩ L(x2)
and U(x) = U(x1) ∩ U(x2). Therefore, x1 and x2 can only
differ over the arcs in the set A(x). Because G(x) contains no
cycles by Extreme Point Condition 3.4(a), every arc in A(x)
must belong to a maximal tree in G(x). Let (i, j) be an arc in
some maximal tree T = (N ′, A′) in G(x) such that x1(i, j) 
=
x2(i, j). Because x, x1, and x2 are feasible flows, they each
satisfy the flow balance constraint (1) at i. Therefore, one of
the following two situations must happen (because otherwise
the flow balance at i would not be satisfied):
(1) there is an arc (i, ̄ ) ∈ A′ such that ̄ 
= j and x1(i, ̄ ) 
=
x2(i, ̄ ).
(2) there is an arc (̄ , i) ∈ A′ such that ̄ 
= j and x1(̄ , i) 
=
x2(̄ , i).
Consider the maximal tree T rooted at node i, that is, T =
(N ′, A′, i). By the observations above, j, ̄ ∈ CT (i) when i is
the root node. If RT (i) = 0, then by Lemma 3.3 it follows
that RT ( j) = RT (̄ ) = 0. If RT (i) > 0 then either RT ( j) = 0
or RT (̄ ) = 0 by Extreme Point Condition 3.4(b′) [which
must be satisfied because it is equivalent to Extreme Point
Condition 3.4(b)].
Without loss of generality, let RT ( j) = 0 and  > 0 be such
that x1(i, j) = x(i, j) −  [and thus x2(i, j) = x(i, j) + ].
Because RT ( j) = 0, by definition there must exist a finite
cut S ∈ S(T( j)) such that ∑(i′,j′)∈S r(i′, j′) < . Using
Lemma A.2 from the Appendix with flows x and x1 over
the finite cut S, we obtain
 = |x(i, j) − x1(i, j)| ≤
∑
(i′,j′)∈S
|x(i′, j′) − x1(i′, j′)|.
We note that for any arc (i′, j′) ∈ S
x(i′, j′) − x1(i′, j′) = x2(i′, j′) − x(i, j).
Using (i′, j′) ≤ x1(i′, j′) ≤ u(i′, j′) and (i′, j′) ≤ x2(i′, j′) ≤
u(i′, j′), it follows that
|x(i′, j′) − x1(i′, j′)| ≤ min{x(i′, j′) − (i′, j′),






However, this contradicts the choice of S to be such
that
∑
(i′,j′)∈S r(i′, j′) < . Therefore, our assumption that
x1(i, j) 
= x2(i, j) must be incorrect. Because the arc (i, j)
was chosen arbitrarily in A(x), it follows that x1 and x2 are
identical on the set A(x), and we conclude that x is an extreme
point. ■
We next show that Extreme Point Condition 3.4 is neces-
sary for a feasible flow to be an extreme point.
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Proposition 3.6. If a feasible flow x is an extreme point
then it satisfies Extreme Point Condition 3.4.
Proof. Let x be a feasible flow, and suppose that it is an
extreme point. From Lemma 3.2, it follows that G(x) contains
no cycles. Suppose that there exists a maximal rooted tree
T = (N ′, A′, r) in G(x) such that there is a node i ∈ N ′
with two children j, ̄ ∈ CT (i) and RT (i), RT ( j), RT (̄ ) > 0.
We shall construct two feasible flows x1 and x2 such that
x1 
= x2 and x = (x1+x2)/2, providing a contradiction to the
assumption that x is an extreme point. In particular, we will
let the flows x1 and x2 be identical to x on all arcs except the
arcs between node i and nodes j, ̄ , and the arcs in sets AT ( j)
and AT (̄ ). For any of these remaining arcs, say (i′, j′), we set
the value of the flow x2(i′, j′) equal to 2x(i′, j′)−x1(i′, j′), so it
remains to specify the flow x1. For simplicity of the argument,
we will show the construction when (i, j), (i, ̄ ) ∈ A′; the
other cases can be handled in a similar manner. Let
 = min {r(i, j), r(i, ̄ ), RT ( j), RT (̄ )}.
We set
x1(i, j) = x(i, j) + 
x1(i, ̄ ) = x(i, ̄ ) − 
[and thus x2(i, j) = x(i, j) −  and x2(i, ̄ ) = x(i, ̄ ) + ].
Clearly, the flow balance constraint (1) at node i and the
bounds on the flow on arcs (i, j) and (i, ̄ ) are satisfied for both
x1 and x2. The flow x1 on the arcs in AT ( j) will be specified
in a recursive manner as follows. By definition, Lemma 3.3
says that
 ≤ RT ( j) =
∑
k∈CT ( j)
min{αjk , RT (k)}.
It is easy to see that there exist nonnegative numbers γ (k)
for k ∈ CT ( j) such that 0 ≤ γ (k) ≤ min{αjk , RT (k)} and∑
k∈CT ( j) γ (k) = . For each child k ∈ CT ( j) we now set
the flow on the arc connecting j with k. If ( j, k) ∈ A′, we
set x1( j, k) = x( j, k) + γ (k). Otherwise, (k, j) ∈ A′ and we
set x1(k, j) = x(k, j) − γ (k). This assignment ensures that
the flow balance at node j as well as the bounds on the arcs
between node j and its children are satisfied. The assignment
also ensures that the flow x2 will satisfy both the flow balance
and the bound constraints. Note that the values γ (k) satisfy
the condition γ (k) ≤ RT (k), so the method used to determine
the flows x1 on arcs between j and its children can be recur-
sively applied to find the flows on arcs between its children
and their children. Also, note that the recursive application
of this procedure yields the flow x1 for all arcs in AT ( j) so
that the flow balance constraints for the nodes in N j and the
bounds on all arcs are satisfied. A similar recursion can be
used to determine an appropriate set of flow values x1 for the
arcs in AT (k).
The construction shows that if the flow x violates Extreme
Point Condition 3.4 then there exist flows x1 and x2 such that
x1 
= x2 and x = (x1 + x2)/2. ■
Combining Propositions 3.5 and 3.6 we obtain the major
result of this section, namely that Extreme Point Condi-
tion 3.4 is a necessary and sufficient condition for any feasible
point x to be an extreme point.
Theorem 3.7. A feasible flow x is an extreme point if and
only if it satisfies Extreme Point Condition 3.4.
3.3. A Class of Problems for Which Extreme Points Can Be
Characterized through Free Arcs or Basic Variables
In this section we will discuss an important class of
network flow problems in infinite networks for which the
extreme points can be characterized through the free arc
graph. In addition, we will show that for this class of problems
we can extend the concept of basic and nonbasic variables,
and thus the concept of basic solutions, to the network flow
problem. Although it seems unlikely that one can develop
a simplex like method for general minimum linear cost net-
work flow problems in infinite networks, it may be possible
to develop such a method for network flow problems from
the class discussed in this section.
3.3.1. Network Flow Problems with Nonvanishing
Support. Consider the following extreme point condition
that is stronger than Extreme Point Condition 3.4.
Condition 3.8.
(a) G(x) contains no cycles.
(b) For any node i ∈ N there exists at most one infinite path
i − i1 − i2 − · · · in G(x).
We will refer to this condition as Extreme Point Con-
dition 3.8. If we informally think of two paths to infinity
as forming a doubly-infinite path, then we may rephrase
Extreme Point Condition 3.8 as the requirement that G(x)
contains neither cycles nor doubly-infinite paths.
We will show in this section that Extreme Point Condi-
tion 3.8 is a necessary and sufficient condition for a feasible
flow x to be an extreme point if the network flow problem
satisfies the following assumption:
Assumption 3.9. For any extreme point x there exists
a value θ > 0 such that if (i, j) < x(i, j) < u(i, j) for some
(i, j) ∈ A then (i, j) + θ ≤ x(i, j) ≤ u(i, j) − θ or, equivalently,
inf(i,j) ∈ A(x) r(i, j) > 0.
We will refer to this assumption as Nonvanishing Support
Assumption 3.9. The following theorem provides the main
result of this section.
Theorem 3.10. Suppose that the network flow problem
given by G = (N , A), , u, and d satisfies Nonvanishing Sup-
port Assumption 3.9. A feasible flow x is an extreme point if
and only if Extreme Point Condition 3.8 is satisfied.
Proof. We prove the theorem by showing that if the net-
work flow problem satisfies Nonvanishing Support Assump-
tion 3.9, then Extreme Point Condition 3.8(b) is equivalent
to Extreme Point Condition 3.4(b′).
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Suppose that the flow x satisfies conditions (a) and (b)
in the theorem. Consider any maximal rooted tree T =
(N ′, A′, r) in G(x). Extreme Point Condition 3.8(b) along with
the assumption that any node has finite degree implies that
for any node i ∈ N ′, at most one subtree T( j) rooted at a
child j ∈ CT (i) contains infinitely many nodes, because oth-
erwise there would be two distinct infinite paths from node i.
By definition, the value RT ( j) is zero if T( j) is finite because
S = Ø is a finite cut of T( j) in this case. Therefore, for
any node i ∈ N ′, at most one child j ∈ CT (i) can have
RT ( j) > 0. In other words, the flow x satisfies Extreme Point
Condition 3.4(b).
Now suppose that the flow x satisfies Extreme Point Con-
dition 3.4(b) and thus also Extreme Point Condition 3.4(b′).
Consider any node i ∈ N . Because G(x) contains no cycle,
node i must be part of a maximal tree. Let T = (N ′, A′, i) be
the maximal tree containing node i rooted at node i. Suppose
that there are two distinct infinite paths P1 = i− i1 − i2 −· · ·
and P2 = i − ı̄1 − ı̄2 − · · · in T . Then i1 ∈ CT (i) and
ik+1 ∈ CT (ik) for k = 1, 2, . . .. Similarly, ı̄1 ∈ CT (i) and
ı̄k+1 ∈ CT (ı̄k) for k = 1, 2, . . .. We note that every finite cut
S ∈ S(T(i1)) must contain an arc from the path P1. Because
A(P1) ⊆ A(x), r(i′, j′) ≥ θ for (i′, j′) ∈ A(P1). Therefore,
by definition, RT (i1) ≥ θ > 0. Using a similar argument,
RT (ı̄1) ≥ θ > 0. However, this contradicts the assump-
tion that the flow satisfies Extreme Point Condition 3.4(b′)
because i1, ı̄1 ∈ CT (i). Hence, there cannot be two distinct
infinite paths starting at node i, and the flow x must satisfy
Extreme Point Condition 3.8(b). ■
We note that the proof of Theorem 3.10 shows that
Extreme Point Condition 3.8 is sufficient for a feasible flow
x to be an extreme point in general. In the special case where
the network flow problem satisfies Nonvanishing Support
Assumption 3.9 the conditions are necessary as well, as the
theorem states. Note that, in contrast to Extreme Point Con-
dition 3.4, Extreme Point Condition 3.8 is dependent only on
the graph G(x) and not the actual value of the flow x. We
use this observation to prove that if the network flow prob-
lem satisfies Nonvanishing Support Assumption 3.9 then any
extreme point x can be expressed in terms of its restricted arcs.
Theorem 3.11. Suppose that the network flow problem
given by G = (N , A), , u, and d satisfies Nonvanishing
Support Assumption 3.9. Then any extreme point x for the
problem is uniquely characterized by the sets L(x) and U(x).
Proof. Suppose that x1 and x2 are two extreme points
such that L(x1) = L(x2), U(x1) = U(x2), and x1 
= x2.
Given our observation, G(x1) and G(x2) must be identical.
Now consider the feasible flow x = (x1 +x2)/2. By Proposi-
tion 2.1, L(x) = L(x1) = L(x2) and U(x) = U(x1) = U(x2).
We observe that for any feasible flow x, the graph G(x) can
be specified by providing the sets L(x) and U(x) because
L(x) ∪ U(x) ∪ A(x) = A. This implies that G(x), G(x1),
and G(x2) are identical. Because x1 is an extreme point,
G(x) = G(x1) satisfies the conditions of Theorem 3.10.
However, this leads to a contradiction because Theorem 3.10
then implies that x is an extreme point. Therefore, we cannot
have two extreme points x1 
= x2 such that L(x1) = L(x2)
and U(x1) = U(x2). ■
In Section 3.4 we will show that infinite network flow
problems where the node demands and arc capacities are
integral always have integral valued extreme points. Such
problems therefore satisfy Nonvanishing Support Assump-
tion 3.9 with θ = 1. This implies that the class of network flow
problems satisfying Nonvanishing Support Assumption 3.9
is large and significant because it contains all network flow
problems with integral data. We will start by showing that
for this class of problems each extreme point can be charac-
terized by partitioning the flow variables into basic variables
and nonbasic variables.
3.3.2. Characterization of Extreme Points through Basic
and Nonbasic Variables. In the spirit of Extreme Point
Condition 3.8, we will define a set of basic arcs or variables
as a set B ⊆ A with the following properties:
Condition 3.12.
(a) The graph GB = (N , B) contains no cycles.
(b) For each node i ∈ N there exists exactly one infinite path
i − i1 − i2 − · · · in GB.
Now consider a set B satisfying Condition 3.12. Note that
this set is maximal in the sense that there does not exist a set
B′ such that B ⊂ B′ ⊆ A satisfies Condition 3.12. Moreover,
suppose we fix the flow on all arcs in A\B to an arbitrary value,
say x̄ij for (i, j) ∈ A \ B. Then it follows immediately that the
flows on all other arcs that satisfy the flow balance constraints
are uniquely defined. This can be seen as follows. Consider
any arc in (i, j) ∈ B. This arc is on exactly one infinite path.
Therefore, this infinite path must have a leaf node, because it
is, by definition, only infinite in one direction. The value of
the arc adjacent to the leaf node can then be found through
the flow balance equation for that node. (Note that the value
of the flow on this arc may violate the bound constraints, in
which case the solution that we are constructing is infeasible.)
Now remove the arc from GB and proceed with the reduced
network.
In summary, we will call any set B satisfying Condi-
tion 3.12 a set of basic variables (and its complement will
be the corresponding set of nonbasic variables). By analogy
with the concept of basic and nonbasic variables in finite
dimensional linear programming, any solution satisfying the
flow balance constraints that is found by choosing a basic set
B and fixing the corresponding nonbasic variables to either
their lower or upper bound is a basic solution. If this solu-
tion also satisfies all bound constraints it is a basic feasible
solution; otherwise, it is a basic infeasible solution. Note that
this immediately implies that any basic feasible solution is
an extreme point.
It remains to be shown that for each extreme point solu-
tion x there exists an associated set B(x) ⊇ A(x) satisfying
216 NETWORKS—2006—DOI 10.1002/net
Condition 3.12. If this is the case, it immediately follows that
x is a basic feasible solution. We will show that this is the
case when the network flow problem satisfies Nonvanishing
Support Assumption 3.9.
Theorem 3.13. Suppose that the network flow problem
given by G = (N , A), , u, and d satisfies Nonvanishing Sup-
port Assumption 3.9. Then any extreme point solution is a
basic feasible solution.
Proof. It is clear that an extreme point x is a basic fea-
sible solution if G(x) happens to satisfy Condition 3.12. If it
does not, this means that there are some nodes in N that are
not in any infinite path; we therefore need to show that we
can enlarge G(x) with such a path for all such nodes without
creating any cycles or doubly-infinite paths. To this end, we
apply the following procedure:
Step 0. Initialize B = A(x).
Step 1. Let G′ = (N ′, B) be the graph induced by B, that is,
N ′ = {i ∈ N : ∃j ∈ N such that (i, j) ∈ B or ( j, i) ∈ B}
and let G′′ = (N\N ′, A′′) be the graph induced by N\N ′, i.e.,
A′′ = {(i, j) ∈ A : i, j ∈ N\N ′}.
Step 2. If G′′ contains an infinite path then identify one,
add all its arcs to the set B, and return to Step 1. Otherwise,
stop.
This procedure produces some set B. Note that this set B
will contain exactly one infinite path from each node in its
node set N ′. Moreover, it will not contain any cycles because
it is the union of an acyclic subnetwork and a set of disjoint
infinite paths. If N ′ = N , that is, B contains an arc adjacent to
all nodes in N , it follows that B is the basic set corresponding
to x.
However, suppose that G′ 
= G. Then the correspond-
ing set G′′ must be a countable collection of disjoint finite
subgraphs. In that case we perform the following procedure:
Step 1. Choose one of the finite subgraphs of G′′.
Step 2. Find a spanning tree T in this subgraph.
Step 3. Find an arc (i, j) that connects T to G′ (note that
such an arc indeed exists).
Step 4. Add the arcs in T as well as the connecting arc (i, j)
to B and remove the subgraph chosen in Step 1 from G′′.
Step 5. If G′′ 
= Ø, return to Step 1.
This procedure produces a new set B. We claim that this set
satisfies Condition 3.12. First, observe that the first procedure
ensures that an infinite path exists from all nodes in the graph
G′ that results from this procedure. Furthermore, Step 4 in
the second procedure ensures that such a path exists for all
other nodes. Therefore, each node in N contains a path to
infinity only consisting of arcs in B. Second, note that the
graph G′ that results from the first procedure is acyclic and
the second procedure connects finite acyclic graphs to this
graph. This means that the second procedure cannot create a
cycle or a doubly-infinite path. Therefore, the set B does not
contain any cycles nor a node that is on more than one infinite
path. ■
3.4. Integral Network Flow Problems
In this section, we discuss a class of network flow problems
where the demands d and the arc capacities u can only take
integral values. It is well known (see, e.g., [1]) that in the case
of finite networks, if the node demands and the arc capacities
are integral, then any extreme point must have integral values
for arc flows. We extend this result to infinite network flow
problems.
To prove this result we need to introduce some new nota-
tion. For any real number a, we define af = min{a −
a, a− a}. For a given flow x ∈ R|A|+ , we define its round-
ing vector xf ∈ [0, 0.5]|A| through xf (i, j) = (x(i, j))f for
(i, j) ∈ A.
Theorem 3.14. If the demands d as well as the lower
and upper bounds  and u in a network flow problem only
take integer values, then any extreme point of the problem is
integral.
Proof. We will show that any feasible flow x that has a
fractional value for some arc in A does not satisfy Extreme
Point Condition 3.4, so it cannot be an extreme point. Hence,
the extreme points must have integral values for all arcs.
From Lemma 3.2, if the graph G(x) contains a cycle then
x cannot be an extreme point. So suppose that we have a
feasible flow x such that G(x) contains no cycle and for some
(i, j) ∈ A(x), x(i, j) has a fractional value [i.e., xf (i, j) > 0].
Let T = (N ′, A′, i) be the maximal tree containing the arc
(i, j) rooted at i. Because the flow x satisfies the flow balance
Equation (1) at node i and d(i) is an integer, there must exist
another arc incident to node i [different from (i, j)] that has
fractional flow. There are two possible cases:
(1) there is an arc (i, ̄ ) in A′ such that ̄ 
= j and x(i, ̄ ) is
fractional;
(2) there is an arc (̄ , i) in A′ such that ̄ 
= j and x(̄ , i) is
fractional.
We deal with case (1); case (2) can be handled similarly.
We observe that if the lower and upper bounds  and
u only take integer values, then for any feasible flow x,
r(i, j) ≥ xf (i, j) for (i′, j′) ∈ A. By definition, RT ( j) =
infS∈S(T( j))
∑
(i′,j′)∈S r(i′, j′). From our observation it fol-
lows that RT ( j) ≥ infS∈S(T( j)) ∑(i′,j′)∈S xf (i′, j′). We now
use Lemma A.3 in the Appendix to conclude that RT ( j) ≥
xf (i, j) > 0 as i = pT ( j) in T . By a similar argument, we can
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conclude that RT (̄ ) ≥ xf (i, ̄ ) > 0. This means that node
i has two children j and ̄ such that RT ( j), RT (̄ ) > 0, and
therefore x does not satisfy Extreme Point Condition 3.4(b′),
which is equivalent to Extreme Point Condition 3.4(b). ■
The integrality of the extreme points in case the prob-
lem data are integral immediately implies that Nonvanishing
Support Assumption 3.9 is satisfied:
Corollary 3.15. If the demands d as well as the lower and
upper bounds  and u in a network flow problem only take
integer values, then Nonvanishing Support Assumption 3.9 is
satisfied with θ = 1.
In turn, this then implies that Extreme Point Condition 3.8
characterizes all extreme points to network flow problems
with integral data.
4. AN APPLICATION TO THE INFINITE HORIZON
CAPACITATED ECONOMIC LOT-SIZING PROBLEM
In this section we will study the extreme point structure of
the infinite horizon variant of the classical capacitated eco-
nomic lot-sizing problem with backordering. In this problem,
the uncapacitated version of which dates back to Wagner and
Whitin [16] and Zangwill [17], a producer faces a determin-
istic demand stream for a single product over a sequence
of time periods. This demand needs to be satisfied from pro-
duction, which may be held in inventory until demand occurs
or used to satisfy past demands through backordering. The
problem is then to decide how much to produce in each time
period to ensure that all demands are satisfied at minimum
production, inventory holding, and backordering costs. To
formulate this problem as an optimization problem, let us
denote the time periods by t = 1, 2, . . . and the (integral)
demand in time period t by dt . Furthermore, let ct(·), h+t (·),
and h−t (·) denote the production, inventory holding, and back-
logging cost functions in period t, and assume that they are
concave and nondecreasing, where we assume that inventory
and backordering costs are charged against end of period
inventory and backorder levels. Let p̄t , Ī
+
t , and Ī
−
t denote
the (integral and finite) production, inventory, and backorder
limits in period t. Finally, denote the quantity produced in
period t by pt , the quantity in inventory at the end of period
t by I+t , and the quantity backordered at the end of period t





ct(pt) + h+t (I+t ) + h−t (I−t )
)
subject to
p1 + I−1 = d1 + I+1
pt + I+t−1 + I−t = dt + I−t−1 + I+t t = 2, 3, . . .
pt ≤ p̄t t = 1, 2, . . .
I+t ≤ Ī+t t = 1, 2, . . .





t ≥ 0 t = 1, 2, . . . .
When viewed as a subset of the product space
∏∞
i=1 R3, the
feasible region is clearly compact. Due to the concavity of the
cost functions, we then know that if the lot-sizing problem
has an optimal solution, an extreme point optimal solution
exists by Bauer’s Minimum Principle (see [13]). An optimal
solution, in turn, exists if there exists a feasible solution with
finite cost value. [This is the case if, for example, (i) the cost
functions are linear and discounted at a rate in (0, 1) and (ii)
dt ≤ p̄t ≤ p̄ < ∞ for all t = 1, 2, . . . .] It is therefore of
interest to study the extreme point structure of the feasible
region of the economic lot-sizing problem.
When the horizon is finite, say T periods, the first step is
usually to formulate the problem as a minimum cost network
flow problem. In the most common network flow formulation
(see Fig. 5), each period t is represented by a demand node
with demand dt , and production is represented by a source
node with supply equal to the sum of all demands, that is, the
demand of the source node is equal to − ∑Tt=1 dt . Production
in period t is represented by a directed arc from the source
node to node t with capacity p̄t , inventory carried from period
t to period t + 1 is represented by a directed arc from node t
to node t + 1 with capacity Ī+t , and backorders carried from
period t +1 to period t are represented by a directed arc from
node t + 1 to node t with capacity Ī−t . In this network, each
feasible solution to the lot-sizing problem is represented by
a feasible flow.
This network flow formulation of the finite horizon eco-
nomic lot-sizing problem can be used to derive properties
of the extreme point solutions to this problem. It is well
known that any extreme point solution satisfies the following
conditions (see, e.g., [9]):
(1) All production and inventory quantities are integral
valued.
(2) In no period t = 1, 2, . . . do we have 0 < I+t < Ī+t and
0 < I−t < Ī−t .
FIG. 5. A network representation of the finite horizon economic lot-sizing
problem.
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(3) Consider two periods, say t1 and t2, in which the inven-
tory and backorder levels are either at zero or their
capacity, while 0 < I+t < Ī+t or 0 < I−t < Ī−t for all
t = t1 + 1, . . . , t2 − 1 (such a sequence is often called
a block or subplan). Then at most one of the production
quantitites pt , t = t1 + 1, . . . , t2, satisfies both its upper
and lower bound strictly, that is, there exists at most one
t = t1 + 1, . . . , t2 such that 0 < pt < p̄t .
The goal of this section is to generalize these properties to the
infinite horizon case. In fact, we will show that, in addition,
the following condition holds:
(4) Consider a period, say t1, in which the inventory and
backorder levels are either at zero or their capacity, while
0 < I+t < Ī+t or 0 < I−t < Ī−t for all t = t1 +1, t1 +2, . . .
(i.e., such a sequence generalizes the concept of a block or
subplan). Then at most one of the production quantitites
pt , t = t1 + 1, t1 + 2, . . ., satisfies both its upper and
lower bound strictly, that is, there exists at most one t =
t1 + 1, t1 + 2, . . . such that 0 < pt < p̄t .
When attempting to generalize the network flow approach
to the infinite horizon economic lot-sizing problem, it is
immediate that we cannot use a network of the same form
as in the finite horizon case. Because all demands are inte-
gral, total demand will be infinite if we are dealing with a
truly infinite horizon problem. This implies that the total pro-
duction over the infinite horizon should be infinite as well.
However, this means that the supply of the source node is
not well defined in the straightforward generalization of the
network. Another complication is that the total out degree
of the source node in this generalization would be infinite,
while the results on the structure of extreme points of infi-
nite network flow problems derived in this article require that
the in and out degrees of all nodes in the network are finite.
We therefore consider a new network flow formulation of the
problem. In this formulation, each period is still represented
by a demand node, and inventory and backorder flows are
represented by capacitated directed arcs between successive
period nodes. However, production in each period t is repre-
sented by an infinite directed path leading to period t’s node.
All nodes on this infinite path have demand 0, all arcs have
capacity p̄t , and all arcs have cost zero except for the last
arc, that is, the arc leading from node (t, 1) to node t (see
Fig. 6 for an illustration of this network). This representation
of the problem eliminates the need for specifying the total
production in advance, because there is no node that acts as
a source. Instead, the infinite paths in each period t ensure
that any production quantity not exceeding the capacity can
be produced.
All results regarding the extreme point structure of infinite
horizon network flow problems that have been derived in this
article now apply to this representation of the infinite horizon
economic lot-sizing problem. Theorem 3.14 now immedi-
ately generalizes extreme point property (1) stated above to
the infinite dimensional case. But Corollary 3.15 also states
that, because the demands are integral, we know that Extreme
Point Condition 3.8 characterizes the extreme points to this
problem. Recall that this condition says that, for any extremal
flow, say x, we have
(a) G(x) contains no cycles;
(b) for any node i there exists at most one infinite path i −
i1 − i2 − · · · in G(x).
Extreme point property (2) now follows immediately from
condition (a). Moreover, we can immediately conclude that
any feasible solution x satisfying property (2) corresponds
to an acyclic free arc graph G(x). But it is also easy to see
that not all such feasible flows are extreme point solutions.
For instance, if all but a finite number of the demands are
equal to zero, we essentially have a finite lot-sizing problem,
and clearly not all feasible solutions to such a problem that
satisfy property (2) are extreme points. However, condition
(b) allows us to generalize property (3) to the infinite dimen-
sional case. This can be seen as follows. Consider a feasible
FIG. 6. A network representation of the infinite horizon economic lot-sizing problem.
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solution and let t1 and t2 identify a block. Now suppose that
0 < pt < p̄t for two values of t = t1 + 1, . . . , t2, say s1 and
s2. This means that node s1 is on two infinite paths in G(x):
· · ·−(s1, 2)−(s1, 1)−s1 and s1 −· · ·−s2 −(s2, 1)−(s2, 2)−
· · · , contradicting Extreme Point Condition 3.8(b). There-
fore, the solution cannot be an extreme point. In addition,
condition (b) allows us to derive property (4) for the infinite
dimensional case. Similar to the earlier property, consider
a feasible solution and let t1 + 1, t1 + 2, . . . be a (general-
ized) block. Now suppose that 0 < pt < p̄t for two values of
t = t1+1, t1+2, . . ., say s1 and s2. This again means that node
s1 is on two infinite paths in G(x): · · · − (s1, 2) − (s1, 1) − s1
and s1−· · ·−s2−(s2, 1)−(s2, 2)−· · · , contradicting Extreme
Point Condition 3.8(b).
Finally, we would like to remark that a similar approach to
the one in this section may be used to show that any extreme
point to the uncapacitated infinite horizon economic lot-
sizing problem without backordering satisfies the standard
zero-inventory ordering property that production can only
take place when there is no inventory, that is, It−1xt = 0 for
all t = 1, 2, . . ..
5. CONCLUSIONS AND FUTURE RESEARCH
In this article, we studied the structure of the extreme
points of infinite network flow problems. Our results show
that, in contrast with the finite dimensional case, an extreme
point for an infinite network flow problem can, in general,
not be uniquely represented in terms of free arcs. Neverthe-
less, we developed necessary and sufficient conditions for
a feasible flow to be an extreme point that generalize this
result. Moreover, under a regularity condition that is met by
network flow problems with integral data, we show that an
extreme point can be uniquely characterized by a set of free
arcs corresponding to a subnetwork containing no finite or
infinite cycles. Finally, we showed that, when all problem
data are integral, the extreme points always have integral val-
ues, extending a result for finite network flow problems to
the infinite case.
In future research we hope to generalize our structural
results on extreme points and basic feasible solutions to infi-
nite dimensional network flow problems to larger classes of
doubly-infinite linear programming problems. Moreover, we
intend to use the results of this article and their extensions to
develop generalizations of the network simplex method for
solving linear minimum cost infinite network flow problems
and the simplex method for solving doubly-infinite linear
programming problems.
APPENDIX
Lemma 3.3. Given a rooted tree T = (N ′, A′, r), the








r(i, j) if (i, j) ∈ A′
r( j, i) otherwise.
Proof. We observe that a finite cut S ∈ S(T(i)) can be
partitioned into |CT (i)| disjoint sets S j (j ∈ CT (i)) where S j
either contains a finite cut of the subtree T( j) or contains the
arc between node j and i in T . Conversely, if we choose sets
S j for j ∈ CT (i) such that S j is either a finite cut of subtree
T( j) or contains only the arc between node j and node i, then






S j : S j ∈ S(T( j))
or S j is the arc between i and j

 .
If the arc between i and j is (i, j), the lemma now follows
from this observation because
































min{αij, RT ( j)}.
The case where the arc between i and j is ( j, i) follows in an
analogous fashion. ■
The following lemma formally proves the equivalence of
Extreme Point Conditions 3.4(b) and 3.4(b′). This equiva-
lence result is used to establish the necessity and sufficiency
of Extreme Point Condition 3.4 for any feasible flow to be an
extreme point.
Lemma A.1. If a feasible flow x satisfies Extreme Point
Condition 3.4(b) then it also satisfies Extreme Point Condi-
tion 3.4(b′).
Proof. Consider a rooted maximal tree T = (N ′, A′, r)
in G(x) such that Extreme Point Condition 3.4(b) is satisfied.
We first show that Extreme Point Condition 3.4(b) is also
satisfied for T ′ = (N ′, A′, r′) where r′ ∈ CT (r), and then
generalize the result to any choice of root node in N ′, which
proves the lemma.
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Note that when the root for T is changed from r to
r′ ∈ CT (r), the parent–child relationship is modified only
for the nodes r and r′. That is, for each node i ∈ N ′ \ {r, r′}
we have CT (i) = CT ′(i). By Lemma 3.3 we then conclude
that RT (i) = RT ′(i) for any node i ∈ N ′ \ {r, r′}. Therefore,
for all nodes i ∈ N ′ \{r, r′} there exists at most one j ∈ CT ′(i)
such that RT ′( j) > 0. Next, consider node r. Note that r′ is
a child of r in T but not in T ′, so that CT ′(r) = CT (r) \ {r′}.
Because RT (i) = RT ′(i) for all i ∈ CT ′(r) ⊂ CT (r), node
r has at most one child j ∈ CT ′(r) such that RT ′( j) > 0.
Finally, consider node r′. Note that r is a child of r′ in T ′ but
not in T , so that CT ′(r′) = CT (r′) ∪ {r}. Because Extreme
Point Condition 3.4(b) is satisfied for T , if there exists some
j ∈ CT (r)\{r′} with RT ( j) > 0 then RT (r′) = 0. In that case,
Lemma 3.3 shows that all j ∈ CT (r′) must have RT ( j) = 0
and therefore RT ′( j) = 0 for all j ∈ CT ′(r′)\{r}. On the other
hand, if RT (r′) > 0 then RT ( j) = 0 for all j ∈ CT (r) \ {r′}.
In that case, RT ′( j) = RT ( j) = 0 for all j ∈ CT ′(r) =
CT (r) \ {r′} so that Lemma 3.3 implies that RT ′(r) = 0.
Therefore, because RT ′( j) = RT ( j) for all j ∈ CT ′(r′) \ {r}
there exists at most one j ∈ CT ′(r′) such that RT ′( j) > 0.
Hence, Extreme Point Condition 3.4(b) is satisfied
for T ′.
Now consider an arbitrary node r′ ∈ N ′, and let again
T ′ = (N ′, A′, r′). Let r = i1, . . . , ik = r′ be the nodes
on the unique finite path between r and r′ in T for some
k ≥ 2. Because i1 is a child of r in T rooted at r we can
apply the result above to conclude that Extreme Point Con-
dition 3.4(b) is satisfied for T ′′ = (N ′, A′, i1). By repeatedly
applying the earlier result in this proof a finite number of times
we conclude that Extreme Point Condition 3.4(b) is satisfied
for T ′. ■
The next lemma is a direct consequence of the flow balance
equations satisfied by feasible flows.
Lemma A.2. Let x and x′ be two feasible flows such that
L(x) ⊆ L(x′), U(x) ⊆ U(x′), and G(x) contains no cycles.
Let T = (N ′, A′, r) be a maximal tree in G(x) rooted at node
r ∈ N ′. Then, for any node i ∈ N ′:
• if (i, pT (i)) ∈ A′ then |x(i, pT (i)) − x′(i, pT (i))| ≤∑
(i′ ,j′)∈S |x(i′, j′) − x′(i′, j′)| for all S ∈ S(T(i))
• if (pT (i), i) ∈ A′ then |x(pT (i), i) − x′(pT (i), i)| ≤∑
(i′ ,j′)∈S |x(i′, j′) − x′(i′, j′)| for all S ∈ S(T(i)).
Proof. We deal explicitly with the case (i, pT (i)) ∈ A′;
the result for the other case can be proven in a similar man-
ner. Consider a node i ∈ N ′ and some S ∈ S(T(i)) in the
rooted tree T . Let N̄ be the finite set of nodes in T(i) that are
connected to node i after the edges in S are removed from
T(i). Because L(x) ⊆ L(x′) and U(x) ⊆ U(x′), the flows x
and x′ can only differ over the edges in A(x). Further, because
both the flows satisfy the flow balance Equation (1) over the
nodes in N̄ , the difference between the total flow on the arcs
from set N ′ \ N̄ to N̄ under x and x′ should be equal to the
difference between the total flow on the arcs from N̄ to N ′ \ N̄
under x and x′. That is,
∑
(i′,j′)∈A(x):i′∈N̄ ,j′∈N\N̄




(x(i′, j′) − x′(i′, j′)).
Because the set N̄ is in the tree T(i) = (NT (i), AT (i)), the
only nodes in N \ N̄ that are connected to N̄ in A(x) are pT (i)
and some nodes in Ni \ N̄ . Let
S1 = {(i′, j′) ∈ AT (i) : i′ ∈ N̄ , j′ ∈ NT (i) \ N̄}
S2 = {(i′, j′) ∈ AT (i) : i′ ∈ NT (i) \ N̄ , j′ ∈ N̄}.
By our observations,
{(i′, j′) ∈ A(x) : i′ ∈ N̄ , j′ ∈ N \ N̄} = {(i, pT (i))} ∪ S1
{(i′, j′) ∈ A(x) : i′ ∈ N \ N̄ , j′ ∈ N̄} = S2.
Using this information in the equation above,
x(i, pT (i)) − x′(i, pT (i)) =
∑
(i′,j′)∈S2




(x(i′, j′) − x′(i′, j′)).
It follows immediately that
|x(i, pT (i)) − x′(i, pT (i))| ≤
∑
(i′,j′)∈S1∪S2
|(x(i′, j′) − x′(i′, j′))|.
Finally, we note that by the definition of the set N̄ and finite
cuts, S1 ∪ S2 ⊆ S, and the result follows. ■
The following result regarding the rounding vector of
a feasible flow is used to prove that all extreme points in
network flow problems with integral data are integral.
Lemma A.3. Let x be a feasible flow such that G(x) con-
tains no cycles. Let T = (N ′, A′, r) be a maximal rooted tree
in G(x). Then, for any node i ∈ N ′:
• if (i, pT (i)) ∈ A′ then xf (i, pT (i)) ≤ ∑(i′ ,j′)∈S xf (i′, j′) for all
S ∈ S(T(i))
• if (pT (i), i) ∈ A′ then xf (pT (i), i) ≤ ∑(i′ ,j′)∈S xf (i′, j′) for all
S ∈ S(T(i)).
Proof. The proof of this result is similar to the proof
of Lemma A.2 in this Appendix. We show the result when
(i, pT (i)) ∈ A′; the other case can be shown in an analogous
manner. Consider a node i ∈ N ′ and some S ∈ S(T(i)) in
the rooted tree T . Let N̄ be the finite set of nodes in Ti =
(NT (i), AT (i)) that are connected to node i after the edges
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in S are removed from T(i). Summing up the flow balance











Because the set N̄ is in the tree T(i), the only nodes in N \ N̄
that are connected to N̄ in A(x) are p(i) and some nodes in
NT (i) \ N̄ . Let
S1 = {(i′, j′) ∈ AT (i) : i′ ∈ N̄ , j′ ∈ NT (i) \ N̄}
S2 = {(i′, j′) ∈ AT (i) : i′ ∈ NT (i) \ N̄ , j′ ∈ N̄}.
By our observations,
{(i′, j′) ∈ A(x) : i′ ∈ N̄ , j′ ∈ N \ N̄} = {(i, pT (i))} ∪ S1
{(i′, j′) ∈ A(x) : i′ ∈ N \ N̄ , j′ ∈ N̄} = S2.
Using this information in the equation above,












i′∈N̄ d(i′) = 0, it is easy to see that




Finally, we note that by the definition of the set N̄ and finite
cuts, S1 ∪ S2 ⊆ S, and the result follows. ■
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