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RIGIDITY AND STABILITY OF EINSTEIN METRICS FOR
QUADRATIC CURVATURE FUNCTIONALS
MATTHEW J. GURSKY AND JEFF A. VIACLOVSKY
Abstract. We investigate rigidity and stability properties of critical points of
quadratic curvature functionals on the space of Riemannian metrics. We show it
is possible to “gauge” the Euler-Lagrange equations, in a self-adjoint fashion, to
become elliptic. Fredholm theory may then be used to describe local properties of
the moduli space of critical metrics. We show a number of compact examples are
infinitesimally rigid, and consequently, are isolated critical points in the space of
unit-volume Riemannian metrics. We then give examples of critical metrics which
are strict local minimizers (up to diffeomorphism and scaling). A corollary is a
local “reverse Bishop’s inequality” for such metrics. In particular, any metric g in
a C2,α-neighborhood of the round metric (Sn, gS) satisfying Ric(g) ≤ Ric(gS) has
volume V ol(g) ≥ V ol(gS), with equality holding if and only if g is isometric to gS .
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1. Introduction
1.1. Quadratic Functionals. Let M be a closed manifold of dimension n ≥ 3.
The total scalar curvature, or Einstein-Hilbert functional, has been deeply studied
in Riemannian geometry and we do not attempt to give a survey here. We only
remark that Einstein metrics in general are saddle points for the Einstein-Hilbert
functional, and rigidity and stability properties of Einstein metrics have been studied
in [Koi78, Koi80, Koi82]. In this article we are interested in functionals on the space
of Riemannian metrics M which are quadratic in the curvature; see [Bes87, Bla00,
Smo07] for surveys. Such functionals have also been widely studied in physics under
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the name “fourth-order,” “critical,” or “quadratic” gravity; see for example [LP11,
Mal11, Sch07, Ste78].
Using the standard decomposition of the curvature tensor Rm into the Weyl, Ricci
and scalar curvature curvature components, a basis for the space of quadratic curva-
ture functionals is
W =
∫
|W |2 dV, ρ =
∫
|Ric|2 dV, S =
∫
R2 dV.(1.1)
In dimension three, W vanishes, and in dimension four, the Chern-Gauss-Bonnet
formula
32π2χ(M) =
∫
|W |2 dV − 2
∫
|Ric|2 dV +
2
3
∫
R2 dV
implies that W can be written as a linear combination of the other two (plus a
topological term). In higher dimensions, the Euler-Lagrange equations of W have a
different structure than the latter two functionals. Consequently, in this paper, we
will be interested in the functional
Fτ [g] =
∫
|Ric|2 dV + τ
∫
R2 dV,(1.2)
(with τ =∞ formally corresponding to
∫
R2dV ) in dimensions n ≥ 3. In dimensions
other than four, the functional Fτ is not scale-invariant. Therefore, we will consider
the volume-normalized functional
F˜τ [g] = V ol(g)
4
n
−1Fτ [g].(1.3)
Any Einstein metric is critical for F˜τ (this is not true for W˜ ; an additional algebraic
condition on the curvature tensor is required).
1.2. Rigidity. As with any geometric variational problem we begin by trying to
understand the local properties of the moduli space of critical points. This is the
space of metrics g satisfying
∇F˜τ [g] = 0(1.4)
modulo diffeomorphism equivalence and scaling, where∇F˜τ is the gradient of F˜τ . Due
to diffeomorphism invariance, the condition (1.4) does not define an elliptic equation
in g. In order to provide a reasonable description of the moduli space near a critical
metric, in Section 2.2 we define a map Pg : S
2
0(T
∗M)→ S
2
0(T
∗M), where
S
2
0(T
∗M) =
{
h ∈ S2(T ∗M) :
∫
(trg h) dVg = 0
}
.(1.5)
In Section 2.2, we will show that the zeroes of Pg correspond exactly to critical
metrics in a neighborhood of g, up to diffeomorphism and scaling. Furthermore, Pg
has the advantange of being elliptic. This property guarantees that the kernel of the
linearized operator, denoted H1τ , is finite dimensional. Therefore, by using a standard
implicit function theorem argument one can define the Kuranishi map Ψ : H1τ → H
2
τ ,
for which the moduli space is locally given by the orbit space of the isometry group
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acting on the zero locus Ψ−1(0). Note that here H2τ denotes the cokernel, but since
our linearized operator is self-adjoint this is the same as H1τ on a compact manifold.
Definition 1.1. Let M be a smooth, closed manifold of dimension n, and g a critical
metric for F˜τ . The metric g is called infinitesimally rigid (for F˜τ ) if H1τ = {0}, and
g is called rigid (for F˜τ ) if there exists a C4,α neighborhood U of g in the space of
Riemannian metrics such that if g˜ ∈ U and g˜ satisfies (1.4), then g˜ = ecφ∗g for some
C5,α-diffeomorphism φ : M →M and a constant c ∈ R.
A non-zero element h ∈ H1τ is called integrable there exists a path gs of critical
metrics (for F˜t) with g0 = g satisfying (gs)′|s=0 = h. Otherwise, h is called non-
integrable.
In Section 2, we will show that infinitesimal rigidity implies rigidity. Furthermore, it
can indeed happen that there are non-trivial elements in H1τ which are non-integrable.
This in fact occurs on (S3, gS), where gS is the round metric, see Theorem 1.8 below. A
similar phenomenon occurs for infinitesimal Einstein deformations on certain Einstein
manifolds, the simplest known example being S2 × CP2m with m ≥ 2 [Koi82].
On an Einstein manifold, the Lichnerowicz Laplacian is given by
∆Lhij = ∆hij + 2Ripjqh
pq −
2
n
Rhij,
and specTT (−∆L) will denote the set of eigenvalues of (−∆L) restricted to transverse-
traceless (TT) tensors. Infinitesimal Einstein rigidity is the condition
2
n
R /∈ specTT (−∆L),
see [Bes87, Chapter 12]. In particular, if g fails to be rigid as an Einstein metric then
it is not rigid as a critical point of F˜τ , but the converse may not be true.
In Section 5 we prove a vanishing result forH1τ when g is an Einstein metric. The full
statement is rather complicated, since it depends on the value of τ and the dimension
n; therefore, we only state here the result for the functional F˜0 = V ol
4
n
−1
∫
|Ric|2dV
(which will be of particular interest for the applications described in Section 1.6):
Theorem 1.2. Let (M, g) be an n-dimensional Einstein manifold, n ≥ 3. When
R > 0, assume (M, g) is not isometric to the round sphere. If{ 2
n
R,
4
n
R
}
/∈ specTT (−∆L),(1.6)
then H10 = {0} and consequently g is rigid for F˜0.
The same result holds when R < 0, assuming n = 3 or n = 4.
On the round sphere (Sn, gS), H
1
0 = {fg : f ∈ Λ}, where Λ is the space of first-order
spherical harmonics, and these elements are generated by the action of the conformal
group. Consequently, gS is in fact rigid, see Section 2.2.
The criterion in Theorem 1.2 only involves the action of the Lichnerowicz Lapla-
cian on transverse-traceless variations of the metric. In fact, one also has to consider
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conformal variations, but rigidity under these variations will follow from the Lich-
nerowicz estimate for the first eigenvalue of the Laplacian (if g is not isometric to the
round sphere), see Section 5. In the negative case there is no a priori lower bound for
the spectrum of (−∆), as can be seen by considering hyperbolic examples with long
“necks”. Consequently, in dimensions n ≥ 5, our rigidity result for negative Einstein
metrics require an additional assumption on λ1(−∆); see Lemma 5.1 and Theorem
5.5 for precise statements.
1.3. Stability and local minimization. We will also consider local minimizing
properties of critical points, and the relation with stability, which we now define.
Definition 1.3. Let M be smooth, closed manifold of dimension n, and g a critical
metric for F˜τ . Then g is called a local minimizer (for F˜τ ) if for all metrics g˜ in a
C2,α-neighborhood of g,
F˜τ [g˜] ≥ F˜τ [g].(1.7)
If, in addition, equality holds if and only if g˜ = ecφ∗g for some C3,α-diffeomorphism
φ : M →M and a constant c ∈ R, then g is called a strict local minimizer.
A metric g is called strictly stable if the Jacobi operator is positive (as a bilinear form
on L2) when restricted to variations h with δgh =
1
n
d(tr h). If the Jacobi operator on
this subspace is positive for all h orthogonal to the kernel and, in addition, all kernel
elements are integrable, then g is called stable.
In Section 6 we show that if g is strictly stable then g is a strict local minimizer.
Furthermore, if g is stable, then g is a local minimizer, see Proposition 6.2. In this
latter statement, the integrability of the kernel directions is crucial, as this implication
is not necessarily true otherwise, see Theorem 1.8 below.
Again, the full statement of our main theorem regarding stability for F˜τ is rather
complicated, so for the purpose of simplicity in the introduction, we only state here
the special case of τ > −1/n:
Theorem 1.4. Let (M, g) be an n-dimensional Einstein manifold, n ≥ 3, and let
τ > −1/n. If R > 0 and
specTT (−∆L) ∩
[2
n
R,
(4
n
+ 2τ
)
R
]
= ∅,(1.8)
then g is a strict local minimizer for F˜τ . If R < 0 and n = 3 or n = 4, then the same
result holds provided that endpoints in (1.8) are reversed.
Strict stability of g should imply that the gradient flow for the functional will
converge to g for all initial metrics sufficiently close to g. However, we will not pursue
this here, and refer the reader to [Bou10b, Str08, Str12, Yu03, Ye93] for other results
regarding gradient flows for Riemannian functionals.
1.4. The Bach tensor in dimension four. We remark that for τ = −n/4(n− 1),
this functional is equivalent to
∫
σ2(Ag)dV , where σ2(A) denotes the second elemen-
tary symmetric function of the Schouten tensor. The conformal properties of this
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functional have been widely studied, see [Via06] for references. Critical points of this
functional in dimension three were studied by the authors in in [GV01].
In dimension four (τ = −1/3) this functional is conformally invariant, and a critical
metric satisfies the Euler-Lagrange equations
Bij ≡ −4
(
∇k∇lWikjl +
1
2
RklWikjl
)
= 0.(1.9)
The tensor Bij is known as the Bach tensor [Bac21, Der83]. Any Einstein metric
is necessarily Bach-flat. The Bach tensor is conformally invariant, traceless, and
divergence-free.
The linearized Bach tensor fails to be elliptic due to both conformal and diffeomor-
phism invariance, so the condition (1.9) does not define an elliptic equation in g. In
Section 2.3 we define a map PBg : S
2
0(T
∗M)→ S20(T
∗M), where S20(T
∗M) consists of
pointwise traceless tensors. In Section 2.3, we will show that the zeroes of PBg corre-
spond exactly to Bach-flat metrics in a neighborhood of g, up to diffeomorphism and
conformal change of metric. Furthermore, PBg has the advantange of being elliptic, so
there is again a Kuranishi map ΨB : H
1
−1/3 → H
2
−1/3, and the moduli space is locally
described by the orbit space of the isometry group acting on the zero locus Ψ−1B (0).
Due to this extra conformal invariance, the above conditions of rigidity and strict
local minimization need to be modified slightly for the Bach tensor:
Definition 1.5. Let (M4, g) be a Bach-flat manifold. The metric g is called in-
finitesimally Bach-rigid if H1
−1/3 = {0}, and g is called Bach-rigid if there exists a
C4,α neighborhood U of g in the space of Riemannian metrics such that if g˜ ∈ U and
g˜ satisfies (1.9), then g˜ = efφ∗g for some C5,α-diffeomorphism φ : M → M and a
C4,α function f : M → R.
The Bach-flat metric g is called a local minimizer for W if for all metrics g˜ in a
C2,α-neighborhood of g,
W[g˜] ≥ W[g].(1.10)
If, in addition, equality holds in (1.10) if and only if g˜ = efφ∗g for some C3,α-
diffeomorphism φ : M → M and C2,α-function f : M → R, then g is a strict local
minimizer for W.
A metric g is called strictly Bach-stable if the Jacobi operator is positive (as a
bilinear form on L2) when restricted to transverse-traceless variations h. If the Ja-
cobi operator on TT -variations is positive for all h orthogonal to the kernel and, in
addition, all kernel elements are integrable, then g is called Bach-stable.
In Section 6 we show that if g is strictly Bach-stable then g is a strict local mini-
mizer of W. Furthermore, if g is Bach-stable, then g is a local minimizer, see Propo-
sition 6.4. Our main result regarding the rigidity and stability of Bach-flat metrics is
the following.
Theorem 1.6. Let (M4, g) be an Einstein manifold. Assume that{1
3
R,
1
2
R
}
/∈ specTT (−∆L).(1.11)
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Then H1
−1/3 = {0} and consequently g is Bach-rigid.
If R > 0, and g moreover satisfies
specTT (−∆L) ∩
[1
3
R,
1
2
R
]
= ∅,(1.12)
then g is strict local minimizer for W. The same result holds if R < 0, provided that
the endpoints of the interval in (1.12) are reversed.
We remark that the second variation of W was previously computed at an Ein-
stein metric in dimension four by Kobayashi [Kob85]. The infinitesimal rigidity and
stability statements follow from this computation. Our main contribution in Theo-
rem 1.6 is therefore to conclude actual rigidity and strict local minimization from the
infinitesimal statements.
1.5. Examples. We remark that the functional R =
∫
|Rm|2dV has been studied
by many authors, see for example [And01, And97, Ber03, LeB04, Mut74, Str08].
Decomposing the curvature tensor, we may write
F−1/2(n−1) =
n− 2
4
{R −W}.(1.13)
Consequently, if one can show that a metric g is a local minimizer for τ = −1/2(n−1),
then if g is also known to minimize W˜ it follows from (1.13) that R˜ is also locally
minimized. Thus the above results will also have applications to the variational
structure of R˜ in many examples.
In Section 7, we will present examples for which rigidity and stability hold. The
following is a brief summary.
• The round sphere (Sn, gS):
Theorem 1.7. On (Sn, gS), or any constant curvature quotient thereof, if n ≥ 4, gS
is a strict local minimizer for F˜τ provided that
4− 3n
2n(n− 1)
< τ <
2
n(n− 1)
.(1.14)
If n = 3, the same conclusion holds provided that
−
3
8
< τ <
1
3
.(1.15)
For any n ≥ 3, gS is a strict local minimizer for R˜.
We remark that the infinitesimal stability for R˜ was previously shown in [Mut74].
In the case of n = 3, there is an interesting variation of the round metric given
by scaling the fibers of the Hopf fibration S1 → S3 → S2 = CP1, known as Berger
spheres. In Section 7, we will employ this variation to show that the upper endpoint
in Theorem 1.7 is sharp:
Theorem 1.8. For n = 3, gS is not a local minimizer for τ = 1/3, that is, there is
a path gs with g1 = gS, with F˜1/3[gs] < F˜1/3[gS] for s < 1. Furthermore, there are
non-trivial transverse-traceless elements h ∈ H11/3 which are not integrable.
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As mentioned above, a similar non-integrability phenomenon occurs for infinitesi-
mal Einstein deformations on certain Einstein manifolds [Koi82]. Our proof is similar
to Koiso’s in spirit: we show that the third derivative of the functional (in our case
for the Berger sphere variation) is non-zero.
• Compact hyperbolic manifolds:
Theorem 1.9. Let (Mn, g) be a compact hyperbolic manifold. If n = 3 or n = 4,
then g is a strict local minimizer for F˜τ provided that
−
1
3
< τ.(1.16)
Consequently, g is a strict local minimizer for R˜. If n ≥ 5, then g is a strict local
minimizer for F˜τ provided that
4− 3n
2n(n− 1)
< τ ≤ −
1
n
.(1.17)
• Complex projective space (CPm, gFS), m ≥ 2:
Theorem 1.10. On (CPm, gFS), m ≥ 2, the Fubini-Study metric gFS is a strict local
minimizer for F˜τ provided that
2− 3m
2m(2m− 1)
< τ <
1
m(m+ 1)
.(1.18)
For n = 2m = 4, and τ = −1/3, gFS is the unique global minimizer of W among the
class of metrics with positive scalar curvature, up to diffeomorphism and conformal
changes of metric. Furthermore, in this case, gFS is a strict local minimizer for R.
The global minimization statement forW in dimension four follows from the signature
theorem together with a result of Hitchin [Bes87].
• The product of round spheres (Sm × Sm, g1 + g2) with m ≥ 2:
Theorem 1.11. On (Sm × Sm, g1 + g2) with m > 1, g1 and g2 round metrics with
V ol(g1) = V ol(g2), the product metric g1 + g2 is a strict local minimizer for F˜τ
provided that
2− 3m
2m(2m− 1)
< τ <
2−m
2m(m− 1)
.(1.19)
For n = 2m = 4 and τ = −1/3, g1 + g2 is the unique global minimizer of W among
the class of positive scalar curvature metrics, up to diffeomorphism and conformal
changes of metric. Furthermore, in this case, g1 + g2 is a strict local minimizer for
R.
The global minimization statement forW was proved in [Gur98]. We emphasize that
τ = 0 is not in the included range for m = 2. This is because there are non-trivial
infinitesimal deformations for τ = 0 at the product metric, in fact, dim(H10 ) = 9,
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see Section 7.4. We do not know if the right endpoint in (1.19) is optimal for strict
minimization.
• The Ricci-flat case:
Ricci-flat metrics which admit nonzero parallel spinors are locally maximizing in
the transverse-traceless direction as critical points of the Einstein-Hilbert functional
[DWW05]. For quadratic functionals, we have the following.
Theorem 1.12. Let (M, g) be a compact Ricci-flat manifold, and assume that all
infinitesimal Einstein deformations are integrable. Then g is a local minimizer for
F˜τ provided that
−
n
4(n− 1)
< τ.(1.20)
In particular, this holds if (M, g) is a flat torus, or if (M, g) is a Calabi-Yau metric.
Obviously, such a metric is minimizing if τ ≥ −1/n, so the main point is that
this can be improved, at least locally. The integrability of infinitesimal Einstein
deformations on a Calabi-Yau manifold was proved by Bogomolov and Tian [Bog78,
Tia87].
1.6. Reverse Bishop’s inequalities. The classical Bishop’s inequality implies that
if (M, g) is a closed manifold with Ric(g) ≥ Ric(Sn) = (n − 1)g, then the volume
satisfies V ol(g) ≤ V ol(Sn), and equality holds only if (M, g) is isometric to the sphere.
An interesting consequence of stability for τ = 0 for Einstein metrics is that, locally,
a “reverse Bishop’s inequality” holds:
Theorem 1.13. Let (M, g) be an Einstein manifold with positive scalar curvature,
normalized so that Ric(g) = (n − 1)g. Assume g is a strict local minimizer for F˜0.
Then there exists a C2,α-neighborhood U of g such that if g˜ ∈ U with Ric(g˜) ≤ (n−1)g˜,
then V ol(g˜) ≥ V ol(g) with equality if and only if g˜ = φ∗g for some diffeomorphism
φ : M →M .
From the list of examples above, we see that if (M, g) is a sphere, space form, or
complex projective space, then for metrics g˜ near g
Ric(g˜) ≤ Ric(g) =⇒ V ol(M, g˜) ≥ V ol(M, g).
Based on the above results for spheres and complex projective spaces, we conjec-
ture that if (Mn, g) is a compact rank one symmetric space, then g is a strict local
minimizer for F˜0. This would imply that Theorem 1.13 also holds for quaternionic
projective spaces and the Cayley plane.
Theorem 1.13 has a counterpart for negative Einstein manifolds, see Corollary 6.5.
We mention that on certain negative Einstein manifolds, such as hyperbolic or Ka¨hler-
Einstein manifolds, there are important global results which in some cases are much
stronger than what our local analysis can yield. One example is the work of Besson-
Courtois-Gallot ([BCG95], [BCG99]) on volume rigidity: If (Mn, g0) is a compact
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hyperbolic manifold, and g is any Riemannian metric on Mn then
Ric(g) ≥ −(n− 1)g =⇒ V ol(g) ≥ V ol(g0),
with equality if and only if g is isometric to g0. Note the requirement that M
n
support a hyperbolic metric: in particular, this gives a global result for any negative
Einstein three-manifold, but does not give (even local) information in dimensions
n ≥ 4 when Mn is only known to admit an Einstein metric. We also mention the
article [DWW07]. In this work, a local volume comparison theorem is proved using
only the scalar curvature, at a negative Ka¨hler-Einstein metric.
1.7. Global minimization. The functionals
∫
|Ric|2 and
∫
R2 are known to be glob-
ally minimized in dimension four at a negative Ka¨hler-Einstein metric. This is proved
in [LeB01] using Seiberg-Witten theory, along with many other interesting results re-
garding minimal volumes.
In any odd dimension, the fibration S1 → S2n+1 → CPn has totally geodesic fibers.
Thus by scaling the fiber, there are metrics which collapse with bounded curvature
on odd-dimensional spheres [Ber03, Chapter 11], where it is also pointed out that
the global minimum of R˜ is equal to zero in dimensions n ≥ 5 on any Riemannian
manifold. Thus the spherical metric is most definintely not a global minimizer of F˜0
in dimensions other than four. However, we conjecture that the round sphere (S4, gS)
is a global minimizer of F0.
1.8. Other functionals. Many of the results in this paper hold for arbitrary Rie-
mannian functionals, e.g., Proposition 6.2. For example, one can also consider other
Lp-norms of the curvature. The scale-invariant Ln/2-norm of the curvature carries
topological information, due to the Chern-Gauss-Bonnet Theorem. We point out
that many of the above local minimization theorems imply local minimization for the
scale-invariant norm simply by Ho¨lder’s inequality when n ≥ 4. For example, for the
functional F˜0,
F˜0[g] = (V ol)
4/n−1
∫
|Ric|2dV ≤
{∫
|Ric|n/2dV
}4/n
.(1.21)
Thus a local minimizer for F˜0 is automatically a local minimizer for the scale-invariant
norm of the Ricci tensor. Thus many of the above results can be restated for the scale-
invariant power (but we do not explicitly restate each case separately here).
1.9. Acknowledgements. The authors would like to thank Gang Tian for helpful
remarks regarding the various “slicing” lemmas in the paper. Thanks are also due to
Robert Bryant, Claude LeBrun, and Peter Li for helpful comments.
Finally, the authors would also thank the referee, whose careful reading of the
manuscript resulted in a number of improvements to the exposition.
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2. Local properties of the moduli space
In this Section we recall some basic variational formulae, all of which are found in
[Bes87, Chapter 4]. We begin with the squared L2-norm of Ricci,
F0[g] =
∫
|Ric|2dV =
∫
gipgjqRpqRijdV.(2.1)
Along an arbitrary path gs, let g
′
s =
d
ds
gs. We have
d
ds
F0[g] =
∫
gipgjq(g′s)ij(∇F0)pqdV,(2.2)
where
(∇F0)pq = −∆L(Ric)pq +∇p∇qR−
1
2
(∆R)gpq − 2R
l
pRlq +
1
2
|Ric|2gpq.(2.3)
Recalling that
(∆Lh)ij = (∆h)ij + 2Ripjqh
pq −Rlihlj −R
l
jhil,(2.4)
the gradient is also written as
(∇F0)pq = −∆(Ric)pq − 2RpkqlR
kl +∇p∇qR −
1
2
(∆R)gpq +
1
2
|Ric|2gpq.(2.5)
Proposition 2.1. If g is Einstein with Ric = (R/n)g, then
∇F0[g] =
n− 4
2n2
R2g.(2.6)
Proof. A simple computation from the above formula. 
Next, we consider the functional
S[g] =
∫
R2dV.(2.7)
We have
d
ds
S[g] =
∫
gipgjq(g′s)ij(∇S)pqdV,(2.8)
where
(∇S)pq = 2∇p∇qR− 2(∆R)gpq − 2RRpq +
1
2
R2gpq.(2.9)
Proposition 2.2. If g is Einstein with Ric = (R/n)g, then
∇S[g] =
n− 4
2n
R2g.(2.10)
Proof. Another simple computation. 
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2.1. Volume normalized functionals. The functional Fτ is not scale-invariant in
dimensions other than four. A standard remedy for this is to normalize the functionals
by a suitable power of the volume, which is equivalent to restricting the functionals
to the space of unit volume metricsM1. Therefore, we need to understand the effect
of the normalizing term on the formulas for the first and second variation of Fτ . The
following is elementary:
Claim 2.3. The functional
F˜τ [g] = (V ol(g))
4
n
−1 · Fτ [g](2.11)
is scale-invariant.
In the following, we let p = 4
n
− 1. Let gs denote a path of metrics through g = g0.
Lemma 2.4. The first and second variation of the volume are
(V ol(gs))
′ =
1
2
∫
M
(trgsg
′
s)dV(2.12)
(V ol(gs))
′′ = −
1
2
∫
M
|g′s|
2dV +
1
2
∫
M
(trgsg
′′
s )dV +
1
4
∫
(trgsg
′
s)
2dV.(2.13)
Proof. See [Bes87], Chapter 4. 
Next, we consider the first variation of F˜τ :
Lemma 2.5. A critical metric of F˜τ satisfies
F ′τ = −p(V ol)
−1(V ol)′ · Fτ ,(2.14)
∇Fτ = −
p
2
V ol−1 · Fτ · gs,(2.15)
where ∇Fτ denotes the gradient of Fτ ,
Proof. Differentiating the functional, we compute
(F˜τ [gs])
′ = p(V ol)p−1(V ol)′Fτ + (V ol)
p(Fτ [gs])
′.(2.16)
Therefore a critical point of F˜τ clearly satisfies (2.14). We also can write this as
(F˜τ [gs])
′ = p(V ol)p−1Fτ ·
1
2
∫
M
(trgsg
′
s)dV + (V ol)
p
∫
M
〈∇Fτ , g
′
s〉dV
= V olp
(∫
〈∇Fτ +
p
2
V ol−1 · Fτ · gs, h〉dV
)
.
(2.17)
Consequently, a critical point of F˜τ also satisfies (2.15). 
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2.2. Local structure of the moduli space. To understand to local properties of
the moduli space of critical metrics, we need to cast the equation in the framework of
Fredholm theory. This requires an elliptic operator, so one must “gauge” the equation
to become elliptic.
We begin with some definitions. For simplicity of notation, we will treat the domain
and range of an operator as if it were the bundle itself, although the operator really
acts on sections of the bundle. Let δg : S
2(T ∗M) → T ∗M denote the divergence
operator
(δgh)j = ∇
ihij ,(2.18)
and δ∗ : T ∗M → S2(T ∗M) its L2-adjoint. Note that
δ∗ = −
1
2
L,(2.19)
where L is the Killing operator:
(Lgω)ij = ∇iωj +∇jωi.(2.20)
We let Kg denote the conformal Killing operator, the trace-free part of Lg:
(Kgω)ij = ∇iωj +∇jωi −
2
n
(δgω)gij.(2.21)
Note that if
βgh = δgh−
1
n
d(tr h),(2.22)
then
β∗ = −
1
2
K.
Let g be a critical metric for the normalized functional
F˜τ = (V ol)
4
n
−1
∫ (
|Ric|2 + τR2
)
dV.(2.23)
Assume U ⊂ S2(T ∗M) is a neighborhood of the zero section, sufficiently small so that
θ ∈ U0 ⇒ g˜ = g + θ is a metric. Consider the map Pg : U → S2(T ∗M) given by
Pg(θ) = ∇F˜τ(g + θ) +
1
2
Kg+θ[βgKgβgθ]− γ(θ) · g,(2.24)
where
γ(θ) =
1
n
V ol(g)−1
∫
trg
{
∇F˜τ(g + θ)
}
dVg.(2.25)
The term involving γ is included to make the trace of P have mean value zero (with
respect to g); hence
Pg : U0 → S
2
0(T
∗M),
where
U0 = U ∩ S
2
0(T
∗M),
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and S
2
0(T
∗M) is defined in (1.5). The domain of Pg will be tensors in U0 of Ho¨lder class
Ck+1,α. The term involving the operator K is included to handle gauge-invariance.
To simplify notation, we denote
Kgω = βgKgω = −
1
2
K∗gKgω,(2.26)
so that the gauge-fixing term can be written
1
2
Kg+θ[βgKgβgθ] =
1
2
Kg+θ[Kgβgθ].(2.27)
Note that the kernel of Kg is precisely the space of conformal Killing forms (with
respect to g), since
〈ω,Kgω〉L2 = −
1
2
‖Kgω‖
2
L2.(2.28)
Lemma 2.6. The operator Kg : T
∗M → T ∗M is elliptic for n 6= 2.
Proof. Since Kgω is traceless, we have
(Kgω)j = (∆ω)j +∇
i∇jωi −
2
n
∇j∇
iωi.(2.29)
Consequently, the symbol is given by
(ξ, ω) 7→ |ξ|2ωj +
(
1−
2
n
)
ξj(ξiωi).(2.30)
Pairing this with ξj shows injectivity for ξ 6= 0. 
The main result of this section is that the moduli space of critical metrics is precisely
given by the zero-locus of Pg:
Theorem 2.7. Assume
τ 6= −
n
4(n− 1)
,(2.31)
and consider Pg as a mapping from C
k+1,α to Ck−3,α for k ≥ 3. Then:
(i) The linearization of Pg at θ = 0 is an elliptic operator.
(ii) If θ is sufficiently small and Pg(θ) = 0, then the metric g˜ = g + θ is a smooth
Riemannian metric and is critical for the normalized functional F˜τ .
(iii) Conversely, if g1 = g + θ1 is a critical metric in a sufficiently small C
k+1,α-
neighborhood of g (k ≥ 3), then there exists a Ck+2,α-diffeomorphism φ : M → M
and a constant c such that
ecφ∗g1 = g + θ˜(2.32)
with
Pg(θ˜) = 0(2.33)
and ∫
trgθ˜ dVg = 0.(2.34)
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Remark 2.8. When τ = τc = −
n
4(n−1)
, then
F˜τc [g] = −2(n− 2)
2V ol(g)
4
n
−1
∫
σ2(Ag) dVg.(2.35)
When n 6= 4, a metric g is critical over all conformal variations which preserve the
volume if and only if
σ2(Ag) = const.,
a second order condition in the metric (for an explanation of the notation, see Section
1.4 in the Introduction). When n = 4, the integral in (2.35) is conformally invariant
(hence the gradient is trace-free). In both cases, this reduction in the order of the
Euler equation results in a degeneracy on the symbol level.
Remark 2.9. The choice of the “gauge-fixing” term is not unique. For the linearized
Einstein equations, one can choose a gauge-fixing term which reduces the symbol to
that of the rough Laplacian (see [GL91]). Such a simplification does not seem possible
for the linearized gradient of (2.23).
Proof of Theorem 2.7. We will postpone the proof of ellipticity, as it involves a rather
lengthy calculation of the symbol. To prove part (ii), suppose
0 = Pg(θ) = ∇F˜τ(g + θ) +
1
2
Kg+θ[Kgβgθ]− γ(θ) · g.(2.36)
Let g˜ = g + θ. If we trace (2.36) with respect to g˜ and integrate,
0 =
∫
trg˜[∇F˜τ (g˜)] dVg˜ +
1
2
∫
trg˜
[
Kg˜[Kgβgθ]
]
dVg˜ − γ(θ)
∫
trg˜g dVg˜
=
∫
trg˜[∇F˜τ (g˜)] dVg˜ − γ(θ)
∫
trg˜g dVg˜.
(2.37)
Here we used the fact that K[·] is trace-free. Also, since F˜τ is scale-invariant,
F˜τ [g˜] = F˜τ [e
rg˜], r ∈ R.
Differentiating this identity at r = 0,
0 =
d
dr
F˜τ [e
r g˜]
∣∣
r=0
=
∫ 〈
∇F˜τ (g˜),
d
dr
(
erg˜
)∣∣
r=0
〉
dVg˜
=
∫ 〈
∇F˜τ(g˜), g˜
〉
dVg˜ =
∫
trg˜[∇F˜τ (g˜)] dVg˜.
(2.38)
Therefore, by (2.37) we conclude
γ(θ)
∫
trg˜g dVg˜ = 0.
Since g is positive-definite, ∫
trg˜g dVg˜ > 0,
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we conclude that γ(θ) = 0. Therefore, by the definition of P in (2.24),
0 = ∇F˜τ (g + θ) +
1
2
Kg+θ[Kgβgθ].(2.39)
The next step involves an integration by parts argument, but this presents a diffi-
culty since θ ∈ C4,α only implies that Pg(θ) is Cα, and not necessarily differentiable.
To get around this problem we mollify θ; i.e., let {θǫ} be a family of smooth tensor
fields such that θǫ → θ in C4,α as ǫ → 0, and let g˜ǫ = g + θǫ. From (2.39) and the
continuity of P it follows that
ηǫ = ∇F˜τ (g + θǫ) +
1
2
Kg+θǫ [Kgβgθǫ],(2.40)
where ηǫ → 0 in Cα. Pair both sides of (2.40) with Lg˜ǫ[Kgβgθǫ] (with respect to the
L2-inner product defined by g˜ǫ), where L is the Killing operator defined in (2.20):
〈Lg˜ǫ[Kgβgθǫ], ηǫ〉L2 =
〈
Lg˜ǫ[Kgβgθǫ],∇F˜τ (g˜ǫ) +
1
2
Kg˜ǫ[Kgβgθǫ]
〉
L2
=
〈
Lg˜ǫ[Kgβgθǫ],∇F˜τ (g˜ǫ)
〉
L2
+
1
2
‖Kg˜ǫ[Kgβgθǫ]‖
2
L2 .
Integrating by parts in the first term on the right-hand side, we obtain〈
Lg˜ǫ[Kgβgθǫ],∇F˜τ (g˜ǫ)
〉
L2
= −2
〈
Kgβgθǫ, δg˜ǫ
(
∇F˜τ (g˜ǫ)
)〉
L2
= 0,
since L∗ = −2δ and the gradient of a Riemannian functional is always divergence-free
(see [Bes87], Proposition 4.11). Therefore,
〈Lg˜ǫ[Kgβgθǫ], ηǫ〉L2 =
1
2
‖Kg˜ǫ[Kgβgθǫ]‖
2
L2.
Letting ǫ→ 0, the left-hand side converges to zero, while the right-hand side converges
to Kg˜[Kgβgθ], which consequently vanishes. By (2.39) we conclude that
∇F˜τ (g˜) = 0(2.41)
as claimed.
Next, taking a trace of (2.41), yields an equation of the form
∆g˜Rg˜ = Rmg˜ ∗Rmg˜ + λ · g˜.(2.42)
Since g˜ is assumed to be only C4,α, around any point p ∈ M , there is a coordinate
system {xi} so that the component functions g˜ij are C4,α. Equation (2.42) is easily
seen to be an elliptic equation, and by elliptic regularity we conclude that Rg˜ ∈ C
4,α.
The equation (2.41) then implies that ∆g˜Ricg˜ ∈ C2,α, which implies that Ricg˜ ∈ C4,α.
Since g˜ ∈ C4,α, there exists a harmonic coordinate system {yi} around p such that
the equation
1
2
g˜ij∂2ij g˜kl +Qkl(∂g˜, g˜) = −Rickl(g˜),(2.43)
where Q(∂g˜, g˜) is an expression that is quadratic in ∂g˜, polynomial in g˜ and has
√
|g˜|
in its denominator [Pet06]. From this we conclude that g˜ij ∈ C5,α. A bootstrap
argument shows that g˜ij ∈ C
ℓ,α for any ℓ > 0.
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Part (iii) follows from a result, known as “Ebin-Palais slicing” [Ebi70, Pal]. Our
treatment is based on an argument of Cheeger-Tian [CT94, Theorem 3.1], see also
[FM77].
Lemma 2.10. For each metric g1 in a sufficiently small C
ℓ+1,α-neighborhood of g
(ℓ ≥ 1), there is a Cℓ+2,α-diffeomorphism φ : M → M and a constant c such that
θ˜ ≡ ecφ∗g1 − g(2.44)
satisfies
βgθ˜ = 0,(2.45)
where βg is defined in (2.22), and ∫
trgθ˜ dVg = 0.(2.46)
Moreover, we have the estimate
‖θ˜‖Cℓ+1,α ≤ C‖θ1‖Cℓ+1,α,(2.47)
where C = C(g).
Proof. Let {ω1, . . . , ωκ} denote a basis of the space of conformal Killing forms with
respect to g. Consider the map
N : Cℓ+2,α(TM)× R× Rκ × Cℓ+1,α(S2(T ∗M))→ Cℓ,α(T ∗M)× R(2.48)
given by
N (X, r, v, θ) = Nθ(X, r, v)
=
(
βg
[
φ∗X,1(g + θ)
]
+
∑
i
viωi, e
r
∫
trg
[
φ∗X,1(g + θ)
]
dVg − nV ol(g)
)
,
(2.49)
where φX,1 denotes the diffeomorphism obtained by following the flow generated by
the vector field X for unit time. It is clear that N is a continuously differentiable
mapping, and linearizing in (X, r, v) at (X, r, v, θ) = (0, 0, 0, 0), we find
N ′0(Y, s, a) =
d
dǫ
(
βg
[
φ∗ǫY,1(g)
]
+
∑
i
(ǫai)ωi, e
ǫs
∫
trg
[
φ∗ǫY,1(g)
]
dVg − nV ol(g)
)∣∣∣
ǫ=0
=
(
βg[LgY
♭] +
∑
i
aiωi, nV ol(g) · s
)
=
(
KgY
♭ +
∑
i
aiωi, nV ol(g) · s
)
,
where Y ♭ is the dual one-form to Y .
The adjoint map (N ′0)
∗ : Cm+2,α(T ∗M)× R→ Cm,α(TM)× R× Rκ is given by
(N ′0)
∗(η, s) =
(
(Kgη)
♯, nV ol(g)s,
∫
〈η, ωi〉 dV
)
,
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where (Kgη)
♯ is the vector field dual to Kgη. Setting (N
′
0)
∗(η, s) = 0, we get s = 0
and
Kgη = 0,∫
〈η, ωi〉 dV = 0, 1 ≤ i ≤ κ.
The first equation implies that η is a conformal Killing field, while the second implies
that η is orthogonal (in L2) to the space of conformal Killing forms. It follows that
η = 0, so the mapN ′0 is surjective. By a standard implicit function theorem argument,
given θ1 ∈ Cℓ+1,α(S2(T ∗M)) small enough we can solve the equation Nθ1 = (0, 0);
i.e., there is a vector field X ∈ Cℓ+2,α(TM), a v ∈ Rκ, and a real number r such that
βg[φ
∗g1] +
∑
i
viωi = 0, e
r
∫
trg
[
φ∗X,1(g1)
]
dVg = nV ol(g),(2.50)
where φ = φX,1. In addition, if we let
θ˜ = erφ∗g1 − g,
then θ˜ satisfies (2.47).
For the first equation in (2.50), fix 1 ≤ ℓ ≤ κ and pair both sides (in L2) with ωℓ;
then vℓ = 0 since β
∗
gωℓ = 0. Therefore, βg[φ
∗g1] = 0. Also,
βgθ˜ = βg[e
rφ∗g1 − g] = 0,
which proves (2.45). The trace condition (2.46) follows from the second condition in
(2.50): ∫
trgθ˜ dVg =
∫
trg
[
erφ∗g1 − g
]
dVg =
∫ {
er · trg[φ
∗g1]− n
}
dVg
= er
∫
trg[φ
∗g1] dVg − nV ol(g) = 0.

To prove the theorem, suppose g1 is a critical metric which is C
k+1,α-close to g, for
some k ≥ 3:
∇F˜τ(g1) = 0.(2.51)
Applying the lemma, we obtain a Ck+2,α-diffeomorphism φ : M →M and a constant
c such that θ˜ = ecφ∗g1 − g satisfies (2.34). Also, since θ˜ satisfies (2.45),
Pg(θ˜) = ∇F˜τ(g + θ˜) +
1
2
Kg+θ˜[Kgβgθ˜] = ∇F˜τ (φ
∗g1) = φ
∗{∇F˜τ (g1)} = 0,
verifying (2.33).
To verify ellipticity, let Sg : S
2(T ∗M) → S2(T ∗M) denote the linearization of Pg
at θ = 0:
Sgh =
d
ds
Pg(g + sh)
∣∣
s=0
= (∇F˜τ )
′
g(h) +
1
2
Kg[Kgβgh].(2.52)
18 MATTHEW J. GURSKY AND JEFF A. VIACLOVSKY
Note that
γ′(0) =
d
ds
γ(sh)
∣∣
s=0
= 0
at a critical metric, since linearizing the definition (and using ∇F˜τ [g] = 0) gives
γ′(0) =
1
n
V ol(g)−1
∫
trg[(F˜τ )
′h] dV,
which can easily be seen to vanish by linearizing (2.38).
By the formulas of Section 2,
(∇F˜τ )ij = −∆Rij + (1 + 2τ)∇i∇jR− (
1
2
+ 2τ)(∆R)gij + · · · ,(2.53)
where “· · ·” denotes terms which involve at most two derivatives of the metric. Lin-
earizing this expression,
(∇F˜τ)
′hij = −∆R
′
ij + (1 + 2τ)∇i∇jR
′ − (
1
2
+ 2τ)(∆R′)gij + · · · ,
where “· · ·” now indicates terms which involve at most two derivatives of h. By
standard formulas for the linearization of the Ricci and scalar curvatures,
R′ij = −
1
2
[
∆hij −∇iδjh−∇jδjh+∇i∇j(tr h)
]
+ · · · ,
R′ = −∆(tr h) + δ2h+ · · · .
Consequently,
(∇F˜τ )
′
ghij =
1
2
∆2hij −
1
2
∆
[
∇iδjh +∇jδih
]
− (2τ +
1
2
)∇i∇j(∆tr h)
+ (2τ + 1)∇i∇j(δ
2h) + (2τ +
1
2
)
[
∆2(tr h)−∆(δ2h)
]
gij + · · · .
(2.54)
Also, a simple calculation gives
1
2
Kg[Kgβgh]ij =
1
2
∆
[
∇iδjh+∇jδih
]
−
2(n− 1)
n2
∇i∇j(∆tr h) +
n− 2
n
∇i∇j(δ
2h)
+
2(n− 1)
n3
∆2(tr h)gij −
2(n− 1)
n2
∆(δ2h)gij + · · · .
Therefore,
Shij =
1
2
∆2hij −
[
2τ +
n2 + 4n− 4
2n2
]
∇i∇j(∆tr h) + 2
[
τ +
n− 1
n
]
∇i∇j(δ
2h)
+
[
2τ +
n3 + 4n− 4
2n3
]
∆2(tr h)gij −
[
2τ +
n2 + 4n− 4
2n2
]
∆(δ2h)gij + · · ·
(2.55)
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This implies the symbol (σξS)h is given by
(σξS)hij =
1
2
|ξ|4hij −
[
2τ +
n2 + 4n− 4
2n2
]
ξiξj|ξ|
2(tr h) + 2
[
τ +
n− 1
n
]
ξiξjhkℓξkξℓ
+
[
2τ +
n3 + 4n− 4
2n3
]
|ξ|4(tr h)gij −
[
2τ +
n2 + 4n− 4
2n2
]
|ξ|2hkℓξkξℓgij.
(2.56)
To see that the symbol is non-degenerate, suppose (σξS)h = 0 and ξ 6= 0. Then
0 =
1
|ξ|2
(σξS)hijξiξj =
2(n2 − 1)
n2
[
hkℓξkξℓ −
1
n
|ξ|2(tr h)
]
|ξ|2,(2.57)
hence
hkℓξkξℓ =
1
n
|ξ|2(tr h).(2.58)
Also, taking the trace of (2.56),
0 = gij(σξS)hij =
[
2τ(n− 1) +
n
2
]
|ξ|4(tr h)
−
[
2τ(n− 1) +
n
2
]
|ξ|2hkℓξkξℓ.
In view of (2.58), this implies
0 =
2(n− 1)2
n
[
τ +
n
4(n− 1)
]
|ξ|4(tr h).
Since τ 6= −n/4(n − 1), we conclude that tr h = 0. As a consequence of this and
(2.57), the symbol reduces to
0 = (σξS)hij =
1
2
|ξ|4hij ,
so that hij = 0. It follows that the symbol is injective and S is elliptic. 
2.3. The Bach tensor. The Bach tensor in dimension four was introduced in Sec-
tion 1.4. In this section, we study the local properties of the moduli space of Bach-flat
metrics, in analogy with Section 2.2 above. Suppose g is a Bach-flat metric, and let
S20(T
∗M) denote the space of trace-free (with respect to g) symmetric (0, 2)-tensor
fields. Consider
PBg θ = B(g + θ) +Kg+θ(Kgβgθ)−
1
4
trg
{
B(g + θ) +Kg+θ(Kgβgθ)
}
g.(2.59)
The g-term ensures that PBg : S
2
0(T
∗M)→ S20(T
∗M).
Theorem 2.11. Assume (M, g) is Bach-flat, and consider PBg as a mapping from
Ck+1,α to Ck−3,α for k ≥ 3.
(i) The linearization of PBg at θ = 0 is an elliptic operator.
(ii) If θ is sufficiently small and PBg (θ) = 0, then for each p ∈ M , there exists a
locally defined function u : U → R, where U is a neighborhood of p, such that the
metric eu(g + θ) is a smooth Riemannian metric and is Bach-flat.
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(iii) Conversely, if g1 = g + θ1 is a Bach-flat metric in a sufficiently small C
k+1,α-
neighborhood of g (k ≥ 3), then there exists a Ck+2,α-diffeomorphism φ : M → M
and a function u ∈ Ck+1,α(M) such that
euφ∗g1 = g + θ˜(2.60)
with θ˜ ∈ S20(T
∗M) and
PBg (θ˜) = 0.(2.61)
Proof. We will denote the linearized operator by SBg . The proof of ellipticity of S
B
g is
essentially the same as the proof in Theorem 2.7, since the Bach tensor is a multiple
of the Euler-Lagrange equations of F−1/3.
For part (ii), assume PBg (θ) = 0, and let g˜ = g + θ. Then
0 = B(g˜) +Kg˜(Kgβgθ)−
1
4
trg
{
B(g˜) +Kg˜(Kgβgθ)
}
g.(2.62)
Taking the trace with respect to g˜, we get
0 = −
1
4
trg˜
{
B(g˜) +Kg˜(Kgβgθ)
}
(trg˜ g).(2.63)
Since g˜ is a small perturbation of g, the trace of g with respect to g˜ is non-vanishing,
and it follows that
trg˜
{
B(g˜) +Kg˜(Kgβgθ)
}
= 0.
Substituting this into (2.62) gives
0 = B(g˜) +Kg˜(Kgβgθ).(2.64)
Pairing both sides of (2.64) with B(g˜) and integrating gives
0 =
∫
|B(g˜)|2g˜ dVg˜ +
∫
〈B(g˜),Kg˜(Kgβgθ)〉 dVg˜.(2.65)
(Note that, as in the proof of Theorem 2.7, we should first mollify θ, then use a
limiting argument to show that the Bach tensor vanishes, but as the argument is
identical we will omit the details.) Since(
K
∣∣
S2
0
(T ∗M)
)∗
= −2δ,
it follows that∫
〈B(g˜),Kg˜(Kgβgθ)〉 dVg˜ =
∫
〈(Kg˜)
∗B(g˜),Kg˜(Kgβgθ)〉 dVg˜
=
∫
〈−2δg˜B(g˜),Kg˜(Kgβgθ)〉 dVg˜ = 0,
since the Bach tensor is divergence-free. It follows from (2.65) that B(g˜) = 0.
To prove the local regularity in part (ii), one can locally solve the negative Yamabe
problem with Dirichlet boundary data, and the Bach-flat equation for the conformal
metric becomes
∆Ric = Rc ∗Rm,(2.66)
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and higher regularity follows using harmonic coordinates and a bootstrap argument
as in part (ii) of Theorem 2.7; this was also proved in [TV05, Theorem 6.4].
To prove part (iii), we use a slight variant of the method used to prove part (iii)
of Theorem 2.7. Suppose g1 is a Bach-flat metric in a C
k+1,α-neighborhood of g:
B(g1) = 0.(2.67)
Let {ω1, . . . , ωκ} denote a basis of the space of conformal Killing forms with respect
to g, and consider the map
H : Ck+2,α(TM)× Ck+1,α(M)× Rκ × Ck+1,α(S2(T ∗M))→ Ck,α(T ∗M)× Ck+1,α(M)
(2.68)
given by
H(X, u, v, θ) = Hθ(X, u, v)
=
(
βg
[
euφ∗X,1(g + θ)
]
+
∑
i
viωi, e
utrg
[
φ∗X,1(g + θ)
]
− 4
)
,(2.69)
where φX,1 denotes the diffeomorphism obtained by following the flow generated by
the vector field X for unit time.
Linearizing H in (X, u, v) at (X, u, v, θ) = (0, 0, 0, 0), we find
H′0(Y, u, a) =
d
dǫ
(
βg
[
eǫuφ∗ǫY,1(g)
]
+
∑
i
(ǫai)ωi, e
ǫutrg
[
φ∗ǫY,1(g)
]
− 4
)∣∣∣
ǫ=0
=
(
βg[ug] + βgLgY
♭ +
∑
i
aiωi, 4u+ trgLgY
♭
)
=
(
KgY
♭ +
∑
i
aiωi, 4u+ 2δgY
♭
)
,
where Y ♭ is the dual one-form to Y . The adjoint map (H′0)
∗ : Cm+2,α(T ∗M) ×
Cm+1,α(M)→ Cm,α(TM)× Rκ × Cm+1,α(M) is given by
(H′0)
∗(η, f) =
(
(Kgη)
♯ − 2∇f, 4f,
∫
〈η, ωi〉 dV
)
,
where (Lgω)
♯ is the vector field dual to Lgη. It follows that if (η, f) ∈ ker (H
′
0)
∗,
then f = 0 and
Kgη = 0,∫
〈η, ωi〉 dV = 0, 1 ≤ i ≤ κ.
Therefore, η = 0 and the map H′0 is surjective. Consequently, by the implicit function
theorem, given θ1 ∈ C
k+1,α(S2(T ∗M)) small enough we can solve the equation
Hθ1(X, u, v) = (0, 0),
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i.e., there is a vector field X ∈ Ck+2,α(TM), a function u ∈ Ck+1,α(M), and a vector
v ∈ Rκ such that
βg
[
euφ∗X,1(g + θ)
]
+
∑
i
viωi = 0,
eutrg
[
φ∗X,1(g + θ)
]
− 4 = 0.
(2.70)
As in the proof of Lemma 2.10, the first equation implies
βg[e
uφ∗g1] = 0,
where φ = φX,1. If we write
euφ∗g1 = g + θ˜,
then the second equation in (2.70) implies
trgθ˜ = trg
[
euφ∗g1 − g
]
= trg
[
euφ∗X,1(g1)
]
− 4 = 0,
hence θ˜ ∈ S20(T
∗M).
It follows that the gauge-fixing term in (2.59) vanishes:
Kg+θ˜(Kgβg θ˜) = 0.
Therefore,
PBg (θ˜) = B(g + θ˜) +Kg+θ˜(Kgβgθ˜)−
1
4
trg
{
B(g + θ˜) +Kg+θ˜(Kgβgθ˜)
}
g
= B(g + θ˜)−
1
4
trg{B(g + θ˜)}g = B(e
uφ∗g1)−
1
4
trg{B(e
uφ∗g1)}g
= e−uB(φ∗g1)−
1
4
trg{e
−uB(φ∗g1)}g
= e−uφ∗(B(g1))−
1
4
trg{e
−uφ∗(B(g1))}g = 0,
verifying (2.61). 
2.4. The Kuranishi Map. In view of our preceding results, it is possible to describe
the moduli space of critical metrics near g as the zeroes of a Fredholm map. In fact,
using the Implicit Function Theorem the moduli space can be described as the zero
set of a finite-dimensional map called the Kuranishi map. To make this more precise,
we define H1τ to be the kernel of the linearization of Pg:
H1τ = H
1
τ (M, g) =
{
h ∈ C4,α(S
2
0(T
∗M))
∣∣ Sgh = 0}.(2.71)
In the case n = 4 and τ = −1/3 (the Bach tensor), we restrict to traceless tensors:
H1
−1/3 = H
1
τ (M, g) =
{
h ∈ C4,α(S20(T
∗M))
∣∣ SBg h = 0}.(2.72)
Since Sg is elliptic, H
1
τ is finite dimensional. Moreover, we can characterize H
1
τ in
terms of the linearization of ∇F˜τ :
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Lemma 2.12. We have
H1τ =
{
h ∈ C∞(S
2
0(T
∗M))
∣∣ (∇F˜τ )′gh = 0, βgh = 0}.
In the case n = 4 and τ = −1/3,
H1
−1/3 =
{
h ∈ C∞(S20(T
∗M))
∣∣ B′gh = 0, δgh = 0}.(2.73)
Proof. Smoothness follows from ellipticity of Sg. Recall from (2.52) that
Sgh =
d
ds
Pg(g + sh)
∣∣
s=0
= (∇F˜τ )
′
g(h) +
1
2
Kg[Kgβgh].
Clearly, it suffices to show that if Sgh = 0, then βgh = 0. To see this, we first note
that given a path of metrics g(s), −ǫ < s < ǫ, with g(0) = g, then
δg(s)[(∇F˜τ )g(s)] = 0,
since the gradient of a Riemannian functional is divergence-free. If g′(0) = h, then
linearizing this identity at s = 0 gives
δg[(∇F˜τ )
′
gh] = 0.
Therefore, if Sgh = 0, it follows that
0 = δgSgh = δg[(∇F˜τ )
′
gh] +
1
2
δgKg[Kgβgh] =
1
2

2
Kg
βgh.
Consequently, Kgβgh = 0. But
‖βgh‖
2
L2 =
〈
βgh, βgh
〉
L2
=
〈
h, β∗gβgh
〉
L2
=
〈
h,−
1
2
Kgβgh
〉
L2
= 0.
The proof for the Bach tensor is identical. 
We will now show there is a well defined mapping Ψ : H1τ → H
2
τ , called the
Kuranishi map, for which the moduli space is locally given by Ψ−1(0), where H2τ
is the cokernel of the linearized operator. (Note that since Sg is self-adjoint, on a
compact manifold we have H2τ = H
1
τ .) To do this, we need to prove a technical
lemma about the structure of the nonlinear terms in the Taylor expansion of P = Pg:
Lemma 2.13. There exists a constant C such that if we write
Pg(h) = Pg(0) + Sgh+Q(h),(2.74)
then for h1, h2 ∈ C4,α of sufficiently small norm,
‖Q(h1)−Q(h2)‖Cα ≤ C(‖h1‖C4,α + ‖h2‖C4,α) · ‖h1 − h2‖C4,α .(2.75)
Proof. Since the proof involves a rather lengthy calculation we begin with a brief
overview. The tensor ∇F˜τ can be schematically expressed as
∇F˜τ (g) = g ∗ g
−1 ∗ g−1 ∗ ∇2gRmg + g ∗ g
−1 ∗ g−1 ∗Rmg ∗Rmg,(2.76)
where Rmg denotes the curvature tensor of g, g
−1 ∗ · · · ∗ g−1 ∗ A ∗ B denotes any
linear combination of terms involving contractions of the tensor product A⊗B, and
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g−1 ∗ · · ·∗g−1 ∗∇kg ∗A denotes linear combinations of contractions of the k-th iterated
covariant derivative of A. Since the mapping P is defined by
Pg(h) = ∇F˜τ(g + h) +
1
2
Kg+h[Kgβgθ]− γ(h) · g,(2.77)
the first step in proving the estimates is to analyze the curvature term
∇F˜τ(g + h) = (g + h) ∗ (g + h)
−1 ∗ (g + h)−1 ∗ ∇2g+hRmg+h
+ (g + h) ∗ (g + h)−1 ∗ (g + h)−1 ∗Rmg+h ∗Rmg+h.
(2.78)
Proceeding as in [AV12, Proposition 3.1], the starting point is the formula
Γ(g + h)kij = Γ(g)
k
ij +
1
2
(g + h)km {∇jhim +∇ihjm −∇mhij} ,(2.79)
where Γ(·) denotes the Christoffel symbols of a metric. Using this formula and the
notation introduced above, we can express the covariant derivative with respect to
the metric g + h as
∇g+hT = ∇gT + (g + h)
−1 ∗ ∇gh ∗ T,(2.80)
where T is any tensor field. Also, by the standard formula for the (1, 3)-curvature
tensor in terms of the Christoffel symbols we have
Rmg+h = Rmg + (g + h)
−1 ∗ ∇2h + (g + h)−2 ∗ ∇h ∗ ∇h.(2.81)
In the following, any covariant derivative without a subscript will mean with respect
to the fixed metric g.
Taking two covariant derivatives ∇g+h of Rmg+h and repeatedly using (2.80), we
obtain
(g + h) ∗
{
(g + h)−2 ∗ ∇2g+hRmg+h + (g + h)
−2 ∗Rmg+h ∗Rmg+h
}
= (g + h) ∗
{
(g + h)−2 ∗ ∇2Rmg + (g + h)
−2 ∗Rmg ∗Rmg
+ (g + h)−3 ∗ ∇Rmg ∗ ∇h + (g + h)
−3 ∗Rmg ∗ ∇
2h
+ (g + h)−4 ∗Rmg ∗ ∇h ∗ ∇h + (g + h)
−3 ∗ ∇4h
+ (g + h)−4 ∗ ∇3h ∗ ∇h + (g + h)−4 ∗ ∇2h ∗ ∇2h
+ (g + h)−5 ∗ ∇2h ∗ ∇h ∗ ∇h+ (g + h)−6 ∗ ∇h ∗ ∇h ∗ ∇h ∗ ∇h
}
.
(2.82)
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Taking into account the term γ(h)g, and the gauge-fixing term in (2.77), we obtain
Pg(h) = (g + h) ∗
{
(g + h)−2 ∗ ∇2Rmg + (g + h)
−2 ∗Rmg ∗Rmg
+ (g + h)−3 ∗ ∇Rmg ∗ ∇h + (g + h)
−3 ∗Rmg ∗ ∇
2h
+ (g + h)−4 ∗Rmg ∗ ∇h ∗ ∇h+ (g + h)
−3 ∗ ∇4h
+ (g + h)−1 ∗ g−3 ∗ g ∗ ∇4h + (g + h)−4 ∗ ∇3h ∗ ∇h
+ (g + h)−2 ∗ g ∗ g−3 ∗ ∇3h ∗ ∇h+ (g + h)−4 ∗ ∇2h ∗ ∇2h
+ (g + h)−5 ∗ ∇2h ∗ ∇h ∗ ∇h
+ (g + h)−6 ∗ ∇h ∗ ∇h ∗ ∇h ∗ ∇h
}
+
∫ {
· · ·
}
dV,
(2.83)
where {· · · } denotes the terms in (2.82).
Since we are trying to estimate the remainder terms in the Taylor expansion of
P (h), we want to write the above expression in terms of its linearization; i.e.,
Pg(h) = Pg(0) + Sgh+ · · ·
= ∇F˜τ (g) + Sgh+ · · ·
To do this, we use the identity (which holds for h small and all integers k ≥ 1)
(g + h)−k − g−k = g−k−1 ∗ h + rk(h),(2.84)
where the remainder satisfies
|rk(h1)− rk(h2)| ≤ Ck(g)
(
|h1|+ |h2|
)
|h1 − h2|,(2.85)
with a similar estimate for the Ho¨lder norm.
Next, we substitute (2.84) into each term of (2.83) involving a power of (g + h)−1,
then collect all terms which are zeroth order in h (which combine to give Pg(0)), those
which are linear in h (which combine to give Sh), and those which are higher order
in h.
For example, consider the term (g+ h) ∗ (g+ h)−3 ∗∇4h. Applying (2.84), we may
write this as
(g + h) ∗ (g + h)−3 ∗ ∇4h = g ∗ g−3 ∗ ∇4h+ g ∗ g−4 ∗ h ∗ ∇4h+ g ∗ g−4 ∗ r3(h) ∗ ∇
4h
+ g−3 ∗ h ∗ ∇4h + g−4 ∗ h ∗ h ∗ ∇4h + g−4 ∗ r3(h) ∗ ∇
4h.
(2.86)
It is clear that only the first term on the right hand side contributes to the lineariza-
tion, hence we need to estimate the rest of the terms. Consider the next term on the
right-hand side of (2.86):
T (h) = g ∗ g−4 ∗ h ∗ ∇4h.(2.87)
Then
T (h1)− T (h2) = g ∗ g
−4 ∗ h1 ∗ ∇
4h1 − g ∗ g
−4 ∗ h2 ∗ ∇
4h2
= g ∗ g−4 ∗ (h1 − h2) ∗ ∇
4h1 + g ∗ g
−4 ∗ h2 ∗ ∇
4(h1 − h2),
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hence
|T (h1)− T (h2)| ≤ |h1 − h2||∇
4h1|+ |h2||∇
4(h1 − h2)|
and it follows that
‖T (h1)− T (h2)‖C0 ≤
{
‖h1 − h2‖C0‖h1‖C4 + ‖h2‖C0‖h1 − h2‖C4
}
≤ C(‖h1‖C4 + ‖h2‖C4) · ‖h1 − h2‖C4.
(2.88)
Using (2.85), the rest of the terms on the right hand side of (2.86) can be estimated
similarly. Estimating difference quotients gives the required Holder estimate. Ana-
lyzing each term in (2.83) in a similar fashion, (2.75) follows.. 
The main consequence of this formula is the following:
Corollary 2.14. The zero set of Pg is locally modeled on the zero set of a finite-
dimensional map
Ψ : H1τ → H
2
τ ≃ H
1
τ .(2.89)
Consequently, if g is infinitesimally rigid, then g is rigid. In the case n = 4 and
τ = −1/3, infinitesimal Bach-rigidity implies Bach-rigidity.
In general, the map Ψ is equivariant with respect to the isometry group I(g). If
C(g) = I(g), where C(g) is the conformal automorphism group of g, then the moduli
space of solutions, up to diffeomorphism and scaling, is given by the space of orbits
Ψ−1(0)/I(g).
Proof. The existence of the map Ψ follows from Lemma 2.13, together with a fixed-
point argument as in [RS05, Proposition 4.2.1]. The argument above identified the
zero set of Pg with the moduli space of solutions modulo diffeomorphism and scaling,
up to uniqueness of the gauge βg(θ˜) = 0 found in Lemma 2.10. This gauge is unique
up to the action of the conformal group, since the kernel of the linearization N ′0 is the
space of conformal Killing fields. Under the assumption that C(g) = I(g), the gauge
is therefore unique up to the action of the isometry group. The same argument holds
for PBg in the case n = 4, τ = −1/3. 
Remark 2.15. It might seem more natural to use the gauge δgθ˜ = 0 in Lemma 2.10,
instead of the gauge βgθ˜ = 0. With a suitable modification of the map Pg, this
approach indeed works, thus obviating the assumtion that C(g) = I(g) in the second
part of Corollary 2.14. However, it is substantially more efficient to do compuations in
the βg θ˜ = 0 gauge, so we prefer to work in this gauge. There is no loss of generality for
Einstein metrics, since for these it is true that C(g) = I(g), with the only exceptional
case being that of the round sphere.
3. Second variation at an Einstein metric
We begin this section by expressing the second variation of the volume normalized
functional in terms of the un-normalized functional. In the latter part of the section,
we will compute the full second variation of the un-normalized functional. These will
then be combined later in Sections 3.3 and 3.4.
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3.1. Normalized functional. As before, we let Fτ denote any quadratic curvature
functional, and F˜τ denote the associated volume normalized functional.
Lemma 3.1. If g is critical for F˜τ then
(F˜τ [gs])
′′ = −p(p + 1)(V ol)p−2
(
(V ol)′
)2
· Fτ + p(V ol)
p−1(V ol)′′ · Fτ + (V ol)
p · (Fτ)
′′.
(3.1)
Proof. Differentiating (2.16), we obtain
(F˜τ [gs])
′′ = p(p− 1)(V ol)p−2(V ol′)(V ol′) · Fτ + p(V ol)
p−1(V ol)′′ · Fτ
+ 2p(V ol)p−1(V ol)′ · (Fτ [gs])
′ + (V ol)p(Fτ [gs])
′′.
(3.2)
The result follows by using (2.14) on the third term on the right hand side and
combining with the first term to give
p(p− 1)(V ol)p−2(V ol′)(V ol′) · Fτ + 2p(V ol)
p−1(V ol)′(−p(V ol)−1(V ol)′ · Fτ )
= −p(p+ 1)(V ol)p−2
(
(V ol′)
)2
· Fτ .
(3.3)

Next, we compute the second derivative of the unnormalized functional Fτ .
Lemma 3.2. If ∇Fτ = c · g, then
d2
ds2
(Fτ [gs]) =
∫
〈(∇Fτ )
′(gs)g
′
s, g
′
s〉dV
− 2c
∫
|g′s|
2dV + c
∫
(trgsg
′′
s )dV +
c
2
∫
(trgsg
′
s)
2dV.
(3.4)
Proof. For any path of metrics gs, we have
d
ds
(Fτ [gs]) =
∫
〈∇Fτ(gs), g
′
s〉dV,(3.5)
where ∇Fτ are the Euler-Lagrange equations. The integrand is locally
gipgjq(∇Fτ (gs))ij(g
′
s)pqdV.(3.6)
Taking another derivative,
d2
ds2
(Fτ [gs]) = −2
∫
(g′s)
ipgjq(∇Fτ(gs)ij(g
′
s)pqdV +
∫
〈(∇Fτ )
′(gs)g
′
s, g
′
s〉dV
+
∫
〈∇Fτ(gs), g
′′
s 〉dV +
∫
〈∇Fτ(gs), g
′
s〉(dV )
′.
(3.7)
If ∇Fτ(gs) = cg, then this simplifies to (3.4). 
The next result gives the relation between the second variation of the un-normalized
and normalized functionals:
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Proposition 3.3. If g is Einstein with ∇Fτ = c · g, then
(F˜τ [gs])
′′ = −p(p + 1)(V ol)p−2
(
(V ol)′
)2
· Fτ
+ (V ol)p
{
− c
∫
M
|g′s|
2dV +
∫
〈(∇Fτ )
′(gs)g
′
s, g
′
s〉dV
}
.
(3.8)
In particular, if (∇Fτ )′ and (∇F˜τ )′ denote the linearized Euler-Lagrange equations
of Fτ and F˜τ respectively, then
(∇F˜τ )
′h = (∇Fτ )
′h− ch.(3.9)
Proof. Substituting (3.4) into (3.1), and using (2.13), we have
(F˜τ [gs])
′′ = −p(p+ 1)(V ol)p−2
(
(V ol)′
)2
· Fτ + p(V ol)
p−1(V ol)′′ · Fτ + (V ol)
p · (Fτ )
′′
= −p(p+ 1)(V ol)p−2
(
(V ol)′
)2
· Fτ + (V ol)
p
(∫
〈(∇Fτ)
′(gs)g
′
s, g
′
s〉dV
)
+ p(V ol)p−1 · Fτ ·
(
−
1
2
∫
M
|g′s|
2dV +
1
2
∫
M
(trgsg
′′
s )dV +
1
4
∫
(trgsg
′
s)
2dV
)
+ c(V ol)p
(
− 2
∫
|g′s|
2dV +
∫
(trgsg
′′
s )dV +
1
2
∫
(trgsg
′
s)
2dV
)
.
(3.10)
From (2.15), we have that
c = −
p
2
(V ol)−1 · Fτ ,(3.11)
and substituting this into the above yields
(F˜τ [gs])
′′ = −p(p+ 1)(V ol)p−2
(
(V ol)′
)2
· Fτ + (V ol)
p
(∫
〈(∇Fτ)
′(gs)g
′
s, g
′
s〉dV
)
+ p(V ol)p−1 · Fτ ·
(
−
1
2
∫
M
|g′s|
2dV +
1
2
∫
M
(trgsg
′′
s )dV +
1
4
∫
(trgsg
′
s)
2dV
)
−
p
2
(V ol)p−1 · Fτ ·
(
− 2
∫
|g′s|
2dV +
∫
(trgsg
′′
s )dV +
1
2
∫
(trgsg
′
s)
2dV
)
,
(3.12)
whichs yields the claimed formula. 
Remark 3.4. At this point it is important to make a remark about the use of the
terms second variation, linearized Euler-Lagrange equation, and Jacobi operator, and
the amount of regularity necessary for these to be well-defined.
First, the L2-gradient of F˜τ calculated in Section 2 is clearly fourth order in the
metric, since it is obtained by integrating by parts. Consequently, the linearized
Euler-Lagrange equation is a fourth-order operator on tensor fields. We also refer
to this operator as the Jacobi operator. The second variation can be expressed as a
bilinear form on symmetric tensor fields, as in (3.12) above.
Since F˜τ only involves two derivatives of the metric, the second variation is ac-
tually second order in the infinitesimal variation. Therefore, although we will write
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〈Jh, h〉 dV to denote the second variation (where J is the Jacobi operator), this
expression actually makes sense as long as h ∈ C2(S2(T ∗M)).
3.2. Jacobi operator. In this subsection, we will compute an expression for the
linearized Euler-Lagrange equation of Fτ for an arbitrary variation h of an Einstein
metric; i.e., the operator (∇Fτ )′h. Subsequently, in Sections 3.3 and 3.4 we will
examine the action of this operator on transverse-traceless tensors and pure trace
tensors.
The first step is to linearize the hessian of the Ricci tensor at an Einstein metric:
Proposition 3.5. If g is Einstein, satisfying Ric = R
n
g, then with h = g′, then
(∇l∇jRkp)
′ = ∇l∇j(Rkp)
′ −
R
n
· ∇l∇jhkp.(3.13)
Proof. We write out
∇l(∇jRkp) = ∂l(∇jRkp)−∇qRkpΓ
q
lj −∇jRqpΓ
q
lk −∇jRkqΓ
q
lp,(3.14)
and
∇iRjk = ∂iRjk − RpkΓ
p
ij − RjpΓ
p
ik.(3.15)
Next we linearize, with g′ = h. We use tensorality to simply toss out terms which
have Christoffel symbols, and replace derivatives with covariant derivatives to obtain
(∇l∇jRkp)
′ = ∇l∇j(Rkp)
′ − Rqp∇l(Γ
q
jk)
′ − Rkq∇l(Γ
q
jp)
′
−∇qRkp(Γ
q
lj)
′ −∇jRqp(Γ
q
lk)
′ −∇jRkq(Γ
q
lp)
′.
(3.16)
Since Ricci is parallel, the last three terms vanish, and using the formula
(Γkij)
′ =
1
2
gkl(∇ihjl +∇jhil −∇lhij),(3.17)
we obtain
(∇l∇jRkp)
′ = ∇l∇j(Rkp)
′ −Rqp∇l
(
1
2
gqm(∇jhkm +∇khjm −∇mhjk)
)
− Rkq∇l
(
1
2
gqm(∇jhpm +∇phjm −∇mhjp)
)
= ∇l∇j(Rkp)
′ −
R
n
· ∇l∇jhkp.
(3.18)

With these formulas we can linearize the Euler-Lagrange equations of F0:
Theorem 3.6. If g is Einstein, then
(∇F0)
′
pq = −∆(Ric)
′
pq +
R
n
∆hpq − 2
(R
n
(Ricpq)
′ −
R
n
Rpkqlh
kl +Rpkqlg
kiglj(Ric′)ij
)
+∇2pq(trgRic
′)−
R
n
∇2pq(trgh)−
1
2
(
∆(trgRic
′)−
R
n
∆(trgh)
)
gpq
+
(
−
R2
n2
trgh +
R
n
trg(Ric
′)
)
gpq +
R2
2n
hpq.
(3.19)
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Proof. This is a consequence of the following formulae, which follow from Proposition
3.5:
(∆Ric)′ = ∆(Ric)′ −
R
n
∆h,(3.20)
(∇2R)′ = ∇2(trgRic
′)−
R
n
∇2(trgh),(3.21)
(
(∆R)g
)′
=
(
∆(trgRic
′)−
R
n
∆(trgh)
)
g,(3.22)
(|Ric|2g)′ =
(
− 2
R2
n2
trgh + 2
R
n
trg(Ric
′)
)
g +
R2
n
h,(3.23)
(RpkqlR
kl)′ =
R
n
(Ricpq)
′ −
R
n
Rpkqlh
kl + Rpkqlg
kiglj(Ric′)ij.(3.24)

Next, we linearize the Euler-Lagrange equations of S =
∫
R2:
Theorem 3.7. If g is Einstein, then
(∇S)′ = 2
(
∇2(trRic′)−
R
n
∇2(trh)
)
− 2
(
∆(trRic′)−
R
n
∆(trh)
)
g
− 2
(R
n
R′g +RRic′
)
+
1
2
(2RR′g +R2h).
(3.25)
Proof. This is a consequence of the formulae in the proof of Theorem 3.6, together
with the following:
(R · Ric)′ =
R
n
(R′)g +R(Ric)′(3.26)
(R2g)′ = 2RR′g +R2h.(3.27)

To understand the variational properties of F˜τ we will rely on a splitting formula
which reduces the problem to checking two types of variations: those which are
traceless and divergence-free (transverse-traceless), and those which are pure trace
(conformal). Therefore, we need to compute the second variation (i.e., the Jacobi
operator) on each type.
3.3. Transverse-traceless variations. In this section, we assume that the variation
h satisfies δh = 0 and trgh = 0. Define
(∆Lh)ij = ∆hij + 2Ripjqh
pq −
2
n
Rhij,(3.28)
and note that
Ric′h = −
1
2
∆Lh.(3.29)
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Theorem 3.8. In dimension n, if g is Einstein and h is transverse-traceless, then
the linearized Euler-Lagrange equation of F˜0 is
(∇F˜0)
′h =
1
2
∆2Lh+
3
n
R∆Lh+
4
n2
R2h.(3.30)
Proof. If h is transverse-traceless, then (3.19) simplifies to
(∇F0)
′
pq = −∆(Ric)
′
pq +
R
n
∆hpq
− 2
(R
n
(Ricpq)
′ −
R
n
Rpkqlh
kl +Rpkqlg
kiglj(Ric′)ij
)
+
R2
2n
hpq.
(3.31)
We collect terms as follows
(
−∆(Ric)′pq − 2Rpkqlg
kiglj(Ric′)ij
)
+
R
n
(
∆hpq − 2(Ricpq)
′ + 2Rpkqlh
kl
)
+
R2
2n
hpq.
(3.32)
The first term is
−∆(Ric)′pq − 2Rpkqlg
kiglj(Ric′)ij = −∆L(Ric)
′
pq −
2
n
R(Ric′)pq.(3.33)
Using this, the entire expression is rewritten as
−∆L(Ric)
′
pq +
R
n
(
∆hpq − 4(Ricpq)
′ + 2Rpkqlh
kl
)
+
R2
2n
hpq.(3.34)
In the second term we have the expression
∆hpq − 4(Ricpq)
′ + 2Rpkqlh
kl = ∆hpq + 2Rpkqlh
kl − 4Ric′pq
= ∆Lhpq +
2
n
Rhpq + 2∆Lhpq = 3∆Lhpq +
2
n
Rhpq.
(3.35)
Converting Ric′ into ∆L, we obtain
1
2
∆2Lhpq +
3
n
R∆Lhpq +
n+ 4
2n2
R2hpq.(3.36)
Finally, for the normalized functional, we must add to (3.36) the correction term from
Proposition 3.3, −ch, with the constant c determined in Proposition 2.1, which yields
(3.30). 
For S, there is a degeneracy, which is reflected in the following theorem in which
the linearized Euler-Lagrange equations restricted to transverse-traceless are seen to
be second order (instead of the expected fourth order).
Theorem 3.9. In dimension n, if g is Einstein and h is transverse-traceless, then
the linearized Euler-Lagrange equation of S˜ is
(∇S˜)′h = R∆Lh+
2
n
R2h.(3.37)
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Proof. The only terms which will contribute anything from Theorem 3.7 are
(−2RRic)′ = R∆Lh,(3.38)
and the term
1
2
(R2g)′ =
1
2
R2h,(3.39)
so that we obtain
(∇S)′h = R∆Lh+
1
2
R2h.(3.40)
For the normalized functional, we must add to (3.40) the correction term from Propo-
sition 3.3, −ch, with the constant c determined in Proposition 2.2, which yields
(3.37). 
Combining Theorems 3.8 and 3.9, we obtain a useful factorization of the linearized
Euler-Lagrange equations.
Theorem 3.10. In dimension n, if g is Einstein, and h is transverse-traceless, then
the linearized Euler-Lagrange equation of F˜τ is
(∇F˜τ )
′h =
1
2
(
∆L +
2
n
R
)(
∆L +
(4
n
+ 2τ
)
R
)
h.(3.41)
Remark 3.11. Notice that for τ = −(1/n), the operator is a square,
1
2
(
∆L +
2
n
R
)2
h.(3.42)
This is not a surprise, since the functional in this case is
∫
|E|2, and the kernel
consists exactly of the infinitesimal Einstein deformations, i.e., transverse-traceless
tensors satisfying E ′h = 0.
3.4. Conformal Variations. Next, we consider conformal variations of the func-
tionals F˜0 and S˜ at an Einstein metric.
Theorem 3.12. If h = fg, and g is Einstein, then the trace of the Jacobi operator
of F˜0 is given by
tr(Jf) = tr[J(fg)] =
n(n− 1)
2
∆2f −
n2 − 10n+ 8
2n
R∆f −
n− 4
n
R2f.(3.43)
Remark 3.13. As we will see below, we only need a formula for the trace of J , since
we will be viewing J as a bilinear form restricted to variations of the form h = fg,
and
〈J(fg), fg〉L2 = 〈tr(Jf), f〉L2.
Proof. If h = fg, then we have
Ric′ = −
1
2
(∆fg + (n− 2)∇i∇jf)(3.44)
tr(Ric′) = (1− n)∆f.(3.45)
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Using Theorem 3.6, we compute
tr(∇F0)
′(fg) =
n(n− 1)
2
∆2f −
n2 − 10n+ 8
2n
R∆f −
n− 4
2n
R2f.(3.46)
For the normalized functional, from Proposition 3.3 and Proposition 2.1, we must
add the term
−cf = −
n− 4
2n
f,(3.47)
and the result follows. 
The analogous result for S˜ is the following.
Theorem 3.14. If h = fg, and g is Einstein, then the trace of the Jacobi operator
of S˜ is given by
tr(Jf) = 2(n− 1)2∆2f − (n− 6)(n− 1)R∆f − (n− 4)R2f.(3.48)
Proof. In addition to (3.44) and (3.45), we note the formula
R′ = (1− n)∆f −Rf.(3.49)
Using Theorem 3.7, we compute
tr[S ′(fg)] = 2(n− 1)2∆2f −R(n− 6)(n− 1)∆f +
4− n
2
R2f.(3.50)
Restricting to M1, from Propositions 3.3 and 2.1, we must add the term
−ctr h = −
n− 4
2n
tr h = −
n− 4
2n
f,(3.51)
and the result follows. 
Combining Theorems 3.12 and 3.14, we obtain a useful factorization of the Jacobi
operator.
Theorem 3.15. If h = fg, and g is Einstein, then the trace of the Jacobi operator
of F˜τ is given by
tr(Jf) =
1
2n
(
(n− 1)∆ +R
)(
n(n− 4τ + 4nτ)∆− 2(n− 4)(1 + nτ)R
)
f.(3.52)
4. Local variational properties of Einstein metrics
In this section we apply the formulas of the preceding section to determine the
variational properties of F˜τ near Einstein metrics. As in Section 3, we consider
transverse-traceless and conformal deformations separately.
34 MATTHEW J. GURSKY AND JEFF A. VIACLOVSKY
4.1. Transverse-traceless variations. We begin with the positive scalar curvature
case.
Theorem 4.1. Let (M, g) be an n-dimensional Einstein manifold with R > 0.
(i) If τ > −1/n and
specTT (−∆L) ∩
[2
n
R,
(4
n
+ 2τ
)
R
]
= ∅,(4.1)
then the Jacobi operator of F˜τ restricted to transverse-traceless symmetric tensors is
positive-definite: ∫
〈Jh, h〉 dV =
∫
〈(∇F˜τ )
′h, h〉 dV ≥ ǫ0
∫
|h|2 dV,(4.2)
for some ǫ0 > 0 and all transverse-traceless h.
(ii) If τ < −1/n and
specTT (−∆L) ∩
[(4
n
+ 2τ
)
R,
2
n
R
]
= ∅,(4.3)
then the same result holds.
Proof. Let h be an eigensection of (−∆L) with eigenvalue µL. Since (M, g) is Einstein,
by [Lic61] ∆L maps the space of transverse-traceless (TT ) tensors to itself; hence we
may assume h is TT .
From (3.41), we must consider the polynomial
1
2
(
− µL +
2
n
R
)(
− µL +
(4
n
+ 2τ
)
R
)
h.(4.4)
It is then obvious if µL is outside of the stated range, then this is strictly positive. 
A similar argument (with the signs simply reversed) gives
Theorem 4.2. Let (M, g) be an n-dimensional Einstein manifold with R < 0.
(i) If τ > −1/n and
specTT (−∆L) ∩
[(4
n
+ 2τ
)
R,
2
n
R
]
= ∅,(4.5)
then (4.2) holds for some ǫ0 > 0 and all transverse-traceless h.
(ii) If τ < −1/n and
specTT (−∆L) ∩
[2
n
R,
(4
n
+ 2τ
)
R
]
= ∅,(4.6)
then the same result holds.
4.2. Conformal variations. We will let M1([g]) denote the space of unit volume
metrics conformal to g. The tangent space ofM1([g]) consists of functions with mean
value zero.
For the general quadratic functional F˜τ we have
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Theorem 4.3. Let (M, g) be an Einstein manifold of dimension n > 2 with R > 0.
(i) Let n = 3. If τ > −3/8, then g is a local minimizer of F˜τ restricted to M1([g]).
If τ < −5/12, then g is a local maximizer.
(ii) Let n = 4. If τ > −1/3, then g is a local minimizer F˜τ restricted to M1([g]).
If τ < −1/3, then g is a local maximizer. If τ = −1/3, then F˜τ is conformally
invariant.
(iii) Let n ≥ 5. If τ > 4−3n
2n(n−1)
, then g is a local minimizer of F˜τ restricted toM1([g]).
If τ < − n
4(n−1)
, then g is a local maximizer.
Furthermore, all of the above extrema are strict if g is not isometric to the round
sphere.
Proof. Since we are restricting toM1([g]), it suffices to prove that the second variation
of the functional on functions with mean value zero is strictly positive (or strictly
negative in the maximizing case).
Consider the factorization of the Jacobi operator given in 3.52. Let λ denote a
non-zero eigenvalue of (−∆), and consider the polynomial
pτ (λ) =
1
2n
(
(n− 1)λ−R
)(
n(n− 4τ + 4nτ)λ+ 2(n− 4)(1 + nτ)R
)
.(4.7)
The eigenvalue estimate of Lichnerowicz says that
λ1 ≥ R/(n− 1),
with strict inequality if g is not isometric to Sn [Aub98, Theorem 4.19]. Consequently,
the sign of pτ is determined by the second factor: the functional will be minimizing,
for example, if
n(n− 4τ + 4nτ)λ + 2(n− 4)(1 + nτ)R > 0.(4.8)
Note that if
τ > −
n
4(n− 1)
≡ τ2,(4.9)
then the coefficient of λ in (4.8) is positive, so we can use the Lichnerowicz estimate
again to find
n(n− 4τ + 4nτ)λ+ 2(n− 4)(1 + nτ)R ≥
(n(n− 4τ + 4nτ)
n− 1
+ 2(n− 4)(1 + nτ)
)
R.
(4.10)
Some algebra shows that this is positive for
τ >
4− 3n
2n(n− 1)
≡ τ1.(4.11)
When n = 3, then τ2 = −3/8 > τ1 = −5/12, so the second factor in (4.8) is positive
provided τ > −3/8. If n = 4, then τ2 = τ1 = −1/3, so the second factor is positive
for τ > −1/3. When n ≥ 5, then τ1 > τ2 and the second factor is positive for τ > τ1.
If
τ < −
n
4(n− 1)
= τ2,(4.12)
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then the sign of the coefficient in of λ in (4.8) is reversed, and we find that the second
factor is negative provided
τ <
4− 3n
2n(n− 1)
= τ1.
If n = 3, it follows that the second factor is negative for τ < τ1 = −5/12 < τ2; when
n = 4, the second factor is negative for τ < −1/3. When n ≥ 5, then as τ2 < τ1, we
get negativity for τ < τ2. 
In the negative case, because we lack an estimate for the first eigenvalue in terms
of the scalar curvature, stability often depends on an estimate of λ1:
Theorem 4.4. Let (M, g) be an Einstein manifold of dimension n > 2 with R < 0.
(i) Let n = 3. If τ > −1/3, then g is a (strict) local minimizer of F˜τ restricted to
M1([g]). If τ < −3/8, then g is a (strict) local maximizer.
(ii) Let n = 4. If τ > −1/3, then g is a strict local minimizer F˜τ restricted to
M1([g]), and is a strict local maximizer if τ < −1/3.
(iii) Let n ≥ 5.
• If τ > −1/n, then g is a strict local minimizer of F˜τ restricted toM1([g]) provided
λ1 >
(n− 4)
2(n− 1)
(−R),(4.13)
where λ1 = λ1(−∆).
• If − n
4(n−1)
< τ < −1/n, then g is a strict local minimizer of F˜τ restricted to
M1([g]).
• If τ < − n
4(n−1)
, then g is a strict local maximizer of F˜τ restricted to M1([g])
provided (4.13) holds.
Proof. For the same reasons as above, we restrict to the space of functions with mean
value zero. For R < 0 the first term in the factorization of pτ in (4.7) is always
positive, so once again the extremizing properties of the functional are determined
by the sign of the second term
q(λ) = n(n− 4τ + 4nτ)λ+ 2(n− 4)(1 + nτ)R.(4.14)
First, consider the case n ≥ 5. If τ > −1/n > − n
4(n−1)
, then the coefficient of λ in
(4.14) is positive, and q(λ) > 0 provided
λ >
2(n− 4)(1 + nτ)
n(n− 4τ + 4nτ)
(−R).(4.15)
Note the expression on the right-hand side is increasing as a function of τ , and tends
(as τ → ∞) to (n−4)
2(n−1)
(−R). Therefore, if (4.13) holds, then q > 0 and g is a (strict)
local minimizer. If − n
4(n−1)
< τ < −1/n, then the coefficient of λ in (4.14) is still
positive, and (4.15) always holds (since the right-hand side is negative); i.e., g is a
local minimizer.
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If τ < − n
4(n−1)
, then the coefficient of λ in (4.14) is negative, and q(λ) < 0 provided
(4.15) holds. Hence, in this case g is a (strict) local maximizer. For the cases n = 3
and n = 4, we argue as we did in the proof of Theorem 4.3. 
The analogous results for S˜ hold by formally setting τ =∞ in the above arguments.
Proposition 4.5. If the dimension n ≥ 3, then an Einstein metric with R > 0 is
a local minimizer of S˜ restricted to M1([g]), and is a strict local minimizer provided
that g is not isometric to Sn.
If the dimension n = 3 or 4, then an Einstein metric with R < 0 is a (strict) local
minimizer of S˜ restricted to M1([g]).
If n ≥ 5 then an Einstein metric with R < 0 is a (strict) local minimizer of S˜
restricted to M1([g]) provided
λ1 >
(n− 4)
2(n− 1)
(−R).(4.16)
Proof. The details are similar to above, the proof is omitted. 
5. Rigidity for Einstein metrics
In this section we study the rigidity of Einstein metrics as critical points of F˜τ .
Recall by Lemma 2.12,
H1τ =
{
h ∈ S
2
0(T
∗M)
∣∣ (∇F˜τ )′gh = 0, βgh = 0}.
As a preliminary result we give conditions which imply that elements of H1τ are
transverse-traceless:
Lemma 5.1. Let (M, g) be an n-dimensional Einstein manifold which is different
from the round sphere. Assume τ 6= − n
4(n−1)
.
If
2(n− 4)(1 + nτ)
(−n2 + 4nτ − 4n2τ)
R /∈ spec(−∆),(5.1)
then every h ∈ H1τ is transverse-traceless.
Remark 5.2. For the round sphere, if ψ1 is a first-order spherical harmonic, then
h = ψ1g is in H
1
τ . However, these deformations are not essential, as they arise from
paths of conformal diffeomorphisms. These can be dealt with by a modified “slicing”
procedure, see Lemma 6.3 below.
Proof. Let z denote the trace-free part of h and write
h = z + fg,
where f = 1
n
(tr h). Note that βgh = 0 implies that z is transverse-traceless.
We first claim that
tr(Jh) = 0⇒ tr(Jf) = 0,(5.2)
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where J = (∇F˜τ )′ denotes the Jacobi operator. To see this, let ψ ∈ C∞(M). Since
Jh = 0,
0 =
〈
tr(Jh), ψ
〉
L2
=
〈
Jh, ψ · g
〉
L2
=
〈
Jz + J(fg), ψg
〉
L2
=
〈
Jz, ψg
〉
L2
+
〈
J(fg), ψg
〉
L2
=
〈
tr(Jz), ψ
〉
L2
+
〈
tr(Jf), ψ
〉
L2
.
One can check (see Theorem 3.10) that tr(Jz) = 0, since z is trace-free. Therefore,
0 =
〈
tr(Jf), ψ
〉
L2
for each ψ ∈ C∞(M), which proves the claim. Consequently, if Jh = 0 then by (3.52)
we have
0 = tr(Jf) =
1
2n
(
(n− 1)∆ +R
)(
n(n− 4τ + 4nτ)∆− 2(n− 4)(1 + nτ)R
)
f.
Since (M, g) is not the round sphere, the first operator in the above factorization has
trivial kernel. If τ 6= − n
4(n−1)
and (5.1) holds, then the second operator also has trivial
kernel, and we conclude f = 0. 
Proposition 5.3. With the same assumptions as Lemma 5.1, if we assume in addi-
tion that { 2
n
R,
(4
n
+ 2τ
)
R
}
/∈ specTT (−∆L),(5.3)
then H1τ = 0.
Proof. This follows directly from Lemma 5.1 and the formula (3.41). 
Therefore, to verify rigidity we need need to check two spectral conditions: one for
the Laplacian on functions, the other for the Lichnerowicz Laplacian on transverse-
traceless tensors. The following is a summary of when the condition on spec(−∆)
holds:
Lemma 5.4. Let (M, g) be an Einstein manifold. Assume one of the following holds:
(i) R > 0, g is not round, and either
• n = 3 and τ /∈ (−5/12,−3/8);
• n = 4 and τ 6= −1/3; or
• n ≥ 5 and
τ /∈
(
−
n
4(n− 1)
,
4− 3n
2n(n− 1)
)
.(5.4)
(ii) g is Ricci-flat, and τ 6= − n
4(n−1)
.
(iii) R < 0, and either
• n = 3 and τ /∈ (−3/8,−1/3);
• n = 4 and τ 6= −1/3; or
• n ≥ 5 and
τ ∈
(
−
n
4(n− 1)
,−
1
n
)
.
Then (5.1) holds.
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Proof. This follows immediately from the arguments in Section 4.2, where we consid-
ered the conformal Jacobi operator. 
Summarizing the preceding results,
Theorem 5.5. Let (M, g) be an n-dimensional Einstein manifold with{ 2
n
R,
(4
n
+ 2τ
)
R
}
/∈ specTT (−∆L).(5.5)
If any of the cases appearing in Lemma 5.4 holds, then H1τ = 0. If n = 4 and
τ = −1/3, then under the assumption (5.5), H1
−1/3 = {0}.
Proof. This follows from the above, with the added remark that in the case of n = 4
and τ = −1/3 (the functional W˜), the space H1
−1/3 by definition contains only TT
elements, so only the condition on specTT is needed. 
6. Stability for critical metrics
In this section we consider stability properties of critical metrics, and give the proof
of Theorems 1.4, 1.6, and 1.13. First, we recall the definition of stability:
Definition 6.1. A metric g is called strictly stable if there is an ǫ0 > 0 such that the
Jacobi operator J associated to F˜τ satisfies∫
〈Jh, h〉 dV ≥ ǫ0
∫
|h|2 dV(6.1)
for h ∈ V ≡ {h ∈ C2,α(S2(T ∗M)) | βgh = 0}.
If all kernel elements are integrable and (6.1) holds for some ǫ0 > 0 and all h ∈ V
orthogonal to the kernel, then g is called stable.
Note that in the following proposition, we do not assume g is Einstein.
Proposition 6.2. Let (M, g) be critical for F˜τ . If g is stable, then g is a local
minimizer for F˜τ . If g is strictly stable, then g is a strict local minimizer for F˜τ .
Proof. The proof begins with a modified “slicing” lemma. Assume dim(H1τ ) = d > 0,
and choose an L2-orthonormal basis {u1, . . . , ud} for H
1
τ . Under the assumption
that all kernel elements are integrable, there is a d-dimensional family of critical
metrics g(Q) for Q ∈ B = B(0, ǫ) ⊂ Rd, depending smoothly on Q, such that
∂
∂Qi
g(Q)|Q=0 = ui for i = 1 . . . d, and g(0) = g. The notation |Q| will denote the
Euclidean norm of Q.
Lemma 6.3. For each metric g1 = g+ θ1 in a sufficiently small C
ℓ+1,α-neighborhood
of g (ℓ ≥ 1), there exists a Cℓ+2,α-diffeomorphism φ : M → M , a point Q ∈ Rd, and
a constant c ∈ R such that
ecφ∗g1 = g(Q) + θ˜,(6.2)
with
βgθ˜ = 0,(6.3)
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and ∫
trg θ˜ dV = 0,∫
〈uν, θ˜〉 dV = 0, 1 ≤ ν ≤ d.
(6.4)
Moreover, we have the estimates
|Q| ≤ C‖θ1‖Cℓ+1,α,(6.5)
‖θ˜‖Cℓ+1,α ≤ C‖θ1‖Cℓ+1,α,(6.6)
where C = C(g).
Proof. Let {ω1, . . . , ωκ} denote a basis of the space of conformal Killing forms with
respect to g. Define the map
H : Cℓ+2,α(TM)× R× Rd × Rκ × Cℓ+1,α(S2(T ∗M))→ Cℓ,α(T ∗M)× R× Rd(6.7)
by
H(X, r,Q, v, θ) = Hθ(X, r,Q, v)
=
(
βgΥ(X, r,Q) +
∑
i
viωi,
∫
trgΥ(X, r,Q) dV,
∫ 〈
uν,Υ(X, r,Q)
〉
dV
)
,
(6.8)
where
Υ(X, r,Q) = erφ∗X,1(g + θ)− g(Q),(6.9)
and the final entry in (6.8) is understood to be an d-tuple. If we endow the Euclidean
factors in the domain ofH with the Euclidean norm, it is clear thatH is a continuously
differentiable mapping.
To compute the linearization at (X, r,Q, v, θ) = (0, 0, 0, 0, 0), first note that
Υ′(Y, s, P ) =
d
dǫ
Υ(ǫY, ǫs, ǫP )
∣∣∣
ǫ=0
= sg + Lg[Y ]−
∑
m
pmum.
Therefore,
H′0(Y, s, P, a) =
(
KY
♭ − βg(
∑
pmum) +
∑
i
aiωi, nV ol(g)s,
∫ 〈
uν,LgY
〉
dV −
∫ 〈
uν ,
(∑
m
pmum
)〉
dV
)
=
(
KY
♭ +
∑
i
aiωi, nV ol(g)s,
2
n
∫
(tr uν)(δgY ) dV − pν
)
.
(6.10)
Here we have used the fact that
βg(uν) = 0,
∫
(tr uν) dV = 0.
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It follows that the adjoint operator is given by
(H′0)
∗(η, r, qµ) =
(
Kη −
2
n
∑
m
qmd(tr um), nV ol(g)r,−qµ,
∫
〈η, ωi〉 dV
)
.(6.11)
Setting (H′0)
∗(η, r, qµ) = 0 we immediately find (by looking at the middle two ar-
guments) that r = 0 and qµ = 0, 1 ≤ µ ≤ d. Therefore, the cokernel condition
becomes
Kη = 0,∫
〈η, ωi〉 dV = 0, 1 ≤ i ≤ κ.
The first equation implies that η is a conformal Killing field, while the second implies
that η is orthogonal (in L2) to the space of conformal Killing forms. It follows that
η = 0, so the map H′0 is surjective. Therefore, if θ1 is small we can find (X, c,Q, v)
small with
Hθ1(X, c,Q, v) = (0, 0, 0).
In particular,
βgΥ(X, c,Q) +
∑
i
viωi = 0.(6.12)
Fix 1 ≤ ℓ ≤ κ; if we pair both sides of (6.13) with ωℓ in L2 we find vℓ = 0, hence
βgΥ(X, c,Q) = 0.(6.13)
Consequently, if we define θ˜ by
θ˜ = Υ(X, c,Q) = ecφ∗(g + θ1)− g(Q),(6.14)
where φ = φX,1, then θ˜ clearly satisfies the conclusions of the Lemma.

Before we continue the proof of Proposition 6.2, we remark that there is an equiv-
alent way of formulating the stability condition (6.1). In place of (6.1), we could
require that for h ∈ V. ∫
〈Jh, h〉 dV ≥ ǫ1‖h‖
2
H2 ,(6.15)
where
‖h‖2H2 =
∫
|∇2h|2dV +
∫
|∇h|2dV +
∫
|h|2dV.(6.16)
We refer to (6.15) as H2-stability. Clearly, H2-stability implies stability. However,
the converse is also true: Since J is an elliptic operator on V, we can use the spectral
decomposition to conclude (6.15) from (6.1).
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Now suppose (M, g) is critical for F˜τ and let g1 = g + θ1 be a metric which is
sufficiently close in the C2,α-topology. Let θ˜ satisfy (6.2)–(6.4). In particular,
F˜τ [g(Q) + θ˜] = F˜τ [e
cφ∗g1] = F˜τ [φ
∗g1] (by scale-invariance)
= F˜τ [g1] = F˜τ [g + θ1] (by diffeomorphism-invariance).
Define
a(s) = F˜τ
[
g(Q) + s
θ˜
‖θ˜‖H2
]
,(6.17)
where ‖θ˜‖H2 = ‖θ˜‖H2(g). Then
a(0) = F˜τ [g(Q)] = F˜τ [g], a(‖θ˜‖H2) = F˜τ [g(Q) + θ˜] = F˜τ [g + θ1],(6.18)
and a′(0) = 0 since g(Q) is critical. Also,
a′′(0) =
∫ 〈
Jg(Q)
(
θ˜
‖θ˜‖H2
)
,
θ˜
‖θ˜‖H2
〉
dVg(Q)
=
1
‖θ˜‖2H2
∫ 〈
Jg(Q)θ˜, θ˜
〉
dVg(Q).
(6.19)
Using the formulas for the expansion of the curvature from Section 2.4 and the fact
that the second variation is only second order in the metric (see Remark 3.4), we can
estimate ∫ 〈
Jg(Q)θ˜, θ˜
〉
dVg(Q) =
∫ 〈
Jgθ˜, θ˜
〉
dVg + {Error},
where ∣∣{Error}∣∣ ≤ C(g)[‖g(Q)− g‖C2 + ‖g(Q)− g‖2C2]‖θ˜‖2H2
≤ C
(
|Q|+ |Q|2
)
‖θ˜‖2H2 ,
(6.20)
since Q 7→ g(Q) is smooth. By (6.5), if ‖θ1‖C2,α is sufficiently small, then∣∣{Error}∣∣ ≤ C‖θ1‖C2,α · ‖θ˜‖2H2.(6.21)
Therefore,
a′′(0) =
1
‖θ˜‖2H2
∫ 〈
Jg(Q)θ˜, θ˜
〉
dVg(Q)
=
1
‖θ˜‖2H2
{∫ 〈
Jgθ˜, θ˜
〉
dVg +O(‖θ1‖C2,α)‖θ˜‖
2
H2
}
=
1
‖θ˜‖2H2
∫ 〈
Jgθ˜, θ˜
〉
dVg +O(‖θ1‖C2,α).
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Also, ∫
tr θ˜ dV = 0,
∫
〈uν , θ˜〉 dV = 0, 1 ≤ ν ≤ d.
(6.22)
Since g is stable, hence H2-stable, (6.22) implies
1
‖θ˜‖2H2
∫ 〈
Jgθ˜, θ˜
〉
dVg ≥ ǫ0 > 0.
Therefore, if ‖θ1‖C2,α is sufficiently small, then
a′′(0) ≥ ǫ0/2.
Consequently, a(s) > a(0) for all s > 0 sufficiently small (depending on ǫ0). Therefore,
if ‖θ˜‖C2,α is sufficiently small (which is guaranteed, via (6.6), if ‖θ1‖C2,α is small
enough), then
F˜τ [g] = F˜τ [g(Q)] < F˜τ [g(Q) + θ˜] = F˜τ [g + θ1].
In particular, if F˜τ [g + θ1] = F˜τ [g] then θ˜ = 0. It follows that g is a local minimum
of F˜τ .
If g is strictly stable, then dim(H1τ ) = 0 and in place of Lemma 6.3 we can simply
apply the slicing result of Lemma 2.10, and the rest of the proof goes through to show
that g is a strict local minimum of F˜τ .

Combining the results of Theorems 4.1 and 4.3 with the preceding proposition, we
can now prove the main stability result, Theorem 1.4 of the Introduction:
Proof of Theorem 1.4. Suppose (1.8) holds. By Theorems 4.1 and 4.3, the Jacobi
operator J = Jg of F˜τ is positive definite when restricted to either transverse-traceless
or conformal variations. Let h satisfy βgh = 0; we need to show∫ 〈
Jh, h〉 dV ≥ ǫ0
∫
|h|2 dV
for some ǫ0 > 0. Write h = z + fg, where z is the trace-free part of h; then
0 = βgh = βgz + βg(fg) = δgz.
Therefore, z is transverse-traceless. Then∫ 〈
Jh, h〉 dV =
∫
〈Jz, z〉dV +
∫
〈J(fg), fg〉dV + 2
∫
〈Jz, fg〉dV,
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where the last line follows from the fact that J is self-adjoint (so we can combine the
cross-terms). However, the cross term vanishes because tr(Jz) = 0 for z transverse-
traceless (as easily seen by taking a trace of (3.41)). Therefore,∫ 〈
Jh, h〉 dV =
∫
〈Jz, z〉dV +
∫
〈J(fg), fg〉dV
≥ ǫ0
∫ [
|z|2 + f 2
]
dV ≥ ǫ0
∫
|h|2 dV.
We conclude that g is strictly stable, so Theorem 1.4 follows from Proposition 6.2. 
In the case of the Bach tensor, using the terminology introduced in Definition 1.5,
we have the following analogue to Proposition 6.2.
Proposition 6.4. Let (M4, g) be Bach-flat. If g is (strictly) Bach-stable, then g is a
(strict) local minimizer for W.
Proof. The details are similar to the proof of Proposition 6.2, with the following mod-
ification. We introduce an extra conformal factor as in the slicing in Theorem 2.11, to
arrange moreover that trg0(θ˜) = 0 in Lemma 6.3. Since the functional is conformally
invariant, the argument in the proof of Proposition 6.2 then extends to this case. 
Next, we prove the main theorem regarding Bach-flat metrics.
Proof of Theorem 1.6. The rigidity statement follows from Theorem 5.5 and Corol-
lary 2.14. For the local minimization statement, strict Bach-stability follows from
Theorems 4.1 and 4.2, and the local minimization statement then follows from Propo-
sition 6.4. 
6.1. Applications to reverse Bishop’s inequalities. One consequence of stability
is a reverse Bishop’s inequality, Theorem 1.13 of the Introduction:
Proof of Theorem 1.13. Since g is stable, for all metrics g˜ in a C2,α-neighborhood of
g we have
F˜0[g˜] = V ol(g˜)
4/n−1
∫
|Ric(g˜)|2 dVg˜
≥ F˜0[g] = V ol(g)
4/n−1
∫
|Ric(g)|2 dVg = n(n− 1)
2V ol(g)4/n,
(6.23)
and equality holds if and only if g˜ is (up to scaling) isometric to g. Assume g˜ satisfies
Ric(g˜) ≤ (n− 1)g˜.
An additional condition on the neighborhood U is that g˜ also satisfies
Ric(g˜) > −(n− 1)g˜,(6.24)
and consequently
|Ric(g˜)|2 ≤ n(n− 1)2,
RIGIDITY AND STABILITY 45
hence
F˜0[g˜] = V ol(g˜)
4/n−1
∫
|Ric(g˜)|2 dV ≤ n(n− 1)2V ol(g˜)4/n.(6.25)
Combining this with (6.23) we get
V ol(g˜) ≥ V ol(g).
Moreover, if equality holds then g˜ = ecφ∗g, but since g and g˜ have the same volume,
c = 0. This completes the proof.
A similar argument gives
Corollary 6.5. Let (M, g) be a negative Einstein manifold, normalized so that
Ric(g) = −(n− 1)g.(6.26)
Assume
λ1(−∆L) = λL >
2
n
R.(6.27)
(i) If n = 3 or 4, then there exists a C2,α-neighborhood U of g such that if g˜ ∈ U with
Ric(g˜) ≥ −(n− 1)g˜,(6.28)
then
V ol(g˜) ≥ V ol(g)(6.29)
and equality holds if and only if g˜ is isometric to g.
(ii) If n ≥ 5, assume in addition
λ1(−∆) >
2(n− 4)(n− 1)
n
.(6.30)
Then the same conclusion holds.
7. Examples
In this section, we apply the above computations to various examples and determine
conditions for rigidity and stability.
7.1. The round sphere (Sn, gS) (or any quotient thereof).
Proof of Theorem 1.7. Normalizing so that Ric(gs) = (n − 1)gS, the Lichnerowicz
Laplacian on TT-tensors is easily verified to be
∆Lh = ∆h− 2nh.
The inequality ∫
Sn
|∇ihjk +∇jhki +∇khij |
2dV ≥ 0,(7.1)
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implies that the least eigenvalue of the rough Laplacian on TT-tensors is 2n [Koi78].
Consequently, least eigenvalue of the Lichnerowicz Laplacian on TT-tensors is
4n =
4
n− 1
R.(7.2)
Theorem 4.1 then implies that if
τ <
2
n(n− 1)
,(7.3)
then the Jacobi operator is positive definite when restricted to TT-tensors. For the
conformal direction, we can simply quote Theorem 4.3 to obtain the lower restriction
on τ . If (M, g) is a proper quotient of Sn, then the theorem follows from Proposition
6.2. In the case of the round metric, for τ in the specified range, H1τ consists of
pure trace elements of the form {fg : f ∈ Λ}, where Λ is the space of first-order
spherical harmonics. These directions are clearly integrable, since they arise from
conformal diffeomorphisms. Local minimization then follows from Proposition 6.2.
However, since all of the minimizing metrics are isometric, we actually have strict
local minimization.
The final statement in the theorem regarding R˜ follows since τ = −1/(2(n− 1)) is
always included in the above ranges of τ , and since these metrics obviously minimize
W˜ (they are locally conformally flat), together with (1.13). 
As a consequence of τ = 0, we see that Theorem 1.13 applies to any spherical space
form.
Remark 7.1. We next briefly discuss the size of the neighborhood U appearing in
the above theorem. Given ǫ > 0 small and a constant Λ large, there exists a δ > 0
such that if
‖Rm− (1/2)g 7 g‖C0 < δ, ‖Rm‖Cα < Λ,(7.4)
then ‖g−gS‖C2,α < ǫ where gS is a constant curvature metric [Pet06, Chapter 10]. In
the case of a space form, we suspect that the neighborhood of stability in Theorem
1.4 can be weakened from pointwise C2,α-norm to the integral condition
‖Rm(g˜)− (1/2)g˜ 7 g˜‖Ln/2 < δ,(7.5)
for δ sufficiently small.
We next consider the rigidity of space forms.
Theorem 7.2. Let (M, g) be a spherical space form, and let τ be in the ranges specified
in Lemma 5.4.
(i) If (M, g) is not isometric to the sphere, then H1τ contains only traceless tensors.
(ii) On (Sn, gS), the pure trace elements in H
1
τ are exactly {fg : f ∈ Λ}, where Λ is
the space of first-order spherical harmonics.
In either case, if one orders the TT-spectrum of (−∆L) as
0 < µ1 = 4n < µ2 < µ3 < · · · ,(7.6)
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then H1τ contains non-zero TT-tensors exactly at the sequence of discrete values
τi =
1
2n(n− 1)
(
µi − 4(n− 1)
)
.(7.7)
If n = 4 and τ = −1/3, then H1τ = {0}, thus any spherical space form is Bach-rigid.
Proof. This easily follows from Theorem 5.5 and Corollary 2.14. 
As seen above in the proof Theorem 1.7, on the round sphere, for τ such that
H1τ = {fg : f ∈ Λ}, gS is indeed rigid, since these directions are tangent to conformal
diffeomorphisms, and the moduli in these directions are all isometric.
Proof of Theorem 1.8. As in [Lam98], we consider the Lie group SU(2), and choose
the following basis of the Lie algebra su(2){(
i 0
0 −i
)
,
(
0 i
i 0
)
,
(
0 −1
1 0
)}
.
Let {e1, e2, e3} denote the corresponding basis of left-invariant vector fields. We de-
clare these to be orthogonal with e1 and e2 of length 1, and e3 of length s for positive
s ∈ R. The resulting metric is known as a Berger sphere, and for s = 1, is the
round metric gS. It follows that {e˜1, e˜2, e˜3} = {e1, e2,
1
s
e3} is an orthonormal frame
satisfying the commutation relations
[e˜1, e˜2] = 2se˜3, [e˜2, e˜3] =
2
s
e˜1, [e˜3, e˜1] =
2
s
e˜2.
From these relations, it easily follows that in this basis the Ricci tensor is diagonal
with eigenvalues {4− 2s2, 4− 2s2, 2s2}. We then have
|Ric|2(s) = 32− 32s2 + 12s4,
R2(s) = 64− 32s2 + 4s4,
and therefore
|Ric|2 + τR2 = 32(1 + 2τ)− 32(1 + τ)s2 + 4(3 + τ)s4.
Consequently,
F˜τ [gs] = cτ
4/3(32(1 + 2τ)− 32(1 + τ)s2 + 4(3 + τ)s4),
for some constant c > 0. At the value of τ = 1/3, it is easily verified that
dF˜τ [gs]
ds
∣∣∣
s=1
= 0, and
d2F˜τ [gs]
ds2
∣∣∣
s=1
= 0, but
d3F˜τ [gs]
ds3
∣∣∣
s=1
> 0,(7.8)
which shows that s = 1 is not a strict minimizer, and therefore τ = 1/3 is sharp for
stability
Finally, h = g′s is a multiple of e3⊗e3, so modulo a constant multiple of the metric,
is in the lowest eigenspace of (−∆L), which is H
1
1/3. It is straightforward to see that
if there were any path of unit-volume critical metrics g˜s with g˜
′
s = h, then (7.8) would
hold for g˜s. This is a contradiction since the functional would be constant along
g˜s. 
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Remark 7.3. For −1/2 < τ < −1/3, it is easy to see that that there is another
critical metric for some value s < 1, which is a local maximum in the Berger-parameter
direction. As in [Lam98], these are examples of non-Einstein critical metrics.
7.2. Hyperbolic manifolds.
Proof of Theorem 1.9. Let (M, g) be a compact hyperbolic manifold in dimension n,
satisfying Ric(g) = −(n− 1)g. The Lichnerowicz Laplacian on TT-tensors is
∆Lh = ∆h + 2nh.
The inequality ∫
M
|∇ihjk −∇jhik|
2dV ≥ 0,(7.9)
implies that the least eigenvalue of the rough Laplacian on TT-tensors is n, with
equality for Codazzi tensors [Koi78]. Consequently, on a hyperbolic manifold, the
least eigenvalue of the rough Laplacian on TT-tensors is bounded below by
−n =
1
n− 1
R.(7.10)
Theorem 4.2 implies that F˜τ is strictly stable in the TT-direction for
τ >
4− 3n
2n(n− 1)
.(7.11)
Combining this with Theorem 4.4 for strict stability in the conformal direction, this
proves strict stability. Strict local minimization then follows from Proposition 6.2.
The local minimization statement for R˜ for n = 3 and n = 4 follows as in the spherical
case. 
Remark 7.4. For n ≥ 5, the upper endpoint may be improved given an improved
estimate on the lowest eigenvalue of the Laplacian on functions. It is easy to show
that if
λ1 >
2(n− 4)
n2
(−R),(7.12)
then the interval may be extended to include τ = 0.
We next consider the case of rigidity of compact hyperbolic manifolds.
Theorem 7.5. Let (M, g) be a compact hyperbolic manifold, and let τ be in the ranges
specified in Lemma 5.4. Then H1τ contains no pure-trace elements. If one orders the
TT-spectrum of (−∆L) as
−n ≤ µ1 < µ2 < µ3 < · · · ,(7.13)
then H1τ contains non-zero TT-tensors only at the sequence of discrete values
τi = −
1
2n(n− 1)
(
µi + 4(n− 1)
)
.(7.14)
Proof. This easily follows from Theorem 5.5. 
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Remark 7.6. In the case of n = 4, τ = −1/3, a non-trivial TT-deformation yields
equality in (7.9), which means that h is a Codazzi tensor. Such deformations are
exactly locally conformally flat deformations, and in this situation the hyperbolic
structure is called bendable [Laf83, JM87].
7.3. Complex projective space CPm.
Proof of Theorem 1.10. We begin with an eigenvalue estimate on CPm proved using
representation theory in the case m = 2 in [War82], and for allm by direct calculation
in [Bou10a].
Proposition 7.7 ([Bou10a, War82]). On (CPm, gFS), with Ric = 2(m+1)g, the least
eigenvalue of the Lichnerowicz Laplacian on TT-tensors is
8(m+ 2) =
2(m+ 2)
m(m+ 1)
R.(7.15)
Theorem 4.1 then implies that if
τ <
1
m(m+ 1)
,(7.16)
then F˜τ is strictly stable in the TT-direction. For the conformal direction, we can
simply quote Theorem 4.3. This proves strict stability, and strict local minimization
then follows from Proposition 6.2. The statement for R in dimension 4 follows for
the reasons as discussed in the introduction. 
As a consequence of τ = 0, we see that Theorem 1.13 applies to to (CPm, gFS).
We next consider the case of rigidity in the case of m = 2.
Theorem 7.8. On CP2, the Fubini-Study metric gFS is infinitesimally rigid (and
thus rigid) provided that τ < 1/6. If one orders the TT-spectrum of (−∆L) as
0 < µ1 = 32 < µ2 < µ3 < · · · ,(7.17)
then H1τ is nontrivial only at the sequence of discrete values
τi =
1
48
(
µi − 24
)
.(7.18)
For τ = −1/3, H1τ = 0, thus gFS is Bach-rigid.
Proof. This easily follows from Theorem 5.5 and Corollary 2.14. 
As in the case of the sphere, we conjecture that the infinitesimal deformations at
the value τi are not integrable.
7.4. The product metric on Sm×Sm. In this subsection, we will discuss the proof
of Theorem 1.11.
Proposition 7.9. On (Sm × Sm, g1 + g2), with Ric = (m− 1)g, the least eigenvalue
of the Lichnerowicz Laplacian on TT-tensors is 0, with 1-dimensional kernel spanned
by g1 − g2. The next eigenvalue is greater than or equal to 2m.
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Proof. As in [Kob85], the general traceless symmetric tensor splits as
h =
◦
h1 +
f
m
g1 + hˆ +
◦
h2 −
f
m
g2,(7.19)
where h1 is tangent to the first factor,
◦
h1 is its trace-free part, h2 is tangent to the
second factor, and hˆ are the mixed directions. The above decomposition is orthogonal,
and is preserved by ∆L. The curvature tensor is given by
Rijkl = (g1)ik(g1)jl − (g1)jk(g1)il + (g2)ik(g2)jl − (g2)jk(g2)il,(7.20)
with Ric = (m− 1)g, and R = 2m(m− 1). If h satisfies (−∆L)h = λh, then we have
the separate equations
∆
◦
hi − 2m
◦
hi = (−λ)
◦
hi(7.21)
∆f = (−λ)f(7.22)
∆hˆ− 2(m− 1)hˆ = (−λ)hˆ.(7.23)
Lemma 7.10. The lowest eigenvalue of (−∆L) acting on tensors of the form h =
◦
h1
or h =
◦
h2 is at least 4m if h is divergence-free. If h is not divergence-free, then the
smallest eigenvalue is at least 2(m+ 1).
Proof. Without loss of generality, assume h =
◦
h1. We first assume that h is divergence-
free. Next symmetrize and consider∫
|∇ihjk +∇jhki +∇khij |
2dV = 3
∫
|∇h|2dV + 6
∫
∇ihjk∇jhkidV
= 3
∫
|∇h|2dV − 6
∫
hjk∇i∇jhkidV
= 3
∫
|∇h|2dV − 6(m− 1)
∫
|h|2dV + 6
∫
hjkR
p
ijk hpidV.
(7.24)
Thus we have the inequality∫
|∇h|2dV ≥ 2(m− 1)
∫
|h|2dV − 2
∫
hjkR
p
ijk hpidV.(7.25)
Since h is “tangent” to the first Sm-factor and h is traceless, the last integral is
−2
∫
hjkR
p
ijk hpidV = 2
∫
|h|2dV.
Substituting this into (7.25), we obtain∫
|∇h|2dV ≥ 2(m− 1)
∫
|h|2dV + 2
∫
|h|2dV = 2m
∫
|h|2dV.(7.26)
From (7.21), the least eigenvalue of (−∆L) on divergence-free is therefore at least
2m+ 2m = 4m.
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Next if h is not divergence-free, we use the formula [Lic61]
δ(∆Lh) = −∆H(δh).(7.27)
So if h is an eigenfunction of (−∆L) with eigenvalue ν, then δh is a eigenfunction of
∆H with the same eigenvalue.
From Folland [Fol89], the eigenspaces of ∆H on 1-forms on S
m are spanned by the
1-forms φ1ℓ with eigenvalues (ℓ+1)(ℓ+m−2), and ψ1ℓ with eigenvalues ℓ(ℓ+m−1).
Note that δφ1ℓ = 0, and dψ1ℓ = 0. The first few eigenvalues of φ1ℓ are
2(m− 1), 3m, 4(m+ 1), . . . .(7.28)
These are all of the divergence-free eigenforms. Note that the 2(m − 1)-eigenvalue
here corresponds to Killing forms. The first few eigenvalues of ψ1ℓ are
m, 2(m+ 1), 3(m+ 2), . . . .(7.29)
This list is exactly the eigenvalues of the Laplacian on functions (excepting the zero
eigenvalue); this is not an accident since ψ1ℓ = dfℓ where fℓ is a harmonic function
with the same eigenvalue, so none of these are divergence-free.
The formula
∆Lh = ∆h− 2mh(7.30)
tells us that the least eigenvalue of (−∆L) is at least 2m, with equality if and only
if ∆h = 0, in which case h is parallel. Then h is necessarily divergence-free, and the
above argument says the least eigenvalue of ∆ on divergence-free tensors is at least
4m, so this cannot happen. Consequently, the least eigenvalue is strictly greater than
2m.
Next, the argument in [BGM71] says that the eigenspace of the Hodge Laplacian
on 1-forms with eigenvalue µ is spanned by forms of the form
f1(z1)α2(z2), f2(z2)α1(z1),(7.31)
where fi is an eigenfunction of the Laplacian on the i-th S
m-factor with eigenvalue
ν, and αi is an eigen-1-form of the Hodge Laplacian ν˜ for i = 1, 2 with µ = ν + ν˜.
Consequently, the list of eigenvalues on 1-forms on the product is given by all sums
from (7.28) and the second list (7.29) taken with the second list beginning with 0.
Therefore the list of eigenvalues on 1-forms on the product begins with
m, 2(m− 1), 2m, 2(m+ 1), 3m− 2, 3m, . . .(7.32)
We already know that ν > 2n, so the next possiblity is 2(m+ 1).

The preceding lemma says that for any eigenvalue strictly less than 2(m + 1), we
must have
◦
hi = 0 for i = 1, 2. So we next consider h of the form
h =
f
m
g1 + hˆ−
f
m
g2.(7.33)
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In this case, we have the two equations
∆f = (−λ)f(7.34)
∆hˆ− 2(m− 1)hˆ = (−λ)hˆ.(7.35)
We recall the eigenvalues of the Laplacian on functions on Sm are
0, m, 2(m+ 1), 3(m+ 2), . . . .(7.36)
The argument in [BGM71] says that the eigenspace of the Laplacian on with eigen-
value µ is spanned by functions of the form
f1(z1)f2(z2),(7.37)
where fi is an eigenfunction of the Laplacian on the i-th factor with eigenvalue ν for
i = 1, 2 with µ = ν + ν˜. Consequently, the list of eigenvalues on functions on the
product is given by all sums from the list (7.36) with itself, which begins with
0, m, 2m, 2(m+ 1), . . . .(7.38)
Lemma 7.11. For divergence-free h of the form h = hˆ, we have∫
|∇hˆ|2 ≥ 2(m− 1)
∫
|hˆ|2.(7.39)
Proof. As in the proof of Lemma 7.10, we symmetrize to obtain∫
|∇h|2dV ≥ 2(m− 1)
∫
|h|2dV − 2
∫
hjkR
p
ijk hpidV.(7.40)
Since the curvature tensor has no mixed terms, the last term vanishes, and the result
follows. 
Continuing with the argument, first, assume that f is non-zero. The first possibility
is λ = 0, in which case f is constant. Since h is divergence-free, it follows that δhˆ = 0,
and the Proposition then implies that hˆ = 0. This case does in fact happen, since
g1 − g2 is a kernel element.
Still assuming f is non-zero, the next possibility is λ = m. In this case f is either
f(z1) or f(z2), where f is a first eigenfunction on S
m. Without loss of generality,
assume that f = f(z1). Then if hˆ is non-zero, the divergence-free condition on h
yields
δhˆ = −
1
m
df.(7.41)
Integrating, we obtain∫
〈df, df〉dV = −m
∫
〈df, δhˆ〉dV = m
∫
〈∇2f, hˆ〉dV = 0,(7.42)
since the hessian of f only lives on the first factor, and hˆ has only mixed components.
This implies df = 0, which is a contradiction since f is not-constant. Therefore hˆ = 0,
which again says df = 0, which is a contradiction.
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In the above 2 paragraphs, we have shown that if f is non-zero, then λ ≥ 2m
unless λ = 0, and f is constant. So we next consider the case that λ < 2m. If f is
a non-zero constant, then λ = 0. Then δhˆ = 0, and Lemma 7.11 then implies that
hˆ = 0. This proves the zero eigenspace is spanned by g1 − g2. Next, if λ < 2m and f
is not constant, then f must vanish. In this case, δhˆ = 0, and the proposition says
λ ≥ 4(m− 1), which is a contradiction.
Therefore we have shown that the kernel of ∆L on traceless divergence-free tensors
is spanned by g1 − g2, and that the next largest eigenvalue is at least 2m. 
Next, we show that for m = 2, then 4 is actually an eigenvalue. We let
hˆ = α1 ⊙ α2,(7.43)
where αi is a divergence-free eigenform of the rough Laplacian on 1-forms on the i-th
factor, i = 1, 2. Here ⊙ denotes symmetric product. We have seen above that the
lowest eigenvalue of the rough Laplacian on S2 on divergence-free 1-forms is 1. We
then have
∆(α1 ⊙ α2) = ∆(α1 ⊗ α2 + α2 ⊗ α1)
= ∆(α1)⊗ α2 + α1 ⊗∆(α2) + ∆(α2)⊗ α1 + α2 ⊗∆(α1)
= −2α1 ⊗ α2 − 2α2 ⊗ α1 = −2(α1 ⊙ α2),
(7.44)
and α1 ⊙ α2 is clearly traceless and divergence-free, with (7.23) showing that the
corresponding eigenvalue of ∆L is 4.
Remark 7.12. In higher dimensions, Lemma 7.11 shows that the least eigenvalue of
(−∆L) on divergence-free h of the form hˆ is 4(m− 1). This does in fact occur as an
eigenvalue by considering α1 ⊙ α2 as we did above for m = 2.
Noting that
2m =
1
m− 1
R,(7.45)
Theorem 4.1 then implies that if
τ <
2−m
2m(m− 1)
,(7.46)
then F˜τ is strictly stable in the TT-direction. For the conformal direction, we can
simply quote Theorem 4.3. Strict local minimization then follows from Proposition
6.2, and the statement for R in dimension 4 follows for the reasons as discussed in
the introduction. this completes the proof of Theorem 1.11.
We next consider the case of rigidity for S2 × S2.
Theorem 7.13. On S2 × S2, the product metric g1 + g2 is infinitesimally rigid (and
therefore rigid) provided that τ < −1/2. If one orders the TT-spectrum of (−∆L) as
µ1 = 0 < µ2 = 4 < µ3 < · · · ,(7.47)
54 MATTHEW J. GURSKY AND JEFF A. VIACLOVSKY
then H1τ is nontrivial only at the sequence of discrete values
τi =
1
8
(
µi − 4
)
.(7.48)
For τ1 = −(1/2), dim(H1−1/2) = 1, and the path of metrics s 7→ e
sg1 + e
−sg2 yields a
corresponding non-trivial deformation, with h = g1 − g2. This is a Ka¨hler constant
scalar curvature deformation, which is a path of critical metrics for the functional
F˜τ1, therefore these infinitesimal deformations are integrable.
For τ2 = 0, dim(H
1
0 ) = 9, and this space is spanned by tensors of the form α1 ⊙ α2
where αi is a Killing form on the i-th factor, i = 1, 2.
For τ = −1/3, H1τ = 0, thus g1 + g2 is Bach-rigid [Kob85].
Proof. The follows from Theorem 5.5 and Corollary 2.14. The fact that H1
−1/2 is
spanned g1 − g2 follows from Proposition 7.9. The fact that gs are critical for F˜τ1
follows from [Der83, Equation 38], which says that the Bach tensor of Ka¨hler constant
scalar curvature surface is a constant multiple of the traceless Ricci tensor, which is
exactly the Euler-Lagrange equation for τ1 = −1/2. The determination of H10 was
carried out above. 
As in the previous examples, we conjecture that the infinitesimal deformations at
value τi for i ≥ 2 are not integrable.
7.5. The Ricci-flat case.
Proof of Theorem 1.12. Theorem 3.15 shows that the Jacobi operator on pure trace
elements is
tr(Jf) = (n− 4τ + 4nτ)(n− 1)∆2f.(7.49)
Consequently, g is strictly stable in the conformal direction for −n/4(n− 1) < τ .
Theorem 3.10 shows that the Jacobi operator on TT-tensors is a positive multiple
of ∆2L, and is therefore non-negative. Integrating by parts, a TT-kernel element h
satisfies ∆Lh = 0, and is therefore an infinitesimal Einstein deformation. Integrability
of infinitesimal Einstein deformations on the torus is elementary, and the integrability
of such deformations on a Calabi-Yau manifold was proved by Bogomolov and Tian
[Bog78, Tia87]. Theorem 1.12 then follows from Proposition 6.2.

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