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Introduction
Endpoint problem It is known that many classical operators, such as, Calderón-Zygmund operator, Hardy-Littlewood maximal operators, the maximal partial sum operators of the Fourier series, and so on, are bounded on L p for 1 < p < ∞ (see [7, 19, 25, 35, 65, 66] ), but not for 0 < p ≤ 1 (see [32, 33, 66, 72] ). It has always been the concern of many mathematicians to extend the exponent p for these estimates to a wider range (see [20] , for example). The range of exponent p in estimates of some operators, such as Hilbert transform, Calderón-Zygmund operator, etc, are extended to some 0 < p ≤ 1 by establishing the boundedness from H p , the Hardy spaces, to itself or from H p to L p , see [20, 23, 24, 42, 67, 72] . However, for every classical operator T , it seems to leave a gap E T (an endpoints set) in (0, ∞) so that this operator fails to be bounded both from L p into itself and from H p to L p for p ∈ E T , for example, Hilbert transforms for 0 < p ≤ 1/2. Specially, many maximal operators, such as Hardy-Littlewood maximal operators, the maximal Calderón-Zygmund operator, the maximal partial sum operators of the Fourier series, etc, fail to be bounded both from H p to itself and from H p to L p for all 0 < p ≤ 1, see [24, 64, 67, 71, 72] .
Hardy space On the other hand, the classical Hardy spaces H p , p > 0, consists of those tempered distributions f ∈ S ′ for which the maximal function M ϕ f = sup t>0 |ϕ t * f (x)| ∈ L p , where ϕ is a function in S, the Schwartz space of rapidly decreasing smooth functions, satisfying R n ϕ(x)dx = 1, and ϕ t (x) = t −n ϕ(x/t), t > 0, x ∈ R n , (see [20] ). The problem reducing smoothness of ϕ in Hardy space theory was proposed by some mathematicians, see [71] . The example ϕ = 1 |B(0,1)| χ B(0,1) shows that the assumption of smoothness of ϕ cannot be removed in the definition of H p , since {f : M ϕ f ∈ L p } = {0} for 0 < p ≤ 1 [71] . This also shows the Hardy-Littlewood maximal function M f can not characterize any H p for 0 < p ≤ 1. At the same time, we can also characterize H p , 0 < p ≤ 1, in terms of H p -atoms that each satisfies (i) a compact support condition supp a ⊆ Q (a cube in R n ), (ii) a size condition a L s ≤ |Q| 1/s−1/p and (iii) some vanishing moment conditions R n a(x)x α dx = 0 for multi-indexes α, see [9, 34] and [22] . The problem reducing vanishing moment conditions of H p atoms in Hardy space theory was proposed by M.Taibleson and G.Weiss [70] , see also [67] . However, it is known that a bounded, compactly supported function f belongs to H p if and only if it satisfies the vanishing moment conditions x α f (x)dx = 0 for all |α| ≤ n(p −1 − 1), (see [67] ,p129). This shows that the vanishing moment conditions of H p atoms cannot be removed in the classical H p theory. It is just this vanishing property of H p functions leads to that some maximal operators are not bounded on H p for 0 < p ≤ 1, see [67] .
Muckenhopt class A classical Muckenhopt theory say that many results mentioned above remain true when Lebesgue measure dx is replaced by w(x)dx if w(x) in A p with 1 ≤ p ≤ ∞. For example, it is valid for many classical operators T that
for 1 < p < ∞ and w ∈ A p , (see [44] , [27] and [12] ). (1.1) has two equivalent forms as following
T f H p w ≤ C f H p w , for some 1 < p < ∞ and w ∈ A p , (1.2) and (1.3) hold for some 0 < p ≤ 1 and w ∈ A 1 for some classical operators such as Hilbert transforms, (see, for example, [20, 36] ); H p w , the classical weighted Hardy spaces, consists of those tempered distributions f ∈ S ′ for which M ϕ f ∈ L p w with f H p w = M ϕ f L p w for 0 < p < ∞ and w ∈ A ∞ , for some ϕ ∈ S, satisfying R n ϕ(x)dx = 1; and the weighted atomic characterizations of H p w is still valid for 0 < p ≤ 1 and w ∈ A ∞ , etc, (see [22, 68] for the details). At the same time, for a Muckenhopt weight, clearly, weighted result may not hold if the unweighted result does not hold since 1 ∈ A p for all 1 ≤ p ≤ ∞. Therefore, there are the same problems as unweighted case, that is, (i) for many classical operators T , there are w ∈ A 1 and E T ⊂ (0, ∞] such that (1.2) and (1.3) do not hold for all p ∈ E T , (ii) there is w ∈ A 1 such that H p w with 0 < p ≤ 1 may not be characterized by the maximal functions sup t>0 |ϕ t * f (x)| with a non-smooth ϕ t , for example, the Hardy-Littlewood maximal function, or blocks without vanishing moment conditions;
(iii) at the same time, the classical class A p is not defined for 0 < p < 1. Naturally, we ask the following problems. Calderon-Zygmund operator A main result of the Calderon-Zygmund theory of singular integral operators states that a standard Calderon-Zygmund operator, which satisfies a size condition and a regularity condition of its kernel and has L 2 continuity, has an unique bounded extension on L s for all 1 < s < ∞, see [42] . The question reducing regularity of kernel of a singular integral operator was raised by mathematicians. There are a number of recent works to study singular integral operators with non-smooth kernel that are beyond the standard Calderon-Zygmund theory, see [3, 5, 17, 28] , for example. Some new Hardy spaces H p L associated with operators L are introduced to get some estimates from H p L to L p for singular integral operators beyond the standard Calderon-Zygmund theory, see, for example, [3, 17, 28] . However, there are still a lot of problems to be solved. Then, we ask the following problem. Problem 1.4. Is there any other way to estimate a singular integral operator without any regularity condition?
Main results In this paper, we give affirmative and interrelated answers to Problem 1.1 -1.4. Some results are as the following.
(1) We characterize a class A + q of weights for each 0 < q ≤ ∞, which is an extension for the classical Muckenhopt class A p with 1 ≤ p ≤ ∞, and a subclass A + q P of A + q , whose elements have some positive properties. (2) We also characterize some Hardy type spaces BH p,s w and some functions spaces BL p,s w by blocks. When 0 < p ≤ 1, let 0 < q < p, we prove that, if w ∈ A + q , the weighted Hardy spaces H p w are characterized by blocks without vanishing moment conditions, i.e.
H p w = BH p,s w = BL p,s w ; if w ∈ A + q P, H p w are characterized by both the Hardy-Littlewood maximal function, a maximal functions sup t>0 |ϕ t * f (x)| with a non-smooth kernel ϕ t , and blocks, i.e.
and it is sharp in the sense that this does not hold for q = p = 1, where M L p w := {f ∈ L 1 loc : M f L p w < ∞}, r w is the critical index of w for reverse Hölder condition (see section 2 for the definition).
(3) For some sublinear operators T with L s boundedness and a size condition ((7.1) in section 7) but without any regularity condition, we prove that,
q with 0 < q < p and max{r w p/(r w − 1), p/q} < s ≤ ∞. (4) For many classical operators, we extend the range 1 < p < ∞ of the exponent in (1.1) to all 0 < p < ∞ by the forms of (1.4) and (1.5). We prove for 0 < p < ∞ and 0 < q < p that (i). for many singular integral operators, when In particularly, for 0 < p ≤ 1 and 0 < q < p, (1.2) hold for singular integral operators and some maximal operators associated with singular integrals when w ∈ A + q , and (1.3) hold for singular integral operators when w ∈ A + q and for some maximal operators associated with singular integrals and Hardy-Littlewood maximal operator when w ∈ A + q P.
In addition, we also obtain that the Fourier series of each function in H p w in R 1 converges to itself almost everywhere if 0 < p ≤ 1 and w ∈ A + q P with 0 < q < p. The above conclusions in (4) are sharp in the means that they do not hold for p = q = 1.
The results are organized as the following. (1) is included in section 2, (2) in section 3 and 4, (3) in section 7, (4) is included in section 8.
Notation We say w is a weight if w ∈ L 1 loc and w(x) ≥ 0 for almost all x ∈ R n . Given a weight function w , as usual we denote by L q w the space of all functions satisfying f q
Throughout the whole paper, C denotes a positive absolute constant not necessarily the same at each occurrence, and a subscript is added when we wish to make clear its dependence on the parameter in the subscript. a ≃ b means that there are positive constants C 1 and C 2 such that C 1 a ≤ b ≤ C 2 a. For any cube Q and λ > 0, λQ denote the cube concentric with Q whose each edge is λ times as long. For 1 ≤ s ≤ ∞, s ′ denote the conjugate of s, which satisfies 1/s + 1/s ′ = 1. For 0 < p ≤ ∞, p denote the positive real number min{p, 1}. [s] denotes the greatest integer less than or equal to s and n denotes the dimension.
Definition and properties
In this section, we introduce two classes of weights: A + p with 0 < p ≤ ∞ which is an extension of the classical Muckenhopt class A p with 1 ≤ p ≤ ∞, and P whose elements have some positive properties.
holds for every cube Q and measurable subset E ⊂ Q, where C ≥ 1 is a constant independent of Q and E. And
and A ∞ = 1≤p<∞ A p , see [44] , and also [45] and [12] . A + p is closely related to A p and has many properties similar to A p . Theorem 2.2. We have
Then, there exists 1 < r < ∞, depending only on p and the constant in (2.1), such that w ∈ RH r ,
D p with 0 < p < ∞ denote the class of weights w satisfying the doubling condition of order p
for any cube Q and λ > 1, where C is a constant independing on Q and λ, RH r with 1 < r < ∞ denote the class of weights w satisfying the reverse Hölder condition of order r
Proof. (i). We know that w satisfies (2.1) if w ∈ A p for 1 ≤ p < ∞ (see, for example, [23] ), (i) follows immediately from the definition of A + p . (ii). Fix p ∈ (0, 1] and w ∈ A + p . Given x ∈ R n and cube Q ∋ x. For any ball E ⊂ Q with x ∈ E, we have by (2.1) that
Let |E| → 0, we get by employing the Lebesgue's differentiation theorem that
which implies that M w(x) ≤ Cw(x) for a.e. x ∈ R n , i.e. w ∈ A 1 . (iii). A + 1 = A 1 is trivial by (i) and (ii). (iv). For any w ∈ A p , 1 < p < ∞, there exist q ∈ (1, p) such that w ∈ A q . In the view of (i), w ∈ A + q , i.e. A p ⊂ A + q . (v) follows from the Hölder inequality. (vi) follows from the definitions. (vii) follows from the following lemma,
Then for every positive η ∈ (0, 1), there exists θ ∈ (0, 1) depending only on η such that
for all cube Q and measurable subset S ⊂ Q that satisfies |S| ≤ η|Q|.
The proofs of Lemma 2.3 and (vii) are the same with that of Lemma 4 and Lemma 5 in [23] , pages 397-399, respectively.
(viii). By (vii) and the following fact (ii) of RH s , we have A + ∞ ⊂ A ∞ . By (i), we have A ∞ ⊂ A + ∞ . Thus, (viii) follows. We therefore finish the proof of the theorem.
For RH r , the following facts are well known: (i) RH r ⊂ RH s for s < r. (ii) w ∈ A ∞ if and only if w ∈ RH r for some r > 1. (iii) If w ∈ RH r , r > 1, then w ∈ RH r+ε for some ε > 0. (iv) Thus, we can write r w = sup{r > 1 : w ∈ RH r } to denote the critical index of w for the reverse Hölder condition. (v) Clearly, when w = 1, we have r 1 = ∞. (vi) If w ∈ RH r , we have
for any measurable subset E of a cube Q, where C is a constant independing on Q and E .
i s are cubes. By (2.1), (2.3) and Theorem 2.2(vii) we have the following.
(ii). We need only to prove the "only if". Let w(E) = 0. By w ∈ P, there is a decomposition
for each i, it follows |Q i E| = 0, then, |E| ≤ |Q i E| = 0. Thus, the proposition holds. 
Definition and basic properties
In this section we introduce some functions spaces. 
where each a k is a (p, s, w)-block, (i) If w ∈ A + ∞ and r w p/(r w − 1) < s ≤ ∞ or w is a weight and s = ∞, then
When 0 < s < +∞, we see from r w > 1 and r w p/(r w − 1) < s < ∞ that p < s and s/(s − p) < r w , then, take r > 1 such that s s − p < r < r w . r < r w follows w ∈ RH r . Using the Hölder inequality two times and the reverse Hölder inequality, we have
For I, when x ∈ 2n 1/2 Q, M ϕ b(x) is controlled by Hardy-Littlewood maximal function M b(x) of h, by the L s boundedness of M with 1 < s ≤ ∞, M b satisfis (7.2), therefore, M ϕ b satisfies (7.2). For II, when x ∈ (2n 1/2 Q) c , for y ∈ Q, we see that
at the same time, by ϕ ∈ S, we have |x| n |ϕ(x)| ≤ C n β=n |x β ||ϕ(x)| ≤ C < ∞, where β are multiindex, see page 95 in [24] , it follows |ϕ(x)| ≤ C n |x| −n , then,
thus, M ϕ b satisfies (7.1). By Proposition 7.5, we have M ϕ b L p w ≤ C, (3.2) follows. Thus, we finish the proof of the proposition.
in L p w and w-a.e., and
Meanwhile, for any m > l > N 1 , using
w , which can be got by Minkowski inequality for 1 ≤ p < ∞ and the inequality (|a| + |b|) p ≤ |a| p + |b| p for 0 < p ≤ 1, we have that
That is, there is an integer
We now turn to show f = ∞ k=1 a σ(k) in L p w for any permutation σ. For any fixed permutation σ, all of the terms in the sequence {a σ(l) } l appear in {a i } i , and all of the terms in the sequence {a i } i appear in {a σ(l) } l . Take N 3 such that
This completes the proof of convergence in L p w .
which implies (3.4) . Finally, we prove w-a.e. convergence.
Then, for a given δ > 0, we have
In fact, using (3.4), we have
Then, (3.7) holds, this implies f = ∞ i=1 a i w-a.e.. Thus, we have proved (i). Next, let us prove (3.5). Take ϕ ∈ S with R n ϕ(x)dx = 1. Then, for any ε > 0,
which implies (3.5). Thus, we have proved (ii). We finish the proof of the proposition. By using Proposition 3.3 and 3.4, we have the following.
Proposition 3.4 and Theorem 3.5 imply that the sum of two elements in
By the Hölder inequality, we see that a (p, s 2 , w)-block is a (p, s 1 , w)-block for 0 < s 1 ≤ s 2 ≤ ∞. We then have the following theorem.
w . For p = 1 and w = 1, we have the following. [67] , p112 and 129).
Proof. By Remark 3.7 and Theorem 3.6, we have L 1 = B 1,∞ ⊂ B 1,s for 0 < s ≤ ∞, (i) follows. Take w = 1, noticing that r 1 = ∞, by (i) and Theorem 3.5(i), we have
We define the following two functions spaces,
We equip a quasinorm in each space as follows, The blocks spaces, whose elements coverge a.e., appear in many literatures. For w(x) = 1, p = 1 and 1 < s ≤ ∞, in the study of the convergence of the Fourier series, Taibleson and Weiss first introduced in [70] a class of blocks space B s generated by the blocks a's satisfying (i) supp a ⊂ I ⊆ (−1/2, 1/2), and (ii) a L s ≤ |I| 1/s−1 , with quasinorm
B s can also be found in [38, 43, 46, 59, 60] , etc. See [39] for the case w(x) = 1, 0 < p < ∞ and 1 < s ≤ ∞, and see [6, 40, 41] for the case w(x) = |x| α , 0 < p < ∞ and 1 < s ≤ ∞.
In the following, BL p,s w = B p,s w or BH p,s w = B p,s w means they have the same elements.
This also implies that, for above ε, there exists a N > 0 such that
Then, we have by (3.6) and (3.1) that
which implies (3.8). Thus, we have proved (i). Similarly, (ii) follows from Theorem 3.5(ii). Thus, we finish the proof of Theorem 3.10.
(3.10) holds. (ii) By Theorem 3.5 (i) and (ii), we see that BH p,s w = B p,s w = BL p w under the condition of (ii). At the same time, let f ∈ BL p,s w , then, for any ε > 0, there exists a sequence {a i } of (p, s, w)-blocks and a sequence {λ i } of real numbers with
Then (ii) holds. Thus, we finish the proof of the theorem.
It is easy to see from Theorem 3.10(i) and 3.11 
For any ε > 0 and each f i , there exists a sequence {b (i) k } of (p, s, w)-blocks and a sequences {m
It follows
At the same time, we have by Theorem 3.10(i) that f i ∈ L p w and i f i
Thus, by (3.14) and the definition of
(3.12) follows. Thus, we finish the proof of (i).
(ii) ′ s proof is the same with (i) by using Theorem 3.5(ii). Thus, we finish the proof of Theorem 3.12.
Thus, we have
or w is a weight and s = ∞, then, BL p,s w is a linear normed spaces when 1 ≤ p < ∞, and a metric spaces when 
The proof of Theorem 3.14 is similar to that of Proposition 2.11 in [38] .
we have by Theorem 3.12(i) thatū ∈ BL p,s w and ū BL p,s w < ε.
Let u =ū + u k1 , using Theorem 3.12(i) again, we have u ∈ BL p,s w , and
for k > k 1 . The proof of (ii) is the same by using Theorem 3.12(ii). Thus, we finish the proof for the theorem. By Theorem 3.6, we have that
As mentioned earlier, for 0 < p ≤ 1 and a A q weight w with 1 ≤ q ≤ ∞, H p and H p w can be depicted either by the maximal functions M ϕ (defined in section 1) for some ϕ ∈ S or atoms, but neither by the Hardy-Littlewood maximal function nor by blocks. In this section, we will show that, for 
A known result is the following: let 0 < p ≤ 1 and w ∈ A ∞ , then,
See [22] and [9] , see also [34] for details. 
where each a k is a (p, s, w)-block,
here, the series converges in the means of w-a.e. or in L p w . Clearly, by Theorem 3.5(i), we have
w , then there exist a sequence {a l } of (p, s, w)-blocks and a sequence {λ l } of real numbers such that f (x) = l λ l a l w-a.e. and in L p w , and
Proof. Let f ∈ M L p w and define for k = 0, ±1, ±2, · · · ,
Clearly, E k is open. The Whitney decomposition theorem (see Stein [66] ) provides us with closed dyadic cubes Q j k with the following properties:
a.e. (also w-a.e. by Proposition 2.6) and in L p
e. (also w-a.e.), which is in L p w . We have also g k (x) → 0 everywhere as k → −∞ since |g k (x)| ≤ 2 k → 0 as k → −∞ and in L p w since |g k (x)| ≤ |f (x)| a.e. (also w-a.e.). Also g k (x) → f (x) w-a.e as k → ∞ since f (x) − g k (x) lives in the set {x : M f (x) > 2 k } which decreases to a set of measure 0 as k → ∞ and in L p w since |f (x) − g k (x)| ≤ 2|f (x)| a.e. (also w-a.e.). In fact, we see for all ε > 0 that
We can then prove that
then,
At the same time, we see that
Then,
w-a.e. and in L p w . Thus,
Thus, we finish the proof of Theorem 4.6. f
where each {a l } is a (p, s, w)-block and l |λ l |p < ∞, then f ∈ M L p w and
Proof. It is suffices to prove that h ML p w ≤ C, i.e. (4.10)
M h L p w ≤ C, for each (p, s, w)-block h, for 0 < p < ∞, w ∈ A + q with 0 < q < p, and max{r w p/(r w − 1), 1} < s ≤ ∞, where C is independence of h, this will be proved in section 7, see Proposition 7.5 and subsection 8.3. In fact, by Theorem 3.5, (4.8) converges wa.e., and by Proposition 2.6, we have (4.8) converges a.e., and then, by Minkowski inequality we see that 
By (4.9) and (4.14), we have f p
, which implies (4.12). The proof of (4.13) is similar. Thus, we finish the proof of the corollary.
By Corollary 4.7 and Corollary 4.9, we have the following theorem. 
Molecular characterization
The molecular theory for Hardy spaces H p was established by Coifman [10] , Coifman and Weiss [11] , and Taibleson and Weiss [69] . The weighted case can be found in [36] . The molecular theory of Hardy spaces provides an effective method to prove boundedness of operators on Hardy spaces. In this section, we will prove a molecular theorem for BL p,s w and BH p,s w . Denote by Q x0 l the cube centered at x 0 with side length 2l and denote Q 0 l simply by Q l .
As in [10, 11, 36, 69] , we have the following molecular characterization of B p,s w .
From 1 < p/q < s we see that
Remark 5.2. Every (p, s, w)-block h is a (p, s, q, w, ε)-molecule for p, s, q, w, ε in above definition.
In fact, let supp
it follows r < r w , then w ∈ RH r . By (2.3), we see that
As before, we denote |f | B p,s Let 2 k0−1 < l ≤ 2 k0 , and consider the set
Let a, b as in Definition 5.1. By ℜ(M ) = 1, we have that (5.5)
. Take r satisfies (5.1), we have w ∈ RH r . By (2.3), we see
Then, for max{r w p/(r w − 1), p/q} < s < ∞ and k = 1, 2, · · · , we have that
For s = ∞ and k = 1, 2, · · · , we see that
(by (2.3)) = C2 −n(r−1)ak/[rp(b−a)] w(Q x0 2 k+k 0 ) −1/p . By (5.4), (5.2) and the double condition of w, we have for max{r w p/(r w −1), p/q} < s ≤ ∞ that 
Proof. Clearly, (5.3) also converges in L p w and in H p w , respectively, so, the corollary holds.
Duality
Some of these functions spaces above are preduals of the Morrey spaces. Let
where Q are cubes. 
that were originally defined for two dimension and for the ranges s ∈ [1, ∞] and 0 < 1 q ≤ 1 s in [49] and for n-dimension and for the ranges s ∈ [1, ∞] and − 1 n < 1 q ≤ 1 s in [13] .
We have the following dual theorem.
extends in a uniqe way to a continuous linear functional Λ g ∈ (BL p,s w ) * whose (BL p,s w ) * -norm satisfies 
Write R n = ∞ 0 Q k , Q k are cubes with side lenth 2 k and centred at origin, k = 0, 1, 2, · · · . Given Q j , 0 ≤ j < ∞, define
Thus, Λ ∈ (BL p,s w ) * gives a continuous linear functional on L s 0 (Q j ) whose norm is bounded by C Λ |Q j | −1/s w(Q j ) 1/p . By the Hahn-Banach theorem we extend the functional Λ to L s asΛ with same norm and Λ(f ) = Λ(f ) for all f ∈ L s 0 (Q j ) The duality between L s and L s ′ allows us to representΛ as
So, for any Borel subset E of Q j ,
Let us see that g ∈ M p,q ′ w . For any cube Q ⊂ R n there exists j such that Q ⊂ Q j , By the dual theorem and (6.1), we have
It is easy to see that (6.2) holds for the finite linear combination of (p, s, w)-blocks, and these are dense in BL p,s w , so (6.2) can be extended to BL p,s w . Thus, we finish the proof of Theorem 6.2(i). The proof of Theorem 6.2(ii) is the same.
Part 3. Weighted estimates of operators
In this part, we give a new class of weighted estimates for operators by A + p , BL p,s w and BH p,s w .
Estimates of sublinear operators without regularity condition
The operators considered in this section may be beyond the standard class of the Calderon-Zygmund operators.
Let
Here, we will consider the operator T which has definition for every (p, s, w)−bolck h with supp h ⊂ Q, a cube with the cental x 0 , and satisfies the size conditions
T maybe also have definition for every f = λ j a j in BL p,s w and satisfy (7. 3)
|T f (x)| ≤ |λ j ||T a j (x)|, a.e. or w-a.e., where a j 's are (p, s, w)-blocks and |λ j | p < ∞. We have Theorem 7.1. Let 0 < p < ∞ and w ∈ A + q with 0 < q < p. Let 1 ≤ s ≤ ∞ and r w p/(r w − 1) < s. Suppose that an operator T is defined for every (p, s, w)-block and satisfies (7.1) and (7.2) .
(i) If T is linear, then, T has an unique bounded extension (still denoted by T ) from BL p,s w to L p w that satisfies When 1 < p < ∞, we can take w = 1 in Theorem 7.1, noticing that r 1 = ∞, we have the following unweighted version of Theorem 7.1.
Suppose that an operator T is defined for every (p, s)-block and satisfies (7.1) and (7.2).
(i) If T is linear, then T has an unique bounded extension (still denoted by T ) from BL p,s to L p that satisfies (7.4) in L p and a.e. and To finish the proof of Theorem 7.1 we first state the following two propositions. Proposition 7.5. Let 0 < p < ∞ and w ∈ A + q with 0 < q < p. Let 1 ≤ s ≤ ∞ and r w p/(r w − 1) < s. Suppose that an operator T has definition for a (p, s, w)−bolck h and satisfies (7.1) and (7.2), then
Proof. Let h be a (p, s, w)-block with supp h ⊆ Q with the cental x 0 , and h L s ≤ |Q| 1/s w(Q) −1/p , write
Take r such that (5.1) holds, then w ∈ RH r . If s < ∞, we see that 
≤ C h p L s |Q| p/s ′ |Q| −p w(Q) (since q < p and Hölder inequality) ≤ C If s = ∞, as above proof, we need only to see the estimation of I. T h L ∞ ≤ h L ∞ ≤ w(Q) −1/p , it follows that I ≤ w(Q) −1 w(2n 1/2 Q) ≤ C since w(x) ∈ D q . Thus, we finish the proof of the proposition. Proposition 7.6. Let 0 < p < ∞ and w ∈ A ∞ . Let {a i } is a sequence of functions and {λ i } is a sequence of real numbers with ∞ i=1 |λ i | p < ∞. Suppose that T be a linear operator, T a i has definition for each a i .
(i) Suppose that T a i L p w ≤ C for each a i and
Then, for a given δ > 0, as (3.7), we get
The proof of (ii) is similar to that of (i) by using f L p w ≤ C f H p w . Thus, we finish the proof of the Proposition 7.6.
The next proof of Theorem 7.1 is routine, we still write it out to the completeness. P roof of T heorem 7.1. Let f ∈ BL p,s w , then, for any ε > 0, there are (p, s, w)-
. Then, T f N has definition by the linearness of T , and for 0 < p < ∞ we have by using (3.4) and (7.6) that
is a Cauchy sequence in L p w . By the completeness of L p w with 0 < p < ∞, there is a g ∈ L p w such that T f N converge to g in L p w as N → ∞, i.e.,
for enough large N , it follows by using (3.6) and (7.6) that,
i.e. (7.4) holds in the sense of L p w norm. By Proposition 7.6, (7.4) holds w-a.e.. At the same time, (1.4) holds. Thus, we finish the proof of Theorem 7.1 (i).
Next, we prove (ii). Since T satifies (7.3) w-a.e., by using (7.3), (3.4) and (7.6), we have that Corollary 7.10. Let 0 < p ≤ 1 and w ∈ A + q with 0 < q < p. Suppose for certain s such that max{r w p/(r w − 1), p/q} < s ≤ ∞ that an operator T is defined for every (p, s, w)-block and satisfies (7.1) and (7.2) .
(i) If T is linear, then T has an unique bounded extension on H p w (still denoted by T ) that satisfies (7.4) Suppose that an operator T is defined for every (p, s)-block and satisfies (7.1) and (7.2) . If T is linear operator, then T has an unique bounded extension on BH p,s (still denoted by T ) that satisfies (7.4) in BH p,s and a.e. and For Theorem 7.7, as the proof of Theorem 7.1, it is suffices to prove the following proposition.
Proposition 7.12. Let 0 < p < ∞ and w ∈ A + q with 0 < q < p. Let max{r w p/(r w − 1), p/q} < s ≤ ∞. Suppose that an operator T has definetion for a (p, s, w)−bolck h, T h satisfies (7.1) and (7.2), then,
Proof. It suffices to check that T h is a (p, s, q, w, ε)-molecular for every (p, s, w)−block h centered at any point and ℜ(T h) ≤ C, where C is independent of h. Since 1 − q/p > 0, we can choose ε such that
For s = ∞, write
Next, we will estimate J 1 , J 2 , I 1 and I 2 . Take r such that (5.1) holds, then w ∈ RH r and rp/(r − 1) < s ≤ ∞.
For J 1 , by using (5.2), (7.2) and (2.2), we have
For I 1 , by using (5.2), (7.2) and (2.2), we have
To estimate J 2 and I 2 , we see that Q x0
. For J 2 , notice that p/q < s ≤ ∞, we have
(by (7.9))
For
(by (7.1) and (7.9))
thus,
Combining with the above estimate, we have for all s such that rp/(r − 1) < s ≤ ∞ and q/p < s ≤ ∞ that 
Then, noticing a/b > 0 and 1 − a/b > 0, we have
Thus, we finish the proof of Proposition 7.12. P roof of T heorem 7.7. (i). Being similar to the proof of Theorem 7.1(i), by the completeness of BH p,s w , we have
w . Thus, (i) holds. For (ii), since T satisfies (7.3) a.e., using (3.16), (3.13 ) and (7..8) , we have
holds. Thus, we finish the proof of Theorem 7.7. Noticing w(x) = 1 is not in A + q for 0 < q < 1 and is in A + q for 1 ≤ q ≤ ∞, we have for any integral function with compact support, then, T satisfies (7.1) (see [41] ).
(ii) Let K(x, y) be a locally integrable function defined off the diagonal x = y in R n × R n , which satisfies the standard estimate: (7.12) |K(x, y)| ≤ C |x − y| n , where C are absolute constants, then, the linear operator T , defined by
for any integral function with compact support, satisfies (7.11) . In particularly, if
then, the convolution operator T f (x) = K * f (x) satisfies (7.11).
8.
Estimates of classical operators for 0 < p < ∞ Theorem 7.1 and 7.7 can be applied to many classical operators to get their full exponents estimates. 8.1. Singular integral operators. The following integral operators satisfy (7.12) and (7.13) , and are bounded on L s with 1 < s < ∞, then, they satisfy (7.1) and (7.2):
• Hilbert transform (see [67] );
• Riesz transform (see [67] );
• Calderón-Zygmund operator (see [42] ); • The R.Fefferman type singular integral operator
, Ω ∈ L ∞ (S n−1 ) and S n−1 Ω(u)dσ(u) = 0 (see [14, 15] );
• The C.Fefferman type strongly singular multiplier operator
and χ E is the characteristic function of the unit interval E = (0, 1) ⊂ R (see [18] );
• The oscillatory singular integrals operators
where K(x, y) is a Calderón-Zygmund kernel, ϕ ∈ C ∞ 0 (R n × R n ), λ ∈ R, and Φ(x, y) is real-valued and in the following cases:
(a) Φ(x, y) = (Bx, y) is a real bilinear form, ϕ = 1 and λ = 1(see [50] ), (b) Φ(x, y) = P (x, y) is a polynomial , ϕ = 1 and λ = 1 (see [55] ), (c) Φ(x, y) is a real analytic function on suup(ϕ) (see [51] );
• The Bochner-Riesz means at the critical index
where K
(n−1)/2 + ]˘(x), andǧ denotes the inverse Fourier transform of g (see Stein [62] ). It is know that B (n−1)/2 R satisfies (7.13), (see also [61] or [37] ), and is bounded on L s with 1 < s < ∞.
• The Fourier integrals operator
which can be written as
where H is Hilbert transform and Mod N f (x) = e 2πiN x f (x). Then, S N satisfies (7.12) . And S N is bounded on L s with 1 < s < ∞ since the known result for the Hilbert transform.
• The pseudo-differential operator whose symbols in S [2] for that it satisfies (7.12), see [47, 48] for its L s boundedness with 1 < s < ∞.
Clearly, these nine operators above are linear and have definition for every (p, s, w)-block with 0 < p < ∞, 1 < s < ∞ and w ∈ A ∞ . By Theorem 7.1(i) and 7.7(i), we have the following theorem. 
In particular, if 0 < p ≤ 1 and w ∈ A + q with 0 < q < p, the above convergence results hold for all f ∈ H p w .
Remark 8.5. For 1 < p < ∞ and w ∈ A p , it is known that Each singular integral operator mentioned above is bounded on L p w . See [27] for Hilbert transform, [23] for Riesz transform, [42] for Calderón-Zygmund operator, [15] for the R.Fefferman type singular integral operator, [8] for the C.Fefferman type strongly singular multiplier operator, [29] for he oscillatory singular integrals operators, [58] for the Bochner-Riesz means at the critical index, [26] for the Fourier integrals operator, and [47, 48] for the pseudo-differential operator whose symbols in S
When 0 < p ≤ 1, the estimates of the above operators from H p to L p (or H p w to L p w ) and from H p (or H p w ) to itself appear in a large number of literatures.
function (see [32, 33] ) and a H 1 function (see [72] ) such that lim sup R→∞ S n f (x) = ∞, a.e., respectively.
(viii) The pseudo-differential operator whose symbols in S
8.2. Maximal operators associated with singular integral operators. We consider the following maximal operators.
• The maximal operator associated with singular integral operators. It is easy to see that Hilbert transform, Riesz transform, Calderón-Zygmund operator, the R.Fefferman type singular integral operator satisfy (7.11), therefore, they satisfy (7.1). As usual, we define the truncated operators T ε associated with these four operators T , as
for each ε > 0, and the maximal operators T * associated with these four operators T , as
Clearly, T ε satisfy (7.1) and T ε a i has definition for every (p, s, w)-block a i . At the same time, it is known that T ε are bounded on L s for 1 < s < ∞, it follows that T ε satisfies (7.2)..
Let 0 < p < ∞, w ∈ A + q with 0 < q < p, and max{r w p/(r w − 1), 1} < s < ∞, then, we have by Theorem 7.1(i) that
holds w-a.e. when w ∈ A + q and holds a.e. when w ∈ A + q P by Proposition 2.6, i.e. T * satisfies (7.3) a.e.. At the same time, T ε satisfy (7.1), it follows T * satisfy (7.1). And these four maximal operators are bounded on L s for 1 < s < ∞, see [24] , [42] , [15] and also [58] , so, T * satisfies (7.2).
• The maximal Bochner-Riesz means at the critical index
• The maximal Fourier integrals operator
For 0 < p < ∞, w ∈ A + q with 0 < q < p, and max{r w p/(r w − 1), 1} < s ≤ ∞, by Theorem 8.1(i), B where each a j is a (p, s, w)-block and ∞ j=1 |λ j | p < ∞, i.e. B
(n−1)/2 * and S * satisfy (7.3). We known that B
(n−1)/2 R and S N satisfy (7.1), it follows that B
(n−1)/2 * and S * satisfy (7.1). And they are bounded on L s for 1 < s < ∞, see [58] for B (n−1)/2 * , see Carleson [7] and Hunt [25] , see also Fefferman [19] , Lacey and Thiele [35] for S * , so, they satisfy (7.2).
Then, by Theorem 7.1(ii) and 7.7(ii), we have the following theorem. In particularly, when 0 < p ≤ 1, we have (see [32, 33, 64, 72] ). The Fourier series of a function in L p w 1 < p < ∞ and w ∈ A p converges to itself w-a.e, (see [26] ). In fact, for w = 1 ∈ A + 1 P (see Remark 2.4), it is well known that these operators mentioned above fail to be bounded on L 1 , while L 1 = B 1,s 1 for 1 < s < ∞ (Corollary 3.8). And there exist a L 1 function such that lim sup R→∞ B (n−1)/2 R f (x) = ∞, a.e. and a L 1 function such that lim sup N →∞ S n f (x) = ∞, a.e., see [64, 72] . 8.3. Hardy-Littlewood maximal operator and Spherical maximal function.
• Hardy-Littlewood maximal operator M . M satisfies (7.1) (see [41] ). And M is L s boundedness for 1 < s ≤ ∞, it follows that M satisfies (7.2).
Let 0 < p < ∞, w ∈ A + q P with 0 < q < p, and max{r w p/(r w − 1), 1} < s ≤ ∞. Let f (x) = ∞ i=1 λ i a i (x) ∈ BH p,s w , where each a i is a (p, s, w)-block and ∞ i=1 |λ i | p < ∞. By Theorem 3.5(i) the series converge w-a.e., by Proposition 2.6, the series also converge a.e.. Therefore, |f (x)| ≤ ∞ i=1 |λ i ||a i (x)| a.e.. We know that M a i has definition. By Minkowski inequality, we see that M f has definition and M f (x) ≤ ∞ i=1 |λ i |M a i (x) a.e., i.e., M satisfies (7.3). Indeed, by (3.4) and (7.6), we have M f L p w < ∞, then, M f (x) < ∞ a.e. by Proposition 2.6, i.e. M f has definition almost everywhere.
We have by Theorem 7.1(ii) and 7.7(ii) that In fact, for w(x) = 1 ∈ A + 1 P it is known that M fails to be bounded on L 1 , while L 1 = BH 1,s 1 for 0 < s ≤ ∞(Corollary 3.8).
Remark 8. 19 . M is also bounded on L p w for 1 < p < ∞ and w ∈ A p , i.e. (1.1) holds for M , (see [44] ). But for all 0 < p ≤ 1, M fails to be bounded from L p to itself and from H p to L p , since M f is never in L p if f = 0. (see, for example, [24] ). Therefore, M maybe fails to be bounded from L p w to itself and from H p w to L p w for 0 < p ≤ 1 and w ∈ A 1 .
• Spherical maximal function. Let f ∈ L s with 1 ≤ s ≤ ∞, one may define
for t ∈ (0, ∞), dσ is the normalized Lebesgue measure on the unit sphere S n−1 . We define the corresponding maximal function
Mf (x) = sup t∈(0,∞)
|A t (f )(x)|.
Let 0 < p < ∞, w ∈ A + q P with 0 < q < p, and max{r w p/(r w − 1), 1} < s ≤ ∞. Let f (x) = ∞ i=1 λ i a i (x) ∈ BL p,s w , where each a i is a (p, s, w)-block and ∞ i=1 |λ i | p < ∞. By Corollary 3.5(i) and Proposition 2.6, the series converge almost everywhere. Therefore, |f (x)| ≤ ∞ i=1 |λ i ||a i (x)| a.e.. By Minkowski inequality, we see that A t (|f |) has definition and A t (|f |)(x) ≤ ∞ i=1 |λ i |A t (|a i |)(x) a.e., it follows A t (f ) has definition and
M is bounded on L p for p > n/(n − 1) and n ≥ 2, see [63] for n ≥ 3 and [4] for n = 2. But M fails to be bounded on L p for n = 1 and p < ∞, or for n ≥ 2 and p ≤ n/(n − 1), (see [67] , p471). M is bounded on L p |x| α for n ≥ 2, n/(n − 1) < p and 1 − n < α < n(p − 1) − p, but fails for the same n, p and α < 1 − n, (see [16] ).
We prove the following theorem.
Theorem 8.20. Let n ≥ 3, 0 < p < ∞, n n−1 < s ≤ 2, and p s < q < (n−1)p n . Let w ∈ A + q P. If r w p/(r w − 1) < s, then, M is bounded on BH p,s w , and satisfies (1.5) for all f ∈ BH p,s w . From Theorem 8.20 and Theorem 3.10, we have the following. 
