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ABSTRACT 
If Hi is an n x n and Hz an m x m invertible Hermitian matrix and X and 
Y are arbitrary complex m x n matrices, we call the last matrices equivalent 
if X = UsYUi for some HI-unitary matrix Ui and some Hz-unitary matrix 
Us. It is well known that if Hi and HZ are positive definite, then without 
loss of generality we can assume that they are identities, and X and Y are 
equivalent if and only if the (diagonalizable) matrices X*X and Y*Y have the 
same spectrum. In the present paper we show that, in general, the Jordan form of 
Xl*]X, where Xl’] is the Hi-Hz-adjoint of X, Xl’] = H;‘X*Hs, defines a finite 
number of nonequivalent classes of matrices and that each such class is defined by 
its integer matrix. Explicit formulas for all classes having the same Jordan form 
of X1*1X are presented. The necessary and sufficient conditions for an operator 
to be presentable as UZ with H-unitary U and H-self-adjoint H-consistent Z 
(“H-polar decomposition of the operator”) are found. 
1. INTRODUCTION 
Let X and Y be two complex m x n matrices. We call these matrices 
equivalent if X = UpYUl for some unitary m x m matrix U2 and some 
unitary n x n matrix U1. The study of m x n matrices up to the equivalence 
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above naturally leads to the theory of singular values of a matrix and 
singular-value decomposition. The following facts are well known (see, for 
example, [9, Chapter 7, Section 31). 
(I) Two m x n matrices X and Y are equivalent if and only if the 
(diagonalizable) matrices X*X and Y’Y have the same spectrum (the 
symbol Z’ denotes the transposed complex conjugate of Z). 
(II) The eigenvalues of the matrix X*X are real and nonnegative. If 
these eigenvalues are XT 2 Xz > ... 2 Xi 2 0, then the matrix X is 
equivalent to the matrix 
x0 = 
x1 0 ... 0 0 
0 x2 ... 0 0 
. . . . . . . . : 
0 0 ‘.. A,_1 0 
0 0 “. 0 A, 
if m 5 n; here Z is the m x (n - m) zero matrix. In this case Xm+i = 
Z 
x() = 
(1.1) 
x m+2 = . . = X, = 0. If m > n, then X is equivalent to the matrix 
x1 0 ... 0 0 
0 x2 ... 0 0 
. . . . . . . . : 
0 0 ... A,_1 0 
0 0 ... 0 A, 
Z 
(1.2) 
here Z is the (m - n) x n zero matrix. 
(III) Any m x n matrix X can be expressed as 
x = uzxoui 
with unitary U1 and Uz and with Xa defined as in (II). The last formula 
is called a singular-value decomposition. 
In this paper we attempt to generalize the theory of singular values to 
the case when the matrices Ui and U2 are Hr- and Hz-unitary rather than 
unitary. All our arguments will be related to spaces with indefinite scalar 
products. We shall use the definitions and notation from the book [5], but 
recall some of them to make the paper self-contained. 
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We are considering a complex n-dimensional space C” with indefinite 
scalar product [ , 1. The latter can be defined as follows. Let ( , ) be a pos- 
itive definite Hermitian form on C”. Then for an appropriate nonsingular 
Hermitian operator H : C” + C” we define the indefinite scalar product 
[x, y] by the identity 
1x1 ~1 = (Hx, Y), x,y E C”. 
If A is a linear operator acting in C”, the H-adjoint of A (denoted by 
Al’]) is defined by the identity 
[Al’lx, Y] = [x,Ayl, x,y E C”. 
It is easy to see that the matrix of the operator Al’] can be expressed in 
terms of A and H as 
A[*1 = H-lA*H, (I.3 
where A* is complex conjugate transpose to A. 
An operator A is called H-self-adjoint if 
Al”] = A. 
An operator U acting in C” is called H-unitanJ if it preserves the 
indefinite scalar product, i.e., if 
P, UYI = 1x7 Yl. 
It is easy to see that the operator U is H-unitary if and only if U”l = I--‘. 
The last definition can be naturally extended to the case of two oper- 
ators acting in different spaces as follows. First, let CT and Cz be two 
n-dimensional spaces with indefinite scalar products defined by invertible 
Hermitian operators Hi and Hz respectively. These spaces are called iso- 
metric if there exists a linear operator U : Cy -+ Ci that preserves the 
indefinite scalar product, i.e., such that 
[ux, uY]H, = 1x7 Y]Hl vx,y E cy. 
In terms of matrices the last identity can be written as 
Hi = U*HsU. 
The operator U with the last property is called Hi-Hz-unitaT. 
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Next, let Ar be an operator acting in C; and let As be an operator 
acting in CT. The operators Ai and As are called unitarily equivalent if 
there exists an HI-Hz-unitary operator U such that A2 = UArU-l. 
A basis {er,eg,... , e,} of C” is called H-unitary if 
[ei,ej] = 0 if i #j, i,j = 1,2 ,...,n, 
[ei, ei] = 1 if i=1,2 ,..., h+, 
[ei,ei] = -1 if i = h+ + 1, h+ + 2,. . . , n. 
Here h+ is the number of positive eigenvalues of H, sometimes called the 
positive index of inertia of the indefinite metric form. 
Following [7], we will call a basis {fi, fs, . . . , fn} of C” positive (negative) 
sip orthogonal if 
[fi, fj] = 
i 
0 if ifjfnfl, 
& if i+j=n+l, 
where E = 1(-l). It is easy to see that, if n is even, a sip orthogonal 
basis of C” exists if and only if n = 2h+ (in this case we can find a 
positive sip orthogonal basis as well as negative one). If n is odd, a positive 
(negative) sip orthogonal basis exists if and only if h+ - h- = l( -l), 
where h- is the number of negative eigenvalues of H (the negative index of 
inertia of the indefinite metric form). What we call a positive (negative) 
sip orthogonal basis A. I. Maltsev in [8] called positive (negative) normal 
basis. 
The following well-known result [5, Theorem 3.31 will play a crucial role 
in our further arguments. 
THEOREM 1.1. For any H-self-adjoint operator A acting in n-dimen- 
sional space C” with indefinite scalar product defined by an invertible Her- 
mitian operator H, there exists a basis in which the matrices of A and H 
have the following canonical forms: 
A = J(Xl) 63.. . a+ J(X,) B J(X,+r) @. . . J(Xp), 
H=E~S~~...~E,S~~S~+~~...S~, 
(1.4) 
where X1,. . . , X, are real and &+I,. . . , xp nonreal eigenvalues of A; Jk(X) 
is the upper Jordan block of size k with eigenvalue X if X is real, and the 
direct sum of two Jordan blocks of size k/2 (k is even) each, the first with 
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the eigenvalue X and the second with eigenvalue 5, if X is nonreal; Si is 
the matrix of the size of Ji whose (j, size(J,) - j + 1) th entry is 1 and 
all remaining entries 0 (so-called sip mate see [5]) (i = 1,2, . . . , ,B), and 
{&1,&Z,... , E,} is an ordered set of signs fl. The canonical form (1.4) is 
unique. 
The present paper consists of this Introduction and seven further sec- 
tions. In Section 2 we define a special class of H-self-adjoint operators 
acting in a space with an indefinite scalar product. We call operators 
from this class H-consistent. We show that these operators play, in a 
certain sense, the role of positive semidefinite operators in spaces with 
positive definite scalar products. We study these operators and find a cri- 
terion for an H-self-adjoint operator to be H-consistent in terms of its 
canonical form. In Section 3 we extend the concept of an H-consistent 
operator to the operators that map one of the two spaces (not necessar- 
ily of the same dimensions) with indefinite scalar products to the other, 
and we study properties of these operators. In Section 4 we show how 
to find all the solutions of the equation X1*1X = A. We also define an 
equivalence relation on the set of all the above solutions. The problem of 
classification of these solutions turns out to be equivalent to the problem 
of classification of subspaces V of the kernel of a nilpotent H-self&joint 
operator A up to a transformation {A, V} -+ {UIAU, UV} where U 
is an H-unitary operator. The latter problem is solved in Section 5. It 
is shown that the number of mutually nonequivalent classes of subspaces 
of the kernel of a nilpotent H-self-adjoint operator is finite. It is also 
shown how to list all nonequivalent classes and obtain a canonical repre- 
sentation for each class. In Section 6 we classify the linear maps X from 
one space with indefinite scalar product to another space up to the trans- 
formations X + UzXUi with Hz-unitary operator U2 and Hi-unitary 
operator Ui. For each class of equivalent operators we present explicit 
formulas that define a representative of this class. In Section 7 we illus- 
trate the techniques developed in the previous sections on examples, where 
we find explicitly all mutually nonequivalent classes of solutions for some 
concrete equations (equivalently, all classes of nonequivalent maps that cor- 
respond to the given operator X1*1X). In the last section, Section 8, we 
find the necessary and sufficient conditions for an operator A to allow a 
representation A = US where U is an H-unitary operator and S is an 
H-self-adjoint H-consistent operator. In the case of positive definite H 
such a representation exists for any operator A and is called the polar 
decomposition. 
The results of the paper were partly announced in [I], [2], [3], and [4]. 
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2. H-CONSISTENT OPERATORS AND THEIR PROPERTIES 
Let A be an H-self-adjoint linear operator acting in C”. We can define 
a new bilinear form < , + on C” by the identity 
4 X,Y += [Ax,yl, x,y E C”. (2.1) 
Obviously, it can be also defined by the identity 
4 X,Y += (fiX,Y), X,Y E C”, P-2) 
where 
G=HA. (2.3) 
The operator G in (2.3) is Hermitian. Indeed, since A is H-self-adjoint, 
we have A = H-lA*H [see (1.3)], which implies (HA)* = HA. 
DEFIIJITION 2.1. Let A be an H-self-adjoint operator acting in C”, 
and let H be the Hermitian operator defined in (2.3). We say that A is 
H-consistent if the number of positive (negative) eigenvalues of G does not 
exceed the number of positive (negative) eigenvalues of H. 
Observe that if H is p_ositive definite, then A is H-consistent if and only 
if all the eigenvalues of H are nonnegative. Hence, the concept of an H- 
consistent H-self-adjoint operator generalizes the concept of a non-negative 
Hermitian operator. 
The usefulness of the concept of an H-consistent operator is justified 
by the following result. 
THEOREM 2.1. The equation 
X1*1X = A, (2.4) 
where A is a given and X an unknown linear operator acting in the space 
with indefinite metric, has a solution if and only if A is an H-consistent 
H-self-adjoint operator. 
PROOF. Let the equation (2.4) be solvable, and let Xc be any solution 
of this equation. As in (2.3), let G = HA, and let h+(h-) be the number of 
positive (negative) eigenvalues of H. Let h+(h-) be the number of positive 
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(negative) eigenvalues of G. Define a new Hermitian form 4 , + on C” by 
the identity 
+ x, Y += [xox,xoYI~ (2.5) 
There exist vectors eP, p = 1,2,. . . , h+, such that 
Due to (2.5), 
[X0%, Xoej] = f&j, i,j = 1,2 K+ )..., . 
Therefore, the i+ vectors Xcei are linearly independent and can serve as 
first vector_s of some H-unitary basis. By the inertia theorem, hf 5 h+. 
Similarly, h- 5 h-. So, by Definition 2.1, A is H-consistent H-self-adjoint 
operator. 
Conversely, let A be H-consistent H-self-adjoint operator acting in C”. 
There exists an H-unitary basis {er,es, . . . ,e,} of C”. Let {fr, fi, . . . , fn} 
be a canonical basis for the bilinear form 4 , + defined as 
+ X,Y += [Ax,yl, X,Y E C”, 
i.e., 
4 fi,fi *= 1 if i = 1,2 ,..., il+, 
+fi,f,k=-1 if i=h++l,h++2 ,..., h++7E-, 
4 fi,fj +=O for all remaining i, j. 
Here h+(h-) is the number of positive (negative) eigenvalues of the oper- 
ator H = HA. Observe that, since A is H-consistent, we have 
h+ < h+ - 7 ?E- < h- - . 
Define the operator Xc by the identities 
Xcf, = ei 
if i=1,2 ,..., , x+ h++l h++2 , ,..., h++z- 
0 for the remaining i. 
It is easy to see that for all x,y E C” the identity [Ax, y] = [Xox,Xoy] 
holds, and therefore Xc is a solution of the equation (2.5). W 
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REMARK. In Section 4, dedicated entirely to the equation (2.4), we 
shall see that the operator X0 defined in the proof of the Theorem 2.1 is 
one of the solutions of minimal possible rank. 
The following examples illustrate how some well-known properties of 
positive semidefinite Hermitian operators can be generalized to the case of 
indefinite scalar product. 
EXAMPLE 2.1. If A is an H-self-adjoint idempotent operator, then A 
is H-consistent. Indeed, A = A2 = A[*lA, and the statement follows from 
Theorem 2.1. 
EXAMPLE 2.2. [9, Chapter 71. Any nonnegative even power of an H- 
self-adjoint operator is an H-consistent operator. Indeed, if an operator A 
is H-self-adjoint and m is a nonnegative integer, then A2m = X[*lX where 
X=A”. 
EXAMPLE 2.3. [9, Chapter 71. If A is an H-consistent linear operator 
and m is a nonnegative integer, then A” is also H-consistent. Indeed, if 
m is even, the statement was proved in Example 2.2. Assume that m is 
odd. By Theorem 2.1, A = X[*lX for some operator X. Then 
A”’ = Y[*lY, where Y = XX[*lXX[*lX . . . X . 
Thus, A” is H-consistent. 
m factors 
EXAMPLE 2.4. An operator A is H-consistent if and only if the opera- 
tor P[*] AP is H-consistent for any operator P. (Again follows immediately 
from Theorem 2.1.) 
The following theorem constitutes a criterion for an H-self-adjoint op- 
erator to be H-consistent in terms of the canonical form of A. 
THEOREM 2.2. Let A be an H-self-adjoint operator acting in C”. 
Let in the canonical form described in Theorem 1.1 the operator A have 
k+(k-) Jordan blocks of odd size with negative eigenvalues and E = 1 
(E = -l),p+(p-) Jordan bl oc s o even size with eigenvalue 0 and E = 1 k f 
(& = -l), and q+(q-) Jordan blocks of odd size with eigenvalue 0 and 
E = l(& = -1). Then A is H-consistent if and only if the two inequalities 
k+-k-t-p-+q+>O, k--k++p++q- >O (2.6) 
hold simultaneously. 
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PROOF. Let the matrices of A and H in a certain canonical basis of 
C” be as in (1.4), and let 
Cn=V1~...~V,$V,+l~...$Vp 
be the corresponding orthogonal decomposition of C”. Let 
dimVi=si fori=1,2 ,..., cy, 
dimVi =2si for i=a+l,cr+:! ,..., p. 
In the same basis the operator fi defined as in (2.3) has the matrix 
ti = E&Xi) @. . . a3 G&X,) CB S(X,,l) 63.. . cl3 S(X,), (2.7) 
where 
S(p) = 
0 0 ... 0 p 
0 0 *.. p 1 
. . . . . . . . . . 
0 p ..’ 0 0 
p 1 ... 0 0 
P = Xl, x2,. . . , L (2.8) 
’ K(P) 
p = &Y+1, &x+2,. . . , xp. 
0 0 ... 0 p 
0 0 ... p 1 
. . . . . . . . . . . . 
0 p ... 0 0 
p 1 ... 0 0 I 7 
(2.9) 
Notice that 5(X,) = SiJ(Xi), where the matrices Si and J(Xi) are as defined 
in Theorem 1.1. 
Since for any Hermitian matrix the number of its positive (negative) 
eigenvalues is the same as the positive (negative) index of inertia of the 
corresponding Hermitian form, the matrix Si has si/2 positive and si/2 
negative eigenvalues if si is even and has (si + 1)/2 positive and (si - 1)/2 
negative eigenvalues if si is odd (i = 1,2,. . . ,a). For i = a+l,cu+2,. . . ,p 
the matrix Si has si positive and si negative eigenvalues. Next, it follows 
from (2.7), (2.8), and (2.9) that, for i = 1,2,. . . ,a, the matrix S(Xi) has 
si/2 positive and si/2 negative eigenvalues if si is even and Xi # 0. For the 
same values of i and odd si the matrix S(Xi) has (si + 1)/2 positive and 
(Si - 1)/2 ne a ive eigenvalues if Xi > 0 and has (si - 1)/2 positive and g t 
(si+1)/2negativeeigenvaluesif Xi < 0. If i = cr+l,cr+2,.. .,p, thenS(Xi) 
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has si positive and si negative eigenvalues. Finally, let Xi = 0 (and therefore 
1 < i I o). Then the operator s(Xi) has (si - 1)/2 positive and (si - 1)/2 
negative eigenvalues if s, is odd, and 2(X,) has s,/2 positive and (s,/2) - 1 
negative eigenvalues if si is even. Now the direct evaluation shows that 
h+-;+=k+-Ic-+p-+q+, h- - h- = k- - k+ + p+ + q-r 
and the statement of the theorem immediately follows from Definition 2.1. 
??
COROLLARY 2.1. 
(I) A nonsingular H-self-adjoint operator A is H-consistent if and only 
if in its canonical form described in Theorem 1.1 the number of Jordan 
blocks of odd size with negative eigenvalues and E = 1 is equal to the number 
of Jordan blocks of odd size with negative eigenvalues and E = -1. 
(II) If A is a nilpotent H-self-adjoint operator, then A is H-consistent. 
(III) If the canonical form of an H-self-adjoint operator A does not 
contain Jordan blocks of odd size with negative eigenvalues, then A is H- 
consistent. 
PROOF. Follows immediately from Theorem 2.2. W 
COROLLARY 2.2. The direct sum of two H-consistent operators is H- 
consistent. 
PROOF. Follows immediately from Theorem 2.2. W 
Unfortunately, some of the properties of Hermitian positive semidefinite 
operators do not extend to H-consistent operators. 
EXAMPLE 2.5. If A is an H-consistent operator and V is a nondegen- 
erate invariant subspace of A, then the restriction A 1 V is not necessarily 
H-consistent. Indeed, let the matrices of A and H in the basis {ei, es} of 
C2 be 
A=(-; g>, H=(-; :). 
Using the notation of Theorem 2.1, we have for the operator A 
k+ = 0, k- = 1, p+ = p- z 0, qf = 1, 4- = 0. 
By Theorem 2.1, A is H-consistent. Let VI = span{ei} and Vs = ViL1 = 
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span{ez}. The restriction A 1 Vz = 0 and is an H-consistent operator. 
However, the restriction A 1 VI is not H-consistent, because for the last 
operator the integers defined in Theorem 2.1 are 
Ic+ = 0, k- = 1, p+ = p- = q+ = q- = 0, 
and the first inequality in (2.6) fails. 
EXAMPLE 2.6. If A and B are two H-consistent operators, their sum 
is not necessarily H-consistent. Indeed, let the matrices of A, B and H in 
a certain basis of C2 be 
A=(-:, ;), B=(; ;), H=(-:, ;). 
It is easy to see that here each of the two operators A and B is H-consistent, 
while their sum A + B is not. 
3. AN Hr-H2-CONSISTENT OPERATOR AND ITS 
CANONICAL FORM 
We can generalize Definition 2.1 from the previous section as follows. 
Let A be an Hr-self-adjoint operator acting in an n-dimensional vector 
space with indefinite scalar product [ , ] 1 defined by an invertible Hermitian 
operator Hr. Assume that the operator Hr has h: positive and h, negative 
eigenvalues. As in previous section, let a bilinear form 4 , S- be defined as 
3 X,Y + = [Ax,Y]I, X,Y E C”, 
and the Hermitian operator Hr be defined as 
Hr = HrA. 
Denote the number of positive (negative) eigenvalues of Hr by h+(h-). 
Let Cm be another space, of dimension m, and [ , ]Z be an indefinite scalar 
product defined by an invertible Hermitian operator Hz acting in Cm. 
Assume that the operator Hz has hz positive and & negative eigenvalues. 
DEFINITION 3.1. We say that an Hr-self-adjoint operator A is Hi- 
Hz-consistent if the two inequalities 
166 YURI BOLSHAKOV AND BORIS REICHSTEIN 
hold simultaneously. 
DEFINITION 3.2. Let X : C” -+ C” be a linear operator. Then the 
operator Xl*1 : Cm -4 Cn ,Hr-Hz-adjoint to X, is defined by the identity 
[xi*lv2, v] l = [vz, xv112 VVl E cn, v2 E cm. 
It is easy to see that the last identity defines one and only one operator 
and that this operator is linear. If {ei}i=i,2,...,,, is a basis of C” and 
{fj)j=l,2,...,m is a basis of Cm, then the matrix of Xl*1 in these bases can 
be found as 
Xl*] = H11X*H2. (3.1) 
The following statement is similar to Theorem 2.1. 
THEOREM 3.1. The equation 
X[*]X = A, (3.2) 
where A : C” --+ C” is a given and X : C* -+ Cm an unknown operator, 
has a solution if and only if A is an Hi-Hz-consistent HI-self-adjoint 
operator. 
PROOF. The proof is almost a verbatim repetition of that of Theorem 
2.1. Hint: In the second part of the above proof instead of the H-unitary 
basis 
yihl,2,...., of c n we should introduce an Hz-unitary basis {ej}j=r,2,...,m 
??
Recall the notation used in Theorem 1.1. If X is a real number, then 
the symbol Jn(X) will denote the upper triangular n x n Jordan block with 
eigenvalue X. If X E C and X $ R, then the symbol Jn(X) will be defined 
only for even n, n = 2k, and will denote the direct sum of two upper trian- 
gular k x k Jordan blocks, the first with eigenvalue X and the second with 
eigenvalue x. The symbol S, will denote the n x n sip matrix, i.e., the 
matrix whose (j, n + 1 - j)th entry is 1 and all remaining entries 0. 
Here are three important examples of Hi-Ha-consistent operators. 
EXAMPLE 3.1. Let m = n = 2k, X E C, X $! R. The operators A, Hi, 
and HP are defined by their matrices in appropriate bases of C” and Cm 
as follows: 
A = Jn(XL HI = sn, H2 = S,. (3.3) 
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EXAMPLE 3.2. Let m = n, X E R, X # 0. The operators A, HI, 
and Ha are defined by their matrices in appropriate bases of C” and C” 
as follows: 
A = J,(A), Hr = E&, Hs = sign(X)&&, E = 1 or - 1. (3.4) 
EXAMPLE 3.3. Let m = n - 1. The operators A, HI, and Hz are 
defined by their matrices in appropriate bases as follows: 
A = J,(O), Hr = ES,, Hz = sSn_r, E = 1 or - 1. (3.5) 
These examples are important because an arbitrary Hr-Hz-consistent 
operator A can be expressed as a direct sum of the canonical forms (3.3)- 
(3.5). More precisely, the following statement is true. 
THEOREM 3.2. Let C” and C” be two linear spaces, of dimension n 
and m correspondingly, with indefinite scalar products defined by invertible 
Hermitian operators Hr (acting in Cn) and Hs (acting in Cm). Let A : 
n 4 Cn be an arbitrary HI-Hz-consistent operator. 
Then there exist bases of C”, and Cm in which the matrices of A, Hr 
and Hs are 
Al 0 ... 0 Hr,l 0 . . . 0 
0 A2 ... 0 
. . . . . . 
0 0 ... A, 
H1,2 . . . 0 
0 . . . HI,, 
H2,r 0 . . . 
0 H2,2 . . . 
ii2 = (3.6) 
0 0 . . . Hz+ 0 
0 0 . . . 
where, for each t = 1,2,. . . , s, the matrices At, Hr,t, and Hs,t are of sizes 
nt, nt, and mt as defined in Examples 3.1-3.3, and He is a diagonal matrix 
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whose diagonal entries are several +1’s followed by -1’s. The represen- 
tation of A, Hi, and Hz in the form (3.6) is unique (up to synchronous 
permutations of diagonal blocks). 
PROOF. According to Theorem 1.1 in C” there exists a basis 
{ei)i=l,2,...,n such that the matrices of A and Hi are as in (3.6). Ac- 
cording to Theorem 3.1, the equation X1*1X = A with an unknown op- 
erator X : C” + C” has at least one solution, say, X = Xc. For each 
i = 1,2,..., n let fi = Xcei. 
Assume first that Ai and Hi,1 are as in (3.3) (Example 3.1) with n = 
nl = 2k. A straightforward calculation shows that the matrix of scalar 
products of vectors Xcei, i = 1,2,. . . , ni is &J,(X). Recall that, for any 
H-self-adjoint operator B, the matrix of scalar products of B in a basis 
{ei} is the matrix whose (i, j) entry is [ej, e,]. The last matrix has the 
same positive and negative indices of inertia as the matrix S,. Therefore, 
there exists a nonsingular matrix T such that 
T*S,J,(X)T = S,. (3.7) 
In fact, as a straightforward calculation shows, we can set 
T= (3.8) 
where 0 and I are zero and identity k x k matrices respectively, and J is 
the k x k upper Jordan block with the eigenvalue X. The matrices of A, 
Hi, and Hz in the bases {ei}i=i,z ,,.,, 71 of C” and {TXcei}i,r,z ,..., m of C” 
are as in Example 3.1. 
The second case, when Ai and Hr,i are as in (3.4) (Example 3.2) with 
n = nl, is treated similarly, the only difference being that the matrix 
S,J,(X) has the same indices of inertia as sign(X) S, and the matrix T 
can be found such that 
T*S,J,(X) T = sign(X) S,. (3.9) 
We can set, as it is easy to verify again, 
T = [sign(X) Jn(X)]-‘/2. (3.10) 
The matrices of A,Hi,and Hz in the bases {ei}i=i,z,...,n and C” and 
{TXooi}i=i,2,...,m of C” are as in Example 3.2. 
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Next we assume that Ar and Hi,i, are as in (3.5) (Example 3.3) with 
n = nr. Let ml = ni - 1, and for j = 1,2,. . . , ml let fj = Xeej+i. Further, 
let the subspace C”’ c C” be defined as Cm’ = span{fj}j,i,z ,.,,, m1. A 
straightforward calculation shows that the matrix of the restriction Hz 1 
Cm1 is exactly the matrix Hz in Example 3 with m = ml (and hence the 
vectors {f~}j=i,z,...,ml are independent). 
Let v. w E C” be two vectors such that 
[v, Aw]i = 0. (3.11) 
Then [Xav,Xaw]z = [v, Aw]i = 0. If the operator A is brought to the 
canonical form from Theorem 1.1, then any two vectors v and w that belong 
to distinct Jordan blocks of A have the property (3.11). Hence, the images 
of any two subspaces that define two Jordan blocks are Hz-orthogonal and 
realize the Hz-orthogonal decomposition of the space C” that corresponds 
to the Hi-orthogonal canonical decomposition of C”. 
Finally, it is obvious that the union of all vectors in C” corresponding to 
all Jordan blocks of the operator A found above is independent and that the 
subspace C2 = Cmlfmzf”‘+ms spanned by this union is a nondegenerate 
subspace of C”. Therefore, the subspace (C2)111 = (Cml+m~+~~~+m~)l~I, 
the Hz-orthogonal complement of Cz = Cmlfmz+“‘+ms, is also nondegen- 
erate. Hence, in Cfl we can find an Hz-orthogonal basis such that the 
scalar product of each of the first vectors with itself will be +1 while the 
scalar products of each of the remaining vectors with itself will be -1. 
Appending this basis to the basis of C2 found before, we obtain a basis 
{fi}i=i,2,...,,,, that satisfy all conditions of the Theorem. We observe that 
the canonical representation (3.6) is uniquely defined by the canonical rep- 
resentation of the operator A and the indices of inertia of the space C” and 
C”. Therefore, this representation is unique, because the representation of 
A described in Theorem 1.1 is unique. ??
REMARK. The relation between n and m in the last theorem is 
m = n - dim Ker A + size(He). 
4. THE EQUATION X1*1X = A 
Let C” and C” be two linear spaces, of dimensions n and m, with 
indefinite scalar products [ , 11 and [ , 12 defined by invertible Hermitian 
operators Hi and Hz respectively. In this section we will find all solutions 
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of the operator equation 
X1*1X = A, (4.1) 
where A : C” + C” is a given and X : C” -+ Cm an unknown operator. 
First we present three lemmas that will prove very useful. The first of them 
extends the corresponding statement regarding the positive definite scalar 
product from [7, pp. 241-2441 to the case of an indefinite scalar product. 
LEMMA 4.1. Let C”, Cm,Hi, and Hz be as above, and let X,Y : 
C” + Cm be two linear operators. Then Y can be presented in the form 
Y=UX, (4.2) 
where U is Hz-unitary, if and only if the conditions 
y[*ly = x[*lx, KerX = KerY (4.3) 
are both satisfied. 
PROOF. If (4.2) holds, then Y[*IY = X[‘lU[*lUX = X1*1X, i.e., the 
first identity in (4.3) holds. Since the operator U in (4.2) is nonsingular, 
the second identity in (4.3) also holds. 
Conversely, assume that both relations (4.3) hold. Let dimImX = p, 
and let p+, p- , and p” be the positive and negative indices of inertia and 
the defect of the restriction of the scalar product [ , 12 to Im X, respectively. 
In ImX there exists a basis 
such that 
m=l,Z,...,p (4.4) 
i =j = 1,2 ,..., p+, 
i=j=p++l,p++2 ,..., p++p-, 
0 otherwise. 
Let 
{ei)z=l,2,...,p 
be vectors in Cn such that 
and let 
Xei = f,, i=1,2 )...) p, 
gi = Ye,, i = 1,2 )...) p. 
(4.5) 
(4.6) 
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The vectors (4.6) are linearly independent. Indeed, if CL, aigi = 0, then 
cE1 aie, E KerY and, due to the second identity in (4.3), cy=‘=, aiei E 
KerX, i.e., 
f: cqf, = 0. (4.7) 
i=l 
Since (4.4) is a basis of ImX, (4.7) implies (~1 = ~2 = . .. = oP = 0, 
so that the vectors (4.6) are independent. From the second relation (4.3) 
it follows that the vectors (4.6) form a basis of ImY. The linear map 
U’ : ImX -+ ImY defined by the identities 
U’fi = gi, i = 1,2 )...) p, 
is isometric [due to (4.5), (4.6) and the first relation in (4.3)]. ??
THEOREM 4.1 (WITT [6, CHAPTER&SECTION 111). L&C; andCF 
be two isomorphic n-dimensional spaces with indefinite scalar products [ , ] i 
and [ , ]z defined by invertible Hermitian operators HI and Hz respectively. 
Let VI c Cl” and Vz c CT be two subspaces of dimension m each, and 
let UO : VI + V2 be a nonsingular map that preserves the scalar products, 
i.e., 
[Uov, Qlv’]2 = [v, V’]l vv, VI E VI. 
Then there exists an Hr-Hz-unitary operator U : Cy -+ CF such that the 
restriction U( VI = UO. 
PROOF. Let {ei}i=l,2,...,rn be a basis of VI such that [e3, ej] r = 1 for 
j = 77l4)+1,7nc+2,..., q+m+, [ek,ek]i = -1 fork= mc+m++l,m0+ 
m+ +2,..., m, and all the remaining scalar products of the basic vectors 
are zero (so that the Hermitian operator defining the scalar product on VI 
has m+ positive and m- negative eigenvalues, and the multiplicity of zero 
is m). Introduce m linear functions cq(x) on Cy: 
N(X) = [ei,xll, i = 1,2,. . . , m. 
There exist vectors Gi such that oi($) = S,, i.e., that [ei,$]i = 6, for all 
i,j = 1,2 ,..., m. Let 
wk = span {ek,~k), k=1,2 )..., Inc. 
Since [ek, ek]i = 0 and [ ek, ek]l = 1, each wk is nondegenerate. With- 
out loss of generality we can assume that, for k = 1,2,. . . , mc, we have 
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[&, &]r = 0 (indeed, we can always replace vector & by the vector 
& - $ [&, &] lek, which has the above property). Let 
It is easy to see that 
[ei,e& = -1, [ez,e;l]l = 1, [e;,eg!l = 0. 
We can append vectors 
es, s=2mo+m++m-+1,27n0+m++m_+2 )...) n, 
to the set 
{ ek, e&e,+r, ew+2,. . . , h)k=1,2 ,..., m. 
of 2q + m+ + m- vectors so that the resulting set will be an Hi-unitary 
basis of C;L. 
Now let fi = Ueei, i = 1,2,. . . , m. In the space C; we introduce 
vectors fL and f[(/c = 1,2, . . . , m) and vectors f,(s = 2~ + m+ + m- + 1, 
2~ + m+ + m_ +2, . . . , n) in exactly the same way as we introduced vectors 
e; and el and e, in C;L. 
Define the operator U : Cy -+ CT by the identities 
Ue; = fi, Uei = f[ k=1,2 )...) m4), 
Ue, = fs, s = 2rne + 1,2m~ + 2,. . . ,n. 
It is easy to see that the operator U has all the properties required by the 
statement of the theorem. 
We will prove that UX = Y. Indeed, let v E C”. Since (4.4) is a basis 
of ImX, we have Xv = CT=‘=, ,L3ifi for some ,&, 02,. . . , ,L$ E C. Obviously, 
v - Cf=‘=, &ei E Ker X = Ker Y and therefore Yv - CT=1 Pigi = 0. The 
last identity can be rewritten as Yv = UXv, or Y = UX. This concludes 
the proof. ??
The second of the lemmas mentioned above relates to affine spaces C” 
and Cm. 
LEMMA 4.2. Let C” and C” be two complex linear spaces, and X, Y : 
C”+C” be two linear operators such that 
Rank X 2 Rank Y. (4.8) 
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Let 
C’ = Span {Ker X, Ker Y}, 
and let C” be any subspace of C” such that 
C” n C’ = 0, span{<=“, C’} = C”. 
Then there exists a linear operator P : C” -+ C” such that 
P : c’ --+ C’, P/C” = I, Ker XP = Ker Y. (4.9) 
PROOF. Let 
dim Ker X = p, dim Ker Y = q, dim(Ker X n Ker Y) = T. 
Then dimC’ = p + q - r. Due to (4.8), p < q. There exists a basis of C’, 
(el,e2,...,er,er+l,...,e,,e,+l,e,+z ,..., E,}, 
such that 
{el,e2,...,e,) 
is a basis of Ker X n Ker Y, 
is a basis of Ker X, and 
{el, e2,. . . , er,G+lrer+2,. . . , %I 
is a basis of Ker Y. Let P be a linear operator defined by the identities 
Pei=ei, i=1,2 ,..., r; Pej = Z$, j=r+l,r+2,...,p; 
P& = 0, k=p+l,p+2,...,q; PGl = el, z= r+1,7-+2,...,p; 
pv” = v” v v” E C”. (4.10) 
It is easy to check that the operator (4.10) satisfies all the conditions in 
(4.9). Indeed, the first two identities obviously hold. To verify the last 
condition in (4.9) we observe that for i = 1,2,. . . , r and j = 1” + 1, T + 
2,. . . , q we have XPei = XPEj = 0, and therefore 
KerY c KerXP. (4.11) 
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On the other hand, let v E Ker XP and 
v= Xi% + 2 yje, + 2 zk& f v”, vtt E C”. 
i=l j=r+l k=l 
Then 
PV = 2 Xiei + 2 yjyje, + 5 q&k + V”, 
i=l j=r+1 
and, since v E Ker XP, we have 
k=l 
Yj = 0, j = 1,2 ,...) p, vI’=o, 
i.e., v E Ker V. Therefore, 
Ker XP c Ker Y. 
The last inclusion, along with (4.11), implies the last relation in (4.9). H 
Before we state the last of the above-mentioned lemmas, we introduce 
one class of linear operators that will play an important role in our further 
arguments. Let C” be any direct compliment of Ker A, i.e., 
c’ n C” = 0, span{C’, C”} = C”. 
We define the set R of operators as follows: 
~={P:C~+C~(PC’CC’,P~C”=1}, (4.12) 
i.e., P E s1 if and only if P has the following 2 x 2 block form with respect 
to the above decomposition of C”: 
P= 
PO 0 
( ) 0 I. 
(4.13) 
LEMMA 4.3. If a linear operator XI : C” -+ C” is a solution of the 
equation (4.1) and P E R, then the operator X2 = XiP is also a solution 
of (4.1). 
PROOF. Letv,w E C” and 
v = v’ + VI’, w = w’ + WI’, v’, w’ E C’, VI’, wrt E C”. 
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Then 
and 
[Av, w]i = [Av”, w]i = [v”, Aw]i = [v”, Aw”]r 
[APv, Pw] I = [Av”, Pw]i = [v”, APw]i = [v”, Aw”]r, 
so that 
Pl’lAP = A. 
Now we have 
Xk1X2 = p[*]XI’]X1p = p[“]Ap = A. 
Thus, the operator X2 is a solution of the equation (4.1). ??
THEOREM 4.2. Any solution X of the equation (4.1) can be repre- 
sented as 
x = UsXcP, (4.14) 
where X0 is a fixed solution of the equation (4.1) of the largest possible 
rank, U2 is an Hz-unitary operator, and P E R. 
PROOF. Due to Lemmas 41.1 and 4.3, it suffices to prove that, for any 
solution X of the equation (4.1/), th ere exists an operator P E R such that 
Ker XaP = Ker X. In order tq prove that, we introduce the subspace 
C’ = Span{Ker Xc, Ker X}. 
Since Xc and X are solutions of the equation (4.1), we have 
C’ c Ker A. 
Let C be any subspace of C” such that 
C’ n c = {O}, Span{ C’, C} = Ker A, 
and let C be any subspace such that 
CnKerA=O, Span{ c, Ker A} = C”. 
Then we obtain the decomposition 
C” = C’ cl3 C”, 
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where C” = Span{C, C}. S’ mce the rank of X does not exceed the rank of 
X0, we can apply Lemma 4.2 and conclude that there exists an operator 
P E R such that 
KerXoP = KerX. 
The theorem is proved. ??
Using the results of Theorem 4.1, we can obtain all the solutions of the 
equation (4.1) if we find any solution Xe of maximal possible rank. Here 
we show how to construct such a solution. Recall that we have two spaces, 
C” and C”, with indefinite scalar products [ , 11 and [ , 12 defined by 
invertible Hermitian operators Hr and Hz respectively. The operator Hi 
has hr positive and h, negative eigenvalues, and the operator Hz has hzf 
positive and 5 negative eigenvalues. We also have an Hi-Hz-consistent 
operator A acting in C”. Let the positive and negative indices of inertia 
and the defect of the bilinear form + , + defined by the identity 
+ X,Y *= [Ax,YII 
be h+, h-, and ho respectively. In the space C” we can find a basis 
{el,e2,...,e,) 
such that 
1 if i =j = 1,2 ,..., h+, 
4 ei,ej += -1 ifi=j=h++l,h++2,. 
0 in all the remaining cases. 
Introduce the notation 
(4.15) 
h++h-, (4.16) 
d+ = ht-h+, d- z b--h-, d = min{ d+, d- 1, h = h++h-, 
(4.17) 
so that 
rank A = h, ho = n - h, dimKer A = ho. (4.18) 
Since we assume the equation (4.1) solvable, Theorem 3.1 implies that 
d+ 2 0, d- 2 0. (4.19) 
LEMMA 4.4. IjX is a solution of the equation (4.1), then 
rankX 5 h+ d. (4.20) 
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PROOF. An operator X : Cn -+ C” is a solution of the equation (4.1) 
if and only if 
+ v,w >= [Xv,Xw]z vv,w E C”. (4.21) 
The rank of X is the dimension of ImX. Let (4.15) be a basis of C” with 
the properties (4.16), and let 
C’ = span{ei}f==,, C” = span{ej}~zh+l. (4.22) 
We have 
Due to (4.21), 
Im X = span{ XC’, XC”}. (4.23) 
dim(XC’) = h, [XC”, Im(X)] 2 = 0. (4.24) 
Thus, 
XC” C (Im X)1112, [xc”, xc”] 2 = 0. 
The scalar product on the subspace (ImX)1112 c C” has positive and 
negative indices of inertia equal to df and d- respectively. Therefore, 
dim XC” < d, (4.25) 
where d is as in (4.17). Combining (4.23), the first equality in (4.24), and 
the inequality (4.25), we derive (4.20). ??
Now we are in a position to construct a solution Xc, of the largest 
possible rank, of the equation (4.1). In order to construct such a solution 
we observe that 
m = /$ + h2 = h + d+ + d- 
and introduce, along with the basis (4.15) of the space C” with the prop- 
erties (4.16), a basis 
ifi &I7 i = 1,2,... ,h, j=1,2 ,,.., d++d- (4.26) 
of C” with the properties 
i=j=1,2 ,..., hf, 
i =j = hf+1,hf+2 ,..., h, 
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1 if i =j = 1,2 ,..., d+, 
[gi,gjl, = -1 if i=j=d++l,d++2 ,..., d++d-, 
0 if i #j, 
[fi,&l, = 0 for all appropriate i and j. (4.27) 
We consider two possible cases. 
Case 1: ha 5 d. Recall that ho = dim Ker A [see (4.18)]. We define 
an operator X0 : C” -+ C” by the following assignments: 
Xoei = fi, i = 1,2,. . , h; 
X0eh+j = & + gd++j, j=1,2 ,..., ho. 
(4.28) 
Since (4.1) is equivalent to (4.21), and the latter equation, as it is easy to 
see, is satisfied by (4.28), the operator (4.28) is a solution of the equation 
(4.1). The rank of X0 is n and therefore is the largest possible. 
Case 2: ho 2 d. We define an operator Xc : C” -+ C” by the 
following assignments: 
X06 = fi, i=1,2 ,..., h, 
X0ehf3 = gj + gd++j, j=1,2 ,..., d, 
Xoeh+k = 0, k = d + 1, d + 2, . . . , ho. 
(4.29) 
Again, it is easy to check that (4.21) is satisfied by Xc and therefore the 
operator Xe is a solution of the equation (4.1). It is also easy to see that 
the rank of Xc is h + d, and, due to Lemma 4.1, the operator Xc has the 
largest possible rank. A desired operator has been found. ??
Observe the following useful equality: 
rank Xc 5 rank A + min{ ho, d+, d- }. (4.30) 
THEOREM 4.3. Let V C KerA be an arbitrary subspace with 
dim V 2 dimKer A - min{ ho, df, d-}. 
Then there exists a solution X of the equation (4.1) such that 
KerX= V. (4.31) 
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PROOF. Let Xa be a solution of (4.1) of the largest possible rank, and 
let Y be an arbitrary operator, no necessarily satisfying (4.1), such that 
Ker Y = V. Let 
C’ = span{Ker Xc, Ker Y}. 
Since_ Ker Xc c Ker A and Ker Y = V c Ker A, we see that C’ c Ker A. 
Let C be any subspace of C” with the properties 
C'nC = {o}, Span{ C’, C} = Ker A. (4.32) 
Further, let C be any subspace of C” such that 
C’nKerA=O, Span{C, Ker A} = C”. (4.33) 
From (4.32) and (4.33) we obtain the decomposition 
C” = C’ B C”, 
where 
C” = Span{C, 21). (4.34) 
Applying Lemma 4.2 to the operators Xa and Y and subspaces C’ and 
C”, we can find an operator P acting in C” such that 
P : C’ ---f C’, P 1 C” = I, KerXP=KerY= V. (4.35) 
Due to the second relation in (4.32), to (4.34), and to (4.35), we have 
P E fl. Hence, Lemma 4.3 is applicable, and we conclude that the operator 
XoP is a solution of the equation (4.1) with Ker Xc = V. w 
COROLLARY 4.1. For any integer p such that 
ho - min{ ho, d +,d-} lplh’ (4.36) 
there exists a solution Y of the equation (4.1) such that 
dimKerY = p. 
DEFINITION 4.1. Let Y and Z be two solutions of the equation (4.1). 
We say that Y and Z are equivalent if there exist an Hi-unitary operator 
U1 and an Hz-unitary operator Hz such that 
Y = u2zu1. (4.37) 
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It is obvious that the relation just defined is indeed an equivalence 
relation. 
THEOREM 4.4. Two solutions Y and Z of the equation (4.1) are equiv- 
alent if and only if there exists an Hi-unitary operator Ui such that 
U;rAUi = A, UrKer Y = Ker Z. (4.38) 
PROOF. Let Y and Z be equivalent solutions of the equation (4.1), 
i.e., (4.37) holds. Then 
A = Yl”lY = (U;1Zl*lU,1)U2ZU1 = U;‘AUi, 
i.e., the first equality in (4.38) holds. Since any H-unitary operator is non- 
singular, it follows from (4.37) that the second equality in (4.38) also holds. 
Conversely, let both equalities (4.38) hold. Then the operator ZUr is 
a solution of the equation (4.1), and the operators ZUr and Y satisfy all 
the conditions of Lemma 4.1. Therefore, Y = UzZUr for some Hz-unitary 
operator Ua, i.e., the operators Y and Z are equivalent. ??
Thus, due to Theorems 4.2 and 4.3, the problem of classification of 
solutions of the equation (4.1) has been reduced to the problem of classifi- 
cation of the subspaces V of dimension 2 dim Ker A - min{hO, df, d-} of 
the space Ker A up to the transformations 
{A, V} -+ {U-lAU,UV}. 
In the next section we refine the latter problem and show that the number 
of the equivalence classes is finite. All mutually nonequivalent classes will 
be listed. 
5. CLASSIFICATION OF EIGENSUBSPACES OF A NILPOTENT 
H-SELF-ADJOINT OPERATOR 
Let CT and CT be arbitrary linear spaces, each of dimension n; Ar and 
AZ be linear operators acting in Ci and Cz respectively; and VI and Vz be 
subspaces, VI c Cl, V2 c C2. We say that the three-tuples {C;,Ar, VI} 
and {C,“, AZ, Vz} are equivalent if there exists a linear operator U : C;L + 
C; such that 
A2 = UAiU-l, v. = uvr. (5.1) 
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Without loss of generality we can assume that CT = Cg (we will denote 
each of these spaces by Cn) and Ai = AZ. For simplicity, instead of 
saying “the three tuples {C;1,Ai, Vi} and {C,“,Az, Vz} are equivalent,” 
from now on we will say “VI and Vz are equivalent.” It is known that 
if A is a nilpotent operator and V is an invariant subspace, then the 
number of pairwise nonequivalent subspaces V can have the cardinality 
of continuum and the problem of classification of such subspaces is “wild” 
[lo, 111. On the other hand, if A is nilpotent and V and V’ are subspaces 
of Ker A, then the problem is simple. Indeed, it is easy to see that V 
and V’ are equivalent if and only if, for T = 1,2, . . . , dim V - 1, we have 
dim(A”C” n V) = dim(ATCn n V’). 
Now we assume that CT and Cg are spaces with indefinite scalar prod- 
ucts defined by nondegenerate Hermitian operators Hi and Hz respectively 
and that Ai and A2 are Hi- and Hz-self-adjoint nilpotent operators act- 
ing in C;Z and Cg correspondingly. Let VI c Cl” and Vz c Cg be sub- 
space, such that Ai VI = 0 and A2 Vz = 0. Thus, V, is a subspace of 
Ker Ai, i = 1,2; in general, Vi # Ker Ai. 
DEFINITION 5.1. We say that the four-tuples {C;,Hi,Ai, VI} and 
{C,“, Hz,Az, Vz} are equivalent if the map U in (5.1) is also Hi-Hz- 
unitary, i.e., if 
AZ = UAiU-‘, VZ = U vl, [ux,uY]Hz = [“,Y]HI v x,Y E c3”. 
(5.2) 
As above, if the four-tuples are equivalent, then the operators Ai and 
AZ are Hi-Hz-unitarily equivalent. Therefore, we can identify CT with 
C; (we will denote each of these spaces by Cn), identify Hi with Hz 
(we will denote each of these operators by H) and identify Ai with A2 
(we will denote each of these operators by A). Instead of “two four-tuples 
are equivalent” we will use the terminology “two subspaces are equivalent”. 
Thus, we have a space C” with indefinite scalar product defined by 
an invertible Hermitian operator H, an H-self-adjoint nilpotent operator 
A acting in C”, and a subspace V c C” such that AV = 0. Let the 
canonical form of A described in Theorem 1.1 have Ici Jordan blocks of 
size nl, k2 Jordan blocks of size nz, . . . , k3 Jordan blocks of size n,, where 
nl > 712”. > n,. (5.3) 
Ofcourse, k~n~+k2~+~~~+k,n,=n. 
For i = 1,2,. . . , s assume that the first &,” Jordan blocks have E = fl 
and the last kt- blocks have E = -1 (so that k+ + Ic,- = ki). 
182 YURIBOLSHAKOVANDBORIS REXCHSTEIN 
Define the subspaces VI, Va, . . . , V, of V as follows: 
Vi = V n ImA”--‘, i =1,2,...,s. (5.4) 
It follows from (5.3) and (5.4) that 
Vl c v2 c ... c v,. (5.5) 
Let WI, W2, . . . , W, be subspaces of V such that 
Wl = Vl, VI@ w, = If,,..., v,-1 cl3 w, = v, = v. (5.6) 
LEMMA 5.1. The subspaces WI, Wa, . . . , W, defined above are mutu- 
ally H-orthogonal. 
PROOF. Let 1 < i < j 5 s and xi E W,,xj E Wj. Since j > 1, we 
have ni - 1 2 1. By definition of the subspace Vi there exists a vector 
yi E C” such that A”-‘yi = xi. We have 
The next lemma is very important in our further arguments: it allows 
us to reduce the problem to the case s = 1, n = kInI. 
LEMMA 5.2. Let A be an H-self-adjoint linear operator acting in the 
space C” with indefinite scalar product defined by an invertible Hermitian 
operator H. Assume that the canonical form of A (see Theorem 1.1) has kl 
Jordan blocks of size nl, ka Jordan blocks of size no, . . . , k, Jordan blocks of 
saze n,, where n1 > na > . . > n,, and that, for i = 1,2,. . . , s, the first k+ 
blocks have E = 1 and the last ki = ki - kz blocks have E = -1. Further, 
let V be an eigensubspace of A, i.e., AV = 0, and let the subspaces Vi 
and W, be defined as in (5.4) and (5.6). 
Then there exists an orthogonal decomposition of C” 
C” = &cB2,@~~~cB2, (5.7) 
such that, for all t = 1,2,. . . , s, each of the following statements is true: (I) 
The subspace Z, is invariant for A. (II) W, c Z,. (III) The Jordan form 
of the restriction A 1 Z, consists of kt Jordan blocks of size nt. 
UNITARY EQUIVALENCE 183 
PROOF. Introduce the subspaces 
(0) = Xs c XI c . . . c X, = Ker A 
defined as 
Let 
X, = KerAnImAn’-‘, t = 1,2, . . . ) s. 
{eiJt), t=1,2 )...) s, j=1,2 ).‘., kt, i=1,2 )...) 72t, 
be a canonical basis for A, i.e., 
Aeijt = ei-l,jt (ecjt = O), 
[eijt p e& 
i 
fl if t=t, j=F, i+2=nl+l,j=1,2 ,..., k,+, 
= -1 if t=t, j=x i+?=nt+l, j=ktf+l,ktf+2, 
0 otherwise. 
It is easy to see that, for t = 1,2,. . . , s, 
Xt = wn{elpo), a=1,2 )...) t, p=1,2 I...) Ic,. 
From (5.6) and Lemma 4.1 it follows that 
v, = W,@ W,@...@ W,, t=1,2 )...) s, 
where all direct terms in (5.10) are mutually H-orthogonal. Let 
dim Wt =mt, t=1,2 ).‘., s, 
and let 
{f,,l, ft,2,. . . 7 ft,m,l 
be a basis of Wt(t = 1,2,. . , s). For each t = 1,2,. . . , s we have 
fti E Xt T i = 1,2 ,..., mt, 
. . . 
(5.8) 
k I t. 
(5.9) 
(5.10) 
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and the mt vectors ftl, ftz, . . . , ftm, are linearly independent over X,-l. The 
last statement is equivalent to the claim that, if 
fhi = 5 atpielpt +Tti, Tt, E Xt-1, i=1,2 ,..., mt, (5.11) 
p=l 
then 
Let 
rank( atOi)iz:;;,‘.:‘,:T = mt , t=1,2 ,.‘.I s. (5.12) 
!z nlj = fhji + 2 5 xJpaen,pa, j=1,2 )..., /cl, (5.13) 
a=t a=1 
where xjpa are undefined coefficients. We will show now that these coeffi- 
cients can be chosen such that 
[Phi, Wtl = 0, t=2,3 ,..., s, j=1,2 ,..., kl. (5.14) 
Indeed, we have 
Due to (5.9), the equation (5.15) can be rewritten as 
1&W > Ll = kw 7 &I + 2 Qp’Sitp,gpt, 
4=1 
(5.16) 
where 
&CD = 
1 if PLk$, 
-1 if ,f3>kt. 
The identities (5.14) hold if and only if the unknowns Sat satisfy the fol- 
lowing system of linear equations: 
t=2,3 ,..., s, i = 1,2 ,..., mt, 
j = 1,2 ,.. . , ICI, (5.17) 
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where 
Ttij = -[g,lj,ftil. 
If, in (5.17), the indices t and j are fixed and i runs over 1,2, . . . , mt , the 
corresponding subsystem of the system of equations (5.17) comprises a sys- 
tem of mt linear equations with iEt (Ict L mt) unknowns zjCjlt, xjzt,. . . , xjktt. 
The matrix of coefficients of this matrix is (st~iZt~i)~~ir$‘;:;(~~. According 
to (5.12), the rank of the last matrix is mt. Therefore, the subsystem of 
linear equations under consideration is consistent and allows us to find the 
desired values of Sot (in fact, kt - mt of these values for each j can be cho- 
sen arbitrarily). Thus, the existence of xJoa such that the vectors (5.13) 
satisfy (5.14) is proved. Notice that [Agnlj, W’t] = 0 (it follows from the 
facts that A is H-self-adjoint and W c Ker A). 
Nowforeachpair{j,i}(j=1,2 ,..., ni,i=l,2 ,..., ki),weintroduce 
a vector g3i defined as 
gji = A”‘-‘g,li. (5.18) 
Obviously, the nrki vectors gji are linearly independent. Let Zr be the 
ni/ci-dimensional space spanned by all these vectors. It is easy to see that 
Zi is invariant for A and that WI c 21. Next, we claim that the subspace 
Zr is nondegenerate. Indeed, let 
g0 = 7: 71 Yijgij (5.19) 
i=i j=i 
and 
[go, gij1 = 0, 2=1,2 ,...) 711, T= 1,2 Y”‘, kl. (5.20) 
Due to (5.19), (5.18), (5.13), and (5.9) we have 
i=l j=l a=t D=l 
(5.21) 
Let firstz= 1. Then 2n,-2ni+i+2-(n,+l) = n,+i-2nl < n,-nl < 0 
for Q 2 2, and therefore, 2n, - 2ni + i +Y# n, + 1, and (5.21) reduces to 
Ynlp = 0, p=1,2 ,..., kl. 
Next, assume that 
Yip = 0, /3 = 1,2,. . . , kl (5.22) 
forZ=nr,ni--l,..., q. We will prove that (5.22) also holds for 1 = q - 1. 
Indeed, let in (5.21) 2= nr + 2 - q. Then the equation 2n, - 2nl+ i +2= 
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n, + 1 is satisfied only if i = qf (nr - n, - 1) > q. By inductive assumption, 
the sum in the right hand side of (5.21) vanishes and (5.20) yields 
Yq-14 = 0, p= 1,2 ,...) ICI. 
This concludes the proof that the subspace Zr is nondegenerate. 
Let Zj*’ be the H-orthogonal complement of Zr. Due to the uniqueness 
of the canonical form of an H-self-adjoint operator, the canonical form of 
the restriction A 1 Zi consists of ki blocks of size nr, of which /$ blocks 
have E = 1 and ICC = ki - IcT blocks have E = -1. The canonical form of 
the restriction A 1 Zill consists of Icz blocks of size 712, of which /$ blocks 
have E = 1 and Ic,- = Icz - g blocks have E = -1; /cs blocks of size na, of 
which kz blocks have E = 1 and kc = ks - k$ blocks have E = -1; . . . ; k, 
blocks of size n,, of which ki blocks have E = 1 and k; = ks - kj+ blocks 
have E = -1. Now the same procedure that was carried out in order to 
define the subspace Zr c C” can be applied to the space Cn-nlkl = Z/” to 
define the subspace Zs, then to the space Cn-nlkl-nzkz = (span(Zr, Zs))l*l 
to define Zs, and so on. After s steps we will find all the subspaces 2, that 
satisfy the lemma. ??
The above lemma allows us to reduce the general problem of classifi- 
cation of four-tuples {C”, H, A, V} to the same problem for a particular 
case when n = pk and the canonical form of A has k Jordan blocks of size 
p, k+ blocks have E = 1, and k- = k - k+ blocks have E = -1. In order to 
treat that case we will prove some preliminary lemmas. 
LEMMA 5.3. Let C” be an n-dimensional space with indefinite scalar 
product defined by an invertible Hermitian operator H, and let vo E C” be 
a vector such that [VO, vg] = 0. Then there exist vectors ~1, v2 E C” with 
the properties 
[Vl,Vl] = 1, [Vl,V2] = 0, [vz,v2] = -1, (5.23) 
and 
vg = VI + v2. (5.24) 
PROOF. Since H is invertible, there exists a vector v c C” such that 
[vc, v] # 0. Without 1 oss of generality we can assume that [va, v] = 1. Let 
Vl = v + a(1 - [v,v])vo 
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and 
v2=v-vi. 
A straightforward calculation shows that for these vectors all the conditions 
in (5.23) and (5.24) are satisfied. ??
LEMMA 5.4. Let A be an H-self-adjoint nilpotent opemtor acting in 
an n-dimensional space C” with indefinite scalar product defined by an 
invertible Hermitian operator H, and {gr, gs, . . . , g,} be a Jordan chain, 
i.e.,Agi=gi__ifori=1,2 ,... , m(go = 0). Assume that [g,, gl] # 0. 
Then the subspace 
is nondegenerate, and there exists a Jordan chain {&, &, . . . , j&} that 
spans S and has the properties 
& = 1 or -1. 
PROOF. First we prove that if i + j < m, then [gi, gj] = 0. Indeed, 
gi = Am-i gm, gj = A”-jg,, and, since A is H-self-adjoint, 
[gi,gj] = [Am-&Am-jg,] = [A2m-2-jgm,g,] = [O,g,] = 0 
because 2m - i -j 2 m. Denote [g,, gr] by c. It is given that c # 0. Since 
c = [gm,grl = [g,, A”+‘g,] = [Am-‘gm, gm] = [g,, Am-‘g,] = z’r 
c is real. If (gij)i,j=1,2,...,m is the Gramian matrix of the basis {gr , g2,. . . , 
g,} of S, then gij = 0 if i+j < m+l and gij = c if i+j = mfl. Therefore, 
the subspace S is nondegenerate. Let c = sr2, where E = sign(c) and r > 0, 
and for i = 1,2, . . . , m let g; = (l/r)gi. Then Ag: = gi_,, [gi,g$] = 0 if 
i +j 5 m, and [gh, gi] = E. Let [g&, g:] = ci, so that cl = E. As for c, it 
is easy to prove that each ci is real. We will show now that if i + j > m, 
then [gi,g:] = ci+j_m. Indeed, 
[g;, g;] = [Am-ig’,, A”-jg’,] = [g:,, A”“-“-jg&] 
= [g&y g:+j_,] = Ci+j--m. 
188 YURI BOLSHAKOV AND BORIS REICHSTEIN 
Next, let 
i&n = g:, + Xl!&_, + x2&2 + ... + &n-l& (5.25) 
where the xi’s are for the time being undefined, and for i = m - 1, m - 
2,..., 1, let & = Ampi&, so that 
gi = g:+qg’,_, +x2g:_2+. . .+xi-l& i = m-l,m-2,. . . ,l. (5.26) 
Assume that all the xi’s are real. Then it is easy to see that 
Em,Ei] = ci +2 XlCt-1 + (2X2 + XlXl)C,-2 + (2x3 +x234 + xrx2)ci_-3 
+ “’ + (22i-1 +X%-221 + q-3X2 + “. + XlXi_2)Cl. 
Solving the system of equations 
2xrci + c:! = 0, 
(2x2 + 2;) ci + 2x1 cg + q = 0, 
(~XTL-1 + X771-2X1 + Xm-3X2 +. . . + XlXm_2)C1 
+ (2x+2 + XTT-3X1 + X,-4X2 + ‘. . + XlXm_3)C2 
+ ... + 22icm-_l + c, = 0, 
we can find successively 21, x2, ~3, and finally xm_i. For these values of the 
q’s the vectors (5.25)-(5.26) are the vectors whose existence was claimed 
in the lemma. W 
Let now n = kp, and let C” be an n-dimensional space with indefinite 
scalar product defined by an invertible Hermitian operator H. Let A be an 
H-self-adjoint nilpotent operator acting in C”, and let the canonical form 
of A consist of k Jordan blocks of size p: kf blocks having E = 1, and k- 
blocks having E = -1, k+ + k- = k. Let 
C” = C”/ImA. (5.27) 
If v E C”, the symbol v’ will denote the image of v under the natural map 
7r : cn -+ c’“; v’=7r(v)=v+ImA~C~, VEC~. (5.28) 
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We can define the indefinite scalar product + , + on Ck as follows. Let 
vi, vi E Ck and vr, v2 E C” such that 
7+1) = v:, 7r(v2) = v;. (5.29) 
Then we set 
4 v;,v; t= [AP%i,v2]. (5.30) 
It is obvious that the definition (5.30) is consistent, i.e., that the scalar 
product does not depend upon our choice of vi and v2 that satisfy (5.29). 
This scalar product can be defined by an invertible Hermitian operator 
H’ acting in Ck. It is easy to see that the operator H’ has k+ positive 
eigenvalues and k- negative eigenvalues. 
LEMMA 5.5. Let n = kp, and let C” be an n-dimensional space with 
indefinite scalar product defined by an invertible Hermitian operator H. 
Let A be an H-self-adjoint nilpotent operator acting in C”, and let the 
canonical form of A consist of k Jordan blocks of size p: kf blocks having 
E = 1 and k- blocks having E = -1, kf + k- = k. Let the k-dimensional 
space Ck be defined as in (5.27), and let the symbol v’ denote the im- 
age of the vector v E C” under the map (5.28). Let, further, vectors 
el, e2,. . . , ep and fP E C” have the properties Aei = ei-1, [ei, ej] = ~62;+3’ 
and+f~,e~+=O,~f~,f~+#O,andletS=span{ei,e2 ,..., ep}. 
Then there exists a vector g, E T such that gk = fk, the vectors 
gp, Agp, A2 gp, ...I Ap-’ g, are linearly independent, and the subspace 
span{g,, Ag,, A2g,, . . . , Ap-’ gp} is nondegenerate and H-orthogonal 
to s. 
PROOF. Let fp E C” be any vector such that 7r(fp) = fk, and let 
g = f - ECpll[f e a_1 p, p+i-a]ea. A straightforward computation shows 
tiat the” vector g, is H-orthogonal to each of the vectors ei, i = 1,2,. . . , p, 
and therefore is H-orthogonal to S. Further, the Gramian matrix of the 
vectors g,, Ag,, A2gp, . . . , Ap-’ g, is triangular (since [Ajg,, Akgp] = 
[A3fkgprgp]=Oifj+k>p), and its diagonal entries are [Ajg,, Ap--j-l 
gp] = 4 f;,f; + # 0. ??
Now we can give a classification of eigensubspaces of a nilpotent H-self- 
adjoint operator A : C” + Cn, whose Jordan form consists of k blocks of 
the same size p (so that n = pk). 
LEMMA 5.6. Let n = kp, and let C” be an n-dimensional space with 
indefinite scalar product defined by an invertible Hermitian operator H. 
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Let A be an H-self-adjoint nilpotent operator acting in C”, and let the 
canonical form of A consist of k Jordan blocks of size p: k+ blocks hawing 
E = 1 and k- blocks havinge = -1, k++ k- = k. Let V be an eigensubspace 
of A, i.e., a subspace of Ker A. 
Then there exist three nonnegative integers l+, l-, and lo such that 
l+ + lo < k+, l- + lo < k- - > (5.31) 
and there exists a basis 
{eij), i = 1,2 ,..., p, j = 1,2 ,..., k, (5.32) 
of C* such that 
(I) the basis (5.32) is a canonical basis for the operator A, i.e., 
and 
AeU = ei_r,j (e0,j = 0) 
0 if j#Tori+Y#p+l, 
[eij, eijl = 1 if j=x i+Z=p+l, j<k+, 
-1 if j=x i+-i=p+l, j>k+, 
and (II) V = swn{ell, em . . . , w+, el,k++l, el,k++2, . . . , el,k++l-, ql++l 
+qk++l-+l,ql++2 + el,k++l-+2,. . . ,ei,l++lo + qk++l-+lo). 
PROOF. Let the quotient space Ck be defined as in (5.27), and x be 
the natural map (5.28). Let the subspaces W and W’ be defined as 
W = {w E C” 1 BP-‘w E V}, W’=7r(W). 
If the scalar product -i , + on C” is defined as in (5.30), the induced 
scalar product on W’ c Ck is not necessarily nondegenerate. Let the 
positive and negative indices of inertia and the defect of the restriction 
of the scalar product < , + to W’ be l+, l-, and lo respectively (so that 
dim W’ = I+ + I- + lo). We have (see [5]) 
l+ 6 k+, I- < k-, 
1o < k - 1+ - l- 
- 2 s 
There exists a basis 
(5.33) 
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of W’ such that 
i 
1 if i =j 5 I+, 
+ eb,i,eL,j * = -1 if i=j>lc++l, 
0 if i #j, 
-if~i,W’~ = 0 i=l,2 )...) 10. 
Assume first that 1+ > 0. Let ePi E C” be any vector such that 
4epl) = eal. (5.34) 
Since Im A E W, we have ePr E W. Let, for i = p, p - 1,. . . , 1, 
eil = Ap-%epi. (5.35) 
The identity 4 ek i, e; 1 + = 1 implies [er,i,eir] = 1 # 0 [due to (5.34) and 
(5.30)]. Hence, the chain consisting of all vectors (5.35) satisfies all the 
conditions of Lemma 5.4, and we can assume, without loss of generality, 
that 
We have eii E V. Let S = span{eil,e2i,...,epl} and (7-P = ~1~1. 
The subspace S is nondegenerate, and so is V-P. The subspace P-P 
is invariant for A, and we denote the restriction A ) C”-P by A. The 
operator A is H-self-adjoint, where G is an invertible Hermitian operator 
that defines the scalar product on C n-p induced by the indefinite scalar 
product on C”. The canonical form of A consists of t - 1 blocks, each 
of size p, of which k+ - 1 blocks have E = 1 and k- blocks have E = -1. 
Let the projection of V to C-P parallel to S be v and let p and $’ be 
defined as 
where Z : Cn-P -+ Ck-’ is the natural map, and C”-i is the quotient 
space CneP 1 Im A. The subspace ??I is of dimension I+ + I- + lo - 1, and 
the positive and negative indices of inertia and defect of the corresponding 
quadratic form are I+ - 1, I-, and 1’ respectively. If Z+ - 1 > 0( I- > 0), we 
can find a chain {e~~}~=~,~,...,p({e~,k++l)i=1,2,...,p) that spans the subspace 
S, and then we can decompose C” into an H-orthogonal sum 
C” = S@S@CY2JJ 
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We can continue the procedure while the induced scalar products on the 
subspaces W’, El,. . do not vanish. Then we obtain the following H- 
orthogonal decomposition of Cn: 
C” = F gt C”-P(l+“-1 
I 
where F is the span of all the chains {ei,j}i=1,2 ,,,,, P;j=1,2 ,.,,, 1+ and 
{ei,k++jld,2 ,..., p;j=1,2 ,..., l-. The restriction of the scalar product 4 , t 
defined above to the subspace C-P(‘++‘-) vanishes. Thus, the last re- 
maining case to treat is the case when the scalar product -X , t vanishes 
on W. In this case the basis (5.33) consists of vectors {f~i}i=1,2,...,~o only. 
Since the quotient space Ck is nondegenerate, we can find, by Lemma 5.3, 
two vectors ei,l++, and eL,k++l_+l such that 
+= 1, + e;,l++l,e;,k++l-+l t= 0, 
-i eb,k++l-+17eL,k++l-+1  = -1, 
and 
fLr = eb,l++l + eb,k++l-+l. 
Let ep,l++l E C” be any vector such that 
?~,J++I) = +++,, 
and let 
ei,l++r = AP-$,l++r, i=p,p--1,“‘) 1. 
Further, let 
S = wan{ei,l++l)z=1,2 ,..., p. 
By Lemma 5.4, the subspace S is nondegenerate and so is the subspace 
By Lemma 5.5, there exists a vector ep,k++l-+r E T such that 
and 
z = span{ei,k++l-+l}i=l,2 ,..., p c T, 
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ez,k++l-+l = AP-zep,k++l-+l, i=p,p-l)...) 1. 
Since r(+++i + ei,k++l_+l) = f;i, we can denote the sum el,l++i + 
ei,k++l-+l by the symbol fii. We observe that eb,l++l + ea li++l_+l = 
--I 
$1 E W , ep,l++l + ep,k++l-+l E @, and therefore fii = Ap-’ ‘( ep,l++l + 
ep,k++l-+I) E V. 
If C-Q = (S @ S)l*l then 
c, =s@s@c”-2p. 
Each of the three subspaces in this H-orthogonal decomposition is nonde- 
generate and invariant for A. Let A be the restriction A ) CnP2p. The 
canonical form of A consists of Ic+ - 1 Jordan blocks of size p with E = 1 
and Ic- - 1 Jordan blocks of size p wiM_r E = 3. Let the projection of V 
on Cn-‘p parallel to S be V and let W and W’ be defined as 
w = {W E Cn-2p ( Ap-lW E Iv}, W’ = 7r(W), 
where i? : C?-‘p + CkP2 is the natural map and CkP1 = Cn-2p 1 ImA. 
The subsEce w’ is of dimension lo - 1, and the indefinite scalar product 
4, t on W’ vanishes. We can perform the same procedure for Cnm2p as we 
did for C” and find two chains {ei,~++2}i=i,z,...,p and {ei,k++l-+Z}z=1,2,...,p 
that span p-dimensional subspaces Si and Si respectively such that Si is 
H-orthogonal to S, and so we set fi2 = ei,l++z + ei,k++[-+z. 
If CnP4p = (S @ S @ Si @ Si)l*l then 
We continue this procedure until we arrive at the subspace Cn-210p that 
contains no vectors from V. Then we find a canonical basis 
{e,,l++l, ei,l++2,. . . , ei,k+,ei,k++l-+17ei,k++l-+2T. .., %k)d,Z,...,p 
(5.36) 
for the restriction A 1 C”- 210P. The union of the last basis (5.36) and all 
the chains {e~~}z=i,z,...,p that were found on the previous steps comprises 
a basis whose existence was claimed in the lemma. R 
Now we can prove the main result of this section. 
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THEOREM 5.1. Let A be an H-self-adjoint linear operator acting in 
space C” with indefinite scalar product defined by an invertible Hermitian 
operator H. Assume that the canonical form of A described in Theorem 1.1 
has Icl Jordan blocks of size nl, of which the first kt blocks have E = 1 and 
the last ICI- = kl - kr blocks have E = -1; kz Jordan blocks of size m, of 
which the first q blocks have E = 1 and the last k; = k~ - k.$ blocks have 
& = -1;. . . ; Ic, Jordan blocks of size n,, of which the first kz blocks have 
E = 1 and the last kS- = k, - k,+ blocks have E = -1. Let 
nl > n.2 > ..’ > nS, 
and let V be an eigensubspace of A, i.e., AV = 0. 
Then there exists a basis of C” consisting of vectors 
(5.37) 
{Wt 17 t=1,2 ,..., s, p=1,2 ,..., kt, cu=1,2 ,..., nt, (5.38) 
such that 
(I) the basis (5.38) is canonical for A, i.e., 
and 
[egt, eijtl 
and 
hit = e,-l,jt (e0jt = 0) 
+1 if t = t, j = Tl i+y=nt+l, 
j = 1,2 ,..., k,+, 
-1 if t=t, j=x i+^i=nt+l, 
j=k,+fl,k,++2 ,..., kt, 
0 otherwise, 
(II) there exists a uniquely defined 3 x s nonnegative integer matrix 
(5.39) 
such that 
l;+l;<kt+, l,+l,o~k,, t=1,2 )...) s, (5.40) 
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and 
V = wn{ellt,el2t,. . . ,el,l:,t,el,k;t+l,t,el,k:+2,tr.. . ,el,k:+lt-,t, 
e1&++1,, + el,,:+l;+l,,,el,,:+,,~ + el,/c~+l;+2,t~~~ . 7 
el,L;t+q,t +eLk:+l;+lp,fLl,2 (,,., s’ (5.41) 
PROOF. Let (5.7) be a decomposition of C” according to Lemma 5.2, 
and for t = 1,2,. . . , s, let {ea,p,t},*~~;‘;;;;;~~ be a basis of 2, satisfying 
Lemma 5.6 for the restriction A]& acting in 2,. Let the integers kt, kt, 
Ic,-, I$, lte, 1: be the corresponding values of k, k+, k-, l+, I-, lo in Lemma 
5.6 applied to the restrictions A 1 2,. The basis (5.38) and the k’s and 
l’s above satisfy the statement of the theorem. To complete the proof we 
need only to show that the integers It , t , t + I- lo are defined uniquely by the 
operator A and the subspace V, i.e., that these integers do not depend 
on the choice of a canonical basis in each of Zt. In order to show it, we 
introduce the subspace 
Ct = {v E C" 1 Ant-% = 0) 
for each t = 1,2, . . . , s. Let k = ICI + k2 + . . . + Ic,, and let 
Ck = C”/ImA, 
n be the natural map Cn --t C”, and 
c: = 7r(C,). 
We define the indefinite scalar product -X , +t on C: by the identity 
+ v;,v; tt= [Ant-‘vl,v2] 
where vi, vh E Ci and vr , v2 are vectors in C” such that 
T(h) = v;, 7r(v2) = v;. 
Let 
and 
W, = {v E V ) Ant--% = 0) 
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for t = 1,2, . . . , s. A straightforward calculation shows that the restriction 
of the indefinite scalar product 4 , +t to the subspace W{ c Ct has the 
positive index of inertia equal to 1, , + the negative index of inertia equal to 
It, and the defect equal to 1, . ’ The proof of the theorem is completed. ??
DEFINITION 5.2. We call a four-tuple {Cn, H, A, V} defined by (I) 
and (II) of the last Theorem canonical. 
The next two corollaries follow immediately from Theorem 5.1. 
COROLLARY 5.1. Any 3 x 2s nonnegative matrix 
n1 . 11” g . . . 1,” 
\Tr= k+ 1 R; ; . . ;I 5 . . . (- lf 1; q . . . 1+ &- . . 1; (5.42) 
with (5.37) and (5.40) defines a canonical four-tuple {Cn, H, A, V} with 
nilpotent H-self-adjoint operator A. 
COROLLARY~.~. Any four-tuple {Cn, H, A, V} with nilpotent H-self- 
adjoint operator A is equivalent to a canonical four-tuple with one and only 
one set (5.42) f o nonnegative integers satisfying (5.37) and (5.40). 
6. CLASSIFICATION OF LINEAR MAPPINGS FROM ONE SPACE 
WITH INDEFINITE SCALAR PRODUCT TO ANOTHER 
In geometric interpretation the facts (I)-(III) in Introduction mean the 
following. Given are two Euclidean spaces (spaces with ordinary positive 
definite scalar products), C” and C”, of dimensions n and m respectively, 
and two linear maps, X, Y : C” + C”. Then the operator X can be 
expressed as 
x = U2YUi, (6.1) 
where Uz is a unitary transformation of C” and U1 is a unitary transfor- 
mation of Cn, if and only if the linear maps X1*1X and Yl*lY of C” into 
itself are unitarily equivalent, i.e., if and only if 
x[*lx = U-ly[*lyU 
for some unitary operator U. If (6.1) takes place, we say that the operators 
X and Y are equivalent. The operators X and Y are equivalent if and 
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only if there exist pairs of unitary bases in C” and Cm in which the two 
operators have the same matrix. In particular, there exist bases in C” and 
C” such that the matrix of a linear transformation from C” to C” has 
canonical form (1.1) or (1.2) from the Introduction. 
The objective of this section is to develop a similar theory for the case 
when the scalar products on the spaces C” and C” are indefinite. Let 
these scalar products be defined by invertible Hermitian operators Hi and 
Hz acting in Cn and C” correspondingly. 
DEFINITION 6.1. We say that two linear transformations X, Y : C” + 
C” are equivalent if X = UzYUl for some Ha-unitary transformation Uz 
and Hi-unitary transformation Ui. 
DEFINITION 6.2. We say that two linear transformations X,Y : Cn 
4 Cm are weakly equivalent if the operators X1*1X and Y[*lY are Hi- 
unitarily equivalent. Here Xl*] and Yl*I are Hi-Hz-adjoint for X and Y 
(see Section 3). 
Let the operators X and Y be equivalent. Then, obviously, they are 
weakly equivalent. However, unlike the positive definite case, in general 
the converse is not true. Namely, as we shall show, there are finitely many 
nonequivalent classes of operators X from C” to Cm that define the same 
class of weakly equivalent operators. In order to describe all classes of 
equivalent operators it suffices to describe all classes of weakly equivalent 
operators and then, for each class of weakly equivalent operators, to list 
all nonequivalent operators belonging to this class. The first problem is 
solved in Section 3. Indeed, by Theorem 3.1, the operator A = X[*]X is 
Hi-Hz-consistent, and by Theorem 3.2, in appropriate bases of Cn and 
C”, the matrices of A, HI, and Hz are as in (3.6). The operators X and 
Y are weakly equivalent if and only if the canonical forms (3.6) for the 
operators X1*1X and Yl*lY coincide (up to simultaneous permutation of 
diagonal blocks). 
Now we will concentrate on finding all nonequivalent operators X de- 
fined by the operator A = X[*IX. Notice that if X = UzYUi with 
Hz-unitary operator Uz and Hi-unitary operator Ui, then the operator 
Z = YU1 is equivalent to Y and Z[*IZ = A. Therefore, it suffices to find 
all nonequivalent solutions of the equation 
X1*1X = A. (6.2) 
Consider the following important examples of solutions of the equation 
(6.2). 
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EXAMPLE 6.1. Let m = n = 2k, X E C, X # R, and, as in Example 3.1, 
the operators A, HI, and Hz be defined by their matrices in appropriate 
bases as follows: 
x = J,(X), ii1 = s,, iir, = 6%. (6.3) 
Let the matrix T be as in (3.8) so that (3.7) holds. We will be interested 
in the solution of the equation (6.2) defined by the following matrix q in 
the above bases: 
+ = T-l. (6.4) 
EXAMPLE 6.2. Let m = n, X E R, X # 0, and, as in Example 3.2, the 
operators A, HI, and Hz be defined by their matrices in appropriate bases 
as follows: 
x = Jn(X), iij~, = ESn, iii, = sign(X) ES,, E = 1 or - 1. (6.5) 
Let the matrix T be as in (3.10), so that (3.9) holds. We shall be interested 
in the solution of the equation (6.2) defined by the following matrix y in 
the above bases: 
9 zz T-l. (6.6) 
EXAMPLE 6.3. Let m = n - 1 and, as in Example 3.3, the operators 
A and HI be defined by their matrices in an appropriate basis of C” as 
x = J,(O), ii1 = ES,, e=lor -1, (6.7) 
and Hz be defined by its matrix in an appropriate basis of Cm as 
Hz = E&-i. (6.8) 
We shall be interested in the solution of the equation (6.2) defined by the 
following matrix 9 in the above bases: 
0 
Y= i 1, . ( 1 0 
The kernel of q is the one-dimensional space 
vector of C”. 
(6.9) 
spanned by the first basis 
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EXAMPLE 6.4. Let m = n + 1 and, as in Example 3.3, the operators 
A and HI be defined by their matrices in an appropriate basis of C” as 
x = J,(O), fir = ES,, c=lor -1, (6.10) 
and let Hz be defined by its matrix in an appropriate basis of C” as 
fis = ES,+r. (6.11) 
We shall be interested in the solution of the equation (6.2) defined by the 
following matrix q in the above bases: 
(6.12) 
The kerel of 9 is 0. 
EXAMPLE 6.5. Let m = n = 2k, and let the operators A and HI be 
defined by their matrices in an appropriate basis of Cn as 
;i = fil = (; _s,)> (6.13) 
and Hz be defined as 
fir, = Sk+1 0 
0 -Sk-l 
(6.14) 
We shall be interested in the solution of the equation (6.2) defined by the 
following matrix in the above bases: 
where 
’ 
(6.15) 
0 0 ... 0 
(6.16) 
Ok-l 
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The kernel of k is the one-dimensional subspace spanned by the sum of 
basic eigenvectors of the two Jordan blocks of A. 
These examples are important because an arbitrary solution of the equa- 
tion (6.2) is equivalent to a direct sum of the canonical forms of types (6.4), 
(6.6), (6% (6.12), and (6.15)-(6.16). More precisely, the following state- 
ment holds. 
THEOREM 6.1. Let C” and C” be two linear spaces, of dimension 
n and m respectively, with indefinite scalar products defined by invertible 
Hermitian operators HI (acting in Cn) and Hz (acting in Cm). Let A : 
C” --) C” be an arbitrary HI-Hz-consistent operator, and let 9 be an 
arbitrary solution of the equation (6.2). 
Then there exists a solution Y equivalent to 9 such that, in appropriate 
bases of C” and C”, the matrices of A,Hl,Hz, and Y are 
(6.17) 
where, for each t = 1,2,. . . , s, the matrices At, HI,~, and H2,t are matrices -- - 
of types A, Hl,Hz, and Y of sizes nt x ntr nt x nt,mt x mt, and mt x nt, 
respectively, as defined in Examples 6.145, and Ho is a diagonal matrix 
whose diagonal entries are several +1’s followed by -1 ‘s. 
PROOF. Let the number of positive (negative) eigenvalues of the op- 
erator H, be hz( h,), i = 1,2, and let the numbers of positive and negative 
eigenvalues and the multiplicity of eigenvalue zero of the operator HIA be 
h+ , h- , and ho respectively. Let 
df = hzf - hf, d- = &- - h-. (6.18) 
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Since we assume the equation (6.2) to be solvable, we have, according to 
Theorem 3.1, d+ > 0, d- 2 0. 
According to Theorem 4.3, the operator Y is equivalent to a solution 
Y of the equation (6.2) if and only if the pair {A, Ker Y} is equivalent to 
the pair {A, Ker Y} in the sense of Definition 5.1. Thus, in order to prove 
the theorem it suffices to show that there exists an operator Y : C” ;r’ Cm 
satisfying the equation (6.2) and having its kernel equivalent to Ker Y. We 
will prove it by induction on the number of Jordan blocks in the canonical 
form of A. 
We first consider some elementary cases when the Jordan form of the 
operator A has one Jordan blocks (cases 2-4) and two Jordan blocks (cases 
1 and 5). 
Case 1. Let, as in Example 6.1, n be even and X E C, X @ R, and the 
operators A and Hi be defined by their matrices in an appropriate basis 
of C” as follows: 
A = Jn(X), Hi = s,. 
We have KerA = 0, ho = 0, and h+ = h- = n/2. Due to Definition 
3.1 and Theorem 3.1, we have h$ 2 n/2, k > n/2. Hence, there exist n 
linearly independent vectors {fi}&i of C” such that their Gramian matrix 
is S,, and we can define the operator Y : C” + Span{f,}Zi by its matrix 
(6.4). It is easy to check that this operator is indeed a solution of the 
equation (6.2). 
Case 2. Let, as in Example 6.2, X E R, X # 0, and the operator A and 
HI be defined by their matrices in an appropriate basis of C” as follows: 
A = Jn(X), Hi = ES,. 
We have KerA = 0, ho = 0, and we have h+ = [(n + 1)/2], h- = [n/2] 
if E = 1, and h+ = [n/2],h- = (n + 1)/2 if E = -1. Again, due to 
Definition 3.1 and Theorem 3.1 we have q > hf, K 2 h-. Hence, there 
exist n linearly independent vectors {fi}~=i of C” such that their Gramian 
matrix is ES,, and we can define the operator Y : C” + Span{fi}Zi by 
its matrix (6.6). It is easy to check that this operator is indeed a solution 
of the equation (6.2). 
Case 3. Let, as in Example 6.3, the operators A and HI be defined 
by their matrices in an appropriate basis of C” as 
A = Jn(0), Hi = ES,, 
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and let the matrix \k defined in (5.42) be 
n 0 
*[I= 1 1 
{ 1 n 0 if E = 1, or Q= 0 0 1 1 if E = -1. 0 0 1 1 
We have ho = 1 and 
(3a) h+ = h- = (n - 1)/2 if n is odd; 
(3b) h+ = n/2, h- = n/2 - 1 if n is even and E = 1; 
(3~) hf = n/2 - 1, h- = n/2 if n is even and E = -1. 
It is easy to see that in any of the three subcases (3a)-(3c) we can find, 
due to Definition 3.1 and Theorem 3.1, n - 1 linearly independent vectors 
{f,};:; of C” such that their Gramian matrix is ES,-1, and we can define 
the operator ? : C” -+ Span{f~}~~i’ by its matrix (6.9). It is easy to check 
that this operator is indeed a solution of the equation (6.2). 
Case 4. Let, as in Example 6.4, the operators A and HI be defined 
by their matrices in an appropriate basis of C” as 
x = Jn(0), ii1 = ES,, 
and let the matrix 8 defined in (5.42) be 
n 0 
xi?!= r 1 0 ifs=l, or Q= 
0 0 
1 { n 0 0 0 1 if E = -1. 
1 0 
As in case 3, we have ho = 1, and hf, and h- are as in subcase (3a), 
(3b), or (3~). Here we have, however, dim KerY = 0. From Corollary 4.1 
it follows that d+ 2 1 and d- > 1, and therefore in Cm there exist n + 1 
independent vectors {fi}y_f such that their Gramian matrix is s&+i and 
we can define the operator * : C” --+ Span{fi}Tz/ by its matrix (6.12). It 
is easy to check that this operator is indeed a solution of the equation (6.2). 
Case 5. Let, as in Example 6.5, n = 2q be even, and let the operators 
A and HI be defined by their matrices in an appropriate basis of C” as 
A= (,,,) JJo)). ix= (“,p Jq). 
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Let the matrix 9 defined in (5.42) be 
4 1 
iI!= 10 . 
t I 1 0 
We have ho = 2, h+ = q - 1, and h- = q - 1. Since dim Ker Y = 1, it 
follows from Corollary 4.1 that d+ 2 1 and d- > 1, and therefore, in Cm 
there exist n independent vectors {fi}zi such that their Gramian matrix 
is as in (6.14), and we can define the operator Y : C” + Span(f):=“=, by 
its matrix (6.15)-(6.16). It is easy to check that this operator is indeed a 
solution of the equation (6.2). 
This concludes our analysis of elementary cases. 
Now we assume that A is an arbitrary Hi-Hz-consistent Hi-self-adjoint 
operator whose canonical form described in Theorem 1.1, in addition to any 
nonnilpotent Jordan blocks, has ki nilpotent blocks of size ni, of which the 
first kc blocks have E = 1 and the last k, = ICI - kt blocks have E = -1; Icz 
nilpotent blocks of size m, of which the first kz blocks have E = 1 and the 
last 5 = b - kz blocks have E = -1; . . . ; ks nilpotent blocks of size n,, 
of which the first k$ blocks have E = 1 and the last k; = ks - k$ blocks 
have&=-l. Letni>m>...>n,andletKerY=c. 
According to Theorem 5.1, the pair {A, V} is equivalent to the pair 
{A, V} where the subspace V is defined by the appropriate 3 x s nonneg- 
ative integer matrix 
) l,++l,o 5 k$, l,-+l,” 5 k,, t=1,2 )...) s. 
(6.19) 
Let C’ be the subspace of Cn that corresponds to one Jordan block of 
A as in cases 2-4 above, or two Jordan blocks as in the case 1 or 5. Let Ca 
be the subspace Span{fi} defined as in cases l-5. Each of the subspaces Cl, 
and C; is nondegenerate, as well as each of their H-orthogonal complements 
Cl,l in C“ and Ci in C”. We will find a desired operator Y with the kernel 
defined by the set (6.19) as the direct sum of the operator Y’ from Ci to CL 
constructed in cases l-5 and the operator Y” from C;l to Cl,l . Denote the 
restriction of the operators A and HI to their invariant subspace Cl, by A’ 
and H’,, and their restrictions to Cy by A” and Hy respectively. Similarly, 
let HL and Hi be restrictions of Hz to C; and Cp. Let the integers 
204 YURI BOLSHAKOV AND BORIS REICHSTEIN 
(h+)‘, (h-)‘, (ho)‘, (d+)‘, and (d-)’ be h+, h-, ho, d+, and d- evaluated 
for the operator A’, and let (h+)“, (h-)“, (ho)“, (d+)“, and (d-)” be the 
same invariants evaluated for the operator A”. Finally, let 
p = dim Ker Y, p’ = dim Ker Y’, p” = dim Ker Y”. 
It is easy to see that 
(d+)” = d+ - (d+)‘, (d-)” = d- - (d-)‘, 
p” z p-p’, (j&O)” = fp - (f&O)’ (6.20) 
and that 
ho = dim Ker A, (ho)’ = dim Ker A’, (ho)” = dim Ker A”. 
(6.21) 
Since we assume that the equation (6.2) has a solution, it is given that 
ho - min{h’, d+, d-} 5 p 5 ho. (6.22) 
Inductive assumption: If 
(ho)” - min{ (ho)“, (d+)“, (d-)“} 5 p” 5 (ho)” (6.23) 
and the number of Jordan blocks of A” is less than k, then there exists a 
solution of the equation (6.2) with the given Ker Y”. 
We assume that the given operator A has k Jordan blocks and consider 
the following cases. 
(1) Among the k Jordan blocks of the operator A, let there be two 
blocks of size n = nI (so that each of them has size n:/2, ni even) as in 
case 1. The nilpotent parts of the operators A” and Y” are the same as 
those of the operators. A and Y, and 
(ho)’ = 0, p’= 0, p” = p, (f&O)” =/LO, 
(d+)” = d+, (d-)” = d-. 
The operator A” has k - 2 Jordan blocks, and its parameters satisfy (6.23). 
By the inductive assumption there exists an operator Y” with the given 
kernel of dimension p” = p that satisfies the equation 
(y”)[*ly” = A”. (6.24) 
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The direct sum of the operators Y’ and Y” is the operator we have been 
looking for. 
(2) Among the k Jordan blocks of the operator A, let there be one block 
of size n = ni as in case 2. We have 
(ho)’ = 0, p’ = 0, (ho)” = ho, p” = p, 
(d+)” = d+, (d-)” = &-. 
The operator A" has k - 1 Jordan blocks, and its parameters satisfy (6.22). 
By the inductive assumption there exists an operator Y” with the given 
kernel of dimension p” = p that satisfy the equation (6.24). The direct 
sum of the operators Y’ and Y” is the operator we have been looking for. 
(3) Among the k Jordan blocks of the operator A, let there be one block 
of size n = ni, and l+ > 0( 1%- > 0) if E = l( -l), as in case 3. We have. 
(ho)’ = 1, p’= 1, (/LO)” = ho - 1, p”=p - 1, 
(d+)” = d+, (d-)” = d-. (6.25) 
and the inequalities (6.22) hold. If the inequality ho-min{h’-1, d+, d-} > 
p held, then, due to the left inequality in (6.22), we would have min{h’ - 
1, d+, d-} = ho - 1, or p < 1, which contradicts p = p” + p’ = p” + 1 2 1. 
Thus, we have 
ho-min{h’-l,d+,d-}<p, 
and, due to (6.25), the inequalities (6.23) hold. The operator A" has k - 1 
Jordan blocks with parameters that satisfy the inequalities (6.22). By the 
inductive assumption, there exists an operator Y” with the given kernel of 
dimension p” = p - 1 and with (6.24). The direct sum of the operators Y’ 
and Y” is a desired operator. 
(4) Among the k Jordan blocks of the operator A, let there be one 
nilpotent block of size ni as in case 4. We have 
(ho)’ = 1, p’ = 0, p” = p = 1, (ho)” = ho - 1, 
(d+)” = d+ - 1, (d-)” = d- - 1. (6.26) 
First we observe that the matrices of the operators A’_and Y’ are, _in 
appropriate bases, as in (6.10) and (6.12), where (A)’ = A and (Y)’ = Y. 
The first vector of the basis of the first subspace does belong to Ker A and 
does not belong to Ker Y. Since Ker Y c Ker A, we have 
P < ho, p < ho - 1 = (ho)“. (6.27) 
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Next, the inequalities (6.22) hold and imply the inequality 
(ho)” - min{ ( ho)“, (d+)“, (d- )“} I p”. 
The last inequality along with (6.27) gives exactly (6.23). The operator 
A” has Ic - 1 Jordan blocks with parameters that satisfy the inequalities 
(6.22). By the inductive assumption, there exists an operator Y” with the 
zero kernel such that (6.24) holds. The direct sum of the operators Y’ and 
Y” is a desired operator. 
(5) Among the Ic Jordan blocks of the operator A, let there be two 
nilpotent blocks of size ni/2(ni even) as in case 5. We have 
(ho)’ = 2, p’ = l,, p” = p - 1, (ho)” = ho - 2, 
(d+)” = df - 1, (d-)” = d- - 1. (6.28) 
First we observe that the matrices of the operators A’ and Y’ are, in 
appropriate bases, as in (6.13) and (6.15)-(6.16), where (A’) = A and 
(Y’) = Y. The k + 1st vector of the basis of the first subspace does belong 
to Ker A and does not belong to Ker Y. Since Ker Y c Ker A, we have 
P < ho, p” = p - 1 < ho - 2 = (ho)“. (6.29) 
Next, if the inequality ho - min{h’ - 1, d+, d-} > p held, then, due to the 
left inequality in (6.22), we would have min{h’ - 1, d+, d-} = ho - 1, or 
p < 1, which contradicts p = p” + p’ = p” + 1 2 1. Thus, we have 
ho - min{h’ - 1, d+, d-} I p. (6.30) 
From (6.28), (6.29), and (6.30) we easily deduce (6.23). 
The operator A” has rE - 2 Jordan blocks with parameters that satisfy 
the inequalities (6.22). By the inductive assumption, there exists an oper- 
ator Y” with the given kernel of dimension p” = p - 1 such that (6.24) 
holds. The direct sum of the operators Y’ and Y” is a desired operator. ??
7. EXAMPLES 
EXAMPLE 7.1. Let X E C, X yi R. Let Ar be an (Hr)r-self-adjoint 
operator acting in C4 such that in an appropriate basis the matrices of Ar 
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and (Hr)r are 
Let the unknown operator XI map C4 into C” with indefinite scalar prod- 
uct defined by an invertible Hermitian operator (Hz)r. According to Ex- 
ample 6.1 and (3.8), there exists a basis in C4 in which the matrix of (Hz)1 
is the same as the above matrix (H r 1, and any solution of the equation ) 
(4.1) is equivalent to the following solution: 
i 
0 1 0 0 
(Xl)1 = 0 0 0 1 i 
X100’ 
 x  0 
EXAMPLE 7.2. Let r > 0, and let AZ be an (Hr)s-self-adjoint operator 
acting in C3 such that in an appropriate basis the matrices of AZ and (Hr)s 
are 
Let the unknown operator X2 map C3 into C3 with indefinite scalar prod- 
uct defined by an invertible Hermitian operator (Hs)z. According to Ex- 
ample 6.2 and (3.10), there exists a basis in C3 in which the matrix of 
(Hz)2 is the negative of the above matrix (Hr)s, and any solution of the 
equation (4.1) is equivalent to the following solution: 
EXAMPLE 7.3. Let As be a nilpotent (Hr)s-self-adjoint operator act- 
ing in C6 such that in an appropriate basis the matrices of As and (Hr)s 
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are 
i 
010000 
000000 I1 Wd3 = 
01 0 00 0 
10 0 00 0 
0 0 0 -10 0 
00-l 00 0 
00 0 01 0 
00 0 0 0 -1 
(7 
A3 = I 000100 000000 
000000 
000000 
so that 
s = 2, nl =2, 7x2 = 1, kl+=k,=Icz++-=l. 
Let the unknown operator Y map C6 to e6, and 
G = &- = h,+ = h, = 3. 
We have 
ho = 4, h+ z h- = 1, d+ z d- = 2, 
rank As = 2, min{ ho, df , d-} = 2. 
Thus, there exist solutions of the equation (4.1) of ranks 2, 3, and 4. The 
matrix Q defined in (5.42) has the form 
where A is one of the following 18 matrices: 
A1 = (p y; *2={; n): *3={i e). 
A4 = {E 8); b={ i y); b={i !}; 
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{ 
0 1 
A,= 10 1 ) 0 0 
Al0 = 1 
1 0 
00 1 
7 
0 1 
0 0 
A13 = { 1 0 
1 1 
I )
AlG = r 
0 1 
10 1 7 
1 0 
There are 18 mutually nonequivalent solutions of the equation (4.1): 
11 solutions of rank 4 (they correspond to Al-Ail), 6 solutions of rank 3 
(they correspond to A iz--Ai~), and one solution of rank 2 (it corresponds 
to Ais). In the above basis of C6 and a basis of C6 with (Hz)3 = (Hi)3 
the matrices of these solutions are respectively 
Y1= 
Y3 = 
000010 
000000 
000001 
000000 
010000 
000100 
000001 
000000 
001000 
000000 
010000 
000100 
, y2= 
, y4= 
100000 
000000 
000001 
000000 
010000 
000100 
000010 
000000 
001000 
000000 
010000 
000100 
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Y5 = 
Y7 = 
Yg = 
Yll = 
/lo 0 0 0 0 
000000 
001000 
000000 
010000 
(0 0 0 10 0 
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0 0 0 0 1 -1 
00000 0 
00100 0 
00000 0 
01000 0 
00010 0 
‘1 0 -1 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 1 
0 0 0 0 0 0 
0 1 0 0 0 0 
\O O 0 1 0 0 
y13 = 
100000 
000000 
000010 
, yS= 
1 0 -1 0 0 
0 0 0 0 0 
0 0 0 0 1 - 
0 0 0 0 0 
0 1 0 0 0 
0 0 0 1 0 
000010 
000000 
000000 
000000 
010000 
000100 
0 
0 
1 
0 
0 
0 I 
000000 
000000 
000001 
000000’ 
010000 
000100 1 
~00000 
~00000 
~01000 
I00000’ 
I10000 
100100 1 
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1 
100000 
000000 
000000 
y15 = 
000000 
010000 
000100 
: 
1 0 -1 0 0 0’ 
0 0 0 0 0 0 
y17 
0 0 0 0 0 0 
= 
0 0 0 0 0 0 
0 1 0 0 0 0 
0 0 0 10 0, 
, yl6 = 
, Y18 = 
10000 0 
10000 0 
1 0 0 0 1 -1 
IO000 0 
I1000 0 
~0010 0 
0 0 0 0 0 0’ 
000000 
000000 
000000 
010000 
0 0 0 10 0, 
EXAMPLE 7.4. Let Cl3 be a 13-dimensional space with indefinite scalar 
product defined by a Hermitian operator Hr. Let A be an Hr-self-adjoint 
operator acting in C13, and let the matrices of A and Hr in an appropriate 
basis be 
A=(; 4 ;s), HI=((~;’ ({)z (i).), (7.2) 
where Ar -As and (Hr)r-(H ) r 3 are from Examples 7.1, 7.2, and 7.3. Let 
Z be an unknown operator that maps Cl3 into 
where the spaces C4, C3, and C6 are from Examples 7.1, 7.2, and 7.3 cor- 
respondingly. The equation (4.1) has 18 classes of mutually nonequivalent 
solutions. There exists a basis of Cl3 such that the matrix of the Hermitian 
operator that defines the indefinite scalar product in this basis is 
(Hz)1 0 0 
Hs= 0 
( 
P2)2 0 
0 0 cH2)3 ) 
, 
where the matrices (Hz)i were defined in the three examples above. The 
matrices of the operators representing 18 nonequivalent classes of solutions 
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in the above bases of Cl3 and Cl3 are 
Zi= (T 4 ji), i=1,2 ,..., 18.
Here the matrices Xi, X2, and Y, are the same as in Examples 7.1-7.3. 
8. INTRODUCTION TO H-POLAR DECOMPOSITION 
It is well known that any square matrix A with complex entries can 
be expressed as a product UZ where U is a unitary matrix and Z is a 
positive definite Hermitian matrix. Such a representation is called a polar 
decomposition of A. In this section we solve a similar problem for a space 
with the indefinite scalar product. Namely, let A be an arbitrary operator 
acting in an n-dimensional space C” with indefinite scalar product defined 
by and invertible Hermitian operator H. The question: “Is it possible to 
represent A as a product 
A=UZ (8.1) 
with an H-unitary operator U and an H-self-adjoint H-consistent operator 
Z?” If such a representation exists we will call it an H-polar decomposi- 
tion of A. 
The following example shows that, unlike the case of the positive definite 
scalar product, in general not every A has an H-polar decomposition. In- 
deed, let, in a certain basis of C2, the operators A and H have the matrices 
If the decomposition (8.1) held we would have 
which is impossible because the last matrix has no square roots. 
The remaining part of this section is dedicated to finding the necessary 
and sufficient conditions for the operator A to have an H-polar decom- 
position. Thus, we have to solve the equation (8.1) where A is a given 
and U and Z are unknown (U is H-unitary and Z is H-self-adjoint H- 
consistent) operators. Notice that for any solution of the equation (8.1) 
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the two identities 
and 
Z2 zz A[‘lA (8.2) 
KerZ=KerA (8.3) 
hold. Conversely, if there exists an H-self-adjoint operator Z satisfying 
(8.2)-(8.3), then, by Lemma 4.1, there exists an H-polar decomposition 
of A. 
Let X1,X2,.. , XI, be the set of all distinct real eigenvalues and nonreal 
eigenvalues with ImXi > 0 of the operator A[*lA. Let Vi be the root 
subspace corresponding to Xi if Xi is real, and Vi be the span of the root 
subspaces corresponding to /\i and x if X, is nonreal. Further, for i = 
1,2,. . . ) k, let Ai be the restriction A[‘lA ( Vi. Each of the subspaces 
V, is nondegenerate, and the scalar product on it can be defined by an 
invertible Hermitian operator Hi. 
LEMMA 8.1. The equation (8.2) has an H-self-adjoint solution Z if 
and only if each of the equations 
Zq = Ai (8.4) 
has an H-self-adjoint solution. 
PROOF. Let the equation (8.2) be solvable, and ZO be its H-self- 
adjoint solution. Since Zo commutes with the operator AI'1 A, each of 
the subspaces Vi (i = 1,2,. . . , k) is invariant for Zo. We can assume that 
20 has no negative eigenvalues. Indeed, we can multiply all Jordan blocks 
with negative eigenvalues by -1. Then the new operator will be H-self- 
adjoint and will have no negative eigenvalues. According to the Corollary 
2.1 the new operator will be H-consistent and its square on each of the 
Vi’s will be Ai. 
The converse is obvious. 
Now the problem of solving the equation (8.2) is reduced to the case 
when the operator AI’lA has exactly one real eigenvalue or exactly two 
conjugate complex eigenvalues. We consider four possible cases and state 
each case as a separate lemma. 
LEMMA 8.2. Let the operator that appears in the right side of the equa- 
tion (8.2) have only one eigenualue A, X > 0. Then the equation has an 
H-self-adjoint H-consistent solution. 
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PROOF. By Theorem 1.1, in an appropriate basis the matrices of 
A[*] A and H are 
J o.*.o n1 
0 &, ..’ 0 
A[*]A = . . . . . . . 
0 0 ... .I,, 
where J,,, is an upper Jordan block of size m with the eigenvalue X, S, is 
the m x m sip matrix and &1,&z,. . . , EL is the sequence consisting of +1’s 
and -1’s. Let 
where 
f = 45, f’ = ;f’(x), f” = $f”(A), . . .) 
@+l’(A), f(t) = 42. 
Define the operator Zc by its matrix in the original basis as 
A straightforward calculation shows that the operator Zo is an H-self- 
adjoint operator satisfying the equation (8.4). Since all the eigenvalues of 
Zc are positive, the operator is H-consistent (Corollary 2.1). ??
LEMMA 8.3. Let the only eigenvalues of the operator AI*]A be nonreal 
X and x. Then the equation has an H-self-adjoint H-consistent solution. 
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PROOF. We can find a basis of C” in which the matrices of AI*]A and 
H have the canonical forms described in Theorem 1.1 and define an H-self- 
adjoint H-consistent solution of the equation (8.2) by a formula similar to 
the previous case. ??
LEMMA 8.4. Let the operator that appears in the right side of the equa- 
tion (8.2) has only one eigenvalue A, X < 0. Then the equation has an H- 
self-adjoint H-consistent solution if and only ih for each p = 1,2,. . . , n, 
the number of Jordan blocks of size p with E = 1 is equal to the number of 
Jordan blocks of size p with E = -1. 
PROOF. By Theorem 1.1, in an appropriate basis the matrices of 
Al*lA and H are as in (8.5), the only difference being that now X < 0. 
Let X = -p2, p > 0, and let ZO be any H-self-adjoint solution of the equa- 
tion (8.2). Then n is even (n = 2m), and the characteristic polynomial of 
Z. is (t - pi)“(t + pi)m. By Theorem 1.1, in an appropriate basis of C” 
(canonical for ZO), the matrices of ZO and H are 
Jml(pi) 0 ... 0 
1 , 
H= 
0 
0 
(8.6) 
where Jk(o), k even, 0 6 R, is a Ic x k block-diagonal matrix consisting of 
two (k/2) x (k/2) upper Jordan blocks, one with eigenvalue pi, the second 
with eigenvalue --pi, and where Sk is the k x k sip matrix. 
Let W,, for q = 1,2,... ,p, be the subspace spanned by the basic 
vectors corresponding to the block Jm, (pi) in (8.6). The subspaces W, are 
H-orthogonal, each of them is nondegenerate and invariant for Zc, and the 
Wq’s span C”. In each of these subspaces we can find a basis canonical for 
the restriction Zi 1 W,. In this basis the matrices of Zg 1 W, and H, are 
z; ( w, = Jm;A) J.,;(A)) 7 H, = ( “imq E2;mq). 
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We claim that ~1~2 = -1. Indeed, the signature of the Hermitian form 
[v, w] (if m, is odd) or [(Zg - X) v, w] (if m, is even) of vectors v and w on 
IV, is 1~1 +s4 if computed using the basis canonical for Zi 1 W, and is zero 
if computed using the basis canonical for Za ) W,. Therefore, ~1 = --Ez. 
Conversely, assume that the operator Al*lA in the right side of the 
equation (8.2) has the property that, for each p = 1,2,. . . , n, the number 
of Jordan blocks of size p with E = 1 is equal to the number of Jordan 
blocks of size p with E = -1. We will show that even the equation (8.2) 
has an H-self-adjoint solution. The matrices of the operators A[“lA and H 
(8.5) that appear in the right-hand side of the equation (8.2) can be viewed 
as block-diagonal matrices where the diagonal blocks have the forms 
for A[*IA and H respectively. We define an H-self-adjoint solution Zi of 
the equation 
by the following matrix: 
where 
P, = 
Here 
Z2 = Bi 
f f’ f” . . . f”r-1 
0 f f’ . . . p-2 
. . . . . . . 
00 o... f 
f=fi, - f’ = ‘-;‘lf’(-x) 7 f" = *f"(4), . . . , 
f %-1 = lfgf (“-1)(-X), f (4 = d. 
A straightforward computation shows that operator 
Za = diag{Zi, Zz,. . .} 
(8.8) 
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is an H-self-adjoint operator satisfying the equation (8.8). Since all the 
eigenvalues of Za are pure imaginery, the operator is H-consistent (Theo- 
rem 2.2). ??
LEMMA 8.5. Let the operator that appears in the right side of the 
equation (8.2) be nilpotent. Then the equation has an H-self-adjoint H- 
consistent solution if and only if the set of all Jordan blocks in (8.5) Al*]A 
can be represented as the disjoint union of two-element subsets (including, 
maybe, LLsmall” subsets; see below) such that each of the subsets contains 
either two blocks of the same size, one with E = 1 and one with E = -1, or 
two blocks of the sizes different by one with the same E ‘s. 
PROOF. By Theorem 1.1, in an appropriate basis the matrices of 
A[*]A and H are as in (8.5), the only difference being that now X = 0. 
Let 20 be an H-self-adjoint solution of the equation (8.2). By Theorem 
1.1, in an appropriate basis of C” (canonical for ZO), the matrices of Zo 
and H are 
f Jn,(O) 0 ..+ 0 \ 
z() = 
H= 
0 
0 
El%l 
0 
ii 0 0 
. . . %J% I 
(8.10) 
Let W,, for q = 1,2,. . . , p, be the subspace spanned by the basic vectors 
corresponding to the block Jn,(0) in (8.10). The subspaces W, are H- 
orthogonal, each of them is nondegenerate and invariant for Za, and the 
Wp’s span C”. Let 1 5 q < p be fixed, and let nq = m, W, = W,eq = E. 
Let further 
{el,e2,...,e,) 
be a canonical basis for the restriction Zo ( W, i.e., 
Zaei = ei-1, [ei, ejJ = .+$r, i,j = 1,2,. . . , m. 
Consider two cases. 
(8.11) 
(8.12) 
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(a) 772 is even. Forj = 1,2,...,m/2 let 
1 e: = e2jp1 + 5Ee2j, ey = e2j-l - iEezj. (8.13) 
We have 
Z2e’. = e’. 0 3 J-11 Z2e” = e’! 0 3 3--l 
and 
m/2+1 [e~,e’,l = 6,+, , [ei, el] = 0. 
Therefore, the basis of W consisting of the vectors (8.13) is canonical for 
the restriction Zi 1 W,, and this restriction “generates” two Jordan blocks 
of the operator A[*lA of size m/2 each, one block with E = 1 and the 
second with E = -1. 
(b) m is odd. Introduce the following vectors: 
ei = e2j-1, el = e2k, j=1,2 y, >“‘, 
k==1,2 ,..., 9. (8.14) 
We have 
and 
Z2e’. = e’ 0 3 3-l’ Ziei = et_1 
[ei, , ei2] = ~c$:‘;:~~)‘~+~, [e$&, ei2] = ~$yG_)‘~+l, [ei, e%] = 0. 
Therefore, the basis of W consisting of the vectors (8.14) is canonical for 
the restriction Zg 1 W,, and this restriction “generates” two Jordan blocks 
of the operator A[*] A, one block of size (m + 1)/2, the second of size 
(m - l)/2; both blocks have the same E. Notice that the last statement 
holds for m = 1 if we agree that a block of size zero means no blocks at 
all (we will use the term “small ” block for a 0 x 0 block and call a subset 
consisting of a 1 x 1 block and a “small” block a “smaZ1” subset). We will 
assign to a “small” block E = 1 or E = -1, whichever we want. 
Conversely, assume that the set of all Jordan blocks of the operator 
Ai’lA that appears in the right-hand side of the equation (8.2) can be 
partitioned into two-element subsets (some of which may be “small”) such 
that each of them contains either two blocks of the same size, one with 
E = 1 and one with E = -1, or two blocks of sizes different by one with 
the same E’S. We’ll prove now that in this case the equation (8.2) has an 
H-self-adjoint solution. 
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First let W be the subspace corresponding to the two-element subset 
that contains two blocks of the same size m/2, one with E = 1 and one 
with E = -1. Let {e:, e~}‘)j~l,z,...,m~z be a canonical basis of the restriction 
A[*]A 1 W, i.e., 
A[*]Ae: = e;_,, A[*]Aey = ey_,, 
and 
m/2+1 [+,41 = $+k , [ey,e’,I] = -,‘;/k”+‘, [e;,e’,‘] = 0. 
Define the operator Zo acting in W by the identities 
Zoei = ei_1, i=1,2 ,..., m, 
where 
e2j-1 = f(ei + ejl), e2j = i(e: - ey), j = 1,2,. . . , m/2. 
It is easy to check that [ei,ej] = 5$’ and that ZO is an H-self-adjoint 
H-consistent solution of the equation (8.2) in W. 
Next, let W be the subspace corresponding to the two-element subset 
that contains two blocks, one of size (m+1)/2, the second of size (m- 1)/2, 
both blocks having the same E. Let 
{e~,4),=1,2 ,..., (m+1)/2,k=1,2 ,..., cm-l)/2 
be a canonical basis of the restriction A[*IA 1 W, i.e., 
Al’lAe; = e:_,, A[*] Aei = ez_ 1, 
and 
[e/, ef. ] = Ep+w2+1 
31’ 32 31+32 ’ k$ 3 e;2] = E~(777w2+1 a1 +32 7 
Define the operator ZO acting in W by the identities 
[ej, ei] = 0. 
Zoei = ei_1, i = 1,2,. . . , m, 
where 
e2j_1 = ei, ezj = ey, j = 1,2 , . . . , (m + 1)/2,ea = e,+l = 0. 
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It is easy to check that [ei,ej] = eS,T;l and that Zc is an H-self-adjoint 
H-consistent solution of the equation (8.2) om W. 
The direct sum of all the solutions found for each subset is a solution 
of the equation (8.1) on C” and is a solution that we were looking for. ??
We can summarize the results we obtained as follows. 
THEOREM 8.1. The equation Z 2 = A[*IA, where A is a given op- 
erator acting in C” and Z is an unknown H-self-adjoint H-consistent 
operator, has a solution if and 0711~ if the operator Al"] A has the following 
properties: 
(I) For each eigenvalue X < 0 the set of the corresponding Jordan blocks 
can be partitioned into pairs such that each pair contains one block with 
E = 1 and one block of the same size with E = -1. 
(II) The set of all nilpotent Jordan blocks can be partitioned into the 
union of the two-element subsets (some of which may be “small”) such that 
each of the subsets contains either two blocks of the same size, one with 
E = 1 and one with E = -1, or two blocks of sizes different by one with the 
same E 5. 
The next question is: Does the solvability of the equation (8.2) guar- 
antee the existence of an H-polar decomposition of the operator A? The 
answer in general is negative. Indeed, if Z is a solution of the equation 
(8.2), then the operators Z and A are weakly equivalent but are not nec- 
essarily equivalent (see Definitions 6.1 and 6.2), while they are equivalent 
if there exists an H-polar decomposition (8.1). 
In order to present a complete set of necessary and sufficient condi- 
tions for the existence of an H-polar decomposition of an operator A, we 
define a finite set TA of 3 x 2s integer nonnegative matrices. Here s is 
the number of different sizes of Jordan blocks of the operator Al*lA, i.e., 
A[*] A has blocks of sizes ni > n2 > . . > n, and no blocks of other 
sizes. We define TA as 8 if at least one of conditions (I) and (II) of 
Theorem 8.1 fails. If both (I) and (II) hold, consider all possible parti- 
tions of the Jordan blocks of AI”]A satisfying (II) (“small” subsets are 
allowed). For each such a partition there is a corresponding solution 
of the equation (8.2), as was shown above. For each of these solutions 
Z we find Ker Z c Ker (A[*] A) and the corresponding 3 x s nonnega- 
tive integer matrix A (as in Theorem 5.1) and 3 x 2s matrix 9 (as in 
Corollary 5.1). We define TA as the set consisting of all matrices 9 
obtained this way for all possible partitions satisfying (II). Let *A be 
the 3 x 2s matrix computed the same way for the subspace KerA c 
Ker (A[*]A). 
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THEOREM 8.2. A linear operator A acting in n-dimensional space C” 
with indefinite scalar product defined by an invertible Hermitian operator 
H has an H-polar decomposition (8.1) ‘f z and only if the following three 
conditions are all satisfied: 
(I) For each eigenvalue X < 0 of the operator AI’lA the set of the 
corresponding Jordan blocks can be partitioned into pairs such that each 
pair contains one block with E = 1 and one block of the same size with 
& = -1. 
(II) The set of all nilpotent Jordan blocks of the operator Al*lA can be 
partitioned into two-element subsets (some of which may be “small”) such 
that each of the subsets contains either two blocks of the same size, one 
with E = 1 and one with E = -1, or two blocks of sizes different by one with 
the same E 5. 
(III) *_L, E rj,. 
PROOF. If the decomposition (8.1) exists, then the solution (8.2) has 
an H-self-adjoint H-consistent solution Z, and by Theorem 8.1, conditions 
(I) and (II) are satisfied. From (8.1) it follows that Ker A = Ker Z. There- 
fore, condition (III) is satisfied. 
Conversely, assume that all the conditions (I), (II), and (III) are sat- 
isfied. According to Lemma 8.1 it suffices to prove the existence of an 
H-polar decomposition of the operator A for the cases when the operator 
Al’lA has only one real eigenvalue X or two nonreal complex conjugate 
eigenvalues X and x. Consider four possible cases, 
(a) The operator Al’lA has only one real eigenvalue X > 0. By Lemma 
8.2, the equation (8.2) for Z has an H-self-adjoint H-consistent solution Z. 
We have 
Ker Z = Ker A = {0}, (8.15) 
so (8.3) is satisfied. As was mentioned in the discussion of (8.2) and (8.3), 
it follows that A has an H-polar decomposition. 
(b) The operator Al’lA has only two eigenvalues, X and 5, X $ R. We 
can apply Lemma 8.3, and the same arguments as in (a) [including (8.15)] 
lead us to the conclusion that A has an H-polar decomposition. 
(c) The operator Al*lA has only one real eigenvalue X < 0. Due to 
condition (I) in the statement of the theorem, all conditions of Lemma 
8.4 are satisfied, so the equation (8.2) has an H-self-adjoint H-consistent 
solution, Since (8.15) holds again, the identity (8.3) is satisfied and A has 
an H-polar decomposition. 
(d) The operator Al’lA is nilpotent. Due to condition (II) in the 
statement of the theorem, all conditions of Lemma 8.5 are satisfied, so 
222 YURI BOLSHAKOV AND BORIS REICHSTEIN 
the equation (8.2) has H-self-adjoint H-consistent solutions. Let Ic be 
the cardinality of the set TA, and let ZA, Zi, . . . , Z,k be /C nonequiva- 
lent H-self-adjoint H-consistent solutions of the equation (8.2). Let Z,, 
be the operator Zk for which the relation *\I~ = Q_& holds. Such an 
integer 1 exists due to condition (III) in the statement of the Theorem. 
We have 
Ker Zo, Ker A c Ker (Al’1 A). 
According to Theorem 4.4, there exists an H-unitary operator U such 
that 
UAl*lAU-’ = Al*lA, UKer Zo = KerA 
(see Definition 5.1). According to Theorem 4.3, the operators Zo and A 
are equivalent, which means (see Definition 4.1) that, for some H-unitary 
operators V and W, the identity 
A = VZaW 
holds. The last identity can be rewritten as 
A=UZ. (8.16) 
where 
U=vw, Z = w-izcw. 
It is obvious that i? is an H-unitary operator and Z is an H-self-adjoint 
H-consistent operator. In other words, (8.16) is an H-polar decomposition 
of A. ??
EXAMPLE 8.1. We determine which of the operators A = Yr-Yis 
from Example 7.3 have polar decompositions. For all of them the corre- 
sponding operators YF1 Y., are the same, namely, the operator As (see 
Example 7.3). The latter operator has one Jordan block of size two with 
E = -1 (we will denote it by BIi), one block of size one with E = - 1 (we 
will denote it by Bb), one block of size one with e = 1 (we will denote it 
by B1s), and one block of size one with E = -1 (we will denote it by B&). 
Let B15 be the “small” block (of size 0 x 0) with E = 1, and let B& be 
the “small” block with E = -1. The complete list of partitions satisfying 
condition (II) in Theorems 8.1 and 8.2 is 
III = {(Bh, B12); (Bh, Bb)), 
I32 = {(BEI, W); (BrZ, WI, (8.17) 
II3 = {(HI, I%); (Bl3r Bl5); (Bl4, %)I. 
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For each pair of blocks that appears in (8.17) we construct the correspond- 
ing operator Zc as was shown in the proof of Lemma 8.5. The direct sum of 
the corresponding Zc’s is an H-self-adjoint H-consistent factor of H-polar 
decomposition. The set TA defined above is given by 
where the matrices 
( 21 1 00 1 1 
correspond to the partitions IIr,II~,IIs respectively. Thus, only three of 
the eighteen operators Yj (namely, Yrr , Yr , and Yr7) have H-polar de- 
compositions. Here they are [reminder: the operators A[*]A = A3 and 
H = (Hr)s are defined in (7.1)]: 
(1) 
A=Yrr = 
f 10-100 0 
0 0 000 0 
0 0 0 0 1 -1 
0 0 000 0 
000 0 
DlO 0 L 01 1 00 I 
A set of H-polar decompositions is 
/l 0 1 0 t -t 
0 5 lo-+ 0 0 
0 -t 0 t 1 1 
0 0 0 0 -4 3 
1 $ -4 2 1 2 0 0 
\ 4 -$ -$ -+ 0 () 
1 1 1 2 2 -5 ; 0 
0 ; 0 -f 0 
1 1 __ __ _ 
2 5 i O 
0 4 0 -; 0 
0 0 0 0; 
0 0 0 0; 
'0 
0 
0 
0 
1 
5 
1 
z I 
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Here t is an arbitrary real parameter. Notice that for any t we have det U = 
fl, so that no H-unitary component in an H-polar decomposition changes 
the orientation of C”. We do not claim that the H-self-adjoint component 
of the decomposition is unique. 
(11) - 
A=Yi= 
It is interesting that the opera1 to1 : Zc computed in accordance with Lemma 
8.5 coincides with the operator Yr , so a trivial H-polar decomposition with 
U = I is possible. We present, however, a set of H-polar decompositions: 
100t00 
010000 
0t1000 
A= 
i 1 A. 000100 000010 000001 
Here again t is an arbitrary real parameter. Notice that, as in the previous 
case, for any t we have det U = +l, so that no H-unitary component in 
an H-polar decomposition changes the orientation of C”. We do not claim 
that the H-self-adjoint component of the decomposition is unique. 
(III) 
A = Yr, = 
1 0 -1 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 1 0 0 0 0 
0 0 0 1 0 0 
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A set of H-polar decompositions is 
/l 0 1 0 2st 72st 
0 + 0 -; 0 0 
0 s 0 -s A= -1/2t F1/2t 
0 0 0 0 t it 
1 1 1 __ 2 2 ; 5 0 0 
1 1 1 1 
z -3 -- 2 -3 0 0 
225 
(8.18) 
Here s and t # 0 are arbitrary real parameters. Notice that, unlike the 
previous two cases, here we have det U = 311 depending on whether we 
choose the upper or lower sign in the H-unitary component of the last 
decomposition (8.18). We do not claim that the H-self-adjoint component 
of the decomposition (8.18) is unique. 
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