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organizations. The Kroger Co. was ranked 23rd on the Fortune 500 list with fiscal year 2012 sales of $97 billion.
Kroger operates 1,950 in-store pharmacies nationwide as part of its convenient one-stop shopping strategy. In the fiscal year 2012, its pharmacies filled more than 160 million prescriptions with a total retail value of approximately $8 billion. Kroger distributes its drugs to these stores from two sources; it provides the majority of the drugs through three of its own warehouses and the remainder through expedited orders using third-party warehouses. Depending on the host store's demand and its distance from the warehouse, a pharmacy store receives its drug orders with other nongrocery products on one of the fixed schedules of two to three deliveries per week (e.g., Monday, Wednesday, and Friday or Tuesday and Friday).
To match purchase orders against delivery schedules, Kroger pharmacy employs a periodic review reorder point (s) and order-up-to-level (S) policy to manage its inventory. Typically, one or two days before a scheduled delivery, called the review period, the pharmacy checks its inventory positions before placing orders. If a drug's inventory level is at or below the reorder point s, the pharmacy will create an order to raise the inventory level to an order-up-to level S. If the inventory position is above the reorder point s, the pharmacy will take no action until at least the next review period. It rounds up each order quantity to be a multiple of a prespecified bottle size, such as 500 units per bottle (i.e., a 50 mg capsule) for amoxicillin, a commonly prescribed antibiotic. When a pharmacy receives a prescription from a patient, a pharmacist dispenses the drug if it is in standard dosage or compound ingredient to form specific vials of medication, and advises the patient on the dosage, interactions with other medications, and side effects to ensure that the drug is used safely and effectively.
To provide customers with the correct medicines in a timely manner, pharmacists are constantly challenged by the large selection of drugs and the highly irregular, intermittent, sporadic demands, which are specific to each store and rarely match standard statistical distributions. At any given time, a doctor may write a prescription for any one of about 24,000 drugs; however, most pharmacies carry only a small fraction of that number, typically between 2,000 and 3,000. Because of geographical location, prevailing disease, and population composition, each of the 1,950 pharmacy stores serves a unique customer demographic and each drug in a store has a demand distribution distinct from that of the same drug at any other store. Managing the large number of drugs at these stores created an enormous inventory problem for Kroger pharmacy. To overstock and unproductively tie up pharmacy assets in inventory-subject to expiration and obsolescence as a result of the introduction of new drugs-is not good practice. However, excessively low inventory leads to out-of-stock (OOS) prescription drugs, which decreases customer loyalty and deprives patients of access to medications they need.
Kroger's pharmacies, despite being a profitable and rapidly growing segment of the company's business, had for years addressed the conundrum of inventory management by relying on heuristic rules and management instinct to manually set inventory policies, such as reorder points and order-up-to levels, of each drug at each store. This manual procedure demanded substantial time from pharmacists who did not have sufficient knowledge, skill, or time to determine proper inventory levels, and often led to unnecessary overstock and OOS situations. Improving customer service is at the heart of Kroger's customer-first business strategy. Toward this end, in March 2010, the pharmacy division asked its operations research (OR) group to investigate scientific inventory management methods to improve its customer service, decrease inventory investment, and decrease its pharmacy inventory management time. After analyzing the existing rules-based inventory management system, the Kroger OR group, in collaboration with OR faculty from Wright State University, was confident that a scientific approach would yield tremendous benefits.
Challenges
Although the potential benefits of a scientific approach were clear, traditional methods do not always apply because of specific pharmacy demand characteristics. The Kroger OR team faced several challenges in its quest to apply traditional analytic methods to solve the pharmacy inventory problem. The first challenge was the business resistance to complicated inventory formulas. Many of the traditional inventory models are based on complex mathematical and statistical formulas. The complexity of the development of these formulas, and the formulas themselves, can be daunting and often result in confusion and resistance from managers who want to deploy solutions that their teams can easily learn, accept, and use (Silver et al. 1998, Tiwari and Gavirneni 2007) .
The second challenge centered on the adequacy of standard distributions used in the traditional inventory models to accurately describe pharmacy demand distributions. In the formulation of analytically tractable models and the derivation of results, assumptions must be made and approximations used; for example, normal or Poisson distributions are often used to model lead-time demand. These assumptions, however, do not always hold at Kroger. The demand of drugs in a pharmacy exhibits multiple streams for specific sizes; for example, some prescriptions are written for 30 days, others are written for 90 days. Because pharmacy prescriptions are sporadic, this results in multiple peaks in the demand distribution. As a result, many of the demand distributions are multimodal and do not fit the unimodal statistical distributions seen in traditional inventory models. Figure 1 illustrates historical demand (top panel) and empirical distributions (bottom panel) over the replenishment lead time plus an order period of such a drug. The order period, typically two or three days, is the time between placing an order and the time at which the next order can be placed for a given drug at a given pharmacy.
In this simple example, each instance of demand falls mostly into a few discrete values-the basic dose for this drug is one pill per day; thus, a 30-day supply is 30 pills, a 60-day supply is 60 pills, and a 90-day supply is 90 pills. The demand (top panel) reflects the occurrence of multiple independent streams of 30-, 60-, and 90-day demand from customers; however, an occurrence of a 90-unit demand could be either one 90-day supply for one customer, or a combination of 30-and 60-day supplies for two customers, or three independent 30-day supplies for three customers. In the pharmacy business, the demand for the vast majority of drugs is highly variable, intermittent, and irregular. If the volume of 90-and 30-day demands exceeds the volume of the 60-day demands, as is the case for this drug, two peaks in the demand distribution result, as the bottom panel of Figure 1 illustrates. Thus, an accurate model requires a multimodal distribution.
Although not all empirical demand distributions are multimodal, we have observed that many prescription demands cannot be modeled using standard statistical distributions. In addition, the pharmacy inventory problem has a complicated cost structure that must account for inventory holding, ordering, and partial or complete OOS costs. For example, being able to partially fill a prescription, such as providing a week of supply, is better than being completely out of stock.
These complex demand distributions and cost structures make it very difficult to apply traditional inventory theory; as an alternative, we have developed a simulation-optimization solution approach to solve the pharmacy inventory problem (Law and Kelton 2000) . Simulation-optimization approaches can resolve concerns over black-box complex formulas, capture empirical distributions to model the various shapes of demand distributions, and provide results that are visually appealing, easy to understand, and match pharmacist intuition. However, simulationoptimization for inventory systems, such as (s S) systems, presents computational challenges when one considers the need to find solutions for more than 2,000 drugs at each of the 1,950 stores. Because of the huge financial value (i.e., hundreds of millions of dollars of pharmacy inventory investment is at stake), our objective was to develop an efficient algorithm to find near-optimal solutions to the millions of instances that must be solved weekly-a goal that the pharmacy division determined to make it responsive to seasonal changes.
Kroger's Simulation-Optimization Approach for Inventory Management
To resolve this computational complexity challenge, we adopt a sample path approach to transform a stochastic inventory optimization problem into a deterministic optimization problem, which we solve Downloaded from informs.org by [144.37. effectively with a local search algorithm. In designing the simulation-optimization approach, we believe, as Albert Einstein did, that everything should be as simple as possible, yet not simpler. To ensure that Kroger's business users understand our solution, the Kroger OR team decided to use a simple and elegant approach and started with a simulation model in a spreadsheet-the platform widely used by both practitioners and academics.
Spreadsheet Models for Inventory Management
The spreadsheet simulation model is a retrospective simulation, which is designed to mimic the pharmacy periodic inventory system. It takes as input the historical demand patterns of, for example, the previous year, simulates the ordering process of each drug for a given (s S) policy, evaluates the performance of the policy, and uses an Excel solver to find the optimum solution from among the alternatives. Drug information and decision variable section (D2:F3): Cell B2 holds the drug to be optimized, which is identified by its national drug code, cell B3 holds the number of prescriptions of the drug, cell B5 the package size of orders, cell D3 the value of the reorder point (s), and cell F3 the value of the order-up-to level (S). Cells D3 and F3 are the decision variables and quantities of s and S, respectively.
Process simulation section (A6:L32): Column A is the query key used to aggregate the demand of prescriptions for the drug on any particular day (listed in Column B). Column C shows the aggregate demand. Column D represents the days of a week, which determine whether this is a review period, as column E shows (1 represents a review period, and 0 otherwise). In the example, the review periods are Monday, Wednesday, and Friday. Column F identifies the current inventory on hand, and column G the inventory positions. Column H represents the decision to order (coded as 1) or not. If the inventory position is less than or equal to s, and the day is a review period, then an order, rounded to a multiple of the package size as defined in cell B5, is issued to reach S. This order quantity is shown in column I. The dates and quantities of order arrivals, shown in column J, are calculated based on the drug's lead time. Columns K and L show the ending inventory and the number of the drug's out-of-stocks on each day, respectively.
Graphic section (N7:R32) This section shows the drug's average inventory at the end of each day and its aggregate demand each day. The plot of the-endof-the-day inventory gives a clear picture of the performance of the inventory policy defined by (s S). The plots also provide key insights for the development of the local search algorithm.
Result section (J2:N3): The total number of orders, the average inventory, and the total number of OOS prescriptions are calculated in cells J3, K3, and L3, respectively. These measures are translated into an objective value (see cell N3) based on managementspecified parameters for inventory holding cost, fixed cost of placing an order, and OOS costs.
The spreadsheet model can be easily connected to Kroger's enterprise information system to retrieve a Downloaded from informs.org by [144.37. pharmacy's transactions. By changing the national drug code number (cell B2), the demand for that drug is automatically retrieved through the concatenation of drug, year, month, and day as the query key to generate the fixed demand. By fixing this demand, the spreadsheet simulation model mimics the inventory process for the given (s S) policy, and translates the policy's performance into a single value defined as the total ordering, holding, and stockout costs.
In doing so, we have translated a stochastic inventory problem into a deterministic optimization problem in which various techniques can be used to find the optimal solution. Based on the simulation model described previously, an Excel Solver can be easily used by setting cell N3 as the objective, and cells D3 and F3 as the decision variables, to find the optimal or near-optimal inventory policy of the resulting deterministic optimization problem.
The spreadsheet simulation-optimization model is easy to construct-the first author designed it in two weeks-and the Excel solver is able to find nearoptimal inventory policies. The model is easy to understand, does not require any specific knowledge of statistical distributions, reflects the operational process, and matches management's intuition. It also allows pharmacists to experiment with different inventory polices derived from, for example, heuristic rules, compare their results, and observe the performance of near-optimal inventory policies. For example, Figure 3 illustrates the Excel output (transformed for presentation purposes) of the demand (top panel) of a drug and the final inventory (bottom panel) of the optimal inventory policy.
By doing so, the spreadsheet model provides a visual and interactive tool for optimizing the inventory ordering problem. concerns and overcome its resistance, and enhanced management and pharmacist confidence in our solution. The consistently enthusiastic reception it received at the pharmacies paved the way for the later nationwide implementation of our solutions. As Bell et al. (1999) point out for visual interactive simulationoptimization approaches, "decision makers have an even more positive view of the model than do model builders" (p. 163), and the spreadsheet model has become a strong marketing tool for OR solutions. Here, we quote a corporate pharmacy financial manager, Dennis Bird, on his experience with the simulation-optimization model (from our video presentation, available online as supplemental material at http://dx.doi.org/10.1287/inte.2013.0724):
To change the behavior of how our associates order products in almost 2,000 pharmacies, a solution needs to be simple, easy to explain why, and work better than the old way We started to get excited with the opportunity the day the operations research team showed us the simulation model that we could visually see the performance of different inventory policies. We could play with the model, which gave us handson experience within seconds. By creating the simulation first, the operations research team gained my confidence and that of the broader pharmacy team The system eliminates the dichotomy that has puzzled the pharmacy team for years between out-of-stocks and too much inventory.
However, the spreadsheet model is cumbersome and computationally inefficient; thus, it is unsuitable for national implementation. In light of this limitation, we implemented the simulation model in the R statistics language (Revolution Analytics 2013), a well-known open-source package used for statistical computing and analysis, and we developed customized algorithms to efficiently solve the inventory simulation-optimization problem.
Local Search Algorithm to Optimize the Inventory System
Based on the underlying demand distributions, computational studies to tackle the inventory simulationoptimization problem can be classified into two categories: those based on continuous distributions and those based on discrete distributions. For the former, see Kleijnen and Wan (2007) for studies on response surface, perturbation analysis, and the scatter searchbased OptQuest method; for the latter, see Zheng and Federgruen (1991) and Fu and Healy (1997) for studies on gradient-based and retrospective search algorithms.
Our simulation-optimization approach follows a sample-path problem, as Fu and Healy (1997) propose. In essence, from empirical distributions, sampling is used to generate a demand of T periods and simulation is used to provide the functional evaluation of the long-run average cost over various inventory policies. By fixing the demand, this approach transforms a stochastic inventory problem to a deterministic optimization problem in which various techniques can be used to find the optimal solution. Nevertheless, the resulting optimization problem of minimizing the long-run average costs under an (s S) policy is not convex; therefore, a complete enumeration of order size Q, defined as S − s, is necessary to find the global optimum (Fu and Healy 1997) . In our implementation, we set T at 440 days to achieve a balance of efficiency and solution quality.
Because of the discrete nature of demand in a pharmacy, we devised a local search-based heuristic that starts from an initial inventory solution or policy, and moves or adjusts the (s S) values around the neighborhood of the current solution to search for nearoptimal inventory policies. The heuristic alternates mainly between two phases: the first, denoted by Procedure 1, attempts to find the reorder point under specific order sizes Q to achieve a balance of inventory and shortage costs; the second, denoted by Procedure 2, aims to balance the ordering and inventory costs by varying the value of order size Q.
These procedures consist of several moves. Specifically, we accomplish Procedure 1 through Move 1 in which we increase or decrease (s S , each by an equal amount; we accomplish Procedure 2 through either (1) Move 2 in which we increase s but keep S unchanged to decrease the order size Q, or (2) Move 3 in which we increase S and leave s unchanged to increase the order size Q For details of the algorithm, see the appendix.
Although the procedures are similar to those used in the literature for inventory optimization, the most salient feature of our algorithm is its selection of neighbor solutions based on the simulation results, thus enabling the algorithm to achieve rapid convergence. To illustrate, we present an example of how these moves work for the inventory problem outlined in Figure 2 . In this problem, the demand is generally 30, 60, or 90 units, with occasional demand for 10, 15, or 45 units. We assume that the package size is 10 units per bottle and an order is a multiple of this package size.
Starting Solution 1 180 220 : For simplicity, we start the algorithm with a reorder point equal to the maximum demand of an order period; in this case, this value is 180. We calculate the economic order quantity (EOQ) to be 40, which gives a starting solution of (180, 220) with an objective value of 25.17. Figure 4 shows how the ending inventory (top panel) and demand (bottom panel) evolve over time for s S = 180 220 . Let us start with Procedure 1 and Move 1 (i.e., we increase or decrease (s S by an equal amount). As we can see from Figure 4 , the maximum negative ending inventory is −20 and the minimum positive inventory is 10. If we are to increase s, increasing it by 20 is intuitive to bring the highest negative inventory to 0. If we are to decrease s, decreasing it by 10 units is intuitive to bring the minimum positive inventory to 0. Increasing the reorder point, for example, from 180 to 200, leads to a better objective; therefore, we adopt it. By keeping Q at 40, we can move to the next inventory policy, given by 200 240 with an objective value of 12.97; Figure 5 shows the ending inventory for this.
Solution 2: Inventory policy 200 240 exhibits no excess inventory or OOS situations and has no negative inventory. It is the local optimum under Q = 40, because no Move 1 values will result in better solutions. This concludes the search in Procedure 1.
When Procedure 1 reaches a local optimum, a change of order size Q is necessary; we perform this in Procedure 2 in which we can either increase or decrease Q. Silver et al. (1998) state that when s and S (or Q are determined simultaneously, Q is always larger than the EOQ; therefore, we initially increase the size of Q.
Notice that in the ending inventory plot for Solution 2, 200 240 , the minimum positive inventory level is 30. If we are to increase the size of Q, two options are available. The first is to apply Move 2, which decreases s by 30, while keeping S at 240; this would move from 200 240 to 170 240 . The second is to apply Move 3, which increases S by 30 units, while keeping s at 200; this would move from 200 240 to 200 270 . By increasing the order size Q, the policy is likely to increase the inventory holding cost. Here, we select the first option to offset this inventory increase, and finish at 170 240 . Nevertheless, if we apply the second option, which we do not show for brevity, it will result in the same local optimal solution under the same order size (Q = 70). Similar moves, which we also omit, also exist for the case in which we decrease Q. (200, 240) with the objective value of 12.97 under Q = 40, the minimum inventory is 30, which suggests that a potential change in order size of 30 units will be required to find a better solution.
Figure 6: A simulation of (170, 240) suggests a parallel reduction in both s and S by (i.e., Move 1), because all ending inventory levels are above 0.
Solution 3: Inventory policy 170 240 shows an objective value of 12.31. Figure 6 depicts the ending inventory. Notice that the minimum ending inventory is 5, which is above 0, suggesting a parallel reduction in both s and S (i.e., Move 1), which leads to the solution 165 235 .
Solution 4: Inventory policy 165 235 shows an objective value of 11.96. Figure 7 depicts the ending inventory. We confirmed this solution to be the best solution in the discrete solution space by an exhaustive enumeration of all possible (s S) combinations (see Table 1 ).
In Table 1 , the numbers in the top row (column headings) represent the order size Q, and the numbers in the first column are the reorder points (s). Notice that in this example, the algorithm takes only four (165, 235) is locally optimal with respect to Q, and we confirmed it to be the global optimum.
steps to converge, producing solutions for 180 220 , 200 240 , 170 240 , and 165 235 to arrive at the optimum for the problem.
Computational results: Our empirical experience shows that our algorithm on average takes only a few evaluations of specific (s S) policies and tens of milliseconds to find near-optimal solutions to the inventory problem. We implemented it on an Intel-based personal computer with 8 GB of RAM and an i7-2600 processor running at 3.40 GHz. The total computation time to sequentially solve the problem for each of 1,950 stores with an average of 2,000 drugs per store is approximately six hours, or equivalently an average of 10 milliseconds per drug per store. To test optimality, we compared the results of our methodology with that of the grid search for the 1,621 drugs in a test store. The algorithm was able to achieve the global optima discovered by the grid search for 93 percent 
Business Results and Benefits
The Kroger pharmacy division and its OR team started to roll out the inventory simulation-optimization methodology to the enterprise in early October 2011. They implemented the system in six divisions every two weeks, which gave the warehouses time to regain inventory positions and prevented sudden OOS situations throughout the supply chain. By the end of November 2011, Kroger had completed the implementation across all 18 divisions: on a weekly basis, the simulation-optimization inventory management system reads the demand transaction history for up to 220 days, reviews delivery schedules for each store, forecasts demand by sampling from empirical data the distribution for each drug based on its demand history, finds the optimal reorder point and order-up-to levels, and sends the inventory settings to the central pharmacy system. The results have been overwhelmingly positive. The system has significantly improved customer service, thus ensuring that patients have greater access to medications when they need them. It has also yielded both tangible and nontangible benefits for the pharmacy division. Figure 8 illustrates the percentage of OOS drugs and the number of prescriptions sold between July 2011 and April 2013. The horizontal axis represents the end of each fiscal period (Kroger divides its fiscal year into 13 periods, each consisting of exactly 28 days, with the first period typically starting on the first day of February). The dashed plot and right vertical axis correspond to the number of prescriptions sold (in millions) per month, and the solid plot and left vertical axis correspond to the percentage of OOS drugs. The vertical dashed line between fiscal periods 10 and 11, corresponding to October 2011, indicates the time of model implementation.
Before Kroger implemented our model (the region to the left of the vertical dashed line in Figure 8 ), its stockouts were steady at 3.4 percent. At the end of May 2012, seven months after implementation, this rate had decreased to 2.4 percent.
The number of OOS drugs increased slightly beginning in June 2012 (i.e., period 9 in 2012). Kroger initially attributed this to seasonal adjustments and business growth; the pharmacy division had seen a significant volume increase because of several insurance contracts. However, the company recently discovered 81 that because of a system transfer, the simulationoptimization results were not being uploaded into the central server for periods 9-13, exactly the interval in which the number of OOS drugs increased. Once the system uploads were resumed, the OOS drugs dropped quickly back to 2.3 percent.
Our conservative estimate of a one percent OOS drug reduction translates into a decrease in OOS prescriptions of 1.6 million per year, despite a volume increase.
Financial and Nonfinancial Benefits for the Pharmacy Division
The tangible financial benefits include the following:
1. Additional revenues as a result of a decrease in OOS prescription drugs and an increase in collateral sales: Although a majority of customers whose prescription drugs are OOS will have their prescription partially filled, some will fill their prescription elsewhere. As a consequence, Kroger could lose all future pharmacy purchases by these customers and some of their collateral nonpharmacy purchases. Accounting for the customers who go to another pharmacy, the prescription and collateral purchases from these 1.6 million OOS prescription drugs per year translate into an increase in annual revenue of $80 million for Kroger pharmacies.
2. Labor savings: Customers who choose to have their prescription partially filled will have to come back for the remainder of the prescription, which requires additional labor that would be otherwise unnecessary. Multiplying the annual labor reduction by a blended cost rate for pharmacy employees results in estimated labor savings of about $10 million per year; note that the annual compensation for the entire 15-person OR group is less than $2 million.
3. Inventory reduction: Accompanying the service level increase and reduction of OOS drugs, we have also seen a dramatic reduction in inventory. Although fluctuations exist, we have seen a steady reduction in inventory from 45 to 38 days of supply; this translates into a one-time reduction of more than $120 million in inventory investment.
From a qualitative customer service perspective, the reduction of OOS drugs decreased the number of times that customers were inconvenienced by an OOS drug each year by 1.6 million, impacting approximately 1 of every 100 customer interactions. In the case of antibiotics, pain-relief medicines, and blood pressure-control medicines, the benefits to customers are difficult to quantify, but they clearly improve the immediate well-being of these customers. A positive experience is the key to retaining customer loyalty and driving future growth.
Extending the Model for Meat and Seafood
Since we implemented our model and its associated methodology at Kroger, we have embellished both and transformed them into a more general inventory optimization framework for the company's perishable product lines of business. These products include meat and seafood, which have large demand variations and can suffer from significant spoilage if their inventory is not properly managed. Future enhancements to our system include (1) a multiple linear regression-based forecasting model for each product based on underlying predictor variables, such as sales promotions, day of the week, week of the month, and holiday status, and (2) a simulation-optimization approach to optimize inventory settings for each product on each day of the upcoming week with the goal of minimizing spoilage and OOS drugs. This approach can accommodate changes in sales based on freshness and marked-down products. Initial results in pilot stores show that the enhanced system significantly outperforms Kroger's current processes, and a conservative estimate shows that Kroger can reduce product spoilage by 50-60 percent. This could reduce costs by tens of millions of dollars annually for the meat and seafood business division. Fresh, available meat is key to future sales of these products and their associated revenues.
Scientific Inventory Management as a Core Competency at Kroger
The success of its inventory system has been critical to Kroger, which aims to provide the right products at the right time for its customers. Inventory management is an integral part of ensuring that the company continues to be successful. The easy-to-understand, visually appealing inventory system has won the support of Kroger's executives, and has accelerated the use of scientific inventory management as a core competency throughout the company. Extending the system to its other divisions has become one of Kroger's strategic goals. 
Growth of Kroger's Operations Research Team
The successful implementation of the inventory simulation-optimization system has shown that OR can bring many benefits to Kroger. It has significantly improved the reputation of OR and contributed to its growth throughout the company. Before the implementation of this system in March 2011, the Kroger OR team consisted of only four full-time employees and two contractors. As a result of the successful implementation, the OR team has nearly tripled in size; as of April 2013, the team had 12 fulltime employees and five contractors. The OR team has also undertaken an increasing variety of projects across Kroger's business activities, including its manufacturing, supply chain and logistics, store operations, merchandising, and research and development departments.
Transportability and Operations Research Advances
We designed our system to be transparent to users, agile in its application, and responsive to user feedback. The computational approach is independent of particular demand distributions and is easy for business people to accept. Table 2 highlights the differences between our simulation-optimization approach and the traditional approaches to inventory management.
The simulation-optimization system leverages computational capabilities and algorithms, such as local search, to effectively find optimal or near-optimal inventory policies under various cost structures. Given the advancements in computational power, we believe that the simulation-optimization system we discuss in this paper offers an effective and intuitive approach to solve inventory optimization problems, increases our ability to address inventory problems in a comprehensive, analytic manner, and is readily transportable to other industries.
Appendix. Local Search Algorithm
In the presentation of the algorithm, let f be the objective function value and superscript the neighboring solution. Let Q + and Q − be an upper and a lower bound for Q, respectively, and Q be the direction of change for Q (i.e., Q = +1 represents an increase of Q and Q = −1 represents a decrease of Q). Let s be the change of direction for s (i.e., s = +1 represents an increase of s and s = −1 represents a decrease of s). Let B be the set of order quantities and let P be the set of inventory policies and their corresponding objective function values encountered in the search process, and consists of the three-tuples (s S f ). We can summarize our iterative algorithm for finding near-optimal (s S) policies as follows.
Step 1. Initialization. Start the algorithm with s = s , the reorder point, as the maximum demand of an order period; set Q = EOQ, set S = S = s + Q; let f be the current objective function value and set its value to + ; set Q = +1 to increase Q and s = 1 to increase the reorder point; set B = Q.
Step 2. Simulation. Perform simulation over 440 days under (s S ), denote the simulation objective value as f , and add (s S f ) into set P . Denote I t as the ending inventory of each period t, and let I + = min t I t >0 I t be the minimum positive inventory and I − = min t I t <0 I t be the absolute value of the maximum negative ending inventory.
Step 3. Increase or decrease reorder point. If f < f , set s = s , S = S , f = f , continue the search as follows. If s = +1, set s = s +I − and S = s +Q to try to raise the smallest negative inventory to zero; else, s = −1. Set s = s − I + and S = s + Q to try to lower the lowest positive inventory to zero. Go to Step 2. Otherwise, f > f ; therefore, we have found a local optimal under Q; go to Step 4.
Step 4. Increase or decrease Q? Let Q be the minimum of I + and I − associated with (s S), if Q = +1, then assign Q ← Q + Q ; otherwise, Q ← Q − Q . If no Q exists inside (Q − Q + , set Q = − Q , reversing the search direction for order size Q. If Q already exists in set B, go to Step 6; otherwise, add Q to set B and go to Step 5.
Step 5. Perform move to a new (s S . If Q = +1, then move to (s = s − Q S = S and set s = 1. If Q = −1, then move to (s = s S = s + Q) and set s = −1. Go to Step 2.
Step 6. Termination. Output the best solution in set P . In
Step 1, we start with an order size equal to EOQ. Silver et al. (1998) state that in the simultaneous determination of s and S, (or Q), Q is always larger than EOQ. As such, we set Q = +1 to increase EOQ. The reorder point can be set in different ways, for example, the maximum demand over the lead time or with any analytical approximation solutions. We use the maximum demand over lead time (i.e., replenishment lead time plus an order period).
In Steps 2 and 3, we perform simulation with given values of s and S. Based on the ending inventory resulting from the simulation, we adjust both the reorder and orderup-to quantities by the same amount to keep the order size unchanged. Specifically, if the current solution improves, then we continue the search until we obtain a local optimum under a fixed order size. In making these adjustments, if we increase the reorder point, then the algorithm increases the reorder by I − to bring the maximum (i.e., minimum absolute value of) negative inventory to zero (reducing stockout cost); if we decrease the reorder point, then the algorithm decreases the reorder point by I + to bring the lowest positive inventory to zero (reducing inventory cost).
In Steps 4 and 5, we perform an adaptive search with respect to the order size Q. Rather than enumerate all possible breakpoints, which could be time consuming, we increase or decrease the order size based on the ending inventory level derived from the simulation. We can change the order size by either changing the reorder point s or changing the order-up-to level S; in either case, Steps 2 and 3 will lead to the same local optimum.
Finally, we stop if we have not found an improvement or if Q is outside the predefined bounds. We then output the final best solution encountered in the search process in
Step 6. Tighter bounds on s, S, and Q could impact the computational efficiency of the algorithm in that they affect the number of breakpoints to be evaluated by Q. Following the approach proposed by Zheng and Federgruen (1991) and by Gallego (1998) , our computational experiments show that for most of the drugs that Kroger stocks, the algorithm can converge quickly within a few iterations.
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Xinhui Zhang is an associate professor of industrial engineering at Wright State University. He received his PhD in operations research and industrial engineering from the University of Texas at Austin. Dr. Zhang's research interests are simulation, optimization, and the solution of practical problems in the area of manufacturing, logistics and transportation, media management, and service operations. He has led several high impact research projects such as airline crew recovery, advertising allocation, production planning, staff scheduling, vehicle routing, inventory simulation optimization, marketing research, and enrollment management and optimization. He is an active member of INFORMS.
Doug Meiser joined The Kroger Co. in 2004 as a forecasting system administrator, as he started the MBA program at Northern Kentucky University. In 2007, Meiser transitioned to research and development to lead the development and growth of the operations research team. Since that time, the team has worked and implemented projects in facility layouts at the stores, distribution centers, and manufacturing plants, along with many efforts in research and development, inventory optimization, staff scheduling, and strategic supply chain analysis. Meiser completed his MBA in 2008, and before joining The Kroger Co. completed his BS in mathematics and physics from NKU.
Yan Liu is an associate professor in the Department of Biomedical, Industrial, and Human Factors Engineering at Wright State University. She earned her MS and PhD degrees in industrial engineering at Purdue University in 2001 and 2006, respectively, and her BS degree in mechanical engineering at the University of Science and Technology, Beijing, China in 1998. Dr. Liu's current research interests include data mining, information visualization, modeling and simulation, design of interactive systems, computersupported cooperative work, and usability evaluation. She is serving on the editorial boards of International Journal of Human-Computer Interaction and Human Factors and Ergonomics in Manufacturing and Service Engineering.
Brett Bonner is a senior director for research and development at The Kroger Co. Previously, Brett worked for Federal Express and Kellogg Company where he held the positions of managing director and vice president, FedEx
