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Sensing and perceiving involve enormous numbers of widely distributed dendritic and
action potentials in cortex, before, during and after stimulus arrival but with diering
spatiotemporal patterns. Stimulus-activated receptors drive cortical neurons directly
(olfactory) or indirectly through thalamocortical relays. The driven activity induces
hemisphere-wide, self-organized patterns of neural activity called wave packets. Three
levels of brain function are hypothesized to mediate transition from sensation and percep-
tion. Microscopic activity expressed by action potentials is sensory. Macroscopic activity
of the whole forebrain expressed by behavior is perceptual. Mesoscopic activity bridges
the gap by the formation of wave packets. They form when sensory input destabilizes the
primary receiving areas by local state transitions. The sensory-driven action potentials
condense into mesoscopic wave packets like molecules forming raindrops from vapor. The
condensation disks sustain 2D spatial patterns of phase and amplitude of carrier waves
in the beta and gamma EEG. The AM patterns correlate not with features but with the
context and value of sensory stimuli for the subjects, in a word, their meaning. The wave
packets from all sensory areas are broadly transmitted through the forebrain. They in-
duce the formation of macroscopic patterns that coalesce like scintillating pools over much
and perhaps all of each hemisphere. The prediction is made for clinical testing that wave
packets are precursor to states of awareness. They are not by themselves accessible to
experience, as may be the macroscopic states initiated by global state transitions.
Keywords: EEG; meaning; mesoscopic neurodynamics; phase cone; state transition; wave
packet.
1. Introduction
Brain systems operate on many levels of organization, each with its own scales of
time and space. Dynamics applies to every level from the atomic to the molec-
ular, and from macromolecular organelles to the neurons that incorporate them.
In turn neurons form populations, these form the subassemblies in brains, and so
on to embodied brains interacting intentionally with material, interpersonal, and
social environments. Each level is macroscopic to that below it and microscopic to
that above it. Among the most dicult tasks scientists face are those of conceiv-
ing and describing the exchanges between levels, seeing that the measures of time
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and distance are incommensurate, and that causal inference is more ambiguous be-
tween levels than it is within levels, especially when the distance between levels is
wide. That holds for the gap between the pulse trains of neurons observed with
microelectrodes and the brain patterns inferred from behavior and observed with
macroscopic imaging techniques such as fMRI. The approach summarized in this
review is to observe and model the population activity at an intervening mesoscopic
level using the electroencephalogram (EEG, [68]) and to relate it to the activity of
microscopic neurons below and to macroscopic brain states above.
Below the gap multiple neurons coordinate their ring patterns and form neural
nets and nerve cell assemblies, exemplied by precisely timed \synre chains" with
repeated transitions between quasi-stationary states [1{3, 94]; by synchronized ring
of visual cortical neurons indicative of \binding" of \feature detector" neurons to
form percepts [23, 86]; by multineuronal ring in motor cortex constituting \vector
codes" for movement [49]; and by maintenance of representations in local neuronal
netlets by \reverberations" that form short term memories [6, 71, 72].
Observations on brains above the gap rely on fMRI [19], the EEG and the mag-
netoencephalogram (MEG, [67]) recorded at multiple sites in the brain or on or
above the scalp, in conjunction with measurements of behavior. EEG from elec-
trode arrays placed directly on the pial cortical surface shows cooperative activity
on a millimeter scale [17, 100, 101] and over distances of centimeters [15, 16, 46].
The data support models of oscillations in the classical ranges of EEG and MEG
spectra: alpha [65, 102], beta [95], and gamma [12, 54, 59, 61, 81, 93]. Broadly dis-
tributed gamma activity coalesces episodically into coherent states of scalp EEG
when human subjects engage in a variety of cognitive tasks, with varying degrees
of localization in conjunction with semantic stimuli [95], visual stimuli [70, 73, 80],
and music attended by professional musicians [14].
The aperiodic, noisy time series seen in EEG are not well suited to linear anal-
yses [64, 69, 75, 88]. Tallon-Baudry et al. [90] used time-frequency analysis with
Morlet wavelets to decompose EEG and detect \induced" epochs of gamma activ-
ity that were not phase-locked to the stimulus onset. Dumenko [22] complemented
Fourier analysis with factor analysis and \nonharmonic analysis". Factor analysis
of the spectra from multiple cortices demonstrated increases in shared power in
the gamma range at zero lag following conditioning. Nonharmonic analysis was by
wavelet decomposition with nonsinusoidal basis functions. This analysis displayed
changes in spatial distribution of gamma power following conditioning that indicated
the formation of a \mosaic" of corticocortical connections. The procedures demon-
strated that the increased power in the gamma range was not due to harmonics
of activity in lower frequency ranges, and they excluded ringing of lters by EEG
spikes recurring at theta rates (3{7 Hz) and simulating gamma bursts (20{80 Hz).
Units and images, then, are the extant observables that are to be interrelated.
Section 2 introduces the mesoscopic wave packet as a conceptual device to explain
how microscopic units are organized. The state variables are dened in respect toJune 11, 2003 14:0 WSPC/179-JIN 00021
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their referents: information is carried by the units about stimuli as they are dened
by the observer, and information is carried by the wave packet about the meanings of
stimuli for the subject that the observer must infer from the behaviors of the subject.
Section 3 describes the carrier oscillations of wave packets and their spatiotemporal
patterns of modulation in phase and amplitude. Section 4 introduces the relations of
wave packets to macroscopic images, including synaptic mechanisms of transmission
and reception in the beta-gamma range. Section 5 discusses future directions.
2. Dening and Modeling Mesoscopic State Variables
Theoretical modeling complements unit recording and brain imaging in eorts to
bridge the gap between units and images. At the mesoscopic level the state vari-
ables of models represent pulse and wave densities as continuous functions in time
and space. Denitions of these quantities are largely taken from theoretical physics.
Examples include local mean elds created by sparse and weak but widespread
synaptic interactions [13, 20, 83]; descriptions of neural ring patterns using statis-
tical mechanics [60, 99] and the concept of circular causality in the \enslaving" of
microscopic particles (atoms or neurons) by the \order parameters" that the parti-
cles create [55, 56]. These concepts account for the emergence of oscillations in the
gamma range of the EEG in local domains that are variously described as \activ-
ity density functions" [25], \dissipative structures" [78], \patches" [21], \bubbles"
[5, 92, 103], the dendritic \bath" [18], and noise-free \collective chaos" [85], which
diers from noise-driven \stochastic chaos" [31, 62]. When deterministic chaotic gen-
erators synchronize through coupling, they produce \collective chaos" [4]. Stochastic
chaos diers in that global chaotic activity is generated by neurons that are gov-
erned locally by point attractors [63, 79, 87]. The synaptic coupling that constrains
or \enslaves" [55] the interacting neurons reduces the correlation dimension of the
global activity [27].
There are three steps in the method of modeling: dene the state variables, mea-
sure them, and relate them to what they represent. The rst step in modeling a
neuron or a mesoscopic brain system is to dene its state in terms of those quan-
tities that can be measured, such as the membrane potentials and ring rates of
selected neurons, or the eld potentials and pulse densities of selected populations
of neurons, and those quantities that can be inferred but not measured directly
(for example, the outputs of spikeless neurons). The second step is to measure the
input-output (I-O) relations of the system and match them to the state variables
of the model and its input. I-O pairs are collected until there are no more sur-
prises. A model is constructed with dierential equations, and the parameters of
the model are evaluated by tting the curves from solving the equations to the
experimental observations (Freeman, 1975, 2000). I-O refers to Input-Output for
deterministic systems, and alternatively to Inner-Outer for self organizing systems.
In deterministic dynamics, where the initial conditions and inputs of a system are
under the control of the experimenter, the system can be modeled by serial feedJune 11, 2003 14:0 WSPC/179-JIN 00021
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forward equations that express linear causal chains. But brains continually interact
with their surrounding environments by generating states of expectancy. Each brain
state is at once a cause of input to its motor system for action, which is followed
by the sensory consequences, and it is an eect of input from its sensory receptors
consequent to the expected stimuli, which is a cause for reaction. Hence a self orga-
nized brain state is an operator. It generates a behavioral act of the body into its
environment, by which the goals of an animal are achieved, and it constructs the
response of the brain to stimuli from the environment that result from the actions
it controls. Therefore a model based on a set of Inner-Outer pairs does not show
a linear causal relation between the two kinds of observation and measurement.
It simulates the feedback relation between a brain and the environment. Feedback
models, even at the primitive level of physiological homeostasis, are based in circular
causality [29, 55]. A pertinent example is the circularly causal relation between neu-
rons and the population that they form by virtue of their synaptic interactions. The
microscopic contributions of the individuals support the formation of the mesoscopic
state of the population, which Haken [55] calls an \order parameter", that shapes,
regulates and constrains, in a word, \enslaves" the activity of the individuals into
an ordered pattern, with the degrees of freedom reduced far below the magnitude
given by the number of otherwise autonomous individuals.
The third step is to specify the relation between the state variables of the model
and the nature of the system activity that they represent. In the 19th century brain
activity was thought to be nerve energy. The macroscopic I-O pairs using the reex
as the experimental paradigm measured it indirectly. The parent science was thermo-
dynamics. In the 20th century it became clear that \nerve energy" is not conserved,
nor is it commensurate with the widely disparate levels of energy between sensory
stimuli and motor responses [30]. Neural activity is now viewed as information, which
comes from the environment. It is processed for storage and retrieval, and used to
generate outputs in the form of motor patterns. The experimental paradigm is to
record action potentials with microelectrodes and measure the rates and intervals
of the action potentials of neurons treated as bits. The parent science is information
theory, which provides the means for precise measure of information by divorcing it
from meaning [84]. The result is that neurobiologists can measure the information
in a stimulus and in the neural activity that the stimulus evokes, but they cannot
show how the stimulus leads to the creation of meaning by and for the subject,
because they cannot dene the meaning within the context of neural information,
and because conventional information theory does not countenance the creation of
information in self-organizing systems.
In the 21st century the disadvantage imposed by this divorce is increasingly ap-
parent. The lack of a clearly specied denition and neural correlate of meaning [34]
is why neurobiologists using neural networks cannot solve the binding problem, nor
neuropsychologists the gure-ground problem, nor linguists the problem of machine
translation, nor philosophers the intentional relation of representations to objects,June 11, 2003 14:0 WSPC/179-JIN 00021
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nor cognitivists the limitations of expert systems. The aim of this review is to sum-
marize an alternative approach, in which the parent science is nonlinear dynamics.
The basic module proposed as the carrier for the components of meaning is the wave
packet [25]. The experimental paradigm for observing this mesoscopic neural pattern
is multichannel EEG recording of local eld potentials from high-density electrode
arrays placed in subjects trained to perform controlled cognitive tasks. The phys-
iological properties of wave packets are measured to determine their information
content and their behavioral correlates to determine their meaning content.
The wave packet is comparable to the action potential in the following physio-
logical respects. Both are collective phenomena whereby a large number of elements
(neurons vs. macromolecules) interact through elds of energy (axonal and synaptic
events vs. electric currents and chemical potentials) and create a unitary emergent
state guided by the architectures of the components (network vs. core conductor).
Both events have characteristic amplitudes, locations, sizes, durations, and veloci-
ties, though at diering scales of time and distance. Each is initiated by an energy-
dependent state transition, and each has a well-dened target of transmission. The
encompassing system (population vs. neuron) is bistable, being either in a receiving
state or a transmitting state (expressed for the axon by the \all-or-none" principle,
and still to be proven for the wave packet).
Nonlinear neurodynamics supports models based on sets of integrodierential
equations having mesoscopic state variables [25, 63, 79]. These models explain how
local masses of neurons of cortical systems re-organize their activity, when they are
destabilized by microscopic sensory inputs. One of the key elements in support of
this approach to neurodynamics is the value of the EEG as a means for estimating
the magnitudes of the mesoscopic state variable of neural populations. The dendritic
potentials of the EEG are formed by spatial integration in the volume conductor of
the synaptic currents of neurons in local areas of cortex. The EEG provides the best
available assay of the local mean eld intensities of cortical populations. Whereas
cortical input from sensory receptors is by topographic mapping, cortical output
is typically carried by divergent-convergent pathways, in which each transmitting
axon broadcasts its output, and each receiving neuron sums over the output of
a wide distribution of transmitting neurons. This constitutes spatial integration
resembling spatial ensemble averaging (SEA). On the one hand, the activity of
individual neurons is the better measure of the response of cortex to the impact
of its input, especially after the self-organized \spontaneous" cortical activity is
attenuated by means of time ensemble averaging (TEA). On the other hand, owing
to the spatial integral transformation of cortical output by divergent-convergent
transmission, the surface EEG is the better measure of cortical output, especially
after the sensory-driven activity has been attenuated by spatial integration, which
is formally the same as SEA though without division for averaging. The choice
by a neuroscientist to do spatial vs. temporal ensemble averaging at the outset of
data analysis constitutes the choice between studies of information and sensation
vs. studies of meaning and perception [31, 32].June 11, 2003 14:0 WSPC/179-JIN 00021
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3. Wave Packets: Spatiotemporal Patterns of Cortical Activity
3.1. Amplitude modulation (AM) of carrier waves in wave packets
Experimental observations in the studies reviewed here have been concentrated on
sensory cortices, which receive the action potentials that carry microscopic informa-
tion from receptors and use it to create and transmit their own mesoscopic patterns.
Multichannel EEG have been recorded with 44 to 88 electrode arrays (44 mm
to 66 mm windows) surgically xed onto the surfaces of the olfactory bulb, prepyri-
form cortex, visual, auditory or somatosensory neocortex, supplemented by a 216
array placed on the entorhinal cortex of cats and rabbits (Fig. 1). These high den-
sity arrays show that the EEG activity is spatially coherent though almost always
aperiodic. The olfactory EEG shows prominent low frequency waves correlated with
respiration and associated bursts of gamma activity [Fig. 2(a)]. The neocortical EEG
show little direct evidence of temporal structure. Olfactory spectra show peaks in
the theta and gamma ranges (b, left). Neocortical spectra (b, right) show a linear
decrease in log power with increasing log frequency having a slope averaging near
 2. Activity showing this type of power law (1=f 2) is called \telegraph noise", or
\brown noise" because it is characteristic of Brownian motion.
The similarity of the multiple EEG signals is measured by decomposition with
PCA, showing > 90% of the variance in the rst component. The high degree of
spatial coherence is not due to activity at the reference electrode or to a distant
generator by volume conduction, because the amplitude of the shared wave form is
modulated in the 2 spatial dimensions (AM). It is not due to driving from an external
pacemaker, because the phase is modulated in space (PM), as described below. The
shared wave form is based in the neural cooperation induced by excitatory synaptic
interactions of cortical neurons. Whereas the carrier wave has no correlates with
Fig. 1. The outline shows the left cerebral hemisphere of the rabbit as seen from above. The
rectangles show the approximate locations of the 8  8 arrays placed on the olfactory bulb (OB),
prepyriform cortex (PPC, both 0.5 mm spacing), somatomotor cortex (SOM), auditory cortex
(AUD), and visual cortex (VIS, all 0.8 mm spacing), and a 2  8 array on the entorhinal cortex
(ENT, 1 mm spacing). The inner circle shows the modal diameter of phase cones. The outer circle
shows the diameter including 95% of cases. The vertical line is the zero stereotaxic reference.
Adapted from [9].June 11, 2003 14:0 WSPC/179-JIN 00021
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(a)
(b)
Fig. 2. (a) Representative spatial ensemble averages are shown from single trials while recording
from the olfactory bulb and the visual cortex. The superimposed signal shows the pattern of respi-
ration, which is correlated with the theta activity in the bulb but not with low frequency activity
in the visual cortex. (b) The bulbar spectrum shows peaks in the theta and gamma ranges. The
visual cortical spectrum shows a 1=f2 fall in log power with log frequency. From [9].
sensory stimuli, the spatial AM patterns [Fig. 3(b)] fall into categories relating to
conditioned stimuli (CS) that subjects have been trained to discriminate [9, 42, 76].
These AM patterns lack invariance with respect to the stimuli. They change with
context, manner of reinforcement, conditioned response, cumulative experience with
the same stimuli, and state of expectancy [28]. In combination these contributions
relate to the meaning of stimuli, which mediates the eective integration of the
organism with its environment [10].
Observation of these spatial EEG patterns requires spatial spectral analysis
[26, 36, 45], in order to establish the spacing between electrodes (equivalent to using
temporal spectral analysis to optimize the digitizing step in time series analysis) and
thereby avoid undersampling with aliasing or oversampling and inadequate window
size [40].June 11, 2003 14:0 WSPC/179-JIN 00021
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(a) (b)
(c) (d)
Fig. 3. (a) EEG signals from an 88 electrode array (66 mm) in a representative 64 ms segment
from visual cortex after band pass ltering in the gamma range (20{80 Hz). (b) Spatial AM pattern
from RMS amplitudes. (c) Spatial PM pattern at the peak frequency. (d) A cone was tted to the
phase values. The location of the cone apex was quite independent of peaks in amplitude. From [9].
3.2. Phase modulation (PM) of carrier waves
Measurement by Fourier analysis [9] or by decomposition with nonlinear wavelets
[35, 47] also gives spatial patterns of phase modulation (PM) at the peak frequency
of the broad spectrum [Fig. 3(c)]. The phase values are measured with respect to
the phase of the SEA. In all sensory areas the PM patterns have the form of a cone
[36, 37]. The slope, location and sign of the apex are determined by tting a conic
surface to the 88 matrix of phase values in the 2 dimensions of the cortical surface
[Fig. 3(d)]. The locations and signs of the apex are random variables, unrelated to
the CS (Fig. 4) [36, 37]. The phase gradients in radians/mm are converted to m/s
by using the peak frequency. In cortex the gradients correspond to the conduction
velocities of axons running parallel to the pial surface [Fig. 3(d)]. The progressive
increase in phase dierence radially from the apex establishes a soft boundary con-
dition for the active domain formed by neural cooperation, which can be assayed
as the half-power diameter where the phase dierence is =4 radians (45). The
diameter of olfactory PM patterns corresponds to the anatomical size of the olfac-
tory bulb (Fig. 4). In neocortical EEG the diameters reach or exceed the sizes of
the primary sensory areas in rabbits (Fig. 1). The necessity for the soft boundaryJune 11, 2003 14:0 WSPC/179-JIN 00021
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Fig. 4. Phase distributions were measured with respect to the phase of the spatial ensemble average
at the surface of the olfactory bulb and tted with a cone in spherical coordinates. The sketch is a
projection of the outline of the bulb, as it would appear on looking through the left bulb onto the
array on the lateral surface of the bulb. A representative set of isophase contours is at intervals of
0.25 radians/mm. The locations of the apices of the cones on the surface of the sphere (2.5 mm in
radius) are plotted from the center of the array to the antipode. The square outlines the electrode
array. The standard error of location of points was twice the radius of the dots. From [36].
condition is shown by the nding that the shared variance of multiple sensory areas
measured by time-lagged correlation and by the 1st component of PCA is  50%
[41, 48], which is far less than that within areas. By visual inspection of EEGs ar-
eas separated by distances exceeding the diameters of wave packets have diering
waveforms.
The phase cone proves that the shared wave form revealed by referential
(monopolar) EEG recording from high-density arrays is not the result of volume
conduction, and that it cannot be ascribed to activity at the reference lead. The
principal properties are summarized in Table 1. The random occurrence of maximal
lead or lag at the apex and the lack of correlation with CS show that the conic
gradient is not the manifestation of a thalamocortical or other pacemaker. Instead,
the PM pattern indicates that the AM pattern is formed by a state transition [28]
that resembles the phase transition of a gas to a liquid. In a distributed medium
such as cortical tissue the change from one state to another cannot occur every-
where at the same time. It begins at a site of nucleation and spreads radially, in
the manner of formation of a raindrop from a dust particle [35]. The rates of spread
(\transition velocity" in Table 1) manifest the phase velocity of the medium, as dis-
tinct from the group velocity established by serial synaptic transmission. In cortex
the phase velocity appears to correspond to the conduction velocities of the larger
axons that have sucient length to span the domain determined by the half-powerJune 11, 2003 14:0 WSPC/179-JIN 00021
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Table 1. The main properties of phase cones are summarized. They serve to estimate the bio-
physical characteristics of wave packets and their condensation disks. The two measured quantities
are the temporal frequencies in Hz with the cosine as the basis function and the spatial frequencies
(wave numbers) in rad/mm with the cone as the basis function. These quantities support calcu-
lation of the transition velocity (Fig. 4), diameter (Fig. 1), apex location (Fig. 4), cone duration
(Fig. 5), and cone recurrence rate. Adapted from [35].
Variable Units Mode Minimum Maximum
Carrier frequency Hz 48 31 82
Phase gradient rad/mm 0.16 0.04 0.38
Transition velocity m/s 3.0 0.8 7.9
Cone diameter mm 15 9 28
Transition delay ms 5 3 8
Delay in AM onset ms 25 20 30
Distance between apices mm 35 0 17
Cone duration ms 85 76 101
Recurrence rate Hz 4.0 2.1 6.4
radius [37]. The disk diameters, 9{28 mm, exceed the sizes of hypercolumns [51].
They suce in the rabbit (Fig. 1) to cover the multiple topographic maps compris-
ing each primary sensory cortex. The location of the apex varies within the area
without relation to the stimulus contents, perhaps with the random coincidence of
the highest intensity of background sensory input and the locus of highest cortical
sensitivity on each frame of input. The time required for the completion of the state
transition, 3{7 ms (Table 1), is given by the duration of one quarter cycle duration
of the center frequency of the gamma oscillation. The time required for emergence
of the AM pattern thereafter is estimated to be 20{30 ms or about the duration of
a single cycle at the center frequency [33]. The durations of wave packets, as taken
from those of the condensation disks, correspond to 3 to 5 cycles of the oscillation
at the peak frequency.
The phase cones have been found in equal numbers before and after CS onset
times, but their density and number vary seemingly at random from each trial to the
next (Fig. 5). Their mean recurrence rates, 2.1 to 6.4 Hz, have been estimated by
spectral analysis of the autocovariances and crosscovariance of the unltered EEG
and the phase cones represented as unit square waves. Examples of the spectra and
cospectra are shown for the visual and auditory cortices (Fig. 6), one with a high
theta peak in the temporal spectrum of the EEG (a), the other with none. Peaks
occurred in the cospectrum in the delta and theta ranges, whether or not a peak
occurred in the EEG as in (b).
Measurement of the spatial frequency ranges of intracranial AM patterns has
been by 1D and 2D spatial spectral analysis [9, 26, 36, 45]. A lower limit of obser-
vation, 0.03 c/mm, has been determined by the size of the longest linear electrode
array so far used, 32 mm [45]. An upper limit, 0.4 c/mm, is imposed by the smoothingJune 11, 2003 14:0 WSPC/179-JIN 00021
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(a)
(b)
Fig. 5. (a) An example is shown from the visual cortex of the temporal locations of the starting
times of stable phase cones in a set of 40 trials. The successive cones on each trial are shown on
alternating pairs of lines. The duration of each bar indicates the number of steps over which the
phase cones existed; the actual duration would be indicated by adding 32 bins (64 ms) to each bar.
(b) A histogram of the times of onset showed no preferential increase at or immediately after the
time of stimulus onset (3000 ms).
eect of the volume conductor on the EEG. Theoretically the characteristic spatial
frequency, 2 c/mm, has been estimated for the olfactory bulb from the spatial coarse-
graining imposed on input by the glomeruli in the olfactory bulb averaging .125 mm
in diameter [25]. Based on the sizes of hypercolumns there may be comparable values
for neocortices. Of particular interest is the property that the information density
in the AM patterns of wave packets is spatially uniform despite the variations in
content. This inference is based on the nding that the classication of AM patterns
with respect to CSs depends on the number of available channels and not on their
locations (Fig. 16 in [36]; Fig. 13 in [9]; Fig. 3 in [76]). Every channel had equal
value, as in a hologram, in which each part has the whole of a scene, though at
reduced spatial resolution in proportion to the size of the part.
An illuminating perspective is oered by use of the Hilbert transform [11, 43, 77],
which separates each EEG into two independent time series: the analytic amplitude
(AA) and analytic phase (AP). Unlike the Fourier transform, which decomposes
each EEG into a set of frequencies and then allows determination of the phaseJune 11, 2003 14:0 WSPC/179-JIN 00021
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of each component, the Hilbert transform calculates the instantaneous AP over
successive digitized EEG values. The frequency in Hz is the average increase in phase
with each unit of elapsed time after unwrapping [11]. The EEG is rst band pass
ltered in the gamma range, as determined by optimization of classication of AM
patterns [43]. Starting at any point in time with zero, the dierences in AP between
pairs of channels increase but not continuously or monotonically (Fig. 7). Multiple
pairs reveal a staircase appearance with plateaus demarcated by abrupt changes.
These steps known as \phase slips" [77, 91] are commonly seen in broadband signals
corrupted by noise. However, the jumps in the phase dierences from gamma EEG
are not wholly due to noise, because the dierences tend to be nearly synchronous
across channels, and they do not accumulate monotonically. Synchronization among
the 64 from each cortex is not at zero phase but in a distribution that holds steady
for the duration of each cone. The deviations from synchrony (within 2 digitizing
(a)
Fig. 6. The amplitude (square root of power) spectra and coherence spectrum of the autocovari-
ances and crosscovariance of the phase cones and EEG were plotted as a function of log frequency.
The cones were derived from EEG temporally and spatially ltered to extract the gamma activity.
The spectra of EEG without gamma band ltering (only analog, 1{100 Hz) revealed their typical
\1=f2" form. (a) This example from the auditory cortex shows prominent theta peaks in the EEG,
phase cones and coherence spectrum. (b) The example from visual cortex has little or no theta peak
in the EEG or phase cones but a clear peak in the coherence spectrum.June 11, 2003 14:0 WSPC/179-JIN 00021
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Fig. 6 (Continued)
steps or 4 ms) and their reversals in direction are consistent with the random
locations and signs of the apices of the cones, which result in the random jumps in
the direction of the phase gradient between each pair of electrodes.
4. Integration of Wave Packets into Macroscopic States
4.1. Evidence from measurements of global AM patterns
The AM patterns of wave packets are selected by sensory input, but the information
they carry is derived mainly from past experience with the stimuli. The requisite
learning is embedded in the modiable excitatory synapses that interconnect the
pyramidal cells (mitral and tufted cells in the olfactory bulb). Past experience pro-
vides components of memories, but the synaptic store is local within each sensory
area and cannot be regarded as adequate to explain memories. The mechanism by
which wave packets combine across multiple cortices must be explored in order to
understand perception and recall.
Understanding the mechanism depends on recognizing the dierences between
microscopic action potentials and mesoscopic wave packets. The mesoscopic AMJune 11, 2003 14:0 WSPC/179-JIN 00021
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Fig. 7. Spatial dierences in phase are plotted for several channel pairs for part of one trial (cat
data). These showed emergent phase dierences between channels having the form of plateaus
punctuated by abrupt changes nearly simultaneously on multiple channels. The direction of the
jump varied at random irrespective of prior jumps, so the dierences did not increase monotonically.
This pattern was predicted from prior measurement of phase cones, in which the location and sign
of the apices varied randomly [36, 37] and so also the direction of the phase gradient between each
pair of electrodes. From [43].
patterns that form after state transitions dier from microscopic unit activity in
several important respects. First, the unit activity reects the features of stimuli,
whereas, owing to their lack of invariance with respect to CS, AM patterns appear
to reect the relation of the sensing animal to the stimuli. This is not surprising.
The receptors are in sheets in the nose, eye, ear and skin. They transform stimuli
into spatial patterns of action potentials and transmit them centrally by axons with
topographic order. Relay neurons inject them into the sensory areas, where they
drive cortical neurons in patterns that reect the properties of the stimuli in terms
of the receptor elds of the driven cortical neurons and the information processing
in the ascending pathways. But after the state transition, the cortical neurons are
driven mainly by each other through synapses that have been modied by learning,
so that modied intracortical synapses predominate over aerent synapses. Second,
the frequency of unit ring reects stimulus intensity relating to the degree of cer-
tainty that a given stimulus is present [86], whereas the gamma carrier waves are
aperiodic, and changes in their center frequencies have no relation to the qualities
of CS. Amplitude takes the place of frequency or time interval. There is seldom a
single carrier frequency such as 40 Hz at which linear binding might occur. Third,
the time parsing of sensory input is under stimulus control. In principle a contin-
uously varying stimulus can be represented by an interpulse interval that varies
continuously in time. In contrast, the frame rate of wave packets, as it is reected
in phase cones, is centrally controlled. The information that is transmitted from
cortex is in packages that are intrinsically discrete. Fourth, the global degree of syn-June 11, 2003 14:0 WSPC/179-JIN 00021
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chrony and the intensity are important aspects of stimulus-driven activity, which
leads to the expectation of transient increases in amplitude and synchrony in the
form of \bursts" of gamma activity (brief increases in amplitude of narrow-band
oscillation). But the crucial information characterizing cortical output is in the spa-
tial AM patterns. Those patterns are best seen after they have been normalized by
removing the global amplitude. Within these patterns phase constancy is the rule
between the times of decoherence demarcating state transitions. Fifth, microscopic
unit information is spatially localized. It is topographically related to those neurons
that are driven by feedforward sensory input. Mesoscopic information that serves
to classify EEG segments with respect to CS is spatially distributed with uniform
density. By virtue of intracortical feedback, all neurons participate in a discrimina-
tion, even when they do not re, because a spatial pattern requires both high and
low activity.
These dierences are crucial for understanding the following stage, in which the
mesoscopic wave packets contribute their contents to the integration of a macro-
scopic percept. The necessary condition is that the wave packet transmitted from
each cortex be broadcast through the forebrain. The broadcasting is enabled by sev-
eral factors. First, the diameter of the wave packet ensures that all of the multiple
diverging output tracts of each primary sensory cortex are included. Second, the
information by which the meaning is expressed for transmission has been shown to
be spatially uniform in density. Each sensory area projects to multiple specic tar-
get areas, and every target receives the same mesoscopic information, in addition to
the microscopic information transfers demonstrated by unit recording. Whether the
receiving target of transmission incorporates the mesoscopic perceptual information
may be controlled by the receiving area through tuning to the carrier frequency of
the transmitting area, perhaps by the regulation of GABA receptors (e.g., [93, 97]),
and not by switching in the transmitting cortex. Third, each target receives its in-
put after the spatial integral transform done by the divergent-convergent topology
of the eerent pathways and by small world eects [96] that bring every cortical
neuron within a few synaptic steps of every other. Spatial overlap is to be expected,
notably in the entorhinal cortex, which receives from all sensory areas directly or
by stages, and which is implicated in multisensory Gestalt formation [32]. Probably
within 300 ms of stimulus arrival in any sensory area, all other sensory areas are
updated.
This inference is based on a measure of the formation of macroscopic patterns
that include all of the areas under observation with electrode arrays [38]. The num-
ber of electrodes in each area ( 16) was too few to support search for phase cones or
to classify AM patterns from individual cortices. Instead, the probability of correct
classication of spatial AM patterns from EEG with respect to reinforced and unre-
inforced discriminative CSs was calculated from the EEG recorded simultaneously
in multiple areas. Local 4  4 arrays were surgically xed on the visual, auditory
and somatomotor cortices of cats. A 2  8 array was xed onto the surface of theJune 11, 2003 14:0 WSPC/179-JIN 00021
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entorhinal cortex, and two electrodes were stereotaxically inserted into the olfac-
tory bulb. The 64 EEG were recorded from these structures after the cats had been
trained to discriminate visual or auditory stimuli in an appetitive operant paradigm
[48]. The EEG were examined in moving windows of 64 to 128 ms in duration
stepped at intervals of 8 to 16 ms. The pooled data from all subjects was divided
into the prestimulus control period and the test period between CS and CR onsets.
The classication assay previously applied to the 64 EEGs from single cortical areas
was applied to the data from 40 trials for each cat in the control period to determine
the standard deviation of the number of AM patterns correctly classied. The clas-
sication rates in control and test periods were divided by this standard deviation
to give an index of goodness of classication [38]. The index showed a series of peaks
in the test period that exceeded the standard deviation by a factor of 2 to 4. The
recurrence rates given by the intervals between peaks fell within the delta and theta
ranges. The heights of the peaks maximized when all sources of data were included.
The goodness of classication decreased on removal of contributions from any of the
5 sources, showing that all areas were involved in the formation of hemisphere-wide
intercortical AM patterns.
Time-lagged cross-correlation for pairs of averages in moving windows, 64{128 ms
in length, was always maximal at zero lag [41]. The values ranged between 0.55
and 0.75. Noise gave slightly lower correlation values on average (e.g., 0.5{0.6). The
uctuations in correlation about the mean values were unrelated to CS or CR onsets.
The peaks in correlation values had no relation to peaks in amplitudes of the paired
averages. In brief, there was no evidence for episodic increases constituting \bursts"
in either phase or amplitude measures at zero lag or at any lags predicted from the
estimated transmission distances and conduction velocities between the cortices. The
multiple correlation coecient between the dependent entorhinal SEA and the four
independent SEA from the sensory areas averaged 0.7, which was consistent with
the result from PCA of the 64 EEG in the moving windows; the rst component
contained about 50% of the total variance. In brief, half the variance in the 64 EEG
had the form of oscillation in the gamma range with zero lag [41]. This fraction was
shown to hold by simulation of the experimental operations using random number
time series, namely truncating to simulate digitizing, temporal ltering in the pass
band dened by the optimal classication of AM patterns, and spatial ensemble
averaging for each local area [44].
The signicance of these ndings lies in the circumstance that these three condi-
tions hold for the mechanisms by which cortical transmission takes place in brains.
Spatial ensemble averaging is imposed by the divergent-convergent topology of cen-
tral projections. Discrimination of dendritic current density is imposed by pulse
frequency modulation at trigger zones. Temporal band pass ltering is imposed
by the negative feedback networks of excitatory and inhibitory populations, for
which the characteristic frequencies under piecewise linearization are centered in
the gamma range [25]. The three mesoscopic operations of spatial averaging, waveJune 11, 2003 14:0 WSPC/179-JIN 00021
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to pulse conversion, and temporal smoothing are central to the processes of ab-
straction and generalization that support perception. There is no question that the
microscopic information constituting the information that has been delivered by af-
ferent axons to cortex persists in the action potentials of eerent axons, because
this information is demonstrable by time ensemble averaging, as is commonly done
with unit recordings displayed as post-stimulus time histograms. What is at issue
here is the demonstration of the biological, material form taken by the meaning
that is assigned by the forebrain to the information that has been provided by the
senses, and that demonstration requires not time but spatial ensemble averaging
over neuronal populations.
4.2. Mechanisms for transmission and reception in
the beta-gamma range
Communication of meaning in the wave packet requires the two operations of trans-
mission and reception. Transmission requires the generation of gamma activity, and
reception requires tuned sensitivity to gamma activity. The gamma activity is gen-
erated by feedback among populations, transmitted by divergent-convergent tracts,
and it may be selectively received by tuning. The hypothesis for the genesis of gamma
in neuron populations is based on recording from the olfactory system in waking cats,
rabbits and rats. This hypothesis holds that oscillations in ring probability arise
by distributed negative feedback between excitatory and inhibitory neurons [25, 31].
The hypothesis for tuning of gamma by individual neurons is based on recordings
from thalamus [52, 89], pyriform cortex [53, 98], and hippocampal slices [97]. This
hypothesis holds that repetitive ring is enabled by the kinetics of GABAA conduc-
tance in the membranes of inhibitory interneurons that are interacting with other
inhibitory interneurons. In both cases the oscillations require sustained excitation
from internal or external sources. Both models have the same four types of addi-
tive connections among the neurons (e-e, e-i, i-e and i-i) that are mediated by the
same neurotransmitters. Both show the same inverse relation between amplitude and
characteristic frequency of oscillation. In the microscopic hypothesis the inverse re-
lation is attributed to the receptor kinetics of the dendritic synapses, whereas in the
mesoscopic hypothesis the inverse relation is attributed to the axonal trigger zones,
at which negative feedback gain is reduced when axons are driven below threshold
during high intensity inhibition, so that the blocked neurons are unable to transmit
output in proportion to input. The reduction in gain, a mesoscopic property, leads
to a decrease in the carrier frequencies of wave packets [25].
A critical test to determine which mechanism is responsible for observed in-
stances of gamma is measurement of the phase relation between the oscillatory
outputs of excitatory and inhibitory neurons. The microscopic model predicts that
they re in phase with zero lag between them [82, 93]. The mesoscopic model pre-
dicts that the peak of ring of the inhibitory neurons lags that of the excitatory
neurons by approximately a quarter cycle at the prevailing frequency [25, 28]. TheJune 11, 2003 14:0 WSPC/179-JIN 00021
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microscopic model predicts zero lag synchrony of action potential rings over mm
distances and explains them by doublet ring of transmitting neurons [93]. The
mesoscopic model predicts broad and highly variable distributions of phase within
and among cooperative domains. It ascribes observations of the zero time lag in syn-
chrony of pulse trains to the use of time ensemble averaging (TEA) over numerous
phase cones with randomly varying directions of phase gradient, for which the result
can only be zero phase lag on average [41].
In brief, the gamma band provides the equivalent for the forebrain of the back
plane of a classical mainframe computer, in which contributions from every cortical
part are made available to every other part, and the contents in episodes lasting
100{200 ms are displayed in the form of macroscopic AM patterns of the phase re-
set of the beta-gamma carrier. The phase relations of the local participants need not
be xed, because phase dispersions can be compensated by changes in amplitudes,
keeping the real parts of the oscillations steady, while allowing the imaginary parts
such degrees of freedom as are necessary to allow for diering delays in transmission
between the parts. This mechanism may also account for coordination of the outputs
of widely separated cortical areas converging into brainstem nuclei, depending on
tuning of receiving circuits in receiving neurons that adapt by synaptic modications
[97] in the processes of learning new motor skills.
4.3. Evidence for mesoscopic neurodynamics in human scalp EEG
This hypothesis of perception through multiple state transitions can be brought
into focus by studying EEG phenomena in recordings from humans engaged in nor-
mal cognitive behavior. The cognitive psychological evidence for the existence of
a gamma highway providing a neural back plane has been marshaled by Baars [7]
in his description of a \global work space". Evidence from scalp EEG recording
for the intermittent presence of widely distributed gamma activity in humans en-
gaged in cognitive tasks has already been noted. Several renements of data analysis
were indicated by the observations of wave packets and the macroscopic states of
activity in cats and rabbits. The main targets of analysis of scalp EEG were the
spatial patterns of AM and PM of the gamma activity, which was expected to have
a lower frequency range than those in rabbits (20{80 Hz) and cats (35{60 Hz). The
EEG recorded from each electrode was deemed likely to correspond to the spatial
ensemble average of activity in the underlying cortex with its pial surface parallel
to the scalp. The spatial spectrum of the human intracranial EEG was found to
be indistinguishable from that of the rabbit intracranial EEG [45]. The similarity
implied that the human EEG was generated by pyramidal cells in layers II and III,
and that the deeper layers, which were 2{4 times thicker in humans than in rabbits,
would support wave packets with lower carrier frequencies and greater diameters.
This would facilitate detection of local contributions at the scalp under referen-
tial recording, though the smoothing eect of the meninges, skull and scalp wouldJune 11, 2003 14:0 WSPC/179-JIN 00021
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preclude detection in scalp EEGs of the ne textures of mesoscopic AM patterns
found intracranially.
High resolution phase measurements were obtained with a curvilinear array of
64 electrodes 3 mm apart and 18.9 cm in length xed on the scalp over the frontal or
occipital area with the referential lead at the vertex or over the right paracentral area
with linked mastoid reference [40]. Records were digitized at 200 Hz. The subjects
were asked to remain at rest with eyes closed and then tense the scalp muscles
to produce a moderate level of EMG. The analytic phase (AP) was calculated for
each channel after band pass ltering in the beta or gamma range. The numerical
derivative of the AP was approximated by the successive temporal dierences on
each channel. The autocorrelations and cross-correlation were derived for the EEG
without ltering and the AP with band pass ltering. They were averaged across
channels prior to calculating the spectra and cospectrum. With the subject at rest,
the cospectrum of the average cross-correlation across the 64 channels revealed the
typical 1=f form in log-log coordinates, with a spectral peak in the alpha range. The
AP temporal dierences were calculated after subtraction of the mean corresponding
to the frequency in the beta or gamma range. The dierences from the mean tended
to be small across the array for periods lasting tens of ms punctuated by large
Fig. 8. The absolute jAPj dierences (ordinate in radians) are plotted from the 64 EEG signals
(right ascending abscissa) derived from anterior (1) to posterior (64) across the right paracentral
area. Time is in 5 ms steps from 0 to 500 ms as shown on the left descending abscissa. The
tendency persists for large AP dierences to synchronize across long distances, but with a shift
in the recurrence rate from the alpha range into the theta range, when the subject was asked to
tense the scalp muscles. The jAPj dierences approximate the instantaneous frequency in Hz when
divided by 2 and the digitizing interval (.002 s, 1 rad  80 Hz). From [39].June 11, 2003 14:0 WSPC/179-JIN 00021
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Fig. 9. The large AP dierences tended to appear over the entire 18.9 cm array, when alpha
activity was prominent. This example came from the paracentral area with the array located across
the right scalp 5 cm to the right of the vertex, numbering 1 to 64 from anterior to posterior. The
subject was asked to remain at rest with eyes closed.
dierences. When large dierences occurred, they did so within a few ms across part
or all of the array. The dierences were both positive and negative, as previously
found in animal studies (Fig. 7). Plotting their absolute values facilitated display
of their correlation (Fig. 8). The marked tendency for nearly periodic recurrence
of jAPj dierences accounted for the alpha peak in the cospectrum. The spectral
pass band was varied systematically across the beta and gamma bands in order to
maximize the cospectral alpha peak. In contrast to the optimal pass band in the
rabbit (20{80 Hz, [9]) and cat (35{60 Hz, [48]) the clearest alignment of the jAPj
dierences across the array was found after band pass ltering to retain activity in
the beta range (12{30 Hz, [39]).
On performing the simple intentional act of tensing the scalp muscles, the sub-
jects changed the cospectrum by the addition of power in all spectral bands [40]. The
spatial alignment of the jAPj dierences persisted, again most clearly with ltering
of the EEG in the 12{30 Hz range. A new cospectral peak appeared in the theta
range at 4.6 Hz, reecting the change in recurrence rate of the spatially aligned
jumps in jAPj dierences. In subjects with prominent alpha activity, the alignment
extended across the entire array (Fig. 9). The range of synchrony was within the 5
ms sampling interval at 200 Hz across the array. This close temporal alignment was
also seen over the occipital and frontal areas with the array in the coronal plane
and extending across the midline. In no case of scalp recording did there appear anJune 11, 2003 14:0 WSPC/179-JIN 00021
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alignment diagonally across the graph that would indicate a phase velocity less than
about 40 m/s.
5. Conclusions
These results show that spatiotemporal structures can be found in brain activity at
scales ranging from ms and microns to s and cm and beyond. The rapidity with which
changes in AP structure can take place over distances that are immense with respect
to the sizes of typical neurons is astonishing. The sudden changes in AP beyond the
usual range of :2 rad from the mean often occur within a 5 ms interval across
the entire array for a distance of almost 20 cm, irrespective of the array orientation
on the scalp and consistent with a phase velocity > 40 m/s. The local dierences
in sign and amplitude of the AP show that this high degree of synchrony cannot
be ascribed to activity at the reference electrode in monopolar recording, or to a
deep-lying generator, or to a thalamocortical pacemaker except as a trigger for state
transitions that are otherwise locally determined. The variability in spatial extent,
repetition rate, and carrier pass band is not readily compatible with neural network
models of cortical function. The 1=f form taken by the EEG spectra indicates that
brains can be regarded as massively interactive organs that maintain themselves in
metastable states that provide both long-term continuity and the capacity for rapid
change in accord with sudden and unpredictable changes in their environments both
inside and outside the body. This kind of state has been described as self-organized
criticality [8]. It is consistent with temporal scaling properties manifested in EEG
[57, 59, 66, 75], such that spatially coherent cortical activity patterns may coexist
for epochs ranging in duration from ms to s, and with spatial scaling properties in
EEG [40], as manifested in patterns ranging in diameter from under a mm through
hypercolumns through Brodmann's areas, gyri and lobes to an entire hemisphere.
Seen in this context, the wave packet occupies a niche in what amounts to a
continuum of scales in time and space, a niche scaled in tens of ms and cm. No hard
lower or upper limits have been found for the durations and diameters of phase cones.
The distinction has been drawn of a subclass of \stable" phase cones [9] on the basis
of correlation of AM patterns with CS, that is, with aspects of perception. It would
appear that micro-instabilities occur continuously throughout the cortical mantle,
and only intermittently do they coalesce or cascade into self-organized domains of
sucient size and duration to grasp control of the portals of entry and exit that
brains maintain as interfaces with their worlds. Only then can neural correlates
with behavior be detected. For this reason, the conception and denition of the
wave packet is inextricably bound not only to the physical domain of neurons,
synapses, and their electrochemical substrates, but equally to the psychological and
behavioral domains in which brains cope with their environments by prediction,
action, abstraction, generalization, and learning. Just as an action potential can
be interpreted in terms of sensory and motor information, the wave packet can be
understood in terms of perception and meaning.June 11, 2003 14:0 WSPC/179-JIN 00021
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It seems unlikely that the mesoscopic wave packet extends beyond perception
into the domain of awareness and experience. The collated events detected in scalp
EEG indicate that meso-macro state transitions dier from micro-meso transitions
that initiate the phase cones of wave packets. The sizes of the spatial domains sug-
gested by the coordinated AP dierences in scalp EEG appear greatly to exceed the
diameters of wave packets. Perhaps the overlap of broadcast wave packets supports
the emergence of self-organized macroscopic activity patterns that constitute the
material substrate of experience, on the premise that awareness has the nature of
multisensory Gestalts. The results of animal studies suggest that the AA patterns
within epochs of stable phase between AP jumps in scalp EEG may be classiable
with respect to verbal reports of the cognitive content of human experience. These
experiments should be undertaken in humans noninvasively using the scalp EEG.
Correlation of EEG with fMRI images might be facilitated by prior band pass l-
tering to emphasize the beta and gamma ranges, on the premise that in physical
systems the energy required to sustain oscillation is proportional to the square of
the frequency. Given that the slope of EEG spatial and temporal spectra in log-log
coordinates is near 2 on average, the metabolic energy required to sustain the EPSPs
and IPSPs underlying beta-gamma waves is likely to match or exceed that required
for oscillations in the theta and alpha ranges [33].
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