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Abstract: In this paper we give the main uses of wavelets 
in statistics, with emphasis in time series analysis. We include 
the fundamental work on non parametric regression, which mo-
tivated the development of techniques used in the estimation 
of the spectral density of stationary processes and of the evo-
lutionary spectrum of locally stationary processes. We also 
mention briefly some further topics, as density estimation and 
Bayesian analysis. 
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1 Introduction 
The aim of this paper is to give the main uses of wavelets in statistics, with 
emphasis in time series analysis .We think of wavelets as contemporary tools , al-
ternatives than competitors to other orthogonal functions, like sines and cosines, 
orthogonal polynomials, Walsh functions, etc .. 
Meyer(1993} gives a nice historical retrospective of the wavelets, from Fourier 
(1807) to Haar(191O}, Calderon(1960}, Grossmann and Morlet(1980} and recent 
developments. The approach is the one of signal processing, potentially more 
att ractive for the applications. 
Fourier analysis is today a well established and powerful tool for the analysis of 
stationary time series. After the influential work of Blackman and Tukey(1959} and 
the introduction of the fast Fourier transform(FFT} by Cooley and Tukey(1965} , 
the field of spectral' analysis experienced a continuous progress. Recent references 
are Brillinger(1981}, Brockwell and Davis(1991} and Percival and Walden(1993}. 
In the seventies there was an increasing interest in the use of other orthogonal 
systems(see Harmuth,1969, for example} . The Walsh-Fourier analysis (Morettin , 
1974) became a useful tool for the analysis of categorical time series, or "square 
waves" . The concept of frequency is replaced by that of "sequence", which gives 
the number of "zero crossings" of the unit interval. Further references are Moret-
tin(1981) , Stoffer et al.(1988} and Stoffer(1991}. 
Another aspect related to the wavelets is that researchers working in distinct 
areas , eventually not communicati!lg, were responsible for the main developments. 
The above mentioned book by Meyer is a good reference for the reader , as well as 
the singular book by Barbara Hubbard(1996), written for non-mathematicians. 
The basic fact about wavelets is that they are localized in time(or space}, con-: 
trary to what happens with the trigonometric functions . This behavior makes 
then suitable for the analysis of nonstationary signals, those containing transients 
and fractal-type structures. Fourier bases are localized in frequency, but not in 
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time: small changes in few observations can change almost all the components of 
a Fourier expansion. 
The idea in Fourier or wavelet analysis is to approximate a function through a 
linear combination of sines and cosines or wavelets, respectively. For a comparable 
approximation, functions with different degrees of smoothness(containing peaks 
and discontinuities, for example) will require less wavelets than sines and cosines 
in their representations. 
In Fourier analysis, every square integrable, periodic function of period 211", that 
is, belonging to L2(0 , 211"), is generated by a superposition of complex exponentials, 
wn(x) = ein2:,n = 0,±1, . . . , obtained by dilations of the basic function w(x) = 
ei 2: : wn(x) = w(nx) . Our objective is to extend this idea to L2(~) , that is , to 
generate this space from a single function, say ,p. This is accomplished by setting 
/ x - b 
,po b(X) = lal- 1 2,p( __ ), a> 0, -00 < b < 00 . 
, a . (1.1) 
The function ,p is called the mother wavelet and usually we take special values 
for a and b: a = 2-i ,b = k2-i , j,k E Z = {0,±1, .. . }. 
In the field of statistics, wavelets were used in the estimation of densities, non-
parametric regression, estimation of the spectrum of stationary processes and of 
the evolutionary spectrum of non-stationary processes. Besides, they were used in 
applications in a great variety of fields: economics, medicine, astronomy, oceanog-
raphy, etc. 
Fourier Analysis 
The key result here is that any periodic function f(t), of period 211" and 
square integrable, can be written as a linear combination of sinusoidal components, 
each with a given frequency, namely 
(1.2) 
n=-oo 
where the equality is understood in the quadratic mean sense and the Cn are the 
Fourier coefficients, given by 
en = - f(t)e-tntdt . 1 111" . 
211" _ II" 
(1.3) 
As we already remarked, the functions wn(t) == eint form an orthonormal basis; 
generated by dilations of the sinusoidal wave 
w(t) = eit = cost + isint, (1.4) 
which is the known Euler formula. In this context the Parseval relation is given 
by 
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(1.5) 
and this tells us that there exists an isometry between the spaces L2(0, 211") of the 
square integrable functions and the space of square summable sequences, that is, 
En len 12 < 00. 
The situation described above corresponds to the case of t continuous and 
(1.2) is the Fourier series of /(t). In the case of /(t) non-periodic, we obtain 
the Fourier integral corresponding to (1.2) and the Fourier transform, in corre-
spondence to (1.3). For a treatment of the four possible situations see Percival 
and Walden(1993). For the case of Fourier analysis of stochastic processes see 
Priestley(1981) . 
We now describe briefly the content of the paper. In Section 2 we give the basics 
on wavelets. The discrete wavelet transform is described in Section 3. Section 4 
introduces the nonparametric setting and the fundamental work of Donoho and 
co-authors on thresholding techniques. In Section 5 we introduce briefly some 
concepts for stationary processes, but the objective will be the estimation of the 
spectrum via wavelets. In Section 6 we consider non-stationary processes and 
an approach to estimate the evolutionary spectrum using wavelets. Some further 
topics are discussedin the final Section 7. 
2 Wavelets 
In this section we present the basics about wavelets, without going into deeper 
details about the mathematics involved. By analogy with the . Fourier analysis, 
consider the space L2 UR) of all square integrable functions on~. Here the functions 
/(t) must decay to zero, as It I -+ 00, hence the exponentials (1.4) do not belong 
to this space. The functions that generate L2 (~) must decay rapidly to zero. The 
idea is then to consider dilations and translations of a single function 'IjJ in order 
to cover ?R. Therefore, consider the wavelets 
'ljJj ,k(t) = 'IjJ(2j t - k), j, k E Z, (2.1) 
which shows that 'ljJj,k(t) is obtained from 'IjJ(t) by a binary dilation 2j and a dyadic 
translation k2- j . This is a special case of (1.1) . The functions {'IjJj,k(t) , j,k E Z} 
form a basis that is not necessarily orthogonal. The advantage of working with 
orthogonal bases is to allow the perfect reconstruction of a signal from the coeffi-
cients of the transform, that is, we have a concise transform and each coefficient is 
calculated as the scalar product of the signal and the basis function ( eint in the case 
of Fourier analysis). Hence the interest in considering bases that are orthogonal. 
Meyer proved, in 1985, that is possible to construct such bases. 
Consider, then , an orthonormal basis ,generated by 'IjJ: 
214 Pedro Morettin 
such that 
< ,pj,k, ,pl,m >= 6j,l6k,m, j, k,l, mE Z, 
and for any function f(t), of L2(lR) , 
00 00 
f(t) = E E Cj,k,pj,k(t). 
j=-ook=-oo 
(2.2) 
(2.3) 
(2.4) 
The convergence in (2.4) must also be understood in quadratic mean. We say 
that (2.4) is a wavelet series of f(t) and the wavelet coefficients are given by 
(2.5) 
The Parseval relation analogous to (1.5) also holds here. Some further proper-
ties that wavelets may possess are: 
(PI) J~oo ,p(t)dt = O(admissibility). 
This condition is equivalent to ~(O) = O(where ~(w) is the Fourier transform 
of ,p(t)) and this is essentially equivalent to 
100 1~(wW c", = 211" -00 Iwl dw < 00. 
The constant C'" appears in the so-called "resolution of the identity" formula. 
See Chapter 3. 
(P2) The first r - 1 moments of ,p are null, that is, 
100 tj,p(t)dt = 0, j = 0,1, ... , r - 1, 
-00 
for some r ~ 1 and 1: Itr,p(t)ldt < 00. 
The value of r is tied to the degree of smoothness of i/J: the bigger r is, the 
smoother is ,p. 
It is convenient to introduce a scaling function, or father wavelet, ¢, which is 
a solution of the equation 
¢(t) = V2Eik ¢(2t - k). (2.6) 
k 
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This function generates an orthonormal family of L2(lR), 
4>j,le(t) = 2jf24>(2jt - k), j, k E Z. (2.7) 
Then, the mother wavelet tP can be obtained from 4> through 
tP(t) = v'2:E hle4>(2t - k), (2.8) 
Ie 
where 
(2.9) 
the so-called "quadrature mirror filter relation". Actually, lie and hie are the co-
efficients of "low-pass" and "high-pass" filters, called "quadrature mirror filters", 
used for the computation of the discrete wavelet transform. These coefficients are 
given by 
lie = v'21: 4>(t)4>(2t - k)dt, 
hie = v'21: tP(t)4>(2t - k)dt. 
(2.10) 
(2 .11) 
Equations (2.6) and (2.8) are called dilation equations.Typically, 4> and tP are 
bounded and have compact support. 
It is convenient to consider the orthonormal system 
{4>j,le(t), tPj,1e (t), j, k E Zh~jo,le, . 
in such a way that we can write, for /(t) E L2(!R), 
where 
/(t) = :E Cjo,le4>jo,le(t) + :E :E dj,letPj ,le(t), 
Ie j~jo Ie 
Cjo,1e =[: /(t)4>jo,le(t)dt, 
dj,1e = [: /(t)tPj,le(t)dt. 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
In (2.13), jo is the "coarsest scale". Also, in practice, the continuous signal 
/(t) can be approximated by a finite sum. We will come back to this matter later. 
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FIG, 2.1. Some wavelets ( "d" for daublet, "s" for symmlet, "c" for coiflet) 
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Example 2.1. The oldest and simplest example of a wavelet is the Haar function, 
{
I , 0::;t<1/2 
tf;(H)(t) = -1, 1/2::; t < 1 
0, otherwise, 
(2.16) 
for which case the scaling function is ¢ (t) = 1, 0 ::; t ::; 1 and 
{ 
2j/2, 2- j k::; t < 2-j (k + 1/2) 
tf;J~)(t) = _2j /2, 2- j (k + 1/2)::; t < 2-j (k + 1) 
0, otherwise. 
(2.17) 
For the Haar wavelet, equations (2.6) become 
1 1 
¢(t) = ¢(2t) + ¢(2t - 1) = .../2 V2¢(2t) + v'2 V2¢(2t - 1), 
and therefore fo = f1 = 1/v'2. Analogously, ho = -h1 = 1/.../2. 
Example 2.2. Besides (2.16), the most frequently used orthonormal, compactly 
supported wavelets, are the "Daublets", "Symmlets" and "Coiflets", introduced 
by Daubechies. They are all non-symmetric and the "Symmlets" are the "least 
asymmetric" and used as default in some packages. The term "Coiflet" was coined 
by Daubechies in honor of R. Coifman. 
Example 2.3. Some other wavelets of interest are the following. 
(i) Modulated Gaussian(or Morlet) wavelet, given by 
tf;(t) = eiwote-t~/2. 
This is a complex function, for some fixed woo 
(ii) The second derivative of the Gaussian(or Mexican hat), given by 
(iii) The Shannon wavelet, given by 
o,'() _ sin(;t) (311't) 
o/t-.!r.!. cos 2 · 
2 
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In Figure 2.1 we have the plots of some of the wavelets presented in the examples 
above, obtained using the S+WAVELETS software.The numbers that appear in 
the figures(as in s12) are related with the support of the wavelet. 
In (2.2) and (2.7), the scale factor 2-j is called the dilatation factor and i is 
the level associated with the scale 2- j . The translation 2-j k is called location and 
k is the tmnslation index . associated to 2-j k. 
Multiresolution Analysis 
Formally, a multiresolution analysis(MRA) is an increasing sequence of 
closed subspaces {Vi,j E Z} approximating L2(1R), that is, 
(MR1) ... C V-I C Vo C VI C ... 
(MR2) L2 (1R) = Uj Vi. 
(MR3) nj Vi = {O}. 
It can be proved that {cPj,k,k E Z} spans Vi. Moreover, 
(MR4) f(t) E Vi ¢:} f(2t) E Vi+l, Vj . 
Vo is spanned by {cP(x - k), k E Z}. If Vi is spanned by {cPj,k}, then Vi+l will 
be spanned by {cPi+I,k} and hence cPi+I ,k(t) = v2cPj,k(2t). 
Since Vo C VI, any f E Vo can be written as a linear €ombination of wavelets 
v2cP(2t - k) from VI . In particular (2.6) holds. 
Consider now the subspaces Wj, with Wj .1 Vi and such that 
(MRS) Vi+! = Vi EI1 Wj . 
Define 1jJ(t) by ,(2.8) . Then it can be shown that {1jJ(2t - k)} is an orthogonal 
basis for WI and, in general, {1jJj,k , k E Z} form an orthogonal basis for Wj. Since 
UjVi = UjWj is dense in L2(?R), the functions {1jJj,k , j,k E Z} form an orthogonal 
basis for L2 (?R). 
Given f of L2(?R), there exists J such that /J E VJ approximates f· If gi E 
Wi, fi E \1;, by (MRS), 
/J = /J-I + gJ-I 
and repeating the argument 
f:::: /J = gJ-I + gJ-2 + ... + gJ-M + /J-M . (2.18) 
We say that (2.18) is a wavelet decomposition of f. Notice that /J-M is 
a linear combination of the cPJ-M,k'S and the gj's are linear combinations of the 
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tPj,k'S, j=J-M, ... ,J-l. 
Two-diInensional Wavelets 
We will need to analyze, in Section 6, the time-dependent spectrum f( u, w) 
of a non-stationary process, which is a function of two variables: u, the normalized 
time and w, the frequency. Besides the traditional estimators, we can use estima-
tors based on two-dimensional(briefly, 2-d) wavelets. These are also adequate for 
the analysis of images and matrices. 
There are two possibilities for constructing 2-d wavelet bases: 
(a) construct a 2-d basis, with a single scale, from the MRA of two one-dimensional(l-
d) bases; 
(b) construct a 2-d basis as the tensor product of two 1-d bases with distinct scales 
for each dimension. 
For simplicity, consider L2(U), where U = [0,1] and suppose that we have 
a compactly supported, orthonormal basis generating L2(U) . As before let '0 
and Wj spanned by the wavelets <Pj,k and tPj,k, k E Z, respectively. Similarly to 
condition MR2 of the previous section, we have that 
00 
L2(U X U) = L2(U2) = U '0 ® Vj, (2.19) 
j=l 
which shows that we can construct a basis for L2(U2) through tensor products of 
1-d bases, {<Pl,k,tPj,k,j ~ i,k}. 
For each j., we can write VP) = '0. ® '0. in two ways: 
or, alternatively, 
(2.21) 
From (2.20) a possible basis for L2(U2) is 
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81 = {4>l,k, (X)4>l,k l (y)h"kl U (Uj,~dtPj"k, (~)4>l,kl(y)h"kl) U 
(Uh~d 4>l,k, (X)tPhkl(Y) h"kl ) U (uj"h~d tPj"k, (X)tPhkl (y) h"kl ), (2.22) 
and from (2 .21) we have another possible basis, 
8 2 = {4>l,k, (X)4>l,k l (y)h"kl U 
Uj~l {4>j ,k, (X)tPj,kl(Y), tPj,k, (X)4>j,k l (Y), tPj,k, (X)tPj,kl(y)h"kl · (2 .23) 
Let us consider first the basis 8 2 , which can be represented as 
8 2 = {~l,k(X, y), k = (k1, k2)h U {'lij,k(X, y), k = (k1, k2)' JJ = h,v, d}j~l,k' 
(2.24) 
and we see that we have a father wavelet and three mother wavelets, in the hori-
zontal, vertical and diagonal directions: 
~l,k(X, y) = 4>l ,k, (X)4>l,kl(Y)' 
'liJ,k(X, y) = 4>j,k, (X)tPj,kl(Y)' 
'li.h(x,y) = tPj,k,(X)4>j,kl (Y)' 
'lij,k(X, y) = tPj,k, (X)tPj,kl(Y). 
(2.25) 
The father wavelet represents the smooth part and the mother wavelets repre-
sent the details in the three mentioned directions. 
A function! of L2(U2) can then be written in the form 
00 
!(x , y) = LCl,k~l,k(X,y) + LL L dj,k'lij,k(X,y), 
k j=l k J.I=h,tJ,d 
with the wavelet coefficients given by 
Cl,k = [ !(x, Y)~l,k(X, y)dxdy, JUl 
dj,k = kl !(x, y)'lij,k(X, y)dxdy. 
(2 .26) 
(2.27) 
(2.28) 
Let us turn now to the basis 8 1 . We need four indices here, since the scale 
is not the same as in(2.24). With a ~ight abuse of notation, let tPl-1,k = 4>l,k . 
Calling JJI the basis functions, where J"= (h,h, kl, k 2), we can write 
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(2.29) 
Notice that we have generally 
J.'I(X, y) = tPjl,k 1 (X)tPh,k 2 (Y), (2.30) 
but some of the wavelets tPj,k are actually father wavelets <Pj+1,k. 
Therefore, a function 1 of L2(U2) can be written alternatively as 
I(x, y) = I>IJ.'I(X, y), (2.31) 
I 
with 
dI = 1 I(x, Y)J.'I(X, y)dxdy. 
u2 
(2.32) 
We note that we can use two different bases, one for each direction. In the 
specific case of the evolutionary spectrum, we will use a 1-d basis in the time 
direction and a (periodized) 1-d basis in the frequency direction. 
Comments 
The wavelets <Pj,k and tPj,k, given in (2.7) and (2.2), can be defined in a 
slightly different way, as in Daubechies(1992), for example. Specifically, we have 
(2.33) 
and 
(2.34) 
Obvious modifications must be made in several places, as in (2.17) and in 
several formulas of the remaining chapters. In particular, this representation can 
be more convenient in some situations, as in Chapter 5. 
Note that with the representations (2.33) and (2.34), the scale factor becomes 
2i and the translation factor is k2 j . With this notation, the lowest resolution levels 
correspond to the highest ones in the previous notation, and vice versa. 
We close this section with some comments about the Fourier and wavelet ailal-
yses . One analogy is that, given a square integrable function, it can be written 
as a superposition of sines and cosines or wavelets(centered in a sequence of time 
points). The difference is that the functions of a wavelet basis are indexed by two 
parameters, while in the Fourier basis we have a single parameter, the frequency, 
which has a physical interpretation. 
In a wavelet analysis, the parameters j and k represent scale and time lo-
calization, respectively. Intuitively, scale can be thought as "inverse frequency"; 
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but this connection is tenuous , as the following argument shows(Priestley,1996). 
Suppose the mother wavelet shows oscillations, as in a Coiflet, for example. As 
j increases( and hence the scale factor 2- j decreases and there is a shrinking in 
time) the oscillations increase and the wavelet exhibits "high frequency" . On the 
other hand, if j decreases(the scale increases and there is an expansion in time) the 
oscillations become slow and a "low frequency" behavior appears. This means that 
high frequency components are analyzed in short time intervals and low frequency 
components are analyzed over long time intervals, allowing the analysis of signals 
with transients and singularities. In other words, the wavelet coefficients charac-
terize the "local" behavior of the signal, while the Fourier coefficients characterize 
the "global" behavior. 
One way to try to achieve time-localization in Fourier analysis is to consider 
a windowed Fourier transform. Given the function f(t), choose a function g(t) 
which is concentrated around t and decays to zero at infinity and consider 
F(t,w) = J f(s)g(s - t)e-~w·ds . 
If g( s; t, w) = g(s - t)e- iw. , this is similar to t/Ja,b(t) in formula (3 .1) of 
next chapter , with the difference that t/Ja,b has a time-width adapted to its fre-
quency(narrow for high frequencies and broad for low frequencies). 
3 The Wavelet Transform 
The wavelet transform appeared in its continuous form with the works of 
two french researchers, J . Morlet, a geophysicist and A. Grossmann , a theoret-
ical physicist. See Morlet(1981 ,1983) , Grossmann(1988) , Grossmann and Mor-
let(1984 ,1985). 
Y. Meyer, A. Grossmann and I. Daubechies introduced in 1986, a quasi-
orthogonal complete discrete set of L2 (~n)( "wavelet frames"). Actually, Meyer 
wanted to prove that there was no orthogonal basis constructed from regular 
wavelets and was surprised when he got an orthogonal basis in 1985(Meyer, 1986, 
1987,1988) . Daubechies(1988 ,1989) introduced the compactly supported regular 
wavelets and these are often used in practice. 
For f in L2 (~), the continuous wavelet transform , with respect to t/J, is defined 
by 
100 t - b (W",f)(a, b) = lal- 1/ 2 - 00 f(t)t/J(-. a-)dt , a, b E~, a # O. (3 .1) 
Note that the transform is the inner product < f, t/Ja ,b > of f and the function 
t/Ja ,b given in (1.1) . Then f can be reconstructed through 
1 100 100 dadb f(i) = -c < f , t/Ja,b > t/Ja,b(t)-2 
~ - 00 - 00 a 
(3 .2) 
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where 
100 1~(w)12 C1/J = I I dw. 
-00 w 
(3.3) 
Formula (3.2) is the "resolution of the identity" . Several variations of (3.2) are 
possible, restricting a to positive values. See Daubechies(1992, chapter 2) for 
details. 
Let us now restrict a and b to discrete values as follows: a = a()', b = nboa()', 
with ao and bo fixed values, ao > 1 and bo > O. Then a formula analogous to 
(3 .2) does not exist. The question is now if still we can recover f from the wavelet 
transform. It follows that for reasonable wavelets 1/1 (t)(basically, the admissibility 
condition is satisfied and 1/1 has a reasonable decay in time and frequency) and 
suitably chosen ao and bo, there exist {~m ,n(t)} such that 
f(t) = L L ~m ,n(t) < f,1/Im,n >, (3.4) 
m n 
where {~m,n(t)} is the dual frame of the frame {1/Im,n} and 
< f,1/Im,n >= I: f(t)1/Im,n (t)dt (3 .5) 
is the discrete parameter wavelet transform . See below and Daubechies (1992, 
chapter 3) for more details on frames. 
If we choose ao = 1/2, bo = 1, there exists 1/1 such that 1/Im,n form an orthonor-
mal basis for L2 (?R) and for any function f in this space 
f(t) = L L cm,n1/lm,n(t), (3.6) 
m n 
with 
Cm ,n = i: f(t)1/Im ,n (t)dt. (3.7) 
In the next section we consider the case of a discrete time wavelet transform, 
when we observe a time series at a finite set on time points. 
The Discrete Wavelet Transform 
Suppose we have data X = (Xo, Xl , .. . , XT-d', and for the moment ass-
sume that these may be from an i.i.d sample or from a stochastic process. From 
now on we assume that T = 2M , M > 0 integer. 
We define the discrete wavelet transform of X, with respect to the mother 
wavelet 1/1, as· 
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T-l 
d;;J = L XttPj,k(t) , (3.8) 
t=O 
which we will denote simply dj,k, omitting the dependence on tP. This transform 
is computed for j = 0,1, ... , M - 1 and k = 0,1, . .. , 2j - 1. Since we have T 
observations and in the enumeration above we have T - 1 coefficients, we will 
denote the remaining one by d_1,o(Donoho e Johnstone, 1995a). 
We can write the transform (3.8) in matrix form 
d=WX, (3.9) 
and assuming appropriate boundary conditions, the transform is orthogonal and 
we can invert it in the form 
x = W'd, (3.10) 
where W' denotes the transpose of W. 
The important fact here is that (3.8) is not obtained in practice through the 
matrix product indicated in (3.9) but through a pyramid algorithm with complexity 
O(T), consisting of a sequence of low-pass and high-pass filters. 
Usually we do not consider all the resolution levels, M, but a number J, that 
corresponds to the coarsest scale, 2- J , or the smooth part of the data and we can 
write, for any function / E L2(1R), 
M-12j-l 
/(t) := L CJ,k<PJ,k(t) + L L dj,ktPj,k(t). 
k j=J k=O 
From (3.11) we can write d = (cJ, d J , dJ+l,"" dM-d, where 
dM-l 
are called crystals or subbands. 
(CJ,O,"" cJ,2 J.;..d', 
(dJ,o, ... , dJ,2J-d', 
(3.11) 
(3.12) 
We remark that the CJ,k'S capture the low frequency oscillations, while dj,k'S 
capture th~ high frequency oscillations. The coefficients dM-1,k'S represent the 
fine scale(details) and the CJ,k, dJ,k represent the coarsest scale(smooth). 
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FIG. 3.1 . The Doppler function . 
Example 3.1. In Figure 3.1 we have the plot of the function . 
f(t) = Jt(l - t) sin(2.l1r/(t + 0.05)), 0 ~ t ~ 1, (3.13) 
known as "Doppler" and computed at T=1024 equally spaced points. In Figure 3.2 
the wavelet coefficients are shown, computed with the wavethresh package(Nason 
and Silverman,1994) . Here, T = 210, hence M = 10. The program computes the 
coeffcients for M - 1 = 9 levels, with level j = 9 being the finest one. 
Wawlel DecompoIItIon Coefllc:lenta 
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FIG. 3.2. Wavelet coefficients of the Doppler function. 
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The Pyramid Algorithm 
As we already have remarked, the discrete wavelet transform is computed 
through an algorithm, due to Mallat(1989). Actually there are several pyramid 
algorithms. See Meyer(1993) for details. There is also an algorithm for the recon-
struction of the data(synthesis) from the w().velet coefficients. 
The algorithm uses low-pass {ld and high-pass {hk} filters, with coefficients 
given by (2.10) and (2.11). Figure 3.3 illustrates the procedure. In the figure, L 
indicates the low-pass filter, H the high-pass filter and ..j. 2 indicates a decimation 
by 2, that is, we delete every other value of the output. 
The procedure starts with the data Co = (co,o, . .. , CO,T-1)', where CO,i = Xi, i = 
0,1, . . . , T - 1. In the j-th step, the algorithm computes Cj,k and dj,k from the 
smooth coefficients of level j - 1, Cj -1 ,k, through 
Cj,k = El2k-nCj-1,n, 
n 
n 
If Tj = T j2j , the output of the procedure is the set of detail coefficients d j , j = 
1,2, . .. , J and sl}looth coefficients CJ = (CJ,l, . •. , CJ,TJ)'. 
There is also a non-decimated(stationary) wavelet transform. See Nason and 
Silverman(1995) for details. 
FIG. 3.3. The pyramid algorithm. 
Software 
We now describe briefly some of the available computer packages. Many 
others were developed and several are available via ftp or http. One way to get 
information on wavelets and related topics is to subscribe the Wavelet Digest(send 
the e-mail add@wavelet .org) . The book by Wickerhouser(1994) is another source 
of programs for several purposes. 
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1. Wavethresh 
This software was developed by Nason(1993) and can be obtained from the 
StatLib library via anonymous ftp(ftp lib.stat.cmu.edu/S/wavethresh). See Nason 
and Silverman(1994) for an overview of the program. 
The software operates with S-PLUS, and only a UNIX version is available. 
A new version, based on the concept of stationary wavelet transform, is under 
preparation . 
2. S+WAVELETS 
This software was developed by Bruce and Gao(1994) to work within S-PLUS. 
UNIX and WINDOWS versions are available and distributed by MathSoft, Seattle, 
USA. The book by Bruce and Gao(1996) is a detailed guide of the program, which 
is quite complete, bringing a variety of routines for the discrete wavelet transform, 
wavelet packets, several possibilities for thresholds, etc. 
3. WaveLab 
This is a library of MAT LAB routines for wavelet analysis, wavelet packet anal-
ysis, etc. It can be obtained via ftp (playfair.stanford.edu/pub/wavelab). There 
are versions for Macintosh, UNIX and WINDOWS. The package was developed 
by Buckheit et al.(1995,version 0.700). 
4 N onparametric Regression 
In this section we will introduce one of the most important applications of 
wavelets to statistics. We have here the main contributions of D. Donoho and 
co-workers, that were afterwards extended to other areas, as in the estimation of 
the spectrum of a stationary process. 
The methodology is based in the principle of wavelet shrinkage, which aims 
to reduce(and even remove) the noise present in a signal, reducing the magnitude 
of the wavelet coefficients. The main works in this area are the fundamental arti-
cles of Donoho and Johnstone(1994,1995a, 1995b), Donoho et aL(1995,1996a) and 
Johstone and Silverman(1994). 
Consider the model 
Yi=!(ti)+fi, i=I,2, . .. ,T, (4 .1) 
where fi '" iidN(O, (7"2) and ti = (i - 1)/T. 
In the usual case of parametric regression, we assume that ! follows a partic-
ular model, for example a linear function of p parameters (h, ... , ()p. The estima-
tion of the parameters is done through ordinary least squares. In the situation 
of model (4.1), we assume that ! belongs to some class of functions, satisfying 
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certain regularity(smoothness) properties. The traditional approach here uses es-
timators based on kernels , splines and Fourier expansions. An excellent review on 
nonparametric methods in time series is given by HardIe et al.(1997). . 
If fi = f(t;) the purpose is to estimate f = (11" .. , IT)', with the smallest 
mean square error. For a given class of functions F, we want f = f(Yl' ... , YT) 
that reaches the minimax risk 
R(T, F) = il}f sup n(f, f) (4.2) 
f f 
A A T 
where n(f, f) = (I/T)Ellf - fll~ and IIfll~ = 2:i=1 fl-
The shrinkage procedure consists of the three following steps: 
[1] Take the discrete wavelet transform of the data Yl, ... , YT, leading to the T 
wavelet coefficients Yj,k, which are contaminated by noise. 
[2] Use thresholds to reduce the coefficients, making null those coefficients below a 
certain value. Several c~oices here are possible and we will discuss some of them 
in the next section. We obtain, in this stage, the coefficients without noise. 
[3] Take the inverse wavelet transform of the coefficients in stage [2] to get the 
estimates ii. 
The transform (3.9) applied to model (4.1) produces 
Wy=Wf+W€ (4.3) 
and since W is orthogonal, white noise is transformed into white noise, that is, if 
Wj,k are the wavelet coefficients of f(t;) , we may write 
Yj,k = Wj,k + (1Zj,k ( 4.4) 
where Zj,k ~ iid N(O, 1) . 
Therefore, (4.4) tells us that the wavelet coefficients of a noisy sample may be 
written as the noiseless coefficients plus white noise. 
As in the case of Fourier transform, the wavelet transform establishes an isom-
etry between two spaces, preserving risks. In other words, if Wj,k are estimates 
of Wj,k, there exists an estimate f such that f = Wi wand the Parseval relation 
implies that Uw - wll2 = IIf - f1l 2. In the other direction, if f is an estimate of f, 
then w = Wf defines an estimate of w with isometric risk. 
Choice of the Threshold 
Here we have two problems: one is the choice of the threshold scheme( or 
policy) and the other is the choice of the parameters that govern this scheme. 
Choice of the Scheme 
Two schemes traditionally used .are the following: 
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(i) Hard Threshlod, defined by 
tSf(x)={O, 
x, 
(ii) Soft Threshold, defined by 
if Ixl:5 A 
if Ixl > A. 
tSS ( ) _ {O, 
A x.,.... sign{x)(lxl- A), 
if Ixl :5 A 
if Ixl > A. 
; 
/} 
.. .. 
Of Of 
.. .. 
4 .. • .. .. .. • hard 10ft 
FIG. 4.1. Hard and soft thresholds applied to f(x) = x. 
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(4.5) 
(4.6) 
Figure 4.1 shows how these two schemes act over the function f(x) = x. No-
tice that (i) is of the type "kill" or "preserve", while (ii) is of the type "kill" or 
"shrink" (by the amount X). 
The smooth policy may present large biases, while the hard produces small 
biases but larger variance. See Bruce and Gao(1996). 
Choice of the Pammeters 
Besides the parameter A, which appears in (4.5) and (4.6), we will have to 
estimate the parameter u, the noise standard deviation. In general these parameters 
depend oflevel j, that is, for each scale we will have a threshold Aj and a Uj. 
We make now a brief digression on the main proposals. 
(PI) Universal 
Donoho and Johnstone(1994) consider the model (4.1) and propose a minimax 
estimate for f, called "RiskShrink", based on hard or soft thersholds and on a 
parameter AT obtained through the minimization of a theoretical upper limit of 
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the asymptotic risk. They also suggest to use an alternate, called "VisuShrink", 
which has similar properties and is good visually. For this estimate the threshold 
parameter used is 
(4.7) 
which does not depend 01 the scale. This threshold is called universal and comes 
as a default in many available software. The noise level (J' is estimated as described 
below. See also Donoho et al. (1995) . 
This threshold leads 'to estimates that underestimate I, since there is a tendency 
to eliminate or reduce too many coefficients, specially at high resolution levels. 
(P2) Adaptive{ "SureShrink") 
Suppose that the vector x = (Xl"'" Xd)' is such that Xi '" N{J.l.i' 1) and 
J.l. = (J.l.1, " " J.l.d)'. Stein(1981) propposed to estimate the loss Ilit - J.l.1I2 in an 
unbiased way, even if it is an arbitrary, non-linear and biased estimator. 
Using this idea, Donoho and Johstone{1995a) suggest a procedure, denomi-
nated "SureShrink", for which in each resolution level an unbiased estimate of 
Stein's risk is minimized{"Sure= Stein unbiased risk estimator"). If in level j we 
have nj coefficients, define the threshold 
(4.8) 
where 
"j nj 
SURE{Yj,t) = nj - 2L1{ly;,kI9CT;} + L{Y~~k At2}. (4.9) 
k=l k=l J 
In (4.9) , (J'j is the noise level for scale j. 
(P3) Cross-Validation 
Cross-validation is a technique for the estimation of the prediction error for a 
fitted model to the data. The prediction error measures the goodness of a model 
when it predicts a future observation. 
Cross-validation uses part of the data to estimate the model and the remaining 
part to evaluate if the model is adequate or not. Nason(1994) suggests to use CV 
to find a proper threshold, that minimizes the mean integrated error, defined by 
M{t) = E I: [it (X) - l{xWdx, ( 4.10) 
where it denotes an estimator of 1 in model (4.1), if we use the threshold t. Since 
f is unknown we use an estimator of M{t). 
Consider the observations Y1, ... , Yn' The suggested algorithm is: 
[1] The observations Yi with odd indexes are removed from the set, leaving 2M - 1 
observations with even indexes, and these are reindexed from j = 1, .. . , 2M -1 . 
• 
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[2] An estimator i:"en is then constructed , using a particular threshold, from the 
reindexed Yj. • 
[3] Using the removed data with odd indexes, form an interpolated version of the 
odd-indexed data: 
-odd _ { 1/2(Y2j-l + Y2j+l), for j = 1, ... , ~ - 1 
Yj - . 1/2(Yl + Yn-d, for J = n/2. 
Similar calculations are done for itdd and Yj"en. An estimate of M(t) is then 
given by . 
M(t) = ~ [ (i~:jen _ Yjdd) 2 + (i~1d _ Yj"en) 2]. 
. J 
(4.11) 
We notice .that the estimator of M(t) is based in estimates of It computed 
with n/2 values. The universal threshold tn has to be modified due to this fact. 
After the minimization of M(t), this correction is applied. See Nason(1994) for 
details and simulation results comparing this procedure with the universal and a 
modification of SureShrink. 
(P4) Donoho et al.(1995) use a variant of the universal rule, namely 
with similar properties. 
AT = (Tj2Iog(T) , 
. T (4.12) 
(P5) Ogden and Parzen(1996) suggest to carryon multiple hypotheses tests: for 
each wavelet coefficient we test if it is zero or not. 
Let us turn now to the problem of estimation of the parameter (T . Three 
possibilities may be considered. 
(i) Estimate (T from the coefficients Yj,k of the finest scale. 
(ii) Consider all the scales and an estimator of (T baSed in all wavelet coefficients. 
(iii) Estimate a (Tj for each scale. 
In any case, we can use the variance of the coefficients or the estimator proposed 
by Donoho et al.(1995), 
iT = median{IYM_l,kl : 0 ~ k < 2M }/0.6745, (4.13) 
where M -1 is the finest scale(in the case of using (i) above) and the factor 0.6745 
is connected with the fact that 0.6745 < <P(I) - <P(-I). 
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FIG. 4.2. (a) The Doppler function plus Gaussian noise, U = 1 
Summarizing the shrinkage procedure [1]-[3], if w = Wf, Z = W f, define 
(4.14) 
as estimators of the coefficients Wj,k and, therefore, the estimator of f will be 
f=W'w. 
Example 4.1. In Figure 4.2(a) we have the function obtained after adding Gaus-
sian white noise(with zero mean and variance one) to the Doppler function of 
Figure 3.3. The reconstruction using the universal threshold is shown in Figure 
4.2(b) and the reconstruction with SureShrink is shown in Figure 4.2(c). 
20~-----------------, 11,.------------_ (b) 
10 
-10 
FIG. 4.2. (b) Reconstruction with soft, universal; (c)SureShrink. 
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Minimax Estimators 
In the classical context of estimation, We assume that we have a known 
class P = {Pe, (J E O} of probability distributions, indexed by a parameter (J E O. 
For a given loss function L((J, 0), where ° is an estimator of (J, consider the risk 
R((J,o) = Ee{L((J,o(X))}, (4.15) 
for observations X of Pe. We would like to find ° that minimizes R, for all possible 
values of (J. As we know, this problem has no solution, unless (J is a constant. One 
way of proceeding is to restrict the class of estimi1tors, requiring properties of 
unbiasedness or equivariance, for example. 
We can give up these requirements, but then we will have to accept optimal 
properties weaker than uniform risk. One possibility is to minimize the meam 
weighted risk, for some nonnegative weight function . This procedure leads us to 
Bayes est imators. Other possibility is to minimize the maximum risk, that is, to 
find 0 such that 
R(O, (J) = il!f sup R(8, 9) . ( 4.16) 
e e 
Such an estimator is called minimax. Usually it is not easy to find minimax 
estimators. See Lehmann(1983) for details . 
An important case is when we have a sample Xl, . .. , Xn of i.i.d N (/-1,0-2 ) 
variables. Then(Wolfowitz,1950) X is the minimax estimator of /-I . 
In the nonparametric situation, of which (4.1) is an example, there are several 
results in the literature, but as in the parametric situation, it is not possible to 
obtain minimax estimators for any function /. 
Three are the basic ingredients in the search for minimax estimators(Donoho 
et al., 1995): 
[1] Suppose that / belongs to some specific functional space, F, as for example 
Holder, Sobolev, Besov, etc. 
[2] We assume that we have a specific measure for the risk of the estimator, as for 
example 
(4 .17) 
[3] We t ry to find an estimator that is minimax for F and Rn, 
sup{ Rn (j,l)} = inf sup Rn (i , J) , 
:F I :F 
(4.18) 
or assintotically minimax, with·equality in (4.18) replaced by"', for n ~ 00, or 
that it attains the minimax convergence rate, replacing equality in (4.18) by ~, 
for n ~ 00, where an ~ bn means that limint;..I~1 > 0 and limsuPnl~1 < 00. 
234 Pedro Morettin 
Several combinations of these ingredients were considered in the literature. See 
Donoho et al.(1995) for further information. 
Let us consider now Xj, i = 1, ... , n, such that 
Xj = OJ +,zj, (4.19) 
where Zj are independent N(O, (72), (72 known and we want to estimate OJ. Here, 
the Xj'S make the role of the coefficients Yj ,k in model (4.4) . Let 0 = (0 1 , ... , On) I 
and we are interested in the situation that few of the OJ are non null . 
Suppose the ideal situation in which an oracle tells us which of the OJ are null 
and we look for estimators under this assumption. Consider estimators of the 
form ( diagonal projections-DP) 
cSj = [{le.I>"} 
for which the corresponding risk is 
n 
R(P D, 0) = :L)01 /\ (72). 
j=1 
(4.20) 
(4.21) 
Clearly we cannot use (4.20) for practical purposes and (4.21) is unattainable, 
but we can use this risk as a benchmark to judge estimators constructed from the 
data. Let ~n = (7..j2Iog n and define the estimators 
(4.22) 
based in (4 .6). Then Donoho and Johnstone(1994) show that for any 0 E ~n, 
( 4.23) 
that is, (4.23) tells us that the estimator 0 attains the benchmark (72 + R(P D, (J), 
up to a factor O(log n). This behavior cannot be essentially improved, since ass 
n -+ 00, 
1. EI18 - 011 2 
-2 -I -ll!f sup 2 "((J2 2) -+ 1. og nee (7 + L...Ji i /\ (7 (4 .24) 
These results can be applied to the models (4.1) and (4.4). Consider the esti-
mator f given below (4.14). Then, for all f and all n, 
R(f, f) ::; (1 + 2 log n){ (72 + ~)wj,k /\ (72)). (4.25) 
j ,k 
Also, as n -+ 00, 
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1 . f Ellf - fl12 . 
--m sup 2 2 2 -+ l. 2 log n j J (T + E J· k (w. k /\ (T ) , J, (4.26) 
Model with Stationary Noise 
Suppose now that in model (4.1), the errors (j constitute a Gaussian sta-
tionary process, with zero mean and €=( (1, ... , (n)' ,... N(O, r n) . Assume that the 
covariance matrix r n is circulant with elements 11(:2 tl . If we call V n the covariance 
matrix of z= W € , then 
Vn =wrnw'. (4 .27) 
By the stationarity of the errors, the variance of the coefficients Zj,k will depend 
only on j. Call sJ = Var(Zj,k), for all j. 
We consider now thresholds for the coefficients Yj ,k that are level-dependent, 
~~fu~ . . 
and define the estimator 
Wj,k = orj(Yj,k), 
assuming that the Sj are known. Finally, estimate f by 
f.=.W'w. 
(4.28) 
(4.29) 
(4.30) 
Johnstone and Silverman(1994) prove results that are similar to (4.23) and 
(4.24) . Suppose that _ 
and 
n-l 
b~n»)-2 Eb)n»)2 ::; 'Cl < <Xl 
j=O 
n-l 
kn = ,0 L (jj)-l $ C2 < <Xl 
n j=O 
where jj is the Fourier transform of Ij. Then, for all f E ~n , 
Ellf - fll2 $ (1 + 2Iogn){'Y~n) + L(W]'k /\ sJ)}. 
j,lf 
Moreover, the estimator f is such that 
(4.31) 
(4.32) 
(4.33) 
236 Pedro Morettin 
Ellf _f1l2 
lim inf(2log n) -1 kn inf sup () 2: 1. 
n-too f f 'Yon +Ej,k(U{J.kI\SJ) 
(4.34) 
The meaning is the same as in the case of white noise: the estimator is nearly 
minimax up to a factor O(logn) and cannot be improved. Since Sj is usually not 
know it has to be estimated as before. 
The case . of estimation of functions in a model with fractional Gaussian noise 
was considered by Wang(1996). This situation contemplates the case of regression 
with long memory. 
5 Stationary Processes 
Here we consider the main applications of wavelets to the theory of station-
ary processes. We deal basically with the estimation of the spectrum of such a 
process, using the~hniques involving thresholds. The principal results are due to 
Gao(1993) and Moulin(1994) for Gaussian processes and to Neumann(1996) for 
general stationary processes. 
Eventhough the wavelets have a bigger potential of applications in the nonsta-
tionary case, we will consider also a time-scale approach to stationary processes. 
This may be a starting situation before embarking in the non-stationary case. 
We will assume that the reader knows the basic concepts of stationary pro-
cesses. The references here are Priestley(1981), Brilinger(1981) and Brockwell 
and Davis(1991). 
Let {Xt, t E Z} be a discrete stationary process, with zero mean, autocovari-
ance function 'Y( T), supposed to be absolutely summable, and spectrum ( or spectral 
density function) 
1 " . f(w) = 211" L...J -y(r)e-'WT , -11":5 w :5 11". (5.1) 
T 
Then f(w) is real, non-negative, periodic, with period 211" and uniformly con-
tinuous. An initial estimator of the spectrum, from which other estimators are 
obtained by smoothing, is the periodogram 
(5.2) 
where d(w) is the discrete Fourier transform, 
T-1 
d( ) 1" X -'wt w = ~ L...J t e , 
v211"T t=O 
(5.3) 
computed at the Fourier frequencies Wj = 211"j/T, j = 0,1, . .. , [T/2]' from the 
data X = (Xo, ... , XT-d'. The transform (5 .3) is usually computed via the FFT 
algorithm, which has complexity O(Ti~ T), if T is an integer power of two. 
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Under regularity conditions it can be shown that d(w) has asymptotically a 
complex normal distribution, with asymptotic variance Eld(w)j2 "'" f(w), and this 
shows that l(w) is an asymptotically unbiased estimator of f(w), though not con-
sistent(its variance is of the order f(w)2) . Moreover, ordinates of this transform 
calculated at a finite number of Fourier frequencies are asymptotically indepen-
dent, which is the key fact to construct smoothed estimators. 
The Wavelet Spectrum 
Consider an orthonormal wavelet basis 
(5.4) 
obtained from the mother wavelet tP, which we suppose fixed in what follows . The 
analysis will depend on such a function, contrary to the analysis based in (5.3) . 
This section is based in Chiann and Morettin(1996). 
The discrete wavelet transform is written as 
T-1 
dj ,k = L XttPj ,k(t) , (5 .5) 
t=O 
with T = 2M observations X = (Xo , Xl' . .. ' XT-d' obtained from the sta-
tionary process X t . Now (5 .5) will be computed for j = 0,1, . . . , M - 1 and 
k = 0, 1, .. . , 2M -j - 1, giving T - 1 coefficients, plus coo corresponding to the 
scaling function. Notice the change of notation in (5.4). 
It follows that 
and T-11:'-1 
Var{dj,k} = L L -y(t - S)tPj,k(t)tPj,k(S) 
t=O _=0 
T-1 T-1-lul 
L -y(u)L tPj ,k (t)tPj,k (t + lu I) . (5.6) 
u=-(T-1) t=O 
Define 
00 
Wj,k(U) = L tPj ,lc(t)tPj ,lc(t + lu I) (5.7) 
t=O 
as the wavelet autocorrelation function at (j, k). 
Consider the following assumptions, that will be used in the sequel. 
(AI) E u 1-y(u)1 < 00 . 
(A2) Eu (1 + lul)l-y(u)l < 00. 
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(A3) Lu, ... Lu._, IUjIICk(Ul, ... , uk-dl < 00, 
where Ck(Ul, . .. , uk-d = Cum{Xt+u " ... , Xt+u.~" Xd is the cumulant of order 
k of X t , Ul, ... ,Uk-l = O,±l, ... , k 2:: 2. 
Under (A2), the wavelet spectrum of the process {Xt, t E Z}, with respect to 
1/1, is defined by 
00 
7]J:; == I: ")'(U)Wj,k(U) j, k E Z. (5.8) 
u=-oo 
From now on we will om itt the upper index 1/1 . It follows that if (A2) is satisfied, 
then 
Var{dj ,k}-+7]j,k, as T-+oo. (5.9) 
Under the assumptio~ (A2), 7]j,k is bounded and nonnegative. 
Example 5.1. In Figure 5.1 we have the three-dimensional plots of the wavelet 
spectrum for: (a) a moving average process of order one, MA(l), given by X(t) = 
f(t) - O.7f(t - 1), where f(t) is a normal white noise series with mean zero and 
variance one; (b) an autoregressive process of order one, AR(l), given by X(t) = 
O.8X(t - 1) + f(t), with f(t) as in (a). In both cases the Haar wavelet was used. 
····--1---················· 
a 
o .'1. 
(a.) 
(b) 
FIG. 5.1. Wavelet spectrum: (a) MA(l) (b) AR(l) 
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Let us turn now to investigate the covariance structure of the discrete wavelet 
transform. Define 
00 00 
7J(j,j'),(k,k') = 2: 2: ,(U)tPj,k(t + luII{o.>o})tPj',k,(t + luII{o.~o}), (5.10) 
0.=-00 t=O 
for j, j', k, k' E Z, as the (asymptotic)covariance of the wavelet transform. Then, 
we have the following result. 
Theorem 5.1. Under (A1) and (A2), 
(i) E{dj,kdj',k'} -+ 7J(j,j'),(k,k') , as T -+ ooj 
(ii) If j = j', k = k', then 7J(j,j'),(k,k') = 7JJ;J. 
(iii) E{dj,kdj',k,}=O(1),as T-+oo, for all (j,k) and (j',k'), 
This theorem shows that the asymptotic covariance of the discrete wavelet 
transform at two distinct pairs (j, k) and (j', k') is not necessarily zero, which 
contrasts with the case of the discrete Fourier transform. In some sitiuations we 
may have independence. Also, under regularity conditions, which include mixing 
conditions on the process, a central limit theorem for the wavelet transform can 
be proved. See Chiann and Morettin(1996) for details. 
The relation (5 .9) suggests that 7Jj,k can be estimated by the statistic 
T-l 
Ij,k = (dj ,k)2 = [2: XttPj ,k (t}f. (5.11) 
t=O 
which is called the wavelet periodogram of the values X o, ... , XT-l . The following 
result is valid. 
Theorem 5.2. Assume (A2) satisfied. Then: 
E[Ij,kl=7Jj,k+O(T-1), as T-+oo. (5.12) 
If (A3) is also satisfied for k = 4, then 
as T -+ 00. (5.13) 
In particular, if j = j' , k = k', we get the variance 
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(5.14) 
Theorem 5.2 shows that the periodogram is not consistent. The periodogram 
gives the "energy" of the process for each (j, k). We can be interested in the 
distribution of this energy for each scale. For this, consider the scalegram in scale 
j as being 
2(M-j)_1 2(M-j)_1 
S(j) = L [dj ,k] 2 = L Ij,k, j = 0, ... , M - 1. (5.15) 
k=O k=O 
See Scargle(1993) and Arino and Vidakovic(1995) for applications of this con-
cept. Under the assumptions of the theorem 5.2 we can prove that 
where 
, 
2(M-j)_12(M-j )-1 
Cov{S(j),S(/)} =2 L L {1](j,j'),(k ,k,)}2 + 0(1), 
k=O k'=O 
2(M-j)_1 
1]j,. = L 1]j,k· 
k=O 
(5.16) 
(5.17) 
The quantity 1]j,. can be thought as the wavelet energy associated to scale j 
and S(j) its estimator. 
Example 5.2.(Chiann and Morettin,1996) Stoffer et al.(1988) analyzed EEG 
records of infants born from mothers who abstained from alcohol during preg-
nancy and mothers who used moderate amounts of alcohol. Data were collected 
for a study of the effects of moderate maternal alcohol consumption on neonatal 
EEG sleep patterns. A detailed description of the study design can be foU:nd in the 
above paper. The analysis was performed using the Haar wavelet and the software 
wavethresh. 
Figure 5.2(a) shows the record from an infant(duringl20 minutes), whose 
mother was not exposed to alcohol("unexposed"). The EEG for an infant of an 
"exposed" mother is shown in Figure 5.2(b). The sleep state is categorized into six 
states: 1: quiet sleep-trace alternant; 2: quiet sleep-high voltage; 3: indeterminate 
sleep; 4: active sleep-low-voltage; 5: active sleep- mixed; 6: awake. 
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The wavelet transforms of unexposed and exposed are presented in Figures 
5.3(a) and 5.3(b), respectively. Figures 5.4(a) and 5.4(b) show their wavelet peri-
odograms. In the figures, Resolution Level corresponds to level (M - j); in this 
case, M = 7. After applying the universal threshold to the wavelet coefficients 
we obtain the threshoded periodograms in Figure 5.5. Time-scale plots of these 
periodograms are presented in Figures 5.6. These periodograms tell us how the 
energy in a time series is decomposed on a scale by scale basis at different times. 
The figures show, for example, that the periodograms of higher scales contribute 
more to energy in our time series than lower scales. Moreover, the smallest values 
of the periodograms are present at scale 1, which indicate the presence of noise in 
time series. 
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The scalegrams are presented in Figure 5.7. We note that there is a strong peak 
in the neighborhood of a high level (j = 5) in these two scalegrams, indicating 
that a large period is present in both series. However, the peak presented in 
unexposed is much stronger than in exposed, indicating that the energy of this 
series is concentrated at level 5 and lower values of k, according to the analysis 
above. We also note the different behavior of the scalegrams at low and high scales. 
The Walsh-Fourier analysis of this data is given in Stoffer et al (1988). To 
detect whether alcohol affects the infant's sleep we suggest to use a wavelet analysis 
of variance to compare the two groups of infants. This research will be presented 
elsewhere. 
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EstiInation of the Fourier Spectrlllll 
The purpose here is to estimate the spectrum of a real stationary process, 
of zero mean , given by (5.1), using non-linear estimation techniques based on the 
thresholding of empirical wavelet coefficients. 
In the spectral estimation through Fourier methods we search for a compro-
mise between resolution(bias) and stability(variance) . The smoothed estimators 
based on spectral windows are appropriate for the estimation of functions with a 
homogeneous degree of smoothness. The presence of peaks, corners and transients 
causes the known problems in the classical spectral analysis. 
From a theoretical point of view, cosine bases are optimal for £2-Sobolev 
spaces, while wavelet bases(also optimal for these spaces) are optimal for a wide 
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range of spaces, including Besov spaces, which contain functions that are not 
smooth in a homogeneous way, that is, can be smooth in part of the domain but 
less smooth in other parts. 
We consider first the case of a Gaussian stationary process. We follow Gao(1993) 
and Moulin(1994), and mention also Wahba(1980). The purpose is to estimate the 
log-spectrum g(w) = logf(w). 
Suppose that we have the observations Xo, Xl' ... ' X 2T;"'1, with T = 2M , 
M > 0 integer. Wahba proposed the following model: 
(5.18) 
where fj = log(1]j/2) - E{log(1]j/2)}, 1]j '" X~. It can be proved that Var(fj) = 
11"2/6. 
The proposed non-linear procedure to estimate g(w) is the following: 
[1] Compute the log':'periodogram 
gi = log [(Wi), 1= 0,1, ... , T - 1, 
for frequencies Wi = . ~";) . 
[2] Consider the wavelet transform of gi, and get the empirical wavelet coefficients 
{Yj,k}, j = 0,1, ... , M - 1, k = 0,1, ... , 2j - 1. 
[3] Apply the soft threshold 
(5.19) 
to the coefficients {Yj,k}, with threshold parameters dependent on the level j, 
A = Aj,T, calculated by 
QlogT 
Aj,T = 2(M-j-I)/4' 
, 
(5.20) 
for fine resolution levels(j=M-l,M-2, ... ), where Q is a constant (basically the supre-
mum of the mother wavelet t/J) and 
JIogT Aj,T = 11" -3-' (5.21) 
for the coarse resolution levels(j « M - 1). Notice that we are using again the 
notation (2.2). 
[4] Take the inverse wavelet transform, producing an estimator 9i of the log-
spectrum in frequency Wi. 
Let us comment briefly the rational for using (5.20) and (5.21) . 
For normal wavelet coefficients, the universal threshold 
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(5 .22) 
where (1'2 is the noise variance, satisfies certain interesting properties, as already 
mentioned. Under regularity conditions, for resolution levels j « M - 1, the 
coefficients {Yj,k, k = 0,1, . .. , 2j - I} are approximately normal , with variance 
71"2/6. In this case, by (5.22), we get 
Aj,T = f:V210gT = 7I"JIO;T . 
For j near M - 1, the normal approximation is not good, and in this case 
Gao(1993) shows that we have to use (5.20) . The argument can be found in the 
proof of the following result . 
Theorem 5.3.(Gao, 1993) (a) Under the model (5.18), as T -+ 00, 
P{U[suPkIYj,k - E(Yj ,k)1 > Aj,Tn -+ o. 
j 
(5 .23) 
(b) Under the model (5.18) and for a wavelet basis with compact support, for the 
finest resolution level M - 1, as T -+ 00, 
P{suPkIYM-l,k - E(YM-l,k)1 > V21ogT} -+ l. (5.24) 
Similar results hold for the levels M - 2, M - 3, . ... 
Result (5.23) shows that the thresholds are set sufficiently high so that the 
noise does not exceed it. On the other hand, (5.24) shows that noise peaks will be 
present with probability one in a proposal based in the assumption of Gaussian 
noise. Therefore, given the non-Gaussian character ofthe wavelet coefficients of the 
log-periodogram, thresholds based in the Gaussian theory will not be big enough 
to suppress completely the noise in these coefficients. 
We now turn to the non-Gaussian case, considered by Neumann(1996) . Con-
sider, initially, the tapered periodogram 
T-l 
IT(w) = 1 (T) I L htXte-itwI2, 
271"H2 t=O 
(5.25) 
where ht is a taper with ht = h(t/T) and Hf) = "£;=-01 h~ . 
As the usual periodogram(ht == 1), h(w) is asymptotically unbiased , non-
consistent, chi-squared distributed and for WI # W2, h(wt} and IT (W2) are asymp-
totically non-correlated. 
From the wavelets ¢ and '1/;, consider the orthonormal basis in L2(3!), 
(5.26) 
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generated in the usual way. Since we want an orthonormal basis in L2(II), II = 
[-71",71"], from (5.26) we generate 
(5.27) 
with Ij = {I, 2, ... , 2j }, 
(hdt) = L (271")-1/2~l,k«271")-lt + n) 
nEZ 
and 
tPj,dt) = L(271")-1/2t,bj,k«271")-lt + n) . 
nEZ 
Here, L2(II) is the space of all square integrable functions with period 271" over 
11. 
For any function f of this space, 
f = L Cil¢l ,k + L L Cij,ktPj,k, (5.2b) 
kElt j?.l kElj 
where 
Cik = J f(t)¢l,k(t)dt, (5.29) 
and 
(5.30) 
are the wavelet coefficients. 
Let us define the estimator of Cij,k by 
(5 .31) 
and an analogous definition for Ok. 
The purpose is to consider an estimator of the spectral density function (5 .1) 
based in (5.31). Assume that the following conditions are valid. 
(AI) H = Jo1 h2(t)dt > 0, and h is a function of bounded variation. 
(A2) sUP19<oo {2=~, ... ,h=1 Icum(Xtll . . . ,Xtk ) n ~ C~ (k!)l+"Y, for all k = 2,3, ... , '"Y ~ 
O. 
(A3) TV(f) ~ C2 , Ilflloo~ C3, where TV(f) denotes the total variation of f. 
248 Pedro Morettin 
(A4) For any r > m suppose that: 
(i) <p and tP belong to C r , 
(ii) I <p(t)dt = 1, 
(iii) I tP(t)tkdt = 0, 0::; k ::; r. 
We have denoted by m the degree of smoothness of the spectrum. Hence, in 
order that the estimator attain the optimal convergence rate, <p and tP should be 
smoother than f. 
The next result gives the main properties of the estimator (5.31). 
Theorem 5.4.(Neumann,1996) Assuming (A1)-(A4) we have: 
(i) E(iij,k) = aj,k + O(2j /2T- 1logT). 
(ii) Var(iij,k) = 21l'(Hf) /(H~T)2) In tPj,k (a)[tPj,k(a)+tPj,k (-a)Jlf(a)j2da+o(T- 1)-1 
O(T- 12- j ) . 
(iii) Icumn (iij ,k) I ::; Cn(n!)2+2'YT-:-l(2j/2T-llog(T»n-2 holds uniformly in k E Ij 
and 2j ::; CT1-Ot, where C < 00 and a > 0 are fixed but arbitrary constants. 
To prove the asymptotic normality of the wavelet coefficients it is necessary to 
restrict the domain of the indices (j, k) . Let 
I={(j,k): 2j ::;CT1- Ot ,kEIj }, 
where C < 00 and 0 < a ::; 1/3 are fixed constants. Let a},k. be the variance of 
iij,k' 
From (ii) above, sUP(j,k)EI {Uj ,k} = O(T- 1/2). Consider, then, for some fixed 
Co> 0 the set 
I O = {(j, k) E I : Uj,k ~ COT- 1/2}. 
U!?ing (iii) of Theorem 5.4 we g~t that 
Icumn(iij,k/Uj,k) I ::; (n!)2+2'YCn(T-Ot/2Iog(T»n-2 
holds uniformly for (j, k) E I O• This result is used to prove the theorem that 
follows. 
Theorem 5.5.(Neumann, 1996) Suppose that assumptions (A1)-(A4) are valid. 
Then, 
P(±((iij,k - aj,k)/Uj,k ~ x) --t 1 
1 - ~(x) 
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holds uniformly for (j, k) E I O, -00 < x :5 ~'"Y' where ~'"Y = o(~l/(3+4'"Y)) and 
~ = T a/ 2(logT)-l. 
For those coefficients that have standard deviation below CoT-l/2 defi~e 
UT = max{ max {uJ' k}, CoT- l / 2}, (j,k)eI ' 
and let Bj,k '" N(O, uf - U],k) independent of aj,k' It follows that the variable 
aj,k+Bj,k has the same mean and the same cumulants of order n, for n ~ 3, as aj,k, 
while its variance is uf ~ T. We then get the result· corresponding to Theorem 
5.5. 
Theorem 5.6.(Neumann, 1996) Under (A1)-(A4) we have 
P(±((aj,k + Bj,k) - aj,k)/uT ~ x) --+ 1 
1 - ~(x) 
uniformly for (j, k) E I, -00 < x ::; ~'"Y' 
Let us consider now the estimation of the spectrum f(w). The idea is to use 
(5 .28) with some type of threshold for the wavelet coefficients. We can use the 
hard or soft schemes and choose A = Aj(Uj,k' F) depending on the scale, on the 
standard deviation of aj,k and ·on the class F of functions to which f{w) belongs. 
Neumann(1996) propposes two types of thresholds that satisfy certain desirable 
conditions, namely 
(5.32) 
and 
(5.33) 
If F is a space with norm essentially equivalent to that of a Besov space, then 
the estimator 
J = L al,k¢>l,k + L 6( '){aj,k, Aj,k)1/Jj,k, 
kEl, (j,k)eI 
leads to the adequate convergence rate 'for the estimator risk, specifically 
sup{EIIJ - flli'(n)} = O((logT/T)2m/(2m+l)) , 
/eF 
(5.34) 
(5.35) 
assuming (A1)-A{4) and additional conditions for the Aj,k'S, which are satisfied 
by (5.32) and (5.33). In (5.34),6(-) may be a hard or soft policy. 
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It is known that T- 2m/(2m+l) is the optimal convergence rate for classes with 
degree of smoothness m, if X t is stationary and Gaussian. Hence the above esti-
mator is nearly minimax up to a factor of order of log T. Neumann(1996) gives an 
estimator that attains this rate and further suggestions to improve these estimators. 
In practice we need to find rules from the data to construct the thresholds, in 
particular to estimate (1'j,k in (5.32) and (5.33). One possibility is to use . 
(5.36) 
as an estimator of the variance of the empirical wavelet coefficient, suggested by 
Theorem 5.4, where j is any consistent estimator of the spectrum. From this we 
get estimators ).j,/c using (5.32) and (5.33). 
6 Non-stationary Processes 
The methods used in time series analysis are heavily based on the concepts 
of stationarity and linearity. Linear models as autoregressive(AR), moving aver-
age(MA) and mixed(ARMA) models are often used. 
But there are fields where non-stationary and non-linear models are necessary, 
as in economics, oceanography, engineering, medicine, etc. A wide variety of non-
linear models has been considered in the literature, as the bilinear models, threshold 
models, ARCH models, etc. We refer the reader to the books by Tong(1990), Subba 
Rao and Gabr(1984), Priestley(1988) and Granger and Terasvirta(1993) for further 
information . A classical treatment, in terms of Volterra type expansions is given 
in Wiener(1958). 
Concerning non-stationary processes, several attempts have been made to treat 
special forms of non-stationarity in the frequency domain, defining what is called 
a time-dependent spectrum. This means that we will have a spectrum f(t,w), in 
the non-stationary case, depending of time and frequency. 
The first attempts considered processes that locally are stationary. Page (1952) 
introduced the definition of instantaneous power spectrum and Silverman(1957) 
considered locally stationary processes, for which the covariance function ,(tI , i2) = 
Cov{X(it}, X(i2)} can be written in the form 
il + t2 
,(iI, i2) = m(-2-hdi1 - i2), (6.1) 
where m(i) 2: 0 and ,1 (i) is a non-negative definite function(stationary covariance 
function). For m(i) constant, we have a stationary process. Writing (6.1) in the 
form 
. r r 
,(t + 2' t - 2) = m(ihdr ), (6.2) 
the local stationary behavior becomes evident. 
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Given {X(t), t E !R}, a zero mean stationary nrocess, a key result is the spectral 
representation 
X(t) = i: eiwtdZ(w), (6.3) 
such that i: ei(w1-w.)tdt = c5(Wl - W2) (6.4) 
and where {Z(w),w E !R} is a process with orthogonal increments, in the sense 
that 
(6.5) 
Moreover, the autocovariance function of X(t) can be written 
')'(7") = i: eiWT dF(w), (6.6) 
where F is the spectral distribution function of the process. If this is absolutely 
continuous(with respect to Lebesgue measure), then dF(w) = f(w)dw and f is the 
spectral density function. 
For non-stationary processes, the relations (6 .3)-(6.6) are not valid. We will 
have to relax (6.4) or (6.5) . 
In this section we will be interested mainly in the estimation of the evolutionary 
spectrum via wavelets. Two important families of waveforms which are useful for 
time-frequency representations of many types of processes are the wavelet packets 
and cosine packets. We will not consider them here and the interested reader may 
refer to Bruce and Gao(1996) and Coifman et al.(1992) for details. 
Time-Dependent Spectra 
As a basic requirement we would like that the concept of frequency be 
preserved, when we define the concept of time-dependent spectrum, f(t,w) , say. 
Some conditions can be imposed on f!t,w), as for example that it be real, non-
negative and reduces to f(w) in the stationary case. It can be shown, however, that 
it is not possible to obtain a definition of evolutionary spectrum that is unique. 
There are two possible approaches(Flandrin,1989): 
(1) To preserve (6.4)-(6.5), but abandon sines and cossines and loose the concept 
of frequency. 
(2) To preserve the classical(stationary) concept offrequency and then accept some 
correlation in (6 .5) . 
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We present below brief comments on both cases. For further information see 
Flandrin(1989) and Loynes(1968 
Solutions Preserving Orthogonality 
In this approach we can consider Karhunen decompositions, Priestley evo-
lutionary spectra, evolutionary spectrum of Tj~stheim and Melard, rational evo-
lutionary spectra of Grenier , among other suggestions. We will limit ourselves to 
present the approach by Priestley(1965 , 1981), who considered the representation 
of X(t) in the form 
. X(t) = 1: A(t,w)eiwtdZ(w) , (6 .7) 
where Z(w) is an orthogonal process such that E{ldZ(wW} = dJ-t(w) , for some 
measure J-t. Processes that admit the representation (6 .7) are called oscillatory . 
The function A(t,w) is supposed to vary slowly in a neighborhood oft and to have 
the representation 
A(t ,w) = 1: eit9 dKw(O), 
assuming that IKw(O)1 has an absolute maximum at 0 = O. 
The covariance function can be written in the form 
'Y(s,t) = 1: A(s,w)A(t,w)eiw(t-·)dJ-t(w) 
from which we obtain 
(6 .8) 
(6 .9) 
(6.10) 
Similarly to the stationary case, since the variance is a measure of the total 
power in the series in instant t, we define the evolutionary spectrum in time t and 
frequency w as 
dH(t,w) = IA(t,wWdJ-t(w) . (6.11) 
In the case of absolute continuity relative to Lebesgue measure, that is, dH(t , w) = 
f(t,w)dw and dJ-t(w) = f(w)dw, we get 
f(t,w) = IA(t,wWf(w). (6 .12) 
We notice that the definition (6.11) depends on the choice of the family of 
oscillatory functions :F = {A(t,w)eiwt }. For stationary processes, A(t,w) = 1. 
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The·estimation of the evolutionary spectrum and other aspects were considered 
by Priestley(1965). One difficulty is to know if a given process belongs or not to 
the class :F. 
Solutions Preserving Frequency 
Here (6.5) is replaced by 
(6.13) 
that is, we have a two-dimensional distribution function that is not concentrated 
in the diagonal Wi = W2, as in the stationary case. 
A non-stationary process is said to be harmonizable if 
(6.14) 
In this case, 
,(8, t) = 1: 1: ei(Wl.-W2t )cI>(Wi, W2) dw i dw 2, (6.15) 
which is the analogous of (6.6). 
For deterministic signals, Wigner(1932) introduced in quantum mechanics the 
function 
W(t,w) = 1: x(t + r/2)x(t - r/2)e- iwT dr, (6 .16) 
called the Wigner- Ville distribution, due to the fact that Ville(1948) also used it 
in signal theory. 
In the case of a continuous stochastic process, the Wigner- Ville spectrum is 
defined as 
W(t,w) = 1: ~(t-T/2,t+T/2)e-iWTdT= 1: <P(w-8/2,w+8/2)e-it8 d8. 
(6.17) 
Notice that (6.17) reduces to the classical definition of spectrum in the station-
ary case, but it lacks an adequate physical interpretation, and also can assume 
negative values. 
In the case of a discrete non-stationary process {Xt , t E Z}, the Wigner-Ville 
is defined by 
1 '"' .. W(t ,w) = 21r L..J ,(t - r/2 ,t+ r/2)e-'WT , t E Z , Iwl < 1r. (6 .18) 
T 
Locally Stationary Processes 
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The approaches above present a difficulty inherent to the study of non-
stationary processes: an adequate asymptotic theory cannot be established, which 
allows us to find biases, variances and asymptotic distributions of statistics, since 
finite-samples properties are often difficult to derive. 
In the case of stationary processes, when the sample size increases, we get more 
information of the same kind about the process, since the probabilistic structure 
does not change through tra;llslations of time. But if the process is non-stationary, 
observed for t = 1, . . . , T, for T -+ 00 we will not get information on the process 
over the initial interval. 
Let us consider the following example, due to Dahlhaus(1996). Let 
X t = g(t)Xt- 1 + ft, t = 1, ... , T 
where ft '" i.i .d N(O, (72) and g(t) = a + bt + ct2 . Then we may have, for example, 
Ig(t)1 < Ion [1, T] , but g(t) -+ 00, as T -+ 00. 
This difficulty led Dahlhaus(1997) to introduce the class of locally stationary 
processes. The idea is to consider an asymptotic theory such that T -+ 00 does 
not mean to "look into the future", but we "observe" g(t) on a finer grid, but in 
the same interval, that is, we consider 
t 
Xt,T = g(T)Xt- 1,T + ft, t = 1, ... , T, 
such that u = t belongs to the interval [0,1]. Hence, for T increasing, we have 
more and more information in the sample X 1,T, ... , XT,T to estimate the local 
structure of 9 at each time point. 
Definition 6.1. A sequence of stochastic processes {Xt,T, t = 1, ... , T} is called 
locally stationary, with transfer function A 0 and trend J-I if there exists a represen-
tation of the form 
(6.19) 
where: 
(i) ~(w) is a stochastic process on [-11",11"], with ~(w) = ~(-w), E\~(w)} = 0 and 
with orthogonal increments, that is, Cov{d~(w), d~(W')} = 6(w - w )dw; 
(ii) there exists a constant K > 0 and a smooth function A(u,..\) on [0,1] x [-11",11"] 
with period 211" in w, A(u, -w) = A(u ,w) and such that for all T, . 
sup IA~'T(W) - A(~'W)I ::; f('r- 1 . 
t,w 
(6.20) 
The functions A(u,w) and J-I(u)are supposed to be continuous in u. The 
smoothness of the function A ( u, w) in u controls the local variation of A~ T (w) 
as a function of t, giving the local stationarycaracter of Xt,T. ' 
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The above definition can be simplified, without loss of much generality, replac-
ing A~T by A(u,w) in (6.19). We remark again that we are re-scaling time to the 
intera~al interval [0,1] through u = tiT. 
Definition 6.2. The evolutionary spectrum of the locally stationary process Xt,T 
is defined by 
f(u,w) = JA(u,w)J2. (6.21) 
It can be shown(Neumann and von Sachs, 1997 ) that f(u,w) is the limit in 
quadratic mean of 
fr(u, w) = 2~ L COV{X[uT-./2),T, X[ut+./2),T }e-iw., 
• 
which is similar to the Wigner-Ville spectrum, defined in(6.18). 
Let us consider now some examples of locally stationary processes(LSP). 
Example 6.1. (i) Let yt be a stationary process with spectral density fy(w) and 
J:l, (7' real functions, defined on [0,1]. Consider the modulated process 
Xt,T = J:l(t/T) + (7'(t/T)Yt. 
Then,Xt,T is a LSP with A~,T(w) = A(t/T,w) and f(u,w) = (7'2 (u)fy (w). 
(ii) Consider ft '" WN(O, (7'2) and 
00 • 
Xt,T = Laj(t/T)ft-j, ao(u) = 1. 
j=o 
It follows that this is a LSP with 
and f(u ,w) = JA(u,w)J2. 
(6.22) 
(6.23) 
A special case of this general linear model with time-varying coefficients is the 
moving average model, assuming that aj(u) = 0, j > q. A system similar to 
(6.23), with input a locally stationary process and a white noise additive term is 
considered by Chiann and Morettin(1997). 
(iii) The autoregressive process 
p 
Lbj(t/T)Xt-j,T = (7'(t/T)ft, bo(u) = 1, (6.24) 
j=O 
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with ft '" WN(O, 1), is also a LSP with transfer function A(u,w) = ~(1 + 
:L~=o bj(u)e-iwj)-l. See Dahlhaus, Neuman and Von Sachs(1996) for details. 
The local covariance of lag k and time u is defined by 
c(u, k) = I: f(u,w)eiWkdw. (6.25) 
This covariance may be estimated by 
A I", (u - (t + k/2)T) 
CT(U, k) = b T L...J K b Xt ,TXt+k,T . 
T t T 
(6.26) 
where K : ~ -+ [0,00) is a kernel and bT a time domain bandwidth. 
Estimation of the Evolutionary Spectrum 
An estimator for the evolutionary spectrum is 
(6.27) 
where 
IN(u,w) = 2~~N 1% h('IN)X["T_NI'+'+l),T'-;W'1' (6.28) 
is the peridogram over the segment t[uT] - N/2 + 1, [uT] + N/2}, h : [0,1] -+ ~ is 
a taper, HN = :L~=~l h 2 (s/N), with HN '" N , Kj : ~ -+ [0 ,00) is a kernel and bj 
is the frequency domain bandwidtll . Properties of this nonparametric estimator 
are studied by Dahlhaus(1996). 
Let us see now how to use wavelets in the estimation of f ( u, w). Since this is 
a function of two parameters, we will have to use two-dimensional wavelet bases. 
The procedure consists in applying non-linear thresholds to the empirical wavelet 
coefficients of the evolutionary spectrum. As mentioned before, this procedure is 
adaptative, in the sense that it is optimal relative to some error criterium, as the 
L2 risk. 
The two possibilities mentioned in section 2.4 were treated by von Sachs and 
Schneider(1996) and Neumann and von Sachs ( 1997) in the .problem of the estima-
tion of the evolutionary spectrum. 
Initially, consider estimators using the basis 8 2, defined in (2.29) and the seg-
mented periodogram (6.28), with N = 2J. Suppose, also, that in the representation 
(2 .26) there exists a coarsest resolution scale j = 0. Consider the projection of 
f(u,w) over the 22J-dimesional space VJ C L2(U x V), denoted h(u,w), and its 
decomposition in wavelets in the form 
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~3j-l 
L..Jk=O 
h(u,w) = Co,O + L L dj,k'Wj,k(U,W), 
i=o IJ=h,tI,d 
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(6.29) 
sampled in the grid (Ui' Wi), 0 :5 i, n :5 N - 1. We are, therefore, restricting 
ourselves to the finest scale J. The coefficients of (6.29) are given by 
Co,O = f1j1/2 f(u,w)dudw, Jo -1/2 
di,k = f1j1/2 f(u,w)'Wj k(u,w)dudw. Jo -1/2 ' 
(6.30) 
(6.31 ) 
Notice that U x V = [0,1] x [-1/2,1/2] and w is frequency in cycles by unit 
time. Since we do not know the true spectrum, this is replaced in (6.30) and (6.31) 
by the periodogram (6.28), and this is computed for overlapping segments of Xt,T, 
all with length N. Let S be the translation from segment to segment, 1 :5 S :5 N. 
It follows that the periodogram is computed for 
ti S· NO· N 1 Ui = T' ti = l + 2' :5 l :5 -, 
with T = SN, and for the frequencies Wn = 2rrn/ N, 0 :5 n :5 N - 1. 
The resulting empirical coefficients are 
A 1 ~N-1 f1/2 I ( )d 
co,o = N L.Ji=O -1/2 N Ui,W W, 
dA 1 ~N-1 f1/2 ( ) IJ ( )J i,k = N L.Ji=O -1/2 IN Ui, W 'W i,k Ui, W uW. 
(6.32) 
(6.33) 
In practice the coefficients are not computed as in (6.32)-(6.33), but through a 
wavelet transform that uses the Lagrange cardinal function of the espace Vj. See 
von Sachs and Schneider(1996, section 2.2) for details. 
The following assumptions are necessary in order to obtain the properties of 
the empirical coefficients. 
(AI) Assume that A(u,w) and 'Wj,k(u,w) are differentiable in u and w, with uni-
formly bounded first partial derivatives. 
(A2) The parameters N, Sand T satisfy 
T 1/ 4 « N« T 1/ 2 /ln T and S = N or SIN -+ 0, T -+ 00. 
(A3) h(x) is continuous on [0,1] and twice differentiable for all x 1- P, where Pis 
a finite set and sUPr~P Ih"(x) I < 00 . 
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The following theorem gives the asymptotic properties of the wavelet coeffi-
cients. 
Theorem 6.1.(von Sachs and Schneider, 1996). If the assumptions (Al)-(A3) are 
satisfied, then for T -+ 00, uniformly in j, k, with 2i = o(N), 
(i)E(d~ k - d~ k) = 0(2-i N- 1 ) = 0(T- 1/ 2 ), for all p. J, J, 
(ii) V ar( dj,k) = Aj,k/T + '0(2i N /T2) + 0(2-iT- 1 ), for all p . 
(iii) TL/2cumddj,k} = 0(1), VL ~ 3. 
(iv) vT(dj,k - dj,k) is asymptotically normal with zero mean and variance Aj,k' 
where in sum (6.33) N is replaced by M, such that 
T = S(M - 1) + N, 1 ~ S ~ N, u, = t;/T, t, = S, + N/2, 0 ~ i ~ M ~ 1, 
and 
AJ~ k = 2Ch 1 {J(U ' W)WJ~ k(u,w)}2dudw, (6 .34) 
, UxV ' 
with Ch = fo1 h4(x)dx/Uo1 h2(x)dx)2, for S = N, and Ch = 1 if SIN -+ O. 
The introduction of the additional parameter M , which controls the smooth-
ness in the u direction, is motivated by the assumption (A2) . See von Sachs and 
Schneider(1996) for additional comments. 
As an estimator of the spectrum 1 ( u , w) we take 
with soft threshold dJ.k = 15fT (dj,k) and parameter 
J{ logT 
AT = ATj,k = T1/2 ' 
hence the threshold is the same for all j , k and p. 
An estimate for J{ can be taken as 
k = 2Ch max max li(u ,w)1. 
0<1J<1 -1/2<w<1/2 
with Ch given in (6 .34) and i any consistent estimator of I. 
(6.35) 
Such an estimator nearly minimizes the risk RT(i, :F) = sUPfEF Elli - 1112 
over a wide class of functions :F. 
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Let us turn now to estimators using the basis B1 . The idea(see section 2.4) is 
to consider a I-d basis with different scale parameter for each direction(time and 
frequency) . If we have different smoothness degrees in both directions, this basis 
is superior to that used above. The estimators so obtained will have the property 
of attaining the optimal rate of convergence in anisotropic smoothness classes 
In the previous approach it was necessary to introduce a parameter, N, in 
order to achieve smoothness, that is, we used local periodograms of length N. 
Let us suppose now that the function A( u, w) is of bounded variation in U x n = 
[0 , 1] X [-rr , rr] . Define the total variation of any function f in U x n by 
TV(f) = sup E E If(Ui,Wj) - f(Ui,Wj-l) - f(Ui-l,Wj) + f(Ui-l, Wj-l) I, 
i j 
where the supremum is taken over all partitions of U x n. 
Assume the following conditions satisfied: 
(S1) A(u ,w) has bounded total variation in U x n. Moreover, 
(i) supu TVn (A( u , .)) < 00, 
(ii) sUPw TVu(A( ·, w)) < 00, 
(iii) sUPu W IA(u ,w)1 < 00 , 
(iv) infu ,~ IA(u,w)l2: K, for some K > O. 
(S2) If A(U,8) = 21" fnA(u,w)e-iwOdw , 8 E Z,u E [0,1]' then 
sUPu I:o IA(u , 8)1 < 00 . 
(S3) The wavelets in both directions are functions of bounded variation and the 
Fourier transforms ofthe wavelets in the frequency direction are absolutely summable. 
(S4) sUPI9~T{I:~ , ... h_l=IICum(Xtl ,T, .. . ,Xtk_l ,T)I:5 C k (k!)1+""f ,Vk 2: 2,,2: 
O. 
We assume that f has different degrees of smoothness in both directions, which 
is equivalent to say that A(u,w) belongs to the class of functions 
:F;::~p';"(C) = {f: I:;=I(llfllp i + lI:r,?fll,>J :5 C} , for all C > 0, mi 2: l,pi 2: 
1, m i > 1..... 
Pi 
Define the periodogram 
I () 1 "" X X -iwo t,T W = 2rr L..J [t-0/2],T [t+0/2],Te . (6.36) 
101 ~ « t -1)A (T -t» 
This is a very irregular estimator and may assume also negative values. Con-
sider two orthonornal bases, of compact supports, with the usual properties, one 
in the time direction, denoted {cPl ,kh U {'l/Jj ,k}j?l ,k, and the other in the frequency 
direction , denoted {~l ,kh U {t,bj ,dj?l ,k, periodic, as seen in section 5.3(see also 
Daubechies, 1992, section 9.3). 
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The wavelet coefficients in the expansion of f (u, w) in terms of functions of the 
basis 8 1 are 
dl = 1 f(U,W)PI(u,w)dudw 
UxII 
= [ f(u,W)tPit,k 1 (U){;h,l<~(w)dudw, 
JUXII 
hence the empirical wavelet coeffcients will be given by 
T It/T 1'" dI = E tPit,k 1 (u)du {;i"k~(w)It,T(W)dw. 
t=1(t-1)/T -". 
(6.37) 
(6.38) 
Restrict to those coefficients dI with indices in IT = {I: 2i1+i , ~ T 1- O}, for 
some ° > O. Let a} = Var(dl). 
Theroem 6.2.(Newmann and von Sachs, 1997). If the assumptions (Sl)-(S4) are 
valid, then: 
(i)E(dJ) = dI + 0(T- 1/ 2 ), 
(ii) Var(dI ) = 271"T- 1 JUXIIU(u,w)tPil,k 1 (u)}2dU{;h,k,(W) 
x [(;j"k,(W) + (;h,k~( -w)]dw + 0(T-1) + O(2-h T- 1), 
(iii) ICumn(dl) I ~ (n!)2+2-ycnT-1(T-12(it+h)/2Iog(T))n-2, for n ~ 3 and C > 
0, uniformly in I E IT. 
(iv) Let aT = (log(T))A, for all fixed A, 0 < A < 00. Then, 
P ( ±(dlu~ d I ) ~ z) = (1- ~(z))(l + 0(1)). (6.39) 
holds uniformly for -00 ~ z ~ aT, I E IT n {I: 2h ~ . TP}, 
p> O(arbitrarily small) . 
Consider, now, the estimation of the evolutionary spectrum. Define 
j(u,w) = EoO(dI,AI,T)PI(U,W), (6.40) 
I 
where the sum excludes the indices (it,h) = (i-1,i-1), that is, we do not apply, 
as usual, the threshold to the coarsest scale. Call IT the set of all indices of IT 
except the excluded ones. Let 
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As in section 5.3 we can use a consistent estimator in (ii) of Theorem 6.2 to get . 
an estimator of u}, &}. Let ..\1 a stochastic threshold and j the resulting estimator. 
It can be shown that 
(6.41) 
which means that the estimator is nearly simultaneously optimal over the class 
.1"( C), which includes sufficiently wide smoothness classes. One practical rule is 
to use the threshold 
Comments 
Based on the definition of LSP given in the previous section, von Sachs, 
Nason and Kroisandt(1996a) developed a time-scale spectral representation for a 
particular class of non-stationary processes, namely the locally stationary wavelet 
processes. 
Definition 6.3. The doubly indexed sequence {Xt,T, t = 1, ... , T, T 2:: I} is 
said to be a locally stationary wavelet process, with respect to the wavelet basis 
{tPj,k(t),j,kE Z}, if 
-1 
Xt,T = L: L: wj,k;TtPj,k(t)ej,k' (6.42) 
j=-J k 
where T = 2J , the tPj,k(t) are given by (2.2), with j = -1, .-2, ... ,-J(T) 
-log2(T), k E Z, and with the properties: 
(i) E{ej,k} = 0, for all j, k. Hence, E{Xt,T} ::::::. 0, for all t, T. 
(ii) COV(ej,k,el,m) = OJ,lOk,m' 
(iii) For each j ::; -1 there exists a function Wj(z) on (0,1), Lipschitz-continuous, 
such that 
I k2-j I s~p wj,k;T - Wj(-r) = O(T- 1), T -+ 00, 
where for each j, the sup is taken over k = 1, ... , 2j T. 
(iv) The basis {tPj,d is orthonormal and the wavelets have compact support. 
(v) Lj~-oo IWj(z) 12< 00, for all Z E (0,1). 
We remarh that the notation for the \Wtvelets here is different: -1 corresponds 
to the finest resolution scale and -J to the coarsest. 
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Definition 6.4. Consider 
(6.43) 
The sequence {Sj (Z), j ~ -I} is called the evolutionary wavelet spectrum of the 
sequence {Xt,r} with respect to the basis {t/lj,k}. 
From the assumption (ii) of Definition 6.3 it follows that 
Sj(Z) = lim IWJ~ 2j [zTl 'T 12, Vz E (0,1). 
T-+oo ' , 
(6.44) 
The estimation of the spectrum given by (6.43) is based on the discrete wavelet 
transform (5.5) applied to the locally stationary wavelet process Xt,T and on the 
wavelet periodogram of X 1 ,T, .. . , Xt,T . For details on proofs and properties of the 
periodogram and smoothed estimators see von Sachs, Nason and Kroisandt(1996a,b). 
7 Further Topics 
Bayesian Analysis 
We saw that there are basically three approaches for the determination of 
thresholds: (a) minimax; (b) cross-validation; (c) multiple hyphoteses testing. 
Given that a Bayes rule is usually a shrinker, it is natural to use some Bayesian 
procedure in wavelet shrinkage. There is though one difference: a shrinkage rule 
decreases the coefficients in absolute value, without changing its sign. A thresh-
olding rule shrinks the coefficients, but also effectively removes those coefficients 
which are in absolute value smaller than a certain value. 
The Bayesian approach has been used mainly in the thresholding procedure, 
but there are also applications as in density estimation, for example. 
Let us consider again the nonparametric regression model (4.1). Applying the 
wavelet transform we get the model in (4.4), henc!! estimating the function f is 
equivalent to estimate the coefficients Wj,k, assuming that Yj ,k '" N (Wj,k, (7"2). 
Assume that Yj,klwj ,k, (7"2 '" N(Wj,k' (7"2), (7"2 unknown and set a prior for (7"2, 
for example an exponential with parameter p. : (7"2 '" E(p.). It follows that the 
marginal likelihood is double exponential: Yj,klwj ,k '" ED(wj,k,l/M. 
Admitting a prior tn(O, T), say, for Wj ,k, we can get a Bayes rule under a 
quadratic loss function. Observe that E((7"2) = lip., and hence the hyperparameter 
p. estimates the precision 1/(7"2. The hyperparameter T controls the shrinking. See 
Vidakovic(1994) for.details and examples. 
Abramovich et al.(1997) suggest a weighted combination of L1 losses based in 
the wavelet coefficients. Then the Bayes rule is the posterior median. Specifically, 
consider the model 
Wj,k'" 71'jN(0,Tj)+(1-7I'j)8(0), j=0, ... ,J,k=0, ... ,2j -1, (7.1) 
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where ° ~ 1rj ~ 1, 8(0) is the point mass at the origin and we assume that the 
Wj.k'S are independent. Notice that we take the same hyperparameters 1rj and Tj 
for all the coefficients in level j. 
Model (J.l) tells us that 1rj is the proportion of non-null coefficients in level j 
and TJ is the measure of their magnitudes. The posterior wj.kIVj.k can then be com-
puted. If F denotes the distribution function of this posterior, then F(Wj.kIVj.k) = 
0,5 implies that the median of the posterior distribution is 
med( Wj.k IVj.k) = sign(Vj.k )max(O, ej.k), (7.2) 
where 
c . _ TJ I. 1_ UTj <1>-1 (1 + (Wj.k /\ 1)) (7.3) 
<"J.k - u2 + T? VJ.k . / 2 2 2' 
J yU +Tj 
It is easy to see that (7.2) is a level-dependent threshold with parameter Aj, and 
[-Aj, Aj] is an interval where (7.3) is negative, for any Vj.k. For a detailed analysis 
of this model, suggestion of the choice of hyperparameters and applications see 
Abramovich et al. (1997). 
Miiller and Vidakovic(1995) consider the estimation of a density using a Bayesian 
approach. Further references are Vidakovic and Miiller(1995) and Vannucci and 
Corradi( 1997). 
Model with Stationary Errors 
A commonly used model in time series is 
X(t) = S(t) + E(t), (7.4) 
where S(t) is a dete.rministic function and E(t) is a stationary process, with zero 
mean and spectrum fEE(W) , It follows that S(t) is the mean level of the series 
in time t and the interest is to estimate it. There are several ways to do it, see 
Brillinger(1996). Using a wavelet expansion we have 
00 
h(x) = L CXl.k<Pl.k(X) + L L f3j.ktPj.k(X), (7.5) 
k j=l k 
where we set S(t) = h(t/T), t = 0,1, . . . , T - 1 and assume that h(x) E L2(~) ' 
The coefficients are given by 
f3j.k = J tPj.k(x)h(x)dx, (7.6) 
and a similar relation for CXl.k. Hall and Patil(1993) and Brillinger(1996) introduce 
an additional parameter U, such that 
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tPy'k(X) = VUtPj,k(UX), 
and the analogous for Ol,k(X), in such a way that the resulting system is orthonor-
mal and complete. For example, we may take U = 2n. Consider, then, the 
expansion (7.5) above and the modified coefficients. 
An estimator of h(x) is obtained estimating the theoretical wavelet coefficients 
(7.6) by the empirical coefficients 
and defining 
for some J. 
T 
af,k = f L <I{k(t/T)X(t), 
-T 
T 
AU 1 '"" U . i3j ,k = T L....J tPj,dt/T)X(t) , 
-T 
Under appropriate assumptions we have the following results: 
(7.7) 
(7 .8) 
(7.9) 
(i) E(/3Y.k - i3Y.d = O(2j/2UI/2T-I), the error being uniform in j, k, U, T . An 
analogous expression holds for al,k. 
(ii) COV(/3Y.k' /3Yk') = 2n1EE(0)T- I f::u tPj,k(U)tPj'k' (u)du + O(2U+/)/2UT-2), 
with uniform error in j , j', k, k', U and T. Similar expressions hold for the covari-
ances of the ¢'s and between the ¢ 's and ;j;'s. 
(iii) If U /T -+ 0, U 2: f > 0, as T -+ 00, then finite collections of aU, /3u are 
asymptotically normal, with the indicated first and second order moments. 
The asymptotic properties of h( x), including normality, are similarly obtained. 
See Brillinger(1996, Theorem 2). Extensions for spatial processes, processes with 
long memory and processes irregularly observed are easily derived. Threshold 
estimators and applications to hydrologic data were considered by Brillinger(1994). 
Estimation of Densities 
The interest here lies in the estimation of a probability density function 
/(x) based in observations Xl' ... ' Xn forming a sample of /. For a review of the 
usual methods see Silverman(1986). 
Consider the expansion 
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I(x) = EO'l,k¢l,k(X) + EEpj,ktPj,k(X), 
k j~l k 
where the coefficients are estimated by 
n 
Ctl,k = n- 1 E ¢l,k(Xi), 
k=1 
n 
A -1" pj,k = n L.J tPj ,k(X;), 
k=1 
To estimate I, we use thresholds 
a. k = JO (R . k A' ) fJJ , fJ), , J , 
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(7.10) 
(7.11) 
(7.12) 
(7 .13) 
where J( ' ) represents a hard or soft policy and Aj is a level-dependent parameter. 
In general , we do not apply thresholds to the coefficients Ctl ,k' 
As in the nonparametric regression case, we are interested in global error mea-
sures to assess the performance of the estimators over a wide range of smoothness 
classes. The estimator of I, replacing the pj,k in (7.10), attains a nearly optimal 
performance, in terms of convergence rates . 
Donoho et al.(1996b) use thresholds given by 
if l,Bj,kl > KCU)y1i 
otherwise, 
(7.14) 
with CU) = Vi and K constant. 
Delyon and Juditsky(1993) use the thresholds of (7.14) with CU) = ~. 
Johnstone et al.(1992) consider Aj = AVJ, with A constant . See also Hall and 
Patil(1993). 
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