Introduction
The sum of finitely many variates possesses, under familiar conditions, an almost Gaussian probability distribution. This already much discussed "central limit theorem" (x) in the theory of probability is the object of further investigation in the present paper. The cases of Liapounoff(2), Lindeberg(3), and Feller(4) will be reviewed. Numerical estimates for the degrees of approximation attained in these cases will be presented in the three theorems of §4. Theorem 3, the arithmetical refinement of the general theorem of Feller, constitutes our principal result. As the foregoing implies, we require throughout the paper that the given variates be totally independent.
And we consider only one-dimensional variates. The first three sections of the paper are devoted to the preparatory Theorem 1 in which the variates.meet the further condition of possessing finite third order absolute moments. Let X\, Xi, • • • , Xn be the given variates. For each k{k = \,2, ■ ■ ■ , n) let ^(Xk) and ixs{Xk) denote, respectively, the second and third order absolute moments of Xk about its mean (expected) value a*. These moments are either both zero or both positive. The former case arises only when Xk is essentially constant, i.e., differs from its mean value at most in cases of total probability zero. To avoid trivialities we suppose that PziXk) >0 for at least one k (k = 1, 2, • • • , n). The non-negative square root of m{Xk) is the standard deviation of Xk and will be denoted by ak. We call the moment-ratio of Xk-If Xk is essentially bounded(5) and its bound, measPresented to the Society, February 24, 1940 ; received by the editors May 8, 1940. f,1) H. Cram6r, Random Variables and Probability Distributions (Cambridge Tracts in Mathematics, no. 36), Cambridge University Press, 1937, pp. 56-64. (2) A. Liapounoff, Nouvelle forme du theoreme sur la limite de probability, Memoires de l'Academie des Sciences de St-Petersbourg, (8), vol. 12 (1901 Zeitschrift, vol. 40 (1935), pp. 521-559. (Cramer, loc. cit., Theorem 22.) (6) The author originally developed the early sections of this paper for the case of bounded variates, and is indebted to W. Feller who urged the study, in these sections, of the case of finite third order absolute moments.
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We set
The familiar inequality(6) that the square root of the second order absolute moment cannot exceed the cube root of the third order absolute moment readily yields the set of estimates:
Consider, now, the variate sum
It has the mean value
and, in virtue of the independence of the given variates, the standard deviation The formula which we are going to derive involves the two numbers A and a, respectively the maximum moment-ratio of the individual variates and the standard deviation of their sum. Our assumption that the variates are not all constant implies that these numbers are both positive. We introduce their ratio (8) e = A/<r.
It is this ratio which serves as a convenient measure of the extent to which the sum X fails to be Gaussian. The Gaussian (or Laplacean) distribution function
"2J_00 characterizes the law of probability obeyed by a normal variate of mean value 0 and standard deviation 1. For every x, G(x) is the probability that such a variate assume a value less than x. A normal variate of mean value a and standard deviation <r has the distribution function G((x-a)/cr). Let the variate sum X have the distribution function F(x). The least upper bound,
Hardy-Littlewood-Pölya, Inequalities, Cambridge, 1934, p. 157 .
[January of the modulus of the difference between F(x) and the associated normal distribution function constitutes a precise measure of the "abnormality" of X. A theorem of Liapounoff, about which we shall have more to say in §4, implies (11) lim M = 0.
«->o
Our first goal, an arithmetical refinement of (11), reads:
Theorem 1. M^(1.88)«.
We postpone the proof. The theorem shows that the ratios M/e arising from admissible sets of variates constitute a bounded aggregate of real numbers. Let
Then, for each admissible set of variates, it will be true that M£ Ce. In addition, corresponding to each positive C <C there will exist an admissible set of variates having M> Ce. By Theorem 1, C?£ 1.88. We shall now prove the following Theorem 2. 1/(2tt)1/2.
Proof. Let n be an odd positive integer. Let X\, Xz, • • • , Xn be totally independent but similar. Indeed, let each Xk have only the two possible values + 1 and -1, each with the associated probability 1/2. We see that e = l/ra1/2. The variate sum X has the (ra + 1) possible values +1, + 3, •••,+«.
Its distribution function F(x) is a step-function which is constant in each interval free of these possible values. By symmetry, Fix) =1/2 throughout -1 <x < 1.
Clearly,
If we assume C<l/(27r)1/2 we can determine n correspondingly large so as to
This, because
But the variates under consideration form an admissible set and so have M ^ Ce. The contradiction establishes the theorem.
Remark. If, for a given ??>0, we denote by C, the least upper bound of those ratios M/e which arise from admissible sets of variates having e<rj, it is clear that C, is a monotone increasing function of 77. In particular, C, 5= C for all 77. Since, in the proof of Theorem 2, we may replace a satisfactory n by any larger odd integer, we infer that (7,3: 1/(2tt)1/2 for all 77. Reduction to the case (R). We now take advantage of the fact that moments have been measured about mean values, the fact that A and <r enter Theorem 1 only in their ratio e, and our claim that CiS 1.88. We shall say that we have the case (R) if the given variates meet the additional requirements:
The corresponding case of Theorem 1 we shall call Theorem 1(R). We are going to show that the general theorem is a corollary of its own special case. Noting that distribution functions assume only values between 0 and 1, hence that the inequality M^ 1 is always valid, we see that Theorem 1 is trivial when (15) is false. We may confine our attention, therefore, to the case (15). If, however, the original variates of Theorem 1 do not also satisfy (13) and (14), we introduce the associated variates
These have M' = M, e' = e, and satisfy in detail the hypotheses of Theorem 1(R), all of which can be demonstrated without difficulty. Since the inequalities M' g(1.88)e' and MS (1.88)e are equivalent, Theorem 1 is a consequence of Theorem 1(R).
Elementary properties of F(x) -G(x). In the present case (R), the sum X is a reduced variate: its mean value is 0 and its standard deviation is 1. The Bienayme-Tchebycheff (7) inequality for a reduced variate reads:
Interpreting this in terms of F(x), and equally well for G(x), we infer
It follows that a sequence of points x on which the modulus \ F(x) -G(x)\ tends to its least upper bound M forms a bounded set. An easily constructed argument establishes the existence of a finite point x = b for which either
A. C. BERRY [January Lemma 1. There exists a number a such that one of the inequalities
holds throughout the interval -5<x<5 where
Proof. In case (17) write a = ö + o. Then, for all x>b,
the first because F(x) is non-decreasing, the second since G(x) is differentiable and G'(*)gl/(2ir)*« Whence,
for all x >b. This implies (18) for all x > -5, a fortiori for -5 <x < 8. In case (17') a symmetric argument employing a = b-5 establishes (18') in -5<x<5.
The proof of Theorem 1(R)
Our proof, which rests on the calculation to be presented in §3, utilizes the characteristic functions
eixtdG(x) = e-'''i\ of the distributions under discussion. In (21) the indicated evaluation is familiar. Since G(x) is a differentiable function, the Stieltjes integral can be written as an ordinary integral: \f/(t) = I eixlG'(x)dx = -I e'^Wdx.
(2x)"2J_00 Thus, \[/(t) is the Fourier transform of e-*2'2. That this is e-'2'2 can be verified readily.
We are interested primarily in the difference eix'd\F(x) -G(x)}.
-00
From (16) we infer that F(x) -G(x) is absolutely integrable over -as <x < as and tends to 0 when x->+ as. These facts justify the integration by parts which yields *W -HO
It is known(8) that if the difference (22) is uniformly small in some finite interval about t = 0, then M is small. This fact suggests the following procedure.
In (23) we replace x by x-\-a (the a of Lemma 1) and obtain (24) ----e-iat = I {F(x + a) -G(x + a)}e"*dx.
-it J-x
We confine t to the finite interval
by employing a weighting factor w(t) which vanishes outside this interval.
We choose J
This may be derived directly by multiplying (24) throughout by wit), integrating over (25), and inverting the order of integration in the resulting iterated integral. The last step is justified by the absolute integrability of the product wit) {Fix+a) -Gix+a)} over the strip -T^t^T, -«s<x<as. Since, as a brief inspection of (22) shows, the modulus | </>(£) -ipit) \ is an even function of /, we can derive from the Parseval equality (28) the inequality 
where (31) A(Tb) ^ f (T-t)
In §3, for the particular choice r = l.l/e, we shall prove that the right member of (30) (34) M = (2/tt)1'2-5 j (2/x)1'2---< (1.88)e.
We have completed the proof of the fact that Theorem 1(R) rests on the calculation to be presented in the next section.
The calculation
The individual distribution functions. We must return to the individual (-t)-e-'2i2dt.
The term B\. With the aid of a few integrations by parts, and standard evaluations, we find we can write B\ in the form
6 \2/ 3 6 Jch \ t2
The factor in braces in the integrand is an increasing function of t. At precisely this point we use the hypothesis (15). This implies that <>(1.88)e in the mentioned factor. We infer that this factor is positive. Hence,
The term B2. We begin with the observation that, for each fixed positive
is an increasing function of e throughout 0<e^c/t. This can be proved, for example, by differentiating with respect to e and employing Ige' "w*" and I =h' (0) (We have but to introduce Xk = (l/s)(Xk -ak) and to set 5' = 1, a{ =a{ = • • • = a" =0, e' -e in order to discover, first, that M' = M, e0' =to, 61 =fi, «2' =€2 and, therefore, that the theorem is equivalent to its special case.) We use a familiar device(10). We approximate the given variates by the associated bounded variates X, (Xk, if to, if
To these totally independent variates we are going to apply Theorem 1. Now, Xk has the mean value 
we see that the bound of Xk, measured from the mean value, does not exceed e + €i. Recalling (2) we find (51) . T^£ + ei, where A is the maximum moment-ratio of the variates Xk. The sum, X, of these variates has the standard deviation ä given by a* = ^ I xdFk(x) -X a*. The second term of this difference is non-negative and, by (50), not greater than ef. Thus, 
F(x) C(t + €l)
(1 -A -e2) 1/2 (-oo < X < oo), where F(x) denotes the distribution function of X, and a its mean value. Next, we observe that X differs from X at most in those cases in which for at least one k, \Xk\ >e. These cases have a total probability of occurrence not greater than eo. Hence, (54) F(x) -F(x) I ?g €", (■ < X < oo).
If we combine (53) and (54) we obtain an inequality sharper, in some respects, than that announced in the theorem. But we must pass from G((x -a)/c) to the reduced normal distribution function G{x) desired in the present case (R). Since, by (50), | ä| 3s«i, and since e~'2/2^l, we have (55) G(x) -G(x -a) I ^« i
And the elementary inequality |ie~'2/2| jSl/e1'2 yields, for all x (-oo < X < oo). The general inequality of the theorem is an immediate consequence of the inequalities (53)-(56).
Finally, we consider the special case eo^e, «i^e, e2^e. Since it is always true that Af^l we may assume that e< 1/5.8, the desired inequality Af^(5.8)e being trivial in the contrary case. Thus, the condition €1 + e2<l
