Introduction
Global climate models (GCMs) show large uncertainties in the radiative impact of clouds (Jakob, 2002) as cloud processes are often poorly represented in parameterization schemes (Randall et al., 2003; Stevens and Bony, 2013 ). Yet for many GCMs, little or no improvement in the representation of cloud amount with height has been made in recent years (Klein et al., 2013) . It is therefore vital to establish suitable measures to evaluate GCMs as well as numerical weather prediction (NWP) models in terms of the location and depth of clouds, and to test whether microphysics parameterization schemes are able to capture the variations in hydrometeor type and distribution throughout the cloud depth. With the global coverage from CloudSat and CALIPSO (Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations), cloud vertical profiles can be obtained all around the globe and are now used to evaluate models (e.g., BodasSalcedo et al. (2008) ), providing a great advance in model evaluation, especially in poorly observed regions.
The West African Monsoon (WAM) is a weather and climate phenomenon that influences the global circulation, yet low confidence persists in future rainfall projections for West Africa (Christensen and Kanikicharla, 2013) . Studies and observational campaigns carried out under the AMMA programme (African Monsoon Multidisciplinary Analysis, Redelsperger et al. (2006) ) have greatly advanced the understanding of the WAM. The AMMA-model intercomparison project (Hourdin et al., 2010) indicates that although GCMs adequately simulate the main characteristics of the WAM, the models studied showed large variations in accumulated rainfall over the Sahel and the location of the African Easterly Jet (AEJ), concluding that the resulting rainfall was highly dependent on the choice of convective parameterization. Waves on the AEJ (African Easterly Waves, AEW) are associated with rainfall variability in the Sahel (e.g. Newell and Kidson (1984) ; Thorncroft et al. (2003) ), and the position of the AEJ has been shown to correlate with the averaged latitudinal position of convective systems in satellite observations (Mohr and Thorncroft, 2006; Stein et al., 2011a) . The WAM in many ways is a "natural laboratory" for tropical clouds, illustrated by the prominence of low-level and mid-level clouds as well as deepconvective systems (Stein et al., 2011a; Bouniol et al., 2012) . A comprehensive overview by Roehrig et al. (2013) of the state of the WAM in simulations from the Coupled Model Intercomparison Project phase 5 (CMIP5) highlighted three cloud features that GCMs struggle with, namely the vertical extent of deep convection, the amount and occurrence of mid-level cloud over the Sahara, and the depth and occurrence of stratus over the Gulf of Guinea.
In this study, we focus on these cloud features to analyse the vertical structure of clouds and precipitation over West Africa in the Met Office Unified Model (MetUM) using a set of simulations which were run as part of the Cascade project (Pearson et al., 2010) . A major focus of Cascade was to study model ability to represent clouds and convection at varying time-and length-scales as horizontal resolution was increased, including the effect of running with or without a convection parameterization scheme. Pearson et al. (2010) and Pearson et al. (2014) evaluated the Cascade simulations at 12-km, 4-km, and 1.5-km horizontal grid length against observations from GERB (Geostationary Earth Radiation Budget), analysing the diurnal cycle of the size distribution of clusters of outgoing longwave radiation (OLR). Their results showed that when using a convection parameterization scheme, the cloud and precipitation occurrences peaked in the early afternoon at all cluster-size scales, whereas GERB observations indicated a gradual shift from smaller OLR clusters in the early afternoon that lasted until the evening, towards larger clusters peaking in the evening and lasting until the early morning. They showed that at 12-km grid length, simulations without a parameterization scheme simulated the diurnal cycle well anddepending on choice of sub-grid mixing scheme -could outperform simulations at 4-km grid length in this metric (Pearson et al., 2014) .
Using the Cascade simulations, Marsham et al. (2013) showed that the mean state of the WAM was influenced not only by the amount of modelled rainfall affecting net heating over the continent, but also by the timing and structure of the modelled convection. In simulations with parameterized convection, Marsham et al. (2013) found that the pressure gradients are modified through moist convective heating during the day, when the synoptic-scale monsoon flow is inactive because it is inhibited by dry boundary-layer convection (Parker et al., 2005) ; in their simulations without convection parameterization, i.e. "explicit" simulations, the (more realistic) later timing of the moist convection means that latent heating modifies pressure gradients when the monsoon flow is active, thus affecting the entire monsoon circulation. Furthermore, in explicit simulations, cold pool outflows provide a significant component of the monsoon flux, while these outflows are absent from parameterized runs. This is consistent with missing cold pools being a major source of error in global forecasts for the central Sahara . Birch et al. (2014) extended the Cascade analysis to show that the location, timing and structure of the convection affects the entire water cycle. Thus the accurate modelling of clouds in the WAM is not only important for the radiation budget and rainfall, but for the entire monsoon circulation.
The aims of this paper are to evaluate the representation of West-African Monsoon vertical cloud structure in the suite of Cascade simulations against CloudSat observations and thereby to infer the differing roles of model resolution and convective parameterization in the model errors. A brief explanation of the Cascade data is provided in section 2, followed by a description of the CloudSat observations used for evaluation in section 3. The results of the model evaluation of cloud vertical structure for different resolutions and treatment of convection are presented in section 4, including analyses of frequency of occurrence and amount when present and a focus on three cloud-type groups (deep convection and anvil, mid-level layer cloud, and low-level cloud and congestus). The vertical distribution of reflectivity and ice water content is discussed in section 5, including an additional sensitivity study that focuses on precipitating low-level cloud, followed by conclusions and outlook for further research on clouds in the West African monsoon. 
Cascade simulations
In the Cascade project, using the Met Office Unified Model (MetUM) a nested suite of limited-area model simulations were performed for the 10-day period from 25 July to 3 August 2006 over the region of West Africa. The simulations were run at horizontal grid lengths ranging from 40 km down to 4 km (see Table 1 ), with a 1.5-km simulation run from 25 July to 30 July 2006. At 40-km and 12-km horizontal grid length with 38 vertical levels, simulations were performed with the Gregory and Rowntree (1990) convection scheme turned on to parameterize deep convection on the sub-grid scale. Both these simulations took their initialization and lateral boundary conditions from analyses provided by the European Centre for Medium-Range Weather Forecasts (ECMWF). The convection-permitting grid lengths of 4 km and 1.5 km were one-way nested inside the 12-km simulation, with sub-grid turbulence in the horizontal parameterized by the 2D Smagorinsky mixing scheme and vertical mixing treated using the Lock et al. (2000) non-local boundary-layer scheme. In the explicit simulations, the CAPE-closure time scale is made CAPE-dependent, increasing rapidly with CAPE, which results in a negligible rainfall contribution from the convection scheme (Pearson et al., 2014) ; we thus consider the convection scheme effectively switched off. A further 12-km simulation was performed with explicit treatment of convection and sub-grid mixing as in the 4-km and 1.5-km simulations . At 12-km grid spacing, the model is not expected to faithfully represent the physics of explicit convection and Smagorinsky turbulence mixing, but this 12-km explicit simulation allows us to study separately the impact of convection parameterization and the impact of model resolution between the parameterized 12-km and the explicit 4-km simulations, respectively. For further details regarding the model configurations and choices of parameterization, we refer the reader to Pearson et al. (2014) . The MetUM uses a single-moment microphysics scheme for prognostic cloud ice and cloud liquid (Wilson and Ballard, 1999) , which has been developed to include prognostic rain for simulations without convection parameterization. The rain particle size distribution (PSD) is based on Marshall and Palmer (1948) and the ice-aggregate PSD is modelled following Cox (1988) . The microphysics scheme contains a diagnostic split between ice crystals and aggregates, the for-mer modelled with the same PSD shape but its prefactor multiplied by a factor 20; both ice-particle habits use the Brown and Francis (1995) mass-diameter relationship and their different fall-speed relationships are based on Mitchell (1996) .
In order to provide a like-with-like comparison with observations, the model fields were converted into 94-GHz radar reflectivities using the CloudSat simulator (Haynes et al., 2007) , which includes treatment of attenuation of the radar signal through hydrometeors. This simulator was run as part of the cloudobservation simulator package (COSP) . For the 40-km, 12-km, and 4-km simulations, sub-grid sampling of cloud overlap in COSP, based on Klein and Jakob (1999) , was set to provide 40, 20, and 10 individual columns respectively for each grid box with model hydrometeor distributions spread across each sub-grid column. The number of sub-grid columns was chosen to balance between accuracy and speed of calculation, following Di Michele et al. (2012) . Rainfall was distributed among the sub-columns via an additional step, matching convective and stratiform rain with convective and stratiform cloud, respectively; a thorough explanation of these methods is provided by Zhang et al. (2010) . Finally, the CloudSat simulator was run for each of the columns separately. No sub-grid sampling was applied to the 1.5-km simulation, as this resolution is comparable to the CloudSat footprint. For the 1.5-km simulation, we tested an extension to the CloudSat simulator to model multiple scattering based on Hogan and Battaglia (2008) , but found that it had little impact on our results. For instance, although the total fraction of cumulonimbus profiles increases from 1.3% to 1.8% and the fraction of congestus increases from 2.5% to 3.2% when multiple scattering is modelled, these changes are small compared to the broad differences between the model simulations and the observations that we discuss in this paper.
The MetUM convection scheme produces ice and liquid mixing ratios and fluxes, but has no microphysical parameterization. However, the radiation scheme treats ice and liquid in convective cloud similar to the large-scale scheme, so for the CloudSat simulator, the convective cloud and precipitation microphysical parameters were assumed identical to those from the large-scale scheme.
The simulations were analysed for the 5-day period of 26 July to 30 July 2006 to include the 1.5-km simulation; data from the 25 July 2006 were ignored to avoid the model spin-up period. Only the model outputs at 0100 UTC and 1300 UTC were considered for comparison with CloudSat observations at 0130 LT and 1330 LT. Results from Pearson et al. (2014) indicate that apart from the 12-km param simulation, the different configurations have a comparable diurnal cycle of convection -as identified by OLR clusters -to GERB observations (including the 40-km param simulation, which was not shown), although all simulations tend to produce low OLR too widely. Similarly, Birch et al. (2014) found too much rainfall and too strong a diurnal cycle in all model configurations, with the time of peak rainfall shifted to 1300 LT in the parameterized simulations compared to 1800 LT in the observations and explicit simulations. The analyses of OLR and rainfall miss several diurnally varying cloud-types that impact the monsoon circulation, including congestus and mid-level cloud, as well as nocturnal stratus (which peak after 0200 LT, Schrage and Fink (2012) ), which are all observed by CloudSat (Stein et al., 2011a) . A like-with-like comparison of the state of the vertical structure of cloud and precipitation in models at 0100 UTC and 1300 UTC with CloudSat observations at 0130 LT and 1330 LT should therefore be appropriate to establish model differences in cloud locations (vertical and latitudinal) and amounts and to relate these to the previously diagnosed model differences in the diurnal cycles of OLR and rainfall. Since each CloudSat overpass over West Africa can be considered a north-south transect, the following preliminary analysis was performed at each fixed model longitude, as if it were a CloudSat transect, using a reflectivity threshold of −27.5 dBZ to identify cloud and precipitation in the simulated reflectivities:
1. For every 1
• latitude and 50 hPa pressure interval (at 0100 UTC and 1300 UTC), the radar hydrometeor fraction was calculated, combining all sub-grid reflectivity columns at all qualifying latitudes.
2. If the radar hydrometeor fraction was above 5%, a "cloud event" was recorded to calculate the frequency of occurrence.
The same preliminary analysis was performed on the CloudSat observations. Here, we use the term "radar hydrometeor fraction" (RHF) (Marchand et al., 2009) to indicate that both cloud and precipitation are considered, without explicitly distinguishing between the two. While RHF is a measure of the presence of cloud averaged in time and space, the "frequency of occurrence" (FOC) is used to specifically evaluate how frequently any significant amount of cloud is present. When the RHF is averaged only over the cloud events, we obtain the "mean amount when present" (MAP), which informs of the spatial coherence of hydrometeor layers. Thus, if most of the RHF is due to sporadic mesoscale systems, the FOC will be low but the MAP will be high; if the RHF is due to regular broken stratocumulus, the FOC will be high but the MAP will be low. RHF, FOC, and MAP are related as follows, for a given RHF threshold t (values range between 0 and 1):
Since MAP RHF≤t ≤ t by definition, FOC × MAP is a useful but crude approximation of RHF, provided that t is small. Taking into account the U-shaped distribution of the frequency of cloud fraction (Hogan et al., 2001) we tested several values for t. A value of t = 5% led to results and conclusions broadly consistent with greater values, but showed additional cloud events from the 40-km param simulation. 
CloudSat observations
Launched in 2006, CloudSat provides high-resolution vertical cloud profiles across the globe, with a return period of approximately 16 days (Stephens et al., 2002) . The 94-GHz cloud-profiling radar (CPR) measures profiles of equivalent radar reflectivity factor at approximately 1.5 km horizontal and 240 m vertical resolution; the radar has a sensitivity of about −30 dBZ (Marchand et al., 2008) , which allows it to detect at least 50% of all ice cloud downward from the −51
• C level (Stein et al., 2011b ), but will miss thin cirrus. The CloudSat "2B-GEOPROF" product (Marchand et al., 2008) was used to determine hydrometeor occurrences when its value was above 20 (arbitrary units), indicating confidence in hydrometeor detection. Following Marchand et al. (2009) , we used an additional threshold of −27.5 dBZ to identify presence of hydrometeors.
We limit our analysis to two variables that are readily derived from the model and observations, namely CloudSat reflectivity, which is directly measured and is simulated from the model hydrometeor fields; and ice water content (Section 5.1), which is a prognostic model variable and is retrieved from CloudSatradar and CALIPSO-lidar observations based on the Delanoë and Hogan (2010) optimal estimation algorithm. A comprehensive analysis of model microphysics using A-Train observations should incorporate rainfall identification products (e.g. "2C-PRECIP-COLUMN" ) or lidar cloud detection (e.g. "2B-GEOPROF-LIDAR" (Mace and Zhang, 2014) ), but such analysis is beyond the purpose of our study.
During the period of the Cascade simulations, CloudSat had ten overpasses through the region. Because of this small sample, the CloudSat data were instead considered for all of July and August for the years 2006-2009. However, this larger sample covers a wide range of synoptic conditions -for instance due to wave disturbances of the AEJ -which are not necessarily representative of the synoptic situation during the period of the simulations. Since the AEJ has been shown to correlate with the position of convective systems (Mohr and Thorncroft, 2006; Stein et al., 2011a) , we use its position as a proxy for synoptic conditions over West Africa and to select suitable CloudSat overpasses. We aim to sample the observations in such a way that the AEJ variability is very similar to that during the simulation period. Therefore, the AEJ position across the region was considered for a 5-day period centered in time on each orbit overpass and compared with the 5-day period centered on 28 July 2006. The jet position was calculated from ERA-Interim re-analyses, using the same methodology as in Stein et al. (2011a) .
For our sub-sampling of CloudSat overpasses we consider the mean AEJ position as well as its variance, which could signify African Easterly Wave activity. We consider the "overpass" values of the AEJ latitude, φ o (t, λ), for a 5-day window around the time of the CloudSat overpass, with AEJ latitudes specified for every 1
• longitude (λ) between 10 • W and 10
• E and for every 6 hours (t). "Cascade period" values, φ c (t, λ) are then the AEJ latitudes for a 5-day window centered on any time between 0000 UTC on 26 July 2006 and 0000 UTC on 31 July 2006. The Nash-Sutcliffe efficiency (NSE) was defined by Nash and Sutcliffe (1970) as:
which can be interpreted as the variance of the AEJ during the Cascade period minus the mean squared error in AEJ position between the current overpass and the Cascade period, divided by the variance during the Cascade period. If a CloudSat overpass had its jet latitude everywhere equal to the mean during the Cascade period, φ c , then NSE = 0, so any value of NSE > 0 would be an improved estimate, with a perfect match achieving an efficiency of NSE = 1. Negative values of NSE can occur when the φ o have an incorrect mean and/or variance. For this study, a threshold efficiency of 0.1 was chosen to distinguish those CloudSat overpasses with φ a that were similar to the φ c for any 5-day window during the simulation period. This value led to 128 overpasses (29%) included in the sample and 318 (71%) excluded. When considering nighttime and daytime observations separately, we are left with 73 and 55 overpasses, respectively. Because of these small samples, following Liu et al. (2010) , we applied the bootstrap method to estimate the 95% confidence interval for the mean RHF; that is, we resampled the population (number of overpasses) with replacement 1,000 times, resulting in 1,000 estimates of the RHF. From these estimates we derive the 95% confidence interval and we will indicate where the mean fraction over all orbits is outside the 95% confidence interval for the mean estimated from the sub-sample.
In Figure 1 , we compare the mean vertical cloud structure over all July and August 2006-2009 overpasses to the structure from only those overpasses with NSE greater than 0.1. The vertical distribution of RHF shows common features for the subset and the full set of overpasses, which are 1) a maximum fraction of 20-40% around 250 hPa at nighttime, associated with RHF above 10% down to 1 km above the surface, 2) a mid-level local maximum around 500 hPa that is especially noticeable over the Sahara where fractions up to 20% are observed, and 3) a maximum around 800 hPa at daytime dominated by low-level hydrometeors south of 10
• N with average fractions up to 40%. During the period of the simulations, the mean AEJ location was 14
• N and the main effects of sub-sampling the data to similar synoptic conditions are observed in the latitudinal distribution of these common cloud features, as indicated by the dotted regions in Figure 1c and d where the all-orbit mean (Figure 1a and b) is outside the bootstrapped 95% confidence interval. When only overpasses with NSE > 0.1 are included in the analysis, the nighttime 250-hPa maximum and its associated deep cloud are restricted to [8] [9] [10] [11] [12] • N, at least 2 • south of the mean AEJ location. For daytime overpasses with NSE > 0.1, the low-level maximum extends north to 6
• N compared to 9
• N when all overpasses are included. By conditioning the CloudSat observations on the synoptic state of the AEJ during the simulation period, we can qualitatively evaluate the simulations in terms of latitudinal variability of cloud types as well as vertical cloud structure.
The vertical cloud structure of the West African monsoon
This study focuses on the region between 10 • W and 10 • E, typically used for analysis of the north-south structure of cloud and precipitation during the WAM (Nicholson, 2009; Stein et al., 2011a; Bouniol et al., 2012) . Analyses of the WAM historically highlight the east-west homogeneity (e.g. Hamilton and Archbold (1945) ) and different cloud-types are known to be associated with different regions, for instance low-level cloud and congestus over the coastal Guinean region are associated with the moist monsoon layer and mid-level cloud over Sahara are associated with the deep boundary layer (Stein et al., 2011a) . Latitudes are considered between 3
• N and 25
• N, encompassing the Guinea coastal region and a large part of the Sahara; this range was limited by the extent of the domain of the 1.5-km simulation. The period of interest runs from 26-31 July 2006, which was a period of considerable wave activity along the AEJ (e.g. Bain et al. (2011) ) and substantial rain in the Sahara observed at Tamanrasset (22
• N, 5
• E) (Cuesta et al., 2010) .
In Figure 2 the RHF with pressure is shown averaged between 10 • W and 10
• E for simulations between the period 26-31 July 2006 and for the subset of CloudSat observations with NSE > 0.1, for nighttime and daytime overpasses, 9 respectively. The third and fourth columns of Figure 2 show the fractional cloud-type cover (FCC), which is the fraction of profiles with a given cloud type identified (at any height). Following Stein et al. (2011a) , these cloud types are defined as:
1. Low-level clouds, which have cloud-top height below the 700-hPa level (approximately 3.5 km above mean sea level);
2. Congestus, which have cloud-top height between the 350-hPa (about 9 km) and 700-hPa levels and extend to within 1 km of the surface;
3. Mid-level clouds, which have cloud-top height between the 350-hPa and 700-hPa levels as well as base above 1 km above the surface;
4. Deep convective clouds, which extend from above the 350-hPa level down to within 1 km of the surface;
5. Anvil, which has cloud-top height above the 350-hPa level and base above 1 km above the surface.
In Figure 3 , the FOC and MAP are shown for the same set of observations, assuming a RHF threshold t = 5% to identify events.
In the following subsections, we focus on three cloud-type groups to further evaluate model performance.
High clouds: deep convection and anvils
The observed FCC from anvils, shown in Figure 2c and d, is about 0.3 at night and 0.2 during the day south of 15
• N, while deep convection FCC only peaks between 0.05-0.1 at 10
• N (night and day) and 17
• N (night only). The 4-km and 1.5-km simulations typically have anvil FCC a factor 1.5 lower than observed, while the underlying north-south distribution is comparable to observations, including the peaks of deep convection at 10
• N and at 17
• N. The RHF in the upper troposphere in these simulations in Figure 2 compares well with observations, though both simulations lack cloud around 200 hPa especially during the day. However, the model could be generating widespread ice cloud but at low mixing ratios so that the simulated reflectivities remain below the −27.5 dBZ threshold; we will revisit this sensitivity issue when evaluating model cloud ice in Section 5. The 4-km and 1.5-km simulations compare well in terms of nighttime FOC in Figure 3 , while daytime FOC are generally lower than observed. The nighttime MAP for high cloud in the 4-km and 1.5-km simulations between 5
• -10
• N is generally lower than observed, suggesting that the simulations lack some convective organisation in this region.
The 40-km param simulation also has anvil FCC a factor 1.5 lower than observed, but the anvil does not spread as far north as in the observations and in the 4-km and 1.5-km simulations. The peak of deep convection is too far south at 8
• N and the RHF, FOC, and MAP in the upper troposphere show a lack of cloud during the day, while the nighttime values are comparable to observations. The difference between the nighttime and daytime values in the 40-km param simulation suggests that the diurnal cycle for clouds may be comparable to that observed. This would imply a delay between the rainfall and cloud cycles, as Birch et al. (2014) showed that the rainfall peak was too early in the 40-km simulation -indeed, the FOC shows a low-level maximum between 8
• -13
• N indicating frequent congestus but with MAP less than 20%. Closer inspection of the model 3D cloud fields indeed shows that the daytime rainfall in the 40-km param simulation is produced by the convection scheme while the scheme does not produce much anvil, whereas the large-scale cloud scheme produces the majority of cloud ice and its slower response leads to increased anvil FCC at night.
The 12-km param simulation, however, has more anvil FCC during the day than at night, which suggests that the cloud and rainfall cycles are more synchronised in this simulation. The large anvil FCC in the 12-km param simulation can be seen to be due to too high FOC as well as a high MAP. In contrast with the 40-km param simulation, the 12-km param simulation was configured to allow the convection scheme to produce anvil.
The 12-km explicit performs similarly to the 4-km and 1.5-km simulations, apart from the extensive RHF and anvil FCC during the day. From Figure 3 we can tell that the RHF is due to a high FOC but with low MAP, which implies that the convection scheme is active in many grid boxes, but produces low convective RHF per grid box. Indeed, individual transects of the 12-km explicit simulation (not shown) show convective plumes in many adjacent grid boxes. Thus, despite the negligible rain amounts from the convection scheme, the CAPE-dependent time scale still allows the convection scheme to generate noticeable amounts of cloud in the 12-km explicit simulation.
Mid-level clouds
The observed mid-level cloud FCC ranges across all latitudes between 0.06-0.2 at night and 0.03-0.12 during the day, with a daytime local maximum near 17
• N and nighttime maxima around 10 • N and 16
• N. Both the 4-km and the 1.5-km simulation overestimate mid-level cloud FCC slightly at night and during the day, while the 1.5-km simulation has too much mid-level cloud FCC north of 20
• N. The vertical distribution of RHF shows observed mid-level maxima around the 500-hPa level, while in all simulations the maxima are situated around the 0
• C level, between 550-600 hPa. This suggests that the model too readily produces cloud and precipitation around the freezing level -a mixed dynamical and microphysical issue -although this signal may be due to the microphysics scheme used. In particular, the MetUM large-scale cloud scheme includes a diagnostic split between ice crystals and aggregates, based on the distance from cloud top, so that ice and mixed-phase clouds with tops near the freezing level will have most ice modelled as crystals. In forward-modelled reflectivities, the melting of crystals will lead to a sharp increase across the 0
• C level, as the numerous small crystals will have a relatively low reflectivity given their total mass compared to if they were aggregates (Stein et al., 2014 ).
Thus we see for instance in the 40-km param that the RHF increases downward across the melting layer, as crystals below the reflectivity threshold melt to form precipitation above the threshold.
The 40-km param simulation overestimates nighttime mid-level cloud FCC between 5-10
• N by a factor 2.5. This region coincides with the location of peak deep convection and anvil and the mid-level cloud is a result of extensive detrainment at the 0
• C level, which is both frequent and at large amounts, as evident in Figure 3e and g. The daytime mid-level cloud FCC is simulated reasonably well in the 40-km param. The 12-km param simulation generally underestimates mid-level cloud FCC, especially during the day when deep convection and anvil dominate throughout the region. In the 12-km explicit simulation, mid-level cloud FCC is similar to the 4-km and 1.5-km explicit simulations and compares well with observations, apart from the detrainment near the 0
• C level, which is common in all simulations.
Low cloud: low-level cloud and congestus
Fractional cover from low-level cloud and congestus gradually decreases in observations from 0.2 at 4
• N to less than 0.05 at 10
• N at night, while during the day it stays around 0.2 between 3-7
• N and is absent north of 13
• N where the boundary layer is too deep (Cuesta et al., 2009 ). Congestus FCC is generally low, but peaks around 0.05 near 8
• N at night and is approximately 0.05 between 3-11
• N. The 4-km and 1.5-km simulations have slightly too little congestus during the day, though at night the 4-km simulation compares well with observations while the 1.5-km simulation overestimates congestus FCC by a factor 2. Low-level cloud appears too extensive in all simulations, with FCC too high by a factor 2 or more between 3-7
• N at night and day and with FCC as far north as 15
• N where it is not observed. The 12-km explicit and the 4-km and 1.5-km simulations do get the correct signal of low cloud FCC during the day extending farther north than at night.
All simulations have low MAP for the low-level cloud during the day combined with high FOC, suggesting broken cloud, similar to observations in Figure 3b and d . At night, the simulations have relatively high MAP for low-level cloud with values above 0.4, while in observations the mean amount is below 0.3. Knippertz et al. (2011) used ground-based synoptic reports to show the extensive nocturnal stratus over land south of 10
• N, which is not regularly observed by CloudSat. Although the simulated reflectivities are not considered below 1 km above the surface, if the model simulates low-level cloud at higher altitudes, it will show up in the analysis presented here. Indeed, much of the low-level RHF occurs at 800 hPa, well above the surface where CloudSat should be able to observe such cloud. Secondly, the model may produce too high liquid water contents and precipitation from low-level clouds, which could generate reflectivities above the −27.5-dBZ threshold more frequently than in observations; we will revisit the model sensitivity to rainfall parameterization in section 5.2.
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In this section, the CloudSat profiles of reflectivity are used to study the vertical distribution of hydrometeors throughout the region. Contoured frequency-byaltitude diagrams (CFAD, Yuter and Houze Jr (1995) ) are shown in Figure 4 to illustrate the variation of the reflectivity distribution with height in cumulonimbus and congestus profiles; daytime and nighttime observations are combined. An increase in reflectivity as altitude decreases (pressure increases) suggests aggregation of ice into larger particles; as reflectivity relates to mass squared, a factor 2 increase in mass leads to a factor 4 increase in reflectivity, or approximately 6 dB. The decrease of the quantiles towards the 0
• C level and the subsequent increase are also partly associated with attenuation due to snow and supercooled water in deep convection and the increase in dielectric factor as snow melts into rain (Sassen et al., 2007) . Below the 0
• C level, reflectivity deciles decrease primarily due to strong attenuation of the radar signal in precipitating profiles.
The 40-km param and 12-km param do not adequately represent the hydrometeor distribution in the cumulonimbus and congestus profiles. Ice reflectivities in cumulonimbus profiles are typically 10 dB weaker than observed, which suggests that ice water contents may be a factor 3 or more too low in these simulations. Below the 0
• C level, the 25th percentile is 10 dB lower than observed, indicating too frequent light precipitation from cumulonimbus profiles. The congestus profiles in the 40-km param and 12-km param simulations also show median reflectivity typically 10 dB lower than observed, suggesting a decrease in rainfall rate by a factor of about 4 using the Marshall and Palmer (1948) 
. These results indicate that precipitation from individual cumulonimbus and congestus profiles (or subgrid columns in the model) is typically weaker than observed and that these simulations require more cover from congestus and cumulonimbus, or more precipitation from cumulus, to achieve the correct domain-averaged rainfall rate. Similar to the mid-level cloud, the congestus in all simulations typically have their cloud top near 500-550 hPa or the 0
• C level, while in observations the congestus profiles appear deeper.
For the low-level, mid-level, and anvil profiles, the cloud-top height distribution in the third column of Figure 4 confirms that all simulations underestimate the fraction of anvil at high altitudes, i.e. with cloud tops above 12 km, and that the mid-level cloud is generally at altitudes that are too low, with tops between 4-6 km rather than the observed 6-8 km. In the fourth column of Figure 4 we show the distribution of cloud-base height conditioned on cloud-top height for low-level, mid-level, and anvil clouds. All simulations overestimate the frequency of anvils with cloud base below 4 km -the base below the freezing level implies these clouds are precipitating. This overestimate may be due to misclassification of cumulonimbus as anvil when the radar reflectivity is attenuated before reaching the surface due to heavy precipitation; such a mis-classification is less likely in the observations, as multiple scattering counteracts some of the effects of attenuation (e.g., Hogan and Battaglia (2008) ). In the 1.5-km sim-ulation, for instance, grid boxes with surface rainfall rates above 10 mm hr −1 were most likely to have the lowest cloud layer classified as anvil, although these occurrences account for less than 1% of all anvil profiles.
For mid-level cloud, all simulations underestimate the frequency of cloud base above 4 km and overestimate the frequency of cloud base below 4 km. Lowlevel clouds tend to have lower tops than observed and appear to be thicker. The 4-km and 1.5-km explicit generally match the observed cloud-base distribution better than the 40-km param and 12-km param, especially in terms of representing thin anvil and mid-level cloud, which are on the diagonal in the fourth column of Figure 4 .
Ice water content distribution
We expand the analysis of cloud vertical distribution using ice-water-content (IWC) retrievals from CloudSat and CALIPSO observations. An optimal estimation algorithm was developed by Delanoë and Hogan (2010) to retrieve cloud-ice properties from CloudSat, CALIPSO, and MODIS observations, and was used by Delanoë et al. (2011) to evaluate cloud-ice in the Met Office and ECMWF global models; this product will be referred to as DARDAR. Due to limited availability of the DARDAR ice product, all overpasses for July-August 2006-2008 were included, regardless of the synoptic situation. Since model icewater contents are provided as grid-box means, we only consider the 1.5-km explicit simulation for this analysis. In Figure 5 , cloud-ice retrievals using the DARDAR algorithm are compared with grid-box mean ice water content in the 1.5-km simulation, using the in-cloud cumulative distribution calculated for IWC > 10 −6 kg m −3 . The radar-lidar retrieval is well-constrained between 200-400 hPa, where joint observations from both the CloudSat radar and the CALIPSO lidar occur most frequently (Stein et al., 2011b) . In this range, the 1.5-km explicit simulation clearly has too low IWC compared to the retrievals, as the quartiles for DARDAR are about a factor 3 higher than the quartiles from the model, which agrees with the lower reflectivity quantiles for cumulonimbus profiles in Figure 4u . The IWC quartiles from the DARDAR retrievals have a local minimum at 500 hPa, similar to that in the CloudSat reflectivity distribution (not shown); this is likely due to mid-level cloud, which may have lower IWC than anvil and deep convection at these levels. Towards the melting layer, the median increases by a factor 10, though the retrieval is subject to uncertainty as it cannot distinguish between ice and rain (Delanoë et al., 2011) , which may coexist at this level, and it is sensitive to radar scattering assumptions for high reflectivities (Stein et al. (2011b) , note that DARDAR was called VarCloud in this earlier paper). In the 1.5-km explicit simulation, the quartiles decrease towards the melting layer, possibly due to mid-level cloud which dominates at a lower level than in the observations and may have lower IWC than deep convection and anvils.
Since DARDAR incorporates CALIPSO observations, more cloud samples are included in the IWC comparison than the CloudSat-only comparison, par-ticularly observations of thin cirrus and tops of ice clouds missed by CloudSat. The 1.5-km explicit simulation clearly lacks an appropriate representation of IWC at upper levels (above the 200-hPa level), as the all-sky IWC frequencies (not shown) are too low compared to DARDAR, whereas the in-cloud quartiles in Figure 5 are too high. When lowering the IWC threshold used to calculate the cumulative percentiles, the 1.5-km explicit simulation has the peak of the IWC distribution at 200 hPa around 10 −8 kg m −3 , at least a factor 10 below the lowest value retrieved with DARDAR, whereas less than 10% of in-cloud IWC reach above 10 −6 kg m −3 at this level in the model. This suggests that the IWC at upper levels is too low in the simulations, which agrees with previous results comparing cloud-ice in the MetUM with in-situ and radar observations (Delanoë et al., 2011; Baran et al., 2011) . Recent experiments using the MetUM by Furtado et al. (2014) indicate that changes to the ice-particle fall speed or the use of the Field et al. (2007) moment-estimation ice-microphysics scheme may lead to greater ice water contents at high altitudes and a better cloud-ice representation overall.
Sensitivity of results to rainfall parameterization
The high fraction of low-level cloud in the simulations and the possibility that it is precipitating suggests that our results could be sensitive to rainfall parameterization. In the Cascade simulations, the MetUM used the Marshall and Palmer (1948) rainfall particle size distribution (PSD) parameters. Abel and Boutle (2012) have shown that these parameters are only suitable for rain rates above 10 mm day −1 as the fixed intercept parameter, N 0 , does not capture the change in rainfall PSD to more numerous, small droplets at lower rainfall rates. Using the rainfall PSD parameters proposed by Abel and Boutle (2012) , for a given rain rate, the rainfall PSD will be skewed towards more numerous small droplets compared to the standard configuration used in the Cascade simulations, which will lead to lower forward-modelled reflectivities. In addition, Abel and Boutle (2012) show that the evaporation rates for low rainfall rates more closely resemble observations when using their rainfall PSD parameters compared to the Marshall and Palmer (1948) values. Therefore, we may expect a difference in the RHF as well as the in-cloud reflectivity distribution when changing to the Abel and Boutle (2012) rainfall PSD parameters. The additional model run was performed at 4-km horizontal grid length and was identical to the 4-km explicit simulation, apart from the use of the Abel and Boutle (2012) parameters; this run will be referred to as the 4-km AB2012 simulation. The two simulations are compared for the period 26-29 July 2006, as the AB2012 simulation was run for this smaller period only. Figure 6 shows the FCC of low-level cloud, congestus, and cumulonimbus from the 4-km AB2012 simulation and the 4-km explicit simulation. There is on average a 50% reduction in FCC from congestus when switching to AB2012, as well as a reduction in cumulonimbus, both at night and during the day, which is also apparent in the vertical distribution of RHF (not shown), while we noted little change in the mean precipitation. Changes in low-level cloud FCC are generally within 10% of the 4-km explicit simulation, which suggests that this basic change does not affect low-level cloud significantly. The reflectivity distributions for congestus and cumulonimbus profiles in Figure 6c and d are comparable for the two 4-km simulations, which can be expected as the AB2012 parameters lead to a PSD similar to Marshall and Palmer (1948) for rainfall rates above 10 mm day −1 , which should dominate in these cloud types. From this analysis, the use of Abel and Boutle (2012) rainfall parameters is no obvious improvement over the standard configuration of the Cascade simulations.
Discussion and conclusions
We have evaluated the vertical cloud structure of the West African monsoon (WAM) in simulations of the Met Office Unified Model (MetUM) against CloudSat observations, highlighting model errors in cloud-top height, cloud-type cover, and vertical distribution of radar reflectivity and ice water content. The CloudSat observations used for evaluation were restricted to synoptic conditions for July and August 2006-2010 that were similar to the simulation period of 26-31 July 2006, assuming that the AEJ position and variability control the locations of deep convection. Reflectivities were obtained from the model cloud fields using the CloudSat simulator (Haynes et al., 2007) and a model sensitivity study changing the rainfall parameters for the particle size distribution showed little dependence of the results on such a change. The vertical profiles of reflectivity were studied statistically to understand model performance in terms of hydrometeor distribution, as well as in-cloud ice water contents using the DARDAR ice retrievals of Delanoë and Hogan (2010) . In line with previous Cascade studies of MetUM performance over West Africa, we have found improved model performance at 12-km grid length with explicit convection compared to parameterized convection, with additional improvement when resolution is increased, though we note little difference between the 4-km and 1.5-km simulations.
Despite concerns about the physics of a 12-km simulation without a convection parameterization, compared to the 12-km param simulation, the 12-km explicit has a better vertical structure of RHF with latitude, including a distribution of cumulonimbus profiles comparable to observations and a higher FCC from mid-level cloud. In terms of reflectivity profiles, the 12-km explicit also compares well to CloudSat observations, having increased ice reflectivities in cumulonimbus profiles and increased reflectivities in the precipitating part of congestus profiles compared to the 12-km param simulation. In the explicit simulations, the CAPE-closure time scale is made CAPE-dependent, increasing rapidly with CAPE, which results in a negligible rainfall contribution from the convection scheme. While the convection parameterization scheme is effectively switched off, it still generates narrow convective plumes in the 12-km explicit simulation, which lead to a high frequency of occurrence of RHF above 5% during the day. Although these convective plumes produce little precipitation, it will be important to quantify the radiative importance of the anvil cloud in comparison to the 4-km and 1.5-km explicit simulations, where this excessive daytime cloud is absent.
The main improvement when reducing horizontal grid length to 4-km or 1.5-km is found in the distribution of mid-level and anvil cloud base. The 4-km and 1.5-km simulations both have cloud-base height distributions comparable to CloudSat observations, showing more thin anvil and mid-level cloud. Differences in performance between the 4-km and 1.5-km simulations were marginal, in line with analyses of the water cycle in Cascade simulations Birch et al., 2014) and the diurnal cycle of organisation of OLR clusters (Pearson et al., 2014) . Although these Cascade studies show little improvement at 1.5-km grid length compared to 4 km, further analysis of individual convective features could show improvements in the representation of convection when grid length is further reduced (Miyamoto et al., 2013; Stein et al., 2014) .
When compared with DARDAR ice water content retrievals, the 1.5-km simulation had generally too low in-cloud ice water contents between the 0
• C level and 300 hPa, suggesting that the ice water contents in deep convective clouds are too low, as apparent from the reflectivity distribution in Figure 4u . The DARDAR retrievals include thin cirrus observations, which indicate that IWC at upper levels is too low in the 1.5-km simulation, in line with previous MetUM evaluation studies (Delanoë et al., 2011; Baran et al., 2011) .
Three issues are consistent among all simulations, namely a lack of highlevel anvil, a detrainment of mid-level cloud too close to the 0
• C level, and an abundance of low-level cloud and precipitation. Firstly, the lack of anvil with cloud-top height above 12 km is likely related to the low IWC at high altitudes. The MetUM split of ice into aggregates and crystals leads to lower reflectivities near cloud top than if only aggregates were used and thus lower cloud-top heights when the −27.5 dBZ level is considered. It will be important to establish the radiative impact of these biases in cloud-top height and low IWC, as well as the lack of thin anvil in the 40-km and 12-km simulations, possibly using groud-based radar observations from Niamey following Bouniol et al. (2012) .
Secondly, in all simulations, mid-level cloud does not extend high enough above the 0
• C level and its base is on average too far below the same level, suggesting that the model detrains cloud too readily and allows mid-level cloud to precipitate too frequently. Updated MetUM microphysics schemes have removed the diagnostic split between ice crystals and aggregates, which would likely affect cloud and precipitation from mid-level clouds (Stein et al., 2014) , however these updated versions were not available when the Cascade simulations were run. Previous studies have highlighted that these mid-level clouds are often observed with supercooled liquid near cloud tops (Stein et al., 2011a) and are important for the radiative budget (Bouniol et al., 2012) , whilst their microphysical processes, including ice and rain formation, are likely strongly affected by dust and aerosol (Rosenfeld et al., 2001) . However, in order to identify the relevant microphysical and dynamical processes that influence their development, and to properly evaluate these clouds in models, targeted observational and modelling studies are essential. Finally, the model overestimates low-level cloud FCC by at least a factor 2 in all simulations. A sensitivity study at 4-km grid length using the Abel and Boutle (2012) rainfall parameters was expected to reduce the low-level RHF, but only a reduction in congestus and cumulonimbus was found. The model overestimate could be due to an instrument sensitivity issue, as CloudSat underestimates low-level cloud FCC and will miss cloud that is too close to the surface (e.g. Schrage and Fink (2012) ), while the simulated reflectivities may be artificially high due to choices in the model microphysics scheme. However, the model low-level cloud FCC is also much too high when compared to radar-lidar obervations (not shown). Further sensitivity studies are therefore advised to understand the effect of low-level cloud on the monsoon circulation, including improvements in droplet autoconversion. We also recommend targeted observational studies, such as the field and aircraft campaign planned during the DACCIWA (Dynamics-Aerosol-Chemistry-Cloud Interactions in West Africa, 2013-2018) project (Knippertz et al., 2015) , since these low-level clouds are generally poorly observed by the current satellite observational systems. We have shown that the West African monsoon is a suitable laboratory for evaluating model cloud and that with the availability of the CloudSat simulator, CloudSat data can highlight model deficiencies in the vertical distribution of clouds. In future work, it will be advised to evaluate simulations over a longer period, such as the 40-day Cascade simulations studied by Birch et al. (2014) , to increase statistics as well as to study synoptic controls on cloud types and vice versa. Additionally, the radiative impact of the different cloud types in models and observations should be quantified, for instance following Bouniol et al. (2012) , as Marsham et al. (2013) have already highlighted the role of deep convection on the monsoon circulation. Finally, the importance of congestus in the monsoon water cycle is still unclear: the CloudSat overpass times do not enable us to study the life cycle of these cloud types or their success rate of developing into cumulonimbus, which is necessary to quantify their contribution to the precipitation budget. Figure 2 ; the upward hatched area shows the 4-km explicit simulation interquartile range, restricted to 26th-29th July 2006.
