Weak signals that mark transcription factor binding sites involved in gene regulation are considered to be challenging motifs. Identifying these motifs in unaligned DNA sequences is a computationally hard problem which requires efficient algorithms. Genetic Algorithms (GA), inspired from evolution in nature, are a class of stochastic search algorithms which have been applied successfully to many computationally hard problems, including regulatory site prediction. In this paper, we propose GAMOT, an efficient GA for solving Planted (l, d)-Motif Problems as introduced by Pevzner and Sze. We show empirically that our algorithm is not only able to solve the challenging problem instances with short motifs such as (14,4) and (15,4) efficiently but also that it is able to solve problems with longer motifs such as (20,7), (30,11) and (40,15). GAMOT can find the planted motifs in near-linear computational time thanks to an additional step which creates a highly fit population of solutions even before the evolutionary process is applied. We present a comparison of our results with some of the state-of-the-art algorithms such as VAS and PROJECTION.
Introduction
Weak signals in the genome regulating transcription of neighboring genes by representing a binding site for a transcription factor can be very challenging motifs to be identified. Efficient algorithms are needed for the computationally hard task of finding these motifs in unaligned DNA sequences. Pevzner and Sze [17] gave a combinatorial description of the problemwhich is known as the Planted (l, d)-Motif Problem (PMP) and proposed a challenge:
Planted (l, d)-Motif Problem: Let M be a fixed but unknown nucleotide sequence of length l (the motif consensus). Given t nucleotide sequences of length n each containing a variant of M with alterations at maximum d points, determine positions of the motif in each sequence.
Their challenge problem, shortly (15, 4) , involves finding a motif of length 15 with exactly 4 point mutations in 20 DNA sequences with length 600. This problem is hard since the signal is too weak for applying probabilistic methods while exhaustive search is impractical since the motif is too long [19] [23] . Pevzner and Sze [17] proposed the WINNOWER algorithm which constructs a graph with vertices corresponding to substrings from the sample sequences and edges between similar substrings to tackle the challenge problem. Buhler and Tompa [4] analyzed the problem and showed that there is a certain threshold for maximum allowed mutations d for every parameterization of the problem with l, n and t such that no algorithm can distinguish the planted motif from patterns that occur randomly in the sequences. For example a random motif of length l = 15 matches a fixed motif with probability 1.2 × 10 −4 when d = 4 substitutions allowed while it has a probability of bigger than 0.05 matching probability when d = 8 substitutions allowed. Using this observation Buhler and Tompa introduced additional challenging problem instances such as (9,2) (11,3), (14, 4) and (18, 6) where the likelihood of finding a true motif in the sequences is very small. They proposed an algorithm, PROJECTION, which is designed to efficiently solve challenging problem instances of the planted (l, d)-motif model using random projections. Other algorithms proposed for motif finding problems include exhaustive search algorithms [3] [6] and heuristic based algorithms such as Hertz and Stormo's CONSENSUS [11] and Bailey and Elkan's MEME [2] . Although many of the algorithms in the literature provide good results for short motif sizes, usually their running times or space requirements are exponential or they do not always guarantee the finding a solution.
Recently, Leung and Chin [7] [8] proposed algorithms based on Buhler and Tompa's idea of random projections that can solve problems with even longer motifs such as (20, 7) , (30,11) and (40,15) which are considered intractable by many algorithms. Their basic voting algorithm [7] takes all motifs of length-l from the input set and calculates the subset of all variants with d point mutations and calculates the occurrences of these variants in the input set with the help of two very large hash tables. The length of the hash tables increase exponentially with the length of the motifs in order to avoid collisions. Their VAS [8] algorithm solves this by taking projections of length-l ′ from the length-l motifs in order to make finding longer motifs feasible. There are a few issues with their approach. Firstly, although it is improved, the time complexity of the algorithm is still exponential
. Secondly, the solution quality is reduced because the algorithm works with shorter projections of long motifs instead of the whole motif. Finally, the algorithm's performance depends highly on selection of the hash function and the right hash table size. Unfortunately, no hash function for motifs can guarantee a collision free hashing with shorter keys because the motifs are considered to be random in planted motif-(l, d) problems.
In this paper, we propose an efficient genetic algorithm (GAMOT) for solving challenging motif problems with long motif sizes such as (20, 7) , (30,11) and (40,15) with near linear time complexity and linear space complexity. We compare our results with exhaustive searches, previous applications of GA as well as some of the state-of-the-art algorithms such as VAS and PROJECTION and show empirically that our algorithm is able to solve challenging problem instances efficiently.
GA for Motif Finding
Genetic Algorithms (GA) are stochastic search algorithms inspired from evolution in nature, which have been applied successfully on many computationally hard problems including regulatory motif finding [1] [20] . The application of GA in the task of regulatory signals identification has been first studied by Stravrovskaya and Mironov [20] .
Approaches for attacking the motif finding problem can be grouped into two categories based on their representation of the motifs [5] . The first group of algorithms using positionspecific scoring matrix (PSSM) representation tries to obtain a generative probabilistic representation of over-represented signals with frequencies of all nucleotides for each motif position retrieved from an alignment of the motifs. The second group of algorithms is based on a consensus pattern which comprises only the most frequent nucleotide on each motif position, but has the advantage of a simple string representation.
Stravrovskaya and Mironov [20] introduced GAs based on both these representation formulations of the problem widely used by many other algorithms.
In their first GA (GA1) based on PSSM, a chromosome represents an alignment of all sequences. The algorithm tries to find all alignments, which maximize the sum of the maximum frequencies of nucleotides at each position of the alignment over the motif length. A data set with t sequences with sequences of length n will contain (n − l) t alignments of motifs of length l.
In the second GA (GA2) the chromosome represents a candidate consensus string of length l and the algorithm tries to maximize the score of this consensus string with respect to all sequences in the data set. For a consensus string of length l, the algorithm will have to look for the best one out of 4 l possible motifs. It is clearly seen that the second algorithm will have to operate in a smaller search space for bigger values of t and n.
An Efficient Algorithm (GAMOT)
In this paper we propose an algorithm similar to GA2 above with an additional fast motif discovery step to obtain a highly fit set of initial solutions and special exploration operators to explore the search space of motifs efficiently.
Fast Motif Discovery
The drawback of exhaustive search algorithms is that they try all possible motifs of length l, which means that they look for the consensus string in 4 l motifs. However, if there actually is a motif to be found in a set of sequences, it should be inevitable to encounter motifs that are at least highly similar to the consensus already in the pool of sequences where the motif is expected. Consequently, only considering motifs occurring in the given sequences would result in a search space of (n − l)t instead of trying all 4 l motifs. Even with mutations, planted motifs will have a better score than most of the motifs out of 4 l . A possible algorithm to select motif candidates is given in Algorithm 1. The FAST MOTIF DISCOVERY algorithm takes a set DN A which contains t sequences of n base pairs with planted motifs of length l with d point mutations and returns a list of candidate motifs with fitness values above a certain threshold. The basic algorithm goes through all t sequences in the set, removing one at a time from the set, calculates fitness values of all (n − l)t occurrences of strings of length l in the removed sequence with regard to the remaining strings in the set. However, the algorithm presented in Algorithm 1 selects N motifs randomly out of all sequences to reduce the time and space complexity of this operation as when N gets closer to the total length of the sequences, the number of planted motifs in the selected motifs will converge to their common expectation. The F itness function in the algorithm, in its simplest form is selected as T otalDistance of the candidate motif to the remaining sequences in the set, which is defined as the smallest Hamming distance between string m among all possible choices of starting points s in all DNA sequences. In the best case, one of the variants of the actual motif will already have the smallest total distance and be returned in the list of candidate motifs by FAST MOTIF SEARCH algorithm.
Nevertheless, this approach will have difficulties in the case of challenging problem instances where there might be arbitrary strings of length l in a given sequence which have a smaller distance than the planted motif with mutations. Therefore, this algorithm alone does not guarantee an optimal solution. However, it can be useful to generate a set of good candidates for a local search algorithm such as GA. for k ← 0 to t do 4: sequence ← Sequence(DNA, k) ⊲ pick a sequence from DNA 5: dna ←DNA -sequence ⊲ remove the sequence from the set 6:
candidate ← M otif (sequence, s, l) ⊲ get motif at position s 8:
f itness ← F itness(candidate, dna)
if GoodEnough(fitness) then 10: INSERT candidate, S 11:
end if 12: end for 13: end for 14: return S ⊲ Return the list of candidate motifs 15: end procedure
At the cost of O(ntl), the Fast Motif Discovery algorithm provides an excellent solution fitness even before the evolutionary process. In contrast to other approaches, our genetic algorithm reconstructs the original motif string from this initial set of good candidates using the evolutionary operators rather than blindly trying out all positions, which maximize the score or trying out all motifs [20] . It is possible to take all of the strings occurring in the sequences as the initial set instead of the ones with good fitness values. While this might increase the quality of solutions in some cases, it will also increase the time for the genetic algorithm to weed-out the unsuitable ones inside the population. Thanks to the exploration operators GAMOT guarantees that the motif is found even if an instance of the planted motif does not exist in the initial set as a whole or in part.
The Genetic Algorithm
The algorithm is based on the steady-state GA proposed by Syswerda [21] using an additional step which creates an initial population with a very high fitness instead of generating random individuals.
GAMOT algorithm given in Algorithm 2 takes a set DNA containing t sequences of n basepairs and returns the consensus string of length l, which is used for determining the positions of the planted motifs in the sequences.
The algorithm starts with applying FAST MOTIF DISCOVERY to the given problem, which returns a list of strings with good fitness values occurring in all of the t sequences.The strings with the highest scores are then taken as the initial population, which guarantees to start with a highly fit population.The number of strings to be taken as the initial population depends on the population size parameter of GA which is usually tuned depending on the problem instance [26] . In the most extreme case population size can be selected as the number of all possible l-mers in the sequence which is (n − l)t. This is still a smaller set than 4 t and the likelihood of the solution being closer to the strings in this restricted subset will be higher than the rest 4 t −(n−l)t strings in the search space. Unfit strings in this initial set will be automatically weeded out by the selective pressure of the evolutionary algorithm that gives more chance to the solutions with higher fitness to be considered for crossover, further causing the population to be dominated gradually by the fittest solutions at each generation. Selecting a smaller portion of this initial set as the population may speed-up the weeding out process while in highly challenging problem instances good candidates may also be weeded out. Nevertheless, GAMOT will still be able to find the good solutions even if some of the good candidates were removed from the initial set. In our implementation, FAST MOTIF DISCOVERY returns the motifs with scores which are in the upper %50 percentile and we have chosen population sizes, which give good results for planted-(l,d) motif problem experimentally.
After creating the initial population, the algorithm selects two individuals from the population using linear ranking [9] [26]. Whitley [26] has shown that linear ranking gives better results compared to proportional selection. The algorithm then creates a new candidate consensus string using two-point crossover and replaces the worst individual with the newly created individual.
In order to explore the whole solution space, the algorithm applies designated exploration operators. The first operator is the MUTATE operator which is applied at random intervals by mutating some of the positions with a random nucleotide in an arbitrary individual selected from the population. We use a second operator, SHIFT, which shifts the nucleotides to left or right by one position to achieve a better alignment. The position opened by shifting is filled with a randomly selected nucleotide. This operator enables the algorithm to take advantage of candidate motifs if even only a portion of the motif exists in the string.
Algorithm 2 GAMOT
1: procedure GAMOT(DNA, t, n, l) 2:
S ←FAST MOTIF DISCOVERY(DNA, t, n, l) ⊲ Collect a good candidates 4: INIT-POPULATION (S) 5: repeat 6 :
Z ← RECOM BIN E(C) ⊲ try reconstructing the original motif 8 :
SHIFT(Z) 10 :
until STOP() ⊲ Fitness is satisfactory or i reached max. evaluations 13: return BEST(P i ) 14 : end procedure
The algorithm performs the steps discussed above until the score of the best individual is satisfactory or a certain number of evolutions are completed and returns this as the solution. In case it is not possible to make an initial estimation about the target fitness, it is possible to select a stop condition such as stopping when the fitness of the population does not improve for some generations.
After GAMOT has returned the consensus string with the best score, additional methods can be applied to find the transcription factor binding sites in the given sequences. The simplest method involves scanning all of the sequences and taking the start position of the best motif per sequence that has the minimum Hamming distance to the consensus string. For multiple motifs per sequence or no motif at all, a threshold based on the Hamming distance can be defined.
Experimental Results
We compare the performance of GAMOT with exhaustive search methods, with the two other GA described earlier, as well as some state-of-the-art algorithms based on other methodologies using randomly generated test data.
We have generated 20 random DNA sequences of length 600 and planted a random motif of length l with exactly d random mutations to the sequences for different values of l and d. The data sets are generated using different seeds than the GA with the state-ofthe-art Mersenne Twister random number generator [16] which guarantees equidistribution in 623 dimensions to avoid bias in the experiments. The datasets used in the experiments 
Comparison with Exhaustive Search
We have implemented two exhaustive search algorithms as described in Jones and Pevzner [14] . The first algorithm is the brute-force Median String Search (MSS) which tries all possible motifs of length l and finds the one with the minimal total distance. The second algorithm we use for benchmarking is an improved version of the Branch and Bound Median String Search Algorithm (BBBM). This algorithm speeds up the search Median String Search by cutting the branches in the search tree which contain motifs that have total distances worse than the best solution found so far. In our version we have also added a step to make a reasonable initial estimation by random guess instead of starting with infinite distance to the solution. We have measured the running time of each algorithm to find the exact solution on several problem instances. Algorithms stop when the score of the best individual is equal to the score of the planted motif. Table 1 shows the average runtimes of the algorithms. GAMOT is able to solve the given problems even for (14, 4) and (16, 5) problems which are infeasible to compute with exhaustive search algorithms like MSS and BBBM.
Comparison with GA1 and GA2
We have also implemented GA1 and GA2 as discussed before (see section 2) andcompared solution performance as given in Table 1 GAMOT finds the planted motif faster than GA1 and GA2 while these algorithms are faster than exhaustive search methods used in our comparison. GA2 gives better results than GA1 as it operates in a smaller search space.
Comparison with other algorithms
In the second set of experiments we have compared GAMOT with state-of-the-art algorithms in the literature using the same problem instances. Table 2 and Table 3 show the average runtimes of the algorithms.
GAMOT is able to find the solution faster than PROJECTION, however VAS is much faster in returning solutions in problem instances with short planted motifs. However, for the problem instances with longer motifs GAMOT finds the solution faster than the others. Moreover solution time of GAMOT increases almost linearly as the planted motif size gets longer. However, Table 2 and Table 3 shows only one side of the story since some of the algorithms in the literature can only find good approximations to the actual solution. We have also compared the quality of the solutions using the performance coefficient defined by Pevzner and Sze [17] .
Quality of the solutions
Let K denote the set of t l-base positions in the t occurrences of a planted motif, and let P denote the corresponding set of base positions in the t occurrences predicted by an algorithm. Then the algorithm's performance coefficient on the motif is defined K P/K P . When all occurrences of the motif are found correctly, the performance coefficient achieves its maximum value of one.
The quality of the solutions is shown in Table 4 . GAMOT finds always the exact solution; therefore, it has a performance coefficient of 1 in all problem instances. It is clearly seen that GAMOT is able to find the solution in every problem instance within the given times whereas other algorithms produce solutions with poor quality as the problem complexity increases.
GAMOT Parameters
GA are generic search algorithms, which can be applied to any problem domain. Efficiency of a GA higly depends on tuning its parameters for a problem domain or instance. It is known in the literature that the complexity of the problem and the length of the rep- resentation have a critical role in determining the population size [10] , which seems to be the most influential parameter on the performance of a GA. We have run a series of experiments for determining suitable problem sizes for the GAMOT algorithm. Our results are shown in Figure 1 . We see that when problem complexity is small as in (8, 1) problem, the population size can be selected as small as 100 individuals. As the problem complexity increases bigger 
population sizes become more suitable as in (30, 11) problem where a population size of 500 gives good results. In our experiments we have used the optimal values as shown in the above graph. A summary of the GAMOT parameter values used in our experiments is given in Table 5 .
In order to increase selective pressure, selection operator considers the motifs with fitnesses (parameter SelectionP oolSize), which are in the upper %80 percentile enabling GAMOT to converge to the solution faster.
The parameter InheritanceLevel of GAMOT, which controls the number of individuals to be kept from previous generation is set to %90 when obtaining the results presented in this paper.
Furthermore, the exploration operators of GAMOT are applied with a probability of 0.35 (parameter ExplorationP robability) in our experiments. The parameter N for the fast motif discovery step is set to 0.5t(n − l),where t is the number of sequences, n is the length of a sequence and l is the motif size. The parameters presented here are given for informational purposes. Better values can be found for different problem instances.
Conclusions and Future Work
In this paper, we have proposed an efficient Genetic Algorithm for the Planted Motif Problems and shown empirically that it is always able to find the exact solution even in very complex problem instances (18, 6) , (20, 7) , (30, 11) and (40, 15) where the other algorithms perform poorly. Secondly, we have shown that overall solution times of the algorithm are much smaller than other algorithms given in the literature without having to compromise from the space complexity in favor of time complexity. Apparently, GAMOT can find the planted motifs in near-linear computational time, which would qualify the method also for large-scale motif identification projects, even for longer motifs. The proposed algorithm achieves these results firstly because it uses a smaller search space based on consensus strings. Secondly, because of an additional step which creates a highly fit population of solutions by identifying candidate motifs inside the given sequences even before the evolutionary process is applied. It is interesting to note that the first restriction to the simpler consensus string method does not impact on the quality of the solutions, at least in the tested instances with simulated data.
GAMOT algorithm has two advantages over the existing motif finding algorithms. First and foremost, GAMOT algorithm produces better solutions. In our experiments GAMOT was able to achieve a performance coefficient of 1 in all of the test cases while the others failed to achieve the same in some of the test cases. Secondly, it produces good quality results in much shorter time than the other algorithms when it comes to challenging problem instances with long motif sizes. Furthermore, GAMOT does not suffer the exponential space and time complexity which VAS algorithm suffers. Clearly, the motif partitioning scheme to reduce time and space complexity in VAS algorithm causes the algorithm to sacrifice from the solution quality as well. GA are good candidates for computationally-hard problems and there are many flavors introduced in the literature which might produce a faster convergence to a solution. They are also quite suitable for parallel computation.
In this paper, only one flavor of GA is discussed, nevertheless it might be possible to achieve even better results with other GA. Furthermore, in many cases it is also advisable to tune the parameters of the GA to achieve better results. Our results have shown that GA with an additional step for selecting a good set of candidate solutions improves the performance of the simple GA. In this paper, we have used FAST MOTIF DISCOVERY with T otalDistance as scoring function for this purpose. However, it is possible to replace or merge FAST MOTIF DISCOVERY with other methods such as Gibbs sampling or PROJECTION and apply the GA for refinement of the solution.
The GAMOT algorithm finds a good consensus string quickly and we have used this consensus string to identify the sites which have the smallest distance to the consensus string for finding the transcription factor binding sites. This scheme can be further extended by translating the alignment of sites identified by GAMOT into a PSSM, which can then be used for further identification of motifs in the initial query set of sequences (refinement of the predicted motif) or application to find similar sites in other upstream sequences using the presumably more sensitive PSSM approach.
The algorithm we present here produces good results on simulated data and can be further equipped with additional mechanisms suitable for real-life data to be used in finding transcription factor binding sites such as additional filters for known unspecific repetitive elements and a better scoring function. Leung and Chin [8] report good results using background sets. We would like to incorporate some of these methods for testing our algorithm on benchmark data sets, which recently became available [24] . 
