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Abstract
In this paper, we consider the general non-oblivious stochastic optimization where the underly-
ing stochasticity may change during the optimization procedure and depends on the point at which
the function is evaluated. We develop Stochastic Frank-Wolfe++ (SFW++), an efficient
variant of the conditional gradient method for minimizing a smooth non-convex function subject to a
convex body constraint. We show that SFW++ converges to an ǫ-first order stationary point by using
O(1/ǫ3) stochastic gradients. Once further structures are present, SFW++’s theoretical guarantees,
in terms of the convergence rate and quality of its solution, improve. In particular, for minimizing a
convex function, SFW++ achieves an ǫ-approximate optimum while using O(1/ǫ2) stochastic gra-
dients. It is known that this rate is optimal in terms of stochastic gradient evaluations. Similarly, for
maximizing a monotone continuous DR-submodular function, a slightly different form of SFW++,
called Stochastic Continuous Greedy++ (SCG++), achieves a tight [(1 − 1/e)OPT− ǫ]
solution while using O(1/ǫ2) stochastic gradients. Through an information theoretic argument, we
also prove that SCG++’s convergence rate is optimal. Finally, for maximizing a non-monotone
continuous DR-submodular function, we can achieve a [(1/e)OPT − ǫ] solution by using O(1/ǫ2)
stochastic gradients. We should highlight that our results and our novel variance reduction technique
trivially extend to the standard and easier oblivious stochastic optimization settings for (non-)covex
and continuous submodular settings.
∗The authors are listed in alphabetical order.
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1 Introduction
In this paper, we consider the following non-oblivious stochastic maximization problem:
max
x∈C
F (x) := max
x∈C
Ez∼p(z;x)[F˜ (x; z)], (1)
where x ∈ Rd+ is the decision variable, C ⊆ Rd is a feasible set, z ∈ Z is a random variable with
distribution p(z;x), and the objective function F : Rd → R is defined as the expectation over a set of
stochastic functions F˜ : Rd×Z → R. Problem (1) is called non-oblivious as the underlying distribution
depends on the variable x and may change during the optimization procedure. One should note that
the standard stochastic (convex/non-convex) optimization is a special case of Problem (1). We focus on
providing efficient solvers for problem (1) in terms of the sample complexity of z (a.k.a., calls to the
stochastic oracle), where the objective function F is (non-)concave or continuous submodular and the
feasible set C is a bounded convex body. Note that maximizing a non-concave function F is equivalent to
minimizing a non-convex function −F . However, in order to unify the language between the non-convex
minimization and continuous submodular maximization, we resort to formulation (1). In the following,
we discuss three concrete instances of non-oblivious stochastic optimization, namely, multi-linear exten-
sion of a discrete submodular function, Maximum a Posteriori (MAP) inference in determinantal point
processes, and policy gradient in reinforcement learning. In all these problems the stochasticity of the
objective function crucially depends on the decision variable x at which we evaluate the function. For
all of them, we provide novel guarantees in terms of convergence rate and approximation ratio.
Our contributions. In this paper, we develop a new variance reduction technique for non-oblivious
stochastic optimization problem (1). Our technique relies on estimating the difference of gradients with-
out introducing extra bias. This is crucial in the non-oblivious stochastic setting, as all the existing
variance reduction methods fail to correct for this bias and can only operate in the standard oblivious
stochastic setting. In particular, we show the following results for problem (1).
• For maximizing a general non-concave function F (resp. minimizing a general non-convex func-
tion), we develop Stochastic Frank-Wolfe++ (SFW++) that converges to an ǫ-first order
stationary point by using O(1/ǫ3) stochastic gradients in total. Our result improves upon the pre-
viously best convergence rate of O(1/ǫ4) by Reddi et al. [2016] in the oblivious stochastic setting.
Moreover, as a simple by-product, SFW++ provides the first trajectory complexity of O(1/ǫ3) in
policy gradient type methods in reinforcement learning when convexity constraints are imposed.
• When the function F is concave, SFW++ achieves an ǫ-approximate optimum while usingO(1/ǫ2)
stochastic gradients, thus achieving the optimum rate for this instance. This result improves upon
the previously best convergence rate of O(1/ǫ3) by Mokhtari et al. [2018b]. In the oblivious
stochastic setting, the convergence rate of SFW++ is on par with the stochastic gradient sliding
[Lan and Zhou, 2016].
• For maximizing a monotone DR-continuous function F , the Stochastic Continuous Greedy++
(SCG++) method is introduced, the first algorithm that achieves the tight [(1− 1/e)OPT− ǫ] so-
lution by using O(1/ǫ2) stochastic gradients in total. Through an information theoretic argument,
we also show that no first-order algorithm can achieve a converegnce rate better than O(1/ǫ2).
This result improves upon the previously best convergence rate of O(1/ǫ3) by Mokhtari et al.
[2018a]. Moreover, SFW++ leads to the fastest method for maximizing a multi-linear extension
of a monotone submodular set function.
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• For maximizing a non-monotone DR-continuous function F , subject to a down-closed convex
body C, we develop Stochastic Measured Continuous Greedy++ (SMCG++) that
achieves a [(1/e)OPT − ǫ] solution by using at most O(1/ǫ2) stochastic gradients. This result
improves upon the previously best convergence rate ofO(1/ǫ3) by Mokhtari et al. [2018b]. More-
over, SMCG++ (along with lossless rounding schemes such as contention resolution, randomized
pipage rounding, etc) provides a rigorous 1/e approximation guarantee for MAP estimation of a
determinantal point process, improving upon the semi heuristic 1/4 approximation guarantee by
Gillenwater et al. [2012].
1.1 Examples
In this subsection, we briefly mention some instances of the non-oblivious optimization problem in (1)
that appear in discrete optimization, sampling, and reinforcement learning.
Multi-Linear Extension of a Discrete Submodular Set Function. One canonical example of the
general stochastic optimization problem in (1) is the multi-linear extension of a discrete submodular
function. Specifically, consider a discrete submodular set function f : 2V → R+ defined over the
ground set V . The aim is to solve the following problem maxS∈I f(S) where I encodes a matroid con-
straint. For this problem, the classic greedy algorithm leads to a 1/2 approximation guarantee, but one
can achieve the optimal approximation guarantee of (1 − 1/e) by maximizing its multilinear extension
F : [0, 1]V → R+, defined as follows
F (x) := Ez∼x[f(z(x))] :=
∑
S⊆V
f(S)
∏
i∈S
xi
∏
j /∈S
(1− xj). (2)
Here, each element e of the random set z(x) is sampled with probability xe. This problem is an instance
of (1) if we define F˜ (x, z) as f(z(x)), the joint probability p(x, z) as the distribution of the random set
z(x) (i.e., each coordinate ze is generated according to a Bernoulli distribution with parameter xe), and
the set C as the convex hull of I . In this paper, we show how constraint submodular maximization can
be solved efficiently, providing the fastest algorithm for maximizing a multi-linear extension function.
MAP Inference in Determinental Point Processes (DPPs). DPPs are a class of discrete probabilistic
models that were originally introduced in statistical physics and random matrix theory. Due to their
ability to model repulsion and negative correlations, they have shown to be key concepts for many ap-
plications in machine learning and statistics [Kulesza and Taskar, 2012] . Formally, given a positive
definite matrix A of size n, a DPP assigns to any subset S ⊆ [n] , {1, 2, · · · , n}, a probability value
Pr(S) = det(AS)/det(A). MAP inference in such a model consists of maximizing the value det(AS), or
equivalently the log-likelihood value log det(AS), over all the subsets S ⊆ [n]. Indeed, the set function
f(S) = log det(AS) is submodular but generally non-monotone. As a result, MAP inference in DPPs is
an instance of a non-monotone submodular maximization problem. Moreover, MAP inference may be
restricted to subsets that satisfy some given constraints. For example, in the case of a cardinality con-
straint, the problem is to find a subset with a size of at most k, which has the largest probability. There
are in general two approaches to maximize the log-likelihood function in DPPs subject to feasibility
constraints, both of which rely on appropriate continuous extensions. The first approach is to form the
multi-linear extension, defined in (2), and solve the resulting constrained non-monotone submodular op-
timization problem. Since the multi-linear extension involves summing over exponentially many terms,
it was generally believed that the optimization will be computationally expensive and convergence issues
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may arise. This paper overcomes these challenges completely by providing the first ((1/e)OPT − ǫ)
solution in O(1/ǫ2) stochastic iterations, whenever the sampled sets form a matroid and the function
log det(AS) is non-negative for all S. Another approach, proposed by Gillenwater et al. [2012], is to
form the so-called softmax extension G : [0, 1]n → R defined as
G(x) = Ez∼x [exp(f(z(x)))] = log det (diag(x)(A − I) + I) .
The soft-max extension is a deterministic function that can be maximized withing a 1/4 approximation
to the optimum solution OPT. Unlike the multi-linear extension, no provable rounding scheme is known
for the soft-max extension (even though it was speculated that the contention resolution scheme might
work). Therefore, our approach not only improves the approximation ratio of the MAP estimator, but
also enjoys a rigorous end-to-end guarantee for this problem.
Reinforcement Learning. Consider a discrete time index h ≥ 0 and a Markov system with time varying
states sh ∈ S and actions ah ∈ A. The probability distribution of the initial state is ρ(s0) and the
conditional probability distribution of transitioning into sh+1 given that we are in state sh and take action
ah is P(sh+1|sh, ah). Actions are chosen according to a possibly random policy π in which π(ah|sh) is
the distribution for taking action ah when observing state sh. We assume that policies are parametrized
by a vector θ ∈ Rd and use πθ as a shorthand for the conditional distribution π(ah|sh; θ) associated to
θ. For a given time horizon H we define the trajectory τ
def
= (s1, a1, . . . , sH , aH) as the collection of
state-action pairs experienced up until time h = H . Given the initial distribution ρ(s0), the transition
kernel P(sh+1|sh, ah), and the Markov property of the system, it follows that the probability distribution
over trajectories τ is
p(τ ;πθ)
def
= ρ(s0)
H∏
h=1
P(sh+1|sh, ah)π(ah|sh). (3)
Associated with a state action pair we have a reward function r(sh, ah). When following a trajectory
τ
def
= (s1, a1, . . . , sH , aH), we consider the accumulated reward discounted by a geometric factor γ
R(τ) def=
H∑
h=1
γhr(sh, ah). (4)
Our goal in reinforcement learning is to find the policy parameter θ that maximizes the expected dis-
counted trajectory reward
max
θ∈Rd
J(θ)
def
= Eτ [R(τ)] =
∫
R(τ)p(τ ;πθ)dτ. (5)
Here, the underlying distribution p depends on the variable θ and therefore this problem can be consid-
ered as an instance of the non-oblivious formulation in (1).
To find an ǫ-first order stationary point of problem (5), the trajectory complexities of classic SGD-
based methods like REINFORCE are O(1/ǫ4) Sutton and Barto [2018]. While a direct application of
the recent variance reduced gradient estimation leads to a biased gradient estimator of J (·), due to the
inherent difficulty of the non-oblivious optimization of (5), a recent work by Shen et al. [2019b] pro-
posed a policy Hessian method to aid the estimation of the policy gradient. They improve the trajectory
complexity from O(1/ǫ4) to O(1/ǫ3) in the unconstrained setting, i.e., C = Rd. In this paper, we show
how to find an ǫ-first order stationary point for the more general constrained problem (5) with the same
improved trajectory complexity in a projection free manner.
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Ref. setting assumptions batch rate/iter complexity non-oblivious
Jaggi [2013] det. smooth — O(1/t) — ✗
Hazan and Kale [2012] stoch. smooth, bounded grad. O(t) O(1/t1/2) O(1/ǫ4) ✗
Hazan and Luo [2016a] stoch. smooth, bounded grad. O(t2) O(1/t) O(1/ǫ3) ✗
Mokhtari et al. [2018b] stoch. smooth, bounded var. O(1) O(1/t1/3) O(1/ǫ3) ✗
This paper stoch. smooth, bounded var. O(1/ǫ) O(1/ǫ) O(1/ǫ2) X
Table 1: Convergence guarantees of conditional gradient (FW) methods for convex minimization
1.2 Related Work
Our work on the conditional gradient method in the non-oblivious stochastic setting has important con-
sequences for convex, continuous submodular, and non-convex cases. In the following, we review some
of the most relevant work and our results with respect to them. We would like to emphasize that all the
other related work only provide guarantees for the oblivious setting.
Convex minimization. The problem of minimizing a stochastic convex function subject to a convex
constraint using stochastic projected gradient descent-type methods has been studied extensively in
the past [Robbins and Monro, 1951, Nemirovski and B. Yudin, 1978, Nemirovskii et al., 1983]. Al-
though stochastic gradient computation is inexpensive, the cost of projection step can be prohibitive
[Fujishige and Isotani, 2011] or intractable [Collins et al., 2008]. In such cases, the projection-free al-
gorithms, a.k.a., Frank-Wolfe or conditional gradient, are the method of choice [Frank and Wolfe, 1956,
Jaggi, 2013]. In the stochastic setting, the online Frank-Wolfe algorithm proposed by Hazan and Kale
[2012] requiresO(1/ǫ4) stochastic gradient evaluations to reach an ǫ-approximate optimum, i.e., F (x) −OPT ≤
ǫ, under the assumption that the objective function is convex and has bounded gradients. The stochastic
variant of Frank-Wolfe studied by Hazan and Luo [2016a], uses an increasing batch size of b = O(t2)
(at iteration t) to obtain an improved stochastic oracle complexity ofO(1/ǫ3) under the assumptions that
the expected objective function is smooth and Lipschitz continuous. Recently, Mokhtari et al. [2018b]
proposed a momentum gradient estimator thorough which they achieve a similar O(1/ǫ3) stochastic gra-
dient evaluations while fixing the batch-size to 1. Lan and Zhou [2016] proposed a stochastic conditional
gradient sliding method which finds an ǫ-approximate solution after O(1/ǫ2) stochastic gradient evalua-
tions and O(1/ǫ) calls to a linear minimization oracle. The main idea in gradient sliding algorithms is to
simulate projected gradient descent step by solving a sequence of properly chosen linear minimization
problems [Lan and Zhou, 2016, Lan, 2016, Lan et al., 2017, Braun et al., 2017]. Our proposed method
SFW++ also requires the minimum O(1/ǫ2) calls to a stochastic gradient oracle (for both oblivious and
non-oblivious settings) and O(1/ǫ) calls to a linear minimization oracle. However, unlike gradient slid-
ing, we do not resort in simulating the projection step and more closely follow the recipe of the original
Frank-Wolfe method. In this sense, SFW++ might be considered the first variant of the Frank-Wolfe
algorithm that achieves the optimum convergence rate in the convex setting.
Submodular maximization. Submodular set functions [Nemhauser et al., 1978] capture the intuitive
notion of diminishing returns and have become increasingly important in various fields such as ma-
chine learning, data mining, game theory, economics, and control and information theory. Exam-
ples include viral marketing [Kempe et al., 2003], sensor placement [Krause et al., 2006], data sum-
marization [Lin and Bilmes, 2011b,a, Mirzasoleiman et al., 2013], crowd teaching [Singla et al., 2014],
privacy [Kazemi et al., 2018], neural network interpretation [Elenberg et al., 2017], dictionary learn-
ing [Das and Kempe, 2011], metric learning [Song et al., 2017], human brain mapping [Salehi et al.,
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Ref. setting function const. utility complexity
Chekuri et al. [2015] det. mon.smooth sub. poly. (1− 1/e)OPT− ǫ O(1/ǫ2)
Bian et al. [2017b] det. mon. DR-sub. cvx-down (1− 1/e)OPT− ǫ O(1/ǫ)
Bian et al. [2017a] det. non-mon. DR-sub. cvx-down (1/e)OPT− ǫ O(1/ǫ)
Hassani et al. [2017] det. mon. DR-sub. convex (1/2)OPT− ǫ O(1/ǫ)
Hassani et al. [2017] stoch. mon. DR-sub. convex (1/2)OPT− ǫ O(1/ǫ2)
Hassani et al. [2017] stoch. mon. weak DR-sub. convex γ
2
1+γ2
OPT− ǫ O(1/ǫ2)
Mokhtari et al. [2018b] stoch. mon. DR-sub. convex (1− 1/e)OPT− ǫ O(1/ǫ3)
Mokhtari et al. [2018b] stoch. weak DR-sub. convex (1− e−γ)OPT− ǫ O(1/ǫ3)
Mokhtari et al. [2018b] stoch. non-mon. DR-sub. convex (1/e)OPT− ǫ O(1/ǫ3)
This paper stoch. mon. DR-sub. convex (1− 1/e)OPT− ǫ O(1/ǫ2)
This paper stoch. weak DR-sub. convex (1− e−γ)OPT− ǫ O(1/ǫ2)
This paper stoch. non-mon. DR-sub. convex (1/e)OPT− ǫ O(1/ǫ2)
Table 2: Convergence guarantees for continuous DR-submodular function maximization
2017], and variational inference [Djolonga and Krause, 2014], to name a few. The celebrated result of
Nemhauser et al. [1978] shows that for a monotone submodular function and subject to a cardinality con-
straint, a simple greedy algorithm achieves the tight (1 − 1/e) approximation guarantee. However, the
vanilla greedy method does not provide the tightest guarantees for many classes of feasibility constraints.
To circumvent this issue, the continuous relaxation of submodular functions, through the multilinear
extension, have been extensively studied [Vondrak, 2008, Calinescu et al., 2011a, Chekuri et al., 2014,
Feldman et al., 2011, Gharan and Vondra´k, 2011, Sviridenko et al., 2015]. In particular, it is known that
the continuous greedy algorithm achieves the tight (1 − 1/e) approximation guarantee for monotone
submodular functions under a general matroid constraint [Calinescu et al., 2011a]. In the non-monotone
setting, a slight variant of the continuous greedy algorithm, called measured continuous greedy, achieves
1/e approximation guarantee [Feldman et al., 2011]. We refer the interested reader to the amazing sur-
vey by Buchbinder and Feldman [2017]. The continuous relaxation of submodular functions have also
been used to robustify submodular optimization in the stochastic settings when the marginal gains of
elements cannot be evaluated exactly [Karimi et al., 2017, Hassani et al., 2017, Mokhtari et al., 2018a].
Continuous DR-submodular functions, an important subclass of non-convex functions, generalize
the notion of diminishing returns to the continuous domains [Wolsey, 1982, Bach, 2019]. Such func-
tions naturally arise in machine learning applications such as optimum experimental design [Chen et al.,
2018], MAP inference for Determinantal Point Processes [Gillenwater et al., 2012], budget allocation
[Staib and Jegelka, 2017], and revenue maximization [Niazadeh et al., 2018]. It has been recently shown
that monotone continuous DR-submodular functions can be (approximately) maximized over convex
bodies using first-order methods [Bian et al., 2017b, Hassani et al., 2017, Mokhtari et al., 2018a]. When
exact gradient information is available, Bian et al. [2017b] showed that the continuous greedy algo-
rithm, which itself is a variant of the conditional gradient method, achieves [(1 − 1/e)OPT − ǫ] with
O(1/ǫ) gradient evaluations. However, the problem becomes considerably more challenging when we
only have access to a stochastic first-order oracle. In particular, Hassani et al. [2017] showed that the
stochastic gradient ascent achieves [1/2OPT − ǫ] by using O(1/ǫ2) stochastic gradients. In contrast,
Mokhtari et al. [2018a] proposed the stochastic variant of the continuous greedy algorithm that achieves
[(1−1/e)OPT− ǫ] by using O(1/ǫ3) stochastic gradients. In this paper, we show that SCG++ achieves
[(1 − 1/e)OPT − ǫ] by O(1/ǫ2) stochastic gradient evaluations. We also show that the convergence
rate of O(1/ǫ2) is optimal. We further generalize our result to the non-monotone DR-continuous sub-
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Ref. setting assumptions batch #iter complexity non-oblivious
Lacoste-Julien [2016] det. smooth — O(1/ǫ2) — ✗
Hazan and Luo [2016b] stoch. smooth, bounded var. O(1/ǫ2) O(1/ǫ2) O(1/ǫ4) ✗
Hazan and Luo [2016b] stoch. smooth, bounded var. O(1/ǫ4/3) O(1/ǫ2) O(1/ǫ10/3) ✗
Shen et al. [2019a] stoch. smooth, bounded var. O(1/ǫ) O(1/ǫ2) O(1/ǫ3) ✗
This paper stoch. smooth, bounded var. O(1/ǫ) O(1/ǫ2) O(1/ǫ3) X
Table 3: Convergence guarantees of conditional gradient (FW) methods for non-convex minimization
modular setting, by proposing the stochastic variant of the measured continuous greedy [Feldman et al.,
2011]. Specifically, SMCG++ achieves a [(1/e)OPT − ǫ] solution by using O(1/ǫ2) stochastic gradi-
ents. Note that for the non-monotone DR-submodular maximization (in contrast to the monotone case),
one needs the further assumption that the constraint set C is down-closed, or otherwise no constant factor
approximation in polynomial time is possible.
Nonconvex minimization. The focus of this paper is on constrained optimization in the non-oblivious
stochastic setting. Nevertheless, convergence to first-order stationary points (FOSP) for smoothed non-
convex objective functions has been widely studied in the unconstrained case for both deterministic
[Nesterov, 2014, Agarwal et al., 2017, Carmon et al., 2018, 2017a, 2019, 2017b] and oblivious stochas-
tic settings [Reddi et al., 2016, Reddi et al., 2016, Allen-Zhu and Hazan, 2016, Lei et al., 2017]. For the
constrained optimization problems, the first line of work only studied the asymptotic convergence to sta-
tionary points [Burke et al., 1990, Conn et al., 1993, Facchinei and Lucidi, 1998, Di Pillo et al., 2005].
However, more recently, the finite-time analysis for convergence to an FOSP of smooth constrained
problems has received a lot of attention. In particular, in the deterministic setting, Lacoste-Julien [2016]
showed that the sequence of iterates generated by the update of Frank-Wolfe algorithm converges to
an ǫ-FOSP after O(1/ǫ2) iterations. In contrast, Ghadimi et al. [2016] considered the norm of gradient
mapping as a measure of non-stationarity and showed that the projected gradient method has the same
complexity of O(1/ǫ2). Similar results for the accelerated projected gradient method was also shown
by Ghadimi and Lan [2016]. Note that ǫ-FOSP and the norm of gradient mapping are not directly re-
lated to one another, i.e., a small norm does not guarantee convergence to a stationary point. Adaptive
cubic regularization methods by Cartis et al. [2012, 2013, 2015] improved these results by using second-
order information in order to obtain an ǫ-FOSP after at most O(1/ǫ3/2) iterations. Later, Mokhtari et al.
[2018c] showed that projected gradient descent reaches an ǫ-FOSP after O(1/ǫ2) iterations in deter-
ministic setting in terms of the Frank-Wolfe gap. In the oblivious stochastic setting, Reddi et al. [2016]
introduced a stochastic variant of Frank-Wolfe which finds an ǫ-FOSP after O(1/ǫ4) stochastic gradient
evaluations andO(1/ǫ2) calls to a linear minimization oracle. Qu et al. [2018] introduced a variant of the
gradient sliding method that finds an ǫ-FOSP after O(1/ǫ2) stochastic gradient evaluations and O(1/ǫ2)
calls to a linear minimization oracle when we measure first-order optimality in terms of proximal gra-
dient mapping. Again, this result can not be compared with ours as we measure first-order optimality
based on the the Frank-Wolfe gap.
Concurrent Work. In this part, we briefly discuss some recent results from concurrent works that ap-
peared after we made the first version of this paper publicly available on arXiv. In particular, Shen et al.
[2019a], Yurtsever et al. [2019] considered the oblivious stochastic setting (a special case of problem (1))
and introduced a variance reduced version of Frank-Wolfe method based on the Stochastic Path-Integrated
Differential Estimator (SPIDER) approach Fang et al. [2018]. Their proposed methods find an ǫ-FOSP in
non-convex minimization afterO(1/ǫ3) stochastic gradient evaluations andO(1/ǫ2) calls to a linear min-
7
imization oracle. Yurtsever et al. [2019] also noted that in the oblivious stochastic convex minimization,
the same method achieves an ǫ-approximate solution after O(1/ǫ2) stochastic gradient evaluations and
O(1/ǫ) calls to a linear minimization oracle. Finally, Zhang et al. [2019] proposed a quantized Frank-
Wolfe algorithm, by relying on SPIDER, to develop a communication-efficient distributed method.
Notation. Lowercase boldface v denotes a vector and uppercase boldface A denotes a matrix. We use
‖v‖ to denote the Euclidean norm of vector v. Given a multi-input function f(x,y), its gradient with
respect to x and y at points (x0,y0) are denoted by ∇xf(x0,y0) and ∇yf(x0,y0), respectively. We
refer to the largest and smallest eigenvalues of a matrix A by λmax(A) and λmin(A), respectively.
2 Preliminaries
In this section, we state some of the definitions required for presenting our results and then review
variance reduced methods for solving stochastic optimization problems.
Definition 2.1. A function φ : Rn → R is L-smooth if it has L-Lipschitz continuous gradients on Rn,
i.e., for any x, xˆ ∈ Rn, we have
||∇φ(x)−∇φ(xˆ)|| ≤ L||x− xˆ||.
Definition 2.2. A continuously differentiable function φ : Rn → R is convex on Rn if for any x, xˆ ∈ Rn,
we have
φ(xˆ) ≥ φ(x) +∇φ(x)T (xˆ− x).
Further, φ(x) is concave if −φ(x) is convex.
Submodularity. A set function f : 2V → R+, defined on the ground set V , is submodular if
f(A) + f(B) ≥ f(A ∩B) + f(A ∪B),
for all subsets A,B ⊆ V . Even though submodularity is mostly considered on discrete domains, the
notion can be naturally extended to arbitrary lattices [Fujishige, 2005]. To this aim, let us consider
a subset of Rd+ of the form X =
∏d
i=1Xi where each Xi is a compact subset of R+. A function
F : X → R+ is continuous submodular if for all (x,y) ∈ X × X , we have
F (x) + F (y) ≥ F (x ∨ y) + F (x ∧ y), (6)
where x∨ y .= max(x,y) (component-wise) and x∧ y .= min(x,y) (component-wise). A submodular
function is monotone if for any x,y ∈ X such that x ≤ y, we have F (x) ≤ F (y) (here, by x ≤
y we mean that every coordinate of x is less than the corresponding coordinate of y). When twice
differentiable, F is submodular if and only if all cross-second-derivatives are non-positive [Bach, 2019],
i.e.,
∀i 6= j,∀x ∈ X , ∂
2F (x)
∂xi∂xj
≤ 0. (7)
The above expression makes it clear that continuous submodular functions are not convex nor concave
in general, as concavity (convexity) implies that ∇2F  0 (resp.▽2F  0). A proper subclass of
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submodular functions are called DR-submodular [Bian et al., 2017b, Soma and Yoshida, 2015] if for all
x,y ∈ X such that x ≤ y and any standard basis vector ei ∈ Rn and a non-negative number z ∈ R+
such that zei + x ∈ X and zei + y ∈ X , then, F (zei + x) − F (x) ≥ F (zei + y) − F (y). One can
easily verify that for a differentiable DR-submodular function the gradient is an antitone mapping, i.e.,
for all x,y ∈ X such that x ≤ y we have∇F (x) ≥ ∇F (y) [Bian et al., 2017b]. An important example
of a DR-submodular function is the multilinear extension [Calinescu et al., 2011b] which will be studied
in Section 5.
Variance Reduction. Beyond the vanilla stochastic gradient, variance reduced algorithms [Schmidt et al.,
2017, Johnson and Zhang, 2013, Defazio et al., 2014, Reddi et al., 2016, Nguyen et al., 2017, Allen-Zhu,
2018, Zhou et al., 2018] have been successful in reducing stochastic first-order oracle complexity in the
oblivious stochastic optimization
max
x∈C
F (x) := max
x∈C
Ez∼p(z)[f(x; z)], (8)
where each component function f(·; z) is L-smooth. In contrast to (1), the underlying distribution p of
(8) is invariant to the variable x and is hence called oblivious. We will now explain a recent variance re-
duction technique for solving (8) using stochastic gradient information. Consider the following unbiased
estimate of the gradient at the current iterate xt:
gt
def
= gt−1 +∇f(xt;M)−∇f(xt−1;M), (9)
where f(y;M) def= 1|M|
∑
z∈M∇f(y; z) for some y ∈ Rd, gt−1 is an unbiased gradient estima-
tor at xt−1, and M is a mini-batch of random samples drawn from p(z). Fang et al. [2018] showed
that, with the gradient estimator (9), O(1/ǫ3) stochastic gradient evaluations are sufficient to find an
ǫ-first-order stationary point of Problem (8), improving upon the O(1/ǫ4) complexity of SGD. A crucial
property leading to the success of the variance reduction method given in (9) is that ∇f(xt;M) and
∇f(xt−1;M) use the same minibatch sample M in order to exploit the L-smoothness of component
functions f(·; z). Such construction is only possible in the oblivious setting where p(z) is independent
of the choice of x, and would introduce bias in the more general non-oblivious case (1): To see this
point, letM be the minibatch of random variable z sampled according to distribution p(z;xt). We have
E[∇f(xt;M)] = ∇F (xt) but E[∇f(xt−1;M)] 6= ∇F (xt−1) since the distribution p(z;xt−1) is not the
same as p(z;xt). The same argument renders all the existing variance reduction techniques inapplicable
to the non-oblivious setting of Problem (1).
3 Stochastic (Non-)Convex Minimization
In this section, we focus on two specific cases of Problem (1) in which the expected objective function F
is a concave function or a general nonconcave function. As stated earlier, maximizing a (non-)concave
function can be written as minimizing a (non-)convex function and for simplicity we rewrite (1) as
min
x∈C
F (x) := min
x∈C
Ez∼p(z;x)[F˜ (x; z)], (10)
where we assume that the expected function F is either convex or a general nonconvex function. Note
that in this section we study the general case of non-oblivious stochastic optimization, but our results
trivially hold for the oblivious stochastic problem as a special case.
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Algorithm 1 Stochastic Frank-Wolfe++ (SFW++)
Input: Number of iteration T , minibatch size |Mt0| and |Mth|, step size ηt
1: for t = 0 to T do
2: if mod (t, q) = 0 (non-concave) or log2 t ∈ Z (concave) then
3: Sample a minibatchMt0 of z with distribution p(z;xt) to compute gt def= ∇F (xt;Mt0);
4: else
5: Sample a minibatchMth of (a, z(a)) to calculate ∇˜2t using (17)
6: Compute gt := gt−1 + ∇˜2t (xt − xt−1); ⋄ Or use (25) instead.
7: end if
8: vt := argmax
v∈C{v⊤gt};
9: xt+1 := xt + ηt · (vt − xt);
10: end for
Output: xt¯ with t¯ uniformly sampled from [T ] (non-concave case); xT (concave case).
3.1 Stochastic Frank-Wolfe++
Now we proceed to introduce the Stochastic Frank-Wolfe++ method (SFW++) to solve the
non-oblivious minimization problem in (10). Recall that the Frank-Wolfe method requires access to
the gradient of the objective function ∇F . However, evaluation of ∇F may not be possible in many
settings as either the probability distribution p is not available or evaluating the expectation in (10) is
computationally prohibitive. Our goal is to design an unbiased estimator g for approximating the exact
gradient ∇F that is computationally affordable and has a low variance. Once the gradient approximation
gt for step t is evaluated we can find the descent direction vt by solving the linear optimization program
vt := argmin
v∈C
{v⊤gt}, (11)
and then compute the updated variable xt+1 by performing the following update
xt+1 := xt + ηt (v
t − xt), (12)
where ηt is a properly chosen stepsize. The steps of the SFW++ are summarized in Algorithm 1. In
SFW++ we restart the gradient estimation g after an episode of iterates with a certain length. This step
is necessary to ensure that the noise of gradient approximation stays bounded by a proper constant. The
details for computing the gradient approximation gt is provided in the following section.
3.1.1 Stochastic gradient approximation
Given a sequence of iterates {xs}ts=0, the gradient of the objective function F at iterate xt can be written
in a path-integral form as follows
∇F (xt) = ∇F (x0) +
t∑
s=1
{
∆s
def
= ∇F (xs)−∇F (xs−1)
}
. (13)
By obtaining an unbiased estimate of∆t = ∇F (xt)−∇F (xt−1), and reusing the previous unbiased es-
timates for s < t, we obtain recursively an unbiased estimator of ∇F (xt) which has a reduced variance.
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Estimating ∇F (xs) and ∇F (xs−1) separately as suggested in (9) would cause the bias issue in the the
non-oblivious case (see the discussion at the end of section 2). Therefore, we propose an approach for
directly estimating the difference ∆t = ∇F (xt)−∇F (xt−1) in an unbiased manner.
We construct an unbiased estimator gt of the gradient vector∇F (xt) by adding an unbiased estimate
∆˜t of the gradient difference ∆t = ∇F (xt) −∇F (xt−1) to gt−1, where gt−1 is an unbiased estimator
of ∇F (xt−1). Note that ∆t = ∇F (xt)−∇F (xt−1) can be written as
∆t =
∫ 1
0
∇2F (x(a))(xt − xt−1)da =
[∫ 1
0
∇2F (x(a))da
]
(xt − xt−1), (14)
where x(a)
def
= a ·xt+(1−a) ·xt−1 for a ∈ [0, 1]. Therefore, if we sample the parameter a uniformly at
random from the interval [0, 1], it can be easily verified that ∆˜t := ∇2F (x(a))(xt−xt−1) is an unbiased
estimator of the gradient difference ∆t since
Ea[∇2F (x(a))(xt − xt−1)] = ∇F (xt)−∇F (xt−1). (15)
Therefore, all we need is an unbiased estimator of the Hessian-vector product ∇2F (y)(xt − xt−1) for
the non-oblivious objective F at an arbitrary y ∈ C. In the following lemma, we present an unbiased
estimator of ∇2F (y) for any y ∈ C that can be evaluated efficiently.
Lemma 3.1. For any y ∈ C, let z be the random variable with distribution p(z;y) and define
∇˜2F (y; z) def= F˜ (y; z)[∇ log p(z;y)][∇ log p(z;y)]⊤ + [∇F˜ (x; z)][∇ log p(z;y)]⊤
+ [∇ log p(z;y)][∇F˜ (y; z)]⊤ +∇2F˜ (y; z) + F˜ (y; z)∇2 log p(z;y).
(16)
Then, ∇˜2F (y; z) is an unbiased estimator of ∇2F (y), i.e., Ez∼p(z;y)[∇˜2F (y; z)] = ∇2F (y).
The result in Lemma 3.1 shows how to evaluate an unbiased estimator of the Hessian ∇2F (y). If
we consider a as a random variable with a uniform distribution over the interval [0, 1], then we can
define the random variable z(a) with the probability distribution p(z(a);x(a)) where x(a) is defined as
x(a) := a · xt + (1 − a) · xt−1. Considering these two random variables and the result of Lemma 3.1,
we can construct an unbiased estimator of the integral
∫ 1
0 ∇2F (x(a))da in (14) by
∇˜2t def=
1
|M|
∑
(a,z(a))∈M
∇˜2F (x(a); z(a)), (17)
whereM is a minibatch containing |M| samples of random tuple (a, z(a)).
Once we construct ∇˜2t , we can approximate the gradient difference ∆t by its unbiased estimator as
follows
∆˜t := ∇˜2t (xt − xt−1). (18)
Note that for the general objective F (·), the matrix-vector product ∇˜2t (xt − xt−1) requires O(d2) com-
putation and memory. To resolve this issue, in Section 3.1.2, we provide an implementation of (18) using
only first-order information which reduces the computational and memory complexity to O(d).
Using ∆˜t as an unbiased estimator for the gradient difference ∆t, we can define our objective func-
tion gradient estimator as
gt = ∇F˜ (x0;M0) +
t∑
i=1
∆˜t. (19)
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Indeed, this update can also be rewritten in a recursive way as
gt = gt−1 + ∆˜t, (20)
once we set g0 = ∇F˜ (x0;M0). Note that the proposed approach for gradient approximation in (19)
has a variance reduction mechanism which leads to the optimal computational complexity of SFW++
in terms of number of calls to the stochastic oracle. We further highlight this point in the convergence
analysis of SFW++.
3.1.2 Implementation of the Hessian-Vector Product
In this section, we focus on the computation of the gradient difference approximation ∆˜t introduced
in (18). We aim to come up with a scheme that avoids explicitly computing the matrix estimator ∇˜2t
which has a complexity of O(d2), and present an approach that directly approximates ∆˜t while only
using the finite differences of gradients with a complexity of O(d). Recall the definition of the Hessian
approximation ∇˜2t in (17). Computing ∇˜2t (xt − xt−1) is equivalent to computing |M| instances of
∇˜2F (y; z)(xt − xt−1) for some y ∈ C and z ∈ Z . Denote d = xt − xt−1 and use the expression in
(16) to write
∇˜2F (y;z) · d = F˜ (y; z)[∇ log p(z;y)⊤d]∇ log p(z;y) + [∇ log p(z;y)⊤d]∇F˜ (x; z)
+ [∇F˜ (y; z)⊤d][∇ log p(z;y)] +∇2F˜ (y; z) · d+ F˜ (y; z)∇2 log p(z;y) · d.
(21)
Note that the first three terms can be computed1 in time O(d) and only the last two terms on the right
hand side of (21) involve O(d2) operations, which can be approximated by the following finite gradient
difference scheme. For any twice differentiable function ψ : Rd → R and an arbitrary d ∈ Rd with
bounded Euclidean norm ‖d‖ ≤ D, we compute, for some small δ > 0,
φ(δ;ψ)
def
=
∇ψ(y + δ · d)−∇ψ(y − δ · d)
2δ
≃ ∇2ψ(y) · d. (22)
By considering the second-order smoothness of the function ψ(·) with constant L2 we can show that for
arbitrary x,y ∈ Rd it holds ‖∇2ψ(x) − ∇2ψ(y)‖ ≤ L2‖x − y‖. Therefore, the error of the above
approximation can be bounded by
‖∇2ψ(y) · d− φ(δ;ψ)‖ = ‖∇2ψ(y) · d−∇2ψ(x˜) · d‖ ≤ D2L2δ, (23)
where x˜ is obtained from the mean value theorem. This quantity can be made arbitrary small by de-
creasing δ (up to the machine accuracy). By applying (22) to the two functions ψ(y) = F˜ (y; z) and
ψ(y) = log p(z;y), we can approximate (21) in time O(d):
ξδ(y; z)
def
= F˜ (y; z)[∇ log p(z;y)⊤d]∇ log p(z;y) + [∇ log p(z;y)⊤d]∇F˜ (x; z)
+ [∇F˜ (y; z)⊤d][∇ log p(z;y)] + φ(δ; F˜ (y; z)) + φ(δ; log p(z;y)).
(24)
We further can define a minibatch version of this implementation as
ξδ(x;M) def= 1|M|
∑
(a,z(a))∈M
ξδ(x(a); z(a)), (25)
1Also, note that pairs (x,y) with p(x,y) = 0 will never be sampled (i.e. they are of measure zero) and hence do not cause
any computational issues.
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which is used in Option II of Step 8 in Algorithm 1. Note that limδ→0 ξδ(x;M) = ∆˜t and hence (18) is
a special case of (25) by taking δ → 0. Additionally, we show in later sections that setting δ = O(ǫ2) is
sufficient, where ǫ is the target accuracy.
3.2 Convergence Analysis of SFW++: Nonconvex Setting
In this section, we focus on solving Problem (10) when the objective function F is smooth but possibly
nonconvex. In this case, our goal is to find an ǫ-First-Order Stationary Point (FOSP) that we formally
define as
VC(x;F ) = max
u∈C
〈∇F (x),u − x〉 ≤ ǫ; (26)
where the parameter VC(x;F ) captures distance to an FOSP and it is 0when x is an FOSP. The parameter
VC(x;F ) is also known as Frank-Wolfe gap [Lacoste-Julien, 2016].
Before stating our main theorem for the general nonconvex case, we first formally state the required
assumption for proving our results.
Assumption 3.1 (bounded stochastic function value). The stochastic function F˜ (x; z) has bounded func-
tion value for all z ∈ Z and x ∈ C, i.e., ∃B s.t. maxz∈Z,x∈C F˜ (x; z) ≤ B.
Assumption 3.2 (compactness of feasible domain). The set C is compact with diameter D.
Assumption 3.3 (bounded gradient norm). For all x ∈ C, the stochastic gradient ∇F˜ has bounded
norm: ∀z ∈ Z, ‖∇F˜ (x; z)‖ ≤ GF˜ , and the norm of the gradient of log p has bounded fourth-order
moment, i.e., Ez∼p(x;z)‖∇ log p(z;x)‖4 ≤ G4p. Further, we define G = max{GF˜ , Gp}.
Assumption 3.4 (bounded second-order differentials). For all x ∈ C, the stochastic Hessian of∇2F˜ has
bounded spectral norm ∀z ∈ Z, ‖∇2F˜ (x; z)‖ ≤ LF˜ , and the spectral norm of the Hessian of the log-
probability function has bounded second order moment: Ez∼p(z;x)[‖∇2 log p(z;x)‖2] ≤ L2p. Further,
we define L = max{LF˜ , Lp}.
Assumption 3.5 (continuity of the Hessian). The stochastic Hessian is L2,f -Lipschitz continuous, i.e,
for all x,y ∈ C and all z ∈ Z , i.e., ‖∇2F˜ (x; z) − ∇2F˜ (y; z)‖ ≤ L2,F˜‖x − y‖. The Hessian
of the log probability log p(x; z) is L2,p-Lipschitz continuous: for all x,y ∈ C and all z ∈ Z , i.e.,
‖∇2 log p(x; z) −∇2 log p(y; z)‖ ≤ L2,p‖x− y‖. Further, we define L2 = max{L2,F˜ , L2,p}.
Remark 3.1. Assumption 3.5 is only used to show the finite difference scheme (21) has bounded variance,
and the oracle complexity of our method does not depend on L2,F˜ and L2,p.
As wementioned in the previous section, the update for the stochastic gradient vector gt in the update
of SFW++ is designed properly to reduce the noise of gradient approximation. In the following lemma,
we formally characterize the variance of gradient approximation for SFW++. To this end, we also need
to properly choose the minibatch sizes |M0| and |M|.
Lemma 3.2. Consider the SFW++ method outlined in Algorithm 1 and assume that in Step 8 we follow
the update in (25) to construct the gradient difference approximation ∆˜t (Option II). If Assumptions 3.1,
3.2, 3.3, 3.4, and 3.5 hold and we set the minibatch sizes to |M0| = (G2/(L¯2D2ǫ2)) and |M| = 2/ǫ,
and the error of Hessian-vector product approximation δ is O(ǫ2) as in (45), then
E
[‖gt −∇F (xt)‖2] ≤ (1 + ǫt)L¯2D2ǫ2, ∀t ∈ {0, . . . , T − 1}, (27)
where L¯ is a constant defined as L¯2
def
= 4B2G4 + 16G4 + 4L2 + 4B2L2.
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The result in Lemma 3.2 shows that by |M| = O(ǫ−1) calls to the stochastic oracle at each iteration,
the variance of gradient approximation in SFW++ after t iterations is on the order of O((1 + ǫt)ǫ).
In the following theorem, we use this result to characterize the convergence properties of our proposed
SFW++ method for solving stochastic non-convex minimization problems. For simplicity, we analyze
the convergence of gradient-difference estimator (18). However, similar results can be obtained for the
Hessian-vector product estimator (25) by setting δ = O(ǫ2).
Theorem 3.1. Consider Problem (10) when F is a general non-convex function. Further, recall the
SFW++ method outlined in Algorithm 1. Suppose the conditions in Assumptions 3.1, 3.2, 3.3, 3.4, and
3.5 are satisfied. Further, let L¯2
def
= 4B2G4 + 16G4 + 4L2 + 4B2L2. If we set SFW++ parameters to
ηt = ǫ/(L¯D), |Mth| = 2G/ǫ, q = ⌈G/(16ǫ)⌉, and |Mt0| = G2/(8ǫ2), then the iterates generated by
SFW++ satisfy
E
[
VC(x
t¯;F )
]
≤ 5ǫD,
where the total number of iterations is T = L¯(F (x∗)− F (x0))/ǫ2.
Theorem 3.1 shows that after at most O(1/ǫ2) iterations, SFW++ reaches an ǫ-FOSP. To character-
ize the overall complexity, we need to take into account the number of stochastic gradient evaluations
per iteration, as we do in the following corollary.
Corollary 3.1 (oracle complexity for non-concave case). Assume that the target accuracy ǫ satisfies
mod(T, q) = 0. The overall stochastic complexity is
T∑
i=0
|Mih|+
T/q∑
k=0
|Mqk0 |=O
(
L¯G(F (x∗)− F (x0))/ǫ3) . (28)
According to Corollary 3.1, SFW++ finds an ǫ-FOSP for general stochastic non-concave maximiza-
tion after at most computing O(1/ǫ3) stochastic gradient evaluations.
Remark 3.2. The results in Theorem 3.1 and Corollary 3.1 hold for the general non-oblivious prob-
lem (1). Indeed, such complexity bounds also hold for the oblivious setting and the proof follows sim-
ilarly (with requiring less assumptions). More precisely, to prove the same theoretical guarantees for
the oblivious case, we only require Assumptions 3.2, 3.4 as well as the bounded variance assumption
Ez∼p(z)‖F˜ (x; z) − F (x)‖2 ≤ G2.
3.3 Convergence Analysis of SFW++: Convex Setting
In this section, we establish the overall complexity of SFW++ for finding an ǫ-approximate solution
when the expected objective function F in (10) is convex or equivalently the function F in (1) is concave.
Theorem 3.2. Consider Problem (1) when F is a concave function. Further, recall the SFW++ method
outlined in Algorithm 1. Suppose the conditions in Assumptions 3.1, 3.2, 3.3, 3.4, and 3.5 are satisfied.
Further, let L¯2
def
= 4B2G4 + 16G4 + 4L2 + 4B2L2. If we set SFW++ parameters to ηt = 2/(t + 2),
|Mth|=16(t+2) and |Mt0| = (G2(t+1)2)/(L¯2D2), then the iterates generated by SFW++ satisfy
F (x∗)− E[F (xt)] ≤ 28L¯D
2 + (F (x∗)− F (x0))
t+ 2
.
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Theorem 3.2 shows that after at most O(1/ǫ) iterations and O(1/ǫ) calls to a linear minimization
oracle SFW++ reaches an ǫ-approximate solution. To characterize the overall complexity of SFW++
in terms of the total number of stochastic gradient evaluations, we need to take into account the number
of stochastic gradient evaluations per iteration, as we do in the following corollary.
Corollary 3.2 (oracle complexity for convex case). Assume that the target accuracy ǫ satisfies t =
(28LD2+(F (x∗)−F (x0)))/ǫ=2K for some K ∈ N. The overall stochastic complexity is
t∑
i=0
|Mih|+
K∑
k=0
|M2k0 |=O
(
L¯2D4
ǫ2
+
G2D2
ǫ2
+
G2(F (x∗)−F (x0))2
L¯2D2ǫ2
)
. (29)
According to Corollary 3.2, SFW++ finds an ǫ-approximate solution for stochastic concave maxi-
mization (equivalently convex minimization) after at most computing O(1/ǫ2) stochastic gradient eval-
uations.
Remark 3.3. The results in Theorem 3.2 and Corollary 3.2 hold for the general non-oblivious problem
in (1) when the objective function F is concave. Indeed, such complexity bounds also hold for the
oblivious setting and the proof follows similarly (with requiring less assumptions). More precisely, the
same theoretical guarantees as in Remark 3.2 holds for the oblivious case under the Assumptions 3.2
and 3.4 and the bounded variance assumption Ez∼p(z)‖F˜ (x; z) − F (x)‖2 ≤ G2.
4 Stochastic Continuous DR-submodular Maximization
In this section, we focus on a special case of the non-oblivious maximization problem in (1) when
the expected objective function F is continuous DR-submodular. We study both monotone and non-
monotone settings and for each of them we present a new stochastic variant of the continuous greedy
method [Calinescu et al., 2011b] that can be interpreted as a conditional gradient method. We then
extend our results to the problem of maximizing discrete submodular set functions when the objective is
defined as an expectation of a collection of random set functions.
4.1 Stochastic Continuous Greedy++: Monotone Setting
We present the Stochastic Continuous Greedy++ (SCG++) algorithm which is the first method
to obtain a [(1 − 1/e)OPT − ǫ] solution with O(1/ǫ2) stochastic oracle complexity for maximizing
monotone but stochastic DR-submodular functions over a compact convex body. The SCG++ algo-
rithm essentially operates in a conditional gradient manner. To be more precise, at each iteration t, given
a gradient estimator gt, SCG++ solves the subproblem
vt = argmax
v∈C
〈v,gt〉 (30)
to obtain an element vt in C as ascent direction, which is then added to the iterate xt+1 with a scaling
factor 1/T , i.e., the new iterate xt+1 is computed by following the update
xt+1 = xt +
1
T
vt, (31)
where T is the total number of iterations of the algorithm. Note the difference between (31) and (12). The
iterates are assumed to be initialized at the origin which may not belong to the feasible set C. Though
15
Algorithm 2 Stochastic Continuous Greedy++ (SCG++)
Input: Minibatch size |M0| and |M|, and total number of rounds T
1: Initialize x0 = 0;
2: for t = 1 to T do
3: if t = 1 then
4: Sample a minibatchM0 of z according to p(z;x0) and compute g0 def= ∇F˜ (x0;M0);
5: else
6: Sample a minibatchM of z according to p(z;x(a)) where a is a chosen uniformly at random
from [0, 1] and x(a) := a · xt + (1− a) · xt−1;
7: Compute the Hessian approximation ∇˜2t corresponding toM according to (17);
8: Construct ∆˜t based on (18) (Option I) or (25) (Option II);
9: Update the stochastic gradient approximation gt := gt−1 + ∆˜t;
10: end if
11: Compute the ascent direction vt := argmax
v∈C{v⊤gt};
12: Update the variable xt+1 := xt + 1/T · vt;
13: end for
each iterate xt may not necessarily be in C, the feasibility of the final iterate xT is guaranteed by the
convexity of C. Note that the iterate sequence {xs}Ts=0 can be regarded as a path from the origin (as
we manually force x0 = 0) to some feasible point in C. The key idea in SCG++ is to exploit the high
correlation between the consecutive iterates originated from the O(1/T )-sized increments to maintain
a highly accurate estimate gt, which is evaluated based on the gradient estimation scheme presented
in Section 3.1. Note that by replacing the gradient approximation vector gt in the update of SCG++
by the exact gradient of the objective function, we recover the update of the continuous greedy method
[Calinescu et al., 2011b, Bian et al., 2017b].
We proceed to analyze the convergence property of Algorithm 2 using (25) as the gradient-difference
estimation. Similar results can be obtained by using (18). We first specify the extra assumptions required
for the analysis of the SCG++ method.
Assumption 4.1 (function value at the origin). The function value F at the origin is F (0) ≥ 0.
Assumption 4.2 (DR-submodularity). F is DR-submodular.
Assumption 4.3 (monotonicity). F is monotone.
In the following theorem, we incorporate the bound on the noise of gradient approximation presented
in Lemma 3.2 to characterize the convergence guarantee of SCG++.
Theorem 4.1. Consider the SCG++method outlined in Algorithm 2 and assume that in Step 8 we follow
the update in (25) to construct the gradient difference approximation ∆˜t (Option II). If Assumptions 3.1,
3.2, 3.3, 3.4, 3.5, 4.1, 4.2 and 4.3 hold, then the output of SCG++ denoted by xT satisfies
E
[
F (xT )
] ≥ (1− 1/e)F (x∗)− 2LǫD2,
by setting |M0| = G22L¯2D2ǫ2 , |M| = 12ǫ , T = 1ǫ , and δ = O(ǫ2). Here L¯ is a constant defined as
L¯2
def
= 4B2G4 + 16G4 + 4L2 + 4B2L2.
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Algorithm 3 Stochastic Measured Continuous Greedy++ (SMCG++)
Input: Minibatch size |M0| and |M|, and total number of rounds T
1: Initialize x0 = 0;
2: for t = 1 to T do
3: if t = 1 then
4: Sample a minibatchM0 of z according to p(z;x0) and compute g0 def= ∇F˜ (x0;M0);
5: else
6: Sample a minibatch M of z according to p(z;x(a)) where a is a chosen uniformly at random
from [0, 1] and x(a) := a · xt + (1− a) · xt−1;
7: Compute the Hessian approximation ∇˜2t corresponding toM according to (17);
8: Construct ∆˜t based on (18) (Option I) or (25) (Option II);
9: Update the stochastic gradient approximation gt := gt−1 + ∆˜t;
10: end if
11: Compute the ascent direction vt := argmax{v∈C|v≤u¯−xt}{v⊤gt};
12: Update the variable xt+1 := xt + 1/T · vt;
13: end for
The result in Theorem 4.1 shows that after at most T = 1/ǫ iterations the objective function value
for the output of SCG++ is at least (1 − 1/e)OPT − O(ǫ). As the number of calls to the stochastic
oracle per iteration is of O(1/ǫ), to reach a (1− 1/e)OPT−O(ǫ) approximation guarantee the SCG++
method has an overall stochastic first-order oracle complexity of O(1/ǫ2). We formally characterize this
result in the following corollary.
Corollary 4.1 (oracle complexities). To find a [(1−1/e)OPT−ǫ] solution to Problem (1) using Algorithm
2 with Option II, the overall stochastic first-order oracle complexity is (2G2D2 + 4L¯2D4)/ǫ2 and the
overall linear optimization oracle complexity is 2L¯D2/ǫ.
4.2 Stochastic Continuous Greedy++: Non-monotone Setting
In this section, we consider the maximization of a non-monotone stochastic DR-submodular function.
To present our method for solving this class of problems we first need to specify the domain X of the
expected function F : X → R+ which is given by X =
∏d
i=1 Xi where each Xi = [ui, u¯i] is a bounded
interval. To simplify the notation we define the vectors u = [u1, . . . , ud] and u¯ = [u¯1, . . . , u¯d]. In this
section, we further assume that the constraint set C is down-closed, i.e., 0 ∈ C. It is known that without
this assumption, no constant factor approximation guarantee is possible Vondrak [2008].
We present the Stochastic Measured Continuous Greedy++ (SMCG++) method for
solving stochastic non-monotone DR-submodular functions in Algorithm 3. Note that many of the steps
of SMCG++ are similar to the ones in Algorithm 2 for SCG++, except the update of ascent direction
vt in Step 11. In particular, we compute the ascent direction in SMCG++ by solving the problem
vt := argmax
{v∈C|v≤u¯−xt}
{v⊤gt}, (32)
where gt is the stochastic gradient approximation at step t. This update differs from the update in (30)
for the monotone setting by having the extra constraint v ≤ u¯− xt. This extra constraint is required to
ensure that the outcome of this linear optimization does not grow aggressively as suggested previously
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in [Feldman et al., 2011, Bian et al., 2017a]. In the following theorem, we show that SMCG++ obtains
a 1/e-guarantee.
Theorem 4.2. Consider the SMCG++method outlined in Algorithm 3 and assume that in Step 8 we fol-
low the update in (25) to construct the gradient difference approximation ∆˜t (Option II). If Assumptions
3.1, 3.2, 3.3, 3.4, 3.5, 4.1, and 4.2 hold, then the output of SMCG++ denoted by xT satisfies
E
[
F (xT )
] ≥ (1/e)F (x∗)− (4√2 + 1)/2 · L¯D2ǫ,
by setting |M0| = G22L¯2D2ǫ2 , |M| = 12ǫ , T = 1ǫ , and δ = O(ǫ2) as in (45). Here L¯ is a constant defined
by L¯2
def
= 4B2G4 + 16G4 + 4L2 + 4B2L2.
The result in Theorem 4.2 implies that after at most T = 1/ǫ iterations the objective function value
for the output of SMCG++ is at least (1/e)OPT − O(ǫ). As the number of calls to the stochastic
oracle per iteration is of O(1/ǫ), to reach a (1/e)OPT − O(ǫ) approximation guarantee SMCG++ has
an overall stochastic first-order oracle complexity of O(1/ǫ2) with O(1/ǫ) calls to a linear optimization
oracle.
5 Stochastic Discrete Submodular Maximization
In this section, we focus on extending our result in the previous section to the case where F is the
multilinear extension of a (stochastic) discrete submodular function f . This is also an instance of the
non-oblivious stochastic optimization (1). Indeed, once such a result is achieved, with a proper rounding
scheme such as pipage rounding [Calinescu et al., 2007] or contention resolution method [Chekuri et al.,
2014], we can obtain discrete solutions. Let V denote a finite set of d elements, i.e., V = {1, . . . , d}.
Consider a discrete submodular function f : 2V → R+, which is defined as an expectation over a set
of functions fγ : 2
V → R+. Our goal is to maximize f subject to some constraint I , where the I is
a collection of the subsets of V . In other words, we aim to solve the following discrete and stochastic
submodular function maximization problem
max
S∈I
f(S) := max
S∈I
Eγ∼p(γ)[fγ(S)], (33)
where p(γ) is an arbitrary distribution. In particular, we assume the pair M = {V,I} forms a matroid
with rank r. The prototypical example is maximization under the cardinality constraint, i.e., for a given
integer r, find S ⊆ V , |S| ≤ r, which maximizes f . The challenge here is to find a solution with near-
optimal quality for the problem in (33) without computing the expectation in (33). That is, we assume
access to an oracle that, given a set S, outputs an independently chosen sample fγ(S) where γ ∼ p(γ).
The focus of this section is on extending our results into the discrete domain and showing that SCG++
can be applied for maximizing a stochastic submodular set function f , namely Problem (33), through the
multilinear extension of the function f . Specifically, in lieu of solving (33) we can solve its continuous
extension
max
x∈C
F (x), (34)
where F : [0, 1]V → R+ is the multilinear extension of f and is defined as
F (x) :=
∑
S⊆V
f(S)
∏
i∈S
xi
∏
j /∈S
(1− xj) =
∑
S⊆V
Eγ∼p(γ)[fγ(S)]
∏
i∈S
xi
∏
j /∈S
(1− xj), (35)
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and the convex set C = conv{1I : I ∈ I} is the matroid polytope [Calinescu et al., 2007]. Note that here
xi denotes the i-th component of the vector x. In other words, F (x) is the expected value of f over sets
wherein each element i is included with probability xi independently.
To solve the multilinear extension problem in (35) using SCG++ (for the monotone case) and
SMCG++ (for the non-monotone case), we need access to unbiased estimators of the gradient and
the Hessian. In the following lemma, we first study the structure of the Hessian of the objective function
(35).
Lemma 5.1. [Calinescu et al., 2007] Recall the definition of F in (35) as the multilinear extension of
the set function f defined in (33). Then, for i = j we have [∇2F (y)]i,j = 0, and for i 6= j we have
[∇2F (y)]i,j =F (y;yi ← 1,yj ← 1)− F (y;yi ← 1,yj ← 0)
− F (y;yi ← 0,yj ← 1) + F (y;yi ← 0,yj ← 0), (36)
where the vector y;yi ← ci,yj ← cj is defined as a vector that the ith and jth entries of y is set to ci
and cj , respectively.
Note that each term in (36) is an expectation which can be estimated in a bias-free manner by direct
sampling. We will now construct the Hessian approximation ∇˜2k using Lemma 5.1. Let a be a uniform
random variable between [0, 1] and let e = (e1, · · · , ed) be a random vector in which ei’s are generated
i.i.d. according to the uniform distribution over the unit interval [0, 1]. In each iteration, a minibatchM of
|M| samples of {a, e, γ} (recall that γ is the random variable that parameterizes the component function
fγ), i.e.,M = {ak, ek, γk}|M|k=1, is generated. Then for all k ∈ [|M|], we let xak = akxt+(1− ak)xt−1
and construct the random set S(xak , ek) using xak and ek in the following way: s ∈ S(xak , ek) if
and only if [ek]s ≤ [xak ]s for s ∈ [d]. Having S(xak , ek) and γk, each entry of the Hessian estimator
∇˜2k ∈ Rd×d is [
∇˜2k
]
i,j
= fγk(S(xak , ek) ∪ {i, j}) − fγk(S(xak , ek) ∪ {i} \ {j})
−fγk(S(xak , ek) ∪ {j} \ {i}) + fγk(S(xak , ek) \ {i, j}),
(37)
where i 6= j, and if i = j then [∇˜2k]i,j = 0. As linear optimization over the rank-r matriod polytope
always return vt with at most r nonzero entries, the complexity of computing (37) is O(rd).
Now we use the above approximation of Hessian to solve the multilinear extension as a special case
of Problem (1) using SCG++ and SMCG++. To do so, we first introduce the following definitions.
Definition 5.1. LetDγ denote the maximum marginal value of fγ , i.e.,Dγ
def
= maxi∈V fγ(i), and further
define Df
def
=
√
Eγ [D2γ ].
Based on Definition 5.1, the Hessian estimator ∇˜2k has a bounded ‖ · ‖2,∞ norm:
E[‖∇˜2k‖22,∞] = E[max
i∈[d]
‖∇˜2k(:, i)‖2] ≤ 4d · EγD2γ = 4d ·D2f .
5.1 Convergence results
We first analyze the convergence of SCG++ for solving the problem in (34) when the discrete function
f is monotone. Compared to Theorem 4.1, Theorem 5.1 has an explicit dependency on the problem
dimension d and exploits the sparsity of the vector vt.
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Theorem 5.1. Consider the multilinear extension of a monotone stochastic submodular set function
and recall the definition of Df . By using the minibatch size |M| = O(
√
r3dDf/ǫ) and |M0| =
O(√dDf/
√
rǫ2), SCG++ finds a [(1 − 1/e)OPT − 6ǫ] approximation of the multilinear extension
problem at most (
√
r3dDf/ǫ) iterations. Moreover, the overall stochastic oracle cost is O(r3dD2f/ǫ2).
Since the cost of a single stochastic gradient computation isO(d), Theorem 5.1 shows that the overall
computation complexity of Algorithm 2 is O(d2/ǫ2). Note that, in the multilinear extension case, the
smoothness Assumption 3.4 required for the results in Section 4.1 is absent, and that is why we need to
develop a more sophisticated gradient-difference estimator to achieve a similar theoretical guarantee (the
details are deferred to the Appendix 7.7).
Remark 5.1 (optimality of oracle complexities). In order to achieve the tight 1−1/e− ǫ approximation,
the stochastic oracle complexity O(1/ǫ2), obtained in Theorem 5.1, is optimal in terms of its dependency
on ǫ. A lower bound on the stochastic oracle complexity is given in the following section.
We now proceed to derive our result for maximizing a stochastic and non-monotone discrete sub-
modular function.
Theorem 5.2. Consider the multilinear extension of a non-monotone stochastic submodular set func-
tion and recall the definition of Df . By using the minibatch size |M| = O(
√
r3dDf/ǫ) and |M0| =
O(
√
dDf/
√
rǫ2), SMCG++ finds a [(1/e)OPT−ǫ] approximation of the multilinear extension problem
at most (
√
r3dDf/ǫ) iterations. Moreover, the overall stochastic oracle cost is O(r3dD2f/ǫ2).
5.2 Lower Bound
In this section, we show that reaching a (1 − 1/e − ǫ)-optimal solution of Problem (1) when F is a
monotone DR-submodular function requires at least O(1/ǫ2) calls to an oracle that provides stochastic
first-order information. To do so, we first construct a stochastic submodular set function f , defined as
f(S) = Eγ∼p(γ)[fγ(S)], with the following property: Obtaining a (1 − 1/e − ǫ)-optimal solution for
maximization of f under a cardinality constraint requires at least O(1/ǫ2) samples of the form fγ(·)
where γ is generated i.i.d from distribution p. Such a lower bound on sample complexity can be directly
extended to Problem (1) with a stochastic first order oracle, by considering the multilinear extension of
the function f , denoted by F , and noting that (i) problems (33) and (34) have the same optimal values,
and (ii) one can construct an unbiased estimator of the gradient of the multilinear extension using d
independent samples from the underlying stochastic set function f . Hence, any method for maximizing
(34) is also an algorithm for maximizing (33) with the same guarantees on the quality of the solution
and with sample complexities that differ at most by a factor of d. Now we provide the formal statements
regarding the above argument.
Theorem 5.3. There exists a distribution p(γ) and a monotone submodular function f : 2V → R+,
given as f(S) = Eγ∼p(γ)[fγ(S)], such that the following holds: In order to find a (1− 1/e− ǫ)-optimal
solution for (33) with k-cardinality constraint, any algorithm requires at least min{exp(αk), β/ǫ2}
stochastic samples fγ(·).
Corollary 5.1. There exists a monotone DR-submodular function F : [0, 1]n → R, a convex constraint
C, and a stochastic first order oracle Ofirst, such that any algorithm for maximizing F subject to C
requires at least min{exp(αn), β/ǫ2} queries from Ofirst.
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6 Conclusion
In this paper we studied a class of stochastic conditional gradient methods for solving non-oblivious con-
vex and nonconvex minimization problems as well as continuous DR-submodular maximization prob-
lems. In particular, (i) we proposed a stochastic variant of the Frank-Wolfe method called SFW++ for
minimizing a smooth non-convex stochastic function subject to a convex body constraint. We showed
that SFW++ finds an ǫ-first order stationary point after at most O(1/ǫ3) stochastic gradient evaluations;
(ii) we further studied the convergence rate of SFW++ when we face a constrained convex minimization
problem and showed that SFW++ achieves an ǫ-approximate optimum while using O(1/ǫ2) stochastic
gradients; (iii) we also extended the idea of our proposed variance reduced stochastic condition gradi-
ent method to the submodular setting and developed SCG++, the first efficient variant of continuous
greedy for maximizing a stochastic, continuous, monotone DR-submodular function subject to a convex
constraint. We showed that SCG++ achieves a tight [(1 − 1/e)OPT − ǫ] solution while using O(1/ǫ2)
stochastic gradients. We further derived a tight lower bound on the number of calls to the first-order
stochastic oracle for achieving a [(1 − 1/e)OPT − ǫ] approximate solution. This result showed that
SCG++ has the optimal sample complexity for finding an optimal (1 − 1/e) approximation guarantee
for monotone but stochastic DR-submodular functions. Finally, for maximizing a non-monotone contin-
uous DR-submodular function, SCG++ achieves a [(1/e)OPT − ǫ] solution after computing O(1/ǫ2)
stochastic gradients.
7 Appendix
7.1 Proof of Lemma 3.1
Proof. Recall the definition of F (y) =
∫
z∈Z F˜ (y; z)p(z;y)dz. The first order differential can be com-
puted by
∇F (y) =
∫
z∈Z
p(z;y)∇F˜ (y; z) + F˜ (y; z)∇p(z;y)dz
=
∫
z∈Z
p(z;y)
[
∇F˜ (y; z) + F˜ (y; z)∇ log p(z;y)
]
dz,
(38)
where we use ∇ log p(z;y) = ∇p(z;y)p(z;y) in the second equality. We now compute the second order differ-
ential by
∇2F (y) =
∫
z∈Z
[
∇F˜ (y; z) + F˜ (y; z)∇ log p(z;y)
]
[∇p(z;y)]⊤dz
+
∫
z∈Z
p(z;y)
[
∇2F˜ (y; z) + [∇ log p(z;y)][∇F˜ (y; z)]⊤ + F˜ (y; z)∇2 log p(z;y)
]
dz
=
∫
z∈Z
p(z;y)
[
∇F˜ (y; z) + F˜ (y; z)∇ log p(z;y)
]
[∇ log p(z;y)]⊤dz
+
∫
z∈Z
p(z;y)
[
∇2F˜ (y; z) + [∇ log p(z;y)][∇F˜ (y; z)]⊤ + F˜ (y; z)∇2 log p(z;y)
]
dz,
where again we use ∇ log p(z;y) = ∇p(z;y)p(z;y) in the second equality. From such derivations, we have the
result.
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7.2 Proof of Lemma 3.2
Before we give the proof of Lemma 3.2, we first present a lemma which bounds the second moment of
the spectral norm of the Hessian estimator ∇2F˜ (y; z) for any y ∈ C.
Lemma 7.1. Recall the definition of the Hessian estimator ∇2F˜ (y; z) in (16). Under Assumptions 3.1,
3.3, 3.4, we bound for any y ∈ C
Ez∼p(z;y)[‖∇2F˜ (y; z)‖2] ≤ 4B2G4 + 16G4 + 4L2 + 4B2L2 def= L¯2. (39)
Lemma 7.1. From the definition of the Hessian estimator ∇2F˜ (y; z) (see (16)), we have
‖∇˜2F (y; z)‖ ≤ B‖∇ log p(z;y)‖2 + 2G‖∇ log p(z;y)‖ + L+B‖∇2 log p(z;y)‖, (40)
where we use Assumption 3.1 and 3.3 and the triangle inequality. Futher, taking expectation on both
sides and use Assumption 3.4 to bound
E[‖∇˜2F (y; z)‖2] ≤ 4B2G4 + 16G4 + 4L2 + 4B2L2. (41)
Lemma 3.2. We prove via induction. When t = 0, use the unbiasedness of ∇F˜ (x0; z) and Assumption
3.3, we bound
EM0 [‖F (x0)−g0‖2] =
1
|M0|E[‖F (x
0)−∇F˜ (x0; z)‖2] ≤ 1|M0|E[‖∇F˜ (x
0; z)‖2] ≤ G
2
|M0| ≤ L¯
2D2ǫ2.
Now assume that we have the result for t = t¯. When t = t¯+ 1, we have from the definition of gt
gt −∇F (xt) = [gt−1 −∇F (xt−1)]+ [ξδ(x;M)− ∇˜2t (xt − xt−1)]
+
[
∇˜2t (xt − xt−1)− (∇F (xt)−∇F (xt−1))
]
.
Expand ‖∇F (xt)− gt‖2 to obtain
‖∇F (xt)− gt‖2 = ‖∇F (xt)−∇F (xt−1)− ∇˜2t (xt − xt−1)‖2 + ‖gt−1 −∇F (xt−1)‖2
+ 2〈∇F (xt)−∇F (xt−1)− ∇˜2t (xt − xt−1),gt−1 −∇F (xt−1)〉
+ 2〈∇˜2t (xt − xt−1)− ξδ(x;M),∇F (xt)−∇F (xt−1)− ∇˜2t (xt − xt−1)〉
+ 2〈∇˜2t (xt − xt−1)− ξδ(x;M),gt−1 −∇F (xt−1)〉
+ ‖∇˜2t (xt − xt−1)− ξδ(x;M)‖2. (42)
Using the unbiasedness of ∇˜2t (xt − xt−1), we have
E[〈∇F (xt)−∇F (xt−1)− ∇˜2t (xt − xt−1),gt−1 −∇F (xt−1)〉] = 0. (43)
Additionally, from the unbiasedness of ∆˜t, we have
E[‖∆˜t − (∇F (xt)−∇F (xt−1))‖2] ≤ ǫ
2D2
|M| E[‖∇
2F (x(a1); z1(a1))‖2] ≤ ǫ
2L¯2D2
|M| , (44)
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where we use Lemma 7.1 in the last inequality. Taking expectation on both sides of (42), we have
E[‖∇F (xt)− gt‖2]
=E[‖∇F (xt)−∇F (xt−1)− ∇˜2t (xt − xt−1)‖2] + E[‖gt−1 −∇F (xt−1)‖2]
+ 2E[‖∇˜2t (xt − xt−1)− ξδ(x;M)‖‖∇F (xt)−∇F (xt−1)− ∇˜2t (xt − xt−1)‖]
+ 2E[‖∇˜2t (xt − xt−1)− ξδ(x;M)‖‖gt−1 −∇F (xt−1)‖] + E[‖∇˜2t (xt − xt−1)− ξδ(x;M)‖2]
≤E[‖∇F (xt)−∇F (xt−1)− ∇˜2t (xt − xt−1)‖2] + E[‖gt−1 −∇F (xt−1)‖2] + 4D4L22δ2
+ 4D2L2δ‖∇F (xt)−∇F (xt−1)− ∇˜2t (xt − xt−1)‖+ 4D2L2δ‖gt−1 −∇F (xt−1)‖
≤ L¯
2D2ǫ2
|M| + (1 + ǫ(t− 1))L¯
2D2ǫ2 + 4δ
(
D2L2L¯Dǫ√
|M| +D
2L2
√
(1 + ǫ(t− 1))L¯Dǫ+D4L22δ
)
By taking δ sufficiently small such that
4δ
(
D2L2L¯Dǫ√
|M| +D
2L2
√
(1 + ǫ(t− 1))L¯Dǫ+D4L22δ
)
≤ L¯2D2ǫ3/2, (45)
we have shown that the induction holds for t = t¯+ 1.
7.3 Proof of Theorem 3.1
To prove the theorem we first prove the following lemma.
Lemma 7.2 (variance bound). Recall the definition of the Hessian estimator ∇2F˜ (y; z) in (16). Under
Assumptions 3.1, 3.3, 3.4, and by taking q = G/(16ǫ), |Mt0| = G2/(8ǫ2), |Mth| = 2G/ǫ, and ηt =
ǫ/(L¯D), we bound
E[‖gt −∇F (xt)‖2] ≤ ǫ2/4, (46)
where L¯ is defined in Lemma 3.2.
Proof. For t such thatmod(t, p) 6= 0,
E[‖gt −∇F (xt)‖2] = E[‖∇˜2t [xt − xt−1] + gt−1 −∇F (xt)‖2]
= E[‖∇˜2t [xt − xt−1]− (∇F (xt)−∇F (xt−1))‖2] + E[‖gt−1 −∇F (xt−1)‖2]
=
1
|Mth|
E[‖∇˜21[xt − xt−1]− (∇F (xt)−∇F (xt−1))‖2] + E[‖gt−1 −∇F (xt−1)‖2]
≤ 1|Mth|
E[‖∇˜21[xt − xt−1]‖2] + E[‖gt−1 −∇F (xt−1)‖2].
Observe that xt+1 − xt = ηt(vt − xt) and therefore
E[‖gt −∇F (xt)‖2] ≤ 4η
2
tD
2
|Mth|
E[‖∇˜21‖2] + E[‖gt−1 −∇F (xt−1)‖2]
≤ 4η
2
tD
2L¯2
|Mth|
+ E[‖gt−1 −∇F (xt−1)‖2],
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where we use Lemma 7.1 in the second inequality. Denote by k0 = q × ⌊t/q⌋ and k = mod(t, q) ≤ q.
Repeat the above recursion k times to obtain
E[‖gt −∇F (xt)‖2] ≤ 4kη
2
tD
2L¯2
|Mth|
+ E[‖gk0 −∇F (xk0)‖2]
=
4qη2tD
2L¯2
|Mth|
+
G2
|Mt0|
.
By setting q = G/(16ǫ), |Mt0| = G2/(8ǫ2), |Mth| = 2G/ǫ, and ηt = ǫ/L¯D, we have
E[‖gt −∇F (xt)‖2] ≤ ǫ2/4,
Now we are ready to prove the claim in Theorem 3.1. From Lemma 7.1, we have
‖∇2F (x)‖2 ≤ ‖Ez∼p(z;x)[∇2F˜ (x; z)]‖2 ≤ Ez∼p(z;x)[‖∇2F˜ (x; z)‖2] ≤ L¯2. (47)
By standard arguments, F can be proved to be L¯-smooth. From the smoothness of F
F (xt+1) ≥ F (xt) + 〈∇F (xt),xt+1 − xt〉 − L¯
2
‖xt+1 − xt‖2
= F (xt) + 〈gt,xt+1 − xt〉 − L¯
2
‖xt+1 − xt‖2 + 〈∇F (xt)− gt,xt+1 − xt〉
= F (xt) + η〈gt,vt − xt〉 − L¯η
2
2
‖ut − xt‖2 + η〈∇F (xt)− gt,vt − xt〉
≥ F (xt) + η〈gt,vt − xt〉 − 2L¯η2D2 − 2ηD‖∇F (xt)− gt‖.
Denoting by v+ = argmax
v∈C〈∇F (xt),v − xt〉, we have
VC(x
t;F ) = 〈∇F (xt)− gt,v+ − xt〉+ 〈gt,v+ − xt〉
≤ 2D‖∇F (xt)− gt‖+ 〈gt,vt − xt〉.
These two bounds together give
ηVC(x
t;F ) ≤ F (xt+1)− F (xt) + 4ηD‖∇F (xt)− gt‖+ 2L¯η2D2.
From the choice of step-size η = ǫ/L¯D and E[‖∇F (xt) − gt‖2] ≤ ǫ2/4 in Lemma 7.2, we have for
t ≥ 1
ǫ
L¯D
E[VC(x
t;F )] ≤ E[F (xt+1)]− E[F (xt)] + 2ǫ2/L¯+ 4ǫ/L¯ · E[‖∇F (xt)− gt‖]
≤ E[F (xt+1)]− E[F (xt)] + 4ǫ2/L¯.
Sum the above inequalities from t = 1 to T to obtain
T∑
t=1
ǫ
L¯D
E[VC(x
t; f)] ≤ F (x∗)− F (x1) + T · 4ǫ
2
L¯
.
Hence, by sampling t0 from [T ] uniformly at random, we have
E[VC(x
t;F )] ≤ L¯(F (x
∗)− F (x1))
Tǫ
+ 4ǫD,
and thus when T = L¯(F (x∗)− F (x1))/ǫ2, we have E[VC(xt;F )] ≤ 5ǫD.
24
7.4 Proof of Theorem 3.2
To prove the theorem we first prove the following lemma.
Lemma 7.3 (variance bound). Recall the definition of the Hessian estimator ∇2F˜ (y; z) in (16). Under
Assumptions 3.1, 3.3, 3.4, by taking |Mth| = 16(t+ 2) and |Mt0| = G
2(t+1)2
L¯2D2
, we bound
E[‖gt −∇F (xt)‖2] ≤ 2L¯2D2η2t , (48)
where L¯ is defined in Lemma 3.2.
Proof. Assume iteration t is in the kth epoch, i.e., 2k ≤ t < 2k+1. For t such thatmod(t, 2k) 6= 0,
E[‖gt −∇F (xt)‖2] = E[‖∇˜2t [xt − xt−1] + gt−1 −∇F (xt)‖2]
= E[‖∇˜2t [xt − xt−1]− (∇F (xt)−∇F (xt−1))‖2] + E[‖gt−1 −∇F (xt−1)‖2]
=
1
|Mth|
E[‖∇˜21[xt − xt−1]− (∇F (xt)−∇F (xt−1))‖2] + E[‖gt−1 −∇F (xt−1)‖2]
≤ 1|Mth|
E[‖∇˜21[xt − xt−1]‖2] + E[‖gt−1 −∇F (xt−1)‖2].
Observe that xt+1 − xt = ηt(vt − xt) and therefore
E[‖gt −∇F (xt)‖2] ≤ 4η
2
tD
2
|Mth|
E[‖∇˜21‖2] + E[‖gt−1 −∇F (xt−1)‖2]
≤ 4η
2
tD
2L¯2
|Mth|
+ E[‖gt−1 −∇F (xt−1)‖2],
where we use Lemma 7.1 in the second inequality. Repeat the above recursion t− 2k < 2k times (since
t < 2k+1), we obtain
E[‖gt −∇F (xt)‖2] ≤ E[‖g2k −∇F (x2k)‖2] +
t∑
i=2k
4D2L¯2 · η
2
i
|Mih|
≤ G
2
|M2k0 |
+D2L¯2
t∑
i=2k
1
(i+ 2)3
≤ L¯2D2η22k+1 +
D2L¯2
2
t∑
i=2k
[
1
(i+ 1)(i + 2)
− 1
(i+ 2)(i + 3)
]
≤ L¯2D2η22k+1 +D2L¯2
1
(2k + 1)(2k−1 + 1)
≤ 2L¯2D2η22k+1
≤ 2L¯2D2η2t
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Now we are ready to prove the claim in Theorem 3.2. From Lemma 7.1, we have
‖∇2F (x)‖2 ≤ ‖Ez∼p(z;x)[∇2F˜ (x; z)]‖2 ≤ Ez∼p(z;x)[‖∇2F˜ (x; z)‖2] ≤ L¯2. (49)
It is known that the boundedness of the Hessian ∇2F is equivalent to the smoothness of F . Let x∗ be a
global maximizer within the constraint set C. By the smoothness of F , we have
F (xt+1) ≥ F (xt) + 〈∇F (xt),xt+1 − xt〉 − L¯
2
‖xt+1 − xt‖2
= F (xt) + ηt〈∇F (xt),vt − xt〉 − L¯η
2
t
2
‖vt − xt‖2 (50)
= F (xt) + ηt〈gt,vt − xt〉+ ηt〈∇F (xt)− gt,vt − xt〉 − 2L¯η2tD2
≥ F (xt) + ηt〈gt,x∗ − xt〉+ ηt〈∇F (xt)− gt,vt − xt〉 − 2L¯η2tD2,
where we use the optimality and boundedness of vt in the last inequality. Take expectation on both sides
and use the unbiasedness of gtvr and Young’s inequality to yield
E[F (xt+1)] ≥ E[F (xt)] + ηt〈∇F (xt),x∗ − xt〉 − 1
2L¯
E[‖∇F (xt)− gt‖2]− 6L¯η2tD2. (51)
From the convexity of F , we have 〈∇F (xt),x∗ − xt〉 ≥ F (x∗)− F (xt) and thus
E[F (xt+1)] ≥ E[F (xt)] + ηtE[F (x∗)− F (xt)]− 1
2L¯
E[‖∇F (xt)− gt‖2]− 6L¯η2tD2. (52)
By using Lemma 3.2 with |M0| = G2L¯2D2η2t and |Mh| =
1
ηt
, we have
E[‖∇F (xt)− gt‖2] ≤ 2L¯2D2η2t . (53)
Let δt
def
= F (x∗)− F (xt) and c def= max{14L¯D2, δ0}. Combining (52) and (53) gives
E[δt+1] ≤ (1− ηt)E[δt] + cη2t /2.
By taking ηt =
2
t+2 and by induction we obtain Eδt ≤ 2ct+2 : For t = 0, it trivially holds. Assume
E[δt0 ] ≤ 2ct0+2 with t0 ≥ 1. For t = t0 + 1,
Eδt0+1 ≤
t0
t0 + 2
· 2c
t0 + 2
+
2c
(t0 + 2)2
≤ 2c
t0 + 3
. (54)
In conclusion, we have
F (x∗)− E[F (xt)] ≤ 28L¯D
2 + (F (x∗)− F (x0))
t+ 2
7.5 Proof of Theorem 4.1
From Lemma 7.1, we have
‖∇2F (x)‖2 ≤ ‖Ez∼p(z;x)∇2F˜ (x; z)‖2 ≤ Ez∼p(z;x)‖∇2F˜ (x; z)‖2 ≤ L¯2. (55)
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From standard argument, F can be proved to be L¯-smooth. Let x∗ be the global maximizer within the
constraint set C. From the smoothness of F , we have
F (xt+1) ≥ F (xt) + 〈∇F (xt),xt+1 − xt〉 − L¯
2
‖xt+1 − xt‖2
= F (xt) +
1
T
〈∇F (xt),vt〉 − L¯
2T 2
‖vt‖2 (56)
= F (xt) +
1
T
〈gt,vt〉+ 1
T
〈∇F (xt)− gt,vt〉 − L¯D
2
2T 2
≥ F (xt) + 1
T
〈gt,x∗〉+ 1
T
〈∇F (xt)− gt,vt〉 − L¯D
2
2T 2
,
where we use the optimality and boundedness of vt in the last inequality. Take expectation on both sides
and use the unbiasedness of gt to yield
E[F (xt+1)] ≥ E[F (xt)] + 1
T
E[〈∇F (xt),x∗〉] + 1
T
E[〈∇F (xt)− gt,vt〉]− L¯D
2
2T 2
. (57)
From the monotonicity of F and the concavity of F along positive directions, we have 〈∇F (xt),x∗〉 ≥
F (x∗)− F (xt). Additionally, by using Young’s inequality, we write
E[F (xt+1)] ≥ E[F (xt)] + 1
T
E[F (x∗)− F (xt)]− 1
2L¯
E[‖∇F (xt)− gt‖2]− L¯D
2
T 2
.
By using Lemma 3.2, we have for all t ∈ {0, . . . , T − 1}
E[‖∇F (xt)− gt‖2] ≤ 2L¯2D2ǫ2. (58)
Consequently, we have for T = 1ǫ
E[F (xt+1)] ≥ E[F (xt)] + ǫE[F (x∗)− F (xt)]− 2L¯ǫ2D2,
which is equivalent to
E[F (x∗)− F (xt+1)] ≤ (1− ǫ)TE[F (x∗)− F (xt)]− 2L¯ǫD2.
In conclusion, we have
E[F (xT )] ≥ (1− 1/e)F (x∗)− 2L¯ǫD2.
7.6 Proof of Theorem 4.2
We note that SMCG++ shares the same structure as NMSCG except the gradient estimation. Following
the same proof in Appendix H. of [Mokhtari et al., 2018b], we arrive at the following inequality ((113)
in [Mokhtari et al., 2018b])
F (xt+1)− F (xt) ≥ 1
T
[(1 − 1
T
)tF (x∗)− F (xt)]− 2D
T
‖∇F (xt)− gt‖ − L¯D
2
2T 2
. (59)
Recall the variance bound in Lemma 3.2. By taking ǫ = 1/T , we have E‖∇F (xt)−gt‖ ≤
√
E‖∇F (xt)− gt‖2 ≤√
2L¯D/T . Take expectations on both sides of (59) and plug in the above variance bound to arrive
E[F (xt+1)] ≥ (1− 1
T
)E[F (xt)] +
1
T
(1− 1
T
)tF (x∗)− (4
√
2 + 1)L¯D2
2T 2
. (60)
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Multiplying (1− 1T )−(t+1) on both sides of (60), we have
(1− 1
T
)−(t+1)E[F (xt+1)] ≥ (1− 1
T
)−tE[F (xt)] +
1
T
(1− 1
T
)−1F (x∗)− (4
√
2 + 1)L¯D2
2T 2(1− 1T )(t+1)
. (61)
Sum the above inequality from t = 0 to T − 1 and use F (x0) ≥ 0 to obtain
(1− 1
T
)−TE[F (xT )] ≥ F (x0) + (1− 1
T
)−1F (x∗)− (4
√
2 + 1)L¯D2
2T 2
· [(1− 1
T
)−T − 1](T − 1)
≥ (1− 1
T
)−1F (x∗)− (4
√
2 + 1)L¯D2
2T 2
· [(1− 1
T
)−T − 1](T − 1) (62)
Multiply (1− 1T )T on both sides of (62)
E[F (xT )] ≥ (1− 1
T
)T−1F (x∗)− (4
√
2 + 1)L¯D2
2T 2
· [1− (1− 1
T
)T ](T − 1)
≥ e−1F (x∗)− (4
√
2 + 1)L¯D2
2T
, (63)
where we use (1− 1T )T−1 ≥ e−1.
7.7 Multilinear Extension as Non-oblivious Stochastic Optimization
We proceed to show that the problem in (35) is captured by (1). To do so, use Ber(b;m) with b ∈ {0, 1}
andm ∈ [0, 1] to denote the Bernoulli distribution with parameter m, i.e.,
Ber(b;m) = mb(1−m)1−b.
Define the underlying distribution p(z, γ;x) as
p(z, γ;x) = p(γ)×
d∏
i=1
Ber(zi;xi), (64)
where p(γ) is defined in (33), zi is the i
th entry of z, and xi is the i
th entry of x. Let N(z) be a subset
of N such that i ∈ N(z) iff zi = 1. We then define the stochastic function F˜ (x; z, γ) as
F˜ (x; z, γ) = fγ(N(z)), (65)
where fγ is defined in (33). We emphasize that for a fixed z the stochastic function F˜ does not depend on
x and hence ∇F˜ (x; z) = 0. By considering the definition of the stochastic function F˜ (x; z, γ) in (65),
the multilinear extension function F in (35), and the probability distribution p(z, γ;x) in (64) it can be
verified that F is the expectation of the random F˜ (x; z, γ), and, therefore, the problem in (35) can be
written as (1).
At the first glance, it seems that we can apply the SCG++ method to maximize the multilinear
extension function F . However, the smoothness conditions required for the result in Theorem 4.1 do not
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Algorithm 4 (SCG++) for Multilinear Extension
Input: Minibatch size |M0| and |M|, and total number of rounds T
1: Initialize x0 = 0;
2: for t = 1 to T do
3: if t = 1 then
4: Sample a minibatchM0 of (γ, z) according to p(z, γ;x0) and compute g0 using (69);
5: else
6: Compute the Hessian approximation ∇˜2M = 1|M|
∑|M|
k=1 ∇˜2k corresponding toM according to
(37);
7: Construct ∆˜t based on (18);
8: Update the stochastic gradient approximation gt := gt−1 + ∆˜t;
9: end if
10: Compute the ascent direction vt := argmax
v∈C{v⊤gt};
11: Update the variable xt+1 := xt + 1/T · vt;
12: end for
hold in the multilinear setting. To be more specific, following the result in Lemma 3.1, we can derive an
unbiased estimator for the second-order differential of (35) using
∇˜2F (y; z) = F˜ (y; z)
[
[∇ log p(z, γ;y)][∇ log p(z, γ;y)]⊤ +∇2 log p(z, γ;y)
]
,
= fγ(N(z))
[
[
d∑
i=1
∇ logBer(zi;xi)][
d∑
i=1
∇ logBer(zi;xi)]⊤ +
d∑
i=1
∇2 logBer(zi;xi)
]
,
(66)
where we use ∇F˜ (x; z) = 0 in the first equality and use (64) and (65) in the second one. Further, note
that [∇ logBer(zi;xi)]2 +∇2 logBer(zi;xi) = 0 for all i ∈ [d] and hence, the above estimator can be
further simplified to
∇˜2F (y; z, γ) = fγ(N(z))
d∑
i,j=1
1i 6=j[∇ logBer(zi;xi)][∇ log Ber(zj ;xj)]⊤. (67)
Despite the simple form of (67), the smoothness property in Assumption 3.4 is absent since every entry
in the matrix ∇˜2F (y; z, γ) can have unbounded second-order moment when xi → 0 or xi → 1.
7.8 Detailed Implementation of SCG++ for Multilinear Extension
We briefly mentioned the Hessian estimator ∇˜2k in (37). In this section, we describe SCG++ for min-
imizing the Multilinear Extension (34) in Algorithm 4. In particular, we specify the gradient construction
for x0 by using the following equality
[∇F (x)]i = F (x;xi ← 1)− F (x;xi ← 0), (68)
for the multilinear extension F [Calinescu et al., 2011b]. Since both terms in (68) are in expectation, we
can directly sample a mini-batchM0 of (γ, z) pair from (68) to obtain an unbiased estimator of ∇F (x)
by
[g0]i
def
=
1
|M0|
|M0|∑
k=1
fγk(N(zk) ∪ {i}) − fγk(N(zk) \ {i}). (69)
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7.9 Proof of Lemma 5.1
First note that
∇xi logBer(zi;xi) =
zi
xi
− 1− zi
1− xi . (70)
We use z\i,j to denote the random vector z excluding the i
th and jth entries, and denote by z; zi ←
ci, zj ← cj the random vectors obtained by setting the ith and jth entries of z to the corresponding
constants ci and cj . Compute Ez∼p(z;x)[∇˜2F (y; z, γ)]i,j using (67)
Ez∼p(z,γ;x)[∇˜2F (y; z, γ)]i,j = Ez∼p(z;x)
[
f(N(z))[∇xi logBer(zi;xi)][∇xj logBer(zj ;xj)]
]
=
∑
ci,cj∈{0,1}2
Ez\i,jf(N(z; zi ← ci, zj ← cj))(−1)ci(−1)cj , (71)
where in the first equality we use Eγfγ = f and in the second one uses
x
ci
i · (1− xi)1−ci · [
ci
xi
− 1− ci
1− xi ] = −(−1)
ci . (72)
While there are four possible configurations for ci and cj in (71), we discuss in detail the configuration
of ci = cj = 1. The other three configurations can be obtained similarly.
Ez\i,jf(N(z; zi ← 1, zj ← 1)) = F (y;yi ← 1,yj ← 1), (73)
which recovers the first term in (36).
7.10 Proof of Theorem 5.1
To prove the claim in Theorem 5.1, we first prove the following lemma. The following lemma exploits
the sparsity of vt and the upper bound on the ‖ · ‖2,∞ norm of ∇˜2k to give a tighter variance bound on gt
with an explicit dependence on the problem dimension d.
Lemma 7.4. Recall the constructions of the gradient estimator (20) and the Hessian estimator (37). In
the multilinear extension problem (34), under Assumption 5.1, we have the following variance bound
E[‖gt −∇F (xt)‖2] ≤ 4r
2d · ǫ
|M| D
2
f +
dD2f
|M0| . (74)
Proof. For k = 0, we bound
EM0 [‖g0 −∇F (x0)‖2] ≤
1
|M0|
d∑
i=1
D2f =
dD2f
|M0| . (75)
E[‖gt −∇F (xt)‖2] = E[‖∆˜t + gt−1 −∇F (xt)‖2]
= E[‖∆˜t − (∇F (xt)−∇F (xt−1))‖2] + E[‖gt−1 −∇F (xt−1)‖2]
=
1
|M|E[‖∇˜
2
1[x
t − xt−1]− (∇F (xt)−∇F (xt−1))‖2] + E[‖gt−1 −∇F (xt−1)‖2]
≤ 1|M|E[‖∇˜
2
1[x
t − xt−1]‖2] + E[‖gt−1 −∇F (xt−1)‖2].
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Observe that xt+1 − xt = ǫvt which has r entries with value ǫ and (d − r) entries with value 0 and
therefore
E[‖gt −∇F (xt)‖2] ≤ r
2ǫ2
|M|E[‖∇˜
2
1‖22,∞] + E[‖gt−1 −∇F (xt−1)‖2]
≤ 4r
2dǫ2
|M| D
2
f + E[‖gt−1 −∇F (xt−1)‖2].
Repeat the above recursion t ≤ 1ǫ times to obtain
E[‖gt −∇F (xt)‖2] ≤ 4r
2d · t · ǫ2
|M| D
2
f +
dD2f
|M0| ≤
4r2d · ǫ
|M| D
2
f +
dD2f
|M0| . (76)
Proof. (Proof of Theorem 5.1) Denote u
def
= xt+1 − xt and x(a) def= axt + (1− a)xt−1 with 0 ≤ a ≤ 1
From Taylor’s expansion, we know that
F (xt+1)− F (xt)− 〈∇F (xt),xt+1 − xt〉
=
∫ 1
0
[∇F (x(a)) −∇F (xt)]⊤utda
=
∫ 1
0
[∫ a
0
∇2F (x(b)) · utdb
]⊤
utda
=
∫ 1
0
∫ a
0
〈∇2F (x(b))ut,ut〉dbda
≥−
∫ 1
0
∫ a
0
‖∇2F (x(b))ut‖‖ut‖dbda
(i)
≥ −
∫ 1
0
[
∫ a
0
√
r · ‖∇2F (x(b))‖22,∞db] · ‖xt+1 − xt‖2da
≥− 1
2
√
rdD2f · ‖xt+1 − xt‖2,
(77)
where we use xt+1 − xt = 1/T · vt which has r non-zero entries and (d − r) entries with value 0 in
inequality (i). We thus have the following bound on F (xk+1):
F (xt+1) ≥ F (xt) + 〈∇F (xt),xt+1 − xt〉 −
√
fdD2f‖xt+1 − xt‖2
= F (xt) +
1
T
〈∇F (xt)− gt,vt〉+ 1
T
〈gt,vt〉 −
√
rdD2f
T 2
‖vt‖2
≥ F (xt) + 1
T
〈∇F (xt)− gt,vt〉+ 1
T
〈gt,x∗〉 −
√
rdD2f
T 2
‖vt‖2.
Take expectation on both sides and use the unbiasedness of gt to yield
E[F (xt+1)] ≥ E[F (xt)] + 1
T
E[〈∇F (xt),x∗〉] + 1
T
E[〈∇F (xt)− gt,vt〉]−
√
r3dD2f
T 2
. (78)
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From the monotonicity of F and the concavity of F along positive directions, we have 〈∇F (xt),x∗〉 ≥
F (x∗)− F (xt). Additionally, by using the Young’s inequality, we have
E[F (xt+1)] ≥ E[F (xt)] + 1
T
E[F (x∗)− F (xt)]− 1
2
√
rdD2f
E[‖∇F (xt)− gt‖2]−
2
√
r3dD2f
T 2
.
Recall the variance bound (76)
E[‖gt −∇F (xt)‖2] ≤ 4r
2d · ǫ
|M| D
2
f +
dD2f
|M0| .
By choosing |M| = 2ǫ and |M0| = 12r2ǫ2 , we have
E[‖∇F (xt)− gt‖2] ≤ 4r2d · ǫ2D2f (79)
and consequently by setting T = 1ǫ we have
E[F (xt+1)] ≥ E[F (xt)] + ǫE[F (x∗)− F (xt)]− 6
√
r3dD2f · ǫ2,
which can be translated to
E[F (x∗)− F (x 1ǫ )] ≤ (1− ǫ) 1ǫ [F (x∗)− F (x0)]− 6
√
r3d ·Df · ǫ.
In conclusion, we have
E[F (x
1
ǫ )] ≥ (1− 1/e)F (x∗)− 6
√
r3d ·Df · ǫ.
7.11 Proof of Theorem 5.2
From (77) in the proof of Theorem 5.1, we have
F (xt+1)− F (xt)− 〈∇F (xt),xt+1 − xt〉 ≥ −1
2
√
rdD2f · ‖xt+1 − xt‖2. (80)
By using the above result and following the similar proof in Appendix H. of Mokhtari et al. [2018b], we
arrive at the following inequality
F (xt+1)− F (xt) ≥ 1
T
[(1− 1
T
)tF (x∗)− F (xt)]− 2r
T
‖∇F (xt)− gt‖ −
√
r3dD2f
2T 2
. (81)
By using Lemma 7.4 and by choosing |M| = 2ǫ and |M0| = 12r2ǫ2 , we have
E[‖∇F (xt)− gt‖] ≤
√
E[‖∇F (xt)− gt‖2] ≤ 2r
√
dǫDf . (82)
Take expectation on both sides of (81) and plug in the above variance bound to arrive
E[F (xt+1)] ≥ (1− 1
T
)E[F (xt)] +
1
T
(1− 1
T
)tF (x∗)−
5
√
r3dD2f
2T 2
. (83)
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By multiplying (1− 1T )−(t+1) on both sides of (83), we have
(1− 1
T
)−(t+1)E[F (xt+1)] ≥ (1− 1
T
)−tE[F (xt)] +
1
T
(1− 1
T
)−1F (x∗)−
5
√
r3dD2f
2T 2(1− 1T )(t+1)
. (84)
Sum the above inequality from t = 0 to T − 1 and use F (x0) ≥ 0 to obtain
(1− 1
T
)−TE[F (xT )] ≥ F (x0) + (1− 1
T
)−1F (x∗)−
5
√
r3dD2f
2T 2
· [(1− 1
T
)−T − 1](T − 1)
≥ (1− 1
T
)−1F (x∗)−
5
√
r3dD2f
2T 2
· [(1− 1
T
)−T − 1](T − 1). (85)
Multiply (1− 1T )T on both sides of (85) to derive
E[F (xT )] ≥ (1− 1
T
)T−1F (x∗)−
5
√
r3dD2f
2T 2
· [1− (1− 1
T
)T ](T − 1)
≥ e−1F (x∗)−
5
√
r3dD2f
2T
, (86)
where we use (1− 1T )T−1 ≥ e−1.
7.12 Proof of Theorem 5.3
We first provide a brief sketch of the proof. Our goal is to construct a submodular function f , defined
through the expectation f(S) = Eγ∼p(γ)[fγ(S)], such that obtaining a (1 − 1/e − ǫ)-optimal solution
for maximizing f under the k-cardinality constraint requires at least min{exp(α(ǫ)k), O(1/ǫ2)} i.i.d.
samples fγ(·). For maximizing monotone submodular functions under the k-cardinality constraint, we
know that going beyond the the approximation factor (1− 1/e) is computationally hard. In other words,
one can construct a specific monotone submodular set function, call it f0, such that finding a (1−1/e+δ)-
optimal solution requires at least exp{α(δ)k} function queries. The main idea of the proof is to slightly
change the value of f0, by adding Bernoulli random variables whose success probabilities are small–say
of order ǫ–, such that the following holds: In order to obtain a (1 − 1/e − ǫ)-optimal solution for the
new function f under the cardinality constraint, one would need to either find (1 − 1/e + ǫ/4)-optimal
solution for f0 (which requires exponentially many samples), or to accurately estimate the parameters of
the added Bernoulli random variables–a task that is known information-theoretically to require at least
O(1/ǫ2) i.i.d. samples from the Bernoulli random variables. The function f is the desired stochastic
function of the theorem.
Let us now provide a detailed proof. Consider the classical problem of maximizing a monotone
submodular function subject to a cardinality constraint, max{f(S) : |S| ≤ k}. It is known that there
exists a monotone submodular set function, denoted by f0, for which obtaining a (1 − 1/e + ǫ)OPT
solution requires exponentially many, namely exp(α(ǫ)k) for some constant α(ǫ) > 0, function value
queries no matter what algorithm is used [Nemhauser and Wolsey, 1978, Vondra´k, 2013]. To fix the
notation, we assume that f0 is defined over the ground set [d] , {1, · · · , d} and let
OPT(f0, k) = max
S:|S|≤k
f0(S). (87)
33
For δ ∈ [0, 1/2] consider the monotone submodular set function gδ : 2[d+2] → R defined as follows:
gδ(S) =


δ if d+ 1 ∈ S,
δ
2 if d+ 1 /∈ S & d+ 2 ∈ S,
0 o . w.
Note that the function gδ can be defined as an expectation in the following way:
gδ(S) = E [A1{d+ 1 ∈ S}+B1{d+ 1 /∈ S & d+ 2 ∈ S}] , (88)
where A,B are independent binary random variables given by A = Bernoulli(δ), B = Bernoulli(δ/2).
Furthermore, we define the monotone submodular function fδ : 2
[d+2] → R as
fδ(S) = min {OPT(f0, k), f0(S ∩ [d])}+ OPT(f0, k)gδ(S). (89)
Note that submodularity of f follows because OPT(f0, k) is a constant and gδ is submodular. We consider
the following maximization problem with the (k + 1)-cardinality constraint:
OPT(fδ, k + 1) = max
S:|S|≤k+1
fδ(S). (90)
Note that
OPT(fδ, k + 1) = (1 + δ)OPT(f, k). (91)
Finally, we consider the following stochastic oracle that, when queried for the function value fδ(S),
returns the following unbiased estimate: The oracle first computes an unbiased estimate of gδ(S) by
drawing independent samples of variables A and B given in (88), and plugs-in the resulting value into
(89) to obtain an unbiased sample for fδ(S).
Now, consider an algorithm which aims to maximize fδ subject to the (k + 1)-cardinality constraint
(i.e. Problem (90)) by assuming only access to the stochastic oracle mentioned above. Note here that
the algorithm does not have any prior information about the structure of the function fδ, and the only
information that it obtains is through the stochastic oracle. In particular, the algorithm does not know a
priori gδ({d+ 1}) is larger than gδ({d+ 2}).
In order to obtain a (1 − 1/e − δ4)-optimal solution for this problem, the algorithm has to either
find a (1 − 1/e + δ4)-optimal solution to Problem (87), or it has to know that gδ({d + 1}) is larger than
gδ({d + 2}). The former case needs at least exp{α(δ/8)k} queries from the oracle, and the latter case
needs at least O(1/δ2) oracle queries since it is equivalent to the problem of distinguishing between two
Bernoulli random variables A = Bernoulli(δ), and B = Bernoulli(δ/2)–see Lemma 3 in Agarwal et al.
[2009].
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