Abstract: Super-Kamiokande (SK) is a ring imaging water Cherenkov detector that consists of 50 ktons of pure water and about 13000 photomultiplier tubes (PMT). If a supernova burst happens near our solar system (for example Betelgeuse or Antares), the neutrino event rate at SK is expected to be greater than 30 MHz and the current data acquisition system(DAQ) will only be able to record about 20% of the events. Therefore, we are developing an independent DAQ system for such nearby supernova bursts. This system records the total number of hit PMTs since the energy distribution of supernova neutrinos is rather narrow, it is possible to estimate the number of neutrino events using only the total number of hits. We have developed a new set of modules which collect the number of hit PMTs from the existing front-end electronics. Using this new module it will be possible to record the full time profile of the energy sum of supernova burst neutrino events in the detector during the burst. We have made a prototype of this module and checked its performance using the Super-Kamiokande detector. We report on the results of this prototype test.
Introduction
SK is a ring imaging water Cherenkov detector that consists of 50 ktons of pure water located underground at a depth of 1,000 m. The outer most 2 m of the detector is called the Outer Detector (OD, 1,885 PMTs) and the inside is called the Inner Detector (ID, 11,129 PMTs). SK observes atmospheric neutrinos [1] , solar neutrinos [2] , supernova burst neutrinos [3] and artificial neutrinos from an accelerator [4] . In September 2008, we installed new front-end electronics, called QBEE, and started data taking as SK-IV phase. The observation of supernova burst neutrinos is one of the main goals of SK. Supernova explosions (SN) are induced by the core collapse of massive stars, which release about 3*10 53 erg of energy per burst. In 1987, neutrinos from a supernova burst in the Large Magellanic Cloud, called SN1987A, were detected by the Kamiokande II [3] , IMB [5] and Baksan [6] detectors. Based on these observations SK is expected to observe around 10,000 neutrinos if a supernova burst happens at the center of our galaxy. On June 2009, it was reported that Betelgeuse's luminosity has decreased by 15 percent over the past 15 years.
Betelgeuse and Antares are among the nearest supernova candidate stars around 500 light years distant. Though surface phenomena do not have a direct connection to the activity of the core, it is worthwhile to prepare for possible nearby supernova. If a supernova burst occurs in Betelgeuse or Antares, tens of millions of neutrinos are expected to interact in the SK detector and the maximum event rate is estimated to be more than 30MHz over 10 seconds. Since the current SK DAQ system is not designed to record such a huge amount of continuous data. Therefore, another independent data acquisition system is being prepared to record neutrino events from such bursts.
In this paper we will describe the current SK DAQ system and the concept of the new DAQ system in section 2. Development of a prototype and performance are presented in section 3. A summary and plan appear in section 4.
The concept of new DAQ system
In the current SK DAQ system, PMT signal are fed to custom front-end electronics called the QTC (charge timing converter) Based Electronics with Ethernet Vol. 4, 90 T AKAAKI YOKOZAWA ET AL. -(QBEE) [7] . The QTC developed for QBEE digitizes the timing and the charge information from PMTs [8] . The digitized data are sent to the front-end PCs via Gigabit Ethernet by SiTCP [9] and merged. Then, combined data are sent to the other set of PCs for event building and software triggering to select events. Finally, the selected events are written to the disk. If a high rate burst happens, the data flow may become slow due to disk I/O limitation. Each QBEE has a DRAM buffer to store the data and it is possible to store 6 million events in 10 seconds. However, in case of a supernova in Betelgeuse or Antares, about a few tens of millions neutrinos are expected to interact and the maximum event rate is expected to exceed 30 MHz. Even such a high event rate case, first 3 seconds of data can be written to disk. However, some fraction of events will be lost after the first 3 seconds due to the overflow of the DRAM buffer on QBEE. Fig. 2 . The diagram of the Digital HITSUM. If 3 PMT hits occur in 17 nanoseconds at 1 QBEE board, the Digital HITSUM is 3. One QBEE processes 24 PMT channels, so the maximum Digital HITSUM is 24 and therefore requires a 5-bit port.
It is important to save the neutrino event rate continuously during the burst to understand the mechanism of the SN burst, even if event by event information is not available. Therefore a new independent DAQ system is being developed. This new DAQ system, called the Nearby SN DAQ System, is required to save necessary data stably and constantly, independent from the number of events happening in the detector. The Nearby SN DAQ System records the time profile of the total number of hit PMTs in the detector. This system cannot record individual time and charge information of each PMT, but it is able to record calorimetric information of the neutrino burst. Since most of the PMT hits from supernova neutrino events are at the one photoelectron level and the number of hit PMTs is essentially proportional to the energy deposited in the detector. The number of hit PMTs from each QBEE is provided as a digital signal as shown in Fig. 1 . In addition to sending the charge and the timing information via Ethernet, QBEE also outputs the total number of hits with 17 nanosecond timing resolution. This is called Digital HIT-SUM. The QBEE counting scheme is shown in Fig. 2 . The Digital HITSUM uses Low Voltage Differential Signaling (LVDS) and contains 5 bits of digital information for the number of hits and a 60 MHz source clock. The Digital HITSUM is continuously output even if data flow is suspended by disk writing limitations.
In order to collect and record the sum of Digital HIT-SUM, a new module called the Digital HITSUM collector is developed. This module is designed to reduce the data size by averaging in time, because the sampling rate of original Digital HITSUM is still too high to record all the data at 60MHz. The data rate is about 500 TB/day if we try to store the data at 60MHz. To reduce the data size, an FGPA based circuit is used to lower the sampling frequency is used. A block diagram of the Nearby SN DAQ System is shown in Fig. 3 . Table 1 . By comparing the number of hits PMT of SN neutrino fluctuation and the dark noise hits, it turns out that it is not possible to reduce the sampling frequency less than 0.01 MHz. Otherwise, it becomes difficult to distinguish signal from noise. On the other hand, it is difficult to store data faster than 0.1 MHz. Considering these limitations, the sampling frequency is determined as 0.06 MHz. Table 1 . Sampling frequency and dark noise fluctuation
In addition to the usual 0.06 MHz summed HITSUM, the module is able to save the original 60 MHz HITSUM information for up to 60 second if a SN-like burst is detected. For this purpose, a NIM input/output port is used to notify the SN-like events internally and externally. The 4GB of memory is equipped to buffer the 60 MHz sampling data over another Gigabit Ethernet port. The system clock source of the Nearby SN DAQ system is the 60 MHz Master Clock, which is also used in the main SK DAQ system. It also provides event number, so it is possible to correlate the main SK DAQ events with this system data.
Development of prototype
A prototype of the module is shown in Fig. 4 . Its input/output functionality and stability have been checked. At the front of this module, there are NIM input/output ports (2 ports each), summed 60 MHz HITSUM output port with LVDS, Master Clock, Digital HITSUM input port from QBEE(10 ports), and Gigabit Ethernet port for summed 60 kHz HITSUM to output the data saved in a 4 GB memory space.
In order to test the Ethernet interface and the event number readout, a test bench is prepared as shown in Fig.  5 . The VME trg32 module generates an event number. The Master Clock module encodes the event number and generates a 60 MHz clock pulse. The Linux PC is used to receive the Ethernet output. The data from Ethernet output was successfully readout by the PC and the event number in the data is found to be correct. The event number is generated by a VME trg32 module. The decoded event numbers are sent to a Linux PC via Gigabit Ethernet and checked.
In order to test the Digital HITSUM readout stability, a Digital HITSUM from a QBEE is sent to the prototype board and summed 60 kHz HITSUM is read out via Ethernet. The input to the QBEE was a 10 kHz NIM signal. As a result of this test, the Digital HITSUM readout system and its Ethernet interface were confirmed to work properly. Also, the memory system is found to be functioning. In summary, all the input/output ports and the memory systems are tested and confirmed to work. As a next step, we are planning to test the prototype board in the SK detector.
Summary and plan
We are now developing a new data acquisition system for nearby supernova explosion at SK. This system will record the total number of hit PMTs at 60 kHz, and recode 60 MHz data for 60s if SN burst-like phenomena are detected. For this purpose, a prototype board with an FPGA based module to collect the number of hits from Vol. 4, 92 T AKAAKI YOKOZAWA ET AL. -the SK front-end boards has been developed and tested. Basic functionality of this board is checked and seems to work as expected. As the next step, we are planning to install the prototype board in SK detector this summer for the further tests.
