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This paper addresses the problem of computing the topological degree of Lipschitz
functions using noisy evaluations of function values as information. The uniformly
bounded noise is considered. We prove that Kearfott’s algorithm derives the exact
topological degree using noisy information. © 1997 Academic Press
1. INTRODUCTION
In [1] the authors study the problem of computing the topological degree
of Lipschitz functions defined on the -dimensional unit cube using exact
information of function evaluations. In this paper we study the same problem
but assume that information has uniformly bounded noise.
In [11] the author finds an upper bound on the cardinality of noisy information
which guarantees the existence of an exact algorithm. The upper bound is
where and . But in
that work no constructive algorithms are derived.
In this paper we have made two improvements over our earlier paper [11].
The first one is on the problem of a constructive algorithm. We show that
the computation of the topological degree using noisy information can be
obtained from Kearfott’s algorithm. The second one is that the cardinality of
information has been lowered. Our upper bound is where
and .
We briefly summarize the contents of the paper. In Section 2, the class
of functions and the information are defined. In Section 3 we show that
Kearfott’s algorithm derives the exact degree even using given noisy information
as specified in Theorem 3.2.
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2. DEFINITIONS
Let be an integer, the unit cube in ,
the infinity norm in , and . For given positive real
numbers and define
Our problem is to find the topological degree deg( ) of relative to
at (see [4]) for every in .
Assume that only the set of function evaluations is allowed as information.
The number of function evaluations is called the cardinality of information.
Let be a positive integer and let . Subdivide each ( )-face
of into equal ( )-cubes of diameter , by subdividing each edge
into equal intervals of length . In this way we obtain a subdivision of
into cubes of diameter :
Let be the set of all vertices of cubes . Observe that
We define an information operator as follows:
Let be a mapping. Suppose ( ) is given where
The exact information is assumed to be unknown but the following
holds: for ; ; ,
where is fixed. Namely, we are given the information with uni-
formly bounded noise. Note that in the case , it may happen to hold
. But it always holds that since
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. Thus the degree of is defined. Nevertheless we need to assume that
, if we wish to guarantee the existence of an exact algorithm. Indeed,
both in Lemma 3.1 and Theorem 3.2, it is assumed that .
An algorithm is an operator, in general nonlinear, mapping into
(the set of all integers):
If for , we call an exact algorithm (with
noisy information).
In [11, Theorem 3.1] the author shows that
is an upper bound on the cardinality of noisy
information operator for guaranteeing the existence of an exact algorithm.
Remark 2.1. In Theorem 3.1 of [11] the condition is not necessary.
is sufficient.
3. EXACT ALGORITHM
First we subdivide each defined in Section 2 into ( )! ( )-
dimensional simplices as described in [2]. This forms a simplical subdivision
of into ( )! ( )-simplices,
where are oriented ( )-simplices.
For each ( ), we define a continuous mapping as
follows:
(i) ( for .
(ii) if
, , .
(iii) for .
(iv) if ,
, .
Put .
And define an information operator as follows:
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The mapping constructed above plays an essential role in the proof of
Lemma 3.1 and Theorem 3.2. For the definition of an impartial refinement, see
[1].
LEMMA 3.1. If
the following holds:
(i) , , .
(ii) The subdivision (3.1) yields an impartial refinement of relative to
the sign of , for every in .
(iii) deg deg ( ), .
Proof.
(i) Take any simplex and any . Then is
denoted as ( , ). Let be the
point such that for . By the definition of
there exists , , such that
For each ,
By the definition of ,
By (3.4) and (3.3),
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By (3.2) and (3.5),
By the definition of and (3.6),
By (3.2) and (3.7),
(ii) By (3.7) (for a detailed discussion, see [1]).
(iii) We use the Poincaré–Bohl theorem (see [4]). Namely, let
, [0, 1] and . To conclude that
deg deg( ), it is enough to show that the homotopy
is nonzero for all [0, 1] and for all . Similar to (3.3), it holds that
By (3.8) and (3.2),
By (3.8), (3.2), and (3.7),
By (3.9) and (3.10),
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By (3.10), (3.9), and (3.11), we conclude that
This completes our proof. Q.E.D.
Let be Kearfott’s Algorithm; see [1, Section 4]. In the following
we prove that is an exact algorithm with noisy information for .
THEOREM 3.2. If
then
Proof. By the definition of ,
Combining Lemma 3.1 (ii) and [1], we obtain the fact that the algorithm is
an exact algorithm with exact information for , i.e.,
By Lemma 3.1 (iii),
By (3.13), (3.14), and (3.15),
Q.E.D.
Remark 3.3. Theorem 3.2 implies that is an upper
bound on the cardinality of the noisy information , which guarantees
the existence of an exact algorithm, where and .
We can apply Kearfott’s algorithm to a given noisy information and obtain the
desired exact topological degree.
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