Augmented reality is the name given to the process of seamlessly adding computer-generated information to the real world. A common example is projecting texture onto 3D objects such as archeological artifacts or archival materials that are too fragile to touch. Texture mapping of virtual objects is relatively straightforward because all relevant information-e.g., color and geometry-is perfectly known. In contrast, texturing real, but unfamiliar 3D objects poses a number of challenges. A successful solution to the problem would have a wide range of applications, including sensing, industrial inspection of manufactured parts, reverse engineering, object recognition, as well as in clothing design, virtual museums, and the film industry.
Figure 1. Structured light and 3D reconstruction. Coded structured light is projected onto a textureless model. Cameras then record images from which points of correspondence are extracted, and the 3D position of the points is estimated. Finally, a scan of the model is aligned with the 3D reconstruction.
of the object relative to the projector using 'structured light,' a technique based on a coded pattern that can be identified in the image captured by a camera. 4 The method comprises three steps. The two cameras are first stereocalibrated using Bouguet's Camera Calibration Toolbox. 5 A pattern is then projected and identified by the cameras, and its 3D position estimated. Once the correspondence between 3D and 2D points is known, the projector can be calibrated using the method of Roger Tsai. 6 In the second step, we estimate the pose of the real object with respect to the projector using virtual markers enabled by structured light. 7 The coded patterns generated by this technique can either be colored or not. We use color, which is labor-intensive because it requires identifying the intensity and hue of each line of light. We estimate the points of correspondence between the cameras and the projector, and reconstruct 3D points from the object's surface using the calibration from the first step. Figure 1 shows a model illuminated with color-structured light based on a de Bruijn sequence (i.e., each triplet of color is unique 8 ) and a 3D reconstruction of the model with interpolation to increase the number of points for improved registration at a later stage. We use only one-shot structured-light techniques for reconstruction because they are faster than multiple-shot methods, although not as accurate or as well resolved.
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The third step consists of registering our reconstruction with a scan of the object. The accuracy of the registration depends on knowing the movement between these two sets of points. The pose of the scanned model with respect to the projector can be guessed or, alternatively, estimated using a rough registration technique. Subsequently applying a finer scheme-which requires that the two sets of points be close to one another-gives a better result. Once the pose of the scan has been determined, all that remains is to synthesize the view, add texture to the image, and reproject the image onto the object.
We have tested our method and system on several textureless objects with different poses (see Figure 2) . Figure 3 (left) shows a structured-light projection of an object (turtle), the synthesized projector view (center), and the real, virtually textured object. Figure 4 shows a number of differently sized and shaped textured models. In almost all cases, the result is satisfactory. For the 3D points, the registration error is less than 0.1mm. We synthesized ten views of the model to simulate rotational movement. Only one registration failed, owing to the curved back of the object: the 3D reconstruction had assumed a different surface.
Conclusion
We have described a complete, automatic method for projecting texture onto real objects without using physical markers. The three-step technique consists of calibration, structured light, and registration. The final step is the most critical, as any error could significantly affect the object's visual appearance. In future, we intend to replace the last two steps by fusing a silhouette of the object and the synthetic view instead of using 3D models, to make the system more easily adaptable to changes of equipment. We also plan to work with mobile objects in real time. 
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