Abstract. In the early 1990's Andersen, Jantzen and Soergel introduced a category in order to give a combinatorial model for certain representations of quantum groups at a root of unity and simultaneously of Lie algebras of semisimple algebraic groups in positive characteristic. We will describe the behaviour of duality in this category.
Introduction
In [AJS94] , Andersen, Jantzen and Soergel introduced a combinatorial model to describe certain representations of the two following situations:
(1) U p is the quantized enveloping algebra of a complex Lie algebra at a p-th root of unity, where p > 1 is an odd integer (and prime to 3 if the corresponding root system is of type G 2 ), (2) Lie G k , where G k is a connected, simply connected semisimple algebraic group over an algebraically closed field k of char p > h, where h is the Coxeter number of the corresponding root system. A relevant consequence of this work is the following. Lusztig's Modular Conjecture (cf. [Lus80] ) provides a character formula for representations of connected reductive algebraic groups over an algebraically closed field k with char k = p > h. In this context, [AJS94] designates an essential step in proving this conjecture for almost all p by deducing this from the validity of the char 0 analogue, Lusztig's Quantum Conjecture (resulting from [KT95] and [KL93] ).
This model is realized by a combinatorial category K k and its full subcategory of so-called special objects M k . M k is then equivalent to R k , the category of X-graded special deformed modular representations of Lie G k where X is the corresponding weight lattice. The feature of R k is to contain the objects that are of primary interest regarding a character formula, namely the deformed projective objects of the principal block of the category of X-graded restricted representations.
The only necessary data derived from G k to construct a certain Xgraded M k is the corresponding root datum. Starting with a unit object, we obtain this category M k by repeatedly applying a set of *supported by the DFG priority program 1388. translation functors T s indexed by the simple affine reflections, taking direct sums and direct summands. However, the main actor of this paper is the category M k that is constructed in the same manner with the only difference lying in the definition of the translation functors T s . This definition is related to moment graph theory and due to Fiebig who showed in [Fie11] that M k and M k are equivalent categories. The methods in [Fie11] lead to an improvement in the matter of Lusztig's Modular Conjecture by giving an explicit bound on exceptional primes. Furthermore, a proof of Lusztig's Quantum Conjecture independent from [KT95] , [KL93] could be given.
It is very difficult to describe these special objects intrinsically. A first step towards such a description is -and that is what is done in this paper -to study the behaviour of an intuitionally defined duality in the category M k and its parent K k . The main result of this paper is Main Theorem (Theorem 5.9). The indecomposable special objects in M k that correspond to alcoves in the anti-fundamental box are tilting self-dual up to a shift.
Preliminaries
2.1. Notation. Let R be a reduced and irreducible root system in a finite dimensional Q-vector space V . Furthermore, the coroot system of R is denoted by R ∨ ⊂ V * = Hom Q (V, Q), R + ⊂ R is a subset of chosen positive roots and this determines a set of simple roots ∆ ⊂ R + ⊂ R. For each α ∈ R and n ∈ Z, an affine transformation in Aff(V * ) is defined by
where ·, · : V × V * → Q is the canonical pairing. This transformation is a reflection through the hyperplane H α,n = {v ∈ V * | α, v = n}, and therefore, it partitions the dual space into three parts (2.1)
with H is called the set of simple affine reflections. We will distinguish between the finite Weyl group W ⊂ GL(V * ) generated by S := {s α,0 | α ∈ ∆} and the affine Weyl group W ⊂ Aff(V * ) generated by S. As ( W, S) is a Coxeter system, one is able to associate a length function l : W → N.
The element of maximal length of the finite Coxeter group W is denoted by w 0 .
There is a common way to identify elements in W with subsets of V * . One considers the coarsest partition F of V * that refines all partitions of the form (2.1) for α ∈ R + , n ∈ Z. The open components of this partition are known as alcoves with the designated fundamental alcove
W acts simply transitively on the set of alcoves A , and hence there is the bijection
A component B of F which is included in exactly one hyperplane H α,n is called wall. In this situation, the type α(B) of B is the positive root α. A wall B is a wall to an alcove A ∈ A if B is a subset of the closure of A. B − (resp. B + ) denotes the unique alcove whose wall is B and which is contained in the negative (resp. positive) half-space corresponding to B. For every β ∈ R + there is a bijection β ↑ · on F mapping alcoves to alcoves and walls to walls. For F ∈ F the component β ↑ F is given by s β,m .F where m is the smallest integer such that
To each simple affine reflection s ∈ S we associate the wall A s,e of the fundamental alcove A e which is contained in the closure of A s , too. Thereby, we obtain a mapping
where A (s) is the unique wall which lies in the W-orbit of A s,e and intersects the closure of A. In case we need the negative alcove to a wall of an alcove, namely (A (s) ) − we will simply denote it by A + . This should not cause any confusion. For having a more detailed view on alcoves, [Hum90] is recommended.
Take an algebraically closed field k with char k = 2 and, if R is of type G 2 , char k = 3. Let
and let S k be the symmetric algebra of X k := X ⊗ Z k. We define the following S k -subalgebras of the quotient field of S k ,
for β ∈ R + . All those algebras carry a compatible Z-grading which is induced by setting the degree of X to 2.
2.2. Alcoves. In the course of this article we will need to be familiar with the behaviour of alcoves and their walls in connection with the action of the affine Weyl group. The necessary properties are collected in this paragraph.
is of type β, too, and vice versa. In formula this means
+ . In particular, it follows from Lemma 2.1.a) that
− . Below, there are two more lemmas on alcove calculation with an involved finite Weyl group element. Define w(β) + to be the unique element in {w(β), −w(β)} ∩ R + .
Lemma 2.3. Let β ∈ R + , A ∈ A and w ∈ W. Then
Proof. Let n ∈ Z be such that 
Equation (2.2) is equivalent to
Hence for w(β) ∈ R − , we obtain
This yields the claim.
Proof.
a) The common wall of the left-hand set is (w.A) (s) and w.A (s) is the common wall of the right-hand set. But w.A (s) = (w.A) (s) and hence, both sets coincide. (This is even true for
For the if-part we simply set w −1 into the role of w.
3. The Category of Andersen-Jantzen-Soergel 3.1. The Category K k . As a first step, we will define the category
Examples. We want to introduce two examples of objects in K k . The first, called the unit object, is defined by
else,
else.
To describe the second example, we need to define a set A − β ⊂ A for any positive root β. This is the set of those alcoves inside the negative half-space of β that additionally correspond to elements of the finite Weyl group. In formula this means 
Analogously, we define the set A
We define the object Q 0 ∈ K k as follows.
Q 0 is indeed an object in K k as there are the following embeddings:
3.2.1. Translation Functors. In the work [AJS94] by Andersen, Jantzen and Soergel, a set of translation functors indexed by the affine simple roots was introduced in order to span a subcategory of K k . In [Fie11] it was then shown that one is able to replace those original translation functors by different translation functors that yield an equivalent subcategory. Fiebig's translation functors are motivated by moment graph theory. We will work with the translation functors by Fiebig.
The translation functor T s : K k → K k associated with a simple affine reflection s ∈ S is given by
where A ∈ A and β ∈ R + . See Figure 2 for a graphical description of the three different cases appearing in the definition of T s M (A, β). The translation functors are well-defined due to Lemma 2.1 and Remark 2.2. For complete description of T s , we must specify how the S
− , the first entry of a pair in T s M (A, β) maps to T s M (A) and the second to
For an integer l we define the shift functor
to be the functor that shifts an object M in all components M (A) and M (A, β) by l. Here, the homogeneous elements of degree n of an (1)
The shift functor is certainly not superfluous. Indeed each A-component separately is isomorphic to the {−2}-shifted component itself, where the isomorphism is given by a multiplication with an α ∈ R + that is a unit in S ∅ k . But this does not yield a global isomorphism on the whole object in general as α is not invertible in S α k . 3.2.2. Special objects. An object M ∈ K k is called special if it is isomorphic to a direct summand of a direct sum of objects of the form
where s 1 , . . . , s r is a sequence in S and n ∈ Z. Bott-Samelson objects are objects of the form as in (3.2).
Definition 3.1. The full subcategory of K k given by special objects is denoted by M k .
Remark 3.2. We will verify lateron that Q 0 appears as a direct sum-
Since the proof needs further results we will hand it in later (see below, Proposition 5.5). Hence we can define a full subcategory M
• k ⊂ M k consisting of objects isomorphic to a direct summand of a direct sum of objects of the form
where s 1 , . . . , s r is a sequence in S and n ∈ Z. Objects of the form as in (3.3) are called Bott-Samelson like objects.
Elementary properties of special objects.
A common approach to prove a property of special objects in K k is to first show the validity of this property for the unit object P 0 and to verify to be preserved by applying the translation functors. If this property is unaffected by taking direct sums and direct summands, we completed. This is how one obtains Lemma 3.3. Let M be a special object. For all A ∈ A and β ∈ R + :
induces the following isomorphism of S
It is of degree 0.
Proof. This is true for the unit object
Applying T s inductively yields only objects fulfilling (3.4). Assume M ∈ M k to fulfill (3.4) and let s ∈ S. Then the object T s M fulfills (3.4), too: Let β ∈ R + and A ∈ A (cf. Figure 2 ). In case β ↑ A (s) = A (s) , the property is obvious with
The S β k -modules M (A, β) and M (β ↓ A, β) have in common that both partially map into the S ∅ k -module M (A). We would like to understand this relation better. Let M ∈ K k , A ∈ A and β ∈ R + . By abuse of notation we will write For a direct sum M (A) ⊕ M (A ) we denote the projection to M (A) by pr A .
Lemma 3.5. Let M ∈ M k be a special object, A ∈ A and β ∈ R + . Then
• k , then the above inclusion is an equality. Proof. As usual, we firstly examine the object P 0 . We only need to consider the case when A = A e because otherwise P 0 (A) is the trivial module. One immediately gets
Let now A correspond to an element in the finite Weyl group W. Then
Assume now that an object M ∈ K k fulfills (3.5) for all β ∈ R + and all A ∈ A and let s ∈ S be an arbitrary simple affine reflection. Then T s M fulfills (3.5) as well. We distinguish two cases. In the first case, A (s) is of type β 1 = β and by this β ↓ A (s) is of a type β 2 = β. Then
It is known by induction hypothesis that
and
In the second case, both A (s) and (β ↓ A) (s) are of type β. If A is a negative alcove with respect to s, that means A = A (s) − , β ↓ A is positive with respect to s and
is equal to
If A is a positive alcove, i.e. , β ↓ A is negative and thereby
If M ∈ K k fulfills the condition in (3.6) for all β ∈ R + and all A ∈ A , then (3.6) is also true for the object T s M where s ∈ S is an arbitrary simple affine reflection. To prove this statement one calculates
and A = A
+ .
This immediately coincides with
But by induction hypothesis this is included in
If the induction base is Q 0 , we even obtain equality as in (3.7). Both properties are also preserved by taking direct sums, direct summands and by shifting.
We define the duality D in the following way:
The module of all homomorphisms of degree l is denoted by Hom
Following Lemma 3.3 we only consider finitely generated S ∅ k -modules, and hence each module DM (A) carries a natural Z-grading, namely
In the following, we want to describe how DM (A, β) embeds into DM (A) ⊕ DM (β ↑ A). As each M (A, β) is torsion free as seen in Lemma 3.3, there is the embedding
where the right-hand side is isomorphic to
as M (A, β) is finitely generated as an S β k -module. This yields an isomorphism to
So the module in (4.1) in turn is isomorphic to
All homomorphisms above are of degree 0 so DM (A, β) embeds gradedly into DM (A) ⊕ DM (β ↑ A) and by this it is verified that for a special object M ∈ M k the dual object DM is indeed an object in K k .
In addition the following equations hold for graded S 
A lot of properties preserved by T s are preserved by T ∨ s , too. This is in particular true for the properties in the Lemmas 3.3 and 3.4. Proposition 4.2. Let s ∈ S. Then the functor
We will give the natural transformations between
) and
Keep in mind that
Similarly, we obtain
For any special object M define the natural transformation
).
Each τ M is of total degree 2 and each σ M is of total degree −2 and hence after the {−2}-shift of T In order to complete the proof the following must be verified:
for any β ∈ R + and A ∈ A . Consider the case when β ↑ A (s) = A (s) and A = A Figure 2) . In this case, we get α s (A) = −β and α s (β ↑ A) = β. M (A, β) is finitely generated by g 1 , . . . , g j with the dual homomorphisms g * 1 , . . . , g * j as it is free over S β k . Then the generators of T s M (A, β) are (g 1 , g 1 ), (βg 1 , 0), . . . , (g j , g j ), (βg j , 0). 
but this corresponds to the element
. In both cases, the opposite direction via σ works analogously.
The residual part is β ↑ A (s) = A (s) . In this particular case,
± , β). With Corollary 3.6 we get (0, βm 2 ) ∈ M (A (s) ± , β) and then 
± , β)).
4.2.
The tilting functor C w 0 . So far there is the following situation. {T s | s ∈ S} is the set of translation functors on K k which spans a subcategory M k . Equally, the set {T ∨ s | s ∈ S} of the so-called dual translation functors spans a subcategory M ∨ k of similar type. The duality interchanges objects of those two subcategories.
Our goal is to relate those two categories and to find a concept of self-duality of special objects. T s and T ∨ s differ essentially in the order arising from ↑ resp. ↓. This gives reason to define a covariant functor that tilts this order.
Let w ∈ W. We want to distinguish the two situations where w(β) ∈ R + and w(β) ∈ R − for a positive root β. Therefore, recall the definition of
Furthermore, we will need to move from S Here w −1 is extended to S
Let N be an object in K k . The following defines a functor C w : K k → K k depending on an element w ∈ W:
We will call C w tilting functor on w. The next step is to verify that C w is well-defined. If N is an object in K k , we need to make sure that C w N (A, β) is an S β k -submodule of
As N ∈ K k , N (w.A, w(β) + ) embeds into N (w.A) ⊕ N (w(β) + ↑ w.A). By Lemma 2.3 the previous term equals
The case where w(β) ∈ R − works similarly.
and by Lemma 2.3 this equals
Please notice that in this case the role of A and β ↑ A were exchanged. The tilting functor would not be a functor in general if it was defined the same way for the case w(β) ∈ R − as for the case w(β) ∈ R + . As we have seen this would violate the condition
for some objects in K k .
From now on, we will restrict to the case w = w 0 where w 0 is the longest element of the finite Weyl group. We will denote C w 0 simply by C. Please keep in mind that this implies w(β) ∈ R − for all β ∈ R + .
Proposition 4.3. Let s ∈ S. Then the functors
Proof. Let N be an object in K k and we will use w = w 0 for convenience. By definition
By Lemma 2.4.a) these modules coincide. Let us now consider
As in Remark 2.2 and with Lemma 2.4.b) it is equivalent
where the second equation follows from Lemma 2.1. Hence
which finally leads to the necessary statement
− , cf. Figure 2) : By the preceding we obtain
which coincides with
But this coincides because with Lemma 2.3
Because of Lemma 2.4.a)
+ )} and it is enough to see that
This is true as it was observed in Lemma 2.1. This is not true for general w ∈ W. For w = w 0 we cannot exclude the case where w(β) ∈ R + . But this means a violation in the case where
+ which means in formulas
and on the other side
5. Some tilting self-dual objects in M k 5.1. The object Q 0 . Properties of objects in M Proof. Assume that Q 0 was decomposable, i.e. Q 0 = V ⊕ W with V = 0 = W . We define the support of an object M as follows:
In our case we obtain
as the rank of each Q 0 (A) is ≤ 1. For both V and W the support is non-empty. But for any w ∈ supp V (resp. W ) follows s β w ∈ supp V (resp. W ) because either
Hence Q 0 links A and β ↑ A. As rk Q 0 (A) = rk Q 0 (β ↑ A) = 1 this implies that A and β ↑ A lie in the support of the same indecomposable object. Take now w 0 ∈ supp V and via induction over all β ∈ R + we receive
This contradicts the decomposition of Q 0 .
The next step is to compute [C • D]Q 0 . In the S ∅ k -components it is easily seen to be
That is because of the following arguments' chain:
where we used Lemma 2. 
Lemma 5.3. Q 0 is tilting self-dual up to a shift by −2l(w 0 ), which means in formula
Proof. We will explicitly define the isomorphism between those two objects. Let δ = α∈R + α and the morphisms
Indeed, both compositions yield the identity. Now the remaining question is if they are well-defined morphisms. We will study this question case by case. Case 1 (A ∈ A β − ): This is the case where the signs in f and g really matter. Let ϕ lie in
where it is embedded to
By this fact, applying g A ⊕ g β↑A yields
which additionally satisfy x − y = ±δϕ(1, 1) ∈ βS β k . Now, let (βx + y, y) ∈ Q 0 (A, β). Then this is mapped by 
Applying this element of
[C • D]Q 0 (A) ⊕ [C • D]Q 0 (β ↑ A) to (t, t + βs) yields ±δ −1 β(xt − ys) ∈ S β k . Case 2 (A ∈ β ↑ A β − and Hom S β k (S β k , S β k ) → [C • D]Q 0 (A)): Let ϕ ∈ Hom S β k (S β k , S
M
• k is a subcategory of M k . Let s ∈ S ⊂ W be a simple reflection. Then Q 0 is special in the sense that for each alcove
+ ) coincide (this is definitely false for the remaining affine reflection s ∈ S \ S). Hence, there is the diagonal embedding
and this even defines a morphism ∆ from Q 0 to T s Q 0 as we will see in
Proof. We need to verify that ∆ ∈ Hom K k (Q 0 , T s Q 0 ). If the wall of A ∈ A is not of type β then there is no hyperplane H β,n separating A + share the same β-strip, i.e. there is a n ∈ Z such that A
there are the implications
With this in mind we will verify the remaining cases. If
− and (m, n) ∈ Q 0 (A, β) then by definition of Q 0 we know that (m, m), (n, n) ∈ Q 0 (A, β) and (m − n, m − n) ∈ β Q 0 (A, β). Hence, (m, m, n, n) ∈ Q 0 (A, β).
As (1, 1)S
+ . Therefore, ∆ is indeed a morphism.
This lemma is very helpful for defining various morphisms with domain Q 0 . One application can be seen in
Proof. Let (s 1 , . . . , s l ) be a reduced expression for w 0 , the longest element of the finite Weyl group. We want to show that Q 0 is a direct summand of T s l •. . .•T s 1 (P 0 ). In particular, for all i ∈ {1, . . . , l} the reflection s i is in S so that we can make use of Lemma 5.4. We start with two morphisms with domain Q 0 , namely f ∈ Hom K k (Q 0 , P 0 ) given by
. Thereon, we continue applying Lemma 5.4 until we get the morphisms
In a next step, we dualize the morphism in (5.2) to
With DP 0 P 0 and following Proposition 4.2 and Proposition 4.3, there is an isomorphism
and by Lemma 5.3 there is an isomorphism
is an isomorphism on the A w 0 -component, too. (Doing explicit calculation even shows that this is the identity.) An endomorphism h of Q 0 which is an isomorphism of degree 0 at the A w 0 -component cannot be nilpotent. As Q 0 is indecomposable, h must be an automorphism.
We obtain the sequence
We can define Q 0 equivalently as the indecomposable direct summand of T s l • . . . • T s 1 (P 0 ) with w 0 ∈ supp Q 0 where (s 1 , . . . , s l ) is a reduced expression of w 0 . This summand must be unique because the rank of [T s l • . . . • T s 1 ]P 0 (A w 0 ) is one. Then another consequence of the above proposition is that this definition does not depend on the choice of the reduced expression. 5.4. Indecomposables corresponding to the anti-fundamental box. For the next steps we need the notion of α-strings in the alcove pattern. Let α ∈ R + and A ∈ A . Then
. The intersection of an α-string with the support of this object M is connected :
Lemma 5.7. Let M be a Bott-Samelson like object. For all α ∈ R + and A ∈ supp M there are k ∈ N and B ∈ A such that
Proof. This is true for Q 0 since for all α ∈ R + we have supp
Assume the claim holds for a Bott-Samelson like object M . Consider now M = T s M and let C, α ↑ k C ∈ supp M . Then the following two intersections are non-empty 
and with the finiteness of the support of M we receive the claim.
We will now consider the special case when the support of a BottSamelson like object intersects an α-string in exactly two alcoves. In the remaining part of the proof we will show that w 0 A w ∈ supp N . For any simple root α ∈ ∆ we would like to describe the α-string through A w intersected with the support of M . Certainly, α ↑ A w = s α A w ∈ supp M . On the other side α ↓ A w / ∈ supp M as in the anti-fundamental chamber l(α ↓ A w ) ≥ l(A w ).
The α-string of A w in M additionally does not contain s α (α ↓ A w ) = α ↑ 2 A w . This leads to
This statement can be extended to all alcoves in the path we would like to study. Applying (5.3) in shape of w = s 1 . . . s n with n ∈ {1, . . . , l} shows that the β k -strings in s 1 . . . s k−1 A w all own exactly two elements. But now we can apply Lemma 5.8 inductively and receive that w 0 .A w ∈ supp N .
Remark 5.10. So far, we do not have an intrinsic classification of the indecomposable objects in M k nor in M
• k . However, the representation theoretical side says that it is enough to know the self-duality of objects as in the previous Theorem 5.9. Other indecomposable objects in M • k are received by translating those with respect to the alcove pattern and hence are tilting self-dual up to translating inside the alcove pattern.
