Many real-world problems are categorized as largescale problems, and metaheuristic algorithms as an alternative method to solve large-scale problem; they need the evaluation of many candidate solutions to tackle them prior to their convergence, which is not affordable for practical applications since the most of them are computationally expensive. In other words, these problems are not only large-scale but also computationally expensive, that makes them very difficult to solve. There is no efficient surrogate model to support large-scale expensive global optimization (LSEGO) problems. As a result, the algorithms should address LSEGO problems using a limited computational budget to be applicable in real-world applications. In this paper, we propose a simple novel algorithm called Shahryar Origami Optimization (SOO) algorithm to tackle LSEGO problems with a limited computational budget. Our proposed algorithm benefits from two leading steps, namely, finding the region of interest and then shrinkage of the search space by folding it into the half with exponential speed. One of the main advantages of the proposed algorithm is being free of any control parameters, which makes it far from the intricacies of the tuning process. The proposed algorithm is compared with cooperative co-evolution with delta grouping on 20 benchmark functions with dimension 1000. Also, we conducted some experiments on CEC-2017, D = 10, 30, 50, and 100, to investigate the behavior of SOO algorithm in lower dimensions. The results show that SOO is beneficial not only in large-scale problems, but also in low-scale optimization problems.
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I. INTRODUCTION
Finding the global optimum of a complicated problem has been one of the long-term goals in the field of computer science and applied mathematics. The problems in real-world applications are usually encountered with some characteristics such as non-linearity, non-convexity, multi-modality, and nondifferentiability [1] .
Numerous problems in real-world applications deal with a large number of decision variables, known as Large-scale Global Optimization (LSGO) problems. Some examples of LSGO problems include large-scale scheduling problems [2] , [3] , finding weights in a deep belief neural networks [4] , and large-scale vehicle routing [5] , [6] . A popular learning model in pattern recognition is multi-layer neural networks (MLNN); the estimation of connection weights in this learning model is generally a challenging task, especially for problems with a high number of input features. For example, for a dataset with 34 features, an MLNN with one hidden layer and 69 neurons in the hidden layer, there are 2,416 connection weights. It arises in deep belief neural networks with more challenges; for instance, an LSTM network with an input size of 4,096 and output size of 256 has 4,457,472 parameters.
In recent years, LSGO is regarded as a well-recognized field of research. To this end, metaheuristic algorithms such as simulated annealing (SA) [7] , particle swarm optimization (PSO) [8] , [9] , differential evolution (DE) [10] , and human mental search (HMS) [11] are extensively employed due to their global search capability and robustness [12] . The complexity of LSGO problems and the power of metaheuristic algorithms have been the motivation for many researchers to utilize metaheuristic algorithms for solving LSGO problems. Organizing special sessions in outstanding conferences such as GECCO and CEC, the great number of papers published in decent journals such as IEEE Transactions on Evolutionary Computation, developing new large-scale benchmark functions for competitions, and LSGO-related websites can verify the importance of LSGO research field.
Generally speaking, metaheuristics in the basic form suffer from some shortcomings for solving LSGO problems [13] , and the performance of them dramatically decreases when dealing with high-dimensional problems [13] - [15] . There are two main reasons for the performance suffering of metaheuristic algorithms in large scale problems: 1) with increasing the number of dimensions, the complexity of the landscape is crucially increased, and 2) the search space grows exponentially. As a result, a metaheuristic algorithm should be able to explore the whole search space effectively, which is not a trivial task especially when the fitness evaluation budget is a small amount [13] , [16] .
From the literature, two main categories of approaches can be observed to tackle LSGO problems, namely problem decomposition strategy, which is based on cooperative coevolution (CC) algorithm [17] - [19] and non-decomposition approaches. Non-decomposition approaches solve LSGO problems as a whole which they are designed with some specific operators to explore the whole search space effectively [20] - [22] . The decomposition methods benefit from a divideand-conquer approach to decompose an LSGO problem into low dimensional subcomponents [17] .
One of the main problems to tackle LSGO problems is that they require evaluation of numerous candidate solutions before convergence that may not be affordable for practical applications that include expensive computational evaluations, such as aerodynamic design optimization [23] , drug design [24] , and flow-shop scheduling problems [25] . As mentioned in [25] , it takes 200 days to solve a problem with ten jobs and five machines, which is impractical. As a result, the algorithms need to move towards solving LSGO problems with a limited computational budget so that they can be used for real-world applications. In other words, the goal of optimization for large-scale expensive global optimization (LSEGO) problems is to find satisfactory solutions within a limited number of expensive objective function evaluations.
In this paper, we propose a simple but powerful novel algorithm called Shahryar Origami Optimization (SOO) to solve LSEGO problems with a limited computational budget. Our algorithm is inspired by the art of paper folding originated from Japanese culture, called origami. In each step, SOO algorithm finds the region of interest and then shrinks the search space by a folding operator. Finding the region of interest is a dimension-wise operator by halving each dimension, while the folding step decreases the search space based on the region of interest found. In addition, SOO algorithm benefits from a re-order approach to change the order of dimensions to boost the algorithm.
The experiments show that SOO algorithm is able to solve LSEGO problems with a low computational budget much efficient than the state-of-the-art cooperative co-evolution algorithm. Also, it presented a satisfactory result in low dimensions with a low number of function evaluations.
The remainder of the paper is organized as follows. Section II explains SOO algorithm. Section III assesses the proposed algorithm, while Section IV concludes the paper.
II. SHAHRYAR ORIGAMI OPTIMIZATION
One of the main problems of the metaheuristic algorithms to tackle LSEGO problems is that they need evaluation of numerous candidate solutions prior to satisfying stopping conditions. If the evaluation of objectives is computationally expensive, such approaches cannot be employed in the basic form. This is commonly faced in real-world problems such as deep neural networks and computational fluid dynamics; on the other hand, there is no applicable surrogate approaches to be utilized for large-scale expensive problems. To deal with such problems, the goal is to tackle LSEGO problems with a small number of function evaluations.
In this paper, we propose a simple but efficient algorithm inspired from the origami, the art of paper folding originated from Japanese culture, to solve LSEGO problems with a low computational budget. Our algorithm has two leading steps, including finding the region of interest and folding. The region of interest is responsible for finding a promising region, while the folding step shrinks the search space. The proposed algorithm in the form of pseudo-code can be seen in Algorithm 1, while more details are explained below.
A. Initialization
Similar to other metaheuristic algorithms, initialization is the first step of the SOO algorithm. To this end, one candidate solution with dimension D, X = {x 1 , x 2 , ..., x D }, is generated which their values are the center of the search space for each dimension. Besides, SOO algorithm benefits from another candidate solution, which is exactly the same as the first candidate solution in the initialization step. Another operation in the initialization step for SOO algorithm is to generate a permutation of the dimensions. To clarify, assume that we have a problem with 4 decision variables. Permutation of the dimensions generates a vector with the different number of orders such as P = (3, 2, 4, 1), which the value of the first dimension is 3, mentioning to the third dimension, x 3 , in the candidate solution.
B. Finding the region of interest
The first specific operator of the SOO algorithm is to find the region of interest. Assume that the search space for each dimension is [L i , U i ] which i indicates the dimension. To select each dimension, permutation vector should be used. For example, in the first step, SOO algorithm selects i-th element of the candidate solution where i is the first value of permutation vector P . In each iteration to finding the region of interest, the search space for the i-th dimension is divided into two equal parts. In other words, the search spaces for each region are [L i , (L i +U i )/2) and [(L i +U i )/2, U i ]. Then, a representative for each region should be selected. In this paper, we suggest the center of each region because it is the closest point to any point in the corresponding region that is inspired by the concept of center-based sampling strategy [20] , [26] - [28] . Rahnamayan and Yang [26] investigated the likelihood of closeness to a random solution for a center point is much greater than the random points; in particular, for a large-scale problem, it approaches 1. As a result, center point is a good candidate to select as a representative for each region. In other words, the representatives for each region (center points) are
The computed center points are set to the i-th dimension of two candidate solutions. Afterwards, the objective function is calculated for both candidate solutions. The better candidate solution determines the region of interest for the i-th dimension. Figure. 1 illustrates finding the region of interest in one dimensional space. In Figure. 1, L 1 and U 1 are the boundaries. As can be seen, the search space is divided into two equal regions, R1 and R2. The task of this step is to determine either R1 or R2 as the region of interest.
C. Folding
After finding the region of interest, the search space should shrink. To this end, the new upper and lower bounds are set to the upper and lower of the region of interest. Two mentioned steps (finding the region of interest and shrinkage) should be done for each dimension.
In order to gain a better understanding, in the following, we illustrate the working of our algorithm for a simplified example in a problem with 4 decision variables, (x 1 , x 2 , x 3 , x 4 ) and without any permutation. Assume that search space for all variables is [-100,+100], and we solve a minimization problem.
In the initialization phase, two same center-based candidate solutions are generated as X = (0, 0, 0, 0) and Y = (0, 0, 0, 0). In the next step, the region of interest for x 1 should be calculated. First, the search space for this dimension is divided into two equal sub-region including,
Thereby, the center point for each sub-region is -50 and +50. In the next step, two candidate solutions are changed as X 1 = (−50, 0, 0, 0) and X 2 = (+50, 0, 0, 0), where the values for the first dimension are the center points (-50 and +50). Assume that objective function values for X and Y are equal to 10 and 20, respectively. As a result, the winner candidate solution is X. The new search space for the first dimension is [-100,0], while for other dimensions, the search space is not changed yet. In the next step, such a process should be repeated for the second dimension, x 2 . Two generated candidate solutions are X = (−50, −50, 0, 0) and Y = (−50, +50, 0, 0). The value of the first dimension, x 1 , is computed in the previous step, while −50 and +50 in the second dimensions are the center points for each region in the second dimension. Assume that objective function for X 2 is better than X 1 . As a result, the new search space for the second dimension is [0, 100]. Such a mechanism should be done for other remaining dimensions. This process should be repeated iteratively.
It is worthwhile to mention that in each iteration, the search space shrinks 1 2 D times where D is the number of dimensions, and consequently, shrinking the search space after R iterations is ( 1 2 D ) R . For example, it is clear from Figure 2 that the region of interest is 1 4 of the whole search space; or in a problem with 1000 dimensions, after only one iteration, the search space is reduced 1 2 1000 times where is dramatically smaller than the whole search space. In other word, SOO algorithm has superior ability in the reduction of search space in each iteration exponentially. Also, another advantage of the SOO algorithm is that it is free of parameters which makes it free of control parameter tuning.
In the SOO algorithm, we allow the algorithm to re-run, meaning that SOO algorithm can run several times with different orders (yielded by different permutation vectors) to support a high exploration capacity of the algorithm. The number of runs is a function of number of iterations for SOO algorithm and maximum number of function evaluations which is obtained as
where R max is the maximum number of runs with different orders, max N F E is the maximum number of function evaluations, and max iter is the number of iterations for SOO algorithm. * / S * = inf ; / * SOO algorithm is run Rmax times with different orders.
Algorithm 1: The pseudo-code of SOO algorithm.
III. EXPERIMENTAL RESULTS
This section assesses SOO algorithm with limited computational budget and in comparison with cooperative co-evolution with delta grouping [29] . To this end, CEC-2010 [30] , as a large-scale benchmark function set, is selected. However this benchmark function set is computationally cheap, we assume that they are computationally expensive and only a limited number of fitness evaluations using these fitness functions is allowed. It consists of 20 LSGO functions (D=1000) dividing into four categories, including separable functions (F1-F3), partially separable functions (F4-F8) which a small number of variables are dependent, partially separable functions (F9-F18) with multiple independent subcomponents, and fully nonseparable functions (F19-F20). We also conducted some experiments on CEC-2017 [31] to investigate the behavior of SOO algorithm in lower dimensions with limited computational budget. In the last column of the tables, w/t/l means SOO wins in w functions, ties in t functions, and loses in l functions.
A. Results on large-scale expensive optimization problems
This section benchmarks SOO algorithm on CEC-2010 LSGO benchmark functions. For the experiments, we dedicated a small computational budget to run SOO algorithm including 10,000, 20,000, and 30,000 function evaluations. According to the number function evaluations for large-scale problems, testing different order of dimensions is not applicable. Thereby, max iter is selected so that the value of R max is equal to 1, meaning that R max is set to 5, 10, and 15 for 10,000, 20,000, and 30,000 function evaluations, respectively. Also, for CC algorithm, population size is set to 50, while F, CR, and the number of sub-components are 0.5, 0.9, and 10, respectively.
In addition, we define the Improved Accuracy Rate (IAR) for each function investigating the relative improvement that yielded by the SOO algorithm and is formulated as
Where f (x) is the obtained objective function value and f (x * ) is the optimal value. The IAR value greater than 1 indicates that SOO algorithm performs better than CC algorithm. The IAR values greater than 1 in the tables are boldfaced.
From Table I , we can compare the results of SOO algorithm with CC algorithm with only 10,000 function evaluations and max iter is set to 5, meaning that R max parameter value is 1. From the table, SOO algorithm outperforms CC algorithm in 16 out of 20 functions. SOO algorithm could not dominate CC algorithm in some partially separable functions (F4, F6, and F7), which a small number of variables are dependent, but the results are close to CC algorithm in more cases. In 12 cases, IAR was more than 2, which indicates SOO was better than CC more than 2 times in 12 functions. It is worth mentioning that when CC algorithm outperforms SOO algorithm, the results of SOO are close to CC algorithm. On the contrary, the results are drastically improved when SOO algorithm overcomes CC algorithm. For example, for F1, SOO was 735 times better than CC; or for F20 function, SOO algorithm presented 8.02E+06 times better results than CC algorithm.
In the next experiment, we have increased max N F E and max iter to 20,000 and 10, respectively. The results can be seen in Table I . SOO algorithm was better than CC algorithm in 16 functions, and CC outperformed SOO in only 4 functions. Comparison the results of max N F E = 10, 000 and max N F E = 20, 000 reveals that by increasing the number of function evaluations, the rate of reduction of the objective function value in the SOO algorithm is highly better than CC algorithm. For example, let us focus on F1 function. In CC algorithm, the objective function for F1 has been reduced from 1.17E+11 to 4.17E+10, while in SOO algorithm, it is decreased from 5.67E+07 to 6.41E+04, which readily indicates a high convergence rate of SOO algorithm.
By increasing the number of function evaluations and max iter to 30,000 and 15, similar behavior is observed between the algorithms. From Table I , SOO algorithm decreases significantly objective function value for most cases, while CC algorithm has a slight decrease during the optimization process. SOO algorithm outperforms CC algorithm on 15 cases. Figure. 3 indicates the convergence curve for some selected functions, which shows a high convergence rate of SOO algorithm in comparison to CC algorithm. From the figure, the convergence curve for unimodal functions (F1 and F3) are straight with a steep slope, which indicates the power of SOO algorithm to tackle unimodal functions. For multi-modal functions, initially, the slope is very sharp, and the slope gets almost flat in the later stages.
B. Results on low-scale expensive optimization problems
Last but not least, we carried out some experiments to investigate the behavior of SOO algorithm and in comparison to DE algorithm in lower dimensions. To this end, CEC-2017 [31] is selected which includes 30 benchmark functions with different characteristics including unimodal functions (F1-F3), multimodal functions (F4-F10), hybrid multi-modal functions (F11-F20) and composite functions (F21-F30). For the experiments, D is set to 10, 30, 50, and 100. In addition, for DE algorithm, CR is set to 0.9, while F is a random number between 0.2 and 0.8. In all experiments, max iter is set to 10. Accordingly, the number of re-runs can be calculated using Eq. 1.
In the first experiment, maximum number of function evaluations is set to 100 × D and consequently, R max is 5. The numerical results can be seen in Table II . From the table, in all dimensions, SOO outperforms DE. For D = 10, SOO yielded better results in 28 out of 30 functions, while for D = 30, 50, and D = 100 SOO wins in 29 functions. From the table, IAR is more than 2 in most cases, showing that SOO was better than DE more than 2 times in most cases. In other words, for D = 10, 30, 50 and 100, SOO was better than 2 times in 17, 20, 20, and 21 cases. Thereby, we can say that SOO algorithm overcomes DE algorithm with a limited computation budget in lower dimensions.
In the next experiment, we increase the number of function evaluations to 300 × D to investigate the behavior of SOO algorithm with a more computation budget. From Table III , SOO algorithm has retained its performance in most cases. SOO algorithm was better than DE in 27 functions for D = 10 and 50, while for D = 100, SOO outperformed DE in 29 cases. From the table, SOO algorithm was better than DE more than 2 times in 12, 19, 20, and 21 cases for D = 10, 30, 50, and 100, showing that by increasing the number of dimensions, performance is increased as well. Tables V and IV compare the results of SOO and DE with M ax N F E = 500 × D and M ax N F E = 1000 × D, respectively. However, SOO algorithm could outperform DE algorithm in most cases, but its performance is slightly decreased.
Tables VI shows a top-level view from the results on CEC-2017 benchmark functions. It compares the IAR values greater than 1 (the number of winner) and 2 for all dimensions and maximum number of function evaluations. From Table VI as well as Tables II to V, we can observe the power of SOO algorithm on expensive optimization problems with low computation budget. Two main conclusions can be observed from the results are as follows:
• by increasing the number of dimensions, the efficiency of SOO increases comparing to DE. It verifies that SOO is more beneficial in large-scale optimization problems so that increasing the size of the search space does not any negative effect on the performance of SOO algorithm, VI: IAR values greater than 1 and 2 for different dimensions (D) and different number of maximum evaluations (M ax N F E ). D=10  D=30  D=50  D=100  IAR>1 IAR>2 IAR>1 IAR>2 IAR>1 IAR>2 IAR>1 IAR>2  100 × D  28  12  29  19  29  20  29  21  300 × D  27  17  28  20  27  20  29  21  500 × D  24  11  27  18  25  15  28  19  1000 × D  17  7  22  17  20  12  18  7 similar to other metaheuristic methods. • by decreasing the number of fitness functions in the experiments, SOO reaches a better solution comparing to DE. That is an indicative that SOO is more proper for highly-cost optimization problems which there is not possible to consider numerous fitness evaluations for them. All in all, the extensive set of experiments on both CEC-2010 and CEC-2017 benchmark functions confirm that SOO algorithm is a powerful algorithm in solving expensive optimization problems in particular large-scale ones with a limited computation budget.
M ax N F E

IV. CONCLUSION REMARKS
Metaheuristic algorithms are so prevalent in solving largescale global optimization (LSGO) problems, while they need a large number of function evaluations. As a result, they are not affordable to employ in real-world applications. In this paper, we have proposed a simple novel optimization algorithm called Shahryar Origami Optimization (SOO) algorithm to solve large-scale global optimization (LSGO) problems with a low computational budget. SOO algorithm finds a region of interest in the whole search space. Then, the search space shrinks based on the region of interest detected in the previous step. One of the main characteristics of the SOO algorithm is that it is free of parameters, which makes it free of tuning compared with other metaheuristic algorithms with minimum three control parameters.
SOO algorithm is compared on CEC-2010 LSGO benchmark functions in comparison to a cooperative co-evolution (CC) algorithm with delta grouping. Also, to investigate the behavior of SOO algorithm in lower dimensions, we carried out some experiments on CEC-2017 benchmark functions and in comparison to DE algorithm. For all experiments, we employed a limited number of function evaluations. The results indicate the competence of SOO algorithm in solving LSEGO problems with limited computational budgets. Also, comparing the results in different dimensions clearly investigates that SOO is more beneficial in higher dimensions. In other words, increasing the number of dimensions has not any adverse effects on SOO algorithm, unlike typical metaheuristic algorithms.
The authors believe that SOO algorithm has a great capability in solving LSEGO problems, and this paper was preliminary research on this simple novel and effective algorithm. In the future, the authors intend to extend this work on real-world applications such as finding optimal parameters in deep networks. Also, combining SOO algorithm with other LSGO algorithms is another research direction. Proposing large-scale multi-objective extension of SOO algorithm are under investigation as well. 
