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ABSTRACT
Context. The He i 1083 nm is a powerful diagnostic for inferring properties of the upper solar chromosphere, in particular for the
magnetic field. The basic formation of the line in one-dimensional models is well understood, but the influence of the complex three-
dimensional structure of the chromosphere and corona has however never been investigated. This structure must play an essential role
because images taken in He i 1083 nm show structures with widths down to 100 km.
Aims. To understand the effect of the three-dimensional temperature and density structure in the solar atmosphere on the formation of
the He i 1083 nm line.
Methods. We solve the non-LTE radiative transfer problem assuming statistical equilibrium for a simple 9-level helium atom that
nevertheless captures all essential physics. As a model atmosphere we use a snapshot from a 3D radiation-MHD simulation computed
with the Bifrost code. Ionising radiation from the corona is self-consistently taken into account.
Results. The emergent intensity in the He i 1083 nm is set by the source function and the opacity in the upper chromosphere. The
former is dominated by scattering of photospheric radiation and does not vary much with spatial location. The latter is determined by
the photonionisation rate in the He i ground state continuum, as well as the electron density in the chromosphere. The spatial variation
of the flux of ionising radiation is caused by the spatially-structured emissivity of the ionising photons from material at T ≈ 100 kK
in the transition region. The hotter coronal material produces more ionising photons, but the resulting radiation field is smooth and
does not lead to small-scale variation of the UV flux. The corrugation of the transition region further increases the spatial variation
of the amount of UV radiation in the chromosphere. Finally we find that variations in the chromospheric electron density also cause
strong variation in He i 1083 nm opacity. We compare our findings to observations using SST, IRIS and SDO/AIA data.
Key words. Sun: atmosphere – Sun: chromosphere – Radiative transfer
1. Introduction
The He i 1083 nm multiplet arises from the three radiative tran-
sitions between the 1s2s 3S and 1s2p 3P triplet terms of neutral
helium. In the solar spectrum it appears as two absorption lines
at 1082.91 nm and 1083.03 nm (in air). Because of the large
energy difference between the lower level of the multiplet and
the singlet ground state (19.8 eV), the population of the lower
level cannot be caused by electron collisions at typical chromo-
spheric temperatures of ∼ 10 kK. This led Goldberg (1939) to
propose that photoionisation from the He i ground state contin-
uum (λ < 50.4 nm) follow by spontaneous recombination (often
called PR mechanism) is the driver of triplet population. Obser-
vational evidence from solar observations is the general corre-
lation of X-ray emission and He i 1083 nm absorption (Kahler
et al. 1983). Observations of weakly active dwarfs, giants and
supergiant stars of spectral type F7 or later show a correlation
between X-ray flux and He i 1083 nm equivalent width (Zarro
& Zirin 1986). The same relation has been established for active
giants, but interestingly, not for active dwarfs (Sanz-Forcada &
Dupree 2008).
The observational evidence has been supported by many cal-
culations of increasing sophistication (e.g. Zirin 1975; Livshits
et al. 1976; Pozhalova 1988; Avrett et al. 1994; Andretta & Jones
1997; Centeno et al. 2008), but all either in a plane-parallel slab
geometry or using one-dimensional plane-parallel atmospheres
without an actual corona. Consequently the coronal radiation
field in these calculations had to be prescribed, for which typ-
ically the data described in Tobiska (1991) has been used. All
models reproduced the observed correlation between the solar
EUV flux and the He i 1083 nm equivalent width (EW, see To-
biska 1991). An interesting feature of the PR mechanism is that
the 30.4 nm of He ii line is the strongest line in the He i ground
state continuum, so that the formation of the He i 1083 nm is
influenced by the resonance lines of He ii.
Livshits et al. (1976) demonstrated that the relative popu-
lation density of the triplet system also depends on the electron
density. By considering the dominant pathways that populate and
depopulate the triplet system they found that the relative popu-
lation of the triplet ground state n(2s 3S)/nHe is approximately
given by
n(2s 3S)
nHe
=
αt
(1 + neαs/φs) (φt/ne + qts) , (1)
with αt the photorecombination rate coefficient per electron into
the triplet system, ne the electron density, αs the photorecomina-
tion rate coefficient per electron into the singlet system, φs and
φt the photoionization rate coefficients for the 1s2 1S and 1s2s 3S
levels, and qts the electron collision rate coefficient per electron
Article number, page 1 of 14
A&A proofs: manuscript no. he
from the 1s2s 3S level into the 1s2p 1P and 1s2 1S singlet lev-
els. The quantities αt and αs are approximately constant (exactly
constant if stimulated recombination is ignored), φs depends on
the radiation field blueward of 50.4 nm, αt depends on the radi-
ation field blueward of 259 nm, and qts depends on temperature.
The relative population is an increasing function of elec-
tron density for typical values of the upper chromospheric elec-
tron density (1015–1018 m−3) and temperature (10 kK) at fixed
coronal UV illumination. We thus also expect variations in the
He i 1083 nm strength caused by variations in the mass density
and ionisation degree in the chromosphere.
An alternative mechanism for creating He i 1083 nm opacity
is direct collisional excitation from the He i ground state to the
lower level of the line. Owing to the large energy gap between
the two levels this mechanism is inefficient in the chromosphere,
but can act whenever the temperature is above 20,000 K, i.e, in
the lower transition region. (e.g. Milkey et al. 1973). At those
temperatures one expects little He i based on statistical equi-
librium calculations, but it might be present due to slow ion-
ization and recombination during rapidly changing thermody-
namic properties and the a drift of He i atoms into areas with
higher electron temperature in the presence of strong tempera-
ture gradients and a long mean time between collisions. Several
authors have proposed such mechanisms to explain the inten-
sities of the resonance lines of helium, such as He i 53.7 nm,
He i 58.4 nm, He ii 30.4 nm, and HeII 25.6 nm. (Milkey et al.
1973; Jordan 1975; Smith & Jordan 2002; Smith 2003; Pietarila
& Judge 2004). Such effects also influence the formation of the
He i 1083 nm in 1D radiation-hydrodynamics simulations (Gold-
ing et al. 2014).
The one-dimensional nature of the modelling efforts so far
has meant that they are unable to explain the spatial structure of
the He i 1083 nm equivalent width, besides the general conclu-
sion that large EW corresponds to larger impinging EUV flux
and/or larger chromospheric density.
High-resolution coronal images (e.g., Cirtain et al. 2013)
show spatial structure down to 0′′.2, indicating coronal temper-
ature and/or density variations at least down to that scale, while
the actual emitted spectrum below 50.4 nm strongly depends on
temperature. This leads to a large variation in space of the emis-
sivity of ionising radiation, and this should lead to a spatial vari-
ation of the ionising radiation impinging on the chromosphere.
The transition region between the chromosphere and the corona
is highly corrugated which will introduce additional differences
in impinging flux as parts of the chromosphere can shield other
parts from the coronal radiation.
Three-dimensional numerical simulations (e.g., Carlsson
et al. 2016) as well as semi-empirical 1D models of the solar
chromosphere (e.g., Fontenla et al. 2006) indicate that consider-
able density variations occur at the top of the chromosphere.
One thus expects strong spatial variation of the strength of
the He i 1083 nm. This is indeed the case: high-resolution obser-
vations show spatial structure down to a fraction of an arcsecond
(e.g. Ji et al. 2012; Schad et al. 2013, 2015).
In this paper we investigate the causes of the spatial varia-
tion of the He i 1083 nm strength with help of numerical sim-
ulations of the solar atmosphere, 3D non-LTE radiative transfer
calculations, and observations taken with the Swedish 1-m Solar
Telescope (SST) and the Interface Region Imaging Spectrograph
(IRIS). Our aim is to investigate in detail the origin of the varia-
tion in ionising UV radiation as well as the influence of the cor-
rugation of the transition region and the chromospheric electron
density variation on He i 1083 nm images.
In Section 2 we describe our numerical simulation and the
subsequent radiative transfer modelling. Section 3 describes our
observations. We describe the relation between coronal UV radi-
ation, chromospheric electron density and He i 1083 nm absorp-
tion in Section 4. Section 5 contains a brief observational test
of our theoretical finding that He i 1083 nm absorption should
correlate with Si iv emission, and we finish with a discussion in
Section 6.
2. Numerical Method
Radiation-MHD simulation As a model atmosphere we use a
snapshot from a three-dimensional radiation-MHD simulation
computed with the Bifrost code (Gudiksen et al. 2011). This code
solves the resistive-MHD equations together with heat conduc-
tion and non-LTE radiative losses on a Cartesian grid. The par-
ticular simulation that we use here is a 3D extension of the 2D
simulations of Golding et al. (2016). It uses an equation-of-state
(EOS) that takes the non-equilibrium ionisation of hydrogen and
helium into account. Non-equilibrium ionisation has a strong
effect on the temperature and density structure in the chromo-
sphere and transition region, and is thus required to obtain a re-
alistic model of the upper chromosphere (Carlsson & Stein 2002;
Leenaarts et al. 2007; Golding et al. 2014, 2016).
The inclusion of the Lyman continuum and the Lyman alpha
line in Bifrost is important because the hydrogen Lyman con-
tinuum is a source of ionising photons in the He I continuum.
Treating these these transitions in detailed balance, as was done
in earlier models (such as those described in Carlsson et al. 2016)
leads to an erroneous amount of Lyman continuum photons in
the subsequent radiative transfer step.
The simulation was run on a grid of 504 × 504 × 496 points,
with a horizontal domain size of 24× 24 Mm2. In the vertical di-
rection the domain spans from 2.4 Mm below the average height
of < τ500 >= 1 to 12.4 Mm above it. Besides the different EOS
the run has an identical setup to the publicly available simulation
described in Carlsson et al. (2016). In short, the simulation was
run using an LTE EOS for 1,750 s after an initial smooth bipo-
lar magnetic field was introduced into a previously relaxed hy-
drodynamical simulation. This removed transients caused by the
introduction of the magnetic field. Then the EOS was changed
from LTE to non-equilibrium ionisation of hydrogen and helium,
and the simulation was run for an additional 2,000 s. We took
the snapshot 780 s after the non-equilibrium EOS was switched
on. We refer the reader to Gudiksen et al. (2011), Golding et al.
(2016), and Carlsson et al. (2016) for further details of the sim-
ulation.
Model atmosphere The Bifrost snapshot was reduced in size
to a grid of 252 × 252 × 496 by removing every second column
in the two horizontal directions to reduce the computational cost
of the radiative transfer computation.
Model atom We use the same helium model atom as Carlsson
& Stein (2002). By collapsing the sublevels in each term to a
collective level this atom has only nine states. In this way the
atom includes the 1s2, 1s2s, and 1s2p terms of the singlet system
and the 1s2s and 1s2p terms of the triplet system of He i, the 1s,
2s and 2p terms of He ii and a single state for He iii. This model
captures all pertinent processes despite its small size: it includes
the bound-free transitions between the ground states that give
rise to the ionisation edges at 22.8 nm and 50.4 nm, the He ii
30.4 nm line, and a representative He i 1083 nm line. The latter
Article number, page 2 of 14
Jorrit Leenaarts et al.: The cause of spatial structure in solar He i 1083 nm multiplet images
1SE 1PO 2SE 2PO 3SE 3PO
0
20
40
60
En
er
gy
 [e
V]
HE I 1S2
HE I 1S 2SHE I 1S 2S HE I 1S 2PHE I 1S 2P
HE II 1S
HE II 2S HE II 2P
HE III 0S 1SE 0     
62.56
60.14
1083.03
58
.43
2058.08
30.38
30
.3
8
Fig. 1. Term diagram of our nine-level helium model atom. Solid blue
lines indicate allowed radiative bound-bound transitions, dashed lines
forbidden bound-bound transitions and yellowish lines radiative bound-
free transitions.
does not have the three components (from the upper levels 2 3P2,
2 3P1, and 2 3P0 to the lower level 2 3S1) as in reality, but instead
consist of a single transition at 1083.33 nm in vacuum with an
oscillator strength f = 0.539. A term diagram of our model atom
is shown in Fig. 1.
Radiative transfer The radiative transfer calculations are done
with the Multi3d code (Leenaarts & Carlsson 2009). It solves
the problem of non-LTE radiative transfer in full 3D using the
formalism of Rybicki & Hummer (1991, 1992). The code is par-
allellized using MPI and employs domain decomposition in the
three spatial dimensions as well as in frequency. The formal so-
lution is computed on short characteristics using monotonic cu-
bic Hermite polynomials (Auer 2003; Ibgui et al. 2013) to inter-
polate the source function and the extinction coefficient. Inter-
polation from grid points to cell interfaces is done using cubic
convolution modified to avoid overshooting artefacts. As angle
quadrature we use the A4 set from Carlson (1963), which con-
tains 24 angles. We compute the background opacities, and back-
ground scattering probabilities in the photosphere and chromo-
sphere for all elements except hydrogen and helium in LTE us-
ing the Uppsala opacity package (Gustafsson 1973). The hydro-
gen opacities and scattering probabilities are based on the non-
equilibrium hydrogen populations from the Bifrost simulation
(see Sec. 2) instead. Note that the background opacities include a
scattering term assuming coherent scattering instead of complete
redistribution. This assumption influences the Lyman-continuum
intensities, which in turn has an effect on the photoionisation in
the He i ground state continuum. Ideally one would like to run
both hydrogen and helium simultaneously in full non-LTE, but
this is currently not possible with Multi3d.
Applicability of statistical equilibrium for helium In Golding
et al. (2014, 2016) we showed that the ionisation of helium is
out of statistical equilibrium. Comparisons of one-dimensional
calculations assuming SE and NE using the RADYN code (e.g.,
Carlsson & Stein 1992) indicate that significant differences in
the He i 1083 nm profiles can occur between SE and NE calcula-
tions (see Fig. 9 of Golding et al. 2014). We therefore expect that
the current SE calculations will be substantially different from a
more physically correct NE calculation. The latter is however
currently beyond our means. We focus here on the spatial struc-
ture of He i 1083 nm images caused by the spatial variation in
the irradiation from the corona and variations in the chromo-
spheric electron density, which will be qualitatively reproduced
by our SE approach. We do not attempt a detailed analysis of the
line profiles because they will be quantitatively affected by NE
effects.
Coronal radiation We include radiation emitted in the corona
by adding a coronal emissivity:
ψν = Λν(T )nenH, (2)
where ψν is the emissivity in units of power per solid angle
per frequency per volume, ne and nH are the electron density
and hydrogen density and Λν(T ) is the emissivity per hydro-
gen atom per electron. The quantity Λν(T ) was computed us-
ing the CHIANTI package version 7.1 (Dere et al. 1997; Landi
et al. 2013). For a grid of 121 temperatures, logarithmically
spaced between 1 kK and 10 MK, we computed the radiative
losses assuming coronal equilibrium ionisation balance for all
lines in the CHIANTI database using the abundance given in
the file sun_coronal.abund and the ion fractions given in the
file chianti.ioneq. We removed all lines from hydrogen and
helium because they are accounted for already in Multi3d: he-
lium as the active non-LTE atom and hydrogen as a background
opacity source. The resulting emissivity was binned into 0.1 nm
wide bins such that the frequency integral yields the total radia-
tive losses at that temperature. This table was remapped to the
coarser frequency grid used in Multi3d while conserving the fre-
quency integral.
The ionisation state in the time-varying corona is not in equi-
librium (e.g., Joselyn et al. 1979; Hansteen 1993; Bradshaw &
Raymond 2013), and this will have an effect on the coronal emis-
sivities. While it is possible to run Bifrost with non-equilibrium
coronal ionisation (Olluri et al. 2013b), it is computationally pro-
hibitively expensive to include all elements and atomic levels
present in the CHIANTI line list. We therefore opted for the sim-
pler and faster coronal equilibrium approximation.
3. Observations
The observations were taken on 2015-07-31 from 08:46:36 UT
to 08:50:18 UT with the TRIPPEL spectrograph (Kiselman et al.
2011) at the Swedish 1-m Solar Telescope (SST, Scharmer et al.
2003) on La Palma. We obtained raster scans of active region
NOAA 12393 at a viewing angle µ = 0.76, recorded in reason-
able but not excellent seeing conditions. The raster scan contains
300 slit positions with a step size of 0′′.1 and a slit width of 0′′.11.
The field-of-view is 30′′ × 34′′.2. It took 222 s to record the full
scan.
The SST was used for the first time to observe in the in-
frared, employing an OWL-camera (OWL SW1.7 CL-640). The
recorded spectral region ranges from 1081.84 nm to 1083.49 nm
featuring the He i 1083 nm and Si i 1082.7 nm spectral lines. The
estimated spectral resolution of TRIPPEL is λ/δλ ≈ 150, 000 as
determined by comparing with a high resolution reference spec-
trum (Kiselman et al. 2011).
The sensor of the OWL-camera has a size of 640×512 pixels
with a spectral dispersion of 2.6 pm/pixel and a spatial scale of
0′′.067 pixel−1. The spectra were rebinned in the spatial direction
to a scale of 0.1 arcsec/pixel to create square pixels in the raster
scan. We took three acquisitions in each slit position with an
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exposure time of 100 ms each, with a 0.74 s cadence per slit
position. For each slit position we used the acquisition that had
maximum continuum contrast.
We reduced the spectra using the TRIPPEL pipeline (Pereira
et al. 2009; Kiselman et al. 2011). The reduction steps consist
of flat field and dark frame corrections, geometrical corrections
for smile and keystone and a wavelength calibration. The spectra
were corrected for stray-light and hot pixels were removed from
the spectra.
The SST observations were accompanied by observations
with the Interface Region Imaging Spectrograph (IRIS, De Pon-
tieu et al. 2014). The IRIS continuum channel at 283.2 nm was
used for alignment with the SST raster scan continuum image:
First, the IRIS slit-jaw images were interpolated to the scale of
the SST raster scan, rotated and aligned with the slit jaw image.
Second, to correct for higher-order shifts due to seeing, we ap-
plied a destretching routine from the CRISPRED pipeline (de
la Cruz Rodríguez et al. 2015) to the SST raster scan with the
seeing-free IRIS 283.2 nm continuum image taken half-way dur-
ing the SST scan as an anchor. As a result of this correction, we
are confident that the alignment has accuracy of ∼ 0′′.2 which is
below the IRIS resolution of ∼ 0′′.35.
We also make use of co-spatial and co-temporal data taken
with the Atmospheric Imaging Assembly (AIA, Lemen et al.
2012) on board the Solar Dynamics Observatory (SDO, Pesnell
et al. 2012). These data were co-aligned with the IRIS and SST
data to within an accuracy of one AIA pixel,
In this paper we compare the SST raster scan with IRIS Si iv
140 nm slit-jaw images (from now on Si iv SJI) and the AIA
data. Therefore, we created an artificial raster scan with the same
slit positions and cadence as the SST raster scan from the Si iv
SJI images. Each column in this artificial raster scan equals the
column in the Si iv SJI which is the nearest neighbour in time to
the SST acquisition time of the column. Due to the big difference
in cadence (0.74 s per slit position in the SST and 17 s cadence
for the Si iv SJI), only 14 slit-jaw images are used to compose
this artificial raster scan. Artificial rasters of the AIA data (12 s
cadence) where created in the same way as was done for the IRIS
data.
4. Results
4.1. Coronal sources of ionising radiation in the He i ground
state continuum
Our 3D Bifrost model includes the lower corona with variations
in temperature and density, so it should mimic the observed be-
haviour. We investigate systematically how the EUV radiation is
produced.
As a first check we compared the average UV flux in our
model to the values in the ”low activity model” of Tobiska
(1991). Newer models are available (see Tobiska 2004), but the
1991 model is sufficiently accure for our purposes. We inte-
grated the average vertically emerging intensity in our model
from 14.3 nm to 50.4 nm, the range over which we include ab-
sorption and emission in the He i ground state continuum, and
found a value of 48 W m−2 ster−1. This is ∼ 60% higher than
the corresponding value computed from Tobiska (1991). We thus
conclude that our model produces a UV flux in the He i ground
state continuum comparable to observations.
Note that we do not include absorption in the He i continuum
below 14.3 nm, for which Tobiska gives 3.7 W m−2 ster−1, so the
error is small. Also note that the Tobiska results are consistent
with newer observations with AIA/EVE (Woods et al. 2012).
Fig. 2. Top: Coronal radiation losses per hydrogen atom per electron
(Λν(T ) in Eq. 2) as function of temperature and wavelength. The scale
is inverted, so black means large losses. Bottom: ΛE, the frequency-
integrated energy losses per hydrogen atom per electron (blue, arbitrary
units); Λph, the frequency-integrated photon losses per hydrogen atom
per electron (black, scale on the left); Λcsw, the frequency-integrated,
He i ground-state continuum cross section weighted, photon losses per
hydrogen atom per electron (red, arbitrary units).
In Fig. 2 we show Λν(T ) in Eq. 2 for λ < 51 nm. The
strongest emission feature is a Ne vii resonance line at 46.522 nm
at log10 T = 5.7. The blue curve in the bottom panel shows
ΛE =
∫ νmax
νmin
Λν dν, the losses integrated over the frequency range
in which we include He i ground state continuum opacity in our
model atom. This distribution peaks at log10 T = 6.
In black we show the frequency-integrated photon losses, to
take into account that each emitted photon can only ionise one
He i atom (we omit the integration bounds for brevity):
Λph =
∫
Λν(T )
hν dν. (3)
The photon-energy weighting increases the relative contribution
of lower-temperature gas to the He i photoionisation because of
the weighting with the inverse frequency. Finally we computed
the coronal photon losses as the He i ground state continuum
experiences it, by also weighting with the photoionisiaton cross
section:
Λcsw =
∫
σν
Λν(T )
hν dν, (4)
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Fig. 3. Top: Scaled joint probability density functions (JPDF) of nHne
versus T in the chromosphere and corona of our simulation snapshot.
The inner blue contour includes 50% of all pixels, the outer contour
75%. Each column in the panels is scaled to maximum contrast to in-
crease visibility. Bottom: volume-integrated, frequency integrated and
cross-section weighthed photon losses as function of temperature in our
simulation snapshot (i.e.,
∫
V Lcsw dV in Eq. 5).
shown in red in the bottom panel of Fig. 2. The peak of the dis-
tribution then shifts to 10log T = 5.7 K, owing to the Ne vii line.
In summary, the He i ground state continuum is sensitive to ra-
diation emitted at a wide range of temperatures, with peak sen-
sitivity at 500 kK plasma.
We now proceed to investigate the effect of the density
variations in the transition region and corona of the atmo-
sphere model. Figure 3 shows the distribution of nHne versus
the temperature in the chromosphere and corona of our simula-
tion snapshot. The majority of the volume is filled with gas at
coronal temperatures, but this gas has a relatively low density.
The colder material at transition-region temperatures occupies a
much smaller volume, but has a much higher density. Combin-
ing all ingredients we finally arrive at the bottom panel of Fig. 3,
which shows
∫
V
ΛcswnHne dV =
∫
V
Lcsw dV (5)
the cross-section weighted total production of ionising photons
in our simulation volume V as function of temperature. The ma-
jority of the photons are produced by the tenuous coronal gas but
there is a significant tail toward transition region temperatures.
In Fig. 4 we show the effect of the spatial variation of Lcsw.
Panels a–c show Lcsw integrated along the x,y, and z-axis, re-
spectively. The distribution along 2D cross cuts are given in the
accompanying animation. The emission (red colors in the anima-
tion) is highly structured, and peaks in a thin sheath just above
the chromosphere.
The resulting cross-section weighted radiation field Jcsw im-
pinging on the chromosphere is shown in panel d of Fig. 4. It
shows a good correlation with the locations of strong emission
on large scales, but not on small scales. This is because the radi-
ation field at location r is in essence the integral of the emissivity
weighted with the inverse distance squared:
Jcsw(r) ≈
∫ ∞
0
∫
V
4π
hνσν
ψν(r′)
|r − r′|2
e−τ(r,r
′) dr′dν, (6)
with τ(r, r′) the optical thickness between points r and r′, and the
integral over r′ is taken over all space. The emissivity is mainly
due to the corona where the extinction is negligible, and the ex-
tinction is essentially chromospheric. Therefore Jcsw is sensitive
to both strong, closely located sources as well as larger regions
at larger distances. The column-integrated lower level popula-
tion of the He i 1083 nm shows a similar large scale correlation
(panel e, the actual level population per volume is shown in blue
in the animation). In panel f we show the resulting image at the
nominal line center wavelength, which shows fine structuring up
to a scale of a fraction of a Mm.
Note that the term e−τ(r,r′) contains significant complexity. It
encodes the different opacity at different wavelengths, not only
for helium but also for the main other absorber, which is the hy-
drogen Lyman continuum. Assuming all hydrogen and helium
neutral, then the He i ground state continuum makes up 40% of
the total chromospheric opacity at 50 nm and 70% at 15 nm.
Our analysis thus somewhat overestimates the effect of long-
wavelength photons, because Λcsw does not take this wavelength
dependence into account
Figure 4 and the animation show that the high emissivity
points are located close to the chromosphere These will thus
contribute most to the high Jcsw in the nearby chromosphere.
In Fig 5 we show the temperature distribution of the high-L
points. It peaks at 100 kK, indicating that the emission is com-
ing from the transition region. Inspection of the cross-section-
weighted emissivities computed with CHIANTI at T = 100 kK
and ne = 1016 m−3 show that only 37 lines of C iii, C iv, N iii,
Ne ii, Ne iii, Ne iv, and C iii produce 88% of the ionising photons.
In summary, we have shown that in our model the main
source of the small-scale variation of ionizing radiation in the
He i ground state continuum is a thin shell of relatively dense
material at 100 kK in the transition region. Whenever a pocket
of chromospheric material is sufficiently illuminated by this ma-
terial it develops appreciable opacity in the He i 1083 nm. This
mainly occurs in material that is almost completely surrounded
by TR material, i.e., slender extensions of the chromosphere that
protrude into the corona.
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Fig. 4. Spatial relation between coronal emissivity and opacity in He i 1083 nm. Top row: frequency integrated and cross-section weighted photon
losses Lcsw, integrated along the y-axis (a), the x-axis (b) and the z-axis (c), on an inverted brightness scale. Panel (d): the resulting angle-averaged
radiation field at the largest height in each column where T = 15 kK, showing the spatial variation of the ionising radiation impinging on the
chromosphere. Panel (e): total depth-integrated column density of the lower level of the He i 1083 nm. Panel (f): vertically emergent intensity at
the nominal line core of the He i 1083 nm. This figure has an accompanying movie in the online material. The movie shows 2D cross-cuts through
the simulation domain, with Λcsw in red and the He i 1083 nm lower level population in blue
Fig. 5. Histogram of the temperature of the gas for grid points in the
model with Lcsw > 0.01 max(Lcsw)).
4.2. Other sources of ionizing UV radiation
Besides radiation from bound-bound transitions in the TR and
corona, there are other sources of ionising radiation. The most
important contributions are the He ii ground state continuum, the
He ii 30.4 nm line and the hydrogen Lyman continuum. The first
two are included self-consistently in statistical-equilibrium non-
LTE because they are included in the model atom. The latter
is included as a background element in the following way: the
hydrogen level populations are taken from the Bifrost model,
where they were computed including non-equilibrium ionisation
effects (Golding et al. 2016). The Lyman continuum is treated
as a background process in our approximation, which means we
assume coherent scattering and a photon destruction coefficient
computed using the Van Regemorter approximation. We solved
the 3D non-LTE radiative transfer problem both with and with-
out the coronal emissivities to investigate the importance of the
hydrogen Lyman and He ii continua on the He i 1083 nm opacity.
Figure 6 compares both computations. Ignoring the coronal
emissivity leads to much lower total chromospheric column den-
sity, and thus optical thickness, for the He i 1083 nm, on average
a factor 6.3 less (panel a and b). The resulting optical thickness
is too low to leave a strong visible imprint in the intensity images
at the line core. Only at a few locations is the photoionisation of
He i by He ii and H i radiation strong enough to be clearly visi-
ble. The best example is the upside-down T-shaped dark feature
at (x, y) = (7, 8) Mm.
The frequency-integrated spatially-averaged intensity of the
He ii 30.4 nm line in our model is 13 W m−2 ster−1, which is
about 27% of the total intensity between 14.3 and 50.4 nm. This
is somewhat higher than the observed values of MacPherson &
Jordan (1999), who measured 5 W m−2 ster−1 for internetwork
and 10 W m−2 ster−1 for a strong network boundary. So while
our computation of the He ii 30.4 nm line might be deficient in
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Fig. 6. Demonstration of the importance of radiation from the corona and transition region for the photoionisation in the He i ground state
continuum. Panels a and b compare the column integrated lower-level population of the He i 1083 nm line with (a) and without (b) the inclusion of
coronal and TR emission. Panels c (with emission) and d (without emission) compare the resulting equivalent widhts of the He i 1083 nm line.
the sense that we ignore non-equilibrium effects, it nevertheless
produces roughly the right intensity. We thus conclude that the
line is an important, but not dominant, source of ionizing photons
in the He i ground state continuum.
4.3. Importance of direct collisional excitation
We computed the Nhot, total number of He i atoms in the lower
level of the He i 1083 nm line in our model chomosphere, transi-
tion region and corona, for those grid points with a temperature
above 20 kK, and computed Ncold, the same quantity but now for
those points where T < 20 kK. We find that Nhot/Ncold = 0.005,
and thus conclude that direct collisional excitation is an insignifi-
cant source of He i 1083 nm opacity in our statistical equilibrium
computation.
4.4. 3D effects on the UV illumination
The coronal UV radiation spreads out in 3D. We test the impor-
tance of the horizontal spreading by comparing a computation
using the full 3D radiation field (3D) and a computation where
each column in the model atmosphere is treated as an indepen-
dent plane-parallel atmosphere (1D). In Fig. 7 we show the dif-
ferences between the two computations.
Panels a and b compare the UV radiation field in a verti-
cal slice through the model. Panel b show vertical striping in J,
typical for 1D calculations, whereas the 3D computations has a
more even distribution. Notice however that the 3D computation
also shows artefacts: the diagonal striping is caused by the finite
number of ray angles that we use (24 angles). A small volume
with high emissivity will thus only illuminate the surrounding
space along the ray directions. Because the coronal emissivity is
highly structured this shows up strongly. The middle row com-
pares the resulting He i 1083 nm lower level populations along
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Fig. 7. Comparison of the He i 1083 nm lower-level population assuming 3D radiative transfer (left-hand column) and 1D radiative transfer (right-
hand column). Top row: cross-section weighted angle-averaged radiation field in a vertical slice at y = 11.9 Mm. Middle row: resulting lower level
population of the He i 1083 nm line in a vertical slice at y = 11.9 Mm. Bottom row: column integrated lower-level population of the He i 1083 nm
line, with the slice used in panels a—d indicated with a black line.
the same vertical slice. In 3D the population is much higher than
in 1D. This is mainly due to the effective self-shielding in 1D
geometry, because radiation can only come from one direction.
In 3D extensions of chromospheric material into the corona can
be illuminated from all sides. A clear example can be seen at
(x, z) = (7.5, 2.0) Mm, where a finger of chromospheric material
is surrounded by high-emissivity TR/coronal material. Similar
effects were already reported by Carlsson & Leenaarts (2012),
who investigated 3D effects on the heating of the chromosphere
by UV radiation produced in the corona.
Finally, in panels e and f we compare the spatial distribution
of the total column density of the lower-level population of the
He i 1083 nm line. In 3D it is on average 4.2 times higher than
in 1D, and its maximum is 6.8 times higher.
4.5. 3D effects on the source function
At the height in the chromosphere where the He i 1083 nm line
has appreciable opacity, the mass density is so low that the damp-
ing wings of the Voigt profile are negligible, and the extinction
coefficient is essentially Gaussian. The photon destruction prob-
ability ǫ in the He i 1083 nm is of the order 10−4 − 10−2. The
line is thus scattering dominated (S ν ≃ ¯Jν0) and the thermalisa-
tion depth is located at a line core optical depth τ ≅ 1/ǫ = 102
– 104. This is at least eleven times the maximum optical thick-
ness of the line-forming region in our model, which is 8.9. So
the source function thermalises in the photosphere, even when
the line-forming region in the chromosphere is optically thick.
We thus expect strong 3D effects on the source function.
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Fig. 8. JPDFs of the He i 1083 nm source function and the continuum
intensity and the height where the line opacity is largest. The red line in
panel a is S l = 0.4Ic. The red line in panel d is S l = 23 − 3.75zmax (n)
We investigated this effect by comparing the full 3D compu-
tation with the 1D column-by-column computation. The top row
of Figure 8 shows joint probability density functions (JPDFs) of
the line source function S l and the underlying continuum inten-
sity Ic computed from each (x, y)-pixel in our model, for both the
3D and 1D computation.
Panel a shows a strong correlation between S l and Ic in
the 1D computation. The red line shows that roughly speaking,
S l = 0.4Ic. This is consistent with Avrett et al. (1994) who ob-
tained the same relation for 1D semi-empirical models illumi-
nated with a prescribed UV radiation field. In 3D this correla-
tion is gone (panel b). The reason is that the source function at a
given location in the chromosphere is no longer correlated to the
continuum intensity from the photosphere directly below it, but
by a spatial average of the continuum intensity emitted from an
extended region encompassing multiple granules.
The bottom row of Figure 8 shows the JPDFs for S l and the
height where the lower-level population is maximum in the chro-
mosphere zmax (n). In 1D there is just a rather weak correlation
between the two quantities, which only shows up in the corre-
lation coefficient. In 3D it is strong, and is clearly visible in the
JPDF as well.
The behaviour of the He i 1083 nm source function is similar
to the source function in the Hα line (Leenaarts et al. 2012). Both
lines have source functions that thermalise in the photosphere,
both lines are strongly scattering and both lines have negligible
opacity in the upper photosphere and lower chromosphere.
Fig. 9. Comparison of the synthetic He i 1083 nm line intensity com-
puted with the correct 3D source function (upper panel) and an approx-
imate 1D source function in the chromosphere (lower panel).
4.6. Relative importance of 3D in the UV illumination and
source function
In order to assess the relative importance of 3D effects in the
UV illumination and the source function we did a test calcula-
tion where we computed the emergent intensity using the opacity
from the 3D computation, but used a line source function of the
form
S l(x, y, z) = 0.4Ic(x, y), (7)
which was shown in Section 4.5 to be a decent approximation of
the source function as obtained from 1D plane-parallel computa-
tions. The resulting line-center intensity image, together with the
3D computation, is shown in Fig 9. Both images are very similar
in absorption structure, so we conclude that 3D effects in the UV
illumination are the most important for the He i 1083 nm forma-
tion, while 3D effects on the line source function are minor.
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Fig. 10. Relation between He i 1083 nm opacity, electron density and the coronal irradiation. Panel a: relative population of the He i 1083 nm lower
level, for each pixel at the height in the chromosphere where the relative population has a maximum. Panel b: electron density at the same location
as in a. Panel c: Jcsw at the same location as in a and b. Panel d: JPDF of Jcsw and the electron density in the chromosphere. Panel d: JPDF of Jcsw
and the relative population of the He i 1083 nm. Panel f: JPDF of the electron density and the relative population of the He i 1083 nm.
4.7. Variation in He i 1083 nm opacity and the chromospheric
electron density
In the previous subsections we explored the origin and effect of
the ionising radiation. In this subsection we discuss the com-
bined influence of the electron density and the radiation. Equa-
tion 1, which was derived by Livshits et al. (1976), predicts a
correlation between the relative population n(2s 3S)/nHe of the
He i 1083 nm, and those quantities. We illustrate this in Fig. 10.
For each (x, y) location in the model we looked up the location
in the chromosphere where n(2s 3S)/nHe has a maximum. For
those locations we extracted n(2s 3S)/nHe , ne, and Jcsw and dis-
play the resulting maps in panels a–c. The map of n(2s 3S)/nHe is
finely structured on small scales, but appears relatively smooth
on larger scales. The electron density map shows a substantial
correspondence with the n(2s 3S)/nHe map. The map of Jcsw in
panel c is, in contrast, much more intermittent.
In panels d–f we put the correlation on a more precise foot-
ing. Panel d shows the joint probability density function of Jcsw
and ne. It shows a peculiar ¬-shape. Panel e shows the JPDF of
Jcsw and n(2s 3S)/nHe . It consists of two distinct components, a
tight positive correlation that roughly follows the prediction of
Eq. 1 for fixed electron density and a beard-shaped cluster of
points of −13 < log10 Jcsw < −12. In panel d it can be seen
that the latter points correspond to a sudden large spread in val-
ues of the electron density, and thus a much weaker correlation
between Jcsw and n(2s 3S)/nHe . A similar effect appears in the
JPDF of ne and n(2s 3S)/nHe : there is a component with a tight
correlation and for 16.5 < log10 ne < 17 there is a beard-like ex-
tension downward, caused by the large spread of values in Jcsw
at those electron densities, as shown in Panel d.
We thus conclude that the approximate formula made by
Livshits et al. (1976) is validated by our 3D non-LTE radiative
transfer computations.
5. Correlation with Si iv 1393 and 1402 and AIA 304,
171,193 and 335 emission
In Sec. 4.1 we showed that the source of the most intense
He i ground state continuum radiation impinging on the chro-
mosphere in our simulation comes from gas with a tempera-
ture of about 100 kK. This temperature is close to the coronal-
equilibrium peak formation temperature of the Si iv lines at
139.38 nm and 140.28 nm, which is at log T = 4.8 K. These
lines dominate the emission in the 140 nm slit-jaw imager of
IRIS.
In Fig. 11 we compare a synthetic Si iv SJI image com-
puted from our simulation snapshot and a map of the column-
integrated Lcsw, i.e,
∫
Lcsw dz. The brightest Si iv SJI emission
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Fig. 12. Co-spatial and co-temporal observations of active region NOAA 12393 with the SST, IRIS and SDO/AIA. a) TRIPPEL raster scan image
in the continuum at 1081.971 nm. b) TRIPPEL raster scan image of the profile minimum of He i 1083 nm. c) TRIPPEL raster scan image of the
equivalent width of He i 1083 nm. d) artificial raster scan constructed from the IRIS 140 nm SJI images which are dominated by Si iv emission. e)
same as d, but now smoothed to AIA resolution. f)–i) artificial raster scans for the AIA band given in the panels. j)–k): same as c, d, and f, but now
with contours of local maxima in the EW overplotted in red. The blue box outlines the area discussed in the text.
corresponds to the brightest Lcsw, but the latter is more extended
and has a diffuse component, owing to the large variety of lines
that contribute to it.
The bottom panel of Fig 11 shows a histogram of Lcsw for all
grid points in the simulation in black. In red it shows a histogram
of Lcsw for only those grid points that belong to the 0.1% grid
points that have the highest Si iv SJI emmisivity. This confirms
quantitatively that locations with very high Si iv emission indeed
correspond to locations with the highest Lcsw .
Based on the results shown in Fig. 11 and the rough
correlation between Lcsw and the lower-level population of
He i 1083 nm (see Fig. 4), we thus expect a considerable correla-
tion between Si iv emission and He i 1083 nm strength on scales
of ∼ 1 arcsecond. We also show that the bulk of the ionizing
photons are coming from hotter gas, emitted in a large volume in
the overlying corona. We thus also expect a correlation between
He i 1083 nm strength and coronal emission at larger scales. The
latter correlation has of course been known for a long time (e.g.,
Kahler et al. 1983).
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Fig. 11. Comparison of the synthetic IRIS 140 nm slit jaw emission (up-
per panel) and an image computed from Lcsw, the frequency integrated
and cross-section weighted photon losses (middle panel). The bottom
panel shows the histogram of Lcsw for all grid points in the simulation
(black) and only for the 0.1% of the grid points that have the highest
Si iv emissivity (red).
Fig. 13. Joint probability density functions of the equivalent width of
He i 1083 nm and Si iv140 nm emission. Left-hand panel: observations;
right-hand panel: simulations.
We therefore compared a single raster scan of the
He i 1083 nm line taken with the TRIPPEL spectrograph at the
SST with co-temporal and co-spatial artificial raster scans con-
structed from Si iv slit-jaw images and SDO/AIA images (see
Sec. 3). Observationally we cannot directly determine atomic
level populations, so we took the equivalent width (EW) as a
measure instead.
Panel a in Fig. 12 shows the raster scan in a continuum wave-
length close to the He i 1083 nm line. There is a small sunspot
with an irregular penumbra on the right side of the field-of-view,
with granulation and some small pores filling the rest of the
panel. Inspection of the IRIS 283.2 Mg ii k wing slit-jaw image
(not shown) indicates that the observed area shows a consider-
able amount of magnetic bright points. Panel b shows an image
of the He i 1083 nm core. In each pixel the intensity of the profile
minimum is taken to compensate for Doppler shifts. The super-
penumbra is clearly seen on the right side. The middle part of the
image (5 < x < 20′′) is filled with fibrils with granulation visi-
ble in between. The left side of the image shows a more irregular
absorption structure. The strong elongated absorption feature at
the bottom of the image (y < 5′′) is an active region filament.
Panel c shows the EW of the He i 1083 nm line. The filament has
the highest EW, while the areas showing granulation in Panel b
have the lowest. Panel d shows the Si iv artificial raster scan.
The sunspot is very dark, the filament is not visible, the rest of
the image shows filamentary structures with medium brightness
and more irregularly shaped patches of high brightness.
The simulation results presented in this paper are not repre-
sentative for sunspots or filaments. The correlation that we ex-
pect on the basis of our simulation and radiative transfer mod-
eling is most likely valid for quiet sun and network areas. We
therefore focus on the most quiet area in the observation, roughly
speaking where x < 20′′ and y > 5′′ (indicated by the blue box
in Fig. 12).
Comparison of the brightest areas in panel d with the profile-
minimum intensity and EW of He i 1083 nm in panel 12b
and 12c shows many places where Si iv brightness coincides
with a large He i 1083 nm EW, for example at (x, y) = (14′′, 19′′),
(x, y) = (7′′, 12′′)and (x, y) = (3′′, 23′′). Careful inspection
shows many more locations of good correlation. There are also
locations where the correlation is not present, for example at
(x, y) = (10′′, 23′′) and (x, y) = (11′′, 28′′).
Panels e shows the Si iv emission, smoothed to the same res-
olution as the AIA data to facilitate a more fair comparison to
the emission in the various AIA channels shown in panels f–i,
from the coolest 304 channel to the hot 335 channel.
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Comparing the AIA 304 channel (panel d, which is most sen-
sitive the He ii 30.4 nm emission) to Si iv in panel c, we see that
some structures can be recognized in both images, and there is
a correlation on large scales. The Si iv image shows consider-
able more contrast and shows many more small patches of large
brightness. The difference in appearance is not only caused by
differences in spatial resolution between the IRS and SDO data.
The large-scale patches of high EW in panel c correlate roughly
with the high-brightness patches in 171 and 193, and to a lesser
extent to the 304 and 335 images.
The bottom row (panels j–l) show the EW, Si iv, and 304
image again, but now overlaid with contours enclosing areas of
local maxima in EW. These contours where created by thresh-
olding a high-pass-filtered EW image, designed to pick up local
maxima in EW, and serve to guide the eye. Inspection of panels
k and l shows that the contours of local maxima in EW match
the Si iv image much better than the 304 image.
Figure 13 compares the joint probability density function of
the He i 1083 nm equivalent width and the Si iv brightness. For
the observations we computed it from the area where x < 20′′
and y < 5′′ in Fig. 12. For the simulation we degraded the syn-
thetic Si iv image to the spatial resolution of the observations.
The observed correlation clearly shows the correlation between
high equivalent width and Si iv brightness. For the simulations
this correlation is not as strong. The correlation appears as the
upper arm of the bifurcated distribution for equivalent widths
larger than 0.22 nm.
6. Discussion and Conclusions
In this paper we investigated why the absorption features in im-
ages taken in the He i 1083 nm line in quiet Sun and network re-
gions show intricate fine structuring to sub-arcsecond scale using
a 3D radiation-MHD simulation of the solar atmosphere, com-
bined with 3D non-LTE statistical equilibrium radiative transfer
modeling.
We confirm the mechanism for populating the lower level of
the line through photoionisation from the singlet ground state of
He i to He ii, followed by photorecombination into the He i triplet
system as was originally put forward by Goldberg (1939). Direct
collisional excitation at temperatures above 20 kK is a negligible
source of lower level population in our model. We also confirm
the conclusion by Livshits et al. (1976) that the relative opacity
of He i 1083 nm is electron density dependent: for a given mass
density and coronal illumination the extinction coefficient is an
increasing function of the electron density under typical chro-
mospheric conditions.
Our simulations are not representative for strongly magnet-
ically active areas and phenomena, such as emerging flux re-
gions, flares and plage. These are typically associated with el-
evated chromospheric densities and temperatures and the pres-
ence of non-thermal electrons, where population of the triplet
system can also occur through direct collisional excitation or
collisional ionisation/recombination pathways (e.g., Ding et al.
2005). Our conclusions are therefore not necessarily valid under
such circumstances.
We found that the sources of the ionising radiation can be
roughly split in two components. The majority of the ionis-
ing photons are produced by gas in the 0.5-2 MK temperature
range. The source regions are extended as these are the temper-
atures of typical coronal gas, and their emissivity is relatively
low. The second component consists of transition region gas be-
tween 80 kK and 200 kK. It produces far fewer ionising photons
than the high-temperature component. However, regions of high
emissivity of the second component are concentrated in space
and are located close to the upper chromosphere. This second,
highly structured component is the main cause of variation in
the UV flux impinging on the chromosphere. The actual radi-
ation field Jcsw inside the chromosphere also depends on the
shape of the transition region. Chromospheric material that is
surrounded by a dense transition region has the highest Jcsw and
consequently the highest He i ground state continuum photoion-
isation rate.
The He i 1083 nm line strength depends on the integral of
the opacity along the line of sight. Therefore dense, vertically-
oriented chromospheric structures that are surrounded by hot,
dense, transition region and coronal material will typically pro-
duce the strongest line.
We tested our predicted correlation between the presence of
high-mass-density≈ 100 kK gas and He i 1083 nm absorption by
comparing emission in the Si iv 139.38 nm and 140.28 nm lines
that form around 80 kK with He i 1083 nm absorption and found
that small-scale patches of high He i 1083 nm EW indeed often
correlate with high Si iv emission. The correlation is notably ab-
sent around the active region filament in our observations, which
might indicate a thin and/or low-mass-density transition region
around the filament. The correlation between small-scale struc-
ture in the EW and AIA 304 is significantly worse. The large-
scale variation in EW correlates well with the emission in coro-
nal lines as sampled by the AIA 171 and 193 as well as the AIA
304 emission.
Our work is an improvement over earlier modelling efforts
(e.g., Zirin 1975; Pozhalova 1988; Avrett et al. 1994; Centeno
et al. 2008). We used a 3D radiation-MHD simulation of the so-
lar atmosphere, as opposed to the 1D models used before. We
self-consistently include the emission of ionising radiation from
the corona: it is produced by the corona present in the radiation-
MHD simulation. Earlier work used a prescribed coronal radia-
tion field.
Despite these improvements there are still a number of lim-
itations to our approach: The simulation that we use produces
too little chromospheric dynamics and produces to little chro-
mospheric emission compared to observations (see for example
Carlsson et al. 2016; Leenaarts et al. 2013). Increasing the nu-
merical resolution and adding heating effects from ion-neutral
interactions (Martínez-Sykora et al. 2012; Khomenko & Colla-
dos 2012) might alleviate some of the discrepancy in future sim-
ulations. We also base our current analysis on a single snapshot,
with a single magnetic field configuration. A future improvement
would be to repeat the analysis for a time series of snapshots and
for simulation runs with different magnetic field geometries.
The biggest discrepancy in our current analysis is that we
do not include the effect of non-equilibrium ionisation in our
3D non-LTE radiative transfer calculation for helium, nor do we
include non-equilibrium ionisation effects on the production of
ionising photons.
Non-equilibrium ionisation in the transition region and
corona typically has the effect that ions in a particular ionisa-
tion stage are present over a larger temperature range than what
one would expect from coronal equilibrium calculations (Olluri
et al. 2013b). The effect on the resulting emissivities and inten-
sities are rather mild for the lines of Si iv, C iv, and O iv that
were investigated by Olluri et al. (2015). No non-equilibrium
intensity calculations for the lines dominating the He i photoion-
isation mentioned in at the end of Sec. 4.1 have been done, but
the results for the non-equilibrium ionisation balance of oxygen
from Olluri et al. (2013a) indicate that O iii lines should experi-
ence similar mild effects as the O iv lines. Non-equilibrium ef-
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fects also play a role for the He ii 30.4 nm line (e.g. Golding et al.
2014). However, we showed that the line produces roughly the
right amount of photons, so that neglecting this effect has little
effect on the formation of the He i 1083 nm line.
Comparisons of one-dimensional calculations assuming SE
and NE for helium using the RADYN code (e.g., Carlsson & Stein
1992) indicate that large differences in the He i 1083 nm profiles
can occur (Golding et al. 2014). While we expect that inclusion
of non-equilibrium effects will have large quantitative effects on
He i 1083 nm formation, we do not think it will have a qualitative
effect on the spatial structure: also in the non-equilibrium case
the photoionisation-recombination mechanism is the dominant
mechanism populating the triplet states (Golding et al. 2014),
The correlation between He i 1083 nm absorption and strong
emission in the transition region and high chromospheric elec-
tron density will thus remain valid, even though the contribution
of direct collisional excitation due to the presence of neutral he-
lium at higher temperatures might play a bigger role. Because
we expect quantitative differences when non-equilibrium radia-
tive transfer for helium is taken into account we have refrained
from detailed analysis of the synthetic He i 1083 nm profiles in
this work.
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