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Abstract
Early assessment of image quality in the proximity of hip replacements indicates that magnetic res-
onance imaging (MRI) shows better results than CT in some scenarios. MRI could provide tools for
earlier diagnosis of joint diseases and elucidate the need for revision due to implant wear, but MRI
basedmeasures would benefit from higher spatial resolutions. Image resolution inMRI depends on the
amount of signal available and the signal-to-noise ratio (SNR) increases at least linearly with magnetic
field strength.
However, technical challenges limit the use of high-field (HF) MRI, at 3 Tesla, and ultra-high field
(UHF) MRI, stronger or equal to 7 Tesla, in the presence of metal implants. The major limitations are
due to the decreased homogeneity of the radiofrequency (RF) field and the approximately quadratic in-
crease of the power deposition in human tissue, which are amplified by the presence of metal implants.
These effects are often further enhanced by antenna effects in metal implants such as hip prostheses. In
addition, RF power deposition may cause a temperature increase in tissue. The amount of RF energy
deposition is regulated using specific limits of the specific absorption rate (SAR). In practice MRI
scanners have a global SAR prediction which ensures that the total amount of RF energy is limited
and will not cause significant temperature increases during the examination. At UHF, global SAR
becomes less helpful because the constructive and destructive interferences in the electric component
of the RF field can concentrate the heating into ‘hot spots’, where local SAR can be several times
higher than average SAR. To prevent localised heating, 10g-averaged SAR (SAR10g) is used to limit
the input power in the RF coil, as it has been shown to better correlate with temperature than global
SAR. Unfortunately, SAR10g cannot be measured directly in vivo therefore numerical simulations to
calculate SAR10g in realistic human models have become the accepted method to define limits for RF
power deposition.
Parallel transmission (pTx) techniques have been shown to significantly reduce RF inhomogeneities in
MR images and to control RF energy deposition by independently controlling the phase and amplitudes
of the transmit coil. Constructive interference patterns in the area of interest can be generated which
result in greater SNR and improved homogeneity. Although pTx has shown promise to improve image
quality there are safety concerns that limit the routine use of pTx. Furthermore, though pTx may
be beneficial near metal implants, metal implants may further focus the electric field, introducing
additional safety concerns. In the absence of specific regulations and knowledge of how to prevent
metal-induced RF heating, patients with implants are often excluded from HF and UHF pTx studies.
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The aim of this thesis was to investigate RF heating induced by hip prostheses at 3T and 7T, and eval-
uate the reliability of global SAR and SAR10g to limit the temperature increase when pTx coils were
used. Numerical simulations with a hip implant were developed and validated in phantoms using B1-
field measured with MR and E-field measured with commercial probes. This validation methodology
proved to be particularly appropriate for pTx, and allowed rapid testing of the reliability of simulation
results with different pTx settings, and also allowed comparisons between different assumptions com-
monly used to simplify coil models. In particular, the effect of neglecting the coupling in a pTx coil
was compared with simulations incorporating realistic coupling. Results confirmed that bothmagnetic
and electric components should be validated, as they do not always have a one to one correspondence,
and that ignoring coupling effects could result in underestimation of the E-field. Furthermore, it was
shown that simulated results can be dramatically improved with corrections based on measurements,
but should rely on corrections from both measured E-field and B1-field.
Simulations used to interrogate the effectiveness of pTx with a 3T body coil and 7T hip coil showed
that metal-induced RF heating cannot be accurately predicted through conventional global SAR and
SAR10g limits. Both were unable to detect pTx settings that caused simulated peak temperatures near
hip implants, often greater than 40◦C and up to 49.5◦C at 3T. A new adaptive SAR (adSAR) mass-
averaging method was designed to improve the correlation between the distribution of mass-averaged
SAR and that of simulated tissue temperature. A framework to calculate adSAR was introduced,
which uses a different averaging mass in tissue surrounding the implants and was designed to prevent
the temperature from exceeding 39◦C. adSAR successfully identified RF shims that caused elevated
temperatures near the hip implants in simulations of a whole-body coil at 3T and in a hip coil at 7T,
and limited heating to 39◦C as per accepted international guidelines.
In conclusion, my research suggests that RF heating can be predicted and reduced near hip implants at
3T and 7T while improving RF homogeneity. As adSAR is compatible with current SAR-monitoring
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Introduction
Magnetic resonance imaging (MRI) has become a common imaging modality, with more than 20,000
scanners operating in theworld [1], and allows the visualisation of anatomical structures and functional
activity within the human body. The first MRI of a body part was of a finger in 1977, thanks in part
to the work of Paul Lauterbur [2] and Peter Mansfield [3]. This first scan was acquired in a 0.35 Tesla
(T) magnet, after 23 minutes of acquisition. Forty years after this first achievement, 1.5 T scanners are
widely used, with 3 T scanners becoming more common. In 2017, the first 7 T scanner was cleared
by the U.S Food and Drug Administration (FDA), whilst the first whole-body human 11.7 T research
scanner was installed in France [4]. The effort to push further the strength of the main magnetic field
(B0) is motivated by the potential for higher signal-to-noise ratio (SNR), which has been shown to
increase with B01.65 [5]. As the SNR increases, it can be traded against the size of voxels or acquisition
time.
Until recently, research at high field (3T) and ultra-high field (7T) MRI focused on neuroimaging [6],
partly due to the radiofrequency (RF) field issues that come with higher fields. As B0 increases, the
associated RF wavelength becomes shorter than the dimensions of the human body. This may result in
destructive and constructive interference that manifest as image brightening or shading, dramatically
affecting the diagnostic quality of the images [7]. This problem is stronger in large body parts such as
the torso, making musculoskletal (MSK) imaging of certain joints challenging [8]. MSK at ultra-high
field (UHF) has already shown its potential for improving diagnostic of multiple diseases, but is also
limited by the availability of RF coils adapted for this application [8].
The success of MSK imaging has made MRI highly attractive for imaging tissue surrounding metal
implants. The prevalence of metal implants, and in particular orthopaedic implants, in the global
population is expected to increase substantially in the coming decades, as the population ages [9]. The
complete replacement of joints, such as hip arthroplasty, are highly successful surgeries, but methods
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to detect complications at an early stage are still required [10]. Until recently, computed tomography
(CT) was preferred over MRI, due to the strong artefacts in the presence of metal in MRI images [11].
In recent years, new metal artefact reduction techniques have been introduced to solve this problem
[12–14], and MRI has shown its superiority over CT in many cases [15]. Imaging of metal implants
at high field (HF) and UHF MRI has the potential to establish MRI has the preferred modality for
imaging near metal implants, but is currently limited by safety concerns.
A major safety concern comes from the fact that the RF energy absorbed by human tissue dramatically
increases at HF and UHF, and is approximately proportional to the square of B0 [16]. As this energy is
turned into heat, it can cause the local temperature to increase above thresholds than can harm tissue.
The risk of RF heating is higher near metal implants, as high concentrations of electric field at the
tip of elongated conductive structures further increase the absorption of RF energy in tissue [17]. The
International Electrotechnical Commission (IEC) has set a number of guidelines to prevent RF heating,
most of which rely on the specific absorption rate (SAR), a measure of the absorption of RF energy
by tissue [18]. In addition, the American Society for Testing and Materials (ASTM) has published
standards for evaluating the risk of imaging of metal implants in gel phantoms [19–22]. However,
these only apply to B0 up to 3T, and orthopaedic implants are currently not imaged at UHF.
Parallel transmit (pTx)MRI has recently been shown to improve the image quality near metal implants
[23]. In pTx, multiple channels of an RF coil are controlled independently to improve the RF field
homogeneity. Another application is to use pTx to decrease SAR and therefore RF heating [24].
Although promising, little research has been done to develop methods to monitor or predict RF heating
when pTx is used. The current method of experimentally testing individual implants in phantoms is not
adapted to pTx, as the electromagnetic field and temperature distribution greatly vary with different
pTx settings [25]. In the absence of metal implants, electromagnetic simulations are used to predict
the location of RF heating and limit its effect. SAR averaged over 10g of tissue (SAR10g) is used by
the IEC for this purpose, as it was shown to correlate with the temperature distribution [18]. However,
this correlation is not guaranteed near metal implants.
The specific aim of this thesis is to investigate the reliability of current methods of preventing RF
heating near metal implants at HF and UHF when pTx is used. Chapter 1 provides a brief overview
of MRI, and the improvements and challenges that come with high-field and ultra-high field MRI.
Information about imaging metal implants in MRI is given, as well as common challenges and their
solutions. Chapter 2 describes the different types of RF coils, and introduces the principles of pTx and
RF shimming. Electromagnetic and thermal simulations are introduced, as well as methods of online
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SAR monitoring and validation methods. It concludes with requirements to adapt those methods to
metal implants. Chapter 3 describes the simulation and construction of an 8-channel pTx knee and
ankle coil at 7T. This coil was used to evaluate the requirements and challenges of designing and
making a pTx compatible RF coil, in the absence of metal implants. Chapter 4 presents a new 8-
channel pTx hip coil at 7T. Electric fields were measured inside a phantom at the tip of a hip prosthesis,
and B1 maps were acquired. Measurements were compared with simulations to evaluate the reliability
of coil simulations in the presence of a metal implant. The influence of neglecting or considering
decoupling with different methods was investigated. Chapter 5 evaluates the reliability of SAR10g
to predict RF heating in tissue surrounding a hip prosthesis in a pTx coil at 7T. A new adaptive SAR
method is introduced to improve the correlation between the distribution of mass-averaged SAR and
that of tissue temperature. Chapter 6 present a study of the influence of changing the transmission
settings in a two-channel body coil on the peak-temperature near two hip prostheses at 3T. Adaptive
SAR is used as an estimate of RF heating, and used as a constraint in RF shimming. Simulations are
validated using B1-mapping and measurements of electric field. Chapter 7 summarises the results




Introduction to MRI and metal implants
1.1 Background to MRI
This section introduces basic properties and mechanisms of MRI, and is based on books that describe
the origin of the MR signal in details [26–29].
1.1.1 Spin and magnetisation
MRI relies on the phenomenon of nuclear magnetic resonance (NMR). Atoms with an odd number
of protons exhibit a fundamental property called nuclear spin, which gives them a weak magnetic
moment. A useful analogy is to compare the spin of a single proton as an electrically charged gy-
roscope, creating and interacting with magnetic fields. Hydrogen nuclei consist of a single proton,
and therefore exhibit this property. Living tissue are composed of over 60% of water, and hydrogen is
present in lipids, making it the most abundant atom that can be used in MRI. In the absence of external
magnetic field, nuclear spins are randomly oriented and their individual magnetic moments cancel.
When a strong static magnetic field B0 is applied, spins become aligned with the magnetic field lines
in a parallel (low energy) or anti-parallel (high energy) state. The Zeeman energies associated with
5









where ℏ = h/2pi is the reduced Planck constant and γ is the gyromagnetic ratio (γproton/2pi = 42.6
MHz/T). More spins orient parallel, and so the ensemble net magnetic moment, or magnetisation,
is non-zero and oriented along B0 (by convention along the z-direction). The amplitude of the net
magnetisation M0 depends on the ratio between the number of parallel (Nparallel) and anti-parallel








where k is the Boltzmann constant, T is the absolute temperature and ∆E is the energy difference
between parallel and anti-parallel states. This equation implies that the ratio decreases when B0 in-






where ρ is the proton density. As M0 is the source of the MR signal, the amount of available signal
depends on the value of B0.
1.1.2 MR signal
A property of magnetisation is that it does not align perfectly with B0, but rather rotates around its
direction. This circular motion, called precession, occurs at a specific frequency according to the
Larmor equation:
ω0 = γ|B0| (1.4)
where ω0 is the Larmor precessional frequency. Whilst precessing at this frequency, nuclei can absorb
and emit RF energy as long as the frequency matches the Larmor frequency. WhenB0 is between 1.5T
and 7T, as can be found in common clinical and research systems, the Larmor frequency of hydrogen
falls within the radiofrequency (RF) portion of the electromagnetic spectrum.
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Spins can be excited when a radiofrequency magnetic field B1 is applied at the Larmor frequency,
moving part of the low energy protons to their high energy state, and changing the orientation of the
net magnetisation M0. For simplification, the system is considered to be in a frame rotating at the
Larmor frequency, in whichM0 is static along the z-axis when B0 is the only magnetic field applied.
B1 can be considered as the sum of two circularly polarised components, rotating about the z-axis
at the Larmor frequency. In the rotating frame of reference, one is rotating in the same direction as












√−1. If B1 is linearly polarised, that is if the two components contribute equally, only the
energy of the co-rotating component can be transferred to the spins and the other half is lost. Typically,
the circularly polarised (CP) mode can be used to maximise the transmit efficiency, with all the B1
energy contributing to the MR signal. IfB1 has components in the xy-plane,M0 is pushed away from
the z-axis. In the rotating frame of reference, M0 is tipped at an angle determined by the amplitude





where B+1 (t) (also called transmit B1) is the time varying positively rotating B1, and is applied for
a duration τ . The transmit B1 is the only component of B1 that has an effect on the flip angle. As
an example, a 90◦ flip angle can be achieved by applying a rectangular B+1 pulse with a strength of
∼ 6 µT over a period of 1 ms. The first phase of acquiring a MR image is to excite the hydrogen
nuclei away from their low energy state, and moveM0 completely or partly in the xy-plane, using a
transmit radiofrequency coil. After theB1 pulse, B0 is once again the only magnetic field applied and
M0 returns to its equilibrium position along the z-axis. According to Faraday’s law of induction, the
recovery ofM0 will induce a current with a frequency ω0 in conducting loops placed orthogonal to the
xy-plane. The second phase of the acquisition of the MR signal is to amplify and process this current.
The measured voltage is called free induction decay (FID), and is detected by receive radiofrequency
coils. Transmit and receive RF coils are resonant structures tuned to at the Larmor frequency. The




After the transmit B1 is switched off, two processes are associated with the relaxation ofM0 back to
its equilibrium state.
Spin-lattice relaxation: As spins relax from their high to low energy state, they release and exchange
energy with their neighbouring spins. This energy is converted into thermal energy and causes thermal
motion of the nuclei, which are held into a lattice structure. The time required to achieve net thermal
equilibrium magnetisation is associated with the recovery of the longitudinal component ofM0, with
a characteristic time T1. As this process relates to the mobility of nuclei within the lattice, the value
of T1 is tissue dependent and ranges from hundred to thousands of milliseconds for protons in human
tissue.
Spin-spin relaxation: Ideally, after the application of the B1 pulse, all spins should precess in phase at
the Larmor frequency, with their magnetisation in the xy-plane adding up to produce the net macro-
scopic MR signal. However, nuclei and molecules in tissue generate their own magnetic field, which
interact and transfers of energy occur and cause ω0 to fluctuate. The resulting local variations in the
total perceived magnetic field lead to an irreversible loss of phase coherence as the individual spins
fan out in time. As a result, the transverse component ofM0 decays with a characteristic time T2, and
typically ranges from tens to hundreds of milliseconds depending on tissue. In addition, imperfec-
tions in the B0 field itself lead to additional dephasing, with a time constant T ′2. The total relaxation










The tissue dependence of T1 and T ∗2 is commonly used as a source of contrast in MR images.
1.1.4 Image formation
The B0 and B1 magnetic fields are used to generate the MR signal, but do not differentiate between
spins in different locations. To do so, linear magnetic fields gradients Gx, Gy and Gz are used for the
spatial encoding of the location of the spins along x, y and z, respectively. In a 2D imaging sequence, a
slice selection gradient is used to excite the desired spins precessing at this specific Larmor frequency
in the selected slice. This is followed by a frequency encoding gradient, which changes the frequencies
of the spin linearly along one direction, and a phase encoding gradient which changes the phases of
the spin along another direction. Different imaging techniques use different combinations of RF pulse
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and gradients to achieve different effects or contrasts. The acquired signals are used to produce a 2D
or 3D matrix in Fourier space, or k-space. A Fourier transform is then used to reconstruct the image
in image space. MRI sequences are typically based on the Gradient-Recalled Echo (GRE) and the
Spin-Echo (SE) principles, which use different techniques to form an echo, which is a rephasing of
the spins after a time TE (echo time) causing a macroscopic magnetisation which can be measured.
This block is commonly repeated multiple times with the repetition time (TR) to fully sample k-space.
In a GRE sequence, a RF pulse between 0◦ and 90◦ is used to flip M0 towards the transverse plane.
Gradients are applied to achieve a dephasing and rephasing of the spins to generate an echo. As they
use gradients to refocus the spins, GRE does not reverse the loss of phase coherence from effects other
than the applied imaging gradients. As a result, they are more prone to field inhomogeneity artefacts.
GRE sequences generally allow short TE and TR and therefore rapid imaging.
In a SE sequence, a 90◦ RF pulse is generally followed by 180◦ refocusing pulse. If the refocusing
pulse is applied at a time TE/2, the echowill occur at a time TE. As it essentially reverses the precession
of the excited spins, SE recovers phase coherence that was lost from any non random process, making
SE more robust to static field inhomogeneities than GRE. However, longer TE and TR are required
because of the need for two RF pulses.
Although a 2D acquisition is more common, 3D imaging sequences can also be used, in which an
additional phase encoding gradient to encode the signal in the slice direction, within a slab. They
allow for high SNR and high isotropic resolution, as the slice thickness in 2D acquisition is usually
limited by the strength of the slice-selection gradient or the fidelity of the slice profile.
1.2 High field and Ultra-high field MRI
1.2.1 Advantages
Since the first human medical MRI in 1977 [3], the magnetic field strength of MRI available in hospi-
tals has substantially increased, going up to 3T, and the first 7T MRI scanner was recently approved
for clinical applications in the U.S and Europe. The push for strongerB0 is motivated by the resulting
increase in signal. As shown in equation 1.3, the net magnetisationM0 depends on the proton density
and B0. By increasing the magnetic field strength, more nuclei are aligned with B0, resulting in a







where ∆x, ∆y, ∆z are the spatial dimension of the voxels along all three axis, Nphase, Nread are
the number of encoding steps along the phase and read direction, respectively, Nslice is the number
of slices in the field-of-view (FOV), Navrg is the number of averages, BW is the bandwidth of the
readout gradient and fseq(TR, TE,Θ) is a sequence dependent factor. The two main mechanisms
that can be used to increase the SNR of a given sequence are lowering the resolution or increasing
M0. Therefore, images at HF and UHF can have higher spatial resolution while maintaining a SNR
comparable to lower field images. Another advantage is that the larger SNR at higher fields can be
used to reduce acquisition time.
This is of particular interest for imaging of the musculoskeletal system (cartilage, muscle, bone, mar-
row, tendon, ligaments, etc) which typically have poor SNR at 1.5T due to a low proton density, and
typically are made of fine structures that require high spatial resolution [31]. In addition, HF and UHF
MSK images were shown to offer increasingly superior contrast-to-noise ratio, improving the differen-
tiation of similar tissue and thus the diagnostic capability of MRI [32, 33]. In particular, T ∗2 -weighted
images are greatly improved at UHF compared to HF and lower fields [34]. As the field increases, T ∗2
effects become stronger and MRI becomes more sensitive to magnetic susceptibility (susceptibility is
the property of matter to become magnetised when placed in an external magnetic field, and as it is
tissue dependent it can be used a source of contrast) [34]. As well as the increased SNR when imag-
ing protons, MSK imaging could greatly benefit from the larger magnetisation of other nuclei such as
sodium and potassium, which can then be imaged to give information to complement anatomic images
[35].
1.2.2 Challenges
Despite the potential of HF and UHF, several challenges need to be overcome. Although 3T scanners
are becoming more common, 7T MRI are still at their early stage of development despite the instal-
lation of a first human system in Minneapolis in 1999 [36]. This is mostly due to issues with the RF
field, which have to be mitigated before 7TMRI can be fully exploited. Two of the biggest challenges
of HF and UHF are the inhomogeneous transmit B1, which can generate bright and dark spots that
affect diagnostic accuracy [37], and the increase of RF power absorbed by tissue, which may cause
temperature increase and tissue damage [38].
Inhomogeneous B1
RF signals are electromagnetic (EM)waves, and interference patterns can formwhen they interact with
each other or with dielectric material [7]. The interference phenomenon depends on the wavelength
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of the EM wave and the properties of the dielectric. The behaviour will therefore depend on B0 and







where c is the speed of light, ν is the frequency of the electromagnetic wave and ϵr is the relative
permittivity of the dielectric. Water, and therefore most soft human tissue, have a relative permittivity
of 78, and the wavelength of RF signals at the Larmor frequency are 27 cm and 11 cm at 3T and
7T, respectively. In general, interference patterns appear when λ is similar to the dimensions of the
imaged body part [40]. Comparing these wavelengths with typical sizes of human body parts shows
that interference patterns can form in the torso at 3T and 7T, and can also form in the human head and
extremities at 7T. As constructive and destructive interferences form in the B1 field, this manifests as
bright and darkened signal intensity, and is given for GRE by [41]:
SI = W sin(τV γ|B+1 |)|B−1 | (1.10)
where SI is the signal intensity of theMR image,W is a weighting factor that depends on the sequence
and tissue properties, and V a dimensionless normalisation factor which depends on the input voltage
required to achieve the desired flip angle. The non-uniformity of the transmit and receive B1 cause
RF artefacts that are detrimental to medical diagnosis.
RF heating
A consequence of applying a time-varying RF pulse is that it may generate eddy currents in the tissue.
These currents consist of charged atoms and molecules (ions), that are displaced and oscillate while
electrically and mechanically interacting with their surroundings. This heat generating process, called
Joule heating or ohmic heating [16], is the main source of temperature increase at the frequencies
used in MRI. In large body coils, which are used at 1.5 T and 3 T, eddy currents are typically stronger
with radial distance from the body centre [42, 43]. Up to 1.5 T, the transmit B1 distribution only has
small phase delays across the FOV. However, at 3 T and above, large phase delays make the B1 and
eddy current distribution far more complex [44]. Constructive interference may cause high densities




Although temperature mapping sequences exist in MRI [46], accurately and quickly measuring tem-
perature rise in vivo in all tissues remains extremely complex and is not yet possible [47]. The specific
absorption rate (SAR) was introduced to limit RF heating, as an estimate of the rate of absorption of








where E is the electric field in the tissue, σ and ρ are the conductivity and density at the location
r. Different averaging masses can be used, and define different types of SAR that can be used to
more accurately characterise different RF exposure scenarios. The whole-body SAR (wbSAR) is a
measure of the useful forward power (forward minus reflected power) divided by the total mass of the
patient. It is the most commonly monitoring parameter used in scanners up to 3 T, as large body coil
are typically used to transmit the RF and the SAR distribution can usually be considered uniform [18].
In cases where local transmit coils are used and the RF energy is localised in the head or extremities,
head SAR and partial-body SAR (pbSAR) are used by dividing the useful forward power by the mass
of the exposed body part [18].
At UHF, the transmit RF, and therefore electric field distribution, cannot be assumed to be uniform
[49, 50]. As SAR scales quadratically with the electric field, its distribution becomes complex and
local values can be several times larger than the wbSAR (’hot spots’) [51], in particular when parallel
transmit techniques are used [52]. Better knowledge of the local SAR distribution is necessary. In pTx
systems at 7 T, SAR is averaged over cubes containing 10g of tissue (SAR10g), and the peak spatial
value across the body (psSAR10g) is used to limit the forward power [18]. Because the electric field
cannot be measured accurately in vivo, SAR10g is calculated from EM simulations. Realistic models
of the coil and human body can be used to estimate the field distribution and limit local RF heating
[53]. Although thermal simulations are possible and can give direct information about the simulated
temperature, non-linear thermoregulationmechanisms prevents them form being scaled and calculated
online for each sequence, as possible with SAR [54].
1.2.3 RF exposure guidelines
MRI has a history of safe use, as excessive heating is prevented by a set of guidelines. MRI manu-
facturers comply with the safety limits published by the International Electrotechnical Commission
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(IEC), which defines limits for the maximal absolute temperature and different types of SAR in hu-
man subjects (IEC60601-2-33) [18]. The guidelines on SAR are all averaged over 6 minutes, while
the temperature guidelines are thresholds that should not be passed at any time. In case sequences
require high forward power, a longer scan time may be necessary to reduce the time averaged SAR.
Smaller flip angles may be used, but can adversely affect the image quality [55]. Table 1.1 and Table
1.2 give a summary of the SAR and temperature guidelines. Normal operating mode should not cause
any thermal stress, while first level operating mode may cause thermal stress, and requires medical
supervision and excludes pregnant women and children.
Table 1.1: SAR limits recommended by the IEC. SAR should be averaged over 6 minutes, but the average
over any 10 seconds period should not exceed two times the recommended values.
SAR (W/kg) SAR10g (W/kg)
Operating mode wbSAR pbSAR head SAR Head Trunk Extremities
Normal 2 2–10 3.2 10 10 20
First level controlled 4 4–10 3.2 20 20 40
Table 1.2: Temperature limits recommended by the IEC. Compliance to the temperature limits may be
reached by limiting the SAR as specified in Table 1.1.
Maximum core Maximum local tissue Rise of core
Operating mode temperature (◦C) temperature (◦C) temperature (◦C)
Normal 39 39 0.5
First level controlled 40 40 1
1.3 Metal implants
Metal implants can be found in an increasing proportion of the population [56]. Implantable devices
are used for a range of applications, from orthopaedic purposes [57–59] to active devices such as
pacemakers [60]. Metal screws are commonly used to repair joint and bone injuries [61, 62], and large
metallic prosthesis are routinely used for joint replacement (arthroplasty) as treatment of advanced
osteoarthritis [63]. The most common joint replacements are for the knee and hip joints, but shoulder
and elbow arthroplasty are also performed [56, 64]. In 2014, there were 43,183 total hip replacements
(THA) and 54,277 total knee replacements (TKA) in Australia, which is an increase of 6.3% and 4.3%
compared to 2013, and a 58.6% increase since 2003 [65]. This substantial increase can be observed
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worldwide, with more than 1 million THA performed worldwide in 2015, with numbers expected to
rise significantly by 2030 [66].
Figure 1.1: Main components of an artificial hip joint. Adapted from [67]
Orthopaedic implants used for joint replacement can be made of various components and materials.
In the case of THA (Figure 1.1), the articulation between the femoral head and the acetabular com-
ponent may use metal-on-metal, metal-on-polyethylene, ceramic-on-metal, ceramic-on-polyethylene,
or ceramic-on-ceramic surfaces [66]. The most common metals are stainless steel, cobalt-chromium
(CoCr) alloys, and titanium. Those materials must have mechanical properties compatible with the
joint, whilst being biocompatible and resistant to corrosion and abrasion. CoCr alloys are usually
preferred load-bearing and moving components, while titanium is particularly adapted to permanent
fixed devices such as the stem and acetabular cup [66].
This type of procedure is highly successful, improving the quality of life of many patients [68]. How-
ever, given the large number of joint replacements, complications are commonly encountered. In
2005 in the US, the revision rate for THA and TKA was 19.5% and 8.5%, respectively, and these
numbers are not expected to significantly change by 2030 [56]. Revisions of THA and TKA can have
a variety of causes. Abrasion of the bearing surfaces by routine joint operation produces particulate
matter, which may induce an immune system response in the vicinity of the joint. Inflammation of
tissue results in the formation of bone absorbing cells and causes loss of bone tissue [69]. As many
patients remain asymptomatic until late in this process, better diagnosis is required [70]. Loosening
and dislocation of the implant, bursitis, ligament tears, and fractures are also complications that can
be found near orthopaedic implants [71, 72].
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Because of this wide spectrum of possible complications, clinical diagnosis is challenging and relies
on medical imaging. Various imaging techniques are available for the diagnosis of joint replacement
complications. Initial diagnosis is usually done by conventional planar radiographs. Although they
often fail to identify early complications and give no information about soft tissue, they are easily
available and offer a good overview of the implant and bone structures [73]. Ultrasound imaging is
also widely available, but only gives information about soft tissue, with the possibility of dynamic
imaging [74]. Computed tomography (CT) provides good imaging of bone tissue and improved soft
tissue contrast compared with radiographs. However, it may not be sufficient for evaluating soft tissue
complications, and suffers from artefacts in the immediate vicinity of metal components. Furthermore,
the use of significant doses of ionising radiation is a concern and limits its applications [75]. MRI has
excellent contrast in soft tissue and is capable of accurate evaluation of both soft and bone tissue.
MRI has the potential to improve the accuracy of the diagnosis of joint replacement complications
and reduce the severity of treatment procedures [73, 76, 77]. However, it has been avoided in the past
due to the significant challenges of MRI near metal.
Metal implants interact with both B0 and B1 fields and cause metal-induced artefacts [11, 78]. The
perturbation ofB0 is the main limitation of usingMRI near metal, as it can significantly disrupt spatial
encoding mechanisms that rely on a homogeneous static field. Interactions with the RF field can also
prevent accurate interpretation of the results. Although these artefacts were almost negligible at low-
field MRI compared to B0 artefacts, they are greatly increased at HF and UHF and little work has
been done to correct them [79].
1.3.1 Metal-induced artefacts affecting B0
Cause of artefacts
Encoding of the MR signal relies on having a uniformB0 field, as it determines the Larmor frequency
(Eq. 1.4). Clinical scanners typically guarantee a B0 homogeneity of ∼ 1 ppm over a diameter of
spherical volume (DSV) of ∼ 40 cm [14]. In a homogeneous magnetic field, an object’s magnetic
susceptibility χ defines its property to perturb the main magnetic field, by adding a perturbing mag-
netisation componentM :
M(r) = χH(r) (1.12)
where B0 = µ0H ,H includes effects from local and non-local sources of inhomogeneity [80] and µ0
is the vacuum permeability. The total magnetic field perceived by the object is therefore:
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B0(r) = µ0(H(r) +M(r))
= µ0(1 + χ(r))H(r) (1.13)
where (1 + χ) is the relative permeability. In addition to this inherent perturbation, additional het-
erogeneity is induced by rapid changes of the magnetic susceptibility, and results in strong local B0





where ∆χ is the difference in susceptibility at the boundary. This behaviour is usually observed at
boundaries between air (χ ∼ 0.36 ppm) and tissue (χ ∼ -9 ppm), causing artefacts in head imaging,
for instance. However, Table 1.3 shows that metals used for orthopaedic implants have significantly
higher χ, and cause large artefacts in their vicinity.
Table 1.3: Magnetic susceptibility of common implant materials and biological tissue
Material ∼ χ(ppm) Source
Air 0.36 [81]




Stainless steel (non-ferromagnetic) 3500 to 6700 [81]
Metal-induced B0 artefacts largely depend on the implant material, but also its geometry. Larger im-
plants have a greater surface area in contact with tissue, and cause stronger susceptibility artefacts.
In general, the off-resonance in the immediate vicinity of implants causes the magnetisation of nuclei
within a voxel to precess at different frequencies, cancelling the voxel net magnetisation and resulting
in signal loss. Furthermore, frequency shifts of fat tissue such as bone marrow disturb fat suppres-
sion techniques, as they rely on the accurate knowledge of the difference in resonance frequencies of
hydrogen in fat and water, typically in the order of ∼3.5 ppm [84].
Metal-induced off-resonances affect slice selection and readout gradients in large areas of the FOV.
The shift of the Larmor frequency affects the slice selection and signal readout gradients, causing
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incorrect encoding of the spatial location of the MR signal causing through-plane and in-plane dis-
tortions, respectively. They manifest as deformation of slices that are non longer 2D planes, but also
as signal pile-up and signal voids. Assuming an infinitesimally thin slice, the spatially encoded MR








where kx and ky are the readout and phase encoding steps, respectively, and Gr is the amplitude of






In the case of 2D sequences, a slice selection gradient Gs is applied along the slice direction while
applying a RF pulse, to excite spins in a slice defined as
z0 − δz/2 < z < z0 + δz/2 (1.17)
where z0 is the centre of the slice along the z-axis and δz is the slice thickness. A one dimensional
simplification shows that the slice-selection gradient cancels the off-resonance of an off-resonant spin




Gs∆z = 0 (1.18)





In the presence of metal, spins outside of the desired slice are excited, resulting in through-plane
distortion. Equation 1.17 becomes
z0 − δz/2 < z + ∆f
BWs
< z0 + δz/2 (1.20)
Correction of artefacts
Metal induced artefacts have long limited the application of MRI for the diagnosis of complications
near metal implants. The introduction of metal artefact reduction sequences (MARS) has recently
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renewed the interest of using MRI near metal, as they can successively mitigate B0 artefacts while
maintaining clinically relevant contrasts. Different sequences have been introduced to correct in-plane
(View Angle Tilting (VAT) [12]) and through-plane distortions (Slice Encoding for Metal Artefact
Correction (SEMAC) [13] andMulti-AcquisitionVariable-Resonance ImageCombination (MAVRIC)
[14]). In general, these sequences introduce a large increase in scan time, and are usually limited by
wbSAR limits.
Certain parameters in standard sequences can also be modified to decrease metal artefacts [85]. In
general, spin-echo based sequences are less sensitive to metal-induced artefacts affecting B0 as the
refocusing pulse is capable of rephasing the signal at the centre of the k-space [86]. On the other
hand, intravoxel dephasing is not reversed in gradient-echo based sequences, but they benefit from
a minimum echo time. Equation 1.15 shows that the metal-induced B0 inhomogeneity does cause
artefacts in the phase encoding direction. Distortion in the slice selection can be avoided by using
3D sequences, which use phase encoding in the slice direction and are only affected during readout.
This can further be avoided by using Single point imaging, which removes both the slice-selection and
readout gradients, and uses phase encoding in all three directions. Unfortunately, acquisition times
are substantially longer than for 3D and 2D sequences [87].
According to equations 1.15 and 1.16, artefacts in the readout direction can be reduced by increasing
the amplitude of Gr, which can be done by using a larger readout bandwidth and a smaller FOV.
Similarly, equations 1.17 to 1.20 show that reducing the slice thickness mitigates artefacts in the slice
direction. This can be achieved with a large amplitude of Gs and high bandwidth of the RF pulse.
Therefore, using high resolution MRI, strong gradients and 3D sequences is beneficial to reduce the
effect of metal artefacts. However, all these solutions have a negative effect on the SNR and may
increase acquisition times.
1.3.2 Metal-induced artefacts affecting B1
Cause of artefacts
In addition to the B0 static magnetic field, the RF field and gradients are used to generate and encode
the MR signal. These fields are time varying, with frequencies in the range of dozens to hundreds of
MHz for the RF pulses, and in the range of kHz for gradients. According to Faraday’s law of induction,
a time-varying magnetic field B generates an electric field:




while Ohm’s law states that an electric field will induce a current density J in a conductor with a
conductivity σ, defined as:
J = σE (1.22)
The reciprocity of Equations 1.21 and 1.22 shows that currents induced in metal conductors will gen-
erate magnetic fields. The frequency of the encoding gradients is substantially lower than the Larmor
frequency and does not affect the B1 field. RF-induced currents will cause inhomogeneities in the
transmit B1 and cause artefacts due to perturbations that cancel with the main B1 at certain locations,
and interfere constructively at other positions, causing flip angle errors (Eq. 1.6) and hypo- and hyper-
intense signal. These artefacts may prevent accurate diagnosis of images by generating contrasts sim-
ilar to pathologies [78, 79].
Table 1.4: Conductivity of common biological tissue and implant materials at 3 T
Material ∼ Conductivity (S/m) Source
Bone (Cancellous) 0.179 [88]
Bone (Cortical) 0.0669 [88]




Cobalt-chromium ∼1.2 ×106 [89]
Stainless steel (non-ferromagnetic) ∼1.1×105 [88]
Titanium ∼1.8×106 [89]
Correction of artefacts
As shown in equations 1.21 and 1.22, metal induced B1 artefacts strongly depend on the geometry
and electrical properties of the implant (Table 1.4), but also on its location inside the coil and the
corresponding electric field. In addition, equation 1.21 shows that both components of the B1 field
can contribute to generating current in the implant, adding complexity and making predictions and
measurements difficult. At lower fields, these artefacts were overwhelmed by B0 related distortions
and correction methods have not been investigated in depth. Now, as their effect becomes stronger
at HF and UHF, new studies have investigated possible correction methods [79]. The shaping of the
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transmit B1 using multiple channels in RF coils has shown promises, and will be detailed later in this
work.
1.3.3 Safety concerns
In addition to metal-induced artefacts, MRI near implants has long been limited by safety concerns.
In the case of metal implants, those risks were identified as magnetically-induced displacement force
and torque, and RF heating [90]. In 1997, the American Society for Testing and Materials (ASTM)
was tasked to develop a standard to assess the safety of implants regarding each potential risk, as
well as evaluate their effect on image quality. Although initially limited to passive implants, active
implantable devices are now also evaluated. Over the years, the ASTM has published a number of
test methods, which are regularly updated.
Displacement force
The displacement force is responsible for the projectile effect that MR scanners can have on ferro-
magnetic objects. A common misconception is that this force is stronger where the magnetic field is
stronger. However, observation shows that the displacement force Ftrans is stronger at the entrance
of the bore. This is explained by
Ftrans = µm.∇B0 (1.23)
whereµm is themagnetic dipole representing themetal implant. In the case ofmall structures, equation








where V is the volume of the implant. These equations show that the amplitude of the displacement
force depends largely on the gradient of the main magnetic field, and that the implant will experience
no force inside the DSV. As an example, the magnetic field at the entrance of the bore of a 3 T scanner
is only about a third of its strengths at the isocentre. For this reason, testing of the displacement force
is typically done at this location. The methodology is detailed in the ASTM F2052-13 (’Measurement
of magnetically induced displacement force on medical devices in the magnetic resonance environ-
ment’ [20]). The tested implant is suspended by a thin string and moved inside the scanner until the
displacement force is the strongest, where the angular deflection from its initial vertical position is
measured. If the angle is lower than 45◦, the displacement force is considered weaker than the im-
plant’s weight and is assumed not to affect the implant more than gravity. In that case, moving the
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implant inside the scanner poses no greater risk than normal daily activity.
Torque
Torque is a consequence of magnetic dipoles to align with a magnetic field, and is used in compasses
using the Earth’s magnetic field. In an MRI, it is stronger on implants that have asymmetric shapes,
such as elongated orthopaedic implants. The force applied to align the implant with B0 is given by
Ftorque = µm ×B0 (1.25)
Equation 1.25 shows that the torque is strongest at the isocentre where B0 is maximum, and cancels
when the implant is aligned with B0. The ASTM F2213-17 (’Measurement of magnetically induced
torque on medical devices in the magnetic resonance environment’ [21]) describes the methodology
to be used to test torque on implants. The device under test is placed at the location of maximum
B0, on a holder suspended on a torsional spring. The holder is rotated through 360◦ and the torque is
measured at each position. After repeating the measurement for the other axes, the maximum torque is
compared with the worst case torque the implant can experience from gravity. If the measured torque
is weaker, no adverse effect is expected compared to normal daily activity.
RF heating
RF heating near metal implants can be understood as a combination of the effects detailed in the case
of RF heating without metal implant, and the cause of metal-induced B1 artefacts. In the presence
of a time-varying magnetic field, eddy currents flow in the metal implant (equations 1.21 and 1.22).
In implants such as leads or elongated structures, the current is terminated at the extremities of the
device, resulting in a charge build-up. This accumulation of charges concentrates and amplifies the
E-field in the surrounding tissue, increasing the local SAR and causing ohmic heating. This is know as
the antenna effect, and is maximum when the long axis of the device is parallel to the incident electric
field. This phenomenon is resonant, and is amplified when the length of the structure is close to half
the wavelength of the field, allowing the formation of standing waves [17].
The ASTM F2128-11a (’Measurement of radiofrequency induced heating on or near passive implants
during magnetic resonance imaging’ [19]) details the procedure to evaluate the risk of RF heating from
implants. The implants are placed in a gelled saline phantom with electrical and thermal properties
close to human tissue. Fiber optic temperature probes are used to measure the temperature at the
locations of expected maximum heating, as well as at control positions. The implant is placed at the
location where the electric field is maximum, usually 2 cm from the gel surface and phantom wall.
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Electromagnetic simulations may be used to identify the location that will induce maximum electric
field increase near the implant. The temperature during a sequence with a wbSAR = 2 W/kg and
wbSAR = 4 W/kg is measured for 15 minutes. Results depend on the geometry and composition
of the implant, as well as B0 strength. Testing of each implant is therefore done at different field
strengths.
Gradient-induced heating
Switching gradient fields is done at much lower frequencies than RF pulses, but encoding gradients
have stronger amplitudes. Without implant, the frequency and amplitude of switching gradients are
limited as gradients may induce current in nerves, and cause peripheral nerve stimulation. They may
also interact with implants, with major concerns regarding the presence of pacemakers. Gradient-
induced currents may trigger pacing and risk causing life-threatening arrhythmia. Other causes of
concern are related to gradient induced vibration of large implants, and heating of devices due to
Faraday’s law of induction [91]. Although these risks are known, they are usually neglected compared
to interactions between implants and B0 and RF fields and are not included in the ASTM standards.
1.3.4 Metal implant safety guidelines
In addition to developing methods to test metal implants, the ASTM introduced new terms to label
medical devices regarding their behaviours in the MR environment. These classifications are defined
as [22]:
• MRSafe – an item that poses no known hazards when exposed to anyMR environment. MR safe
devices include nonmetallic, non-conducting and nonmagnetic items (plastic, silicone, glass,...).
• MR Conditional – an item that may or not be safe in the MR environment, depending on speci-
fied conditions of use. MR Conditional items can be divided in eight sub-categories to indicate
specific recommendation on field strength, spatial gradient, δB/δt, RF field and SAR condi-
tions. Specific configurations of the device may be included.
• MR Unsafe – an item that is considered to pose hazards and contraindicated to be placed in any
MR environment. These items can be categorised as unsafe due to unacceptable displacement
force or torque, or unsafe due to potentially excessive heating.
A large number of implants have been tested according to the ASTM standards and information can
be found regarding their safety. Before scanning, patients are asked for any existing implant and can
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be scanned if that implant has been tested and results are available. Unfortunately, the majority of
implants have been tested at 1.5 T, fewer tested at 3 T and an underwhelming number tested at 7 T.
1.4 Conclusion
In this chapter, basic principles of MRI in the presence of metal implants were introduced. There is a
large interest in using stronger static magnetic fields in MRI to benefit from higher SNR, higher res-
olutions and shorter acquisition times. These benefits are of particular interest in the case of imaging
of MSK tissue with and without orthopaedic implants, as subtle changes in thin bone and soft tissue
are difficult to assess using other imaging methods. Unfortunately, technical challenges remain to be
solved before HF and UHF MRI can be fully exploited clinically, in particular regarding inhomoge-
neous RF field, B0 artefacts and risk of excessive heating. While all these challenges are amplified
in the presence of metal implants, current research has been focusing on reducing metal-induced B0
artefacts. Although this is of primordial importance for MRI to be reliably used, RF and safety aspects
have had limited progress. Mitigation of B1 artefacts and RF heating at HF and UHF in the absence
of implants has had significant progress in recent years, with the introduction of new techniques de-
veloped specifically to solve those issues. While complex simulations of realistic human models have
been used to prevent excessive heating when patients are scanned using those techniques, methods
used to evaluate the safety of metal implants have not been adapted to those breakthroughs and still
rely on phantom measurements. In the next chapter, solutions to improve the B1 uniformity, predict
and reduce RF heating will be introduced, while discussing the requirements to adapt them to the case




Introduction to RF coil design and simulation
methods
In chapter 1, it was shown thatMRI can be significantly improved at HF andUHF, but also suffers from
increased sensitivity to susceptibility artefacts, non-uniform RF field, and increased energy deposition
in tissue. Due to their high conductivity and susceptibility, metal implants were shown to amplify
those existing challenges. While tremendous effort has been put into on developing methods to reduce
metal-induced B0 artefacts, little work has focused on methods to improve B1 uniformity near metal
implants, or reduce metal-induced RF heating close to large orthopaedic implants. On the other hand,
successful methods have been developed and are used on patients with no implants, but have yet to be
adapted to the case of metal implants due to safety concerns. These methods rely on the knowledge
and control of RF coils, and are often complemented by electromagnetic and thermal simulations.
Concepts, techniques and tools to develop and simulate RF coils are introduced in this chapter, as well
as current techniques to mitigate RF-related HF and UHF challenges.
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2.1 Radiofrequency coils
RF coils generate the B1 pulse to excite nuclei and rotate the net magnetisation in the XY-plane. They
are also used to receive the MR signal during signal acquisition. There are different types and designs
of transmit and receive RF coils, which are usually resonating structures, tuned to resonate at the
Larmor frequency using capacitors. This section will give a brief overview of the different steps and
components used to make these coils [92].
2.1.1 Transmit and receive chains
RF coils are divided between transmit only coils, receive only coils, and transmit and receive (transceive)
coils. Different components are used for the transmit and receive chains, as they have widely different
constraints. Furthermore, the transmit and receive chains have to be electrically isolated. Receiver
coils, or the receive path in the case of transceive coils, are open-circuited during transmission, and
vice-versa, to prevent each path from interfering with the other.
Transmit coils have to be able to handle a large amount of power in order to excite nuclei across
the FOV. RF coils are driven by a pulse that started with a frequency synthesizer, which adjusts the
carrier frequency to the Larmor frequency corresponding to the B0. An amplitude modulator controls
the envelop of the signal, with common pulse sequences using rectangular or sinc pulses, with pulse
duration in the range of several hundred µs. An RF shield is generally placed at a certain distance
radially away from transmit coils, and consists of passive conductive elements. Slots and/or capacitors
can be used to reduce eddy currents caused by switching gradients. The RF shield protects the coil
from potential stray RF fields that could cause noise in the signal, and limit power losses by reflecting
and focusing the transmitted energy back to the imaged subject.
On the other hand, the receive chain needs to be able to detect small voltages caused by the FID, and
typically handles low power signals. In general, preamplifiers are integrated in the coil to prevent
loss of signal introduced by long cables between the coil and the receiver. The signal is amplified,
demodulated, filtered and further amplified before going through an analogue-to-digital converter.
After additional processing, the MR signal is converted into an image.
In this project, focus was given on solutions using the transmit chain tomitigate HF andmetal artefacts.
Different types of RF coils can be used for different applications. In general, RF coils can be divided
between volume and surface coils. Volume coils provide a uniform field throughout the FOV while
surface coils provide excellent sensitivity near the coil with reduced uniformity.
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2.1.2 Volume coils
Figure 2.1: (a) High-pass and (b) low-pass birdcage coil. Adapted from [93]
Birdcage coils are the most commonly used volume coils [94], and can be found as body coil in
clinical scanners up to 3T, and in head coils at 7T . They consist in two circular rings connected by
a number of straight conductors (called rungs) aligned with the Z-axis. Birdcage coils can be low-
pass, with tuning capacitors on the rungs, high-pass, with capacitors on the end rings, or band-pass,
with capacitors on the rungs and end rings (Figure 2.1). Most birdcage coils have 8, 16 or 32 rungs, as
more rungs better approximate the cylindrical current distribution that produces a uniform RF field. A
birdcage coil fed with a single input voltage generates a linearly polarized field, which is non-optimal
as only one half of the energy is useful for the creation of the MR signal. For this reason, two input
voltages are typically placed on one end ring, with location 90◦ from each other, with the second input
voltage being driven with a 90◦ phase shift. This configuration produces a circularly polarized (CP)
B1 field, and is the most efficient resonant excitation for exciting large volumes [95]. Birdcage coils
driven in CP mode are called quadrature birdcage coils, and have long been preferred due to their
homogeneous field. However, their performance drops at HF and UHF. Large quadrature birdcage
body coils are only used up to 3T and have reduced efficiency uniformity in the torso at this field [96],
while only small quadrature birdcage coils are used at 7T in head coils.
2.1.3 Surface coils
Surface coils have been developed as an alternative to volume coils, and consist of an array of single
elements [23, 98, 99]. The main concept behind using RF transmit arrays is that they offer more
degrees-of-freedom to produce a uniform RF field in challenging situations such as UHF. By offering
control of the amplitude, phase and or pulse shape of individual elements, uniform excitation can
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Figure 2.2: Example of schematics of a surface coil array for (a) transmit and (b) receive. Adapted from [97]
be achieved, SAR reduced, or a combination of both objectives. Such techniques are referred to as
parallel transmit (pTx) and will be detailed further. In general, this coil types are used for imaging a
single body part, with surface coils existing for head [100], cardiac [101], hip [102] or knee imaging
[103]. Different designs have been proposed for the coil elements, which showed differences in the
way they interact with the load or with each other. Criteria to evaluate these coils are based on their
transmit and receive B1 efficiency, B1+ over SAR, ease of construction and how to limit interactions
between elements.
Most array elements take the shape of rectangular or circular resonant loops, which are tuned to the
Larmor frequency to act as magnetic dipole, generating strongmagnetic near-field with limited electric
fields. This type of design performs well at all fields, but might not be optimal at UHF or higher [103].
Other designs have been developed specifically for UHF, using electric dipoles [104] or a combination
of loops and dipoles [105]. These elements produces a more uniform B1 but may be limited due to
high local SAR close to the coil.
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2.1.4 Tuning
In the case of loop-based designs and birdcage coils, capacitors are used to tune the elements to the
Larmor frequency. Distributing the capacitors across the coil improves the uniformity of the current
distribution and reduces E-field generated by capacitors [106]. In order to significantly increase the
sensitivity and/or efficiency of the coil to the MR signal, resonance of the structure is required. Their





where L is the total inductance of the element and C is the total capacitance. In general, the value of
tuning capacitors required to achieve resonance at the desired frequency depends on the dimensions
of the element, with their inductance being constant and determined by the conductive material used
to trace the shape of the coil (wire, copper tape, ...). The resonant frequency is also affected by the
presence of the load, and has to be fine tuned as off-resonance dramatically reduces the efficiency of
the coil.
2.1.5 Impedance matching
Most coil elements have an input impedancewhich is significantly different from the output impedance
of the RF power amplifier and the cable that connects them (typically of 50 Ω). Impedance mismatch
causes reflection of the input power and reduces the coil efficiency. For this reason, a matching net-
work is required between the coil element and the RF power amplifier. Similarly to tuning, matching
strongly depends on the loading conditions and may have to be adjusted to suit the coil purpose. Dif-
ferent methods exist for impedance matching, and aim to reduce the reflection coefficient. A common
practice is to use a capacitive matching network between the coil input and the cable, which consists
in two capacitors, one in parallel and one in series with the coil input [106, 107].
2.1.6 Electromagnetic coupling
In RF coil arrays, multiple elements are in close proximity to each other to be as close to the body
part of interest as possible. A major technical challenge in coil design is that this proximity results in
electromagnetic coupling, which is an undesired effect and manifests as a transfer of energy between
elements. Coupling is caused by direct interactions between elements, as well as indirect interactions
through the load. In addition to B1-fields, elements generate strong E-fields in their near proximity.
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As the distance between elements is reduced, E-fields from neighbouring elements overlap, which
acts as if they were electrically connected by capacitors. Another manifestation of coupling is caused
by Faraday’s law, with time-varying RF fields inducing currents in other coils. Finally, in particular
at UHF, magnetic fields are created by eddy currents in tissue, which can be detected by other coils
and inducing parasitic currents.
Coupling has adverse effects on the input impedance of elements, and can result in detuning and
mismatching, and has to be reduced for both receive and transmit RF coil arrays. For receive coils,
coupling causes an increase of the noise correlation between elements, reducing their orthogonality
and degrading SNR when acceleration techniques are used. In the case of transmit coils, coupling-
induced currents in coil elements produces a secondary B1 field that superimposes on the primary field
generated by the coil. The interferences between these fields can contribute to the creation of signal
voids or pile-up, and decrease the efficiency of pTx transmit techniques. As the different channels
become less independent, fewer solutions exist to produce a uniform field distribution, and are less
predictable. Although increasing the distance between elements reduces coupling, more optimal and
reliable techniques exist to reduce its effects.
2.1.7 Electromagnetic decoupling
Coupling issues are common between transmit and receive coils, and a large number of studies have
investigated different coupling strategies. Although techniques exist tomitigate coupling in the receive
chain using specific hardware, only decoupling methods compatible with transmit or transceive coils
are discussed in this section.
An effective decoupling methods relies on the overlap of neighbouring elements [108]. It was shown
that an overlap of approximately 15 % causes coupling-induced currents in the overlapped section that
cancel the total induced current. However, this method reduces the distance between next-neighbours,
and is preferred in receive coils where special types of preamplifier can be used to reduce next-
neighbour coupling [108]. These components have no equivalent in the transmit chain, and other
techniques are generally preferred in transmit coils. The overlapping technique was adapted for trans-
mit or transceive coils, by overlapping inductive decoupling loops that are included in the coil pathway,
rather than overlapped the actual elements [109]. The effect is similar to regular overlapping, with
magnetic flux being cancelled by the overlapping decoupling loops. Most common strategies involve
the insertion of decoupling capacitors and/or inductors between adjacent elements [108, 110]. With
lumped components connecting elements, additional electrical pathways are created and can be used
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to compensate for coupling-induced currents. The use of inductive decoupling loops and capacitive
or inductive networks is of particular interest at UHF, as they do not add constraints on the geometry
of the coils and allow next-neighbour decoupling. A drawback is that they might be sensitive to the
loading conditions and not perform equally depending on the patients’ anatomy.
2.1.8 S-parameters
The scattering matrix S of a system, also called S-parameters, defines the interactions between each
channel with themselves and with other channels. The diagonal elements of the S-matrix correspond
to the reflection coefficient (Sii is the reflection coefficient for channel i) measured at each port, while
non-diagonal elements correspond to the transmission measured between ports (Sij is the transmission
coefficient between channels i and j) and are a measure of coupling. Vector network analyzers (VNA)
are the typical tool used tomeasured S-parameters, andmeasure the frequency response of the reflected
and transmitted amplitude and phase of the power between channels. In general, S-parameters are
given on a logarithmic scale in dB. At UHF, good matching and decoupling is in the range of Sii and
Sij = -18 dB [103, 111, 112].
2.2 Parallel Transmission
2.2.1 Strategies
As discussed in 1.2.2 and 1.3.3, inhomogeneity in the RF field distribution is a tremendous problem at
HF and UHF, as it causes both image artefacts and safety concerns, with and without metal implants.
Parallel transmission (pTx) techniques define strategies that give individual control of multiple chan-
nels of an RF coil, and were developed to mitigate RF challenges at HF and UHF. pTx was initially
introduced to reduce scan time [23] and improve B1 homogeneity across the image at UHF, but has
since been used to also reduce local SAR [99, 113].
pTx uses the individual B1+ spatial distribution of multiple channels of an RF coil to tailor RF ex-
citation. In order for pTx to work optimally, excellent decoupling between channels is required to
take full advantage of the additional degrees of freedom. The most common pTx technique is ’RF
shimming’ [114], and combines the field distributions of multiple channels with control on their indi-
vidual amplitudes and phase offsets. To do so, the waveform of the input signal V (t) is common for




where An and Φn are the amplitude and phase offset of channel n, respectively. The effect of RF
shimming is often patient specific, as the field distribution produced by each channel is sensitive to
intersubject variability at HF and UHF [115]. For this reason, no universal shim setting exists, and
RF shimming has to be performed for each patient. To do so, the B1+ distributions are measured for
all channels using B1-mapping sequences [116], giving bn the coil sensitivity of coil n. bn are often
used as inputs of an optimisation algorithm, with the region of interest (ROI) where the uniformity is
to be improved. The output of the optimisation gives a set of An and Φn that can produce a uniform
field in the ROI. After shimming, the magnetic field produced by each coil is given by:
B1,n(r, t) = bn(r)Vn(t) (2.3)
where r is the spatial location. By controlling individual field profiles, the magnitude and phase of
the complex B1,n can be varied and constructive and destructive interferences can be used to achieve
specific field distributions at the desired locations. In the case of RF shimming, although a common
waveform is used for all channels, N separate RF chains are used with separate RF power amplifier






Unfortunately, E-fields interact in a similar way asB1,n during RF shimming, leading to a total E-field
distribution that is shim dependent [117]. Although this effect makes monitoring RF safety with pTx





whereEtot is the total E-field and en is the E-field produced by coil n.WithWith pTx, one manipulates
the input voltage to tailor the B1+ and/or E-field. Although equations 2.4 and 2.5 can be used to
determine and optimise the local magnetisation and SAR over time, a more common method is to


















where w = AneiΦn is the weighting factor for channel n. Other more complex pTx strategies exist,
and give additional degrees of freedom to better tailor the field distributions. pTx can be combined
with switching gradients during RF transmission in order to deposit the RF power at certain locations
in excitation k-space [118]. Different waveforms can also be used in RF shimming and other methods,
and add flexibility compared to RF shimming [119]. However, only RF shimming will be used in this
thesis.
2.2.2 Optimisation
Equations 2.6 can be used to solve a minimisation problem with 2×N variables (amplitude and phase
of each channel). It is common for RF shimming to be performed with only the objective to improve
B1 homogeneity, while local SAR is simply monitored. Typically a slice, volume or area defines a
ROI, and the optimisation aims to find optimal variables to achieve a desired distribution B1,target, in
the least-square sense:
minw||B1,tot(r, w)−B1,target||2 (2.7)
In general,B1,target is perfectly uniform in the ROI, but someminimisation objectivesmight emphasise
on having a strong transmit B1 at the cost of homogeneity, when imaging tissue with low SNR for
example. Setsompop et al. investigated the potential of pTx and used a pTx technique to produce a
flip angle distribution in the shape of the acronym ’MiT’ in a uniform phantom [120].
The cost function defined in 2.7 might improve the B1 distribution at the cost of RF efficiency, in-
creasing the wbSAR and the SAR10g. In cases where high input power is required and sequences need
high uniformity and efficiency, an additional term can be added to the cost function:
minw||B1,tot(r, w)−B1,target||2 + λ||max(SAR)||2 (2.8)
where SAR can be wbSAR or SAR10g and λ is a scaling factor to weight the penalisation of solutions
with elevated SAR. In this case, SAR is evaluated in the entire subject instead of only inside the ROI,
and only its peak value is used to limit the input power, as determined by the IEC [18].
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RF shimming algorithms yield non-linear equations and constraints, and a solution cannot be found
analytically. Iterative methods are generally used, where an initialw is chosen and the cost function is
evaluated and compared with a large number of solutions in its surroundings, until a better solution is
found. These steps are repeated until convergence is reached. Unfortunately, a large number of local
minima exist, and the global minimum is not always found.
Although the B1 distribution can be acquired using B1-mapping sequences, no accurate non-invasive
methods exist to measure the E-field and local SAR in vivo. As an alternative, electromagnetic simu-
lations are used to estimate E-field distributions in realistic human models, using accurate models of
the RF coil.
2.3 Electromagnetic simulations
Full-wave electromagnetic modelling of RF coils is commonly used at HF and UHF. Simulations of
RF coils can be useful during the process of designing RF coils, as it offers an inexpensive solution to
investigate multiple designs in parallel. Another common application is to use simulations to estimate
the RF fields in human models, to estimate the risk of RF heating with SAR10g for example. The finite
element method (FEM) [121], the method of moments (MoM) [122] and the finite difference time
domain (FDTD) [123] method are different methods to calculate solutions of Maxwell’s equations.
Each of these methods have different advantages and disadvantages. TheMoM is particularly adapted
to simulating simple models such as RF coils and uniform phantoms. It solves the equations in the
frequency domain and does not require to discretise unoccupied volumes. However, it becomes pro-
hibitively slow when the number of interfaces between media increases, and is not used with realistic
human models. The FDTD is a grid-based method and is not penalised by the presence of heteroge-
neous volumes in the simulation. For this reason, it is often used for RF safety applications, and was
used in this work for this purpose.
2.3.1 Finite Difference Time Domain Method
The FDTD was introduced in 1966 [124], and solves Maxwell’s curl equations in the time domain:




+ σE + J (2.9)
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where ϵ is the permittivity of the medium (the other quantities have already been introduced). These
equations can be solved iteratively when replaced by a set of finite difference equations. These equa-
tions are solved by dividing the solution domain into small cells (called ’Yee cells’). Each cell is
assigned certain dielectric properties, with the E-field being calculated at the centre of each edge and
the H-field calculated at the centre of each face of a cell. As shown in equation 2.9, the H-field can
be calculated from the E-field, and vice versa. This method is used in FDTD to progress through the
problem domain and through time, calculating E and H fields in an interleaved and iterative fashion.
The calculations are repeated until the desired convergence is achieved, giving the distribution of H
and E-field distributions throughout the whole problem space. The size of the problem space is usu-
ally truncated by using absorbing boundary conditions, such as perfectly matched layers, to absorb
radiated power.
Unlike the MoM, the FDTD method requires to discretise the entire simulated volume. Although
this can be a problem when the problem space increases in volume, it is advantageous when highly
heterogeneous models are included, as they do not add computational cost compared to a uniform
phantom. The main disadvantage of the FDTD methods is that it requires to discretise the problem
space into regular cuboids, introducing stair-casing effects whenmeshing curved structures. This stair-
casing effect can introduce errors and the grid resolution should be increased to guarantee stability of
the simulation, often increasing computation time.
2.3.2 RF simulations and circuit co-simulation
Tuning, matching and decoupling of RF coils is an iterative process. While building a coil, capacitors
can be rapidly changed to achieve the desired resonance frequency with acceptable matching and de-
coupling. However, RF simulations may take hours to simulate a model with new capacitance values,
making an iterative process prohibitively slow. RF circuit co-simulation is a powerful method that
allows to run a simulation once, and chose the type and values of lumped elements in post-processing
[125].
If the co-simulation method is used, all lumped elements in the simulation (for matching, tuning, in
decoupling networks) are replaced by voltage sources with an input impedanceZ = 50Ω. A multiport
simulation is run by successively activating one port at a time, while terminating remaining ports with
a 50 Ω load. For example, a coil with eight channels, with four tuning capacitors, two matching
capacitors per channel, and two decoupling capacitors between neighbours will have a number of
ports Np = 62, and one simulation per port. These simulations provide a Np × Np S-matrix, as well
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as the E and B1-field generated by each port.
The first step is to use the S-matrix and assign lumped elements to corresponding ports. In complex
simulations with a large number of lumped element networks, optimisation algorithms can be used to
calculate the optimal values of each capacitor and inductor. During the design process of the coil, the
cost function may be to achieve reasonably Sii and Sij , while simulations used for RF safety should
aim to minimise the difference between measured and simulated S-parameters. After the values of
lumped elements have been optimised, the electromotive force V j(ω) can be defined at each port j
according to:
V j(ω) = Ij(ω).Zj(ω)− U j(ω) (2.10)
whereω is the frequency, I is the output current,Z is the impedance andU is the voltage. Alternatively,




φj(ω) = phase(V j(ω))− φjinitial (2.11)
where P jinitial and φ
j
initial are the power and phase provided by the EM simulation before optimisation
of the lumped elements. The individual port E-field (Ej) and B1-field (Bj1) are used to calculate the















By combining EM simulations with RF co-simulations, E and B1 may be calculated for any tuning,
matching and decoupling condition without the need to repeat the simulation, with no trade-off with
accuracy.
2.4 Thermal simulations
Although EM simulations are useful to design RF coils and predict local SAR, it is important to
remember that SAR-based metrics are an indirect way to relate to temperature which is the actual
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reason for tissue damage.and thus temperature increases need to be assessed. Unfortunately, direct
temperature monitoring is limited to using invasive temperature probes or MR thermometry, with
the latter being limited by scan time and accuracy, and might by itself cause temperature elevation.
Thermal simulations are therefore useful as they offer a complete picture of the behaviour of RF
heating, and can be used to assess the reliability of RF heating reduction techniques.
The Pennes bioheat equation is a well established method for thermal simulations, giving results about




= ∇.(k∇T (r, t)) + ρQm + ρSARvox + ρbcbρωb(T − Tb) (2.13)
where T is the local temperature, ρ is the density of the tissue, c is the specific heat capacity, k is the
thermal conductivity, Qm is the specific metabolic heat generation rate, ωb denotes the perfusion rate,
SARvox is the unaveraged simulated SAR and ρb,cb and Tb represent the density, specific heat capacity
and temperature of the blood, respectively. In general, SARvox is calculated in an EM simulation, and
used as input of the thermal simulation. The input power of the RF coil can be scaled using limits
of wbSAR or SAR10g to evaluate the correlation between SAR and temperature. An advantage of
thermal simulations over solely considering EM simulations is that they include mechanisms such
as temperature-dependent perfusion and metabolism. However, their calculation is non-linear and
requires a full simulation to be run when the input power or shim is modified. Furthermore, thermal
tissue properties have a higher intersubject variability than dielectric properties, and thermoregulation
models have not been properly studied and validated at this date. A detailed analysis of this issue is
included in chapter 5.
2.5 Safety monitoring
Results from simulations are important to be able to predict and limit RF heating when pTx is used. A
number of safety monitoring parameters have been introduced for this purpose, starting with the most
commonly used SAR10g.This section give a brief overview of methods that were developed to rapidly
adapt and calculate simulation results for direct use on scanners.
2.5.1 Q-matrix
The simulated E-field can be used to calculate SAR10g using equation 1.11. However, the E-field
changes when pTx techniques are used, and using this method would require to repeat the time con-
suming mass-averaging step every time the input power or shim is modified. The Q-matrix formalism
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was introduced to solve this problem and offer a fast method to calculate SAR10g [127]. In the case
of an N channel coil, v(t) is a complex vector of N values giving the amplitude (following the pulse
waveform) and phase (generally constant over time) of each channel. SARvox can be calculated from









Similarly to SAR10g, the Q-matrix can be averaged over any mass of tissueNg. This is generally done
for each voxel in tissue, with a region growing method [128]. Starting from a core cube consisting of
a single voxel, a layer of voxels is added to the previous core until the mass is equal to or larger than
Ng. A cubic equation is then solved to find the fraction fav of the last layer that needs to be included





av + savfav − kav = 0 (2.15)
where cav is the total mass of the eight corners, eav is the total mass of the twelve edges, sav is the
total mass of the six sides and kav is the target mass of the outer layer. The Q-matrices of the core
and weighted Q-matrices of the corners, edges and sides are added, using appropriate powers of fav
as weights. The averaged Q-matrix can be used to calculate any averaged-SAR, for example:
SAR10g(r) = v(t)
∗Q10g(r)v(t) (2.16)
where Q10g is the 10g-averaged Q-matrix. Q and Q10g are independent from the excitation, and can
be pre-calculated to calculate SARvox and SAR10g for any excitation vector v(t).
2.5.2 VOPs
Simulations used for RF safety are typically large, as they require to simulate large sections of the
human body with resolutions high enough to guarantee stability and accuracy of the solution. Most
simulations have dozens of millions of cells, and it is not yet possible to calculate the SAR10g of
all voxels in real time. A compression method, called virtual observation points, was introduced
to significantly reduce the number of matrices used in the real-time calculation of the peak-SAR10g
[129]. To do so, voxels are organised in clusters, each represented by a virtual observation point.
As all voxels within a cluster always have a SAR10g lower than their observation point, monitoring
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VOPs guarantees that the peak-SAR10g will be found with no risk of underestimation. Using this
compression method, millions of voxels can be monitored by a few hundred VOPs. The number of
VOPs can be decreased by controlling the amount of overestimation of the peak-SAR10g allowed by
the algorithm. Temperature VOPs have been implemented for the case of fast calculation of thermal
simulations [130]. This method offers a fast way of predicting temperature increase, but achieves
linearity by neglecting temperature dependent mechanisms. This method is not yet as widely used
and accepted as VOPs, which are supported by some UHF scanners.
2.5.3 Safety factor
A major issue at UHF is the intersubject variability of the B1 and E-field distributions [115]. Studies
have shown that the peak-SAR10g can significantly vary when different realistic human models are
used. A study simulated SAR10g in the head of six human models, and found that relying on a single
model to predict RF heating in other models could lead to overestimations up to 50 % and underesti-
mations up to 40 %. For this reason, a safety factor is commonly included in the calculation of VOPs,
with a safety factor of 1.4 recommended in the head [115]. In general, a more conservative safety
factor of 2 may be used to guarantee a better coverage of different patients’ anatomies. In addition to
patient-induced variability, the safety factor accounts for coil model inaccuracies, differences in the
position and posture of the patient compared to the model, differences in the coupling, matching and
decoupling of the coils, etc [103].
2.6 Safety of pTx near metal implants
2.6.1 Based on simulations
pTx techniques have shown potential to dramatically improve the B1 uniformity while reducing SAR.
However, there has only been limited work to adapt these techniques to the case of patients with metal
implants.
Investigations of the potential of pTx to reduce heating near implants were done for the case of deep
brain stimulation (DBS) implants. Eryaman et al. [131] investigated the potential of modifying the
input of a birdcage coil to produce a plane of zero E-field in the centre of the coil at 3T, and extended
their work to control the orientation of the zero E-field plane. This method was adapted to an eight-
channel pTx coil at 3T [132], and allowed to significantly reduce SAR1g in a phantom and SAR10g in a
realistic human model, while improving the B1 uniformity. Similarly, McElcheran et al. [133] showed
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that pTx can be used at 3T to reduce SAR near a single or multiple DBS implants simultaneously
[134]. Another approach was introduced to monitor RF heating near DBS implants in a multichannel
birdcage at 3T by Corcoles et al. [135] Instead of predicting the risk of heating for any shim, they
proposed to only estimate the worst-case scenario based on wbSAR, pbSAR and SARhead.
Although some of these works can be generalised to other body parts and implants, it is important
to note that the vast majority of studies have been focusing on the case of DBS implants. Farshad-
Amacker et al. [136] recently published a study of heating near hip metal implants in a gel phantom,
using a birdcage coil at 3T with only two different shims. By comparing the CP mode with another
mode available on their system (elliptical mode), they showed that metal-induced heating caused dif-
ferent temperatures using these two modes. The risk of heating near hip implants has already been
acknowledged at 3T in large body coils, but no study has investigated the potential of using pTx for
this application.
While pTx techniques have mostly been developed at 7T, they have only been applied to the case of
metal implants at 3T. These strategies showed promises of reducing SAR and improving B1 uniformity,
but would need to be tested with other implants and at higher fields. Another limitation of these
studies is that they based they reduction of metal-induced heating methods on directly reducing the
E-field, reducing SAR1g or reducing SAR10g near implants. However, there is no guarantee that these
parameters correlate with the temperature distribution. Having zero E-field planes would ensure low
heating near an implant, but might add unnecessary constraints. A safe amount of E-field might be
allowed and not produce any heating, while relaxing constraint on the B1 uniformity. Similarly, SAR1g
and SAR10g might lead to overestimation or underestimation of the temperature. Oberacker et al [137]
showed that in the case of an ocular tantalum tracker marker at 7T, SAR0.01g was the best estimate of
RF heating when using a single surface coil element. Before the potential of pTx can be fully exploited
at HF and UHF, better knowledge of the correlation between RF heating and SAR is required.
2.6.2 Validation methods
Simulations are often based on simplifiedmodels which can lead to inaccuracies. The use of validation
methods is required to correct potential errors in the simulations. Validations with no metal implants,
for single mode systems, are often done using gel phantoms. Common methods compare simulated
and acquired B1 maps, as well as simulated and measured temperatures. Validation of temperature
may be done with temperature probes or MR thermometry. Gel phantoms are required as they prevent
movement of matter in the phantom due to vibrations and convection, which are not considered in
40
simulations.
In the presence of implants, MR thermometry cannot be reliably used due to strong metal-induced
artefacts. Temperature probes are used for temperature validation, while B1-mapping also suffers from
artefacts but may still give useful qualitative information. However, the use of gel phantom requires
to wait for the phantom to reach thermal equilibrium before measurements, which might take hours.
Long sequences are used to generate significant temperature increase. Although this time-consuming
process is acceptable when CP mode is the only scenario investigated, it might not be adapted to the
case of validating pTx sequences, for which validation over several shims would be preferable.
An alternative is to use probes to directlymeasure the E-field, which better relates to SAR. Thismethod
was used previously near implants in single mode at 7T [138], and allowed fast measurements with no
need to use gel phantom or to wait for thermal equilibrium between different shims. Furthermore, E-
field probes do not suffer from metal-induced artefacts, and could measure 1D, 2D or 3D distributions
rapidly and accurately close to implants. However, E-field probes are not widely available and are not
commonly used. This validation process has not yet been integrated for validation of pTx simulations
near metal implants.
2.7 Conclusion and aims
In these introductory chapters, the technical challenges of MRI at HF and UHF were introduced.
Non-uniformity of the RF field may cause B1 artefacts and create E-field ’hot spots’, with risks of RF
heating and tissue damage. Furthermore, metal implants amplify those issues in neighbouring tissue,
and cause metal-induced susceptibility artefacts that can reduce the diagnostic capability of MRI. A
large number of publications show significant interest of using HF and UHF MRI near hip implants,
with successful reduction of B0 artefacts commonly used at 3T. Useful increase of the resolution and/or
reduction of the acquisition time could be achieved at 7T, but these advances are limited by the lack
of MSK compatible RF coils at 7T. Furthermore, remaining challenges prevent a growing proportion
of the population from benefiting from those advances.
To overcome the problems that come at HF and UHF, pTx was introduced and successfully tested
up to 7T, in the absence of metal implants. The potential of using pTx techniques near DBS leads at
3T was investigated, and showed great promises. However, there is a lack of studies applying pTx
strategies near large orthopaedic implants such as hip prostheses, and no study investigated testing
pTx near implants at 7T. Current studies use non-optimal validation methods, that limit the number of
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shims tested or require long waiting times and reduced accuracy due to the presence of metal. UHF
MRI has the potential to further improve the image quality and reduce SAR simultaneously, as 7T
systems generally have more transmit channels than 3T systems. The additional degrees of freedom
could be used to improve the image quality near implants with less constraints on the SAR and input
power.
Amajor issue is that existing RFmonitoring techniques, which rely on simulations to calculate SAR10g,
have not been properly evaluated regarding their correlation with temperature in realistic thermal
simulations. pTx has been shown to be able to reduce E-field and SAR, but does not guarantee optimal
control of the input power. Although safe imaging is primordial, it is of interest to limit overestimation
of the risk of RF heating, as well as underestimation. Methods that allow rapid calculation of the risk
of RF heating near metal implants while maximising the allowed input power would greatly benefit
the field of MSK imaging near implants. For these reasons, the three main aims of this work are:
• Develop MSK compatible pTx coils for 7T MRI: There is currently a lack of MSK coils
for UHF systems, which typically focus on neuroimaging. pTx compatible knee and hip coils
would be of great interest, as a growing proportion of the population possesses one or more
joint implants. The methodology of designing, fabricating, and using simulation and validation
methods to guarantee patients’ safety without metal implant will be the first step towards metal
implant specific methods. A novel eight-channel pTx knee and ankle coil will be introduced in
Chapter 3 and tested on healthy patients. A novel eight-channel pTx hip coil will be tested in
Chapter 4.
• Improve validationmethods to bemore adapted to the constraints of pTx and the presence
of metal implants: Current validation methods rely on B1-mapping and temperature measure-
ments, with the latter being non-optimal in the presence of metal implants. A method of vali-
dating simulations will be tested at 7T in Chapter 4 and at 3T in Chapter 6 on a phantom with a
hip implant. B1-mapping will be optimised to reduce metal-induced artefacts, and E-field mea-
surements will be performed to validate simulations. In chapter 4, different decoupling methods
will be tested to improve the accuracy of the simulations.
• Develop a new monitoring parameter for fast and reliable estimation of RF heating near
metal hip prosthesis: Although a number of studies have used SAR1g or SAR10g to estimate
RF heating near metal implants, there was no investigation of the correlation between these
parameters and the temperature distribution. The current monitoring parameter recommended
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by the IEC for pTx, SAR10g, will be evaluated in the presence of hip prostheses. A novel SAR-
averaging method will be introduced and tested at 7T in Chapter 5 and at 3T in Chapter 6, to
improve the reliability of SAR10g. This novel method will be shown to provide fast and reliable




Design, simulation and validation of an
8-channel pTx knee and ankle coil for 7T MRI
in the absence of metal implant
This chapter is largely based on the journal article ”An open 8-channel parallel transmission coil for
static and dynamic 7T MRI of the knee and ankle joints at multiple postures” accepted for publication
in Magnetic Resonance in Medicine in May 2017. Early results were presented as an electronic poster
at the 25th annual meeting of the International Society for Magnetic Resonance in Medicine (2017,
Hawaii, USA).
The development of this coil was primordial in helping to evaluate the requirements and challenges
of designing and making a pTx compatible RF coil, first in the absence of metal implants. Although a
significant amount of time was initially invested in evaluating the coil while imaging simple uniform
phantoms, this chapter gives results from in vivo studies to show an example of expected outcome
and potential of pTx applied to MSK. Lessons learnt from this process will be applied to the case of
metal implants in chapter 4.
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3.1 Introduction
In MRI, higher field strengths provide higher signal-to-noise ratios to enable enhanced spatial reso-
lution and/or reduced scan time for an overall improved imaging performance compared with lower
fields [139]. Optimal performance in UHF MRI is highly dependent on RF coils tailored for specific
anatomical regions and imaging applications. Currently, there is a limited number of RF coils for
UHF human MRI [140], because UHF coil design needs to address inhomogeneous magnetic exci-
tation and elevated local RF energy deposition. In UHF whole body applications, inhomogeneous
excitation profiles often severely degrade image quality [141], whereas global and local RF energy
deposition as typically measured with SAR can become substantially elevated [8, 142, 143].
The development of RF coil arrays at UHF with parallel transmission (pTx) capability provides a
promising approach to balance the three competing factors of inhomogeneous excitation profiles, lo-
cal SAR restrictions and limited peak RF power (typically 8 or 16 kW at the RF power amplifier
level) [117]. Specifically, pTx techniques [23, 98] require independent control of the simultaneous
transmission channels to tailor the RF waveforms and achieve a targeted excitation efficiently. RF
shimming [144] optimises the magnitudes and phases of the otherwise identical RF waveform from
all channels and provides solutions to the aforementioned issues [117, 145, 146]. When combined
with these techniques, dedicated multichannel array coils with independent parallel channels offer an
attractive solution for maximising the performance of UHF MRI in humans.
Dedicated UHF RF coils for MRI of the musculoskeletal system have the capacity for superior SNR,
enabling higher spatial resolution to facilitate improved assessment of small structures with oblique
orientation [147, 148]. In addition to providing conventional static images with excellent contrast
between muscles, menisci, ligaments, and tendons [149, 150], RF coils with innovative design offer
avenues for dynamic (kinematic) imaging to investigate joints positioned in multiple postures and/or
during active movement. Dynamic musculoskeletal imaging has been performed at lower fields [151],
providing kinematic information not intrinsically available in static scans [152]. Specifically, it allows
examination of in vivo kinematics and interactions between tissues to assess aspects such as impinge-
ment, maltracking, or deformation of structures within and around complex joints such as the knee
and ankle. At present, commercial RF coils for musculoskeletal imaging at 7T are mostly limited
to the knee and typically without pTx capability. Existing examples include the 1-Tx/28-Rx knee
coil from Quality Electrodynamics (QED; Mayfield Village, Ohio, USA) [153, 154], the transceive
quadrature knee coils from In-Vivo Corporation (Gainesville, Florida, USA) [8, 155] and Nova Med-
ical (Wilmington, Massachusetts, USA) [156, 157] and the transceive quadrature 23Na knee coil from
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Rapid MR International (Columbus, Ohio, USA) [158]. Several important custom knee pTx coil de-
velopments have been implemented to improve transmission homogeneity, including a two-channel
transmit coil in combination with the QED coil for reception at 7T [153] and a four-channel proton
birdcage sodium transceiver array for multinuclei imaging [159]. A multipurpose 16-channel pTx
RF array has been developed by attaching microstrip transmission line elements to a malleable can-
vas, capable of conformable imaging of the knee (with eight active channels) [160]. However, these
custom 7T knee pTx coils cannot readily accommodate flexed joint postures for either static or dy-
namic imaging. To assist kinematic imaging, a “stretchable” receive array at 3T has been presented
[161]. However, this technique may not be suitable for transceive array applications at 7T due to
higher resistive loss and variations of coil loading/coupling when stretched. A custom eight-channel
pTx coil [162] has been developed for ankle imaging at 7T with an absence of dedicated commer-
cial coils for this anatomical region. For ankle imaging, most studies have resorted to adapting an
eight-channel pTx head coil (RAPID Biomedical, Rimpar, Germany) [148] or a quadrature head coil
[153] with suboptimal signal-to-noise ratio performance, or used the cylindrical-shaped QED knee
coil [147, 154, 163], which constrains imaging to the plantarflexed ankle joint.
In the present work, an eight-channel transceive array coil with pTx capability was designed and
constructed for static and dynamic 7T MRI of the knee and ankle joints. The overall geometry used
a U-shaped open design similar in profile to a previously reported ankle coil [162]. In the current
design, a suite of engineering aspects were optimised to provide high imaging performance at 7T
for both the knee and ankle joints with comprehensive and conservative RF monitoring and safety
procedures adopted during testing.
3.2 Methods
3.2.1 Coil design and prototyping
Figure 3.1a shows a 3D model of the U-shaped open pTx coil. The eight rectangular loop elements
were arranged in two cylindrical rows (diameter 180mm and overall length 200 mm), providing ex-
tensive coverage in the head–foot direction. An RF shield was placed inside the coil housing 30mm
radially away from the array elements to reduce RF radiation and unwanted coupling from other sys-
tem components. Figure 3.1b provides a simplified schematic of the eight-element coil, illustrating
the rungs, capacitors for tuning (C1–C4), matching (CM) and inductors (L) for decoupling with neigh-
bouring elements. A photo of the constructed coil has been reported previously in a preliminary study
[164], which also shows the stand-alone inductive loops used for decoupling with diagonal elements.
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Figure 3.1: (a) 3D model of the proposed pTx open RF coil model. (b) Simplified schematic of the multi-
element coil with values of the lumped elements used.
The two rungs of each element were made of multilayered stripline-like “sandwich” conductors for
more uniform distribution of capacitance and inductance [165, 166] compared with conventional de-
signs using lumped elements. The dimensions of the dielectric and conductive materials were opti-
mised to control the capacitance and inductance of the blades and hence, those of the coil elements.
Discrete nonmagnetic high-voltage capacitors (American Technical Ceramics, Huntington Station,
New York, USA; C-series) were soldered to the printed circuit boards connecting both ends of the
sandwich blades for matching and additional tuning. The orientation of the sandwich blades was ad-
justed to improve B1 penetration and alleviate mutual coupling between the coil elements [167]. To
further decouple neighbouring elements, small counter-wound inductive decoupling loops [109] were
formed in the corner or edge of each loop to introduce magnetic flux to counteract the coupling ef-
fects. The geometry of the sandwich blades, coil element, and array were optimised iteratively with
numerical simulations conducted with Sim4Life by ZMT (https://www.zurichmedtech.com/sim4life/)
using the finite-different time-domain solver. The optimised array showed decoupling better than -20
dB and port matching to 50Ω better than -20 dB, when a knee joint model (full extension) was loaded.
Because the matching and loading conditions vary across extended and flexed joint postures, the S-
parameters for a variety of loading conditions are reported with bench measurements (see Results).
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The coil housing was fabricated from laser-cut white acrylic sheet, assembled using acrylic cement
and nonmagnetic screws. The shape of the housing, element positions, and cable placements were
configured to permit imaging of either the left or right knee/ankle. Sparameters of the constructed
coil were measured using a Vector Network Analyzer (ZNB8, Rohde & Schwarz GmbH & Co. KG,
Munich, Germany). For subject safety, as well as protection of the MR system, each coil element
was tested to withstand a peak RF power of 1 kW at 298.18 MHz. Specifically, a programmable syn-
thesizer (HM8134-3; HAMEG Instruments GmbH, Munich, Germany) and an RF power amplifier
(BLAH1000; Bruker BioSpin, Ettlingen, Germany) were used to produce a 20% duty-cycle rectangu-
lar pulse with a period of 4ms and a peak power of 1 kW at 50V. All eight channels were tested consec-
utively for 5 min under loaded conditions with no heating or arcing observed. The forward/reflected
power levels as monitored using a four-channel oscilloscope (RTO1024, Rohde & Schwarz GmbH &
Co. KG) showed no variation to baseline recordings when the power amplifier was connected to a
high-power attenuator acting as a dummy load with monitoring capabilities.
3.2.2 MR system integration
To interface the prototype coil to the 7T whole body research scanner (Siemens Healthcare, Erlan-
gen, Germany), a dedicated transmit/receive (Tx/Rx) switch was developed in compliance with all
specifications of the MRI system. The noise figure of the integrated low noise preamplifiers was less
than 0.5. The maximum attenuation in the transmit path was 0.16 dB for each channel. An aluminum
enclosure (Fig. 3.3) served to accommodate two PCBs of electronics. System specific plugs for the
Tx and Rx paths were fitted to the aluminium enclosure, while eight individual RF connectors (85-
QMA-S50-0-2; HuberþSuhner, Herisau, Switzerland) provided connections for the coil array. One
additional multipin connector (LEMO, Ecublens, Switzerland) was used to provide the unique hard-
ware coil code of the coil array to the MRI system. The Tx/Rx switch was verified to safely handle 1
kW peak RF power using the same procedure as for the coil array.
3.2.3 Electromagnetic simulations and virtual observation points
Numerical electromagnetic simulations
As illustrated in Figure 3.2, electromagnetic simulations with the final coil designwere performedwith
two anatomically accurate posable voxel models [Duke and Ella from the virtual family [53]] in two
different joint postures for both the knee and ankle. Specifically, the knee joint was simulated in 30◦
flexion and full extension, and the ankle joint in maximal dorsiflexion and plantarflexion. Lumped
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Figure 3.2: Illustration of the configurations of the proposed pTx open RF coil model and posable voxel hu-
man model (Duke) used for knee imaging (a, b) and ankle imaging (c, d). The Ella voxel model was configured
similarly.
elements were used to fine tune each of the eight channels to resonate at 297.2 MHz and to match
the input impedance to 50 V (reflection coefficient S11 better than -20 dB for all channels). Perfect
decoupling was assumed by simulating each channel independently (on the same grid), while each
simulation was allowed to converge to -40 dB [168, 169]. Electric field distributions were calculated
with a harmonic voltage source with 1V amplitude and were exported to MATLAB (MathWorks,
Natick, Massachusetts, USA) for processing/analysis.
RF Safety and virtual observation points
To provide RF safety for the subjects, and protection for the RF hardware components, instantaneous,
10-s averaged, and 6-min averaged forward RF per-channel power levels were monitored automati-
cally by the MR system and restricted to 100 W, 35 W, and 20 W, respectively. To provide further
safety with respect to local SAR for the subjects, a comprehensive procedure was adopted to operate
the coil well within the IEC guidelines [18]. Instead of verifying the above limits for every 10 g of
tissue, a smaller set (n<200) of VOPs were monitored [129].
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Specifically, for each electromagnetic simulation, a Q-matrix [129] for each voxel (Qvox) was gener-
ated from the simulated electric fields. The phases of the electric fields were adjusted to compensate
for the relative phase delays introduced by different cable lengths between the coil plug and coil el-
ements, as measured using a network analyzer. The 10-g Q matrices (Q10g) were then calculated by
averaging the Qvox spatially over cubes containing exactly 10 g of tissue centered at the corresponding
voxel [128]. Finally, the Q10g matrices of all the simulations for the respective joints were concate-
nated and compressed into a single set of VOPs using vendor-supplied software. During the in vivo
scans, the scanner’s built-in function calculates the SAR values for each VOP and the considered time
intervals (10 s and 6 min) and compares the worst-case results (SAR10g) against the corresponding
limits (20 and 10 W/kg, respectively). Both the knee and the ankle joint VOPs were derived by com-
pressing the Q10g matrices of four simulations, as detailed previously. A smaller overestimation rate
results in more accurate SAR10g calculation, but a larger number of VOPs [129]. We found from ex-
perience that a large number of VOPs (exceeding 200) may prevent the scanner console (Syngo VB17
pTx, version 2.3) reliably updating the SAR10g in real time for the sequences tested. For this reason,
15% and 6% overestimation rates were adopted for the knee and ankle joints during VOP compres-
sion, respectively. These were the lowest compression rates to generate no more than 200 VOPs (194
and 158 VOPs for the knee and ankle joints, respectively). Additionally, a global safety factor of 2
times [115] was enforced on every VOP to account for variations in subjects’ anatomy/positioning
and inaccuracies in electromagnetic simulations.
3.2.4 MR image acquisition
Scanner and volunteers
In healthy male volunteers, the knee (n=2; age, 56, 52 years; weight, 91, 78 kg) and ankle joints (n=2;
age, 52, 25 years; weight, 78, 83 kg) were imaged using the pTx open coil on the 7T whole body
research scanner, with a maximum gradient strength of 70 mT/m and a slew rate of 200 T/m/s). The
volunteers had no history of clinically significant knee or ankle pathology. Themedical research ethics
committee of the University of Queensland approved the current study, and informed written consent
was obtained from all participants involved in the research.
Imaging protocols
As shown in Figures 3.3a and 3.3b, the U-shaped open pTx coil allowed the knee and ankle joints
to be imaged in prone and supine postures, respectively, enabling the assessment of the joints across
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Acquisition time, min:s 3:40 4:09 3:47 5:28 (3.53) 5:29 (4:27) 0:50 (0:50)
Data matrix 512 512 512 448 448 160
Resolution, mm 0.3 ×0.3 0.3 ×0.3 0.3 ×0.3 0.47 iso 0.47 iso 1.0
Slice thickness, mm 2.5 2.5 2.5 N/A N/A 3.0
FOV, mm 160 160 160 210 210 160 (200)
Number of slices 21 21 21 224 (176) 224 (176) 1
Flip angle 180◦ 180◦ 180◦ 18◦ 15◦ 45◦
Bandwidth, Hz/pixel 271 271 271 399 399 1008
TE/TR, ms 26/5200 13/1100 105/9000 2.35/9.0 13/20 1.57/3.9 (1.44/3.5)
Turbo factor 11 2 2 N/A N/A N/A
Grappa 2 2 3 2 3 2
Measurements 1 1 1 1 1 160 (270)
Abbreviations: BEAT-IRT, BEAT iterative real-time; DESS, dual-echo steady state; FOV, field of view; MEDIC, multiecho data image
combination; N/A, not available; PDw, proton density weighting; PDw-FatSat, proton density weighting with fat saturation; T1w, T1-
weighted; T2w, T2-weighted; TE, echo time; TR, pulse repetition time; TSE, turbo spin echo
multiple angles under both static and dynamic conditions. The knee joint was examined in postures
from full extension to approximately 30◦ of flexion within the 60 cm bore of the magnet; imaging
of the ankle joint was achieved across the full range of motion from maximal dorsiflexion to plan-
tarflexion. The imaging sequences for both joints included a prototype gradient echo field map for
B0 shimming, a prototype turbo spin echo (TSE) with proton density-weighting (PDw), PDw with fat
saturation, T1 weighting (T1w) and T2 weighting (T2w), 3D waterexcited dual-echo steady state (we-
DESS) sequence, and 3D multiecho data image combination (MEDIC) sequence. Dynamic images of
the joints were acquired with a turbo-FLASH sequence (BEAT iterative real-time [BEAT-IRT]). The
parameters of these sequences are listed in Table 3.1. The individual acquisition times of the static
sequences were designed to be below 6 min to address patient comfort and minimise motion-related
artefacts.
The static imaging protocols for the knee involved separate 25-min sessions with the joint first posi-
tioned in extension, then at approximately 30◦ flexion. As illustrated in Figure 3.3a, knee flexion was
maintained by elevation of the lower leg by thick foam wedges. During the dynamic sequence, the
subject was instructed to maintain a fully extended knee posture for the first 5 s of imaging, then to
perform slow flexion-extension cycles (10 s) for the duration of the sequence (50 s). The initial 5 s of
resting scans allowed the steady state of BEAT-IRT sequence to stabilise more quickly.
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Figure 3.3: (a, b) Illustration of the proposed 7T open pTx coil during imaging of the knee (a) and ankle joints
(b). (c) Open pTx coil and interface enclosure with their connection in a top-down perspective. (d) Measured
S-parameter matrices when the coil was loaded with a knee joint in full extension (left) and in 30◦ of flexion
(middle) and an ankle joint in the neutral position (right).
Static imaging of the ankle joint was performed at three angles (maximal plantarflexion, neutral, max-
imal dorsiflexion postures), with each separate session taking approximately 20 min. The neutral
and dorsiflexion postures were maintained using foam wedges angled against the sole of the foot,
while maximum plantarflexion was maintained by Velcro straps fastened across the dorsum of the
foot. Similar to dynamic knee imaging, during dynamic imaging of the ankle joint the subjects main-
tained a neutral joint posture for the initial 5 s and then performed plantarflexion-dorsiflexion cycles
(period=10 s for the duration of sequence (50 s).
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3.2.5 Coil correlation coefficient and parallel imaging performance
The correlation coefficient matrix of the pTx coil was evaluated when loaded with a volunteer knee
joint (full extension). The correlation coefficients were calculated from the channel individual raw
data of a gradient echo sequence when the transmitter voltages were set to 0. The parallel imaging
performance was evaluated with the same volunteer by measuring the receive sensitivity of the in-
dividual channels and calculating the geometric factor maps (g-maps) [170], for the central sagittal
slice with anterior–posterior phase encoding and central coronal slice with left–right phase encoding.
Reduction factors R=2 and R=3 were investigated, with a field of view (FOV) of 192mm in the phase
encoding directions.
3.2.6 B1 mapping and B1 shimming
Relative B1 mapping
A low flip angle gradient echo–based sequence [171] was employed to provide relative amplitude and
phase B1 maps for the 8 individual channels by consecutively transmitting on an individual channel,
largely following a procedure described previously [100].
B1 shimming
B1 shimming was performed in vivo using the vendor-supplied toolbox. The RF shimming volume for
the knee region was chosen to include the patella, distal femur, and proximal tibia along with the joint
menisci and cruciate ligaments and, in the ankle, the volume included the distal tibia, distal fibula,
talus, and calcaneus along with the distal portion of the Achilles tendon.
Absolute B1 mapping
The absolute B1 (or flip angle) was acquired using a vendor-supplied turbo FLASH (TFL)-based B1
mapping sequence [172]. To verify the numerical simulations, the transmit B1 fields with a number of
distinctive shim settings were acquired using this TFL-based B1 mapping sequence and then compared
with the calculated counterparts with the Duke model [173], as shown in Figure 3.4c. This comparison
was performed for a fully extended knee joint and an ankle joint in plantarflexion with one of the
volunteers for each joint, on similar sagittal slices and scaled to show the transmit B1 fields per 1V
of transmission voltage per channel. The TFL-based B1 mapping sequence was also used to estimate
the maximum achievable transmit B1 field magnitude of the pTx coil with both joints on the central
sagittal plane of the shim volume. To maximise the transmit B1 field, subject-individual phase-only
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Figure 3.4: (a) Coil channel correlation coefficient matrix in logarithmic scale. (b) Measured transmit mag-
netic fields with shim settings to produce maximum field magnitudes within the ROI for a knee joint (left)
and an ankle joint (right). The maximum transmission magnitudes were 10.8 and 13.0mT averaged over the
ROIs for the knee and ankle joints, respectively, using the equipped 8 ×1 kW RF amplifiers. (c) Illustration
of the simulated transmit magnetic fields (top) with three different shim settings compared with the measured
counterparts (bottom).
shim settings were used, where the transmit voltages of the individual channels were kept identical,
while their phases were calculated to provide constructive interferences. For each channel, the shim
phase was determined as the negative of the average transmit phase within the ROI (indicated in Fig.
3.4b by polygons of approximately 120mm length in the foot–head direction).
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Figure 3.5: Themeasured S-parameters of coil elements 1 (left) and 2 (right) with neighbouring coil elements.
3.3 Results
3.3.1 Coil performance by bench measurements
The measured S-parameters of the pTx coil demonstrated good agreement with the simulated results,
as shown in Figure 3.3d, including a knee joint in full extension and 30◦ of flexion and with an ankle
joint in the neutral position. When the coil was loaded with a knee joint in the extended position (the
optimal setup for the coil prototype), the measured SXX values of all channels were better than -20
dB and SXY -18 dB. As examples, the measured S-parameters of channels 1 and 2 with their nearest
neighbours are shown in Figure 3.5. When the lower leg was flexed out of the coil, the matching
conditions of the distal elements (i.e., elements 2 and 3) changed, resulting in a noticeable increase
of reflection (though they remained better than -12 dB). The matching of the other elements did not
change significantly, and the couplings among all channels were lower than -14 dB. When the coil
was loaded with an ankle, elements 2, 3, 4, and 6 experienced loading changes, and hence increased
reflection, whereas other elements were not noticeably affected. The highest coupling among channels
with ankle imaging was -14 dB (i.e., S14 and S15).
3.3.2 Noise correlation and parallel imaging performance
The correlation coefficient matrix of the pTx coil when loaded with a knee in full extension is shown
in Figure 3.4a in dB scale. The noise correlation between any two different channels was found to
be lower than 0.06 (-24 dB). When loaded with an anatomy different than a knee in full extension,
the noise correlations among channels are expected to increase. The g-maps [174] for the central
sagittal slice and central coronal slice are shown in Figure 3.6. With the investigated scenarios, the
maximum geometric factors were approximately 1.25 and 1.65 for R=2 and R=3, respectively. Par-
allel imaging with R=4 in either the anterior–posterior or left–right direction is not advisable with the
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current pTx coil, because the maximum geometric factors were found to be approximately 3.5. How-
ever, as demonstrated by the imaging data that follow, reduction factor R=3 can be employed without
noticeable parallel imaging artefact.
Figure 3.6: The in vivo geometric factor (g-factor) maps for acceleration in anterior–posterior (top) and
left–right directions (bottom) for acceleration factor R=2 (left) and R=3 (right).
3.3.3 B1 mapping and maximum transmit B1 magnitude
As shown in Figure 3.4c, the simulated transmit B1 fields with the Duke model showed generally
good agreement with the measured counterparts with three different shim settings. On average, the
measured transmit B1 magnitude is approximately 6% lower than the simulation over the shown FOV
in the sagittal slice, which may be attributed to the losses in RF hardware components and/or the
relaxation effect of the TFL-based B1 mapping sequence. Additionally, there are noticeable local
differences, such as in regions indicated in Figure 3.4c. The anatomical differences between the model
and the in vivo subject played an important role here, as the voxel model was constructed in a supine
position while the subject was in a prone position with leg tissues compressed against the patient
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table, creating obvious differences in overall shape, especially near the indicated regions. The local
discrepancies are also likely to result from the difficulty of accurately simulating the inter-element
coupling of the coils, due to the use of inductive decoupling loops in the prototype coil. Previous
work indicated that the neglect of decoupling generally makes the simulation models more likely to
be conservative [112]; however, more comprehensive studies are warranted in the future.
The maximum transmission transmit B1 field magnitude of the coil with the knee and ankle joints are
shown in Figure 3.4b with an FOV of 250mm. With the equipped 8 ×1 kW amplifiers, the averaged
transmit B1 field magnitude within the ROIs were 10.8 and 13.0µT for the knee and ankle joints with
the displayed postures, respectively. With the applied phase-only shims, the inhomogeneity of the
magnitude transmit B1 fields (root mean square difference relative to the mean) within the respective
ROIs was approximately 21% and 22% for the knee and ankle joints, respectively.
3.3.4 Static knee imaging
The separate sessions for the static imaging of the knee joint (extended, flexed postures) took ap-
proximately 45 min, including time for B0 shimming, B1 mapping, and B1 shimming. The dynamic
sequence was performed in the first session after the static sequences. Figure 3.7 shows sagittal TSE
images of the left knee joint in extended and flexed postures, both of which provide clear visualisation
of the ACL. A dedicated B1 shim was successfully calculated and applied for each volunteer for each
knee joint posture. In contrast, the circularly polarized (CP) mode produced substantial artefacts with
complete signal nulls, as illustrated in the low-resolution PDw TSE images (Fig. 3.7a, 3.7f, 3.7k, and
3.7p). It was observed that the CPmode used at least twice as much peak RF power as the shimmodes.
Moreover, a concatenation of 2 was necessary to successfully perform the PDw TSE sequences in the
CP mode. These series of images clearly demonstrated that dedicated RF shims are extremely useful
not only for improved image homogeneity (especially for TSE sequences) but also for more efficient
use of RF power. The latter in particular is essential for RF power intensive sequences (such as TSE),
allowing additional slices/coverage within the same scan time. With subject specific shims, the ability
of the open pTx coil to image joints at different postures with high quality can be clearly appreciated,
offering additional examinations not possible with a conventional “closed” coil design. It is worth
highlighting that the examinations were all performed well under the SAR limits. The highest 10-s
averaged SAR10g was observed for the T1w TSE sequence of the knee joint at 9.71 W/kg.
Figure 3.8 shows 3D we-DESS and 3DMEDIC knee joint images. Both DESS andMEDIC are useful
for showing joint cartilage and fluid with the characteristic hypointense signal of cortical bone. In all
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Figure 3.7: Sagittal TSE images of the right knee of a 56-year-old man (a–j) and a 52-year-old man (k–t)
acquired in both extended (a–e and k–o) and flexed (f–j and p–t) positions. To demonstrate the necessity of an
adequate RF shimming, panels a, f, k, and p illustrate the artefacts associated with the CP mode, while the PDw
(b, g, l, q), PDw with fat saturation (c, h, m, r), T1w (d, i, n, s), and T2w (e, j, o, t) images were acquired with
individualised RF shimming at each position (see text for more details on RF shimming).
cases, the delineation of various articular cartilage plates were evident. There was some incomplete
water excitation, which may be improved with further optimisation of the B0 shimming routine and/or
a central frequency adjustment that use all channels.
3.3.5 Dynamic knee imaging
Figure 3.9 shows a series of reconstructed temporal frames, in the sagittal plane, from dynamic imag-
ing of the knee joint during flexion-extension cycles acquired with the BEAT-IRT sequence. As sum-
marised in Table 3.1, while maintaining the same acquisition matrix, Figure 3.9 adopted an FOV of
160mm and an in-plane resolution of 1 ×1mm (3.25 frames per second) BEAT-IRT with a larger FOV
of 200mm and lower spatial resolution 1.25 ×1.25mm was also acquired (Fig. S3.10), resulting in
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Figure 3.8: Sagittal images from the 3D we-DESS (a, c, e, g) and MEDIC (b, d, f, h) series of the right knees
in the 56-year-old (a, b, e, f) and 52-year-old (c, d, g h) volunteers. Images were taken in both extended (a–d)
and flexed (e–h) joint positions.
Figure 3.9: Subset of frames from dynamic imaging of the right knee of the 56-year-old male volunteer at
an in-plane resolution of 1 ×1mm and a temporal resolution of 3.25 frames per second (see Table 3.1 for more
details). A signal drop at the lower leg was visible when it was flexed out of the coil (arrows).
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Figure 3.10: A subset of frames from dynamic imaging of the right knee of a 56-year-old man at an in-plane
resolution of 1.25 ×1.25mm and a temporal resolution of 5.2 frames per second (see Table 3.1 for more details).
a higher temporal resolution of 5.2 frames per second. In both cases, the excursion of the ACL and
posterior cruciate ligament were clearly visible, as was the vertical translation of the patella. The static
B1 shims determined with full extension of the knee joint were used without producing noticeable B1
inhomogeneity during the dynamic scan. A signal drop at the lower leg was visible when it was flexed
out of the coil (arrows in Fig. 3.9). However, this did not specifically affect the examination of the
knee joint.
3.3.6 Static ankle protocol
The static imaging of the ankle involved two sessions, each taking approximately 45 min, with an
initial session for the neutral position of the joint and a second session to acquire images for maximal
dorsiflexion and maximal plantarflexion. The initial session for the neutral posture included all the
static sequences (TSE images, we-DESS, andMEDIC) and all the preparation scans (B0 shimming, B1
mapping, and shimming). The second session included 3D static imaging (we-DESS and MEIDC) at
both maximal dorsiflexion and maximal plantarflexion and the corresponding B0 mapping sequences
with both postures, as well as dynamic imaging. For the specific protocol of this study, it was found that
the B1 shim determined at the neutral position for the first volunteer successfully provided uniform
excitation for the remaining ankle imaging sessions (including both volunteers and all sequences).
This is understandable, considering that the ankle joint is considerably smaller than the knee joint,
and the wavelength of the RF fields.
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Figure 3.11 shows sagittal TSE images of the left ankle joints in the neutral position, which provide
visualisation of the Achilles tendon and the interosseous talocalcaneal ligament in the two volunteers.
The CP mode produced major artefacts with complete signal nulls, as illustrated in the low-resolution
PDw TSE images (Fig.3.11a,f), while the images have uniform intensity with the shim mode. Similar
to the knee imaging sessions, the B1 shims substantially reduced RF power and the local SARmaxima.
Figure 3.11: Sagittal TSE images of the right ankle joint of a 52-year-old man (a–e) and a 25-year-old man
(f–j) acquired in the neutral position. Panels a and f illustrate the artefacts associated with the CP mode. PDw
(b, g), PDw with fat saturation (c, h), T1w (d, i), and T2w (e, j) images were acquired with individualised shim
modes.
Figure 3.12 shows sagittal views of the ankle joints from the 3D we-DESS sequence obtained at
maximal dorsiflexion and neutral and maximal plantarflexion postures in the two volunteers. The
open design of the pTx coil allowed unobstructed joint postures, potentially expanding diagnostic
avenues compared with a conventional closed coil. The two volunteers had notably different ranges
of joint motion, with volunteer 1 capable of more dorsiflexion (Fig. 3.12a versus Fig. 3.12d) and less
plantarflexion (Fig. 3.12c versus 3.12f).
3.3.7 Dynamic ankle imaging
Figure 3.13 shows a series of reconstructed temporal frames of the sagittal view of the dynamic BEAT-
IRT scans during ankle joint dorsiflexion and plantarflexion. Similar to the knee dynamic scans (Fig.
3.9), Figure 3.13 was acquired at a spatial resolution of 1 ×1mm (see Table 3.1 for more details on
sequence parameters), while a lowspatial and high-temporal resolution acquisition is shown in Figure
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Figure 3.12: Sagittal images from the 3D we-DESS of the right ankle joint of a 52-year-old man (a–c) and
25-year-old man (d–f) acquired at full dorsiflexion (a, d), neutral (b, e), and plantarflexion (c, f) positions.
S3.14. In both cases, changes in the width and length of the Achilles tendon were clearly visible
during the motion of the ankle joint during the dynamic dorsiflexion-plantarflexion cycles. The B1
shim produced uniform B1 excitation over the FOV.
3.4 Discussion
This work reports the design, implementation and successful application of a U-shaped pTx open coil
dedicated for static and dynamicMRI of the human knee and ankle joints at 7T. The overall coil design
provides high transmit efficiency over a large 120mm longitudinal ROI (maximum transmission fields
of 10.8 and 13.0mT for the knee and ankle joints, respectively) and good parallel imaging capability. It
also allows easy access and positioning of the knee and ankle joints at multiple postures. As illustrated
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Figure 3.13: Subset of frames obtained when dynamically flexing the right ankle of a 25-year-old male at
an in-plane resolution of 1 ×1mm and a temporal resolution of 3.25 frames per second (see Table 3.1 for more
details).
Figure 3.14: Subset of frames obtained when dynamically flexing the right ankle of a 25-year-old man at an
in-plane resolution of 1.25 ×1.25mm and a temporal resolution of 5.2 frames per second (see Table 3.1 for more
details).
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with in vivo imaging results, the design facilitates static imaging at various joint angles, and offers the
capability to dynamically image actively moving joints. With adaption, the open design of the coil
may provide extended applications in imaging of other joints (e.g., elbow) and extremity regions (e.g.,
calf, upper arm and forearm).
In the current study, specialised RF engineering techniques, such as stripline-line conductors, angu-
larly oriented blades and counter-wound inductive loops were employed. Combined with a low-loss
interface and paired with the added benefit of RF shimming, this design enables a full coverage of
the knee joint with 21 slices in sequences that are typically associated with a large SAR load and
peak power requirement such as the T1w TSE. Both the peak RF power and maximal local SAR were
substantially below regulatory limits.
Future work to further improve image homogeneity will include investigation of advanced pTx tech-
niques, such as multi-spoke RF pulses [118, 175] or dynamically update the RF shims dependent on
the joint’s position. With the experience gained from the current study, further optimisation in the
design of the coil is envisaged where, without sacrificing the range of joint motion, the addition of RF
elements would provide more sensitivity at the top of the array (anteriorly for supine ankle imaging
and posteriorly for prone knee imaging). This can be achieved by reducing the FOV in the head-foot
direction and/or introducing a number of dependent RF elements whilst taking full advantage of the
available eight independent RF transmit channels.
In conclusion, we present a versatile new pTx coil for dedicated MRI of the knee and ankle joints at
7T. It conformably accommodates the knee and ankle for static imaging across different joint angles,
as well as dynamic imaging during continuous flexion-extension cycles. Various engineering tech-
niques have been included to provide an efficient implementation to balance the available RF power,
desired flip angle (e.g., large flip angle refocusing pulses in TSE sequences) and SAR limits for in
vivo applications on a 7T whole-body MR system.
In this work, new contributions were made in the field of RF coil design, and were supported by
the implementation of existing numerical methods (FDTD simulations, VOPs, safety factor), which
helped identify some limitations of current hardware design and simulations. Specifically, the use
of perfect decoupling in simulations resulted in differences compared with measurements, and con-
siderations of uncertainties in measurements and simulation were done in accord with the existing
literature, but may not be sufficient. As those issues may cause large safety concerns in the case of




Optimisation and validation of numerical
simulation methods for parallel transmit near a
hip implant at 7T
Results from this chapter were presented in part at the 26th annual meeting of the international society
for magnetic resonance in medicine (2018, Paris, France).
4.1 Introduction
The quality of MRI near metal implants has significantly improved since the introduction of metal
artefact reduction sequences and MRI has proven superior to CT in some scenarios [10, 11, 176]. HF
pTx MRI could further improve these results [79]. However, the high conductivity of metal implants
causes them to focus the electric field in tissue and may increase the temperature above levels rec-
ommended by current guidelines [18, 177]. Current safety standards follow the ASTM guidelines,
which involve the measurement of the temperature in gel phantoms when transmitting in circularly
polarised mode [19]. This method has enabled the scanning of patients with metal implants up to 3T
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[178], because the vast majority of clinical scanners only operate transmit body coils in a CP mode.
In the absence of metal implants, this combination of RF coil and transmit settings provides an effi-
cient and mostly uniform RF field up to 3T [96]. However, as discussed in chapter 2, the RF field is
no longer sufficiently uniform in the presence of metal implants. The application of pTx at HF and
UHF has shown great potential to mitigate the RF field’s non-uniformity but unfortunately pTx is not
compatible with the current ASTM standard to prevent RF heating in the presence of metal implants.
Common whole-body birdcage body coils do not generate efficient and uniform RF field and are not
used in 7 T scanners [96]. As a result, a range of transmit coils are used, and are often designed to image
a single body part (head [179], hip [102], knee [162], heart [175], etc.). Furthermore, some designs
have flexible arrangements of multiple coil elements, and can adapt to different anatomies [160].
Using the ASTM standard to test implants using all available coils and implant configurations would
be prohibitively time consuming and expensive, and importantly would not give reliable information.
Although the variability of field distribution is limited at HF and lower fields, it was shown that
intersubject variability has significant effects on the magnetic and electric fields, and the location of
high SAR10g or peak-temperature strongly depends on the patient’s anatomy [25, 115].
Another limitation of the current standard is that it only considers testing heating near implants in CP
mode. Although this is relevant for most clinical scanners, it is not compatible with the use of pTx at
HF and UHF. By shaping the field to improve the homogeneity, pTx techniques such as RF shimming
affect the electric field distribution [129]. The resulting SAR10g and temperature increase distributions
may be significantly different from CP mode. The ability to predict heating may not be inferred from
results of a single phantom measurement [130] because there is an infinite number of possible field
distributions. Measurement-based methods such as the ASTM standard are therefore not practical.
For similar reasons, SAR10g has been used on research scanners to limit RF heating, when scanning
patients and volunteers in pTx mode, with no metal implants [18, 127]. Chapter 3 introduced an
initial description and results for the validation process used in this work. Thanks to the availability
of a range of realistic human models, different simulations can be combined to cover a wider range of
the population [49]. The simulation results are coil specific and need to be validated. In the absence
of metal implants this is commonly achieved through using: B1 mapping, temperature probes and/or
MR thermometry [173]. However, not all these techniques are appropriate to validate the simulations
in the presence of metal implants. B1 mapping has been shown to provide acceptable results in the
presence of metal implants [79], but phase based MR thermometry is limited by the introduction of
susceptibility artefacts which can cause strong distortions [180, 181]. Although new methods have
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been proposed to mitigate these artefacts, these techniques are complex and have limited accuracy
[182]. Temperature probes can be used to give information about the temperature, but are limited to
single-point measurements and rely on slow heating mechanisms, with long waiting times required
between testing of different shims [183, 184].
Another promising option would be to directly measure the E-field [138], which until recently has
been limited due to the limited availability of sufficiently accurate and small E-field probes. Direct
measurement of the E-field is attractive as it does not suffer from metal-induced artefacts, and can be
measured instantaneously without waiting time between shims. Most available probes are calibrated
to measure E-field in air, and modification of the probes may be required to measure the E-field
directly in phantoms. Measurements in empty tubes going through the phantom have been done,
allowing measurement of 1D projection in space [138]. However, it still does not easily give 2D or
3D information about the field distribution, as possible with MR thermometry [138, 177, 184]. This
problem may be mitigated by using many empty tubes to acquire 2D or 3D data [177], and could be
accelerated by using multiple probes.
Another limitation of pTx coils is that the decoupling of channels is complex to achieve and to model.
A common alternative to simulating realistic decoupling networks is to simulate each channel indi-
vidually, and assume ‘perfect’ decoupling. Beqiri et al. [112] tested this method using co-simulations
[125] to simulate channels decoupled realistically at 3T, with a whole-body eight-channel coil. They
found that SAR10g could have variations of up to 20% between simulations, even though the B1 dis-
tributions were qualitatively similar. This was confirmed by Restivo et al. [185], who showed errors
larger than 40% between simulated and measured SAR10g when decoupling was neglected in a simple
four-channel coil at 7T. Matching of the measured and simulated S-matrix reduced the difference be-
tween simulated and measured B1 maps. Although co-simulation can be successfully used to improve
simulation results, Beqiri et al. [112] and Massire et al. [186] proposed to use a linear combination
of all channels to correct individual results, using measurements for correction of simulations. This
approach was shown to significantly improve results in the case of a coil with limited coupling, with
validations from B1 mapping and MR thermometry.
In this work, we investigate different simulation methods to predict the B1 and E-fields in a phantom
with a hip implant. ‘Perfect’ and ‘realistic’ decoupling regimes are used in simulations and compared
with measured data, which was also used for correction of the simulated results. A validation protocol
adapted to pTx and to the presence of a hip implant was developed to enable fast validation of sim-




4.2.1 Hip coil design
Figure 4.1: Configuration of the 8-channel pTx hip coil and the RF interface enclosure during in vivo scans.
The 8-channel pTx hip coil design was similar to the one used in the knee coil introduced in chap-
ter 3, and is shown in Figure 4.1 [187]. Coil elements have a length of 180 mm and a width of 68
mm, and are arranged in a C-shape configuration. The coil has an opening of 280 mm, and an RF
shield was placed 30 mm radially away from the elements. The two rungs of each element were
made to uniformly distribute the capacitance and limit strong local E-field from conventional lumped
elements, using ‘sandwich’ conductors. The dimensions of the rungs were calculated to provide a
resonance frequency close to the Larmor frequency at 7T. Additional nonmagnetic high-voltage ca-
pacitors (American Technical Ceramic, Huntington Station, New York, USA; C-series) were soldered
on printed circuit boards connecting both ends of the rungs for fine tuning of the coil at 297.2 MHz,
as well as to allow matching to 50 Ω. Small counter-wound inductive decoupling loops were placed at
the corner of each loop to generate magnetic flux to counteract the coupling effect [109]. The housing
was fabricated form laser-cut white acrylic sheet, assembled using acrylic cement and nonmagnetic
screws. The shape of the coil and placement of the cables were designed to allow imaging of a patient
in supine position, feet first. The coil can be flipped upside-down to image the left or right hip, and
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was matched and tuned when loaded with a volunteer in supine position, with the femoral head in the
centre plane of the coil. S-parameters (matching, tuning, and coupling between each element) were
measured on a vector network analyzer (ZNB8, Rohde & Schwarz GmbH & Co. KG, Munich, Ger-
many). The method described in chapter 3 was used to test each element for heating or arcing when
driven by high peak-power pulses. Interface with the scanner was done with the same Tx/Rx switch
that was developed for the pTx knee coil.
4.2.2 Phantom and hip prosthesis
A phantom was designed and constructed for validation of the simulated B1-field and E-field (Figure
4.2a and 4.2b). The phantom had a half-elliptical shape with dimensions close to the thigh section of
a male adult, with a height of 205 mm, length of 298 mm and width of 245 mm. Laser-cut acrylic
sheets with a 10 mm thickness were used for the flat walls of the phantom, while two layers of 0.9 mm
acrylic sheets were used for the curved wall. The phantom was assembled with acrylic cement. On
one end of the phantom, a window was cut to allow access inside. Nonmagnetic teflon screws were
used to close the window, while an o-ring was inserted to prevent leaks. The stem component of a
CoCrMo hip prosthesis was placed inside the phantom at a positionmatching the femur in amale adult.
The implant was fixed on the wall opposite to the window, with the tip towards the opening of the
phantom. The femoral head side of the prosthesis was cemented in an acrylic support, and connected
to the phantom wall by a cemented screw, for support and to prevent movement form displacement
force and torque when experiencing strong magnetic fields. A 1 mm thick tube was inserted in the
phantom window, and placed with its end 0.5 mm from the tip of the implant, to allow access to a free
space E-field probe. The phantom was filled with a solution of 1.24g of NiSO4.6H2O and 2.62g of
NaCl per 1000g of distilled water. The conductivity and relative permittivity were measured using a
DAK-12 dielectric probe (SPEAG, Switzerland), with values of 0.58 S/m and 78.74 at 123.2 MHz,
respectively. When loaded with the phantom, the tip of the implant was 40 mm from the centre plane,
in the direction of the window.
4.2.3 Electromagnetic simulations
The coil and phantomwere modelled in Sim4Life (ZMT, Zurich, Switzerland), a commercial software
for electromagnetic and thermal simulations (Figure 4.2b). The finite-difference time domain solver
(FDTD) was used to calculate the simulated B1 and E-fields. The model was meshed on a non-uniform
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Figure 4.2: (a) Photo of the experimental set-up in a 7 T whole-body scanner; (b) Model of the set-up in
Sim4Life; (c) Diagram of the set-up to measure E-field from individual channels.
grid of 18.5 million cells. A minimum mesh cell of 0.3 mm was enforced near the inductive decou-
pling loops, as optimal decoupling between elements relies on the shape, size, and distance between
loops. Additionally, a minimum mesh cell of 0.5 mm was enforced near the tip of the implant, to
limit inaccuracies introduced by staircasing due to gridding, and account for the fast change of E-field
caused by the antenna effect.
In chapter 3, perfect decoupling between neighbouring elements was assumed in simulations, by sim-
ulating channels individually. Although this can be a good approximation when excellent decoupling
is achieved, it can poorly simulate the real fields if the coupling cannot be neglected. When work-
ing on a real coil, decoupling is achieved with a large number of iterations of changing the size and
shape of the decoupling loops, and retuning and rematching the elements until acceptable decoupling
is achieved at the desired frequency. This process is extremely complicated to replicate in simula-
tions, as what can be measured instantly on the bench can take hours in the case of large simulations.
For these reasons, decoupling networks were added in the simulation model to assist in obtaining S-
parameters that match the measured matching, tuning and decoupling. Pairs of lumped elements were
placed connecting the rungs from neighbouring elements, while pairs of lumped elements connected
inductive decoupling loops. This set-up was designed to maximise degrees of freedom to match the
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measured S-parameters.
Matching, tuning and decoupling lumped elements were simulated as 1 V edge sources, with a total of
82 ports. Multiport simulations were used, which simulated each port individually. The co-simulation
methodwas used to choose the type of lumped element and their value for each port in post-processing.
A touchstone file with information on the 82 ports was exported to Matlab for optimisation. A built-in





(||Smeasii − Ssimii ||+ λ||Smeasij − Ssimij ||)) (4.1)
where the meas and sim superscripts correspond to the measured and simulated S-parameters, re-
spectively, i and j correspond to individual channels, and λ was a scaling factor used to weight the
contribution from coupling. The number of elements in the cost function was reduced by assuming
that decoupling lower than -20 dB did not have to be matched exactly as it did not contribute to the
field distribution. Therefore, only the components of the S-matrices corresponding to matching (Sii)
decoupling (Sij) that were above – 20 dB were included in the optimisation.
After optimisation of the lumped elements, the values were input into Sim4Life and the E-field and B1-
field generated by each channel were successively calculated with an input power of 1 W. In addition,
the fields were calculated and exported by replacing lumped elements by open circuits in non-excited
elements, to achieve ‘perfect’ decoupling and compare the results with fields obtained with ‘realistic’
coupling.
4.2.4 E-field measurements
Validation of the simulations was provided by direct E-field measurements. The magnitude of the
E-field was measured inside the phantom along the z-axis of the tube shown in Figure 4.2a and 4.2b,
using an electric field probe (ER3DV6, SPEAG). The tube was placed in the phantom to accommodate
the E-field probe, which was calibrated to provide accurate measurements in air. This solution allowed
to measure the E-field along a line starting in the immediate vicinity of the tip of the implant, and direct
measurement of the predicted antenna effect. The phantom and E-field probe were placed on a custom-
made acrylic platform, to provide a rigid base that provided alignment of the probe and phantom in
any location. A fibre optic cable connected the probe to an Easy4MRI control unit, used to record the
E-field.
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Initial validation of the simulation was performed in a Faraday cage (MedTeq, University of Queens-
land), to measure the E-field generated by individual channels. Figure 4.2c shows a diagram of the
experimental set-up. Each channel was successively transmitting, while the non-excited channels were
connected to a high-power 50 Ω termination. An RF amplifier (BLAH1000; Bruker BioSpin, Ettlin-
gen, Germany) provided 80 W of input power, which was confirmed by connecting the output to a
40 dB attenuator and measuring the voltage on an oscilloscope (RTO1024, Rohde & Schwarz GmbH
&Co. KG). The input of the amplifier was connected to a signal generator (HM8134-3; HAMEG
Instruments GmbH, Munich, Germany) to generate a 297.2 MHz harmonic signal, which was modu-
lated by an oscilloscope (Agilent DSO-X-2002A), to generate a 5 ms pulse, with a TR of 20 ms. The
E-field probe was first placed in contact with the end of the phantom tube. As the sensor is 2.5 mm
from the physical end of the probe, the first measurement point was about 3.5 mm from the tip of the
implant. The excited channel was manually switched to transmit for 15 s, while recording the E-field.
The measurement was repeated by manually moving the probe out of the phantom with 1 mm steps
for the first 10 mm, and with 10 mm steps for 90 mm, successively for all eight channels.
Additional validation was done on a 7T whole body research scanner (Siemens Healthcare, Erlangen,
Germany), to allow measurement of the E-field with all eight channels transmitting. An RF only
sequence was run with rectangular pulses, RF pulse length = 20 ms, TR = 50 ms, flip angle = 360˚,
duty cycle = 40%, with an input power of 5.12W per channel. The same E-field measurement process
was repeated, with the probe starting at its closest location from the tip of implant. At each point, the
RF only sequence was repeated for six different phase only shims, which were randomly generated to
provide noticeably different E-field and B1-field distributions.
4.2.5 B1 mapping
Experimental validation of the simulated B1 field was performed in the 7T scanner. A low flip angle
gradient-echo based sequence was used to provide the relative amplitude and phase B1-maps for the
eight channels [100, 171], and a turboFLASH-based sequence [171] was used for absolute B1 mapping
in a transverse slice going through the tip of the implant. As described in Chapter 1 (metal artefact
sections), the presence of a metal implant in the phantom causes B0 and B1 artefacts. In order to
reliably validate the electromagnetic simulations, metal-induced susceptibility artefacts were reduced
by increasing the in-plane resolution, reducing the slice thickness, reducing the TE and using a high
readout bandwidth [79]. The following scan parameters were used for the relative B1-maps: matrix
size 168 × 168, in-plane resolution 1.5 × 1.5 mm2, slice thickness 1.5 mm, TE/TR 1.99/50 ms, flip
angle 25◦, 2 averages, scan time 1 min 42 sec. The absolute B1 mapping sequence was repeated for
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the six phase-only shims previously introduced, with the following scan parameters: matrix size 256
× 256, in-plane resolution 1 × 1 mm2, slice thickness 1.5 mm, TE/TR 1.82/10000 ms, flip angle 8◦, 3
averages, scan time 3 minutes.
4.2.6 Correction of simulated fields
The process of matching the simulated and measured S-parameters is complex, and alternative meth-
ods have been developed. Starting from ‘perfect’ decoupling results, Beqiri et al. [112] andMassire et






where Bcorrected1,i is the simulated B1 of channel i corrected to better match measured data, Nch is the
number of channels,B1,j is the simulatedB1 from channel j used for the correction,Ci,j is the complex
calibration matrix. This method provided good agreement in a case where the coil already had good
decoupling between channels. In this work, this methodwas investigated in the case where the coil had
poor decoupling between the elements, by correcting the simulated results of each channel to better
match the measured relative and absolute B1 maps and the measured individual and combined E-fields
with the six shim settings. Results with ‘perfect’ and ‘realistic’ decoupling were corrected, to compare
the agreement between measured E-fields and B1-fields with simulations using ‘perfect’ decoupling,
corrected ‘perfect’ decoupling, ‘realistic’ decoupling, and corrected ‘realistic’ decoupling.
Figure 4.3 shows a flow diagram of the method used to correct the simulation results. Similarly to
the optimisation of the S-matrix with co-simulation, only channels that had coupling greater than -20
dB were linearly added for the correction of individual channels. The cost function aimed to reduce
the difference between the simulated and measured E-fields from individual and combined channel
measurements, as well as the root mean squared error (RMSE) between the measured and simulated
relative and absolute B1 in an axial slice going through the tip of the implant, according to:
min([diff(Ech) + diff(Eshim)] + βch ∗RMSE(B1,ch) + βshim ∗RMSE(B1,shim))









Figure 4.3: Flow diagram of the method used to calculate the simulated B1 and E-fields using co-simulation,
followed by a correction to better match the measured data. Results using ‘perfect’ and ‘realistic’ decoupling
were calculated in parallel, and corrected to minimise errors with B1-field only, E-field only, and B1 and E-field.
where the subscripts ch and shim correspond to a mean over all eight channels and all six shims,
respectively, βch and βshim are scaling factors weighting the correction from relative and absolute B1
data, respectively. The simulated relative and absolute B1-maps were regridded to the resolution of the
measurements, while the regions outside the phantom in acquired B1-maps were masked. Simulated
and measured B1-maps were normalised so the maximum magnitude in maps for each channel and
shim was equal to one. The measured and simulated relative phase maps in the optimised slice were
unwrapped [188] and rephased relative to channel 1.
4.3 Results
4.3.1 S-parameters
Figure 4.4 shows a comparison between the magnitudes and phases of the measured and simulated
S-parameters. The hip coil used in this study was tuned, matched and decoupled for in vivo imaging,
resulting in poor matching and decoupling when the coil was loaded with the phantom. Matching
better than -12 dB was achieved for all channels but one, with S77 = -9 dB, while decoupling better
than -11 dB was achieved between all channels. Measured and simulated S-parameters showed good
agreement for values that were > -20 dB, which were included in the optimisation. The co-simulation
gave excellent control on decoupling between neighbours, but did not allow to mitigate decoupling
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Figure 4.4: Measured and simulated S-parameters. Transmission coefficients for which the measured and
simulated Sij ≤ -20 dB are shown in grey, and were not included in the optimisation.
between further neighbours. Although next neighbour decoupling showed good agreement in general,
a difference in the magnitude can be noted between channels 1 and 3, with measured S13 = -20 dB and
simulated S13 = -13 dB, which corresponds to approximately twice the magnitude of the measured
S13. A difference in the phase can also be noted for S68, which may affect the contribution from this
coupling as B1 and E are complex fields.
4.3.2 E-field
Figure 4.5 shows an example of the distribution of E-field along the centre of the empty tube of the
phantom, for Shim 3 with realistic decoupling. The red plot shows the measured E-field, with a clear
amplification of its amplitude near the tip of the implant. In this case, the simulated E-field with only
optimisation of the S-matrix (purple plot) did not produce accurate prediction of the E-field, with an
average underestimation of 39%. The error could be significantly reduced to 7.5% by adding linear
combinations of other channels using E-field data (green plot). Using only B1 data for correction
resulted in an average overestimation of 29% (blue plot), with a predicted E-field near the implant
that was almost 50% lower than the measured value. Finally, using both E and B1 data for correction
of simulations reduced the error to 12.5% (black plot), with a majority of overestimation, with the
exception of near the implant where the E-field was underestimated.
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Figure 4.5: Plot comparing the 1D distribution of the measured and simulated E-fields, using different cor-
rection methods and realistic decoupling.
A summary of errors between simulated and measured E-field using different simulation and cor-
rection methods is shown in Figure 4.6. When channels were run individually (Figure 4.6 (top)),
considering uncorrected ‘realistic’ decoupling produced significantly better results than uncorrected
‘perfect’ decoupling. Although the average errors were 30% and 25%, respectively, neglecting the
decoupling produced errors up to 80%. The errors could be significantly reduced by correcting the
simulated results with E-field measurements, with average errors between 10% and 15%, with bet-
ter results obtained with ‘realistic’ decoupling. However, only using B1-field data for correction did
not improve the simulated results, and dramatically increased the errors for both decoupling methods,
compared to the uncorrected case. Using both E-field and B1-field data for correction produced errors
between 5% and 15% for ‘realistic’ and ‘perfect’ decoupling.
Figure 4.6 (bottom) shows similar results when channels were combined with six different phase only
shims. However, in this case the uncorrected results produced lower errors with ‘perfect’ decoupling,
which remained high with errors up to 55%, and up to 64% with ‘realistic’ decoupling. Excellent
agreement between measured and simulated E-fields could be reached when E-fields were used for
correction, with an average errors of 11% and 8% for ’perfect’ and ’realistic’ decoupling, respectively,
while using only B1-field introduced errors up to 180%. Using both E-field and B1-field for correction
produced similar results using ‘realistic’ (average error = 21%) and ‘perfect’ decoupling (average error
= 17%).
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Figure 4.6: Box plot of the errors between measured and simulated E-fields of individual channels (top)
and with combined channels with six different shims (bottom). Results are compared with different simula-
tion methods (perfect and realistic decoupling), and with different correction methods (optimisation based on
measured E-fields only, B1-fields only, E and B1-fields simultaneously).
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4.3.3 B1-field
According to Figure 4.6, the best correction method is based on correcting data using E-field mea-
surements only. The effect of using different simulation and correction methods on the B1-field dis-
tribution is shown in an axial slice going through the tip of the implant in Figure 4.7 for individual
channels, and in Figure 4.8 for combined channels, with six different shims. Figure 4.7 shows that the
different simulation methods had limited effect on the errors between measured and simulated relative
B1-maps, with a majority of the RMSE due to errors in the phase components. Figure 4.8 shows that
poor agreement was achieved between measured and simulated combined B1 profiles when results
were not corrected, or using E-field only for correction, for both types of decoupling, while using
measured B1-field to correct the simulated data improved the results substantially.
An example of the effect of the different correction methods is shown in Figure 4.9. The field dis-
tributions with no optimisation or optimised based on E-field data only differ substantially compared
with the measured data. Optimising based on B1 data only, or in addition to E-field data significantly
improved the match between simulations and measurements.
4.4 Discussion
The potential of using pTx to improve image quality near metal implants has shown great promises,
but is limited by concerns of increased power deposition. An accepted method of validating EM sim-
ulations was introduced in Chapter 3, where perfect decoupling was assumed in a pTx knee and ankle
coil and validated with B1-mapping. Another common validation steps involves using MR thermom-
etry, but is not yet fully compatible with imaging near metal implants. In this study, B1-mapping and
E-field measurements were used to validate EM simulations of a pTx hip coil with different methods
of simulating coupling between elements. This method proved to be particularly useful in the case
of validation in the presence of metal implants, as susceptibility artefacts were successfully mitigated
in acquired B1 maps. Using high resolution, high readout bandwidth B1-mapping sequences reduced
the effect of susceptibility-induced B0 artefacts, and was useful to rapidly assess the qualitative corre-
lation between simulated and measured B1 distribution across the phantom for different shims. This
validation step was complemented by E-field measurements, with 1D-mapping of the field inside an
empty tube with measurements from 3.5 mm from the tip of a hip implant. Although the number of
data points in this study was limited, this method provided direct access to quantitative data, with no
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Figure 4.7: Box plot of the errors between the magnitudes (top) and complex (bottom) of measured and
simulated B1-fields of individual channels in a slice going through the tip of the implant, with different correction
methods.
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Figure 4.8: Box plot of the errors between the combined magnitudes of measured and simulated B1-fields
with six different shims in a slice going through the tip of the implant, with different correction methods.
Figure 4.9: Comparison between the measured and simulated B1-fields with different correction methods,
for shim 1 with realistic decoupling.
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artefact induced by the metal implant. As the E-field was generated by short RF only sequences, mea-
surements for six shims was achieved in less than two minutes per spatial probe location, giving fast
and reliable data acquisition. Furthermore, because gradients were not needed for E-field measure-
ments, initial testing may be done on the bench with RF amplifiers to measure the E-field produced
by individual channels. This alternative may give useful insight during the coil design and building,
and is less time consuming and expensive than testing in MR systems. Although a single probe was
used in this study as a proof of concept, acquisition of E-field measurements may benefit from mea-
surements at different locations in the phantom, and significant acceleration may be achieved by using
multiple probes. Furthermore, the E-field was measured in an empty tube as the probe was matched
to air, and not to the solution used in the phantom. Because the accuracy of the E-field measurement
relies on matching between the probe and the material making the phantom, measuring inside tubes
is a useful alternative and offers flexibility during the making of phantoms. Although this limits the
measurements to 1D acquisitions, matching the probes to the material may be used in the future, and
has been shown to allow 2D and 3D E-field measurements in phantom in volume coils [177].
The choice of using MR thermometry or temperature probes for validation of simulations are alterna-
tive ways to indirectly measure the E-field, as E-field and temperature distribution strongly correlate
in gel phantoms, according to Pennes bioheat equation 2.13. Although temperature-based methods
can have great accuracy, thermal simulations are much more sensitive to model assumptions than EM
simulations, and add complexity to the validation process. Because temperature-based methods are
more accurate in the absence of temperature induced convection, not accounted for in simulations, gel
phantoms are usually used. The fabrication process of gels is difficult and expensive, and homogeneity
of the properties across the phantom is not guaranteed. The use of gel phantoms requires temperature
probes to be embedded in the phantom, and only allow measurements at a few points, which may only
give limited information and may miss the peak-temperature location. Furthermore, thermal valida-
tion of RF heating in phantom add complexity to the simulations. For instance, the phantom wall can
typically be ignored in EM simulations, as it does not affect the fields. However, consideration of the
wall properties and geometry are primordial in thermal simulations, as it influences exchange with the
outside air. In addition, thermal properties of gels are complex to measure, and are often approximated
with the properties of water. Finally, accurate temperature measurements require phantoms to be left
in the scanner room hours before the experiment to be at thermal equilibrium. A significant rise in
temperature has to be induced to be accurately measured, and can take several minutes. In the case
of pTx, validation using several different shims would be of interest, and would require to wait for
the phantom to go back to thermal equilibrium between each shim, which would be extremely time
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consuming. The method of directly measuring E-field, even with limited spatial information, was
shown to be an excellent candidate to validating simulations for pTx applications in the presence of
metal implants.
In this study, validations of simulated B1 and E-field were used to investigate different methods of
simulating decoupling between elements, starting with perfect and realistic decoupling. In the case of
well decoupled coils with Sij < -20 dB, the effect of coupling was assumed to be low enough to ig-
nore the phase component of the transmission coefficients and approximate matching of the measured
magnitude is sufficient. Because the simulated coil had poor decoupling when loaded with the stud-
ied phantom, the accurate simulation of the magnitude and phase of the S-parameters was attempted.
However, because of the complexity of simulating the inductive decoupling loops in an EM simula-
tion, decoupling networks were added to the simulated model and the co-simulation method was used
to optimise the values of the lumped elements to match the measured S-parameters.
In this work, it was shown that adding those networks to the model produced significantly more accu-
rate predictions of the E-field from individual channels than considering perfect decoupling. However,
large differences between measurements and simulations were observed in the E-field generated by
combined channels with six different shims, as well as in the B1-field distribution. For this reason,
linear combinations of channels were optimised to correct the simulated results to better match the
measurements, using cost functions consisting of E-field only, B1-field only, and simultaneous op-
timisation of E-field and B1-field. Good agreement was obtained between simulated and measured
E-fields and B1-field when the cost function consisted of minimising the error of E-fields and B1-
fields, respectively. However, it was found that there was no one to one correspondence between
the E-fields and B1-fields, and correcting only one of the fields introduced large errors in the other.
Correcting both E-fields and B1-fields simultaneously gave acceptable results, with better match be-
tween measurements and simulations when realistic decoupling was included in the simulations. As
shown in figure 4.7 and 4.8, similar B1-field distributions were sometimes obtained when minimising
the error in the B1-field only, or in the E-field and B1-field. However, the errors in the E-fields using
these methods were dramatically different, with errors up to 180 % if the E-field was not included
in the cost function. These differences can be explained by the different uncertainties for the E-field
probe and B1-mapping technique, with different sources of errors. In particular, metal-induced arte-
facts are expected to cause errors in the measured magnitude and phase of the B1-field distribution,
which would explain the differences with the simulated B1-field.
As the co-simulation step used for realistic decoupling can be extremely time consuming, considering
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perfect decoupling followed by correction based on data would be significantly faster and may give
acceptable results in the case of well decoupled coils. However, results show that adding decoupling
networks in the simulation that were not present in the real coil was a valuable time investment in
the case of a poorly decoupled coil. Correcting simulations based on simulations is currently not
commonly used, and was shown to be a valuable tool that provides significant improvements with
limited effort. This step is particularly important in the case of imaging metal implants, where the
E-field may be extremely localised and strong variations may arise from small simplifications in the
coil modelling.
A finding in this study was that using different decoupling and correction methods in simulations may
result in underestimation and overestimation of the E-field. Previous studies [112] showed that in
the absence of metal implants, overestimation of the SAR10g was more likely. However, this was not
observed in this work. In the case of perfect decoupling, errors mainly come from the neglecting of the
coupling between elements. The interactions between elements generates secondary E-field and B1-
fields that superimpose on top of the primary field. Furthermore, as these fields have complex values,
differences in the phase distribution may result in significant errors, as constructive interferences may
change for destructive ones. In the case of realistic decoupling, those differences may come from
the added current pathways included in the simulations. Although these allowed to have S-parameters
close to the real coil, phase differences may be caused in the generated fields. Additionally, errors may
be caused by neglecting losses in coil components, and differences in the relative position between
the coil and the phantom. As this study was a proof of concept, these errors may be reduced by
developing a standardised methodology. Validation using phantoms is valuable as a preliminary step
before in vivo validation. Because the E-field cannot be measured non-invasively in patients, in vivo
validation relies on B1-mapping only. As shown in this study, the lack of one to one correspondence
between B1 and E-fields makes in vivo validation lacking a critical validation component. A solution
may be to use phantom results to calibrate the B1 and E-fields, and further correct the results in vivo
with B1-mapping. To do so, uncertainties of the E-field probe and the B1-mapping technique would
need to be considered.
4.5 Conclusion
In this work, results showed that measurements of E-fields and B1-fields are well suited for the vali-
dation of simulations of pTx coils in the presence of a hip implant. Using adapted protocols, adverse
effects due to the presence of a metal implant were successfully mitigated, resulting in relevant data
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for validation. Validation of both E-fields and B1-fields was shown to be critical to prevent large er-
rors in either fields. Different methods of simulating coupling between elements were considered, and
complemented with corrections from measured data. Co-simulation followed by correction of simu-
lated results based on measured E-field and B1 distributions were shown to limit underestimations and
overestimations, which were significant in cases where either E-field or B1 field were not included in
the correction of simulated results. Although these results were obtained in the case where a metal
implant was present in the phantom, they may be generalised to other scenario and should be consid-
ered for assessing the safety of pTx coils. In particular, results show that the validation of B1-fields
only, used in Chapter 3, were insufficient and should be improved in the future.
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5
Adaptive SAR mass-averaging framework to
improve predictions of local RF heating near a
hip implant for parallel transmit at 7T
This chapter is largely based on the journal article ”Adaptive SAR mass-averaging framework to im-
prove predictions of local RF heating near a hip implant for parallel transmit at 7T”, published in
Magnetic Resonance in Medicine in May 2018. Results from this chapter were presented in part as
electronic poster at the 25th annual meeting of the international society for magnetic resonance in
medicine (2017, Honolulu, Hawaii, USA). In chapters 3 and 4, methods were introduced to design
and fabricate RF coils, model and simulate E-fields to limit RF heating, and validate those simula-
tions. SAR10g was used as monitoring parameter in the case of patients with no metal implants, as
recommended by the IEC [18]. SAR10g and VOPs are valuable tools for pTx imaging, as they allow
to rapidly limit the input power for any RF shim. Using these tools for imaging metal implants would
be of significant interest, but the capability of SAR10g to limit temperature to safe values in tissue
close to hip implants has not been evaluated. In this chapter, we evaluate the reliability of SAR10g to
predict RF heating in tissues surrounding a hip implant at 7 T in an 8-channel pTx hip coil. A new
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adaptive SARmass-averaging method is proposed to improve the correlation between the distribution
of mass-averaged SAR and that of tissue temperature.
5.1 Introduction
Magnetic resonance imaging is being used increasingly for the diagnosis of complications after total
hip replacements (THR) [15, 77]. The introduction of metal artefact reduction sequences [11, 13,
189] enables the excellent contrast between soft tissues available with MRI to assess the presence of
pathology in cases where conventional radiographs are considered normal [10, 176]. In addition, the
number of patients aged 45 and over undergoing THR has doubled between 2000 and 2010 in the US,
with numbers expected to grow over the next decade [9]. Musculoskeletal imaging of patients with
orthopaedic implants could further benefit from the higher spatial resolutions achievable at HF and
UHFMRI [8, 190]. However, a limited number of hip prostheses have been approved to be used at 3T,
and there have been few studies at 7T, where patients with implants are often excluded [138, 191–193].
The high conductivity of metal implants causes them to interact strongly with RF fields during MR
examinations [177]; the electric field may be focussed in surrounding tissues and may cause localised
temperature increases that could lead to potential harm for the patient [43].
To test RF heating of implants the ASTM has proposed the following procedures [19]: implants are
placed in a uniform gel phantom in a worst-case configuration and orientation, and the temperature
is measured at locations where RF heating is expected to occur during a sequence with a high input
power and SAR averaged over the whole body (wbSAR). Cleared implants are labelled as ‘MR safe’
or ‘MR conditional’. However, this method does not guarantee that the true peak temperature location
was found, and experimentally validating every variation of existing implants is not feasible.
The interaction between metal implants and the RF field also causes shading and brightening of im-
ages, and is not corrected by current metal artefact reductions methods. A pTx RF coil was recently
used to show how B1-shimming could be used to correct the transmit field near a hip prosthesis, by
changing the amplitudes and phases of two independent channels [79]. This would be of particular
interest at 7T, where multi-channel pTx coils can offer additional degrees-of-freedom for shimming,
and higher resolutions can be achieved [103]. The ASTM standard may not be easily applicable in
such scenarios, as RF heating may vary significantly within an exam and has to be evaluated for each
shim setting [129]. Typically, with pTx coils, electromagnetic (EM) simulations are used to estimate
RF heating. The SAR averaged over 10g of tissue (SAR10g) has been adopted as the preferred method
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of prediction of local heating by the IEC, due to its correlation with temperature increase. Under nor-
mal operating conditions, the IEC recommends limits on SAR10g averaged over 6 minutes in the head
and trunk (SAR10g ≤ 10 W/kg) and in the extremities (SAR10g ≤ 20 W/kg), and recommends that the
temperature should remain below 39˚C. SAR10g is being widely used on scanners, as it can be easily
scaled and adapted to any shims using Q-matrices [127], and the compressed version, virtual obser-
vation points (VOPs) [129], enable quick estimations to facilitate real-time monitoring. Based on the
same principle, methods have been recently developed to allow a fast estimation of the temperature
by pre-calculating and compressing temperature VOPs [130, 194]. As a set of temperature VOPs is
required for each sequence duration, they do not adapt well to cases where different sequences are
used. Furthermore, because they rely on linear temperature models and neglect the temperature de-
pendence of thermoregulation, they tend to overestimate the peak-temperature, adding unnecessary
constraint to the input power [194, 195]. Another limitation is that currently no vendor offers support
for temperature VOPs, while SAR VOPs can easily be implemented at 7T.
Although SAR-based methods have not been designed to cover exposure scenarios with metal im-
plants, they have been used to investigate their effect on the RF field and local temperature increase
using EM and thermal simulations. Previous studies have investigated the risk of heating near hip
implants at common wbSAR levels. Powell et al [169] reported that SAR10g close to the tip of the
stem of hip prostheses in human models at 1.5T and 3T may exceed the limits recommended by the
IEC even though the wbSARwas under the maximum allowed value. Although their findings indicate
a risk of heating when the implants were in the field-of-view, they did not simulate what temperature
increase would have occurred. Moshin et al [196] simulated the EM field and temperature at the tip
of a titanium hip prosthesis in a similar model at 1.5T. Local SAR at this location, which was not
averaged, was 93 times higher than the wbSAR of 1.5 W/kg, but only resulted in approximately 1˚C
temperature increase after the RF field had been applied for 14 minutes. Although phantom studies
give useful information regarding the potential RF heating close to metal implants, results may be
different in the body, where perfusion mechanisms, which greatly depend on tissue type, can be very
effective at maintaining the temperature close to its basal value [197]. These studies only show that
wbSAR cannot be used as a reliable monitoring parameter in the presence of metal implants, as local
SAR can reach dangerous values and cause unpredicted heating. However, no alternative has been
proposed to solve this problem.
In this work, EM and thermal simulations are used to evaluate the reliability of SAR10g, the existing
method of prediction of RF heating in tissues surrounding a hip prosthesis. Although SAR10g has been
evaluated previously near metal implants, there is a need to study its correlation with temperature in
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a realistic human model.
The lack of correlation between SAR1g and temperature near an ocular tantalum marker has been
reported in phantoms by Oberacker et al [137], where a smaller SAR averaging-mass was used to
have matching profiles. We investigate this idea further by comparing current mass-averaging using
SAR10g with a locally adapting SAR averaging-mass. The increased sensitivity to local high electric
fields would therefore improve the reliability of predicting the actual location of maximum heating
(‘hot spots’) and would allow to limit the temperature increase near implants below IEC recommen-
dations. To test our hypothesis, we compared our proposed method of adaptive SAR mass-averaging
against standard SAR10g and with thermal simulations at 7T using a realistic RF coil configuration.
An eight-channel pTx hip coil was modelled at 7T and was loaded with a realistic body model with
integrated hip implants. In addition, tissue temperature was estimated by taking the thermoregulation
response into account, which has been shown to have a significant influence on the local temperature
[197]. As opposed to temperature VOPs, such method could be specifically designed to correlate with
temperature models that incorporate realistic temperature-dependent parameters.
5.2 Methods
5.2.1 Voxel models and metal implants
The realistic male body model ‘Duke V3.1’ [198] and Sim4Life (ZMT, Zurich, Switzerland) were
used in this study to simulate a patient after bilateral total hip replacement. The portion of the femoral
head surrounding the prosthesis was replaced with muscle tissue and the acetabulum was filled with
bone tissue to ensure a tight fit around the hip prostheses. The arms of the model were moved, to
simulate a patient with his arms outside of the RF coils and to match the patient’s position at 7T
(Fig.5.1a). A CAD model of a hip implant, manually modelled with SolidWorks (SolidWorks Corp,
Waltham, MA), was positioned and scaled to fit the model’s anatomy (Fig.5.1b). It was assumed that
all four components of the prosthesis were composed of a CoCrMo alloy, and a screw (length 40mm
and diameter 3.5mm) was added on the acetabular component, as it is commonly used as fixation
method on the pelvis [199]. Duke’s tissue types’ electrical and thermal properties were obtained from
the IT’IS Foundation database [88], while the metal implant properties were taken from the literature
[169, 200].
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Figure 5.1: (a) Realistic human model Duke positioned inside a eight-channel pTx hip coil at 7T; (b) Slice
of Duke, modified to include two hip prostheses and remove the head of the femur.
5.2.2 Electromagnetic simulations
Simulations at 7T were performed with a recently introduced 8-channel pTx hip coil [187]. Coil
elements have a length of 180 mm and a width of 68 mm, and are arranged in a C-shape configuration
(Fig.5.1a). The coil has an opening of 280 mm, and an RF shield was placed 30 mm radially away
from the elements. The coil was tuned at 297.2 MHz and decoupling better than -15 dB was achieved
between neighbouring elements by using small counter-wound inductive decoupling loops at each
corner of the loops, in order to cancel the coupling magnetic flux [109]. The model was meshed on a
non-uniform grid of 49 million cells, with a minimum mesh step of 0.3 mm.
Figures 5.2a and 5.2b show the RF coil loaded with the model in two different positions, where the
head (position 1) and tip (position 2) of the prostheses are located in the centre plane of the coil,
respectively. The voltage sources were excited by a Gaussian pulse, and the simulations were allowed
to run until they achieved a -40 dB convergence, using the FDTD solver. Eight simulations were
run with each channel successively driven by a 1V voltage source, for each position of Duke. The
resulting electric field maps, normalised to 1W of input power, were exported to Matlab.
91
Figure 5.2: Positions of Duke in the hip coil, with either (left) the head of the implant (position 1) or (right)
tip of the stem of the implant (position 2) in the centre plane of the coil.
5.2.3 Averaged-SAR calculations
The voxel Q-matrix (Qvox) [127] was calculated for each position and was averaged over a massm of
tissue by iteratively increasing the size of a cube around each voxel, until it contained a mass ≥m. A
cubic equation was solved to compute the fraction of the external layer required to reach exactly m
[128]. The E-field values in the metal implants were set to zero in the averaging, while the proportion
of metal voxels present in the averaging cubes was recorded.
The IEC 60601-2-22:2010 standard recommends to use m = 10g to monitor RF safety, and to limit
SAR10g to 10 W/kg (averaged over 6 minutes), as it was shown that it can efficiently prevent the
temperature from exceeding 39˚C [201]. The 10g-averaged Q-matrix was calculated after interpolat-
ing the E-field on a 2.5mm isotropic grid, as a trade-off between speed and accuracy. The resulting
SAR10g was validated against the Sim4Life averaging on the original grid.
Because we expect that the local SAR close to the metal implant would be focused in small volumes,
a novel method of adaptive mass-averaging was developed to increase the sensitivity of the SAR
averaging. Specifically, a smaller mass of tissue was averaged when at least 1% of the 10g-averaging
volume overlapped with the implant (which was excluded from the averaging). In order to find a
more adapted value of this second averaging mass close to the implant, m= [1 ... 9]g was tested,
with 1g steps. The reliability of adaptive mass-averaging SAR ( adSAR ) to predict local heating was
compared to conventional SAR10g, with two objectives:
1. Scaling the input power so the peak-adSAR= 10W/kgmust ensure that the absolute temperature
will remain below 39˚C after 30 minutes of exposure.
2. Overestimation must be limited, with no unpractical constraint on the input power.
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As an example, figure 5.3a shows a coronal slice of voxelised Duke going through the hip implant. The
black contour represents voxels where more than 1% of a cube containing 10g of tissue would overlap
with metal voxels. Outside this region, the implant was assumed not to have a strong influence on
the E-field, and SAR10g was calculated as recommended by the IEC. Tissues near the implant, inside
the black contour, are hypothesised to require a smaller SAR mass-averaging to show the focusing
effect of the prosthesis. For these voxels, the Q-matrix was averaged over 1g to 9g, to find the optimal
averaging mass able to predict the location of heating and prevent the temperature from exceeding
39˚C. Because only the voxels surrounding the implant were considered, the E-field was interpolated
on a 1mm isotropic grid. The sizes of boxes containing 2g, 5g and 10g of bone tissues are shown as
examples, with dimensions of 1.2 cm, 1.6 cm and 2.1 cm respectively.
5.2.4 Thermal simulations and thermoregulatory model
The temperature distribution after exposure to the RF field was calculated in Sim4Life by solving the




= ∆.(k∇T ) + ρQm + ρSARvox + ρbcbρωb(T − Tb) (5.1)
where T is the local temperature, is the density of the tissue, c is the specific heat capacity, k is the
thermal conductivity, Qm is the specific metabolic heat generation rate, ωb denotes the perfusion rate,
SARvox is the unaveraged SAR and ρb,cb and Tb represent the density, specific heat capacity and tem-
perature of the blood, respectively. For convenience, the spatial and temporal dependencies of the
parameters were omitted in the equation. The blood temperature Tb was fixed at 37˚C, which is equiv-
alent to assuming that the body core temperature increase is negligible. The ambient temperature of
the air was set to 25˚C, and a Dirichlet thermal boundary condition was imposed on the skin boundary.
A heat transfer coefficient of 6 W/m2/K was used, which corresponds to heat losses due to radiation
and convection on the skin with normal clothing and no sweating [43].
The baseline temperature of all tissues was set to 37˚C, and the temperature distribution was allowed to
reach a steady-state for 40 minutes. A continuous RF signal was then generated for 30 minutes, which
corresponds to a 100% duty cycle. This exposure scenario does not consider the potential temperature
decrease between RF pulses in a realistic pulse sequence, with a typical duty cycle of 10%. However,
it was shown that this results in negligible differences [202], considering the thermoregulation and
thermal dynamics time scales being much longer than typical repetition times.
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Figure 5.3: (a) Illustration of where adSAR was calculated (inside black contour) around the left hip pros-
thesis (in gray). This region represents voxels where more than 1% of a cube containing 10g of tissue would
overlap with metal voxels. The sizes of cubes containing 2g, 5g and 10g of bone tissue are shown; (b) Flow
chart of the methodology used to find optimal adSAR averaging mass near metal implants.
SARvox was used as source of heating, andwas scaled to themaximum input power allowed by limiting
SAR10g to 10 W/kg. The same process was repeated by limiting adSAR, which reduced the allowed
input power because of the enhanced sensitivity to local hot spots. Because of the hip coil pTx ca-
pability, a comparison between SAR10g and adSAR was performed over a representative number of
RF shims. A pattern search algorithm (standard Matlab function) was used [25] to find shims where
the implant was causing a SAR10g ≥ 5 W/kg in the surrounding tissues. Fifty shims per position were
selected, and a stastical study was performed to find the adSAR mass-averaging that could effectively
monitor RF heating for all shims. Figure 5.3b shows a flow chart of the method, which was repeated
for each shim [203]. As the PBE is nonlinear due to thermoregulation, individual thermal simulations
had to be generated for each value of input power. As this method optimises SAR mass-averaging to
match local hot spots, different masses will be required depending on the location near the implant,
as RF heating depends on the local geometry of the implant as well as tissue properties.
Blood perfusion depends greatly on the local tissue temperature, and is the main factor affecting the
RF heating [197]. Furthermore, models typically assume that heating is more likely to occur in su-
perficial regions, such as skin and muscles, and do not account for differences in perfusion between
different tissues [197, 204–206]. Although there is evidence of increased perfusion when temperature
is increased in bones during hyperthermia treatments [207] or drilling [208], no value can be found
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Figure 5.4: Thermoregulatory model used in this study. The blood flow increases as a function of temperature
in all tissues except bone tissues (cortical and cancellous bone and bone marrow), where it was assumed to be
constant.
in the literature that agrees with the thermoregulatory models. For this reason, the model of Laakso
et al was followed, with some modifications introduced by Murbach et al [209], except for bone tis-
sues where the perfusion was considered constant (see Fig.5.4). This results in a more conservative
model for bones than in Laakso et al., due to a lack of data about perfusion in bones in the presence
of a metal implant. For all other tissues, a 16-fold perfusion increase was assumed between 37˚C and
43.4˚C according to Eq.5.2:
B(T ) = B0Lb(T )
Lb(T ) = 1, T < 37
◦C (5.2)
Lb(T ) = 2
T−37
∆B , T ≤ 37◦C, ∆B = 1.6
where T is the temperature, B is the perfusion rate, B0 is the basal perfusion rate below 37˚C, Lb is
the local temperature dependent multiplier and ∆B is the local vasodilation parameter.
5.2.5 B1 shimming and adSAR
Using adSAR as a prediction tool for RF heating, random shims were generated to compare B1 uni-
formity in different regions of interest (ROI). VOPs with a maximum 5% overestimation were used
to compress the averaged Q-matrices and speed up the SAR calculations to cover a larger number of
shims. For both position 1 and 2, 10000 shims were used with a peak-adSAR located away from the
implant, and a 1000 shims with a peak-adSAR in tissues near the implant. These shims were then used
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to calculate the standard deviation of B1+ and transmit uniformity (ratio between standard deviation
and mean of B1+) in two ROIs per position. ROI1 contained the tissues with the highest risk of heating
(tip of the screw and tip of the stem), while ROI2 was chosen in a slice containing the implant but away
from these areas. To investigate the reliability of adSAR for shims optimised for imaging, additional
thermal simualtions were run with forty shims that produced good transmit uniformity, for each posi-
tion where adSAR results in peak temperature near the implant (twenty shims) or in another location
(twenty shims). The locations of the peak-adSAR = 10W/kg were compared with the locations and
absolute values of the peak temperatures.
5.3 Results
5.3.1 Comparison between SAR10g and temperature distribution
An optimisation was performed to find B1 shims where focusing of the electric field at the tips of the
metal implant was causing an elevation of the SAR10g. At position 1, fifty shims were used where
the peak SAR10g near the implant ranged from 5 to 9.95 W/kg at the tip of the screw, when the global
maximum SAR10g was 10 W/kg. At position 2, the peak SAR10g in tissues surrounding the implant
ranged from 5 to 9.1W/kg at the tip of the stem. Therefore, based on SAR10g, the hip prosthesis would
not be a cause of concern, as the heating it could cause would never be higher than heating that would
occur without the implant. However, thermal simulations confirmed that SAR10g was not adapted to
tissues close to metal implants. At position 1, all 50 shims resulted in a peak temperature located at
the tip of the screw, but the limit of 39˚C was only exceeded when SAR10g was at least 7 W/kg. The
maximum temperature reached 39.85˚C, and the average temperature at this location over the 50 shims
was 39.4˚C with a standard deviation of 0.29˚C. At position 2, a maximum global temperature above
39˚C was located at the tip of stem when SAR10g was as low as 6 W/kg. The maximum temperature
at this location reached 39.76˚C, with an average of 39.35˚C and a standard deviation of 0.25˚C.
5.3.2 Comparison between adSAR and temperature distribution
The comparison between SAR10g and thermal simulations showed that although SARvox can reach
extremely high values close to the hip implant, they are contained in a small volume compared to a
cube containing 10g of tissues. Adaptive SAR mass-averaging was used to solve this problem.
In position 1, the peak temperature was always located at the tip of the screw. Reducing the averaging
mass tom= [6 ... 9]g did not result in the prediction of the correct location of maximum heating for all
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Figure 5.5: Box-whisker plots of the peak temperature after 30 minutes of RF exposure in the hip coil for fifty
shims in: (left) Position 1 ; (right) Position 2. When proper adSAR was used, the temperature never exceeded
39˚C.
shims. When usingm= 5g, adSAR and temperature profiles matched, and the temperature remained
below 39˚C even after 30 minutes at adSAR5g = 10 W/kg. As shown in Figure 5.5a, the maximum
temperature reached 38.98˚C, and the mean temperature and standard deviation over all shims were
38.94˚C and 0.028˚C. As an example, figure 5.6 shows a comparison of SAR10g with and without
adSAR in position 1. In this case, SAR10g predicted the peak temperature to be close to the skin on
the anterior side of the thigh. However, adSAR5g predicted that it would be at the tip of the screw,
where SAR10g was only 70% of the maximum SAR10g (Figures 5.6a and 5.6b). In Figures 5.6c and
5.6d, results of thermal simulations show that the temperature profiles match with adSAR. Scaling
adSAR to 10W/kg resulted in a 15% decrease of the input power, and a peak temperature that went
from 39.43˚C to 38.94˚C.
5.3.3 B1 shimming and adSAR
In position 2, the maximum heating location near the implant was at the tip of the stem. When the
averaging mass near the implant was reduced tom = [4 ... 9]g, the location of the peak adSAR did not
matchwith the peak temperature. Themaximum temperature locationwas correctly predictedwithm=
3g, but the maximum temperature exceeded 39˚C for some shims. An averaging mass of 2g near the
tip of the stem could accurately predict the location of the peak temperature and maintain the heating
below 39˚C. Figure 5.5b shows that by limiting adSAR2g to 10 W/kg, the maximum temperature at
this location reached 38.76˚C, with a mean of 38.68˚C and a standard deviation of 0.035˚C over all
shims.
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Figure 5.6: Comparison of SAR10g, adSAR and simulated temperature in hip coil at 7T. (a) SAR10g in the
slice where the global maximum is located (left) and showing the screw (right); (b) adSAR in the same slices,
where the location is now predicted to be at the tip of the screw (arrow); (c) Simulated temperature maps after
30 minutes of RF exposure, where the input power was calculated so the maximum SAR10g = 10 W/kg. The
peak temperature (arrow) almost reached 39.5˚C, and the location did not match the SAR10g profile; (d) Same
scenario, when adSAR was used to limit the input power. The locations of the peak temperature and maximum
adSAR match, and the temperature remained below 39 ˚C.
The small standard deviation of temperatures after 30 minutes of exposure shows that a combination
of adSAR5g at the tip of the screw, adSAR2g at the tip of the stem and SAR10g in other tissues can
accurately monitor RF heating for pTx at 7T, even for high values of SAR.
As a comparison, adSAR1g was calculated for both positions, and compared to the optimised adSAR.
Although it would save time to use a single averaging mass in tissues near the metal implant, Figure
5.5 shows that a 1g-averaging mass results in unpractical limits on the input power, causing maximum
temperatures of 38˚C and 38.4˚C in position 1 and 2, respectively. This would not follow the objective
of adSAR limiting overestimation, in addition to underestimation.
Figure 5.7 shows the peak-adSAR of the 11000 considered random shims as a function of the stan-
dard deviation and transmit uniformity for different scenarios, per position. In position 1 (Fig.5.7a&b),
when the tip of the screw was outside the ROI, both standard deviation and transmit uniformity could
reach similar minima when adSAR was located near (red points) or away from the implant (blue
points). When the tip of the screw was inside the ROI, shims optimised for imaging were causing
a peak-adSAR away from the implant. The forty shims optimised for imaging (Fig.5.7a) generated
thermal hot spots that correlated well with peak adSAR with a few exceptions. When the peak-adSAR
was located near the implant, the peak temperature was located in other regions in 25% of cases, with
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a difference of up to 0.1˚C between the global peak-temperature and the local maximum near the pros-
thesis. The peak-temperature ranged from 38.5˚C to 38.83˚C, the mean peak-temperature was 38.67˚C
with a standard deviation of 0.09˚C. When peak-adSAR was located away from the implant, the tem-
perature ranged from 38.47˚C to 38.93˚C, the mean peak-temperature was 38.66˚C with a standard
deviation of 0.14˚C.
In position 2 (Fig.5.7c&d), tissues with the highest risk of heating were located near the stem of the
implant. Shimming to improve the standard deviation resulted in a greater uniformity when adSAR
was low near the implant, both when the tip of the implant was inside or outside the ROI. However,
improving the transmit uniformity had similar chances to result in heating near or away from the
implant, and did not depend on the ROI in this case. Forty shims optimised for imaging (Fig.5.7c)
were used in thermal simulations, and thermal hot spots correlated well with peak adSAR.When peak-
adSAR was located in tissues near the implant, the temperature ranged from 38.68˚C to 38.8˚C, the
peak-temperature was at the same position with a mean of 38.6 ˚C and standard deviation of 0.10˚C.
When peak-adSAR was in other locations, the temperature ranged from 38.4˚C to 38.85˚C, the mean
peak-temperature was 38.6˚C and standard deviation 0.15˚C.
5.4 Discussion
The results described above indicate that the temperature of tissues in contact with a hip prosthesis
could far exceed 39˚C even when SAR10g was as low as 70% of the 10W/kg limit in normal operating
mode. This limitation of SAR10g is due to the relative size of a cube containing 10g compared with
the small volume where the E-field was concentrated [137].
In order for metal implants to be used at 7T, and in pTx mode, a new monitoring parameter is re-
quired. A new approach of SAR mass-averaging was introduced, which increased the sensitivity to
local high SARvox by adapting the local averaging mass to the metal implant. Adaptive SAR showed
a significantly improved correlation with thermal simulations, and could predict the location of the
peak temperature (with some exceptions in position 1), and guaranteed that the temperature would
not exceed 39˚C. Adapting the averaging mass to the tissue type and location helps improve the ef-
ficiency and accuracy of the method, by limiting both overestimation and underestimation. This was
shown in Figure 5.5 by the 10-fold decrease of the standard deviation of the peak temperatures of all
shims compared to when SAR10g was used. The standard deviation of the peak-temperature was also
substantially smaller over the shims optimised for imaging when heating occurred near the implant,
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Figure 5.7: (a) Comparison between adSAR and B1+ in Position 1 when the tip of the stem was outside
the ROI2 and (b) when the tip of the stem was inside the ROI1. (c) Comparison between adSAR and B1+ in
Position 2 when the tip of the screw was outside the ROI2 and (d) when the tip of the stem was inside the ROI1.
(Left column) Plot of peak-adSAR against the standard deviation of B1+ in the ROI; (Centre column) Plot of
peak-adSAR against the transmit uniformity (ratio between standard deviation and mean B1+). The blue points
represent shims that caused peak-adSAR away from the implant, red points represent shims that caused peak-
adSAR in tissues in contact with the implant; (Right column) B1+ when using the best of the 11000 random
shims, showing the ROI considered (red contour). All results are scaled to 1W input power. The black boxes
show the location of the 20 shims per position used in thermal simulations.
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than when it was located further away from the implant. In this work, a non-linear temperature model
was chosen, whereas adSAR scales linearly with input power. As such, adSAR is not an exact predic-
tor of temperature for any time point or scan duration. It was designed to prevent temperature from
exceeding 39˚C after 30 minutes of exposure when adSAR = 10 W/kg. As long as the temperature
remains under this value for ‘worst-case scenarios’, the temperature at any time point or location will
always be lower, because temperature increases monotonically with time. Figure 5.8 illustrates the
dependence of the adapted averaging mass on the exposure time. In Fig.5.8a, adSAR predicted that
the peak temperature would be near the tip of the implant, which was confirmed by thermal simula-
tions. Although the peak temperature is located near the implant in Fig.5.8b for the first 3 minutes,
the global peak temperature was near the skin after 30 minutes, which matched the prediction from
adSAR. Though adSAR does not give information about the transient behavior, it ensures that the
temperature will not reach 39˚C after 30 minutes.
Figure 5.8: Evolution of the temperature when peak adSAR = 10 W/kg was located near the implant (a) and
away from the implant (b). In both cases, adSAR matched with the temperature profile after 30 minutes of
exposure.
When adSARwas used to limit the input power, the hip implant could be imagedwhen the peak adSAR
= 10 W/kg was located in tissues near the implant. However, the input power had to be reduced by
an average of 20% compared to patients without implants, and sometimes by 40%. Though metal
artefact reduction sequences may require high power and cause high-SAR [11], the limits placed on
input power by adSAR ensures that the constraint of not exceeding 39˚C, as recommended by the
IEC, is not violated. Existing SAR reduction strategies and monitoring techniques could be utilised to
increase the applicability of MRI for imaging large metal implants. Futhermore, although assessing
the safety of metal implants for pTx UHF MRI is challenging, it also offers the opportunity to greatly
improve the image quality near metal implants. The interest for pTx comes from the additional degrees
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of freedom, that can be used for RF shimming or design of pulses that can generate a more uniform
B1 field [79]. However, this freedom can also be used to move the hot spots away from the implant,
by finding low-SAR modes by using adSAR as a constraint in optimisation algorithms [24].
Figure 5.7 compares adSAR and the different cost functions that can be used in RF shimming. For
most ROIs, having a uniformB1+ near the prosthesis could cause peak-adSAR in tissues in contact with
it. The large choice of possible shims, which produce a similar uniformity with low adSAR near the
implant, show that using adSAR does not requires a trade-off with B1-homogeneity. The strength of
adSAR is that it can quickly identify ‘low heating’ shims that are not more restrictive than SAR10g and
without running additional thermal simulations. In case shims with a peak-adSAR near the implant are
favoured, the method was designed to limit underestimation and overestimation of the temperature.
Although some false-positives were observed, where adSAR predicted the peak-temperature to be
near the implant but it was in other locations, the temperature difference was very low in those cases
and did not result in unnecessary constraints on the input power. Another observation was that the
maximum achievable peak-adSAR near the implant with 1W input power is much lower than those
in other regions. This shows that even for shims that do cause RF heating near the prosthesis, the
constraint on the input power would be low.
The accuracy of the adSARmethod relies on the availability of good humanmodels. During this study,
Duke V1 and Duke V3.1 were compared, and showed significant differences, especially for thermal
simulations. Accurate modelling of bone tissues is rarely needed in MRI, which explains why Duke
V1 only had a limited differentiation between cortical, cancellous, yellow and red marrow. Although
these tissues have similar dielectric properties, they have different perfusion parameters, and as shown
by Laakso et al [197], perfusion is the factor that has the most influence on the temperature. Because
of the larger number of tissues and higher resolution of Duke V3.1, proper tissue properties were
assigned, and the results were more realistic. However, this shows the interest of developing more
advanced human models. Related to this problem is the fact that there are several existing perfusion
models and a lack of consistency regarding their accuracy, due to the difficulty of validation. Even
though the perfusion model used in this study has been widely used in other publications, and was
made more conservative in bone tissues, additional validation would be beneficial to make thermal
simulations and temperature-based guidelines more reliable.
As adSAR relies on thermal simulations to find more adapted averaging masses near the metal im-
plants, it also comes with additional sources of errors. In addition to uncertainty on the dielectric
parameters and model accuracy, potential errors can originate from thermal parameters, heat transfer
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with outside air, basal perfusion and perfusion increase [195]. Thermal simulations also add a time
dependence to the results, which depend on the duration of the RF pulse. A continuous RF pulse of 30
minutes was used in this study as it is expected to cover most routine scans, but different scan times
could be used for more or less conservative results. Different perfusion models could be used and
would result in different averaging masses near the implant, but adSAR would still greatly improve
correlation between thermal simulations (and the chosen thermoregulation model) in comparison to
a fixed SAR averaging mass. Furthermore, thermoregulation is strongly patient specific and can be
affected by medication and diseases. Considerations regarding the potential sources of errors will
be required when adSAR is used to predict RF heating near a specific implant. The purpose of this
work is to introduce adSAR and a framework to calculate it, but it is outside the scope of this study
to give definitive guidelines or recommendations regarding a specific prosthesis model. Although ad-
SAR requires a number of thermal simulations to find an adapted averaging mass, the correlation with
temperature-dependent blood perfusion models is a strong advantage over linear temperature VOPs,
which neglect hyper-linear perfusion parameters and often overestimate the temperature [194].
Finally, adSAR was designed by changing the local averaging mass to improve the correlation with
absolute temperature when peak-adSAR = 10 W/kg. A possible alternative would be to use SAR1g
near the implant, and adapt the maximum allowed peak value in this region to values greater than
10 W/kg. This method would save the time-consuming mass-averaging, but an unknown number of
thermal simulations would need to be run. Due to the non-linearity of thermal simulations, the input
power required to reach 39˚C could not be predicted and may require multiple attempts per shim to
find the optimal value. However, using a fixed averaging mass of 1g would make the method more
sensitive to staircasing problems. Discontinuities in dielectric constants across voxels can lead to
simulated E-field spikes, which may be realistic or numerical artefacts. Although this is a common
problem to all FDTD simulation-based methods, these artefacts are usually smoothed out by using
a 10g SAR averaging. As adSAR may require smaller averaging masses, the effect of these E-field
spikes may be larger.
5.5 Conclusions
This work shows that in the case of a hip prosthesis, adaptive metrics could be used to complement
current regulations. Limits of wbSAR, which were never reached in this study, are insufficient in
simulations to predict RF heating near this implant at 7T. Furthermore, averaging SAR over 10g of
tissues proved to be poorly matched to the implant geometry, and no risk of heating was predicted
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in all of the considered scenarios. Local monitoring such as adSAR could complement regulations
in cases where implants have a known risk of heating, but could still be imaged safely under the
right conditions. As it is based on SAR10g, the proposed adaptive SAR mass-averaging method is
compatible with VOPs [129], which are widely used for local SAR monitoring on 7T pTx scanners,
but could be extended to other field strengths. However, before this approach can be generalised, more
implants will have to be tested in different locations and using different coils. This study shows that
with the new monitoring parameter, imaging of a hip implant is possible at 7T, and that RF shimming
can be performed without limitations from the metal implant, as long as adSAR is used to find ‘low
heating’ shims. This field of study would greatly benefit from more detailed human models, which
should accurately represent the range of thermal properties of different tissues, as well as from the
validation of thermal simulations and thermoregulation models.
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6
A numerical and experimental study of RF
shimming in the presence of hip prostheses
using adaptive SAR at 3T
This chapter is largely based on the manuscript ”A numerical and experimental study of RF shimming
in the presence of hip prostheses using adaptive SAR at 3T”, published in Magnetic Resonance in
Medicine in January 2019. Results from this chapter were presented in part as electronic poster at
the 26th annual meeting of the international society for magnetic resonance in medicine (2018, Paris,
France). The previous chapter showed to potential of using adSAR to limit RF heating near a hip
implant at 7T. Although pTx has more commonly been used at 7T, some 3T scanner have been used
to improve image quality at 3T near hip implants. wbSAR has been widely used to limit RF heating
for patients with metal implants at 3T, after evaluating the risks according to the ASTM standard.
However, testing is only done in CP mode, and requires further investigation when pTx is used. In
this chapter, the reliability of adSAR at 3T is evaluated, and compared to wbSAR and SAR10g. The
validation method introduced in chapter 4 is used to validate the simulated results.
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6.1 Introduction
Hip arthroplasty procedures are among the most common treatments of advanced osteoarthritis [176]
and may result in a number of commonly encountered complications. MRI is one of the preferred
diagnostic tools to interrogate the complications, although practical challenges still remain [10, 15].
One particular challenge comes from the interaction between metal implants and the RF field, that
causes currents inside the implants [43] and often result in shading and brightening of images. Par-
allel transmit (pTx) coils have been shown to efficiently reduce this type of artefact at 3T, using B1
shimming with two independent channels [79]. In addition, the interaction between the RF field and
metal implants can focus the electric field and may cause local temperature increases, which may be
potentially harmful to patients [43, 177].
Typically, at 3T, the whole-body SAR (wbSAR) is used to reduce the risk of heating, using informa-
tion about the forward power and the patient’s weight to ensure wbSAR ≤ 2W/kg in normal mode,
according to IEC-60601-2-33 [18]. Limiting RF heating is of utmost importance for the patient’s
safety and is an area of much debate and research. However, wbSAR does not give information about
local ‘hot spots’ that can appear due to the interactions between the RF field and tissue or implants
[127]. Powell et al. [169] used electromagnetic simulations to study this behavior in a volume coil at
3T in the presence of hip implants. They estimated the risk of RF heating when wbSAR was at the
maximum value allowed by the IEC guidelines (wbSAR = 2W/kg) by calculating SAR averaged over
10g of tissue (SAR10g). Results showed that SAR10g near the tip of the stem of the prosthesis could be
significantly higher than background SAR. Although thermal simulations were not performed, they
estimated that this would have caused temperature increases larger than 1◦C. Limitations of this study
are that SAR10g was used to correlate with temperature increase but the averaging mass of 10g was
not designed to cover scenarios with metal implants [137], and the IEC recommends to use SAR10g
for local coils only. Therefore the correlation between SAR10g and temperature cannot be inferred.
Metal implants are usually evaluated using the American Society for Testing and Materials (ASTM)
F2182-11a standard [19], to directly measure the RF-induced heating near implant in standardised gel
phantoms. Results using these methods are widely used to make decisions regarding the safety of
imaging implants. A comparison between simulations and experiments was done by Muranaka et al.
[210] at 1.5 T in an ASTM phantom, and showed that a wbSAR of 2.5 W/kg could lead to temperature
increases up to 9◦C at the tip of CoCr alloy hip implant after 15 minutes. Unfortunately, previous
studies showed that results from phantom studies cannot be directly applied to in vivo scenarios, and
are limited by inaccuracies [211, 212]. Furthermore, the ASTM standard only tests the implant using
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circular polarization, and is therefore not compatible with the use of pTx. For example, Farshad-
Amacker et al. [136] showed that circularly and ellipticaly polarized transmissions caused induced
maximum temperatures of 6.2◦C and 1.5◦C, respectively, in a phantom at 3T. Current standards do not
give information about the consequences of changing the transmission settings. Because of the infinite
number of possible combination of amplitude and phases of each channel (shims), the prediction of
the distribution of E-field and temperature cannot be based on measurements.
Because of these reasons, electromagnetic simulations could complement current standards for pTx
scenarios. A more advanced SAR-based method was recently introduced to predict temperature in-
crease near a hip prosthesis at 7T in an eight-channel pTx hip coil [213]. The SAR averaging mass
was locally adapted, using a concept called adaptive SAR (adSAR), to optimise correlation between
SAR distribution and thermal behaviours. The method was verified with a large number of RF shims,
where it was shown that the temperature in tissue near the implant could reach 40◦C even when wb-
SAR and SAR10g were well below their limit of 2W/kg and 10W/kg, respectively. By using averaging
masses of 2g near the tip of the stem and 5g near a screw in the acetabular component, and limiting
adSAR to 10 W/kg, simulated temperature remained below 39◦C after 30 minutes of RF exposure.
The advantage of this method is that it is compatible with the existing SAR monitoring mechanism
built into the scanners, such as virtual observation points (VOPs) [127], and is substantially faster
than non-linear thermal simulations [194]. It is also designed to correlate with realistic non-linear
thermoregulation models [197], as opposed to temperature VOPs methods [130], where neglecting
the temperature dependence of blood perfusion results in overestimation of temperature distributions.
In this work, we investigate different fast prediction parameters for RF heating near hip implants at 3T,
using a common 2-channel birdcage body coil. Because this type of scenario is not covered in existing
guidelines, different monitoringmethods are proposed. Although simulation based SARmethods such
as SAR10g are indicated to be used in the case of local coils only, the current methods such as the ASTM
standard and wbSAR are not compatible with the use of pTx. wbSAR, the prediction parameter at 3T,
and SAR10g, the existing local SAR used in the case of local coils at UHF, were included in this study
and compared with the recently introduced adSAR. Simulations were performed on a realistic human
model, and the different SAR methods were compared with thermal simulations to ensure correlation.
In addition, adSAR was used as a constraint for B1 shimming to study the trade off between safe
imaging near metal implant and uniform B1 field in this scenario. A phantom study was performed
to compare results from simulations and experiments. Simulations were validated using B1 mapping
and E-field measurements, which directly relate to SAR.
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6.2 Methods
6.2.1 Simulation of realistic human model
The male model Duke, from the Virtual Family [198], was modified to include two CoCrMo hip
prosthesis, and screws were added on the acetabular components [213]. The heads of the femurs were
replaced with muscle tissue to simulate a bilateral total hip arthroplasty, and bone tissue was added
in the pelvis to ensure a tight fit of the acetabular component (Fig.1a). Simulations were performed
in Sim4Life (ZMT, Zurich, Switzerland) with a 32-rung, shielded, high-pass birdcage coil. The coil
was 62 cm in diameter and 48 cm in length, and its shield was 68 cm in diameter and 1.2 m in length
[214]. The width of the rectangular legs and end rings was 20 mm, and all coil metal components were
assumed to be perfect electric conductors (PEC) with no thickness. The coil was loaded with Duke in
two different positions, with the head of the implant (position 1) or tip of the stem (position 2) in the
centre plane of the coil (Fig 1.b&c). After gridding, the models consisted of 53 million cells, with a
minimummesh size of 0.5 mm. The loaded coil was tuned at 123.2 MHz by adjusting the values of 32
capacitors located on end rings. Two 1V voltage sources were positioned 90◦ apart on one end ring,
and driven successively by a Gaussian pulse until a -40dB convergence was reached, using the finite-
difference time domain solver (FDTD). The coil was matched to 50 Ohm with a reflection coefficient
better than -20dB and decoupling between the two channels was better than -18dB, using an in-house
implementation of the co-simulation method [125] based on the work of Beqiri et al. [112]. The
B1-fields and E-fields from each individual channel were exported to Matlab for processing.
6.2.2 adSAR
SAR10g is widely used as a RF monitoring parameter, but was not designed to be used in tissue near
metal implants [18]. To solve this problem, adSAR was designed by combining SAR10g (for tissue
away from the implants) and m gram-averaged SAR in a layer of tissue surrounding metal implants
[203, 213, 215]. The mass m depends on the local geometry of the implant, the dielectric and thermal
properties of surrounding tissue, and can have different values near the different components of the
implants (Fig.2).
Tow different SAR averaging methods were implemented to calculate SAR10g and adSAR:
• To calculate SAR10g, the E-field over the entire body was interpolated on a 2 mm isotropic grid,
as a trade-off between speed and accuracy [201]. The Q-matrix [127] was then calculated for
each voxel, and averaged over 10g of tissue [128], giving Q10g.
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Figure 6.1: (a) Anatomical model Duke, modified to simulate a patient after bilateral hip arthroplasty. Two
CoCrMo implants were added to the model (dark voxels). (b) Duke in the 32-channel birdcage body coil, with
the heat of the hip implant in the centre plane of the coil (position 1), (c) with the tip of the stem in the centre
plane of the coil (position 2).
Figure 6.2: Voxelised slice of Duke, showing where the different SAR averaging-masses were used. The
black contours show the regions where an averaging cube containing 10g of tissue encloses at least 0.1 % of
metal voxels. Outside of the dark contour, SAR10g is calculated as recommended by the IEC. Inside the black
contour, adSAR is calculated, with different averaging masses near the stem and near the head/screw of the
implant.
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• To calculate adSAR, tissue near the implants, as shown in Figure 6.2, were identified. The non-
uniform E-field was cropped to a rectangular box with dimensions that contained the two hip
prosthesis and a layer of tissue sufficient for averaging. Voxels in the centre of 10g-averaging
cubes that contained at least 0.1% of metal were identified, and formed a 1cm thick layer of
tissue around the implants, on average. The voxel Q-matrices were calculated in these voxels,
and were averaged on the non-uniform grid with m = 1 to m = 9g with 1g steps, giving Q1g,implant,
…, Q9g,implant. During the averaging, the value of the E-field inside the implants and the mass
of their voxels were set to zero, to exclude them from the averaging. A detailed description of
the adSAR calculation can be found in [213].
Fifty shims per implant position were used to optimise the averaging masses near the different com-
ponents of the hip implants, by changing the input amplitude and phase of each channel. These shims
have ratio of amplitudes between the two channels from R = 0.02 to 45, and transmit phase differ-
ences from Δφ = 0◦ to 360◦ [79]. Forty-nine of these shims are evenly distributed in the variable space
described by R and Δφ, while the last one is the CP mode with R = 1 and Δφ = 90◦. The maximum al-
lowed input power when SAR10g = 10W/kg, and when them gram-averaged adSAR near the implants
= 10 W/kg was calculated for the fifty described shims. In addition, the input power for a wbSAR = 2
W/kg was also calculated, as this value is commonly used to limit input power for patients with metal
implants [178]. The maximum input powers allowed by scaling SAR10g and adSAR to 10 W/kg were
calculated using VOPs [127] with a maximum overestimation of 1.5 %, to speed up the computation
times. Because the VOP compression removes the spatial information, the Qmg,implant corresponding to
the different implant components were separated, as shown in Figure 2. Thus, Qmg,implant was divided
between Qmg,screw and Qmg,stem, giving different sets of VOPs. Although the exact location within those
regions was unknown, the information regarding which component induced the highest RF heating
was preserved, and the input power could be rapidly calculated.
The VOPs were used to calculate the maximum input power allowed when SAR10g = 10 W/kg, and
when the m gram-averaged adSAR near the implants = 10 W/kg, for the fifty described shims. In
addition, the input power for a wbSAR = 2 W/kg was also calculated, as this value is commonly used
to limit input power for patients with metal implants [178].
6.2.3 Thermal simulations
Different thermoregulation models exist [204, 209], and as described by Laakso et al. [197] they can
result in different temperature distributions. In this study, the thermoregulation model described in
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Destruel et al. [213] was used. This model was made more conservative by considering constant
perfusion in bone tissue. The absolute temperature distribution was calculated in Sim4Life using the
Pennes Bioheat Equation [126]. ADirichlet thermal boundary conditionwas imposed on the skin, with
a heat transfer coefficient of 6 W/m2/K, corresponding to normal clothing and no sweating [209]. The
initial body temperature was set to 37◦C, the ambient temperature was set to 25 ◦C, and the temperature
distribution was allowed to reach a steady-state for 40 minutes [201].
For each implant position, RF heating was simulated for exposures of 30 minutes, with the maximum
input power allowed by wbSAR for the 50 shims, and by SAR10g in separate simulations. For shims
that caused a peak-temperature in tissue near the hip implants, additional thermal simulations were
run to optimise the local SAR averaging-mass and calculate adSAR. The allowed input power using
Qmg,screw andQmg,stemVOPswere compared to those of Q10g, to find the averagingmasses where adSAR
> SAR10g and with a peak-adSAR at the same location as the peak-temperature. Thermal simulations
were run until adSAR = 10 W/kg ensuring that the temperature remained below 39◦C and predicted
the location of maximum heating correctly for all shims. A flow chart of the method is showed in
Figure 3.
Figure 6.3: Flow chart of the process of finding adaptive SAR averaging masses near the hip implants.
The mass m is required to ensure that the temperature remains below 39◦C, and that the location of the peak-
temperature and peak-adSAR match.
6.2.4 B1 shimming with adSAR constraint
After the optimisation of adSAR averaging-masses, adSAR was used to give insights regarding the
relationship between shimming and risk of heating. In contrast, non-linear thermal simulations are
significantly slower , requiring new simulations for different shims or input power [194]. Using ad-
SAR as a fast alternative, a 2D-plot of the peak-adSAR as a function of R and Δφ (peak spatial SAR
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(psSAR) map) was calculated. Similarly, homogeneity maps [79] were calculated as a 2D plot of
the standard deviation in different regions of interest (ROI) as a function of R and Δφ. All values
were normalised to 1W input power. These maps were used to find shims optimised for maximum
uniformity with predicted peak-temperature near and away from the implants.
6.2.5 B1 mapping and E-field measurements in phantom
A half-elliptical phantom was designed and constructed for validation of the B1-field and E-field, as
shown in Fig.4a. The phantom contained a CoCrMo hip implant with its femoral end facing up, and
was secured by an acrylic base and a nylon screw [216]. The phantom was filled with a solution of
1.24g of NiSO4.6H2O and 2.62g of NaCl per 1000g of distilled water. The conductivity and relative
permittivity were 0.58 S/m and 78.74 at 123.2 MHz, respectively, as measured using a DAK-12 di-
electric probe (SPEAG, Switzerland). A 1 mm thick tube was placed in the phantom to give acess to
a free space E-field probe (ER3DV6, SPEAG, Switzerland), with the tube end 0.5mm from the tip of
the hip implant (Fig.4a).
Figure 6.4: (a) Experimental setup with the body coil loaded with a phantom. A hip implant was placed in the
phantom and an E-field probe was moved inside an empty tube from 4 mm to 14 mm to the tip of the implant,
along the Z-axis. (b) Simulation of the experimental setup, showing the assumed locations of channels 1 and 2
on the body coil.
The birdcage coil and half-elliptical phantom described previouslyweremodelledwith Sim4Life. This
generic coil model was used as a reasonable estimate of the transmit coil of a MAGNETOM Prisma
Fit (Siemens Healthcare, Erlangen, Germany), based on literature [214], as the exact dimensions of
the coil were unknown. Figure 4b shows the location of the two channels in the model. The implant
was placed in the coil at the same location as Duke’s hip, with the tip of the femoral component in
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the centre plane of the coil. The model had 41.45 million cells, with a minimum size of 0.4 mm. The
coil capacitors were modified to achieve matching and decoupling better than -20 dB at 123.2 MHz.
The E-field inside the empty tube was extracted, and interpolated on a 0.5 mm uniform grid. Its value
along a line going through the centre of the tube was calculated by averaging a 5 × 5 pixel region in
transverse slices [217].
Experimental validation was performed at 3T on a MAGNETOM Prisma Fit. A two-channel whole-
body transmit coil was used for transmit in single and pTx mode, in combination with an eighteen-
channel receive only coil (Siemens Healthcare, Erlangen, Germany). B1 mapping and E-field mea-
surements were done with six different shims: circular polarization (CP), elliptical polarization (EP),
channel 1 only and channel 2 only (Ch1 and Ch2), shimmed near implant using measured B1 maps
(Shim 1) and using simulated B1 maps (Shim 2). The phantom was positioned on a custom acrylic
platform.
A turboFLASH-based sequence [171] was used for B1 mapping in a coronal and transverse slice
going through the implant, and susceptibility-induced artefacts were limited by using a high readout
bandwidth per pixel [79] and by increasing the resolution, resulting in the following scan parameters:
readout bandwith of 1.56 kHz, matrix size 160 × 160, resolution in-plane 1.8 × 1.8mm2, slice thickness
2.5 mm, TE/TR = 1.68/10000 ms, flip angle 80◦, 10 averages, scan time 3:22 minutes.
During E-field measurements, an RF only sequence was run for 13 s with rectangular pulses, RF pulse
length = 20 ms, TR = 50 ms, duty cyle 40%, flip angle = 360◦, input power = 32 W. The E-field was
measured inside the phantom along the Z-axis with the probe starting at its closest position from the
implant. As the E-field sensor is 2.5mm from the tip of the probe, and due to the thickness of the empty
tube in the phantom, the measurement started 4 mm from the tip of the implant. The measurements
were repeated for all six shims with 1 mm steps for the first 10 mm, and with 10 mm steps for 90 mm.
The total E-field was averaged over the duration of the sequence for each point, and compared with
simulations.
6.3 Results
6.3.1 RF heating using wbSAR, SAR10g and adSAR
Figure 5 shows the distributions of peak temperatures after 30 minutes of RF exposure when the input
power was limited by the wbSAR, SAR10g and adSAR, for fifty shims and two positions. When
wbSAR was limited to 2 W/kg, fifteen and three shims out of fifty caused a peak temperature located
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away from the implants, in position 1 and 2 respectively. In those scenarios, the maximum temperature
ranged from 39.55◦C to 42.25◦C. In the remaining cases, the peak temperature was located at the
tip of the screw or stem of the left or right implant in position 1, and at the tip of the left or right
stem in position 2. The temperature ranged from 39.65◦C to 43.25◦C and from 40.2◦C to 49.3◦C in
position 1 and 2 respectively. Considerably high temperatures were reached as wbSAR does not have
information about the presence of constructive intereferences and ‘hot spots’.
Figure 6.5: Histograms of the maximum temperature after 30 minutes of RF exposure over 50 shims, with
wbSAR = 2 W/kg (a) in position 1 and (b) in position 2; with SAR10g = 10 W/kg (c) in position 1 and (d) in
position 2; with adSAR = 10 W/kg (e) in position 1 and (f) in position 2. The dashed line shows the 39◦C
maximum temperature recommended by the IEC. Note that the x-axis is different for wbSAR, SAR10g, and
adSAR due to the large differences in the temperature distribution.
SAR10g is commonly used to limit RF heating with pTx, and has information about the simulated
distribution of E-field. When SAR10g was limited to 10 W/kg, the peak temperature was located away
from the implants for thirteen shims in position 1 and eight shims in position 2, and ranged from
38.5◦C to 39.85◦C. When the peak temperature was near the tip of the screws or stems in position 1,
the temperature ranged from 38.7◦C to 40.75◦C. The peak temperature near the implants in position
2 occurred at the tip of the stems, and ranged from 38.85◦C to 40.4◦C. By limiting SAR10g, more
conservative input powers were used and limited RF heating. However, the temperature near the
implants was significantly higher than in other tissue.
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By using smaller averaging masses in tissue near the metal implants, adSAR limits the temperature
at these locations to levels similar to other tissue, specifically to 39◦C. Only shims that had peak-
temperatures near the implants had different maximum allowed input powers when adSARwas limited
to 10 W/kg. In position 1, the temperature was limited to 39◦C by using adSAR with an averaging
mass of 5g at the tip of the screws (range from 38.73◦C to 38.99◦C) and 3g at the tip of the stems
(range from 38.69◦C to 38.8◦C). In position 2, using adSAR with a 3g-averaging mass resulted in
temperatures from 38.68◦C to 38.9◦C. By using adSAR, it was possible to limit the temperature to
39◦C and predict the right locations of RF heating for all fifty shims in both positions.
Figure 6 shows psSAR maps calculated with SAR10g and adSAR as estimates of RF heating. In
position 1, peak spatial values of SAR10g have little variations across the psSAR map, with lower
peak-values when the ratio between the amplitudes of channel 1 and 2 is close to 1 (Fig6.a). However,
adSARscrew and adSARstem (Fig.6b and c) show that substantially higher peak-values can occur in
tissue near the implants when channel 1 has a higher amplitude than channel 2, with little dependence
on Δφ. Figure 6d shows the combination of SAR10g, adSARscrew and adSARstem, where only the
maximum of those three parameters is used. According to adSAR, RF heating will occur near the
implants when channel 1 is dominant, with a higher chance of being located near either stems, with
the exception of the area inside the blue contour. In position 2, adSAR shows that RF heating will
occur near either stems with most shims, unless the amplitude of channel 2 is much larger than the
amplitude of channel 1, for all Δφ. Furthermore, the predicted magnitude of heating was larger than
in position 1.
6.3.2 B1 shimming
The simulated B1 maps using CP and EP in positions 1 and 2 are shown in Figure 7a. The interaction
between the metal implants and the EM field caused signal non-uniformity, with large variations com-
pared to the average B1. Homogeneity maps (Fig.7d) were used to optimise the standard deviation of
B1+ in four different ROIs realistically located: near the left acetabular component (ROI1, position 1),
near both acetabular components (ROI2, position 1), near the prostate (ROI3, position 1), near the left
stem (ROI4, position 2). Using only the homogeneity maps for shimming, the white arrows show the
location of the optimal shims, which improved the standard deviation by 65%, 51%, 18% and 78%
compared to the CP mode for ROI1, ROI2, ROI3 and ROI4 respectively (Fig.7b). However, the psSAR
maps calculated with adSAR in Figure 6 show that the optimal shims for ROI1 and ROI4 would have
caused heating near the implants that would not have been predicted by wbSAR and SAR10g, and
could have reached temperatures larger than 39◦C. The black arrows show the locations of maximum
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Figure 6.6: psSAR maps, calculated as 2d-plots of peak-SAR10g and peak-adSAR as a function of the ratio
of amplitudes and phase differences of the two channels, normalised to 1W of input power. (a) psSAR map
calculated using SAR10g in position 1. (b) psSAR map calculated using adSARscrew only in tissue near the
screw in position 1; below the blue line, global SAR10g is greater than adSARscrew. (c) psSAR map calculated
using adSARstem only in tissue near the stem of the hip imlant in position 1; below the red line, global SAR10g
is greater than adSARstem. (d) psSAR map using the combination of adSAR and SAR10g in position 1; The
peak-adSAR is located near the screw inside the blue contour, and is located near the stem above the red line.
(e) psSAR map calculated using SAR10g in position 2. (f) psSAR map using the combination of adSAR and
SAR10g in position 2; The peak-adSAR is located near the stem above the red line.
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uniformity using adSAR to find shims where the predicted peak temperature would be away from the
implants. Using those shims, the standard deviation could be improved by 58% and 69% for ROI1
and ROI4, respectively.
Figure 6.7: (a) Simulated B1 maps using CP and EP shims in positions 1 and 2; (b) Simulated B1 after
shimming to optimise the standard deviation inside four ROIs (red contours); (c) Simulated B1 maps after
shimming with constraint to have peak-adSAR away from the implants; (d) Homogeneity maps, calculated as
2d-plots of the standard deviation inside ROIs as a function of the ratio of amplitudes and phase differences of
the two channels, normalised to 1W of input power. White arrows show the location of maximum uniformity;
black arrows show the maximum uniformity for which SAR10g > adSARimplant.
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6.3.3 E-field measurements and B1 mapping in phantom
The measured (Fig.8a) and simulated (Fig.8b) B1 maps were visualised and compared in axial slices
near the tip of the implant. A qualitative comparison was done as the B1 mapping sequence was not
calibrated and inaccuracies could have been introduced by the metal implant. The effects of B0 arte-
facts were successfully reduced by using a high resolution and high bandwidth, and showed excellent
agreement between the experimental and numerical B1 field distributions with all six shims. Differ-
ences in the magnitude of B1 in the close proximity of the implant may be caused by slice distortion or
off-resonance effects. The uniformity near the implant could be significantly improved with RF shim-
ming, as shown with two different shims found using online calculation from measurements (Shim
1) and from simulations (Shim 2). The standard deviation was calculated inside the red ROI shown
in Figure 8, and was improved by 34.5% and 46.6% compared with CP for the measured Shim 1 and
Shim 2, respectively, and by 37% and 48% for the simulated Shim 1 and Shim 2, respectively. The
amplitudes and phases of channels 1 and 2 are shown in Fig.8c.
A quantitative comparison was achieved by using E-field measurements, which do not suffer from
metal artefacts. Figure 9 shows the comparison between simulated and measured E-field inside the
empty tube of the phantom. Results were in agreement for all six shims, with errors between simu-
lations and measurements up to 21 % on average, potentially due to the unknown exact dimensions
of the body coil. These errors are in agreement with other E-field measurements found in the liter-
ature [138, 218]. These results confirm the trend found in the psSAR maps , with shims generating
substantially larger E-fields when channel 1 was dominant.
6.4 Discussion
Recent studies have shown that pTxwith a 2-channel body coil at 3T can be used to significantly reduce
RF artefacts near hip implants [79], but that different shims cause different maximum temperatures
[136]. As current standards do not cover such scenarios, the goal of this study was to evaluate the
reliability of existing RF monitoring parameters compared to the recently introduced adSAR on a
patient with two CoCrMo hip implants, and analyze the potential of using adSAR as a constraint
during B1 shimming. wbSAR is commonly used to prevent heating for patients with metal implants,
and is typically limited by a maximum sequence time determined by phantom studies [178]. SAR10g is
used to prevent heating at 7T with pTx on patients with no metal implants, but has been used to study
the safety of hip implants [169]. This study shows the limitations of these monitoring parameters
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Figure 6.8: Comparison between (a) measured and (b) simulated B1 maps in a phantom. Axial slices are
shown for six different shims. The red contours show the ROI used to compared the standard deviation near the
implant with CP, Shim 1 and Shim 2. (c) Table of amplitudes and phases of the shims.
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Figure 6.9: Comparison between measured and simulated E-field for eight different shims, ploted along a
line going through the centre of the empty tube in the phantom, as a function of the distance from the tip of the
implant. The E-field was measured with 1 mm step for the first 10 points, and with 10 mm steps for 10 points.
The simulated E-field was calculated with 0.5 mm steps, and was averaged in a 5 × 5 pixel region for each step.
in a scenario where pTx is used in the presence of hip implants, and proposes adSAR as a reliable
alternative.
The potential of RF shimming near metal implants at 3T was shown by Bachschmidt et al. [79], and
was confirmed in this study by in vivo simulations and phantom experiment. Improvements of the
homogeneity of the simulated B1+ in the Duke model up to 78% compared to CP were achieved,
and the measured standard deviation near a hip implant in a phantom was improved by up to 46.6%.
Provided that the RF heating could be controlled, improving the uniformity of the B1 field near the
implant with pTx would improve the image quality of B1 sensitive sequences such as Turbo Spin
Echo (TSE) and aid the diagnosis of hip replacement complications. The ability of adSAR to identify
shims that will cause a peak temperature near the metal implants could provide that control. As shown
in Figures 6 and 7, those shims that typically cause higher adSAR than when the peak temperature
is in other tissue can also generate maximum uniformity in some ROIs. In cases where reducing
the peak power is not critical, adSAR can be used to calculate the maximum allowed input power
while optimising the uniformity only. Alternatively for sequences which typically require a high input
power, such as metal artefact reduction sequences, adSAR can be integrated in shimming algorithms
to identify and avoid such shims that cause peak temperatures near the implants, but still provide
uniformity with a maximum temperature away from the implants.
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Although adSAR was designed to help predict RF heating near hip implants, its application could be
extended to any type of metal implant, temperature sensitive tissue (such as eyes and genitals), or
highly perfused tissue where SAR10g has a low accuracy. As adSAR correlates with thermal simula-
tions that account for temperature dependent thermoregulation, it may be used to limit overestimation
or underestimation in such tissue. The limitations of adSAR were discussed in Destruel et al. [213],
and are similar to SAR10g limitations. The accuracy of adSAR relies on the accuracy of the electrical
and thermal properties of tissue and their thermoregulation model. The lack of data regarding the vari-
ability of blood flow between subjects limits the accuracy of temperature based methods. Therefore,
a conservative model was used in this study to prevent underestimations of peak-temperatures.
The validation of RF coil simulations commonly done by comparison of the simulated and measured
B1 maps and temperature maps [173]. Although it is possible to acquire reasonably good B1 close to
metal implants, complex metal specific MR thermometry methods are required to measure the tem-
perature accurately near implants [182]. Specifically, it requires one to wait for the temperature to
increase significantly to be detected by MR thermometry, and wait for the phantom to go back to
thermal equilibrium between each shim. In this study, direct measurements of the E-field were used,
because the accuracy of measurements using E-field probes are not affected by the presence of metal
implants. Furthermore, whereas B1 and E-field measurements are fast and can acquire results for
several shims within minutes, temperature measurements can be time-consuming. We found excel-
lent agreement was achieved between the simulated and measured B1 maps. Differences in the B1
distributions can be explained by the presence of B0 artefacts and slice distortions, and also by the
bias introduced by artefacts in the receive profile. Good agreement was also achieved between the
simulated and measured E-field. In this study, the E-field probe was matched to air and did not al-
low direct measurement inside the phantom, but in an empty tube in contact with the implant. Future
works will focus on improving the measurement method, by matching probes to the phantom and by
using multiple probes for fast 2D or 3D measurements. Such a method provides a possible validation
workflow to test the accuracy of simulations for a number of shims in a feasible manner.
A limitation of using EM simulations for SAR10g or adSAR monitoring is the difficulty to account
for the variability of results with different patient’s anatomy [115]. Typically at 7T, a safety factor
is applied to SAR10g to account for the changes in E-field distributions between patients with dif-
ferent sizes, weights, or body mass index. Simulating a single or a couple of generic human model
and combining them with a safety factor of approximately 1.5 to 2 was shown to be sufficient to
limit underestimating SAR10g for a wide range of anatomies [103, 115]. A similar approach could
be investigated in the presence of metal implants using adSAR. A few generic hip implants could be
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simulated with different geometries and materials, and could cover a large proportion of patients by
combining those models with a safety factor. This method may also be used in single channel mode
to complement existing standards such as the ASTM F2182-11a standard [19].
6.5 Conclusions
In this work, results showed that wbSAR and SAR10g cannot be reliably used to predict RF heating
near hip implants in a 2-channel body coil at 3T. In simulations, wbSAR caused peak temperature
up to 49.3◦C, and SAR10g did not correlate with thermal simulations, failing to predict the location of
maximum heating, and did not allow to identify shims which would cause the highest temperatures (up
to 40.75◦C). adSAR correlated with thermal simulations with this coil, patient and implants, and con-
sidered the effects of temperature dependent thermoregulation to limit underestimation of the temper-
ature. adSAR identified the location of maximum temperature for all training shims, and successfully
maintained the temperature below 39◦C. Direct measurement of E-field in a phantom provided fast
and reliable validation of the simulation results. adSAR can be integrated in B1 shimming algorithms




HF and UHFMRI offer higher SNR and improved spatial and temporal resolutions compared to lower
fieldMRI, and show great potential to enhance the diagnosis capability ofMRI. However, few of these
improvements directly benefit patients with metal implants. As summarised in chapters 1 and 2, HF
and UHF MRI are currently limited by low RF homogeneity, high RF power absorption by tissue,
and increase of susceptibility artefacts. All these challenges are amplified in the presence of metal
implants, and sequences have to be adapted to mitigate their effects. A significant amount of work
has been invested to improve the image quality of MRI near metal implants, with MRI now being one
of the best imaging methods for early diagnosis of joint replacement complications. These methods
have the potential to further reduce metal-induced artefacts through the application of pTx techniques
to further customise the RF shim to the patient’s anatomy. Unfortunately, pTx techniques in patients
with metal implants are still limited by safety concerns, and such scenarios are not yet included in
regulations. Furthermore, the lack of pTx coils for MSK imaging prevents these techniques from
being evaluated in the case of large orthopaedic implants. This chapter presents a summary of the




Design, simulation and validation of an 8-channel pTx knee and ankle coil for 7T MRI in the
absence of metal implant (Chapter 3)
A novel eight-channel pTx knee and ankle RF coil was fabricated and tested at 7T. The coil was
designed for static and dynamic imaging of the knee and ankle joints, in the absence of metal implants.
Numerical simulations were used to evaluate SAR10g in two different realistic human models with
different postures. In this initial study, coupling between elements was neglected, and simulation
results were validated using B1-mapping. In vivo validation results were presented with different
shim settings, and showed good agreement between experiments and simulations. The findings of
this study indicated that local errors may be caused by differences between the volunteer and human
model, or by losses in RF components. This validation of the B1-fields was extrapolated as validation
of the E-field. A safety factor of 2 was used to account for intersubject variability when the results were
compressed into VOPs, which were used to limit SAR10g with a wide range of 2D and 3D sequences.
Images showed the potential of using pTx to improve RF homogeneity and efficiency with patient
specific shim settings. This approach was tested on a number of volunteers, and showed an example
of pTx applied to MSK. The imaging and validation procedure which were developed in this chapter
were used in the rest of the thesis and adapted to the case of metal implants.
Optimisation and validation of numerical simulation methods for parallel transmit near a hip
implant at 7T (Chapter 4)
Following the investigation from the previous chapter, different simulation methods were tested in a
phantom with a hip implant. A validation protocol adapted to pTx and to the presence of a hip im-
plant was developed to enable fast validation of simulations. B1-mapping and E-field measurements
were identified as a good validation procedure, as opposed to temperature based methods which are
commonly preferred in the absence of metal implants. ‘Perfect’ and ‘realistic’ decoupling regimes
were implemented in simulations and compared with measured data, which was also used for correc-
tion of the simulated results. Results showed that measurements of E-fields and B1-fields were well
suited for the validation of simulations of pTx coils in the presence of a hip implant. Validation of
both E-fields and B1-fields was shown to be critical to prevent large errors in either fields, which did
not have a one to one correspondence. Different methods of simulating coupling between elements
were considered, and complemented with corrections from measured data. Co-simulation followed
by correction of simulated results based on measured E-field and B1 distribution were shown to limit
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underestimations and overestimations, which were significant in cases where either E-field or B1 field
were not included in the correction of simulated results.
Adaptive SARmass-averaging framework to improve predictions of local RF heating near a hip
implant for parallel transmit at 7T (Chapter 5)
EM and thermal simulations were used to evaluate the reliability of SAR10g in tissue surrounding a
hip prosthesis in a pTx hip coil at 7T. Although SAR10g had been evaluated previously near metal
implants, its correlation with temperature in a realistic human model had not been studied. Results
showed that SAR10g was too coarse near the hip prosthesis and was not able to limit the input power to
maintain the temperature below 39◦C, as recommended by the IEC guidelines. A locally adapting SAR
averaging-mass method, adaptive SAR (adSAR), was introduced to increase the sensitivity to local
high electric fields. In tissue near the hip implant, SAR was averaged over masses from 1g to 10g, and
the location and magnitude of the peak-value were compared with thermal simulations for a number
of shim settings. The largest averaging masses that prevented the temperature from reaching 39◦C for
all shims were assigned to the tissue near the different hot spots caused by the implant (near the tip of
the stem and screw components). This work showed that in the case of a hip prosthesis, adaptive SAR
could be used to complement current regulations, as wbSAR and SAR10g did not correctly assess the
risk of RF heating. Using adSAR in RF shimming scenarios showed that ’low heating’ shim settings
could be rapidly identified with no input power penalty introduced by the metal implant compared to
cases where SAR10g was used in the absence of implants.
Numerical and experimental study of RF shimming in the presence of hip prostheses using adap-
tive SAR at 3T (Chapter 6)
Adaptive SAR was compared with wbSAR and SAR10g as a fast prediction parameter for RF heating
near hip implants at 3T, using a common 2-channel birdcage body coil. Simulations were performed
on a realistic human model, and adSAR was compared with thermal simulations to ensure correlation.
In addition, adSAR was used as a constraint for B1 shimming to study the trade off between safe
imaging near metal implant and uniform B1 field in this scenario. A phantom study was performed to
compare results from simulations and experiments. Simulations were validated using B1 mapping and
E-field measurements, as introduced in Chapter 4. Results showed that wbSAR and SAR10g could not
be reliably used to predict RF heating near hip implants as they caused simulated temperatures well
above recommended values for the majority of shim settings tested in this study. adSAR identified the
location of maximum temperature for all training shims, and successfully maintained the temperature
below 39◦C. Direct measurement of B1-fields and E-fields in a phantom provided fast and reliable
125
validation of the simulation results. adSARwas used in an RF shimming algorithm and allowed to find
optimal shim settings that could improve the B1 homogeneity, while deciding if the peak temperature
would be near or away from the implants.
7.2 Limitations and future work
In this thesis, a proof of concept of a new validation and correction method for simulations was in-
troduced, as well as a new SAR averaging method designed to be used near metal implants. Future
research may build on some aspects that were not included in the scope of this study. The limitations
and potential future extensions of this work are summarised below.
• The reliability of adSAR depends on the accuracy of thermal simulations. Thermal simulations
add complexity to the method, and may introduce additional intersubject variability. Tissue
thermal parameters such as heat conductivity and blood perfusion can have significant vari-
ations between patients, depending for example on pathology and age. Furthermore, widely
different thermoregulation models exist, and rely on assumptions that have not been properly
validated. These problems are common to all temperature-based methods used to prevent RF
heating, and need to be further investigated in the future. However, validation of those models
would require inducing RF heating in volunteers, and is therefore not performed. Temperature
mapping sequences will need to be improved and have temperature resolutions high enough that
minimal heating is required, but would still only validate blood perfusion temperature depen-
dency on narrow temperature ranges. Existing MR thermometry sequences may have sufficient
spatial and temporal resolutions when imaging water, but do not give information about fat tis-
sue (which is present in some bone tissue) and are extremely prone to metal artefacts. Other
types of MR thermometry sequences may acquire temperature changes from all tissue, but have
limited accuracy. Improving the thermal models and their validation would be tremendously
benefit the MR community.
• adSAR relies on accurate EM simulations. A method was introduced to validate simulations in
a phantom, and showed the importance of including both B1 and E-fields in the validation and
correction procedures. However, in vivo validation should also be performed, but does not offer
the possibility to directly measure E-fields non-invasively. E-fields may be measured indirectly
by using temperature mapping, but these methods are currently limited in the presence of metal
implants. Until MR thermometry can be reliably used in such scenarios, an option would be to
validate both B1 and E-fields in phantoms, and B1-fields only in vivo.
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• In this study, adSAR was designed to limit the temperature to 39◦C after 30 minutes of contin-
uous RF exposure. The SAR averaging masses found from the adSAR optimisations may have
been different with different exposure times. Although 30 minutes was chosen as a conservative
value for continuous exposure, this choice depends on the expected acquisition time for imaging
certain types of implants. Longer exposure times may be considered, but may result in more
conservative averaging masses.
• An important follow up of this study is the investigation of intersubject variability regarding ad-
SAR near identical hip implants. A single realistic human model was used to optimise adSAR,
but different averaging masses may be required in other body types. This variability is typi-
cally accounted for, in the absence of metal implants, by adding a safety factor (∼2) to SAR10g
calculations. A similar approach may be examined in the case of adSAR and hip implants.
• The adSAR calculation framework introduced in this study is a general approach, and is not
limited to the case of hip implants. adSAR may be used to limit RF heating near any type of
implant. A useful addition to this work would involve the testing of adSAR in other human
models, with other implants, and in other coils.
• The optimisation of adSAR may be time consuming as it involves testing RF heating with a
large number of shim settings and input powers. Some implants may have multiple possible
configurations, sizes, or be composed of different materials, and the current ASTM standard
requires testing all these scenarios. As adSAR is simulation based, it is possible that only ’worst-
case’ configurations may need to be simulated and used for a wide range of implants with similar
geometries or properties. For instance, simulations may use implants oriented along the Z-
axis, or be composed of the material with the highest conductivity, as these scenarios increase
the antenna effect. A combination of ’worst-case’ scenarios and safety factors may be used
to account for the intersubject and implant variability. However, careful investigation of this
approach is required, and may be investigated in future work.
• The adSAR method has been introduced in this study to limit metal-induced RF heating near
hip prostheses. In addition to generalising the method to other types of implant, adSAR may
be used to limit RF heating in temperature sensitive tissue, such as eyes and genitals when pTx
is used. A number of studies have shown that wbSAR and SAR10g do not correlate well with
temperature in some cases, and may result in temperature above recommended thresholds, with
reported simulated peak-temperatures above 40◦. Poorly perfused tissue can suffer thermal
damage faster than well perfused tissue, and may need special considerations. SAR10g does
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not consider the different tissue sensitivities to thermal damage, or the differences in perfusion.
adSAR may offer a more conservative approach for tissue at risk, while being compatible with
current guidelines and online monitoring algorithms.
• The validation methods introduced in this study relied on measurements of both B1 and E-fields.
However, the E-field measurements only gave 1D information along a single line. This was
due to the E-field probe being matched to air and not the liquid used in the phantom. Greater
accuracy of the validation and correction methods could be achieved with additional E-field
measurements. This may be done by measuring 1D E-fields in a larger number of tubes, or by
measuring E-field directly in the phantom. These improved validation steps will be investigated
in future work.
• The validation and correction of B1-fields were performed by minimising the error between
the normalised acquired and simulated B1 distribution in a single slice. This was done as the
B1-mapping sequences used in this study were modified to limit metal-induced B0 artefacts
and were therefore not calibrated. An important future improvement will be to calibrate those
sequences to provide a quantitative comparison between simulations and measurements.
7.3 Implications
To date, patients with metal implants are excluded from pTx studies at UHF due to the risk of metal-
induced RF heating, and there is a lack of studies at 3T. Furthermore, the lack of MSK coils at UHF
has prevented investigating the potential of pTx to reduce metal artefacts. Two MSK pTx coils were
designed, fabricated, and used in vivo at 7T, increasing the range of applications of pTx imaging at
this field. These coils were successfully tested in vivo on healthy volunteers as of a proof of concept
that pTx could significantly improve the image quality of the coils and their efficiency. These new
coils will benefit patients with no metal implants, and were used to give insights regarding heating
near hip implants at 7T.
The validation of simulations of heating near metal implants has historically relied on temperature-
based methods, and the same techniques were used after the introduction of pTx techniques. However,
the limits of these validation methods when applied to pTx were identified, and a new validation
method based on E-field measurements was introduced. The method introduced to validate numerical
simulations showed great relevance in case of pTx imaging, and allowed to evaluate the accuracy
of different simulations of inter-element coupling. An important finding was that even with realistic
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models of the RF coil and phantom, large differences were measured in the B1 and E-fields when
channels were combined using different shim settings. More importantly, it was found that correction
of the simulated data was indeed useful, but both E-fields and B1-fields had to be included in the
correction due to the lack of one-to-one correspondence. Due to the lack of a standard for validating
RF coil simulations, assumptions are commonly used to simplify simulations, and measurements may
rely on B1, temperature, E-field, or any combination of those. The findings of this study may be
useful to help in the design of a standard method of simulating, correcting, and validating numerical
simulations for pTx.
Hip implants are imaged up to 3T in CP mode only, but are not included in studies at 7T, in both
single and pTx mode. Furthermore, currently the testing of metal implants relies on phantom tests
only, which was identified in this study as not compatible with pTx. The main motivation of this
thesis was that imaging of metal implants may greatly benefit from pTx techniques, but is limited
by safety concerns. Building on the SAR10g standard, a novel adaptive SAR method was developed
and tested in the case of hip prostheses at 3T and 7T. These studies showed the limits of wbSAR and
SAR10g, which could not be reliably used to predict and prevent excessive RF heating near the im-
plants. Adaptive SAR successfully identified the location of the peak temperatures, and could limit the
input power to limit the simulated temperature to recommended thresholds. Adaptive SAR was used
in RF shimming algorithms to present the limitations in RF efficiency introduced by the hip implants,
and more importantly could be used to find shim settings producing great homogeneity with maximum
allowed input powers that were similar to cases with no implant. The adaptive SAR approach is the
first method proposed to mitigate concerns about RF safety near implants with pTx, and was designed
to limit both overestimation and underestimation of the predicted RF heating. Furthermore, it is fully
compatible with existing guidelines and online monitoring methods (VOPs), and therefore could be
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