In order to investigate the validity of the single compartment model in measuring CBF with the use of 150-labeled water (H2150), dynamic positron emission to mography (PET) was performed following bolus injection of H2150. Careful attention was paid to accuracy in the measurement system (especially for the input function). In the region of the putamen, which includes the smallest mixture of gray and white matters in addition to the small est contamination of cerebrospinal fluid (CSF) spaces, the partition coefficient obtained was 0.88 ± 0.06 (ml/g).
tions: (a) the brainlblood partition coefficient of wa ter obtained from the H2150 integrated projection technique was smaller than the value estimated from the in vitro ratio of the water content in brain tissue to that in blood (Huang et aI., 1983) and was increased when the total data collection time was lengthened (Gambhir et aI., 1987) ; and (b) the re gional CBF estimated by the H2150 autoradio graphic method was dependent on total data accu mulation time (Raichle et aI., 1983; Ginsberg et aI., 1984) . Gambhir et aI. (1987) proposed a two com partment configuration as a more adequate model based on their systematic investigation. Larson et aI. (1987) demonstrated the diffusion limitation along the capillary and proposed an alternative new model (a distributed parameter model) that allows a nonzero longitudinal gradient of the tracer concen tration along the capillaries.
Other possible explanations for the above phe nomena have also been explored from the point of view of inaccuracies in the measurement system, i.e., timing error in the input function (Iida et aI., 1988a; Koeppe et aI., 1987; Dhawan et aI., 1986) and the dispersion of the measured arterial concen tration curve (Iida et aI., 1986; Lammertsma et aI., 1987) as well as the mixture of tissues with different blood flows due to the finite spatial resolution of PET (Huang et aI., 1987) . Gambhir et ai. (1987) also addressed these possibilities to partially account for variations of the measured CBF and partition coef ficient values.
The purpose of the present study is to reevaluate the validity of the single compartment model for practical use in measuring CBF with H2150 and PET. The regional brainlblood partition coefficient of water and the regional CBF in human brain was determined by performing dynamic PET following the intravenous bolus injection of H/50. The ade quacy of the model was tested by examining the effect of varying the fit interval on the calculated parameters.
The measurement system was carefully checked for accuracy in the following ways: a. In order to account for the ambiguity of timing delay of the peripherally sampled input function rel ative to the brain tissue radioactivity measurement, the time shift was included as a model parameter and was determined in each region of interest (RO!) analysis.
b. We minimized the dispersion occurring in the input function monitoring detector system (external dispersion). In addition, the internal dispersion, which arose from transit time differences of the tracer between the left ventricle of the heart (LV) and the peripheral artery and the LV and the brain, was evaluated by performing a cardiac PET and was corrected with a deconvolution technique. c. To prove the accuracy of the present PET mea surement system itself, a dynamic phantom exper iment was performed under the same configuration as the clinical study.
THEORY

Model description
The mathematical description has already been given in our previous papers (lida et aI., 1986, 1988a,b) based on the principle of inert gas ex change developed by Kety (1951 Kety ( , 1960 . By assum ing a uniform and constant flow and instantaneous equilibrium in a selected small tissue element, the net tissue concentration of the tracer can be ex pressed by where Cm(t) (!-LCi/g) is the tracer concentration in the net tissue mass at time t, Ca(t) (!-LCi/ml) the ar-terial concentration (input function), E the single pass extraction fraction, p (mllg) the tissue/blood partition coefficient of the tracer used, f (mllmin/g) the regional cerebral blood flow in the specified tis sue element, and the asterisk denotes the convolu tion operation. Here, Cm(t) is related to the ob served PET concentration, Dm(t) (!-LCi/mI), by
(2) where a is the tissue fraction, i.e., the ratio of the tissue mass W(g) to the volume of the selected ROI V(ml):
Incorporating Eq. 2 into Eq. 1, we have
The concept of the tissue fraction was intended to exclude nonperfusion spaces such as the cerebral spinal fluid (CSF) spaces in the calculation of the regional partition coefficient (lida et aI., 1988b; see also Discussion). Let us assume that the peripher ally sampled arterial curve, C/t) (mCi/ml), is re lated to the true input function, Ca(t), as (5) where b.t is the time delay of the peripheral arterial curve relative to the true input function, and d(t) is the effective dispersion function that arises from transit time differences between the LV and the sampling-site artery and the LV and the brain (Iida et aI., 1986) . Here, the true input function can be obtained from the peripheral arterial curve accord ing to a deconvolution technique with a given dis persion function. Therefore, the measured PET concentration can be expressed as
is the deconvolved curve of the peripheral arterial curve with the dispersion func tion, d(t). In the present study, the dispersion function was assumed to be a single exponential function:
where T denotes an assumed dispersion time con stant that will be fixed according to a suitable pro cedure (see below).
MATERIALS AND METHODS
Subjects
The study was performed on five patients with the di agnosis of low grade brain tumor or unilateral mild in farction. In all patients, angiographically no stenoocclu sive lesion, no wall irregularity, and no arteriovenous shunts were found. Ellipse-shaped ROIs with a width of 10-16 mm were selected for six anatomical structures only in the intact hemisphere of the brain, namely the putamen, the insular cortex, the frontal cortex, the pari etal cortex, the occipital cortex, and the centrum semio vale. Selection of the ROIs was made carefully by means of computed tomography (CT), which was done prior to the PET scan for each study (Miura et aI., 1988) . For all analyzed ROIs the cerebral blood volume (CBV) was less than 0.05 mllg as evaluated by CI50 scans.
PET procedure
A 6 min transmission scan was made for attenuation correction using a 3 mCi 68Ge_68Ga radioactivity ring source of 30 cm in diameter. At 3-4 min after a 1 min Cl50 inhalation (30 mCi), a 2 min emission scan was ini tiated for the CBV measurement Lammertsma et aI., 1983) . The PET scanner used was HEADTOME-IlI (Kanno et aI., 1985) . The im age resolution was about 10 mm full width at half maxi mum at the center. The axial resolution in the direct (cross) plane was about 11 mm (13 mm) full width at half maximum at the center of the field of view.
Following the intravenous bolus injection of H2l50, the same levels of the brain were scanned repeatedly using 5 s intervals during the first 50 s, 15 s intervals during the next 75 s, and 60 s intervals during the last 300 s. The total scan time was 425 s. The injection dose in millicuries was 0.4 times the body weight in kilograms (Kanno et aI., 1987) . Counting loss due to dead time was corrected for and after correction was guaranteed to be less than I % for the present study (Yamamoto et aI., 1986; Kanno et aI., 1987) .
Measurement of input function in H2 15 0 scan
The arterial radioactivity concentration was continu ously monitored by detecting beta rays emitted from the arterial blood using a plastic scintillator (lida et aI., 1986; Kanno et aI., 1987) . Arterial blood was withdrawn from the radial artery at a flow rate of 10 mllmin via a fine gauge catheter and a manometer tube of 0.5 mm inner diameter. The tube was coiled and taped on the beta de tector at about 10 cm distance from the catheter end. The tube was directly connected to the catheter without the use of three-way taps. Thus, the degree of dispersion that occurred in the detector system was substantially less compared with previous studies (lida et aI., 1986; Kanno et aI., 1987) . The dispersion time constant, which was determined by measuring a step function response as de scribed previously (lida et aI., 1986), was evaluated as about 0.5 s when the dispersion function was approxi mated by a single exponential function according to Eq.8.
Calibration of the radioactivity sensitivity between the beta detector and the well counter was performed after each study by filling the tube with H2l50-saline and counting the same solution in the well counter.
J Cereb Blood Flow Metab, Vol. 9, No. 6, 1989 Least-squares fitting By using a deconvolved arterial curve with an assumed time constant, T, three parameters, kl ( = oEf), k2 ( = EJlp), and !:J.t, were determined so that Eq. (7) reproduced the measured PET concentration curve best, according to a least-squares fitting technique (lida et aI., 1988a). First the chi-square value was minimized by searching two pa rameter (kl and k2) for various delays, and second, the best delay (!:J.t) (that giving the smallest chi square) was chosen. Thus, the product of the tissue fraction and the partition coefficient (ap), which is called the regional tracer distribution volume (Huang et aI., 1983) , was ob tained as (9) Three values of the dispersion time constant, T, were as sumed in this study, i.e., 0 s (no dispersion correction), 3 s, and 5 s. These least-squares calculations were per formed for two fit intervals, i.e., 0-245 s (A) and 0-425 s (B).
Dispersion between LV and the peripheral artery
In order to evaluate dispersion and time delay occur ring between the LV and the sampling site arterial line, cardiac PET was performed on 53 human subjects. By assuming that the peripheral arterial curve was ex pressed as
where L Vet) is the LV radioactivity curve, we determined the optimal dispersion time constant of Eq. 8 as well as the time delay. The peripherally measured arterial curve was deconvolved with the dispersion function, and one time constant was selected such that the deconvolved curve agreed best with the LV curve in terms of the least squares fitting.
The LV curve was obtained by scanning sequentially with the same scan sequence as the brain study following the bolus injection of H2150 (15 mCi) and selecting an ROI over LV. Only the first 50 s of data were used in this fitting step. Arterial blood was sampled from the radial artery (n = 10), from the femoral artery (FA) (n = 26), or from the dorsalis pedis artery (DP) (n = 17), and the arterial radioactivity was continuously monitored in the same manner as described above. Spillover of LV radio activity measurement was corrected by multiplying a blood/L V ratio that was measured in the Cl50 scan. The dispersion and the time delay occurring in the detector tube line were corrected afterwards in each study.
Phantom experiment
A phantom experiment was carried out under the same conditions as the patient study. A water-filled cylindrical uniform pool phantom was used. The size was 18 cm in diameter and 13.5 cm in length. A water pump was in stalled in the phantom that circulated the water at a flow rate of 12 Llmin to realize instantaneous equilibrium in the phantom. The capacity of the phantom was 2,095 ml.
Water was supplied to the phantom via an inlet tube and was washed out through an outlet tube at a flow rate of 865 mllmin. Hence, the regional water flow (f) was 0.431 mllmin/g. In total, 3 mCi of H2l50 in 5 ml water was injected into the inlet tube. The injection speed was programmed so that shapes of time activity curves similar to the arterial curves observed in patient studies were obtained. The input function was measured by using the beta detector in the same configuration and using the same procedure as in the patient studies. Sequential imaging with PET was also carried out using the same protocol as for patient studies. This phantom experiment was performed three times.
SIMULATION
Effect of dispersion
A simulation study was carried out in order to evaluate the effect of dispersion of the measured arterial curve on the estimation of ap ( = k/k2), aEf ( = kl), and Eflp ( = k2). In this simulation we used an arterial concentration curve measured in a typical clinical study (subject ID = 3) ( Fig. I) .
First, we calculated the tissue activity curve Dm(t) according to Eq. 6 if = 0.5 mllmin/g, E = t .0, a = t.0 g/ml, and p = 1.0 ml/g were assumed), and the dispersed arterial curve Cr(t) was calculated for var ious dispersion time constants. Second, Dm(t) was integrated according to the same scan sequence as in the clinical study described above. Third, ap (k/ k2) and Eflp (k2) values were calculated according to the same fitting procedure as the one used in the clinical study described above.
Effect of gray/white matter heterogeneity
An additional simulation was performed to eval uate the effect of tissue mixture with different flow values on the calculated ap (kl/k2), aEf (kl), and Ef/p (k2) values. We used the same arterial curve as for the simulation above. were 0.8 and 0.2 (mllmin/g), and partition coeffi cients were 1.0 and 0.8 (mllg) , corresponding to gray and white matter, respectively.
RESULTS
Fit of the tissue concentration curve Figure 2 shows a typical fit of the model curve and the measured tissue concentration curve in the region of the putamen.
Regional time delay (At)
Results of the time delay of the arterial curve, M, obtained for various brain locations have been de scribed in our previous paper (lida et aI., 1988a) . The tracer arrived in the region of the putamen first (M = 10 s) and then reached the region of the in sular cortex (�t = 9 s). In the region of the cere bellum, the tracer appearance was delayed by about 4 s compared with the region of the putamen (M = 6 s).
Regional partition coefficient Figure 3 shows the calculated tracer distribution volume (the product of the regional partition coef ficient and the tissue fraction, ap), which was ob tained in the two brain locations for two fit inter vals, i.e., 0-245 s (A) and 0-425 s (B). The results are plotted for an assumed dispersion time constant of 0 s (no correction), 3 s, and 5 s. When no cor rection was made, statistically highly significant dif ferences were observed between the two different fit intervals, and systematically smaller ap values resulted for condition A. These differences were reduced by the deconvolution of the arterial curve. In the region of the putamen, no significance was shown when making the deconvolution with a time constant of 5 s. Table 1 summarizes ap values cal- (1/min) [and hence k1/k2 = o.p = 0.91 (ml/g g/ml)], and !l.t = 11
Fit interval A: 0-245 B: 0-425 sec.
FIG. 3. The brain/blood distribution volume of water lap or k 1 /k2 (g/ml mllg)] determined by the present H2 1 50 dynamic PET study for the two fit intervals. A: 0--245 s. B: 0--425 s. T values denote the dispersion time constant used in the deconvolution. Without correcting for the dispersion, statistically highly significant differences are observed between the results for the two fit intervals.
(Systematically smaller values resulted from condition A). After correcting for dispersion, the differences are reduced. In the region of the putamen, no significant difference remains when the deconvolution with a time constant of 5 s is applied_ culated for all regions for condition B (fit interval of 0--425 s), in which 7 = 5 s was assumed.
Regional CBF
Figures 4 and 5 show the uEf (kl) and Ef/p (k2) values, respectively, for the regions of the putamen and the insular cortex. They were obtained for the two fit intervals (A and B) and for three dispersion corrections. In contrast to the up values without correcting for dispersion, smaller values of uEfand Ef/p resulted for the longer fit intervals. The cor rection for dispersion reduced the difference be tween the two fit intervals, A and B. In the region of the putamen, no significant difference is seen when a dispersion correction with 7 = 5 s is made. Internal dispersion Figure 6 shows a typical comparison of the LV (t) with the measured Cr(t) curve or the deconvolved peripheral arterial curve [C; (t)]. In the figure, the time delay was already adjusted. It can be seen that deconvolution improved the agreement between the L V and the arterial curves.
In dispersion on RA, FA, and DP samples, the corresponding net internal dispersion time constant obtained was 4 ± 1 s, 1 ± 1 s, and 7 ± 2 s, respec tively. The LV -to-radial artery transit time was 12 ± 2 s. Figure 7 shows the relation between the LV to-peripheral artery transit time (Llt) and the disper sion time constant (7) . Significant correlation was observed between the two quantities: 7 = 0.31Llt -0.30 (r = 0.68).
Phantom experiment aEf, Ef/p, and up values averaged from three phantom experiments (five ROIs for each study) were 0.40 ± 0.02 mllmin/ml, 0.38 ± 0.02 ml/minlg, and 1.03 ± 0.03 glml mllg, respectively. The up value seemed to be slightly overestimated com pared with the ideal value (1.0 glml mllg) by about 3% with a fluctuation of 3% (one standard devia tion). On the other hand, the flow rate constants (kl and k2) were slightly underestimated with respect to the actual value (0.413 mllminlg). No significant
FIG. 4. Regional CBF calculated as k1 (= aEf) obtained in the present study for two brain locations. Notations are the same as those in Fig. 3 .
change was observed in all parameters obtained for different fit intervals, i.e., 0-245 s and 0-425 s.
Results of simulation Figure 8 shows the result of the simulation with respect to the effect of dispersion of the input func- measurement was already corrected, and also the time delay of the arterial curve was adjusted. In this case, the detector tube included quite a small dispersion (due to a sufficiently high withdrawal speed (10 mllmin) in addition to the use of a sufficiently thin tube (0.5 mm inner diameter).
--
cent errors in the calculated aEf (k 1 ), Ef/p (k2), and ap (k 1 /k2) values. It can be seen that the dispersion of the input function produces a systematic under estimation (overestimation) in the calculated ap (aEf and Ef/p) value if no dispersion correction is applied. In addition, the shorter fit interval gave the larger error, e.g., with the 5 s dispersion, the error in ap (Ef/p) was -5% ( + 12%) and -8% ( + 23%), corresponding to fit intervals of 425 s and 245 s, respectively. Figure 9 shows the effect of tissue heterogeneity. This simulation showed that the tissue mixture of gray and white matter produced a systematic under estimation of ap and aEf values, and a systematic overestimation of the Ef/p value. Moreover, tissue heterogeneity causes a fit-interval dependence in the calculated parameters. As can be seen from Figs. 8 and 9, both errors of the dispersion and the tissue mixture caused the smallest effect on the aEf parameter.
DISCUSSION
The purpose of the present study was to validate the practical use of the traditional single compart ment model for measuring regional CBF by H2 15 0 and PET. For this purpose, we determined the brain/blood partition coefficient of water as well as the regional CBF by performing dynamic PET scans following the intravenous bolus injection of H2 1 5 0. The adequacy of the model was tested by investigating the effect of varying the fit interval on the calculated parameters (ap, aEf, and Ef/p) and by comparing the obtained partition coefficient with the predicted value, i.e., the ratio of the reported water content in tissue to that in blood, similar to the work done by Gambhir et al. (1987) . As previous studies emphasized the importance of the accuracy of the measurement (lid a et aI., 1986; Dhawan et aI., 1986; Gambhir et aI., 1987; Koeppe et aI., 1987) , careful attention was paid to the following points. First, the accuracy of the scan ner itself was ascertained by performing a dynamic phantom experiment. Second, the ambiguity of de lay time in the peripherally sampled input function relative to the brain tissue measurement was ad justed in each ROI analysis by including the delay time as a model parameter (lida et aI., 1988a) . Third, the dispersion included in the measured ar terial curve was evaluated by performing a separate cardiac PET study and corrected for with a decon volution technique (lid a et aI., 1988c) .
Phantom experiment
The accuracy of the measurement system, which might suffer from several physical limitations of the PET scanner such as correction errors for dead time and scatter, was tested by performing a dynamic phantom experiment. Since the phantom was com pletely filled with water and the tracer was com pletely stirred in the phantom, the ideal tracer dis tribution volume (ap) was expected to be 1.0 (mll ml)[or a = 1.0 (glml) and p = 1.0 (mllg)], while the obtained ap was 1.03 ± 0.03 (glml mllg). Hence, it was expected that our PET system could give the partition coefficient within the accuracy of a few percent.
The regional blood flow (aEf as k, and/or Ef/p as k2) was also consistent with the one expected. The larger fluctuation in Ef/p (9%) suggested that the estimation of Ef/p was more sensitive to noise, such as the statistical fluctuation of the measured radio activity in the object.
Effect of dispersion
The simulation study demonstrated that disper sion included in the input function caused system atic errors in the calculated parameters, i.e., a sys tematic underestimation of the partition coefficient (or the tracer distribution volume, ap) and a sys tematic overestimation of CBF (k, = aEf and k2 = Ef/p). In addition, the degree of error was depen dent on the fit interval. For example, the dispersion time constant of 5 s produced 9% and 5% underes timation in the calculated partition coefficient and 23% (13%) and 16% (11%) overestimation in calcu lated Ef/p (aEj) , corresponding to a fit interval of �245 s and 0-425 s, respectively. In the present study, we therefore minimized the dispersion oc curring in the tubing to the beta detector (see Ma terials and Methods), and the degree of dispersion was successfully reduced compared with our previ ous system (Iida et aI., 1986; Kanno et aI., 1987) . In addition, we performed a correction for the effec tive dispersion caused by the transit time difference between the LV to RA and LV to the brain arterial system as described below.
As evaluated previously (Iida et aI., 1988a) , the tracer appearance in RA was, on the average, de layed by about 10 s with respect to that in the region of the lentiform nucleus and by 9 s from the region of the insular cortex (about 6 s from the region of the cerebellum, and 8 s from the brain average), while the present study showed that the LV-to-RA transit time was 12 ± 2 s. Hence, the transit time in the carotid arterial system was evaluated as 4 s, corresponding to the LV -to-brain average (2 s and 6 s corresponding to the LV to the region of the len-tiform nucleus and LV to the cerebellum region, respectively) ( Fig. 10) . On the other hand, as shown in Fig. 4 , the degree of dispersion correlated signif icantly with the transit time. Therefore, dispersion occurring in the LV to the brain system was ex pected to be quite small compared with that occur ring in the LV-to-RA line. Effective dispersion due to the transit time difference between the carotid and the radial arterial system is, therefore, expected to be almost equal to the full dispersion evaluated in the LV to the beta detector system, especially when analyzing regions around the putamen and/or the insular cortex.
Effect of limited spatial resolution
The spatial resolution of the PET scanner we used was limited (11-13 mm full width at half maximum) (Kanno et aI., 1985;  see also Materials and Methods) and might be insufficient compared with the actual brain structure. It is obvious that limited spatial resolution causes spillover of tissue radioactivity (or inclusion of nonperfusion spaces such as those in the CSF) and results in a systematic underestimation of the obtained tracer distribution volume because of a smaller 0' (g/ml).
In addition, limited spatial resolution produces a mixture of tissues with different blood flows and causes a systematic underestimation in the calcu lated regional distribution volume (or k/k2 = O'p), as demonstrated in the simulation study ( Fig. 9) .
Moreover, the degree of the error varied depending on the fit interval. For example, 20% contamination of white matter (with an assumed flow of 0.2 mil min/g) in the gray matter (with blood flow of 0.8 ml/min/g) produced an underestimation of 12% and 6% less than the average in the calculated partition coefficient for fit intervals of 0-245 s and 0-425 s, respectively. (Hence, the underestimation was 16% and 10% compared with the gray matter corre sponding to the two fit intervals above.) This degree of error might be possible in actual clinical data when considering the current spatial resolution of PET (11-13 mm full width at half-maximum in this case) as well as the anatomical structure of the brain.
Partition coefficient
In the regions of the putamen and the insular cor tex, we expected: (a) the degree of the dispersion could be most reliably estimated (almost full disper sion occurring in the LV to the beta detector should be correct); and (b) the degree of the tissue hetero geneity might be the smallest. As for the anatomical structure, the putamen has the greatest thickness and the highest homogeneity of the brain cortex re gion (Shimada, 1928) , and hence maximum 0' was expected.
Some other studies have already measured the brain/blood partition coefficient of water with use of PET (Huang et aI., 1983; Depresseux, 1983 ; Iida et The time delay between the LV and the peripheral artery system was evaluated from the present cardiac PET study. The time delay in the carotid arterial system was estimated in our previous work (Iida et aI., 1988a (Iida et aI., ). aI., 1986 Gambhir et aI., 1987; Lammertsma et aI., 1987) . In some studies, smaller values were re ported compared with the predictions anticipated from published values of average tissue and blood water content, i.e., P = 0.98 (mllg) for the cerebral cortex region such as the insular cortex, and 0.95 (mllg) for the caudate nucleus (Herscovitch and Ra ichle, 1985; Ter-Pogossian et aI., 1969; Jones et aI., 1982) . In addition, some of these investigators ob served changes in the calculated partition coeffi cient that were dependent on data acquisition time (Huang et aI., 1983; Gambhir et aI., 1987) . As a result of the improvements with respect to the measurement system (especially in relation to corrections for the delay and dispersion of the input function as described above), significantly in creased values of the tracer distribution volume (ap) were obtained compared with the previous val ues determined with PET. The value ap calculated for the fit interval of 0--425 s was 0.89 ± 0.06 (mllml) and 0.92 ± 0.06 (mllml) corresponding to the re gions of the insular cortex and the putamen, respec tively, when the input function was corrected for the dispersion with a time constant of 5 s (see also 0.88 ± 0.06 (mllg) were obtained, corresponding to above two regions, respectively. These values were almost 10-20% larger than some previously re ported ones; in addition, the discrepancy between the water content ratios was reduced by 14% and 8% in the regions of the insular cortex and the puta men, respectively. Furthermore, the fit interval de pendence of the calculated ap and CBF (aEfand/or Eflp) was progressively reduced. In particular, no significant changes could be seen in the region of the putamen.
However, significant discrepancy was still ob served between the calculated distribution volume (ap) and the predicted partition coefficients (P). This should be explained by the following factors: (a) effect of mixture of the gray/white matters and/ or the contamination of nonperfusion spaces such as CSF spaces (smaller 0.), as demonstrated by the simulation study; (b) limitation of the compartment approximation itself such as the lengthwise diffu sion limitation along the capillaries, which was em phasized by Larson et ai. (1987) ; and (c) the exist ence of a considerable slowly exchanging compo nent of the tissue water as mentioned by Huang et ai. (1983) , Herscovitch and Raichle (1985) , and Gambhir et ai. (1987) .
As for the second and third factors, it is not pos sible to evaluate their significance from the present study. However, the small discrepancy (only 8%) in the region of the putamen suggests that the first factor is more likely. The limited spatial resolution of the scanner causes spillover of the tissue radio activity measurement, and hence results in a smaller estimation of ap because of smaller 0.. More importantly, the limited resolution could cause the mixture of tissues with different blood flows, and hence might result in systematic underestimation as well as fit-interval dependence, as was demon strated in the simulation study as an effect of the gray/white mixture (Fig. 9) . A larger discrepancy as well as a larger change in the region of the insular cortex rather than in the region of the putamen was consistent with each anatomical structure, i.e., the putamen has a greater thickness and higher homo geneity than any other cortical region (Shimada, 1928) . Actually, much smaller ap values than those found in this region were observed in other cortical regions such as the frontal cortex and the parietal cortex [range 0.7-0.8 (mllg) for shapes of ROI sim ilar to those seen in Table 1 ], in which a much higher mixtures and/or contamination of nonperfus able spaces was expected than in the region of the putamen.
Adequacy of the single compartment model for
CBF measurement
The present study shows the importance of an accurate input-function measurement system (i.e., correct evaluation of the delay and dispersion) when doing a quantitative 15 0-labeled water analy sis. Taking delay and dispersion into account re sulted in values from the single compartment model that were close to the in vitro values, with the best results obtained for the most homogeneous struc tures.
The limited spatial resolution of the current scan ner was actually the main source of error, resulting in mixtures of gray/white matter tissues and the possible inclusion of non perfusion spaces as well. A significantly smaller value of ap was recognized to be due to this effect. In this sense, a parallel con figuration of the two compartment model should be more accurate (one compartment each for gray and white matters) (Gambhir et aI., 1987) . Such a model might have six parameters, such as CBF gray, CBF white, a gray, a white' Pgray, and Pwhite' in addition to the delay time, at. It is probably impractical to determine all these parameters from a series of dy namic frames due to statistical noise. Additional studies will be needed to determine tissue fractions of gray and white matters, using CT and/or mag-netic resonance imaging, if complete correlation be tween such studies can be achieved.
The limited extraction of 1 5 0-water should also cause another error in calculating CBF, as demon strated by Herscovitch et al. (1987) . However, the calculation of the distribution volume was indepen dent of the limited extraction fraction, because E was cancelled out by dividing kl by k2' as expected from Eq. 6. It should be noted that the regional CBF deter mined as kl (aEf) was less sensitive to tissue heter ogeneity than the other parameters such as k2 (Ef/p) and ap(k/k2), as shown in Fig. 9 , although this pa rameter (kl) is directly sensitive to the inclusion of the tissue fraction (or effect of nonperfusable spaces), which is most important in the atrophic subject. On the other hand, the regional CBF deter mined from k2 (Ef/p) is highly sensitive to tissue heterogeneity (as well as the partition coefficient, p) although this CBF is free from inclusion of the non perfusable spaces (less a) (lida et al., 1988c) . Lammertsma et al. (1987) tried to determine both time delay and dispersion time constant parameters using time-frame data in the build-up phase during continuous inhalation of 1 5 0-labeled carbon dioxide gas. Their technique might be one of the most prac tical solutions to correct for the delay and disper sion that are the most important sources of error in quantitative CBF measurements. The technique, however, may produce a systematic error in the calculated ap value unless the analyzed region is completely homogeneous. Since dispersion and tis sue heterogeneity cause similar effects in ap as demonstrated in Fig. 9 (systematic underestima tion), one might observe a systematically overesti mated ap when making both 6.t and T (in addition to kl and k2) free parameters without taking the tissue mixture effect into account. Their technique seems to be successful, however, for the determination of CBF (calculated from kJ = aEf), because kl had the least sensitivity with respect to dispersion and het erogeneity, as can be seen from Figs. 8 and 9 . Fur ther studies are necessary to confirm the accuracy of this technique.
CONCLUSIONS
The present study suggests: (a) the kinetics of 1 5 0-water is almost correctly described by the con ventional single compartment model; (b) tissue het erogeneity and/or inclusion of nonperfusable spaces, due to the limited spatial resolution of cur rent PET scanners, are the most important limita tions in modeling the tracer kinetics of brain PET data; and (c) correction for dispersion (and delay) of J Cereb Blood Flow Metab. Vol. 9, No, 6, 1989 the peripheraIIy sampled input function is important in the quantitative H2 J5 0-PET study.
