The paper describes downscaling of extreme precipitation in Ireland using a probabilistic method.
INTRODUCTION
Changes in the tails of climate distributions are likely to lead to more significant impacts than just a change in the mean of the distribution. For example, the occurrence of extreme precipitation events that exceed the natural buffering capacity of a river catchment can result in severe flooding.
Projected changes in the climate system, if realised, are likely to lead to an increase in the magnitude and occurrence of such extreme events. In order to minimise any potential future impacts of these events, knowledge about how the frequency and occurrence of extreme events are likely to change, as a consequence of changes in the climate system, is central to developing robust adaptation strategies.
Therefore, determination of the likely recurrence period of extreme events when conducting studies to assess the impacts of climate change is an important step. One of the primary tools used for simulating future spatial and temporal changes in climate variables is the general circulation model (GCM). The GCM usually generates outputs at a relatively coarse resolution (typical grid scale is ∼300 km × 300 km), whereas impact studies typically require information at a point scale (e.g. field, catchment scale). Therefore a downscaling tool to translate the outputs of a GCM to a finer resolution scale is normally needed.
Much attention has been devoted recently to the topic of downscaling. This is largely driven by the fact that GCMs are better able to model large-scale climate variables (e.g. atmospheric pressure) than climatic parameters that Consequently, numerous methods have been developed (e.g.
Wilby & Dawson ) to downscale GCM outputs to local and regional scales including dynamic regional modelling Modelling of extreme event statistics (i.e. magnitude and return period) within a deterministic modelling framework is problematic as deterministic models tend to underestimate future extreme values which exceed those used during calibration of the models. This underestimation is attributed to a lack of stationarity in the derived model parameters. Therefore, a model which addresses this shortcoming is needed.
The use of covariates, to scale model parameters, has previously been considered in Ireland, but not in the context of downscaling. Khaliq & Cunnane () (), based on an earlier work by Coles (), presented a methodology for statistical downscaling of extreme events through the incorporation of covariates into the extremal distribution. The developed methodology fits extremal distributions by maximum likelihood (ML), similar to the situation with time dependent parameters, but unlike a deterministic trend variable, a covariate is itself a random variable. Therefore, by fitting the extremal distribution conditional on the values assumed by the covariate, the problem reduces to that of a time varying parameter. For instance, given the value of a covariate (y), the conditional distribution of the extremal series could be assumed to follow a generalised extreme value distribution with location parameter μ(y), scale parameter σ(y) and shape parameter γ (y). A typical parameterisation would be the same as in Equation (1):
More generally, the covariate y could actually be a vector (i.e. consisting of one or more covariates, say y 1 , y 2 , etc. function, F(X ), of the GPD is given by:
where, x is the random variable, x > u; and σ is the scale parameter, σ > 0, with u ¼ a threshold, ε ¼ shape parameter.
Depending on the value of the shape parameter, ε, the distribution can be classified as GPD type I, type II or exponential as follows:
The return level-return period relation, (X T -T ), is given by:
for GPD type I and type II, and
for exponential distribution, where, λ ¼ m/n, where m is the number of peak over threshold extremes; and n is the total number of years, T ¼ return period (recurrence period) in years.
The covariate concept is based on associating a climate variable(s), considered to hugely affect precipitation in the named location, with one or all the distribution parameters. In the present study, similar to Katz et al. () , only the scale parameter is allowed to vary with the dominant covariates (y 1 , y 2 , etc.), while the shape parameter is kept constant. This is based on the assumption that the shape parameter, a characteristic for extreme precipitation distribution in a location, is assumed to remain constant in the current and future periods. Two functional relations for the parameter with covariates are sought here. These are (Gilleland et al. ) :
Þ¼σ 0 þ σ 1 Ãy 1 þ σ 2 Ãy 2 Logarithmic relation, and, σ y 1 , y 2 ð Þ¼σ 0 þ σ 1 Ãy 1 þ σ 2 Ãy 2 Identity relation (6) where, σ(y 1 , y 2 ) is the new value of the scale parameter as function of the covariates, σ 0 is an intercept in the linear relation, and σ 1 and σ 2 are the slope or trend of the variation in directions of y 1 and y 2 . In the present study, the identity relation was used to describe change in the scale parameter, since the covariates (as will be explained below) are selected using stepwise regression.
Parameters estimation
After determining a threshold and forming the POT series, parameters of the fitted GPD need to be estimated. One of the methods used in estimating the parameters of the model is the ML method. The log-likelihood function to be optimised, for ε ≠ 0, is defined as (Gilleland et al. ) :
when ε ¼ 0 (i.e. for exponential distribution) the loglikelihood function is defined as:
One advantage of the ML over other methods of parameters estimation is its adaptability to changes in model structures. This advantage allows incorporation of model parameters when they change as a function of the covariates. The above likelihood functions will, respectively, change to the following forms: 
Threshold selection
Selection of an appropriate threshold is always difficult and represents a point of weakness for a POT model over others.
On one hand, a threshold must be set high enough so that only true peaks, with Poisson arrival rates (Palutikof et al.
)
, are selected. If this is not the case, the distribution of selected extremes will fail to converge to the GPD asymptote. On the other hand, the threshold must be set low enough to ensure that enough data are selected for satisfactory determination of the distribution parameters.
Accordingly, a number of procedures have been used to aid in selecting an appropriate threshold for the POT model at a site. Two of the used procedures are as follows. In the present study, the 90th percentile has been used as a guide for selecting the appropriate threshold for precipitation. Using one or a combination of the procedures described above, thresholds guides are refined to yield appropriate ones.
Model diagnostic tests
As the reason for fitting a statistical model to a set of data is to make conclusions about some aspect of the population of the observed data, such conclusions could be sensitive to the accuracy of the fitted model. Thus, it is necessary to check the model accuracy and goodness-of-fit by checking its agreement with the data that were actually used to estimate it (model descriptive ability) and also checking its ability to predict future values (model predictive ability).
Four types of model diagnostics are used in the present study to visually check the goodness-of-fit (descriptive ability) of the GPD to model the extreme values series.
These are as follows.
(a) Probability plot, which is a comparison of an empirical (usually percentage rank) and the fitted distribution function in Equation (2) or (3). In the case of a perfect fit, the data would line up on the diagonal of the probability plots as will be shown below.
(b) Quantile plot, which is also a comparison of an empirical form for estimating the exceedance and the inverse of Equation (2) (c) Return period plot, which shows the return period in years against the return level from Equation (4) For checking the GPD model predictive ability, the split sample test method is used. The observed POT extreme series is divided into a calibration sample and a validation sample (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) . The distribution is M 1 is the model with covariates), the deviance statistic is defined as:
where, l 0 (M 0 ) and l 
METHODS OF ANALYSIS
In this section, the steps followed to build the seasonal extreme precipitation models using the combined POT-GPD approach are summarised in the following seven steps. (based on test results) in the location to use in the POT-GPD model. Table 2 . Finally, for each X T series in the periods above, the maximum value of the series is taken to represent a point in the effective X T -T relation in that period. The max(X T ) and min (X T ) points obtained are finally plotted against return period T to yield the affective seasonal return level-return period curve for any of the considered periods at all stations.
ANALYSES AND DISCUSSION OF RESULTS
In this section, results obtained from this study are analysed and discussed. This comes in two main parts. The first part is devoted to analysing the goodness of fit of the POT-GPD as a downscaling approach for extreme values of precipitation at all stations and how incorporation of covariates improves model predictability. The second part concerns discussion of how the developed downscaling models could be used to drive an effective seasonal return level-return period relation, and the usefulness of using these effective relations in estimating quantiles of different frequency in a future time.
Development of POT-GPD seasonal models
Following the steps described in the Methods section, the extRemes software is employed to build extreme precipitation seasonal models. The combined POT-GPD approach is used to build 24 seasonal models (four models for each station) in which the scale parameter of the GPD is allowed to vary as a function of two selected covariates. After the appropriate covariates are determined, refining for the threshold to use in the model is followed. A first fitting for the model is performed with the guided threshold.
Following the second procedure in the 'Threshold selection' section, a plot of threshold values against model parameters, as shown in Figure 2 , is prepared. Based on the plots in this station resembles the general shape of the GPD density function. Accordingly, it could be deduced that GPD fits the extreme precipitation at this station very well as judged by these plots and can be used for modelling its extreme values.
Second, the data are fitted to GPD to form the downscaling model M 1 (P5_U_2 and P5_V_2 are used as covariates for the scale parameter). Fitting of GPD with covariates will result in two more parameters for model M 1 . As can be observed from the results in Table 2 , there is a change in the shape parameter value between models M 1 and M 0 as the distribution shifted form from GPD I to GPD II. Two diagnostic plots for model M 1 are shown in Figure 4 . The probability plot in Figure 4 is slightly different from that in Figure 3 ; however, all points are arranged along a straight line. The quantile plot of Figure 4 is an improvement over (11) is evaluated as 22.8477. Accordingly, fit M 0 is rejected and fit M 1 is preferred over it, and hence it is adopted as the perfect downscaling model for this station.
Following the above steps, all seasonal models for the six stations are built and their particulars are presented in Table 2 . In all stations, it is found that addition of covariates to the base model (M 0 ) brings more improvements to the model and model M 1 is always found to be the best POT- Thus, based on these results, wetter conditions are expected with the current pattern of climate change at this location.
The above demonstration of the significant effects of climate change on extreme magnitude and frequency explains why it is necessary to take this effect into consideration when planning or designing for the future in the natural environment.
Consequently, the effective climate-driven relations developed in this study can be very useful in this respect, especially when making plans at catchment levels.
Similar results of an increase in extreme magnitude of precipitation can also be noticed from the seasonal relations of Birr station, which are shown in Figures 9(a)-9(d) . The curves in these figures show the same pattern as those of Valentia; however the percentage increase brought about by the climate change effect is somewhat different. Here, the percentage increase in the quantile magnitude, for example for a 100 years return period, varies within the seasons between 20 and 50%, and the frequency of occurrence of such a quantile is much shorter than those of Valentia.
This could be attributed to the greater influence of climate change at this location than in Valentia. selected here from large-scale atmospheric circulation variables, at grid point level, provided by GCM models. In this study, only the scale parameter of the GPD is allowed to vary as a function of the dominant covariates in the location.
SUMMARY AND CONCLUSIONS
The methodology is demonstrated by using observed precipitation data from six stations, representing coastal and inland parts of Ireland and covariates derived from climatic variables provided by scenario A2 of HadCM3. A total of 24 (4 for each stations) seasonal downscaling models were developed in the study using the extReme software. Effective climate-driven return level-return period relations are also derived at each station based on the models developed.
Results are presented then analysed and discussed. Concluding remarks are summarised as follows.
• The combined seasonal POT-GPD models developed here are proved to model the extreme behaviour of precipitation in a very successful manner. The dominant covariates obtained were found to associate with the physical cause of precipitation in the location.
• Demonstration results of the models' descriptive and predictive abilities have reinforced the idea that modelling of extreme values is better addressed within the probabilistic non-stationary framework of modelling.
• All the developed seasonal downscaling models are demonstrated to be well representative of the future situation under climate change. Taking uncertainties into consideration, the developed models could be suitable for use to downscale precipitation quantiles for a given return period for planning purposes. All that is needed is to follow the steps mentioned in the Methods section to build these models.
• Precipitation climate-driven return level-return period relations derived here suggest that there is a possible increase in extreme precipitation magnitude and frequency in Ireland with the current and future enforcing of climate change; the influence of climate change has been much observed in inland parts of Ireland. This means that wetter conditions are expected with current and future climate change unfolding. The expected percentage increase in precipitation magnitude is around 20%.
• The expected increase in extreme conditions of precipitation would have adverse effects on the natural environment and socio-economic activities. Therefore the models and effective quantile return period relations developed here could be used at the planning stage of environmental projects or for water resources management and agricultural activities.
