For environmental problems such as global warming future costs must be balanced against present costs. This is traditionally done using an exponential function with a constant discount rate, which reduces the present value of future costs. The result is highly sensitive to the choice of discount rate and has generated a major controversy as to the urgency for immediate action. We study analytically several standard interest rate models from finance and compare their properties to empirical data. From historical time series for nominal interest rates and inflation covering 14 countries over hundreds of years, we find that extended periods of negative real interest rates are common, occurring in many epochs in all countries. This leads us to choose the Ornstein-Uhlenbeck model, in which real short run interest rates fluctuate stochastically and can become negative, even if they revert to a positive mean value. We solve the model in closed form and prove that the long-run discount rate is always less than the mean; indeed it can be zero or even negative, despite the fact that the mean short term interest rate is positive. We fit the parameters of the model to the data, and find that nine of the countries have positive long run discount rates while five have negative long-run discount rates. Even if one rejects the countries where hyperinflation has occurred, our results support the low discounting rate used in the Stern report over higher rates advocated by others.
I. OVERVIEW
In economics "discounting" refers to weighting the future relative to the present [1] . The choice of a discounting function has enormous consequences for long run environmental planning [2] . For example, in a highly influential report on climate change commissioned by the UK government, Stern [3] uses a discounting rate of 1.4%, which on a 100 year horizon implies a present value of 25% (meaning the future is worth 25% as much as the present). In contrast, Nordhaus [4] argues for a discount rate of 4%, which implies a present value of 2%, and at other times [5] has advocated rates as high as 6%, which implies a present value of 0.3%. The choice of discount rate is perhaps the biggest factor influencing the debate on the urgency of the response to global warming. Stern has been widely criticized for using such a low rate [4] [5] [6] [7] [8] [9] . This issue is likely to surface again with the upcoming Calderon report in July 2014.
A simple argument to motivate discounting is based on opportunity cost. Under a constant, continuously compounded rate of interest r, a dollar invested today will yield e rt at time t, so an environmental problem that costs X to fix at time t is equivalent to an investment of e −rt X now. Economists present a variety of reasons for discounting, including impatience, economic growth, and declining marginal utility; these are embedded in the Ramsey formula, which forms the basis for the standard approaches to discounting [10] . Here we adopt the net present value approach, which treats the real interest rate as the measure of the trade-off between consumption today and consumption next year, without delving into the factors influencing the real interest rate. We estimate the stochastic real interest rate process using historical data [10, 11] .
It is often argued that, based on past trends in economic growth, future technologies will be so powerful compared with present technologies that it is more costeffective to encourage economic growth, or to solve other problems such as AIDS or malaria, than it is to take action against global warming now [9] . Analyses supporting this conclusion typically study discounting by working with an interest rate that is fixed over time, ignoring fluctuations about the average. This is mathematically convenient, but it is also dangerous: In this problem, as in many others, fluctuations play a decisive role.
A proper analysis takes fluctuations in the real interest rate, caused partly by fluctuations in growth, into account. When the real interest rate r(t) varies the discounting function becomes
where the expectation E[·] is an average over all possible interest rate paths. The fact that this is an average of exponentials, and not an exponential of an average, im-plies that the paths with the lowest interest rates dominate, and in general lowers D(t). This has been shown in several ways. Early papers analyzed an extreme case in which the annual real rate is unknown today, but starting tomorrow will be fixed forever at one of a finite number of values [12, 13] . More recent papers simulate stochastic interest rate processes out to some horizon, leaving aside the asymptotic behavior of real rates [11, [15] [16] [17] . The presence of fluctuations can dramatically alter the functional form of the discounting function. If interest rates follow a geometric random walk, for example, the discounting function asymptotically decays as a power law of the form D(t) = At −1/2 [14] . In contrast to the exponential function, this is not integrable on (0, ∞), underscoring how important the effect of persistent fluctuations can be.
II. RESULTS
To understand how discounting depends on the random process used to characterize interest rates, we have studied three different models which appear ubiquitously in the literature [21] using both analytical and numerical methods. The models are: the Ornstein-Uhlenbeck (OU) process [18] , the Feller process [19] and the log-normal [20] process. In two of them (Feller and log-normal) rates cannot take negative values while in the OU model r(t) can be either positive or negative. The analytical results which will be presented elsewhere are summarized in Table I where we see that the discounting behavior depends sensitively on the choice of model and parameters [23] .
To determine which model is most appropriate we collected data for nominal interest rates and inflation for fourteen countries over spans of time ranging from 87 to 318 years and used these to construct real interest rates. Figure 1 . Since all but two of our nominal interest rate processes are for ten year government bonds, which pay out over a ten year period, we smooth inflation rates with a ten year moving average, and subtract the annualized inflation index from the annualized nominal rate to compute the real interest rate as described in the Appendix.
A striking feature observed in many epochs for all countries is that real interest rates frequently become negative, often by substantial amounts and for long periods of time (see Table II ). This immediately rules out most standard financial models, which assume that interest rates are essentially always positive. It also illustrates a central problem in previous work; all of the papers cited earlier assume real interest rates are always positive. We thus focus our attention on the OrnsteinUhlenbeck model, which is the only one of the three models we have studied that allows negative interest rates. It can be written as
where r(t) is the real interest rate and w(t) is a Wiener process. The parameter m is a mean value to which the process reverts, k is the amplitude of fluctuations, and α is the strength of the reversion to the mean. Using Fourier-transform methods, in the Appendix we derive an exact solution for the discount function D(t) of the time-dependent OU model. Letting r 0 = r(0) be the initial return, the probability density function p(r, t|r 0 ) is a normal distribution, which in the large time limit has mean m and variance
In the limit t → ∞ the discount function decays exponentially, i.e.
where TABLE II: A summary of our results showing how real interest rates result in a low long-run rate of discounting. This is driven by the fact that average real interest rate m is typically low and the volatility k is substantial. The fact that the characteristic time 1/α is typically only a few years implies the long-run discounting rate r∞ is obtained quickly. Stable countries refer to those with positive r∞ and unstable countries to those with negative r∞. Notes: (i) Thus the long-run interest rate r ∞ is always lower than the average interest rate m, by an amount that depends on the noise parameter k and the reversion parameter α. From equations (3) and (5) it is evident that for any given mean interest rate m, by varying k and α the longrun discount rate r ∞ can take any desired value, including negative values. Furthermore, holding m and r ∞ fixed, the standard deviation σ can be made arbitrarily small. This implies that the probability that r(t) < r ∞ can be made arbitrarily small, even when r ∞ m (see Appendix). Note that the long run distribution (m, σ) does not determine r ∞ by itself; on the contrary, any r ∞ < m is consistent with it. By increasing the persistence parameter 1/α while holding the long run distribution (m, σ) constant it is possible to lower r ∞ to any desired level.
To summarize, the long-run discounting rate can be much lower than the mean, and indeed can correspond to low interest rates that are rarely observed. This dramatically illustrates the folly of assuming that the average real interest rate is the correct long-run discount rate.
Up to a rescaling of time, the long-run behavior of the model depends only on the two non-dimensional parameters µ and κ, defined as
The parameter space can be divided into two regions, as shown in Fig 2. For
How is it possible for the discount function D(t) to increase? This is easy to understand when there are persistent periods of negative real interest rates r(t). Computation of the discount function D(t) in Eq. (1) involves an average over exponentials, rather than the exponential of an average. As a result, periods where interest rates are negative are greatly amplified and can easily dominate periods where interest rates are large and positive, even if the negative rates are rarer and weaker (see Appendix). It does not take many such periods to produce long-run exponential growth of D(t).
More surprising, Eq. (5) shows that it is possible to get a negative long-run discounting rate even if negative real rates are rare. This occurs when µ > κ, or equivalently, when m > k/α 1/2 , corresponding to the identity line in Fig 2. On the other hand, from Eq. (5), if m < k 2 /2α 2 then r ∞ < 0; if we keep the ratio k/α fixed while making α sufficiently small, then r will rarely be negative (indeed, in this case µ/κ ∝ α We fit the parameters of the OU model to each of the data series as described in the Appendix. The resulting parameters are listed in Table II , and the position (κ, µ) of each country is shown in Fig 2. The countries divide into two very clear groups. Nine countries, with relatively stable real interest rates, have long-run positive rates. They are in the exponentially decaying region to the upper left and are tightly clumped together near the zero long-run interest rate curve. Five countries with less stable behavior, in contrast, are in the exponentially increasing region, which implies they have long-run negative rates, and are widely scattered. (It may not be a coincidence that all five have experienced fascist governments). In four cases the average log interest rate m is negative due to at least one period of runaway inflation; the exception is Spain, which has a (highly positive) mean real interest rate, but still has a long-run negative rate. Note that all fourteen countries are below the identity line in Fig 2, indicating that negative real interest rates are common -even in the stable countries they occur 23% of the time.
In Fig. 3 we show the discount function D(t) for all countries as a function of time, illustrating the dramatic difference between the two groups. In most cases the behavior is monotonic; however, it can also be nonmonotonic, as illustrated by Argentina, which initially increases and then decreases.
In every case convergence to the long-run rate happens within 30 years, and typically within less than a decade. This is in contrast to other treatments of fluctuating rates, which assume short term rates are always (or nearly always) positive and predict that the decrease in the discounting rate happens over a much longer timescale, which can be measured in hundreds or thousands of years [11] [12] [13] [14] [15] [16] [17] .
To provide an estimate of statistical fluctuations we break each country's data into four equal sized blocks and estimate the parameters for each block separately. We quote the maximum and minimum values for each country in Table II . This analysis reveals that statistical uncertainty is large. Focusing on the long-run interest rate r ∞ , all countries have positive maximums and most have negative minimums -only the USA, UK, and Denmark have positive r ∞ in all four samples. Sub-sample variations are more than an order of magnitude larger than standard errors, indicating strong non-stationarity.
III. DISCUSSION
Our analysis here demonstrates that since real interest rates are often negative, and indeed are observed more than a quarter of the time, one must use a model that is compatible with this property. For this purpose we use the Ornstein-Uhlenbeck model, which we solve analytically. Our solution makes it easy to understand why the long-run discount rate is so low. The first reason is that real interest rates are typically fairly low. The average over all countries is 0.71%, and even the average over stable countries (those with r ∞ > 0) is 2.7%. The second reason is that the fluctuation term in the second part of Eq. (5), which depends both on the fluctuation amplitude k and the persistence term 1/α, typically lowers rates for the stable countries by about 22%. In some cases, such as Spain, the effect is much more dramatic: Even though the mean short term rate has the high value of m = 5.7%, the long-term discounting rate is r ∞ = −6.4%. Averaging over the five unstable countries the mean interest rate m = −2.9% but r ∞ = −42%.
Our analysis here makes several simplifications, such as ignoring non-stationarity and correlations between the environment and the economy. We believe that including these effects, as we hope to do in future work, will only drive the discounting rate closer to zero. The methods that we have introduced here provide a foundation on which to incorporate more realistic assumptions. Points to the upper left of the solid black curve have long-run discount rate r∞ > 0, whereas for those in the lower right r∞ < 0, i.e. the discount function D(t) actually increases with time. While the discounting behavior of the nine stable countries is very similar, as shown in the inset, the other five countries behave very differently. Nonetheless, all fourteen countries are below the identity line (the green-yellow interface), indicating that in every case negative real interest rates are common. We do not mean to imply that it is realistic to actually use the increasing discounting functions that occur for the five countries with less stable interest rate processes. There is some validity to treating hyper-inflation as an aberration -when it occurs government bonds are widely abandoned in favor of more stable carriers of wealth such as land and gold, and as a result under such circumstances the difference between nominal interest and inflation may underestimate the actual real rate of interest.
Nonetheless, the real interest rate is typically closely related to economic growth, and economic downturns are a reality. The great depression lasted for 15 years, and the fall of Rome triggered a depression in western Europe that lasted almost a thousand years. In light of our results here, arguments that we should wait to act on global warming because future economic growth will easily solve the problem should be viewed with extreme skepticism. Our analysis clearly supports Stern over Nordhaus: Even if we throw out the five countries where we found asymptotically increasing discounting functions, the average long-run interest rate r ∞ for the remaining nine countries is about 2%, only slightly more than the 1.4% used by Stern. When we plan for the future we should always bear in mind that sustained economic downturns may visit us again, as they have in the past. where x(t) is the random process
representing the cumulative return at time t. Therefore,
where p(x, r, t|r 0 ) is the joint probability density function of the bidimensional diffusion process (x(t), r(t)). Since dx(t) = r(t)dt we see from Eq. (2) that the joint density obeys the following Fokker-Planck equation
with the initial condition
The problem is more conveniently addressed by working with the characteristic function, that is, the Fourier transform of the joint densitỹ
Transforming Eqs. (A2)-(A3) results in the simpler equation:
The solution of this initial-value problem is given by the Gaussian functioñ
where the expressions for A(ω 1 , t), B(ω 1 , t), and C(ω 1 , t) will be presented elsewhere.
Once we have the characteristic functionp obtaining the equivalent discount function is straightforward. In effect, from Eqs. (A1) and (A4) we see that
In our case D(t) = exp{−C(−i, t)} which, after using the expression for C(ω 1 , t) (to be detailed elsewhere) finally results in
The exponential terms in Eq. (A6) are negligible for large times (t α −1 ). Finally, as t → ∞, we get
which is Eq. (4). In the vicinity of the bottom right corner the probability of negative rates is around 0.5 while at the upper left corner this probability is exponentially small and rates are mostly positive.
Appendix B: Negative rates
As we have mentioned above the OU model may attain negative rates. Let us now quantify this characteristic by evaluating the probability P (r < 0, t|r 0 ), for r(t) to be negative. It can be easily shown that the stationary probability, defined as
is given by
where Erfc(x) is the complementary error function and µ and κ are defined in Eq. (6). Using standard asymptotic expressions of Erfc(x) we can easily obtain the behavior of P (−) s in the cases (i) µ < κ and (ii) µ > κ. Thus, (i) if the non-dimensional mean interest rate µ is smaller than the non-dimensional fluctuation amplitude κ, µ/κ < 1 and we have
For µ/κ sufficiently small, this probability approaches 1/2. In other words, rates are positive or negative with almost equal probability. Note that this corresponds to the situation in which noise dominates over the mean value (see the low right corner in Fig. 4 ).
(ii) When fluctuations around the normal level are smaller than the normal level itself, κ < µ, we get
Therefore for mild fluctuations around the mean the probability of negative rates is exponentially small (see upper left corner of Fig. 4) . In the limiting case where noise is balanced by the mean value, the probability of negative rates is P (−) s = 0.079 and, due to the ergodic character of the OU process, this means that when µ = κ rates spend, on average, 7.9 % of the time with negative values.
Appendix C: Rates below the long-run rate
The probability that real rates r(t) are below the longrun rate r ∞ is given by
It can be easily shown that in the stationary regime, t → ∞, this probability is given by
Note that this expression proves that P ∞ can be made arbitrarily small by increasing the persistence parameter 1/α while holding m and r ∞ fixed. Indeed, using the asymptotic estimate
we have
which is exponentially small when α → 0.
Appendix D: Parameter estimation
Real rates are nominal rates corrected by inflation. Nominal rates are given by the IG rates (i.e., 10 year Government Bond Yield) except in the cases of Chile and United Kingdom where, due to unavailability, we take the ID rates (i.e., the 10 year Discount rate). We transform the open IG or ID annual rates into logarithmic rates and denote the resulting time series by b(t). Inflation is represented by the Consumer Price Index (CPI) and its log-rate is c(t) = 1 T ln [C(t + T )/C(t)] , where T = 10 years and C(t) is the time series of the empirical CPI for each country. Finally, the real interest rate, r(t), is defined by r(t) = b(t) − c(t).
The recording frequency for each country is either annual or quarterly.
We estimate the parameters m, k and α of the OU model as follows: The rate m is the stationary average of the process (2): E[r(t)] = m.
We estimate α and k based on the autocorrelation function K(t − t ) = E [(r(t) − m)(r(t ) − m)] . For the OU process this is
e −α|t−t | , and α −1 is the correlation time. We estimate α (measured in units of 1/year) by evaluating the empirical autocorrelation and fitting it with an exponential. Once α is determined the parameter k is obtained from the (empirical) standard deviation, σ 2 = E (r(t) − m) 2 , which is given by the correlation function since σ 2 = K(0). Hence
In order to have an idea about the robustness of the estimation procedure we split the constructed real interest rate data from each country into four equally spaced blocks. In each block we estimate the parameters of the OU model applying the method described above, except for the parameter α, which is always estimated using the complete data set. The main reason to avoid estimating α on small blocks is because the time series of some countries are too short. Instead the quoted uncertainty in α is the standard least square error, computed by fitting an exponential to the autocorrelation function of the real interest time series. Table II shows the minimum and the maximum values for µ, κ and r ∞ , and their uncertainties under subsampling.
