Introduction
Presbyopia and cataract are increasing concerns in the aging society. Both age-related ailments go along with a loss of accommodation. A new approach to restoring the patients' ability to accommodate is the Artificial Accommodation System [1] . It will be implanted into the capsular bag to replace the human crystalline lens. Depending on the measured actual need for accommodation, the Artificial Accommodation System autonomously adapts the refractive power of its integrated optical element. Power consumption of the system is highly influenced by the user's behaviour. For the optimization of the power consumption of the Artificial Accommodation System, knowledge of the accommodation amplitude and accommodation frequency during every-day life activities is required. To our knowledge, investigations of gaze, gaze-shifts under various viewing conditions mainly focus on the targets viewed by subjects and the corresponding features of the targets attracting the subject's attention. Only few studies investigate the corresponding viewing distance [2] [3] . To investigate on the accommodation amplitude and accommodation frequency an optical eye-tracker is being developed [4] . This work focuses on the comparison of algorithms to extract the geometry of the pupil from eyetracker images in real-time.
Methods
The eye-tracker consists of two black and white cameras from ImagingSource (DMM 22BUC03-ML) delivering up to 87 FPS with a resolution of 640x480 Pixels with 8 bit depth. The cameras are connected to a host computer via USB 2.0. Within the eye-tracker the cameras are mounted above the eyes of the subject. The lenses of the cameras are standard IR-corrected s-mount lenses with a focal distance of 8 mm. In front of the lenses an IR lowpass filter with a cutoff wavelength of 830 nm (Edmund optics #54-663) is mounted. The optical path is deflected by use of a dichroitic mirror reflecting infrared light and transmitting the visible spectrum. The working distance of the camera is approx. 70 mm. The eyes are illuminated by infrared LEDs emitting light with a wavelength of 850 nm. For the analysis, image data of a single camera was processed by a personal computer embodying a Pentium DualCore E5200 processor and running Microsoft Windows7®. The image processing software has been developed in Microsoft VisualStudio® 2008 by use of the OpenCV library 2.3.1 from 12th of September 2011. Timing was measured by means of FILETIME.dwHighDateTime and FILETIME.dwLowDateTime which gives a theoretical resolution of up to 0.1 microseconds. The process of extracting pupil parameters from camera images is depicted in Figure 1 . As a first step all points at the pupil perimeter were detected by means of feature detection. For the perimeter extraction two algorithms have been evaluated. The first one being the contour fit algorithm implemented in OpenCV and the second algorithm being the Starburst algorithm described in [5] . In a second step an ellipse was fitted to the contour points returned by the algorithm performing feature extraction. To calculate the parameters of the ellipse describing the pupil in the frame here also two algorithms, the ellipse fit algorithm implemented in OpenCV which is based on a linear regression [6] and the RANSAC (random sample consensus) approach described in [5] have been implemented. 
Results
All described algorithms have been implemented and evaluated with sample image data taken by the eyetracker hardware. The comparison in Table 1 shows that case 1 exhibits good false-positive behaviour (no pupil detected if no pupil is visible in the image) and good precision of the ellipse fit. Case 2 shows close to equal detection quality but with slightly shorter run-times. Case 3 and 4 are less susceptible to glints (reflection of light source on cornea) but show a bad overall precision. Some example images are shown in Figure 2 . Figure 3 shows the influence of the glint on the performance of the algorithms. 
Discussion
In our case the least squares method implemented in OpenCV delivers best results with a minimum of increase in calculation time. The reduced susceptibility of the RANSAC based algorithms to glints can be explained with RANSAC's random behaviour which is able to naturally reduce the weight of false identified contour points. The problem of the glint's influence easily can be coped with by implementing a glint removal step as described in [5] . But, as shown in figure 2, without glints inside the pupil the OpenCV least squares based ellipse fit algorithm shows a much better precision than the RANSAC based fit. 
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