Stability, instability, and error of the force-based quasicontinuum approximation by Matthew Dobson et al.
Archive for Rational Mechanics and Analysis manuscript No.
(will be inserted by the editor)
Matthew Dobson ¢ Mitchell Luskin ¢
Christoph Ortner
Stability, Instability, and Error of
the Force-based Quasicontinuum
Approximation
August 23, 2009
Abstract Due to their algorithmic simplicity and high accuracy, force-based
model coupling techniques are popular tools in computational physics. For
example, the force-based quasicontinuum (QCF) approximation is the only
known pointwise consistent quasicontinuum approximation for coupling a
general atomistic model with a ¯nite element continuum model. In this paper,
we present a detailed stability and error analysis of this method. Our optimal
order error estimates provide a theoretical justi¯cation for the high accuracy
of the QCF approximation: they clearly demonstrate that the computational
e±ciency of continuum modeling can be utilized without a signi¯cant loss of
accuracy if defects are captured in the atomistic region.
The main challenge we need to overcome is the fact that the linearized
QCF operator is typically not positive de¯nite. Moreover, we prove that no
uniform inf-sup stability condition holds for discrete versions of the W1;p-
W1;q \duality pairing" with 1=p + 1=q = 1, if 1 · p < 1. However, we were
able to establish an inf-sup stability condition for a discrete version of the
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W1;1-W1;1 \duality pairing" which leads to optimal order error estimates
in a discrete W1;1-norm.
1 Introduction
Localized defects in materials typically interact with elastic ¯elds far be-
yond the defects' atomic neighborhood. Accurately computing the structure
of localized defects requires the use of atomistic models; however, atomistic
models are too computationally demanding to be utilized for the entire in-
teracting system. The goal of atomistic to continuum coupling methods such
as the quasicontinuum (QC) method is to use the computationally intensive,
fully atomistic calculations only in regions with highly non-uniform deforma-
tions such as neighborhoods of dislocations, crack tips, and grain boundaries;
and to use a (local) continuum model in regions with nearly uniform defor-
mations to reduce the number of degrees of freedom.
The initial computational results obtained with the QC method have
excited the materials science community with the promise of the simulation
of heretofore inaccessible multiscale materials problems [20,27,36]. Variants
of the QC method have continued to be developed with the introduction of
adaptive methods, improved mesh generation, and faster solvers [1,2,8,16,
25,31,33]; yet, in common with many other multiscale methods it lacks the
theoretical basis to be considered a predictive computational method.
During the past few years, a mathematical structure has been given to the
description and analysis of various °avors of the QC method, clarifying the
relation between di®erent approximations and the corresponding sources of
error [3,7,9,14,15,17,18,23,24,26,29,30]. In the present paper, we contribute
to this e®ort by providing a detailed stability and error analysis of the force-
based quasicontinuum approximation.
Considerable concern has been generated by the discovery that early QC
approximations exhibit \ghost" forces in the atomistic to continuum interface
when the material is subject to a uniform strain, that is, they do not satisfy
the \patch test" criterion of computational mechanics. In the language of nu-
merical analysis, this means that the QC approximation is not consistent with
the underlying atomistic model. The ¯rst remedy, which is still commonly
employed, is known as the ghost force correction. It ¯rst applies a dead load
that corrects the ghost forces at the current state of a continuation process,
then increments the parameter value for the process, then reminimizes the
energy at the new parameter value and dead load, and ¯nally recomputes
the ghost force corrections for use as a dead load at the next step of the
continuation process [27,33]. In [7,8] this process was identi¯ed as an itera-
tive method to approximate the solution to the equilibrium equations for a
purely force-based coupling approach, which we label the force-based quasi-
continuum (QCF) approximation. This formulation of the QCF method has
enabled the development of more e±cient iterative and continuation methods
for its solution and a more precise understanding of the error [7,8]. Related
force-based modeling approaches, which couple an atomistic region with a
continuum region modeled by linear elasticity can be found in [21,34].Stability, Instability, and Error of the Force-based QC Approximation 3
Other research groups have proposed QC approximations that utilize spe-
cial interfacial atoms at the atomistic to continuum interface in an attempt to
develop an energy-based QC method that does not su®er from the ghost force
problem mentioned above [14,35]. The quasi-nonlocal (QNL) approach [35]
is easy to implement and removes ghost forces for short range interactions
(depending on the lattice structure), but ghost forces remain for longer range
interactions. This method was generalized in the reconstruction approach [14]
which, in theory, allows for the elimination of all ghost forces; however, ex-
plicit methods have only been constructed for planar interfaces so far. More-
over, a computationally e±cient implementation of this method has yet to
be proposed.
Both of the above methods [14,35] couple the original atomistic model to
a new atomistic model with local interactions. To allow for the reduction of
degrees of freedom by piecewise linear interpolation in the continuum region
as in the ¯nite element method, it is necessary to further couple this local
atomistic model to a volume-based local model. However, it is not known
how to couple a local atomistic model to a volume-based local model along
a nonplanar interface without introducing ghost forces [14]. In contrast, the
QCF approximation allows arbitrary atomistic to continuum interfaces and
coarsening without ghost forces.
Rather than computing forces from a total energy, the QCF approxima-
tion directly assigns forces using a simple rule: the force on an atom in the
atomistic region is computed from the force law of the atomistic model, while
the force on a degree of freedom in the continuum region is computed from
the force law of the continuum (¯nite element) approximation [7,8]. There is
no modi¯cation of these equations near the atomistic to continuum interface
and it is therefore easy to see (Section 2.3) that the QCF equilibrium equa-
tions are consistent with the underlying atomistic model, and in particular,
that there are no ghost forces in this approximation. In fact, we will show
in Section 2.3 that the QCF approximation has an O(²2) truncation error
in the atomistic to continuum interface for all smoothly varying strains. By
contrast, it has been shown in [10] that, even when it succeeds in removing
ghost forces, the QNL method has an O(1) truncation error in the atomistic
to continuum interfaces for a nonuniform but smooth strain. (This is nev-
ertheless a signi¯cant improvement over the O(1=²) truncation error in the
original QC method.)
With the exception of [30], error analyses of energy-based QC methods
have utilized the coercivity (positive-de¯niteness) of the linearization of the
QC equilibrium equations about the energy-minimizing solution [10,15,29].
A recent attempt to establish an error analysis for the QCF method has pre-
sented an invalid proof of coercivity of the linearized equilibrium equations
and an error analysis based on this incorrect coercivity result [28]. In the
present paper we prove that, typically, the linearization of the QCF equilib-
rium equations is not coercive (cf. Theorem 1), and consequently, our error
analysis will be based on a more general inf-sup stability condition. However,
even this more general approach will fail unless the function spaces are cho-
sen with great care. We show in Section 5 that the linearized QCF operator
is stable with respect to a discrete version of the W1;1-W1;1 pairing, uni-4 M. Dobson et al.
formly with respect to the number of atoms, but we show in Section 7 that
it is not uniformly stable with respect to any other W1;p-W1;q pairing where
1
p + 1
q = 1:
Our goal in this paper is to clearly present our techniques in the simplest
setting. For this reason, we restrict our presentation to a one-dimensional
chain of atoms which interact with nearest and next-nearest neighbors. To
further simplify the setting, we consider a linearization of the force-based
equilibrium equations about a uniform strain. Although the QCF approxi-
mation can be directly formulated and implemented with mesh coarsening in
the continuum region, we only consider the modeling error due to the QCF
approximation itself and do not consider the coarsening error. Each of these
extensions deserve a careful analysis in order to ¯rmly establish the mathe-
matical foundation of the QCF approximation and will be discussed further
in the conclusion.
The main result of the present paper is that the strain error for the QCF
approximation is O(²2), where ² is the lattice spacing scaled by the material
dimension. The prefactor for the ²2 error term is a maximum norm of a third
divided di®erence of the displacement restricted to the continuum region only.
Thus, our analysis predicts the observed high accuracy of the QCF method
when defects are modeled in the atomistic region.
In Section 2, we present a detailed description of the QCF approximation
and a ¯rst estimate of the truncation error with respect to the fully atomistic
model. In Section 3, we show how to formulate the QCF approximation in
a \weak form" that allows us to study its stability by considering discrete
versions of the W1;p-W1;q \duality pairing." This is equivalent to putting
the QCF operator into a divergence form, which will indicate an interesting
nonlocal e®ect of the atomistic to continuum interface. This nonlocal e®ect is
the source of the lack of coercivity which we establish in Section 4, based on
the explicit construction of an unstable displacement. In Section 5, we derive
inf-sup stability results that are then combined, in Section 6, with negative-
norm truncation error estimates, to obtain optimal order error estimates for
the QCF approximation. We conclude, in Section 7, by showing the lack of a
uniform inf-sup constant for many other common choices of duality pairings.
2 The Force-Based Quasicontinuum Approximation
We consider a one-dimensional atomistic chain whose 2M + 1 atoms occupy
the reference positions xj = j², where ² is the atomic spacing in the refer-
ence con¯guration, and which interact with their nearest and next-nearest
neighbors. We denote the deformed positions by yj for j = ¡M;:::;M. The
boundary atoms are constrained by
y¡M = ¡FM² and yM = FM²;
where F > 0 is a macroscopic deformation gradient. The total energy of a
deformation y 2 R2M+1 is given by
Ea(y) ¡
M X
j=¡M
²fjyj; (1)Stability, Instability, and Error of the Force-based QC Approximation 5
where
Ea(y) =
M X
j=¡M+1
²Á
³yj ¡ yj¡1
²
´
+
M X
j=¡M+2
²Á
³yj ¡ yj¡2
²
´
; (2)
and where Á is a scaled two-body interatomic potential (for example, the
normalized Lennard-Jones potential Á(r) = r¡12 ¡ 2r¡6) and and fj, j =
¡M;:::;M are external forces. The equilibrium equations are given by the
force balance conditions at the free atoms,
Fa
j (y) + fj = 0 for j = ¡M + 1;:::;M ¡ 1;
yj = Fj² for j = ¡M; M;
(3)
where the atomistic force (per lattice spacing ²) is given by
Fa
j (y) := ¡
1
²
@Ea(y)
@yj
=
1
²
(·
Á0
µ
yj+1 ¡ yj
²
¶
+ Á0
µ
yj+2 ¡ yj
²
¶¸
¡
·
Á0
µ
yj ¡ yj¡1
²
¶
+ Á0
µ
yj ¡ yj¡2
²
¶¸)
:
(4)
In (4) the unde¯ned terms Á0(1
²(y¡M+1 ¡y¡M¡1)) and Á0(1
²(yM+1 ¡yM¡1))
are taken to be zero.
We let uj be a perturbation from the uniformly deformed state yF
j = Fj²;
that is, we de¯ne
uj = yj ¡ Fj² for j = ¡M;:::;M:
We linearize the atomistic equilibrium equations (3) about the deformed state
yF; resulting in the linear system
(Laua)j = fj for j = ¡M + 1;:::;M ¡ 1;
ua
j = 0 for j = ¡M; M;
(5)
where (Lav)j, for a displacement v 2 R2M+1, is given by
(Lav)j :=
8
> > > > > > > > > > > > > > <
> > > > > > > > > > > > > > :
Á00
F
·
¡vj+1 + 2vj ¡ vj¡1
²2
¸
+ Á00
2F
·
¡vj+2 + vj
²2
¸
;
for j = ¡M + 1;
Á00
F
·
¡vj+1 + 2vj ¡ vj¡1
²2
¸
+ Á00
2F
·
¡vj+2 + 2vj ¡ vj¡2
²2
¸
;
for j = ¡M + 2;:::;M ¡ 2;
Á00
F
·
¡vj+1 + 2vj ¡ vj¡1
²2
¸
+ Á00
2F
·
vj ¡ vj¡2
²2
¸
;
for j = M ¡ 1:6 M. Dobson et al.
Here and throughout we de¯ne Á00
F := Á00(F) and Á00
2F := Á00(2F), where Á is
the interatomic potential in (2). We assume that Á00
F > 0 and Á00
2F < 0; which
holds for typical pair potentials such as the Lennard-Jones potential under
physically relevant deformations. We remark that, for Á00
F + 4Á00
2F > 0, the
system (5) has a unique solution. This follows from (14) and from Lemma 4
(see also [10,11] for an analysis of the periodic case which is similar).
The local QC approximation uses the Cauchy-Born extrapolation rule to
approximate the nonlocal atomistic model by a local continuum model [7,15,
27,36]. In our context, this corresponds to approximating yj ¡yj¡2 in (2) by
2(yj ¡ yj¡1) and results in the local QC energy
Elqc(y) =
M X
j=¡M+1
²
·
Á
µ
yj ¡ yj¡1
²
¶
+ Á
µ
2(yj ¡ yj¡1)
²
¶¸
: (6)
Note that the above expression has one more next-nearest neighbor term
than (2). This is because the atoms at j = ¡M +1;M ¡ 1 do not \feel" the
e®ect of the boundary in the local approximation. The local QC equilibrium
equations are then given by
F
lqc
j (y) + fj = 0 for j = ¡M + 1;:::;M ¡ 1;
yj = Fj² for j = ¡M; M;
where the local QC force (per lattice spacing ²) is given by
F
lqc
j (y) := ¡
1
²
@Elqc(y)
@yj
=
1
²
(·
Á0
µ
yj+1 ¡ yj
²
¶
+ 2Á0
µ
2(yj+1 ¡ yj)
²
¶¸
¡
·
Á0
µ
yj ¡ yj¡1
²
¶
+ 2Á0
µ
2(yj ¡ yj¡1)
²
¶¸)
:
(7)
Linearizing the local QC equilibrium equations (7) about the deformed state
yF results in
(Llqculqc)j = fj for j = ¡M + 1;:::;M ¡ 1;
u
lqc
j = 0 for j = ¡M; M;
where (Llqcv)j, for a displacement v 2 R2M+1, is given by
(Llqcv)j = (Á00
F + 4Á00
2F)
·
¡vj+1 + 2vj ¡ vj¡1
²2
¸
; j = ¡M + 1;:::;M ¡ 1:
The increased e±ciency of the local QC approximation is obtained when
its equilibrium equations (7) are coarsened by reducing the degrees of freedom
using piecewise linear interpolation between a subset of the atoms [7,27]. For
the sake of simplicity of exposition, we do not treat coarsening in this paper.Stability, Instability, and Error of the Force-based QC Approximation 7
In order to combine the accuracy of the atomistic model with the e±ciency
of the local QC approximation, the QCF method decomposes the reference
lattice into an atomistic region A and a continuum region C, and assigns
forces to atoms according to the region they are located in. Since the local
QC energy (6) approximates yj ¡ yj¡2 in (1) by 2(yj ¡ yj¡1); it is clear
that the atomistic model should be retained wherever the strains are varying
rapidly. The QCF operator is then given by [7,8]
F
qcf
j (y) =
(
Fa
j (y) if j 2 A;
F
lqc
j (y) if j 2 C;
(8)
and the QCF equilibrium equations by
F
qcf
j (y) + fj = 0 for j = ¡M + 1;:::;M ¡ 1;
yj = Fj² for j = ¡M; M:
The QCF approximation gets its name from the assignment of forces at the
atoms in (8). Most other QC approximations build a total energy by summing
energy contributions from each region and compute forces on the atoms by
di®erentiating the energy. However, Fqcf is a non-conservative force ¯eld and
cannot be derived from an energy [7].
2.1 Arti¯cial boundary conditions for the computational domain
For large atomistic systems it is necessary to reduce the computational do-
main, even when a coarse-graining method such as the QC approximation
is employed. The reduction of the computational domain requires the use
of arti¯cial boundary conditions to approximate the e®ect of the far ¯eld.
The arti¯cial boundary condition most commonly used in the QC method
(and in other atomistic to continuum approximations) sets the displacement
to zero at the boundary of the computational domain, for example, at the
lateral boundary of the crystal in the nanoindentation problem reported in
[19]. More accurate arti¯cial boundary conditions such as those proposed and
analyzed in [22] do not seem to have yet been used in QC computations.
We chose to imitate the approach commonly used in the QC method, by
choosing N ¿ M and 0 < K < N ¡ 1, and letting f¡N;:::;Ng be the
computational domain. De¯ning
A = f¡K;:::;Kg and C = f¡N + 1;:::;N ¡ 1g n A;
to be, respectively, the atomistic and continuum region, the QCF approxi-
mation on the computational domain is given by
F
qcf
j (y) + fj = 0 for j = ¡N + 1;:::;N ¡ 1;
yj = Fj² for j = ¡N; N;
(9)
In this paper, we analyze the linearization of (9) about yF,
(Lqcfuqcf)j = fj for j = ¡N + 1;:::;N ¡ 1;
u
qcf
j = ua
j for j = ¡N; N;
(10)8 M. Dobson et al.
where we have taken u
qcf
¡N = ua
¡N and u
qcf
N = ua
N so that we may ignore the
error induced by the arti¯cial boundary condition and exclusively focus on
the error of the QC approximation. Note that, since atoms near the arti¯cial
boundary belong to C, only one boundary condition is required at each end.
Setting ² = 1=N throughout, we rescale the problem in the usual way [6],
so that the size of the computational domain is of order O(1).
2.2 Notation
We use D : R2N+1 ! R2N to denote the backward di®erence operator,
de¯ned by
(Dv)j = Dvj =
vj ¡ vj¡1
²
for j = ¡N + 1;:::;N:
We will frequently employ the weighted `p-norms,
kvk`
p
² :=
Ã
²
N X
j=¡N
jvjjp
!1=p
; 1 · p < 1;
kvk`1
² := max
¡N·j·N
jvjj;
and the weighted inner product
hv;wi =
N X
j=¡N
²vjwj:
The de¯nition of the di®erence operator D, of the norms kvk`
p
² and of the
inner product hv;wi is extended, in an obvious way, for vectors v;w 2 RK,
where K 2 N is arbitrary. For example, if v 2 R2M+1 then Dv 2 R2M.
Moreover, in view of this convention, the higher order di®erence operators
D2, etc., can be de¯ned by successive application of D; for example, D2vj =
²¡2(vj ¡ 2vj¡1 + vj¡2).
The subspace of R2N+1 with homogeneous boundary conditions is de-
noted
V0 =
©
v 2 R2N+1 : v¡N = vN = 0
ª
:
For future reference we note that the following Poincar¶ e inequality holds [30,
Lemma A.3]:
kvk`1
² · 1
2kDvk`1
² for all v 2 V0: (11)
Furthermore, we note that the linear operator Lqcf which has been de¯ned
above as a mapping from R2N+1 to R2N¡1 will be considered below to be a
mapping from R2N+1 to V0 by the extension
(Lqcfv)¡N = (Lqcfv)N = 0 for v 2 R2N+1:
With this in mind, hLqcfv;wi is well-de¯ned for all v;w 2 R2N+1.Stability, Instability, and Error of the Force-based QC Approximation 9
2.3 Pointwise consistency of the force-based QC approximation
The remarkable simplicity of the formulation of the QCF approximation is
mirrored by its equally striaghtforward consistency analysis. Let ua be the
solution to (5) (assuming Á00
F +4Á00
2F > 0, this system is well-posed), then the
truncation error t 2 R2N+1 is de¯ned by t¡N = tN = 0 and
tj = (Lqcfua ¡ f)j = (Lqcfua ¡ Laua)j for j = ¡N + 1;:::;N ¡ 1;
where Lqcfua is understood by restricting ua to the computational domain.
Since (Lqcfua)j = (Laua)j trivially holds for j 2 A we have tj = 0 for j 2 A.
For j 2 C, on the other hand, we have
tj =(Lqcfua ¡ Laua)j
=Á00
2F
"
4
¡ua
j+1 + 2ua
j ¡ ua
j¡1
²2 ¡
¡ua
j+2 + 2ua
j ¡ ua
j¡2
²2
#
=²2Á00
2F
"
ua
j+2 ¡ 4ua
j+1 + 6ua
j ¡ 4ua
j¡1 + ua
j¡2
²4
#
=²2Á00
2F( ¹ D4ua)j;
where ( ¹ D4v)j = (D4v)j+2 is a fourth-order centered ¯nite di®erence oper-
ator. Note also that ua is de¯ned outside the computational domain. Thus,
for p 2 [1;1], we obtain an exact truncation error estimate,
ktk`
p
² = ²2jÁ00
2Fjk ¹ D4uak`
p
²(C); (12)
where the label C indicates that the summation (or maximum) is only taken
over atoms in the continuum region.
We have presented the calculations leading up to (12) as a simple argu-
ment for the high level of consistency of the QCF method, however, in the
error analysis in Section 6 we will use a slightly sharper negative-norm es-
timate. We also note that, since the computational domain is far from the
boundary of the full atomistic domain where boundary layers may occur, it
follows from the interior regularity of elliptic ¯nite di®erence operators [37]
that k ¹ D4uak`
p
²(C) is bounded in the continuum limit ² ! 0, provided that f
is the restriction of a smooth function in a neighborhood of the continuum
region C to the lattice points.
To estimate the error between the atomistic and QCF solution, we write
Lqcf(ua ¡ uqcf) = t = O(²2jÁ00
2Fj):
Hence, a uniform stability result for the operator Lqcf in an appropriate
norm would lead to an optimal error estimate. As we have already remarked
in the introduction and will make precise in Theorem 1, Lqcf is typically not
coercive and we must therefore prove an inf-sup condition instead. To this
end, we will factor the Lqcf operator into divergence form, Lqcf = DTEqcfD;
where D is the discrete di®erence operator de¯ned above. We will give condi-
tions under which Eqcf is row diagonally-dominant and which will lead to an10 M. Dobson et al.
inf-sup condition for Lqcf: Interestingly, however, this approach only leads
to uniform stability bounds if the `1
² -`1
² duality pairing is used, while the
inf-sup constants for the `p
²-`q
² (1=p + 1=q = 1; 1 · p < 1) pairings are not
uniform in N (cf. Section 7).
3 Divergence Form of the QCF Operator
We will analyze the QCF equilibrium equations (10) by putting them into a
\weak form:" ¯nd uqcf 2 R2N+1 such that
hEqcfDuqcf;Dwi =hf;wi for all w 2 V0;
u
qcf
j =ua
j for j = ¡N; N;
where the linear operator Eqcf : R2N ! R2N is chosen so that
hEqcfDv;Dwi = hLqcfv;wi for all v 2 R2N+1 and w 2 V0: (13)
We call Eqcf the conjugate operator. This operator was previously derived for
a Neumann problem in [7] and for a problem with mixed boundary conditions
in [8].
To motivate the idea we brie°y review the conjugate operator for the full
atomistic model before deriving Eqcf. The atomistic energy (and similarly all
QC energies) can be written as functions of the strain Du; b Ea(Du) := Ea(y);
and its conjugate operator is de¯ned by [7,8]
(Ea(r))j :=
1
²
@b Ea
@rj
(r):
Thus, (Ea(r))j is the negative of the force conjugate to the strain (Du)j: It
follows from the chain rule that
Fa
j (y) := ¡
1
²
@Ea(y)
@yj
=
1
²
"
@b Ea
@rj+1
(r) ¡
@b Ea
@rj
(r)
#
= (Ea(r))j+1 ¡ (Ea(r))j :
Applying this calculation to the linearized operator La; one can easily verify
that
hLav;wi = hEaDv;Dwi for all v;w 2 R2M+1; s.t. w¡M = wM = 0;
where
Ea = Á00
FI + Á00
2F
2
6
6 6
4
1 1
1 2 1 ... ... ...
1 2 1
1 1
3
7
7 7
5
: (14)Stability, Instability, and Error of the Force-based QC Approximation 11
From this representation we obtain immediately that, for v 2 R2M+1 and for
w 2 V0, extended by zero outside the computational domain, the operator
La can be written in the \weak" form
hLav;wi =
N X
j=¡N+1
²
£
Á00
FDvj + Á00
2F
¡
Dvj+1 + 2Dvj + Dvj¡1
¢¤
Dwj: (15)
This formula will be used in Section 6 to derive a negative-norm truncation
error estimate.
To ¯nd a representation for the QCF operator Lqcf in terms of a conju-
gate operator we cannot simply carry out the same computation as above,
even in the linearized case, since it is not related to any energy functional. In-
stead, we will ¯rst derive a \weak" form for Lqcf from which it will be fairly
straightforward to construct the conjugate operator. We begin by writing
Lqcf in the form Lqcf = Á00
FL1 + Á00
2FL2, where
(L1v)j = ²¡2¡
¡ vj+1 + 2vj ¡ vj¡1
¢
; j = ¡N + 1;:::;N ¡ 1; and
(L2v)j =
(
4²¡2¡
¡ vj+1 + 2vj ¡ vj¡1
¢
; j 2 C;
²¡2¡
¡ vj+2 + 2vj ¡ vj¡2
¢
; j 2 A;
and deriving \weak" representations of the operators L1 and L2.
Lemma 1 For all v 2 R2N+1 and w 2 V0 the nearest neighbor and next-
nearest neighbor interaction operators can be written in the form
hL1v;wi =
N X
j=¡N+1
²DvjDwj; and
hL2v;wi = hL
reg
2 v;wi + ²2(D3v¡K+1)w¡K ¡ ²2(D3vK+2)wK;
where D3 is the third-order backward ¯nite di®erence operator,
D3vj = ²¡2(Dvj ¡ 2Dvj¡1 + Dvj¡2);
and where L
reg
2 denotes the \regular" component of L2,
hL
reg
2 v;wi =
¡K X
j=¡N+1
²4DvjDwj +
N X
j=K+1
²4DvjDwj
+
K X
j=¡K+1
²(Dvj¡1 + 2Dvj + Dvj+1)Dwj:
Proof We only prove the representation for L2. To simplify the notation,
we will perform all manipulations only in the right half of the domain and
indicate the remaining terms by dots, for example,
hL2v;vi = ¢¢¢ +
K X
j=0
²(L2v)jwj +
N¡1 X
j=K+1
²(L2v)jwj:12 M. Dobson et al.
The proof simply requires careful summation by parts, performed sepa-
rately in the continuum and atomistic region. In the right half of the atomistic
region, summation by parts yields
K X
j=0
²(L2v)jwj = ¡
K X
j=0
h³vj+2 ¡ vj
²
´
¡
³vj ¡ vj¡2
²
´i
wj
= ¡
K+2 X
j=2
³vj ¡ vj¡2
²
´
wj¡2 +
K X
j=0
³vj ¡ vj¡2
²
´
wj
= ¢¢¢ +
K X
j=2
²
¡
Dvj + Dvj¡1
¢¡
Dwj + Dwj¡1
¢
¡
£
(DvK+1 + DvK)wK¡1 + (DvK+2 + DvK+1)wK
¤
= ¢¢¢ +
K X
j=1
²
¡
Dvj+1 + 2Dvj + Dvj¡1
¢
Dwj
¡ (DvK+2 + 2DvK+1 + DvK)wK:
Here, we also used the dots to indicate additional terms which would have
canceled had we performed the calculation over the entire domain. A similar
computation in the continuum region gives
N¡1 X
j=K+1
²(L2v)jvj =
N X
j=K+1
²4DvjDwj + 4DvK+1wK:
Considering the symmetry of the problem, or by performing the same calcu-
lation in the left half of the domain, we obtain the stated result. u t
In order to ¯nd the conjugate operator, we only need to write wK and
w¡K in terms of the strains Dwj. This is achieved by connecting these dis-
placements to the boundary, for example, by using the identities
wK = ¡
N X
j=K+1
²Dwj and w¡K =
¡K X
j=¡N+1
²Dwj:
Note, however, that there is no unique way of achieving this. Our choice
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a fact that will become important later on. Thus, we obtain
Eqcf = Á00
FI + Á00
2F
2
6 6
6
6 6
6 6
6
6 6
6 6
6
6 6
6 6
6
4
4 1 -2 1 ...
. . .
. . .
. . .
4 1 -2 1
5 -2 1
1 2 1
1 2 1 ... ... ...
1 2 1
1 2 1
1 -2 5
1 -2 1 4 . . .
. . .
. . .
...
1 -2 1 4
3
7 7
7
7 7
7 7
7
7 7
7 7
7
7 7
7 7
7
5
: (16)
With this choice we indeed obtain the identity (13).
4 Lack of Coercivity
Local minimizers of the atomistic energy are characterized, essentially, by the
fact that the Hessian is positive de¯nite. It can be shown that the coercivity
of the operator La in appropriate norms is independent of problem size N,
provided that Á00
F + 4Á00
2F > 0 (see [10,11] for a periodic problem; the proof
for the Dirichlet boundary value problem is very similar). It can moreover
be shown that the energy-based quasi-nonlocal approximation always inherits
coercivity of the atomistic operator [11].
In Section 5, we will give conditions on Á00
F and Á00
2F under which the QCF
operator Lqcf inherits stability in a more general sense, uniformly in N; even
though it does not inherit coercivity. In fact, as we show in the following
theorem, the Lqcf operator is not coercive whenever N is su±ciently large.
That is, not only is it lacking uniform coercivity, but it is not even positive
de¯nite. This result explains why we need to work with a technically more
involved inf-sup stability condition in our error analysis in later sections.
Theorem 1 Suppose that Á00
F > 0 and Á00
2F 2 R n f0g; then, for su±ciently
large N; the operator Lqcf is not coercive. More precisely, there exist N0 2
N; C1 ¸ C2 > 0 such that, for all N ¸ N0 and 2 · K · N=2,
¡C1N1=2 · inf
v2V0
kDvk`2
²
=1
hLqcfv;vi · ¡C2N1=2:
Proof As in Section 3 we write Lqcf = Á00
FL1 + Á00
2FL2. Since hL1v;vi =
kDvk2
`2
²; we need to concentrate on the next-nearest neighbor interaction
operator L2. If we can show that L2 is neither bounded above nor below,
uniformly in N, and with the stated asymptotic behavior, then the upper
bound follows. The lower bound follows from the fact that L1 is bounded
while jhL2v;vij · C1N1=2kDvk2
`2
². Both of these facts are established in the
following lemma. u t14 M. Dobson et al.
Lemma 2 Suppose that the conditions of Theorem 1 hold. Then there exist
positive constants c1; c2, independent of N, and lattice functions v+; v¡ 2 V0
such that kDv+k`2
² = kDv¡k`2
² = 1;
hL2v+;v+i ¸ c1(N1=2 ¡ c2); and hL2v¡;v¡i · ¡c1(N1=2 ¡ c2):
Moreover, these bounds are asymptotically optimal in that there exists a con-
stant c3 > 0 such that
¯
¯hL2v;vi
¯
¯ · c3N1=2 for all v 2 V0 with kDvk`2
² = 1:
Proof We write hL2v;vi by setting w = v in Lemma 1. The crucial observa-
tion is that the term vK(DvK+2 ¡ 2DvK+1 + DvK) cannot be expressed as
a quadratic form of strains supported at the interface, while all other terms
are bounded in terms of (a constant multiple of) kDvk2
`2
². More precisely, we
recall that
hL2v;vi =hL
reg
2 v;vi ¡ vK(DvK+2 ¡ 2DvK+1 + DvK)
+ v¡K(Dv¡K¡1 ¡ 2Dv¡K + Dv¡K+1);
where jhL
reg
2 v;vij · ckDvk2
`2
². Next, we construct the functions v§ by choos-
ing vK = 1 and so that the third di®erence in the bracket is of order N1=2.
To this end, we set v = ¹ v + ²1=2±K+1 = ¹ v + N¡1=2±K+1, where
¹ vj =
8
<
:
(N + j)=(N ¡ K ¡ 2); j = ¡N;:::;¡K ¡ 2
1; j = ¡K ¡ 2;:::;K + 2;
(N ¡ j)=(N ¡ K ¡ 2); j = K + 2;:::;N;
(that is, ¹ vj = 1 in the atomistic region and the interface, and interpolates
linearly between 1 and 0 in the continuum region) and where ±K+1;j = 0 if
j 6= K + 1 and ±K+1;K+1 = 1. It is clear that kDvk`2
² uniformly bounded
and isolated from 0; and we obtain
hL2v;vi = hL
reg
2 v;vi + 3N1=2:
Note that no terms at the left interface occur since v is a constant there.
Upon appropriately rescaling by v+ = v=kDvk`2
² so that kDv+k`2
² = 1, we
obtain
hL2v+;v+i ¸ ¡c2 + c1N1=2:
Setting v¡ = c(¹ v ¡ ²1=2±K+1) gives the opposite bound.
To prove the ¯nal statement, namely that these bounds are asymptotically
sharp, we note that all terms of the type vKDvj are of order N1=2,
¯ ¯vKDvj
¯ ¯ = ²¡1=2jvKj²1=2jDvjj · ²¡1=2kvk`1
² kDvk`2
² · (2=²)1=2kDvk2
`2
²;
where we used (11) and a weighted Cauchy{Schwartz inequality to bound
kvk`1
² ·
p
2kDvk`2
². u tStability, Instability, and Error of the Force-based QC Approximation 15
Remark 1 The proof of Lemma 2 reveals that N needs to be of the order
(1 + jÁ00
F=Á00
2Fj)2 before a loss of coercivity can occur. Although it may seem
that this is typically a fairly large number, (1+jÁ00
F=Á00
2Fj)2 is not so large for
strains F near the edge of a stability region (such as near the critical strain
at which the atomistic system \fractures" [5]), or more generally whenever
the next-nearest neighbor interaction is not signi¯cantly dominated by the
nearest neighbor interaction.
5 Stability of the Force-Based Quasicontinuum Solution
We ¯rst recall a classical characterization of the norm of the inverse of an
operator that we will use to prove the stability of the solution to the QCF
approximation. The proof is included for the sake of completeness.
Lemma 3 (Inf-Sup Condition) Let W and V be ¯nite dimensional normed
linear spaces satisfying dimW = dimV; and let L be a bounded linear oper-
ator from V to W0 where W0 is the dual of W: Suppose that
inf
v2V
kvkV =1
sup
w2W
kwkW=1
hLv;wi = ° > 0: (17)
Then L is invertible and the solution u 2 V to Lu = f satis¯es the stability
bound
kukV ·
1
°
kfkW 0 where kfkW 0 := sup
w2W
kwkW=1
hf;wi:
Proof The inf-sup condition (17) implies that the nullspace of L must be
trivial. Since a ¯nite-dimensional linear operator between two spaces of the
same dimension is invertible if and only if it is non-singular, we conclude that
there is a unique solution u 2 V to Lu = f for every f 2 W0:
If kukV = 0; then the stability bound is trivial. Otherwise, we have
kfkW 0 = sup
w2W
kwkW=1
hLu;wi = kukV sup
w2W
kwkW=1
¿
L
µ
u
kukV
¶
;w
À
¸ °kukV : u t
Next, we note that the range of the backward di®erence operator D is
R(D) = R2N
¤ :=
(
» 2 R2N :
N X
j=¡N+1
»j = 0
)
;
and therefore
inf
v2V0
kDvk`1
²
=1
sup
w2V0
kDwk`1
²
=1
hLqcfv; wi = inf
v2V0
kDvk`1
²
=1
sup
w2V0
kDwk`1
²
=1
hEqcfDv; Dwi
= inf
»2R
2N
¤
k»k`1
²
=1
sup
´2R
2N
¤
k´k`1
²
=1
hEqcf»; ´i:
The following lemma gives a bound on such an inf-sup constant, for a
general matrix A. This result and its proof were inspired by [30, Sec. 3.1].16 M. Dobson et al.
Lemma 4 Suppose that A 2 R2N£2N satis¯es
min
i
³
Aii +
X
j6=i
A
¡
ij
´
¡ max
i
X
j6=i
A
+
ij =: ° > 0;
where A
¡
ij = min(0;Aij) and A
+
ij = max(0;Aij), then
inf
»2R
2N
¤
k»k`1
²
=1
sup
´2R
2N
¤
k´k`1
²
=1
hA»; ´i ¸ °=2:
Proof Let » 2 R2N
¤ n f0g and choose p;q 2 f¡N + 1;:::;Ng such that
»p = maxj »j and »q = minj »j. Since
PN
j=¡N+1 »j = 0, it follows that »p > 0
and »q < 0. Moreover, let P = fj : »j ¸ 0g and Q = fj : »j < 0g. If we de¯ne
´ 2 R2N
¤ by
´i =
8
> <
> :
1
2²; i = p;
¡ 1
2²; i = q;
0; otherwise,
then
2hA»;´i =
nX
j
Apj»j
o
¡
nX
j
Aqj»j
o
¸
n
App»p +
X
j2Q
A
+
pj»j +
X
j2Pnfpg
A
¡
pj»j
o
¡
n
Aqq»q +
X
j2P
A
+
qj»j +
X
j2Qnfqg
A
¡
qj»j
o
¸
n
App»p +
X
j2Q
A
+
pj»q +
X
j2Pnfpg
A
¡
pj»p
o
¡
n
Aqq»q +
X
j2P
A
+
qj»p +
X
j2Qnfqg
A
¡
qj»q
o
=
h
App ¡
X
j2Pnfpg
jA
¡
pjj ¡
X
j2P
jA
+
qjj
i
j»pj
+
h
Aqq ¡
X
j2Qnfqg
jA
¡
qjj ¡
X
j2Q
jA
+
pjj
i
j»qj
¸ °(j»pj + j»qj): u t
From Lemma 4 and from (16), we can now deduce that
inf
v2V0
kDvk`1
²
=1
sup
v2V0
kDwk`1
²
=1
hLqcfv; wi
¸
1
2
h
min
i
³
(Eqcf)ii +
X
j6=i
(Eqcf)
¡
ij
´
¡ max
i
X
j6=i
(Eqcf)
+
ij
i
(18)
=
1
2
¡
Á00
F + 8Á00
2F
¢
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Combining this estimate with Lemma 3 gives the following stability result.
Theorem 2 Suppose that Á00
F +8Á00
2F > 0. Then the QCF system (10) has a
unique solution uqcf, which satis¯es
° °Duqcf° °
`1
²
·
2kfk¤
Á00
F + 8Á00
2F
+
¯ ¯
¯
ua
N ¡ ua
¡N
2N
¯ ¯
¯; (19)
where
kfk¤ := sup
w2V0
kDwk`1
²
=1
hf;wi:
Proof We write uqcf = u + uD where u 2 V0 and where
uD
j = ua
¡N + (ua
N ¡ ua
¡N)(N + j)=(2N):
Since uD is a±ne, it can be easily seen that LqcfuD = 0. Hence, the system
is equivalent to Lqcfu = f. In view of (18) and Lemma 3 this has a unique
solution, and we have the stability bound
kDuqcfk`1
² · kDuk`1
² +
°
°DuD°
°
`1
²
·
2kfk¤
Á00
F + 8Á00
2F
+
¯ ¯
¯
ua
N ¡ ua
¡N
2N
¯ ¯
¯: u t
6 Convergence
The QCF error eqcf = ua¡uqcf, where ua is again identi¯ed with its restric-
tion to the computational domain whenever necessary, satis¯es the equation
¡
Lqcfeqcf¢
j = tj; j = ¡N + 1;:::;N ¡ 1;
(eqcf)j = 0; j = ¡N; N:
Using (12) and (11) we see that the truncation error t = Lqcfua ¡ f (but
with tN = t¡N = 0) satis¯es the negative norm estimate
ktk¤ = sup
w2V0
kDwk`1
²
=1
ht; wi · sup
w2V0
kwk`1
²
=1
1
2ht; wi = 1
2 ktk`1
² = 1
2²2jÁ00
2Fjk ¹ D4uak`1
²(C):
However, we can get a slightly sharper result using the variational represen-
tations of the operators La and Lqcf derived in Section 3.
Lemma 5 The truncation error satis¯es the estimate
ktk¤ · 2²2jÁ00
2FjkD3uak`1
² (e C);
where e C = f¡N + 2;:::;¡K + 1g [ fK + 2;:::;N + 1g.18 M. Dobson et al.
Proof Using the \weak" forms of La and Lqcf derived in (15) and in Lemma
1, we obtain
­
t;w
®
=
­
(Lqcf ¡ La)ua;w
®
= Á00
2F
(
¡K X
j=¡N+1
²
¡
¡ Dua
j¡1 + 2Dua
j ¡ Dua
j+1
¢
Dwj
+
¡
Dua
¡K+1 ¡ 2Dua
¡K + Dua
¡K¡1
¢
w¡K
+
N X
j=K+1
²
¡
¡ Dua
j¡1 + 2Dua
j ¡ Dua
j+1
¢
Dwj
+
¡
¡ Dua
K+2 + 2Dua
K+1 ¡ Dua
K
¢
wK
)
· ²2jÁ00
2FjkD3uak`1
² (e C)
¡
kDwk`1
² + 2kwk`1
²
¢
;
where we used a weighted HÄ older inequality in the last step. Using (11) to
bound kwk`1
² we obtain the stated bound. u t
Combining this negative-norm truncation error estimate with the stability
estimate (19), we obtain the following result.
Theorem 3 Suppose that Á00
F +8Á00
2F > 0: Then the atomistic problem (5) as
well as the QCF approximation (10) have unique solutions, and they satisfy
the error estimate
° °D(ua ¡ uqcf)
° °
`1
²
· 4²2 jÁ00
2FjkD3uak`1
² (e C)
Á00
F + 8Á00
2F
;
where the set ~ C is de¯ned in the statement of Lemma 5.
As in Section 2 we note again that it follows from the interior regularity
theory for elliptic ¯nite di®erence operators [37] that kD3uak`1
² (e C) is bounded
in the continuum limit ² ! 0, provided that f is the restriction of a smooth
function in a neighborhood of the continuum region e C to the lattice points.
7 Estimates in Other Norms
We conclude this paper by showing that our choice of norms with respect
to which we analyzed the stability of the QCF approximation was, in some
sense, unique.
Theorem 4 Suppose that Á00
F > 0; Á00
2F 2 R n f0g; and that 1 · p < 1; and
1 < q · 1 so that 1
p + 1
q = 1: Then there exists a constant C > 0 such that,
for 2 · K · N=2,
inf
v2V0
kDvk`p
² =1
sup
w2V0
kDwk`q
² =1
hLqcfv; wi · CN¡1=p:Stability, Instability, and Error of the Force-based QC Approximation 19
Proof We recall from Sections 3 and 5 that
inf
v2V0
kDvk`p
² =1
sup
w2V0
kDwk`q
² =1
hLqcfv; wi = inf
»2R
2N
¤
k»k`p
² =1
sup
´2R
2N
¤
k´k`q
² =1
hEqcf»; ´i
· inf
»2R
2N
¤
k»k`p
² =1
°
°Eqcf»
°
°
`
p
²;
where the second step follows from HÄ older's inequality. Therefore, we obtain
the stated result from the following lemma. u t
Lemma 6 Under the conditions of Theorem 4 there exists a constant C > 0
such that, for 2 · K · N=2;
inf
»2R
2N
¤
k»k`p
² =1
°
°Eqcf»
°
°
`
p
² · CN¡1=p:
Proof The terms causing this e®ect are the nonlocal terms extending from
the atomistic to continuum interface to the boundary. It is therefore natural
to choose » = ~ »=k~ »k`
p
², and
~ »j =
8
> > > > > <
> > > > > :
¡1; j = ¡N + 1;:::;¡K ¡ 1;
¡®; j = ¡K;
0; j = ¡K + 1;:::;K;
®; j = K + 1;
1; j = K + 2;:::;N;
where ® 2 R will be speci¯ed below. Recalling the matrix representation (16)
for Eqcf, we see that
Eqcf ~ » = Á00
F ~ » + Á00
2F
8
> > > > > > > > > > <
> > > > > > > > > > :
¡5 + 2®; j = ¡N + 1;:::;¡K ¡ 1;
¡1 ¡ 2®; j = ¡K;
¡ ®; j = ¡K + 1;
0; j = ¡K + 2;:::;K ¡ 1;
®; j = K;
1 + 2®; j = K + 1;
5 ¡ 2®; j = K + 2;:::;N;
from which we obtain
° °Eqcf ~ »
° °p
`
p
² = 2²
³¯ ¯®Á00
2F
¯ ¯p
+
¯ ¯®Á00
F + (1 + 2®)Á00
2F
¯ ¯p
+ (N ¡ K ¡ 1)
¯
¯Á00
F + (5 ¡ 2®)Á00
2F
¯
¯p´
:
Choosing ® = (Á00
F + 5Á00
2F)=(2Á00
2F), and thereby canceling the dominant
term (N ¡ K ¡ 1)jÁ00
F + (5 ¡ 2®)Á00
2Fjp in the formula above, gives
°
°Eqcf ~ »
°
°p
`
p
² = 2²
³¯
¯®Á00
2F
¯
¯p
+
¯
¯®Á00
F + (1 + 2®)Á00
2F
¯
¯p´
:20 M. Dobson et al.
Moreover, since
°
°~ »
°
°p
`
p
² = 2²(N ¡ K ¡ 1 + j®jp) ¸ 2²(N=2 ¡ 1 + j®jp);
we conclude that
inf
»2R
2N
¤
k»k`p
² =1
°
°Eqcf»
°
°
`
p
² ·
Ã¯
¯®Á00
2F
¯
¯p
+
¯
¯®Á00
F + (1 + 2®)Á00
2F
¯
¯p
N=2 ¡ 1 + j®jp
!1=p
· CN¡1=p;
where C is independent of N. u t
Conclusions
We have presented a detailed stability and error analysis of the QCF method
in one dimension. Although we were able to establish optimal order error
estimates, we have also presented several \negative" results which are, in
many respects, even more interesting. The present paper has focused exclu-
sively on the QCF method, but we expect that the lack of coercivity (and
more generally lack of stability in most norms) may be present in other force-
based coupling methods such as [21,34] or the QM-MM coupling methods
described in [4]. A careful study of these related methods is required to fur-
ther understand and establish force-based coupling techniques as predictive
tools in computational physics.
To conclude, we discuss three important extensions of the analysis pre-
sented in this paper, each of which deserves a careful analysis to further
establish the mathematical foundations of the quasicontinuum method.
First, we note that we have only proven stability of the QCF method
under the condition that Á00
F + 8Á00
2F > 0 (cf. Theorem 2). By contrast, the
atomistic model is uniformly stable if and only if Á00
F + 4Á00
2F + ± > 0; where
± is O(²2) [11]. This leads us to expect that our conditions in Theorem 2 are
not sharp. In fact, our numerical results, and stability results with respect
to di®erent choices of function spaces, reported in [12], indicate that this
is indeed the case. In general, we believe that sharp stability analyses of
quasicontinuum methods are a crucial ingredient to establish their predictive
capabilities in the presence of (near-)singularities, and we have initiated a
systematic study in [11,12].
Second, it needs to be investigated whether our results will hold for more
general atomistic models. We have no reason to expect the contrary. Nev-
ertheless, care would have to be taken to construct and analyze new test
functions in order to establish the counterparts of Theorems 1 and 4. It also
seems likely that the stability result of Theorem 2 can be extended to inter-
action models with an arbitrary ¯nite range, although the notational details
would be more involved and less control on the deformation range where
the result is valid should be expected. Genuine long-range interactions where
Á(r) » 1=r as r ! 1 pose additional challenges. Obtaining sharp stability
estimates such as those we develop in [11,12] would be more di±cult.Stability, Instability, and Error of the Force-based QC Approximation 21
Our third remark is on the extension of our results to the two- and three-
dimensional setting, which is relevant for applications. Note that, in essence,
our proof of Theorem 2 derives an explicit condition on the macroscopic
deformation gradient, F, for which the stability of the nearest-neighbor in-
teraction operator dominates all other interaction terms in the W1;1 norm.
As discussed above, even though this stability condition is not sharp, it gives
a large stability region for many of the interaction potentials commonly con-
sidered, such as the Lennard-Jones potential.
We see no obstacle to extending the argument of Theorem 2 to higher di-
mensions, although it may be quite technically involved. The most technical
component in higher dimensions, namely the stability of the nearest neighbor
interaction operator, is close to classical results on the W1;1-stability of the
Ritz projection [32], or extensions and modi¯cations thereof to elliptic sys-
tems [13]. However, controlling the stability constants is extremely di±cult,
and it is conceivable that any stability conditions obtained in this way would
give a small or nonexistent stability region for many realistic interaction
potentials. Obtaining sharp stability results in this setting is a formidable
challenge.
Extending our \negative" results, Theorems 1 and 4, to the higher di-
mensional case may prove to be quite interesting and challenging as well. In
the case of su±ciently large °at interfaces, it seems likely that one would be
able to extend our one-dimensional arguments, and thereby obtain the loss of
coercivity and loss of stability in certain function spaces for such situations.
However, we expect that the shape and size of the atomistic region has a
much bigger in°uence in 2D and 3D than it does in 1D. For example, it is
unclear to us whether these results remain true if the atomistic region is a
small box that is ¯xed as the number of atoms tends to in¯nity.
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