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We investigate the multielectron effects on high-harmonic generation from solid-state materials
using the time-dependent Hartree-Fock theory. We find qualitative change in harmonic spectra,
in particular, multiple-plateau formation at significantly lower laser intensities than within the
independent-electron approximation. We reveal its origin in terms of interband polarization, i.e,
electron-hole polarization, enabling interband excitation at remote crystal momenta via Coulomb
potential.
Advances in ultrashort intense laser technique have
given access to field-induced extreme nonlinear physics
[1, 2]. In particular, high-harmonic generation (HHG)
from gas-phase materials has led to successful applica-
tions such as attosecond-pulse generation [3, 4] and co-
herent soft x-ray sources in the water-window [5, 6] and
even in the keV region [7], giving birth to attosecond sci-
ence. Many features of gas-phase HHG can be intuitively
and quantitatively explained by a semiclassical three-step
model [8, 9].
Recently, solid-state materials have emerged as a new
stage for strong-field physics, and in particular, many ex-
perimental observations of HHG from solids have been re-
ported since the first discovery by Ghimire et al. [10–21].
These studies have revealed unique aspects of solid-state
HHG such as linear scaling of cutoff energy with field
strength [10, 12] and multiple plateau structure [15, 21].
In contrast to gas-phase HHG, though, the mechanism
underlying these features is still under intensive discus-
sion. HHG from solid-state materials have first been dis-
cussed in terms of Bloch oscillation, or the intraband
current [10–12, 22]. More recently, it has been shown
that the interband current makes a dominant contribu-
tion over the intraband current to the radiation above the
band gap energy, while both contribute equivalently to
the below-gap radiation [23–25]. In this context, Vampa
et al. have proposed a real-space three-step model anal-
ogous to its gas-phase counterpart [26] to explain solid-
state HHG in terms of interband current. Higuchi et
al. have proposed another real-space picture using lo-
calized Wannier-Stark (WS) states and the strong-field
approximation, where the differences of quasienergies of
WS states determine the radiation energies [27]. We
have recently proposed a solid-state momentum-space
three-step model that considers electron dynamics across
multiple bands, incorporating field-induced intraband
displacement, interband tunneling, and recombination
with the valence-band (VB) hole [28] (see also [29, 30]).
With regard to numerical methods, the time-dependent
Schro¨dinger equation (TDSE) [24, 28, 31–33] and semi-
conductor Bloch equations (SBEs) [14, 17, 20, 23, 34]
have often been used, while some authors have tried ab-
initio approaches based on the time-dependent density
functional theory (TDDFT) [25, 35, 36].
While most of these previous works [10–14, 20, 22,
23, 28–30, 34] have used independent-electron approxi-
mation, the role of the electron-hole interaction (EHI)
in the strong field regime is largely unexplored. EHI
forms a characteristic resonance, i.e., excitons, in the
linear response regime, which is well described by the
ab initio Bethe-Salpeter equation [37] based on many-
body perturbation theory (MBPT). It is, however, still
a formidable task to describe highly nonlinear dynam-
ics of extended systems within the framework of MBPT
except for a few pioneering works [38, 39]. Garg et al.
have recently suggested that EHI affects harmonic yields
from silicon dioxide using SBE incorporating the inter-
electronic interaction [17].
In this Letter, we study the effects of the electron-hole
interaction on solid-state HHG using the time-dependent
Hartree-Fock (TDHF) calculation. Our results for a one-
dimensional (1D) model crystal show that EHI qualita-
tively modifies harmonic spectra. Especially, the second
plateau appears at significantly lower laser intensity than
within the independent-electron approximation. In order
to uncover its origin, we expand the TDHF equations
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2with Houston basis [40] and reveal that the Coulomb in-
teraction from the interband polarization at the mini-
mum band gap, once formed, mediates excitation of dis-
tant VB electrons. This mechanism is supported by the
time-frequency structure of HHG and band populations.
The present study will pave the way toward the ultimate
goal of revealing correlations in ultrafast electron dynam-
ics in solids.
We solve a set of the spin-restricted TDHF equations
in the velocity gauge, for an electron orbital ψbk0 that
initially lies in band b with crystal momentum k0 (atomic
units are used throughout unless otherwise mentioned),
i
∂
∂t
ψbk0(x, t) = hˆ(t)ψbk0(x, t)
=
[
[pˆ+A(t)]2/2 + U(x) + wˆ[ρ(t)]
]
ψbk0(x, t), (1)
where A(t) = − ∫ t
0
E(t′)dt′ denotes the vector potential
of the electric fieldE(t), U(x) the periodic potential from
the crystal nuclei, ρ(t) the density matrix,
ρ(x,x′, t) = 2
∑
b∈VB, k0
ψbk0(x, t)ψbk0(x
′, t)∗, (2)
and the operator wˆ[ρ] describes the contribution from
the interelectronic Coulomb interactions, composed of
the Coulomb and exchange terms (see Supplementary In-
formation for details). ψbk0(t) is initially the VB Bloch
function φbk0 , obtained as the self-consistent eigenstate
of the field-free Hartree-Fock Hamiltonian
hˆ0 = pˆ
2/2 + U(x) + wˆ[ρ(0)] (3)
with the energy eigenvalue εbk0 . We calculate the HHG
spectrum as the modulus square of the Fourier transform
of the induced current j(t) = 2
∑
b∈VB, k0 〈ψbk0(t)| pˆ +
A(t) |ψbk0(t)〉. It should be remembered that b and k0
are the band index and crystal momentum, respectively,
of the initial state.
In parallel, we also perform simulations without EHI
using the frozen TDHF Hamiltonian
hˆf (t) = [pˆ+A(t)]
2/2 + U(x) + wˆ[ρ0], (4)
with ρ0(x,x
′) = e−iA(t)·xρ(0)eiA(t)·x
′
, where electrons
move independently in the potential constructed by the
ground state Bloch functions. The factors e−iA(t)·x and
eiA(t)·x
′
are introduced since we use the velocity gauge.
Note that the full TDHF Hamiltonian can be written as
hˆ(t) = hˆf (t) + wˆ[δρˆ(t)], whose second term corresponds
to EHI, with δρˆ(t) = ρˆ(t)− ρˆ0.
We consider a 1D model crystal along laser polariza-
tion. 1D models have previously been used in several
works [24, 27, 28, 31, 32] to study the fundamental na-
ture of solid-state HHG and turned out to be useful.
Moreover, a 1D system has a strong electron-hole cor-
relation [41], thus, which is suitable for the investigation
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FIG. 1. Harmonic spectra as functions of the field amplitude
E0 (bottom axis) and corresponding Apeak (top axis) obtained
from (a) frozen TDHF and (b) full TDHF simulations. The
white dashed vertical lines denote Apeak =
pi
a
= 0.87, which
characterizes the position where the multiple plateaus appear
according to the solid-state three-step model [28]. Two white
solid lines are the energy differences between CBs and VB as
function of Apeak, i.e., ε10(
pi
a
−Apeak) (lower) and ε20(Apeak)
(higher). Inset: close-up of the low-field region represented
by a dashed rectangle in (b).
of EHI. Specifically, our system is a 1D model hydro-
gen chain insulator with a lattice constant of a = 3.6,
composed of a series of hydrogen dimers whose bond
length is 1.6. We use a soft-Coulomb potential v(x, x′) =
[(x−x′)2+1]−1/2 for both electron-nucleus and electron-
electron interactions. Fig. 2 shows the band structure,
the set of the energy eigenvalues εbk0 , with a gap energy
of 9.5 eV. The lowest band or VB is initially fully oc-
cupied. Then we numerically integrate the TDHF equa-
tions (1) and its counterpart with hˆf (t) for a laser field
E(t) = E0 sin
2(t/τ) sin(ωt) with τ = 702.3 (5 cycle),
~ω = 0.387 (eV), where E0 denotes the field amplitude.
The obtained harmonic spectra are shown in Fig. 1
as the functions of the field amplitude E0 and corre-
sponding Apeak, the maximum peak-to-valley amplitude
of the vector potential A(t) [see the inset of Fig. 2(a)].
In the case of the frozen TDHF [Fig. 1(a)], i.e., within
the independent-electron approximation, the appearance
of multiple plateaus at Apeak =
pi
a = 0.87 and the cutoff
positions can be understood on the basis of the solid-
state momentum-space three-step model [28–30]. Anal-
ogously to the case of the gas-phase three-step model
[8, 9], one can easily deduce many aspects of solid-state
HHG by tracing electron dynamics in momentum space
across multiple bands. A typical trajectory is depicted in
Fig. 2(a). An electron initially in the VB undergoes in-
traband displacement and gets excited at the minimum
band gap (MBG) k = ±pia ( 1©) to the first conduction
band (CB), say, at t = t0. The subsequent momentum
displacement in the first CB is given by A(t) − A(t0),
where |A(t) − A(t0)| is bounded by Apeak. Hence, if
Apeak <
pi
a , no excited electrons can reach the next MBG
(k = 0), and they only oscillate in the first CB, which
forms a single plateau in the high-harmonic spectra. On
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FIG. 2. Pictorial representation of momentum-space elec-
tron dynamics (a) within the independent-electron approxi-
mation and (b) involving hauling-up excitation. The inset in
(a) shows the waveform of the vector potential used in TDHF
and frozen TDHF simulations and the definition of Apeak. The
single VB and first three CBs are shown for a 1D model hy-
drogen chain insulator (see text). The band index n is labeled
as 0, 1, 2, . . . from the bottom.
the other hand, if Apeak >
pi
a , a part of electrons can reach
the next MBG ( 2©), be promoted to the second CB, and
further climb up to higher and higher CBs by repeat-
ing the intraband displacement and interband tunneling,
leading to the formation of multiple plateaus. The cut-
off positions as well as time-frequency structure of HHG
(see Fig. 3) can be deduced by tracing all the trajecto-
ries starting from different initial crystal momenta k0. In
Fig. 1(a) the second plateau appears slightly before pia ,
because tunneling from the VB to CB takes place not
only precisely at MBG but also in its vicinity.
Let us now turn on EHI, for which the full TDHF re-
sults are shown in Fig. 1(b). We first notice an exci-
ton peak at 3.8 eV below the gap energy at low inten-
sity [inset in Fig. 1(b)], which indicates that the TDHF
simulations capture EHI appropriately (see Supplemen-
tary Information for the exciton energy and linear re-
sponse). Note that TDDFT at present cannot reproduce
excitons, which is based on the simple adiabatic local-
density approximation in practical implementations [37].
More remarkably, the second plateau already appears at
Apeak ∼ 0.5, much smaller than pia . This is a striking
manifestation of the EHI, which qualitatively alters HHG
spectra.
In order to reveal the underlying microscopic mech-
anism, we expand the orbital functions ψbk0(x, t) with
Houston states e−iA(t)xφnk(t)(x) [40], the instantaneous
eigenstates of hˆf (t) with eigenvalues εnk(t), as
ψbk0(x, t) =
∑
m
αmbk0(t)e
−i ∫ t
0
εmk(t′)dt
′
e−iA(t)xφmk(t)(x),
(5)
where k(t) = k0 + A(t) is the instantaneous crystal mo-
mentum incorporating intraband dynamics. Since the
system under consideration has a single VB, we drop the
initial band index b hereafter. Substituting Eq. (5) into
Eq. (1) (see Supplementary Information for details), we
obtain coupled equations for complex amplitudes αmk0(t)
expressing interband dynamics,
i
d
dt
αmk0(t) =
∑
n
αnk0(t)e
i
∫ t
0
εmn[k(t
′)]dt′
×
E(t)dmnk(t) − ∑
q∈BZ
v¯(−q)Dmnk(t)+q(t)
 , (6)
where εmn(k) = εmk − εnk is the energy difference be-
tween band m and n at crystal momentum k, v¯(q) is
the spatial Fourier transform of the interelectronic soft
Coulomb potential, and dmnk = i 〈ukm|∇kukn〉, with
ukm(x) is the lattice periodic part of the initial Bloch
state, or φkm(x) = e
ikxukm(x). D
mn
k(t) denotes the time-
dependent interband polarization between m and n at
k(t):
Dmnk(t)(t) = α
m
k0(t)α
n∗
k0 (t)e
−i ∫ t
0
εmn[k(t
′)]dt′ . (7)
Assuming that population transfers from the VB to
CBs are small (see Fig. 4 below), we introduce approxi-
mations α0k0(t) ≈ 1 and αm≥1k0 (t) ≈ 0 [42]. Then Eq. (6)
for the first CB (m = 1) becomes
i
d
dt
α1k0(t) ≈ ei
∫ t
0
ε10[k(t
′)]dt′
[
E(t)d10k(t) −
∑
q
v¯(−q)D10k(t)+q(t)
]
,
(8)
which describes the excitation dynamics of a VB electron
starting from crystal momentum k0.
The first term of Eqs. (6) and (8) comes from the frozen
TDHF Hamiltonian, and thus describes the independent
electron dynamics, depicted by the semiclassical trajec-
tory analysis [28]. The second term, on the other hand,
stems from EHI wˆ[δρ(t)] [see Eq. (S4) of Supplementary
Information] and indicates that interband or electron-
hole polarization at a remote crystal momentum k(t)+q,
D10k(t)+q(t) = α
1
k0+q(t)e
−i ∫ t
0
ε10[k(t
′)+q]dt′ , (9)
can induce quasi-resonant excitation when ε10[k(t)] ≈
ε10[k(t) + q]. Therefore, even if a VB electron starting
from k0 dose not reach MBG through intraband displace-
ment, it can be excited to the first CB once another elec-
tron initially at k0 + q reaches MBG and tunnels to the
CB [Fig. 2(b)]. It should be noticed that neither the
first nor second terms directly change the crystal mo-
mentum, thus, the instantaneous crystal momentum is
always given by k(t) = k0 +A(t), in whichever band the
electron actually is.
This hauling-up effect provides a shortcut for VB elec-
trons to climb up to the second CB, which leads to the
formation of the second plateau even if Apeak <
pi
a . The
electrons initially at k0 ∈ [−max(A(t)),−min(A(t))]
pass by k = 0, i.e., MBG between the first and second
CB. Thus, if these VB electrons are excited to the first
CB via the hauling-up effect, then they can climb up to
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FIG. 3. (a, b) Time frequency structure of HHG extracted
by Gabor transform from (a) frozen TDHF and (b) full TDHF
simulation results for E0 = 2.60 V/nm. (c) gray lines: elec-
tron trajectories that first tunnel from VB to the first CB
band at the minimum band gap k = ±pi
a
, drawn based on
the solid-state three-step model [28]. Blue lines: trajectories
involving promotion to the first CB via hauling-up excitation.
The blank at ∼ 60 eV, looking like a white line, reflects the
energy gap between the first and second CB.
the second CB by tunneling at k = 0, eventually forming
the second plateau via recombination with the VB hole.
Note that they cannot reach MBG at k = ±pia between
the second and third CB. Therefore, the cutoff energy is
expected to be given by ε20(Apeak). This prediction is in
good agreement with the cutoff energy obtained from the
TDHF simulation at 0.5 . Apeak ≤ pia = 0.87 [the upper
white line in Fig. 1(b)].
Figure 3(a) and (b) show the time-frequency struc-
ture of HHG extracted by Gabor transformation from
the frozen TDHF and TDHF simulations, respectively,
for field amplitude E0 = 2.60 V/nm corresponding to
Apeak = 0.69. For the frozen TDHF case, we can well
reproduce the spectrogram by drawing momentum-space
semiclassical trajectories, assuming tunneling at MBG,
intraband displacement, and photoemission on recombi-
nation with the VB hole [gray lines in Fig. 3(c)] [28]. The
time-frequency structure from the full TDHF is signifi-
cantly different, with photoemission above 60 eV, but can
be reproduced if we additionally consider vertical excita-
tion to the first CB from VB at arbitrary moments via
the hauling-up [blue lines in Fig. 3(c)]. We see some dis-
crepancy in the early stage of the pulse; harmonics from
the second CB (& 60 eV) are observed only after second
cycles in Fig. 3 (b). This indeed supports our view that
hauling-up becomes effective only after sufficient inter-
band polarization is formed at MBG.
To further verify the hauling-up mechanism by EHI,
we compare, in Fig. 4, the final band population ob-
tained through projection onto the ground-state Bloch
orbitals from the TDHF and frozen TDHF simulation
results. Without EHI, only electrons starting from
k0 ∈ [−pia ,−pia − min(A(t))] = [−0.87,−0.54] and k0 ∈
[pia −max(A(t)), pia ] = [0.51, 0.87] climb up to the first CB
by tunneling at k = ±pia [Fig. 4(a)]. Under the effect
of EHI [Fig. 4(b)], on the other hand, electrons occupy
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FIG. 4. The final electron population of the first (green)
and second (red) CBs projected onto the ground state Bloch
orbitals from (a) frozen TDHF and (b) full TDHF simulations
for E0 = 2.60 V/nm. The horizontal arrow in (b) represents
the range k0 ∈ [−max(A(t)),−min(A(t))] = [−0.36, 0.33].
a much broader range of k0 in the first CB, and more-
over, those initially at k0 ∈ [−max(A(t)),−min(A(t))] =
[−0.36, 0.33] [the arrow in Fig. 4(b)] are promoted to the
second CB.
In summary, we have investigated the effects of
electron-hole interaction on HHG from solid-state ma-
terials based on TDHF simulations for a 1D model sys-
tem. We have found that, besides an exciton peak at
low intensity, a second plateau appears at laser inten-
sities much lower than expected from the independent
electron approximation. Using the Houston-basis expan-
sion, we have identified it originating from the hauling-
up effect due to EHI, where interband polarization, once
created at and near an MBG, is capable of exciting elec-
trons distant in the momentum space via Coulomb po-
tential. It allows those electrons that cannot reach the
MBG by the intraband displacement to climb up from
the VB to the first CB. This effect can be taken into
account in the trajectory analysis to well reproduce the
temporal structure of HHG extracted from the TDHF
results. If we shift our eyes back to the gas-phase HHG,
the influence of the Coulomb potential from the parent
ion, neglected in the strong-field approximation [43], may
somewhat correspond to that of EHI. However, it hardly
affects qualitative features of harmonic spectra. Our re-
sults suggest that solid-state HHG involves much more
complicated mechanisms than its gas-phase counterpart,
and, therefore, offers even richer information on ultrafast
many-body correlation dynamics in solid materials.
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6Supplementary material: Particle-hole interaction effects on strong-field driven
electron dynamics in solids from time-dependent Hartree-Fock theory
INTERELECTRONIC INTERACTION OPERATOR IN THE TIME-DEPENDENT HARTREE-FOCK
THEORY
The operator wˆ[ρ] in Eq. (1) describes the contribution from the interelectronic Coulomb interactions, composed
of the Coulomb and exchange terms,
w[ρ](x,x′) =
∫
dyρ(y,y)v(x,y)δ(x,x′)− 1
2
ρ(x,x′)v(x,x′), (S10)
where v(x,x′) = v(|x− x′|) is the Coulomb potential. This operator acts on an orbital ψbk0(x, t) as,
[wˆ[ρ]ψbk0(t)] (x) =
∫
w[ρ](x,x′)ψbk0(x
′, t)dx′. (S11)
LINEAR RESPONSE
Linear response of a system is characterized by the linear optical conductivity
σ(ω) =
j(ω)
E(ω)
=
∫
dteiωtj(t)∫
dteiωtE(t)
. (S12)
The linear optical conductivity is related to the dielectric function (ω) = 1+ 4piiω σ(ω), and thus its real part corresponds
to absorption. Eq. (S12) enables us to obtain the linear response of the system from real-time simulation with
sufficiently weak electric field E(t). One of the convenient choices of E(t) is an impulsive field E(t) = E0δ(t) (|E0|  1),
which corresponds to the vector potential whose waveform is a step function A(t) = − ∫ t−∞ dt′E(t′) = −E0Θ(t).
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FIG. S5. The band structure of the model hydrogen chain and its linear response. (a) The conduction band energy difference
from the valence band ∆εmn(k) = εm,k−εn,k (m = 1, 2 and n = 0). (b) The real part of the linear optical conductivity obtained
from the real-time (green) TDHF and (blue) frozen TDHF simulations. As the TDHF conductivity has a strong exciton peak
at 3.8 eV, its below-gap component (≤ 6 eV) is scaled by a factor of 0.2 while its above-gap component is magnified by a factor
of 20.
We show the real part of the linear conductivity obtained from TDHF and frozen TDHF simulation for the model
hydrogen chain presented in the text in Fig. S5. We see a sharp exciton peak at 3.8 eV well below the gap energy 9.5
eV in the full TDHF case, while it is absent in the frozen TDHF result.
7DERIVATION OF THE TDHF EQUATIONS IN HOUSTON BASIS
Here we present a derivation of Eq. (6), i.e., the TDHF equations in the Houston basis. Substituting Eq. (5) into
Eq. (1) yields the coupled equations for complex amplitudes αmk0(t) expressing electron interband dynamics,
iα˙mbk0(t) =
∑
n
αnbk0(t)e
i
∫
εmn[k(t
′)]dt′
(
dmnk(t)E(t) + 〈φ˜mk0 | wˆ[δρ(t)] |φ˜nk0〉
)
, (S13)
where dmnk(t) = i 〈umk(t)|∇kunk(t)〉 with k(t) = k0 +A(t). Here umk(x) represents the lattice periodic part of the initial
Bloch function, i.e., φmk(x) = e
ikxumk(x). We calculate the matrix element of the interelectronic operator:
〈φ˜mk0 | wˆ[δρ] |φ˜nk0〉
=
∫∫
dxdx′φ˜∗mk0(x)δρ(x
′, x′)v(x, x′)φ˜nk0(x)−
1
2
∫∫
dxdx′φ˜∗mk0(x)δρ(x, x
′)v(x, x′)φ˜nk0(x
′)
=
∑
Gq
v¯(G+ q) 〈φ˜mk0 | ei(G+q)x |φ˜nk0〉Tr[δρe−i(G+q)x]−
1
2
∑
Gq
v¯(G+ q) 〈φ˜mk0 | ei(G+q)xδρe−i(G+q)x |φ˜nk0〉 , (S14)
where v¯(k) is the Fourier transform of the soft Coulomb potential v(x, x′), or
v(x, x′) = v(x− x′) =
∑
Gq
v¯(G+ q)ei(G+q)(x−x
′). (S15)
Here G is the reciprocal lattice vector: G = 0,±2pi/a,±4pi/a . . . , and q takes the values within the Brillouin zone:
q ∈ [−pi/a, pi/a]. v¯(k) has an analytic form,
v¯(k) =
∫
dx
eikx√
x2 + 1
= 2K0(|k|), (S16)
where Kn(z) is the n-th modified Bessel function of the second kind (Fig. S6).
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FIG. S6. The Fourier transform of the soft Coulomb potential.
The first term in Eq. (S14), which originates in the direct operator, can be transformed as∑
Gq
v¯(G+ q) 〈φ˜mk0 | ei(G+q)x |φ˜nk0〉Tr[δρe−i(G+q)x]
=
∑
G
v¯(G) 〈umk(t)| eiGx |unk(t)〉Tr[δρe−iGx]
= 2
∑
G
v¯(G)γmnk(t),k(t)(G)
∑
b′∈VB,q
∑
ij
Dijb′k(t)−q(t)γ
ij∗
k(t)−q,k(t)−q(G)− γb
′b′∗
k(t)−q,k(t)−q(G)
 , (S17)
8where we define
γmnkk′ (G) = 〈umk| eiGx |unk′〉 , (S18)
and
Dijbk(t)(t) = α
i
bk0(t)α
j∗
bk0
(t)e−i
∫
εij [k(t
′)]dt′ . (S19)
The second term in Eq. (S14), which stems from the exchange operator, is transformed as
− 1
2
∑
Gq
v¯(G+ q) 〈φ˜mk0 | ei(G+q)xδρe−i(G+q)x |φ˜nk0〉
= −
∑
Gq
v¯(G+ q)
∑
b′∈VB
∑
ij
Dijb′k(t)−q(t)γ
mi
k(t),k(t)−q(G)γ
nj∗
k(t),k(t)−q(G)− γmb
′
k(t),k(t)−q(G)γ
nb′∗
k(t),k(t)−q(G)
 . (S20)
Therefore, the equation of motion for probability amplitude Eq. (S13) becomes
iα˙mbk0(t) =
∑
n
αnbk0(t)e
i
∫
εmn[k(t
′)]dt′
[
dmnk(t)E(t)
+ 2
∑
Gq
v¯(G)γmnk(t),k(t)(G)
∑
b′∈VB
∑
ij
Dijb′k(t)−q(t)γ
ij∗
k(t)−q,k(t)−q(G)− γb
′b′∗
k(t)−q,k(t)−q(G)

−
∑
Gq
v¯(G+ q)
∑
b′∈VB
∑
ij
Dijb′k(t)−q(t)γ
mi
k(t),k(t)−q(G)γ
nj∗
k(t),k(t)−q(G)− γmb
′
k(t),k(t)−q(G)γ
nb′∗
k(t),k(t)−q(G)
]. (S21)
Moreover, we adopt some simplification and approximation to obtain a physical insight from Eq. (S21). First, we
assume a single-VB system and omit the label b′ hereafter. Second, we ignore the Coulomb potential v¯(k) outside the
Brillouin zone, i.e., we assume v¯(k) = 0 for |k| > pia . This assumption leads to the vanishing second term in Eq. (S21)
because Tr[δρ] = 0. Third, we assume that γmnk,k′(0) = 〈umk|unk′〉 ≈ δnm. Based on these assumptions, Eq. (S21) can
be simplified into Eq. (6),
i
d
dt
αmk0(t) ≈
∑
n
αnk0(t)e
i
∫ t
0
εmn[k(t
′)]dt′
E(t)dmnk(t) − ∑
q∈BZ
v¯(−q)Dmnk(t)+q(t)
 . (S22)
