Attentional modulation of neural populations distributed across the visual cortical hierarchy by Poort, J.
177 
 
CHAPTER 7 
 
Summary  
 
Attentional modulation of neural populations distributed across the visual cortical hierarchy 
 
Selective attention is the mechanism by which we selectively process relevant information. This 
thesis is concerned with the question of how the activity of neurons across the cortical visual 
hierarchy is modulated by attention while they represent basic stimulus features at the same time. 
 
In chapter 2 we investigated how reliably attention modulated neural responses in the primary 
visual cortex. We demonstrated the importance of listening to multiple neurons: based on the 
activity of a single multi-unit recording site we can be about 70% correct in deciding if the 
element in the RF of the neuron was attended or not on a single trial. If instead we listen to 4 
neurons we can be correct in already about 90% of the trials. We also investigated the impact of 
noise correlations on the amount of information about which stimulus is attended. We observed 
widespread positive correlations between the activities of different neurons. These correlations 
reduced the amount of information represented in populations of neurons with RFs on the same 
object, but increased the amount of information present in populations of neurons with RFs on 
different objects, so that overall there was no effect of the noise correlations on the coding of 
selective attention. 
 
In chapter 3 we studied whether we could reliably determine whether a line element in the 
primary visual cortex was attended or not, in the presence of large fluctuations in luminance 
contrast. We found that we could indeed do this by taking multiple neurons into account. Some 
neurons are both strongly modulated by attention and contrast, while others are strongly 
modulated by contrast, but not or weakly modulated by attention. By using a simple multivariate 
decoder we could exploit this heterogeneity to decode contrast and attention in single trials.  
 
In chapter 4 we examined the role of attention in figure-ground segregation in area V1 and V4. 
We found that in both areas responses evoked by the figure were stronger than responses evoked 
by the background, and the amount of this figure-ground segregation was higher when the figure 
was attended. Furthermore, attention was especially important for the representation of the centre 
of the figure. This suggests that attention helps to selectively refine representations of relevant 
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objects. Because of the fact that we recorded simultaneously in V1 and V4 we were able to study 
the timing of these effects in an early and mid-level area.  
As expected, visual responses occurred first in V1 and then V4, followed by enhancement of the 
borders of the object in V1 and the figure in V4. After this responses to the centre were enhanced 
in V1. Finally, attention acted first in V4 and then in V1 acting primarily to further boost the 
centre responses up to the level of the responses at the edge when the figure was attended.   
 
In chapter 5 we focussed on how two areas at the extremes of the visual hierarchy interact 
during the curve tracing task in which relevant line elements need to be grouped together. 
Models of attention in general predict that frontal areas are involved in the selection process, 
based on the visual input processed by the early visual areas, and that the result of this selection 
is then later fed back to these early areas. However, we found that the latency of attentional 
modulation was around the same time in the frontal eye fields and area V1. This suggests that 
FEF and V1 interact and both contribute to the selection process. V1 contains a high resolution 
image of the visual world and this could be useful when attentional selection is guided by visual 
cues.  
 
In chapter 6 we further analyzed simultaneous recordings from V1, V4 and FEF. We found in 
all three areas attentional modulation in not just the spiking activity but also in the LFP, and 
when we looked at the power, this effect was mainly present at high frequency bands. We also 
investigated the effect of attention on the coupling between different areas by looking at the 
coherence. We found evidence for an effect of attention in the lower frequency bands, but no 
effect in the higher frequency bands. This result is not consistent with the idea that 
communication between areas is subserved through coherence at high frequencies, as previously 
proposed. 
 
Why we have many neurons and many areas 
Our visual system joins together a large number of areas that are interconnected into a complex 
hierarchy. Within each area, many neurons take part in the processing of even the smallest 
stimulus, and like the cortical areas, they are intimately interconnected.  
Why do we have so many neurons? We have discussed some of the advantages: 
whereas a single neuron provides noisy information, already a small collection of neurons 
provides information that can inform us almost as reliable as the complete organism about what 
is relevant and what is not. Another advantage we have demonstrated is that a small assembly of 
cells representing a stimulus allows the readout of separate stimulus properties which are mixed 
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together in individual neurons. We would confound attentional modulations with modulations 
due to contrast if we would base ourselves on just one neuron, while we can separate the two by 
listening to what the population has to say. 
Why do we have so many areas? Neurons in different areas have different specialties, 
just like a department store where one shop assistant is specialized in perfume, and another 
knows everything about underwear. V1 is good when you need high spatial resolution to process 
simple shapes, V4 is better when you want to process combinations of simple shapes for larger 
parts of space. In the figure-ground detection paradigm, V4 knows relatively quick where in 
space that interesting figure is located, whereas V1 is good in assigning exactly where this figure 
begins and where it ends. They can combine their strengths and solve a task quicker together. 
Whether they indeed do combine their information strongly depends on the situation: when the 
figure is currently not relevant its neural representation is reduced. Also in the curve tracing task, 
areas with different specialties appear to work together. FEF is good in transforming visual 
information into a plan to make saccades to relevant objects, V1 is good in processing the small 
line segments that indicate which of the curves is relevant. Attentional modulation sets in at 
around the same time in both areas, suggesting that both areas solve the problem in cooperation. 
The many neurons in the many areas of our visual system can be envisioned as nodes 
of a network, which contributions will depend on how their area of expertise relates to the 
problem at hand. Attention impinges on populations of neurons within areas, to selectively 
enhance their impact, and similarly it enhances the activity of areas that are relevant to the task. 
This helps the network to concentrate its precious processing resources on what‟s important, 
allowing it to converge faster to a better solution.  
