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Abstract
In this paper, we extend the bilinear generalized approximate message passing (BiG-AMP) approach,
originally proposed for high-dimensional generalized bilinear regression, to the multi-layer case for the
handling of cascaded matrix-factorization problems arising in relay communications among others.
Assuming statistically independent matrix entries with known priors, we derive a new algorithm called
ML-BiGAMP, which approximates the general sum-product loopy belief propagation (LBP) in the high-
dimensional limit with a substantial reduction in computational complexity. We demonstrate that, in large
system limits, the mean squared error (MSE) of proposed algorithm could be fully characterized via a
set of simple one-dimensional equations termed state evolution (SE), which further reveals that the fixed
point equations of this algorithm match perfectly with those of the exact MMSE estimator as predicted
by the replica method. The exact MMSE estimator is well known to be Bayes optimal; however, due to
the exponential complexity, it is infeasible to high-dimensional applications. Alternatively, the proposed
(approximate) algorithm is with low complexity and could attain the same optimal MSE performance as
the exact estimator in the asymptotic regime. As an illustration of the new algorithm, we then consider
a particular problem of signal detection for two-hop amplify-and-forward relay communications. In that
case, the proposed algorithm particularizes as a joint channel and data detection method, capable of
recovering signals with high precision even in the absence of instantaneous channel state information.
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2I. INTRODUCTION
In the context of matrix completion, robust principal component analysis, and dictionary
learning, the matrix-factorization problems arise in essence a generalized bilinear regression
of the model: P(Y|Z), s.t. Z = HX, where Y is the observation, H and X are the matrices to
be factorized, and P(Y|Z) is some given transitional probability density function (PDF). As a
solution to this issue, Parker et al proposed in [1], a new algorithm called bilinear approximate
message passing (BiG-AMP), which offered excellent reconstruction accuracy while maintaining
competitive runtime. Inspired by this remarkable work, we consider in this paper an even more
challenging problem, i.e., the signal recovery from the multi-layer generalized bilinear model,
which, as shown in Fig. 1, is in essence a cascading of problems considered in [1]. This new
model could be formulated as follow
P(X(`+1)|Z(`)) =
N`+1∏
m=1
N∏`
n=1
P(x(`+1)mk |z(`)mk) s.t. Z(`) = H(`)X(`) (1)
where X(`) ∈ RN`×K is the input to the `-th layer, passing a linear mixing space H(`) ∈ RN`+1×N`
and a componentwise mapping channel P(X(`+1)|Z(`)) = ∏N`+1m=1 ∏N`n=1P(x(`+1)mk |z(`)mk) to obtain
its output X(`+1), which is the input to the next layer. Specially, when ` = 1, there is X(1) = X.
Otherwise, when ` = L, we set X(L+1) = Y. Moreover, our analysis is under the constraint of
large system limits, in which the dimensions of system go into infinity with fixed ratios, i.e.,
K,N` → ∞ with α = N1K and β` = N`+1N` for all `. Besides, it is assumed that the signal of
interest X (or measurement matrix H(`)) is composed of random variable X (or H(`)) drawn
from known distribution PX(·) (or PH(`)(·)), i.e.,
P(X) =
N1∏
n=1
K∏
k=1
PX(xnk) (2)
P(H(`)) =
N`+1∏
m=1
N∏`
n=1
PH(`)(h(`)mn) (3)
A. Related works
The multi-layer generalized bilinear model is a general model with many well-known models
as its special cases. For instance, on one hand, for L = 1, this model degenerates to the general-
ized bilinear model [1] and its application in massive multiple input and multiple output (MIMO)
system with low-precision analog-to-digital convertors (ADCs) was studied in [2]. Further, when
the measurement matrix is perfectly given (or estimated beforehand), the generalized bilinear
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Fig. 1. Multi-layer generalized bilinear estimation problem. The problem is to estimate the signal of interest X and measurement
matrix H(`) from the observed signal Y.
model is reduced to the generalized linear model (GLM) [3] with multiple measurement vector
(MMV) problems. Moreover, as the transition distribution being Gaussian, the GLM can be
further degenerated to the standard linear model (SLM) [4]. On the other hand, for ` > 1,
as the measurement matrices in each layer are given (or estimated perfectly), the multi-layer
generalized bilinear model is degenerated to the multi-layer GLM [5], [6]. The multi-layer
generalized bilinear model and its degradations have a wide range of applications in wireless
communication (relay) [2], [7], [8], [9], image processing [10], compressive sensing [3], etc.
For these models, it aims at estimating the signal of interest (or both signal of interest and
measurement matrices) from the observed signal. One way to address those problems is to treat
them under the framework of Bayesian inferences, which provides serval optimal estimators.
Among those estimators, the minimum mean square error (MMSE) [11] estimator is optimal
in MSE sense. However, the exact implementation of MMSE estimator is impractical for high-
dimensional inferences, unless the prior and transition distributions are all Gaussian. To avoid
unaffordable computation, it is inevitable to make an approximation to MMSE estimator. Among
them, approximate message passing (AMP) [4], derived from loopy belief propagation (LBP),
provides an approximation to MMSE estimator iteratively in SLM setting, whose dynamics can
be precisely predicted by a simple one-dimensional iteration termed state evolution [12]. Besides,
it is found that the fixed point equations do indeed coincide with the equations obtained through a
completely different non-rigorous approach, the replica method [3], [8]. Following AMP, a great
number of message passing based methods are proposed, which extend AMP to more general
cases within single layer. The generalized AMP (GAMP) [3] extends AMP to GLM, which
allows the transition distribution as an arbitrary form, such as the application of low-precision
ADCs. Compared to AMP, the vector AMP (VAMP) [13] has a rigorous scalar state evolution
that holds under a much broader class of large random matrices. To further extend AMP to
4bilinear generalized linear model, the bilinear GAMP (BiG-AMP) [1] was proposed, in which
the signal of interest and measurement matrix should be both estimated.
Serval extensions to multi-layer model refer to multi-layer AMP (ML-AMP) [5], and multi-
layer VAMP (ML-VAMP) [6]. The ML-VAMP holds for more general random measurement
matrices than ML-AMP, but has a higher computational complexity due to the SVD operation.
However, the measure matrices of those multi-layer methods are all given (or perfectly estimated),
while the measurement matrices are unknown and need to be estimated in our focusing model.
Recently, an algorithm named multi-layer matrix VAMP (ML-Mat-VAMP) [14] was proposed
for matrix-valued unknowns but is also with costly complexity due to the SVD operation.
B. Main contributions
In this paper, we propose a novel and low complexity algorithm, named multi-layer BiG-
AMP (ML-BiGAMP), to solve the multi-layer generalized bilinear inference problem and give
the state evolution analysis of ML-BiGAMP. Besides, we also present a framework of analyzing
the achievable MSE performance by replica method for multi-layer generalized bilinear model.
The replica method derived from statistical physics [15], [16], [17], is known as a non-rigorous
method [18]. However, in the case of i.i.d. Gaussian matrices, it has recently been proven that
the replica prediction is correct [19]. Besides, a first cross-check of the correctness of these
conjectures is the fact that the SE analysis gives the same results as that of the replica method.
The main contributions of this paper are summarized as follows:
• The proposed algorithm is capable of estimating both X and H(`), ∀` in a multi-layer gen-
eralized bilinear setup. The computational complexity is low, while the estimation accuracy
is high.
• Asymptotic MSE behavior of the algorithm could be fully characterized by a set of one-
dimensional iterating equations called state evolution (SE), based on which the fixed points
of the equation set could also be derived.
• By performing a large system analysis using replica method, it is found that the fixed point
equations of algorithm agree perfectly with that of exact MMSE estimator, which is well
known to be optimal but infeasible in practice.
• The fixed point equations further reveal that there exists a MIMO-to-SISO equivalence,
which indicates that applying the proposed algorithm (or equivalently the exact MMSE
estimator) onto the MIMO multi-layer generalized bilinear regression problem is equivalent,
5in terms of average MSE, to apply it onto a simple SISO AWGN model and estimate the
random scalars.
Notations: Throughout, for any matrix A, Aij and [A]ij refer to the (i, j)-th entry of A, tr(A)
denotes its trace. ‖ · ‖F denotes the Frobenius norm. E{·} and Var{·} refer to the expectation
and variance operation, respectively. We use X to denote random variable and x to denote
its realization. log(·) is the natural logarithm. N (x|a,A) denotes a Gaussian distribution with
argument x, mean a, and variance A:
N (x|a,A) = (2pi)−N2 det(A)− 12 exp
[
−1
2
(x− a)TA−1(x− a)
]
(4)
where det(·) returns the determinant. In addition,N (`)x|z(a,A, b, B) = P(x|z)N (z|b, B)N (x|a,A),
and Dξ = N (ξ|0, 1)dξ. ‘4=’ means giving the definition. 11T denotes square matrix with it all
elements being 1.
II. PROBLEM FORMULATION
To address such joint estimation, we treat it under the framework of Bayesian inferences,
which provides several analytical and optimal results. Among them, the minimum mean square
error (MMSE) estimator [11, Chapter 10] is optimal in MSE sense, which also named posterior
mean estimator (PME). The MMSE estimators of X and measurement matrices H(`) are given
∀n, k : xˆnk = E [xnk|Y] (5)
∀n, k, ` : hˆ(`)mn = E
[
h(`)mn|Y
]
(6)
where the expectations are taken over P(xnk|Y) and P(h(`)mn|Y), respectively. In addition,
P(xnk|Y) is the marginalization of P(X|Y) given by
P(X|Y) = 1P(Y)
∫ L∏
`=1
dH(`)
L∏
`=2
dX(`)
[
P(X)
L∏
`=1
P(H(`))
L∏
`=1
P(X(`+1)|H(`),X(`))
]
(7)
while P(h(`)mn|Y) is the marginalization of P(H(`)|Y) as below
P(H(`)|Y) = 1P(Y)
∫ L∏
l 6=`
dH(l)
L∏
l=1
dX(l)
[
P(X)
L∏
l=1
P(H(l))
L∏
l=1
P(X(l+1)|H(l),X(l))
]
(8)
The estimators (5) and (6) provide the minimum (Bayesian) MSE defined as
mse(X) 4=
1
N1K
E
{
‖Xˆ−X‖2F
}
(9)
mse(H) 4=
1
N`+1N`
E
{
‖Hˆ(`) −H(`)‖2F
}
(10)
6where ‘F’ denotes Frobenius norm and the expectations are taken over P(X,Y) and P(H(`),Y),
respectively.
However, the exact MMSE estimator is impractical since multi-folders integral operations
are involved, expect prior and transition distributions being all Gaussian. Alternatively, a sim-
ple approach to approximate inference in graphs with loops named loopy belief propagation
(LBP) provides an excellent approximation to marginal posterior distribution iteratively with its
byproduct MMSE estimator [20].
III. MULTI-LAYER BILINEAR GENERALIZED APPROXIMATE MESSAGE PASSING
In high-dimensional inference problems, exact implementation of LBP is yet impractical.
To further reduce the computational complexity of LBP, we propose a low-complexity (N3)
and efficient (Bayes-optimal) message passing based algorithm called ML-BiGAMP shown in
Algorithm. 1 by applying Gaussian approximation and Taylor series expansion to simplify the
messages of sum-product LBP. The detailed derivation of ML-BiGAMP is presented in Appendix
A. Note that the derivation is applied to the real-valued region, but the complex-valued ML-
BiGAMP can be obtained by augmented matrix.
A. ML-BiGAMP
As can be seen from the Algorithm 1, ML-BiGAMP includes two loops in each iteration: back
and forward direction. In the back direction (` = L, · · · , 1), the parameters (z˜(`)mk(t), v˜(`)mk(t)) are
the mean and variance of random variable (RV) ζ(`)mk(t) drawn by the approximate posterior
distribution Pˆ(z(`)mk|Y)
ζ
(`)
mk(t) ∼

∫ N (`)
x|z(Z
(`)
mk(t),V
(`)
mk(t),R
(x,`)
nk (t),Σ
(x,`)
nk (t))dx
(`+1)
mk∫ N (`)
x|z(Z
(`)
mk(t),V
(`)
mk(t),R
(x,`)
nk (t),Σ
(x,`)
nk (t))dz
(`)
mkdx
(`+1)
mk
` < L
P(ymk|z(`)mk)N (z
(`)
mk|Z
(`)
mk(t),V
(`)
mk(t))∫ P(ymk|z(`)mk)N (z(`)mk|Z(`)mk(t),V (`)mk(t))dz(`)mk ` = L
(11)
where
N (`)x|z(·)
4
= P(x(`+1)|z(`))N (z(`)|·)N (x(`+1)|·) (12)
Obviously, z˜(`)mk(t) and v˜
(`)
mk(t) are represented by a scalar estimation function.
7Algorithm 1: ML-BiGAMP
1.Initialization: Choosing {Z(`)mk(1), V (`)mk(1)}, {hˆ(`)mn(1), v(h,`)mn (1)}, {xˆ(`)nk(1), v(x,`)nk (1)}.
2.Output: Xˆ, Hˆ(`).
3.Iteration: (for t = 1, · · · , T )
for ` = L, · · · , 1 do
z˜
(`)
mk(t) = E[ζ
(`)
mk(t)] (R1)
v˜
(`)
mk(t) = Var[ζ
(`)
mk(t)] (R2)
sˆ
(`)
mk(t) =
z˜
(`)
mk(t)− Z(`)mk(t)
V
(`)
mk(t)
(R3)
v
(s,`)
mk (t) =
V
(`)
mk(t)− v˜(`)mk(t)
(V
(`)
mk(t))
2
(R4)
Σ
(x,`)
nk (t) =
(∑N`+1
m=1
|hˆ(`)mn(t)|2v(s,`)mk (t)
)−1
(R5)
R
(x,`)
nk (t) = xˆ
(`)
nk(t)
1− Σ(x,`)nk (t)N`+1∑
m=1
v(h,`)mn (t)v
(s,`)
mk (t)
+ Σ(x,`)nk (t)∑N`+1m=1 (hˆ(`)mn(t))∗sˆ(`)mk(t) (R6)
Σ(h,`)mn (t) =
(∑K
k=1
|xˆ(`)nk(t)|2v(s,`)mk (t)
)−1
(R7)
R(h,`)mn (t) = hˆ
(`)
mn(t)
[
1− Σ(h,`)mn (t)
K∑
k=1
v
(x,`)
nk (t)v
(s,`)
mk (t)
]
+ Σ(h,`)mn (t)
∑K
k=1
(xˆ
(`)
nk(t))
∗sˆ(`)mk(t) (R8)
for ` = 1, · · · , L do
xˆ
(`)
nk(t+ 1) = E[ξ
(x,`)
nk (t+ 1)] (R9)
v
(x,`)
nk (t+ 1) = Var[ξ
(x,`)
nk (t+ 1)] (R10)
hˆ(`)mn(t+ 1) = E[ξ(h,`)mn (t+ 1)] (R11)
v(h,`)mn (t+ 1) = Var[ξ
(h,`)
mn (t+ 1)] (R12)
V
(`)
mk(t+ 1) =
∑N`
n=1
[
|xˆ(`)nk(t+ 1)|2v(h,`)mn (t+ 1) + |hˆ(`)mn(t+ 1)|2v(x,`)nk (t+ 1)
]
(R13)
Z
(`)
mk(t+ 1) =
∑N`
n=1
hˆ(`)mn(t+ 1)xˆ
(`)
nk(t+ 1) (R14)
V
(`)
mk(t+ 1) = V
(`)
mk(t+ 1) +
∑N`
n=1
v(h,`)mn (t+ 1)v
(x,`)
nk (t+ 1) (R15)
Z
(`)
mk(t+ 1) = Z
(`)
mk(t+ 1)− sˆ(`)mk(t)V
(`)
mk(t+ 1) (R16)
In forward direction, the parameters (xˆ(`)nk(t+1), v
(x,`)
nk (t+1)) are updated, which are the mean
8and variance of RV ξ(x,`)nk (t+ 1) given by
ξ
(x,`)
nk (t+ 1) ∼

PX(x(`)nk)N (x
(`)
nk |R
(x,`)
nk (t),Σ
(x,`)
nk (t))∫ PX(x(`)nk)N (x(`)nk |R(x,`)nk (t),Σ(x,`)nk (t))dx(`)nk ` = 1∫ N (`−1)
x|z (Z
(`−1)
nk (t+1),V
(`−1)
nk (t+1),R
(x,`)
nk (t),Σ
(x,`)
nk (t))dz
(`−1)
nk∫ N (`−1)
x|z (Z
(`−1)
nk (t+1),V
(`−1)
nk (t+1),R
(x,`)
nk (t+1),Σ
(x,`)
nk (t))dz
(`−1)
nk x
(`)
nk
` > 1
(13)
Besides, the mean and variance of approximate posterior distribution of h(`)mn associated with RV
ξ
(h,`)
mn (t+ 1) are denoted by hˆ
(`)
mn(t+ 1) and v
(h,`)
mn (t+ 1), respectively.
ξ(h,`)mn (t+ 1) ∼
PH(`)(h(`)mn)N (h(`)mn|R(h,`)mn (t),Σ(h,`)mn (t))∫ PH(`)(h(`))N (h(`)|R(h,`)mn (t),Σ(h,`)mn (t))dh(`) (14)
B. Computational complexity
We now describe the computational complexity of ML-BiGAMP, which is a key part of the
algorithm appeal. As shown in Algorithm 1, the proposed ML-BiGAMP can be divided into
linear steps and non-linear steps in the back direction loop. The non-linear steps refer to the
computation of parameters (z˜(`)mk, v˜
(`)
mk) in (R1)-(R2), which do not change with the dimension. As
a result, the total computational cost of non-linear steps in the back direction loop is with cost
O(N`+1K). The linear steps of the back direction loop refer to (R3)-(R8) and their computational
cost is dominated by the componentwise squares of Xˆ(`) in (R5) and Hˆ(`) in (R7). Each of those
operations has O(N`+1N`K) cost. Hence, the total computation cost of the back direction loop
is complexity of O(N`+1N`K). Similarly, it can also be separated into non-linear steps and
linear steps in forward direction loop. The non-linear steps (R9)-(R12) are with cost O(N`K).
Furthermore, the complexity cost of linear steps is dominated by componentwise squares of
Hˆ(`) and Xˆ(`) in (R13), which is with cost O(N`+1N`K). Hence, the cost of ML-BiGAMP is
complexity of O(N3` ) by considering K and N` with the same order, which is the same cost as
the celebrated BiG-AMP [1] and far less than ML-Mat-VAMP [14]. More importantly, similar
to BiG-AMP, our ML-BiGAMP reduces the vector valued operation to a sequence of linear
transforms and scalar estimation functions.
C. Optimality
To analyze the dynamic MSE performance of proposed ML-BiGAMP under the large system
limits, in which the dimensions of system go into infinity with fixed ratios i.e., ∀`,K,N` →∞
with α = N1
K
, β` =
N`+1
N`
, we give the SE analysis in Section IV for ML-BiGAMP by averaging
observation and measurement matrices. From SE perspective, the MSE of ML-BiGAMP can
9be predicted in one-dimension iterations with an proper initialization. Besides, we present the
analytical framework by replica method, in Section V, to study the asymptotic performance of
the exact MMSE estimator, where the fixed point equations of the exact MMSE estimator can
be directly obtained. More importantly, by comparing the SE of ML-BiGAMP in Algorithm 2
with the fixed point equations in Table I, it can be found that the SE equations share the same
expressions with the fixed point equations of the exact MMSE estimator by replica method.
Meanwhile, using replica method, the decoupling principle can be directly established, in which
the input-output relationship of the focusing system model can be decoupled into a bank of
scalar additional white Gaussian noise (AWNG) channel in terms of the signal of the signal of
interest and measurement matrices. In the existing works [21], [8], [22], [18], the replica method
is applied to provide the lower bounds on the performance of the MMSE estimator (optimal in
MSE sense). As a result, we say that the error of achievable MSE of the exact MMSE estimator
can be achieved by the proposed ML-BiGAMP for high-dimensional inferences.
IV. SE ANALYSIS OF ML-BIGAMP
This section presents the state evolution (SE) analysis, which describes the dynamics of ML-
BiGAMP in large system limits. The derivation of SE analysis is similar to those of given in
[3] and [5]. The SE of them is extracted from the piratical algorithm by averaging the observed
signal and measure matrix. Although they are heuristic, but (1) SE captures precisely the per
iteration MSE of ML-BiGAMP shown in Fig. 4; (2) SE equations show identical expressions
with the fixed point equations of the exact MMSE estimator by replica method. Our SE analysis
includes two parts. The first part is to simplify ML-BiGAMP to obtain ML-BiGAMP (scalar-
variance); the second part is to derive SE equations from ML-BiGAMP (scalar-variance) by
averaging observation and measurement matrices.
A. Simplification
The ML-BiGAMP (scalar-variance) is presented in Algorithm 3, where the element-wise
variances are replaced by scalar variances. To obtain ML-BiGAMP (scalar variance), we assume
v
(x,`)
nk (t) ≈
1
N`K
N∑`
n=1
K∑
k=1
v
(x,`)
nk (t)
4
= v(x,`)(t) (15)
v(h,`)mn (t) ≈
1
N`+1N`
N`+1∑
m=1
N∑`
n=1
v(h,`)mn (t)
4
= v(h,`)(t) (16)
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Algorithm 2: State Evolution of ML-BiGAMP
Definition: N (`)x|z(·) = P(x(`+1)|z(`))N (z(`)|·)N (x(`+1)|·), Dξ = N (ξ|0, 1)dξ.
Output: MSE(`)X = χ
(`)
x − q(`)x , MSE(`)H = χ(`)h − q(`)h .
for ` = 1, · · · , L do
χ(`)x =

` = 1 :∫
x2PX(x)dx
` > 1 :∫
(x(`))2P(x(`)|z(`−1))N (z(`−1)|0, χ(`−1)z )dz(`−1)dx(`)
χ
(`)
h =
∫
(h(`))PH(`)(h(`))dh(`)
χ(`)z = N`χ
(`)
x χ
(`)
h
for ` = L, · · · , 1 do
q(`)z =

` = L :∫ [∫ z(`)P(y|z(`))N (z(`)|√χ(`)z −V (`)ξ,V (`))dz(`)]2∫ P(y|z(`))N (z(`)|√χ(`)z −V (`)ξ,V (`))dz(`) dy
` < L :∫ [∫ z(`)N (`)x|z(√χ(`)z −V (`)ξ,V (`),ζ,Σ(x,`+1))dx(`+1)dz(`)]2∫ N (`)
x|z
(√
χ
(`)
z −V (`)ξ,V (`),ζ,Σ(x,`+1)
)
dx(`+1)dz(`)
Dξdζ
Σ(x,`) =
N`(χ
(`)
x χ
(`)
h − q(`)x q(`)h )2
β`q
(`)
h (q
(`)
z −N`q(`)x q(`)h )
Σ(h,`) =
α
∏`−1
l=1 βlN`(χ
(`)
x χ
(`)
h − q(`)x q(`)h )2
q
(`)
x (q
(`)
z −N`q(`)x q(`)h )
for ` = 1, · · · , L do
q(`)x =

` = 1 :∫ [∫ xPX(x)N (x|ζ,Σ(x,`))dx]∫ PX(x)N (x|ζ,Σ(x,`))dx dζ
` > 1 :∫ [∫ x(`)N (`−1)x|z (√χ(`−1)z −V (`−1)ξ,V (`−1),ζ,Σ(x,`))dx(`)dz(`−1)]2∫ N (`−1)
x|z
(√
χ
(`−1)
z −V (`−1)ξ,V (`−1),ζ,Σ(x,`)
)
dx(`)dz(`−1)
Dξdζ
q
(`)
h =
∫ [∫ h(`)PH(`)(h(`))N (h(`)|ζ,Σ(h,`))dh(`)]2∫ PH(`)(h(`))N (h(`)|ζ,Σ(h,`))dh(`) dζ
V (`) = N`(χ
(`)
h χ
(`)
x − q(`)h q(`)x )
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With assumptions above, we simplify V
(`)
mk(t) in (R13) as below
V
(`)
mk(t) ≈
v(h,`)(t)
K
N∑`
n=1
K∑
k=1
|xˆ(`)nk(t)|2 +
v(x,`)(t)
N`+1
N`+1∑
m=1
N∑`
n=1
|hˆ(`)mn(t)|2 (17)
4
= V (`)(t) (18)
Using this simplification result, we further obtain
V
(`)
mk(t) ≈ V (`)(t) +N`v(x,`)(t) · v(h,`)(t)
4
= V (`)(t) (19)
Besides, we also assume
v˜
(`)
mk(t) ≈
1
N`+1K
N`+1∑
m=1
K∑
k=1
v˜
(`)
mk(t)
4
= v˜(`)(t) (20)
This assumption allows us to simplify
v
(s,`)
mk (t) ≈
V (`)(t)− v˜(`)(t)
(V (`)(t))2
4
= v(s,`)(t) (21)
Σ
(x,`)
nk (t) ≈
(
v(s,`)(t)
N`
N`+1∑
m=1
N∑`
n=1
|hˆ(`)mn(t)|2
)−1
4
= Σ(x,`)(t) (22)
Σ(h,`)mn (t) ≈
(
v(s,`)(t)
N`
N∑`
n=1
K∑
k=1
|xˆ(`)nk(t)|2
)−1
4
= Σ(h,`)(t) (23)
To close the loop, we apply those simplification results to rewrite the mean parameters in
Algorithm 1 as below
R
(x,`)
nk (t) = xˆ
(`)
nk(t)
[
1−N`+1Σ(x,`)(t)v(s,`)(t)v(h,`)(t)
]
+ Σ(x,`)(t)
∑N`+1
m=1
(hˆ(`)mn(t))
∗sˆ(`)mk(t)
R(h,`)mn (t) = hˆ
(`)
mn(t)
[
1−KΣ(h,`)(t)v(s,`)(t)v(x,`)(t)
]
+ Σ(h,`)(t)
∑K
k=1
(xˆ
(`)
nk(t))
∗sˆ(`)mk(t)
Combining those simplification results above constitutes the ML-BiGAMP with scalar variance.
B. Derivation
We start from defining following key terms applied in derivation.
Definition 1 (empirical convergence of random variables). We apply the concept of empirical
of RV from Rangan’s GAMP [3], which is a relatively minor modification of the results of AMP
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Algorithm 3: ML-BiGAMP (scalar-variance)
1. Initialization: Choosing {Z(`)mk(1), V (`)mk(1)}, {hˆ(`)mn(1), v(h,`)mn (1)}, {xˆ(`)nk(1), v(x,`)nk (1)}, {sˆ(`)mk(1)}.
2. Output: Xˆ, Hˆ(`).
3. Iteration: (for t = 1, · · · , T )
for ` = L, · · · , 1 do
z˜
(`)
mk(t) = E[ζ
(`)
mk(t)] (V1)
v˜(`)(t) =
1
N`+1K
∑N`+1
m=1
∑K
k=1
Var[ζ(`)mk(t)] (V2)
sˆ
(`)
mk(t) =
z˜
(`)
mk(t)− Z(`)mk(t)
V
(`)
mk(t)
(V3)
v(s,`)(t) =
V (`)(t)− v˜(`)(t)
(V (`)(t))2
(V4)
Σ(x,`)(t) =
v(s,`)(t)
N`
N`+1∑
m=1
N∑`
n=1
|hˆ(`)mn(t)|2
−1 (V5)
R
(x,`)
nk (t) = xˆ
(`)
nk(t)
[
1−N`+1Σ(x,`)(t)v(s,`)(t)v(h,`)(t)
]
+ Σ(x,`)(t)
∑N`+1
m=1
(hˆ(`)mn(t))
∗sˆ(`)mk(t) (V6)
Σ(h,`)(t) =
(
v(s,`)(t)
N`
N∑`
n=1
K∑
k=1
|xˆ(`)nk(t)|2
)−1
(V7)
R(h,`)mn (t) = hˆ
(`)
mn(t)
[
1−KΣ(h,`)(t)v(s,`)(t)v(x,`)(t)
]
+ Σ(h,`)(t)
∑K
k=1
(xˆ
(`)
nk(t))
∗sˆ(`)mk(t) (V8)
for ` = 1, · · · , L do
xˆ
(`)
nk(t+ 1) = E[ξ
(x,`)
nk (t+ 1)] (V9)
v(x,`)(t+ 1) =
1
N`K
N∑`
n=1
K∑
k=1
Var[ξ(x,`)nk (t+ 1)] (V10)
hˆ(`)mn(t+ 1) = E[ξ(h,`)mn (t+ 1)] (V11)
v(h,`)(t+ 1) =
1
N`+1N`
N`+1∑
m=1
N∑`
n=1
Var[ξ(h,`)mn (t+ 1)] (V12)
V (`)(t+ 1) =
v(h,`)(t+ 1)
K
N∑`
n=1
K∑
k=1
|xˆ(`)nk(t+ 1)|2 +
v(x,`)(t+ 1)
N`+1
N`+1∑
m=1
N∑`
n=1
|hˆ(`)mn(t+ 1)|2 (V13)
Z
(`)
mk(t+ 1) =
∑N`
n=1
hˆ(`)mn(t+ 1)xˆ
(`)
nk(t+ 1) (V14)
V (`)(t) = V (`)(t+ 1) +N`v(x,`)(t+ 1) · v(h,`)(t+ 1) (V15)
Z
(`)
mk(t+ 1) = Z
(`)
mk(t+ 1)− sˆ(`)mk(t)V (`)(t+ 1) (V16)
[12]. We say a function φ : Rp 7→ R is pseudo-Lipschitz of order k > 1, if there exists a C > 0
such that for arbitrary x,y ∈ Rp,
‖φ(x)− φ(y)‖ ≤ C(1 + ‖x‖k−1 + ‖y‖k−1)‖x− y‖ (24)
Now given a large sequence set x = {xn}Nn=1, we say that the components of x empirically
converge with bounded moment of order k as N → ∞ to a random variance X on R if: For
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all pseudo-Lipschitz continuous function φ of order k,
lim
N→∞
1
N
N∑
n=1
φ(xn) = E[φ(X)] <∞ (25)
For ease of notation, we write it as limN→∞ xn
d.
= X .
To present the SE analysis, we omit iteration t and assume that parameters {Z(`)mk, R(h,`)mn , R(x,`)nk , x(`)nk , h(`)mn}
converge empirically to RVs, i.e.,
lim
K,N`→∞
{Z(`)mk, z(`)mk, R(h,`)mn , R(x,`)nk , x(`)nk , h(`)mn} d.= {Z(`), z(`),R(h,`),R(x,`),X(`),H(`)} (26)
Based on this assumption, it allows us to write {v˜(`), v(x,`), v(h,`)} in (V2), (V10), and (V12) as
v˜(`) =
EZ(`),R(x,`+1){v˜
(`)} ` < L
EZ(`),Y{v˜(z,`)} ` = L
(27)
v(x,`) =
EZ(`−1),R(x,`){v
(x,`)} ` > 1
EX,R(x,1){v(x,`)} ` = 1
(28)
v(h,`) = EH(`),R(h,`){v(h,`)} (29)
Step 1: We firstly evaluate v˜(`) in ` < L.
v˜(`) = EZ(`),R(x,`+1){E{|z(`)|2} − |E{z(`)}|2} (30)
where the inner expectation is taken over Pˆ(z(`)|Y) in (11)
Pˆ(z(`)|Y) =
∫ N (`)x|z(Z(`), V (`), R(x,`+1),Σ(x,`+1))dx(`+1)∫ N (`)x|z(Z(`), V (`), R(x,`+1),Σ(x,`+1))dx(`+1)dz(`)
It means that RVs (Z(`), z(`),X(`+1),R(x,`+1)) satisfy N (`)x|z(Z(`), V (`), R(x,`+1),Σ(x,`)) under the
preconditions that RVs (z(`),Z(`)) satisfies P(z(`)|Z(`)) = N (z(`)|Z(`), V (`)) and RVs (X(`),R(x,`))
satisfies P(R(x,`)|x(`)) = N (x(`)|R(x,`),Σ(x,`)). As a result, this approximate posterior distribution
can be interpreted as Markov chain as shown in Fig. 2 (a). Further, we evaluate the distribution
of (Z(`),R(x,`+1)) expressed by
P(Z(`), R(x,`+1)) =
∫
P(z(`), Z(`), R(`+1))dz(`) (31)
= P(Z(`))
∫
P(z(`)|Z(`))P(x(`+1)|z(`))P(R(`+1)|x(`+1))dx(`+1)dz(`) (32)
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where P(Z(`)) satisfies ∫
P(Z(`))P(z(`)|Z(`))dZ(`) = P(z(`)) (33)
Note that z(`) is scalar version of z(`)mk =
∑N`
n=1 h
(`)
mnx
(`)
nk . In large system limits, the central limits
theorem (CLT) allows us to treat z(`)mk as Gaussian distribution with zero mean and variance χ
(`)
z
denoted by
χ(`)z = E
{(
N∑`
n=1
h(`)mnx
(`)
nk
)(
N∑`
r=1
h(`)mrx
(`)
rk
)}
(34)
=
N∑`
n=1
E
{
|h(`)mn|2|x(`)nk |2
}
(35)
= N`χ
(`)
h χ
(`)
x (36)
where χ(`)h =
∫ |h(`)|2PH(`)(h(`))dh(`) and
χ(`)x =

∫ |x(`)|2P(x(`)|z(`−1))N (z(`−1)|0, χ(`−1)z )dz(`−1)dx(`) ` > 1∫ |x|2PX(x)dx ` = 1 (37)
Hence, solving (33) yields
P(Z(`)) = N (Z(`)|0, χ(`)z − V (`)) (38)
Combining (165) and (33) yields the expression of P(Z(`), R(x,`+1)). After some algebras, it can
be obtained that EZ(`),R(x,`+1){E{|z(`)|2}} = χ(`)z and EZ(`),R(x,`+1){|E{z(`)}|2} = q(`)z , i.e.,
v˜(`) = χ(`)z − q(`)z (39)
q(`)z =
∫ [∫ z(`)N (`)x|z (√χ(`)z − V (`)ξ, V (`), ζ,Σ(x,`+1)) dx(`+1)dz(`)]2∫ N (`)x|z (√χ(`)z − V (`)ξ, V (`), ζ,Σ(x,`+1)) dx(`+1)dz(`) Dξdζ (40)
(41)
where Dξ 4= N (ξ|0, 1)dξ.
For ` = L, we have
q(`)z =
∫ [∫ z(`)P(y|z(`))N (z(`)|√χ(`)z − V (`)ξ, V (`)) dz(`)]2∫ P(y|z(`))N (z(`)|√χ(`)z − V (`)ξ, V (`)) dz(`) Dξdy (42)
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Step 2: The evaluation of v(x,`) is similar to v˜(`).
v(x,`) = EZ(`−1),R(x,`){E{|x(`)|2} − |E{x(`)}|2} (43)
where the inner expectation is taken over the approximate posterior distribution
Pˆ(x(`)|Y) =
∫ N (`−1)x|z (Z(`−1), V (`−1), R(x,`),Σ(x,`)) dz(`−1)∫ N (`−1)x|z (Z(`−1), V (`−1), R(x,`),Σ(x,`)) dx(`)dz(`−1)
in which RVs (Z(`−1), z(`−1),X(`),R(x,`)) satisfy N (`−1)x|z (Z(`−1), V (`−1), R(x,`),Σ(x,`)) which can be
interpreted by Fig. 2 (b). After some algebras, it can be evaluated that EZ(`−1),R(x,`){E{|x(`)|2}} =
χ
(`)
x as well as EZ(`−1),R(x,`){|E{x(`)}|2} = q(`)x , i.e.,
v(x,`) = χ(`)x − q(`)x (44)
where for ` > 1
q(`)x =
∫ [∫ x(`)N (`−1)x|z (√χ(`−1)z − V (`−1)ξ, V (`−1), ζ,Σ(x,`)) dx(`)dz(`−1)]2∫ N (`−1)x|z (√χ(`−1)z − V (`−1)ξ, V (`−1), ζ,Σ(x,`)) dx(`)dz(`−1) Dξdζ (45)
and for ` = 1
q(`)x =
∫ [∫
xPX(x)N
(
x|ζ,Σ(x,`)) dx]2∫ PX(x)N (x|ζ,Σ(x,`)) dx dζ (46)
More importantly, note that v(x,`) refers to the MSE associated with the approximate posterior
Pˆ(x(`)|Y).
In addition, the evaluation of v(h,`) is simpler relative to v˜(`) and v(x,`). After some algebras,
one could see
v(h,`) = χ
(`)
h − q(`)h (47)
q
(`)
h =
∫ [∫
h(`)PH(`)(h(`))N
(
h(`)|ζ,Σ(h,`)) dh(`)]2∫ PH(`)(h(`))N (h(`)|ζ,Σ(h,`)) dh(`) dζ (48)
Note that v(h,`) represents the MSE associated with Pˆ(h(`)|Y).
Step 3: It is found that only the variance parameters have impact on v˜(`), v(x,`), and v(h,`).
Thus, we now move to update those variance parameters. For V (`) in (V15), we have
V (`) = N`v(h,`)EZ(`−1),R(x,`){|E{x(`)}|2}+N`v(x,`)ER(h,`){|E{h(`)}|2}+N`v(x,`) · v(h,`) (49)
= N`(χ
(`)
h − q(`)h )q(`)x +N`(χ(`)x − q(`)x )q(`)h +N`(χ(`)x − q(`)x )(χ(`)h − q(`)h ) (50)
= N`(χ
(`)
x χ
(`)
h − q(`)x q(`)h ) (51)
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Z(`) X(`+1)
P(z(`)jZ(`)) P(x(`+1)jz(`))
(a) Markov chain of approximate posterior distribution of  
R(x;`+1)
P(R(x;`+1)jx(`+1))
Z(`) Y
p(z(`)jZ(`)) P(yjz(`))
` < L
` = L
z(`)
z(`)
z(`)
(b) Markov chain of approximate posterior distribution of  x(`)
Z(`¡1) X(`)
P(z(`¡1)jZ(`¡1)) P(x(`)jz(`¡1))
R(X;`)
P(R(x;`)jx(`))
` > 1
` = 1
z(`)
X(`) R(x;`)
P(R(x;`)jx(`))
(c) Markov chain of approximate posterior distribution of  h(`)
H(`) R(h;`)
P(R(h;`)jh(`))
Fig. 2. Markov chain of approximated posterior distribution of z(`), x(`), and h(`).
For τ (`)(t) in (V4)
v(s,`) =
q
(`)
z −N`q(`)x q(`)h
N2` (χ
(`)
x χ
(`)
h − q(`)x q(`)h )2
(52)
For parameters Σ(x,`) in (V5) and Σ(h,`) in (V7), we obtain
Σ(x,`) =
N`(χ
(`)
x χ
(`)
h − q(`)x q(`)h )2
β`q
(`)
h (q
(`)
z −N`q(`)x q(`)h )
(53)
Σ(h,`) =
α
∏`−1
l=1 βlN`(χ
(`)
x χ
(`)
h − q(`)x q(`)h )2
q
(`)
x (q
(`)
z −N`q(`)x q(`)h )
(54)
V. REPLICA ANALYSIS
In above, we have proposed ML-BiGAMP algorithm to approximate the exact MMSE esti-
mator of joint estimation for multi-layer inferences and provided its SE analysis, which captures
the dynamic MSE of ML-BiGAMP. We here present an analytical framework by replica method
to study the theoretical performance of exact MMSE estimator in large system limits. More
importantly, we will show that the fixed point equations of MMSE estimator using replica method
for joint estimation problem of multi-layer system is precisely identical to the SE equations of
ML-BiGAMP in Section IV. To present replica analysis for multi-layer system, we firstly focus
on a representative two-layer system, and then extend the results of two-layer system to multi-
layer system.
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A. representative 2-layer model
The two-layer generalized bilinear model is as follow
X→ U = HX → P(S|U) → S→ V = CS → P(Y|V) → Y (55)
where we use (H,U,S,C,V) to represent (H(1),Z(1),X(2),H(2),Z(2)) of the multi-layer model
(1) in L = 2. In addition, we also apply (N1, N2, N3)← (N,M,P ) and (β1, β2)← (β, γ).
The free energy of the focusing 2-layer model is given [18]
F = lim
N→∞
1
N2
EY{logP(Y)} (56)
To avoid such expectation-log operation, using the fact 1, the free energy is written as
F = lim
N→∞
1
N2
lim
τ→0
∂
∂τ
logEY {Pτ (Y)} (57)
where P(Y) is the partition function expressed by
P(Y) =
∫
P(Y|C,S)P(C)P(S)dCdS (58)
P(S) =
∫
P(S|H,X)P(H)P(X)dHdX (59)
B. Begin at the last layer
From (56), (58), and (59)
E{Pτ (Y)} =
∫
Y
τ∏
a=0
∫
P(Y|C(a),S(a))P(C(a))P(S(a))dC(a)dS(a)dY (60)
=
∫
P(Y|V)EC,S {δ(V − CS)} dVdY (61)
where the fact P(Y|H,X) = ∫ P(Y|V)δ(V − HX)dV and the definitions V 4= {V(a),∀a},
C 4= {C(a),∀a}, S 4= {S(a),∀}, and P(Y|V) 4= ∏τa=0P(Y|V(a)) are applied, as well as
P(S) =
∫
P(S|U)EH,X{δ(U −HX )}dU (62)
with U 4= {U(a),∀a}, H 4= {H(a),∀a}, and X 4= {X(a)}. Note that the information of the first
layer is involved in the prior distribution P(S) of the second layer.
1The following equation is applied from right to left
lim
τ→0
∂
∂τ
logE{Θτ} = lim
τ→0
E{Θτ log Θ}
E{Θτ} = E{log Θ}
with Θ being any positive random variable.
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As can be seen from E{Pτ (Y)} in (61), the key is to handle the item EH,X{δ(U −HX )}.
In the large system limits, where the dimension of system goes into infinity, the central limit
theorem (CLT) implies that v(a)pk =
∑M
m=1 c
(a)
pms
(a)
mk limits to a Gaussian distribution with zeros
mean and covariance
EC,S{v(a)pk v(b)pk } = EC,S
{(
M∑
m=1
c(a)pms
(a)
mk
)(
M∑
m=1
c(a)pms
(a)
mk
)}
(63)
= EC,S
{
1
M
(
M∑
m=1
c(a)pmc
(b)
pm
)(
M∑
m=1
s
(a)
mks
(b)
mk
)}
(64)
To average over P(C,S) in (61), we introduce two (τ + 1)× (τ + 1) auxiliary matrices QC
and QS defined by
1 =
∫ P∏
p=1
τ∏
0≤a≤b
δ
(
MQabC −
M∑
m=1
c(a)pmc
(b)
pm
)
dQabC (65)
1 =
∫ K∏
k=1
τ∏
0≤a≤b
δ
(
MQabC −
M∑
m=1
s
(a)
mks
(b)
mk
)
dQabC (66)
with probability measure
P(QC) = EC
{
P∏
p=1
τ∏
0≤a≤b
δ
(
MQabC −
M∑
m=1
c(a)pmc
(b)
pm
)}
(67)
P(QS) = ES
{
K∏
k=1
τ∏
0≤a≤b
δ
(
MQabS −
M∑
m=1
s
(a)
mks
(b)
mk
)}
(68)
Whereafter, we use the probability measure of (QC ,QS) to replace P(C,S), which yields
E{Pτ (Y)} = E
{∫
P(Y|V)
P∏
p=1
K∏
k=1
N (vpk|0,MQC QS)dVdY
}
= E

[∫ τ∏
a=0
p(y|v(a))N (v|0,MQC QS)dvdy
]PK
with vpk
4
= {v(a)pk ,∀a} and  being componentwise multiplication.
We note that QabC =
1
M
∑M
m=1 c
(a)
pmc
(b)
pm is the sum of a large number of i.i.d. random variables.
For QabS =
1
M
∑M
m=1 s
(a)
mks
(b)
mk, there actually exists correlation in s
(a)
k = {s(a)mk,∀m} due to the lin-
ear mixing space. However, in the large system limits, the CLT allows us to treat u(a)k = H
(a)x
(a)
k
as Gaussian with zero mean and covariance matrix χxH(a)(H(a))T, which limits to diagonal
matrix NχxχhI. As a result, QabS is the sum of a large number of variables approximately.
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It means that both the probabilities of QC and QS satisfy large derivation theory (LDT) [23,
Chapter 2.2], [24], which implies
P(QC) ≈ e−PMR(τ)(QC), P(QS) ≈ e−MKR(τ)(QS) (69)
where R(τ)(QS) and R(τ)(QS) are the rate functions given by the Legendre-Fenchel transform
[23] of logEc
{
exp
(
cTQˆCc
)}
and 1
MK
logES
{
exp
(∑M
m=1
∑K
k=1 s
T
mkQˆSsmk
)}
.
R(τ)(QC) = sup
QˆC
{
tr(QˆCQC)− logEc
{
exp
(
cTQˆCc
)}}
R(τ)(QS) = sup
QˆS
{
tr(QˆSQS)− 1
MK
logES
{
exp
(
M∑
m=1
K∑
k=1
sTmkQˆSsmk
)}}
where c 4= {c(a), ∀a} as well as s 4= {s(a),∀a}. An alternative interpretation for rate function is
presented in Appendix C.
By Varadhans theorem [23, Section 2.4], from (57) one could see
1
N2
logE {Pτ (Y)} = sup
QS ,QC
{
PK
N2
G(τ)(QC ,QS)− PM
N2
R(τ)(QC)− MK
N2
Rτ (QS)
}
(70)
= Extr
QC ,QˆC ,QS ,QˆS
{
PK
N2
G(τ)(QC ,QS)− PM
N2
tr(QCQˆC) (71)
+
PM
N2
logEc
{
exp
(
cTQˆCc
)}
− MK
N2
tr(QSQˆS)
+
1
N2
logES
{
exp
(
M∑
m=1
K∑
k=1
sTmkQˆSsmk
)}}
(72)
where G(τ)(QC ,QS)
4
= log
∫ P(y|v)N (v|0,MQC QS)dvdy with P(y|v) 4= ∏τa=0P(y|v(a)),
and ‘Extr’ denotes extremum points.
C. Move to previous layer
To further evaluate (72), it is necessary to evaluate the item 1
N2
logES
{
exp
(∑M
m=1
∑K
k=1 s
T
mkQˆSsmk
)}
,
where the expectation is taken over P(S) given in (62). Similar to dealing with V in (64), the
CLT implies that u(a)mk =
∑N
n=1 h
(a)
mnx
(a)
nk limits to Gaussian variable with zero mean and covariance
E
{
u
(a)
mku
(b)
mk
}
= EH,X
{
1
N
(
N∑
n=1
h(a)mnh
(a)
mn
)(
N∑
n=1
x
(a)
nk x
(b)
nk
)}
(73)
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We introduce two (τ + 1)× (τ + 1) auxiliary matrices QX and QH to replace the average over
(H,X ) space.
1 =
∫ M∏
m=1
τ∏
0≤a≤b
δ
(
NQabH −
N∑
n=1
h(a)mnh
(b)
mn
)
dQabH (74)
1 =
∫ K∏
k=1
τ∏
0≤a≤b
δ
(
NQabX −
N∑
n=1
x
(a)
nk x
(b)
nk
)
dQabX (75)
with probability measures and rate functions
P(QH) = EH
{
M∏
m=1
τ∏
0≤a≤b
δ
(
NQabH −
N∑
n=1
h(a)mnh
(b)
mn
)}
P(QX) = EX
{
K∏
k=1
τ∏
0≤a≤b
δ
(
NQabX −
N∑
n=1
x
(a)
nk x
(b)
nk
)}
R(τ)(QH) = sup
QˆH
{
tr(QˆHQH)− logEh
{
exp
(
hTQˆHh
)}}
R(τ)(QX) = sup
QˆX
{
tr(QˆXQX)− logEx
{
exp
(
xTQˆXx
)}}
From (72)
1
N2
logES
{
exp
(
M∑
m=1
K∑
k=1
sTmkQˆSsmk
)}
(76)
=
1
N2
logEQS ,QC
{[∫
exp
(
sTQˆSs
)
p(s|u)N (u|0, NQH QX)duds
]MK}
(77)
By large partial theory and Varadhans theorem again, the equation above becomes
(77) = sup
QH ,QX
{
MK
N2
G(τ)(QˆS,QH ,QX)− MN
N2
R(τ)(QH)− NK
N2
R(τ)(QX)
}
(78)
= Extr
QH ,QX ,QˆH ,QˆX
{
MK
N2
G(τ)(QˆS,QH ,QX) − MN
N2
tr(QHQˆH) +
MN
N2
logEh
{
exp
(
hTQˆHh
)}
−NK
N2
tr(QXQˆX) +
NK
N2
logEx
{
exp
(
xTQˆXx
)}}
(79)
where
G(τ)(QˆS,QH ,QX)
4
= log
∫
exp
(
sTQˆSs
)
P(s|u)N (u|0, NQH QX)duds
Meanwhile, substituting (79) into (72) yields (83).
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1
N2
logE {Pτ (Y)}
= Extr
QC ,QˆC ,QS ,QˆS ,QH ,QˆH ,QX ,QˆX
{
PK
N2
G(τ)(QC ,QS)− PM
N2
tr(QCQˆC) +
PM
N2
logEc
{
exp
(
cTQˆCc
)}
(81)
−MK
N2
tr(QSQˆS) +
MK
N2
G(τ)(QˆS,QH ,QX)− MN
N2
tr(QHQˆH) +
MN
N2
logEh
{
exp
(
hTQˆHh
)}
−NK
N2
tr(QXQˆX) +
NK
N2
logEx
{
exp
(
xTQˆXx
)}}
(82)
4
= Extr
QC ,QˆC ,QS ,QˆS ,QH ,QˆH ,QX ,QˆX
T (QC , QˆC ,QS, QˆS,QH , QˆH ,QX , QˆX) (83)
We firstly seek the saddle points of T (·) defined in (83) w.r.t. QC , QˆC , QS ,QˆS , QH , QˆH ,
QX , and QˆX , respectively. Therefore, applying following key note (proof is given in Appendix
E)
∂N (x|0, χQH QX)
∂QH
= −N (x|0,QH QX)
2
QX 
[
(QH QX)−1 − 1
χ
(QH QX)−1xxT(QH QX)−1
]
(84)
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the partial derivation of T (·) with its argument matrices could be obtained, respectively.
QˆC = − QS
2αβ

(
(QC QS)−1 − 1
M
(QC QS)−1Ev{vvT}(QC QS)−1
)
(85)
QC =
Ec
{
ccT exp
(
cTQˆCc
)}
Ec
{
exp
(
cTQˆCc
)} (86)
QˆS = −γQC
2

(
(QC QS)−1 − 1
M
(QC QS)−1Ev{vvT}(QC QS)−1
)
(87)
QS = Es{ssT} (88)
QˆH = −QX
2α

(
(QH QX)−1 − 1
N
(QH QX)−1Eu{uuT}(QH QX)−1
)
(89)
QH =
Eh
{
hhT exp
(
hTQˆHh
)}
Eh
{
exp
(
hTQˆHh
)} (90)
QˆX = −βQH
2

(
(QH QX)−1 − 1
N
(QH QX)−1Eu{uuT}(QH QX)−1
)
(91)
QX =
Ex
{
xxT exp
(
xTQˆXx
)}
Ex
{
exp
(
xTQˆXx
)} (92)
where the expectations are respectively taken over
P(v) =
∫ ∏τ
a=0P(y|v(a))N (v|0,MQC QS)dy∫ ∏τ
a=0P(y|v(a))N (v|0,MQC QS)dvdy
P(s) =
∫
exp
(
sTQˆSs
)
P(s|u)N (u|0, NQH QX)du∫
exp
(
sTQˆSs
)
P(s|u)N (u|0, NQH QX)duds
P(u) =
∫
exp
(
sTQˆSs
)
P(s|u)N (u|0, NQH QX)ds∫
exp
(
sTQˆSs
)
P(s|u)N (u|0, NQH QX)duds
D. Replica Symmetric solution
Solving those joint equations (85)-(92) is directly prohibitive except priors and transition
distributions being all Gaussian. We postulate that the solutions to those saddle point equations
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satisfy replica symmetry, i.e,
QX = (χx − qx)I+ qx11T, QˆX = (χˆx − qˆx)I+ qˆx11T (93)
QH = (χh − qh)I+ qh11T, QˆH = (χˆh − qˆh)I+ qˆh11T (94)
QS = (χs − qs)I+ qs11T, QˆS = (χˆs − qˆs)I+ qˆs11T (95)
QC = (χc − qc)I+ qc11T, QˆC = (χˆc − qˆc)I+ qˆc11T (96)
where 11T denotes (τ + 1)× (τ + 1) matrix with it all elements being 1. Based on the replica
symmetry assumption, it can be found that Ev{vvT} and Eu{uuT} are both replica symmetry.
We then define
QV
4
= Ev{vvT} = (χv − qv)I+ qv11T (97)
QU
4
= Eu{uuT} = (χu − qu)I+ qu11T (98)
We begin at solving (85) by evaluating (χv, qv) of QV expressed as below
χv =
∫
(v(0))2
∏τ
a=0 p(y|v(a))N (v|0,MQC QS))dvdy∫ ∏τ
a=0 p(y|v(a))N (v|0,MQC QS))dvdy
(99)
qv =
∫
v(0)v(1)
∏τ
a=0 p(y|v(a))N (v|0,MQC QS))dvdy∫ ∏τ
a=0 p(y|v(a))N (v|0,MQC QS))dvdy
(100)
where MQC QS = M(χsχc − qsqc)I+Mqsqc11T and its inverse by matrix inverse lemma 2.
(MQS QC)−1 = 1
M(χsχc − qsqc)I−
qsqc
M(χsχc − qsqc)(χsχc + τqcqs)11
T (101)
4
= AI−B11T (102)
Further using Hubbard-Stratonovich transform 3, the coupled item in Gaussian p.d.f. can be
decoupled
exp
(
−1
2
vT(MQC QS)−1v
)
= exp
−A
2
τ∑
a=0
(v(a))2 +
(√
B
2
τ∑
a=0
v(a)
)2 (103)
=
∫ √
η
2pi
exp
[
−A
2
τ∑
a=0
(v(a))2 − η
2
ξ2 +
√
ηB
τ∑
a=0
v(a)ξ
]
dξ
(104)
2 (A+BC)−1 = A−1 −A−1B(I+CA−1B)−1CA−1.
3ex
2
=
√
η
2pi
∫
e−
η
2
ξ2+
√
2ηxξdξ, for η > 0.
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From (97), we calculate
lim
τ→0
∫ τ∏
a=0
P(y|v(a))N (v|0, NQC QS)dvdy (105)
= lim
τ→0
C
∫
y,v
τ∏
a=0
P(y|v(a))
∫
ξ
√
η
2pi
exp
[
−A
2
τ∑
a=0
(v(a))2 − η
2
ξ2 +
√
ηB
τ∑
a=0
v(a)ξ
]
dξdvdy
(106)
= lim
τ→0
C
∫
y
[∫
v
P(y|v) exp
(
−A
2
v2 +
√
ηBvξ
)
dv
]τ+1√
η
2pi
exp
(
−η
2
ξ2
)
dξdy (107)
= lim
τ→0
C
√
2pi
A−B (108)
and
lim
τ→0
∫
(v(0))2
τ∏
a=0
P(y|v(a))N (v|0, NQC QS)dvdy (109)
= lim
τ→0
C
√
2pi
A−B
1
A−B (110)
lim
τ→0
∫
v(0)v(1)
τ∏
a=0
P(y|v(a))N (v|0, NQC QS)dvdy (111)
= lim
τ→0
C
√
2pi
A−B
∫ [∫ vP(y|v)N (v|√ B
A(A−B)ξ,
1
A
)
dv
]2
∫ P(y|v)N (v|√ B
A(A−B)ξ,
1
A
)
dv
Dξdy (112)
with C 4= (2pi)−
τ+1
2 |MQS  QC |− 12 . Note that the items involving τ directly is replaced by
themselves on the precondition of τ = 0.
Combining (108) and (110), and combining (112) and (110) yield
χv = Mχcχx (113)
qv =
∫ [∫
vP(y|v)N (v|√Mqsqcξ,M(χsχc − qsqc))dv
]2∫ P(y|v)N (v|√Mqsqcξ,M(χsχc − qsqc))dv Dξdy (114)
Based on the replica symmetry structure, it can be evaluated from (85)
χˆc = 0 (115)
qˆc =
qs
2αβ
qv −Mqsqc
M(χsχc − qcqs)2 (116)
and the following can also be obtained from (87)
χˆs = 0 (117)
qˆs =
γqc
2
qv −Mqsqc
M(χsχc − qcqs)2 (118)
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We then move to evaluate (88). By the matrix inverse lemma, we have
(NQHQX)−1 = 1
N(χhχx − qhqx)I
− qhqx
N(χhχx − qhqx)(χhχx + τqhqx)11
T (119)
4
= EI− F11T (120)
Applying Hubbard-stratonvich transform, the coupled items in P(s) can be decoupled
exp
(
−1
2
uT(NQH QX)−1u
)
=
∫ √
η
2pi
exp
(
−E
2
τ∑
a=0
(u(a))2 − η
2
ξ2 +
√
ηFξ
τ∑
a=0
u(a)
)
dξ
(121)
exp
(
sTQˆSs
)
=
∫ √
%
2pi
exp
(
−qˆs
τ∑
a=0
(s(a))2 − %
2
ζ2 +
√
2%qˆsζ
τ∑
a=0
s(a)
)
dζ
(122)
With decoupled operations above and the property of Gaussian, we obtain (details can be found
in Appendix D)
χs =
∫
s2P(s|u)N (u|0, Nχxχh)duds (123)
qs =
∫ [∫ sNs|u(√Nqhqxξ,N(χhχx − qhqx), ζ, 12qˆs )duds]2∫ Ns|u(√Nqhqxξ,N(χhχx − qhqx), ζ, 12qˆs )duds Dξdζ (124)
where Ns|u(a,A, b, B) = P(s|u)N (u|a,A)N (s|b, B).
For (89) and (91), similar to dealing with (85), we firstly evaluate (χu, qu) in QU based on
decoupling operation and the property of Gaussian distribution
χu = Nχxχh (125)
qu =
∫ [∫ uNs|u(√Nqhqxξ,N(χhχx − qhqx), ζ, 12qˆs )dsdu]2∫ Ns|u(√Nqhqxξ,N(χhχx − qhqx), ζ, 12qˆs )dsdu Dξdζ (126)
Therefore, from (89) and (91)
χˆh = 0 (127)
qˆh =
qx
2α
qu −Nqhqx
N(χhχx − qhqx)2 (128)
χˆx = 0 (129)
qˆx =
βqh
2
qu −Nqhqx
N(χhχx − qhqx)2 (130)
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We then move to evaluate the remaining equations, i.e., (86), (90), and (92). Here, we only
give the procedures of evaluating of (92), while the evaluation of (86) and (90) are similar to
(92). With the fact χˆx = 0 and applying Hubbard-Stratonovich transform, we have
lim
τ→0
Ex
{
exp
(
xTQˆXx
)}
=
∫ √
η
2pi
exp
−η
2
(
ξ′ −
√
2qˆx
η
x
)2PX(x)dxdξ′ (131)
(a)
=
∫
N
(
ξ|x, 1
2qˆx
)
PX(x)dxdξ (132)
=1 (133)
where (a) holds by setting ξ′ =
√
2qˆx
η
ξ. Besides, we further get
χx = lim
τ→0
Ex
{
(x0)
2 exp
(
xTQˆXx
)}
(134)
=
∫
x2PX(x)dx (135)
qx = lim
τ→0
Ex
{
x0x1 exp
(
xTQˆXx
)}
(136)
=
∫ [∫ xPX(x)N (x|ζ, 12qˆx )dx]2∫ PX(x)N (x|ζ, 12qˆx )dx dζ (137)
It is interesting to see that an equivalent single-input and single-output (SISO) system can be
directly established from (132).
ξ = X +W with W ∼ N (0, 1
2qˆx
) (138)
Accordingly, the MSE of MMSE estimator is expressed as a combination of parameters (χx, qx)
mseX = χx − qx (139)
The processing for (86) and (90) is same as that of (92). As a result, we have
ξH = H +WH with WH ∼ N (0, 1
qˆh
) (140)
ξC = C +WC with WC ∼ N (0, 1
qˆc
) (141)
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with
χc =
∫
c2PC(c)dc (142)
qc =
∫ [∫ cPC(c)N (c|ζ, 12qˆc )dc]2∫ PC(c)N (c|ζ, 12qˆc )dc dζ (143)
χh =
∫
h2P(h)dh (144)
qh =
∫ [∫ hPH(h)N (h|ζ, 12qˆh )dh]2∫ PH(h)N (h|ζ, 12qˆh )dh dζ (145)
Summarizing the parameters (χc, qc, qˆc, χs, qs, qˆs, χh, qh, qˆh, χx, qx, qˆx ) constitutes the fixed
point of MMSE estimator for 2-layer model. It is not difficult to find that the fixed points
derived by replica method are precisely equal to the SE equations of ML-BiGAMP shown in
Algorithm 2 in L = 2. Whereafter, in next subsection, we show that the equivalence of the fixed
points by replica method and SE equations for arbitrary `.
E. Extension to multi-layer
To extend the results of two-layer model to multi-layer model, the procedures involve: Section
V-B (begin at last layer) → Section V-C (move to previous layer) → · · · → Section V-C (until
the first layer)→ Section V-D (Replica symmetry solution). After some algebras, the fixed points
derived by replica method is summarized as depicted in Table I.
Compared the fixed points in Table I to SE equations in Algorithm 2, it can be seen that the
fixed point equations by replica method share the same expressions as SE of ML-BiGAMP by
Σ(x,`) ↔ 1
2qˆ
(`)
x
, Σ(h,`) ↔ 1
2qˆ
(`)
h
(146)
VI. SIMULATION
In Ref. [9], the signal detector of massive multi-input multi-output (MIMO) amplify-and-
forward (AF) system is studied, in which the channel from users to the relay and the channel
from the relay to the base station (BS) are both perfectly given. Actually, the assumption that
the BS knows the information of channel from user to the relay is unreasonable. However, in
our ML-BiGAMP, the data and channel can be jointly detected. To present this application and
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TABLE I
FIXED POINT EQUATION BY REPLICA METHOD
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validate the ML-BiGAMP and its SE, we consider following massive MIMO AF relay system
4 as shown in Fig. 3
S = HX+W1 (147)
Y = Qc (CS+W2) (148)
4For simplification, we consider the relay antennas equipped with ∞-bit ADCs and this system is equal to single-layer model
with non-white noise. It is the ML-BiGAMP that can be applied to the case of relay with low-precision ADCs.
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Fig. 3. Massive MIMO AF relay system.
where the the transmitting sequence X is divided into pilots Xp and user data Xd (QPSK
symbol). It is also assumed that a low-resolution complex-valued quantizer Qc(·) involving two
separable real-valued quantizer is equipped in the receiver for the benefit of power cost. The
general setup pertaining ADCs follows [2]. In addition, W1, W2 denote additive Gaussian white
noise (AWGN). For simplification, we assume that the power of W1 is equal to W2.
Fig. 4 shows the MSE performance of Xd of ML-BiGAMP and its SE by varying the number
of bit from 1-bit to ∞-bit. The parameters are set as (K,N,M,P ) = (500, 50, 200, 400), in
which K1 = 100, K2 = 400 such that K = K1 +K2. The signal-of-noise ratio (SNR) is defined
as the power of X divided by the power of noise, and SNR= 8dB. As can be seen from Fig. 4,
the ML-BiGAMP and its SE converge very quickly within 12 ∼ 15 iterations. More importantly,
the MSE performance of ML-BiGAMP and its SE are highly coincident.
Fig. 5 compares the bit error ratio (BER) performance of Xd of ML-BiGAMP with and without
channel statue information at receiver (CSIR) of the first hop. It is interesting to find that the
gap between ML-BiGAMP with and without CSIR of the first hop is small in high bits, while
it is relatively large in the case of 1-bit.
VII. CONCLUSION
In this paper, we considered an extension of the BiG-AMP [1] approach to cover the multi-layer
case of cascaded matrix-factorization problems. Assuming statistically independent matrix entries
with known priors, we derived a new algorithm called ML-BiGAMP, which approximates the
general sum-product LBP in the high-dimensional limit, while enjoying a substantial reduction
in computational complexity. We also demonstrated that, in large system limits, the algorithm’s
MSE could be fully characterized via its SE, i.e., a set of simple one-dimensional equations. This
state evolution further reveals that the fixed point equations of this algorithm match perfectly
with those of the exact MMSE estimator as predicted by the replica method. Given the fact
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Fig. 5. ML-BiGAMP tends to perfect CSIR result.
that the exact MMSE estimator is to be Bayes optimal (but NP-hard), one could infer that the
proposed (approximate) algorithm, having a complexity of only O(N3` ), is also optimal in the
MSE sense asymptotically. The fixed point equations further revealed that there exists a MIMO-
to-SISO equivalence, which indicates that applying the proposed algorithm (or equivalently the
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Fig. 6. The factor graph of multi-layer bilinear inferences problem with unknown measurement matrices, where the cubes
denote the factor nodes, the spheres denote the variable nodes, and the messages deliver via the edges between factor nodes and
variable nodes.
exact MMSE estimator) onto the MIMO multi-layer generalized bilinear regression problem is
equivalent, in terms of average MSE, to apply it onto a simple SISO AWGN model and estimate
the random scalars.
APPENDIX A
DERIVATION OF ML-BIGAMP
In this section, we show the derivation of ML-BiGAMP by extending the method of deriving
BiG-AMP [1] to multi-layer case. The ML-BiGAMP is derived from the sum-product LBP after
performing Gaussian approximation and Taylor series expansion. The factor graph of multi-layer
generalized bilinear problem in (7) and (8) is represented in Fig. 6. The messages delivered in
edges of factor graph and defined in Table II are addressed as follows
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µ
(`)
n←mk(x
(`)
nk , t) ∝
∫
P
(
x
(`+1)
mk |
N∑`
s=1
h(`)msx
(`)
sk
)
µ
(`+1)
m←mk(x
(`+1)
mk , t)
N∏`
s=1
µ
(`)
k←ms(h
(`)
ms, t)
×
N∏`
r 6=n
µ
(`)
r→mk(x
(`)
rk , t)dh
(`)
msdx
(`)
rk dx
(`+1)
mk (149)
µ
(`)
n→mk(x
(`)
nk , t+ 1) ∝ µ(`−1)n→nk(x(`)nk , t+ 1)
N`+1∏
s 6=m
µ
(`)
n←sk(x
(`)
nk , t) (150)
µ
(`)
k→mn(h
(`)
mn, t) ∝
∫
P
(
x
(`+1)
mk |
N∑`
s=1
h(`)msx
(`)
sk
)
µ
(`+1)
m←mk(x
(`+1)
mk , t)
N∏`
r=1
µ
(`)
r→mk(x
(`)
rk , t)
×
N∏`
s 6=n
µ
(`)
k←ms(h
(`)
ms, t)dh
(`)
msdx
(`)
rk dx
(`+1)
mk (151)
µ
(`)
k←mn(h
(`)
mn, t+ 1) ∝ PH(`)(h(`)mn)
K∏
s 6=k
µ(`)s→mn(h
(`)
mn, t) (152)
where
µ
(`+1)
m←mk(x
(`+1)
mk , t) ∝
N`+2∏
p=1
µ
(`+1)
m←pk(x
(`+1)
mk , t) (153)
µ
(`−1)
n→nk(x
(`)
nk , t+ 1) ∝
∫
P
(
x
(`)
nk |
N`−1∑
s=1
hnsxsk
)
N`−1∏
s=1
µ
(`−1)
k←ns(h
(`−1)
ns , t+ 1)
×
N`−1∏
r=1
µ
(`−1)
r→nk(x
(`−1)
rk , t+ 1)dxrkdhns (154)
Specially, when ` = L, there is µ(L+1)m←mk(x
(L+1)
mk , t) = 1 whereas when ` = 1, we have µ
(`−1)
n→nk(x
(`)
nk , t) =
PX(xnk).
Accordingly, the belief distribution (approximate posterior distribution) of x(`)nk and a
(`)
mn are
respectively given by
µ
(`)
nk(x
(`)
nk , t+ 1) =
µ
(`−1)
n→nk(x
(`)
nk , t)
∏N`+1
m=1 µ
(`)
n←mk(x
(`)
nk , t)∫
µ
(`−1)
n→nk(x
(`)
nk , t)
∏N`+1
m=1 µ
(`)
n←mk(x
(`)
nk , t)dx
(`)
nk
(155)
µ(`)mn(h
(`)
mn, t+ 1) =
PH(`)(h(`)mn)
∏K
k=1 µ
(`)
k→mn(h
(`)
mn, t)∫ PH(`)(h(`)mn)∏Kk=1 µ(`)k→mn(h(`)mn, t)dh(`)mn (156)
We denote the mean and variance of µ(`)nk(x
(`)
nk , t) as xˆ
(`)
nk(t) and v
(x,`)
nk (t) respectively. Meanwhile,
we denote the mean and variance of µ(`)mn(h
(`)
mn, t) as hˆ
(`)
mn and v
(h,`)
mn (t), respectively. It is worthy
to note that xˆnk(t) and hˆ
(`)
mn are the approximate MMSE estimator of xnk and hmn in the t-th
iteration respectively.
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TABLE II
SUM-PRODUCT MESSAGE DEFINITIONS
µ
(`)
n←mk(x
(`)
nk , t) message from P(x(`+1)mk |·) to xnk
µ
(`)
n→mk(x
(`)
nk , t) message from xnk to P(x(`+1)mk |·)
µ
(`+1)
m←mk(x
(`+1)
mk , t) message from x
(`+1)
mk in (`+ 1)-th layer to P(x(`+1)mk |·)
µ
(`−1)
n→nk(x
(`)
nk , t) message from P(x(`)nk |·) in (`− 1)-th layer to x(`)nk
µ
(`)
k→mn(h
(`)
mn, t) message from P(x(`+1)mk |·) to h(`)mn
µ
(`)
k←mn(h
(`)
mn, t) message from h
(`)
mn to P(x(`+1)mk |·)
µ
(`)
nk(x
(`)
nk , t) belief distribution at xnk
µ
(`)
mn(h
(`)
mn, t) belief distribution at h
(`)
mn
A. Approximated factor-to-variable messages
Firstly, the factor-to-variable message µ(`)n←mk(x
(`)
nk , t) is simplified as follow
µ
(`)
n←mk(x
(`)
nk , t) ∝
∫
P
(
x
(`+1)
mk |z(`)mk
)
E
[
δ
(
z
(`)
mk − h(`)mnx(`)nk −
N∑`
s 6=n
h(`)msx
(`)
sk
)]
× µ(`+1)m←mk(x(`+1)mk , t)dz(`)mkdx(`+1)mk (157)
where the expectation is taken over the distribution
∏N`
s=1 µ
(`)
k←ms(h
(`)
ms, t)
∏N`
r 6=n µ
(`)
r→mk(x
(`)
rk , t). We
associate random variable (RV) ξ(z,`)mk (t) with z
(`)
mk, associate RV ξ
(h,`)
k←ms(t) with h
(`)
ms following
µ
(`)
k←ms(h
(`)
ms, t), and associate RV ξ
(x,`)
r→mk(t) with x
(`)
rk following µ
(`)
r→mk(x
(`)
rk , t). Then applying
PDF-to-RV lemma 5 [25] yields
ξ
(z,`)
mk (t) = x
(`)
nkξ
(h,`)
k←mn(t) +
∑
s 6=n
ξ
(h,`)
k←ms(t)ξ
(x,`)
s→mk(t) (158)
In the large system limits, the central limit theorem (CLT) allows us to handle ξ(z,`)mk (t) as Gaussian
distribution with mean and variance respectively given by
E[ξ(z,`)mk (t)] = x
(`)
nkhˆ
(`)
k←mn(t) + Z
(`)
mk\n(t) (159)
Var[ξ(z,`)mk (t)] = |x(`)nk |2v(h,`)k←mn(t) + V (`)mk\n(t) (160)
5 Let w ∈ Rp and u ∈ R1 be two RVs, and g : Rp → R be a generic mapping. Then, u = g(w) if and only if the PDF
Pu(u) ∝
∫
δ(u− g(w))Pw(w)dw.
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where
Z
(`)
mk\n(t)
4
=
∑
s6=n
hˆ
(`)
k←ms(t)xˆ
(`)
s→mk(t) (161)
V
(`)
mk\n(t)
4
=
∑
s 6=n
v
(h,`)
k←ms(t)v
(x,`)
s→mk(t) + |hˆ(`)k←ms(t)|2v(x,`)s→mk(t) + |xˆ(`)s→mk(t)|2v(h,`)k←ms(t) (162)
with hˆ(`)k←ms(t) and v
(h,`)
k←ms(t) being the mean and variance of RV ξ
(h,`)
k←ms(t) respectively, whereas
xˆ
(`)
s→mk(t) and v
(x,`)
s→mk(t) denote the mean and variance of RV ξ
(x,`)
s→mk(t).
By Gaussian approximation, the message µ(`)n←mk(x
(`)
nk , t) is simplified as below
µ
(`)
n←mk(x
(`)
nk , t) ∝
∫
N
(
z
(`)
mk|x(`)nkhˆ(`)k←mn(t) + Z(`)mk\n(t), |x(`)nk |2v(h,`)k←mn(t) + V (`)mk\n(t)
)
× P
(
x
(`+1)
mk |z(`)mk
)
µ
(`+1)
m←mk(x
(`+1)
mk , t)dz
(`)
mkdx
(`+1)
mk (163)
It is found that the parameters Z(`)mk\n(t) only has a slight differ from each others. The similar
situation also exists in the parameter V (`)mk\n(t). To further simplify the message µ
(`)
n←mk(x
(`)
nk , t),
we define
H
(`)
mk(a,A)
4
= log
∫
P
(
x
(`+1)
mk |z(`)mk
)
N (z(`)mk|a,A)µ(`+1)m←mk(x(`+1)mk , t)dx(`+1)mk (164)
Z
(`)
mk(t)
4
=
N∑`
n=1
hˆ
(`)
k←mn(t)xˆ
(`)
n→mk(t) (165)
V
(`)
mk(t)
4
=
N∑`
n=1
v
(h,`)
k←mn(t)v
(x,`)
n→mk(t) + |hˆ(`)k←mn(t)|2v(x,`)n→mk(t) + |xˆ(`)n→mk(t)|2v(h,`)k←mn(t) (166)
and then obtain
log µ
(`)
n←mk(x
(`)
nk , t)
= const +H(`)mk
(
x
(`)
nkhˆ
(`)
k←mn(t) + Z
(`)
mk\n(t), |x(`)nk |2v(h,`)k←mn(t) + V (`)mk\n(t)
)
(167)
= const +H(`)mk
(
Z
(`)
mk(t) + hˆ
(`)
k←mn(t)(x
(`)
nk − xˆ(`)n→mk(t)) ,
V
(`)
mk(t) + v
(h,`)
k←mn(t)(|x(`)nk |2 − |xˆ(`)n→mk(t)|2)− v(h,`)k←mn(t)v(x,`)n→mk(t)− |hˆ(`)k←mn(t)|2v(x,`)n→mk(t)
)
(168)
≈ const +H(`)mk
(
Z
(`)
mk(t) + hˆ
(`)
k←mn(t)(x
(`)
nk − xˆ(`)nk(t)), V (`)mk(t) + v(h,`)k←mn(t)(|x(`)nk |2 − |xˆ(`)n→mk(t)|2)
)
(169)
where we use xˆ(`)nk(t) to replace xˆ
(`)
n→mk(t), since µ
(`)
nk(x
(`)
nk , t) is slightly different from µ
(`)
n→mk(x
(`)
nk , t)
and further xˆ(`)n→mk(t) is the same order as xˆ
(`)
nk(t). Besides, the item v
(h,`)
k←mn(t)v
(x,`)
n→mk(t) +
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TABLE III
ML-BIGAMP VARIABLE SCALINGS IN THE LARGE SYSTEM LIMIT [1]
z˜
(`)
mk(t) O(1) v˜(z,`)mk (t) O(1) xˆ(`)n→mk(t)− xˆ(`)nk(t) O( 1√N` )
xˆ
(`)
n→mk(t) O(1) v(x,`)n→mk(t) O(1) |xˆ(`)n→mk(t)|2 − |xˆ(`)nk(t)|2 O( 1√N` )
xˆ
(`)
nk(t) O(1) v(x,`)nk (t) O(1) v(x,`)n→mk(t)− v(x,`)nk (t) O( 1√N` )
hˆ
(`)
k←mn(t) O( 1√N` ) v
(h,`)
k←mn(t) O( 1N` ) hˆ
(`)
k←mn(t)− hˆ(`)mn(t) O( 1N` )
hˆ
(`)
mn(t) O( 1√
N`
) v
(h,`)
mn (t) O( 1N` ) |hˆ
(`)
k←mn(t)|2 − |hˆ(`)mn(t)|2 O( 1(N`)3/2 )
Z
(`)
mk(t) O(1) V (`)mk(t) O(1) v(h,`)k←mn(t)− v(h,`)mn (t) O( 1(N`)3/2 )
R
(x,`)
nk (t) O(1) Σ(x,`)nk (t) O(1)
R
(h,`)
mn (t) O( 1√
N`
) Σ
(h,`)
mn (t) O( 1N` )
sˆ
(`)
mk(t) O(1) v(s,`)mk (t) O(1)
|hˆ(`)k←mn(t)|2v(x,`)n→mk(t) is ignored due to infinitesimal items v(h,`)k←mn(t)v(x,`)n→mk(t), |hˆ(`)k←mn(t)|2. The
remaining variance entries are found in Table III.
We further apply Taylor series expansion6 to logarithm of message µ(`)n←mk(x
(`)
nk , t)
log µ
(`)
n←mk(x
(`)
nk , t)
≈ const +H(`)mk
(
Z
(`)
mk(t), V
(`)
mk(t)
)
+ hˆ
(`)
k←mn(t)(x
(`)
nk − xˆ(`)nk(t))H ′(`)mk
(
Z
(`)
mk(t), V
(`)
mk(t)
)
+
|hˆ(`)k←mn(t)|2|x(`)nk − xˆ(`)nk(t)|2
2
H
′′(`)
mk
(
Z
(`)
mk(t), V
(`)
mk(t)
)
+ v
(h,`)
k←mn(t)(|x(`)nk|2 − |xˆ(`)n→mk(t)|2)H˙(`)mk
(
Z
(`)
mk(t), V
(`)
mk(t)
)
(170)
= const + x(`)nk
[
hˆ
(`)
k←mn(t)H
′(`)
mk
(
Z
(`)
mk(t), V
(`)
mk(t)
)
+ |hˆ(`)mn(t)|2xˆ(`)nk(t)H ′′(`)mk
(
Z
(`)
mk(t), V
(`)
mk(t)
)]
+ |x(`)nk |2
[
1
2
|hˆ(`)mn(t)|2H ′′(`)mk
(
Z
(`)
mk(t), V
(`)
mk(t)
)
+ v(h,`)mn (t)H˙
(`)
mk
(
Z
(`)
mk(t), V
(`)
mk(t)
)]
(171)
where H ′(`)mk (·) and H ′′(`)mk (·) are the first and the second order partial derivation w.r.t. the first
argument and H˙(`)mk(·) is the first order partial derivation w.r.t. the second argument.
6 f(x+4x, y +4y) ≈ f(x, y) +4xf ′(x, y) +4yf˙(x, y) + |4x|2
2
f ′′(x, y) + o.
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By the notes 7 , the message µ(`)n←mk(x
(`)
nk , t) is approximated by the pGaussian distribution
µ
(`)
n←mk(x
(`)
nk , t) ≈ Nc
(
x
(`)
n` |
hˆ
(`)
k←mn(t)sˆm`(t) + |hˆ(`)mn(t)|2xˆ(`)nk(t)v(s,`)mk (t)
|hˆ(`)mn(t)|2v(s,`)mk (t)− v(h,`)mn (t)(|sˆ(`)mk(t)|2 − v(s,`)mk (t))
,
1
|hˆ(`)mn(t)|2v(s,`)mk (t)− v(h,`)mn (t)(|sˆ(`)mk(t)|2 − v(s,`)mk (t))
)
(172)
where
sˆ
(`)
mk(t)
4
= H
′(`)
mk
(
Z
(`)
mk(t), V
(`)
mk(t)
)
=
z˜
(`)
mk(t)− Z(`)mk(t)
V
(`)
mk(t)
(173)
v
(s,`)
mk (t)
4
= −H ′′(`)mk
(
Z
(`)
mk(t), V
(`)
mk(t)
)
=
1
V
(`)
mk
(
1− v˜
(`)
mk(t)
V
(`)
mk(t)
)
(174)
with z˜(`)mk(t) and v˜
(`)
mk(t) defined as the mean and variance of random variable (RV) ζ
(`)
mk(t) drawn
by
ζ
(`)
mk(t) ∼
∫ P (x(`+1)mk |z(`)mk)N (z(`)mk|Z(`)mk(t), V (`)mk(t))µ(`+1)m←mk(x(`+1)mk , t)dx(`+1)mk∫ P (x(`+1)mk |z(`)mk)N (z(`)mk|Z(`)mk(t), V (`)mk(t))µ(`+1)m←mk(x(`+1)mk , t)dx(`+1)mk dz(`)mk (175)
Note that the message µ(`+1)m←mk(x
(`+1)
mk , t) in (153) is the product of large number of Gaussian
distribution. By Gaussian reproduction property8, we obtain
µ
(`+1)
m←mk(x
(`+1)
mk , t) ∝ Nc(x(`+1)mk |R(x,`+1)mk (t),Σ(x,`+1)mk (t)) (176)
7 Defining the mean and variance of distribution P(x)N (x|a,A)∫ P(x)N (x|a,A)dx as E[x] and Var[x], we have
∂ logP(x)N (x|a,A)
∂a
=
∫
x−a
A
P(x)N (x|a,A)dx∫ P(x)N (x|a,A)dx = E[x]− aA
∂2 logP(x)N (x|a,A)
∂a2
=
∂E[x]
∂a
− 1
A
=
Var[x]−A
A2
∂ logP(x)N (x|a,A)
∂A
=
E[|x− a|2]
2A2
− 1
2A
=
E[|(x− E[X]) + (E[x]− a)|2]
2A2
− 1
2A
=
1
2
[∣∣∣∣∂ logP(x)N (x|a,A)∂a
∣∣∣∣2 + ∂2 logP(x)N (x|a,A)∂a2
]
8 N (x|a,A)N (x|b,B) = N (0|a− b, A+B)N (x|c, C) with C = (A−1 +B−1)−1 and c = C(a/A+ b/B).
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where
Σ
(x,`+1)
mk (t) =
(
N`+2∑
p=1
1
v
(x,`+1)
m←pk (t)
)−1
(177)
R
(x,`+1)
mk (t) = Σ
(x,`+1)
mk (t)
(
N`+2∑
p=1
xˆ
(`+1)
m←pk(t)
v
(x,`+1)
m←pk (t)
)
(178)
with xˆ(`)m←pk(t) and v
(x,`)
m←pk(t) being the mean and variance of µ
(`+1)
m←pk(x
(`+1)
mk , t) respectively.
We then update the expression of z˜(`)mk(t) and v˜
(`)
mk(t)
z˜
(`)
mk(t) = E
[
ζ
(`)
mk(t)
]
(179)
v˜
(`)
mk(t) = Var
[
ζ
(`)
mk(t)
]
(180)
where the expectation is taken over
ζ
(`)
mk(t) ∼
∫ P (x(`+1)mk |z(`)mk)N (z(`)mk|Z(`)mk(t), V (`)mk(t))Nc(x(`+1)mk |R(x,`+1)mk (t),Σ(x,`+1)mk (t))dx(`+1)mk∫ P (x(`+1)mk |z(`)mk)N (z(`)mk|Z(`)mk(t), V (`)mk(t))Nc(x(`+1)mk |R(x,`+1)mk (t),Σ(x,`+1)mk (t))dx(`+1)mk dz(`)mk
(181)
Specially, as ` = L, we have µ(`+1)m←mk(x
(`+1)
mk , t) = 1 and further
ζ
(`)
mk(t) ∼
P
(
ymk|z(`)mk
)
N (z(`)mk|Z(`)mk(t), V (`)mk(t))∫ P (ymk|z(`)mk)N (z(`)mk|Z(`)mk(t), V (`)mk(t))dz(`)mk (182)
Similar to simplifying µ(`)n←mk(x
(`)
nk , t), we approximate the message µ
(`)
k→mn(h
(`)
mn, t) as below
µ
(`)
k→mn(h
(`)
mn, t) ≈ Nc
(
h(`)mn|
xˆ
(`)
n→mk(t)sˆm`(t) + |xˆ(`)nk(t)|2hˆ(`)mn(t)v(s,`)mk (t)
|xˆ(`)nk(t)|2v(s,`)mk (t)− v(x,`)nk (t)(|sˆ(`)mk(t)|2 − v(s,`)mk (t))
,
1
|xˆ(`)nk(t)|2v(s,`)mk (t)− v(x,`)nk (t)(|sˆ(`)mk(t)|2 − v(s,`)mk (t))
)
(183)
For message µ(`−1)n→nk(x
(`)
nk , t+ 1) in (154), we have
µ
(`−1)
n→nk(x
(`)
nk , t+ 1)
4∝
∫
P
(
x
(`)
nk |z(`−1)nk
)
E
[
δ
(
z
(`1)
nk −
N`−1∑
r=1
h(`−1)nr x
(`−1)
rk
)]
dz(`−1)nk (184)
with expectation over
∏N`−1
r=1 µ
(`−1)
k←nr(h
(`−1)
nr , t+1)
∏N`−1
r=1 µ
(`−1)
r→nk(x
(`−1)
rk , t+1). Applying PDF-to-RV
lemma and CLT, we get
µ
(`−1)
n→nk(x
(`)
nk , t+ 1) ≈
∫
P
(
x
(`)
nk |z(`−1)nk
)
Nc(z(`−1)nk |Z(`−1)nk (t+ 1), V (`−1)nk (t+ 1))dz(`−1)nk (185)
where the definitions of Z(`−1)nk (t+1) and V
(`−1)
nk (t+1) are found in (165) and (166) respectively.
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B. Approximated variable-to-factor node messages
We now move to simplify the messages from variable node to factor node. By Gaussian
reproduction lemma, the Gaussian product item in message µ(`)n→mk(x
(`)
nk , t+ 1) is as blow
N`+1∏
s 6=m
µ
(`)
n←sk(x
(`)
nk , t) ∝ N
(
xnk|R(x,`)nk\m(t),Σ(x,`)nk\m(t)
)
(186)
where
Σ
(x,`)
nk\m(t)
4
=
(∑
r 6=m
1
v
(x,`)
n←rk(t)
)−1
(187)
=
(∑
r 6=m
|hˆ(`)rn(t)|2v(s,`)rk (t)− v(h,`)rn (t)(|sˆ(`)rk (t)|2 − v(s,`)rk (t))
)−1
(188)
R
(x,`)
nk\m(t)
4
= Σ
(x,`)
nk\m(t)
(∑
r 6=m
xˆ
(`)
n←rk(t)
v
(x,`)
n←rk(t)
)
(189)
=
∑
r 6=m hˆ
(`)
k←rn(t)sˆr`(t) + |hˆ(`)rn(t)|2xˆ(`)nk(t)v(s,`)rk (t)∑
r 6=m |hˆ(`)rn(t)|2v(s,`)rk (t)− v(h,`)rn (t)(|sˆ(`)rk (t)|2 − v(s,`)rk (t))
(190)
= xˆ
(`)
nk(t)
∑
r 6=m |hˆ(`)rn(t)|2v(s,`)rk (t)∑
r 6=m |hˆ(`)rn(t)|2v(s,`)rk (t)− v(h,`)rn (t)(|sˆ(`)rk (t)|2 − v(s,`)rk (t))
+
∑
r 6=m hˆ
(`)
k←rn(t)sˆr`(t)∑
r 6=m |hˆ(`)rn(t)|2v(s,`)rk (t)− v(h,`)rn (t)(|sˆ(`)rk (t)|2 − v(s,`)rk (t))
(191)
= xˆ
(`)
nk(t)
[
1 + Σ
(x,`)
nk\m(t)
∑
r 6=m
v(h,`)rn (t)(|sˆ(`)rk (t)|2 − v(s,`)rk (t))
]
+ Σ
(x,`)
nk\m(t)
∑
r 6=m
hˆ
(`)
k←rn(t)sˆrk(t)
(192)
For easy of notation, we define
g
(`)
nk (a,A)
4
=
1
C
∫
x
(`)
nkP
(
x
(`)
nk |z(`−1)nk
)
Nc(z(`−1)nk |Z(`−1)nk (t+ 1), V (`−1)nk (t+ 1))N (x(`)nk |a,A)dz(`−1)nk dx(`)nk
(193)
where C is the pnormalization constant. Accordingly, the mean and variance of µ(`)n→mk(x
(`)
nk , t+1)
are given
xˆ
(`)
n→mk(t+ 1) = g
(`)
nk
(
R
(x,`)
nk\m(t),Σ
(x,`)
nk\m(t)
)
(194)
v
(x,`)
n→mk(t+ 1) = Σ
(x,`)
nk\m(t)g
′(`)
nk
(
R
(x,`)
nk\m(t),Σ
(x,`)
nk\m(t)
)
(195)
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where the last equation holds by the property of exponential family 9 and g′(`)nk (R
(x,`)
nk\m(t),Σ
(x,`)
nk\m(t))
is partial derivation w.r.t. first argument.
One could see that there is only slight difference between µ(`)n→mk(x
(`)
nk , t + 1) and belief
distribution µ(`)nk(x
(`)
nk , t+ 1). To fix this gap, we define
Σ
(x,`)
nk (t)
4
=
(
N`+1∑
r=1
|hˆ(`)rn(t)|2v(s,`)rk (t)− v(h,`)rn (t)(|sˆ(`)rk (t)|2 − v(s,`)rk (t))
)−1
(198)
R
(x,`)
nk (t)
4
= xˆ
(`)
nk(t)
[
1 + Σ
(x,`)
nk (t)
N`+1∑
r=1
v(h,`)rn (t)(|sˆ(`)rk (t)|2 − v(s,`)rk (t))
]
+ Σ
(x,`)
nk (t)
N`+1∑
r=1
hˆ
(`)
k←rn(t)sˆrk(t)
(199)
Accordingly, we define RV ξ(x,`)nk (t+ 1) following µ
(`)
nk(x
(`)
nk , t+ 1) i.e.,
ξ
(x,`)
nk (t+ 1) ∼ (200)∫ P (x(`)nk |z(`−1)nk )N (z(`−1)nk |Z(`−1)nk (t+ 1), V (`)nk (t+ 1))Nc(x(`)nk |R(x,`)nk (t),Σ(x,`)nk (t))dz(`−1)nk∫ P (x(`)mk|z(`−1)nk )N (z(`−1)nk |Z(`−1)nk (t+ 1), V (`)nk (t+ 1))Nc(x(`)nk |R(x,`)nk (t),Σ(x,`)nk (t))dx(`)nkdz(`−1)nk
(201)
Specially, as ` = 1, it becomes
ξ
(x,1)
nk (t+ 1) ∼
PX(xnk)N (xnk|R(x,1)nk (t),Σ(x,1)nk (t))∫ PX(xnk)N (xnk|R(x,1)nk (t),Σ(x,1)nk (t))dx (202)
The mean and variance of RV ξ(x,`)nk (t+ 1) can be represented as
xˆ
(`)
nk(t+ 1) = g
(`)
nk (R
(x,`)
nk (t),Σ
(x,`)
nk (t)) (203)
v
(x,`)
nk (t+ 1) = Σ
(x,`)
nk (t)g
′(`)
nk (R
(x,`)
nk (t),Σ
(x,`)
nk (t)) (204)
Using first-order Taylor series expansion we have
xˆ
(`)
n→mk(t+ 1) ≈ g(`)nk (R(x,`)nk (t),Σ(x,`)nk (t))− Σ(x,`)nk (t)hˆ(`)mn(t)sˆ(`)mk(t)g′(`)nk (R(x,`)nk (t),Σ(x,`)nk (t)) (205)
= xˆ
(`)
mk(t+ 1)− hˆ(`)mn(t)sˆ(`)mk(t)v(x,`)nk (t+ 1) (206)
9 Given a distribution f(x)∫
f(x)dx with f(x) = P(x)N (x|a,A), we have
∂
∂a
∫
xf(x)dx∫
f(x)dx
=
∫ x(x−a)
A
f(x)dx · ∫ f(x)dx− ∫ xf(x)dx · ∫ x−a
A
f(x)dx[∫
f(x)dx
]2 (196)
=
∫
x2f(x)dx− [∫ xf(x)dx]2∫
f(x)dx
(197)
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where the item v(h,`)mn (t)(|sˆ(`)mk(t)|2 − v(s,`)mk (t)) is ignored since v(h,`)mn (t) is O(1/N`) and the item
hˆ
(`)
mn(t) is replaced by hˆ
(`)
k←mn(t) since hˆ
(`)
mn(t) is the same order as hˆ
(`)
k←mn(t).
Likewise, applying first-order Taylor series expansion to v(x,`)n→mk(x
(`)
nk , t + 1) and ignoring the
high order items, we have
v
(x,`)
n→mk(t+ 1) ≈ v(x,`)nk (t+ 1) (207)
Similarly, the message µk→mn(h
(`)
mn, t) is approximated with corresponding mean and variance
as
hˆ
(`)
k←mn(t+ 1) ≈ hˆmn(t+ 1)− xˆ(`)nk(t)sˆ(`)mk(t)v(h,`)mn (t+ 1) (208)
v
(h,`)
k←mn(t+ 1) ≈ v(h,`)mn (t+ 1) (209)
where hˆmn(t + 1) and v
(h,`)
mn (t + 1) are the mean and variance of RV ξ
(h,`)
mn (t + 1) following
µ
(`)
mn(h
(`)
mn, t+ 1)
ξ
(h,`)
nk (t+ 1) ∼
PH(`)(h(`)mn)N
(
h
(`)
mn|R(h,`)mn (t),Σ(h,`)mn (t)
)
∫ PH(`)(h(`)mn)N (h(`)mn|R(h,`)mn (t),Σ(h,`)mn (t)) dh(`)mn (210)
where following notations are applied
Σ(h,`)mn (t)
4
=
(
K∑
k=1
|xˆ(`)nk(t)|2v(s,`)mk (t)− v(x,`)nk (t)(|sˆ(`)mk(t)|2 − v(s,`)mk (t))
)−1
(211)
R(h,`)mn (t)
4
= hˆ(`)mn(t)
[
1 + Σ(h,`)mn (t)
K∑
k=1
v
(x,`)
nk (t)(|sˆ(`)mk(t)|2 − v(s,`)mk (t))
]
(212)
+ Σ(h,`)mn (t)
K∑
k=1
xˆ
(`)
n→mk(t)sˆmk(t) (213)
Summarizing those approximated messages constructs the relaxed belief propagation. How-
ever, there still exists O(N`+1N`) parameters in each iteration. One way to reduce the number
of those parameters is to update previous steps by the approximated results of (hˆ(`)k←mn(t +
1), v
(h,`)
k←mn(t+ 1)) and (xˆ
(`)
n→mk(t+ 1), v
(x,`)
n→mk(t+ 1)).
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C. Close to loop
Substituting (206) and (208) into (165) yields
Z
(`)
mk(t) =
N∑`
n=1
(
hˆmn(t) + xˆ
(`)
nk(t− 1)sˆ(`)mk(t− 1)v(h,`)mn (t)
)
×
(
xˆ
(`)
mk(t) + hˆ
(`)
mn(t− 1)sˆ(`)mk(t− 1)v(x,`)nk (t)
)
(214)
=
N∑`
n=1
hˆmn(t)xˆ
(`)
mk(t)︸ ︷︷ ︸
4
=Z
(`)
mk(t)
−sˆ(`)mk(t− 1)
N∑`
n=1
[
xˆ
(`)
mk(t)xˆ
(`)
nk(t− 1)v(h,`)mn (t) + hˆ(`)mn(t)hˆ(`)mn(t− 1)v(x,`)nk (t)
]
+ |sˆ(`)mk(t− 1)|2
N∑`
n=1
hˆ(`)mn(t− 1)v(x,`)nk (t)xˆ(`)nk(t− 1)v(h,`)mn (t) (215)
≈ Z(`)mk(t) + sˆ(`)mk(t− 1)
N∑`
n=1
[
|xˆ(`)nk(t)|2v(h,`)mn (t) + |hˆ(`)mn(t)|2v(x,`)nk (t)
]
︸ ︷︷ ︸
4
=V
(`)
mk(t)
(216)
where we use |xˆ(`)nk(t)|2 to replace xˆ(`)mk(t)xˆ(`)nk(t−1), apply |hˆ(`)mn(t)|2 to replace hˆ(`)mn(t)hˆ(`)mn(t−1),
and neglect infinitesimal terms relative to remaining terms.
Next we plug (207) and (209) into (166) and get
V
(`)
mk(t) =
N∑`
n=1
v(h,`)mn (t)v
(x,`)
nk (t) + v
(x,`)
nk (t)
N∑`
n=1
[hˆmn(t) + xˆ
(`)
nk(t− 1)sˆ(`)mk(t− 1)v(h,`)mn (t)]2
+ v(h,`)mn (t)
N∑`
n=1
[xˆ
(`)
mk(t) + hˆ
(`)
mn(t− 1)sˆ(`)mk(t− 1)v(x,`)nk (t)]2 (217)
= V
(`)
mk(t) +
N∑`
n=1
v(h,`)mn (t)v
(x,`)
nk (t)
− 2sˆ(`)mk(t− 1)
N∑`
n=1
[
v
(x,`)
nk (t)hˆmn(t)xˆ
(`)
nk(t− 1)v(h,`)mn (t) + v(h,`)mn (t)xˆ(`)mk(t)hˆ(`)mn(t− 1)v(x,`)nk (t)
]
+ |sˆ(`)mk(t− 1)|2
N∑`
n=1
[
v
(x,`)
nk (t)|xˆ(`)nk(t− 1)|2(v(h,`)mn (t))2
+ v(h,`)mn (t)|hˆ(`)mn(t− 1)|2(v(x,`)nk (t))2
]
(218)
≈ V (`)mk(t) +
N∑`
n=1
v(h,`)mn (t)v
(x,`)
nk (t) (219)
where only O(1) items are remained.
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We then simplify Σ(h,`)mn (t) and Σ
(x,`)
nk (t) as
Σ
(x,`)
nk (t) ≈
(
N`+1∑
m=1
|hˆ(`)mn(t)|2v(s,`)mk (t)
)−1
(220)
Σ(h,`)mn (t) ≈
(
K∑
k=1
|xˆ(`)nk(t)|2v(s,`)mk (t)
)−1
(221)
where the items
∑N`+1
m=1 v
(h,`)
mn (t)(|sˆ(`)mk(t)|2− v(s,`)mk (t)) and
∑K
k=1 v
(x,`)
nk (t)(|sˆ(`)mk(t)|2− v(s,`)mk (t)) are
neglected (details speen in Appendix B). When keeping those items yields message passing
related [18].
With the approximation above, we simplify R(h,`)mn (t) and R
(x,`)
nk (t) as below
R(h,`)mn (t)
4
= hˆ(`)mn(t)
[
1− Σ(h,`)mn (t)
K∑
k=1
v
(x,`)
nk (t)v
(s,`)
mk (t)
]
+ Σ(h,`)mn (t)
K∑
k=1
xˆ
(`)
nk(t)sˆmk(t) (222)
R
(x,`)
nk (t)
4
= xˆ
(`)
nk(t)
[
1− Σ(x,`)nk (t)
N`+1∑
m=1
v(h,`)mn (t)v
(s,`)
mk (t)
]
+ Σ
(x,`)
nk (t)
N`+1∑
m=1
hˆ(`)mn(t)sˆmk(t) (223)
APPENDIX B
Here we explain the reason of ignoring the item
∑M
m=1 v
(h,`)
mn (t)(|sˆ(`)mk(t)|2 − v(s,`)mk (t)). This
item can be written as
M∑
m=1
v(h,`)mn (t)(|sˆ(`)mk(t)|2 − v(s,`)mk (t)) =
M∑
m=1
v(h,`)mn (t)
(
(z˜
(`)
mk − Z(`)mk)2
(V
(`)
mk(t))
2
− V
(`)
mk(t)− v˜(`)mk(t)
(V
(`)
mk(t))
2
)
(224)
=
M∑
m=1
v
(h,`)
mn (t)
V
(`)
mk(t)
E

(
z
(`)
mk − Z(`)mk(t)
)2
V
(`)
mk(t)
− 1
 (225)
We now show the reason of E
{(
z
(`)
mk−Z
(`)
mk(t)
)2
V
(`)
mk(t)
}
= 1 with expectation over ζ(`)mk(t) in (181) for
` < L and in (182) for ` = L. In the large system limits, we assume
v(h,`)mn (t) ≈
1
N`+1N`
N`+1∑
m=1
N∑`
n=1
v(h,`)mn (t)
4
= v(h,`)(t) (226)
v
(x,`)
nk (t) ≈
1
N`K
N∑`
n=1
K∑
k=1
v
(x,`)
nk (t)
4
= v(x,`)(t) (227)
We define V (`)(t) from V (`)mk(t) by using v(h,`)(t) and v(x,`)(t) to replace v
(h,`)
mn (t) and v
(x,`)
nk (t).
By empirical convergence of RVs and markov chain shown in Section IV of the paper (paper
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entitled ML-BiGAMP, not supplement materials), we ignore subscripts and iteration times and
approximate (225) as
(225) ≈ Mv
(h,`)
V (`)
1
KM
M∑
m=1
K∑
k=1
E

(
z
(`)
mk − Z(`)mk
)2
V
(`)
mk
− 1
 (228)
≈ Mv
(h,`)
V (`)
E
{
E
{(
z(`) − Z(`))2
V (`)
}
− 1
}
(229)
where the inner expectation is taken over ζ(`) while the outer expectation is over P(Z(`), R(x,`+1))
for ` < L and P(Z(`), y) for ` = L, which is given
P(Z(`), R(x,`+1)) = P(Z(`))
∫
P(x(`)|z(`))N (z(`)|Z(`), V (`))N (x(`+1)|R(x,`), V (x,`))dx(`+1)dz(`)
(230)
P(Z(L), y) = P(Z(L))
∫
P(y|z(L))N (z(L)|Z(L), V (L))dz(L) (231)
with P(Z(`)) = N (Z(`)|0, χ(`)z − V (`)), χ(`)z = Nχhχx, χ(`)h =
∫ |h(`)|2PH(`)(h(`))dh(`), and
χ
(`)
x =
∫ |x(`)|2P(x(`)|z(`))N (z(`−1)|0, χ(`−1)z )dz(`−1)dx(`).
From (229), for ` < L
E
{
E
{(
z(`) − Z(`))2
V (`)
}}
=
∫
Z(`),R(x,`+1)
∫
z(`)
(
z(`) − Z(`))2
V (`)
(232)
×
∫ P (x(`+1)|z(`))N (z(`)|Z(`), V (`))N (x(`+1)|R(x,`+1),Σ(x,`))dx(`+1)∫ P (x(`+1)|z(`))N (z(`)|Z(`), V (`))N (x(`+1)|R(x,`+1),Σ(x,`))dx(`+1)dz(`) dz(`)
× P(Z(`), R(x,`+1))dZ(`)dR(x,`+1) (233)
=1 (234)
Similarly, for the case of ` = L, the formula E
{
E
{
(z(`)−Z(`))2
V (`)
}}
= 1 above also holds.
Similarly, the term
∑K
k=1 v
(x,`)
nk (t)(|sˆ(`)mk(t)|2 − v(s,`)mk (t)) can also be neglected.
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APPENDIX C
RATE FUNCTION OF QC AND QS
The auxiliary matrix QC = {QabC ,∀a, b} and QS = {QabS ,∀a, b} are defined as below
1 =
∫ P∏
p=1
τ∏
0≤a≤b
δ
(
MQabC −
M∑
m=1
c(a)pmc
(b)
pm
)
dQabC (235)
1 =
∫ K∏
k=1
τ∏
0≤a≤b
δ
(
MQabC −
M∑
m=1
s
(a)
mks
(b)
mk
)
dQabC (236)
with probability measure
P(QC) = EC
{
P∏
p=1
τ∏
0≤a≤b
δ
(
MQabC −
M∑
m=1
c(a)pmc
(b)
pm
)}
(237)
P(QS) = ES
{
K∏
k=1
τ∏
0≤a≤b
δ
(
MQabS −
M∑
m=1
s
(a)
mks
(b)
mk
)}
(238)
To present their rate functions, we firstly introduce the Fourier representation of Dirac function.
A. Fourier representation of Dirac function
Using the fact
δ(x) =
1
2pi
eJx˜xdx˜ = δ(Jx) =
1
2pi
∫
e−x˜xdx˜ (239)
we have
δ
(
MQabC −
M∑
m=1
c(a)pmc
(b)
pm
)
=
1
2pi
∫
exp
[
−Q˜abC
(
MQabC −
M∑
m=1
c(a)pmc
(b)
pm
)]
dQ˜abC (240)
and further
EC
{
P∏
p=1
∏
a≤b
δ
(
MQabC −
M∑
m=1
c(a)pmc
(b)
pm
)}
=
1
(2pi)
P (τ+2)(τ+1)
2
EC
{∫
exp
(
−PM
∑
a≤b
Q˜abCQ
ab
C
)
exp
(
P∑
p=1
∑
a≤b
M∑
m=1
Q˜abC c
(a)
pmc
(b)
pm
)
dQ˜C
}
(241)
Note that the summation is over a ≤ b because QabC = QbaC . Finally, we make the change of
variables by
∀a, QˆaaC = Q˜aaC (242)
∀a 6= b, QˆabC = 2Q˜abC (243)
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which allows us to write the sums in (241) more compactly
τ∑
a≤b
Q˜abCQ
ab
C = tr
(
QCQˆC
)
(244)
τ∑
a≤b
Q˜abC c
(a)
pmc
(b)
pm = c
T
pmQˆCcpm (245)
where cpm
4
= {c(a)pm,∀a}.
B. Rate function R(τ)(QC) and R(τ)(QS)
Using Fourier transform representation of Dirac function above, we rewrite P(QC) as
P(QC) = const ·
∫
EC
{
exp
(
P∑
p=1
M∑
m=1
cTpmQˆCcpm
)}
exp(−PM tr(QˆCQC))dQˆC (246)
where “const” denotes a constant, which will be neglected. We then evaluate
R(τ)(QC) = − 1
PM
logP(QC) (247)
= − 1
PM
log
∫
EC
{
exp
(
P∑
p=1
M∑
m=1
cTpmQˆCcpm
)}
exp(−PM tr(QˆCQC))dQˆC + o
(248)
= sup
QˆC
{
tr(QˆCQC)− 1
PM
logEC
{
exp
(
P∑
p=1
M∑
m=1
cTpmQˆCcpm
)}}
(249)
By the fact
1
PM
logEC
{
exp
(
P∑
p=1
M∑
m=1
cTpmQˆCcpm
)}
=
1
PM
log
(
P∏
p=1
M∏
m=1
Ecpm
{
exp
(
cTpmQˆCcpm
)})
(250)
= logEc
{
exp
(
cTQˆCc
)}
(251)
the rate function R(τ)(Qs) can also be written as
R(τ)(QC) = sup
QˆC
{
tr(QˆCQC)− logEC
{
exp
(
cTQˆCc
)}}
(252)
Similar to calculate R(τ)(QC), following can be obtained
R(τ)(Qs) = − 1
MK
logP(QS) (253)
= sup
QˆS
{
tr(QˆSQS)− 1
MK
logES
{
exp
(
M∑
m=1
K∑
k=1
sTmkQˆSsmk
)}}
(254)
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APPENDIX D
CALCULATION OF PARAMETERS (χs, qs, χu, qu)
With decoupling operations, we firstly calculate the denominator of χs
lim
τ→0
∫
s
∫
u
exp
(
sTQˆSs
)
P(s|u)N (u|0, NQH QX)duds (255)
= lim
τ→0
C
∫
s
∫
u
P(s|u)
[∫ √
η
2pi
exp
(
−1
2
E
τ∑
a=0
(u(a))2 − η
2
ξ2 +
√
ηFξ
τ∑
a=0
u(a)
)
dξ
]
×
[∫ √
%
2pi
exp
(
−qˆs
τ∑
a=0
(s(a))2 − %
2
ζ2 +
√
2%qˆsζ
τ∑
a=0
s(a)
)
dζ
]
duds (256)
= lim
τ→0
C
∫
ζ
∫
ξ
[∫
s
∫
u
P(s|u) exp
(
−1
2
Eu2 +
√
ηFuξ
)
exp
(
−qˆss2 +
√
2%qˆsζs
)
duds
]τ+1
×
√
η
2pi
exp
(
−η
2
ξ2
)√ %
2pi
exp
(
−%
2
ζ2
)
dξdζ (257)
= lim
τ→0
C
∫
ζ
∫
ξ
[∫
s
∫
u
P(s|u)N
(
u|
√
ηF
E
ξ,
1
E
)
N
(
s|
√
%
2qˆs
ζ,
1
2qˆs
)
duds
]
×
√
%
2qˆs
√
2pi
E − FN
(
ξ|0, E
η(E − F )
)
dξdζ (258)
Let ζ ←
√
%
2qˆs
ζ , ξ ←
√
η(E−F )
E
ξ, we write the equation above as
(258) = lim
τ→0
C
√
2pi
E − F
∫
ζ
∫
ξ
∫
s
∫
u
P(s|u)N
(
s|ζ, 1
2qˆs
)
N
(
u|
√
F
E(E − F )ξ,
1
E
)
dudsDξdζ
(259)
= lim
τ→0
C
√
2pi
E − F
∫
ξ
∫
u
N
(
u|
√
F
E(E − F )ξ,
1
E
)
duDξ (260)
(a)
= lim
τ→0
C
√
2pi
E − F
∫
u
√
E(E − F )
F
N
(√
E(E − F )
F
u|0, E − F
F
+ 1
)
du (261)
= lim
τ→0
C
√
2pi
E − F
∫
u
N
(
u|0, 1
E − F
)
du (262)
= lim
τ→0
C
√
2pi
E − F (263)
where C = (2pi)−
τ+1
2 [det(NQH QX)]− 12 and (a) holds by Gaussian reproduction property.
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The numerator of χs is calculated by
lim
τ→0
∫
s
∫
u
(s(0))2 exp
(
sTQˆSs
)
P(s|u)N (u|0, NQH QX)duds (264)
= lim
τ→0
C
∫
s
(s(0))2
∫
u
P(s|u)
[∫ √
η
2pi
exp
(
−1
2
E
τ∑
a=0
(u(a))2 − η
2
ξ2 +
√
ηFξ
τ∑
a=0
u(a)
)
dξ
]
×
[∫ √
%
2pi
exp
(
−qˆs
τ∑
a=0
(s(a))2 − %
2
ζ2 +
√
2%qˆsζ
τ∑
a=0
s(a)
)
dζ
]
duds (265)
= lim
τ→0
C
∫
ζ
∫
ξ
[∫
s
∫
u
s2P(s|u) exp
(
−1
2
Eu2 +
√
ηFuξ
)
exp
(
−qˆss2 +
√
2%qˆsζs
)
duds
]
×
[∫
s
∫
u
P(s|u) exp
(
−1
2
Eu2 +
√
ηFuξ
)
exp
(
−qˆss2 +
√
2%qˆsζs
)
duds
]τ
×
√
η
2pi
exp
(
−η
2
ξ2
)√ %
2pi
exp
(
−%
2
ζ2
)
dξdζ (266)
= lim
τ→0
C
√
2pi
E − F
∫
ζ
∫
ξ
∫
s
∫
u
s2P(s|u)N
(
s|ζ, 1
2qˆs
)
N
(
u|
√
F
E(E − F )ξ,
1
E
)
dudsDξdζ
(267)
= lim
τ→0
C
√
2pi
E − F
∫
s
∫
u
s2P(s|u)N
(
u|0, 1
E − F
)
duds (268)
Combining (263) and (268) yields
χs = lim
τ→0
∫
s
∫
u
s2P(s|u)N
(
u|0, 1
E − F
)
duds (269)
=
∫
s
∫
u
s2P(s|u)N (u|0, Nχxχh)duds (270)
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The numerator of qs is given by
lim
τ→0
∫
s
∫
u
s(0)s(1) exp
(
sTQˆSs
)
P(s|u)N (u|0, NQH QX)duds (271)
= lim
τ→0
C
∫
s
(s(0))2
∫
u
P(s|u)
[∫ √
η
2pi
exp
(
−1
2
E
τ∑
a=0
(u(a))2 − η
2
ξ2 +
√
ηFξ
τ∑
a=0
u(a)
)
dξ
]
×
[∫ √
%
2pi
exp
(
−qˆs
τ∑
a=0
(s(a))2 − %
2
ζ2 +
√
2%qˆsζ
τ∑
a=0
s(a)
)
dζ
]
duds (272)
= lim
τ→0
C
∫
ζ
∫
ξ
[∫
s
∫
u
sP(s|u) exp
(
−1
2
Eu2 +
√
ηFuξ
)
exp
(
−qˆss2 +
√
2%qˆsζs
)
duds
]2
×
[∫
s
∫
u
P(s|u) exp
(
−1
2
Eu2 +
√
ηFuξ
)
exp
(
−qˆss2 +
√
2%qˆsζs
)
duds
]τ−1
×
√
η
2pi
exp
(
−η
2
ξ2
)√ %
2pi
exp
(
−%
2
ζ2
)
dξdζ (273)
= lim
τ→0
C
∫
ζ
∫
ξ
[∫
s
∫
u
sP(s|u)N
(
u|
√
ηF
E
ξ, 1
E
)
N
(
s|
√
%
2qˆs
ζ, 1
2qˆs
)
duds
]2
∫
s
∫
u
P(s|u)N
(
u|
√
ηF
E
ξ, 1
E
)
N
(
s|
√
%
2qˆs
ζ, 1
2qˆs
)
duds
×
√
%
2qˆs
√
2pi
E − FN
(
ξ|0, E
η(E − F )
)
dξdζ (274)
Let ζ ←
√
%
2qˆs
ζ , ξ ←
√
η(E−F )
E
ξ, we have
(274) = lim
τ→0
C
√
2pi
E − F
∫
ζ
∫
ξ
[∫
s
∫
u
sP(s|u)N
(
u|
√
F
E(E−F )ξ,
1
E
)
N
(
s|ζ, 1
2qˆs
)
duds
]2
∫
s
∫
u
P(s|u)N
(
u|
√
F
E(E−F )ξ,
1
E
)
N
(
s|, 1
2qˆs
)
duds
Dξdζ
(275)
Combining (275) and (263) gets
qs = lim
τ→0
∫
ζ
∫
ξ
[∫
s
∫
u
sP(s|u)N
(
u|
√
F
E(E−F )ξ,
1
E
)
N
(
s|ζ, 1
2qˆs
)
duds
]2
∫
s
∫
u
P(s|u)N
(
u|
√
F
E(E−F )ξ,
1
E
)
N
(
s|, 1
2qˆs
)
duds
Dξdζ (276)
=
∫
ζ
∫
ξ
[∫
s
∫
u
sP(s|u)N (s|ζ, 1
2qˆs
)N (u|√Nqxqhξ,N(χhχx − qhqx)) duds]2∫
s
∫
u
sP(s|u)N (s|ζ, 1
2qˆs
)N (u|√Nqxqhξ,N(χhχx − qhqx)) duds Dξdζ (277)
=
∫
ζ
∫
ξ
[∫
sNs|u
(√
Nqxqhξ,N(χhχx − qhqx), ζ, 12qˆs
)
duds
]2
∫ Ns|u (√Nqxqhξ,N(χhχx − qhqx), ζ, 12qˆs) duds Dξdζ (278)
where Ns|u(·) = P(s|u)N (u|·)N (s|·).
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We then move to calculate χu and qu. The numerator of χu is as follow
lim
τ→0
∫
s
∫
u
(u(0))2 exp
(
sTQˆSs
)
P(s|u)N (u|0, NQH QX)duds (279)
= lim
τ→0
C
√
2pi
E − F
∫
ζ
∫
ξ
∫
s
∫
u
u2P(s|u)N
(
s|ζ, 1
2qˆs
)
N
(
u|
√
F
E(E − F )ξ,
1
E
)
dudsDξdζ
(280)
= lim
τ→0
C
√
2pi
E − F
∫
ξ
∫
u
u2N
(
u|
√
F
E(E − F )ξ,
1
E
)
duDξ (281)
= lim
τ→0
C
√
2pi
E − F
∫
ξ
∫
u
u2N
(
u|0, 1
E − F
)
du (282)
= lim
τ→0
C
√
2pi
E − F
1
E − F (283)
we the obtain
χu = lim
τ→0
1
E − F = Nχhχx (284)
The calculation of qu is the same as qs. After some algebras, we get
qu =
∫
ζ
∫
ξ
[∫
uNs|u
(√
Nqxqhξ,N(χhχx − qhqx), ζ, 12qˆs
)
dsdu
]2
∫ Ns|u (√Nqxqhξ,N(χhχx − qhqx), ζ, 12qˆs) dsdu Dξdζ (285)
APPENDIX E
PROOF FOR PARTIAL DERIVATION OF GAUSSIAN
Given a Gaussian distribution
N (x|0, χQH QX) = (2pi)N2 |χQH QX |− 12 exp
[
−1
2
xT(χQH QX)−1x
]
(286)
where ‘’ denotes element-wise multiply, its partial derivation w.r.t. QH denotes
∂N (x|0, χQH QX)
∂QH
= (2pi)
N
2
∂|χQH QX |− 12
∂QH
exp
[
−1
2
xT(χQH QX)−1x
]
+ (2pi)
pi
2 |χQH QX |− 12 ∂
∂QH
exp
[
−1
2
xT(χQH QX)−1x
]
(287)
where
∂|χQH QX |− 12
∂QH
= −1
2
|χQH QX |− 12 (QH QX)−1 QX (288)
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as well as
∂
∂QH
exp
[
−1
2
xT(χQH QX)−1x
]
(289)
= −1
2
exp
(
−1
2
xT(χQH QX)−1x
)
∂
∂QH
(xT(χQH QX)−1x) (290)
with
∂
∂QH
xT(χQH QX)−1x =

∂xT(χQHQX)−1x
∂[QH ]11
· · · ∂xT(χQHQX)−1x
∂[QH ]1N
... . . .
...
∂xT(χQHQX)−1x
∂[QH ]N1
· · · ∂xT(χQHQX)−1x
∂[QH ]NN
 (291)
Using the fact ∂g(U)
∂x
= Tr
{
∂g(U)
∂U
∂U
∂x
}
and ∂U
−1
∂x
= −U−1 ∂U
∂x
U−1, where U is square matrix
with argument x, we have
1
χ
∂xT(QH QX)−1x
∂[QH ]ij
=
1
χ
Tr
{
∂xT(QH QX)−1x
∂(QH QX)−1
∂(QH QX)−1
∂[QH ]11
}
(292)
=
1
χ
Tr
{
xxT
∂(χQH QX)−1
∂[QH ]11
}
(293)
= − 1
χ
Tr
{
xxT(QH QX)−1∂QH QX
∂[QH ]ij
(QH QX)−1
}
(294)
= − 1
χ
Tr
{
xxT(QH QX)−1[QX ]ijeieTj (QH QX)−1
}
(295)
= − 1
χ
[QX ]ije
T
j (QH QX)−1xxT (QH QX)−1ei (296)
where ej is column vector with all elements being zeros expect j-th element being 1. We then
have
∂
∂QH
xT(χQH QX)−1x = − 1
χ
QX  [(QH QX)−1xxT(QH QX)−1] (297)
As a result, we obtain
∂N (x|0, χQH QX)
∂QH
= −N (x|0, χQH QX)
2
×QX 
[
(QH QX)−1 − 1
χ
(QH QX)−1xxT(QH QX)−1
]
(298)
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