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ASYMPTOTIC BEHAVIOR OF POLYNOMIALS
ORTHONORMAL ON A HOMOGENEOUS SET
Franz Peherstorfer and Peter Yuditskii
Abstract. Let E be a homogeneous compact set, for instance a Cantor set of positive length.
Further let σ be a positive measure with supp(σ) = E. Under the condition that the absolutely
continuous part of σ satisfies a Szego¨–type condition we give an asymptotic representation, on
and off the support, for the polynomials orthonormal with respect to σ. For the special case
that E consists of a finite number of intervals and that σ has no singular component this is a
nowaday well known result of Widom. If E = [a, b] it becomes a classical result due to Szego¨
and in case that there appears in addition a singular component, it is due to Kolmogorov–
Krein. In fact the results are presented for the more general case that the orthogonality
measure may have a denumerable set of mass–points outside of E which are supposed to
accumulate on E only and to satisfy (together with the zeros of the associated Stieltjes
function) the free–interpolation Carleson–type condition. Up to the case of a finite number of
mass points this is even new for the single interval case. Furthermore, as a byproduct of our
representations, we obtain that the recurrence coefficients of the orthonormal polynomials
behave asymptotically almost periodic. Or in other words the Jacobi matrices associated
with the above discussed orthonormal polynomials are compact perturbations of a one–sided
restriction of almost periodic Jacobi matrices with homogeneous spectrum. Our main tool is
a theory of Hardy spaces of character–automorphic functions and forms on Riemann surfaces
of Widom type, we use also some ideas of scattering theory for one–dimensional Schro¨dinger
equations.
Introduction
Let σ be a positive measure with a compact support. By Pn(x) = Pn(x, σ) we denote
the polynomial of degree n orthonormal with respect to σ, i.e.:∫
Pn(x)Pm(x) dσ(x) = δn,m. (0.1)
It’s well known that {Pn} satisfies a three–term recurrence relation
zPn(z) = pnPn−1(z) + qnPn(z) + pn+1Pn+1(z), n = 1, 2, . . . , (0.2)
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with initial data
p0P0(z) = 1, zP0(z) = q0P0(z) + p1P1(z).
One of the main problems is to find an explicit or at least an asymptotic representation
of the orthonormal polynomials and their recurrence coefficients.
In the case when the support of the measure is the single interval, say E = [−2, 2], this
problem has been solved by Szego¨ and Bernstein [30, 5] rather completely. As we shall see
a crucial point was Szego¨’s discovery that the problem transformed to the unit circle by
the well known conformal mapping z : D = {ζ : |ζ| < 1} → C¯ \ E, z(ζ) = 1
ζ
+ ζ is closely
connected with an extremal problem in the Hardy space H2.
To be able to state Szego¨’s and our results we first will need some basic facts on Hardy
spaces and functions of bounded characteristic [12].
Recall that a function f(ζ) meromorphic in D is said to be of bounded characteristic
if
sup
0<r<1
{∫
T
log+ |f(rt)| dm(t)
}
<∞,
where T = {t : |t| = 1} and dm is the Lebesgue measure on T. It can be represented as a
ratio of two holomorphic functions bounded in the disk, that is,
f(ζ) =
f+(ζ)
f−(ζ)
, sup
ζ∈D
|f±(ζ)| ≤ 1.
Such functions have the representation
f±(ζ) =
∏ ζ±l
|ζ±l |
ζ±l − ζ
1− ζ±l ζ
exp
{
ic± +
∫
T
ζ + t
ζ − t dτ
±(t)
}
,
where ζ±l ∈ D, c± ∈ R and dτ±(t) are positive measures on T. One can decompose dτ±(t)
into the absolutely continuous dτ±a.c.(t) and singular dτ
±
s. (t) part. The factor
fout± (ζ) = exp
{
ic± +
∫
T
ζ + t
ζ − t dτ
±
a.c.(t)
}
is called the outer part of the function f±(ζ). It is defined uniquely (up to unimodu-
lar constant) via the boundary values of the modulus of the given function, dτ±a.c.(t) =
− log |f±(t)| dm(t). The remaining part of the function is called the inner part. It contains
the Blaschke product and the singular component. The function f(ζ) is of Smirnov class,
(or Nevanlinna class N+), if the denominator f− is an outer function.
As usual, Hp denotes the Hardy space of functions f(ζ) analytic on D with
‖f‖p = sup
0<r<1
{∫
T
|f(rt)|p dm(t)
} 1
p
<∞.
Note that any function from Hp is a function of Smirnov class, and that functions of
Smirnov class obey the maximum principle in the following form: if f is of Smirnov class
and f(t) ∈ Lp, t ∈ T, then f ∈ Hp.
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Now we are ready to state Szego¨’s result in a suitable way. Let the transformed measure
σ∗(t), given by
2
∫
E=[−2,2]
f(x) dσ(x) =
∫
T
f(z(t)) dσ∗(t),
have a decomposition of the form
dσ∗(t) = ρ(t)dm(t) + dσ∗s.(t),
where σ∗s. is a singular measure and ρ(t) satisfies the so–called Szego¨ condition∫
T
log ρ(t) dm(t) > −∞. (0.3)
Then ρ has a representation of the form
ρ(t) = |D(t)|2 a.e. on T,
where
D(ζ) := exp
{
1
2
∫
T
log ρ(t)
t+ ζ
t− ζ dm(t)
}
is an outer function. Since it is a characteristic property of an outer function, that
closL2{DH∞} = H2, (0.4)
we have
ν(ρ) := inf{
∫
T
|f(t)|2ρ(t) dm(t) : f ∈ H∞, f(0) = 1} = D2(0) (0.5)
with an extremal function
f(ζ, ρ) =
D(0)
D(ζ)
.
Using the fact that the polynomials orthonormal on the unit circle with respect to the
weight function ρ form a so–called minimizing sequence for problem (0.5) (see e.g. [22])
Szego¨ has shown that uniformly on compact subsets of Ω = C¯ \E the asymptotic relation
Pn(z(ζ), σ) ∼ ζ
−n
D(ζ)
(0.6)
holds. By (0.6) it follows that the recurrence coefficients have the asymptotic behavior
pn → 1 and qn → 0 (n→∞).
Szego¨ also has given an asymptotic representation of the orthonormal polynomials on T
with respect to L2–norm.
Up to the next major step in a general characterization, due to Akhiezer–Tomchuk [1,
3, 32] and Widom [34], it took almost 40 years. For the case of finite number of inter-
vals, say E := [b0, a0] \ ∪Nj=1(aj, bj) Akhiezer and Tomchuk derived so called comparative
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asymptotics, that is, the weight functions are divided into classes and if the asymptotic
behavior of the orthonormal polynomials with respect to one weight function is known the
asymptotics with respect to all other weight functions from this class can be given. At
the end of the sixties Widom discovered the important fact that in case of several arcs
and curves, moreover of a finite number of intervals, the extremal problem (0.5) has to be
replaced by a much more sophisticated one which we are going to discuss next.
To see better the parallels to Szego¨’s theory let us uniformize the domain Ω = C¯ \ E
by the so called universal covering map z(ζ). Recall that z(ζ) is a meromorphic function
which maps D onto Ω and which is automorphic with respect to the associated Fuchsian
group Γ, i.e., z(γ(ζ)) = z(ζ), ∀γ ∈ Γ, and any two preimages of z0 ∈ Ω are Γ–equivalent,
i.e., z(ζ1) = z(ζ2) ⇒ ∃γ ∈ Γ : ζ1 = γ(ζ2). We normalize z(ζ) by the conditions z(0) =∞,
(ζz)(0) > 0.
Furthermore, a character of Γ is a complex–valued function α : Γ→ T, satisfying
α(γ1γ2) = α(γ1)α(γ2) (γ1, γ2 ∈ Γ).
The characters form an Abelian compact group denoted by Γ∗.
For a given character α ∈ Γ∗ define the space of character–automorphic functions
H∞(Γ, α) = {f ∈ H∞ : f(γ(ζ)) = α(γ)f(ζ), ∀γ ∈ Γ}.
The Blaschke product
b(ζ) = b(ζ, 0) =
∏
γ∈Γ
γ(0)− ζ
1− γ(0)ζ
|γ(0)|
γ(0)
is called the Green’s function of Γ with respect to the origin. Since it is a character–
automorphic function, there exists a µ ∈ Γ∗ such that
b(γ(ζ)) = µ(γ)b(ζ). (0.7)
Note, if G(z) = G(z,∞) denotes the Green’s function of the domain Ω, then
G(z(ζ), z(0)) = − log |b(ζ, 0)|.
Without loss of generality we assume in this paper that (bz)(0) = 1, i.e., the capacity of
E is equal to 1.
Next let us assume for a moment that σ(x) is absolutely continuous on E, i.e., dσ(x) =
σ′a.c(x) dx. Transforming this measure by the universal z(t), we get
2
∫
E
f(x) σ′a.c.(x) dx =
∫
E
f(z(t))σ′a.c.(z(t))|z′(t)|2π dm(t)
=
∫
E
f(z(t))ρ(t) dm(t),
(0.8)
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where E is a fundamental set for the action of Γ on T. Under the conditions that E consists
of a finite number of intervals and that ρ(t) satisfies the generalized Szego¨ condition (0.3)
Widom has shown that the minimum problem, ρ ∈ L1dm|E,
ν(ρ, α) := inf{
∫
E
|f(t)|2ρ(t) dm(t) : f ∈ H∞(Γ, α) and f(0) = 1}, (0.9)
and its unique extremal function f(ζ, ρ, α) (which does not belong to H∞ in general) play
a crucial role in the asymptotics of polynomials {Pn} orthonormal on a finite number of
intervals E. Indeed, he proved that the minimum deviation has the following asymptotic
behavior
p20 . . . p
2
n = min
ai
∫
E
|xn + a1xn−1 + · · ·+ an|2 dσ(x) ∼ ν(ρ, µn) (0.10)
and uniformly on compact subsets of Ω the orthonormal polynomial is given asymptotically
by
(p0 . . . pn)Pn(z(ζ), σ)b
n(ζ) ∼ f(ζ, ρ, µn). (0.11)
He gave also asymptotics on the support. Widom used spaces of multivalued functions on
Ω, but we presented his results in a way suitable in what follows.
Thus after Akhiezer–Tomchuk’s, Widom’s and subsequent investigations [4, 13, 18,
24–27, 33] the following natural questions arise:
a) Does there still hold an asymptotic representation like (0.6) respectively (0.11) if
C¯ \ E is infinite connected, in particular, if E is a Cantor type set?
b) Is there an analog of the Krein–Kolmogorov-Szego¨ Theorem, that is, does the as-
ymptotic representation still hold if the measure has an arbitrary singular part on E?
c) How does the asymptotic representation change if outside of E a denumerable set
of mass–points is added?
d) Finally, what could be said on the asymptotic behavior of the recurrence coefficient?
Let us point out that so far the answer to the questions b)– d) have been unknown
partly even for the case of a finite number of intervals. More precisely the answer to
question b) is known for the case of one interval only [22, Sect. 2]. Concerning question
c) only the case of a finite number of mass points could be handled (see [21]).
What concerns question d) partial answers are known (see [4, 18, 24, 25]) when the
support of the measure consists of a finite number of intervals. Indeed, it’s well known
nowadays that the recurrence coefficients behave asymptotically periodic, if the harmonic
measure of each component of E is rational, or in other words if the set E can be described
as the inverse image of a polynomial map. If the harmonic measure of at least one of
the intervals of E is not rational then it is conjectured that the recurrence coefficients
behave uniformly almost periodic in the limit. Recall, that a sequence of real numbers
{pn} ∈ l∞(Z) is called uniformly almost periodic if the set of sequences {{pn+nk}, nk ∈ Z}
is precompact in l∞(Z). The general way to produce a sequence of this type looks as follows:
let G be a compact Abelian group, and let f(g) be a continuous function on G, then
pn := f(g0 + ng1), g0, g1 ∈ G, (0.12)
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is an almost periodic sequence. If E consists of two intervals for rational weights with
square root singularities at the boundary points, so called Bernstein–Szego¨ type weights,
the almost periodic recurrence coefficients can be given even explicitly in terms of elliptic
functions [2, 24]. In the case of several intervals for this class of weight functions it would
be still possible to give a representation in terms of Theta–functions of several variables,
using results and methods given in [11, 31].
If the weight function satisfies a Szego¨–type condition only we could derive from
Widom’s result (we will not carry out this because it’s included in our more general results
below), that the recurrence coefficients have the following representation
pn = p
(1)
n + p
(2)
n , qn = q
(1)
n + q
(2)
n , n ∈ Z+,
where {p(1)n }, {q(1)n } are half–line restrictions of almost periodic sequences, and
p(2)n → 0, q(2)n → 0, n→∞. (0.13)
If we denote by J (1) the Jacobi matrix associated with {p(1)n } and {q(1)n }, i.e.,
(J (1)u)n = p
(1)
n un−1 + q
(1)
n un + p
(1)
n+1un+1, u ∈ l2(Z), (0.14)
(0.13) says that J+ = J
(1)
+ +J
(2)
+ is a compact perturbation of the compression on l
2(Z+) of
an almost periodic Jacobi matrix J (1). As usual, a Jacobi matrix is called almost periodic
if the coefficient sequences are almost periodic.
In the last years the spectral theory of almost periodic Jacobi matrices has been studied
extensively [7, 9, 23] in particular in connection with integrable systems [11, 31]. For other
new interesting developments concerning asymptotics of orthogonal polynomials see [10,
17]. Recently a complete description of almost periodic Jacobi matrices with homogeneous
absolutely continuous spectrum has been given in [29] (see Theorem [29] below).
Following Carleson, we say that a compact set E is homogeneous if there is an η > 0
such that
|(x− δ, x+ δ) ∩ E| ≥ ηδ for all 0 < δ < diamE and all x ∈ E,
i.e., homogeneous sets are uniformly thick with respect to Lebesgue measure. For instance,
Cantor sets of positive length are homogeneous (see Example in Sect. 1).
The following space of character–automorphic forms (see e.g. [36]) will play an impor-
tant role.
Definition. Let E be a homogeneous set and let z : D/Γ ≡ Ω be a uniformization of the
domain Ω = C¯ \E. The space A21(Γ, α) is formed by functions f , which are analytic on D
and satisfy the following three conditions
1)f is of Smirnov class
2)
f(γ(ζ))
γ21ζ + γ22
= α(γ)f(ζ) ∀γ =
[
γ11 γ12
γ21 γ22
]
∈ Γ
3)
∫
E
|f |2 dm <∞,
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where E is a fundamental set for the action of Γ on T.
Let us mention that in our context the space A21(Γ, α) arises naturally in the follow-
ing way. Since ρ(t) from (0.3) is supposed to satisfy Szego¨’s condition (0.7) it can be
represented in the form
ρ(t) = |D(t)|2,
where D(ζ) is an outer function. Since the measure ρ(t) dm(t) is invariant with respect to
the substitution t→ γ(t), we have∣∣∣∣ D(γ(t))γ21t+ γ22
∣∣∣∣
2
= |D(t)|2,
and hence the outer function D(ζ) itself satisfies an automorphic property of the form
D(γ(t))
γ21t+ γ22
= β(γ)D(t), β ∈ Γ∗. (0.15)
A21(Γ, α) is a closed subspace of L
2
dm|E with the reproducing kernel k
α(ζ, ζ0) (the point
evaluation functional is bounded):
〈f(t), kα(t, ζ0)〉 = f(ζ0), ζ0 ∈ D, f ∈ A21(Γ, α).
Put
kα(ζ) = kα(ζ, 0) and Kα(ζ) =
kα(ζ)√
kα(0)
.
Theorem [29]. Let E be a homogeneous set. Let z : D/Γ ≡ C¯ \E with the normalization
(bz)(0) = 1. Then the systems of functions {bnKαµ−n}n∈Z+ and {bnKαµ
−n}n∈Z form an
orthonormal basis in A21(Γ, α) and in L
2
dm|E, respectively, for any α ∈ Γ∗. With respect
to this basis, the operator multiplication by z(t) is a three–diagonal almost periodic Jacobi
matrix, moreover
zbnKαµ
−n
= P(αµ−n)bn−1Kαµ−n+1 +Q(αµ−n)bnKαµ−n + P(αµ−n−1)bn+1Kαµ−n−1 ,
where
P(α) =
(
Kα
Kαµ
)
(0), b′(0)Q(α) = (zb)′(0) +
(
log
Kα
Kαµ
)′
(0).
Conversely, every almost periodic Jacobi matrix (0.14) such that σ(J) = σa.c.(J) = E
can be represented in the form
pn = P(α−1µn+1), qn−1 = Q(α−1µn+1), (0.16)
with some α ∈ Γ∗.
Let us point out, that the recurrence coefficients {pn} and {qn} from (0.16) are uni-
formly almost periodic, since P(α) and Q(α) are continuous functions on the compact
Abelian group Γ∗ (see (0.12)).
In this paper for homogeneous sets E questions a)–d) will be answered. One of the
main outputs of this paper is the following corollary of our Main Theorem. For simplicity
here in the introduction we restrict ourselves to the case when no point–measures appear
outside of E.
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Corollary 0.1. Let σ be a positive measure, whose support is a homogeneous set E.
Assume that log σ′a.c.(z(t)) ∈ L1 and define an outer function D(ζ), D(0) > 0, by the
relation
|D(t)|2 = 2πσ′a.c.(z(t))|z′(t)|, t ∈ T. (0.17)
Then the minimum deviation and the orthonormal polynomials Pn(z, σ) =
zn
p0...pn
+ . . .
have the following asymptotic behavior (n→∞)
p0 . . . pn ∼ D(0)
Kβµn(0)
, (0.18)
Pn(z(ζ)) ∼ b
−n(ζ)Kβµ
n
(ζ)
D(ζ)
(0.19)
uniformly on each compact subset of C¯ \ E and
D(t)Pn(z(t))−
{
(b−nKβµ
n
)(t) +
D(t)
D(t¯)
(b−nKβµ
n
)(t¯)
}
→ 0 in L2dm|E, (0.20)
where β and µ are given in (0.15) and (0.7), respectively.
For a comparison of this result with those one of Szego¨ and Widom (see (0.6), (0.10),
(0.11)) let us note, that for a homogeneous set E we have the following analogue of (0.4):
closL2
dm|E
{DH∞(Γ, α)} = A21(Γ, βα).
Thus the extremal function f(ζ, ρ, α) in (0.9), ρ given by (0.8), is of the form
f(ζ, ρ, α) =
Kαβ(ζ)
Kαβ(0)
D(0)
D(ζ)
,
and hence
ν(ρ, α) =
[
D(0)
Kαβ(0)
]2
.
But let us point out that neither the ideas of proof nor the methods of proof are related
to Widom’s paper [34], only the results can be considered as an extension of those one of
Widom.
For the very special case E = [−2, 2] and thus z(ζ) = ζ + 1/ζ the Fuchsian group Γ
is trivial, i.e., Γ = {id}, Γ∗ = {1}, b(ζ) = ζ, Kα(ζ) ≡ 1. Hence the basis {bnKαµ−n}
becomes the standard Fourier basis {tn} in L2 and Corollary 0.1 becomes Szego¨’s result
(in particular (0.19) becomes (0.6)).
What concerns (0.20), it reminds strongly to the well known formulas from scattering
theory [19, 21]. Roughly speaking, the proof of our result is based on asymptotic orthog-
onality of ”incoming” and ”outgoing” subspaces. More precisely we prove a character–
automorphic analog of the following well known proposition:
P+{f(t)t−n} → 0, n→∞,
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where f ∈ L∞ and P+ is the Riesz projection from L2 onto H2 (see Lemma 5.3).
Finally we would like to mention that even if σ is absolutely continuous on E and σ′
satisfies the Szego¨–type condition (0.3), then a one–dimensional perturbation of the cor-
responding Jacobi matrix may lead to a measure with a denumerable set of mass–points
outside E. Therefore it is more natural to consider measures which may have a denu-
merable set of mass–points outside E, where the mass–points are supposed to accumulate
on E only. In fact, this point of view gives us more freedom and even helps us to prove
our Main Theorem. If such mass–points appear then we assume that the set of poles
(i.e. the set of mass–points) and zeros of the associated Stieltjes function have to satisfy
the free–interpolation Carleson–type condition. Under these conditions asymptotics with
respect to this wide class of measures are given. With the help of the new asymptotic
representation the limit almost periodic behavior of the recurrence coefficients is proved.
The paper is organized as follows: First the necessary ingredients from the theory
of Hardy spaces of character–automorphic functions and forms are given. In the second
Section properties and a special representation of the Stieltjes function are presented.
Using this representation in Section 3 we introduce an analogue of a scattering function
and a transformation which plays a central role in the proof. It maps polynomials in
character–automorphic forms. Further, the main ideas of the proof of the Main Theorem
are briefly outlined. In Sections 4 and 5 we show that for a wide class of measures σ
this map is a bounded map from L2dσ to A
2
1(Γ, α). Approximating a given measure by a
sequence of such measures we are able to prove the Main Theorem and its Corollaries in
the last Section.
Acknowledgment. We would like to thank V.A. Marchenko for helpful and stimulating
discussions and M.Sodin for explanations of some properties of homogeneous sets.
1. Preliminaries: the Hardy spaces on a Riemann surface of Widom type
For a compact set E ⊂ R let us consider the open unit disk D as universal covering
surface for the domain Ω = C¯\E. Thus there exists a meromorphic function z(ζ) mapping
D onto Ω and a discrete subgroup Γ of the group SU(1, 1) consisting of elements of the
form
γ =
[
γ11 γ12
γ21 γ22
]
, γ11 = γ22, γ12 = γ21, det γ = 1,
such that z is automorphic with respect to Γ, i.e., z(γ(ζ)) = z(ζ), ∀γ ∈ Γ, and any two
preimages of z0 ∈ Ω are Γ–equivalent, i.e.,
z(ζ1) = z(ζ2) ⇒ ∃γ ∈ Γ : ζ1 = γ(ζ2).
As usual let us define
H∞(Γ) = {f ∈ H∞ : f ◦ γ = f, ∀γ ∈ Γ}.
Note, if the space H∞(Γ) is not trivial, i.e.,
∃f ∈ H∞(Γ) : f(ζ) 6≡ f(ζ0),
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then the trajectory {γ(ζ0)}γ∈Γ satisfies the Blaschke condition. The Blaschke product
b(ζ, ζ0) = b(ζ, ζ0; Γ) =
∏
γ∈Γ
γ(ζ0)− ζ
1− γ(ζ0)ζ
|γ(ζ0)|
γ(ζ0)
is called the Green’s function of Γ with respect to ζ0.
If G(z, z0) denotes, as before, the Green’s function of the domain Ω, then
G(z(ζ), z(ζ0)) = − log |b(ζ, ζ0)|.
The Green function is a character–automorphic function, that is there exists a µζ0 ∈ Γ∗
such that b(γ(ζ), ζ0) = µζ0(γ)b(ζ, ζ0). To simplify the notation we put
b(ζ) = b(ζ, 0) and µ = µ0.
We will consider spaces of character–automorphic functions. For α ∈ Γ∗, define
H∞(Γ, α) = {f ∈ H∞ : f ◦ γ = α(γ)f, ∀γ ∈ Γ}.
The domain C¯ \E (respectively the group Γ) is said to be of Widom type if for any α ∈ Γ∗
the space H∞(Γ, α) is not trivial, i.e. H∞(Γ, α) 6= {const} [35, 28]. Also, in this case, Γ
acts dissipative on T with respect to dm, that is there exists a measurable (fundamental)
set E, which does not contain any two Γ–equivalent points, and the union ∪γ∈Γγ(E) is a
set of full measure [28].
Let f be an analytic function in D, γ ∈ Γ and k ∈ N. Then we put
f |[γ]k = f(γ(ζ))
(γ21ζ + γ22)k
It is easily verified that
f |[γ1γ2]k = (f |[γ1]k)|[γ2]k.
Notice that f |[γ]2 = f ∀γ ∈ Γ, means that the form f(ζ)dζ is invariant with respect to the
substitutions ζ → γ(ζ) (f(ζ)dζ is an Abelian integral on D/Γ). Analogically to A21(Γ, α)
(see Introduction) for a group of Widom type we define the space A12(Γ, α).
Definition. Let Γ be a group of Widom type and let E ⊂ T be a fundamental set. The
space A12(Γ, α) is formed by functions f , which are analytic on D and satisfy the following
three conditions
1)f is of Smirnov class
2)f |[γ]2 = α(γ)f ∀γ ∈ Γ
3)
∫
E
|f | dm <∞.
If Γ is a group of Widom type then A21(Γ, α) is a Hilbert space with the reproducing
kernel kα(ζ, ζ0), moreover
0 < inf
α∈Γ∗
kα(ζ0, ζ0) ≤ sup
α∈Γ∗
kα(ζ0, ζ0) <∞.
Let us also mention that the identity
closL2
dm|E
{D(t)H∞(Γ)} = A21(Γ, α),
where D(t) is an outer function from A21(Γ, α), generally speaking does not hold for an
arbitrary group of this type. It is valid for groups of Widom type with Direct Cauchy
Theorem.
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Theorem [14]. Let Γ be a group of Widom type. The following statements are equivalent:
1) The function Kα(0) is continuous on Γ∗.
2) For α ∈ Γ∗, let ∆α(ζ) ∈ H∞(Γ, α), ‖∆α‖ ≤ 1, be an extremal function of the problem
∆α(0) = sup{|f(0)| : f ∈ H∞(Γ, α), ‖f‖ ≤ 1}.
Then ∆α(0)→ 1 (α→ 1Γ∗).
3) The Direct Cauchy Theorem holds:
∫
E
f
b
(t)
dt
2πi
=
f
b′
(0), ∀f ∈ A12(Γ, µ). (DCT)
4) Let tA21(Γ, α
−1) = {g = tf : f ∈ A21(Γ, α−1)}. Then
L2dm|E = tA
2
1(Γ, α
−1)⊕ A21(Γ, α) ∀α ∈ Γ∗.
5) Every invariant subspace M ⊂ A21(Γ, α) (i.e. fM ⊂M ∀f ∈ H∞(Γ)) is of the form
M = sA21(Γ, σ
−1α)
for some character–automorphic inner function s ∈ H∞(σ).
Definition [6]. A measurable set E is homogeneous if there is an η > 0 such that
|(x− ρ, x+ ρ) ∩ E| ≥ ηρ for all 0 < ρ < diamE and all x ∈ E. (1.1)
Example. Let us demonstrate that Cantor sets of positive length are homogeneous. First
recall the construction of such a set [20]. We start with an interval of the length l0 and
take a sequence of numbers
{κj}j≥1 : 0 < κj < 1,
∑
j≥1
κj <∞.
At the first step we remove an open segment, whose length is κ1 part of the common
length of the initial interval, so that on either side there remains a closed line segment of
the length l1 =
1
2 (1− κ1)l0. Then we make the same procedure with each of the remaining
intervals, taking out κ2 part of each of them. Continuing in this way, we get a Cantor set
E = E(l0;κ1,κ2, . . . ), with the common length
|E(l0;κ1,κ2, . . . )| =
∏
j≥1
(1− κj)l0 > 0.
Let us mention that this set consists of two Cantor sets of the form E(l1;κ2 . . . ), with
l1 =
1
2 (1− κ1)l0, or of four sets of the form E(l2;κ3, . . . ), l2 = 12 (1− κ2)l1, and so on, ...,
of 2n sets of the form E(ln;κn+1, . . . ), ln =
1
2
(1− κn)ln−1.
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Now we check that
|(x− ρ, x+ ρ) ∩ E| ≥
∏
j≥1(1− κj)
2
ρ, ∀x ∈ E, ∀ρ ≤ diamE.
Let 12diamE ≤ ρ ≤ diamE, and x ∈ E. Then the interval (x− ρ, x+ ρ) contains at least
one of the set E(l1;κ2, . . . ). So,
|(x− ρ, x+ ρ) ∩ E| ≥|E(l1;κ2, . . . )| =
∏
j≥2
(1− κj) · (1− κ1) l0
2
=
∏
j≥1(1− κj)
2
l0 ≥
∏
j≥1(1− κj)
2
ρ.
If 14diamE ≤ ρ ≤ 12diamE and x ∈ E, then the interval (x − ρ, x + ρ) contains at least
one of the set E(l2;κ3, . . . ). Finally, if
1
2n diamE ≤ ρ ≤ 12n−1diamE and x ∈ E, then the
interval (x− ρ, x+ ρ) contains at least one of the set E(ln;κn+1, . . . ). Hence,
|(x− ρ, x+ ρ) ∩ E| ≥ |E(ln;κn+1, . . . )| =
∏
j≥1(1− κj)
2n
l0 ≥
∏
j≥1(1− κj)
2
ρ.

The following sufficient condition of homogeneity was proposed and proved by M.
Sodin based on [8].
Proposition (M. Sodin). Let E = [b0, a0] \ ∪j≥1(aj, bj). Let lj = bj − aj, j ≥ 1 and
put, formally, l0 = 1. Let ρj,k be the distance between the two gaps (aj , bj) and (ak, bk),
j 6= k, j, k ≥ 1 and let ρj,0 denote the distance from the gap (aj, bj) to the boundary of the
interval [b0, a0]. If
sup
j
∑
k 6=j
l
1/2
j l
1/2
k
ρj,k
<∞,
then E is a homogeneous set.
Let us mention that the case of Julia sets of polynomials which are real and thus
(up to the classical Chebyshev polynomials and its conjugates) of Cantor type are not
homogeneous because the length of the Julia set is zero.
Theorem. Let E be a homogeneous set, then C¯ \ E is of Widom type and the Direct
Cauchy Theorem holds.
The proof of this theorem is based mainly on the following lemma of Jones and Marshall
[16], who following Carleson, considered the Corona problem for the surface C¯ \ E, where
E is a homogeneous set.
Lemma. Let E = [b0, a0] \ ∪j≥1(aj , bj) be a homogeneous set. From each interval (aj , bj)
let us pick arbitrarily exactly one point xj. Then there is a constant N which depends only
on the value η in (1.1), such that
sup
j≥1
∑
i6=j
G(xi, xj) ≤ N <∞.
To finish this section, we would like to extend the DCT to functions with infinitely
many poles.
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Lemma 1.1. Let B ∈ H∞(Γ, α) be a Blaschke product, B =∏l b(ζ, ζl), and f ∈ A12(Γ, α).
If ∑
l
∣∣∣∣ f(ζl)B′(ζl)
∣∣∣∣ <∞,
then ∫
E
f
B
dt
2πi
=
∑
l
f(ζl)
B′(ζl)
.
Proof. In the proof we use a Poisson–like kernel. Let Kβ(ζ, ζl) =
kβ(ζ,ζl)√
kβ(ζl,ζl)
. Then
1 =
∫
E
|Kβ(t, ζl)|2 dm =
∫
E
Kβ(t, ζl)(tKβ(t, ζl))
dt
2πi
.
Let us show that
tKβ(t, ζl) =
Kβ
−1µζl (t, ζl)
b(t, ζl)
b′(ζl, ζl)
|b′(ζl, ζl)| . (1.2)
The function K
β−1µζl (ζ,ζl)
b(ζ,ζl)
is orthogonal to A21(Γ, β
−1), and, hence, it is of the form
K
β−1µζl (t,ζl)
b(t,ζl)
= tg0, g0 ∈ A21(Γ, β). But, due to DCT,
〈g, g0〉 =〈tg0, tg〉 =
〈
Kβ
−1µζl (t, ζl)
b(t, ζl)
, tg
〉
=
∫
E
Kβ
−1µζl (t, ζl)
b(t, ζl)
g(t)
dt
2πi
=
Kβ
−1µζl (ζl, ζl)
b′(ζl, ζl)
g(ζl).
Therefore,
g0 = k
β(t, ζl)
(
Kβ
−1µζl (ζl, ζl)
b′(ζl, ζl)
)
= Kβ(t, ζl)
Kβ(ζl, ζl)K
β−1µζl (ζl, ζl)
|b′(ζl, ζl)|
b′(ζl, ζl)
|b′(ζl, ζl)| .
And, since ‖g0‖ = 1, we get (1.2), and the identity
Kβ(ζl, ζl)K
β−1µζl (ζl, ζl)
|b′(ζl, ζl)| = 1.
Put
P β(t, ζl) =
Kβ(t, ζl)K
β−1µζl (t, ζl)
b(t, ζl)
b′(ζl, ζl)
|b′(ζl, ζl)| .
As it was shown P β(t, ζl)
dt
2πi
≥ 0, and ∫
E
P β(t, ζl)
dt
2πi
= 1.
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For the given functions B and f consider the series
f˜ =
∑
l
f(ζl)
B′(ζl)
P β(t, ζl)B,
with some β ∈ Γ∗. This series converges absolutely in A12(Γ, α) and interpolates the
function f since
f˜(ζl) =
f(ζl)
B′(ζl)
Kβ(ζl, ζl)K
β−1µζl (ζl, ζl)
b′(ζl, ζl)
b′(ζl, ζl)
|b′(ζl, ζl)|B
′(ζl) = f(ζl).
So, the function f can be represented in the form: f = f˜ + Bg, with g ∈ A12(Γ). Due to
DCT ∫
E
f
B
dt
2πi
−
∫
E
f˜
B
dt
2πi
=
∫
E
f − f˜
B
dt
2πi
= 0,
and since the series converges absolutely we can integrate it term by term, which proves
the lemma. 
2. A special representation of the Stieltjes function
For the following we need some additional notation. Let E be a homogeneous set and
X ⊂ R \E be a set of points which can accumulate only to the set E. Let σ be a positive
measure with support E∪X . To this measure we associate the so–called Stieltjes function
with a special normalization
r(z) = 1 +
∫
dσ(x)
x− z = 1 +
∑
xl∈X
σl
xl − z +
∫
E
dσ(x)
x− z . (2.1)
It is a function meromorphic on Ω = C¯ \ E and such that
r(z)− r(z)
z − z¯ ≥ 0.
The function −1/r(z) possesses the same properties, and therefore it has the representation
−1/r(z) = −1 +
∫
dσ(τ)(x)
x− z = −1 +
∑
x
(τ)
l
∈X(τ)
σ
(τ)
l
x
(τ)
l − z
+
∫
E
dσ(τ)(x)
x− z . (2.2)
The support of the measure dσ(τ)(x) is the set E ∪X(τ), where X(τ) is the set of zeros of
the function r(z).
The following property of the measures σ and σ(τ) plays an essential role in what
follows.
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Lemma 2.1. Suppose that the measures σ and σ(τ) are related by (2.1) and (2.2). Then
the polynomial map
P (τ)(z) = P (z)−
∫
P (x)− P (z)
x− z dσ(x) (2.3)
induces a unitary map from L2dσ to L
2
dσ(τ)
. Furthermore, the inverse operator has the form
P (z) = P (τ)(z) +
∫
P (τ)(x)− P (τ)(z)
x− z dσ
(τ)(x). (2.4)
Proof. Let J be the Jacobi matrix associated with the measure σ,∫
dσ(x)
x− z = 〈(J − z)
−1e, e〉,
where
J =


q0 p1 0 0
p1 q1 p2 0
0 p2 q3
. . .
0 0
. . .
. . .

 and e =


p0
0
0
...

 .
Direct calculation shows that∫
dσ(τ)(x)
x− z = 〈(J
(τ) − z)−1e, e〉,
where
J (τ) = J + e〈 , e〉.
Therefore, orthonormal polynomials with respect to the measure σ(τ) satisfy the same
recurrence relation (0.2) but with initial data
p0P
(τ)
0 (z) = 1, zP
(τ)
0 = (q0 + p
2
0)P
(τ)
0 + P
(τ)
1 .
For this reason (2.3) transforms the system of orthonormal polynomials corresponding to
the measure σ into the system of orthonormal polynomials with respect to the measure
σ(τ).
The same arguments show that (2.4) is the inverse map. 
The following theorem describes quite general properties of a function r(z(ζ)) as a
function on the universal covering.
Theorem [29]. Assume that the set X of poles of r(z) satisfies the condition∑
xl∈X
G(xl) <∞. (2.5)
then r(z(ζ)) is a function of bounded characteristic without a singular component.
We will use essentially a special representation of r(z(ζ)), which follows from this
Theorem.
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Lemma 2.2. Let r(z) be a function of the form (2.1). Suppose that X satisfies condition
(2.5) and assume that log σ′a.c.(z(t)) ∈ L1.
Then r(z) has a representation of the form
r(z(ζ)) =
ψ(ζ)
φ(ζ)
, (2.6)
where ψ and φ are of Smirnov class; ψ|[γ] = α(γ)ψ, φ|[γ] = α(γ)φ with some α ∈ Γ∗ and
ψ(t)φ(t)− φ(t)ψ(t) = −tz′(t), t ∈ T. (2.7)
Proof. We would like to define an outer part of φ by the relation
|φ|2Im r ◦ z = − tz
′
2i
. (2.8)
It is known that z′ is of bounded characteristic, moreover b2z′ is the outer function. Since
1
π Im r = σ
′
a.c. and log σ
′
a.c.(z(t)) ∈ L1, an outer function φout is well defined by (2.8).
Since Im r ◦ z is an automorphic function, and since∣∣∣∣ z′ ◦ γ(γ21t+ γ22)2
∣∣∣∣ = |z′ ◦ γ||γ′| = |z′|,
we have ∣∣∣∣ φout ◦ γγ21t+ γ22
∣∣∣∣
2
= |φout|2.
Due to the uniqueness property of an outer function
φout ◦ γ
γ21t+ γ22
= αout(γ)φ
out,
with some αout ∈ Γ∗. Let BX(ζ) denote the Blaschke product with zeros at {ζl : z(ζl) ∈
X}. Due to condition (2.5) it is well defined. Now we put φ(ζ) := BX(ζ)φout(ζ). This is
a function of bounded characteristic without a singular component, possessing the auto-
morphic property we need. Next, let us put ψ = (r ◦ z)φ. This function has no poles, and,
due to the cited Theorem, it also does not have a singular component. Thus the lemma is
proved. 
Remark. We would like to point out that the function φ depends only on the absolutely
continuous part of the measure σa.c. on E and on the support of the measure σ outside
E, i.e. on the set X. We will see that all asymptotics are given only in terms of these
functions.
By the way, the outer function D in (0.17) and the function φ are related in the
following way |D| = |z′/φ|. So, under the normalization D(0) > 0 and φout(0) > 0, we
have
1
D(ζ)
=
(
φout
(−z′)b2
)
(ζ). (2.9)
Besides the additive representation (2.1) the function r(z) possesses the following ex-
ponential (or multiplicative) representation.
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Lemma 2.3. Let r(z) be a function of the form (2.1). Denote by x
(τ)
k ∈ X(τ) the nearest
right-hand side zero to the pole xk ∈ X. Then
r(z) = exp
{
1
π
∫
f(x) dx
x− z
}
, (2.10)
where
f(x) =


π , xk < x < x
(τ)
k
u(x), x ∈ E
0 , otherwise
and u(x) = arg r(x), x ∈ E.
Moreover, if (2.5) holds, then log σ′a.c.(z(t)) ∈ L1 if and only if log sinu(z(t)) ∈ L1.
Proof. The representation (2.10) follows immediately from the general exponential repre-
sentation of functions with positive imaginary part in the upper half-plane:
r(z) = Const · exp
{
1
π
∫
R
arg r(x+ i0)
(
1
x− z −
x
1 + x2
)
dx
}
.
We only have to mention, that outside E the function r(z) is real, so the argument of r(z)
here is equal to 0 or π and note that r(∞) = 1.
Splitting the integral into two parts we have
r(z) = exp
{∑∫ x(τ)k
xk
dx
x− z
}
· exp
{
1
π
∫
E
u(x)
dx
x− z
}
=r1(z) · r2(z).
The first factor has real boundary values on E, moreover they are positive, therefore
Im r(x+ i0) = r1(x+ i0) · Im r2(x+ i0). Due to the Theorem mentioned before r1 ◦ z is
of bounded characteristic, so log |r1 ◦ z| = log r1 ◦ z ∈ L1.
Next let us consider the second factor. The function log r2(z) is holomorphic in C¯ \E,
its imaginary part
U(z) =
1
π
∫
E
Im z
|x− z|2 u(x) dx
is a bounded harmonic function. Consequently, U ◦ z is a bounded harmonic function in
D. Therefore the boundary values of the conjugated function log |r2 ◦ z|, for sure, belong
to L1. Now, Im r2 = exp{log |r2|} sin{arg r2} = exp{log |r2|} sin{arg r}. So log σ′a.c ◦ z =
log{ 1
π
Im r ◦ z} is in L1 if and only if log sin{u ◦ z} = log sin{arg r ◦ z} is in L1. 
The last lemma of this section gives us a sufficient condition such that the measure σ
has no singular component on E.
Lemma 2.4. Assume that (2.5) holds and that∫
E
|r(x)| dx <∞. (2.11)
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Then σs.|E = 0.
Proof. Series expansion of r(z) at infinity gives by (2.1)
r(z) = 1− p
2
0
z
+ . . . , (2.12)
where
p20 =
∑
l
σl +
∫
E
dσ(x).
It suffices to show that
p20 =
∑
l
σl +
1
π
∫
E
Im r(x+ i0) dx. (2.13)
Since BXr ◦ z · b2z′ is a function of Smirnov class, and due to (2.11) it is integrable
we conclude that BXr ◦ z · b2z′ ∈ A12(Γ, β) with some β ∈ Γ∗. The differential r(z) dz has
poles at the points xl and at infinity. Taking in mind (2.1) and (2.12) we get, that the
sum of residues of the given differential is equal to
∑
Res r(z) dz = −
∑
l
σl + p
2
0.
Since this series converges absolutely, using Lemma 1.1, we obtain
1
2πi
∫
∂Ω
r(z) dz = −
∑
l
σl + p
2
0.
Due to the symmetry property r(z¯) = r(z), we have Re r(x + i0) = Re r(x − i0) and
Im r(x+ i0) = −Im r(x− i0), hence
1
2πi
∫
∂Ω
r(z) dz =
1
π
∫
E
Im r(x+ i0) dx.
Thus, (2.13) is proved. 
3. From spectral data to scattering data
In this Section we will first derive some properties of the following map
h(ζ) = h(ζ, P ; σ) = φ(ζ)
∫
P (x)
z(ζ)− x dσ(x), (3.1)
which will play an important role in what follows. Then we will briefly outline the main
ideas of the proof of the Main Theorem given in Section 6.
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The map h from (3.1) can be represented in the form
h(ζ, P ; σ) =φ(ζ)
{∫
P (x)− P (z(ζ))
z(ζ)− x dσ(x) + P (z(ζ))
∫
dσ(x)
z(ζ)− x
}
=φ(ζ)
{
P (z(ζ))−
∫
P (x)− P (z(ζ))
x− z(ζ) dσ(x)− P (z(ζ))r(z(ζ))
}
=φ(ζ)P (τ)(z(ζ))− ψ(ζ)P (z(ζ)), (3.2)
as well as by Lemma 2.1
h(ζ) = h(ζ, P ; σ) = ψ(ζ)
∫
P (τ)(x)
z(ζ) − x dσ
(τ)(x).
With the help of these representations we obtain the following properties of the function
h: h|[γ] = α(γ)h, since the functions φ and ψ have this property; h is of Smirnov class.
Indeed, if n = degP , then bnP ∈ H∞. So bnh(ζ, P ; σ) is of Smirnov class. It remains to
be shown, that h has no poles at {γ(0)}. In fact, it has a zero at the origin. This follows
immediately from (3.1). Since we can not guarantee, that h is square-integrable on E, in
general h does not belong to A21(Γ, α).
Using transformation (3.1) we will pass from the standard spectral parameter, i.e.,
spectral measure σ, to a system of objects which remind to scattering data, i.e., to a
unimodular function s and a discrete measure ν supported outside of the essential spectrum
(for the connection between scattering theory and orthogonal polynomials see [21]). What
we are going to do in fact, it’s only to rewrite a standard norm
∫ |P |2 dσ in terms of the
function h. Doing this at the last step we assume that σ has no singular spectrum on E.
First let us express P and P (τ) in terms of the function h. Since φ(t¯) = φ(t) and
ψ(t¯) = ψ(t), we get from (3.2):
[
h(t)
h(t¯)
]
=
[−ψ φ
−ψ¯ φ¯
] [
P
P (τ)
]
.
Therefore, using (2.6) we get
tz′
[
P
P (τ)
]
=
[
φ¯ −φ
ψ¯ −ψ
] [
h(t)
h(t¯)
]
,
which gives the desired representation


(
tz′
φ
)
P(
tz′
ψ
)
P (τ)

 = − [ 1 −s
1 −s(τ)
] [
h(t)
t¯h(t¯)
]
, (3.3)
where s = φ/(tφ), s(τ) = ψ/(tψ).
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Since σ′a.c.(x) =
1
π Im r(x+ i0) it follows by (2.7),∫
E
|P (x)|2 dσa.c.(x) =1
2
∫
E
|P (z(t))|2 1
π
( −tz′
2i|φ|2
)
(z′ dt)
=
1
2
∫
E
|P (z(t))|2 (−tz
′)(tz′)
|φ|2 dm,
(3.4)
where P is a polynomial. Substituting (3.3) in (3.4) we get for the absolutely continuous
part of the measure σ(x):
∫
E
|P (x)|2 dσa.c.(x) =
∫
E
∣∣∣∣h(t)− s(t)t¯h(t¯)√2
∣∣∣∣
2
dm(t). (3.5)
Analogically, for the absolutely continuous part of the measure dσ(τ), using (2.6), we get
∫
E
|P (τ)(x)|2 dσ(τ)a.c.(x) =
∫
E
∣∣∣∣h(t)− s(τ)(t)t¯h(t¯)√2
∣∣∣∣
2
dm(t). (3.6)
For the pure point spectrum of σ and σ(τ) we also can pass from a polynomial P (z)
to the function h(ζ) = h(ζ, P ; σ). Since r = ψ/φ, we have σk = −
(
ψ
φ′ z
′
)
(xk) and
σ
(τ)
k =
(
φ
ψ′ z
′
)
(x
(τ)
k ). In view of (3.2),
P (xk) = − h
ψ
(xk) and P
(τ)(x
(τ)
k ) =
h
φ
(x
(τ)
k ),
so ∑
xk∈X
|P (xk)|2σk =
∑
xk∈X
∣∣∣∣ hψ
∣∣∣∣
2
(xk)σk,
and ∑
x
(τ)
k
∈X(τ)
|P (τ)(x(τ)k )|2σ(τ)k =
∑
x
(τ)
k
∈X(τ)
∣∣∣∣hφ
∣∣∣∣
2
(x
(τ)
k )σ
(τ)
k .
Thus we can define discrete measures ν and ν(τ) on D
ν(ζl) =
σl
|ψ(ζl)|2 , z(ζl) = xl, (3.7)
and
ν(τ)(ζ
(τ)
l ) =
σ
(τ)
l
|φ(ζ(τ)l )|2
, z(ζ
(τ)
l ) = x
(τ)
l . (3.8)
These measures possess the automorphic property
|γ21ζl + γ22|2ν(γ(ζl)) = ν(ζl), |γ21ζ(τ)l + γ22|2ν(τ)(γ(ζ(τ)l )) = ν(ζ(τ)l ). (3.9)
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Let Z be a fundamental set in the support of the measure ν. Then the sum∑
ζl∈Z
|g(ζl)|2ν(ζl), g ∈ A21(Γ, β),
in fact, does not depend on the choice of the fundamental set and∑
xk∈X
|P (xk)|2σk =
∑
ζl∈Z
|h(ζl)|2ν(ζl).
Analogically, ∑
x
(τ)
k
∈X(τ)
|P (τ)(x(τ)k )|2σ(τ)k =
∑
ζ
(τ)
l
∈Z(τ)
|h(ζ(τ)l )|2ν(τ)(ζ(τ)l ).
Hence, under the assumption σs.|E = 0, we get
∫
|P |2 dσ =
∫
E
∣∣∣∣h(t)− s(t)t¯h(t¯)√2
∣∣∣∣
2
dm(t) +
∑
ζl∈Z
|h(ζl)|2ν(ζl) =: ‖h‖2s,ν . (3.10)
Now let us briefly and roughly outline the proof of the Main Theorem. Assume that
P (z)→ h(ζ, P ; σ) is a bounded map from L2dσ to A21(Γ, α), i.e.,∫
E
|h|2 dm ≤ C1
∫
|P |2 dσ (3.11)
and that the measure ν possesses the property
∑
ζl∈Z
|h(ζl)|2ν(ζl) ≤ C2
∫
E
|h|2 dm, (3.12)
then ‖ · ‖2s,ν in (3.10) gives us a norm in A21(Γ, α) which is equivalent to the original one,
1
C1
‖h‖2 ≤ ‖h‖2s,ν ≤ (2 + C2)‖h‖2.
Next let us consider the special system of functions {hn(ζ)},
hn(ζ) = h(ζ, Pn; σ),
which is important in proving our results, as we shall see in a moment. Note, that hn/φ is
the so called n–th function of second kind. The functions satisfy a three-term recurrence
relation of the form (0.2),
z(ζ)hn(ζ) = pnhn−1(ζ) + qnhn(ζ) + pn+1hn+1(ζ), (3.13)
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and by orthogonality of Pn (0.1) and definition (3.1) it follows that hn(ζ) has a zero of
order n+ 1 at the origin. From this remark, and (3.13) we derive that
(zn+1hn)(0) = p0 . . . pnφ(0). (3.14)
Thus, taking into consideration (3.10), we obtain that {hn} forms an orthonormal basis
with respect to ‖ · ‖s,ν. So, to construct this system one can orthogonalize the system of
functions
hn(ζ) =
∑
l≥n
cl,nb
l+1(ζ)Kαµ
−(l+1)
(ζ).
In other words, hn is an extremal function of the problem:
sup{|h˜(0)|2 : h = b(n+1)h˜, h˜ ∈ A21(Γ, αµ−(n+1)), ‖h‖2s,ν ≤ 1}. (3.15)
Let us compare the extremal problem (3.15) and the extremal problem
sup{|h˜(0)|2 : h = b(n+1)h˜, h˜ ∈ A21(Γ, αµ−(n+1)), ‖h‖2 ≤ 1},
whose extremal function is evidently of the form h = bn+1Kαµ
−(n+1)
. We shall demonstrate
in the next sections that
∑
ζl∈Z
∣∣∣bn+1(ζl)Kαµ−(n+1)(ζl)∣∣∣2 ν(ζl)→ 0, n→∞, (3.16)
and
P−(α
−1)
{
s¯bn+1Kαµ
−(n+1)
}
→ 0, n→∞, (3.17)
where P−(α
−1) is the orthogonal projection onto L2dm|E ⊖ A21(Γ, α−1). Now (3.17) says
that 〈s¯bn+1Kαµ−(n+1) , tbn+1Kαµ−(n+1)〉 → 0, n→∞. Thus, using also (3.16), we get
‖bn+1Kαµ−(n+1)‖s,ν ∼ ‖bn+1Kαµ−(n+1)‖.
Similarly, 〈bn+1Kαµ−(n+1) , hn〉s,ν ∼ 〈bn+1Kαµ−(n+1) , hn〉. It implies by (3.14)
p0 . . . pnφ(0) ∼ Kαµ−(n+1)(0),
and
hn ∼ bn+1Kαµ−(n+1) ,
which gives by (3.3) an asymptotic relation for Pn. Recall that the asymptotic relations
have been derived under the assumptions (3.11), (3.12). In the next two sections we will
present a wide class of measures for which these assumptions are satisfied. Approximating
a given measure by a sequence of such measures we are able to prove the Main Theorem.
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4. Pure–point spectrum in the gaps
In this section we investigate the pure–point spectrum of σ and σ(τ) on R \ E.
Our goal is to present a sufficient condition such that the associated point measures ν
and ν(τ) satisfy (3.12).
Lemma 4.1. Let r(z) be a function of the form (2.1), such that log σ′a.c. ◦z ∈ L1. Assume
that the set of zeros and poles X ∪X(τ) of r(z) satisfies
sup
yl∈X∪X(τ)
∑
j 6=l
G(yj , yl) ≤ − log δ (0 < δ < 1). (4.1)
Then there exists a constant C(E, δ) <∞, such that ∀β ∈ Γ∗
∑
xk∈X
∣∣∣∣ gψ
∣∣∣∣
2
(xk)σk ≤ C(E, δ)‖g‖2 (4.2)
and ∑
x
(τ)
k
∈X(τ)
∣∣∣∣ gφ
∣∣∣∣
2
(x
(τ)
k )σ
(τ)
k ≤ C(E, δ)‖g‖2, (4.3)
where g ∈ A21(Γ, β), g(ζ¯) = g(ζ), g(0) = 0.
Proof. We will prove (4.2), (4.3) could be proved in the same way. The proof is based on
the following Theorem (see [6, 15]): if E is a homogeneous set, C¯ \E ≡ D/Γ, then for any
β ∈ Γ∗ there exists a w ∈ H∞(Γ, β), ‖w‖ ≤ 1, such that |w(ζ)| ≥ C(E). We may assume,
that w(ζ¯) = w(ζ).
Let {XN} be an exhaustion of X by finite sets. Let BN be the Blaschke product with
zeros in {ζj : z(ζj) ∈ X ∪X(τ) \XN}, BN (0) > 0. In this case BN (ζ¯) = BN (ζ). We note,
that at any point ζl : z(ζl) ∈ XN , we have |BN(ζl)| ≥ δ.
Let w be a function from the above cited Theorem, such that the character of the
function BNwg equals α. The function
(BNwg)
2
φψ z
′ has only a finite number of poles (all
zeros of the product ψφ, except a finite number of them, were included in BN ). Thus, we
are able to apply the (DCT):
∫
E
(BNwg)
2
φψ
z′
dt
2πi
=
∑
z(ζl)∈XN
(
BNwg
ψ
)2
ψ
φ′
z′.
The function
(
BNwg
ψ
)
is automorphic and real–valued on the real axis, therefore it defines
a function on C¯\E which is real–valued on R\E. So, we can write square–module instead
of square. Then, we get
∑
z(ζl)∈XN
(
BNwg
ψ
)2
σl ≥ δ2C(E)2
∑
z(ζl)∈XN
∣∣∣∣ gψ
∣∣∣∣
2
σl.
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On the other hand, taking into account, that
∣∣∣ z′φψ ∣∣∣ = ∣∣∣ψφ¯−φψ¯φψ ∣∣∣ ≤ 2, we get∣∣∣∣
∫
E
(BNwg)
2
φψ
z′
dt
2πi
∣∣∣∣ ≤ 2
∫
E
|g|2 dm
Hence the lemma is proved. 
Lemma 4.2. Let ν be a measure of the form (3.9) with the property


∑
ζl∈Z
|g(ζl)|2ν(ζl)


1/2
≤ C‖g‖, g ∈ A21(Γ, β).
Then 

∑
ζl∈Z
|(bnKαµ−n)(ζl)|2ν(ζl)


1/2
→ 0, n→∞.
Proof. For fixed ǫ > 0 let
Γ∗ =
l(ǫ)⋃
j=1
{β : dist(β, βj) ≤ η(ǫ)}
be a finite covering of Γ∗, such that
2
∣∣∣∣∣1− ∆
β−1j β(0)Kβj (0)
Kβ(0)
∣∣∣∣∣ ≤ ǫ2, dist(β, βj) ≤ η(ǫ).
It means, that
‖(∆β−1j βKβj )−Kβ‖2 ≤ 1 + 1− 2∆
β−1j β(0)Kβj (0)
Kβ(0)
≤ ǫ2, dist(β, βj) ≤ η(ǫ). (4.4)
For a fixed βj the sum ∑
ζl∈Z
|Kβj (ζl)|2ν(ζl) <∞
is a convergent majorant for the series∑
ζl∈Z
|(bnKβj )(ζl)|2ν(ζl).
Therefore, it tends to 0 as n tends to infinity. It means, that there exists an n0 such that

∑
ζl∈Z
|(bnKβj )(ζl)|2ν(ζl)


1/2
≤ ǫ, ∀n > n0, 1 ≤ j ≤ l(ǫ). (4.5)
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Let, now, n > n0 and βj : dist(βj , αµ
−n) ≤ η(ǫ). Then, due to (4.4) and (4.5) we get


∑
ζl∈Z
|(bnKαµ−n)(ζl)|2ν(ζl)


1/2
≤


∑
ζl∈Z
|(bnKαµ−n)(ζl)− (bnKβj∆β
−1
j
αµ−n)(ζl)|2ν(ζl)


1/2
+


∑
ζl∈Z
|(bnKβj∆β−1j αµ−n)(ζl)|2ν(ζl)


1/2
≤C‖Kαµ−n −Kβj∆β−1j αµ−n‖+


∑
ζl∈Z
|(bnKβj )(ζl)|2ν(ζl)


1/2
≤(C + 1)ǫ.

Combining these two lemmas we have the following proposition.
Lemma 4.3. Let r(z) be a function of the form (2.1), such that log σ′a.c. ◦z ∈ L1. Assume
that the system of zeros and poles X ∪X(τ) of r(z) satisfies (4.1). Then
∑
ζl∈Z
∣∣∣bn(ζl)Kαµ−n(ζl)∣∣∣2 ν(ζl)→ 0, n→∞,
and ∑
ζ
(τ)
l
∈Z(τ)
∣∣∣bn(ζ(τ)l )Kαµ−n(ζ(τ)l )∣∣∣2 ν(τ)(ζ(τ)l )→ 0, n→∞,
where ν and ν(τ) are defined by (3.7) and (3.8).
5. Enclosure in A21(Γ, α). Absolutely continuous spectrum
In this section we present sufficient conditions for the map P → h(ζ, P ; σ) to be a
bounded map from L2dσ to A
2
1(Γ, α).
With a given set of interlacing points X ∪X(τ) from R \E, E = [b0, a0] \ ∪j≥1(aj, bj),
we associate a special function r0(z) = r0(z;X ∪X(τ)) of the form (2.8) with the given set
of poles and zeros by putting u(x) = π/2. Let dσ0(x) = dσ0(x;X ∪X(τ)) be the measure
associated with this function,
1 +
∫
dσ0(x;X ∪X(τ))
x− z = r0(z;X ∪X
(τ)) =
∏
l
z − x(τ)l
z − xl
√∏
j≥0
z − aj
z − bj . (5.1)
26 FRANZ PEHERSTORFER AND PETER YUDITSKII
Lemma 5.1. Let X ∪ X(τ) ⊂ R \ E be a given set of interlacing points, such that X
satisfies condition (2.5). Let the measure dσ0(z) = dσ0(z;X ∪X(τ)) be defined by (5.1).
Then P → h(ζ, P ; σ0) is a bounded map. Moreover∫
E
|h|2 dm ≤ 2
∫
P 2 dσ0.
Proof. First note, that dσ0 is absolutely continuous on E. In fact, r0(x + i0) takes pure
imaginary values on E, so |r0(x)|dx = Im r0(x)dx and we can apply Lemma 2.4. Using
Lemma 2.2, we present r0(z;X ∪X(τ)) in the form r0 = ψ0/φ0 with the property (2.7).
We put s0 = φ0/(tφ0), s
(τ)
0 = ψ0/(tψ0).
As a consequence of (3.5), (3.6), we obtain the estimate (see also Lemma 2.1):
〈
[
1 −s0
1 −s(τ)0
] [
h(t)
t¯h(t¯)
]
,
[
1 −s0
1 −s(τ)0
] [
h(t)
t¯h(t¯)
]
〉L2
dm|E
=
∫
E
P 2
∣∣∣∣ tz′φ0
∣∣∣∣
2
dm+
∫
E
(P (τ))2
∣∣∣∣ tz′ψ0
∣∣∣∣
2
dm
≤2
∫
E
P 2 dσ0 + 2
∫
E
(P (τ))2 dσ
(τ)
0
=4
∫
P 2 dσ0. (5.2)
Since [
1 −s0
1 −s(τ)0
]∗ [
1 −s0
1 −s(τ)0
]
= 2
[
1 − s0+s
(τ)
0
2
− s0+s
(τ)
0
2 1
]
,
and
∣∣∣∣ s0+s(τ)02
∣∣∣∣
2
+
∣∣∣∣ s0−s(τ)02
∣∣∣∣
2
= 1, we have
2


∣∣∣∣ s0+s(τ)02
∣∣∣∣
2
− s0+s
(τ)
0
2
− s0+s
(τ)
0
2
1

+ 2


∣∣∣∣ s0−s(τ)02
∣∣∣∣
2
0
0 0

 ≥ 2
∣∣∣∣∣s0 − s
(τ)
0
2
∣∣∣∣∣
2 [
1 0
0 0
]
. (5.3)
At last, ∣∣∣∣∣s0 − s
(τ)
0
2
∣∣∣∣∣
2
=
∣∣∣∣1− r0/r¯02
∣∣∣∣
2
= sin2(arg r0) = 1. (5.4)
Combining (5.2), (5.3) and (5.4), we get
2
∫
E
|h|2 dm ≤ 4
∫
P 2 dσ0,
which proves the assertion. 
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Remark. Let us note, that in the same way it can be proved that the map P → h(ζ, P, σ)
is bounded if the associated Stieltjes function r(z) possesses the property
δ ≤ arg r(x+ i0) ≤ π − δ, x ∈ E,
with some δ > 0. In this case ∫
E
|h|2 dm ≤ 2
sin2 δ
∫
P 2 dσ.
Lemma 5.2. Let X ∪ X(τ) be a given set of interlacing points, such that X satisfies
condition (2.5). Let the measure dσ0(z) = dσ0(z;X ∪X(τ)) be defined by (5.1). Assume
that the measure dσ is equivalent to dσ0, i.e.
C1dσ0 ≥ dσ ≥ C2dσ0.
Then P → h(ζ, P ; σ) is a bounded map. Moreover
∫
E
|h|2 dm ≤ 2C1
C2
∫
P 2 dσ.
Proof. Let us represent dσ in the form
dσ =
1
w2(x)
dσ0,
where 1/C1 ≤ w2(x) ≤ 1/C2. Define W (ζ) as an outer function with the given modulus of
boundary values, |W (t)|2 = w2(z(t)), t ∈ T. In this case the functions φ and φ0 associated
with σ and σ0, respectively, are related in the following way φ = Wφ0, and the function
h(ζ, P ; σ) can be represented in the form
h(ζ, P ; σ) = h(ζ,
P
w2
; σ0)W (ζ).
Therefore,
‖h(ζ, P ; σ)‖2 ≤ 1
C2
∥∥∥∥h(ζ, Pw2 ; σ0)
∥∥∥∥
2
≤ 2
C2
∥∥∥∥ Pw2
∥∥∥∥
2
L2
dσ0
≤ 2C1
C2
‖P‖2L2
dσ
.

Let us prove (3.17) not only for an individual function f = s, but for a family of
functions fξ depending continuously on a parameter ξ.
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Lemma 5.3. Let ξ 7→ fξ(t) be a L∞(α2)–valued continuous function on a compact set Ξ,
‖fξ‖L∞(α2) ≤ 1, ξ ∈ Ξ. Then
P−(α
−1)
{
f¯ξb
nKαµ
−n
}
→ 0, n→∞, uniformly on ξ ∈ Ξ,
where P−(α
−1) is the orthogonal projection onto L2dm|E ⊖A21(Γ, α−1).
Proof. For fixed ǫ > 0 let
Γ∗ =
l(ǫ)⋃
j=1
{β : dist(β, βj) ≤ η(ǫ)}
be the same finite covering of Γ∗ as in the proof of Lemma 4.2, i.e.:
‖(∆β−1j βKβj )−Kβ‖ ≤ ǫ, dist(β, βj) ≤ η(ǫ).
Let
Ξ =
l′(ǫ)⋃
j′=1
{ξ : dist(ξ, ξj′) ≤ η′(ǫ)}
be a finite covering of Ξ, such that
‖fξ − fξj′ ‖ ≤ ǫ, dist(ξ, ξj′) ≤ η′(ǫ).
For fixed β and ξ one can find n0 such that
‖Pn−(α−2β)f¯ξKβ‖ ≤ ǫ, ∀n > n0,
where Pn−(α) is the orthogonal projection onto L
2
dm|E ⊖ b−nA21(Γ, αµn). Therefore, there
exists n0 such that
‖Pn−(α−2βj)fξj′Kβj‖ ≤ ǫ, ∀n > n0, 1 ≤ j ≤ l(ǫ), 1 ≤ j′ ≤ l′(ǫ).
From now on let n > n0 = n0(ǫ). Let βj : dist(βj , αµ
−n) ≤ η(ǫ) and ξj′ : dist(ξj′ , ξ) ≤
η′(ǫ). For h ∈ L2dm|E ⊖ A21(Γ, α−1), we write
〈bnKαµ−n , fξh〉 = 〈bnKαµ−n , (fξ − fξj′ )h〉
+〈bn(Kαµ−n −∆αµ−nβ−1j Kβj ), fξj′h〉+ 〈bn∆αµ
−nβ−1
j Kβj , fξj′h〉.
Then
|〈bnKαµ−n , (fξ − fξj′ )h〉| ≤ ‖(fξ − fξj′ )‖‖h‖‖Kαµ
−n‖ ≤ ǫ‖h‖,
and
|〈bn(Kαµ−n −∆αµ−nβ−1j Kβj ), fξj′h〉| ≤ ‖fξj′ ‖‖h‖‖Kαµ
−n −∆αµ−nβ−1j Kβj‖ ≤ ǫ‖h‖.
And for the last term we have
|〈bn∆αµ−nβ−1j Kβj , fξj′h〉| = |〈fξj′Kβj , b−n∆αµ
−nβ−1j h〉|
=|〈Pn−(α−2βj)fξj′Kβj , b−n∆αµ
−nβ−1
j h〉| ≤ ‖h‖‖Pn−(α−2βj)fξj′Kβj‖ ≤ ǫ‖h‖.
Therefore, |〈P−(α−1)
{
f¯ξb
nKαµ
−n
}
, h〉| ≤ 3ǫ‖h‖. Putting h = P−(α−1)
{
f¯ξb
nKαµ
−n
}
,
we get ‖P−(α−1)
{
f¯ξb
nKαµ
−n
}
‖ ≤ 3ǫ. 
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6. Main Theorem
Theorem. Let E be a homogeneous set and X ⊂ R \ E be a set of points which can
accumulate only to the set E. Let σ be a positive measure with the support E∪X. Assume
that log σ′a.c.(z(t)) ∈ L1 and that the set of poles X and zeros X(τ) of the Stieltjes function
r(z) = 1 +
∫
dσ
x− z ,
satisfies the condition
sup
yl∈X∪X(τ)
∑
j 6=l
G(yj, yl) <∞. (6.1)
Then the minimum deviation and the orthonormal polynomials Pn(z, σ) =
zn
p0...pn
+ . . .
have the following asymptotic behavior (n→∞)
Kαµ
−(n+1)
(0)
p0 . . . pnφ(0)
→ 1, (6.2)
(−tz′
φ
)
Pn − {bn+1Kαµ
−(n+1) − s(tbn+1Kαµ−(n+1))} → 0 in L2dm|E, (6.3)
and ∣∣∣∣Pnbn − φ(−z′)b2Kα−1µn+2
∣∣∣∣→ 0 (6.4)
uniformly on each compact subset of C¯ \E. Here φ is chosen and α is given as in Lemma
2.2 and s = φ/(tφ).
The proof of the theorem will be divided into several steps. The main part deals with
the statement (6.2). First we show an upper estimate.
Lemma 6.1. Under the assumptions of the previous Theorem, we have
limn→∞
Kαµ
−(n+1)
(0)
p0 . . . pnφ(0)
≤ 1. (6.5)
Furthermore, (6.2) implies (6.3).
Proof. Consider the norm of the function in (6.3),
∥∥∥∥∥
(−tz′
φ
)
Pn − {bn+1Kαµ−(n+1) − s(tbn+1Kαµ−(n+1))}
∥∥∥∥∥
2
=
∫
E
P 2n
∣∣∣∣ tz′φ
∣∣∣∣
2
dm− 2Re
〈
bn+1Kαµ
−(n+1) − s(tbn+1Kαµ−(n+1)),
(
tz′
φ
)
Pn
〉
+‖bn+1Kαµ−(n+1) − s(tbn+1Kαµ−(n+1))‖2.
(6.6)
30 FRANZ PEHERSTORFER AND PETER YUDITSKII
To prove (6.5) we only use the fact that the norm is non-negative. From the estimate we
get it follows immediately, that (6.2) implies (6.3).
For the first term in (6.6) we have an estimate∫
E
P 2n
∣∣∣∣ tz′φ
∣∣∣∣
2
dm = 2
∫
P 2n dσa.c. ≤ 2
∫
P 2n dσ = 2. (6.7)
Due to Lemma 5.3,
〈bn+1Kαµ−(n+1) , s(tbn+1Kαµ−(n+1))〉 → 0, n→∞,
so,
‖bn+1Kαµ−(n+1) − s(tbn+1Kαµ−(n+1))‖2 =1 + 1− 2Re〈bn+1Kαµ−(n+1) , s(tbn+1Kαµ−(n+1))〉
→2, n→∞. (6.8)
Note, also, that
(
−tz′
φ
)
Pn is orthogonal to any function of the form g(t)+s(t)t¯g(t¯). There-
fore,〈
bn+1Kαµ
−(n+1) − s(tbn+1Kαµ−(n+1)),
(−tz′
φ
)
Pn
〉
= 2
〈
bn+1Kαµ
−(n+1)
,
(−tz′
φ
)
Pn
〉
.
To evaluate this scalar product we apply the (DCT),〈
bn+1Kαµ
−(n+1)
,
(−tz′
φ
)
Pn
〉
=
∫
E
bn+1Kαµ
−(n+1)
(−tz′
φ
)
Pn
dt
2πit
=
∫
E
Kαµ
−(n+1)
(−b2z′
φ
)
(bnPn)
dt
2πib
=
1
b′(0)
{
Kαµ
−(n+1)
(−b2z′
φ
)
(bnPn)
}
(0)
+
∑
ζl∈Z
{
bn+1Kαµ
−(n+1)
(−z′
φ′
)
Pn
}
(ζl).
(6.9)
Since (bz)(0) = 1, we have
1
b′(0)
{
Kαµ
−(n+1)
(−b2z′
φ
)
(bnPn)
}
(0) =
Kαµ
−(n+1)
(0)
p0 . . . pnφ(0)
.
Let us show that the last term in (6.9) tends to 0. Indeed,
∑
ζl∈Z
∣∣∣∣bn+1Kαµ−(n+1)Pn (−z′)φ′
∣∣∣∣ = ∑
ζl∈Z
|Pn|
∣∣∣∣∣b
n+1Kαµ
−(n+1)
ψ
∣∣∣∣∣ (−z
′)ψ
φ′
≤
√∑
ζl∈Z
|Pn|2σl
√√√√∑
ζl∈Z
∣∣∣∣bn+1Kαµ
−(n+1)
ψ
∣∣∣∣
2
σl.
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Since ∑
xl∈X
|Pn|2σl ≤
∫
|Pn|2 dσ = 1,
using Lemma 4.3 and the definition of the measure ν, we get
∑
ζl∈Z
{
bn+1Kαµ
−(n+1)
(−z′
φ′
)
Pn
}
(ζl)→ 0. (6.10)
Substituting (6.7)...(6.10) in (6.6) we obtain
2− 4K
αµ−(n+1)(0)
p0 . . . pnφ(0)
+ 2 + o(1)
≥
∥∥∥∥∥
(−tz′
φ
)
Pn − {bn+1Kαµ−(n+1) − s(tbn+1Kαµ−(n+1))}
∥∥∥∥∥
2
≥ 0,
and thus the lemma is proved. 
Lemma 6.2. Assume that
‖h(ζ, P ; σ)‖ ≤ C‖P‖L2
dσ
,
and that the assumptions of the previous Theorem are satisfied. Then
lim
n→∞
Kαµ
−(n+1)
(0)
p0 . . . pnφ(0)
= 1.
Proof. Let hn(ζ) = hn(ζ, Pn; σ). Then(−tz′
φ
)
Pn(z(t)) = hn − st¯hn(t¯),
where s = φ/(tφ). Multiplying this identity by bn+1Kαµ
−(n+1)
, we get (see (6.9), (6.10))
Kαµ
−(n+1)
(0)
p0 . . . pnφ(0)
+ o(1) = 〈hn, bn+1Kαµ−(n+1)〉 − 〈st¯hn(t¯), bn+1Kαµ−(n+1)〉 (6.11)
Using the reproducing property of Kαµ
−(n+1)
and (3.14) we get
〈hn, bn+1Kαµ−(n+1)〉 = p0 . . . pnφ(0)
Kαµ−(n+1)(0)
,
and due to Lemma 5.3 we have
|〈st¯hn(t¯), bn+1Kαµ−(n+1)〉| =|〈t¯hn(t¯), P−(α−1){s¯bn+1Kαµ−(n+1)}〉|
≤‖hn‖‖P−(α−1){s¯bn+1Kαµ−(n+1)}‖ → 0, n→∞.
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Thus (6.11) is of the form,
Kαµ
−(n+1)
(0)
p0 . . . pnφ(0)
+ o(1) =
p0 . . . pnφ(0)
Kαµ−(n+1)(0)
+ o(1)
and the lemma is proved. 
Proof of (6.2) and (6.3). Let r0(z) = r0(z;X ∪ X(τ)) be a function of the form (5.1),
associated with the given set of zeros and poles. For 0 < η < 1, put
rη(z) = ηr(z) + (1− η)r0(z).
Note that for an arbitrary η it is also the Stieltjes function with the same set of zeros and
poles as r. In what follows all functions and coefficients, related to the function rη(z) have
the same subscript η. We need some facts concerning these objects.
If Pn,η(z) =
zn
p0,η...pn,η
+ . . . is the orthonormal polynomial with respect to ση, then
p20 . . . p
2
n = inf
{P (z)=zn+... }
∫
P 2 dσ
≤
∫
|p0,η . . . pn,ηPn,η|2 dσ
≤1
η
∫
|p0,η . . . pn,ηPn,η|2 dση
=
1
η
p20,η . . . p
2
n,η.
(6.12)
Further, since
1
|φη|2 =
η
|φ|2 +
1− η
|φ0|2 ,
the function log |φη|2 converges to log |φ|2 in L1, as η → 1. Therefore,
αη → α and φη(0)→ φ(0), η → 1. (6.13)
The measure dσ
(τ)
η is absolutely continuous on E. Indeed,∣∣∣∣ 1rη
∣∣∣∣ ≤
∣∣∣∣ 1Im rη
∣∣∣∣ ≤ 11− η
∣∣∣∣ 1Im r0
∣∣∣∣ ≤ 11− η
∣∣∣∣Im 1r0
∣∣∣∣ .
And since −Im 1r0 dx is integrable we can apply Lemma 2.4. Simultaneously we have an
estimate
dσ(τ)η ≤
1
1− η dσ
(τ)
0 on E.
Since σ
(τ)
l = 1/r
′(x
(τ)
l ), and
r′η(x
(τ)
l ) = ηr
′(x
(τ)
l ) + (1− η)r′0(x(τ)l ),
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we also have
σ
(τ)
l,η ≤
1
1− ησ
(τ)
l,0 .
So,
dσ(τ)η ≤
1
1− η dσ
(τ)
0 . (6.14)
Next, let us put
− 1
rη,η1
= −η1
rη
− 1− η1
r0
.
Then, due to (6.14),
(1− η1)dσ(τ)0 ≤ dσ(τ)η,η1 ≤
[
η1
1− η + (1− η1)
]
dσ
(τ)
0 .
Now to this measure we can apply Lemma 5.2 and Lemma 6.2. Therefore,
lim
n→∞
Kαη,η1µ
−(n+1)
(0)
p0,η,η1 . . . pn,η,η1ψη,η1(0)
= 1. (6.15)
We remind that the functions ψ and φ have the same character and that φ(0) = ψ(0). As
above in (6.13), since log |ψη,η1 | → log |ψη| in L1 (η1 → 1), we have
αη,η1 → αη and ψη,η1(0)→ ψη(0), η1 → 1. (6.16)
At last, as in (6.12) we obtain
p20,η,η1 . . . p
2
n,η,η1 ≥ η1 p20,η . . . p2n,η ≥ η1η p20 . . . p2n. (6.17)
Since Kα(0) depends continuously on α, using (6.13) and (6.16), for arbitrary ǫ > 0,
we can chose η, η1 so close to 1, that ∀n,
Kαµ
−(n+1)
(0)
φ(0)
≥ K
αη,η1µ
−(n+1)
(0)
ψη,η1(0)
(1− ǫ).
Using (6.17), we get
Kαµ
−(n+1)
(0)
p0 . . . pnφ(0)
≥ √ηη1 K
αη,η1µ
−(n+1)
(0)
p0,η,η1 . . . pn,η,η1ψη,η1(0)
(1− ǫ).
Then, due to (6.15), we get
limn→∞
Kαµ
−(n+1)
(0)
p0 . . . pnφ(0)
≥ 1.
Together with (6.5) this finishes the proof of (6.2), and due to Lemma 6.1, (6.3) is also
proved. 
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Proof of (6.4). We rewrite (6.3) in terms of analytic functions. Taking into account, that
(tKαµ−(n+1)) = K
α−1µn+2
b
, we have
gn :=
(−z′)
φ
Pn −
{
b−(n+2)Kα
−1µn+2 − s¯b(n+1)Kαµ−(n+1)
}
→ 0 in L2dm|E.
In a standard way, using reproducing kernel, we get∣∣∣〈gn, (bn+2BX)kα−1outµn+2(t, ζ)〉∣∣∣ ≤ ‖gn‖√kα−1outµn+2(ζ, ζ), (6.18)
moreover, 〈
(−z′)
φ
Pn − b−(n+2)Kα−1µn+2 , (bn+2BX)kα
−1
outµ
n+2
(t, ζ)
〉
=
(
(−z′)b2
φout
bnPn −BXKα−1µn+2
)
(ζ).
(6.19)
Therefore, our goal is to evaluate the scalar product〈
bn+1Kαµ
−(n+1)
, s(bn+2BX)k
α−1outµ
n+2
(t, ζ)
〉
.
We claim that this product tends to 0 uniformly with respect to ζ.
Let w be an inner function from H∞(Γ), for example, w = b∆µ
−1
. Then(
w − w(ζ)
1− ww(ζ)
)
kα
−1
outµ
n+2
(t, ζ) ∈ L2dm|E ⊖ A21(Γ, α−1outµn+2), (6.20)
and ∥∥∥∥∥∥BX−bn+2
(
w − w(ζ)
1− ww(ζ)
)
kα
−1
outµ
n+2
(t, ζ)
∥∥∥∥∥∥ =
√
kα
−1
outµ
n+2
(ζ, ζ). (6.21)
For a fixed compact Ξ ⊂ C¯ \ E, put f(t, z) = s w−w(ζ)
1−ww(ζ)
, z(ζ) = z ∈ Ξ. This is a L∞(α2)–
valued continuous function on Ξ. Since〈
bn+1Kαµ
−(n+1)
, s(bn+2BX)k
α−1outµ
n+2
(t, ζ)
〉
=
〈
bn+1Kαµ
−(n+1)
, f(t, z)BXbn+2
(
w − w(ζ)
1− ww(ζ)
)
kα
−1
outµ
n+2
(t, ζ)
〉
=
〈
P−(α
−1)
{
f(t, z)bn+1Kαµ
−(n+1)
}
, BXbn+2
(
w − w(ζ)
1− ww(ζ)
)
kα
−1
outµ
n+2
(t, ζ)
〉
,
(see (6.20)) we can apply Lemma 5.3 . Together with (6.18), (6.19), (6.21), we obtain the
estimate: ∀ǫ ∃n0, such that∣∣∣∣
(
(−z′)b2
φout
bnPn
)
(ζ)−
(
BXK
α−1µn+2
)
(ζ)
∣∣∣∣ ≤ ǫ sup
α∈Γ∗
√
kα(ζ, ζ), n ≥ n0, z(ζ) ∈ Ξ.
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Note, that
sup
α∈Γ∗
√
kα(ζ, ζ)|φout(ζ)|
|(b2z′)(ζ)|
defines a function in C¯ \ E ≡ D/Γ, which is uniformly bounded on Ξ. Therefore,∣∣∣∣bnPn − BXφout(−z′)b2Kα−1µn+2
∣∣∣∣ ≤ C(Ξ)ǫ
and the theorem is proved. 
Proof of Corollary 0.1. In this case X = ∅, and X(τ) contains at most one point in each
gap. Therefore, due to the lemma of Jones and Marshall (see Sect. 1) condition (6.1) holds
automatically. Moreover φ is an outer function. So, substituting (2.9) in (6.2), (6.3) and
(6.4) we get (0.18), (0.20) and (0.19) respectively. 
Corollary 6.1. Under the assumptions of the previous Theorem, the recurrence coeffi-
cients {pn}, {qn} have the following asymptotic behavior
pn − P(α−1µn+1)→ 0, n→∞, (6.22)
and
qn−1 −Q(α−1µn+1)→ 0, n→∞. (6.23)
Moreover, {pn} and {qn} are limit (uniformly) almost periodic.
Proof. As it was already shown, (we still assume, that (bz)(0) = 1)
p1 . . . pnφ(0)
Kαµ−(n+1)(0)
→ 1, n→∞. (6.24)
Therefore,
lim
n→∞
p1 . . . pnφ(0)
Kαµ−(n+1)(0)
Kαµ
−n
(0)
p1 . . . pn−1φ(0)
= lim
n→∞
pn
P(αµ−(n+1)) = 1. (6.25)
It is a characteristic property of domains of Widom type, that
0 < inf
α∈Γ∗
Kα(0) ≤ sup
α∈Γ∗
Kα(0) <∞.
Therefore, (6.25) implies
pn −P(αµ−(n+1))→ 0, n→∞. (6.26)
Recall, that Kα(0)Kα
−1µ(0) = b′(0), hence
P(α) = K
α(0)
Kαµ(0)
=
Kα
−1
(0)
Kα−1µ(0)
= P(α−1).
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So we can rewrite (6.26) in the form (6.22).
To prove (6.23) we use (6.4). Since,
Pnb
n − φ
(−z′)b2K
α−1µn+2 → 0,
(zb)Pn−1b
n−1 − φ
(−z′)b2 (zb)K
α−1µn+1 → 0,
(pn − P(α−1µn+1)) φ
(−z′)b2K
α−1µn+2 → 0, n→∞,
we have
(zPn−1 − pnPn)bn − φ
(−z′)b2 (zbK
α−1µn+1 − P(α−1µn+1)Kα−1µn+2)→ 0, n→∞.
Then, due to the maximum principle for analytic functions,
(zPn−1 − pnPn)bn−1 − φ
(−z′)b3 (zbK
α−1µn+1 − P(α−1µn+1)Kα−1µn+2)→ 0, n→∞
(note, that this function has no pole at the origin). Using the recurrence relations and
putting ζ = 0, we get
{
qn−1
p1 . . . pn−1
− φ(0)
b′(0)
Q(α−1µn+1)Kα−1µn+1(0)
}
→ 0, n→∞.
Using again the identity Kα(0)Kα
−1µ(0) = b′(0) and (6.24), we get (6.23). 
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