Research on Obtaining Predictive State Representation and Feature Selection with Monte Carlo Tree Search Algorithm by 朱合兴
  
学校编码：10384                                分类号      密级        
学号：23220141153383                                        UDC      
 
 
 
硕  士  学  位  论  文 
 
基于蒙特卡罗树搜索的预测状态表示模型
获取及特征选择研究 
Research on Obtaining Predictive State Representation and 
Feature Selection with Monte Carlo Tree Search Algorithm 
 
朱合兴 
 
指导教师姓名： 刘云龙 副教授 
专  业 名 称：控  制  工  程 
论文提交日期：  
论文答辩时间： 
学位授予日期：    
  
答辩委员会主席：       
评阅人：       
 
2017 年 5月
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
  
 
厦门大学学位论文原创性声明 
 
本人呈交的学位论文是本人在导师指导下,独立完成的研究成果。
本人在论文写作中参考其他个人或集体已经发表的研究成果，均在文
中以适当方式明确标明，并符合法律规范和《厦门大学研究生学术活
动规范（试行）》。 
另外，该学位论文为（                            ）课题（组）
的研究成果，获得（               ）课题（组）经费或实验室的
资助，在（               ）实验室完成。（请在以上括号内填写
课题或课题组负责人或实验室名称，未有此项声明内容的，可以不作
特别声明。） 
 
声明人（签名）： 
          年   月   日 
 
 
 
 
 
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
  
 
厦门大学学位论文著作权使用声明 
 
本人同意厦门大学根据《中华人民共和国学位条例暂行实施办法》
等规定保留和使用此学位论文，并向主管部门或其指定机构送交学位
论文（包括纸质版和电子版），允许学位论文进入厦门大学图书馆及
其数据库被查阅、借阅。本人同意厦门大学将学位论文加入全国博士、
硕士学位论文共建单位数据库进行检索，将学位论文的标题和摘要汇
编出版，采用影印、缩印或者其它方式合理复制学位论文。 
本学位论文属于： 
（     ）1.经厦门大学保密委员会审查核定的保密学位论文，
于   年  月  日解密，解密后适用上述授权。 
（     ）2.不保密，适用上述授权。 
（请在以上相应括号内打“√”或填上相应内容。保密学位论文
应是已经厦门大学保密委员会审定过的学位论文，未经厦门大学保密
委员会审定的学位论文均为公开学位论文。此声明栏不填写的，默认
为公开学位论文，均适用上述授权。） 
 
 
                             声明人（签名）： 
年   月   日 
厦
门
大
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
摘要 
ⅰ 
 
摘要 
近几年来，蒙特卡罗树搜索（Monte Carlo Tree Search，MCTS）算法成为人
工智能领域研究的热点，被广泛应用于计算机游戏中，特别是在计算机围棋博弈
中的应用取得了巨大的成功。MCTS 算法基本思路是用节点表示状态，并用它到
子节点的有向链接表示动作，迭代地构建搜索树，在给定域中找到最佳决策。每
次迭代过程中，用树策略来平衡对节点的探索和利用，并用推广策略运行模拟产
生估计值，然后将估计值更新到搜索树中。MCTS 依赖较少的先验知识，能快速
专注于搜索空间中最有价值的部分，有效地处理大规模系统决策问题。本文利用
MCTS 能处理大规模复杂系统问题的优势，研究了基于 MCTS 的预测状态表示
（Predictive State Representations，PSR）模型获取方法和高维数据特征选择方法。 
PSR 模型利用一组称为检验的完全可观测的量来表示系统的状态。PSR 与
其他建模方法相比，具有模型易于学习、需要较少的先验知识和表达能力强等优
点，是对局部可观测动态系统建模的有效方法。建立 PSR 模型的核心问题之一
是发现系统的检验核，然而现有的针对该问题的处理方法并不适用于大规模系统。
本文的第一个主要工作是利用 MCTS 算法适用于大规模复杂系统的优势，研究
基于 MCTS 算法的发现系统检验核新方法，进而学习大规模系统 PSR 模型。由
于 MCTS 适用于在顺序决策问题中寻找最佳策略，这显然和检验核的发现问题
是很不相同的。为此，本文首先将发现检验核问题转化为顺序决策问题的形式，
然后提出能衡量模型准确性的模型熵的概念，并把模型熵作为评估函数，成功地
将 MCTS 运算法用于处理发现检验核问题。 
特征选择方法在不改变原始特征空间的基础上剔除无关或冗余的信息，保留
和分类任务相关度高的信息，是一个对高维数据降维的有效方法。特征选择算法
降维后，能保持数据精确、易理解，且计算复杂度相对较低、运算效率高，所以
研究可以高效处理高维数据的特征选择方法具有重要的意义和价值。本文的第二
个主要工作是研究将 MCTS 应用于高维数据特征选择。由于 MCTS 处理的顺序
决策问题与特征选择问题也很不一样。为此，本文首先将特征选择问题转化为顺
序决策问题，然后用 Relief 算法计算的分类权重来衡量特征分类相关度，并将
Relief 算法作为评价函数，成功地将 MCTS 运用于特征选择问题。 
关键词：MCTS 算法；PSR 建模；特征选择
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Abstract 
In recent years, Monte Carlo Tree Search (MCTS) has become the focus of research in 
artificial intelligence field. It has been widely used in computer games, especially in 
computer Go. The basic idea of the MCTS algorithm is to construct the search tree 
iteratively with using the node to represent the state and the directed link to the child 
node represent the action. Then find the best decision in the given domain. During each 
iteration, tree policy are used to balance the exploration and exploitation of nodes, and 
the default policy is used to run the simulation to generate estimates, and then update 
the estimates to the search tree. The MCTS algorithm relies on less a priori knowledge 
to quickly focus on the most valuable parts of the search space through real-time 
statistics and can effectively deal with large-scale system decision-making problems. 
Based on the advantages of MCTS algorithm in dealing with large-scale complex 
system problems, MCTS algorithm is used to learning predictive state representation 
(PSR) of dynamic system and high-dimensional data feature selection. 
The PSR model uses a set of fully observable quantities called tests to represent the 
state of the system. Compared with other modeling methods, PSR has the advantages 
of easy learning model, less prior knowledge and expressive ability, and is an effective 
method for modeling local dynamic system. One of the core problems in establishing 
the PSR model is to discover the test core of the system, but the existing approach to 
the problem does not apply to large-scale systems. The first major work of this paper is 
to use the advantages of MCTS algorithm which is suitable for the large-scale complex 
system, to study the new method of discovering based on MCTS algorithm, and then 
learn large-scale system PSR model. Since the MCTS is suitable for finding the best 
strategy in sequential decision problems, it is clear that the problem of finding the test 
core is very different. In this paper, we first formalize the discovery problem as a 
sequential decision making problem, and then put forward the concept of model entropy 
which can measure the accuracy of the model, and use the model entropy as the 
evaluation function to successfully use the MCTS algorithm for processing discovery 
issue. 
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The feature selection method does not change the original feature space to eliminate 
irrelevant or redundant information, and retain the information with high relevance of 
the sorting task. It is an effective method to reduce dimensionality of high dimensional 
data. Compared with the dimensionality reduction algorithm, the feature selection 
algorithm can keep the data accurate and easy to understand, and the computational 
complexity is relatively low and the operation efficiency is high. Therefore, it is of great 
significance and value to study the feature selection method of high dimensional data 
efficiently. The second major work of this paper is to study the application of MCTS to 
high dimensional data feature selection. The order decision problem and the feature 
selection problem of MCTS are also very different. For this reason, we first formalize 
the feature selection problem as a sequential decision making problem, then uses the 
classification weight calculated by Relief algorithm to measure the feature 
classification correlation, and uses the Relief algorithm as the evaluation function to 
successfully apply the MCTS to the feature selection problem. 
Key words: MCTS algorithm; PSR modeling; feature selection 
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第一章 引言 
1.1 研究背景 
1.1.1 蒙特卡罗树搜索算法 
蒙特卡罗树搜索（Monte Carlo Tree Search，MCTS）算法[1]是将传统的蒙特
卡罗（Monte Carlo， MC）随机采样方法和树搜索方法相结合的搜索算法。目前，
MCTS 算法主要应用于人工智能领域的计算机游戏中，特别是在计算机围棋博弈
中的应用取得了巨大的成功。2016 年，人工智能机器人（Alpha Go）在多次与世
界顶级围棋选手博弈中取得重大胜利，围棋人工智能领域实现了一次史无前例的
突破。其实蒙特卡罗方法在统计物理学上的应用具有悠久的历史，被广泛应用于
各个领域以获得难以处理的积分的近似值，并且在各种人工智能（Artificial 
Intelligence，AI）游戏，特别是信息不完整游戏，例如在拼字游戏（Scrabble）和
桥牌游戏（Bridge）中也已经取得了显著的成功。然而，对计算机而言，计算机
围棋游戏是一个难度非常大的游戏，它需要建立一个高深度，多分枝的搜索树，
而且缺乏具有启发性的可靠的评价函数，同时没有明确的搜索结束标志。所以直
到在计算机围棋博弈中，蒙特卡罗方法被递归应用在搜索树的建立过程并取得了
很好的效果，才使得蒙特卡罗方法真正成为人们关注的焦点。 
MCTS 是一种通过在决策空间中随机抽取样本并根据结果构建搜索树，从而
在给定域中找到最佳决策的方法。它把所研究的问题用连续决策树的方法表示出
来，这在人工智能（AI）领域（特别是游戏和规划问题）产生了深远的影响。MCTS
的优点在于：是一种实时统计算法，通常计算量越大越能得到更好的效果，并且
可用于先验知识很少或者没有的情况。MCTS 方法可以快速地专注于搜索空间中
最有价值的部分，能使用很少的先验知识为智能体提供决策，所以在像计算机围
棋这类具有巨大搜索空间的环境中的应用上能取得非常好的效果。 
基于 MCTS 能处理大规模环境问题的优势，本文将 MCTS 算法应用于建立
动态系统预测状态表示（Predictive State Representations，PSR）模型[2]和高维数
据特征选择中，借此解决两者都存在的先验知识少，待处理数据维度高等问题。 
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1.1.2 预测状态表示模型 
对于动态系统，无论是对其做预测，规划或者是追踪，都需要先建立其模型。
所以，对动态系统建模是科学研究和工程实践领域中常见的、具有很大挑战性的
问题[3][4]。现有的动态系统建模方法有：局部可观测马尔科夫决策过程（Partially 
Observation Markov Decision Process，POMDP）、马尔科夫决策过程（Markov 
Decision Process，MDP）、隐马尔科夫模型（Hidden Markov Models，HMM）、马
尔科夫链（Markov Chains，MC）、预测状态表示（Predictive State Representations，
PSR）等。与其他建模方法相比，PSR 模型具有模型易于学习、表达能力更强且
需要更少的先验知识等优点[5]，所以可以有效地为局部可观测动态系统建模。 
PSR 使用一组称为检验（检验可用一个完全可观测的动作-观测对序列描述）
的未来事件来表示状态，进而建立动态系统模型。因此如何发现用来表示状态的
那组检验，成为 PSR 方法建模过程中的重要问题之一。然而，用于发现这些检
验的搜索空间非常大，特别是对于大规模系统，未来可能发生的事件是无限多的。
到目前为止，仍然没有能高效发现这些检验的算法，尚有的两种解决发现检验的
主要方法，一种是传统的迭代方法[6]，迭代算法由于计算的复杂度高，只能适用
于小规模系统；另一种方法通过指定一个非常大的检验集合，使其包含足够多子
集，例如谱学习方法[7]和压缩感知方法[3]。然而，很多情况下只能获取有限的训
练数据，这使得对大规模的检验集合的概率估计可能不太准确，导致难以获取准
确的 PSR 模型。即使能获取足够的训练数据，由于检验集合太大，也会带来许
多高维矩阵的操作，使得计算成本太高。 
本文针对 PSR 建模过程中能用于表示状态的那组检验集合的发现方法进行
研究。MCTS 能应用于处理大规模系统决策问题，并受此启发，本文提出了运用
MCTS 算法来发现 PSR 建模过程中能用于表示状态的那组检验集合。为此，本
文提出了以下方案来解决这个问题： 
（1）将 PSR 建模过程中的发现检验核问题转化为顺序决策问题的形式。 
（2）提出了模型熵的概念，用模型熵值来衡量模型的准确性。 
（3）通过使用模型熵作为评估函数，将 MCTS 用于解决上述顺序决策问题。 
1.1.3 特征选择 
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