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Abstract 
If a bar andjointframework in generic position is infinitesimally rigid with independent edges 
then we call it isostatic. This paper examines when the special positions that make a planar 
isostatic framework infinitesimally flexible form an irreducible variety. We find an inductive 
graph operation, called triangle-free edge splitting, which generates irreducible conditions. We 
introduce minimnl isostatic graphs (MIG’s), which are isostatic graphs that contain no proper 
isostatic subgraph. We settle the existence of an MIG for every number of vertices, except for 
u = 4, 5, I. 
Key ,vords: Planar bar and joint frameworks; Pure conditions; Combinatorial graph theory; 
Bracket algebra 
1. Introduction 
If we draw a graph G (no loops, no multiple edges) in the plane with edges 
represented by straight line segments (intersections allowed) then we get a plane bar 
and joint framework. Such drawing is interpreted as a mechanism, where the edges 
serve as rigid bars and the vertices as revolute joints. A framework is called rigid if the 
only motions of the joints which preserve the length of the bars are trivial motions or 
euclidean motions, that is, translations and rotations. So, a rigid framework has no 
internal degrees of freedom. In the first order approximation we only consider 
in$niresimal or instantaneous motions of the framework, which are assignments of 
velocities to every joint such that the vector difference of two velocities at the 
endpoints of a bar is perpendicular to the direction of the involved bar. One can prove 
that in a “sufficiently general” position of the joints each infinitesimal motion is the 
derivative of an analytic motion of the joints that respects the bar lengths [l]. A bar 
and joint framework is called infinitesimally rigid if its only infinitesimal motions are 
derivatives of euclidean motions. Next, if F is an infinitesimally rigid framework, and if 
the deletion of any arbitrary bar induces new infinitesimal motions, making the 
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framework infinitesimally flexible, then we call F isostatic. A graph G is called 
(generically) isostatic if it has a realization in the plane as isostatic bar and 
joint framework. Notice, however, that a given realization of an isostatic graph 
might cease to be infinitesimally rigid. Such a “bad’ realization of an isostatic 
graph is called a special position. In [9], White and Whiteley prove that the 
special positions of an isostatic graph are described by only one polynomial equation 
for the coordinates of the joints. This polynomial is called the pure condition of G, 
denoted by C(G). Since the kinematic properties of a bar and joint framework 
turn out to be projectively invariant, C(G) is a homogeneous element in the Bracket 
Ring [9]. 
The purpose of this paper is to continue the study initiated in [9] on the geometry 
of the special positions of an isostatic graph. More precisely, we are interested in the 
connection between combinatorial patterns in the isostatic graph G on one hand, 
and the decomposition of its pure condition C(G) into irreducible factors on the 
other hand. As an example of this relationship, [9] observed that if G’ is an isostatic 
subgraph of G then C(G’) is a factor of C(G). In that same paper it was conjectured 
that the total decomposition of the polynomial C(G) is encoded by the lattice 
of isostatic subgraphs in G (in the plane). In particular, this would mean that isostatic 
graphs with no isostatic proper subgraphs have an irreducible pure condition. 
This article gives a partial answer to the latter claim, in the sense described 
hereafter. 
In Section 2 we repeat the fundamental definitions and properties of bar and 
joint frameworks which are necessary for the remainder of the paper. In Section 3 
we introduce the main object of this paper namely a minimal isostatic graph, 
an isostatic graph which has no isostatic subgraphs other than itself and the 
individual edges. In Section 4 we show that every minimal isostatic graph up 
to eight vertices has an irreducible condition. In Section 5 we go one step 
further in supporting the conjecture and we present a technique to construct 
a minimal isostatic graph with u + 1 vertices from a minimal isostatic graph 
with v vertices; we show that this construction preserves the irreducibility of 
the pure condition. More precisely, this technique is a special case of the 
second Henneberg construction. This Henneberg construction is an engineering 
trick to build new isostatic frameworks from older ones, by replacing an 
edge by a new 3-valent vertex [7]. In our construction we moreover take care 
that we do not create triangles in the framework, and therefore we call it 
triangle-free edge splitting. Unlike the classical Henneberg construction, 
the triangle-free edge splitting cannot be applied to each arbitrary minimal 
isostatic graph, such that it is not evident whether it can be used to generate an 
infinite family of minimal isostatic graphs for every number of vertices. However, 
in Section 6 we discover an infinite family of minimal isostatic graphs, each allowing 
triangle-free edge splitting. As a consequence, we establish the existence of a minimal 
isostatic graph for each number of vertices, except for the impossible values v = 4, 5 
or 7. 
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2. Preliminaries on bar and joint frameworks 
In this section we collect the results of bar and joint frameworks which are 
necessary for our purposes. For more details we refer to [l-4,7, 11,9] and many 
others. Let G = (V, E) be a graph with no loops or multiple edges. We put u = I VI and 
e = 1 E I. By a plane realization of G we mean a map 
P: V-+ R2 with P(x) # P(y) if {x, y} EE. 
The pair F = (G, P) is called a plane bar and joint framework. In the sequel we will 
abbreviate to bar framework. As the name already suggests, we regard the positions 
P(x) of the vectors x as the joints, and the edges as the bars of a mechanical structure. 
One of the first questions an engineer (or artist) ought to ask about such a framework 
is whether it isjlexible. This means that there exist continuous (or analytic) motions of 
the joints, preserving the lengths of the bars, other than the euclidean motions. In 
a first order approximation we only consider the injinitesimal motions of the bar 
framework. This linearization enables us to appeal to linear algebra. Formally, an 
infinitesimal motion of the bar framework F = (G, P) is an assignment of u vectors to 
the vertices, m = (m 1, . . , m,) (the “velocities”), such that for each edge {i, j} E E 
(P(i) - P(j)).(mi - mj) = 0. (*) 
This equation is the result of differentiating the “bar condition” 
11 P(i) - P(j) 11’ = constant. 
In any case, we always have trivial solutions for (*), the euclidean motions, forming 
a 3-dimensional subspace of the vector space of all infinitesimal motions, generated by 
m, = m2 = . . . = m, = (1,0) or (0, 1) (translations) and 
?Hi = (yi, -Xi) if P(i) = (Xi, yi) (rotation). 
If a bar framework has no infinitesimal motions but the euclidean motions then we 
call it in*nitesimally rigid. 
We can embody the infinitesimal kinematics of the bar framework F = (G, P) in the 
rigidity matrix, denoted by M(G, P). This (e x 2v)-matrix has a row for each edge and 
two columns for each vertex. More precisely, if {i, j} E E (i < j) then the associated 
row is given by the (2u)-vector 
Lij = (0, . . .) 0, P(i) - P(j), 0, . . . . 0, P(j) - P(i), 0, . . . . 0), 
where the coordinates of P(i) - P(j) occupy the (2i - 1)th and the (2i)th place, while 
the coordinates of P( j) - P(i) fill in the entries of the (2j - 1)th and the (2j)th column. 
Notice that the infinitesimal motions are exactly the solutions of the following system 
of equations 
M(G, P).m’ = 0, 
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with 2v unknowns. So, we see that F is infinitesimally rigid if and only if M(G, P) has 
maximal column rank 2v - 3 (the trivial solutions have dimension 3), which can be 
reached for 2 joints or for v 3 3 joints not all lying on the same line. If the rows of 
M(G, P) are linearly independent then F is called independent. If, moreover, F is 
infinitesimally rigid, so e = 20 - 3, then F is called isostatic. An important observa- 
tion in the theory of bar frameworks is that “independent”, “isostatic” and “infinite- 
simally rigid” are generic properties. Indeed, if G is a graph such that there exists 
a realization P in which F = (G, P) has one of these properties then so has almost 
every realization of G, in the sense that the “good realizations” form an open dense 
subset of Rzv. In this case we are justified to use the qualifications “independent”, 
“isostatic” and “infinitesimally rigid” for G itself, and hence they must have a combi- 
natorial characterization. 
Theorem (Laman). A graph G = (P’, E) . 1s independent if and only iffor all non-empty 
E’ c E 
(E’( f 21 I’@‘)1 - 3. 
If, moreover, e = 2v - 3 then G is isostatic. 
Proof. See [3] or [l 11. 0 
In order to study the properties of the generic realizations of some graph G = (V, E) 
we choose two variables x1 and x2 for each vertex XE Z’, giving us a set X of 2v 
variables. This enables us to define the generic rigidity matrix M(G) = M(G, X), again 
with two columns for each vertex and one row for each edge, but now with entries in 
Q[X] (or R[XJ) rather than in R. More precisely, in the row L,,, corresponding to 
{x, y} E E we have x1 - y,, x2 - y2 in the x-columns and y, - x1, y, - x2 in the 
y-columns, abbreviated by x - y and y - x in the sequel, while all other entries are 
zero. Suppose now that G is isostatic, that is, G can be realized as an isostatic bar 
framework F = (G, P), then e = 2v - 3 and M(G, P) has independent rows (over R). 
This implies that the (“3) (e x e)-minors of the generic matrix M(G) generate a non-zero 
ideal Z(G) in R[X]. Consequently, every position P’ in the Zariski-open set 
R2”\ V,(I(G)) gives an isostatic framework F’ = (G,P’). The special positions (or 
“bad” realizations) of G where the bar framework ceases to be isostatic are exactly the 
points of V’(Z(G)). Since Z(G) is generated by polynomials with coefficients in Q, each 
realization which uses algebraically independent coordinates for the joints is a safe 
“good” position. The purpose of this paper is to investigate the relationship between 
the combinatorics of an isostatic graph G and the geometry of its special positions or, 
equivalently, the algebra of its ideal Z(G). The foundations of such a theory have been 
established by White and Whiteley in [9], They obtained the following remarkable 
result: the special positions of an isostatic graph G, except for some degenerated 
realizations P with P(i) = P(j) for certain {i, j} E E (already excluded by our 
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Fig. 1. Three examples of isostatic graphs. One can check that e = 2u - 3 and that IE’I < 21 L” - 3 for 
each subset of E with 1 i IE’I < IEl. Notice that the triangular prism and the K3,3 are realized in special 
positions, allowing non-trivial infinitesimal motions. 
definition), are described by one polynomial C(G), called the pure condition of G, SO 
I(G) = (C(G)). 
Furthermore, the infinitesimal kinematics of F = (G, P) turns out to be projective. 
This means that if T is a non-singular projective transformation of the plane which is 
“admissible” for F (no joint is sent to “infinity”) then 7F = (G, 7 0 P) is independent if 
and only if F is. As a consequence, by the first fundamental theorem of classical 
invariant theory, C(G) must be a homogeneous element of the Bracket Ring 
B c Q[X], which is generated by all brackets 
Xl Yl 21 
CXYZI = det x2 y2 ~2 , 
i 1 1 1 1 
with {x, y, z} c V. 
In Fig. 1 we borrowed three examples from [9]. The pure condition of the triangle is 
[abc], and so the special positions are those where the three points are collinear. For 
the triangular prism we get C(G) = [abc] [a’b’c’] ([abb’] [a’c’c] - [a’bb’] [ac’c]), and 
hence the special positions are realizations where either one of the two triangles 
degenerates or where both triangles are perspective. The pure condition of K3,3 is 
[abc] [ab’c’] [a’b’c] [a’bc’] - [a’bc] [a’b’c’] [ab’c] [abc’], translating the projective 
condition that the six points lie on a common conic. Observe that the triangular prism 
G contains two triangles as subgraphs: abc and a’b’c’, while [abc] and [a’b’c’] occur as 
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factors of C(G). This is known to be a general property: if G’ is an isostatic subgraph of 
an isostatic graph G then C(G’) divides C(G). Observe that the pure condition of 
a single bar is equal to 1. This explains why they do not contribute factors to the pure 
condition of larger graphs. 
Another result from [9] that we will often call for is that for each vertex x E V 
deg,C(G) = val(x) - 1, 
where we regard C(G) in its bracket expansion. This implies that the total “weight” of 
each term of C(G) is given by 
X;V (val(x) - 1) = 2e - u = 3v - 6, 
such that C(G) has degree u - 2 in the brackets (each containing three variables). In 
order to compute C(G) for a given G, one adds three rows to M(G) to obtain a square 
(2~ x 2u)-matrix, corresponding to three extra bars which connect vertices a, b, c of 
V (not necessarily distinct, but not all equal) to three distinct new vertices x, y and z. 
Intuitively, we have “tied down” the framework to block its euclidean motions. The 
pure condition occurs as a factor of the determinant of this extended matrix, 
det(M(G), T) = C(T)C(G), 
where T stands for the three extra rows (the tie-down) and C(T) is the smallest factor 
that contains all the new variables. The constraints that have been posed on the bars 
of a tie-down make sure that C(T) is not identical zero [9]. 
Let us give a simple example. If we tie down the triangle of Fig. 1 (see Fig. 2) by 
connecting a with x and y, and b with z, then we obtain the following extension 
(M(G), T) of the generic rigidity matrix: 
a b C 
ab /a,- bl a2 - bz bl-a, b2-a2 0 0 
ac a1 - cl a2 - C2 0 0 Cl - a1 C2 - a2 
bc 0 0 bl -cl b2 -c2 cl -b, c2 - b, 
ax a1 - Xl a2 - x2 0 0 0 0 
aY a1 - Yl a2 - y2 0 0 0 0 
bz \ 0 0 b, - z1 b2 -z2 0 0 
If we compute the determinant of this (6 x 6)-matrix by a Laplace expansion, starting 
with the two last columns and followed by the two middle columns, then we 
immediately get (since the row order is arbitrary we do not care for the sign): 
det(M(G), T) = f Cl - a’ 
cl - bl 
= f [abc] [abz] [axy]. 
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Fig. 2. The euclidean motions of the triangle are blocked by the tie-down T = {ax, ay, bz} 
We conclude that C(T) = [abz] [axy], and thus that C(G) = [abc]. It should be 
pointed out that the recursive Laplace expansion on the pairs of columns that 
correspond to the vertices can be directly computed on the graph G, using Rosenberg’s 
method. See [6] for more details. 
3. Minimal isostatic graphs with few vertices 
A graph G = (V, E) (no multiple edges, no loops) is called a minimal isostatic graph 
if e = 2u - 3 and if e’ < 2~’ - 3 for each E’ c E with 1 < e’ < e. So a minimal 
isostatic graph is an isostatic graph G with no isostatic subgraphs, except for G itself 
and the individual edges. The smallest examples of a minimal isostatic graph are C2 
(one edge) and C3 (triangle). 
Lemma 3.1. If a is a vertex of a minimal isostutic graph G with v 2 4 then 3 < val(u) d 
v - 3. 
Proof. It is well known that val(u) 2 2 since G is isostatic. If val(u) = 2 then the 
subgraph G’ obtained by deleting a and its incident edges is isostatic again 
and non-trivial if v > 3, which is excluded by definition. The upper bound follows 
from 
c val(u) = 2e = 4v - 6 = 3(u - 1) + (v - 3), 
U.5V 
(*) 
since val(u) > v - 3 for one vertex a would prevent the other v - 1 vertices from 
having all their valences at least three. 0 
Remark. If v = 4 or 5 then the condition 3 < val(u) < v - 3 cannot be fulfilled. By 
Lemma 3.1 we conclude that there is no minimal isostatic graph with 4 or 5 vertices. 
Lemma 3.2. K3,3 is the only minimal isostutic graph on six vertices. 
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Proof. First notice that e = 9 = 2.6 - 3 and that K,, 3 contains no triangle (a bipartite 
graph contains no cycle with odd length), and hence K3,3 is a minimal isostatic 
graph. 
Conversely, each minimal isostatic graph G = (V, E) with v = 6 has only vertices of 
valence 3 (Lemma 3.1). Let a, be a vertex of G, let {b,, bZ, b3} be its neighbors and let 
a, and a3 denote the remaining two vertices. If {a2, a3} EE then both a2 and a3 have 
two neighbors out of {b,, b2, b3} and hence they are connected with at least one 
common bi. But this would involve the triangle aza3bi. We conclude that {u2, a,}#& 
whence G = K,, 3. 0 
Remark. Whiteley pointed out that the fact that C3 and K3,3 are the only minimal 
isostatic graphs up to six vertices is also immediately implied by the following 
observation. If G is a planar graph with no triangular faces then 4f < 2e. When we 
substitute this into Euler’s formula v - e + f = 2 then we get that 2v - 4 > e, and 
hence G cannot be isostatic. Since a minimal isostatic graph on more than 3 vertices 
never contains a triangle, it is surely not a planar graph. 
Lemma 3.3. A minimal isostatic graph on at least seven vertices has no vertex of valence 
v - 3. 
Proof. Suppose that a E V has maximal valence v - 3 = r. By (*) we conclude that the 
other vertices have exactly valence 3. Let (b,, . . . , b,} denote the neighbors of a, and 
put {P, 4) = v\{a, bl, . . . 
frombribT 
o avoid a triangle we must have that {bi, bj}4E, so 
there are 2r edges 1, . . . , b,} to {p, q}. However, v > 6 implies that 
2r = 2v - 6 > 6, but this is impossible as val(p) = val(q) = 3. 0 
Remark. If v = 7 then 1 val(a) = 22, and so there must be a vertex of valence at least 
4, which contradicts Lemma 3.3. We conclude that there is no minimal isostatic graph 
with seven vertices. 
The rest of this section is devoted to the minimal isostatic graphs on eight vertices. If 
u = 8 then 1 val(a) = 26. By the previous lemmata we know that there must be six 
vertices of valence 3 and two of valence 4. We will find two solutions. 
3.1. The two vertices of valence 4 are adjacent 
Suppose that b and e have valence 4, and that {a, d, e, h} are the neighbors of 
b (Fig. 3). Put {c, J g} = V\{a, b, d, e, h}. G does not contain a triangle, and hence 
there is no edge connecting two neighbors of b. This implies that (e, c}, {e, f } and 
{e, g} are all edges of G. Further, each vertex of {a, d, h} is connected with two 
elements of {c, 1; g}. If two vertices of {a, d, hj shared the same pair of neighbors in 
{c, J g}, if a and d were both connected with c and f say, then we would obtain 
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Fig. 3. The graph of the cube with one non-facial diagonal is an MIG with 8 vertices. The two 4-valent 
vertices are adjacent. 
a K_T,~ as subgraph on (a, d, e} u jb, c, f}. So G is completely determined up to 
isomorphism 
E = {{b, a}, {b, d}, {b, e}, {b, h}, {e, cl, {e, f) {e, g), (0, c), (0, g}, (6 c>, 
(4 .!-I, {k f>> {h, 9) 3, 
which is the edge graph of a cube with one non-facial diagonal. Observe that G does 
not contain C3 or K3,3 as subgraph, so it is minimal isostatic. 
3.2. The two vertices of valence 4 are non-adjacent 
We assume that val(u) = val(h) = 4 and that {b, c, d, e} are the neighbors of 
a (Fig. 4). Since each neighbor of a has valence 3, we have eight edges from {h, c, d, e} 
to {f; g, h}. From val(f) + val(g) + val(h) = 10 we conclude the existence of one 
internal edge between {f, g, h}. If h was incident to this edge, (g, h} say, then h would 
have three and g two neighbors in {b, c, d, e}, yielding a triangle. We conclude that 
{L g} EE and that h is connected with every neighbor of a, while f and g are 
connected with two disjoint pairs of {b, c, d, e) (to avoid a triangle). This completely 
determines the graph up to isomorphism. Finally, it is easy to see that G is a minimal 
isostatic graph. 
4. The pure condition of a minimal isostatic graph 
In [lo] the correspondence has been established between the lattice of blocks of an 
isostatic bar and body framework and the factoring of its pure condition. In the same 
article the authors conjectured a similar pattern for the irreducible factors of a plane 
bar and joint framework. In particular, this means the following 




Fig. 4. The other MIG with 8 vertices. The two 4-valent vertices are non-adjacent 
Conjecture. The pure condition of a minimal isostatic framework is irreducible. 
In [9] the authors proved that every isostatic subgraph yields a factor of the pure 
condition, which is the reverse claim of the conjecture. In the same paper they gave the 
pure conditions of C3, which is [abc], and of K3,3 on (a, b’, c} u {a’, b, c’}, which is 
the “conic condition” [abc] [ab’c’] [a’b’c] [a’bc’] - [a’bc] [a’b’c’] [ab’c] [abc’] (Fig. 1 
and Section 3). The irreducibility of the first is immediate, and that of the latter has 
been shown in [9, Proposition 4.91. As a first step towards the conjecture we intend to 
prove in this section that the pure conditions of the two minimal isostatic graphs on 
eight vertices are irreducible polynomials. In this section, as well as in the next one, we 
will need to give arguments for homogeneous polynomials in the Bracket Ring 
B (projective invariants). We will often (implicitly) use the fact that B is an integral 
domain in which each homogeneous element has a unique factorization into irredu- 
cible elements, which in their turn must be homogeneous bracket polynomials 
(Corollary 2.2 in [9]). 
4.1. The diagonalized cube 
Let G be given by Fig. 3. Then the 16 graph automorphisms of G are generated by 





Let s and t be two new variables, and consider the following specialization map 
~:[WCal,a2,...,fi,f2,g1,g2,hl,hzl~ IWCal,a2,...,el,e2,gl,g2,s,tl, 
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defined by 
q(f) = td + (1 - t)g and q(h) = sd + (1 - s)g. 
Let (pM(G) be the matrix whose entries are the images of the entries of the rigidity 
matrix M(G) under cp. Consider the following three rows of M(G). 
d f g h e 
df d-f f-d 0 0 ::: 0 
fh 
i 
0 f-h 0 h -f . 0 
gh o 0 g-h h-g . . . 0 ! 
If we repalce the third row, after specialization, by 
then we see that (pM(G) is similar to a matrix M*, which only differs by its third row 
s(d - g, 0, g - d, 0, . > 0). 
Next, we choose a tie-down T for G that does not use f or h. This means that 
(PC(T) = C(T) + 0. If we add the three rows of T to M*, and if we expand the 
determinant of the resulting square matrix to the columns of h and to the columns of 
f (in this order), then we obtain 
det(M*, T) = _+sChUk#)l Cdecp(f)l C(G*)W), 
where G* is a K 3.3 on the vertices {a, d, e} u {b, c, g} (Fig. 5). But on the other hand 
det(M*, T) = det((pM(G), T) = deg(pM(G, T) = cpdet M(G, T) = (p(C(G)C(T)) 
= (vC(G))C(T). 
We conclude that (pC(G) =f s(1 - t)(s - t)[deg] [bdg] C(G*), where C(G*) is known 
to be irreducible. As a consequence, we can define the unique irreducible factor F of 
C(G) such that C(G*) ( q(F). Since deg, F = deg, q(F), we have that deg, F 3 2, and 
similarly that deg, F 3 2. Be aware of the fact that cp(F) may cease to be homogene- 
ous, and so we take the maximum over all homogeneous components if we consider 
the degree in some variable. Further, since C(G) in its bracket expression is a function 
of a, b, . . . , the graph automorphisms rci act on C(G), and we get 
niC(G) = C(XiG) = C(G). 
Notice that deg, nlF = deg, F 2 2 and that deg, niF = deg, F > 2 if i > 2. Conse- 
quently, if C(G) = HF then, by deg, H < 1, KiF does not divide H for i = 1, . . . ,4. We 
conclude that F is kept fixed by the four permutations. 
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Fig. 5. If we position the vertices of Fig. 3 such that h and f are on the segment between y and d then we 
detect a K3.3 on {a, d, e} v {h, c, (I}. 
Next, we see that deg, F = deg, q(F) = 2, from which degf F = deg, F = 
deg, F = 2 by rrl F = x2 F = x3 F = F. Analogously, deg, F = 2 and rc4 F = F imply 
that deg, F = 2. So by 
8 = degs F + deg, F + deg, F + deg, F 6 deg, q(F) + deg, q(F), 
we conclude that [deg] [bdg] C(G*) 1 q(F). This implies that q(H) 1 ~(1 - t)(s - t). But 
a bracket contains three variables, one of which must be some x${f, h}, giving 
deg, cpH = deg, H 3 1, and so H must be a constant. 
4.2. Non-adjacent 4-degree vertices 
We use the same techniques as in the previous case. However, the proof is more 
involved because the graph symmetries seem to be less convenient in this case. Before 
we start with the arguments, we prefer to present a technical lemma first. 
Lemma 4.1. The polynomial t[abx] + (1 - t) [uby] is irreducible. 
Proof. Suppose that we have the following decomposition 
QCabxl - [abyl) + CabI = PQ, 
in R = [W[al, u2, bI, b2, x1, x2, y,, y,, t], and assume that deg, P = 1 and that 
deg, Q = 0. So P = PI t + P2 where PI and P2 are elements of R with t-degree zero. 
This implies that 
P,Q = [ubx] - [aby] and P2Q = [uby]. 
If Q is no unit then P2 is, because [uby] is irreducible, whence Q = r [uby] with r E R. 
This would mean that 
(rP, + l)[uby] = [abx], 
which is impossible. 0 
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Let now G be given by Fig. 4. Again, G has 16 graph automorphisms, all generated 
by the following four permutations; 
712 = (W, 
714 = (fsNW(ce). 
The key idea is another specialization, defined by q(g) + tf+ (1 - t)d. Under this 
map the rows corresponding to the edges (J; g} and {g, d} become 
cp(Rf,) = cp(O, . .. 30, f- 9, g -1; 0, “’ $0) 
=(l -t)(O )...) o,f‘-d,d-f;O ).‘.) O), 
cp(R,,)=q(O ,..., O,d-g,Q . . . . (kg--40, . . . . 0) 
=t(O )...) O,d-f;O )...) O,f-d,O )...) O), 
such that q(R,,) + (t/(1 - t)) (p(&) = tRdf. So if we replace cp(R,,) by tR,, then we 
get a matrix M* - cpA4. If we use a tie-down Tthat avoids y then a Laplace expansion 
of det(M*, T) starting with the two g-columns yields 
det(M*, T) = + Ce~~(g)ltCaehlC(G*)C(~), 
where G* is the K 3,30n{u,J;k}u{b, c, d} (Fig. 6). By det(M*, T) = (pC(G).C(T) we 
find the following irreducible decomposition for @Z(G): 
(PC(G) = F (1 - t)t[def] [aek] C(G*). 
Again we let F be the irreducible factor of C(G) such that C(G*) 1 cpF, and we suppose 
that H = C(G)/F is not constant. 
(1) C(G*) cannot be a factor of C(G). Indeed, deg, 7r3 C(G*) = deg, C(G*) = 2, and 
so C(G*) would be invariant under rt3. But then rr3 H = H as well, and so deg, H = 
deg, H = deg, cpH = 2. But deg, C(G*) = 2 too, which contradicts deg, C(G) = 2. 
(2) [def] does not divide C(G). Indeed, otherwise rr4[def] = [beg] would divide 
C(G) too. But q[bcg] = t[bcf] + (1 - t) [bed] does not divide (pC(G), due to 
Lemma 4.1, which yields a contradiction. 
(3) [aek] does not divide C(G). Indeed, otherwise rc,[aek] = [udk] would divide 
C(G) too. However, q[adk] = [udk] does not divide qK(G). 
From (1) (2) and (3) it follows that deg, qF = deg, qH = 1. We have to distinguish 
four cases. 
(1) qH is a polynomial only in t, so qH 1 t(1 - t). This case can be immediately 
ruled out because H is a bracket polynomial. 
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b 
Fig. 6. Again, we can specialize the position of vertex 9 of Fig. 4 such that fg and gd merge into one edge fd, 
yielding the K,,, on {a, ,fi h} u {b, c, d}. 
(2) cpH = p(t)[def] and cpF = q(t)[aeh]C(G*) with p(t)q(t) = kt(l - t). Notice 
that deg, H > 0 for deg, cpH > 0, and that deg, H = deg, cpH = 1. By 
degf H + deg, H + deg, H < degf cpH + deg, cpH = 2, 
and since H has at least three variables, we conclude that deg, H = 1 and that 
deg, H + deg, H = 1. This implies that H - [deg] or H - [efs] (recall that H is 
homogeneous). In the former case rc4 H - [bcf] would divide H, which is excluded for 
q[bcf] = [bcf] does not divide (pC(G). In the latter case n3H - [dfs], which would 
imply that (PC(G) 3 0. 
(3) cpH = p(t) [aeh] is immediately seen to be impossible, as deg, H = 1 yields that 
degr F + deg, F > 0 (or cpH E 0). 
(4) Finally, suppose that cpH = p(t)[aeh][def] and the cpF = q(t)C(G*). In this 
case deg, F = 0 and so rc3 F # F, whence 7c3F 1 H. However, deg, n,F = deg, F = 
deg, cpF = 2 and deg, H = deg, cpH = 1, yielding a contradiction. 
Theorem 4.2. The two minimal isostatic graphs on eight vertices have irreducible pure 
conditions. 
5. Generating irreducible pure conditions 
In this section we present the main result of this paper. We describe a procedure to 
build an isostatic graph with irreducible condition having v + 1 vertices from any 
aribtrary isostatic graph with v vertices whose pure condition is irreducible. 
If one is merely interested in generating isostatic graphs then one can appeal to the 
two Henneberg constructions [7]. The first Henneberg construction adds a 2-valent 
vertex to an isostatic graph G, always yielding an isostatic G’. Furthermore, if q is the 
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new vertex and if {q, u} and {q, b} are the new edges then C(G’) = f [abq]C(G), 
which can be seen by a Laplace expansion of det(M(G’), T) to the columns of q. We 
conclude that this extension technique is useless when we want to generate irreducible 
conditions. The second Henneberg construction, also called edge splitting, creates an 
isostatic G’ by replacing an edge of G by a new 3-valent vertex. More precisely, if 
G(K E), {a, b} ~6 CE V and if q$ V then G’ = (v’, E’) with v’ = Vu {q} and E’ = 
(E\{{a, b))) u 114, u>, (q> b)> (4, c>>. P arenthetically, we want to point out that the 
reversals of these constructions (removing a 2-valent or 3-valent vertex) also preserve 
the isostatic property, whence, since every isostatic graph has at least one vertex 
x with val(x) < 3, any isostatic graph can be built from the triangle by a sequence of 
these extensions (a Henneberg sequence). We will need a version of edge splitting in 
some specific realization of G. Notice that the proof of Proposition 3.2 in [7] excluded 
bar frameworks where joints a, b and c are collinear, before performing the edge 
splitting, while this is exactly the special position we will need. 
Lemma 5.1. Let F = (G, P) be an isostutic framework with a joint P(c) on the line 
through one of its bars {P(u), P(b)}. Let G’ be the isostutic graph that is obtained from 
G by splitting (a, b} and let q denote the new 3-vulent vertex connected with a, b and c. 
Then there exists an isostatic realization P’ of G’ such that P’(x) = P(x) for each vertex 
ofG. 
Proof. We fix a unit vector u in the plane and we take care that its direction is not 
parallel to the line L through P(u), P(b) and P(c). Further, searching for a “good” 
position P’(q), we let q vary on a line through P(c) with direction u, that is 
q(t) = tu + P(c). 
Let L,,(t) denote the (2u’)-vector (u’ = v + 1) with P(u) - q(t) in the u-columns, 
q(t) - P(u) in the q-columns and zeros elsewhere, and define Lbq(t) similarly by 
substituting P(b) and q(t) in Lbq. Further, we put L, equal to the (2v’)-vector which has 
all zero entries except for the q-columns and the c-columns that are filled in by u and 
-U, respectively. If we insert two zero q-columns in M(G, P), if we delete the row 
L,, and if next we add the three rows L,,(t), Lbp(t) and L, then we obtain a (2~’ - 3) x 
2v’-matrix, called M(t). In particular, the three extra rows of M(0) are given by 
h(O) P(u) ” P(c) 
b C 4 . . . 
P(c) - P(u) 
Lbq(0) 
i 
P(b) - P(c) P(c) - P(b) 
LU -Ll u 
A key observation is that if m’ = (m,, mb, m,, m4, md, . ..) is a solution of M(O)m’ = 0 
then m = (m,, mbr m,, md, . . . ) (the q-entries omitted) is a solution for M(G, P)m’ = 0. 
Indeed, as both m, - m4 and mb - m4 are perpendicular to L, so must be m, - mb, 
whence (P(u) - P(b)).(m, - mb) = 0. Recall that F = (G, P) is an isostatic framework, 
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and thus m must be trivial. As a consequence, (P(b) - P(c)). (mb - m,) = 0, and hence 
(m, - rnb) + (mb - m,) = rn4 - m, I L. However, m4 - m, I u as well, and by the 
choice of u we must conclude that m4 equals m,, and hence m’ is determined by m. 
Consequently, the dimension of the solution space of M(O)m’ = 0 equals 3, or 
equivalently, rk M(O) = 2~’ - 3. Let A(0) be a maximal minor of M(0) that differs 
from zero. Then there is a to # 0 close enough to 0 such that A(t,) # 0. Finally, the 
desired solution for q is given by P’(q) = q(to). Indeed, M(G’, P’) is obtained from 
M(to) by multiplying the row L, with 11 q(to) - P(c) // # 0, implying that rk M(G’, P’) = 
2v’ - 3 as well, and hence that F’ = (G’, P’) is isostatic. 0 
Let us now consider those edge splittings that do not introduce new triangles. This 
means that if {a, b} is the edge to be replaced in G, and if q is the new vertex to be 
attached to a, b and c then we require that {a, c} and {b, c} are no edges of G. We agree 
to call such a construction a triangle-free edge splitting. 
Theorem 5.2. If G is an isostutic graph whose pure condition is irreducible, and if G' is 
obtained from G by a triangle-free edge splitting then C(G’) is still irreducible. 
Proof. Let q denote once more the new vertex in G’, splitting {a, b} and connected 
to c. We define the following specialization map: 
cp: RCai, ~2, bi, b2, cl, cz, 41, q2, . ..I + RCal, ~2, bl, b2, cl> ~2, t, . ..I 
q + tu + (1 - t)b. 
Let us consider the three rows of M(G’) that correspond to the edges incident to q. 
U b c q 
! 
u-q q-u 
b-q q-b . 
c-q q-c ! 
After specialization, the corresponding rows of (pM(G’) are given by 
b C . 
! 
(1 - t;u - b) (1 - t;b - a) 
t(b - a) t(u - b) 
c - (Pq (Pq - c 
or, after the row operation r2 + r, + (t/(t - l))r,, 
U b C 4 . 
! 
U - w w - U 
t(u - b) t(b - a) 
c- (Pq (Pq-c 
R. Prnne / Discrelr Applied Mathematics 55 11994) 37-57 53 
If we now choose a tie-down T for G’ that does not use q then we derive 
qC(G’).C(T) = det(cpM(G’), T) = f [ac(cpq)]tC(G)C(T). 
Finally, substitution of (pq leads us to the following irreducible decomposition of 
&(G’) 
(pC(G’) = ft(l - r)[abc]C(G). 
Let F denote the irreducible factor of C(G’) with the property that C(G) 1 cpF, and put 
H = C(G’)/F. We examine all the cases for cpF. 
(1) IfcpF N C(G) then deg, cpH = 2, implying that deg, H = 2 and deg, F = 0. Then 
we would have that cpF = F, and so that F - C(G). We conclude that deg, H = 0 for 
all x${c, q), which is absurd for a non-constant bracket polynomial. 
(2) If [abc]C(G) divides cpF then cpH would be constant in every variable other 
than t. It is obvious that such polynomials cannot exist in the image of cp. 
(3) Next, let cpF = pl(t)C(G) and cpH = p2(t)[abc] with pl(t)pz(t) = +_t(l - t) and 
deg,p, (t) = degtp2(t) = 1. In this case, deg, H = deg, F = 1 and deg, H = 1. Further- 
more, since deg, H + deg, H + deg, H < deg, cpH + deg, qH = 2, we see that de- 
g, H + deg, H is at most 1. More precisely, we exactly have deg, H + degb H = 1 for 
H cannot live on c and q only. By the fact that H is homogeneous, we can conclude 
that either H - [my] or H - [bcq]. L e us show that both possibilities cannot occur. t 
To this end, let G, be the graph obtained from G by replacing {a, b} by {a, c}, and let 
Gb be the result of deleting {a, b) and inserting {b, c}. Because G is minimal isostatic, 
no edge of the complete graph K, depends on E\{ {a, b}}, and so G, and Gb are 
isostatic. If cpO and qb are the specializations defined by 
(p.(q) = tu + (1 - t)c and (pb(q) = tb + (1 - t)c, 
respectively, then we can copy the computations for qK(G’) and obtain 
q,C(G’) = ft(1 - t)[ubc]C(G,) and q+,C(G’) = +t(l - t)[ubc]C(Gb) 
which are not necessarily irreducible decompositions. However, these expressions 
show that C(G’) 4 ker cpII and that C(G’) I$ ker qDb. We conclude that neither [ucq] nor 
[bcq] can be a factor of C(G’). 
(4) Finally, suppose that cpF - t(1 - t)C(G) and cpH - [ubc]. By deg,cpH = 0 we 
conclude that cpH = H, whence C(G’) = [ubc] F. If every realization of G with a, b and 
c collinear was dependent then we would have an inclusion of varieties V([ubc]) c 
V(C(G)), or C(G)~rad([ubc]) = ([ubc]), and hence [ubc] would divide C(G). Since 
G is not a triangle, otherwise it would not allow a triangle-free edge splitting, we have 
a contradiction to the irreducibility of C(G). So there exists an isostatic realization 
P of G with a, b and c on one line. By Lemma 5.1 we can extend P to an isostatic 
realization P’ of G’, and so [ubc] is not a factor of C(G’). 
From (1) (2), (3) and (4) we must conclude that cpF = (pC(G’), and so that F = 
C(G’). 0 
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It should be noticed that not every minimal isostatic graph allows a triangle-free 
edge splitting. The triangle and K 3, 3 are such examples. The minimal isostatic graphs 
with eight vertices can be extended by triangle-free edge splittings. However, it is not 
a priori evident that this procedure can be always continued, generating a minimal 
isostatic graph for each u 3 8. In the next section we build an infinite class of isostatic 
graphs with irreducible conditions, by performing a sequence of triangle-free edge 
splittings in a controlled fashion, starting with the diagonalized cube. 
6. Supported p-prisms 
Let P be the graph of a p-prism (p 2 3). This means that the edges of P are 
partitioned into three sets of p elements, E = Tu B u H, where T and B are two 
p-gons, and we can give the vertices of T and B successive labels from 1 to p such that 
each edge of H connects two vertices with the same label. Observe that P has 2p 
vertices and 3p edges. The edges of T and B are called the top and bottom edges of P, 
respectively, while the members of H are called the hinges of P. Notice that the choice 
of top and bottom is arbitrary as P is symmetric in T and B. 
Let+?=(Cr,..., C,) be the circularly ordered set of those 4-cycles of P that bound 
the “side faces” of P. Each member of 9 consists of one top edge, one bottom edge and 
two hinges. Conversely, each top (resp., bottom) edge belongs to exactly one Ci E%‘, 
while each hinge belongs to exactly two 4-cycles of $9. Furthermore, Ci and Cj have 
exactly one edge (hinge!) in common if and only ifj = i + 1 mod p or i = j + 1 mod p, 
otherwise they are even vertex disjoint. Let s = {a, b} be a pair of vertices of two 
consecutive members {C, D} of the circular list %?, and suppose that s is not an edge of 
P, nor that it makes a triangle with two edges of P, then we call s a brace for {C, D}. 
Observe that there are only two possible braces for a given pair {C, D}. A supported 
p-prism is a pair G = (P, C) with the property that 
(1) P is the graph of a p-prism with side faces %? = (C,, . . . , C,}. 
(2) c = (Si, . . . , sp_ 3) is an ordered list of pairs of vertices of P such that Si is a brace 
for lcir Ci+l)* 
We will always regard G as a graph on the vertices of P, whose edge set is the union of 
the edges of P and C (Fig. 7). Notice that the diagonalized cube is a supported 4-prism. 
Theorem 6.1. A supported p-prism is always isostatic. Furthermore, if p > 4 then its 
pure condition is irreducible. In particular, each supported p-prism with p > 4 is 
a minimal isostatic graph. 
Proof. We proceed by induction on p. If p = 3 then we have an empty brace set, and 
so G must be the graph of a prism with triangular top and bottom faces, which is 
known to be isostatic (Fig. 1). So suppose that p 3 4. Let C,_ 1 = abxy and 
C,_2 = cdxy be adjacent side faces that are not supported by any brace, and assume 
that {x, e} is a brace (Fig. 8). If we delete the vertices x and y, together with their 
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Fig. 7. The plain lines represent the graph of a lo-prism, having 20 vertices and 30 edges. If we support the 
side faces by 7 braces then we obtain an MIG. 
x 
Fig. 8. The fragment of a supported p-prism that is used in the inductive argument of Theorem 6.1. Side 
face abxy does not occur in a supported pair {C,, Ci+ 1}. 
incident edges, and if we add the edges {b, d} and {a, c} then we obtain a supported 
(p - 1)-prism G’, which is isostatic by induction hypothesis (Fig. 8). Observe that 
G can be constructed from G’ by means of two Henneberg constructions of the second 
type. Indeed, first we reinsert x by deleting {a, c} and adding edges {a, x}, {c, x} and 
{e, x); then we delete {b, d} and add {b, y), {d, y} and (x, y}. Furthermore, since these 
two constructions are just triangle-free edge splittings, we can use Theorem 5.2 as 
induction argument, the base of which is established by Theorem 4.2 for p = 4 
yielding that C(G) is irreducible for each p 3 4. 0 
Corollary 6.2. There exists a minimal isostatic graph with v vertices if and only if 
u $ {4,5,7}. 
Proof. By Section 3 it is sufficient to prove that there is a minimal isostatic graph for 
each u B 8. The previous theorem establishes this assertion for even V. However, in its 
proof we made use of two triangle-free edge splittings to go from 2p vertices to 




Fig. 9. An example of an MIG (u = 9) which cannot be obtained by triangle-free edge splitting 
2(p + 1) vertices, and hence the intermediate graph is isostatic with irreducible 
condition as well. 0 
7. Conclusions 
Theorem 5.2 must, of course, be immediately countered by the question whether 
every minimal isostatic graph with u > 8 can be obtained by triangle-free edge 
splitting. Unfortunately, things are not that simple. In Fig. 9 we give a graph with 
9 vertices, which can be checked to be minimal isostatic. However, it does not come 
from a minimal isostatic graph with 8 vertices by means of triangle-free edge splitting. 
Recall that there are only the two minimal isostatic graphs with 8 vertices (Section 3). 
This failure makes it hard to believe that it would be possible to generate every 
minimal isostatic graph by an inductive graph operation. So, the conjecture that every 
minimal isostatic graph has an irreducible condition remains unsettled. 
“What about higher dimensions?” could be another natural question to ask. In 
3-space, e.g., minimal isostatic graphs G = (V, E) are characterized by e = 3u - 6 and, 
for all E’ c E with 1 < e’ = (E’( < e, e’ < 321’ - 6. In [lo] it is observed that K,,6 has 
no irreducible condition, though it is minimal isostatic in three dimensions. So, the 
conjecture is false for higher dimensions. On the other hand it is known that the 
triangulated 4-connected spheres have irreducible pure conditions. However, nobody 
has looked for a general principle to generate irreducible conditions yet, to extend 
Theorem 5.2 to higher dimensions. Notice that as soon as we leave the plane we get 
more graph operations at our disposal to generate isostatic frameworks [7]. 
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