It is known that the optimal controller for a linear dynamic system disturbed by additive, independently distributed in time, not necessarily Gaussian, noise is a linear function of the state variables if the performance criterion is the expected value of a quadratic form. This result is known to hold also when the noise is Gaussian and is multiplied by a linear function of the state and/or control variables.
INTR~DuOTI~N
In the case of a linear dynamic system disturbed by additive noise distributed independently in time, it is known that the optimal controller that minimizes the expected value of a quadratic performance criterion is a linear function of the system's state variables. Furthermore, this linear controller is independent of the statistical moments of the additive system noise and, though the result is most often stated for Gaussian noise, is independent of the shape of the probability distribution of the noise. If the additive noise appears in the system equations multiplied by a linear function of the system's state and/or control variables then, in the Gaussian case, it turns out that the optimal controller is again a linear function of the system's state variables but depends upon the statistics of the noise [l-4] (for further references, see [4] ).
In this paper we consider optimal control of a discrete-time linear system driven by a random vector which is a nonlinear function of the system's state and/or control variables and noise which is independently distributed in time. We prove that the optimal controller which minimizes the expected value of a quadratic performance criterion is a linear function of the (perfectly observable) system's state variables provided only that the mean value of the additive random vector is zero (there is no loss of generality in assuming this) and the covariance matrix of the additive random vector is a quadratic function of the system's state and/or control variables, No Gaussian assumption is made on the random vector or noise source. In general the linear optimal controller is a function of the statistics of the additive random vector. The new result particularises to the discrete-time versions of the known ones mentioned above and contains some other special cases which are interesting because they are examples of genuinely nonlinear stochastic systems which result in linear optimal controllers. Of course, if the noise is identically zero our results reduce to the standard ones for the deterministic linear-quadratic problem [5] . The discrete-time results presented in this paper should extend, with due attention to mathematical technicalities, to continuous time.
FORMULATION
We consider the problem of minimizing with respect to (Us} the performance criterion subject to the stochastic dynamic system X k+l = Akxk + Bkuk + mk f .fkcxk , uk , ak); x0 given,
wherex,ERn,ukERm,olkERq,fk:Rn
A, , B, are matrices of appropriate dimensions and m, E R". The noise sequence (01~) is assumed to be independently distributed in time and not necessarily Gaussian. Our assumptions on the random vector function fk are as follows. 
where Pki, Wki, Nrci, Mki are matrices of appropriate dimensions, gki E Rn, hki E R", and Pki, Wki, Mki are symmetric, i = O,..., n' where n' = [n(n f 1)/2]. ASSUMPTION 
Representation (3) is such that
F&k , ~3 3 0 Vxk E R", uk E Rm.
Note. Assumption 3 is necessary (hence not at all restrictive) in order that Flc(xk , UJ be a covariance matrix for each xlc E Rn, uL E Rm. The optimal control sequence {uh} is to be drawn from the sequences of closed loop controllers; i.e., of the form 
(8) (1) 
Proof. We prove this by induction. First we note that because of Assumption 3 and Eq. Fk(% 7 uk) = rknkrkT, \Jxk , uk , k and the optimal feedback controller is independent of r,n,r,T. 
Generally in the literature it is assumed that aK1 and ak2 are uncorrelated, but this is not necessary in our theory. It is not hard using (42), (43) to calculate Wk , Rk, mk. Clearly because these matrices are nonzero the optimal controller, through linear, depends upon the statistics of the noise 01~ .
NOVEL SPECIAL CASES
In this section we display certain novel special cases which are covered by our general results. These are interesting primarily because they are genuinely nonlinear and also because it appears that they might turn out to be practically useful stochastic models. a. Norm Dependent Random Vector 
Again it is easy to see that (52) satisfies our assumptions. It is important to note that the stochastic processes listed above are nontrivial in the sense that they are genuinely nonlinear and no assumption has been made on the probability distribution of 0~~) other than that it has a finite covariance matrix. In particular, no symmetry assumptions have been made.
The above stochastic systems are only certain special cases. It is quite likely that there are others of interest and importance which fit into our framework.
CONCLUSION
In this paper we have considered the optimal control, subject to a quadratic performance criterion, of a class of nonlinear discrete-time stochastic systems in which the nonlinearity has, at each instant in time, zero mean and a covariance matrix which is a quadratic function of the state and/or control variables. For this class of problems we proved that the optimal controller is a linear function of the (perfectly observable) system state and that the coefficients of this linear controller depend upon the statistics of the stochastic variables in the system. Certain well known results in stochastic linear optimal control emerged as special cases of our main theorem and a number of novel, nonlinear, systems were displayed which satisfy our assumptions. It is hoped that some of these will turn out to be useful stochastic models of physical systems.
The interesting result that a certain class of nonlinear stochastic systems subject to quadratic performance criteria exhibits linear optimal controllers is in contrast to the deterministic nonlinear cases (obtained by replacing {Q} by a known sequence) for which there do not appear to be closed form solutions.
