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ABSTRACT It has long been recognized that protein dynamical processes occur over a wide temporal range. However, the functionality of
this spectrum of events remains unclear. In this work, a generalized noise function analysis is applied to a collection of diverse protein
dynamical systems. It is shown that a power law model with an oscillatory component can adequately describe the time course of a
variety of processes. These results suggest that under the appropriate conditions, proteins are in a metastable state. A microscopic,
chemical kinetic model based on a Poisson distribution of activation energies is presented. From this model specific functional forms for
the parameters of the generalized noise model can be derived. Additionally, a model is presented to describe kinetic hole burning effects
observed at low temperatures. Scaling laws are derived for these models that provide a connection with the generalized noise analysis.
INTRODUCTION
The diversity of phenomenon which exhibit 1/f noise
has intrigued physical scientists for a number of years
(for reviews see references 1-3). The dynamics of such
wide-ranging systems as the human heart, river dis-
charges, resistors and cellular membranes all show low
frequency power spectra that, obey a I /fX law, where f
is frequency and 3 is a constant. Recent work on this
problem has focused on the self-organized criticality of
systems ofminimal stability (4, 5). Unlike the criticality
observed in phase transitions, this dynamical effect is
insensitive to the "tuning" of the parameters of the sys-
tem and achieves its scaling properties even when start-
ing far from equilibrium. A number of specific models
have been developed that successfully explain this behav-
ior (cf. reference 6). In addition to predicting a 1 /f'
power law, these models give oscillatory components
that have been observed in some systems (6).
In this work we examine a number of unrelated pro-
tein systems for behavior consistent with generalized
noise models. These examples, taken from the literature,
were chosen both because measurements were made
over several orders of magnitude in time and because
they demonstrate nonexponential kinetics. Previously, a
number of different models have been used to describe
this nonexponential behavior (for a review see reference
7). These models fall into three general categories: struc-
tural disorder, dynamical disorder, and fractal. Whereas
each model can adequately fit the data for a given appli-
cation, no single one of these models has shown general
applicability. In this work it is demonstrated that the
generalized noise model can fit a diverse range of data.
ANALYSIS OF EXPERIMENTAL DATA
Processes exhibiting 1 /f' behavior can be established
using a renormalization of a dynamical variable, 0(t),
such that (6, 8):
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+(t) = (p/N)q(t/N). (1)
A general solution of this functional equation is:
(2)
where u = ln (1 /p)/ln Nand A(t) is an oscillatory func-
tion periodic in log t:
00
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(3)
Power laws with an oscillatory component have arisen in
a variety ofcontexts. Our goal is to establish whether Eq.
2 provides a phenomenological description of protein
dynamics. Previously, power law models derived from
reptation theory have been used to describe ion channel
gating (9, 10). These models do not contain an oscilla-
tory component and complex, multistep mechanisms
must be evoked to adequately fit experimental data. In
this work ion channel gating data as well as data from a
number of other nonexponential processes were chosen
from the literature and were fit to the function:
0(t) = (A2 + A3 cos (A4 ln t))/tAI. (4)
where Ai represent adjustable parameters that are deter-
mined by the Marquardt nonlinear least squares fitting
routine. Using Eq. 4, good statistical fits were obtained
for the following rate processes: tritium exchange in the
membrane-bound protein, rhodopsin (11), and in the
soluble protein, lysozyme ( 12), CO photodissociation of
myoglobin ( 13), and gating kinetics of ion channels
( 14). Table 1 shows the fitted parameters for these cases.
Figs. 1 and 2 show specific examples ofthe fit ofEq. 4 to
the experimental data. These examples were ones in
which the oscillatory component was particularly promi-
nent. As can be seen, the main features ofthe data are fit
quite well. It should be emphasized that Eq. 4 is a "mini-
mal" representation of Eq. 3 because higher order oscil-
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TABLE 1 Fitted parameters for generalized noise model
Critical exponent Periodicity Amplitude ratio
Dynamical process (reference) A 1(a)* A4 A31A2
Tritium exchange in rhodopsin (11) 0.53 (0.53) 1.08 0.33
Tritium exchange in lysozyme (12) 0.25 (0.25) 0.07 -1.01
Endplate channel open intervals (14)$ 1.29 (0.29) 1.39 -0.71
Endplate channel closed intervals (14) 1.0 (0.0) 0.90 0.84
CO photodissociation from myoglobin (13)§
(100°K) 0.038 (.92) 1.01 -0.014
(120°K) 0.042 (.91) 1.03 -0.014
* For all data except the channel data, A, = a. The channel data is given in terms ofthe probability density per unit time. As discussed in the text this
case will give A I = a - 1. All data is at room temperature unless otherwise specified. tThis data is represented in Fig. 1. Other data from reference 13
require higher order harmonics for adequate fits. WAll data from (reference 14) were accurately fit and are shown in Fig. 2.
lations were not included. Obviously, the fits could be
further refined by including higher harmonics.
A CHEMICAL KINETIC MODEL
From the above results, it is seen that Eq. 4 provides an
adequate fitting function for a number of different pro-
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tein dynamical processes. Whereas this establishes a
good phenomenological description of these processes,
ultimately one requires a microscopic model of the dy-
namics. Presently, we demonstrate that relatively simple
kinetic models can generate rate expressions analogous
to Eq. 4. We consider an adaptation of the activation
energy dispersion model used by Bendler and Shlesinger
to describe defect diffusion in polymers (15). In this
model, thermally activated jump kinetics must be aver-
aged over a dispersion in the activation energy. In this
case, the distribution of activation energies may result
from the existence of conformational substates as dis-
cussed by Frauenfelder and co-workers ( 16).
The phenomenological rate constant, ko, is assumed
to be:
ko = A exp{ -Go/kT}, (5)
where Go is the free energy of the barrier and A is the
frequency factor. The dispersion in the barrier is given
by:
4-
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FIGURE 1 Distributions ofopen (top) and shut (bottom) interval dura-
tions, P(t), versus time for endplate channels (see reference 14). Solid
lines are curves obtained from a nonlinear least squares fit to Eq. 4
(four adjustable parameters). Further refinement in the fit can be
made by including higher order harmonics. Previously these curves
required a sum of four (top) and six (bottom) exponentials to fit the
data (14).
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FIGURE 2 Plot ofthe parameter b(t) versus time for the photodissocia-
tion ofCO from myoglobin (see reference 13). The parameter, b(t), is
proportional to the extent of the reaction. Solid lines are curves ob-
tained from a nonlinear least squares fit to Eq. 4 (four adjustable param-
eters). Each curve represents data for a different temperature. Tempera-
ture from top to bottom are 60, 80, 100, 120, 140, and 160°K.
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G+ = H+-TS+ = Ho + AH+ -T(So + 6S+), (6)
where AH+ and 6S+ are the variations in the enthalpy
and entropy, respectively. As in the previous model
(15), we will assume for simplicity that entropy-en-
thalpy compensation exists. Thus, b6H+ = 3S+, where
Oa- has units of temperature. The rate constant, k, in-
cluding the dispersive term, is given by:
k = ko exp{ -56H'(1 - uT)/RT}. (7)
For a unimolecular process the decay of reactant con-
centration, C(t), is now given by:
dC/dt = kC. (8)
This expression is integrated and then averaged over all
possible values for the rate constant, giving:
<C(t)> = Co p(k)e-k' dk, (9)
where C0 is the initial concentration and p( k) is the prob-
ability density of a state associated with the rate con-
stant, k. Our goal now is to establish a correspondence
with a renormalization group analogue, providing a
functional equation similar to Eq. 1. It proves conve-
nient to use the temporal Laplace transform of Eq. 9,
giving:
c(e)=Co fdkp(k)/ {E + k} (10)
Scaling of e by E/b gives:
C(E/b) = Ce dk'p(k'Ib)/{e + k'}, (11)
where k' = kb. If the dispersion in activation energy is
assumed to follow a Poisson distribution law, as in the
polymer case ( 15 ), then:
p(k) =q exp{-3H+q} = q(k/ ko)qRT/(lI-T) (12)
where q is the probability density per unit energy. Using
Eq. 12 in 11 then gives the scaling law:
C(e) = b-aC(e/b), ( 13)
where a = qRT/( 1 - aT). This functional equation is
solved as described previously (8). The general solution
will have a singular component which is responsible for
the oscillatory behavior. It is given by:
C( e ) = EHK(E>), (14)
with H = ln (b-i )/ln b = a - 1 and K(e) is a function
periodic in ln E with period ln (b-').
To obtain the functional form (Eq. 4) used to analyze
protein dynamical processes, Eq. 14 is Laplace inverted.
When the observable is proportional to the extent ofthe
reaction, the fitted parameters, Al and A4 in Eq. 4 are
Al = a andA4 = 2ir ln (b-1). There are often experimen-
tal cases, such as ion channel gating, in which the experi-
mental data is represented as a probability per unit time,
P(t). In these instances, the analogue of Eq. 9 becomes:
P(t) = p(k)ke-a dk, ( 15)
and the corresponding scaling law is:
P(e) = bI-aP(elb). (16)
An equation of the form of Eq. 4 is again recovered,
except now AI = a - 1. This different expression is used
in the analysis ofthe ion gating data as shown in Table 1.
A MODEL FOR KINETIC HOLE BURNING
Frauenfelder and co-workers have extensively investi-
gated kinetic hole burning of spectral bands after photo-
dissociation ofCO from myoglobin (for a recent review
see reference 17). Initially, results at low temperature
were interpreted as a relaxation phenomenon ( 13). As a
consequence of theoretical ( 18, 19) and experimental
(20, 21 ) studies, it became apparent that such a model is
inappropriate for treating low temperature data on the
shift of spectral bands (<170°K). Under these condi-
tions the absorbance spectra of myoglobin shows inho-
mogenous broadening and kinetic hole-burning effects
dominate.
In this section, a generalized noise analysis is applied
to kinetic data for inhomogenous broadened systems.
The approach ofSteinbach et al. (22) is adapted for these
purposes. When monitoring the kinetics of inhomogen-
ous systems, the absorbance spectra, A, is a complicated
function of the frequency of the absorbed light, v, and
time, t. This function will be given by:
A(v, t) = Kf dv'D(v', vp)S(v, v', t), (17)
whereK is a constant and S is a homogeneous Lorenzian
lineshape. There is a superposition of Lorenzians which
have a distribution given by the function, D. The Loren-
zian, S, is:
S(v, v', t) = Nv,[(v - V')2 + F2/4]-' ( 18)
where rh is the homogeneous contribution to the line-
shape and N,, is the amplitude and is proportional to the
number of molecules with spectra centered on the Lor-
enzian. The time dependence is directly incorporated by
the exponential decrease in N,, and gives:
S(v, I', t) = Nek ,"[(v -v')2 + rF/4]-', (19)
where k,,1 is the rate constant associated with molecules
at this spectral position. The inhomogenous spectral dis-
tribution, D(v', Ip), was taken as a Gaussian in the pre-
vious application (22). In our case, we choose a Poisson
59-ipyia-JunlVlm-6596 Biophysical Journal Volume 63 August 1992
distribution as in Eq. 12. This choice will provide a sca-
ling law in accordance with Eq. 1. The Poisson distribu-
tion gives:
D(I', IVP) = (1/F) exp{ -(v' - vp)/F}F (20)
where vp is the peak frequency and the distribution has a
variance of ri. The Steinbach model asserts that there is
a linear mapping between the kinetic barrier distribution
and the inhomogeneous distribution. The barrier height,
H, is then related to the spectral position by:
H(v') = Hp + (rh/lr)(, - vp). (21)
At the temperatures under consideration quantum me-
chanical tunneling is not a factor and the rate constant,
k^, is then given by the standard Eyring form:
kv, = (C/ T)e-H(V')/RT (22)
where C is a constant.
Combining these results, the absorbance is given by:
A(r, t) K dv Ne-kvte-(v'-vp)/ri (23)iJF{(v ,,)2 + rF/4} (
It proves more convenient to transform the variable
from v' to k,,. This transformation gives:
A(k,,, t) = -(RTKN/Fhk-)
r dkp, kkle-k2t((RTri/Fh) ln (kv,/k,))2 + rF/4
where the parameter, a = RT/rh. As in the previous
section, the temporal Laplace transform is taken and is
designated A (k,,E). Using the same approach as in Eqs.
10 and 11, it is readily shown that:
A(kp,f) = bl-aA(kP,e/b). (25)
Upon Laplace transformation Eq. 25, like Eq. 16, will
have a time dependence, A(ka,t) oc t'-.
The measured quantity in the hole-burning experi-
ment on myoglobin (13) is the shift of peak position
(band III at 760 nm), b(t), as a function of time. This
shift is a consequence ofthe inhomogeneous broadening
ofthe spectral line and ofthe correlation ofspectral posi-
tion with kinetic barrier height. Our goal is to establish
the temporal scaling behavior of b(t). To achieve this,
the scaling properties of the short time behavior of the
system is established. The extension of these properties
to longer times will be tested by the ability to fit the data.
In the previous notation, the change in peak position
from time t to t' is given by:
4(t0) = v.. (t = t) imax (t = 0), (26)
where imax is the position of the spectral peak. To relate
this parameter to the expressions for the absorbance,
A (v, t), a Taylor series expansion about the peak max-
ima is performed. We will consider two spectral regions;
v,, the maxima at t = 0 and v2, the maxima at t = t'. If t is
short, then 3(t) will be small and the absorbance proper-
ties at these two frequencies can be related to each other
by the early terms of the series expansion. First, we ex-
pand A (v2, t = 0), about the maxima at t = 0, vp:
A (v2, t = 0) = A (v,, t = 0)
+ (1/2 )(a2A/at2),l (P2 -vp )2. (27)
The term linear in frequency will be zero as a conse-
quence of expanding about the maxima. The quadratic
term is retained to describe the behavior in the region of
the maxima. Next, an expansion is taken forA (v, t = t')
about v2, the maxima at t = t':
A (PI, t = t') = A (Po2, t = t'
+ (1/2)(02A/It2)X2(vP P2)2. (28)
Note that 3(t) = v2 - vI. Also, AA(v) = A (v, t = t') - A
(v, t = 0) and AA follows the same scaling law asA (v, t).
Adding Eqs. 27 and 28 and rearranging gives:
b(t) = [(AA(vI) - AA(V2))I(( 21aP2)'I
+ (02/0v2),2)] 1/2. (29)
For small displacements of frequency, the curvature of
the peak changes very little and the second derivatives in
Eq. 29 can be treated as independent of time. From Eq.
25, the scaling behavior for the Laplace transform of 6 (t)
is:
3(c) =b(-(lb) (30)
The fitting parameter, A1, then becomes ( 1 - a)/2.
Fig. 2 shows the fit of Eq. 4 to the photodissociation of
myoglobin at a number ofdifferent temperatures. As can
be seen the change in peak position, 3(t), versus time is
readily fit over the entire temperature range. The loga-
rithmic oscillations are apparent from the plot. From the
fitted parameter, A1, the value for ri can be determined
at each temperature. Not surprisingly, this parameter
shows a temperature dependence, starting with a value
of44 cm-' at 60°K and ending with a value of 136 cm-'
at 160°K. It is interesting to compare these values with
those obtained previously from a model that assumes a
Gaussian distribution for the inhomogeneous broaden-
ing (22). In this case, bandwidths ranged from 140 to
175 cm-' over the temperature range under consider-
ation (parameter (M2) 1/2 in the notation ofthe reference
22). Because of the difference in the two models, one
does not expect agreement in this parameter. These re-
sults do show that physically realistic values are being
obtained for the generalized noise model.
CONCLUSIONS
In this work it is demonstrated that the time dependence
of a variety of protein associated processes can be ana-
lyzed using an inverse power law with an oscillatory com-
ponent. These results suggest that a broad range of fre-
quency modes in a protein can under certain conditions
drive dynamical transitions. This work demonstrates
that these conditions are not limited to specific tempera-
ture regimes or to specific processes. This provides a for-
mal connection with critical dynamical models used to
describe 1/f noise. Despite this connection, a specific
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physical model must be developed before a direct corre-
spondence with dynamical criticality can be made.
In this work, a chemical kinetic model is proposed that
generates this power law behavior. It is based on a struc-
tural disorder model in which an average over a distribu-
tion of substates must be performed. These substates
provide a dispersion in the activation energy. Again, a
formal analogy with self-organized criticality exists in
that averages identical to Eq. 10 are used to describe
these phenomena. Self-organized criticality is character-
ized by nonlinear dynamics with extended spatial and
temporal self-similarity. The dynamics of such systems
lead to critical or metastable states. Since these states are
formed from a wide variety ofinitial conditions, they are
termed "robust attractors." We are currently exploring
the formal correspondence between self-organized criti-
cality and protein dynamics.
Protein systems may be viewed as a dynamical system
in three variables: C(t), (C( t) >, and X = kt. These vari-
ables can be used to describe a phase space ofan autono-
mous system. Three differential equations can be gener-
ated that couple these variables. One of the three equa-
tions (Eq. 9) is nonlinear and it is readily shown that the
system is dissipative. The scaling behavior ofthis system
establishes the temporal self-similarity. The spatial self-
similarity is not as apparent. It is noted that protein
backbones and surface structures are fractal and this
may provide the spatial self-similarity for the system to
be considered self-organized. Protein dynamics also dis-
play the robustness characteristic of self-organized criti-
cality. Conformational transitions can be driven by a
variety ofperturbations and yet still lead to discrete, well
defined states.
Finally, these protein dynamical models are a unique
example ofmarginal stability in a chemical system. Mar-
ginal stability is characterized by a pure oscillatory relax-
ation response ofa system to a perturbation. This behav-
ior will be observed for the model in the Chemical Ki-
netic Model section. Instability in reaction mechanisms
have traditionally been studied for cases of multistep re-
actions with feedback loops (for a review see reference
23). This case is unusual in that a unimolecular reaction
generates marginal stability. This apparent instability is
a direct result of the distribution of states. However, this
marginal condition is a weak one because the inverse
power law assures stability at the asymptotic, long time
limit.
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