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Abstract. In this paper, we consider the stochastic optimal control problem
for jump diffusion systems with state constraints. In general, the value func-
tion of such problems is a discontinuous viscosity solution of the Hamilton-
Jacobi-Bellman (HJB) equation, since the regularity cannot be guaranteed at
the boundary of the state constraint. By adapting approaches of [11] and the
stochastic target theory, we obtain an equivalent representation of the original
value function as the backward reachable set. We then show that this back-
ward reachable can be characterized by the zero-level set of the auxiliary value
function for the unconstrained stochastic control problem, which includes two
additional unbounded controls as a consequence of the martingale representa-
tion theorem. We prove that the auxiliary value function is a unique continuous
viscosity solution of the associated HJB equation, which is the second-order
nonlinear integro-partial differential equation (IPDE). Our paper provides an
explicit way to characterize the original (possibly discontinuous) value function
as a zero-level set of the continuous solution of the auxiliary HJB equation. The
proof of the existence and uniqueness requires a new technique due to the un-
bounded control sets, and the presence of the singularity of the corresponding
Le´vy measure in the nonlocal operator of the HJB equation.
1. Introduction. Let B and N˜ be a standard Brownian motion and an E-marked
compensated Poisson random process, respectively, which are mutually independent
of each other. The problem studied in this paper is to minimize the following
objective functional over u ∈ Ut,T
J(t, a;u) = E
[∫ T
t
l(s, xt,a;us , us)ds+m(x
t,a;u
T )
]
, (1.1)
subject to the Rn-dimensional stochastic differential equation (SDE)
dxt,a;us = f(s, x
t,a;u
s , us)ds+ σ(s, x
t,a;u
s , us)dBs
+
∫
E
χ(s, xt,a;us− , us, e)N˜(de, ds), s ∈ (t, T ]
xt,a;ut = a,
(1.2)
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and the state constraint (Γ is a nonempty closed subset of Rn)
xt,a;us ∈ Γ, ∀s ∈ [t, T ], P-a.s. (1.3)
The precise problem formulation is given in Section 2.2. The associated value
function for (1.1) is defined by
V (t, a) := inf
u∈Ut,T
{J(t, a;u) | xt,a;us ∈ Γ, P-a.s., ∀s ∈ [t, T ]}. (1.4)
The problem in (1.4) can then be referred to as the stochastic optimal control prob-
lem for jump diffusion systems with state constraints.
The first main result of this paper is that (1.4) can be equivalently represented
by (see Theorem 3.2)
V (t, a) = inf{b ≥ 0 |(a, b) ∈ RΓt } = inf{b ≥ 0 | W (t, a, b) = 0, a ∈ R
n}, (1.5)
where RΓt is the backward reachable set of the stochastic target problem with state
constraints (see (1.8)), and W is a continuous value function of the auxiliary sto-
chastic control problem that includes unbounded control sets At,T ×Bt,T . Then our
second main result is that W is a unique continuous viscosity solution of the follow-
ing Hamilton-Jacobi-Bellman (HJB) equation with suitable boundary conditions
(see Theorems 4.1 and 5.1): (time and state arguments are suppressed)
− ∂tW + sup
u∈U
α∈Rr,β∈G2
{
−〈DW,
[
f(u)
−l(u)
]
〉 −
1
2
Tr
([
σσ⊤(u) σ(u)α
(σ(u)α)⊤ α⊤α
]
D2W
)
(1.6)
−
∫
E
[
W (t, a+ χ(u, e), b+ β(e)) −W (t, a, b)− 〈DW,
[
χ(u, e)
β(e)
]
〉
]
π(de)
}
− d(a,Γ),
which is the second-order nonlinear integro-partial differential equation (IPDE) that
includes two unbounded control variables (α, β) ∈ Rr × G2. We give a detailed
statement on the main results of the paper after providing the literature review.
(Deterministic and stochastic) control problems with state constraints were stud-
ied extensively in the literature; see [38, 39, 20, 27, 23, 7, 1, 30, 29, 14, 15] and the
references therein. In particular, as discussed in [38, 30, 15, 11], it can be con-
jectured that V in (1.5) is only a discontinuous viscosity solution of the following
constrained HJB equation:
∂tV + supu∈U
{
−〈DV, f(u)〉 − 12 Tr
(
σσ⊤(u)D2V
)
− l(u)
−
∫
E
[V (t, a+ χ(u, e))− V (t, a)− 〈DV, χ(u, e)〉]π(de)
}
= 0
t ∈ [0, T ), x ∈ int(Γ)
∂tV + supu∈U
{
−〈DV, f(u)〉 − 12 Tr
(
σσ⊤(u)D2V
)
− l(u)
−
∫
E [V (t, a+ χ(u, e))− V (t, a)− 〈DV, χ(u, e)〉]π(de)
}
≥ 0
t ∈ [0, T ), x ∈ ∂Γ
V (T, x) = m(x), x ∈ Γ.
(1.7)
However, it may be hard to characterize the solution of (1.7) directly due to discon-
tinuity and inequality constraint at ∂Γ (the boundary of Γ). We also note that the
references mentioned above considered state-constrained problems only for deter-
ministic systems or SDEs in a Brownian setting without jumps, and their control
spaces are assumed to be bounded. As stated above, in this paper, instead of seeking
for a (possibly discontinuous) solution of (1.4) through (1.7), we obtain a continuous
solution of (1.4) via its equivalent zero-level set representation in (1.5). Viability
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theory for deterministic and stochastic systems could be viewed as an alternative
approach to solve state-constrained problems [4, 6, 5, 19], and its extension to jump
diffusion models was studied in [36, 45]. However, they focus only on the viability
property of state constraints (without optimizing the objective functional), their
control spaces are bounded, and some additional technical assumptions (e.g. see
[36, (H.3)]) are essentially required.
The state-constrained problem via the backward reachability approach was first
studied in [11]. The model used in [11] is the SDE driven by Brownian motion
without jumps, which is a special case of (1.2). Moreover, the HJB equation in
[11] is the local equation, which is also a special case of (1.6) without the nonlocal
integral term (the second line of (1.6)). The aim of this paper is to generalize the
results in [11] to the case of jump diffusion systems. As mentioned below, it turns
out that these generalizations are not straightforward due to the jump diffusion
part in (1.1) and the nonlocal operator in the HJB equation (1.6).
Our first main result given in (1.5) is obtained based on the stochastic target
theory and the approach developed in [11]. In particular, using the equivalence
relationship between stochastic optimal control and stochastic target problems, es-
tablished in [13], we show (1.5), where RΓt is the backward reachable set with the
state constraint given by
RΓt := {(a, b) ∈ R
n × R | ∃(u, α, β) ∈ Ut,T ×At,T × Bt,T such that (1.8)
yu,α,βT ;t,a,b ≥ m(x
t,a;u
T ), P-a.s. and x
t,a;u
s ∈ Γ, ∀s ∈ [t, T ], P-a.s.},
with (yu,α,βs;t,a,b)s∈[t,T ] being an auxiliary state process controlled by additional control
processes (α, β) ∈ At,T × Bt,T that take values from unbounded control spaces.
Here, the main technical tool to show the equivalence in (1.5) using (1.8) is the
martingale representation theorem for general Le´vy processes, by which additional
(unbounded) controls (α, β) ∈ At,T ×Bt,T are induced. It should be mentioned that
[11] also used the result of [13] (where only (u, α) ∈ Ut,T ×At,T appeared in (1.8)),
and we extend it to the case of jump diffusion models.
The second main result is to show that the auxiliary value function W is a
unique continuous viscosity solution of the HJB equation in (1.6). The proof for the
existence thatW is a viscosity solution requires the dynamic programming principle
and the application of Itoˆ’s formula of general Le´vy-type stochastic integrals to test
functions, which must be different from that in [11]. Furthermore, for the proof
of uniqueness, the approach in [11] (that also relies on [17, 10]) cannot be directly
applied to our case, since (1.6) includes the nonlocal (integral) operator in terms
of the singular Le´vy measure π induced due to jump diffusions (the second line of
(1.6)). Note also that in the classical stochastic optimal control problem for jump
diffusion systems without state constraints (Γ = Rn), the corresponding control
space is assumed to be a compact set [18, 36, 37, 40]. Hence, their approaches
cannot be adapted to the proof for the uniqueness of the HJB equation in (1.6).
Our strategy to prove the uniqueness is to use the equivalent definition of viscosity
solutions in terms of (super and sub)jets, where the nonlocal integral operator
is decomposed into the singular part with the test function and the nonsingular
part with jets (see Lemma 6.3 and [9]). Then we show the boundedness of the
nonlocal singular part with the help of the regularity of test functions. Note that
the unboundedness of β ∈ G2 in the nonlocal nonsingular part is resolved with the
help of the technical lemma (in Appendix B) and the proper estimates based on [21,
Proposition 3.7] after doubling variables. In addition, we convert the second-order
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local part (the first line of (1.6)) into the equivalent spectral radius form, by which
the unboundedness with respect to α ∈ Rr can be handled (see Lemma 6.1). By
combining these steps, we obtain a desired contradiction of the comparison principle,
which implies the uniqueness of the viscosity solution for (1.6) (see Corollary 5.1).
The inequality in (1.8) also describes the stochastic target constraint; see [12, 13,
14, 34, 42] and the references therein. Specifically, the stochastic target problem for
jump diffusion systems considers (see [12, 13, 34])
inf{b ≥ 0 | ∃(u, α, β) ∈ Ut,T ×At,T × Bt,T such that y
u,α,β
T ;t,a,b ≥ m(x
t,a;u
T )}, (1.9)
which does not have state constraints (Γ = Rn). It was shown that the value func-
tion for (1.9) is a discontinuous viscosity solution, and its uniqueness has not been
fully addressed particularly for jump diffusion models.1 On the other hand, this
paper shows that with an additional assumption (see (ii) of Assumption 2 and The-
orem 3.2), V is expressed as the zero-level subset ofW in (1.5), whereW is a unique
continuous viscosity solution of (1.6). Hence, our approach provides an explicit way
to characterize V as a continuous solution of (1.6) even if V is discontinuous, which
can be obtained easily using various numerical computation schemes. Note also
that for SDEs with Brownian motion (no jumps), [41] showed the (sub)level-set
characterization of (1.9) under the bounded control set, in which the uniqueness of
viscosity solutions was not addressed. We mention that various level-set approaches
for characterization of reachable sets in (deterministic and stochastic) control prob-
lems can be found in [3, 32, 33, 22].
The rest of the paper is organized as follows. The notation and the precise
problem statement are given in Section 2. In Section 3, using the theory of stochastic
target problems, we obtain the equivalent representation of (1.4) given in (1.5). In
Section 4, we show that the auxiliary value function W is the continuous viscosity
solution of the HJB equation in (1.6). The uniqueness of the viscosity solution
for (1.6) is presented in Section 5, and its proof is provided in Section 6. Three
appendices include some technical results, which are required to prove the main
results of the paper.
2. Notation and Problem Statement. In this section, we first give the notation
used in the paper. We then provide the precise problem formulation.
2.1. Notation. Let Rn be the n-dimensional Euclidean space. For x, y ∈ Rn, x⊤
denotes the transpose of x, 〈x, y〉 is the inner product, and |x| := 〈x, x〉1/2. Let Sn
be the set of n×n symmetric matrices. Let Tr(A) be the trace operator for a square
matrix A ∈ Rn×n. Let ‖ · ‖F be the Frobenius norm, i.e., ‖A‖F := Tr
(
AA⊤
)1/2
for A ∈ Rn×m. Let In be an n× n identity matrix. In various places of the paper,
an exact value of a positive constant C can vary from line to line, which mainly
depends on the coefficients in Assumptions 1, 2 and 3, terminal time T , and the
initial condition, but independent to a specific choice of control.
Let (Ω,F ,P) be a complete probability space with the natural filtration F :=
{Fs, 0 ≤ s ≤ t} generated by the following two mutually independent stochastic
processes and augmented by all the P-null sets in F :
• an r-dimensional standard Brownian motion B defined on [0, T ];
1Note that [12, 13, 34] studied stochastic target problems for jump diffusion models, in which
the comparison result of viscosity solutions was not considered.
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• an E-marked right continuous Poisson randommeasure (process)N defined on
E×[0, T ], where E := E¯\{0}with E¯ ⊂ Rl is a Borel subset of Rl equipped with
its Borel σ-field B(E). The intensity measure of N is denoted by πˆ(de, dt) :=
π(de)dt, satisfying π(E) <∞, where {N˜(A, (0, t]) := (N − πˆ)(A, (0, t])}t∈(0,T ]
is an associated compensated Ft-martingale random (Poisson) measure of N
for any A ∈ B(E). Here, π is an σ-finite Le´vy measure on (E,B(E)), which
satisfies
∫
E(1 ∧ |e|
2)π(de) <∞.
We introduce the following spaces:
• Lp(Ω,Ft;R
n), t ∈ [0, T ], p ≥ 1: the space of Ft-measurable R
n-valued random
vectors, satisfying ‖x‖Lp := E[|x|
p] <∞.
• Lp
F
(t, T ;Rn), t ∈ [0, T ], p ≥ 1: the space of F-predictable Rn-valued random
processes, satisfying ‖x‖Lp
F
:= E[
∫ T
t
|xs|
pds]
1
p <∞.
• G2(E,B(E), π;Rn): the space of square integrable functions such that for k ∈
G2(E,B(E), π;Rn), k : E → Rn satisfies ‖k‖G2 := (
∫
E |k(e)|
2π(de))
1
2 < ∞,
where π is an σ-finite Le´vy measure on (E,B(E)). G2(E,B(E), π;Rn) is a
Hilbert space [2, page 9].
• G2
F
(t, T, π;Rn), t ∈ [0, T ]: the space of stochastic processes such that for k ∈
G2
F
(t, T, π;Rn), k : Ω× [t, T ]×E → Rn is an P ×B(E)-measurable Rn-valued
predictable process satisfying ‖k‖G2
F
:= E[
∫ T
t
∫
E
|ks(e)|
2π(de)ds]
1
2 <∞, where
P denotes the σ-algebra of Ft-predictable subsets of Ω × [0, T ]. Note that
G2
F
(t, T, π;Rn) is a Hilbert space [2, Lemma 4.1.3].
• C([0, T ]× Rn): the set of R-valued continuous functions on [0, T ]× Rn.
• Cp([0, T ] × R
n), p ≥ 1: the set of R-valued continuous functions such that
f ∈ Cp([0, T ]× R
n) holds |f(t, x)| ≤ C(1 + |x|p).
• Cl,rb ([0, T ]×R
n) l, r ≥ 1: the set of R-valued continuous functions on [0, T ]×Rn
such that for f ∈ Cl,r([0, T ] × Rn), ∂ltf and D
rf exist, and are continuous
and uniformly bounded, where ∂ltf is the lth-order partial derivative of f with
respect to t ∈ [0, T ] and Drf is the rth-order derivative of f in x ∈ Rn.
2.2. Problem Statement. We consider the following stochastic differential equa-
tion (SDE) driven by both B and N˜ :
dxt,a;us = f(s, x
t,a;u
s , us)ds+ σ(s, x
t,a;u
s , us)dBs
+
∫
E χ(s, x
t,a;u
s− , us, e)N˜(de, ds), s ∈ (t, T ]
xt,a;ut = a,
(2.1)
where x ∈ Rn is the state and u ∈ U is the control with U being the control space,
which is a compact subset of Rm. We impose the following assumption:
Assumption 1. f : [0, T ] × Rn × U → Rn, σ : [0, T ] × Rn × U → Rn×r and
χ : [0, T ]×Rn×U ×E → Rn are continuous in (t, x, u) ∈ [0, T ]×Rn×U , and hold
the following conditions with the constant L > 0: for x, x′ ∈ Rn,
|f(t, x, u)− f(t, x′, u)|+ |σ(t, x, u)− σ(t, x′, u)| ≤ L|x− x′|
‖χ(t, x, u, e)− χ(t, x′, u, e)‖G2 ≤ L|x− x
′|
|f(t, x, u)|+ |σ(t, x, u)|+ ‖χ(t, x, u, e)‖G2 ≤ L(1 + |x|).
The set of admissible controls is denoted by Ut,T := L
2
F
(t, T ;U). Then under
Assumption 1, we have the following estimates for (2.1). Since we could not find
these estimates in the existing literature, a complete proof is given in Appendix A.
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Lemma 2.1. Suppose that Assumption 1 holds. Then the following results hold:
(i) For any a ∈ Rn and u ∈ Ut,T , there is a unique F-adapted ca`dla`g process such
that (2.1) holds;
(ii) For any a, a′ ∈ Rn, u ∈ Ut,T , and t, t
′ ∈ [0, T ] with t ≤ t′, there exists a
constant C > 0 such that
E
[
sup
s∈[t,T ]
|xt,a;us |
2
]
≤ C(1 + |a|2) (2.2)
E
[
sup
s∈[t,T ]
|xt,a;us − x
t,a′;u
s |
2
]
≤ C|a− a′|2 (2.3)
E
[
sup
s∈[t′,T ]
|xt,a;us − x
t′,a;u
s |
2
]
≤ C(1 + |a|2)|t′ − t|. (2.4)
The objective functional is given by
J(t, a;u) = E
[∫ T
t
l(s, xt,a;us , us)ds+m(x
t,a;u
T )
]
. (2.5)
Let Γ ⊂ Rn be the nonempty and closed set, which captures the state constraint.
Then the state-constrained stochastic control problem for jump diffusion systems
considered in this paper is as follows:
inf
u∈Ut,T
J(t, a;u)
subject to (2.1) and xt,a;us ∈ Γ, ∀s ∈ [t, T ], P-a.s.
We introduce the value function for the above problem:
V (t, a) := inf
u∈Ut,T
{J(t, a;u) | xt,a;us ∈ Γ, P-a.s., ∀s ∈ [t, T ]}. (2.6)
Th following assumptions are imposed for (2.5), under which (2.6) is well defined.
Assumption 2. (i) l : [0, T ]× Rn × U → R and m : Rn → R are continuous in
(t, x, u) ∈ [0, T ] × Rn × U . l and m satisfy the following conditions with the
constant L > 0: for x, x′ ∈ Rn,
|l(t, x, u)− l(t, x′, u)|+ |m(x) −m(x′)| ≤ L|x− x′|
|l(t, x, u)|+ |m(x)| ≤ L(1 + |x|);
(ii) l and m are nonnegative functions, i.e., l,m ≥ 0.
Remark 2.1. In view of (ii) of Assumption 2, J(t, a;u) ≥ 0 for any (t, a, u) ∈
[0, T ]× Rn × Ut,T , which implies that V (t, a) ≥ 0 for (t, a) ∈ [0, T ]× R
n.
3. Equivalent Stochastic Target Problem. In this section, we convert the orig-
inal problem in (2.6) into the stochastic target problem for jump diffusion systems
with state constraints. Then we show that (2.6) can be characterized by the back-
ward reachable set of the stochastic target problem, which is equivalent to the
zero-level set of the auxiliary value function.
3.1. Equivalent Stochastic Target Problem via Backward Reachability
Approach. We first introduce an auxiliary SDE associated with the objective func-
tional in (2.5):{
dyu,α,βs;t,a,b = −l(s, x
t,a;u
s , us)ds+ α
⊤
s dBs +
∫
E βs(e)N˜(de, ds), s ∈ (t, T ]
yu,α,βt;t,a,b = b,
(3.1)
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where b ∈ R, u ∈ Ut,T , α ∈ L
2
F
(t, T ;Rr) =: At,T and β ∈ G
2
F
(t, T, π;R) =: Bt,T . The
following estimates hold for (3.1). The proof is similar to that for Lemma 2.1.
Lemma 3.1. Suppose that Assumptions 1 and 2 hold. Then:
(i) For any (u, α, β) ∈ Ut,T × At,T × Bt,T and (a, b) ∈ R
n+1, there is a unique
F-adapted ca`dla`g process such that (3.1) holds;
(ii) For any (u, α, β) ∈ Ut,T × At,T × Bt,T , (a, b) ∈ R
n+1, (a′, b′) ∈ Rn+1, and
t, t′ ∈ [0, T ] with t ≤ t′, there exists a constant C > 0 such that
E
[
sup
s∈[t,T ]
|yu,α,βs;t,a,b − y
u,α,β
s;t,a′,b′ |
2
]
≤ C(|a− a′|2 + |b− b′|2)
E
[
sup
s∈[t′,T ]
|yu,α,βs;t,a,b − y
u,α,β
s;t′,a,b|
2
]
≤ C(1 + |a|2 + |b|2)|t′ − t|.
Remark 3.1. We can impose explicit bounds for additional control variables (α, β) ∈
At,T × Bt,T . In particular, let J˜(t, a;u) :=
∫ T
t l(s, x
t,a;u
s , us)ds +m(x
t,a;u
T ). Since
J˜ ∈ L2(Ω,FT ;R), in view of the martingale representation theorem [2, Theorem
5.3.5], there exist unique (α, β) ∈ At,T × Bt,T such that
J˜(t, a;u) = J(t, a;u) +
∫ T
t
α⊤s dBs +
∫ T
t
∫
E
βs(e)N˜(de, ds),
which implies∫ T
t
α⊤s dBs +
∫ T
t
∫
E
βs(e)N˜(de, ds)
=
∫ T
t
l(s, xt,a;us , us)ds+m(x
t,a;u
T )− E
[∫ T
t
l(s, xt,a;us , us)ds+m(x
t,a;u
T )
]
.
Then from (i) of Assumption 2, the estimates in (ii) of Lemma 2.1, and the fact
that N˜ and B are mutually independent, we have
‖α‖2L2
F
≤ C(1 + |a|2), ‖β‖2G2
F
≤ C(1 + |a|2).
Hence, without loss of generality, we may restrict uniform bounded controls of (α, β)
in L2
F
and G2
F
senses.
For any function m : Rn → R, let us define the epigraph of m:
E(m) := {(x, y) ∈ Rn × R | y ≥ m(x)}.
Then we have the following equivalent expression of the value function in (2.6) in
terms of the stochastic target problem with state constraints. Below, we drop t, T
in Ut,T , At,T and Bt,T to simplify the notation.
Lemma 3.2. Assume that Assumptions 1 and 2 hold. Then:
V (t, a) = inf{b ≥ 0 | ∃(u, α, β) ∈ U ×A× B such that (3.2)
(xt,a;uT , y
u,α,β
T ;t,a,b) ∈ E(m), P-a.s. and x
t,a;u
s ∈ Γ, ∀s ∈ [t, T ], P-a.s.}
Remark 3.2. We note that (3.2) is the stochastic target problem for jump diffusion
systems with state constraints; see [12, 13, 14, 34, 42].
Proof of Lemma 3.2. It is easy to see that
V (t, a) = inf{b ≥ 0 | ∃u ∈ U such that b ≥ J(t, a;u) (3.3)
and xt,a;us ∈ Γ, ∀s ∈ [t, T ], P-a.s.}
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As discussed in [13] and [11], we consider the following two statements: for b ≥ 0,
(a) There exists u ∈ U such that b ≥ J(t, a;u) and xt,a;us ∈ Γ for s ∈ [t, T ], P-a.s.;
(b) There exist (u, α, β) ∈ U × A × B such that yu,α,βT ;t,a,b ≥ m(x
t,a;u
T ), P-a.s. and
xt,a;us ∈ Γ for s ∈ [t, T ], P-a.s.
Note that (a) corresponds to (3.3), while (3.2) is equivalent to (b). Then it is
necessary to show the equivalence between (a) and (b).
First, from (b), there exist (u, α, β) ∈ U × A × B such that yu,α,βT ;t,a,b ≥ m(x
t,a;u
T )
and by (3.1),
b ≥ m(xt,a;uT ) +
∫ T
t
l(s, xt,a;us , us)ds−
∫ T
t
α⊤s dBs −
∫ T
t
∫
E
βs(e)N˜(de, ds). (3.4)
Since the stochastic integrals
∫ r
t α
⊤
s dBs and
∫ r
t
∫
E βs(e)N˜(de, ds) are Fr-martingales,
by taking the expectation in (3.4), we get b ≥ J(t, a;u). Hence, (b) implies (a).
On the other hand, let J˜(t, a;u) :=
∫ T
t l(s, x
t,a;u
s , us)ds + m(x
t,a;u
T ). Since J˜ ∈
L2(Ω,FT ;R), in view of the martingale representation theorem [2, Theorem 5.3.5],
there exist unique (α˜, β˜) ∈ A× B such that
J˜(t, a;u) = J(t, a;u) +
∫ T
t
α˜⊤s dBs +
∫ T
t
∫
E
β˜s(e)N˜(de, ds).
Then from (a), for b ≥ 0,
b ≥J(t, a;u)
=
∫ T
t
l(s, xt,a;us , us)ds+m(x
t,a;u
T )−
∫ T
t
α˜⊤s dBs −
∫ T
t
∫
E
β˜s(e)N˜(de, ds),
which, together with (3.1), shows that yu,α˜,β˜T ;t,a,b ≥ m(x
t,a;u
T ). Hence, (a) implies (b).
This completes the proof.
We now introduce the backward reachable set
RΓt := {(a, b) ∈ R
n × R | ∃(u, α, β) ∈ U ×A× B such that (3.5)
(xt,a;uT , y
u,α,β
T ;t,a,b) ∈ E(m), P-a.s. and x
t,a;u
s ∈ Γ, ∀s ∈ [t, T ], P-a.s.}
Clearly, based on Lemma 3.2, we have the following result:
Theorem 3.1. Assume that Assumptions 1 and 2 hold. For any (t, a) ∈ [0, T ]×Rn,
V (t, a) = inf{b ≥ 0 | (a, b) ∈ RΓt }. (3.6)
Remark 3.3. From Theorem 3.1, we observe that the value function in (2.6) can
be characterized by the backward reachable set RΓt . In the next subsection, we focus
on an explicit characterization of RΓt as the zero-level set of the value function for
the unconstrained auxiliary stochastic control problem.
3.2. Characterization of Backward Reachable Set. Let
J¯(t, a, b;u, α, β) = E
[
max{m(xt,a;uT )− y
u,α,β
T ;t,a,b, 0}+
∫ T
t
d(xt,a;us ,Γ)ds
]
,
where we introduce the following distance function on Rn to R+:
d(x,Γ) = 0 if and only if x ∈ Γ.
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Then the auxiliary value functionW : [0, T ]×Rn×R→ R can be defined as follows:
W (t, a, b) := inf
u∈U
α∈A,β∈B
J¯(t, a, b;u, α, β), subject to (2.1) and (3.1). (3.7)
Note that (3.7) does not have any state constraints.
Assumption 3. d(x,Γ) is Lipschitz continuous in x with the Lipschitz constant L
and satisfies the linear growth condition in x.
Remark 3.4. Examples of d(x,Γ) are d(x,Γ) = infy∈Γ |x − y| and d(x,Γ) = x −
x1x0, where 1 is an indicator function and  is the componentwise inequality.
Clearly, they hold Assumption 3.
The following theorem shows the equivalent expression of V in terms of the
zero-level set of W .
Theorem 3.2. Suppose that Assumptions 1, 2 and 3 hold and that there exists an
optimal control such that it attains the minimum of the auxiliary optimal control
problem in (3.7). Then:
(i) The reachable set can be obtained by
RΓt = {(a, b) ∈ R
n × R | W (t, a, b) = 0}, ∀t ∈ [0, T ];
(ii) The value function V in (2.6) can be characterized by the zero-level set of W :
for (t, a) ∈ [0, T ]× Rn,
V (t, a) = inf{b ≥ 0 |(a, b) ∈ RΓt } = inf{b ≥ 0 | W (t, a, b) = 0, a ∈ R
n}. (3.8)
Remark 3.5. In Sections 4 and 5, we show that W is a unique viscosity solution of
the associated Hamilton-Jacobi-Bellman (HJB) equation. Hence, from Theorem 3.2
(particularly (3.8)), the value function of the state-constrained problem V in (2.6)
can be obtained by solving the HJB equation of W .
Proof of Theorem 3.2. From (3.6) in Theorem 3.1, we see that (ii) follows from (i).
Hence, we prove (i). Recall RΓt defined in (3.5):
RΓt := {(a, b) ∈ R
n × R | ∃(u, α, β) ∈ U ×A× B such that
(xt,a;uT , y
u,α,β
T ;t,a,b) ∈ E(m), P-a.s. and x
t,a;u
s ∈ Γ, ∀s ∈ [t, T ], P-a.s.},
and let R¯Γt := {(a, b) ∈ R
n × R | W (t, a, b) = 0}. We will show that RΓt ⊆ R¯
Γ
t and
RΓt ⊇ R¯
Γ
t for t ∈ [0, T ].
Fix (a, b) ∈ RΓt . By definition, there exist (u, α, β) ∈ U ×A× B such that
max{m(xt,a;uT )− y
u,α,β
T ;t,a,b, 0} = 0 and d(x
t,a;u
s ,Γ) = 0, ∀s ∈ [t, T ], P-a.s.
This implies that W (t, a, b) = 0 for t ∈ [0, T ]; hence, RΓt ⊆ R¯
Γ
t for t ∈ [0, T ].
Suppose that (a, b) ∈ R¯Γt , i.e., W (t, a, b) = 0. Then due to the assumption of
the existence of an optimal control given in the statement2, there exist (u¯, α¯, β¯) ∈
U ×A× B such that
W (t, a, b) = E
[
max{m(xt,a;u¯T )− y
u¯,α¯,β¯
T ;t,a,b, 0}+
∫ T
t
d(xt,a;u¯s ,Γ)ds
]
= 0.
From the nonnegativity of d(x,Γ) in Assumption 3, we can see that max{m(xt,a;u¯T )−
yu¯,α¯,β¯T ;t,a,b, 0} +
∫ T
t d(x
t,a;u¯
s ,Γ)ds < 0, P-a.s. is not possible. If max{m(x
t,a;u¯
T ) −
2In Appendix C, we discuss the existence of optimal controls for jump diffusion systems.
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yu¯,α¯,β¯T ;t,a,b, 0}+
∫ T
t
d(xt,a;u¯s ,Γ)ds > 0, P-a.s., then it contradicts W (t, a, b) = 0. Hence,
we must have
max{m(xt,a;u¯T )− y
u¯,α¯,β¯
T ;t,a,b, 0}+
∫ T
t
d(xt,a;u¯s ,Γ)ds = 0, P-a.s.,
which, together with the nonnegativity of d(x,Γ), leads to
(xt,a;u¯T , y
u¯,α¯,β¯
T ;t,a,b) ∈ E(m) and x
t,a;u¯
s ∈ Γ, ∀s ∈ [t, T ], P-a.s.
This shows that R¯Γt ⊆ R
Γ
t for t ∈ [0, T ]. We complete the proof.
3.3. Properties of W . We provide some useful properties of W in (3.7).
First, based on [43, Theorem 3.3] and [44, Theorem 3.3, Chapter 4], we state the
dynamic programming principle for W . This will be used in Section 4 to show the
existence of the viscosity solution for the HJB equation.
Proposition 3.1. Assume that Assumptions 1, 2 and 3 hold. Then for (a, b) ∈
R
n×R and t ∈ [0, T ] with r ∈ (t, T ], where r is an F-stopping time, W satisfies the
following dynamic programming principle (DPP):
W (t, a, b) = inf
u∈U
α∈A,β∈B
E
[∫ r
t
d(xt,a;us ,Γ)ds+W (r, x
t,a;u
r , y
u,α,β
r;t,a,b)
]
.
The following lemma shows the continuity of W .
Lemma 3.3. Suppose that Assumptions 1, 2 and 3 hold. Then for t ∈ [0, T ], there
exists a constant C > 0 such that
(i) |W (t, a, b)| ≤ C(1 + |a|) for any (a, b) ∈ Rn × [0,∞);
(ii) W is Lipschitz continuous in Rn × R, i.e., for (a, b) ∈ Rn × R and (a′, b′) ∈
R
n × R,
|W (t, a, b)−W (t, a′, b′)| ≤ C(|a− a′|+ |b− b′|);
(iii) W is continuous in t ∈ [0, T ].
Proof. In view of the definition of W , when b ∈ [0,∞), with α = 0 and β = 0,
W (t, a, b) ≤ inf
u∈U
E
[
max{m(xt,a;uT )− y
u,α,β
T ;t,a,b, 0}+
∫ T
t
d(xt,a;us ,Γ)ds
]
≤ E
[∫ T
t
l(s, xt,a;us , us)ds+m(x
t,a;u
T ) +
∫ T
t
d(xt,a;us ,Γ)ds
]
,
where the second inequality follows from the fact that l and m are nonnegative due
to (ii) of Assumption 2. Then the linear growth of W in a in the statement of (i)
follows from Assumptions 1, 2 and 3, and (ii) of Lemma 2.1.
Note that | inf f(x) − inf g(x)| ≤ sup |f(x) − g(x)| and | sup f(x) − sup g(x)| ≤
sup |f(x) − g(x)|. From Assumptions 1, 2 and 3, and using Ho¨lder inequality,
|W (t, a, b)−W (t, a′, b′)|
≤ C sup
u∈U
α∈A,β∈B
{
E
[
|xt,a;uT − x
t,a′;u
T |
2
] 1
2
+ E
[
|yu,α,βT ;t,a,b − y
u,α,β
T ;t,a′,b′ |
2
] 1
2
+ E
[∫ T
t
|xt,a;us − x
t,a′;u
s |
2ds
] 1
2
}
≤ C(|a− a′|+ |b− b′|).
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Notice that to obtain the last inequality, we have used (ii) of Lemmas 2.1 and
3.1, the compactness of U , and the fact that (α, β) can be restricted to uniformly
bounded controls in G2
F
and L2
F
senses from Remark 3.1. This shows (ii).
For the continuity of W in t ∈ [0, T ] in (iii), let t, t+ τ ∈ [0, T ] with τ > 0. Then
by applying the similar technique above and using (ii) of Lemma 2.1, we have
|W (t+ τ, a, b)−W (t, a, b)|
≤ C sup
u∈U
α∈A,β∈B
{
E
[
|xt+τ,a;uT − x
t,a;u
T |
2
] 1
2
+ E
[
|yu,α,βT ;t+τ,a,b − y
u,α,β
T ;t,a,b|
2
] 1
2
+ E
[∫ T
t+τ
|xt+τ,a;us − x
t,a;u
s |
2ds
] 1
2
+ E
[∫ t+τ
t
(1 + |xt,a;us |
2)ds
] 1
2
}
≤ C
(
τ
1
2 + sup
u∈U
α∈A,β∈B
E
[
|yu,α,βT ;t+τ,a,b − y
u,α,β
T ;t,a,b|
2
] 1
2
)
.
From Remark 3.1, we may consider the uniformly bounded controls of (α, β) in G2
F
and L2
F
senses. Therefore, we apply (ii) of Lemma 3.1 to get
lim sup
τ↓0
|W (t+ τ, a, b)−W (t, a, b)| ≤ lim sup
τ↓0
C(1 + |a|+ |b|)τ
1
2 = 0.
We complete the proof.
Lemma 3.4. Suppose that Assumptions 1, 2 and 3 hold. If b ≤ 0, then we have
W (t, a, b) =W0(t, a)− b,
where W0 : [0, T ]× R
n → R is the value function of the following problem:
W0(t, a) := inf
u∈U
{
J(t, a;u) + E
∫ T
t
d(xt,a;us ,Γ)ds
}
.
Proof. Note that since b ≤ 0, it follows from the nonnegativity of l and m that
E
[
m(xt,a;uT )− y
u,α,β
T ;t,a,b
]
= E
[
m(xt,a;uT )− b+
∫ T
t
l(s, xt,a;us , us)ds−
∫ T
t
α⊤s dBs −
∫ T
t
∫
E
βs(e)N˜(de, ds)
]
= E
[
m(xt,a;uT )− b+
∫ T
t
l(s, xt,a;us , us)ds
]
≥ 0,
which is due to the fact that E[
∫ T
t α
⊤
s dBs] = 0 and E[
∫ T
t
∫
E βs(e)N˜(de, ds)] = 0.
Hence,
E
[
max{m(xt,a;uT )− y
u,α,β
T ;t,a,b, 0}
]
= E
[
m(xt,a;uT )− y
u,α,β
T ;t,a,b
]
,
and from the definition of W and J ,
W (t, a, b) = inf
u∈U
α∈A,β∈B
E
[
m(xt,a;uT )− b+
∫ T
t
l(s, xt,a;us , us)ds+
∫ T
t
d(xt,a;us ,Γ)ds
]
= W0(t, a)− b.
This completes the proof.
Based on (3.7) and Lemma 3.4, W satisfies the following boundary conditions:
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Lemma 3.5. Suppose that Assumptions 1, 2 and 3 hold. Then W satisfies the
following boundary conditions:{
W (T, â) = max{m(a)− b}, (a, b) ∈ Rn × [0,∞)
W (t, a, 0) = W0(t, a), (t, a) ∈ [0, T )× R
n.
4. The Hamilton-Jacobi-Bellman Equation: Existence of Viscosity Solu-
tion. In this section and Sections 5 and 6, we show that W is a unique continuous
viscosity solution of the associated HJB equation.
As seen from (3.7), the auxiliary value function depends on the augmented dy-
namical system on Rn+1. We introduce the following notation:
f̂(t, a, u) :=
[
f(t, a, u)
−l(t, a, u)
]
, σ̂(t, a, u, α) :=
[
σ(t, a, u)
α⊤
]
χ̂(t, a, u, e, β) :=
[
χ(t, a, u, e)
β(e)
]
, â =
[
a
b
]
,
where σ̂ : [0, T ] × Rn × U × Rp → R(n+1)×p and χ̂ : [0, T ] × Rn × U × E ×
G2(E, E , π;R) → Rn+1. Let O := [0, T )× Rn × (0,∞), O¯ := [0, T ]× Rn × [0,∞),
and G2 := G2(E,B(E), π;R).
The HJB equation with the boundary conditions (see Lemma 3.5) is intro-
duced below, which is the second-order nonlinear integro-partial differential equa-
tion (IPDE):
−∂tW (t, â) +H(t, â, (W,DW,D
2W )(t, â)) = 0, (t, â) ∈ O
W (T, â) = max{m(a)− b}, (a, b) ∈ Rn × [0,∞)
W (t, a, 0) =W0(t, a), (t, a) ∈ [0, T )× R
n,
(4.1)
where the Hamiltonian H : O¯ × R× Rn+1 × Sn+1 → R is defined by
H(t, â,W,DW,D2W )
:= sup
u∈U
α∈Rr ,β∈G2
{
−〈DW (t, â), f̂(t, a, u)〉 −
1
2
Tr
(
σ̂σ̂⊤(t, a, u, α)D2W (t, â)
)
−
∫
E
[
W (t, â+ χ̂(t, a, u, e, β))−W (t, â)
− 〈DW (t, â), χ̂(t, a, u, e, β)〉
]
π(de)
}
− d(a,Γ).
The notion of viscosity solutions for (4.1) is given as follows [8, 9, 18, 36, 37, 40]:
Definition 4.1. A real-valued function W ∈ C(O¯) is said to be a viscosity subso-
lution (resp. supersolution) of (4.1) if
(i) W (T, â) ≤ max{m(a) − b} (resp. W (T, â) ≥ max{m(a) − b}) for (a, b) ∈
R
n× [0,∞) and W (t, a, 0) ≤W0(t, a) (resp. W (t, a, 0) ≥W0(t, a)) for (t, a) ∈
[0, T )× Rn;
(ii) For all test functions φ ∈ C1,3b (O¯) ∩ C2(O¯), the following inequality holds at
the global maximum (resp. minimum) point (t, â) ∈ O of W − φ:
− ∂tφ(t, â) +H(t, â, (φ,Dφ,D
2φ)(t, â)) ≤ 0
(resp. − ∂tφ(t, â) +H(t, â, (φ,Dφ,D
2φ)(t, â)) ≥ 0).
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A real-valued function W ∈ C(O¯) is said to be a viscosity solution of (4.1) if it is
both a viscosity subsolution and a viscosity supersolution of (4.1).
The existence of the viscosity solution for (4.1) can be stated as follows:
Theorem 4.1. Suppose that Assumptions 1, 2 and 3 hold. Then W defined in
(3.7) is the continuous viscosity solution of the HJB equation in (4.1).
Remark 4.1. In the proof of Theorem 4.1, the additional growth condition of the
test function is not required.
Proof of Theorem 4.1. Let us first prove the subsolution property. In view of Lemma
3.3, W ∈ C([0, T ]×Rn+1). Also, from Lemma 3.5, W satisfies (i) of Definition 4.1.
We prove (ii) of Definition 4.1. Let φ ∈ C1,3b (O¯) be the test function such that
(W − φ)(t, a, b) = max
(t¯,a¯,b¯)∈O
(W − φ)(t¯, a¯, b¯),
and without loss of generality, we may assume that W (t, a, b) = φ(t, a, b). This
implies W (t¯, a¯, b¯) ≤ φ(t¯, a¯, b¯) for (t¯, a¯, b¯) ∈ O and (t¯, a¯, b¯) 6= (t, a, b).
By using the DPP in Proposition 3.1 with t, t+ τ ∈ [0, T ] and τ > 0,
φ(t, a, b) = W (t, a, b) = inf
u∈U
α∈A,β∈B
E
[∫ t+τ
t
d(xt,a;us ,Γ)ds+W (t+ τ, x
t,a;u
t+τ , y
u,α,β
t+τ ;t,a,b)
]
,
which implies
φ(t, a, b)− E
[∫ t+τ
t
d(xt,a;us ,Γ)ds+ φ(t+ τ, x
t,a;u
t+τ , y
u,α,β
t+τ ;t,a,b)
]
≤ 0.
By applying Itoˆ’s formula of Le´vy-type stochastic integrals [2, Theorem 4.4.7],
− E
[∫ t+τ
t
d(xt,a;us ,Γ)ds+
∫ t+τ
t
∂tφ(s, x
t,a;u
s , y
u,α,β
s;t,a,b)ds
]
− E
[∫ t+τ
t
〈Dφ(s, xt,a;us , y
u,α,β
s;t,a,b), f̂(s, x
t,a;u
s , us)〉ds
]
−
1
2
E
[∫ t+τ
t
Tr
(
σ̂σ̂(s, xt,a;us , us, αs)D
2φ(s, xt,a;us , y
u,α,β
s;t,a,b)
)
ds
]
− E
[∫ t+τ
t
∫
E
[
φ(s, xt,a;us + χ(s, x
t,a;u
s , us, e), y
u,α,β
s;t,a,b + βs(e))− φ(s, x
t,a;u
s , y
u,α,β
s;t,a,b)
− 〈Dφ(s, xt,a;us , y
u,α,β
s;t,a,b), χ̂(s, x
t,a;u
s , us, e, βs(e))〉
]
π(de)ds
]
≤ 0,
where we have used the fact that the expectation for the stochastic integrals of B
and N˜ are zero, since they are Ft-martingales.
Multiplying 1τ above and then letting τ ↓ 0, we have
− ∂tφ(t, â) +H
′(t, â, (φ,Dφ,D2φ)(t, â);u, α, β) ≤ 0,
where
H ′(t, â, (φ,Dφ,D2φ)(t, â);u, α, β) (4.2)
:= −d(a,Γ)− 〈Dφ(t, â), f̂(t, a, u)〉 −
1
2
Tr
(
σ̂σ̂⊤(t, a, u, α)D2φ(t, â)
)
−
∫
E
[
φ(t, a+ χ(t, a, u, e), b+ β(e)))− φ(t, â)− 〈Dφ(t, â), χ̂(t, a, u, e, β)〉
]
π(de).
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By taking sup with respect to (u, α, β) ∈ U × Rp ×G2, in view of definition H ,
−∂tφ(t, â) +H(t, â, (φ,Dφ,D
2φ)(t, â)) ≤ 0, (4.3)
which shows that W is the viscosity subsolution of (4.1).
We now prove, by contradiction, the supersolution property. It is easy to see
that W satisfies the boundary inequalities in (i) of Definition 4.1.
Suppose that φ ∈ C1,3b (O¯) is the test function satisfying the following property:
(W − φ)(t, a, b) = min
(t¯,a¯,b¯)∈O
(W − φ)(t¯, a¯, b¯),
and without loss of generality, we may assume W (t, a, b) = φ(t, a, b). This implies
that W (t¯, a¯, b¯) ≥ φ(t¯, a¯, b¯) for (t¯, a¯, b¯) ∈ O and (t¯, a¯, b¯) 6= (t, a, b).
Let us assume that W is not a viscosity supersolution. Then there exists a
constant θ > 0 such that
−∂tφ(t, â) +H(t, â, (φ,Dφ,D
2φ)(t, â)) ≤ −θ < 0.
Recall the definition of H ′ in (4.2) and note that H ′ ≤ supu∈U,α∈Rr,β∈G2 H
′ = H .
Then for any (u, α, β) ∈ U × Rp ×G2, we have
−∂tφ(t, â) +H
′(t, â, (φ,Dφ,D2φ)(t, â);u, α, β) ≤ −θ < 0. (4.4)
On the other hand, the DPP in Proposition 3.1 implies
φ(t, a, b) = W (t, a, b)
≥ inf
u∈U
α∈A,β∈B
E
[∫ t+τ
t
d(xt,a;us ,Γ)ds+ φ(t+ τ, x
t,a;u
t+τ , y
u,α,β
t+τ ;t,a,b)
]
,
and for each ǫ > 0, there exist (uǫ, αǫ, βǫ) ∈ U ×A× B such that
−ǫτ ≤ φ(t, a, b)− E
[∫ t+τ
t
d(xt,a;u
ǫ
s ,Γ)ds+ φ(t + τ, x
t,a;uǫ
t+τ , y
uǫ,αǫ,βǫ
t+τ ;t,a,b)
]
. (4.5)
As in the viscosity subsolution case, we apply Itoˆ’s formula to (4.5) and then
multiply 1τ . Since (4.4) holds for any (u, α, β) ∈ U × R
p ×G2, by letting τ ↓ 0 and
noting the arbitrariness of ǫ, we have
0 ≤ −∂tφ(t, â) +H
′(t, â, (φ,Dφ,D2φ)(t, â);u, α, β) ≤ −θ.
This leads to the desired contradiction, since θ > 0. Hence, W is the viscosity
supersolution. This, together with (4.3), shows that W is the continuous viscosity
solution of (4.1). This completes the proof.
5. Uniqueness of Viscosity Solution. We state the comparison principle of vis-
cosity subsolution and supersolution.
Theorem 5.1. Suppose that Assumptions 1, 2 and 3 hold. Let W ∈ C(O¯) be the
viscosity subsolution of the HJB equation in (4.1), and W ∈ C(O¯) the viscosity
supersolution of (4.1), where both W and W satisfy the linear growth condition in
a ∈ Rn. Then
W (t, â) ≤W (t, â), ∀(t, â) ∈ O¯. (5.1)
The proof of Theorem 5.1 is reported in Section 6. Based on Theorem 5.1, we
state the uniqueness of the viscosity solution.
Corollary 5.1. Assume that Assumptions 1, 2 and 3 hold. Then W in (3.7) is a
unique continuous viscosity solution of the HJB equation in (4.1).
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Proof. In view of Theorem 4.1, the value functionW in (3.7) is the viscosity solution
of the HJB equation in (4.1). Note that sinceW satisfies the linear growth condition
from Lemma 3.3 and W is both the viscosity subsolution and the supersolution of
(4.1), the uniqueness follows from Theorem 5.1. This completes the proof.
Concluding Remarks. We have studied the state-constrained stochastic optimal
problem for jump diffusion systems. Our main results are Theorems 3.2, 4.1 and 5.1,
where we have shown that the original value function V in (2.6) can be characterized
by the zero-level set of the auxiliary value function W in (3.7) (see (3.8)). Note
that W can be characterized by solving the associated HJB equation in (4.1), since
W is a unique continuous viscosity solution of (4.1).
One possible potential future research problem would be to consider the two-
player stochastic game framework, for which we need to generalize Theorem 3.2
using the notion of nonanticipative strategies. The state-constrained problem with
general BSDE (backward SDE) type recursive objective functionals would also be
an interesting avenue to pursue. Applications to various mathematical finance prob-
lems will be studied in the near future.
6. Proof of Theorem 5.1. This section is devoted to the proof of Theorem 5.1.
6.1. Equivalent Definitions of Viscosity Solutions. To prove the uniqueness,
we first provide two equivalent definitions of Definition 4.1. The HJB equation in
(4.1) can be rewritten as follows:
supu∈U
{
supα∈Rr H
(1)(t, a, (DW,D2W )(t, â);u, α)
+ supβ∈G2 H
(2)(t, â, (W,DW )(t, â);u, β)
}
= 0, (t, â) ∈ O
W (T, â) = max{m(a)− b}, (a, b) ∈ Rn × [0,∞)
W (t, a, 0) = W0(t, a), (t, a) ∈ [0, T )× R
n,
(6.1)
where with D2W =
[
D2W(11) D
2W(12)
(D2W(12))
⊤ D2W(22)
]
,
H(1)(t, a, (∂tW,DW,D
2W );u, α)
:= −∂tW − d(a,Γ)− 〈DW, f̂(t, a, u)〉 −
1
2
Tr
(
σσ⊤(t, a, u)D2W(11)
)
− α⊤σ⊤(t, a, u)D2W(12) −
1
2
|α|2D2W(22),
and
H(2)(t, â, (W,DW )(t, â);u, β) :=−
∫
E
[W (t, a+ χ(t, a, u, e), b+ β(e)) −W (t, â)]π(de)
+
∫
E
〈DW (t, â), χ̂(t, a, u, e, β)〉π(de).
To avoid the possibility of supα∈Rr H
(1) =∞ due to the unboundedness of α, we
have the following result. The proof is analogous that for [11, Lemma 4.1, Remark
4.5] and [17, Section 2.3].
Lemma 6.1. H(1) can be expressed as
sup
α∈Rr
H(1)(t, a, (∂tW,DW,D
2W );u, α) = Λ+(Gψ(t, a, (∂tW,DW,D
2W );u)),
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where Λ+(A) := sup|v|=1 |Av| = supv 6=0, i.e., the largest eigenvalue of A ∈ S
n, and
Gψ(t, a, (∂tW,DW,D
2W );u) :=
[
G(11) ψ(b)G(12)
ψ(b)G⊤(12) ψ
2(b)G(12)
]
with ψ : [0,∞)→ [0,∞) being a continuous function and
G(11) := −∂tW − d(a,Γ)− 〈DW, f̂(t, a, u)〉 −
1
2
Tr
(
σσ⊤(t, a, u)D2W(11)
)
G(12) := −
1
2
(σ⊤(t, a, u)D2W(12))
⊤, G(22) := −
1
2
D2W(22)Ir .
Remark 6.1. From Lemma 6.1, the HJB equation in (6.1) is equivalent to
supu∈U
{
Λ+(Gψ(t, a, (∂tW,DW,D
2W )(t, â);u))
+ supβ∈G2 H
(2)(t, â, (W,DW )(t, â);u, β)
}
= 0, (t, â) ∈ O
W (T, â) = max{m(a)− b}, (a, b) ∈ Rn × [0,∞)
W (t, a, 0) =W0(t, a), (t, a) ∈ [0, T )× R
n.
(6.2)
We will use (6.2) to prove the comparison principle in Theorem 5.1 with ψ(b) :=
max{1, b} for b ∈ [0,∞).
For δ > 0, let Eδ := {e ∈ E | |e| < δ}; hence, E = Eδ ∪ E
C
δ . We then define
H(2)(t, â, (W,DW );u, β)
= H
(21)
δ (t, â, (W,DW );u, β) +H
(22)
δ (t, â, (W,DW );u, β),
where
H
(21)
δ (t, â, (W,DW );u, β) :=−
∫
Eδ
[W (t, a+ χ(t, a, u, e), b+ β(e)) −W (t, â)]π(de)
+
∫
Eδ
〈DW (t, â), χ̂(t, a, u, e, β)〉π(de),
and
H
(22)
δ (t, â, (W,DW );u, β) := −
∫
EC
δ
[W (t, a+ χ(t, a, u, e), b+ β(e))−W (t, â)]π(de)
+
∫
EC
δ
〈DW (t, â), χ̂(t, a, u, e, β)〉π(de).
From [8, 9, 18, 36, 37] (see [9, Proposition 1]), we have the following first equiv-
alent definition of Definition 4.1:
Lemma 6.2. Suppose that W is a viscosity subsolution (resp. supersolution) of the
HJB equation in (6.2). Then it is necessary and sufficient to hold the following:
(i) W (T, â) ≤ max{m(a) − b} (resp. W (T, â) ≥ max{m(a) − b}) for (a, b) ∈
R
n× [0,∞) and W (t, a, 0) ≤W0(t, a) (resp. W (t, a, 0) ≥W0(t, a)) for (t, a) ∈
[0, T )× Rn;
(ii) For all δ ∈ (0, 1) and test functions φ ∈ C1,3b (O¯) ∩ C2(O¯), the following in-
equality holds at the global maximum (resp. minimum) point (t, â) ∈ O of
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W − φ:
sup
u∈U
{
Λ+(Gψ(t, a, (∂tφ,Dφ,D
2φ)(t, â);u))
+ sup
β∈G2
{
H
(21)
δ (t, â, (φ,Dφ)(t, â);u, β) +H
(22)
δ (t, â, (W,Dφ)(t, â);u, β)
}}
≤ 0
(resp.
sup
u∈U
{
Λ+(Gψ(t, a, (∂tφ,Dφ,D
2φ)(t, â);u))
+ sup
β∈G2
{
H
(21)
δ (t, â, (φ,Dφ)(t, â);u, β) +H
(22)
δ (t, â, (W,Dφ)(t, â);u, β)
}}
≥ 0).
The definition of parabolic superjet and subjet is given as follows [21]:
Definition 6.1. (i) For W (t, â), the superjet of W at the point of (t, â) ∈ O is
defined by
P1,2,+W (t, â) := {(q, p, P ) ∈ R× Rn+1 × Sn+1 |
W (t′, â′) ≤W (t, â) + q(s− t) + 〈p, â′ − â〉
+
1
2
〈P (â′ − â), â′ − â〉+ o(|t′ − t|+ |â′ − â|2)}.
(ii) The closure of P1,2,+W (t, â) is defined by
P
1,2,+
W (t, â) := {(q, p, P ) ∈ R× Rn+1 × Sn+1 |
(q, p, P ) = lim
n→∞
(qn, pn, Pn) with (qn, pn, Pn) ∈ P
1,2,+W (tn, ân)
and lim
n→∞
(tn, ân,W (tn, ân)) = (t, â,W (t, â))}.
(iii) For W (t, â), the subjet of W at the point of (t, â) ∈ O and its closure are
defined by
P1,2,−W (t, â) := −P1,2,+(−W (t, â)), P
1,2,−
W (t, â) := −P
1,2,+
(−W (t, â)).
Using Definition 6.1 and Lemma 6.2, we have the following second equivalent
definition of Definition 4.1 (see [8, 37], [36, Lemma 3.5], [9, Proposition 1], and [44,
Lemmas 5.4 and 5.5, Chapter 4]):
Lemma 6.3. Suppose that W is a viscosity subsolution (resp. supersolution) of the
HJB equation in (6.2). Then it is necessary and sufficient to hold the following:
(i) W (T, â) ≤ max{m(a) − b} (resp. W (T, â) ≥ max{m(a) − b}) for (a, b) ∈
R
n× [0,∞) and W (t, a, 0) ≤W0(t, a) (resp. W (t, a, 0) ≥W0(t, a)) for (t, a) ∈
[0, T )× Rn;
(ii) For all δ ∈ (0, 1) and test functions φ ∈ C1,3b (O¯) ∩C2(O¯) with the local maxi-
mum (resp. minimum) point (t, â) ∈ O of W − φ, if (q, p, P ) ∈ P
1,2,+
W (t, â)
(resp. (q, p, P ) ∈ P
1,2,−
W (t, â)) with p = Dφ(t, â) and P = D2φ(t, â), then
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the following inequality holds:
sup
u∈U
{
Λ+(Gψ(t, a, (q, p, P );u))
+ sup
β∈G2
{
H
(21)
δ (t, â, (φ,Dφ)(t, â);u, β) +H
(22)
δ (t, â,W (t, â), p;u, β)
}}
≤ 0
(resp.
sup
u∈U
{
Λ+(Gψ(t, a, (q, p, P );u))
+ sup
β∈G2
{
H
(21)
δ (t, â, (φ,Dφ)(t, â);u, β) +H
(22)
δ (t, â,W (t, â), p;u, β)
}}
≥ 0).
Remark 6.2. Lemma 6.3 is introduced due to the singularity of the Le´vy measure in
zero, appearing in the nonlocal operator H
(21)
δ . We will see that with the regularity
of the test function, one can pass the limit of H
(21)
δ around the singular point of the
measure.
6.2. Strict Viscosity Subsolution.
Lemma 6.4. Suppose that W (t, â) is the viscosity subsolution of (6.2). Let
W ν(t, â) :=W (t, â) + νγ(t, b),
where for ν > 0,
γ(t, b) := −(T − t)− log(1 + b).
Then W ν is the strict viscosity subsolution of (6.2) in the sense that ≤ 0 is replaced
by ≤ − ν8 in Definition 4.1.
Proof. We first verify the boundary condition of Wν . Note that
W ν(T, â) = W (T, â)− ν log(1 + b) ≤ max{m(a)− b},
and by Lemma 3.5
W ν(t, a, 0) =W (t, a, 0)− ν(T − t) ≤W0(t, a).
Now, let φν ∈ C
1,3
b (O¯) be the test function such that
(W ν − φν)(t, â) = max
(t′,â′)∈O
(W ν − φν)(t
′, â′).
Then from (6.2) and Definition 4.1, it is necessary to show that
sup
u∈U
{
Λ+(Gψ(t, a, (∂tφν , Dφν , D
2φν)(t, â);u)) (6.3)
+ sup
β∈G2
H(2)(t, â, (φν , Dφν)(t, â);u, β)
}
≤ −
ν
8
.
By defining
φ(t, a, b) := −νγ(t, b) + φν(t, a, b),
it is easy to see that φ ∈ C1,3b (O¯) and
(W ν − φν)(t, â) =W (t, â)− (−νγ(t, b) + φν(t, â))
=W (t, â)− φ(t, â).
STATE-CONSTRAINED CONTROL FOR JUMP DIFFUSIONS 19
Then
max
(t′,â′)∈O
(W ν − φν)(t
′, â′) = (W ν − φν)(t, â) (6.4)
= (W − φ)(t, â) = max
(t′,â′)∈O
(W − φ)(t′, â′).
Since φν = φ+ νγ, Λ
+ is the norm, and H(2) is linear in φν and Dφν ,
sup
u∈U
{
Λ+(Gψ(t, a, (∂tφν , Dφν , D
2φν)(t, â);u))
+ sup
β∈G2
H(2)(t, â, (φν , Dφν)(t, â);u, β)
}
≤ I(1) + I(2),
where
I(1) := sup
u∈U
{
Λ+(Gψ(t, a, (∂tφ,Dφ,D
2φ)(t, â);u))
+ sup
β∈G2
H(2)(t, â, (φ,Dφ)(t, â);u, β)
}
I(2) := ν sup
u∈U
{
Λ+(Gψ(t, a, (∂tγ,Dγ,D
2γ)(t, b);u))
+ sup
β∈G2
H(2)(t, â, (γ,Dγ)(t, b);u, β)
}
.
We now provide the estimate of I(1) and I(2). First, since W is the viscosity
subsolution and φ is the corresponding test function in view of (6.4), we have
I(1) ≤ 0. (6.5)
For I(2), we observe that
H(2)(t, â, (γ,Dγ)(t, b);u, β)
=
∫
E
[log(1 + b+ β(e))− log(1 + b)]π(de)−
∫
E
1
1 + b
β(e)π(de).
Since b ∈ [0,∞), it is easy to see that with β(e) = 0,
sup
β∈G2
H(2)(t, â, (γ,Dγ)(t, b);u, β) = 0.
Recall ψ(b) = max{1, b} for b ∈ [0,∞). In the definition of Gψ ,
G(11) = −1−
1
1 + b
l(t, a, u)− d(a,Γ)
ψ(b)G(12) = 0, ψ
2(b)G(22) = −max{1, b
2}
1
2(1 + b)2
Ir.
Note that l and d(a,Γ) are positive for b ∈ [0,∞); therefore, G(11) ≤ −1. More-
over, for b ∈ [0,∞), we can show that − 12Ir ≤ G(22) ≤ −
1
8Ir. Therefore,
Λ+(Gψ(t, a, (∂tγ,Dγ,D
2γ)(t, b);u))
= Λ+
([−1− 11+b l(t, a, u)− d(a,Γ) 0
0 −max{1, b2} 12(1+b)2 Ir
])
≤ −
1
8
,
which implies
I(2) ≤ −(ν/8). (6.6)
Then (6.5) and (6.6) lead to (6.3). We complete the proof.
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6.3. Proof of Theorem 5.1. We continue to prove the uniqueness. For η > 0 and
ν > 0, let
Ψν;η,λ(t, a, b) := W ν(t, a, b)−W (t, a, b)− 2ηe
−λt(1 + |a|2 + b), (6.7)
where λ > 0 will be specified later. Then it is necessary to show that
Ψν;η,λ(t, â) ≤ 0, ∀(t, â) ∈ O¯, (6.8)
since by letting η ↓ 0 and then ν ↓ 0, the desired result in (5.1) holds, i.e.,
W (t, â) ≤W (t, â), ∀ ∈ O¯.
Assume that (6.8) is not true, i.e., Ψν;η,λ(t, â) > 0 for some (t, â) ∈ O¯ > 0.
Consider,
Ψν;η,λ(t˜, a˜, b˜) = max
(t,a,b)∈O¯
Ψν;η,λ(t, a, b) > 0, (6.9)
where the maximum exists, since W ν and W satisfy the linear growth condition
(log(1 + b) also holds the linear growth condition) and e−λt is decreasing. Actually,
(t˜, a˜, b˜) is dependent on (ν, η, λ), i.e., (t˜, a˜, b˜) := (t˜ν;η,λ, a˜ν;η,λ, b˜ν;η,λ).
Suppose that t˜ = T . Then in view of (6.7) and the definition of W ν ,
Ψν;η,λ(T, a˜, b˜) =W (T, a˜, b˜) + νγ(T, b˜)−W (T, a˜, b˜)
− 2ηe−λT (1 + |a˜|2 + b˜) ≤ 0,
which contradicts (6.9). Hence, t˜ < T . Similarly, when b˜ = 0, we have
Ψν;η,λ(t˜, a˜, 0) =W (t˜, a˜, 0)− ν(T − t)
−W (t˜, a˜, 0)− 2ηe−λt(1 + |a˜|2) ≤ 0,
which again contradicts (6.9). Hence, b˜ > 0. This implies that (t˜, a˜, b˜) ∈ O.
After doubling variables of Ψ, we consider
Ψκν;η,λ(t, a, b, a˘, b˘) =Ψ̂ν;η,λ(t, a, b, a˘, b˘)− κζ(a, b, a˘, b˘),
where κ > 0 and
Ψ̂ν;η,λ(t, a, b, a˘, b˘) :=W ν(t, a, b)−W (t, a˘, b˘)− ηe
−λt(1 + |a|2 + b)
− ηe−λt(1 + |a˘|2 + b˘)
−
ηe−λt
2
(
|a− a˜|2 + (b − b˜)
)
−
1
2
|t− t˜|2
ζ(a, b, a˘, b˘) :=
1
2
(
|a− a˘|2 + |b− b˘|2
)
.
Since Ψ̂ν;η,λ(t, a, b, a, b) ≤ Ψν;η,λ(t, a, b) and Ψ̂ν;η,λ(t˜, a˜, b˜, a˜, b˜) = Ψν;η,λ(t˜, a˜, b˜),
Ψν;η,λ(t˜, a˜, b˜) = max
(t,a,b)∈O
Ψν;η,λ(t, a, b) = max
(t,a,b)∈O
Ψ̂ν;η,λ(t, a, b, a, b). (6.10)
We consider (t′κ, a
′
κ, b
′
κ, a˘
′
κ, b˘
′
κ) such that
Ψκν;η,λ(t
′
κ, a
′
κ, b
′
κ, a˘
′
κ, b˘
′
κ) = max
(t,a,b,a˘,b˘)∈O×Rn×(0,∞)
{
Ψ̂ν;η,λ(t, a, b, a˘, b˘)− κζ(a, b, a˘, b˘)
}
,
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which exists since −Ψκν;η,λ is coercive. Then from [21, Proposition 3.7],
limκ→∞ κζ(a
′
κ, b
′
κ, a˘
′
κ, b˘
′
κ) = 0
limκ→∞Ψ
κ
ν;η,λ(t
′
κ, a
′
κ, b
′
κ, a˘
′
κ, b˘
′
κ) = Ψ̂ν;η,λ(t
′, a′, b′, a˘′, b˘′)
= maxζ(a,b,a˘,b˘)=0 Ψ̂ν;η,λ(t, a, b, a˘, b˘)
limκ→∞ ζ(a
′
κ, b
′
κ, a˘
′
κ, b˘
′
κ) = ζ(a
′, b′, a˘′, b˘′) = 0.
This, together with (6.10), implies that as κ→∞,
|a′κ − a˘
′
κ|
2, |b′κ − b˘
′
κ|
2 → 0
κ
2 |a
′
κ − a˘
′
κ|
2, κ2 |b
′
κ − b˘
′
κ|
2 → 0
t′κ → t˜, a
′
κ, a˘
′
κ → a˜, b
′
κ, b˘
′
κ → b˜.
(6.11)
For simplicity, we denote (t′, a′, b′, a˘′, b˘′) := (t′κ, a
′
κ, b
′
κ, a˘
′
κ, b˘
′
κ).
We let
hη,λ(t, a, b) := ηe
−λt(1 + |a|2 + b) +
1
2
|t− t˜|2 + ηe−λt
1
2
(
|a− a˜|2 + (b − b˜)
)
ĥη,λ(t, a˘, b˘) := ηe
−λt(1 + |a˘|2 + b˘)
ζκ(a, b, a˘, b˘) :=
κ
2
(
|a− a˘|2 + |b− b˘|2
)
.
Then
Ψκν;η,λ(t, a, a˘, b, b˘) =(W ν(t, a, b)− hη,λ(t, a, b)) (6.12)
− (W (t, a˘, b˘) + ĥ(t, a˘, b˘))− ζκ(a, b, a˘, b˘).
We invoke Crandall-Ishii’s lemma in [21, Theorem 8.3 and Remark 2.7], from which
there exist
q + q̂ = ∂tζ(a
′, b′, a˘′, b˘′) = 0
(q + ∂thη,λ, D(a,b)(hη,λ + ζκ), P +D
2
(a,b)hη,λ)(t
′, a′, b′) ∈ P
1,2,+
W ν(t
′, a′, b′)
(−q̂ − ∂tĥη,λ,−D(a˘,b˘)(ĥη,λ + ζκ),−P̂ −D
2
(a˘,b˘)
ĥη,λ)(t
′, a˘′, b˘′) ∈ P
1,2,−
W (t′, a˘′, b˘′),
such that
−3κ
[
In+1 0
0 In+1
]
≤
[
P 0
0 P̂
]
≤ 3κ
[
In+1 −In+1
−In+1 In+1
]
. (6.13)
Straightforward computation yields
∂thη,λ(t, a, b) = −ηλe
−λt(1 + |a|2 + b) + (t− t˜)− ηλe
−λt
2
(
|a− a˜|2 + (b− b˜)
)
∂tĥη,λ(t, a˘, b˘) = −ηλe
−λt(1 + |a˘|2 + b˘)
D(a,b)hη,λ(t, a, b) =
[
2ηe−λta+ ηe−λt(a− a˜)
3
2ηe
−λt
]
, D(a˘,b˘)ĥη,λ(t, a˘, b˘) =
[
2ηe−λta˘
ηe−λt
]
D2(a,b)hη,λ(t, a, b) =
[
3ηe−λtIn 0
0 0
]
, D2
(a˘,b˘)
ĥη,λ(t, a˘, b˘) =
[
2ηe−λtIn 0
0 0
]
D(a,b)ζκ(t, a, b, a˘, b˘) =
[
κ(a− a˘)
κ(b− b˘)
]
, D(a˘,b˘)ζκ(t, a, b, a˘, b˘) =
[
−κ(a− a˘)
−κ(b− b˘)
]
.
(6.14)
Below, we use the superscript ′ in the above derivatives when they are evaluated at
(t′, a′, b′, a˘′, b˘′) (e.g. ∂th
′
η,λ := ∂thη,λ(t
′, a′, b′)).
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From Lemmas 6.3 and 6.4, there exists φ ∈ C1,3b (O¯) ∩ C2(O¯) such that
sup
u∈U
{
Λ+(Gψ(t
′, a′, (q + ∂th
′
η,λ, D(a,b)(h
′
η,λ + ζ
′
κ), P +D
2
(a,b)h
′
η,λ);u))
+ sup
β∈G2
{
H
(21)
δ (t
′, a′, b′, (φ,Dφ)(t′, a′, b′);u, β)
+H
(22)
δ (t
′, a′, b′,W ν(t, a
′, b′), D(a,b)(h
′
η,λ + ζ
′
κ);u, β)
}}
≤ −
ν
8
,
and
sup
u∈U
{
Λ+(Gψ(t
′, a˘′, (−q̂ − ∂tĥ
′
η,λ,−D(a˘,b˘)(ĥ
′
η,λ + ζ
′
κ),−P̂ −D
2
(a˘,b˘)
ĥ′η,λ);u))
+ sup
β∈G2
{
H
(21)
δ (t
′, a˘′, b˘′, (φ,Dφ)(t′, a˘′, b˘′);u, β)
+H
(22)
δ (t
′, a˘′, b˘′,W (t′, a˘′, b˘′),−D(a˘,b˘)(ĥ
′
η,λ + ζ
′
κ);u, β)
}}
≥ 0.
Then using sup{f(x)− g(s)} ≤ sup f(x)− sup g(x), we have
Υ(1) +Υ(2) +Υ(3) ≥
ν
8
,
where
Υ(1) := sup
u∈U
{
Λ+(Gψ(t
′, a˘′, (−q̂ − ∂tĥ
′
η,λ,−D(a˘,b˘)(ĥ
′
η,λ + ζ
′
κ),−P̂ −D
2
(a˘,b˘)
ĥ′η,λ);u))
− Λ+(Gψ(t
′, a′, (q + ∂th
′
η,λ, D(a,b)(h
′
η,λ + ζ
′
κ), P +D
2
(a,b)h
′
η,λ);u))
}
Υ(2) := sup
u∈U,β∈G2
{
H
(21)
δ (t
′, a˘′, b˘′, (φ,Dφ)(t′, a˘′, b˘′);u, β)
−H
(21)
δ (t
′, a′, b′, (φ,Dφ)(t′, a′, b′);u, β)
}
Υ(3) := sup
u∈U,β∈G2
{
H
(22)
δ (t
′, a˘′, b˘′,W (t′, a˘′, b˘′),−D(a˘,b˘)(ĥ
′
η,λ + ζ
′
κ);u, β)
−H
(22)
δ (t
′, a′, b′,W ν(t, a
′, b′), D(a,b)(h
′
η,λ + ζ
′
κ);u, β)
}
.
We obtain the estimate of Υ(1), Υ(2) and Υ(3) in (6.15), (6.21) and (6.26) sep-
arately below. In particular, (6.15), (6.21) and (6.26) show that for any λ ≥
max{C2, C4}, where C2 and C4 are given below, we have
ν
8
≤ lim
η↓0
lim
κ→∞
lim
δ↓0
{Υ(1) +Υ(2) + Υ(3)} ≤ 0,
which leads to the desired contradiction, since ν > 0 from Lemma 6.4. Hence, (6.8)
holds, and we have the comparison principle in (5.1).
6.4. Estimate of Υ(1). From the definition of Gψ , we denote
Gψ(t
′, a˘′, (−q̂ − ∂tĥ
′
η,λ,−D(a˘,b˘)(ĥ
′
η,λ + ζ
′
κ),−P̂ −D
2
(a˘,b˘)
ĥ′η,λ);u)
= Ĝ
(1)
ψ + Ĝ
(2)
ψ + Ĝ
(3)
ψ ,
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where
Ĝ
(1)
ψ := Gψ(t
′, a˘′, (−q̂ −
1
2
∂tĥ
′
η,λ,−D(a˘,b˘)(ĥ
′
η,λ + ζ
′
κ), 0);u)
Ĝ
(2)
ψ := Gψ(t
′, a˘′, (0, 0,−P̂ );u)
Ĝ
(3)
ψ := Gψ(t
′, a˘′, (−
1
2
∂tĥ
′
η,λ, 0,−D
2
(a˘,b˘)
ĥ′η,λ);u),
and
Gψ(t
′, a′, (q + ∂th
′
η,λ, D(a,b)(h
′
η,λ + ζ
′
κ), P +D
2
(a,b)h
′
η,λ);u)
= G
(1)
ψ + G
(2)
ψ + G
(3)
ψ ,
where
G
(1)
ψ := Gψ(t
′, a′, (q +
1
2
∂th
′
η,λ, D(a,b)(h
′
η,λ + ζ
′
κ), 0);u)
G
(2)
ψ := Gψ(t
′, a′, (0, 0, P );u)
G
(3)
ψ := Gψ(t
′, a′, (
1
2
∂th
′
η,λ, 0, D
2
(a,b)h
′
η,λ);u).
Then using |A−B| ≥ |A| − |B|, we have
Υ(1) := sup
u∈U
{
Λ+(Ĝ
(1)
ψ + Ĝ
(2)
ψ + Ĝ
(3)
ψ )− Λ
+(G
(1)
ψ + G
(2)
ψ + G
(3)
ψ )
}
≤ sup
u∈U
Λ+(Ĝ
(1)
ψ + Ĝ
(2)
ψ + Ĝ
(3)
ψ − (G
(1)
ψ + G
(2)
ψ + G
(3)
ψ ))
≤Υ(11) +Υ(12) +Υ(13),
where
Υ(11) := sup
u∈U
Λ+(Ĝ
(1)
ψ − G
(1)
ψ ), Υ
(12) := sup
u∈U
Λ+(Ĝ
(2)
ψ − G
(2)
ψ )
Υ(13) := sup
u∈U
Λ+(Ĝ
(3)
ψ − G
(3)
ψ ).
The estimate of Υ(1i), i = 1, 2, 3, are obtained in (6.16), (6.19) and (6.20) sepa-
rately below, which show that for any λ ≥ max{C2, C4}, where C2 and C4 are given
below,
lim
κ→∞
Υ(1) ≤ lim
κ→∞
{Υ(11) +Υ(12) +Υ(13)} ≤ 0. (6.15)
6.4.1. Estimate of Υ(11). From definition,
Ĝ
(1)
ψ =
[
q̂ + 12∂tĥ
′
η,λ − d(a˘
′,Γ) + 〈D(a˘,b˘)(ĥ
′
η,λ + ζ
′
κ), f̂(t
′, a˘′, u)〉 0
0 0
]
G
(1)
ψ =
[
−q − 12∂th
′
η,λ − d(a
′,Γ)− 〈D(a,b)(h
′
η,λ + ζ
′
κ), f̂(t
′, a′, u)〉 0
0 0
]
,
which implies (note that q̂ + q = 0)
Υ(11) = sup
u∈U
max{∂tĥ
′
η,λ + ∂th
′
η,λ + 〈D(a˘,b˘)(ĥ
′
η,λ + ζ
′
κ), f̂(t
′, a˘′, u)〉
+ 〈D(a,b)(h
′
η,λ + ζ
′
κ), f̂(t
′, a′, u)〉+ (d(a′,Γ)− d(a˘′,Γ)), 0}.
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We have
1
2
(∂tĥ
′
η,λ + ∂th
′
η,λ)
= −
η
2
λe−λt
′
(1 + |a′|2 + b′) + (t− t˜)−
ηλe−λt
′
4
(
|a′ − a˜|2 + |b′ − b˜|4
)
−
η
2
λe−λt
′
(1 + |a˘′|2 + b˘′)
→ −ηλe−λt˜(1 + |a˜|2 + b˜) as κ→∞ due to (6.11),
and using Cauchy-Schwarz inequality, and Assumptions 1 and 2,
〈D(a˘,b˘)(ĥ
′
η,λ + ζ
′
κ), f̂(t
′, a˘′, u)〉+ 〈D(a,b)(h
′
η,λ + ζ
′
κ), f̂(t
′, a′, u)〉
≤ |2ηe−λt
′
a˘′ − κ(a′ − a˘′)||1 + |a˘′||+ |ηe−λt
′
− κ(b′ − b˘′)||1 + a˘′|
+ |2ηe−λt
′
a′ + ηe−λt
′
(a′ − a˜) + κ(a′ − a˘′)||1 + |a′||
+ |(3/2)ηe−λt
′
+ κ(b′ − b˘′)||1 + |a′||
≤ C1ηe
−λt′(1 + |a′|2 + |a˘′|2 + b′ + b˘′)
→ C2ηe
−λt˜(1 + |a˜|2 + b˜) as κ→∞ due to (6.11).
Moreover, from Assumption 3,
|d(a′,Γ)− d(a˘′,Γ)| ≤ C|a′ − a˘′| → 0 as κ→∞ due to (6.11).
Hence,
lim
κ→∞
Υ(11) ≤ max{(−λ+ C2)ηe
−λt˜(1 + |a˜|2 + |b˜|2), 0},
and for any λ > 0 with λ ≥ C2, we have
lim
κ→∞
Υ(11) ≤ 0. (6.16)
6.4.2. Estimate of Υ(12). From definition,
Ĝ
(2)
ψ =
[
1
2 Tr
(
σσ⊤(t′, a˘′, u)P̂(11)
)
1
2ψ(b˘
′)P̂⊤(12)σ(t
′, a˘′, u)
1
2ψ(b˘
′)σ⊤(t′, a˘′, u)P̂(12)
1
2ψ
2(b˘′)P̂(22)Ir
]
G
(2)
ψ =
[
− 12 Tr
(
σσ⊤(t′, a′, u)P(11)
)
− 12ψ(b
′)P⊤(12)σ(t
′, a′, u)
− 12ψ(b
′)σ⊤(t′, a′, u)P(12) −
1
2ψ
2(b′)P(22)Ir
]
.
Let
∆ :=
[
σ⊤(t′, a′, u) 0
0 ψ(b′)
]
, ∆˘ :=
[
σ⊤(t′, a˘′, u) 0
0 ψ(b˘′)
]
.
Using (6.13) and Assumption 1, together with Cauchy-Schwarz inequality, we can
show that for any z ∈ Rr+1,
z⊤
[
∆ ∆˘
] [P 0
0 P̂
] [
∆⊤
∆˘⊤
]
z ≤ 3κz⊤
[
∆ ∆˘
] [ In+1 −In+1
−In+1 In+1
] [
∆⊤
∆˘⊤
]
z (6.17)
= 3κ|(∆− ∆˘)⊤z|2
≤ 3κ‖∆⊤ − ∆˘⊤‖2F |z|
2 ≤ 3κC2(|a′ − a˘′|2 + |b′ − b˘′|2)|z|2.
For j ∈ {1, . . . , r}, let
z(j) :=
[
zˆ⊤(j) zj
]⊤
∈ Rr+1,
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where zj ∈ R and zˆ(j) is an r-dimensional vector with jth entry being zˆ ∈ R and
other entries being zero, i.e., zˆ(j) :=
[
0 · · · 0 zˆ 0 · · · 0
]
. Then
1
2
z⊤(j)(∆P∆
⊤ + ∆˘P̂ ∆˘⊤)z(j) (6.18)
=
1
2
zˆ2
(
σ⊤(t′, a˘′, u)P̂(11)σ(t
′, a˘′, u) + σ⊤(t′, a′, u)P(11)σ(t
′, a′, u)
)
jj
+ zˆ
(
ψ(b˘′)P̂⊤(12)σ(t
′, a˘′, u) + ψ(b′)P⊤(12)σ(t
′, a′, u)
)
j
zj
+
1
2
z2j
(
ψ2(b˘′)P̂(22) + ψ
2(b′)P(22)
)
≤
3
2
κC2(|a′ − a˘′|2 + |b′ − b˘′|2)(zˆ21 + z
2
j ),
where the inequality follows from (6.17).3
Let
y :=
[
zˆ y⊤2
]⊤
, y2 :=
[
z1 · · · zr
]⊤
.
Using (6.18), we can show that
y⊤(Ĝ
(2)
ψ − G
(2)
ψ )y
=
1
2
zˆ2
(
Tr
(
σσ⊤(t′, a˘′, u)P̂(11)
)
+Tr
(
σσ⊤(t′, a′, u)P(11)
))
+ zˆ
(
ψ(b˘′)P̂⊤(12)σ(t
′, a˘′, u) + ψ(b′)P⊤(12)σ(t
′, a′, u)
)
y2
+
1
2
y⊤2
(
ψ2(b˘′)P̂(22)Ir + ψ
2(b′)P(22)Ir
)
y2
=
1
2
r∑
j=1
zˆ2
(
σ⊤(t′, a˘′, u)P̂(11)σ(t
′, a˘′, u) + σ⊤(t′, a′, u)P(11)σ(t
′, a′, u)
)
jj
+
r∑
j=1
zˆ
(
ψ(b˘′)P̂⊤(12)σ(t
′, a˘′, u) + ψ(b′)P⊤(12)σ(t
′, a′, u)
)
j
zj
+
1
2
r∑
j=1
z2j
(
ψ2(b˘′)P̂(22) + ψ
2(b′)P(22)
)
≤
3
2
κC2(|a′ − a˘′|2 + |b′ − b˘′|2)
r∑
i=1
(zˆ2 + z2j )
≤
3
2
κC2(|a′ − a˘′|2 + |b′ − b˘′|2)r|y|2,
which, together with the arbitrariness of zˆ and zj , j ∈ {1, . . . , r}, leads to
max
|y|=1
y⊤(Ĝ
(2)
ψ − G
(2)
ψ )y ≤
3
2
rκC2(|a′ − a˘′|2 + |b′ − b˘′|2).
Hence, in view of (6.11) and the definition of Λ+ (see Lemma 6.1 and [28, Example
5.6.6]), we have
lim
κ→∞
Υ(12) ≤ 0. (6.19)
3In (6.18) and below, (·)j and (·)jj indicate the jth component of the vector, and the jth
element of the row and column of the matrix, respectively.
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6.4.3. Estimate of Υ(13). By definition, we have
Ĝ
(3)
ψ =
[
1
2∂tĥ
′
η,λ + ηe
−λt′ Tr
(
σσ⊤(t′, a˘′, u)
)
0
0 0r×r
]
G
(3)
ψ =
[
− 12∂th
′
η,λ −
3
2ηe
−λt′ Tr
(
σσ⊤(t′, a′, u)
)
0
0 0r×r
]
,
which implies
Υ(13) = sup
u∈U
max{
1
2
(∂tĥ
′
η,λ + ∂th
′
η,λ) + ηe
−λt′ Tr
(
σσ⊤(t′, a˘′, u)
)
+
3
2
ηe−λt
′
Tr
(
σσ⊤(t′, a′, u)
)
, 0}.
Note that from Assumption 1,∣∣∣ηe−λt′ Tr(σσ⊤(t′, a˘′, u))+ 3ηe−λt′
2
Tr
(
σσ⊤(t′, a′, u)
)∣∣∣
= |ηe−λt
′
‖σ(t′, a˘′, u)‖2F +
3ηe−λt
′
2
‖σ(t′, a′, u)‖2F |
≤ C3ηe
−λt′(1 + |a′|2 + |a˘′|2)
→ C4ηe
−λt˜(1 + |a˜|2) as κ→∞ due to (6.11),
and as shown above,
1
2
(∂tĥ
′
η,λ + ∂th
′
η,λ)→ −ηλe
−λt˜(1 + |a˜|2 + b˜) as κ→∞ due to (6.11).
Hence,
lim
κ→∞
Υ(13) ≤ max{(C4 − λ)ηe
−λt˜(1 + |a˜|2 + b˜), 0},
and if we choose λ > 0 with λ ≥ C4, then
lim
κ→∞
Υ(13) ≤ 0. (6.20)
6.5. Estimate of Υ(2). In view of the definition of H(21),
Υ(2) = sup
(u,β(e))∈U×G2
{Υ(21) +Υ(22)},
where
Υ(21) := −
∫
Eδ
[φ′(t′, a˘′ + χ(t′, a˘′, u, e), b˘′ + β(e))− φ′(t′, a˘′, b˘′)]π(de)
+
∫
Eδ
〈Dφ′(t′, a˘′, b˘′),
[
χ(t′, a˘′, u, e)
β(e)
]
〉π(de)
Υ(22) :=
∫
Eδ
[φ(t′, a′ + χ(t′, a′, u, e), b′ + β(e)) − φ(t′, a′, b′)]π(de)
−
∫
Eδ
〈Dφ(t, a′, b′),
[
χ(t′, a′, u, e)
β(e)
]
〉π(de).
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Let χ′(u, e) := χ(t′, a′, u, e). From Lemma B.1 in Appendix B and Ho¨der in-
equality, it follows from the uniform boundedness of D2φ that
Υ(22) =
∫
Eδ
∫ 1
0
(1− z)Tr
(
D2φ(t′, a′ + zχ′(u, e), b′ + zβ(e))
×
[
χ′(χ′)⊤(u, e) χ′(u, e)β⊤(e)
β(e)(χ′)⊤(u, e) β(e)β⊤(e)
])
dzπ(de)
≤
∫
Eδ
∫ 1
0
(1− z)
∥∥∥D2φ(t′, a′ + zχ′(u, e), b′ + zβ(e))∥∥∥
F
× (|χ′(u, e)|+ |β(e)|)dzπ(de).
≤ C
((∫
Eδ
|χ′(u, e)|2π(de)
) 1
2 +
(∫
Eδ
|β(e)|2π(de)
) 1
2
)
.
Then the regularity of χ in Assumption 1 and the fact that β ∈ G2(E,B(E), π;R)
can be restricted to a uniformly bounded control from Remark 3.1 imply that
limδ↓0Υ
(22) ≤ 0. A similar technique can be applied to show that limδ↓0Υ
(21) ≤ 0.
Hence, we have
lim
δ↓0
Υ(2) ≤ 0. (6.21)
6.6. Estimate of Υ(3). Recall (6.12)
Ψκν;η,λ(t, a, a˘, b, b˘) =(W ν(t, a, b)− hη,λ(t, a, b))
− (W (t, a˘, b˘) + ĥ(t, a˘, b˘))− ζκ(a, b, a˘, b˘),
from which we have
W ν(t, a, b)−W (t, a˘, b˘) (6.22)
= Ψκν;η,λ(t, a, b, a˘, b˘) + hη,λ(t, a, b) + ĥη,λ(t, a˘, b˘) + ζκ(a, b, a˘, b˘).
We note that (t′, a′, b′, a˘′, b˘′) is the maximum point of Ψκν;η,λ.
Let χ′(u, e) := χ(t′, a′, u, e) and χ˘′(u, e) := χ(t′, a˘′, u, e). Since (t′, a′, b′, a˘′, b˘′) is
the maximum point of Ψκν;η,λ, it follows from (6.22) and the definition of Υ
(3) that
Υ(3) = sup
u∈U,β∈G2
{∫
EC
δ
[
Ψκν;η,λ(t
′, a′ + χ′(u, e), b′ + β(e), a˘′ + χ˘′(u, e), b˘′ + β(e))
−Ψκν;η,λ(t
′, a′, b′, a˘′, b˘′) + hη,λ(t
′, a′ + χ′(u, e), b′ + β(e))
+ ĥη,λ(t
′, a˘′ + χ˘′(u, e), b˘′ + β(e))
+ ζκ(a
′ + χ′(u, e), b′ + β(e), a˘′ + χ˘′(u, e), b˘′ + β(e))
− (hη,λ(t
′, a′, b′) + ĥη,λ(t
′, a˘′, b˘′) + ζκ(a
′, b′, a˘′, b˘′))
]
π(de)
+
∫
EC
δ
〈−D(a˘,b˘)(ĥ
′
η,λ + ζ
′
κ),
[
χ˘′(u, e)
β(e)
]
〉π(de)
−
∫
EC
δ
〈D(a,b)(h
′
η,λ + ζ
′
κ),
[
χ′(u, e)
β(e)
]
〉π(de)
}
≤ sup
u∈U,β∈G2
{Υ(31) +Υ(32) +Υ(33)},
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where
Υ(31) :=
∫
EC
δ
[
hη,λ(t
′, a′ + χ′(u, e), b′ + β(e))− hη,λ(t
′, a′, b′)
]
π(de)
−
∫
EC
δ
〈D(a,b)h
′
η,λ,
[
χ′(u, e)
β(e)
]
〉π(de)
Υ(32) :=
∫
EC
δ
[
ĥη,λ(t
′, a˘′ + χ˘′(u, e), b˘′ + β(e))− ĥη,λ(t
′, a˘′, b˘′)
]
π(de)
−
∫
EC
δ
〈D(a˘,b˘)ĥ
′
η,λ,
[
χ˘′(u, e)
β(e)
]
〉π(de)
Υ(33) :=
∫
EC
δ
[
ζκ(a
′ + χ′(u, e), b′ + β(e), a˘′ + χ˘′(u, e), b˘′ + β(e))
− ζκ(a
′, b′, a˘′, b˘′))
]
π(de)
−
∫
EC
δ
〈D(a,b)ζ
′
κ,
[
χ′(u, e)
β(e)
]
〉π(de) +
∫
EC
δ
〈−D(a˘,b˘)ζ
′
κ,
[
χ˘′(u, e)
β(e)
]
〉π(de).
From Lemma B.1 in Appendix B and (6.14),
Υ(31) =
∫
EC
δ
∫ 1
0
(1− z)Tr
([
3ηe−λt
′
In 0
0 0
]
(6.23)
×
[
χ′(χ′)⊤(u, e) χ′(u, e)β⊤(e)
β(e)(χ′)⊤(u, e) β(e)β⊤(e)
])
dzπ(de)
≤ Cnηe−λt
′
(1 + |a′|2),
and similarly,
Υ(31) =
∫
EC
δ
∫ 1
0
(1− z)Tr
([
2ηe−λt
′
In 0
0 0
]
(6.24)
×
[
χ˘′(χ˘′)⊤(u, e) χ˘′(u, e)β⊤(e)
β(e)(χ˘′)⊤(u, e) β(e)β⊤(e)
])
dzπ(de)
≤ Cnηe−λt
′
(1 + |a˘′|2).
Moreover, using (6.14) and Assumption 1,
Υ(33) =
κ
2
∫
EC
δ
|χ′(u, e)− χ˘′(u, e)|2π(de) ≤
κ
2
|a′ − a˘′|2 (6.25)
→ 0 as κ→∞ due to (6.11).
Hence, (6.23)-(6.25), together with (6.11), imply that
lim
η↓0
lim
κ→∞
lim
δ↓0
Υ(3) ≤ 0. (6.26)
Appendix A. Proof of Lemma 2.1.
Proof of Lemma 2.1. For the existence and uniqueness in (i), see [2, Theorem 6.2.3]
([35, Theorem 1.19] and [24]). Let f(x) := f(t, x, u), σ(x) := σ(t, x, u) and χ(x) :=
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χ(t, x, u, e). Then note that
|xt,a;us − x
t,a′;u
s |
2 ≤4|a− a′|2 + 4
∣∣∣∫ s
t
|f(xt,a;us )− f(x
t,a′;u
s )|ds
∣∣∣2
+ 4
∣∣∣∫ s
t
[σ(xt,a;us )− σ(x
t,a′;u
s )]dBs
∣∣∣2
+ 4
∣∣∣∫ s
t
∫
E
[χ(xt,a;us )− χ(x
t,a′;u
s )]N˜(de, ds)
∣∣∣2.
By Ho¨lder inequality and Assumption 1,
E
[∣∣∣∫ s
t
|f(xt,a;ur )− f(x
t,a′;u
r )|dr
∣∣∣2] ≤ CE∫ s
t
|xt,a;ur − x
t,a′;u
r |
2dr, (A.1)
and applying Burkholder-Davis-Gundy inequality [2, Theorem 4.4.21] and Assump-
tion 1 yields
E
[∣∣∣∫ s
t
[σ(xt,a;ur )− σ(x
t,a′;u
r )]dBr
∣∣∣2] ≤ CE∫ s
t
|xt,a;ur − x
t,a′;u
r |
2dr. (A.2)
Moreover, from Kunita’s formula for general Le´vy-type stochastic integrals [2, The-
orem 4.4.23] and Assumption 1,
E
[∣∣∣∫ s
t
∫
E
[χ(xt,a;ur )− χ(x
t,a′;u
r )]N˜(de, dr)
∣∣∣2] (A.3)
≤ CE
[∫ s
t
∫
E
|χ(xt,a;ur )− χ(x
t,a′;u
r )|
2π(de)dr
]
≤ CE
∫ s
t
|xt,a;ur − x
t,a′;u
r |
2dr.
Then using (A.1)-(A.3), together with Gronwall’s lemma, we get (2.3). The proof
for (2.2) is analogous, for which we have to use the linear growth condition in
Assumption 1.
To prove (2.4), note that
xt,a;us = x
t′,xt,a;u
t′
;u
s , ∀s ∈ [t
′, T ].
Then using (2.3) and the approach similar to above, it follows that
E
[
sup
s∈[t′,T ]
|x
t′,xt,a;u
t′
;u
s − x
t′,a;u
s |
2
]
≤ CE
[
|xt,a;ut′ − a|
2
]
≤ C(1 + |a|2)|t′ − t|.
This completes the proof.
Appendix B. Technical Lemma. The following lemma is given in [44, Lemma
4.3, Chapter 3] without its proof. Here, we provide a complete proof.
Lemma B.1. Suppose that g ∈ C2(Rn). Then for any x, a ∈ Rn,
g(x+ a) = g(x) + 〈Dg(x), a〉 +
∫ 1
0
(1− z)〈D2g(x+ za)a, a〉dz.
Proof. Note that ddz g(x+ za) = 〈Dg(x+ za), a〉, which leads to
g(x+ a)− g(x) =
∫ 1
0
〈Dg(x+ za), a〉dz =
∫ 1
0
n∑
i=1
∂xig(x+ za)aidz.
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Using the integration by parts formula
∫ 1
0 u
dv
dzdz = −
∫ 1
0 v
du
dzdz + uv|
1
0 with u =∑n
i=1 ∂xig(x+za)ai and v = z−1 yields (note that
du
dz =
∑n
i,j=1 ∂xixjg(x+za)aiaj)
g(x+ a)− g(x) =
n∑
i=1
∂xig(x)ai +
∫ 1
0
(1− z)
n∑
i,j=1
∂xixjg(x+ za)aiajdz
= 〈Dg(x), a〉 +
∫ 1
0
(1− z)〈D2g(x+ za)a, a〉dz.
We complete the proof.
Appendix C. Existence of Optimal Controls for Jump Diffusion Systems.
In Theorem 3.2, an additional assumption of the existence of optimal controls for
the auxiliary optimal control problem in (3.7) is required. Here, we show that a
certain class of stochastic optimal control problems for jump diffusion systems with
unbounded control sets admits an optimal control. The proof of the main result in
this appendix (see Theorem C.1) extends the case of SDEs in a Brownian setting
without jumps studied in [11, Appendix A] and [44, Theorem 5.2, Chapter 2] to the
framework of jump diffusion systems.
As in (3.7), consider
W (t, a, b) := inf
u∈U
α∈A,β∈B
J(t, a, b;u, α, β), (C.1)
where
J(t, a, b;u, α, β) = E
[
ρ2(x
t,a;u
T , y
u,α,β
T ;t,a,b) +
∫ T
t
ρ1(s, x
t,a;u
s , us)ds
]
,
and subject to (we recall (2.1) and (3.1))
dxt,a;us = f(s, x
t,a;u
s , us)ds+ σ(s, x
t,a;u
s , us)dBs
+
∫
E
χ(s, xt,a;us− , us, e)N˜(de, ds), x
t,a;u
t = a
dyu,α,βs;t,a,b = −l(s, x
t,a;u
s , us)ds+ α
⊤
s dBs +
∫
E βs(e)N˜(de, ds), y
u,α,β
t;t,a,b = b.
Assumption 4. (i) For ι := f, σ, χ, l with ι =
[
ι⊤1 · · · ι
⊤
n
]⊤
, ι satisfies As-
sumptions 1 and 2, and is independent of x. Moreover, ιi, i = 1, . . . , n, is
convex and Lipschitz continuous in u with the Lipschitz constant L;
(ii) ρ1 and ρ2 are convex, nondecreasing and bounded from below;
(iii) U ⊂ Rm is a compact and convex set.
Note that Assumption 4 is different from that in [11, Appendix A] and [44,
Theorem 5.2, Chapter 2]. We have the following result:
Theorem C.1. Suppose that Assumption 4 holds. Then (C.1) admits an optimal
solution (û, α̂, β̂) ∈ U ×A× B, i.e.,
W (t, a, b) = J(t, a, b; û, α̂, β̂) = inf
u∈U
α∈A,β∈B
J(t, a, b;u, α, β).
Proof. Since ρ1 and ρ2 are bounded from below, (C.1) is well defined. Suppose that
{(ûk, α̂k, β̂k)}k≥1 ∈ U ×A× B is a sequence of minimizing controllers such that
J(t, a, b; ûk, α̂k, β̂k)
k→∞
−−−−→W (t, a, b).
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Note that L2
F
and G2
F
are Hilbert spaces. Also, from Remark 3.1, {(α̂k, β̂k)}k≥1 can
be restricted to a sequence of uniformly bounded controls in L2
F
and G2
F
senses, and
U is compact from (iii) of Assumption 4. Hence, in view of [16, Theorem 3.18], we
can extract a subsequence {(uki , α̂ki , β̂ki)}i≥1 from {(ûk, α̂k, β̂k)}k≥1 such that
(ûki , α̂ki , β̂ki)
i→∞
−−−→ (û, α̂, β̂) weakly in L2
F
× L2
F
× G2
F
.
Then for each ǫ > 0, there exists i′ such that for any i ≥ i′,
J(t, a, b, ; ûki , α̂ki , β̂ki) ≤W (t, a, b) +
ǫ
2
. (C.2)
From Mazur’s lemma [16, Corollary 3.8], we have convex combinations of subse-
quences above
(u˜ki , α˜ki , β˜ki) :=
∑
p≥1
θkip(ûki+p, α̂ki+p, β̂ki+p), θkip ≥ 0,
∑
p≥1
θkip = 1, (C.3)
such that
(u˜ki , α˜ki , β˜ki)
i→∞
−−−→ (û, α̂, β̂) strongly in L2
F
× L2
F
× G2
F
, (C.4)
where (û, α̂, β̂) ∈ U ×A× B.
Then from (C.3) and (i) of Assumption 4, we have
x
t,a;u˜ki
s 
∑
p≥1
θkipx
t,a;ûki+p
s , y
u˜ki ,α˜ki ,β˜ki
s;t,a,b ≤
∑
p≥1
θkipy
ûki+p,α̂ki+p,β̂ki+p
s;t,a,b , s ∈ [t, T ],
where  denotes the componentwise inequality. Using the Lipschitz property of f ,
σ, χ and l in u (see (i) of Assumption 4) and the proof of Lemma 2.1, (C.4) implies
the convergence of the following sequence strongly in the L∞
F
-norm sense:
(x
t,a;u˜ki
t , y
u˜ki ,α˜ki ,β˜ki
t;t,a,b )
i→∞
−−−→ (xt,a;ût , y
û,α̂,β̂
t;t,a,b).
By continuity of J , for each ǫ > 0, there exists i′′ such that i ≥ i′′,
J(t, a, b; û, α̂, β̂) ≤ J(t, a, b; u˜ki, α˜ki , β˜ki) +
ǫ
2
.
This, together (ii) of Assumption 4 and (C.2), shows that for any i ≥ max{i′, i′′},
J(t, a, b; û, α̂, β̂) ≤ J(t, a, b; u˜ki , α˜ki , β˜ki) + ǫ
≤ E
[
ρ2(
∑
p≥1
θkipx
t,a;ûki+p
T ,
∑
p≥1
θkipy
ûki+p,α̂ki+p,β̂ki+p
T ;t,a,b )
+
∫ T
t
ρ1(s,
∑
p≥1
θkipx
t,a;ûki+p
s ,
∑
p≥1
θkipûki+p,s)ds
]
+
ǫ
2
≤
∑
p≥1
θkipJ(t, a, b; ûki+p, α̂ki+p, β̂ki+p) +
ǫ
2
≤W (t, a, b) + ǫ.
Since ǫ is arbitrary, we have the desired result. This completes the proof.
Remark C.1. As in [11, Appendix A], we can also use the following assumption
in Theorem C.1:
(i) f(s, x, u) = Asx + Bsu, σ(s, x, u) = Csx + Dsu, χ(s, x, e) = Esx + Fsu +
rs(e) and l(s, x, u) = Hsx + Ksu, where A, B, C, E, F , r, H and K are
deterministic and bounded coefficients with appropriate dimensions;
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(ii) ρ1 and ρ2 are convex and bounded from below;
(iii) U ⊂ Rm is a compact and convex set.
Unlike the case of SDEs in a Brownian setting, there are not many results on the
existence of optimal controls for jump diffusions systems. Some results related to
the relaxed optimal solution approach can be found in [31, 25]. It is interesting to
study the existence of optimal controls for jump diffusion systems in the original
strong sense as for the case of SDEs driven by Brownian motion in [26].
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