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ABSTRACT
We study a sample of 148 early-type galaxies in the Coma cluster using SDSS
photometry and spectra, and calibrate our results using detailed dynamical models
for a subset of these galaxies, to create a precise benchmark for dynamical scaling
relations in high-density environments. For these galaxies, we successfully measured
global galaxy properties, modeled stellar populations, and created dynamical models,
and support the results using detailed dynamical models of 16 galaxies, including
the two most massive cluster galaxies, using data taken with the SAURON IFU. By
design, the study provides minimal scatter in derived scaling relations due to the small
uncertainty in the relative distances of galaxies compared to the cluster distance. Our
results demonstrate low (≤55% for 90th percentile) dark matter fractions in the inner
1Re of galaxies. Owing to the study design, we produce the tightest, to our knowledge,
IMF-σe relation of galaxies, with a slope consistent with that seen in local galaxies.
Leveraging our dynamical models, we transform the classical Fundamental Plane of
the galaxies to the Mass Plane. We find that the coefficients of the mass plane are close
to predictions from the virial theorem, and have significantly lower scatter compared
to the Fundamental plane. We show that Coma galaxies occupy similar locations in
the (M∗ - Re) and (M∗ - σe) relations as local field galaxies but are older. This, and the
fact we find only three slow rotators in the cluster, is consistent with the scenario of
hierarchical galaxy formation and expectations of the kinematic morphology-density
relation.
Key words: galaxies:clusters:general – galaxies:evolution – galaxies:kinematics and
dynamics – galaxies:fundamental parameters.
1 INTRODUCTION
With the onset of Integral-Field Spectrographic surveys of
galaxies, significant advances have been made in our under-
standing of the properties of galaxies as a class (see Cap-
? E-mail: shravan.shetty@pku.edu.cn
pellari 2016 [hereafter C16] for a review). Initial surveys
such as the SAURON survey (de Zeeuw et al. 2002) and
the ATLAS3D survey (Cappellari et al. 2011) studied the
properties of hundreds of early-type galaxies (ETGs), while
the DISKMASS survey (Bershady et al. 2010) investigated
spiral galaxies. These surveys have since then been followed
up by other surveys such as CALIFA (Sa´nchez et al. 2012)
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that observed both spiral and early-type galaxies using a
sample size of ˜600. Today ever-larger surveys such as the
SAMI (Bryant et al. 2015) and MaNGA (Bundy et al. 2015)
are currently underway with the aim of extending the sam-
ple of galaxies observed using Integral-Field Units (IFU) to
thousands of galaxies in the local universe. Simultaneously,
other IFU surveys are ongoing to further develop our under-
standing of individual galaxy classes. Such examples include
the MASSIVE survey (Ma et al. 2014) which aims to study
massive ETGs out to twice their effective radii, M3G survey
Krajnovic´ et al. (2018) that has observed massive galaxies at
the densest environments, and the recent Fornax3D project
that aims to trace the evolution of ETGs, and the potential
transformation of these galaxies into late-type galaxies, in
dense environments (Sarzi et al. 2018). These surveys allow
astronomers to study the resolved properties of the galax-
ies in the local universe within a statistical framework and
study their variations with global galaxy properties such as
morphology, assembly history, mass, etc.
For several years a great effort has been devoted to
study the scaling relations of galaxies, such as the Faber-
Jackson relationship (Faber & Jackson 1976), Tully-Fisher
relationship (Tully & Fisher 1977), and Fundamental Plane
(Djorgovski & Davis 1987a; Dressler et al. 1987a). This has
been particularly true of the Fundamental Plane, which
relates the luminosity of the galaxy to its size (Re) and
kinematics (σ). The Fundamental Plane can be interpreted
as being an outcome of the galaxies being in virial equi-
librium, however observations of the Fundamental Plane
demonstrate a clear deviation of the relation from that ex-
pected if light follows mass, L ∝ σ2Re (Jorgensen et al.
1996; Hudson et al. 1997; Scodeggio et al. 1998; Pahre et al.
1998; Colless et al. 2001; Gibbons et al. 2001a; Bernardi
et al. 2003; Hyde & Bernardi 2009; La Barbera et al. 2010;
Magoulas et al. 2012). This deviation of the coefficients has
been termed the “tilt” of the Fundamental Plane. It has
been suspected that the observed tilt is due to the approxi-
mations required to translate the virial equation to the ob-
servable quantities; particularly assumptions of a constant
mass-to-light ratio (M/L) of the stellar population of the
galaxies, and that of homology in the structure of the galax-
ies (Renzini & Ciotti 1993; Graham & Colless 1997; Prugniel
& Simien 1996; Forbes et al. 1998; Bertin et al. 2002; Tortora
et al. 2012). Studies by Cappellari et al. (2006), Cappellari
et al. (2013a) (hereafter A3D15), Bolton et al. (2007), and
Auger et al. (2010a) have used dynamical or strong lensing
techniques to demonstrate that the tilt in the Fundamen-
tal plane can be explained by a systematically varying IMF
and/or the Dark Matter fraction within galaxies.
Recent results such as those by van Dokkum & Conroy
(2010), van Dokkum & Conroy (2011) etc have hinted at the
non-universality of the IMF. Studies based on the analysis of
stellar dynamics (Cappellari et al. 2012, 2013b; Posacki et al.
2015; Li et al. 2017), and those based on an analysis of stel-
lar populations (Conroy & van Dokkum 2012; Spiniello et al.
2012; Smith et al. 2012; Ferreras et al. 2013; La Barbera
et al. 2013) demonstrate that the IMF normalization of the
galaxies varies systematically with the velocity dispersion of
the galaxies. Building upon these results, Cappellari et al.
(2013b) (hereafter A3D20) demonstrate that accounting for
this non-universality transforms the observed Fundamental
Plane, with the “tilt”, into the virial condition and hence
non-edge-on projection of the mass plane contains the in-
formation on the evolution of the galaxies. However despite
the qualitative consistency between the independent analy-
ses there is a quantitative inconsistency between the results
(Smith 2014; McDermid et al. 2015). Furthermore, several
publications have presented evidence suggesting that the
variation in the IMF of the galaxies may be due to system-
atic changes in the metallicities of galaxies (Mart´ın-Navarro
et al. 2015; Zhou et al. 2019), and the observed dependence
with velocity dispersion is due to the correlation between
the velocity dispersion and metallicity in galaxies.
In this study, we explore the galaxies of the Coma
cluster using the state-of-the-art dynamical modelling tech-
niques to study the IMF–σ relation of the galaxies and their
scaling relations. We use models to study the IMF-σ rela-
tion of galaxies and their scaling relations. By studying the
Coma cluster, we aim to address the most significant source
of scatter in these relations, the uncertainty in the relative
distance to the galaxies, and hence minimize the scatter in
the relations. While the Coma cluster is close enough to
be feasibly observed using an Integral-Field Spectrograph
(IFS), the cluster is far and dense enough to reduce any un-
certainty of their relative distance to less than 2%. Using a
sample of 53 galaxies observed using the SAURON IFS (Ba-
con et al. 2001a), including the two Brightest Cluster Galax-
ies (BCGs), and a larger sample of 148 galaxies with SDSS
photometric and spectral data (York et al. 2000), we cre-
ated robust dynamical and stellar population models for the
galaxies to study their scaling relations and compare these
to those observed in the local low-density environments.
In the following Section 2, we present a brief description
of the selection criteria for the studied samples. In Section 3
and 4, we describe the data used and the methodology of
our analysis. Section 5 discusses the results of this study,
and in Section 6 we present a summary of our results. For
this study we assume that the Coma cluster is at a distance
of 100Mpc and the universe is flat with Ωm = 0.3, ΩΛ = 0.7
and H0 = 70kms
−1Mpc−1.
2 GALAXY SAMPLES
The galaxy sample for this study is selected from the sample
of 161 galaxies used in Cappellari (2013), where the author
selected galaxies within one square degree of the Coma clus-
ter center with total K-band absolute magnitude limit of
MK < −21.5, which translates to M∗ & 6 × 109 M, at a
distance of 100Mpc. These criteria were designed to be iden-
tical to the ATLAS3D survey parent sample, from which the
ETGs of the ATLAS3D survey were extracted. Here we use
this catalog as our parent sample so that the results can be
directly compared to that of ATLAS3D.
Of this sample of 161 galaxies, we selected 148 galaxies
based on the availability of spectral data in SDSS 12th data
release catalog (Alam et al. 2015). For a subset of 53 galax-
ies, we have data taken using the SAURON IFS mounted
on the William Herschel Telescope. These 53 galaxies in-
habit the central region of the cluster and include the two
BCGs of the Coma cluster. Of these 53 galaxies, due to is-
sues of Signal-to-Noise (S/N), unexpected artifacts in the
data, etc., dynamical models for only 42 galaxies could be
made. Of these, two galaxies did not have SDSS spectral ob-
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Figure 1. Here we present the histogram distribution of the orig-
inal sample of 161 galaxies in blue, and compare it to the two
sample sets used in this study; the full sample represented in red
and the SAURON subset represented by green. The histogram
demonstrates that both samples represent the original in an un-
biased manner, allowing the results of this study to be applicable
to the cluster in general.
servations. For simplicity of presentation, we ignore this fact
in what follows we still refer to the galaxies with SAURON
data as a subset of the main sample.
In Fig. 1, we present the MK distribution of the full
sample and the SAURON subset and compare them to the
original sample of 161 galaxies. The histogram demonstrates
that the full sample, and the SAURON subset, are represen-
tative of the observed distribution of the MK of the origi-
nal sample. To quantify this, we conducted the two-sample
Kolmogorov-Smironov test (Chapter. 7 of Pratt & Gibbons
1981), finding that the null hypothesis, i.e., two samples are
derived from the same parent sample, is accepted with p-
values of 1 and 0.99 for the full sample and SAURON subset
respectively. The unusually high p-values for these tests are
likely because p-values are random variables that are biased
to lower values when the null hypothesis is false. Hence a
high value of p-value is only indicative of the acceptance of
the hypothesis but not a quantification of it (Bland 2013).
3 DATA
3.1 SDSS Photometric and Spectroscopic Data
The generation of dynamical models for observed stellar
kinematics requires one to specify (i) the distribution of the
total mass, from which the gravitational potential is gener-
ated, and (ii) the distribution of the “tracer” population, for
which one wants to predict the kinematics with the models.
The latter is typically obtained by deprojecting the surface
brightness of the galaxies. In this study, we use the r-band
mosaic images provided by SDSS (York et al. 2000) in their
12th data release (Alam et al. 2015) to do this, due to the
high S/N of the filter. Additionally, this band is close in
wavelength coverage to the wavelength range used to de-
rive the stellar kinematics of the full sample (as will be de-
scribed in Section. 4.1.1) and hence closely describes the
“tracer” population of the stellar kinematics. The median
r-band point spread function (PSF) width of the survey is
1.43′′, and the images used in this study have a spatial scale
of 0.396′′/pixel.
In addition to the photometric data, we also used spec-
tral data from SDSS for the 148 galaxies in the full sample.
While most galaxies were observed as part of the SDSS-
I/II survey (York et al. 2000), two galaxies were observed
in the BOSS survey in SDSS-III (Dawson et al. 2013). Con-
sequently, the data were observed either using the original
SDSS spectrographs, or the BOSS spectrograph. These in-
struments observe using different aperture diameters, i.e., 3′′
and 2′′ respectively, which is vital to note when modelling
the dynamics of the galaxies. Both these instruments observe
in similar wavelength ranges, around 3,800 – 9,200A˚, and at
similar spectral resolution (˜69km/s) though the BOSS in-
strument does observe out to slightly higher and lower wave-
lengths. For a detailed comparison of the two instruments,
we refer the interested reader to Ahn et al. (2012).
3.2 SAURON IFS data
In addition to the SDSS data, we have obtained IFS data
for 53 galaxies using the SAURON instrument mounted on
the William Herschel Telescope in the La Palma Observa-
tory. The SAURON instrument was a lenslet-based IFS, con-
sisting of ˜1,400 spaxels, capable of observing in the wave-
length range 4,810 – 5,350A˚ (Bacon et al. 2001a). We ob-
served our galaxies in the low-resolution mode of SAURON,
which observes 41′′ × 33′′ of the sky at a spatial resolution
of 0.94′′/spaxel. The spectral resolution of the instrument
is 3.9A˚ FWHM, which corresponds to an instrumental ve-
locity dispersion of 98 km s−1. The galaxies were observed
in March and May 2012 and April 2013 with a 1-hour ex-
posure on each galaxy split between two dithered 30-minute
exposures.
The data were reduced using the XSAURON software
(Bacon et al. 2001b; Emsellem et al. 2004), which imple-
ments bias subtraction, flat-fielding, wavelength calibration,
and sky-subtraction on the observed data to produce the
final “data cubes”, where each (x, y) coordinate in the file
has a corresponding spectrum.
3.3 High-Resolution Photometry
In order to create accurate dynamical models for of the two
BCGs, and hence measure their Supermassive Black Holes
(SMBH), we require high-resolution photometry to generate
high-resolution mass maps. For this we utilize Hubble Space
Telescope photometry observed as part of the HST pro-
gram GO–11711 by J. Blakeslee. These images were taken
with the Advanced Camera for Surveys Wide Field Chan-
nel (ACS/WFC) using the filter F814W. The observations
were dithered to improve bad pixel rejection and analyzed
using the standard pipeline of the Space Telescope Science
Institute’s Mikulski Archive for Space Telescopes (MAST).
The final image has a resolution of 0.05”/pixel and a PSF
of 0.1-0.14” FWHM, as modeled by the TinyTim software
package (Krist et al. 2011).
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4 ANALYSIS
4.1 Stellar Kinematics
To model the observed spectra of galaxies, we used the pe-
nalized pixel fitting (pPXF) method and code by Cappellari
& Emsellem (2004) and updated by Cappellari (2017)1. This
code fits the observed galaxy spectra with a set of template
spectra in pixel space using a Gaussian parametrization for
the line-of-sight velocity distribution (LOSVD) of the galaxy
(Gerhard 1993; van der Marel & Franx 1993). In addition to
this, pPXF also permits the use of multiplicative and addi-
tive polynomials. These polynomials can account for some
variation between the continuum shape, which can arise due
to the galaxy spectrum and template spectrum being ob-
served by different spectrographs, and template mismatch.
We use the Indo-US Library of Coude´ Feed Stel-
lar Spectra Library (Valdes et al. 2004) as our template
set. This library consists of 1,273 stellar spectra covering
the wavelength range of 3,460–9,464A˚ at a resolution of
˜1.35A˚ FWHM (Beifiori et al. 2011). This template set was
selected as it has the most extensive coverage of stellar pa-
rameters at a resolution higher than that of the SDSS spec-
tra within the wavelength range used to derive the stellar
kinematics (See Section. 4.1.1). Also, we assume the LOSVD
of our galaxies to have a gaussian shape, i.e., we fit for only
the stellar velocities and dispersions of the LOSVD and set
the higher-moments of kinematics to zero.
4.1.1 Kinematics for the full Sample
The velocity and the velocity dispersion of each galaxy was
derived using the SDSS spectra of the galaxies. These spec-
tra cover a large range in wavelength, however, in this study,
we compare and calibrate the analysis of the full sample with
that of the SAURON subset and hence to ensure comparable
analysis we use only the wavelength range of the SAURON
IFU, i.e., 4,810 – 5,350A˚, to derive the kinematics of the full
sample.
4.1.2 Kinematics for the SAURON Subset
To fit for the individual spectra of the SAURON datacubes,
we use the same technique as described above. However, due
to the light profile of galaxies, the S/N in each spaxel of an
IFS data cube spans a large range of values. Hence, when
working with IFS data it is common practice to spatially bin
the results over the plane of the IFS so as to recover informa-
tion within spaxels with low S/N. For the SAURON data,
we bin the low S/N spaxels using the voronoi 2d binning
code1 (Cappellari & Copin 2003) which bins the spaxels
according to Voronoi tessellations (Okabe 2016). The code
does so while not strictly forcing the solution to the desired
S/N as this may result in the loss of spatial information.
In order to bin spaxels to a desired S/N, we first need
to derive reliable estimates for the S/N of the spaxels. The
data reduction software, XSAURON, does include within
the data cube the formal error for each spectral pixel. Thus a
formal estimate of the S/N of the spaxels is trivial. However,
to test the reliability of the formal estimate, we compared it
1 http://purl.org/cappellari/software
with S/N derived using the residuals from the full spectrum
fitting of the spectra. This test demonstrated a linear rela-
tionship between the two quantities however the formal es-
timate did over-state the S/N compared to the latter. Hence
before binning, the S/N of the spaxels was corrected for this
over-estimation.
Based on these calibrated noise estimates, we clip
spaxels with S/N less than 1, as these spaxels are noise-
dominated, and then use voronoi 2d binning to bin the
spaxels to a target S/N of 25. At this value, the kine-
matic maps generated are consistent with those generated
at higher values, while retaining the highest spatial informa-
tion of the data.
Template mismatch can have severe consequences on
the derived kinematics of galaxies. Hence, it is crucial to
take steps to minimize the effect that this may have when
deriving the kinematics for bins with low S/N. To make our
results robust to this effect when fitting low S/N spaxels,
for each galaxy we derive an optimal template by fitting
the high-quality spectrum derived by co-adding the spaxels
within the effective radii of the galaxy. This optimal tem-
plate is then used to fit for the kinematics of all the bins
within the data cube. In these fits, we use additive Legen-
dre polynomials of degree 4 to account for any variations in
the stellar populations across the field of view of the IFU.
To test the efficacy of this approach, we compared the mea-
sured kinematics with that measured by fitting each bin with
the stellar template set and find no significant systematics
between the two quantities.
4.2 Parametrization of Surface Brightness
As mentioned previously, the dynamical modelling of galax-
ies requires a parametrization of the galaxy surface bright-
ness. We did this using the Multi-Gaussian Expansion
(MGE) parametrization (Emsellem et al. 1994; Cappellari
2002) as implemented by the mge fit sectors code1. This
technique can fit for multiple components of a galaxy while
allowing for an analytical accounting for the point spread
function of the instrument and deprojection of the observed
light when the inclination is known.
For the galaxies in the Coma cluster, we modeled the
surface brightness of the galaxies using their r -band mosaic
images obtained from SDSS DR12 (Alam et al. 2015). The
images were downloaded as thumbnails of size 75′′ × 75′′
for most galaxies, while for smaller galaxies these thumb-
nails were reduced to 40′′×40′′. Visual observations of these
thumbnails verified the complete coverage of the galaxy light
with additional sky coverage to estimate the sky and noise
levels.
When fitting for the surface brightness of galaxies, it
is critical to ensure that the pixels used for the procedure
contain information of the intrinsic light profile of the galax-
ies. During the parametrization process, we realized that
light halos, caused by the internal reflection of the galaxy
light within the telescope’s optical components (Slater et al.
2009), had a significant effect on the final result. Though
these faint effects are not visually observable in the SDSS
images, due to their low surface brightness, they do bias
the parametrization algorithm towards more extended pro-
files. To avoid this artificial extension, we visually fine-tuned
the minimum counts each pixel must have to be included in
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the parametrization algorithm. Also, given the high-density
environment of the cluster, these parametrizations were oc-
casionally affected by the presence of nearby galaxies. In
these cases, global quantities, such as average ellipticity and
position angle, was based on the observations of the inner
region of the galaxies. Where possible, the photometric po-
sition angle of the galaxies was manually changed to match
the observed kinematic position angle of the galaxy.
Furthermore, the presence of non-axisymmetric fea-
tures, such as bars, can affect the results of the fit and
force it away from the underlying stellar distribution. We
reduce this effect by adapting the prescription described in
Scott et al. (2013). As per this, following an initial fit to
the galaxies, we iteratively constrain the allowed minimum
axial ratios of the Gaussians being fitted to the galaxies un-
til the subsequent change in the mean absolute deviation of
the fits grows by > 10%. This step is repeated while con-
straining the maximum allowed axial ratio. By doing so, the
MGE model is pushed away from modelling these pertur-
bations and instead models the underlying dominant light,
and hence stellar distribution. This method significantly im-
proves the dynamical models, providing improved predic-
tions of the galaxy kinematics and better predictions of the
galaxy inclination when compared to that inferred from the
shape of the galaxy disk (Scott et al. 2009a).
In this study, we use the light profile models generated
from the MGE technique to measure the total magnitudes,
effective radii (Re) and the major axis of the isophote con-
taining half the light (RMaje ) of the galaxies in our sam-
ples. The effective radii of the galaxies, Re, is determined
as the radius containing half the light of the model when
the model Gaussians have been circularized. A3D15 found
that the effective radii, derived using the same photometric
data (SDSS r-band photometry) and technique, underesti-
mated the quantity derived by 2MASS, when 2MASS was
calibrated to the RC3 catalog (de Vaucouleurs et al. 1991).
To correct this inconsistency, the authors recalibrated their
derived sizes by a factor of 1.35. In this study, we adopt the
same correction for measured sizes for our galaxies.
4.3 Models for Gravitational Potential
In order to model the stellar kinematics of galaxies, the un-
derlying gravitational potential traced by the stars is re-
quired. However, much about the distribution of matter in
galaxies is unknown, and it is not possible to confidently
model “realistic” gravitational potential for galaxies. Hence
to ensure robust interpretation of the results, in the follow-
ing sub-sections we present a diverse set of models for this
gravitational potential.
It is important to note here that though the stars and
dark matter dominate the gravitational potential of galaxies,
this is not true in their innermost regions. In the innermost
parsecs of galaxies, the gravitational potential of galaxies
are dominated by their Supermassive Black Hole (SMBH).
Here we model them using the MBH−σe relation (Ferrarese
& Merritt 2000; Gebhardt et al. 2000) with the parameters
given by Kormendy & Ho (2013, eq. (7)). However, to further
ensure that these SMBHs do not affect the results presented
in this study, we have masked the spaxels within the inner
1′′ of the galaxies, which at its assumed distance of 100 Mpc
(Carter et al. 2008) effectively masks the inner ˜0.8 kpc.
For the two BCGs of the cluster, for whom we have high-
resolution photometric data and for which RBH is resolved,
we do not apply this mask and allow the mass of the SMBH
to be a free parameter in the models.
4.3.1 Self-Consistent Model
The first model that we use for dynamical modelling is the
self-consistent model, which assumes that the total mass dis-
tribution of a galaxy follows the distribution of its light.
Such a dynamical model of the galaxies can be described by
just three free parameters: (i) the inclination of the galaxy,
(ii) the velocity anisotropy, defined as βz(r) = 1− ( σz(r)σR(r) )
2
where σz and σR are the velocity dispersion along the axis of
symmetry and radial axis of the galaxy, and (iii) the Mass-
to-Light ratio, (M/L)JAM . Optimizing the first two param-
eters predicts the shape of the stellar kinematics, while the
(M/L)JAM scales the stellar kinematics to match that ob-
served.
The deprojection of the observed surface brightness
into a corresponding three-dimensional density distribution,
needed to model and predict kinematics, is a mathematically
degenerate problem (Rybicki 1987). This problem is gener-
ally solved by ad hoc assumptions on the intrinsic shape of
the galaxies. However, the MGE parametrization, for a given
inclination, provides a unique solution for this deprojection.
It does so by enforcing ellipsoidal/spheroidal equidensity
and is known to provide luminosity densities that resem-
ble realistic surface brightness when viewed at any angle.
Concurrently, the MGE parametrization places limits on the
possible values of inclination of galaxies, to permit realistic
density distributions. For an axisymmetric galaxy, one can
constrain the possible range of inclinations by requiring that
the minimum axial ratio of every Gaussian be larger than a
small value, like 0.05. This is done using eq. (10) of Cappel-
lari (2002):
q2 =
q′2 − cos2 i
sin2 i
(1)
here, q′ is the minimum axial ratio of the Gaussians used
to fit the galaxy photometry, i is its inclination (i = 90◦ is
edge-on), and q is the intrinsic axial ratio of the galaxy.
The velocity anisotropy describes the shape of the veloc-
ity ellipsoid. Though in real galaxies, the velocity anisotropy
is known to vary radially across a galaxy in this study, we
fix the βz of a galaxy to be constant. This assumption was
tested by Cappellari (2008) and Lablanche et al. (2012),
where the authors concluded that this assumption had a
minor effect on the derived (M/L) and inclinations of the
galaxies within the limitations of the JAM models. More
recently, Li et al. (2016) assessed the ability of the JAM
models to accurately model the kinematics of 1,413 realistic
galaxies in the ILLUSTRIS simulation (Vogelsberger et al.
2014). They conclude that the models recovered the “total”
density profiles of the galaxies with good accuracy and neg-
ligible bias. More recently, an extensive study of 54 galaxies
using the Asymmetric Drift Correction method, Jeans mod-
els (JAM), and Schwarzschild models by Leung et al. (2018)
found that Jeans models and Schwarzchild’s orbit superpo-
sition models reproduced the dynamical mass of galaxies
in 1Rewithin 20% scatter. In this study, we limit the val-
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ues of βz for our models to between 0 and 1 as previous
studies, using the more general Schwarzschild’s orbit super-
position models (Schwarzschild 1979), demonstrate that the
βz is well within this range (Cappellari et al. 2007; Thomas
et al. 2009).
As mentioned earlier, the inclination and velocity
anisotropy of the galaxies constrain the shape of the stel-
lar kinematics, which can then be matched to the observed
stellar kinematics of the galaxies to calculate the dynamical
(M/L) of the galaxies. However, for the full sample, no in-
formation on the shape of the stellar kinematics is available.
Hence for these galaxies, we have assigned default values
to their inclination and velocity anisotropy. The inclination
of these galaxies has been set to 60◦, which is the average
inclination for a set of randomly oriented galaxies. If an in-
clination of 60◦ is inconsistent with Eq. 1, then the lowest
permitted inclination for the galaxies is used as its inclina-
tion. The velocity anisotropy for these galaxies is set to 0.2.
This value is driven by empirical measurement and detailed
Schwarzchild modelling of the velocity anisotropy of 48 local
elliptical and S0 galaxies (Cappellari et al. 2007).
4.3.2 Abundance-Matched Model
For this model, the total mass profile is described as the
sum of the stellar and dark matter distribution. The shape
of the stellar distribution is defined by the surface bright-
ness of the galaxies, while the dark matter is a spherical
NFW profile (Navarro et al. 1996). For a given stellar M/L,
i.e. (M∗/L)AMdyn , we can determine the stellar density pro-
file and total stellar mass of the galaxy using the MGE pa-
rameterization of its photometry. The relation between the
stellar-to-halo mass relation (SHMR) of Moster et al. (2013)
and c200 −M200 relation by Klypin et al. (2011) then con-
strain the parameters of the dark matter halo and give the
density profile of the halo. Hence, the (M∗/L)AMdyn of a galaxy
constrains the total density profile, and the gravitational po-
tential, of the galaxy. Since both relations used to constrain
the dark matter profile of the galaxies are based on cos-
mological simulations, this model is heavily reliant on the
theoretical assumptions of abundance matching.
As with the previous model, we solve for the best-fitting
dynamical models of the SAURON sub-set galaxies by op-
timizing for the three parameters of the galaxies: (i) the in-
clination of the galaxy, (ii) the velocity anisotropy (βz), and
(iii) Stellar Mass-to-Light ratio ((M∗/L)AMdyn ). The solution
for the full sample is also derived similarly to the previous
model, i.e., by fixing the values of the inclination and βz and
optimizing for (M∗/L)AMdyn .
4.3.3 Power-Law Model
The third dynamical model is motivated by the empirical
results of lensing studies (see review by Treu 2010) and dy-
namical modelling (Cappellari et al. 2015). These results
suggest that the total density profile of galaxies, within the
region that this study samples, is well reproduced by a single
nearly-isothermal profile, ρtot ∝ r−γ . We model this gravi-
tational potential using a generalized NFW profile, i.e.:
ρtot(r) = ρs
(
r
rs
)γ (
1
2
+
1
2
r
rs
)−γ−3
, (2)
where ρs is the density of the galaxy profile at scale radius,
rs. The break in the profile takes place at large radii, well
outside the region sampled in the study, and hence, this pro-
file is indistinguishable from that of a pure power-law, and
its shape is affected only by γ. Also, the kinematics analysed
in this study cannot reliably constrain the rs of the profile
as the quantity has minimal effect on the kinematics in the
region studied here. Hence, we fix its value to 20 kpc, the
median value for all ETGs in ATLAS3D as per their E dy-
namical model. Therefore, the predicted stellar kinematics
of this model is defined by only four free parameters: (i)
galaxy inclination, (ii) velocity anisotropy (βz), (iii) ρs, and
(iv) slope of the profile (γ).
This assumption on the total density profile is only
used to model the two-dimensional stellar kinematics of the
SAURON sample as the one-dimensional kinematic data of
the full sample cannot constrain the ρs and γ parameters of
the dynamical model.
4.4 Dynamical modelling
With an MGE parametrization for the observed surface
brightness for the galaxies in the cluster, and a model for
their gravitational potential, we can now predict their sec-
ond moment of velocity, v2los, using the Jeans Anisotropic
Models (JAM)1 method (Cappellari 2008). For this study,
we used version 5.0.9 of the code on Python 2.7. This code
solves the Jeans equation for axisymmetric galaxies while
assuming a velocity ellipsoid flattened along the axis of sym-
metry as observed in local galaxies (Cappellari et al. 2007;
Thomas et al. 2009). By comparing the predicted v2los with
the observable Vrms =
√
V 2 + σ2, where V and σ are the
velocity and velocity dispersion, we can determine the best-
fitting dynamical model that describes the observed galaxy.
4.4.1 SAURON Subset
For every gravitational potential model discussed in Sec-
tion 4.3, we optimize the free parameters of the model to
reproduce the observed Vrms fields of the galaxies in the
SAURON subset. However, for most galaxies, the observed
kinematics maps appear noisy, which is inconsistent with the
observed smooth galaxy images. Hence to reduce the effect
of outliers values in the observed kinematic fields, we sym-
metrize these fields. We adopt the symmetrization technique
used by Cappellari et al. (2015). Briefly, this technique dupli-
cates every observed Vrms at position (xi, yi) to the positions
(−xi, yi), (xi,−yi) and (−xi,−yi). This newly generated set
of data points is then smoothed using the two-dimensional
LOESS technique of Cleveland (1979) as implemented by
A3D15. In doing so, the technique exaggerates symmetric
statistical features of the stellar kinematics while creating
smooth kinematic fields, which are to be expected given the
smooth photometry of the galaxies. It is to these fields that
we fit to generate dynamical models of the galaxies. To fur-
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ther clean our kinematic fields during the modelling process,
we create initial dynamical models and clip data points with
absolute residuals greater than 2.6 times the bi-weighted
standard deviation, i.e., we clip the spaxels with the largest
1% of the residuals. This process is repeated until the pro-
cess converges on a consistent set of data points, ensuring
the models are not affected by erratic data. In the case of
our two BCGs; due to the high S/N of the observed IFU
datacubes, we do not symmetrize the kinematic fields for
the dynamical modelling process.
To determine the best fit models for our SAURON sub-
set we optimize for the free parameters of the dynamical
models presented in Sections. 4.3.1–4.3.3 using a Bayesian
inference technique. In particular, we compute the poste-
rior distribution of the free parameters of each model using
the emcee 2 (Foreman-Mackey et al. 2013) implementation
of the affine-invariant Markov-Chain Monte Carlo (MCMC)
proposed by Goodman & Weare (2010). The prior distribu-
tion of the free parameters is a constant within given reason-
able limits and falls sharply beyond them. Assuming gaus-
sian errors, we model the probability of a model for a set of
parameters as:
P (data|model) ∝ exp
(−χ2
2
)
, (3)
where the χ2 is defined as
χ2 =
∑
j
〈v2los〉1/2j − Vrms,j
∆Vrms,j
2 , (4)
here
〈
v2los
〉1/2
j
is the predicted second moment of velocity
for the dynamical model being evaluated, while Vrms,j and
∆Vrms,j are the observed stellar kinematic and its error, in
the jth bin of the galaxy’s two-dimensional kinematic map.
The best fit values of the free parameters, and their associ-
ated uncertainties, are derived from their respective poste-
rior distributions.
In order to test the quality of the dynamical models, we
visually compared the observed kinematics with that pre-
dicted by the best-fit models. This comparison was done be-
tween the observed Vrms maps, post symmetrization, and
the
〈
v2los
〉1/2
for the best fit dynamical model. Based on
these plots we visually classify the data quality into three
groups using similar classification as A3D15: galaxies with
good dynamical models that reproduce the observed kine-
matic structures (Qual = 2 in Appendix. A), galaxies accept-
able dynamical models that reproduce some of the observed
kinematic structures (Qual = 1), and galaxies for whom re-
liable kinematics could not be derived (Qual = 0). For the
visual classification, we have focused solely on the reproduc-
tion of kinematic features that are sufficiently far from the
center that they are not affected by an inaccurate estimate
of the SMBH.
2 http://dan.iel.fm/emcee/current/
4.4.2 BCGs: NGC4874 & NGC4889
For the two BCGs, NGC 4874 and NGC 4889, additional
steps were taken to ensure high-quality dynamical models
can be created. For these dynamical models, we replace the
MGE results taken from the SDSS photometric data with
that from the higher-resolution HST data. These new mod-
els permit us to generate higher resolution dynamical models
of the galaxies in the region covered by the IFU.
Moreover, these galaxies are expected to be weakly tri-
axial, and hence modelling them with the assumption of
axisymmetry is not realistic. Therefore for these galaxies,
we created models using the code jam sph rms, which is
described in Section 3.2 of Cappellari (2008). In these mod-
els the surface brightness and mass profile of the galaxies
are circularized and, since these galaxies have minimal rota-
tion, we assume that the velocity dispersion of the galaxies
is a close approximation of the actual Vrms of the galaxies
as slow rotators are close to spherical systems (e.g.: C16).
4.4.3 Full Sample
In the case of the full sample, we generate dynamical mod-
els using the self-consistent and abundance matched models
to determine the (M/L)JAM and (M∗/L)AMdyn for the galax-
ies. These models are generated using the JAM algorithm.
Using the observed light profile, and assumed mass model,
velocity anisotropy and inclination for the galaxies, as pre-
sented in Section. 4.2-4.3.2, the algorithm can generate an
expected Vrms that a spaxel of radius equivalent to that
of the SDSS fibre would observe. The expected Vrms can
then be scaled to match the measured velocity dispersion of
the galaxies by scaling the (M/L)JAM for the self-consistent
models, and (M∗/L)AMdyn for the abundance matched mod-
els. For this latter stage, we use the Levenberg-Marquardt
method which solves non-linear least-square problems (Lev-
enberg 1944; Marquardt 1963), implemented using LMFIT
code in Python (Newville et al. 2014).
The use of these simple dynamical models over the virial
relation is motivated by the observed sensitivity of the lat-
ter on the technique used to measure Re of galaxies. This
sensitivity is demonstrated in section. 4.4 of A3D15 wherein
the authors demonstrate that dynamical masses determined
using simple virial estimators vary systematically compared
to that measured using detailed dynamical models. Through
our technique, we can account for the complex light profiles
observed in real galaxies, more so than simple Se´rsic pro-
file, and can include physically motivated velocity anisotropy
and intrinsic flattening. As a consistency test, we compared
the (M/L)JAM measured by the technique against the same
measured by the detailed dynamical modelling of the ob-
served SAURON data for 15 galaxies with Qual = 2 (i.e.
the observed kinematic structures of the galaxies are well
reproduced by the models). The linear relation between the
log of the quantities has a slope of 1.09±0.17, and a scatter
of 0.07dex.
4.5 Stellar Population modelling
The modelling of the stellar populations of these galaxies
was done via the full-spectrum fitting technique using the
pPXF code and single stellar population models. However,
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Figure 2. An example of the typical quality and result of the full spectrum fitting of the SDSS spectrum with the MILES stellar
population models for IC3943. In the top panel, we present the observed galaxy spectrum in a solid black line with the best-fit spectrum
overlayed in red. The green points in the panel present the residuals for the fit, offset to ease examination, with the blue points representing
the same for pixels clipped during the fitting process. The panel demonstrates that the full spectrum fitting reproduces the observed
galaxy spectrum very well. The lower panel illustrates the distribution of weight in the best-fit solution for the different stellar population
models, with darker shade representing higher relative weight for the SSP of a given age and metallicity. Together the plots demonstrate
that the regularization of the weight distribution allows the code to reproduce the observed galaxy spectrum while simultaneously
ensuring a smooth star formation history for the galaxies.
the solution for the star formation history of galaxies is de-
generate, and hence any modelling of the underlying stellar
populations of galaxies is dependent on the fitting technique.
In this study we adopted to regularize the weights (see Cap-
pellari 2017) associated with population models along the
template grid until the χ2 of the galaxy spectrum fit in-
creases with respect to an un-regularized fit by
√
2×NDoF
(Press 2007, section 19.5). This technique guides the full
spectrum fitting algorithm away from unrealistic formation
histories (with random isolated formation events) to a more
realistic formation history wherein stars form continuously
and gradually in a galaxy. Simultaneously this technique al-
lows for the inclusion of a second burst in star formation if
the data requires one. For a detailed description of the tech-
nique, we refer the reader to section 2.5 of McDermid et al.
(2015).
For these galaxies, we model the stellar populations us-
ing the MILES stellar population models (Vazdekis et al.
2015) which are based on the MILES empirical stellar spec-
trum library (Sa´nchez-Bla´zquez et al. 2006; Falco´n-Barroso
et al. 2011). The template grid covers an age range of 0.08 –
14.1 Gyrs in 22 steps sampled logarithmically, and six metal-
licities; -1.71, -1.31, -0.70, -0.39, 0.00, & +0.22. Despite the
availability of stellar population models up to ages of 17.78
Gyrs for this study we limit our templates to 14.1 Gyrs, the
approximate age of the universe since it is unrealistic for
galaxies to host older stellar populations. The stellar popula-
tion models span a wavelength of 3,540 – 7,410A˚. We model
the stellar population of the galaxies using their SDSS spec-
trum, however, due to limitations in the wavelength range
of the models, only 3,900 – 7,500 A˚ of the SDSS spectra are
used. These models assume a Salpeter IMF (Salpeter 1955)
and use 0.1 M and 100 M lower and upper stellar mass
cut-offs respectively.
Since the MILES population models are based on the
MILES empirical stellar spectra library, the models have a
resolution limit of 2.54A˚ as well. However, the instrumen-
tal resolution of the SDSS spectra varies significantly across
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their wavelength coverage, with significant portions having
a higher resolution than the MILES models. To account for
this variation during the stellar population synthesis, we
broadened the observed galaxy spectrum as a function of
wavelength, using the gaussian filter1d module provided
with pPXF, to match the resolution of the MILES models
across the observed wavelength range. To test the effect of
this approach, we compared the results against the results of
stellar population modelling without the correction for the
varying resolution and found no significant differences.
In Fig. 2 we present an example of results of the full-
spectrum fit to the observed galaxy spectra and the weight
distribution of the templates used along a grid of model age
and metallicity. These plots demonstrate that our stellar
population modelling technique can reproduce the observed
galaxy spectrum with relatively small residuals while ensur-
ing a smooth star formation history for the galaxies.
Based on the resulting weights of the regularized spec-
tral fitting, we derive the stellar (M∗/L)Salppop and age of the
stellar populations using:
(M∗/L)Sal =
∑
j wjM
nogas
?,j∑
j wjLB,j
, (5)
〈log(Age)〉 =
∑
j wj log(Agej)∑
j wj
, (6)
where wj is the weight attached to the j
th stellar population
model by the regularized mass-weighted fit to the galaxy
spectrum, Mnogas?,j is the mass of the model that is in stars
and stellar remnants, log(Agej) is the log of the age of the
model and Lr,j is the r -band luminosity of the template.
5 RESULTS
Using the above analysis, we have determined a number of
physical quantities for our two galaxy samples. These quan-
tities are presented in Appendix. A and Appendix. B for the
SAURON subset and full sample, respectively. Vrms field
maps and MGE parametrization used for the dynamical
modelling of the SAURON subset are available as supple-
mentary material on the journal website.
5.1 Dark Matter in Galaxies
In this study we have used two independent assumptions
for dark matter in our SAURON subset of galaxies; AM
(Abundance-Matched) model based on numerical simula-
tions, and PL (Power-Law) model based on empirical obser-
vations. These model assumptions are sufficiently distinct to
provide a sense of the expected systematic uncertainties in
our dark matter determinations.
For the Abundance-Matched model, we use the best fit
(M∗/L)AMdyn to define the dark matter halo of the galaxy, as
described in Section. 4.3.2. The stellar mass distribution of
the galaxies is given by the deprojection of their light profile
multiplied by the (M∗/L)AMdyn . To quantify the dark matter
content in galaxies, we measure their dark matter fractions
which is the ratio of the mass of the dark matter halo to the
total mass within a sphere of radius 1Re.
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Figure 3. The dark matter fractions within a sphere of radius
1Re for the SAURON subset using the IFU data, calculated from
the best fit dynamical models using the Abundance Matching
model (top) and the Power Law model (bottom). The blue circles
represent the galaxies with Qual = 2 and the two BCGs of the
cluster, while the red crosses represent the rest. The solid blue
line represents the curve fit to the dark matter fraction derived
for the ATLAS3D galaxies using a model similar to that of the
Abundance Matching model in this study. A comparison between
the dark matter fractions derived from the two distinct models,
robustly indicates that the dark matter fraction of these galaxies
are low. However, the plot presents a discrepancy between the
dark matter fractions derived for NGC 4889 using the two models.
Upon investigation, we find that we are unable to reproduce the
observed spatially resolved stellar kinematics of the galaxies using
the abundance matching model and hence highlighting a potential
discrepancy between theory and observations.
To calculate dark matter fraction for the PL model,
one needs to the first disentangle the stellar and dark mat-
ter component from the total density distribution, which is
fitted to observed data. To do this, we proceed as Mitzkus
et al. (2017) and Poci et al. (2017) by defining the problem
as
ρtot(r) = (M∗/L)
PL
dynρ∗(r) + ρsρDM, (7)
where,
ρDM =
(
r
rs
)−1(
1
2
+
1
2
r
rs
)−2
γ = −1, (8)
here the best-fitting total density profile of the PL model,
ρtot(r), is defined as the linear sum of the stellar density
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Figure 4. The dark matter fraction within a sphere of radius
1Re as derived from the simple dynamical models using the one-
dimensional SDSS spectra for the Full sample. The plot includes
all 148 galaxies of the full sample, including the galaxies in the
SAURON subset. The solid line in the plot represents the trend
seen in the sample by ATLAS3D using a similar model for the
total mass profile of the galaxies.
profile and the dark matter halo of the galaxy. The stellar
density profile is the observed light profile of the galaxy,
deprojected using the best-fit galaxy inclination from the
dynamical modelling, and scaled by the stellar M/L of the
galaxy, i.e. (M∗/L)PLdyn . For our dark matter halo, we assume
an NFW profile (Navarro et al. 1996), hence our dark matter
halo is defined by the shape of the profile, Eq. 8, scaled
by an amplitude ρs. We disentangle the stellar and dark
matter halo from our best-fit total density profile for the
galaxy by optimizing for the two free parameters in Eq. 7, i.e.
(M∗/L)PLdyn and ρs, that reproduces the best-fit total density
profile.
In Fig. 3, the dark matter fractions for the SAURON
subset are presented for both models. The plots robustly
demonstrate that for most galaxies, the dark matter fraction
within a Re is low. Quantifying this result for the Abundance
Matched model, 90th percentile of galaxies classified as hav-
ing good models, have a dark matter fraction of ˜50% and
a median of 11.2%. For the Power Law model, these quan-
tities are 34.6% and 25% respectively. This result is consis-
tent with the results found by Thomas et al. (2007) where
the authors used long-slit data of 17 ETGs in the Coma
cluster to create axisymmetric Schwarzchild models for the
galaxies. These authors find that the dark matter fraction
for their galaxies are mostly within 10-50%, consistent with
our determinations. These values are also consistent with
those found by A3D15 and Poci et al. (2017) who used a
diverse set of models for the dark matter halo, and total
mass profile for the ATLAS3D galaxies respectively. Cos-
mological simulations have also predicted low dark matter
fractions for the inner regions of galaxies (e.g. Kobayashi
2005; Taylor & Kobayashi 2015). However, our results are
quantitatively inconsistent with these predictions. Further
work is needed to investigate the origin of this inconsistency
and is beyond the scope of this study. In Fig. 4, we present
the dark matter fractions determined using the abundance
matched model for the full sample. The plot, consistent with
results in Fig. 3, demonstrates the low dark matter fraction
for most galaxies in the full sample.
One source of uncertainty in these results is the effect of
gradients in stellar populations within our observed early-
type galaxies. Studies on the stellar population of early-
type galaxies using IFU observations have demonstrated the
presence of strong negative metallicity gradients (e.g.: Scott
et al. 2009b; Gonza´lez Delgado et al. 2014, 2015; Greene
et al. 2015; Boardman et al. 2017; Parikh et al. 2019; Fer-
reras et al. 2019). These invariably lead to a non-constant
M/L within the galaxies and hence could potentially have
a significant impact on the derived stellar mass estimates
(Bernardi et al. 2018) and on our measured dark matter
fractions.
In order to study the effect of these gradients, we intro-
duced a M/L gradient and recreated the dynamical models
for the two samples of galaxies. The M/L gradient used in
this test was based on the results of Domı´nguez Sa´nchez
et al. (2019) where the authors studied gradients of various
stellar population properties within elliptical and S0 galaxies
of the MaNGA-DR15 survey (Aguado et al. 2019). Within
their sample, the authors find that galaxies with the highest
central velocity dispersions and absolute r -band magnitudes
demonstrate the strongest but modest gradient, with M/L
never varying more than a factor of two out to 0.8Re. Since
we intend to identify the effect stellar population gradients
can have on the derived stellar M/L of the galaxies, we im-
plement the steepest M/L gradient observed by the study to
all galaxies in our two samples. For simplicity we ignore the
variation of the M/L gradients observed to correlate with
different galaxy properties and enforce a linearly varying ra-
dial M/L gradient.
The M/L gradient was incorporated into the density
profile of the dynamical models by the rescaling the Gaus-
sians of the MGE models describing the stellar mass profile
of the galaxies (please refer to Section. 4.3) with the ex-
pected change in the M/L at the gaussian’s dispersion. This
gradient scaling was introduced for the entire MGE mod-
els which extend well beyond the region wherein the stellar
kinematics are measured.
We find that a radial gradient in the stellar M/L within
the field of view of our observations increases the average
stellar M/L measurement by ¡10% and average dark matter
fraction within an Re by ¡0.02. These systematic offsets are
well under the uncertainties on these quantities, and hence a
systematic effect of M/L gradients can be ignored. However,
the gradient could affect the observed scatter in the relations
presented in this study. Unfortunately, accounting for this is
beyond the scope of the available data and is hence ignored.
Next, we focus on the two BCGs in the cluster, NGC
4889 and NGC 4874, which are the two most massive galax-
ies in Fig. 3. We observe that the dark matter fraction for
NGC 4874 (the less massive of the two BCGs) is consistent
for both sets of dynamical models, but for NGC 4889 we
see a drastic difference between the models. A study of the
observed Vrms and that predicted by dynamical models us-
ing the Abundance-Matched mass distribution demonstrates
the cause as these models predicting an upturn in Vrms after
.8” (3.9kpc) from the galaxy centre. This upturn is likely
caused by an over-concentration of the predicted galaxy halo
as at these radii the halo density dominates the mass den-
sity. Recently, there have been indications that the NFW
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Figure 5. In the panels above we illustrate the radially averaged Vrms (=
√
V 2 + σ2) for NGC4889 (left) and NGC4874 (right) in blue
filled points. For illustration, the errors presented are normalized to give χ2/DOF=1 for the best fitting JAM model, shown in the solid
orange line. The dotted green and dashed red lines demonstrate the best-fitting dynamical models for a BH of mass two times, and half
of the best-fitting mass respectively. These models fit for the velocity anisotropy (β) and hence demonstrate the approximate uncertainty
in the determined mass of the SMBHs of the BCGs. The dot-dashed violet line presents the best-fitting model with no BH at the centre
of the galaxies and illustrates the necessity of the BHs in the models to reproduce the observed kinematics of the galaxies.
profile may over-predict the halo concentration for massive
halo density profiles (Klypin et al. 2015; Shan et al. 2015). In
work by Newman et al. (2013), the authors used strong and
weak lensing and resolved stellar kinematics to disentangle
the luminous and dark matter component in seven BCGs in
relaxed clusters at z=0.2-0.3. These authors find that the in-
ner dark matter profile for the galaxies is correlated with the
distribution of stars in the BCG and that a cored-NFW pro-
file, with a shallower profile than the standard NFW profile
within ˜Re of the BCGs, provides an equally good model
for their results. Using detailed dynamical models along with
high-quality IFU data extending further than a Re could
provide further clarity to this issue.
Given that the two BCGs, like most massive slow rota-
tors, are weakly triaxial (e.g. C16), we used spherical rather
than axisymmetric JAM models (Cappellari 2008). The fits
were restricted to the smallest spatial region that still al-
lowed us to break the degeneracy between M/L and BH
mass (as done, for the same reason in Cappellari et al. 2010;
Drehmer et al. 2015; Krajnovic´ et al. 2018; Thater et al.
2019). In this way, our fits are more robust against possible
gradients in anisotropy or stellar M/L within the very in-
nermost regions. The SAURON kinematics was averaged in
radial bins containing the same number of kinematic values,
and we assumed constant errors in the fits.
It is well known that spherical Jeans models suffer from
the mass-anisotropy degeneracy (Binney & Mamon 1982).
For this reason, one cannot determine both the mass profile
(or BH mass) and anisotropy from these models without
further assumptions. However, these days many BH models
of core galaxies have been constructed, and it is not sensible
to assume complete ignorance on the anisotropy in the inner
regions of the galaxies. The orbits in the core regions are
consistently found to be tangentially anisotropic (e.g. fig. 10
in Gebhardt et al. 2003) with the anisotropy restricted to
the range −0.5<∼β <∼ 0.0. When enforcing this constraint on
the models, we found clear limits on the BH masses with
crude errors of about a factor of two. Note that increasing β
always makes the sigma profiles steeper. For this reason, the
upper limit on β only affects models with excessively small
BHs, while the lower bound effects models with the overly
large BHs. Allowing for spatial variations in β, within the
given ranges, would change the details of the model profiles
but would not change our conclusions.
In Fig. 5, we present the radially averaged velocity
dispersion for our two BCGs and the best fitting spheri-
cal JAM models. Importantly, our best-fitting BH mass of
2.0×1010M for NGC4889 is entirely consistent with the
best-fitting value by McConnell et al. (2011) and McConnell
et al. (2012) for the same galaxy, with independent data and
models. The massive BH of 1.4×1010M for NGC4874 ap-
pears to confirm the finding that massive BCGs have larger
BHs than expected for their velocity dispersion, due to their
dry-mergers accretion history (e.g. sec. 6.7.2 of Kormendy
& Ho 2013).
5.2 (M/L) – σe Relation
Fig. 6 presents the (M/L)JAM – σe relation for the Full
sample and the SAURON subset of this study. In the plot
we compare the two quantities using the LTS LINEFIT
method1 (A3D15) which combines the Least Trimmed
Squares robust technique of Rousseeuw & Van Driessen
(2006) into a least-squares fitting algorithm which allows for
errors in both variables and intrinsic scatter. The σe pre-
sented in this study has been corrected, when necessary, to
an aperture of 1Re using eq. (1) of Cappellari et al. (2006).
Previous studies indicated these quantities are tightly corre-
lated and that they exhibit minimal variations within inter-
mediate redshifts and different environment (e.g. : Cappel-
lari et al. 2006; van der Marel & van Dokkum 2007). Hence
the (M/L)JAM – σe relation is an ideal test for the accuracy
of the dynamical analysis conducted in this study, and the
consistency of the results between the two datasets.
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Figure 6. The dynamical (M/L) – σe relation for the SAURON
subset using the IFU data (top) and the full sample using the
one-dimensional SDSS data (bottom). The blue points in the top
panel represent the galaxies with Qual = 2, with the green tri-
angles and red crosses depicting galaxies with acceptable (Qual
= 1) and bad (Qual = 0) dynamical models respectively. In the
top left portion of the panels we present the results of a line fit
to the data using LTS LINEFIT; the slope (b) and offset (a) of
the relation, the intrinsic scatter along the y-axis (y), the root-
mean-square scatter of the relation (∆), and the pivot point used
when fitting the linear equation y = a + b(x - x0). In both panels,
a linear fitting was done to the blue points using a least trimmed
square fitting technique, with the best-fitting quantities printed
in the top left of each panel. The solid black line represents the
best-fitting line to the points, while the dashed red and dotted
red lines mark lines of 1σ and 2.6σ of the relationship, respec-
tively. The solid green line in the panels represent the best-fit
relationship found by the ATLAS3D survey.
The relation derived for the full sample and the galaxies
in the SAURON subset with Qual = 2, are consistent within
their 1σ errors, establishing the reliability of the dynamical
models of the full sample. In the plot, the solid green line rep-
resents the (M/L)JAM – σe relation observed in the global
ATLAS3D sample. The consistency of the slopes between
the Coma galaxies and ATLAS3D is encouraging and is as
expected, given that both samples should be dominated by
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Figure 7. The IMF normalization – σe relation for the galaxies
in the Coma cluster. Top panel : The IMF normalization is de-
rived using the stellar (M/L)AMdyn from the Abundance Matching
model and the stellar (M/L)Salpstar calculated from the regularized
mass-weighted fit to the galaxy spectra. The black line represents
the best fit to the full sample, depicted in blue circles, and the
dashed and the dotted red lines are the 1 σ and 2.6 σ lines respec-
tively. The solid green line is the IMF normalization–σe relation
for the extended sample of the ATLAS3D + SLACS galaxies. As
in Fig. 6, the top left portion of the panels present the results
of the linear fit to the data. As expected, due to the low relative
uncertainty in distances, the galaxies in the Coma cluster illus-
trate a tighter IMF normalization – σe relation than previous
studies. This relation appears to have a steep slope and a signifi-
cant offset. Bottom panel : This plot is identical to that in Fig. 7,
with the difference that here we derive the IMF normalization us-
ing the dynamical (M/L)JAM derived using the Self Consistent
model. A comparison of the observed relation with that seen lo-
cally (ATLAS3D + SLACS) demonstrates a consistent slope for
the relationship, with a small difference in offset. This offset may
be caused by the difference in SSP models used during stellar
population synthesis.
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Figure 8. The Fundamental Plane for our galaxies in the
full sample. The solid black line is the best fit solution by
LTS PLANEFIT, with the red dashed and red dotted lines repre-
senting the 1σ and 2.6σ errors. The best-fitting coefficients, based
on LTS PLANEFIT fitting, are presented in the top left-hand
corner of the plot; the coefficients a, b, c, x0 and y0 are the best
fit coefficients for the plane fit, while y and ∆ are the intrinsic
scatter along the y-axis of the plot and the root-mean-square of
the data along the best fit respectively. The blue points repre-
sent the galaxies fitted, while the green points represent galaxies
that were clipped during the fitting process. As seen in numerous
previous studies, the best-fitting coefficients for the plane are not
consistent with those expected by the Virial equilibrium condition
under the assumption of a constant M/L, i.e. b=2 and c=1.
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Figure 9. The mass plane for our galaxies in the full sample, with
the best-fit solution derived using the LTS PLANEFIT and, sim-
ilar to Fig. 8, its results are described along the top left corner of
the plot. The mass plane is significantly closer to the predictions of
the Virial equation than the Fundamental Plane. To complement
the results of the full sample, we over-plot SAURON subset, with
Qual = 2, using results from their detailed dynamical models as
red triangles. Like the full sample, the SAURON subset presents
little scatter in the mass plane though these galaxies appear to
be offset compared to the full sample.
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Figure 10. Two projections of the Mass Plane (MJAM , σe,
RMaje ); The Mass-Size relation (top), and the Mass-σ relation
(bottom) of the galaxies. The circles in these plots denote the
galaxies of the full sample, while their colour represents the
LOESS smoothed mass-weighted age of the galaxies. The dashed
blue lines represent lines of constant σ and size in the Mass-
Size and Faber-Jackson relation respectively. The galaxies in the
Coma cluster appear to occupy similar regions of the Mass Plane
as the ATLAS3D sample. However, the range of ages in the clus-
ter sample is significantly lower than the ages observed in their
field counterpart, providing evidence of environmental quenching
of the cluster galaxies.
fast rotators. Furthermore Fig. 6 also demonstrates the low
RMS scatter (∆ = 0.07 or 17%) observed in the relationship
compared to the 28% (∆ = 0.11) observed for the full sam-
ple of ATLAS3D and fig. 17 in C16. The reduction in scatter
is due to the selection of the Coma cluster for this analy-
sis, where the relative distance uncertainty between galaxies
is significantly lowered. Hence the RMS scatter of the rela-
tionship is comparable to the ∆ = 0.058 seen for the Virgo
cluster galaxies in fig. 15 of A3D15 where the distances to
the galaxies are well established.
As mentioned in Section. 5.1, early-type galaxies have
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Figure 11. Here we present the (λRe , ) plot for our SAURON
subset. The blue points represent the galaxies with Qual≥2,
while the red stars represent our two BCGs. The green dia-
mond points depict the galaxies in Houghton et al. (2013). For
the two BCGs, we connect the values measured by this study
with those measured by Houghton et al. (2013) using solid-cyan
lines. The dashed-magenta line represents the predicted position
of an isotropic rotator at inclination 90°(edge-on), and the solid
magenta line is the relation βz = 0.7 ×  of Cappellari et al.
(2007) between anisotropy and intrinsic ellipticity, which broadly
describes the envelope of observed galaxies. The dashed black
lines represent how the magenta line would evolve at different in-
clinations from edge-on. In contrast, the dotted-black line traces
an anisotropic rotator in a range of inclinations for steps in in-
trinsic flatness. The plot demonstrates that galaxies in the Coma
cluster tend to have lower stellar angular momentum, suggesting
a larger bulge fraction than galaxies at low-density environments.
gradients in their stellar population properties, such as
their stellar M/L. Hence we investigated the effect of these
gradients by comparing our measured (M/L)JAM and
(M∗/L)AMdyn with those from the dynamical models with
a radial gradient (see Section 5.1). We find that in our
extreme gradient scenario the measured (M/L)JAM and
(M∗/L)AMdyn systematically increases by less than the random
uncertainty in our measured values, i.e. . 10%, and hence
is negligible.
5.3 IMF-σ Relation
Fig. 7 presents the IMF normalization–σe relation for the
galaxies in the Coma galaxies. The plot also presents the
relation derived by Posacki et al. (2015), where the authors
extend the dynamical determinations for the ATLAS3D sam-
ple with 55 massive ETGs of the SLAC survey (Bolton et al.
2006) using lensing masses by Treu et al. (2010). The ex-
tended sample of Posacki et al. (2015) derives the trend for
an extended velocity dispersion range and further strength-
ens the result of ATLAS3D. The agreement between our
study and that of Posacki et al. (2015) lends confidence to
the analysis conducted in this study.
The plot demonstrates a low observed RMS scatter in
the relationship between the two quantities. The best fit
results of the relation, using abundance matching models to
account for dark matter (top panel), has an observed RMS
scatter of just 0.088 dex (23%), compared to the relation
found in A3D20 and Posacki et al. (2015) where both authors
calculate a scatter of 0.12 dex (32%). As seen in the previous
section, this reduction is one of the outcomes we hoped to
achieve through this study and caused by the significantly
reduced relative uncertainty of the distances to the galaxies
which has been a source of considerable error in the previous
such studies.
In the bottom panel, we reproduce the IMF normal-
ization – σe relation using the results of the self-consistent
model for the galaxies. Together, the two panels demonstrate
the robustness of the observed IMF normalization – σe rela-
tion in the Coma cluster to the assumption of dark matter
for the galaxies.
A potential source of systematic in this analysis could
be the inclusion of IMF sensitive features during the stellar
population modelling of the galaxies. To account for the role
of these features, we redid our stellar population analysis
while masking the following IMF sensitive features: NaD
[5875-5910A˚], TiO1 [5935-6000A˚], TiO2[6185-6275A˚], CaH1
[6355-6410A˚] and CaH2 [6770-6910A˚]. The resulting IMF-
σe relation was found to be consistent within one standard
deviation of the results presented in Fig. 7.
In addition to the effect of IMF sensitive features, gra-
dients in stellar populations can have a systematic effect
on this relation. In Sec. 5.1 we demonstrate that the sys-
tematic effect due to strong gradients in M/L of ETGs is
within the uncertainties on the measured dynamical stellar
M/L. Additionally, Bernardi et al. (2018) suggest that stel-
lar M/L measured through dynamical techniques are more
strongly affected by M/L gradients than those measured us-
ing stellar population modelling techniques. Hence the effect
of M/L gradients on the measured IMF-σ relation is unlikely
to be larger than the uncertainties presented in the relation-
ship here. However, the test on the effect of M/L gradients
is simplistic, and a complete understanding should take into
account the variation of the gradient with other galaxy prop-
erties (Domı´nguez Sa´nchez et al. 2019). Such an analysis is
beyond the scope of this study.
When comparing the relation found in the Coma cluster
with that seen for the global ATLAS3D + SLACS galaxies,
represented by the solid green line in the plots, an apparent
offset is observed. This offset is likely the result of different
SSP models being used, e.g. the stellar population modelling
by ATLAS3D includes SSP models up to ˜17Gyrs while our
models only extend out to ˜14Gyrs.
5.4 Scaling Relations
Galaxies are known to follow tight correlations between
their global parameters and hence these relations provide
insight into the processes that affect galaxy evolution. Fig. 8
presents the Fundamental plane for the full sample of our
study. The best-fitting plane for the observed parameters
has been determined by the LTS PLANEFIT code, the
plane fitting variant of the previously used LTS LINEFIT
(A3D15).
In Fig. 8, we present the Fundamental Plane of the
galaxies along with the best fit solution and its one standard
deviation (68%) and 2.6 standard deviations (99%). Com-
paring this to the Fundamental plane derived by A3D15, we
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find the coefficients of the Fundamental Planes are consis-
tent, but only within 3-σ limit. This is expected given the
near-identical selection and analysis methodology use be-
tween this study and ATLAS3D.
To compare our results with results by previous studies
we fit the classic Fundamental plane, a plane in galaxy size
(Re), central velocity dispersion (σe) and effective surface
brightness (Σe), using the LTS PLANEFIT. We find our
best-fit classic Fundamental plane to be log Re = 1.05(±
0.06)log σe - 1.03(± 0.04)log Σe + c, with a RMS scat-
ter of 0.093. Comparing this relation to the classic study
by Jorgensen et al. (1996) of the Fundamental plane for
E and S0 galaxies in clusters, we find that the coeffi-
cients diverge significantly. A similar inconsistency is ob-
served by A3D15 when comparing their derived Fundamen-
tal plane to that measured by classical studies like Dressler
et al. (1987b); Djorgovski & Davis (1987b); Gibbons et al.
(2001b); Bernardi et al. (2003), likely due to differences in
sample selection. This is consistent with results by D’Onofrio
et al. (2008), Gargiulo et al. (2009) and Hyde & Bernardi
(2009) who demonstrated that differences in sample selec-
tion can significantly bias the measured Fundamental plane.
In contrast, we find that our measured Fundamental plane
is consistent with that measured by Scott et al. (2015) using
SAMI data for three low-redshift clusters.
With the derived stellar M/L from our generated dy-
namical models, using the abundance-matched models, and
the measured RMaje , we transform the Fundamental plane
into the mass plane for the galaxies in Fig. 9. We note that
in this presentation of the Mass plane, we use the RMaje mea-
sured from the photometry of the galaxies and not the half-
mass radius. This is because the size parameter of the virial
relation varies with the light profile of the galaxies (at fixed
mass density profile) and the mass density profile (at fixed
light profile). This suggests that neither the half-light ra-
dius nor the half-mass radius fully-encapsulates the size pa-
rameter in the virial relation. However, due to the relatively
stronger dependence on assumptions and difficulty in practi-
cal measurement of the half-mass radius, we prefer to present
our Mass plane using RMaje .
To test the reliability of the Mass plane generated us-
ing the simple dynamical models of the Full sample, we have
over-plotted the results from the SAURON subset in Fig. 9.
The SAURON subset appear to be generally lower than the
best-fit relation due to the fact a slight offset observed when
comparing the derived velocity dispersion using SDSS and
our SAURON data, with aperture correction and within a
common wavelength range. The cause of this offset is un-
known. The coefficients of our best-fit Mass plane are con-
sistent with the previous result by A3D15 and Scott et al.
2015, using detailed dynamical modelling, and by Auger
et al. (2010b) using strong lensing to determine the mass
of the galaxies.
Given that the mass plane derived for the galaxies in
the full sample is close to the Virial relation, studying this
plane from other orientations contains information on the
evolution of these galaxies. In Fig. 10, we present two pro-
jections of the mass plane of the Coma galaxies, the mass-
size and mass-σe relations, to study their stellar populations.
The size of the galaxy in the mass-size plot is represented
by major axis of the isophote containing half of the galaxy.
This quantity is preferred over the more standard effective
radii due to its robustness against the inclination (Hopkins
et al. 2010). The coloured points in the plots represent the
LOESS-smoothed trends in the regularized mass-weighted
ages of the galaxies. The solid red line in both plots cuts
out the Zone of Exclusion (ZoE) of the plane, beyond which
the probability of finding a galaxy drops significantly in the
ATLAS3D sample (A3D20).
From the figure it can be seen that galaxy ages follow
lines of constant velocity dispersion, consistent with results
seen in ATLAS3D(A3D20; McDermid et al. 2015), MaNGA
(Li et al. 2018) and SAMI (Scott et al. 2017). Moreover,
galaxies with masses MJAM < 10
11.5M occupy the region
in the scaling relations which are occupied by fast rota-
tor galaxies in the low-density environment, suggesting that
these galaxies may be fast rotators as well. This idea is
supported by the kinematic maps observed for galaxies in
the SAURON subset. When contrasting these fast rotators
with those in the ATLAS3D sample, it would appear that
the cluster galaxies are significantly older than their field
counterpart, and in general, these cluster galaxies exhibit a
smaller range in stellar ages than ATLAS3D. This result is
consistent with the paradigm of galaxy evolution described
by C16, wherein field fast rotators falling into cluster envi-
ronments are unable to accrete gas, due to their relatively
high speeds, and could lose gas to stripping. Due to this,
cluster fast rotators are quenched and hence contain older
stellar populations compared to their field counterparts.
5.5 The (λRe , ) Diagram
Building on the analysis of the spatially resolved stellar kine-
matics and photometry, we present in Fig. 11 the (λRe , ) di-
agram for our galaxies in the Coma cluster (Emsellem et al.
2007a; Cappellari et al. 2007; Jesseit et al. 2009).
The parameter λRe was measured using the following
equation from Emsellem et al. (2007b);
λR ≡ 〈R|V |〉〈
R
√
V 2 + σ2
〉 = ∑Nn=1 FnRn|Vn|∑N
n=1 FnRn
√
V 2n + σ2n
, (9)
where Fn, Rn, Vn, and σn are the flux, radius from the cen-
ter, velocity, and velocity dispersion of an individual spaxel.
The summation is performed on all spaxels within the ellipse
of containing half of the light as measured from the MGE
models for the galaxy photometry. For spaxels that do not
contain the minimum S/N to measure the kinematics reli-
ably, the kinematics of the Voronoi bin to which they were
allocated in Section 4.1.2 were assigned. For our two BCGs,
the IFU coverage did not extend out to RMaje , and hence
we present their specific angular momentum as measured
within the field of view of the IFU.
In Fig. 11, we observe that for our SAURON subset of
galaxies, the λRe does not exceed a value of more than ˜0.7.
This result is consistent with other measurements of λRe
in the Coma cluster by Houghton et al. (2013) where au-
thors present the (λ-) diagram for 27 galaxies in the Coma
cluster. Comparing this to fig. 6 of Graham et al. (2018),
where the authors used the MaNGA IFS survey (Bundy
et al. 2015) data to measure the λRe for ˜2,300 galaxies in
relatively low-density environments on average, the peak of
stellar angular momentum in Coma cluster is significantly
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lower than ˜0.9 seen in MaNGA. This disagreement is to
be expected as the Morphology-Density relation (Dressler
1980) implies that the high density environment of Coma
cluster would be dominated by ETGs with large bulge frac-
tions which in turn are known to correlate with lower λRe
(see section 3.6.3 of C16).
In Houghton et al. (2013) the authors demonstrate the
presence of three slow rotators in the cluster; NGC4889,
NGC4874, and NGC4860. Our sample of SAURON observed
galaxies does not add any more to this list, consistent with
the estimate by Cappellari (2013) who claim that it is un-
likely for the cluster to contain any more. This result sup-
ports the hierarchical formation history for slow rotators
presented by C16 wherein central galaxies in centre of their
groups tend to be the progenitors of the observed mas-
sive slow rotators. When groups/clusters merge their central
galaxies also merge owing to their relatively high masses and
low velocities with respect to their halos and form massive
slow rotators in the halo centre. Due to this, the number
fraction of slow rotators tend to remain constant or reduce
as group and clusters grow to form massive galaxy clusters
such as the Coma cluster.
6 SUMMARY
We have studied a sample of 148 galaxies, selected from a
magnitude-limited catalogue of 161 galaxies in the Coma
cluster, that have single-fibre spectra and photometry avail-
able from SDSS. From this data, we have derived the stellar
kinematics, parametrized the surface brightness profile of
the galaxies, and created dynamical and stellar population
models for the galaxies. Moreover, we obtained SAURON
IFU observations for 53 galaxies of the sample of 148, of
which we successfully created reliable dynamical models for
16, including the two BCGs. For the two BCGs, we improved
the quality of the dynamical models by using high-resolution
HST/ACS observations which provide better data to model
their light and stellar mass distribution. These detailed dy-
namical models robustly account for the dark matter con-
tent in the central regions of the galaxies by using two in-
dependent models for their total mass distribution, and we
determine the stellar M/L of the galaxies using these dy-
namical models. Also, we use the full wavelength coverage
of the SDSS spectrum to model the stellar populations of
the galaxies using a non-parametric star formation history
and use these models to determine the stellar M/L of the
galaxies and mass-weighted stellar ages.
Our analysis demonstrates that galaxies in the Coma
cluster tend to have low dark matter fractions within a
sphere of 1Re. This result is consistent with previous mea-
sures of the dark matter fractions in Coma cluster galaxies.
Interestingly for our two BCGs we find a significant differ-
ence in the determined dark matter fractions for our two
mass profiles with dark matter, the Abundance Matching
model and the Power-Law model. Upon inspecting the pre-
dicted stellar kinematics for each of the two models, we find
that the Abundance Matched model does not match the ob-
served stellar kinematics as well as the Power-Law model.
This inconsistency is expected, with recent results and sug-
gests that the Abundance Matching may be predicting over-
concentrated dark matter halos for BCGs.
Using the dynamical models of the full sample, sup-
ported by the detailed dynamical models of the SAURON
subset, we have presented the relationship between the IMF
normalization of the galaxies and their central velocity dis-
persion. Owing to the cluster membership of the galaxies,
all the galaxies can be approximated as being at the same
distance of 100 Mpc, and at this distance the relative un-
certainty of the distance to the individual galaxies is small.
Hence, in Fig. 7, the observed scatter in the relationship is
significantly lower than that seen in fig. 13 in A3D20. To
our knowledge, this is the tightest relation between the IMF
normalization and velocity dispersion published thus far.
We also present the Fundamental Plane and the Mass
Plane for the Coma cluster galaxies. As expected, we see a
significant reduction in the scatter in the latter and find that
the coefficients of the galaxy parameters are closer to that
predicted by virial equilibrium. When we study the other
projections of the mass plane, such as the mass-size or mass-
σ projections, we demonstrate that the mass-weighted age
of the galaxies in the cluster varies systematically in those
projections. These results are similar to those seen in A3D20
where galaxies with MJAM < 2× 1011M are likely fast ro-
tators as seen in the high-density environment. Despite the
identical variation in the stellar ages of the galaxies through
the scaling relations compared to the local sample, the galax-
ies in the Coma cluster tend to be smaller. This suggests that
despite the effect of environment, the evolutionary processes
of galaxies are similar to that of the local universe and/or
these galaxies may evolve only passively after their in fall
into the cluster.
Finally, we present the (λRe , ) plot for our SAURON
subset. The plot presents a picture consistent with what is
expected based on the known morphology-density relation
for the galaxies and is consistent with that expected by a
hierarchical formation scenario for galaxies, especially a for-
mation channel through dry mergers of central galaxies for
slow rotators.
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Table B1. Results of analysis of the full sample of Coma cluster galaxies. The table in its entirety is available as a supplementary file on the
journal website.
Galaxy RA Dec Re R
Maj
e σ Mr M/LJAM M/L
AM
dyn M/L
Salp
pop Age log(M∗) SAURON
(◦) (◦) (”) (”) (km s−1) (mag) (M/L) (M/L) (M/L) (Gyrs) (M)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)
IC3943 194.6515 28.1138 5.02 7.58 170.8 -20.81 5.70 5.68 5.86 11.42 10.93 0
IC3946 194.7029 27.8102 5.01 6.30 205.7 -21.04 5.61 5.76 5.95 12.05 11.03 0
IC3947 194.7170 27.7850 4.31 5.49 139.9 -20.41 4.66 4.53 5.38 11.39 10.68 0
IC3955 194.7751 27.9966 6.63 6.68 138.7 -20.70 3.99 3.70 5.06 9.95 10.71 1
IC3957 194.7811 27.7678 4.81 4.93 163.4 -20.39 5.35 5.28 6.11 12.35 10.74 0
IC3959 194.7842 27.7841 7.04 7.04 201.0 -21.08 5.83 5.79 6.36 12.68 11.05 0
IC3960 194.7830 27.8550 5.06 5.06 159.9 -20.47 4.95 4.82 6.42 12.53 10.73 0
Notes: Column (1) : Galaxy name. Column (2) : Right Ascension in degrees (J2000). Column (3) : Declination in degrees (J2000). Column(4)
: Effective radii of the galaxies in arcsec. These quantities are derived from the MGE parametrization of the galaxy photometry and have
been multiplied by 1.35 as per the offset observed in ATLAS3D. For more details, please refer to Section. 4.2. Column (5) : Major axis of the
half-light isophote in arcsec. This is derived as per the prescription in A3D15 and has been multiplied by 1.35, as done for the effective radius.
Column (6) : Log of the velocity dispersion measured in km s−1. The error in the derived velocity dispersion is 0.042 dex or 10%. Column (7) :
Absolute magnitude of the galaxy derived from its r-band SDSS photometry. Column (8) : Log of the dynamical (M/L) of the galaxies derived
using the Self-Consistent model. It is measured in units of (M/L), and has an error of 0.04 dex or 10%. Column (9) : Log of the stellar
(M/L) of the galaxies derived dynamically using the Abundance-Matching model. It is measured in units of (M/L) and similar errors as the
dynamical (M/L)JAM . Column (10) : Stellar Mass-to-Light ratio in units of (M/L). These are derived by the regularized mass-weighted
fitting of the galaxy spectra with stellar population models, assuming a Salpeter IMF. Column (11) : Mass-weighted stellar age of the galaxies
in Gyrs. Column (12) : Log of the stellar mass of the galaxies in units of M, calculated using the galaxies absolute magnitude and stellar
(M∗/L)AMdyn . Column (13) : Quantity stating if the galaxy has SAURON observations (=1) or not (=0).
APPENDIX B: TABLE 2
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