ABSTRACT Categorical data clustering has been attracted a lot of attention recently due to its necessary in the real-world applications. Many clustering methods have been proposed for categorical data. However, most of the existing algorithms require the predefined number of clusters which is usually unavailable in real-world problems. Only a few works focused on automatic clustering, but mainly handled for numerical data. This study develops a novel automatic fuzzy clustering using non-dominated sorting particle swarm optimization (AFC-NSPSO) algorithm for categorical data. The proposed AFC-NSPSO algorithm can automatically identify the optimal number of clusters and exploit the clustering result with the corresponding selected number of clusters. In addition, a new technique is investigated to identify the maximum number of clusters in a dataset based on the local density. To select a final solution in the first Pareto front, some internal validation indices are used. The performance of the proposed AFC-NSPSO on the real-world datasets collected from the UCI machine learning repository exhibits effectiveness compared with some other existing automatic categorical clustering algorithms. Besides, this study also applies the proposed algorithm to analyze a real-world case study with an unknown number of clusters.
I. INTRODUCTION
Clustering is a popular technique which partitions a dataset into multiple distinct clusters based on the similarity or dissimilarity measure to exploit the structure of dataset. Many clustering algorithms have been proposed and widely applied in a variety of real-world cases such as image processing, text mining, medicine, and biology. However, most of the existing clustering algorithms require the predefined number of clusters as the input parameter such as k-means algorithm [1] , fuzzy c-means [2] , k-modes [3] , fuzzy k-modes [4] , and so on. Unfortunately, the appropriate number of clusters is usually unavailable in advance in many practical applications. This challenge has resulted in the necessary need for
The associate editor coordinating the review of this manuscript and approving it for publication was Chao Tong. automatic clustering algorithms, which have gained prominence recently.
In general, an automatic clustering algorithm consists of two tasks simultaneously, i.e. estimating the optimal number of clusters on an unlabeled dataset as well as partitioning the dataset into the corresponding clusters. Hancer and Karaboga [5] reviewed several approaches to estimate the optimal number of clusters. Traditional approaches handled this case by trying different numbers of clusters (k) in the range of [k min , k max ] and using an internal clustering validation index (CVI) to evaluate the clustering result. The optimal number of clusters (optimal k) is selected relying on the criterion of CVI. The merge-split based approaches surrounded around k-means, expectation-maximization, and statistical criterion. The following algorithms can be represented for this purpose. Iterative Self-Organizing Data Analysis Technique (ISODATA) split and merged clusters based on centroids and userspecified thresholds [6] . X -means [7] , G-means [8] , and GX-means [9] are the extension of k-mean algorithm for the splitting process. The studies of Kurihara and Welling [10] and Gupta et al. [11] focused on the expectation maximization clustering approach in the recursively splitting procedure. Kalogeratos and Likas [12] proposed Dipmeans algorithm which used Dip-dist statistics to discover the cluster structures. The evolutionary computation (EC) based approaches derived from the complexity of automatic clustering algorithms, the need for using EC techniques to solve clustering problems dramatically increases. The EC based approaches are divided into single-objective approaches and multi-objective approaches. Some singleobjective approaches can be listed as variable genetic algorithm (VGA) [13] , automatic genetic clustering for unknown k(AGCUK) [14] , dynamic clustering based particle swarm optimization (PSO) and genetic algorithm (GA) (called DCPG) [15] , automatic clustering based PSO (ACPSO) [16] , automatic kernel clustering based bee colony optimization (AKC-BCO) [17] , and so on. The multi-objective approaches can be represented by these works such as automatic clustering based multi-objective different evolution [18] , genetic clustering based multi-objective optimization (GenClust-MOO) [19] , and non-dominated sorting GA with fuzzy c-means (FCM-NSGA) [20] .
It has been known that most of the current automatic clustering algorithms are reserved for numerical data, which is more easily and straightforwardly to calculate the distance between two data instances than categorical data, where no natural order can be found among attribute categories. Categorical data represents specified information that there is no intrinsic ordering can be found among attribute categories. Categorical attributes can be identified as nominal variables such as gender (male and female), color (red, white, and blue) or ordinal variables such as temperature (low, medium, and high) [21] . There are many real-world datasets containing categorical attributes, which can be found in the UCI machine learning repository. Due to the unordered of categorical attributes, clustering for categorical data is more complicated since finding an appropriate dissimilarity measure for categorical attributes has a big impact on the clustering result. Only few studies handled the automatic clustering for categorical data such as: automatic top-down clustering (AT-DC) [22] , Best-K Plot method (BKPlot) [23] , categorical data clustering with automatic selection of cluster number [24] , divisive hierarchical clustering of categorical data [25] , projected clustering for categorical data (PRO-CAD) [26] , and multi-objective clustering based on sequential games (MOCSG) [27] . These studies will be reviewed elaborately in the next following section.
Motivated by the aforementioned issues, this study focuses on developing a novel automatic fuzzy clustering algorithm based non-dominated sorting particle swarm optimization (abbreviated as AFC-NSPSO) for categorical data. The PSO has been applied in the author's previous work for automatic clustering with single-objective approach [15] , [16] . In the proposed AFC-NSPSO, a particle is a fuzzy membership function which consists of two parts: 1) control variable to determine the active number of clusters, and 2) clusters assignment to identify clustering result based on the active number of clusters. To determine the range of active number of clusters, the proposed AFC-NSPSO develops a new method to identify a maximum number of clusters (k max ) based on the local density instead of using the empirical method where k max is identified as the square root of the number of objects in a dataset. The NSPSO is employed to handle the multi-objective functions, i.e., global compactness and fuzzy separation represent to the intra-cluster distance and inter-cluster distance. The clustering performance of the proposed AFC-NSPSO will be compared with some automatic clustering algorithms for categorical data in terms of the optimal number of clusters, adjusted rank index (ARI), and cluster accuracy. In addition, the proposed AFC-NSPSO is also applied to analyze a real-world case study on primate dataset without knowing k.
The rest of paper is organized as follows. Section 2 reviews the automatic clustering algorithms for categorical data. The proposed AFC-NSPSO is described in Section 3. In Section 4, experimental results of the benchmark datasets on UCI machine learning as well as the real case study are presented to evaluate the clustering performance. Finally, the conclusions and suggestions for future research are drawn in Section 5.
II. REVIEW OF AUTOMATIC CLUSTERING FOR CATEGORICAL DATA
As mentioned in the introduction, most of the current automatic clustering algorithms focused on handling the numerical data. Only a few studies employed automatic clustering for categorical data. This section will elaborately review these algorithms.
1) AUTOMATIC TOP-DOWN CLUSTERING (AT-DC) [22]
The AT-DC algorithm was specified for detecting the structure on high-dimensional categorical data. The AT-DC algorithm worked in a similar way of the classical top-down approach, which iteratively partitions data based on the gain in terms of purity of subsets. This algorithm did not require to know the predefined k. The AT-DC algorithm starts by selecting a candidate cluster, which is defined as a low-quality cluster, and splitting it into two subsets or sub-clusters. To evaluate the sub-clusters, clustering qualityfunction Quality (C) based on the discriminating attribute, which measures the degree of homogeneity, was adopted. The sub-clusters were selected since they had higher homogeneity than the original cluster. Otherwise, the process removed the sub-clusters and chose another candidate cluster to iteratively repeat until no further sub-clusters could be generated.
AT-DC is one of the first algorithms that has the great appeal of parameter-free approach for categorical data clustering. However, the clustering result may not be stable because the splitting process and refinement process on the sub-clusters have an impact on its performance [25] .
2) BEST-k pLOT METHOD (BKPLOT) [23] Chen and Liu [23] proposed a new method called BKPlot method which used the entropy property between clustering results with different k values to employ the structure of the clusters and determine the best k. The expected entropy (EE) was used to evaluate the quality of the clustering result. The BKPlot method tried to explore the optimal neighbor clustering structures surrounding the optimal clustering structure with k clusters based on EE and proposed the BKPlot to detect the distinction between the optimal clustering structures. Unfortunately, optimal BKPlots became an intractable issue since the entropy minimization is an NP-hard problem. Therefore, instead of optimizing the BKPlots, the authors changed the objective to be ''approximate BKPlots.'' A new inter-cluster distance called incremental entropy (IE) was proposed to generate the approximate BKPlots.
The main advantage of the BKPlots is not only to determine the number of clusters but also to exploit significant clustering structure. However, it suffers a drawback of high complexity since the time complexity is quadratic time with respect to the number of data instances.
3) CATEGORICAL DATA CLUSTERING WITH AUTOMATIC SELECTION OF CLUSTER NUMBER [24] Liao and Ng. Wikaisuksakul [20] proposed an extension k-modes algorithm to automatically select k value by adding a penalty term to the objective function, which employs a regularization parameter to control the value of k. To cluster a dataset X = {x 1 , x 2 , . . . , x n } which contains n instances with k clusters, the objective function of the proposed algorithm became:
where W = [w ji ] is an k xn fuzzy matrix, w ji is a membership degree of instance x i in cluster j;Z = {z 1 , z 2 , . . . ,z k is the set of cluster centroids, d ji is the distance between instance x i and its centroid z j , α is a positive regularization parameter. The second part in the objective function k j=1 n i=1 w ji logw ji is the membership entropy. This proposed method changed α and discovered the change of k corresponding to α in different iterations. Finally, the optimal k was picked up as the most stable one among all the generated values of k.
Similar to the BKP plot method, the major drawback of this one is high complexity, as compared with the conventional k-modes algorithm. The DHCC is a parameter-free for clustering categorical data. The algorithm initialized and refined the splitting of clusters based on multiple correspondence analysis (MCA) technique. The DHCC procedure is described as follows:
Step 1: Convert the original dataset X to indicator matrix Z based on MCA technique.
Step 2: Initialization: generate a binary tree with a single root containing all instances.
Step 3: Preliminary splitting: select a leaf cluster and partition it into two sub-clusters based on MCA.
Step 4: Refinement: relocate the instances in two sub-clusters.
Step 5: Repeat the splitting and refinement process until no further leaf cluster can be split to enhance the clustering result.
In addition, a new CVI Q(C), which was an integration of compactness and separation, measured by entropy and cluster size, respectively, was invented to terminate the splitting procedure. Q(C) was used in step 5 of the DHCC algorithm to evaluate the effectiveness of the splitting process. After the refinement process, Q(C) was used to evaluate the original leaf cluster and two sub-clusters. If Q (C two sub−clusters ) < Q C original leaf cluster , it meant there was no enhancement, the splitting process was terminated.
The DHCC method can deal with high-dimensional data. Besides, the DHCC method has two major limitations: 1) using more memory in the calculation process, and 2) being susceptible to outlier data. 5) PROJECTED CLUSTERING FOR CATEGORICAL DATA (PROCAD) [26] PROCAD is also a parameter-free clustering algorithm for categorical data which performed projected clustering in two phases. In the first phase, the PROCAD algorithm focused on handling the outlier based on a probabilistic approach to automatically discard the outliers from a dataset. Thereafter, the clustering process was performed to determine the clustering structure and its corresponding dimensions without requiring the setting of k. Herein, a novel quality function (Quality (C)) was proposed to measure the clustering quality based on the compactness and separation. The clustering process was considered as an optimization problem which was to maximize the proposed Quality (C). In addition, the PROCAD algorithm was able to find the relevant dimensions for each cluster by defining a relevance index called R(A m , C j ). The R A m , C j index measured the relevance of attribute A m and cluster C j based on the compactness and separation of cluster C j on the attribute A m . The higher value of the R(A m , C j ) index is, the more relevant of the dimension is.
The PROCAD algorithm is able to detect the outlier data as well as to determine the relevant dimensions of the revealed clusters. However, the elimination of all the outlier points in VOLUME 7, 2019 the dataset before performing clustering will affect the discovered clusters since it may remove the natural information of the original data.
6) MULTI-OBJECTIVE CLUSTERING BASED ON SEQUENTIAL GAMES (MOCSG) [27]
Heloulou et al. [27] proposed a multi-objective clustering based on sequential games (MOCSG) which can automatically detect the optimal k for categorical data. The MOCSG included three major phases. The initialization phase focused on identifying the initial k (relatively large) and the nearest neighbor for each cluster based on the density surrounding each object. The initial k in the first phase was refined in this second phase by using multi-act multi-objective sequential two-player games. In this phase, a novel payoff function for each player was formulated as a combination of connectivity measure and intra-cluster distance. Moreover, a backward induction method was applied to compute the pure Nash equilibrium strategy. The second phase resulted in determining the number of clusters k and temporary allocating the objects to clusters based on the equilibrium strategies. The third phase aimed to find the final clustering result by optimizing the intra-cluster distance to permanent allocate objects to cluster according to Nash equilibrium strategies. The process of the second and the third phase was repeated until no further enhancement in these two phases.
The most contribution of MOCSG, as compared with previous parameter-free approaches, is that it considers multiple clustering objectives, which make the clustering result in more robustness. The complication in the computation process and high time complexity are two major drawbacks of this algorithm.
III. PROPOSED AUTOMATIC FUZZY CLUSTERING BASED NON-DOMINATED SORTING PARTICLE SWARM OPTIMIZATION (AFC-NSPSO)
The proposed AFC-NSPSO is described in this section. First, the new method to find k max based on the local density is developed. The obtained k max will be used to generate the control variable, which will be used to determine the active k in each particle. Each particle is designed with two parts: 1) control variable for identifying cluster number k, 2) clusters' assignment for partitioning data. To evaluate the particle, two objective functions including global compactness and fuzzy separation are employed. The NSPSO procedure is repeated to update the velocity and position for each particle in the swarm. In the updating process, some adjusted strategies are set up for both the control variable and the clusters' assignment in order to avoid the infeasible solutions. Finally, the proposed AFC-NSPSO selects a final solution from the set of non-dominated solutions of the Pareto front by using some internal clustering validation indices. The proposed framework is illustrated in Figure 1 . 
A. IDENTIFY THE MAXIMUM NUMBER OF CLUSTERS (K MAX )
Identifying k max plays an important role in the proposed algorithm. Most of the existing clustering algorithms used the empirical rule k max ≤ √ n, where n is the number of instances [28] . However, this rule is not very reliable since no theory shows that there exists a relationship between the number of instances in the dataset and the number of clusters. Moreover, using the empirical rule to identify k max may bring some drawbacks, i.e. k max is too large for the big dataset which can lead to the increase of time complexity, or the value of k max may be unacceptable in the case that n is too small and the true number of clusters k ≥ √ n. In this study, a new approach is proposed to identify the k max based on the local density. In general, the cluster centroid is an object which has higher local density and is surrounded by the neighbor objects with lower local density. It means that if we can find the number of representatives with the high density, the possible number of clusters for grouping data can be obtained. The k max is identify as the possible number of clusters based on local density.
Recently, Geng et al. [29] proposed a new densitybased clustering algorithm which was named RECOME. The RECOME algorithm firstly identified the cored objects which were also served as centers of the so-called atom clusters. Thereafter, these atom clusters were merged to form the final clusters. Based on this idea, this study identifies the k max based on the first stage of the RECOME algorithm, where the k max is defined by the number of atom clusters. The core objects and atom clusters are identified as follows [29] :
• Calculate the K nearest Neighbor Kernel Density (NKD) ρ (x) for each object x ∈ X .
• Calculate the Relative K nearest Neighbor Kernel Density (RNKD) ρ * (x) for each object x ∈ X .
• Identify the core objects: O = {x|x ∈ X , ρ * (x) = 1}.
• Identify the Higher Density Nearest-neighbor (HDN)-π (x) of each non-core object (ρ * (x) < 1):
• Identify the descendants for each core objects by a directed relation based on π (x).
• Form the atom cluster which includes a core object and its descendants. However, the RECOME algorithm is served for numerical data while the current study considers for categorical data. Therefore, the process to identify atom clusters and the formulation to calculate the density should be modified to match with categorical attributes. Let X is a set of n categorical objects with m attributes. Each object x i can be characterized by a set of m categorical attributes, so that x i = {x i1 , x i2 , . . . ,x im }. The density for categorical data is defined as follows [30] :
Next, we identify the upper bound and lower bound for the density of a categorical object. For every attribute l ∈ m, Dens (
Therefore, the density of a categorical object is limited at 1/n ≤ Dens (x i ) ≤ 1. However, the probability to have Dens (x i ) = 1 is very rare since it means that the objects are totally similar.
Obviously, an object with higher density will have more objects surrounding it and has a higher probability to be chosen as a cluster center. To select the core objects for a categorical dataset, the density of all objects are calculated. Different from the RECOME algorithm, which selected the core objects with RNKD ρ * (x) = 1, an object x i in a categorical dataset is defined as a core object if x i does not belong to any cluster and Dens (x i ) = max(Dens(x j )), where j= 1, . . . ,n. Therefore, the proposed method ranks all objects in a descending order based on density. The object with the highest density is picked up first and its nearest neighbor is found to form an atom cluster. After forming the first atom cluster, this process is repeated for the remaining clustering to find the rest of cluster centers and its responding neighbors to obtain the set of atoms clusters. The k max is defined as the number of atom clusters.
To form an atom cluster, the nearest neighbor objects need to be defined from the non-core objects. Similar to RECOME algorithm, the nearest neighbor objects are identified by using the distance between the non-core objects to the core objects. An object x j ∈ X is defined as a nearest neighbor of the core object x i if their distance d ij < dc, where dc is a cutoff distance [31] . Herein, the distance between two categorical objects is calculated by Hamming distance metric, which measures the distance on binary codes. If two categorical values are different, the distance between them is 1. Otherwise, the distance is 0 for two identical features. According to Rodriguez and Laio [32] , the cutoff distance is selected based on the heuristic that the number of neighbors is around 1 to 2% of the number of data objects. The procedure to find k max is described in Algorithm 1: cl = zeros(1,n); / * assign object to clusters, with initial value 0 means all objects have not assigned to any clusters * / 8:
for j = 1: Neib(rank(i)) 11:
cl (j) = kk;/ * assign neighbor to cluster * The particle swarm representation is a fuzzy matrix whose size is k x (1 + n) where n is the number of data instances, and k = k max . The first column in the particle shows the cluster' control variable which is used to identify how many clusters should be used for the given dataset. The control variable is randomly generated from 0 to 1. If this value is larger than 0.5, it means that there exists a cluster from this control variable and the fuzzy membership function is used to assign objects to clusters based on the control variable. In contrast, if the control variable is smaller than 0.5, there no longer exists a cluster in this variable and the corresponding fuzzy membership values are zero. The clusters' assignment is a fuzzy membership matrix W = w ji , where j = 1, . . . , k, and i = 1, . . . , n. The particle representation is shown in Figure 2 . Figure 3 is an illustrative example of a swarm with k max = 4 and n = 6.
C. FITNESS FUNCTION
The proposed algorithm uses clustering compactness (π ) and fuzzy separation (sep) as two objective functions. These two values are calculated as follows:
where W = w ji is the fuzzy membership matrix, k = k max , Z = {z 1 , z 2 , . . . ,z k is the set of cluster centers, α is the weighting factor, d(x i , z j ) is the distance from object i to cluster j, d(z j , z l ) is the distance between cluster j and l.
D. NSPSO PROCEDURE
The procedure of NSPSO is as follows:
Step 1: Initialize the population. The initialization process will create a population with N particles. Each particle in the swarm is initialized randomly within the specified limits. According to Figure 2 , a particle consists of two parts: the control variable and the clusters' assignment. The clusters' assignment is a membership function, which is generated based on the control variable. Therefore, the control variable is generated first to identify how many clusters are active. The initialization procedure is described in Algorithm 2 as follows:
Next, the velocity is also created in a similar way in Algorithm 3:
Note that the active number of clusters h(p) should be adjusted in the initialization process to warranty that k min ≤h(p) ≤k max , where k min is set at 2. Therefore, if all the bit of the control variable in a particle C(p) are smaller than 0.5, the active number of clusters is selected at h (p) = k min .
Algorithm 2
Randomly generate control variable C = (c1, c2, . . . , ck) from 0 to 1; 3:
C(p) = rand (1, k) ; where k= k max ; 4:
Count the active number of clusters in each particle; 5:
if cj< 0.5: Do not partition any instance in this cluster (inactive cluster).
7:
else cj≥ 0.5: Generate fuzzy membership matrix with the active clusters h(p)based on the initialization process in [27] . 8:
velocity of the clusters assignment / * 4: end for
Step 2: Set iteration t = 0 and calculate the fitness function for all particles. The personal best position (pbest) is set to current positions:
Step 3: Increase iteration counter: t = t+1. The solution of the multi-objective optimization problems is represented by a set of non-dominated solutions on the Pareto front. Therefore, this study applies non-dominated sorting procedure [33] on the particles to sort the solutions based on two objective functions, i.e., sep and π in order to get the non-dominated solutions, which are then stored in a list nonDom_list. The nonDom_list contains the solutions on all the non-dominated fronts, where the first front is the best one.
Step 4: According to the conventional NSPSO algorithm, the global best position (gbest) is randomly selected from the first front of the sorted nonDom_list [33] : gbest = {gbest C , gbest W }.
Step 5: Updating process: the new velocity and new position for each particle p which contains the control variable and clusters assignment.
The new velocity and position for the control variable are updated first as follows:
where w is an inertia weight. C t (p) and V t C (p) are position and velocity of particle p at iteration t, respectively. c 1 and c 2 are positive acceleration constants, which define the personal learning coefficient and global learning coefficient, respectively. r 1 and r 2 are two random numbers uniformly distributed in the interval [0 1].
During the updating process, the control variable C (p) and its velocity V C (p) in particle p may need to be adjusted due to its values can exceed 1 or less than 0. In this case, it will be adjusted to 1 or 0, respectively [34] .
Herein, the new position of the control variable is changed and it can lead to the change of the active number of clusters. Therefore, the active number of clusters is also updated as follows:
The new velocity of the clusters assignment is updated in which it is matched with the new active number of clusters. Besides, this study also uses the intuitionistic fuzzy set (IFS) [35] to add in the velocity of clusters assignment in order to increase the flexibility of the membership function. The process is in Algorithm 4: Calculated the hesitation degree of the IFS based on Sugeno's generation function [36] 
; where γ is the control parameter of hesitation degree 4:
Update new velocity with intuitionistic function V t+1
end for
The new position of clusters assignment is updated based on its new velocity. However, due to the difference in the new active number of clusters, the size of V of the membership function. Therefore, the final W t+1 (p) should be normalized to warranty its membership values.
Step 6: Combine new particle p t+1 and the current pbest and store in nextPop_list. Note thatnextPop_list is a temporary population with a size of 2N .
Step 7: Apply non-dominated sorting on the nextPop_list to identify the non-dominated solutions and store in nonDomPSO_list.
Step 8: Generate a new set of N particles to generate the next population from nonDomPSO_list. Update the pbest for the next iteration from new N particles.
Step 9: Go back to step 3 until the termination criteria are met.
E. SELECTING THE FINAL SOLUTION FROM THE FIRST RANK OF NON-DOMINATED SOLUTIONS
The proposed NSPSO will result in a set of non-dominated solutions corresponding to different k values in the Pareto optimal front [33] . In common, the final solution can be picked up randomly from any solutions in the first rank of non-dominated solutions because all the solutions in this front are ranked equally. The most popular method to select a solution in the Pareto set is the distance-based method which minimizes the distance from the Pareto set to the ideal solution [37] . This method is illustrated in Figure 4 .
To select a final solution from the Pareto set, some cluster validation indices (CVI) are used to evaluate the clustering result. This approach has been adopted in some existing works [38] - [40] . Since the number of clusters is unknown, several internal validation indices, i.e. Silhouette (Sil), Dunn, and Davies-Bouldin (DB) index are suggested to identify the best solution from the Pareto set. The Sil index is calculated as follows [41] :
where:
The formulation of Dunn index is calculated as follows [41] :
Some notations are used to explain the formulation of Sil and Dunn index. X is a set of n data instances X = {x 1 , x 2 , . . . ,x n } will be partitioned into k clusters: = {c 1 , c 2 , . . . ,c k }, z k is the centroid of cluster k. The distance between two instances x i and x j is denoted as d(x i , x j ).
The DB index is defined as follows [42] :
where i and j are the mean distances of the instances in cluster i and j to their modes, respectively, and d(µ i , µ j ) is the distance between center modes of cluster i and j. Each non-dominated solution will be computed three selected CVI based on the clustering result. The final solution is obtained by selecting the clustering result with the maximum value of both Sil and Dunn indices and the minimum value of DB index, respectively. An experiment will be conducted in section 4 to select the internal CVI should be used among the three suggested CVI.
IV. EXPERIMENTAL RESULTS

A. DATASETS AND PARAMETER SETTING
Eight datasets, which are collected from the UCI machine learning repository, are used to conduct the experiment. A brief description of the datasets is shown in Table 1 , where n is number of instances, m is number of attributes, and C is number of classes.
The proposed AFC-NSPSO algorithm was coded by using Matlab programming language. The experiments were run on a processor Intel Core i7-3770 CPU, 16GB RAM, and Windows 10 operation system. For each dataset, the proposed AFC-NSPSO algorithm implements 30 times and then the results were taken by calculating the average. For the input parameters of the proposed AFC-NSPSO algorithm, several tests with some possible values were tested to obtain the best parameters setting. As a result, the population size and the number of iterations are set as 100 and 80, respectively. The inertia weight is set from 0.4 to 0.9, while the learning rate is set as c 1 = c 2 = 2.
B. EXPERIMENTAL RESULTS OF THE PROPOSED ALGORITHM WITH DIFFERENT k max VALUES
There are many clustering algorithms which are able to automatically identify k value, especially for numerical data. However, how to evaluate the clustering results of these algorithms is still a big concern. Gordon [43] classified the ways that the existing automatic clustering algorithms have been used to evaluate the clustering results into two approaches: global approach and local approach. The global approach focuses on comparing the number of clusters as the quality of solution measure without concerning whether data should be partitioned. Calinski and Harabasz's method, Silhouette statistic, and Gap method are the three popular methods of the global approach [44] . The mutual characteristic of these methods is to use some validation criterion to estimate the optimal k, i.e. CH index, Sil index, and Gap statistic. In contrast, the local approach considers conducting the hypothesis testing that a pair of clusters should be consolidated.
This study firstly uses the global approach to evaluate the performance of the proposed AFC-NSPSO algorithm based on the optimal k which is obtained from the proposed algorithm with different values of k max . This comparison aims to access the effectiveness of the proposed algorithm to identify k max based on the local density. Table 2 shows the k max values on different datasets in two approaches: 1) empirical approach which calculates k max = √ n, and 2) the proposed AFC-NSPSO algorithm where k max is identified based on the local density (denoted as k max (dens)). The esult shows that the proposed AFC-NSPSO algorithm can obtain the smaller k max than that of the empirical method.
The smaller k max is expected to reduce the time complexity of the proposed algorithm in the clustering process as well as determine the optimal k. Therefore, an experiment was set up to implement the proposed AFC-NSPSO algorithm on two different values of k max in order to evaluate the difference on clustering quality in terms of the optimal k. Besides, since different CVI indices were suggested in the process of selecting the final solution in the Pareto front, this experiment also makes a comparison among these three suggested CVI indices. Table 3 and Table 4 show the average k after 30 runs of the proposed AFC-NSPSO algorithm with two values of k max , respectively, on different CVI indices in the selection process. As shown in Table 3 , the average k obtained by Sil index is closer to the actual number of classes on 4 datasets (i.e., Soybean, Tic-tac-toe, Lymphography, and Splice) out of 10 tested datasets. The result of using DB index in the selection process provides the best result of the average k in 3 datasets (i.e., Breast Cancer, Mushroom, and Vote), while the remaining dataset (Zoo) relies on the Dunn index. In this case, it can be concluded that using the Sil index in the process of selecting the final solution in the Pareto front can archive a better result in terms of k.
Similarly, Table 4 exhibits the average k of the proposed AFC-NSPSO algorithm by adopting k max (dens) with the three aforementioned CVI indices. The result is quite similar with the one obtained by running AFC-NSPSO algorithm with k max = √ n. TheSil index is selected as the best one which can help the proposed AFC-NSPSO algorithm achieve the better result through the process of selecting the final solution from the Pareto front.
After evaluating the experimental results to select which CVI should be used in the process of selecting the optimal solution from the Pareto front, the next comparison is made to select the better method to identify k max . Table 5 shows the comparison of the average k which obtained by the proposed AFC-NSPSO algorithm based on the results of Sil index. Among 8 tested datasets, the average k which is obtained by using the proposed k max (dens) can achieve better results (closer to the predefined class C) on 7 datasets (i.e., Breast Cancer, Soybean, Mushroom, Vote, Tic-tac-toe, Lymphography, and Splice), while the results obtained from the empirical method k max = √ n are only better than those of k max (dens) on 1 datasets (Zoo). Consequently, the proposed AFC-NSPSO algorithm invents a novel method to identify the k max in which the solution quality is more effectiveness than that of the empirical method not only in determining k, but also in reducing the time complexity due to the decrease of iterations caused by smaller k max .
In most of the existing automatic clustering algorithms, k is obtained after multiple runs by taking the mean of the corresponding runs. However, the obtained k by taking average may be affected by the standard deviation and the average k is not an integer. Thus, how to choose the optimal k was not mentioned. The most popular and simplest way is rounding off the average k to be an integer since the optimal k should be an integer. This study proposes a method to select the optimal k. Instead of using the average k, this study is inspired by the concept of k-modes algorithm [3] in the use of modes to identify the optimal k by selecting the most frequent value VOLUME 7, 2019 TABLE 6. The optimal k from two different approaches. appeared on the obtained k. The results of the optimal k which obtained by rounding off the average k and the most frequent k are shown in Table 6 . Figure 5 illustrates the obtained k after multiple runs to help on visualizing the most frequent of k. As shown in Table 6 , by using the most frequency method, the proposed AFC-NSPSO algorithm correctly achieves the optimal k on 6 datasets. In other words, the optimal k obtained by the proposed AFC-NSPSO algorithm is exactly equal to the predefined classes C. Regarding the rounding method, the AFC-NSPSO algorithm only provides the optimal k correctly on 5 datasets. There are two datasets (Mushroom and Zoo) that the two methods provide different results of the optimal k. However, the most frequency method can produce a better value of the optimal k on Mushroom datasets.
According to the result, the proposed AFC-NSPSO algorithm uses the most frequency method to select the optimal k.
C. EXPERIMENTAL EVALUATION WITH OTHER BENCHMARK ALGORITHMS
This section aims to make a comparison between the proposed AFC-NSPSO algorithm and the existing algorithms which are reviewed in Section 2. To compare with other benchmark algorithms, the following validation indicators are selected to be the quality of solution measures:
(1) Number of clusters obtained from the clustering algorithms.
(2) Adjusted rank index (ARI). (3) Clustering accuracy (measured by Purity index). The formulation of ARI and Purity index are defined as follows [45] , [46] : (17) where T is the pre-defined class labels, C is the results of the proposed algorithm, a, b,c, and d are the number of pairs of instances that are placed: 1) in the same class in both T and C, 2) in the same class in T but different class in C, 3) in the same class in C but different class in T , and 4) in the different class in both T and C, respectively.
where n i j is the number of objects of the i th class that were partitioned into the j th cluster.
Note that ARI and Purity are two external validation indices. These indices can be used to compare in the case that the pre-defined class C is known and the optimal k should be equal to C. Therefore, the clustering results obtained from the proposed AFC-NSPSO algorithm are refined to select only the results that the obtained k matches with C.
The benchmark algorithms are selected to compare with the proposed AFC-NSPSO algorithm including AT-DC, DHCC, PROCAD, and MOCSG algorithms due to the clear results adopted from these algorithms. Most of the results of the benchmark algorithms were adopted from their original papers. Some results of AT-DC algorithm (on Tic-tac-toe and Lymphography datasets) are implemented in Java. The results of Splice dataset for all the benchmark algorithm and the result of the PROCAD on Zoo dataset were taken in [47] . Since each benchmark algorithm was implemented on different datasets. Some results of the benchmark algorithms are not available (N/A) on the ten tested datasets. Therefore, the comparison cannot be made on all tested datasets. Table 7 shows the comparison between the proposed AFC-NSPSO algorithm and other benchmark algorithms in terms of k. Since the results adopted from the benchmark algorithms are not enough for all the tested datasets, this study used the correct ratio (CR), which is determined by the ratio of the number of cases/datasets that get the correct or better result and the total compared cases/datasets, to evaluate the 
As shown in Table 7 , the proposed AFC-NSPSO algorithm outperforms the AT-DC, DHCC, and PROCAD algorithms in terms of k since the CR of the proposed AFC-NSPSO algorithm is much better than those of the AT-DC, DHCC, and PROCAD algorithms. In contrast, the MOCSG algorithm is slightly better than the AFC-NSPSO algorithm due to the better of CR. However, the CR of the MOCSG is obtained only for 5 datasets.
Next, the clustering performance is evaluated in terms of ARI. Similar to that of the comparison of k, the CR is also calculated for each algorithm. The results of ARI and CR are shown in Table 8 , where the ARI is shown as the 95% confidence interval of t-student distribution. The performance of the proposed AFC-NSPSO algorithm dominates the four compared algorithms since it can provide the best ARI on 7 datasets with the largest value of CR (0.875). The MOCSG algorithm ranks the second position since its performance can obtain a better result on 2 datasets with the corresponding CR = 0.4. The remaining algorithms, i.e., AT-DC and PROCAD, do not take any enhancement in comparison with the proposed AFC-NSPSO algorithm in terms of ARI. Consequently, Table 9 shows the clustering performance in terms of Purity in which the Purity of AFC-NSPSO is shown as the 95% confidence interval. Similar to that obtained in terms of ARI, the AFC-NSPSO algorithm shows outstanding performance with the best Purity on 6 datasets among 8 compared datasets with corresponding CR at 0.75. The MOCSG and AT-DC can obtain the best Purity on 1 dataset (Soybean) and 2 datasets (Mushroom and Lymphography), respectively. In addition, the DHCC and PROCAD algorithms do not have any competitive advantage in terms of Purity.
D. EXPERIMENTAL ON THE DATASET WITH UNKNOWN NUMBER OF CLUSTERS
A case study on primate dataset, which is of unknown k, is exploited in this section. This data contains 376 genes and 13 attributes used in Bouguessa's study (PROCAD algorithm) [26] . The original dataset is numerical data. However, Yip et al. [48] transformed this dataset to categorical data by normalizing data and rounding the normalized values to integers. In this dataset, among 13 attributes, 4 attributes are used to describe primate brain samples for chimpanzees, 5 attributes for humans, while the remaining 4 attributes are used for rhesus macaques.
Since the number of clusters, k, is unknown in this dataset, the proposed algorithm is used to cluster the primate data. The results of multiple runs in terms of different k values are displayed in Figure 6 . Using the most frequency method, the optimal k is selected as 2. The Primate data is partitioned into 2 clusters. Cluster 1 contains 302 data instances while the remaining 74 instances are grouped to cluster 2.
To evaluate the performance of the proposed AFC-NSPSO algorithm in the case study of Primate dataset, the AFC-NSPSO algorithm is compared with the PROCAD algorithm since this study also implemented this dataset. First, the optimal k values obtained from these two algorithms are considered to be evaluated. Table 10 shows a comparison in terms of the clusters' structure. The PROCAD grouped the Primate data into 3 clusters, while the proposed AFC-NSPSO algorithm only obtains 2 clusters. In contrast, cluster 1, which is obtained by the proposed AFC-NSPSO algorithm, contains 6 data instances in cluster 3 of the PROCAD algorithm. The number of data instances in cluster 2 obtained by the AFC-NSPSO is also larger than the one in cluster 2 of the PROCAD algorithm. Because k is unknown, this comparison only considers the difference between two algorithms through the clustering structure instead of evaluating which algorithm is the better one. However, the PROCAD algorithm can exploit the selected dimensions which are relevant to each cluster while the AFC-NSPSO uses all the dimension to cluster data.
Next, the clustering performance is evaluated based on internal CVI. Some popular internal CVI indices are selected such as Sil, Dunn, DB, and Calinski-Harabasz index (CH). The formulation for CH index is defined as follows [41] :
where SS B is the overall between-cluster variance, SS C is the overall within-cluster variance. The clustering performance in terms of the internal CVI is shown in Table 11 . Note that these internal CVI indices are calculated based on the normalized data. As shown in Table 11 , the proposed AFC-NSPSO algorithm achieves a better result on 3 validation indices (Sil, DB, and CH) while the performance of PROCAD algorithm is only better on Dunn index. Hence, the proposed AFC-NSPSO algorithm is effective to cluster real-case data without knowing the number of clusters, k.
E. TIME COMPLEXITY ANALYSIS
The proposed PM-FGCA consists of two parts: 1) identify k max and 2) clustering using NSPSO. The time complexity of the process to identify k max is O (n), where n is the number of data instances. The NSPSO procedure used the non-dominated sorting process which is similar to NSGAII. Therefore, the time complexity of NSPSO is O Mn 2 , where M is the number of objective functions. With two objective functions considered in NSPSO, i.e., pi and sep, the time complexity for the NSPSO becomes O(2n 2 ). Thus the total time complexity is O(2n 2 +n). Regarding the benchmark algorithms, the time complexity of the AT-DC algorithm includes: 1) time complexity of the splitting process, which is quadratic in the size of C i ∪ C j (where (C i , C j ) are two clusters in the partition stage); 2) time complexity of the stabilize-clusters procedure, which is quadratic with respect to n [22] . In contrast, the DHCC's time complexity is linear in n and the total number of categorical values [25] . The PROCAD algorithm has the quadratic time complexity in respect of n and linear time complexity to data dimension [26] . Regarding the MOCSG algorithm, the multi-act sequential game requires the time complexity as O(m * n) O(n 4 ), where m is the number of nodes, while the clustering phrase has time complexity as O(n) [27] . Thus, the proposed AFC-NSPSO is comparable to AT-DC and PROCAD in terms of time complexity. Compared with DHCC, it seems that DHCC is faster. Moreover, the complexity of the proposed AFC-NSPSO is much simpler than that of MOCSG.
V. CONCLUSIONS
This study proposes a novel automatic clustering algorithm for categorical data. The proposed AFC-NSPSO combines fuzzy clustering with NSPSO to automatically determine number of clusters, k, and partition data instances based on the obtained k. The NSPSO is employed to handle the multiple objectives of the fuzzy clustering. To select the final solution from the Pareto front, several internal CVI indices are testified, such as Sil, Dunn, and DB. Moreover, a new technique to find the maximal number of clusters (k max ), which is based on the local density for categorical data, is investigated in this study. The result evaluations are made as follows: 1) Compared with the empirical method, the proposed k max (dens) is more effective to the clustering result not only in determining k, but also in reducing the complexity.
2) Among the three suggested indices (Sil, Dunn, and DB), the Sil index is selected as the internal CVI to illustrate the final solution from a set of non-dominated solutions.
3) The proposed AFC-NSPSO algorithm outperforms other algorithms in terms of k, ARI, and Purity on UCI datasets.
4) The proposed AFC-NSPSO is used to cluster a real-case study with unknown k effectively in terms of some internal validation indices.
Inspired from PROCAD algorithm, this study can be extended in the future research by exploiting the relevant attributes which are representative for each cluster. Moreover, outliers also can be considered to be processed before clustering.
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