Abstract: Several frequency-based spectral similarity measures, derived from commonly-used ones, are developed for hyperspectral image classification based on the frequency domain. Since the frequency spectrum (magnitude spectrum) of the original signature for each pixel from hyperspectral data can clearly reflect the spectral features of different types of land covers, we replace the original spectral signature with its frequency spectrum for calculating the existing spectral similarity measure. The frequency spectrum is symmetrical around the direct current (DC) component; thus, we take one-half of the frequency spectrum from the DC component to the highest frequency component as the input signature. Furthermore, considering the fact that the low frequencies include most of the frequency energy, we can optimize the classification result by choosing the ratio of the frequency spectrum (from the DC component to the highest frequency component) involved in the calculation. In our paper, the frequency-based measures based on the spectral gradient angle (SAM), spectral information divergence (SID), spectral correlation mapper (SCM), Euclidean distance (ED), normalized Euclidean distance (NED) and SID × sin(SAM) (SsS) measures are called the F-SAM, F-SID, F-SCM, F-ED, F-NED and F-SsS, respectively. In the experiment, three commonly-used hyperspectral remote sensing images are employed as test data. The frequency-based measures proposed here are compared to the corresponding existing ones in terms of classification accuracy. The classification results by parameter optimization are also analyzed. The results show that, although not all frequency-based spectral similarity measures are better than the original ones, some frequency-based measures, such as the F-SsS and F-SID, exhibit a relatively better performance and have more robust applications than the other spectral similarity measures.
Introduction
Hyperspectral data can provide hundreds of contiguous bands for spectral analysis simultaneously, and in a hyperspectral image, more details are available to describe the spectral information of ground objects than in a multi-spectral image. The hyperspectral data can be regarded as a spectral cube where the third dimensionality is the spectral domain due to the capability of continuous spectral capture. However, a problem arises in hyperspectral image classification (e.g., the Hughes phenomenon [1] ). As the high dimensionality of hyperspectral data increases, the number of training samples for the classifier also increases.
In order to mitigate the influence of the Hughes phenomenon, dimensionality reduction is usually adopted before image classification. Feature extraction is important to dimensionality reduction for hyperspectral image analysis. Principal component analysis (PCA) [1, 2] is still the commonly-used feature extraction algorithms. The main reason is that PCA can solve a linear and convex problem and is invertible. Independent component analysis (ICA) is also applied in the hyperspectral image analysis and presentation. Tu indicated that the noise-adjusted version of fast ICA offers a new approach for unsupervised signature extraction and separation in hyperspectral images [3] ; Wang and Chang [4] developed an ICA-DRfor endmember extraction and data compression. Furthermore, Villa et al. [5] applied the ICA technique to hyperspectral classification. Farrell and Mersereau [6] and Li et al. [7] proposed local Fisher's linear discriminant analysis (LDA) for dimensionality reduction in hyperspectral data before employing the Gaussian mixture model and support vector machine (SVM) classifier.
Furthermore, there are some more impressive algorithms. Zhang et al. used the tensor discriminative locality alignment [8] to remove the redundant information for hyperspectral image classification. Minimum noise fraction (MNF), which is a linear transform, projects data into a new space in order to split these data into two parts, one of which is associated with the original signal and another of which is considered as the noise. Thus, this method is used for band selection of the hyperspectral image [9, 10] . Meanwhile, projection pursuit [11, 12] , clonal selection theory [13] , and the random forest model [14, 15] are applied to feature extraction for hyperspectral image.
Band selection is also an important tool for hyperspectral image analysis, except for the feature extraction technique. Guo et al. [16] , and Sotoca and Pla [17] used mutual information to select bands from the hyperspectral image. Marin et al. [18] used genetic algorithm (GA) to select the band from a hyperspectral image. The experimental result by comparing it to the end-member and spectral unmixing approach shows that the GA is a promising method. Additionally, there is band add-on (BAO) [19] for band selection for hyperspectral image analysis.
After dimensionality reduction, traditional multi-spectral remote sensing image classification methods, such as maximum likelihood (ML) [20, 21] and the Bayes classification method [22] , are used to complete the subsequent classification.
Other advanced and popular approaches are kernel-based algorithms, such as SVMs [23] , kernel Fisher discriminants (KFDs) [24, 25] , support vector clustering [26] and the regularized AdaBoost algorithm [27, 28] . The advantage is that kernel-based approaches can be used to analyze hyperspectral data directly, without dimensionality reduction and band selection. SVMs, in particular, have been widely applied in the hyperspectral remote sensing image classification community [29] [30] [31] . The training time, although much smaller than that of other kernel-based algorithms, quadratically depends on the size of the training sample. Thus, it increases significantly, when a large number of labeled samples is available. Furthermore, there are other learning machine techniques, such as extreme learning machine [32, 33] .
Furthermore, extensive studies on spectral-spatial classification, which incorporate the spatial contextual information into pixel-wise classifiers, have been performed in the hyperspectral remote sensing community. These methods include segmentation based [34, 35] , morphological profile filtered [36] , Markov random field [37, 38] graph-cut [39, 40] and many other ones. Additionally, researchers have also proposed other advanced methods, such as dictionary learning [41, 42] and the Gaussian process [43] , for hyperspectral data classification.
Meanwhile, metric-based algorithms that measure spectral similarity and discrimination between a target and reference spectral signature are popular in hyperspectral remote sensing image classification. The spectral similarity measurement is valuable and important for hyperspectral image analysis. In addition, it is extensively applied to ground-object identification and classification of hyperspectral remote sensing images. Richards and Jia [44] used the Euclidean distance (ED) to calculate as the spectral similarity using the Euclidean distance between two spectral vectors. Because ED only takes into account the brightness difference between two vectors, the ED is not sensitive to the shape and scaling of the spectral signature. Subsequently, the normalized Euclidean distance (NED) [45] is proposed to calculate the Euclidean distance between two spectra divided by the mean of the spectral signatures. Meanwhile, there are more efficient spectral similarity measures, such as spectral gradient angle (SAM) [46, 47] , spectral information divergence (SID) [48] and spectral correlation mapper (SCM) [49] . Especially, SAM, which is used to measure spectral similarity by retrieving the angle between two spectral signatures portrayed as vectors, is a commonly-used measure in this application. Furthermore, Du et al. [50] proposed two mixture spectral similarity measures based on the SID and SAM measures, namely SID × sin(SAM) (SsS) and SID × tan(SAM) (StS), which considerably increase spectral discriminability.
Fourier transform is an important tool in signal processing. In the research on hyperspectral image analysis, Salgado and Ponomaryov [51] proposed feature selection based on coefficients obtained via discrete Fourier transform (DFT). Furthermore, two-dimensional (2D) Fourier transform is applied for sharpening HSIdata [52] .
The differences among the spectral signatures of different ground objects result in the discrepancy in the distribution of the frequency component's magnitudes, namely the frequency spectrum, of these spectra. Thus, it indicates that we can use the frequency spectrum to analyze the availability of the existing spectral similarity measures. Based on this conclusion, Wang et al. [53, 54] proposed two spectral similarity measures based on the frequency domain. Wang et al. [53] previously used the first few low-frequency components to produce the measure. To balance the difference between the low-and high-frequency components, the Canberra distance is introduced to increase the contribution from the higher frequencies. In the following research [54] , the frequency spectrum of the target spectral signature is taken as the normalized factor to balance the lower and higher frequency components. In this paper, we use the frequency spectrum of the spectral signatures to calculate the spectral similarity measures based on the existing measures, including the SAM, SID, SCM, ED, NED, StS and SsS measures. First, the spectral signatures are Fourier transformed to obtain the frequency spectrum. Second, the transformed frequency spectrum is used for calculating the existing spectral similarity measure. Because the frequency spectrum is symmetric with respect to the direct current (DC) component, half of the frequency spectrum is involved in the calculation. Finally, the existing spectral similarity measures computed by using the frequency spectrum are compared to these original ones, in order to analyze the effectiveness of the frequency spectrum applied to obtain the spectral similarity measure for hyperspectral image classification and object recognition.
Methodology

Fourier Analysis of the Spectral Signature
Fourier analysis is one of the most frequently-used tools for signal processing, and its application is involved in many other scientific fields, such as physical science, engineering and pattern recognition. It is pointed out that a real-valued periodic period-p function can be expressed as the sum of sinusoidal oscillations of various frequencies, magnitudes and phase shifts [55] . Additionally, the process of calculating the Fourier coefficient is defined as the Fourier transform. A signal can be given by a complete description with sines and cosines. Let f (t) be a discrete signal; the Fourier transform of f (t) can be given by:
where u is the frequency. After the Fourier transform, a result of complex frequency is retrieved. The expression of polar coordinates can be defined by:
where |F(u)| and φ(u) are the frequency spectrum (magnitude spectrum) and phase spectrum, respectively, and are given by:
Furthermore, the power spectrum can be given by:
In this paper, we use the frequency spectrum to analyze the spectral signature of each pixel in hyperspectral data. Because the signature is discrete, the frequency spectrum can be obtained by using the discrete Fourier transform (DFT) defined by:
N nk (6) where N is the length of the spectral signature. The inverse discrete Fourier transform (IDFT) is defined as:
Fourier Analysis of the Simulated Discrete Signal
Before the measurement of spectral similarity can be obtained using the frequency spectrum, the distribution of the simulated discrete signal is analyzed. Here, we focus on the analysis of the frequency and power spectrum for the representation of the optical spectral signature from the hyperspectral data. The frequency and power spectrum, which is the square function of the frequency spectrum, are different in physical significance, even though they seem similar. The frequency spectrum presents another distribution of the change intensity of the original signal strength, and it is arranged from low to high frequency components, in which the DC component has zero frequency. The power spectrum, which is arranged like the frequency spectrum, mainly describes the distribution of the original signal energy. The relation between the power spectrum and the original signal is expressed by:
The one-dimensional simulated square wave discrete signal plotted in Figure 1a is taken as an example for frequency and power spectrum analysis. The frequency and power spectrum of the original signal are illustrated in Figure 1b ,c, respectively. As shown in Figure 1b , we can see that the magnitude of the DC component is much higher than the other frequency components. Meanwhile, the magnitude of these frequency components decreases sharply with distance from the DC component. The tendency of the power spectrum is more distinct than that of the frequency spectrum, indicating that the energy of the spectral signature concentrates around the DC component. The curve shown in Figure 1d is the ratio of the frequency energy of the harmonics between the DC component and every other frequency component, to all frequency energy. It can be seen that the energy of the first three harmonics is up to 95%, and the energy of the first twelve harmonics is over 99%.
To analyze the frequency spectrum of the real spectral signature, five typical spectral signatures, including water, anorthite, roscoelite, jarosite and lawn grass in the United States Geological Survey (USGS) reflectance spectral library, are taken as samples for experimental frequency spectrum analysis. Figure 2 shows that the five spectral signatures are markedly different from each other. These five original spectral signatures are resampled to objectively analyze the distribution of the frequency spectrum and the power spectrum. As shown in Figure 2 , the resampled interval is 0.02 µm, and the final length of the resampled signature is 1385. Frequency spectrums of these spectral signatures are shown in the first column of Figure 3 ; power spectrums are shown in the second column of Figure 3 . In order to clearly illustrate the difference between the frequency spectrum energy distribution from different ground objects' spectral signatures, we plot the logarithmic form of the frequency spectrum and the power spectrum, which are shown in the third and fourth column of Figure 3 , according to Equations (9) and (10) . Note that most of the frequency energy is concentrated around the DC component, and the frequency spectrum energy of the high frequencies is much less. (t) Figure 3 . (a) The frequency spectrum of the spectral signature of water; (b) the power spectrum of the spectral signature of water; (c) the logarithmic form of the frequency spectrum of the spectral signature of water; (d) the logarithmic form of the power spectrum of the spectral signature of water; (e) the frequency spectrum of the spectral signature of anorthite; (f) the power spectrum of the spectral signature of anorthite; (g) the logarithmic form of the frequency spectrum of the spectral signature of anorthite; (h) the logarithmic form of the power spectrum of the spectral signature of anorthite; (i) the frequency spectrum of the spectral signature of roscoelite; (j) the power spectrum of the spectral signature of roscoelite; (k) the logarithmic form of the frequency spectrum of the spectral signature of roscoelite; (l) the logarithmic form of the power spectrum of the spectral signature of roscoelite; (m) the frequency spectrum of the spectral signature of jarosite; (n) the power spectrum of the spectral signature of jarosite; (o) the logarithmic form of the frequency spectrum of the spectral signature of jarosite; (p) the logarithmic form of the power spectrum of the spectral signature of jarosite; (q) the frequency spectrum of the spectral signature of lawn grass; (r) the power spectrum of the spectral signature of lawn grass; (s) the logarithmic form of the frequency spectrum of the spectral signature of lawn grass; (t) the logarithmic form of the power spectrum of the spectral signature of lawn grass.
Evidently, as shown in Figure 3 , there are remarkable differences of the frequency and power spectrum characteristics among the five typical spectral signatures. For example, the DC component of water's spectral signature in Figure 3a -d is much lower than that of the other ground objects. Since most of frequency energy concentrates about the DC component, the declines of these five signatures are similar to each other. However, the rate of decline in the frequency spectrum from the DC component to high frequency components is different among these five typical ground objects' spectral signatures.
In Figure 4 , we plot the frequency and power spectrum of all ground objects' spectral signatures in the same figure to illustrate the differences. The value of the frequency and power spectrum of anorthite is significantly higher than that of the other ground objects, whereas the frequency and power spectrum of water is mostly lower than that of the others, especially around the DC component. As shown in Figure 4c ,d, which shows the local region around the DC component, the crest and valley of the frequency and power spectrum appear at different locations for different ground objects. Therefore, we conclude that the frequency and power spectrum from the spectral signatures of different ground objects can be quite different from each other.
The work in [53, 54] indicates that a certain amount of low frequencies is enough to describe the original spectral signature. Using Equation (7), the discrete signal can be expressed as the sum of harmonics, namely the frequency components. Therefore, in order to show the contribution from different frequency components, different ratios of harmonics are used to reconstruct the original signal. Figure 5 shows the reconstruction results from different ratios of the low frequency spectrum, namely 1%, 2%, 5%, 10%, 20%, 40%, 60% and 80%. We can see that the reconstruction result becomes more similar to the original spectral signature as the ratio of the frequency spectrum (from low frequency to high frequency) increases. However, when this ratio is greater than 20%, the reconstruction is extremely close to the original signature. Therefore, a portion of the frequency spectrum can be used to describe the original spectral signature. We can use different ratios of the frequency spectrum to calculate the spectral similarity on the basis of the existing measure, in order to optimize the result.
Frequency-Based Measures from the Existing Measures
In this paper, we take the SAM, SID, SCM, ED, NED and SsS method for calculating the spectral similarity measures based on the frequency domain. Given the target and reference spectral curve
and B i is a pixel of the i-th acquired at a particular wavelength λ i . The SAM, SID, SCM, ED, NED and SsS methods are defined as follows:
(1) SAM:
where the vector p = (p 1 , p 2 , p 3 , · · · , p n ) T is the desired probability vector resulting from A; q = (q 1 , q 2 , q 3 , · · · , q n ) T is the desired probability vector resulting from B.
(3) SCM: (15) whereĀ andB are the mean values of the vectors A and B. 
whereĀ andB are the mean values of the vectors A and B.
(6) StS and SsS:
In our proposed measures, we take the frequency spectrum of the spectral signatures as the vector for calculating the existing measures, including the SAM, SID, SCM, ED, NED and SsS measures, and we call these measures frequency-based measures. Thus, F-SAM, F-SID, F-SCM, F-ED, F-NED and F-SsS are frequency-based measures from SAM, SID, SCM, ED, NED and SsS, respectively.
Experiment and Results
Dataset
AVIRIS Data on the Salinas Valley
This dataset was acquired by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) over Salinas Valley, California, in 1998. The original data contains 217 × 512 pixels and 220 spectral channels, which range from 0.4 to 2.45 µm, covering the visible and infrared spectra. In our experiment, we discarded the 20 water absorption bands. The data were taken at a low altitude with a spatial resolution of 3.7 m. The dataset shown in Figure 6a , which is the false color composite image of Bands 18, 30 and 68, presents a vegetation scenario, including broccoli, corn, fallow, stubble, celery, vineyard and romaine lettuce. The main advantage of this dataset is that there is a ground truth map, shown in Figure 6b , including 16 land cover classes prepared at the time of image acquisition. The details of the land cover classes and sample number is listed in Table 1 . The Indian Pines hyperspectral image is a dataset gathered by the AVIRIS sensor over the Indian Pines test site in northwestern Indiana and consists of 145 × 145 pixels with 224 bands. This dataset is commonly used for classification experiments because of the high similarity between spectral signatures of different classes and heavily mixed pixels. The data and ground truth map are shown in Figure 7a ,b. The number of bands is initially reduced to 200 by removing water absorption bands and noisy bands. The original ground truth has actually 16 land cover classes, but some classes have a very small number of samples; therefore, 12 classes that have a higher number of samples were used in the experiment. The samples corresponding to each of these classes are shown in Table 2 . The third experimental image is of Okavango Delta, Botswana, collected by the Hyperion sensor on EO-1. The hyperspectral data are 1476 × 256 pixels, with a spatial resolution of 30 m per pixel. We, here, took a sub-scene (1011 × 256 pixels) of this image as the experimental data. The number of spectral channels in the original data is 242 (with a spectral range between 0.5 and 2.5 µm). The uncalibrated and noisy bands that cover water absorption features are removed, and only 145 bands remained for experiment. The ground truth information is available for partial areas of the scene, including 14 identified classes representing the land cover types, which are shown in Table 3 . Figure 8 is the color composite image of the hyperspectral data.
(a) (b) (c) Figure 8 . (a) False color hyperspectral remote sensing image over Okavango Delta, Botswana (using Bands 149, 51 and 31); (b) ground truth of the labeled area with twelve classes of land cover: water, hippo grass, floodplain grasses 1, floodplain grasses 2, reeds 1, riparian, firescar 2, island interior, acacia woodlands, acacia shrublands, acacia grasslands, short mopane, mixed mopane and exposed soils; (c) the legend of the classes of land cover for ground truth. 
Experimental Setup
In these three experiments, the average of each class's spectral signature from all labeled pixels in the ground truth data was taken as the reference spectral signature. In the class's assignment of the unknown pixel, we first calculate the spectral similarity measure between this pixel and the reference spectral signature of all labeled class. The class' label is assigned to the unknown pixel when the spectral similarity measure between this class and the unknown pixel is the highest value. We evaluated the classification accuracy of the proposed frequency-based measures, including F-SAM, F-SID, F-SCM, F-ED, F-NED and F-SsS (since the classification accuracies are extremely close between F-SsS and F-StS, we present only the accuracies of F-SsS.) and further compared these with the commonly-used measures, including SAM, SID, SCM, ED, NED and SsS. We first used the producer's accuracy (PA), user's accuracy (UA), overall accuracy (OA), average accuracy (AA) and Kappacoefficient to evaluate our proposed frequency-based measures and the commonly-used measures. Second, we calculated the OA, AA and Kappa coefficient of the classification results from different ratios of the frequency spectrum of spectral signatures. Furthermore, we obtained the optimal classification result and analyzed the relationship between the ratio of the frequency spectrum and the optimal result. Figure 9 shows the classification map of these methods, including the SAM, SID, SCM, ED, NED, SsS, F-SAM, F-SID, F-SCM, F-ED, F-NED and F-SsS methods. We can see clearly that the classification results of C3, C8, C10, C15 and C16 show bad performance with all measures, especially the class of C10. The details of the classification accuracies, including the PA, UA, OA, AA and Kappa coefficient, are presented in Table 4 .
Experiment I: Salinas Valley Data
As shown from Table 4 , it can be seen that F-SID reaches 76.79% OA, 81.85% AA and 0.7430 Kappa, all of which are higher than the accuracies of the other methods. The F-SsS and NED measures have better performance than the remaining measures. Meanwhile, although the OA and Kappa of the NED is slightly higher than that of the F-SsS, the AA of the NED is clearly lower than that of the F-SsS. Furthermore, it is worth noting that two frequency-based measures, F-SID and F-SsS, obtain better results than their corresponding traditional measures, SID and SsS. SCM and F-SCM achieve close classification accuracies. The OA of F-SCM is slightly lower than that of the SCM, and the Kappa values are close to each other. However, the F-SCM's AA is dramatically higher than that of SCM. F-SAM has worse performance than SAM, but the AA of F-SAM is close to that of the SAM. Finally, the accuracies of the F-ED and F-NED measures are worse than those of the ED and NED, respectively. Meanwhile, their accuracies have the worst performance of all of the frequency-based measures. Figure 10 shows the OA, AA and Kappa coefficient of the classification results from different ratios of the frequency spectrum using frequency-based measures over the Salinas Valley scene. It can be seen that, for the F-SAM, F-SID, F-NED and F-SsS measures, when the ratio is larger than 0.2, the accuracies tend to be stable and exhibit higher values. For the F-SCM measure, the accuracies also tend to be stable when the ratio is over 0.2. However, these accuracies become lower than those with ratios lower than 0.2. The F-ED measure always exhibits very stable accuracies, which have been influenced by the ratio of the frequency spectrum. Table 5 illustrates the optimal accuracy values and the corresponding ratios. We can clearly see that the optimal OA, AA and Kappa of F-SID and F-SsS still exhibit the best performance. The ratios of the optimal values from different measures are distinctly different. For the F-SID, F-SsS and F-NED, the ratio for optimization is close to 1.0. For F-SAM, the ratio is close to 0.8 or 0.9. The F-ED measure obtains the optimal values when the ratio is 0.5. The distinct difference is that the experimental result shows that F-SCM tends to have better performance when the ratio is close to 0.1. 
Class F-SAM F-SID F-SCM F-ED F-NED F-SsS
Experiment II: Indian Pines Data
The classification maps on the Indian Pines data using these measures are shown in Figure 11 . It is seen that the classification results of each class are not good based on all measures. In order to illustrate the difference of classification accuracies between each method in detail, the accuracies of PA, UA, OA, AA and the Kappa coefficient are shown in Table 6 . We can see that the F-SsS has the highest values of OA (53%), AA (54.61%) and Kappa (0.4697) in all measures. For all frequency-based measures, only the F-SsS achieves better performance than the corresponding traditional measures. Furthermore, although the OA and Kappa of the F-SID are lower than those of the SID, the F-SID exhibits a significantly higher value of AA than that of the SID. For the F-SAM, F-SCM, F-ED and F-NED, the classification accuracies illustrate worse performance than the SAM, SCM, ED and NED. Figure 12 shows the OA, AA and Kappa coefficient of the classification results from different ratios of the frequency spectrum using frequency-based measures over the Indian Pines scene. It can be seen that these measures tend to obtain higher accuracies with increasing ratio. When the ratios of the F-SID and F-SsS measures exceed 0.7, there are slight decreases in the accuracies of the OA and Kappa. For their AA accuracies, the curve first increases, then decreases, and finally increases to the highest values at a ratio of 1.0. For the F-SAM and F-SCM, the accuracies rise with increasing ratio. The accuracies of OA, AA and Kappa fluctuate around 43.50%, 46.50% and 0.3660, respectively. The accuracies of the F-ED remain stable, without much fluctuation. The optimal results are shown in Table 7 . For the F-SAM and F-SCM, the optimal results are obtained when the ratio of the frequency spectrum of the spectral signature is 1.0. For the F-SID and F-SsS, the optimal results are obtained when this ratio is 0.7, even though the AA, when the ratio is 0.7, is lower than that when the ratio is 1.0. The OA, AA and Kappa coefficient of the optimal results for the F-SID are 53.89%, 53.83% and 0.4645, respectively. For the F-SsS, when the ratio is 0.7, the OA, AA and Kappa coefficient are 54.16%, 54.28% and 0.4769, respectively. We can see that the performance of the F-SID and F-SsS is distinguished. For the F-SAM and F-SCM, the optimal results are obtained at a ratio of 1.0. The F-NED obtains the best performance when the ratio is approximately 0.7. For the F-ED measure, the highest value of OA and Kappa are reached at a ratio of 0.9; the highest value of AA is also reached at a ratio of 0.9. Figure 13 illustrates the classification map from different methods. The classification results generally have good performance in all measures. Only the class of C6 has distinctly bad performance. Table 8 exhibits the details of classification accuracies. Except for F-ED and F-NED, all frequency-based measures have excellent performance. The F-SsS, F-SAM, F-SCM and F-SID measures observably have better performance than the other measures. Meanwhile, the F-SsS exhibits the highest values of OA, AA and Kappa, at 84.17%, 85.27% and 0.8285, respectively. It is worth noting that, in this experiment, the F-SAM and F-SsS's accuracies are much higher than the other measures. Furthermore, the F-ED and F-NED measures still have worse performance than the corresponding traditional measures. Figure 14 shows the OA, AA and Kappa coefficient of the classification results for different ratios of the frequency spectrum using frequency-based measures over the Botswana scene. We can see that, for the F-SID and F-SsS measures, the accuracies first increase distinctly and then decrease slightly. For the F-SAM and F-SCM, the accuracies increase when the ratio is close to 1.0, and the optimal result, shown in Table 9 , is obtained when the ratio is 1.0. The fact that the tendency of the F-ED measure is not influenced by the ratio value is similar to the case of the Salinas Valley and Indian Pines scenes, even though the optimal result is also obtained at a ratio of 1.0. For the F-NED measure, the curve descends with increasing ratio. Table 9 . Optimal accuracy value and the ratio of the frequency spectrum involved in the frequency-based measures in the experiment for the Botswana data. Table 9 illustrates that the F-SsS measure still has the best performance of all of the frequency-based measures. The optimal accuracies of the F-SID are close to those of the F-SAM measure, even though the accuracies of the F-SID measure are lower than those of the F-SAM measure. For the F-SAM and F-SCM, the optimal results are also obtained at ratios of 1.0. Although the F-ED also reaches its optimal result when the ratio is 1.0, the performances at other different ratio settings are very close the optimal result. For the F-NED, the highest accuracies are at ratios close to 0.2. Tables 4, 6 and 8, the OA, AA and Kappa of the classification results of the three datasets illustrate that F-SsS and F-SID have better performance and more robust application than other measures. Especially, F-SsS always has the highest classification accuracies with the Indian Pines and Botswana data. It has the third best performance for the Salinas Valley data. However, the result is close to the second best performance (from the NED measure) and has distinctly higher AA accuracy than that of the NED measure. This indicates that the OA and Kappa could obtain higher values, if the test sample numbers for all classes were the same. The F-SID shows the best performance for the Salinas Valley data, but worse than that of the F-SsS for the other experimental data, according to Tables 4 and 6 . However,the performance shown in Tables 6 and 9 indicate that its optimal result by choosing the fitting parameter is superior to the other measures except for the F-SsS. For example, although Table 6 shows that its accuracies, including OA, AA and Kappa, which are the fourth highest of all of the measures, are lower than the SID and SsS measures; the optimal OA (53.89%), AA (53.85%) and Kappa (0.4716) shown in Table 7 are much higher than those of the SID and SsS measures and are second only to the F-SsS.
Class
F-SAM F-SID F-SCM F-ED F-NED F-SsS
Discussion of the Results
As shown in
For the F-SAM and F-SCM, the performance result is poor, even though the accuracies, such as OA, AA and Kappa, are sometimes higher than those of the SAM, SID, SCM, ED, NED and SsS, for example in the Botswana hyperspectral data. The F-ED and F-NED always present worse performance than the ED and NED in all three hyperspectral test data.
The ratio of the frequency spectrum involved in the proposed measure is used to optimize the classification accuracies and to analyze their robustness, as shown in Tables 5, 7 and 9. The results illustrate that the F-SAM measure robustly achieves optimization when the ratio is close to 1.0. However, the F-SCM measures are labile. Although the optimal ratio in Table 5 is approximately 0.1, the optimal ratio in Tables 7 and 9 is approximately 1.0. Figures 9 to 11 show that the differences between the F-ED and F-NED measures' accuracies are small, with the ratio varying in the three hyperspectral datasets, especially the F-ED. The reason is that the frequency energy of the high frequency spectrum is much less than that of the low frequency spectrum. The optimal performance of the F-SsS and F-SID measures is not robust compared to that of the F-SAM and F-ED; however, the tendency of the two measures indicates that their accuracies are close to the optimal accuracies when the ratio is 1.0.
Conclusions
In this paper, we have proposed several frequency-based spectral similarity measures based on commonly-used ones, including SAM, SID, SCM, ED, NED and SsS, by using the frequency spectrum of each pixel's original spectral signature in the hyperspectral data. The frequency and power spectrum of five spectra in the USGS spectral library are analyzed, and the conclusion is that the frequency spectrum can be used to identify the difference among the land cover types. Thus, we proposed the F-SAM, F-SID, F-SCM, F-ED, F-NED and F-SsS using the frequency spectrum, according to the SAM, SID, SCM, ED, NED and SsS measures, respectively. In the proposed measures, a half length of the frequency spectrum is involved in the calculation because of the character of the symmetry around the DC component.
To evaluate the effectiveness of the proposed frequency-based measures, three hyperspectral datasets were adopted to compare these proposed measures with the existing ones, including the SAM, SID, SCM, ED, NED and SsS. A portion of the frequency spectrum arranged from low frequency to high frequency can be used to describe the original spectral signature. Furthermore, the region of low frequency around the DC component contains most of the frequency spectrum energy. Thus, the ratio of the frequency spectrum involved in the proposed measures is used to optimize the classification accuracies.
Conclusively, the experimental results show that the F-SsS is the best spectral similarity measure of all of the frequency-based measure. Furthermore, it exhibits higher robustness than the existing measures. The F-SID also exhibits good classification performance. Meanwhile, parameter choosing can prominently optimize the results with these two frequency-based measures. In summary, the experimental results suggest that the proposed F-SsS and F-SID measures are more beneficial, yielding more robust performance than other measures.
