A complex matrix A is ray-nonsingular if det(X • A) / = 0 for every matrix X with positive entries. It is known that the order of a full ray-nonsingular matrix is at most 5 and examples of full n × n ray-nonsingular matrices for n = 2, 3, 4 exist. In this note, we describe a property of a special full 5 × 5 ray-nonsingular matrix, if such matrix exists, using the concept of an isolated set of transversals and we obtain a necessary condition for a complex matrix A to be ray-nonsingular. Moreover we give an example of a full 5 × 5 ray-pattern matrix that satisfies all three of the properties given by Lee et al. [Discrete Math. 216 (2000) 221-233]. The notion of Q-ray nonsingularity is also introduced.
Introduction
We are interested in determining the nonsingularity of a complex matrix based solely on the arguments of its nonzero entries. This idea generalizes the notion of sign nonsingularity of real matrices discussed, e.g., in [1] . A complex matrix is a raypattern matrix if each of its nonzero entries has modulus 1. A ray-pattern matrix is full if each of its entries is nonzero. The ray pattern of A = [a jk ] ∈ M n (C), denoted by A = [α jk ] ∈ M n (C), is defined by α jk = exp(i arg a jk ) if a jk / = 0, 0 o t h e r w i s e , and we write A ∈ A. An n × n complex matrix A is a ray-nonsingular matrix if X • A is nonsingular for every X ∈ M n (R) with positive entries, where X • A denotes the Hadamard (entrywise) product of X and A. Some properties of ray-nonsingular matrices are proved in [2, 3] .
A complex signing, D, of order n is a nonzero n × n diagonal ray-pattern matrix. If each diagonal entry of D is nonzero, then D is a strict complex signing. A strict (1, −1)-signing is a strict complex signing, each of whose diagonal entries is contained in the set {1, −1}. An m × 1 ray-pattern vector x is balanced if x is the zero vector or if the origin is in the relative interior of the convex hull of the nonzero entries of x. The balanced vector x is strongly balanced if there are at least three distinct values among its nonzero entries. We have the following result. Theorem 1.1 [3] . The ray-pattern matrix A ∈ M n (C) is ray-nonsingular if and only if for each complex signing D there exists a column of DA that is not balanced.
Consider {j 1 , j 2 , . . . , j n } and {k 1 , k 2 , . . . , k n }, two permutations of {1, 2, . . . , n}. For a matrix A ∈ M n (C), a set of nonzero entries {a j 1 k 1 , a j 2 k 2 , . . . , a j n k n }, is called a transversal of A. The set of all transversals of A is denoted by τ (A). The product of the entries of a transversal of A, weighted by (−1) sgn(σ ) , where σ is the permutation satisfying σ (j s ) = k s for s = 1, 2, . . . , n, is referred to as a signed transversal product of A. We let T (A) denote the collection (multi-set) of all signed transversal products of A with repetitions allowed. The sum of the elements of T (A) is indeed the standard expansion of det A. We recall the following definition introduced in [3] .
is an isolated set of transversals if
• every transversal in τ (A)\τ contains an entry of A that is not in any of the transversals in τ , and • every t j ∈ τ contains an entry that is not in any of the transversals in τ \{t j }.
The following theorem is proved in [3] . In this note, we first give an example of a full 5 × 5 ray-pattern matrix that satisfies all three of the properties given in [2] (see Section 2) . We also describe a structural property that a special full 5 × 5 ray-nonsingular matrix, should one exists, must possess with the aid of the concept of an isolated set of transversals (Proposition 3.1) and we obtain a necessary condition for a complex matrix A to be ray-nonsingular (Theorem 3.4). Finally in the last section, we introduce the notion of Q-ray nonsingularity.
An example
In [2] , the question of the existence of a full n × n ray-nonsingular matrix is settled, except for the case of n = 5. However, the authors describe some structural properties that a full 5 × 5 ray-nonsingular matrix, should one exist, must possess. If a full 5 × 5 ray-nonsingular matrix A exists, they also precise that A must satisfy the following properties: It is natural to ask whether there exists a full 5 × 5 ray-pattern matrix that satisfies all three of the properties (see [2, p. 229] ). The answer is yes, as the following example shows 
is an isolated set of transversals, where The corresponding signed transversal products are equal to ± exp(iθ) and ±1. Hence by Theorem 1.3, A is not ray-nonsingular.
A structural property
In this section, we give a property of a special full 5 × 5 ray-nonsingular matrix, if such matrix exists, using the notion of isolated set of transversals. In [2] , it is proved that if a full 5 × 5 ray-nonsingular matrix A exists, then each row and each column of A intersects a 2 × 2 matrix of the form x y z ±zy/x .
We suppose now that a full 5 × 5 ray-nonsingular matrix A exists with the following property: A contains a 2 × 2 singular submatrix whose complementary submatrix contains itself a 2 × 2 singular submatrix. In this case without loss of generality, we may assume that A is a matrix of the form       We prove now that the case a 53 = a 54 cannot occur. To achieve this, suppose that we have the equality. A transposition of the two last rows leaves ray nonsingularity invariant. Hence in the same way, we obtain a 35 = ±a 55 . Now it is easy to verify that we may assume that the matrix A is of the form
where x ∈ C has modulus 1. This contradicts the fact that there are no full 5 × 5 signnonsingular matrices. In the same way, we obtain a 35 = −a 45 and we may assume a 35 = a 53 = 1 and a 45 = a 54 = −1. From the equality a 15 · a 51 = ±a 35 · a 53 , it is easy to verify that we may also assume that a 15 = a 51 = 1 and a 25 = a 52 = −1.
Hence we proved the following.
Proposition 3.1. If a full 5 × 5 ray-nonsingular matrix A exists with the property that A contains a 2 × 2 singular submatrix whose complementary submatrix contains itself a 2 × 2 singular submatrix, then the ray pattern of A is in the following form (up to some transpositions and some elementary operations)
where r, s, t, u, r , s , t , u , z ∈ C have modulus 1.
Let A be any n × n complex ray pattern. We study the range of the determinant as a function with domain the set of all matrices of ray pattern A. The range of the determinant of A is formally defined and denoted by R(A) = {det M|M ∈ A} (see [3] ).
First we have the following.
Lemma 3.2. Let A be any n × n complex ray pattern. Then R(A) is connected by arc.
Proof. If z 0 , z 1 ∈ R(A) then for two matrices X 0 and X 1 with positive entries we have z 0 = det(X 0 • A) and z 1 = det(X 1 • A). Now it suffices to set X t = (1 − t)X 0 + tX 1 for 0 t 1 and observe that det(X t • A) is the desired arc.
Next we prove the following lemma, which is specific to the patterns in Proposition 3.1.
Lemma 3.3. Let A be any of the patterns identified in the statement of Proposition

If z / = ±1, then C\{a half line} ⊂ R(A). In fact, that is one of two particular half lines
τ and τ are isolated sets of transversals and their corresponding signed products are equal to {±1, −z} and {1, z}. So by Theorem 1.3, C\{L 1 , L 2 } ⊂ R(A) where L 1 = cone{1} and L 2 = cone{z}. We know that C\{L 1 , L 2 } is not path connected and hence by the previous lemma, we obtain that
Hence one of these two particular half lines must be in R(A) and the result follows.
The following result provides a connection between these lemmas and the ray nonsingularity of the patterns identified in the statement of Proposition 3.1. It is true for a general n × n complex ray pattern and gives a necessary condition for a complex matrix A to be ray-nonsingular. 
(A). In particular, the ray pattern A is not ray-nonsingular.
Proof. We use the ideas of the proof of Theorem 1.3 in [3] . Suppose that k is minimum with the property in the statement. By Lemma 4.4 of [3] , without loss of generality, we can assume that 2 #T i 3 for 1 i k. We use the numbering τ 1 , τ 2 , . . . , τ k in such a way that it gives the counterclockwise orientation on S 1 the unit circle, when we regard their signed transversal products as complex numbers on S 1 .
We claim that there exits a continuous closed connected curve γ (t) in R(A) which has zero in its interior and winds around the origin m times for some m / = 0, such that γ (t) comes from a continuous closed connected curve X(t) in the space
, e.g. γ (t) = det(X(t) • A). For that end, suppose that we have p, q ∈ T 1 and p , q ∈ T 2 which are distinct and p, p , q, q gives the counterclockwise orientation on S 1 . With the same techniques as in [3] , we construct a continuous connected curve in R(A) that approximates the line from p to q. Let us explain this construction: let T (A) = {t 1 , t 2 , . . . , t l } where t 1 = q, t 2 = p. Consider the terms in the standard expansion of det(X • A), where X is a matrix with variable positive entries. We shall regard X as a continuous connected curve in the space R n 2 + . As τ 1 is isolated we can make the following selections. For each j 3, select u j , v j such that x u j v j is a factor in the term with coefficient t j , but not in the terms with p and q as coefficient. Set x u j v j = δ. For j ∈ {1, 2}, select u j , v j such that x u j v j is a factor in the term with coefficient t j but not a factor of any other term with a coefficient in T 1 . Set
. Set all other entries of X equal to 1. Let f (δ, α) be det(X • A) with the above substitutions. We have
where g(δ, α) is a complex polynomial which is bounded for δ, α ∈ [0, 1]. For small fixed δ, as α varies from 0 to 1, f (δ, α) traces out a continuous connected curve that approximates the line from p to q.
We have f = det(X(δ, α) • A) where X = X(δ, α) for small fixed δ, as α varies from 0 to 1 traces out a continuous connected curve in the space R n 2 + . Starting from the point f (δ, α) with an α near to 1, we let tend to zero all the factors in the term with coefficient t j , j 2 but not in the term with q as coefficient. Clearly the curve remains near to q. Now by letting the factors in the term with coefficient q, tend to zero and after by letting the factors in the term with coefficient p , tend to one, we obtain a continuous connected curve in R(A) that approximates the lines from q to zero and from zero to p . We can assume that this curve is a Jordan curve (does not intersect itself). Now if the origin is in the interior of the curve from p to q, from q to 0 and from 0 to p , by constructing a continuous connected Jordan curve in the same way from p to 0 and from 0 to p, the claim follows since the continuous connected curve p → q → 0 → p → 0 → p is the desired curve. If the origin is not in the interior of the curve p → q → 0 → p , by the assumption of the theorem we can continue the construction by considering p , q ∈ T 2 and p , q ∈ T 3 which are distinct and p , p , q , q gives the counterclockwise orientation on S 1 . At the end, after k steps we have the desired curve which winds around the origin one time and the claim follows again. Now, as the winding number is locally constant and any continuous closed connected curve in R n 2 + is path homotopic to a point in R n 2 + , we can conclude that 0 ∈ R(A) and hence C = R(A). Proof. Let {α 1 , α 2 , . . .} be a countable set of real numbers which are linearly independent over Q in the sense that no finite summation of distinct α i 1 α i 2 · · · α i k with rational coefficients vanishes (except when all coefficients are zero). For n = 2 we can set
Remark. This theorem holds if
Now for n = 3 we set
and it is easy to check that A 3 is Q-ray-nonsingular. We prove now the theorem by induction on n.
It is interesting to mention that the idea of this proof can be used to prove that there are no full n × n sign-nonsingular matrices for n 4. Indeed, if a full 4 × 4 signnonsingular matrix A exists, we can construct a full 5 × 5 ray-nonsingular matrix whose entries consist only of ±1, ±i, e.g. the following matrix      
which contradicts Theorem 4.3 of [2] (one easily check that this matrix is ray-nonsingular using the standard determinant expansion relative to the first row). In the same way if a full 5 × 5 sign-nonsingular matrix exists, we can construct a full 6 × 6 raynonsingular matrix which contradicts Theorem 3.8 of [2] . The same is true for all n 6.
Remark. This result is provided to us by S. Akbari. Although we feel the result, while not in this language, was known to experts, but for the sake of completeness we would like to include it to the paper.
