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A COMPARISON OF TWO COMPLEXES
DONGKWAN KIM
Abstract. In this paper we prove the conjecture of Lusztig in [Lus15, Section 4]. Given a
reductive group over Fq[ε]/(ε
r) for some r ≥ 2, there is a notion of a character sheaf defined
in [Lus06, Section 8]. On the other hand, there is also a geometric analogue of the character
constructed by Ge´rardin [Ge´r75]. The conjecture in [Lus15, Section 4] states that the two
constructions are equivalent, which Lusztig also proved for r = 2, 3, 4. Here we generalize his
method to prove this conjecture for general r. As a corollary we prove that the characters
derived from these two complexes are equal.
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1. Introduction
The purpose of this paper is to prove the conjecture in [Lus15, Section 4]. We first recall
its setting. Let k be an algebraic closure of a finite field Fq where q is a power of prime p
and G be a connected reductive algebraic group over k. Let T be a maximal torus and B
a Borel subgroup of G which contains T . Also we let U be the unipotent radical of B. We
denote the Lie algebra of G,B, T, U by g, b, t, u, respectively.
For a fixed integer r ≥ 2, we define Gr := G(k[ε]/(ε
r)) where ε is an indeterminate.
Note that it has a natural algebraic group structure over k. Similarly, we define Br :=
B(k[ε]/(εr)), Tr := T (k[ε]/(ε
r)), and Ur := U(k[ε]/(ε
r)), which are again considered as
algebraic groups over k.
Throughout this paper, we assume p ≥ r and thus we have an isomorphism of varieties
G× gr−1
≃
−→ Gr : (x,X1, · · · , Xr−1) 7→ xe
εX1 · · · eε
r−1Xr−1.(1)
Note that eεX1, · · · , eε
r−1Xr−1 are well-defined since p ≥ r. If G is abelian (thus so is g) then
(1) is also an isomorphism of algebraic groups.
Date: October 11, 2018.
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Now we define
G˜r ={(Brg, g
′) ∈ (Br\Gr)×Gr | gg
′g−1 ∈ Br}
and consider the following diagram
Tr G˜r
τ˜oo π˜ // Gr
where the morphisms on the diagram are defined as follows.
π˜(Brg, g
′) = g′, τ˜ (Brg, g
′) = σ(gg′g−1)
Here σ : Br → Tr is the composition of the quotient morphism Br → Br/Ur and the inverse
of Tr →֒ Br → Br/Ur.
For any variety X over k, we denote by D(X) the bounded constructible derived category
of ℓ-adic sheaves where ℓ 6= p is a fixed prime. One of the main goals in [Lus15] is to show
that for a generic character sheaf L on Tr, π˜!τ˜
∗L is an intersection cohomology complex.
(For the definition of character sheaves on Tr one may refer to [Lus06].) One obstacle for
this problem is that unlike the case r = 1, the morphism π˜ : G˜r → Gr is no longer proper.
In [Lus15] one strategy is explained; first we compare this complex to a similar one given
by a geometric analogue of the character in [Ge´r75] and use Fourier-Deligne transform to
show that the latter one is indeed an intersection cohomology complex up to shift. In this
paper we are interested in comparing these two complexes, which is proven for r = 2, 3, 4
in [Lus15, Section 4]. Here we generalize the method of [Lus15] to arbitrary r ≥ 2.
Acknowledgement. I thank George Lusztig for suggesting this topic, carefully reading the
draft of this paper, and giving valuable feedback.
2. Notations and the main theorem
We recall the isomorphism of varieties (1) on the previous section for Tr.
T × tr−1
≃
−→ Tr : (x,X1, · · · , Xr−1) 7→ xe
εX1 · · · eε
r−1Xr−1(2)
Since T is abelian, this is indeed an isomorphism of algebraic groups. From now on we fix
a non-degenerate symmetric bilinear invariant form 〈 , 〉 on g and a non-trivial additive
character ψ : Fq → C
∗. We consider the following complex
E ⊠ Lf ∈ D(T × t
r−1)
where E is a character sheaf on T and Lf is the Artin-Schreier sheaf with respect to ψ and
the function
f : tr−1 → k : (X1, · · · , Xr−1) 7→
r−1∑
i=1
〈Ai, Xi〉
where A1, · · · , Ar−1 ∈ t. (For the definition of Artin-Schreier sheaf, we refer readers to
[Lus15, 0.3].) By the isomorphism (2), we may consider it as a complex on Tr, i.e. E ⊠Lf ∈
D(Tr).
Definition 1. We say that this complex E ⊠ Lf ∈ D(Tr) is generic if Ar−1 is regular
semisimple.
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One of the main objects in [Lus15] is the complex π˜!τ˜
∗(E ⊠ Lf) ∈ D(Gr). In order to
compare this with a geometric analogue of the character in [Ge´r75], we first replace G˜r with
a fiber bundle which we call X as follows.
X := {(Tg, g′) ∈ (T\Gr)×Gr | gg
′g−1 ∈ Br}
Then we have an obvious morphism ρ : X → G˜r : (Tg, g
′) 7→ (Brg, g
′), which makes X a
fiber bundle with the fiber isomorphic to an affine space, or the unipotent radical of Br.
We give another description of X . For j ≥ 1, let
Pj = uj(A1, · · · ,Aj,B1, · · · ,Bj,C1, · · · ,Cj)
be a non-commutative polynomial in indeterminates Ai,Bi,Ci for i ≥ 1 such that the fol-
lowing equation holds.
eεA1 · · · eε
jAjeεB1 · · · eε
jBj (eεC1 · · · eε
jCj )−1 = eεP1 · · · eε
jPj mod εj+1
By the Campbell-Hausdorff formula and induction on j, it is easy to show that Pj − (Aj +
Bj −Cj) is a Lie polynomial of A1, · · · ,Aj−1,B1, · · · ,Bj−1,C1, · · · ,Cj−1 without a constant
or linear term. Now we see that X may be also defined by the following formula.
X ={(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) ∈ (T\G)×G× g
2r−2 | xyx−1 ∈ B,
uj(
y−1X1, · · · ,
y−1Xj , Y1, · · · , Yj, X1, · · · , Xj) ∈
x−1b for 1 ≤ j ≤ r}
Here we use the isomorphism (1) to identify
Tg = (Tx)eεX1 · · · eε
r−1Xr−1, g′ = yeεY1 · · · eε
r−1Yr−1.
Then we have the following diagram
(3)
X
τ
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
π
  ❆
❆❆
❆❆
❆❆
❆
ρ

Tr G˜r
τ˜oo π˜ // Gr
where new morphisms are defined as follows.
ρ(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) = (Brxe
εX1 · · · eε
r−1Xr−1, yeεY1 · · · eε
r−1Yr−1)
τ(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1)
= σ((xeεX1 · · · eε
r−1Xr−1)(yeεY1 · · · eε
r−1Yr−1)(xeεX1 · · · eε
r−1Xr−1)−1)
= σ(xyeε(
y−1X1) · · · eε
r−1(y
−1
Xr−1)eεY1 · · · eε
r−1Yr−1(eεX1 · · · eε
r−1Xr−1)−1x−1)
= σ(x(yeεU1 · · · eε
r−1Ur−1)) = σ(xyx−1eε(
xU1) · · · eε
r−1(xUr−1))
π(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) = ye
εY1 · · · eε
r−1Yr−1
(Recall that σ : Br → Tr is defined above.) Here
Uj = uj(
y−1X1, · · · ,
y−1Xj, Y1, · · · , Yj, X1, · · · , Xj)
for 1 ≤ j ≤ r − 1. One can easily check that this definition makes the diagram commute.
Therefore, since ρ is an affine space bundle, we have
π!τ
∗(E ⊠ Lf) = π˜!ρ!ρ
∗τ˜ ∗(E ⊠ Lf) = π˜!τ˜
∗(E ⊠ Lf)[−2d](−d)(4)
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where d = r dim b− dimT is the dimension of the fiber of X → G˜r. Now if we define
ι : X → T : (Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) 7→ xyx−1
h : X → k : (Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) 7→
r−1∑
i=1
〈Ai,
xUi〉 =
r−1∑
i=1
〈x
−1
Ai,Ui〉
(where Ui is the same as above and xyx−1 is the image of xyx
−1 ∈ B under the composition
of the quotient morphism B → B/U and the inverse of T →֒ B → B/U) then by definition
we have
π!τ
∗(E ⊠ Lf) = π!(ι
∗E ⊗ Lh).(5)
We wish to compare this to a geometric analogue of the character in [Ge´r75]. To that end,
we first define
Gir = {g ∈ Gr | g ≡ id mod ε
i}
Bir = Br ∩G
i
r, T
i
r = Tr ∩G
i
r, U
i
r = Ur ∩G
i
r.
and define Y analogous to X as follows.
Y :={(Tg, g′) ∈ (T\Gr)×Gr | gg
′g−1 ∈ Tr ·G
r/2
r if r is even,
gg′g−1 ∈ Tr ·B
(r−1)/2
r ·G
(r+1)/2
r if r is odd}
By the isomorphism (1) it can be also written as
Y ={(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) ∈ (T\G)×G× g
2r−2 | xyx−1 ∈ T,
uj(
y−1X1, · · · ,
y−1Xj , Y1, · · · , Yj, X1, · · · , Xj) ∈
x−1t for 1 ≤ j ≤ ⌊r/2⌋ − 1,
uj(
y−1X1, · · · ,
y−1Xj , Y1, · · · , Yj, X1, · · · , Xj) ∈
x−1b for j = ⌊r/2⌋ if r is odd}
Similarly we also define
ι′ : Y → T : (Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) 7→ xyx
−1
h′ : Y → k : (Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) 7→
r−1∑
i=1
〈Ai,
xUi〉 =
r−1∑
i=1
〈x
−1
Ai,Ui〉
π′ : Y → Gr : (Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) 7→ ye
εY1 · · · eε
r−1Yr−1
Now we are ready to state the main theorem of this paper.
Theorem 2. If p ≥ r and Ar−1 is regular semisimple, then π!(ι
∗E ⊗ Lh) ≃ π
′
!(ι
′∗E ⊗ Lh′).
In [Lus15] a strategy is explained to prove that π′!(ι
′∗E⊗Lh′) is an intersection cohomology
complex up to shift. Thus if this theorem is true, then we see that π˜!τ˜
∗(E ⊠ Lf) also
has the same property. Another corollary, the equivalence of characters from two different
constructions, is explained on Section 7. From now on we focus on proving this theorem.
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3. Strategy to prove the main theorem
We briefly explain the strategy in [Lus15, Section 4] to prove Theorem 2. First we describe
some definitions to be used throughout this paper. (We note that the notations would be
slightly different from those in [Lus15].) We set r′ = ⌊ r
2
⌋, r′′ = ⌈ r
2
⌉ such that r = r′ + r′′
and r′ ≤ r′′ ≤ r′ + 1. In order to compare two complexes from X and Y , we define the
”intermediate steps” between them. For r′′ ≤ i ≤ r we define
Xi := {(Tg, g
′) ∈ (T\Gr)×Gr | gg
′g−1 ∈ BrG
i
r},
or in other words
Xi :={(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) ∈ (T\G)×G× g
2r−2 | xyx−1 ∈ B,
uj(
y−1X1, · · · ,
y−1Xj, Y1, · · · , Yj, X1, · · · , Xj) ∈
x−1b for 1 ≤ j ≤ i− 1}.
Likewise, for 0 ≤ i ≤ r′ we define
Yi := {(Tg, g
′) ∈ (T\Gr)×Gr | gg
′g−1 ∈ TrB
i
rG
r′′
r }
or similarly, for i = 0 we define
Y0 :={(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) ∈ (T\G)×G× g
2r−2 | xyx−1 ∈ B,
uj(
y−1X1, · · · ,
y−1Xj, Y1, · · · , Yj, X1, · · · , Xj) ∈
x−1b for 1 ≤ j ≤ r′′ − 1}
and for 1 ≤ i ≤ r′ we define
Yi :={(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) ∈ (T\G)×G× g
2r−2 | xyx−1 ∈ T,
uj(
y−1X1, · · · ,
y−1Xj , Y1, · · · , Yj, X1, · · · , Xj) ∈
x−1t for 1 ≤ j ≤ i− 1,
uj(
y−1X1, · · · ,
y−1Xj , Y1, · · · , Yj, X1, · · · , Xj) ∈
x−1b for i ≤ j ≤ r′′ − 1}.
Note that X = Xr ⊂ · · · ⊂ Xr′′ = Y0 ⊃ · · · ⊃ Yr′ = Y . Also we define morphisms πˆ, hˆ, ιˆ on
Xr′′ = Y0 as follows.
πˆ(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) = ye
εY1 · · · eε
r−1Yr−1,
hˆ(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1)
=
r−1∑
j=1
〈x
−1
Aj , uj(
y−1X1, · · · ,
y−1Xj, Y1, · · · , Yj, X1, · · · , Xj)〉,
ιˆ(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) = xyx−1.
(Recall that xyx−1 ∈ T is the image of xyx−1 ∈ B under the composition of the quotient
morphism B → B/U and the inverse of T →֒ B → B/U .) Then we have the following
commutative diagram.
Gr
X = Xr
  //
π
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
ι

h ,,❩❩❩
❩❩❩❩❩
❩❩❩❩❩
❩❩❩❩❩
❩❩❩❩❩
❩❩❩❩❩
❩❩❩❩❩
❩❩❩❩❩
❩❩❩❩❩
· · · 
 // Xr′′ = Y0
πˆ
OO
ιˆ
tt❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
hˆ
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
· · ·? _oo Yr′ = Y?
_oo
π′
jj❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
ι′rr❞❞❞
❞❞❞❞❞
❞❞❞❞❞
❞❞❞❞❞
❞❞❞❞❞
❞❞❞❞❞
❞❞❞❞❞
❞❞❞❞❞
❞❞❞❞
h′
T k
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Now for r′′ ≤ i ≤ r, we define
Li = (πˆ|Xi)!((ιˆ|Xi)
∗E ⊗ Lhˆ|Xi
) ∈ D(Gr)
and similarly for 0 ≤ i ≤ r′ we define
L′i = (πˆ|Yi)!((ιˆ|Yi)
∗E ⊗ Lhˆ|Yi
) ∈ D(Gr).
Then Theorem 2 is equivalent to that Lr = L
′
r′. To that end, we will successively show the
following.
Lr = Lr−1 = · · · = Lr′′ = L
′
0 = · · · = L
′
r′−1 = L
′
r′ .
(Note that Lr′′ = L
′
0 is automatic.) By [BBD82, 1.4], for r
′′ ≤ i ≤ r − 1 we have a
distinguished triangle
Mi → Li → Li+1
+1
−→
where
Mi := (πˆ|Xi−Xi+1)!((ιˆ|Xi−Xi+1)
∗E ⊗ Lhˆ|Xi−Xi+1
).
Thus if we can show Mr′′ = · · · = Mr−1 = 0, then the half of the assertion above is justified.
Likewise, for the other half it suffices to show M ′0 = · · · = Mr′−1 = 0 where
M ′i := (πˆ|Yi−Yi+1)!((ιˆ|Yi−Yi+1)
∗E ⊗ Lhˆ|Yi−Yi+1
).
In the following sections we show that this is indeed the case. First we need some formulae
which will be used in the proof.
4. Some formulae
Let r ≥ 2 and suppose we are given the following non-commutative equation.
(6) eε
iMi · · · eε
r−1Mr−1eεU1 · · · eε
r−1Ur−1e−ε
r−1Nr−1 · · · e−ε
iNi = eεV1 · · · eε
r−1Vr−1 mod εr
Note that it is indeed a non-commutative polynomial equation.
Lemma 3. Suppose (6) is given. For 1 ≤ j ≤ r − 1, we have
Vj = Uj , j < i
Vj = Uj +Mj − Nj , j = i
Vj = Uj +Mj − Nj + ψj(Mi, · · · ,Mj−1,Ni, · · · ,Nj−1,U1, · · · ,Uj−1), j > i
for some Lie polynomial ψj which does not depend on r without a constant or linear term.
In particular, Vj is a Lie polynomial of Mi, · · · ,Mj,Ni, · · · ,Nj,U1, · · · ,Uj which does not
depend on r whenever j ≤ r − 1.
Proof. We use induction on j. j ≤ i case is trivial. Otherwise, from (6) we have
e−ε
j−1Vj−1 · · · e−εV1eε
iMi · · · eε
r−1Mr−1eεU1 · · · eε
r−1Ur−1e−ε
r−1Nr−1 · · · e−ε
iNi
= eε
jVj · · · eε
r−1Vr−1 mod εr
We take the logarithm on both sides (it is also a polynomial operation since εr = 0) and
compare the coefficients of εj. Then the result follows from (the existence of) the Campbell-
Hausdorff formula and induction hypothesis. 
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Lemma 4. Suppose (6) is given and keep the notations above. Then we have
ψj(t
iMi, · · · , t
j−1Mj−1, t
iNi, · · · , t
j−1Nj−1, tU1, · · · , t
j−1Uj−1)
= tjψj(Mi, · · · ,Mj−1,Ni, · · · ,Nj−1,U1, · · · ,Uj−1)
where t is an indeterminate which commutes with all the other variables. In other words, if
we decree that the degree of Mk,Nk,Uk is k for k ≥ 1, then
ψj(Mi, · · · ,Mj−1,Ni, · · · ,Nj−1,U1, · · · ,Uj−1)
is a homogeneous polynomial of degree j. Furthermore, for j > i we have
εjVj = ε
jUj + ε
jMj − ε
jNj +ψj(ε
iMi, · · · , ε
j−1Mj−1, ε
iNi, · · · , ε
j−1Nj−1, εU1, · · · , ε
j−1Uj−1).
Proof. Note that the other assertions clearly follow from the first one. If we replace ε by αε
for some α ∈ Q×, then (6) becomes
e(αε)
iMi · · · e(αε)
r−1Mr−1e(αε)U1 · · · e(αε)
r−1Ur−1e−(αε)
r−1Nr−1 · · · e−(αε)
iNi
= e(αε)V1 · · · e(αε)
r−1Vr−1 mod εr
Therefore we have
eε
i(αiMi) · · · eε
r−1(αr−1Mr−1)eε(αU1) · · · eε
r−1(αr−1Ur−1)e−ε
r−1(αr−1Nr−1) · · · e−ε
i(αiNi)
= eε(αV1) · · · eε
r−1(αr−1Vr−1) mod εr
By Lemma 3 we have
αjVj = α
jUj , j < i
αjVj = α
jUj + α
jMj − α
jNj , j = i
αjVj = α
jUj + α
jMj − α
jNj
+ ψj(α
iMi, · · · , α
j−1Mj−1, α
iNi, · · · , α
j−1Nj−1, αU1, · · · , α
j−1Uj−1), j > i
Thus in particular we have
ψj(α
iMi, · · · , α
j−1Mj−1, α
iNi, · · · , α
j−1Nj−1, αU1, · · · , α
j−1Uj−1)
= αjψj(Mi, · · · ,Mj−1,Ni, · · · ,Nj−1,U1, · · · ,Uj−1)
Since it is true for all α ∈ Q×, the result follows. 
Lemma 5. Suppose (6) is given and keep the notations above. For 2i < j ≤ r − 1,
Vj − [Ni,Uj−i] can be expressed as a polynomial without a term that involves both one of
Uj−i, · · · ,Ur−1 and one of Mi, · · · ,Mr−1,Ni, · · · ,Nr−1.
Proof. From (6) we have the following equation.
e−ε
j−1Vj−1 · · · e−εV1eε
iMi · · · eε
r−1Mr−1eεU1 · · · eε
r−1Ur−1e−ε
r−1Nr−1 · · · e−ε
iNi
= eε
jVj · · · eε
r−1Vr−1 mod εr
By setting r = j + 1, we have
e−ε
j−1Vj−1 · · · e−εV1eε
iMi · · · eε
jMjeεU1 · · · eε
jUje−ε
jNj · · · e−ε
iNi = eε
jVj mod εj+i
Thus
(7) εjVj = log(e
−εj−1Vj−1 · · · e−εV1eε
iMi · · · eε
jMjeεU1 · · · eε
jUje−ε
jNj · · · e−ε
iNi) mod εj+1.
7
Using Lemma 3 and 4 we replace each εV1, · · · , ε
j−1Vj−1 on the right hand side by
εjVj = ε
jUj , j < i
εjVj = ε
jUj + ε
jMj − ε
jNj , j = i
εjVj = ε
jUj + ε
jMj − ε
jNj
+ ψj(ε
iMi, · · · , ε
j−1Mj−1, ε
iNi, · · · , ε
j−1Nj−1, εU1, · · · , ε
j−1Uj−1), j > i
and collect terms that both one of Uj−i, · · · ,Ur−1 and one of Mi, · · · ,Mr−1,Ni, · · · ,Nr−1
appear. Then modulo εj+1 their sum is of the form
a(εj−iUj−i)(ε
iMi) + b(ε
iMi)(ε
j−iUj−i) + c(ε
j−iUj−i)(ε
iNi) + d(ε
iNi)(ε
j−iUj−i)
or equivalently
εj(aUj−iMi + bMiUj−i + cUj−iNi + dNiUj−i)
for some a, b, c, d ∈ Q, which we denote by V˜j. Thus Vj−V˜j can be expressed as a polynomial
without a term that involves both one of Uj−i, · · · ,Ur−1 and one ofMi, · · · ,Mr−1,Ni, · · · ,Nr−1.
We calculate V˜j. First note that ψk(Mi, · · · ,Mk−1,Ni, · · · ,Nk−1,U1, · · · ,Uk−1) is a Lie
polynomial without a constant or linear term, and if k < j then it can be expressed without a
term that involves both one ofUj−i, · · · ,Ur−1 and one ofMi, · · · ,Mr−1,Ni, · · · ,Nr−1. Indeed,
this polynomial is homogeneous of degree k with respect to the degree defined in Lemma 4,
but any term that involves both one of Uj−i, · · · ,Ur−1 and one ofMi, · · · ,Mr−1,Ni, · · · ,Nr−1
is of degree ≥ j. Thus instead of (7) it is equivalent to collect terms that both one of
Uj−i, · · · ,Ur−1 and one of Mi, · · · ,Mr−1,Ni, · · · ,Nr−1 appear in the following expression
given by removing ψi+1, · · · , ψj−1.
(8)
log(e−ε
j−1(Uj−1+Mj−1−Nj−1) · · · e−ε
i(Ui+Mi−Ni)e−ε
i−1Ui−1 · · · e−εU1
eε
iMi · · · eε
jMjeεU1 · · · eε
jUje−ε
jNj · · · e−ε
iNi) mod εj+1.
Also, as V˜j can be expressed with indeterminates Uj−i,Mi,Ni, the values a, b, c, d are
unchanged if we simply put Uk = 0 for k 6= j − i and Mi+1 = · · · = Mr−1 = Ni+1 = · · · =
Nr−1 = 0. It means instead of (8) it suffices to collect terms which both one of Uj−i, · · · ,Ur−1
and one of Mi, · · · ,Mr−1,Ni, · · · ,Nr−1 appear in the following expression.
log(e−ε
j−iUj−ie−ε
i(Mi−Ni)eε
iMieε
j−iUj−ie−ε
iNi) mod εj+1.
(Note that j − i > i by assumption.) By the Campbell-Hausdorff formula, we see that
V˜j = [N,Uj−i] satisfies the desired property. 
Lemma 6. Suppose (6) is given and keep the notations above. Then for j > i, we have
ψj(0, · · · , 0, 0, · · · , 0,U1, · · · ,Uj−1) = 0.
Proof. It is straightforward if we replace Mi, · · · ,Mr−1,Ni, · · · ,Nr−1 by 0 on (6). 
Lemma 7. Suppose (6) is given and keep the notations above. Then for j > i,
ψj(Mi, · · · ,Mj−1,Ni, · · · ,Nj−1,U1, · · · ,Uj−1)
can be expressed as a Lie polynomial each of whose terms contains at least one of Mi, · · · ,Mj−1,
Ni, · · · ,Nj−1.
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Proof. It is a natural consequence of Lemma 6. Suppose we have an expression A + B of
ψj(Mi, · · · ,Mj−1,Ni, · · · ,Nj−1,U1, · · · ,Uj−1) where A and B are expressions of Lie polyno-
mials, all the terms of A contain at least one of Mi, · · · ,Mj−1,Ni, · · · ,Nj−1, and B consists
only of terms in variables U1, · · · ,Uj−1. Then by Lemma 6, we have B = 0, thus the result
follows. 
From now on, instead of (6) we assume the following equation is given.
(9) eε
iMeεU1 · · · eε
r−1Ur−1e−ε
iN = eεV1 · · · eε
r−1Vr−1 mod εr
Lemma 8. Suppose (9) is given. For i < j < 2i, we have
Vj = Uj +
∑
λ⊢j−i
(−1)ℓ(λ)∏
i≥1 λ(i)!
←−
adλU(M)
where the sum is over all partitions of j − i and
- ℓ(λ) = λ′1 denotes the length of λ,
- λ(i) denotes the number of i in λ,
-
←−
adλU := · · · ad
λ(i)
Ui
· · · ad
λ(1)
U1
.
Proof. Here we set r = 2i. Then we have
e−ε
i−1Vi−1 · · · e−εV1eε
iMeεU1 · · · eε
i−1Ui−1e−ε
iN = eε
i(Vi−Ui) · · · eε
2i−1(V2i−1−U2i−1) mod ε2i.
Here we use the fact that eε
sX and eε
tY commute for s+ t ≥ 2i. By Lemma 3, it reads
e−ε
i−1Ui−1 · · · e−εU1eε
iMeεU1 · · · eε
i−1Ui−1 = eε
iMeε
i+1(Vi+1−Ui+1) · · · eε
2i−1(V2i−1−U2i−1) mod ε2i.
Now the result follows from comparing coefficients of εj on each side of the equation above
and the following formula.
eXY e−X =
∑
i≥0
1
i!
adiX(Y )

5. Vanishing of Mi
It is proved in [Lus15, 4.4] that Mr−1 = 0. Thus here we assume that r
′′ ≤ i ≤ r − 2 and
prove Mi = 0. We have
Xi − Xi+1 ={(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) ∈ (T\G)×G× g
2r−2 | xyx−1 ∈ B,
uj(
y−1X1, · · · ,
y−1Xj, Y1, · · · , Yj, X1, · · · , Xj) ∈
x−1b for 1 ≤ j ≤ i− 1,
uj(
y−1X1, · · · ,
y−1Xj, Y1, · · · , Yj, X1, · · · , Xj) /∈
x−1b for j = i}.
Then the projection πˆ : Xi −Xi+1 → Gr factors through π¯ : Xi −Xi+1 → (T\G)×Gr → Gr
where
π¯ : (Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) 7→ (Tx, ye
εY1 · · · eε
r−1Yr−1)
and (T\G)×Gr → Gr is the second projection. Thus in order to prove Mi = 0, it suffices to
show that π¯!((ιˆ|Xi−Xi+1)
∗E⊗Lhˆ|Xi−Xi+1
) = 0. Now we fix a fiber P = π¯−1(Tx, yeεY1 · · · eε
r−1Yr−1)
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for some fixed Tx, y, Y1, · · · , Yr−1. Then it suffices to show that (π¯|P)!((ιˆ|P)
∗E ⊗ Lhˆ|P ) = 0,
i.e.
H∗c (P, (ιˆ|P)
∗E ⊗ Lhˆ|P ) = 0.
But since we fix Tx and y, the pull-back of E under ιˆ is a constant sheaf on P, thus it suffices
to show that
H∗c (P,Lhˆ|P ) = 0.
From now on we identify
P ={(X1, · · · , Xr−1) ∈ g
r−1 |
uj(
y−1X1, · · · ,
y−1Xj , Y1, · · · , Yj, X1, · · · , Xj) ∈
x−1b for 1 ≤ j ≤ i− 1,
uj(
y−1X1, · · · ,
y−1Xj , Y1, · · · , Yj, X1, · · · , Xj) /∈
x−1b for j = i}
and fix a representative x ∈ Tx. Also, note that we have an isomorphism of varieties
ni+1 ≃ x
−1
U r−1−ir given by
(10) (Er−1−i, · · · , Er−1) 7→ e
εr−1−i(x
−1
Er−1−i) · · · eε
r−1(x
−1
Er−1).
We define a free action of x
−1
U r−1−ir on P,
(eε
r−1−i(x
−1
Er−1−i) · · · eε
r−1(x
−1
Er−1)) · (X1, · · · , Xr−1) = (X
′
1, · · · , X
′
r−1)
such that the following identity holds.
(eε
r−1−i(x
−1
Er−1−i) · · · eε
r−1(x
−1
Er−1))(eεX1 · · · eε
r−1Xr−1) = eεX
′
1 · · · eε
r−1X′r−1
(In other words, it is just a ”left multiplication”.) At least it is clear that X ′j are determined
uniquely. We have
eε(
y−1X′1) · · · eε
r−1(y
−1
X′r−1)eεY1 · · · eε
r−1Yr−1(eεX
′
1 · · · eε
r−1X′r−1)−1
(11)
= (eε
r−1−i((xy)
−1
Er−1−i) · · · eε
r−1((xy)
−1
Er−1))eεU1 · · · eε
r−1Ur−1(eε
r−1−i(x
−1
Er−1−i) · · · eε
r−1(x
−1
Er−1))−1
where Uj = uj(
y−1X1, · · · ,
y−1Xj , Y1, · · · , Yj, X1, · · · , Xj). If we define
Vj = uj(
y−1X ′1, · · · ,
y−1X ′j , Y1, · · · , Yj, X
′
1, · · · , X
′
j)
then the expression (11) is the same as eεV1 · · · eε
r−1Vr−1.
The action is indeed well-defined; we need to check that eεV1 · · · eε
r−1Vr−1 ∈ x
−1
BrG
i
r −
x−1BrG
i+1
r . But it is clear since
eε
r−1−i(x
−1
Er−1−i) · · · eε
r−1(x
−1
Er−1), eε
r−1−i((xy)
−1
Er−1−i) · · · eε
r−1((xy)
−1
Er−1)
are in x
−1
Br. (Here we use the fact that xyx
−1 ∈ T normalizes n.)
Now we fix an x
−1
U r−1−ir -orbit of (Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) ∈ P, denoted by O.
Then it suffices to show that
H∗c (O,Lhˆ|O) = 0.
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But since the action is free, we may identify x
−1
N r−1−ir ≃ O and furthermore n
i+1 ≃ O by
the isomorphism (10). Thus we may regard hˆ as a function from ni+1 to k, say,
hˆ(Er−1−i, · · · , Er−1) =
r−1∑
j=1
〈x
−1
Aj ,Vj(Er−1−i, · · · , Er−1)〉
where we also regard Vj as a function on n
i+1 with Uj fixed. Now we need the following
lemma. The proof below is due to G. Lusztig.
Lemma 9. If f : AN → k is a non-constant affine linear function, then
H∗c (A
N ,Lf) = 0.
Proof. We recall the construction of Lf in [Lus15, 0.3]. We define
ANf = {(x, λ) ∈ A
N × k | λq − λ = f(x)}
and let a : ANf → A
N be the projection on the first factor. Then Lf is defined as the ψ-
eigenspace of a!Qℓ. Therefore, to this end it suffices to show that H
∗
c (A
N , a!Qℓ) has no such
eigenspace, i.e. Fq acts trivially on H
∗
c (A
N
f ,Qℓ).
We may write f =
∑n
i=1 aixi+ c for some ai ∈ k and without loss of generality we assume
a1 6= 0. Then
ANf → A
N−1 × k : (x1, · · · , xn, λ) 7→ (x2, · · · , xn, λ)
is an Fq-equivariant isomorphism with inverse
(x2, · · · , xn, λ) 7→ (−
1
a1
(
n∑
i=2
aixi + c− λ
q + λ), x2, · · · , xn, λ)
if we define an action of x ∈ Fq on A
N−1 × k by the following.
x : (y1, · · · , yn−1, λ) 7→ (y1, · · · , yn−1, λ+ x)
However it is clear that this Fq-action on A
N−1×k is naturally extended to that of k. Since
k is connected, it acts trivially on the cohomology and the result follows. 
Thus in our case it suffices to show that hˆ(Er−1−i, · · · , Er−1) is a non-constant affine linear
function on ni+1. We use Lemma 3 to see that
r−1∑
j=1
〈x
−1
Aj,Vj(Er−1−i, · · · , Er−1)〉
=
r−1∑
j=1
〈x
−1
Aj ,Uj〉+
r−1∑
j=r−1−i
〈x
−1
Aj,
(xy)−1Ej −
x−1Ej〉
+
r−1∑
j=r−i
〈x
−1
Aj , ψj(
(xy)−1Er−1−i, · · · ,
(xy)−1Ej−1,
x−1Er−1−i, · · · ,
x−1Ej−1,U1, · · · ,Uj−1)〉
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where ψj for r − i ≤ j ≤ r − 1 is a Lie polynomial without a constant or linear term. But
〈x
−1
Aj ,
(xy)−1Ej −
x−1Ej〉 = 0 since
(xy)−1Ej −
x−1Ej ∈
x−1n. Thus we have
hˆ(Er−1−i, · · · , Er−1) =
r−1∑
j=1
〈x
−1
Aj ,Uj〉
+
r−1∑
j=r−i
〈x
−1
Aj, ψj(
(xy)−1Er−1−i, · · · ,
(xy)−1Ej−1,
x−1Er−1−i, · · · ,
x−1Ej−1,U1, · · · ,Uj−1)〉.
Note that U1, · · · ,Ui−1 ∈
x−1b normalize x
−1
n. Thus by Lemma 4 and 7, for j < r − 1 we
have
〈x
−1
Aj, ψj(
(xy)−1Er−1−i, · · · ,
(xy)−1Ej−1,
x−1Er−1−i, · · · ,
x−1Ej−1,U1, · · · ,Uj−1)〉 = 0.
Indeed, as shown in the proof of Lemma 5, ψj can be expressed without a term that involves
both one of Ui, · · · ,Ur−1 and one of
(xy)−1Er−1−i, · · · ,
(xy)−1Er−1,
x−1Er−1−i, · · · ,
x−1Er−1. Also
if j = r − 1 we have
〈x
−1
Ar−1, ψr−1(
(xy)−1Er−1−i, · · · ,
(xy)−1Er−2,
x−1Er−1−i, · · · ,
x−1Er−2,U1, · · · ,Ur−2)〉
= 〈x
−1
Ar−1, ψr−1(
(xy)−1Er−1−i, 0, · · · , 0,
x−1Er−1−i, 0, · · · , 0, 0, · · · , 0,Ui, 0, · · · , 0)〉.
Now we use Lemma 5 to see that it is the same as
〈x
−1
Ar−1, [
x−1Er−1−i,Ui]〉
since r − 1 > 2(r − 1− i). Thus
hˆ(Er−1−i, · · · , Er−1) =
r−1∑
j=1
〈x
−1
Aj,Uj〉+ 〈
x−1Ar−1, [
x−1Er−1−i,Ui]〉
=
r−1∑
j=1
〈x
−1
Aj,Uj〉+ 〈[
x−1Ar−1,
x−1Er−1−i],Ui〉.
Note that
E 7→ [Ar−1, E] 7→ [
x−1Ar−1,
x−1E]
is a vector space isomorphism from n to x
−1
n. Since Ui /∈
x−1b, we conclude that hˆ is a
non-constant affine linear function. Thus Mi vanishes as desired.
6. Vanishing of M ′i
Since M ′0 = 0 is already shown in [Lus15, 4.2], here we assume 1 ≤ i ≤ r
′ − 1 and show
M ′i = 0. (This condition is vacuous if r ≤ 3.) We have
Yi − Yi+1 ={(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) ∈ (T\G)×G× g
2r−2 | xyx−1 ∈ T,
uj(
y−1X1, · · · ,
y−1Xj, Y1, · · · , Yj, X1, · · · , Xj) ∈
x−1t for 1 ≤ j ≤ i− 1,
uj(
y−1X1, · · · ,
y−1Xj, Y1, · · · , Yj, X1, · · · , Xj) ∈
x−1b− x
−1
t for j = i,
uj(
y−1X1, · · · ,
y−1Xj, Y1, · · · , Yj, X1, · · · , Xj) ∈
x−1b for i+ 1 ≤ j ≤ r′′ − 1}.
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We define a free action of E ∈ g on Yi −Yi+1,
E · (Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) = (Tx, y,X
′
1, · · · , X
′
r−1, Y1, · · · , Yr−1),
such that it satisfies the following equation.
eε
r−1−iEeεX1 · · · eε
r−1Xr−1 = eεX
′
1 · · · eε
r−1X′r−1 mod εr
Note that X ′1, · · · , X
′
r−1 is successively well-defined. Then we have
eε(
y−1X′1) · · · eε
r−1(y
−1
X′r−1)eεY1 · · · eε
r−1Yr−1(eεX
′
1 · · · eε
r−1X′r−1)−1(12)
= eε
r−1−i(y
−1
E)eεU1 · · · eε
r−1Ur−1e−ε
r−1−iE
where Uj = uj(
y−1X1, · · · ,
y−1Xj , Y1, · · · , Yj, X1, · · · , Xj). If we define
Vj = uj(
y−1X ′1, · · · ,
y−1X ′j , Y1, · · · , Yj, X
′
1, · · · , X
′
j)
then the expression (12) is the same as eεV1 · · · eε
r−1Vr−1. Since Xj = X
′
j for 1 ≤ j ≤ r− 2− i
and especially for 1 ≤ j ≤ r′′ − 1, we also have Uj = Vj in this range. It implies that the
action is well-defined on Yi − Yi+1.
By the same reason as the previous chapter, for the proof of vanishing of M ′i it suffices to
show that hˆ is a non-constant affine linear function on any orbit of g on Yi−Yi+1 under this
action. In other words, if we regard hˆ as a function of E ∈ g by the following formula,
hˆ(E) =
r−1∑
j=1
〈x
−1
Aj ,Vj(E)〉
it suffices to show that this is a non-constant affine linear function. Now we use Lemma 8
to see that
r−1∑
j=1
〈x
−1
Aj ,Vj(E)〉 =
r−1∑
j=1
〈x
−1
Aj,Uj〉+ 〈
x−1Ar−1−i,
y−1E − E〉
+
r−1∑
j=r−i
〈x
−1
Aj ,
∑
λ⊢j−(r−1−i)
(−1)ℓ(λ)∏
i≥1 λ(i)!
←−
adλU(
y−1E)〉
=
r−1∑
j=1
〈x
−1
Aj,Uj〉 − 〈
x−1Ar−1, [Ui,
y−1E]〉
=
r−1∑
j=1
〈x
−1
Aj,Uj〉 − 〈[
x−1Ar−1,Ui],
y−1E〉
since 〈x
−1
Ar−1−i,
y−1E − E〉 = 0 and Uj ∈
x−1t for 1 ≤ j ≤ i − 1. Now since Ui /∈
x−1t,
[x
−1
Ar−1,Ui] 6= 0, thus 〈[
x−1Ar−1,Ui],
y−1E〉 is a non-constant affine linear function. Thus we
conclude that so is hˆ(E) and the claim is proved.
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7. Equality of two characters
Theorem 2 has the following consequence which we explain in this section. We recall the
diagram (3).
X
τ
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
π
  ❆
❆❆
❆❆
❆❆
❆
ρ

Tr G˜r
τ˜oo π˜ // Gr
We saw in (4) and (5) that π!(ι
∗E ⊗ Lh) = π!τ
∗(E ⊠ Lf) = π˜!τ˜
∗(E ⊠ Lf)[−2d](−d) where
d = r dim b− dimT .
π′!(ι
′∗E ⊗ Lh′) also has a similar picture. We recall the definition of Y
Y :={(Tg, g′) ∈ (T\Gr)×Gr | gg
′g−1 ∈ TrB
r′
r G
r′′
r }.
Now we define
G˜′r := {(TrB
r′
r G
r′′
r g, g
′) ∈ (TrB
r′
r G
r′′
r \Gr)×Gr | gg
′g−1 ∈ TrB
r′
r G
r′′
r }.
Then we have the following diagram
Tr G˜
′
r
τ˜ ′oo π˜
′
// Gr
where
π˜′(TrB
r′
r G
r′′
r g, g
′) = g′, τ˜ ′(TrB
r′
r G
r′′
r g, g
′) = σ′(gg′g−1).
Here σ′ : TrB
r′
r G
r′′
r → Tr is defined as follows. Under the isomorphism (1) we define
K = {(x,X1, · · · , Xr−1) ∈ G× g
r−1 |
x = 1, X1 = · · · = Xr′−1 = 0, Xr′′, · · · , Xr−1 ∈ n⊕ n
−, Xr′ ∈ n if r is odd}
which is a subgroup of TrB
r′
r G
r′′
r . (n
− is the nilpotent radical of the Borel subalgebra opposite
to b.) An easy calculation shows that this is a normal subgroup of TrB
r′
r G
r′′
r and Tr →֒
TrB
r′
r G
r′′
r → TrB
r′
r G
r′′
r /K gives an isomorphism of algebraic groups. We define σ
′ to be
the composition of the quotient morphism by K with the inverse of the isomorphism Tr ≃
TrB
r′
r G
r′′
r /K above.
Now it is possible to define the diagram analogous to (3),
Y
τ ′
⑦⑦
⑦⑦
⑦⑦
⑦⑦ π′
  ❆
❆❆
❆❆
❆❆
❆
ρ′

Tr G˜
′
r
τ˜ ′oo π˜
′
// Gr
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where new morphisms are defined as follows.
ρ′(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) = (TrB
r′
r G
r′′
r xe
εX1 · · · eε
r−1Xr−1, yeεY1 · · · eε
r−1Yr−1)
τ ′(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1)
= σ′((xeεX1 · · · eε
r−1Xr−1)(yeεY1 · · · eε
r−1Yr−1)(xeεX1 · · · eε
r−1Xr−1)−1)
= σ′(xyeε(
y−1X1) · · · eε
r−1(y
−1
Xr−1)eεY1 · · · eε
r−1Yr−1(eεX1 · · · eε
r−1Xr−1)−1x−1)
= σ′(x(yeεU1 · · · eε
r−1Ur−1)) = σ′(xyx−1eε(
xU1) · · · eε
r−1(xUr−1))
π′(Tx, y,X1, · · · , Xr−1, Y1, · · · , Yr−1) = ye
εY1 · · · eε
r−1Yr−1
By the same reason as (4) and (5) we have
π′!(ι
′∗E ⊗ Lh′) = π
′
!τ
′∗(E ⊠ Lf) = π˜
′
! τ˜
′∗(E ⊠ Lf)[−2d](−d).
Therefore we have
Corollary 10. If p ≥ r and Ar−1 is regular semisimple, then π˜!τ˜
∗(E ⊠Lf) ≃ π˜
′
! τ˜
′∗(E ⊠Lf).
Now we suppose that G, B, and T are defined over Fq and that E is a character sheaf
which corresponds to some character χ : T (Fq)→ C. Also we suppose that f is defined over
Fq so that ψ ◦ f defines a character of t(Fq)
r−1. (Recall that we fixed an additive character
ψ : Fq → C
∗ before.) We may regard the character χ × (ψ ◦ f) : T (Fq) × t(Fq)
r−1 → C as
that of Tr(Fq) by the isomorphism (2).
Then by construction the trace of π˜!τ˜
∗(E ⊠ Lf) corresponds to the character
Ind
Gr(Fq)
Br(Fq)
(χ× (ψ ◦ f)) : Gr(Fq)→ C.
Here χ× (ψ◦f) is regarded as a character on Br(Fq) by pullback under σ : Br(Fq)→ Tr(Fq).
Similarly, χ × (ψ ◦ f) can also be regarded as a character on Tr(Fq)B
r′
r (Fq)G
r′′
r (Fq) by
pullback under σ′ : Tr(Fq)B
r′
r (Fq)G
r′′
r (Fq) → Tr(Fq). Thus by construction π˜
′
! τ˜
′∗(E ⊠ Lf)
gives the character
Ind
Gr(Fq)
Tr(Fq)Br
′
r (Fq)G
r′′
r (Fq)
(χ× (ψ ◦ f)) : Gr(Fq)→ C.
Now Corollary 10 implies the following theorem.
Theorem 11. Assume p ≥ r and Ar−1 is regular semisimple, and suppose the conditions
above. Then we have
Ind
Gr(Fq)
Br(Fq)
(χ× (ψ ◦ f)) = Ind
Gr(Fq)
Tr(Fq)Br
′
r (Fq)G
r′′
r (Fq)
(χ× (ψ ◦ f)).
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