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1 Introduction
Consider the coupon collector problem where each box of a brand of cereal
contains a coupon and there are n different types of coupons. Suppose that the
probability of a box containing a coupon of a specific type is 1
n
and that we
keep buying boxes until we collect at least one coupon of each type. It is well
known, see for example [8], that the expected number of boxes we need to buy
is nHn, where Hn is the nth Harmonic number:
Hn = 1 +
1
2
+
1
3
+ . . .+
1
n
= logn+ γ +
1
2n
+O
(
1
n2
)
,
where γ is the Euler-Mascheroni constant. The probability distribution of the
total number of boxes collected has been extensively studied. For instance, New-
man and Shepp [8] proved that, if you continue to collect boxes until you have
at least m coupons of each type, then the expected number of boxes collected
is n logn+(m− 1)n log logn+n ·Cm+ o(n) where Cm is a constant depending
on m.
Definition 1. The Gumbel distribution with parameters µ and β denoted as
Gumbel(µ, β) is defined as the probability distribution with cumultive density
function ee
−(x−µ)/β
for −∞ < x <∞.
Erdo˝s and Re´nyi [5] improved the result above and proved that, if vm(n)
is the total number of boxes collected, then vm(n)
n
− logn− (m− 1) log logn ∼
Gumbel(− log((m − 1)!), 1) as n → ∞. Baum and Billingsley [1] studied the
probability distribution of the number of boxes needed to be collected to collect
an + 1 coupons where 0 ≤ an < n. Berenbrink and Sauerwald [2] examined the
expected number of boxes needed to be collected if the types of coupons have
different probabilities of being in a box and Doumas and Vassilis [3] looked at
the probability distribution of the number of boxes. Doumas and Vassilis [4]
also examined the case of collecting at least m coupons of each type. Foata and
Han [6] and Myers and Wilf [7] studied further variations of the problem, where
you have multiple collectors.
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Here we examine the situation where we continue to collect boxes until we
have m copies of each type of coupons for any fixed m ∈ N.
Definition 2. For all k ≥ m, call a certain coupon a k-ton if we see it k times
by the time we have seen m copies of all of the coupons. Let the number of
k-tons be denoted as Sk.
In the case of m = 1, Myers and Wilf [7] determined the expected number
of 1-tons, which they called singletons, to be Hn. Here we extend that result by
determining the asymptotic distribution of the number of k-tons after we have
collected m copies of each coupon for any k in a restricted range, given any
fixed m ∈ N. We also determine the asymptotic joint probability distribution
over such values of k and the total number of coupons collected.
Theorem 1. Fix m ∈ N and let n → ∞ and let k = o(logn) if m = 1 and
k = o
(
logn
log logn
)
if m ≥ 2, with k ≥ m in either case. Suppose we keep collect-
ing coupons until we see at least m copies of each coupon. Then k!Sk
(logn)k−m+1
converges in distribution to Exp
(
1
(m−1)!
)
.
Theorem 1 gives the asymptotic probability distribution of the number k-
tons. If we fix k, we can also determine the joint asymptotic distribution between
the number ofm-tons,m+1-tons,..., and k-tons. We can see that asymptotically
all of these variables are linearly dependent.
Theorem 2. Fix k,m ∈ N with k ≥ m and let n → ∞. Suppose we keep
collecting coupons until we see at least m copies of each coupon. Then the
joint probability distribution of
(
m!·Sm
Hn
,
(m+1)!·Sm+1
H2n
, . . . , k!·Sk
H
k−m+1
n
)
converges to
X · (1, 1, . . . , 1) where X ∼ Exp
(
1
(m−1)!
)
.
We now have our result regarding the asymptotic joint probability distribu-
tion between the number of k-tons and the total number of coupons collected.
Asymptotically the number of k-tons is a function of the total number of coupons
and, as such, helps explain the linear dependence between the number ofm-tons,
m+ 1-tons,..., k-tons in Theorem 2.
Theorem 3. Fix m ∈ N and let T be the total number of coupons collected
to see m copies of each coupon and let n → ∞. Let k = o(logn) if m = 1
and k = o
(
logn
log log n
)
if m ≥ 2, with k ≥ m in either case. Then the joint
probability distribution of
(
T−n logn−(m−1)n log log n
n
, k!Sk(log n)k−m+1
)
converges to(
X, e−X
)
where X ∼ Gumbel(− log((m− 1)!), 1).
Despite the direct relationship between the total number of coupons collected
and the number of k-tons in Theorem 3, it is clear these two random variables
are not completely asymptotically linearly dependent. Hence the Pearson cor-
relation coefficient between them is non-trivial and is stated in Theorem 4.
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Theorem 4. Let T be the total number of coupons collected and let k = o(log n)
if m = 1 or k = o
(
log n
log logn
)
if m ≥ 2. Then the Pearson correlation coefficient
between T and Sk approaches −
√
6
pi
as n→∞.
2 Proofs
To prove Theorem 3 we require the following notation and two lemmas.
Notation 1. Suppose we collect x coupons in total regardless if we have collected
all n types of coupons or not. Let Si,x denote the number of types of coupons
we collected exactly i times.
Lemma 1 (Erdo˝s and Re´nyi [5]). Fix c ∈ R and let n→∞. Suppose we collect
N(n) = n logn+(m− 1)n log logn+ cn+ o(n) coupons in total regardless if we
collect all n different kinds of coupons or not. Then the probability distribution
of Sm−1,N(n) is asymptotically Poisson with mean value
e−c
(m−1! .
Lemma 2. Fix c ∈ R and let n→∞. Let f : N→ R be such that f(n) = o(n)
and n logn+(m−1)n log logn+cn+f(n) ∈ N for all n ∈ N. Suppose we collect
N(n) = n logn+(m− 1)n log logn+ cn+ f(n) coupons in total regardless if we
collect m copies of all n different kinds of coupons or not. Let k = o(log n) if
m = 1 and k = o
(
logn
log log n
)
if m ≥ 2. Then k!Sk,N(n)
(logn)k−m+1
converges to e−c with
probability 1.
Proof. First, we can see that
E(Sk,N(n)) = n · P (c0 occurs exactly k times in the collection of N(n) coupons)
=
(
N(n)
k
)(
1− 1
n
)N(n)−k
1
nk−1
.
Thus we can deduce
E
(
k!Sk,N(n)
(logn)k−m+1
)
= e−c(1 + o(1))
as n→∞. Also,
E(S2k,N(n)) = n(n− 1) · P (c0, c1 both occur exactly k times in the collection of N(n) coupons)
+ n · P (c0 occurs exactly k times in the collection of N(n) coupons)
= n(n− 1)
(
N(n)
k
)(
N(n)− k
k
)(
1− 2
n
)N(n)−2k
1
n2k
+
(
N(n)
k
)(
1− 1
n
)N(n)−k
1
nk−1
3
so that we can similarly obtain
E
((
k!Sk,N(n)
(logn)k−m+1
)2)
= e−2c(1 + o(1))
as n→∞. Thus
Var
(
k!Sk,N(n)
(log n)k−m+1
)
= o(1)
as n→∞ so that we obtain our result.
Note 1. Throughout this paper whenver we write P (. . .) we mean the probability
of the event happening inside the brackets occuring.
Proof of Theorem 3. Erdo˝s and Re´nyi [5] have proved thatX = T−n logn−(m−1)n log logn
n
is asymptotically Gumbel distributed. To prove Theorem 3 it therefore suffices
to show that, if c is constant and T = n logn+ (m − 1)n log logn+ cn+ o(n),
then
k!Sk,N(n)
(logn)k−m+1 tends to e
−c. Suppose we take all of the coupons collected,
except the last one. Then we have a collection of T − 1 coupons where we have
at least m copies of each type of coupon except one where we have only m− 1
copies. It suffices to show that, for any collection of T − 1 coupons and any
δ > 0, we have
lim
n→∞
P
(
| k!Sk,T−1
(log n)k−m+1
− e−c| > δ
∣∣∣∣Sm−1,T−1 = 1
)
= 0.
So suppose for a contradiction that there exist ǫ, δ > 0 such that
P
(
| k!Sk,T−1
(logn)k−m+1
− e−c| > δ,
∣∣∣∣Sm−1,T−1 = 1
)
> ǫ
is true for infinitely many values of n. Then we have
P
(
| k!Sk,T−1
(log n)k−m+1
− e−c| > δ
)
≥ P
(
| k!Sk,T−1
(logn)k−m+1
− e−c| > δ,
∣∣∣∣Sm−1,T−1 = 1
)
P (Sm−1,T−1 = 1)
≥ ǫe
−c− e−c
(m−1)!
(m− 1)!
for all such values of n, which contradicts Lemma 2. The result follows.
Proof of Theorems 1 and 2. Theorems 1 and 2 follow from Theorem 3 by show-
ing that, if X ∼ Gumbel(− log((m−1)!), 1), then e−X ∼ Exp
(
1
(m−1)!
)
. Indeed,
we have the following for any r > 0:
P
(
e−X ≤ r) = P (X ≥ − log r)
= 1− P (X ≤ − log r)
= 1− e−e−(− log r+log(m−1)!)
= 1− e− r(m−1)! .
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Hence the result follows.
Proof of Theorem 4. From Theorem 3 we have
lim
n→∞
E
(
T − n logn− (m− 1)n log logn
n
· k!Sk,T−1
(log n)k−m+1
)
=
1
(m− 1)!
∫ ∞
−∞
xe−2x−e
−x/(m−1)!
dx
= − log((m− 1)!)((m− 1)!)
∫ ∞
0
ue−udu− (m− 1)!
∫ ∞
0
u log ue−udu
= − log((m− 1)!)((m− 1)!)− (m− 1)!
∫ ∞
0
u log ue−udu
with the second equality following from a change in variables. Performing inte-
gration by parts on the remaining integral gives
lim
n→∞
E
(
T − n logn− (m− 1)n log logn
n
· k!Sk,T−1
(logn)k−m+1
)
= − log((m− 1)!)((m− 1)!) + (m− 1)!
∫ ∞
0
(log u+ 1)e−udu
= (− log((m− 1)!) + γ − 1)((m− 1)!).
Thus we have
lim
n→∞
ρ
(
T − n logn− (m− 1)n log logn
n
,
k!Sk
(logn)k−m+1
)
=
(− log((m− 1)!) + γ − 1)((m− 1)!)− (γ − log((m− 1)!))(m − 1)!√
(m− 1)!2 pi26
= −
√
6
π
.
Since the covariance between two random variables is a linear function in each
of the variables, we can deduce that the Pearson correlation coefficient between
T and Sk also approaches −
√
6
pi
.
3 Future Work
There are a few open questions that are worth exploring with respect to the
coupon collector’s problem and the number of k-tons. For instance can we
extend our range for k? We have results for k = o(log n) if m = 1 and k =
o
(
logn
log logn
)
if m ≥ 2, but we can also ask similar questions for larger values of
k such as k = θ(log n) or k = θ
(
logn
log logn
)
, respectively. We can also ask what
happens if we have m increasing with n.
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