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In this paper we present sufﬁcient conditions for the Doeblin decomposition, and necessary
and sufﬁcient conditions for an ergodic decomposition for a Markov chain satisfying a T’-
condition, which is a condition adapted from the paper (Statist. and Probab. Lett. 50 (2000)
13). Under no separability assumption on the s-ﬁeld, it is shown that the T’-condition is
sufﬁcient for the condition that there are no uncountable disjoint absorbing sets and, under
some hypothesis, it is also necessary. For the case in which the s-ﬁeld is countable generated
and separated, this condition is equivalent to the existence of a T continuous component for
the Markov chain. Furthermore, under the assumption that the space is a compact separable
metric space, it is shown that the Foster–Lyapunov criterion is necessary and sufﬁcient for thesee front matter r 2004 Elsevier B.V. All rights reserved.
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measure for the Markov chain is, in this case, non-singular.
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Over the last decades a great deal of attention has been given on the ergodic
decomposition and the existence of invariant probability measures for Markov
chains. In general, it is not a simple matter to determine whether a given Markov
chain on a general state space has an invariant probability measure. For discrete-
time Markov chains there is available in [9] a rather complete discussion of this
subject and, in particular, sufﬁcient conditions based on a Foster–Lyapunov type
criterion are presented. A natural question is whether the Foster–Lyapunov type
criterion is also necessary. This motivated in [2] the presentation of a new
assumption which generalizes the concept of T-chain. Under this assumption, it was
shown that for the case in which the space is a locally separable metric space, the
Foster–Lyapunov criteria is equivalent to the existence of a non-singular invariant
probability measure.
The current paper can be regarded as a continuation of [2] for Markov chains
deﬁned on a measurable space, in the sense that we explore some properties further
of an adaptation of this condition, named T’-condition. As pointed out in Section 2
below, T-chains and irreducible chains are Markov chains satisfying the condition
T’, but the reverse may not be true. In this sense, the T’-condition can be seen as an
abstract generalization of T-chains and irreducible chains.
For the case in which the s-ﬁeld B is countably generated and separated, the T’-
condition is equivalent to the apparently stronger condition that there exists a
countably generated T1 topology for X ; with all open sets belonging to the s-ﬁeld B;
and a continuous component everywhere non-trivial for the Markov chain. It is well
known that this condition implies the so-called Harris decomposition which, in this
case, is equivalent to the Doeblin decomposition (see for example Refs. [8,12]).
Finally, assuming that the state space is a locally separable metric space and
that the Markov chain satisﬁes the T’-condition, it is shown that the Foster–
Lyapunov criterion is a necessary and sufﬁcient condition to ensure the existence
of an invariant probability measure (i.p.m.). To the best of the authors’ knowledge,
this result seems to be the most general attempt to show that the Foster–Lyapunov
criterion is a necessary condition to ensure such existence. As pointed out by
Tweedie in [13, p. 350], it is an open question to determine when the Foster criterion
is necessary. Moreover, in this context, if the Markov chain admits an i.p.m. then
it is necessarily non-singular and the set of ergodic invariant probability measures
is countable.
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Tweedie in [8] for Markov chains with no irreducibility assumption, and the
equivalence conditions established in [1,10,12]. For the i.p.m. we use several results in
[4–6,14], for Markov chains on a locally separable metric space.
The paper is organized as follows. In Section 2 we present the main results of the
paper, after recalling some classical deﬁnitions related with Markov chains. Our
notation follows the same as the one in the book by Meyn and Tweedie [9]. Some
preliminary results are established in Section 3. The results related with the Doeblin
and Harris decomposition are presented in Section 4. Section 5 deals with the
Foster–Lyapunov criterion, which leads to a necessary and sufﬁcient condition for
the existence of an invariant probability measure.2. Deﬁnitions and main results
Denote by N¼: N f0g: Let ðX ;BÞ be a measurable space (not necessarily
separable for the moment). For any A 2 B; Ac¼: X  A and IAðxÞ is the indicator
function associated to A: Let P be a stochastic kernel deﬁned on ðX ;BÞ: We shall
denote by fY ngn2N the Markov chain generated by the stochastic kernel P (i.e.,
Pðx; AÞ ¼ PxðY 1 2 AÞ for all x 2 X and A 2 B). We shall write Pnðx; AÞ ¼ PxðY n 2
AÞ for all nX1:
We recall now some classical deﬁnitions related with Markov chains. For a
complete exposition on the subject the reader is referred to the book by Meyn and
Tweedie [9].
Deﬁnition 2.1. If a ¼ fakg1k¼0 is a probability on N; then the stochastic kernel Ka is
deﬁned on X 
B by
ð8x 2 X Þ; ð8A 2 BÞ; Kaðx; AÞ¼:
X1
k¼0
akP
kðx; AÞ: (1)
Deﬁnition 2.2. Let a ¼ fakg1k¼0 be a probability on N: If X admits a topology then a
substochastic transition kernel T is called a continuous component of Ka everywhere
non-trivial if(a) ð8x 2 X Þ; Tðx; :ÞpKaðx; :Þ;
(b) ð8x 2 X Þ; 0oTðx; X Þp1;
(c) For each A 2 B; Tð:; AÞ is a lower-semicontinuous function.Deﬁnition 2.3. A set E 2 B is called absorbing if Pðx; EÞ ¼ 1 for all x 2 E: We
denote by S the set of all absorbing sets.The following deﬁnition is related with the condition presented in [2], and
generalizes the concept of T-chains and irreducible chains (see the examples at the
end of this section).
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substochastic transition kernel T deﬁned on X 
B such that(i) ð8x 2 X Þ; Tðx; :Þ5Kaðx; :Þ;
(ii) ð8x 2 X Þ; 0oTðx; X Þp1;
(iii) There exists I  N and a countable sequence of sets fBngn2I in B such that for
every E 2S there exists IðEÞ  I such that
fx 2 X : Tðx; EÞ40g ¼
[
i2IðEÞ
Bi: (2)A¼: y 2 X : Pkðy; AÞ ¼ 0 for all k 2 N
 
; ð3Þ
A¼: ½Ac: ð4ÞDeﬁnition 2.5. For any set A 2 B; we deﬁne
Remark 2.6. The following relations can be easily established from (3) and (4):
if A  B then B  A ð5Þ
A  ½A  ð6Þ
Note also that A 2S:
Deﬁnition 2.7. An absorbing set E 2S is called indecomposable if it contains no
disjoint pair of absorbing sets. We denote by M the set of all indecomposable sets.
Deﬁnition 2.8. A probability measure m is said to be invariant (i.p.m.) if m ¼ mP: An
i.p.m. m is said to be ergodic if mðAÞ ¼ 0 or mðAÞ ¼ 1 for every set A 2S: We denote
by U the set of all ergodic i.p.m.’s.
Deﬁnition 2.9. For any i.p.m. p and set A 2 B such that pðAÞ ¼ 1 we deﬁne the set
RðAÞ  A as RðAÞ ¼ T1i¼1Ai where A0 ¼ A and
Aiþ1 ¼ fx 2 Ai : Pðx; AiÞ ¼ 1g:
As shown in [14], RðAÞ 2S and pðRðAÞÞ ¼ 1:
Deﬁnition 2.10. The stochastic kernel Qnð:; :Þ is deﬁned on X 
B by
ð8x 2 X Þ; ð8A 2 BÞ; Qnðx; AÞ¼:
1
n
Xn1
k¼0
Pkðx; AÞ: (7)
Deﬁnition 2.11. A probability measure m is said to be singular with respect to P if for
each x 2 X ; there exists Ex 2 B such that mðExÞ ¼ 1 and
P1
k¼1 P
kðx; ExÞ ¼ 0:
Otherwise it is said to be non-singular with respect to P:
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denoted by tA; is deﬁned as
tA¼: inf nX1 : Y n 2 Af g;
and
Lðx; AÞ¼: PxðtAo1Þ:
We now discuss the relations and the connections between Markov chains
satisfying the condition T’, T-chains and irreducible chains.
Irreducible chains satisfy condition T ’: If the Markov chain is jð:Þ-irreducible, then
for all x 2 X we have Kaðx; AÞ40 whenever jðAÞ40 with A 2 B: Then the chain
satisﬁes the T’-condition (just take Tðx; :Þ ¼ jð:Þ; I ¼ f1; 2g; B1 ¼ X ; B2 ¼ ;).
T-chains satisfy condition T ’: Indeed, according to the deﬁnition on page 126 by
Meyn and Tweedie [9], T-chains are Markov chains deﬁned on a state space X
equipped with a locally compact separable metrizable topology, where B is the
associated Borel s-ﬁeld and for which there exists a continuous component
everywhere non-trivial (labeled T) of Ka for some probability a on N on the
corresponding topology. Consequently, it is easy to check that for a T-chain, the
continuous component of Ka satisﬁes items (i) and (ii) in Deﬁnition 2.4. Let us
choose for fBng1n¼1 in B a countable basis for the open sets. Then, as x ! Tðx; AÞ is
lower semicontinuous for all A 2 B; the continuous component T satisﬁes item (iii)
in Deﬁnition 2.4.
The above discussion illustrates the fact that T- and irreducible chains are Markov
chains satisfying the condition T’. However, the reverse is not true as shown by the
following example. In fact, it will be shown in Corollary 2.19, that a Markov chain
satisﬁes the T’-condition if and only if there exists a topology and a continuous
component everywhere non-trivial of Ka for some probability a on N under the
assumption that B is countably generated and separated.
Consider the following example where the state space is deﬁned by X ¼ ½0;þ1Þ: It
is a locally compact separable metric space with the usual metric (dðx; yÞ ¼ jx  yj).
If B is the associated Borel s-ﬁeld, let us deﬁne on ðX ;BÞ the Markov kernel
Pðy; AÞ ¼ 2
y
mlebðA \ ð0; y2ÞÞ and Pð0; f0gÞ ¼ 1: With the topology generated by the
usual metric, it is easy to verify that this Markov chain is not a T-chain. Choose the
substochastic kernel T equal to P and deﬁne fBng1n¼2 as a countable basis of the open
sets in ð0;þ1Þ; and B1 ¼ f0g: If xn ! x in the topology generated by the fBng1n¼1;
then it is easy to show that Tðxn; AÞ ! Tðx; AÞ: Consequently, this Markov chain
admits a continuous component and satisﬁes the condition T’.
We recall now the so-called Doeblin decomposition:
Deﬁnition 2.13. Let
Qðx; AÞ¼: PxðY n 2 A i:o:Þ
for all x 2 X and A 2 B; where i.o. stands for inﬁnitely often. A set A 2 B is called
inessential if Qðx; AÞ ¼ 0 for all x 2 X ; and the union of countably many inessential
sets is an improperly essential set. Any other set is called properly essential.
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X ¼ E [
[1
n¼1
Dn
" #
; (8)
where Dn are absorbing, indecomposable and properly, essentially, mutually disjoint
sets in B; and E is an improperly essential set disjoint of the Dn’s.
It is well known (see [8,11]) that a sufﬁcient condition for the Doeblin decomposition
is as follows:
Condition C. There is no uncountable disjoint class of absorbing subsets on X :
Our ﬁrst result, which holds for a general measurable space ðX ;BÞ (not necessarily
separable), reads as follows:
Theorem 2.15. If the Markov chain satisfies the T ’-condition then it satisfies Condition
C; and the space X has the Doeblin decomposition (8). On the other hand if Condition C
is satisfied,Ma; and for all x 2 X ; there exists Ax 2M such that Lðx; AxÞ40; then
the Markov chain satisfies the T ’-condition.
For the case in which B is countably generated and separated, it is well known
that (see [8,11]) the Doeblin decomposition is equivalent to the Harris decomposi-
tion, deﬁned as follows:
Deﬁnition 2.16. A set A 2 B is said to be uniformly transient if there is a constant M
such that ExðZAÞpM for all x 2 A; where ZA¼:
P1
k¼1IAðY kÞ: A set B 2 B is said to be
transient if it has a countable cover consisting of uniformly transient sets. A set
A 2 B is said to be Harris recurrent if PxðZA ¼ 1Þ ¼ 1 for all x 2 A: A set A 2 B is
said to be a Harris set if it is absorbing and if there exists a s-ﬁnite non-trivial
measure nð:Þ on B such that nðBÞ40 implies that Qðx; BÞ ¼ 1 for all x 2 A:
Deﬁnition 2.17. The space X has a Harris decomposition if it can be expressed as
X ¼ E [
[1
n¼1
Hn
" #
; (9)
where Hn is a sequence of disjoint Harris sets and E is a transient set.
For B countably generated and separated, Theorem 2.15 can be re-written as
follows.
Theorem 2.18. Under the assumption that B is countably generated and separated, the
Markov chain satisfies the T ’-condition if and only if it satisfies Condition C: In this
case the space X satisfies the Harris decomposition (9).
An immediate corollary from the proof of Theorem 2.18 is as follows.
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Markov chain satisfies the T’-condition if and only if there exists of a countably
generated T1 topology, with all open sets in B; and a continuous component everywhere
non-trivial T of Ka for some probability a on N:
Finally, for the case in which ðX ;BÞ is a locally compact metric space equipped
with its Borel s-ﬁeld, we have the following necessary and sufﬁcient condition for the
existence of i.p.m.’s for T’-chains. First we recall the deﬁnition of a petite set and the
Lyapunov condition for Markov chains.
Deﬁnition 2.20. A set C 2 B is called petite if there exist a probability a ¼ fakg1k¼0 on
N and a non-trivial measure n on ðX ;BÞ such that ð8A 2 BÞ; ð8x 2 CÞ;
Kaðx; AÞXnðAÞ:
Condition L. The Lyapunov condition holds for a Markov kernel P if there exist a
measurable function V : X!½0;þ1 with V ðx0Þoþ1 for at least one x0 2 X ; a
petite set C for P and a constant b 2 Rþ such that
ð8x 2 X Þ; PV ðxÞpV ðxÞ  1þ bICðxÞ: (10)
Theorem 2.21. Assume that the Markov chain fY ng satisfies condition T ’. Then the
Lyapunov condition L is satisfied for a function V ; a petite set C and a constant b if and
only if there exists an invariant probability measure for fY ng: Moreover if an i.p.m.
exists then U is countable and every i.p.m. is non-singular.
It must be pointed out that the assumption of the previous theorem could be restated
in terms of the existence of a continuous component since from Corollary 2.19, the
T’-condition is equivalent to the existence of a countably generated T1 topology,
with all open sets in B; and a continuous component everywhere non-trivial T of Ka
for some probability a on N:
Note that in the example presented above, U ¼ fd0ð:Þg; the dirac measure over the
point f0g:3. Preliminary results
In this section, let us assume that there exist a probability a ¼ fakg1k¼0 on N and a
substochastic transition kernel T deﬁned on X 
B such that items (i) and (ii) in
Deﬁnition 2.4 are satisﬁed
Deﬁnition 3.1. For any set A 2 B; we deﬁne
An¼: fy 2 X : Tðy; AÞ ¼ 0g; ð11ÞeA¼: An
 c: ð12Þ
We start by presenting some technical lemmas which hold for a general
measurable space ðX ;BÞ and which are related with the Deﬁnitions 2.5 and 3.1.
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A  An  Ac or alternatively; A  eA  A: (13)
Proof. Notice that A  An is equivalent to eA  A by taking the complement and
using Eqs. (4) and (12). Similarly, it follows from Eq. (12) that An  Ac is equivalent
to A  eA: Consequently, we will prove that A  An and A  eA to get the result.
First, we show that A  An: Indeed, if y 2 A then by deﬁnition Pkðy; AÞ ¼ 0 for
all k 2 N and y 2 Ac (since otherwise Pðy; AÞ ¼ 1 due to the fact that A is
absorbing). Thus IAðyÞ ¼ 0 and Pkðy; AÞ ¼ 0 for all k 2 N so that Kaðy; AÞ ¼ 0;
which implies that Tðy; AÞ ¼ 0; that is, y 2 An:
Now, we prove that A  eA: Note that if x 2 A then Kaðx; AÞ ¼ 1 and Kaðx; AcÞ ¼
0; so that from item (i) of Deﬁnition 2.4, we obtain that Tðx; AcÞ ¼ 0: Now from item
(ii) of Deﬁnition 2.4,
0oTðx; X Þ ¼ Tðx; AÞ þ Tðx; AcÞ ¼ Tðx; AÞ
so that x 2 eA; showing that A  eA: &
Lemma 3.3. Suppose that m is an i.p.m. and consider A 2 B: If mðAÞ ¼ 1 then mð eAÞ ¼ 1:
Proof. Since mðAÞ ¼ 1; we have from Deﬁnition 2.9 that RðAÞ 2S with RðAÞ  A
and mðRðAÞÞ ¼ 1: From Eq. (13), it follows that RðAÞ  gRðAÞ; and thus
RðAÞ  gRðAÞ  eA
showing the desired result. &
Lemma 3.4. If A; B 2S and A \ B ¼ ; then A  ðAÞ and ðAÞ \ ðBÞ ¼ ;:
Proof. By hypothesis, we have A  Ac and consequently using relation (5) it follows
that ðAcÞ  ðAÞ: Since A is an absorbing set, we obtain A  ðAcÞ giving the ﬁrst
part of the result. Since B 2S and A \ B ¼ ;; it follows that B  A: For x 2 ðAÞ;
we have Pkðx; AÞ ¼ 0 for all k 2 N which shows that ðAÞ \ B ¼ ;: Now using the
fact that ðAÞ 2S and by repeating the same argument, we obtain the last part of
the result. &
Lemma 3.5. If A 2S then Að4Þ ¼ ðAÞ:
Proof. First, it is shown that Bð3Þ ¼ B for B 2S: Using Lemma 3.4, we have
B  ðBÞ: Now, relation (5) gives that Bð3Þ  B: Let us show by contradiction that
B  Bð3Þ: Assume that x 2 B and xeBð3Þ: Then Lðx; ðBÞÞ40 and since ð8y 2
ðBÞÞ; Lðy; BÞ40; we have Lðx; BÞ40 contradicting the fact that x 2 B: Conse-
quently, B ¼ Bð3Þ and now taking B ¼ A 2S the result follows. &
For the next auxiliary results we assume that ðX ;BÞ is a locally compact
metric space equipped with its Borel s-ﬁeld B: Consider a probability measure p
on ðX ;BÞ: According to the Lebesgue Decomposition, [9, p. 107], the transi-
tion probability kernel Pn admits a decomposition into its absolutely continuous
and singular parts with respect to p: Therefore, for a ﬁxed y 2 X ; we have for
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Pnðy; BÞ ¼ Pnpðy; BÞ þ Pnp?ðy; BÞ
with
Pnpðy; BÞ ¼
Z
B
pnpðx; yÞpðdyÞ;
where the density pnp is a measurable function on X 
 X for each n and Pnp?ðy; :Þ is
orthogonal to p: Consequently, for each y 2 X there exists a set Lp;y such that
pðLp;yÞ ¼ 1 and Pnp?ðy; BÞ ¼ Pnp?ðy; B \ ðLp;yÞcÞ for all B 2 B: There is no loss of
generality in assuming that Lp;y 2S since, otherwise, we could replace it by RðLp;yÞ:
Thus in what follows we will refer to Lp;y as belonging to S: We also deﬁne the set
IpðX Þ¼: y 2 X : Pnpðy; X Þ ¼ 0 for all n 2 N
 
:
It is easy to check that IpðX Þ 2 B: It is clear from Deﬁnition 2.11 that p is non-
singular if for some n 2 N;Z
X
Pnpðy; X ÞpðdyÞ40 (14)
and therefore from (14), p is non-singular if and only if pðIpðX ÞcÞ40:
We have the following two lemmas.
Lemma 3.6. Suppose that m is an ergodic i.p.m. for P and consider A 2 B: If mðAÞ40
then mðAÞ ¼ 0:
Proof. Suppose by contradiction that mðAÞ40: Since A is absorbing and m is
ergodic, mðAÞ ¼ 1: Recalling that Pðx; AÞ ¼ 0 for all x 2 A; we have that mðAÞ ¼R
X
mðdxÞPðx; AÞ ¼ R
A mðdxÞPðx; AÞ ¼ 0; which is a contradiction. &
Lemma 3.7. Suppose that m is a probability measure. If y 2 ImðX Þ then y 2 Lm;y:
Proof. It follows from Eq. (18) of Lemma 3.6 in [2]. &
The ergodic decomposition of the state space X was presented in [14, p. 393–397]
under the assumption that the chain is Feller and that P maps CcðX Þ into CcðX Þ;
(where CcðX Þ is the space of real-valued bounded continuous functions on X with
compact support) [14, p. 393] but, as pointed out in [4], this assumption is not really
required. The purpose of the next Theorem is to introduce this ergodic
decomposition, which will be required in the remaining of the paper. The proof of
this Theorem can be found in [4], Lemmas 3.3 and 4.2, or in [6].
Theorem 3.8. Suppose that m is an i.p.m. for P: Then for every x 2 X ; there exists a
measure jx which is a weak
 accumulation point of Qnðx; :Þ and such that for m-a.a. x;
jx is an ergodic i.p.m. and
mðAÞ ¼
Z
X
jxðAÞmðdxÞ: (15)
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Em¼: x 2 X ;jx ¼ m
 
: (16)
Our ﬁnal result in this section is given by the following Theorem which is a
fundamental argument to show that the Foster–Lyapunov criterion is a necessary
condition to ensure the existence of an invariant probability measure (see
Proposition 5.2).
Theorem 3.9. Suppose that an i.p.m. m for P exists and the T ’-condition in Definition
2.4 is satisfied for the Markov kernel P: Then there exist an i.p.m. l non-singular with
respect to P and an absorbing set E 2S such that lðEÞ ¼ 1 and l is the unique
invariant probability measure for P restricted to E:
Proof. From Theorem 3.8, it follows that there exists x0 2 X such that jx0 is an
ergodic i.p.m. for P: As discussed in Section 3, there is no loss of generality in
assuming that Lm;y 2S: Let us consider y 2 Ijx0 ðX Þ: From Eqs. (6) and (13), we
obtain that
Lm;y  ½Lm;y  ½eLm;y: (17)
Using Eq. (2), it follows that
eLm;y ¼[1
i¼1
Bni : (18)
Since jx0 ðLm;yÞ ¼ 1 we have from Lemma 3.3 that jx0ðeLm;yÞ ¼ 1 and, therefore, for
some ni; jx0ðBni Þ40: Thus Bni  eLp;y and jx0ðBni Þ40: Deﬁne G¼: fn 2 N :
jx0 ðBnÞ40g: Then from (5) again,
½eLm;y  Bni  [
n2G
Bn: (19)
Since from Lemma 3.7, y 2 Lm;y; we have from Eqs. (17) and (19) that
Ijx0
ðX Þ 
[
n2G
Bn: (20)
Since jx0 ðBnÞ40 for n 2 G; we get from Lemma 3.6 that jx0 ðBnÞ ¼ 0 and from Eq.
(20),
jx0 ðIjx0 ðX ÞÞp
X
n2G
jx0 ðBnÞ ¼ 0; (21)
so that jx0 ðIjx0 ðX Þ
cÞ ¼ 1; showing that jx0 is non-singular with respect to P: The last
assertions are straightforward applications of Lemmas 5.3.2 and 5.3.3 in
Hernandez–Lerma and Lasserre [6]. &
An immediate corollary of Theorem 3.9 is as follows.
Corollary 3.10. Suppose that an i.p.m. m for P exists and the T’-condition in Definition
2.4 is satisfied for the Markov kernel P: Then each p 2 U is non-singular.
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point of Qnðx0; :Þ for some x0 2 X : As shown in the proof of Theorem 3.9, p ¼ jx0 is
non-singular. &4. Doeblin decomposition
We present now the proof of the Theorem 2.15. Recall that for this theorem, we
consider a general measurable space ðX ;BÞ: In what follows set A the subset of S
deﬁned by
A¼: fE 2S : E ¼ ðEÞg;
and (see Deﬁnition 2.7 for the deﬁnition of M)
V¼: A
\
M:
Proof of Theorem 2.15. Suppose that the condition T’ is satisﬁed, and for any E 2S
consider IðEÞ  f0; 1; . . .g such that (2) is satisﬁed. Set f ð:Þ : S! I (where I is the
collection of all subsets of f0; 1; . . .g) as
f ðEÞ ¼ fn 2 IðEÞ : E \ Bna;g:
Using Lemma 3.2, we have that if E 2S then E  eE and it follows that f ðEÞa;:
Let us show now that if E; F 2S are disjoint sets then f ðEÞ \ f ðF Þ ¼ ;: Indeed
suppose by contradiction that there exists n 2 f ðEÞ \ f ðF Þ: Then we can ﬁnd x 2
F \ Bn: Since F is absorbing, and F \ E ¼ ;; we conclude that Kaðx; EÞ ¼ 0; and
thus from item (i) of Deﬁnition 2.4 it follows that Tðx; EÞ ¼ 0: But this is a
contradiction with the fact that Tðx; EÞ40 (since n 2 f ðEÞ and so x 2 Bn  eE ¼S
i2IðEÞBi). Therefore for any collection of disjoint absorbing sets we can establish a
one to one mapping (for instance, minf f ðEÞg) with the natural numbers,
showing that Condition C must be satisﬁed. Suppose now that Condition C is
satisﬁed, Ma; and for all x 2 X ; there exists Ax 2M such that Lðx; AxÞ40:
From a result of Doeblin [3, p. 70], we have that for all A 2M; ðAÞ 2M and from
Lemma 3.4, we get that A  ðAÞ: Therefore, fromLemma 3.5,Va; and it follows
that
ð8x 2 X Þ; ð9Bx 2VÞ such thatLðx; BxÞ40: (22)
For any two different sets V 1; V2 2V; we have V 1 \ V2 ¼ ;: Indeed, by
contradiction, if V1 \ V 2a; then, from the fact that the sets V1; V 2 are
indecomposable, Lðy; V 1 \ V 2Þ40 for all y 2 V 1 [ V2; so that ðV 1 \ V2Þ ¼ V1 ¼
V 2: From Lemma 3.5 and the deﬁnition ofV; we have that ððV 1 \ V2ÞÞ ¼ ðV1Þ ¼
V 1 ¼ ðV2Þ ¼ V 2; leading to a contradiction. From Condition C; it follows that the
number of sets inV is at most countable:V ¼ fVi : i 2 Ig for some I  N: Using
Eq. (22), we obtain that ðSi2I V iÞ ¼ ; and consequently X Si2I V i does not
contain an absorbing set. For any set E 2S; deﬁne
IðEÞ¼: fi 2 I : E \ V ia;g;
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Fi ¼ E \ V i;
F ¼
[
i2IðEÞ
Fi;
G ¼ E  F :
Since by hypothesis Lðy; F Þ40 for every y 2 G; it follows that G  F ; and noticing
that E ¼ F [ G; we get that E ¼ F ¼ Si2IðEÞFi: Using the fact that Vi is
indecomposable, it follows that Lðy; F iÞ40 for all y 2 Vi so that F i ¼ Vi: Therefore
E ¼
[
i2IðEÞ
V i
and the result follows after taking T ¼ Ka and Bn ¼ Vn: &
For the proof of Theorem 2.18, it is assumed that B is countably generated and
separated.
Proof of Theorem 2.18. Under the assumption that B is countably generated and
separated, it has been proved in [1] that Condition C is equivalent to the existence of
a s-ﬁnite measure which gives positive mass to each absorbing subset of X : In
[10,12], it was proved that this condition is equivalent to the existence of a countably
generated T1 topology, with all open sets in B; and a continuous component T of Ka
for some probability a on N such that T is everywhere non-trivial. Let fBng be a
sequence in B which generates the topology. Since fx 2 X : Tðx; EÞ40g is an open
set for any E 2S; it follows that it can be written as in (2), proving the result. &
5. Lyapunov criteria
In this section we assume that X is a locally compact separable metric space andB
is the corresponding Borel s-algebra. Recall that in this case from Corollary 2.19, the
T’-condition is equivalent to the existence of a countably generated T1 topology,
with all open sets in B and a continuous component everywhere non-trivial T of Ka
for some probability a on N: The proof of Theorem 2.21 will follow from the next
propositions.
Proposition 5.1. Assume that the Markov chain fY ng satisfies condition T ’ and that the
Lyapunov condition L is satisfied for a function V ; a petite set C and a constant b: Then
there exists an invariant probability measure for fY ng:
Proof. By hypothesis the set F 2 B deﬁned by F¼: fx 2 X : V ðxÞo1g is non-empty,
and from Lemma 11.3.6 in [9], F is an absorbing set. From Theorem 11.3.4 in [9],
ExðtCÞpV ðxÞ þ bICðxÞ; and thus for all x 2 F ; ExðtCÞo1; so that Lðx; CÞ ¼ 1 for
all x 2 F : Deﬁne D¼: F \ C: From the fact that F is absorbing it follows that
Lðx; DÞ ¼ Lðx; CÞ ¼ 1 for all x 2 F ; showing that Da;: Since C is a petite set for P;
there exists a probability a ¼ fakg1k¼0 on N and a non-trivial measure nð:Þ on B such
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so that nðX  F Þ ¼ 0 and nðF Þ ¼ nðX Þ40: Let us denote by P the Markov kernel
corresponding to P restricted to F : Clearly, P satisﬁes condition T’. Moreover, it is
easy to check that
ð8x 2 F Þ; PV ðxÞpV ðxÞ  1þ bIDðxÞ;
and that D is a petite set for P: Applying Theorem 2.18, it follows that F can be
decomposed into
F ¼ E [
[
i2I
Hi
" #
; (23)
where I is countable, each Hi is a Harris set and E is transient. According to
Deﬁnition 2.16 for transient sets, E ¼ S1j¼1 Ej where Ej is uniformly transient for P:
Let us show next that
S
i2I Hia;: Assume by contradiction that
S
i2I Hi ¼ ; so that
F ¼ E: From the fact that Lðx; DÞ ¼ 1 for all x 2 F we have from Proposition 9.1.1
in [9] that for all x 2 F ; Qðx; DÞ ¼ Lðx; DÞ ¼ 1: Since nðF Þ ¼ nðX Þ40 we can ﬁnd,
from (23), n0 2 N such that nðEÞ40; where E ¼
Sn0
j¼1 Ej : Therefore, there exists
a40 such that ð8x 2 DÞ; PxðtEo1Þ4a; and from Lemma 1.1 in [7], Qðz; DÞp
Qðz; EÞ for all z 2 F : Thus for every x 2 F ; 1 ¼ Lðx; DÞ ¼ Qðx; DÞpQðx; EÞ and, in
particular, for x 2 E; Qðx; EÞ ¼ PxðZE ¼ 1Þ ¼ 1; in contradiction with the fact that
ExðZEÞpM for some M : Let us show now that D \
S
i2I Hi

 
a;: Indeed, by
contradiction, suppose that D  E: Then recalling that Si2I Hia; is an absorbing
set, we would have that for x 2 Si2I Hi; Lðx; DÞ ¼ 0; which is a contradiction with
the fact that Lðx; DÞ ¼ 1 for all x 2 F : Consequently, there exists j 2 I such that
G¼: D \ Hja;: Again by considering the restriction of the Markov kernel P to the
absorbing set Hj ; denoted by R; we obtain that R is a Harris recurrent chain and
satisﬁes
ð8x 2 HjÞ; RV ðxÞpV ðxÞ  1þ bIGðxÞ; (24)
where G is a petite set for R: Applying Theorem 11.0.1 in Meyn and Tweedie [9], it
follows that the invariant measure p associated to the Harris set Hj is an invariant
probability measure. &
Proposition 5.2. Assume that the Markov chain fY ng satisfies condition T ’ and admits
an invariant probability measure. Then the Lyapunov condition L is satisfied for the
Markov chain fY ng:
Proof. According to Theorem 3.9, there exist an absorbing set E 2S and an
invariant probability measure l such that lðEÞ ¼ 1: Moreover, l is the unique
invariant probability measure for the Markov kernel P restricted to E and l is non-
singular with respect to P: Let us consider the restriction of the Markov kernel Q to
E: Clearly l is non-singular with respect to Q: Therefore, the Markov chain
associated to Q does not satisfy item (b) of Theorem 6.2.1 in Herna´ndez–Lerma and
Lasserre [6]. Consequently, it follows that Q is a positive Harris recurrent on an
absorbing set H  E: Denoting the restriction of the Markov kernel Q to H by R
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H!½0;þ1 with W ðx0Þoþ1 for at least one x0 2 H; a petite set C for R and a
constant b 2 Rþ such that
ð8x 2 HÞ; RW ðxÞpW ðxÞ  1þ bICðxÞ: (25)
It is easy to show that C 2 B is a petite set for the original Markov chain P: Deﬁne
the extended value non-negative function V on X by
V ðxÞ¼: W ðxÞ for x 2 Hþ1 for x 2 Hc:
(
For x 2 Hc we have clearly PV ðxÞpV ðxÞ  1þ bICðxÞ since V ðxÞ ¼ þ1 and for
x 2 H we obtain that PV ðxÞ ¼ RW ðxÞ since H is absorbing. Consequently, the
Lyapunov condition L is satisﬁed for the Markov chain P; giving the result. &
Proposition 5.3. Assume that the Markov chain fY ng satisfies condition T ’ and admits
an invariant probability measure. Then U is countable and every invariant probability
measure is non-singular.
Proof. From Corollary 3.10, each m 2 U is non-singular and, as seen in the proof of
Proposition 5.2, with each m 2 U we can associate a Harris recurrent set Hm: Since
Hm1 \ Hm2 ¼ ; for every m1; m2 2 U with m1am2; then using the Harris decomposition
(9), it follows that U ¼ fmi : i 2 Ig for some I  N: From (15) in Theorem 3.8, for
any i.p.m. p; we have that
pðAÞ ¼
X
i2I
miðA \ Hmi ÞpðHmi Þ
for any A 2 B: Suppose by contradiction that p is singular and set Ip¼: fi 2 I :
pðHmi Þ40g: Then for each x 2 X ; there exists Ex 2 B such that pðExÞ ¼P
i2IpmiðEx \ Hmi ÞpðHmi Þ ¼ 1 and
P1
k¼1P
kðx; ExÞ ¼ 0 or, in other words, miðEx \
Hmi Þ ¼ 1 and
P1
k¼1P
kðx; ExÞ ¼ 0 for each i 2 Ip; which would imply that mi is
singular for each i 2 Ip; leading to a contradiction. This completes the proof. &References
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