Turbulence data obtained by aircraft observations in the convective boundary layer (CBL) were analyzed to 5 estimate the regional surface heat fluxes through application of the variance methods. Several heights 6 within and above the CBL were flown repeatedly above the flux observation site in a homogeneous steppe 7 region in Mongolia. The vertical profiles of the second moment about the mean, i.e., the variance, of 8 temperature were found to follow in general the functional forms proposed in previous studies. These 9 variance statistics were applied to the variance formulations to estimate surface sensible heat fluxes. First, 10 the flux estimation was made with these equations and the constant parameters as proposed in previous 11 studies. Then, the constants were re-calibrated with the current data set and used for flux estimation. In 12 addition, a new simpler formulation was proposed and also calibrated with the current data set. Finally, 13 additional variables, which represent the large scale atmospheric conditions namely baroclinity and 14 advection, were considered for possible improvement of the flux estimation. The resulting rms difference 15 of the estimated sensible heat flux and ground based measurements was reduced from about 40 -100 Wm -2
Introduction 1 2
Knowledge of the fluxes of energy, mass and momentum between the land surfaces and the atmosphere 3 is required in many situations encountered in water resource management and atmospheric circulation 4 studies. Since the physical state of the convective boundary layer (CBL) probably reflects the surface 5 fluxes with horizontal scales of the order of 10 2 -10 5 m (e.g., Raupach and Finnigan, 1995) , several 6 approaches to derive surface fluxes with CBL observations have been developed and tested in the past. 7
Examples of such approaches include the eddy correlation method (e.g., Lenschow et al., 1980) , the profile 8 or a bulk method of the CBL (e.g., Brutsaert and Sugita, 1991) and the CBL budget approach (e.g., Kustas 9
and Brutsaert, 1987a , 1987b , Betts and Ball, 1994 with data obtained by sensors on a tower (e.g., Berger et 10 al., 2001), on radiosondes (e.g., Sugita et al., 1999) , aboard an aircraft (e.g., Lenschow et al., 1980) , or by 11 means of ground-based remote sensing devices such as Radar (e.g., Eng et al., 2003) . Among them, aircraft 12 measurements have the advantage in both detecting the spatial variability and in deriving area-averaged 13 values depending on the methods applied to the measured variables, but they are not without disadvantages. 14 The most notable feature is the random movement of an aircraft as a platform of observations. It 15 continuously moves in all directions, and thus it requires simultaneous measurements of its precise position 16 and also sophisticated and cumbersome treatment of the data afterward in order to allow vector data analysis, 17
in particular for the application of the eddy correlation technique. 18 Methods to estimate surface fluxes from the associated variance measurements, on the other hand, are 19 appealing particularly for the aircraft observation because they allow the derivation of surface fluxes only 20 from measurements of a scalar variable without the need for extra measurements of aircraft position and data 21 processing needed for the eddy correlation method as mentioned above. The variance methods are based on 22 flux-variance relationships derived on the basis of similarity arguments and established through the 23 determination of the constant parameters in the derived relationship. Such relations have been established 24 and verified extensively through experiments in the surface layer and it now appears possible to derive 25 surface fluxes with sufficient accuracy (e.g., Wesely, 1988; Katul et al., 1996) . In contrast, for the CBL, the 26 relevant flux-variance relationships are still not fully understood and far from established. So far the 27 proposed functional relationships between the variances in the CBL and the corresponding surface fluxes are 28 still limited in number and they have been insufficiently validated (see below). Also, they were used 29 mainly for the purpose of organizing derived variances in terms of similarity functions, and only a few 30 studies have tried to apply such relations for the flux estimation. Sugita and Kawakubo (2003) used the 1 variances of temperature in the lower half of the CBL obtained from tower observations to derive the surface 2 sensible heat fluxes. There is only one study using aircraft data, namely the one by Asanuma (1996) and 3 Asanuma and Brutsaert (1999) , who used mixed and surface layer variance relations with temperature and 4 humidity data obtained during HAPEX-Mobilhy (Hydrologic-Atmospheric Pilot Experiment and 5
Modélisation du Bilan Hydrique) in southwestern France (André et al., 1986) to derive the corresponding 6 surface fluxes. 7
In view of the lack of studies of the CBL variance relationships in general and their application for the 8 surface flux estimation with aircraft data in particular, the present study was initiated with data sets obtained 9 from an aircraft above an extensive steppe region in Mongolia with simultaneous surface flux observations, 10 in order to investigate the CBL variance relationships and the feasibility to use them for the purpose of 11 surface flux estimations of a region. 12 
13

Methods 14
Experimental site 15 16
The temperature turbulence data in the CBL were obtained by aircraft observations that were carried out 17 where arid to semi-arid climate is dominant with a boreal forest in the northern and upper reaches of the 21 watershed and steppe area towards the southern and downstream parts. 22 In this study, the data used for the analysis were taken above an extensive steppe region, where a flux 23 observation station was operated as described below. The target area was located at and around a village 24 terrace with horizontal extent of the order of 10 1 km along the Kherlen river ( Fig. 1) . 29
Aircraft observations 1 2
The instruments were installed on a wing of an aircraft (AN2), a single engine biplane, to measure the 3 air temperature with a fine thermocouple whose time constant is rated as 0.4 s. The data were continuously 4 sampled at 10Hz during the flight by a data logger (CR23X, Campbell Scientific Inc.). Positioning 5 information was simultaneously obtained by a GPS receiver at 0.5 Hz and by a gyroscope that measured the 6 angular velocity of the aircraft in the directions of its main body and the wing at 10 Hz intervals. Other 7 measurements from the aircraft not directly used in the present study, included the absolute humidity by a 8
Krypton hygrometer (KH-20, Campbell Scientific Inc.), the surface infrared temperature, incoming and 9 outgoing shortwave radiation, and the spectral reflectance of the underlying surfaces in the range of 10 350-2500 nm. 11
As mentioned, the flight paths covered the KBU site and the surrounding area ( Fig. 1 ) and flight levels 12 of around 200, 500 and 1000m above the ground were flown repeatedly above this site. Although the 13 lengths of the actual flight segments flown above the KBU site were slightly different one from another, 14 depending on the weather condition and on the flight direction, only those flight segments longer than 5 km, 15 which is equivalent to the averaging time of 100 s, and those whose standard deviation of the flight level was 16 smaller than 50 m, were selected for analysis. Also, the data obtained in the June observations were found 17 not to be usable for the present purpose because of data acquisition problems. This selection procedure 18 produced 25 flight segments and data sets for the following analysis (Table 1) . 19 To check the general reliability of the turbulence data, and also to check the scale of the turbulence 20 observed, a Fourier transformation was applied to the measured time series listed in Table 1. The resulting  21 power spectra, weighted by frequency, are shown in Fig. 2 . The spectral peak frequency was found at 22 around f p = 0.01 Hz, and this corresponds to the length scale of 3 km, approximately, as the ground speed of 23 the AN2 was around 30 m s -1 . Although the peak frequency and the general shape of the power spectra 24 follow those reported in the literature (e.g., Kaimal and Finnigan, 1994) , spectra attenuation can be observed 25 in the inertial subrange at 0.1-1.0 Hz, as the slope is steeper than the commonly accepted value of -2/3. 26
This might be due to the fact that the time constant of the temperature probe was not sufficiently small. 27 Also, the power spectra exhibit a white noise in the higher frequency range above 1 Hz. A probable error in 28 the variances due to this attenuation and to the white noise was estimated by calculating the difference 29 between the ensemble mean spectra curve and a hypothetical curve obtained by assuming the slope of -2/3 in 30 the frequency range above f p and of 1/1 below f p . It was found that the difference due to the attenuation and 1 to the white noise constitutes less than -8% and +3%, respectively, of the total variance in the range of 10 -3 to 2 5 Hz. In the present analysis, these are considered negligible and thus no correction was applied to the data 3 set before the analysis. A possible impact of this procedure to the final results will be discussed below. 4
For each flight segment, the data were plotted as time series and checked visually. They were then 5 further processed to remove a trend before the analysis by applying a linear regression method (Kaimal and 6 Finnigan, 1994); in brief, a linear equation b ax y + = was fitted to the measured temperature time series, 7 and all data were corrected by subtracting y y − where y is the mean over the flight segment. In most 8 cases, the correction was very small with the coefficient a in the range of -5 ×10 -4 to 5 ×10 -4 (K / 0.1s). The 9 negative trend cases were usually caused by slight ascending motion of the aircraft during the flight segment. 10
The scale of the upwind surface source distribution of the observed temperature variances was evaluated 11 with the expression for scalar fluxes of Weil and Horst (1992) , which was derived based on a CBL 12 Lagrangian stochastic dispersion model.
For an assumed mean wind speed U = 10 m s -1 , a CBL height h i 13 = 1000 m, and a typical CBL velocity scale (see below) w * = 1.5 m s -1 , this scale was found to be 0.6 km, 4.4 14 km, and 6.7 km, respectively for measurement heights of z = 200, 500, and 1000 m. Note that portions of 15 some flight segments extend from general steppe area to the Kherlen river (Fig. 1) ; however, the results of 16 these segments were not markedly different from others and thus no separate treatments were made to these 17 data set. 21 22 in which the symbols f t , f tb and f b represent universal functions of ξ, which can be written as follows, in which a 1 through a 7 are the constants determined empirically in Moeng and Wyngaard (1984) by fitting to 27 the results obtained from the large eddy simulation and to the observations of Kaimal et al. (1976) . 28 Asanuma (1996) generalizes (5) by allowing the adaptation of different velocity scales at the inversion base 29 1 observation by optimising the constants to minimize the error of flux evaluation. These coefficients are 2 listed in Table 2 for each case. 17 18 Similarly, the TDBU formulation (7) can be rewritten as follows, 19 20 ( ) ( ) ( ) As mentioned, the constants in these equations are still not well established. As such, in the present 4 analysis, first, the constants proposed in previous studies were tested, and, then, they were calibrated with the 5 current data sets. The calibration was performed in the same manner as in Sugita and Kawakubo (2003) , 6 where the constants were changed in small steps until the root mean square (rms) difference between 7 ' 'vm w θ and ' 's w θ reached a minimum. For the TDBU formulation, the powers of (6) were retained and 8 only the others were changed. 9 These results are shown graphically in panel (a) and (b) of Figs. 4-8, and the calibrated constants and 10 relevant statistics are listed in Table 2 and Table 3 , respectively. Figs. 7-8 and Table 3 indicate that the 11 cases ii) and iii) of (7) in which v * was assigned as the relevant velocity scale resulted in a large rms 12 difference. This is particularly evident in case ii) with the original constants from the literature were used. 13 In order to assess the cause of the large rms difference, a simple sensitivity test for flux estimation was 14 carried out. were examined. The result is shown graphically 16 in Fig. 9 for the cases i), ii) and iii) of (7) with the constants calibrated with the current data set. Note that 17 for the case i), a formal error analysis can also be made, and it is presented with others at later part of this 18 paper. It can be seen that the estimated flux is quite sensitive to σ θ at around the middle to higher portions 19 of CBL, which means that data with the same level of accuracy but observed at levels with higher sensitivity 20 could produce a worse result. Indeed the poor agreements between ' 'vm w θ and ' 's w θ were obtained for 21 the data observed at these heights. Thus it is probable that the small measurement error in σ θ measurements 22 at heights where the functional forms have higher sensitivity has caused larger rms error. 23 As can be seen from the figures and Table 3, the rms difference was reduced from more than 4×10 -2 K m 24 s -1 to 3-4×10 -2 K m s -1 by adjusting the constants through the calibration (panel (b)). This implies that these 25 experimental constants indeed contain uncertainty as mentioned above. However, this need for the 26 calibration may have arisen from the 8% underestimation and 3% overestimation of the variance that were 27 caused by respectively the slow response sensor and the white noise as mentioned above. However, this is 28 not clearly the case as can easily be shown from a simple error analysis of the variance and the flux as 29 follows. The rms difference of the σ θ 2 values between those from the observations and those predicted by 30 (2), (3) and (5) with the original constants is 1.1-1.9×10 -2 K 2 . This is order of magnitude larger than the 1 difference that can be accounted for by the measurement error alone, as the mean σ θ 2 value is 1.6×10 , the 5% underestimation of σ θ 2 corresponds to 4% underestimation 5 in flux; this is an order of magnitude smaller than the reduced rms difference of around 30% by the 6 calibration. Thus the measurements error is probably of lesser importance to the fact that the local 7 calibration was necessary. 8 The data points for (10) in the height range of z > 0.5h i were also drawn in Fig. 4 , even though (10) was 9 derived originally only for the lower parts of CBL. In the calibration and the calculation of the statistics, 10 only the data obtained below 0.5h i were used. Thus, it is not surprising that even after the calibration of the 11 empirical constants, the outlier points remained. However, the calibration with all data for z < 0.8h i was 12 also carried out, and it was found that the result is not markedly different from the case with data for z < 0.5h i . 13 This tends to indicate that the flux is not very sensitive to the exact value of σ θ at higher levels in the CBL. 14 However, a simple error propagation analysis (see below) of (10) has indicated that the sensitivity of fluxes 15 to the error of σ θ measurement is actually lower near the surface and increases as z increases toward h i . 16 Thus the agreement found for the data at higher elevations may due to the lack of strong influence of the 17 entrainment with the current data set, and, in general, (10) may still be better used for z < 0.5h i . 18 Since it is the treatment of the entrainment that makes relevant equations (11) and (12) more complex 19 with variables difficult or even practically impossible to obtain, it is of some interest to make a simpler 20 equation such as (10) but that allows prediction of the increase of σ θ 2 at higher levels in the CBL near z= h i . 21 One of such simple functions can be expressed as ' ' combinations of these constants that produced the smallest rms difference between the calculated and 6 reference fluxes, were selected by the same manner described above. Such combinations are not 7 necessarily unique and indeed in the case of (14) several choices were possible. Among them, the 8 combination that allow predictions of σ θ 2 T * -2 which agrees with those by (9) for z >0.8h i was finally selected. 9 In another word, constants were selected in such a way that allows (13) to simulate the effect of the 10 entrainment in the upper layer as expressed by (9). The resulting constants were used in (14) to derive 11 fluxes, and were compared with the reference fluxes. As can be seen from Table 3 , the rms difference is 12 very close to that of the more complex formulations such as (11) and (12) . Yet, unlike (10), (14) should 13 work equally well with (11) or (12) at higher range of z >0.8h i , and thus could be advantageous for practical 14 applications of the variance methods. Further studies should be carried out to study whether or not the 15 same constants b 1 through b 4 can also be used with other data sets. 16 The above analysis has indicated that the local calibration of the constants improved the performance of 17 (10)- (12) in the context of flux estimation. However, the scatter still exists. This might possibly be 18 reduced with an introduction of additional variable parameters. As mentioned, up to now it has been 19 assumed that the relevant variables for CBL variances are z, h i and 0 ' ' w θ . However, it is quite possible 20 that other variables may play a role. For example, for the study of profiles or bulk formulation in the CBL, 21 several variables whose effect is not negligible have been identified. These variables include the Coriolis 22 parameter f, the Ekman layer depth h r = κ u * f -1 where κ is a constant, the vertical gradient of geostrophic 23 wind i.e., baroclinity, ∂U g /∂z, ∂V g /∂z, and the horizontal gradient of advection ∂(uθ)/∂x, ∂(vθ)/∂y in which u 24 and v are wind speed components in the northward and eastward direction, respectively. The vertical 25 gradients of U g and V g can be expressed in terms of horizontal gradients of temperature, that is, by the 26 thermal wind relation to a good approximation, 27 11 12 In a similar manner, the advection term can be made dimensionless as follows: 13 14 ( ) 15 
16
The non-dimensional variables γ and β include two horizontal components, and thus it is possible to treat 17 them either as the combined variable or as independent variables of γ x and γ y , and β x and β y , and both cases 18 were tested in what follows. The actual values of each non-dimensional variable parameter determined for 19 the study area are listed in Table 4 . For the TDBU formulation, since the inclusion of v * as scaling 20 parameter resulted in less accurate result as shown above, only the case with w * scaling, i.e., (9), was 21 considered hereafter. 22 Among those dimensionless variables, ξ had already been included in the variance profile formulations 23 (2), (3), (9) and (13) . Therefore other four variables were added linearly as follows, 
where F is a function of ξ, which can be taken as the RHS of one of (2), (3), (9) (12), the final value is not sensitive to the choice of the initial value. Note also that possible other 11 functional forms other than (21) were also tested since there is no a priori reason that these additional 12 non-dimensional variables should be organized as a linear function. Since there is no theory or study that 13 helps to organize a proper functional form, some arbitrary forms were tested. They included a product of 14 the variables and a linear function of log of these variables, among some others. However, the result was 15 not very different from the one obtained by (22) and thus only the result with (22) will be shown. It is not 16 clear if this is because the number of the data points is not sufficient to produce meaningful difference among 17 the different functional forms or the process of the calibration took care of the difference of the formulation. 18 The results are shown in panel (c) of Figs. 4-6 and in Tables 2 and 3 . Clearly, the inclusion of the 19 additional variables has successfully reduced the rms difference. To investigate which variable(s) have 20 more contribution for the improvement of accuracy of the flux estimation, all possible combinations of the 21 variables were tested, and this result is shown in Fig 10. It can be seen that in general the rms difference 22 decreases as the number of variable parameters increases. In the case of addition of one parameter, β (and 23 especially their y component) are slightly more effective to reduce the rms difference than the others, 24 although the difference is not statistically significant at the 5% level, and it becomes unclear as the number 25 of the additional variables increased. It was also found that the rms differences of the fluxes with (19) and 26 (20) for the separate treatment of the x-and y-component and for the combined expressions are different by 27 only a few W m -2 . This is probably because the horizontal gradient of the wind and temperature fields in 28 the atmosphere around the experimental area are more or less the same during the flights and thus it is the 29 magnitude and not the direction of β that counted. Naturally in different settings, it is quite possible that the 1 separate treatment works better. 2 As a whole, the rms differences reduced to about 3×10 less with the introduction of the additional dimensionless variables. The reduction of the rms error from the 5 result with the original formulations to that with (22) was found significant at the 5% significant level except 6 for (2), for which it is significant only at the 10% level. The difference among the results with different 7 formulation of (2), (3), (7) and (13) was not found significant even at the 10% level. In another word, the 8 same level of agreement was obtained by all formulations. This is partly due to the fact that a local 9 calibration was carried out. Thus as long as the calibration is possible, the simplest form, i.e., (22) with 10 (13) that covers the whole CBL may be a good choice from a practical point of view. 11 Finally, it is important to discuss why the local calibration was found needed in the CBL variance 12 methods, and also to identify where the sources of the remaining estimation error of H of around 30 W m -2 13 are even after the calibration and the introduction of the additional variables. There are several possibilities 14 for the first question, but main reasons probably consist of (i) the difference of the optimization target, (ii) 15 the difference in the method of deriving reference fluxes, (iii) random error of the H derived by the variance 16 formulation as a result of error propagation of the measurement error, (iv) measurement error of the reference 17 H values, (v) the sampling error of measured σ θ , and (vi) insufficient treatment of physics in the 18 formulations. 19 The above possibilities 
where the symbol δ represents the absolute error, and P i is the i-th additional variable, i.e., one of the second 9 through sixth term of (21) . A preliminary analysis indicated that the value of two-order larger than the other terms, and thus all terms containing P i were added to produce a single term 11 expressed as δP in the following analysis. Those results for (22) with (10), (11), case i) of (12) and (14) 12 for θ = 300K, σ θ = 0.15K, h i = 1000m, P = 0.5, δσ θ = 0.1K , δP = 0.5, and δξ = 0.1 are plotted against ξ in (22) with (11), (12) and (14) , and at ξ=1 for (22) with (10), and thus it is 15 possible that measurement error of σ θ observed near the mid altitude contributed part of the remaining rms 16 difference. As indicated in Table 1 , most of the measurements were made in the height range of 0.2<ξ<0.5.
17
In the future application, it can be recommended that the observation should be made in the heights around ( ) ( ) 11 12 Both errors can easily be determined once λ θ has been known. This was estimated by an empirical function 13 of Lenschow and Stankov (1986), 16 17 For the present flight segments, they produce values in the range from 8% to 31% with the average of 16% 18 for the systematic error and 40% to 70% with the average of 55% for the random error for estimating σ θ 2 . 19 To suppress an underestimation due to the systematic and random errors down to a level of 10%, it is 20 required that the flight segment satisfies L θ ≥ 14 km and L θ ≥ 295 km with h i = 1000 m and z = 500 m for 21 the systematic and random error, respectively. In practice, although it is not easy to satisfy such 22 requirements, it is still a good idea to make sequential flights over the same track at the same level to in the CBL, i.e., (2), (3) and (7). The same functions in a different form namely (10), (11) and (12) (11) and (12) with the current data set, the same procedure yielded the fluxes with a 14 rms difference of 30 to 40Wm -2 . After inclusion of the additional variable parameters, (17)- (20), which 15 represent the large scale atmospheric influence, and calibration of the constants in (22), the rms difference 16 was further reduced down to about 30 Wm -2 or less. 17 For the more complicated and physically based formulation of (7), several options are available in (11) and (12) is that they cover whole height range of ξ. In order to allow use of a simple equation that covers whole height 1 range, (14) was proposed. Unlike (10), the usage can extend to the height under the influence of 2 entrainment at a similar accuracy as (12) , is capable of producing fluxes with the same level of accuracy, has 3 the same sensitivity to the measurement error of σ θ 2 , and yet is a function of ξ only. For practical 4 applications, (14) probably serves better than the others, at least until all the needed data such as D in (3) 5 become available for a complete test of more physically based equations. 6 Finally, the present analysis has indicated that the CBL variance methods with data obtained by aircraft 7 are capable of producing surface fluxes. However, two major issues among others remain not completely 
where G is the geostrophic wind, f is the Coriolis parameter, k is von Kaŕmań's constant, and z 0 is the surface 
where h is the mean height of the major obstacles, λ = A / S is the roughness density with A being the Monin-Obukhov similarity theory (e.g., Brutsaert, 1982), on the other hand, can be given as, (22) with (10), (11) , case i) of (12) and (14) (17), (18), 27 (19) and (20), respectively. β x , β x and γ x , γ y are the x and y component of β and γ, respectively. Table 4 22
List of parameters added to variance formulations 23 The additional parameters, ξ, μ, ν, β, and γ are expressed as Eqs. (16), (17), (18), (19) and (20), respectively. (12) Coefficients calibrated in this study The additional parameters, ξ, μ, ν, β, and γ are expressed as Eqs. (16), (17), (18), (19) and (20), respectively. 
