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ABSTRACT
Recent developments in asteroseismology – thanks to space-based missions such as
CoRoT and Kepler – provide handles on those properties of stars that were either com-
pletely inaccessible in the past or only poorly measured. Among several such properties
is the surface helium abundance of F and G stars. We used the oscillatory signature
introduced by the ionization of helium in the observed oscillation frequencies to con-
strain the amount of helium settling in F stars. For this purpose, we identified three
promising F stars for which the standard models of atomic diffusion predict large set-
tling (or complete depletion) of surface helium. Assuming turbulence at the base of
envelope convection zone slows down settling of the helium and heavy elements, we
found an envelope mixed mass of approximately 5× 10−4M⊙ necessary to reproduce
the observed amplitude of helium signature for all the three stars. This is much larger
than the mixed mass of the order of 10−6M⊙ found in the previous studies performed
using the measurements of the heavy element abundances. This demonstrates the
potential of using the helium signature together with measurements of the heavy ele-
ment abundances to identify the most important physical processes competing against
atomic diffusion, allowing eventually to correctly interpret the observed surface abun-
dances of hot stars, consistent use of atomic diffusion in modelling both hot and cool
stars, and shed some light on the long-standing cosmological lithium problem.
Key words: asteroseismology – diffusion – stars: abundances – stars: chemically
peculiar – stars: evolution – stars: interiors
1 INTRODUCTION
Atomic diffusion is a fundamental physical process driven by
pressure, temperature and composition gradients. The possi-
bility of atomic diffusion in stellar interiors was first realized
about a century ago (Chapman 1917a,b, 1922). A significant
impact of atomic diffusion on the solar surface heavy ele-
ment abundances was first predicted by Aller & Chapman
(1960), which was later confirmed by the developments in
helioseismology (see e.g. Christensen-Dalsgaard et al. 1993;
Richard et al. 1996; Bahcall et al. 1997). Moreover, the
observed surface abundances of stars at different evolu-
tionary stages in clusters can not be explained without
atomic diffusion (see e.g. Korn et al. 2006, 2007; Lind et al.
2008; Nordlander et al. 2012; Gruyters et al. 2013, 2014;
Bertelli Motta et al. 2018).
An apparent problem with models of atomic diffusion
arises when we consider stars more massive than the Sun,
for which the envelope convection zone is confined very
⋆ E-mail: kuldeep@phys.au.dk (KV)
† E-mail: victor@phys.au.dk (VSA)
close to the surface, coinciding with the region of large
pressure and temperature gradients. For such stars, mod-
els of atomic diffusion predict large settling (or complete
depletion) of surface helium and heavy elements (see e.g.
Morel & The´venin 2002), in contrast to the recent measure-
ments of helium glitch signature in the observed oscillation
frequencies of F stars (Verma et al. 2017) and observations
of the surface heavy element abundances of A and F stars
(see e.g. Varenne & Monier 1999). It is well known that ra-
diative forces play an important role in such stars (see e.g.
Turcotte et al. 1998; Dotter et al. 2017; Deal et al. 2018),
however even after including them, the predicted surface
abundance anomalies are still much larger than the observa-
tions (see e.g. Turcotte et al. 1998). Particularly, radiative
force on helium is negligible and can not slow down its set-
tling, pointing towards the presence of other physical pro-
cesses competing against atomic diffusion.
The two best-studied physical processes that can ef-
fectively reduce the efficiency of atomic diffusion are: (1)
turbulence at the base of envelope convection zone (see
e.g. Schatzman 1969; Vauclair et al. 1978a,b), and (2)
mass loss from the surface (see e.g. Michaud et al. 1983;
c© 2019 The Authors
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Michaud & Charland 1986). Richer et al. (2000) assumed
turbulence and radiative forces as competing processes
against atomic diffusion with a phenomenological model of
turbulent diffusion to reproduce the observed heavy element
abundances of AmFm stars. They found that the models
do not reproduce the observations perfectly. However, given
large systematic uncertainties associated with the observa-
tions, they argued it to be premature to conclude that hy-
drodynamical processes other than turbulence are needed.
Vick et al. (2010) assumed mass loss and radiative forces
as competing processes to reproduce the observed surface
abundance anomalies of AmFm stars, and concluded that
the current observational constraints are not sufficient to dis-
criminate between turbulence and mass loss. Michaud et al.
(2011b) explored turbulence and mass loss separately as
competing processes for the observations of Sirius A, finding
similar conclusions as Vick et al. (2010). The above studies
were all carried out using measurements of the surface heavy
element abundances. Recent advances in stellar seismology
have provided unprecedented constraints on properties of
solar-like oscillators. In this study, we shall illustrate using
the example of turbulence, for the first time, how we can use
direct seismic constraints on the surface helium abundance
of F stars to study the processes competing against atomic
diffusion.
The ionization of helium introduces a glitch in the
acoustic structure of solar-type stars, and leaves an oscil-
latory signature in the observed oscillation frequencies, ν
(see e.g. Gough & Thompson 1988; Vorontsov 1988; Gough
1990). The strength (or amplitude) of the oscillatory sig-
nature depends on the amount of helium present its ion-
ization zone – the larger the helium abundance, the larger
the amplitude (see e.g. Basu et al. 2004; Houdek 2004;
Monteiro & Thompson 2005). The observed amplitude of
helium signature has recently been used to infer the surface
helium abundance of solar-type stars (Verma et al. 2014a;
Gai et al. 2018; Verma et al. 2019). The observed large am-
plitude of helium signature of F stars can not be reproduced
by the standard models of atomic diffusion because of their
low (or zero) prediction of the surface helium abundance,
and will be used in this study to constrain the amount of
turbulent mixing necessary.
The paper is organized in the following order. We de-
scribe the target selection in Section 2 and outline the
method to extract the helium glitch signature from the os-
cillation frequencies in Section 3. The details of the set of
stellar models used are presented in Section 4. The results
are discussed in Section 5 and conclusions are summarized
in Section 6.
2 TARGET SELECTION
It is well known that models with higher masses show larger
helium and heavy element settling. Furthermore, element
settling also depends on the evolutionary state, partly be-
cause it takes time for elements to sink and partly due to
the evolution of the thickness of the convective envelope. The
low mass models start being fully convective on the pre-main
sequence (PMS), and arrive on the zero age main-sequence
(ZAMS) with a convective envelope. As models evolve along
the main-sequence (MS), the envelope convection zone be-
Table 1. Sample of stars studied in this work. The parameters
are inferred/taken from Silva Aguirre et al. (2017).
KIC M (M⊙) Xc Teff (K) [Fe/H]s (dex)
2837475 [1.39, 1.46] [0.35, 0.44] 6614 ± 77 0.01 ± 0.10
9139163 [1.34, 1.42] [0.32, 0.48] 6400 ± 84 0.15 ± 0.09
11253226 [1.32, 1.46] [0.34, 0.42] 6642 ± 77 −0.08 ± 0.10
comes shallower until a point close to the terminal age main-
sequence (TAMS), when it begins to increase in depth. The
settling of the helium and heavy elements follow closely the
evolution of the thickness of the convective envelope, i.e. ele-
ment settling is small at the beginning (close to the ZAMS),
large during the middle of the MS, and small again at the
end (close to the TAMS).
The study of acoustic glitches requires high-quality
seismic data because of small amplitudes of their sig-
natures in the observed oscillation frequencies (see e.g.
Mazumdar et al. 2014; Verma et al. 2017). The Kepler as-
teroseismic LEGACY sample consisting of 66 main-sequence
stars with the highest quality seismic data (Lund et al. 2017;
Silva Aguirre et al. 2017) is ideal for such a study. We se-
lected only those stars from the LEGACY sample for which
the standard stellar models with atomic diffusion predict
largest amount of surface helium settling. This selection cri-
terion is motivated from the fact that, for such a star, the
difference between the observed and model amplitude of the
helium signature is anticipated to be the largest because of
the largest difference between the surface helium abundance
of the star and the model, providing the tightest possible
constraint on the physical processes acting against atomic
diffusion.
We selected the appropriate targets based on their mass,
M , and evolutionary state (central hydrogen abundance,
Xc). The conservative ranges of M and Xc for stars in the
LEGACY sample were obtained by taking the correspond-
ing minimum and maximum values provided by the seven
different fitting pipelines presented in Silva Aguirre et al.
(2017). The targets were selected with lower limit on M be-
ing greater than 1.3M⊙ and Xc being in the range [0.3, 0.5].
This selection criterion left us with 3 stars: KIC 2837475,
9139163 and 11253226. They are all F stars listed in Ta-
ble 1 along with their estimated M and Xc ranges and the
observed effective temperature, Teff , and surface metallicity,
[Fe/H]s.
To demonstrate that the representative models of these
stars with atomic diffusion predict large settling of the sur-
face helium, we computed three tracks with the mass and
metallicity from Table 1 (central value of the range for the
mass). Figure 1 shows the evolution (from right-to-left) of
the surface helium abundance, Ys, for the tracks. We can see
the complete depletion of Ys for KIC 2839163 and 11253226
in the corresponding Xc ranges listed in Table 1, making
them ideal for this study. The track corresponding to KIC
9139163 does not show complete depletion of surface helium
because of its large metallicity (and hence thick convective
envelope), however as we shall see in Section 5, predicted set-
tling is still too large for this star to reproduce the observed
amplitude of helium signature.
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Figure 1. Surface helium abundance as a function of central
hydrogen abundance for the tracks representing KIC 2837475,
9139163 and 11253226. The tracks were computed with atomic
diffusion of Thoul et al. (1994). The mass and initial metallicity
of each track are shown in the legend. All tracks were computed
with the initial helium abundance, mixing-length and exponential
overshoot of 0.27, 1.80 and 0.016, respectively.
3 AVERAGE AMPLITUDE OF HELIUM
SIGNATURE
There are two popular fitting approaches to extract
the glitch signatures from the oscillation frequencies:
(1) by fitting directly the oscillation frequencies (see
e.g. Monteiro et al. 1994; Monteiro & Thompson 1998;
Monteiro et al. 2000), and (2) by fitting their second dif-
ferences, δ2νn,l = νn−1,l − 2νn,l + νn+1,l, where n and l
are the radial order and harmonic degree, respectively (see
e.g. Gough 1990; Basu et al. 1994, 2004). In this work, we
used a variation of the first approach as described in Method
A of Verma et al. (2017, 2019). It should be noted that the
systematic uncertainties on the helium glitch parameters as-
sociated with different choices of fitting methods are gener-
ally small for stars in the LEGACY sample (Verma et al.
2019). This is because of the high-quality seismic data avail-
able for these stars with large numbers of detected modes
and precisely measured oscillation frequencies. The precision
of the observed oscillation frequencies of F stars is poor in
comparison to other stars in the LEGACY sample because
of their large linewidths (see e.g. Appourchaux et al. 2012;
Lund et al. 2017; Compton et al. 2019), however their large
amplitude of the helium signature effectively compensates
for the lower precision.
For the convenience of the reader, we outline here the
steps to calculate the average amplitude of helium signature.
The stellar oscillation frequencies were fitted to the function,
f(n, l) = νsmooth + δνHe + δνCZ. (1)
The first (also the dominant) term represents the contribu-
tion to the oscillation frequency from the smooth structure
of the star, which is modelled using l-dependent fourth de-
gree polynomial in n (see e.g. Verma et al. 2019),
νsmooth =
4∑
k=0
bk(l)n
k, (2)
where bk(l) are the polynomial coefficients to be determined
by fitting f(n, l) to the oscillation frequencies. The second
and third terms are small perturbations to frequencies due to
the helium and base of convection zone glitches, respectively.
The functional form for these contributions are adapted from
Houdek & Gough (2007),
δνHe = AHeνe
−8π2∆2
He
ν2 sin(4piτHeν + ψHe), (3)
δνCZ =
ACZ
ν2
sin(4piτCZν + ψCZ), (4)
where the parameters AHe, ∆He, τHe, ψHe, ACZ, τCZ and
ψCZ are free parameters to be again determined by fitting
f(n, l) to the oscillation frequencies. We used Monte Carlo
simulation to propagate the observational uncertainties on
oscillation frequencies to the fitted parameters.
We used the fitted parameters, AHe and ∆He, to
compute the average amplitude of the helium signature
(Verma et al. 2019),
〈Aν〉 =
∫ ν2
ν1
AHeνe
−8π2∆2
He
ν2dν∫ ν2
ν1
dν
=
AHe[e
−8π2∆2
He
ν2
1 − e−8π
2∆2
He
ν2
2 ]
16pi2∆2He[ν2 − ν1]
, (5)
where ν1 and ν2 are the smallest and largest observed fre-
quencies used in the fit. The same values of ν1 and ν2 have
been consistently used to calculate the corresponding model
〈Aν〉.
4 STELLAR MODELS
We used the stellar evolution code Modules for Experiments
in Stellar Astrophysics (MESA; Paxton et al. 2011, 2013,
2015) to compute several grids of models with atomic dif-
fusion and turbulence as competing process. The code was
used with Opacity Project (OP) high-temperature opacities
(Badnell et al. 2005; Seaton 2005) supplemented with low-
temperature opacities of Ferguson et al. (2005). The metal-
licity mixture from Grevesse & Sauval (1998) was used. We
used OPAL equation of state (Rogers & Nayfonov 2002).
The reaction rates were from NACRE (Angulo et al. 1999)
for all reactions except 14N(p, γ)15O and 12C(α, γ)16O, for
which updated reaction rates from Imbriani et al. (2005)
and Kunz et al. (2002) were used. We included settling of
the helium and heavy elements following Thoul et al. (1994).
We used an exponential overshoot at all possible radiative-
convective boundaries (Herwig 2000). The oscillation fre-
quencies were calculated using the Adiabatic Pulsation code
(ADIPLS; Christensen-Dalsgaard 2008).
4.1 Turbulent diffusion
The stellar evolution code MESA provides a number of
options for the input physics that the users can explore.
For instance, it already implements a form of turbulent
MNRAS 000, 1–10 (2019)
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Figure 2. Surface helium abundance as a function of central hy-
drogen abundance for tracks of masses 1.0 and 1.4M⊙. The track
with mass 1M⊙ (dotted curve) was computed with only atomic
diffusion while those with mass 1.4M⊙ (continuous, dashed and
dot-dashed curves) were computed with atomic diffusion and tur-
bulence. The initial helium mass fraction, initial metal mass frac-
tion, mixing-length and overshoot for each track were 0.27, 0.018,
1.8 and 0.015, respectively.
diffusion at the base of convection zone (see the mod-
ule $MESA DIR/star/private/turbulent diffusion.f90 in the
MESA package) to study the helium and heavy element set-
tling in the Sun (Proffitt & Michaud 1991). Moreover, it also
ships a number of hooks with the package to enable the users
conveniently implement certain type of new physics.
We used the already present turbulent diffusion for
the Sun in MESA as a guide to implement the tur-
bulent diffusion coefficient of Richer et al. (2000) for
hotter stars. This was accomplished using the hook
$MESA DIR/star/other/other d mix.f90. We implemented
the density-dependent diffusion coefficient,
DT = ωD(He)0
(
ρ0
ρ
)n
, (6)
where ω and n are constants. Here, ρ0 and D(He)0 are the
density and atomic diffusion coefficient of helium at a ref-
erence depth, respectively. We used a simple analytical ap-
proximation for the atomic diffusion coefficient of helium
following Richer et al. (2000),
D(He) =
3.3× 10−15T 2.5
4ρ ln(1 + 1.125 × 10−16T 3/ρ)
(in cgs units), (7)
where T is the temperature. In earlier studies, reference
depth in Eq. 6 was defined at either fixed ρ or T (see e.g.
Richer et al. 2000), however the definition has been revised
in recent studies as follows. Richer et al. (2000) noted that
the surface element abundances depend only on the enve-
lope mass mixed by turbulence (and not on the independent
choices of ω, n and reference depth). This led Michaud et al.
(2011a,b) to cleverly redefine DT by fixing ω at 10000 and
n at 4 and anchoring the turbulent diffusion coefficient at
a radial coordinate, r0, determined by a fixed outer mass,
∆M0 =M −M0, where M0 is the mass enclosed in a sphere
of radius r0. This means that ρ0 and D(He)0 in Eq. 6 are the
density and atomic diffusion coefficient of helium at a depth
corresponding to the outer mass of ∆M0. Since the parame-
ter ∆M0 determines the envelope mass mixed by turbulence
(see e.g. Michaud et al. 2011b), it is referred as envelope
mixed mass in the subsequent sections. Note that the enve-
lope convection zone of F stars may be split into superficial
convective regions due to opacity peaks in the ionization
zones of helium and iron. The turbulent mixing was used
at the base of every such region, resulting complete mixing
of radiative layers between superficial convection zones, as
expected from the results of numerical simulations (see e.g.
Kupka & Montgomery 2002; Freytag & Steffen 2004).
Figure 2 shows evolution of the surface helium abun-
dance for models in three tracks with ∆M0 = 5× 10
−6, 5×
10−5 and 5× 10−4M⊙. All three tracks were computed with
mass 1.4M⊙. We can see that as ∆M0 increases, the amount
of helium settling on the MS decreases. The models of atomic
diffusion have been thoroughly tested for the Sun using he-
lioseismic data, and are known to predict helium and heavy
element settling reasonably well without any additional mix-
ing. Figure 2 also shows a solar-mass track without turbu-
lent mixing for comparison. We note that the track with
∆M0 = 5× 10
−4M⊙ is closest to the solar-mass track.
It is clear from Eq. 6 that DT decreases very rapidly
as we move inward from the anchor point because of the
increase in density. This means that if the anchor point
falls well within the envelope convection zone, i.e. ∆M0 <<
∆MCZ, then the turbulent mixing has very little impact at
the base of convection zone. Since the low-mass models have
thick convective envelope, the inclusion of turbulence has
insignificant impact on their structure (as desired for the
Sun). The evolution of the surface helium abundance for
the solar-mass track with atomic diffusion and turbulence
falls exactly on the dotted curve in Figure 2 (not shown for
clarity). This opens a possibility for the future to consis-
tently use atomic diffusion with turbulence while modelling
both low and high-mass stars, reducing the systematic un-
certainties on the inferred stellar properties associated with
the arbitrary transition from diffusion models for low-mass
stars to non-diffusion models for high-mass stars.
4.2 Model grids
We constructed three grids of models for each star with three
values of the envelope mixed mass, ∆M0 = 5 × 10
−6, 5 ×
10−5 and 5×10−4M⊙. For each grid, we computed 50 tracks
– each containing hundreds of models on the MS – sam-
pling uniformly using quasi-random numbers (more specifi-
cally using Sobol sequences) the 5-D space formed by mass
M , initial metallicity [Fe/H]i, initial helium abundance Yi,
mixing-length αMLT and overshoot fOV. Note that we do not
need very dense grid of models like we do when modelling
stars. The goal here is to explore the likely parameter space
of stars in the sample to see if we can reproduce the observed
amplitude of helium signature. Table 2 lists the parameter
spaces considered for each grid of stars in the sample. The
range in [Fe/H]i was shifted to higher values in comparison
to the observed [Fe/H]s to compensate for element settling.
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Figure 3. Fit to the observed oscillation frequencies of KIC 2837475, 9139163 and 11253226 (smooth component has been subtracted to
clearly see the glitch signatures). The different rows correspond to the three stars. In the left panels, the different types of points show
the observed modes of harmonic degrees 0, 1, and 2 while the curve represents the best-fit to them. In the right panels, the histograms
show the distribution of average amplitude of the helium signature obtained using Monte Carlo simulation.
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Table 2. Parameter spaces considered for each grid of stars in the sample. The range in initial metallicity of a grid depends on the
envelope mixed mass (see the text).
KIC M (M⊙) [Fe/H]i Yi αMLT fOV
∆M0 = 5 × 10
−6M⊙ ∆M0 = 5 × 10
−5M⊙ ∆M0 = 5 × 10
−4M⊙
2837475 [1.39, 1.46] [0.12, 0.32] [0.12, 0.32] [0.00, 0.20] [0.24, 0.30] [1.5, 2.1] [0.00, 0.03]
9139163 [1.34, 1.42] [0.15, 0.35] [0.15, 0.35] [0.12, 0.32] [0.24, 0.30] [1.5, 2.1] [0.00, 0.03]
11253226 [1.32, 1.46] [0.07, 0.27] [0.05, 0.25] [−0.08, 0.12] [0.24, 0.30] [1.5, 2.1] [0.00, 0.03]
Note that the shift depends on the value of ∆M0 and was es-
timated by trying different values of [Fe/H]i and comparing
the predicted [Fe/H]s with the corresponding observed value
for each ∆M0. Since smaller value of ∆M0 means larger set-
tling of the helium and heavy elements on the MS, the shift
is larger for the grid with ∆M0 = 5×10
−6M⊙ in comparison
to ∆M0 = 5× 10
−4M⊙.
We find a representative model of a star from a given
track by fitting the surface corrected model frequencies
(Kjeldsen et al. 2008) to the observed ones. As discussed
in Verma et al. (2019), the choice of the surface correction
scheme is not important for this particular exercise because,
for a given track, the age can be determined very precisely
by fitting the observed oscillation frequencies irrespective of
the surface correction used. In this manner, we get 50 rep-
resentative models of a star from each grid.
5 RESULTS
We fitted the observed oscillation frequencies of each star
using the method outlined in Section 3 to extract the glitch
signatures. The left panels in Figure 3 show the fit to the ob-
served oscillation frequencies of KIC 2837475, 9139163 and
11253226 (top-to-bottom) after removing the smooth com-
ponent, νsmooth. The smooth component was subtracted to
clearly see the glitch signatures. The signature with large
amplitude and large period is from the helium ionization
zone while the modulation on top of it with small ampli-
tude and small period is from the base of convection zone.
The right panels in the figure show the distribution of the
observed average amplitude of the helium glitch signature
obtained using Monte Carlo simulation. The unimodal na-
ture of the distribution shows the robustness of the fit. As
discussed in Section 3, we can see the large average am-
plitude of the helium signature (>1µHz) for these stars in
comparison to the other cool stars in the LEGACY sample
(<1µHz; see Table 1 of Verma et al. (2017)).
As discussed in Section 4, we have three sets of 50 rep-
resentative models of each star with three different values of
the envelope mixed mass, ∆M0 = 5×10
−6, 5×10−5 and 5×
10−4M⊙. We fitted the frequencies of all the representative
models to extract the glitch signatures. To avoid system-
atic uncertainties, the fit was performed using the same set
of modes and weights as for the observations. We used the
fitted parameters for all the models to calculate the corre-
sponding average amplitude of the helium signature using
Eq. 5.
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Figure 4. Average amplitude of the helium glitch signature as
a function of the surface helium abundance. The different panels
correspond to the three stars. The different types of points in a
panel represent the three different sets of 50 representative models
with different values of the envelope mixed mass. The horizontal
dotted line corresponds to the observed amplitude with the band
representing 1σ uncertainty.
5.1 Comparison of the observed and model
amplitudes
We compare in Figure 4 the observed average amplitude of
the helium signature with those predicted by the represen-
tative models of different envelope mixed mass. First, we
shall look at the models with ∆M0 = 5 × 10
−6M⊙. In all
three stars it can be seen that Ys for most of the represen-
tative models is small because of the large helium settling.
The small Ys introduces a weak helium glitch in the acous-
tic structure, leaving a weak helium signature in the model
frequencies. Consequently, the average amplitude is smaller
for all models in comparison to the observed 〈Aν〉. This led
us to conclude that ∆M0 must be greater than 5× 10
−6M⊙
to reduce further the helium settling.
In Figure 4, it is interesting to note the behaviour
of 〈Aν〉 as a function of Ys for the models with ∆M0 =
5 × 10−6M⊙; it decreases slightly instead of increasing as
MNRAS 000, 1–10 (2019)
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Figure 5. Effective temperature as a function of the surface he-
lium abundance for the models of KIC 2837475. The different
types of points in a panel represent the three different sets of 50
representative models with different values of the envelope mixed
mass.
Ys increases. This is because, it turns out that the models
with smaller Ys have larger Teff for ∆M0 = 5 × 10
−6M⊙,
as can be seen in Figure 5. The average amplitude is
known to rapidly increase as Teff increases (see Figure 6 of
Verma et al. 2014b). Hence, the effect of the decrease in Ys
on 〈Aν〉 gets compensated by the increase in Teff , resulting
in the trend seen in the figure.
As we can see in Figure 4, most of the models (all for
KIC 9139163) with ∆M0 = 5×10
−5M⊙ have systematically
lower average amplitude than the corresponding observed
〈Aν〉. This suggests that these models are also unlikely to
represent the stars, though we can not completely disregard
the possibility yet. The models with ∆M0 = 5 × 10
−4M⊙,
however, show the familiar trend, i.e. 〈Aν〉 increases as Ys
increases. These models do reproduce the observed 〈Aν〉 for
certain value of Ys.
We note that the scatter in Figure 4 for a given ∆M0
is intrinsic and due to differences in M , [Fe/H]i, αMLT, fOV
and age. Although 〈Aν〉 correlates with other stellar param-
eters such as age, the correlation can mostly be explained
by the dependence of the corresponding parameter on Ys
and Teff (see Figure 7 of Verma et al. 2014a). Moreover, we
constructed grids with broad ranges in stellar parameters
(for an example, models between the ZAMS and the TAMS
were considered) in order to avoid any possible biases (for
an example, related to the uncertainties in the evolutionary
stage of the targets).
In Figure 6, we note that the models with ∆M0 =
5 × 10−5 and 5 × 10−4M⊙ put together show a reasonably
tight correlation between 〈Aν〉 and Ys. We calibrated the
observed 〈Aν〉 against these models of different Ys to infer
the surface helium abundance for all three stars. To perform
the calibration, we fitted a straight line to the model 〈Aν〉 as
a function of Ys. Since the models with ∆M0 = 5×10
−5M⊙
are unlikely to represent the stars and may potentially bias
the helium estimate, we gave less weight to these models in
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Figure 6. Same as the panel for KIC 2837475 in Figure 4, except
the models with ∆M0 = 5× 10−6M⊙ are not shown. The dashed
line is a straight line fit to the models with the band representing
Monte Carlo regression uncertainty.
the fit. The trial and error method suggested a reasonable
choice of one-fourth of the weight given to the models with
∆M0 = 5× 10
−4M⊙. The intersection of the fitted line and
the horizontal line corresponding to the observed 〈Aν〉 pro-
vided Ys of 0.249
0.007
−0.007 , 0.264
+0.007
−0.006 and 0.254
+0.007
−0.006 for KIC
2837475, 9139163 and 11253226, respectively.
In Figure 7, we compare simultaneously the inferred Ys
and measured [Fe/H]s of all stars with the corresponding
quantities predicted by the representative models with dif-
ferent values of ∆M0. We can see that only the models with
∆M0 = 5 × 10
−4M⊙ reproduce both quantities together.
This led us to conclude that we need turbulent mixing with
approximately ∆M0 = 5 × 10
−4M⊙ to reproduce the ob-
served 〈Aν〉.
5.2 Comparison of the observed and model
acoustic depths
We now compare the acoustic depth of the helium ion-
ization zone obtained by fitting the observed oscillation
frequencies with those obtained by fitting the model fre-
quencies of different envelope mixed mass. As we can see
in Figure 8 for all three stars, most of the models with
∆M0 = 5×10
−6 and 5×10−5M⊙ have systematically larger
τHe than the corresponding observed τHe. Since the acous-
tic depth of a layer depends on the sound speed of layers
above it (see Eq. 8), most of these models have systemati-
cally different sound speed in the outer layers compared to
the star. Again, models with ∆M0 = 5× 10
−4M⊙ have τHe
on both side of the observed τHe. This reinforces the con-
clusion that we need turbulent mixing with approximately
∆M0 = 5× 10
−4M⊙.
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Figure 7. Surface helium abundance as a function of the surface
metallicity. The different panels correspond to the three stars.
The different types of points without errorbar in a panel represent
the three different sets of 50 representative models with different
values of the envelope mixed mass. The point with errorbar rep-
resents the inferred/measured surface helium and metallicity of
the star.
5.3 Sanity check for the model fits
Fitting the oscillation frequencies to function f(n, l) involves
non-linear optimization in a high-dimensional space, and fits
may not necessarily converge for all models. Since we have
a large number of models, it is not feasible to examine the
fits to the model frequencies visually as we do for the fits to
the observed frequencies. We do, however, perform a sanity
check by comparing the fitted acoustic depth of helium ion-
ization zone (τHe in Eq. 3) with that obtained using sound
speed, c, of the model. Using sound speed profile of the
model, we can compute the acoustic depth of helium ion-
ization zone,
τHe,c =
∫ R∗
RHe
dr
c
, (8)
where R∗ and RHe are the radial coordinates of the acoustic
surface and helium ionization zone, respectively.
The comparison between τHe and τHe,c is known to be
ambiguous for two reasons. First, the definition of the acous-
tic surface is uncertain, and is typically defined as a point
in the atmosphere where the linear extrapolation of c2 from
outermost convective layers vanishes (Balmforth & Gough
1990). This point falls at an acoustic height of approxi-
mately 225s from the photosphere for the Sun (see e.g.
Houdek & Gough 2007). Assuming that the “true” acoustic
surface lies between the photosphere and the point where ex-
trapolated c2 vanishes, a maximum systematic uncertainty
of 225s is expected on τHe,c for the Sun. Since we only used
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Figure 8. Acoustic depth of the helium ionization zone as a
function of the surface helium abundance. The different panels
correspond to the three stars. The different types of points in a
panel represent the three different sets of 50 representative models
with different values of the envelope mixed mass. The horizontal
dotted line corresponds to the observed acoustic depth with the
band representing 1σ uncertainty.
τHe,c for sanity check of the fits, we simplistically assumed
the radial coordinate of the outermost layer in the model
at an optical depth of 10−5 for R∗. Secondly, the definition
of RHe in Eq. 8 is also uncertain, introducing an additional
systematic uncertainty on τHe,c. It has recently been shown
that the helium glitch signature arises from a region close to
the peak in the first adiabatic index, Γ1, between the first
and second helium ionization zones (Broomhall et al. 2014;
Verma et al. 2014b). We used the radial coordinate of the
Γ1-peak for RHe.
Figure 9 shows the absolute difference between τHe and
τHe,c for all representative models of all three stars. As we
can see, the differences are much smaller than the maxi-
mum possible systematic uncertainty expected from the un-
certainties in the definitions of R∗ and RHe, reassuring the
quality of the fits and conclusions of the paper.
6 DISCUSSION AND CONCLUSIONS
We identified three stars, KIC 2837475, 9139163 and
11253226, from the Kepler asteroseismic LEGACY sample
for which the standard models of atomic diffusion predict
large settling (or complete depletion) of the surface helium.
We extracted the oscillatory signature of helium ionization
from the observed oscillation frequencies. The detection of a
strong helium signature in these stars already indicates the
presence of significant amount of helium in their envelope,
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Figure 9. Absolute difference between the two estimates of the
acoustic depth of helium ionization zone as obtained by fitting
the helium signature, τHe, and by using the sound speed profile
of the model, τHe,c. The different panels correspond to the three
stars. The different types of points in a panel represent the three
different sets of 50 representative models with different values of
the envelope mixed mass. The horizontal dotted line marks the
zero difference.
in contrast to what we would anticipate if atomic diffusion is
the only process determining the surface helium abundance.
This confirms the presence of additional physical processes
competing against atomic diffusion.
In the current study, we assumed turbulence to be the
only process that slows down the settling of helium. Since
radiative acceleration for helium is much smaller than grav-
itational acceleration (see e.g. Richer et al. 2000), radiative
forces have negligible effect on the surface helium abun-
dance. The inclusion of radiative forces in the current anal-
ysis is only expected to reduce the shift necessary in [Fe/H]i
to compensate for element settling. The advantage of ex-
cluding radiative forces is that the detailed grid-based mod-
elling taking uncertainties in stellar properties into account
becomes computationally feasible.
We implemented in MESA the phenomenological tur-
bulent diffusion coefficient of Richer et al. (2000) in a form
described in Michaud et al. (2011a,b). In this formalism, the
surface abundances depend only on one parameter, ∆M0,
which is related to the mass mixed by turbulence in the en-
velope. We computed three grids of models with ∆M0 =
5× 10−6, 5× 10−5 and 5× 10−4M⊙ for each star, and iden-
tified 50 representative models of the star from each grid.
Subsequently, we extracted the helium signature from the
oscillation frequencies of representative models, and com-
puted the corresponding average amplitude. For all three
stars, models with ∆M0 = 5 × 10
−6 and 5 × 10−5M⊙ have
too low average amplitude of helium signature because of
the large helium settling to reproduce the observed 〈Aν〉.
We found that the models with ∆M0 = 5 × 10
−4M⊙ have
average amplitude consistent with the observations.
Previous studies using measurements of heavy element
abundances and stellar models with atomic diffusion, radia-
tive forces and turbulence suggested an envelope mixed mass
of approximately 10−6M⊙ (see e.g. Michaud et al. 2011b).
This is too small to reproduce the surface helium abundance.
This clearly demonstrates the potential of using the spec-
troscopically measured elemental abundances together with
the seismic constraint of helium abundance to discriminate
among the different possible physical processes competing
against atomic diffusion. A systematic study in this direc-
tion using the seismic constraint of helium abundance and
the spectroscopic measurements of the heavy element abun-
dances together with the state-of-the-art stellar models in-
cluding atomic diffusion, radiative forces, turbulence, mass
loss, etc. can help us identify the most important physical
processes competing against atomic diffusion, leading to the
correct interpretation of the observed surface abundances of
hot stars, consistent use of atomic diffusion for modelling
both hot and cool stars reducing the systematic uncertain-
ties on the inferred stellar properties and shed some light on
the long-standing cosmological lithium problem.
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