A three parameter Gaussian exponential approximation to some compound Poisson distributions is considered. It is constructed by specifying the reciprocal of the mean excess function as a linear affine function below some threshold and a positive constant above this threshold. As an analytical approximation to compound Poisson distributions, it is only feasible either for a limited range of the Poisson parameter or for higher coefficients of variation. A semiparametric determination of the unknown threshold parameter is proposed. The analysis of a real-life example from pension fund mathematics displays an improved quality of fit of the new model when compared with other simple good alternative approximations based on the zero gamma, translated gamma and zero translated gamma.
INTRODUCTION
Compound Poisson distributions define one of the most important class of distributions in applied probability and operations research. In practical work they are used in numerous fields such as insurance, finance, reliability and queueing theory. They are identified as the distributions of random variables of the type X =Y 1 + …+Y N where N is Poisson(l) and the severities Y k are independent and identically distributed non-negative random variables, which have the same distribution as the random variable Y and are independent from N.
Roughly speaking there are three categories of methods for the numerical and statistical evaluation of these distributions. After a discretization of Y, it is possible to compute quickly close numerical approximations using the recursive method of Panjer (1981) . Simple analytical approximations of the tails of the distribution are obtained with the asymptotic normal-power approximation (e.g. Beard et al. (1984) , Section 3.11), provided the skewness parameter is sufficiently small. Among the simplest analytical approximations, one finds often quite good approximations with gamma type distributions including the translated gamma, zero gamma and zero translated gamma distributions (e.g. Dufresne and Niederhauser (1997) ).
Belonging to the latter category, a general reliability constructive approach proposes to specify first a higher degree stop-loss rate function (hazard rate, reciprocal of mean residual life and higher order generalization), then derive a higher degree stop-loss transform model, and through successive differentiation identify the desired distribution, as explained and illustrated in Hürli-mann(2000b) . Choosing a linear affine function ␣ +b ·x for the first three higher degree stop-loss rates generates three different Gauss type families of distributions, the first one being the Gaussian survival model by Kodlin (1967) . The second one, which we consider in the present paper, defines the so-called Gaussian stop-loss model, whose stop-loss transform is of the type ( )
, with E X m = 6 @ the mean. Used as an analytical approximation to compound Poisson distributions, the Gaussian stop-loss model is only feasible either for limited "small" values of the Poisson parameter or for "high" values of the coefficient of variation. Albeit this unpleasant restriction, the present model might be useful in some situations involving either "rare events" or "high volatility". Empirical comparisons show that the Gaussian stop-loss values p(d) approximate well for "medium" values of d around the mean. To improve the empirical fit for an extended range of higher values of d, especially in the right tail of the distribution, we assume that the reciprocal of the mean residual life function is a positive constant (in contrast to the Gaussian case for which this vanishes) above some "threshold" to be determined. This simplified assumption implies in particular an exponential tail distribution, which for some compound Poisson distributions is justified under a regularity condition (see Panjer and Willmot (1992) , Section 10.2). A more detailed outline of the paper follows.
Some required prerequisites on reliability theory are summarized in Section 2. The details of the constructed Gaussian exponential stop-loss model are presented in Section 3. The conditions under which this model defines a feasible compound Poisson approximation are derived in Section 4. A semiparametric determination of the unknown threshold parameter of the model is proposed in Section 5. Finally, in Section 6, a real-life example by Held (1982) from the field of pension fund mathematics illustrates and justifies the use of the present model. Based on several significant goodness-of-fit measures, an improved quality of fit of the Gaussian exponential stop-loss model is found when compared with the simple alternative approximations based on the zero gamma, translated gamma and zero translated gamma distributions considered in Dufresne and Niederhauser (1997) . We also analyse the performance of the Gaussian exponential approximation by varying the individual claim size distribution. The Gaussian exponential approximation fits better for a light tailed than a heavy tailed claim size distribution. As a remedy, we expect to see in future work a similar construction of the Gaussian Pareto model.
ON THE MONOTONE RELIABILITY CLASSES IFR AND DMRL
We recall the definitions of the monotone reliability classes IFR and DMRL. For any random variables X taking values in [0, ∞) with absolutely continuous distribution ( ) ,is non-decreasing on (0, ∞) (see Bhattacharjee(1982) ). The corresponding survival function is uniquely determined by the inversion formula
is increasing (decreasing) in x > 0, and it is of class DMRL (IMRL) if m(x) is decreasing (increasing) in x > 0. One knows that IFR ⇒ DMRL, but the converse does not hold (Bryson and Siddiqui(1969) , an explicit counterexample is found in Muth(1977) ). However, the converse DMRL ⇒ IFR is fulfilled provided the following inequality holds (Hürlimann (2000a) , special case of Theorem 3.2):
This condition is implicit in Muth(1977) , and it follows by taking the derivative of the well-known identity ( )
and making some rearrangements.
In particular, if m(x) is convex decreasing (Muth(1977) ), or log-convex decreasing (Hürlimann(2000a) ), then X is of class IFR. Common distributions, which are both DMRL (IMRL) and IFR (DFR), include the truncated normal, the Gamma and the Weibull (Barlow and Proschan (1975) ), the Pareto of types II and III (see Davis and Feldstein (1979) ), and the Benktander of types I and II (see Benktander (1970) , Beard et al. (1984) , Embrechts et al. (1997) , Hürlimann(2001) ). A computational criterion to test whenever a discrete arithmetic distribution is of class IFR or/and DMRL is formulated in Theorem 2.1 below.
Let X be a discrete arithmetic random variable with probabilities f n , n = 0, 1, 2, ... such that f 0 > 0. Appropriate definitions for the discrete case are obtained from the continuous one by replacing functions f(x), x ≥ 0, by sequences f n , n = 0, 1, 2, ... Given the probabilities, the survival sequence is defined by the recursion
Then the stop-loss transform satisfies the recursion
The failure rate and the mean residual life sequences are given by
We derive a simple criterion for X to be of class IFR or/and DMRL.
Theorem 2.1. A discrete arithmetic random variable X with finite mean m > 0 and probabilities {f n }, f 0 > 0 is of class IFR if, and only if, the survival sequence
Similarly, X is of class DMRL if, and only if, the stop-loss transform sequence {p n } is logarithmically concave, that is
Proof. The condition (2.8) is seen equivalent to h n-1 ≤ h n by making use of the recursion (2.5). Taking logarithms, this is equivalent to { n F } being logarithmically concave. The statement (2.9) is similarly shown equivalent to m n ≤ m n -1 by using the recursion (2.6). ◊
CONSTRUCTION OF THE GAUSSIAN EXPONENTIAL STOP-LOSS MODEL
Our choice of the mean residual life function is based on the following observations. For "medium" values of x around the mean, the reciprocal of m(x) for a discrete arithmetic compound Poisson distribution, which is the prototype of the aggregate claims model in classical risk theory, is approximately linear provided the Poisson parameter is sufficiently small. For "high" values of x, one can assume that m(x) is approximately constant under a regularity condition (see Panjer and Willmot(1992) , Section 10.2). Applying the described criterion, one obtains the feasible model
] ]
x 0 the threshold, with the parameter restriction
which follows from the condition that the corresponding density function must be non-negative. Since m (x) is convex decreasing, the corresponding random variable belongs to both classes DMRL and IFR. From (2.3) one obtains through application of a mean scaled reparametrization, after some straightforward calculations, the survival function Making use of the standard normal distribution F(x) with density f(x) = FЈ(x), the Gaussian component of (3.4) can be rewritten after the usual completion of squares as
It is worthwhile to mention that the limiting Gaussian component g → ∞ of (3.4) is a mean scaled compound geometric exponential model (e.g. Panjer and Willmot(1992) , Example 2.9.1 and Kaas et al. (1994) , p. 39). Alternatively, the last model is known to be compound Poisson (e.g. Hürlimann(1990) , Section 4, and Panjer and Willmot(1992) , Example 1.3.4), and has been used in actuarial risk theory by Willmot (1989) , Boogaert and De Waegenere (1990) , and Hürli-mann(1994).
CONDITIONS FOR A FEASIBLE COMPOUND POISSON APPROXIMATION
To relate the parameter g with the volatility 1 + k 2 , where k = m s is the coefficient of variation, one needs the second order stop-loss transform ( )
The required formulas for the Gaussian and exponential models are given by
where F(x) = 1 -F(x). Since the second order moment about the origin satisfies the relationships For fixed x ≥ 1, the curly bracket is monotone decreasing in y, hence its minimum is attained as y → ∞. Therefore, to find the minimum of a (x,y), it suffices to determine the minimum of D. For fixed severity volatility only "small" portfolios with l < l max (u) are feasible. Similarly, for fixed l, only "highly volatile" portfolios for which u satisfies (4.7) are feasible.
SEMIPARAMETRIC DETERMINATION OF THE THRESHOLD
Since the Gaussian mean residual life function m G (x) → 0 as x → ∞, but m(x) → positive constant for compound Poisson distributions under a regularity condition, the Gaussian stop-loss transform will underestimate the true value for large deductibles. To be effectively useful, a precise value must be assigned to the threshold x 0 = z · m in (3.3), above which a simple exponential model is chosen as an approximation. Consider the case of given moments m 1 , m 2 and maximal amount b of the severity, which should be the most often encountered situation in practice. Then we choose the threshold in such a way that the unexplained Gaussian mean excess value in the infinite upper layer above the threshold takes the value of some "highly dangerous" compound Poisson distribution, where dangerousness is understood in terms of the stop-loss order or increasing convex order. The described semiparametric approach, for which only three (two when b → ∞) parameters need to be determined, allows for a computation of the threshold as follows.
Let X G be a random variable with survival function G F (x) equal to the Gaussian component of (3.3). From the compound Poisson distribution of the random variable X, we suppose that in addition to the Poisson parameter l, one knows the mean m 1 , the relative variance u 1 's are independent from N. According to the above approach, the threshold is now chosen such that the unexplained Gaussian conditional mean excess value in the infinite upper layer equals the corresponding distribution-free quantity obtained from the stop-loss upper bound X * , in formulas:
Replacing the unexplained approximate component m G (x 0 ) by a distributionfree quantity m * (x 0 ) of the true compound Poisson amount m X (x 0 ) intuitively reduces the modelling specification error, that is the possible wrong choice of an approximate model. By (3.3) and (3.4), the left hand side of (5.2) equals
Let us show how to evaluate the right hand side of (5.2). From Hürlimann(1996) , 
, , ! ! ! ( ) ( ) ( ) . which shows by passing that p*(z · m) is approximately 2 1 m for sufficiently large z. The simple structure of (5.5) allows one to write
where one has
In the limiting case u 0 → ∞ these expressions are replaced by
The solution x 0 = z · m of (5.2), which uses the forms (5.3) and (5.7), is obtained from
as the solution of an implicit quadratic equation, and satisfies the formula
As z increases, the quantities A z , B z increase and tend to the values A z → 1 and B z → † as z → ∞ and u 0 → ∞. In this situation, one has C z → ∞ and there is a limiting maximal threshold, which is given by (5.14)
.
The values of z, g are obtained iteratively by inserting (5.13) into the volatility equation (4.2). In our later examples the relations (5.13) and (5.14) often yield similar values of z, g.
NUMERICAL IMPLEMENTATION AND ILLUSTRATIONS
The numerical evaluation of the unknown parameters z, g simplifies if one takes into account the following property of the volatility equation (4.2). The well-known inequality xF(x) ≤ f(x) for x ≥ 0 shows that the true value of g is bounded above by the solution g 0 of the pure Gaussian volatility equation
With this maximal value of g, the corresponding threshold z is an implicit solution of (5.13). With the obtained value of z, it is possible to adjust for g by using (4.2). The described iterative algorithm used to compute z, g converges in our experience quickly to the accurate values. Our first numerical illustration is based on the pension fund PK-230 of Held(1982) , also discussed in Dufresne and Niederhauser(1997) . A comparative study varying the relative maximal severity u 0 is summarized in Tables 6.1 and 6.2. As a remarkable feature, the Gaussian exponential stop-loss model for u 0 = 8, which corresponds to the effective maximal severity of amount b = 487Ј000, is on the safe side from a reinsurance viewpoint. In general, increasing u 0 up to u 0 = ∞, the stop-loss values do not always remain on the safe side. A very good fit in the right tail of the distribution is obtained for the limiting value u 0 = ∞.
Let us justify more formally the use of the simplest limiting model u 0 = ∞. This is done by comparing its quality of fit with that of the zero gamma, translated gamma and zero translated gamma approximations considered in Dufresne and Niederhauser(1997) . The quality of fit is measured using 5 goodness-of-fit measures, which are "probability" analogues to those used in statistical estimation. Assume the data is grouped into m = 15 classes with boundaries z j = j · m, j = 0, ..., m, and that the distribution function and stop-loss transform of the true compound Poisson distribution are known such that In statistics, this is the standard goodness-of-fit measure with grouped data, for which an elegant statistical theory exists (e.g. Hogg and Klugman(1984) , p. 107).
The weighted Cramér-von Mises minimum measure
The chosen weights are largest at the ends of the distribution, which render the K-statistic especially useful for the empirical testing of the tails of the distribution (e.g. Hogg and Klugman (1984) , p. 135).
The stop-loss distance measure
The limited expected value distance measure
The mean excess distance measure
The last two "ad-hoc" measures have been used and motivated by some actuaries (Hogg and Klugman (1984) , Klugman et al. (1998) ). Apart from Carriere (1992) who studies the LED, it seems that these measures have not received too much attention. The goodness-of-fit analysis is summarized in (Poisson parameter), m = 67000 (mean), k = 1.2737 (coefficient of variation), g 1 = 1.895 (skewness). With respect to the first 4 criteria, the Gaussian exponential approximation displays the best fit. Note that a high MED-value does not necessarily mean a lack of fit. As observed in another recent study, the best overall fits in a set of alternatives show often higher MED-values (e.g. Hürlimann (2001) ). This observation seems to be related with the longer tails of the distributions, but no precise explanation has been found so far for this phenomenon. Furthermore, a final comment on statistical estimation is in order. Based on the parameter vector (l, m, k), which is a reasonable choice in statistical studies, only the three parameter Gaussian exponential and zero gamma could actually be compared. The other distributions require knowledge of the skewness parameter, which is more difficult to estimate.
As a second case study, it is instructive to analyse the performance of the Gaussian exponential approximation by varying the individual claim size distribution. Tables 6.4 and 6.5 illustrate this issue using gamma and Pareto claim size distributions. These are prototypes for light tailed and heavy tailed distributions used in life insurance and reinsurance. The compound Poisson distributions are evaluated using a discretization of the continuous claim sizes and then applying Panjer's(1981) recursion. The Gaussian exponential approximation is excellent and usually yields "safe" net stop-loss premiums for deductibles below the threshold x 0 = z · m. For values in the right tail beyond the threshold, the approximation seems only good for a light tailed claim size distribution. To improve the goodness-of-fit for heavy tailed claim sizes, we suggest replacing the exponential right tail by a Pareto right tail. A possible similar construction of the Gaussian Pareto model is left as a challenge to the interested practitioner. 
