Abstract-The Swarm
INTRODUCTION
Most species of animals show social behaviors. In some species this is the top member of the group which leads all members of that group. For example, this behavior is very apparent in lions, monkeys and deer. However, there are other kinds of animals which live in groups but have no leader. In this type of animals each member has a self organizer behavior which enables it to move around its environment and response to its natural needs with no need to leader like birds, fishes and sheep droves. This type of animals has no knowledge about their group and environment. Instead, they can move in the environment via exchanging data with their adjacent members. This simple interaction between particles makes group behavior more sophisticated as if we are looking for a particle in a wide environment.
This review considers Artificial Fish Swarm Optimization (AFSO), a relatively recent addition to the field of natural computing, that has elements inspired by the social behaviors of natural swarms, and connections with evolutionary computation. AFSO has found widespread application in complex optimization domains, and is currently a major research topic, offering an alternative to the more established evolutionary computation techniques that may be applied in many of the same domains. This paper is structured as follows. Section 2 briefly reviews the general formulation of AFSO. Section 3 reviews the improved of AFSO .Section 4 reviews the motivations for, and research into, hybrid algorithms, many of which involve evolutionary techniques. Section 5 highlights some recent research into the application of AFSO to combinatorial problems. Section 6 concludes.
II. GENERAL FORMULATION
In nature, the fish can find the more nutritious area by individual search or following after other fish, the area with much more fish is generally most nutritious. The basic idea of the AFSO is to imitate the fish behaviors such as praying, swarming, and following with local search of fish individual for reaching the global optimum [5] . The environment where an AF lives is mainly the solution space and is the states of other AFs. Its next behavior depends on its current state and its local environmental state (including the quality of the question solutions at present and the states of nearby companions). An AF would influence the environment via its own activities and its companions' activities.
A new evolutionary computation technique, Artificial Fish Swarm Optimization (AFSO) was first proposed in 2002 [1] . AFSO possess similar attractive features of genetic algorithm (GA) such as independence from gradient information of the objective function, the ability to solve complex nonlinear high dimensional problems. Furthermore, they can achieve faster convergence speed and require few parameters to be adjusted. Whereas the AFSO does not possess the crossover and mutation processes used in GA, so it could be performed more easily. AFSO is also an optimizer based on population. The system is initialized firstly in a set of randomly generated potential solutions, and then performs the search for the optimum one iteratively [6] .
Artificial Fish (AF) is a fictitious entity of true fish, which is used to carry on the analysis and explanation of problem, and can be realized by using animal ecology concept. With the aid of the object-oriented analytical method, we can regard the artificial fish as an entity encapsulated with one's own data and a series of behaviors, which can accept amazing information of environment by sense organs, and do stimulant reaction by the control of tail and fin. The environment in which the artificial fish lives is mainly the solution space and the states of other artificial fish. Its next behavior depends on its current state and its environmental state (including the quality of the question solutions at present and the states of other companions), and it influences the environment via its own activities and other companions' activities [3] .
The AF realizes external perception by its vision shown in Figure. 1. X is the current state of a AF, Visual is the visual distance, and X v is the visual position at some moment. If the state at the visual position is better than the current state, it goes forward a step in this direction, and arrives the X next state; otherwise, continues an inspecting tour in the vision. The greater number of inspecting tour the AF does, the more knowledge about overall states of the vision the AF obtains. Certainly, it does not need to travel throughout complex or infinite states, which is helpful to find the global optimum by allowing certain local optimum with some uncertainty.
Figure. 
Where Rand ( ) produces random numbers between 0 and 1,
Step is the step length, and x i is the optimizing variable, n is the number of variables. The AF model includes two parts (variables and functions). The variables include: X is the current position of the AF,
Step is the moving step length, Visual represents the visual distance, try_number is the try number and δ  is the crowd factor (0 < δ   < 1). The functions include the behaviors of the AF: AF_Prey, Otherwise, select a state X j randomly again and judge whether it satisfies the forward condition. If it cannot satisfy after try_number times, it moves a step randomly. When the try_number is small in AF_Prey, the AF can swim randomly, which makes it flee from the local extreme value field.
( )
The fish will assemble in groups naturally in the moving process, which is a kind of living habits in order to guarantee the existence of the colony and avoid dangers. Behavior description: Let X i be the AF current state, X c be the center position and n f be the number of its companions in the current neighborhood (d ij <Visual), n is total fish number. If Yc > Yi and δ < n n f , which means that the companion center has more food (higher fitness function value) and is not very crowded, it goes forward a step to the companion center;
Otherwise, executes the preying behavior. The crowd factor limits the scale of swarms, and more AF only cluster at the optimal area, which ensures that AF move to optimum in a wide field.
AF_Follow:
In the moving process of the fish swarm, when a single fish or several ones find food, the neighborhood partners will trail and reach the food quickly. Behavior description:
Let X i be the AF current state, and it explores the companion X j in the neighborhood (d ij <Visual), which has the greatest Y j . If Y j > Y i and δ < n n f , which means that the companion X j state has higher food concentration (higher fitness function value) and the surroundings is not very crowded, it goes forward a step to the companion X j ,
Otherwise, executes the preying behavior.
AF_Move: Fish swim randomly in water; in fact, they are seeking food or companions in larger ranges.
Behavior description: Chooses a state at random in the vision, then it moves towards this state, in fact, it is a default behavior of AF_Prey.
AF_Leap: Fish stop somewhere in water, every AF's behavior result will gradually be the same, the difference of objective values (food concentration, FC) become smaller within some iterations, it might fall into local extremum change the parameters randomly to the still states for leaping out current state.
Behavior description: If the objective function is almost the same or difference of the objective functions is smaller than a proportion during the given (m-n) iterations, Chooses some fish randomly in the whole fish swarm, and set parameters randomly to the selected AF.
The β  is a parameter or a function that can make some fish have other abnormal actions (values), eps is a smaller constant.
AF_Swarm makes few fish confined in local extreme values move in the direction of a few fish tending to global extreme value, which results in AF fleeing from the local extreme values. AF_Follow accelerates AF moving to better states, and at the same time, accelerates AF moving to the global extreme value field from the local extreme values.
III.
IMPROVED AFSA ASFA is one of the best Swarm Intelligence algorithms. However, it has disadvantages including:
Higher time complexity, lower convergence speed, lack of balance between global search and local search, and not use of the experiences of group members for the next moves. It has many advantages, such as good robustness, global search ability, tolerance of parameter setting, and it is also proved to be insensitive to initial values.
In recent years many researchers have attempted to improve this algorithm. In this section, a number of improvements are reviewed.
a. The Improved Basic Behaviors in AFSA1 [8] To enhance the performance of the AFSO1 [8] , the information of global best AF is added to the behaviors of the AF. The realization of the behaviors in IAFSA is as follows for minimum:
a.i.Praying behavior ( AF_Prey):
Let i X be the AF current state and select a state j X randomly within visual distance,
is the food consistence of an AF: Otherwise, select a state j X randomly again and judge whether it satisfies the forward requirement. If the forward requirement cannot be satisfied after try _ number times, the AF would move a step randomly; this can help the AF flee from the local extreme field. The AF chooses a state randomly within the visual range, and then it moves towards this state, it is a default behavior of an AF. Other behaviors of IAFSO1 such as leaping behavior and evaluating behavior are the same as AFSO. The leaping behavior [3] is proposed to increase the probability to leap out local extremes. The evaluating behavior is based on the evaluation to the environment of an AF, and can help the AF select a proper behavior to execute. The swallowing behavior [8] is executed if the fitness function value is bigger (for minimum optimization) than a given threshold in updating process of AFSO.
Experimental results show that the IAFSO1 has advantages of faster convergence speed and higher global search accuracy than the standard AFSO by adding limited computing complexity, because of its good performance, the IAFSO1 might replace the AFSO in future optimization applications.
b. cultured Artificial Fish-swarm Algorithm (CAFAC) [9] A novel cultured AFSA (Artificial Fish-swarm Algorithm) with the crossover operator, namely CAFAC [9] , is proposed to enhance its optimization performance. The crossover operator utilized is to promote the diversification of the artificial fish and make them inherit their parents' characteristics. The Culture Algorithms (CA) is also combined with the AFA so that the blind search can be combated with.
In the CAFAC, a crossover operator is utilized to improve the diversification of the artificial fish and make the artificial fish inherit their parents' characteristics. The CA is further combined with the modified AFA together to overcome the shortcoming of blind search. A total of 10 high-dimension and multi-peak functions are employed to examine the performance of our CAFAC. Simulation results show that it can indeed outperform the original AFA.
c. Improved Artificial Fish-swarm optimization (IAFSO2) [10] In order to improve the algorithm's stability and the ability to search the global optimum, they propose an improved AFSO (IAFSO) [10] . When the artificial fish swarm's optimum value is not variant after defined generations, they add leaping behavior and change the artificial fish parameter randomly. By the way, they can increase the probability to obtain the global optimum.
c.i. The elimination of step restriction
In the AFSO, the step of artificial fish is a random number in (0, step) while they execute searching behavior, swarming behavior and chasing behavior. The three AF's behaviors are local actions which increase the probabilities of individual evolution and premature. The actual step of IAFSO2 is a random number in the defined area to guarantee the better global search capacity.
c.ii. The leaping behavior
The searching behavior, swarming behavior and chasing behavior are all local behaviors in some degree. If the objective functions value is not changed after several iterations, it manifests that the function might fall into local minimum. If the program continues iterating, every AF's result will gradually be same and the probability of leaping out local optimum will be smaller. To increase the probability to leap out local optimum and attain global optimum, they attempt to add leaping behavior to AF. The AF's leaping behavior is defined as follow. If the objective value's difference between K times and K+N times is smaller than eps in the iteration process, we select randomly an AF according to the proportion p(0<p<1) and change its parameters randomly in the defined area.
AFSO is a novel method to search global optimal value by AF's searching behavior, swarming behavior and chasing behavior. The step constrains in the three behaviors affects the global search capacity of the AF. Therefore, they eliminate the step constrain in IAFSO2.
In addition, they add leaping behavior to AFSO in order to reduce the possibility of AF falling into local optimum. They design the data structure and procedure in order to apply AFSO and IAFSO2 to the training process of three layouts feed-forward neural networks and the comparison result demonstrates that the IAFSO2 has better global astringency and stability.
Therefore, the improvement of AFSO in the paper is effective, and IAFSO2 is an effective method to train feed-forward neural networks.
d. Improved Artificial Fish-swarm optimization (IAFSO3) [11] The algorithm herein presented is a modified version of the artificial fish swarm algorithm for global optimization [11] . The new ideas are focused on a set of movements, closely related to the random, the searching and the leaping fish behaviors. An extension to bound constrained problems is also presented. To assess the performance of the new fish swarm intelligent algorithm, a set of seven benchmark problems is used. A sensitivity analysis concerning some of the user defined parameters is presented.
They present a new version of the artificial fish swarm algorithm, herein denoted by Fish Swarm Intelligent (FSI) algorithm. Our modifications are focused on:
1. The extension to bound constrained problems meaning that any fish movement will be maintained inside the bounds along the iterative process; Step3.1: Following; judge whether the state after following is better than the previous state, and if so, turn to.
Step4, otherwise turn to Step3.2;
Step3.2: Clustering; judge whether the state after clustering is better than the previous state, and if so, turn to.
Step4, otherwise turn to Step3.3;
Step3.3: Foraging;
Step4: Update the current best value;
Step5: Update the distance among fish swarm
Step6: If already achieve the maximum evolution algebra, exit; otherwise, turn to Step3.
b. AFSA-PSO (HAP)
A hybrid of artificial fish swarm algorithm (AFSA) and particle swarm optimization (PSO) is used to training feed forward neural network. After the two algorithms are introduced respectively, the hybrid algorithm based on the two is expressed. The hybrid not only has the artificial fish behaviors of swarm and follow, but also takes advantage of the information of the particle. An experiment with a function approximation is simulated, which proves that the hybrid is more effective than AFSA and PSO [13] .
b.i. Behavior of searching food
In general, the fish stroll at random. When the fish discover a water area with more food, they will go quickly toward the area. Let us assume that Xi is the AF state at present, and X j ∈S .
The behavior of follow can be expressed as the following: Step1: Parameter setting, initialize the state of fish (population size is N). In the feasible region generate N artificial fish individual randomly, visual is the greatest perception distance of artificial fish,
Step is the largest step, δ is crowed factor, n is the largest number of each artificial fish try to search food, c, d are chaotic mutation parameters.
Step2: Initialization of bulletin board. Calculate the function value of each initial fish and compare the value, assign the best artificial fish to its bulletin board.
Step3: Selecting behavior. Each artificial fish simulate the swarming and following behavior respectively, and select the best behavior to perform by comparing the function values, the default is searching food behavior.
Step4: Chaotic mutation. Perform mutation to the current status of each fish depend on
Xinext=Xi+cti-d, if the status out of the feasible region, then generate Xinext in feasible region
do not update; set ti= 4ti (1-ti).
Step5: Update bulletin board. According to the latest status of each fish, update bulletin board by comparing its fitness value, optimal state is Xbest.
Step6: Perform chaotic mutation to the current optimal state of fish that on the Bulletin board.
Perform chaotic mutation to the optimal state depend on Step7: Check the termination condition. If meet, then jump out of iterative and output the optimal value; otherwise, turn to step3.
Testing it with six-hump camel back function and Applying it to PLP demonstrates that the results that this hybrid algorithm has got better than AA has got. This algorithm can solve the constrained and unconstrained problem effectively.
g. CSAFSA
The idea of CSAFSA brings the CS mechanism into the operation flow of AFSA. On one hand it can enhance the global search capabilities and get out of the local optimum easily.
While on the other hand, it will not reduce the convergence speed and search accuracy at the same time. When all of the AF has completed one movement, evaluate the global best fish, and then use the chaos optimization algorithm to search around the position of best fish within a certain radius. If better, then replace the global best fish with this solution [17] . The execution of CSAFSA is as follows:
Step 1: Generate the initial fish swarm randomly in the search space;
Step 2: Initialize the value of bulletin board, calculate the current function value y of each AF, and assign the value of best fish to bulletin board;
Step 3: Simulate fish following behavior and fish swarming behavior respectively, and then select the behavior Results in better function value y, and the default behavior is fish preying;
Step 4: Check the function value y with the value of bulletin board. If better, then replace it;
Step 5: Perform chaos search near the current best AF. If better solution has been found, then replace the global best fish with this solution;
Step 6: Judge whether the preset maximum iteration number has achieved or a satisfactory optimum solution has obtained. If not satisfied, go to step 3. Otherwise go to step 7;
Step 7: Output the optimum solution.
h. ICAFSA As a newly-proposed stochastic global optimization algorithm, artificial fish swarm algorithm (AFSA) is featured by its good global convergence and high convergence speed. However, it may suffer from the problem of being trapped in local optimum and it has relatively low search accuracy. Having analyzed the deficiencies of AFSA and making use of the ergodicity and internal randomness of chaos optimization algorithm (COA), this research further puts forward an improved chaotic artificial fish swarm algorithm (ICAFSA). In this improved algorithm, chaos optimization is first employed to initialize the position of individual artificial fish and then AFSA is applied to obtain the neighborhood of the global optimum solution.
When there is no change or little change of the function values on bulletin board in successive iterations, chaotic mutation is then executed to help the artificial fish swarm get rid of the local optimum. The findings of case study show the feasibility and effectiveness of the ICAFSA in the optimization operations of cascade hydropower stations [19] .
Improved chaotic artificial fish swarm algorithm (ICAFSA) has coupled the characteristics of chaos search into the searching process of AFSA, in order to make up for the deficiency of being easily trapped into the local optimum of AFSA in the latter phase. The process of chaos mutation is as follows [20] :
(1)Let the k th generation of AF be ) ,..., , ( 
Y is the value of the i th variable of Y , and α is the annealing operation: The algorithm AFSA based on the augmented Lagrangian (AFSA AL) is presented below.
Algorithm 1. AFS aL Algorithm
The herein proposed technique for solving (3) uses a population-based algorithm that relies on swarm intelligence to converge towards the minimum value of the augmented Lagrangian function. This is the subject of the next section. Since the AFS algorithm provides a population of solutions, k x is the best solution. We emphasize the importance of using Step 1(Determine parameter encoding) ) ,..., ,..., , (
(Represents the centroid of the clusters. It is considered to be one AF. 
Represents the position of the th q AF at the
, N is the population of AF.
Step 3(Global search) a) According to
b) Go to step 4 when the result satisfies the termination criterion, otherwise, increment k (k: =k+1) and go back to step 3(a).
Step Quantum mechanism is introduced into AFSA so as to enhance population diversity and Niching technology is introduced into AFSA in order to find multiple optimal solutions. The probability amplitudes of quantum bits are employed to encode the position of the AF. The quantum rotation gate is used to update the position of the AF in order to enable the AF to move and the quantum non-gate is employed to realize the mutation of the AF for the purpose of speeding up the convergence.
The niche strategy is realized by the sub-swarm. The initial artificial fish swarm is split into smaller swarms as sub-swarm which is used to locate multiple solutions in multimodal function optimization problems. All the sub-swarm explores the search space in parallel way.
The RCS strategy is employed to maintain the sub-swarm. The procedure of NQAFSA is shown as follows.
Step1. Initialization, including the number of sub-swarms N, the number of AF in each subswarm AF_total, AF_step ,AF_visual , try_number, mutation probability m p and so on.
Step2. A total of N sub-swarms are created and they are all randomly distributed in the search space. The positions of AFs are encoded by the probability amplitudes of quantum bits.
Step3. Perform the solution space transformation for every AF in each sub-swarm and calculate fitness value of the AF, then the best AF in each sub-swarm will be included in the bulletin board of that sub-swarm. Step6. Perform the solution space transformation for every AF and calculate fitness value of the AF again, then update the bulletin board in each sub-swarm.
Step7. The RCS strategy is executed to maintain the niche.
Step8. If the stopping criterion is satisfied, then stop and output the result; else go to Step4. The path planning method based on artificial fish school algorithm (AFSA) was proposed to solve unmanned combat aerial vehicle (UCA V) path planning problem under the 2-D radar threats environment. According to the path planning requirements, the threat detection and artificial fish coding method were designed in detail. Besides, the method of perceiving threats was applied for advancing the feasibility of the path. A comparison of the results was made by WPSO, CFPSO and AFSA, which showed that the method we proposed in this paper was effective. AFSA was much more suitable for solving this kind of problem [34] .
a.v. AFSA for Fault Diagnosis in Mine Hoist
It has been presented an intelligent methodology for diagnosing incipient faults in mine hoist.
As Probabilistic Causal-effect Model-Based diagnosis is an active branch of Artificial
Intelligent, the feasibility of using probabilistic causal-effect model is studied and it is applied in artificial fish-swarm algorithm (AFSA) to classify the faults of mine hoist. In probabilistic causal-effect model, we employed probability function to nonlinearly map the data into a feature space, and with it, fault diagnosis is simplified into optimization problem from the original complex feature set. And an improved distance evaluation technique is proposed to identify different abnormal cases. The proposed approach is applied to fault diagnosis of friction hoist with many steel ropes, and testing results show that the proposed approach can reliably recognize different fault categories.
Moreover, the effectiveness of the method of mapping hitting sets problem to 0/1 integer programming problem is also demonstrated by the testing results. It can get 95% to 100% minimal diagnosis with cardinal number of fault symptom sets greater than 20 [35] . In this method, they propose a novel hierarchical routing protocol based on artificial fish swarm optimization (AFSO). Utilizes AFSO algorithm in cluster formation phase, its main object is to solve the NP-hard problem of finding k optimal clusters according to the given rules. The performance of the novel protocol is compared with the well known clusterbased protocol LEACH and LEACH-C. As the experiment results shown, the protocol can not only improve system lifetime but also prevent the networks form seriously energy consumption [49] .
c.ii. The hybrid algorithm based on fish and particle swarm algorithm
The coverage problem is one basic problem in the wireless sensor networks (WSNs). In one limited region, how to reasonably arrange the sensor nodes to achieve the best coverage is the key to improve the performance of the whole networks. a hybrid algorithm which is based on the fish swarm algorithm and particle swarm optimization in the limited WSNs region. The new algorithm has the well global search ability of the fish swarm algorithm and the quickly search ability of the particle swarm optimization. The simulation results show that the hybrid algorithm can effectively optimize the nodes' deployment of the sensor networks to improve the coverage of the whole networks [50] . to initial values, simplicity of implementation. The simulation results show that the resource leveling based on AFSA avoids premature effectively and prove its feasibility [60] .
The planning and implementation of power plant project have the characters of "within long period, large Resource devotion and resource imbalance". Project resource distribution is not an ideal state, but is "multi peak" and "multi-valley". This imbalance increases investment risks, which may cause waste of resources. Therefore, it is urgently necessary to make a reasonable adjustment in the network planning process in order to achieve a balanced allocation of resources and to solve the problems. Resource leveling can be classified into a mathematical model with a class of nonlinear programming, but there are imitations in study.
In large scale networks, the CPU time for solving such problems increases exponentially with the rising of the number of network nodes. As for different network structures and different parameters, the influence on resources leveling is not the same. Network parameters can be considered as AF. The improved AFSA algorithm considers about the optimal individual, and the weighted processing identifies Global optimal program. It avoids the process of optimization in a "local optimization, and global nongifted" result. Therefore, the application of AFSA in resources leveling can extend profound manifestation of the superiority of the algorithm.
e.ii. Efficient Job Scheduling in Grid Computing with MAFSA
One of the open issues in grid computing is efficient job scheduling. Job scheduling is known to be NP-complete, therefore the use of non-heuristics is the de facto approach in order to cope in practice with its difficulty. A modified artificial fish swarm algorithm (MAFSA) for job scheduling. The basic idea of AFSA is to imitate the fish behaviors such as preying, swarming, and following with local search of fish individual for reaching the global optimum.
The results show that our method is insensitive to initial values, has a strong robustness and has the faster convergence speed and better estimation precision than the estimation method by Genetic Algorithm (GA) and simulated annealing (SA) [61] .
e.iii. Multi-Robot Task Allocation and Scheduling based on FSA
The problem of multi robot task allocation and scheduling is to assign more relative tasks to less relative robots and to scheme task processing sequence so as to minimize the processing time of these tasks. The key of this problem is to allocate proper quantity of tasks for each robot and schedule the optimal task sequence for each robot. In order to minimize the processing time for robots, an optimized multiple robots task allocation and scheduling approach based on fish swarm algorithm is proposed. In this approach, the optimized task sequence is first schemed using fish swarm algorithm on the assumption that all the tasks are processed by one robot. Then, according to the number of the robots, the task sequence has been randomly divided into several task segments that will be assigned to robots. At last, the task numbers of each task segments are averaged according to the time each robot used, therefore proper quantity of tasks is allocated to each robot and the optimized task allocation scheme is got. To validate the effectiveness of the proposed approach, experiments and simulation have been made. The results show that the proposed approach can scheme optimized multi robots task allocation and scheduling scheme [62] .
e.iv. Scheduling Arrival Aircrafts on Multi-runway Based on an IAFSA
The aircraft landing scheduling (ALS) problem is a typical NP-hard optimization problem.
Based on an improved artificial fish swarm algorithm (IAFSA), the problem of scheduling arrival aircrafts at an airport with multi-runway is studied. A mutation operator is introduced to the artificial fish swarm algorithm. The sequence problem of landing aircraft is solved, and the simulation result shows that the IAFSA of ALS is better than FCFS which can decrease the total delay time by 24.1%. This method can obtain a satisfactory solution which can provide real-time support for automatic air traffic management [63] .
f. Signal processing f.i. A Weak Signal Detection Method Based on AFSO Matching Pursuit
To detect weak signals is difficult in signal processing and is very important in many areas such as non-destructive evaluation (NDE), radar etc. Sparse signal decomposition from over complete dictionaries is the most recent technique in the signal processing community. In this paper, this technique is utilized to cope with ultrasonic weak flaw detection problem. But its calculation is huge (NP problem). A new improved matching pursuit algorithm is proposed.
The mathematical model of searching algorithms based on artificial fish swarm is established;
the artificial fish swarm with the advantages of distributed parallel searching ability, strong robustness, good global astringency, and insensitive preferences are employed to search the best matching atoms. It can reduce complexity of sparse decomposition and space of memory.
Experimental results shows that the amplitude, frequency and initial phase parameters of ultrasonic signal blurred by strong noise can be estimated according to the proposed algorithm and the expected weak signal can be then reconstructed. When this method is used in the ultrasonic flaw detection, compared with the wavelet entropy and wavelet transform, the results show that the signal quality and performance parameters are improved obviously [64] .
f.ii. Wavelet Threshold optimization with AFSA AFSA is a new intelligent optimization algorithm based on animal's behaviors. This algorithm can be used to the solution of global optimization problems and is an application prototype of swarm intelligent optimization problem. It uses the animal bottom behavior process, and finds the global optimum through the individual's local optimization. Signal processing involves many optimization problems, and we can reduce the processor (storage resource) or enhance the effect of signal processing by optimization. Here they obtain the optimal wavelet denoising threshold using the new optimization algorithm-AFSA [65] .
VI. CONCLUSIONS
The AFSA algorithm is one of the most appropriate methods for swarm intelligence Annealing , Chaos Search and etc. This algorithm has been widely used in short time and we hope the researchers can improve it more.
