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Abstract
In this work we have explored few tools in Quantum State Tomography for
Continuous Variable Systems. The concept of quantum states in phase space
representation is introduced in a simple manner by using a few statistical
concepts. Unlike most texts of Quantum information in which the Wigner
function for a single mode is often more used, in this text the multi-modes state
Wigner function is also developed. Our numerical investigations indicate that
the reconstructed method using back-projection add some error due the choice
of cutoff frequency, therefore it is necessary to use data post-processing, like the
semi-definite programs, which provides sufficient conditions correctly estimate
the state. Once the information about the state is recovered, important features
such as entanglement can also be investigated.
Keywords
Wigner function, quadrature, continuous variable, Gaussian state, coherent state,
squeezed state, Fock state, single mode state, multi mode state, homodyne detec-
tion, tomography, Radon transform, inverse Radon, back-projection algorithm,
kernel, cutoff, characteristic function, fidelity, semi-definite programs, SDP,
entanglement.
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Resumo
Neste trabalho exploramos algumas ferramentas da Tomografia de Estados
Quânticos em sistemas de Variáveis Contínuas. O conceito de estados quânticos
na representação do espaço de fase é introduzido em uma simples abordagem
utilizando um pequeno número de conceitos estatísticos. Ao contrário da
maioria dos textos em Informação Quântica no qual a função de Wigner de
estado de um modo é mais usual, neste texto a função de Wigner multi-modos
é explorada. Nossa investigação numérica aponta o método de reconstrução
utilizando o algoritmo de back-projection adiciona erro devido a escolha da
frequência de corte, sendo assim é necessário utilizar pós processamento dos
dados, como programas semi definidos, que provem condições suficientes para
estimar corretamente o estado. Uma vez que a informação sobre o estado é
recuperada, características importantes como o emaranhamento também podem
ser investigadas.
Palavras-chave
Função de Wigner, quadratura, espaço de fase, variáveis contínuas, estado
gaussiano, estado coerente, estado squeezed, estado de Fock, estados de um
mode, estados multimodo, detecção homódina, tomografia, transformada de
Radon, Radon inversa, algoritmo de back-projection, kernel, cutoff, função
característica, fidelidade, programas semidefinidos, SDP, emaranhamento.
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Introduction
“DON’T PANIC!”
— Douglas Adams
The Hitchhiker’s Guide to the
Galaxy
How to write something that is infinite? And how to reconstruct it?
It seems that’s a very difficult task, since we need infinite "things" to compute.
But don’t lose your hope! Answering the first question, thanks to very smart
people, we can write in a piece of paper something that symbolize those infinite
“things” in short lines. Let’s talk about continuous variables. They can take on
infinitely many, uncountable values, i.e., we can’t even order it. But, who said
it needs to put them in a explicit form?
Through the graduation on Physics, we get familiar with continuous variables
and continuous functions: from calculus classes we learn about the set of real
numbers, for example. Think about all the numbers between zero and one.
How should we write then? We can’t, they are uncountable, unlike the natural
numbers. Or draw a line on a paper sheet without taking the pencil away: it
can be a representation for a continuous function. 1
The functions of continuous variables are present all the time on physics
and mathematics, therefore we have special tools to deal with them like limits,
derivatives, etc. Moreover, we use it to describe states on classical mechanics
and probabilistic distribution on statistics.
Besides the very elegant Dirac’s representation and the usefulness of linear
algebra, the “old” quantum mechanics was based on continuous variables
functions, if we think about the concept of “wave function”, for example.
After while, we had tons of research on discrete, low dimension quantum
systems. Their matrices are easy to write by hand and to check some proprieties
also. For example, if we think about entanglement, it becomes harder very fast
if one increases the system partitions and/or dimensions.
Moreover, continuous variable systems are very useful: they have this
“robustness”, they are feasible on laboratory, such asGaussian States on quantum
optics.
Although, we still have the second question to answer. That’s a little bit
trickier, if you want a full reconstruction of the state, you need to perform
1However, we know the pencil is just spreading graphite, made of atoms of carbon, which
means in reality it IS discretized. Still, it is a good approximation for our senses.
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List of Figures
Figure 0.1: How do you know it is Mona Lisa?
on every bases elements. Since it is impossible measuring infinite things, our
information is aways incomplete! But, maybe you don’t need to measure all
the infinite to get the information you want.
I like to think on photography: take a picture of the Da Vinci famous painting
Mona Lisa. Digital cameras codifies the information of this “continuous function”
on pixels, which are discretized. If the camera is good enough, we have the
feeling of a very reliable representation. Although, if you zoom it, you can see
the colorful, tiny, different squares. It’s about resolution and what information
do you want. Maybe, even with low resolution, you can say it is Mona Lisa and
not the Johannes Vermeer’s Girl With a Pearl Earring. 2
On this dissertation, I want to give to the reader a simple approach to
how to deal with continuous variable systems and a toolbox for tomographic
reconstruction of a state. Moreover, I will discuss a little on entanglement and
the efficiency of reconstructions algorithms. I hope you enjoy!
2The paints have completely different styles, besides been woman portrait, it’s quite
obvious the difference.
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CHAPTER 1
Writing the Infinite:
Dealing with Continuous
Variables
"Mathematics is a game played
according to certain rules with
meaningless marks on paper."
— David Hilbert
A quantum state is usually described by its density matrix (or density
operator) ρ. Such object lives in a complex Hilbert space H and needs to satisfy
the following conditions [1]:
(i) Hermitian, ρ = ρ†; (1.1)
(ii) positive semi-definte, ρ ≥ 0; (1.2)
(iii) normalized Tr(ρ) =
∥∥ρ∥∥1 = 1. (1.3)
There is a special class of states, the pure states, ρ = |Ψ 〉〈Ψ|, where the
unit-norm state |Ψ〉 is named state vector.
Considering a continuous variable scenario, the operators associated with
the system degrees of freedom have continuous spectrum. Since the bases of
the those operators eigenstates form an infinite-dimensional Hilbert space H
of the system, the explicit matrix elements representation of ρ is not possible.
However, you can still write it in a piece of paper, in fact, in a similar way we
already do with states in classic mechanics.
The usual representations are the position and the momentum. There is also
the quadrature representation, which combines position and momentum and is
quite useful to study, e.g., electromagnetic field modes. In this chapter, we are
15
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going to talk about an useful tool, the Wigner Function, introduced by Wigner
on his original article 1 from 1932 [2]. It provides an equivalent representation
of any quantum state in the quadrature phase space, in a sense to retrieve the
idea of probability distribution. Since it accept some negativeness, it is not
really a probability density function, but has similar proprieties, works similarly
to a weight function. We start reminding some ideas of statistical concepts and
then we derive the function, illustrating with special examples of continuous
variable states, the Gaussian States, and the relation with tomography.
1.1 Wigner Function
If X is a random variable, we define the characteristic function ΦX (t) as the
mean value of eitX , with t as a real number:
ΦX (t) = 〈e(itX)〉; t ∈ R. (1.4)
Given a characteristic function, we can build a probability density function:
Ft(x) =
1
2pi
∫
e−itxΦX (t)dt. (1.5)
Now, let’s try to build a probability distribution associated to the phase
space, for quantum operators. Instead of a random variable now we have the
pair (q,p) - position and momentum. The characteristic function associated to
that pair of random variables would be:〈
ei(t1q+t2p)
〉
(1.6)
where t1 and t2 are real. Let t1 = −u and t2 = −v, with u,v ∈ R 2. It’s
important to note that changing q and p for the operators qˆ and pˆ, e−i(uqˆ+vpˆ)/ h¯
is an operator that makes a translation on phase space, and it’s called Weyl
Operator.
The expected value for the Weyl Operator, given a state ρ, defines the
characteristic function:
W˜ (u,v) = Tr[ρe−i(uqˆ+vpˆ)/ h¯], (1.7)
and the associated probability density function:
W (q,p) =
(
1
2pi h¯
)2 ∫∫
W˜ (u,v)ei(uq+vp)/ h¯dudv. (1.8)
This is the Wigner Function, a Fourier transform of the characteristic
function. On the other hand, given a Wigner Function, one can invert the
Fourier transform and find the characteristic function as well.
We want to write the Wigner function in a more explicit form. To do so, we
need to work with the characteristic function in a more convenient way.
1The original Wigner article is about quantum corrections to classical statistical mechanics
where Boltzmann factors contain the energies which in turn are expressed as functions of
both q and p
2This choice is a convenience
16
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Given the operators A and B, such that [A,[A,B]] = [B,[A,B]] = 0, we
recall the Baker–Hausdorff formula:
eA+B = eAeBe−[A,B]. (1.9)
Using the commutation relation of the operators qˆ and pˆ, [qˆ,pˆ] = i h¯, we have
e(−uqˆ−ivpˆ)/ h¯ = e−iuqˆ/ h¯e−ivpˆ/ h¯eiuv/2 h¯. (1.10)
From this, we use the identity 1 =
∫ |q〉〈q|dq:
eiuv/2 h¯
∫
e−iuqˆ/ h¯e−ivpˆ/ h¯|q〉〈q|dq = eiuv/2 h¯
∫
e−iuqˆ/ h¯|q+ v〉〈q|dq
= eiuv/2 h¯
∫
e−iu(q+v)/ h¯|q+ v〉〈q|dq.
(1.11)
Let q+ v = q′ + v2 , therefore dq = dq′ and q = q′ − v2 . We have then:
e−iuqˆ−ivp/ h¯ = eiuv/2 h¯
∫
e−iu(q
′+ v2 / h¯)
∣∣∣q+ v2〉〈q′ − v2 ∣∣∣dq′
=
∫
e−iuq
′/ h¯
∣∣∣q+ v2〉〈q′ − v2 ∣∣∣dq′.
(1.12)
Equation (1.7) can be rewritten using (1.12) as:
W˜ (u,v) =
∫∫
dqdq′〈q|ρe−iuq′/ h¯
∣∣∣q+ v2〉〈q′ − v2 ∣∣∣|q〉
=
∫∫
dqdq′〈q|ρe−iuq′/ h¯
∣∣∣q+ v2〉δ[(q′ − v2)− q]
=
∫
dq′
〈
q′ − v2
∣∣∣ρ∣∣∣q′ + v2〉e−iuq′/ h¯. (1.13)
Therefore, the probability density function (1.8) is:
W (q,p) =
(
1
2pi h¯
)2 ∫∫
dudv
∫
dq′
〈
q′ − v2
∣∣∣ρ∣∣∣q′ + v2〉eiu(q−q′)/ h¯eivp/ h¯.
(1.14)
From the Dirac’s Delta definition:
1
2pi h¯
∫
eiu(q−q
′)/ h¯du = δ(q− q′), (1.15)
we have:
W (q,p) = 12pi h¯
∫∫ 〈
q′ − v2
∣∣∣ρ∣∣∣q′ + v2〉δ(q− q′)eivp/ h¯dvdq′
=
1
2pi h¯
∫ 〈
q− v2
∣∣∣ρ∣∣∣q+ v2〉eivp/ h¯dv.
(1.16)
The Wigner function can also be obtained using the momentum representa-
tion:
W (q,p) = 12pi h¯
∫ 〈
p− u2
∣∣∣ρ∣∣∣p+ u2〉eiuq/ h¯du. (1.17)
17
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One of the Wigner function advantages, besides the graphic representation,
is its marginal distributions yield the usual position and momentum probability
distributions
∫
W (q,p)dp = 〈q|ρ|q〉, (1.18)∫
W (q,p)dp = 〈p|ρ|p〉. (1.19)
Let us check, for example, the position marginal:∫
W (q,p)dp =
(
1
2pi h¯
)2 ∫∫ 〈
q− v2
∣∣∣ρ∣∣∣q+ v2〉eivp/ h¯dvdp.
Using again (1.15):∫
W (q,p)dp =
∫ 〈
q− v2
∣∣∣ρ∣∣∣q+ v2〉δ(v)dv
= 〈q|ρ|q〉.
It is easy to see that W (q,p) is correctly normalized∫∫
W (q,p)dqdp =
∫
〈q|ρ|q〉
= Tr(p) = 1.
Now, for analogy, we defined the Wigner function of an arbitrary operator3
R:
WR(q,p) =
∫ +∞
−∞
〈
q− v2
∣∣∣R∣∣∣q+ v2〉eipv/ h¯dv. (1.20)
The averaged value of an operator in Wigner’s representation 4 is:
〈R〉 = Tr(ρR) =
∫∫
W (q,p)WR(q,p)dqdp (1.21)
Note that in the classical case, W (q,p) would be a probability density
function ( W (q,p) ≥ 0). Since W (q,p) can assume negative values, we call it a
quasi-probability.
Changing the expression above using WR = 2pi h¯Wρ′ ,
Tr(ρρ′) = 2pi h¯
∫∫
WρWρ′ dqdp. (1.22)
For any state operator ρ and ρ′, we have [1]
0 ≤ Tr(ρρ′) ≤ 1. (1.23)
3Notice that we don’t have the factor 12pi h¯ at the definition of WR, it’s just to simplify
the notation
4This expression has the form of mean value on classic phase space
18
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It means:
0 ≤
∫∫
WρW
′
ρ dqdp ≤
1
2pi h¯ , (1.24)
with the upper limit reached if and only if ρ = ρ′ is a pure state operator. This
is specially useful because it allows us to quantify the purity of quantum state,
Tr(ρ2).
Finally, we can use the relation (1.21) to represent the density-matrix
elements using elements in a given basis in terms of the Wigner function
〈
a′
∣∣ρ∣∣a〉 = Tr(ρ∣∣a 〉〈a′∣∣) = 2pi h¯∫∫ WρWa′a dqdp, (1.25)
with Wa′a being the Wigner representation of the projector |a 〉〈a′|, and it is
obtained changing R to the projector in eq. (1.20).
There is another way of making quantum-mechanical predictions, that is, of
calculating expectation values via Wigner functions. We can associate it with
the moments of the characteristic function through this relation [3]:
Tr ρ(uqˆ+ vpˆ)k = ik
(
d
dσ
)k
Tr ρeiσ(uqˆ+vpˆ) |σ=0= ik
(
d
dσ
)k
W˜ (σu,σv) |σ=0
(1.26)
But if we undo the Fourier transformation we have
Tr ρ(uqˆ+ vpˆ)k = 12pi h¯
∫
dqdp(uq+ vp)kW (q,p). (1.27)
By comparing the coefficients we see that the moments of the Wigner
function give the expectation values of symmetrized products of operators, that
is to say:
Tr ρ(qˆmpˆn)sym, (1.28)
where (qˆpˆ)sym means that we should symmetrize all possible products of
the m qˆ-operators and the n pˆ-operators.
1.1.1 Wigner Multipartite
Let us consider a system with n canonical degrees of freedom. It could be n
harmonic oscillators or n electromagnetic field modes. The canonical commuta-
tion relations between 2n self-adjoint operators of such system could be easily
described using the vector:
Oˆ = (Oˆ1,...,Oˆ2n)T = (qˆ1,pˆ1,...,qˆn,pˆn)T . (1.29)
With this parametrization, the commutation relations have the form:
[Oˆj ,Oˆk] = i h¯σjk, (1.30)
being the σ 2n× 2n, symmetric and bloc diagonal, called symplectic matrix,
defined by:
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σ =
n⊕
j=1
[
0 1
−1 0
]
. (1.31)
The phase space then is equipped with a symplectic form and it is isomorphic
to R2n. We want to expand our Wigner representation for a composite system.
To do so, let us define the Weyl operator, now for a multi-mode system:
Wξ = e−iξT Oˆ, (1.32)
for ξ ∈ R2n, our characteristic function is then:
W˜ (ξ) = Tr[ρWξ ]. (1.33)
Each characteristic function is uniquely associated with a state through a
Fourier-Weyl transform. One can show that the state ρ is directly obtained
from:
ρ =
1
(2pi h¯)2n
∫
W˜ (σξ)W(−σξ)d2nξ. (1.34)
For simplicity, let us consider the case for two mode state. The result can
be easily extended to more modes. The two mode Weyl operator is5:
Wξ = e−i[(u1qˆ1+v1pˆ1)+(u2qˆ2+v2pˆ2)]/ h¯, (1.35)
for ξ = (u1,v1,u2,v2)T . Note that we can separate the operator above using the
Baker-Haussdorf formula (1.9) two times and the commutations relation given
by (1.31): (
e−i(u1qˆ1+v1pˆ1)/ h¯
)
×
(
e−i(u2qˆ2+v2pˆ2)/ h¯
)
.
From here, we compute the equation above the same way done before for
a single mode. The completeness relation for the Hiblert space of two modes
H1 ⊗H2 is6
1H1⊗H2 =
∫
|q1, q2〉〈q1, q2|dq1dq2.
Since the operators On act on the corresponding labeled space, we can
compute our two-mode characteristic function:
W˜ (u1,v1,u2,v2) =
∫∫
e−i(u1q
′
1+iu1q
′
1)/ h¯
×
〈
q1 − v12 ,q2 −
v2
2
∣∣∣ρ∣∣∣q1 + v12 ,q2 + v22 〉
× dq1dq2
(1.36)
5The operators labels makes implicit were they act non-trivially, e.g., qˆ1 = qˆ⊗ 1.
6Here, we shortened the notation for |q1, q2〉 = |q1〉 ⊗ |q2〉
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and bipartite Wigner representation:
W (qi,pi,qj ,pj) =
1
(2pi h¯)2
∫∫
ei(v1p1+v2p2)/ h¯
×
〈
q1 − v12 ,q2 −
v2
2
∣∣∣ρ∣∣∣q1 + v12 ,q2 + v22 〉
× dv1dv2
(1.37)
1.2 Gaussian States
Gaussian functions are widely use throughout the study of probability and
statistics, often called“normal distributions”. Usually, on a physics or math-
ematics course they are naturally introduced, since it has various applications
and utility. In a phase space descriptions, Gaussian states are characterized
through their property that the characteristic function is a Gaussian. They are
efficiently producible in the laboratory, e.g., coherent state, such as those from
a laser, thermal states and vacuum states.
From the previous section formalism for a quantum system with n canonical
degrees of freedom, our multi-mode characteristic Gaussian is [4, 5]:
W˜ρ(ξ) = W˜ρ(0)e−
1
4 ξ
T Γξ+DT ξ, (1.38)
where is Γ a 2n× 2n-matrix and D ∈ R2n is a vector. A Gaussian characteristic
function can be characterized via its first and second moments alone as con-
sequence, i.e., it is possible to describe such states in terms of finite-dimension
matrices. It means that, a n mode Gaussian state requires only 2n2 + n real
parameters for its full description [4]. The first moments form a vector d ∈ R2n,
the displacement vector:
dj = Tr[Ojρ], (1.39)
where j = 1, . . . , 2n. They are linked to the above D by D = σd, with σ
been the sympletic matrix (1.31), been the expected values of the canonical
mode operators. The second moments, which form a real symmetric 2n× 2n
covariance matrix γ, are defined as:
γj,k = 2Re{Tr ρ[Oj − Tr(Ojρ)][Ok − Tr(Okρ)]}. (1.40)
The link with Γ is Γ = σT γσ. It is important to notice that a quantum
state needs to respect a Heinsenberg uncertainty relations, hence not any real
symmetric 2n× 2n-matrix can be a legitimate covariance of a quantum state.
In terms of a covariance matrix, the uncertainty than can be written as:
γiσ ≥ 0. (1.41)
In other words, we can say that for any real symmetric matrix γ satisfying the
equation (1.41) a Gaussian state whose covariance matrix is γ [4] exist.
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1.2.1 Coherent State
In quantum optics the coherent state refers to a state of the quantized elec-
tromagnetic field, which has dynamics most closely resembling the oscillatory
behavior of a classical harmonic oscillator. The state of a light beam out of a
laser device is a coherent state [6].
Since we are talking about light, let us remind about the Fock States, which
are very useful for understand better the coherent states. Describing a quantum
state through the “number of photons7” is to move the state address from the
Hilbert Space to the Fock Space, for a more suitable representation, considering
that describes an infinite vector space but now it is quantized and enumerable.
After this short refresher, we will move back to phase space representation.
A Fock state, denoted by |n〉 is a eigenstate of the photon-number operator
nˆ = aˆ†aˆ, where n represents a fixed photon number.
The annihilation operator aˆ and creation operator aˆ†, lowers or raises the
photon number in integer steps
aˆ|n〉 = √n|n− 1〉, (1.42)
aˆ†|n〉 = √n+ 1|n+ 1〉, (1.43)
and for a state with zero photons, the annihilation operator acts aˆ|0〉 = 0. We
call the state |0〉 as vacuum state. From it and the relation 1.43 one can write
an |n〉 like
|n〉 = aˆ
†n
√
n!
|0〉. (1.44)
The qˆ and pˆ operators can be expressed using the annihilation and creation
operators8:
qˆ = (aˆ+ aˆ†)/2, pˆ = −i(aˆ− aˆ†)/2. (1.45)
And we can obtain the formula for their space representation, for a single
mode:
ψn(q) =
Hn(q)√
2nn!
√
pi
exp
(−q2
2
)
, (1.46)
where Hn denote the Hermite polynomials. Note that for the vacuum state we
have:
ψ0(q) = pi
−1/4 exp
(−q2
2
)
, (1.47)
and, as we can see, it is an obvious Gaussian state. Fock states form a complete
set,
∞∑
n=0
|n〉〈n| = 1, (1.48)
and orthonormal because they are eigenstates of the Hermitian operator nˆ.
7Which are identical and have bosonic nature
8Those operators will be explained in the next section.
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We can define the coherent states as the eigenstates of the annihilation
operator aˆ
aˆ|α〉 = α|α〉. (1.49)
Note that a vacuum state is also a coherent state, since it satisfies (1.49) for
α = 0. The coherent states, as eigenstates of the annihilator operator aˆ, have
well-defined amplitudes, ‖α‖, and phases, arg α. Because aˆ is not Hermitian,
its eigenvalues are complex.
Using the Fock state representation, one can write the coherent state as:
|α〉 = exp
(
−12 |α|
2
) ∞∑
n=0
αn√
n!
|n〉. (1.50)
To understand better those states, let us introduce the displacement operator
Dˆ(α) = exp(αaˆ† − α∗aˆ), (1.51)
which is unitary and displaces the amplitude aˆ by the complex number α
Dˆ(α)†aˆDˆ(α) = aˆ+ α. (1.52)
The proof of eq. (1.52) can be found on [7]. We can define a coherent state
as a displaced vacuum:
|α〉 = Dˆ(α)|0〉. (1.53)
If we decompose the complex amplitude α into real and imaginary parts like
α = 2−1/2(q0 + ip0), (1.54)
represent the displacement operator in terms of qˆ and pˆ,
Dˆ = exp(ip0qˆ− iq0pˆ), (1.55)
and separating it using Baker-Hausdorff formula (1.9),
Dˆ = exp
(
− ip0q02
)
exp(ip0qˆ) exp(−iq0pˆ)
= exp
(
+
ip0q0
2
)
exp(−iq0pˆ) exp(ip0qˆ),
(1.56)
one can easily reach the space representation:
ψα(q) = pi
−1/4 exp
[
− (q− q0)
2
2 + ip0q−
ip0q0
2
]
. (1.57)
Another formal proprieties of the coherent states turns out to be quite useful.
They form a complete set,∫ ∞
−∞
∫ ∞
−∞
|α〉〈α|dq0dp0. = 1, (1.58)
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Figure 1.1: Comparison of different variance shape for displaced, squeezed and
vacuum states. The circles 1 and 3 are vacuum and displaced vacuum state
errors, respectively. And the ellipses 2 and 4 are squeezed vacuum and displaced
squeezed vacuum state errors, respectively.
that is, in the sense that we may express physical quantities in a coherent-state
basis. Indeed, they form an over-complete set because fewer of them form a
basis already9, hence they are not orthogonal10 and do overlap.
For the last but not less important, the coherent states are states of minimal
uncertainty in the sense that they saturate Heisenberg’s inequality [3, 7]:
∆q∆p =
h¯
2 , (1.59)
with ∆q equal to ∆p.
1.2.2 Squeezed States
There is another class of states that also saturate the uncertainty relations
described on eq. (1.59), alongside the coherent states. The squeezed states
maintain this property allowing unbalanced variances on the two canonical
9In fact, the propriety of been over-complete is a side of their lack of strict orthogonality.
10As been said before, they are not eigenstates of a Hermitian operator.
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quadratures for each mode. For instance, the statistical uncertainty on position
may be squeezed, i.e., small variance, at the cost of enhancing the corresponding
uncertainty on momentum and vice versa. The variance shape of such states is
shown on Gif 1.1.
Single-mode squeezing occurs under the action of operator:
Sˆ(ζ) = exp
[
ζ
2
(
aˆ2 − aˆ†2
)]
, (1.60)
with ζ may be a complex number called squeezing parameter. The simplest
single mode squeezed state is the squeezed vacuum state,
|ζ,0〉 = Sˆ(ζ)|0〉. (1.61)
Squeezed light can be generated from light in a coherent state or vacuum
state by using certain optical nonlinear interactions. According to Pauli’s
proof ([8]), he conjectured that states with minimum uncertainty are displaced
squeezed vacuums,
|ψ〉 = Dˆ(α)Sˆ(ζ)|0〉, (1.62)
having the position function:
ψ(q) =
eζ/2
pi1/4
exp
[
−e2ζ (q− q0)
2
2 + ipq−
ip0q0
2
]
. (1.63)
This is the most general Gaussian pure state of a single mode.
1.3 Homodyne Detection
Now that we know how to write some continuous variable states, how about
sampling it on the laboratory? More specifically, how to measure the quadrat-
ures?
First, let us introduce the phase-shift operator
Uˆ(θ) = exp(−iθnˆ). (1.64)
As the name suggest, it provides the amplitude aˆ with a phase shift θ when
acting on aˆ
Uˆ †(θ)aˆUˆ(θ) = aˆ exp(−iθ). (1.65)
Form this, one can write the rotated quadrature operators to a certain reference
phase θ:
qˆθ = qˆ cos θ+ pˆ sin θ (1.66)
pˆθ = −qˆ sin θ+ pˆ cos θ (1.67)
Considering that the reference phase can be varied experimentally 11, let us
make use of the usual scheme of the balanced homodyne detector. The signal
interferes with a coherent laser beam at a well-balanced 50:50 beam splitter.
11It means that we can go, for example, from a position representation to a momentum
representation via phase shift θ of pi/2
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Figure 1.2: Diagram of a balanced homodyne tomography experiment
The scheme is on the figure 1.2. The laser field is called local oscilator (LO). It
provides the phase reference θ for the quadrature measurement. After optical
mixing of the signal with the local oscillator, each emerging beam is directed to
a photon detector. The photocurrents I1 and I2 are measured and subtracted
from each other. The differences I21 = I2− I1 is the quantity of interest because
it contains the interference term of LO and the signal. We assume for simplicity
that the measured photocurrents I1 and I2 are proportional to the photon
numbers nˆ1 and nˆ2 of the beam striking each detector. They are given by:
nˆ1 = aˆ
′†
1 aˆ
′
1, and nˆ2 = aˆ
′†
2 aˆ
′
2. (1.68)
Using the beam splitter Hamiltonian[7], we can write the mode operators of
the field emerging from the beam splitter,:
aˆ′1 = 2−1/2(aˆ− aˆLO), aˆ′2 = 2−1/2(aˆ+ aˆLO), (1.69)
the aˆ and aˆLO are the annihilator operator for the signal and the local oscillator,
respectively. The difference I21 is proportional to the difference photon number12
nˆ21 = nˆ2 − nˆ1 = aˆ†LOaˆ+ aˆLOaˆ†. (1.70)
We will assume that the LO is powerful enough to be treated classically, then
we substitute aˆLO by the complex amplitude αLO and denote the phase of the
local oscillator by θ. Writing it in the polar form:
α = |αLO|(cos θ+ i sin θ), (1.71)
12Assuming perfect quantum efficiency.
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Figure 1.3: The Radon transform pr(q,θ) of the function W (q,p) is found by
integrating the function along the line connecting A and A′
and using the reverse relation for the creation and annihilation operators on
(1.45), equation (1.70) is now
nˆ21 =
1
2 |αLO|[(cos θ− i sin θ)(qˆ+ ipˆ) + (cos θ+ i sin θ)(qˆ− ipˆ)]. (1.72)
From the definition of the rotated quadratures (1.66), we have then
nˆ21 =
1√
2
|αLO|qˆθ. (1.73)
Therefore, a balanced homodyne detector measures the quadrature operator qˆθ.
Now, we have the following theorem [9]:
Theorem 1.3.1 (Bertrand and Bertrand’s). The function W (q,p)) is uniquely
determined by the requirement that:
〈qθ|ρ|qθ〉 = 12pi h¯
∫ ∞
−∞
W (qθ cos θ− pθ sin θ,qθ sin θ+ pθ cos θ)dpθ (1.74)
for all values of θ.
It means the statistical distribution of the measured rotated quadrature qˆθ
operator will equal the Radon Transform13, of the Wigner Function as we can
13The relation between the operator qθ and the Radon transform will be better explained
in next chapter.
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Figure 1.4: In homodyne tomography the Wigner functionW (q,p) plays the role
of the unknown object. The observable “quantum shadows” are the quadrature
distribution. In this figure, we can see the quadratures marginals pr(q) = 〈q|ρ|q〉
and pr(p) = 〈p|ρ|p〉. From the general quadrature operator qθ distributions,
the Wigner function or, more generally, the quantum state is reconstructed.
see on the Fig. 1.4. Let us see for example, the action of the Radon transform
over the Gaussian Wigner function WG(q,p) = 1/pi exp(−q2 − p2):
1
pi
∫ ∞
−∞
exp[−(qθ cos θ− pθ sin θ)2] exp[−(qθ sin θ+ pθ cos θ)2]dpθ
1
pi
∫ ∞
−∞
exp[−q2θ cos2 θ− q2θ sin2 θ] exp[−p2θ sin2 θ− p2θ cos2 θ]dpθ
1√
pi
exp[−q2θ ] =
1
pi1/4
exp
[−q2θ
2
]
× 1
pi1/4
exp
[−q2θ
2
]
= 〈qθ|ψG〉〈ψG|qθ〉.
As one can see, the Radon transform indeed returns the marginal distribution
over the quadrature operator qθ.
1.4 Inverse Radon Transform
Once we have measured the rotated quadrature operator qθ through homodyne
detection, it is intuitive to think that inverting the Radon transform (1.74) is a
good way to obtain the Wigner function, and then, the density operator ρ. It
looks the most “natural” solution if we were inverting a linear system. However
inversion problems are not always an easy task.
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Let us check the inversion for the reconstruction of the Wigner Function. We
perform a position Fourier transform on the probability distribution pr(q,θ) =
〈qθ|ρ|qθ〉 = 〈q|UˆθρUˆ †θ |q〉:
p˜r(ξ,θ) =
∫ ∞
−∞
pr(q,θ)e−iξq/ h¯dq
=
∫ ∞
−∞
〈q|UˆθρUˆ †θ |q〉e−iξq/ h¯dq
=
∫ ∞
−∞
〈q|UˆθρUˆ †θ e−iξqˆ/ h¯|q〉dq
= Tr[UˆθρUˆ †θ e
−iξqˆ/ h¯] = Tr[ρUˆ †θ e
−i(ξqˆ)/ h¯Uˆθ].
(1.75)
From the definitions of rotated quadrature operator qθ (1.66) and characteristic
function (1.7), we have
p˜r(ξ,θ) = Tr
{
ρe−i[qˆξ cos θ+pˆξ sin θ]/ h¯
}
= W˜ (ξ cos θ,ξ sin θ). (1.76)
In other words, the Fourier-transformed position probability distribution is the
characteristic function in polar coordinates. From (1.8), the Wigner function is
a Fourier transform of the characteristic function. Performing the appropriate
transforms for polar coordinates, we obtain:
W (q,p) = 1
(2pi h¯)2
∫ +∞
−∞
∫ pi
0
W˜ (ξ cos θ,ξ sin θ)
× exp [iξ(q cos θ+ p sin θ)/ h¯]dθdξ
=
1
(2pi h¯)2
∫ +∞
−∞
∫ pi
0
∫ +∞
−∞
pr(x,θ)|ξ|
× exp [iξ(q cos θ+ p sin θ− x)/ h¯]dxdθdξ,
(1.77)
using (1.76).To simplify (1.77), we introduce the kernel
K(x) =
1
2
∫ +∞
−∞
|ξ| exp (iξx)dξ, (1.78)
and obtain
W (q,p) = 12pi2
∫ +∞
−∞
∫ pi
0
pr(x,θ)K(q cos θ+ p sin θ− x)dxdθ. (1.79)
To use the equation above, in practice we need to regularize K(x). The
direct demonstration of the formula is mathematically delicate, and can be
found for instance in Radon’s article [10] and on [7]. The compact formula for
the inverse Radon Transform is
W (q,p) = − P2pi2
∫ pi
0
∫ +∞
−∞
pr(x,θ)dxdθ
(q cos θ+ p sin θ− x)2 . (1.80)
where P is the principal-value operator of the kernel (1.78).
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Figure 1.5: The approximate kernel K(x) for different values of x.
Although exact, this expression is nevertheless unusable with experimental
data as the algebraic expression of p(x,θ) would be unknown and it would
therefore be impossible to evaluate precisely the principal value of the integral.
In the real world, it is better to regularize and replace the kernel K(x) with
some numerical approximation. This is possible setting a frequency cutoff kc
in the definition (1.78) of the kernel K(x). Which lead us to the algorithm of
filtered back-projection, a common protocol for image reconstruction.
In this case, we obtain the integral
K(x) =
1
2
∫ +kc
−kc
|ξ|eiξxdξ, (1.81)
which is calculated to yield
K(x) ≈ 1
x2
[cos (kcx) + kc sin (kcx)− 1. (1.82)
In practice, the choice of kc affects how detailed Wigner function will get
reconstructed. For instance, choosing a low kc on the convolution in (1.79) will
filter out the fine physical details of the Wigner function. On the other hand,
If kc is set too high, it will introduce nonphysical rapid oscillation noise from
the statistical errors in the measurement of p(x,θ)[7, 11]. Choosing the right
cutoff is particular for each state to be reconstructed, once you have to choose
between two regimes. For instance, some cutoffs are sampled at Fig. (1.5).
Let us think about a multi-mode inverse Radon inverse. First, we define
the vectors:
Θ = [θ1,...,θn]T , pθ = [p1θ1 ,...,pnθn ]
T Uˆ(Θ) = Uˆ1(θ1)⊗ · · · ⊗ Uˆn(θn).
(1.83)
For a multi-mode, the probability distribution has the form:
pr(q1, θ1,..., qn, θn) =
〈
q1,..., qn
∣∣∣Uˆ(Θ)ρUˆ †(Θ)∣∣∣q1,..., qn〉
=
∫ ∞
∞
W (ROθ)dnpθ
(1.84)
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where
Oθ = [q1θ1 ,p1θ1 ,...,qnθn ,pnθn ]
T , (1.85)
and R is the sympletic matrix:
R =
n⊕
i=1
[
cos θi − sin θi
sin θi cos θi
]
. (1.86)
In the same fashion of the single mode derivation, we make use of the Fourier
transform:
p˜r(ξ1, θ1,...,ξn,θn) =
∫
pr(q1, θ1,..., qn, θn)e−i(ξ
T q)/ h¯dnq, (1.87)
with the vectors ξ and q:
ξ = [ξ1,..., ξn]T , q = [q1,...,qn]T . (1.88)
Then we have
p˜r(ξ1, θ1,..., ξn, θn) =
∫
〈q1,..., qn|Uˆ(Θ)ρUˆ †(Θ)e−i(ξT qˆ)/ h¯|q1,...,qn〉dnq
=Tr
[
Uˆ(Θ)ρUˆ †(Θ)e−i(ξ
T qˆ)/ h¯
]
=Tr
[
ρUˆ †(Θ)e−i(ξ
T qˆ)/ h¯Uˆ(Θ)
]
=Tr
[
ρe−i[ξ1(q1 cos θ1+p1 sin θ1)+...+ξn(qn cos θn+pn sin θn)]/ h¯
]
=W˜ (ξ1 cos θ1,ξ1 sin θ1,..., ξn cos θn, ξn sin θn)
.
(1.89)
Now we can set our multi-mode Wigner function W (O), with O as the
measured values of the operator Oˆ (1.29):
W (O) =
1
(2pi h¯)2n
∫
W˜ (ξ1 cos θ1,ξ1 sin θ1,..., ξn cos θn, ξn sin θn)dnξdnΘ
=
1
(2pi h¯)2n
∫
pr(x1,θ1,...,xn,θn)|ξ1| exp{i[(ξ1(q1 cos θ1 + p1 sin θ1 − x1)]/ h¯} × . . .
· · · × |ξn| exp{i[(ξn(qn cos θn + pn sin θn − xn)]/ h¯}dnxdnξdnΘ.
(1.90)
As we can see, for each mode now we have a different kernel, defined in (1.78),
so we can compute the equation above as
W (O) =
1
(2pi h¯)2n
∫
pr(x1,θ1,...,xn,θn)K(q1 cos θ1 + p1 sin θ1 − x1)×
· · · ×K(qn cos θn + pn sin θn − xn)dnxdnΘ.
(1.91)
To visualize and understand it better, the product of two mode kernels are
shown figure (1.6). As we can see, the kernel values for each individual mode
interfere with all the others, therefore causing the noise to increase very fast for a
many mode state. Which means it is a hard task to achieve a good visualization
for the state function in both local or global stances. The coast to adjust
cutoffs and the intrinsically error from the measurement makes back-projection
algorithm for many modes inefficient.
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Figure 1.6: Kernels of a two mode state heavily interfere with each other.
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CHAPTER 2
The Toolbox: Design for
Zeros and Ones
"Machines take me by surprise
with great frequency."
— Alan Turing
In the last chapter, we learned about how to deal with continuous variable
states, from the representation to the measurement process. We are now ready
to perform some calculations. How about a computer to make easier our tasks?
When we are dealing with bits there is no other way: we need to discretize
our function. This happens through advanced techniques of mapping input
values from a large set (often a continuous set) to output values in a (countable)
smaller set, which means that information is compressed. Despite the fact of
some amount of it is lost in the process, we can still get precise information
about the state.
To build the algorithms and perform the calculations, on this dissertation
we used MATLAB environment, since it has the necessary libraries to compute
matrices, to use linear algebra, numerical integration and do simple symbolic
functions. We also make use of Wolfram Mathematica to work with more
complicate analytical functions.
In this chapter, we investigate the visualization of the states through Wigner
Functions, the simulation of a homodyne measurement and the possibility of
projecting the state in the Fock basis, which leads us to truncate the density
state operator in a sufficient accurate matrix representation. Besides, we
discuss briefly on how to improve the reconstructed states through semidefinite
programming.
33
2. The Toolbox: Design for Zeros and Ones
2.1 Samples of Wigner Functions
The transformation of the state probability density function from a space or
momentum representation is linear through the Wigner function (1.16). Our
script generates a matrix with adjustable resolution.1 Given an input in position
representation2 ψ(x), the output is a two dimensional array W (q,p), which
can be used to generate a plot, as we can see on the next pages. The reverse
process, considering a pure state, from the Wigner Function to the position
state representation, we can invert the relation (1.16):
〈
x′
∣∣ρ∣∣x′〉 = ψ(x)ψ∗(x′) = ∫ W(x+ x′2 ,p
)
e−ip(x−x
′)/ h¯dp, (2.1)
and setting ψ∗(x′) for x = 0:
ψ(x) =
1
ψ∗(0)
∫
W
(x
2 ,p
)
e−ipx/ h¯dp. (2.2)
Here ψ∗(0) acts as normalization factor and we obtain the original position
representation to the state.
The simplest case is the vacuum state (1.47): a Gaussian function leading
to another Gaussian function. We have:
Wvacuum(q,p) =
1
pi h¯
exp
(−q2
2
)
exp
(−2p2
h¯2
)
. (2.3)
We can see the representation of the functions for vacuum state on figure (2.1).
2.1.1 Coherent States
Since the coherent sates are displaced vacuum, we are induced to think that
corresponding Wigner functions are displaced vacuum Wigner functions too,
with the displacement given by the complex amplitude
√
2α = q0 + ip0. Using
the displacement operator Dˆ in quadrature representation (1.56):
WD(q,p) =
1
2pi h¯
∫ +∞
−∞
〈
q− x2
∣∣∣DˆρDˆ†∣∣∣q+ x2〉eipx/ h¯dx
=
1
2pi h¯
∫ +∞
−∞
〈
q− x2
∣∣∣e−iq0pˆeip0qˆρe−ip0qˆeiq0pˆ∣∣∣q+ x2〉eipx/ h¯dx
=
1
2pi h¯
∫ +∞
−∞
〈
q− x2 − q0
∣∣∣eip0qˆρe−ip0qˆ∣∣∣q+ x2 − q0〉eipx/ h¯dx
=
1
2pi h¯
∫ +∞
−∞
〈
q− x2 − q0
∣∣∣ρ∣∣∣q+ x2 − q0〉ei(p−p0)x/ h¯.
(2.4)
So it is indeed displaced Wigner functions
WD(q,p) = W (q− q0,p− p0), (2.5)
1On this dissertation, the standard resolution is 100× 100 points, and the ranges are −5
to 5 to the q and p axes. Also, we have set h¯ = 1 to make easier the writing of the scripts.
2We gave preference for position representation to write the input state, since the
momentum representation is the Fourier transform of the previous one.
34
2.1. Samples of Wigner Functions
-5 0 5
q
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
ps
i(q
)
(a) Position representation of the vacuum state |0〉
(b) Wigner Function of vacuum state
Figure 2.1: Diferent ways to visualize the vacuum state.
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and the Wigner function of a coherent state is given by the displaced Gaussian:
Wα(q,p) =
1
pi h¯
exp
[−(q− q0)2
2
]
exp
[−(p− p0)22
h¯2
]
. (2.6)
Since we can set the values for α, the algorithms makes a translation on the
phase space setting q0 = Re(α) and p0 = Im(α). Another alternative is to
generate the Wigner functions doing the numerical integration of the position
functions (1.57).
If we think about the fundamental superposition principle of quantum
mechanics, how a superposition of coherent states would look like? In figure
2.2b we show the Wigner function for a Schrödinger cat state, which is the
superposition of the states |α〉 and |−α〉. These two states are usually taken to
represent the cat’s macroscopically distinguishable states |alive〉 and |dead〉 from
Schrödinger’s famous gedankenexperiment3. The position functions shows two
peaks, one at q0 and the other at −q0 according to the superimposed coherent
amplitudes, and between there are rapid oscillations with large negative values,
indicating the nonclassical behavior of the Schrödinger cat state. The generation
and quantum tomography of cat states has only been realized recently because
they are extremely vulnerable to losses [7, 13, 14].
These states are useful for many quantum information protocols such as
quantum teleportation [15], quantum computation [16], and error correction
[17]. It is thus not surprising that experimental synthesis of Schrödinger cats
has been an object of aspiration for several generations of physicists.
2.1.2 Squeezed states
What is the Wigner function for a squeezed state? From the Wigner formula
(1.16):
Ws(q,p) =
1
2pi h¯
∫ ∞
−∞
〈
q− x2
∣∣∣SˆρhatS†∣∣∣q+ x2〉eipx/ h¯dx
=
1
2pi h¯
∫ ∞
−∞
〈
eζ
(
q− x2
)∣∣∣ρ∣∣∣eζ(q+ x2)〉eipx/ h¯eζdx
(2.7)
substituting the eζx with x′, we get the result
Ws(q,p) = W (eζq, e−ζp). (2.8)
In order to preserve the area in phase space, the Wigner function for a
squeezed state is squeezed in one quadrature direction and stretched accordingly
in the orthogonal one.
For instance, the Wigner function of a squeezed vacuum:
Ws(q,p) =
1
pi h¯
exp
(−e2ζq2
2
)
exp
(−2e2ζp2
h¯2
,
)
(2.9)
3From German: "thought experiment", its used to describe some hypothesis, theory or
principle for the purpose of thinking through its consequences. Given the structure of the
experiment, it may not be possible to perform it, and even if it could be performed, there
need not be an intention to perform it.[12]
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(a) Displaced vacuum with α = −1.5+ i2
(b) Schrödinger Cat for |α = 3〉+ |α = −3〉
Figure 2.2: Pictures of coherent state and a superposition of coherent states,
knwon as Schrödinger Cat
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which also has Gaussian form, however, with unbalanced variances indicating
the effect of quadrature squeezing. As we have been using, given the position
function, the numerical Wigner functions can be found easily. Combining the
displaced vacuum and the squeezed vacuum algorithms, we have made a third
one that can produce the most general Wigner function for Gaussian state,
given the displacement α and the squeezing factor ζ as inputs. The plots of
the functions are available on figure 2.3b. Some of the first reconstructions of
Wigner functions were indeed those of squeezed states [18, 19].
2.1.3 Fock states
The Wigner functions for the Fock states are shown in figure 2.4. Several
common features are immediately apparent between these functions: they
resemble the position representation for |n〉 in having n zero-crossings, the
functions are all radially symmetric, the even n states have a peak at the origin,
while the odd n states have a dip at the origin. The peaks and dips have the
same amplitude.
Though the eq. (1.46), we can generate the ψn(x) and use it as input on the
algorithm of the numerical Wigner function. Note that in this case, we actually
expanding the Hermite polynomials, which routine is already known and can
be efficiently calculated.
Acording to [7], the Wigner function Wn(q,p) of Fock states is
Wn(q,p) =
(−1)n
pi h¯
exp(−q2 − p2)Ln(2q2 + 2p2). (2.10)
2.1.4 Two modes
Mapping the Wigner function for more modes is trickier to visualize and calculate.
For each mode, we add a new pair of parameters (qi, pi), which means, for
a two modes Wigner function, we need to store a multidimensional array
W (q1,p1,q2,p2). Since the calculation happens through a series of integrations,
the algorithm becomes slow and inefficient. For some states, it is not even
feasible using the numerical integration routine.
It is important to emphasize that in order to study entanglement4 on
continuous variable states, one of the first made is a two mode squeezed vacuum
[7]
ψ(q1,q2) = pi−1/2 exp
[
−14e
2ζ(q1 + q2)
2 − 14e
−2ζ(q1 − q2)2
]
, (2.11)
which describes an entangled state (with given mean energy), and it provides
physical realization.
Although the analytical treatment of multimode Gaussian states has been
study already [20], the numerical reconstruction in this case still a challenge.
4I will discuss better about it on the next chapter.
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(a) Squeezed vacuum
(b) Displaced squeezed vacuum
Figure 2.3: Samples of squeezed states. The figure (b) is the most general
Gaussian state on Wigner representation.
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(a) Fock state|1〉 (b) Fock state|2〉
(c) Fock state|3〉 (d) Fock state|4〉
Figure 2.4: Wigner functions of the Fock state from |1〉 to |4〉.
2.2 Tomography protocol
We have seen that Wigner functions are useful to visualize the phase-space
proprieties of quantum states: displays quadrature amplitudes, their fluctuations,
and possible interferences. Now we present a simulated quantum tomography
experiment to illustrate the whole procedure. To simulate the process of
homodyne measure, since it is a Radon transform (1.77) of the Wigner function,
the MATLAB radon routine is sufficient if we treat the Wigner representation
as any other two dimensional image. As a matter of fact, the matrix generated
from the script can be mapped in a gray scale image, as we can an see one
example on figure 2.5a. Since real measures has imperfections, to add some noise,
a random matrix is summed at the result of the Radon transform. To illustrate
it, I used the Schrödinger Cat state for of the figure 2.2b and reconstructed via
iradon with the noise, displayed at figure 2.7.
I have tested for different quantities of measurements, variating the number
of angles θ and the noise of the quadratures measured values, as it is available
on the figures 2.8.
To perform the back-projections algorithm, since it has the same protocol
form images, the iradon function on MATLAB suits an efficient cutoff on
our case. The inverse Radon routine is already known on the fields of image
treatment, for instance on medical tomography5 [21] and pattern recognition
5The mathematics of tomography dates back 1917, with Johann Radon article [10]. It
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(a) Vacuum state as image
in gray scale conversion
(b) The Radon transform, with θ ranging from
0 to 180 in integer steps of size 1.
Figure 2.5: Representation of the vacuum state as image in greyscale and the
correspounding Radon transform.
(a) Cat state as in gray
scale (b) The Radon transform
Figure 2.6: Radon transform of the Wigner function of the Cat state
[22].
2.2.1 Density operator in Fock Basis
Using the relation (1.25), I have create a program to make a list of Fock states on
space representation functions and then, utilizing the same list, build projectors
and their corresponding Wigner functions. Each projector is a 100× 100 matrix,
as the standard of this dissertation. With those tools, one can map the operator
ρ on a truncated matrix on Fock basis, as we can see on figure 2.9. We can
map the Wigner state numerically using summation algorithm, here I used the
MATLAB function for trapezoidal numerical integration trapz, for the best fit.
was latter finaly used in the early 1970’s, given the Nobel prize in 1979 to Cormarck and
Hounsfield "for the development of computer assisted tomography".
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(a) (b)
(c) (d)
Figure 2.7: Radom transforms with differents quantities of angles measured
and the corresponding reconstructed Wigner function. The values range from 0
to 180 degress, with steps of 18 (a) and 6 (d) degress. Note on figure (b), the
reconstruction has noise influence of the back-projection algorithm.
Since I have been mostly testing with coherent states, they are used to
archive the best truncation for the density matrix. Expanding the coherent
states as infinite sum of Fock states, as we see on (1.50), I decided that for
α/n! must be sufficiently small, around 10−8. We tested the efficient of the
algorithms on ranges from 10, 20, 31 Fock state basis, with the last one taking
around 8h to complete the projectors generation. Of course, the bigger is the
basis used, better is the fit, but to produce it takes long time, to be more
specific, n2, since we need to combine all the |n〉〈m| to correctly project the
state.
Quantum state reconstruction can never be perfect, due to statistical and sys-
tematic uncertainties in the estimation of the measured statistical distributions.
In both discrete and continuous variable domains, inverse linear transformation
methods work well only when these uncertainties are negligible, i.e., in the limit
of a very large number of data and very precise measurements.
2.2.2 Reconstructed States and Post-Processing
As we can see, given the nature of the Wigner functions, the reconstruction
does not lead necessarily to a state. It could be the lack of resolution, not
sufficient measurements and also the result of noise. It is necessary to do a data
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(a) (b)
(c) (d)
Figure 2.8: Reconstructed Wigner function for the Cat state with noise
post-processing to correctly estimate the state. The most popular way is to
use Maximum Likelihood (MaxLik) [23, 24]. The basic idea of the method is to
ask: “what is the physically allowed state that most likely would have produced
the observed distribution of quadratures”? This approach guarantees that the
reconstructed state will be physically meaningful. The iterations will approach
the global likelihood maximum. However, the coast for this kind of reconstruct
is high, since it works as a global optimization of the state. We would like to
try something different. One can suppose the correct state using the variational
quantum tomography protocol [25]. The original technique was presented for
discrete states. But once we write the state in a truncated Fock basis, it is the
same processing.
So, the best we can do in this case is to use a semidefinite programs (SDPs).
Since we can map our state on a good basis, for instance, the Fock basis, it give
us the key to write a more reliable state. The SDPs are convex optimization
problems which can be written as the minimization of a linear objective function,
subject to semidefinite constraints in the form of linear matrix inequalities [26].
From the definition by John Waltrus on his 2011 lecture [27]:
Definition 2.2.1. A semidifinite program is a triple (Φ,A,B), where
1 Φ ∈ T (X ,Y) is a Hermiticity-preserving linear map, and
2 A ∈ Herm(X ) and B ∈ Herm(Y) are Hermitian operators,
for some choice of complex Euclidian spaces X and Y.
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(a) Density matrix expressed in the Fock state basis
(b) Diagonal elements
Figure 2.9: Cat State matrix elements, 〈m|ρ|n〉. Note that only when both
m and n are even is the matrix element non-zero, because of the destructive
interference between the odd Fock components of the two coherent states making
up the Schrödinger cat.
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(a)
(b) The presence of negative elements in the density matrix ρ diagonal
Figure 2.10: Cat State reconstructed with noise density matrix expressed in
the Fock state basis. Note the presence of negative elements in the diagonal of
the matrix.
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We associate with the triple (Φ,A,B) two optimization problems, called the
primal and dual problems, as follow:
Primal Problem Dual Problem
maximize: 〈A,X〉 minimize: 〈B,Y 〉
subject to: Φ(X) = B subject to: Φ∗(Y ) ≥ A
X ∈ Pos(X ) Y ∈ Herm(Y)
Solving the dual problem, gives a lower bound on the primal problem.
It is often the case that these values coincide — in which case, the SDP
have the so-called strong duality property. Semidefinite programs have also
another appealing feature: efficient algorithms are available for solving SPDs
in polynomial time with arbitrary accuracy [28]. Than, given experimental
reconstructed density matrix ρexp, the data (post-)processing can estimate
efficiently the physical state. This can be done by means of the following very
simple SDP:
min
ρ
∑
q,θ
|Tr(ρ|qθ 〉〈qθ|)− pr(q,θ)|
s.t. ρ  0 ;
Tr(ρ) = 1 ;
(2.12)
Note that we cannot use the SDP directly on the Wigner function, since the
constrains would be far more difficult. The fact that the positive semidefinite
state operator already has a series of constrains to be a actual quantum state,
it bounds our problems.
46
CHAPTER 3
Aftermath: The Stories
That Numbers Tell Us
"To be honest is hard."
— Thiago Maciel
3.1 Reconstructed state
The Wigner function provide us with visual interpretation and statistic distri-
bution of the state, but to confine the analysis on it would left us with the
intrinsically error of measurement process plus the back-projection protocol.
Furthermore, for more modes, the interesting visual features get lost and the
error increases very fast.
Besides having infinite dimension, in this thesis, for a low photons state, our
numerical investigations showed that a basis around 20 Fock states is enough to
describe it in a accurate resolution. Using the Fock basis is a way to discretized
an infinite basis state and avoids the complications of a position or momentum
function.
We have gave preference on SDP estimation over the MaxLike because
it is straightforward to implement and offers improvements over the inverse-
linear-transform techniques such as inverse Radon. While maximum-likelihood
wants to combine with maximum-entropy and Bayesian methods to improve
the reconstruction [29], the SDP works with convexity: bounded problems and
if the problem is feasible or not given a constrain. I think it is way simpler to
write as an algorithm. I believe for a multi-mode state would be the fastest
answer to correctly estimate the density matrix and, theoretically, it is also
possible to correct for the detector inefficiencies [30].
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3.2 The Entanglement Resource
Along the features of the density matrix, which tell us about the preparation
of the state and probabilities, more information could be extracted on it. For
instance, for a multipartite state, the cornerstone of quantum mechanics, the
entanglement. As stated by one of the founding fathers of quantum mechanics,
Erwin Schrödinger on his paper from 1936 [31]:
“I would not call (quantum entanglement) one but rather the charac-
teristic trait of quantum mechanics, the one that enforces its entire
departure from classical lines of thought.”
But what is entanglement? What make it so special? Let us starting by
definite it, since its extension to a multipartite scenario is simple, but with
cumbersome notation, we will just present the definition for the bipartite case.
Let HA and HB be a Hilbert spaces. Then we have:
Definition 3.2.1 (Quantum Entanglement [32]). A quantum state ρAB : HA⊗
HB → HA ⊗HB is separable if it can be written in the form
ρAB =
∑
λ
pi(λ)ρλA ⊗ ρλB (3.1)
for some distribution pi : Λ→ [0,1] and quantum states ρλA : HA → HA, ρλB :
HB → HB.
Quantum state that are not separable are entangled.
In other words, a general quantum state of a two-party system is separable
if its total density operator is a mixture, a convex sum of product states.
In quantum information theory, entanglement is understood as a resource
that can be used for protocols like, superdense coding [33, 34, 35], quantum
teleportation [36, 37], quantum cryptography [38, 39], and possibly related to
the exponential speed-up of quantum computation [40].
The definition 3.2.1 is very easy but not practical. Decomposing the states
into tensor products, as we can see at Eq. (3.1), in order to show that a state
is separable, is a very difficult and potentially lengthy task especially for high
dimensional systems [4].
Although, we can analyse the separability in a different and more efficient
way using the theory of positive but not completely positive maps. For instance,
considering the transposition applications, it maps a positive operator into a
positive operator as well. And for a separable state, it is also valid for applying
it to single subsystem, let us say subsystem B, once we get:
ρTB =
∑
i
pi
(
ρAi ⊗ (ρBi )T
)
, (3.2)
which is again a valid state. This operation is called partial transposition.
However, when we apply it to an inseparable state, then there is no certification
that the result is again a positive operator, which means a physical state [4].
This is one of the entanglement criterion to be explored, the Peres-Horodecki
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criterion of positivity under partial transpose [41, 42]1. It says that if ρTB has
negative eigenvalues, than ρ is entangled. Although this criterion is capable
of characterize a huge number of entangled states, it is only necessary for
separability. It means that if it is PPT, we are not sure if is entangled or not,
since the state can still be entangled, as the case of bound entanglement [43].
Despite important milestones in quantum information theory have been
derived and expressed in terms of qubits or discrete variables, the notion of
quantum entanglement itself came to light in a continuous-variable setting. For
example, the two-mode squeezed state provides the physical realization [44] of
Einsten-Podolsky-Rosen state [45] and is used as the prototype of a continuous
variable for many quantum information protocols [14].
Let us discuss a little bit about entanglement on Gaussian States, that are
already explored and used for many protocols.
3.2.1 Entanglement on Gaussian States
Many separability criteria has been proposal on last years, including for continu-
ous variable systems [46]. For Gaussian states, it can be formulate understanding
how partial transpositions acts on the level of covariance matrices. Which leads
for the following result:
Theorem 3.2.2 (Werner, 2001). [47] Be γ the covariance matrix of separable
Gaussian state. Then, the are covariance matrices γA and γB so that
γ ≤
(
γA 0
0 γB
)
. (3.3)
Conversely, if this condition is satisfied, the Gaussian state with covariance γ
is separable.
Generalization of this result for many parts systems can be found in [48].
The importance of the theorem 3.2.2 is that it constitute a SDP, which leaves us
with an numerical operational method for characterization of m-entanglement
on many parts Gaussian states2. Another operational criterion for entanglement
on two parts system is based in a certain non linear map application on the
covariance matrix was introduced in [49].
There is a relatively simple manner to realize partial transposition in Gaus-
sian States. One needs simply to revert the canonical variable moments be-
longing to the first part, while that positions and the other moments are left
intact. In terms of the covariance matrix γ, that means to multiply γαβ by
−1 whenever α or β correspond to the first part moments. Using the theorem
3.2.2, it is shown on [47] that, for Gaussian states where one mode belongs to
one part and N modes belongs to the other, the non positivity of the partial
transposition is a necessary and sufficient for the entanglement existence.
1This criterion was introduced by Peres [41] and shown to be necessary and sufficient for
two qubits systems and for one quibit and one qutrit by the family Horodecki [42].
2The generalization of the theorem 3.2.2 for may parts systems and m-entanglement is
also a SDP
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3.3 Outlooks and Conclusion
Quantum physics of light has been developing along two parallel avenues:
“discrete-variable” and “continuous-variable” quantum optics. The continuous-
variable community dealt primarily with the wave aspect of the electromagnetic
field, studying quantum field noise, squeezing and quadratures measuring.
Homodyne detection was the primary tool for field characterization. The
discrete-variable side of quantum optics concentrated on the particle aspect of
light: single photons, dual-rail qubits, and polarization measuring.
The division of quantum optics is thus caused not by fundamental but by
pragmatic reasons. The difference between these two domains boils down to
the choice of the basis in which states of an optical oscillator are represented:
either quadrature (position or momentum) or energy eigenstates.
Novel results in the discrete-variable domain, such as demonstration of en-
tanglement, quantum tomography, quantum teleportation, etc., were frequently
followed by their continuous-variable analogs and vice versa.
While measuring superoperators associated with a certain quantum process
has been investigated theoretically [50] and experimentally [51] for discrete
variables for quite some time, the progress in the continuous-variable domain are
still slow paced. This seems to be an important open problem, whose solution
holds a promise to provide much more complete data on the quantum processes
than current methods. Another open problem on continuous variable systems
is about how to build an entanglement witness.
In our numerical investigation, we saw that back-projection algorithms
presents a series of problems on the cost and the error associated with the cutoff
choice. As you increase the number of modes, the cutoff frequencies interferes
with each other. Moreover, there is also the measurement errors, which also
are include in a real state tomography. I believe that a good improvement
for reconstruction techniques would be in fact using the data post-processing.
Maximum likelihood is the most popular way to do it, however, not the last
word in quantum state tomography algorithms. The MaxLike approach can
have an enormous cost since it is a global optimization.
A new possibility is to explore the variational quantum tomography (VQT)
protocol [25] on continuous variable state, which is already been used for
reconstruction unknown quantum states out of incomplete and noisy information
discrete low dimensional states 3. Since cutoff means also you need to discretized
the algorithm, reconstructing using a Fock state basis is not a silly choice, but
powerful, since we now deal with error of measurement. The SDP algorithms are
proven to be efficient. We can write many modes states with no complication
using Fock basis. We can match the useful to the pleasant.
It is also interesting if with think also think about quantum process tomo-
graphy, i.e., to use a topographically approach and to find out how the process
can be described, using a known quantum states to probe a quantum process.
Another feature to investigate is the entanglement detection, i.e., to build an
3The method is a linear convex optimization problem, therefore with a unique minimum,
which can be efficiently solved with semidefinite programs.
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efficient entanglement witness. I believe that using the VQT protocol associated
with the knowledge gathered thought this dissertation, maybe we can archive it.
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