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Abstract
Let (M, g) be a complete Riemannian manifold with nonpositive scalar curvature,
let Ω ⊂M be a suitable domain, and let λ(Ω) be the first Dirichlet eigenvalue of the
Laplace-Beltrami operator on Ω. We prove several bounds for the rate of decrease of
λ(Ω) as Ω increases, and a result comparing the rate of decrease of λ before and after
a conformal diffeomorphism. Along the way, we prove a reverse-Ho¨lder inequality
for the first eigenfunction, which generalizes results of Chiti to the manifold setting
and maybe be of independent interest.
1 Introduction
Let (M,g) be a complete Riemannian manifold, and let Ω ⊂ M be a domain with Ω¯
compact and ∂Ω ∈ C∞. The first Dirichlet eigenvalue of the Laplace-Beltrami operator
on Ω is a natural and important object. It controls the slowest rate of heat dissipation
from Ω, the largest value of the expected exit time of a Brownian particle from Ω, and the
fundamental frequency of vibration of Ω (when considered as a vibrating membrane with
stationary boundary). Many results have linked the first eigenvalue and its associated
eigenfunction to the geometry of Ω, and also to that of the ambient space (M,g).
The first Dirichlet eigenvalue λ(Ω) of the Laplace-Beltrami ∆g operator on Ω is
λ(Ω) = inf
{∫
Ω |∇u|
2dm∫
Ω u
2 dm
: u ∈W 1,20 (Ω)
}
,
where dm represents the volume element on M . This infimum is realized by a nontrivial
function φ, which satisfies
∆gφ+ λφ = 0, φ|∂Ω = 0, φ > 0 inside Ω.
If Ω¯ is compact then λ is a positive, simple eigenvalue. In the case that (M,g) is Euclidean
space, a fundamental result is the Faber-Krahn inequality:
λ(Ω) ≥ λ(B1)
(
ωn
|Ω|0
)2/n
,
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and equality can only occur if Ω is a round ball. Here ωn is the volume of the unit
ball in Rn and |Ω|0 is the volume of Ω. Similar inequalities hold if the ambient space
is hyperbolic space, or the ambient space is a sphere and Ω is convex. One can find an
excellent introduction to all this and more in Chapter 1 of [5]
Our main goal is to explore the rate of change of λ(Ωt), where Ωt is an evolving family
of domains. More precisely, we let ζ(t, p) be a one-parameter family of diffeomorphisms,
and let Ωt = ζ(t,Ω). Suppose that
〈
η, ∂ζ∂t
〉
> 0, where η is the outward unit normal of
Ωt. Then Ωs ⊂ Ωt for s < t, so domain monotonicty implies λ is a decreasing function of
t, and we would like to estimate its rate of decrease.
The isoperimetric inequality is a key tool we use, so we will need some standing
hypotheses on the ambient space (M,g) and the domain Ω. We always assume one of
the following holds:
• either (M,g) is compact, and Sg ≤ −n(n − 1)κ
2 for some fixed κ ∈ R, and |Ω|g is
sufficiently small,
• or (M,g) is complete, and Sg ≤ −n(n − 1)κ
2 for some fixed κ ∈ R, and Ω is
contained in a small geodesic ball Br, whose radius might depend on its center,
• or dim(M) = 2 and Sg ≤ 0 is nonpositive.
Here Sg is the scalar curvature of the metric g. One should be able to prove results similar
to ours in the presence of a weaker scalar curvature bound, such as Sg ≤ n(n − 1)κ
2,
using straight-forward adaptations of our proofs below.
Three examples of what we are able to prove are the following theorems.
Theorem 1. Let (M,g) be a complete Riemannian manifold, and let Ω ⊂M be a domain
with Ω¯ compact and ∂Ω ∈ C∞. Suppose that ∂Ω evolves with velocity vector η, the unit
length outward normal to Ω, and let λ(t) = λ(Ωt). If dim(M) = 2 and (M,g) has
nonpositive Gauss curvature then
d
dt
log(λ) ≤ −
4π
|∂Ω|g
.
If dim(M) = n ≥ 3, and (M,g) has nonpositive scalar curvature and Ω is sufficiently
small (see Section 2.2 below) then
d
dt
(
λ
n−2
2
)
≤ −
(
n− 2
2
)
K
|∂Ω|g
,
where K is a constant depending only on n. Equality in either case can only occur if Ω
is isometric to a round ball in the appropriate dimensional Euclidean space.
Theorem 2. Let the hypotheses of Theorem 1 hold, with n = dim(M) = 2, and suppose
additionally that Ω is strictly convex. Let ∂Ω evolve with velocity kgη, where kg is the
geodesic curvature of ∂Ω. Then
d
dt
log(λ) ≤ −
4π∫
∂Ω k
−1
g dσ
.
Equality can only occur if Ω is isometric to a round disk in the Euclidean plane.
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Theorem 3. Let the hypotheses of Theorem 1 hold, with n = dim(M) ≥ 3, and suppose
additionally that Ω is strictly mean convex. Let ∂Ω evolve with velocity Hη, where H is
the mean curvature of ∂Ω. Then
d
dt
(
λ
n−2
2
)
≤ −
(
n− 2
2
)
K∫
∂ΩH
−1dσ
,
where K is a constant depending only on n = dim(M). Equality can only occur if (M,g)
is Euclidean space and Ω is a round ball.
All three of these theorems are special cases of Theorem 11 below. Additionally, one
can state similar results for other geometric flows, such as flow by Gauss curvature or the
Willmore flow, under appropriate geometric hypotheses, as corollaries of Theorem 11.
Our secondary goal is a general Schwarz Lemma for the first eigenvalue. To make sense
of this statement, one should think of the Schwarz Lemma geometrically, as interpreted
by Pick and Ahlfors: if D is the unit disk in the complex plane C, then any holomorphic
mapping F : D → D is a contraction in the Poincare´ metric. More recently, Burckel,
Marshall, Minda, Poggi-Corradini, and Ransford [3] proves a variety of results in the
spirit of the Schwarz Lemma for other geometric quantities, such as diameter, logarithmic
capacity, and area. Bringing the eigenvalue into the picture, Laugesen and Morpurgo [17]
prove the following result as a special case of a more general theorem: if F : D → C be
conformal, then the function
r 7→
λ(F (rD))
λ(rD)
is a strictly decreasing function, unless F is linear (in which case it is constant). Geo-
metrically, the Laugesen-Morpurgo result states that λ(F (rD)) decreases more rapidly
than λ(rD), as r increases.
At first glance, all these variations on the Schwarz Lemma seem unique to the complex
plane. However, this is not the case, and one can find several versions of the classical
Schwarz Lemma in higher dimensions. For instance, Yau [21] proved a version of the
Schwarz Lemma for holomorphic mappings between Hermitian manifolds, and later Chen,
Cheng, and Look [6] proved a different version of Yau’s result. Motivated by these papers,
we prove a version of the Schwarz Lemma for the first eigenvalue under a conformal
diffeomorphism in Theorem 12 below.
The rest of the paper is organized as follows. In Section 2 we collect some useful facts
from Riemannian geometry. In Section 3 we prove some rearrangement and reverse-
Ho¨lder theorems, which may be of independent interest, and finally we prove Theorems
11 and 12 in Section 4.
Acknowledgements: We first learned of higher-dimensional versions of the Schwarz
Lemma from Daniel J. F. Fox. We’d like to thank him for the references [21] and [6].
Much of this research was completed while J. R. visited University College Cork. He
thanks UCC for its hospitality. J. R. is partially supported by the National Research
Foundation of South Africa.
2 Geometric preliminaries
In this section we collect some useful results from Riemannian geometry.
3
2.1 Model spaces
One can find most of the material below in textbooks such as [4], or in the survey article
[15].
We begin with some basic formulas regarding our model space (Mκ, gκ), the complete,
simply connected space with constant sectional curvature −κ2. First observe that, by the
Cartan-Hadamard theorem,M is diffeomorphic to Rn, so we use global polar coordinates.
In these coordinates, the metric has the form
gκ = dr
2 +
1
κ2
sinh2(κr)dθ2, (2.1)
where dθ2 is the round metric on the unit sphere. Using the expansion
sinh(κr)
κ
= r +
1
3!
κ2r3 +
1
5!
κ4r5 + · · · ,
we (formally) recover the Euclidean metric in polar coordinates as κ→ 0+:
g0 = dr
2 + r2dθ2 = lim
κ→0
[
dr2 +
1
κ2
sinh2(κr)dθ2
]
.
It is also convenient to observe that κ−1 sinh(κr) > r for all κ > 0; geometrically, this says
geodesics spread apart more rapidly (in fact, exponentially more rapidly) in hyperbolic
space than in Euclidean space. From (2.1) we see that
|∂Br|κ = nωnκ
1−n(sinh(κr))n−1 (2.2)
and
|Br|κ = nωnκ
1−n
∫ r
0
(sinh(κt))n−1dt = vκ(r), (2.3)
whereBr is a geodesic ball of radius r, and ωn is the volume of an n-dimensional Euclidean
unit ball. Later, it will be convenient to invert the model volume function vκ(r), and
write its inverse as rκ(v), which we call the volume radius. Again, we can recover the
familiar Euclidean formulae by taking a limit as κ→ 0:
|∂Br|0 = nωnr
n−1, |Br|0 = ωnr
n = v0(r), r0(v) =
(
v
ωn
)1/n
.
The first eigenfunction ψκ of a geodesic ball in the model space (Mκ, gκ) is radial,
and so it satisfies
− λψκ = ∆κψκ = (sinh(κr))
1−n((sinh(κr))n−1ψ′κ)
′, (2.4)
where we use ′ to denote differentiation with respect to r. (Where it can be understood
from context, we suppress the subscript κ.) If we change variables to volume and write
ψ∗(v) = ψ(rκ(v)) this equation becomes
−λψ∗(v) = n2ω2nκ
2−2n d
dv
(
sinh2n−2(κrκ(v))
dψ∗
dv
)
,
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which we can integrate once to obtain
− (ψ∗)′(v) = n−2ω−2n λ
[
sinh(κrκ(v))
κ
]2−2n ∫ v
0
ψ∗(t)dt. (2.5)
As before, we take a limit as κ → 0 to recover the Euclidean analogs of (2.4) and
(2.5), which are (respectively)
−λψ0 = ∆0ψ0 = r
1−n(rn−1ψ′0)
′
and
− (ψ∗0)
′(v) = n−2ω−2/nn λv
−2+2/n
∫ v
0
ψ∗0(t)dt. (2.6)
2.2 Isoperimetric inequalities
In this section we recall some isoperimetric inequalities for general Riemannian manifolds.
Throughout this section, we take (M,g) to be a complete Riemannian manifold, and we
usually place a bound on its curvature. We also let Ω ⊂ M be a domain with ∂Ω ∈ C∞
(though this much regularity is rarely necessary), and with Ω¯ compact. A theorem of
Beckenbach and Rado´ [1] states that if (M,g) is a complete surface with nonpositive
Gauss curvature then
|∂Ω|2g ≥ 4π|Ω|g,
and equality can only occur if (M,g) is the Euclidean plane and Ω is a round disk.
The next major break-through is a theorem is due to Croke [9], which states that if
Sect(g) ≤ 0 then
|∂Ω|g ≥ c1(n)|Ω|
n−1
n
g ,
where c1(n) is an explicit constant and Sect(g) is the sectional curvature of (M,g). This
inequality is only an equality when n = 4 and Ω is a round ball in Euclidean space.
The next result we quote is due to Kleiner [16], and states that if dim(M) = 3 and
Sect(g) ≤ −κ2 ≤ 0 then |∂Ω|g ≥ |∂Br|κ, where Br is a geodesic ball in the model space
(Mκ, gκ), with |Ω|g = |Br|κ. One only has equality in Kleiner’s result if Ω is a model
geodesic ball. It is worth remarking that Kleiner’s proof relies on the Gauss-Bonnet
formula, so it can only work in dimension three, while Croke’s proof can only be sharp
in dimension four. To date, these are the only general results one can find with no
restriction on the size of Ω.
More recently, Morgan and Johnson [18] proved a result for compact manifolds (M,g),
so long as |Ω|g is sufficiently small. Their results state that if Sect(g) ≤ −κ
2 and |Ω|g
is sufficiently small then the same inequality |∂Ω|g ≥ |∂Br|κ holds, where again Br
is a geodesic ball in the model space (Mκ, gκ) with |Br|κ = |Ω|g. Later, Druet [10]
strengthened the Morgan-Johnson result to the point that one only needs a bound on
the scalar curvature Sg of g, of the form Sg ≤ −n(n − 1)κ
2. He also shows that these
results hold when (M,g) is complete and Ω is contained in a small geodesic ball (whose
radius might depend on position). Again, one can only have equality in either of these
theorems if Ω is a geodesic ball in the model space. We can use our notation from the
previous section to write these inequalities as
Ω sufficiently small ⇒ |∂Ω|g ≥ nωnκ
1−n(sinh(κrκ(v)))
n−1, (2.7)
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where rκ(v) is the volume radius function, which inverts (2.3). Again, we can contrast
this with the Euclidean case, which states that |∂Ω|0 ≥ nω
1/n
n |Ω|
n−1
n = nωn(r0(v))
n−1.
Using these later forms of the isoperimetric inequality for small volumes, Druet [11]
and Fall [12] proved a Faber-Krahn theorem, and in fact obtained stability estimates.
More precisely, they showed that if Sect(g) ≤ −κ2 and |Ω|g is small, then λ(Ω) ≥ λ(Br),
where Br is the geodesic ball in the model space as before. Moreover, they estimate the
difference λ(Ω)− λ(Br), again when |Ω|g is small.
3 Rearrangements and reverse-Ho¨lder inequalities
In this section we discuss a rearrangement of the first eigenfunction φ of Ω, and use it
to prove an integro-differential inequality similar to that of Talenti [20]. Next, we obtain
inequalities which generalize the results of Chiti [7, 8] to the Riemannian setting. As
outlined in our introduction, our standing hypotheses will be that (2.7) holds. While the
precise statements below have not yet appeared in the literature (to our knowledge), we
suspect that much of this section is, in the words of A. Treibergs, “well-known to those
who know it well.”
Recall that the first eigenfunction φ satisfies
λ(Ω) =
∫
Ω |∇φ|
2 dm∫
Ω φ
2 dm
= inf
{∫
Ω |∇u|
2 dm∫
Ω u
2 dm
: u ∈W 1,20 (Ω)
}
, (3.1)
or, alternatively,
∆gφ+ λ(Ω)φ = 0, φ|∂Ω = 0, φ > 0 inside Ω. (3.2)
Let m = supΩ φ, and for 0 ≤ t ≤ m define
Dt = {φ > t}, µ(t) = |Dt|g. (3.3)
By the co-area formula, we have
µ(t) =
∫ m
t
∫
∂Dτ
dσ
|∇φ|
dτ, so that µ′(t) = −
∫
∂Dt
dσ
|∇φ|
< 0. (3.4)
Here dσ is the (n− 1)-dimensional volume element induced on ∂Dt by its inclusion in Ω.
Therefore, µ is monotone, and so it has an inverse function we call φ∗(v), defined by
φ∗(v) = inf{t ∈ [0,m] : µ(t) < v}.
While the following is an easy adaptation of equation (34) of [20], we include its proof
for the reader’s convenience.
Lemma 4. Let Ω ⊂ (M,g) be a domain with compact closure, smooth boundary, and
sufficiently small that (2.7) holds. Then the function φ∗ satisfies
− (φ∗)′(v) ≤ n−2ω−2n λ(Ω)
[
sinh(κrκ(v))
κ
]2−2n ∫ v
0
φ∗(t)dt. (3.5)
Moreover, equality can only occur if Ω is isometric to a geodesic ball in the model space
(Mκ, gκ).
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Proof. Let λ = λ(Ω). First observe
λ
∫
Dt
φdm = −
∫
Dt
∆gφdm = −
∫
∂Dt
∂φ
∂η
dσ =
∫
∂Dt
|∇φ|dσ,
where we have used the divergence theorem and the fact that φ is constant on ∂Dt. Next
we use Cauchy-Schwarz to see that
|∂Dt|g ≤
[∫
∂Dt
|∇φ|dσ
∫
∂Dt
dσ
|∇φ|
]1/2
=
[
−λµ′(t)
∫
Dt
φdm
]1/2
.
Squaring the above inequality and using (2.7) will yield
− λµ′(t)
∫
Dt
φdm ≥ |∂Dt|
2
g ≥ |∂Br|
2
κ = n
2ω2nκ
2−2n(sinh(κrκ(v)))
2n−2. (3.6)
Finally we change variables to v = µ(t), and use the fact that µ′(t) = 1(φ∗)′(v) . This
transforms (3.6) into
−(φ∗)′(v) ≤ n−2ω−2n κ
2n−2λ(sinh(κrκ(v)))
2−2n
∫ v
0
φ∗(t)dt,
as claimed.
It is vital that (3.5) and (2.5) have essentially the same right hand side.
We also record Talenti’s original equality for the eigenfunction, which is
− (φ∗)′(v) ≤ n−2ω−2/nn v
−2+2/n
∫ v
0
φ∗(t)dt. (3.7)
This inequality holds when Ω ⊂ (M,g) is a domain with compact closure and smooth
boundary, with sufficiently small volume, and Sg ≤ 0. To see (3.7), one can either
evaluate a limit of (3.5) as κ → 0 or use the same proof with the classical form of the
isoperimetric inequality.
We can adapt the arguments of [7, 8] to our Riemannian setting.
Theorem 5. Let (M,g) and Ω be as above, so that (2.7) applies. Let B∗ ⊂ (Mκ, gκ)
be a ball in the model space with the same fundamental frequency as Ω, so that λ(B∗) =
λ(Ω) = λ. Let φ and ψ the the first Dirichlet eigenfunctions of Ω and of B∗ respectively,
normalized so that ‖φ‖L∞(Ω) = ‖ψ‖L∞(B∗). Then φ
∗(v) ≥ ψ∗(v) for 0 ≤ v ≤ |B∗|κ, and
equality can only occur for v > 0 if Ω is isometric to B∗.
Proof. First observe that, by the Faber-Krahn inequality, we have |Ω|g ≥ |B
∗|κ, so that
both functions ψ∗ and φ∗ are well-defined on the interval [0, |B∗|κ]. Moreover, if |Ω|g =
|B∗|κ, then Ω must be isometric to B
∗, and we have nothing to prove. Therefore, we can
take |Ω|g > |B
∗|κ without loss of generality. By our normalization of ψ, we also know
φ∗(0) = ψ∗(0) = m, ψ∗(|B∗|κ) = 0, φ
∗ > 0 on [0, |B∗|κ].
Therefore, there exists k > 1 such that kφ∗(v) > ψ∗(v) for all v ∈ [0, |B∗|κ]. Define
k0 = inf{k > 1 : kφ
∗(v) > ψ∗(v) on [0, |B∗|κ}.
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If k0 = 1 then we’ve completed the proof, and otherwise there exists v0 ∈ (0, |B
∗|κ) such
that k0φ
∗(v0) = ψ
∗(v0). If we let
u∗(v) =
{
k0φ
∗(v) 0 ≤ v ≤ v0
ψ∗(v) v0 < v ≤ |B
∗|κ,
then, by (3.5) and (2.5), we have
− (u∗)′(v) ≤ n−2ω−2/nn λ
[
sinh(κrκ(v))
κ
]2−2n ∫ v
0
u∗(t)dt. (3.8)
Now define a radial test function on B∗ by u(r) = u∗(vκ(r)). We use the chain rule
and
dvκ
dr
= nωn
(
sinh(κr)
κ
)n−1
to see that∫
B∗
|∇u|2dm =
∫ |B∗|κ
0
n2ω2n
[
sinh(κrκ(v))
κ
]2n−2
(−(u∗)′(v))2dv
≤ λ
∫ |B∗|κ
0
(−(u∗)′(v))
∫ v
0
u∗(τ)dτ
= λ
∫ |B∗|κ
0
u∗(τ)
∫ |B∗|κ
τ
(−(u∗)′(v))dvdτ = λ
∫ |B∗|κ
0
(u∗(τ))2dτ
= λ
∫
B∗
u2dm.
However, this is impossible unless u = ψ, which would contradict k0 > 1.
We can integrate the inequality in Theorem 5 to obtain the following (scale-invariant)
corollary.
Corollary 6. Let Ω ⊂ (M,g) be as above, and let B∗ be the geodesic ball in the model
space (Mκ, gκ) with λ(Ω) = λ(B
∗). Let ψ be the first eigenfunction of B∗ and let φ be
the first eigenfunction of Ω. Then for all p > 0 we have
‖φ‖Lp(Ω)
‖φ‖L∞(Ω)
≥
‖ψ‖Lp(B∗)
‖ψ‖L∞(B∗)
.
Equality can only occur if Ω is isometric to B∗.
One can find a version of the following theorem, which reverses the standard Ho¨lder
inequality, in the hyperbolic setting in Section 9 of [2]. Both proofs utilize Chiti’s method
from [8].
Theorem 7. With the same Ω as above and any choice 0 < p < q < ∞, there exists a
positive, finite constant C = C(n, p, q, κ, λ) such that the first eigenfunction φ of Ω, with
eigenvalue λ, satisfies (∫
Ω
φpdm
)q
≥ C
(∫
Ω
φqdm
)p
. (3.9)
Equality can only occur if Ω is isometric to B∗.
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In fact, it will be transparent from the proof that
C =
(∫
B∗ ψ
pdm
)q(∫
B∗ ψ
qdm
)p , (3.10)
where B∗ is the geodesic ball in the model space with λ(B∗) = λ = λ(Ω), and ψ is its
first eigenfunction.
Proof. We use the same approach as in the proof of Theorem 5, but this time normalize
ψ such that ∫
B∗
ψpdm =
∫
Ω
φpdm.
Thus, by Corollary 6 above, ‖ψ‖L∞(B∗) ≥ ‖φ‖L∞(Ω), with equality if and only if Ω is
isometric to B∗. We may therefore assume
ψ∗(0) = ‖ψ‖L∞(B∗) > ‖φ‖L∞(Ω) = φ
∗(0). (3.11)
We also know, as before, that
ψ∗(|B∗|κ) = 0, φ
∗ > 0 on [0, |B∗|κ],
which combined with (3.11) tells us the graphs of φ∗ and ψ∗ must cross, and not just
touch, at least once on the interval [0, |B∗|κ]. Define
v0 = sup{v ∈ (0, |B
∗|κ) : φ
∗(v˜) ≤ ψ∗(v˜) for all v˜ ∈ (0, v)},
so that we have
0 < v0 < |B
∗|κ, ψ
∗ ≥ φ∗ in [0, v0], φ
∗(v0) = ψ
∗(v0).
Additionally, there must exist δ > 0 such that φ∗(v) > ψ∗(v) for v ∈ (v0, v0 + δ).
We claim that actually φ∗ > ψ∗ in the interval (v0, |B
∗|κ]. Indeed, if this were not
the case then there would exist v1 such that
v0 < v1 < |B
∗|κ, ψ
∗(v1) = φ
∗(v1), φ
∗(v) > ψ∗(v) for v0 < v < v1.
This allows us to define a test function for B∗ as
u∗(v) =


ψ∗(v) 0 ≤ v ≤ v0
φ∗(v) v0 ≤ v ≤ v1
ψ∗(v) v1 ≤ v ≤ |B
∗|κ.
As before, our test function satisfies (3.8),
−(u∗)′(v) ≤ n−2ω−2/nn λ
[
sinh(κrκ(v))
κ
]2−2n ∫ v
0
u∗(t)dt,
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and we can define a radial test function u on B∗ by u(r) = u∗(vκ(r)), which in turn
satisfies∫
B∗
|∇u|2dm =
∫ |B∗|κ
0
n2ω2n
[
sinh(κrκ(v))
κ
]2n−2
(−(u∗)′(v))2dv
≤ λ
∫ |B∗|κ
0
(−(u∗)′(v))
∫ v
0
u∗(τ)dτ
= λ
∫ |B∗|κ
0
u∗(τ)
∫ |B∗|κ
τ
(−(u∗)′(v))dvdτ = λ
∫ |B∗|κ
0
(u∗(τ))2dτ
= λ
∫
B∗
u2dm.
As before, this is only possible if u = ψ, which contradicts our assumption ψ∗(0) > φ∗(0).
So far, we have shown there exists v0 ∈ (0, |B
∗|κ) such that ψ
∗ ≥ φ∗ on (0, v0) and
φ∗ > ψ∗ on (v0, |B
∗|κ). We extend ψ
∗ to be zero on the interval [|B∗|κ, |Ω|g], and claim
that
v ∈ [0, |Ω|g]⇒
∫ v
0
(ψ∗(τ))pdτ ≥
∫ v
0
(φ∗(τ))pdτ. (3.12)
To prove this claim, we let
I(v) =
∫ v
0
(ψ∗(τ))pdτ −
∫ v
0
(φ∗(τ))pdτ
and observe
I(0) = I(|Ω|g) = 0, I
′(v) = (ψ∗(v))p − (φ∗(v))p.
Thus I is increasing on the interval [0, v0) and decreasing on the interval (v0, |Ω|g]. It
follows immediately that I(v) > 0 for 0 ≤ v ≤ v0. If we had I(v1) < 0 for some v1 ∈
(v0, |Ω|g) then, because I is decreasing in this interval, we would also have I(|Ω|g) < 0,
which is a contradiction. We conclude (3.12). It follows from an inequality of Hardy,
Littlewood, and Po´lya [14] that for all q > p we have
(∫
Ω
φqdm
)1/q
≤
(∫
B∗
ψqdm
)1/q
=
(∫
B∗ ψ
qdm
)1/q(∫
B∗ ψ
pdm
)1/p ·
(∫
B∗
φpdm
)1/p
,
which we can rearrange to read(∫
Ω φ
pdm
)1/p(∫
Ω φ
qdm
)1/q ≥
(∫
B∗ ψ
pdm
)1/p(∫
B∗ ψ
qdm
)1/q = C˜.
Raising this inequality to the power pq, we then obtain(∫
Ω
φpdm
)q
≥ C˜pq
(∫
Ω
φqdm
)p
.
In the case Sg ≤ 0 we can extract the explicit dependence of the constant C in (3.9)
on the eigenvalue λ. The dependence on the eigenvalue in the hyperbolic case is more
challenging to understand, because the eigenfunctions on geodesic balls do not scale in
curved setting (see, for instance, Section 3 of [2]).
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Corollary 8. Suppose Ω is a domain in (M,g), where Sg ≤ 0, which is sufficiently small
so that (2.7) applies. Let φ be its first eigenfunction, with eigenvalue λ. Then there is a
constant K = K(n, p, q) such that(∫
Ω
φpdm
)q
≥ Kλn(p−q)/2
(∫
Ω
φqdm
)p
. (3.13)
Proof. This time our comparison domains are round balls in Euclidean space, and the
dilation of an eigenfunction on a ball is an eigenfunction on the corresponding dilated
ball. We have, according to (3.10)
C =
(∫
B∗ ψ
pdm
)q(∫
B∗ ψ
qdm
)p .
Denote the Euclidean radius of B∗ by ρ, and change variables to the unit ball by defining
the function ψ˜(r) = ψ(rρ), so that
C = ρn(q−p)
(∫
B1
ψ˜p dm
)q
(∫
B1
ψ˜q dm
)p .
Now, ψ˜ is the first eigenfunction on the unit ball in Euclidean space, and all that remains
is to recall the scaling law for eigenvalues: λ(B∗) = ρ−2λ(B1). Thus we see that
ρ =
(
λ(B∗)
λ(B1)
)−1/2
=
(
λ(Ω)
λ(B1)
)−1/2
,
and so
C = λ−
n
2
(q−p)λ(B1)
n
2
(q−p)
(∫
B1
ψ˜p dm
)q
(∫
B1
ψ˜q dm
)p .
We will later use the case of p = 1 and q = 2, which reads
(∫
Ω
φdm
)2
≥ Kλ−n/2
∫
Ω
φ2 dm. (3.14)
In the case of dim(M) = 2 we recover an inequality of Payne and Rayner [19]:
(∫
Ω
φdm
)2
≥
4π
λ
∫
Ω
φ2 dm. (3.15)
Here we have used the sharp version of the isoperimetric inequality of Beckenbach and
Rado´ [1] for complete surfaces with nonpositive Gauss curvature. It is also important to
notice that in the two-dimensional case we do not place any restriction on the size of Ω.
The reverse Cauchy-Schwarz inequality (3.15) can be rewritten as a geometric isoperi-
metric inequality for the (singular) conformal metric g˜ = |∇φ|2g. We have the following
corollary.
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Corollary 9. Let (M,g) is a surface with nonpositive Gauss curvature, and let Ω be a
domain with Ω¯ compact and ∂Ω ∈ C∞. Place the (singular) conformal metric g˜ = |∇φ|2g
on Ω, where φ is the first Dirichlet eigenfunction of ∆g on Ω. Then, with respect to g˜,
we have
L˜2 ≥ 4πA˜,
and equality can only occur if Ω is isometric to a flat disk.
Proof. We begin with the left hand side of (3.15). We have
(∫
Ω
φdm
)2
=
1
λ2
(∫
Ω
∆φdm
)2
=
1
λ2
(∫
∂Ω
∂φ
∂η
dσ
)2
=
1
λ2
(∫
∂Ω
|∇φ|dσ
)2
=
L˜2
λ2
,
where we have used the PDE satisfied by φ, the divergence theorem, and the fact that φ
is constant on ∂Ω. On the other hand, the right hand side of (3.15) is
4π
λ
∫
Ω
φ2dm =
4π
λ2
∫
Ω
|∇φ|2dm =
4πA˜
λ2
.
The result follows.
4 Monotonicity of the first eigenvalue
In this section we study the evolution of λ as Ω evolves.
A key ingredient is the reverse-Ho¨lder inequality for the first eigenfunction we de-
veloped in Section 3. Another key ingredient is, naturally, the Hadamard variation
fomula for the first eigenvalue. We consider a one-parameter family of diffeomorphisms
ζ(t, p) : (−ǫ, ǫ)×M →M , and let Ωt = ζ(t,Ω). The family of mappings ζ is the flow of
the time-dependent vector field χ, where
∂ζ
∂t
(t, p) = χ(t, p). (4.1)
In this way, if Ω = Ω0 satisfies our standing hypotheses, then so will Ωt for t sufficiently
small.
We let λ(t) = λ(Ωt), and use a dot to denote differentiation with respect to t. A
classical theorem of Hadamard [13] states that
λ˙(0) = −
∫
∂Ω
〈χ, η〉
(
∂φ
∂η
)2
dσ, (4.2)
where φ is the first eigenfunction of Ω, normalized so that
∫
Ω φ
2dm = 1. We include the
proof for the reader’s convenience.
Proof. First we compute the time derivative of the boundary terms of the normalized
first eigenfunction φ. Taking a derivative of the condition
φ
(
t, ζ(t, p)
)
= 0, p ∈ ∂Ω
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with respect to t and using (4.1), we obtain
φ˙
(
t, ζ(t, p)
)
+
〈
∇φ
(
t, ζ(t, p)
)
, χ(p)
〉
= 0.
Here and later, the gradient refers only to the spatial derivative. Set t = 0 and use the
fact that φ is constant along ∂Ωt to obtain
φ˙(0, p) = −
〈
∇φ(0, p), χ(p)
〉
= −
〈 ∂φ
∂η
∣∣∣∣
(0,p)
η(p), χ(p)
〉
, p ∈ ∂Ω. (4.3)
Next we take the derivative of the eigenfunction equation
∆φ
(
t, ζ(t, p)
)
+ λ(t)φ
(
t, ζ(t, p)
)
= 0 (4.4)
with respect to t, leading to
0 = ∆
[
φ˙+ 〈∇φ, χ〉
]
+ λ(t)
[
φ˙+ 〈∇φ, χ〉
]
+ λ˙(t)φ
= ∆φ˙+ 〈∇∆φ, χ〉+ λ(t)φ˙+ λ(t)〈∇φ, χ〉 + λ˙(t)φ
= ∆φ˙+ λ(t)φt + λ˙(t)φ.
Setting t = 0 and rearranging yields
∆ φ˙
∣∣∣
t=0
+ λ(0) φ˙
∣∣∣
t=0
= −λ˙(0)φ
∣∣
t=0
in Ω. (4.5)
We multiply (4.4), with t = 0, by φ˙
∣∣
t=0
and multiply (4.5) by φ, subtract and obtain
λ˙(0)φ2(0, p) = φ˙(0, p)∆φ(0, p) − φ(0, p)∆φ˙(0, p), p ∈ Ω. (4.6)
Integrate (4.6) over Ω and use the fact that
∫
Ωt
φ2dm = 1 to obtain
λ˙(0) =
∫
Ω
φ˙∆φ− φ∆φ˙dm
=
∫
∂Ω
φ˙
∂φ
∂η
dσ −
∫
Ω
〈
∇φ,∇φ˙
〉
dσ +
∫
Ω
〈
∇φ,∇φ˙
〉
dσ −
∫
∂Ω
φ
∂φ˙
∂η
dσ
=
∫
∂Ω
φ˙
∂φ
∂η
dσ
= −
∫
∂Ω
∂φ
∂η
〈∇φ, χ〉dσ
= −
∫
∂Ω
〈χ, η〉
(
∂φ
∂η
)2
dσ,
which is equation (4.2) as claimed. In the second equality above we integrated by parts,
in the next to last we used (4.3), and at the last step we used the fact that φ is constant
on ∂Ω (and hence ∇φ = ∂φ∂η η there).
We will need to transform (3.14) and (3.15) for our use later in bounding λ˙.
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Lemma 10. Let (M,g) be a complete Riemannian manifold with nonpositive scalar cur-
vature, and let Ω be a sufficiently small domain in M with Ω¯ compact and ∂Ω ∈ C∞, so
that (2.7) applies. Let φ be the first Dirichlet eigenvalue of ∆g on Ω, normalized so that∫
Ω φ
2dm = 1. Then
Kλ2−
n
2 ≤
(∫
∂Ω
∂φ
∂η
dσ
)2
, (4.7)
where K is the same constant, depending only on n, in (3.14). In dimension two, this
inequality reads
4πλ ≤
(∫
∂Ω
∂φ
∂η
dσ
)2
. (4.8)
Equality can only occur if Ω is isometric to a flat ball in the appropriate dimensional
Euclidean space.
Proof. By our normalization we have
Kλ−n/2 = Kλ−n/2
∫
Ω
φ2dm ≤
(∫
Ω
φdm
)2
=
1
λ2
(∫
Ω
∆φdm
)2
=
1
λ2
(∫
∂Ω
∂φ
∂η
dσ
)2
.
The result follows.
Recall that we have set Ωt = ζ(t,Ω), where ζ is a one-parameter family of diffeomor-
phisms on M . We let λ(t) = λ(Ωt), and we are assuming all the hypotheses relevant to
(2.7) hold.
Theorem 11. Let ∂Ω move with velocity ewη, where η is the unit outward normal of ∂Ω
and w is a bounded and continuous function. If n = dim(M) ≥ 3 then
d
dt
[
λ
n−2
2
]
≤ −
(
n− 2
2
)
K∫
∂Ω e
−wdσ
, (4.9)
where K is the same constant in (3.14), which depends only on n. If dim(M) = 2 then
d
dt
log(λ) ≤ −
4π∫
∂Ω e
−wdσ
. (4.10)
In either case, equality can only occur if Ω is isometric to a round ball in the appropriate
dimensional Euclidean space.
Proof. By Cauchy-Schwarz,
−
∫
∂Ω
∂φ
∂η
dσ =
∫
∂Ω
(
e−w/2
)(
ew/2
∣∣∣∣∂φ∂η
∣∣∣∣
)
dσ ≤
(∫
∂Ω
e−wdσ
)1/2(∫
∂Ω
ew
(
∂φ
∂η
)2
dσ
)1/2
,
so that ∫
∂Ω
ew
(
∂φ
∂η
)2
dσ ≥
1∫
∂Ω e
−wdσ
(∫
∂Ω
∂φ
∂η
dσ
)2
. (4.11)
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We first prove (4.9). Using (4.2), (4.11), and (4.7), we see
−λ˙ =
∫
∂Ω
ew
(
∂φ
∂η
)2
dσ
≥
1∫
∂Ω e
−wdσ
(∫
∂Ω
∂φ
∂η
dσ
)2
≥
Kλ2−
n
2∫
∂Ω e
−wdσ
,
which we can rearrange to read
−
d
dt
[
2
n− 2
λ
n−2
2
]
= −λ
n
2
−2λ˙ ≥
K∫
∂Ω e
−wdσ
.
The proof of (4.10) is very similar. This time we replace (4.7) with (4.8) to obtain
−λ˙ =
∫
∂Ω
ew
(
∂φ
∂η
)2
≥
1∫
∂Ω e
−wdσ
(∫
∂Ω
∂φ
∂η
dσ
)2
≥
4πλ∫
∂Ω e
−wdσ
,
which we can rearrange to read
−
d
dt
log λ = −
λ˙
λ
≥
4π∫
∂Ω e
−wdσ
.
Now Theorem 1 follows by taking w = 0, Theorem 2 follows by taking w = log kg,
and Theorem 3 follows by taking w = logH.
Finally, we apply our technique to the case that Ω is the conformal image of a Eu-
clidean ball. We let (M,g) be a complete Riemannian manifold of dimension n with
Sg ≤ 0 and let F : R
n → M be a conformal mapping. Let Bt be the ball of radius t in
R
n, and let Ωt = F (Bt). Letting λ(t) = λ(Bt) and λ˜(t) = λ(F (Bt)), we wish to compare
λ(t) to λ˜(t). As t increases, ∂Bt moves with velocity η =
∂
∂r , and (because F is confor-
mal) ∂Ω moves with velocity |DF |η˜, where η˜ is the outward unit normal of Ωt. We let
φ be the first Dirichlet eigenfunction of ∆ on Bt, normalized so that
∫
Bt
φ2dm = 1, and
let φ˜ be the first Dirichlet eigenfunction of ∆g on Ωt, normalized so that
∫
Ωt
φ˜2dm = 1.
It will be convenient to define ψ = φ˜ ◦ F , and observe that |∇ψ| = |DF ||∇φ˜|.
Theorem 12. Let F : Rn →M be conformal, where (M,g) is complete, with Sg ≤ 0 as
above. If n = 2 then
d
dt
log(λ˜/λ) < 0 (4.12)
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unless F is an isometry when restricted to Bt. If n ≥ 3, t is small enough so that (2.7)
applies to Ωt, and
∫
∂Bt
|DF |n−2dσ > |∂Bt| = nωnt
n−1 then
d
dt
[
λ˜
n−2
2 − λ
n−2
2
]
< 0. (4.13)
Notice that we recover the (a special case of) the Laugesen-Morpurgo result in [17] in
dimension two. In higher dimensions, this theorem states that if F is a conformal map
with a sufficiently large coformal factor then λ˜
n−2
2 decreases more rapidly than λ
n−2
2 .
Thus, our theorem is very much in the spirit of the results in [17] and in [3].
Proof. First observe that, because ∂Ωt moves with velocity |DF |η˜, the Hadamard varia-
tion formula becomes
− ˙˜λ =
∫
∂Ωt
|DF |
(
∂φ˜
∂η˜
)2
dσ˜ =
∫
∂Bt
|DF |n−2
(
∂ψ
∂η
)2
dσ. (4.14)
Thus, in dimension n ≥ 3, the inequality (4.7) gives
Kλ˜
4−n
2 ≤
(∫
∂Ωt
|∇φ˜|dσ˜
)2
=
(∫
∂Bt
|DF |n−2|∇ψ|dσ
)2
≤
∫
∂Bt
|DF |n−2dσ ·
∫
∂Bt
|DF |n−2|∇ψ|2dσ
= − ˙˜λ
∫
∂Bt
|DF |n−2dσ,
which we can rearrange to give
−
d
dt
[
2
n− 2
λ˜
n−2
2
]
= −λ˜
n−4
2
˙˜
λ ≥
K∫
∂Bt
|DF |n−2dσ
.
However, the equality case in Theorem 1 tells us
−
d
dt
[
2
n− 2
λ
n−2
2
]
=
K
|∂Bt|
,
so (4.13) now follows from the inequality
∫
∂Ω |DF |
n−2dσ > |∂Bt|. In the two-dimensional
case, we use (4.8) to see
4πλ˜ ≤
(∫
∂Ωt
|∇φ˜|dσ˜
)2
=
(∫
∂Bt
|∇ψ|dσ
)2
≤ |∂Bt|
∫
∂Bt
|∇ψ|2dσ
= − ˙˜λ|∂Bt|,
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which we can rearrange to give
−
d
dt
log λ˜ = −
˙˜
λ
λ˜
≥
4π
|∂Bt|
= −
λ˙
λ
= −
d
dt
log λ,
where we have again used the equality case of Theorem 1. This completes the proof of
(4.12).
References
[1] E. F. Beckenbach and T. Rado´, Subharmonic functions and surfaces of negative
curvature. Trans. Amer. Math. Soc. 35 (1933), 662–674.
[2] R. Benguria and H. Linde, A second eigenvalue bound for the Dirichlet Laplacian
in hyperbolic space. Duke Math. J. 140 (2007), 245–279.
[3] R. Burckel, D. Marshall, D. Minda, P. Poggi-Corradini, and T. Ransford. Area,
capacity, and diameter versions of Schwarz’s lemma. Conform. Geom. Dyn. 12
(2008), 133–151.
[4] I. Chavel, Riemannian Geometry: a Modern Introduction, Cambridge University
Press, 2006.
[5] I. Chavel, Eigenvalues in Riemannian Geometry , Academic Press, 1984.
[6] C. H. Chen, S.-Y. Cheng, and K. H. Look. On the Schwarz lemma for complete
Kahler manifolds. Scientia Sinica 22 (1979), 1238–1247.
[7] G. Chiti, An isoperimetric inequality for the eigenfunctions of linear second order
elliptic equations. Boll. Un. Mat. Ital. A 1 (1982), 145–151.
[8] G. Chiti, A reverse Ho¨lder inequality for the eigenfunctions of linear second order
elliptic operators. Z. Angew. Math. Phys. 33 (1982), 143–148.
[9] C. Croke, A sharp four dimensional isoperimetric inequality. Comment. Math. Helv.
59 (1984), 187–192.
[10] O. Druet, Sharp local isoperimetric inequalities involving the scalar curvature. Proc.
Amer. Math. Soc. 130 (2002), 2351–2361.
[11] O. Druet, Asymptotic expansion of the Faber-Krahn profile of a compact Rieman-
nian manifold. C. R. Math. Acad. SCi. Paris 34 (2008), 1163–1167.
[12] M. M. Fall, Some local eigenvalue estimates involving curvatures. Calc. Var. PDE
36 (2009), 437–451.
[13] J. Hadamard. Me´moire sur le proble´me d’analyse relatif a´ l’e´quilibre des plaques
e´lastiques encastre´es. Me´moires pre´sente´s par divers savants a´ l’Acade´mie des Sci-
ences. 33 (1908).
17
[14] G. H. Hardy, J. E. Littlewood, and G. Po´lya. Some simple inequalities satisfied by
convex functions. Messenger Math. 58 (1929), 145–152.
[15] H. Karcher, Riemannian Comparison Constructions. in Global Differential Geome-
try. ed. by S. S. Chern, The Mathematical Association of America (1989), 170–222.
[16] B. Kleiner, An isoperimetric comparison theorem. Invent. Math. 108 (1992), 37–47.
[17] R. Laugesen and C. Morpurgo, Extremals for eigenvalues of Laplacians under con-
formal mappings. J. Funct. Anal. 155 (1998), 64–108.
[18] F. Morgan and D. Johnson, Some sharp isoperimetric theorems for Riemannian
manifolds. Indiana U. Math. J. 49 (2000), 1017–1041.
[19] L. Payne and M. Rayner, An isoperimetric inequality for the first eigenfunction in
the fixed membrane problem. A. Angew. Math. Phys. 23 (1972), 13–15.
[20] G. Talenti, Elliptic equations and rearrangements. Ann. Scuola Norm. Sup. Pisa
Cl. Sci. 3 (1976), 697–718.
[21] S.-T. Yau. A general Schwarz lemma for Kahler manifolds. Amer. J. Math. 100
(1978), 197–203.
18
