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Abstract
We define an evolving in time Bayesian neural network called a Hidden Markov neural network.
The weights of a feed-forward neural network are modelled with the hidden states of a Hidden Markov
model, whose observed process is given by the available data. A filtering algorithm is used to learn a
variational approximation to the evolving in time posterior over the weights. Training is pursued
through a sequential version of Bayes by Backprop [Blundell et al., 2015], which is enriched with a
stronger regularization technique called variational DropConnect. The experiments test variational
DropConnect on MNIST and display the performance of Hidden Markov neural networks on time
series.
1 Introduction
Hidden Markov models (HMMs) have appeared as an efficient statistical tool to identify patterns in
dynamic dataset, with applications ranging from speech recognition [Rabiner and Juang, 1986] to
computational biology [Krogh et al., 2001]. Neural networks (NNs) are nowadays the most popular
models in Machine learning and Artificial intelligence, and they have shown outstanding performances in
several fields. Multiple attempts have been accomplished in the literature to combine HMM and NN.
In Franzini et al. [1990] an NN is trained to approximate the emission distribution of an HMM. Bengio
et al. [1990] and Bengio et al. [1991] preprocess the data with an NN and then use the output as the
observed process of a discrete HMM. Krogh and Riis [1999] propose Hidden neural networks where NNs
are used to parameterize Class HMM, an HMM with a distribution over classes assigned to each state.
In neuroscience, Aitchison et al. [2014] explores the idea of updating measures of uncertainty over the
weights in a mathematical model of a neuronal network as part of a "Bayesian Plasticity" hypothesis of
how synapses take uncertainty into account during learning. However, they did not focus on artificial
neural networks and the computational challenges of using them for data analysis when network weights
are statistically modelled as being time-varying. In this paper, we propose a novel hybrid model between
Factorial hidden Markov model [Ghahramani and Jordan, 1997] and neural network called: Hidden
Markov neural networks (HMNNs).
Intuitively, we need to perform Bayesian inference on a time-evolving NN. However, even computing
the posterior over the weights of a single NN is a complex task and it is generally intractable. Monte
Carlo sampling techniques, such as particle filtering, provide a way to approximate an evolving posterior,
however, they suffer from the curse of dimensionality [Rebeschini et al., 2015] and high computational
cost [Rimella and Whiteley, 2019]. The rich literature on variational Bayes [Blei et al., 2017] and its
success on Bayesian inference for NN [Graves, 2011, Kingma and Welling, 2013, Blundell et al., 2015]
have motivated us to use this technique in HMNNs. In particular, the resulting procedure ends up being
a sequential counterpart of the algorithm Bayes by Backprop proposed by Blundell et al. [2015]. As
for Blundell et al. [2015] a pivotal role is played by the reparameterization trick [Kingma and Welling,
2013], which generates unbiased estimates of the considered gradient. Online learning makes HMNNs
appealing, indeed the posterior over the weights at time t can be easily updated once new observations are
available without retraining it from scratch. This can find applications not only on time series analysis
and forecasting but also on streaming data.
Contributions We introduce a novel evolving in time Bayesian neural network where the posterior
over the weights is estimated sequentially through variational Bayes with an evolving prior. We use a
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variational approximation that induces a regularization that resembles DropConnect [Wan et al., 2013]
and variational DropOut [Kingma et al., 2015] and we reformulate the reparameterization trick according
to it. Our method is tested on the MNIST dataset, dynamic classification and time series forecasting,
and it appears to perform better than multiple baselines.
1.1 Related Work
Bayesian DropConnect & DropOut DropConnect [Wan et al., 2013] and DropOut [Srivastava
et al., 2014] are well-known techniques to prevent NN from overfitting. Kingma et al. [2015] proposes
variational DropOut where they combined fully factorized Gaussian variational approximation with the
local reparameterization trick to re-interpret DropOut with continuous noise as a variational method.
Gal and Ghahramani [2016] extensively treat the connections between DropOut and Gaussian processes,
and they show how to train NNs with DropOut (or DropConnect [Mobiny et al., 2019]) through a
variational Bayes setting. Our version of variational DropConnect has several common aspects with the
cited works, however, the whole regularization is induced by the variational approximation’s choice and
the corresponding reformulation of the reparameterization trick, which is, to the authors’ knowledge, a
novel approach.
Bayesian filtering In the literature, there are multiple examples of NN training through Bayesian
filtering [Puskorius and Feldkamp, 1991, 1994, 2001, Shah et al., 1992, Feldkamp et al., 2003, Ollivier
et al., 2018]. In particular, the recent work of Aitchison [2018] proposed AdaBayes and AdaBayes-SS
where updates resembling the Kalman filter are employed to model the conditional posterior over a weight
of an NN given the states of all the other weights. The main difference with HMNN lies on the time
dimension and so the dynamical evolution of the underlined NN.
Continual learning There are multiple similarities between our work and continual learning methods,
hence we do a quick overview of the most popular ones. Elastic Weight Consolidation [Kirkpatrick et al.,
2017] uses an L2-regularization that guarantees the weights of the NN for the new task being in the
proximity of the ones from the old task. Variational continual learning [Nguyen et al., 2017] learns
a posterior over the weights of an NN by approximating sequentially the true posterior with the last
variational approximation. Online Laplace approximation [Ritter et al., 2018] proposes a recursive update
for the parameters of a Gaussian variational approximation which involves Hessian of the newest negative
log-likelihood. However, continual learning does not build dynamic models so the time evolution of
HMNN supports the novelty also in this field.
2 Hidden Markov Neural Networks
For a time horizon T ∈ N, a Hidden Markov model is a bivariate process composed by an unobserved
Markov chain (Wt)t=0,...,T , called the hidden process, and a collection of observations (Dt)t=1,...,T , called
the observed process, where the single observation at t is conditionally independent of all the others given
the hidden process at the corresponding time step. We consider the case where the latent state-space
is RV , with V finite set, and Dt is valued in D whose form is model specific (discrete, Rd with d ∈ N,
etc.). To describe the evolution of an HMM three quantities are needed: the initial distribution, the
transition kernel and the emission distribution. We use λ0(·) for the probability density function of W0
(initial distribution). We write p(wt−1, ·) for the conditional probability density function of Wt given
Wt−1 = wt−1 (transition kernel of the Markov chain). We call g(wt,Dt) the conditional probability mass
or density function of Dt given Wt = wt (emission distribution).
In this paper, we introduce a novel HMM called a “Hidden Markov Neural Network” (HMNN) where
the hidden process outlines the evolution of the weights of a neural network. Here the finite set V collects
the location of each weight and v ∈ V can be thought of as a triplet (l, i, j) saying that the weight W vt
is a weight of the NN at time t, and precisely related to the connection of the hidden unit i (or input
feature i if l − 1 = 0) in the layer l − 1 with the hidden unit j in the layer l (which might be the output
layer). In such a model we also assume that the weights evolve independently from each other, meaning
that the transition kernel factorizes as follows:
p(w, w˜) =
∏
v∈V
pv(wv, w˜v), w, w˜ ∈ RV . (1)
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Figure 1: On the left: the conditional independence structure of an HMM. On the right: the conditional
independence structure of an FHMM
Under this assumption, an HMNN is a well-known class of HMM called Factorial Hidden Markov model
(FHMM), introduced by Ghahramani and Jordan [1997].
There is no restriction on the form of the neural network and the data Dt, however, we focus on
feed-forward neural network and on a supervised learning scenario where the observed process is composed
by an input xt and an output yt, such that the neural network associated to the weights Wt maps the
input into a probability to each possible output, which represents the emission distribution g(wt,Dt) for
Wt = wt.
Dt Dt+1
Wt Wt+1
Figure 2: A graphical representation of an HMNN. Black lines show the evolution in time of the weights.
Blue lines represent the action of the neural network on the data.
2.1 Filtering algorithm for HMNN
The filtering problem aims to compute the conditional distributions of Wt given D1, . . . ,Dt, this is called
filtering distribution and we denote it with pit. Ideally, the filtering problem can be solved with a forward
step through the data: {
pi0 := λ0
pit := CtPpit−1
t ∈ {1, . . . , T}, (2)
where P, Ct are called prediction operator and correction operator and they are defined as follows:
Pρ(A) :=
∫
IA(w)p(w′, w)ρ(w′)dw′dw and Ctρ(A) :=
∫
IA(w)g(w,Dt)ρ(w)dw∫
g(w,Dt)ρ(w)dw , (3)
with ρ probability density function. Throughout the paper, we refer to the posterior over the weights
of the neural network at time t as the filtering distribution pit, which can be thought as our target
time-evolving posterior.
Unfortunately, recursion (2) is intractable for any chosen architecture of the underlying neural network.
Variational inference can be used to approximate sequentially the target distribution pit with a variational
approximation qθt belonging to a pre-specified class of distributions Q. The approximate distribution qθt
is uniquely identified inside the class by a vector of parameters θt, which is picked up by minimizing a
Kullback-Leibler (KL) divergence criteria:
qθt = arg min
qθ∈Q
KL(qθ||pit) = arg min
qθ∈Q
KL(qθ||CtPpit−1), (4)
3
where the Kullback-Leibler divergence can be rewritten as:
KL(qθ||CtPpit−1) = constant+KL(qθ||Ppit−1)− Eqθ(w) [log (g(w,Dt))] . (5)
Sequential training using (4) is again intractable because it requires the filtering distribution at time
t− 1, i.e. pit−1. Although under a proper minimization procedure we could consider qθt ≈ pit when pit−1
is known, similarly qθt−1 ≈ pit−1 when pit−2 is known, and so on. Given that pi0 is our prior knowledge
λ0 on the weights before training, we can find a qθ1 that approximates pi1 using (4) and then we can
propagate forward our approximation by following the previous logic. In this way an HMNN is trained
sequentially on the same flavour of (4), by substituting the optimal filtering with the last variational
approximation. As for the optimal procedure, we define an approximated filtering recursion, where p˜it
stands for the sequential variational approximation of pit:{
p˜i0 := λ0
p˜it := VQCtPp˜it−1
t = 1, . . . , T, (6)
where the operators P,Ct are as in recursion (2) and the operator VQ is defined as follows:
VQ(ρ) := arg min
qθ∈Q
KL(qθ||ρ), (7)
with ρ being a probability distribution and Q being a class of probability distribution.
2.2 Sequential reparameterization trick for HMNN
The minimization procedure exploited in recursion (6) cannot be solved in a closed form and we propose
to find a suboptimal solution through gradient descent. This requires an estimate of the gradient of
KL(p˜it||CtPp˜it−1). As explained in Blundell et al. [2015], if the variational approximation qθ(w) can be
rewritten as a probability distribution ν() through a deterministic transformation w = t(θ, ) then:
∂
∂θ
KL(qθ||CtPp˜it−1) = Eν()
∂ log
(
qθ(w)
CtPp˜it−1(w)
)
∂w
∂w
∂θ
+
∂ log
(
qθ(w)
CtPp˜it−1(w)
)
∂θ
 , (8)
with w = t(θ, ). This result is a reformulation of the Gaussian reparameterization trick [Opper and
Archambeau, 2009, Kingma and Welling, 2013, Rezende et al., 2014, Blundell et al., 2015].
Algorithm 1 Approximate filtering recursion for HMNN
Input: λ0; (pv(·, ·))v∈V ; (Dt)t=1,...,T ; (θ(0)t )t=1,...,T ; γ
Set: p˜i0 = λ0
for t = 1, . . . , T do
Set the initial condition: θt = θ
(0)
t
repeat
(i) ∼ ν, i = 1, . . . , N
∇ =
N∑
i=1
[
∂
∂w log
(
qθ(w)
CtPp˜it−1(w)
)
∂w
∂θ +
∂
∂θ log (qθ(w))
]
θ=θt, w=t(θt,(i))
Update the parameters: θt = θt + γ∇
until Maximum number of iterations
Set: p˜it = qθt
end for
Return: (θt)t=1,...,T
Given (8) we can estimate the expectation Eν() via straightforward Monte Carlo sampling. Given the
Monte Carlo estimate of the gradient, we can then update the parameters θt, related to the variational
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approximation at time t, according to any gradient descent technique. Algorithm 1 displays this procedure
and for the sake of simplicity, we write the algorithm with an update that follows a vanilla gradient
descent.
As suggested multiple times in the literature [Graves, 2011, Blundell et al., 2015], the cost function in
(5) is suitable to minibatches optimization. This might be useful when at each time step the datapoint
Dt is made of multiple data and so a full computation of the gradient is computationally expensive.
2.3 Gaussian kernel and Gaussian variational approximation
A fully Gaussian model, i.e. a model where both the transition kernel and the variational approximation
are Gaussian distributions, is not only convenient because the form of t(θ, ) is trivial, but also because
there exists a closed-form solution for Pp˜it−1(w). Another appealing aspect of the Gaussian choice is that
similar results hold for the scale mixture of Gaussians, which allows us to use a more complex variational
approximation and a transition kernel of the same form as the prior in Blundell et al. [2015].
Start by considering the variational approximation. We choose qθ :=
⊗
v∈V q
v
θ where q
v
θ is a scale
mixture of Gaussian with parameters θv = (mv, sv) and pv hyperparameter. Precisely, for a given weight
wv of the feed-forward neural network:
qvθ (w
v) := pvN (wv|mv, (sv)2)+ (1− pv)N (wv|0, (sv)2) , (9)
where pv ∈ (0, 1], mv ∈ R, (sv)2 ∈ R+. We refer to this technique as variational DropConnect because it
can be interpreted as setting around zero with probability 1− pv the weight in position v of the neural
network and so it plays a role of regularization similar to Wan et al. [2013]. Under variational DropConnect
the deterministic transformation t(θ, ) is still straightforward. Indeed, given that qθ factorises, then
t(θ, ) = (tv(θv, v))v∈V (each wv depends only on θv ) and wv is distributed as (9) which is equivalent to
consider:
wv = ηmv + ξσv, with η ∼ Be(·|pv), ξ ∼ N (·|0, 1). (10)
Hence tv(θv, v) = ηmv + ξsv, where θv = (mv, sv) and v = (η, ξ) with η Bernoulli with parameter pv
and ξ standard Gaussian, meaning that in Algorithm 1 we just need to sample from a Bernoulli and a
Gaussian distribution independently. Remark that p must be considered as a fixed hyperparameter and
cannot be learnt during training, because from (8) we need the distribution of  to be independent of the
learnable parameters.
The kernel is chosen to be a scale mixture of Gaussian with parameters pi, α, σ, c, µ:
p(w′, w) := piN (w|µ+ α(w′ − µ), σ2IV )+ (1− pi)N (w|µ+ α(w′ − µ), (σ2/c2)IV ) , (11)
where pi ∈ (0, 1), µ ∈ RV , α ∈ (0, 1), σ ∈ R+, IV is the identity matrix on RV,V , c ∈ R+ and c > 1.
Intuitively, the transition kernel tells us how we are expecting the weights to be in the next time step
given the states of the weights at the current time. We can interpret it as playing the role of an evolving
prior which constraints the new posterior in regions that are determined from the previous training step
similarly to Variational continual learning [Nguyen et al., 2017]. The choice of the transition kernel is
crucial. A too conservative kernel would constrain too much the evolution and the algorithm would not
be able to learn patterns in new data. On the contrary, a too flexible kernel could just forget what learnt
before and adapt to the new data only.
The term Pp˜it−1(w) has a closed form solution when transition kernel and the variational approximation
are as in (9) and (12). Consider a general weight v ∈ V and call (Pp˜it−1)v the marginal density of Pp˜it−1
on the component v. If mvt−1, svt−1 are the estimates of mv, sv at time t− 1 then:
(Pp˜it−1)
v(wv) =pvpiN (wv|µv − α(µv −mst−1), σ2 + α2s2t−1)
+ (1− pv)piN (wv|µv − αµvk, σ2 + α2s2t−1)
+ pv(1− pi)N (wv|µvk − α(µv −mst−1), σ2/c2 + α2s2t−1)
+ (1− pv)(1− pi)N (wv|µv − αµv, σ2/c2 + α2s2t−1) .
(12)
We can observe that (12) is again a scale mixture of Gaussians, where all the variances are influenced
by the variances at the previous time step according to α2. On the one hand, the DropConnect rate pv
tells how to scale the mean of the Gaussians according to the previous estimates mvt−1. On the other
hand, pi controls the entity of the jumps by allowing the weights to stay in place with a small variance
σ2/c2 and permitting big-jumps with σ2 if necessary. As in Blundell et al. [2015] we do not use the
variance in practice, but a transformation s˜t such that st = log(1 + exp(s˜t)).
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3 Experiments
In this section, we show three experiments. Firstly, we present a static comparison on MNIST [LeCun
et al., 1998] between Bayes by Backprop and Bayes by Backprop with variational DropConnect. Secondly,
we test HMNN on an artificially modified MNIST to learn an evolving in time classifier. We conclude
the section with a time series prediction in the dynamic video texture of a waving flag [Chan and
Vasconcelos, 2007, Boots et al., 2008, Basharat and Shah, 2009]. Additional details on the experiments can
be found in the appendices. Datasets and codes are available at https://github.com/LorenzoRimella/
HiddenMarkovNeuralNetwork. As for Blundell et al. [2015] we focus our studies on simple feed-forward
neural networks.
The experiments were run on three different clusters: BlueCrystal Phase 4 (University of Bristol),
Cirrus (one of the EPSRC Tier-2 National HPC Facilities) and The Cambridge Service for Data Driven
Discovery (CSD3) (University of Cambridge). In our experiments, we experience a computational cost
per time step that is comparable to the one of Bayes by Backprop.
3.1 Variational DropConnect
The experiment aims to understand if using a scale mixture as variational approximation can help in
improving Bayes by Backprop. We train on the MNIST dataset with the same setup of Blundell et al.
[2015]. We consider a small architecture with the vectorized image as input, two hidden layers with 400
rectified linear units [Nair and Hinton, 2010, Glorot et al., 2011] and a softmax layer on 10 classes as
output. We consider a fully Gaussian HMNN, as in Subsection 2.3, with T = 1, α = 0 and µ = 0, with 0
the zero vector. Note that such HMNN coincides with a single Bayesian neural network, meaning that we
are simply training with Bayes by Backprop with the addition of variational DropConnect. We train on
about 50 combination of the remaining parameters (p, pi, σ, c) and the learning rate, which are randomly
extracted from pre-specified grids. For each value of p we report in Figure 3 the performance on the
validation set of the three best models.
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Figure 3: Performance on a validation set of a Bayes by Backprop with and without Variational
DropConnect. The plot on the right is a zoom-in of the plot on the left.
We do model selection according to validation on each possible value of p. Test performances are
reported in Table 1. We find out that small values of p lead to better performance. In particular, we
observe that the performance of p = 0.25 moves from the worst on the validation set to the best on the
test set, while p = 1 drops at test time.
Table 1: Performances on MNIST’s test set (bigger is better). p = 1 refers to the case of Standard Bayes
by Backprop.
p 0.25 0.5 0.75 1
Accuracy 0.9838 0.9827 0.9825 0.9814
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3.2 Evolving classifier on MNIST
In this section, we want to learn an evolving in time classifier from an artificially generated dataset which
is built from MNIST.
1. We define two labellers: C1, naming each digit with its label in MNIST; C2, labelling each digits
with its MNIST’s label shifted by one unit, i.e. 0 is classified as 1, 1 is classified as 2, . . . , 9 is
classified as 0.
2. We consider 19 time steps where each time step t is associated with a probability ft ∈ [0, 1] and a
portion of the MNIST’s dataset Dt.
3. At each time step t we randomly label each digit in Dt with either C1 or C2 according to the
probabilities ft, 1− ft.
The resulting (Dt)t=1,...,19 is a collection of images where the labels evolves in t by switching randomly
from C1 to C2 and vice-versa. Validation and test sets are built similarly. In such a scenario, we would
ideally want to be able to predict the correct labels by sequentially learn a classifier that is capable of
inferring part of the information from the previous time step. Remark that when ft = 0.5 the best we
can do is a classification accuracy of 0.5 because C1 and C2 are indistinguishable.
We consider a fully Gaussian HMNN with µ = mt−1, to encourage a strong memory on the previous
posterior. The evolving in time NN is composed by the vectorize image as input, two hidden layers
with 100 rectified linear units and a softmax layer on 10 classes as output. The parameters α, p are
selected through the validation set while the other parameters are fixed before training. Along with
the previous HMNN, we train sequentially four additional models for comparison: Variational continual
learning; Elastic weight consolidation, with tuning parameter chosen with the validation set; Bayes by
Backprop trained sequentially on the dataset; Bayes by Backprop on the full dataset. Selected graphical
performances on the validation sets are displayed in Figure 4.
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Figure 4: On the left, performances on the validation set of time of evolving classifiers obtained with
different algorithms. BBP refers to Bayes by Backprop trained sequentially, while BBP (T=1) refers to a
training of Bayes by Backprop on the whole dataset. On the right, in brown evolution in time of the
probability ft of choosing the labeller C1; in yellow the value 0.5.
To test the method we report the mean over time of the classification accuracy, which can be found in
Table 2. For HMNN, Bayes by Backprop, EWC and VCL we choose the parameters that perform the
best on validation. We find that HMNN and a sequential training of Bayes by Backprop perform the
best. It is not surprising that continual learning methods fall behind. Indeed, EWC and VCL are built to
preserve knowledge on the previous tasks, which might mix up C1 and C2 and confuse the network.
Table 2: Performances for the evolving classifier (bigger is better). BBP refers to Bayes by Backprop
trained sequentially, while BBP (T=1) refers to a training of Bayes by Backprop on the whole dataset.
Method BBP (T=1) BBP EWC VCL HMNN
Accuracy 0.496 0.774 0.738 0.741 0.777
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3.3 One-step ahead prediction for flag waving
We consider now a sequence of images extracted from a video of a waving flag [Basharat and Shah, 2009,
Venkatraman et al., 2015]. The idea is to create an HMNN where the neural network at time t can predict
the next frame, i.e. the NN maps frame t in frame t+ 1. To measure the performance we use the metric
suggested in Venkatraman et al. [2015] which is a standardized version of the RMSE on a chosen test
trajectory:
M(y1:T , yˆ1:T ) :=
√√√√∑Tt=1 ‖yt − yˆt‖22
‖yt‖22
, (13)
where y1:T is the ground truth on frames 1, . . . , T and yˆ1:T are the predicted frames. Unless specified
differently, yˆ1:T is a sequence of one step ahead predictions. To have a proper learning procedure we
need multiple frames per time step, otherwise, the neural network would just learn the current frame. To
overcome this problem we create a sliding window with 36 frames, meaning that at time step t we train
on predicting frames t − 35, . . . , t from frames t − 36, . . . , t − 1, with t > 36. The choice of the length
for the sliding window was empirical, we tried multiple lengths and stop at the first one that was not
overfitting on the data inside the window.
HMNN BBP DropConnect LSTM Frame t−1 Frame t
Figure 5: The grey columns show the prediction for different algorithms. The orange column shows the
target frame for prediction and the purple column shows the frame at the previous time step. The rows
display different frames, i.e. different time steps.
Per each time step, we use a simple architecture of three layers with 500, 20, 500 rectified linear units,
the vectorized previous frame as input and the vectorized current frame as output (the dimension is
reduced with PCA). We consider fully Gaussian HMNN, with µ = mt−1, to encourage a strong memory of
the previous time step, and all the other parameters selected through random grid search and validation.
Figure 5 compares HMNN predictions with different baselines: Bayes by Backprop trained sequentially
on the sliding windows (column named BBP), DropConnect trained sequentially on the sliding windows
(column named DropConnect), LSTM trained with the same sliding window size (column named LSTM),
a trivial predictor that uses the previous frame as forecasting for the current frame (column named: frame
t− 1). We notice that LSTM is prone to overfit on the sliding window and so to predict frame t with
the last frame seen without any uncertainty. Similar issues appear in sequential DropConnect. This
unwanted behaviour is probably due to the absence of uncertainty quantification and so overconfidence
on the considered predictions. HMNN and sequential BBP are less certain about prediction and they
create blurred regions where they expect the image to change. This phenomenon is particularly evident
in the last row of Figure 5. Table 3 summarizes the performances using metric (13). HMNN performs
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overall better than the baselines and it is directly followed by the sequential BBP.
Table 3: Performance on the test set accessed with metric (13) (smaller is better).
Method Trivial predictor LSTM DropConnect BBP HMNN
Accuracy 0.2162 0.2080 0.2063 0.1932 0.1891
A Reader’s guide to the appendices
The supplementary materials are organized as follows:
• section B includes some mathematical derivations for HMNN;
• section C is a complete description of the experiments’ settings.
B Supplementary information about Hidden Markov Neural Net-
work
The full derivation of the KL-divergence between the variational approximation and the evolving prior
for a general time step t of an HMNN, equation (5), is:
KL(qθ||CtPpit−1) := Eqθ(w) [log (qθ(w))− log (CtPpit−1(w))]
= constant+ Eqθ(w) [log (qθ(w))− log (g(w,Dt))− log (Ppit−1(w))]
= constant+KL(qθ||Ppit−1)− Eqθ(w) [log (g(w,Dt))] ,
(14)
where:
logCtPpit−1(w) = log
(
g(w,Dt)Ppit−1(w)∫
g(w,Dt)Ppit−1(w)dw
)
= log (g(w,Dt)) + log (Ppit−1(w))− log
(∫
g(w,Dt)Ppit−1(w)dw
)
.
(15)
The close form solution of Pp˜it−1, equation (12) , for a fully Gaussian HMNN is derived from the
following integral:
(Pp˜it−1)v(wv) =
∫
p(w˜v, wv)(p˜it−1)v(w˜v)dw˜v
= pvpi
∫
N (wv|µv + α(w˜v − µv), σ2)N (w˜v|mvt−1, (svt−1)2) dw˜v
+ (1− pv)pi
∫
N (wv|µv + α(w˜v − µv), σ2)N (w˜v|0, (svt−1)2) dw˜v
+ pv(1− pi)
∫
N (wv|µv + α(w˜v − µv), σ2/c2)N (w˜v|mvt−1, (svt−1)2) dw˜v
+ (1− pv)(1− pi)
∫
N (wv|µv + α(w˜v − µv), σ2/c2)N (w˜v|0, (svt−1)2) dw˜v,
(16)
the formulation in (12) can be achieved by applying the following lemma to each element of the sum in
(16).
Lemma 1. Consider a Gaussian random variable W ∼ N (·|µ1, σ21) and let:
W˜ = µ2 − α(µ2 −W ) + σ22ξ, (17)
with ξ ∼ N (·|0, 1). Then the distribution of W˜ is again Gaussian:
W˜ ∼ N (·|µ2 − α(µ2 − µ1), σ22 + α2σ21). (18)
Proof. Note that the distribution p(w˜|w) of W˜ |W is a Gaussian distribution, so p(w˜) = ∫ p(w˜|w)p(w)dw
is an integral of the same form of the ones in (16). The distribution of W˜ can be directly computed by
noting that W˜ is a linear combination of two Gaussians and a scalar, and consequently it is Gaussian itself.
The lemma is proved by computing the straightforward mean and variance from formulation (17).
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C Experiments
This section presents a subsection per each experiment:
• subsection C.1 treats the experiment on Variational DropConnect;
• subsection C.2 describes the application to the evolving classifier;
• subsection C.3 considers the video texture of a waving flag.
Unless we specify differently, we train using vanilla gradient descent with learning rate γ.
C.1 Variational DropConnect: supplementary information
We train on the MNIST [LeCun et al., 1998] dataset consisting of 60000 images of handwritten digits
with size 28 by 28. The images are preprocessed by dividing each pixel by 126. We use 50000 images for
training and 10000 for validation. The test set is composed by 10000 images. Both training and test can
be downloaded from “http://yann.lecun.com/exdb/mnist/” .
As for Blundell et al. [2015] we focus on an ordinary feed-forward neural network without any
convolutional layers. We consider a small architecture with the vectorized image as input, two hidden
layers with 400 rectified linear units [Nair and Hinton, 2010, Glorot et al., 2011] and a softmax layer on
10 classes as output. We consider a cross-entropy loss and a fully Gaussian HMNN with a single time
step. The Variational Dropconnect technique is applied only to the internal linear layers of the network,
i.e. we are excluding the initial layer and the final one as in LeCun et al. [1998]. Observe that a single
time step HMNN with p = 1, α = 0 and µ = 0 (vector of zeros) is equivalent to Bayes by Backprop.
For this reason, we can simply use our implementation of HMNN to include Bayes by Backprop. We
set T = 1, α = 0, µ = 0 and we consider p ∈ {0.25, 0.5, 0.75, 1}, pi ∈ {0.25, 0.5, 0.75}, − log(σ) ∈ {0, 1, 2},
− log(c) ∈ {6, 7, 8}, learning rate γ ∈ {10−5, 10−4, 10−3}.
We generate more than 50 random combinations of the parameters (p, pi, σ, c, γ), for each combination
we also randomly set the number of monte carlo simulations N ∈ {1, 2, 5}. We train each combination
for 600 epochs and we consider a minibatch size of 128. We then choose the best three models per each
possible value of p and we report the performance on the validation set in Figure 3. Table 1 reports the
best performances registered on the test set.
C.2 Evolving classifier on MNIST: supplementary information
The main feature of HMNN is the time dimension, hence we need an example where the data evolves in
time. We decide to build this example from the MNIST dataset by simply changing the way in which we
assign the labels.
1. We preprocess the data by dividing each pixel by 126. We then define two labellers: C1, naming
each digit with its label in MNIST; C2, labelling each digit with its MNIST’s label shifted by one
unit, i.e. 0 is classified as 1, 1 is classified as 2, . . . , 9 is classified as 0.
2. We consider 19 time steps where each time step t is associated with a probability ft ∈ [0, 1] and a
portion of the MNIST’s dataset Dt. The probability of choosing C1 evolves as follows:
ft =
1
2
sin
(
pi
8
(
4t
5
+
16
5
))
+
1
2
, t = 1, . . . 19.
3. At each time step t we randomly label each digit in Dt with either C1 or C2 according to the
probabilities ft, 1− ft.
The above procedure is used for both training, validation and test sets. The sample size of each time
step is 10000 for training and 5000 for validation and test (we resample from the training set of MNIST
to reach the desired sample size). To validate and test the models we consider the mean classification
accuracy over time:
A(D1:T , Dˆ1:T ) := 1
T
T∑
t=1
1
|Dt|
∑
x,y∈Dt
Iy(yˆ(x)), (19)
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where Dt is the generated dataset of images x and labels y, Dˆt is the collection of images x and predictions
yˆ(x) on the images x using the considered model, |Dt| is the number of elements in Dt, i.e. the total
number of labels or images.
We consider a fully Gaussian HMNN with µ = mt−1, to encourage a strong memory on the previous
posterior. The evolving in time NN is composed by the vectorize image as input, two hidden layers with
100 rectified linear units and a softmax layer on 10 classes as output, and we consider a cross entropy loss
function. The Variational DropConnect technique is again applied to the internal linear layers of the
network only. The parameters α ∈ {0.25, 0.5, 0.75, 1} and p ∈ {0.25, 0.5, 0.75, 1} are selected through the
validation set (using the metric (19)) while the other parameters are: pi = 0.5,− log(σ) = 2,− log(c) =
4, γ = 10−3, N = 1. We also tried other values for pi, σ, c, γ,N but we do not experience significant changes
in terms of performances. We try all the possible combinations of α, p and we train on the generated
training set for 19 time steps and 100 epochs per each Dt. Remark that a single Dt is a collection of
images and labels and it can be seen as a whole dataset itself.
We compare our method with four algorithms. The architecture of the NN is the same as for HMNN.
• Sequential Bayes by Backprop. At each time step t we train for 100 epochs on Dt. The parameters
are pi = 0.5,− log(σ) = 2,− log(c) = 4, γ = 10−3, N = 1. The Bayesian NN at time t is initialize
with the previous estimates mt−1, st−1.
• Bayes by Backprop on the whole dataset. We train for 100 epochs on the whole dataset (no time
dimension, the sample size is 190000) a Bayesian NN with Bayes by Backprop. The parameters are
pi = 0.5,− log(σ) = 2,− log(c) = 4, γ = 10−3, N = 1.
• Elastic Weight Consolidation. At each time step t we train for 100 epochs on Dt. The tuning
parameter is chosen from the grid {10, 100, 1000, 10000} through the validation set and the metric
(19). We find out that ADAM works better hence we train with it. Remark that this method is not
Bayesian, but it is a well-known baseline for continual learning.
• Variational Continual Learning. At each time step t we train for 100 epochs on Dt. We choose the
learning rate from the grid {10−3, 10−4, 10−5} through validation and the metric (19). The training
is pursued without the use of a coreset, because we are not comparing rehearsal methods.
Sequential classification accuracies on the validation set are showed in Figure 4 in the main paper.
Test performances using (19) are reported in Table 2 in the main paper.
C.3 One-step ahead prediction for flag waving: supplementary information
A video has an intrinsic dynamic given by the sequence of frames, which makes HMNN suitable to
one-step ahead prediction video’s frame. Here we consider the video of a waving flag.
The preprocessing phase is similar to MNIST: the video is converted in a sequence of frames in
grayscale that are additionally divided by 126 and put in a vector form. We then reduce the dimension
with PCA (130 principal components). We use 300 frames in total, validate on the frames from 100 to
150 and test on the last 150 frames. Note that we have a single video available, hence we need to perform
validation and test online, meaning that validation and test sets are also part of the training, but they
are not seen in advance. Precisely, during validation we train on the full path from 1 to 150, we make
predictions on the frames from 100 to 150 using HMNN from time 99 to 149 and then we compute (13)
on the considered path. Once the validation score is available, we make model-selection and we continue
the training on the next frames to get the performance on the test set equivalently. As explained in the
main paper, we train sequentially on a sliding window that includes 36 frames.
Consider a fully Gaussian HMNN with a simple architecture of three layers with 500, 20, 500 rectified
linear units, the vectorized previous frame as input and the vectorized current frame as output, and an
MSE loss. We apply Variational DropConnect to all the linear layers. The parameters α ∈ {0.25, 0.5, 0.75},
p ∈ {0.3, 0.8, 1}, pi = {0.25, 0.5, 0.75} are chosen according to the validation set. For the other parameters,
we find that setting log(σ) = 2, log(c) = 8, γ = 10−4, N = 1 performs the best. We train for 150 epochs
on each sliding window
We compare with four models. The architectures for sequential Bayes by Backprop and sequential
DropConnect are the same of HMNN. For implementation purposes, we consider an architecture of three
layers with 500, 500, 500 rectified linear units for the LSTM.
• Sequential Bayes by Backprop. At each time step t we trained on the current sliding window for
150 epochs. The parameter pi = {0.25, 0.5, 0.75} is chosen with grid search and log(σ) = 2, log(c) =
11
8, γ = 10−4, N = 1. We find that other choices of σ, c, γ,N do not improve the performance. The
Bayesian neural network at time t is initialized with the estimates at time t− 1.
• Sequential DropConnect. At each time step t we trained on the current sliding window for 150
epochs. The learning rate γ = {10−3, 10−4, 10−5} is chosen with grid search using the validation
score. The neural network at time t is initialized with the estimates at time t− 1. This is not a
Bayesian method.
• LSTM. We choose a window size of 36 and we choose the learning rate γ = {10−3, 10−4, 10−5} with
grid search using the validation score. This is not a Bayesian method.
• Trivial predictor. We predict frame t with frame t− 1. We decide to include this trivial baseline
because it is an indicator of overfitting on the current window.
Table 3 summarizes the performances using metric (13). Given that we extract 30 frames per second,
successive frames look almost equal, this makes the comparison with the trivial predictor unfair. Testing
on a subpath makes the metricM more sensitive to big changes and it gives us a clearer measure of the
learned patterns. Hence, we test on the subpath 150, 152, 154, . . . 300 (we skip all the odd frames from
150 to 300). As already explained this is just a subset of the full test set and no algorithm is discarding
any frames during training.
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