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Abstract
We define and study a variant of the Stanley depth which we call total depth
for partially ordered sets (posets). This total depth is the most natural variant
of Stanley depth from JSkK – the poset of nonempty subsets of {1, 2, . . . , k}
ordered by inclusion – to any finite poset. In particular, the total depth can
be defined for the poset of nonempty submultisets of a multiset ordered by
inclusion, which corresponds to a product of chains with the bottom element
deleted. We show that the total depth agrees with Stanley depth for JSkK but
not for such posets in general. We also prove that the total depth of the product
of chains nk with the bottom element deleted is (n− 1)⌈k/2⌉, which generalizes
a result of Biro´, Howard, Keller, Trotter, and Young (2010). Further, we provide
upper and lower bounds for a general multiset and find the total depth for any
multiset with at most five distinct elements. In addition, we can determine the
total depth for any multiset with k distinct elements if we know all the interval
partitions of JSkK.
Keywords: Stanley depth, poset, multiset, chain product, interval partition
1. Introduction
In [10] Stanley defined what is now called the Stanley depth of a finitely-
generated Zn-graded module over a commutative ring (see [4] for a survey).
Herzog et al. [5] established a combinatorial definition for the Stanley depth of
certain modules in terms of partially ordered sets (posets) that are the direct
products of chains with the bottom element deleted, or equivalently, the sets of
nonempty submultisets of multisets ordered by inclusion. In particular, Biro´ et
al. [1] showed that the Stanley depth of JSkK – the poset of nonempty subsets
of Sk := {1, 2, . . . , k}, ordered by inclusion – is ⌈k/2⌉. Shen [9] extended this
result by finding that Stanley depth of a complete intersection monomial ideal
minimally-generated by m monomials is n−⌊m/2⌋, and this was later proved to
be a lower bound for the Stanley depth of an m-generated squarefree monomial
ideal by Keller and Young [7].
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Although the Stanley depth is an interesting invariant of the posets just
mentioned, there is no natural way to extend the definition to any (finite) poset.
In this paper we will define and study a variant of Stanley depth which we call
total depth. The total depth of a finite poset P is the largest integer d such that
there is a partition of P into intervals whose top elements all have height at
least d, where the height of an element Z ∈ P has a standard definition – the
maximal size of a chain in P starting with Z (Definition 2.4). For instance, if P
has a unique maximal element 1ˆ and the height of 1ˆ is h, then the total depth
of P is h if and only if P has a unique minimal element.
This total depth agrees with Stanley depth for JSkK but not for the more
general product of chains with the bottom element deleted (Section 2.3). The
total depth is the most natural variant of Stanley depth from JSkK to any finite
poset. It appears to be an interesting combinatorial invariant of a poset for its
own sake, and it seems to be quite challenging to compute in general.
This paper begins with the definitions and comparisons of the Stanley depth
and the total depth in Section 2. Section 3 presents our main approach and
shows that the Stanley depths of a multiset and its base set coincide. Section
4 proves that one of the interval partitions with the maximal total depth has a
special form (3.4). Sections 5 and 6 derive upper and lower bounds for the total
depth, and thus show that the total depth of the product of chains nk with
the bottom element deleted is (n − 1)⌈k/2⌉ (Corollary 5.3). Finally, Section 7
determines the total depths for multisets with at most five distinct elements.
2. Definitions and Comparisons
2.1. Stanley Depth
We first recall the definition of Stanley depth from [8].
Definition 2.1. Let K be a field and A := K[x1, x2, . . . , xk] the K-algebra of
polynomials over K in x1, x2, . . . , xk.
1. A monomial in A is a product xa11 x
a2
2 · · ·x
ak
k with aj ’s nonnegative integers;
2. A monomial ideal I of A is an ideal generated by monomials in A ;
3. A Stanley space of dimension d is aK-subspace ofA of form xa11 x
a2
2 · · ·x
ak
k K[Z],
where Z is a d-element subset of {x1, x2, . . . , xk};
4. A Stanley decomposition D of I is a decomposition of I as a finite direct sum
of Stanley spaces;
5. The Stanley depth of D, denoted by sdepthD, is the minimal dimension of
these Stanley spaces, and the Stanley depth of I is
sdepth I := max
D
sdepthD,
where the maximum is taken over all the Stanley decompositions D of I.
In a combinatorial view, each monomial xa11 x
a2
2 · · ·x
ak
k corresponds to a mul-
tiset {1a1, 2a2 , . . . , kak} consisting of aj j’s, j = 1, 2, . . . , k, and each monomial
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ideal induces a set of such multisets. In the case that a monomial ideal I⋆
induces the set of all nonempty submultisets of the multiset
{1n1 , 2n2 , . . . , knk}, (2.1)
denoted by S throughout this paper, the Stanley depth of I⋆ has a combina-
torial interpretation in terms of the poset JSK of nonempty submultisets of S
ordered by inclusion (Definition 2.3 below). Here, a submultiset of S is a multiset
{1a1, 2a2 , . . . , kak} with aj ≤ nj , 1 ≤ j ≤ k.
On the other hand, the submultisets of this S correspond bijectively to the
elements of a product of chains
U = (n1 + 1)× (n2 + 1)× · · · × (nk + 1), (2.2)
where n+ 1 denotes the (n+ 1)-element chain 0 < 1 < · · · < n. In particular,
the element (a1, a2, . . . , ak) ∈ U corresponds to the submultiset a = {1a1 , 2a2 ,
. . . , kak} of S. For convenience, we denote this a by (a1, a2, . . . , ak), or abbre-
viated to a1a2 . . . ak, and the bottom element (0, 0, . . . , 0) of U by 0. Then I
⋆
corresponds to U \{0}, the product of chains with the bottom element deleted.
The authors of [5] found a correspondence between the Stanley decomposi-
tions of I⋆ and the interval partitions (defined in Definition 2.2 below) of JSK,
which allowed them to compute the Stanley depths of these Stanley decompo-
sitions and of I⋆ in terms of these interval partitions, and thus to define the
Stanley depths for interval partitions of JSK and for JSK (Definition 2.3). In
fact, they [5] showed these results not only for I⋆ but also for the more general
Z
n-graded modules I/I ′, where I ′ ⊂ I are monomial ideals in S.
Definition 2.2. For two sets X ≤ Y in a poset P , an interval [X,Y ] is defined
as {Z ∈ P : X ≤ Z ≤ Y }. An interval partition pi of P is a partition of P into
nonempty pairwise disjoint intervals.
In our case, the poset P = JSK. Here and throughout this paper, we de-
note by S the multiset of (2.1), by Sk the base set {1, 2, . . . , k} of S, by
Jn1, n2, . . . , nkK the poset JSK, and by xj (resp., yj) the j-th components of
X (resp., Y ) in JSK, j = 1, 2, . . . , k. Then X ≤ Y is equivalent to xj ≤ yj for
all j, and X < Y if further xj′ < yj′ for some j
′.
Fig. 1 illustrates the Hasse diagrams of two posets JS3K = J{1, 2, 3}K = J1, 1,
1K and J{13, 22}K = J{1, 1, 1, 2, 2}K = J2, 3K and one interval partition of each
poset. Note that according to the notation below (2.2), the labels in Fig. 1(a)
are (1, 1, 1), (1, 1, 0), . . . , (0, 0, 1), or abbreviated to 111, 110, . . . , 001. Similarly,
the labels in Fig. 1(b) are abbreviated to 23, 22, . . . , 01.
Then the Stanley depth of JSK can be interpreted as follows [5].
Definition 2.3. Let I⋆ be the monomial ideal corresponding to JSK and pi =⋃
i [Xi, Yi] be the interval partition of JSK corresponding to a Stanley decompo-
sition D of I⋆, where U and S are defined by (2.2) and (2.1), respectively, and
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Figure 1: Posets and Interval Partitions
{1} {2} {3}
{1,2} {1,3}{2,3}
{1,2,3}
(a) JS3K = J1, 1, 1K
= [100, 110] ∪ [010, 011]
∪ [001, 101] ∪ [111, 111]
{1,1,2,2,2}
{1,2,2,2}{1,1,2,2}
{2,2,2}{1,2,2}{1,1,2}
{2,2}{1,2}{1,1}
{1} {2}
(b) J2, 3K = [01, 03] ∪ [10, 13] ∪ [20, 23]
Xi = (xi1, xi2, . . . , xik) and Yi = (yi1, yi2, . . . , yik) with xij , yij ∈ {0, 1, . . . , nj},
j = 1, 2, . . . , k. We define the Stanley depth of pi as
sdepthpi := sdepthD = min
i
#{j : yij = nj} = min
[X,Y ]∈π
#{j : yj = nj}, (2.3)
and the Stanley depth of JSK as (see [1, pp. 476–477])
sdepth JSK := sdepth I⋆= max
π∈P(S)
sdepthpi = max
π∈P(S)
min
[X,Y ]∈π
#{j : yj = nj}, (2.4)
where P(S) is the set of interval partitions of JSK.
For example, the Stanley depths of the partitions in Fig. 1 are (a) min{2, 2, 2,
3} = 2; (b) min{1, 1, 2} = 1.
2.2. Total Depth
The Stanley depth of JSkK can be recast in terms of the heights of its elements
(defined below). This inspires us to extend Stanley depth to a general finite
poset and thus define the total depth.
Definition 2.4. Let P be any finite poset. We define the height of an element
Z ∈ P as the maximal size of a chain Z = Z1 > Z2 > · · · > Zn in P , denoted
by heightZ = n.
When Z = (z1, z2, . . . , zk) ∈ JSK with S the multiset of (2.1), by definition
heightZ = z1 + z2 + · · ·+ zk . (2.5)
In particular, when S is the normal set Sk = {1, 2, . . . , k}, i.e., when all nj ’s
equal 1, we have zj ∈ {0, 1} and thus
heightZ = z1 + z2 + · · ·+ zk = #{j : zj = 1} = #{j : zj = nj}. (2.6)
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Applying to Yi = (yi1, yi2, . . . , yik) and combining with (2.4) leads to
sdepth JSkK = max
π∈P(Sk)
min
[X,Y ]∈π
heightY. (2.7)
Thus a natural variant of Stanley depth to any finite poset arises.
Definition 2.5. Given a finite poset P , we define the total depth of an interval
partition pi of P as
tdepthpi := min
[X,Y ]∈π
heightY, (2.8)
and the total depth of P as
tdepthP := max
π
tdepth pi = max
π
min
[X,Y ]∈π
heightY, (2.9)
where the maximum is taken over all the interval partitions pi of P .
In this paper we are interested in the case P = JSK. For example, the total
depths of the partitions in Fig. 1 are (a) min{2, 2, 2, 3} = 2; (b) min{3, 4, 5} = 3.
2.3. Comparisons of Total Depth with Stanley Depth
When S = Sk, comparing (2.7) with (2.9), we deduce that
sdepth JSkK = tdepth JSkK, (2.10)
i.e., the Stanley depth and the total depth of a normal set coincide. Further,
we will show that the Stanley depths of a general multiset S and its base set
coincide (Theorem 3.1).
However, the Stanley depth and the total depth are generally not equal. In
fact, for the multiset S of (2.1), plugging (2.5) into (2.9) with P = JSK yields
tdepth JSK = max
π∈P(S)
min
[X,Y ]∈π
k∑
j=1
yj , (2.11)
which is different from the right-hand side of definition (2.4) of sdepth JSK.
In particular, from (2.4) we obtain sdepth JSK ≤ k, while (2.11) implies that
tdepth JSK could be greater than k. For instance, in Fig. 1(b) we see that
tdepth J2, 3K ≥ 3. The total depth does not agree with the Stanley depth of
a poset also for subposet of the subset lattice, see for instance [3, 6]. Sections
5–7 will provide many other concrete examples.
3. Stanley Depth for Multisets
In this section we show that the Stanley depths of the multiset S of (2.1)
and its base set {1, 2, . . . , k} coincide, by establishing a chain of two mappings
(see (3.3) and (3.5) below) from P(S) to P(Sk) and then bijectively to P
∗(S),
defined below as the set of interval partitions of JSK with a special form (3.4).
This approach will continue playing an important role in subsequent sections.
This result first appeared in Cimpoeas¸ [2, Theorem 1.3], but with an entirely
different proof, by induction on the multiplicity n1.
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Theorem 3.1. For S = {1n1, 2n2 , . . . , knk} and Sk = {1, 2, . . . , k}, we have
sdepth JSK = sdepth JSkK = tdepth JSkK.
Proof. We have proved the second equality; see (2.10). To show the first equal-
ity, for each interval J = [X,Y ] in JSK, we call the intersection
J∩JSkK = [X, g(Y )], with g(Y ) := (y1∧1, . . . , yk∧1) for Y = (y1, . . . , yk), (3.1)
the induced interval of J in JSkK, where ∧ represents the minimum function; in
particular, if xj > yj ∧ 1 for some j, then J ∩ JSkK = ∅.
For each interval partition pi ∈ P(S), we consider its induced interval parti-
tion of JSkK with empty intervals removed:
pik :=
{
J ∩ JSkK : J ∈ pi and J ∩ JSkK 6= ∅
}
(3.2)
(with the partition property verified right below); in other words, we construct
the following mapping:
pi =
⋃
i
[Xi, Yi] 7−→ pik =
⋃
Xi≤g(Yi)
[Xi, g(Yi)] ∈ P(Sk). (3.3)
For instance, the induced interval partition in JS2K of the partition in Fig. 1(b)
is [01, 01] ∪ [10, 11].
Here to show that the pik defined by (3.2) is indeed an interval partition
of JSkK, we observe that for any J1, J2 ∈ pi ∈ P(S), the intersection of their
induced intervals in JSkK:(
J1 ∩ JSkK
)
∩
(
J2 ∩ JSkK
)
⊆ J1 ∩ J2 = ∅,
and therefore, the intervals in pik are pairwise disjoint. Further, we have the
union of elements in pik:
⋃
J∈π, J∩JSkK 6=∅
(
J∩JSkK
)
=
⋃
J∈π
(
J∩JSkK
)
=
(⋃
J∈π
J
)
∩JSkK = JSK∩JSkK = JSkK,
as desired.
This pik has Stanley depth no smaller than that of pi. In fact, applying
definition (2.3) to pik and pi gives
sdepthpik = min
[X,Y ′]∈πk
#{j : y′j = 1} ≥ min
Y ′=g(Y ), [X,Y ]∈π
#{j : y′j = 1}
= min
[X,Y ]∈π
#{j : yj ∧ 1 = 1} ≥ min
[X,Y ]∈π
#{j : yj = nj} = sdepthpi,
as nj ∧ 1 = 1. Therefore
sdepth JSK = max
π∈P(S)
sdepthpi ≤ max
π∈P(S)
sdepth pik ≤ sdepth JSkK.
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On the other hand, we say that an interval partition pi∗ of JSK is good if each
interval in pi∗ has the form
[X, f(Y )] with f(Y ) := (n1y1, . . . , nkyk) and X,Y ∈ {0, 1}
k, (3.4)
where {0, 1}k := {(v1, . . . , vk) : vj ∈ {0, 1}}; namely, the components of the
bottom element X are either 0 or 1 and for each j, the j-th component of the
top element f(Y ) is either 0 or nj (in other words, every interval in pi
∗ is tall,
in the sense that its bottom element is a multiset with all multiplicities 0 or 1
and its top element is a multiset in which each multiplicity is 0 or as large as
possible). Then we have a bijection between P(Sk) and the set of good interval
partitions of JSK, denoted by P∗(S):
pik =
⋃
i
[Xi, Yi] 7−→ pi
∗ =
⋃
i
[Xi, f(Yi)] (3.5)
(with the partition property verified right below). For instance, the induced
interval partition [01, 01] ∪ [10, 11] in JS2K of the partition in Fig. 1(b) maps to
[01, 03]∪ [10, 23].
Here to show that the pi∗ defined in (3.5) is indeed an interval partition of
JSK, we recall the order-preserving function g(·) from (3.1). For any [Xi, Yi] ∈
pik ∈ P(Sk) and Z ∈ [Xi, f(Yi)], we have
g(Z) ∈ [g(Xi), g(f(Yi))] = [Xi, Yi].
Since the intervals [Xi, Yi] in pik are pairwise disjoint, the intervals [Xi, f(Yi)]
in pi∗ are pairwise disjoint as well. Further, for any Z ∈ JSK, we notice that
g(Z) ∈ JSkK, and thus g(Z) ∈ [Xi, Yi] for some interval [Xi, Yi] ∈ pik. Recall
from definition (3.4) that the function f(·) is order-preserving. It follows that
Xi ≤ g(Z) ≤ Z ≤ f(g(Z)) ≤ f(Yi);
in other words, we obtain Z ∈ [Xi, f(Yi)] ∈ pi∗. Hence the union of elements in
pi∗ is JSK, as desired.
Since the mapping (3.5) keeps the Stanley depth unchanged, we deduce that
sdepth JSK ≥ max
π∗∈P∗(S)
sdepthpi∗ = max
πk∈P(Sk)
sdepth pik = sdepth JSkK
and complete the proof.
4. Optimal Interval Partitions
Recall that an interval partition of JSK is good if each of its intervals has the
form of (3.4). In this section we prove that there exists a good interval partition
with the maximal total depth (Theorem 4.2) by adopting the mappings (3.3)
and (3.5). Therefore, in order to find tdepth JSK, it suffices to consider only the
good interval partitions of JSK.
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This result is crucial in the rest of this paper to finding (the bounds of)
total depths. In particular, if we know all the interval partitions of JSkK, we can
transform them into good interval partitions of JSK via (3.5), and find tdepth JSK
by selecting the optimal from these good interval partitions. This result also
leads to the nondecreasing property of tdepth Jn1, . . . , nkK in every ni (Theorem
4.3).
Definition 4.1. We say that an interval partition pi of JSK is optimal if tdepth pi =
tdepth JSK. An optimal interval partition exists for any JSK since JSK is finite.
Theorem 4.2. There exists an optimal interval partition of JSK such that it is
good, i.e., each of its intervals has the form of (3.4).
Proof. Let pi be an optimal interval partition of JSK. Recall from (3.3) and (3.5)
the mappings (with f and g defined in (3.4) and (3.1), respectively)
pi =
⋃
i
[Xi, Yi] 7−→ pik =
⋃
Xi≤g(Yi)
[Xi, g(Yi)] 7−→ pi
∗ =
⋃
Xi≤g(Yi)
[Xi, f(g(Yi))]
from pi to its induced interval partition pik of JSkK, and then to pik’s corre-
sponding good interval partition pi∗ of JSK. We show that pi∗ is optimal, i.e.,
tdepthpi∗ = tdepth JSK, or equivalently, tdepthpi ≤ tdepth pi∗.
Consider the top elements of the intervals in pi, pik and pi
∗. For each [X,Y ] ∈
pi with X ≤ g(Y ) =: Y ′ = (y′1, y
′
2, . . . , y
′
k), where y
′
j = 1 ∧ yj for all j, if
yj ≥ 1 = y′j, then yj ≤ nj = njy
′
j ; otherwise, we have yj = 0 = y
′
j = njy
′
j .
Thus yj ≤ njy′j always holds. Combining this with (2.5) yields
heightY =
k∑
j=1
yj ≤
k∑
j=1
njy
′
j = height f(Y
′) = height f(g(Y )).
Therefore by the definition (2.8) of total depth, we obtain
tdepth pi = min
[X,Y ]∈π
heightY ≤ min
[X,Y ]∈π,X≤g(Y )
heightY
≤ min
[X,Y ]∈π,X≤g(Y )
height f(g(Y )) = tdepth pi∗,
as desired.
Thanks to Theorem 4.2, we shall assume that all the partitions in the re-
mainder of this paper are good. We now show the following monotonicity result.
Theorem 4.3. (i) The total depth of Jn1, n2, . . . , nkK is nondecreasing in every
ni, i ∈ {1, 2, . . . , k}. It follows that if ni ≤ n′i for all i ∈ {1, 2, . . . , k}, then we
have tdepth Jn1, n2, . . . , nkK ≤ tdepth Jn
′
1, n
′
2, . . . , n
′
kK.
(ii) For k ≥ 2, we have tdepth Jn2, . . . , nkK ≤ tdepth Jn1, n2, . . . , nkK.
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Proof. (i) We adopt the notation JSK = Jn1, n2, . . . , nkK. On the strength of
Theorem 4.2, bijection (3.5) and definitions (2.8), (2.5) and (3.4), we obtain
tdepth JSK = max
π∗∈P∗(S)
tdepth pi∗ = max
πk∈P(Sk)
min
[X,Y ]∈πk
height f(Y )
= max
πk∈P(Sk)
min
[X,Y ]∈πk
k∑
j=1
njyj,
which is nondecreasing in every ni.
(ii) Let pi =
⋃
i [Xi, Yi] be an optimal interval partition of Jn2, . . . , nkK. Note
that pi′ := [{1}, S]
⋃
(
⋃
i [Xi, Yi]) is an interval partition of JSK and has the same
total depth as pi since height S ≥ height Yi for all i. The conclusion then follows
from Definitions 4.1 and 2.5 (equation (2.9)).
5. The Total Depth of nk \{0} and Bounds for Total Depth
Recall that sdepth JSkK = ⌈k/2⌉ ([1]), and therefore tdepth JSkK = ⌈k/2⌉ by
(2.10).
Theorem 5.1. [1, Theorem 2.2] For k ≥ 1, we have
tdepth 2k \{0} = tdepth J1, 1, . . . , 1K = ⌈k/2⌉.
We take advantage of this result to derive a pair of upper and lower bounds
for the total depth for a general multiset.
Theorem 5.2. For n1 ≤ n2 ≤ · · · ≤ nk, we have
⌈k/2⌉∑
i=1
ni ≤ tdepth Jn1, n2, . . . , nkK ≤
k∑
i=k−⌈k/2⌉+1
ni .
When all ni’s equal n− 1, the upper and lower bounds coincide, which gives
the total depth of nk \{0}.
Corollary 5.3. For n ≥ 2, we have
tdepth nk \{0} = tdepth Jn− 1, n− 1, . . . , n− 1K = (n− 1)⌈k/2⌉.
Proof of Theorem 5.2. Upper bound. Let pi∗ be an optimal interval partition
of JSK. Thanks to Theorem 4.2, we can assume that pi∗ is good with pi∗ =
{[X, f(Y )] : [X,Y ] ∈ pik} as in (3.5), where pik is its induced interval partition
of JSkK. Since tdepthpik ≤ tdepth JSkK = ⌈k/2⌉ by (2.9) and Theorem 5.1, it
follows from (2.8) that there exists Y ′ with [X,Y ′] ∈ pik such that heightY ′≤
⌈k/2⌉, i.e., at most ⌈k/2⌉ of the y′i’s are 1 (recall (2.6)). Thus
tdepth JSK = tdepthpi∗ ≤ height f(Y ′) =
k∑
i=1
niy
′
i ≤
k∑
i=k−⌈k/2⌉+1
ni .
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Lower bound. Let pik be an optimal interval partition of JSkK and pi
∗ =
{[X, f(Y )] : [X,Y ] ∈ pik} its corresponding good interval partition of JSK as in
(3.5). Thanks to Theorem 5.1, we have tdepthpik = tdepth JSkK = ⌈k/2⌉. Thus
heightY ≥ ⌈k/2⌉ for any interval [X,Y ] ∈ pik by (2.8), i.e., at least ⌈k/2⌉ of the
yi’s are 1 (recall (2.6)). Therefore height f(Y ) =
∑k
i=1 niyi ≥
∑⌈k/2⌉
i=1 ni. Hence
tdepth JSK ≥ tdepth pi∗ = min
[X,Y ]∈πk
height f(Y ) ≥
⌈k/2⌉∑
i=1
ni .
6. More Bounds for Total Depth
In this section we derive more bounds for the total depth. They are stronger
than those in Theorem 5.2 in many (but not all) cases, for instance, when k is
odd or nk is big, or when k is even and n1, . . . , nk−1 are not too close to each
other. We prove our results by analyzing the top elements of the intervals that
contain one of these submultisets: {1}, . . . , {k}, i.e., (1, 0, . . . , 0), . . . , (0, . . . , 0, 1).
This approach also plays an important role in computing total depths in Section
7.
Theorem 6.1. For 1 ≤ n1 ≤ n2 ≤ · · · ≤ nk, we have
nk ≤ tdepth Jn1, n2, . . . , nkK ≤ max{nk, n1 + n2 + · · ·+ nk−1}, (6.1)
and
tdepth Jn1, n2, . . . , nkK ≤
⌊
1
k
k∑
i=1
ini
⌋
. (6.2)
Remark 6.2 (Comparison of the bounds). None of the upper or lower bounds
in (6.1), (6.2) and Theorem 5.2 is always stronger than another.
In fact, for the upper bounds in (6.2) and Theorem 5.2, one can verify that
when k is odd, the upper bound in (6.2) is stronger (i.e., no greater). However,
when k is even, neither of them is always stronger; the upper bound in (6.2) is
stronger only if n1, n2, . . . , nk−1 are not too close to each other. In particular,
when all ni’s equal n, the inequality (6.2) becomes tdepth JSK ≤ ⌊n(k + 1)/2⌋,
which is an equality if and only if k is odd or n = 1 (Corollary 5.3). This means
that when k is even and ni = n ≥ 2 for all i, the upper bound in (6.2) is weaker.
Similarly, comparing the bounds in (6.1) with others in the case of all equal
ni’s (or of similar size) and the case of nk ≥ n1 + n2 + · · ·+ nk−1, we find that
no bound is always stronger than another.
Before proving Theorem 6.1, we need the following lemma, which allows us
to derive the upper bounds in Theorem 6.1 and later in Section 7.
Lemma 6.3. In a given good interval partition of Jn1, n2, . . . , nkK, let I(i) with
top element t(i) be the interval with bottom element {i}, i = 1, 2, . . . , k. Then
the I(i)’s are distinct and the components t(i)j (j = 1, 2, . . . , k) of t(i) satisfy
t(j)i = 0 for any i 6= j with t(i)j > 0.
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Proof. Since each of {1}, {2}, . . . , {k} is no greater than any other element of
Jn1, n2, . . . , nkK, they must be the bottom elements of distinct intervals. If
t(i)j , t(j)i > 0 for some i 6= j, then {i, j} ∈ I(i)∩I(j). This contradicts the fact
that I(i) and I(j) are distinct and thus disjoint.
Remark 6.4. By the definition (3.4) of good interval partition, we have
t(i)j ∈ {0, nj} and t(i)i = ni. (6.3)
Since we only consider good interval partitions, for convenience we write an
interval in a good interval partition of JSK by its induced interval in JSkK. For
example, [10001, n1n200n5] is written as [10001, 11001]. In case the top and
bottom elements of the induced interval coincide, we omit one of them. For
instance, we write [10001, n1000n5] as [10001].
Proof of Theorem 6.1. (i) The lower bound in (6.1) follows from the observation
that the following interval partition has total depth nk:
[00 · · · 01]
⋃(⋃
[x1x2 · · ·xk−10, x1x2 · · ·xk−11]
)
, (6.4)
where the second union is taken over (x1, x2, . . . , xk−1) ∈ {0, 1}k−1\{(0, 0, ..., 0)}.
(ii) We prove the upper bound in (6.1) by contradiction. Assume the con-
trary that there exists a good interval partition pi of Jn1, n2, . . . , nkK such that
tdepthpi > max{nk, n1 + n2 + · · ·+ nk−1}. Thus from (2.5) and (2.8) we get
k∑
j=1
t(i)j = height t(i) ≥ tdepth pi > max{nk, n1 + n2 + · · ·+ nk−1} (6.5)
for all 1 ≤ i ≤ k. It then follows from Lemma 6.3 that t(i)k > 0 for all i and
t(k)i = 0 for all 1 ≤ i ≤ k − 1. Therefore height t(k) = t(k)k ≤ nk, which
contradicts (6.5) with i = k.
(iii) For (6.2), apply Lemma 6.3 to an optimal (and good) interval partition:
t(i)j + t(j)i ≤ max{ni, nj} = nmax{i,j}, ∀ i 6= j. (6.6)
Summing (6.6) and the second equality of (6.3) over i, j = 1, 2, . . . , k, along
with (2.5), we yield
k∑
i=1
height t(i) =
k∑
i,j=1
t(i)j =
∑
1≤i<j≤k
(
t(i)j + t(j)i
)
+
k∑
i=1
t(i)i
≤
∑
1≤i<j≤k
nmax{i,j} +
k∑
i=1
ni =
k∑
i=1
ini.
Thus there exists an i such that height t(i) is at most ⌊
∑k
i=1 ini/k⌋. Therefore,
the total depth of this interval partition is at most ⌊
∑k
i=1 ini/k⌋ by (2.8), which
implies (6.2).
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Remark 6.5. When nk ≥ n1 + n2 + · · ·+ nk−1, the inequality (6.1) becomes an
equality: tdepth Jn1, n2, . . . , nkK = nk. This implies that the interval partition
(6.4) is in fact optimal.
7. Case of k ≤ 5
In this section we determine the total depth of Jn1, n2, . . . , nkK for k ≤ 5 using
Theorems 4.2, 6.1 and Lemma 6.3. For ease of notation, we denote height t(i)
by h(i) (recall t(i) from Lemma 6.3), and
∑
i∈H ni by σ(H). For example, we
have σ(13) = n1 + n3 and σ(∅) = 0.
Theorem 7.1. For 1 ≤ n1 ≤ n2 ≤ · · · ≤ n5, we have
tdepth Jn1K = σ(1),
tdepth Jn1, n2K = σ(2),
tdepth Jn1, n2, n3K = max{σ(3), σ(12)},
tdepth Jn1, n2, n3, n4K = max{σ(4), σ(24) ∧ σ(123)},
tdepth Jn1, n2, n3, n4, n5K = max{σ(5), σ(35) ∧ σ(1234), σ(45) ∧ σ(234) ∧ σ(135),
σ(45) ∧ σ(1234) ∧ σ(125), σ(125) ∧ σ(134)},
where ∧ represents the minimum function.
Proof. Recall from Theorem 4.2 that it suffices to consider only the good interval
partitions. For convenience, we denote the right-hand side by dk for the case k.
(1) k = 1. The total depth of the only good interval partition [1] is n1.
(2) k = 2. By Remark 6.5, the total depth is n2, achieved by [10, 11]∪ [01].
(3) k = 3. The total depth is at most d3 by (6.1), and d3 is achieved by one
of the following partitions.
Fact 3.1. tdepth [110, 111]∪ [100, 101]∪ [010, 011]∪ [001] = σ(3).
Fact 3.2. tdepth [100, 110]∪ [001, 101]∪ [010, 011]∪ [111] = σ(12).
(4) k = 4. Computing the total depths of the following two partitions shows
that d4 can be achieved.
Fact 4.1. tdepthpi = σ(4) for pi = [1100, 1111] ∪ [1000, 1011] ∪ [0100, 0111] ∪
[0010, 0011]∪ [0001].
Fact 4.2. tdepthpi = σ(24) ∧ σ(123) for pi = [1000, 1011] ∪ [0100, 1110] ∪
[0010, 0011]∪ [0001, 0101]∪ [1101, 1111]∪ [0111].
Now we show that the total depth is at most d4.
Case 1. σ(24) ≥ σ(123), i.e., d4 = max{σ(4), σ(123)}. The conclusion follows
by (6.1).
Case 2. σ(24) < σ(123). We prove by contradiction. Assume the contrary that
pi is a good interval partition such that d4 < tdepth pi ≤ h(i) for all i (recall
definition (2.8)). Then h(i) > d4 = σ(24) for all i.
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(i) If t(4)3 = 0, then t(4)1, t(4)2 > 0 since h(4) > σ(24). It follows from
Lemma 6.3 that t(1)4 = t(2)4 = 0. Since h(1) > σ(24) ≥ σ(13), we have
t(1)2 > 0 and hence t(2)1 = 0. Therefore h(2) ≤ σ(23) ≤ d4, which is a
contradiction.
(ii) If t(4)3 > 0, then t(3)4 = 0 by Lemma 6.3. Since h(3) > σ(24), we have
t(3)1, t(3)2 > 0. Thus t(1)3 = t(2)3 = 0. Combining this with h(2) > σ(24)
leads to t(2)1 > 0. Thus t(1)2 = 0. Hence h(1) ≤ σ(14) ≤ σ(24) = d4, which is
a contradiction.
(5) k = 5. The idea is similar while the proof becomes much more compli-
cated; see Appendix A for details.
8. Future Research
From the case k = 5, we see that the situation will become extremely com-
plicated when k ≥ 6 via the same approach. It would be interesting to know if
there is an explicit expression for the total depth for any k.
It would also be interesting to investigate other classes of posets to see if
their total depths can be found through a combinatorial approach, for example,
the poset JVq,kK consisting of the nontrivial subspaces of a k-dimensional vector
space Vq,k would be a q-analogue of JSkK. Another class of posets of interest,
generalizing the poset JVq,kK, would be the geometric lattices excluding the
bottom element.
Finally, if we replace heightY in the right-hand side of (2.8) with the interval
depth of [X,Y ], namely the maximal length of a chain from X to Y , we would
obtain another variant of the Stanley depth. Through the same approach, we
can prove that for the poset JSK, there still exists a good interval partition with
the maximal interval depth. It would be interesting to investigate this new
variant for various classes of posets.
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Appendix A. Proof of Theorem 7.1 for k = 5
Proof. Computing the total depths of the following five interval partitions shows
that the value on the right-hand side, denoted by d5, can be achieved.
Fact 5.1. tdepth pi = σ(5) for
pi = [11000, 11111]∪ [10000, 10111]∪ [01000, 01111]∪ [00100, 00111]
∪ [00010, 00011]∪ [00001].
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Fact 5.2. tdepth pi = σ(35) ∧ σ(1234) =: m1 for
pi = [10000, 10101]∪ [01000, 01101]∪ [00100, 00101]∪ [00010, 11110]
∪ [00001, 00011]∪ [01011, 01111]∪ [10011, 10111]∪ [11000, 11101]
∪ [11111]∪ [11011]∪ [00111].
Fact 5.3. tdepth pi = σ(45) ∧ σ(234) ∧ σ(135) =: m2 for
pi = [00001, 00011]∪ [00010, 01110]∪ [00100, 10101]∪ [01000, 01101]∪ [10000,
10011]∪ [00111, 01111]∪ [10110, 10111]∪ [11000, 11111]∪ [01011].
Fact 5.4. tdepth pi = σ(45) ∧ σ(1234) ∧ σ(125) =: m3 for
pi = [00001, 00011]∪ [00010, 11110]∪ [00100, 10101]∪ [01000, 01101]
∪ [10000, 11001]∪ [10011, 10111]∪ [01110, 01111]
∪ [11100, 11101]∪ [11011, 11111]∪ [00111].
Fact 5.5. tdepth pi = σ(125) ∧ σ(134) =: m4 for
pi = [10000, 11001]∪ [01000, 01110]∪ [00100, 10101]∪ [00010, 10110]
∪ [00001, 01011]∪ [10011, 11011]∪ [01101, 01111]∪ [11010, 11110]
∪ [00111, 10111]∪ [11100, 11101]∪ [11111].
Now we show that the total depth is at most d5.
Case 1. m1 = σ(1234), i.e., d5 = max{σ(5), σ(1234)}. The conclusion follows
from (6.1).
Case 2. m1 = σ(35). Then m2 can be σ(234), σ(135) or σ(45). We prove
by contradiction. Assume the contrary that pi is a good interval partition with
tdepthpi > d5. We will consider the t(i)’s and apply Lemma 6.3 repeatedly.
Subcase 2.1. m2 = σ(234). Then m3 can be σ(1234), σ(45) or σ(125).
Subcase 2.1.1. m3 = σ(1234). Then tdepthpi > d5 ≥ max{σ(5), σ(1234)},
which contradicts (6.1).
Subcase 2.1.2. m3 = σ(45). Then h(i) > d5 = max{σ(45), σ(234)} for all
i. Since h(5) > σ(45) > σ(5), there exists j ≤ 4 such that t(5)j > 0 and
thus t(j)5 = 0. Since h(j) > σ(234), we get t(j)i > 0 for all i ≤ 4. Thus
for i ∈ {1, 2, 3, 4}\{j}, we have t(i)j = 0. It follows that t(i)5 > 0 (otherwise,
h(i) ≤ σ(1234)− t(i)j ≤ σ(234)) and t(5)i = 0. Hence h(5) ≤ t(5)j + t(5)5 ≤
σ(45), which is a contradiction.
Subcase 2.1.3. m3 = σ(125). Then h(i) > d5 = max{σ(35), σ(234), σ(125)}
for all i. If t(j)5 = 0 for some j ≤ 3, then it follows from the analysis in Subcase
2.1.2 that h(5) ≤ t(5)j+t(5)5 ≤ σ(35), which is a contradiction. Hence t(j)5 > 0
and thus t(5)j = 0 for all j ≤ 3. Since h(5) > σ(35) > σ(5), we have t(5)4 > 0
and thus t(4)5 = 0. Since h(4) > σ(234), we get t(4)i > 0 and thus t(i)4 = 0
for all i ≤ 3. Since h(1), h(2) > σ(125), we have t(1)3, t(2)3 > 0. It follows that
t(3)1 = t(3)2 = 0 = t(3)4. Therefore h(3) ≤ σ(35), which is a contradiction.
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Subcase 2.2. m2 = σ(135). Then h(i) > d5 = σ(135) for all i. Since h(3) >
σ(135) ≥ σ(123), at least one of t(3)4 and t(3)5 is positive.
Subcase 2.2.1. t(3)4, t(3)5 > 0. Then t(4)3 = t(5)3 = 0 by Lemma 6.3. Thus
t(4)3 = 0, h(4) > σ(135) ≥ σ(124) ⇒ t(4)5 > 0 ⇒ t(5)4 = 0. (A.1)
Therefore h(5) ≤ σ(125) ≤ σ(135), which is a contradiction.
Subcase 2.2.2. t(3)4 = 0 < t(3)5. Then t(3)2 > 0 (otherwise, h(3) ≤ σ(135))
and t(5)3 = t(2)3 = 0 (Lemma 6.3). Since h(2) > σ(135), we have t(2)4, t(2)5 >
0 and thus t(4)2 = t(5)2 = 0. Combining this with h(4) > σ(135) ≥ σ(134),
t(5)3 = 0, and h(5) > σ(135) ≥ σ(15) yields t(4)5, t(5)4 > 0, which contradicts
Lemma 6.3.
Subcase 2.2.3. t(3)5 = 0 < t(3)4. Then t(4)3 = 0 (Lemma 6.3) and t(3)2 > 0
(otherwise, h(3) ≤ σ(134) ≤ σ(135)). Therefore t(2)3 = 0 (Lemma 6.3) and
(A.1) still holds, namely, t(5)4 = 0. Since h(5) > σ(135), we have t(5)2 > 0 and
thus t(2)5 = 0. Therefore h(2) ≤ σ(124) ≤ σ(135), which is a contradiction.
Subcase 2.3. m2 = σ(45). Then m4 can be σ(125) or σ(134).
Subcase 2.3.1. m4 = σ(125). Then h(i) > d5 = max{σ(45), σ(125)} for all i.
Since h(4) > σ(125) ≥ σ(124), at least one of t(4)3 and t(4)5 is positive.
Subcase 2.3.1.1. t(4)5 > 0. Then t(5)4 = 0 by Lemma 6.3. Thus we have
t(5)4 = 0, h(5) > σ(125) ⇒ t(5)3 > 0 ⇒ t(3)5 = 0, (A.2)
t(3)5 = 0, h(3) > σ(125) ≥ σ(123) ⇒ t(3)4 > 0 ⇒ t(4)3 = 0. (A.3)
Since t(5)4 = 0 and h(5) > σ(45) ≥ σ(35), at least one of t(5)1 and t(5)2 is
positive.
(i) If t(5)1 > 0, then t(1)5 = 0 by Lemma 6.3. Thus we have
t(1)5 = 0, h(1) > σ(125) ≥ σ(123)⇒ t(1)4> 0 ⇒ t(4)1= 0, (A.4)
t(4)1 = t(4)3 = 0 (A.3, A.4), h(4) > σ(45)⇒ t(4)2> 0 ⇒ t(2)4= 0,
t(2)4 = 0, h(2) > σ(125)⇒ t(2)3> 0 ⇒ t(3)2= 0, (A.5)
t(3)2= t(3)5=0 (A.2, A.5), h(3)>σ(45)≥σ(34)⇒ t(3)1> 0 ⇒ t(1)3= 0. (A.6)
Combining this with t(1)5 = 0 yields h(1) ≤ σ(124) ≤ σ(125), which is a
contradiction.
(ii) If t(5)1 = 0 < t(5)2, then t(2)5 = 0 by Lemma 6.3. Thus we have
t(2)5 = 0, h(2)>σ(125)≥σ(124)⇒ t(2)3, t(2)4 > 0 ⇒ t(3)2 = t(4)2 = 0, (A.7)
therefore (A.6) still holds. Combining (A.3), (A.7) and h(4) > σ(45) leads to
t(4)1 > 0 and thus t(1)4 = 0. Therefore h(1) ≤ σ(125) by (A.6), which is a
contradiction.
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Subcase 2.3.1.2. t(4)3 > 0 = t(4)5. Then t(3)4 = 0 by Lemma 6.3. Since
h(3) > σ(125) ≥ σ(123), we have t(3)5 > 0 and thus t(5)3 = 0. Further, since
h(5) > σ(45), at least one of t(5)1 and t(5)2 is positive.
(i) If t(5)1 > 0, then t(1)5 = 0 by Lemma 6.3. Thus (A.4) still holds.
Combining this with t(4)5 = 0 and h(4) > σ(45) ≥ σ(34) leads to t(4)2 > 0 and
thus t(2)4 = 0. Therefore (A.5) still holds and
t(3)2 = 0 = t(3)4, h(3) > σ(45) ≥ σ(35)⇒ t(3)1 > 0 ⇒ t(1)3 = 0. (A.8)
Combining this with t(1)5 = 0 yields h(1) ≤ σ(124) ≤ σ(125), which is a
contradiction.
(ii) If t(5)1 = 0 < t(5)2, then t(2)5 = 0 by Lemma 6.3. Thus (A.7) and (A.8)
still hold. Combining (A.7) with t(4)5 = 0 and h(4) > σ(45) ≥ σ(34) leads to
t(4)1 > 0 and thus t(1)4 = 0. Therefore h(1) ≤ σ(125) by (A.8), which is a
contradiction.
Subcase 2.3.2. m4 = σ(134). Then h(i) > d5 = max{σ(45), σ(134)} for all i.
Since h(4) > σ(134) ≥ σ(124), at least one of t(4)3 and t(4)5 is positive.
Subcase 2.3.2.1. t(4)5 = 0 < t(4)3. Then t(3)4 = 0 by Lemma 6.3. Thus
t(3)4 = 0, h(3) > σ(134) ≥ σ(123)⇒ t(3)5 > 0 ⇒ t(5)3 = 0, (A.9)
t(4)5 = 0, h(4) > σ(134)⇒ t(4)2 > 0 ⇒ t(2)4 = 0, (A.10)
t(2)4 = 0, h(2) > σ(134) ≥ σ(123)⇒ t(2)5 > 0 ⇒ t(5)2 = 0, (A.11)
t(5)2 = t(5)3 = 0 (A.9, A.11), h(5) > σ(45)⇒ t(5)1 > 0 ⇒ t(1)5 = 0,
t(1)5 = 0, h(1) > σ(134)⇒ t(1)i > 0, i = 2, 3, 4 ⇒ t(i)1 = 0, (A.12)
t(3)1 = 0 = t(3)4, h(3) > σ(45) ≥ σ(35)⇒ t(3)2 > 0 ⇒ t(2)3 = 0.
Combining this with (A.10) and (A.12) yields h(2) ≤ σ(25) ≤ σ(45), which is a
contradiction.
Subcase 2.3.2.2. t(4)5 > 0. Then t(5)4 = 0 by Lemma 6.3. Since h(3) >
σ(134) ≥ σ(123), at least one of t(3)4 and t(3)5 is positive.
(i) If t(3)5 > 0, then t(5)3 = 0 by Lemma 6.3. Since t(5) > σ(45) ≥ σ(25),
we have t(5)1, t(5)2 > 0 and hence t(1)5 = t(2)5 = 0. Thus (A.12) still holds
and
t(2)5 = 0, h(2) > σ(134)⇒ t(2)3, t(2)4 > 0⇒ t(3)2 = t(4)2 = 0, (A.13)
t(3)2 = 0 = t(3)1 (A.12), h(3)>σ(45)≥σ(35)⇒ t(3)4 > 0 ⇒ t(4)3 = 0.
Combining this with (A.12) and (A.13) yields h(4) ≤ σ(45), which is a contra-
diction.
(ii) If t(3)5 = 0 < t(3)4, then t(4)3 = 0 by Lemma 6.3. Thus we have
t(3)5 = 0, h(3) > σ(134)⇒ t(3)2 > 0 ⇒ t(2)3 = 0, (A.14)
t(2)3 = 0, h(2) > σ(134) ≥ σ(124)⇒ t(2)5 > 0 ⇒ t(5)2 = 0,
t(5)2 = 0 = t(5)4, h(5) > σ(45) ≥ σ(35)⇒ t(5)1 > 0 ⇒ t(1)5 = 0,
16
therefore (A.12) still holds. Combining this with (A.14) and h(2) > σ(45) ≥
σ(25) leads to t(2)4 > 0 and thus t(4)2 = 0. In conjunction with (A.12) and
t(4)3 = 0, we yield h(4) ≤ σ(45), which is a contradiction.
This completes the proof.
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