Abstract-Data fusion refers to exploitation of information originating from diverse and distributed sensors in order to achieve levels of awareness about the sensed domains that no one source could provide. Fusion of multi-source information can result in global awareness from local knowledge, reduced uncertainty or ambiguity, higher information resolution, and better reliability through redundancy. These make multi-sensor information fusion a highly desirable and critical technology for use in defense and national security. Sensor networks composed of large number of resource constrained miniature wireless sensors based on dynamic ad-hoc network topology are attractive in this regard because of their wide coverage, scalability, redundancy, cost effectiveness and pervasive deployment possibilities. However, there are quite a few challenges on the way. Noncommensurate data sources from heterogeneous sensors pose challenges in the areas of data alignment, registration, and association. Handing conflicting information is also a challenge. In addition, the potential for large data volume generated by sensor networks may be difficult to process in real time. This paper highlights the ubiquity of data fusion in defense and national security related application domains and emphasizes the role of information visualization in exploiting the humancomputer synergy for effective comprehension of situational awareness through multi-sensor data fusion.
I. INTRODUCTION
Data fusion is a fundamental technological substrate for exploitation of multi-sensor data aggregation in order to gain situational awareness. The basic requirements for sensing the environment through a distributed, diverse, multi-sensor infrastructure are to be able to associate, register, cross-correlate and combine the individual sensor specific data streams in order to achieve a global knowledge of the domain from local measurements. These are essentially the core functionalities of any data fusion framework. Lambert [1] defines data fusion as a process that aggregates one or more data sources to form a representation of aspects of interest in an environment.
A sensor network [2] , which is a network of large number of distributed smart sensing devices with relatively low resource requirements, is a highly attractive physical infrastructure for such data acquisition because of scalability, redundancy, cost effectiveness, and pervasive deployment possibilities. These days, sensor networks mostly consist of miniature sensor nodes with individual power source and communication hardware. These nodes are usually wireless but they can very well be wired or a combination of the two. The key aspect of sensor networks that sets them apart from a conventional network is their network topology which is completely ad-hoc and dynamic. This makes the networks highly resilient against individual node failures since the network can reorganize itself to minimize the impact.
Because of this ad-hoc nature of the sensor networks, the data fusion frameworks designed to process the resulting data streams need to be flexible and dynamic as well. For example, a small fraction of all the available sensors may be active in general but they could all be activated once interesting events are detected that need to be monitored with increased resolution. During such a switch, the fusion engine can see a huge increase in input data volume as well as data modalities depending on the sensing characteristics of the nodes. The increased data volume may bring with it a higher percentage of conflicting information which need to handled appropriately. The fusion engine should also be able to handle the increased data volume without detrimental degradation in (near) real-time performance requirements. Depending on the computational capabilities of the individual nodes, some of the fusion related preprocessing could be carried out by the sensors themselves, thus reducing the burden on the fusion engine. It is important to keep in mind that there is no "one size fits all" solution to the data fusion problem. They need to be tailored to the domain specific infrastructures and requirements.
II. DATA FUSION IN DEFENSE AND NATIONAL SECURITY
Data fusion plays a critical and fundamental role in defense and national security, specially in the areas of surveillance and intelligence analysis for timely situational awareness. Intelligence analysis is inherently a multi-modal multi-source data fusion operation. Raw intelligence can come from multitude of sources, such as HUMINT, IMINT, SIGINT, ELINT etc. Sensor networks could provide the underlying physical infrastructure for some of these modalities. Some of these sources may produce highly structured data stream (such as IMINT) whereas others provide highly unstructured information (HUMINT, for example). Combining such noncommensurate information is not a trivial task. A primary requirement for fusion of such disparate data is to map them to a common representation so that the data can be aligned, associated, and correlated for subsequent fusion in order to produce a unified knowledge product that would help in gaining a broad situational awareness.
Another critical area of application for data fusion is the monitoring of health status of remote and space based assets for national security. For example, a surveillance spacecraft may have a set of sensors to track the status of different critical subsystems. It is of great importance to be able to fuse information from these sensors to create a global picture of the health of the spacecraft which may allow us to predict an impending failure and correct it before it reaches criticality.
In addition, data fusion is essential for guidance of autonomous vehicles, target recognition, battlefield asset allocation, emergency medical treatments of war fighters, and many other areas. As a technology, data fusion is ubiquitous and indispensable for defense and national security.
III. DATA FUSION ARCHITECTURES
One of the most popular data fusion process model for military application domains is the JDL (Joint Directors of Laboratories) model described by Steinberg et al. [4] . The main motivation behind this model was to develop a common thesaurus related to data fusion that would be agnostic to specific application domains. It divides the data fusion processing pipeline into four main levels. Level 1 processing is referred to as object refinement and is responsible for combining raw data to compute estimates of a target's location, velocity, attributes and identity. Level 2 processing, known as situation refinement, entails assessment of relationships among the various entities and their relationships to the environment. Level 3 processing, referred to as impact assessment extrapolates the current state to the future in order to draw inferences about future threats, risks and opportunities. Level 4 processing, known as process refinement, monitors the operational data fusion process in order to assess and improve performance. A fifth level of processing, called cognitive refinement was proposed by Hall et al. [5] . It monitors the interaction between a human analyst and the data fusion system in order to make it more effective and efficient.
Data sources constituting a fusion framework can be classified into three broad categories based on operational modes: (i) complementary sources are independent of each other and provide non-overlapping information which are fused to get wider coverage. An example application is wide area persistent surveillance through a set of geo-spatially fixed sensors, each having a narrow surveillance footprint. (ii) competitive sources provide highly overlapping information and is useful for providing redundancy in critical asset monitoring. (iii) cooperative sources provide parallel information about the same domain to facilitate knowledge augmentation through fusion. For example, an area could be imaged with a radar as well as an infrared imager to track targets based on shape as well thermal profile through fusion of these cooperative sensor data.
Data fusion can be categorized into three main classes based on the level of information abstraction used for fusion: (i) Raw data fusion is primarily limited to fusion of homogeneous modalities. It requires the different data sets to be properly aligned for correlation at the lowest level of information granularity. (ii) In feature vector fusion, a feature extractor is co-located with the sensor and the feature vectors are sent to the fusion node. This is more versatile and can handle disparate data modalities. It also has the advantage of significantly reduced data transfer between a sensor node and the fusion engine, which is crucial in bandwidth limited environments. (iii) Decision fusion combines information at the highest level of abstraction but requires significant computational capabilities in the sensor nodes, since they need to classify the targets of interest, usually utilizing a knowledge based framework. An important component of a decision fusion framework is the "ontology bridge" that translates a domain specific ontology to a common thesaurus. This is a critical step in mapping disparate sensor specific data and information structures to a uniform representation suitable for effective information fusion [6] . In most cases, the feature vector based fusion provides a good middle ground in terms of cost and complexity of the nodes.
The traditional fusion framework consists of a central fusion engine that receives information from individual sources at appropriate levels of abstraction. This has several disadvantages such as single point of failure, higher bandwidth requirement for the fusion node, high transmission power requirement for wireless sensor nodes etc. Recently, researchers have proposed distributed data fusion [7] architectures where there is no single information aggregator but various nodes can autonomously and dynamically assume this role for an appropriate time span. The nodes can assume other fusion roles as well if needed. Such a framework maps quite naturally to a distributed sensor network architecture where the nodes can be assigned different tasks in an ad-hoc manner driven by high level requirements. Such distributed fusion paradigms based on a sensor network architecture present some challenges, however. A sensor network can have thousands of nodes and choosing the optimal set of nodes for assignment of fusion roles can be tricky. Also, the nodes that are assigned the roles of fusion engines need to be monitored frequently since their network status can change unexpectedly in a highly dynamic scenario.
IV. HUMAN BRAIN: THE ENVIABLE FUSION ENGINE
As is evident, multi-modal multi-sensor data fusion is a computationally complex and algorithmically non-trivial endeavor. However, we should be encouraged by the fact that there is a fusion engine familiar to all of us, that performs such tasks incredibly efficiently, with extreme ease and with very few false interpretations. It is the human cognitive system. We routinely and effortlessly fuse information from the diverse senses (vision, sound, touch, smell and taste) in real time in order to gain understanding of the environment around us. This is so natural and effortless to us that we often do not realize that multi-sensor heterogeneous data fusion is indeed a nontrivial task. While the human cognitive engine has a highly parallel framework composed of billions of neurons which have been well tuned for such fusion tasks over millions of years of evolutionary processes, the largest parallel computer we have at our disposal today consists of a tiny fraction of computing nodes compared to the human brain, and is quite primitive in comparison. Besides, the inner functions of the human brain are not yet fully understood and hence we do not have a well defined set of fusion algorithms to replicate in order to mimic the functionality of the human cognitive system. However, the data fusion community should keep up with the advances in neuroscience and cognitive modeling, and borrow relevant knowledge that would facilitate evolutionary as well as revolutionary improvements to data fusion algorithms and architectures. In the mean time, continuing advances in computer hardware as well as efficient algorithm development have made data fusion practical and useful in sensor network environments.
V. VISUALIZATION
The ultimate consumer of any fused information product is the human analyst who needs to gain critical situational awareness in an effective and timely manner. Since the faculty of human visual cognition is adept at comprehending large amount of information from a visual representation, it is pragmatic to exploit this power of the human brain in multi-sensor fusion through man-machine synergy. Appropriate visualization tools can be highly effective for knowledge discovery and comprehension since human vision has evolved to be an efficient, massively parallel and fairly robust pattern discovery and pattern recognition engine capable of identifying interesting visual features even in the presence of noise.
Apart from effective comprehension of the unified knowledge product, an appropriately designed visualization scheme can allow the human brain to perform part of the fusion process itself. However, visualization design for data fusion needs to take into account the constraints of human cognition to be effective. Our visual sensory system can get easily overwhelmed when subjected to high velocity and high volume input streams typical of a large sensor network. Therefore, visualization modules need to be strategically placed in the fusion processing pipeline in order to present appropriate level of visual input within the constraints of our cognitive capabilities.
Visualization for enhancing the fusion process needs to adopt a different paradigm from most traditional visualization systems. This is primarily dictated by the relatively short temporal relevancy of information in the highly dynamic world of surveillance, battlefields, and other national security domains. Traditionally, visualization has been thought of as a post-processing step. However, because of the real time or near-real time requirements in defense, visualization needs to become an active and fully interactive component of the real time information flow loop. From a graphics perspective, this is more demanding than the traditional paradigm. However, the tremendous rate of advance in the graphics processing unit
.) for enhanced human comprehension through the use of higher cognitive bandwidth.
A. Static Visualization
The common and traditional visualization techniques are static in nature. In this paradigm, visualization is used to analyze data that has already been archived, and processed through desired set of filters and transformations. Thus the data to be visualized is static in nature. Here, data gathered from a suite of sensors is subjected to a data processor module for any necessary transformation or mapping before archiving in a storage media. The archived data could also come from simulation engines. The visualization module accesses data only from the archive. Any oncoming data from the sensors or the simulators do not affect a current visualization.
B. Dynamic Visualization
Dynamic visualization is a paradigm shift from the static model.
Fig. 2. The dynamic visualization model
Here data streams are visualized in real-time or near realtime as they become available. The visualization engine, instead of being a post-processor, becomes a core component of the data processing pipeline. Fig. 2 illustrates the dynamic visualization model. The arrows indicate directional data flow. The dotted arrows indicate optional data flows. In this model, the data from sensors or simulators, after any real-time processing or filtering, go directly to the visualization module for immediate display. The blue dotted arrows indicate that it still has the option of archiving the data, as in the static visualization model, and the visualization module can visualize data from the archive as well. The black dotted arrows at the bottom of the figure indicate that this framework allows feedback from the visualization module to the data sources in order to adapt or fine tune the sensor parameters in real-time to acquire the most desired data. This visualization guided real-time steering of data acquisition is important for surveillance applications where an infrared camera may be commanded to point at a fixed location instead of its normal task of scanning a wide area.
C. A multi-sensory visualization for data fusion
This section describes a multi-sensory, dynamic and interactive visualization framework called the Foggy Morning View (FMV) that is being researched for enhanced multimodal information aggregation by decision fusion through exploitation of human-computer synergy. Fig. 3 presents an overview of the FMV architecture. As a dynamic visualization tool for temporally discrete events, the FMV system expects an asynchronous data stream consisting of a time tagged sequence of event information as input. However, it does not need to be aware of the mechanisms that generate the input data. FMV has a real-time display module (FMV-RT) as well as a post-processing (FMV-PP) visualization mode for post-acquisition analysis. The sensors form local beliefs and communicate those to the database which passes the information on to the real-time visualization module for immediate display. Multiple sensors can communicate with the FMV system. This enables FMV to display events from disparate sources in a unified way and presents a powerful mechanism for visualization based multi-sensor information fusion which is critical for gaining situational awareness in a timely manner.
A prototype of the FMV system has been implemented using the Python scripting language under the Linux operating system. An industry standard OpenGL library, provided by nVidia's proprietary device driver for an nVidia Quadro series GPU based hardware accelerated AGP graphics adapter, is used for 3D rendering. Fig. 4 shows a screenshot of the realtime display. Texture mapped glyphs are used to represent detected events. The glyphs are embedded in a foggy 3D volume which is viewed through a perspective camera. The glyphs are dynamic. They appear towards the front of the foggy volume when the corresponding event occurs and continuously drift towards the back with time. Thus a glyph for an older event is farther, smaller, and fainter whereas one for a recent event is closer, bigger and brighter. This paradigm produces an intuitive visual cognition about the temporal relationships among the events as well as their frequency and attributes.
In addition to visual representation, event attributes are also mapped to auditory signals through sonification. This multisensory visualization exploits higher cognitive bandwidth for enhanced situational awareness for the human analysts.
VI. CONCLUSION Data fusion is ubiquitous in defense and national security today. Appropriately designed multi-sensory, real time visualization systems can significantly facilitate information fusion through human-computer synergy and enhance situational awareness of human analysts.
