Abstract
Introduction
We consider only finite graphs without loops or multiple edges. For standard graphtheoretic terminology not explained in this paper, we refer the reader to [2] . The purpose of this paper is to investigate degree sum conditions for the existence of long cycles in unbalanced bipartite graphs. Let G be a graph and S ⊆ V (G). The length of a longest cycle in G is denoted by c(G). We denote by d G (v) and G[S] the degree of a vertex v in G and the subgraph of G induced by S, respectively. We define σ 2 (S) :=
is not complete; otherwise, let σ 2 (S) := +∞. We simply write σ 2 (G) instead of σ 2 (V (G)). Concerning degree sum conditions for hamiltonicity of general graphs, the following is well-known.
Theorem 1 (Ore [8]) Let G be a graph. If σ 2 (G) ≥ |V (G)|, then G is Hamiltonian.
This theorem was extended as follows.
Theorem 2 (Bermond [1], Linial [6]) Let G be a 2-connected graph. Then c(G) ≥ min{σ 2 (G), |V (G)|}.
We next mention the bipartite graph versions of these theorems. We denote by [7] and Kaneko and Yoshimoto [5] gave sufficient conditions for Hamiltonicity and the existence of long cycles in balanced bipartite graphs, respectively. In this paper, we investigate the existence of long cycles in unbalanced bipartite graphs, which is not guaranteed by above theorems. As an unbalanced version of Theorem 3, we can obtain the following from [3, Corollary 3 and Lemma 8].
Y, xy ∈ E(G)}. Using this invariant, Moon and Moser

Theorem 3 (Moon and
Moser
Theorem 5 Let G[X, Y ] be a bipartite graph with |X| ≥ |Y |. If 2σ 1,1 (G) ≥ |V (G)| + 2, then either (i) G is Hamiltonian or (ii) there exists a cycle in G containing all vertices in Y .
On the other hand, there exists a 2-connected unbalanced bipartite graph G such that c(G) < min{2σ 1,1 (G) − 2, 2|Y |} (we will show it later). Hence we cannot obtain the unbalanced version of Theorem 4 by using these two invariants, and so a previous study in this line of research was done by also using the minimum degree of the larger partite set as follows, where for a graph G and
The main result of this paper is the following, which is a generalization of Theorem 6 (note that by Theorem 4, Theorem 7 holds for the case |X| = |Y |).
Here we make three remarks on Theorem 7.
(i) There exists a graph G such that the lower bound of c(G) which Theorem 7 guarantees is larger than Jackson's theorem.
Let k, l, m be integers with l > k ≥ 2 and m ≥ k + l − 2. For i = 1, 2, let 
(ii) The invariant σ 2 (X) in Theorem 7 is necessary and sharp, i.e., there exists a 2- 
(iii) The invariant σ 1,1 (G) in Theorem 7 is necessary and sharp, i.e., there exists a graph 
In the rest of this section, we prepare notation which we use in subsequent sections.
For a graph G, we denote by N G (v) the neighborhood of a vertex v in G. Moreover, we 
The reverse sequence of 
Lemmas
In the proof of Theorem 7, to estimate the length of a longest cycle C of a graph G, we will use a long path with specified end vertices in G − V (C). To see this, we prepare some lemmas in this section.
For a graph G, let C(G) be the set of cut vertices of G and I(G) := V (G) \ C(G).
Let B(G) be the set of blocks of a graph G. For B ∈ B(G), let I(B; G) := V (B) ∩ I(G)
and
Proof of Lemma 1. Let T be the block-cut tree of G, i.e., T is a graph with the vertex set B(G)∪C(G) and the edge set {Bc : B ∈ B(G), c ∈ C(B; G)}. Then by the definition of a block-cut tree, |V (T )| = |B(G)| + |C(G)|, |E(T
)| = ∑ B∈B(G) |C(B; G)|. Hence |C(G)| = |V (T )| − |B(G)| = (|E(T )| + 1) − |B(G)| = ∑ B∈B(G) |C(B; G)| − |B(G)| + 1.
Lemma 2 Let G[X, Y ] be a bipartite graph and let
Hence we may assume that the connectivity of G is one. We define B(c) := {B ∈ B(G) :
On the other hand, by the definition of B(c),
Hence we obtain 
Lemma 3 Let
Proof of Lemma 3. We prove this lemma by induction on |Y |.
, and hence we can easily check that the conclusion holds.
First we consider the case u 1 ∈ X. We take u 1 ∈ N G (u 1 )\{u 2 } such that the number of components of G−{u 1 , u 1 } is as small as possible. Then the graph 
If |V (P 1 )|+|V (P 2 )| ≥ 4, then clearly (3) holds. Thus we may assume that |V (P 1 )| = 2
and v 2 ; B) = −1 and ε(u 1 , u 2 ; G) = 0. In both cases, (3) holds.
Let 1 is a (u 1 , B) -path, it follows from the choice of P 1 and P 2 that either |V (P 1 )| ≥ 3 or u 1 ∈ V (P 2 ) (and in this case, 
This contradicts the choice of P 1 and P 2 , and thus the lemma holds in the case u 1 ∈ X. 
. This completes the proof of Lemma 3. 
Lemma 4 Let G[X, Y ] be a connected bipartite graph with |X| ≥ |Y | and u ∈ V (G).
Then there exist a vertex v ∈ V (G) and a (u, v)-path P in G of order at least 2δ(X; G)
such that N G (v) ⊆ V (P ).
Proof of Lemma 4. By Lemma 2, there exists B 0 ∈ B(G) such that |I(B
Since |V (P 1 ) ∪ V (P 2 )| ≥ |V (P 2 )| ≥ 2δ(X; G), the desired conclusion holds.
In the rest of this section, we prepare useful lemmas concerning the existence of long cycles in bipartite graphs.
For a path P of a graph G with end vertices u and v, we call P a maximal path in
The following lemma is proved by Jackson [4] .
Lemma 5 (Jackson [4]) Let G[X, Y ] be a 2-connected bipartite graph with |X| ≥ |Y |,
and P be a maximal path in G whose end vertices are u and v.
The following lemma is proved by Broersma, Yoshimoto and Zhang [3] , where for a
the convenience of readers, we give the sketch of the proof of this lemma.
Lemma 6 (Broersma et al. [3]) Let G[X, Y ] be a connected bipartite graph with
Sketch of the proof of Lemma 6. Let C be a longest dominating cycle with a given
Proof of Theorem 7
Let C be a longest cycle in G with a given orientation.
Claim 1 Let H be a component of G − V (C). Let u and v be two distinct vertices in
then the theorem holds.
Proof. By the assumption of Claim 1, we can easily see that there exists a maximal path Q in G such that one of the end vertices is v and V (P ∪ C) ⊆ V (Q). Suppose that v ∈ X. Let w be an end vertex of Q other than v. Since C is a longest cycle and
, it follows from Lemma 5 and the maximality of
follows from Claim 1 that |Y 0 | = 1. Choose H 0 so that |Y 0 | ≥ 2 if possible. We divide the proof into two cases depending on whether |Y 0 | = 0 or |Y 0 | ≥ 2.
dominating cycle of G, and hence Lemma 6 yields that c(
Thus we may assume that there exists a component
. By Lemma 4, there exists a vertex v ∈ V (H 1 ) and a (u, v)-
By Claim 1, we may assume v ∈ Y .
By Lemma 5, we may assume that
, and hence by Lemma 5, the desired conclusion holds). Since
Claim 2 There exist z 1 , z 2 ∈ X 0 , u 1 , u 2 ∈ V (H 0 ) and a (u 1 , u 2 )-path P 0 in H 0 such that 
Since G is 2-connected, there exist two vertex-disjoint ( We show that there exists a (
If B is 2-connected, then by Lemma 3, there exists a
; if B is not 2-connected, then B must be K 2 and an end block, in particular,
, and hence there exists a
. Therefore we obtain a
Suppose that z 1 and z 2 are not normally linked. If 
Therefore we obtain
We divide the proof of Case 2 into three cases according to which of (I)-(III) holds in Claim 2.
Subcase 2.1. (I) holds in Claim 2.
Since u 1 and u 2 are normally linked, we can take w 1 ∈ N C (u 1 ) and w 2 ∈ N C (u 2 ) with w 1 = w 2 . Since C is a longest cycle, it follows from Claim 2 (I) that In this case, there exist w 1 ∈ N C (u 3−h ) and w 2 , w 3 ∈ N C (z h ) with w 1 = w 2 and w 1 = w 3 (possibly w 2 = w 3 ) such that w 1 , w 2 , w 3 are arranged in this order along
Since C is a longest cycle, it follows from Claim 2 (II) that |V ( − → C (w 1 , w 2 ))| +
, and hence 
. Thus we obtain |V (C)| = |V (C 1 )|+|V (C 3 )|+|V (C 2 )|+|V (
This completes the proof of Theorem 7.
