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Abstract





South Africa has a signiﬁcant potential resource for electrical power gen-
eration in the Agulhas Current on the southeast coast. The Ocean Current
Energy Convertor studied in this project was designed to generate power from
this current. The feasibility of this device was investigated by analysing the
dynamic stability and controllability of the convertor, when acted upon by
hydrodynamic forces while harvesting energy from the current. A simulation
model was developed to predict the dynamic behaviour using the Simulink
software suite. A scale model of the prototype was built and tested in the
Towing Tank at Stellenbosch University, and the experimental results were
compared against the simulation results. A control algorithm was designed,
using the mathematical model, to control the roll angle and deployment depth.
The control algorithm was tested in simulation.
The results indicated that the simulation model accurately predicted the
behaviour of the prototype in testing, and results showed that the device
is both stable and controllable. It was concluded that this OCEC design
concept warrants further investigation. The recommendations are that the
experimental model be improved to ensure reliable experimental results, that
further complexity be added to the simulation model, and that the control
algorithm be tested on the improved prototype in the towing tank.
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Uittreksel
Modellering en Veriﬁkasie van die Dinamika van 'n
Seestroom Energie Omsetter





Die Agulhas-seestroom aan die suidooskus van Suid-Afrika bied `n aansien-
like potensiële hulpbron vir elektriese kragopwekking. Die seestroomenergie-
omsetter (SEO) wat in hierdie projek bestudeer is was ontwikkel om krag uit
hierdie seestroom te genereer. Die doenlikheid van hierdie toestel is ondersoek
deur die dinamiese stabiliteit en beheerbaarheid van die omsetter onder die in-
vloed van hidrodinamiese kragte te analiseer terwyl dit energie van die stroom
inwin. `n Simulasiemodel is met behulp van Simulink-sagteware ontwikkel om
die dinamiese gedrag te voorspel. `n Skaalmodel van die prototipe was gebou
en in die sleeptenk by Universiteit Stellenbosch getoets en die eksperimen-
tele resultate met die simulasie se resultate vergelyk. `n Beheer-algoritme is
daarna ontwerp, deur middel van die wiskundige model, om die rolhoek en
diepte van ontplooiing te beheer.Hierdie algoritme is tydens simulasie getoets.
Die resultate het aangedui dat die simulasiemodel akkuraat die gedrag van
die prototipe tydens toetse voorspel het, en die resultate het gewys dat die
toestel beide stabiel en beheerbaar is. Die gevolgtrekking is gemaak dat die
SEO se ontwerpkonsep verdere studie regverdig. Die aanbevelings is dat die
eksperimentele model verbeter word om betroubare eksperimentele resultate
te verseker, dat verdere kompleksiteit by die simulasiemodel gevoeg word,
en dat die beheer-algoritme op die verbeterde model in die sleeptenk getoets
word.
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Chapter 1
Introduction
Since 2006, South Africa has experienced major problems with its electricity
supply, with the country having to deal with scheduled blackouts or load-
shedding that aﬀected both private consumers and industry. This is due
to greater than expected economic growth in the country, resulting in bigger
demand on the power supply, as well as poor planning of power plant con-
struction. Almost no new power plants have been built in the last 20 years.
After it was seen what a major impact the load-shedding had on the economy
there is now a rush to increase South Africa's power capacity to meet future
demands.
Another signiﬁcant driver of the future of South Africa's power supply
is the goal of reducing carbon emissions. The state utility, Eskom, has a
power generation mix that is over 85% dependent on coal. This means that
South Africa's electricity is among the most carbon intensive in the world. In
2003 the Department of Minerals and Energy set a target of 10,000 GWh of
renewable energy contribution to ﬁnal energy consumption by 2013. It was
decided that the best way to achieve this goal was to incentivise the private
sector to contribute to power production. To achieve this a Renewable Energy
Independent Power Producer Procurement Programme (REIPPP) was imple-
mented by the Department of Energy in 2011 which oﬀers premium rates to
private energy producers who set up renewable energy facilities and establish
a Power Purchase Agreement with Eskom. After a number of iterations of
reviewing the process, three rounds of bids have thus far been allocated under
this program with more due to follow.
While the bulk of renewable energy production up until now comes from
solar and wind, the country has other natural resources that could be utilised
for power production. Having 2,800 km of coastline, the ocean is a resource
that is, as yet, untapped. South Africa has two major ocean currents that
ﬂow along its coasts: the Benguela on the west coast, and the Agulhas on
the east coast. The Agulhas Current in particular has signiﬁcant potential
for energy production as it is one of the strongest currents in the world by
speed and volume. It also within 25 km of the coast which would reduce the
cost of transmission.
1
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CHAPTER 1. INTRODUCTION
The C-Plane concept for generation of electrical energy from ocean cur-
rents has existed since the 1940's, though it has never been implemented
full-scale. The concept is that a hydrofoil is placed into the current, tethered
by a cable to the ocean bed. This hydrofoil has two turbines on the down-
stream side which are turned by the current and generate electricity. The
hydrofoil uses control surfaces to maintain the optimum depth and orienta-
tion in the water. The hydrofoil also brings the device to the surface when
maintenance is required or dives deeper if the device needs to avoid extreme
conditions at the surface of the ocean, such as a major storm.
A version of this concept has been proposed by the Sea Renewable Energy
Turbine company. This device is known as the Ocean Current Energy Conver-
tor (OCEC), which is shown in the concept drawing Figure 1.1. The OCEC
Figure 1.1: Concept drawing of OCEC
has all the characteristics of the C-Plane concept, including two counter-
rotating turbines, a hydrofoil surface, and a tether to the seabed. There are
also two sets of control surfaces: the canards on the fuselage to control the
pitch angle, and the ailerons on the wings to control the roll angle.
The objective of this study is to investigate the feasibility of the OCEC
concept by determining whether the design is dynamically stable and con-
trollable when acted upon by hydrodynamic forces. First, a simulation model
will be created in Matlab, based on mathematical theory, to predict the be-
haviour of the device. Then a scale prototype will be built of the design,
tests will be run in the towing tank and data will be gathered. This data will
be compared against the simulation prediction to verify the model. Finally,
a control strategy will be designed for the depth and pitch angle, and this
strategy will be simulated using the model to predict its behaviour. Based
on these ﬁndings, a conclusion will be made on whether the design is stable
and controllable, and would therefore warrant further study.
2
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Literature Review
2.1 Agulhas Current and its Potential for
Energy Generation
Ocean currents are directed, continuous ﬂows of sea water in the world's
oceans. These currents are the result of a number of factors including pre-
vailing wind, rotation of the Earth, and salinity or temperature diﬀerences in
the water. The major ocean currents of the world are shown in Figure 2.1.
Note that in the Southern Hemisphere currents ﬂow anticlockwise, while in
the Northern Hemisphere currents ﬂow clockwise.
Figure 2.1: Major ocean currents of the world [1]
The Agulhas Current is the Western Boundary Current of the Indian
Ocean that runs poleward down the east coast of Africa. It has its origin in
the South Equatorial Current of the Indian Ocean that runs westwards along
the 15° S latitude line, going around north and south sides of Madagascar and
3
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Figure 2.2: Schematic of the circulation in the South Indian Ocean. Colour
contours give mean Eddy Kinetic Energy, while the arrows show the main current
ﬂows[2]
then down the east coast of South Africa before retroﬂecting or changing
direction back eastwards towards the Indian Ocean at 40° S latitude, as shown
in Figure 2.2.
Looking in more detail at the Agulhas current along the South African
coastline, it can be seen from Figure 2.3 that the current closely hugs the coast
particularly from Durban to Port Elizabeth, before following the contour of
the Agulhas Bank further away from the coast. It then turns sharply back
eastwards.
Figure 2.3: Detail of Agulhas Current [3]
The area of strongest ﬂow is the area from Port Shepstone to East London
4
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where the currrent hugs the coast. Figure 2.4 shows the velocity proﬁle of
the current at four points along the coast. This shows that the current stays
between 20-60 km oﬀ the coast in this region, with ﬂows up to 2 ms−1. The
average transport has been calculated as 69.7 Sv (106m3/s) which makes the
Agulhas Current the largest Western Boundary Current in the world ocean
[17]. The core of the current, where the ﬂow is the greatest, is close to the
surface, about 100 m below sea level.
Figure 2.4: Agulhas Current velocity cross section at (a) Richards Bay, (b) Port
Shepstone, (c) East London, and (d) Port Elizabeth. Contours show speed in cms−1.
Negative indicates ﬂow in southerly direction [4]
The current does have a degreee of variability in its speed over a 12-
month period, with velocitites up to 3 ms−1 recorded. A typical exceedance
5
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of probability plot of velocity is shown in Figure 2.5.
Figure 2.5: Exceedance of probability plot for Cape Morgan [5]
This current has a number of interesting features, one of which can also
be also be seen in Figure 2.4. There is an undercurrent below the Agulhas
Current at a depth of about 2,000 m that ﬂows in the opposite direction to
the main ﬂow, back towards the Equator.
Another signiﬁcant feature is a seasonal variation, that happens about six
times a year, called the Natal Pulse. Figure 2.6 shows the velocity vector
representation of a pulse moving down the South African coast. It is, in
essence, a big vortex that is generated from eddies in the Madagascar Channel,
and moves at a rate of 20 km/day [18]. As can be seen in the velocity cross-
section in Figure 2.6 this results in the core of the current being disrupted
and moving up to 160 km further oﬀshore for the few days that the pulse is
passing.
A number of recent studies have examined the feasibility of producing
energy from the Agulhas Current, with the potential untapped energy esti-
mated to be anything from 21.4 - 27.1 GW [5], which makes the prospect
very attractive for interested parties. Feasible locations have also been iden-
tiﬁed with good resources and close proximity to appropriate electrical grid
infrastructure. The reports have concluded that, while there are signiﬁcant
challenges that stand in the way of eﬀectively utilising the Agulhas Current
as a resource, with the right technology these challenges could be overcome.
6
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Figure 2.6: Natal Pulse vorticity and velocity cross section [4]
2.2 Electricity and Renewable Energy in
South Africa
In 2006, damage to the Koeberg nuclear power station resulted in rolling
blackouts in the Western Cape, and by 2007 the entire country was experi-
encing load-shedding, as demand outstripped supply by nearly 2 GW [19].
This was the result of a combination of factors including poor capacity build
planning, coal shortages, and maintenance problems. As a result there is
currently an urgent drive to increase the country's generating capacity.
As previously mentioned, South Africa's electricity mix is predominantly
derived from coal power. Only 5% of power can be considered to be in any
way renewable, mostly in the form of hydropower. Table 2.1 shows the large
disparity in power sources for Eskom power.
South Africa hosted the World Summit on Sustainable Development in
2002, and renewable energy was brought back into the national consciousness.
In 2003 the Department of Minerals and Energy set a target of 10,000 GWh
of renewable energy consumption by 2013 [21]. In 2011, the Department of
Energy published a Request for Proposal (RFP) for the procurement of renew-
able energy from Independent Power Producers (IPP's) in three rounds. By
7
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 2. LITERATURE REVIEW
Table 2.1: Eskom generating capacity by type 2012 [20]
November 2013 the department had allocated renewables projects as follows:
 2011 Round 1 - 1,416 MW
 2012 Round 2 - 1,044 MW
 2013 Round 3 - 1,465 MW [22]
Indications are that further allocations will be made in the future, though the
quantities are yet to be determined. There is currently both the economic de-
mand and the political will to drive the building of renewable energy facilities.
This makes it a favourable environment for the development of new renewable
energy sources, such as the Ocean Current Energy Converter device.
2.3 Ocean Current Converters
Mankind has been using ﬂowing water to do work for thousands of years, with
watermills being the oldest example. The ﬂow of water, usually in a river or
aqueduct, is used to turn a mill that grinds wheat into ﬂour. Watermills
were used by the ancient Romans and the Chinese from around the middle of
the 3rd century BC. Waterwheels have been described as the earliest human
application of a natural force to do work [23]. Through the ages more and
more uses were found for power from water such as sawing wood, bellows
for metalwork, and culminating in the advent of massive hydropower plants
where water is used to turn turbines to generate electricity.
Using the ocean for power is far less common than using rivers. The
only historical example of using the ocean to do work is the tidal mill, which
works on much the same principle as a watermill. The Persians used tidal
mills as far back as 1050 AD [24]. However, use of ocean power has not been
8
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able to progress much beyond this point, particularly due to the harsh condi-
tions at sea which would destroy any device that was built using traditional
technology.
The drive for renewable energy in the 1970's has lead to a resurgence of
interest in ocean energy, with particular focus on wave power. Using ocean
currents for power is less popular, but there is evidence of concepts being
formulated from the late 1800's [25]. A review conducted by the author of
the activity in the ocean current energy ﬁeld produced over 70 separate devices
being developed in 15 countries around the world. Current Converters can
be broadly broken up into four categories:
 Horizontal Axis Turbines
 Vertical Axis Turbines
 Oscillating Hydrofoils
 Others
They are simplistically depicted in Figure 2.7. They will be described in more
detail in the sections that follow. These devices can further be described by
their mooring method:
 Seabed Mounted - has a base that is directly attached to the bed, se-
cured by either its own weight or additional ﬁxings.
 Pile Mounted - attached to a concrete or steel pile driven deep into the
bed.
 Flexible Tether - attached by a cable that is free to move. Rigid Tether,
where the device is attached by a rigid structure that may have a few
degrees of motion.
 Floating Platform - attached to a structure that ﬂoats on the top of the
water.
Figure 2.7: Current device categories [6]
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2.3.1 Horizontal Axis Turbines (HAT's)
These are the most common ocean current devices, due to their similarity
to wind turbines, and use of similar components. HAT's can be basically
described as turbines that have their main axis of rotation parallel to the ﬂow
of water. HAT's can be further categorised as Open or Closed, depending
on whether they have ducting around the blades and also by the number of
blades. Two, Three, and Multiple blade conﬁgurations are the most common.
By far the most well-known project is the 1.2 MW SeaGen device built by
Figure 2.8: SeaGen [7]
Marine Current Turbines in Northern Ireland [7].
2.3.2 Vertical Axis Turbines (VAT's)
These devices have their axis of rotation perpendicular to the ﬂow of water.
There are three main types: H-Darrieus, Savonius, and Helical as shown in
Figure 2.9.
Figure 2.9: Types of Vertical Axis Turbine [8]
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An example is the 250 kW EnCurrent device, developed by New Energy
Corporation and scheduled to be installed in Canada [26].
Figure 2.10: EnCurrent
2.3.3 Oscillating Hydrofoils (OH's)
These devices use the lift force created by water ﬂowing over a hydrofoil to
create a vertical oscillating motion that produces power. An example is the
250 kW Stingray by Dutch company The Engineering Business of which a
full-scale prototype has been built [27].
Figure 2.11: Stingray
2.3.4 Others
There are many other unique designs that don't ﬁt into any of the above
categories, but show the range of ingenuity being applied to the concept of
ocean current devices. Examples are waterwheels, screws, and sails.
There is currently signiﬁcant interest in the ocean current generator con-
cept around the world, and many groups are investigating diﬀerent ways of
extracting energy from those currents. Research into the Ocean Current Gen-
erator Converter is, therefore, in line with global research trends.
11
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2.4 C-Plane
The C-Plane design that is the subject of this study is by no means an
original concept. Documents show that it has existed since the 1940's. The
C-Plane is an electrical power generating device that uses the ﬂow of water
to turn turbines that produce electricity. The device consists of two counter-
rotating turbines attached to each other by a thin body. Either the body
or a surface on the body is shaped like a hydrofoil which produces dynamic
buoyancy that allows the device to ﬂoat in the water stream. Control sur-
faces, like those on an aeroplane wing, allow the device to adjust its depth
automatically. The device is moored to the seabed by a cable (or number of
cables) that allows the device to change its orientation depending on the ﬂow
of the current.
The ﬁrst documented evidence of this concept is a 1946 patent by Ernst
Souzcek in Austria that describes a Stream Turbine as shown in Figure 2.12.
Figure 2.12: Stream Turbine [9]
He describes his device as an underwater carrier connected with the tur-
bine and creating dynamic buoyancy with control devices in a manner sim-
ilar to airplane wings and a pair of turbines running in opposite direction
which hangs on a rope anchored at the bottom of the water course [9]. These
are all the basic elements of the C-Plane as deﬁned above. No evidence can
be found from the literature of whether this device was ever built.
In 1979Wallace Bowley patented an Underwater Power Generator, which
was conceptualised to take advantage of the well-known Gulf Stream Current
oﬀ the east coast of the United States of America. It was designed as a more
reliable alternative to wind or tidal power generators (Figure 2.13). It also
contains all the chief C-Plane elements: two counter-rotating turbines, hy-
12
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Figure 2.13: Underwater Power Generator [10]
drofoil surface to create bouyancy, moored by cable to the ocean bottom [10].
This device also appears to never have been constructed.
More recently, interest in this concept has been renewed, with a num-
ber of independent projects in progress. In 1998, James Dehlsen patented
a control method for a Tethered Water Current-Driven Turbine shown in
Figure 2.14 (c) [28]. He has subsequently developed his design further, setting
up a company EcoMerit Technologies to commercialise the device under the
name Aquantis, while receiving research assistance from Florida Atlantic Uni-
versity. Currently, studies are still being completed and funding sought [29].
In 2001, John Robson patented a Submersible Electrical Power Gener-
ating Plant as shown in Figure 2.15 that contains all the elements of the
C-Plane. In 2006, he submitted a further patent with reﬁnements to the de-
sign [30] [31]. He established the company Gulf Stream Turbines LLC that is
trying to source funding to further develop the device, while currently con-
tinuing to reﬁne the design [32].
In 2004, Ralph Manchester patented his Submerged Power Generating
Apparatus [33] which has been subsequently developed for commercial use by
the Soil Machine Dynamics (SMD) company under the name of TidEL (Fig-
ure 2.16). Currently a 1
10
th scale model is undergoing testing at EMEC [34].
In 2010, Steven Oldﬁeld formed a company called Sea Renewable Energy
(Pty) Ltd with the aim of employing a C-Plane device, as shown in Fig-
ure 2.17, into the Agulhas Current oﬀ the coast of South Africa to produce
power. This device is based upon the Aquantis device described above. He
has employed Stellenbosch University to assist with the design and feasibil-
ity studies. This device is currently awaiting approval for funding from the
South African government. The C-Plane concept is an established idea that is
13
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(a) Latest concept (b) FAU test unit
(c) Original patent
Figure 2.14: Incarnations of the Aquantis device
receiving renewed interest given the ongoing concerns regarding global warm-
ing. In the search for the most practical method of generating power from
ocean currents the C-Plane is clearly a favoured concept that deserves further
study.
14
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Figure 2.15: Submersible Electrical Power Generating Plant [30]
(a) Original patent (b) Towing tank test unit
Figure 2.16: TidEL device from SMD Hydrovision [34]
15
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Figure 2.17: Sea Renewable Energy Technologies device [16]
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Mathematical Modelling
3.1 Notation and Coordinates
3.1.1 State Description
For the purposes of precision, terminology will now be deﬁned for describing
the positions relative to the OCEC and the state of the OCEC itself. For
convenience of notation, the standard naval terminology will be used for the
identiﬁcation of locations relative to the vessel. Figure 3.1 shows a graphical
representation.
Fore denotes the front of the vessel. Aft denotes the rear of the vessel.
Starboard denotes the right side of the vessel, while Port denotes the left
Figure 3.1: Body-ﬁxed and earth-ﬁxed reference frames [11]
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side. All directions are taken as if viewing the vessel from the downstream
direction, looking upstream.
To model this vessel, both its static and dynamic state must be described.
Its static state can be described by six separate parameters or Degrees of
Freedom (DOF). These are the three linear displacements in 3D space to
describe the location of the vessel and three angles that describe its state of
angular displacement about each axis in 3D space. The dynamic states are
the rates of change of the linear displacements and angular displacements.
This fully describes the state of the vessel for the purposes of modelling.
For underwater vessels the standard terms for the six DOF are as follows:
surge is movement in the fore-aft direction, sway is movement in the port-
starboard direction, and heave is movement in the up-down direction. Roll is
rotation about the surge axis, pitch is rotation about the sway axis, and yaw
is rotation about the heave axis.
3.1.2 Coordinate Frames
When describing the motion of underwater vessels, it is mathematically con-
venient to deﬁne two coordinate frames: the earth-ﬁxed and body-ﬁxed co-
ordinates. In the earth-ﬁxed frame the origin is chosen as a convenient point
external to the vessel, and independent of the vessel's motion. Often this is a
ﬁxed point on the ocean bed or on the surface. In this case it will be chosen
as the point at which the OCEC is tethered to the ocean ﬂoor.
The x-axis is deﬁned as the northwards direction, the y-axis is deﬁned as
the eastwards direction and the z-axis is deﬁned as the downwards direction.
For the purpose of this study, the Earth will be approximated as ﬂat and
non-rotating, which is suﬃciently accurate for the purposes of this study con-
sidering an object that is slow-moving. Since this is the case, the earth-ﬁxed
coordinates can be considered to be an inertial reference. These directions
will be denoted as Xi, Yi, Zi.
The position and orientation of the OCEC should be described relative
to the inertial reference, while the linear and angular velocities should be
described relative to the body-ﬁxed axes. All rotations are deﬁned as positive
in the clockwise direction when facing along the positive direction of the axis.
Rotation about the x-axis is denoted φ. Rotation about the y-axis is denoted
θ. Rotation about the z-axis is denoted ψ.
For the body-ﬁxed reference the origin is usually taken at the centre of
gravity (CG) or some other point convenient for calculations. In this case
the CG is used as the origin. The x-axis is deﬁned as along the centre of
the fuselage, positive in the fore direction. The y-axis is deﬁned as along the
quarter chord line of the wing, positive in the starboard direction. The z-axis
is deﬁned as positive in the downward direction. These are denoted as Xb,
Yb, Zb. As stated above the absolute position will only be deﬁned relative to
the inertial reference. For the body-ﬁxed frame, only the velocities and forces
will be deﬁned. The forces along the Xb, Yb, Zb axes will be denoted X, Y ,
18
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Z. The moments about these axes will be denoted K, M , N . The linear
velocities in Xb, Yb, Zb axes will be denoted u, v, w. The angular velocities
about these axes will be denoted p, q, r. The vector from the origin of the
inertial coordinates to the origin of the body-ﬁxed coordinates is denoted R0.
In summary, the full state and motion of an underwater vessel can be


































(Forces and Moments) (3.1.3)
3.1.3 Euler Angles and Axis Transformations
It will often be required to perform calculations in either the body reference or
inertial reference frames and then to transform from the one reference frame
to the other. For the purposes of this study, the convention of the Euler 3-2-1
angles will be used. This means that to transform from the inertial axes to the
body axes one must ﬁrst perform the yaw rotation, then the pitch rotation,
and then the roll rotation. It can be shown that to rotate a vector in 3D
space about a certain angle is a 3x3 matrix with a 1 in the row and column
of the axis about which the rotation is done. It is trivial to show that the
angular velocity relationship can be described by:
η˙2 =
 1 sinφ tan θ cosφ tan θ0 cosφ − sinφ




To transform the linear velocities, rotation transformations about the three
axes must be performed, in the order described above. These are described
by the following 3x3 matrices:
Rx =
 1 0 00 cosφ sinφ
0 − sinφ cosφ
Ry =
 cos θ 0 − sin θ0 1 0
sin θ 0 cos θ
Rz =




These produce a combined transformation as shown by the following:
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J1(η2) =
 cosψ cos θ − sinψ cosφ+ cosψ sin θ sinφ sinψ sinφ+ cosψ cosφ sin θsinψ cos θ cosψcφ+ sinφ sin θ sinψ − cosψ sinφ+ sin θ sinψ cosφ
− sin θ cos θ sinφ cos θ cosφ

(3.1.6)
This is otherwise known as the Direct Cosine Matrix (DCM). The practi-
cal application of this is that this transformation can be used to transform
between the inertial reference and the body-ﬁxed reference in the following
way:




As J1 is a square matrix, its inverse is equal to its transpose.
3.2 Equations of Motion
Since the body-ﬁxed coordinate system is ﬁxed at the centre of gravity, the
Coriolis and Centripetal terms can be neglected and the equations of motion
can be simpliﬁed in the following manner [11]:
Linear accelerations:










m is the mass of the vessel
Ixx , Iyy, Izz are the moments of inertia about the roll, pitch, and yaw axes.
3.3 Added Mass
When an object is moving through a liquid, that liquid resists the acceleration
of the moving object. This is due to the force required to move the liquid out
of the way and around the object. This eﬀect is known as added mass can
be accounted for by increasing the mass or moment of inertia of the object for
motion in a particular direction or about a particular axis. While added mass
is a complex concept, the simplest way to approximate the added mass is to
take the projected area of the shape in the direction of acceleration and draw
20
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a semi-circle with this area as the diameter. The mass of the quantity of water
contained within this semi-circle should then be added to the mass of object
to give the new mass for the purpose of dynamics calculations. It's important
to note that this eﬀect is only observed when the object accelerates. Examples
of this explanation are shown in Figure 3.2 for a few simple shapes. If the
Figure 3.2: Added mass volumes for various simple shapes
object has three planes of symmetry the contribution can be approximated
by [11]:
MA = −diag [Xu˙, Yv˙, Zv˙, Kp˙,Mq˙, Nr˙] (3.3.1)
Where:
MA is the added mass matrix
Xu˙ is added mass for the relationship between force X and acceleration u˙
The exact value of each term depends on the shape of the object. It can be
shown for a totally submerged ellipsoid described by the function:
x2/a2 + y2/b2 + z2/c2 = 1 (3.3.2)
that the added mass derivative terms are the following:
Xu˙ = − α0
2− α0m (3.3.3)
Yv˙ = Zw˙ = − β0
2− β0m (3.3.4)
Kp˙ = 0 (3.3.5)
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Figure 3.3: Ellispoid with semi-axes a, b, and c





the eccentricity e is deﬁned as:
e = 1− (b/a)2 (3.3.8)


















For this study, the shape of the vehicle will be approximated by a set of
ellipsoids to simplify the added mass calculation.
3.4 Hydrodynamic Forces
For any object underwater there are forces exerted on the object by the sur-
rounding liquid. These forces can be broadly separated into restoring forces
and hydrodynamic damping forces.
3.4.1 Restoring Forces
The forces due to gravity and bouyancy are known as the restoring forces.
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τ1G is the gravity force in body-ﬁxed reference
JT1 (η2) is the transformation matrix from inertial to body-ﬁxed reference
m is the mass of the vessel
g is the gravitational constant
Since this force is acting at the CG there will be no moment as a result.








τ1B is the bouyancy force in body-ﬁxed reference
V is the volume of the vehicle
The moment produced by the bouyancy force can be found by:
τ2B = R0B × τ1B (3.4.3)
Where:
τ2B is the moment about the CG due to the bouyancy force in body-ﬁxed
reference
R0B is the vector from the CG to the centre of bouyancy
3.4.2 Hydrodynamic Damping Force
The water provides a resistance force to the motion of the OCEC which can be
seen as a damping action. This force can be separated into two components:
the tangential force due to skin friction along the surface of the OCEC, and
the normal force caused by vortex shedding from the front face of the OCEC.
Both of these forces are dependent on the surface area presented to the ﬂow
of water, the surface roughness, and the velocity of the water ﬂow. There is
also a moment that resists the rotational speed as well. The damping force
can be obtained as follows:











τ1P is the damping force in body axes
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CnPb is the normal drag coeﬃcient
CtP b is the tangential drag coeﬃcient
AnB is the projected cross-sectional area
AtB is the projected tangential area
ν1














τ2P is the damping moment in body axes
ν2
rel is the relative rotational water speed
To simplify calculations, the damping forces of the separate body elements
will be calculated individually, and then summed to give the total damping
force.
The moments will be calculated by:
τ2P = R0P × τ1P + τ2dP (3.4.6)
Where:
τ2P is the moment about the CG due to the damping force in body axes
R0P is the vector from the CG to the geometric centre of each body compo-
nent
Radiation-induced potential damping and wave drift damping, which have
an impact on surface vehicles, can be shown to be negligible for underwater
vehicles [11].
3.4.3 Relative Water Velocity
Due to the size of the vehicle, small angular velocities can result in large linear
velocities at the extremities of the vehicle. To calculate the hydrodynamic
forces at every point on the vehicle the relative water velocity at every point
must be determined. This can be calculated as follows:
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ν1
rel = ν1 + ν2 ×R0X − Vw (3.4.7)
Where:
ν1
rel is the relative water velocity
ν1 is the vehicle velocity at the centre of gravity
R0X is the vector from the centre of gravity to the point in question
Vw is the speed of the current [36]
3.4.4 Reynolds Number
All the hydrodynamic coeﬃcients are functions of the Reynolds number,




Rn is the Reynolds number
D is the characteristic length
γ is the kinematic viscosity coeﬃcient
3.5 Modelling of the Turbine
Three blades rotating in a liquid would clearly be a highly complex system
to model the hydrodynamics of precisely. For the purposes of modelling the
behaviour of the OCEC a simpliﬁed dynamic model is required to reduce the
complexity of the analysis. The OCEC's turbines can be thought of as very
similar to a wind turbine, only in a denser medium. Common practise for
wind turbines [12] is to consider the rotor swept area as a permeable disk
that provides a resistance to the ﬂow of air through the area, increasing the
pressure at the disk surface and reducing the speed of the air, as energy is
taken from it. The assumptions made in order for this simpliﬁcation to be
valid is that the ﬂow is stationary, incompressible, frictionless, and with no
external forces acting on the ﬂow either upstream or downstream of the disk.
There is also assumed to be no rotational velocity component to the ﬂuid.
Various studies have used this method as a reasonable approximation for the
dynamics of marine current turbines [13].
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Figure 3.4: Volume control around a wind turbine [12]
This can be used to calculate both the thrust and torque produced on the















τ1R is the thrust force produced on the turbine
τ2R is the torque produced on the turbine
CT is the coeﬃcient of thrust
CW is the coeﬃcient of power
νrel1 is the relative water velocity
AnR is the swept area of the disk
r is the radius of the rotor blades
ωR is the angular velocity of the rotor blades
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Bahaj et al [13] have already conducted experiments measuring the power and
thrust coeﬃcients of a similar turbine, and the values obtained in that study
will be used for the OCEC model. Their results are shown in Figures 3.5 and
3.6. What can be seen from this study is that the thrust force decreases at
Figure 3.5: Comparison of thrust coeﬃcient CT for diﬀerent hub pitch angles, at
various tip speed ratios [13]
a rate of close to cosine of the yaw angle, which means that it is reasonable
to approximate that a permeable disk, when angled against the current ﬂow,
has similar behaviour to a rotating turbine. Then in three dimensions, the
thrust force generated by the turbine can be calculated in a similar manner
to the hydrodynamic damping by:











CT is the thrust coeﬃcient
CtR is the tangential drag coeﬃcient
AnH is the swept area of the rotor
AtH is the projected tangential area
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Figure 3.6: Comparison of thrust coeﬃcient CT for diﬀerent yaw angles, at various
tip speed ratios, for hub angle 20◦ [13]
3.6 Modelling of Hydrofoil
3.6.1 Introduction
A hydrofoil adds a lift force to the device, that counteracts gravity and the
downward tension created by the cable. The signiﬁcant aspects and forces
are shown in Figure 3.7 which shows a typical aerofoil.
Figure 3.7: Forces on an aerofoil
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An aerofoil section works by creating a pressure diﬀerence in the ﬂuid on
the upper surface and the lower surface, which results in a lift force normal to
the water ﬂow. The key factors for the wing are the chord line and the angle
of attack (α), which is the angle between the chord line and the relative ﬂow
direction.
While this diagram shows an aerofoil in air, the principle for an underwa-
ter application is exactly the same, with the main diﬀerence being the density
of the medium. A characteristic feature of an aerofoil is the phenomenon of
stall. This results in a sharp drop oﬀ of the lift force outside of a cer-
tain range of angles of attack, an example of which is shown in Figure 3.7.
Due to this feature the unstalled and stalled behaviour will be modelled
separately.
Figure 3.8: Lift coeﬃcient CL vs. angle of attack α for NACA 0012 proﬁle [14]
3.6.2 Unstalled Behaviour
The lift and drag coeﬃcients are functions of the angle of attack, which will
be obtained from a table of values for the NACA 5012 wing proﬁle. See
Appendix B.3.
The forces generated by the hydrofoil can be modelled in a similar manner
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Where:
τ1W is the wing force in body axes
CX is the chordwise force coeﬃcient
CtPh is the wing tangential drag coeﬃcient
CN is the normal force coeﬃcient
Aw is the eﬀective area of the wing
The coeﬃcients are deﬁned as:
CN = CLcos(α) + CDsin(α) (3.6.2)
CX = CDcos(α)− CLsin(α) (3.6.3)
Where:
CL is the lift coeﬃcient
CD is the drag coeﬃcent
CL and CD vary with the angle of attack
The hydrofoil produces a pitching moment about the quarter-chord point of
the hydrofoil, which is the point a quarter of the chord length from the leading












H is the pitching moment
AW is the eﬀective area of the hydrofoil
CM is the moment coeﬃcient
The rest of the moments can be determined as per the regular moment cal-








τ2H is the moment induced by the wing about the centre of gravity
τ1
x
H is the wing force in the Xb direction
τ1
z
H is the wing force in the Zb direction
R0H is the vector from the centre of gravity to the geometric centre of the
wing
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3.6.3 Stalled Behaviour
Once the wing goes outside the range of normal operation and becomes
stalled the behaviour changes. After stalling, the wings will be treated as











τ2H = R0H × τ1H (3.6.7)
3.6.4 Wing Flaps
To control the angular rate in the roll direction, wing ﬂaps have been installed.
It has been shown [14] that the action of deﬂecting the wing ﬂap a certain
angle shows the same behaviour as changing the angle of attack a proportional
amount for deﬂections of the wing ﬂap ± <15°.
Figure 3.9: Change in CL due to change in deﬂection of wing ﬂap [14]
The amount of change in angle of attack due to deﬂection of wing ﬂap
depends on the ratio of the ﬂap chord length to the overall wing chord length.
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This relationship can be described by:
α′ = α + qδ (3.6.8)
Where:
α is the angle of attack
α′ is the modiﬁed angle of attack
δ is the angle of the ﬂap
q is the constant of eﬀect of ﬂap on angle of attack
3.7 Modelling of Cable
The cable will exert a force on the device, that opposes the lift, buoyancy and
drag forces and acts in the direction of the cable. The cable will be modelled
using a discretised, lumped mass approach. In this approach, the cable is
divided into discrete sections as shown in Figure 3.10. Each section of the
Figure 3.10: The ith element of the discretizes cable is bound by the i-1st and
ith nodes [15]
cable is regarded as a straight elastic element with the masses lumped at the













C is the total force in inertial axes of the ith section
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τ1
i
Cs is the stretch force in inertial axes of the ith section
τ1
i
Cd is the damping force in inertial axes of the ith section
τ1
i
Cr is the restoring force in inertial axes of the ith section
τ1
i
Cg is the drag force in inertial axes of the ith section
The dynamic behaviour of each node is then modelled as a three DOF object
acting under the force of the two sections on either side of it.
In this model there are ﬁve discrete sections, with three nodes, and the
mooring point fully describing their positions. See Figure 3.11. The force
Figure 3.11: Cable elements
exerted onto the vehicle is the sum of the forces from the 4th and 5th section.










C is the moment induced by the ith section
R0C is the vector from the CG to the cable tether point
3.7.1 Elastic Force
The spring force is calculated by:
τ1
i
s = EAC(ls − l)/l (3.7.3)
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Where:
E is the Young's Elastic Modulus of the cable
AC is the cross-sectional area of the cable
l is the original length of the cable
ls is the stretched length of the cable
3.7.2 Damping Force









d is the damping force of the ith section
Cd is the damping coeﬃcients
vit is the velocity of the ith element in the tangential direction
Since the tether is a simple system where angle is of no importance, and since
there are a number of diﬀerent cable sections (see later section on tether), it
would be ineﬃcient to create a separate axis system for each tether section.
Instead the absolute velocity of the cable in the direction of the tether will
be obtained using a projection of the inertial velocity of the tether onto the








vabs is the absolute velocity in the direction of the tether
u is the unit vector in the direction of the tether
v is the velocity of the tether in inertial axes
The force is then tranformed back into inertial axes by multiplying the abso-
lute force value by the unit vector in the direction of the cable section.
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r is the restoring force in inertial axes of the ith section
mi is the mass of the ith element
V i is the volume of the ith element
For dynamic modelling the added mass must be taken into account, though it
is assumed that there is no added mass in the tangential direction. For each
element, the added mass in the normal directions is:


















d is the force due to drag
dc is the cable diameter
lc is the cable length
Cn is the normal drag coeﬃcient
fn and fr are the hydrodynamic loading coeﬃcients
vr vn vb are the relative water velocities at the geometric centre of the
cable section
The loading functions account for the non-linear drag transition between nor-
mal and tangential directions [15]. They are functions of the relative angle
between the cable and the water ﬂow.
fn = 0.5− 0.1 cos(η) + 0.1 sin(η)− 0.4 cos(2η)− 0.11 sin(2η) (3.7.9)
ft = 0.01(2.008−0.3858η+1.9159η2−4.1615η3+3.5064η4−1.1873η5) (3.7.10)
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η is the relative angle between water ﬂow and cable
u is the unit vector in the direction of the cable section
v is the relative water velocity
3.8 Simulation Software
The equations described in these these sections were implemented using Mat-
lab Simulink 6.1 (R14SP1). Embedded M-ﬁles were written for the calcula-
tions, and then joined with Simulink block diagrams. The simulations were
run in an environment using a Fixed-Step 4th order Runge-Kutta solver with
a sample time of 0.01 seconds. Figure 3.12 shows the overall block diagram,
with controllers implemented. The details of the rest of the nested simulink
Figure 3.12: Simulink master block diagram
block diagrams contained within the Force block are shown in Appendix B.4
and details of the coeﬃcient values used are shown in Appendix B.1.
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4.1.1 Detailed Original Concept Description
The Sea Renewable Energy Turbine (SRET), as described in Steven Oldﬁeld's
patent [16] and the Stellenbosch University report [37] is a clearly recognisable
version of the previously discussed C-Plane concept, and features all of its
key elements. As shown in Figures 4.1 and 4.2 there are two counter-rotating
Figure 4.1: SRET top view [16]
turbines, with each turbine driven by two blades, and the generators housed
in nacelles. The blades have the ability to change their pitch. The nacelles
are joined together by a wing with an aerofoil proﬁle to provide lift. The
wings contain movable control surfaces, or ailerons, that span the full length
of the wing, and are used to control the roll angle. There is a central fuselage,
also attached to the wing, with adjustable nose ﬂaps or canards for pitch
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angle control. The SRET is attached to the seabed by a pair of Y shaped
Figure 4.2: SRET side view [16]
tethers, one going directly downwards, and the other angled forwards, with
both attached to the underside of the wings. There are adjustable wing tips
on the outer sides of the nacelles which are also used for ﬁne roll angle control.
A recovery buoy is tethered to the top of the nacelle, and ﬂoats on the surface
to allow for quick location and recovery of the SRET.
4.1.2 Limitations and Design Considerations
When considering the practical implementation of this design, certain lim-
itations were taken into account. The size and performance of the testing
facility was the main consideration to be accounted for. The Stellenbosch
Towing Tank, which is described in Section 4.2, was the facility used, and
the prototype design had to account for its limitations. Minimising cost is al-
ways a factor for a student project, and utilising existing proven designs and
hardware was a strong consideration to ensure reliability of the prototype.
There was also some leeway given to modify the design where it was felt the
concept may not be practical. Safety of the testing personnel was also given
top priority in the prototype and test procedure design.
4.1.3 Final Design
The ﬁnal design that was used for the prototype is shown below in Figure 4.3.
It contains the key features of the SRET, while taking into account the limi-
tations mentioned in Section 4.1.2.
There are two counter-rotating turbines with nacelles to house electrics
and three blades each. A three blade concept was chosen over a two blade
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Figure 4.3: Ocean Current Energy Convertor design
model to improve stability. In this prototype the wing is split into two, sepa-
rated by the central fuselage, and attaches the nacelles to the fuselage. This
was done to improve the robustness and rigidity of the body. The fuselage
was also increased in size to allow for the housing of all sensor and drive elec-
tronics. The wings contain adjustable ailerons, which were located near the
nacelles to allow for the maximum moment and to minimise ﬂow disruption
due to turbulence. The two ailerons' movement is linked such that they move
together, in opposite directions. This was done to simplify the roll control
action. There are two adjustable canards attached to the fuselage towards
the nose. These canards are linked and move in unison. There is a single Y
tether attached to the front of the wings, and directed at a forward angle to
the seabed tether point. A single tether was selected to allow for more free-
dom of movement for the prototype. The adjustable wing tips were removed
for purposes of simplicity and practical considerations of their eﬀectiveness,
given the turbulence created by the blades. The blade pitch is ﬁxed to reduce
complexity and the recovery buoy was not used as this would have no major
impact on the dynamics of the prototype. The blades are passively driven,
rather than motor driven for safety purposes as well as to reduce weight and
complexity.
4.2 Testing Facility
The Stellenbosch University Towing Tank was built in 1979 with the primary
purpose of testing novel boat hull designs. It consists of a 90 m long, 2.4 m
deep, 4.6 m wide concrete tank with rails running along the tops of the walls
of the tank and viewer windows built into the walls. On the rails runs an
aluminium frame trolley consisting of four individually driven 10 kW motor-
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Figure 4.4: Stellenbosch University Towing Tank
driven wheels, run from a 55 kW variable speed drive, housed in a panel on the
trolley. The speed of the trolley can be varied by 0.1 ms−1 increments up to
9.0 ms−1 with 0.05 ms−1 tolerance on the speed. The speed is regulated by an
encoder on the wheels which feeds back to the controller. The trolley is driven
from a control panel on the driver's platform, which is surrounded by safety
rails. There are also built-in on-board sensors, including a load cell and two
Figure 4.5: Stellenbosch University Towing Tank Trolley
linear transducers, which are connected to a bridge rectiﬁer unit that can be
connected to a computer. There is a shelf with power outlets on-board where
a computer can be housed. The water is freshwater, maintained by chlorine.
The facility is at 121 m above sea level [38], with a typical barometric pressure
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of 1,014 kPa [39]. Though this was not used for this project, the facility also
has the capacity to generate surface waves of controlled frequency.
4.3 Testing Procedure
For each test run, the prototype was lowered into the water at the back of the
trolley. It was attached to the tether cable, and supported by ﬁshing line at
strategic points to hold it above the tank ﬂoor and control the starting angle.
The setup is shown in Figure 4.6. Before each day of testing the load cell
Figure 4.6: Test Setup
and linear sensors would be calibrated to external reference points. Since the
load cell was particularly susceptible to drift, it would be checked again at
the end of a day of test runs. The prototype would be lowered into position
in the water, all sensor systems would then be activated and checked that
they were giving correct outputs, the tank would be checked for obstructions,
the siren would be sounded, the trolley set to the setpoint speed, and then
the trolley would start. To avoid any issues with turbulence or drag from a
long pole, the tests were run with the prototype inverted, i.e. upside down, so
that the tethered point on the trolley was equivalent to a ﬁxed point on the
seabed. The weight also needed to be adjusted so that the expected bouyancy
of the ﬁnal device was simulated by the weight of the prototype (creating a
downward force equivalent to the real life upward force).
Some practical considerations had to be taken into account during the pro-
totype testing. The ﬁrst was that the speed of the trolley drive varied during
the runs. Due to the drive behaviour the speed would be auto-corrected every
second leading to a constant adjusting of the speed. A typical speed proﬁle
is shown in Figure 4.7.
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Figure 4.7: Trolley velocity vs. time
The speed varied up to 0.05 ms−1 during a run, which would have an in-
ﬂuence on the behaviour of the prototype. It was also quickly discovered that
the driven turbine blades were diﬃcult to control in terms of keeping their
rotations identical, so for the majority of the tests the blades were replaced
with Perspex disks of an equivalent drag. There were also diﬃculties experi-
enced with water ingress into the prototype, interfering with the electronics
and aﬀecting the weight balance of the prototype. This resulted in some dif-
ﬁculties obtaining data from the on-board sensors, and occasionally aﬀected
the behaviour of the control surfaces. Allowances also had to be made for
weight balance. To ensure the accuracy of the data produced each run was
repeated several times to verify the results. Obvious outliers were disregarded
and all valid runs were averaged to obtain the most reliable result. Details of
prototype construction can be seen in Appendix A.1.
4.4 Test Results
A number of tests were run to acquire actual case data to be used to verify
the simulation results. The results of those tests are summarised below with
a brief analysis of the key points noted from each set of results.
4.4.1 Vertical Motion
When the water ﬂow is started the vessel rises smoothly and settles to a
largely stable setpoint, as can be seen in Figure 4.8. Even without control
feedback the dynamic response is stable and has many ideal characteristics.
A stable setpoint is reached, though the vessel is not strongly held in this
position, and drifts in depth within 12% of the settling point. On average the
vessel settles to a position 610 mm below the surface, within 20 s. Features of
the dynamic response are a marked overshoot of the settling point by around
15% with the peak at 10 s. Another feature is a pause in the vertical motion
42
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 4. MODEL VERIFICATION
Figure 4.8: Vertical motion at 0.62ms−1
Figure 4.9: Vertical motion at diﬀerent ﬂow velocities
at around 3 s. Once in motion the vessel is in a stable equilibrium and returns
to within the settling point range again within 20 s.
The vessel was tested at diﬀerent ﬂow velocities to assess how the response
varied. As can be seen in Figure 4.9 the depth of the settling point varies with
ﬂow velocity, with faster ﬂow velocities having the vessel closer to the surface,
while at slower velocities the vessel settles at a lower depth. The dynamic
characteristics are very similar at each ﬂow velocity with the characteristics
mentioned above: damped response, marked overshoot, pause in vertical
motion, and settling to a stable point. An interesting feature is that while
the settling time varies according to the ﬂow velocity, the overshoot peak time
is consistent across the diﬀerent ﬂow velocities. Below is a table showing the
average results for each ﬂow velocity. Test runs were also done at 0.62 ms−1
with the vessel inverted. The purpose of these tests was to evaluate the
diﬀerence due to the wing lift force. As can be seen it was found that there
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Table 4.1: Depth and settling time vs. ﬂow velocity
Flow Settling Settling







is a marked diﬀerence in the depth when the vessel is inverted, which is
consistent with the hydrofoil lift theory.
4.4.2 Tether Force
Figure 4.10 shows a typical plot of the output of the trolley load cell, attached
to the vessel tether at 0.62 ms−1. A key feature of the tether force response
Figure 4.10: Tether force at 0.62ms−1
is the initial spike when the inertia of the vessel is being overcome, which
then drops oﬀ sharply. There is immediately afterwards a secondary, more
sustained peak during the time that the vessel is rising to its settling position.
At the settling position the force is generally constant, varying not more than
5% during normal motion. The average tether force was measured for diﬀerent
ﬂow velocities and diﬀerent actions of the control surfaces. The results are
shown in Table 4.2.
The force is roughly proportional to the square of the ﬂow velocity, which
is consistent with the predictions of drag force theory. The inverted state
shows an increase in force, which is due to the change in pitch angle which
results in an increase in the surface area perpendicular to the ﬂow. The force
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Table 4.2: Average force vs. ﬂow velocity
Flow Canard Aileron Average
Velocity (ms−1) Force (N)
0.35 0° 0° 67.6
0.47 0° 0° 111.3
0.53 0° 0° 137.7
0.62 0° 0° 174.4
0.62 +30° 0° 176.1
0.62 -30° 0° 182.4
0.62 0° 25° 176.0
0.62 inverted inverted 184.9
0.70 0° 0° 219.3
0.80 0° 0° 280.0
Figure 4.11: Pitch angle motion at 0.62ms−1
at activated state of the control surfaces shows minor changes. For canards
at -30° the pitch angle is reduced, but this is oﬀset by the increased resistance
of the canards in their activated state. With canards at +30° the force is
larger, due to the increase in pitch angle. With ailerons activated there is
little diﬀerence in the force, as the pitch angle is not aﬀected.
4.4.3 Pitch Angle Motion
The typical pitch angle response is shown in Figure 4.11. The angle settles
to the average settling point of 14° within 30 s. The response is consistent
with a second-order under-damped response. There is an overshoot of under
44% and oscillations at a frequency of 0.182 Hz. The pitch angle is stable,
and returns to the settling point if disturbed. The key to this study is the
fact that the vessel is stable in pitch, and rejects disturbances returning to
the settling point. This is encouraging as it suggests that the depth of the
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Figure 4.12: Roll angle motion with alternating ailerons
vessel will be controllable since the pitch angle is stable.
4.4.4 Roll Motion
To test the rolling motion response, the ailerons were activated alternately as
shown in Figure 4.12. This method was used because once the vessel began
to roll in one direction it would continue to roll and not stabilise to a settling
point that could be easily assessed. While the vessel was rolling left and right
the depth remained quite stable.
At the point of aileron activation, the vessel began to roll at a constant
angular acceleration. It is notable that the motion starts as a second-order
response, but quickly stabilises to a linear response. This is consistent with
drag force theory, due to the interaction between the roll force and the damp-
ing force. It is also notable that when alternately activating the ailerons the
roll angle stayed quite stable, which is an encouraging result in terms of the
ability to control the roll angle.
When a roll motion takes place the depth is also aﬀected. As shown in
Figure 4.13 the depth increases as the vessel is rolling. This seems counter-
intuitive as aerofoil lift theory would suggest that the vessel should rise, but
this is a reﬂection of the signiﬁcant impact of the pitch angle on the depth. It
was found that the pitch angle decreased slightly during roll motion, leading
to a lower settling depth. It is also notable that there is no bouncing evident
in the depth measurement, even though the vessel is rolling from side to side.
This is investigated further in the simulation.
4.4.5 Yawing Motion
The motion in the yaw axis is extremely stable and the vessel returns aggres-
sively to the neutral position when disturbed. This behaviour is shown in
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Figure 4.13: Vertical motion with alternating ailerons
Figure 4.14: Yawing motion due to disturbance
Figure 4.14 where the vessel was disturbed from neutral in the yaw angle and
the response was measured. As demonstrated the vessel returns to neutral
with minimal overshoot within 7 s.
4.4.6 Canard Response
When the canards are activated the pitch angle of the vessel is aﬀected. A
typical response is shown in Figure 4.15.
With canards activated, the vessel will settle to a new angular settling
point. The depth will also vary with the pitch angle as shown in Figure 4.16.
As expected, when the pitch angle is increased in a positive direction the
depth is reduced, and in the negative direction the depth is increased. It is
worth noting that there is a maximum limit of an angle that the pitch can
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Figure 4.15: Pitch angle motion due to canard action +30°
Figure 4.16: Vertical motion due to canard action +30°
be set to, and given the limited range of the pitch angle, the variability of
the depth is also limited. The same tests were conducted with the canards
activated to -30° with the responses shown in Figures 4.17 and 4.18. The
angular response is quite consistent with the response found in Section 4.4.3,
with similar overshoot, frequency, and settling characteristics. The depth
responses are even more damped than those from Section 4.4.1. This may be
due to the small changes in depth experienced.
4.4.7 Testing Challenges
The testing phase of this project proved very time consuming, with a number
of diﬃculties encountered with the prototype, which resulted in delays and
numerous repeats of test runs. Though some challenges were to be expected
given that this test platform was entirely original and untested, the impact
proved greater than anticipated. The key area of challenge was water ingress.
Despite many attempts at diﬀerent methods of waterprooﬁng, water ingress
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Figure 4.17: Pitch angle motion due to canard action -30°
Figure 4.18: Vertical motion due to canard action -30°
remained a problem throughout testing. This had two major impacts on the
testing process. Firstly, water would aﬀect the electronics on the prototype,
resulting in erratic behaviour of the servomotors controlling the control sur-
faces, or shutting down the onboard gyro sensor. Secondly, the balance of
the vessel was aﬀected, as water leaked in unevenly at diﬀerent points, result-
ing in either an aft to fore imbalance, starboard to port imbalance, or both.
Continually having to account for these problems resulted in many test runs
being invalidated and having to be repeated, and signiﬁcantly lengthened the
time taken for testing. The second major challenge area was the eﬀect of the
launching and damage prevention cables. Cables were attached to the vessel
(as shown in Figure 4.6) to allow for level launching and preventing damage,
however, it was found that these cables had an inﬂuence on the movement of
the vessel. This lead to anomalies in the test data, which were later found to
be due to the cables, and the tests had to be re-run. Finally, there were some
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challenges due to the limitations of the facility. Maintenance problems were
encountered during testing, which lead to delays. The variability of the run
speed (as shown in Figure 4.7) also lead to uncertainty about the validity of
certain test data.
4.5 Simulation versus Actual
A program was written using the theory from Chapter 3 in Matlab Simulink
including the Aerospace Toolbox to create a simulation that would predict
the behaviour of the vessel in experimental cases. The results are shown in
the sections that follow with the simulation results plotted against the actual
results from Section 4.4.
4.5.1 Vertical Motion
First, the vertical motion was simulated, as shown in Figure 4.19. As can be
Figure 4.19: Vertical motion - simulation vs. actual
seen the dynamics are quite similar, with overshoot, peak time and settling
time well predicted. A note is that the simulation does not experience the
pause noted at 3 seconds on the actual. It is theorised that this is due to
the support cables that prevented downward motion at the start of each run.
In the simulation, the vessel ﬁrst went down before beginning to rise. It is
likely that the more extreme motions shown in the actual measurements are
due to the sensor being slightly oﬀset from the exact centre of the vessel, and
so experiencing rocking as the angle changes. Simulations were also done
at diﬀerent ﬂow velocities, as per Section 4.4.1. A summary of the results is
shown in Table 4.3.
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Table 4.3: Depth - simulation vs. actual
Flow Depth Depth Error
Velocity (ms−1) Simulation (mm) Actual (mm) (%)
0.47 -873 -863 -2.7%
0.53 -732 -699 -9.0%
0.62 -610 -605 -1.4%
0.70 -549 -516 -9.0%
0.80 -505 -507 0.5%
Figure 4.20: Comparison of settling depth vs. pitch angle for various ﬂow veloci-
ties
As shown there is a good correlation between simulation and actual, with
the error never more than 10% in this ﬂow velocity range. Considering the
results from Section 4.4, an analysis was done of the settling depth versus
pitch angle. The correlation is shown in Figure 4.20. There are some very
interesting features of this relationship. Firstly, it can be seen that in the area
of the setpoint angle (7 to 20°) there is a large eﬀect of a change in the pitch
angle on the settling depth. Even a change of 1° can result in 100 mm depth
change. This would suggest that the pitch angle is the overriding factor when
it comes to determining the settling depth of the vessel. There is also a very
interesting result that around the 0° point the relationship is counterintuitive;
as the pitch angle increases, the settling depth actually decreases. Once the
pitch angle gets beyond 6° though the relationship becomes closer to what one
would expect. The reason for this is due to the interplay between the drag
force and the lift force. As the pitch angle increases the lift force increases, but
the drag force also decreases due to the smaller surface area being presented to
the current, and since for small angles the drag force is much larger than the
lift force, the decrease overrides the increase in lift. This graph also shows the
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Table 4.4: Force in tether - simulation vs. actual
Flow Average Force Average Force Error
Velocity (ms−1) Simulation (N) Actual (N) (%)
0.35 68.0 67.6 0.6%
0.47 108.0 111.3 -3.0%
0.53 133.0 137.7 -3.4%
0.62 175.0 174.4 0.3%
0.70 221.0 219.3 0.8%
0.80 288.0 280.0 2.9%
Figure 4.21: Pitching angle motion - simulation vs. actual
change when the ﬂow velocity is altered. As can be seen for lower velocities
the settling depth is deeper and for higher velocities the depth is shallower,
though the characteristic relationship described above still remains.
A comparison was also done of the tether force for various ﬂow velocities
in the simulation, and the results from the simulation were found to correlate
well with the actual results. The comparison is shown in Table 4.4.
4.5.2 Pitching Motion
Next the pitch motion was simulated, with results shown in Figure 4.21. Once
again, there is good correlation between the responses. The peak, settling
time, and frequency are within 10% of the actual data. The discrepancy could
be due to inconsistencies in the ﬂow velocity experienced during testing. The
frequency of the pitching motion was found to be dependent on ﬂow velocity.
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Figure 4.22: Vertical motion due to canard action +30° - simulation vs. actual
Figure 4.23: Pitch angle motion due to canard action +30° - simulation vs. actual
4.5.3 Canard Response
Next the response to canard action was simulated. The results are shown in
Figures 4.22, 4.23, 4.24, and 4.25.
The depth response shows a very good correlation. The settling depth,
settling time and overshoot compare very well. With the canards actuated
to +30° the depth decreases by 30 mm (25 mm actual). For the pitch angle,
from Figure 4.23 it appears that there is a discrepancy. While the settling
time is comparable, the ﬁnal settling angle appears to diﬀer. However, upon
closer examination this is purely because of the scale of the graph. The angle
change is actually quite small (0.3° simulation, 1.7° actual), so the scale of the
graph is misleading, and the results are actually quite close. It is interesting
to note that even with a large change in the canard angle, the pitch angle
change is quite small. This could be due to the fact that since the Trim pitch
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Figure 4.24: Vertical motion due to canard action -30° - simulation vs. actual
Figure 4.25: Pitch angle motion due to canard action -30° - simulation vs. actual
angle is already positive (12°), the moment will resist further positive change.
For a negative canard action the correlation is also very good since in
the depth response the settling depth, settling time, and overshoot are com-
parable. The main discrepancy is that the simulation shows slightly more
overshoot. For the pitch angle response the settling time and settling angle
are very close, though the frequency is slightly diﬀerent. As previously stated
this could be due to either variations in the ﬂow velocity during the experi-
ment, or to changes in the added mass added eﬀect on the moment of inertia,
caused by the changed state of the canard.
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Figure 4.26: Vertical motion due to aileron action - simulation vs. actual
Figure 4.27: Roll angle due to aileron action - simulation vs. actual
4.5.4 Aileron Response
Next the aileron response was simulated, with the ailerons activating alter-
nately, as per Section 4.4.4. Results are shown in Figure 4.26 and Figure 4.27.
For the depth, the correlation is very good. The settling depth, settling
time, and overshoot are very comparable. As discussed in Section 4.4.4 above,
an interesting point to note was the lack of depth variation due to the rolling
motion. As can be seen in the simulation result, a slight oscillation is predicted
due to this motion, but in the actual results this is not evident. This could
be due to inconsistencies in the ﬂow velocity, or due to insuﬃcient sensitivity
of the sensors.
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Figure 4.28: Yaw angle motion due to disturbance - simulation vs. actual
For the roll angle, the results are once again quite encouraging. For the
ﬁrst ﬁve oscillations the results are very much in line. From then the motion
shifts a bit out of phase, and this is probably due, once again, to variations in
the ﬂow velocity. The amplitude of the oscillations is also very comparable.
4.5.5 Yaw Angle Response
Finally, the yaw angle disturbance response was simulated, with the results
shown in Figure 4.28.
The simulated response is consistent with the actual test data. The sim-
ulated response is a bit more idealised than the actual, but that is to be
expected.
4.6 Model Tuning
When comparing the purely theoretical model with the test data some dis-
crepancies were found, and the model was adjusted to ﬁt the actual data.
The major discrepancies are discussed in this section with analysis of possible
reasons for the discrepancy.
4.6.1 Wing Force
The theoretical model predicts a larger force on the vessel due to the wings,
than was seen in the actual data. The diﬀerence between the calculated
behaviour and the actual behaviour is show in Figure 4.29. According to the
theory, the peak overshoot brings the vessel much shallower, and the settling
depth is also shallower. By reducing the impact of the wing force by 32% the
faithful response in Section 4.4.1 is achieved. There are two possible reasons
for this discrepancy. Firstly, the wake from the nacelles could be disrupting
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Figure 4.29: Depth simulation vs. actual for theoretical wing force
the ﬂow of water over the wings, resulting in a reduced wing force. Secondly,
in the resting pitch orientation, the vessel is at a negative angle of attack.
Typically only a positive pitch angle range is asessed for an aerofoil proﬁle,
so it may also be that the coeﬃcients at negative angles of attack are not as
well studied or understood as the coeﬃcients for positive angles of attack.
4.6.2 Added Mass
Discrepancies were also found in the inertia in the Zb direction and the mo-
ment of inertia about the pitch axis. The diﬀerence between the theoretical
behaviour and actual behaviour is shown in Figure 4.28. Using the theoretical
Figure 4.30: Depth simulation vs. actual for theoretical added mass
values the response is far more damped than the actual and reaches the set-
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tling point much quicker, though the same setpoint is reached. It was found
that by decreasing the Zb inertia by 42% and increasing the moment of inertia
about the pitch axis by 29% the faithful response of Section 4.4.1 is achieved.
It is clear that the simpliﬁed calculations from Section 3.3 are not accurate
for a complex shape such as the OCEC vessel. Calculating accurate values
would be very computationally intensive, so obtaining the value by trial and
error was more eﬃcient. Actual values for the simulation versus actual results
are shown in Appendix B.5.
4.7 Conclusion
A prototype based on the SRET design was constructed, and tests were run
to record its dynamic behaviour. Speciﬁc tests were done of the depth, pitch
angle, roll angle, yaw angle, canard, and aileron responses, with the results
being recorded.
Then a mathematical simulation was programmed, based on the theory in
Chapter 3, and implemented in Matlab to accurately describe the behaviour
of the prototype. Simulations were run and the results were compared against
the actual data from the prototype tests. Some discrepancies between theoret-
ical and actual values were found and the model was tuned to more accurately
match the actual data.
Once this was completed it was found that there was strong correlation
between the simulation results and the actual test results, and therefore the
mathematical simulation can be used to accurately predict the behaviour of
the vessel in other scenarios, and can be used for the design and testing of
control algorithms.
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Control System Design
Now that the behaviour of the vessel has been accurately modelled and veriﬁed
by experiment, the next stage of the project is to design a control system that
will allow for commands to be given to the vessel to accurately and smoothly
move into a new position and orientation. There are a number of reasons why
this is a requirement:
 Tracking of the optimal current ﬂow. Earlier info has shown that the
position of the maximum ﬂow of the Agulhas Current moves, and the
vessel should be capable of adjusting its position to follow the current's
sweet spot.
 The vessel should also be capable of basic hazard avoidance, such as if
there is an extreme weather event at the surface, it should dive lower
to avoid damage.
 It should be capable of rising to the surface and diving back down
again for maintenance purposes. The vessel should also be able to avoid
damage in the case of the failure of a critical component, such as a
turbine blade or a gearbox.
 A safe depth below the surface should also be stictly maintained to
avoid interference with shipping lanes.
5.1 Trim Condition
In this study, linear control theory will be used to analyse the stability of
the vessel and to design a controller which gives desired behaviour for various
motions. The motions that will be targeted for control will be the depth and
the roll angle. Drag has been shown to be a signiﬁcant factor in the dynamics
of the vessel. Drag is by its nature non-linear, as it has a squared relationship
with ﬂow velocity, so to perform a linear analysis a linear approximation
of the vessel's dynamics will have to be done. Standard practice for aircraft
control design is to linearise the behaviour of the vessel around its equilibrium
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point, often called the Trim condition. For this study the equilibrium point
which was the natural resting point and orientation of the vessel that was
obtained from the prototype tests will be used as the Trim point about which
to linearise. This point is with the vessel at a depth of 610 mm and an angle
of 14.2°.
This position is clearly highly dependent on the speciﬁc characteristics of
the vessel, and could be adjusted if necessary. However, when analysing the
depth versus angle graph from Chapter 4, it can be seen for the test ﬂow
velocity of 0.62 ms−1 that 14.2° is actually an optimal position to use since
the relationship between depth and angle is fairly linear at that point, and the
vessel can go through a wide range of depths (0 m to -1 m), without moving
into the non-linear space.
Since, due to the angle of the tether, the dynamics would be slightly
diﬀerent at diﬀerent depths, the characteristics will be investigated at three
depth points.
For the purpose of this analysis, the state space notation will be used to
allow a multi-variate analysis. The typical state space equation is of the form:
x˙ = f(x,u) (5.1.1)
Where x is the states of the vessel, and u is the state of the input variables
such that:
x = (η, ν) (5.1.2)
u = (δC , δA) (5.1.3)
The Trim condition is the point at which the resultant force on the vessel is
zero in all directions as well as the moment about all axes and the velocity
is zero in all directions. With the vessel in equilibrium at Trim, this would
mean that:
x˙T = f(xT ,uT ) = 0 (5.1.4)
Where xT are the vessel states at Trim and uT are the input variables at
Trim.
To linearise the non-linear dynamics of the vessel, a linear approximation
will be done about the Trim condition by considering that deviations from
the Trim state are small, and that the above condition is true. This means
Equation 5.1.1 can be re-written to:
x˙T + ∆x˙ = f(xT + ∆x,uT + ∆u) (5.1.5)
Considering Equation 5.1.4 and disregarding higher order terms, this can be
simpliﬁed to:
∆x˙ ≈ AT∆x +BT∆u (5.1.6)
60
Stellenbosch University  http://scholar.sun.ac.za













It would further simplify the analysis to separate the longitudinal and lateral
states such that:
∆xlong = [∆u ∆w ∆q ∆x ∆z ∆θ]
T











AT 11 AT 12







BT 11 BT 12






Since the vessel is symmetrical about the X-Z plane:
AT 21 = 0
BT 21 = 0
(5.1.10)
And since deviations (particularly roll angle) are small:
AT 12 ≈ 0
BT 12 ≈ 0
(5.1.11)
And thus the longitudinal and lateral equations can be decoupled and written
as:
∆x˙Long = AT 11∆xLong +BT 11∆uLong
∆x˙Lat = AT 22∆xLat +BT 22∆uLat
(5.1.12)
This allows for separate analysis of the longitudinal and lateral dynamics, and
separate control strategies can be implemented for these two sets of dynamics.
5.2 Analysis of Linearised Dynamics
In this analysis, for both the longitudinal and lateral motions, the state space
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By performing a Laplace transform on the above equations it can be shown
that the open loop poles of the system satisfy:
det(sI − A) = 0 (5.2.2)
It can be noted that this is also the equation to calculate the eigenvalues of
a matrix, therefore determining the eigenvalues will produce the open loop
poles of the system and allow for linear analysis.
5.2.1 Longitudinal Motion
Writing the longitudinal states in the form of Equation 5.2.1 and dropping



































cos ΘT − sin ΘT 0 0 0 0
− sin ΘT cos ΘT 0 0 0 0




















For details of the calculation of the values for this matrix see Appendix C.1.
Using the eigenvalues of the above matrix to determine the roots produces
the root locus diagram in Figure 5.1.
There are three sets of complex pole pairs at -0.15 ± 0.5j, -0.381 ± 0.384j,
and -99.99 ± 23.9j. The ﬁrst pole pair represents the pitch angle motion,
which is slow and under-damped, as shown in graphs of Section 4.4.3. The
second pole pair represents the motion in the Zb direction, which is slow and
close to critically damped, as was seen in the response graphs of Section 4.4.1.
The third pole pair represents motion in the Xb direction, which is very fast
and damped. This represents the elastic response of the tether. These roots
can be ignored in the control design since this response is stable and orders
of magnitude faster than the other dynamics . For the pitch angle dynamics
some damping is required to reduce the overshoot. The Zb dynamics are
well damped, so all that is necessary from a control standpoint is to try to
optimise the speed of the response and ensure no error when tracking the
system setpoint.
5.2.2 Lateral Motion
Since motion in the Yb direction is relatively slow, the y position has little
impact on the dynamics and there are no control surfaces to aﬀect this motion
so it will be excluded from the analysis. Thus the linearised lateral dynamics
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Figure 5.1: Longitudinal Poles - not to scale
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Using the eigenvalues above to determine the open loop roots produces the
root locus diagram in Figure 5.2.
There are four poles at 0.0285, −0.798, −0.389 ± 0.116j. The ﬁrst two
poles represent the motion about the roll axis which is slow and unstable.
When disturbed in roll the vessel will continue to roll at a constant rate, as
seen in the graphs of Section 4.4.4. The complex pole pair represents the
yaw motion, which is slow and overdamped, returning to neutral without
any overshoot, as shown in Section 4.4.5. This analysis suggests that simply
inserting a feedback loop on the roll states into the above system will allow for
faithful tracking of the setpoint roll angle. Actual values used in the matrices
can be found in Appendices C.2 and C.3.
5.3 Detailed Control System Design
Since motions in both directions are already well damped in open loop, a
simple state feedback loop will be used for control in both longitudinal and
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Figure 5.2: Lateral Poles - not to scale
lateral motions. Only the states available from the sensor will be used for
feedback, to avoid the errors that could arise from estimating states. For both
motions the control design will be of the following form shown in Figure 5.3.
Figure 5.3: Control system form
Where A, B, C are as per Equation 5.2.1, G is the feedback coeﬃcients, yd
are the desired outputs, w1 and w2 are disturbances, and y is the actual out-
put. The states available from the gyro sensor are the Euler Angles (φ, θ, ψ)
and the angular rates (p, q, r). From the linear sensor the depth z is available,
thus these are the states that will be used for feedback.
64
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 5. CONTROL SYSTEM DESIGN
From Section 4.4.6 it was noted that the full range of canard motion only
allows a limited range of depth motion, so for this theoretical study the ca-
nard will be allowed to deviate further than it's physical operating range to
allow a greater depth range.
5.3.1 Depth Control
As can be seen from the linear analysis and the response graphs of Sec-
tion 4.4.1, the depth response is already well damped, thus minimal interven-
tion is required to achieve the ideal results. Depth change rate damping is
required to reduce the overshoot and integral control will also be implemented
to ensure precise tracking of the setpoint. As was shown in Section 4.5.1 there
is a nearly linear correlation between the depth and the pitch angle, therefore
feedback of the pitch angle and pitching rate will be used in the depth control.
The objective of this study is to achieve stable depth control with the simplest
possible control strategy, thus proving the stability and controllability of the
system.
The coeﬃcients for the states θ and q will be selected to provide a more
damped angle command response, and then the depth error coeﬃcient will be
tuned to produce a damped response. An integrator term will also be added
on the depth error to ensure faithful tracking of the depth setpoint. Thus,
the control strategy will be of the form shown in Figure 5.4.
Figure 5.4: Longitudinal motion controller
Tuning those variables to the values G1 = 1.6, G2 = 0.1, P = 4, and
I = 2.3 gives the step response in Figure 5.5. The depth settles to within
10% of the setpoint within 20.5 s and 1% within 27.3 s, with an overshoot of
1.3%. This is a close to ideal response and compares well with the open loop
response from Section 4.4.1. The settling time is almost the same, but with
far less overshoot and with less than 1% error from setpoint.
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Figure 5.5: Depth control (simulation)
Figure 5.6: Depth control following varying setpoint 1 (simulation)
With a linear model it could be expected to achieve a faster response
than the open loop, however, with the response being non-linear it does not
follow the same pattern, and any attempt to increase the speed resulted in
an overshoot. It can also be noted that the pitch angle has overshoot, which
enables a faster depth response, and the canard action is well within normal
working range.
Further simulations to diﬀerent setpoints were done and the results are
shown in Figures 5.6 and 5.7.
It can be seen that the response tracks the setpoint well with all setpoints,
though the response dynamics do vary, depending on the depth.
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Figure 5.7: Depth control following varying setpoint 2 (simulation)
Figure 5.8: Depth control to various setpoints (simulation)
It was noted in Section 5.1 that some variance could be expected in the
response at diﬀerent depths due to changes in the pitch angle and tether
angle. The response was tested to various depths with some examples shown
in Figure 5.8.
While the dynamic response does vary depending on the depth of the
command setpoint, all the responses are favourable and improved from the
open loop. Table 5.1 gives the response characteristics for the various depths.
Clearly the controller could be adjusted to suit the speciﬁc range in which
the vessel is expected to operate, but given these values for G, P , and I
the vessel is controllable across the full depth range. The key indicators
are shown in Table 5.1. The crucial diﬀerence is that moving to the deeper
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Table 5.1: Dynamic response data for diﬀerent depths (simulation)
Depth (m) Overshoot 10% (s) 1% (s)
-0.80 4.4% 19.8 47.7
-0.70 4.8% 21.0 44.0
-0.66 4.8% 18.7 42.9
-0.56 1.3% 20.5 27.3
-0.50 1.0% 20.8 27.1
-0.40 0 20.2 27.1
-0.30 0 19.7 28.2
Figure 5.9: Pitch and depth response to pitch and depth disturbance (simulation)
depths (< −0.6 m) the overshoot increases, resulting in a signiﬁcant increase
in settling time to the 1% of setpoint.
To test the robustness of this control strategy, disturbances were intro-
duced into the system, with the responses shown in Figure 5.9. Both pitch
angle and depth return to Trim condition within 45 s, therefore it can be
determined that the system is robust enough to reject disturbances of the
major states.
As was illustrated in Section 3.4 the ﬂow rate of the towing tank was
inconsistent, thus the system was tested for the case of a varying ﬂow rate.
It is also likely, given the environment, that the sensor feedback would have
a signiﬁcant noise component, so the system is tested for noise on the sensor
signals. The responses are shown in Figures 5.10 and 5.11. It can be seen
that a variation in the ﬂow rate does have a signiﬁcant eﬀect on the depth
response, and even looks similar to the variation in response obtained in
data from Section 3.5.1. However the system is still capable of tracking the
setpoint. As can be seen in all the response ﬁgures, the control method is
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Figure 5.10: Depth control response with ﬂow rate disturbance (simulation)
Figure 5.11: Depth control response with ﬂow rate disturbance and feedback noise
(simulation)
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robust and well able to resist noise and disturbances on all parameters. Having
been simulated with disturbances the control strategy was then simulated at
diﬀerent depths to conﬁrm consistent response over the entire depth range.
The data in this section has shown that the response is consistent despite
changes in depth. This control stratgey is thus suitable for use on this model
in all conditions.
5.3.2 Lateral Motion Control
The coeﬃcients for the states φ and p will be selected to provide an ideal
angle command response, using the following control form. Both these states
are available from the onboard gyro so this is a practical implementation of a
control strategy. It shoud be noted that, for this vessel, it is unlikely that it
would ever be required to do a controlled roll motion, as this control strategy
is designed to resist changes in yaw and roll angle and return the vessel to
its Trim state. The control strategy will be of the form of Figure 5.3. After
selecting the angle coeﬃcients of G1 = 1 and G2 = 3, the angle step response
shown in Figure 5.12 was achieved on the non-linear model. This control
Figure 5.12: Roll angle control (simulation)
algorithm produces a critically damped response, moving to within 10% of
the setpoint value in 9.4 s, and 1% of the setpoint value in 13.3 s, and having
no overshoot. The aileron action stays within the useable range of motion
for the ﬂaps. As predicted, the pitch angle is only slightly aﬀected and the
yaw angle is disturbed by 2°, but returned to zero when the roll angle returns
to zero. Disturbances were introduced into the system to test the robustness
of this control strategy, with the responses shown in Figures 5.13, 5.14, and
5.15.
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Figure 5.13: Roll angle control response to roll and yaw angle disturbances (sim-
ulation)
Figure 5.14: Roll angle control response with ﬂow rate disturbance (simulation)
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Figure 5.15: Roll angle control response with ﬂow rate disturbance and feedback
noise (simulation)
Figure 5.16: Roll angle control response at depth of -300 mm (simulation)
As can be seen in all these ﬁgures the control method is well able to re-
sist noise and disturbances on all parameters. The control strategy was then
simulated at diﬀerent depths to conﬁrm consistent responses over the entire
depth range. The results are shown in Figures 5.16 and 5.17.
It has been shown in those Figures that the response is consistent despite
changes in depth. This control stratgey is thus suitable for use on this model
in all conditions.
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Figure 5.17: Roll angle control response at depth of -900 mm (simulation)
5.3.3 Combined Motion Control
While the linear model works on the assumption of total independence be-
tween longitudinal and lateral motions, in reality there must be some corre-
lation in the non-linear model. First, a test was done of the impact on the
height when the roll changes. Results are shown in Figure 5.18.
These results show that when the vessel rolls there is a disturbance of about
Figure 5.18: Combined response graphs - roll angle change (simulation)
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Figure 5.19: Combined response graphs - depth change (simulation)
10 mm of the height and pitch angle, however, the height then returns to
setpoint, despite the changed roll angle. Next, the impact on the roll was
tested when the height is changed. Results are shown in Figure 5.19. The
roll angle is not aﬀected at all by a change in the height. Finally, a complex
combination of motions of the height and roll angle were simulated and the
results are shown in Figure 5.20. Despite the extreme motions in both longi-
tudinal and lateral motions, both the height and roll angle are able to track
their setpoints, with only some disturbance shown in the height.
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Figure 5.20: Combined response graphs - depth and roll angle change (simulation)
5.4 Conclusions
Throughout this section, the controlabillity of this model was theoretically
analysed and tested in simulation. It was shown that by using a simple
controller the system can be robustly controlled for depth and roll angle, and
even in extreme circumstances, the control method is successful in controlling
the vessel.
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This study set out to test the feasibility of the OCEC design by conﬁrming
that the design is both dynamically stable and controllable when acted upon
by hydrodynamic forces. A simulation model was written in Matlab to predict
the dynamic behaviour of the OCEC. A prototype OCEC was built to verify
the simulation model. This prototype was tested under various conditions
in the Towing Tank Facility at Stellenbosch University. The data obtained
conﬁrmed that the mathematical model was a faithful representation of the
dynamic behaviour of the vessel. The simulation model was analysed to
determine the dynamic factors related to control design. A simple PID control
strategy was then devised based on the analysis and tested in simulation,
using the Matlab simulation model. This simluation showed that both in
longitudinal and lateral motions the vessel is stable and controllable, even
when the control motions are combined and disturbances are introduced into
the system.
6.1.1 Simulation Model
The simulation model used proved to give accurate predictions of the dynamic
behaviour, however, there were a few points where there were discrepancies
between theory and test data:
 Wing Lift Force - the lift force from the wings proved to be much less in
practice than the theory had predicted. A possible reason for this could
be that the wake created by both the nacelles and fuselage disrupted
the ﬂow over the wings, resulting in reduced lift.
 Added Mass - due to the complex shape of the OCEC, determining the
added mass eﬀect by separately calculating the eﬀect of individual body
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elements and then adding those together resulted in signiﬁcant error.
More accurate values had to be derived by testing.
 Complex Cable Dynamics - the cable force theory used was quite com-
plex, as obtained from literature, but due to the low weight and short
length of the cable, those dynamics were hardly noticeable and could
essentially be disregarded. However, this theory has been retained be-
cause if the cable were to be longer and heavier, as in the case for the
full-scale prototype, then cable dynamics would come much more into
play.
6.1.2 Prototype
The building of the prototype and testing was the most challenging part of
the project due to numerous practical diﬃculties encountered. As this model
was an original and unproven design this was to be expected. This does
call into question the reliability of the test data obtained, though tests were
repeated numerous times to verify results. Diﬃculties encountered included
the following:
 Water Ingress - keeping the prototype waterproof was a major challenge,
which aﬀected a number of the test runs. This had two major impacts.
Firstly, water contaminated the onboard sensors aﬀecting the readings.
Secondly, the water ingress was not uniform in the various parts of
the prototype, which aﬀected the weight distribution of the prototype,
resulting in unbalanced moments.
 Balancing - as mentioned above, balancing due to water ingress became
a problem, but balancing overall was a challenge as the prototype proved
to be very sensitive to small weight imbalances. An inordinate amount
of time was spent getting the vessel balanced.
 Launching Level - holding the vessel in the desired position just prior
to the start of each test run meant that the dynamics were aﬀected just
at the start, which resulted in anomalies like the nodding eﬀect.
 Towing Tank Diﬃculties - variation in the speed of the towing tank
resulted in some inconsistency in test results and uncertainty in the
exact measurements.
 Canards Maxing out in Limited Range - full extension of the canards
resulted in only a 300 mm height range. This was suﬃcient for prov-
ing dynamics, but would need to be adjusted for fuller depth range
movement.
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6.1.3 Controller
The stability of the prototype during open-loop testing suggested that a sim-
ple control strategy would be adequate. In the simulation this proved to be
the case. Separate controllers were designed for the longitudinal (depth) and
lateral (roll angle) motions. These were tested separately and a damped and
accurate response was obtained for both. The motions were then combined
and though some additional dynamics were seen due to interdependence be-
tween the axes, the motion was damped and stable in both roll and depth re-
sponse. Further study into more complex controllers may determine a method
to achieve a faster response, especially in depth control.
Based on these ﬁndings this design is both open loop stable and closed loop
controllable and is suitable for further study to build a full-scale prototype.
6.2 Recommendations
Based on the results and conclusions of this study the following recommen-
dations are made.
6.2.1 Improve Reliability of Prototype
The prototype used for this model was a totally original platform and thus
experienced certain reliability issues, especially in relation to water ingress,
which aﬀected both the sensors and weight balance. These issues invalidated
a number of the test runs, and also made more comprehensive testing imprac-
tical. The platform should be revisited to improve the reliability, robustness,
and ease of use. Further test runs should be conducted to verify the physical
properties of the prototype and the dynamic test data obtained in this study.
Some limitations discovered were that the canards were not suitable to give
a full range of motion for the prototype, so the canards should be modiﬁed
to give a higher moment.
Some thought could also be given to the reliability of the towing tank,
which experienced maintenance issues during this study, and the ﬁne control
of the speed, so that a smoother ﬂow rate could be achieved, which would
allow for a more accurate study. A ﬂow meter could also be utilised to verify
that the speed reading from the control module is accurate.
6.2.2 Include Rotor Blade Rotation into Study and
Prototype
In this study the rotor blades were assumed to be a permeable disk to simplify
modelling. The next step should be to modify the platform to allow for
controllable rotating blades and to include modelling of the blade rotation
into the mathematical model. This will allow study of further situations such
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as rotor failure or a mismatch in rotor speed. The eﬀect of pitching the blade
angle should also be further investigated.
6.2.3 More Comprehensive Study of Added Mass Eﬀect
When searching the literature it becomes clear that the concept of added
mass is generally poorly or only brieﬂy explained, even though its eﬀect on
hydrodynamics is clearly signiﬁcant. A detailed study should be conducted
on the added mass eﬀect on various simple shapes. Then tests should be
performed using the OCEC platform to empirically determine the accurate
added mass eﬀect for accelerations in all directions, and compare these results
to theoretically calculated values.
6.2.4 Further Study of Wing Lift Force Discrepancy
Focused tests in a wind tunnel should be conducted to determine the source of
the discrepancy between the theoretical and measured wing lift force. These
tests could include measuring the ﬂow rate over the wing and induced forces
ﬁrst when isolated, and then with structures placed around it disrupting the
ﬂow, such as nacelles and turbines.
6.2.5 Testing of the Control Strategy
The control strategy designed and simulated in this study should be imple-
mented on the prototype and tuned to suit the real-world conditions experi-
enced. Only by this testing can the question of the controllability of the model
be answered accurately. Ideally, testing should include a physical method to
isolate the longitudinal and lateral motions from each other so that their con-
trol response can ﬁrst be tested independently before allowing the device free
motion and then testing the combined response.
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The following sections describe the detail of the design and construction of
the various elements of the prototype.
A.1.1 Body Externals
The body consists of the two nacelles, the fuselage, the wings and the control
surfaces (canards and ailerons) as shown in A.1. The nacelles and fuselage
Figure A.1: OCEC body design
were made from ﬁbreglass tubes, constructed by glassing over 101 mm alu-
minium tubes. The noses were shaped from hard foam, and then also glassed
over to create hollow nose cones, joined in a single one-piece body (A.2).
The proﬁle selected for the wings was NACA5012, as it features good charac-
teristics for a hydrofoil. The wings were constructed by CNC cutting a lattice
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Figure A.2: OCEC prototype body
and rib structure from plywood as shown in A.3. The gaps in between the
Figure A.3: OCEC wing structure
wood were ﬁlled with pieces of hard foam, and then glassed over, painted and
sealed for waterprooﬁng. Allowance was made for weight to be added to the
nose of the fuselage and hubs to aid in balancing centre of gravity.
A.1.2 Body Internals
Inside the nacelles a shaft system (see Section A.4) was built to allow the
turbines to rotate freely in the current. This system consisted of an aluminium
outer tube, to which was ﬁxed two aluminium disks, cut to allow bearing
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Figure A.4: Nacelle internals design
mounting. 30 mm inner diameter bearings were mounted inside these disks.
The shaft was made from 30 mm stainless steel round bar and was mounted
into the bearings. There was a coupling at the forward end of the shaft
to which a friction brake mechanism was attached, to control the rotational
speed, which was mounted into a third aluminium disk.
This assembly was ﬁxed to ﬁbreglass body by being bolted though at
the rear end of the nacelles. A ﬁbreglass cover was then ﬁxed over the end
plate with the shaft protruding and bolted into the end disk with shaft seals
as the shaft exited the cover, to seal oﬀ the tube from water ingress. See
Appendix A.5.
Figure A.5: Nacelle fabricated
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A.1.3 Hub and Blades
The blade and hub assembly is shown in A.6. The blade proﬁle was based
Figure A.6: Hub and blades design
upon the design by Richard Stanford [12] for ease of manufacturing. The
blades were machined from 6061 grade aluminium blocks, using the 6 axis
CNC milling machine from Stellenbosch University (A.7). The hubs were
Figure A.7: Machined blade
also machined from 6061 grade aluminium. They were ﬁxed to the shafts
with keys and a nut to secure to the threaded end of the shaft.
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Figure A.8: Assembling hub and blades
A.1.4 Actuators
There are four moving surfaces on the prototype, the two canards and the
two ailerons. The canards were ﬁxed together, and actuated by a single high
torque waterproof servo motor (Figure A.9) via an actuator arm mounted
inside the nose of the fuselage. The ailerons were separately actuated by indi-
Figure A.9: Servo motor and actuator arms
vidual high torque servo motors. The ailerons had an axle that was embedded
into the wing that allowed them to pivot as shown in Figure A.10. They were
then attached via an actuator arm on the top of the ﬂap to the servo motor
that was embedded into the wing body. The servo motors were controlled by
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an Arduino Uno3 microcontroller, given instructions via USB communication
to a Windows computer running Matlab. The microcontroller was mounted
on a plate outside the water, with a 10 m cable running down to the proto-
type. To compensate for chatter in the motors an on-board battery pack was
installed into the fuselage to provide power.
Figure A.10: Aileron and servo motor assembled
A.1.5 Sensors
The principle sensor is a VectorNav VN-100 Inertial Measurement Unit (IMU)
as shown in Figure A.11, mounted inside the fuselage, heavily water-protected
and connected to computer feedback via a 10 m USB cable. Use was also
made of the trolley's onboard 50 kg load cell (Figure A.12), for measuring
the tension in the tether cable, and onboard 750 mm linear sensors (Figure
A.13) which were used to give depth readings, and to verify the gyro angle
readings. The technical speciﬁcations of the IMU are shown in Table A.1.
A.1.6 Attachment to Trolley
The prototype was dragged by an adjustable pulley roller just above the
water surface, while all signals and electronics were in cables dragging behind
the prototype. Fishing line was used to constrain the model from hitting the
bottom of the towing tank, and a winch was used for repairs and adjustments.
Note that test runs were performed upside down to prevent drag from a
tether pole. The tether used was 3 mm steel rope, which was attached to
the prototype with hooks embedded into the front of the wings. Fishing line
was used to constrain the prototype from hitting the bottom of the towing
tank. A winch was used to lift the prototype out of the water for repairs
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Figure A.11: VectorNav VN-100 IMU
Figure A.12: HBM RSCM-50kg 25152
and adjustments. Once fully assembled the prototype looked as shown in
Figure A.15.
A.1.7 Examples of Experimental Data
Some examples of the data extracted from the various sensors during test
runs are shown in Tables A.4 and A.5,
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Figure A.13: Micro-Epsilon WPS-750-MK30-P10
Figure A.14: Force meter and pulley wheel
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Table A.1: VectorNav speciﬁcations
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Table A.2: Load cell speciﬁcations
Figure A.15: Fully assembled prototype
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Table A.3: Linear sensor speciﬁcations
91
Stellenbosch University  http://scholar.sun.ac.za
APPENDIX A. TESTING DETAILS
Table A.4: VectorNav data example
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Table A.5: Linear and force meter data examples
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Table B.1: Values used in simulation model
Coeﬃcient Value Coeﬃcient Value Coeﬃcient Value
AtFuselage 0.038 A
n
Wing 0.3 dCable 0.005
AnFuselage 0.102 A
n
Turbine 1.01 PCable 150
AtNacelle 0.076 A
n
Canard 0.03 ρCable 2000
AnNacelle 0.121 A
n
Aileron 0.06 ECable 11200000000
CnPF 1.2 C
n
PT 0.9 m 26.0
CtPF 0.73 C
t
PT 0.4 vol 0.0192
CnPN 1.2 C
n
PC 0.9 mx 52.0
CtPN 0.73 C
t
PC 0.9 my 31.0
CnPH see B.2 Ixa 25.0 mz 45.0
CtPH see B.3 Iya 19.0 Iza 50.0
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B.2 NACA5012 Coordinates
Table B.2: Naca5012 proﬁle coordinates
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B.3 NACA5012 Coeﬃcients
Table B.3: Naca5012 coeﬃcients
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B.4 Simulink Block Diagrams
Figure B.1: Simulink force model block diagram
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Figure B.2: Simulink aerodynamic force block diagram
Figure B.3: Simulink rotor force block diagram
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Figure B.4: Simulink canard force block diagram
Figure B.5: Simulink wing force block diagram
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Figure B.6: Simulink cable force block diagram
B.5 Detailed Simulation Results
Detailed ﬁgures for the results of the simulation versus actual results are
shown in Table B.4.
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Table B.4: Simulation results
Actual Simulation Error (%)
Depth Time 25 22 12.0
Value -605 -610 1.4
Time 26 27 3.8
Pitch Value 193 194 7.1
Frequency 0.11 0.093 15.5
Depth Time 22 24 9.1
Canard +30° Value -583 -578 14.8
Pitch Time 24 18 25.0
Canard Value 1.6 0.5 68.8
+30° Frequency 0.1 0.07 30.0
Depth Time 18 19 5.6
Canard -30° Value -790 -800 5.6
Pitch Time 32 26 18.8
Canard Value 173 172 8.3
-30° Frequency 0.056 0.08 42.9
Time 19 22 15.8
Roll Value 11 10.5 4.5
Frequency 0.19 0.2 5.3
Yaw Time 6 11 83.3
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C.1 Linearising about Trim
To perform this analysis, the vessel will be taken as in equilibrium at Trim
condition, and that all deviations from the Trim condition are small.
C.1.1 General Equations of Motion and States
Considering the Trim conditions it's noted that:














τT , νT , ηT are the states at Trim.
Given the above, and the fact that all deviations about the Trim condition
are small, the general equations of motion of 3.2.1 and 3.2.2 can be simpliﬁed
and re-written to obtain expressions for the states to ﬁt the form of 5.1.1. For
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mx , my, mz are the mass of the vessel plus the inertia due to the added

























Ixa , Iya, Iza are the moments of inertia of the vessel plus the inertia due to
the added mass eﬀect about each axis.
Using the conditions at Trim, the velocity deviations about Trim can be
simpliﬁed to:
∆x˙ ≈ − sin ΘT∆w + cos ΘT∆u
∆y˙ ≈ ∆v
∆z˙ ≈ − sin ΘT∆u+ cos ΘT∆w
(C.1.5)
∆θ˙ ≈ ∆q
∆φ˙ ≈ ∆p+ ∆r tan ΘT
∆ψ˙ ≈ ∆r sec ΘT
(C.1.6)
For linearisation it's also useful to note that:
sin(ΘT + ∆θ) ≈ sin ΘT + cos ΘT∆θ
cos(ΘT + ∆θ) ≈ cos ΘT − sin ΘT∆θ
(C.1.7)
Using all the above, the DCM at Trim simpliﬁes to:
J1(η2)
T =
 cos Θ− sin ΘT∆θ ∆ψ − sin ΘT −∆θ−∆ψ + sin ΘT∆φ 1 ∆φ
sin ΘT + ∆θ −∆φ+ sin ΘT∆ψ cos ΘT − sin ΘT∆θ

(C.1.8)
To determine C.1.3 and C.1.4 the expressions for τ are required. From Chap-
ter 3 they are the sum of the restoring, hydrodynamic, wing, turbine, and
tether forces and moments. These need to be expressed in terms of the state
deviations.
τ(xT + ∆x) =τG(xT + ∆x) + τB(xT + ∆x) + τP (xT + ∆x)
+ τR(xT + ∆x) + τH(xT + ∆x) + τC(xT + ∆x)
(C.1.9)
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Given C.1.1 and noting that all expressions will be linearised:
τ(∆x) = τG(∆x)+τB(∆x)+τP (∆x)+τR(∆x)+τH(∆x)+τC(∆x) (C.1.10)
Thus expressions must now be obtained for all the forces and moments about
Trim.
C.1.2 Restoring Force
From Section 3.4.1 and given Trim conditions:




In the case of the OCEC, the distance between the centre of gravity and
centre of bouyancy is only along the x axis thus:
τ2B(∆x) = gV ρxB




xB is the distance along the x-axis to the centre of bouyancy.
C.1.3 Damping Force
From Section 3.4.2 and given Trim conditions:
τ1P = −Vwρ
 Cdx(Vw sin ΘT∆θ + ∆u)Cdy∆y







z are the consolidated linear damping coeﬃcients in the x, y,











n are the consolidated angular damping coeﬃcients about the
xx, yy, and zz axes for the entire vessel.
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C.1.4 Wing Force
The lift force due to hydrofoil was found to be an order of magnitude less
than the restoring, damping, and tether forces. The Trim condition is also at
the cross-over point between stalled and unstalled behaviour for the wings, so
the behaviour is clearly non-linear. For simplicity of this analysis, the drag
component of the wing force has been incorporated into the restoring force
and the lift component is disregarded.
C.1.5 Cable Force
All other forces exerted by the tether are insigniﬁcant next to elastic force,
so only the elastic force will be considered for this analysis. From Section 4.7
and given Trim conditions:
τ1C = Ce
 xT cos ΘT∆x− zT sin ΘT∆z − zTxc sin Θ∆θ∆y
zT cos ΘT∆z − zTxc cos ΘT∆θ − xT sin ΘT∆x
 (C.1.15)
Where:
Ce is the elastic resistance coeﬃcient.
Similarly
τ2C = −Ce
 2zT∆φyc2xc(xT∆x sin ΘT + zT (∆z + xc∆θ) cos ΘT )
2xT (−∆ψ + sin ΘT∆φ)yc2
 (C.1.16)
Where:
xc and yc are the oﬀsets of the wing tether points from the centre of gravity
in the x and y directions.
C.1.6 Canard Force
The change in drag due to the canard position is negligible so this will be
discarded.
τ2cn = Ccnxcn




Ccn is the coeﬃcient of canard moment.
xcn is the distance along the x axis of the pivot point of the canard from
the centre of gravity.
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C.1.7 Aileron Force
The change in drag due to the aileron position is negligible so this will be
discarded.
τ2al = Calyal




Cal is the coeﬃcient of aileron moment.
yal is the distance along the y axis of the middle of the aileron from the
centre of gravity.
C.1.8 Summary





(−∆θ(g(m− V ρ)− V 2wρCxd sin ΘT − CezTxc sin ΘT )− VwρCxd∆u









((−g(m− V ρ) sin ΘT + Vw2ρCzd sin ΘT − CezTxc cos ΘT )∆θ










((−g(m− V ρ) sin ΘT + CezTxc2 cos ΘT )∆θ − VwρCmd∆q





(−Ce∆y − VwρCnd(∆r −∆p) + 2CexT (−∆ψ + sin ΘT∆φ)yc2)
(C.1.24)
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