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Abstract 
A finite subset A of a group is a near subgroup if the number of ordered pairs (x, y) e A 2 with 
xy ~ A is at most I A [. We show here that if I A I >/5, then A is a near subgroup if and only if 
A w {g} is a subgroup for some group element g. We also classify the counterexamples if 
LAI~< 4. 
1. Preliminaries 
Let A be a finite subset of a group. We call the elements of A 2 cells of A. A cell (x, y) 
of A is good if xy cA, and bad if xy CA. The deficiency of A is the number of bad cells. 
Obviously, the deficiency is 0 if and only if A is a subgroup, or A is empty. 
If acA,  row a is the set of cells {(a,b) lbeA}, and column a is the set of cells 
{(b,a) lb cA}. A row or column is good if it contains only good cells, otherwise it is 
bad. We denote by R(resp. C) the set of those a cA for which row (resp. column) a is 
good. 
Throughout  he sequel, we let n = I A l, d = the deficiency of A, r = [ R i, c = I C[. We 
denote the group identity by e. 
Lemma 1.1. Let A be any subset such that either r ~ 0 or c ~ O. Then 
(1) etA ,  
(2) R and C are subgroups, 
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(3) A is a union of right cosets of R, so r I n, 
(4) A is a union of left cosets of C, so c ln, 
(5) the number of bad cells in any row (resp. column) of A is a multiple of c (resp. r), 
(6) c(n - r) <~ d, r(n - c) <~ d, and 
(7) if d ~ O, then rc <~ d and n - 1 <~ d. 
Proof. Without loss of generality, assume that r # 0. Then for a,b E R, we have 
abA = A, hence R is closed under multiplication and is therefore a subgroup. Hence 
e e R ~ A, and further e e C. Hence C is also a subgroup. Further if a e R and y cA, 
then cell (a,y) is good, that is, ay eA  and hence A is a union of right cosets of R. 
Similarly, A is a union of left cosets of C. Hence (1)-(4) hold. 
In view of (3) and (4), to establish (5) it is sufficient to show that the number of good 
cells in any row (resp. column) is a multiple of c (resp. r). But if a cell (a, b) is good so is 
(a, bx) for all x e C. 
The first inequality in (6) follows because ach of the n - r bad rows of A contains at 
least c bad cells, the second inequality follows similarly. 
To prove (7), let (a, b) be a bad cell. Then row a contains at least c bad cells, so there 
are at least c bad columns, each of which contains at least r bad cells. Hence rc <~ d. 
Adding this last inequality to the two in (6) gives cn <~ 2d, rn <<, 2d, If d ~< n - 2, then 
r = 1 = c, so n -  1 ~< d by (6), a contradiction. Hence d/> n -  1. [] 
2. Near subgroups 
If the deficiency of A is at most IA I, then A i said to be a near subgroup. The study 
of near subgroups has applications in this study of finite fields. For example, 
it is a direct consequence of the main result here that every type I optimal normal 
basis for GF(q n) over GF(q) as described [1] necessarily consists of the n nonunit 
n + 1st root of unity. Additionally, one of the authors was developing a parallel 
hardware architecture for multiplying elements in certain finite algebra based on 
extending small examples nontrivial near subgroups. If follows as a consequence of
the classification of near subgroups of this paper that no such near subgroups exist for 
large orders. 
Some examples of near subgroups are listed below. 
(N1) A is a finite subgroup. Here d = 0, n t> 1. 
(N2) Let H be a finite subgroup of order ~> 3, let h e H \  {e}, let A = H\  {h}. Here 
d=n- l ,n>>.2 .  
(N3) Let H be a finite sugroup, let A = H\{e}.  Here d = n. 
We call a near subgroup natural if it is of one of the above three types. Note that A is 
natural if and only if A u {g} is a subgroup of some g. 
Unfortunately, not every near subgroup is natural. Examples of near subgroups 
which are not natural are listed below. The examples are listed in order of their 
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der ivat ion.  In each case, e, x and y are dist inct group elements: 
$1: e x y xy  
e e x y xy  
x x e xy  y 
y y xy y2 xy2 
xy  xy  y xy 2 y2 












e x y xy  
e x y xy  
x e xy  y 
y yx  e yxy  
xy  xyz  x (xy) 2 
e x y y2 
e x y y2 
X e xy  xy  2 
y yx  y2 e 
y2 y2 X e y 
$4: e x y 
e e x y 
x x x 2 xy  
y y yx  e 
where x 2 6{e,y};  
$5: e x x 2 
e e x X 2 
X X X 2 X 3 
X 2 X 2 X 3 X 4 
where e ¢ {X 3, X 4 }. 
$6: e x x 2 x 4 
e e x x 2 x 4 
x x x 2 x 3 x 5 
x 2 x 2 x 3 x 4 e 
x 4 x 4 x 5 e x 2 
Note  x 6 = e. 
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$7;  e 
e e 
x x 
x 2 x 2 
x-1 x-1  
where e ~{xa ,  xa,  x5 } ; 
X X 2 X -1  
X X 2 X -1  
x 2 X 3 e 
X 3 X 4 X 
-2  

















x x 2 





x -2  
where e q~{x3,x'* }; 
Slo: t x 
X X 2 
where x 2 -¢: e; 
S~1: e x 
e e x 
x x x 2 
where e ¢ {x 2, x 3 }. 
We call a near subgroup sporadic if it is of one of the above types. Our aim in this 
paper is to prove the following theorem. 
Theorem 2.1. Every near subgroup is either natural or sporadic. In particular, every 
near subgroup with more than 4 elements is natural. 
Lemma 2.2. Let A be a near subgroup. Then 
(1) A is a subgroup, hence is of type (N1), or 
(2) r=c=2,  d=n=4,  or 
(3) r=c=O,d=n,  or 
(4) r=c= 1, d=n-1  >>. 1, or 
(5) r=c= l ,d=n>~ l. 
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Proof. If either r = 0 or c = 0, then d = n and (3) applies. Similarly, if A is a subgroup, 
then (1) applies. Now consider the case in which c :~ 0 and A is not a subgroup. Then 
by Lemmal .1  and the fact that d<~n we have cn<~2d<~2n, so c~{1,2}. If 
{r,c} = {1,2}, then the fact that d ~< n and (6) and (7) of Lemma 1.1 imply that 
n = d = 2. But then the fact either 2 rows (or columns) are good implies that all cells 
are good, contradict ing the fact that d = 2. Hence either r = c = 2, or r = c = 1. But 
r = c = 2 implies that d = n = 4 which is case (2). Since d = 0 implies that either A is 
a subgroup (case (1)) or n = 0 (a special case of (3}), then (4) and (5) are the only 
remaining alternatives. 
3. Sporadic near subgroups with r = c = 2 
As noted in Lemma 2.2, if r = c = 2, then d = n = 4. Near subgroups of this type 
are classified in this section. 
Lemma 3.1. l f  r = c = 2 (and d = n = 4), then A is either of  type $1 or $2. 
Proof. By Lemma 1.1, in this case both R and C are subgroups of order 2, and A is 
a union of cosets of these groups. These are two possibilities, either R = C, or 
R c~C= {e}. First consider the case R=C= {e,a}, where a 2 =e.  Then 
A = {e, a, b, ab}, where b is some element not in R. Then cells (a, b) and (b, a) must both 
contain an element of A \ {e, a, b}, and hence ab = ba. Further,  cell (b, b) is bad, so 
b 2 4A. Thus the cells of A 2 must have the form 
S1: e a b 
e e a b 
a tl e 
b b ab 




b 2 ab 2 
ab 2 b 2 
where a 2 = e, ab = ba, and b 2 ¢ {a, e}. 
In the case R nC={e},  then R={e,a}  and C={e,b} ,  where a :~b and 
a 2 = b 2 = 1. Further,  by definition of R and C, we have A = {e, a, b, ab}. Also, since 
cell (b, a) is bad, then ba v~ ab, in order to guarantee that d = 4. Thus the cells of A 2 






where ab ~ ba. 
a b ab 
a b ab 
e ab b 
ba e bab 
aba a (ab) 2 
These two are the only possible solutions for r = c = 2, d = n = 4. [] 
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4. Some definit ions and considerations 
For the remainder of this paper, we may assume that A satifies either (3), (4) or (5) of 
Lemma 2.2. The following definitions will be used in the next sections. Let At denote 
those elements a of A for which row a contains exactly one bad cell. For each a • A~, 
we define d •A uniquely by the condition that ac~ ¢ A. Further for each a •At,  there 
exists a unique element za $ A such that aza • A. Define ti uniquely by ti = aza. Then 
d is the unique element of A such that a-  t ti¢ A. Note that aA = (A \ {ti}) w {ad} for all 
a • At. It is important o note that ti • A and ad CA. 
5. Near  subgroups with r = c = 1, d = n 
In this section, we assume that A is described by (5) of Lemma 2.2. Clearly, in this 
case we have n/> 3, and there is a unique row, say x, of A and a unique column, say y, 
of A which contain precisely two bad cells. Let the bad cells of row x by denoted (x, Yl ) 
and (x, y2), and the bad cells of column y be denoted (xt,y) and (x2,y). Note that 
A 1 = A \ {e, x}. Note also that the function a ~ d is nearly one-to-one in the sense that 
for bl,b2 • At,  bt # b2, ifb~ = b2 then {bl,bz} = {xt,x2} and bl -~- b2 = Y. Further, 
there is a unique two element set {at,a2} c A such that 
xA = (A \ {a~, a2 }) u {xyl, xy2 }. (,) 
Lemma 5.1. I f  r = c = 1 and d = n, then x -  1 q~ AI. Further, if a • AI, then either 
(1) ~ = x, or  
(2) {d,a-lh-x} = {al,a2} and {dx, x - la -Xd} = {Y~,Y2}. 
So d • {x, al,a2}, and the relation n <~ 6 holds. 
Proof. A simple calculation shows that for a • A 1, 
(ax)A = (((A \ {ci} )w {atl} )\ {aa~, aa2 }) u {axyl, axy2 }. 
Since neither xyl nor xy2 is in A and since a • AI, then at least one ofaxyt or axy2 is 
not in A. Also, since {al,a2} c A and a • AI, then at most one ofaal  and aa2 is not 
in A. Therefore, the possible deletion of {aat, aa2 } and addition of {axyl, axy2 } either 
leaves the number of elements of A in (A \ {ti} )w {aa } unchanged, or decreases it. But 
since ti •A and ad q~A, then (ax)A contains at most n - 1 elements of A, so ax # e, and 
x- lCA l .  
Now if axq~A, then x = d, so (1) holds. Alternatively, ax •A. But recall that 
A1 = A\{e,x},  and since ax # e and ax # x (since a -¢: e), then ax •AI .  Since (ax)A 
contains exactly n - 1 elements of A, then precisely one of {axyl, axy2}, say axyt, is 
not in A, and precisely one of {aa~, aa2 }, say aal, is not in A. Since axyl ¢ A and Yl • A, 
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then Yl =dx .  Also, since aa l$A and al cA ,  then al = ~. Also, since {al,a2} n 
{xyl,xy2} = 0, then {aal,aa2} ~ {axyt,axy2} = 0, and since (ax)A contains exactly 
n - 1 members of A, then axy2 = 4, and Yz = x -  i a -  1 ~i. Also, there is one member of 
A which does not occur in {ax)A, namely a--x, and this is clearly aa2. Hence aa2 = a-x, 
and a2 = a - l~ .  Therefore, {al,a2} = {d,a-lh-x} and {Yl,Y2} = {dx, x - la - ld}  as 
in (2). 
Since a is an arbitrary element in At, in any event we have fi ~ {x, at,a2}. Since the 
mapping a --* fi is nearly one-to-one, with at most one element, namely y, having two 
preimages, and all others having at most one preimage, then I A 11 ~< 4, and I A I < 6, as 
required. [] 
Theorem 5.2. I f  A is a near subgroup satisfying r = c = 1 and d = n, then A is of 
type S t for j ~ {3,4,5,6,7}. 
Proof. By Lemma 5.1, we have x -1~ A 1, and since e cA, we have e e {x 2, at, a 2 }. 
First suppose that x 2 = e. Then Yl and Y2 are distinct from x and e by (*), so n >~ 4. 
Also, from I*), A = x2A = (xA\{xa l ,xa2})w {Yl,Y2}. Hence {al,a2} = {Yl,Y2}, 
and de{x,  yx,y2} for all ae  AI. Recall that both (x, yt), (x, y2) are bad cells, and 
x ¢ A1. Now if y = x, then there are no bad cells of the type (a, yl) or (a, y2), where 
a ~ A1, since column x is the only column to contain more than one bad cell. On the 
other hand, if y :/: x, then column x contains one bad cell and there is at most one bad 
cell of the type (a, yt) or (a, y2), where a e A1. In either case we have IAII~< 2, and 
since n >/4, then IAII = 2, and A = {e,x, yl,y2}. 
Now either y = x or y e { yl,  Y2 }. If y = x, then all the cells of { Y l, Y2 } x { Y l, Y2 } are 
good, and since e¢{yt,y2},  we have YlY2 e{x,e}. Suppose that y = x and YlY2 = e. 
Then y2 e{x, y2}. But ify~ = x, then xyZt = x 2 = e, and therefore xy~y2 = y2, and so 
xyl = Y2, that is, cell xyl is good, contrary to the definition of x. Therefore, we must 
have y2 _- Y2( = Yi-1). Thus the cells of A 2 must have the from 
$3:  i X Z Z 2 
e e X Z Z 2 
X e xz  xz  2 
z zx  2 2 e 
z 2 z 2 z2x  e z 
I fy  = x and YlY2 = x, and y2 E{e, y2}" i fy l  2 = e then we have Y2 = y2y2 = ylx, and 
cell (yt ,x)  is good, contradicting the fact that y = x. On the other hand if y2 = Y2, 
then ylx  = yEy2 = y2 which must be in A, since cell (Y2,Y2) is good. So cell (yt,x) is 
good, contradicting the fact that x = y. 
Similar arguments show that there is no solution in the remaining cases with x 2 = e, 
namely the case of y e {Yl, Y2 }. 
104 D.G. Hoffrnan et al. / Discrete Mathematics 146 (1995) 97-108 
Now suppose that e ¢{a~,a2}, say {al ,a2} = {e,a} .  Then by Lemma 5.1, we have 
e{x ,a}  for all a cA1 so n ~< 5. 
Suppose n = 3. If x ~ y, then cell (y,x) is good, and so yx  = e, and therefore 
xy  = e, contradict ing the definition of x. So x = y and the cell of A2 have one of 
the forms: 
171 
,34; e x z 
e e x z 
X X X 2 XZ 
Z Z ZX e 
where x 2 ¢ {e, z}, or (using 
1! e z z 2 z z 2 z 3 z 2 z 2 z 3 z 4 
Z ~-X  2 ) 
where e ~{z3,z4}. 
Now suppose that n = 4. Let A = {e,x ,a , t}  and A 1 = {a,t}. Since t¢{x ,e ,a} ,  then 
t # a for any a eA~, so cells (a,t) and (t,t) must be good. Also, since t # e, and c = 1, 
then column t contains exactly one bad cell, namely (x,t). We consider two cases, 
namely that cell (x, x) is good, or it is bad. 
lfcell (x, x) is good, then x 2 cA, and by definition of  a l  and a2, we have x 2 = t. Since 
cells (t, t) and (a, t) are good, we have x 2 e{e, x, a} and ax  2 e{e, x}, respectively. But 
x 4 = e implies a = x 3 and this implies that A is a subgroup, contrary to assumption. If
x 4 = x, then x a = e, and so cell (x,x 2) is good, a contradiction. So x 4 = a, and either 
x 6 = e or x 6 = x, that is, x 5 = e. If x s = e, then cell (x, a) is good, a contradiction. 
Hence x 6 = e, and the cells of A 2 are of the form 
$6:  e 
e e 
x x 
x 2 x 2 
x 4 x 4 
X X 2 X 4 
X X 2 X 4 
X 2 X 3 X 5 
X 3 X 4 e 
x 5 e x 2 
On the other hand, if cell (x, x) is bad, then cell (x, a) must be good, since row x has 
precisely two bad cells. Therefore, xa  cA ,  and t = xa .  Since cell (a, t) is good, we have 
axa  ~ {e, x}, and since cell (x, x) is bad, then x 2 CA. Now if axa  = x, then xaxa  = x 2, 
contradict ing the fact that cell (t,t) is good. So axa  = e. If cell (a,a) is good, then 
a 2 = x ,  e = axa  = a 4, and A -~ {e, a, a 2, a 3 } is a subgroup, contrary to the assumption. 
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So cell (a,a) is bad, and since a e A~ then cell ax is good, and ax = xa. In this case the 
cell of A 2 have the form 
S7:  e x 
e e x 
x x x 2 
a a xa  
xa  xa  x2a  
a xa  
a xa  
9ca x2a  
0 2 e 
e x 
where {xZ, aZ, x2a} c~ {e,a,x, xa} = 0, which is equivalent o ST. 
Now consider the case n = 5. In this case, we can assume that A = {e,x,a, t l ,t2}. 
Then d ~ {t~, t2 } for all a E A~, and so all cells of {a, t~, t2 } x {t l, t2 } are good. But each 
of columns tl and t2 contains at least one bad cell, and hence (x, t~) and (x, t2) are bad, 
and therefore cells (x,x) and (x,a) are good. Hence x2e  A and, without loss of 
generality, we can assume that x2e  {e,a, tl}. But by definition of a~ and a2, this 
implies that x 2 = t~. Similarly, xa = t2. Also, cell (t~, t2) is good, so  x3a E {e, X, a}. But 
if x3a = x, then x2a = e, contracting the fact that cell (x, t2) is bad. Similarly, the 
assumption that x3a = a contradicts the fact that cell (x, tl) is bad. So x3a = e. Also, 
since cell (t~,tl) is good, then x4e({e ,x ,a ,  xa}. But x4= e implies a = x, x4= x 
implies a = e, both of which are impossible, and x 4 = xa implies x 3 = a, contradicting 
the fact that cell (x, t~) is bad. Therefore, x4 = a, and x 7 = e. Then cell (t2, t2) contains 
x 3, so x 3 cA. This contradicts the fact that cell (x, t~) is bad. So no solution exists for 
n = 5. This establishes the theorem. [] 
6. The remaining cases 
To this point we have treated cases (1), (2) and (5) of Lemma 2.2. In this section we 
treat the remaining cases. We will assume that A is not natural. Note that in these 
cases the function a ~ d defined in Section 4 is one-to-one. 
Lemma 6.1. Suppose that a near subgroup A satisfies either (3) 
d=n>~l ,  or(4) r=c= 1 and d = n - l >l l. Let a, b eA~. Then 
(1) abCA, so ~ = b, or 
(2) ab = e, so (l = b, ~ = -b, or 
(3) abeA l ,  a- lt~ = bb, 3 ~:b, h = bfib, a-b = ab. 
Therefore, for all a,b ~ A1, either a - l  d = bb or ~ = b. 
r = c = 0 and 
Proof. Suppose that a, b e A~. Recall that bA = (A \  {b}) u {bb}. Then calculation 
shows that (ab)A = (((A\ {6})u {a~})\{ab})w {abb}. Now if ab CA, then ~ = b, and 
(1) holds. If ab = e, then (ab)A = A, and ~ = b, ~ = b. The only other alternative 
is that abEAm, in which case (ab)A=(A\ (h -b})u(ab~b},  so a~e{&ab},  and 
ab~b ~ {a& abb }. Now ab~b = abb implies that ~b = b, contradicting the fact that the 
function a ~ ~ is one-to-one. So ab~b = a~, and ~ = b~b. Now since (ab)A contains 
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exactly n -  1 members of A, then ab[~ e {~i, ab}. But ab[~ = ab implies that b = b/~, 
which is impossible since by definition we have b eA and bb CA. Hence ahb = ti, and 
a -  ~ = b~,. This leaves a-b = ab. I f~ - b, then ad = ab = ab which contradicts the fact 
that agt CA and a--b 6A, so f :~ b. This establishes (3). [] 
The sets A which satisfy conditions (3) of (4) of Lemma 2.2 and which are not 
natural are classified in the following theorem. 
Theorem 6.2. Let A be a near subgroup satisfyino conditions (3) or (4) of Lemma 2.2 
which is not natural. Then A is of type S t for some j 6{8, 9, 10, 11 }. 
We first consider the case in which for some a and b in A1, we have a - l t i  4: b -  1~. 
We show that in this case IAII = 2 and that A ~ S t for somej  ~{8,9}. 
Now at least one of a -  1 ti # ad and b-  ib 4: a~ must hold, and if both hold, then 
= a and b = a, which contradicts the fact that a ~ f is one-to-one. Similarly, exactly 
one of b -  1~ 4: b/~ and a -  1 ~i # b/~ can hold. Now suppose that a -  1 d = aft, then as 
noted above, b -  lb 4: a~, so b = a, and therefore b-  ~b # b/~ must be false, else b = b, 
so b - lb  = b/~, a - la  ~ bb, and we have f = b and b = a. On the other hand, if 
a-~ti  4: a f  then b - lb  = ah and f = a. In this case we cannot have a - l t i  # b/~ lest 
f = b, so a -  1 ~i = bb and b-  lb 4: bb, so b = b. Hence {a, b} = {fi, b }, and in either case, 
a f~ bb. Now for purposes of contradiction suppose that there exists an element 
c such that c 6A1 \ {a, b}. Since a~ 4: bb, then either c -  16 4: aft so ~ = a or c-  16 4: bb, 
in which case ~ = b. In either case we have ~ ~{a, b} = {f,/~} contradicting the fact that 
cq~{a,b}. So A, = {a,b}. 
Suppose that a -  1~/¢ b -  tb, and that A satisfies (3) of Lemma 2.2, that is, r = c = 0, 
so d = n = 2. Then eCA and A = {a,b}. If f = b and b = a, then a 2 = b and b 2 = a. 
Therefore, a = a 4, a 3 = e, and AI = {a, a2}, where a 3 = e. Hence Au  {e} = Z3, the 
cyclic group of order 3, contrary to the assumption that A is not natural. On the other 
hand, if f = a and /~ = b, then we have ab 6 {a, b}, which contradicts the fact that 
e¢{a,b}. 
Now suppose that a -~/4 :  b -a~ and that A satisfies (4) of Lemma 2.2, that is, 
r = c = 1 and d = 2 and n = 3. Then A = {e,a, b}. Again, first assume that fi = b and 
/~ = a. I fa  2 = b and b z = a, then a 3 = e, and A = Z3, again contradicting the fact that 
A is not natural. So, without loss of generality, we have a z = e. If b 2 = a and a z = e, 
then b 4 = e and A = {e, b, b z }, where b 4 = e, again contradicting the fact that A is not 
natural. If a z = b 2 = e, then the cells of A have the following form: 







Note that (ab) 2 4: e, as A is not natural. 
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On the other hand, if t~ = a and b = b, then ab = ba = e. In this case, the cells of 




a - I  a - I  
a a -1 
a (1-1 
02 C 
e a -2  
where e $ {a 3, a 4 }. (This guarantees both that A is not natural  and that a -  t~i # b -  1~.) 
Henceforth we assume that for all a •A1,  the relation a -  t~ = z holds for some fixed 
element z. Let us first suppose that for some b •At  we have b/~ # z. Then by 
Lemma 6.1 we have t~ = b for all a eat ,  so A1 = {b}. If At = {b} and A satisfies (3) of 
Lemma 2.2, namely r = c = 0, then n = d = 1, and the cells of A have the form 
Sto: t b 
b b 2 
where b 2 # e. 
On the other hand, if A t = {b} and A satisfies (4) of Lemma 2.2, namely r = c = 1, 
then d = l, n = 2, and the cells of A have the form 
S i t :  e b 
e e b 
b b b  2 
where e 6 { b2, b3 }. 
Henceforward, we can assume that At # 0 (others A is natural) and that 
a -  t~ = a~ = z for all a eAt .  We show that in the case A is natural. Let A + = A w {z}. 
We claim that for all a cA, we have row a of A + is good in A +. Certainly, this is true if 
a = e. If a ~: e, then a cA1. Now consider the product ab, where b eA +. If b e A and 
b # d, then ab • A c A +. If b • A and b = d, then ad = z, so ad • A +. Finally, if b = z, 
then ab = a(a- tS)  = & which by the definition of t~, lies in A, so ab •A  +. Therefore, 
row a is good in A + for all a •A.  Now if row z is also good in A +, then A + is 
a subgroup, and A is a natural  near subgroup. On the other hand, if row z is bad in 
A +, then A + is a near subgroup with n + 1 elements and n good rows, namely the 
rows of A. Therefore, by Lemma 2.2, we have r + = 1, d + = 1, and n + = 2, where r +, 
d + and n + are the parameters for A + corresponding to r, d and n, respectively in that 
lemma (so I AI = 1). Again A is a natural  near subgroup. This completes the proof  of 
the theorem. [] 
7. Conclusion 
The foregoing can be summarized as follows. 
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Theorem 7,1. Let A be a near subgroup containing n elements and having deficiency 
d <~ n. Let r and c denote the number of good rows and columns, respectively. Then 
(1) r = c = n, d = 0 and A is a subgroup, or 
(2) r=c=2,  d=n=4,  and A is o f  type S1 orS2, or 
(3) r = c = 0, d = n ~> 1, and either A is a subgroup less the identity or A is of type 
Slo,  or 
(4) r = c = 1, d = n - 1, and either A is a subgroup less some element other than the 
identity or A is of type Sj for j E{8,9,  11}, or 
(5) r = c = 1, d = n >1 1, and A is of type Sjfor some j6  {3, 4, 5, 6, 7}. 
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