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Abstract—This paper presents a factor graph 
approach to turbo equalization. Unlike the existing 
linear MMSE turbo equalization methods, which 
operate with truncated windows (sliding or extending 
window), the proposed is a full-window approach with 
low complexity. This approach supports a high-speed 
parallel implementation technique, which makes it an 
attractive option in practice. 
I. INTRODUCTION
Recently, turbo equalization [1]-[8] has been 
extensively studied to alleviate inter-symbol interference 
(ISI) over multipath channels. A turbo equalizer consists 
of two basic processors: an elementary signal estimator 
(ESE) (or sometimes called a soft-in-soft-out (SISO) 
channel equalizer) and an a posteriori probability (APP) 
channel decoder (DEC). The two processors operate in an 
iterative manner.  
The optimal realization of the ESE is the maximum a
posteriori probability (MAP) algorithm [1]-[3] that has 
very high complexity. A low-cost alternative based on the 
linear minimum mean-square error (LMMSE) principle 
has been proposed in [4], and further investigated in 
[5]-[8], which provide a good tradeoff between 
performance and complexity. Ideally, the LMMSE 
estimates should be based on the entire observation vector 
(denoted by r below, see (1)). However, due to cost 
concerns, the existing methods usually work on a window 
principle, i.e., using a truncated version of r. The 
extending window algorithm derived in [8] is a low-cost 
alternative using a Cholesky decomposition technique. It 
can also be shown that the so-called joint Gaussian (JG) 
algorithm derived in [9] is equivalent to the LMMSE one, 
as can be verified by carefully comparing eqn. (5) in [8] 
and eqn. (19) in [9]. Note that a certain performance loss 
may be incurred by using these window methods. The loss 
can be reduced by increasing the window size at the price 
of increased complexity. 
In this paper, we propose a factor graph [10][11] 
method. The new technique is a full-window method, 
meaning that it produces the LMMSE estimates based on 
the entire r. The new method allows a high-speed parallel 
implementation technique based on the so-called flooding 
schedule, which makes it an attractive option for practical 
applications. 
II. BASIC PRINCIPLE OF TURBO EQUALIZATION
Consider a coded linear system characterized by the 
following matrix equation 
= +r Hx n ,                (1) 
where r is a length-N observation vector, H a N×J system 
transfer matrix (usually representing the multiplicative 
effect of the channel), x a length-J sequence formed by 
the outputs of a forward error control (FEC) code and n
an additive noise vector with zero mean and covariance 
2I. We assume that x is interleaved by an interleaver π 
before transmission. The system under consideration is 
“binary”, in the sense that the elements of x are binary, 
i.e., xj∈{+1,-1}, j=1, 2, …, J. Although we only discuss 
real H here, our discussion can be easily extended to the 
systems with QPSK signaling and complex channel 
coefficients, since a complex matrix equation can always 
be represented by an equivalent real one by equating the 
real and imaginary part separately [8]. 
A receiver will detect the transmitted codeword x based 
on r. A sub-optimal “turbo” receiver structure is illustrated 
in Fig.1. It consists of an ESE and a DEC interconnected 
by a deinterleaver -1 and an interleaver . The following 
is a brief outline of the turbo detection principle. The 

















j = 1, 2, …, J       (2) 
and is computed based on the channel observation and 
some a priori information about xi, i = 1, 2, …, j-1,
j+1, …, J. Notice that the a priori information about xj
itself is excluded here and hence the term “extrinsic” [12].  
{ }( )DEC jL x
{ }( )ESE jL x
Fig. 1. The overall turbo receiver. 
Similarly, we define LDEC(xj) as the extrinsic LLR 
generated by the DEC [12]. The LLRs defined above are 
generated following the iterative process outlined below. 
• The ESE computes {LESE(xj)} ignoring the FEC 
coding constraint (i.e., as if {xj} are un-coded bits). 
For the initial step, we assume that no a priori 
information is available at the ESE, so we set jx  = 0 
and vj = 1, respectively, for all j.
• Using {LESE(xj)} as inputs, the DEC computes 
{LDEC(xj)} based on the FEC coding constraint. 
• After the DEC operations, {LDEC (xj)} are fed back to 
ESE for the second iteration. In this case, the a priori
mean and variance of xj are updated by the feedback   
from the DEC [8] as 












, ∀j     
( )2( ) 1 ( )j jVar x E x= − , ∀j.       (3) 
The ESE then re-compute {LESE(xj)} using these a
priori means and variances. 
• The above process continues iteratively. The DEC 
makes hard decisions on transmitted bits during the 
final iteration.
In the above, the DEC function involves a standard a
posteriori probability (APP) decoding. In what follows, 
we will concentrate on the ESE function. 
A. The Joint Gaussian (JG) Approach to ESE 
Let us now focus on the estimation of one particular bit, 
say xj, and treat all the other bits as interference. The basic 
signal model (1) can be rewritten as 
j j jx= +r h ,                 (4) 




= +h n . The 
basic assumptions of the JG approach are as follows. 
a) The entries of j are jointly Gaussian (according to the 
central limit theorem);  
b){xj} are mutually independent (i.e., the coding     
constraint is ignored); and  
c) xj is independent with j.
Based on the above assumptions, we can compute the 
extrinsic LLR of xj based on r as 
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( )12 Tj j j jx−= − +h R r Hx h .                       (5) 
In the above equation, ‘ ( )⋅ ’ is the expectation operator and 
T 2( , )j j j jCov σ≡ = +R HV H I           (6) 
where Vj = diag [v1,… vj-1, 0, vj+1, …, vJ].
Eqn. (5) involves a matrix Rj of size N×N and it is 
generally different for different j. The computational cost 
involved in (5) can thus be substantial and an efficient 
implementation algorithm is an important issue. In the 
following, we will consider a factor graph technique. The 
complexity of the message passing algorithm in solving 
the factor graph is determined by the sparseness of the 
graph. Therefore the proposed approach is efficient when 
Rj is sparse. 
As a comment, the key to the JG approach is to 
approximate interference and noise (with respect to a 
particular transmitted bit) by a joint Gaussian vector. This 
is done directly using the channel model in (1). A similar 
technique is also used in the LMMSE approach [7], 
except that the Gaussian approximation is applied after 
LMMSE filtering of the channel output. It can be shown 
that the two approaches are actually equivalent. However, 
it appears that the JG approach above is more concise and 
straightforward. 
B. MMSE Estimation of a Gaussian System 
In (1), the elements of x are binary. We now consider a 
system that is also characterized by (1): r = Hx + n, but 
the distributions of the elements of x are Gaussian. We 
call this new system “the companion Gaussian system” of 
the original binary system. For the companion Gaussian 
system, it is well known that the MMSE estimation for x
based on r is the a posteriori mean post ≡x E(x|r) [13]. It 
can be computed by 
( )1( , )post Cov −+ −x = x x r R r Hx           (7) 
where x  is the a priori mean of x,
T 2( , )Cov σ= = +R r r HVH I ,       (8) 
V = diag [v1, v2, …, vJ], and I is a unit matrix with the 
same size as R. Comparing (6) and (8), we can see that  
T
j j j jv= +R R h h .                (9) 
C. The Connection between JG and MMSE Estimation 
Now, let us again focus a particular bit xj whose a priori
mean and variance are jx  and vj respectively. Its a 
posteriori mean postjx  is the jth element of
postx , and its a
posteriori variance is 
( )( )2post postj j jv E x x= − .           (10) 
The following theorem establishes a connection 
between the extrinsic LLR about xj in the binary system 
and ( ,post postj jx v ) about xj in the companion Gaussian 
system. 
Theorem: The extrinsic LLR about xj in the binary system 
is related to ( ,post postj jx v ) about xj in the companion 
Gaussian system by 








= − .            (11) 
Proof: See Appendix.                            
The theorem suggests a new approach to computing 
( )JGESE jL x , i.e., we can find ( ,post postj jx v ) about xj in the 
companion Gaussian system and then obtain ( )JGESE jL x
using (11). The advantage of this approach is that the 
companion Gaussian system can be solved using the 
factor graph technique studied in [11], as detailed below. 
III. THE FACTOR GRAPH REPRESENTATION OF AN ISI
CHANNEL
A. The Factor Graph Representation of an ISI Channel 
We consider the special case when (1) represents an 
equivalent discrete time-invariant ISI channel with 
L=M+1 tap-coefficients (i.e., the channel memory length 
is M). Let h  [hM, hM-1, …, h1, h0]T be the vector of 
channel coefficients, and define jx  [xj-M, xj-M+1, …, xj]
T.
The jth entry of r in (1) is then given by 
1 1 1 1 0...j M j M M j M j j jr h x h x h x h x n− − − + −= + + + + +
  = T j jn+h x .                           (12) 





















f , (13) 
where I is a unit matrix and 0 a zero matrix, and the 
subscripts of I and 0 indicate their sizes. It is easy to see 
that 
j jj
x= +x y f                (14) 
where  
1j -j
y = Gx .                (15) 
The factor graph representation of (12), (14) and (15) is 
shown in the dashed box in Fig. 2.We can use this as a 













Fig. 2. The factor graph representation of (1) for an ISI channel.
representation of (1), as shown in Fig. 2. 
B. Message Passing on a Factor Graph 
  For a companion Gaussian system, all the variables in 
Fig. 2 are Gaussian. The message passing technique 
developed in [11] can be applied to this graph. With this 
technique, we compute the so-called “messages” which 
are the parameters, i.e., mean vectors and covariance 
matrices (or their inverses), characterizing the distribution 
of the variables involved. The basic principle follows the 
discussion in [11]. In what follows, we will explain some 
details, since different implementation methods may result 
in quite different complexities.   
C. Notations 
We can adopt either the two-way schedule or the 
flooding schedule [14] to accomplish the message passing 
procedure. For notational convenience, the arrows are 
used to indicate the directions of messages. For example, 




jV to indicate the mean and 
covariance of the variable vector at point “a” in Fig. 3 for 
the forward process, and use 
a
jm  and 
a
jV  to indicate its 
mean and covariance for the backward process. Other 








jV , are defined 
similarly.  
In both schedules, we will compute the out-bound 
messages { 1j+m , 1j+V , jm , jV } for the jth building block 
(as shown in Fig. 3), based on the in-bound messages 
{ jm , jV , 1j+m , 1j+V }.  
D. Preparation 
We first find the messages at point “b” in the jth 
building block shown in Fig. 3, which is part of Fig. 2. 
According to the update rules [11] for the sum constraint 
and matrix multiplication, the upward messages at point 









m W h ,     (16) 
where “ # ”denotes Moore-Penrose pseudo-inverse. These 
messages represent the information about jx  after 
observing rj. They will be shared by both forward and 
backward processes below, and so we will not use arrows 
to indicate their directions. 
E. Forward Process
We assume that { jm , jV } for jy (see Fig. 3) are 
available. They represent the information provided by the 








































Fig. 3. Message passing for the jth building block. 
process we compute { 1j+m , 1j+V } for 1j +y  based on 




jW }, where vj is the 











m ,          (17) 
where V is an M×M matrix, 0 a length-M zero column 
vector, and m a length-M column vector. Based on the 
update rule [11] for sum constraint (for the block marked 














m .         (18) 
Next, according to the update rule [11] for the equality 
constraint (for the block marked by “=”), we can obtain 
the messages at point “c” as  
( ) 1-1( )c a bj j j −= +V V W
         
2







,             (19) 

















In the above derivation, we have used the matrix inversion 
lemma [16] and the flowing property of the 
Moore-Penrose pseudo-inverse 
( )#T TAA AA A = A .                (21) 
We partition 
c
jV  and 
c















,             (22) 
where U is an M×M matrix, μ,  two scalars, and u, g two 
length-M column vectors. Then, based on the update rule 











m .          (23) 
The computational complexity for the forward process 
in terms of flops is estimated as follows. (A flop involves 
one multiplication and one addition operation). 
Generating
a
jV h in (19) and (20) requires L2 flops. 
Computing
a aT
j jV hh V requires about 0.5L2 multiplications 
(since it is a symmetric matrix). The matrix subtraction in 
(19) requires about 0.5L2 additions. Other operations 
involved are all in order L, and are neglected. Hence, the 
forward process takes about 1.5L2 flops per bit. (Note that 
each building block in Fig. 3 corresponds to an input bit). 
F. Backward Process
Next, consider computing { jm , jV } based on 




jW }. Partition 1j+V










m ,      (24) 
where P is an M×M matrix, ,  two scalars, and p, z two 
length-M column vectors. Define 1j +W  as the inverse of 
1j+V :






,          (25) 
where Q is an M×M matrix,  a scalar, and q a length-M
column vector. According to the matrix inversion lemma 
[16], we have 
1 1 T
ρ
− = −Q P pp , 1
ρ
= −q Qp .     (26) 
Based on the update rule for the matrix multiplication, we 







, ( )# 0c cj j τ= +m W Qz q .  (27) 
Then, according to the update rule for the equality 
constraint, we can calculate the backward messages at 
point “a” as 
( ) 1a c bj j j −= +V W W
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where 0 1[ ]T Th=h h . In the derivation of (28) and (29),  
eqn. (26) is used. Finally, according to the update rule of 










= −m m .   (30) 
For complexity analysis, the dominant part of the 
backward process is to generate ppT and 
( )1 (1/ )T Tρ−h P pp in (28), costing about 1.5L2 flops per 
bit. (Note that ppT is symmetric.) 
G. Output Process
 The output messages are obtained by combining the 
forward and backward messages. For example, at point 









jm } respectively. The output 
messages can be calculated as 
( ) 11 1( ) ( )a aout j jj −− −= +V V V ,
( )1 1( ) ( )a a a aout out j j j jj j − −= +m V V m V m .        (31) 
The diagonal elements of outjV  and elements of 
out
jm
are the a posteriori variances and means of xj-M, …, xj




jV are all symmetric, so 
computing (31) requires about 2.5L3 flops. (Inverting a 
symmetric matrix with size L×L takes about (5/6)L3 flops). 
We only need to compute the output messages once every 
L building blocks. Therefore, the output process requires 
about 2.5L2 flops per bit. 
H. Overall Complexity 
From the discussion above, the overall message passing 
algorithm takes about 5.5L2 flops per bit. As a comparison, 
the extending window approach proposed in [8] for 
evaluating (5) requires about L×N1 flops, where N1 is the 
non-causal filter length. Normally, to ensure good 
performance, it requires that N1  2L. The sliding window 
approach proposed in [6] has a much higher complexity. 
Thus the complexity of the proposed factor graph 
approach is comparable to other alternatives. However, as 
discussed below, the proposed method has a noticeable 
advantage for parallel processing. (The existing methods 
[6]-[8] are serial by nature.) 
I. The Serial and Parallel Schedules 
The factor graph in Fig. 2 contains no loop and has a 
tree structure. We can thus apply either the two-way 
schedule or the flooding schedule [14] in the message 
passing algorithm. 
With the two-way schedule, the building blocks in the 
factor graph compute the messages according to a 
sequential order. When a serial processor is used, the 
two-way schedule is an optimal method for a 
tree-structured factor graph, since it can find the optimal 
solution using a minimum number of operations. However, 
due to its serial nature, the two-way schedule may not be 
efficient if multiple processors are available.  
With the flooding schedule, every building block in the 
factor graph computes the messages simultaneously and 
passes them to its neighbors. This is most suitable for 
parallel implementation. We observed that a full flooding 
approach has a poor convergence property. Alternatively, 
we can adopt a partially parallel approach, in which the 
overall graph is partitioned into a number of sub-graphs, 
each containing several building blocks shown in Fig. 3. 
All the processors operate in parallel, and each processor 
processes the building blocks in a sub-graph. (Within a 
sub-graph the building blocks are processed in a serial 
manner.) In this way, we can achieve a good compromise 
between parallelism and convergence speed.  
IV. NUMERICAL RESULTS
Consider a system employing a rate-1/2 nonsystematic 
convolution code with generators (23, 35)8. The 
information block length is 16384. The encoded bit stream 
is scrambled by a random generated interleaver before it is 
transmitted in BPSK format. A severely distorted 5-tap 
channel (taken from [15]) with coefficients [0.227 0.460 
0.688 0.460 0.227] (L = 5) is used and assumed to be 
known at the receiver. In the (partially) parallel schedule,
each sub-graph consists of 5 building blocks. 
Fig. 4 compares the performance of the factor graph 
methods based on the two-way and parallel schedules. 
The two-way schedule has faster convergence speed in the 
first few iterations, but the difference becomes marginal 
after 20 iterations. If parallel processors are available, the 
parallel schedule may be preferred since it can take the 
advantage of multiple processors and reduce the execution 
























Fig. 4. Performance comparison between the parallel and 
two-way schedules. 
V. CONCLUSIONS
We have proposed a factor graph approach to turbo 
equalization. The proposed is a full-window approach 
with low complexity. It provides an option for parallel 
implementation. This feature is particularly useful for 
practical implementation, since all the existing algorithms, 
such as those discussed in [6]-[8], are serial by nature.  
APPENDIX
From (1), the covariance of r and x is
( , )Cov = Tx r VH .                 (32) 
Substituting (32) into (7) and using matrix inversion 
lemma, we can write the a posteriori mean of xj as (the jth 
row of (7))
( )|postj jx E x= r
( )1Tj j jx v −= + −h R r Hx
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h R r Hx h
h R h
.          (33) 
The a posteriori variance of xj is given by [13] 
( )( )2post postj j jv E x x= −
1( , ) ( , )j j jv ov x ov x
−= −C r R C r
2 1T
j j j jv v





j j j jT
j j j j jT





−= − − +





1/ Tj j j jv
=
+ h R h
.                      (34) 
The theorem follows from (5), (33) and (34).         
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