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Abstract
It is known that a necessary and sufficient condition for equality in
the data processing inequality (DPI) for the quantum relative entropy
is the existence of a recovery map. We show that equality in DPI for
a sandwiched Re´nyi relative α-entropy with α > 1 is also equivalent
to this property. For the proof, we use an interpolating family of
Lp-norms with respect to a state.
1 Introduction
One of the key notions of quantum information theory is that of a
relative entropy, or divergence, which can be seen as a measure of
information-theoretic difference between quantum states. A funda-
mental property of a relative entropy D is the data processing in-
equality (DPI)
D(Φ(ρ)‖Φ(σ)) ≤ D(ρ‖σ), (1)
which holds for any pair of quantum states {ρ, σ} and any quantum
channel Φ. This property expresses the fact that a physical transfor-
mation, represented by the channel Φ, cannot increase distinguisha-
bility of states. It is clear that if there is a quantum channel Ψ such
that
Ψ ◦ Φ(σ) = σ and Ψ ◦Φ(ρ) = ρ,
∗jenca@mat.savba.sk
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then equality in DPI holds. Such a channel Ψ, if it exists, is called
a recovery map for the triple (Φ, ρ, σ). The aim of the present work
is to prove the opposite implication, in the case that D is a quantum
version of the Re´nyi relative entropy.
One of the most important quantum relative entropies is the Umegaki
relative entropy [47], which has an operational significance as a dis-
tinguishability measure on quantum states [16, 32] and is related to
many other entropic quantities. For two states ρ and σ, it is defined
as
D1(ρ‖σ) = Tr ρ (log(ρ)− log(σ)) ,
if the support supp(ρ) of ρ is contained in supp(σ) and is infinite
otherwise. Data processing inequality forD1 was proved in [24, 46, 36],
recently also for positive trace-preserving maps [29]. See also [41] for a
discussion including some related inequalities and equality conditions.
For α ∈ (0, 1)∪ (1,∞), the standard quantum version of the Re´nyi
relative α-entropy is defined by [34]
Dα(ρ‖σ) =


1
α−1 log
(
Tr ρασ1−α
)
if α ∈ (0, 1) or supp(ρ) ⊆ supp(σ)
∞ otherwise.
This quantity can be derived from quantum f -divergences, or quasi-
entropies, defined in [36] and is a straightforward generalization of the
classical family of Re´nyi relative α-entropies [40]. The values for α =
0, 1,∞ can be obtained by taking limits, in particular, limα→1Dα =
D1, the Umegaki relative entropy. The Re´nyi relative α-entropy sat-
isfies DPI for α ∈ [0, 2], see [36, 15]. For α ∈ (0, 1), the relative
α-entropies appear in error exponents [11, 31, 1, 14] and as cutoff
rates [25] in quantum hypothesis testing.
It was an important observation by Petz that if Φ is a quantum
channel and ρ, σ are states such that D1(ρ‖σ) is finite, then the equal-
ity
D1(Φ(ρ)‖Φ(σ)) = D1(ρ‖σ)
is equivalent to existence of a recovery map for (Φ, ρ, σ). This was first
proved in [37] in the general framework of von Neumann algebras, in
the case that Φ is a restriction to a subalgebra. In [38], this result was
extended to subsets of states and any channel Φ. Here the Umegaki
relative entropy was replaced by transition probability, which is closely
related to the Re´nyi relative entropyD1/2, but the proof, using integral
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representations of operator convex functions, can be easily extended
to Dα for all α ∈ (0, 2), see [18, 19, 15].
In analogy with the classical notion of a sufficient statistic [9], in
particular its characterization as a statistical isomorphism (see e.g.
[44]), Petz in [38] called a channel Φ sufficient with respect to {ρ, σ}
if there is a recovery map for (Φ, ρ, σ). The fundamental result of
[37] is thus a quantum generalization of the well-known characteriza-
tion of classical sufficient statistics in terms of the Kullback-Leibler
divergence, [22].
Sufficiency of channels, sometimes also called reversibility, and its
equivalent characterizations were subsequently studied by several au-
thors. On one hand, the characterization by equality in DPI was ex-
tended to a large class of quantum divergences, such as f -divergences,
Fisher information and some distinguishability measures related to
quantum hypothesis testing, [15, 17]. On the other hand, it was proved
that sufficiency is equivalent to a certain factorization structure of
both the channel and the involved states, [28, 18, 19]. See [15] for a
review of quantum f -divergences and conditions for sufficiency, and
[17, 13] for some extensions and further results. Moreover, sufficiency
has been studied also in the framework of quantum extension of Black-
well’s comparison of statistical experiments [3] and in the setting of
bosonic channels [42].
The theory of sufficient channels proved useful for finding equal-
ity conditions in some quantum theoretic inequalities, most notably
for characterization of the quantum Markov property by equality in
strong subadditivity of von Neumann entropy, [12, 18]. Further, equal-
ity conditions were obtained for Holevo quantity and related entropic
inequalities, [42, 43] and for convexity of some f -divergences, as well
as in some related Minkowski inequalities, [20]. See also [33] for ap-
plications to secret sharing schemes.
Recently, another quantum version of Re´nyi relative entropy was
introduced in [48] and independently in [30]. It is the so-called sand-
wiched Re´nyi relative α-entropy, defined for α > 0, α 6= 1 as
D˜α(ρ‖σ) =


1
α−1 log Tr
[(
σ
1−α
2α ρσ
1−α
2α
)α]
if supp(ρ) ⊆ supp(σ)
∞ otherwise
Again, the values for α = 0, 1,∞ are obtained by taking limits, [7, 30,
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48] and we have D˜1 = D1 and D˜∞ = Dmax , where
Dmax(ρ‖σ) = log inf{λ > 0, ρ ≤ λσ} (2)
is the max-relative entropy, introduced in [5]. Moreover, D˜α satisfies
DPI for α ∈ [1/2,∞], [30, 48, 2, 10]. For α > 1 the sandwiched Re´nyi
relative entropies D˜α have an operational interpretation as strong con-
verse exponents in quantum hypothesis testing [27], quantum channel
discrimination [4] and classical-quantum channel coding [26].
It is a natural question, mentioned also in [27] and [8], whether
equality in DPI for D˜α characterizes sufficiency. An algebraic equal-
ity condition for α ∈ (1/2, 1) ∪ (1,∞) was proved in the recent paper
[23] and applications to Re´nyi versions of Araki-Lieb inequalities and
entanglement measures were found, but the question whether this im-
plies existence of a recovery map remained open. Partial results for a
larger family of α-z-Re´nyi entropies were also obtained in [13], under
some restrictions on the triple (Φ, ρ, σ).
In the present work, we answer this question in the affirmative
for α > 1 and any triple (Φ, ρ, σ) where Φ is a completely positive
(or 2-positive) trace preserving map and supp(ρ) ⊆ supp(σ). Since
the sandwiched Re´nyi relative entropies do not belong to the family
of f -divergences, the techniques used e.g. in [15] cannot be applied
to this case. We will use a method based on an interpolating family
of Lp-norms, close to the approach introduced in [2]. The complex
interpolation method can also be utilized to extend the definition of
D˜α to infinite dimensions, as will be done in a subsequent paper.
2 Preliminaries
Throughout the paper, we will restrict to finite dimensional Hilbert
spaces. For a Hilbert spaceH, we denote the algebra of bounded linear
operators on H by B(H) and the cone of positive operators by B(H)+.
States on B(H) are identified with positive operators with unit trace,
the set of all states will be denoted by S(H). For X ∈ B(H)+,
supp(X) denotes the support of X.
For p ≥ 1, the Schatten p-norm in B(H) is introduced as
‖X‖p = (Tr |X|
p)1/p , X ∈ B(H)
and we put ‖ · ‖∞ = ‖ · ‖, the operator norm. The space B(H)
equipped with the norm ‖ · ‖2 becomes a Hilbert space, with respect
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to the Hilbert-Schmidt inner product
〈X,Y 〉 = TrX∗Y, X, Y ∈ B(H).
If K is another Hilbert space and Φ : B(H) → B(K) is a linear
map, its adjoint with respect to the Hilbert-Schmidt inner product will
be denoted by Φ∗. The map Φ is trace-preserving if TrΦ(X) = TrX
for all X ∈ B(H) and unital if Φ(I) = I. Further, Φ is positive if
Φ(B(H)+) ⊆ B(K)+and n-positive if idn ⊗Φ is positive, where idn is
the identity map on B(Cn). Φ is completely positive if it is n-positive
for all n ∈ N. A completely positive trace-preserving map is called a
quantum channel.
We will also need the notion of a conditional expectation on B(H),
which is defined as a positive unital map E onto a subalgebra F ⊆
B(H), with the property
E(AXB) = AE(X)B, ∀A,B ∈ F ,X ∈ B(H), (3)
see e.g. [34, 39]. Note that any conditional expectation is completely
positive and E2 = E.
2.1 Non-commutative Lp-spaces with respect
to a state
The use of complex interpolation method appears in the study of the
sandwiched Re´nyi relative entropies in the work by Beigi, [2]. For our
results, we use an interpolating family of Lp-norms with respect to a
state σ ∈ S(H), which are closely related but not the same as those
introduced in [2], see Remark 1 below. In a more general setting of
von Neumann algebras, the corresponding Lp-spaces were introduced
in [45, 50] and are contained in a larger family of interpolation Lp-
spaces defined in [21].
For 1 ≤ p ≤ ∞ and 1/p + 1/q = 1, let Lp,σ(H) denote the linear
space of operators Y ∈ B(H), such that Y = σ1/2qXσ1/2q for some
X ∈ B(H), equipped with the norm
‖Y ‖p,σ = ‖X‖p.
It is clear that for any p, Lp,σ(H) coincides with the subspace Lσ(H)
of operators whose support and range lie in supp(σ), which can be
identified with B(supp(σ)). We will use this identification without
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further notice below, so that for example we will write σz for the
operator (σ|supp(σ))
z ⊕ 0 for any z ∈ C. In this way, we may write
‖Y ‖p,σ = ‖σ
1−p
2p Y σ
1−p
2p ‖p, Y ∈ Lσ(H). (4)
It follows from the properties of Schatten p-norms that this indeed
defines a norm. For p = 1, the norm ‖ · ‖1,σ is just ‖ · ‖1 restricted to
Lσ(H) and for p =∞,
‖Y ‖∞,σ = ‖σ
−1/2Y σ−1/2‖. (5)
Note also that if ρ ∈ S(H), then ρ ∈ Lσ(H) if and only if ρ ≤ λσ for
some λ > 0 and in this case
‖ρ‖∞,σ = inf{λ > 0, ρ ≤ λσ} = 2
Dmax(ρ‖σ).
For Z, Y ∈ Lσ(H), we define
〈Z, Y 〉σ = TrZσ
−1/2Y σ−1/2.
Let 1 ≤ p ≤ ∞ and 1/p + 1/q = 1, then
〈Z, Y 〉σ = Tr
(
σ
1−q
2q Zσ
1−q
2q
)(
σ
1−p
2p Y σ
1−p
2p
)
.
By duality of the corresponding Schatten norms, the following duality
holds:
‖Y ‖p,σ = sup
‖Z‖q,σ≤1
|〈Z, Y 〉σ|. (6)
Using Remark 1 below, this can be also obtained from [2]. The space
L2,σ(H) is a Hilbert space with respect to the inner product
(Y1, Y2) 7→ 〈Y
∗
1 , Y2〉σ.
Remark 1. Let us denote the norm in [2] by ‖ · ‖p,σ,B , then it is easy
to see that for Y ∈ Lσ(H),
‖Y ‖p,σ = ‖σ
−1/2Y σ−1/2‖p,σ,B
and one can switch the results in [2] to our setting by means of the map
Γσ : X 7→ σ
1/2Xσ1/2 and its inverse. We often use this relation to our
advantage, but our definition seems preferable for the present work,
since it leads to simpler expressions. For example, the sandwiched
Re´nyi relative entropy is obtained directly as logarithm of the norm
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and the Petz recovery map is the adjoint with respect to the inner
product 〈·, ·〉σ (see (10) and (11) below).
On the other hand, it was proved in [50, 21] that the spaces Lp,σ(H)
can be obtained by the complex interpolation method and most of
the results of this and the next subsection can be obtained from these
works. Nevertheless, in order not to go into unnecessary technicalities,
we prefer to give direct proofs or use the relation to [2]. Let us also
remark that this family of norms was studied also in [35], where further
results can be found.
We next define certain operator valued analytic functions on the
stripe S = {z ∈ C, 0 ≤ Re(z) ≤ 1} which will be useful for evaluation
of the norm ‖ · ‖p,σ. So let Y ∈ Lσ(H) and 1 < p < ∞. Let X :=
σ−1/2qY σ−1/2q and let X = U |X| be the polar decomposition. We
will denote
fY,p(z) = ‖Y ‖
1−zp
p,σ σ
(1−z)/2U |X|zpσ(1−z)/2, z ∈ S. (7)
Then fY,p is a bounded continuous function S → Lσ(H), holomorphic
in the interior and fY,p(1/p) = Y . Moreover, we have
fY,p(it) = ‖Y ‖
1−itp
p,σ σ
1/2
(
σ−it/2U |X|itpσ−it/2
)
σ1/2
and by (5),
‖fY,p(it)‖∞,σ = ‖Y ‖p,σ‖σ
−it/2U |X|itpσ−it/2‖ = ‖Y ‖p,σ, t ∈ R. (8)
Similarly, for all t ∈ R,
‖fY,p(1 + it)‖1 = ‖Y ‖
1−p
p,σ ‖σ
−it/2U |X|p+pitσ−it/2‖1 = ‖Y ‖p,σ, (9)
the last equality is obtained from the fact that ‖ · ‖1 is unitarily in-
variant. The following lemma will be needed in the sequel. Note also
that the inequality part follows directly from the version of Hadamard
three lines theorem proved in [2].
Lemma 2. Let h : S → Lσ(H) be a bounded continuous function,
holomorphic in the interior of S. Then for any θ ∈ [0, 1], we have
‖h(θ)‖1/θ,σ ≤ max{sup
t
‖h(it)‖∞,σ , sup
t
‖h(1 + it)‖1}.
Moreover, if equality is attained at some θ ∈ (0, 1), then it holds for
all θ ∈ [0, 1].
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Proof. Let θ ∈ (0, 1). By the duality (6), there is some Z in the unit
ball of L1/(1−θ),σ(H) such that ‖h(θ)‖1/θ,σ = 〈Z, h(θ)〉σ . Consider the
corresponding function fZ,1/(1−θ), so that fZ,1/(1−θ)(1 − θ) = Z and
by (8) and (9), we have for all t ∈ R,
‖fZ,1/(1−θ)(it)‖∞,σ = ‖fZ,1/(1−θ)(1 + it)‖1 = ‖Z‖1/(1−θ),σ = 1.
Put H(z) := 〈fZ,1/(1−θ)(1 − z), h(z)〉σ , z ∈ S, then H : S → C is
bounded, continuous and holomorphic in the interior of S. We have
for t ∈ R,
|H(it)| ≤ ‖fZ,1/(1−θ)(1− it)‖1‖h(it)‖∞,σ = ‖h(it)‖∞,σ
and
|H(1 + it)| ≤ ‖fZ,1/(1−θ)(−it)‖∞,σ‖h(1 + it)‖1 = ‖h(1 + it)‖1.
Let M := max{supt ‖h(it)‖∞,σ , supt ‖h(1 + it)‖1}, then it follows by
the Hadamard three lines theorem that |H(z)| ≤M for all z ∈ S. The
inequality part of the statement now follows by ‖h(θ)‖1/θ,σ = H(θ).
If equality is attained at θ, then by the maximum modulus princi-
ple, H must be a constant, so that H(z) = M for all z ∈ S. For any
λ ∈ [0, 1] we then have
M = H(λ) ≤ ‖fZ,1/(1−θ)(1− λ)‖1/(1−λ),σ‖h(λ)‖1/λ,σ
≤ ‖h(λ)‖1/λ,σ ≤M,
where the last two inequalities follow by the first part of the proof.
2.2 Positive trace-preserving maps and their
duals
Let K be a finite dimensional Hilbert space and let Φ : B(H)→ B(K)
be a positive trace-preserving map, then its adjoint Φ∗ is a unital
positive map. Let σ ∈ S(H), let P ∈ B(H) be the projection onto
supp(σ) and Q ∈ B(K) the projection onto supp(Φ(σ)). Then
0 = TrΦ(σ)Q⊥ = TrσΦ∗(Q⊥),
where Q⊥ = I−Q, so that Φ∗(Q⊥) ≤ P⊥. Let X be a positive element
in Lσ(H), then
TrΦ(X)Q⊥ = TrXΦ∗(Q⊥) = 0,
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so that supp(Φ(X)) ⊆ supp(Φ(σ)). Since Lσ(H) is generated by pos-
itive elements, it follows that Φ maps Lσ(H) into LΦ(σ)(K). The
following result is easily obtained by Remark 1 and the proof of The-
orem 6 in [2]. Note that as observed in [29], only positivity of Φ is
used in this proof.
Proposition 3. Φ defines a contraction Lp,σ(H)→ Lp,Φ(σ)(K) for all
1 ≤ p ≤ ∞.
Let Φσ denote the adjoint of Φ with respect to 〈·, ·〉σ , that is,
Φσ : LΦ(σ)(K)→ Lσ(H) satisfies
〈Φσ(X), Y 〉σ = 〈X,Φ(Y )〉Φ(σ), X ∈ LΦ(σ)(K), Y ∈ Lσ(H). (10)
It is easy to see that
Φσ(X) = σ
1/2Φ∗(Φ(σ)−1/2XΦ(σ)−1/2)σ1/2. (11)
Note that this is precisely the (adjoint of) the dual map of Φ∗ as de-
fined by Petz [38]. Note also that Φσ is trace-preserving, positive and
Φσ(Φ(σ)) = σ, so that Proposition 3 implies that Φσ is a contraction
Lp,Φ(σ)(K) → Lp,σ(H) for any p. Moreover, for any n ∈ N, Φσ is
n-positive if and only if Φ is.
2.3 Quantum channels and sufficiency
Let Φ : B(H)→ B(K) be a quantum channel and let σ ∈ S(H). The
next result shows that the channel Φσ defines a universal recovery
map for Φ and σ. For this reason, Φσ is sometimes called the Petz
recovery map.
Theorem 4. [38] Let Φ : B(H) → B(K) be a quantum channel and
let ρ, σ ∈ S(H) be such that supp(ρ) ⊆ supp(σ). Then Φ is sufficient
with respect to {ρ, σ} if and only if Φσ ◦ Φ(ρ) = ρ.
By restriction to supp(σ), we may assume that σ is invertible. In
this case, Ω := Φσ ◦ Φ is a channel on B(H) and all states ρ ∈ S(H)
such that Φ is sufficient with respect to {ρ, σ} are precisely all invariant
states of Ω. Note that by (11), σ is an invertible invariant state of Ω.
The following results are known.
Theorem 5. Let Ω : B(H)→ B(H) be a channel such that Ω(σ) = σ
for some invertible σ ∈ S(H). Then there are Hilbert spaces HLn , H
R
n
and a unitary operator U : H →
⊕
nH
L
n ⊗H
R
n , such that
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(i) the set FΩ∗ of fixed points of Ω
∗ has the form
FΩ∗ = U
∗
(⊕
n
B(HLn)⊗ IHRn
)
U.
(ii) the set FΩ of fixed points of Ω has the form
FΩ = U
∗
(⊕
n
B(HLn)⊗ σ
R
n
)
U,
for some invertible σRn ∈ S(H
R
n ).
Proof. Part (i) is quite standard. It is proved e.g. in [39, Example 9.4]
that FΩ∗ is a subalgebra and the sequence
1
n
∑n−1
k=0(Ω
∗)k, where (Ω∗)k
denotes the k-fold composition Ω∗ ◦· · ·◦Ω∗, converges to a conditional
expectation E onto FΩ∗ . Since any subalgebra in B(H) is isomorphic
to a direct sum of full matrix algebras, it must have the stated form.
The proof of part (ii) can be found in [49]. We give another proof
of (ii) using some arguments of [12], which is perhaps more straight-
forward.
Note that the conditional expectation E satisfies E∗(σ) = σ and
Ω∗ ◦ E = E ◦ Ω∗ = E. Let now Y ∈ FΩ. Then Ω
k(Y ) = Y for any
k ∈ N, so that E∗(Y ) = Y . Conversely, let E∗(Y ) = Y , then
Ω(Y ) = Ω(E∗(Y )) = (E ◦ Ω∗)∗(Y ) = E∗(Y ) = Y.
We have proved that FΩ = FE∗ .
Let Pn : H → H
L
n ⊗ H
R
n be orthogonal projections, then Qn :=
U∗PnU are central projections in FΩ∗ = FE , the range of E. There-
fore, we must have for all X ∈ B(H),
E(X) =
∑
m,n
E(QmXQn) =
∑
m,n
QmE(QmXQn)Qn
=
∑
m,n
QnE(QmXQn)Qn =
∑
n
QnE(QnXQn)Qn,
where we used the property (3) in the second and in the last equality.
Further, by the same property, we have for any Xn ∈ B(H
L
n), Yn ∈
B(HRn )
E (U∗(Xn ⊗ Yn)U) = U
∗(Xn ⊗ IHRn )UE(U
∗(IHLn ⊗ Yn)U)
= E(U∗(IHLn ⊗ Yn)U)U
∗(Xn ⊗ IHRn )U
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so that E(U∗(IHLn ⊗ Yn)U) lies in the center of U
∗(B(HLn) ⊗ IHRn )U
and therefore is a multiple of Qn. It follows that there is some linear
functional ψn on B(H
R
n ) such that
E(U∗(IHLn ⊗ Yn)U) = ψn(Yn)Qn.
Since E is positive and unital, ψn must be such as well and there must
be some σRn ∈ S(H
R
n ), such that ψn(Yn) = Tr [σ
R
n Yn], Yn ∈ B(H
R
n ).
Let us denote φσRn : Yn 7→ Tr [σ
R
n Yn]IHRn , Yn ∈ B(H
R
n ). It follows that
E = U∗
(∑
n
(idB(HLn ) ⊗ φσRn )(PnU · U
∗Pn)
)
U
and
E∗ = U∗
(∑
n
(idB(HLn ) ⊗ φ
∗
σRn
)(PnU · U
∗Pn)
)
U.
It is now clear that FΩ = FE∗ has the form as in (ii), with σ
R
n as
above. Since σ ∈ FΩ is invertible, σ
R
n must be invertible as well, for
all n.
As a consequence, we obtain a following characterization of suffi-
cient channels. Similar results were already obtained in [28] and [18].
Corollary 6. Let Φ : B(H) → B(K) be a channel and let σ ∈ S(H)
be invertible. Then there is a unitary U and factorizations
UH =
⊕
n
HLn ⊗H
R
n , UσU
∗ =
⊕
n
ALn ⊗ σ
R
n ,
where ALn ∈ B(H
L
n)
+ and σRn ∈ S(H
R
n ) are invertible, such that for
any ρ ∈ S(H), Φ is sufficient with respect to {ρ, σ} if and only if
UρU∗ =
⊕
n
BLn ⊗ σ
R
n
for some BLn ∈ B(H
L
n)
+.
Proof. Follows by Theorem 4 and Theorem 5 applied to the channel
Ω = Φσ ◦ Φ.
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3 The main result
Let ρ, σ ∈ S(H). It is easy to see that for α > 1 we may define the
sandwiched Re´nyi relative entropies by
D˜α(ρ‖σ) =


α
α−1 log ‖ρ‖α,σ if ρ ∈ Lα,σ(H)
∞ otherwise
Similarly as in [2, 29], the data processing inequality for D˜α, α > 1
and for any positive trace-preserving map Φ is an obvious consequence
of Proposition 3. Assume now that Φ is a channel. It is clear that
if Φ is sufficient with respect to {ρ, σ}, then equality in DPI must be
attained. We will show that the converse is also true.
Theorem 7. Let Φ : B(H)→ B(K) be a channel and let 1 < α <∞.
Let ρ, σ ∈ S(H) be such that supp(ρ) ⊆ supp(σ). Then Φ is sufficient
with respect to {ρ, σ} if and only if
D˜α(Φ(ρ)‖Φ(σ)) = D˜α(ρ‖σ).
The proof is based on the following lemmas. We assume below
that ρ, σ ∈ S(H) and supp(ρ) ⊆ supp(σ).
Lemma 8. Let Φ : B(H)→ B(K) be a positive trace-preserving map.
Then D˜2(Φ(ρ)‖Φ(σ)) = D˜2(ρ‖σ) if and only if Φσ ◦Φ(ρ) = ρ.
Proof. Assume that the first equality holds. Then since L2,σ(H) and
L2,Φ(σ)(K) are Hilbert spaces and Φσ ◦ Φ is a contraction,
‖ρ‖22,σ = ‖Φ(ρ)‖
2
2,Φ(σ) = 〈Φ(ρ),Φ(ρ)〉Φ(σ) = 〈Φσ ◦ Φ(ρ), ρ〉σ ≤ ‖ρ‖
2
2,σ .
By the equality condition in Schwarz inequality, it follows that we
must have Φσ ◦ Φ(ρ) = ρ.
Lemma 9. Let Φ : B(H)→ B(K) be a positive trace-preserving map
and let p > 1. Let Y ∈ Lσ(H) be such that ‖Φ(Y )‖p,Φ(σ) = ‖Y ‖p,σ
and let fY,p be as in (7). Then
‖Φ(fY,p(θ))‖1/θ,Φ(σ) = ‖fY,p(θ)‖1/θ,σ, ∀ θ ∈ (0, 1).
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Proof. The function Φ ◦ fY,p : S → LΦ(σ)(K) is bounded, continuous,
holomorphic in the interior of S and Φ ◦ fY,p(1/p) = Φ(Y ). Using
Lemma 2, Proposition 3 and the equalities (8) and (9), we obtain
‖Φ(Y )‖p,Φ(σ) ≤ max{sup
t∈R
‖Φ(fY,p(it))‖∞,Φ(σ), sup
t∈R
‖Φ(fY,p(1 + it))‖1}
≤ max{sup
t∈R
‖fY,p(it)‖∞,σ, sup
t∈R
‖fY,p(1 + it)‖1}
= ‖Y ‖p,σ = ‖Φ(Y )‖p,Φ(σ).
The statement now follows by the equality part in Lemma 2.
Proof of Theorem 7. Put p := α, 1/p + 1/q = 1. Assume that the
equality holds, that is, ‖Φ(ρ)‖p,Φ(σ) = ‖ρ‖p,σ. By putting θ = 1/2 in
Lemma 9, we obtain that
‖Φ(fρ,p(1/2))‖2,Φ(σ) = ‖fρ,p(1/2)‖2,σ .
Let X = σ−1/2qρσ−1/2q, so that fρ,p(1/2) = ‖ρ‖
1−p/2
p,σ σ1/4Xp/2σ1/4,
and put
τ =
(
Trσ1/4Xp/2σ1/4
)−1
σ1/4Xp/2σ1/4.
Then τ ∈ S(H) and since τ is a constant multiple of fρ,p(1/2), we have
‖Φ(τ)‖2,Φ(σ) = ‖τ‖2,σ . By Lemma 8, this implies that Φ is sufficient
with respect to {τ, σ}. Let
UH =
⊕
n
HLn ⊗H
R
n , UσU
∗ =
⊕
n
ALn ⊗ σ
R
n
be a factorization as in Corollary 6, then UτU∗ =
⊕
nB
L
n ⊗ σ
R
n for
some BLn ∈ B(H
L
n)
+. This entails that
UXU∗ =
⊕
n
CLn ⊗ (σ
R
n )
1/p
for some suitable CLn ∈ B(H
L
n)
+, and consequently ρ = σ1/2qXσ1/2q
has a factorization of the form required in Corollary 6. Hence Φ is
sufficient with respect to {ρ, σ}.
13
4 Concluding remarks
We have proved that equality in DPI for D˜α implies sufficiency for
α > 1, but it is still not clear whether this is true for α ∈ (1/2, 1),
where DPI holds and the methods based on non-commutative Lp-
norms can no longer be used. Note that the value α = 1/2 is excluded
since it is known that equality does not imply sufficiency in this case,
[27].
An algebraic equality condition for the range α ∈ (1/2, 1) ∪ (1,∞)
was obtained in the recent paper [23]. For α = 2, this algebraic
condition is just as in our Lemma 8, but the proof in [23] requires
the map to be completely positive. We also remark that, as already
observed in [6], this algebraic condition can be obtained in the Lp-
space framework for all α > 1 assuming only positivity of Φ, using
the fact that the spaces are uniformly convex and hence the norm of
any element is attained at a unique point of the dual unit sphere. A
similar uniqueness lies also at the core of the proof in [23].
As a final remark, note that for the main result, it is not necessary
that Φ is completely positive. Indeed, the only place where more than
positivity of Φ is required is the proof of Theorem 5, but a closer
look at the proof of [39, Example 9.4] shows that it would be enough
to assume that the map Ω∗ is a Schwarz map, that is, satisfying the
inequality
Ω∗(X∗X) ≥ Ω∗(X∗)Ω∗(X), ∀X ∈ B(H).
This holds if both Φ and Φσ are adjoints of a Schwarz map, which is
true for all σ ∈ S(H) if and only if Φ is 2-positive, [17, Proposition
2].
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