) and the thematic issue 4/20164/ (Hopfenbeck, 2016, have discussed the increasing use of international test results. Now, more than even before, there is a need to critically investigate the validity and reliability of comparisons using international test scores. Additionally, there is a need for monitoring and examining the tests used, how the results are interpreted, and to what extent it is possible to compare across different contexts, as these tests have implications for different education systems, educational policies and sometimes even the individual students. The question whether it is possible to compare test results across different countries and contexts is not a new one. Indeed, scholars have debated whether it is possible to compare test scores since the 'Father of Comparative Education' Marc-Antoine Jullien de Paris compared the school systems in Switzerland, Germany and Italy in the first quarter of the nineteenth century (Fraser, 1963; Jullien, 1817) . The difference now, is the number of national and international tests administered, and how these tests shape and influence the education system locally and globally. The globalisation of education and the increase in testing preparation services offered from different organisations worldwide (Verger, Lubienski, & Steiner-Khamsi, 2016) , is also an indication of the need for critically investigating whether the tools and tests offered for the education systems are fit for purpose. How can we test whether they measure what they are supposed to measure and whether results can be interpreted and compared across countries? On what criteria should the tests be assessed?
suggested the following criteria should be applied when comparing and evaluating tests:
(1) differences in the meaning of the item; (2) differences in the item format; (3) differences in the item presentation; (4) difference in cultural relevance; (5) exclusion or inappropriate translation of key words; (6) differences in length or complexity of sentences, etc.
Whether the tests are developed in a national context like PIPS and used in different countries, or developed for an international comparison, such as TIMSS, PIRLS and PISA, researchers need to continue testing and critically evaluate the use and interpretation of the tests and their results (Ercikan, Roth, & Asil, 2015) .
The second article by Pinger, Rakoczy, Besser, and Klieme (2016) is a report on a study conducted in Germany which was part of the project 'Conditions and Consequences of Classroom Assessment (Co2CA). It addresses the challenges around implementation of formative assessment through an intervention study. A total of 426 Year-9 students and their 17 Mathematic teachers participated. The aim of the study was to analyse the quality of a programme and effectiveness of formative assessment interventions. Although much support has been given to formative assessment practices, (Black, 2015) the effectiveness of formative assessment depends on how formative assessment is realised (Kingston & Nash, 2011) and on the quality of implementation (Furtak et al., 2008) . Pinger et al. (2016) conducted an analysis of different written processoriented feedback from teachers to students. Among the lessons learned from the data analysis is the fact that positive effects on mathematics achievement and interest were found when feedback was embedded in instruction and had emphasis on feedback utilisation. As the previous review on Assessment and Learning documented (Baird, Hopfenbeck, Newton, Stobart, & Steen-Utheim, 2014) , there is a lack of empirical research studies investigating the quality of formative assessment practices, and very few studies look at achievement outcome. The present study therefore offers knowledge regarding what is of importance when conducting interventions on formative assessment practices in order to secure the quality of those interventions.
The third article by Yan (2016) , examines the effects of key demographic variables such as gender, school level and goal orientation on students' self-assessment practices, including self-directed feedback seeking and self-reflection. With a total of 8843 Hong Kong students surveyed, ranging from Primary Year-4 students to Secondary Year-6 students, the study offers empirical evidence on the link between mastery goal orientation and a student's likelihood to conduct self-assessment. Not surprisingly, the study also found that female students demonstrated a higher level of self-assessment practices than male students, including both self-directed feedback seeking and self-reflection. Hong Kong's current educational reforms aim to help students discover how to learn, in a lifelong learning perspective. Yan claims this is particularly challenging in a society with such an examination-oriented education system as Hong Kong. Yan therefore argues that the present study will contribute important ideas on how more realistic approaches to learning, and not only focussing upon test results, could enable students to become self-regulated and lifelong learners.
In the final article in this issue, Koomen and Zoanetti (2016) propose an Assessment Planning and Review Framework and an Assessment-Capability Matrix, to support and drive organisational strategy when implementing technology-based assessment systems. The authors argue that technology-based assessment requires validity and reliability concerns to be re-examined across assessment design and implementation, and so previous frameworks for developing paper and pencil tests may no longer serve the purpose. The authors further draw upon previous frameworks such as the Assessment Triangle (Pellegrino, Chudowsky, & Glaser, 2001 ) and the Berkeley Evaluation and Assessment Research (BEAR) assessment system (Wilson & Sloane, 2000) , but acknowledge that their own new assessment framework might be built upon a traditional view of assessment. Rightly so, the authors point to the fact that we know less of how technology will change the assessment systems, but they should be applauded for suggesting a way forward by developing the Framework in collaboration with colleagues and assessment experts. Implementation of technology-based assessment requires the knowledge from organisations who know how to do so, and previous empirical studies have demonstrated that such knowledge is not always in place (Baird & Lee-Kelley, 2009 ).
We have also included a book review in the present issue, by Erduran (2017) . She has reviewed the book Developing assessments for the next generation science standards, edited by Pellegrino, Wilson, Koening and Beatty. Although the book is written from a US perspective, it offers valuable knowledge for all science educators: 'The authors argue for the development of assessments to be guided by theory and research about science learning so that the resulting assessments are consistent with the framework and valid for intended use' . No matter what the intentions are with the tests we implement worldwide, until they are aligned with what we know from the science of learning, students will not reach their full potential.
Change in editorial board
2017 has been a year of change. Professor Paul Newton has stepped down as Executive Editor and we would like to thank him for the expertise and knowledge he brought to our journal, and also acknowledge the work around his last special issue on Validity together with Jo-Anne Baird (Newton & Baird, 2016 
