Abstract. Detection of an enhanced greenhouse effect on climate depends on recognition of a signal of change amidst the combined noise of climatic variability and uncertainty in the nature of the signal (functional response to changing CO ). Using two different GCMs (one with a coupled dynamic upper ocean) and an ensemble of 20 equilibrium experiments with CO ranging from 100 to 3500 ppm, we find that that two measures of signal-tonoise (S/N) for the response of surface temperature to CO forcing are larger over tropical and subtropical oceans than over low-latitude landmasses and larger than at higher latitudes generally. One S/N measure has the noise based solely on inherent model variability, while the other S/N measure includes both this variability and a measure of the uncertainty in the functional nature of the signal. Although the experiments were not for transient forcing and sulphate aerosols and other potentially important forcings (e.g., ozone or solar variability) were not considered, the results suggest that the effects of enhanced greenhouse climate may be detected more readily in surface temperatures from low-latitude oceanic regions than from global or zonal temperature averages.
Introduction
Several fingerprints of an enhanced greenhouse effect on climate have been proposed, based on multivariate or spatial statistics. These have been designed to take account of regional variations of the climatic response to enhanced greenhouse forcing. The fingerprints are based on model forecasts and have been searched in time-varying observations of recent climatic patterns (Karoly 1990; Santer et al. 1994) . However, Schneider (1994) has argued that procedures that neglect time dependent, heterogeneous sources of forcing, such as sulphate aerosols, can neither validate nor invalidate model projections based on CO doubling experiments. He proposed that decadal global average temperature may be the most robust fingerprint of an enhanced global greenhouse until the forcing is either very large or its heterogeneous components are included. Santer et al. (1996) have conducted a preliminary study along the lines suggested by Schneider (1994) , emphasizing vertical distributions, however, they combine output from several different general circulation models (GCMs), making full assessment of their work problematical. Furthermore, they only considered natural climatic variability as a source of noise. It is also important to understand the nature of, and uncertainities in, the functional response of a GCM (and by proxy the real climate system) to varying CO . To do this requires the systematic evaluation of the response to various forcings, ideally using several different GCMs applied to the same basic sets of forcings. While this approach may have difficulties in applying model results to issues of real climate change detection, it has as its advantage the fact that it provides information about the dependency of the response over a range of forcing. Without an approach such as this (and the attendant advances in understanding) it may be difficult to have much confidence in model projections of future climatic change and, consequently, its detection as based on model results.
Several experimental strategies exist. For example, with regard to any chosen climatic variable (e.g., surface temperature), the spatial variation of signal/noise (S/N) ratio in the case of an equilibrium response can be evaluated from a single long perturbation experiment plus control run of a general circulation model (GCM) with fixed external forcing. A better approach, which provides more robust estimates of S/N of the equilibrium response, is to derive statistics from an ensemble of equilibrium runs each with different forcing (Oglesby and Saltzman 1992; Marshall et al. 1994) . Alternatively, the S/N properties of a transient signal can be evaluated, once the control run has been established, from a sufficiently long run with time-varying forcing. In this case, S/N can be examined as a function of time scale as well as spatially (Hegerl et al. 1994; Santer et al. 1995b) . S/N properties in this case are more robustly defined if an ensemble of transient experiments is used . Use of transient runs is limited, however, because they are usually for the response to CO forcing only and more importantly, they are dependent on some assumed CO emission scenario. Transient runs also require improved ability to simulate heat uptake by the ocean (England 1995; Hirst et al. 1996) . Strategies based on ensembles permit more significant evaluation of the function that describes the equilibrium or transient response to forcing. This is important because one needs to know the direction and rate of response.
We report results of an ensemble of equilibrium runs with two different GCMs (one with a coupled dynamic upper ocean). The signal S is determined via computation of equilibrium sensitivity coefficients based on an assumed logarithmic response of climatic variables to linear changes in CO (Oglesby and Saltzman 1992) . Two different measures of the noise N are used, one based solely on model variability; the other based on both model variability and on the uncertainty in the logarithmic response. The two GCMs show similar functional responses to CO forcing but have different sensitivity coefficients, at both global and gridpoint scales. We also discuss the differences between patterns derived from these experiments and those based on transient experiments by others.
Models and experimental design
We used the USA National Center for Atmospheric Research (NCAR) Community Climate Model Version 1 (CCM1), and the Australian Commonwealth Scientific and Industrial Research Organisation (CSIRO) four level GCM (CSIRO4) coupled to a dynamic shallow ocean. Model details and arrangements for our experiments are described by Oglesby and Saltzman (1992) for CCM1, and by Syktus et al. (1994) for CSIRO4. Briefly, both models are pseudo-spectral GCMs with similar base geographies and topographies. CCM1 has rhomboidal wave truncation 15, and CSIRO4 has a rhomboidal wave truncation 21 (latitudinal/longitudinal gridpoint resolutions of 7.5°;4.5°and 5.6°;3.2°, respectively). CCM1 has 12 layers in the vertical and CSIRO4 has four layers. Both models include the full annual cycle, and CSIRO4 has a diurnal cycle but CCM1 does not. Both have similar thermodynamic sea ice models. CCM1 uses a simple bucket hydrology to determine soil moisture, while CSIRO4 uses the force-restore method described by Gordon (1993) and Gordon and Hunt (1987) . Convective clouds and precipitation in CCM1 are determined via a moist convective scheme (Manabe 1969) , while in CSIRO4 they are determined by a soft moist adjustment scheme, which generates mass flux and was heavily modified from an early Arakawa scheme by Gordon (1993) .
Treatment of the oceans is the most important difference between the models: CCM1 was coupled to a static mixed layer (slab) ocean (Covey and Thompson 1989) , while CSIRO4 was coupled to a dynamic upper ocean model first described by Pollard (1982) , driven by surface stress and heat fluxes (Syktus et al. 1994) . This ocean GCM is used to calculate horizontal currents and temperatures in a mixed layer of variable depth and in an underlying layer (also of variable depth) representing the thermocline. The ocean model is integrated with imposed invariant mean salinity fields and relaxes to the zonal mean average temperature at 3 km depth.
Both models were tuned to simulate present climate by adjusting cloud albedos and, for CSIRO4, reproducing as closely as possible the observed surface and top of atmosphere short-and long-wave fluxes. Control runs used present-day values for the solar constant and orbital parameters, and atmospheric CO values of 330 ppm for CCM1 and 350 ppm for CSIRO4. Further details are given in Oglesby and Saltzman (1992) and Syktus et al. (1994) . Differences between control simulations and observations for mean global annual and seasonal surface temperatures were small. No flux correction was used in either case. Control runs were 20 and 30 years for CCM1 and CSIRO4, respectively. Both models showed year to year fluctuations of surface temperature but the net drift, over each control run, of mean annual surface temperature was (0.3 K.
The basic sensitivities of mean annual temperature to CO doubling are 4.1 K for CCM1 (330 to 660 ppm) and 2.8 K for CSIRO4 (330 to 660 ppm). In order to evaluate S/N at each gridpoint, sensitivity coefficients and statistical estimates of their uncertainties were calculated from an ensemble (or from subsets of the ensembles) of experiments with different CO values: CO levels for CCM1 were 100, 200, 330, 460, 660 and 1000 ppm for CCM1 (Oglesby and Saltzman 1992; Marshall et al. 1994) , and were 100, 180, 240, 280, 330, 350, 410, 560, 660, 700, 1050, 1400, 2450 and 3500 ppm for CSIRO4 (Syktus et al. 1994 ). The length of integration for each perturbation experiment was between 15 and 20 y for CCM1 and for 20 years for CSIRO4, except for the 330 ppm, 600 ppm and 3500 ppm runs, which were for 30 y.
3 Sensitivity and signal/noise coefficients It was established by Oglesby and Saltzman (1992) and by Syktus et al. (1994) that both models exhibit a logarithmic dependence of surface temperature on CO over the broad range of CO values used in our experiments. The response is of the form:
where ¹ is average surface temperature in Kelvin, and ¹ and [CO ] are the control values. The sensitivity coefficient B is given by
The sensitivity coefficient B was calculated for each gridpoint in both models by regression using results from the full experimental CO ranges. We believe that the coefficient B derived from equilibrium modelling indicates the sense of the response to CO forcing. Following a step-function change of CO our GCMs tend to the new equilibrium negative-exponentially, so that the model response under time-varying forcing should include the response function (1) in a form such as
where [CO (t)] is the time-varying forcing and k is the equilibrium rate constant. Although the change of ¹ seen at any moment is less than given by Eq. (1), the experimental signal is represented by B.
Measures of ''noise'' are, however, less straightforward. Noise at a given gridpoint can be estimated from the interannual variability (expressed as a standard deviation, ) of a selected variable (e.g., surface air temperature), for a given season, measured over many years in a control or perturbation run. Alternatively, noise may be represented by the experimental uncertainty of a gridpoint value of B, measured by its standard deviation (s ) based either on the regression statistics obtained when fitting Eq. (2) to the experimental data or on the jackknife technique described by Efron (1982) (see also Park and Oglesby 1991) . The size of B relative to s indicates the degree to which the gridpoint response to forcing accords with the log-linear response function (1): B/s will be high where the gridpoint response conforms closely to Eq. (1) and will be low where there are major departures from Eq. (1), across the experimental ensemble.
We regard B/ and B/s as two useful measures of the gridpoint signal/noise ratio that can be derived from equilibrium modelling, because the climatic response of the model to forcing is more clearly recognisable in regions where either of these measures are high than in regions where they are low. Our results, described later, show that the patterns of B/ and B/s are similar at the broadest scale but B/s diminishes rather more at higher latitudes than B/ . This suggests the functional nature of the response at high latitudes is less well determined, and that therefore quantitative estimates of the response are relatively less certain, even if the basic physical processes involved are fairly well known.
Another indicator of noise in the model is the variability of the response between neighbouring gridpoints. To measure this, we computed the squared correlation coefficient (R) between the values of a given variable (such as surface temperature), at each gridpoint within zonal bands, between any two experiments with different levels of CO (the zonal bandwidth can be varied). Neither , s , nor R (zonal) are measures of climatic variability in the real world but all measure the uncertainty of the response predicted by a model, and provide a basis for evaluating the confidence associated with the response to forcing, at the local, regional or zonal level.
In the results described later, the values of s and R (zonal) are based on the last five years from the control runs and all the perturbation experiments. A weakness of this approach is that these measures make no allowance for time-dependence of climatic variability, which lies at the heart of the problem of recognising a greenhouse signal and is examined explicitly in the output of long-run transient experiments (Santer et al. 1995a; 1995b) . Strictly, the effect of time-varying boundary conditions on variability at different time scales cannot be examined by equilibrium modelling. We examined the stationarity of interannual variability by measuring of the target variable (e.g., seasonal surface temperature) over different 5-and 10-y intervals from the control runs, and found no statistically significant differences. Furthermore, in evaluating s we used the jackknife measure of the standard deviation of B, which was found previously to give an estimate of the variance that is larger than that given by the standard goodness of fit of the regression (Oglesby and Saltzman 1992; Marshall et al. 1994) . It is important to recognise that the calculation of s uses all simulations (see Park and Oglesby 1991) and hence is based on 35 y for CCM1 and 140 y for CSIRO4. We have also performed several long runs (50-140 y) with CCM1 for 330 ppm (control), 256 ppm, and 460 ppm CO (Fan and Oglesby 1996; Roads et al. 1996) and find that the long-term climatic variability is roughly consistent with that from the short periods used for this study. This means that use of variability estimates from the longer runs would not materially affect our results.
The results described are based on the full experimental ensembles for each model (CCM1, 6 experiments over the range 100-1000 ppm CO ; CSIRO4, 14 experiments over the range 100-3500 ppm CO ), and also for selected results for CSIRO4 with a reduced ensemble (6 experiments over the range 100-1050 ppm).
Results
At each grid point, the seasonal temperature response fits Eq. (1) closely for both models but the sensitivity coefficient (B) varies with location, generally increasing towards higher latitudes. Sensitivity coefficients generally are larger for CCM1 than for the CSIRO4 coupled model (as is the case for the globally averaged sensitivity values for CO doubling, as mentioned earlier). In Fig. 1 we show global maps of seasonal patterns of the sensitivity coefficient in units of B"[¹(3500) ppm!¹(100) ppm]/3.55, i.e., the rise in temperature for a 35-fold increase of CO from 100 to 3500 ppm (ln(35) "3.55). It is seen that the pattern is dominantly zonal and sensitivity generally is much greater at higher latitudes, particularly in the winter hemisphere. Figure 2 shows maps of the two measures of noise that were introduced already, s and , as follows: Fig. 2a -e, seasonal patterns of s for CSIRO4 and CCM1; Fig. 2f -g, seasonal patterns of for CSIRO4 (patterns for both s and for CCM1 were reported by Oglesby and Saltzman 1992) . The numerical values of s and cannot be compared directly, as one represents goodness of fit to a response function and the other represents interannual variability, but poleward trends are from low values at low latitudes towards higher values at high latitudes in all cases, similar to the trends of the sensitivity coefficient (B) (Fig. 1) .
Both s and increase more rapidly polewards than B, which means that the values of B/s and B/ tend to be highest at low latitudes. This is illustrated by seasonal maps of B/ for CSIRO4 (Fig. 2g-h) , in which most of the highest values occur near the equator. The patterns of s , and B/ shown in Fig. 2 are less zonally regular than the sensitivity coefficient patterns (Fig. 1) , however. This is discussed further later.
B/s represents the degree to which the gridpoint response accords with the log-linear response function (1), which we regard as a better indicator than B/ of the signal/noise in the model response to CO forcing. Maps of B/s for seasonal surface temperature for both models (Fig. 3a-d) show highest values in low latitudes, with a broader zone of high values and stronger contrast between low and high latitudes than for B/ (see Fig. 2f-g ). Both models produce low values of B/s at sub-polar latitudes, particularly over the sub-polar oceans in witner. This result of S/N relatively high in low latitudes and low in high latitudes is consistent with the results of Wigley and Jones (1981) .
The pattern of B/s for both models is less zonal than the sensitivity coefficient, as is the case for B/ , and both indices show lower values over northern Africa and South America than over the oceans at the same latitudes. There are regional differences between the models; e.g., patterns of B/s for CSIRO4 and CCM1 are different over the northern Indian Ocean, central and southeast Asia, and tropical western Pacific, and B/ shows more contrast between oceanic and continental values and less contrast between low and high latitudes than B/s . However, despite these clear differences between the two indices and the two models at grid point scale, the results are fairly similar at the largest scale. Mean seasonal values of B/s and B/ at low latitudes (30°N to 30°S), over both land and ocean, are compared with mean global figures in Table 1 . Although values of B/s and B/ should not be compared numerically, as noted earlier, the averages for each index for low-latitude oceans are significantly higher than the global averages (see footnote, Table 1 ). The results shown in Fig. 3 are based on the full experimental ensembles, which cover the range from 100 to 3500 ppm CO in the case of CSIRO4, as explained earlier. We also computed the fields of B and B/s for CSIRO4 using a reduced ensemble of 6 experiments ranging from 100 to 1050 ppm, similar to the CCM1 ensemble. Broadly, results for the reduced ensemble are not significantly different, statistically, from those for the full ensemble (Table 1) .
We also examined B/s for rainfall, using an assumed response function with the same form as Eq. (1). We found that the values of B/s generally are much smaller than for surface temperature, which is consistent with other studies of the signal/noise properties of different variables (Barnett and Schlesinger 1987; Santer et al. 1991) . Values in some regions are negative, indicating that local rainfall decreases with increased CO , for both models. (Fig. 3e-h) . Results from CSIRO4, but not from CCM1, show relatively high B/s for rainfall at high latitudes in the winter hemisphere. This is because s for rainfall at high winter latitudes is smaller in CSIRO4 than for CCM1. Analysis indicates that this reflects sea ice behaviour, which fluctuates less interannually in CSIRO4 than in CCM1. In contrast with the temperature response, rainfall shows no large regions of high B/s -values that are common to both models.
In addition to examining signal/noise in terms of B/s and B/ , we also investigated the spatial patterns of surface temperature by computing R (zonal). As described earlier, this is the correlation between the values, from two experiments with different CO levels, of surface temperature at each gridpoint within a zonal strip. By this means, we compared the responses of CSIRO4 for a CO decrease from 350 to 180 ppm and for an increase from 350 and 700 ppm. For CCM1 we compared responses for a decrease from 330 to 200 ppm and for an increase from 330 to 460 ppm. We found that highest R-values occur at low to middle latitudes in each case, in both summer and winter seasons and with both models (Fig. 4) , consistent with the patterns of B/s . Lowest values generally occur at high latitudes. While this may reflect latitudinal and longitudinal reductions in sea ice and snow cover as CO is increased, the results support the conclusion that the signal/noise signature for the response of surface temperature to CO forcing is stronger at lower latitudes than it is at higher latitudes.
Discussion
A reliable estimate of the climatic response to an enhanced greenhouse effect, derived from modelling, should have, at least, a high signal to noise ratio (S/N) in the model data; it should be based on response patterns that change monotonically (i.e., no reversals) and are reasonably stable spatially with increased greenhouse forcing. Also, the sensitivity should be as low as possible to secondary, heterogeneous forcing factors such as those due to sulphate aerosols.
Our results and previous work indicate that the response function of surface temperature to CO forcing has a log-linear profile at both global and gridpoint scales. It is also a clear implication from comparison with previous studies that global and gridpoint values of the sensitivity coefficient B vary between models, however, signal/noise values for the response have not previously been compared for different models. Our results with CCM1 and CSIRO4 (the latter with a dynamic upper ocean) show that values of B/s and of B/ for the model response of surface temperature are highest (and are reasonably homogeneous) over the tropical oceans. The values of B/s between 30°N and 30°S statistically are significantly higher than the global values, for both models in both summer and winter seasons (Fig. 2 and Table 1 ). Similar though less pronounced contrasts were also found for B/ for CSIRO4 (CCM1 was not tested in this way because it was obvious the results would be similar). By contrast, over the large landmasses B/s and B/ are much lower; they are also heterogeneous, both spatially and seasonally, and differ between models (e.g., B/s (10 at about 50% of continental gridpoints, shifting seasonally and between models). Over the Southern Ocean, B/s is homogeneously low in both models in both seasons. Latitudinal variations of R (zonal) (Fig. 3) are consistent with these results.
Probably our most important result is that the sensitivity coefficient (B) is no guide to signal/noise ratio, at least as measured by B/s and B/ . Lowest B-values occur throughout the low-latitude oceans, precisely where our signal/noise indices show highest values. Differences between the models that appear in patterns of B are reduced in the B/s -fields. Compared to CCM1, the values of sensitivity of surface temperature to CO forcing in CSIRO4 are substantially lower and vary less, seasonally, which we attribute to the greater thermal inertia of the interactive upper ocean and its ability to transport heat polewards (Fig. 1) . The B/s -fields reflect some of these model differences (e.g., high oceanic B/s -values extend further polewards in CSIRO4 than in CCM1) but, at the largest spatial scales, signal/noise fields for the two models are similar.
The degree of broad-scale agreement between the signal/noise fields from our two different GCM schemes suggests that the results are reasonably robust at the largest scale, but we do not claim that the patterns of B/s or B/ represent those that will necessarily emerge during the next century of observations. In particular, amongst factors not considered here, anthropogenic sulphate and other aerosols are likely to have a significant and spatially heterogeneous effects (Schneider 1994; Santer et al. 1995a ), but only regionally . We note that the effects of anthropogenic sulphate aerosols are likely to be smallest over the low-latitude oceans (Kiehl and Briegleb 1993; Erickson et al. 1995) , where our signal to noise indices for CO forcing have their largest values. The effect of carbonaceous aerosols from biomass burning, although dominantly tropical, also may be weaker over the oceans than over low-latitude land areas (Penner et al. 1992; Marshall et al. 1995) . Considering that the combined effects of these factors is not yet well known, it is premature to speculate whether the aerosols factor will decrease the signal/noise ratio at higher latitudes more strongly than at low latitudes, as Schneider (1994) has indicated.
In addition to the effects of heterogeneous sulphate and carbonaceous aerosols, other factors will influence values of B/s and B/ that may be detected in future. Amongst the most important in the ENSO phenomenon and its global teleconnections. Both models show significant interannual variability (in common with other GCMs) but ENSO certainly is not simulated in CCM1 with its static slab ocean (although atmospheric mass adjustments consistent with ENSO do take place), and is not realistic in the coupled CISRO4 model, owing to its coarse horizontal resolution and limitations of the dynamic upper ocean scheme, although again ENSO-like features do appear (Sperber and Hameed 1991) . Hence, although we infer that the features of the patterns of signal/noise for surface temperature are reasonably robust at the largest scale, this has yet to be confirmed with models that simulate ENSO (and other regional effects) realistically as well as experiments that include heterogeneous forcing. We do note that preliminary results using the fully coupled CSIRO AOGCM suggest little response of ENSO to transient CO forcing up to 2-3 times present day concentrations (Dix and Hunt 1995) . This suggests that our results might be robust even in a model that accounts fully for ENSO phenomena.
Our results also support the conclusions drawn in previous studies that document a clear decrease of snow on tropical mountains over the last century (Hastenrath 1985; Thompson et al. 1993) . Although not as high as over tropical oceans, values of B/s over tropical landmasses are so much greater than over land at higher latitudes that the observed decrease of tropical mountain snow areas may well be one of the best early signals of an enhanced global greenhouse effect. We note that mountain snow cover responds sensitively to surface temperature rather than precipitation (as snow) on tropical mountains with high precipitation such as Mt. Carstenz in Irian Jaya where the high latitude glacier has retreated substantially this century (Peterson et al. 1993) . On the basis of the values of B shown in Fig. 1 , the equilibrium rise of surface temperature on tropical mountains would be about 1°C in response to a post-industrial rise of CO of 70 ppm. The actual response would be less than the equilibrium modelling prediction (see Eq. 3) and the result is consistent with the tropical mountain estimate by Allison and Kruss (1977) of 0.6°C per century, based on glacier retreat on Mt. Carstenz.
Conclusions
We have made series of simulations systematically varying CO with two different GCMs (CCM1 and CSIRO4) and computed S/N measures for the results from each model. One measure of uncertainty is based solely on 'natural' climatic variability while the other combines natural variability with uncertainties in the model response to varying CO . That is, one measure of noise is an estimate ( ) of interannual variability based on a long control run, and the other (s ) is based on a jackknife measure of the uncertainty of fit to a particular response function (Eq. 1). The latter includes climatic variability in the model but is also a measure of the degree of uncertainty that the response to CO forcing will be similar to the function in Eqs.
(1) or (3). Overall, both S/N measures for surface temperature are largest over low-latitude oceans, intermediate over low-latitude land masses, and lowest over the high latitudes, especially over the oceans. This basic result is true for both models although important regional differences do exist between the two models and CSIRO4 has generally lower sensitivities (and hence S/N) than does CCM1. These model differences demonstrate the need for a systematic approach to determine the model-dependency of results to such factors as changing CO . This study is the first to do this type of systematic approach using suites of experiments with each model, and will be followed with a similarity analysis comparing the response of CCM1 and CSIRO4 to both changes in CO and the solar constant.
Our results imply, subject to several reservations, that the signature of the anthropogenic greenhouse effect may be clearer in running averages of surface air temperature over the oceans between 30°N and 30°S than in global averages of surface temperature. According to the results summarised in Table 1 , our signal/noise indices are about 20-50% stronger than the global average over oceanic regions between 30°N and 30°S. However, this finding may well be altered when modelling includes both the effects of heterogeneous forcing by aerosols, and lowlatitude climatic variability associated with ENSO.
Our conclusions are based on an ensemble of equilibrium, not transient, runs. In favour of our approach, we note that equilibrium modelling with ensembles of experiments circumvents the problem of sensitivity to initial conditions, which affects transient runs (Elsner and Tsonis 1991; Cubasch et al. 1995) , and provided us with a relatively inexpensive means of evaluating signal/noise patterns in two different models with very different treatments of the oceans. Climatic change in the real world is being driven by time-varying forcing, and ultimately transient runs provide a better basis for evaluating time-dependence of climatic variability (or ''noise'') in these circumstances.
We examined signal/noise for the rainfall response to CO forcing, in the same way as for surface temperature. Globally, the signal to noise ratio for precipitation, expressed as B/s , is weak (the global average about 2.6, compared to 26.0 for a surface temperature); it also is heterogeneous and changes sign regionally, between seasons and between models. Of interest is whether a climatic variable responds monotonically (i.e., without reversals) as CO is increased (or decreased). This requirement is readily met by regional surface temperature at lower latitudes but, as Hulme (1995) also has observed (on empirical grounds), it is not true for precipitation. There may be regions where the rainfall response to enhanced greenhouse will be high but, as Hulme (1995) also points out, detection of these using CO doubling experiments, or even with experimental ensembles as used here, is particularly problematic.
We do not view our results and conclusions as definitive in any way; the models that we have used are still too crude to perform this function. This means there are key limitations in representing important features of the climate system and its behaviour under changing forcing; these include, among others, parametrisation of clouds and convection (including the three-dimensional moisture field), ocean circulation (including ENSO), and air-sea interactions. These limitations affect all modelling studies, not just the one we present here. Given the present state of climate modelling, we still are at the stage of exploring rather than truly reconstructing or predicting.
