Reward has been shown to change behavior as a result of incentive learning (by motivating the individual to increase their effort) and instrumental learning (by increasing the frequency of a particular behavior). However, Palminteri et al. (2011) demonstrated that reward can also improve the incidental learning of a motor skill even when participants are unaware of the relationship between the reward and the motor act. Nonetheless, it remains unknown whether these effects of reward are the indirect results of manipulations of top-down factors. To identify the locus of the benefit associated with rewarded incidental learning, we used a chord-learning task (Seibel, 1963) in which the correct performance of some chords was consistently rewarded with points necessary to complete the block whereas the correct performance of other chords was not rewarded. Following training, participants performed a transfer phase without reward and then answered a questionnaire to assess explicit awareness about the rewards. Experiment 1 revealed that rewarded chords were performed more quickly than unrewarded chords, and there was little awareness about the relationship between chords and reward. Experiment 2 obtained similar findings with simplified responses to show that the advantage for rewarded stimulus combinations reflected more efficient binding of stimulus-response (S-R) associations, rather than a response bias for rewarded associations or improved motor learning. These results indicate that rewards can be used to significantly improve the learning of S-R associations without directly manipulating top-down factors.
An organism strives to maximize environmental gains, or rewards, so it is not surprising that reward has a powerful impact on a range of behaviors. Previously, researchers have examined the effect of reward on learning during procedural tasks (Abe et al., 2011; Palminteri et al., 2011; Wächter, Lungu, Lui, Willingham, & Ashe, 2009) . Typically, it is assumed that these effects reflect either instrumental learning, in which reward increases the frequency of a particular behavior through reinforcement, or incentive learning, in which reward bolsters the effort of the learner. Thus, in instrumental learning, the presentation of reward directly increases the likelihood of a response, whereas in incentive learning, the presentation of the reward increases effort, which may lead to better performance and associative encoding.
However, in most experiments examining the role of reward in learning, participants are aware of how to obtain the reward (usually because an informative cue lets the participant know that they will be rewarded for successful task performance). Therefore, it is difficult to know whether reward itself improves learning or if reward simply boosts top-down factors (such as attention and motivation) that cause stronger learning gains. For this reason, it is an open question whether reward can bolster associative learning while reducing the impact of top-down factors by minimizing awareness of how to achieve the reward. To examine this, we tested whether reward can improve the incidental learning of rewarded associations by training participants in a stimulusresponse (S-R) learning task in which the relationship between behavior and reward was not revealed.
Reward and Incidental Learning
Evidence that reward can modulate incidental learning was reported by Wächter et al. (2009) . In their experiment, participants performed the serial reaction time (RT) task (SRTT) under one of three conditions. Participants in the reward group were told that responses that were made faster than their baseline RT would be rewarded with money (an example of incentive learning), while participants in the punishment group lost money for performance that was slower than baseline. A third group received a similar amount of money to the other two groups, but this amount was not performance-based. Participants in the reward group expressed significantly better retention of the sequence over the punishment and neutral groups, indicating that although rewards and punishments can be used to improve performance on a procedural learning task, only rewards yielded significant learning gains. These results suggest two possibilities: (a) that reward directly bolsters incidental learning, or (b) that rewards can increase motivation, which results in better performance.
One complication with studying the effect of reward on incidental learning is that it can be difficult to tease apart from incentive learning. In other words, reward may modulate learning or it may modulate top-down factors (such as attention or motivation) that then cause learning or performance gains. To address this ambiguity, Palminteri et al. (2011) presented either negligible or substantial rewards with no cue, and after the production of the motor response (in this case three-finger triplets); some triplets consistently received a substantial reward, whereas others received a negligible reward. Participants did not explicitly know whether the trial would be rewarded or not when they responded. Nonetheless, participants responded more quickly to highly rewarded triplets than negligibly rewarded triplets by the end of training, even though they were presumably unaware of which triplets were rewarded. Because this type of learning cannot be classified as incentive learning, the researchers claimed that the performance of these triplets benefitted from reward beyond the effects of practice and motivation. Palminteri et al.'s (2011) results also speak to a possible mechanism responsible for this effect: modulation of dopaminergic release in the striatum. The researchers posited that dopaminergic activity was responsible for the performance differences between high and low reward triplets. To test their hypothesis, patients with Tourette's syndrome, who experience increased dopaminergic transmission to the striatum (Graybiel & Canales, 2001) , performed the same task. Strikingly, unmedicated patients with Tourette's syndrome experienced disproportionally better performance on highly rewarded triplets (compared with low reward triplets) relative to comparisons. It is important to note that this finding was unrelated to motor learning in general since unmedicated patients with Tourette's syndrome experienced significantly worse performance relative to comparisons despite a large effect of reward. This finding suggests that reward may influence the encoding of S-R contingencies through a mechanism associated with dopamine transmission rather than simply the encoding of a motor skill. Palminteri et al. (2011) provided clear evidence that reward can improve incidental learning and that this benefit appears to be linked to dopamine. However, the locus of the reward effect remains unknown. In the present study, we consider five possibilities:
How Does Reward Affect Incidental learning?
1. Reward may improve motor learning, so responses relying on rewarded motor programs are produced more quickly (e.g., Abe et al., 2011; Palminteri et al., 2011; Wächter et al., 2009 ).
2. Participants may become biased to produce rewarded responses, and thus produce them quickly (e.g., Rescorla, 1968 Rescorla, , 1988 .
3. Reward may strengthen the learning of associations between stimuli and responses, so that performance is speeded regardless of whether a reward is presented, but only when the particular response is signaled by a particular stimulus or stimulus combination.
4. Performance may be speeded in anticipation of a reward (e.g., Haith, Reppert, & Shadmehr, 2012; Opris, Lebedev, & Nelson, 2011) .
5. Stimuli that are rewarded may be attended and perceived more quickly than stimuli that receive smaller rewards (e.g., Anderson, Laurent, & Yantis, 2011; Roper, Vecera, & Vaidya, 2014) .
The purpose of the current study is to identify which of these accounts best describes the locus of the reward-related learning effects observed by Palminteri et al. (2011) . Table 1 summarizes the predictions of each of our five starting hypotheses across the training and transfer phases of the two experiments. In Experiment 1, we used a task in which individual stimuli were rewarded or not rewarded with equal probability to examine whether the benefit of reward depended on the individual stimuli or the combination of stimuli and their combined response. Furthermore, after a training phase in which rewards were presented for specific combinations of stimuli, we presented blocks of trials in which no rewards were given to determine whether the benefits of reward were associated with learning and/or performance. If responses to individual stimuli are speeded by reward (Hypothesis 5), then no difference in performance should be observed in Experiment 1. Because the speed of performance may be sensitive to the anticipation of reward (Haith et al., 2012) , it is possible that differences will not be observed, or will quickly decay, during transfer (consistent with Hypotheses 4 and 5). On the other hand, the hypotheses that focus on the effects of reward on encoding rather than performance (Hypotheses 1, 2, and 3) predict an advantage for previously rewarded combinations during training and transfer. 
Note. We offer one of two predictions for each condition and for each hypothesis: (a) that rewarded combinations will be performed faster and/or more accurately than unrewarded combinations (R1) or (b) that both chord types will be performed similarly (R ϭ U). Exp. ϭ experiment. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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In Experiment 2, we used a task in which combinations of stimuli were mapped to just two equally rewarded single-keypress responses. By choosing to include overlapping responses for rewarded and unrewarded combinations, we attempted to determine whether reward selectively reinforces S-R associations (Hypothesis 3), biases the production of particular responses (Hypothesis 2) or improves motor learning (Hypothesis 1). If reward improves the learning of motor programs or biases the production of particular responses, then no differences between rewarded and unrewarded responses should be observed in Experiment 2. However, if reward improves the learning of S-R associations, then rewarded combinations should be performed better late in training and the advantage should persist when rewards are eliminated. Note that only Hypothesis 3 predicts an advantage for rewarded combinations over unrewarded combinations during training and transfer for both experiments.
Rewards were only presented after performance of half of the available combinations and only if the trial was performed correctly as in Palminteri et al. (2011) . We hypothesized that rewarded combinations would be performed more efficiently by the end of training compared with unrewarded combinations. Additionally, we predicted that rewarded associations would be better encoded than unrewarded associations and thus would be performed with greater efficiency even when the rewards were withdrawn (Hypothesis 3).
The Chord Task
To examine whether rewarded associations are formed more effectively than unrewarded associations, we needed a task that (a) shows robust incidental learning, and (b) in which learned associations can be easily compared with unlearned associations. Therefore, we adapted Seibel's (1963) chord task in which participants are presented with multiple stimuli and respond simultaneously with multiple effectors. This procedure allows for the comparison of responses to practiced combinations of stimuli to unpracticed combinations of stimuli, which consistently reveals better performance with practiced combinations (Freedberg, Wagschal, & Hazeltine, 2014; Hazeltine, Aparicio, Weinstein, & Ivry, 2007; Wifall et al., 2014) .
In the current experiment, correct performance was rewarded for some chords but not for others, and we assessed whether there were performance differences between the two sets. Performance differences between rewarded and unrewarded chords were assessed during training. However, to determine whether training with rewarded responses significantly bolstered learning, we compared the performance of rewarded and unrewarded chords during transfer where no rewards were given. Here, in the absence of reward, we compared performance on three chord types: rewarded chords, which consistently yielded rewards when participants responded correctly, unrewarded chords, which never yielded rewards, and novel chords, which were not practiced during training and only appeared in the transfer block at the end of the experiment. The novel chords allowed us to assess combination-specific learning by comparing the performance of rewarded and unrewarded chords to novel chords that were withheld during training.
Experiment 1 Method
Participants. Thirty-two participants with normal or corrected-to normal vision were recruited from the undergraduate population at the University of Iowa (M age ϭ 20.5 Ϯ 3.02; 16 female). All participants received credit toward completion of an introductory psychology course at the University. All procedures were approved by the University of Iowa's institutional review board. Consent was obtained prior to the experiment.
Apparatus and stimuli. The experiment was implemented using E-Prime 2.0 software (Schneider, Eschman, & Zuccolotto, 2002) . Participants responded manually to stimuli presented on a 19-inch computer monitor. The visual stimuli consisted of 8 faces of Caucasian males on a gray background. The same race and gender was used for all faces to minimize grouping strategies. Face stimuli were used so that the current design could be easily transferred to a functional imaging protocol in future work. Each stimulus was 2°wide and appeared 1.87°to the left and right of the fixation cross (1°ϫ 1°). Responses were made using the four nonthumb fingers of the left and right hand on a standard "qwerty" keyboard. Four of the stimuli (Set A) corresponded to left hand responses and the remaining four stimuli (Set B) corresponded to right hand responses on each trial. To respond to one of the four stimuli to the left of the fixation, participants pushed the q, w, e, or r key. To respond to one of the four right stimuli, participants pressed the u, i, o, or p key. There was a direct mapping of each stimulus to a key press such that each face corresponded to one button (see Figure 1 ). The mapping of the 8 faces to the keys was counterbalanced across participants so that half of all participants responded to Set B with the left hand and Set A with the right hand.
Procedure. Participants were instructed to respond as accurately, and as simultaneously as possible. On average participants responded with an asynchrony of 44 ms between hands. Asynchronies did not differ between rewarded and unrewarded chords for the last four blocks of training, t(31) ϭ 1.07, ns, or during transfer (t Ͻ 1). Each trial began with the presentation of a fixation cross for 1,000 ms, followed by the presentation of two of the eight described faces (each presented on one side of the fixation cross). The stimuli remained on the screen until both responses were produced.
Participants first performed a practice block of 50 trials in order to learn the response mapping. Two stimuli were presented and participants made two responses (one with each hand). The participants had three seconds to make their responses or the trial was counted as incorrect. Only the first response made with each hand was recorded, so responses could not be changed. If the participant responded correctly to both stimuli within the time limit, the word "Correct" appeared below the stimuli for 500 ms in green text. If the participant responded incorrectly with either hand or did not respond within the time limit, the words "Incorrect Response" appeared below the stimuli for 2,000 ms in red text, followed by a screen that provided the correct S-R mapping for the participant to review. The rationale for providing 500 ms of feedback for correct trials and 2,000 ms of feedback for incorrect trials was to create a contrast between incorrect trials and unrewarded trials; the penalty This document is copyrighted by the American Psychological Association or one of its allied publishers.
of 1,500 ms was added to incorrect trials. The average accuracy for the last 10 trials of practice was 0.84 Ϯ 0.15. Following the practice block, participants were again presented with pairs of stimuli, and they were instructed to make the two corresponding keypresses simultaneously. They were told that accurate trials would either be rewarded with points or not, and that inaccurate trials would never be rewarded with points (see Figure 2 ). To complete a block, participants had to accumulate 2,000 points, so the reward had practical value. Half of the chords were consistently rewarded when the response was correct and the other half were never rewarded (see Figure 1 ), but participants were not given this information.
Rewards were distributed in increments of 10 between 50 and 200 points (e.g., 50, 60, 70) . The actual value of the reward was determined randomly on a trial-by-trial basis. Reward values were randomized to discourage awareness and to encourage interest in gaining rewards.
1 The rewards followed accurate trials and were presented immediately below the stimuli in the center of the screen in green text on a black background with the accumulated total for each block for 500 ms. Chords that yielded no reward were followed by the presentation of "ϩ0" in gray text on a black background with the accumulated total immediately below for 500 ms (see Figure 2) . Inaccurate responses to stimuli were followed by the presentation of the words "Incorrect Response" in red text for 2,000 ms. With an average of 125 points per rewarded trial, the theoretical length of a block equaled at least 32 trials, 16 rewarded (16 ϫ 125 points ϭ 2,000) and 16 unrewarded. Because performance improved with practice, the trials per block generally decreased through training.
With four left-hand and four right-hand stimuli, there were 16 possible pairs (chords). The assignments of rewards to chords were done in such a way so that each individual stimulus belonged to one rewarded chord and one unrewarded chord. Thus, individual stimuli were completely uninformative as to whether a reward would be given for a correct response (see Figure 1 ). With four rewarded chords and four unrewarded chords, there remained 8 chords that were not practiced during training. These withheld chords were used to assess learning of the practiced chords in the transfer block. Each stimulus appeared in two withheld chords.
The average distance between digits in each chord (determined by the number of nonthumb fingers between the left and right response finger) was held constant across chord type (rewarded, unrewarded, and withheld; average number of fingers between This document is copyrighted by the American Psychological Association or one of its allied publishers.
responses equaled 3.0). To avoid results driven by correspondence effects (e.g., Ben-Artzi & Marks, 1995) , each rewarded and unrewarded group of chords included one spatially compatible chord (e.g., the pinky of the left hand and the index finger of the right hand), one mirror chord (e.g., the pinky of the left hand and the pinky of the right hand), and two spatially incompatible chords (e.g., the pinky of the left hand and the ring finger of the right hand). Finally, rewarded and unrewarded chord assignments were counterbalanced among participants. Completion of training blocks was immediately followed by one 50-trial transfer block. The transfer block was similar to the training blocks, except that withheld chords were now introduced and no rewards were given on any trial. Incorrect trials resulted in the presentation of the words "Incorrect Response" in red text for 2,000 ms.
Explicit knowledge questionnaire. Following completion of the task, a questionnaire assessing explicit knowledge was administered. This questionnaire was divided into two parts. First, participants reported their ability to predict when rewards were given. In this part participants responded to the question "Could you predict when you would get points?" by responding with either "yes," "no," or "sometimes/maybe," which were coded as a 1, 0, or 0.5, respectively. For the second part of the questionnaire, each of the rewarded and unrewarded combinations from training was presented and participants were asked to determine if the chord was followed by a reward by pressing either the y (yes) or n (no) button on the keyboard.
Statistical analysis. Participants' RTs and accuracies served as the dependent variables. For the analysis of RT, trials were eliminated if (a) an incorrect response was made by either hand or no response was made (18.7% of trials), (b) the trial followed an incorrect response (18.7%), (c) the stimulus combination was repeated from the previous trial (1.4%), or (d) an RT less than 300 ms or greater than 2,000 ms was recorded (5.4%). In sum, this eliminated 34.3% of the data from training and transfer. Note that when we performed the same analyses on the training data while retaining trials after errors and repeat trials (81% of the available data), the pattern of results did not change for this analysis. The longer RT of either the left or right hand responses for each trial was used in our analysis.
Training. Average RTs and accuracies were modeled across blocks using a 3-parameter asymptotic exponential function, which prior work has indicated produces a good fit to data typically obtained in the chord learning task (see Wifall, McMurray, & Hazeltine, 2014) . In the asymptotic exponential function, a indexes the asymptote for learning, b indexes the change (in RT or accuracy) from the initial block to the asymptote, and c indexes the rate of change. This model was fit to block-specific performance using R's (R Development Core Team, 2011) nonlinear mixed-effects package (Pinheiro & Bates, 2000) . Maximum likelihood was used to estimate all fixed and random effects simultaneously. The most complex model for each analysis included (a) fixed-effect intercepts for a, b, and c; (b) fixed effects of reward on a, b, and c; and (c) random subject-specific effects for a, b, and c. Modelcomparison procedures based on the Bayesian information criterion (Schwarz, 1978) were used to trim this complex model. Fixed effects for reward on a specific parameter were eliminated if a more complex model did not produce a better fit than the simpler model. Random effects for specific parameters also were eliminated if the complex model did not fit better, indicating that parameter estimates did not vary significantly across participants and only a fixed-effect estimate was necessary. The parameter estimates for the best-fitting model (e.g., for a, b, and c, as well as the fixed effects of reward on a, b, and c) then were interpreted, as described in the results.
Transfer. To determine if differences existed between rewarded and unrewarded chords during the transfer block without reward, RTs and accuracies were contrasted using two-tailed paired t tests. Combination-specific learning was determined by contrasting the RTs and accuracies of withheld chords to both types of practiced chords (rewarded and unrewarded) using paired t tests. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Results
Training-RT. The best fitting model excluded the rate parameter as a fixed effect of reward and as a random effect between subjects. The fixed effect of reward was reliable on the asymptote, t(444) ϭ 2.44, p Ͻ .05, d= ϭ 0.88, and magnitude, t(444) ϭ Ϫ2.09, p Ͻ .05, d= ϭ 0.75, of the learning function (Figure 3, left panel) . The average asymptote values for rewarded and unrewarded chords were 1,202 ms and 1,228 ms respectively, and the average magnitudes for rewarded and unrewarded chords were 190 ms and 145 ms respectively. These results indicate that by the end of training rewarded chords were performed significantly faster than unrewarded chords.
Training-Accuracy. The fixed effect of reward was reliable on asymptote, t(443) ϭ Ϫ2.41, p Ͻ .05, d= ϭ 0.87, but not for magnitude, or rate (|ts| Ͻ 1). The average asymptote values for rewarded and unrewarded chords were 0.90 and 0.87, respectively ( Figure 3 , right panel). The average magnitudes values for rewarded and unrewarded chords were 0.08 and 0.07, respectively, and the average rates were 0.45 and 0.88, respectively. In sum, rewarded chords were performed more accurately than unrewarded chords by the end of training.
Training-After rewards. It is possible that receiving rewards affected performance, perhaps through motivation, on the immediately subsequent trial. Thus, to determine whether reward affected performance on the subsequent trial, we modeled the same data according to whether reward was given on the previous trial. The best-fitting model for this analysis excluded the rate parameter as an effect of reward and as a random effect. The fixed effect of prior reward was not reliable on asymptote, after reward: 1,210 ms; after no reward: 1,225 ms; t(444) ϭ Ϫ1.52, ns, or the magnitudes of RT decrements, after reward: 172 ms; after no reward: 169 ms; t Ͻ 1.
For accuracy, the best fitting model excluded the asymptote parameter as a fixed effect of reward and as a random effect between subjects. The magnitude parameters were similar for trials after rewards (0.11) and trials after no rewards (0.10; |t| Ͻ 1). We detected a marginally significant difference in the rate parameter between trials after rewards (0.11) and trials after no rewards (0.38), t(444) ϭ 1.77; p ϭ .08, d= ϭ 0.63. Overall, this analysis shows that reward had very little effect on the subsequent trial.
Transfer-RT. During transfer, eight novel chords were introduced along with the previously practiced rewarded and unrewarded chords. Critically, no rewards were presented during this portion of the experiment. Both rewarded (1,273 ms) and unrewarded (1,282 ms) chords were performed significantly faster than withheld chords (1,370 ms), withheld versus reward: t(31) ϭ 3.42, p Ͻ .005, d= ϭ 0.57; withheld versus unrewarded: t(31) ϭ 3.95, p Ͻ .001, d= ϭ 0.49, but rewarded chords did not differ from unrewarded chords (t Ͻ 1; Figure 4 , left panel). Note that for each t test in both experiments we also performed a similar analysis of covariance using composite awareness (see below) as a covariate and the same pattern of significance was observed.
Transfer-Accuracy. Withheld chords (0.80) were performed significantly less accurately than the rewarded chords (0.91), t(31) ϭ 4.05, p Ͻ .001, d= ϭ 0.96, but were not performed worse than unrewarded chords (0.83), t(31) ϭ 0.90, p ϭ .38. In addition, we observed significantly higher accuracies for rewarded chords over unrewarded chords, t(31) ϭ 2.68, p Ͻ .01, d= ϭ 0.67 (Figure 4 , right panel). Overall these results indicate that strong combination-specific learning occurred for rewarded, but not unrewarded chords, and that rewarded chords were performed significantly more accurately than unrewarded chords. 2 2 We divided the subjects according to gender to see if using male faces influenced learning. Thus, the gender of the participant was added as a factor to the transfer accuracy analysis from Exp. One and the RT analysis from Exp. Two (in which learning differences were identified between rewarded and unrewarded combinations). It is surprising that the transfer data revealed a significant Gender ϫ Reward interaction, F(1, 30) ϭ 6.073, p Ͻ .05, p 2 ϭ 0.168, indicating that females showed a larger reward effect than males. We found somewhat similar results in Exp. 2; again females showed a larger reward effect than males, F(1, 44) ϭ 3.29, p ϭ .08, p 2 ϭ 0.070. Further work is necessary to determine whether this difference relates to the choice of stimuli or other factors. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Questionnaire. The first part of the questionnaire assessed participants' self-reported awareness, which is their subjective confidence in being able to discern which chords were rewarded and which were not. The average rating of self-reported awareness was 0.53 Ϯ 0.42. The second part of the questionnaire measured participants' "recall," which is their ability to identify which combinations were actually rewarded or unrewarded. The average recall score was 0.65 Ϯ 0.20. These two measures did not correlate significantly with each other (R 2 ϭ 0.16, ns), indicating that participants' subjective confidence was not related to their ability to recall which combinations were rewarded.
Participants were 65% accurate (SD ϭ 0.20) indicating which combinations were rewarded and which chords were not rewarded; which was not significantly better than chance performance (Z ϭ 0.73, ns). Nonetheless, to assess whether the difference in accuracies between rewarded and unrewarded chords during transfer may have been associated with awareness, a correlational analysis was conducted between the sum of the awareness scores and the difference between rewarded and unrewarded accuracy during transfer. To account for both participants' awareness (measured by self-report) and recall (measured by identification of the rewarded combinations during recall) of rewarded combinations, we summed each participant's self-report and recall scores to form a composite awareness score. No significant correlation between composite awareness and the difference between rewarded and unrewarded chord accuracies during transfer was revealed (r ϭ Ϫ0.222, N ϭ 32, ns; Figure 5 ). In addition, we also performed the same analysis for each awareness score separately. Self-reported confidence did not correlate significantly with the difference in accuracy between rewarded and unrewarded chords (R 2 ϭ Ϫ0.132, ns). Recall scores did not correlate significantly with the difference in accuracy between rewarded and unrewarded chords (R 2 ϭ Ϫ0.172, ns). Thus, awareness appears to have had little to no effect on accuracy differences between rewarded and unrewarded chords during transfer.
Discussion
The results of Experiment 1 indicate that participants learned to perform rewarded chords significantly faster and more accurately than unrewarded chords. Thus, the training data from Experiment 1 are consistent with four of our starting hypotheses: (a) reward may improve motor learning; (b) participants become biased to produce rewarded responses; (c) reward may strengthen the learning of associations between stimuli and responses; and (d) performance may be speeded in anticipation of a reward. However, we assessed learning in a transfer block in which no rewards were given so that the effects of reward on learning could be distinguished from the effects of reward on performance, and we again observed significantly higher accu- This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
racy for rewarded chords than unrewarded chords. In this way, the results from the transfer blocks, along with the accuracy advantage for the rewarded chords during training, contraindicate the fourth and fifth hypotheses that reward led to more rapid response production. Thus, the results indicate that reward affects learning, be it in terms of improved encoding of motor programs (Hypothesis 1), biases to make particular responses (Hypothesis 2), or stronger S-R associations (Hypothesis 3). This advantage for rewarded chords does not appear to be related to motivation or the degree of awareness the participant garnered during the course of the experiment as we observed no relationship between participants' awareness of which chords were rewarded (which was generally poor) and their improved performance for rewarded chords during transfer. Thus, these results demonstrate that participants need not be fully aware of how to obtain a reward to experience reward-related learning gains; rewarding certain chords was enough to observe stronger learning over unrewarded chords.
Experiment 2
Experiment 1 was designed so that four unique S-R combinations presented during training were indicative of a reward, while the remaining four were not. However, it is possible that our results demonstrate learning related to making specific responses rather than the binding of specific S-R combinations. In Experiment 2, we mapped the same eight combinations to one of two possible single-keypress responses that were each equally likely to yield a reward (50%). In this case, the motor demands are minimal (i.e., a single keypress), making motor processes an unlikely target of learning. To be clear, we are not arguing that the task complexity is different between tasks.
Although Experiment 1 required two simultaneous keypresses and Experiment 2 only required one keypress, Experiment 2 requires the learning of an arbitrary mapping of two faces to one of two keypresses, compared with the consistent 1:1 mapping of faces to keys in Experiment 1. However, it is not unreasonable to suggest that the motor demands are decreased from Experiment 1 to 2.
Because the two responses were rewarded with equal frequency, the hypotheses that reward biases the production of particular responses (Hypothesis 2) or improves motor learning of particular responses (Hypothesis 1) hold that no differences in performance on rewarded and unrewarded stimulus combinations should be observed during training or transfer. In contrast, if reward affects the encoding of S-R associations (Hypothesis 3), then differences between the two types of combinations should be observed even though they involve the same set of equally rewarded responses.
Method
Participants. Forty-eight right-handed participants with normal or corrected-to-normal vision were recruited from the undergraduate population at the University of Iowa (mean age ϭ 19.37 Ϯ 1.25; 34 female). All participants received credit toward completion of an introductory psychology course at the University. Two participants were excluded for performing at chance level during transfer. All procedures used in the experiment were approved by the University of Iowa's institutional review board.
Apparatus and stimuli. The stimuli were the same as in Experiment 1, but the responses were now one of two keys on a serial response box (see Figure 6 ). Participants responded with either their right index or middle finger. Four of the face pairs were mapped to the left button (Key 1, index finger) and This document is copyrighted by the American Psychological Association or one of its allied publishers.
four pairs were mapped to the right button (Key 2, middle finger). The remaining eight pairs were not presented. Each individual stimulus belonged to a pair mapped to Key 1 and a pair mapped to Key 2, so the individual keys were uncorrelated with the correct response. In addition, two of the combinations that were mapped to the left and right keys were linked to rewards (random point values of between 50 and 150), and the other two combinations were never rewarded. The combinations were chosen so that each individual face stimulus belonged to a rewarded pair and an unrewarded pair, so individual stimuli were also uncorrelated with reward. Moreover, half of the pairs linked to the left button and half of the pairs linked to the right button were rewarded. Rewarded pairs were counterbalanced across participants. With an average of 100 points per rewarded trial, the theoretical length of a block equaled at least 40 trials, 20 rewarded (20 ϫ 100 points ϭ 2,000) and 20 unrewarded. Generally, trials per block decreased through training. Procedure. To learn the mappings between face pairs and responses, participants first entered a 75-trial familiarization phase in which they initially guessed and were given feedback based on their response, "correct" or "incorrect." Because there were only two response options, an "incorrect" response indicated that the participant should have pressed the other key. The main purpose of the familiarization phase was to familiarize the participant to the demands of the task. Thus, it is unlikely that participants acquired a significant amount of information during this phase. Indeed, overall accuracy for the last 10 trials of the familiarization block was 59% across participants.
After familiarization, participants performed an 8 block training phase, which was identical to the training phase of Experiment 1 with the exception that the response demands changed (only one response was required as opposed to two responses). Correct responses to rewarded combinations yielded points necessary to complete the block, and correct responses to unrewarded combinations yielded no points. Incorrect responses yielded no points, but the word "Incorrect" was displayed as corrective feedback.
Following training, participants immediately performed a 50-trial transfer phase in which they performed the same task during training, but without rewards. No withheld combinations were included in this experiment.
Explicit knowledge questionnaire. Upon completing the transfer phase, participants were given a postexperiment questionnaire exactly as in Experiment 1, with the exception that we now assessed self-reported awareness by using a 0 to 9 Likert scale where a 0 indicated a complete lack of awareness and a 9 indicated complete awareness. Self-reported awareness scores were normed by dividing by 9 so that they ranged from 0 to 1. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Statistical analysis. Participants' RTs and accuracies served as the main dependent variables. For the analysis of RT, trials were eliminated if (a) an incorrect response was made or no response was made (27.1% of trials), (b) the trial followed an incorrect response (27.2%), (c) the stimulus combination was repeated from the previous trial (12.7%), or (d) an RT less than 300 ms or greater than 3000 ms was recorded (3.6%). In sum, we eliminated 54% of all transfer and training data.
3 All training data and transfer data were analyzed similarly to Experiment 1.
Results
Training-RT. For the analysis of RT, the best fitting model excluded the rate parameter as a fixed effect for reward. The fixed effect of reward was reliable on asymptote, rewarded: 1,195 ms, unrewarded 1,250 ms, t(637) ϭ 2.76, p Ͻ .01, d= ϭ 0.81, but not on magnitude, rewarded: 38 ms, unrewarded: 88 ms; t(637) ϭ 1.34, ns. These results indicate that by the end of training rewarded combinations were performed faster than unrewarded combinations (Figure 7 , left panel). Note, that in Experiment 2 the RTs increase slightly with block whereas in Experiment 1 RTs decreased with block. Despite this fundamental difference in the pattern of RT between the two experiments, the effect of reward was similar.
Training-Accuracy. The best fitting model excluded the rate parameter as a fixed effect of reward and a random effect between subjects. The effect of reward was reliable on asymptote, rewarded: 1.02, unrewarded: 0.94, t(639) ϭ Ϫ2.41, p Ͻ .05, d= ϭ 0.71, but not for magnitude, rewarded: 0.46, unrewarded: 0.40, t(639) ϭ 1.18, ns. These results indicate that by the end of training rewarded combinations were performed with higher accuracy than unrewarded combinations (Figure 7, right panel) .
Training-After Reward. To determine whether reward affected the subsequent trial, we modeled the same data across training for trials after rewarded and unrewarded trials as in Experiment 1. The RT asymptote values for trials after reward (1,204 ms) were not statistically different from trials after no reward, 1,221 ms; t(639) Ͻ Ϫ1.08, ns. Additionally, we saw no statistical differences for model-predicted magnitude (rewarded: 49, unrewarded: 29 ms, |t| Ͻ 1). However, the effect of reward was reliable on rate, rewarded: 0.48, unrewarded: 0.78, t(639) ϭ 2.10, p Ͻ .05, d= ϭ 0.62, indicating a faster rate for trials following unrewarded combinations over trials following rewarded combinations. Overall, these results suggest that reward had little effect on the subsequent trial with the exception that trials after rewarded trials were produced slightly slower by the end of training than unrewarded trials.
The same analysis was performed for accuracy. The best fitting model excluded the rate parameter as a fixed effect of reward and as a random effect between subjects. The model-predicted asymptote for trials after reward (0.90) was statistically similar to trials after no rewards (0.89; |t| Ͻ 1). No statistical difference was revealed for model-predicted magnitude values (after reward: 0.33, after no reward: 0.32; |t| Ͻ 1). In short, reward had no significant impact on the RT or accuracy of the following trial.
Transfer-RT. The RTs for rewarded combinations (1,160 ms) during the transfer block were shorter than the unrewarded combinations (1,244 ms), t(46) ϭ 3.02, p Ͻ .05, d= ϭ 0.37 (Figure 8, Panel A, left) in the transfer blocks when no rewards were given on any trials.
3 Although this proportion is high, it is attributable to the fact that participants needed to acquire information about the mapping through trial and error. Indeed most data we eliminated was in the first four blocks of training (65%); 45% of data were eliminated from the last four blocks of training; and only 34.5% of data were eliminated from transfer. Moreover, we performed the same analyses on the training data retaining trials after errors and repeat trials (including 69% of the available data). The significant results did not change for this analysis. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Transfer-Accuracy. Average accuracies for rewarded and unrewarded combinations during the transfer block were 0.86 and 0.85, respectively (t Ͻ 1; Figure 8 , Panel A, right).
Questionnaire. The average self-reported awareness of the combination-reward relationship was 0.47 (SD ϭ 0.32) where a 1 represents full awareness of which combinations were rewarded and 0 equals no awareness. The mean accuracy score, indicating which combinations were rewarded or unrewarded combinations was 0.59 (SD ϭ 0.18), which did not differ significantly from chance (Z ϭ 0.48, ns). These two measures did not correlate significantly with each other (R 2 ϭ 0.04, ns). No significant correlation was revealed between awareness and the difference between rewarded and unrewarded combination RTs (R 2 ϭ 0.13, N ϭ 45, p ϭ .39). In addition, self-reported confidence (R 2 ϭ 0.18, ns) and recall (R 2 ϭ 0.04, ns) did not correlate significantly with the difference in RT between rewarded and unrewarded combinations. This suggests that awareness had very little effect on RT differences between rewarded and unrewarded combinations during transfer (see Figure 9) .
Increasing versus decreasing RTs in Experiment 2. The results of Experiment 2 demonstrated that rewarded combinations were performed more quickly than unrewarded combinations during training. However, the shape of the learning curve was unconventional as mean RT increased during training. Given that the tasks demanded that participants learn the S-R mapping through trial and error, it is possible that some participants simply made quick responses early in training in order to rapidly receive feedback. Using this strategy would reduce the RTs for those participants early in training because some of those quick responses would be correct by chance and affect the change in RT across training. Indeed, further scrutiny of the data revealed that half of the participants experienced a drop in RTs from Block 1 to Block 8 (n ϭ 23), whereas the other half showed increasing RTs (n ϭ 23). Therefore, we analyzed these groups of participants separately to determine if reward affected performance and learning differently between groups.
Results-Participants Whose RTs decreased

Across Training
Training-RT. For this analysis, eliminating the rate parameter as a fixed effect for reward and as a random effect between subjects produced the best-fitting model. The effect of reward was reliable on the asymptote, rewarded: 1,053 ms, unrewarded 1,133 ms, t(316) ϭ 2.15, p Ͻ .05, d= ϭ 0.63, but not on the magnitude, rewarded: 225 ms, unrewarded: 180 ms (|t| Ͻ 1). These results indicate that by the end of training rewarded combinations were performed faster than unrewarded combinations (Figure 10 , Panel A, left) for these participants.
Training-Accuracy. Eliminating the asymptote parameter as a fixed effect of reward and eliminating magnitude and rate as random between-subjects effects produced the best model fit. The effect of reward was not reliable on magnitude, rewarded: 0.39, unrewarded: 0.43, t(317) ϭ Ϫ1.18, ns, or rate, rewarded: 0.21, unrewarded: 0.15, t(317) ϭ Ϫ1.25, ns. These results indicate no differences between rewarded and unrewarded combinations in terms of accuracy for this group (Figure 10, Panel A, right) . Transfer-RT. The RTs for rewarded combinations (1,065 ms) during the transfer block were less than the unrewarded 4 To determine whether reward affected the subsequent trial for both groups, we modeled the same data across training for trials after rewarded and unrewarded trials. We saw no significant effect of prior reward on any parameter for both groups. Transfer-Accuracy. Average accuracies for rewarded and unrewarded combinations during the transfer block were 0.86 and 0.89, respectively, t Ͻ 1 (Figure 8, Panel B, right) .
Questionnaire. One participant chose not to fill out the postexperiment questionnaire. The average self-reported awareness of the combination-reward relationship was 0.47 (SD ϭ 0.34). Participants in this group were 58% accurate (SD ϭ 0.17) indicating which combinations were rewarded or unrewarded combinations, which did not differ significantly from chance (Z ϭ 0.50, ns). These two measures did not correlate significantly with each other (R 2 ϭ 0.12, ns). No significant correlation between composite awareness and the difference between rewarded and unrewarded combination RTs was revealed (R 2 ϭ 0.08, N ϭ 22, p ϭ .73). In addition self-reported confidence (R 2 ϭ 0.09, ns) and recall (R 2 ϭ Ϫ0.0002, ns) did not correlate significantly with the effect of reward. These results suggest that awareness had very little effect on RT differences between rewarded and unrewarded combinations during transfer for this group.
Results-Participants Whose RTs increased Across Training
Training-RT. For this analysis, a model comparison revealed that eliminating the rate parameter as a fixed effect for This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
reward and as a random effect between subjects produced the best-fitting model. The effect of reward was not reliable on asymptote, rewarded: 1,273 ms, unrewarded 1,316 ms, t(317) ϭ 1.3, ns, or magnitude, rewarded: 261 ms, unrewarded: 317 ms; t(317) ϭ Ϫ1.00. These results indicate that reward had no effect on RTs (Figure 10 , Panel B, left) for these participants. Training-Accuracy. For this analysis, a model comparison revealed that eliminating the asymptote parameter as a fixed effect of reward and magnitude and rate as random effects produced the best-fitting model. The effect of reward was not reliable on magnitude, rewarded: 0.49, unrewarded: 0.49 (t Ͻ 1), or rate, rewarded: 0.13, unrewarded: 0.10 (t Ͻ 1). Overall, reward had no effect on RTs or accuracy for this group (Figure 10, Panel B,  right) .
Transfer-RT. The RTs for rewarded (1,255 ms) and unrewarded combinations (1,282 ms) during the transfer block did not differ (t Ͻ 1; Figure 8 , Panel C, left) for this group.
Transfer-Accuracy. Average accuracies for rewarded and unrewarded combinations during the transfer block were 0.86 and 0.81, respectively. This difference was not statistically significant, t (22) Questionnaire. The average self-reported awareness of the combination-reward relationship was 0.47 (SD ϭ 0.30). Participants were 59% accurate (SD ϭ 0.19) indicating which combinations were rewarded or unrewarded combinations, which did not differ significantly from chance (Z ϭ 0.44, ns). These two measures did not correlate significantly with each other (R 2 ϭ Ϫ0.02, ns). No significant correlation between awareness and the difference between rewarded and unrewarded combination RTs was revealed (R 2 ϭ 0.334, N ϭ 23, p ϭ .12). In addition, self-reported confidence (R 2 ϭ 0.29, ns) and recall (R 2 ϭ 0.16, ns) did not correlate significantly with the effect of reward. These results suggest that awareness had very little effect on RT differences between rewarded and unrewarded combinations during transfer for this group. These results suggest that awareness had very little effect on RT differences between rewarded and unrewarded combinations during transfer.
Discussion
The motor demands of Experiment 2 were greatly simplified (single keypresses) and both responses were equally likely to be rewarded. Thus, the advantage for rewarded combinations does not reflect a response bias (Hypothesis 2) or an advantage in learning the motor programs associated with the responses (Hypothesis 1). Instead, reward appears to facilitate the learning of the S-R mappings between the combination of stimuli and the particular response (Hypothesis 3). Moreover, in both experiments, advantages for previously rewarded combinations extended to the transfer blocks, when there was no possibility of reward, suggesting that the advantage stemmed from learning rather than anticipation of reward. Also similar to Experiment 1, participants demonstrated poor awareness of the combination-reward relationships, and the correlation between awareness and the reward effect at transfer (R 2 ϭ 0.15) was not significant. Intriguingly, we split the participants in two groups: those whose RTs decreased through training and those whose did not. One reason for this difference is that some participants may have responded quickly during the first blocks of training in order to learn the S-R mapping. Consistent with this hypothesis, both groups of participants showed increases in accuracy throughout training, and those who responded quickly tended to have lower accuracies in the early blocks. The effect of reward was only significant for the former group, although both groups showed numerically larger decrements in RT for rewarded combinations. Critically, participants who experienced a drop in RT and a rise in accuracy across training experienced strong transfer of the reward effect.
General Discussion
The present experiments provide evidence that rewards can bolster incidental learning of S-R associations, extending the work of Palminteri et al. (2011) to show that benefits for rewarded associations are obtained even when response biases were eliminated. Thus, we demonstrate that reward can facilitate the acquisition of S-R associations in an incidental learning task rather than affecting motor production. Although we cannot rule out the possibility that reward alters performance in other ways, such as biasing response selection or improving the learning of motor programs, it appears that rewarding performance strengthens the means by which complex stimuli activate particular response options (see Wifall et al., 2014) . This would be sufficient to explain the results in both experiments, but reward may target other mechanisms as well.
Participants' responses on a postexperiment questionnaire did not reveal much awareness of which combinations were rewarded. Thus, our manipulation was successful at minimizing participants' awareness of which combinations were rewarded. These results are similar to previous research by Pessiglione et al. (2008) demonstrating instrumental learning using subliminal rewards. Thus, it appears that reward can influence instrumental as well as incidental learning, and that direct manipulation of top-down factors is not needed to observe these effects.
It is possible that some participants became aware of which combinations were rewarded and that this awareness was not accurately expressed through our postexperiment questionnaire. However, it is unlikely that participants were able to explicitly recognize which combinations were rewarded, because the best strategy for obtaining rewards in these experiments was to ensure an accurate response on these trials by slowing their responses. Although rewarded pairs were consistently performed more accurately than unrewarded pairs, they were also performed more quickly. This pattern, along with the poor ability to report which pairs were rewarded, suggests that the performance advantage for rewarded pairs resulted from stronger learned associations between the stimuli and responses.
Reward and Motivation
There is clear evidence that reward can motivate improved performance on declarative learning (e.g., Adcock, Thangavel, WhitfieldGabrieli, Knutson, & Gabrieli, 2006; Wittmann, Dolan, & Düzel, 2011; Wittmann et al., 2005) , probabilistic learning (e.g., Delgado, Miller, Inati, & Phelps, 2005; Galvan et al., 2005) , and procedural learning tasks (e.g., Abe et al., 2011; Wächter et al., 2009 ). Considering that reward can influence top-down factors, including attention (e.g., Anderson et al., 2011; Anderson & Yantis, 2014 Roper, Vecera & Vaidya, 2014) , cognitive control (e.g., van Steenbergen, Band, & Hommel, 2009 , and visual working memory (e.g., Gong & Li, 2014) , there are many possible ways in which reward can improve performance in learning tasks. However, given that we found that the benefit of reward generalized to a situation where rewards are This document is copyrighted by the American Psychological Association or one of its allied publishers.
no longer available, we conclude that reward can also improve learning without direct manipulation of top-down factors. Although enhancing motivation is a useful tool for teachers, it appears that rewards do not necessarily need to be used as a motivational tool in order to be effective; simply reinforcing associative learning with rewards is enough to incur the benefit.
The Basal Ganglia, Dopamine, and Incidental Learning
These findings are consistent with current models of the basal ganglia, where dopamine acts as a teaching signal to train the dorsal striatum to make accurate and efficient responses (Frank, 2005; Wickens, 1997) . Although we did not measure neural activity in our experiments, the current results are consistent with gradual basal-ganglia mediated learning (Ashby & Maddox, 2011; Delgado et al., 2005; Frank, 2005; Galvan et al., 2005; Palminteri et al., 2011; Palminteri et al., 2009) .
Overwhelming evidence indicates a link between incidental learning and the basal ganglia (e.g., Ashby & Maddox, 2011; Frank, 2005; Grafton, Hazeltine, & Ivry, 1995; Packard & Knowlton, 2002; Seger, 2006) . Rats with dorsal striatum lesions are impaired at S-R learning (Packard, Hirsh, & White, 1989; Packard & McGaugh, 1996) , and patients with degeneration of the basal ganglia such as Huntington's (Paulsen, Butters, Salmon, Heindel, & Swenson, 1993) , and Parkinson's disease (PD) patients (Knowlton, Mangels, & Squire, 1996; Shohamy, Myers, Grossman, Sage, & Gluck, 2005; Siegert, Taylor, Weatherall, & Abernethy, 2006) have been observed to experience incidental learning deficits.
The specific contributions of dopaminergic modulation of the basal ganglia to incidental learning are beginning to be understood (de Vries, Ulte, Zwitserlood, Szymanski, & Knecht, 2010; Frank, 2005; Frank, Seeberger, & O'Reilly, 2004; Palminteri et al., 2009; Palminteri et al., 2011) . Within the basal ganglia, midbrain dopaminergic neurons synapse on neurons in the dorsal and ventral striatum (Parent, 1990) . Midbrain dopaminergic neurons are especially sensitive to the presence of an unexpected reward as well as the absence of an expected reward (Schultz, 1998; Zaghloul et al., 2009) . Because dopaminergic neuron axon terminals synapse on the striatum, it is logical to assume that reward might play a significant role in forming associations. Evidence from Tourette's patients, who experience increased dopaminergic transmission to the striatum (Graybiel & Canales, 2001) , supports the notion that dopamine can reinforce motor skill learning (Palminteri et al., 2011) ; unmedicated patients with Tourette's syndrome experience significantly greater reward-related improvements on a motorlearning task than age-matched comparisons. Additionally, dopamine agonists have been shown to improve the formation of S-R relationships in rats (Packard & White, 1991) and the acquisition of statistical regularities in humans (de Vries et al., 2010) . If dopamine supports incidental learning, is it possible that increased dopaminergic transmission to the striatum in anticipation of reward can bolster the encoding of associations?
Michael Frank and colleagues developed a model to explain the reinforcing role of dopamine and the incidental learning deficiencies extant in patients with PD (Frank, 2005 (Frank, , 2006 . Although its release is diffuse, occurring through varicosities in the striatum, dopamine can selectively reinforce associations through two types of medium spiny neurons (MSNs): D1 and D2 receptor neurons (Ince, Ciliax, & Levey, 1997) . MSNs expressing D1 receptors experience increased potentiation by dopamine and stimulate the direct or "go" pathway, ultimately enhancing cortical activation. Conversely, MSNs expressing the D2 receptor experience decreased potentiation in the presence of dopamine, which deactivates the indirect or "no-go" pathway. Although the release of dopamine may serve to reinforce particular associations, a decrease in dopamine release can decrease the activity of the "go" pathway, while increasing the activity of the "no-go" pathway. Thus, associations that are linked to nigrostriatal dopamine release may be selectively strengthened within the cortex, whereas those that are accompanied by dips in nigrostriatal dopaminergic transmission may be selectively weakened.
This model has been supported by functional imaging evidence demonstrating positive changes in activation of the striatum immediately following reward-related learning (Galvan et al., 2005; Knutson, Adams, Fong, & Hommer, 2001; Liu et al., 2007; Wäch-ter et al., 2009; Wittmann et al., 2005) . To conclude, if we assume based on prior research that (a) nigrostriatal dopamine release is predictive of reward (Schultz, 1998) , and (b) nigrostriatal dopamine release is attenuated by an absence of an expected reward (Schultz, 1998) , then ostensibly associations that are rewarded should be reinforced within the fronto-striatal circuitry more effectively than those that are not. Such results would be consistent with several findings that support dopamine's role in reinforcement learning (Berns & Sejnowski, 1998; Doya, 2000; Hikosaka, Nakamura, Sakai, & Nakahara, 2002; Suri & Schultz, 1998) .
Future Directions
Several issues remain to be addressed to better understand the relationship between reward, dopamine, and learning. For example, one critical question is whether dopamine release in the basal ganglia causes learning or if dopamine release is the result of learning (Berridge, 2007) . If dopamine in the basal ganglia does in fact cause the increased binding of associations that occurred in our experiments, we would expect the effect observed in our two experiments to be modulated by dopamine manipulation similarly to previous research (Frank et al., 2004; Palminteri et al., 2009) . Along these lines, we would expect dopamine agonists or antagonists to disrupt this effect, especially in patients with PD, where selective dopamine neurotransmission to rewards would be minimized. Thus, one would predict that medicated patients with PD would experience significantly less reward-related incidental learning gains than age-matched comparisons.
It will also be vital to dissociate this effect from incentive learning (Berridge, 2007; Flagel et al., 2011) . It is possible that reward simply acts to link incentive to a conditioned stimulus. Therefore, future research will need to determine whether dopamine simply updates what is incentivized, or if it in fact directly causes the formation of associations. By mitigating the role of incentive learning using the chord learning paradigm, it may be possible to further examine the role of dopaminergic neurotransmission in rewarded incidental learning in the future. Additionally, mouse models may be a viable path to test whether our findings are the function of dopaminergic neurotransmission. It also may be possible to tease apart the motivational role of reward from its effects on learning through fMRI (Javadi, Schmidt, & Smolka, 2014; Miller, Shankar, Knutson, & McClure, 2014 ). This document is copyrighted by the American Psychological Association or one of its allied publishers.
Finally, it is vital to not discount the involvement of other brain areas that may contribute to this effect such as the amygdala and orbitofrontal cortex (Holland & Gallagher, 2004; O'Doherty, 2004; Small et al., 2003; Watanabe Sakagami, & Haruno, 2013) , and the medial temporal cortex (Wimmer & Shohamy, 2012; Wittmann et al., 2005) . It is important to note that dopamine release contacts a myriad of structures in the brain through mesolimbic and nigrostriatal pathways including the motor cortex (Molina-Luna et al., 2009 ). Thus, the direct instantiation of rewarded incidental learning in the brain could exist through one or more of these areas.
Limitations of the Current Study
In the current study, we used reward to manipulate behavior. However, we cannot claim that our manipulation (i.e., points toward completing the experimental blocks) induced positive feelings. Indeed, our reward in these experiments was abstract (time) and not a primary reward (such as food). However, as noted by Palminteri et al. (2009) , money is not necessary to induce rewardrelated behavioral changes (Frank et al., 2004; Schmidt et al., 2008) . Thus, although we cannot make claims about the emotional aspect of the reward granted in our experiment, it is clear that our manipulation had a robust behavioral effect.
One might also argue that participants could have viewed rewards as a neutral condition, and no rewards as a punishment condition. However, previous studies have noted that punishments do not induce significant and long-lasting learning gains in motor learning studies (Abe et al., 2011; Wächter et al., 2009 ). Therefore, we see it as unlikely that this effect was mediated through punishment circuitry. This does not mean that this effect cannot be mediated through punishment circuitry, however we do maintain that even if this is the case that the direct and indirect pathways of the basal ganglia could still possibly have mediated this type of learning (Frank, 2005) and that this effect may be driven by changes in dopamine release.
Conclusion
We examined the learning of rewarded and unrewarded associations while minimizing the role of top-down factors such as attention and motivation. Consistent with previous findings from Palminteri et al. (2011) , we demonstrated that participants can benefit from reward even when awareness of which combinations are rewarded remained low. This effect was observed even when multiple rewarded and unrewarded combinations shared a single response. We conclude that incidental learning processes are affected by reward in such a way to allow for the specific strengthening of rewarded associations.
