Some oscillation results for matrix and vector differential equations with forcing term  by Kartsatos, A.G & Walters, T
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 73, 506-513 (1980) 
Some Oscillation Results for Matrix and Vector 
Differential Equations with Forcing Term 
A. G. K.~RTSATOS AND T. WALTERS 
Department of Mathematics, University of South Florida, Tampa, Florida 33620 
Submitted by Ky Fan 
I. INTRODUCTION 
In this paper we study some oscillation properties of matrix equations of 
the form 
X” + w, X) = Q(t), w 
and nth-order vector equations of the form 
.dn) + g(t, /I x [i)x = Q(t, x), n even. (V) 
In Eq. (M), P, Q, X are real ?z x n matrices, and in (V), Q, x are real n- 
vectors and g is real valued. A real n >< n matrix X(t), t E [OL, W) (a > 0, con- 
stant) is said to be “oscillatory ” if its determinant det X(t) has an infinity of 
zeros on [ar, m). Otherwise X(t) is called “nonoscillatory.” A real n-vector x(t), 
t E [01, cc) (a > 0, constant), is said to be “oscillatory” if (x(t), h) has an 
infinity of zeros on [c+ co) for any h E R” (R = (-CO, co)). Here (., .) denotes 
the inner product of R”. Although there is a large number of oscillation criteria 
for solutions of (M) with Q(t) = 0, problem (NI) with Q(t) + 0 becomes 
extremely difficult, and there are virtually no results concerning the oscillation 
of (RI) even in simple linear cases. One of the main reasons for this is the absence 
of “prepared” solutions of (NI). Prepared solutions of (M) with Q(t) = 0 are 
certain solutions with a symmetry property that can be effectively employed in 
oscillation theory. 
Our main purpose here is to give a result for (RI), where P satisfies an integral 
condition involving a second antiderivative It(t) of Q, and F’(t) is bounded on 
[01, 00) (with ci > 0, constant) and “stays away from zero,” in a sense to be 
more precise in Corollary 1. This result extends to the present case a result of 
Kartsatos and Manougian (see [4]) concerning Izth-order scalar equations. 
As far as (V) is concerned, we first give an oscillation result with Q(t, .r) = Q(t) 
which extends a second-order result of Domshlak [l] for Q(t) G 0. Our method 
is based on reducing the problem to a scalar equation, and then applying a 
comparison result of Kartsatos [3]. L% ‘e also give a second result, which deals 
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with {h, d}-nonoscillatory solutions (cf. Domshlak [I]) and extends the corre- 
sponding result of Domshlak to the present case. 
The reader is referred to Etgen and Pawlowski [2], St. Mary [5], Swanson [7], 
and the references therein for some general oscillation results for matrix equations 
with Q(t) = 0. 
In what follows, R = (-co, co), R, = [0, co), <., .) is the inner product of 
R”, // . I/ is the Euclidean norm on R’” and also the corresponding n x n matrix 
norm. By a solution of (M) we mean a twice continuously differentiable n x n 
matrix X(t) defined on an interval [01, co) (a > 0 depends on X) and satisfying 
X”(t) + w, X(t)) = Q(f), t E [a, co). 
Similarly, a solution of (V) is defined to be an n-vector x(t), [cq co) (a > 0 
depends on .r) such that x(t) is defined, II times continuously differentiable and 
satisfying (V) on [cu, co). Of course, in these definitions the functions P, H, Q 
are properly defined on infinite intervals with respect to t. Oscillatory matrices 
and vectors have been defined above. By M, we denote the space of all real 
n X 72 matrices. 
DEFINITION 1. Let d E (0, l] be given. A function x: [a, co) -+ R” (CL > 0, 
constant) is said to be “{A, d}-nonoscillatory ” if there exists h E Rn such that 
:;u(t), h) > d Ij u(t)11 I/h Ij for all large t. 
2. MATRIX EQUATIONS 
The following theorem guarantees the existence of solutions of (M) with a 
certain asymptotic behavior. This result is then used in Corollary 1 in order to 
obtain an infinity of oscillatory solutions of (M). 
THEOREM 1. Consider (M) under the following assumptions: 
(i) there exists a continuous V: R+ + Mn such that Q(t) = V”(t), t E R,; 
(ii) P: R, x M, + Mu is continuous and such that 11 P(t, I’)11 < q(t, I/ Y/l), 
(t, Y) E R, x Al, , where q: R, x R, - R, is continuous and increasing in its 
second variable; 
(iii) for some X > 0, 
s 
cc sq(s, A + II V(s)/!) ds -=L +a. 
0 
Then ;f K E M, with I/ K /) < A, there exists a soZution X(t) of(M) which satisfies 
‘,$ [X(t) - V(t)] = K. 
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Proof. Letting B(t) = X(t) - V(t), where X(t) is a solution of (M), we 
may write (M) as follows: 
B” + P(t, B + V(t)) = 0. 
We are planning to show that the integral equation 
(1) 
B(t) = K + J]= (t - s) P(s, B(s) + V(s)) ds (2) 
has a solution B(t) defined on an interval [to , +oo) for some t, > 0. To this 
and, we show that the operator 
(TB)(t) = K + Jfrn (t - s) P(s, B(s) + V(s)) ds (3) 
has a fixed point in a suitable Banach space of matrix-valued functions. Given 
i E R consider the space 
Xr = {CT: [t, + a) + ilTn ; U is continuous and 
lim U(t) exists as a finite matrix}. 
f-+ffi (4) 
XT is a Banach space under the sup norm. A set N in Xi is relatively 
compact if and only if it is uniformly bounded, equicontinuous, and equi- 
convergent in the following sense: for every E > 0 there exists p(~) > 0 such 
that 
II U(t) - Ul II -c fz 
for every t > p(e), U E N, where U, denotes the limit of the matrix U at infinity. 
We first observe that our integral condition on 4 implies the existence of some 
t, > 0 such that, for every t > t, , we have 
II KII + j-= (s - 4 Q(S, h+ II Q)ll) ds d A. 
t (5) 
Denoting by S the set of all U E X, such that I/ U 11 < A, (11 . /I = sup norm), 
we get from (5) that T(S) C S. Now it is easy to see that the set T(S) is equi- 
continuous. In fact, this is a consequence of the fact that every function in T(S) 
has derivative bounded above, for all t > to, by the integral 
f m q(s, A + II WI) ds < +a. t 
It is easy to see that if B E S then 
II T(B) - k’ll < Irn (s - t) Q(S, A + II WI) ds. (7) 
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Since the integral on the right in (7) tends to zero independently of B, it 
follows that the set T(S) is equiconvergent. Thus, T(S) is relatively compact 
in XtO . The proof of the continuity of the integral operator T can also be easily 
shown and is therefore omitted. Thus, by Tychonov’s theorem, the operator T 
has a fixed point in the ball S. This fixed point B(t) satisfies Eq. (1). The con- 
clusion of the theorem follows by letting X(t) = B(t) + V(t). 
We are now ready for the following corollary, which is the main result of 
this section. 
COROLLARY I. Along with the assumptions of Theorem I, assume that 
(i) I/ C’(t)11 is bounded ~2 [CY, +co), (Y > 0, 
(ii) there exists L E M, such that I\ L // < X and 6 > 0 such that 
f’+c sup det(L + V(t)) > 6, 
Fir inf det(L + V(t)) < 4. 
(8) 
Then there exists an oscillatory solution of Eq. (M). 
Proof. Theorem 1 implies the existence of a solution X(t) of (M) such that 
X(t) - V(t) 4 L as t -+ + co. We may assume that this solution X(t) is defined 
for all t > 01. Let (ti}, i = 1, 2 ,..., be such that lim,,, ti = $ co and 
det(L + t’(Q) = 6, i = 1, 2 ,... . 
Since V(t) is bounded, X(t) is also bounded on [ar, + co), and this implies the 
existence of a compact set Z in M, such that V(t), X(t) E Z, t E [a, j-00). By 
the uniform continuity of the determinant function on Z, there exist p(S) > 0 
and a positive integer i0 such that 
II -vi) - (L + V(ti))ll < p(S) (9) 
and 
I det X(ti) - det(L + V(Q)1 < S/2 (10) 
for every i > i,, . Consequently, from (10) we deduce that det(X(ti)) ;> S/2 for 
all i >, iO. Similarly, we can show that det(X(si)) < --6/2 for all large i, where 
{Q}, i = 1, 2 ,..., is a sequence in [a, +a) with lim,,, si = + co. Obviously, 
det(X(t)) has an unbounded set of zeros on [01, +oo), and this completes the 
proof. 
EXAMPLE 1. In Eq. (M) let 
P(t, X) = 
&x2y s(c II x II) = & II x l12? 
510 
and 
KARTSATOS AND WALTERS 
Q(t) = [l/(y+t,) 1i(t + 1) 1 H cost . 
It is easy to see that the hypotheses of Corollary 1 are satisfied. Thus (IVI) has 
at least one oscillatory solution. 
It is worth noting that if the hypotheses of Corollary 1 are satisfied, there is 
an infinity of oscillatory solutions of @VI). This follows easily from the fact that 
the integral equation (2) has solutions for all “small” matrices K. 
3. VECTOR EQUATIONS 
In the following result we provide conditions that ensure the oscillation of all 
solutions of I’ (with Q = Q(t)), ‘f I a certain associated scalar equation is os- 
cillatory. 
THEOREM 2. Consider Eq. (V) with Q = Q(t), and let the following assump- 
tions be satisfied: 
(i) g: R, x R, + R, is continuous, increasing in its second aariable with 
g(t,s) >OfOYS #O; 
(ii) rfn)(t) GE Q(t), t E R, , where r: R, + R” is continuous, oscillatory, 
and such that r(t) +Oas-t+co; 
(iii) the scalar equation 
u(n) + g(t, 1)u = 0 (‘1) 
has all of its solutions oscillatory for every 1 > 0. 
Then every solution of (M) is oscillatory. 
Proof. Assume the existence of a solution x(t) of (V) such that the scalar 
function <x(t), hi is nonoscillatory for some h E Rn. Without loss of generality, 
we may (and do) assume that (x(t), h) > 0 for every t 3 f,, > 0. Taking inner 
products in (V) with h we obtain 
(.x+‘(t), h) + (g(t, 11 .x(t)Il) x(t), h) = <+‘(t), h‘ (14 
or 
(x(t), h)‘“’ + g(t, II .x(t)ll)(.Z’(t), 11) = d?(t), (13) 
where rh(t) = <r(t), h). Letting y(t) = (x(t), h) - rh(t), the above equation 
becomes 
y’“‘(t) + g(t, II +>ll)(Y(t) + G(t)) = 0. (14) 
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Since y(r) + y*(t) = <x(t), h) > 0 for t 3 t, , (14) implies that y(“)(t) < 0 
for t > t, . It follows that all the derivatives y(“)(t), k = 0, l,..., n - 1, are of 
fixed sign for all large t. Moreover, no two consecutive derivatives can be 
be eventually negative, for this would imply that y(t) + -CO as t + +CD, a 
contradiction to the positiveness of ,(x(t), h). Thus since n is even, y’(t) > 0 
for all t > t i 3 t, . This immediately implies that y(t) > 0 for all t 3 t, 2 t, . 
In fact, y(t) = s(t), h) - yh(t) < 0 for all large t is impossible due to the 
positiveness of ’ I, h) and the oscillation of yh(t). Consequently, there exists 
t 3 2 t, and a number d > 0 such that y(t) = (x(t), h) - yh(t) > d for ever) 
t 2 t, . This in turn implies, along with y*(t) + 0 as t + +co, that, for some 
t4 3 t, 3 
‘I .f(t)ll II h II 3 I\ .+), h,,l 2 d - y&J >, 42, t 3 t,, (15) 
or 
II .W 2 d/(2 II h II) = A t > t4. (16) 
Thus, from (14) we obtain 
YV) + g(t, 4(r(t) + m(t)) d 0, t > t, . (17) 
iL‘ow we may continue as in (2.16) of Kartsatos [3] to obtain a positive solution 
to the scalar equation 
uyt) + g(t, A)24 = 0, (18) 
a contradiction to its assumed oscillation. This completes the proof. 
EXAMPLE 2. Let g(t, 11 u 11) = p(t) 1) II (Iz with p: R, + R, continuous. Let 
r(t) = (sin t/(t A l))‘nk+ t E R, , where v is a fixed vector in Rn. Furthermore, 
assume that 
s 
3( 
@p(t) dt = +a~. 
0 
Then all the hypotheses of Theorem 2 are satisfied, because the above integral 
condition ensures the oscillation of the linear equation (I 1) for any I > 0, 
h E Rn, h f 0 (cf. Kartsatos [4]). 
The following result ensures the absence of {h, d}-nonoscillatory solutions 
of T’. 
THEOREM 3. Assume that g: R, x R, + R, is continuous. Assume further 
that giwen OL > 0 there exists N(ar) > 0 such that h E (0, a) implies that g(t, A) < 
~‘V(a)g(t, CY), t ‘I: 0. Furtherzaore, let /I Q(t, u)ll < c(t) g(t, /I u 11) 11 u/I, where c: 
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R, ---f R, is continuous and such that c(t) --t 0 as t --+ + co. Then, if for eaer-y 
01 > 0 and every y > 0 the scalar equation 
d”’ + yg(t, a)u = 0 (*) 
has all of its solutions oscillatory, (V) has no (h, d}-nonoscillatory solutions. 
Proof. Suppose that (V) has an {h, d}-nonoscillatory solution u(t), t :-:- t, > 0, 
for some h E Rn, d E (0, 11. Taking inner products of (V) with h we get 
vP(t), h\ + g(t, 11 u(t)ll)<u(t), h; = Q(t, u(t)), II:, (19) 
for every t > t, > 0. From the assumed inequality on Q, letting w(t) =- <u(t), h:), 
we obtain 
w(Yt) + g(t, II u(t)jl)[l - d-+(t)] w(t) < 0 (20) 
for every t > t, > t, , where t, has been chosen so that 1 - dp’c(t) > 0 for 
every t 3 t, . In fact, (20) follows from 
g(h II u(Ol)<u(O, h; - ::Q(e u(Q), h:) 
> g(c II u(WW), h) - II SO, Wll II h /I 
3 g(t, II WKW, hi, - c(Og(c II WI) II W II 11 II
= & II W)[G4), h:) - d-V II W II h II) 401 
3 g(t, I/ u(t)ll) . (u(t), h‘ . [I - d-4(t)]. 
(21 ) 
As in the proof of Theorem 2, we conclude that // u(t)11 >, m for all t 3 t? ~2 f, 
Then (21) implies 
w(y) + rg(t, m) w(t) < 0, 
where t, has been chosen so that we also have 
t > t, , (22) 
[I - d-Wl[llW41 > Y, t 3 t,. (23) 
Now we may continue as in (2.16) of Kartsatos [3] to obtain a positive solution 
to Eq. (*) with 01 = m, a contradiction. 
The above result contains the most interesting special case of Domshlak’s 
result in [l] because Domshlak assumed that n = 2 as well as a specific integral 
condition under which (*) is oscillatory. Domshlak’s proof actually depends on 
this integral condition, which reads 
for every 01 > 0. It should be noted here that if N(or) = 1 (which happens if g is 
increasing), then the constant y in the statement of Theorem 3 can be a fixed 
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constant in (0, 1). This follows from (23) because c(t) + 0 as t ---f +co. It is 
also possible to have (*) oscillatory for such a constant y without g satisfying the 
above integral condition (for 71 = 2). We only need a lower bound for g(t, a) 
independent of cy E R+\{O} in connection with Opial’s result in [6]. 
EXAMPLE 3. Let g(t, 11 u 11) = (l/3(1 + t)) jl u /I3 for every (t, U) E R’~ x R2. 
Let Q(t, U) = [l/(1 + t)3] In(ll u II4 + I)v, where z, E R’ is fixed. It is easy to 
see that assumptions of Theorem 3 are satisfied. Thus Eq. (V) has no {h, d}- 
nonoscillatory solutions for any h E R* and any d E (0, I]. 
We should note here that the conditions on g, 01 of Theorem 3 can be replaced 
by the following: g: R, x R” --f R, is continuous and such that, given v E R”, 
there exists N(v) > 0 such that 11 v I/ < 11 u 11 implies that g(t, v) < N(v) g(t, u), 
t > 0. Furthermore, I/ Q(t, u)II < c(t)g(t, U) /I u /I, where c is as in Theorem 3. 
Equation (*) must now be replaced by 
dn’ + I&, 4)” = 0, 
which has oscillatory solutions for every 4 E R9’, Q # 0, and every y > 0. 
Domshlak considered such equations in [I]. Thus, our Theorem 3 stated and 
proved under the above slightly more general conditions contains Domshlak’s 
result. 
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