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Introduc¸a˜o
A teoria dos polino´mios ortogonais constitui um local de encontro privilegiado de diver-
sas disciplinas (F´ısica–Matema´tica, Ana´lise Nume´rica, Ana´lise Funcional, Probabilidades,
Est´ıstica, etc). As sucesso˜es de polino´mios ortogonais mais utilizadas sa˜o as dos polino´mios
cla´ssicos que esta˜o intimamente ligados a`s func¸o˜es hiper–geome´tricas. Na˜o e´ de estranhar
que muitos dos trabalhos que se teˆm escrito ate´ hoje tenham como ponto de partida o
cara´cter hiper–geome´trico destas sucesso˜es, [99], [45], [9] e [87]. Mas a evoluc¸a˜o da teo-
ria matema´tica dos polino´mios ortogonais tem sido feita no sentido de progressivamente
“esquecer” esta tendeˆncia. Como marco importante desta evoluc¸a˜o temos o trabalho de
T.S.Chihara [30]. Neste trabalho o autor introduz o conceito de funcional de momentos e
o de sucessa˜o de polino´mios ortogonais que lhe esta´ associada.
Diversos autores teˆm desenvolvido esta teoria ao longo destes anos, sendo de destacar
entre outros autores P.Maroni, F.Marcella´n, J.Dini e S.Belmehdi (ver [84], [77], [37] e [12]).
O trabalho que nos propomos realizar vem no seguimento destes u´ltimos, havendo ainda
a acrescentar os textos [20] e [2]:
Pretendemos fazer uma ana´lise construtiva das sucesso˜es de polino´mios ortogonais a
partir de propriedades diferenciais das funcionais.
Ale´m disso, resolvemos o problema inverso deste, i.e., a partir de relac¸o˜es existentes
entre duas sucesso˜es de polino´mios ortogonais, determinar relac¸o˜es entre as funcionais
de momentos que lhes esta˜o associadas.
i
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Basicamente existem duas formas de gerar novas sucesso˜es de polino´mios ortogonais
mo´nicos a partir de uma ja´ conhecida:
— por uma transformac¸a˜o nos coeficientes da relac¸a˜o de recorreˆncia, dando origem aos
polino´mios associados, co–recursivos e co–modificados, [29], [77], [14], [35];
— por perturbac¸o˜es definidas no espac¸o das funcionais lineares, IP∗, [84].
Aqui deter–nos–emos sobre este segundo tipo de gerac¸a˜o, cuja importaˆncia pode ser
vista no trabalho de W.Gautschi [47]:
— Aproximac¸a˜o por Splines de uma func¸a˜o real de varia´vel real.
— Acelerac¸a˜o de convergeˆncia de se´ries.
Organizac¸a˜o do Trabalho
No in´ıcio de cada cap´ıtulo damos uma breve introduc¸a˜o histo´rica sobre os assuntos que
a´ı pretendemos tratar.
Cap. I Introduzimos as noc¸o˜es essenciais deste trabalho.
Daremos tambe´m uma nova caracterizac¸a˜o das sucesso˜es de polino´mios ortogonais
(ver al´ınea (e) do teorema 1.3.2).
Generalizamos o operador θX definido no teorema 1.2.6 (ver teorema 1.2.7).
Cap. II Introduzimos as sucesso˜es de polino´mios ortogonais semi–cla´ssicos e caracterizamo–
–las. Damos demonstrac¸o˜es alternativas dessas caracterizac¸o˜es, bem como de uma
conjectura de A.Magnus [76].
Cap. III Mostramos a insuficieˆncia do me´todo de B.Fischer e G.H.Golub [44] e W.Gautschi
[46], na ana´lise das modificac¸o˜es polinomiais das funcionais.
iii
Cap. IV Generalizamos os problemas tratados por P.Maroni em [84], analisando a modificac¸a˜o
inversa polinomial tratada na secc¸a˜o 1.2 do cap´ıtulo IV.
Cap. V Generalizamos os problemas tratados em [84], [20] e [2], e resolvemos como aplicac¸a˜o
destes resultados, um problema proposto por L.L.Littlejohn em [72].
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Chapter 1
Motivac¸a˜o
Este cap´ıtulo tem um triplo objectivo:
(a) Introduzir o conceito fundamental deste trabalho— Sucessa˜o de Polino´mios Orto-
gonais— o que faremos falando da sua origem (ver [97] e [75]).
(b) Caracterizar as sucesso˜es de polino´mios ortogonais a partir das sucesso˜es de fun-
cionais lineares que lhes esta˜o associadas (ver [81]).
(c) Dar condic¸o˜es necessa´rias e suficientes para a existeˆncia e unicidade de sucesso˜es
de polino´mios ortogonais associadas a uma sucessa˜o de funcionais lineares (ver [58]
e [84]).
Daremos uma nova caracterizac¸a˜o para as sucesso˜es de polino´mios ortogonais, que en-
volve a sucessa˜o de polino´mios derivados que lhe esta´ associada (ver al´ınea (e) do teorema
1.3.2).
Provaremos a conjectura de W.R.Allaway (ver [4]):
— Podemos tomar no teorema 4.1 de [4] (L(α+i)n ) para i = 1, 2, . . . em vez de (L
(α)
n ).
1
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1.1 Noc¸o˜es Gerais
Suponhamos definida num intervalo I ⊂ IR uma func¸a˜o, φ, na˜o decrescente tal que
(xk)∞k=0 ⊂ L2φ, i.e.,
∫
I x
kdφ(x) <∞, k ∈ IN 1. Suponhamos ainda, que o conjunto de pontos
de crescimento da func¸a˜o φ e´ infinito, ou seja {x ∈ IR : φ(x + δ) − φ(x − δ) > 0 ∀δ > 0}
e´ infinito. A este conjunto chamaremos espectro de φ. Nestas condic¸o˜es podemos definir o
produto interno
(f(x), g(x)) =
∫
I
f(x)g(x)dφ(x).
Aplicando o processo de ortogonalizac¸a˜o de Gram–Schmidt a` sucessa˜o (xk), obtemos uma
sucessa˜o de polino´mios ortogonais (S.P.O.), (Pk), com grPk = k para todo o k ∈ IN, que esta´
univocamente determinada por φ. Se φ e´ absolutamente cont´ınua a sua derivada, p = φ′, e´
chamada func¸a˜o peso e, portanto, falaremos de polino´mios ortogonais relativamente a um
determinado peso p. Alguns dos exemplos cla´ssicos que aparecem na F´ısica Matema´tica
sa˜o:
i) p(x) = e−x
2
, x ∈ IR — Caso Hermite
ii) p(x) = e−x, x ∈]0,∞[ — Caso Laguerre
iii) p(x) = 1, x ∈ [−1, 1] — Caso Legendre
Todas as S.P.O., (Pn), associadas a estes pesos sa˜o completas em L
2
φ, i.e.,
∀f ∈ L2φ∃ (cn) ⊂ IR : lim
N→∞
∫ b
a
(f −
N∑
n=0
cnPn)
2dφ(x) = 0, .
Por um teorema de Weierstrass (aproximac¸a˜o uniforme de func¸a˜o cont´ınuas por polino´mios)
sabemos que um sistema de polino´mios e´ completo num intervalo compacto. Num intervalo
na˜o limitado, o facto de ser completo depende da func¸a˜o peso. Por exemplo, se p(x) =
e− ln
2 |x| enta˜o o sistema de polino´mios ortogonais associado na˜o e´ completo, pois∫
IR
xke− ln
2 |x| sin(2pi ln |x|)dx = 0, k = 0, 1, . . . (1.1)
(qualquer func¸a˜o que possa ser aproximada em mı´nimos quadrados por polino´mios para
este peso, e´ ortogonal a sin(2pi ln |x|)). Este exemplo devido a Stieltjes (ver [98]) esta´
inclu´ıdo no seguinte teste:
Teorema 1.1.1 (M.G.Krein,1945) Se φ′ e´ a derivada da parte absolutamente cont´ınua
de φ, x ∈ IR e ∫IR lnφ′(x)1+x2 dx > −∞, enta˜o o sistema de poteˆncias de x, (xk), na˜o e´ completo
em L2φ.
O rec´ıproco e´ verdadeiro se φ for absolutamente cont´ınua e o peso p satisfizer as
condic¸o˜es:
1. sup(p(x)) <∞
1Na verdade necessitamos somente de impor que as poteˆncias de ordem par de x pertencam a L2φ.
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2. p(−x) = p(x)
3. para x > 0 a func¸a˜o − ln(1 + x2)p(x) e´ na˜o decrescente e convexa relativamente a
ln(x).
Assim, se as condic¸o˜es enunciadas se verificam e∫
IR
ln(p(x))
1 + x2
dx =∞
enta˜o o sistema de poteˆncias de x, (xn), e´ completo em L2φ.
Temos tambe´m a seguinte condic¸a˜o necessa´ria e suficiente:
Teorema 1.1.2 (B.Ya.Levin) Seja Mφ o conjunto de todos os polino´mios satisfazendo
a condic¸a˜o ∫
IR
|Q(x)|2
1 + x2
dφ(x) ≤ 1
e seja
M(x) = sup
Q∈Mφ
|Q(x)| .
Enta˜o, para que o sistema de poteˆncias de x seja completo em L2φ e´ necessa´rio e suficiente
que ∫
IR
lnM(x)
1 + x2
dx =∞.
Observac¸a˜o
Este teorema esta´ relacionado com os crite´rios de N.I.Akhiezer e S.N.Bernstein (1953),
e S.N.Mergelyan (1954), sobre a aproximac¸a˜o por polino´mios relativamente a uma func¸a˜o
peso em IR.
Pegando no exemplo de Stieltjes (1.1) vemos ainda que p(x) = e− ln
2 |x| na˜o e´ a u´nica
func¸a˜o peso associada a` seguinte sucessa˜o (un), onde os un sa˜o definidos por
un =
∫
IR
xnp(x)dx. (1.2)
De facto, por (1.1)
un =
∫
IR
xn(1 + c sin(2pi ln |x|))p(x)dx;
e, como, a func¸a˜o Ψ(c;x) =
∫ x
0 (1 + c sin(2pi ln |t|))p(t)dt e´ na˜o decrescente para |c| < 1
temos que ha´ infinitas func¸o˜es peso associadas a` sucessa˜o (un).
Estamos, enta˜o, em condic¸o˜es de formular a seguinte questa˜o:
— Que condic¸o˜es temos de impor a uma sucessa˜o de nu´meros reais (un)— sucessa˜o de
momentos— para que exista uma func¸a˜o φ na˜o decrescente e de espectro infinito verificando
un =
∫
IR
xndφ(x) , n ∈ IN. (1.3)
Este problema e´ conhecido na literatura por Problema de Momentos (neste caso de
Hamburger); foi enunciado e resolvido por Hamburger em 1921:
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Teorema 1.1.3 (Hamburger,1921) Uma condic¸a˜o necessa´ria e suficiente para que o
Problema de Momentos tenha soluc¸a˜o e´ que a matriz de Hankel, H = [uk+j]
∞
k,j=0 seja
definida positiva, i.e.,
∑
k,j
uk+jξkξj ≥ 0
para todo o n = 0, 1, . . . e (ξ1, ξ2, . . . , ξn) ∈ IRn.
No caso do domı´nio de φ ser [0,∞[, temos que a condic¸a˜o necessa´ria e suficiente vem
dada por |H| > 0 e |H1| > 0 onde H1 = [uk+j+1]∞k,j=0.
No caso do domı´nio de φ ser [0, 1], temos o seguinte resultado:
Teorema 1.1.4 (Hausdorff,1923) Uma condic¸a˜o necessa´ria e suficiente para que o Prob-
lema de Momentos tenha soluc¸a˜o em [0,1] e´ que
∆nuk =
n∑
j=0
(−1)jCnj uk+j ≥ 0, n, k = 0, 1, . . .
onde Cnj =
n!
(n−j)!j! .
A condic¸a˜o necessa´ria e´ trivial. A demonstrac¸a˜o da suficieˆncia pode ser feita atendendo
a que qualquer func¸a˜o f ∈ C[0, 1] pode ser aproximada por polino´mios de Bernstein
B(x; f) =
n∑
k=0
Cnk f(
k
n
)xk(1− x)n−k
Isto foi proposto primeiro por S.N.Bernstein para demonstrar o teorema de Weierstrass.
Ao mesmo tempo obtemos do teorema de Weierstrass que o Problema de Momentos neste
caso e´ determinado, i.e., temos unicidade da func¸a˜o φ correspondente.
Como vimos pelo exemplo de Stieltjes o Problema de Momentos na˜o e´, em geral, de-
terminado quando o domı´nio de definic¸a˜o de φ for IR ou [0,∞[.
Em 1922 Carleman (ver [25],[26],[27]) encontrou a seguinte condic¸a˜o suficiente para a
determinac¸a˜o deste problema em [0,∞[ (i.e., para que se tenha unicidade da func¸a˜o φ a
menos de uma constante):
∞∑
k=0
u
− 1
2k
k =∞.
Esta condic¸a˜o e´ satisfeita, por exemplo, pela sucessa˜o de termo geral un = n!; neste
caso, a u´nica soluc¸a˜o (a menos de uma constante) e´ φ(x) = −e−x + 1.
Em IR a condic¸a˜o ana´loga e´
∞∑
k=0
u
− 1
2k
2k =∞.
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Esta condic¸a˜o e´ satisteita, por exemplo, pela sucessa˜o de termo geral u2k = Γ(k +
1
2
) e
u2k+2 = 0, k ∈ IN; neste caso, a u´nica soluc¸a˜o (a menos de uma constante) e´ p(x) = 1√pie−x
2
.
Como consequeˆncia destas condic¸o˜es suficientes, temos o seguinte resultado devido a
Hardy (ver [54]):
Teorema 1.1.5 (Hardy,1917) Se o Problema de Momentos em IR admitir por soluc¸a˜o
φ(x) =
∫ x
−∞
ψ(t)dt,
onde
ψ(t) ≥ 0 e
∫ ∞
−∞
[ψ(t)]qeδ|t|dt <∞, (1.4)
para algum q ≥ 1 e δ > 0, enta˜o o problema e´ determinado.
Observac¸a˜o
Se estivermos em presenc¸a de um Problema de Momentos em [0,∞[, basta substituir
(1.4) por
ψ(t) ≥ 0 e
∫ ∞
−∞
[ψ(t)]qeδ(t)
1/2
dt <∞. (1.5)
O estudo do Problema de Momentos em IR esta´ intimamente ligado com as propriedades
dos polino´mios ortogonais, pois foi aqui que nasceu a teoria geral dos S.P.O. (alguns exem-
plos particulares destas sucesso˜es tinham ja´ sido estudadas— especialmente as chamadas
cla´ssicas).
Consideremos enta˜o o Problema de Momentos em IR para a sucessa˜o (uk). Intro-
duzamos no espac¸o vectorial dos polino´mios de varia´vel real com coeficientes complexos,
IP, a funcional linear (i.e., uma aplicac¸a˜o linear de IP em IR) u definida por
< u,R(x) >=
n∑
k=0
ukrk (1.6)
onde R(x) =
∑n
k=0 rkx
k.
Quando nos referirmos ao espac¸o vectorial dos polino´mios reais de coeficientes com-
plexos de grau na˜o superior a n, escreveremos IPn.
Se o Problema de Momentos associado a (un) e´ solu´vel e φ(x) e´ uma sua soluc¸a˜o, enta˜o
< u,R(x) >=
∫
IR
R(x)dφ(x). (1.7)
Assim, cada soluc¸a˜o gera uma e uma so´ funcional linear e um e um so´ produto interno,
(P (x), Q(x)) =< u, P (x)Q(x) >. De facto,
i) a positividade sai de u ser positiva;
ii) a na˜o–degeneresceˆncia resulta de u ser na˜o degenerada, pois o espectro de φ e´ infinito;
iii) a simetria sai por definic¸a˜o.
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Temos pois definida uma S.P.O., (Pn), associada a u unicamente determinada pela
sucessa˜o (un); mesmo no caso em que o Problema de Momentos na˜o e´ determinado.
De seguida vou enunciar, comentando, alguns resultados que nos permitira˜o relacionar
estes dois problemas (o da completude do sistema de poteˆncias de x em L2φ, com a deter-
minac¸a˜o dum Problema de Momentos). Esta teoria foi apresentada em 1922 por Hellinger,
Nevanlina e M.Riesz, e foi posteriormente desenvolvida por H.Weyl(1935).
Lema 1.1 Se a se´rie
∑
k |Pk(z)|2 converge, mesmo que num so´ ponto z (Imz 6= 0), enta˜o
converge uniformemente em cada regia˜o limitada.
Em qualquer dos casos a quantidade
r(z) =
1
2|Imz|(
∑
k
|Pk(z)|2)−1
e´ chamada raio de Weyl em z. Assim, o lema diz–nos que no conjunto {z : Imz 6= 0} se
tem:
r(z) = 0 ∀z ou r(z) > 0 ∀z.
Introduzamos enta˜o a sucessa˜o de polino´mios (P
(1)
k )— ditos associados— definida por
P
(1)
k (z) = < ux,
Pk+1(z)− Pk+1(x)
z − x > , k = 0, 1, . . . (1.8)
associada a (Pk). Se tomarmos
wφ(z) =
∫
IR
dφ(x)
x− z , Imz 6= 0
enta˜o de (1.7) obtemos
P
(1)
k (z) = −wφ(z)Pk(z) + ck(z)
onde ck(z) =
1
zk+1
< u, P 2k+1(x) > sa˜o os coeficientes de Fourier da func¸a˜o (x − z)−1. Da
desigualdade de Bessel conclu´ımos
∞∑
k=0
|wφ(z)Pk(z) + P (1)k (z)|2 ≤
∫
IR
dφ(x)
|x− z|2 =
Imwφ(z)
Imz
. (1.9)
Consequentemente, o ponto wφ(z) pertence ao conjunto
W(z) = {w :
∞∑
k=0
|wPk(z) + P (1)k (z)|2 ≤
Imw
Imz
}.
Este e´ um disco de raio r(z), para r(z) > 0 e um ponto para r(z) = 0; e, portanto, W(z)
e´ chamado disco ou ponto de Weyl, respectivamente.
Teorema 1.1.6 O Problema de Momentos e´ determinado no caso pontual e indeterminado
no caso do disco.
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De facto, no caso pontual, se existirem duas soluc¸o˜es φ1 e φ2 enta˜o wφ1(z) = wφ2(z),
para Imz 6= 0, i.e., ∫
IR
dφ1(x)
x− z =
∫
IR
dφ2(x)
x− z
donde φ1 essencialmente coincide com φ2.
No caso do disco, para cada ponto ζ ∈ W(z) existe uma soluc¸a˜o φ do Problema de
Momentos, tal que wφ(z) = ζ.
Uma soluc¸a˜o φ e´ dita z–extremal se o ponto wφ(z) esta´ na fronteira do disco, i.e., temos
igualdade na expressa˜o (1.9), ou seja, temos a identidade de Parseval para (x−z)−1. Assim,
se a sucessa˜o de poteˆncias (xn) e´ um subconjunto completo de L2φ, enta˜o φ e´ z–extremal
para todo o z tal que Imz 6= 0. O rec´ıproco e´ tambe´m verdadeiro:
Teorema 1.1.7 Se a soluc¸a˜o φ do Problema de Momentos e´ z–extremal para algum z com
Imz 6= 0, enta˜o a sucessa˜o de poteˆncias de x e´ completa em L2φ.
A soluc¸a˜o u´nica do caso pontual e´ tratada da mesma forma. Analogamente, temos:
Teorema 1.1.8 Se o Problema de Momentos e´ determinado, admitindo por soluc¸a˜o a
func¸a˜o φ enta˜o a sucessa˜o de poteˆncias de x e´ completa em L2φ.
Enunciemos, agora, alguns resultados sobre representac¸o˜es para a funcional u, associada
a uma sucessa˜o de momentos (un) qualquer. Daqui em diante referir–nos–emos a esta
funcional como sendo a funcional de momentos (ainda que na˜o se tenha unicidade do
Problema de Momentos).
Teorema 1.1.9 (Boas,1939) Seja (un) uma sucessa˜o arbitra´ria de nu´meros reais. Enta˜o,
existe uma func¸a˜o φ de variac¸a˜o limitada tal que∫ ∞
−∞
xndφ(x) = un, n = 0, 1, 2, . . .
Conclu´ımos deste resultado que toda a funcional de momentos u, que esteja associada
a uma sucessa˜o de momentos real, pode ser representada por um integral de Stieltjes cujo
argumento e´ uma func¸a˜o de variac¸a˜o limitada. Este resultado e´ uma extensa˜o de um outro
devido a Stieltjes (ver [98]):
Teorema 1.1.10 (Stieltjes,1894) Dada uma sucessa˜o (un) ⊂ IR, existe uma func¸a˜o
crescente de variac¸a˜o limitada, φ, em [0,∞[ para a qual∫ ∞
0
xndφ(x) = un n = 0, 1, . . .
se, e somente se
(un) e´ tal que ∆n > 0 e ∆
(1)
n > 0, n = 0, 1, . . .
onde ∆n = |ui+j|ni,j=0 e ∆(1)n = |ui+j+1|ni,j=0.
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Qualquer dos teoremas anteriores pode ainda ser estendido por forma a incluir qualquer
sucessa˜o de nu´meros complexos, tomando φ ∈ F(IR,C), i.e., no conjunto das func¸o˜es de
domı´nio em IR e contradomı´nio em C. Assim, sendo
S(I) = {f ∈ C∞(I) : ‖f‖I,k,n = sup
t∈I
|tkf (n)(t)| < +∞, para todo o k, n ∈ IN}
onde I ⊂ IR temos:
Teorema 1.1.11 (Duran,1989) Dada uma sucessa˜o (un) ⊂ C, existe ψ ∈ S(IR) (respec-
tivamente, S+(IR) = {ψ ∈ S(IR) : ψ(x) = 0, em ]−∞, 0]}), tal que∫
IR
xnψ(x)dx = un (respectivamente,
∫ ∞
0
xnψ(x)dx = un) n = 0, 1, . . .
Observac¸a˜o
1. Se ψ e´ a func¸a˜o do teorema anterior, enta˜o
φ(x) =
∫ x
0
ψ(t)dt
e´ uma func¸a˜o de variac¸a˜o limitada em IR ou [0,∞[ que resolve o nosso Problema de
Momentos.
2. O Problema de Momentos do teorema anterior e´ sempre indeterminado, pois podemos
sempre adicionar a` soluc¸a˜o desse problema uma func¸a˜o de variac¸a˜o limitada arbitra´ria
cuja sucessa˜o de momentos associada seja constantemente nula.
Podemos pensar em determinar explicitamente a func¸a˜o de variac¸a˜o limitada φ (ver
[103]):
Teorema 1.1.12 (Teorema de Inversa˜o de Stieltjes) Se φ e´ uma func¸a˜o de variac¸a˜o
limitada em IR, com suporte em [0,∞[ e F (z) = ∫IR dφ(t)z−t , enta˜o o φ vem dado por
φ(t)− φ(s) = lim
ε→0+
1
pii
∫ t
s
Im {F (x+ iε)} dt. (1.10)
A partir de (1.10) podemos redefinir φ, se necessa´rio em pontos de descontinuidade por
φ(x) =
φ(x+ 0)− φ(x− 0)
2
.
Assim, associada a uma sucessa˜o de momentos (un), temos sempre uma funcional linear
u— funcional de momentos— definida por
< u, xn >=
∫ ∞
0
xndφ(x), n ∈ IN. (1.11)
Consideremos agora a seguinte:
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Definic¸a˜o 1.1.1 Seja u uma funcional de momentos. Uma sucessa˜o (Pn) de polino´mios e´
chamada sucessa˜o de polino´mios ortogonais associada a u se
a) grPn = n para cada n ∈ IN, i.e., (Pn) e´ uma famı´lia livre ;
b) existem Kn 6= 0, ∀n ∈ IN tais que
< u, PnPm >= Knδm,n
m, n ∈ IN.
Se, ale´m disso, todos os Pn forem mo´nicos, i.e., o coeficiente do termo de maior ordem
for igual a 1, enta˜o chamamos a (Pn) S.P.O. mo´nicos (S.P.O.M.) associada a u.
Lema 1.2 (Chihara,1978) Sejam u uma funcional de momentos e (Pn) uma S.P.O.M.
associada. Enta˜o, as seguintes afirmac¸o˜es sa˜o equivalentes:
a) (Pn) e´ uma S.P.O.M. associada a u
b) < u, xmPn >= Anδm,n, An 6= 0, 0 ≤ m < n
c) para todo o pi ∈ IP
< u, piPn >=
{
0 se grpi < n
6= 0 se grpi = n .
Podemos formular as seguintes questo˜es:
1. Sera´ que cada funcional de momentos tem uma S.P.O.M. associada?
2. Se tiver, sera´ u´nica?
Podem dar–se, facilmente, contra–exemplos destas duas questo˜es. De facto, temos:
Lema 1.3 (Chihara,1978) Seja u uma funcional de momentos, de sucessa˜o de momen-
tos (un). Enta˜o, existe uma S.P.O.M. associada a u se e somente se ∆n 6= 0, n ≥ 0. Ale´m
disso, se u satisfizer esta condic¸a˜o (condic¸a˜o tipo Tchebychev), existe uma u´nica S.P.O.M.,
(Pn) definida por
P0(x) = 1, Pn(x) =
1
∆n−1
∣∣∣∣∣∣∣∣∣
u0 . . . un
. . .
un−1 . . . u2n−1
1 . . . xn
∣∣∣∣∣∣∣∣∣ (1.12)
e
< u, PmPn >=
∆n
∆n−1
δm,n, m,n ∈ IN (1.13)
onde ∆−1 = 1.
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A uma funcional de momentos verificando a condic¸a˜o tipo Tchebychev, passaremos a
chamar quase–definida ou regular. Sera´ dita definida positiva se ∆n > 0 para todo o n ∈ IN.
Temos assim que as funcionais de momentos definidas por
< u, xn >=
∫
I
xnp(x)dx, n ∈ IN
onde p e´ uma das func¸o˜es peso dadas no in´ıcio desta secc¸a˜o, sa˜o definidas positivas. Ex-
istem, no entanto, funcionais de momentos regulares mas na˜o definidas positivas. Por
exemplo, a funcional de momentos associada a` sucessa˜o de momentos de termo geral
un =
(−2)n+1
(n+ 1)!
. (1.14)
De facto,
∆n−1 = (−1)
n(n−1)
2 (−2)n2
∏n−1
s=1 s!∏2n−1
s=n s!
e´ na˜o nulo para todo o n ∈ IN e ∆1 = −2 (ver [66], [67] e [68]). A S.P.O.M. que esta´
associada a esta sucessa˜o e´ chamada de Bessel.
O problema da determinac¸a˜o expl´ıcita de uma func¸a˜o φ de variac¸a˜o limitada verificando∫ ∞
−∞
xndφ(x) = un, n = 0, 1, 2, . . .
onde os un sa˜o dados por (1.14), cuja existeˆncia esta´ garantida pelo teorema de R.P.Boas,
foi determinada independentemente por A.J.Duran em [40] e por um grupo de matema´ticos
Coreanos S.S.Kim, K.H.Kwon e S.S.Han em [53].
Damos, de seguida, uma condic¸a˜o necessa´ria e suficiente de regularidade para a fun-
cional de momentos:
Teorema 1.1.13 (Maroni,1987) Seja u uma funcional de momentos; enta˜o as seguintes
afirmac¸o˜es sa˜o equivalentes
(i) u e´ regular;
(ii) existe uma sucessa˜o livre de polino´mios, (Bn), verificando
| < u,BkBm > |nk,m=0 6= 0 , n ∈ IN;
(iii) para cada famı´lia livre de polino´mios, (Qn), temos
| < u,QkQm > |nk,m=0 6= 0 , n ∈ IN.
Observac¸a˜o
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Tendo em conta este teorema e o lema anterior, podemos demonstrar que o termo geral
da S.P.O.M. associada a u toma a forma
Pn(x) =
1
kn−1
∣∣∣∣∣∣∣∣∣
< u,Q0 > . . . < u,Q0Qn >
. . .
< u,Q0Qn−1 > . . . < u,Qn−1Qn >
Q0(x) . . . Qn(x)
∣∣∣∣∣∣∣∣∣
onde
kn−1 =
∣∣∣∣∣∣∣
< u,Q0Q0 > . . . < u,Q0Qn−1 >
. . .
< u,Q0Qn−1 > . . . < u,Qn−1Qn−1 >
∣∣∣∣∣∣∣ , n ≥ 1 .
Enunciemos agora um dos resultados fundamentais da teoria dos polino´mios ortogonais:
Teorema 1.1.14 (Favard–Shohat) Sejam (βn) e (γn) duas sucesso˜es de nu´meros com-
plexos arbitra´rias; seja (Pn) definida por
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x), n = 1, 2, . . .
P0(x) = 1 e P1(x) = x− β0 . (1.15)
Enta˜o, existe uma u´nica funcional de momentos u, tal que
< u, PmPn >=< u, P
2
n > δm,n, m,n = 0, 1, 2, . . . .
Ale´m disso u e´ quase–definida e (Pn) e´ a correspondente S.P.O.M. se e somente se γn 6= 0;
e sera´ definida positiva quando, e so´ quando βn forem nu´meros reais e os γn > 0 para
n ≥ 1.
Observac¸a˜o
(a) Na verdade, este teorema da´–nos uma caracterizac¸a˜o para as S.P.O.M.; pois, se u
for uma funcional de momentos quase–definida e (Pn) a S.P.O.M. associada, enta˜o
existem constantes βn e γn, com γn 6= 0 tais que
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x) para n = 1, 2, . . .
e
P0(x) = 1 e P1(x) = x− β0.
Ale´m disso, se u e´ definida positiva, enta˜o os βn sa˜o reais e os γn+1 > 0 para todo o
n ∈ IN.
(b) A fo´rmula (1.12) e´ devida a Szego¨ [99].
(c) γ0 na˜o aparece na fo´rmula de recorreˆncia verificada por (Pn); por convenc¸a˜o toma´-
–lo–emos igual a < u, 1 >.
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(d) [30]
γn+1 =
∆n−1∆n+1
∆2n
, n ∈ IN
βn =
< u, xP 2n >
< u, P 2n >
, n ∈ IN
< u, P 2n >=
n∏
k=0
γk , n ∈ IN
Temos ainda um resultado muito importante:
Teorema 1.1.15 (Brezinski,1990) Seja (Pn) uma famı´lia livre de polino´mios; (Pn) ver-
ifica a relac¸a˜o de recorreˆncia (1.15) quando, e so´ quando, ela verifica a identidade da
Darboux–Christoffel:
Pn+1(x)Pn(y)− Pn+1(y)Pn(x)
x− y =
n∑
k=0
rn
rk
Pk(x)Pk(y) (1.16)
onde rn =
∏n
i=1 γi.
Denotaremos Kn(x, y) =
n∑
k=0
Pk(x)Pk(y)
rk
, n ∈ IN.
1.2 Operadores em IP∗
Da secc¸a˜o anterior conclu´ımos que, no estudo das sucesso˜es de polino´mios, a funcional
linear relativamente a` qual uma sucessa˜o de polino´mios e´ ortogonal tem um papel essencial,
e e´ muitas vezes importante conhecer as suas propriedades independentemente das suas
representac¸o˜es. Por exemplo, o conhecimento de uma funcional linear e´ equivalente ao
conhecimento dos seus momentos; pois, como veremos, a sucessa˜o de momentos verifica
uma relac¸a˜o de recorreˆncia que, com a ajuda de uma teoria alge´brica conveniente, tradu-
zir–se–a´ por uma equac¸a˜o verificada pela funcional linear (ver [49]).
Existem duas formas de descrever uma sucessa˜o de nu´meros (an):
(1) Por uma func¸a˜o geradora
g(x) = a0 + a1x+ a2
x2
2!
+ . . .
Esta representac¸a˜o e´ u´til quando conhecemos propriedades assimpto´ticas da sucessa˜o
dada.
(2) Por uma transformada
an =
∫ 1
0
xnf(x)dx
As propriedades de (an) saem do conhecimento de f .
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Vimos ja´ que, associada a uma sucessa˜o de nu´meros reais, podemos considerar uma
funcional linear, dita funcional de momentos, a` qual esta´ associada uma S.P.O.M. sempre
que os momentos satisfizerem uma condic¸a˜o tipo Tchebychev. Assim, podemos considerar
a sucessa˜o (un) como sendo a acc¸a˜o de uma funcional de momentos u sobre (x
n), i.e.,
< u, xn >= un, n ∈ IN. (1.17)
E, por (2), a` funcional de momentos u actuando no espac¸o vectorial IP, definida por (1.17)
corresponde, uma se´rie formal cujo coeficiente da poteˆncia de ordem n e´ un, i.e.,
u←→∑
n≥0
un
xn
n!
.
Esta representac¸a˜o permitir–nos-a´ definir alguns operadores sobre as funcionais.
O poder desta te´cnica resulta de ser relativamente fa´cil determinar o operador ad-
junto de um determinado operador linear, actuando no espac¸o vectorial dos polino´mios,
IP, aproveitando a dualidade existente entre este espac¸o e o das funcionais lineares.
Seja IP = C[x] a a´lgebra comutativa de todos os polino´mios na varia´vel x com coefi-
cientes em C. Seja IP∗ o espac¸o vectorial das funcionais lineares em IP. Denotemos a acc¸a˜o
da funcional linear α sobre p(x) ∈ IP por
< α, p(x) > .
Seja (pn(x)) uma famı´lia livre de polino´mios; enta˜o, duas funcionais lineares α e β sa˜o
iguais quando, e so´ quando,
< α, pn(x) >=< β, pn(x) >
para todo o pn da famı´lia anterior. Isto porque (pn) e´ um conjunto gerador de IP. Assim,
uma funcional linear α fica perfeitamente definida conhecidos os < α, pn(x) > , ∀n ∈ IN.
Vamos munir IP∗ de uma operac¸a˜o— a que chamaremos produto— que o transformara´
numa a´lgebra associativa e comutativa com unidade, δ0, definida por < δ0, pn(x) >= pn(0):
< αβ, xn >=
n∑
k=0
Cnk < α, x
k >< β, xn−k > .
A a´lgebra IP∗ e´ uma a´lgebra topolo´gica, para a topologia definida por:
— Uma sucessa˜o (αn) de funcionais lineares converge para uma funcional linear α, se
dado p(x) ∈ IP, ∃n0(p) ∈ IN : n > n0(p) ⇒ < αn, p(x) >=< α, p(x) > .
Equivalentemente, uma se´rie,
∑
n≥0 αn, de funcionais lineares converge se
dado p(x) ∈ IP, ∃n0(p) ∈ IN : n > n0(p) ⇒ < αn, p(x) >= 0, i.e.,
αn → 0 nesta topologia.
Com esta topologia IP∗ e´ uma a´lgebra topolo´gica completa.
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Teorema 1.2.1 (Roman e Rota,1978) Sejam, α uma funcional linear e (an) uma sucessa˜o
de nu´meros complexos; enta˜o as afirmac¸o˜es seguintes sa˜o equivalentes:
1. < α, 1 >= 0;
2. (αn) converge para a funcional linear nula;
3. a se´rie
∑
n≥0 anαn converge.
Observac¸a˜o
Se (pn) e´ uma famı´lia livre de polino´mios enta˜o a sucessa˜o de funcionais lineares (αk)
tais que
< αk, pn >= δk,n (1.18)
e´ uma pseudo–base de IP∗. Mais, toda a funcional linear β pode ser expressa de forma
u´nica por
β =
∑
n≥0
anαn
onde an =< β, pn >. De facto, a condic¸a˜o (1.18) assegura a convergeˆncia da se´rie∑
n≥0 anαn; e como (pn) e´ uma famı´lia livre, temos a convergeˆncia para β.
Podemos, em determinadas situac¸o˜es, considerar um nu´mero finito de somandos na
representac¸a˜o de uma funcional linear. De facto:
Lema 1.4 (ver [21]) Sejam β ∈ IP∗, (αn) uma pseudo–base associada a uma famı´lia livre
de polino´mios, (pn), e s ∈ IN. Uma condic¸a˜o necessa´ria e suficiente para que
< β, ps−1 >6= 0 e < β, pn >= 0 , n ≥ s (1.19)
e´ que existam ai ∈ C para i = 0, 1, . . . , s− 1 com as−1 6= 0 tais que
β =
s−1∑
i=0
aiαi. (1.20)
Introduzamos agora o seguinte conceito:
Definic¸a˜o 1.2.1 Chamamos funcional de base a toda a funcional linear, α, verificando
< α, 1 >= 0 e < α, x >6= 0. (1.21)
Dizemos que uma sucessa˜o de polino´mios, (pn), e´ uma sucessa˜o associada a` funcional
linear de base, α, quando
< αk, pn >= δn,k (1.22)
para todo o n,k ∈ IN, com a convenc¸a˜o α0 = δ0.
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Mais geralmente, dizemos que a sucessa˜o de polino´mios (pn)— a existir— e´ uma
sucessa˜o associada a` sucessa˜o de funcionais (αn) se
< αk, pn >= 0 para k = 0, 1, . . . , n− 1 e n ∈ IN. (1.23)
E´ claro que (αk), com α funcional de base, constitui uma pseudo–base para IP∗.Vamos
ver que existem infinitas pseudo–bases de IP∗:
Teorema 1.2.2 (Roman e Rota,1978) Toda a funcional de base tem uma u´nica famı´lia
livre de polino´mios associada.
Sera´, enta˜o, natural perguntar se isto e´ va´lido para qualquer sucessa˜o de funcionais.
Como resposta temos o seguinte:
Teorema 1.2.3 (Iserles e Nørsett,1988) Uma condic¸a˜o necessa´ria e suficiente para que
se tenha a existeˆncia e unicidade de uma sucessa˜o de polino´mios mo´nicos, (pn), associada
a uma sucessa˜o de funcionais lineares, (αn), e´ que
Dn = |dn| 6= 0 para todo n ∈ IN, (1.24)
onde
dn =
 < α0, 1 > . . . < α0, x
n >
. . .
< αn, 1 > . . . < αn, x
n >
 . (1.25)
Ale´m disso, os pn veˆm dados por
pn(x) =
1
Dn−1
∣∣∣∣∣∣∣∣∣
< α0, 1 > . . . < α0, x
n >
. . .
< αn−1, 1 > . . . < αn−1, xn >
1 . . . xn
∣∣∣∣∣∣∣∣∣ . (1.26)
Demonstrac¸a˜o
Como os pn sa˜o mo´nicos admitem a seguinte representac¸a˜o
pn(x) = x
n +
n−1∑
k=0
an,kx
k
para todo o n ∈ IN. Enta˜o, por definic¸a˜o de sucessa˜o associada a (αn),
< αi, pn >= 0 para i = 0, 1, . . . , n− 1
e, portanto,
< αi, x
n > +
n−1∑
k=0
an,k < αi, x
k >= 0 para i = 0, 1, . . . , n− 1.
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Reescrevendo–o na fo´rmula matricial < α0, 1 > . . . < α0, x
n−1 >
. . .
< αn−1, 1 > . . . < αn−1, xn−1 >


an,0
...
an,n−1
 = −

< α0, x
n >
...
< αn−1, xn >

permite–nos concluir a existeˆncia e unicidade dos an,k quando, e so´ quando, Dn 6= 0 para
todo o n ∈ IN.
Para obtermos a representac¸a˜o (1.26) para os pn basta aplicar a regra de Cramer ao
sistema anterior.2
Observac¸a˜o
A definic¸a˜o de biortogonalidade que aparece em [58] coincide com a nossa definic¸a˜o de
sucessa˜o de polino´mios associada a` sucessa˜o de funcionais lineares (αn). Mais, se existir a
sucessa˜o de polino´mios associada, (pn), enta˜o
< αn, pn >= 1, n ∈ IN.
Consideremos agora a pseudo–base associada a (xn), i.e., uma sucessa˜o de funcionais
lineares, que denotaremos por ( (−1)
k
k!
δ
(k)
0 ), que verifica
<
(−1)k
k!
δ
(k)
0 , x
n >= δk,n k, n ∈ IN. (1.27)
Notemos que todos os resultados que passaremos a enunciar valem para uma qualquer
sucessa˜o de funcionais lineares, (αn), onde α e´ uma funcional de base.
Enta˜o, da observac¸a˜o do teorema 1.2.1, conclu´ımos:
Teorema 1.2.4 Seja α uma funcional linear e ( (−1)
n
n!
δ
(n)
0 )n∈IN a sucessa˜o de funcionais
lineares definida por (1.27). Enta˜o,
α =
∞∑
n=0
< α, xn >
(−1)n
n!
δ
(n)
0 .
Corola´rio 1.1 Sejam α e β duas funcionais lineares, e ( (−1)
n
n!
δ
(n)
0 ) a sucessa˜o de funcionais
lineares definida por (1.27). Suponhamos que
α =
∑
n≥0
an
(−1)n
n!
δ
(n)
0 , an ∈ IR
e
β =
∑
n≥0
bn
(−1)n
n!
δ
(n)
0 , bn ∈ IR;
enta˜o, se
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αβ =
∑
n≥0
cn
(−1)n
n!
δ
(n)
0 , cn ∈ IR
temos
cn =
n∑
j=0
ajbn−j.
O pro´ximo corola´rio da´–nos um crite´rio para a invertibilidade de uma funcional linear:
Corola´rio 1.2 Uma funcional linear, α, e´ invert´ıvel em IP∗ quando, e so´ quando,
< α, 1 >6= 0.
Vamos dar, de seguida, o resultado fundamental desta secc¸a˜o. Como consequeˆncia do
teorema 1.2.4, dada uma funcional linear, α, podemos associar–lhe uma se´rie de poteˆncias
formal. De facto, se
α =
∞∑
n=0
an
(−1)n
n!
δ
(n)
0
podemos associar a α a se´rie de poteˆncias formal
f(t) =
∞∑
n=0
ant
n.
Tendo em atenc¸a˜o que a a´lgebra IF, das se´ries de poteˆncias formais, pode ser considerada
como a´lgebra topolo´gica, para a topologia definida por:
— (fn(t)) ⊂ IF converge se a sucessa˜o dos coeficientes das poteˆncias de t convergir na
topologia discreta de IR.
Temos, nesta topologia:
Teorema 1.2.5 A aplicac¸a˜o
F : IP∗ → IF∑∞
n=0 an
(−1)n
n!
δ
(n)
0 7→
∑∞
n=0 ant
n
e´ um isomorfismo cont´ınuo para as topologias consideradas.
Demonstrac¸a˜o
Pelo teorema 1.2.4 conclu´ımos que F e´ um operador linear e bijectivo. E do corola´rio
1.1 tiramos que F e´ um homomorfismo alge´brico.
Para provar que F e´ cont´ınuo, consideremos a sucessa˜o de funcionais lineares (γn)
convergente para a funcional linear γ, onde
γn =
∑
k≥0
ak,n
(−1)k
k!
δ
(k)
0
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e
γ =
∑
k≥0
ak
(−1)k
k!
δ
(k)
0 .
Temos que provar que F(γn) converge para F(γ):
— Por definic¸a˜o de convergeˆncia em IP∗, para um qualquer j ≥ 0 fixo, existe um n0 ∈ IN
tal que n > n0 implica < γn, x
j >=< γ, xj >, i.e., n > n0 implica que aj,n = aj, c.q.d.2
Considerem–se, de seguida, alguns operadores lineares de IP em IP:
p 7→ (qp)(x) = q(x)p(x) , q ∈ IP
p 7→ (θcp)(x) = p(x)−p(c)x−c , c ∈ C
p 7→ (Dp)(x) = p′(x)
p 7→ (τbp)(x) = p(x− b) , b ∈ C
p 7→ (hap)(x) = p(ax) , a ∈ C− {0}.
(1.28)
Por transposic¸a˜o (passagem ao operador adjunto), obtemos os seguintes operadores
lineares de IP∗ em IP∗:
1. < qα, p >=< α, qp > onde
< qα, xn >=
grq∑
i=0
ai < α, x
i+n > , n ∈ IN
para q(x) =
∑grq
i=0 aix
i;
2. < (x− c)−1α, p >=< α, θcp > onde
< (x− c)−1α, xn >=
{
0 , se n = 0∑n−1
i=0 c
n−1−i < α, xi+n > , se n ≥ 1 , n ∈ IN;
3. < Dα, p >= − < α, p′ > onde
< Dα, xn >= −n < α, xn−1 > , n ∈ IN;
4. < τbα, p >=< α, τ−bp > onde
< τbα, x
n >= n!
∑
i+j=n
< α, xi > bj
i!j!
, n ∈ IN;
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5. < haα, p >=< α, hap > onde
< haα, x
n >= an < α, xn > , n ∈ IN.
A fo´rmula 2 admite a seguinte generalizac¸a˜o:
Teorema 1.2.6 (Maroni e Dini,1990) Seja X = {xi}1≤i≤n um conjunto de nu´meros
complexos distintos; enta˜o, para todo o p ∈ IP, temos
(θXp)(x) =
p(x)− (Lp)(X)
r(x)
(1.29)
onde,
(Lp)(X) =
n∑
i=1
p(xi)li(x)
e´ o polino´mio interpolador de Lagrange de p nos nodos xi, i = 1, . . . , n,
r(x) =
n∏
i=1
(x− xi)
e
li(x) =
{
0 se x 6= xi
1 se x = xi
para i = 1, 2, . . . , n.
Assim,
< r−1(x)α, p >=< α, θXp > . (1.30)
Neste trabalho vamos necessitar tambe´m do operador p−1u onde
p(x) =
s∏
i=1
(x− xi)mi .
Assim, vamos estender o operador θX definido no teorema anterior, por forma a englobar
este caso:
Teorema 1.2.7 Seja X = {xi, . . . , xi︸ ︷︷ ︸
mi vezes
}1≤i≤s um conjunto de r + 1 nu´meros complexos;
enta˜o, para todo o f ∈ IP, temos
(ΘXf)(x) =
f(x)− (Lf)(X)
p(x)
(1.31)
onde,
(Lf)(X) =
s∑
i=1
mi∑
k=1
f (k−1)(xi)Lik(x)
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e´ o polino´mio interpolador de Lagrange–Sylvester de f nos nodos xi, i = 1, . . . , r + 1 e os
Lik satisfazem as seguintes condic¸o˜es
L
(ν)
ik (x) =
{
1 se i = j e ν = k − 1
0 caso contra´rio
(1.32)
para k = 1, 2, . . . ,mi e i = 1, . . . , s.
Demonstrac¸a˜o (ver [24])
O nosso objectivo e´ o de determinarmos, como no caso ja´ tratado, T ∈ IPr verificando
f(x)− T (x)
p(x)
∈ IP, i.e.,
(f − T )(x) = q(x)
s∏
i=1
(x− xi)mi
onde q ∈ IP. Assim, procuramos um polino´mio T sujeito a`s seguintes r + 1 condic¸o˜es
(f − T )(k−1)(xi) = 0 para
k = 1, . . . ,mi e i = 1, . . . , s.
Analisemos a existeˆncia e unicidade dum polino´mio satisfazendo estas condic¸o˜es:
(i) Existeˆncia
Pode provar–se que os ((Lik(x))
mi
k=1)
s
i=1 definidos por (1.32) constituem uma base para
o espac¸o IPr; logo uma soluc¸a˜o para o nosso problema e´
T (x) =
s∑
i=1
mi∑
k=1
f (k−1)(xi)Lik(x).
(ii) Unicidade
Sejam T1 e T2 duas soluc¸o˜es do nosso problema. Enta˜o Q(x) = T1(x) − T2(x) e´ um
elemento de IPr verificando
Q(k−1)(xi) = 0 para k = 1, . . . ,mi e i = 1, . . . , s , i.e.,
Q(x) ≡ 0 (pelo teorema fundamental da a´lgebra).2
Assim,
< p−1(x)u, f >=< u,ΘXf > . (1.33)
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1.3 Quase–Ortogonalidade
Do teorema 1.2.3 conclu´ımos que se existir uma famı´lia livre de polino´mios mo´nicos,
(pn), associada a` pseudo–base (αn) enta˜o os pn veˆm dados por
pn(x) =
1
Dn−1
∣∣∣∣∣∣∣∣∣
< α0, 1 > . . . < α0, x
n >
. . .
< αn−1, 1 > . . . < αn−1, xn >
1 . . . xn
∣∣∣∣∣∣∣∣∣
e satisfazem a condic¸a˜o suplementar < αn, pn >= 1, n ∈ IN. Esta famı´lia de polino´mios
na˜o e´ necessariamente uma S.P.O.M.; podemos, enta˜o formular as seguintes questo˜es:
(1) Que condic¸o˜es temos de impor para que (pn) seja uma S.P.O.M.?
(2) Associada a que funcional linear?
Constru´ımos (pn) a` custa das seguintes condic¸o˜es
< αm, pn >= δm,n, m = 0, 1, . . . , n− 1 e n ∈ IN.
Em particular, para m = 0 temos
< α0, pn >= δ0,n, n ∈ IN;
e, portanto, se (pn) for uma S.P.O.M. sera´ associada a` funcional kα0 com k 6= 0.
Enunciemos agora uma condic¸a˜o suficiente para que uma famı´lia livre de polino´mios
mo´nicos, (pn), associada a (αn) seja uma S.P.O.M. associada a` funcional linear Kα0.
Teorema 1.3.1 Sejam (αn) uma sucessa˜o de funcionais lineares e (pn) a famı´lia livre de
polino´mios mo´nicos associada. Se existirem constantes reais (cn) tais que
< αk−1, xm−k >= cm−1, 1 ≤ k ≤ m e m ≥ 1
e
Dm 6= 0, m ≥ 1
enta˜o (pn) e´ a S.P.O.M. associada a < α0, p0 > α0.
Demonstrac¸a˜o
Pelo teorema 1.1.9, associada a` sucessa˜o (cn) existe uma func¸a˜o φ de variac¸a˜o limitada
tal que ∫ ∞
−∞
xmdφ(x) = cm, m = 0, 1, 2, . . . ;
e associada a` funcional u definida por
< u, xn >=
∫ ∞
−∞
xmdφ(x), n ∈ IN
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existe uma S.P.O.M. quando, e so´ quando,∣∣∣∣∣∣∣∣∣
c0 . . . cm
c1 . . . cm+1
. . .
cm . . . c2m
∣∣∣∣∣∣∣∣∣ 6= 0
para todo o m ∈ IN. Mas, nas condic¸o˜es do teorema,
Dm =
∣∣∣∣∣∣∣∣∣
c0 . . . cm
c1 . . . cm+1
. . .
cm . . . c2m
∣∣∣∣∣∣∣∣∣
para todo o m ∈ IN; e, portanto, (pn) e´ a S.P.O.M. associada a u (ver lema 1.3); e pelo que
ja´ dissemos u =< α0, p0 > α0. 2
Observac¸a˜o
Este teorema e´ uma generalizac¸a˜o de [58, Lema 10].
Temos ainda o seguinte resultado fundamental:
Teorema 1.3.2 (Maroni,1992) Sejam (pn) uma famı´lia livre de polino´mios mo´nicos e
(αn) a pseudo–base que lhe esta´ associada; enta˜o as afirmac¸o˜es seguintes sa˜o equivalentes:
(a) (pn) e´ a S.P.O.M. associada a < α0, p0 > α0 = u.
(b) Para cada n ∈ IN existe φn ∈ IP de grau n tal que αn = φnu.
(c) αn =
pn
<u,p2n>
u, n ∈ IN.
(d) xαn = γn+1αn+1+ βnαn−αn−1 com γn 6= 0 para todo o n ∈ IN, convencionando–se
que α−1 = 0.
(e) P ′n+1(x)Pn(x)− Pn+1(x)P ′n(x) =
∑n
k=0
rn
rk
P 2k (x) onde rk =
∏k
i=1 γi.
Esquema da demonstrac¸a˜o:
(e) ⇔ (a) ⇔ (c)
m m
(d) (b)
Comecemos por demonstrar que (a) ⇔ (c):
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(a) ⇒ (c)
Por definic¸a˜o de S.P.O.M. associada a` funcional de momentos regular u temos
< u, pmpn >= Knδm,n para todo o m,n ∈ IN;
e, portanto, < pn
<u,p2n>
u, pm >= δm,n. Assim,
αn =
pn
< u, p2n >
u
para todo o n ∈ IN.
(c) ⇒ (a)
Seja (αn) a pseudo–base de termo geral αn =
pn
<u,p2n>
u associada a (pn). Enta˜o,
<
pn
< u, p2n >
u, pm >= δm,n para todo o m,n ∈ IN
ou equivalentemente,
< u, pnpm >=< u, p
2
n > δm,n para todo o m,n ∈ IN.
Demonstremos agora que (a) ⇔ (d):
(a) ⇒ (d)
Pelo teorema 1.1.14 temos que os pn satisfazem uma relac¸a˜o de recorreˆncia a treˆs
termos
xpn = pn+1 + βnpn + γnpn−1, n = 1, 2, . . .
p0 = 1 e p1 = x− β0,
onde γn =
<u,p2n>
<u,p2n−1>
e´ diferente de 0 para todo o n ∈ IN.
Assim, aplicando u a ambos os membros da fo´rmula de recorreˆncia anterior, depois
de multiplicada por pn (i.e., multiplicando escalarmente por pn), vem sucessivamente
< u, xpnpn >=< u, pn+1pn > +βn < u, pnpn > +
<u,p2n>
<u,p2n−1>
< u, pn−1pn >
< x pn
<u,p2n>
u, pn >=
1
<u,p2n>
< pn+1u, pn > + < βn
pn
<u,p2n>
u, pn > + <
pn−1
<u,p2n−1>
u, pn >
< x pn
<u,p2n>
u− γn+1 pn+1<u,p2n+1>u− βn
pn
<u,p2n>
u− pn−1
<u,p2n−1>
u, pn >= 0, n ∈ IN
x pn
<u,p2n>
u = γn+1
pn+1
<u,p2n+1>
u+ βn
pn
<u,p2n>
u+ pn−1
<u,p2n−1>
u, n ∈ IN
e por (c) temos o pretendido.
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(d) ⇒ (a)
pn+2 admite a seguinte decomposic¸a˜o
pn+2 = (x− βn+1)pn+1 +
n∑
k=0
an,kpk
onde < αk, pk >︸ ︷︷ ︸
=1
an,k =< αk, pn+2 > − < αk, (x− βn+1)pn+1 >. Enta˜o,
an,k = − < xαk, pn+1 > +βn+1 < αk, pn+1 >
= − < γk+1αk+1 + βkαk − αk−1, pn+1 > (por hipo´tese)
=
{
0 se k ≤ n− 1
−γn+1 se k = n
Que (b) ⇔ (c) sai directamente do lema 1.2.
Demonstremos agora que (a) ⇔ (e):
(a) ⇒ (e)
Do teorema 1.1.15 tiramos que
Pn+1(x)Pn(y)− Pn+1(y)Pn(x)
x− y =
n∑
k=0
rn
rk
Pk(x)Pk(y);
e portanto, tomando o limite quando x→ y nesta expressa˜o, vem sucessivamente
Pn+1(x)(Pn(y)−Pn(x))
x−y − Pn(x)(Pn+1(y)−Pn+1(x))x−y =
∑n
k=0
rn
rk
Pk(x)Pk(y)
Pn(y)P
′
n+1(y)− P ′n(y)Pn+1(y) =
∑n
k=0
rn
rk
Pk(y)Pk(y).
(e) ⇒ (a)
Da hipo´tese temos
Pn(x)P
′
n+1(x)− P ′n(x)Pn+1(x) = P 2n(x) +
rn
rn−1
n−1∑
k=0
rn−1
rk
Pk(x)Pk(y),
ou seja,
Pn(x)P
′
n+1(x)− P ′n(x)Pn+1(x) = P 2n(x) +
rn
rn−1
(Pn−1(x)P ′n(x)− P ′n−1(x)Pn(x))
e, portanto,
Pn(x)(P
′
n+1(x) +
rn
rn−1
P ′n−1(x))− P ′n(x)(Pn+1(x) +
rn
rn−1
Pn−1(x)) = P 2n(x);
e, dividindo ambos os membros desta expressa˜o por P 2n(x), obtemos
Pn(x)(P
′
n+1(x) +
rn
rn−1
P ′n−1(x))− P ′n(x)(Pn+1(x) + rnrn−1Pn−1(x))
P 2n(x)
= 1
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logo
(
Pn+1(x) +
rn
rn−1
Pn−1(x)
Pn(x)
)′ = 1.
Assim,
Pn+1(x) +
rn
rn−1
Pn−1(x) = (x− βn)Pn(x). 2
Na tentativa de generalizar o conceito de ortogonalidade temos:
Definic¸a˜o 1.3.1 Uma famı´lia de polino´mios (pn) e´ dita quase–ortogonal de ordem s rela-
tivamente a u— funcional de momentos na˜o necessariamente regular— se
< u, pmpn >= 0, |n−m| ≥ s+ 1
e
∃r ≥ s : < u, pr−spr >6= 0.
Observac¸a˜o
Esta definic¸a˜o na˜o implica que a famı´lia de polino´mios seja livre. No caso de (Pn)
constituir uma famı´lia livre, podemos reescrever a definic¸a˜o de famı´lia quase–ortogonal de
ordem s na seguinte forma
< u, xmpn >= 0, 0 ≤ m ≤ n− (s+ 1)
∃r ≥ s : < u, xr−spr >6= 0.
Exemplo
Sejam (Pn) a S.P.O.M. associada a` funcional de momentos u e (αn) a pseudo–base que
lhe esta´ associada. Enta˜o (Pn) e´ quase–ortogonal de ordem s relativamente a αs.
De facto, pelo teorema 1.3.2 αn =
Pn
<u,P 2n>
u, n ∈ IN; e, portanto,
< αs, PmPn >=
< u, PsPmPn >
< u, P 2s >
= 0, |m− n| ≥ s+ 1
e
∃ r ≥ s : < αs, Pr−sPr >= < u, PsPr−sPr >
< u, P 2s >
6= 0. 2
Na verdade, no exemplo anterior poder–se–ia dizer que
∀r ≥ s < αs, Pr−sPr >6= 0.
Isto sugere–nos a seguinte definic¸a˜o:
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Definic¸a˜o 1.3.2 Uma famı´lia de polino´mios (pn) e´ dita estritamente quase–ortogonal de
ordem s relativamente a u— funcional de momentos na˜o necessariamente regular— se
< u, pmpn >= 0, |n−m| ≥ s+ 1
e
∀r ≥ s : < u, pr−spr >6= 0.
Observac¸a˜o
A definic¸a˜o 1.1.1 coincide com a de quase–ortogonalidade estrita de ordem zero.
Sempre que tivermos regularidade podemos pensar procurar relac¸o˜es entre estas duas
famı´lias de polino´mios mo´nicos: a quase–ortogonal de ordem s−1 relativamente a u, (Bn),
e a S.P.O.M., (Pn), que lhe esta´ associada. Assim:
Teorema 1.3.3 (Shohat,1937)
Bn(x) =
∑n
k=0 an,kPk(x), 0 ≤ n ≤ s− 1
Bn(x) =
∑n
k=n−s+1 an,kPk(x), n ≥ s
(1.34)
e existe r ≥ s tal que ar,r−s 6= 0.
Damos, de seguida, um resultado que relaciona todos estes conceitos (ver [65]):
Teorema 1.3.4 (Maroni,1987) Seja (Pn) a S.P.O.M. associada a` funcional de momen-
tos regular u; enta˜o as seguintes afirmac¸o˜es sa˜o equivalentes:
(a) (Pn) e´ quase–ortogonal de ordem s− 1 relativamente a u˜.
(b) ∃r ≥ s− 1 : < u˜, Pr−s+1Pr >6= 0 e < u˜, Pn >= 0, n ≥ s.
(c) Existe um u´nico polino´mio φ de grau exactamente s− 1 tal que u˜ = φu.
(d) (Pn) e´ estritamente quase–ortogonal de ordem s− 1 relativamente a u˜.
(e) < u˜, Ps−1 >6= 0 e < u˜, Pn >= 0, para n ≥ s.
Demonstrac¸a˜o
O esquema de demonstrac¸a˜o vai ser o seguinte:
(a)⇒ (b)⇒ (c)⇒ (d)⇒ (e)⇒ (a)
Demonstremos que (a)⇒ (b):
— Basta tomar n = 0 na primeira condic¸a˜o da definic¸a˜o 1.3.1.
Demonstremos que (b)⇒ (c):
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— Seja (αn) a pseudo–base associada a (Pn); enta˜o, u˜ =
∑
k≥0 akαk onde ak =< u˜, Pk >.
Mas, por hipo´tese, < u˜, Pk >= 0 para k ≥ s, logo
u˜ =
s−1∑
k≥0
akαk.
Falta enta˜o provar que < u˜, Ps−1 >6= 0 (ver lema 1.4).
Por hipo´tese, ∃r ≥ s − 1 : < u˜, Pr−s+1Pr >6= 0 e, portanto, tomando Pr−(s−1) =∑r−(s−1)
k=0 bkx
k vem
< u˜, Pr−s+1Pr > =
∑r−(s−1)
k=0 bk < u˜, x
kPr >
=
∑r−(s−1)
k=0 bk < u˜,
∑r+k
i=r−k ciPi > (pois (Pn) e´ uma S.P.O.M.)
=
∑r−(s−1)
k=0
∑r+k
i=r−k bkci < u˜, Pi >
= br−(s−1)cs−1 < u˜, Ps−1 > (por hipo´tese).
Como cs−1 =
∏s
i=r−s γi onde os γi sa˜o os do teorema 1.1.14, temos que < u˜, Ps−1 >6= 0.
Demonstremos que (c)⇒ (d):
< u˜, PmPn >=< u, φs−1PmPn >=
{
0 , |m− n| ≥ s
6= 0 , |m− n| = s− 1.
Demonstremos que (d)⇒ (e):
— Basta toma r = s − 1 na segunda condic¸a˜o da definic¸a˜o de quase–ortogonalidade
estrita de ordem s− 1, e n = 0 na primeira condic¸a˜o da mesma definic¸a˜o.
Demonstremos que (e)⇒ (a):
— Da hipo´tese tiramos que
u˜ =
s−1∑
k=0
< u˜, Pk >
Pk
< u, P 2k >
u, i.e.,
u˜ = φs(x)u onde φs e´ um polino´mio de grau exactamente s− 1. Assim,
< u˜, PmPn >=< u, φsPmPn >=
{
0 , |m− n| ≥ s
6= 0 , |m− n| = s− 1. 2
1.4 Operadores em IP que Preservam a Ortogonali-
dade
Aqui vamos analisar o seguinte problema:
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— Determinar todos os operadores lineares de IP em IP, L, satisfazendo a seguinte
condic¸a˜o
se (Bn) e´ uma S.P.O.M. associada a u enta˜o (L(Bn)) e´ uma S.P.O.M.
Note–se que aqui estamos a impor que LBn seja ainda um polino´mio de grau n, i.e, L
tem que ser um operador linear que mante´m o grau do polino´mio.
Na verdade, existem operadores lineares que manteˆm a ortogonalidade:
Teorema 1.4.1 (Al–Salam e Verma,1969) Um operador linear L de IP em IP que mante´m
o grau dos polino´mios, admitindo a seguinte representac¸a˜o
Lxn =
n∑
k=0
Cknbn−kx
k n = 0, 1, . . .
e´ um operador que mante´m a ortogonalidade quando, e so´ quando, L = sτ0 ◦ ha.
Teorema 1.4.2 (Al–Salam e Verma,1975) Um operador linear L de IP em IP que mante´m
o grau dos polino´mios, admitindo a seguinte representac¸a˜o
Lxn = anx
n n = 0, 1, . . .
e´ um operador que mante´m a ortogonalidade quando, e so´ quando, L = sτ−b ◦ h1.
As demonstrac¸o˜es destes dois resultados encontram–se em [7] e [8].
Analisemos primeiro quais, dentre os operadores lineares definidos na secc¸a˜o 2, manteˆm
o grau dos polino´mios:
— Veˆ–se facilmente que os treˆs primeiros operadores lineares definidos na secc¸a˜o 2 na˜o
manteˆm o grau dos polino´mios e que os restantes dois sim.
Estudaremos a composic¸a˜o desses dois operadores numa tentativa de generalizac¸a˜o
destes dois teoremas:
L : IP → IP
Bn(x) 7→ sa−nBn(ax+ b)
onde b ∈ IR e a, s ∈ IR − {0}. E´ claro que L = sτ−b ◦ ha e´ um homomorfismo alge´brico.
Seja v a funcional de momentos quase–definida associada a (L(Bn)); enta˜o,
< v, (LBn)(LBm) > = < v, s
2τ−b ◦ ha(BnBm)(x) >
= < v ◦ (s2τb ◦ ha), BnBm >
= Knδn,m;
e, portanto, u = v ◦ (s2τb ◦ ha), ou seja, v = u ◦ (s2τ−b ◦ ha)−1; logo, v = u ◦ (s−2h 1
a
◦ τ−b).
Acabamos de ver que 1
s
L = τ−b ◦ ha, com os operadores τb e ha definidos atra´s,
transforma S.P.O.M. em S.P.O.M; ale´m disso, preserva o grau dos polino´mios. Verifiquemos
que se tem o rec´ıproco deste resultado:
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Teorema 1.4.3 (Allaway,1987) Sejam L um operador linear de IP em IP que preserva
o grau dos polino´mios e (Bn) uma S.P.O.M.. Uma condic¸a˜o necessa´ria e suficiente para
que (1
s
LBn) seja ainda uma S.P.O.M. e´ que existam b ∈ IR e a, s ∈ IR − {0} tais que
L = sτ−b ◦ ha.
Ale´m disso, (1
s
LBn) = (Rn) satisfaz uma relac¸a˜o de recorreˆncia de segunda ordem
xRn = Rn+1 +
βn−b
a
Rn +
γn
a2
Rn−1, n = 1, 2, . . .
R0(x) = 1 e R1(x) = x− β0−ba
(1.35)
onde βn e γn+1 sa˜o os coeficientes da relac¸a˜o de recorreˆncia satisfeita pelos (Bn).
A demonstrac¸a˜o deste resultado vai ser feita usando uma te´cnica semelhante a` usada
por W.R.Allaway em [4].
Comecemos por introduzir o seguinte resultado:
Seja u(i) = x
iu uma funcional de momentos associada a` S.P.O. (Bin). Como (x
n) e´
uma base de IP, os Bn admitem a seguinte representac¸a˜o
Bn(x) =
n∑
k=0
an,kx
k.
Assim, pelo teorema 1.3.2, a pseudo–base associada a (Bn), (αn), vem dada por
αn =
1
< u,B2n >
n∑
k=0
an,ku(k). (1.36)
Observac¸a˜o
Aqui suposemos a regularidade das funcionais u(i), por isso na˜o nos preocupamos com
questo˜es de existeˆncia de famı´lias livres de polino´mios associadas. Veremos na secc¸a˜o 1 do
pro´ximo cap´ıtulo uma condic¸a˜o necessa´ria e suficiente para a regularidade de xiu sempre
que u o seja.
O resultado seguinte sera´ fundamental na demonstrac¸a˜o do teorema 1.4.3:
Teorema 1.4.4 Seja L um operador que mante´m o grau e a ortogonalidade de uma qual-
quer S.P.O., verificando L(1) = s e L(x) = s(ax+ b). Se para todo o n,i ∈ IN, tivermos
s < u(i), xB
i
n >=< u(i), L
−1((Lx)(LBin)) > (1.37)
enta˜o L = sτ−b ◦ ha.
Demonstrac¸a˜o
Se multiplicarmos ambos os membros de (1.37) por 1
<u,B2
k
>
∑k
i=0 ak,i, obtemos
s < αk, xB
i
n >=< αk, L
−1((Lx)(LBin)) > ;
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e, portanto,
s < αk, xq >=< αk, L
−1((Lx)(Lq)) > (1.38)
para todo o q ∈ IP, pois (Bn) e´ uma base de IP[x].
Expressemos δy como combinac¸a˜o linear dos elementos da pseudo–base (αn):
δy =
∑
k≥0
akαk
onde ak =< δy, Bk >; e, portanto,
δy =
∑
k≥0
Bk(y)αk
para todo o y ∈ IR.
Se multiplicarmos ambos os membros de (1.38) por
∑
k≥0Bk(y), obtemos
s < δy, xB
i
n >=< δy, L
−1((Lx)(LBin)) > para todo o y ∈ IR;
ou seja, sL(xxn) = L(x)L(xn) para todo o n ∈ IN. Por induc¸a˜o conclui–se que
L(xn) = s(ax+ b)n para todo o n ∈ IN. 2
Demonstrac¸a˜o do teorema 1.4.3
Demonstra´mos ja´ que a condic¸a˜o e´ necessa´ria. Demonstremos a suficieˆncia.
Como L e´ um operador linear que preserva o grau dos polino´mios temos
L(1) = s e L(x) = s(ax+ b).
Sejam (Bin)n∈IN S.P.O.M associadas a u(i) para i = 0, 1, 2, . . . e (LB
i
n)n∈IN S.P.O. associ-
adas a v(i) para i = 0, 1, 2, . . .; enta˜o,
1.
<v(i),(LB
i
n)(LB
i
0)>
<v(i),s
2>
= δn,0 =
<u(i),B
i
nB
i
0>
<u(i),1>
i.e.,
<
sv(i)◦L
<v(i),s
2>
, Bin >= δn,0 =<
u(i)
<u(i),1>
, BinB
i
0 >
e, portanto,
v(i) = s
< v(i), 1 >
< u(i), 1 >
u(i) ◦ L−1. (1.39)
2.
<v(i),(LB
i
n)(LB
i
1)>
<v(i),(LB
i
1)
2>
= δn,1 =
<u(i),B
i
nB
i
1>
<u(i),(B
i
1)
2>
i.e.,
<v(i),(LB
i
n)(Lx)>
<v(i),(LB
i
1)
2>
= δn,1 =
<u(i),B
i
nx>
<u(i),(B
i
1)
2>
;
e, portanto,
< u(i), xB
i
n >=
< u(i), (B
i
1)
2 >
< v(i), (LBi1)
2 >
< v(i), (LB
i
n)(Lx) > . (1.40)
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Assim,
s < u(i), xB
i
n > = s
<u(i),(B
i
1)
2>
<v(i),(LB
i
1)
2>
< v(i), (LB
i
n)(Lx) >
= s2
<v(i),1><u(i),(B
i
1)
2>
<v(i),(LB
i
1)
2><u(i),1>
< u(i), L
−1((LBin)(Lx)) > (por (1.39));
e, portanto, podemos determinar s verificando
< v(i), 1 >< u(i), (B
i
1)
2 > s2 =< v(i), (LB
i
1)
2 >< u(i), 1 > , i.e.,
de forma que
s < u(i), xB
i
n >=< u(i), L
−1((LBin)(Lx)) >
para todo o n,i ∈ IN. Podemos enta˜o aplicar o teorema 1.4.4 e concluir que L = sτ−b ◦ ha.
Demonstremos agora que se tem (1.35):
Por hipo´tese, os Bn satisfazem a seguinte relac¸a˜o de recorreˆncia
xBn(x) = Bn+1(x) + βnBn(x) + γnBn−1(x) n ∈ IN;
e, portanto, substituindo x por ax+ b, temos
(ax+ b)Bn(ax+ b) = Bn+1(ax+ b) + βnBn(ax+ b) + γnBn−1(ax+ b)
ou ainda
axBn(ax+ b) = Bn+1(ax+ b) + (βn − b)Bn(ax+ b) + γnBn−1(ax+ b)
aa−(n+1)xBn(ax+ b) = a−(n+1)Bn+1(ax+ b) + a−(n+1)(βn − b)Bn(ax+ b) + a−(n+1)γnBn−1(ax+ b)
xRn = Rn+1 +
βn−b
a
Rn +
γn
a2
Rn−1. 2
Chapter 2
S.P.O.M. Semi–Cla´ssicas
Neste cap´ıtulo vamos estudar uma classe particular de S.P.O.M.— aquela cuja S.P.M.
derivados, e´ quase–ortogonal de ordem s relativamente a uma determinada funcional de
momentos. Seja enta˜o, (Pn) uma S.P.O.M. associada a` funcional de momentos regular u e
(
P ′n+1
n+1
) quase–ortogonal de ordem s relativamente a u˜.
Veremos, na primeira secc¸a˜o, que as S.P.O.M. associadas a funcionais de momentos que
verifiquem uma relac¸a˜o do tipo
(φ(x)w(x))′ = ψ(x)w(x)
φ(x)w(x) = 0 para x = a, b
(2.1)
sa˜o tais que a S.P.M. derivados e´ quase–ortogonal relativamente a φw.
Vamos comec¸ar por fazer um apanhado histo´rico sobre o tema que nos propomos estu-
dar:
— As S.P.O.M. associadas a funcionais de momentos regulares definidas por
< u, xn >=
∫ b
a
xnw(x)dx , n ∈ IN (2.2)
verificando equac¸o˜es diferenciais do tipo (2.1) onde w e´ uma func¸a˜o integra´vel e de derivada
integra´vel, comec¸aram por ser estudadas por J.Shohat em [96].
Shohat provou que se w satisfizesse uma equac¸a˜o diferencial do tipo referido, enta˜o a
S.P.O.M. que lhe esta´ associada verifica uma relac¸a˜o diferencial em diferenc¸as— dita de
estrutura de primeira ordem
ψ(x)Pn(x) + φ(x)P
′
n(x) =
n+s∑
k=n−s
an,kPk , n ≥ s (2.3)
onde s = max{grψ − 1,grφ − 2}. Mais ainda, (Pn) verifica uma equac¸a˜o diferencial de
segunda ordem
31
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An(x)P
′′
n (x) +Bn(x)P
′
n(x) + Cn(x)Pn(x) = 0 (2.4)
onde An,Bn,Cn sa˜o polino´mios com coeficientes dependentes de n, mas cujos graus na˜o
dependem de n.
Esta equac¸a˜o pode ser deduzida de uma forma mais simples do que foi feito nessa altura,
como veremos no decorrer da segunda secc¸a˜o (ver [79], [76], [57] e [61]).
Mais tarde, em 1960, G.Szego¨ e S.Karlin (ver [60]) propuseram o problema de determi-
nar todas as S.P.O.M. que verificavam uma relac¸a˜o do tipo (2.3).
Este problema foi resolvido por P.Maroni em [81]. Ele provou que estas S.P.O.M. sa˜o
aquelas cujas S.P.M. derivados e´ quase–ortogonal de uma determinada ordem. Antes dele,
ja´ W.Al–Salam e T.S.Chihara, em [6], tinham estudado o problema no caso s = 0.
Em 1979, A.Ronveaux (ver [93]) verificou que, as S.P.O.M. associadas a`s funcionais de
momentos definidas por
< u, xn >=
∫ ∞
0
xn(xαeQ(x))dx , n ∈ IN (2.5)
onde Q(x) =
∑q
i=0 aix
i e α > −1, constituem exemplos de S.P.O.M. cuja S.P.M. derivados
e´ quase–ortogonal de uma determinada ordem, abrindo assim o caminho para o estudo
destas famı´lias.
As funcionais definidas por (2.5) sa˜o uma generalizac¸a˜o das funcionais tipo Laguerre.
Inspirados no trabalho de A.Ronveaux, H. Van Rossum e E.Hendriksen provaram (ver
[56]) que, se (Pn) e´ uma S.P.O.M. associada a` funcional de momentos (2.2), onde w verifica
uma equac¸a˜o diferencial do tipo
(φ(x)w(x))′ = ψ(x)w(x)
com φ e ψ polino´mios de um grau pre´–fixado, enta˜o (
P ′n+1
n+1
) e´ uma S.P.M. quase–ortogonal
relativamente a uma determinada funcional de momentos.
Seja agora (Pn) uma S.P.O.M. associada a` funcional de momentos, u, definida por
< u, xn >=
∫ b
a
xndσ(x) , n ∈ IN,
onde σ e´ uma func¸a˜o na˜o decrescente de espectro infinito. Nestas condic¸o˜es W.N.Everitt
e F.V.Atkinson (ver [10]) provaram que se
F (z) =< ut,
1
z − t >
satisfizer uma equac¸a˜o diferencial de primeira ordem
φ1(z)F
′(z) + φ2(z)F (z) = φ3(z) (2.6)
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com φ1,φ2 e φ3 polino´mios de grau pre´–fixado, enta˜o (Pn) verifica uma equac¸a˜o do tipo
(2.4).
Mais ainda, se considerarmos uma funcional linear v definida a` custa de u por
u+
n∑
i=1
λiδxi ,
enta˜o sempre que exista e seja regular, a S.P.O.M. associada verifica uma equac¸a˜o da forma
(2.4). Uma forma interessante de obter esta nova equac¸a˜o de segunda ordem, foi descoberta
por F.Marcella´n e A.Ronveaux em [79].
Em 1985 H. Van Rossum e E.Hendriksen demonstraram este mesmo resultado con-
siderando
F (z) = −
∞∑
n=0
< u, xn >
zn+1
e usando a teoria das Fracc¸o˜es Cont´ınuas (ver [57]).
M.Guerfi encontrou uma fo´rmula que nos da´ a expressa˜o expl´ıcita dos polino´mios φi
com i = 1, 2, 3 de (2.6) em termos dos polino´mios φ e ψ de (2.12) (ver [51]). Veremos na
segunda secc¸a˜o que se u verifica (2.12) enta˜o F verifica (2.6).
Exemplos de S.P.O.M. associadas a funcionais cla´ssicas mais deltas de Dirac tomadas
nos extremos do verdadeiro intervalo de ortogonalidade podem ser encontrados nos trabal-
hos de T.S.Chihara, [31], A.M.Krall, S.Shore e L.L.Littlejohn [62], [63], [74], [70], [71], [73],
no texto [61] de T.H.Koornwinder, e ainda no trabalho de F.Marcella´n e P.Maroni [78].
Um boa resenha destes resultados pode ser visto em [72].
Em 1983 W.Hahn encerrou, de certa forma, o ciclo destes resultados, ao provar em [52]
que se (Pn) e´ uma S.P.O.M. associada a uma funcional de momentos u, e verifica uma
equac¸a˜o diferencial de segunda ordem da forma (2.4), enta˜o u verifica uma relac¸a˜o do tipo
(2.12).
Organizac¸a˜o do cap´ıtulo:
— Comec¸aremos por introduzir o conceito fundamental deste cap´ıtulo— S.P.O.M. se-
mi–cla´ssica.
— Daremos na segunda secc¸a˜o algumas caracterizac¸o˜es destas sucesso˜es. Vamos deduzir
recorrentemente os coeficientes da fo´rmula de estrutura (2.3), e mostraremos que essa
fo´rmula conte´m toda a informac¸a˜o sobre as S.P.O.M..
— Na terceira secc¸a˜o damos alguns exemplos de S.P.O.M..
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2.1 Classe de uma Funcional de Momentos
Comecemos por introduzir o conceito fundamental deste cap´ıtulo:
Definic¸a˜o 2.1.1 (Maroni,1987) Seja (Pn) uma S.P.O.M. associada a` funcional de mo-
mentos u; (Pn) e´ semi–cla´ssica de classe s se e so´ se (
P ′n+1
n+1
) for uma S.P.M. quase–ortogonal
de ordem s relativamente a uma determinada funcional de momentos, u˜.
Tentemos relacionar estas duas funcionais:
— Como (Pn) e´ uma S.P.O.M., da observac¸a˜o (a) do teorema 1.1.14, sabemos existirem
duas sucesso˜es de nu´meros reais (βn) e (γn) com γn 6= 0, n ∈ IN verificando
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x) , n = 1, 2, . . .
P0(x) = 1 e P1(x) = x− β0 .
(2.7)
Derivando (2.7)
Pn(x) = P
′
n+1(x) + βnP
′
n(x) + γnP
′
n−1(x)− xP ′n(x), (2.8)
Assim,
< u˜, Pnx
m > = < u˜, xm(P ′n+1(x) + βnP
′
n + γnP
′
n−1 − xP ′n) >
= 0 , n−m ≥ s+ 3 ,
pois (
P ′n+1
n+1
) e´ quase–ortogonal de ordem s relativamente a u˜. Agora, da al´ınea (c) do
teorema 1.3.4 conclu´ımos que
∃ φ ∈ IPs+2 : u˜ = φ(x)u. (2.9)
Podemos enta˜o pensar em caracterizar a S.P.O.M. semi–cla´ssica, (Pn), em termos da
funcional de momentos que lhe esta´ associada, u. De facto, de (2.8) deduzimos que
< Du˜, Pnx
m > = − < u˜, P ′nxm +mPnxm−1 >
= − < u˜, P ′nxm > −m < u˜, xm−1(P ′n+1 + βnP ′n + γnP ′n−1 − xP ′n) >
= 0 , n−m ≥ s+ 2.
Enta˜o, da al´ınea (c) do teorema 1.3.4 sabemos que existe ψ ∈ IPs+1 verificando
Du˜ = ψ(x)u. (2.10)
Ale´m disso,
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< D(xu˜), Pnx
m >=

0 , n−m ≥ s+ 2
6= 0 , para algum m ≥ s+ 2;
e, portanto, existe um e um so´ ζ de grau exactamente s+ 2 verificando
D(xu˜) = ζ(x)u. (2.11)
De (2.9) e (2.10), obtemos a seguinte relac¸a˜o para a funcional de momentos u
D(φ(x)u) = ψ(x)u (2.12)
e de (2.11) conclu´ımos que ζ(x) = φ(x) + xψ(x), i.e., u e´ uma funcional de momentos
regular verificando (2.12) e gr(φ(x) + xψ(x)) = s+ 2.
Acaba´mos de provar o seguinte resultado:
Teorema 2.1.1 Se (Pn) e´ uma S.P.O.M. semi–cla´ssica associada a` funcional de momen-
tos u, enta˜o existem polino´mios ψ ∈ IPs+1, com gr(ψ) ≥ 1 e φ ∈ IPs+2 verificando (2.12) e
gr(φ(x) + xψ(x)) = s+ 2.
Corola´rio 2.1 Nas condic¸o˜es do teorema tem–se
(i) φ(x) 6= 0 para todo o x.
(ii) gr(ζ) ≥ 1 onde ζ(x) = φ(x) + xψ(x).
Demonstrac¸a˜o
(i) Se φ(x) ≡ 0 enta˜o ψ(x)u = 0, i.e., ψ ≡ 0; pois u e´ regular— o que contradiz a
hipo´tese gr(ψ) ≥ 1.
(ii) (Demonstremos por reduc¸a˜o ao absurdo)
Suponhamos que ζ e´ uma constante e multipliquemos ambos os membros de (2.12) por
x. Assim, obtemos sucessivamente
xD(φ(x)u) = xψ(x)u
xD(φ(x)u) = (−φ(x) + ζ(x))u
D(xφ(x)u) = ζ(x)u;
em particular, temos que
< ζ(x)u, 1 >= 0
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e, portanto, ζ(x) ≡ 0, pois u e´ regular. Mas, neste caso, (2.12) toma a forma
D(xφ(x)u) = 0;
e, mais uma vez, da regularidade de u conclu´ımos que φ(x) ≡ 0.
Na verdade, daqui tambe´m podemos concluir que ψ na˜o pode ser uma constante; e,
portanto, podemos retirar da condic¸a˜o da definic¸a˜o que gr(ψ) ≥ 1. 2
Vamos ver que condic¸o˜es temos que impor para que se tenha o rec´ıproco do teorema
anterior. O estudo que aqui se vai fazer segue as ideias contidas no texto [85] de P.Maroni.
Definic¸a˜o 2.1.2 Uma funcional de momentos u diz–se semi–cla´ssica se
1. u e´ regular
2. ∃ φ,ψ ∈ IP : D(φ(x)u) = ψ(x)u com gr(ψ) ≥ 1.
Veˆ–se facilmente que uma funcional de momentos semi–cla´ssica, satisfaz uma infinidade
de equac¸o˜es do tipo (2.12), i.e.,
D(p(x)φ(x)u) = (p(x)ψ(x) + p′(x)φ(x))u
com p ∈ IP. Enta˜o, podemos considerar a aplicac¸a˜o
h : IP× IP −→ IN
(φ, ψ) 7−→ gr(xψ + φ)− 2
onde φ e ψ verificam a condic¸a˜o 2 da definic¸a˜o anterior. Assim:
Definic¸a˜o 2.1.3 Seja u uma funcional de momentos semi–cla´ssica; a
min
(φ,ψ)∈Au
h(φ, ψ)
chamamos classe de u, onde
Au = {(φ, ψ) ∈ IP× IP:D(φu) = ψu, gr(ψ) ≥ 1 e nφ
(s+2)(0)
(s+ 2)!
+
ψ(s+1)(0)
(s+ 1)!
6= 0, n ∈ IN}.
Verifiquemos que a definic¸a˜o anterior e´ consistente, i.e., o par (φ, ψ) ∈ Au que nos da´ a
classe e´ u´nico:
— Comecemos por provar o seguinte resultado:
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Lema 2.1 Seja u uma funcional semi–cla´ssica e (φ1, ψ1),(φ2, ψ2) ∈ Au, i.e.,
D(φ1u) = ψ1u com s1 = gr(xψ1 + φ1)− 2
D(φ2u) = ψ2u com s2 = gr(xψ2 + φ2)− 2.
(2.13)
Seja Φ = m.d.c(φ1,φ2); enta˜o, existe um polino´mio Ψ verificando
D(Φu) = Ψu
com gr(xΨ+ Φ)− 2 =
{
s1 − grφ1 + grΦ
s2 − grφ2 + grΦ.
Demonstrac¸a˜o
Pela definic¸a˜o de Φ sabemos que existem φ11, φ22 ∈ IP tais que
φ1 = Φφ11 e φ2 = Φφ22.
Multilicando a primeira equac¸a˜o de (2.13) por φ22, a segunda equac¸a˜o de (2.13) por φ11
e subtraindo o resultados, obtemos sucessivamente
φ22D(φ1u)− φ11D(φ2u) = (φ22ψ1 − φ11ψ2)u
φ22(φ1Du+ φ
′
1u)− φ11(φ2Du+ φ′2u) = (φ22ψ1 − φ11ψ2)u
(φ22Φφ11 − φ11Φφ22)Du = (φ22ψ1 − φ11ψ2 − φ22φ′1 + φ11φ′2)u
[φ22(ψ1 − φ′1)− φ11(ψ2 − φ′2)]u = 0.
Enta˜o, como u e´ regular
(ψ1 − φ′1)φ22 = φ11(ψ2 − φ′2)
ou seja
(ψ1 − Φφ′11)φ22 = φ11(ψ2 − Φφ′22) .
Enta˜o, ∃ Ψ ∈ IP :

ψ1 − Φφ′11 = Ψφ11
ψ2 − Φφ′22 = Ψφ22.
Se na primeira equac¸a˜o de (2.13) substituirmos φ1 por Φφ11, obtemos
φ11D(Φu) = (ψ − Φφ′11)u
e, portanto,
φ11D(Φu) = φ11(Ψu) . (2.14)
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Analogamente se prova que
φ22D(Φu) = φ22(Ψu) . (2.15)
Como φ11 e φ22 na˜o teˆm ra´ızes em comum conclu´ımos que
D(Φu) = Ψu
com s1 = gr(Φ + xΨ)− 2 + gr(φ1)− gr(Φ) e s2 = gr(Φ + xΨ)− 2 + gr(φ2)− gr(Φ). 2
Para provarmos que o par (φ,ψ) que nos da´ a classe de u e´ u´nico, suponha–se em (2.13)
que s1 = s2 = min
(φ,ψ)∈Au
h(φ, ψ); enta˜o, por definic¸a˜o, s1 = s2 = gr(Φ + xΨ)− 2 e, portanto,
Φ = φ1 = φ2 e Ψ = ψ1 = ψ2.2
Estamos em condic¸o˜es de resolver o problema proposto, i.e., dar uma caracterizac¸a˜o da
S.P.O.M. semi–cla´ssica em termos da funcional de momentos que lhe esta´ associada.
Teorema 2.1.2 Seja u uma funcional de momentos semi–cla´ssica de classe
s = min
(φ,ψ)∈Au
h(φ, ψ) ;
enta˜o a S.P.O.M., (Pn), que lhe esta´ associada e´ semi–cla´ssica de classe s.
Demonstrac¸a˜o
Seja (Φ,Ψ) o par de polino´mios em Au tal que s+ 2 = gr(Φ + xΨ); enta˜o
(
P ′n+1
n+1
) e´ quase–ortogonal de ordem s relativamente a Φu :
— De facto,
< Φu,
P ′n+1
n+1
xm > = 1
n+1
< Φu, (Pn+1x
m)′ −mPn+1xm−1 >=
= − 1
n+1
< D(Φu), Pn+1x
m > − m
n+1
< Φu, Pn+1x
m−1 >
= − 1
n+1
< Ψu, Pn+1x
m > − m
n+1
< Φu, Pn+1x
m−1 >
=

0 , n−m ≥ gr(Φ + xΨ)− 3
6= 0 , m = n− s . 2
Observac¸a˜o
Dos teoremas 2.1.1 e 2.1.2 conclu´ımos que (Pn) e´ uma S.P.O.M. semi–cla´ssica de classe
s se, e somente se, a funcional de momentos que lhe esta´ associada, u, for semi-cla´ssica de
classe s.
Necessitamos enta˜o de um crite´rio que nos deˆ, dentre todos os elementos de Au, o
minimizante de h.
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Teorema 2.1.3 A funcional semi–cla´ssica, u, e´ de classe s = min
(φ,ψ)∈Au
h(φ, ψ) se, e somente
se,
∏
c∈Zφ
(|ψ(c)− φ′(c)|+ | < u, θcψ − θ2cφ > |) > 0 , (2.16)
onde Zφ e´ o conjunto de todas as ra´ızes de φ e θ2c representa a composic¸a˜o do operador
θc— definido em (1.28)— consigo mesmo.
Demonstrac¸a˜o
Seja c uma raiz de φ; tome–se φ(x) = (x − c)φc(x) e substituamos em D(φu) = ψu.
Assim,
D((x− c)φcu) = ψu
(x− c)D(φcu) = (ψ − φc)u ;
dividindo ψ − φc por x− c obtemos
ψ − φc = (x− c)ψc + rc. (2.17)
e, portanto, a equac¸a˜o anterior toma a forma
(x− c)(D(φcu)− ψcu) = rcu
ou equivalentemente,
D(φcu)− ψcu = Aδc + (x− c)−1rcu (2.18)
onde A =< D(φcu)− ψcu, 1 >=< ψcu, 1 >.
Ale´m disso, de (2.17) conclui–se facilmente que rc = ψ(c)−φ′(c) e ψc(x) = (θcψ)(x)−
(θ2cφ)(x).
Provemos (por absurdo) que a condic¸a˜o e´ necessa´ria:
— Suponhamos que c e´ tal que rc = 0 e < u, θcψ − θ2cφ >= 0; enta˜o, por (2.18), u
satisfaz D(φcu) = ψcu, i.e., u e´ de classe s− 1!
Provemos que a condic¸a˜o e´ suficiente:
— Suponhamos que u e´ de classe s1 ≤ s com D(φ1u) = ψ1u. Enta˜o, do lema 2.1, existe
um polino´mio p tal que
φ = pφ1 ; ψ = pψ1 + p
′φ1.
Se s1 < s, enta˜o gr(p) ≥ 1; seja c uma raiz de de p, i.e., p(x) = (x − c)pc(x). Assim,
temos
ψ − φc = (x− c)(pcψ1 + p′cφ1)
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logo
rc = 0 e ψc(x) = pcψ1 + p
′
cφ1;
temos tambe´m que
< u, ψc > = < u, pcψ1 > + < u, p
′
cφ1 >
= < D(φ1u)− ψ1u, pc >
= 0! (pois contradiz (2.16)).
Donde se conclui que s1 = s, e pela unicidade do representante da classe temos que
φ = φ1 e ψ = ψ1. 2
Vimos ja´ que os u´nicos operadores lineares que preservam a ortogonalidade sa˜o da forma
sτ−b ◦ ha, onde s, b, a ∈ IR e τ , ha sa˜o os operadores definidos por (1.28)— ver teorema
1.4.3. Demonstremos, agora que manteˆm a classe.
Teorema 2.1.4 (Belmehdi,1990) Seja u uma funcional de momentos semi–cla´ssica de
classe s e u˜ = (τ−b ◦ ha)u; enta˜o, u˜ e´ semi–cla´ssica de classe s.
Demonstrac¸a˜o
Resulta directamente do facto dos operadores D e τ−b ◦ ha comutarem. De facto, da
definic¸a˜o 2.1.3 sabemos existirem φ e ψ polino´mios de graus na˜o superiores a s+2 e s+1,
respectivamente, tais que
D(φ(x)u) = ψ(x)u ;
i.e.,
< D(φ(x)u)− ψ(x)u, Pn(x) >= 0 , n ∈ IN
e, portanto,
< D(φ(x)u)− ψ(x)u, a−nPn(ax+ b)︸ ︷︷ ︸
(τ−b◦ha)(Pn)
>= 0 , n ∈ IN.
Assim,
< (h 1
a
◦ τb) (D(φ(x)u)− ψ(x)u) , Pn(x) >= 0 , n ∈ IN ,
e pela comutatividade supracitada tiramos que u˜ satisfaz a equac¸a˜o
D(φ˜(x)u) = ψ˜(x)u , (2.19)
onde

φ˜(x) = (h 1
a
◦ τb)φ(x)
φ˜(x) = (h 1
a
◦ τb)φ(x) .2
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Observac¸a˜o
Temos assim que os polino´mios φ e ψ que nos da˜o a classe de uma dada S.P.O.M.
sa˜o u´nicos a menos de uma transformac¸a˜o afim na varia´vel. Isto leva–nos a considerar as
chamadas formas cano´nicas que, no caso s = 0 e s = 1, foram estabelecidas, respectiva-
mente, por C.W.Cryer [33] e S.Belmehdi [13].
2.2 Algumas Caracterizac¸o˜es
Antes de demonstrar algumas caracterizac¸o˜es das S.P.O.M. semi–cla´ssicas, demon-
straremos um resultado que tera´ um papel fundamental nesta secc¸a˜o:
Lema 2.2 (Magnus,1984) Seja (Pn) uma S.P.O.M., i.e., existem duas sucesso˜es de
nu´meros reais (βn) e (γn) com γn 6= 0 para todo o n ∈ IN tais que{
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x)
P0(x) = 1 e P1(x) = x− β0. (2.20)
Suponhamos que fn =
Pn+1
Pn
verifica
an(x)f
′
n(x) = bn(x)f
2
n(x) + cn(x)fn(x) + dn(x) , n ∈ IN (2.21)
onde an, bn, cn e dn sa˜o polino´mios de graus limitados; enta˜o,
an+1 = an
bn+1 =
dn
γn+1
cn+1 = −cn − 2(x− βn+1) dn
γn+1
dn+1 = an + γn+1bn + (x− βn+1)cn + (x− βn+1)2 dn
γn+1
, n ∈ IN. (2.22)
Demonstrac¸a˜o
Dividindo ambos os membros de (2.20) por Pn obtemos a seguinte equac¸a˜o
Pn+1
Pn
= (x− βn+1)− γnPn−1
Pn
ou seja,
fn = (x− βn+1)− γn 1
fn−1
para n ≥ 1. (2.23)
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Derivando a expressa˜o que resulta desta por substituic¸a˜o de n por n+ 1 vem
f ′n+1 = 1 + γn+1
f ′n
f 2n
,
que multiplicada por an e aplicando (2.21) origina
anf
′
n+1 = an + γn+1
bnf
2
n + cnfn + dn
f 2n
,
ou seja,
anf
′
n+1 = (an + γn+1bn) + γn+1
cn
fn
+ γn+1
dn
f 2n
;
de (2.23) obtemos
anf
′
n+1 = (an+γn+1bn)+ cn(x−βn+1−fn+1)+
dn
γn+1
((x−βn+1)2+f 2n+1−2(x−βn+1)fn+1);
e enta˜o,
anf
′
n+1 =
dn
γn+1
f 2n+1+(−cn−2(x−βn+1)
dn
γn+1
)fn+1+(an+γn+1bn+(x−βn+1)cn+(x−βn+1)2 dn
γn+1
).
(2.24)
Comparando (2.24) e (2.21), com n+ 1 no lugar de n, obtemos (2.22). 2
Observac¸a˜o
Este resultado e´ muito importante pois, como veremos, se uma S.P.O.M. for semi–cla´s-
sica, a sucessa˜o (fn) associada verifica uma equac¸a˜o do tipo (2.21).
No teorema que se segue compilamos algumas caracterizac¸o˜es das S.P.O.M. semi–cla´ssi-
cas, que podem ser encontradas nos trabalhos de P.Maroni [81], [83], [84], [85], S.Belmehdi
[12] e [13], F.Marcella´n [77], e E.Hendriksen e H.Van Rossum [56].
Teorema 2.2.1 Seja (Pn) uma S.P.O.M. associada a` funcional de momentos u; enta˜o as
seguintes afirmac¸o˜es sa˜o equivalentes:
(a) (Pn) e´ a S.P.O.M. semi–cla´ssica de classe s associada a u;
(b) (Pn) verifica
φ(x)P ′n+1 = CnPn+1(x) +DnPn(x) , n ≥ 0 (2.25)
onde os polino´mios Cn e Dn de graus, respectivamente, menores que s + 1 e s, sa˜o
dados por
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
Cn+1(x) = −(Cn(x)− C0(x))− (x− βn+1)Dn(x)
γn+1
Dn+1(x) = φ+ γn+1
Dn(x)
γn
+ (x− βn+1)(2Cn(x)− C0(x)) + (x− βn+1)2Dn(x)
γn+1
C0(x) = φ
′(x)− ψ(x)
D−1(x) = 0 , D0(x) = −(θ0ψ)(x) + (θ20φ)′(x)
(c) quaiquer dois polino´mios consecutivos de (Pn) verificam
φ(x)(Pn+1(x)
′Pn(x)− Pn+1(x)P ′n(x)) =
Dn−1(x)
γn
P 2n+1(x)−
(2Cn − C0)Pn+1(x)Pn(x) +Dn(x)P 2n(x), n ∈ IN;
(2.26)
(d) existem s, t ∈ IN com t ≤ s+ 2 e um polino´mio φ ∈ IPt tais que
D(φ(x)
Pn(x)
< u, P 2n(x) >
u) = −{
n+s+1∑
k=n−t+1
ak−1,n
Pk(x)
< u, P 2k (x) >
}u , (2.27)
onde os an,n−s 6= 0 para algum n ≥ s.
Observac¸a˜o
A al´ınea (c) deste teorema e´ uma generalizac¸a˜o da caracterizac¸a˜o de P.J.McCarthy (ver
[86]) para o caso s = 0. Ale´m disso, e´ uma caracterizac¸a˜o quadra´tica como aquela que
provamos na al´ınea (e) do teorema 1.3.2. (d) foi–nos sugerida por F.Marcella´n.
Os polino´mios φ e ψ sa˜o os mesmos que aparecem na definic¸a˜o 2.1.2.
Demonstrac¸a˜o
Esquema de demonstrac¸a˜o:
(a)⇒ (b)⇒ (d)⇒ (a)
(b)⇔ (c)
Verifiquemos que (a) ⇒ (b):
— Como (Pn) e´ uma S.P.O.M. semi–cla´ssica de classe s, existem φ, ψ ∈ IPs+2 tais que
D(φu) = ψu . (2.28)
Tentemos escrever
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φP ′n+1 =
n+grφ∑
k=0
an,kPk onde
an,k < u, P
2
k > = < u, φP
′
n+1Pk >=< φu, (Pn+1Pk)
′ − Pn+1P ′k >=
(2.28)
= − < ψu, Pn+1Pk > − < φu, Pn+1P ′k >
= 0 , k + grψ < n+ 1 e k − 1 + grφ < n+ 1
= 0 , k < n−max{grψ − 1,grφ− 2}
i.e.,
φP ′n+1 =
n+grφ∑
k=n−s
an,kPk , n ≥ s (2.29)
e an,n−s 6= 0 para algum n ≥ s.
Aplicando agora a fo´rmula de recorreˆncia a treˆs termos satisfeita pelos Pn obtemos
(2.25).
Determinac¸a˜o dos polino´mios Cn e Dn:
— Se tomarmos em (2.25) n no lugar de n+ 1 vem
φ(x)P ′n = Cn−1Pn(x) +Dn−1Pn−1(x) , n ≥ 1
e de (2.20),
Pn−1 = − 1
γn
(Pn+1 − (x− βn)Pn);
e, portanto,
φ(x)P ′n = −
Dn−1
γn
Pn+1(x) + (Cn−1 + (x− βn)Dn−1
γn
)Pn(x) . (2.30)
Multiplicando a equac¸a˜o (2.25) por 1
Pn
, e subtraindo o resultado de multiplicarmos a
equac¸a˜o (2.30) por Pn+1
P 2n
, obtemos
φ(
P ′n+1
Pn
− Pn+1P
′
n
P 2n
) = Cn
Pn+1
Pn
+Dn +
Dn−1
γn
(
Pn+1
Pn
)2 − (Cn−1 + (x− βn)Dn−1
γn
)
Pn+1
Pn
,
ou seja,
φ(
Pn+1
Pn
)′ =
Dn−1
γn
(
Pn+1
Pn
)2 + (Cn − Cn−1 + (x− βn)Dn−1
γn
)
Pn+1
Pn
+Dn . (2.31)
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Estamos em condic¸o˜es de aplicar o lema 2.2 com
an = φ
bn =
Dn−1
γn
cn = Cn − Cn−1 − (x− βn)Dn−1γn
dn = Dn.
Agora, de (2.22) saem duas relac¸o˜es entre os Cn e Dn:

Cn+1 − Cn − (x− βn+1) Dnγn+1 = −(Cn − Cn−1 − (x− βn)
Dn−1
γn
)− 2(x− βn+1) Dnγn+1
Dn+1 = φ+ γn+1
Dn−1
γn
+ (x− βn+1)(Cn − Cn−1 − (x− βn)Dn−1γn ) + (x− βn+1)2 Dnγn+1 .
(2.32)
Simplificando a primeira equac¸a˜o
Cn+1 − Cn−1︸ ︷︷ ︸
(Cn+1−Cn)+(Cn−Cn−1)
= (x− βn)Dn−1
γn
− (x− βn+1) Dn
γn+1
(2.33)
e, portanto,
Cn+1 + Cn = −(x− βn+1) Dn
γn+1
+ C0 + C1 + (x− β1)D0
γ1︸ ︷︷ ︸
(2.33)
= 0
ou seja,
Cn+1 = −(Cn − C0)− (x− βn+1) Dn
γn+1
. (2.34)
Da segunda equac¸a˜o de (2.32) tiramos
Dn+1 = φ+ γn+1
Dn−1
γn
+ (x− βn+1)(2Cn − C0) + (x− βn+1)2 Dn
γn+1
. (2.35)
Verifiquemos que (b) ⇒ (c):
— Basta multiplicar (2.31) por P 2n para obter
φ(P ′n+1Pn − P ′nPn+1) =
Dn−1
γn
P 2n+1 + (Cn − Cn−1 − (x− βn)
Dn−1
γn
)Pn+1Pn +DnP
2
n
e de (2.34) obtemos (2.26).
Verifiquemos que (c) ⇒ (b):
— De (2.26) vem que
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(φP ′n+1 − (2Cn − C0)Pn+1 +DnPn)Pn = (φP ′n +
Dn−1
γn
Pn+1)Pn+1
enta˜o, como Pn e Pn+1 na˜o possuem ra´ızes em comum (resultado que se pode provar
directamente a partir a al´ınea (e) do teorema 1.3.2), sabemos que existe qn ∈ IP tal que
φP ′n+1 − (2Cn − C0)Pn+1 +DnPn = qnPn+1
φP ′n +
Dn−1
γn
Pn+1 = qnPn;
e, portanto, 
φP ′n+1 − (2Cn − C0)Pn+1 +DnPn = qnPn+1
φP ′n +
Dn−1
γn
Pn+1 = qnPn,
ou ainda, 
φP ′n+1 = (2Cn − C0 + qn)Pn+1 +DnPn
φP ′n = −
Dn−1
γn
Pn+1 + qnPn.
(2.36)
Da segunda equac¸a˜o
φP ′n+1 = −
Dn
γn+1
Pn+2︸ ︷︷ ︸
(x−βn+1)Pn+1−γn+1Pn
+qn+1Pn+1,
ou seja,
φP ′n+1 = (qn+1 −
Dn
γn+1
(x− βn+1))Pn+1 +DnPn
que comparada com a primeira equac¸a˜o de (2.36) nos da´ uma fo´rmula para os qn
qn+1 − qn = 3Cn + Cn+1 − 2C0 , n ≥ −1.
Verifiquemos que (b) ⇒ (d):
— Seja (αn) a pseudo–base associada a` S.P.O.M. (Pn); tentemos escrever
D(φαn) =
∑
k≥0
λn,kαk
onde
λn,k = < D(φαn), Pk >= − < αn, φP ′k >=
(2.29)
= − < αn,∑k−1+grφj=k−1−s ak−1,jPj >
=

0 , k − 1− s > n ou k − 1 + grφ < n
−ak−1,n , n+ 1− grφ ≤ k ≤ n+ 1 + s.
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Assim,
D(φαn) = −
n+1+s∑
k=n+1−grφ
ak−1,nαk , n ∈ IN.
Pela al´ınea (c) do teorema 1.3.2 obtemos a equac¸a˜o (2.27).
Que (d) ⇒ (a) e´ evidente pois, basta tomar n = 0 em (2.27). 2
Damos, de seguida, uma demonstrac¸a˜o elementar de uma caracterizac¸a˜o das S.P.O.M.
semi–cla´ssicas, devida a W.Hahn (ver [52]).
Teorema 2.2.2 (Hahn,1983) (Pn) e´ a S.P.O.M. semi–cla´ssica de classe s associada a u
quando, e so´ quando, verifica uma equac¸a˜o diferencial de segunda ordem
An(x)P
′′
n (x) +Bn(x)P
′
n(x) + Cn(x)Pn(x) = 0 n ∈ IN, (2.37)
onde An, Bn e Cn sa˜o polino´mios cujos graus so´ dependem de s.
Demonstrac¸a˜o
Comecemos por demonstrar que a condic¸a˜o (2.37) e´ necessa´ria:
— Como (Pn) e´ uma S.P.O.M. semi–cla´ssica de classe s da al´ınea (b) teorema 2.2.1
sabemos que (Pn) verifica (2.25), i.e., existem polino´mios cn e dn de graus dependentes de
s tais que
φ(x)P ′n+1 = cnPn+1(x) + dnPn(x) , n ≥ 0. (2.38)
Podemos tambe´m tentar expressar φP ′′n+1 + ψP
′
n+1 em termos dos Pk; assim,
φ(x)P ′′n+1(x) + ψ(x)P
′
n+1(x) =
n+s+1∑
k=0
bn,kPk(x)
onde os bn,k verificam
< u, P 2k (x) > bn,k = < u, (φ(x)P
′′
n+1(x) + ψ(x)P
′
n+1(x))Pk(x) >
= < φ(x)u, (P ′n+1(x))Pk(x))
′ − P ′n+1(x)P ′k(x) > + < ψ(x)u, P ′n+1(x)Pk(x) >
= − < φ(x)u, P ′n+1(x)P ′k(x) >
e por (2.38) podemos concluir que bn,k = 0 sempre que k ≤ n− s, i.e.,
φ(x)P ′′n+1(x) + ψ(x)P
′
n+1(x) =
n+s+1∑
k=n−s+1
bn,kPk(x). (2.39)
Assim, existem polino´mios an e bn de grau inferior ou igual a max{grψ,grφ− 2} tais que
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φ(x)P ′′n+1(x) + ψ(x)P
′
n+1(x) = an(x)Pn+1(x) + bn(x)Pn(x). (2.40)
Agora, de (2.38) e (2.40), sai que
Pn+1(x) =
∣∣∣∣∣∣∣
φ(x)P ′n+1(x) dn(x)
φ(x)P ′′n+1(x) + ψ(x)P
′
n+1(x) bn(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
cn(x) dn(x)
an(x) bn(x)
∣∣∣∣∣∣∣
ou seja,
dn(x)φ(x)P
′′
n+1(x) + (dn(x)ψ(x)− bn(x)φ(x))P ′n+1 +
∣∣∣∣∣∣∣
cn(x) dn(x)
an(x) bn(x)
∣∣∣∣∣∣∣Pn+1(x) = 0.
Note–se que os graus dos polino´miosAn, Bn e Cn sa˜o limitados por 2grφ+1, max{2grφ,grφ+
grψ} e max{grφ+ grψ + 1,2grφ− 2}, respectivamente.
Determinac¸a˜o de an e bn
1:
— Derivando duas vezes a equac¸a˜o (2.20), satisfeita pelos Pn, obtemos
Pn+1 = P
′
n+2 − (x− βn+1)P ′n+1 + γn+1P ′n
2P ′n+1 = P
′′
n+2 − (x− βn+1)P ′′n+1 + γn+1P ′′n .
(2.41)
Multiplicando a primeira equac¸a˜o de (2.41) por ψ e adicionando o resultado de multi-
plicarmos a segunda por φ obtemos, depois de eliminarmos Pn+2 e Pn−1,
2φP ′n+1 = ((x− βn+1)(an+2 − an+1) + bn+2 −
γn+1
γn
bn − ψ)Pn+1+
(−γn+1(an+2 − an+1)− ((x− βn+1)bn+1 − (x− βn)bn))Pn ;
e, portanto, os an e bn esta˜o relacionados com os Cn e Dn de (2.25) por
Cn =
(x− βn+1)(an+2 − an+1) + bn+2 − γn+1γn bn − ψ
2
Dn = −γn+1(an+2 − an+1) + ((x− βn+1)bn+1 − (x− βn)bn)
2
.
A demonstrac¸a˜o de que a condic¸a˜o (2.37) e´ suficiente para que a S.P.O.M. (Pn) seja
semi–cla´ssica esta´ baseada numa conjectura de A.Magnus (ver [76])
se (Pn) verifica (2.37) enta˜o a sucessa˜o (fn)— ver lema 2.2— que lhe esta´ associada
verifica uma equac¸a˜o do tipo (2.21).
1Sera´ provado, mais tarde, que estes polino´mios conteˆm toda a informac¸a˜o acerca da S.P.O.M. (Pn).
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De (2.37) e da fo´rmula de recorreˆncia a treˆs termos satisfeita pelos Pn deduzimos que
∃ En ∈ IP :

EnP
′
n = ΘnPn + ΛnPn−1
EnP
′
n−1 = ΓnPn +∆nPn−1 ,
(2.42)
onde Θn, Λn, Γn e ∆n sa˜o polino´mios cujus graus so´ dependem de s.
Multiplicando a primeira equac¸a˜o de (2.42) por 1
Pn−1
e subtraindo o resultado de mul-
tiplicarmos a segunda por Pn
P 2n−1
obtemos
En(
P ′n
Pn−1
− P
′
n−1Pn
P 2n−1
) = Θn
Pn
Pn−1
+ Λn − Γn P
2
n
P 2n−1
−∆n Pn
Pn−1
ou seja,
Enf
′
n−1 = (Θn −∆n)fn−1 − Γnf 2n−1 + Λn ; (2.43)
e pelo lema 2.2
En+1 = En
−Γn+1 = Λnγn+1
Θn+1 −∆n+1 = −Θn +∆n − 2(x− βn+1) Λnγn+1
Λn+1 = En − γn+1Γn + (x− βn+1)(Θn −∆n) + (x− βn+1)2 Λnγn+1 ;
e, portanto, En e´ um polino´mio cujos coeficientes na˜o dependem de n, i.e., φ ∈ IP. Podemos
enta˜o reescrever (2.43) na forma
φ(P ′nPn−1 − P ′n−1Pn) = (Θn −∆n)PnPn−1 − ΓnP 2n + ΛnP 2n−1. (2.44)
Da al´ınea (c) do teorema 2.2.1 conclu´ımos que (Pn) e´ uma S.P.O.M. semi–cla´ssica. 2
Observac¸a˜o
Com este resultado provamos tambe´m que o facto de fn =
Pn+1
Pn
verificar uma equac¸a˜o
do tipo (2.21) caracteriza as S.P.O.M. semi–cla´ssicas, i.e., a generalizac¸a˜o da fo´rmula de
McCarthy para as S.P.O.M. semi–cla´ssicos da´–nos uma nova caracterizac¸a˜o para as mes-
mas.
Dissemos ja´, na introduc¸a˜o deste cap´ıtulo, que se
F (z) =< ut,
1
z − t >
satisfaz uma equac¸a˜o diferencial de primeira ordem completa com coeficientes polinomiais,
enta˜o a S.P.O.M. associada a u satisfaz uma equac¸a˜o do tipo (2.37); e pelo teorema anterior
temos que essa S.P.O.M. e´ semi–cla´ssica. Vamos ver que este resultado pode ser provado
de uma forma directa (ver [22]):
CHAPTER 2. S.P.O.M. SEMI–CLA´SSICAS 50
Teorema 2.2.3 Seja u uma funcional de momentos regular e (Pn) a S.P.O.M. associada;
enta˜o u e´ semi–cla´ssica de classe s quando, e so´ quando, a funcional de Stieltjes associada
a u satisfizer uma equac¸a˜o diferencial de primeira ordem completa
φ(z)F ′(z) +B(z)F (z) = C(z) (2.45)
onde φ, B e C sa˜o polino´mios de graus dependentes de s.
Demonstrac¸a˜o
Comecemos por demonstrar que a condic¸a˜o e´ necessa´ria
φ(z)F ′(z) = < ut,
φ(z)
(t−z)2 >=< ut,
φ(z)−φ(t)
(t−z)2 +
φ(t)
(t−z)2 >
= < φ(t)ut,
1
(t−z)2 > − < ut, φ(t)−φ(z)(t−z)2 >
= − < φ(t)ut, Dt( 1t−z ) > − < ut,
∑grφ
j=1
φ(j)(z)
j!
(t− z)j−2 >
= < Dt(φ(t)ut),
1
t−z > −φ′(z) < ut, 1t−z > −
∑grφ
j=2
φ(j)(z)
j!
< ut, (t− z)j−2 >
[Por Hipo´tese D(φu) = ψu]
= < ψ(t)ut,
1
t−z > −φ′(z)F (z)− C1(z)
= < ut,
ψ(t)−ψ(z)
t−z > +ψ(z) < ut,
1
t−z > −φ′(z)F (z) + C1(z)
= (ψ(z)− φ′(z))F (z) +∑grψj=1 ψ(j)j! < ut, (t− z)j−1 >
= (ψ(z)− φ′(z))F (z) + C(z)
onde C(z) = −
grφ−1∑
j=1
(
φ(j+1)(z)
(j + 1)!
+
ψ(j)(z)
(j)!
) < ut, (t− z)j−1 >, i.e.,
φ(z)F ′(z) + (ψ(z)− φ′(z))F (z) = C(z).
Verifiquemos agora que se tem o rec´ıproco
Seja F (z) =< ut,
1
t−z > associada a u, verificando
φ(z)F ′(z) +B(z)F (z) = C(z)
enta˜o,
A(z) < ut,
1
(t− z)2 > +B(z) < ut,
1
t− z >= C(z)
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e utilizando a mesma te´cnica apresentada acima obtemos
< D(Aut),
1
t− z > + < But,
1
t− z > −A
′(z) < ut,
1
t− z >= C(z)+
max{grB,grA}∑
j=1
(
A(j+1)(z)
(j + 1)!
+
B(j)(z)
j!
) < ut, (t− z)j−1 >
e, portanto,
< D(Aut) + (B − A′)ut, 1
t− z >= E(z) (2.46)
onde E e´ um polino´mio.
Como (2.46) e´ uma funcional anal´ıtica numa vizinhanc¸a de ∞ e D e´ um polino´mio,
conclu´ımos que
D(Aut) + (B − A′)ut = 0.2
2.3 Exemplos de S.P.O.M. Semi–Cla´ssicas
Vamos ver como deduzir os coeficientes da relac¸a˜o de recorreˆncia satisfeita pelas S.P.O.M.,
no caso delas serem semi–cla´ssicas. O processo aqui descrito vai ser utilizado com bastante
frequeˆncia ao longo deste trabalho. Sera´ posto em evideˆncia que o conhecimento dos an e bn
da fo´rmula (2.40) e´ suficiente para a determinac¸a˜o dos coeficientes da relac¸a˜o de recorreˆncia
a treˆs termos satisfeita pelos Pn.
Vamos somente calcular os coeficientes no caso s = 0 e veremos, mais tarde, alguns
exemplos de S.P.O.M. de classe 1. O estudo dessa famı´lia na˜o o faremos por ja´ ter sido
feito por S.Belmehdi (ver [11] e [13]).
2.3.1 Caso Particular s = 0
Introduzamos agora o seguinte conceito:
Definic¸a˜o 2.3.1 Seja (Pn) uma S.P.O.M. associada a` funcional de momentos u; (Pn) diz–
se cla´ssica se (Pn) for semi–cla´ssica de classe 0 relativamente a u.
Assim, como caracterizac¸o˜es destas S.P.O.M. temos as dadas na secc¸a˜o anterior com
s = 0 (ver [5]), i.e.,
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— da al´ınea (b) do teorema 2.2.1
φ(x)P ′n+1(x) = (n+ 1)φ2Pn+2(x) + bn+1Pn+1(x) + anPn(x) (2.47)
com an 6= 0 para todo o n ∈ IN ;
— da al´ınea (d) do teorema 2.2.1
D(φ(x) Pn(x)
<u,P 2n(x)>
u) = −((n− 1)φ2 Pn−1(x)<u,P 2n−1(x)>+
bn
Pn(x)
<u,P 2n(x)>
+ an
Pn+1(x)
<u,P 2n+1(x)>
)u ;
(2.48)
— e particularizando n = 0 nesta u´ltima equac¸a˜o
D(φ(x)u) = −a0
γ1
(x− β0)︸ ︷︷ ︸
=ψ(x)
u , (2.49)
pois b0 = 0.
Ale´m disso, (ver [17], [102], [1], [21], [2] e [85]):
Teorema 2.3.1 (Bochner,1929) Uma S.P.O.M., (Pn), e´ cla´ssica quando, e so´ quando,
satisfizer uma equac¸a˜o diferencial linear de segunda ordem do tipo
φ(x)P ′′n (x) + ψ(x)P
′
n(x) = λnPn(x) , n ∈ IN (2.50)
onde os polino´mios φ e ψ sa˜o os mesmos que figuram na equac¸a˜o (2.49).
Observac¸a˜o
Este teorema vai ser demonstrado mais tarde, no cap´ıtulo V, como introduc¸a˜o a um
problema mais geral.
Vamos expressar os coeficientes da relac¸a˜o de recorreˆncia que a S.P.O.M. cla´ssica, (Pn),
verifica em termos dos coeficientes de φ e ψ de (2.49), i.e., em termos de
φ(x) = φ2x
2 + φ1x+ φ0
ψ(x) = ψ1x+ ψ0 .
E´ bem sabido que (ver [30, pag. 24])
Pn+1(x) = x
n+1 − (
n∑
i=0
βi)x
n + (
∑
0≤i<j≤n
βiβj −
n∑
k=1
γk)x
n−1 + . . .
para n ∈ IN.
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Tentemos calcular os coeficientes de xn e de xn−1 na expressa˜o anterior em termos dos
coeficientes de φ e ψ:
— Comecemos por reescrever (2.50) com n+ 1 no lugar de n
(φ2x
2 + φ1x+ φ0)((n+ 1)nx
n−1 + n(n− 1)An+1xn−2 + (n− 1)(n− 2)Bn+1xn−3 + . . .)+
(ψ1x+ ψ0)((n+ 1)x
n + nAn+1x
n−1 + (n− 1)Bn+1xn−2 + . . .) =
(n+ 1)(nφ2 + ψ1)︸ ︷︷ ︸
=λn+1
(xn+1 + An+1x
n +Bn+1x
n + . . .)
onde An+1 = −
n∑
i=0
βi e Bn+1 =
∑
0≤i<j≤n
βiβj −
n∑
k=1
γk, n ∈ IN.
Assim,
(a) da comparac¸a˜o dos coeficientes de xn resulta
n(n+ 1)φ1 + n(n− 1)φ2An+1 + (n+ 1)ψ0 + nψ1An+1 = (n+ 1)(nφ2 + ψ1)An+1
ou seja,
An+1 =
(n+ 1)(nφ1 + ψ0)
2nφ2 + ψ1
, n ∈ IN. (2.51)
(b) da comparac¸a˜o dos coeficientes de xn−1 tiramos
(n− 1)(n− 2)Bn+1φ2 + n(n− 1) (n+1)(nφ1+ψ0)2nφ2+ψ1 φ1 + n(n+ 1)φ0 + (n− 1)Bn+1ψ1+
nψ0
(n+1)(nφ1+ψ0)
2nφ2+ψ1
= (n+ 1)(nφ2 + ψ1)Bn+1
ou seja,
Bn+1 =
n(n+ 1)
(4n− 2)φ2 + 2ψ1
{
(nφ1 + ψ0)((n− 1)φ1 + ψ0)
2nφ2 + ψ1
+ φ0
}
, n ∈ IN. (2.52)
Da equac¸a˜o (2.48) obtemos depois de multiplicarmos escalarmente por xPn−1, xPn,
xPn+1 e xPn+2
(nβn − (n− 2)βn−1)φ2 = (bn − bn−1)− φ1 , n ≥ 1 ; (2.53)
((n+ 1)γn+1 − (n− 2)γn)φ2 + φ(βn) = an − an−1 , n ≥ 1 ; (2.54)
((bn+1 − bn) + (βn+1 + βn)φ2 + φ1)γn+1 = an(βn+1 − βn) , n ≥ 0 ; (2.55)
γn+2
an+1
− γn+1
an
=
γn+1
an
γn+2
an+1
φ2 , n ≥ 0 ; (2.56)
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Agora, conhecendo an e bn+1 de (2.47) em termos de βn e γn, da relac¸a˜o de recorreˆncia
a treˆs termos satisfeita pelos (Pn), e conhecendo o valor de λn em (2.50), vamos conseguir
resolver o nosso problema.
Seja enta˜o
xPn+1 = Pn+2 + βn+1Pn+1 + γn+1Pn (2.57)
a fo´rmula de recorreˆncia a treˆs termos satisfeita pelos Pn. Derivando esta u´ltima expressa˜o
obtemos
Pn+1(x) = P
′
n+2(x) + βn+1P
′
n+1(x) + γn+1P
′
n(x)− xP ′n+1(x), (2.58)
e derivando novamente
2P ′n+1(x) = P
′′
n+2(x) + βn+1P
′′
n+1(x) + γn+1P
′′
n (x)− xP ′′n+1(x). (2.59)
Multiplicando (2.58) por ψ, (2.59) por φ e aplicando (2.50) vem que
2φP ′n+1 = λn+2Pn+2 − ((x− βn+1)λn+1 + ψ)Pn+1 + γn+1λnPn
onde φ e ψ sa˜o dados por (2.49). Aplicando a fo´rmula (2.57) obtemos
φP ′n+1 = (n+ 1)φ2Pn+2 −
1
2
ψ(βn+1)Pn+1 − (nφ2 + ψ1)γn+1Pn. (2.60)
Substituindo bn por −12ψ(βn) em (2.53) vem
φ2(nβn − An) = −12ψ(βn) + 12ψ(β0)− nφ1
(nφ2 +
1
2
ψ1)βn = Anφ2 − nφ1 − 12ψ0 , n ∈ IN,
e, portanto,
βn = 2
Anφ2 − nφ1 − 12ψ0
2nφ2 + ψ1
, n ∈ IN, (2.61)
onde An e´ dado por (2.51).
Substituindo an por −(nφ2 + ψ1)γn+1 em (2.54) vem
φ2((n+ 1)γn+1 − (n− 2)γn) + φ(βn) = −(nφ2 + ψ1)γn+1 + ((n− 1)φ2 + ψ1)γn
((2n+ 1)φ2 + ψ1)γn+1 + 2φ2
n∑
i=1
γi + (
n∑
i=1
β2i )φ2 + (
n∑
i=1
βi)φ1 + φ0 = (ψ1 + φ2)γ1.
Tendo em conta que
n∑
i=1
β2i = (
n∑
i=0
βi)
2 − 2 ∑
0≤i<j≤n
βiβj − β20
conclu´ımos que
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γn+1 =
2φ2Bn+1 − φ(−An+1) + ((ψ1 + φ2)γ1 + φ(β0)− nφ0)
(2n+ 1)φ2 + ψ1
, n ∈ IN, (2.62)
onde Bn+1 e´ dado por (2.52).
Mas de [21] sabemos que φ e ψ sa˜o dados pela tabela 2.1. Assim, para termos per-
feitamente determinados os coeficientes da relac¸a˜o de recorreˆncia das S.P.O.M. cla´ssicas,
necessitamos conhecer γ1. Mas, por definic¸a˜o,
γ1 =
< u, P 21 >
< u, 1 >
=
< u, x2 >
< u, 1 >
− 2β0< u, x >
< u, 1 >
+ β20 ,
e de (2.49) obtemos a seguinte equac¸a˜o para os momentos
(nφ2 + ψ1) < u, x
n+1 > +(nφ1 + ψ0) < u, x
n > +nφ0 < u, x
n−1 > , n ∈ IN;
donde de conclui que
γ1 = −
φ0 − ψ0ψ1 (φ1 + ψ0)
φ2 + ψ1
+ 2β0
ψ0
ψ1
+ β20 . (2.63)
Estamos enta˜o em condic¸o˜es de calcular os coeficientes (ver tabela 2.2).
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φ ψ Pn
1 −2x Hn
x −x+ α+ 1 Lαn
1− x2 −(α+ β + 2)x− (α− β) Pα,βn
x2 (α+ 2)x+ 2 Bαn
Table 2.1: Equac¸a˜o de Pearson
βn γn+1 Restric¸o˜es Pn
0
n+ 1
2
Hn
2n+ α+ 1 (n+ 1)(1 + α+ n) α > −1 Lαn
β2 − α2
(2n+ α+ β)(2n+ α+ β + 2)
4(n+ 1)
(n+ α+ 1)(n+ β + 1)(n+ α+ β + 1)
(2n+ α+ β + 1)(2n+ α+ β + 2)2(2n+ α+ β + 3)
α, β > −1 Pα,βn
− 2α
(α+ 2n)(2 + α+ 2n)
−4(n+ 1) n+ α+ 1
(1 + α+ 2n)(2 + α+ 2n)2(3 + α+ 2n)
α 6= −1,−2, . . . Bαn
Table 2.2: Relac¸a˜o de recorreˆncia
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2.3.2 Modificac¸o˜es Mediante Deltas de Dirac
As sucesso˜es que vamos encontrar sa˜o as ja´ bem conhecidas S.P.O.M. Tipo Hermite,
Tipo Laguerre, Tipo Jacobi e Tipo Bessel, estudadas por A.M.Krall, L.L.Littlejhon, S.Shore
e E.Hendriksen (ver [55]).
Formulac¸a˜o do Problema:
— Seja u uma funcional de momentos regular e c ∈ IN; para que valores de λ ∈ C
v = u+ λδc (2.64)
e´ regular?
Ale´m disso, se u e´ cla´ssico, o que e´ que podemos dizer de v?
Este problema foi resolvido por P.Maroni e F.Marcella´n em [78]. Aı´ pode ver–se que os
elementos da S.P.O.M. associada a v satisfazem uma equac¸a˜o diferencial de segunda ordem
com coeficientes dependentes de n. Determinaremos tambe´m uma equac¸a˜o diferencial de
segunda ordem satisfeita por esses polino´mios, mas sera´ deduzida de uma forma diferente.
Comecemos por demonstrar o seguinte resultado:
Teorema 2.3.2 (Maroni e Marcella´n, 1988) A funcional de momentos v definida por
(2.64) e´ regular quando, e so´ quando,
λ 6= (Kn−1(c, c))−1 , n ∈ IN (2.65)
onde Kn(x, y) =
∑n
k=0
Pk(x)Pk(y)
rk
, n ∈ IN.
Demonstrac¸a˜o
Seja (Pn) a S.P.O.M. associada a u e (Rn) a S.P.M. associada a v. Tentemos relacionar
estas duas S.P.M.:
— Da relac¸a˜o (2.64) conclu´ımos que (Rn) e´ estritamente quase–ortogonal de ordem 1
relativamente a (x−c)u. Assim, podemos pensar em expressar (x−c)Rn como combinac¸a˜o
linear dos Pn, i.e.,
(x− c)Rn(x) =
n+1∑
k=0
an,kPk(x) onde
an,k < u, P
2
k >=< (x− c)u,RnPk >= 0 se k = 0, . . . , n− 2.
Assim,
(x− c)Rn(x) = an,n−1Pn−1(x) + an,nPn(x) + Pn+1(x) , n ∈ IN (2.66)
e P−1(x) = 0.
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Assim, temos a ortogonalidade de (Rn) relativamente a v se, e somente se,
< v,Rn(x)Pk(x) >= 0 se k = 0, 1, . . . , n
< v,Rn(x)Pn(x) >6= 0 e n ∈ IN
ou seja,
Rn(x) = Pn(x) +
n−1∑
k=0
bn,kPk(x) onde
bn,k < u, P
2
k > = < u,RnPk > = < v − λδc, RnPk >=
= −λRn(c)Pk(c) , i.e.,
Rn(x) = Pn(x)− λRn(c)
n−1∑
k=0
Pk(c)
< u, P 2k >
Pk(x)
e pelo teorema 1.1.15 resulta
Rn(x) = Pn(x)− λRn(c)Kn−1(x, c) . (2.67)
Substituindo nesta u´ltima expressa˜o x por c obtemos
Rn(c)(1 + λKn−1(c, c)) = Pn(c) , c ∈ C.
Em conclusa˜o, temos a ortogonalidade desejada quando, e so´ quando, λ satisfaz (2.65).
2
Nas condic¸o˜es do teorema anterior podemos pensar em relacionar os coeficientes das
relac¸o˜es recorreˆncia que estas S.P.O.M. verificam, i.e., relacionar as sucesso˜es de nu´meros
reais (βn), (γn), (ξn) e (ηn) definidas por
xPn = Pn+1 + βnPn + γnPn
xRn = Rn+1 + ξnRn + ηnRn , n ∈ IN.
(2.68)
Antes de mais determinemos os coeficientes de (2.66) a` custa de (2.67):
— Tendo em conta que Rn(c) =
Pn(c)
1+λKn−1(c,c)
e a igualdade de Darboux–Christoffel (ver
teorema 1.1.15), a fo´rmula (2.67) toma a forma
Rn(x) = Pn(x)− λPn(c)
1 + λKn−1(c, c)
Pn(x)Pn−1(c)− Pn−1(x)Pn(c)
x− c
e, portanto,
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(x−c)Rn(x) = Pn+1(x)−(c−βn+ λPn(c)Pn−1(c)
1 + λKn−1(c, c)
)Pn(x)+(γn+
λPn(c)
2
1 + λKn−1(c, c)
)Pn−1(x) .
(2.69)
Para determinarmos as relac¸o˜es pretendidas, basta multiplicar a segunda equac¸a˜o de
(2.68) por x− c e aplicar a fo´rmula (2.69). Temos enta˜o,
Pn+2 = (x− ξn − an+1,n+1 + an,n)Pn+1 + (ηn − an+1,n + an,n−1 − an,n(ξn + βn))Pn+
(an−1,n−1ηn + an,nγn − an,n−1(ξn − βn−1))Pn−1 + (an−1,n−2ηn + an,n−1γn)Pn−2
(2.70)
e, portanto,
(i) ξn = an+1,n+1 − an,n + βn+1, n ∈ IN;
(ii) ηn − an+1,n + an,n−1 − an,n(ξn + βn) = γn+1, n ∈ IN;
(iii) an−1,n−1ηn + an,nγn − an,n−1(ξn − βn−1), n ≥ 1;
(iv) an−1,n−2ηn + an,n−1γn, n ≥ 2;
e de (ii) e (iii) obtemos uma representac¸a˜o para η1.
Suponhamos agora que u e´ uma funcional de momentos regular e cla´ssica, i.e., exis-
tem dois polino´mios φ ∈ IP2 e ψ de grau exactamente 1 tais que D(φu) = ψu. Enta˜o,
multiplicando por x− c esta u´ltima expressa˜o obtemos
D((x− c)φv)− φu = (x− c)ψv ,
pois de (2.64) (x− c)u = (x− c)v. Assim,
D((x− c)φv) = (φ+ (x− c)ψ)v − λφ(c)δc ,
ou ainda,
D(φv)− ψv = −λφ(c)(x− c)−1δc+ < D(φv)− ψv, 1 > δc.
Mas, (x− c)−1δc e´ dada por:
< (x− c)−1δc, p(x) > = < δc, p(x)−p(c)x−c >=
= < δc, p
′(c) + p
′′(c)
2!
(x− c) + . . . >=
= < −δ′c, p(x) > , p ∈ IP.
Finalmente, v satisfaz a seguinte equac¸a˜o distribucional
D(φv)− ψv = λφ(c)δ′c − λψ(c)δc (2.71)
logo v e´ semi–cla´ssica de classe quando muito 2.
Determinac¸a˜o da equac¸a˜o diferencial de segunda ordem satisfeita pelos Rn:
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1. Da fo´rmula (2.69) sai que
(x− c)Rn(x) = ((an,n − βn) + x)Pn(x) + (an,n−1 − γn)Pn−1(x) . (2.72)
2. Derivando a mesma fo´rmula obtemos
(x− c)R′n +Rn = P ′n+1 + an,nP ′n + an,n−1P ′n−1 (2.73)
que multiplicada por φ da´
(x− c)φR′n + φRn = AnPn +BnPn−1 (2.74)
onde An e Bn sa˜o dados por
An(x) = bn,n+2((x− βn)(x− βn+1)− γn+1) + (bn,n+1 + an,nbn−1,n+1)(x− βn)
bn,n + an,nbn−1,n + an,n−1bn−2,n − an,n−1bn−2,n−2
γn−1
Bn(x) = −bn,n+2γn(x− βn+1)− (bn,n+1 + an,nbn−1,n+1)γn+
an,nbn−1,n−1 + an,n−1bn−2,n−1 +
an,n−1bn−2,n−2
γn−1
(x− βn−1).
3. Derivando (2.73) obtemos
(x− c)R′′n + 2R′n = P ′′n+1 + an,nP ′′n + an,n−1P ′′n−1. (2.75)
Adicionando o resultado de multiplicarmos (2.73) por ψ e (2.75) por φ, e tendo em
atenc¸a˜o que (Pn) satisfaz (2.50), obtemos
(x− c)φR′′n + (2φ+ (x− c)ψ)R′n + ψRn = λn+1Pn+1 + an,nλnPn + an,n−1λn−1Pn−1,
ou seja,
(x− c)φR′′n + (2φ+ (x− c)ψ)R′n + (ψ − λn+1(x− c))Rn =
an,n(λn − λn+1)Pn + an,n−1(λn−1 − λn+1)Pn−1, (2.76)
Agora, de (2.72), (2.74), (2.76) obtemos
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(x− c)Rn (an,n − βn) + x an,n−1 − γn
(x− c)φR′n + φRn An Bn
(x− c)φR′′n + (2φ+ (x− c)ψ)R′n+
(ψ − λn+1(x− c))Rn an,n(λn − λn+1) an,n−1(λn−1 − λn+1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0
(2.77)
n ∈ IN, que e´ uma equac¸a˜o diferencial de segunda ordem satisfeita pelos (Rn).
Chapter 3
Modificac¸o˜es Polinomiais das
Funcionais
Estuda´mos ja´ o efeito de fazermos actuar sobre uma S.P.O.M., (Bn), o operador sτ−b◦ha,
e verifica´mos que a funcional de momentos regular que lhe esta´ associada, u, e´ dada por
u ◦ (sτb ◦ ha). Na primeira secc¸a˜o vamos estudar os seguintes problemas:
Secc¸a˜o 1 Sejam p um polino´mio e u uma funcional regular; encontrar condic¸o˜es necessa´rias
e suficientes para que u˜ = p(x)u seja ainda uma funcional regular, e construir a
S.P.O.M. associada.
Secc¸a˜o 2 Se u e´ uma funcional de momentos semi–cla´ssica de classe s, qual a classe de u˜.
Consideraremos somente os casos em que
p(x) =

x− x1
(x− x1)2
(x− x1)(x− x2)
que va˜o ser os que mais necessitaremos neste texto.
Va´rios autores abordaram este problema sob va´rios pontos de vista. A primeira tenta-
tiva deveu–se a E.B.Christoffel (ver [32]), que tratou o caso em que u e´ a funcional associada
a` func¸a˜o peso w ≡ 1 em [−1, 1]. G.Szego¨ em [99] e L.R.Shenton em [94], estudaram o caso
em que u e´ representada por uma medida positiva. V.B.Uvarov e A.Nikiforov (ver [89],
[100],[101]), e S.Paszkowski (ver [90]) estudaram o caso em que u e´ representada por uma
func¸a˜o peso positiva e p pode ter ra´ızes mu´ltiplas. Todos estes autores, consideraram a
situac¸a˜o em que os zeros de p se encontram fora do espectro de u; e portanto a questa˜o da
regularidade de u˜ na˜o se coloca. T.S.Chihara, foi o primeiro a interessar–se pela questa˜o da
regularidade de u˜ = (x− x1)u (ver [30]) pois supoˆs que x1 podia ser um ponto do espectro
de u.
Este problema geral encontra–se resolvido nos trabalhos de Dini e Belmehdi (ver [37] e
[12]). Daremos uma demonstrac¸a˜o deste resultado baseada nos trabalhos supracitados.
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Na segunda secc¸a˜o, daremos exemplos de famı´lias de polino´mios ortogonais semi–cla´ssi-
cas, geradas a partir das cla´ssicas, por uma modificac¸a˜o polinomial, do tipo referido, sobre
a funcional.
Este problema, e outros que resolveremos ao longo deste trabalho, esta˜o relacionados
com dois outros problemas (ver [42] e [15]):
— Sejam u e v funcionais de momentos regulares; dar condic¸o˜es necessa´rias e suficientes
para que u+ v seja ainda uma funcional de momentos regular.
— Quando e´ que podemos dizer que u+ v e´ semi–cla´ssica.
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3.1 Estudo Geral
Equacionemos de novo o problema:
— Seja u uma funcional de momentos regular, e (Pn)n∈N a S.P.O.M. correspondente
verificando
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x). (3.1)
Por outro lado, seja
p(x) =
s∏
i=1
(x− xi)mi
um polino´mio de grau r ≥ 1 e C = (x1, . . . , xr)1.
(1) Quando e´ que temos a regularidade da funcional de momentos u˜ = p(x)u?
(2) Se (P˜n)n∈N for a S.P.O.M. associada a u˜, i.e.,
xP˜n(x) = P˜n+1(x) + β˜nP˜n(x) + γ˜nP˜n−1(x) , (3.2)
qual a relac¸a˜o entre os coeficientes das relac¸o˜es (3.1) e (3.2)?
A resposta a (1) e´ dada pelo seguinte:
Teorema 3.1.1 ([37] e [12]) Sejam u uma funcional de momentos regular e u˜ a funcional
linear definida por u˜ = p(x)u onde p e´ o polino´mio definido acima. Enta˜o u˜ e´ regular
quando, e so´ quando,
D(C, n) 6= 0 , n ∈ IN
onde
D(C, n) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Pn(x1) . . . Pn+r−1(x1)
...
...
P (m1−1)n (x1) . . . P
(m1−1)
n+r−1 (x1)
...
...
Pn(xs) . . . Pn+r−1(xs)
...
...
P (ms−1)n (xs) . . . P
(ms−1)
n+r−1 (xs)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
1Note–se que os xi podem ser tomados em C.
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Demonstrac¸a˜o
Comecemos por demonstrar que a condic¸a˜o D(C, n) 6= 0 , n ∈ IN, e´ suficiente para que
se tenha a regularidade de u˜.
Considere–se o seguinte polino´mio
Fn(x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Pn(x) . . . Pn+r(x)
Pn(x1) . . . Pn+r(x1)
...
...
P (m1−1)n (x1) . . . P
(m1−1)
n+r (x1)
...
...
Pn(xs) . . . Pn+r(xs)
...
...
P (ms−1)n (xs) . . . P
(ms−1)
n+r (xs)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
;
constru´ıdo a` custa de D(C;n). Veˆ–se claramente que Fn e´ um polino´mio de grau n + r e
tem pelo menos as mesmas ra´ızes que p, i.e.,
Fn(x) = p(x)qn(x) , n ∈ IN
onde qn e´ um polino´mio de grau exactamente n.
Podemos pensar expressar qn em termos dos primeiros n termos da sucessa˜o (Pk):
qn(x) = (−1)nD(C;n)Pn(x) +
n−1∑
k=0
an,kPk(x) , n ∈ IN.
Definimos assim uma famı´lia livre de polino´mios associados a (Pn), a` qual esta´ associada
a seguinte famı´lia de polino´mios mo´nicos
Qn(x) =
qn(x)
(−1)nD(C;n) , n ∈ IN.
Provemos que (Qn) e´ a S.P.O.M. associada a u˜:
— Comecemos por supor m < n enta˜o
< u˜,QnQm > = < u, (pQn)Qm >=< u, FnQm >=
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
< u, PnQm > . . . < u, Pn+rQm >
Pn(x1) . . . Pn+r(x1)
...
...
P (m1−1)n (x1) . . . P
(m1−1)
n+r (x1)
...
...
Pn(xs) . . . Pn+r(xs)
...
...
P (ms−1)n (xs) . . . P
(ms−1)
n+r (xs)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
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Da mesma forma se prova que, para m > n, < u˜,QnQm >= 0. Quando m = n tem–se
< u˜,Q2n >= D(C;n+ 1) < u, P
2
n > , n ∈ IN. (3.3)
Reciprocamente, se u˜ e´ regular, por (3.3) conclu´ımos que D(C;n) 6= 0 para todo o
n ∈ IN. 2
Podemos enta˜o falar na S.P.O.M. (P˜n) associada a u˜; e pela observac¸a˜o (a) do teorema
1.1.14 a questa˜o (2) tem sentido.
O me´todo que vamos utilizar para resolver a questa˜o (2) consiste dos seguintes passos:
(i) Determinac¸a˜o de uma fo´rmula de estrutura existente entre estas duas S.P.O.M., i.e.,
p(x)P˜n(x) = Pn+gr(p)(x) +
n+grp−1∑
k=n
an,kPk(x). (3.4)
(ii) Ca´lculo dos an,k em func¸a˜o dos Pk e das suas derivadas nas ra´ızes de p.
(iii) Ca´lculo dos coeficientes da relac¸a˜o de recorreˆncia (3.1) em termos dos an,k.
(iv) Relac¸a˜o existente entre an,n+1 e βn+1 (nos casos em que p(x) = (x− x1)2 e p(x) =
(x− x1)(x− x2)).
Antes de mais verifiquemos que se tem (3.4):
— Como (Pn) e´ uma S.P.O.M. associada a u e p(x)P˜n(x) e´ um polino´mio de grau
n+ gr(p) temos que
p(x)P˜n(x) = Pn+gr(p)(x) +
n+gr(p)−1∑
k=0
an,kPk(x)
onde os an,k sa˜o dados por
< u, P 2k > an,k = < u, p(x)P˜nPk >
= < p(x)u, P˜nPk >
= < u˜, P˜nPk >
= 0 se k < n. 2
Nas demonstrac¸o˜es dos treˆs casos que dissemos que ir´ıamos estudar suporemos que a
condic¸a˜o de regularidade ja´ esta´ provada (pois demonstra´mos o teorema 3.1.1).
Teorema 3.1.2 (Chihara,1978) Para que a funcional de momentos u˜ = (x− x1)u seja
regular, e´ condic¸a˜o necessa´ria e suficiente que Pn+1(x1) 6= 0, n ∈ N . Nesse caso, temos
(x− x1)P˜n(x) = Pn+1(x)− Pn+1(x1)
Pn(x1)
Pn(x) (3.5)
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β˜n = βn+1 +
Pn+2(x1)Pn(x1)− P 2n+1(x1)
Pn+1(x1)Pn(x1)
(3.6)
γ˜n+1 =
Pn+2(x1)Pn(x1)
P 2n+1(x1)
γn+1 (3.7)
com n ∈ IN.
Demonstrac¸a˜o
Como o gr(p) = 1, de (3.4) sai que
(x− x1)P˜n(x) = Pn+1(x) + an,nPn(x);
e substituindo x por x1 na expressa˜o anterior conclu´ımos que
an,n = −Pn+1(x1)
Pn(x1)
,
ou seja, temos (3.5).
Verificac¸a˜o de (3.6) e (3.7):
γ˜n =
< u˜, P˜ 2n(x) >
< u˜, P˜ 2n−1(x) >
=
−Pn+1(x1)
Pn(x1)
< u, P 2n(x) >
− Pn(x1)
Pn−1(x1)
< u, P 2n−1(x) >
=
Pn+1(x1)Pn−1(x1)
P 2n(x1)
γn
e
β˜n =
< u˜, xP˜ 2n(x) >
< u˜, P˜ 2n(x) >
=
< u, (x− x1)2P˜ 2n(x) > +x1 < u˜, P˜ 2n(x) >
< u˜, P˜ 2n(x) >
= x1 +
< u, (x− x1)P˜n(x)(x− x1)P˜n(x) >
< u, (x− x1)P˜ 2n(x) >
= x1 +
< u, (Pn+1(x)− Pn+1(x1)Pn(x1) Pn(x))2 >
< u, (Pn+1(x)− Pn+1(x1)Pn(x1) Pn(x))P˜n(x) >
= x1 +
< u, P 2n+1(x) > +(
Pn+1(x1)
Pn(x1)
)2 < u, P 2n(x) >
−Pn+1(x1)
Pn(x1)
< u, P 2n(x) >
= x1 − Pn+1(x1)
Pn(x1)
− Pn(x1)
Pn+1(x1)
γn+1.
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Mas, de (3.1), substituindo x = x1 tiramos
γn+1 =
1
Pn(x1)
((x1 − βn+1)Pn+1(x1)− Pn+2(x1)), (3.8)
que substitu´ıdo na anterior expressa˜o da´ (3.6).2
Quando fazemos uma modificac¸a˜o polinomial por um polino´mio de grau 2 temos, como
vimos, dois caso a considerar:
Teorema 3.1.3 Para que a funcional de momentos u˜ = (x − x1)(x − x2)u com x1 6= x2
seja regular e´ condic¸a˜o necessa´ria e suficiente que |dn(x1, x2)| 6= 0, onde
dn =
[
Pn+1(x1) Pn(x1)
Pn+1(x2) Pn(x2)
]
para todo o inteiro positivo n. Nesse caso, temos
(x− x1)(x− x2)P˜n(x) = (x− x1 − (x1 − x2)Pn(x1)Pn+1(x2)D(x1,x2;n) )Pn+1(x)+
(x1 − x2)Pn+1(x1)Pn+1(x2)D(x1,x2;n) Pn(x)
(3.9)
βn+1 = an,n+1 + (x1 − x2)Pn(x1)Pn+1(x2)
D(x1, x2;n)
+ x1 (3.10)
γn+1 = an,n − (x1 − x2)Pn+1(x1)Pn+1(x2)
D(x1, x2;n)
(3.11)
β˜n =
an,n+1
an,n
γn+1 + (x2 − x1)Pn(x1)Pn+1(x2)
D(x1, x2;n)
+ x2 (3.12)
γ˜n+1 =
an+1,n+1
an,n
γn+1 (3.13)
onde, [
an,n+1
an,n
]
= −d−1n
[
Pn+2(x1)
Pn+2(x2)
]
(3.14)
com n ∈ IN.
Demonstrac¸a˜o
Como gr(p)=2, de (3.4) sai que
(x− x1)(x− x2)P˜n(x) = Pn+2(x) + an,n+1Pn+1(x) + an,nPn(x); (3.15)
e tomando x = x1, x2 na expressa˜o anterior temos[
an,n+1
an,n
]
= − 1
D(x1, x2;n)
[
Pn(x2) −Pn(x1)
−Pn+1(x2) Pn+1(x1)
] [
Pn+2(x1)
Pn+2(x2)
]
.
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Assim,
an,n+1 =
Pn(x1)Pn+2(x2)− Pn(x2)Pn+2(x1)
D(x1, x2;n)
e
an,n =
Pn+1(x2)Pn+2(x1)− Pn+1(x1)Pn+2(x2)
D(x1, x2;n)
.
Enta˜o, tendo em conta as equac¸o˜es (3.1) e (3.15), tiramos
(x− x1)(x− x2)P˜n(x) = (x− βn+1 + an,n+1)Pn+1(x) + (an,n − γn+1)Pn(x) (3.16)
e
(x− x1)(x− x2)P˜n(x) = (x− x1 − bn)Pn+1(x) + cnPn(x). (3.17)
Assim, se conhecermos bn e cn de (3.17) temos os βn e γn de (3.1). De facto tomando
x = x1, x2 na u´ltima expressa˜o vem{ −bnPn+1(x1) + cnPn(x1) = 0
−bnPn+1(x2) + cnPn(x2) = (x1 − x2)Pn+1(x2)
e, portanto,
bn = (x1 − x2)Pn(x1)Pn+1(x2)
D(x1, x2;n)
e
cn = (x1 − x2)Pn+1(x1)Pn+1(x2)
D(x1, x2;n)
que substitu´ıdos em (3.17) confirmam(3.9).
Comparando (3.16) com (3.17)
βn+1 = an,n+1 + x1 + (x1 − x2)Pn(x1)Pn+1(x2)D(x1,x2;n)
γn+1 = an,n − (x1 − x2)Pn+1(x1)Pn+1(x2)D(x1,x2;n)
Determinac¸a˜o de β˜n e γ˜n:
γ˜n+1 =
< u˜, P˜ 2n+1(x) >
< u˜, P˜ 2n(x) >
=
an+1,n+1
an,n
γn+1
e
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β˜n =
< u˜, (x− x2)P˜ 2n(x) > +x2 < u˜, P˜ 2n(x) >
< u˜, P˜ 2n(x) >
= x2 +
< u, (x− x2)P˜n(x)((x− x1)(x− x2)P˜n(x)) >
< u, (x− x1)(x− x2)P˜ 2n(x) >
= x2 +
< u, (x− x2)P˜n(x)(Pn+2(x) + an,n+1Pn+1(x) + an,nPn(x)) >
an,n < u, P 2n(x) >
= x2 +
an,n+1
an,n
< u, P 2n+1(x) >
< u, P 2n(x) >
+
< u, (x− x2)P˜n(x)Pn(x) >
< u, P 2n(x) >
= x2 +
an,n+1
an,n
γn+1 +
< u, (x− x2)P˜n(x)Pn(x) >
< u, P 2n(x) >
Dividindo ambos os membros de (3.17) por x− x1 obtemos
(x− x2)P˜n(x) = Pn+1(x)− (x1 − x2)Pn+1(x2)Pn(x1)
D(x1, x2;n)
Qn(x)
onde Qn e´ um polino´mio mo´nico de grau n; logo
< u, (x− x2)P˜n(x)Pn(x) >= −(x1 − x2)Pn+1(x2)Pn(x1)
D(x1, x2;n)
< u, P 2n(x) > ;
e finalmente
β˜n = x2 +
an,n+1
an,n
γn+1 − (x1 − x2)Pn+1(x2)Pn(x1)
D(x1, x2;n)
. 2
O seguinte resultado surge como caso limite do anterior:
Teorema 3.1.4 (Maroni,1990) Para que a funcional de momentos u˜ = (x− x1)2u seja
regular e´ condic¸a˜o necessa´ria e suficiente que |dn(x1, x1)| 6= 0, onde
dn =
[
Pn+1(x1) Pn(x1)
P ′n+1(x1) P
′
n(x1)
]
para todo o inteiro positivo n. Nesse caso, temos
(x− x1)2P˜n(x) = (x− x1 − Pn(x1)Pn+1(x1)
D(x1, x1;n)
)Pn+1(x) +
P 2n+1(x1)
D(x1, x1;n)
Pn(x) (3.18)
βn+1 = an,n+1 +
Pn+1(x1)Pn(x1)
D(x1, x1;n)
+ x1 (3.19)
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γn = an,n − P
2
n+1(x1)
D(x1, x1;n)
(3.20)
β˜n =
an,n+1
an,n
γn+1 − Pn+1(x1)Pn(x1)
D(x1, x1;n)
+ x1 (3.21)
γ˜n+1 =
an+1,n+1
an,n
γn+1 (3.22)
onde [
an,n+1
an,n
]
= −d−1n
[
Pn+2(x1)
P ′n+2(x1)
]
(3.23)
com n ∈ IN.
Demonstrac¸a˜o
Como gr(p) = 2, de (3.4) tiramos que
(x− x1)2P˜n(x) = Pn+2(x) + an,n+1Pn+1(x) + an,nPn(x), (3.24)
onde an,n+1 e an,n sa˜o dados por[
an,n+1
an,n
]
= − 1
D(x1, x1;n)
[
P ′n(x1) −Pn(x1)
−P ′n+1(x1) Pn+1(x1)
] [
Pn+2(x1)
P ′n+2(x1)
]
Esta u´ltima expressa˜o resulta da resoluc¸a˜o do sistema linear formado por (3.24) tomada
em x = x1 e da sua derivada tambe´m tomada em x = x1.
De (3.24) e (3.1) sai
(x− x1)2P˜n(x) = (x− (βn+1 − an,n+1))Pn+1(x) + (an,n − γn+1)Pn(x). (3.25)
Podemos reescrever (3.25) na forma
(x− x1)2P˜n(x) = ((x− x1)− bn)Pn+1(x) + cnPn(x), (3.26)
e pela unicidade desta representac¸a˜o, determinar βn e γn da equac¸a˜o (3.1), a` custa do bn e
cn de (3.26). Assim, { −bnPn+1(x1) + cnPn(x1) = 0
−bnP ′n+1(x1) + cnP ′n(x1) = −Pn+1(x1)
e, portanto,
bn =
Pn+1(x1)Pn(x1)
D(x1,x1;n)
e
cn =
P 2n+1(x1)
D(x1,x1;n)
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que substitu´ıdos em (3.26) confirmam (3.18).
Por outro lado, temos tambe´m, βn e γn perfeitamente determinados βn+1 = an,n+1 +
Pn+1(x1)Pn(x1)
D(x1,x1;n)
+ x1
γn = an,n − P
2
n+1(x1)
D(x1,x1;n)
(3.27)
Determinac¸a˜o dos coeficientes de (3.2):
γ˜n+1 =
< u˜, P˜ 2n+1(x) >
< u˜, P˜ 2n(x) >
=
an+1,n+1 < u, P
2
n+1(x) >
an,n < u, P 2n(x) >
=
an+1,n+1
an,n
γn+1
e
β˜n =
< u˜, (x− x1)P˜ 2n(x) > +x1 < u˜, P˜ 2n(x) >
< u˜, P˜ 2n(x) >
= x1 +
< u, (x− x1)P˜n(x)((x− x1)2P˜n(x)) >
< u, (x− x1)2P˜ 2n(x) >
= x1 +
< u, (x− x1)P˜n(x)(Pn+2(x) + an,n+1Pn+1(x) + an,nPn(x)) >
an,n < u, P 2n(x) >
= x1 +
an,n+1
an,n
< u, P 2n+1(x) >
< u, P 2n(x) >
+
< u, (x− x1)P˜n(x)Pn(x) >
< u, P 2n(x) >
= x1 +
an,n+1
an,n
γn+1 +
< u, (x− x1)P˜n(x)Pn(x) >
< u, P 2n(x) >
Dividindo ambos os membros de (3.26) por x− x1 obtemos
(x− x1)P˜n(x) = Pn+1(x)− Pn+1(x1)Pn(x1)
D(x1, x1;n)
Qn(x)
onde Qn e´ um polino´mio mo´nico de grau n; e, portanto,
< u, (x− x1)P˜n(x)Pn(x) >= −Pn+1(x1)Pn(x1)
D(x1, x1;n)
< u, P 2n(x) > .
Assim,
β˜n = x1 +
an+1,n+1
an,n
γn+1 − Pn+1(x1)Pn(x1)
D(x1, x1;n)
. 2
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3.2 Estabilidade das Funcionais Semi–Cla´ssicas
Vamos analisar o terceiro problema, que e´ o de verificar como varia a classe de uma
S.P.O.M. semi–cla´ssica por uma modificac¸a˜o polinomial sobre a funcional que lhe esta´
associada. E´ evidente que estas modificac¸o˜es manteˆm o cara´cter semi–cla´ssico da funcional,
pois se u e´ a funcional de momentos semi–cla´ssica de classe s associada a (Pn), existem
ψ ∈ IPs+1 e φ ∈ IPs+2 tais que
D(φu) = ψu (3.28)
verificando a condic¸a˜o (2.16); enta˜o, u˜ = p(x)u verifica
D(pφu˜) = (2p′φ+ pψ)u˜; (3.29)
logo u˜ e´ semi-cla´ssica de classe quando muito s+ gr(p). Para estudarmos a classe da nova
S.P.O.M., (Rn), associada a u˜, basta estudar a seguinte equac¸a˜o funcional obtida de (3.29)
D(φu˜)− ψu˜ = p−1p′φu˜+
r∑
i=1
mi∑
k=1
λi,kδ
(k−1)
xi
, (3.30)
onde
∑r
i=1mi = gr(p).
Estudemos somente os casos dados na secc¸a˜o anterior, i.e.,
(a) p(x) = x− x1
(b) p(x) = (x− x1)(x− x2)
(c) p(x) = (x− x1)2.
Em (a), temos dois casos a considerar:
1. se x1 e´ raiz de φ, enta˜o u˜ verifica a seguinte equac¸a˜o distribucional
D(φu˜) = (
φ
x− x1 + ψ)u˜; (3.31)
logo u˜ e´ uma funcional de momentos semi–cla´ssica de classe s;
2. se x1 na˜o e´ raiz de φ, enta˜o u˜ e´ uma funcional de momentos semi–cla´ssica de classe
s+ 1.
Em (b), temos treˆs casos a considerar:
1. se x1 e x2 sa˜o ra´ızes de φ, enta˜o u˜ e´ uma funcional de momentos semi–cla´ssica de
classe s;
2. se x1 e´ raiz de φ e x2 na˜o (ou x2 e´ raiz de φ e x1 na˜o), enta˜o u˜ e´ uma funcional de
momentos semi–cla´ssica de classe s+ 1.
3. caso contra´rio u˜ e´ uma funcional de momentos semi–cla´ssica de classe s+ 2.
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Em (c), temos treˆs casos a considerar:
1. se x1 e´ raiz dupla de φ, enta˜o u˜ verifica a seguinte equac¸a˜o distribucional
D(φu˜) = (2
φ
x− x1 + ψ)u˜; (3.32)
e portanto u˜ e´ uma funcional semi–cla´ssica de classe s;
2. se x1 e´ raiz simples de φ, enta˜o u˜ verifica a seguinte equac¸a˜o distribucional
D(φu˜) = (2
φ
x− x1 + ψ)u˜+< (2
φ
x− x1 + ψ)u˜, 1 >︸ ︷︷ ︸
λ1
δx1 ; (3.33)
assim,
(a) se λ1 = 0, u˜ e´ de classe s
(b) se λ1 6= 0, u˜ e´ de classe s+ 1.
3. se x1 na˜o e´ raiz de φ, enta˜o u˜ verifica a seguinte equac¸a˜o distribucional
D(φu˜) = (2
φ
x− x1 + ψ)u˜+< ψu˜, 1 >︸ ︷︷ ︸
λ1
δx1 +< (φ+ (x− x1)ψ)u˜, 1 >︸ ︷︷ ︸
λ2
δ′x1 ; (3.34)
logo,
(a) se λ2 = λ1 = 0, u˜ e´ uma funcional de momentos semi–cla´ssica de classe s;
(b) se λ2 = 0, u˜ e´ uma funcional de momentos semi–cla´ssica de classe s+ 1;
(c) se λ2 e λ1 na˜o se anularem, u˜ e´ uma funcional de momentos semi–cla´ssica de
classe s+ 2.
Observac¸a˜o
Podemos determinar os coeficientes da relac¸a˜o de recorreˆncia das S.P.O.M. cla´ssicas a`
custa de modificac¸o˜es polinomiais com p(x) ≡ φ(x) e da fo´rmula de Rodrigues2 que estas
S.P.O.M. verificam.
2
w(x)Pn(x) = Kn
dn
dx
((φ(x))nw(x)) , n ∈ IN (3.35)
onde w e´ a func¸a˜o peso associada a`s funcionais de momentos cla´ssicas e kn e´ uma constante na˜o nula para
cada n (ver [33] e [91]).
CHAPTER 3. MODIFICAC¸O˜ES POLINOMIAIS DAS FUNCIONAIS 74
3.3 Aplicac¸a˜o a Algumas S.P.O.M. Cla´ssicas
3.3.1 Caso Hermite
Vamos estudar dois tipos de modificac¸o˜es da funcional de momentos de Hermite dada
no cap´ıtulo anterior:
— Uma modificac¸a˜o por x2 e outra por x− i, onde i e´ a unidade imagina´ria.
O primeiro exemplo serve para poˆr em evideˆncia a insuficieˆncia do me´todo deW.Gautschi
(ver [46] e [48]) ou do me´todo de B.Fischer e G.H.Golub em [44]; de facto, para estudar-
mos a funcional x2u, onde u e´ a funcional de momentos de Hermite, na˜o podemos estudar
primeiro a funcional xu e depois a funcional x(xu), pois xu na˜o e´ regular!
O segundo exemplo que aqui apresentamos, serve para testar o me´todo no caso em que
x1 esta´ em C.
Comecemos enta˜o o nosso estudo:
1. Caso u˜ = x2u onde u e´ a funcional de momentos definida por
< u, xn >=
∫
IR
xn exp(−x2)dx , n ∈ IN. (3.36)
Comecemos por verificar que a funcional de momentos assim definida e´ regular:
— Pelo teorema 3.1.4 temos regularidade quando, e so´ quando,
|dn| =
∣∣∣∣∣ Hn+1(0) Hn(0)H ′n+1(0) H ′n(0)
∣∣∣∣∣ 6= 0 , n ∈ IN,
onde (Hn) e´ a S.P.O.M. de Hermite; portanto
∣∣∣∣∣ Hn+1(0) Hn(0)(n+ 1)Hn(0) nHn−1(0)
∣∣∣∣∣ 6= 0 , n ∈ IN.
Assim, como H2n+1(0) = 0, n ∈ IN obtemos
|dn| =
{
(2k − 1)H2k(0)H2k−2(0) , se n = 2k − 1
(2k + 1)H22k(0) , se n = 2k
Mas H2n(x) = L
−1/2
n (x
2) (ver [9]), enta˜o a condic¸a˜o anterior pode reescrever–se na
seguinte forma
|dn| =
{
(2k − 1)L−1/2k (0)L−1/2k−1 (0) , se n = 2k − 1
(2k + 1)(L
−1/2
k (0))
2 , se n = 2k , n ∈ IN. (3.37)
que e´ sempre diferente de zero.
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Para determinarmos os coeficientes da relac¸a˜o de recorreˆncia satisfeita pelos (Rn),
associados a u˜, vamos utilizar o programa “Mathematica”:
— A partir das fo´rmulas (3.21) e (3.22) obtemos com βn = 0 e γn+1 =
n+1
2
(ver
tabela 2.2)
(a) β˜n = 0, n ∈ IN
(b) γ˜n+1 =

− (2k+3)(k+1)
2k+1
(
L
−1/2
k+1
(0)
L
−1/2
k
(0)
)2 se n = 2k + 1
− (2k+1)
2
L
−1/2
k
(0)
L
−1/2
k+1
(0)
se n = 2k + 2
, n ∈ IN.
Estudemos ainda a classe da nova S.P.O.M.:
— Considere–se a equac¸a˜o distribucional Du = −2xu, satisfeita pela funcional de
Heremite e multipliquemo-la por x3
D(xu˜) = (3− 2x2)u˜
que e´ a equac¸a˜o distribucional satisfeita por u˜; e, portanto, u˜ e´ de classe 1.
2. Caso u˜ = (x − i)u onde u e´ a funcional de momentos definida por (3.36) e i e´ a
unidade imagina´ria.
Comecemos por verificar que a funcional de momentos assim definida e´ regular:
— Pelo teorema 3.1.2 temos regularidade quando, e so´ quando,
Hn(i) 6= 0 , n ∈ IN.
Mas Hn(x) =
{
L
−1/2
k (x
2) se n = 2k
xL
1/2
k (x
2) se n = 2k − 1 (ver [9]); e portanto a condic¸a˜o anterior
pode reescrever–se na seguinte forma
L−1/2n (−1)L1/2n (−1) 6= 0 , n ∈ IN.
Para determinarmos os coeficientes da relac¸a˜o de recorreˆncia satisfeita pelos, (Rn),
associados a u˜, vamos utilizar o programa “Mathematica”:
— A partir das fo´rmulas (3.6) e (3.7) obtemos
(a) β˜n =

−L
−1/2
k+1
(−1)+L−1/2
k
(−1)
L
−1/2
k
(−1) i se n = 2k
L
−1/2
k−1 (−1)+L
−1/2
k
(−1)
L
−1/2
k
(−1)L−1/2
k−1 (−1)
i se n = 2k − 1
, n ∈ IN
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(b) γ˜n+1 =

−(k + 1)L
−1/2
k
(−1)
L
−1/2
k+1
(−1) se n = 2k + 1
−2k+3
2
L
−1/2
k
(−1)
L
−1/2
k+1
(−1) se n = 2k + 2
, n ∈ IN.
Estudemos ainda a classe da nova S.P.O.M.:
— Facilmente se obte´m a equac¸a˜o diferencial distribucional satisfeita por u˜
D((x− i)u˜) = 2(−x2 + ix+ 1)u˜;
logo u˜ e´ semi–cla´ssica de classe 1.
3.3.2 Caso Laguerre
Vamos ver agora um exemplo de modificac¸a˜o polinomial de uma funcional que lhe
mante´m a classe. Seja u a funcional de momentos de Laguerre, i.e.,
< u, xn >=
∫ +∞
0
xnxα exp(−x)dx , n ∈ IN;
enta˜o, a modificac¸a˜o por xr com r ∈ IN e´ uma funcional de Laguerre pois, a funcional de
momentos u˜ = xru verifica a seguinte equac¸a˜o
D(xu˜) = (r + α+ 1− x)u˜;
consequentemente e´ cla´ssica.
Chapter 4
Modificac¸o˜es Inversas Polinomiais
No seguimento do que fizemos no cap´ıtulo anterior vamos analisar o seguinte problema
Problema Sejam p um polino´mio e v uma funcional regular; encontrar condic¸o˜es necessa´rias
e suficientes para que u definida por v = p(x)u seja ainda uma funcional regular, e
construir a S.P.O.M. associada.
Ale´m disso, se v e´ uma funcional de momentos semi–cla´ssica, que poderemos dizer
acerca de u?
Mais uma vez interessar–nos–emos somente pelos casos
p(x) =

x− x1
(x− x1)2
(x− x1)(x− x2)
pois a partir destes podemos chegar a`s modificac¸o˜es por polino´mios de grau mais elevado.
O primeiro problema vai ser estudado na primeira secc¸a˜o.
No caso em que estas funcionais sejam definidas positivas, o problema enunciado no
in´ıcio do cap´ıtulo anterior e este condensam–se num so´:
Problema Geral Encontrar uma S.P.O. associada a w˜(x) = p(x)
q(x)
w(x), (Pn(x; w˜)), quando
conhecemos (Pn(x;w)), onde p(x) =
∏k
i=1(x− xi), q(x) =
∏l
j=1(x− yj) e xi 6= yj.
Isto porque se tivermos q(x)u = v e v regular, admitindo uma representac¸a˜o integral
< v, r(x) >=
∫
I
r(x)w(x)dx,
enta˜o u admite a seguinte representac¸a˜o integral
< u, r(x) >=
∫
I
r(x)
w(x)
q(x)
dx.
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De facto, como u = q−1(x)v +
∑l
j=1 < lj(x)u, 1 > δyj (ver teorema 1.2.6)
< u, r(x) > = < v, r(x)−Lr(X)
q(x)
w(x) > +
∑l
j=1 < lj(x)u, 1 > r(yj)
=
∫
I
r(x)
q(x)
w(x)dx− ∫I Lr(X)q(x) w(x)dx+∑lj=1 < lj(x)u, 1 > r(yj)
=
∫
I r(x)
w(x)
q(x)
dx−∑lj=1 ∫I lj(x)w(x)q(x) dxr(yj) +∑lj=1 < lj(x)u, 1 > r(yj)
=
∫
I r(x)
w(x)
q(x)
dx 2
A resposta a esta questa˜o vem dada pelo seguinte (ver [89]):
Teorema IV.0.1 (Teorema Generalizado de Christoffel) Sejam w e w˜ duas func¸o˜es
peso relacionadas por w˜(x) = p(x)
q(x)
w(x). Com as notac¸o˜es anteriores os P (x; w˜) veˆm dados
pela seguinte fo´rmula (de estrutura)
p(x)P (x; w˜) = A−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Pn−l(x) . . . Pn+k(x)
Pn−l(x1) . . . Pn+k(x1)
. . .
Pn−l(xk) . . . Pn+k(xk)
Rn−l(y1) . . . Rn+k(y1)
. . .
Rn−l(yl) . . . Rn+k(yl)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(4.1)
onde An e´ uma constante na˜o nula para cada n— condic¸a˜o de regularidade— e as func¸o˜es
Rn (func¸o˜es meromorfas), sa˜o definidas por
Rn(x) = P
(1)
n−1(x;w)− Pn(x)
∫
I
w(t)
x− tdt. (4.2)
Uma fo´rmula semelhante para o caso em que l < n e´ devida a Uvarov (ver [101]). O caso
l = 0 foi estudado por Christoffel (ver [32]). Esta fo´rmula na˜o tem grande interesse pra´tico,
devido a` grande dificuldade computacional de que se reveste o ca´lculo de determinantes de
ordem elevada. Recentemente, Gautschi (ver [46] e [48]) construiu um algoritmo de gerac¸a˜o
de polino´mios Pn com passos lineares e quadra´ticos, a partir das relac¸o˜es existentes entre
os coeficientes das respectivas relac¸o˜es de recorreˆncia.
Quando na˜o estamos num caso definido positivo p−1(x)v na˜o e´ regular pois< p−1(x)v, 1 >=
0. Teˆm enta˜o fundamento as questo˜es propostas acima.
Estudaremos ainda a estabilidade da famı´lia das S.P.O.M. semi–cla´ssicas por estas
modificac¸o˜es.
Daremos na terceira secc¸a˜o um exemplo de problema inverso, i.e., a partir de uma
fo´rmula que relaciona uma S.P.M. e uma S.P.O.M., determinar condic¸o˜es para que a
primeira seja ortogonal; faremos aplicac¸a˜o destes resultados aos polino´mios ortogonais
cla´ssicos.
CHAPTER 4. MODIFICAC¸O˜ES INVERSAS POLINOMIAIS 79
4.1 Formulac¸a˜o do Problema
Formulac¸a˜o do problema
— Seja v uma funcional de momentos regular e (Pn)n∈IN a S.P.O.M. correspondente
verificando
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x). (4.3)
Por outro lado, seja
p(x) =
s∏
i=1
(x− xi)mi
um polino´mio de grau r + 1 ≥ 1 e C = (x1, . . . , xr+1).
• Quando e´ que temos a regularidade da funcional linear u : v = p(x)u?
• Se (Rn)n∈IN for a S.P.O.M. associada a u, i.e.,
xRn(x) = Rn+1(x) + ξnRn(x) + ηnRn−1(x); (4.4)
qual a relac¸a˜o entre os coeficientes das relac¸o˜es (4.3) (dos (Pn) associados a v) e (4.4)?
De (4.2), vemos que va˜o desempenhar um papel muito importante os polino´mios definidos
a` custa de (Pn) por
Pn+1(x; c) = Pn+1(x)− cP (1)n (x) , n ∈ IN. (4.5)
Definic¸a˜o 4.1.1 (Chihara,1957) A`s S.P.O.M. definidas por (4.5)1 chamamos co–recur-
sivas associadas a` S.P.O.M. (Pn).
Antes de prosseguirmos o estudo da regularidade de u, vamos definir o que se entende
por p−1(pu):
— De (1.33)
< p−1(x)(p(x)u), f > = < p(x)u,ΘCf >=< p(x)u,
f(x)−(Lf)(X)
p(x)
>
= < u, f(x)− (Lf)(X) >=< u, f(x)−∑si=1∑mik=1 f (k−1)(xi)Lik(x) >
= < u, f(x) > −∑si=1∑mik=1 < u,Lik(x) >< (−1)k−1(k−1)! δ(k−1)xi , f >
= < u−∑si=1∑mik=1 < u,Lik(x) > (−1)k−1(k−1)! δ(k−1)xi , f >
1Note-se que estes polino´mios verificam a mesma relac¸a˜o de recorreˆncia a treˆs termos que (Pn) com as
condic¸o˜es iniciais P0(x; c) = 1 e P1(x; c) = P1(x)− c.
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e, portanto,
p−1(x)(p(x)u) = u−
s∑
i=1
mi∑
k=1
λi,kδ
(k−1)
xi
. 2 (4.6)
Conclu´ımos assim que a condic¸a˜o de regularidade vira´ em func¸a˜o dos primeiros r mo-
mentos de u e das ra´ızes de p(x). De facto,
u = p−1(x)v +
s∑
i=1
mi∑
k=1
λi,kδ
(k−1)
xi
onde os λi,j esta˜o definidos, univocamente, a` custa dos primeiros r momentos e das ra´ızes
de p(x).
Determinemo–los nos casos que iremos estudar:
(i) v = (x− x1)u
De v = (x−x1)u tiramos que (x−x1)−1((x−x1)u) = (x−x1)−1v. Resta–nos somente
determinar (x− x1)−1((x− x1)u):
< (x− x1)−1((x− x1)u), f(x) > = < (x− x1)u, f(x)−f(x1)x−x1 >
= < u, f(x)− f(x1) >
= < u− u0δx1 , f(x) > ;
e, portanto, λ1,1 = −u0.
(ii) v = (x− x1)(x− x2)u
De v = (x − x1)(x − x2)u tiramos que (x − x1)−1(x − x2)−1((x − x1)(x − x2)u) =
(x − x1)−1(x − x2)−1v. Resta–nos somente determinar (x − x1)−1(x − x2)−1((x −
x1)(x− x2)u):
< (x− x1)−1(x− x2)−1((x− x1)(x− x2)u), f(x) >=
=< (x− x1)(x− x2)u,
f(x)−f(x1)
x−x1 −
f(x2)−f(x1)
x2−x1
x−x2 >=
=< u, f(x)− x−2x1−x2
x2−x1 f(x1) +
x−x1
x2−x1f(x2) >=
=< u+ u1−x2u0
x2−x1 δx1 +
x1u0−u1
x2−x1 δx2 , f(x) > ;
e, portanto, λ1,1 =
u1−(2x1+x2)u0
x2−x1 e λ2,1 =
x1u0−u1
x2−x1 .
(iii) v = (x− x1)2u
De v = (x − x1)2u tiramos que (x − x1)−2((x − x1)2u) = (x − x1)−2v. Resta–nos
somente determinar (x− x1)−2((x− x1)2u):
< (x− x1)−2((x− x1)2u), f(x) > = < (x− x1)2u,
f(x)−f(x1)
x−x1 −f
′(x1)
(x−x1)2
= < (x− x1)2u, f(x)−f(x1)−(x−x1)f ′(x1)(x−x1)2 >
= < u, f(x)− f(x1)− (x− x1)f ′(x1) >
= < u− u0δx1 + (u1 − x1u0)δ′x1 , f(x) > ;
e, portanto, λ1,1 = −u0 e λ1,2 = u1 − x1u0.
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Analisemos enta˜o cada um destes casos separadamente.
4.1.1 Caso (i)
Este problema foi estudado por P.Maroni em [83] mas numa outra perspectiva.
Teorema 4.1.1 (Maroni,1990) Sejam v uma funcional de momentos regular e x1 ∈ C;
para que a funcional linear u definida por v = (x−x1)u seja regular e´ necessa´rio e suficiente
que u0Pn+1(x1;− 1u0 ) 6= 0 , n ∈ IN. A S.P.O.M. associada a u vem dada por
Rn+1(x) = Pn+1(x) + anPn(x) (4.7)
onde an =
Pn+1(x1;− 1u0 )
Pn(x1;− 1u0 )
, n ∈ IN, e Pn(x,− 1u0 ) esta´ definido por (4.5). Os coeficientes da
relac¸a˜o de recorreˆncia dos Rn, veˆm dados por
ξn+1 = βn+1 − (an+1 − an) , n ≥ −1 (4.8)
e {
ηn+1 =
an
an−1
γn , n ≥ 1
η1 = γ1 + a0(β0 − ξ1) (4.9)
Demonstrac¸a˜o
Como (Pn) e´ uma base do espac¸o IP, temos que Rn+1(x) = Pn+1(x) +
∑n
k=0 an,kPk(x),
onde os an,k veˆm dados por
< v, P 2k > an,k = < u, (x− x1)Rn+1Pk >
=
{
0, se k = 0, 1, . . . , n− 1
< u,R2n+1 >
;
e portanto, tomando an,n = an, vem
Rn+1(x) = Pn+1(x) + anPn(x), (4.10)
tendo–se regularidade para u se e somente se an 6= 0 (pelo teorema 1.1.14).
Determinemos an:
— Substituindo x por x1 em (4.10) e subtraindo de (4.10) a equac¸a˜o encontrada vem
Rn+1(x)−Rn+1(x1) = (Pn+1(x)− Pn+1(x1)) + an(Pn(x)− Pn(x1));
que dividida por x− x1 toma a forma
Rn+1(x)−Rn+1(x1)
x− x1 =
Pn+1(x)− Pn+1(x1)
x− x1 + an
Pn(x)− Pn(x1)
x− x1 . (4.11)
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Aplicando a funcional regular v a ambos os membros de (4.11) obtemos sucessivamente
< v, Rn+1(x)−Rn+1(x1)
x−x1 > = < v,
Pn+1(x)−Pn+1(x1)
x−x1 > +an < v,
Pn(x)−Pn(x1)
x−x1 >
< u,Rn+1(x)−Rn+1(x1) > = P (1)n (x1) + anP (1)n−1(x1)
−Rn+1(x1)u0 = P (1)n (x1) + anP (1)n−1(x1) (pois n ≥ 0)
an(Pn(x1)u0 + P
(1)
n−1(x1)) = −(Pn+1(x1)u0 + P (1)n (x1))
an = −Pn+1(x1)u0 + P
(1)
n (x1)
Pn(x1)u0 + P
(1)
n−1(x1)
, n ∈ IN;
e da definic¸a˜o 4.1.1 obtemos a representac¸a˜o desejada para os an. Assim, temos que
a condic¸a˜o de regularidade vem dada em termos do primeiro momento e do valor dos
polino´mios Pn e P
(1)
n em x1, i.e.,
u0Pn+1(x1;− 1
u0
) 6= 0, n ∈ IN.
Determinac¸a˜o dos coeficientes da relac¸a˜o de recorreˆncia (4.4):
— Sustituindo Rn+1 em (4.4) por Pn+1(x)+anPn(x) e aplicando a relac¸a˜o de recorreˆncia
(4.3) obtemos
x(Pn+1(x) + anPn(x)) = (Pn+2(x) + an+1Pn+1(x)) + ξn+1(Pn+1(x)+
anPn(x)) + ηn+1(Pn(x) + an−1Pn−1(x))
anxPn(x) = (an+1 + ξn+1 − βn+1)Pn+1(x) + (anξn+1
+ηn+1 − γn+1)Pn(x) + ηn+1an−1Pn−1(x) , n ≥ 1
que, por comparac¸a˜o com (4.3), da´
(a) ηn+1
an−1
an
= γn, n ≥ 1;
(b) anξn+1 + ηn+1 − γn+1 = anβn, n ≥ 0;
(c) an+1 + ξn+1 − βn+1 = an, n ≥ −1.
De (a) ηn+1 =
an
an−1
γn; de (b), com n = 0 sai que η1 = a0β0 + γ1 − a0ξ1; e por (c)
ξn+1 = βn+1 − (an+1 − an).
Fixado u0 tal que Pn+1(x1)u0 + P
(1)
n (x1) 6= 0, temos perfeitamente determinada a
S.P.O.M. (Rn). Verifiquemos:
— Como < u,R1 >= 0 e R1(x) = x− ξ0, temos que
ξ0 =
u1
u0
. (4.12)
Agora, por um lado
< v,R1 >= −a0v0
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e por outro
< v,R1 >=< v, (x− β0) + (β0 − ξ0) >= (β0 − ξ0)v0;
e, portanto, −a0 = β0 − ξ0, i.e., a0 = ξ0 − β0.
Mas podemos reescrever (4.12) na forma
0 =< u,R1 > = < u, (x− x1) + (x1 − ξ0) >=
= < (x− x1)u, 1 > +(x1 − ξ0)u0 =
= v0 + (x1 − ξ0)u0.
Assim, para cada a0 e x1, temos um e um so´ u0; e este vai determinar os momentos
seguintes, por (i) da secc¸a˜o 1 deste cap´ıtulo.
Em conclusa˜o:
— Cada u0 determina uma e uma so´ sucessa˜o (an) e, portanto, uma e uma so´ S.P.O.M.,
(Rn), sempre e quando u0Pn+1(x1;− 1u0 ) 6= 0 para todo o n ∈ IN. 2
4.1.2 Caso (ii)
O estudo que aqui vamos fazer e´ bastante importante, pois existem na literatura exem-
plos muito importantes destas modificac¸o˜es. Por exemplo, aos Polino´mios de Bernstein–
Szego¨ (ver [90] e [50]).
Teorema 4.1.2 Sejam v uma funcional de momentos regular e x1, x2 ∈ C; para que a
funcional linear u definida por v = (x− x1)(x− x2)u seja regular e´ necessa´rio e suficiente
que
|dn+1| 6= 0, para todo o n ∈ IN
onde
dn =
[
Pn+1(x1;− 1(ξ0−x2)u0 ) Pn(x1;− 1(ξ0−x2)u0 )
Pn+1(x2;− 1(ξ0−x1)u0 ) Pn(x2;− 1(ξ0−x1)u0 )
]
.
A S.P.O.M. associada a u vem dada por
Rn+2(x) = Pn+2(x) + bnPn+1(x) + anPn(x) , n ≥ −1. (4.13)
onde [
bn
an
]
= −d−1n
[
Pn+2(x1;− 1(ξ0−x2)u0 )
Pn+2(x2;− 1(ξ0−x1)u0 )
]
, n ∈ IN. (4.14)
Os coeficientes da relac¸a˜o de recorreˆncia (4.4) verificam
ξn+1 = βn+1 − (bn − bn−1) , n ≥ −1 (4.15)
CHAPTER 4. MODIFICAC¸O˜ES INVERSAS POLINOMIAIS 84
e 
ηn+1 =
an−1
an−2
γn−1 , n ≥ 2
η2 = γ1 + b−1(β0 − ξ1) + a−1 − a0
η1 = γ2 + b0(β1 − ξ2) + a0 − a1.
(4.16)
Demonstrac¸a˜o
Como (Pn) e´ uma base do espac¸o IP, temos que Rn+2(x) = Pn+2(x) +
∑n+1
k=0 an,kPk(x),
onde os an,k veˆm dados por
< v, P 2k > an,k = < u, (x− x1)(x− x2)Rn+2Pk >
=

0, se k = 0, 1, . . . , n− 1
< u, (x− x1)(x− x2)Rn+2Pn > se k = n
< u, (x− x1)(x− x2)Rn+2Pn+1 > se k = n+ 1
;
e, portanto,
Rn+2(x) = Pn+2(x) + bnPn+1(x) + anPn(x), (4.17)
onde bn = an,n+1 e an = an,n; tendo–se regularidade para u quando e so´ quando an 6= 0
(pelo teorema 1.1.14).
Determinemos bn e an:
— Substituindo x por x1 em (4.17) e subtraindo de (4.17) a equac¸a˜o encontrada vem
Rn+2(x)−Rn+2(x1) = (Pn+2(x)−Pn+2(x1))+bn(Pn+1(x)−Pn+1(x1))+an(Pn(x)−Pn(x1));
que dividida por x− x1 toma a forma
Rn+2(x)−Rn+2(x1)
x− x1 =
Pn+2(x)− Pn+2(x1)
x− x1 + bn
Pn+1(x)− Pn+1(x1)
x− x1 + an
Pn(x)− Pn(x1)
x− x1 .
(4.18)
Aplicando a funcional regular v a ambos os membros de (4.18) obtemos sucessivamente
< v, Rn+2(x)−Rn+2(x1)
x−x1 >=< v,
Pn+2(x)−Pn+2(x1)
x−x1 > +bn < v,
Pn+1(x)−Pn+1(x1)
x−x1 > +
an < v,
Pn(x)−Pn(x1)
x−x1 >
< u, (x− x2)(Rn+2(x)−Rn+2(x1)) >= P (1)n+1(x1) + bnP (1)n (x1) + anP (1)n−1(x1), n ∈ IN;
e, portanto, como x− x2 = (x− ξ0)︸ ︷︷ ︸
R1(x)
+(ξ0 − x2) temos
−(ξ0 − x2)Rn+2(x1)u0 = P (1)n+1(x1) + bnP (1)n (x1) + anP (1)n−1(x1) , n ∈ IN. (4.19)
Utilizando o mesmo processo acima descrito com x2 em vez de x1 obtemos
−(ξ0 − x1)Rn+2(x2)u0 = P (1)n+1(x2) + bnP (1)n (x2) + anP (1)n−1(x2) , n ∈ IN. (4.20)
Tendo em conta (4.17) obtemos
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{
Pn+1(x1;− 1(ξ0−x2)u0 )bn + Pn(x1;− 1(ξ0−x2)u0 )an = Pn+2(x1;− 1(ξ0−x2)u0 )
Pn+1(x2;− 1(ξ0−x1)u0 )bn + Pn(x2;− 1(ξ0−x1)u0 )an = Pn+2(x2;− 1(ξ0−x1)u0 )
ou seja,
((ξ0 − x2)u0Pn+1(x1) + P (1)n (x1))bn + ((ξ0 − x2)u0Pn(x1) + P (1)n−1(x1))an = −(P (1)n+1(x1)+
(ξ0 − x2)u0Pn+2(x1))
((ξ0 − x1)u0Pn+1(x2) + P (1)n (x2))bn + ((ξ0 − x1)u0Pn(x2) + P (1)n−1(x2))an = −(P (1)n+1(x2)+
(ξ0 − x1)u0Pn+2(x2))
donde se tira que a relac¸a˜o (4.14).
Determinac¸a˜o dos coeficientes da relac¸a˜o de recorreˆncia (4.4):
— Sustituindo Rn+1 em (4.4) por Pn+1(x) + bnPn(x) + anPn−1(x) e aplicando a relac¸a˜o
de recorreˆncia (4.3) obtemos
x(Pn+1(x) + bnPn(x) + anPn−1(x)) = (Pn+2(x) + bn+1Pn+1(x) + an+1Pn(x))+
ξn+1(Pn+1(x) + bnPn(x) + anPn−1(x)) + ηn+1(Pn(x) + bn−1Pn−1(x) + an−1Pn−2(x))
(Pn+2 + βn+1Pn+1 + γn+1Pn) + bn−1((Pn+1 + βnPn + γnPn−1))−
an−1((Pn + βn−1Pn−1 + γn−1Pn−2)) = Pn+2 + (bn + ξn+1)Pn+1 + (an + ξn+1bn−1 + ηn+1)Pn
(ξn+1an−1 + ηn+1an−2)Pn−1 + ηn+1an−2Pn−2
e por comparac¸a˜o dos coeficientes dos Pk com k = n− 2,n− 1,n,n+ 1
(a) ηn+1 =
an−1
an−2
γn−1, n ≥ 2
(b) bn−1γn + an−1βn−1 = ξn+1an−1 + ηn+1bn−2, n ≥ 0
(c) γn+1 + bn−1βn + an−1 = an + ξn+1bn−1 + ηn+1, n ≥ 0
(d) ξn+1 = βn+1 − (bn − bn−1), n ≥ −1
Determinemos as condic¸o˜es iniciais:
Como < u,R1 >= 0 e R1(x) = x− ξ0, temos que
u1 = ξ0u0. (4.21)
Se substituirmos R1 por P1 + b−1P0, ou por P1 + (β0 − ξ0), em < v,R1 > obtemos b−1 =
ξ0 − β0; logo b−1 e´ dado.
Se tomarmos n = 0 em (c) enta˜o
η1 = γ1 + b−1β0 − a0 − ξ1b−1. (4.22)
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Assim, se conhecermos ξ1 temos η1 perfeitamente determinado; mas, de (d) tiramos que
ξ1 = β1 − (b0 − b−1), i.e., ξ1 depende de b0, que e´ um dado— basta tomar n=0 em (4.14).
Por outro lado
0 =< u,R2 > = < u, (x− ξ1)(x− ξ0)− η1 >
= < u, x2 − (ξ1 + ξ0)x+ ξ0ξ1 − η1 >
= < u, (x− x1)(x− x2) + (x1 + x2)x− x1x2 − (ξ1 + ξ0)x+ ξ0ξ1 − η1 >
= v0 + (x1 + x2 − (ξ1 + ξ0))u1 + (ξ0ξ1 − η1 − x1x2)u0
= v0 + [(x1 + x2 − ξ0 − ξ1)ξ0 + ξ0ξ1 − η1 − x1x2]u0
= v0 + [(x1 + x2)ξ0 − (ξ20 + η1)− x1x2]u0;
e, portanto, u0 esta´ perfeitamente determinado pelo conhecimento de ξ0, x1 e x2. De (4.21)
e (ii) temos univocamente determinados os momentos un. Desta forma constru´ımos (Rn).
Conclusa˜o
Cada u0 e ξ0 determinam univocamente duas sucesso˜es (an) e (bn) e, portanto, uma e
uma so´ S.P.O.M., (Rn), sempre e quando |dn+1| 6= 0 para todo o n ∈ IN. 2
4.1.3 Caso (iii)
Vamos estudar um caso limite do anterior; este problema foi ja´ estudado por P.Maroni
em [84].
Teorema 4.1.3 (Maroni,1991) Sejam v uma funcional de momentos regular e x1 ∈ C;
para que a funcional linear u definida por v = (x − x1)2u seja regular e´ necessa´rio e
suficiente que
|dn+1| 6= 0, para todo o n ∈ IN
onde dn e´ a matriz
[
Pn+1(x1;− 1(ξ0−x1)u0 ) Pn(x1;− 1(ξ0−x1)u0 )
(ξ0 − x1)P ′n+1(x1;− 1(ξ0−x1)u0 ) + Pn+1(x1) (ξ0 − x1)P ′n(x1;− 1(ξ0−x1)u0 ) + Pn(x1)
]
.
A S.P.O.M. associada a u vem dada por
Rn+2(x) = Pn+2(x) + bnPn+1(x) + anPn(x) , n ≥ −1 , (4.23)
onde
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[
bn
an
]
= −d−1n
[
Pn+2(x1;− 1(ξ0−x1)u0 )
(ξ0 − x1)P ′n+2(x1;− 1(ξ0−x1)u0 )− Pn+2(x1)
]
(4.24)
Os coeficientes da relac¸a˜o de recorreˆncia dos Rn esta˜o relacionados com os de (4.3) pelas
seguintes fo´rmulas
ξn+1 = βn+1 − (bn − bn−1) , n ≥ −1 (4.25)
e 
ηn+1 =
an−1
an−2
γn−1 , n ≥ 2
η2 = γ1 + b−1(β0 − ξ1) + a−1 − a0
η1 = γ2 + b0(β1 − ξ2) + a0 − a1.
(4.26)
Demonstrac¸a˜o
Como (Pn) e´ uma base do espac¸o IP, temos que Rn+2(x) = Pn+2(x) +
∑n+1
k=0 an,kPk(x),
onde os an,k veˆm dados por
< v, P 2k > an,k = < u, (x− x1)2Rn+2Pk >
=

0, se k = 0, 1, . . . , n− 1
< u, (x− x1)2Rn+2Pn > se k = n
< u, (x− x1)2Rn+2Pn+1 > se k = n+ 1
;
e, portanto,
Rn+2(x) = Pn+2(x) + bnPn+1(x) + anPn(x), (4.27)
onde bn = an,n+1 e an = an,n; tem–se regularidade para u quando e so´ quando an 6= 0 (pelo
teorema 1.1.14).
Determinemos bn e an:
— Substituindo x por x1 em (4.27) e subtraindo de (4.27) a equac¸a˜o encontrada vem
Rn+2(x)−Rn+2(x1) = (Pn+2(x)−Pn+2(x1))+bn(Pn+1(x)−Pn+1(x1))+an(Pn(x)−Pn(x1));
que dividida por x− x1 toma a forma
Rn+2(x)−Rn+2(x1)
x− x1 =
Pn+2(x)− Pn+2(x1)
x− x1 + bn
Pn+1(x)− Pn+1(x1)
x− x1 + an
Pn(x)− Pn(x1)
x− x1 .
(4.28)
Aplicando a funcional regular v a ambos os membros de (4.28) obtemos sucessivamente
< v, Rn+2(x)−Rn+2(x1)
x−x1 >=< v,
Pn+2(x)−Pn+2(x1)
x−x1 > +bn < v,
Pn+1(x)−Pn+1(x1)
x−x1 > +
an < v,
Pn(x)−Pn(x1)
x−x1 >
< u, (x− x1)(Rn+2(x)−Rn+2(x1)) >= P (1)n+1(x1) + bnP (1)n (x1) + anP (1)n−1(x1), n ∈ IN;
e, portanto, como x− x1 = (x− ξ0)︸ ︷︷ ︸
=R1(x)
+(ξ0 − x1), temos
−(ξ0 − x1)Rn+2(x1)u0 = P (1)n+1(x1) + bnP (1)n (x1) + anP (1)n−1(x1). (4.29)
CHAPTER 4. MODIFICAC¸O˜ES INVERSAS POLINOMIAIS 88
Por outro lado, derivemos a equac¸a˜o (4.27) e tomemos x = x1, i.e.,
R′n+2(x1) = P
′
n+2(x1) + bnP
′
n+1(x1) + anP
′
n(x1).
Assim,
Rn+2(x)−Rn+2(x1)− (x− x1)R′n+2(x1) = (Pn+2(x)− Pn+2(x1)− (x− x1)P ′n+2(x1))+
bn(Pn+1(x)− Pn+1(x1)− (x− x1)P ′n+1(x1)) + an(Pn(x)− Pn(x1)− (x− x1)P ′n(x1))
e dividindo ambos os membros desta igualdade por (x−x1)2 e aplicando a funcional linear
v obtemos
−Rn+2(x1)u0 + (x1 − ξ0)u0R′n+2(x1) = (P (1)n+1)′(x1) + bn(P (1)n )′(x1) + an(P (1)n−1)′(x1) (4.30)
Substituindo em (4.29) e (4.30), Rn+2(x1) e R
′
n+2(x1) por
Rn+2(x1) = Pn+2(x1)+bnPn+1(x1)+anPn(x1) e R
′
n+2(x1) = P
′
n+2(x1)+bnP
′
n+1(x1)+anP
′
n(x1)
obtemos as seguintes expresso˜es
((ξ0 − x1)u0Pn+1(x1) + P (1)n (x1))bn + ((ξ0 − x1)u0Pn(x1) + P (1)n−1(x1))an = −(P (1)n+1(x1)+
(ξ0 − x1)u0Pn+2(x1))
((P (1)n )
′(x1) + ((ξ0 − x1)P ′n+1(x1) + Pn+1(x1))u0)bn+
((P
(1)
n−1)
′(x1) + ((ξ0 − x1)P ′n(x1) + Pn(x1))u0)an =
−((P (1)n+1)′(x1) + ((x1 − ξ0)P ′n+2(x1)− Pn+2(x1))u0)
consequentemente, temos (4.24).
Determinac¸a˜o dos coeficientes da relac¸a˜o de recorreˆncia (4.4):
— Sustituindo Rn+1 em (4.4) por Pn+1(x) + bnPn(x) + anPn−1(x) e aplicando a relac¸a˜o
de recorreˆncia (4.3) obtemos
x(Pn+1(x) + bnPn(x) + anPn−1(x)) = (Pn+2(x) + bn+1Pn+1(x) + an+1Pn(x))+
ξn+1(Pn+1(x) + bnPn(x) + anPn−1(x)) + ηn+1(Pn(x) + bn−1Pn−1(x) + an−1Pn−2(x))
(Pn+2 + βn+1Pn+1 + γn+1Pn) + bn−1((Pn+1 + βnPn + γnPn−1))−
an−1((Pn + βn−1Pn−1 + γn−1Pn−2)) = Pn+2 + (bn + ξn+1)Pn+1 + (an + ξn+1bn−1 + ηn+1)Pn
(ξn+1an−1 + ηn+1an−2)Pn−1 + ηn+1an−2Pn−2
e por comparac¸a˜o dos coeficientes dos Pk com k = n− 2,n− 1,n,n+ 1
(a) ηn+1 =
an−1
an−2
γn−1, n ≥ 2
(b) bn−1γn + an−1βn−1 = ξn+1an−1 + ηn+1bn−2, n ≥ 0
(c) γn+1 + bn−1βn + an−1 = an + ξn+1bn−1 + ηn+1, n ≥ 0
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(d) ξn+1 = βn+1 − (bn − bn−1), n ≥ −1
Determinemos as condic¸o˜es iniciais:
Como < u,R1 >= 0 e R1(x) = x− ξ0, temos que
u1 = ξ0u0. (4.31)
Se substituirmos R1 por P1 + b−1P0, ou por P1 + (β0 − ξ0), em < v,R1 > obtemos b−1 =
ξ0 − β0; logo b−1 e´ dado.
Se tomarmos n = 0 em (c) enta˜o
η1 = γ1 + b−1β0 − a0 − ξ1b−1. (4.32)
Assim, se conhecermos ξ1 temos η1 perfeitamente determinado; mas, de (d) tiramos que
ξ1 = β1 − (b0 − b−1), i.e., ξ1 depende de b0, que e´ um dado— basta tomar n=0 em (4.24).
Por outro lado
0 =< u,R2 > = < u, (x− ξ1)(x− ξ0)− η1 >
= < u, x2 − (ξ1 + ξ0)x+ ξ0ξ1 − η1 >
= < u, (x− x1)2 + 2x1x− x21 − (ξ1 + ξ0)x+ ξ0ξ1 − η1 >
= v0 + (2x1 − (ξ1 + ξ0))u1 + (ξ0ξ1 − η1 − x21)u0
= v0 + ((2x1 − ξ1 − ξ0)ξ0 + ξ0ξ1 − η1 − x21)u0
= v0 + (2x1ξ0 − (ξ20 + η1)− x21)u0;
e, portanto, u0 esta´ perfeitamente determinado pelo conhecimento de ξ0 e x1. De (4.31) e
(iii) temos univocamente determinados os momentos un. Desta forma constru´ımos (Rn).
Conclusa˜o
Cada u0 e ξ0 determinam univocamente duas sucesso˜es (an) e (bn) e, portanto, uma e
uma so´ S.P.O.M., (Rn), sempre e quando |dn| 6= 0 para todo o n ∈ IN− {0}. 2
4.2 Estabilidade das Funcionais Semi–Cla´ssicas
Vamos analisar o terceiro problema, que e´ o de verificar como varia a classe de uma
S.P.O.M. semi–cla´ssica por uma modificac¸a˜o inversa polinomial sobre a funcional que lhe
esta´ associada. E´ evidente que estas modificac¸o˜es manteˆm o cara´cter semi–cla´ssico da
funcional, pois se v e´ a funcional de momentos semi–cla´ssica de classe s associada a (Pn),
existem ψ ∈ IPs+1 e φ ∈ IPs+2 tais que
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D(φv) = ψv (4.33)
verificando a condic¸a˜o (2.16); enta˜o, u : v = p(x)u verifica
D(pφu) = pψu; (4.34)
logo u e´ semi-cla´ssica de classe quando muito s+ gr(p). Para estudarmos a classe da nova
S.P.O.M., (Rn), associada a u, basta estudar a seguinte equac¸a˜o funcional obtida de (4.34)
D(φu)− ψu = −p−1p′φu+
r∑
i=1
mi∑
k=1
λi,kδ
(k−1)
xi
, (4.35)
onde
∑r
i=1mi = gr(p).
Estudemos somente os casos dados na secc¸a˜o anterior, i.e.,
(a) p(x) = x− x1
(b) p(x) = (x− x1)(x− x2)
(c) p(x) = (x− x1)2.
Em (a), temos dois casos a considerar:
1. se x1 e´ raiz de φ, enta˜o u verifica a seguinte equac¸a˜o distribucional
D(φu)− ψu =< ψu, 1 > δx1 ; (4.36)
logo, u e´ uma funcional de momentos semi–cla´ssica de classe s quando, e so´ quando,
< ψu, 1 >= 0;
2. se x1 na˜o e´ raiz de φ, enta˜o u e´ uma funcional de momentos semi–cla´ssica de classe
s+ 1.
Em (b), temos treˆs casos a considerar:
1. se x1 e x2 sa˜o ra´ızes de φ, enta˜o u verifica
D(φu)−(ψ−p′)u = −< (φ+ (x− 2x1 − x2)ψ)u, 1 >
x2 − x1 δx1+
< (φ+ (x− x1)ψ)u, 1 >
x2 − x1 δx1
logo e´ uma funcional de momentos semi–cla´ssica de classe
(a) s+ 2 se < (φ+ (x− 2x1 − x2)ψ)u, 1 >6= 0 e < (φ+ (x− x1)ψ)u, 1 >6= 0
(b) s+ 1 se < (φ+ (x− 2x1 − x2)ψ)u, 1 >= 0 ou < (φ+ (x− x1)ψ)u, 1 >= 0
(c) s se < (φ+ (x− 2x1 − x2)ψ)u, 1 >= 0 e < (φ+ (x− x1)ψ)u, 1 >= 0;
2. se x1 e´ raiz de φ e x2 na˜o (ou x2 e´ raiz de φ e x1 na˜o), enta˜o u e´ uma funcional de
momentos semi–cla´ssica de classe compreendida entre s+ 1 e s+ 2.
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3. caso contra´rio u e´ uma funcional de momentos semi–cla´ssica de classe s+ 2.
Em (c), temos treˆs casos a considerar:
— x1 e´ raiz dupla, ou raiz simples ou na˜o e´ raiz de φ.
Estes casos correspondem aos tratados no tipo anterior.
4.3 Um Exemplo de Problema Inverso
Na primeira secc¸a˜o estuda´mos o seguinte problema:
— Dada v, funcional de momentos regular, e (Pn) a S.P.O.M. que lhe esta´ associada,
determinar sob que condic¸o˜es u definida por v = (x− x1)u e´ regular.
Vimos tambe´m que, nesse caso, a S.P.O.M. que lhe esta´ associada verifica
Rn(x) = Pn(x) + σnPn−1(x) , n ∈ IN (4.37)
onde (σn) ⊂ IR.
Aqui vamos estudar um problema inverso deste, i.e.,
dada a S.P.O.M. (Pn) associada a uma funcional v, e (Rn) uma S.P.M. que verifica
(4.37)
1. Determinar sob que condic¸o˜es (Rn) e´ uma S.P.O.M. e determina´–la
2. Relacionar, nesse caso, as funcionais que lhes esta˜o associadas
3. Determinar (Rn) no caso em que (Pn) e´ uma S.P.O.M. cla´ssica.
Comecemos por dar a seguinte definic¸a˜o
Definic¸a˜o 4.3.1 Dizemos que (Rn) e´ compat´ıvel com a S.P.O.M. (Pn) se estiverem rela-
cionados por uma fo´rmula do tipo (4.37). Neste caso a (Rn, Pn) chamaremos par compat´ıvel.
Como exemplo de S.P.O.M. compat´ıveis temos as ja´ mencionadas na secc¸a˜o IV.1.1.
Assim, o nosso problema pode reescrever-se na seguinte forma:
1. Determinar dentre todas as S.P.M. compat´ıveis com uma dada S.P.O.M. aquelas que
sa˜o S.P.O.M. e defini–las
2. Relacionar, neste caso, as funcionais que lhes esta˜o associadas
3. Determinar as S.P.O.M. compat´ıveis com as cla´ssicas.
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Comecemos por resolver as duas primeiras questo˜es:
— Sejam (αn) e (α
′
n), as pseudo–bases associadas a (Pn) e (Rn), respectivamente.
Tentemos expressar αn em termos dos α
′
n, i.e.,
αn =
∑
k≥0
λn,kα
′
k,
onde
λn,k = < αn, Rk >=< αn, Pk − σkPk−1 >=
=

1 , k = n
−σn+1 , k = n+ 1
0 , caso contra´rio
e, portanto,
αn = α
′
n − σn+1α′n+1 , n ∈ IN. (4.38)
Pela al´ınea (c) do teorema 1.3.2, (Rn) e´ uma S.P.O.M. associada a u quando, e so´
quando, α′n =
Rn
<u,R2n>
u para todo o n ∈ IN; e portanto (4.38) pode ser reescrita na forma
Pn
< v, P 2n >
v = (
Rn
< u,R2n >
− σn+1 Rn+1
< u,R2n+1 >
)u , n ∈ IN. (4.39)
Procuremos relac¸o˜es entre os paraˆmetros das relac¸o˜es de recorreˆncia
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x) (4.40)
e
xRn(x) = Rn+1(x) + ξnRn(x) + ηnRn−1(x). (4.41)
(i) Multiplicando escalarmente (4.39) por xPn+1 obtemos sucessivamente
< v, Pn
<v,P 2n>
xPn+1 >=< u, (
Rn
<u,R2n>
− σn+1 Rn+1<u,R2n+1>)xPn+1 >
γn+1 =
<u,xRnPn+1>
<u,R2n>
− σn+1<u,xRn+1Pn+1><u,R2n+1>
Mas de (4.37) tiramos que
Pn = Rn + σnRn−1 + σnσn−1Rn−2 + . . .+
n∏
i=1
σiR0; (4.42)
e portanto
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γn+1 =
<u,xRn(Rn+1+σn+1Rn+σnσn−1Rn−2+...)>
<u,R2n>
−
σn+1
<u,xRn+1(Rn+1+σn+1Rn+...)>
<u,R2n+1>
= ηn+1 + σn+1ξn + σn+1σn − σn+1ξn+1 − σ2n+1,
i.e.,
ηn+1 = γn+1 + σn+1((ξn+1 − ξn) + (σn+1 − σn)) , n ∈ IN. (4.43)
(ii) Multiplicando escalarmente (4.39) por xPn obtemos sucessivamente
βn =
<u,xRn(Rn+σnRn−1+...)>
<u,R2n>
− σn+1<u,xRn+1Rn><u,R2n+1>
= ξn − (σn+1 − σn)
ou seja,
ξn = βn + (σn+1 − σn) , n ∈ IN. (4.44)
Substituindo (4.44) em (4.43) encontramos uma representac¸a˜o para ηn em termos de
(σn) e (βn). De facto,
ηn+1 = γn+1 + σn+1((βn+1 − βn) + (σn+2 − σn+1)) , n ∈ IN. (4.45)
(iii) Multiplicando escalarmente (4.39) por xPn+2 obtemos sucessivamente
0 = < u, xRn
<u,R2n>
(Rn+2 + σn+2Rn+1 + σn+2σn+1Rn + σn+2σn+1σnRn−1) > −
σn+1
<u,xRn+1(Rn+2+σn+2Rn+1+σn+2σn+1Rn)>
<u,R2n+1>
= 0 + σn+2ηn+1 + σn+2σn+1ξn + σn+2σn+1σn−
σn+1ηn+2 − σn+2σn+1ξn+1 − σn+2σ2n+1
= σn+2[σn+1(ξn+1 − ξn) + (σn+1 − σn)] + (σn+2ηn+1 − σn+1ηn+2),
e, aplicando (4.43), a anterior expressa˜o toma a forma
σn+2(ηn+1 − γn+1) + (σn+2ηn+1 − σn+1ηn+2) = 0,
ou seja,
ηn+2 = −σn+2
σn+1
γn+1 , n ∈ IN. (4.46)
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Os paraˆmetros da relac¸a˜o de recorreˆncia (4.41) esta˜o determinados pela sucessa˜o (σn).
Verifiquemos que esta sucessa˜o depende somente dos dados:
— Substituindo (4.44) em (4.43) e tendo em conta (4.46) obtemos
(σn+2 − σn+1) + (βn+1 − βn) + (γn+1
σn+1
− γn
σn
) = 0
donde
σn+2 + βn+1 +
γn+1
σn+1
= σ2 + β1 +
γ1
σ1
, n ∈ IN. (4.47)
Com o objectivo de obtermos uma representac¸a˜o para σn vamos resolver o segundo prob-
lema, i.e., relacionemos as duas funcionais de momentos, v associada a (Pn) e u associada
a (Rn)
2:
Tomando n = 0 em (4.39) obtemos sucessivamente
v
< v, 1 >
= (
1
< u, 1 >
− σ1 R1
< u,R21 >
)u
< u, 1 >
< v, 1 >
v = (1− σ1
η1
R1)u
η1
< u, 1 >
< v, 1 >
v = [η1 − σ1x− σ1ξ0]u
−η1
σ1
< u, 1 >
< v, 1 >
v = (x− (ξ0 + η1
σ1
))u.
Mas, η1 = γ1 + σ1((β1 − β0) + (σ2 − σ1)); consequentemente, a u´ltima expressa˜o toma a
forma
−(γ1
σ1
+ (β1 − β0) + (σ2 − σ1))< u, 1 >
< v, 1 >
v = (x− (γ1
σ1
+ β1 + σ2))u,
ou seja,
−c v
< v, 1 >
= (x− ξ) u
< u, 1 >
, (4.48)
onde c = (σ2 − σ1) + (β1 − β0) + γ1σ1 e ξ = σ2 + β1 + γ1σ1 .
Do teorema 4.1.1 obtemos a seguinte representac¸a˜o para σn
σn =
Pn+1(ξ;
1
c
)
Pn(ξ;
1
c
)
, n ∈ IN. (4.49)
Em conclusa˜o:
2Este estudo poderia ser feito baseado na te´cnica apresentada por A.Iserles, P.E.Koch, S.P.Nørset e
J.M.Sanz–Serna em [59]; mas aqui vamos ver que podemos utilizar os resultados obtidos neste cap´ıtulo.
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Teorema 4.3.1 Seja (Rn, Pn) um par compat´ıvel; (Rn) e´ uma S.P.O.M. quando, e so´
quando,
σn ≡ 0 , n ∈ IN
ou
σn 6= 0 , n ∈ IN
esta´ definido por (4.49), onde ξ = σ2 + β1 +
γ1
σ1
e c = (σ2 − σ1) + (β1 − β0) + γ1σ1 .
Neste caso os coeficientes da relac¸a˜o de recorreˆncia satisfeita pelos (Rn) veˆm dados por
ξn = βn + (σn+1 − σn)
ηn+1 = γn+1 + σn+1((βn+1 − βn) + (σn+2 − σn+1))
, n ∈ IN.
Observac¸a˜o
Necessitamos conhecer σ1 e σ2 para definirmos a nova S.P.O.M., pois neste caso as
funcionais de momentos que lhes esta˜o associadas verificam (4.48) (ver teorema 4.1.1).
Damos, de seguida, uma demonstrac¸a˜o alternativa deste resultado:
— Multipliquemos (4.37) por x e apliquemos a relac¸a˜o de recorreˆncia (4.40)
xRn = (Pn+1 + βnPn + γnPn−1)− σn(Pn + βn−1Pn−1 + γn−1Pn−2)
= Pn+1 + (βn − σn)Pn + (γn − σnβn−1)Pn−1 + (−σnγn−1)Pn−2.
Apliquemos agora (4.42) a esta u´ltima equac¸a˜o
xRn = (Rn+1 + σn+1Rn + σn+1σnRn−1 + . . .+
∏n+1
i=1 σiR0)+
(βn − σn)(Rn + σnRn−1 + σnσn−1Rn−2 + . . .+∏ni=1 σiR0)+
(γn − σnβn−1)(Rn−1 + σn−1Rn−2 + σn−1σn−2Rn−3 + . . .+∏n−1i=1 σiR0))+
(−σnγn−1)(Rn−2 + σn−2Rn−3 + . . .+∏n−2i=1 σiR0)).
Uma condic¸a˜o necessa´ria e suficiente para que (Rn) satisfac¸a uma relac¸a˜o de recorreˆncia
a treˆs termos e´ que
(i) ξn = βn + (σn+1 − σn) , n ∈ IN
(ii) ηn+1 = γn+1 + σn+1((βn+1 − βn) + (σn+2 − σn+1)) , n ∈ IN
(iii) 0 = σn−1{γn + σn((βn − βn−1) + (σn+1 − σn))} − σnγn−1 , n ≥ 2
...
(iv)
∏n
i=1 σi{σn+1 + (βn − σn) + ( γnσn − βn−1)−
γn−1
σn−1
} = 0 para todo o n ≥ 1,
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que coincidem com as condic¸o˜es encontradas anteriormente.
Tendo em atenc¸a˜o o teorema 4.3.1 e a equac¸a˜o (4.48) podemos formar todas as S.P.O.M.
compat´ıveis com as S.P.O.M. cla´ssicas:
— De facto, basta definirmos as sucesso˜es (σn) na˜o nulas verificando (4.49); e, portanto,
necessitamos somente conhecer P (1)n (ξ). Mas de [30, pg.86] sabemos que
P (1)n (ξ) = Pn+1(ξ)
(
1
P1(ξ)
+
n∑
k=1
∏k
i=1 γi
Pk+1(ξ)Pk(ξ)
)
, n ∈ IN;
e os polino´mios (Pn) cla´ssicos esta˜o perfeitamente determinados pelas fo´rmulas deduzidas
na secc¸a˜o 3.1 do cap´ıtulo II.
4.4 Segundo Exemplo
Seguindo o mesmo racioc´ınio da secc¸a˜o anterior, estudemos o seguinte problema
estudar as S.P.M., (Rn), compat´ıveis de ordem dois com (Pn), onde (Pn) e´ uma
S.P.O.M., i.e., estudar as S.P.M. que verificam a seguinte equac¸a˜o
Rn+2(x) = Pn+2(x) + σn+1Pn+1(x) + τnPn(x) , n ∈ IN, (4.50)
onde (σn), (τn) ⊂ IR.
Como exemplo de S.P.O.M. compat´ıveis de ordem dois temos as ja´ mencionadas na
secc¸a˜o IV.1.2. e IV.1.3.
Assim, o nosso problema pode reescrever-se na seguinte forma:
1. Determinar dentre todas as S.P.M. compat´ıveis de ordem dois com uma dada S.P.O.M.
aquelas que sa˜o S.P.O.M.; e determina´–las
2. Relacionar, neste caso, as funcionais que lhes esta˜o associadas.
Comecemos por resolver a primeira questa˜o:
— Sejam (αn) e (α
′
n) as pseudo–bases associadas a (Pn) e (Rn), respectivamente. Ten-
temos expresar αn em termos dos α
′
n, i.e.,
αn =
∑
k≥0
λn,kα
′
k,
onde
CHAPTER 4. MODIFICAC¸O˜ES INVERSAS POLINOMIAIS 97
λn,k = < αn, Rk >=< αn, Pk + σk−1Pk−1 + τk−2Pk−2 >=
=

1 , k = n
σn , k = n+ 1
τn , k = n+ 2
0 , caso contra´rio
e portanto
αn = α
′
n + σnα
′
n+1 + τnα
′
n+2 , n ∈ IN. (4.51)
Pela al´ınea (c) do teorema 1.3.2, (Rn) e´ uma S.P.O.M. associada a u quando, e so´
quando, α′n =
Rn
<u,R2n>
u para todo o n ∈ IN; e portanto (4.51) pode ser reescrita na forma
Pn
< v, P 2n >
v = (
Rn
< u,R2n >
+ σn
Rn+1
< u,R2n+1 >
+ τn
Rn+2
< u,R2n+2 >
)u , n ∈ IN. (4.52)
Antes de determinarmos relac¸o˜es entre os coeficientes das relac¸o˜es de recorreˆncia das
S.P.O.M. (Pn) e (Rn)
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x) (4.53)
e
xRn(x) = Rn+1(x) + ξnRn(x) + ηnRn−1(x). (4.54)
vamos dar uma relac¸a˜o que elas verificam3
Pn+2(x) = Rn+2(x)− σn+1Rn+1(x)− (τn − σnσn+1)Rn(x)+
(σn+1τn−1 + σn−1(τn − σnσn+1))Rn−1(x) + qn−2(x) , n ∈ IN, (4.55)
onde qn−2 ∈ IPn−2.
(i) Multiplicando escalarmente (4.52) por xPn obtemos sucessivamente
βn =
<u,xRn(Rn−σn−1Rn−1+...)>
<u,R2n>
+ σn
<u,xRn+1Rn>
<u,R2n+1>
= ξn − σn−1 + σn
ou seja,
ξn = βn − (σn − σn−1) , n ∈ IN. (4.56)
3Obtem–se directamente de (4.50).
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(ii) Multiplicando escalarmente (4.52) por xPn+1 obtemos sucessivamente
γn+1 =
<u,xRnPn+1>
<u,R2n>
+ σn
<u,xRn+1Pn+1>
<u,R2n+1>
+ τn
Mas, de (4.55) tiramos que
γn+1 =
<u,xRn(Rn+1−σnRn−(τn−1−σnσn−1)Rn−1+...)
<u,R2n>
−
σn
<u,xRn+1(Rn+1−σnRn+...)>
<u,R2n+1>
+ τn
= ηn+1 − σnξn − (τn−1 − σn−1σn) + τn + σn(ηn+1 − σn),
i.e.,
ηn+1 =
γn+1 + σnβn − τn + τn−1
1 + σn
, n ∈ IN. (4.57)
(iii) Multiplicando escalarmente (4.52) por xPn+2 obtemos
0 = −σn+1ηn+1 − (τn − σnσn+1)ξn + σn+1τn−1+
σn−1(τn − σnσn+1) + σn(ηn+2 − σn+1ξn+1 − (τn − σnσn+1)) + τn(ξn+2 − σn+1),n ∈ IN.
Aplicando (4.57) e (4.56) a` anterior encontramos uma equac¸a˜o que nos da´ σn e τn
em func¸a˜o dos dados.
Com o objectivo de obtermos uma representac¸a˜o para os σn e τn, vamos resolver o se-
gundo problema, i.e., relacionemos as duas funcionais de momentos, v associada a (Pn) e u
associada (Rn):
Tomando n = 0 em (4.52) obtemos
v
< v, 1 >
= (1 +
σ0
η1
R1 +
τ0
η2η1
R1)
u
< u, 1 >
, (4.58)
que e´ uma modificac¸a˜o do tipo ja´ estudado (ver teorema 4.1.2 e 4.1.3).
Chapter 5
Problemas Inversos Diferenciais
Os problemas que aqui vamos estudar foram motivados pelos trabalhos de J.Shohat
(ver [96]), S.Bonan, D.Lubinsky e P.Nevai (ver [18] e [19]) e P.Maroni (ver [81] e [84]).
De facto, foi Shohat quem propoˆs este tipo de problemas, ao afirmar em [96, l.16,pg.405]
que se conhecermos os λn,k da fo´rmula de estrutura de segundo grau, (5.54), podemos
determinar os coeficientes da relac¸a˜o de recorreˆncia da S.P.O.M. (Pn), i.e., caracterizar
(Pn). O objectivo desse trabalho, era o de dar um me´todo construtivo de gerac¸a˜o de
equac¸o˜es diferenciais de segunda ordem que as S.P.O.M. (Pn) associadas a uma func¸a˜o
peso p, tal que
(Ap)′ +Bp = 0
para algum A,B ∈ IP, verificam. No decorrer desse trabalho provou que essas S.P.O.M.
verificavam
• uma fo´rmula de estrutura de primeira ordem (ver (2.3))
• uma fo´rmula de estrutura de segunda ordem (ver (2.39)).
Em 1979 P.Nevai (ver [87]) conseguiu determinar, a partir do conhecimento dos coefi-
cientes da relac¸a˜o de recorreˆncia que a S.P.O.M. (Pn) verifica, a func¸a˜o peso a respeito da
qual estes sa˜o ortogonais; abrindo assim caminho para o estudo dos
Problema Inversos Diferenciais
a partir das fo´rmulas de estrutura de primeira e segunda ordem determinar a fun-
cional de momentos (func¸a˜o peso, no caso definido positivo) que lhe esta´ associada,
bem como os coeficientes da relac¸a˜o de recorreˆncia.
Comec¸ou por provar que, (Pn) e´ uma S.P.O.M. verificando uma relac¸a˜o de estrutura do
tipo (5.38) quando, e so´ quando, a func¸a˜o peso a respeito da qual ela e´ ortogonal e´ dada
por
p(x) = D exp(− c
4
(x− b)4 − k
2
(x− b)2) , x ∈ IR
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onde a,b,c,D e K sa˜o constantes reais.
Mais tarde (ver [19]) Bonan Lubinsky e Nevai caracterizaram completamente as S.P.O.M.
(Pn) e (Rn) relacionadas por
Q(x)R(j)n (x) =
n−j+p∑
k=n−j−s
cn,kPk(x) (5.1)
onde Q e´ uma fracc¸a˜o racional e os cn,k sa˜o reais tais que cn,k = 0 se k < 0.
Esta caracterizac¸a˜o foi obtida a` custa das transformadas de Fourier.
Pode ver–se que o polino´mio que aparece no numerador de Q, que notaremos por φ,
tem um papel fundamental. De facto, (5.1) e´ equivalente a (5.6).
Se, por exemplo, considerarmos a relac¸a˜o
φ(x)R
(j)
n+j(x) =
n−j+p∑
k=n−j−s
a
(j)
n,kPk(x)
satisfeita pelas S.P.O.M. (Pn) e (Rn), enta˜o derivando j vezes a relac¸a˜o de recorreˆncia a
treˆs termos satisfeita pelos Rn tiramos que
j!φ(x)R′n+1(x) =
n+p∑
k=n−s
a
(1)
n,kPk(x).
Praticamente na mesma altura P.Maroni caracterizou de uma forma sistema´tica as
S.P.O.M. que verificam uma fo´rmula de estrutura de primeira ordem que sa˜o, como se
sabe, as S.P.O.M. semi–cla´ssicas.
E´ importante realc¸ar que em [19] se pretendia generalizar a classe das S.P.O.M. semi–
cla´ssicos— o que na verdade na˜o foi conseguido.
Em 1991 P.Maroni (ver [84]) tentou, em va˜o, caracterizar as S.P.O.M. semi–cla´ssicos a`
custa de uma fo´rmula de estrutura de segunda ordem.
Uma primeira resposta, ainda que parcial, a esta pergunta foi dada em 1992 por
M.Alfaro, A.Branquinho, F.Marcella´n e J.Petronilho em [2].
Organizac¸a˜o do Cap´ıtulo
Neste cap´ıtulo vamos comec¸ar por generalizar os resultados de [19], para o caso em que
(Pn) e´ uma S.P.O.M. associada a uma funcional de momentos regular, na˜o necessariamente
definida positiva. Determinaremos relac¸o˜es que nos permitira˜o calcular os coeficientes das
relac¸o˜es de recorreˆncia satisfeitas por (Pn) e (Rn). Ainda na secc¸a˜o 1 estudaremos alguns
casos particulares deste problema.
Seguidamente— na secc¸a˜o 2— daremos uma nova caracterizac¸a˜o para as S.P.O.M. se-
mi–cla´ssicas (ver teorema 5.2.1).
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Como existem S.P.O.M. relacionadas por fo´rmulas de estrutura de segunda ordem do
tipo (5.67) (ver (2.76)) tentamos caracterizar as funcionais de momentos que lhes esta˜o
associadas, como pode ser visto na secc¸a˜o 3.
Nas secc¸o˜es anteriores verifica´mos que as funcionais lineares sa˜o modificac¸o˜es racionais
uma da outra, reduzindo–se estes problemas aos ja´ estudados nos cap´ıtulos anteriores. As-
sim, daremos na secc¸a˜o 4 uma aplicac¸a˜o dos resultados deduzidos neste cap´ıtulo, aprovei-
tando alguns exemplos dados anteriormente— resolvendo assim um problema proposto
por L.L.Littlejohn em [72]. O problema que pretendemos resolver vem no seguimento de
um trabalho que Littlejohn vem realizando, tentando relacionar dois problemas de grande
importaˆncia nesta teoria
1. Classificar todas as equac¸o˜es diferenciais do tipo (2.37) tendo como soluc¸o˜es S.P.O.M.
2. Classificar todas as equac¸o˜es diferenciais do tipo
n∑
i=0
bi(x)y
(i) = λny(x) , (5.2)
onde bi ∈ IP, tendo como soluc¸o˜es S.P.O.M..
Recentemente, L.L.Littlejohn, K.H.Kwon, J.K.Lee e B.H.Yoo (ver [69]) provaram que
(Pn) e´ uma S.P.O.M. verificando (5.2) com n = 2r
1 quando, e so´ quando, existirem
r + 1 funcionais de momentos, (τi)
r
i=0, tais que τr na˜o e´ a funcional nula e
r∑
i=0
< τi, P
(i)
m P
(i)
m >=Mnδm,n , n ∈ IN , (5.3)
onde Mn sa˜o constantes. Ale´m disso, podemos exigir Mn 6= 0, n ∈ IN, se necessa´rio.
Assim este problema encontra–se relacionado com outro que ja´ aqui fala´mos:
— Dadas k funcionais de momentos, (uj), que condic¸o˜es temos de impor para que∑k
j=1 uj seja regular.
Note–se que (5.3) se pode reescrever na forma < w,PmPn >= Mnδm,n; e a` custa
de w podemos definir uma forma bilinear sime´trica, B, de forma que seja auto–adjunta
relativamente a tr+2, i.e.,
B(tr+2f, g) = B(f, tr+2g) , f, g ∈ IP
a respeito da qual (Pn) e´ uma S.P.O.M. (ver [41]).
1H.L.Krall provou que se (5.2) possui como soluc¸o˜es uma S.P.O.M., enta˜o esta tera´ que ser de ordem
par (ver [66]).
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Poder´ıamos ainda analisar o seguinte problema2:
— Sejam (Pn) e (Rn) duas S.P.O.M. associadas a v e u, respectivamente e relacionadas
por
Rn(x) =
n∑
k=n−t
an,k
P ′k+1(x)
k + 1
(5.4)
com an,n−t 6= 0 para algum n ∈ IN.
Determinar que relac¸o˜es existem entre as funcionais v e u3.
Facilmente se verifica que (Pn) e´ uma S.P.O.M. semi–cla´ssica, de classe quando muito
t; enta˜o, pelo teorema 5.2.1, sabemos existirem polino´mios φ e ψ tais que
φ(x)P ′′n+1(x) + ψ(x)P
′
n+1(x) =
n+t+1∑
k=n−t+1
λn,kPk(x) .
Derivando (5.4) e aplicando esta relac¸a˜o, obtemos
φ(x)R′n(x) + ψ(x)Rn(x) =
n+s∑
k=n−2t
cn,kPk(x) , (5.5)
que e´ uma relac¸a˜o do tipo ja´ estudada.
2Generalizac¸a˜o do proposto por A.Iserles, P.E.Koch, S.P.Nørset e J.M.Sanz–Serna em [59].
3Pois, se Rn = Pn, veˆ–se facilmente que (Pn) e´ uma S.P.O.M. semi–cla´ssica.
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5.1 Tipo Szego¨ e Karlin
Vamos comec¸ar por definir o conceito fundamental deste cap´ıtulo:
Definic¸a˜o 5.1.1 Sejam (Pn) e (Rn) duas S.P.O.M. associadas a u e v, respectivamente, e
φ ∈ IPp; enta˜o, dizemos que (Pn, Rn) e´ um par (s, p)–compat´ıvel se
φ(x)R′n+1(x) =
n+p∑
k=n−s
λnkPk(x) , n ≥ s
φ(x)R′n+1(x) =
n+p∑
k=0
λnkPk(x) , 0 ≤ n ≤ s.
(5.6)
Caracterizemo–las.
Teorema 5.1.1 Se (Pn, Rn) e´ um par (s, p)–compat´ıvel, enta˜o as funcionais de momentos
que lhes esta˜o associadas verificam
φ(x)u = h(x)v (5.7)
onde h(x) e´ um polino´mio dado por
h(x) =< uy, φ(y)[K
(0,1)
s+2 (x, y)− P1(x)K(0,1)s+1 (x, y)] >
e
K(r,s)n (x, y) =
n∑
j=0
R
(r)
j (x)R
(s)
j (y)
< v,R2j >
.
Ale´m disso, v e´ uma funcional de momentos semi–cla´ssica.
Demonstrac¸a˜o
Sejam (αn) e (α
′
n) as pseudo–bases associadas a (Pn) e (Rn), respectivamente. Tome–se
D(φαn) =
∑
j≥0
anjα
′
j (5.8)
onde
anj = < D(φαn), Rj >
= − < αn, φR′j >
= −∑j+p−1k=j−s−1 λj−1,k < αn, Pk > .
De (5.6)
anj =

0 , j − s− 1 > n ou j + p− 1 < n
−λj−1,n , n− p+ 1 ≤ j ≤ n+ s+ 1
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e portanto (5.8) pode reescrever–se na forma
D(φαn) = −
n+s+1∑
j=n−p+1
λj−1,nα′j , n ∈ IN. (5.9)
Como αn =
Pn
<u,P 2n>
u e α′j =
Rj
<v,R2j>
v, obtemos
D(φ
Pn
< u, P 2n >
u) = ψn,n+s+1v (5.10)
onde ψn,n+s+1 e´ um polino´mio de grau n+ s+ 1 dado por
ψn,n+s+1 = −
n+s+1∑
j=n−p+1
λj−1,n
Rj
< v,R2j >
.
Tomando n = 0 e n = 1 em (5.10) obtemos
D(φu) =< u, 1 > ψ0,s+1v (5.11)
e
D(φ
P1
< u, P 21 >
u) = ψ1,s+2v. (5.12)
Mas (5.12) pode ser reescrita na forma
P1D(φu) + φu =< u, P
2
1 > ψ1,s+2v
e aplicando (5.11) conclu´ımos que
φu =< u, P 21 > ψ1,s+2v− < u, 1 > P1ψ0,s+1v,
i.e.,
φu = Ψs+2v, (5.13)
onde Ψs+2 ∈ IPs+2 e´ dado por
< u, P 21 > ψ1,s+2− < u, 1 > P1ψ0,s+1. (5.14)
Derivando (5.13) e aplicando (5.11), obtemos uma equac¸a˜o diferencial distribucional
para v
D(Ψs+2v) =< u, 1 > ψ0,s+1v; (5.15)
logo v e´ uma funcional de momentos semi–cla´ssica, de classe quando muito s. Mais ainda,
como u e´ uma modificac¸a˜o racional de v, u e´ tambe´m semi–cla´ssica (ver [84]).
Se, em particular, tomarmos s = 0 em (5.15) conclu´ımos que v e´ uma funcional de
momentos cla´ssica; e, portanto, u e´ uma modificac¸a˜o racional de uma funcional cla´ssica.
Se tomarmos u = v, de (5.11) tiramos que D(φu) =< u, 1 > ψ0,s+1u; e, portanto, u e´
uma funcional semi–cla´ssica, de classe quando muito max{p− 2,s}.
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Determinemos uma expressa˜o expl´ıcita para Ψs+2.
De (5.14)
Ψs+2 = < u, P
2
1 > ψ1,s+2− < u, 1 > P1ψ0,s+1
= −∑s+2j=0 λj−1,1<u,P 21><v,R2j>Rj +∑s+1j=0 λj−1,0 <u,1><v,R2j>P1Rj;
e de (5.6) tiramos que 
λj−1,0 =
<u,φR′j>
<u,1>
λj−1,1 =
<u,φR′j>
<u,P 21>
.
Portanto
Ψs+2(x) = −∑s+2j=0 < u, φ(y) R′j(y)<v,R2j (y)> > Rj(x) + P1(x)∑s+1j=0 < u, φ(y) R′j(y)<v,R2j (y)> > Rj(x)
= − < uy, φ(y)∑s+2j=0 R′j(y)Rj(x)<v,R2j (y)> > +P1(x) < uy, φ(y)∑s+1j=0 R′j(y)Rj(x)<v,R2j (y)> >
= − < uy, φ(y)[K(0,1)s+2 (x, y) + P1(x)K(0,1)s+1 (x, y)] > ,
onde uy significa que a funcional de momentos u actua sobre a varia´vel y.
Assim, como h = Ψs+2 obtemos (5.7). 2
Vamos ver, de seguida, que a equac¸a˜o (5.9) conte´m toda a informac¸a˜o sobre as S.P.O.M.
(Pn) e (Rn), i.e., a fo´rmula de estrutura e´ mais geral que as fo´rmula de recorreˆncia a treˆs
termos que esta˜o associadas a (Pn) e (Rn):
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x) (5.16)
e
xRn(x) = Rn+1(x) + ξnRn(x) + ηnRn−1(x). (5.17)
De facto, vimos ja´ que esta equac¸a˜o admite a seguinte representac¸a˜o
D(φPnu) = −{
n+s+1∑
j=n−p+1
λj−1,n
< u, P 2n >
< v,R2j >
Rj}v , n ∈ IN. (5.18)
(i) Multiplicando escalarmente (5.18) por xRn+s+2 obtemos
− < φu, Pn
<u,P 2n>
{Rn+s+2 + xR′n+s+2} >= −λn+s,n <v,R
2
n+s+2>
<v,R2n+s+1>
< φu, Pn
<u,P 2n>
{Rn+s+2 + xR′n+s+2} >= λn+s,nηn+s+2.
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Analisemos o primeiro membro desta u´ltima expressa˜o
< φu, PnRn+s+2 > + < φu, xPnR
′
n+s+2 >=< Ψs+2v, PnRn+s+2 > + < u, xPn(φR
′
n+s+2) >=
=< v, (−λs+1,1 <u,P
2
1>
<v,R2s+2>
+ λs,0
<u,1>
<v,R2s+1>
)R2n+s+2 > + < u, xPn(
∑n+s+p+1
k=n+1 λn+s+1,kPk) >=
= (−λs+1,1 <u,P
2
1>
<v,R2s+2>
+ λs,0
<u,1>
<v,R2s+1>
) < v,R2n+s+2 > +λn+s+1,n+1 < u, P
2
n+1 >
Dividindo ambos os membros desta u´ltima expressa˜o por < u, P 2n >, e comparando
com a expressa˜o acima, vem
λn+s,nηn+s+2 = (−λs+1,1 <u,P
2
1>
<v,R2s+2>
+ λs,0
<u,1>
<v,R2s+1>
)
<v,R2n+s+2>
<u,P 2n>
+ λn+s+1,n+1γn+1
λn+s,nηn+s+2 − λn+s+1,n+1γn+1 =
∏n+s+2
k=1
ηk∏n
i=1
γi
{−λs+1,1 <u,P
2
1>∏s+2
k=1
ηk
+ λs,0
<u,1>∏s+1
k=1
ηk
}
e portanto
λn+s,nηn+s+2 − λn+s+1,n+1γn+1 =
∏n+s+2
k=s+2
ηk∏n
i=1
γi
{−λs+1,1<u,P 21>
ηs+2
+
λs,0 < u, 1 >} , n ∈ IN.
(5.19)
Obtivemos assim γn+1 em func¸a˜o dos restantes elementos das relac¸o˜es de recorreˆncia.
(ii) Multiplicando escalarmente (5.18) por xRn+s+1 obtemos
< φu, Pn
<u,P 2n>
{Rn+s+1 + xR′n+s+1} >= λn+s−1,n <v,R
2
n+s+1>
<v,R2n+s>
+ λn+s,n
<v,xR2n+s+1>
<v,R2n+s+1>
< Ψs+2v,
Pn
<u,P 2n>
Rn+s+1 > + < u,
xPn
<u,P 2n>
(φR′n+s+1) >= λn+s−1,nηn+s+1 + λn+s,nξn+s+1
< Ψs+2v,
Pn
<u,P 2n>
Rn+s+1 >= − < u, xPn<u,P 2n>(
∑n+s+p
k=n λn+s,kPk) > +
λn+s−1,nηn+s+1 + λn+s,nξn+s+1.
Assim,
1
<u,P 2n>
< Ψs+2v, PnRn+s+1 >= −λn+s,nβn − λn+s,n+1γn+1+
λn+s−1,nηn+s+1 + λn+s,nξn+s+1.
(5.20)
Se calcularmos < Ψs+2v, PnRn+s+1 > da anterior expressa˜o, temos perfeitamente
determinada mais uma relac¸a˜o entre os coeficientes de (5.16) e (5.17):
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< Ψs+2v, PnRn+s+1 >=< v, (PnΨs+2)Rn+s+1 >=
= −λs+1,1 <u,P
2
1>
<v,R2s+2>
< v, (PnRs+2)Rn+s+1 > −λs,1 <u,P
2
1>
<v,R2s+1>
< v, (PnRs+1)Rn+s+1 > +
λs,0
<u,1>
<v,R2s+1>
< v, P1(PnRs+1)Rn+s+1 > +λs−1,0
<u,1>
<v,R2s>
< v, P1(PnRs)Rn+s+1 >=
= −λs+1,1 <u,P
2
1>
<v,R2s+2>
< v, [xn+s+2 − (∑s+1i=0 ξi +∑n−1i=0 βi)xn+s+1 + . . .]Rn+s+1 > −
λs,1
<u,P 21>
<v,R2s+1>
< v,R2n+s+1 > +
λs,0
<u,1>
<v,R2s+1>
< v, P1[x
n+s+1 − (∑si=0 ξi +∑n−1i=0 βi)xn+s + . . .]Rn+s+1 > +
λs−1,0
<u,1>
<v,R2s>
< v,R2n+s+1 >
= (−λs+1,1<u,P
2
1>
γs+2
+ λs,0 < u, 1 >)
<u,xn+s+2Rn+s+1>
<u,R2s+1>
+ (λs+1,1An,s
<u,P 21>
γs+2γs+1
+
λs,1
<u,P 21>
γs+1
+ λs−1,0 < u, 1 > −λs,0(An−1,s−1 + β0)<u,1>γs+1 )
<u,R2n+s+1>
<u,R2s>
onde An,s =
∑s+1
i=0 ξi +
∑n−1
i=0 βi.
Como
< u, xn+s+2Rn+s+1 >
< u,R2s+1 >
=
n+s+1∏
i=s+2
ηi
n+s+1∑
i=0
ξi,
obtemos, depois de alguns ca´lculos, que (5.20) toma a forma
∏n+s+1
k=s+2 ηk∏n
i=1 γi
{Bn
n+s+1∑
i=0
ξi + Cnηs+1} = −λn+s,nβn − λn+s,n+1γn+1+
λn+s−1,nηn+s+1 + λn+s,nξn+s+1.
(5.21)
onde

Bn = −λs+1,1<u,P
2
1>
γs+2
+ λs,0 < u, 1 >
Cn = λs+1,1An,s
<u,P 21>
γs+2γs+1
+ λs,1
<u,P 21>
γs+1
+ λs−1,0 < u, 1 > −
λs,0(An−1,s−1 + β0)
<u,1>
γs+1
.
Obtivemos assim βn em func¸a˜o dos restantes elementos das relac¸o˜es de recorreˆncia.
(iii) Multiplicando escalarmente (5.18) por xRn−p+1 obtemos
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<u,Pnφ(xR′n−p+1+Rn−p+1)>
<u,P 2n>
= λn−p,n
<v,xR2n−p+1>
<v,R2n−p+1>
+ λn−p+1,n
<v,xRn−p+2Rn−p+1>
<v,R2n−p+2>
<u,xPn
∑n
k=n−p−s λn−p,kPk>
<u,P 2n>
+
<u,Pnφ(xn−p+1−
∑n−p
i=0
ξix
n−p+...)>
<u,P 2n>
= λn−p,nξn−p+1 + λn−p+1,n
e, portanto,
(n− p+ 1)(βn − ξn−p+1)φp = φp(
n−p∑
i=0
ξi −
n∑
i=0
βi)− φp−1 + λn−p+1,n − λn−p,n−1 (5.22)
onde φi e´ o coeficiente de ordem i do polino´mio φ.
5.1.1 Caso Particular: Tipo S.Belmehdi
O estudo das S.P.O.M. semi–cla´ssicas de classe 1 foi feito por S.Belmehdi em (ver [11],
[12] e [13]). Aqui, vamos somente estudar o caso particular em que a S.P.O.M. (Pn) verifica
P ′n+1(x) = (n+ 1)Pn(x) + an+1Pn−1(x) , n ∈ IN (5.23)
que corresponde ao caso

Pn ≡ Rn
p = 0
s = 1
.
De seguida estudaremos os pares (1, 0)–compat´ıveis, i.e., as S.P.O.M. (Pn, Rn) verifi-
cando
R′n+1(x) = (n+ 1)Pn(x) + an+1Pn−1(x) , n ∈ IN. (5.24)
Teorema 5.1.2 Seja (Pn) uma S.P.M. verificando (5.23); enta˜o, ela e´ ortogonal sem-
pre que os coeficientes da relac¸a˜o de recorreˆncia satisfeita pelos Pn, (5.16)— βn e γn—
satisfizerem 
βn+1 − βn = −an+2 − an+1
n+ 1
an+2(βn+2 − βn) = (n+ 2)γn+1 − (n+ 1)γn+2
an+2γn+3 − an+3γn+1 = 0
, n ∈ IN. (5.25)
onde (an) verifica as seguintes relac¸o˜es
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
2k + 2
a2k+2
γ1
2k∏
i=1
a2i+1
2i
= 2
γ1
a2
−
2k∑
i=1
(
ai+3 − ai+2
i+ 2
+
ai+2 − ai+1
i+ 1
) se n = 2k
2k + 1
a2k+1
(2γ1 +
a2
2
(a3 + 3a2))
2k−1∏
i=2
a2i
2i− 1 = 2
γ1
a2
−
2k−1∑
i=1
(
ai+3 − ai+2
i+ 2
+
ai+2 − ai+1
i+ 1
) se n = 2k − 1
(5.26)
e k ∈ IN.
Neste caso, a funcional de momentos que lhe esta´ associada, u, verifica a seguinte
equac¸a˜o diferencial distribucional
D(u) = − < u, 1 > { P1
< u, P 21 >
+ a2
P2
< u, P 22 >
}︸ ︷︷ ︸
=ψ2x2+ψ1x+ψ0
u ; (5.27)
portanto u e´ uma funcional de momentos semi–cla´ssica de classe 1.
Ale´m disso, an = −ψ2γnγn−1, n ≥ 2 e os coeficientes da relac¸a˜o de recorreˆncia (5.16) esta˜o
relacionados por
−(n+ 1) = (ψ1 + ψ2(βn+1 + βn+2))γn+1 , n ∈ IN, (5.28)
donde se conclui que estas S.P.O.M. na˜o podem ser sime´tricas.
Demonstrac¸a˜o
Derivando (5.16) e aplicando (5.23) obtemos
Pn+1 = (n+ 2)Pn+1 + an+2Pn− (x− βn+1)((n+ 1)Pn + an+1Pn−1) + γn+1(nPn−1 + anPn−2)
e portanto
xPn = Pn+1 +
an+2 − an+1 + (n+ 1)βn+1
n+ 1
Pn+
an+1(βn+1 − βn−1)− nγn+1
n+ 1
Pn−1 +
anγn+1 − an+1γn−1
n+ 1
Pn−2
(5.29)
que, comparado com (5.16), da´ (5.25).
Para obtermos (5.26), multipliquemos ambos os membros da segunda equac¸a˜o de (5.25)
por (an+2)
−1 e apliquemos as outras duas equac¸o˜es de (5.25); assim
n+ 2
an+2
γn+1 = 2
γ1
a2
−
n∑
i=1
(
ai+3 − ai+2
i+ 2
+
ai+2 − ai+1
i+ 1
) , n ∈ IN. (5.30)
Mas, da terceira equac¸a˜o de (5.25), tiramos que
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
γ2n+1 = γ1
∏n
i=1
a2i+1
a2i
γ2n = γ2
∏n
i=2
a2i
a2i−1
e da segunda com n = 0
γ2 = 2γ1 +
a2
2
(a3 + 3a2).
Substituindo estas expresso˜es em (5.30) obtemos (5.26).
Para obtermos (5.27) basta tomar em (5.10) n = 0 e u = v.
Derivando (5.23) e aplicando duas vezes (5.23) vem que
P ′′n+1 = n(n+ 1)Pn−1 + ((n+ 1)an + (n− 1)an+1)Pn−2 + an+1an−1Pn−3. (5.31)
A partir desta relac¸a˜o podemos determinar uma expressa˜o para os an. De facto,
an+1an−1 < u, P 2n−3 > = < u, P
′′
n+1Pn−3 >=
= < u, (P ′n+1Pn−3)
′ − P ′n+1P ′n−3 >=
(5.27)
= − < ψu, P ′n+1Pn−3 >=
= − < (ψ2x2 + ψ1x+ ψ0)u, ((n+ 1)Pn + an+1Pn−1)Pn−3 >=
= −ψ2 < u, P 2n−1 > an+1 , n ≥ 3 ;
logo, an−1 = −ψ2γn−1γn−2 para n ≥ 3.
Vamos usar esta expressa˜o para os an, na determinc¸a˜o de (5.28):
— Facilmente se veˆ que
(n+ 1)an + (n− 1)an+1 = (n+ 1) (−ψ2γnγn−1)︸ ︷︷ ︸
=an
−ψ1an+1γn−1 − an+1(βn−1 + βn−1)γn−1ψ2
que coincide com (5.28). 2
Caracterizemos agora os pares (1, 0)–compat´ıveis.
Teorema 5.1.3 Sejam (Pn, Rn) um par (1, 0)–compat´ıvel verificando (5.24) e u e v as
funcionais de momentos associadas; enta˜o, u e v esta˜o relacionados por
u = [
< u, 1 >
< v,R21 >
P1R1 + (a2
< u, 1 >
< v,R22 >
P1R2 − 2< u, P
2
1 >
< v,R22 >
R2)− a3< u, P
2
1 >
< v,R23 >
R3]v (5.32)
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e os coeficientes das relac¸o˜es de recorreˆncia satisfeitas por (Pn), (5.16), e (Rn), (5.17)
esta˜o relacionados por

an+2ηn+3 − an+3γn+1 =
∏n+3
k=3 ηk∏n
i=1 γi
(a3
γ1
η3
+ a2) < u, 1 >
∏n+2
k=3 ηk∏n
i=1 γi
{(−a3γ1
γ3
+ a2)
n+2∑
i=0
ξi + (a3(
2∑
i=0
ξi +
n−1∑
i=0
βi)
γ1
γ2γ3
+ 2
γ1
γ2
+ 1
−a2
γ2
(ξ0 + ξ1 + β0 +
n−2∑
i=0
βi))η2} < u, 1 >= an+2(ξn+2 − βn)+
(n+ 1)ηn+2 − (n+ 2)γn+1
(n+ 1)(βn − ξn−1) =
n∑
i=0
(ξi − βi) + an+2 − an+1
, n ∈ IN (5.33)
onde os an veˆm dados por
an+1 = −n
n∑
i=0
ξi + (n+ 1)
n−1∑
i=0
βi. (5.34)
Ale´m disso, v e´ semi–cla´ssica de classe quando muito 1.
Demonstrac¸a˜o
Sejam (αn) e (α
′
n) as pseudo–bases associadas a (Pn) e (Rn), respectivamente; enta˜o,
D(Pnu) = − < u, P 2n > [(n+ 1)
Rn+1
< v,R2n+1 >
+ an+2
Rn+2
< v,R2n+2 >
]v , n ∈ IN. (5.35)
Para determinarmos (5.33) basta tomar λn,n = n + 1, λn,n−1 = an+1 em (5.19), (5.21),
(5.22), respectivamente.
Tomando n = 0, 1 em (5.35) obtemos
Du
<u,1>
= −( R1
<v,R21>
+ a2
R2
<v,R22>
)v
D(P1u)
<u,P 21>
= −(2 R2
<v,R22>
+ a3
R3
<v,R23>
)v
(5.36)
e por um processo ana´logo ao utilizado na secc¸a˜o anterior conclu´ımos que u e v esta˜o
relacionados por (5.32).
Que a funcional de momentos v e´ semi–cla´ssica, de classe quando muito 1, resulta de
aplicarmos o operador D a` equac¸a˜o (5.32) e compararmos com a primeira equac¸a˜o de
(5.36). De facto, v verifica
D[( <u,1>
<v,R21>
P1R1 + (a2
<u,1>
<v,R22>
P1R2 − 2<u,P
2
1>
<v,R22>
R2)− a3<u,P
2
1>
<v,R23>
R3)v] =
< u, 1 > [ R1
<v,R21>
+ a2
R2
<v,R22>
]v .2
(5.37)
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5.1.2 Caso Particular: Tipo P.Nevai
Em 1984 P.Nevai e S.Bonan (ver [18]) caracterizaram as S.P.O.M. que verificavam
P ′n+1(x) = (n+ 1)Pn(x) + anPn−2(x) , n ≥ 1 (5.38)
que corresponde ao caso em que

Pn ≡ Rn
p = 0
s = 2
.
Usando a te´cnica desenvolvida na secc¸a˜o anterior, vamos deduzir os coeficientes da
relac¸a˜o de recorreˆncia dos Pn e a equac¸a˜o distribucional que a funcional de momentos
associada verifica. De seguida estudaremos o caso
R′n+1(x) = (n+ 1)Pn(x) + anPn−2(x) , n ≥ 1. (5.39)
Teorema 5.1.4 (Bonan e Nevai, 1985) Seja (Pn) uma S.P.O.M.
4 verificando (5.38);
enta˜o os coeficientes da relac¸a˜o de recorreˆncia (5.16) sa˜o dados por
βn+1 = βn [βn+1 = b (b constante real)]
(n+ 1)γn+2 + an+2 − an+1 = (n+ 2)γn+1
an+2γn+4 + an+3γn+1 = 0
, n ∈ IN. (5.40)
onde βn e γn sa˜o os coeficientes da relac¸a˜o de recorreˆncia (5.16) satisfeita pelos Pn.
Neste caso, a funcional de momentos que lhe esta´ associada, u, verifica a equac¸a˜o
diferencial distribucional
D(u) = − < u, 1 > { P1
< u, P 21 >
+ a2
P3
< u, P 23 >
}︸ ︷︷ ︸
=ψ3x3+ψ2x2+ψ1x+ψ0
u ; (5.41)
e portanto u e´ uma funcional de momentos semi–cla´ssica de classe 2.
Ale´m disso, an = −ψ3γn+1γnγn−1, n ≥ 2, e os coeficientes da relac¸a˜o de recorreˆncia (5.16)
esta˜o relacionados por
−(n+ 1) = (ψ1 + 2bψ2 + (γn + γn+1 + γn+2 + 3b2))γn+1 , n ∈ IN. (5.42)
Demonstrac¸a˜o
Derivando (5.16) e aplicando (5.38), obtemos
−(n+1)Pn+1 = −(x−βn+1)(n+1)Pn+(nγn+1+an+1)Pn−1−(x−βn+1)anPn−2+an+1γn+1Pn−3
e portanto
4Podiamos determinar condic¸o˜es sobre os an por forma que (Pn) definida por (5.38) seja uma S.P.O.M.,
como fizemos no teorema 5.1.2
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Pn+1 = (x− βn+1)Pn − nγn+1 + an+1 − an
n+ 1
Pn−1+
an(βn−2 + βn+1)
n+ 1
Pn−2 +
an−1γn+1 − anγn−2)
n+ 1
Pn−3
(5.43)
que comparado com (5.16) da´ (5.40).
Para obtermos (5.41) basta tomar n = 0 e u = v em (5.10).
Derivando (5.23) e aplicando duas vezes (5.38) vem que
P ′′n+1 = n(n+ 1)Pn−1 + ((n+ 1)an−1 + (n− 2)an)Pn−3 + anan−3Pn−5. (5.44)
A partir desta relac¸a˜o podemos determinar uma expressa˜o para os an. De facto,
anan−3 < u, P 2n−5 > = < u, P
′′
n+1Pn−5 >=
= < u, (P ′n+1Pn−5)
′ − P ′n+1P ′n−5 >=
(5.41)
= − < ψu, P ′n+1Pn−5 >=
= − < (ψ3x3ψ2x2 + ψ1x+ ψ0)u, ((n+ 1)Pn + anPn−2)Pn−5 >=
= −ψ3 < u, P 2n−2 > an , n ≥ 5 ;
logo, an−3 = −ψ3γn−2γn−3γn−4 para n ≥ 5.
Vamos usar esta expressa˜o para os an, na determinc¸a˜o de (5.42):
— Facilmente se veˆ que
(n+ 1)an−1 + (n− 2)an = −(n+ 1) (−ψ3γnγn−1γn−2)︸ ︷︷ ︸
=an−1
−ψ1anγn−2 − anψ2(βn−2γn−2 + βn−3γn−2)
anψ3((γn−1 + β2n−2 + γn−2)γn−2 + (βn−2γn−2 + βn−3γn−2)βn−3 + γn−2γn−3)
que coincide com (5.42).
2
Observac¸a˜o
Por uma modificac¸a˜o afim na varia´vel, da forma y = x − β0, transformamos esta
S.P.O.M. numa sime´trica, i.e., uma S.P.O.M. tal que βn = 0, n ∈ IN.
Como dissemos no in´ıcio desta secc¸a˜o, vamos caracterizar os pares (2, 0)–compat´ıveis.
Assim:
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Teorema 5.1.5 Sejam (Pn, Rn) um par (2, 0)–compat´ıvel verificando (5.39) e u e v as
funcionais de momentos associadas; enta˜o, u e v esta˜o relacionados por
u = [< u, 1 > P1(
R1
<v,R21>
+ a2
R3
<v,R23>
)−
< u, P 21 > (2
R2
<v,R22>
) + a3
R4
<v,R24>
]v
(5.45)
e os coeficientes das relac¸o˜es de recorreˆncia satisfeitas por (Pn), (5.16), e (Rn), (5.17)
esta˜o relacionados por

an+2ηn+4 − an+3γn+1 =
∏n+4
k=4 ηk∏n
i=1 γi
(−a3γ1
η3
+ a2) < u, 1 >
∏n+3
k=4 ηk∏n
i=1 γi
{(−a3γ1
γ4
+ a2)
n+3∑
i=0
ξi + (a3(
3∑
i=0
ξi +
n−1∑
i=0
βi)
γ1
γ3γ4
−a2
γ3
(ξ0 + ξ1 + ξ2 + β0 +
n−2∑
i=0
βi))η3} < u, 1 >= an+2(ξn+3 − βn)
(n+ 1)(βn − ξn+1) =
n∑
i=0
(ξi − βi)
, n ∈ IN (5.46)
onde os an veˆm dados por
an = (n− 1)(
∑
0≤i<j≤n
ξiξj −
n∑
i=1
ηi)− (n+ 1)(
∑
0≤i<j≤n−1
βiβj −
n−1∑
i=1
γi). (5.47)
Ale´m disso, v e´ semi–cla´ssica de classe quando muito 2.
Demonstrac¸a˜o
Sejam (αn) e (α
′
n) as pseudo–bases associadas a (Pn) e (Rn), respectivamente; enta˜o
D(Pnu) = − < u, P 2n > [(n+ 1)
Rn+1
< v,R2n+1 >
+ an+2
Rn+3
< v,R2n+3 >
]v , n ∈ IN. (5.48)
Para determinarmos (5.46) basta tomar λn,n = n+1, λn,n−1 = 0, λn,n−2 = an em (5.19),
(5.21), (5.22), respectivamente.
Tomando n = 0, 1 em (5.48) obtemos
Du
<u,1>
= −( R1
<v,R21>
+ a2
R3
<v,R23>
)v
D(P1u)
<u,P 21>
= −(2 R2
<v,R22>
+ a3
R4
<v,R24>
)v
(5.49)
e por um processo ana´logo ao utilizado na primeira secc¸a˜o conclu´ımos que u e v esta˜o
relacionados por (5.45).
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Que a funcional de momentos v e´ semi–cla´ssica, de classe quando muito 2, resulta de
aplicarmos o operadorD a` equac¸a˜o (5.45), e comparamos com a primeira equac¸a˜o de (5.49).
De facto, v verifica
D[(< u, 1 > P1(
R1
<v,R21>
+ a2
R3
<v,R23>
)− < u, P 21 > (2 R2<v,R22>) + a3
R4
<v,R24>
)v] =
< u, 1 > [ R1
<v,R21>
+ a2
R3
<v,R23>
]v. 2
(5.50)
5.2 Tipo S.Bochner
A caracterizac¸a˜o mais importante das S.P.O.M. cla´ssicos (Hermite, Laguerre, Jacobi,
Bessel) foi dada por S. Bochner num trabalho de 1929 [17]. Bochner provou que as S.P.O.M.
cla´ssicas sa˜o as u´nicas S.P.O.M., (Pn), que verificam a seguinte condic¸a˜o existem φ,ψ ∈
IP2 com gr(ψ) = 1, tais que
φ(x)P ′′n (x) + ψ(x)P
′
n(x) = λnPn(x) , n ≥ 0. (5.51)
Este resultado pode ser obtido usando a seguinte te´cnica (ver [2]):
— Seja (αn) a base dual de (Pn)— S.P.O.M. associada a u, funcional de momentos
regular— e (α˜n) a base dual de (Qn), onde Qn =
P ′n+1
n+1
. Para n = 0, 1, . . .
D(φ(x)αn)− ψ(x)αn =
∞∑
j=0
tnjα˜j
onde
tnj = < D(φ(x)αn)− ψ(x)αn, Qj >
= − < φ(x)αn, Q′j > − < ψ(x)αn, Qj >
= − < αn, φ(x)Q′j + ψ(x)Qj >
= − < αn, φ(x)P
′′
j+1+ψ(x)P
′
j+1
j+1
>
= − 1
j+1
< αn, λj+1Pj+1 >
= −λj+1
j+1
δn,j+1
(5.52)
Enta˜o,
tn,j =
{
0 if j 6= n− 1
−λn
n
if j = n− 1 n ≥ 1
e
t0,j = 0. Assim,
1. D(φ(x)α0) = ψ(x)α0
2. D(φ(x)αn) = ψ(x)αn − λnn α˜n−1, n ≥ 1.
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Mas (Pn) e´ a S.P.O.M. associada a` funcional de momentos regular, u, logo αk =
Pku
<u,P 2
k
>
(ver al´ınea (c) do teorema 1.3.2). Enta˜o, de 1. tiramos que
D(φ(x)u) = ψ(x)u (5.53)
e portanto u e´ uma funcional de momentos cla´ssica. 2
E´ bem sabido que, se (Pn) for uma S.P.O.M. semi–cla´ssica de classe s, enta˜o existem
polino´mios φ e ψ de graus na˜o superiores a s+ 2 tais que
φ(x)P ′′n+1(x) + ψ(x)P
′
n+1(x) =
n+s+1∑
k=n−s+1
λn,kPk(x) (5.54)
com λn,n−s+1 6= 0, n ≥ s− 1 (ver [96]).
Vamos provar que tambe´m se tem o rec´ıproco— esta questa˜o foi proposta por P.Maroni
em [84] e parcialmente resolvida por M.Alfaro, A.Branquinho, F.Marcella´n e J.Petronilho
em [2].
Teorema 5.2.1 Seja (Pn) uma S.P.O.M. associada a` funcional de momentos u; u e´ semi–
cla´ssica de classe quando muito s quando, e so´ quando, existe ψ ∈ IPs+1 e φ ∈ IPs+2 tais
que
φ(x)P ′′n+1(x) + ψ(x)P
′
n+1(x) =
n+s+1∑
k=n−s+1
λn,kPk(x)
com λn,n−s+1 6= 0 para n ≥ s− 1.
Demonstrac¸a˜o
Comecemos por demonstrar que a condic¸a˜o e´ necessa´ria:
— Seja u uma funcional semi–cla´ssica de classe s tal que D(φu) = ψu, com gr(ψ)≥ 1
e s = max{grφ− 2, grψ − 1}; considere–se o desenvolvimento
φ(x)P ′′n+1(x) + ψ(x)P
′
n+1(x) =
n+s+1∑
j=0
λn,jPj(x) (5.55)
onde
< u, P 2j > λn,j = < u, (φP
′′
n+1 + ψP
′
n+1)Pj >
= < φu, P ′′n+1Pj > + < ψu, P
′
n+1Pj >
= − < D(φu), P ′n+1Pj > − < φu, P ′n+1P ′j > + < ψu, P ′n+1Pj >
= − < u, φP ′n+1P ′j >
Mas se u e´ semi–cla´ssica, pode provar–se (ver al´ınea (b) teorema 2.2.1) que
φ(x)P ′n+1(x) =
n+gr(φ)∑
l=n−s
rn,lPl(x) rn,n−s 6= 0. (5.56)
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Consequentemente, λn,j = 0 se j − 1 < n − s, i.e., j < n − s + 1. Ale´m disso, λn,n−s+1 =
− n−s+1
γn−s+1
rn,n−s onde γk =
<u,P 2k>
<u,P 2
k−1>
.
Reciprocamente, se a relac¸a˜o diferencial em diferenc¸as (5.54) for satisfeita, analisemos
a correspondente funcional de momentos.
Considerem–se as pseudo–bases (αn) e (α
′
n) associadas a (Pn) e (P
′
n); enta˜o
D(φα0)− ψα0 =
∞∑
j=0
t0,jα
′
j
onde
t0,j = < D(φα0)− ψα0, Qj >
= − 1
j+1
< α0, φP
′′
j+1 + ψP
′
j+1 > .
Assim,
t0,j =

0 se j ≥ s
− 1
j+1
< α0, φP
′′
j+1 + ψP
′
j+1 > se 0 ≤ j ≤ s.
Enta˜o dois casos se podem dar:
a) Se s = 0, D(φα0) = ψα0, i.e., D(φu) = ψu; e, pelo teorema de Bochner, u e´ uma
funcional cla´ssica.
b) Se s ≥ 1,
D(φα0)− ψα0 =
s−1∑
j=0
t0,jα
′
j; (5.57)
E por outro lado
D(φα1)− ψα1 =
∞∑
j=0
t1,jα
′
j, (5.58)
onde
t1,j = < D(φα1)− ψα1, Qj >
= − 1
j+1
< α1, φP
′′
j+1 + ψP
′
j+1 >
Assim,
t1,j =

0 se j ≥ s+ 1
−<u,(φP ′′j+1+ψP ′j+1)P1>
<u,P 21>
se 0 ≤ j ≤ s
Enta˜o,
D(φP1u)− ψP1u = ∑sj=0 t1,j < u, P 21 > α′j
=
∑s
j=0 t1,jα
′
j
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Consequentemente, u verifica simultaneamente

D(φu)− ψu = ∑s−1j=0 t0,jα′j
D(P1φu)− P1ψu = ∑sj=0 t1,jα′j
ou equivalentemente,

D(φu)− ψu = ∑s−1j=0 t0,jα′j
φu+ P1D(φu)− P1ψu = ∑sj=0 t1,jα′j
i.e.,

D(φu)− ψu = ∑s−1j=0 t0,jα′j
φu+
∑s−1
j=0 t0,jP1α
′
j =
∑s
j=0 t1,jα
′
j
(5.59)
Derivando a segunda equac¸a˜o
D(φu) +
s−1∑
j=0
t0,jα
′
j −
s−1∑
j=0
t0,j(j + 1)P1αj+1 = −
s∑
j=0
t1,j(j + 1)αj+1
e tendo em conta a primeira, obtemos
2D(φu)− ψu =
s−1∑
j=0
t0,j(j + 1)
P1Pj+1u
< u, P 2j+1 >
−
s∑
j=0
t1,j(j + 1)
Pj+1u
< u, P 2j+1 >
,
ou seja,
D(φu) =
1
2
(ψ + ψs+1)u (5.60)
onde ψs+1 e´ dado por
ψs+1(x) = −∑sj=0(j + 1)t1,j Pj+1(x)<u,P 2j+1(x)> +∑s−1j=0(j + 1)t0,j (x−α′0)Pj+1(x)<u,P 2j+1(x)>
= (− (s+1)t1,s
<u,P 2s+1(x)>
+ st1,s−1
<u,P 2s (x)>
)Ps+1(x)+
(− st1,s−1
<u,P 2s (x)>
+ (s−1)t0,s−2
<u,P 2s−1(x)>
+
st0,s−1(α′s−α′0)
<u,P 2s (x)>
)Ps(x)+∑s−1
j=2(− t1,j−1<u,P 2j (x)> +
(j−1)t0,j−2
<u,P 2j−1(x)>
+
j(α′j−α′0)t0,j−1
<u,P 2j (x)>
+ (j+1)t0,jγj+1
<u,P 2j+1(x)>
)Pj(x)+
(− t1,0
<u,P 21 (x)>
+
(α′1−α′0)t0,0
<u,P 21 (x)>
+ 2t2,0γ2
<u,P 22 (x)>
)P1(x) +
t0,0γ1P0(x)
<u,P 21 (x)>
e
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xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x) n ≥ 1
P0(x) = 1, P1(x) = x− β0 e γn 6= 0; (5.61)
com
st0,s−1 =< u, φP ′′s−1 + ψP
′
s−1 >
(s+ 1)t1,s =
<u,(φP ′′s +ψP ′s)P1>
<u,P 21>
Note–se que ψs+1 ∈ IPs+1. Mas, por outro lado, tendo em conta (5.59),
1
2
(ψs+1 − ψ)u =
s−1∑
j=0
t0,jα
′
j.
Derivando esta u´ltima expressa˜o
D(1
2
(ψs+1 − ψ)u) = −∑s−1j=0(j + 1)t0,j Pj+1u<u,P 2j+1>
= φsu
(5.62)
onde φs = −∑sj=1 jt0,j−1 Pju<u,P 2j > . Temos enta˜o, duas equac¸o˜es diferenciais distribu-
cionais para u— (5.60) e (5.62)5. 2
Observac¸a˜o
O resultado que obtivemos e´ natural pois, derivando (5.61), obtemos
Pn(x) = P
′
n+1(x) + βnP
′
n(x) + γnP
′
n−1(x)− xP ′n(x) (5.63)
e derivando novamente
2P ′n(x) = P
′′
n+1(x) + βnP
′′
n (x) + γnP
′′
n−1(x)− xP ′′n (x) (5.64)
Se adicionarmos as equac¸o˜es resultantes da multiplicac¸a˜o de (5.63) por ψ e de (5.64)
por φ, temos que
ψ(x)Pn(x) + 2φ(x)P
′
n(x) =
∑n+s+1
j=n−s+1 λn,jPj(x) + βn
∑n+s
j=n−s λn−1,jPj(x)+
γn
∑n+s−1
j=n−s−1 λn−2,jPj(x)− x
∑n+s
j=n−s λn−1,jPj(x)
=
∑n+s+1
j=n−s−1 λ˜n,jPj(x)
(5.65)
Facilmente se prova— a partir de (5.61)— que
5Na verdade u e´ uma funcional semi–cla´ssica de classe ≤ s− 1, sempre que s ≥ 2.
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ψ(x)Pn(x) =
n+gr(ψ)∑
j=n−gr(ψ)
µn,jPj(x)
Por (5.65)
φP ′n(x) =
n+s+1∑
j=n−s−1
µ˜n,jPj(x) =
n−1+gr(φ)∑
j=n−s−1
µ˜n,jPj(x) (5.66)
Enta˜o u e´ semi–cla´ssica; mas nada podemos dizer acerca da classe, pois na˜o sabemos
se µ˜n,n−s−1 e´ diferente de zero para todo o n ∈ IN.
5.3 Uma Generalizac¸a˜o
Vamos generalizar o resultado fundamental da secc¸a˜o anterior, i.e.,
Sejam (Pn) e (Rn) duas S.P.O.M.
6 verificando
φ(x)R′′n(x) + ψ(x)R
′
n(x) + η(x)Rn(x) =
n+t∑
k=n−s
an,kPk(x) (5.67)
com an,n−s 6= 0 para todo o n ≥ s.
Caracterizar as funcionais de momentos que lhes esta˜o associadas.
Vamos ver que estas funcionais sa˜o uma modificac¸a˜o racional uma da outra, estando
assim este problema intimamente relacionado com o ja´ estudado nos dois cap´ıtulos anteri-
ores.
Existem S.P.O.M. verificando relac¸o˜es do tipo (5.67). De facto,
(i) Se (Rn) e´ a S.P.O.M. tipo Laguerre–Sobolev e (Pn) a S.P.O.M. Laguerre, enta˜o
η(x) = x, ψ(x) = −λ(α− x), φ(x) = −λx
t = s = 1
(ver [80]).
6Note–se que (Pn) e´ uma S.P.O.M. associada a um produto interno usual e os (Rn) a um produto
interno tipo Sobolev.
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(ii) Se (Rn) e´ a S.P.O.M. tipo Legendre–Sobolev e (Pn) a S.P.O.M. Legendre, enta˜o
η(x) = x2 − 1 ψ(x) = 0 φ(x) = −λ(x2 − 1)
t = s = 2
(ver [3]).
Teorema 5.3.1 Se (Pn) e (Rn) satifazem uma relac¸a˜o do tipo (5.67), enta˜o as funcionais
de momentos que lhes esta˜o associadas, u e v, respectivamente, verificam
2φ(x)u =< uy, φ(y)L
(0,2)(x, y) + ψ(y)L(0,1)(x, y) + η(y)L(0,0)(x, y) > v (5.68)
onde L(0,j) e´ um polino´mio dado por
L(0,j)(x, y) = P2(y)K
(0,j)
s+2 (x, y)− P ′2(x)P1(y)K(0,j)s+1 (x, y) + (P1(x)P ′2(x)− P2(x))K(0,j)s (x, y).
Ale´m disso, v e´ uma funcional de momentos semi–cla´ssica.
Demonstrac¸a˜o
Sejam (αn) e (α
′
n) as pseudo–bases associadas a (Pn) e (Rn), respectivamente. Tentemos
expressar
D2(φαn)−D(ψαn) + ηαn =
∑
k≥0
λn,kα
′
k , (5.69)
onde
λn,k = < D
2(φαn)−D(ψαn) + ηαn, Rk >
= < αn, φR
′′
k + ψR
′
k + ηRk >
= < αn,
∑k+t
j=k−s ak,jPj >
=

0 se k − s > n ou k + t < n
ak,n se n− t ≤ k ≤ n+ s
i.e., (5.69) toma a forma
D2(φαn)−D(ψαn) + ηαn =
n+s∑
k=n−t
λn,kα
′
k , n ∈ IN. (5.70)
Tomemos nesta u´ltima expressa˜o n = 0, 1 e 2
D2(φα0)−D(ψα0) + ηα0 = ∑sk=0 λ0,kα′k
D2(φα1)−D(ψα1) + ηα1 = ∑s+1k=0 λ1,kα′k
D2(φα2)−D(ψα2) + ηα2 = ∑s+2k=0 λ2,kα′k
CHAPTER 5. PROBLEMAS INVERSOS DIFERENCIAIS 122
ou seja,
D2(φu)− ψD(u) + (η − ψ′)u =< u, 1 > ∑sk=0 λ0,kα′k
P1D
2(φu) + (φ− P1ψ)D(u) + (ηP1 + φ′ − ψ − P1ψ′)u =
< u, P 21 >
∑s+1
k=0 λ1,kα
′
k
P2D
2(φu) + (2P ′2φ− P2ψ)D(u) + (ηP2 + 2(φ+ φ′)− (P2ψ)′)u =
< u, P 22 >
∑s+2
k=0 λ2,kα
′
k.
(5.71)
Das primeiras duas expresso˜es de (5.71) tiramos a seguinte relac¸a˜o
φD(u) + (φ′ − ψ)u =< u, P 21 >
s+1∑
k=0
ak,1α
′
k− < u, 1 > P1
s∑
k=0
ak,0α
′
k (5.72)
e da primeira e terceira
2P ′2φD(u) + (2(φ
′ + φ)− P ′2ψ)u =< u, P 22 >
s+2∑
k=0
ak,2α
′
k− < u, 1 > P2
s∑
k=0
ak,0α
′
k . (5.73)
Multiplicando (5.72) por −2P ′2 e adicionando a (5.73) vem
[−2P ′2(φ′ − ψ) + 2(φ′ + φ)− P ′2ψ]u =< u, P 22 >
∑s+2
k=0 ak,2α
′
k− < u, 1 > P2
∑s
k=0 ak,0α
′
k
−2P ′2{< u, P 21 >
∑s+1
k=0 ak,1α
′
k− < u, 1 > P1
∑s
k=0 ak,0α
′
k}
2(P ′2(x)(ψ(x)− φ′(x)) + (φ(x) + φ′(x)))u =< u, P 22 >
∑s+2
k=0 ak,2α
′
k−
2P ′2 < u, P
2
1 >
∑s+1
k=0 ak,1α
′
k + (2P1P
′
2 − P2) < u, 1 >
∑s
k=0 ak,0α
′
k.
Agora, tendo em conta que (Rn) e´ uma S.P.O.M. associada a v (i.e., α
′
n =
Rn
<v,R2n>
v, n ∈ IN),
e como an,k =
<u,(φR′′n+ψR′n+ηRn)Pk>
<u,P 2
k
>
, conclu´ımos
2(P ′2(x)(ψ(x)− φ′(x)) + (φ(x) + φ′(x)))u =
< uy, φ(y)L
(0,2)(x, y) + ψ(y)L(0,1)(x, y) + η(y)L(0,0)(x, y) > v
(5.74)
onde
L(0,j)(x, y) = P2(y)K
(0,j)
s+2 (x, y)−2P ′2(x)P1(y)K(0,j)s+1 (x, y)+(2P1(x)P ′2(x)−P2(x))K(0,j)s (x, y).
De (5.74) e (5.72) sai que v e´ uma funcional semi–cla´ssica; e portanto u e´ tambe´m
semi–cla´ssica. 2
Este problema podia ter sido abordado de uma outra forma. De facto, usando o facto
de (Rn) e (Pn) satisfazerem uma relac¸a˜o de recorreˆncia a treˆs termos
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x), (5.75)
e
0 = Rn+1(x) + ξnRn(x) + ηnRn−1(x)− xRn(x), (5.76)
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obtemos derivando duas vezes esta u´ltima expressa˜o
Rn(x) = R
′
n+1(x) + ξnR
′
n(x) + ηnR
′
n−1(x)− xR′n(x) (5.77)
e
2R′n(x) = R
′′
n+1(x) + ξnR
′′
n(x) + ηnR
′′
n−1(x)− xR′′n(x). (5.78)
Adicionando as expresso˜es resultantes de multiplicar (5.76) por η, (5.77) por ψ e (5.78)
por φ, e supondo verificada a relac¸a˜o (5.67), obtemos
ψ(x)Rn(x) + 2φ(x)R
′
n(x) =
n+t+1∑
k=n−s−1
bn,kPk(x) , (5.79)
onde bn,n−s−1 = an−1,n−1−s − an,n−sγn−s, para n ∈ IN.
Conclusa˜o
Se (Pn) e (Rn) satisfizerem uma relac¸a˜o do tipo (5.67) enta˜o, em particular, verificam
φ(x)R′n(x) =
n+t∑
k=n−l−1
cn,kPk(x)
onde l =max{s,gr(ψ)−1}; e portanto (Pn, Rn) forma um par (r, t)–compat´ıvel, com r < s.
5.4 Uma Aplicac¸a˜o
Como aplicac¸a˜o dos resultados dados ao longo deste trabalho, vamos resolver o seguinte
problema proposto por L.L.Littlejohn em [72]:
— Determinar relac¸o˜es entre as S.P.O.M. associadas a v = u+Mδ0 e w = x
−1u+Mδ0,
onde u e´ a funcional de momentos de Laguerre, definida por
< u, xn >=
∫ +∞
0
xnxαe−xdx , n ∈ IN.
Este problema vem no seguimento de outro, tambe´m proposto por Littlejohn e resolvido
na sec¸a˜o 3.2 do cap´ıtulo II (ver (2.77)).
E´ evidente que v e w assim definidas sa˜o regulares7, pois sa˜o modificac¸o˜es da funcional
de Laguerre, u, 
v = u+Mδ0
xw = u ,
respectivamente. Ale´m disso, esta˜o relacionadas por xv = x2w; portanto
7Confirmar (2.65) e teorema 4.1.1, respectivamente.
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v = xw︸︷︷︸
=u
+< v, 1 >︸ ︷︷ ︸
=M
δ0 . (5.80)
Sejam (Lα,0n ) e (L
α,−1
n ) as S.P.O.M. associadas, respectivamente a v e u; partamos o
problema em dois outros:
1. Determinac¸a˜o dos coeficientes da relac¸a˜o de recorreˆncia de (Lα,0n )
xLα,0n (x) = L
α,0
n+1(x) + ξnL
α,0
n (x) + ηnL
α,0
n−1(x); (5.81)
2. Determinac¸a˜o dos coeficientes da relac¸a˜o de recorreˆncia de (Lα,−1n )
xLα,−1n (x) = L
α,−1
n+1 (x) + ξ˜nL
α,−1
n (x) + η˜nL
α,−1
n−1 (x); (5.82)
em termos de (βn) e (γn) de
xLαn(x) = L
α
n+1(x) + βnL
α
n(x) + γnL
α
n−1(x). (5.83)
De (2.70) relacionamos (ξn) e (ηn) com (βn) e (γn):

ξn = 2βn+1 − βn −M( L
α
n+1(0)L
α
n(0)
1 +MKn(0, 0)
− L
α
n(0)L
α
n−1(0)
1 +MKn−1(0, 0)
)
ηn = 2γn+1 − γn − (ξn + βn)(βn − ML
α
n(0)L
α
n−1(0)
1 +MKn−1(0, 0)
)+
M(
(Lαn+1(0))
2
1 +MKn(0, 0)
− (L
α
n(0))
2
1 +MKn−1(0, 0)
)
, n ∈ IN. (5.84)
onde Kn(0, 0) = (L
α
n+1)
′(0)Lαn(0)− (Lαn)′(0)Lαn+1(0).
Pelo teorema 4.1.1 relacionamos (ξ˜n) e (η˜n) com (βn) e (γn):
ξ˜n+1 = βn+1 − (an+1 − an)
η˜n+2 =
an+1
an
γn+1
, n ∈ IN, (5.85)
onde an =
Lαn+1(0)<u,1>+(L
α
n)
(1)(0)
Lαn(0)<u,1>+(L
α
n−1)(1)(0)
. Necessitamos conhecer (Lαn)
(1)(0) para ter os an perfeita-
mente determinados, e portanto (ξ˜n) e (η˜n) perfeitamente determinados. Determinemo–lo:
— De [30, pg.86] sabemos que
(Lαn)
(1)(0)Lαn(0)− (Lαn−1)(1)(0)Lαn+1(0) =
n∏
i=1
γi
que dividido por Lαn(0)L
α
n+1(0) da´
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(Lαn)
(1)(0)
Lαn+1(0)
− (L
α
n−1)
(1)(0)
Lαn(0)
=
∏n
i=1 γi
Lαn(0)L
α
n+1(0)
e portanto
(Lαn)
(1)(0) = Lαn+1(0)
(
n∑
k=1
∏k
i=1 γi
Lαk (0)L
α
k+1(0)
+
1
β0
)
, n ∈ IN. (5.86)
De (5.84) e (5.85) obtemos duas relac¸o˜es entre os coeficientes das relac¸o˜es (5.81) e (5.83)
ξn = 2(ξ˜n+1 + an+1 − an)− (ξ˜n + an − an−1)−
M(
Lαn+1(0)L
α
n(0)
1 +MKn(0, 0)
− L
α
n(0)L
α
n−1(0)
1 +MKn−1(0, 0)
)
ηn = 2
an
an+1
η˜n+2 − an−1
an
η˜n+1 − (ξn + βn)(βn − ML
α
n(0)L
α
n−1(0)
1 +MKn−1(0, 0)
)
M(
(Lαn+1(0))
2
1 +MKn(0, 0)
− (L
α
n(0))
2
1 +MKn−1(0, 0)
) , n ∈ IN.
(5.87)
Determinac¸a˜o de uma fo´rmula de estrutura de segunda ordem entre as S.P.O.M. (Lα,0n )
e (Lα,−1n ):
Vimos ja´ que as S.P.O.M. (Lα,0n ) e (L
α
n) esta˜o relacionadas por (ver (2.76))
x2(Lα,0n )
′′(x) + x(2 + ψ)(Lα,0n )
′(x) + (ψ − λn+1x)Lα,0n (x) =
an,n(λn − λn+1)Lαn(x) + an,n−1(λn−1 − λn+1)Lαn−1(x), (5.88)
onde ψ e´ dado pela fo´rmula (2.49) e λn+1 sa˜o dados por (2.50). Assim sendo, basta
determinarmos uma relac¸a˜o entre (Lαn) e (L
α,−1
n ) para termos o pretendido; mas
xLαn(x) = L
α,−1
n+1 (x) +
n∏
i=1
γi
η˜i
Lα,−1n (x) , n ∈ IN ,
logo
x3(Lα,0n )
′′(x) + x2(2 + ψ)(Lα,0n )
′(x) + x(ψ − λn+1x)Lα,0n (x) =
n+1∑
k=n−1
cn,kL
α,−1
k (x) (5.89)
onde os cn,k sa˜o conhecidos.
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