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1. Introduction
The classical Ramsey theorem [11] has been generalized in two (among other) important, indepen-
dent directions. First, Graham and Rothschild [3] extended Ramsey’s theorem from ﬁnite sets to ﬁnite
parameter sets, objects more general than sets, whose particular examples include also partitions.
(Parameter sets are sometimes called combinatorial cubes.) Second, Abramson and Harrington [1] and
Nešetrˇil and Rödl [6,7] extended Ramsey’s theorem to ﬁnite relational structures, that is, sets equipped
with relations, for example, hypergraphs. These two distinct developments were brought together in
a common generalization due to Prömel [9], who proved a Ramsey theorem for ﬁnite parameter sets
appropriately enriched to form relational structures. (We refer the reader to point 2 of Section 4 for
the statement of Prömel’s theorem in the terminology adopted in this paper.)
The two main goals of the present paper are as follows. First, frequently in mathematics structures
are equipped not only with relations but also with functions, for example, algebras in the sense of
universal algebra or structures in the sense of model theory. We give a generalization of Prömel’s
theorem to situations where structures have both relations and functions, with relations interpreted
in a way speciﬁc to Ramsey theory. (We show how to derive Prömel’s theorem from our Theorem 1
in point 2 of Section 4.) Second, if we disregard the above generalization, the argument given in the
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the introductory paragraph of Section 3.
Recently deep connections have been found [2,4,8] between ﬁnite Ramsey theory (in particular, the
Ramsey theorems mentioned above) and topological dynamics (in particular, extreme amenability).
These connections with topological dynamics prompted the research of this paper and I hope that the
methods presented here will make further applications in this area possible.
In Section 2, we formally introduce all the notions needed to state and prove our theorem in full
generality, and we state the theorem. We follow this section with Section 3 containing a proof of the
theorem. We have to make some choices in our presentation (for example, we use rigid surjections
rather than parameter sets). We make them so that the notions we use ﬁt naturally our arguments
and give what seems to be the most general result, in the present context, that can be proved with
our methods. In Section 4, we indicate how to reformulate statements about rigid surjections to obtain
statements about parameter sets, and we comment on relations of our main result to the theorems
of Prömel and of Abramson and Harrington and Nešetrˇil and Rödl.
1.1. Conventions
A natural number n is identiﬁed with the set of its predecessors {0, . . . ,n − 1} with the natural
linear ordering on them. In particular, 0 = ∅. For a set A, |A| stands for its cardinality. By a d-coloring
we understand a coloring with d many colors.
2. Deﬁnitions and statement of the theorem
2.1. Linear orders and rigid surjections
If K and L are linear orders, we call a function s : L → K a rigid surjection if it is surjective and the
images of initial segments of L are initial segments of K . The composition of two rigid surjections is
a rigid surjection.
The deﬁnition of rigid surjections comes from [10, p. 164] and corresponds to the notion of parti-
tion; see also point 1 in Section 4. We point out that the notion of rigid surjection can be obtained
by “dualizing” the notion of an increasing injection. If K and L are linear orders, f : K → L is an in-
creasing injection if it is injective and the preimages of initial segments in L are initial segments in K .
Rigid surjections are obtained by reversing the arrow in K → L and changing injection to surjection
and preimages to images.
2.2. Co-structures and epimorphisms
Co-structures deﬁned below are much like model theoretic structures in that function symbols
and relation symbols are interpreted in them. However, while function symbols are interpreted as in
model theory, relation symbols are interpreted differently. This is an important feature of the theory
already present, in a different setup and in a slightly smaller generality, in Prömel’s paper [9].
Let L be a set of symbols, called a language, consisting of relation symbols and function symbols.
The language L can be empty. Each symbol in L has a non-negative integer associated with it, which
is called the arity of the symbol. By an L-co-structure we understand a non-empty set X along with
interpretations of symbols from L, which is implemented as follows:
– with each function symbol F ∈ L of arity r we associated a function F X : Xr → X , where Xr
represents the set of all functions from r to X ;
– with each relation symbol R ∈ L of arity r we associated a set RX ⊆ r X , where r X represents the
set of all functions from X to r.
Recall that here a natural number r is identiﬁed with the set of its predecessors, that is, r = {0, . . . ,
r − 1}.
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each function symbol F ∈ L of arity r and η ∈ Xr , we have
F Y ( f ◦ η) = f (F X (η)), (2.1)
and for each relation symbol R ∈ L of arity r and each γ ∈ rY , we have
γ ∈ RY ⇔ γ ◦ f ∈ RX . (2.2)
We will write RX (γ ) for γ ∈ RX .
Because of the use the equivalence in (2.2) rather than only the implication from left to right,
epimorphisms deﬁned above might be called induced.
2.3. Ramsey theorem for linearly ordered co-structures
Our aim is to prove the following theorem.
Theorem 1. Let L be a language. Let d > 0 be a natural number. Let K , L be linear orders that are also L-co-
structures. There exists a linear order M that is an L-co-structure such that
(i) for each d-coloring of the set of all epimorphic rigid surjections from M to K there exists an epimorphic
rigid surjection f0 : M → L such that
{ f ◦ f0: f : L → K an epimorphic rigid surjection}
is monochromatic;
(ii) each pair of distinct points of M is mapped by some epimorphic rigid surjection to two distinct points of L.
Point (ii) of the theorem above allows us to transfer some properties of L to M . For instance, if a
certain identity involving interpretations of function symbols holds in L, then point (ii) implies that it
holds in M as well.
3. Proof of the co-structural Ramsey theorem
A very ﬂexible and inﬂuential method for proving Ramsey-type theorems for structures was de-
veloped by Nešetrˇil and Rödl. Constructions using this method consist of two separate amalgamation
procedures: the ﬁrst one called the partite lemma and the second one called the partite construction.
(The adjective “partite” comes from the type of objects, called partite structures, that are used in these
procedures.) Various applications of the above method differ essentially only in the ﬁrst part. In the
present paper, we follow this general approach in spirit, however, we will not use partite structures
and our procedures will not be amalgamations. The main new contribution is again the ﬁrst part of
the proof (Lemma 3), in which rather than building the desired object by amalgamating small objects,
we start with a large object and obtain the desired object as its subset. Additionally, we do not use,
as is usual, partite structures, instead we replace them with certain combinatorial objects, which are
generalizations of parameter sets.
In order to prove Theorem 1, it will be necessary to show a more general, but also more technical,
result—Theorem 2. First we will introduce the notions needed to formulate this more general result.
We will then devote the remainder of this section to its proof. We will be careful about details in this
argument.
3.1. Objects and functions between them
Let L be a language. Objects are pairs (X, K ) where X is a ﬁnite L-co-structure and K is a linear
order with K ⊆ X . An object is called linear if X = K .
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X if f is an epimorphism from Y to X , f (L) = K , and f  L is a rigid surjection from L to K . So being
an epimorphism from one object to another requires more than just being an epimorphism between
the underlying co-structures. Let(Y
X
)
E
be the set of all epimorphisms from Y to X . If f1 and f2 are epimorphisms from Y to X and from
Z to Y , respectively, then f1 ◦ f2 is an epimorphism from Z to X . If f0 ∈
(Z
Y
)
E
, let
(Y
X
)
E
◦ f0 =
{
f ◦ f0: f ∈
(Y
X
)
E
}
⊆
(Z
X
)
E
.
We point out that the notion of object can be obtained by “dualizing” the notion of partite struc-
tures. Recall that a partite structure can be viewed as a structure together with a surjection from it
onto a linear order. An object can be viewed as a co-structure together with an injection from a linear
order into it.
3.2. Ramsey theorem for objects
We ﬁx a language L for the remainder of this section.
Theorem 2. Let d > 0 be a given natural number. Let X be a linear object, and let Y be an object. Then there
exists an object Z such that
(i) for any d-coloring of
(Z
X
)
E there exists f0 ∈
(Z
Y
)
E
such that
(Y
X
)
E
◦ f0
is monochromatic;
(ii) for distinct points z1, z2 in Z there is an epimorphism from Z to Y mapping z1 and z2 to distinct points.
To derive Theorem 1 from the theorem above, ﬁx two L-co-structures K and L that are also linear
orders and a natural number d > 0. Let X = (K , K ) and Y = (L, L) be the linear objects obtained by
viewing the ﬁrst element of each pair as and L-co-structure and the second one as a linear order.
After applying Theorem 2 to these objects, we obtain an object Z = (Z ,M ′). Now, we linearly order
Z into a linear order M so that M ′ forms an initial segment of M and make M into an L-co-structure
by retaining the interpretations of symbols from Z . It is easy to check that so deﬁned M fulﬁlls the
conclusion of Theorem 1.
3.3. Proof of Theorem 2
We ﬁx ﬁrst some notation concerning Hales–Jewett lines that will be useful in what follows. Given
a natural number N and a ﬁnite set P , by a line  in P N we understand a pair  = (e¯,u), where u ⊆ N
is non-empty and e¯ = (ek)k∈N\u ∈ P N\u . We denote the set u by
d(),
and for k ∈ N \ d() we let
()k = ek.
For f¯ ∈ P N , we write, with some abuse of notation,
f¯ ∈ 
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f¯  u will be denoted by
( f¯ ).
Let X = (X, K ), Y = (Y , L) be objects, and let s0 : L → K be a rigid surjection from L to K . We
write (Y, s0
X
)
E
for the set of all epimorphisms f from Y to X such that f  L = s0.
Lemma 3. Let d > 0 be given. Let X = (K , K ) be a linear object, let Y = (Y ,M) be an object, and let
s0 : M → K be a rigid surjection. Then there exists an object Z = (Z ,M) such that
(i) for any d-coloring of
(Z,s0X )E there exists f0 ∈ (ZY)E such that(Y, s0
X
)
E
◦ f0
is monochromatic;
(ii) for distinct points z1, z2 in Z there is an epimorphism from Z to Y mapping z1 and z2 to distinct points.
Proof. Let
P =
(Y, s0
X
)
E
.
(Note that the argument below works even in the case P = ∅.) Fix a large natural number N so that
the Hales–Jewett theorem [5, p. 1338] holds for P N for d colors, and let
Q = {:  = (e¯,u), ∅ 	= u ⊆ N, e¯ ∈ P N\u},
that is, Q is the set of all lines in P N . Consider the following subset Z of Y Q
(y)∈Q ∈ Z ⇔ ∀1, 2 ∈ Q ∀ f¯
(
( f¯ ∈ 1 and f¯ ∈ 2) ⇒ 1( f¯ )(y1) = 2( f¯ )(y2)
)
.
The set Z will be the underlying set of the object (Z ,M) as in the conclusion of the lemma. We
will need to specify how the linear order M is placed inside of Z and how the symbols from L are
interpreted in Z . Before doing this, we will deﬁne a number of auxiliary functions.
First deﬁne μ : M → Y Q by letting for  ∈ Q
μ(x) = x. (3.1)
So μ(x) = (μ(x))∈Q is the sequence indexed by  ∈ Q constantly equal to x. Note that for any
0 ∈ Q and f¯ ∈ 0, we have 0( f¯ )(μ(x)) = s0(x). It follows that μ(x) ∈ Z so, in fact, μ : M → Z .
Clearly μ is injective.
Let k < N . We deﬁne νk : Y → Y Q by describing, for a given y ∈ Y , a sequence (νk(y))∈Q . Fix
 ∈ Q , and let
νk(y) =
{
y, if k ∈ d();
min{x ∈ M: s0(x) = ()k(y)}, if k /∈ d().
We claim that the range of νk is included in Z so, in fact, νk : Y → Z . To show that νk(y) deﬁned
above is in Z ﬁx 1, 2 ∈ Q and f¯ such that f¯ ∈ 1 and f¯ ∈ 2. Set y1 = νk(y)1 and y2 = νk(y)2 ,
and let fk stand for the k-th entry in the sequence f¯ . We need to see that 1( f¯ )(y1 ) = 2( f¯ )(y2 ).
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k ∈ d(1) ∩ d(2), k ∈ d(1) \ d(2) and k /∈ d(1) ∪ d(2).
In the ﬁrst case,
1( f¯ )(y1) = fk(y) = 2( f¯ )(y2).
For the other two cases set
x0 = min
{
x ∈ M: s0(x) = (2)k(y)
}
.
Observe that for any f ∈ (Y,s0X ) we have f (x0) = s0(x0). With this in mind and with the above notation
for x0, in the second case, we have
1( f¯ )(y1) = fk(y) = (2)k(y) = s0(x0) = 2( f¯ )(x0) = 2( f¯ )(y2).
Finally, in the third case, we get
1( f¯ )(y1) = 1( f¯ )(x0) = s0(x0) = 2( f¯ )(x0) = 2( f¯ )(y2).
Thus, νk(y) is in Z .
Finally, for 0 ∈ Q , deﬁne a function f0 : Z → Y by letting
f0
(
(y)∈Q
)= y0 . (3.2)
We note for future reference that for y ∈ Y
f0
(
νk(y)
)= y, if k ∈ d(0). (3.3)
Now we describe how the linear order M is placed inside of Z : we use the function μ deﬁned
above and its injectivity to identiﬁed M with the range of μ.
Our object (Z ,M) will be completely deﬁned as soon as we interpret in Z the symbols from L,
which we do as follows. Note that for a function symbol F ∈ L of arity r and (y1)∈Q , . . . , (yr)∈Q
each taken from Z , we have that (F Y (y1, . . . , y
r
))∈Q is an element of Z . This is so since, for any
1, 2 ∈ Q and f¯ with f¯ ∈ 1 and f¯ ∈ 2, 1( f¯ ) and 2( f¯ ) are epimorphisms from Y to K , and
therefore
1( f¯ )
(
F Y
(
y11 , . . . , y
r
1
))= F K (1( f¯ )(y11
)
, . . . , 1( f¯ )
(
yr1
))
= F K (2( f¯ )(y12
)
, . . . , 2( f¯ )
(
yr2
))
= 2( f¯ )
(
F Y
(
y12 , . . . , y
r
2
))
.
Thus, we can deﬁne for ((y1)∈Q , . . . , (yr)∈Q ) ∈ Z
F Z
((
y1
)
∈Q , . . . ,
(
yr
)
∈Q
)= (F Y (y1, . . . , yr))∈Q .
We will now describe the interpretation of the relation symbols from L. Let R be such a symbol
of arity r. We have the following claim.
Claim. Let 1, 2 ∈ Q and let γ1, γ2 : Y → r. The equality γ1 ◦ f1 = γ2 ◦ f2 implies that RY (γ1) if and only
if RY (γ2).
Proof. Assume that γ1 ◦ f1 = γ2 ◦ f2 . To prove the claim we need to consider two cases. First assume
that there exists k ∈ d(1) ∩ d(2). Fix such a k. Then, by (3.3), for each y ∈ Y we have
γ1(y) = γ1 ◦ f1
(
νk(y)
)= γ2 ◦ f2(νk(y))= γ2(y).
Thus, γ1 = γ2.
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d(1) and k1 /∈ d(2), so we can set g1 = (1)k2 and g2 = (2)k1 . We claim that for y1, y2 ∈ Y ,
g1(y1) = g2(y2) ⇒ γ1(y1) = γ2(y2). (3.4)
Assume then that g1(y1) = g2(y2), and let
x0 = min
{
x ∈ M: g1(y1) = g2(y2) = s0(x)
}
.
Note that by deﬁnition of νk1 and νk2 we have
f2
(
νk1(y1)
)= x0 = f1(νk2(y2)).
From this formula and from (3.3), we get
γ1(y1) = γ1 ◦ f1
(
νk1(y1)
)= γ2 ◦ f2(νk1(y1))= γ2(x0),
γ2(y2) = γ2 ◦ f2
(
νk2(y2)
)= γ1 ◦ f1(νk2(y2))= γ1(x0). (3.5)
By deﬁnition of μ we get
γ1(x0) = γ1 ◦ f1
(
μ(x0)
)= γ2 ◦ f2(μ(x0))= γ2(x0). (3.6)
By combining (3.5) with (3.6) we have γ1(y1) = γ2(y2) as required.
It follows from (3.4) and from surjectivity of g1 and g2 that there exists γ : K → r such that
γ1 = γ ◦ g1 and γ2 = γ ◦ g2. Since g1 and g2 are epimorphisms, we have
RY (γ1) ⇔ RK (γ ) ⇔ RY (γ2),
which is the conclusion of the claim. 
For γ ′ : Z → r, deﬁne R Z (γ ′) to hold if and only if there exist  ∈ Q and γ : Y → r such that
RY (γ ) and γ ′ = γ ◦ f . The claim implies that this deﬁnition does not depend on the choice of  and
γ for a given γ ′ (which is important below in checking that each f is an epimorphism).
The deﬁnitions above describe the L-co-structure Z , and hence the object (Z ,M).
Let  ∈ Q . We claim that f is an epimorphism from Z to Y . Clearly from (3.1) we get that
f ◦μ(x) = x for x ∈ M . Further, from the deﬁnition of the interpretation of the symbols from L in Z ,
we see that we only need to check that f is surjective. This property follows from (3.3) applied to a
k ∈ d().
Note now that point (ii) of the lemma is witnessed by the epimorphisms f with  ∈ Q .
It remains to check point (i). For each e¯ ∈ P N we deﬁne an epimorphism ge¯ from Z to X as
follows. Let 0 ∈ Q be such that e¯ ∈ 0. For (y)∈Q ∈ Z , let
ge¯
(
(y)∈Q
)= 0(e¯)(y0).
Note that the deﬁnition of Z insures that ge¯ does not depend on the choice of 0. Note further that
ge¯ = 0(e¯) ◦ f0 , (3.7)
hence ge¯ , being the composition of two epimorphisms, it is an epimorphism.
Fix a d-coloring c of
(Z,s
X
)
. Then c induces a d-coloring of P N by
P N  e¯ → c(ge¯).
By the Hales–Jewett theorem, we can ﬁx 0 ∈ Q such that the above coloring is constant on all e¯ ∈ P N
with e¯ ∈ 0. We now claim that the set(Y, s0
X
)
◦ f0E
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and (e¯h)k = (0)k if k /∈ d(0). Then, by (3.7),
h ◦ f0 = 0(e¯h) ◦ f0 = ge¯h .
Thus, c(h ◦ f0 ) = c(ge¯h ), which does not depend on h since e¯h ∈ 0. It follows that (i) holds. 
Proof of Theorem 2. Let X = (K , K ) and Y = (Y , L). Let M be a linear order obtained by applying the
Graham–Rothschild theorem [5, p. 1361] to linear orders K and L with d colors. So for any d-coloring
of all rigid surjections from M to K there exists a rigid surjection j : M → L such that the same color
is assigned to all s ◦ j as s runs over the set of all rigid surjection from L to K . (This formulation of
the Graham–Rothschild theorem, which uses rigid surjections rather than partitions, will be applied
later on in the proof. See Section 4, point 1.)
Let
(M
L
)
S be the set of all rigid surjections from M to L. Deﬁne
Y0 = Y (ML )S .
Set h j : Y0 → Y to be the projection on the j-th coordinate for j ∈
(M
L
)
S . We identify the linear order
M with a subset of Y0 via the following injection μ0 : M → Y0 given by μ0(x) = (μ0(x) j) j with
μ0(x) j = j(x),
where j runs over
(M
L
)
S . For a function symbol F ∈ F of arity r we let
F Y0(y) = (F Y (h j(y))) j .
For a relation symbol R ∈ L of arity r, for γ ∈ rY0 we let RY0(γ ) if and only if there exist γ ′ ∈ rY and
j ∈ (ML )S such that RY (γ ′) and γ = γ ′ ◦ h j . Note that if γ ′1 ◦ h j1 = γ ′2 ◦ h j2 , then γ ′1 = γ ′2. (If j1 	= j2,
then additionally both γ ′1 and γ ′2 are constant functions.) Thus, the deﬁnition of RY0 does not depend
on the choice of γ ′ and j.
It is clear that each h j is an epimorphism from Y0 to Y .
Let {sq: 1 q t} be an enumeration of all rigid surjections from M to K . We now deﬁne objects
Yq for 0 q t . The object Y0 has already been constructed. If Yq is deﬁned, let Yq+1 be the object
obtained in Lemma 3 when applied to X , Yq , and sq . Deﬁne
Z = Yt .
Note that point (ii) of the theorem holds for Y0. One easily checks by induction that for any
0 q < t if this property holds for Yq , it holds for Yq+1, which veriﬁes point (ii) of the theorem.
To see point (i), let c be a k-coloring of
(Yt
X
)
E . By considering the restriction of c to
(Yt ,st
X
)
E , we
obtain ft ∈
( Yt
Yt−1
)
E
from Lemma 3(i). Having produced
ft ∈
( Yt
Yt−1
)
E
, . . . , fq+1 ∈
(Yq+1
Yq
)
E
,
with q  1, consider the restriction of c to
(Yq,sq
X
)
E
◦ fq+1 ◦ · · · ◦ ft , and apply Lemma 3 to this d-col-
oring obtaining fq ∈
( Yq
Yq−1
)
E
such that
(Yq−1,sq
X
)
E
◦ fq ◦ fq+1 ◦ · · · ◦ ft is monochromatic with respect
to c. This way we obtain ft , . . . , f1.
Now, it is easy to check that for g ∈ (Y0X )E , the value of
c(g ◦ f1 ◦ · · · ◦ fq)
depends only on the rigid surjection g  M : M → K . To see this let g1, g2 ∈
(Y0
X
)
E be such that g1 
M = g2  M = sq for some 1 q t . Then, since
g1 ◦ f1 ◦ · · · ◦ fq−1, g2 ◦ f1 ◦ · · · ◦ fq−1 ∈
(Yq−1, sq
X
)
,E
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c(g1 ◦ f1 ◦ · · · ◦ ft) = c
(
(g1 ◦ f1 ◦ · · · ◦ fq−1) ◦ fq ◦ · · · ◦ ft
)
= c((g2 ◦ f1 ◦ · · · ◦ fq−1) ◦ fq ◦ · · · ◦ ft)= c(g2 ◦ f1 ◦ · · · ◦ ft).
Thus, we can consider a d-coloring c′ of rigid surjections from M to K which is an arbitrary
extension of the function
g  M → c(g ◦ f1 ◦ · · · ◦ ft),
for g ∈ (Y0X )E . By the choice of M and the construction of Y0, there exists j ∈ (ML )S such that the set(Y
X
)
E
◦ (h j  M)
is monochromatic with respect to c′ . Thus, the set(Y
X
)
E
◦ h j ◦ f1 ◦ · · · ◦ ft
is monochromatic with respect to c. It follows that
f0 = h j ◦ f1 ◦ · · · ◦ ft ∈
(Z
Y
)
E
witnesses that point (i) of the theorem holds for the coloring c. 
4. Comments and reformulations
In point 1 of this section, we indicate how to translate statements involving partitions and pa-
rameter sets into statements about rigid surjections. Further, in point 2, we state Prömel’s theorem
and show how to derive it from Theorem 1. Note that Prömel’s theorem for partitions follows from
Theorem 1 for languages with relation symbols only, while the derivation of Prömel’s theorem for
the more general setting of parameter sets involves languages with function symbols (of arity 0, that
is, constant symbols). In point 3, we comment on the relation of Prömel’s theorem to the results of
[1,6,7].
1. Graham and Rothschild’s and Prömel’s theorems are usually stated in terms of partitions or,
more generally, A-parameter sets, where A is a ﬁnite set. (Partitions are ∅-parameter sets.) As pointed
out in [10, p. 164], rigid surjections are in a functorial bijection with partitions. Given a rigid surjec-
tion f : L → K one obtains a partition P f of L into |K | preimages of points in K under f , and vice
versa given a partition P of L into |K | sets one obtains a rigid surjection fP : L → K by mapping each
point of the element of P with the i-th minimal point to the i-th point of K . These two operations
reverse each other. Moreover, composition of rigid surjections corresponds in a natural way to taking
coarser partitions. Quite similarly, A-parameter sets are in a functorial bijection with those rigid sur-
jections from a linear order L to a linear order K , both with at least |A| elements, that map the i-th
element of L to the i-th element of K for each i  |A|. We call such surjections |A|-rigid surjections.
2. We will explain now how Prömel’s theorem follows from Theorem 1. First, we will restate
Prömel’s theorem using the notions from point 1 above. We ask the reader to consult [9, Theorem 4.1]
for the original statement. In Prömel’s theorem for A-parameter sets, one assumes the following
convention: the language L contains only relation symbols of arity r  |A|, the underlying sets of
L-structures are linear orders K of size  |A|, and a relation symbol R ∈ L of arity r is interpreted as
a subset of all |A|-rigid surjections from K to a linear order of size r  |A|. In this situation, we will
identify this last linear order with r = {0, . . . , r − 1} with its natural order. (This notion of interpreta-
tion is more restrictive, but non-essentially so, than the one adapted by us in Section 2.) Once these
interpretations are deﬁned one deﬁnes epimorphisms as in formula (2.2).
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With the above conventions, given two linear orders K and L with |K |, |L| |A| on which symbols from L are
interpreted as above, there exists a linear order M with interpretation of symbols in L as above so that for any
d-coloring of all epimorphic |A|-rigid surjections from M to K there exists an epimorphic |A|-rigid surjection
f0 : M → L such that the set
{
f ◦ f0: f : L → K is an epimorphic |A|-rigid surjection
}
is monochromatic.
To obtain this statement from Theorem 1, consider the language L as above and augment it to
a language L′ by adding |A| distinct constant symbols, that is, function symbols of arity 0. To make
the description below easier, we linearly order the new constant symbols. Given two linear orders
K and L that interpret symbols from L with the convention described above, we make them into
L′-co-structures by interpreting the i-th constant symbol in L′ as the i-th element in K and keeping
the old interpretations of relation symbols from L. We do the same with L. We now apply Theorem 1
and obtain an L′-co-structure M that is also a linear order. Note that Theorem 1(ii) implies that
distinct constant symbols are interpreted in M as distinct elements. Let π be a permutation of M that
preserves the order on M among all elements that are not interpretations of constants and maps the
interpretation of the i-th constant symbol of L′ to the i-th element of M . Now given an interpretation
RM of a relation symbol R ∈ L of arity r from the conclusion of Theorem 1 deﬁne a new interpretation
of R by letting
RM,0 = {γ : M → r: γ is an |A|-rigid surjection and γ ◦ π ∈ RM}, (4.1)
where in the expression γ : M → r we view r as a linear order of size r. With these new interpre-
tations, the resulting structure fulﬁlls the conclusion of Prömel’s theorem. In fact, if f0 is a function
gotten from the conclusion of Theorem 1, then f0 ◦ π−1 ensures that the conclusion of Prömel’s the-
orem holds. We leave verifying details of this argument to the reader. We only point out as hints that
if f : M → L is an L′-epimorphism that is a rigid surjection, then f ◦ π−1 : M → L is an |A|-rigid
surjection, and that if h : M → L is an |A|-rigid surjection and γ : L → r, then
γ ◦ h is an |A|-rigid surjection ⇔ γ is an |A|-rigid surjection.
From the above two assertions it follows that if f : M → L is an L′-epimorphism, then f ◦ π−1 : M → L
is an L-epimorphism with the interpretation of relation symbols in M given by (4.1).
3. We recall that a derivation of the theorem of Abramson and Harrington [1] and Nešetrˇil and
Rödl [6,7] from Prömel’s theorem is presented in Prömel’s original paper [9, Corollary 4.3].
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