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Contexte de la thèse
La réduction des émissions de gaz à effet de serre devient cruciale pour lutter
contre le réchauffement climatique qui, selon le groupe d’Experts Intergouverne-
mentaux sur l’Évolution du Climat (GIEC), ne fait plus de doute. La pression sur
les prix et l’approvisionnement en ressources naturelles comme le pétrole ou l’ura-
nium ne cesse de croître pour des raisons économiques, géologiques et géopolitiques.
Ces considérations ont poussé les gouvernements du monde entier à investir massi-
vement dans les énergies dites renouvelables 1 (solaires photovoltaïque et thermique,
éolien, hydraulique, géothermique...) qui souffrent d’un défaut de compétitivité.
Parmi les sources d’énergie renouvelables, l’énergie solaire photovoltaïque est
notamment plus chère à produire que l’énergie nucléaire, mais le gisement est consi-
dérable, les pouvoirs publics ont donc mis en place des programmes de rachat de
l’électricité photovoltaïque à des prix avantageux susceptibles d’inciter les personnes
physiques et morales à investir dans une centrale. Parallèlement, les organismes de
recherche ont orienté leurs moyens vers la quête de solutions innovantes pour ré-
duire les coûts de fabrication, augmenter les rendements (voir les figures 1 et 2) ou
la durée de vie des cellules photovoltaïques car ce sont les trois leviers pour faire
baisser leur prix au kWh (kilowatt-heure). C’est dans ce contexte que se situe cette
thèse.
Au cours de cette thèse, c’est à dire en trois ans à peine, le prix des modules, qui
représente la moitié environ du prix d’un système photovoltaïque [Nozik 2012], a
1. www.pewenvironment.org/news-room/press-releases/pew-report-global-clean-energy-
investment-a-record-263-billion-in-2011-85899381067
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2 Chapitre 0. Introduction Générale
Figure 1 – a. Évolution passée et prévision des parts de marché pour les diffé-
rentes technologies de cellules photovoltaïques. Source : The European Photovol-
taïc Industry Association (EPIA) “Solar generation 6 - solar photovoltaïc electricity
empowering the world”, (2011). b. Évolution passée et prévision du rendement des
différentes générations de cellules photovoltaïques. Source : International Energy
Agency (IEA). “Technology Roadmap - Solar Photovoltaic Energy”, (2010).
Figure 2 – Évolution du rendement des meilleures cellules photovoltaïques pour les
différentes technologies existantes. Source : National Renewable Energy Laboratory
(NREL).
considérablement chuté (voir la figure 3) grâce aux économies d’échelles, à la mon-
tée en puissance d’une filière silicium spécifique au photovoltaïque, à un transfert
de la production dans les pays à faible coût de main d’œuvre et à de nombreuses
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3innovations technologiques. Désormais le photovoltaïque est en passe d’atteindre la
parité réseau, c’est à dire de devenir compétitif, avec des subventions qui se sont
considérablement réduites. L’industrie photovoltaïque est aussi devenue une indus-
trie à forte intensité capitalistique dans laquelle seuls les plus importants peuvent
soutenir les investissements nécessaires.
Figure 3 – Évolution du prix des cellules photovoltaïques en silicium cristallin au
cours de cette thèse aux États-Unis. Source : GTM Research.
Dans ce contexte, les nanocristaux semi-conducteurs présentent une innovation
de rupture à même de trouver sa place sur un marché de mieux en mieux structuré.
En effet, les nanocristaux ont un seuil d’absorption qui change en fonction de leur
taille. Empilés pour former des solides à nanocristaux, il devient possible de fabri-
quer de nouveaux matériaux fonctionnels aux propriétés ajustables. Par ailleurs,
le silicium est à la fois un matériau largement abondant dans la croûte terrestre
et bon marché (pour une étude sur la disponibilité et le coût des matériaux voir
[Wadia 2009]). C’est aussi le matériau de prédilection en micro-électronique comme
en photovoltaïque (voir la figure 1). Il est donc envisageable de réaliser des cellules
photovoltaïques dont les couches absorbantes seraient un empilement dense de nano-
cristaux, par exemple des nanocristaux de silicium de différentes tailles pour absor-
ber successivement toutes les longueurs d’onde du spectre solaire [Conibeer 2006] et
ainsi éviter les pertes par thermalisation. Cependant deux problématiques majeures
persistent, la première concerne la fabrication du matériau lui-même, la seconde
concerne la description des phénomènes physiques à l’œuvre dans un matériau de
ce type. Le tableau suivant résume les défis à relever pour aboutir le plus surement
à des cellules photovoltaïques à nanocristaux d’après [Kramer 2011] :
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4 Chapitre 0. Introduction Générale
défis pour les cellules photovoltaïque à nanocristaux
difficulté pour doper
faible mobilité des charges
haute densité de défauts de surface
compréhension incomplète des mécanismes de transport et de recombinaison
compréhension incomplète du comportement du matériau suivant les conditions de synthèse
Décrire les phénomènes à l’œuvre dans les solides à nanocristaux et en particulier
le transport électronique, comme surligné en rouge dans le tableau précédent, est
l’enjeu de cette thèse. Il est en effet indispensable de comprendre le comportement
d’un matériau non seulement pour en déterminer la pertinence en vue d’une appli-
cation donnée mais aussi pour planifier et interpréter les caractérisations physico-
chimiques nécessaires à l’élaboration du matériau.
Qu’est ce qu’un nanocristal et un solide à nanocristaux ?
Figure 4 – Évolution de la structure électronique d’un atome jusqu’au solide massif
en passant par un nanocristal, inspiré de [Bawendi 1990].
Pour la petite histoire, les nanocristaux ont émergé dans la littérature scienti-
fique avec les travaux expérimentaux et théoriques de Ekimov [Ekimov 1981], Hen-
glein [Henglein 1982], Efros [Efros 1982] et Brus [Brus 1983] au début des années
80. Une dizaine d’années plus tard les travaux en synthèse organo-métallique de
Murray ont permis d’obtenir des nanocristaux de CdSe avec une faible dispersion
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5Figure 5 – a. Luminescence de nanocristaux de différentes tailles éclairés par une
lumière ultra-violette [Talapin 2010]. b. Image obtenue par microscopie électro-
nique en transmission (Transmission Electron Microscopy, TEM) d’un nanocristal
de CdSe [Alivisatos 1996]. c. Image TEM de solides à nanocristaux [Talapin 2010].
en taille [Murray 1993] pour en faire des solides à nanocristaux [Murray 1995].
En fait, un nanocristal est un matériau cristallin dont les dimensions caracté-
ristiques sont nanométriques dans les trois directions de l’espace. On parle plus
génériquement de boîte quantique auquel cas le matériau peut être amorphe ou en-
core métallique. La forme de ces matériaux leur confère des propriétés physiques et
chimiques tout à fait particulières qui suscitent un vif intérêt en science comme en
technologie. En particulier, les nanocristaux ont des propriétés intermédiaires entre
une molécule et un solide (voir la figure 4), on les appelle aussi parfois atomes ar-
tificiels. On peut les empiler comme les atomes d’un réseau cristallin (voir la figure
5) pour obtenir ce qu’on peut appeler des solides artificiels [Vanmaekelbergh 2011].
Les méthodes de synthèse des nanocristaux
Il existe de nombreuses méthodes, toutes qualifiables de "bottom-up", pour réa-
liser des nanocristaux, parmi lesquelles :
• Synthèse en phase vapeur : dépôt CVD (Chemical Vapor Deposition). Par
exemple, une couche d’oxyde sous-stœchiométrique SiOx avec x < 2 est dé-
posée puis recuite à haute température (>1000˚C) pour faire nucléer, par
diffusion, des nanocristaux [Zacharias 2002] (voir la figure 6).
• Synthèse en phase solide : épitaxie par jet moléculaire (Molecular Beam Epi-
taxy, MBE). Les couches atomiques sont déposées et adsorbées une à une. Si
le paramètre de maille du matériau déposé est différent de celui du substrat,
la relaxation de la contrainte peut donner naissance à des nanostructures 3D
en forme de pyramide [Stangl 2004] (voir la figure 7).
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6 Chapitre 0. Introduction Générale
• Synthèse en phase liquide (colloïdale) [Reiss 2009, de Mello Donega 2011,
Carbone 2010]. Il s’agit d’une synthèse chimique . Des précurseurs organo-
métalliques sont mélangés dans un solvant contenant des ligands. Les précur-
seurs donnent lieu à la nucléation puis à la croissance des nanocristaux. Les
ligands saturent la surface et évitent l’agrégation des nanocristaux (voir la
figure 8). La majorité des travaux sur les nanocristaux produits suivant cette
méthode concernent des matériaux binaires (semiconducteur III-V ou II-VI).
En ce qui concerne le silicium qui est un semiconducteur IV-IV, ce type de
synthèse est moins aisé [Holmes 2001].
Figure 6 – Schéma représentant la formation de nanocristaux de silicium en dépo-
sant d’abord une alternance de couches de SiO2 et de couches enrichies en silicium
SiOx<2 puis en faisant un recuit à haute température qui permet la nucléation et
la croissance des nanocristaux dont la taille correspond à l’épaisseur des couches
enrichies en silicium.
Figure 7 – Schéma représentant la formation de nanocristaux dans le mode de
croissance Stranski-Krastanov.
Figure 8 – Schéma représentant la méthode de synthèse chimique d’un nanocristal
d’InP ("hot-injection" method), Tiré de P. Reiss, Herodot School 2011.
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7Les applications potentielles des nanocristaux
Figure 9 – Prévision en terme de chiffre d’affaires pour le marché des nanocristaux
par secteur applicatif. Source : BCC Research.
Figure 10 – Différences majeures entre le secteur de l’électronique imprimée (au-
quel appartient la plupart des dispositifs à nanocristaux) et le secteur de l’électro-
nique conventionnelle. Images extraites de [Sargent 2012].
Les nanocristaux ont des propriétés physico-chimiques qui vont changer en fonc-
tion du ou des matériaux employés, de leur taille et de leur forme. Le nanocristal
constitue une brique élémentaire ou, comme nous l’avons déjà dit, un atome artificiel
qui permet de construire des molécules ou des solides artificiels aux propriétés choi-
sies. Les applications potentielles des nanocristaux sont nombreuses [Talapin 2010]
et le secteur est en pleine croissance (voir la figure 9) :
• Cellules photovoltaïques : pour profiter des propriétés optiques des nanocris-
taux tout en maintenant des coûts de fabrication faibles équivalents à ceux
des cellules organiques (voir la figure 10)
• Transistors à effet de champ (Field Effect Transistors, FET) : pour l’électro-
nique imprimée à bas coût sur substrat flexible ou les transistors à un électron
(Single Electron Transistor, SET)
• Mémoires non volatiles : pour augmenter la densité d’intégration des points
mémoires et leur endurance ou pour l’électronique imprimée
• Matériaux thermoélectriques : pour la réfrigération et la récupération d’éner-
gie car la densité d’états électroniques discrète des nanocristaux peut offrir
de meilleurs performances que les matériaux massifs
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8 Chapitre 0. Introduction Générale
• Diodes électroluminescentes (Light Emitting Diodes, LED) pour l’éclairage
et les écrans avec un meilleur contrôle du spectre d’émission, une lumière plus
chaleureuse pour l’éclairage ou des couleurs plus vives pour les écrans
• Photo-détecteurs : notamment dans l’infrarouge pour le secteur des télécom-
munications, de l’imagerie médicale, de la vision de nuit, de la spectroscopie...
afin d’améliorer le rapport efficacité/coût
• Lasers : pour la nature discrète des états électroniques qui rend les raies
d’émission plus fines [Klimov 2000]
• Marqueurs pour l’imagerie médicale : en particulier pour remplacer les mar-
queurs moléculaires actuels faiblement luminescents et peu stables et pour
aller vers l’infrarouge où le sang est transparent [Bruchez 1998] [Salata 2004]
• Calculateurs quantiques [Loss 1998]
Les nanocristaux pour les cellules photovoltaïques
Figure 11 – Spectre solaire.
Les cellules photovoltaïques sont des composants qui, sous illumination, conver-
tissent l’énergie des photons absorbés en énergie électrique (voir la figure 11). Les
photons sont absorbés dans une couche semi-conductrice en générant une paire
électron-trou. Cette paire doit se séparer et chaque porteur doit atteindre les élec-
trodes pour fournir un courant électrique. Comme point de départ, rappelons qu’en
terme de performances, la qualité d’une cellule est définie par son rendement pho-
tovoltaïque η :
η = Pmax
Pin
(1)
où Pmax est l’énergie fournie et Pin est l’énergie lumineuse reçue. Nous allons ré-
sumer ce qui détermine le rendement d’une cellule photovoltaïque afin de mieux
comprendre ce qu’il faut être capable d’estimer. Par commodité nous prendrons
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9Figure 12 – a. fonctionnement d’une jonction PN photovoltaïque et mécanismes de
perte listés dans le texte, inspiré de [Conibeer 2006]. b. Schéma électrique équivalent
d’une cellule photovoltaïque. c. Caractéristique I-V d’une cellule photovoltaïque, le
point Pm correspond au point de fonctionnement optimal de la cellule.
l’exemple d’une cellule de première génération, c’est à dire une diode PN en sili-
cium mono ou multi-cristallin (voir la figure 12). Malgré tout, la discussion qui suit
est généralisable à tout type de cellule photovoltaïque.
Les cellules de première génération mono-jonction ont un rendement idéal maxi-
mum de 33% en raison notamment de deux mécanismes de pertes qui fixent la limite
de Shockley-Queisser [Shockley 1961] :
• La non absorption des photons d’énergie inférieure au gap λabsorbée(nm) ≤
1240/Egap(eV) (noté (1) sur la figure 12 a.)
• La thermalisation des porteurs issus de l’absorption de photons d’énergie
supérieure au gap (noté (2) sur la figure 12 a.)
La thermalisation des porteurs signifie qu’une partie de l’énergie du photon absorbé
est perdue en chaleur, l’énergie restante correspondant à la bande interdite du
matériau absorbeur. Ainsi il existe, vis-à-vis du spectre solaire, un gap optimal
pour une cellule mono-jonction autour de 1,1 eV (la limite thermodynamique étant
de 93%). Il existe aussi d’autres mécanismes de perte :
• Les pertes résistives comme la résistivité de la cellule en volume, la résistivité
au niveau des contacts (noté (3) sur la figure 12 a.) et la résistivité au niveau
de la métallisation (modélisées par la résistance Rs sur la figure 12 b.) ou
encore les fuites sur les bords de la cellule (modélisées par la résistance Rsh
sur la figure 12 b.)
• Les pertes par recombinaisons des paires électron-trou, quels soient radiatives
ou assisté par des défauts (noté (4) sur la figure 12)
• Les pertes optiques, en particulier la réflexion au niveau de la surface
• La tension de la jonction qui ne peut excéder Egap/q
Ces mécanismes de perte ont un impact sur le fonctionnement d’une cellule qui
peut être modélisé par un circuit électrique équivalent (voir la figure 12 b.). Ce
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modèle électrique associé à une cellule se trouve à partir de celui d’une diode PN
à laquelle il faut ajouter un terme de génération de courant Iph proportionnel à
l’éclairement, ainsi qu’un terme modélisant les pertes résistives. Le courant I issu
de la cellule s’écrit alors
I(V ) = I0d
(
exp q(V +RsI)
nkBT
− 1
)
− Iph + V +RsI
Rsh
avec
• Iph : photo-courant, ou courant généré par l’éclairement
• I0d : courant de saturation de la diode
• Rs : résistance série modélisant les pertes ohmiques au niveau des métallisa-
tions
• Rsh : résistance shunt modélisant les fuites sur les bords de la cellule
• n : le facteur d’idéalité de la diode
En fait, les caractéristiques des cellules solaires sont de façon générale données
par la tension de circuit ouvert Voc, le courant de court circuit Isc et le facteur de
forme FF défini par FF = ImVm/IscVoc avec Im (Vm) le courant (la tension) à la
puissance maximale (voir la figure 12 c.). Ainsi le rendement de la cellule est défini
par η = VmIm/Pin = FFVocIsc/Pin. Ces paramètres sont, d’après ce qui précède,
eux-mêmes déterminés par
• Le gap (effectif)
• Le taux de recombinaison
• La résistivité (en volume, au niveau des contacts et des métallisations)
• Le coefficient d’absorption
• La structure de collecte
Ce sont donc les questions majeures à soulever pour juger de l’intérêt d’une tech-
nologie photovoltaïque et pour envisager telle ou telle architecture, c’est donc à
ces questions que nous essaierons de répondre dans cette thèse. Notons aussi que
la qualité d’une cellule est souvent caractérisée par l’efficacité quantique interne
(Internal Quantum Efficiency, IQE(λ) = hcIsc(λ)/eλPin(λ)%abs(λ)) qui mesure la
proportion de photons absorbés donnant naissance à un courant aux bornes de la
cellule (idéalement, IQE=100%) ou par le produit mobilité-temps de vie (µτ) qui
caractérise la faculté des porteurs à atteindre les électrodes avant de se recombiner.
En ce qui concerne les nanocristaux, ils peuvent être utilisés dans une cellule
photovoltaïque suivant de nombreuses architectures [Hillhouse 2009, Kamat 2008,
Nozik 2010, Kramer 2011] qui sont pour la plupart représentées sur la figure 13 avec
le diagramme de bande correspondant. Ces dernières années les progrès ont été im-
portants et les meilleurs rendements atteignent désormais les 6% (voir la figure 14).
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Figure 13 – Les différentes architectures de cellules photovoltaïques incorporant des nanocristaux [Kramer 2011]. a.
Cellule Schottky, les travaux de sortie différents pour l’anode et la cathode créent un champ électrique interne qui sépare
les porteurs (électrons et trous). b. et c. Cellule à hétéro-jonction, Les électrons et les trous se séparent à l’interface entre
les deux matériaux formant une hétéro-jonction puis sont transportés jusqu’aux électrodes dans leurs matériaux respectifs.
d. Cellule Grätzel [Grätzel 2003], les nanocristaux sont employés pour absorber les photons à la places des colorants usuels,
ils ne participent pas au transport des charges. e. Cellule tandem, deux cellules à nanocristaux de taille différentes sont
superposées pour absorber chacune une partie du spectre et limiter ainsi les pertes par thermalisation. f. Cellule à entonnoir,
divers nanocristaux sont utilisés pour créer des cascades d’énergie susceptibles de diriger les porteurs vers les électrodes.
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Figure 14 – Rendement pour différentes architectures de cellules photovoltaïques
utilisant des nanocristaux représentées sur la figure 13. Ces rendements sont me-
surés sous éclairement AM1.5 (Air Mass 1.5) ce qui correspond à un rayonnement
solaire faisant un angle d’incidence de 48,2˚par rapport au soleil au zénith (voir
http ://rredc.nrel.gov/solar/spectra/am1.5 et la figure 11).
Contenu de cette thèse
Cette thèse présente avant tout une méthodologie pour la simulation du trans-
port électronique dans une couche de nanocristaux inclus dans une matrice isolante
avec comme référence les travaux de Chandler [Chandler 2007]. Elle se concentre
sur le cas particulier des nanocristaux de silicium mais la méthodologie est appli-
cable à d’autres matériaux. Par ailleurs le code développé peut aussi simuler la
génération et la recombinaison de charges. Ainsi le code développé peut simuler les
trois processus en jeu dans une cellule photovoltaïque :
• la génération de charges libres par absorption de la lumière caractérisée par
le coefficient d’absorption α.
• le transport des charges vers les électrodes caractérisé par la mobilité µ.
• la recombinaison de charges caractérisée par le temps de vie des porteurs τ
De cette manière, on a les trois paramètres qui permettent de caractériser un
matériau absorbeur pour une cellule photovoltaïque. En effet, plus le produit ατµ
est grand, plus les charges générées auront de chance d’être collectées aux électrodes.
La thèse est découpée en deux parties. La première partie concerne les propriétés
d’un nanocristal de silicium :
• Structure électronique.
• Electrostatique.
• Transitions optiques.
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La seconde discute le transport électronique dans un réseau de nanocristaux dans
une matrice isolante :
• Probabilité de passage par effet tunnel entre nanocristaux.
• Interactions électron-électron à longue distance.
• Algorithme Monte-Carlo Cinétique accéléré.
Nous partons dans ce manuscrit d’un hamiltonien électronique le plus général
possible pour expliciter les différentes approximations pas à pas. L’objectif est de
situer précisément le travail de cette thèse dans la littérature et de donner au lecteur
la possibilité de critiquer les hypothèses et la méthodologie de travail. En particu-
lier les liens sont nombreux avec Le but final de ce travail étant de permettre la
simulation de solides à nanocristaux pour les applications photovoltaïques en parti-
culier, le niveau de modélisation choisi est donc un compromis entre une description
physique complexe et un temps de calcul raisonnable.
Enfin, en annexe sont présentés des calculs de diffusion de la lumière dans une
couche de nanocristaux de silicium ainsi qu’une méthode originale pour caractériser
la durée de vie des porteurs dans une couche mince de nanocristaux de silicium.
I Propriétés d’un nanocristal La première partie décrit et compare les mo-
dèles physiques et les méthodes numériques de la littérature qui permettent de
décrire les propriétés électro-optiques d’un nanocristal de silicium en particulier. Le
choix des modèles implémentés, qui sera justifié, est le suivant :
• Les fonctions d’onde mono-électroniques (électrons et trous) sont calculées
dans le formalisme de la théorie de la fonction enveloppe k.p dans l’approxi-
mation isotrope.
• Les potentiels créés par les charges (potentiel de polarisation à l’interface,
répulsion électron-électron, attraction électron-trou) sont calculés classique-
ment et indépendamment des fonctions d’onde.
• Les probabilités d’absorption d’un photon assisté par les phonons sont calcu-
lées en théorie des perturbations à l’ordre deux : l’interaction électron-photon
est décrite dans l’approximation dipolaire et l’interaction électron-phonon est
décrite dans l’approximation du potentiel de déformation.
• Les probabilités de recombinaison radiative, non-radiative sur une liaison
pendante et par effet Auger sont paramétrées à partir de résultats théoriques
et expérimentaux de la littérature.
II Transport électronique dans les solides à nanocristaux
La seconde partie constitue le cœur de cette thèse et s’attache à aller au delà
de l’état de l’art de la simulation du transport électronique dans un empilement
de nanocristaux [Chandler 2007]. Comme nous le verrons, le passage tunnel d’une
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charge entre deux nanocristaux se fait de manière incohérente, les interférences
électroniques, synonymes de transport quantique, sont donc absentes et le transport
est alors qualifié de semi-classique. La probabilité de passage tunnel inélastique entre
états électroniques discrets localisés sur les nanocristaux est calculée en perturbation
dans le formalisme de Marcus et de Bardeen ce qui permet de prendre en compte la
forme de la barrière tunnel et le couplage électron-phonon, en particulier la nature
polaire de la matrice. Le transport est alors décrit par une équation maîtresse
markovienne qui est résolue par un algorithme de Monte-Carlo Cinétique standard
et accéléré pour traiter des réseaux de nanocristaux désordonnés. A la fin de cette
partie sont présentés :
• Les résultats de mobilité en fonction de la géométrie du solide à nanocris-
taux (épaisseur d’oxyde, taille moyenne des nanocristaux, désordre en taille,
désordre en position, niveau de charge...).
• La comparaison avec des résultats expérimentaux de caractérisation élec-
trique.
• Des calculs courant-tension sur des dispositifs anode / solide à nanocristaux
/ cathode avec différents matériaux pour l’anode.
• Un modèle de mobilité analytique valable lorsque le désordre, le champ élec-
trique et la concentration de porteurs sont faibles.
Cette partie est aussi l’occasion de faire le lien avec le transport électronique
dans le silicium massif et dans les milieux organiques, avec la théorie orthodoxe du
blocage de Coulomb, ainsi qu’avec les différents modèles dédiés au transport dans
des systèmes électroniques désordonnés : le hopping et la percolation.
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Première partie
Propriétés d’un nanocristal
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Chapitre 1
Structure électronique
Le premier chapitre de cette thèse est consacré au calcul des états électroniques
(niveaux d’énergie et fonctions d’onde) d’un nanocristal de silicium en fonction de
son rayon et de la matrice qui l’entoure. Ce calcul est un préalable aux autres
chapitres qui se servent des résultats présentés ici. En introduction de ce chapitre,
nous rappelons les approximations habituelles nécessaires au calcul de ces états
mono-électroniques puis nous commentons brièvement les méthodes habituelles de
calcul de la structure électronique avant de poursuivre les calculs en théorie de la
fonction enveloppe k.p qui présente, comme nous le verrons, les caractéristiques
nécessaires pour la suite des développements.
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18 Chapitre 1. Structure électronique
1.1 Introduction et approximations
Pour commencer, nous partons de l’hamiltonien non-relativiste et indépendant
du temps décrivant entièrement le matériau [Ashcroft 2002] :
H =
énergie cinétique des électrons︷ ︸︸ ︷∑
i
p2i
2mi
+
énergie cinétique des noyaux︷ ︸︸ ︷∑
j
P 2j
2Mj
+12
∑
j,j′ 6=j
répulsion noyau-noyau︷ ︸︸ ︷
ZjZj′e
2
4piε0 | Rj −Rj′ |
−
∑
i,j
Zje
2
4piε0 | ri −Rj |︸ ︷︷ ︸
attraction électron-noyau
+12
∑
i,i′ 6=i
e2
4piε0 | ri − ri′ |︸ ︷︷ ︸
répulsion électron-électron
(1.1)
Dans cet hamiltonien pi (Pj) est la quantité de mouvement de l’électron i (du
noyau j), mi (Mj) est la masse de l’électron i (du noyau j), ri (Rj) est la position
de l’électron i (du noyau j), −e est la charge des électrons, Zj est le nombre de
protons du noyaux j et ε0 est la permittivité du vide. Cet hamiltonien ne peut être
résolu sans de nombreuses simplifications :
• Les électrons sont séparés en deux groupes : les électrons de valence et les
électrons de cœur. Les électrons de cœur sont ceux des orbitales atomiques
pleines de l’atome du cristal ( 1s2, 2s2 et 2p6 pour le silicium), ils sont forte-
ment localisés autour du noyau atomique et sont peu modifiés par rapport à
ce qu’ils étaient dans un atome isolé. Ainsi ces électrons de cœur forment des
ions chargés positivement avec leur noyau respectif. Les électrons considérés
dans la première somme de l’équation (1.1) deviennent alors uniquement les
électrons de valence ( 3s2 et 3p2 pour le silicium) dont les fonctions d’onde
sont très modifiées par rapport à un atome isolé car ils participent aux liaisons
chimiques.
• Les électrons étant beaucoup plus légers que les ions, environ 2000 fois plus
légers que les protons et les neutrons qui forment les noyaux, ils suivent quasi-
instantanément le mouvement des ions. Au contraire, les ions ne suivent pas
aussi rapidement le mouvement des électrons. Il est alors possible de découpler
le mouvement des électrons et des ions. L’approximation qui en découle s’ap-
pelle l’approximation adiabatique ou approximation de Born-Oppenheimer,
elle permet de réécrire l’hamiltonien (1.1) :
H = He(ri,Rj0)︸ ︷︷ ︸
structure électronique
+ Hph(Rj)︸ ︷︷ ︸
structure phononique
+ He-ph(ri, sj)︸ ︷︷ ︸
interaction electron-phonon
(1.2)
avec
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He =
∑
i
p2i
2mi
+ 12
∑
i,i′ 6=i
e2
4piε0 | ri − ri′ |︸ ︷︷ ︸
répulsion électron-électron
−
∑
i,j
Zje
2
4piε0 | ri −Rj0 |︸ ︷︷ ︸
attraction électron-ions
(1.3)
Suivant ces approximations, le mouvement des ions formant le cristal, dont le dé-
placement par rapport à la position d’équilibre Rj0 est noté sj , est étudié dans
un second temps. Les états électroniques jouent alors le rôle d’un potentiel pour le
mouvement des atomes.
L’hamiltonien (1.3) n’est toujours pas suffisamment simple pour résoudre l’équa-
tion de Schrödinger. En effet, la fonction d’onde de N électrons indépendants est
le produit des fonctions d’onde à un électron. Du fait que les électrons respectent
le principe d’exclusion de Pauli, la fonction d’onde de N particules doit être anti-
symétrique, par conséquent le simple produit doit être remplacé par un déterminant
de Slater. Dans le cas encore plus général de l’équation (1.3) où les électrons ne sont
plus indépendants, la fonction d’onde de N électrons sera une combinaison linéaire
de déterminants de Slater. Par exemple, un nanocristal de quelques nanomètres de
diamètre contient environ un millier d’atomes et plusieurs milliers d’électrons. Pour
simplifier encore la résolution de l’équation (1.3), le terme d’interaction électron-
électron est remplacé par un potentiel Ve-e(r) moyen qui est le même pour chaque
électron du système. Chaque électron voit ainsi le champ moyen de répulsion créé
par les autres électrons. Dans cette approximation dite de champ moyen, les élec-
trons sont indépendants et identiques. L’hamiltonien de chacun s’écrit :
H1e =
p2
2m0
+ Ve-e(r) + Vions(r) (1.4)
Cet hamiltonien dit mono-électronique (ou mono-particulaire) est le point de dé-
part de nombreuses méthodes que nous évoquerons par la suite. Chacune utilisant
ses propres approximations pour exprimer les termes Ve-e(r) et Vions(r) qui est le
potentiel crée par les ions du matériau.
Par ailleurs, il faut ajouter à cet hamiltonien une self-énergie Σ(r) qui est un
potentiel crée par la présence de la charge elle-même mais qui sera traité classique-
ment et indépendamment de la structure électronique au chapitre 2. Aussi on peut
ajouter un éventuel potentiel électrostatique appliqué Vext.
1.2 Les approches mono-électroniques
Dans cette section, nous rappelons simplement les caractéristiques, résumées
dans le tableau 1.1, des approches mono-électroniques les plus courantes pour jus-
tifier l’utilisation de la théorie k.p.
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0096/these.pdf 
© [H. Lepage], [2012], INSA de Lyon, tous droits réservés
20 Chapitre 1. Structure électronique
théorie k.p avec
de la fonctionnelle pseudo-potentiels liaisons fortes fonction
de la densité enveloppe
ab initio empirique empirique empirique
atomistique atomistique atomistique continue
centaines d’atomes millions d’atomes millions d’atomes pas de limite
Tableau 1.1 – Tableau résumant les principales caractéristiques des différentes mé-
thodes mono-particulaires de calcul de la structure électronique. Ligne 1 : on parle
de potentiels ab initio s’ils sont calculés sans paramètres ajustables et potentiels
empiriques dans le cas contraire. Ligne 2 : on parle d’une méthode atomistique si le
potentiel de chaque ion du solide est considéré et d’une méthode continue dans le cas
contraire. Ligne 3 : taille maximum du système qui peut être calculé actuellement.
Théorie de la fonctionnelle de la densité (Density Functional Theory,
DFT) En DFT [Parr 1994], l’équation de Schrödinger (ou équation de Kohn-
Sham) s’écrit : − p22m0 + Vion + VH + VXC︸ ︷︷ ︸
Ve-e
ψi(r) = Eiψi(r) (1.5)
où les {ψi(r)} sont les fonctions d’onde de Kohn-Sham. Vion(r) est la somme des
potentiels crée par chaque atome du système, chaque potentiel ayant été calculé en
DFT indépendamment du système puis tabulé, ainsi il faut choisir la position de
chaque atome. VH(r) est le potentiel de Hartree :
VH(r) =
∫
e2ρ(r’)
4piε0|r− r’|dr’ (1.6)
avec ρ(r) la densité électronique :
ρ(r) =
∑
i
|ψi(r)|2 (1.7)
Enfin, le potentiel d’échange corrélation VXC, qui prend en compte les autres effets
de l’interaction électron-électron, en particulier la nature fermionique des électrons,
au delà de la répulsion coulombienne VH, n’est pas connu exactement, il faut choi-
sir une approximation. Il existe plusieurs approximations pour cette fonctionnelle
comme par exemple :
• l’approximation de la densité locale (Local Density Approximation, LDA).
• l’approximation des gradients généralisés (Generalized Gradient Approxima-
tion, GGA).
En fait la densité électronique est la variable du problème, chaque terme de l’ha-
miltonien étant fonction de cette densité. Elle permet d’obtenir l’énergie de l’état
fondamental. . Le calcul est donc auto-cohérent et il faut calculer chaque fonction
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d’onde ψi à chaque itération ce qui est très gourmand en puissance de calcul et
limite cette méthode à de petits systèmes, en tout cas à de trop petits nanocris-
taux (pas plus de 3-4 nanomètres de diamètre). De plus, pour passiver les états de
surface du nanocristal, c’est-à-dire les atomes en surface qui possèdent une liaison
pendante, il faut les lier à des atomes d’hydrogène. Cette méthode présente un dé-
faut important dans notre cas : il est impossible de prendre en compte la hauteur de
la barrière tunnel entre le nanocristal et la matrice dans le calcul des états électro-
niques et donc de l’effet tunnel [Vasiliev 2001, Degoli 2004, Ramos 2005]. Aussi les
modèles d’interface atomistiques entre le silicium et le SiO2 ne sont pas bien établis
[Zhou 2003, Luppi 2005, Djurabekova 2008]. En ce qui concerne les états excités,
la solution n’est pas exacte et certaines corrections peuvent être introduites. Pour
toutes ces raisons, cette méthode ne sera pas utilisée.
Pseudo-Potentiels (PP) Dans la méthode des pseudo-potentiels, l’équation de
Schrödinger s’écrit [Chelikowsky 1976, Wang 1994b] :(
− p
2
2m0
+ Vion(r)
)
ψi(r) = Eiψi(r) (1.8)
avec
Vion(r) =
∑
ion
υion(r−Rion) (1.9)
Les {υion} sont les pseudo-potentiels qui prennent en compte les potentiels crées par
les noyaux, les électrons de cœurs et les électrons de valence. Ce sont des fonctions
de plusieurs paramètres ajustables pour coller aux résultats expérimentaux (Empi-
rical PP) ou ab initio (Semi Empirical PP) [Wang 1995]. Les fonctions d’ondes sont
généralement décomposées sur une base d’ondes planes restreinte à des vecteurs
d’onde ayant une énergie inférieure à une valeur prédéfinie. Ainsi il faut évaluer les
transformées de Fourier des pseudo-potentiels pour résoudre le problème (diagona-
liser l’hamiltonien) dans la base des ondes planes.
De nouveau, comme pour la DFT, les problèmes d’interface surgissent et nous
empêchent de considérer cette méthode pour le transport dans un solide à nano-
cristaux.
Liaisons fortes (Tight-Binding, TB) Dans cette méthode [Slater 1954], les
fonctions d’onde sont décomposées sur la base des orbitales atomiques {α} des
atomes du réseau {i} :
|ψ〉 =
∑
i,α
ciα|iα〉 (1.10)
L’hamiltonien est alors :
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HTB =
∑
i,α
εiα|iα〉〈iα|+ 12
∑
iα,jβ
ti,α,j,β|iα〉〈jβ| (1.11)
où {εiα} sont les énergies des orbitales et {tiα,jβ} sont les couplages électroniques
(termes de hopping) entre les orbitales atomiques. Ces derniers termes sont le plus
souvent traités phénoménologiquement pour coller aux résultats expérimentaux ou
ab-initio, la méthode est alors nommée Empirical Tight Binding [Niquet 2000].
Les orbitales atomiques considérées sont typiquement les orbitales s, p et d.
Une orbitale notée s∗ est souvent ajoutée pour fournir un degré de liberté sup-
plémentaire dans la procédure de calibration. On parle alors de modèle sp3 ou de
modèle sp3d5s∗ par exemple. Aussi les termes de couplage tiα,jβ sont restreints aux
N premiers voisins, on parle de Nth Nearest Neighbor (NN) Tight Binding method.
Une fois les termes de couplage déterminés, il faut diagonaliser l’hamiltonien (1.11).
Une nouvelle fois, la nature atomistique de cette méthode pose le problème de
l’interface entre le nanocristal et la matrice. On utilisera donc une autre méthode,
la méthode k.p avec fonction enveloppe, malgré l’usage courant des trois méthodes
précédentes dans la littérature.
1.3 Calcul en théorie k.p
1.3.1 Introduction
Cette méthode, également mono-électronique, présente trois avantages majeurs
dans le cadre de cette thèse par rapport aux autres méthodes :
• La possibilité de traiter n’importe quelle hauteur de barrière tunnel à l’inter-
face entre le nanocristal et la matrice.
• La capacité de traiter n’importe quelle taille de nanocristal.
• La possibilité d’obtenir une forme analytique des fonctions d’onde pour les
électrons et les trous dans le nanocristal et dans la matrice.
Ces trois raisons permettent, comme nous le verrons dans la partie II, de calculer le
couplage électronique entre états électroniques localisés sur des nanocristaux voisins
et séparés par un isolant. En particulier, la forme analytique des fonctions d’onde
facilite grandement ce calcul.
Pour commencer la description de cette méthode, reprenons l’équation de Schrö-
dinger d’un électron indépendant dans un cristal :(
p2
2m0
+ Vcristal(r)
)
ψ(r) = Eψ(r) (1.12)
Dans la mesure où la structure du cristal est invariante par translation, le théorème
de Bloch permet d’écrire les états propres sous la forme :
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Ψnk(r) = eik.runk(r) (1.13)
où l’état propre est le produit d’une onde plane eik.r et d’une fonction de Bloch
unk(r) qui possède la même périodicité que la structure cristalline. En injectant ces
fonctions de Bloch dans l’équation de Schrödinger (1.12) on obtient :H + ~2k22m0 + ~m0k.p︸ ︷︷ ︸
Hk.p
unk(r) = Enkunk(r) (1.14)
Les fonctions {unk(r)} sont donc fonctions propres de Hk.p. En principe, les fonc-
tions {un0} forment une base pour les {unk}, il s’agit alors d’écrire l’hamiltonien
Hk.p dans cette base en supposant les {un0} ou au moins leurs symétries et leur
énergie {En0} connues, le plus souvent expérimentalement. La base des {un0} est
en fait restreinte à un nombre n fini de bandes pour simplifier le problème, on parle
alors de modèle k.p n bandes avec n = 1 pour l’approche de la masse effective
qui sera utilisée pour les électrons et avec n = 3 pour les trous. Enfin, une fois
les éléments de la matrice Hk.p déterminés, on peut déterminer numériquement les
états propres {unk} et leurs valeurs propres {Enk} en diagonalisant cette matrice.
La détermination des termes non-diagonaux constitue la difficulté de cette méthode
notamment pour prendre en compte l’effet des bandes ne faisant pas partie de la
base. Cependant, nous n’aurons pas à nous soucier de ce problème car nous sommes
surtout concernés par la fonction enveloppe qui module, dans un nanocristal, les
fonctions d’onde (1.13) du cristal infini et qui contient l’information nécessaire pour
le calcul du transfert tunnel. De manière générale :
Ψ(r) =
∑
n
ψn(r)eik.runk(r) (1.15)
où les {ψn(r)} sont ces fonctions enveloppes variant lentement par rapport aux
fonctions {unk(r)}, n étant l’indice de bande.
Avant de décrire la méthode permettant d’obtenir les fonctions enveloppes des
électrons et des trous, rappelons ce qu’il faut savoir pour la suite. Le silicium a une
structure cristallographique de type diamant et un gap indirect (voir la définition
dans le chapitre 3). Le groupe ponctuel de symétrie du silicium est Oh. Ce groupe
rassemble l’ensemble des transformations qui laissent le cristal invariant tout en
maintenant un point fixe, ces transformations sont donc des symétries du cristal.
En fait ces symétries, ou plutôt la théorie des groupes, permettent de déterminer de
nombreuses propriétés des états électroniques qui nous intéressent, en particulier les
états du minimum de la bande de conduction et les états électroniques (trous comme
électrons) au centre de la première zone de Brillouin (en k=0) qui définissent la gap
direct du silicium (voir la figure 1.1). Ces propriétés sont données dans le tableau
1.2 ci-dessous. Parmi ces propriétés, celles qui nous intéressent sont les fonctions de
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Figure 1.1 – a. Structure cristalline diamant du silicium avec le motif de
la maille élémentaire (en rouge). b. La première zone de Brillouin avec les
points de haute symétrie et les surfaces d’iso-énergies au minimum des bandes
de conduction. c. Structure de bande du silicium calculée par la méthode des
pseudo-potentiels (local et non-local) [Yu 2010]. d. Cristal de silicium vu le long
de la direction [100]. e. Cristal de silicium vu le long de la direction [110]
(http ://www.iue.tuwien.ac.at/phd/hoessinger/node26.html).
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groupe représentation représentation dimension bande k fonction
de symétrie irréductible irréductible de base
(sans spin) notation BSW notation de Koster
Oh Γ15 Γ−4 (impaire) 3 BC k=0 {x, y, z}
Oh Γ25′ Γ+5 (paire) 3 BV k=0 {yz, zx, xy}
C4υ ∆1 1 BC k=k0,z z
Tableau 1.2 – Tableau résumant les principales caractéristiques en ce qui concerne
les symétries des états (trous comme électrons) au centre de la première zone de
Brillouin et des états du minimum de la bande de conduction[Yu 2010]. Les états
en k=0 partagent la symétrie du groupe de symétrie du cristal, qui est le groupe
Oh (structure diamant) dans le cas du silicium. Le long de k //[001], les opérations
de symétrie laissant k inchangé forment un sous-groupe de Oh, en l’occurrence C4υ.
base de la représentation irréductible associé à un état électronique car les fonctions
d’onde de ces états électroniques possèdent les même symétries que ces fonctions
de bases. De cette manière, même si nous ne connaissons pas la base {un0} dans
laquelle est écrite l’hamiltonien k.p des états électroniques qui nous intéressent,
nous connaissons les symétries de chacun des vecteurs de base. Nous verrons dans
la suite (en particulier dans le chapitre 3) que c’est l’unique chose à savoir.
1.3.2 Électrons
Dans cette section, nous décrivons les étapes qui permettent d’aboutir à l’ex-
pression analytique de la fonction enveloppe des électrons au minimum de la bande
de conduction.
Ces fonctions d’onde électroniques ne sont pas dégénérées, on peut donc rai-
sonnablement ne prendre en compte que la bande de conduction comme base de
l’hamiltonien k.p, auquel cas on se retrouve dans le cadre du modèle de masse effec-
tive [Fishman 2010]. En revanche il existe 6 minima équivalents à |k| = 0.85(2pi/a0)
avec a0 = 0.543 nm pour le silicium suivant les 6 directions [100], [100], [010], [010],
[001] et [001], ensemble noté <100> (voir figure 1.1). Ainsi, comme nous l’avons vu
à l’équation (1.15), la fonction d’onde de chacun de ces minima s’écrit :
Ψ(r) = ψ(r)uc,ν(r)eik0,νr (ν = ±x,±y,±z) (1.16)
où la fonction enveloppe ψ(r), qui dépend du rayon du nanocristal sphérique, est so-
lution de l’équation de Schrödinger écrite dans l’approximation de la masse effective
[Anchala 2011] : (
−~2∇[m]
−1∇+ U(r)
)
ψ(r) = Eψ(r) (1.17)
U(r) décrit la barrière de potentiel abrupte, sphérique et finie à l’interface du na-
nocristal de rayon R et de la matrice isolante :
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U(r) =
{
0 si r < R
Uconf si r ≥ R (1.18)
Uconf = 3, 1 eV pour les électrons à l’interface Si/SiO2. Le tenseur de masse effective
[m]−1 est, pour simplifier le problème, remplacé par une masse effective isotrope :
m∗Si = 3(1/mL + 2/mT)−1 (1.19)
avec la masse effective longitudinale mL = 0, 92m0 (direction [100]) et la masse
effective transversale mT = 0, 19m0 (directions [010] et [001]) pour le silicium.
Dans cette approximation, chaque fonction enveloppe est dégénérée 12 fois à cause
des 6 vallées du silicium et du spin. Grâce à la symétrie sphérique de l’hamiltonien
(1.17), les états propres de cette équation s’écrivent :
ψnlm(r) = Rnl(r)Ylm(θ, ϕ) (1.20)
où Rnl est la partie radiale et l’harmonique sphérique Ylm est la partie angulaire.
La structure électronique des fonctions enveloppes du nanocristal sphérique res-
semble donc, dans le cadre des approximations précédentes, à celle d’un atome hy-
drogénoïde [Cohen-Tannoudji 1977]. Ces fonctions enveloppes sont identifiées par
plusieurs nombres quantiques :
• Le nombre quantique principal n ∈ N∗.
• Le nombre quantique secondaire l ∈ N (l < n) qui caractérise le moment
angulaire L.
• Le nombre quantique magnétique m ∈ Z (−l ≤ m ≤ l) qui caractérise la
projection du moment angulaire L sur l’axe de quantification choisi.
• Le nombre quantique de spin s = ±12 qui caractérise la projection du moment
cinétique de spin sur l’axe de quantification choisi.
C’est cette notation qui est utilisée sur les figures 1.3 et 1.2 avec les états l = 0
notés s et les états l = 1 notés p. Les harmoniques Ylm sont définies par :
Ylm(θ, ϕ) =
√
(2l + 1)
4pi
(l −m)!
(l +m)!Plm(cos θ)e
imϕ (1.21)
où Plm sont les polynômes de Legendre associés. Cette description permet également
d’obtenir une forme analytique pour la partie radiale Rnl de la fonction enveloppe
à la fois dans le nanocristal et dans l’oxyde ce qui est essentiel pour le calcul des
transferts tunnels :
Rnl(r) =
{
Ajl (αr) pour r < R
Bkl (βr) pour r ≥ R (1.22)
où A et B sont des constantes de normalisation, jl et kl sont les fonctions de Bessel
sphériques (du premier type) et les fonctions de Bessel sphériques modifiées (du
deuxième type) respectivement, et avec :
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α =
√
2m∗SiEnl
~2
β =
√
2m∗out(Uconf − Enl)
~2
(1.23)
La masse effective m∗out étant égale à 0, 5m0 pour un électron dans SiO2.
Nous avons désormais les expressions analytiques de la fonction enveloppe, il
reste à déterminer les valeurs propres {Enl} et les constantes de normalisation A et
B. Les valeurs propres {Enl} sont d’abord obtenues en utilisant les conditions aux
limites :
Ajl(αR) = Bkl(βR)
A
m∗out
(
∂jl(αr)
∂r
)
r=R
= B
m∗Si
(
∂kl(βr)
∂r
)
r=R
(1.24)
Ce qui se traduit par l’obtention des zéros de l’équation [Anchala 2011] :
γα
jl−1(αR)
jl(αR)
= −βkl−1(βR)
kl(βR)
+ (l + 1)(γ − 1)
R
avec γ = m∗out/m∗Si (1.25)
Une fois les niveaux d’énergie obtenus numériquement à partir des zéros de l’équa-
tion précédente, il est possible de déterminer les constantes A et B en utilisant la
condition de normalisation : ∫
|ψ(r)|2d3r = 1 (1.26)
Enfin, étant donné que les harmoniques sphériques (1.21) sont normalisées, cette
dernière condition s’écrit :
∫ R
0
|Ajl(αr)|2r2dr +
∫ ∞
R
|Bkl(βr)|2r2dr = 1 (1.27)
ou encore, en utilisant la première des conditions aux limites (1.24) :
|B| =
[∣∣∣∣kl(βR)jl(αR)
∣∣∣∣2 ∫ R0 |jl(αr)|2r2dr +
∫ ∞
R
|kl(βr)|2r2dr
]−1/2
|A| =
∣∣∣∣Bkl(βR)jl(αR)
∣∣∣∣
(1.28)
Les résultats ainsi obtenus sont fournis sur les figures 1.2 et 1.3.
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Figure 1.2 – Densité radiale de probabilité de présence ρnl(r) = r2|Rnl(r)|2 pour
les différents niveaux électroniques en fonction de la position radiale r pour un
nanocristal de 2 nm de rayon dans une matrice de SiO2.
1.3.3 Trous
Passons maintenant au calcul des trous qui est plus délicat. Contrairement aux
électrons où la théorie k.p se réduit au modèle de masse effective quand une seule
bande est prise en compte ; en ce qui concerne les trous, au maximum de la bande de
valence, les niveaux électroniques sont trois fois dégénérés : 2 bandes de trous lourds
et une bande de trous légers. L’hamiltonien que l’on peut prendre pour décrire les
trous doit donc être projeté sur ces trois bandes au minimum car leur couplage ne
peut être négligé. En fait, pour décrire les états de la bande de valence (les trous) il
est nécessaire de faire appel à la théorie k.p capable de décrire la bande de valence
d’un semi-conducteur massif ainsi qu’à la théorie de Sercel-Vahala [Sercel 1990]
pour traiter le cas d’un nanocristal sphérique. Ceci dit la démonstration de cette
théorie est hors de propos dans cette thèse, en fait nous utilisons ici encore les résul-
tats de la littérature [Moskalenko 2007]. Cependant, nous essayons d’en présenter
les idées principales car cette approche peut être étendue à d’autres matériaux ou
plus précisément à d’autres structures cristallographiques ce qui pourrait s’avérer
très utile.
Luttinger [Luttinger 1956] a fourni un Hamiltonien basé sur la théorie des
groupes qui permet de décrire l’ensemble des bandes au voisinage de k = 0 (en
Γ). En négligeant le spin et le couplage spin-orbite, on peut décrire la bande de
valence Γ+5 (voir la figure 1.1) par l’hamiltonien de Luttinger 3× 3 suivant (qui est
aussi celui de Dresselhaus-Kip-Kittel [Dresselhaus 1955] dans cette approximation) :
Hk.p = (γ1 + 4γ2)
p2
2m0
− 3γ2
m0
(p2xJ2x + p2yJ2y + p2zJ2z )
− 6γ3
m0
[{pxpy} {JxJy}+ {pypz} {JyJz}+ {pzpx} {JzJx}]
(1.29)
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Figure 1.3 – Structure électronique d’un nanocristal sphérique en fonction de son
rayon par rapport à la structure de bande du silicium massif (à gauche). Les valeurs
entre parenthèses correspondent à la dégénérescence des niveaux électroniques. a.
Confinement quantique pour les états électroniques au minimum de la bande de
conduction. b. Confinement quantique pour les trous.
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avec {ab} = (ab+ ba)/2 et les paramètres de Luttinger γ1,2,3 donnés dans le tableau
1.3. Dans cette dernière expression, les opérateurs matriciels de moment angulaire
Jx, Jy et Jz correspondant à un moment J = 1 s’écrivent :
Jx =
1√
2
0 1 01 0 1
0 1 0
 , Jy = i√2
0 −1 01 0 −1
0 1 0
 , Jz = 1√2
1 0 00 0 0
0 0 −1
 (1.30)
Ainsi ces états de valence sont qualifiés d’états "L"= 1 car ils sont 3 fois dégénérés
comme le sont les états l = 1 de l’atome d’hydrogène, il s’agit en fait d’un pseudo-
moment orbital qui se comporte comme tel suivant la théorie des groupes.
paramètres de Luttinger Si SiO2
γ1 4,22 1/5
γ2 0,53 0
γ3 1,38 0
Tableau 1.3 – Paramètres (empiriques) de Luttinger pour le silicium et le SiO2.
Pour traiter le problème d’une nanostructure sphérique, il est habituel de décou-
per l’hamiltonien de Luttinger précédent en une somme de plusieurs termes dont
un terme appelé sphérique qui ne dépend pas de la direction de k mais unique-
ment de sa norme [Baldereschi 1973]. Si on ne garde que ce terme en lieu et place
de l’hamiltonien de Luttinger (1.29), c’est à dire si on impose γ2 = γ3 = γs avec
γs = 3γ3+2γ25 on fait l’approximation sphérique ou isotrope comme on l’a fait pour
les électrons en employant une masse effective isotrope. Dans ces conditions (pas
de couplage spin-orbite, approximation isotrope), l’hamiltonien de Luttinger s’écrit
[Moskalenko 2007] :
Hk.p = (A+ 2B)p2 − 3B(p.J)2 (1.31)
avec
A = −14
mh +ml
mhml
, B = −14
mh −ml
mhml
mh =
m0
γ1 − 2γ , ml =
m0
γ1 + 2γ
, γ = 15(3γ3 + 2γ2)
(1.32)
En négligeant, comme nous l’avons déjà dit, le couplage spin-orbite (∆→ 0 ce qui
se justifie dans le cas du silicium où ce couplage est faible ∆ = 0.04 eV), le couplage
entre la bande de valence et la bande de conduction, et en faisant l’approximation
sphérique, on peut écrire l’hamiltonien k.p des trous comme un hamiltonien 3 × 3
auquel il faut ajouter un potentiel modélisant le nanocristal dans sa matrice :
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Hk.p = (A+ 2B)p2 − 3B(p.J)2 + U(r) (1.33)
où U(r) reprend la définition (1.18) mais avec Uconf = 4, 3 eV pour les trous à l’in-
terface Si/SiO2.
La solution générale de ce problème s’écrit comme (1.15) :
Ψ(r) =
∑
n
ψn(r)un,0(r) =
∑
J,Jz
ψJ,Jz(r)|J, Jz〉 (1.34)
On choisi ici de noter un,0 = |J, Jz〉. Par analogie avec le couplage spin-orbite,
le moment angulaire total F = J + L, qui est la somme du moment angulaire
de la fonction de Bloch J et du moment angulaire de la fonction enveloppe L,
est conservé [Baldereschi 1973, Sercel 1990]. Par rapport au couplage spin-orbite
où S=1/2 avec J=L+S, ici F=L+J avec J=1 qui caractérise les états Γ+5 . Ainsi,
par rapport au couplage spin-orbite, le rôle des orbitales atomiques est joué par la
fonction enveloppe et celui du spin par les fonctions de Bloch. L’hamiltonien est à
symétrie sphérique dans l’espace couplé des fonctions enveloppes et des fonctions de
Bloch. Les fonctions d’onde Ψ(r), vecteurs propres de l’hamiltonien, peuvent alors
être écrites comme le produit de la partie radiale R(r) et d’une fonction Y(θ, ϕ)
qui doit être fonction propre du moment angulaire total au carré F2 = (L + J)2 et
de sa projection Fz. Dans ces conditions, on peut définir F, L, M, m1, m2 comme
étant les nombres quantiques qui définissent les valeurs propres des opérateurs F2,
L2 (L agissant seulement sur la fonction enveloppe), Fz, Lz et Jz respectivement
et, suivant la théorie du couplage des moments angulaires, obtenir une base d’états
propres de F et Fz :
YLFM (θ, ϕ) =
L∑
m1=−L
1∑
m2=−1
CFMLm11m2YLm1(θ, ϕ)um2 (1.35)
où CFMLm11m2 sont les coefficients de Clebsch-Gordan, YLm1 sont les harmoniques
sphériques vecteurs propres de L2 et um2 sont les vecteurs propres de J2 avec :
u−1 = |1,−1〉 =
√
1
2(X − iY )
u0 = |1, 0〉 = Z
u1 = |1, 1〉 = −
√
1
2(X + iY )
(1.36)
X = yz, Y = xz et Z = xy de la représentation Γ+5 (voir le tableau 1.2).
Aussi, le couplage "enveloppe-Bloch" (dernier terme de l’hamiltonien (1.31)) ne
couple que les états ∆L = 0,±2 c’est à dire des états ayant la même parité car
l’hamiltonien commute avec l’opérateur parité [Efros 1992] et en suivant les règles
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d’addition de moments angulaires (|L−1| ≤ F ≤ |L+1| etM = m1+m2), on obtient
les solutions générales de l’hamiltonien (1.31) [Baldereschi 1973, Moskalenko 2007] :
ΨF−1,F+1FM (r, θ, ϕ) = R
F−1
F (r)Y
F−1
FM (θ, ϕ) +R
F+1
F (r)Y
F+1
FM (θ, ϕ) (F ≥ 1)
ΨFFM (r, θ, ϕ) = RFF (r)YFFM (θ, ϕ) (F ≥ 1, L = F )
Ψ100(r, θ, ϕ) = R10(r)Y100(θ, ϕ) (F = 0, L = 1)
(1.37)
Ces trois types d’états sont qualifiés de trous mélangés, lourds et légers respec-
tivement. Notons que cette façon de procéder a été utilisée pour d’autres semi-
conducteurs que le silicium, en particulier les nanocristaux de CdSe [Efros 1996].
Il faut désormais déterminer les expressions des parties radiales de ces fonctions
d’onde. En insérant la fonction d’onde ψF−1,F+1FM dans l’équation de Schrödinger avec
l’hamiltonien (1.33), on obtient le système d’équations suivant pour les fonctions
radiales [Boichuk 2010] :
A
(
C1B+F−2B
−
F−1 C2B
−
FB
−
F+1
C2B+FB
+
F−1 C3B
−
F+2B
+
F+1
)(
RF−1F
RF+1F
)
+ (U(r)− E)
(
RF−1F
RF+1F
)
= 0
A(1− µ)
(
∆FRFF
)
+ (U(r)− E)RFF = 0
A(1 + 2µ)
(
∆1R10
)
+ (U(r)− E)R10 = 0
(1.38)
dans ces dernières équations, E est l’énergie du trou et les notations suivantes sont
introduites :
∆L =
∂2
∂r2
+ 2
r
∂
∂r
− L(L+ 1)
r2
, B+L =
d
dr
− L
r
, B−L =
d
dr
+ L+ 1
r
µ = B
A
, C1 = 1 +
F − 1
2F + 1µ, C2 = −
3
√
F (F + 1)
2F + 1 µ, C3 = 1 +
F + 2
2F + 1µ
(1.39)
Les solutions de ces équations nous donnent les fonctions radiales dans et hors du
nanocristal :
(
RF−1F
)in
= CjF−1(λr/R) +DjF−1(λβr/R)(
RF+1F
)in
= −
√
F
F + 1CjF+1(λr/R) +
√
F + 1
F
DjF+1(λβr/R)(
RFF
)in
= C ′jF (λr/R)(
R10
)in
= C ′′j1(λβr/R)
(1.40)
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(
RF−1F
)out
= (C0 +D0)kF−1(κr/R)(
RF+1F
)out
=
−
√
F
F + 1C0 +
√
F + 1
F
D0
 kF+1(κr/R)
(
RFF
)out
= C ′0kF (κr/R)(
R10
)out
= C ′′0k1(κr/R)
(1.41)
Dans ces dernières équations, les constantes C, D, C ′, C ′′, C0, D0, C ′0 et C ′′0 sont
des constantes de normalisation, j et k sont les fonctions de Bessel (comme pour
les électrons) dont les paramètres sont définis par :
λ =
√
ER2
Ain~2(1− µ) avec E < 0
κ =
√
−(E + Uconf)R2
Aout~2
avec E < 0
β =
√
1− µ
1 + 2µ avec µ =
Bin
Ain
(1.42)
où Ain (Bin) et Aout (Bout) correspondent aux paramètres A (B) définis par les re-
lations (1.32) dans le nanocristal et dans la matrice respectivement, ils se calculent
avec les paramètres de Luttinger fournis dans le tableau 1.3. Avant de déterminer
les constantes de normalisation, les valeurs propres {E} sont déterminées à partir
des conditions aux limites dites de Bastard qui impliquent que la fonction enveloppe
R(r) et le produit VR(r) soit continus à travers l’interface, V = 1i~ [r, Hk.p] étant
l’opérateur vélocité [Yu 2010]. Ces conditions se traduisent par la résolution des zé-
ros des 3 équations suivantes pour les états mélangés, lourds et légers respectivement
(avec ν = Aout/Ain) [Moskalenko 2007] :{
νκ
[
F − 1
2F − 1
kF−2(κ)
kF−1(κ)
+
F
2F − 1
kF (κ)
kF−1(κ)
]
jF−1(λ) +
(
1 +
F − 1
2F + 1
µ
)
λ
[
F − 1
2F − 1 jF−2(λ)−
F
2F − 1 jF (λ)
]
+µ
[
3
2
F − 1
2F + 1
jF−1(λ) +
3F (F + 2)
2F + 1
jF+1(λ)
]
+
3F
2F + 1
µλ
[
F + 1
2F + 3
jF (λ)−
F + 2
2F + 3
jF+2(λ)
]}
{
F + 1
F
νκ
[
F + 1
2F + 3
kF (κ)
kF+1(κ)
+
F + 2
2F + 3
kF+2(κ)
kF+1(κ)
]
jF+1(λβ)−
3(F + 1)
2F + 1
µλβ
[
F − 1
2F − 1 jF−2(λβ)−
F
2F − 1 jF (λβ)
]
+µ
[
3(F2 − 1)
2F + 1
jF−1(λβ) +
3
2
(F + 1)(F + 2)
F (2F + 1)
jF+1(λβ)
]
+
F + 1
F
(
1 +
F + 2
2F + 1
µ
)
λβ
[
F + 1
2F + 3
jF (λβ)−
F + 2
2F + 3
jF+2(λβ)
]}
−
{
νκ
[
F − 1
2F − 1
kF−2(κ)
kF−1(κ)
+
F
2F − 1
kF (κ)
kF−1(κ)
]
jF−1(λβ) +
(
1 +
F − 1
2F + 1
µ
)
λβ
[
F − 1
2F − 1 jF−2(λβ)−
F
2F − 1 jF (λβ)
]
+µ
[
3
2
F − 1
2F + 1
jF−1(λβ)−
3(F + 1)(F + 2)
2F + 1
jF+1(λβ)
]
− 3(F + 1)
2F + 1
µλβ
[
F + 1
2F + 3
jF (λβ)−
F + 2
2F + 3
jF+2(λβ)
]}
{
−νκ
[
F + 1
2F + 3
kF (κ)
kF+1(κ)
+
F + 2
2F + 3
kF+2(κ)
kF+1(κ)
]
jF+1(λ)−
3(F + 1)
2F + 1
µλ
[
F − 1
2F − 1 jF−2(λ)−
F
2F − 1 jF (λ)
]
+µ
[
3(F2 − 1)
2F + 1
jF−1(λ)−
3
2
(F + 2)(F + 2)
2F + 1
jF+1(λ)
]
−
(
1 +
F + 2
2F + 1
µ
)
λ
[
F + 1
2F + 3
jF (λ)−
F + 2
2F + 3
jF+2(λ)
]}
= 0
(1.43)
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(1− µ)λ
[
F
2F + 1
jF−1(λ)−
F + 1
2F + 1
jF+1(λ)
]
− 3
2
µjF (λ) + νκjF (λ)
[
F
2F + 1
kF−1(κ)
kF (κ)
+
F + 1
2F + 1
kF+1(κ)
kF (κ)
]
= 0 (1.44)
(1 + 2µ)λβ [j0(λβ)− 2j2(λβ)] k1(κ) + 9µj1(λβ)k1(κ) + νκj1(λβ) [k0(κ) + 2k2(κ)] = 0 (1.45)
Ainsi il ne reste plus qu’à normaliser les fonctions enveloppes pour les trous
sachant que les fonctions YLFM (θ, ϕ) sont orthonormales. La méthode est identique
à celle des électrons dans le cas des trous lourds et légers, en revanche pour les trous
mélangés la méthode est un peu plus complexe car la condition de normalisation
débouche sur un système d’équations linéaires :
a11 a12 a13a21 a22 a23
a31 a32 a33

a1a2
a3
 =

kF−1(κ)√
F+1
F kF+1(κ)
Aout
(
dkF−1(κr)
dr
)
r=R
 (1.46)
avec
a11 = jF−1(λ)
a12 = jF−1(λβ)
a13 = −kF−1(κ)
a21 = −
√
F
F + 1
jF+1(λ)
a22 =
√
F + 1
F
jF+1(λβ)
a23 =
√
F
F + 1
kF+1(κ)
a31 =
(
Ain +
Bin(F − 1)
2F + 1
)(
djF−1(λr)
dr
)
r=R
+
3Bin(F − 1)
(2F + 1)2R
jF−1(λ)
+
3Bin
√
F (F + 1)
2F + 1
√
F
F + 1
((
djF+1(λr)
dr
)
r=R
+
F + 2
R
jF+1(λ)
)
a32 =
(
Ain +
Bin(F − 1)
2F + 1
)(
djF−1(λβr)
dr
)
r=R
+
3Bin(F − 1)
(2F + 1)2R
jF−1(λβ)
+
3Bin
√
F (F + 1)
2F + 1
√
F
F + 1
((
djF+1(λβr)
dr
)
r=R
+
F + 2
R
jF+1(λβ)
)
a33 = −Aout
(
dkF−1(κr)
dr
)
r=R
(1.47)
La résolution de ce système permet d’écrire, grâce à la condition de normalisation :
D0 =
[∫ R
0
∣∣∣∣a1jF−1(λr) + a2jF−1(λβr) + a1√ FF + 1 jF+1(λr) + a2√F + 1F jF+1(λβr)
∣∣∣∣2 r2dr
+
∫ ∞
R
∣∣∣∣(a3 + 1)kF−1(κr)− a3(√ FF + 1 +√F + 1F ) kF+1(κr)
∣∣∣∣2 r2dr]−1/2
C = a1D0
D = a2D0
C0 = a3D0
(1.48)
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On a donc ce qu’il faut pour les trous comme pour les électrons : une expression
analytique pour la fonction enveloppe, des équations dont il faut trouver les zéros
numériquement pour obtenir les énergies des niveaux électroniques (voir la figure
1.3) et des expressions pour obtenir les constantes de normalisation. Ainsi le coût
numérique est limité, ce qui est essentiel lorsqu’on considère un solide à nanocristaux
comme nous le verrons dans la partie II. Enfin, à partir de ces résultats, nous
obtenons le gap électronique d’un nanocristal en fonction de son rayon (voir la
figure 1.4).
Figure 1.4 – Calcul du gap électronique d’un nanocristal sphérique de silicium
dans une matrice de SiO2 en fonction de son rayon (environ égal au gap optique,
voir chapitre 2). Les résultats sont comparables à la littérature théorique et ex-
périmentale (photoluminescence) sur le sujet, voir par exemple [Belyakov 2008] et
[Bulutay 2007] pour des compilations de résultats de la littérature.
Électrons en Γ−4
Pour le calcul des probabilités d’absorption optique, nous aurons besoin de cal-
culer les états électroniques du centre de la zone de Brillouin, c’est à dire au point
Γ. Ces états ont la symétrie Γ−4 et sont donc trois fois dégénérés. On peut donc
appliquer exactement le même traitement que pour les trous, seuls les paramètres
changent [Prokofiev 2009] : A = 0.58/m0 et B = −0.85/m0 ce qui donne ml =
−0.45m0 et mh = 0.35m0. Aussi le potentiel de confinement change : Uconf = 1.03
eV. Les résultats sont donnés sur la figure 1.5.
Remarque 1 : Dans tout ce qui précède, nous n’avons pas pris en compte l’effet
d’un champ électrique extérieur sur le calcul des fonctions d’onde couramment ap-
pelé Quantum Confined Starck Effect (QCSE) et pour lequel il existe des résultats
numériques [Chang 1998, Sée 2006] comme des résultats expérimentaux optiques
[Kulakci 2008] et électriques [Jdira 2008a].
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0096/these.pdf 
© [H. Lepage], [2012], INSA de Lyon, tous droits réservés
36 Chapitre 1. Structure électronique
E
1.1
2 e
V3.1
9 e
V
3.1
eV
4.3
eV
' 1
Figure 1.5 – Confinement quantique dans un nanocristal sphérique en fonction du
rayon pour les états électroniques au centre de la zone de Brillouin par rapport à
la structure de bande du silicium massif (à gauche), les valeurs entre parenthèses
correspondent à la dégénérescence des niveaux électroniques. Remarque : pour des
rayons trop faibles les états du minimum de la bande de conduction (voir la figure
1.3) peuvent avoir une énergie supérieure aux états de la bande de conduction au
centre de la zone de Brillouin ce qui n’a pas de sens, on voit là une limite de cette
modélisation des états électroniques.
Remarque 2 : La masse effective peut surestimer l’effet du confinement, une
masse effective fonction des dimensions du système permettrait de corriger le pro-
blème [Nehari 2008].
En conclusion, ce chapitre a permis de synthétiser des résultats essentiels de la
littérature pour le calcul des états électroniques (électrons et trous) d’un
nanocristal sphérique dans une matrice donnée grâce à la théorie de la fonction
enveloppe k.p dans l’approximation isotrope. Le calcul des niveaux d’énergie
nécessite de trouver les zéros d’une équation non triviale. On peut alors
déterminer les paramètres d’une équation analytique pour limiter le temps de
calcul des niveaux électroniques en fonction du rayon du nanocristal (voir
l’équation (6.28)). Les formes analytiques des fonctions enveloppes obtenus dans le
nanocristal comme dans la matrice permettront de calculer les transitions optiques
dans les nanocristaux (voir le chapitre 3) ainsi que les probabilités tunnels entre
nanocristaux (voir le chapitre 5).
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Chapitre 2
Électrostatique
Dans le chapitre précédent les niveaux mono-électroniques d’un nanocristal
sphérique de rayon R ont été calculés. Or ce calcul ne prend pas en compte un
certain nombre de phénomènes électrostatiques essentiels pour traiter le problème
du transport électronique. En effet les niveaux électroniques calculés sont décalés en
énergie du fait des interactions électrostatiques entre charges et entre les charges et
leur environnement qui ont été négligées. Ce chapitre rappelle donc les résultats de
la littérature pour raisonnablement prendre en compte ces phénomènes. Seule une
correction de type milieu effectif a été ajoutée pour tenir compte de la proximité
des nanocristaux dans un empilement tridimensionnel c’est à dire un solide à
nanocristaux. Aussi, le lien est fait avec les modèles capacitifs souvent employés
dans la littérature en particulier dans le traitement du blocage de Coulomb.
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38 Chapitre 2. Électrostatique
2.1 Constantes diélectriques
Les permittivités données dans le tableau 2.1 sont relatives à des matériaux ma-
croscopiques. Cependant dans le cas qui nous intéresse, le silicium est sous forme de
cristaux nanométriques et le SiO2 est en fait une matrice entourant ces nanocristaux
pour former un matériau composite. En effet, la permittivité d’un nanocristal est
différente de celle du matériau macroscopique et dépend de son rayon R, en parti-
culier la surface contribue à la décroissance de la permittivité [Delerue 2003]. Pour
rendre compte de cette dépendance, nous utilisons le modèle continu [Wang 1994a] :
εin (R) = 1 +
εSi − 1
1 +
(
1.38
2R
)1.37 (2.1)
matériau constante diélectrique εr
SiO2 3.8
Si 11.7
Tableau 2.1 – Permittivités relatives εr macroscopiques des matériaux considérés.
Par ailleurs, dans le problème qui nous intéresse c’est à dire celui des solides
à nanocristaux, le nanocristal n’est pas isolé dans une matrice diélectrique, il est
à proximité d’autres nanocristaux. Ainsi la constante diélectrique de la matrice
peut être remplacée par une constante diélectrique effective. Celle-ci dépend de
la concentration de nanocristaux ν suivant l’approximation de milieu effectif de
Maxwell-Garnett qui donne de bons résultats pour les concentrations considérées
[Merrill 1999] :
εout (ν) = εmatrice
εSi (1 + 2ν)− εmatrice (2ν − 2)
εmatrice (2 + ν)− εSi (1− ν) (2.2)
Remarque : Dans la limite de nanocristaux métalliques (εin → ∞), l’équation
(2.2) devient :
εout (ν)
εin→∞−−−−→ εmatrice 1 + 2ν
ν − 1 (2.3)
2.2 Self-énergie
Dans cette thèse, les équations de Schrödinger et de Poisson ne sont pas ré-
solues de manière auto-cohérente [Sée 2006]. L’approche adoptée est perturbative,
ainsi les niveaux mono-électroniques sont décalés à chaque ajout de charge par les
interactions électrostatiques.
L’injection d’une charge dans un nanocristal induit une polarisation de l’en-
vironnement liée au désaccord entre les constantes diélectriques à l’interface du
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nanocristal et de la matrice. L’énergie potentielle Vp d’une charge q en r créée par
une charge q en r’ s’écrit [Lannoo 1995], dans l’approximation du milieu effectif :
Vp (r, r’) = q2
∞∑
n=0
(εin − εout) (n+ 1) rnr′nPn (cos θ)
4piε0εin [εout + n (εin + εout)]R2n+1
(2.4)
avec Pn le polynôme de Legendre et θ l’angle entre r et r’. Cette interaction entre
la charge et la polarisation qu’elle induit (c’est à dire sa charge image) est une self-
énergie liée à la taille finie du système qui, en perturbation au premier ordre et pour
un état |ψ〉, décale l’énergie de la charge par rapport au niveau mono-électronique
|ψ〉 calculé suivant :
Σ = 12〈ψ|Vp (r, r) |ψ〉 =
1
2
∫
|ψ(r)|2Vp (r, r) d3r (2.5)
Dans la limite où εin +εmatrice  1 et pour un état ψ (r) = sin(pir/R)/r
√
2piR (état
de plus basse énergie dans un puit de potentiel infini), le calcul de l’équation (2.5)
donne [Lannoo 1995] :
Σ (R) = q
2
8piε0R
( 1
εout
− 1
εin
)
+ 0.47 q
2
4piε0εinR
(
εin − εout
εin + εout
)
(2.6)
Cette expression, tracée sur les figures 2.1, 2.3 et 2.4, est une bonne approximation
comparée à des méthodes plus sophistiquées de type ab-initio ou liaisons-fortes
[Delerue 2000]. On utilise ce résultat dans la suite quel que soit l’état électronique
considéré.
Remarque : Dans la limite de nanocristaux métalliques (εin → ∞), l’équation
(2.6) devient :
Σ (R) εin→∞−−−−→ 12
q2
4piε0εoutR
= q
2
2Cs
(2.7)
avec la self-capacité Cs qui s’écrit :
Cs (R) = 4piε0εoutR (2.8)
Remarque : La correction apportée en remplaçant εmatrice par εout suivant l’ap-
proximation d’un milieu effectif peut être traitée de manière différente en utilisant
des capacitances mutuelles Cm entre nanocristaux [Quinn 2005, Liu 2010b] (voir la
figure 2.2) :
Σ (R) = q
2
2 (Cs + pCm)︸ ︷︷ ︸
Ctot
(2.9)
avec p le nombre de premiers voisins dans un réseau de nanocristaux (p = 6 pour
un empilement cubique). La self-capacité (c’est à dire la capacité d’un nanocristal
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isolé) est Cs = q2/2Σ où εmatrice remplace εout dans l’expression de la self-énergie
(2.6) et la capacité mutuelle entre le nanocristal et ses voisins est :
CNC-NCm (R) = 2piε0
(
εinεmatrice
εin − εmatrice
)
R ln
(2R+ dNC-NC
dNC-NC
)
(2.10)
dNC-NC étant l’épaisseur d’oxyde entre les nanocristaux voisins. Cette méthode
semble surestimer la correction liée à la proximité des nanocristaux voisins dans
un empilement (voir figure 2.1). En revanche à proximité d’un substrat, l’approche
de milieu effectif adoptée est probablement imprécise auquel cas il vaut mieux uti-
liser l’équation (2.9) avec une capacitance mutuelle telle que [Grinbom 2010] :
CNC-subm (R) = 2piε0R
(
ln
(
R
dNC-sub
)
+ ln 2 + 2320
)
(2.11)
Figure 2.1 – Self-énergie Σ en fonction de l’épaisseur d’oxyde séparant les premiers
voisins dans un réseau cubique de nanocristaux en utilisant deux modèles différents :
l’équation (2.6) en bleu et l’équation (2.9) en rouge.
a.
b. c.
Figure 2.2 – Représentation schématique des deux modèles pour le calcul des éner-
gies de charge d’un nanocristal. a. Modèle capacitif d’un nanocristal isolé. b. Modèle
capacitif de plusieurs nanocristaux côte-à-côte (voir équation (2.9)). c. Modèle d’un
environnement effectif utilisé dans cette thèse (voir équation (2.2)).
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2.3 Répulsion coulombienne
On vient de voir que l’énergie d’une charge dans un nanocristal est décalée
par rapport au calcul de la structure électronique à un électron effectué au cha-
pitre précédent. Aussi, lorsque deux charges de même signe (électrons ou trous) se
trouvent dans un nanocristal, celles-ci se repoussent par interaction coulombienne.
La répulsion coulombienne entre ces charges s’écrit (voir l’équation (4.16)) :
Ee-e = 〈ψ1 (r)ψ2 (r’) |Ve-e (r, r’) + Vp (r, r’) |ψ1 (r)ψ2 (r’)〉 (2.12)
où Ve-e, qui s’ajoute à Vp, est l’énergie de répulsion coulombienne "directe" d’une
charge q en r créée par une charge q en r’ :
Ve-e (r, r’) =
q2
4piε0εin|r− r’| (2.13)
En utilisant les mêmes approximations que pour le calcul de la self-énergie (2.6) et
avec ψ1 = ψ2, on obtient [Lannoo 1995] :
Ee-e (R) = q
2
4piε0R
( 1
εout
+ 0.79
εin
)
(2.14)
Ce résultat sera, comme pour la self-énergie (2.6), utilisé dans la suite quels que
soient les états électroniques considérés. Les calculs sont fournis sur les figures 2.3
et 2.4.
Figure 2.3 – Self-énergie Σ et énergie de répulsion coulombienne Ee-e en fonc-
tion de l’épaisseur d’oxyde séparant les premiers voisins dans un réseau cubique de
nanocristaux. Cette dépendance est due à l’utilisation du modèle de milieu effectif.
Remarque : Dans la limite de nanocristaux métalliques (εin → ∞), l’équation
(2.14) devient :
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Ee-e (R) εin→∞−−−−→ q
2
4piε0εoutR
= q
2
Cs
(2.15)
avec Cs qui est donné par l’équation (2.8). Dans ce cas la répulsion directe entre les
charges est totalement écrantée.
a. b.
Figure 2.4 – Abaques pour la self-énergie Σ et la répulsion coulombienne Ee-e.
2.4 Spectre d’addition et blocage de coulomb
n Etot µ =
(
∂G
∂n
)
T,P
' E(n)− E(n− 1) ∆µ = µ(n)− µ(n− 1)
1 Σ Σ Σ
2 2Σ + Ee-e Σ + Ee-e Ee-e
3 3Σ + 3Ee-e Σ + 2Ee-e Ee-e
4 4Σ + 6Ee-e Σ + 3Ee-e Ee-e
Tableau 2.2 – Évolution de l’énergie totale Etot (à une constante près), du potentiel
chimique µ et de sa variation ∆µ en fonction du nombre de charges dans n injectées
dans le nanocristal. Dans cet exemple, n est inférieur à la dégénérescence du niveau
électronique considéré.
A partir des résultats précédents, on peut calculer l’énergie totale des électrons
[Franceschetti 2000] :
Etot = E0 +
∑
i
(Ei + Σi)ni +
∑
i<j
Ee-eij ninj
= E0 +
∑
i
(Ei + Σ)ni +
1
2E
e-eN(N − 1)
(2.16)
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avec ni ∈ {0, 1} le nombre d’occupation de l’état mono-électronique i (l’énergie
d’échange entre deux électrons de spins parallèles étant négligée) et N = ∑i ni le
nombre total d’électrons dans le nanocristal.
L’influence de la self-énergie Σ et de l’énergie de répulsion coulombienne Etot
sur le décalage des niveaux d’énergie calculés dans le chapitre précédent est résumée
sur le tableau 2.2 et les figures 2.5 et 2.6.
Remarque : A partir du modèle capacitif présenté précédemment et à la condi-
tion que Σ = Ee-e/2 (ce qui est exact dans la limite métallique), on peut réécrire
l’équation (2.16) :
Etot = E0 +
∑
i
Eini +
1
2Ctot
ni +
1
2Ctot
ni(ni − 1)
= −ηeV qtot +
∑
i
neE
e
i −
∑
i
nhE
h
i +
1
2Uq
2
tot
(2.17)
avec, si l’on prend le schéma STM sur la figure 2.6, Ctot = e2/(C1 + C2), η =
C1/(C1 + C2), U = e2/(C1 + C2) et qtot = ne − nh avec ne (nh) le nombre d’élec-
trons (trous).
Figure 2.5 – Décalage des niveaux électroniques suivant le nombre d’électrons
injectés. Notons que dans le cas schématisé le niveau LUMO est au moins trois fois
dégénéré. La situation est symétrique pour les trous.
Cette dernière équation se généralise en fait à un réseau de nanocristaux dans
la limite métallique (les niveaux d’énergie dans le nanocristal Ei pris égaux à 0) :
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Etot =
1
2Q
+C−1Q + Q+.Vext
= 12
∑
NC a,b
QaC
−1
ab Qb +
∑
NC a
QaV exta
(2.18)
Cette dernière équation est très utilisée pour décrire le transport électronique dans
des nanostructures métalliques associé à une équation de type Γab(∆Eabtot) et à un
algorithme de type Monte-Carlo [Middleton 1993, van der Wiel 2002, Blunt 2007,
Šuvakov 2010, Kane 2011] comme nous le verrons dans la partie II. Q est le vecteur
dont chaque élément Qa est la charge totale qatot sur chaque nanocristal a, chaque
élément diagonal Caa de la matrice capacitance C est la capacité totale Caa = Catot
de chaque nanocristal a, chaque élément non diagonal de la matrice capacitance est
la capacité mutuelle Cab = Cabm entre deux nanocristaux a et b (l’énergie d’interac-
tion coulombienne sera traitée dans la seconde partie II), enfin Vext est le vecteur
dont chaque élément V exta est la potentiel appliqué par les électrodes sur le nano-
cristal.
2.5 Attraction électron-trou
En utilisant les mêmes approximations que pour le calcul de la self-énergie et de
l’énergie de répulsion coulombienne, on peut également calculer l’énergie d’attrac-
tion coulombienne (directe et par le biais de la charge image) entre un électron et
un trou éventuellement présents dans un nanocristal [Delerue 2004, Lannoo 1995] :
EX (R) =
1.79q2
4piε0εinR
− 0.94 q
2
4piε0εinR
(
εin − εout
εin + εout
)
(2.19)
Les résultats calculés à partir de cette relation sont fournis sur la figure 2.7. No-
tons que cette attraction électron-trou a pu être mesurée en spectroscopie tunnel
[Swart 2010].
Notons enfin que, dans les nanocristaux de silicium, les self-énergies de l’électron
Σe et du trou Σh compensent l’énergie d’attraction excitonique EX [Delerue 2000],
ainsi le gap optique est sensiblement le même que le gap électronique :
EoptiqueG = E
1e
G + Σe + Σh − EX︸ ︷︷ ︸
'0
(2.20)
En conclusion, à partir des résultats de ce chapitre, nous sommes en mesure de
calculer les décalages en énergie des niveaux électroniques calculés dans le chapitre
précédent liés aux interactions électrostatiques entre charges positionnées sur le
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Figure 2.6 – Représentation schématique des spectres d’addition et d’excitation pour un nanocristal semi-
conducteur observé en spectroscopie tunnel (Scanning Tunneling Microscopy, STM)[Niquet 2001, Banin 1999, Bakkers 2001,
Niquet 2002, Liljeroth 2006a]. Sur chaque palier le nombre de charges qui passe à travers le nanocristal est noté sachant que
chaque niveau est dégénéré 2 fois dans cet exemple. Le spectre d’addition est obtenu lorsque Γ2  Γ1 où Γ1,2 est le taux de
transfert tunnel. Dans ce cas les charges s’accumulent dans le nanocristal et à chaque charge supplémentaire qu’on souhaite
faire passer à travers, il faut apporter l’énergie de répulsion coulombienne Ee-e en plus de la différence d’énergie entre
niveaux électroniques. Notons que dans le cas d’une nanostructure métallique, la densité d’états est continue ainsi il faut
juste fournir l’énergie Ee-e à chaque charge supplémentaire. On observe donc dans ces conditions le blocage de Coulomb.
Le spectre d’excitation est obtenu lorsque Γ2  Γ1. Dans ce cas aucune charge ne s’accumule et chaque palier est alors
représentatif de la structure électronique.
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Figure 2.7 – Énergie de liaison de l’exciton (paire électron-trou) EX en fonction
du rayon du nanocristal.
même nanocristal ainsi qu’entre les charges et leur environnement. Ces décalages
sont ainsi calculés pour chaque nanocristal en fonction de son rayon et de la
proximité des autres nanocristaux de manière perturbative c’est-à-dire
indépendamment du calcul des états électroniques. Ils sont également supposés
indépendants du niveau de charge et de la forme de la fonction d’onde. Nous
verrons dans le chapitre 5 comment calculer les interactions électrostatiques entre
charges positionnées sur des nanocristaux différents en prenant en compte
l’influence d’éventuelles électrodes métalliques de manière à avoir un traitement
complet des interactions électron-électron à courte comme à longue distance.
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Chapitre 3
Propriétés optiques
Dans ce chapitre, nous nous attachons à calculer l’absorption assistée par les
phonons dans des nanocristaux de silicium dans la mesure où nous nous
intéressons à l’application photovoltaïque, c’est à dire à une gamme d’énergie où
les processus optiques dominants sont indirects. Les probabilités d’absorption d’un
photon assisté par les phonons sont calculées en théorie des perturbations à l’ordre
deux : l’interaction électron-photon est décrite dans l’approximation dipolaire et
l’interaction électron-phonon est décrite dans l’approximation du potentiel de
déformation. C’est donc l’occasion d’introduire des notions importantes, en
particulier le principe de Franck-Condon et les recombinaisons aux interfaces dont
les probabilités pourront, tout comme les recombinaisons radiatives, être
paramétrées à partir de résultats théoriques et expérimentaux de la littérature.
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3.2 Absorption et taux de génération . . . . . . . . . . . . . . . . 52
3.3 Recombinaison radiative et non-radiative . . . . . . . . . . . 59
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0096/these.pdf 
© [H. Lepage], [2012], INSA de Lyon, tous droits réservés
48 Chapitre 3. Propriétés optiques
Avant de commencer, rappelons qu’il existe trois types d’interaction du rayon-
nement avec les électrons (voir figure 3.1)
• l’absorption : l’électron passe de la bande de valence (BV) à la bande de
conduction (BC) par absorption d’un photon qui donne son énergie à l’élec-
tron.
• l’émission spontanée : l’électron passe de la BC à la BV par émission d’un
photon qui récupère l’énergie perdue par l’électron.
• l’émission stimulée : Un premier photon induit le passage de l’électron de la
BC à la BV par émission d’un second photon de même énergie et de même
phase que le premier.
Figure 3.1 – Représentation schématique des interactions du rayonnement avec les
électrons.
Dans ce chapitre nous nous intéressons uniquement aux deux premières formes
d’interaction lumière-matière c’est à dire à l’absorption, qui permet la génération
de paires électron-trou, et à l’émission spontanée, responsable parmi d’autres phéno-
mènes de la recombinaison des paires électron-trou. L’émission stimulée [Negro 2003],
qui est à la base de l’effet laser, n’est pas décrite dans cette thèse.
3.1 Transition directe et assistée par les phonons
Il existe deux types de semiconducteurs : les semiconducteurs à gap direct et
les semiconducteur à gap indirect. Lorsque le gap est dit direct, le maximum de la
bande de valence et le minimum de la bande de conduction sont situés au même
point k, en revanche dans le cas où le semiconducteur est qualifié d’indirect, ils sont
situés sur des points k différents.
Ainsi, dans le cas d’un gap direct et pour un matériau massif, un électron peut
passer de la bande de conduction à la bande de valence par absorption ou émission
d’un photon à l’énergie de gap optique (voir la figure 3.2). Les transitions directes
sont des processus à deux corps (électron-photon) :{ |Ebc − Ebv| = ~ω
|kbc − kbv| = 0
(3.1)
~ω étant l’énergie du photon. En revanche, dans le cas d’un gap indirect, pour
absorber ou émettre un photon à l’énergie du gap, il faut également émettre ou
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absorber un phonon pour respecter la conservation de la quantité de mouvement
(voir la figure 3.2). Les processus indirects sont donc des processus à trois corps
(électron-phonon-photon) : { |Ebc − Ebv| = ~ω + ~ωph
|kbc − kbv| = q
(3.2)
~ω étant l’énergie du phonon. Dans les équations précédentes nous avons négligé le
vecteur d’onde du photon qui est très petit comparé à celui du phonon. Notons que
cette contrainte rigoureuse pour un semi-conducteur massif est en partie levée par
le confinement quantique qui introduit une incertitude importante sur la quantité
de mouvement des états électroniques du nanocristal en vertu du principe d’incer-
titude d’Heisenberg ∆x∆p ≥ ~/2 . Ceci dit les transitions indirectes restent plus
fréquentes que les transitions directes [Hybertsen 1994, Kovalev 1998, Delerue 2001,
Moskalenko 2007, Belyakov 2008].
En plus de ces règles de conservation, pour qu’une transition optique soit non-
nulle, il faut qu’elle respecte certaines règles de sélection qui correspondent à des
conditions de symétrie sur les états électroniques comme nous l’expliciterons dans
la suite à partir des symétries fournies dans le chapitre 1 concernant la structure
électronique.
Enfin, pour calculer ces probabilités de transitions par unité de temps notées
Γ, on utilise la règle d’or de Fermi (perturbation dépendant du temps) au premier
ordre pour les transitions directes entre un état initial |i〉 d’énergie Ei et un état
final |f〉 d’énergie Ef :
Γif =
2pi
~
|〈f |Hop|i〉|2δ(Ef − Ei) (3.3)
où Hop est l’hamiltonien d’interaction électron-photon. Et on utilise la théorie des
perturbations dépendant du temps au deuxième ordre pour les transitions indirectes
[Kim 2011] :
Γif =
2pi
~
∑
n
∣∣∣∣∣∣∣∣∣
〈f |Hph|n〉〈n|Hop|i〉
En − Ei − ~ω︸ ︷︷ ︸
chemin 1
+ 〈f |Hop|n〉〈n|Hph|i〉
En − Ei ± ~ωph︸ ︷︷ ︸
chemin 2
∣∣∣∣∣∣∣∣∣
2
δ(Ef − Ei − ~ω ± ~ωph)
(3.4)
où Hph est l’hamiltonien d’interaction électron-phonon, ~ω est l’énergie du photon
et ~ωph est l’énergie du phonon. Dans le calcul que nous ferons par la suite, le terme
correspondant au chemin 2 est nul car les états intermédiaires |n〉 sont dans ce cas
occupés (voir la figure 3.2).
Dans ces dernières équations, le delta de Dirac δ garantit la conservation de l’éner-
gie, pourtant les transitions optiques entre niveaux électroniques discrets ne sont
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Figure 3.2 – Représentation schématique des mécanismes d’absorption directe (à
gauche) et indirecte (à droite) dans un semi-conducteur massif. En ce qui concerne
le semi-conducteur indirect, l’absorption peut emprunter deux chemins : absorption
du photon ~ω et absorption/émission du phonon q de manière cohérente (chemin
1) ou l’inverse (chemin 2).
pas des raies infiniment fines. Dans les nanocristaux de silicium et à température
ambiante, un élargissement gaussien a été observé avec une largeur à mi-hauteur
entre 100 et 150 meV [Sychugov 2005b, Sychugov 2005a]. Il existe en fait plusieurs
phénomènes qui aboutissent à l’élargissement de ces raies optiques. Dans le cas pré-
sent, le phénomène prépondérant responsable de cet élargissement est le couplage
électron-phonon. Les détails théoriques de ce couplage et de son influence sur l’élar-
gissement des niveaux électroniques seront développés au chapitre 5 qui traite du
transport électronique. Lorsque la charge passe d’un état électronique à un autre,
par exemple lorsqu’elle passe de l’état HOMO à l’état LUMO après absorption d’un
photon, les atomes du réseau se réorganisent suite au changement de potentiel créé
par la charge, autrement dit leur position d’équilibre change sous l’influence de la
nouvelle position de la charge. Cependant le principe de Franck-Condon stipule
qu’une transition électronique se produit suffisamment vite pour qu’elle ait lieu
sans modifications des positions des noyaux de l’entité et de son environnement.
La transition est dite verticale sur un diagramme de configuration des coordonnées
3.3. C’est donc seulement après l’absorption que la réorganisation des atomes opère
par émission de phonons comme résumé sur la figure 3.3. A partir de cette figure et
des résultats du chapitre 5, on peut (dans la limite classique) faire les substitutions
suivantes pour l’absorption [Delerue 2004] :
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δ(Ef −Ei − ~ω ± ~ωph)→ 1√4piλkBT
exp
(
−(Ef − Ei − ~ω ± ~ωph + λ)
2
4λfkBT
)
(3.5)
avec λ = ∑j λj (l’indice j fait référence au mode de phonon). Pour l’émission :
δ(Ef−Ei−~ω)±~ωph)→ 1√4piλkBT
exp
(
−(Ef − Ei − ~ω)± ~ωph − λ)
2
4λikBT
)
(3.6)
Ces expressions introduisent non seulement un élargissement énergétique des raies
optiques de largeur à mi-hauteur égale à 4
√
λkBT ln 2, mais aussi un décalage de
ces raies égal à l’énergie de relaxation λ = ∑j Sj~ωj (aussi appelée énergie de
Franck-Condon) pour l’absorption comme pour l’émission ({Sj} sont les facteurs
de Huang-Rhys [Huang 1950]). Ainsi l’énergie d’émission est inférieure à l’énergie
d’absorption et cette différence est habituellement nommée décalage de Stokes (voir
la figure 3.3)[Takagahara 1996, Franceschetti 2003, Puzder 2003] :
Estokes = Eabsorption − Eémission = 2λ (3.7)
Figure 3.3 – Diagramme de configuration du réseau atomique. L’énergie est donnée
en fonction de la coordonnée normale Qj du mode de phonon j, Q(i)j (Q
(f)
j ) est ici
la position d’équilibre des phonons lorsque l’électron est dans son état fondamental
(excité), ainsi ∆Qj = |Q(i)j − Q(f)j |. En vert sont représentés les états propres des
phonons dans le mode j avec leur nombre d’occupation respectif (voir la figure C.1
de l’annexe C).
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3.2 Absorption et taux de génération
La littérature donne plusieurs résultats d’absorption pour des nanocristaux de
silicium obtenus expérimentalement [Hernandez 2008, Mirabella 2009] et théorique-
ment [Hybertsen 1994, Trani 2007, Poddubny 2010]. Les résultats expérimentaux
sont difficiles à interpréter car il existe plusieurs incertitudes concernant la taille, la
distribution ou encore la densité des nanocristaux de l’échantillon. Aussi les résul-
tats théoriques sont insuffisants, soit ils ne concernent que les transitions directes
qui ne deviennent prépondérantes qu’à partir d’une énergie qui se situe autour du
gap direct du silicium (3,19 eV) [Poddubny 2010], soit ils se limitent à de tout petits
nanocristaux [Hybertsen 1994] ou les deux [Trani 2007]. Dans les deux cas les résul-
tats fournis ne sont pas exploitables tels quels dans le cas d’un matériau préssenti
pour absorber la lumière visible du spectre solaire (autour de 1,5 eV, voir la figure
11).
Nous cherchons donc à évaluer l’absorption assistée par les phonons pour des
nanocristaux de silicium. Nous utiliserons les résultats du chapitre 1 concernant
leur structure électronique. Nous devons aussi dériver les expressions des éléments
de matrice contenus dans l’équation (3.4) et utiliser la substitution (3.5).
Nous commençons par l’élément de matrice relatif à l’absorption 〈n|Hop|i〉. On
traite le problème de l’interaction lumière-matière dans un cadre classique où la
lumière a la forme d’une onde électromagnétique (et non d’un champ quantique de
photon). A partir des équations de Maxwell, la forme d’une onde électromagnétique
se propageant dans un milieu de type solide à nanocristaux est :
E(r, t) = −eE0 sin(Q.r− ωt)
B(r, t) = Q×E(r, t)
ω
(3.8)
On en déduit l’expression du potentiel vecteur défini par E(r, t) = −∂A(r,t)∂t :
A(r, t) = eE0
ω
cos(Q.r− ωt) = eA0 cos(Q.r− ωt) (3.9)
Ainsi que l’expression du vecteur de Poynting défini par Π = E(r,t)×B(r,t)µ0 :
Π = (E.E)Q
ωµ0
(3.10)
On obtient donc le flux de photons par unité d’aire en divisant la puissance portée
par l’onde électromagnétique (par unité d’aire) |〈Π〉| par l’énergie du photon et en
sachant que Q = (ω/c)nop :
Φ = |〈Π〉|
~ω
= ε0cnopω
2A20
2~ (3.11)
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avec nop =
√
εout calculé à partir de (2.2) où l’on remplace les permittivités statiques
par leur équivalent dynamique. Or en présence d’un potentiel vecteur, l’hamiltonien
s’écrit [Cohen-Tannoudji 1977] :
H = 12m0
(p− qA(r, t))2 + V = p
2
2m0
+ V − q
m0
A.p + q
2A2
2m0
(3.12)
Ainsi, en supposant négligeable le dernier terme de l’équation précédente à faible
illumination, l’hamiltonien d’absorption s’écrit :
Hop ' − q
m0
A.p = − qA02m0e.p
ei(Q.r−ωt)︸ ︷︷ ︸
absorption
+ e−i(Q.r−ωt)︸ ︷︷ ︸
émission
 (3.13)
Ce qui permet de calculer l’élément de matrice pour l’absorption :
|〈n|Hop|i〉|2 = q
2A20
4m20
|〈n|e.p|i〉|2 (3.14)
Expression qu’il faut multiplier par un facteur de champ local F 2 qui rend compte de
la distribution du champ électrique entre la matrice et les nanocristaux [Delerue 2004] :
F = 3n
2
out
n2in + 2n2out
(3.15)
De plus, on peut considérer que les photons n’ont pas une direction de propagation
e définie du fait par exemple de leur diffusion dans l’air et/ou dans le matériau (voir
l’annexe B en ce qui concerne la diffusion optique dans un solide à nanocristaux).
On écrit donc l’élément de matrice comme :
|〈n|Hop|i〉|2 = q
2Φ~F 2
6m20ε0c0nopω
∑
α=x,y,z
|〈n|pα|i〉|2 (3.16)
Enfin, l’approximation d’un potentiel variant lentement pour la fonction enveloppe
par rapport à la fonction de Bloch permet d’écrire :
|〈n|pα|i〉| ' |〈un|pα|ui〉|
∫
ψ∗nψid
3r (3.17)
avec |〈un|pα|ui〉| = |〈uc,0|pα|uv〉| = pcv = 1.05~/a0 en Γ [Cardona 1966] dans le cas
où la transition est permise par les règles de sélection. Rappelons que un = uc,0
et ui = uv correspondent aux fonctions de Bloch en Γ des électrons et des trous
respectivement, et que ψn et ψi correspondent à leurs fonctions enveloppes (voir la
figure 3.4). Cette dernière approximation simplifie considérablement le problème.
Nous passons maintenant au calcul de l’élément de matrice 〈f |Hph|n〉. Pour com-
mencer ce calcul de l’émission/absorption d’un phonon, nous utilisons l’hamiltonien
d’interaction électron-phonon suivant (voir l’équation (C.44) et [Kim 2011]) :
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Hph(r) =
∑
q,σ
√
~
2ρcΩωph
D
aq,σeiq.r︸ ︷︷ ︸
absorption
+ a+q,σe−iq.r︸ ︷︷ ︸
émission
 (3.18)
Ω = 4piR3/3 est le volume du nanocristal, ρc est la densité volumique du nano-
cristal avec ρc=2.33 g/cm3 pour le silicium. ωph est la pulsation du phonon et
D est le potentiel de déformation. aq,σ et a+q,σ sont les opérateurs d’annihilation
et de création respectivement d’un phonon de vecteur d’onde q et de polarisa-
tion σ. Le silicium ayant 2 atomes par maille élémentaire, il y a 6 branches de
phonons. Nous ne considérons dans ce qui suit que l’effet des phonons optiques
(2 branches optiques transverses (TO) et 1 branche optique longitudinale (LO))
connus pour dominer dans les transitions optiques inter-bandes dans le silicium
[Hybertsen 1994, Moskalenko 2007]. Aussi, connaissant la densité d’états des pho-
nons dans les nanocristaux de silicium [Valentin 2008b] reproduite dans l’annexe
C, nous pouvons faire le choix de ne considérer que les phonons de vecteur d’onde
|q| = k0 = 0.852pia0 (au nombre de 3) correspondant au vecteur d’onde du minimum
de la bande de conduction du silicium (voir le chapitre 1). Aussi nous considérons
~ωLO(k0) ' ~ωTO(k0) ' 60 meV et nous utilisons un même potentiel de défor-
mation D = 0, 8 eV/Å pour ces 3 modes de phonon [Aeberhard 2011]. Enfin, les
phonons, qui sont des bosons, suivent la statistique de Bose-Einstein :
Nq =
1
exp
(
~ωq
kBT
)
− 1
(3.19)
A 300 K et pour des phonons optiques Nq = 0, 11. Nous pouvons donc, pour
simplifier le problème, négliger l’absorption de phonons. Dans ces conditions, le
calcul de l’élément de matrice relatif à l’émission d’un phonon est :
|〈f |Hph|n〉|2 =
∑
q,σ
~D2
2ρcΩωph
(Nq + 1)δkf ,kn+q|〈f |n〉|2 (3.20)
Avec (en faisant la même approximation que dans l’équation (3.17))
|〈f |n〉|2 = |〈uf |un〉|2
(∫
φ∗fφnd
3r
)2
(3.21)
avec |〈uf |un〉| = pcc = 0.75 [Cardona 1966]. Rappelons que uf = uc,k0 et ψf corres-
pondent à la fonction de Bloch et à la fonction enveloppe des électrons en ∆1 (voir
la figure 3.4).
Nous obtenons au final pour un éclairement monochromatique de pulsation ω :
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Γabs =
∑
i,n,f
∑
q,σ
[
piq2F 2Φ(
∑
α
|〈un|pα|ui〉|2)
(∫
φ∗nφid
3r
)2 ~D2(Nq + 1)|〈uf |un〉|2 (∫ φ∗fφnd3r)2
(En − Ei − ~ω)2m2ε0cnopω6ρcΩωph
× 1√
4piλfkBT
exp
(
− (Ef − Ei − ~ω + ~ωph + λf )
2
4λfkBT
)]
(3.22)
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Figure 3.4 – Schéma de l’absorption indirecte dans un nanocristal de silicium. La
structure électronique est dessinée en gris pour le silicium massif et en rouge pour
le nanocristal. Notons que l’absorption d’un phonon est négligée.
De cette équation finale, on peut déduire plusieurs grandeurs très utiles notam-
ment pour faire le lien avec différentes méthodes de caractérisation (par exemple
l’absorption et l’ellipsométrie) :
• La section efficace d’absorption d’un nanocristal σ = Γ/Φ.
• Le coefficient d’absorption α = NNCσ avec NNC la concentration de nano-
cristaux.
• Le coefficient d’extinction kop = λlα/(4pi) avec λl = 2pic/ω la longueur d’onde
de la lumière incidente (avant pénétration du solide).
• La partie réelle de la constante diélectrique ε′ = n2op − k2op.
• La partie complexe de la constante diélectrique ε′′ = 2nopkop.
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Remarque : La force d’oscillateur fif est aussi couramment employée pour ca-
ractériser les transitions optiques en spectroscopie :
fif =
2mωif
~
|〈f |r|i〉|2 = 2
~mωif
|〈f |p|i〉|2 (3.23)
Règles de sélection : Les états |i〉, |n〉 et |f〉 possèdent certaines symétries qui
nous permettent de déterminer si certains termes de la somme de l’équation (3.22)
sont nuls ou non. En particulier, certains des termes |〈un|pα|ui〉|2 ou |〈uf |un〉|2 sont
nuls, il s’agit de règles de sélection que l’on peut évaluer en regardant la parité
des termes 〈un|pα|ui〉 ou 〈uf |un〉. Par exemple (voir le tableau 1.2 et les équations
(1.36)) :
〈u|n〉1 |py|u|i〉0 〉 ∝ 〈−
√
1
2(x+ iy)|y|xy〉 ∝ −
√
1
2
(
〈x2y2〉+ i〈xy3〉
)
(3.24)
Le premier terme entre parenthèses de cette dernière équation est non nul car il
est pair suivant chaque variable d’espace, le second est nul car il est impair suivant
au moins une de ces variables. Cette règle de sélection associée aux résultats de
la littérature [Cardona 1966] permet d’éditer les tableaux 3.1 et 3.2. A ces règles
de sélections s’ajoutent des règles de sélection sur les fonctions enveloppes dans
la mesure où les harmoniques sphériques sont orthonormales. Tout est maintenant
disponible pour calculer la section efficace d’absorption dans un nanocristal, les ré-
sultats sont donnés dans la figure 3.5.
|i〉 |n〉 ∑α=x,y,z |〈un|pα|ui〉|2
u−1 u−1 p2cv
u−1 u0 p2cv
u−1 u1 p2cv
u0 u−1 p2cv
u0 u0 0
u0 u1 p2cv
u1 u−1 p2cv
u1 u0 p2cv
u1 u1 p2cv
Tableau 3.1 – Règle de sélection pour les transitions optiques entre les états de
Bloch initiaux (bande de valence) et les états de Bloch intermédiaires (bande de
conduction au milieu de la première zone de Brillouin).
On peut alors calculer pour chaque nanocristal de rayon R le taux de génération
ΓG sous illumination Air Mass 1.5 (donnée dans la figure 3.6) à partir de l’équation :
ΓG =
∫
σ(λl)Φ(λl)dλl (3.25)
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|n〉 |f〉 |〈uf |un〉|2
u−1 u−1 p2cc/2
u−1 u0 p2cc/2
u−1 u1 0
u0 u−1 0
u0 u0 0
u0 u1 p2cc/2
u1 u−1 p2cc/2
u1 u0 p2cc/2
u1 u1 0
Tableau 3.2 – Règle de sélection pour les transitions entre les états de Bloch inter-
médiaires (bande de conduction au milieu de la première zone de Brillouin) et les
états de Bloch finaux (minimum de la bande de conduction).
Figure 3.5 – Section efficace d’absorption pour deux rayons de nanocristaux. No-
tons que plus le nanocristal est petit, plus le seuil d’absorption se situe à une énergie
élevée du fait du confinement quantique. Aussi on remarque qu’il faudrait calculer
plus d’états électroniques pour obtenir l’absorption autour de 3 eV des nanocristaux
de 2,4 nm de rayon.
Nous obtenons alors les résultats de la figure 3.7. Nous pouvons remarquer que le
taux de génération est très fortement dépendant du rayon du nanocristal. En fait les
nanocristaux ont une densité d’états discrète, il faut donc que l’énergie des niveaux
électroniques coïncide avec le spectre solaire. Ceci dit, les hypothèses employées
pour le calcul de la structure électronique amplifie la dégénérescence des niveaux
électroniques d’un nanocristal qui sont en réalité plus éclatés. En effet, certaines
hypothèses comme la sphéricité des nanocristaux ou l’isotropie du cristal tendent
à concentrer les niveaux électroniques sur certains niveaux d’énergie d’où la forte
dégénérescence de ces niveaux (voir les figures 1.3 et 1.5). Il devient donc difficile de
faire la différence entre la réalité physique et l’influence des hypothèses employées
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Figure 3.6 – Flux de photons sous éclairement Air Mass 1.5 en fonction de la
longueur d’onde des photons incidents.
Figure 3.7 – Taux de génération par nanocristal sous éclairement AM1.5 en fonc-
tion du rayon du nanocristal.
concernant cette forte dépendance du taux de génération avec le rayon du nano-
cristal.
Cependant, malgré la difficulté liée à l’incertitude sur les paramètres expéri-
mentaux (taille et densité de nanocristaux par exemple) nous pouvons noter que
des résultats expérimentaux font état d’une section efficace d’absorption autour de
10−18 cm2 pour une longueur d’onde d’illumination de 650 nm et un rayon de 2
nm environ [Daldosso 2006] ce qui semble raisonnablement en accord avec les ré-
sultats théoriques présentés ici. Enfin, ces résultats montrent que l’absorption des
nanocristaux de silicium n’est pas franchement meilleure que celle du silicium, on
peut faire l’hypothèse que le confinement quantique, qui améliore la probabilité des
transitions optiques, est compensée par la nature discrète de la densité d’états et
par la concentration limitée des nanocristaux dans un solide à nanocristaux.
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Aussi, les résultats de la diffusion de la lumière nous montrent qu’elle est plus
efficace que l’absorption (voir l’annexe B), on peut donc penser que le chemin par-
couru par la lumière avant d’être absorbée sera tortueux ce qui pourrait avoir un
impact sur l’absorption. Pour évaluer l’impact de la diffusion sur l’absorption, nous
avons simulé le transport de la lumière dans l’annexe B.
Remarque : Il est possible de créer plusieurs excitons à chaque absorption d’un
photon dans les semiconducteurs et dans les nanocristaux de silicium en particulier
[Beard 2007, Timmerman 2011]. Ce phénomène est appelé "Carrier Multiplication".
Ce phénomène encore largement débattu est souvent présenté comme pouvant don-
ner naissance à des cellules photovoltaïques très performantes. Si l’efficacité de ce
phénomène était de 100 % il pourrait avoir un impact important sur l’efficacité
d’une cellule solaire [Nair 2011], or il semble que ce ne soit pas le cas [Delerue 2010].
Et pour générer deux excitons, il faudrait un photon d’énergie > 2Eg qui est peu
présent dans le flux de photons du spectre solaire en ce qui concerne le silicium.
3.3 Recombinaison radiative et non-radiative
Les recombinaisons radiatives, c’est à dire la luminescence des nanocristaux
peut être observée expérimentalement afin de déterminer le gap optique du ma-
tériau en photoluminescence ou en électroluminescence par exemple. Depuis les
travaux de Canham qui ont montré une luminescence des nanostructures de Si
[Canham 1990], en l’occurrence dans le silicium poreux, de nombreuses études
(si nombreuses qu’il est quasi impossible d’en faire la liste !) ont porté sur la lu-
minescence des nanocristaux de silicium en photoluminescence parmi lesquelles
[Kovalev 1998, Valenta 2002, Delerue 2006].
De nombreux travaux se sont concentrés sur l’influence de l’interface entre le
nanocristal et l’oxyde sur les propriétés de luminescence des nanocristaux de si-
licium, parmi lesquels [Kanemitsu 1997, Wolkin 1999, Daldosso 2003, Wang 2005,
Zimina 2006, Matin 2008, Godefroo 2008, Sykora 2008, Dohnalova 2009] et enfin
[Romanyuk 2010, Pereira 2011]. Ces travaux permettent de révéler l’importance de
la chimie de l’interface entre la nanostructure et l’environnement sur les propriétés
optiques et/ou électriques. Ces études sont essentielles pour comprendre le maté-
riau dans son ensemble (nano-objet/interface/assemblage), elles montrent que la
zoologie des défauts aux interfaces est importante et qu’elle dépend largement des
conditions de synthèse du matériau. Ainsi le taux de recombinaison dans un nano-
cristal ΓR est :
ΓR = Γrad + Γnon-rad (3.26)
Les recombinaisons radiatives peuvent donc être dominées par les recombinaisons
non-radiatives liées aux états d’interface ce qui peut considérablement réduire les
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performances du matériau pour une cellule solaire. En effet la nano-structuration
du matériau entraîne inévitablement une explosion de la surface spécifique du ma-
tériau qui varie comme l’inverse de la taille des nanocristaux.
Nous négligerons la présence des états d’interface dans la deuxième partie de
cette thèse qui concerne le transport électronique. Ce choix délibéré est rendu né-
cessaire, du moins dans un premier temps, pour simplifier le problème du transport
électronique. Ce n’est que dans un second temps, après avoir bien compris le trans-
port sans défauts, que l’ajout de ces derniers et leur influence sur le transport sera
nécessaire pour prendre en compte le piégeage/dépiégeage des charges. Notons aussi
que nous négligeons les défauts de l’oxyde (voir par exemple [Skuja 2005]).
En ce qui concerne les propriétés optiques, dans le cas de la recombinaison ra-
diative, le processus est le même que pour l’absorption, mais le mécanisme étant
dans ce cas spontané, la dérivation de l’élément de matrice 〈n|Hop|i〉 est différente,
aussi on ne se préoccupe que de la transition entre l’état initial LUMO et l’état
final HOMO. Nous n’en ferons pas la démonstration, nous utiliserons directement
les résultats théoriques fournis dans la littérature [Delerue 2001, Moskalenko 2007,
Belyakov 2008].
Pour les recombinaisons non-radiatives essentielles comme nous l’avons souligné
plus haut, on peut soit s’appuyer sur les résultats expérimentaux soit sur les résul-
tats théoriques concernant les liaisons pendantes à l’interface [Delerue 1993] ou les
recombinaisons par effet Auger [Mahdouani 2009, Robel 2009].
Enfin, en annexe est présentée une méthode originale pour caractériser la du-
rée de vie des paires électron-trou autrement qu’en utilisant la photoluminescence
résolue en temps.
Remarque : Un phénomène très étudié ces dernières années et aussi très contro-
versé est le phénomène de clignotement (blinking en anglais) qui concerne tous les
émetteurs nanométriques [Stefani 2009] et qui a pu être évité récemment [Wang 2009,
Spinicelli 2009], qui signifie que la luminescence du nanocristal s’allume et puis
s’éteint par intermittence. Elle s’observe donc aussi pour les nanocristaux de si-
licium [Sychugov 2005b, Bruhn 2011] et explique potentiellement la nature de la
luminescence de ces derniers [Dunn 2009].
En conclusion, nous avons pu déterminer dans ce chapitre le coefficient
d’absorption d’un solide à nanocristaux de silicium. Ce résultat est essentiel dans
la mesure où l’épaisseur du matériau absorbeur d’une cellule photovoltaïque est
conditionnée par sa capacité à absorber la lumière. Or, une faible épaisseur
présente deux avantages : les coûts de fabrication sont réduits car la quantité de
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matière nécessaire est minimisée et les porteurs doivent parcourir une plus petite
distance pour atteindre les électrodes d’où une meilleure collecte des charges
générées. En l’occurrence, nous avons montré que l’absorption dans un solide à
nanocristaux de silicium est proche de celle du silicium massif ce qui implique une
épaisseur de plusieurs centaines de µm. Il reste, dans le cadre de l’application
photovoltaïque, à déterminer le temps de vie et la mobilité des porteurs.
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Deuxième partie
Transport électronique dans les
solides à nanocristaux
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Chapitre 4
Les régimes de transport
électronique
Le transport électronique dans les nanocristaux est un sujet largement traité dans
la littérature. En effet les nanocristaux ayant été envisagés dans de nombreux
dispositifs (voir l’introduction générale), ils font l’objet d’une vaste littérature
théorique comme expérimentale. Par ailleurs, et contrairement aux matériaux
massifs, les nanocristaux constituent en quelque sorte un système modèle pour
explorer les régimes de transport électronique. Les matériaux employés, la
géométrie choisie, la concentration de charges, le désordre etc... de nombreux
paramètres peuvent faire basculer le matériau d’un type de comportement
électrique à un autre. La vocation de ce chapitre est d’introduire les différents
formalismes qui servent à décrire le transport électronique dans les nanocristaux et
les relations qu’ils entretiennent.
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Pour commencer, rappelons que lorsque les contraintes appliquées à un système
changent, par exemple lorsqu’on impose un champ électrique ou un gradient de
température, le système se trouve hors-équilibre. Le système répond alors en étant
traversé par un flux (de charges dans le premier exemple), il est le siège de phéno-
mènes de transport. A l’instant où la contrainte est appliquée au système, le régime
de flux est d’abord transitoire puis finit par atteindre un régime permanent. Enfin
si ces contraintes sont supprimées, le système retourne à l’équilibre suivant un pro-
cessus de relaxation irréversible.
Dans le cadre de cette thèse, nous nous intéressons au transport électronique en
particulier, c’est à dire au flux de charges traversant le système formé par un empi-
lement de nanocristaux semi-conducteurs lorsqu’une différence de potentiel, qui se
traduit par un champ électrique, est appliquée par des électrodes métalliques. Aussi,
nous ne nous intéressons qu’au régime permanent dans la mesure où l’application
photovoltaïque n’impose quasiment aucune contrainte sur les temps de commuta-
tion.
Pour décrire ce flux, il existe une grande variété de modèles qui sont plus ou
moins appropriés suivant le système et les conditions de fonctionnement. Les cel-
lules solaires étant majoritairement faites en silicium cristallin, nous rappellerons
d’abord le modèle de transport employé pour décrire ces cellules de première gé-
nération pour mieux saisir les différences avec le transport électronique dans les
nanocristaux. Nous passerons donc ensuite au transport dans les solides à nano-
cristaux. D’abord lorsqu’ils sont fortement couplés, c’est à dire lorsqu’on ne peut
pas décrire le solide comme une collection de nanocristaux quasiment isolés les uns
des autres mais uniquement comme un ensemble indissociable. Enfin lorsqu’il sont
faiblement couplés c’est à dire lorsqu’ils sont en quelque sorte isolés les uns des
autres. Nous introduisons dans cette dernière section le transport électronique par
saut (hopping) et les phénomènes de percolation.
4.1 Le transport électronique dans le silicium massif
En micro-électronique, le fonctionnement électrique des dispositifs (MOSFET
ou PV) est essentiellement simulé grâce au modèle de dérive-diffusion. Ce modèle
est un modèle continu qui découle de l’équation semi-classique de transport de
Boltzmann [Martinie 2009]. Sans démontrer ce lien ni les hypothèses sous-jacentes,
nous allons nous contenter de rappeler très brièvement le modèle de dérive-diffusion
[Sze 2007].
Modèle de dérive-diffusion : Le modèle de Drude, à la base du modèle de
dérive-diffusion, fait les hypothèses suivantes :
• Les électrons (trous) sont des particules classiques et indépendantes de charge
-e (e) et de masse effectivem∗e (m∗h) qui sont accélérées par le champ électrique
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E en se déplacent dans des bandes d’énergie permises.
• Chaque porteur de charge subit des collisions (avec des phonons ou des im-
puretés) après un temps τ moyen de libre parcours moyen donnant naissance
à une résistivité du matériau.
Ces hypothèses sont justifiées par le fait que le matériau massif d’une cellule de
première génération est grand par rapport à l’extension du paquet d’onde électro-
nique, ce qui n’est pas le cas d’un nanocristal. Dans ces conditions on obtient pour
la loi d’Ohm : 
jedérive = σeE =
e2neτ
m∗e
E = −e
2neτ
m∗e
∇V
jhdérive = σhE =
e2nhτ
m∗h
E = −e
2nhτ
m∗h
∇V
(4.1)
avec la conductivité de Drude :
σe,h =
e2ne,hτ
m∗e,h
(4.2)
où ne (nh) est la concentration d’électrons (de trous). La mobilité s’écrit donc :
µe,h =
σe,h
ene,h
= eτ
m∗e,h
(4.3)
avec τ qui est donné de manière approchée par la règle de Matthiessen :
1
τ
= 1
τphonons
+ 1
τdéfauts
+ . . . (4.4)
En plus du courant de dérive, dès qu’un gradient de concentration de charges n
apparaît, un courant de diffusion tend à rééquilibrer cette concentration suivant la
loi de Fick : {
jediffusion = eDe∇ne
jhdiffusion = −eDh∇nh
(4.5)
où De (Dh) est la constante de diffusion des électrons (des trous). On obtient alors
le courant total de chaque type de porteurs comme la somme du courant de dérive
et de diffusion j = jdérive + jdiffusion :{
je = −eneµe∇V + eDe∇ne
jh = −enhµh∇V − eDh∇nh
(4.6)
Le courant total dans le semi-conducteur est ainsi la somme du courant d’électrons
et du courant de trous J = je + jh.
En utilisant la distribution de Boltzmann, on définit le potentiel chimique µ des
porteurs comme (on fait ici l’hypothèse que chaque type de porteur, électron et
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trou, est localement à l’équilibre même si le dispositif dans son ensemble est hors
équilibre) :

ne = Ne exp
(
µe − µ0
kBT
)
= ND exp
(
µe − Ec
kBT
)
⇒ µe = µ0 + kBT ln ne
Ne
nh = Nh exp
(
µ0 − µh
kBT
)
= NA exp
(
Ev − µh
kBT
)
⇒ µh = µ0 − kBT ln nh
Nh
(4.7)
avec Ne,h la concentration de porteurs à l’équilibre pour le semi-conducteur intrin-
sèque lorsque le potentiel chimique µ0 se trouve au milieu du gap électronique et
ND,A la concentration de dopants (Donneurs et Accepteurs). µe (µh) est appelé le
quasi-niveau de Fermi des électrons (des trous). En utilisant la relation d’Einstein
reliant le coefficient de diffusion D à la mobilité µ, De,h = µe,hkBTe , on obtient à
partir des relations précédentes :{
je = µene∇(µe)
jh = µhnh∇(µh)
(4.8)
Dans ces équations, µ est aussi appelé le potentiel électrochimique des porteurs
(µ = qV + potentiel chimique). On remarque que le courant est conditionné par un
gradient de potentiel électrochimique.
Couplage avec l’équation de Poisson, électrostatique : En plus du champ
électrique imposé par l’extérieur au système, les différences de concentration de
charges positives et négatives au sein même du matériau induisent un champ élec-
trique qu’on détermine à partir de l’équation de Poisson :
∆V = −ρ
ε
= −e(nh − ne +ND −NA)
ε
(4.9)
où ρ correspond à la densité de porteurs libres et ε correspond à la permittivité
électrique du matériau.
Les équations de continuité donnent (en chaque point de l’espace r) :
∂ne
∂t
= Ge −Re + 1
e
∇je
∂nh
∂t
= Gh −Rh − 1
e
∇jh
(4.10)
avec G le taux de génération et R le taux de recombinaisons. Notons que dans le
cas du régime permanent, on impose ∂ne,h∂t = 0.
Cette brève présentation du transport électronique dans une cellule de première
génération arrive à son terme, il ne reste plus qu’à résoudre le système d’équations
couplées précédent (4.10) avec (4.6) et avec l’équation de Poisson (4.9) pour obte-
nir la caractéristique électrique d’un dispositif. Ceci se fait notamment grâce à la
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méthode numérique des éléments finis. Nous passons maintenant à la description
du transport électronique dans un solide à nanocristaux.
4.2 Transport dans les solides à nanocristaux : fort cou-
plage électronique
Lorsque les nanocristaux sont suffisamment proches les uns des autres ou que
la température est suffisamment faible, il est possible d’atteindre un régime élec-
tronique dit de fort couplage [Liljeroth 2006b, Williams 2009, Lee 2011]. Dans ce
régime, les fonctions d’onde électroniques de l’ensemble des nanocristaux ne sont
pas celles des nanocristaux isolés les uns des autres, ces états électroniques sont
fortement couplés et donnent naissance à des états délocalisés sur les nanocristaux.
C’est l’analogue de la liaison chimique où l’orbitale moléculaire, qui est formée
par le couplage des orbitales atomiques, est délocalisée sur tous les atomes. On
parle d’ailleurs de molécules à nanocristaux [Krenner 2005, Koole 2006]. Les états
électroniques des nanocristaux forment dans ce cas des bandes d’énergie permises
[Jiang 2006], appelées parfois mini-bandes, comme les états électroniques des atomes
dans un solide. On obtient en fait l’analogue de la figure 4 de l’introduction en rem-
plaçant les atomes par des nanocristaux. On dit aussi que les nanocristaux forment
un super-réseau. Dans ce régime également, les électrons, ou plutôt les ondes élec-
troniques, passent d’un nanocristal à un autre sans avoir nécessairement perdu la
mémoire de leur phase. Dans ces conditions le transport électronique est qualifié de
quantique dans la mesure où les fonctions d’onde électroniques peuvent interférer.
Autrement dit, la longueur de cohérence de l’onde électronique est supérieure à la
distance entre nanocristaux.
Un critère simple permet de savoir dans quel régime on se situe : lorsque
hΓ  kBT on se trouve en régime de fort couplage où Γ est la fréquence de saut
tunnel entre nanocristaux voisins [Vanmaekelbergh 2005]. Dans le cas opposé qu’on
précisera dans la section suivante, hΓ  kBT , on se trouve dans la limite où le
couplage électronique est qualifié de faible. Nous verrons par la suite que c’est ce
dernier régime qui est pertinent en ce qui concerne le transport dans un solide à
nanocristaux de silicium dans une matrice de SiO2.
Ceci dit, pour aller plus loin dans la discussion du transport électronique dans
un réseau de nanocristaux en général, il est nécessaire d’introduire le formalisme de
la seconde quantification. Ce formalisme, équivalent à celui dit de première quan-
tification, est approprié lorsque le nombre de particules en interaction augmente et
que ce même nombre est variable.
Le formalisme de la seconde quantification : De manière générale, l’hamil-
tonien en première quantification d’un système à plusieurs particules s’écrit :
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H =
∑
i
H1(ri)︸ ︷︷ ︸
observables à 1 corps
+12
∑
i,j 6=i
H2(ri − rj)︸ ︷︷ ︸
observables à 2 corps
(4.11)
Le même hamiltonien en seconde quantification s’écrit [Bruus 2004] :
H =
∫
Ψ+(r)H1(r)Ψ(r)d3r+
1
2
∫
Ψ+(r)Ψ+(r’)H2(r−r’)Ψ(r)Ψ(r’)d3rd3r′ (4.12)
où l’opérateur de champ Ψ(r) est défini par :
Ψ(r) =
∑
i
ψi(r)ci (4.13)
Dans cette définition, {ψi} est en fait l’ensemble des états propres de l’équation
(4.11) et ci est l’opérateur de création de l’état i. En combinant les expressions
(4.12) et (4.13), nous obtenons :
H =
∑
i,j
βijc
+
i cj +
1
2
∑
i,j,k,l
Vijklc
+
i c
+
j clck (4.14)
où le terme de couplage (ou terme de hopping) βij est défini par :
βij =
∫
ψ∗i (r)H1(r)ψj(r)d3r (4.15)
et le terme d’interaction est défini par :
Vijkl =
∫
ψ∗i (r)ψ∗j (r’)H2(r− r’)ψk(r)ψl(r’)d3rd3r′ (4.16)
Certains termes de l’hamiltonien (4.14) peuvent être négligés dans certains mo-
dèles : l’hamiltonien de Pariser-Parr-Pople, où les termes à trois et quatre sites sont
négligés, est par exemple [Remacle 2001] :
He =
∑
i
εic
+
i ci +
∑
i,j 6=i
βijc
+
i cj +
1
2E
e-e∑
i
ni(ni − 1) + 12
∑
i,j 6=i
γijninj (4.17)
Dans cet hamiltonien appliqué à un solide à nanocristaux, seul un niveau électro-
nique i par nanocristal est considéré, βij 6= 0 si et seulement si i et j sont premiers
voisins, γij correspond à la répulsion coulombienne entre charges positionnées sur
des nanocristaux différents i et j, et le nombre de particules dans le nanocristal ni
est défini, de manière générale, par :
ni = c+i ci (4.18)
Notons que, par rapport au critère discuté précédemment concernant le régime de
couplage, nous avons β ∼ hΓ. L’hamiltonien (4.17) est en fait donné car il constitue
un bon point de départ pour d’autres hamiltoniens très souvent utilisés dans l’étude
des nanocristaux :
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• L’hamiltonien mono-électronique d’Anderson (ou hamiltonien de liaisons fortes,
voir le chapitre 1) est composé des deux premiers termes de l’équation (4.17),
il permet l’étude du désordre.
• L’hamiltonien de Hubbard est composé des trois premiers termes de l’équa-
tion (4.17), il permet l’étude des interactions électron-électron.
• L’énergie du système fournie par le modèle capacitif du chapitre 2 est obte-
nue en supprimant le terme de couplage électronique, le second de l’équation
(4.17), avec εi = Ei + Σi.
Nous n’allons pas discuter des méthodes de simulation du transport à partir
de ces hamiltoniens, précisons simplement que le formalisme le plus couramment
utilisé pour traiter le transport quantique à partir de ces hamiltoniens est celui de
Keldysh-Kadanoff-Baym des fonctions de Green hors équilibre (Non Equilibrium
Green Function, NEGF) [Vogl 2010] qui a été appliqué au transport dans les nano-
cristaux [Niu 1995, Vukmirovic 2007, Aeberhard 2012]. Ceci dit, dans la mesure où
des bandes d’énergie permises sont formées, on peut envisager de traiter le transport
en régime diffusif avec le modèle de dérive-diffusion présenté dans la première section
de ce chapitre, tout dépend de la taille du réseau de nanocristaux et des conditions
opératoires c’est à dire de l’importance des effets d’interférences quantiques. Dans
tous les cas le formalisme NEGF permet de traiter le transport cohérent mais aussi
d’introduire certains mécanismes de diffusion incohérente qui font perdre la mémoire
de la phase. D’ailleurs, de ce formalisme découle celui de Boltzmann (transport dif-
fusif) comme celui de Landauer (transport balistique) [Ghosh 2004]. Notons aussi
qu’on peut faire une comparaison entre ce formalisme et celui du hopping que nous
verrons dans la suite [Adams 2003, Jortner 2005].
Même si nous n’irons pas plus loin en ce qui concerne la simulation du trans-
port quantique, nous avons obtenu un formalisme suffisamment général pour dis-
cuter un certain nombre d’effets essentiels à la compréhension du transport élec-
tronique dans le régime de fort couplage. En effet, dans ce régime où les fonc-
tions d’ondes sont délocalisées sur tout le solide, on peut assister à des transi-
tions de phase de type métal-isolant (Metal-to-Insulator Transition, MIT) c’est
à dire à une localisation des fonctions d’ondes à cause de différents phénomènes
[Remacle 2001, Vanmaekelbergh 2005] :
• Le désordre (Anderson MIT).
• Les interactions électron-électron (Mott-Hubbard MIT).
• Le couplage électron-phonon.
L’effet du désordre : Anderson [Anderson 1958] a montré que lorsque l’inten-
sité du désordre augmente, c’est à dire lorsque la largeur de la distribution des
niveaux d’énergie {εi} devient trop importante, les fonctions d’onde électroniques
se localisent. En effet, à cause du désordre, l’onde électronique subit des diffusions
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multiples entraînant des interférences quantiques qui sont à l’origine de ce phéno-
mène de localisation. Il existe deux régimes de localisation liés au désordre, celui de
localisation faible (pour lequel la résistivité augmente à basse température) et celui
de localisation forte (pour lequel la résistivité tend vers l’infini quand la température
tend vers 0). Il existe des critères comme celui de Thouless. Pour déterminer dans
quel régime on se trouve, pour évaluer la localisation d’Anderson dans les solides à
nanocristaux, on compare plutôt hΓ avec ∆ε. Si hΓ ∆ε alors les fonctions d’onde
sont localisées sur un ou quelques nanocristaux.
L’effet des interactions électron-électron : Si la densité de porteurs est suf-
fisante comme l’indique le critère de Mott [Kittel 1996], par exemple s’il y a une
charge par nanocristal dans le solide, il faut, pour assurer la conduction, apporter
une énergie égale à Ee-e pour déplacer une charge d’un nanocristal à un autre nano-
cristal (déjà chargé dans cet exemple) si le couplage électronique β est faible. C’est
très exactement l’analogue du blocage de coulomb dans un transistor à un élec-
tron (voir le chapitre 2). A l’échelle d’un solide on parle d’un gap de Coulomb (ou
de Hubbard) créé par les interactions électron-électron qui localisent les fonctions
d’onde électroniques et donnent ce qu’on appelle un isolant de Mott. En revanche
si le couplage électronique β est suffisamment grand par rapport à l’énergie de ré-
pulsion électrostatique Ee-e, alors le solide peut être conducteur (au sens où les
fonctions d’ondes sont délocalisées). Notons que l’énergie de répulsion γ entre deux
charges positionnées sur deux nanocristaux différents joue également un rôle dans
la densité de charges nécessaire pour passer à l’état isolant.
En somme, Remacle et Levine [Remacle 2001] ont édité un diagramme de phase,
reproduit en figure 4.1, qui résume les différents régimes de conduction suivant les
rapports entre le désordre diagonal ∆ε, l’énergie de répulsion coulombienne Ee-e et
le couplage électronique β, lorsque ce dernier est fort.
Le couplage électron-phonon, le polaron : En plus des interactions électron-
électron et du désordre, le couplage électron-phonon peut aboutir à une localisation
de la fonction d’onde électronique. Par ailleurs il est nécessaire de décrire les effets
de ce couplage qui s’avère essentiel dans la suite de cette thèse.
La présence d’une charge a plusieurs effets sur les atomes du réseau, d’une part
cela déplace localement les positions des atomes (on parle de polarisation intrin-
sèque), d’autre part cela peut provoquer une réorientation des dipôles électriques
du matériau en réponse au champ électrique créé par la charge (on parle de pola-
risation extrinsèque). Dans les deux cas les positions des atomes sont affectées par
la présence des charges et par l’existence d’un couplage électron-phonon. Ainsi la
charge se trouve liée à ce champ de déplacement des atomes qui l’accompagne dans
ses déplacements. L’ensemble de la charge et du champ de déplacement des atomes
qui l’entoure est appelé le polaron.
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Figure 4.1 – Diagramme de phase des différents régimes de conduction dans un
solide à nanocristaux. Extrait de [Remacle 2001]. Rappelons qu’en l’absence de
désordre, les états électroniques du solide à nanocristaux sont soit délocalisés si le
couplage électronique β est fort, soit localisés si le couplage électronique est faible
(β → 0). Dans le cas qui nous intéresse ici où le couplage électronique est supposé
fort, le rapport Ee-e/(Ee-e + β) rend compte de la possibilité d’avoir un isolant de
Mott si la concentration de porteurs est suffisante. Par ailleurs, si le désordre est
important, c’est à dire si ∆ε  β, les états électroniques sont localisés sur un ou
plusieurs nanocristaux, on obtient alors un isolant d’Anderson. Notons que nous
négligeons ici le désordre non-diagonal sur les termes de couplage {βij}.
Si l’on reprend l’hamiltonien mono-électronique d’Anderson (les deux premiers
termes de l’équation (4.17)) et qu’on lui ajoute la contribution des phonons (voir
l’annexe C), on obtient l’hamiltonien de Holstein-Peierls [Ortmann 2009] :
H =
∑
i
εic
+
i ci +
∑
i,j 6=i
βijc
+
i cj
+
∑
i,Q
~ωQgQii c
+
i ci(a+−Q + aQ) +
∑
i,j 6=i,Q
~ωQgQijc
+
i cj(a+−Q + aQ)
+
∑
Q
~ωQ
(
a+−QaQ +
1
2
) (4.19)
où le mode de phonon est noté Q en lieu et place du mode (branche et polarisation
noté j dans l’annexe C) et du vecteur d’onde q. On peut réécrire cet hamiltonien
comme :
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H =
∑
i
εi +∑
Q
~ωQgQii (a+−Q + aQ)
 c+i ci
+
∑
i,j 6=i
βij +∑
Q
~ωQgQij(a+−Q + aQ)
 c+i cj
+
∑
Q
~ωQ
(
a+−QaQ +
1
2
)
(4.20)
Ainsi on remarque que les constantes de couplage diagonales {gQii } induisent un
changement d’énergie εi du niveau électronique i suite aux déplacements atomiques
liés au mode Q. Cet effet peut localiser la fonction d’onde (voir la figure 4.2). Ce
décalage en énergie est appelé l’énergie de liaison du polaron [Coropceanu 2007] :
Epoli =
∑
Q
~ωQ|gQii |2 =
∑
Q
~ωQS
(i)
Q =
∑
Q
λ
(i)
Q (4.21)
On parle de couplage diagonal ou local ou encore de désordre dynamique diagonal.
Lorsqu’on prend en compte ce couplage local uniquement on obtient le modèle de
Holstein.
On remarque également que les termes de saut dépendent des termes de cou-
plage électron-phonon non-diagonaux {gQij}. On parle de couplage non-diagonal ou
non-local ou bien encore de désordre dynamique non-diagonal. Lorsqu’on prend en
compte le couplage local et le couplage non-local on obtient le modèle de Holstein-
Peierls.
Notons que ce couplage introduit deux phénomènes : un décalage en énergie par
rapport au niveau électronique seul comme on vient de le voir dans le premier terme
de l’équation (4.20) et un élargissement en énergie des niveaux électroniques. Cet
élargissement est en fait nécessaire pour que le porteur puisse passer d’un état lo-
calisé à un autre ayant des énergies différentes. Pour cette raison, cet élargissement
par couplage électron-phonon sera traité dans le chapitre suivant.
En fait dans la suite de cette thèse, seul le couplage diagonal gii sera considéré
comme non nul. Dit autrement, seul le désordre dynamique diagonal est pris en
compte. C’est le modèle du petit polaron car le couplage considéré est uniquement
local. En effet, le couplage électron-phonon non diagonal, qui est relié au change-
ment de probabilité tunnel tij du fait de la modulation de la distance tunnel par
déplacement des atomes peut être raisonnablement négligé dans le cas d’un solide à
nanocristaux, notons que ce n’est pas garanti pour les molécules [Coropceanu 2007].
En conclusion de cette section, nous avons vu que plusieurs effets peuvent mener
à la localisation des fonctions d’onde alors même que le couplage électronique est
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Figure 4.2 – Dépendance de la mobilité µ en fonction de la température prédit par
le modèle du polaron de Holstein dans deux cas limites, celui d’un faible couplage
électron-phonon g  1 et celui d’un fort couplage électron-phonon g  1. Lorsque le
couplage est faible, le mécanisme de transport est comparable à celui qui se produit
dans le silicium massif. Lorsque le couplage est fort, à basse température le transport
est de type cohérent puis quand la température augmente le transport polaronique
devient séquentiel (transport hopping incohérent activé thermiquement) et à encore
plus haute température, le polaron est dissocié d’où un transport de nouveau diffusif
[Coropceanu 2007].
fort. Nous pouvons maintenant passer au cas où les fonctions d’onde sont localisées
quelque soit le désordre, les interactions électron-électron et le couplage électron-
phonon. Nous verrons, comme nous l’avons déjà dit, que c’est le régime qui est
pertinent pour le problème qui nous intéresse.
4.3 Transport dans les solides à nanocristaux : faible
couplage électronique
Dans cette limite du faible couplage électronique, les fonctions d’onde sont lo-
calisées sur chaque site, c’est à dire sur chaque nanocristal. En fait, dans ce régime,
la fréquence de saut tunnel est telle que l’onde électronique a perdu la mémoire
de sa phase entre deux sauts tunnels. Autrement dit la fréquence d’interaction
électron-phonon qui induit un déphasage de l’onde électronique est plus grande que
la fréquence de saut tunnel [Valentin 2008a], ainsi la longueur de cohérence de la
fonction d’onde électronique est inférieure à la longueur de saut tunnel. Le transport
est alors de type séquentiel (incohérent) ou de type semi-classique c’est à dire que les
charges peuvent être considérées comme des particules classiques et non comme des
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0096/these.pdf 
© [H. Lepage], [2012], INSA de Lyon, tous droits réservés
76 Chapitre 4. Les régimes de transport électronique
ondes pouvant interférer. Ainsi, dans ce régime, l’utilisation de certaines méthodes
quantiques comme le NEGF n’est pas nécessaire. Notons que ce régime est celui
du blocage de Coulomb orthodoxe utilisé dans l’étude des transistors à un électron
(voir le chapitre 2).
Dans le cas d’un transport de type diffusif décrit dans la première section de
ce chapitre, les phonons (optiques) interagissent avec les charges et les ralentissent.
L’accélération des charges par le champ électrique, qui se déplace dans une bande
d’états permis, est compensée par ces interactions de sorte que la charge finit par
atteindre une vitesse moyenne. A l’inverse, dans le cas que nous traitons ici, les
phonons vont "accélérer" la charge dans la mesure où ils vont permettre le passage
entre deux états électroniques localisés d’énergie différentes. Sans l’intervention des
phonons, ce passage ne serait possible que si les deux états électroniques avaient
précisément la même énergie (auquel cas on dit qu’ils sont en résonance) pour ne
pas violer le principe de conservation de l’énergie. Cette situation est en fait fort peu
probable parce que les nanocristaux sont inévitablement dispersés en taille ou bien
encore parce que le champ électrique dans le dispositif décale les niveaux d’énergie.
En fait les sauts tunnels entre états localisés sur les nanocristaux sont inélastiques
pour la charge qui échange de l’énergie avec un bain de phonons à l’équilibre ther-
modynamique.
Notons que dans ce transport séquentiel ou hopping, l’énergie est échangée (ab-
sorbée ou dissipée) entre le bain de phonons et la charge à chaque saut entre deux
sites électroniques ce qui est possible car l’échelle de temps de relaxation des atomes
est plus courte que les sauts tunnels. En clair, le système a le temps de se relaxer
entre deux sauts successifs. A l’inverse, dans le cas du transport dit balistique,
c’est à dire purement cohérent, la transmission de l’électron se fait plus rapidement
que le mouvement des atomes du réseau qui peuvent alors être considérés comme
fixes. Dans ce dernier cas la dissipation de l’énergie de l’électron se produit dans le
continuum d’états de l’électrode. Ainsi les dépendances de la mobilité en fonction
de la température sont tout à fait différentes comme on peut le voir sur la figure 4.2.
Les premiers modèles de hopping sont nés au début des années 1950. A l’époque,
il a été observé que le comportement électrique du Germanium dopé à basse tem-
pérature était totalement différent de celui observé jusqu’alors à plus haute tem-
pérature. Hung and Gliessman [Hung 1950] ont attribué ce comportement à un
mécanisme de conduction distinct. Quelques années plus tard, en 1956, Conwell
[Conwell 1956] et Mott [Mott 1956] ont proposé un modèle dans lequel les porteurs
de charge conduisent le courant électrique par effet tunnel assisté thermiquement
d’un état occupé vers un état vide. Ce processus prit le nom de hopping (sautillant
en anglais) assisté par les phonons et fut le point de départ de nombreux modèles
comme celui de Miller et Abrahams [Miller 1960] développé en 1960. Ce modèle
devint le plus largement accepté en ce qui concerne les mécanismes de conduction
à travers des états d’énergie localisés et donna naissance à la théorie du "Variable
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Range Hopping" (VRH) de Mott [Mott 1969]. Au début des années 1970, certains
chercheurs [Ambegaokar 1971, Pollak 1972] ont trouvé quelques insuffisances au
modèle de Miller-Abrahams et ont suggéré un traitement basé sur la théorie de la
percolation.
Nous allons ici décrire successivement et brièvement les modèles de Mott et de
Shklovskii-Efros puis les effets de la percolation. En effet, ce sont historiquement les
premiers modèles utilisés dans la littérature pour décrire le transport électronique
entre états localisés et ce sont encore actuellement des modèles employés pour in-
terpréter les caractérisations électriques en fonction de la température notamment.
Nous nous placerons donc dans la suite dans le cadre de la théorie du hopping.
4.3.1 Le hopping
Il existe deux régimes de hopping :
• le hopping au premier voisin (Nearest Neighbor Hopping, NNH).
• le hopping à distance variable (Variable Range Hopping, VRH).
En effet nous allons voir dans les probabilités de saut qu’il y a compétition entre
la distance et la différence d’énergie entre les états électroniques par lesquels les
porteurs transitent, dans ces conditions il est parfois plus probable pour une charge
d’aller plus loin que ses premiers voisins si la différence d’énergie avec ces derniers
est trop importante.
Probabilité de saut : Entre deux états localisés, le flux d’électrons est donné
par :
Jij = fi(1− fj)Γij − fj(1− fi)Γji (4.22)
avec fi la probabilité d’occupation de l’état i et Γij le taux de transition entre l’état
occupé i et l’état vide j. La probabilité d’occupation d’un état i est donnée par la
statistique de Fermi-Dirac :
fi =
1
exp
(
Ei−µi
kBT
)
+ 1
(4.23)
avec µi le potentiel chimique (c’est à dire le niveau de Fermi) à la position de l’état
i. Le taux de transition est relié à la probabilité de saut par :
Γij = γPij (4.24)
avec Pij la probabilité de succès pour une "tentative" de saut entre deux états i et
j et γ un paramètre assimilable à une certaine "fréquence de tentative". γ est ici
un paramètre phénoménologique. Puisque le processus de saut entre deux sites fait
intervenir l’effet tunnel, la probabilité de saut tunnel s’écrit :
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Pij = exp(−2α|Rij |) (4.25)
avec Rij la distance séparant les deux états localisés c’est à dire l’épaisseur de la
barrière de potentiel séparant les deux états et α un paramètre caractérisant cette
barrière. En 1D, α correspond à la décroissance exponentielle de la fonction d’onde
de l’électron dans la barrière de potentiel et est donc directement relié à la hauteur
Eb de celle-ci par (dans l’approximation WKB) :
α =
√
2m∗bEb
~
(4.26)
Nous admettons qu’à partir de considérations thermodynamiques, en particulier le
respect de l’équilibre détaillé, le taux de transition entre un site i d’énergie Ei et
un site j d’énergie Ej ≥ Ei est donné par [Pollak 1976] :
Γij = γ exp(−2α|Rij |) 1
exp
(
−Ei−EjkBT
)
− 1
(4.27)
Dans le cas d’un champ électrique faible, c’est à dire lorsqu’il y a une faible chute
de tension entre deux sites (∆µ  kBT c’est à dire µ ≈ µi ≈ µj), on obtient la
conductivité de Miller-Abrahams [Miller 1960] :
σij ≡ Jij∆µ ∼ γ exp
(
−2α|Rij | − |Ei − µ|+ |Ej − µ|+ |Ei − Ej |2kBT
)
(4.28)
On retrouve donc à travers cette expression, comme annoncé, cette compétition
entre la distance et la différence d’énergie. Ainsi on peut assister à différents ré-
gimes de hopping suivant le matériau (représenté par α), la densité d’états et la
température. Nous allons maintenant présenter les deux modèles de VRH les plus
courants dans la littérature.
Modèle de Mott : Dans le formalisme de Mott [Mott 1956, Mott 1969], le mé-
canisme est simplifié par rapport à la conductivité de Miller-Abrahams (4.28) en
faisant l’hypothèse que la contribution majeure au hopping se fait à travers des états
dans l’intervalle kBT autour du potentiel chimique µ. Ainsi il n’est plus nécessaire
de prendre en compte les probabilités d’occupation des états dans ce formalisme :
Pij ≈
exp
(
−2α|Rij | − Ej−EikBT
)
si Ej > Ei
exp (−2α|Rij |) si Ej < Ei
(4.29)
En écrivant g(E) = g0, on fait l’hypothèse que la densité d’états g(E) intervenant
dans la conduction est constante. Si on fait l’hypothèse que le niveau de Fermi se
situe au minimum de la densité d’états, alors le nombre d’états accessibles dans un
rayon R et avec une énergie comprise entre 0 et ∆E est :
4piR3
3
∫ E
0
g0dE = g0
4piR3
3 E (4.30)
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Dans le cas où ∆E est l’énergie de saut de l’électron, c’est à dire ∆E = Ej − Ei,
cette dernière expression est égale à l’unité, ce qui correspond à un saut vers le site
le plus accessible. On obtient :
R3 = 34pig0∆E
(4.31)
En remplaçant R dans l’équation (4.29) par l’équation précédente, puis en maximi-
sant l’exponentielle de l’équation (4.29) pour trouver l’énergie de saut optimale, on
obtient :
∆E4/3opt = kBT
(
6α3
pig0
)1/3
(4.32)
ce qui donne (en 3D) :
σ ∝ Pij ∝ exp
(
−
(
TM
T
)1/4)
(4.33)
avec
TM =
24α3
pig0kB
(4.34)
Ces deux dernières relations constituent le modèle de hopping de Mott (M-VRH)
avec une dépendance en température de la conductivité caractéristique.
Modèle de Efros-Shklovskii : Contrairement au modèle de Mott, dans le for-
malisme de Efros-Shklovskii [Shklovskii 1984], les interactions électron-électron sont
prises en compte. On peut montrer que la densité d’états doit disparaître au voisi-
nage de l’énergie de Fermi µ lorsqu’on tient compte de ces interactions [Efros 1975,
Zhang 2004]. C’est ce qu’on appelle, comme on l’a déjà dit dans la section précé-
dente, le gap de coulomb. La densité d’état g(E) est dans ce cas :
g(E) = a(4piεε0)
3(E − µ)2
e6
(4.35)
a étant un coefficient de l’ordre de l’unité. Avec cette densité d’états (4.35) non
constante, on peut dériver la dépendance de la conductivité en fonction de la tem-
pérature comme pour le modèle de Mott. On obtient :
σ ∝ exp
(
−
(
TES
T
)1/2)
(4.36)
avec
TES =
aαe2
4piεε0kB
(4.37)
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Ces deux dernières relations constituent cette fois le modèle de hopping de Efros-
Shklovskii (ES-VRH).
Ce ne sont pas les seuls modèles de hopping, certains modèles récents utilisent
d’ailleurs d’autres équations que celle de Miller-Abrahams [Houtepen 2008] pour dé-
river les dépendances en température de la conductivité. D’ailleurs, nous utiliserons
aussi une équation plus élaborée que celle de Miller-Abrahams dans les chapitres
suivants. Cependant on peut noter que la dépendance de la conductivité en fonction
de la température est de manière générale :
σ ∝ exp
(
−
(
T0
T
)m)
(4.38)
avec 0 ≤ m ≤ 1 où m dépend de la densité d’états. On peut relever le fait que si
m = 0 alors la dépendance est celle de l’effet tunnel résonant, en revanche si m = 1
il s’agit de la dépendance d’un phénomène thermiquement activé (loi d’Arrhenius).
Il est donc cohérent de trouver 0 ≤ m ≤ 1 car le hopping est un "mélange" d’effet
tunnel et d’activation thermique. Nous ne pouvons pas faire la liste de tous les
modèles existants mais, comme nous le verrons dans la suite de cette thèse, la
plupart des résultats de caractérisation électrique de la littérature sont interprétés
en fonction des dépendances en température fournis par les modèles dont nous avons
parlé précédemment :
• Le modèle M-VRH pour lequel m = 1/4.
• Le modèle ES-VRH pour lequel m = 1/2.
• Le modèle NNH pour lequel m = 1 .
• Le modèle de NNH-percolation, que nous évoquerons dans la suite, pour le-
quel m = 1/2 [Simánek 1981].
Il est donc important de savoir dans quel régime nous nous situons à priori si
le couplage entre nanocristaux est faible. En effet, suivant le matériau, la densité
d’états (fournie en figure 4.3), la probabilité d’occupation de ces états c’est à dire
la densité de charges et la température, on peut passer par les trois régimes de
hopping que sont le NNH, le M-VRH et le ES-VRH. Dans ces modèles le matériau
est caractérisé par ξ = 1/α qui est appelé la longueur de localisation. A partir des
paramètres matériaux fournis dans le chapitre 1, on obtient ξe = 1, 6Å et ξh = 0, 4Å
pour les électrons et les trous respectivement dans le cas de nanocristaux de silicium
inclus dans une matrice de SiO2. Le passage du M-VRH au ES-VRH se produit alors
à la température [Rosenbaum 1991] :
TM ↔ ES = 16
16T 2ES
TM
= 16, 4e
4g0
(4piεε0)2kBα
(4.39)
De plus, le passage au NNH se produit lorsque la distance optimale de saut Ropt
devient inférieure à la distance entre sites premiers voisins dNN et que [Yildiz 2009] :
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dNN
ξ
>
∆ENN
kBT
(4.40)
où ∆ENN est la différence d’énergie moyenne entre premiers voisins. Il est alors
possible, à partir du modèle de Pourret et al. [Liu 2010a] (pour des nanocristaux de
CdSe), d’établir le diagramme de phase du transport électronique dans un solide à
nanocristaux de silicium dans du SiO2 en régime de faible couplage (voir la figure
4.4).
Figure 4.3 – Densité d’états électronique pour un solide à nanocristaux de silicium
établit à partir des résultats du chapitre 1. La distribution en taille des nanocristaux
suit une loi log-normale avec un diamètre moyen de 5 nm et une dispersion relative
de 10% (voir le chapitre 6). Le réseau de nanocristaux est cubique et l’épaisseur
moyenne d’oxyde séparant les nanocristaux est de 1 nm. L’origine des énergies est
prise à l’énergie de la bande de conduction du silicium massif.
A partir du diagramme de phase de la figure 4.4 et du calcul de la densité d’états
donné en figure 4.3, on peut en déduire que, si les nanocristaux sont faiblement
couplés et nous verrons que c’est le cas, le tranport hopping se fait entre plus
proches voisins, c’est à dire dans le régime NNH dans le cas qui nous concerne.
Notons que pour d’autres matériaux et en fonction de la température il est possible
d’observer un transport électronique dans le régime VRH [Yu 2004, Liu 2010a] et
[Kang 2011].
Remarque : Il faut faire attention à ce que le transport de type MTR (Multiple
Trap and Release), pour lequel les charges sont successivement dépiégées dans la
bande de conduction par émission thermoïonique puis piégées (voir la figure 4.5)
ne soit pas prépondérant par rapport au hopping, comme c’est par exemple le cas
dans le silicium amorphe à température ambiante [Abtew 2008].
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Figure 4.4 – Diagramme de phase des différents régimes de conduction pour les
électrons dans un solide à nanocristaux en régime de faible couplage. Inspiré de
[Liu 2010a]. La séparation entre le hopping de Mott (M-VRH) et le hopping de
Efros-Shklovskii (ES-VRH) est déterminée à partir de l’équation (4.39). Cette sé-
paration est effective si les états sont effectivement occupés par des charges. La
passage du mode VRH au mode NNH se produit lorsque la distance optimale de
saut est environ la distance entre deux nanocristaux premiers voisins. Ici, la géo-
métrie du solide à nanocristaux est la même que pour la figure 4.3 de sorte que
dNN = 6 nm. La séparation entre le mode ES-VRH et le mode NNH est obtenue
avec la condition (4.40) et en évaluant ∆ENN ' 0, 1 eV à partir de la figure 4.3. La
séparation entre le mode M-VRH et le mode NNH est obtenue en insérant l’énergie
optimale de saut de l’équation (4.32) dans l’équation (4.31) avec Ropt = dNN.
BC
matériau
amorphe
BC
solides
à
nanocristraux
~1nm~10nm
MTR
HOPPING
Figure 4.5 – Compétition entre hopping et entre piégeage-dépiégeage multiple
(MTR) pour les solides à nanocristaux ou les matériaux amorphes. Dans le régime
MTR, les charges transitent par les états délocalisés.
4.3.2 La percolation
A travers le hopping, des chemins dit de percolation peuvent apparaître. Ce sont
des chemins qui, du fait du désordre dans le matériau, participent plus au flux de
particules que le reste du matériau.
La percolation a été étudiée la première fois pour étudier le transport d’un fluide
dans un matériau poreux [Broadbent 1957]. De ce point de vue, c’est une théorie qui
peut apporter de nombreuses informations pour l’étude du transport électronique
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dans un solide à nanocristaux dans la mesure où l’on peut considérer les nanocris-
taux comme des pores qui laissent passer les charges dans un isolant parfait.
La percolation se présente ainsi : imaginons un réseau infini de points dans
l’espace, celui-ci pouvant avoir n’importe quelle géométrie, chaque point (on parle
de percolation de site) du réseau est aléatoirement occupé avec une probabilité p ou
inoccupé avec une probabilité 1−p, on cherche à savoir pour quelle valeur de p = pc
on peut traverser le réseau en passant de proche en proche par les points occupés
du réseau. Cette valeur est appelée seuil de percolation, le tableau 4.1 la donne pour
différentes géométries. Ainsi, si un site occupé représente un conducteur électrique
et un site inoccupé un coupe circuit alors pour p < pc le réseau est isolant car aucun
chemin de conducteurs électriques ne traverse le réseau. En revanche, pour p ≥ pc le
réseau est conducteur car il existe au moins un chemin de conducteurs électriques qui
traverse le réseau (voir la figure 4.6). C’est donc une théorie de choix pour aborder
la question du transport dans des systèmes désordonnés [Kirkpatrick 1973] et donc
dans les réseaux de nanocristaux de silicium désordonnés [Ron 1984, Balberg 2011].
Figure 4.6 – Réseau carré de taille 20 × 20 où chaque site est occupé avec une
probabilité p. Les sites appartenant à un chemin de percolation sont dessinés en
blanc. Extrait de [Meyers 2009].
Ceci dit, dans le problème qui nous concerne, le réseau de nanocristaux n’est
pas isolant ou métallique car chaque site du réseau est toujours relié à ses voisins
par une conductance du type Gij ∼ exp(−αxij) de sorte que le système est tou-
jours conducteur. On parle alors du modèle de hopping-percolation. Ce modèle de
réseau de résistances souffre d’un défaut, il ne prend pas en compte le fait que
ces résistances n’ont pas la même valeur suivant le sens du courant. Il vaudrait
mieux considérer des réseaux de diode-résistances ou des modèles de percolation
dirigée. Cependant, ce modèle suggère que la conductance de l’ensemble peut être
estimée par une conductance critique Gc telle que le réseau formé par l’ensemble des
conductances Gij > Gc atteigne le seuil de percolation [Ambegaokar 1971]. Comme
la dépendance des conductances est en exponentielle de l’épaisseur d’oxyde séparant
deux nanocristaux, Gc est en série avec des conductances Gij  Gc qui peuvent
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être négligées et en parallèle avec des conductances Gij  Gc qui peuvent être
négligées également de sorte que Gc est représentative de la conductance effective
du matériau. L’étude statistique du nombre de ces conductances critiques est donc
essentielle, on distingue alors deux régimes de désordre [Strelniker 2005] :
• le fort désordre pour lequel la conductance globale n’est pas sensible au retrait
d’une conductance critique
• le désordre extrême pour lequel la conductance globale est très sensible au
retrait d’une conductance critique
Sans aller plus loin dans la description de la percolation (pour plus d’informa-
tions voir [Meyers 2009] et [Sahimi 1994]), il est important de noter que le désordre
pose des problèmes de représentativité statistique en simulation comme en carac-
térisation. En effet, à partir de ce que nous venons de voir concernant les phéno-
mènes de percolation, le courant mesuré peut ne pas être représentatif des propriétés
moyennes du matériau étudié. Aussi, en simulation, plus on cherche à étudier un
fort désordre, plus la taille du système simulé doit être grande. Nous reparlerons
de ces problèmes au dernier chapitre de cette thèse. Par ailleurs, il faut noter que
la percolation, qui joue un rôle dès qu’on introduit du désordre, manifeste des pro-
priétés tout à fait différentes suivant la dimension du réseau (voir le tableau 4.1)
mais également suivant son épaisseur [Pimparkar 2009]. Nous simulerons donc le
transport dans les solides à nanocristaux en 3 dimensions uniquement.
Réseau seuil de percolation
géométrie dimensions sites liens
ligne 1D 1 1
carré 2D 0.592 0.5
cubique (1ers voisins) 3D 0.31161 0.248814
cubique centré (CC) 3D 0.245 0.1803
cubique faces centrées (CFC) 3D 0.198 0119
Tableau 4.1 – Seuils de percolation pour différentes géométrie de réseau dans le cas
d’une percolation de sites et dans le cas d’une percolation de liens.
De ce chapitre, nous pouvons tirer plusieurs conclusions :
• Le transport électronique dans un solide à nanocristaux de silicium dans une
matrice de SiO2, dans la mesure où les nanocristaux sont faiblement couplés,
suit le régime du hopping au plus proche voisin (NNH), ce qui s’avérera utile
pour limiter les calculs numériques.
• Il est nécessaire de simuler le solide en 3 dimensions d’après la théorie de la
percolation.
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Sachant cela, il est nécessaire de calculer les taux de transition Γ entre
nanocristaux autrement qu’avec la formule de Miller-Abrahams. En effet cette
dernière équation n’est exponentielle suivant le différence d’énergie que pour des
sauts vers des états de plus haute énergie ce qui est, nous le verrons, une
approximation. De plus cette équation ne dit rien au sujet des phonons si ce n’est
à travers la température alors même que c’est le couplage avec les phonons qui
permet le passage de la charge entre deux états d’énergies différentes. Enfin cette
équation est relative, c’est à dire qu’elle ne fournit pas une valeur absolue ce qui
est fâcheux pour la simulation. Nous allons donc, au chapitre suivant, dériver une
expression adéquate pour calculer ces taux de transitions Γ entre nanocristaux.
Nous vérifierons alors, à posteriori, que les nanocristaux sont faiblement couplés
entre eux pour des épaisseurs d’oxyde raisonnables, c’est à dire que hΓ kBT
pour des températures supérieures à quelques Kelvin.
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Chapitre 5
Transport en régime de faible
couplage électronique
Le but de ce chapitre est de dériver une équation adéquate pour décrire le taux de
transition tunnel assisté par les phonons entre les nanocristaux dans le régime de
faible couplage, c’est à dire entre les états électroniques localisés sur chaque
nanocristal. Ainsi, nous pourrons aller au delà des modèles habituellement
employés que sont le hopping, la percolation ou encore la théorie orthodoxe du
blocage de Coulomb pour modéliser le transport électronique dans les réseaux de
nanocristaux. Pour y parvenir nous allons d’abord dériver la formule de Bardeen
qui permet de calculer le couplage électronique en fonction des fonctions d’onde
calculées dans le chapitre 1. Ensuite nous allons dériver la formule de Marcus qui
donne la dépendance du taux de transition suivant la différence d’énergie entre les
états par lesquels la charge transite. Nous verrons ainsi comment le couplage
électron-phonon intervient dans cette dépendance. Enfin, nous montrerons
comment les niveaux d’énergie des états électroniques sont influencés par les
interactions entre électrons situés sur différents nanocristaux sachant que nous
connaissons déjà l’effet de ces interactions lorsque les charges sont sur le même
nanocristal (voir le chapitre 2). De cette manière nous obtiendrons une équation
qui sera à la base de la résolution numérique du problème du transport électronique
présenté dans le chapitre suivant.
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5.1 Couplage électronique faible : fréquence de transi-
tion tunnel
Comme nous l’avons déjà dit à plusieurs reprises, lorsque deux nanocristaux sont
loin l’un de l’autre, les fonctions d’onde électroniques stationnaires sont et restent
localisées sur chaque nanocristal (voir le chapitre 1), autrement dit elles ne sont
pas couplées et appartiennent à des systèmes indépendants. L’hamiltonien total de
deux états électroniques i et f s’écrit (en utilisant un hamiltonien de type liaisons
fortes) :
H0 = Hi ⊕Hf (5.1)
avec
Hi = − ~
2
2m∗∆ + Vi (5.2)
Hf = − ~
2
2m∗∆ + Vf (5.3)
On néglige donc les interactions électron-électron sur les fonctions d’ondes, elles
ne sont que décalées en énergie comme décrit dans le chapitre 2.
Lorsqu’on rapproche, à partir de l’instant t = 0 les nanocristaux dans la limite de
faible couplage électronique (voir le chapitre 4 et la figure 5.1), les fonctions d’onde
se recouvrent légèrement ce qui autorise le passage d’une charge d’un nanocristal à
un autre par effet tunnel. Ce recouvrement est analogue au terme de couplage élec-
tronique constant β en seconde quantification. Notre problème ici, contrairement au
chapitre 3, est que l’on ne connait pas l’expression du terme de couplage perturba-
tif β nécessaire pour calculer la probabilité de transition Γif . En revanche on peut
remarquer que pour une charge initialement sur l’état i dont l’hamiltonien est Hi,
la perturbation vue par cette charge est en fait le potentiel du second nanocristal
Vf :
β = Vf = H −Hi = − ~
2
2m∗∆ + V −Hi (5.4)
où V est le potentiel du système après rapprochement des nanocristaux (voir la
figure 5.1). Dans ces conditions, la règle d’or de Fermi, c’est à dire la théorie des
perturbations dépendante du temps à l’ordre 1 [Cohen-Tannoudji 1977], nous dit
que la probabilité de transition par unité de temps entre les états |ψi〉 et |ψf 〉 s’écrit :
Γif =
2pi
~
|〈ψf |β|ψi〉|2δ (Ef − Ei) = 2pi~ |βif |
2δ (Ef − Ei) (5.5)
Bardeen a donné une formulation approchée de l’élément de matrice βif =
〈ψf |β|ψi〉 = 〈ψf |(H − Hi)|ψi〉. Ce terme, analogue au recouvrement des fonctions
d’onde, utilise justement les expressions de ψi(r) et ψf (r). Nous reprenons ici la
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rapprochement
matrice
barrière tunnel
Figure 5.1 – Représentation schématique du recouvrement des fonctions d’onde
lorsque les nanocristaux sont suffisamment proches.
démonstration de la formule de Bardeen car cela n’a rien d’évident [Gottlieb 2006]
malgré son utilisation courante en microscopie à effet tunnel (Scanning Tunneling
Microscopy, STM) ou même dans les mémoires à nanocristaux [Rana 1998] et les
SET [Sée 2006].
H −Hf est l’opérateur zéro du côté Ωf , nous pouvons donc écrire :
∫
Ωf
ψi(r)(H −Hf )ψ∗f (r)d3r
=
∫
Ωf
ψi(r)Hψ∗f (r)d3r− Ef
∫
Ωf
ψi(r)ψ∗f (r)d3r
= − ~
2
2m∗
∫
Ωf
ψi(r)∆ψ∗f (r)d3r +
∫
Ωf
ψi(r)V (r)ψ∗f (r)d3r− Ef
∫
Ωf
ψi(r)ψ∗f (r)d3r
= 0
(5.6)
H −Hi est l’opérateur zéro du côté Ωi, on peut donc écrire :
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∫
ψ∗f (r)(H −Hi)ψi(r)d3r
=
∫
Ωi
ψ∗f (r)(H −Hi)ψi(r)d3r +
∫
Ωf
ψ∗f (r)(H −Hi)ψi(r)d3r
= 0 +
∫
Ωf
ψ∗f (r)(H −Hi)ψi(r)d3r
=
∫
Ωf
ψ∗f (r)Hψi(r)d3r− Ei
∫
Ωf
ψ∗f (r)ψi(r)d3r
= − ~
2
2m∗
∫
Ωf
ψ∗f (r)∆ψi(r)d3r +
∫
Ωf
ψ∗f (r)V (r)ψi(r)d3r− Ei
∫
Ωf
ψ∗f (r)ψi(r)d3r
= 〈ψf |β|ψi〉
(5.7)
En soustrayant l’équation (5.6) à l’équation (5.7) :
∫
Ωf
ψ∗f (r)(H −Hi)ψi(r)d3r−
∫
Ωf
ψi(r)(H −Hf )ψ∗f (r)d3r
=
∫
Ωf
ψ∗f (r)
(
− ~
2
2m∗∆ψi(r)− Eiψi(r)
)
d3r
−
∫
Ωf
ψi(r)
(
− ~
2
2m∗∆ψ
∗
f (r)− Efψ∗f (r)
)
d3r
= 〈ψf |β|ψi〉 − 0 = 〈ψf |β|ψi〉
(5.8)
Dans le cas où Ei ' Ef :
〈ψf |β|ψi〉 = − ~
2
2m∗
∫
Ωf
(
ψ∗f∆ψi − ψi∆ψ∗f
)
d3r
= − ~
2
2m∗
∫
Ωf
∇
(
ψ∗f∇ψi − ψi∇ψ∗f
)
d3r
= − ~
2
2m∗
∫
S
(
ψ∗f∇ψi − ψi∇ψ∗f
)
d2n
(5.9)
où n est normal à la surface S. La passage à la dernière ligne est rendu possible
grâce au théorème de Green-Ostrogradski. Nous obtenons en définitive :
βif =
~2
2m∗out
∫∫
S
(
ψi∇ψ∗f − ψ∗f∇ψi
)
d2n (5.10)
Ainsi l’élément de matrice βif est approximé par un flux à travers une surface S
située dans la barrière tunnel.
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Chaque nanocristal est en fait composé de plusieurs niveaux électroniques (voir
le chapitre 1). On obtient la probabilité totale de saut tunnel (hopping) d’un nano-
cristal à l’autre en faisant la somme sur tous les niveaux électroniques. Autrement
dit, la probabilité totale pour une charge de passer d’un nanocristal a à un nano-
cristal b est la somme sur la probabilité de passer de chaque état localisé sur le
nanocristal a vers chaque état localisé sur le nanocristal b :
Γab =
∑
i,f
Γifgifi(na)gf (1− ff (nb))
= 2pi
~
∑
i,f
|βif |2gifi(na)gf (1− ff (nb))δ (Ef − Ei)
(5.11)
où les indices i et f font référence aux états fondamental et excités sur les nano-
cristaux a et b respectivement. La thermalisation des porteurs au sein des nanocris-
taux est supposée plus rapide que le transfert entre nanocristaux. Ainsi l’équilibre
thermodynamique est atteint dans le nanocristal même si le solide à nanocristaux
est lui-même hors équilibre. La probabilité d’occupation de chaque niveau électro-
nique, dont la dégénérescence est notée g, suit dans ces conditions une statistique
de Fermi-Dirac notée f dans l’équation précédente. Notons que dans cette dernière
équation (5.11), le spin n’est pas conservé entre deux sauts sinon il faudrait intro-
duire un coefficient pour rendre compte du fait qu’un électron de spin up (down)
ne peut sauter que vers un état de spin up (down). On fait ici l’hypothèse que le
retournement du spin est plus fréquent que le transfert tunnel entre nanocristaux
[van de Lagemaat 2005].
Ici, nous ne connaissons pas le potentiel chimique du nanocristal mais le nombre
n de charges qui sont dedans. Nous utilisons donc un algorithme qui détermine le
potentiel chimique µ dans chaque nanocristal en fonction du nombre de charges
présentes n. Pour y parvenir, cet algorithme balaye les valeurs potentielles de µ
jusqu’à ce que la condition suivante soit vérifiée :
∑
i
gi
exp
(
Ei−µ
kBT
)
+ 1
= n (5.12)
Nous obtenons de ce cette manière l’ensemble des {µ(n)} pour chaque type de
porteur, chaque valeur n et chaque nanocristal. Pour obtenir f(n), il ne reste plus
qu’à évaluer f(µ(n)) où f est la statistique de Fermi-Dirac :
fi(na) =
1
exp
(
Ei−µ(na)
kBT
)
+ 1
(5.13)
En fait, on ne peut pas considérer la charge comme étant uniquement sur le
niveau de plus faible énergie, c’est à dire le niveau fondamental, sous peine de
violer le principe fondamental de l’équilibre détaillé (corolaire de la réversibilité
microscopique). C’est ce principe qui impose de faire la somme sur i dans l’équation
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(5.11) malgré le temps de calcul supplémentaire nécessaire pour l’évaluer. Il est
en effet indispensable de respecter ce principe qui est un problème bien connu
notamment en cinétique chimique [Alberty 2004]. Il se formule, pour un processus
Markovien dont la définition sera fournie au chapitre suivant, ainsi :
piiΓif = pifΓfi (5.14)
où pii est la probabilité d’être dans l’état i. Dans la mesure où les nanocristaux sont
faiblement couplés entre eux, les électrons sont considérés comme des particules
classiques qui suivent la statistique de Boltzmann. Nous avons donc :
pii ∝ exp
(
− Ei
kBT
)
(5.15)
Nous pouvons donc réécrire le principe de l’équilibre détaillé comme :
Γif
Γfi
= exp
(
−Ef − Ei
kBT
)
(5.16)
Il est important de bien comprendre que les électrons suivent deux statistiques
différentes : une statistique quantique dans chaque nanocristal et une statistique
classique au niveau du solide à nanocristaux. Nous verrons que la formule de Mar-
cus, qui permet de calculer l’ensemble des taux de transition {Γif} et que nous
allons dériver, respecte bien l’équilibre détaillé tout comme la formule de Miller-
Abrahams (4.28).
Mais avant, nous pouvons faire certaines simplifications concernant la formule
de Bardeen. En effet, dans la mesure où nous considérons que les nanocristaux sont
orientés aléatoirement, nous pouvons considérablement simplifier l’équation (5.10)
en remplaçant les fonctions d’onde ψ dans la formule de Bardeen par R/
√
4pi où R
est la partie radiale de la fonction enveloppe (voir le chapitre 1). On obtient alors
avec un peu d’analyse :
|βif |2 =
∣∣∣∣∣∣∣
d2ab~2
16m∗out
∫ pi
2
0
[
Ri(r(θ))
dRf
dr
(r(θ)) +Rf (r(θ))
dRi
dr
(r(θ))
] sin θ
cos2 θdθ
∣∣∣∣∣∣∣
2
(5.17)
avec
r(θ) = dab2 cos θ (5.18)
et
dab = Ra +Rb +Dab (5.19)
où Ra (Rb) est le rayon du nanocristal a (b) et Dab est l’épaisseur d’oxyde entre les
nanocristaux a et b. Ces trois dernières équations permettent d’obtenir les résultats
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des figures 5.2 et 5.3. De cette figure on peut remarquer que plus les nanocristaux
sont petits, plus le couplage entre nanocristaux séparés par une épaisseur d’isolant
fixée est grande. Ce résultat témoigne du fait que plus le nanocristal est petit, plus
la fonction d’onde est confinée et plus elle déborde dans l’isolant entourant le na-
nocristal. Aussi, on peut noter que, pour une épaisseur raisonnable de SiO2 c’est à
dire une épaisseur autour de 1 nm et plus, le couplage électronique β est de l’ordre
du µeV, ce qui est effectivement faible par rapport à l’énergie thermique kBT = 26
meV à température ambiante. Nous vérifions donc que le régime de transport est
bien le régime de faible couplage.
Figure 5.2 – Couplage électronique |β| entre les deux états électroniques fonda-
mentaux (LUMO) sur deux nanocristaux chacun définit par leur rayon et séparés
par 1 nm de SiO2.
Figure 5.3 – Couplage électronique |β| entre les deux états électroniques fonda-
mentaux (LUMO) sur deux nanocristaux de même rayon pour différents rayons et
en fonction de l’épaisseur de SiO2 les séparant.
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Pour terminer, il faut aussi dériver le couplage électronique entre un nanocristal
et une électrode métallique afin de pouvoir simuler le transport dans un dispositif
complet. A partir de l’expression des fonctions d’onde dans une électrode métallique
au contact d’une barrière tunnel, J. Sée a fourni dans sa thèse l’expression suivante
[Sée 2003] :
|βéli|2 '
(
~2
2m∗out
)2 2
Ωél
k2i e
−αiDél−a
k2i +
(
m0
m∗out
)2
α2i
∣∣∣∣∫∫ (αiψi + ∣∣∣∣∂ψi∂x
∣∣∣∣) dS∣∣∣∣2 (5.20)
avec dS = dydz où S est le plan parallèle à l’électrode situé à mi-distance entre
l’électrode et le nanocristal, avec Dél-a l’épaisseur d’oxyde entre l’électrode et le
nanocristal et avec Ωél le volume de l’électrode. Dans l’équation précédente αi est
défini par :
αi =
√
2m∗out(Eb − Ei)
~2
(5.21)
et ki est défini par :
ki =
√
2m0(Ei − Eél)
~2
(5.22)
où Eél est l’énergie du bas de la bande de conduction de l’électrode. La relation
(5.20) est une approximation dans le cas où l’énergie du porteur est bien inférieure
à la hauteur de la barrière tunnel ce qui est justifié dans le cas étudié dans cette
thèse. Les expressions exactes sont données dans la thèse de J. Sée [Sée 2003]. En
faisant les mêmes simplifications que pour (5.17), on aboutit au résultat suivant :
|βéli|2 '
(
~2
2m∗out
)2
2
Ωél
k2i e
−αiDél-a
k2i +
(
m0
m∗out
)2
α2i
∣∣∣∣∣∣d
2
él-a
√
pi
4
∫ pi
2
0
[
αiRi(r(θ)) +
∣∣∣ dél-a2r(θ) dRidr (r(θ))∣∣∣] sin θcos3 θ dθ
∣∣∣∣∣∣
2
(5.23)
avec dél-a = (2Ra + Dél-a) et r(θ) = dél-a/2 cos(θ). Il ne reste plus qu’à calculer
la densité d’états dans l’électrode au niveau d’énergie de l’état électronique Ei qui
est :
gél(Ei) =
2Ωél
(2pi)2
(2m0
~2
)3/2√
Ei − Eél (5.24)
et la statistique d’occupation de ces états qui suit une statistique de Fermi-Dirac :
fél(Ei) =
1
exp
(
Ei−EF
kBT
)
+ 1
(5.25)
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A partir de ces dernières équations on peut calculer les taux d’injection d’élec-
trons depuis une électrode vers un nanocristal (voir la figure 5.4) :
Γél→a =
2pi
~
∑
i
|βéli|2gél(Ei)fél(Ei)gi(1− fi(na)) (5.26)
et le taux d’éjection d’électron d’un nanocristal vers une électrode :
Γa→él =
2pi
~
∑
i
|βéli|2gifi(na)gél(Ei)(1− fél(Ei)) (5.27)
Les deux dernières équations sont valables pour des électrons, lorsqu’on s’intéresse
aux trous il faut remplacer fi(na) par 1 − fi(na). Dans les simulations que nous
effectuerons, l’origine des énergies est prise au niveau de Fermi de la cathode (voir
la figure 5.5).
Figure 5.4 – Taux d’injection de la cathode au nanocristal contenant un unique
niveau électronique LUMO en fonction de la tension appliquée sur l’anode et du
nombre de charges n présentes dans le nanocristal. Ces résultats peuvent être com-
parés à ceux de [Sée 2006] car la géométrie choisie est la même.
Remarque : Nous utilisons dans les équations précédentes (5.23) et (5.17) la
dérivé de la partie radiale de la fonction enveloppe des états électroniques. Nous
avons vu dans le chapitre 1 que dans l’oxyde, cette partie radiale est la fonction de
Bessel sphérique modifiée du deuxième type défini par :
kl(ar) =
√
pi
2arKl+1(ar) (5.28)
où K est la fonction de Bessel modifiée du second type et a un paramètre quel-
conque. La dérivée s’écrit :
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dkl
dr
(ar) = −
√
1
2pi(ar)3Kl+1/2(ar)−
√
2
piar
[
aKl−1/2(ar) +
l + 1/2
r
Kl+1/2(ar)
]
(5.29)
Remarque : Dans la théorie orthodoxe du blocage de coulomb où les nanocris-
taux sont métalliques, les états électroniques dans les nanocristaux forment un conti-
nuum. Dans ces conditions le taux de transfert tunnel et donnée par [Wasshuber 2001] :
Γab(∆F ) =
1
e2RT
−∆Fab
1− exp
(∆Fab
kBT
) (5.30)
où F est l’énergie libre du système et RT est la résistance tunnel :
RT =
~
2pie2|T |2gagb (5.31)
Nous retrouvons dans cette résistance tunnel le quantum de conductance G0 =
2e2/h et la transparence tunnel T .
Nous voyons d’après le delta de Dirac de l’équation (5.17) que le transfert de
charges ne peut se faire que si les niveaux électroniques sont en résonance. Or,
comme nous l’avons déjà spécifié dans le chapitre précédent et comme nous l’avons
vu pour les transitions optiques (voir le chapitre 3), cette condition est levée par le
couplage électron-phonon qui élargit en quelque sorte les niveaux électroniques, c’est
ce que nous allons montrer dans la section suivante. Notons que nous ne prendrons
pas en compte la largeur des niveaux électroniques dans les calculs de l’éjection ou
de l’injection de porteurs vers ou depuis les électrodes [Tisdale 2011, Tvrdy 2011],
car cela change peu les résultats [Valentin 2009].
5.2 Elargissement par couplage électron-phonon
Contrairement à ce que nous avons vu dans la section précédente, et comme
nous l’avons introduit au chapitre 3 concernant les raies des spectres d’absorption
ou d’émission, les niveaux électroniques ne sont pas infiniment fins. Ainsi le delta de
Dirac dans l’équation (5.17) doit être remplacé par une fonction qui rende compte
de cet élargissement. Dès lors les transitions inélastiques pour lesquelles Ej 6= Ei
sont autorisées sans risquer de violer la conservation de l’énergie. Il existe en fait
plusieurs sources d’élargissement (broadening en anglais), en particulier un élargis-
sement naturel lié au second principe d’incertitude d’Heisenberg ∆E∆t ≥ ~/2 qui
est en fait négligeable par rapport à l’élargissement dû au couplage électronique
avec un bain de phonons. En effet autour de la température ambiante (T = 300K),
les atomes s’agitent autour de leur position d’équilibre engendrant en quelque sorte
une vibration de l’énergie des niveaux électroniques. On parle, comme on l’a dit au
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Figure 5.5 – Diagramme de bande d’un dispositif Métal (anode) / Solide à nano-
cristaux / Métal (cathode) avant mise en contact (hors équilibre).
chapitre précédent, de désordre diagonal (ou local) dynamique par opposition au
désordre diagonal statique lié au désordre en taille des nanocristaux.
Suivant l’approximation de Born-Oppenheimer (voir le chapitre 1), la fonction
d’onde d’un état ne se résume pas à sa partie électronique, c’est en fait le produit
de la partie électronique et de la partie phononique
|Φim〉 = |ψi〉|χm〉
|Φfn〉 = |ψf 〉|χn〉
(5.32)
où ψ correspond à l’état électronique et χ correspond à l’état phononique. Étant
donné que les phonons sont indépendants :
|χm〉 =
∏
j
|imj〉, |χn〉 =
∏
j
|fnj〉 (5.33)
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Ainsi on peut réécrire la règle d’or de Fermi (5.5) :
Γif =
2pi
~
|〈Φfn|β|Φim〉|2δ (Efn − Eim)
= 2pi
~
|〈ψf |β|ψi〉|2|〈χn|χm〉|2δ (Efn − Eim)
(5.34)
Pour calculer le recouvrement des niveaux de vibration 〈χn|χm〉 , il est nécessaire
de faire un certain nombre de remarques préliminaires et de calculs. Notons d’abord
que le terme 〈ψf |β|ψi〉 est, selon l’approximation de Franck-Condon, indépendant de
Q. En reprenant l’hamiltonien (4.19) sans le couplage électron-phonon non-diagonal,
pour un seul niveau électronique i occupé (ni = c+i ci = 1) et pour un seul mode de
phonon nous avons (en laissant de côté le terme ~ω/2) :
H = Ei + ~ωa+a+ ~ωg(a+ + a) (5.35)
Il est alors possible de réécrire cet hamiltonien comme :
H = Ei − ~ωg2 + ~ωb+b (5.36)
avec le nouvel opérateur b = a + g. Le couplage électron-phonon a introduit un
décalage en énergie du niveau électronique égal à −~ωg2 correspondant à l’énergie
de liaison du polaron que nous avons déjà évoqué. Ce couplage a également décalé
l’oscillateur harmonique. En effet, à partir de l’équation (C.29) de l’annexe C :
a+ g = 1√
2~ω
(ωQ+ iP ∗) + g
= 1√
2~ω
(ω(Q+ g
√
2~/ω) + iP ∗)
(5.37)
Il apparait donc que l’oscillateur harmonique représentant le mode de phonon
est décalé de g
√
2~/ω du fait du couplage électron-phonon par rapport à un état
inoccupé. Fort de ces remarques, il est possible d’écrire :
a+f − a+i = af − ai = gf − gi = −
√
S (5.38)
On retrouve le décalage des paraboles d’équation ω2Q2/2 (voir l’équation (C.28))
noté ∆Q sur la figure 3.3 du chapitre 3.
Nous pouvons reprendre le calcul de 〈χn|χm〉 = ∏j〈fnj |imj〉 en reproduisant la
démonstration fournie par [Delerue 2004] et [Bourgoin 1983] et en ayant à l’esprit
l’effet de l’opérateur création :
|im〉 = 1√
m!
(a+i )m|i0〉 (5.39)
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Commençons par calculer le recouvrement entre le niveau de vibration |i0〉 sans
phonon et les niveaux de vibration décalés |fp〉, situation qui se produit quand
T = 0 K (voir la figure 5.6) :
〈i0|fp〉 = 1√
p!〈i0|(a
+
f )
p|fp〉 = 1√
p!〈i0|(a
+
i −
√
S)p|fp〉 = (−
√
S)p√
p! 〈i0|f0〉 (5.40)
En faisant la remarque suivante à partir de l’équation précédente :
∞∑
p=0
|〈i0|fp〉|2 =
∞∑
p=0
|〈i0|fp〉〈fp|i0〉|2 = 1
= |〈i0|f0〉|2 exp(S)
(5.41)
On en déduit que l’intensité relative d’une telle transition est :
Wp = |〈i0|fp〉|2 =
(
(−√S)p√
p! exp
(
−S2
))2
= S
p
p! exp(−S) (5.42)
Passons maintenant au calcul plus général du recouvrement entre un niveau de
vibration |im〉 quelconque et un niveau |fn〉 quelconque en notant n = m+ p :
〈im|f(m+ p)〉 = 1√
(m+ p)!
〈im|(a+f )m+p|f0〉
= 1√
(m+ p)!
〈im|(a+i −
√
S)m+p|f0〉
= 1√
(m+ p)!
m∑
k=0
{km+p(−
√
S)m+p−k〈im|(a+i )k|f0〉
= 1√
(m+ p)!
m∑
k=0
{km+p(−
√
S)m+p−k
√
m!
(m− k)!〈i(m− k)|f0〉
=
√
m!
(m+ p)! exp
(
−S2
) m∑
k=0
{km+p
(−1)m+p−k
(m− k)! (
√
S)p+2(m−k)
(5.43)
De cette dernière relation et si on se limite aux termes au premier ordre en S, nous
déduisons les trois relations suivantes :
|〈inj |fnj〉|2 = 1− (2nj + 1)Sj
|〈inj |fnj + 1〉|2 = (nj + 1)Sj
|〈inj |fnj − 1〉|2 = njSj
(5.44)
Il est effectivement possible de se limiter au premier ordre en Sj car Sj ∝ 1/N
où N correspond au "grand" nombre d’atomes dans le nanocristal, c’est à dire
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Sj < 1. Dans ces conditions le nombre de phonons pour chaque mode peut rester le
même, augmenter de +1 ou diminuer de -1 lors d’une transition. Ainsi, si au cours
d’une transition p + r modes sont excités par +1 et r modes par -1 alors il reste
(3N−p−2r) modes qui ne changent pas de nombre d’occupation. L’intensité d’une
telle transition est alors :
p+r∏
j=1
(nj + 1)Sj
( r∏
k=1
nkSk
)3N−p−2r∏
l=1
(1− (2nl + 1)Sl)

=
p+r∏
j=1
(nj + 1)Sj
( r∏
k=1
nkSk
)(3N∏
l=1
(1− (2nl + 1)Sl)
) (5.45)
Le passage à la seconde ligne se fait en négligeant p + 2r par rapport à 3N . La
moyenne thermique s’obtient en remplaçant nj par la probabilité moyenne d’occu-
pation suivant la statistique de Bose-Einstein :
nj =
1
exp
(
~ωj
kBT
)
− 1
(5.46)
On fait ensuite la somme de toutes les transitions possibles pour lesquelles p + r
modes sont excités (+1) et r modes sont désexcités (-1). Tous les modes n’ont pas
nécessairement la même pulsation. Si l’on fait l’hypothèse que tous les phonons
peuvent être approximés par une même pulsation ω, alors cette somme est :
Wp+r,r =
1
r!(p+ r)!
 3N∑
j=1
(nj + 1)Sj
p+r 3N∑
j=1
njSj
r 3N∏
j=1
(1− (2nj + 1)Sj)

(5.47)
Wp+r,r correspond à l’intensité totale des transitions pour lesquelles p + r modes
sont excités et r modes sont désexcités. Nous admettons que l’intensité totale de
toutes les transitions centrées en p~ω est :
Wp =
∞∑
r=0
1
r!(p+ r)! [(n+ 1)S]
p+r[nS]r exp[−(2n+ 1)S] (5.48)
où S est le facteur de Huang-Rhys total S = ∑j Sj . Cette expression peut être
réécrite en utilisant la fonction de Bessel modifiée Ip :
Wp =
(
n+ 1
n
)p/2
exp[(−(2n+ 1)S]Ip
(
2S
√
n(n+ 1)
)
= exp
[
p~ω
2kBT
− S coth
( ~ω
2kBT
)]
Ip
(
S
sinh(~ω/2kBT )
) (5.49)
Dans cette expression, p > 0 (p < 0) correspond à l’émission (absorption) de pho-
nons. Si S  1 et |p − S|  S, c’est à dire dans la limite où les phonons sont
fortement couplés avec les charges, Wp devient :
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Wp ' 1√2piS coth(~ω/2kBT ) exp
(
− (p− S)
2
2S coth(~ω/2kBT )
)
(5.50)
L’enveloppe formée par les Wp est une gaussienne centrée sur p = S avec une
largeur à mi-hauteur ∆E =
√
8 ln(2)S(~ω)2 coth(~ω/2kBT ). Ainsi, dans la limite
où ~ω  kBT , dite limite classique, où les états de vibration forment un quasi-
continuum d’états et où coth(~ω/2kBT ) ' 2kBT/~ω, on peut écrire :
W (hν) =
∫
Wpδ[hν − (Ef − Ei + p~ω)]dp
= 1√
4piλkBT
exp
(
−(Ef − Ei − hν + λ)
2
4λkBT
) (5.51)
avec λ = S~ω. Notons que si l’électron est couplé à des modes ayant des pulsations
différentes, l’élargissement serait fourni par la convolution de l’élargissement induit
par chacune de ces pulsations. On peut de même traiter l’élargissement induit par
chaque mode de phonon séparément et ensuite faire la convolution.
T = 0 K
sans phonon
(no phonon line)
gaussienne centrée
en p=S
Figure 5.6 – Forme de la raie d’absorption pour un mode phononique à T = 0K
en fonction du couplage électron-phonon S obtenu à partir de l’équation (5.42)
[Bourgoin 1983].
Ce dernier résultat est donc la démonstration de la substitution (3.5) employée
dans le calcul des transitions optiques au chapitre 3. Ce résultat va aussi nous
permettre de mettre en évidence l’élargissement des niveaux électroniques dans le
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cas d’un transfert tunnel entre deux états i et f localisés sur les deux nanocristaux a
et b respectivement. Ce que l’on peut écrire, par analogie avec une réaction chimique,
NC−a +NCb
Γab−→ NCa+NC−b . Puisque les nanocristaux sont faiblement couplés, on
fait l’hypothèse que la charge est couplée aux phonons du nanocristal sur lequel elle
se trouve d’où :
|Φimamb〉 = |ψi〉|χma〉|χmb〉
|Φfnanb〉 = |ψf 〉|χna〉|χnb〉
(5.52)
où χma (χmb) correspond à l’état phononique du nanocristal a (b). Ainsi on peut
réécrire une nouvelle fois la règle d’or de Fermi (5.5) :
Γif =
2pi
~
|〈Φfnanb |β|Φimamb〉|2δ (Efnanb − Eimamb)
= 2pi
~
|〈ψf |β|ψi〉|2|〈χna |χma〉|2|〈χnb |χmb〉|2δ (Efnanb − Eimamb)
(5.53)
En utilisant exactement les mêmes approximations que pour obtenir l’équation
(5.51), on obtient :
Γif =
2pi
~
|〈ψf |β|ψi〉|2
∑
pa,pb
WpaWpbδ[(Ef − λb)− (Ei − λa) + pa~ωa + pb~ωb]
→ 2pi
~
|〈ψf |β|ψi〉|2
∫∫
WpaWpbδ[(Ef − λb)− (Ei − λa) + pa~ωa + pb~ωb]dpadpb
(5.54)
avec λ(a,b) =
∑
j S
(a,b)
j ~ω
(a,b)
j qui correspond à l’énergie de relaxation, aussi appelée
décalage de Franck-Condon, c’est à dire à l’énergie de liaison du polaron. Il faut
noter que les facteurs de Huang-Rhys {Sj} correspondent directement au couplage
électron-phonon diagonal Sj = g2j pour le transport car on passe d’un état vide à
un état occupé tandis que pour les transitions optiques, la charge passe d’un état
fondamental à un état excité d’où Sj = ∆g2j . L’équation précédente montre que le
principe de conservation de l’énergie est respecté au moment du transfert tunnel
par l’excitation de pa et pb phonons dans les nanocristaux a et b respectivement. Le
passage à la limite continue (deuxième ligne de l’équation précédente) montre que
l’intégrale correspond à la convolution de l’élargissement des niveaux électroniques
(voir la figure 5.7) [Lampin 1998]. En utilisant l’expression (5.50), on peut réécrire
l’équation précédente :
Γif =
2pi
~
|βif |2 1√4piλabkBT
exp
(
−∆Eif + λab4λabkBT
)
(5.55)
avec λab = λa + λb. Ainsi seules les énergies de polarisation lentes et les énergies
de Franck-Condon contribuent à λ tandis que les énergies de polarisation lentes et
rapides ainsi que les énergies de Franck-Condon contribuent à ∆E. Cette dernière
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expression est connue sous le nom de formule de Marcus. On peut aussi noter que
cette formule s’identifie à la relation d’Arrhenius Γ ∝ exp(−∆G+/kBT ) avec une
énergie d’activation ∆G+ qui s’écrit :
∆G+if =
(∆G0if + λab)2
4λ (5.56)
fonction de l’énergie libre ∆G0if (égale à ∆Eif car on néglige la variation d’entro-
pie) et d’une énergie de réorganisation λab définie comme l’énergie nécessaire pour
réorganiser la structure atomique de l’état initial à l’état final sans que la charge
soit transférée. La figure 5.8 montre que le pic de résonance entre les niveaux i et f
est décalé. Le taux de transfert est maximum lorsque ∆Eif = −λab. En effet le fait
que le mouvement des atomes soit lent par rapport au saut tunnel donne naissance
à une barrière d’énergie d’activation supplémentaire qui correspond à l’énergie de
liaison du polaron λab = Epol/2. Par ailleurs, la largeur de la résonance est pro-
portionnelle à λab car le couplage électron-phonon induit un élargissement gaussien
de la résonance d’après la formule de Marcus, c’est à dire dans la limite classique
(~ω  kBT ). Notons pour finir que cette théorie a été employé avec succès pour
caractériser des nanocristaux de CdSe en spectroscopie tunnel (Scanning Tunneling
Spectroscopy, STS) [Jdira 2008b, Sun 2009].
Figure 5.7 – La probabilité de saut inélastique totale entre deux états d’énergie
correspond à la somme des transitions "élastiques" (représentées par des flèches)
pour lesquelles pa phonons sont excités dans le nanocristal a et pb phonons sont
excités dans le nanocristal b. ∆E0 correspond à la différence entre les niveaux
d’énergie calculés dans le chapitre 1. A partir du moment où une charge occupe
ces niveaux, ils sont décalés par la self-énergie Σ calculée dans le chapitre 2 et par
l’énergie de relaxation c’est à dire l’énergie de liaison du polaron λ.
Un problème persiste, toute la théorie développée précédemment n’a fait interve-
nir que les phonons des nanocristaux sans considérer la matrice. Marcus a introduit
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0
région normalerégion inversée
Figure 5.8 – Variation de Γ en fonction de l’énergie libre ∆G0 pour une énergie
de réorganisation λ constante. Q est la coordonnée de réaction qui représente le
déplacement de tous les atomes y compris ceux de la matrice.
une énergie de réorganisation supplémentaire pour expliquer l’influence du solvant
dans les réactions chimiques faisant intervenir un transfert de charge [Marcus 1956]
(voir la figure 5.9) :
λoutab =
q
4piε0
( 1
2Ra
+ 12Rb
− 1
dab
)( 1
n2matrice
− 1
ε0matrice
)
(5.57)
Ce qui fait que l’énergie de réorganisation totale dans la théorie de Marcus est
finalement :
λab = λina + λinb + λoutab (5.58)
Les deux premiers termes correspondent, comme nous l’avons vu, au couplage
électron-phonon dans les nanocristaux (appelé énergie "inner-sphere" ou énergie
de réorganisation intramoléculaire dans la littérature). Dans le silicium, les charges
sont couplées aux phonons par un potentiel de déformation, λin est connu pour dé-
croître en 1/R3 mais nous utilisons dans la suite de cette thèse une valeur constante
λin = 12 meV trouvée dans la littérature [Brus 1996]. Le dernier terme (5.57) prend
en compte la réponse du champ de polarisation de la matrice (appelé énergie "outer-
sphere", énergie de réorganisation intermoléculaire ou encore énergie de réorgani-
sation du solvant dans la littérature). En effet la constante diélectrique statique
ε0matrice prend en compte la partie électronique et la partie atomique tandis que
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la constante diélectrique dynamique (ou optique) ε∞matrice = n2matrice ne prend en
compte que la partie électronique car les atomes n’ont pas le temps de suivre l’ex-
citation optique, ainsi la différence 1/n2matrice − 1/ε0matrice correspond à la réponse
des atomes uniquement.
transfert réorganisationq q q
Figure 5.9 – Représentation schématique de la réorganisation des dipôles élec-
triques dans la matrice autour de la charge suite au transfert tunnel de cette charge
entre deux nanocristaux.
Il se trouve que la matrice de SiO2 est polaire et que ce terme doit être pris
en compte. Nous utilisons nSiO2 = 1, 46 dans cette thèse. Le terme λout est même
prépondérant (voir la figure 5.10), il est donc essentiel de ne pas le négliger. C’est
notamment ce qui a permis à Brus d’expliquer la plus grande conductance observée
dans le silicium poreux lorsque celui-ci est plongé dans l’eau [Brus 1996], l’eau étant
un liquide polaire. Cette observation s’explique par le fait que la nature polaire de
la matrice permet d’élargir encore plus les niveaux électroniques ce qui augmente
la probabilité de saut inélastique et donc la conductivité globale du matériau (sauf
dans le cas peu probable où tous les états localisés sont en résonance).
Figure 5.10 – Représentation de l’équation (5.55) en fonction de la différence
d’énergie ∆E entre les deux états électroniques considérés.
Remarques : Il est intéressant de remarquer que les développements théoriques
présentés dans cette section entretiennent de nombreux liens avec d’autres théories :
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1. La formule de Miller-Abrahams et la formule de Marcus sont deux cas limites
d’une formule plus générale. La formule de Miller-Abrahams est valide pour un
faible couplage électron-phonon et une faible température tandis que la formule de
Marcus est valable pour un fort couplage électron-phonon et à une haute tempéra-
ture [Coropceanu 2007]. Notons aussi que la région inversée (voir la figure 5.8) est
absente dans la formule de Miller-Abrahams.
2. Le modèle de transport du petit polaron de Holstein [Holstein 1959] donne
l’équation :
Γ = β
2
~2ω
√
pi sinh(~ω/2kBT )
g2
exp[−2g2 tanh(~ω/4kBT )] (5.59)
On retrouve, dans la limite classique ~ω  kBT , la formule de Marcus dans le cas
∆E = 0 [Coropceanu 2007] :
Γ = β
2
~
√
pi
2EpolkBT
exp[−Epol/2kBT )] (5.60)
3. L’équivalent de la formule de Marcus dans la limite quantique ~ω  kBT
et lorsque le couplage électron-phonon se fait avec un seul mode (~ω  kBT ) est
donné par la formule de Jortner [Jortner 1976, Barbara 1996, Bredas 2005] :
Γ = 2pi
~
β2
1√
4piλkBT
∑
p
exp(−S)S
p
p! exp
(
−(λ+ p~ω + ∆G
0)2
4λkBT
)
(5.61)
λ correspond ici à l’énergie de réorganisation de l’environnement traité dans la li-
mite classique.
4. Lorsque le coupage électronique est fort, les surfaces de potentiel sont éclatées
(voir la figure 5.11) et le transfert d’électron passe par un état de transition. Dans
ce cas la théorie qui s’applique est la théorie de l’état de transition qui conduit à
l’équation d’Eyring :
Γ = kBT
h
exp
(
−∆G
+
RT
)
(5.62)
où R est la constante des gaz parfaits.
Remarque : Rappelons que l’énergie libre de Gibbs est une fonction de l’enthalpie
H = E + PV et de l’entropie S défini par :
G = H − TS = E + PV − TS (5.63)
Pour une température, une pression et un volume constant (comme c’est le cas ici) :
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Figure 5.11 – Représentation de l’adiabaticité d’une réaction de transfert électro-
nique. En vert est schématisé le chemin de réaction pour une transition fortement
non adiabatique (faible couplage électronique). En rouge est schématisé le chemin
de réaction pour une transition fortement adiabatique (fort couplage électronique).
∆G = ∆E − T∆S (5.64)
Or dans ce qui précède la variation d’entropie relative au mécanisme cinétique de
transfert électronique n’est pas prise en compte. Plus exactement, l’entropie d’acti-
vation ∆S+ est négligée, en revanche l’entropie globale est assurée par l’algorithme
Monte-Carlo que nous présentons dans le chapitre suivant. Cette approximation est
justifiée par le fait que le transfert d’électron d’un nanocristal à un autre ne change
pas la nature des nanocristaux. On entend par là que, contrairement à certaines
réactions chimiques, le mécanisme de transfert n’est pas associatif ou dissociatif,
c’est dire que les nanocristaux ne se lient pas ou ne se dissocient pas parallèlement
au transfert de charge auquel cas le changement d’entropie serait important. Notons
que dans le cas associatif ∆S < 0 et dans le cas dissociatif ∆S > 0.
En guise de conclusion pour cette section, nous avons vu que le couplage électron-
phonon dans les nanocristaux et avec le champ de polarisation de la matrice permet
d’élargir les niveaux électroniques ce qui augmente la probabilité de saut tunnel in-
élastique et augmente globalement la conductivité du solide à nanocristaux. Il ne
reste désormais plus qu’à évaluer le terme ∆E dans la formule de Marcus pour
finir d’obtenir l’équation générale de transfert tunnel entre nanocristaux et entre
un nanocristal et une électrode.
5.3 Traitement de l’électrostatique
La densité de nanocristaux dans l’empilement cubique par exemple se situe au-
tour de 1024 nanocristaux/cm3. Par conséquent, si on souhaite connaître l’influence
du nombre de charges par nanocristal sur la mobilité, on ne peut négliger les inter-
actions entre électrons et en particulier le blocage de coulomb. Les interactions de
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charges positionnées sur un même nanocristal on déjà été évaluées dans le chapitre
2, en revanche les interactions entre charges positionnées sur des nanocristaux dif-
férents ne l’ont pas été. C’est l’objet de cette section.
De manière générale, les équations de transport pour des charges indépendantes
doivent être couplées à une équation qui rende compte de l’interaction des charges
entre elles. Dans un dispositif semi-conducteur "massif", les équations de dérive-
diffusion sont couplées à l’équation de Poisson (voir le chapitre 1). On peut, de la
même manière, coupler un code Monte-Carlo cinétique que nous utiliserons dans
la suite avec la résolution de l’équation de Poisson [Meng 2011]. Cependant, pour
des raisons de temps de calcul, nous utilisons ici une méthode développée pour un
matériau organique entre deux électrodes métalliques [Casalegno 2010] que nous
étendons au cas d’un solide à nanocristaux avec des conditions aux limites pério-
diques dans les trois directions de l’espace. Ces conditions permettant de s’affranchir
de l’effet des surfaces sur les propriétés simulées.
La différence d’énergie vue par une charge lorsqu’elle passe d’un état i un état
f est en fait la somme de quatre termes :
∆Eif = ∆E0if + ∆EFab + ∆ECab −∆λab (5.65)
où le dernier terme ∆λab = λb − λa est nul dans la mesure où nous avons pris une
valeur constante pour λin. Le premier terme correspond à la différence d’énergie des
états i et f calculés dans le chapitre 1. Il inclut donc le confinement quantique :
∆E0if = Ef − Ei (5.66)
Le second terme est dû à l’influence sur les niveaux électroniques du champ élec-
trique extérieur appliqué Fext suivant x :
∆EFab = qFext (xb − xa) (5.67)
Le troisième terme correspond au changement de potentiel électrostatique (hors
champ électrique appliqué) :
∆ECab = (Σb + nbEe-eb )− (Σa + (na − 1)Ee-ea ) + q∆Vab (5.68)
L’équation (5.68) est la somme de deux contributions, la première partie étant issue
des self-énergies et énergies de charge calculées au chapitre 2 et l’autre, c’est à dire
le dernier terme de la somme, qui est issu de l’interaction coulombienne entre des
charges localisées sur différents nanocristaux. La différence de potentiel ∆Vab à
évaluer pour une charge passant du nanocristal a au nanocristal b est :
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∆Vab = Vb − Va − V ab =
N∑
i=1
niV
i
b −
N∑
i=1
niV
i
a − V ab
=
N∑
i=1
ni
 q4piε0εout
∑
R,
|rib+R|6=0
1
|rib + R|

−
N∑
i=1
ni
 q4piε0εout
∑
R,
|ria+R|6=0
1
|ria + R|

− q4piε0εout
(∑
R
1
|rab + R|
)
=
N∑
i=1

q
4piε0εout
∑
R,
|ria+R|6=0,
|rib+R|6=0
(
ni − δia
|rib + R| −
ni
|ria + R|
)

+ q(na − nb − 1)4piε0εout|rab|
(5.69)
où Vb est le potentiel créé dans le nanocristal b par les charges hors de ce nanocristal
et V ab est le potentiel crée dans le nanocristal b par une charge dans le nanocristal
a. N est le nombre total de nanocristaux dans le domaine de simulation. Du fait des
conditions aux limites périodiques dans les trois directions de l’espace, les sommes se
font sur les répliques notéesR du domaine de simulation.R = (mxX,myY,mzZ) où
mx,y,z ∈ Z. Les sommes dans le calcul de Va et Vb sont divergentes car le domaine de
simulation n’est pas neutre lorsqu’on introduit un type de charge donné (électron
ou trou) pour évaluer leur mobilité µ. Cependant la dernière ligne de l’équation
précédente nous permet de vérifier que la différence de potentiel ∆Vab converge car
la série alternée entre crochet est conditionnellement convergente. Ceci dit cette série
converge très lentement et rend le calcul très long. Pour contourner ce problème,
on utilise une solution bien connue : la somme d’Ewald pour le calcul des V ab :
V ab =
q
4piεoutε0
∑
R
erfc(β|rab + R|)
|rab + R| +
4pi
Ω
∑
k6=0
1
|k|2 exp
(
−|k|2
4β2
)
cos(k.rab)

(5.70)
Dans cette dernière relation Ω = X.Y.Z est le volume de la boîte de simulation,
β est le paramètre d’Ewald, et k = (2pikx/X, 2piky/Y, 2pikz/Z) est le vecteur de
l’espace réciproque avec kx,y,z ∈ Z. La restriction des sommes dans l’espace réel
et dans l’espace réciproque sur deux images, c’est à dire avec mx,y,z ∈ [−2, 2] et
kx,y,z ∈ [−2, 2] donne une bonne précision avec β = 2/Ω1/3.
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Les potentiels V ab sont tous calculés et mis en mémoire avant les itérations
Monte-Carlo. A chacune des itérations une charge se déplace d’une position initiale
i à une position finale f et le potentiel sur chaque nanocristal est aisément mis à
jour : on retire le potentiel V ia et on ajoute le potentiel V fa sur les N nanocristaux
de la boîte de simulation. De cette manière, le calcul est très rapide et le poten-
tiel sur chaque nanocristal peut être remis à jour à chaque itération Monte-Carlo.
Cette solution est équivalente à la résolution de l’équation de Poisson tout en étant
beaucoup plus rapide. Notons quand même que nous avons supposé les charges
ponctuelles et le milieu homogène pour pouvoir utiliser et bénéficier de cette pro-
cédure.
Si on s’intéresse maintenant à la simulation d’un dispositif, c’est à dire qu’on
cherche à simuler des I(V) au lieu de simuler des mobilités fonction du champ
électrique (µ(F)), il faut considérer le matériau actif entre deux électrodes mé-
talliques. Ces électrodes, en plus d’ajouter des problèmes d’injection et d’éjection
de charges qui peuvent impacter considérablement le transport électronique, ont
un impact sur l’électrostatique du système. Nous utilisons les résultats récents de
[Casalegno 2010] qui permettent de prendre en compte l’influence des électrodes
métalliques sur le potentiel créé par les charges dans un matériau semi-conducteur.
En effet, les électrodes imposent des conditions aux limites de Dirichlet (V = Ct)
lorsqu’on résout l’équation de Poisson. La méthode présentée dérive de la méthode
des charges images qui permet, par l’ajout de charges fictives, de calculer le poten-
tiel en sommant simplement le potentiel créé par chaque charge (loi de Coulomb)
sans se soucier des conditions aux limites qui sont mimées par l’addition de ces
charges virtuelles.
En effet si on met une charge à proximité d’une surface métallique, la condition
aux limites V = Ct sur cette surface est reproduite si l’on remplace cette surface
par une charge virtuelle symétrique de la charge considérée par rapport à la surface
métallique (voir la figure 5.12). Il est en définitive plus simple de faire l’hypothèse
que V = 0 sur les électrodes, de calculer le potentiel crée par les charges (réelles
et fictives) puis d’ajouter le potentiel crée dans le matériau par la polarisation du
dispositif.
Rappelons que pour N charges, l’énergie électrostatique totale est :
Etot =
1
2
N∑
i=1
qiVi (5.71)
Si on prend deux charges à proximité d’une surface métallique (voir la figure 5.12),
l’énergie électrostatique totale des deux charges est
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Figure 5.12 – a. Représentation schématique des lignes de champs pour une
charge à proximité d’une surface métallique. b. Représentation schématique de deux
charges à proximité d’une surface métallique et de leur charge image respective.
E2q+M =
1
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] (5.72)
et l’énergie totale des 4 charges (2 réelles + 2 fictives) est
E4q =
1
2
[
q1V1 + q2V2 + q′1V ′1 + q′2V ′2
]
= 12(2q1V1 + 2q2V2)
= 2E2q+M
(5.73)
Ces équations montrent que l’énergie électrostatique des deux charges réelles en
présence d’une surface métallique est égale à la moitié de l’énergie électrostatique
des 4 charges (en faisant abstraction de la surface métallique).
Sur la figure 5.13 est représenté un matériau semi-conducteur d’épaisseur X
(matériau actif du dispositif) pris en sandwich entre deux électrodes métalliques. Ce
dispositif est considéré comme infini dans les deux autres directions de l’espace du
fait des conditions aux limites périodiques dans ces directions. On peut remarquer
sur cette figure que le fait de mettre une charge dans le semi-conducteur induit
deux charges images qui elles-même induisent une charge image chacune et ainsi
de suite jusqu’à donner naissance à une structure périodique et infinie de période
2X. Nous pouvons donc prendre en compte l’effet des électrodes métalliques en
changeant de représentation. La structure qui est répliquée périodiquement dans
les trois directions de l’espace a désormais un volume Ω = 2X.Y.Z. Ainsi il suffit de
reprendre les mêmes équations qu’en l’absence d’électrodes avec quelques différences
(écrites en rouge) :
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Figure 5.13 – Représentation schématique d’un matériau semi-conducteur d’épais-
seur X entre deux électrodes métalliques avec une charge −q et ses charges images
associées.
∆Eij = ∆E0ij + ∆EVab + ∆ECab + ∆EWab (5.74)
Le second terme remplace ∆EFab puisque le champ extérieur est appliqué par la
polarisation sur l’anode (voir la figure 5.14) :
∆EVab = ∆EFab = q
V
X
(xb − xa) (5.75)
Le dernier terme ajoute un champ électrique induit par la différence des travaux
de sortie entre l’anode et la cathode. Ce champ électrique permet la séparation des
charges dans les conditions de court-circuit (Vext = 0) (voir la figure 5.14). Il est
défini par :
∆EWab =
q
|q|
Wanode −Wcathode
X
(xb − xa) (5.76)
Ensuite nous avons :
∆ECab = (Σb + nbEe-eb )− (Σa + (na − 1)Ee-ea ) +
1
2q∆Vab (5.77)
avec
∆Vab = Vb − Va − V ab =
2N∑
i=1
niV
i
b −
2N∑
i=1
njV
i
a − V ab (5.78)
et
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V ab =
q
4piεoutε0
∑
R
erfc(β|rab + R|)
|rab + R| +
4pi
Ω
∑
k6=0
1
|k|2 exp
(
−|k|2
4β2
)
cos(k.rab)

(5.79)
où Ω = 2.X.Y.Z, k = (pikx/X, 2piky/Y, 2pikz/Z) et R = (2mxX,myY,mzZ). No-
tons pour finir que nous n’avons plus à nous soucier de la convergence du calcul de
∆Vab, en effet dans le cas où les électrodes sont prises en compte, la condition de
neutralité est automatiquement vérifiée par l’introduction des charges images.
anode ITO cathode Al
anode ITO
cathode Al
anode ITO
cathode Al
V<0
anode ITO
cathode Al
V>0
a. b.
c. d.
Figure 5.14 – Schéma de bande d’un dispositif métal (anode) / isolant / métal
(cathode) pour lequel Wanode −Wcathode > 0 en fonction de la polarisation V ap-
pliquée à l’anode. a. circuit fermé (court circuit). b. circuit ouvert. c. polarisation
négative d. polarisation positive.
Pour conclure, nous avons établit tout le nécessaire pour calculer les probabilités
de saut tunnel inélastique par unité de temps entre nanocristaux mais aussi entre
une électrode et un nanocristal. En résumé, ces taux sont calculés dans le cadre de
la théorie de Marcus avec un faible couplage entre états électroniques évalué grâce
la formule de Bardeen. Ainsi l’influence du couplage électron-phonon dans les
nanocristaux et du couplage avec le champ de polarisation dans la matrice est pris
en compte. De plus, les interactions électron-électron à longue distance sont
également prises en compte avec ou sans la présence d’électrodes métalliques.
Nous allons maintenant voir dans le chapitre suivant comment utiliser ces taux
pour simuler la mobilité des charges dans un solide à nanocristaux ou le courant
dans un dispositif anode/solide à nanocristaux/cathode.
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Chapitre 6
Résolution numérique de
l’équation du transport
Les résultats des chapitres précédents fournissent la description physique du
problème abordé. Il est maintenant nécessaire de résoudre ce problème. Nous allons
voir dans ce chapitre que cette résolution est un problème en soit. Nous adoptons
ici un algorithme Monte-Carlo Cinétique accéléré, dont le principe est détaillé,
afin d’évaluer puis de discuter l’influence du désordre inhérent à ces nouveaux
matériaux. Influence d’ailleurs mal connue qui se trouve souvent invoquée dans la
littérature pour interpréter des caractérisations électriques. Cet algorithme permet
aussi de simuler et de discuter l’influence d’une forte concentration de charges.
Ces résultats seront d’ailleurs d’un grand secours pour interpréter nos propres
résultats de caractérisation électrique obtenus sur l’échantillon présenté en annexe
A. Aussi nous verrons que les mobilités calculées sont de plusieurs ordres de
grandeurs inférieures aux résultats de la littérature. Enfin nous verrons que l’on
peut, sous certaines conditions, établir un modèle de mobilité analytique.
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Comme nous l’avons déjà mentionné, la charge passe un temps relativement
long dans le nanocristal entre le premier saut tunnel qui lui a permis d’y entrer
et le saut tunnel qui la fera sortir. Ainsi la charge s’est thermalisée et les états
électroniques peuvent être décrits comme des états stationnaires (indépendants du
temps) [Sickafus 2007]. L’état d’occupation des nanocristaux décrit alors l’état du
système et les probabilités de transition caractérisent le changement d’état du sys-
tème. Ainsi, la cinétique du système est déterminée par ces sauts tunnels, et à
chacun de ses sauts le système perd la mémoire de ce qui s’est produit précédem-
ment. Ces évènements tunnels sont donc indépendants [Rana 1998], c’est ce qu’on
appelle une chaîne de Markov. L’évolution temporelle de la probabilité d’occupation
pa d’un état a, c’est à dire d’un nanocristal dans notre cas, est donc déterminée par
une équation maîtresse dite Markovienne, plus couramment nommée équation de
Pauli (dont l’analogue semi-classique est l’équation de Boltzmann pour la fonction
de distribution [Pottier 2007]) :
dpa
dt
= −
∑
b6=a
[Γabpa − Γbapb] (6.1)
L’évolution temporelle de cette probabilité se comprend facilement comme la diffé-
rence entre les charges qui entrent et celles qui sortent.
6.1 Les différentes méthodes de résolution
La résolution de l’équation maîtresse Markovienne (6.1) se fait de plusieurs
manières :
• Soit on se place en régime permanent dpadt = 0 auquel cas on obtient un
système d’équations linéaires (voir [van der Holst 2009] et [Koster 2010]).
• Soit on utilise un algorithme de type Monte-Carlo Cinétique (Kinetic Monte-
Carlo, KMC) qui nous permet d’accéder au régime transitoire comme au
régime permanent.
La résolution du système d’équations linéaires ne permet pas de traiter facilement
les interactions coulombiennes entre charges dans ce formalisme. En effet, les taux
{Γab} ne peuvent être indépendants des probabilités d’occupation lorsqu’on prend
en compte les interactions électron-électron. Pour traiter ces interactions, soit on
ajoute un terme de blocage limitant le nombre de charges maximum dans un na-
nocristal soit on fait une approximation de type champ moyen mais ces méthodes
rendent le système non-linéaire ce qui implique une résolution numérique spécifique
[Rühle 2011]. Nous pouvons aussi écrire l’équation (6.1) différemment et définir P
comme l’état, non pas d’occupation d’un nanocristal, mais comme l’état du réseau
de nanocristaux dans son ensemble [Sprekeler 2004]. Par exemple, dans le cas de
deux nanocristaux qui peuvent chacun contenir une charge au maximum, il existe
quatre états possibles pour l’ensemble du réseau de nanocristaux :
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• l’état noté (0, 0) pour lequel aucune charge n’est présente dans les nanocris-
taux : ©©
• l’état noté (1, 0) pour lequel une charge se trouve dans le premier nanocristal :⊙©
• l’état noté (0, 1) pour lequel une charge se trouve dans le second nanocristal :
©⊙
• l’état noté (1, 1) pour lequel chaque nanocristal abrite une charge : ⊙⊙
On note Ωαβ, fonction des {Γ}, la probabilité par unité de temps de passer de l’état
Pα à l’état Pβ. Ainsi on obtient l’équation maîtresse
∂Pα
∂t
=
∑
β 6=α
(PβΩβα − PαΩβα) (6.2)
De cette façon, les interactions électron-électron peuvent être prises en compte mais
malheureusement dès lors que le nombre de charges et de nanocristaux augmente,
le dénombrement des états possibles devient considérable. Cette méthode est donc
réservée aux réseaux composés d’un tout petit nombre de nanocristaux, surtout
lorsque ceux-ci peuvent abriter plusieurs charges. Notons en passant que dans le
cas d’une seule charge, l’équation précédente se ramène à l’équation (6.1) car l’état
du système est défini par l’état occupé par la charge.
En définitive, la résolution directe de l’équation maîtresse est inadaptée à notre
problème. Nous utiliserons donc l’algorithme KMC. Comme nous le verrons, cet
algorithme ne pose pas les problèmes exposés précédemment. En revanche nous ver-
rons que dans le cas d’un réseau de nanocristaux désordonnés, l’algorithme KMC
a beaucoup de mal à "avancer" tandis que la résolution du système linéaire est à
priori peu impactée.
6.2 L’algorithme Monte-Carlo Cinétique accéléré
L’équation maîtresse associée à la dynamique Markovienne décrivant le trans-
port électronique (dérive et diffusion) est usuellement résolue en faisant appel à un
algorithme Monte-Carlo Cinétique (Kinetic Monte-Carlo, KMC). C’est par exemple
le cas pour certaines études sur le transport électronique dans les solides à na-
nocristaux en régime de faible couplage [van de Lagemaat 2005, Chandler 2007,
Meldrum 2009, Lockwood 2009, Valentin 2009, Cellek 2011], pour l’électronique or-
ganique [Bässler 1993, Novikov 1998, Watkins 2005, Coehoorn 2005, Olivier 2006,
Groves 2010, van der Holst 2011] ou encore pour d’autres matériaux comme les ful-
lerènes C60 [Kwiatkowski 2009]. Il est d’ailleurs important de noter que les modèles
de transport dans ces travaux sont tous proches de ceux présentés dans cette thèse.
Cet algorithme permet de reproduire exactement l’évolution temporelle des états du
système reliés entre eux par des probabilités de transition, pourvu que le catalogue
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des taux de transition soit complet et que chaque taux soit le plus précis possible,
ce que nous supposons dans la suite.
Le terme Monte-Carlo est utilisé dans de nombreuses méthodes en physique.
Sans en faire la liste, disons simplement que toutes ces méthodes ont un point com-
mun, elles nécessitent un générateur de nombres aléatoires. En toute rigueur, ceci
est impossible à obtenir avec un ordinateur qui est une machine déterministe. Ce-
pendant il existe des algorithmes qui permettent d’obtenir des séquences de nombres
qui sont certes déterministes mais qui ont les caractéristiques, déterminées par un
certain nombre de tests, d’une chaîne de nombres aléatoires [Murthy 2004]. On ap-
pelle les générateurs obtenus à partir de ces algorithmes, des générateurs de nombres
pseudo-aléatoires. L’algorithme utilisé dans les simulations de cette thèse est l’al-
gorithme de Mersenne-Twister [Matsumoto 1998] qui est réputé pour sa qualité et
sa rapidité.
En reprenant l’équation maîtresse (6.1), on peut déterminer la probabilité qu’une
charge reste dans le nanocristal pr :
dpra
dt
= −
∑
b6=a
γabpa ∀a ⇒ pr(t) = exp(−Γtott) (6.3)
avec ∑Γab = Γtot. On obtient alors la loi de probabilité f(t) pour que le système
ait quitté l’état a à l’instant t en écrivant :∫ t′
0
f(t)dt = 1− pr(t′) ⇒ f(t) = Γtot exp(−Γtott) (6.4)
Le temps moyen nécessaire pour que le système quitte l’état a est donc :
τ =
∫ ∞
0
tf(t)dt = 1Γtot
(6.5)
L’algorithme KMC doit donc tirer, à chaque itération, non seulement le processus à
effectuer mais aussi le temps que le système a passé dans l’état i en échantillonnant la
distribution p(t) donnée par l’équation (6.4). Ainsi la probabilité pour que, partant
de a, l’état final soit b est donnée par :
pb =
Γab
Γtot
(6.6)
et le temps passé sur l’état a est donné par :
∆t = − ln u2Γtot (6.7)
où u2 est une variable aléatoire uniformément répartie sur [0, 1].
Remarque : L’algorithme Monte-Carlo Cinétique porte d’autres noms qui té-
moignent de l’histoire de son développement : algorithme "BKL", "n-fold way" ou
encore "residence time" (entre autres !).
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Remarque : La complexité de l’algorithme KMC est linéaire ( O(N) ) avec le
nombre de charges N .
En résumé, à chaque itération, un premier nombre uniformément réparti est tiré
sur l’intervalle [0,Γtot =
∑Γab] pour sélectionner l’évènement qui sera exécuté. Un
second nombre aléatoire uniformément réparti est ensuite tiré pour incrémenter le
temps t par le temps écoulé ∆t entre l’instant avant et l’instant après l’évènement.
Ensuite les probabilités de transition sont mises à jour (voir la figure 6.1). Ainsi,
l’algorithme KMC est relativement lent car les probabilités de transition doivent
être mises à jour à chaque itération et parce qu’un seul évènement est exécuté à
chaque itération.
Il s’avère que cet algorithme présente une limitation majeure quand les échelles
de temps entre les évènements rares et fréquents deviennent très différentes. Cette
limitation est un problème majeur avec cet algorithme et a motivé de nombreux
travaux [Chatterjee 2007]. Or, dans le cas qui nous intéresse ici, ces probabilités de
transition ont une dépendance exponentielle avec l’épaisseur d’oxyde séparant deux
nanocristaux voisins. En conséquence, dès qu’on introduit un peu de désordre dans
la position ou la taille des nanocristaux, l’algorithme KMC reste en quelque sorte
"scotché" sur les évènements fréquents pendant de nombreuses itérations et le temps
t progresse très lentement. En d’autres termes, une charge saute de nombreuses fois
parmi quelques nanocristaux sans en sortir et sans participer à la conduction.
Pour contourner ce problème, Voter et Charterjee [Chatterjee 2010] ont intro-
duit un algorithme appelé "Accelerated Superbasin Kinetic Monte-Carlo" (ASKMC).
Cette méthode fournit une accélération en diminuant progressivement les transferts
observés de nombreuses fois durant la simulation. Ainsi, les processus rapides sont
ralentis et les processus lents sont exécutés plus souvent. Un SuperBasin (SB) est
défini par un ensemble de nanocristaux reliés par des probabilités de transfert tun-
nel relativement importantes. Dans un SB, la charge passe de nombreuses fois par
chacun des nanocristaux formant le SB avant de s’en échapper, un équilibre local se
forme donc à l’intérieur du SB avant que la charge n’en sorte. L’algorithme ASKMC
est conçu pour maintenir cet équilibre local tout en abaissant les probabilités de
transitions entre nanocristaux appartenant au SB afin de minimiser l’erreur intro-
duite.
L’organigramme de l’algorithme ASKMC est donné en figure 6.1, il a l’avantage
d’être implémenté autour de l’algorithme KMC usuel ce qui facilite l’implémentation
et permet de passer de l’un à l’autre selon les besoins. Dès qu’un processus est
observé Nf fois, un algorithme de recherche est déclenché pour déterminer si ce
processus sélectionné Γab appartient ou non à un SB et si chaque processus Γa′b′
appartenant à ce SB a été observé plus de Nf fois également. Il s’agit de vérifier
que l’équilibre local a effectivement été atteint. Plus précisément, les processus Γa′b′
appartiennent au même SB que le processus sélectionné Γab s’ils sont connectés et
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s’ils satisfont le critère d’appartenance au SB :
γpia′Γa′b′ > piaΓab (6.8)
dans cette dernière relation, γ est un paramètre de tolérence choisi par l’utilisateur
et piaΓab est le courant de probabilité entre les nanocristaux a et b avec pia la
probabilité de trouver la charge dans le nanocristal a :
pia =
1
ZSB
exp
(
−〈Ea〉
kBT
)
(6.9)
Notons qu’on peut écrire ces relations car, au sein d’un SB, un équilibre se forme.
Etant donné que les nanocristaux sont faiblement couplés, pia suit, comme nous
l’avons relevé dans le chapitre précédent, une statistique classique de Maxwell-
Boltzmann et ZSB correspond à la fonction de partition du SB :
ZSB =
∑
a∈SB
exp
(
−〈Ea〉
kBT
)
(6.10)
où 〈Ea〉 est l’énergie moyenne d’une charge dans le nanocristal a définie par :
〈Ea〉 =
∑
i gifi(1)Ei∑
i gi
(6.11)
Si les processus Γa′b′ , identifiés par l’algorithme de recherche comme appartenant
au SB, sont observés plus de Nf fois, alors toutes les probabilités de transition ap-
partenant au SB sont abaissées par un facteur α choisi par l’utilisateur et le nombre
de fois où chacune de ces transitions a été observée est remise à zéro. Sinon les pro-
babilités de transition restent inchangées. Aussi, cet algorithme de recherche doit
s’assurer que le SB identifié ne corresponde ni à l’ensemble de la boîte de simulation
ni à un chemin de percolation reliant les deux extrémités de la boîte de simulation
pour ne pas trahir définitivement la cinétique du système. Enfin, il est important
de remarquer que l’algorithme de recherche enclenché à la volée permet de prendre
en compte des hiérarchies de SB (voir la figure 6.2).
Les travaux de Voter et Charterjee [Chatterjee 2010] montrent qu’en définissant
Nf de la manière suivante :
Nf ≥ α− 1
δ
ln
(1
δ
)
(6.12)
on s’assure que si les processus d’un SB sont observés au moins Nf fois, alors le
fait d’abaisser les taux du SB d’un facteur α modifie la probabilité relative que la
charge sorte du SB avec une erreur maximum égale à δ. Cet algorithme est conçu
pour maintenir l’équilibre donc α ne doit pas être trop grand pour éviter de casser
cet équilibre et δ doit être le plus petit possible pour maintenir le meilleur niveau
de précision. Il faut donc trouver un compromis entre l’accélération et la précision
en jouant essentiellement sur les paramètres α et δ. Cet algorithme permet donc,
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nous allons le voir, de calculer le transport à travers un réseau de nanocristaux
arbitrairement désordonné. Les calculs effectués utilisent un temps d’intégration de
1 seconde maximum avec α = 1.5, γ = 2 et δ = 0.1 ce qui définit Nf .
Remarque : L’accélération de l’algorithme est aussi très utile pour simuler un
dispositif complet comme par exemple un dispositif métal / solide à nanocristaux /
métal même en l’absence de désordre car les taux d’injection et d’éjection peuvent
être très différents des taux de transfert entre nanocristaux.
Avant de passer aux résultats, il reste à définir ce qu’on entend par désordre.
En effet il existe deux types de désordre, le désordre diagonal et le désordre non-
diagonal. A priori le désordre diagonal est lié au désordre en taille des nanocris-
taux c’est à dire au désordre des niveaux électroniques tandis que le désordre
non-diagonal correspond au désordre en position des nanocristaux c’est à dire au
désordre des couplages électroniques. Le désordre en taille est décrit par une distri-
bution log-normale. Chaque nanocristal ayant un diamètre d déterminé aléatoire-
ment suivant cette distribution :
f(d) = 1
d
√
2piσ2
exp
(
−(ln d− µ)
2
2σ2
)
(6.13)
Avec une dispersion relativeD et un rayon moyen R qui sont des paramètres d’entrée
et qui sont définis par :
D =
√
exp(σ2)− 1 (6.14)
et
R = 12 exp
(
µ+ σ
2
2
)
(6.15)
L’effet du désordre en position est quant à lui adressé en décalant la position de
chaque nanocristal dans chacune des trois directions de l’espace par rapport à sa
position définie par le réseau. Ces décalages suivent une distribution normale dé-
crite par sa largeur à mi-hauteur (Full-Width at Half-Maximum, FWHM). Ceci dit
ces deux types de désordre ne sont pas indépendants l’un de l’autre, nous avons
vu que la taille des nanocristaux impacte non seulement le confinement quantique
mais aussi le couplage électronique. Mais surtout lorsqu’on place des nanocristaux
sur un réseau ordonné défini par des paramètres de maille, la variation en taille
induit nécessairement des variations d’épaisseur d’oxyde entre nanocristaux adja-
cents. Deux situations sont adressées dans les résultats présentés : soit l’épaisseur
de l’oxyde entre nanocristaux est artificiellement fixée, soit elle est laissée libre de
varier en fonction de la taille des nanocristaux. Grâce à cette astuce, il est possible
de séparer l’influence du désordre énergétique (désordre diagonal) et du désordre
de couplage (non-diagonal). Enfin, rien ne garantit que le désordre tiré donne des
résultats représentatifs, en particulier du fait des chemins de percolation. Grâce au
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Figure 6.1 – Organigramme de l’algorithme KMC (cases blanches) et de l’algo-
rithme ASKMC (cases blanches et vertes). L’exposant m fait référence au nombre
de fois où la probabilité de transfert a été abaissée.
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Figure 6.2 – Représentation schématique d’une hiérarchie de "superbasin" (SB) for-
mée par 4 nanocristaux. L’épaisseur des flèches correspond au nombre d’évènements
(itérations) exécutés. Les barrières sont relevés, ce qui correspond un abaissement
des taux de transfert, d’abord pour le SB1 puis pour le SB2 dans lequel SB1 est
inclus. L’équilibre dans chacun des SB est assuré en ne relevant pas trop les bar-
rières dans chaque SB (en jaune). Au bout de ce processus on peut simuler dans
un temps raisonnable le temps physique nécessaire pour observer la charge dans le
dernier nanocristal.
théorème central limite, on peut dire que la valeur moyenne des mobilités {µ} si-
mulées suit une loi normale. Ainsi, pour obtenir une bonne convergence statistique
quel que soit le degré de désordre, la simulation est répétée jusqu’à ce que :
déviation standard de {µ}
valeur moyenne de {µ} × √nombre de tirages ≤ x (6.16)
où x est le degré de précision en % que l’on souhaite. Nous avons utilisé x = 10%
pour limiter les calculs.
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Remarque : Contrairement aux simulations concernant les matériaux organiques
[Novikov 1998], aucune corrélation n’est introduite concernant la taille des nano-
cristaux. Autrement dit, les tailles de deux nanocristaux pris au hasard sont des
variables indépendantes. Disons simplement que celle-ci est mesurée par la fonction
de corrélation de deux nanocristaux a et b positionnés à une distance dab l’un de
l’autre [Rühle 2011] :
C(dab) =
〈(Ra −R)(Rb −R)〉
〈(Ra −R)2〉 (6.17)
6.3 Résultats de simulation
Les nanocristaux sont placés sur un réseau cubique 3D de taille 3×3×3 avec des
conditions aux limites périodiques dans les trois directions de l’espace (voir l’encart
de la figure 6.6) de façon à pouvoir observer les effets de la percolation en 3D. Seul
les nanocristaux premiers voisins sont couplés entre eux, le nombre de coordination
étant de 6 dans un réseau cubique. Le champ électrique est appliqué le long de la
direction x et la mobilité est donnée par :
µ = q × nombre net de charges ayant traversé le domaine de simulation×X
t× nombre de charges dans la boîte de simulation× Fext
(6.18)
La mobilité décroit exponentiellement avec l’épaisseur d’oxyde séparant les na-
nocristaux comme attendu (voir la figure 6.3). La mobilité calculée est plusieurs
ordres de grandeur en dessous de celle calculée par Jiang et Green [Jiang 2006] et
reproduite sur la figure 6.5. Cette différence est attribuée à l’hypothèse de transport
diffusif employée dans leurs travaux qui, comme nous l’avons vu dans le chapitre
4, est valide pour kBT  hΓ, c’est à dire à faible température seulement pour le
matériau qui nous concerne.
Contrairement aux résultats de Liu et al. sur des nanocristaux de PbSe [Liu 2010b]
et de Kang et al. sur des nanocristaux de CdSe [Kang 2010], les résultats de la figure
6.4 montrent que la mobilité des électrons augmente pour de plus petits nanocris-
taux. En effet, nous avons vu que le couplage électronique est plus grand lorsque
les nanocristaux sont plus petits (voir la figure 5.2). Malgré la différence de struc-
ture électronique entre le silicium, le PbSe et le CdSe, cette caractéristique est à
priori générale et devrait être observée quelque soit le matériau. C’est d’ailleurs
corroboré par d’autres résultats numériques effectués sur des nanocristaux de CdSe
[Chu 2011]. Pour cette raison, l’augmentation du nombre de sauts tunnels nécessaire
pour parcourir la même distance ne peut pas expliquer à elle seule leurs observa-
tions expérimentales.
La figure 6.6 montre deux pics de résonance en fonction du champ électrique
extérieur appliqué. Le premier pic apparaît lorsque le champ électrique, moteur
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Figure 6.3 – Mobilité des électrons en fonction de l’épaisseur d’oxyde entre nano-
cristaux premiers voisins.
Figure 6.4 – Mobilité des électrons en fonction du rayon des nanocristaux.
du déplacement des charges, contrebalance l’énergie de réorganisation qui doit être
fournie à chaque transfert tunnel : |qFext(xb−xa)| = |λab|. Le second pic de mobilité
apparaît lorsque les électrons passent majoritairement d’un état LUMO vers un état
LUMO+1 : |qFext(xb−xa)| = |λab+ELUMO+1−ELUMO|. La position de ces pics est
donc fonction de la géométrie de l’empilement (paramètre de maille et géométrie du
réseau, taille des nanocristaux) ainsi que des matériaux (nanocristaux et matrice).
La hauteur relative de ces pics est liée à la meilleur pénétration des fonctions d’onde
dans l’oxyde des niveaux excités (voir la figure 1.2). A température ambiante, cet
effet est moins prononcé car les niveaux électroniques sont plus élargis qu’à basse
température (voir la figure 5.10).
La figure 6.7 montre que ces effets de résonance sont logiquement atténués par
l’effet du désordre énergétique et que ce désordre a un faible impact sur la mobilité
des électrons. En effet, à température ambiante, les porteurs circulent à travers la
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Figure 6.5 – a. Effet de l’épaisseur d’oxyde entre nanocristaux sur la mobilité avec
des barrières tunnels de 3,17 eV, 1,9 eV et 0,5 eV pour le SiO2, le Si3N4 et le SiC
respectivement et une masse effective pour les électrons dans la matrice de 0, 4m0.
b. Effet de la taille des nanocristaux cubiques sur la mobilité. Reproduit depuis
[Jiang 2006].
Figure 6.6 – Mobilité des électrons en fonction du champ électrique extérieur
appliqué pour différentes températures.
plupart des nanocristaux d’où une faible réduction de la mobilité (voir la partie c
de la figure 6.8 et la figure 6.9). Ces résultats sont cohérents avec les observations
récentes de Liu et al. [Liu 2010b] sur des nanocristaux de PbSe si l’on considère
que l’influence du désordre est sensiblement la même que pour des nanocristaux de
silicium. Cependant, à faible champ électrique et à basse température voir la partie
a de la figure 6.8 et la figure 6.9), les plus petits nanocristaux sont contournés par
les porteurs d’où une franche réduction de la mobilité. En fin de compte, les éner-
gies d’activation de transfert tunnel sont plus grandes et les électrons prennent des
chemins tortueux.
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Figure 6.7 – Mobilité des électrons en fonction du champ électrique extérieur appli-
qué pour différents degrés de désordre en taille (énergétique) D avec une épaisseur
d’oxyde fixée.
Figure 6.8 – Distribution en taille des nanocristaux (en rouge) comparée à la
distribution en taille des nanocristaux par lesquels les charges circulent.
Pour comparer les simulations avec les observations expérimentales de la litté-
rature [Fujii 1998, Yu 2004, Romero 2005, Porter 2006, Zhou 2008, Mentzel 2008],
la dépendance de la mobilité avec la température à faible champ électrique est
tracée sur un graphique d’Arrhenius (voir la figure 6.9). Avant tout, il faut noter
que l’effet polaronique induit un transport activé thermiquement même en l’ab-
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Figure 6.9 – Graphique d’Arrhenius de la mobilité des électrons en fonction de la
température pour pour différents degrés de désordre en taille (énergétique) D avec
une épaisseur d’oxyde fixée. Les lignes sont fonctions exponentielles ajustées sur les
points expérimentaux.
sence de désordre et qui est fonction de champ électrique appliqué (voir la figure
6.6). L’ajout du désordre renforce encore ce comportement activé thermiquement et
finalement plus le désordre est grand et plus la dépendance en température est forte.
Figure 6.10 – Mobilité des électrons en fonction du champ électrique extérieur
appliqué avec et sans une épaisseur d’oxyde fixée.
Cependant, si l’épaisseur d’oxyde entre les nanocristaux est dite libre, c’est à
dire qu’elle est fixée par les dimensions du réseau et le rayon des nanocristaux,
les porteurs circulent à travers les plus grands nanocristaux (voir la partie d de la
figure 6.8) qui sont les plus proches. Ces grands nanocristaux forment des chemins
de percolation qui compensent l’effet du désordre énergétique. En effet, entre ces
nanocristaux les barrières tunnels sont plus fines et donc la mobilité est plus grande
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(voir la figure 6.10). De plus, le second pic de résonance apparaît à plus faible champ
électrique car la différence d’énergie entre les niveaux LUMO et LUMO+1 est plus
mince parmi les plus grands nanocristaux (voir la figure 1.3).
Dans tous les cas, nous n’observons pas de dépendance sub-linéaire typique
du M-VRH (logµ ∝ −1/T 1/2), du ES-VRH (logµ ∝ −1/T 1/4) ou du modèle de
percolation-NNH (logµ ∝ −1/T 1/2). Ces résultats questionnent donc certaines in-
terprétations de données expérimentales fournies dans la littérature précédemment
citée.
Figure 6.11 – Mobilité des électrons en fonction du champ électrique extérieur
appliqué pour différents degrés de désordre en position des nanocristaux.
La figure 6.11 montre les résultats de mobilité pour différents degrés de désordre
en position sans désordre énergétique. Dès que la largeur à mi-hauteur (FWHM),
utilisée pour quantifier le désordre en position, est de plus de 0,1 nm, l’algorithme
ASKMC devient totalement nécessaire pour que les calculs se fassent dans un temps
raisonnable. Notons que la comparaison entre les calculs ASKMC et ceux fournis
par l’algorithme KMC standard dans la figure 6.11 démontrent la validité de l’ac-
célération. Les chemins de percolation 3D compensent une nouvelle fois le désordre
ce qui évite à la mobilité de chuter. De plus, le désordre non-diagonal atténue les
pics de résonance comme le désordre diagonal.
Enfin, l’effet de la densité de charge sur la mobilité est évaluée. Comme on peut
le voir sur la figure 6.12, cet effet ne peut être saisi par des arguments basiques. On
peut malgré tout noter que lorsque le niveau de chargement atteint une charge par
nanocristal (1e/NC), la mobilité électronique montrée sur la figure 6.13 indique un
important effet de blocage de coulomb similaire à celui qu’on observe dans un SET
[Sée 2006]. Notons que cet effet de blocage de coulomb induit un comportement for-
tement activé thermiquement à faible champ électrique. Ainsi, les caractérisations
mesurant la conductivité électrique en fonction de la température ne permettent
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Figure 6.12 – Mobilité des électrons en fonction du champ électrique extérieur
appliqué pour différentes concentrations de charge.
Figure 6.13 – Mobilité des électrons en fonction du champ électrique extérieur
appliqué pour différentes températures avec une concentration égale à un électron
par nanocristal.
pas à elles seules de faire la distinction entre les modes de transport VRH/NNH, le
désordre, l’effet polaronique et le blocage de coulomb.
Nous pouvons maintenant faire une comparaison avec des résultats de caracté-
risation électrique, donnée sur la figure 6.15, obtenus sur l’échantillon présenté dans
l’annexe A sur lequel est déposé une électrode en aluminium (voir la figure 6.14). Ces
mesures ont été réalisées avec un Agilent B1500A entre l’électrode d’aluminium et le
substrat (à la masse) en régime d’accumulation (VG < VFB = WAl−WSi = −0, 8V)
afin de caractériser le film de nanocristaux plutôt que le contact redresseur formé
par l’électrode (de grille) et le substrat. Par ailleurs, les caractérisations morpho-
logiques ont permis de déterminer l’enrichissement en silicium de la couche SiOx
déposée soit x = 1, 6. A partir de la distribution en taille (voir la figure A.2) qui suit
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une loi log-normale de paramètres µ = 1, 7 et σ = 0, 23, on trouve le rayon moyen
des nanocristaux R = 2, 8 nm et une dispersion relative en taille D = 23 %. De ces
informations on obtient la distance moyenne centre à centre entre nanocristaux :
〈∆〉 ' R
(8pi(1 + x)
3(2− x)
)1/3
' 10, 5 nm (6.19)
Ceci donne une épaisseur d’oxyde moyenne entre nanocristaux de 4,9 nm. Les ni-
veaux de courants observés même s’ils sont faibles, sont donc dus à des chemins de
percolation pour lesquels l’épaisseur d’oxyde entre nanocristaux est bien inférieure
à 4,9 nm. De plus, la similitude avec les résultats de simulation de la figure 6.13
suggèrent que ces chemins de percolation concentrent les charges d’où l’observation
d’une caractéristique électrique typique du blocage de Coulomb.
Figure 6.14 – a. Schéma du dispositif de type MOS (Métal/Oxyde/Semi-
conducteur) caractérisé, la ligne en pointillé montre un chemin de percolation. b. La
structure de bandes est dessinée pour une tension appliquée VG égale à la tension
de bandes plates VFB.
Enfin, la figure 6.16 montre des résultats de simulation de dispositif de type
cellule Schottky lorsque l’anode et la cathode ont des travaux de sortie différents. La
cathode est en aluminium tandis que l’anode est soit en aluminium (travail de sortie
W = 4, 1 eV) soit en ITO (Indium Tin Oxide, travail de sortie W = 4, 7 eV). La
couche de nanocristaux a une épaisseur de 100 nm. Les nanocristaux, sans dispersion
ni en taille ni en position, sont disposés sur un réseau cubique. L’épaisseur d’oxyde
entre les nanocristaux comme entre les nanocristaux et les électrodes est de 1 nm.
Des conditions aux limites périodiques sont imposées parallèlement aux électrodes.
Dans ces conditions, les résultats montrent surtout l’influence des électrodes sur
l’injection des charges à faible tension, notons d’ailleurs que cette influence est
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Figure 6.15 – Conductivité σ en fonction de |VG − VFB| où VG est la tension
appliquée et VFB la tension de bandes plates.
relative à la taille des nanocristaux [Weiss 2008]. Nous voyons notamment que le
seuil est supérieur pour l’anode d’ITO car il faut d’abord atteindre la tension de
bandes plates. En revanche, à plus forte tension, l’injection n’est plus limitante,
c’est la mobilité des charges qui contrôle le courant. En fait, les électrodes utilisées
sont injectrices d’électrons et tout le courant passe par les états de conduction des
nanocristaux. Mais pour aller plus loin dans l’étude des électrodes et du dispositif en
général notamment avec les résultats du chapitre 3, il faudrait étendre l’accélération
de l’algorithme à tous les types de processus qui peuvent avoir des probabilités très
différentes, c’est à dire pas uniquement le transfert entre nanocristaux mais aussi
l’injection, l’éjection, la génération et la recombinaison de charges. Autrement on
peut envisager, comme nous allons l’entrevoir dans la section suivante, de construire
un modèle analytique pour l’implémenter dans des outils dédiés à la simulation de
dispositif.
6.4 Modèle de mobilité analytique
A partir des résultats précédents, il est intéressant de chercher un modèle ana-
lytique aisément manipulable qui pourrait être employé dans des simulateurs com-
merciaux souples d’emploi pour la simulation de dispositifs complets dans le cadre
d’une approche multi-échelle. Ce modèle peut également aider à évaluer une tech-
nologie rapidement. Notons en passant que cette démarche est également adoptée
dans l’électronique organique [Pasveer 2005, Cottaar 2011]
Comme nous l’avons vu, le désordre a finalement assez peu d’influence sur la
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Figure 6.16 – Caractéristique de la densité de courant en fonction de la tension
appliquée sur l’anode d’un dispositif de type Métal (anode) / Solide à nanocristaux
/ Métal (cathode).
mobilité des charges. De plus, des niveaux de désordre en taille faible sont déjà
accessibles technologiquement. On peut donc construire un modèle analytique dans
le cas où il n’y a pas de désordre et l’étendre sans autre effort au cas d’un faible
désordre (diagonal). De plus, sur le plan théorique, le transport est de type Marko-
vien, on peut donc légitimement rechercher un modèle de type dérive-diffusion pour
le problème du transport électronique comme nous le montre l’équation de Fokker-
Planck (limite continue de l’équation maîtresse). Pour parvenir à ce modèle, nous
allons faire plusieurs hypothèses pour simplifier au maximum la forme analytique :
• L’influence du désordre est négligée.
• Seul les niveaux de plus basse énergie (LUMO pour les électrons) sont impli-
qués dans le transport, on se limite donc au cas d’un faible champ électrique.
• Les interactions électron-électron ne sont pas considérés. En effet, les niveaux
de dopage usuel en microélectronique sont tels qu’on peut raisonnablement
faire cette approximation.
• On se place en régime permanent ce qui semble raisonnable pour des cellules
solaires.
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• L’empilement de nanocristaux est cubique même si le modèle peut s’étendre
facilement à d’autres géométries
• Le transport se produit par hopping entre premiers voisins (NNH).
• Le problème de l’injection et de l’éjection des charges à partir et depuis le
réseau de nanocristaux vers les électrodes est évidemment négligé puisqu’on
s’intéresse à la mobilité.
Pour établir ce modèle, le solide à nanocristaux est modélisé par un réseau
de résistances. Cette modélisation a été utilisée pour étudier le transport dans les
milieux désordonnés et en particulier la percolation. De manière générale ce modèle
consiste à construire un réseau de résistances fonction des {Γab}, l’aspect capacitif
des jonctions tunnels étant évacué en régime permanent. On détermine le courant
qui le traverse en régime permanent en utilisant la loi de Kirchhoff (conservation
du courant : ∑a6=b jab = 0) en chaque noeud du réseau (c’est à dire en chaque
nanocristal dans notre cas) [Kirkpatrick 1973]. Cette résolution utilise la méthode de
relaxation de Gauss-Seidel [Webman 1975] ou la méthode des matrices de transfert
[Derrida 1984]. Malheureusement ce modèle n’est pas généralement adapté car les
chemins de percolation peuvent avoir tendance à concentrer le flux de porteurs,
situation dans laquelle les interactions électron-électron ne peuvent être négligées.
Il est donc délicat d’utiliser les résultats concernant la statistique des chemins de
percolation [Strelniker 2005] sauf peut-être si le nombre de ces chemins est supérieur
à la densité de porteurs. Aussi les résistances du réseau de résistances sont en toute
rigueur non-linéaires, elles doivent dépendre de la tension à leurs bornes dans le
cas qui nous concerne. Les résistances ne sont pas non plus symétriques dans le
sens du champ, on a donc une sorte de réseau de diode-résistance. Tout ça aboutit
à la nécessité de résoudre un système non-linéaire ce qui est très difficile sauf en
1D où il existe des modèles analytiques exactes pour déterminer le coefficient de
diffusion et la mobilité de particules indépendantes en fonction de l’ensemble {Γab}
([Derrida 1983, Nenashev 2010]). Or, dans le cas d’un ordre parfait et dans le cadre
des approximations précédentes, ce système est naturellement résolu. Dans ce cas
tout le courant passe par des chemins 1D parallèles (voir la figure 6.17). La méthode
consiste donc à dire que la vitesse v de la charge sur le chemin 1D de nanocristaux
dans le sens du champ électrique (voir figure 6.17) est donnée par :
vab = ∆(Γab − Γba) ⇒ v = ∆(Γ→ − Γ←) (6.20)
où Γ correspond à la fréquence de transition tunnel. Ainsi la mobilité µ s’écrit :
µ = v
Fext
= ∆(Γ→ − Γ←)
Fext
(6.21)
et la densité de courant est donnée par :
j = qnµFext = qn∆(Γ→ − Γ←) (6.22)
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Figure 6.17 – Réseau de résistances pour lequel chaque nœud est un nanocristal.
où n est la densité de porteurs et ∆ correspond au paramètre de maille de l’em-
pilement de nanocristaux c’est à dire la distance centre à centre séparant deux
nanocristaux premiers voisins. Du coup, la conductivité s’écrit :
σ = qnµ = qn∆(Γ→ − Γ←)
Fext
(6.23)
En l’absence de désordre et d’interaction électron-électron, ∆E = ∆EF = qFext∆,
on obtient alors, à partir de la formule de Marcus :
Γ→ − Γ← = 4pi~ t
2 1√
4piλkBT
exp
(
−λ
2 + (qFext∆)2
4λkBT
)
sinh
(
qFext∆
2kBT
)
(6.24)
et
µ = 4pigLUMOt
2∆
~Fext
√
4piλkBT
exp
(
−λ
2 + (qFext∆)2
4λkBT
)
sinh
(
qFext∆
2kBT
)
(6.25)
Pour finir, il faut aussi fournir une relation analytique pour le couplage électronique
noté t. Le niveau LUMO s’écrit analytiquement :

RinLUMO(r) = A
sin(αr)
αr
RoutLUMO(r) = B
exp(−βr)
βr
(6.26)
avec

α =
√
2m∗inELUMO
~
β =
√
2m∗out(Uconf − ELUMO)
~
(6.27)
Dans la cas du silicium on a pu établir, à partir des résultats numériques, une loi
analytique de la forme :
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ELUMO =
1
0, 6947.R2 + 0, 3937.R+ 0, 1584 (6.28)
En effet il n’existe pas de loi analytique fonction des paramètres du problème. Il
faut donc trouver numériquement les zéros de l’équation :
tan(αR) = Rγα
γ − 1− βR (6.29)
avec γ = m∗out/m∗in. En normalisant la fonction d’onde de l’état LUMO (
∫
R(r)r2dr =
1), on obtient la valeur de la constante B en fonction des paramètres du problème :
B =
√
4αβ3 sin2(αR) exp(2βR)
2αβR− β sin(2αR) + 2α sin2(αR) (6.30)
Puis on obtient la forme analytique du couplage électronique t :
t = − B
2~2
2m∗outβ2∆
exp(−β∆) (6.31)
Nous avons donc, avec les équations (6.27) (6.30) (6.31) et (6.31), un modèle ana-
lytique pour la mobilité des porteurs qui donne les mêmes résultats que les calculs
Monte-Carlo dans la gamme où les approximations faites sont valables (voir les fi-
gures 6.18 6.19 et 6.20). Ce modèle pourrait être implémenté dans un simulateur
commercial s’il est accompagné d’un modèle analytique pour les résistances d’accès
(injection et éjection depuis et vers les électrodes) qui reste à faire. De plus, les taux
de génération et de recombinaison sont donnés dans le chapitre 3.
Figure 6.18 – Mobilité des électrons en fonction du champ électrique extérieur
appliqué pour différentes températures. Avec cette géométrie et ces matériaux, le
modèle n’est plus valide pour un champ électrique supérieur à environ 4.105 V/cm.
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Figure 6.19 – Mobilité des électrons en fonction du rayon des nanocristaux.
Figure 6.20 – Mobilité des électrons en fonction de l’épaisseur d’oxyde entre na-
nocristaux premiers voisins.
Remarque : Nous pouvons déduire le coefficient de diffusion D à partir de la
relation d’Einstein µ = qD/kBT qui s’avère valide (à un facteur 2 près pour un
désordre de 5%) pour une faible concentration de charges et un faible désordre
[van de Lagemaat 2005].
En conclusion, nous avons présenté une méthodologie générale (physique et
algorithmique) pour décrire numériquement le transport hopping dans un solide à
nanocristaux de manière quantitative et pour un désordre arbitraire. Ainsi nous
obtenons une compréhension nouvelle des facteurs influençants la mobilité des
charges ce qui permet notamment d’éviter certaines erreurs d’interprétation des
caractérisations électriques. En particulier, il apparait que les caractérisations en
température ne sont pas suffisantes pour faire la différence entre le désordre, l’effet
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0096/these.pdf 
© [H. Lepage], [2012], INSA de Lyon, tous droits réservés
138 Chapitre 6. Résolution numérique de l’équation du transport
polaronique ou le blocage de coulomb par exemple. Très concrètement, nous
aboutissons aux conclusions suivantes :
• La mobilité calculée est beaucoup plus faible que ce qui était admis dans la
littérature.
• Dans le cas d’un solide à nanocristaux parfaitement ordonné, la mobilité
en fonction du champ électrique forme des pics qui reproduisent le spectre
électronique.
• Une matrice polaire augmente les probabilités de saut tunnel inélastique et
en fin de compte la mobilité.
• La mobilité augmente pour de petits nanocristaux.
• Les charges passent préférentiellement par les grands nanocristaux.
• Le désordre en taille change peu la mobilité à température ambiante.
• Le désordre en position créé des chemins de percolation efficaces pour le trans-
port au point de concentrer les charges, manifester du blocage de Coulomb
et être peu représentatifs des propriétés moyennes du matériau.
• L’injection des charges depuis les électrodes peut limiter le niveau de courant
dans le dispositif à faible tension.
Enfin, nous avons développé un modèle de mobilité analytique, validé sur des
simulations, qui peut être adopté pour évaluer rapidement la mobilité des charges
dans un solide à nanocristaux avec les quelques paramètres suivants :
• La masse effective dans le nanocristal pour le type de porteur considéré.
• La masse effective tunnel dans l’oxyde.
• La hauteur de la barrière tunnel.
• La permittivité statique du nanocristal (dans le cas d’un matériau polaire
[Jdira 2008b]).
• La permittivité dynamique du nanocristal (dans le cas d’un matériau polaire
[Jdira 2008b]).
• La permittivité statique de la matrice.
• La permittivité dynamique de la matrice.
• la dégénérescence du niveau électronique LUMO pour les électrons (ou HOMO
pour les trous).
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Conclusion
Le code développé au cours de cette thèse, nommé MACAO (voir la figure 6.21),
permet la simulation à l’échelle de la nanostructure des propriétés électroniques des
solides à nanocristaux semi-conducteurs, il fournit la mobilité électronique si l’on
s’intéresse au matériau ou le courant si l’on s’intéresse au dispositif. Ses atouts sont
les suivants :
• La physique implémentée permet d’obtenir des résultats quantitatifs contrai-
rement aux autres codes présentés dans la littérature qui donnent des ré-
sultats en unité arbitraire. Les probabilités de saut tunnels (électrons et/ou
trous) entre états électroniques discrets et localisés sur les nanocristaux sont
calculées dans le cadre de la théorie de Marcus (prix Nobel de chimie 1992).
• L’algorithme Monte-Carlo cinétique employé est fortement amélioré à partir
de travaux très récents (2010). Cette amélioration, originale par rapport aux
codes KMC utilisés pour le transport électronique, se révèle indispensable et
fiable pour évaluer l’impact du désordre présent dans ce type de nouveaux
matériaux.
• L’optimisation du code permet de réduire les temps de calcul et de simuler
des dispositifs de taille réelle sur un ordinateur de bureau standard. Le code
a été développé sous Matlab et est doté d’une interface graphique. Il peut
être compilé et être utilisé (sans licence) par les équipes qui travaillent à
l’élaboration et/ou à la caractérisation de ces nouveaux matériaux.
Ce code a ainsi permis de simuler la mobilité dans un solide à nanocristaux de
silicium dans une matrice de SiO2 en fonction de nombreux paramètres fortement
impactants : la taille des nanocristaux, l’épaisseur d’isolant entre nanocristaux, le
champ électrique, la température, la concentration de charges, le désordre en taille
et en position des nanocristaux. Il a aussi permis de simuler des caractéristiques
courant-tension avec différentes électrodes. Par ailleurs, les probabilités de généra-
tion optiques dans les nanocristaux sont également calculées. Nous avons ainsi pu
tirer plusieurs résultats de ces travaux, en particulier :
• La matrice de SiO2 limite fortement la mobilité.
• Les nanocristaux de silicium absorbent peu efficacement la lumière visible.
• Le désordre en taille impacte peu la mobilité des porteurs à température
ambiante.
• Le désordre en position induit des chemins de percolation qui court-circuitent
les autres chemins de conduction.
• L’injection des charges peut être limitante.
A partir de ces résultats il parait donc judicieux de considérer d’autres matériaux
pour l’application photovoltaïque, c’est d’ailleurs dans cette optique que le code
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MACAO a été conçu. La physique implémentée est en effet suffisante pour envi-
sager l’étude d’autres matériaux avec ce code. Les nanocristaux de Si dans SiO2
constituent en fait une première application de la méthodologie développée. Mais
plus généralement, l’objectif de ces travaux est d’aider à l’évaluation de choix tech-
nologiques, dans cet optique ils ont permis de :
• Évaluer les performances du matériaux considéré pour l’application photo-
voltaïque en particulier.
• Interpréter les caractérisations électriques effectuées. En effet l’impact de la
température sur la mobilité est d’autant plus fort que le désordre en taille est
grand mais cela ne signifie pas que les caractérisations électriques en tempé-
rature fournissent à elles seules une mesure du désordre en taille notamment
du fait des chemins de percolation et du blocage de Coulomb.
• Évaluer l’impact des procédés sur la qualité du matériau. En effet le désordre
en taille importe peu contrairement au désordre en position.
En fin de compte, pour résumer, cette thèse a été l’occasion de mettre en place
des outils pour :
• Simuler la mobilité des charges µ, voir le chapitre 6.
• Simuler le coefficient d’absorption α, voir le chapitre 3.
• Mesurer le temps de vie des porteurs τ , voir l’annexe A.
Dans ces conditions nous pouvons :
• Évaluer la qualité potentiel du matériau à partir du résultat du produit µατ
comparé à d’autres matériaux.
• Poursuivre le développement du code Monte-Carlo pour étudier le fonctionne-
ment globale sous illumination d’un dispositif à solide à nanocristaux auquel
cas les taux de génération, recombinaison et transfert sont corrélés. Pour
cela, il faut étendre l’accélération de l’algorithme au niveau du dispositif
(électrodes et transitions optiques).
• Utiliser le modèle de mobilité analytique et les taux de génération et recom-
binaison dans un simulateur de composants électroniques auquel cas ces taux
et la mobilité des porteurs sont décorrélés.
Enfin, nous pouvons également envisager de nombreuses voies pour poursuivre ce
travail, parmi lesquelles :
• Construire une bibliothèque de matériaux dans MACAO et/ou utiliser le mo-
dèle analytique pour d’autres matériaux. Mais attention, les masses effectives
tunnels ne sont pas généralement connues : il faut soit les mesurer, soit les
utiliser comme paramètres de calibrage.
• Poursuivre les développements physiques pour évaluer les propriétés thermo-
électrique des solides à nanocristaux [Wang 2008, Ko 2011], affiner la théorie
de Marcus [Medvedev 2004], coupler le transport dans les nanocristaux avec
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celui dans les milieux organiques pour les cellules hybrides de type hétéro-
jonction en volume nanocristaux/matériau organique [Nelson 2009] etc...
Figure 6.21 – Représentation schématique du code MACAO et de ses différents
modules.
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Annexe A
Caractérisation XPS et KFM
de la durée de vie des porteurs
Cette annexe présente une technique de mesure de la durée de vie des porteurs en
spectrométrie photoélectronique X ou en microscopie à sonde de Kelvin dont la
mise en place s’est faite en collaboration avec Łukasz Borowik, les mesures ayant
été effectuées par ses soins. Cette méthode représente une alternative à la
photoluminescence résolue en temps [Dao 2005]. Ces mesures ont été motivées par
l’influence essentielle de la durée de vie des porteurs sur la capacité d’une cellule
photovoltaïque à extraire les charges photogénérées jusqu’aux électrodes.
Précisons tout d’abord que les échantillons utilisés pour mettre en place cette
technique de caractérisation sont les échantillons produits durant la thèse de Kavita
Surana et décrits sous le nom Q30 dans [Surana 2012]. Rappelons simplement que
cet échantillon a été obtenu par dépôt PECVD (Plasma Enhanced Chemical Vapor
Deposition) d’une couche sous-stœchiométrique SiOx sur un substrat 200 mm de
silicium dopé p (résistivité = 5-10 Ω.cm). Des mesures FTIR (Fourier Transform
Infrared Spectroscopy) permettent de déterminer x = 1, 6. Ce dépôt est suivi d’un
recuit à 1180˚C pendant 1 heure qui abouti à la formation de nanocristaux de si-
licium dans une couche de SiO2 stœchiométrique. Enfin un recuit sous atmosphère
hydrogénée à 400˚C pendant 30 minutes permet de passiver les interfaces nanocris-
taux/matrice [Godefroo 2008]. En définitive, l’épaisseur de la couche, mesurée en
ellipsométrie, est de 30 nm. La morphologie de cet échantillon est donnée en figure
A.2.
Dans les méthodes présentées ici, le potentiel de surface de l’échantillon, qui
est illuminé avec une lumière blanche modulée en fréquence, est mesuré. Ainsi le
temps de vie des porteurs est extrait de la moyenne temporelle du photovoltage à
différentes fréquences de modulation de la lumière. Pour les mesures de potentiel
de surface sous illumination, on utilise ici deux méthodes : la spectrométrie photo-
électronique X (X-ray Photoemission Spectroscopy, XPS) et la microscopie à sonde
de Kelvin (Kelvin Force Microscopy, KFM) (voir les figures A.1 et A.6). Ces deux
méthodes ont déjà été mises en œuvre pour mesurer le temps de vie des porteurs
[Asakura 2004, Takihara 2008].
Parmi les méthodes qui permettent de caractériser le temps de vie des porteurs,
on peut distinguer les méthodes qui mesurent la décroissance du signal dès que
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l’excitation lumineuse est éteinte (comme la photoluminescence résolue en temps)
et les méthodes qui mesurent un signal moyen lorsque l’excitation est modulée en
fréquence (comme dans la méthode présentée dans cette annexe). Le premier groupe
nécessite un détecteur et une électronique avec un temps de réponse court tandis
que le deuxième groupe nécessite une source lumineuse dont la fréquence de modu-
lation soit réglable.
Figure A.1 – a. Schéma simplifié d’une mesure en XPS. b. Schéma simplifié d’une
mesure KFM.
Figure A.2 – a. Schéma représentant la couche de nanocristaux déposée sur un
substrat de Silicium. b. Vision Plan de la couche de nanocristaux observé en mi-
croscopie électronique en transmission. c. Distribution en taille des nanocristaux
établie à partir de l’image b.
En KFM [Nonnenmacher 1991], une excitation V = Vdc+Vac est appliquée sur la
pointe à la fréquence de résonance du cantilever. Ce signal produit une oscillation du
cantilever si la tension continue appliquée Vdc est différente de la tension de surface.
Une boucle de rétroaction permet d’ajuster Vdc pour supprimer les oscillations et
ainsi mesurer le potentiel de surface. Les mesures KFM ont été réalisées sous ultra-
vide (10−10 Torr en utilisant un système AFM Omicron Nanotechnology VT avec
un contrôleur Nanonis (SPECS Zürich), UHV) et avec une pointe métallique (EFM
PPP, Nanosensors).
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Figure A.3 – a. Diagramme de bandes lorsque le substrat et la couche de nano-
cristaux sont séparés. b. Diagramme de bandes à l’équilibre lorsque le substrat et la
couche de nanocristaux sont collés. Notons qu’un champ électrique interne permet
l’équilibre de la jonction Si-p/nanocristaux intrinsèques. c. Diagramme de bande
sous illumination. Les électrons photogénérés dans le substrat (1) sont injectés dans
la couche de nanocristaux grâce au champ électrique interne (2) donnant naissance
à une tension VPV appelée photovoltage.
Figure A.4 – a. Décalage du potentiel de surface sous illumination continue mesuré
en KFM. b. Décalage de l’énergie de liaison des électrons 2p des atomes de silicium
en surface de l’échantillon sous illumination continue mesuré en XPS.
En XPS, Les photons X d’énergie hν projetés sur l’échantillon éjectent des
électrons de cœur des atomes présents en surface de l’échantillon (sur environ 5 nm
de profondeur) dont l’énergie cinétique Ec est ensuite mesurée par un analyseur.
On remonte ainsi à l’énergie de liaison de ces électrons EL grâce à la relation :
EL = hν − Ec (A.1)
Les résultats XPS ont été obtenus en utilisant un spectromètre XPS Omicron Nano-
technology M avec une source de rayon X monochromatique Al Kα (hν=1486,6 eV).
Dans les deux cas l’échantillon est illuminé depuis l’extérieur de la chambre
UHV à travers un hublot. La source lumineuse sélectionnée est une diode électro-
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Figure A.5 – Schéma montrant l’évolution du photovoltage en fonction du signal
d’excitation lumineuse pour deux fréquences de modulation différentes.
Figure A.6 – a. Omicron UHV-AFM VT XA. b.Omicron M-XPS. c. LED Rebel
LXML-PWC2 (Flux lumineux : 320 lm, Courant maximum : 1 A, Modulation :
<400 kHz).
luminescente (Light Emitting Diode, LED) à haute puissance (HP-LED, Luxeon
Rebel LXML-PWC210) branchée sur un générateur de signaux (Hewlett-Packard
33120A) couplé à un générateur de puissance (voir la figure A.6). La réponse du
système (générateur de puissance plus LED) a été mesurée avec une photodiode
ayant une fréquence de coupure de 500 MHz (Hamamatsu - S5972), on a ainsi pu
vérifier que le signal lumineux émis reste carré jusqu’à une fréquence de 300 kHz
(pour un rapport cyclique α de 1/2).
Ainsi dès que l’échantillon (dont le schéma et la morphologie sont fournis sur
la figure A.2) est éclairé continument, les électrons photogénérés dans le substrat
sont injectées dans la couche de nanocristaux grâce à la courbure de bandes de la
jonction Si-p/nanocristaux (voir la figure A.3). Ceci se traduit par le chargement
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Figure A.7 – Comparaisons des résultats VPV/Vmax obtenus en KFM et en XPS
en fonctions de la fréquence f de modulation de l’éclairement.
jusqu’à saturation de la couche de nanocristaux par des électrons crées dans le sub-
strat et par le décalage du potentiel de surface (voir la figure A.4). Notons que
ce phénomène est réversible. Mais, plus intéressant, si l’échantillon est éclairé par
une lumière modulée alors la valeur moyenne du potentiel mesuré VPV dépend de
la fréquence du signal (voir la figure A.5) contrairement à Vmax qui correspond au
photovoltage sous illumination continue. En faisant l’hypothèse d’une saturation
immédiate dès que la lumière est allumée et d’une décroissance exponentielle dès
que la lumière s’éteint, VPV s’écrit (suivant une extension pour n’importe quel rap-
port cyclique α de l’équation fournie par [Asakura 2004]) :
VPV =
1
T
[∫ αT
0
Vmaxdt+
∫ (1−α)T
0
Vmax exp
(
− t
τ
)
dt
]
= αVmax + τVmaxf
(
1− exp
(
α− 1
fτ
))
avec T = 1/f
(A.2)
Dans le cas présent, le rapport cyclique α est de 1/2. Ainsi pour remonter au temps
de vie des porteurs τ , nous utilisons l’équation (A.2) en faisant varier τ pour coller
aux résultats expérimentaux (voir la figure A.7. Nous trouvons alors τ = 7.10−5s à
partir des résultats en KFM qui sont en fait plus précis que ceux fournis en XPS (voir
les barres d’erreur sur la figure A.7). Ces résultats sont en accord avec ceux fournis
par la photoluminescence résolue en temps donnant un temps de vie de l’ordre de
10−5s pour un procédé de fabrication similaire [Dao 2005]. Par ailleurs, la littérature
théorique donne un temps de vie radiatif de l’ordre de 10−2 s pour des nanocristaux
de 5 nm de diamètre et plus [Moskalenko 2007]. Ainsi, ces résultats suggèrent que
certains défauts subsistent et se comportent comme des centres recombinants non-
radiatifs diminuant ainsi la durée de vie des porteurs et ce malgré la passivation à
l’hydrogène. Enfin ces mesures peuvent être spatialement résolues ce qui permet de
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cartographier le temps de vie des porteurs et donc d’aider à la mise au point d’un
procédé de fabrication.
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Annexe B
Modélisation Monte-Carlo de la
diffusion de la lumière dans un
solide à nanocristaux
Dans cette annexe, nous utilisons un modèle de transport de [Prahl 1989] que nous
adaptons aux solides à nanocristaux en utilisant un échantillonnage de la fonction
de phase de Rayleigh. Dans le développement qui suit, les réflexions et l’absorption
ne sont pas implémentées, le but étant d’évaluer la distance effectivement
parcourue par les photons qui subissent de multiples diffusions dans un solide à
nanocristaux.
Figure B.1 – Représentation schématique du chemin suivi par la lumière dans un
solide à nanocristaux du fait des diffusions.
Une onde électromagnétique qui se propage dans un solide à nanocristaux est
diffusée, c’est à dire absorbée puis réémise. Dans la mesure où cette onde électro-
magnétique a une longueur d’onde λl qui est bien plus grande que la dimension
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Annexe B. Modélisation Monte-Carlo de la diffusion de la lumière
dans un solide à nanocristaux
d’un nanocristal R, c’est à dire 2piR λl, la diffusion Rayleigh domine. La section
efficace de diffusion est donnée par :
σscat =
8pi
3
(2pinout
λl
)4
R6
(
εin − εout
εin + 2εout
)2
(B.1)
qui est relié au coefficient de diffusion αscat par :
αscat = σscatNNC (B.2)
où NNC est la densité de nanocristaux par unité de volume.
Figure B.2 – Section efficace de diffusion d’un solide à nanocristaux de silicium
dans une matrice de SiO2 comparée à la section efficace d’absorption calculée au
chapitre 3.
A partir de ce coefficient de diffusion αscat, la densité de probabilité de la distance
D parcourue par une onde électromagnétique entre deux diffusions suit la loi de
Beer-Lambert :
ρD(d) = exp(−αscatd) avec d ∈ [0,+∞] (B.3)
Ainsi la distance parcourue par un photon avant de subir une diffusion peut être
décrite statistiquement par :
∆d = − ln u
αscat
(B.4)
où u est une variable aléatoire uniforme comprise entre 0 et 1.
Entre deux diffusions, le photon est passé d’une position (x, y, z) à une position
(x′, y′, z′). Cette dernière position est déterminée par les relations :
x′ = x+ µx∆d
y′ = y + µy∆d
z′ = z + µz∆d
(B.5)
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où (µx, µy, µz) définissent la direction de propagation du photon.
Figure B.3 – Représentation de la direction de propagation entre deux diffusions.
Lorsque la diffusion se produit, la réémission se fait dans une direction définie
par une fonction de phase de Rayleigh normalisée :
p(cos θ) = 14pi
3
4(1 + cos
2 θ) (B.6)
où θ est l’angle longitudinal de diffusion (il n’y a pas de dépendance azimuthale φ).
Cette dépendance peut être échantillonée suivant [Frisvad 2011] :
(θ, φ) =
(
cos−1
(
v − 1
v
)
, 2piu2
)
(B.7)
où u2 est une variable aléatoire uniforme comprise entre 0 et 1 et :
v = −
(
2(2u1 − 1) +
√
4(2u1 − 1)2 + 1
) 1
3
(B.8)
où u1 est une variable aléatoire uniforme comprise entre 0 et 1.
Une fois les angles de diffusion (θ, φ) déterminés, la nouvelle direction de propa-
gation (µ′x, µ′y, µ′z) est déterminée à partir de la direction de propagation (µx, µy, µz)
précédent la diffusion suivant (voir la figure B.4) :
µ′x =
sin θ√
1− µ2z
(µxµz cosφ− µy sinφ) + µx cos θ
µ′y =
sin θ√
1− µ2z
(µyµz cosφ+ µx sinφ) + µy cos θ
µ′z = − sin θ cosφ
√
1− µ2z + µz cos θ
(B.9)
Toutes ces équations sont implémentées dans un code Monte-Carlo dont l’al-
gorithme est donné en figure B.6, on obtient alors les résultats donnés en figure
B.5. On peut donc noter que les diffusions au sein du matériau peuvent améliorer
l’absorption.
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Annexe B. Modélisation Monte-Carlo de la diffusion de la lumière
dans un solide à nanocristaux
Figure B.4 – Fonction de phase de Rayleigh qui détermine l’angle de diffusion.
Figure B.5 – Rapport de la distance parcourue par les photons sur l’épaisseur
du solide à nanocristaux en fonction de l’épaisseur du solide. Résultats obtenus en
supposant l’absorption nulle.
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Figure B.6 – Algorithme Monte Carlo pour évaluer la distance effective parcourue
par la lumière dans un solide à nanocristaux.
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Annexe C
Phonons
Dans cette thèse il est plusieurs fois question de phonons. Une première fois dans
les processus optiques où l’absorption ou l’émission d’un phonon assiste les
transitions (voir le chapitre 3) et une seconde fois dans le transport électronique
où le couplage électron-phonon intervient dans le saut tunnel inélastique (voir le
chapitre 5). Cette annexe est là pour faire les rappels nécessaires à l’introduction
de plusieurs équations dans les différents chapitres de ce manuscrit.
C.1 Introduction
Le problème de la vibration des atomes dans un solide peut, dans le cadre de
l’approximation de Born-Oppenheimer, être considéré comme indépendant de ce-
lui des électrons (voir l’introduction du chapitre 1). On va voir que ces vibrations
s’identifient à des quasi-particules, appelées phonons, qui sont indépendantes les
unes des autres. Cet ensemble de quasi-particules forme un bain à l’équilibre ther-
mique dans lequel les charges se déplacent.
Un phonon est en fait une oscillation collective de tous les atomes du solide
autour de leur position d’équilibre respective et à la même fréquence ν = ω/2pi.
Cette oscillation collective forme une onde dans le solide dont l’énergie est quanti-
fiée ~ω. C’est en quelque sorte l’analogue du photon qui est la particule de l’onde
électromagnétique.
Les électrons peuvent donc échanger de l’énergie avec le bain de phonons, c’est
à dire avec le solide, par absorption ou émission de phonons.
C.2 L’oscillateur harmonique 1D
Nous rappelons ici les résultats essentiels disponibles dans les ouvrages de méca-
nique quantique au sujet de l’oscillateur harmonique quantique auquel un phonon
s’identifie.
Pour débuter, rappelons que la force de rappel de constante k s’écrit dans l’ap-
proximation linéaire :
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F = −k (R−R0)︸ ︷︷ ︸
x
(C.1)
pour un système qui s’écarte de sa position d’équilibre R0. Ceci permet d’écrire la
loi de Newton de la mécanique classique :
m
d2x
dt2
= −kx (C.2)
Cette équation a pour solution :
x(t) = x0 cos(
√
k
m
t− ϕ) (C.3)
L’amplitude x0 et la phase ϕ sont définies par les conditions initiales. L’équation
précédente permet d’identifier la pulsation du mouvement de l’oscillateur :
ω =
√
k
m
(C.4)
Le mouvement de cet oscillateur est défini par une seule pulsation ω, on est donc
dans l’approximation harmonique. Nous pouvons également écrire le potentiel cor-
respondant à la force de rappel (C.1) :
V = 12kX
2 = 12mω
2X2 (C.5)
En mécanique quantique hamiltonienne, l’équation du mouvement indépendante
du temps (système conservatif) devient Hχ(x) = Eχ(x) avec :
H = P
2
2m +
1
2mω
2X2 (C.6)
En posant :
a = 1√
2
(√
mω
~
X + i 1√
m~ω
P
)
(C.7)
a+ = 1√
2
(√
mω
~
X − i 1√
m~ω
P
)
(C.8)
on peut vérifier que l’hamiltonien précédent se met sous la forme :
H = ~ω
a+a︸︷︷︸
N
+12
 (C.9)
et que les opérateurs de création a+ et d’annihilation a agissent sur les états propres
{|χn〉} suivant les relations :
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a+|χn〉 =
√
n+ 1|χn+1〉
a|χn〉 =
√
n|χn−1〉
N |χn〉 = n|χn〉
(C.10)
Ceci permet de réécrire l’équation de Schrödinger :
H|χn〉 =
(
n+ 12
)
~ω|χn〉 (C.11)
et donc d’identifier les valeurs propres de l’hamiltonien (voir la figure C.1) :
En =
(
n+ 12
)
~ω (C.12)
Par ailleurs, les états propres s’écrivent dans l’espace réel [Cohen-Tannoudji 1977] :
χn(x) =
( 1
2nn!
( ~
mω
)n)1/2 (mω
pi~
)1/4 [mω
~
x− d
dx
]n
exp
(
−12
mω
~
x2
)
(C.13)
avec
〈χm|χn〉 = δmn (C.14)
Figure C.1 – Schéma représentant les solutions quantifiées (énergies propres et
états propres χn(x)) de l’oscillateur harmonique quantique 1D en fonction du
nombre d’occupation n.
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C.3 Vibrations des atomes : phonons
A température non nulle, les atomes du réseau cristallin vibrent autour de leur
position d’équilibre. Chaque atome de masseM est décrit par sa positon d’équilibre
R, somme de sa position d’équilibre R0 et de son déplacement s par rapport à cette
position d’équilibre. s représente donc les vibrations de l’atome. Dans l’approxima-
tion harmonique, le système formé par les N atomes du solide a pour hamiltonien :
Hph =
N∑
n
P 2n
2Mn
+ 12
∑
m,n6=m
V (Rm −Rn) (C.15)
En développant le potentiel V au deuxième ordre :
V (Rm −Rn) = V (Rm0 −Rn0)
+ sm
∂V
∂Rm︸ ︷︷ ︸
=0
+sn
∂V
∂Rn︸ ︷︷ ︸
=0
+12
[
s2m
∂2V
∂R2m
+ 2smsn
∂2V
∂Rm∂Rn
+ s2n
∂2V
∂R2n
]
+ . . .
(C.16)
On peut réécrire l’hamiltonien (avec V (Rm0 −Rn0) = 0 comme référence) :
Hph =
N∑
n
P 2n
2Mn
+ 12
∑
m,n6=m
1
2
[
s2m
∂2V
∂R2m
+ 2smsn
∂2V
∂Rm∂Rn
+ s2n
∂2V
∂R2n
]
=
N∑
n
P 2n
2Mn
+ 12
∑
m,n
sm.sn
∂2V
∂Rm∂Rn
(C.17)
On obtient alors, à partir des équations du mouvement de Lagrange, le système de
3N équations couplées suivant :
Mn
d2snα
dt2
= −
∑
mβ
∂2V
∂Rmβ∂Rnα
smβ (C.18)
On cherche alors les solutions sous la forme d’ondes planes valables dans le cas du
cristal massif :
snα(q, t) =
1√
Mn
un,α exp(i(q.Rn0 − ωt)) (C.19)
avec α = x, y, z. On obtient alors un système de 3p équations couplées pour chaque
vecteur d’onde q = (qx, qy, qz) où p est le nombre d’atome dans une maille élémen-
taire :
ω2unα =
∑
mβ
1√
MnMm
∂2V
∂Rmβ∂Rnα
exp(iq.(Rm0 −Rn0))umβ (C.20)
Ce qu’on peut écrire sous forme matricielle :
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ω2u = D(q)u (C.21)
où D est la matrice dynamique de dimension 3p× 3p dont les termes sont :
Dnα,mβ(q) =
1√
MmMn
∂2V
∂Rmβ∂Rnα︸ ︷︷ ︸
constante de force
exp(iq.(Rm0 −Rn0)) (C.22)
et u est le vecteur de dimension 3p (3p degrés de liberté) dont les composantes sont
les unα.
Le calcul de la structure phononique consiste à construire la matrice dyna-
mique D puis à la diagonaliser afin d’obtenir les valeurs propres ω(q). Plusieurs
modèles permettent de construire cette matrice (Force-Constant Model, Rigid Ion
Model, Keating Model, Shell Model, Bond Charge Model, Adiabatic Bond Charge
Model...)[Valentin 2008a, Yu 2010].
En fait, dans un semi-conducteur massif, si la maille élémentaire contient p
atomes, il existe 3p branches ou courbes de dispersion pour les phonons, dont 3
branches acoustiques et 3p-3 branches optiques. Pour le silicium qui contient deux
atomes par maille, on a donc 3 branches Acoustiques pour lesquelles ω(q→ 0)→ 0
(1 Longitudinale LA et 2 Transversale TA) et trois branches Optiques (1 Longitu-
dinale LO et 2 Transversale TO). Les phonons sont en fait qualifiés de transverses
si leur déplacement est perpendiculaire au vecteur d’onde q et de longitudinaux si
leur déplacement est parallèle au vecteur d’onde q.
Pour un nanocristal, la densité d’états de phonons est discrète (voir la figure
C.2). La perte de la symétrie en translation mixe les modes TO et LO. Une consé-
quence majeure est l’apparition de modes Optiques de Surface (SO) dont la fré-
quence dépend fortement des propriétés de surface [Valentin 2008b]. Ces modes SO
et leur influence ne seront pas considérés dans cette thèse.
Remarque : Le cristal étant fixe dans l’espace, les degrés de liberté des atomes
du cristal sont au nombre de 3N − 6 (les 3 rotations et les 3 translations).
C.4 Coordonnées normales
L’équation aux valeurs propres (C.21) permet d’obtenir, pour chaque vecteur
d’onde q, un ensemble de vecteurs propres {ej} associé à un ensemble de valeurs
propres {ωj}. Chaque vecteur propre ej a 3p composantes que l’on peut écrire
comme p vecteurs ejn à 3 composantes ejn,α, ces N vecteurs étant appelés les vecteurs
polarisations. Ainsi, toute combinaison linéaire des vecteurs propres est aussi une
solution du problème :
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Figure C.2 – Structure phononique d’un nanocristal de silicium de 2,5 nm de
rayon extrait de [Valentin 2008b]. Les lignes continues correspondent à la structure
phononique du silicium massif, ce sont les courbes de dispersion des phonons ωj(q).
u =
3p∑
j
cjej (C.23)
Ce qui donne à partir de la relation (C.19) :
snα(q, t) =
1√
NcMn
∑
j
cj(q)ejn,α(q) exp(i(q.Rn0 − ωj(q)t)) (C.24)
où Nc est le nombre de mailles élémentaires. On peut ensuite faire la somme sur les
vecteurs d’onde q pour obtenir la solution la plus générale :
snα(t) =
1√
NcMn
∑
j,q
cj(q)ejn,α(q) exp(i(q.Rn0 − ωj(q)t)) (C.25)
On peut réécrire cette dernière équation en utilisant les coordonnées normales
Qk(q, t) :
snα(t) =
1√
NcMn
∑
j,q
Qj(q, t)ejn,α(q) exp(iq.Rn0) (C.26)
avec
Qj(q, t) = cj(q) exp(−iωj(q)t) (C.27)
Si on injecte la formule (C.26) dans l’hamiltonien (C.17), on obtient :
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Hph =
1
2
∑
j,q
(
P ∗j (q, t)Pj(q, t) + ω2jQ∗j (q, t)Qj(q, t)
)
= 12
∑
j,q
(
P 2j (q, t) + ω2jQ2j (q, t)
) (C.28)
avec Pj(q, t) = Q˙∗j (q, t) le moment conjugué de Qj et Q∗j (q, t) = Qj(−q, t).
L’hamiltonien précédent nous montre, par comparaison avec l’hamiltonien (C.6),
que les phonons sont des oscillateurs harmoniques indépendants, chaque phonon
étant une oscillation collective des N atomes du solide.
C.5 Quantification des phonons
L’hamiltonien précédent peut être quantifié simplement en utilisant les opéra-
teurs création et annihilation :
aj(q) =
1√
2~ωj(q)
(
ωj(q)Qj(q) + iP ∗j (q)
)
a+j (q) =
1√
2~ωj(q)
(
ωj(q)Q∗j (q)− iPj(q)
) (C.29)
Dès lors on peut récrire l’hamiltonien des phonons en seconde quantification :
Hph =
∑
j,q
~ωj(q)
(
a+j (q)aj(q) +
1
2
)
(C.30)
Ainsi, on déduit de cette dernière expression que les états propres de l’hamiltonien
sont les produits des états propres de chaque phonon :
|χ〉 =
∏
j,q
|nj(q)〉 (C.31)
où nj(q) est le nombre d’occupation du mode j de vecteur d’onde q, c’est à dire le
nombre de phonons dans ce mode. Aussi, l’énergie totale des phonons s’écrit :
E =
∑
j,q
~ωj(q)
(
nj(q) +
1
2
)
(C.32)
C.6 Interaction électron-phonon
L’interaction entre les électrons et les ions (noyau + électrons de cœur) s’écrit
comme une interaction coulombienne entre la densité de charges ρel(r) et le potentiel
crée par les ions Vion(r−Rn) :
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Hel-ion =
∫
ρel(r)
N∑
n=1
Vion(r−Rn)dr (C.33)
avec Rn = R0n + sn. Puisque s R0, il est judicieux de séparer la contribution de
chacun en faisant un développement en série de Taylor :
Vion(r−Rn) = Vion(r−R0n)−∇Vion(r−R0n).sn (C.34)
Ceci permet de séparer, comme stipulé dans les équations (1.2) et (1.3), la partie
fixe responsable qui intervient dans la résolution de la structure électronique (ondes
de Bloch) de la partie vibratoire (l’interaction électron-phonon) :
Hel-ion =
∫
ρel(r)
N∑
n=1
Vion(r−R0n)dr−
∫
ρel(r)
N∑
n=1
∇Vion(r−R0n).sndr (C.35)
Le premier terme entre dans le calcul de la structure électronique (1.3) tandis que
le second correspond à l’interaction électron-phonon (1.2). Nous ne nous intéressons
donc ici qu’à ce dernier terme. Pour aboutir à l’hamiltonien d’interaction électron-
phonon, il faut d’abord exprimer la densité électronique en seconde quantification
qui s’écrit (d’après l’équation (4.12)) :
ρel(r) = |Ψ(r)|2 (C.36)
où Ψ est ici l’opérateur de champ électronique que l’on peut décomposer sur les
ondes de Bloch :
Ψ(r) =
∑
k
ψk(r)ck (C.37)
ck est l’opérateur de création de l’état électronique ψk de vecteur d’onde k. On
obtient alors l’expression de la densité électronique suivante :
ρel(r) =
∑
k,k′
c+k′ckψ
∗
k′(r)ψk(r) (C.38)
Dans la mesure où l’onde de Bloch ψk(r + Rn0) = exp(iq.Rn0)ψk(r), on a :
∫
ψ∗k′(r)ψk(r)∇Vion(r−R0n)d3r
=
∫
ψ∗k′(r + Rn0)ψk(r + Rn0)∇Vion(r−R0n)d3r
= exp(i(k− k′).Rn0)
∫
ψ∗k′(r)ψk(r)∇Vion(r−R0n)d3r︸ ︷︷ ︸
Wkk′n
(C.39)
En utilisant l’expression de Qj en fonction des opérateurs création et annihilation :
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Qj(q) =
√
~
2ωj(q)
(
a+j (−q) + aj(q)
)
(C.40)
On peut réécrire l’hamiltonien d’interaction électron-phonon en seconde quantifica-
tion :
He-ph =
∑
k,k′,n,j,q
c+k′ck exp(i(k− k′).Rn0)Wkk′n
√
~
2NcMnωj(q)
×
(
a+j (−q) + aj(q)
)
ejn(q) exp(iq.Rn0)
=
∑
k,k′,j
~ωj(q)gjkk′c
+
k′ck
(
a+j (−q) + aj(q)
) (C.41)
avec q = k− k′. Ainsi la constante de couplage électron-phonon est :
gjkk′ =
∑
n
Wkk′n.ejn(q)
√
Nc
2~Mnω3j (q)
(C.42)
Potentiel de déformation optique : Dans l’approximation du potentiel de
déformation, l’interaction électron-phonon optique (non-polaire), c’est à dire pour
des phonons dont la longueur d’onde est de l’ordre de la distance entre atomes, est
proportionnel au déplacement des atomes :
He-ph = Dops(r) (C.43)
où Dop est le potentiel de déformation optique. L’hamiltonien électron-phonon
s’écrit alors (dans la limite continue) :
He-ph = Dop
∑
q,α
√
~
2ρcΩωj(q)
(
a+j (−q) + aj(q)
)
exp(iq.r) (C.44)
où ρc est la densité et Ω le volume du cristal.
Remarque : Le silicium est un matériau non-polaire, il est donc inutile de trai-
ter le cas d’un couplage électron-phonon LO polaire (hamiltonien de Fröhlich)
[Jdira 2008b]. Par ailleurs le cristal de silicium possède un centre d’inversion, il
est donc également inutile de traiter le cas d’un couplage piézoélectrique.
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Résumé : Les propriétés physico-chimiques d’un nanocristal semi-conducteur sphé-
rique, intermédiaires entre la molécule et le solide, dépendent de sa taille. Empilés ou
dispersés, ces nanocristaux sont les briques architecturales de nouveaux matériaux
fonctionnels aux propriétés ajustables, en particulier pour l’optoélectronique.
Cette thèse s’inscrit dans le développement de ces nouveaux matériaux et pré-
sente avant tout une méthodologie pour la simulation du transport électronique
dans un solide à nanocristaux en régime de faible couplage électronique appliquée
à des nanocristaux de silicium dans une matrice de SiO2 pour les applications pho-
tovoltaïques.
La cinétique du déplacement des porteurs est liée au taux de transfert tunnel
(hopping) entre nanocristaux. Ces taux sont calculés dans le cadre de la théorie de
Marcus et prennent en compte l’interaction électron-phonon dont l’effet du champ
de polarisation dans la matrice ainsi que les interactions électrostatiques à courte et
longue portée. Le calcul des états électroniques (électrons et trous) en théorie k.p as-
socié à l’utilisation de la formule de Bardeen donne au code la capacité, par rapport
à la littérature, de fournir des résultats (mobilité ou courant) en valeur absolue. Les
résultats de mobilité ainsi obtenus pour des empilements cubiques idéaux viennent
contredire les résultats de la littérature et incitent à considérer d’autres matériaux
notamment en ce qui concerne la matrice pour obtenir de meilleurs performances.
En outre, les résultats de simulation de dispositifs montrent l’impact considérable
des électrodes sur les caractéristiques courant-tension. Aussi, un nouvel algorithme
Monte-Carlo Cinétique accéléré a été adapté afin de pouvoir reproduire le désordre
inhérent à la méthode de fabrication tout en maintenant un temps de simulation
raisonnable. Ainsi l’impact du désordre en taille se révèle faible à température am-
biante tandis que les chemins de percolation occultent la contribution des autres
chemins de conduction. Des résultats de caractérisation comparés aux simulations
tendent par ailleurs à indiquer que ces chemins peuvent concentrer les porteurs et
exhiber un phénomène de blocage de coulomb.
Enfin, la section efficace d’absorption est calculée théoriquement et permet d’ob-
tenir le taux de génération sous illumination qui se révèle proche du silicium massif.
Et une méthode en microscopie à sonde de Kelvin est décrite pour caractériser la
durée de vie des porteurs c’est-à-dire le taux de recombinaison, les résultats ainsi
obtenus étant cohérents avec d’autres techniques expérimentales.
Mots clés : solide à nanocristaux, théorie k.p, fonction enveloppe, blocage de
Coulomb, transport électronique dans les matériaux désordonnés, transport hop-
ping, percolation, Monte-Carlo Cinétique accéléré, section efficace d’absorption et
de diffusion, photovoltage de surface.
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Abstract : The physicochemical properties of a spherical semiconductor nanocrys-
tal, intermediate between the molecule and the solid depend on its size. Stacked or
dispersed, these nanocrystals are building blocks of new functional materials with
tunable properties, particularly appealing for optoelectronics.
This thesis takes part in the development of these new materials. It mainly
presents a methodology for the simulation of electronic transport in nanocrystal
solids within the weak electronic coupling regime. It is applied to a material made
of silicon nanocrystals embedded in silicon oxide and considered for photovoltaïc
applications.
The displacement kinetics of charge carriers is related to the tunneling transfer
rate (hopping) between nanocrystals. These rates are calculated within the fra-
mework of Marcus theory and take into account the electron-phonon interactions,
the effect of the bias field and the electron-electron interactions at short and long
range. The calculation of electronic states (electrons and holes) in k.p theory as-
sociated with the use of Bardeen’s formula provides, compared to previous works,
results (mobility or current) in absolute terms. The mobility thus computed is far
lower than the results of the literature and encourage to consider other materials.
Furthermore, the device simulations show the significant impact of the electrodes
on the current-voltage characteristics. Also, a new accelerated kinetic Monte-Carlo
algorithm has been adapted in order to reproduce the disorder inherent in the manu-
facturing process while maintaining a reasonable simulation time. Thus the impact
of the size disorder is poor at room temperature while the percolation paths shunt
the contribution of other conduction paths. Characterization results compared to
simulations tend to show that these paths concentrate carriers and exhibit Coulomb
blockade phenomenon.
Finally, the absorption cross section is calculated theoretically to obtain the
generation rate under illumination. It is similar to the bulk silicon one. And a me-
thod employing a Kelvin probe microscope is described to characterize the carrier
lifetime, namely the recombination rate. The results thus obtained are consistent
with other experimental technics.
Keywords : nanocrystal solid, k.p theory, envelope function, Coulomb blo-
ckade, electronic transport in disordered semiconductors, hopping transport, per-
colation, accelerated kinetic Monte-Carlo, absorption and scattering cross section,
surface photovoltage.
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