Abstract. Recent papers have given two different conditions on pairs of nonnegative weight functions that insure that a Fourier transform norm inequality holds in R". With additional assumptions these conditions were also shown to be implied by the norm inequality. A direct proof is given here that these conditions are equivalent; this can be used to simplify some of the proofs in those papers.
1. Introduction. In [2] it was shown that if 1 </?<<?< oo, U(x) and V(x) are nonnegative and there is a constant D such that for all s > 0, where C is independent of/and/denotes the Fourier transform /(*)=/ e-ix'f(t)dt.
Furthermore, it was shown that if U(x) and V(x) are radial, U(x) is decreasing as a function of | x | and V(x) is increasing as a function of | x | , then (1.2) implies (1.1). This result with the assumption that p and q are not both equal to 2 was also obtained independently in [1] .
With the same notation, it was shown in [3] that if 1 < p < q < oo, U(x) and V(x) are nonnegative and there exist constants A and B such that for all r > 0,
A, q i/p' A, > then for every integrable function/on R" inequality (1.2) holds with C independent of/. With the same monotonicity conditions as in [2] , (1.2) was also shown to imply (1.3).
Because of these results, it follows that (1.1) and (1.3) are equivalent conditions for 1 < p < q < oo since they are both conditions only on the distribution functions of U and V. The purpose of this paper is to give a direct proof of the following more general result. Besides satisfying the curiosity of people who have read these papers and wondered why (1.1) and (1.3) are equivalent, this proof also leads to simpler proofs of some of the results in [2 and 3] quoted above. In particular, the proof given here that (1.1) implies (1.3) can be combined with the proof in [3] 
This gives a simpler proof that (1.1) implies (1.2) than that given in [2] , especially in the case q=p'.
Similarly, the fact proved in [3] that (1.2) implies (1.3) can be simplified. The proof that (1.2) with the monotonicity assumptions implies (1.1) is short; this is done in [1 and 2] . It consists essentially of letting f(x) = V(x)~]/(p~i)xB(x), where B is the sphere with center at the origin and measure s and using the fact that |/(x) | is bounded below by 2fBV(t)~l/(p~l) dt if | x | is less than the reciprocal of the radius of B. This implication and Theorem 1 show that (1.2) with the monotonicity conditions implies (1.3).
Throughout this paper, the convention 0 • oo = 0 is used.
2. Proof that (1.1) implies (1.3). We will first prove this for the case q < p'. To do this, fix an r > 0 and p and q satisfying 1 < q < p' < oo. Let B = Dp and A = D. We will prove that (1.3) holds for this r, A and B.
To do this, let s be a number such that and we conclude that For the case q> p' use the fact that (2.5) and (2.6) are equivalent to (1.1) and (1.3), respectively, and use the case already proved to show that (2.6) implies (2.5).
