Abstract-Recently, distributed adaptive algorithms have been proposed to solve the problem of estimation over distributed networks. In a diffusion protocol, each node in the network function as an individual adaptive filter whose aim is to estimate the parameter of interest through local observations. All the estimates obtained from the nodes are then locally fused with their neighboring estimates in the network. The aim of this work is to improve the signal processing capability of the distributed network in a novel way by applying the diffusion normalized least mean squares (ε-NLMS) algorithm. The simulation results will show that the diffusion ε-NLMS algorithm outperforms its counterpart the diffusion least mean squares (LMS) algorithm for slowly changing environment, where data are expected to show high correlation.
I. INTRODUCTION
A wireless sensor network (WSN) consists of spatially distributed sensors to monitor physical or environmental conditions. A WSN comprises of "nodes", where each node is connected to one (or more) sensors. The data collected from the different node sensors are fused together. Currently, wireless sensor networks are beginning to be deployed at an accelerated pace [1] - [3] . This new technology is exciting with unlimited potential for numerous application areas including medical, surveillance, environmental, military, localization, power spectrum estimation, target tracking and smart spaces [4] . Wireless sensor networks are enabling applications that previously were not practical. As new standards based networks are released and low power systems are continually developed, we will start to see a widespread deployment of wireless sensor networks.
Several distributed adaptive filtering algorithm have been proposed sofar to exploit the distributed nature of the network to empower the sensor nodes with signal processing capability. The authors in [1] and [5] propose diffusion LMS-based algorithms, on the assumption that there is no correlation among the data. In a real scenario, however the absence of correlation cannot be neglected, therefore, this work addresses this issue. In a slowly changing environment, data will show high correlation. Moreover, one also needs to consider this correlation to fully exploit the distributed system for a better energy performance. The ε-NLMS algorithm [6] - [8] is a variant of LMS algorithm that exhibits better performance in the presence of correlated data and provides generic solution.
This paper is organized as follows. Section II details the problem, while in Section III the derivation of the proposed diffusion strategy for ε-NLMS algorithm is detailed. Derivation of global network model is carried out in section IV. Section V deals with the analysis of the mean performance of the diffusion protocol where necessary condition for stabilization are obtained. Simulation results are presented in Section VI. Finally, concluding remarks are given in Section VII.
II. PROBLEM STATEMENT
We have to estimate an M x1 unknown vector w 0 from the data collected from N distributed nodes. It is assumed that each node k has access to the input regressor data u k,i a 1xM vector and a measurement data d k (i), both at time i. The sensor nodes are said to be working in distributed mode, where each node shares information with its neighboring nodes utilizing the spatial diversity of the network to achieve a higher signal-to-noise (SNR) in order to improve the performance of the network. In this case the measurement data follows the following model [1] - [3] :
where v k (i) is a zero-mean additive white Gaussian noise with variance σ 2 v,k and w o is the optimal solution. Combining the regressor and measurement data of each node into global matrices
Here, the objective is to estimate M x1 vector w that solves the ε-NLMS algorithm
The LMS algorithm is a real-time solution and the diffusion strategy for LMS recursion is given as [1] 
where µ k are the local step sizes and c kl are the coefficients of the combiner matrix C, formed using the Metropolis rule [1] :
where n k and n l define the number of neighbor connections present for nodes k and l respectively and the coefficients c kl must satisfy (7) to ensure stability and robustness of the distributed network.
Hence, C is a stochastic matrix, which defines the complete network topology.
III. DIFFUSION ε-NLMS ALGORITHM
The ε-NLMS algorithm [6] - [8] is an extension of the LMS algorithm which solves its sensitivity to the input regressor. The ε-NLMS algorithm can be considered as a variable step-size varying from one iteration to the next.
To derive the ε-NLMS algorithm consider a posteriori output estimation error given by
Next minimize (ε k (i)) 2 with respect to µ k that results in
Here we will introduce a positive real scaling factor µ k , which exercises control over the change in the weight vector between successive iterations without changing the direction of the vector, this gives the ε-NLMS adaptive algorithm
Furthermore, the positive constant ε avoids the possibility of division by zero, when the regressor is zero or close to zero. Now let us extend our analysis to distributed wireless sensor networks, where each node in the network can function as an individual adaptive filter. In a cooperation strategy, every node k has access to estimates of its neighbors. The neighborhood of the nodes is defined in a combiner matrix. Consider that at anygiven time (i−1) node k has access to estimates ψ i−1 k from its neighborhood. These local estimates are fused together at node k φ
where c kl ≥ 0 are coefficients of the combiner matrix C, calculated using (6) defines the complete network topology. A non-zero entry c kl states that nodes k and l are connected.
Once we have the fused estimate φ i−1 k at node k, the ε-NLMS recursion at every node k can be given as
The above ε-NLMS algorithm will exhibit faster convergence behavior than LMS recursion for slow changing environment where data are expected to show high correlation.
In summary, the diffusion ε-NLMS algorithm is defined as
IV. NETWORK GLOBAL MODEL
The sensor nodes are spread randomly over an square unit area. Based on the amount of transmitting power each node is allowed, the communication range r is set. All the nodes that are within the range r of any node k comprise the neighbors of that node k.
The combined effect of several interconnected wireless sensor nodes within the communication range r can be analyzed in a more compact and convenient way using state space representation. In the ensuing, the following global quantities are introduced using a state-space representation:
Equation (1) in global setup can be formulated as follows:
where,
Using the above relations, (13) can be represented globally as:
where G = C ⊗ I M is the transition matrix of order (N M × N M ) and ⊗ represent the kronecker product.
V. MEAN ANALYSIS
Adaptive filters are non-linear stochastic systems with learning and tracking abilities. The performance of such adaptive filters can be studied using transient analysis, which shows how fast and how stably adaptive filters can adapt to changes in the signal. In this section, we will discuss the stabilization effect of diffusion protocol on adaptive filter, in mean sense.
The global cooperative scheme defined by (16) can be combined as
Introducing the global weight error vector
Combining (17) with (18) and using the fact that Gw
Now taking expectation on both sides of (19), and assuming temporal and spatial independence of the regression data u k,i , gives
Now the stability in the mean sense is guaranteed if the following condition is satisfied:
The stability in the mean and mean square sense is guaranteed using Rayleigh-Ritz characterization for the maximum eigenvalue of any Hermitian matrix [6] , and noting that HU * i U i is block diagonal, then solving (21) yields
Therefore, cooperation under diffusion protocol has stabilizing effect on ε-NLMS adaptive filter in mean sense, if step size µ satisfies the above condition.
VI. SIMULATION RESULTS
In this section, the performance analysis for the ε-NLMS algorithm for diffusion protocol is investigated for a network of 7 and 20 nodes. System noise is zero mean i.i.d, sequence with variance 0.01, with possibly different statistical profiles. The length of the adaptive filter of unknown system is 10. Fig.  1(a) and Fig. 1(b) defines the network statistics of the adaptive network following diffusion protocol for a network of 7 and 20 nodes respectively. Input regressor data is correlated Gaussian, obtained from IIR process given by y(n) = x(n) − αy(n − 1), where 0 < α < 1 is the correlation coefficient. Fig. 2 and Fig. 3 present results for the different MSD different correlation coefficients and communication range 0.3. Results are averaged over 300 experiments. As shown in Fig.  2 , the performance is almost identical when α = 0.1. This shows that the diffusion of data also helps to mitigate data correlation. This effect is less pronounced, however, when α = 0.6, as shown in Fig. 3 . In this case, the proposed 
VII. CONCLUSION
In this work, a diffusion ε-NLMS algorithm that shows impressive improvement in performance over diffusion LMS algorithm is proposed. Furthermore, in this work, we have only considered temporal correlation between the data. However, in many cases, where nodes are placed in closed vicinity, data are expected to show spatial correlation. One needs to further exploit these correlations for better energy performance.
