In this paper, we apply a Lyapunov functional approach to Lotka-Volterra systems with infinite delays and feedback controls and establish that the feedback controls have no influence on the attractivity properties of a saturated equilibrium. This improves previous results by the authors and others, where, while feedback controls were used mostly to change the position of a unique saturated equilibrium, additional conditions involving the controls had to be assumed in order to preserve its global attractivity. The situation of partial extinction is further analysed, for which the original system is reduced to a lower dimensional one which maintains its global dynamics features.
Introduction
Recently, there has been a significant number of publications on the study of Lotka-Volterra population models with delays and feedback controls, see [6, 13, 19, 22, 27, 28, 30, 31, 32, 37, 38] and references cited therein. In particular, Li et al. [22] established results on the influence of the feedback controls on extinction and global attractivity of a two-species autonomous competitive Lotka-Volterra system with infinite delays by applying Lyapunov functional techniques. Motivated by this work and others [8, 26] , Faria and Muroya [11] considered the following multiple species Lotka-Voltera models with infinite delays and feedback controls: 1 Professor Yoshiaki Muroya passed away in October 2015, while the research for this paper was being conducted. The second author wishes to dedicate this paper to his memory. 2 Corresponding author. E-mail: teresa.faria@fc.ul.pt.
where µi, ci, di, ei are positive constants, bi, aij ∈ R, and the kernels Kij, Gi : In (1.1), xi(t) denotes the density of an ith-species or class population, ui(t) is a feedback control variable, bi is the intrinsic growth rate, µi is a self-limitation coefficient in the instantaneous negative feedback term, aij are the intra-(if i = j) and inter-specific (if i = j) cooperative/competition coefficients, for i, j = 1, 2, . . . , n. Actually, the particular case of Lotka-Volterra systems (1.1) without controls, or with controls only for some of the variables -i.e., the situation with ci ≥ 0 for i ∈ {1, . . . , n} -can be included in most of the results presented here. For simplicity, we also assume the following technical condition: for any i, j ∈ {1, . . . , n}, As will be shown in the proofs, when using Lyapunov functional techniques, condition (1.3) allows the treatment of the infinite delay terms in a way analogous to the one usually employed to deal with the finite delay case. For a more general setting which does not require (1.3), see Faria and Muroya [11] . Since some previous works by Kuang and Smith [20, 21] , the literature on Lotka-Volterra with infinite delays has been quite vast, and it is impossible to mention here all the significant works. For some results on stability, extinction and permanence for autonomous and non-autonomous LotkaVolterra models with infinite delay (and no controls), see e.g. [4, 7, 8, 9, 10, 18, 23, 24, 25, 33, 34, 35] . To treat the permanence of non-autonomous Lotka-Volterra systems, methods inspired in the setting proposed by Ahmad and Lazer (see e.g. [1, 2] ) and initiated in the classical work of Vance of Coddington [36] , have proven to be very fruitful. Here, non-autonomous Lotka-Volterra systems are not treated per se, but as a secondary outcome of the method developed, see Remark 3. Gi(s)ϕ(−s) ds, for ϕ : (−∞, 0] → R continuous and bounded, are non-atomic at zero, i.e., Kii(0) = Kii(0 + ) and Gi(0) = Gi(0 + ) [15] . For system (1.1), we define the matrices M0 = [δij µi + aij]n×n, M = [δij λi + aij ]n×n, where λi = µi + (cidi)/ei, i = 1, . . . , n, (1.5) which are called the community matrix and the controlled community matrix, respectively. Here and throughout the paper, the standard notation δij = 1 if i = j and δij = 0 if i = j is used. In this paper, the authors pursue their work in [11] , where, among other results, general sufficient conditions for the existence and global attractivity of a saturated equilibrium for model (1.1) were established. The definition of a saturated equilibrium can be found in [17] and will be recalled in Section 2. Of course, if a saturated equilibrium E * of (1.1) with exactly p positive components x * i > 0, corresponding to the ith-populations xi(t), is a global attractor of all positive solutions, this means that those p species xi(t) stabilize with time at a constant value x * i , whereas the other n − p populations are driven to extinction.
While the literature usually treats the case of competitive systems only -which amounts to having aij ≥ 0 for i = j in (1.1) -, here, as in [11] , we shall not impose any restrictions on the signs of the intra-and inter-specific coefficients aij, nor on the Malthusian rates bi. In [11] , we assumed a form of diagonal dominance of the instantaneous negative intra-specific terms over the infinite delay effect, in both the population variables and controls. To be more precise, the main result in [11] states that if the n × n matrixM := [δij µi − |aij | − δij
] is a nonsingular M -matrix (see [5] and Section 2 for a definition), then there exists a saturated equilibrium of (1.1) which is globally attractive. When the saturated equilibrium is positive, in fading memory spaces this condition also implies its asymptotic stability, see [11, Theorem 3.8] . When the saturated equilibrium is on the boundary of R 2n + , sharper criteria for the extinction of part of the populations were also given in [11] .
With the present research, better criteria for the global attractivity of a saturated equilibrium E * than the ones in [11] are achieved. The present techniques are quite different from the ones in [11] , where the main results were obtained by a monotone flow approach and depended on the feedback controls. In contrast, here we construct original Lyapunov functionals to deduce our main criteria of global attractivity. Namely, we derive that the saturated equilibrium E * of (1.1) is globally attractive if the matrixM0 := [δij µi − |aij |]n×n is a nonsingular M -matrix (although a better result is obtained if some components of E * are zero). This imposition does not depend on the control coefficients and is much less restrictive than havingM a non-singular M-matrix. Therefore, we conclude that, whereas feedback controls can effectively be useful to change the position of a unique saturated equilibrium E * of (1.1) -as it was well-illustrated in [11] -, they have no influence on the attractivity properties of E * . Moreover, weaker sufficient conditions for partial extinction will be given: we shall show that the global attractivity can be reduced to the one for a reduced system, i.e., a system of smaller dimension, in the spirit in Muroya [26 Integro-differential equations with infinite delay have been considered in population dynamics since the times of Volterra, in order to account for the entire past of the species. Dealing with DDEs with infinite delays requires a careful choice of an admissible (in the sense of Hale and Kato, see [14, 16] ) Banach phase space. The additional property of being a fading memory space is important, in order to recover some classical results, such as the principle of linearized stability and precompactness of bounded periodic orbits. A rigorous theoretical framework to deal with Lotka-Volterra systems with infinite delays was provided in e.g. [8, 10, 11] . In order to avoid repetitions, here we shall not present a suitable phase-space for (1.1), nor an abstract formulation of the initial value problem (IVP) (1.1)-(1.4): in summary, we say that for the IVP (1.1)-(1.4) existence, uniqueness and continuation of solution for t ≥ 0 is well-established, and address the reader to the literature.
The contents of this paper are organized as follows. Section 2 is a section of preliminaries, where we recall the definition of a saturated equilibrium, give basic conditions for such an equilibrium to be positive or on the boundary of R 2n + , and summarize some results from [11] . In Section 3, the main result on global attractivity of the saturated equilibrium of (1.1) is proven. In Section 4, sharper sufficient conditions for partial extinction are further analysed. To illustrate the theoretical results, the paper finishes with some simple examples.
Preliminaries and basic results on saturated equilibria
Throughout the paper, for the controlled Lotka-Volterra system (1.1) the following general hypothesis is assumed: (H0) µi, di, ei are positive constants, ci ≥ 0, bi, aij ∈ R, the kernels Kij , Gi
and satisfy (1.2) and (1.3).
For most cases, we are interested in the situation with effective controls, i.e., with ci > 0 for all i, but the situation without part or all of the control variables ui(t) is allowed. In the absence of controls, the Lotka-Volterra system reads as
Clearly, the introduction of controls might change the dynamics of (2.1). In [11] , the controls were mainly used to change the position of a globally attractive equilibrium, and further requirements on the controls were imposed in order to preserve its attractivity. Here, we shall show that in fact the controls do not have any effect on the attractivity of the saturated equilibrium, therefore additional restrictions are not needed.
A point
is an equilibrium of (1.1) if and only if
In view of the biological interpretation of the model, only non-negative solutions are meaningful, thus only solutions with initial conditions (1.4) will be considered. The following definition of a saturated equilibrium can be found in e.g. [17, 11] .
be an equilibrium of (1.1). We say that E * is a saturated equilibrium if E * is non-negative and
A saturated equilibrium E * ≥ 0 of (1.1) is said to be globally attractive if it attracts all solutions of the problems (1.1)-(1.4), i.e., X(t) → E * as t → ∞ for all positive solutions X(t) = (x1(t), u1(t), . . . , xn(t), un(t)) of (1.1).
For (2.1) and (1.1), define the community matrix M0 and the controlled community matrix M , respectively, as in (1.5). Consider also the n × n matrices
where a
As for ordinary differential equation (ODE) models, the algebraic properties of M0 and M determine many features of the asymptotic behaviour of solutions to (2.1) and (1.1). (cf. e.g. [3, 9, 17] ). The existence of a saturated equilibrium depends on the properties of the controlled community matrix M . Further properties of some special matrices will be used for the analysis of the attractive properties of equilibria. The concepts of P-matrix and M-matrix [5, 17] , given below, are crucial for results and arguments used in this paper. Definition 2.2. Let B = [bij ] be an n × n matrix. We say that B is a P-matrix if all its principal minors are positive. For B with bij ≤ 0 for i = j, B is said to be an M-matrix (respectively a non-singular M-matrix) if all its principal minors are non-negative (respectively positive).
For B a square matrix with non-positive off-diagonal entries, it is well-known that B is an Mmatrix if and only if all its eigenvalues have non-negative real parts. The following properties of non-singular M-matrices, as well as additional ones, can be found in [5] . A further property will be given in Section 3. We recall some results established previously by the authors in [11] , where it was assumed that µi, di, ei are positive constants, ci ≥ 0, bi, aij ∈ R, and Kij , Gi : [0, ∞) → [0, ∞) satisfy (1.2). One should once more emphasize that, contrary to what is often assumed in the literature, here the coefficients bi, aij have no prescribed signs. 
(ii) If M is a P-matrix, there is a unique saturated equilibrium E * of (1.1).
Several interesting conclusions can be drawn from the above theorem: for instance, a competitive system (1.1), i.e., when aij ≥ 0 for all i = j, is dissipative if µi − a − ii > 0 for all i. 
is an M-matrix, then there exists a saturated equilibrium E * , which is a global attractor of all positive solutions of (1.1). If in addition E * is positive andM is non-singular, then E * is globally asymptotically stable.
The main goal of this paper is to improve the criterion for the global attractivity of the saturated equilibrium given above in Theorem 2.2(ii).
We start by establishing more precise conditions on each equilibrium to be saturated. Consider the n × n matrix A = [aij ] and denoteâ
where the coefficients λi = µi + (cidi)/ei are as in (1.5). For each p = 1, . . . , n, set 6) and, for i = 1, . . . , p,
Observe that R p 0 > 0, p = 1, . . . , n, if M is a P-matrix. If 1 ≤ p < n, for any fixed q ∈ {p + 1, . . . , n}, we also define 8) and remark that
First, we investigate the existence of a positive equilibrium of (1.1). A positive equilibrium
By Cramer's formulas, E * is a positive equilibrium of system (1.1) if and only if R n i > 0 for i = 0, 1, . . . , n, or R n i < 0 for i = 0, 1, . . . , n. In this case,
If M is a P-matrix, the saturated equilibrium of ( 1.1) n possible nonnegative equilibria of (1.1), for simplicity, we reorder the variables and restrict our attention only to equilibria of the form
has already been addressed in [11] , see Theorem 2.2(i).
With this notation, if p ∈ {1, . . . , n − 1} and E * ,p is the saturated equilibrium of (1.1), together with the original system, we shall also consider the following reduced and rearranged p-species LotkaVolterra system with feedback controls and infinite delay:
is an equilibrium of (1.1) if and only ifẼ
p ) is a positive equilibrium of its reduced and rearranged system (2.13). The relations between an equilibrium E * ,p of (1.1) and the positive equilibriumẼ * ,p of its reduced and rearranged system will be deeper exploited in Section 4.
A basic result on a saturated equilibrium is as follows. 
In this case,
Proof. The first part is apparent. The first inequalities in (2.15) imply (2.14). By (2.9) and the last inequalities in (2.15), it is clear that (2.2) is satisfied.
Example 2.1. For (1.1) with n = 2, assume that M is a P-matrix, that is, 
, where
is the unique saturated equilibrium of system (1.1) if and only if
2 ) of system (1.1), where 20) if and only if b1(λ2 + a22) > b2a12 and b2(λ1
M0 is not a non-singular M-matrix, neither M is a P-matrix, and both (0,0,0,0) and (1,1,1,1) are saturated equilibria. This simple example shows that the above setting should be used with caution.
Main results
For the sake of completeness, we include here a result about matrices which was not found in the literature. Conversely, suppose that (3.1) holds for some positive vectors η, q ∈ R n . Since −bij ≥ 0 for all i = j, there exists c > 0 such that −B = A0 − cI, where A0 is a non-negative matrix. If A0 = 0, then B = cI and (i) is satisfied. Otherwise, by the Perron-Frobenius Theorem [5, 17] , the spectral radius of A0, ρ := sup{|µ| : µ ∈ σ(A0)}, is an eigenvalue of A0 with a corresponding non-negative eigenvector u. Clearly σ(−B) = σ(A0) − c, hence λ = ρ − c is the spectral bound s(−B) of −B, and −Bu = λu. If suffices to prove that λ < 0. In fact, since σ(−B) = −σ(B), if λ < 0 it follows that all eigenvalues of B have positive real parts, which shows that B is a non-singular M-matrix.
For the sake of contradiction, suppose that λ ≥ 0, and consider the ODE system
where r is the vector defined by r = λu ≥ 0. We now prove that condition (3.1) implies that x = 0 is a global attractor of all non-negative solutions of (3.2) . By the scalingxi = xi/qi (1 ≤ i ≤ n), and dropping the bars for simplicity, we may assume that (ii) holds with qi = · · · = qn = 1; i.e, for some η = (η1, . . . , ηn) > 0, it holds n j=1 ηibij + ηj bji > 0 for i = 1, . . . , n.
(3.3)
Consider the function V (t) = n i=1 ηixi(t). Along non-negative solutions x(t) ≡ 0 of (3.2), V (t) ≥ 0 andV
This proves that x = 0 is a global attractor of all non-negative solutions of (3.2). But this contradicts the fact that x = u is a (non-zero) non-negative equilibrium of (3.2).
Remark 3.1. As in the above proof, whenever it is convenient, one may effect the changes of variables xi(t) =
where the new coefficients are given byμi = µiqi,āij = aij qj , andci = ciqi, i, j = 1, . . . , n.
We are now ready to prove our main results. The Lyapunov functional used below is inspired by the ones introduced in [13, 22, 29] . is a non-singular M-matrix, then E * is globally attractive.
Proof. With p = 0, we have the case E * = 0, addressed in Theorem 2.2(i). Note that in this situation M0,p = M − 0 . So let E * = 0 be a saturated equilibrium. After reordering the variables, we may suppose that this equilibrium E * has the form E * = E * ,k = (x k ∈ {1, 2, . . . , p}. IfM0,p is a nonsingular M-matrix and 1 ≤ k < p, thenM 0,k is a nonsingular M-matrix as well, so we may suppose that p = k; otherwise, we replace p by k in the computations below. We now prove that this E * = E * ,p is globally attractive. From Lemma 3.1, take positive vectors η = (η1, η2, . . . , ηn) and q = (q1, . . . , qn) for which
forãij given by (3.6). Effecting a scaling of the variables as in Remark 3.1, and dropping the bars from the new variables and coefficients in (3.4) for simplicity, we assume (3.7) with q1 = q2 = . . . = qn = 1, i.e., 
Along positive solutions X(t) = (x1(t), u1(t), x2(t), u2(t), . . . , xn(t), un(t)) of system (1.1), we havė 
(3.12)
Summing up (3.10), (3.11), (3.12), we obtaiṅ
(3.13)
We now use −aij ≤ |aij | = |ãij | for either i ≤ p or j ≤ p, and −aij ≤ a − ij = |ãij| for i, j > p, and, for i, j = 1, . . . , n, the estimates
where ε is a positive constant. We therefore derivė
(3.14)
By our assumption (3.8), we may choose ε > 0 sufficiently small such that
Note that, sinceM0,p is a non-singular M-matrix and M − 0 ≥M0,p, we know that M − 0 is also a non-singular M-matrix. From Theorem 2.1, it follows that all solutions are bounded. Boundedness of solutions together with condition (1.3) imply that U2(t) is well defined.
Clearly U2(t) ≥ 0 for t ≥ 0. Calculating the derivative of U2 along solutions, we obtaiṅ
Define U (t) = U1(t) + U2(t). It follows from (3.14), (3.15) and (3.17) thaṫ
where the inequality is strict if x(t) = x * . Since all coordinates xi(t) are bounded and have bounded derivatives, (xi(t) − x * i ) 2 are uniformly continuous on [0, ∞). From (3.18) and (3.15), we may writė
where Ai, Bi > 0, i = 1, . . . , n. Integrating the above inequality on [0, t] for t > 0, for any i ∈ {1, . . . , n} we obtain
The proof is complete.
Sufficient conditions for the existence of a positive equilibrium and its global attractivity are as follows: n , u * n ) of (1.1), which is globally attractive.
Proof. Recall the matrices M0, M andM0 defined in (1.5) and (2.3). It is enough to prove that in this situation M is a P-matrix. In fact, if M is a P-matrix, Theorem 2.1 implies that there exists a unique saturated equilibrium E * of (1.1), in which case, asM0,n =M0, the result is a consequence of Theorem 3.1.
Note thatM :
IfM0 is a non-singular M-matrix, thenM is a non-singular M-matrix as well, thus there exists a positive vector v such thatM v > 0. In particular, it follows that −M is LV-stable, hence M is a P-matrix. See [17, pp. 201-202] and [11] for definitions and details.
Remark 3.2. It is opportune to mention that the above proof of Theorem 3.1 is applicable to non-negative solutions of differential inequalities
for coefficients and kernels satisfying (H0), and E * still a saturated equilibrium of (1.1). This observation also permits us to apply the above result to non-autonomous Lotka-Volterra models with infinite delays and feedback controls of the form 20) where the non-negative kernels Kij(t), Gi(t) satisfy (1.
2), (1.3), βi(t), mi(t), αij (t), ki(t), ǫi(t), δi(t)
are continuous and bounded in [0, ∞), with mi(t), ǫi(t) bounded below by positive constants and ki(t), δi(t) ≥ 0. In fact, non-negative solutions of the non-autonomous system (3.20) satisfy (3.19), with bi = sup t≥0 βi(t), di = sup t≥0 δi(t), µi = inf t≥0 mi(t), aij = inf t≥0 αij (t), ci = inf t≥0 ki(t), ei = inf t≥0 ǫi(t), i, j = 1, . . . , n.
Remark 3.3. As already noticed by the authors in [11] , in fading memory spaces (see [16] for a definition) the saturated equilibrium E * of (1.1) is asymptotically stable if it is globally attractive and positive, however E * is not necessarily asymptotically stable if it lies on the boundary of the positive cone (although its linearization is stable). Theorem 3.1 states the global attractivity of the unique saturated equilibrium of (1.1), ifM0,p defined by (3.5) is a non-singular M-matrix (or equivalently, if (3.7) holds, for some positive vectors η, q). This sufficient condition does not depend on the feedback controls, and strongly improves results in the literature [11, 13, 22, 31] . E.g., applying Theorem 3.1 to a planar Lotka-Volterra system, we obtain the following corollary (compare with [22 then E * ,1 is globally attractive; ii) if there exists a positive equilibrium E * ,2 and the 2 × 2 matrixM0 = [δij µi − |aij |] is a nonsingular M-matrix, that is, µi − |aii| > 0, i = 1, 2, and (µ1 − |a11|)(µ2 − |a22|) > |a12a21|, (3.22) then E * ,2 is globally attractive.
Sharper results on partial extinction
If the saturated equilibrium is on the boundary of the non-negative cone R 2n + , Theorem 3.1 establishes sufficient conditions for some of the populations xj(t) to be driven to extinction. For other results on partial extinction of Lotka-Volterra systems with infinite delay (and with or without controls), see e.g. [8, 22, 23, 24, 25, 27, 31] . In this section, we study criteria to have this partial extinction associated with the sufficient conditions in Theorem 3.2 for the global attractivity, not of the saturated equilibrium of the original system (1.1) but instead of the positive equilibrium of the reduced and rearranged system (2.13). In other words, and with the notation in Section 2, we address the question: when does the global attractivity of the positive equilibriumẼ * ,p of the reduced and rearranged system (2.13) imply the global attractivity of the equilibrium E * ,p of (1.1)?
Theorem 4.1. For system (1.1) under (H0), assume that for some p ∈ {1, . . . , n − 1} the following holds:
is a saturated equilibrium of (1.1); (ii) for any positive solution (x1(t), u1(t), . . . , xn(t), un(t)) of (1.1), xq(t) ∈ L 2 [0, ∞) and lim t→∞ xq(t) = 0, for q = p + 1, . . . , n;
(iii) for the "reduced and rearranged system" (2.13), the matrixM
Then this saturated equilibrium E * ,p is a global attractor for (1.1).
First, we give some auxiliary results. 
Proof. Let X(t) = (x1(t), u1(t), . . . , xn(t), un(t)) be a solution of (1.1)-(1.4).
(i) Let M > 0 be such that sup t∈R |x α j (t)| ≤ M and fix any i ∈ {1, . . . , n}. For any ε > 0, there are T0, T1 > 0 such that
Kij(s) ds < ε/(2M ) and 0 ≤ x α j (t) < ε/2 for t ≥ T1. Thus, for t ≥ T0 + T1 one obtains
Kij(s) ds < ε.
(ii) Fix b > 0, and write
Hence, using (1.3), for any b > 0 we have
which proves that the function t → ∞ 0
Lemma 4.2. Consider a solution X(t) = (x1(t), u1(t), x2(t), u2(t), . . . , xn(t), un(t)) of (1.1) with initial conditions (1.4) . Then,
Proof. Integration of u ′ i (t) = −eiui(t) + dixi(t) gives ui(t) = ui(0)e −e i t + die −e i t t 0 e e i s xi(s) ds for t ≥ 0, which leads to the above estimates. Lemma 4.3. Under the hypotheses (ii) and (iii) of Theorem 4.1 (except the requirement that xq(t) ∈ L 2 [0, ∞) for q = p + 1, . . . , n), all solutions of (1.1) with initial conditions (1.4) are bounded.
Proof. It was already observed that solutions X(t) of (1.1) with initial conditions (1.4) are defined and positive for t ≥ 0. Fix a solution X(t) = (x1(t), u1(t), x2(t), u2(t), . . . , xn(t), un(t)).
Write the uncontrolled community matrix M0 as
where M0,11 := [δij µi + aij ] (i, j = 1, . . . , p) is the p × p uncontrolled community matrix for the reduced system (2.13) and M0,22 is an (n − p) × (n − p) matrix. By hypothesis (iii),M0,11 :=M (p) 0 = δij µi − |aij | p×p is a non-singular M-matrix, hence there is a positive vector η ∈ R p such that M0,11η > 0. After a scaling, take η = (1, . . . , 1). Hence, one can choose δ > 0 small enough so that
By assumption (ii) and Lemma 4.1, choose T0 > 0 large such that xj(t) ≤ δ for t ≥ T0, j = p+1, . . . , n and |hi(t)| ≤ δ for t ≥ T0, i = 1, . . . , p. Consider R p endowed with the maximum norm |·|. We claim that sup t≥0 |(x1(t), . . . , xp(t))| < ∞.
Otherwise, for any K > max{1+
which is not possible. This implies that (x1(t), . . . , xp(t)) is bounded for t ≥ 0, and from Lemma 4.2 X(t) is bounded on [0, ∞) as well.
Proof of Theorem 4.1. Since the p × p matrixM .7) is satisfied with n = p andãij = aij . As already observed in Remark 3.1, the scaling of the variables xi(t) → q
allows us to consider (2.13) with µi, aij , ci replaced by µiqi, aijqj , ciqi, respectively, for 1 ≤ i, j ≤ p. In this way, we may take q1 = · · · = qp = 1 in (3.7), and assume without loss of generality that (3.8) holds with n = p andãij = aij; i.e., there exists a positive vector η = (η1, . . . , ηp) such that ηiµi > p j=1 1 2 ηi|aij| + ηj |aji| for i = 1, . . . , p. Hence, there is ε0 > 0 sufficiently small such that for ε ∈ (0, ε0)
Note that, from hypothesis (ii) and Lemma 4.1(i) with α = 2,
for any i ∈ {1, . . . , n} and q ∈ {p + 1, . . . , n}. Therefore, for any fixed ε > 0, it follows that
Take E * = E * ,p as in the statement of the theorem. Now, define (compare with (3.9))
We now proceed as in the proof of Theorem 3.1, so some computations are omitted. Along positive solutions (x1(t), u1(t), x2(t), u2(t), . . . , xn(t), un(t)) of system (1.1), for any fixed ε ∈ (0, ε0) we geṫ
Now, set U (t) = U1(t) + U2(t), t ≥ 0, where
Calculating the derivative of U2(t) along solutions as in (3.17) and adding up (4.6), from (4.3) and (4.4) we obtainU
where γi > 0 (1 ≤ i ≤ p) and h(t) → 0 as t → ∞. Next, Lemma 4.3 allows us to conclude that xi(t), ui(t) and x ′ i (t), u ′ i (t) are bounded on [0, ∞), therefore xi(t), ui(t) are uniformly continuous on [0, ∞). This and the assumptions imposed on the kernels Kij, Gi imply thatU (t) and h(t) are also uniformly continuous on [0, ∞). Write
We further define V (t) = U (t) − H(t), t ≥ 0, where
SinceV (t) is uniformly continuous for t ≥ 0, from Barbalat's lemma [12, p. 5] , we conclude that limt→∞V (t) = 0, which implies that limt→∞ f (t) = 0. Thus, xi(t) → x * i , ui(t) → u * i for i = 1, . . . , p, which ends the proof. 
. . , 0, 0) (for some p ∈ {1, . . . , n − 1}) be the saturated equilibrium of (1.1). In this situation, it is important to establish sufficient conditions for hypothesis (ii) in the statement of Theorem 4.1 to be satisfied.
With some additional conditions to (2.15) in Lemma 2.2, and based on the construction of a new Lyapunov functional (inspired however by the approach in Hu et al. [19] , Montes de Oca e Pérez [23] and Shi et al. [31] ), we obtain a generalization of the result on partial extinction. Theorem 4.2. Assume (H0) and that all solutions of (1.1) with initial conditions (1.4) are bounded. For some p ∈ {1, 2, . . . , n−1} and some fixed q ∈ {p+1, . . . , n}, suppose that there exists a nonnegative vector α = (α1, . . . , αp) ≥ 0, such that
If α = 0, in addition suppose that µq−a −> 0. Then, any positive solution (x1(t), u1(t), . . . , xn(t), un(t)) of (1.1) satisfies xq = O(e −ηt ) as t → ∞ and some η > 0; in particular, xq ∈ L 2 [0, ∞) and lim t→∞ xq(t) = 0.
Proof. Fix q > p, and assume that for some non-negative constants α1, . . . , αp conditions (4.9) are satisfied. If α1 = · · · = αp = 0 and µq − a −> 0, from (4.9) we have bq < 0 and all the entries δqj λq + aqj of the q-line of M are nonnegative, therefore
and the result follows by Remark 3.2 applied with n = 1.
With at least some αi > 0, consider the following Lyapunov functional: For any positive solution X(t) = (x1(t), u1(t), . . . , xn(t), un(t)) of (1.1), calculating the derivative of Vp,q(t) with respect to t > 0 along X(t), we havė
By (4.9) and (4.11), we obtainVp,q(t) ≤ −ηVp,q(t), thus
On the other hand, since the positive kernels Kij (t), Gj (t) satisfy (1.3) and all coordinates xj(t), uj (t), 1 ≤ j ≤ n, of the solution X(t) are bounded from above by some positive constant C, we get 
1 , is the saturated equilibrium of (1.1). Moreover, xq ∈ L 2 [0, ∞) and xq(t) → 0 as n → ∞, for all q = 2, . . . , n and all positive solutions X(t) = (x1(t), u1(t), . . . , xn(t), un(t)) of (1.1).
If in addition b1 > 0 and µ1 > |a11|, then E * ,1 is a global attractor of all positive solutions.
Proof. Since M − 0 is a non-singular M-matrix, all solutions of the initial value problems (1.1)-(1.4) are bounded. From Lemma 2.2, conditions (4.14) imply that E * ,1 as above is the saturated equilibrium. In a first step, take p = n − 1 and q = n in Theorem 4.2. With α (n) = (αn1, 0, . . . , 0) ∈ R n−1 and αn1 ≥ 0, conditions (4.9) are equivalent to
Choose αn1 = a n1 λ 1 +a 11 ≥ 0. From (4.14), the first two conditions are satisfied. On the other hand,
because M is a P-matrix. We now use a Lyapunov functional Vn−1,n(t) as in (4.10), see the proof of Theorem 4.2. For solutions X(t) = (x1(t), u1(t), . . . , xn(t), un(t)) of the IVPs (1.1)-(1.4), we deduce thatVn−1,n(t) ≤ −ηnVn−1,n(t), for some ηn > 0, from which it follows that xn(t) = O(e −ηnt ) as t → ∞.
In a next step, we show that system (1.1) can be reduced to (2.13) with p = n − 1. Take p = n − 2 and q = n − 1 in Theorem 4.2, and choose α (n−1) = (αn−1,1, 0, . . . , 0) ∈ R n−2 with αn−1,1 = a n−1,1 λ 1 +a 11 ≥ 0. As before, we obtain      αn−1,1b1 > bn−1 αn−1,1(λ1 + a11) = an−1,1 αn−1,1a1,n−1 < λn−1 + an−1,n−1.
Proceeding as in the the proof of Theorem 4.2, for Vn−1,n−2(t) defined by (4.10) and calculating the derivative along solutions X(t) of (1.1)-(1.4), from (4.11) we now obtain an estimate of the forṁ Vn−1,n−2(t) ≤ − η + hn(t) Vn−1,n−2(t), where η = αn−1,1b1 − bn−1 > 0 and hn(t) = (αn−1,1 − an−1,n)xn(t) = O(e −ηnt ) as t → ∞. Arguing as in (4.12), (4.13), we therefore conclude that xn−1(t) = O(e −η n−1 t ) as t → ∞, for some ηn−1 > 0. Recursively, in this way system (1.1) is reduced to
By virtue of Theorem 4.1, the equilibrium E * ,1 is a global attractor for (1.1) if µ1 > |a11|.
For n = 2, we obtain the following corollary.
Corollary 4.1. Consider (1.1) with n = 2, and suppose that M is a P-matrix, that is, conditions (2.17) are satisfied. If Remark 4.3. Let n = 2, and M be a P-matrix. If a21 ≥ 0 and (M x * )2 > b2, i.e., with the strict inequality a21b1 > (λ1 + a11)b2, Corollary 4.1 provides a better result than Corollary 3.1. It also improves the result of Li et al. [22] , where the sufficient conditions for attractivity depend on the controls.
Remark 4.4.
Similarly to what was done in Theorem 4.4 for p = 1, following a recursive scheme, one could provide sufficient conditions to have all the last 2(n − p) components xq(t), uq(t) of solutions, with p = 2, 3, . . . , n − 1, satisfying xq(t) → 0 as t → ∞.
Examples
For simplicity, we present some examples with n = 2. Simpler versions of Examples 5.1 and 5.3 were given in [11] , but here they are revisited in light of the better criteria in this paper. 2 ) is globally atractive. We now introduce controls, with the purpose of driving the predators to extinction.
For nonnegative coefficients ci and positive di, ei, consider the corresponding system obtained by adding delayed terms with controls −cixi(t)ui(t − σi) (σi ≥ 0) to each equation i in (5.1), as well as the equations for the control variables u ′ i (t) = −eiui(t) + dixi(t), i = 1, 2, as in (1.1). Note that b2(µ1 + a11 + c1 , 0, 0 is the saturated equilibrium; moreover, from Corollary 3.1, E * ,1 is a global attractor of all positive solutions without any further restrictions. For this particular situation, the global attractivity of E * ,1 was derived in [11] under the more restrictive condition 1 10 ≤ c1 . Of course, similarly to the above situation, finite distributed or infinite delays may have been considered. Therefore, if a ≤ 3/2, x * is locally asymptotically stable (see e.g. [15] ); moreover, if 0 < a < 3/2, we have µ1 > |a11| and Corollary 4.1 yields now that x * is globally attractive. We now introduce a control variable u1(t), so that a system of the form (1.1) with n = 2 and c1, d1, e1 > 0, c2 = 0 is obtained, with the purpose of keeping the x2(t) population extinct with time, but trying to stabilize the x1(t) population at a level lower than x * 1 = 2/3. If c1d1 < e1, then conditions (4.16) still hold, thus the saturated equilibrium is E * ,1 := (x * 1 , u * 1 , 0, 0) with x * 1 = 2/(3 + c1
) and x2(t) → 0 as t → ∞ for any positive solution (x1(t), u1(t), x2(t), u2(t)) of the controlled system. If we still suppose that 0 < a < 3/2, then E * ,1 is a global attractor.
Example 5.3. Consider the uncontrolled system (2.1) with n = 2 and take e.g. b1 = 1, b2 = , µ1 = µ2 = 1, a11 = a21 = 1 2 , arbitrary coefficients a12, a22 ∈ R and Kij (s) = γe −γs for some γ > 0. With the above notations, we have .
One easily sees that (X1, 0) = ( , 0) is a saturated equilibrium. If a22 > −1, conditions (4.16) and (4.17) are satisfied with λ1 = 0. Applying Corollary 4.1 to this system without controls, we deduce that ( , 0) is a global attractor of all its positive solutions. We now introduce the controls, in order to recover the x2(t) population, which otherwise would be lead to extinction. For positive coefficients ci, di, ei, denote αi := ci 
