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TWO REPELLING RANDOM WALKS ON Z
CRISTIAN F. COLETTI, FERNADO PIGEARD DE ALMEIDA PRADO,
AND RAFAEL A. ROSALES
Abstract. We consider two interacting random walks on Z such that the transition
probability of one walk in one direction decreases exponentially with the number of
visits of the other walk in that direction. The joint process may thus be seen as
two random walks reinforced to repel each other. The strength of the repulsion is
further modulated in our model by a parameter β ≥ 0. When β = 0 both processes
are independent symmetric random walks on Z, and hence recurrent. We show that
both walks are transient and diverge in opposite directions if β > 2. We also conjec-
ture that they are recurrent if β ∈ (0, 1). The case β ∈ [1, 2] remains widely open.
Our results are obtained by considering the dynamical system approach to stochastic
approximations.
1. Introduction
We are concerned with the recurrence properties of two repelling random walks {Sin;
i = 1, 2, n ≥ 0} taking values on Z in which the repulsion is determined by the full
previous history of the joint process. Formally, assume that Si0, . . . S
i
n0
∈ Z are known
for given but arbitrary n0 ≥ 1, and let Fn = σ({S1k , S2k : 0 ≤ k ≤ n}) be the natural
filtration generated by both walks. The transition probability for each process is defined
as
P
(
Sin+1 = S
i
n + 1
∣∣Fn) = ψ((Sjn − Sj0)/n) = 1− P(Sin+1 = Sin − 1 ∣∣Fn), (1)
with i = 1, 2, j = 3− i, n ≥ n0, and ψ : [−1, 1]→ [0, 1], defined by
ψ(y) =
1
1 + exp(βy)
, β ≥ 0. (2)
When β = 0, then ψ(y) = 1
2
for all y ∈ [−1, 1] and both S1n and S2n form two
independent simple random walks on Z. When β > 0, then ψ is strictly decreasing such
that ψ(−y) > 1
2
> ψ(y) for y > 0, with ψ(0) = 1
2
.
To analyse the behaviour for β > 0, note that the quantity y = (Sjn−Sj0)/n represents
the difference between the proportions of times the j-th walk made a right and a left
transition up to time n. Thus, if the difference y is positive, then Sin+1 transits with
highest probability 1 − ψ(y) > 1/2 to the left. By contrast if y < 0, that is, if Sjn
has moved more to the left than to the right, then Sin+1 moves to right with highest
probability ψ(y) > 1/2. It is worth mentioning that ψ satisfies the following symmetry
relation ψ(−y) = 1−ψ(y), and hence it is not biased in any direction, left or right. The
parameter β strengthens the repulsion between the walks: the larger the value of β, the
higher is the probability each walk goes in the direction less transited by the other walk.
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For given arbitrary initial conditions, the coordination of the walks towards a limiting
direction, if any, is far from trivial.
Our main results are stated as follows.
Theorem 1. There is a unique point x ∈ [0, 1], depending on β, such that,
lim
n→∞
1
n
(
S1n − S1n0 , S2n − S2n0
)
∈
{
(x,−x), (−x, x)
}
a.s.
In addition, if β > 2, then 0 < x < 1, and if 0 ≤ β ≤ 2, then x = 0.
We regard a walk Sin as recurrent (transient) if every vertex of Z is visited by S
i
n
infinitely (only finitely) many times almost surely. As a consequence of Theorem 1 we
have the following result.
Corollary 1. If β > 2, both walks are transient and
lim
n→∞
S1n = − lim
n→∞
S2n = ±∞ a.s.
Remark 1. When β = 0, both S1n and S
2
n are two independent simple symmetric
random walks and hence recurrent. The case where β ∈ (0, 2] remains open. However,
under certain technical condition, which we conjecture to hold, both S1n and S
2
n are
recurrent for β ∈ (0, 1). The case β ∈ [1, 2] remains widely open. In Section 5 we
discuss the difficulty that arises when dealing with the case β ∈ (0, 2].
According to (1) and (2), the probability of a transition in a given direction decreases
with the number of previous transitions made by the opponent walk in that direction.
This allows to recognise the process studied throughout as a reinforced random process,
namely one in which the reinforcement is set by repulsive behaviour of each walk. There
is an extensive literature devoted to self-attracting reinforced random walks on graphs,
see [Pem92], [Vol01], and self-repelling walks, see [Tot95] and references therein. With
the exception of [Che14], there are relatively few studies of interacting reinforced ran-
dom walks with competition or repulsion. In particular, [Che14] considers two repelling
random walks on finite complete graphs and focuses on the asymptotic properties of
their overlap measure.
In this article, we study the recurrence properties of Sin, i = 1, 2, by analysing the
proportions of times each walk i makes a left and a right transition up to time n. To
do so, we identify the vector of empirical measures defined by these proportions with
a stochastic approximation process. The latter have been quite effective while dealing
with several reinforced processes such as vertex reinforced walks and generalized Po´lya
urns, see [Pem07] for a survey and further references. In particular, here we study
the asymptotic behaviour of the interacting walks by following the dynamical system
approach to stochastic approximations described in [Ben96, Ben99].
The rest of the paper is organised as follows. Section 2 shows that the vector of
empirical measures of the times that each walk makes a left and a right transition
forms a stochastic approximation process. This process is related to the flow induced
by a vector field defined on the product of two 1-simplices. By adapting the arguments
of [BDFR15b] and [BDFR15a], we show that the field is gradient like in our case and
has therefore a relatively simple geometry. This is sufficient to show that the limit
set of the stochastic approximation process corresponds to the equilibria of the field.
Section 2 also presents a characterization of the equilibria in terms of the repulsion
parameter β. In Section 3, we show that the stochastic approximation process does
not converges toward the unstable equilibria of the field. This together with the results
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of Section 2 is sufficient to establish Theorem 1 and Corollary 1. Their proofs are
presented in Section 4. Finally, in Section 5 we discuss the difficulty that arises when
dealing with the case β ∈ (0, 2].
2. Stochastic approximations
For n ≥ 0, i = 1, 2, define
ξ(n) =
(
ξ1l (n), ξ
1
r (n), ξ
2
l (n), ξ
2
r (n)
)
, ξil (n) = 1{Sin+1−Sin=−1}, ξ
i
r(n) = 1{Sin+1−Sin=1}, (3)
and then let
X il (n) =
1
n
n−1∑
k=0
ξil (k), X
i
r(n) =
1
n
n−1∑
k=0
ξir(k), (4)
be the proportion of left and right transitions of the i-th walk up to time n.
The process X(n) = (X1l (n), X
1
r (n), X
2
l (n), X
2
r (n)) takes values on the set D =
{(x1, x2) ∈ R2×2 : xi = (xil, xir), xil + xir = 1, i = 1, 2}. Note also that each point
x = (x1, x2) ∈ D is such that xi ∈ △, where △ is the one-dimensional simplex. We also
consider TD = {(θ1, θ2) ∈ R2×2 : θi = (θil , θir), θil + θir = 0, i = 1, 2}, the tangent space
of D and denote be D◦ the relative interior of D. Now, let pi : D→ D be the map
x 7→ pi(x) = (pi1l (x), pi1r(x), pi2l (x), pi2r (x)) (5)
where x = (x1l , x
1
r , x
2
l , x
2
r) and, for i = 1, 2 and ν = l, r,
piiv(x) = ψ(2x
j
v − 1), j = 3− i. (6)
For further computations, it is also worth observing that, since xj ∈ △,
piiv(x) =
e−βx
j
v
e−βx
j
l + e−βx
j
r
. (7)
Lemma 1. The process X(n) satisfies the recursion
X(n+ 1)−X(n) = γn(F (X(n)) + Un) (8)
where
γn =
1
n+ 1
, Un = ξ(n)− E[ξ(n) | Fn] (9)
and F : D→ TD is the vector field F = (F 1l , F 1r , F 2l , F 2r ) defined by
F (X(n)) = −X(n) + pi(X(n)). (10)
Proof. By (4), it follows that
X il (n+ 1)−X il (n) =
1
n + 1
(−X il (n) + ξil (n)).
Likewise, an analogous expression for X ir(n + 1)−X ir(n) can be derived in terms of
ξir(n) and X
i
r(n). Hence, by using (9) and (10), it follows that
X(n+ 1)−X(n) = γn
{
F
(
X(n)
)
+ E[ξ(n) | Fn]− pi
(
X(n)
)
+ Un
}
. (11)
To conclude that (8) holds, we show that E[ξ(n) | Fn]−pi(X(n)) = (0, 0, 0, 0). By us-
ing the definition of ξ(n) in (3), the transition probabilities defined in (1), and observing
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ψ, defined in (2), satisfies 1− ψ(y) = ψ(−y) for all y, we have
E[ξ(n) | Fn] =
(
P(S1n+1 − S1n = −1 | Fn), . . . ,P(S2n+1 − S2n = 1 | Fn)
)
=
(
ψ
(S20 − S2n
n
)
, ψ
(S2n − S20
n
)
, ψ
(S10 − S1n
n
)
, ψ
(S1n − S10
n
))
.
Finally, observing that (Sj0 −Sjn)/n = 2Xjl (n)− 1 and (Sjn−Sj0)/n = 2Xjr (n)− 1, we
conclude, by using the definition of pi, given by (5) and (6), that
E[ξ(n) | Fn] =
(
pi1l
(
X(n)
)
, pi1r
(
X(n)
)
, pi2l
(
X(n)
)
, pi2r
(
X(n)
))
= pi
(
X(n)
)
. (12)
Now, in view of (12), equation (11) reduces to (8). 
A discrete time process whose increments are recursively computed according to (8)
is known as a stochastic approximation. Provided the random term Un can be damped
by γn, (8) may be thought as a Cauchy-Euler approximation scheme, x(n+1)−x(n) =
γnF (x(n)), for the numerical solution of the autonomous ordinary differential equation
x˙ = F (x).
Under this perspective, a natural approach to determine the limit behaviour of the
process {X(n)} consists in studying the asymptotic properties of the related ODE.
This heuristic, known as the ODE method, has been rather effective while studying
various reinforced stochastic processes.
Let x = (x1l , x
1
r , x
2
l , x
2
r) be a generic point of D. By (10), the ODE determined by the
stochastic approximation in our case is given by the equation
x˙ = F (x) = −x+ pi(x). (13)
By using (7), equation (13) explicitly reads as
d
dt
x1v = −x1v +
e−βx
2
v
e−βx
2
l + e−βx2r
,
d
dt
x2v = −x2v +
e−βx
1
v
e−βx
1
l + e−βx1r
,
v = l, r. (14)
A key result that allows to relate the limiting behaviour of the random process
{X(n), n ≥ 0} to the one of the ODE in (13) is stated in Theorem 2 bellow. We
will make use of the following terminology to state this theorem.
Definition 1. A semi-flow on D is a continuous map φ : R+ × D → D such that φ0
is the identity on D, and φt+s = φt ◦ φs for any t, s ≥ 0, where, to simplify notation
we used φt(x) instead of φ(t, x). A subset A ⊂ D is said to be positively invariant if
φt(A) ⊂ A for all t ≥ 0.
Definition 2. A point x ∈ D is an equilibrium of φ if φt(x) = x for all t ≥ 0. In the
case when D is a manifold and φ is the flow induced by the field F , the set of equilibria
of φ, denoted E, coincides with the set {x ∈ D : F (x) = 0}. In this case, we shall refer
to an equilibrium of φ as an equilibrium of F .
Definition 3. A continuous function V : D→ R is a Lyapunov function for A ⊂ D, a
compact invariant subset, if the map t → V (φt(x)) is constant for x ∈ A and strictly
decreasing for x ∈ D \A. If A = E, then V is known as a strict Lyapunov function and
φ (resp. F ) as a gradient like system.
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The field defined in (10) is Lipschitz continuous, hence the semi-flow determined by
(13) is uniquely defined. Moreover, as shown by the following lemma, the semi-flow
always remains in D.
Lemma 2. D is positively invariant for the semi-flow φ induced by the field in (13).
Proof. Let z = (z1l , z
1
r , z
2
l , z
2
r ) be a generic point in D. Suppose that z ∈ ∂D and hence,
without loss of generality, that z1l = 0 and z
1
r = 1. Suppose x(t) is a solution of (13)
with x(0) = z. Since F (z) ∈ TD, it is sufficient to show that d
dt
x1l (t)|t=0 > 0, in which
case, it holds also that d
dt
x1r(t)|t=0 = − ddtx1l (t)|t=0 < 0. By (5), (7), and (13), it follows
that
d
dt
x1l (t)|t=0 = ψ(2z2l − 1) ≥ inf
y
ψ(2y − 1) = 1
1 + eβ
> 0.
This shows that F (z) points inwards whenever z ∈ ∂D, and hence that φt ∈ D for all
t > 0 if φ0 ∈ D. 
Let ‖·‖ be the L1 norm and denote by L({x(n)}), the limit set of sequence {xn} ∈ D,
that is,
L({xn}) =
{
x ∈ D : limk→∞ x(nk) = x, for some nk such that limk→∞ nk =∞
}
.
Theorem 2 establishes an important relation between the limit set of X(n) and the set
of equilibria E of the underlying field F .
Theorem 2. Let F : Rd → Rd be a continuous vector field with unique integral curves,
let E be its equilibria set, and let {x(n)}n≥0, a solution to the recursion
x(n + 1)− x(n) = γn
{
F
(
x(n)
)
+ un
}
where {γn}n≥0, is a decreasing sequence and {un}n≥0 ⊂ Rd. Assume that
(i) {x(n)}n≥0 is bounded,
(ii) limn→∞ γn = 0 and
∑
n≥0 γn =∞,
(iii) For each T > 0,
lim
n→∞
sup
m≥1
{∥∥∥ m∑
k=n+1
γkuk
∥∥∥ : 0 ≤ τm − τn ≤ T
}
= 0,
where τn =
∑n
k=1 γk,
(iv) There exists a strict Lyapunov function V : Rd → R for E, and
(v) V (E) has empty interior.
Then L({x(n)}) is a connected subset of E and {x(n)} converges towards a point of E.
Proof. The proof follows Theorem 1.2, Proposition 3.2 (or Proposition 6.4 in [Ben99])
and Corollary 3.3 in [Ben96]. 
The convergence of X(n) to an equilibrium of the field in our case follows from this
theorem once we verify that the conditions (i)-(v) are satisfied. Condition (i) follows
from Lemma 2 and (ii), immediately by the form of γn in (9). That X(n) satisfies
conditions (iii) and (iv) is proved respectively in Lemma 3 and Theorem 3. The proof
of the former is relatively standard for stochastic approximations with gain sequence
γn of the order O(n) and is therefore presented in the appendix. Condition (v) is an
immediate consequence of Lemma 8.
Lemma 3. The stochastic approximation defined by (8) satisfies Assumption (iii) in
Theorem 2.
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Theorem 3. Let V : D→ R be defined as
V (x) =
∑
i
∑
v∈{l,r}
xiv log(x
i
v) + β
∑
v∈{l,r}
x1vx
2
v. (15)
V is a strict Lyapunov function for the field defined in (10) on D◦.
2.1. Proof of Theorem 3. In this section we prove Theorem 3. To do so, we will
make use of some preliminary definitions and results. Let Γ be a rate matrix over
D = {1, 2} × {l, r}, i.e., Γ is a 4× 4 matrix such that Γij ≥ 0 for i 6= j and
∑
j Γij = 0.
We assume the indices to be lexicographically ordered. Let M(D) be the space of such
matrices and, by a minor abuse of notation, let Γ also denote the map Γ : D→M(D)
defined as
Γ(x) = −I +Π(x)
where I denotes the 4× 4 identity matrix, Π is the matrix
Π(x) =
[
Π1(x) 0
0 Π2(x)
]
(16)
with 0 as a 2× 2 matrix of 0s and Π1(x), Π2(x) defined by the block matrices
Π1(x) =
[
pi1l (x) pi
1
r(x)
pi1l (x) pi
1
r(x)
]
, Π2(x) =
[
pi2l (x) pi
2
r(x)
pi2l (x) pi
2
r(x)
]
, (17)
for piiv(·) given by (6).
Observe that the ODE (13) can be written by using Γ as
d
dt
x(t) = x(t)Γ(x(t)). (18)
In these terms, the solution x may be interpreted as the flow of a vector x = (x1, x2)
of probability measures x1 = (x1l , x
2
r) and x
2 = (x2l , x
2
r) determined by the forward
equation of a Markov process with generator Γ(x). Note also that pi(x), defined by (6),
is invariant for Γ(x), that is
pi(x)Γ(x) = 0 for all x ∈ D. (19)
Under irreducibility of the generator, pi(x) is in fact the unique invariant of Γ(x). By
irreducibility we mean irreducibility of each sub-matrix Πi(x), i = 1, 2, which is in turn
equivalent to irreducibility of the generators
Γi(x) = −I2 +Πi(x), i = 1, 2,
for I2 as the 2×2 identity matrix. A central observation for the construction of a strict
Lyapunov function for the field F (x) = xΓ(x) is based on the fact that the relative
entropy between x and pi(x) decreases along the solution of (18). This argument was
put forward in [BDFR15b], [BDFR15a] while considering non-linear Markov processes
with a Gibbsian type of interaction. The adapted form of these ideas to the case of
a vector of measures considered here constitutes the key ingredient to the proof of
Theorem 3.
Definition 4. Let u, w ∈ D be two vectors of probability measures and write u =
(u1, u2), w = (w1, w2) where ui = (uil, u
i
r), w
i = (wil , w
i
r). The relative entropy of u with
respect to w is defined as
Ent
( u
w
)
=
∑
i=1,2
Ent
( ui
wi
)
, where Ent
( ui
wi
)
=
∑
v
uiv log
(
uiv
wiv
)
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and log is the natural logarithm.
The following Lemmas will be used in the proof of Theorem 3.
Lemma 4. Let x(t) be a solution to the forward equation (18) with initial distribution
x(0) ∈ D and V the function defined in (15). Then, for all t ≥ 0
d
dt
V (x(t)) =
d
dt
Ent
(
x(t)
pi(w)
)∣∣∣∣
w=x(t)
.
Proof. It suffices to show that
d
dt
V
(
x(t)
)∣∣∣∣
t=0
=
d
dt
Ent
(
x(t)
pi(w)
)∣∣∣∣
t=0
for an arbitrary initial point w = x(0) ∈ D, because of the semi-group property of any
solution x(t) to (18). Derivation of V along a solution at t = 0 gives
d
dt
V
(
x(t)
)∣∣∣∣
t=0
= β
∑
v
d
dt
x1v(0)w
2
v + β
∑
v
w1v
d
dt
x2v(0) +
∑
i,v
d
dt
xiv(0) logw
i
v.
The form of the third term in the expression above follows from∑
i,v
d
dt
xiv(t) =
∑
i,v
F iv(x(t)) = 0, (20)
which holds because for any x(t) ∈ D, F (x(t)) ∈ TD.
The derivative of the relative entropy between x(t) and pi(u) at t = 0 is
d
dt
Ent
(
x(t)
pi(w)
)∣∣∣∣
t=0
=
d
dt
{∑
i,v
xiv(t) log x
i
v(t)
}∣∣∣∣
t=0
− d
dt
{∑
i,v
xiv(t) log pi
i
v(w)
}∣∣∣∣
t=0
Using (20), the first term at the right hand side of the equality is∑
i,v
d
dt
xiv(0) log(w
i
v).
To analyse the second term, note that piiv(w) can be written as
piiv(w) = e
−βwjv/Z(wj), j = 3− i,
with Z(wj) as the normalising factor e−βw
j
l + e−βw
j
r . Taking this into account, the
derivative of the second term equals
− d
dt
{∑
i,v
xiv(t) log pi
i
v(w)
}∣∣∣∣
t=0
=
1
log(Z(w2))
∑
v
d
dt
x1v(0) +
1
log(Z(w1))
∑
v
d
dt
x2v(0)
+ β
∑
v
d
dt
x1v(0)w
2
v + β
∑
v
w1v
d
dt
x2v(0)
=β
∑
v
d
dt
x1v(0)w
2
v + β
∑
v
w1v
d
dt
x2v(0).
The last equality follows by the application of (20). A direct comparison of the result-
ing terms for the time derivative of V and the time derivative of the relative entropy
concludes the proof. 
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Lemma 5. Let x(t) be a solution of (18) and pi(x(t)) be defined by (19). For any w ∈ D
and i = 1, 2, denote pii(w) = (piil(w), pi
i
r(w)), and x
i(t) = (xil(t), x
i
r(t)). For all t ≥ 0,
and i = 1, 2, we have that
d
dt
Ent
(
xi(t)
pii(w)
)∣∣∣∣
w=x(t)
≤ 0. (21)
Moreover,
d
dt
Ent
(
xi(t)
pii(w)
)∣∣∣∣
w=x(t)
= 0 if and only if xi(t) = pi(xi(t)). (22)
Proof. Throughout the proof let w = x(t) be fixed. Consider the linear ODE system
d
dτ
r(τ) = r(τ)Γ(w). (23)
Let p(τ) and q(τ) be two specific solutions of (23), such that p(τ) = w at τ = t, and
q(τ) is the constant q(τ) = pi(w) for all τ ≥ 0. To see that q(τ) is indeed a solution of
(23), note that
d
dτ
q(τ) = 0 = pi(w)Γ(w) = q(τ)Γ(w),
where the second equality is a consequence of (19).
Since p(τ) and q(τ) are solutions of (23) with p(t) = w, we have that pi(τ) and qi(τ)
are solutions of (for Γi(w) frozen)
d
dτ
ri(τ) = ri(τ)Γi(w), i = 1, 2 (24)
where pi(τ) = wi at τ = t and Γi is defined as in (17).
For any xi and yi ∈ △, define
∇1 Ent
(xi
yi
)
=
(
∂
∂xil
Ent
(xi
yi
)
,
∂
∂xir
Ent
(xi
yi
))
and
∇2 Ent
(xi
yi
)
=
(
∂
∂yil
Ent
(xi
yi
)
,
∂
∂yir
Ent
(xi
yi
))
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as the partial gradient of the entropy with respect to xi and yi, respectively. Denote by
〈xi, yi〉 the dot product of xi, yi ∈ △. Now, for any i = 1, 2, we have that
d
dt
Ent
(
xi(t)
pii(w)
)
=
〈
∇1 Ent
(
xi(t)
pii(w)
)
,
d
dt
xi(t)
〉
=
〈
∇1 Ent
(
pi(t)
pii(w)
)
,
d
dt
xi(t)
〉
=
〈
∇1 Ent
(
pi(τ)
qi(τ)
)∣∣∣∣
τ=t
,
d
dτ
xi(τ)
∣∣∣∣
τ=t
〉
=
〈
∇1 Ent
(
pi(τ)
qi(τ)
)∣∣∣∣
τ=t
,
d
dτ
pi(τ)
∣∣∣∣
τ=t
〉
=
〈
∇1 Ent
(
pi(τ)
qi(τ)
)∣∣∣∣
τ=t
,
d
dτ
pi(τ)
∣∣∣∣
τ=t
〉
+
〈
∇2 Ent
(
pi(τ)
qi(τ)
)∣∣∣∣
τ=t
,
d
dτ
qi(τ)
∣∣∣∣
τ=t
〉
=
d
dτ
Ent
(
pi(τ)
qi(τ)
)∣∣∣∣
τ=t
.
The second equality follows by the choice of p(τ), which satisfies p(τ) = w at τ = t for
w = x(t), and hence xi(t) = pi(t). The fourth equality is a consequence of the following
identity
d
dτ
x(τ)
∣∣∣∣
τ=t
= x(τ)Γ(x(τ))
∣∣∣∣
τ=t
= p(τ)Γ(w)
∣∣∣∣
τ=t
=
d
dτ
p(τ)
∣∣∣∣
τ=t
.
The fifth equality follows because d
dτ
qi(τ) = d
dτ
pii(w) = 0 for all non-negative τ .
To conclude the proof it is sufficient to apply Lemma 3.1 in [BDFR15b], which
adapted to our needs reads as the following lemma.
Lemma 6. Let Γi(w) be a irreducible matrix for any w ∈ D. Suppose that pi(τ) and
qi(τ) are solutions of the linear ODE given by (24). Then, for all τ ≥ 0, it holds that
d
dτ
Ent
(
pi(τ)
qi(τ)
)
≤ 0.
Moreover
d
dτ
Ent
(
pi(τ)
qi(τ)
)
= 0 if and only if pi(τ) = qi(τ). (25)

We are now in the position to present the proof of Theorem 3.
Proof of Theorem 3. According to Definition 4 and Lemma 4, we have that
d
dt
V (x(t)) =
∑
i=1,2
d
dt
Ent
(
xi(t)
pii(w)
)∣∣∣∣
w=x(t)
.
A direct application of Lemma 5 to each term in the preceding sum shows that d
dt
V (x(t)) ≤
0 for all x(t) ∈ D. The second part of Lemma 5 gives d
dt
V (x(t)) = 0 if and only if
x(t) = pi(x(t)), that is, d
dt
V (x) = 0 if and only if x ∈ E. This concludes the proof of
the lemma. 
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2.2. Equilibria. This section identifies the equilibria of field defined by (13) and further
studies their stability depending on the repulsion parameter β. We will make use of the
following notion of stability based on the linearisation of the field at an equilibrium.
Definition 5. For x ∈ D, let DF |x be the Jacobian matrix of the field F at x. A point
x is called a hyperbolic equilibrium of F if all eigenvalues of DF |x have non-zero real
parts. If all eigenvalues of DF |x have negative real parts, then x is linearly stable. If
some eigenvalue has positive real part, x is linearly unstable.
The following lemma allows to identify the generic form of equilibria.
Lemma 7. Let g : [0, 1] → [0, 1] be a strictly decreasing function and such that g(1 −
w) = 1− g(w) for all w ∈ [0, 1]. Let E1 and E2 be the sets defined as
E1 =
{
x ∈ D
∣∣∣ xiv = g(xjv) for all i, v and j = 3− i},
E2 =
{
x ∈ D
∣∣∣ x = (w, 1− w, 1− w,w) where w = g(1− w)}.
Then E1 = E2. In particular, (
1
2
, 1
2
, 1
2
, 1
2
) ∈ E2, and (w, 1 − w, 1 − w,w) ∈ E2 if and
only if (1− w,w, w, 1− w) ∈ E2.
Proof. Assume x ∈ E1. First we show that x1l = x2r . Suppose by contradiction, and
without loss of generality, that x2r < x
1
l . Since g is strictly decreasing, we would have
that 1 − x2r = x2l = g(x1l ) < g(x2r) = x1r = 1 − x1l , contradicting the hypothesis that
x2r < x
1
l . Since x
1
l = x
2
r, by setting w = x
1
l = x
2
r , we have that x
1
r = x
2
l = (1 − w). To
conclude that x ∈ E2, it sufficient to observe that w = g(1− w). Indeed,
w = x1l = g(x
2
l ) = g(1− x2r) = g(1− w).
The second inequality holds because x ∈ E1 and the third, because x2l = 1− x2r .
Conversely, assume that x ∈ E2. Then (x1l , x1r , x2l , x2r) = (w, 1−w, 1−w,w) for some
w with w = g(1 − w). As an immediate consequence, we have that x1l = g(x2l ) and
x2r = g(x
1
r). To conclude, we show next that x
1
r = g(x
2
r) and x
2
l = g(x
1
l ). Indeed,
x1r = x
2
l = 1− w = 1− g(1− w) = 1− (1− g(w)) = g(w) = g(x1l ) = g(x2r).
The third equality holds because x ∈ E2 and hence w = g(1− w). The fourth equality
holds by hypothesis on g, that is, g(1−w) = 1− g(w) for all w. The last two equalities
follow because w = x1l = x
2
r . 
Lemma 8. For β ∈ [0, 2], the point (1
2
, 1
2
, 1
2
, 1
2
) is the only equilibrium for the field
given by (13) and (6). For any β > 2, the field has three equilibria,(
1
2
, 1
2
, 1
2
, 1
2
)
, (w, 1− w, 1− w,w) and (1− w,w, w, 1− w), (26)
where w ∈ (0, 1
2
) is uniquely determined by β. The equilibrium (1
2
, 1
2
, 1
2
, 1
2
) is linearly
stable for β ∈ [0, 2) and linearly unstable for β > 2. The equilibria (w, 1− w, 1− w,w)
and (1− w,w, w, 1− w) are linearly stable for β > 2.
Proof. Let E be the set of equilibria of the field given by (13) and (6), and ψ be given
as in (2). First we show that E = E2, where E2 is defined as in Lemma 7 for g(w) =
ψ(2w−1). To that end, note that x ∈ E if and only if xiv = piiv(x) = ψ(2xjv−1) = g(xjv)
for all i and v, where j = 3− i. This shows that E = E1. Next we show that E1 = E2.
The previous equality is ensured by Lemma 7, provided that g is strictly decreasing
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and g(1− w) = 1− g(w) for all w ∈ [0, 1]. These two assertions follow immediately by
inspection on g(w), where
g(w) =
1
1 + e2βw−β
.
This shows that E = E2 with g(w) = ψ(2w − 1). In particular, for all β ≥ 0,
E =
{
x ∈ D
∣∣∣ x = (w, 1− w, 1− w,w), where w = g(1− w)}. (27)
By Lemma 7, it follows that (1
2
, 1
2
, 1
2
, 1
2
) ∈ E and (w, 1−w, 1−w,w) ∈ E if and only
if (1 − w,w, w, 1 − w) ∈ E. To conclude, it is sufficient to show two things. First, if
β ∈ [0, 2], then there is no w ∈ [0, 1
2
) such that w = g(1−w); and second, if β ∈ (2,∞),
then there is only one w ∈ [0, 1
2
) such that w = g(1− w).
If β = 0, then the first assertion holds because g(1 − w) = 1
2
for all w ∈ [0, 1
2
). If
β > 0, then both assertions hold because g(1 − w) is bounded from below by zero,
increasing, and strictly convex on [0, 1
2
), and
∂
∂w
g(1− w)∣∣
w= 1
2
> 1 if and only if β > 2.
The stability of an equilibrium is determined by studying a linearisation of the field
provided by the Jacobian matrix. For any x ∈ D, denote by DF |x the Jacobian matrix
of the field in (10) at x, that is, DF |x = [∂F ik(x)/∂xjs] for i = 1, 2, j = 1, 2, and
k, s ∈ {l, r}. Now we determine the stability of each equilibria depending on β. For
x = (1
2
, 1
2
, 1
2
, 1
2
) ∈ E, the Jacobian matrix is
DF
∣∣
x
=


−1 0 −β
4
β
4
0 −1 β
4
−β
4
−β
4
β
4
−1 0
β
4
−β
4
0 −1

 .
The four eigenvalues of DF
∣∣
x
are
− 1, −1, −1− β
2
, −1 + β
2
(28)
This shows that the equilibrium x = (1
2
, 1
2
, 1
2
, 1
2
) is linearly stable if β < 2 and linearly
unstable if β > 2.
Now, suppose that β > 2, x = (w, 1 − w, 1 − w,w) ∈ E, where w ∈ (0, 1
2
). The
Jacobian of the field at x is given by the matrix
DF
∣∣
x
=


−1 0 −h(w, β) h(w, β)
0 −1 h(w, β) −h(w, β)
−h(w, β) h(w, β) −1 0
h(w, β) −h(w, β) 0 −1

 ,
where
h(w, β) =
β
2 + 2 cosh(β − 2wβ) .
Two eigenvalues of this matrix equal −1. The two other eigenvalues are −1∓2h(w, β).
Simple analysis shows that the eigenvalue −1− 2h(w, β) is negative for any β > 2 and
w ∈ [0, 1
2
). To conclude that x is stable, it remains to show that −1 + 2h(w, β) is
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negative. Note that, for β > 2 and v ∈ [0, 1
2
), the function v → −1 + 2h(v, β) is
increasing and equals 0 at a single value w∗ determined by
w∗ =
β − arcosh(β − 1)
2β
.
To conclude that −1+2h(w, β) is negative, we show that w < w∗. A straightforward
computation shows that w∗ is the unique solution to
∂
∂w∗
g(1− w∗) = 1 for w∗ ∈
[
0,
1
2
)
.
Since x = (w, 1− w, 1 − w,w) ∈ E and w ∈ [0, 1
2
), we have that g(1 − w) = w, where
g is the map used in the definition of E in (27). Since g(1
2
) = 1
2
, w 7→ g(1 − w) is
continuous, strictly increasing and strictly convex for w ∈ [0, 1
2
], it follows that w < w∗.
An analogous argument shows that the equilibrium (1−w,w, w, 1−w) is stable when
β > 2, because the Jacobian of the field at this point has the same spectrum as the
Jacobian at (w, 1− w, 1− w,w). 
3. Non-convergence to unstable equilibria
A step to characterize the asymptotic behaviour of {X(n);n ≥ 0} consists in estab-
lishing that X(n) does not converges toward linearly unstable equilibria of the field.
This is accomplished here by using the following theorem, which has been adapted to
our purposes from Theorem 1 in [Pem90].
Theorem 4. Let {X(n) : n ≥ 0} be a stochastic process satisfying
X(n + 1)−X(n) = γn
{
F
(
X(n)
)
+ Un
}
such that E[Un | Fn] = 0 and such that D is invariant for the field F : D→ TD. Let x
be any point in D◦ with F (x) = 0 and let B(x) a neighbourhood of x in D. Assume that
there are constants c1A, c2 > 0 for which the following conditions are satisfied whenever
X(n) ∈ B(x) and n is sufficiently large:
(i) x is a linearly unstable critical point,
(ii) E[max{〈θ, Un〉, 0} | Fn] ≥ c1 for every θ ∈ TD such that ‖θ‖ = 1.
(iii) ‖Un‖ ≤ c2.
Assume that F is at least C2 such that the stable manifold theorem holds. Then
P
(
lim
n→∞
X(n) = x
)
= 0.
The condition E[Un | Fn] = 0 follows in our case by the definition of Un. The
invariance of D under F is verified by Lemma 2. Direct computations also show that F
is C2, and hence the conditions required by Theorem 4 are satisfied by the stochastic
approximation considered throughout. In particular, this theorem can be used here to
show that the stochastic process {X(n), n ≥ 0} does not converges a.s. to x∗ = (12 , 12 ,
1
2
, 1
2
) when β > 2. By Lemma 8, this is in fact the only unstable equilibrium of the
field considered here.
Lemma 9. Let {X(n), n ≥ 0} be the stochastic approximation defined by (8). Then, if
β > 2,
P
(
lim
n→∞
X(n) =
(
1
2
, 1
2
, 1
2
, 1
2
))
= 0.
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Proof. To prove this lemma, it is sufficient to verify conditions (i)-(iii) of Theorem 4
for the point x∗ = (12 ,
1
2
, 1
2
, 1
2
). Condition (i) follows immediately from Lemma 8 and
Condition (iii) by the definition of Un in (9). The rest of the proof concerns the
verification of (ii).
We will adopt the following notations throughout. For w ∈ R, let (w)+ = max{w, 0}
and (w)− = |min{w, 0}|. For θi = (θil , θir) ∈ R2, we set (θi)+ = ((θil)+, (θir)+) and
(θi)− = ((θil)
−, (θir)
−). Let TD1 = {θ ∈ TD : ‖θ‖ = 1} and n0 be defined as in the first
paragraph of the introduction. It is sufficient to show that, for all n ≥ n0,
∀θ ∈ TD1 : E
[〈
θ, Un
〉+∣∣∣Fn] ≥ s(X(n)) (29)
where s : D→ R is a continuous function such that s(x∗) > 0.
Let θ ∈ TD with TD defined as in Section 2. For each walk i ∈ {1, 2}, choose a
vertex vi ∈ {l, r}, such that
θivi = maxv
θiv.
Next, define the event A =
⋂
i=1,2{ξivi(n) = 1}, with ξ as defined by (3). That is,
A is the event in which walk i ∈ {1, 2} makes a transition to vertex vi at time n + 1,
i = 1, 2. For all n ≥ n0, we have that
∀θ ∈ TD1 : E
[〈
θ, Un
〉+∣∣∣Fn] = E[〈θ, Un〉+∣∣∣X(n)] ≥ q(X(n), θ) (30)
where
q(X(n), θ) = E
[〈
θ, Un
〉+∣∣A, X(n)]P(A |X(n)).
To see that (30) holds, note that the first equality follows because the distribution
of Un is uniquely determined by X(n) according to (9). The inequality in (30) holds
because 〈θ, Un〉+ is non-negative. Now, to show (29) it is sufficient to prove that
∀θ ∈ TD1 : q(X(n), θ) ≥ s(X(n)), (31)
where
s(X(n)) =
(1
4
min
i,v
{
X iv(n)
}− ∥∥F (X(n))∥∥)+(min
i,v
piiv
(
X(n)
))2
(32)
Note that s is continuous because both F and piiv are continuous. In addition, since
F (x∗) = −x∗ + pi(x∗), it follows also that pi(x∗) = x∗ and hence piiv(x∗) = (x∗)iv. As a
consequence, we have that s(x∗) = (1/2)3/4 > 0 when x∗ = (12 ,
1
2
, 1
2
, 1
2
).
We will derive an explicit form for q(X(n), θ) in order to prove (31). A straightforward
calculation shows that for all n ≥ n0 and θ ∈ TD1, q(X(n), θ) equals(∑
i=1,2
(
θivi −
〈
X i(n), (θi)+
〉
+
〈
X i(n), (θi)−
〉)− 〈F (X(n)), θ〉)+ ∏
i=1,2
piivi(X(n)). (33)
Taking into account the explicit form of s(X(n)) in (32) and the one for q(X(n), θ)
in (33), equation (31) is ensured by the following condition
∀x ∈ D :
∑
i=1,2
(
θivi−
〈
xi, (θi)+
〉
+
〈
xi, (θi)−
〉)−〈F (x), θ〉 ≥ mini,v{xiv}
4
−∥∥F (x)∥∥. (34)
Let x ∈ D be fixed but arbitrary. Note that θivi ≥ (θiv)+ for all i and v, and hence
θivi−〈xi, (θi)+〉 ≥ 0 for i = 1, 2. In addition note that 〈F (x), θ〉 ≤
∑
i,v |F iv(x)| = ‖F (x)
∥∥.
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As a consequence, (34) holds if∑
i=1,2
〈
xi, (θi)−
〉 ≥ 1
4
min
i,v
{xiv}. (35)
To verify (35), observe that∑
i
〈
xi, (θi)−
〉
=
∑
i,v
xiv(θ
i
v)
− ≥ min
i,v
{xiv}
∑
i,v
(θiv)
− ≥ min
i,v
{xiv}max
i,v
(θiv)
− ≥ 1
4
min
i,v
{xiv}.
The last inequality is justified as follows. Note that θ = (a,−a, b,−b) for some a, b ∈ R
such that 2|a|+2|b| = 1. As a consequence, max{|a|, |b|} ≥ 1
4
, and hence maxi,v(θ
i
v)
− =
max{|a|, |b|} ≥ 1
4
. 
4. Proof of Theorem 1 and Corollary 1
Proof of Theorem 1. By Theorem 3, the field F defined by (13) is gradient like, hence
from Theorem 2 we have that the limit set of the stochastic process {X(n), n ≥ 0}
equals the set of equilibria of the field. This set is characterized by Lemma 8. Noting
that (Sin − Sin0)/n = 2X ir(n) − 1, it follows by Lemma 8 that X ir(n) −→ 12 a.s. for
0 ≤ β < 2. As a consequence,
Sin − Sin0
n
−→ 0 a.s. for 0 ≤ β < 2.
In the case that β > 2, Lemma 8 and Theorem 4 give
lim
n→∞
(
X1r (n), X
2
r (n)
) ∈ {(1− w,w), (w, 1− w)} a.s.
Setting x = |2w − 1| implies the assertion about the almost sure convergence of (Sin −
Sin0)/nmade by the theorem, since for w ∈ [0, 1] it follows that x ∈ [0, 1]. This concludes
the proof of Theorem 1. 
Proof of Corollary 1. If β > 2, then, by Theorem 1, it follows that x > 0 and (S1n/n, S
2
n/n)
converges a.s. to (x,−x) or (−x, x). 
5. The case β ∈ (0, 2].
This section describes the problems that arise while considering β ∈ (0, 2]. Observe
that in this case, according to Lemma 8, the only equilibrium of F is the point x∗ =
(1
2
, 1
2
, 1
2
, 1
2
). We argue that both walks Sin are recurrent provided the process X(n)
converges towards x∗ sufficiently fast. Following [Pel98], we have some indication that
the required speed of convergence may be reached, though it is still open if it does. Let
us begin by stating a sufficient condition that ensures recurrence.
Assumption 1. ∥∥X(n)− x∗∥∥ = O( 1√
n
)
a.s. (36)
Proposition 1. If Assumption 1 holds, then both walks S1n and S
2
n are recurrent.
The proof of Proposition 1 is presented in Section 5.1.
As explained in this section, Assumption 1 can be conjectured from Theorem 5 stated
bellow. Theorem 5 follows directly from Theorem 2 in [Pel98]. To state Theorem 5, let
λ = max
{ℜe(λi), λi ∈ Sp(DF |x∗)},
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where Sp
(
DF
∣∣
x∗
)
is the spectrum of the Jacobian of the field F at the linearly stable
equilibrium x∗.
Theorem 5. Let X(n) be the process defined by (8). Assume that:
(A1) X(n) converges almost surely towards x∗.
(A2) λ < −12 .
(A3) There exists an integer κ > 2 such that
sup
n≥0
E
[∥∥Un∥∥κ ∣∣∣ Fn] <∞. (37)
Then, for any κ > 2 satisfying (37) and δ > 1/κ, it holds that
∥∥X(n)− x∗∥∥ = O
((∑n
k=1
1
k
)δ
√
n
)
a.s. (38)
Condition (A1) in Theorem 5 is clearly satisfied. Condition (A2) is satisfied when
β ∈ [0, 1) because, according to (28), we have that λ = −1+β/2. Condition (A3) is also
satisfied since the noise process {Un} defined by (9) is bounded and has all conditional
moments κ = 3, 4, . . .
We would like to stress that the constant κ in item (A3) could be taken arbitrarily
large and thus δ in Equation (38) can be made arbitrarily small. Still, to get the rate
in Assumption 1, δ must be equal to zero. We point out that the proof of Proposition 1
does not goes through by replacing (36) by (38) and supposing that δ > 0 is sufficiently
small, no matter how small it is. This will be shown after the proof of Proposition 1 in
Remark 2.
Nonetheless, the fact that δ > 0 in Theorem 5 can be chosen arbitrarily small leads
to the following conjecture.
Conjecture 1. Theorem 5 holds also for δ = 0.
Now, since (A1) and (A3) are satisfied, and since (A2) is satisfied whenever β ∈ [0, 1),
we have that Conjecture 1 implies that Assumption 1 is satisfied whenever β ∈ [0, 1). As
a consequence, if Conjecture 1 holds, Proposition 1 shows that both walks are recurrent
provided that the repulsion strength parameter β is sufficiently small, namely β ∈ [0, 1).
The case β ∈ [1, 2] remains widely open.
5.1. Proof of Proposition 1. We now turn to the proof of Proposition 1, which
establishes the recurrence of both walks provided that Assumption 1 is satisfied. We
also clarify that this proof does not work if we substitute (36) by (38), no matter how
small δ > 0 is supposed to be. In order to prove Proposition 1, we will use Lemmas 10
and 11, and Corollary 2.
Lemma 10. If Assumption 1 holds, then, for any fixed i = 1, 2, and fixed v = r, l,∥∥∥piiv(X(n))− 12
∥∥∥ = O( 1√
n
)
a.s. (39)
Proof. Let x∗ = (12 ,
1
2
, 1
2
, 1
2
). By the definition of pi, namely by equations (2) and (6),
we have that ‖∇piiv
(
x∗
)‖∞ ≤ α. Hence, since piiv(x∗) = 12 , it follows by linearisation
of piiv
(
X(n)
)
around x∗ that piiv
(
X(n)
) − piiv(x∗) = 〈∇piiv(x∗), X(n) − x∗〉 + R(X(n)),
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where R(X(n)) is the error of the approximation. Therefore∥∥∥piiv(X(n))− 12
∥∥∥ = ∥∥piiv(X(n))− piiv(x∗)∥∥
≤ ∥∥∇piiv(x∗)∥∥∞∥∥X(n)− x∗∥∥+ ∥∥R(X(n))∥∥
≤
(
α +
∥∥R(X(n))∥∥∥∥X(n)− x∗∥∥
)∥∥X(n)− x∗∥∥
The assertion made by this lemma follows by observing that ‖R(X(n))‖/‖X(n)− x∗‖
converges to zero as X(n) approaches x∗. 
Lemma 11. Let b > 0 and m > 4b2, and define (Zn)n≥0 as a non homogeneous
random walk with independent increments, parametrized by b and m, as follows. Set
Zn = Z0 +
∑n−1
k=0 Yk, where Z0 ∈ Z and Y0, Y1, . . . are independent random variables.
Assume that P(Yn = 1) = pn = 1− P(Yn = −1), where
pn =
{
0, if n ≤ m,
1
2
− b/√n, otherwhise.
Then
P
(
lim sup
n
{Zn ≥ 0}
)
= 1. (40)
Reflecting Zn across zero leads to the following corollary of Lemma 11.
Corollary 2. Let b > 0 and m > 4b2, and define (Zn)n≥0 as a non homogeneous
random walk with independent increments, parametrised by b and m, as follows. Set
Zn = Z0 +
∑n−1
k=0 Yk, where Z0 ∈ Z and Y0, Y1, . . . are independent random variables.
Assume that P(Yn = 1) = pn = 1− P(Yn = −1), where
pn =
{
1, if n ≤ m,
1
2
+ b/
√
n, otherwhise.
Then
P
(
lim sup
n
{Zn ≤ 0}
)
= 1. (41)
Proof of Lemma 11. Since P
(
lim supn
{
Zn ≥ 0
}) ≥ P({ lim supn Zn ≥ 0}), it is suffi-
cient to show that P
({
lim supn Zn ≥ 0
})
= 1. Let F˜n = σ
({Zk : 0 ≤ k ≤ n}) and define
H =
⋂
n F˜n, the tail sigma algebra generated by Zn. Observe that
{
lim supn Zn ≥ 0
} ∈
H. Therefore, by Kolmogorov’s zero-one law, it is sufficient to show that this event has
positive probability.
We start by bounding P(lim supn Zn ≥ 0) from below. Since Var(Zn) = 4
∑n−1
k=0 pk(1−
pk)→∞, it follows that
P
(
lim sup
n
Zn ≥ 0
)
≥ P
(
lim sup
n
Zn
Var(Zn)1/2
≥ 0
)
≥ lim sup
n
P
(
Zn
Var(Zn)1/2
≥ 0
)
(42)
= lim sup
n
P
(
Zn − E(Zn)
Var(Zn)1/2
≥ − E(Zn)
Var(Zn)1/2
)
.
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Now, let us assume and argue later on that l = limn→∞−E(Zn)/Var(Zn)1/2 exists and
|l| < ∞. Since the random variables Yn are uniformly bounded and Var(Zn)1/2 → ∞,
Lindeberg’s conditions are satisfied and thus the following central limit theorem holds
Zn − E(Zn)√
Var(Zn)
=⇒ Z,
where =⇒ stands for convergence in distribution and Z denotes a standard normal
random variable. By combining the limit l with the bound in (42) we conclude that
P
(
lim sup
n
Zn ≥ 0
)
≥ P(Z ≥ l) > 0.
It remains to show that the limit l exists and is finite. By definition of Zn, it follows
that
− E(Zn)√
Var(Zn)
= −Z0/2 +
∑n−1
k=0 pk − n/2√∑n−1
k=0 pk(1− pk)
. (43)
where pk =
1
2
− b/√k for sufficiently large k.
A straightforward computation shows that the right hand-side of (43) converges to
4b as n goes to infinity. 
We are now in position to prove Proposition 1.
Proof of Proposition 1. Throughout the proof of the proposition, let i ∈ {1, 2} be fixed.
It is sufficient to show that P
(
lim supn{Sin = 0}
)
= 1. Recall that piir(X(n)) is the
probability that Sin+1 = S
i
n + 1 given X(n) for n ≥ n0, where n0 is as defined in the
Introduction. Let
{
Un;n ≥ 0
}
be a sequence of independent and identically distributed
uniform random variables taking values on the open interval (0, 1) and couple Sin with
Un such that
Sin+1 = S
i
n + 1 if and only if Un ≤ Pn for n ≥ n0,
where Pn = pi
i
r(X(n)).
Choose ε > 0 arbitrarily. By Lemma 10, there is a sufficiently large integer n1,
depending on ε, and a constant b > 0 such that
P(A) > 1− ε, where A =
{∣∣∣Pn − 1
2
∣∣∣ ≤ b√
n
for all n > n1
}
.
Now, let Zn be another walk with independent increments such that Z0 = S
i
0 and
Zn+1 = Zn + 1 if and only if Un ≤ pn for all n ≥ 0,
where
pn =
{
0, if 0 ≤ n ≤ m,
1
2
− b√
n
, if n > m,
where m = max
{
n0, n1, 4b
2
}
. (44)
Note that the walks Sin and Zn are coupled through Un as follows. Given that
pn ≤ Pn, it follows that Zn+1 = Zn + 1 implies that Sin+1 = Sin + 1 for n > m, where
m = max{n0, n1, 4b2}. Indeed, if Zn+1 = Zn + 1, then Un ≤ pn ≤ Pn, which in its turn
implies that Sin+1 = S
i
n + 1. Since Z0 = S
i
0 and pn = 0 for all n = 0, 1, 2, . . . , m, it
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follows that Sin ≥ Zn for all n ≥ 0, given the event B =
{
pn ≤ Pn for all n > m
}
. As a
consequence, we have that
P
(
lim sup
n
{
Sin ≥ 0
}) ≥ P( lim sup
n
{
Sin ≥ 0
} ∣∣B)P(B)
≥ P
(
lim sup
n
{
Zn ≥ 0
} ∣∣B)P(B),
= P(B),
where the last equality follows by (40), because Zn satisfies the hypotheses of Lemma 11.
Now, observe that A ⊆ B and P(A) ≥ 1− ε. Hence
P
(
lim sup
n
{
Sin ≥ 0
}) ≥ 1− ε.
Since ε was arbitrarily chosen, we conclude that P
(
lim supn{Sin ≥ 0}
)
= 1. Analo-
gously, we can apply Corollary 2 and show that P
(
lim supn{Sin ≤ 0}
)
= 1. These two
facts finally give P
(
lim supn{Sin = 0}
)
= 1. 
Remark 2. The proof of Lemma 11, required to prove Proposition 1, relies on the
fact that pn =
1
2
− ban for sufficiently large n, where
∥∥X(n) − x∗∥∥ = O(an) a.s., for
an = 1/
√
n.
We claim that if an is chosen according to Theorem 5 as a
∗
n = (
∑n
k=1
1
k
)δ/
√
n, for
δ > 0, then we would need to replace pn in Lemma 11 by
p∗n =
1
2
− b a∗n, where δ > 0. (45)
But, in that case, the new version of Lemma 11 would not hold, so that we could not
conclude from
∥∥X(n)− x∗∥∥ = O(a∗n) that the walks were recurrent.
In order to see why the new version of Lemma 11 does not hold, note that the proof
of Lemma 11 requires that the left hand-side of (43) converges to a finite number when
n tends to infinity. Now, if we replace pn by p
∗
n, a straightforward computation shows
that the new limit diverges to infinity for any δ > 0.
6. Appendix
Proof of Lemma 3. Let Mn =
∑n
k=0 γkUk. The process {Mn, n ≥ 0} is a martingale
with respect to {Fn, n ≥ 0}, that is
E[Mn+1 | Fn+1] =
n∑
k=0
γkUk + γn+1E[Un+1 | Fn+1] =Mn.
Observe that
E
[‖Mn+1 −Mn‖2∣∣ Fn+1] = γ2n+1E[‖Un+1‖2∣∣ Fn+1]
≤ γ2n+1
∑
v∈{l,r}, i
ξiv(n+ 1) ≤ 16 γ2n+1.
By using Doob’s decomposition for the sub-martingale M2n, consider the predictable
increasing sequence An+1 = M
2
n +Mn with A1 = 0. The conditional variance formula
for the increment Mn+1 −Mn gives
An+2 −An+1 = E
[
M2n+1
∣∣ Fn]−M2n = E[‖Mn+1 −Mn‖2 | Fn+1],
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and hence for any n,
An+2 =
n∑
k=0
E
[‖Mk+1 −Mk‖2∣∣ Fn+1] ≤ 16 n∑
k=0
γ2n+1.
Passing to the limit n → ∞ shows that almost surely A∞ < ∞. According to Theo-
rem 5.4.9 in [Dur10], this in turn implies that Mn converges almost surely to a finite
limit in R2×2 and hence that {Mn} is a Cauchy sequence. This is sufficient to conclude
the proof. 
References
[BDFR15a] Amarjit Budhiraja, Paul Dupuis, Markus Fischer, and Kavita Ramanan. Local stability
of Kolmogorov forward equations for finite state nonlinear Markov processes. Electron. J.
Probab., 20:30 pp., 2015.
[BDFR15b] Armarit Budhiraja, Paul Dupuis, Marcus Fischer, and Kavita Ramanan. Limits of relative
entropies associated with weakly interacting particle systems. Electron. J. Probab., 20:22
pp., 2015.
[Ben96] Michel Bena¨ım. A dynamical system approach to stochastic approximations. SIAM J.
Control Optim., 34(2):437–472, March 1996.
[Ben99] Michel Bena¨ım. Dynamics of stochastic approximation algorithms. In Se´minaire de Proba-
bilite´s XXXIII, volume 1709 of Lecture Notes in Mathematics, pages 1–68. Springer Berlin
Heidelberg, Berlin, Heidelberg, 1999.
[Che14] Jun Chen. Two particles’ repelling random walks on the complete graph. Electron. J.
Probab., 19:17 pp., 2014.
[Dur10] R. Durrett. Probability: Theory and Examples. Cambridge Series in Statistical and Prob-
abilistic Mathematics. Cambridge University Press, NY, USA, fourth edition, 2010.
[Pel98] Mariane Pelletier. On the almost sure asymptotic behaviour of stochastic algorithms. Sto-
chastic Processes and their Applications, 78(2):217 – 244, 1998.
[Pem90] Robin Pemantle. Nonconvergence to unstable points in urn models and stochastic approx-
imations. Ann. Probab., 18(2):698–712, 04 1990.
[Pem92] Robin Pemantle. Vertex reinforced random walk. Probab. Theory Related Fields, 92(1):117–
136, 1992.
[Pem07] Robin Pemantle. A survey of random processes with reinforcement. Probab. Surveys, 4:1–
79, 2007.
[Tot95] Balint Toth. The “true” self-avoiding walk with bond repulsion on Z: limit theorems. Ann.
Probab., 23(4):1523–1556, 10 1995.
[Vol01] Stanislav Volkov. Vertex-reinforced random walk on arbitrary graphs. Ann. Probab.,
29(1):66–91, 02 2001.
(C. F. Coletti) Centro de Matema´tica, Computac¸a˜o e Cognic¸a˜o, UFABC, Avenida dos
Estados, 5001, Santo Andre´, Sa˜o Paulo, Brasil
E-mail address : cristian.coletti@ufabc.br
(F. P. A. Prado and R. A. Rosales) Departameto de Computac¸a˜o e Matema´tica, Universi-
dade de Sa˜o Paulo, Avenida Bandeirantes 3900, Ribeira˜o Preto, Sa˜o Paulo, 14040-901,
Brasil
E-mail address : feprado@usp.br, rrosales@usp.br
