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Abstract
Counterfactual explanations are considered,
which is to answer why the prediction is class
A but not B. Different from previous optimization
based methods, an optimization-free Fast ReAl-
time Counterfactual Explanation (FRACE) algo-
rithm is proposed benefiting from the develop-
ment of multi-domain image to image translation
algorithms. Built from starGAN, a transformer
is trained as a residual generator conditional on a
classifier constrained under a proposal perturba-
tion loss which maintains the content information
of the query image, but just the class-specific se-
mantic information is changed. The transformer
can transfer the query image to any counterfactual
class, and during inference, our explanation can
be generated by it only within a forward time. It is
fast and can satisfy the real-time practical applica-
tion. Because of the adversarial training of GAN,
our explanation is also more realistic compared
to other counterparts. The experimental results
demonstrate that our proposal is better than the
existing state of the art in terms of quality and
speed.
1. Introduction
Although deep learning systems have been widely applied
in computer vision tasks (He et al., 2016a; Ren et al., 2015;
Wang et al., 2017; Wang & Vasconcelos, 2018; Goodfellow
et al., 2014), the black-box nature of it is still unopened and
remains mysterious. This hindered its deployment in real-
world applications, because generally speaking, it is hard
to trust an AI system if it can not justify its decision. Moti-
vated by this requirement, explainable AI(XAI), which aims
to unravel the mystery of network prediction, has attracted
more and more attention in recent years. The dominant tech-
nology in computer vision is attribution (Shrikumar et al.,
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2017; Sundararajan et al., 2017; Selvaraju et al., 2017),
which produces a saliency map for each query image given
a pre-trained model. The high value on the map highlights
the image regions that is mainly responsible for a certain
prediction. This way of attribution meets the requirements
of simple visualization. However, it lacks interaction in
practical applications. For instance, when a lesion is pre-
dicted to be A, a doctor would naturally ask “why is the
diagnosis A rather than B?” A similar question would be
proposed by a child who is learning to recognize different
characters. When the tutoring system tells her that the char-
acter displayed is “E”, the child may ask “why not “F”?”
In this case, we need an interpretation mechanism that can
interact with user in real time.
Counterfactual explanations (Goyal et al., 2019; Wang &
Vasconcelos, 2020) (or contrastive explanations in some lit-
erature (Dhurandhar et al., 2018)) were introduced to solve
this problem. Basically, the explanation is usually imple-
mented as “correct class is A (prediction class). If it is class
B (counterfactual class), some regions have to be changed as
follows.” Existing possible transformations include image
perturbation (Dhurandhar et al., 2018) and image replace-
ment (Goyal et al., 2019). However, image perturbations
frequently leave the space of natural images. The gener-
ated images are not realistic. It is so hard to convince users
with such synthesized images. The current standard image
replacement algorithms not only have the same problem,
but also are too time-consuming for interactive applications
due to its exhaustive search mechanism which is far too
complex. Speed is critical for applications such as machine
teaching (Zhu et al., 2018; Goyal et al., 2019), where expla-
nation algorithms should operate in real-time, and ideally in
low-complexity platforms such as mobile devices. (Wang &
Vasconcelos, 2020) recently proposed SCOUT algorithm to
find semantic corresponding discriminant features for two
classes, but its results are hard to interpret, which is another
problem with the practical application.
To address such problems, in this work, a Fast ReAl-time
Counterfactual Explanation (FRACE) algorithm is pro-
posed benefiting from the success of Generative Adver-
sarial Network (GAN) (Goodfellow et al., 2014) and its
variants (Mirza & Osindero, 2014; Zhu et al., 2017; Choi
et al., 2018). Based on starGAN (Choi et al., 2018), we
use residual generator to train the transformation. Different
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Figure 1. Architecture of our FRACE. In the example, the predic-
tion class (y∗) and ground truth (y) of the query image is “6” and
counterfactual class yc is “5”. Our explanation would be “If the
red regions are erased and blue regions are added, the image would
be “5”.”
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Figure 2. Chinese Character examples. The dataset consists of ten
classes. Three examples are shown for each category.
from the standard generator, the residual generator attempts
to generate a perturbation that causes the query image to be
classified as counterfactual. In order to guarantee that the
generated images are conditional on the classifier used to
explain and there is a minimum change occurring from the
query, a perturbation loss and this classifier are added to the
training of the generator. Because our FRACE is based on
GAN, the produced images are more realistic compared to
previous (Dhurandhar et al., 2018; Goyal et al., 2019). Be-
cause of optimization-free during inference time, to generate
our explanation is much fast. In experiments, we compare
FRACE to state of the art and prove the effectiveness and
efficiency of our proposals.
2. Counterfactual explanation generation
Our explanation works on a C-class classification problem,
mapping image x with ground truth label y to a scale la-
bel y∗, where y, y∗ ∈ Y = {1, 2, ..., C}, for a pre-trained
classifier H(x). y∗ is the classifier’s prediction for x. This
classifier is the one to be explained. A user-choosing coun-
terfactual class (yc) is supposed to be given. For transforma-
tion based counterfactual explanation, the goal is to obtain
a transformer F such that F (x)→ xc, where the xc is the
target explanation. In this paper, we train a generator by
GAN to build the transformer, which can explain why the
prediction of H is y∗ but not yc by translating x to xc under
the condition of yc.
We leverage the starGAN approach (Choi et al., 2018) to
build our FRACE with some modifications. Basically, the
goal is to train a single generator G that learns mappings
among multiple domains, where the domain is the class
label. To achieve this, we train G to translate an input
image x with label y to a perturbation towards yc, such that
x + G(x, yc) → xc. An auxiliary classifier (Odena et al.,
2017), Da, is introduced to control the target domains. The
classifier H is followed by the generator to guarantee the
produced images fit its distribution.
Adversarial loss The basic GAN adversarial loss is used
to guarantee the generated images indistinguishable with
real-world images by an associated discriminator via min-
max optimization fashion. However, different from standard
GAN, instead of learning theG(x, yc) directly, we advocate
to learn it by residual connection way considering 1) it
makes the optimization easier, which already proven in (He
et al., 2016b;a); 2) learning the transformation makes the
explanation more user-friendly (more details in experiment
section).
Ladv = Ex[logD(x)]+Ex,yc [log(1−D(x+G(x, yc)))]
(1)
where G generates an image perturbation G(x, yc) condi-
tioned on both the input image x and the target domain label
yc, and D is the discriminator.
Domain classification loss Because we aim to render the
generate image x+G(x, yc) conditional on yc, an auxiliary
classifier (Da) is added on top ofD that imposes the domain
classification loss when optimizing both D and G. For the
real and fake images, the loss is implemented by
Lrcls = Ex,y[− logDa(y|x)] (2)
Lfcls = Ex,yc [− logDa(yc|x+G(x, yc))] (3)
Reconstruction loss For counterfactual explanation, we do
not hope the translated image is obtained by changing a
large spatial region of the original. In an extreme case,
erasing the original and drawing a new of counter class yc.
This will be no difference with only presenting an image
of counter class as feedback (In this case, no explanation is
provided). In other words, we hope that translated images
preserve the content of its input images while changing
only the domain-related part of the inputs. To alleviate this
problem, we apply a cycle consistency loss (Zhu et al., 2017)
to the generator, defined as
Lrec = Ex,yc,y[||x−(x+G(x, yc)+G(x+G(x, yc), y))||1]
(4)
Explanation loss Because our explanation is post-hoc, we
add a pre-trained classifier H to the end of the G, where
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H is fixed through the entire training process. This is to
guarantee the produced fake image x+G(x, yc) can fit the
distribution of H .
Lexp = Ex,yc [− logH(yc|x+G(x, yc))] (5)
It should note that although the loss seems to have the same
effect with (3), their objectives are different. The goal of
the latter is to generally optimize the output to the target
domain, while that of the former is to guarantee the output is
to explain the given classifier. One concern is that whether
the explanation loss will lead to the generation of adver-
sarial examples. We empirically found it did not happen
probably because of two reasons: 1) the generator forces
the produced image subject to the natural image distribu-
tion which is different from that of adversarial examples;
2) the discriminator make the fooling to the classifier H
difficult (Song et al., 2018; Xiao et al., 2018).
Perturbation loss In order to further constrain the perturba-
tion is small, apart from reconstruction loss, a perturbation
loss is added to directly force this. The former can be seen
as an indirect way. It should be noted that the design of
perturbation loss is based on a natural assumption that im-
ages of the counterfactual class should close to those of
the prediction class in perceptual distance (Johnson et al.,
2016; Zhang et al., 2018). For example, people are unlikely
thinking a counter class “house” for a “dog” image. Conse-
quently, the perturbation is small and a regularization, on
the output of the generator, is requisite. Without this, the
generator will tend to perturb the whole query image. This
goes away from explanations.
Lper = Ex,yc,y[||G(x, yc)||1 + ||G(x+G(x, yc), y))||1]
(6)
Final loss The final objective functions to optimize G and
D are summarized below,
LD = −Ladv + λclsLrcls (7)
LG = Ladv+λclsLfcls+λrecLrec+λexpLexp+λperLper
(8)
where Ladv, λcls, λrec, λexp, λper are hyper-parameters
that control the relative importance of each component.
FRACE is optimization free in the sense that after the train-
ing stage, the query image can be fed into the model to get a
counterfactual explanation by forwarding. This is different
from the current exhaustive search in feature space (Goyal
et al., 2019) and attacks (Dhurandhar et al., 2018) where the
optimization has to be conducted for each query image. This
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Figure 3. Explanations on MNIST for 100 randomly selected com-
binations of prediction and counter classes.
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Figure 4. Explanations on EMNIST for 100 randomly selected
combinations of prediction and counter classes.
makes our proposal much fast and applicable to real-time
applications.
3. Experiments
Datasets Three datasets with various difficulties were used
to evaluate our proposal. MNIST (LeCun et al., 1998) is
a basic handwritten digits dataset. The capital letters ex-
tracted from EMNIST Letters (Cohen et al., 2017) were
assembled as our second dataset, named “Letter” for sim-
plicity. In addition, we collected a new Chinese Character
(CC) dataset from (Burkimsher). The dataset consists of
10 closely similar Chinese character categories. For each
category, training size ranges from 2000 to 3000 examples.
This dataset is fine-grained because of its large intra-class
diversity and small inter-class differences. Some examples
are shown in Figure 2.
Implementation details For Letter and CC, 10% of the
examples were randomly selected as the testing set. For
all datasets, ResNet-18 (He et al., 2016a) was used for the
classifier. It is trained by 80 epochs with SGD. Learning
rate is 0.1 at the beginning and degrades to 0.1 times at the
40th, 60th epoch. Weight decay is 0.0001. The architecture
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Algorithms Search (Goyal et al., 2019) SCOUT (Wang & Vasconcelos, 2020) CEM (Dhurandhar et al., 2018) Ours
IPS 6.15 ± 0.73 84.62 ± 17.07 63.43 ± 13.85 201.44 ± 28.56
Table 1. Speed comparison across different methods. IPS: images per second, implemented on NVIDIA TITAN Xp. Results are shown as
mean ± stddev
white
four
mouth
prison
back
field
white back mouth four fieldprison
Figure 5. Explanations on Chinese Character for 36 randomly se-
lected combinations of prediction and counter classes.
and training details of FRACE fully follows (Choi et al.,
2018) and Ladv, λcls, λrec, λexp, λper were all set as 1 in
all our experiments.
3.1. Qualitative results
We first present our explanations on three datasets in Figure
3, 4, 5. The row index denotes the prediction classes and
column index counterfactual classes. For each prediction-
counter class pair, two images are shown: query image
and our explanation. The explanation is generated by the
query image overlapped by the output of the generator
G(x, yc). The blue markings represent the positive values
of G(x, yc) and red markings represent the negative values,
which means in order to transfer the query images to an
image of counterfactual class, the red regions of the former
should be erased, whereas the blue regions should be added.
This constructs our explanation as “if erasing the red regions
and adding blue, the image would belong to the counterfac-
tual class.” On the results, it can be seen that our explanation
is realistic and sensible across all prediction-counterfactual
class pairs.
3.2. Comparison to state of the art
Explanation methods are always hard to evaluate and com-
pare because there is no ground truth is available. Although
some previous works only show visualizations (Shrikumar
et al., 2017; Sundararajan et al., 2017; Wang & Vascon-
celos, 2019), we compare our FRACE to state of the art
qualitatively and quantitatively. Three state-of-the-art algo-
rithms are considered. (Goyal et al., 2019) first randomly
selected a distractor image from the counter class, and then
exhaustively searched a region on it so as to change the
prediction class of the query image by replacing a certain
region on the latter. We call this method “Search” for brevity
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Figure 6. Explanation comparisons of our proposal with three state-
of-the-art methods.
in our paper. SCOUT (Wang & Vasconcelos, 2020) also
randomly selected an image from the counter class, but
it only highlighted the discriminant regions on both the
query and selected images by attribution based algorithms.
CEM (Dhurandhar et al., 2018) is mostly similar to ours,
but it produces two images for explanations. PP highlighted
regions that have positive evidence for the prediction, while
PN added regions that have negative effects on the predic-
tion regarding the counter class. The qualitative comparison
on several randomly selected examples is shown in Figure
6. For the digit “7” with counter class “4” example, both
Search and CEM could find a vertical line that should be
added at the left above the middle horizontal, but only our
proposal could also detect that the top horizontal line should
be removed. Although SCOUT could also localize the class-
specific features for both “7” and “4”, its explanation was
not straightforward and easily understandable compared to
ours. From the comparison, it can be observed that our ex-
planation is more realistic. Another merit of FRACE is that
different from Search and SCOUT which both largely rely
on the quality of the randomly selected images, our FRACE
does not depend on such image.
We also compare the speed of producing the explanation
across different algorithms. In Table 1, it shows that our
method is the fastest. This benefits from our forward mecha-
nism. We only need one time forward to generate an explana-
tion. Compared with ours, Search needs exhaustive search,
making it the slowest one. CEM also needs optimization but
it can use gradient descent to accelerate. Although SCOUT
is also optimization-free, it relies on one time forward and
back-propagation, as well as many post-computations. It
should be noted that the speed comparison between ours
and optimization-based ones is not unfair although GAN
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training is needed for FRACE, because the inference time
cost is usually the main concern in real application. In addi-
tion, the same comparison way, optimization-based methods
vs forward based methods, has been widely adopt in other
literature (Johnson et al., 2016; Huang & Belongie, 2017).
4. Discussion and conclusion
In this work, we have proposed a novel fast real-time coun-
terfactual explanation algorithm benefiting from the ad-
vanced properties of GAN. The explanation is based on
a realistic transformation from the query to counterfactual
class. Because it is optimization-free, its speed is much fast.
The adversarial training renders the generated images more
natural. In experiments, we have demonstrated its effective-
ness and efficiency on three datasets, especially in a hard
fine-grained expert domain set. Admittedly, we tested our
method on more complicated situations such as fine-grained
bird recognition and found that it underperformed in com-
parison to what our presented. This is not surprising because
multi-domain to multi-domain image to image translation
is always a hard problem in real-world situations. There
is no existing method that works well on this task, but our
proposal can benefit from future works.
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