Methods for integral equations are used to derive upper and lower pointwise bounds for the solution of a nonlinear boundary value problem arising in the steady-state finite cable model of cell membranes. Test calculations are performed to illustrate the results and the accuracy achieved is significantly better than that obtained previously by other methods.
Introduction
Boundary value problems described by equations of the form -£-= -i, ~=m(u), 0 < * < l , (1.1) ax ax with ii o , i ( l ) = O, (1.2) arise in the steady-state finite cable model of nonlinear cell membranes [3] . Here x measures the distance down a finite one-dimensional cable, u 0 is a prescribed positive number, current is injected at the end x = 0 and the end x = 1 is terminated in an open circuit, u(x) is the transmembrane potential and i(x) is the axial or longitudinal current down the core of the cable. The membrane current per unit length m («) can be any linear or nonlinear function of u which crosses the m(u) = 0 axis only once with a positive slope. The values of w(l) and i (0) are not known and must be determined as part of the solution. Several approaches to solving problems like this with nonlinear m(u) have been described [1, 2, 4] . The numerical approach of Kootsey [4] combined a shooting method with an automatic algorithm for iteration, and involved initial estimates of [2] On the solution of a nonlinear problem in cell membrane theory 27 the unknown input current. The variational approach of Anderson and Arthurs [1] employed extremum principles as the basis of a practical optimisation procedure. Simple analytical bounding curves for the solution have also been obtained [2] and these show that the solution is known in the cases considered to within a few per cent. Such accuracy may suffice for certain applications, but to improve on this accuracy is of theoretical and practical interest and it is this aspect of the problem that we shall consider here. Of the methods already used the one producing bounding curves provides an immediate and direct measure of the error at each stage. However in the quest to reduce the error this method becomes progressively more cumbersome and slow, since it employs polygonal approximations to m(«). For that reason we have decided to investigate a quite different approach using an integral equation formulation, some simple bounding results, and an approximation scheme based on an inclusion procedure. This approach proves to be straightforward to implement and in the test cases considered leads to very significant improvements in accuracy.
Boundary value problem
In terms of the function u the boundary value problem of (1.1) and (1.2) iŝ 4 = »*(«) (0 < x < 1), (2.1)
For the purposes of this paper we shall consider the case of a third order polynomial membrane current-voltage relation given by
This relation is used to represent steady-state outward-going rectification observed in nerve membranes [3] . With m{u) of the form (2.3) it follows immediately, by a simple convexity argument using (2.1) and the fact that M(0) = M 0 > 0, that the solution u satisfies 0 < u < M 0 (0 < x < 1). (2.4)
We shall now rewrite the problem in the form
in which
where a denotes a free real parameter at this stage. Next, in order to work with homogeneous boundary conditions, we split the function u by writing (2.9) Then (2.5) and (2.6) give
A<p + A!; =/!(<?+£), ( 0 < * < l ) , (2.10)
We now choose £ to satisfy A^=0, It then follows that the function <p satisfies
where £ is the function given by (2.14). The problem in (2.5) and (2.6) has thus been transformed to that of finding the solution <p of (2.15) and (2.16 [4] On the solution of a nonlinear problem in cell membrane theory 29
In addition we know from (2. 
Integral equation form
If we introduce the inverse K of the operator A given in (2.21), subject to the boundary conditions (2.16), we find that <p satisfies the equivalent integral equation
that is,
and k(x, t\ a) is the kernel of K given by
Since the kernel k (x, t; a) is symmetric in the variables x and t and is Hilbert-Schmidt, AT is a bounded completely continuous operator [6] . Furthermore, since K is a positive operator, it follows that the norm || K || of K defined by || AT || = m&x{Kv, v) with ||v|| = 1, (3.5)
is equal to the largest eigenvalue of K, that is
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000010213
A.M. Arthurs andJ. Clegg [5] We can now establish some useful inequalities involving / , Kf and F. For any functions <p t and <p 2 in the set S of (2.20) we show that there are parameters a, fi and y such that
For the function / in (3.3) we have, by the mean value theorem, that Here we recall that u 0 is the prescribed end value in (2.2). For the operator Kf of (3.1) and (3.2) we have
by (3.7). Thus the inequality in (3.8) holds with 0 = « ||tf||, (3.16) and on using (3.6), (3.13) and (3.14) we see that terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000010213 [6] On the solution of a nonlinear problem in cell membrane theory 31 which satisfies 0 < p < 1.
In this case the operator Kf of (3.1) and (3.2) is a contraction mapping on the set S which ensures the uniqueness of the solution q> of (3.1). To establish (3.9) for the operator F defined by (3.1) we observe that \\F<P\ ~ F<p 2 \\ = Up, -ft-
where
This proves (3.9). Finally we note that if the parameter a is not introduced in (2.5), (2.7) and (2.8), the analysis leads to the parameter values a = l + 3«o
and since for Kf to be a contraction we require 0 < P < 1, it follows that the values of H 0 that can be admitted are restricted to lie in the region u 0 2 < (jz 2 -4)/12. Since we wish to consider values in the region u 0 > 1 we have developed the formulation based on (2.5) which places no restriction on the end value u 0 .
Pointwise bounds for the solution
We now derive pointwise bounds for the solution <p(x) of the problem in (2.15) and (2.16), which in turn will provide bounds for the solution u(x) of the original problem in (2.1) and (2.2) with (2.3). Bounds for the derivatives <p'(x) and u'(x) will also be derived.
By the formulation of Section 3, the function q>(x) satisfies the integral equation where g denotes an arbitrary function in £ 2 and <J > is any function in S. Then
by (3.7) by (3.9)
say, 
g = l
In these cases, (4.4) provides pointwise bounds for <p{x) and its derivative <p'(x) respectively. These bounds, in conjunction with (2.9), then enable us to obtain pointwise bounds for u(x) and its derivative u'(x), giving the solution of the original problem in (2.1) to (2.3). These bounds in (4.4) are subject to the conditions
Kf is a contraction operator on S.
(4.6)
More elaborate bounds for equations of the form (4.1) have been derived by Robinson and Yuen [5] , but the bounds in (4.4) are sufficient for our purposes here.
Calculations
We now use these results to calculate pointwise bounds for the function <p(x) and its derivative cp'(x), and hence for u(x) and u'(x). The particular values of u 0 which will be considered here are given in Table 1 where the coefficients of the quadratic polynomial have been chosen so that <J> 2 satisfies the boundary conditions
The optimal value of the parameter c 2 is found by minimizing H^^H subject to the constraint -u 0 < c 2 < 0 in order to ensure that <J> 2 € <S. This in turn minimizes the correcting functional C. By optimizing in this way we are choosing <J> 2 as close as possible to cp, using the fact that \\F<p\\ = 0. The constants a 2 , a, ft and y are given the values indicated by Table 1 . As an illustration, for the particular case u 0 = 1, it is found that a minimum ||F4> 2 || = 0.004062 is reached when c 2 = -0.16983 and the resulting pointwise bounds for u(x) are given in Table 2 . The next step is to improve these bounds progressively by choosing polynomials of higher order for our trial function 4>. Thus, let
For this trial function to satisfy the boundary conditions (5.2) we require a 0 = 0, 3a 3 + la 2 + a x = 0. This information can be used to help choose coefficients for the next trial function cp 3 . Thus, suppose we insist that Then these conditions together with (5.4) fully determine the coefficients in <J> 3 . As before, the parameter c 3 is chosen to minimize || F<J> 3 1| subject to the constraint <J> 3 e S.
A. M. Arthurs and J. Clegg This process can be continued to generate further trial functions <t> 4 , <J> 5) . . . , < ! > " , . . . of increasing degrees n. L e t Q>n = c n p n (x), p n (x) = a n x" + a n _\x
Then to satisfy (5.2) we require that fully determine the coefficients a, in p n (x). Finally, the parameter c n is chosen to minimize ||F<I> n || subject to the constraint 4> n e S. This procedure has been continued as far as a sixth order trial function
where it is found in the case u 0 = 1 for example that The optimal sixth order trial function has already been found in the calculations above. The resulting pointwise bounds for both u(x) and u'(x) for the cases u 0 = 1, 2, 3 are contained in Table 3 . 
Concluding remarks
From Table 3 it can be seen that with simple polynomial functions the bounds (4.4) lead to close pointwise bounds for the solution. As u 0 increases these pointwise bounds grow further apart because the constant a increases, despite the fact that the parameter a 2 has been chosen to minimize the value of a. Nevertheless, the results obtained from (4.4) are very satisfactory considering the simple nature of the calculations. More sophisticated second order bounds can be used to improve these results further and work on these lines will be reported later.
For the particular case M 0 = 1, the results in Table 3 can be compared with those obtained by previous work [1, 2] . The values of M(1) and u'(0) are of special interest and from Table 3 we have 0.55913630 < «(1) < 0.55914297, -1.06700936 < H'(0) < -1.06699549.
The value of «(1) is correct to five decimal places whereas the value of «'(0) is correct to four decimal places. These compare with the bounds obtained in [2] 0.556 < «(1) < 0.563, -1.077 < M'(0) < -1.049, which are consistent with, but much less accurate than, the bounds resulting from the present work. The variational estimates derived in [1] are M ( 1 ) « 0.560, w'(0) %-1.022, and it can now be seen that there is quite a substantial error in the variational approximation to M'(0). Since the procedure used here is relatively straightforward to implement, provided a suitable integral equation can be formulated, our work shows that for problems of this type the approach via bounds for {k, f{<p)) is an extremely effective way to find the solution.
The test case described here, with m(u) given by (2.3), was chosen primarily to provide a straightforward illustration of the method. In his review of the paper, one of the referees has drawn attention to the fact that for this case the solution can be expressed in terms of a Jacobian elliptic function. Numerical work based on this provides an independent check on the results in Table 3 .
Preliminary studies of other boundary value problems, in which m(u) = l/u 2 and m(u) -exp(-u), show that the method can be applied effectively and efficiently in cases where m (u) is not of simple polynomial form.
