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Abstract
Federated learning has emerged as a promising, massively distributed way to train a joint deep model over large
amounts of edge devices while keeping private user data strictly on device. In this work, motivated from ensuring
fairness among users and robustness against malicious adversaries, we formulate federated learning as multi-objective
optimization and propose a new algorithm FedMGDA+ that is guaranteed to converge to Pareto stationary solutions.
FedMGDA+ is simple to implement, has fewer hyperparameters to tune, and refrains from sacrificing the performance
of any participating user. We establish the convergence properties of FedMGDA+ and point out its connections to
existing approaches. Extensive experiments on a variety of datasets confirm that FedMGDA+ compares favorably
against state-of-the-art.
1 Introduction
Deep learning has achieved impressive successes on a number of domain applications, thanks largely to innovations
on algorithmic and architectural design, and equally importantly to the tremendous amount of computational power
one can harness through GPUs, computer clusters and dedicated software and hardware. Edge devices, such as smart
phones, tablets, routers, car devices, home sensors, etc., due to their ubiquity and moderate computational power,
impose new opportunities and challenges for deep learning. On the one hand, edge devices have direct access to
privacy sensitive data that users may be reluctant to share (with say data centers), and they are much more powerful
than their predecessors, capable of conducting a significant amount of on-device computations. On the other hand,
edge devices are largely heterogeneous in terms of capacity, power, data, availability, communication, memory, etc.,
posing new challenges beyond conventional in-house training of machine learning models. Thus, a new paradigm,
known as federated learning (FL) [1] that aims at harvesting the prospects of edge devices, has recently emerged.
Developing new FL algorithms and systems on edge devices has since become a hot research topic in machine learning.
From the beginning of its birth, FL has close ties to conventional distributed optimization. However, FL emerged
from the pressing need to address news challenges in the mobile era that existing distributed optimization algorithms
were not designed for per se. We mention the following characteristics of FL that are most relevant to our work, and
refer to the excellent surveys [2, 3, 4] and the references therein for more challenges and applications in FL.
• Non-IID: Each user’s data can be distinctively different from every other user’s, violating the standard iid
assumption in statistical learning and posing significant difficulty in formulating the goal in precise mathematical
terms [5]. The distribution of user data is often severely unbalanced.
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• Limited communication: Communication between each user and a central server is constrained by network
bandwidth, device status, user participation incentive, etc., demanding a thoughtful balance between computa-
tion (on each user device) and communication.
• Privacy: Protecting user (data) privacy is of uttermost importance in FL. It is thus not possible to share user data
(even to a cloud arbitrator), which adds another layer of difficulty in addressing the previous two challenges.
• Fairness: As argued forcibly in recent works (e.g., [5, 6]), ensuring fairness among users has become another
serious goal in FL, as it largely determines users’ willingness to participate and ensures some degree of robust-
ness against malicious user manipulations.
• Robustness: FL algorithms are eventually deployed in the wild hence subject to malicious attacks. Indeed,
adversarial attacks (e.g., [7, 8, 9]) have been constructed recently to reveal vulnerabilities of FL systems against
malicious manipulations at the user side.
In this work, motivated from the above challenges, we propose a new algorithm FedMGDA+ that complements and
improves existing FL systems. FedMGDA+ is based on multi-objective optimization and is guaranteed to converge to
Pareto stationary solutions. FedMGDA+ is simple to implement, has fewer hyperparameters to tune, and most impor-
tantly refrains from sacrificing the performance of any participating user. We demonstrate the superior performance of
FedMGDA+ under a variety of metrics including accuracy, fairness, and robustness. We summarize our contributions
below:
• In §2 we provide a novel, unifying and revealing interpretation of existing FL practices;
• In §3 we propose FedMGDA+ that complements existing FL systems and we prove its convergence properties
under stochastic sampling;
• In §5 we perform extensive experiments to validate the competitiveness of FedMGDA+ using a variety of desir-
able metrics.
We conclude in §6 with some future directions and defer discussions on related work to Section 4.
2 Problem Setup
In this section, we recall the federated learning (FL) framework of McMahan et al. [1] and point out a simple interpre-
tation that seemingly unifies different implementation practices.
We consider FL withm users (edge devices), where the i-th user is interested in minimizing a function fi : R
d →
R, i = 1, . . . ,m, defined on a shared model parameter w ∈ Rd. Typically, each user function fi also depends on
the respective user’s local (private) data Di. The main goal in FL is to collectively and efficiently optimize individual
objectives {fi} while meeting the challenges mentioned in §1.
McMahan et al. [1] proposed FedAvg to optimize arithmetic average of individual user functions:
min
w∈Rd
A
0
f ,λ(w), where A
0
f ,λ(w) :=
m∑
i=1
λifi(w). (1)
The weights λi need to be specified beforehand. Typical choices include the dataset size at each user, the “importance”
of each user, or simply uniform, i.e. λi ≡ 1/m. FedAvg works as follows: At each round, a (random) subset of users
is selected, each of which then performs k epochs of local (full or minibatch) gradient descent:
for all i in parallel, wi ← wi − η∇fi(w
i), (2)
and then the weights are averaged at the server side: w ←
∑
i λiw
i, which is then broadcast to the users in the next
round. The number of local epochs k turns out to be a key factor. Setting k = 1 amounts to solving (1) by the usual
gradient descent algorithm, while setting k = ∞ (and assuming convergence for each local function fi) amounts to
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(repeatedly) averaging the respective minimizers of fi’s. We now give a new interpretation of FedAvg that hopefully
yields insights on what it optimizes with an intermediate k.
Our interpretation is based on the proximal average [10]. Recall that the Moreau envelope and proximal map of a
convex1 function f is defined respectively as:
M
η
f (w) = min
x
1
2η
‖x−w‖22 + f(x), P
η
f (w) = argmin
x
1
2η
‖x−w‖22 + f(x). (3)
Given a set of convex functions f = (f1, . . . , fm) and positive weights λ = (λ1, . . . , λm) that sum to 1, we define the
proximal average as the unique function A
η
f ,λ such that P
η
A
η
f,λ
=
∑
i λiP
η
fi
. In other words, the proximal map of the
proximal average is the average of proximal maps. It was proved in [10] that:
A
0
f ,λ(w) := lim
η→0+
A
η
f ,λ(w) =
∑
i
λifi(w), (4)
A
∞
f ,λ(w) := lim
η→∞
A
η
f ,λ(w) = min∑
i
λiwi=w
∑
i
λifi(wi). (5)
It is then clear that setting k = 1 in FedAvg amounts to minimizing A0
f ,λ(w) while setting k = ∞ in FedAvg
amounts to minimizing A∞
f ,λ(w). This motivates us to interpret FedAvg with an intermediate k as minimizing A
η
f ,λ
with an intermediate η. More interestingly, if we apply the PA-PG algorithm in [12, Algo. 2] to minimize Aη
f ,λ, we
obtain the simple update rule
w←
∑
i
λiP
η
fi
(w), (6)
where the proximal maps are computed in parallel at the user’s side. We note that the recent FedProx algorithm of
[13] amounts to a randomized version of (6). The difference between the proximal average A
η
f ,λ and the arithmetic
average A0
f ,λ can be uniformly bounded using the Lipschitz constant of each function fi [12]. Thus, for small step size
η, FedAvg (with any finite k) and FedProx all minimize some approximate form of the arithmetic average in (1).
How to set the weights λ in FedAvg has been a major challenge. Recall that in FL data is distributed in a highly
non-iid and unbalanced fashion, so it is not clear if some chosen arithmetic average in (1) would really satisfy one’s
actual intention. A second issue with the arithmetic average in (1) is its well-known non-robustness against malicious
manipulations, which has been exploited in recent adversarial attacks [9]. Instead, Agnostic FL (AFL [5]) aims to
optimize the worst-case loss:
min
w
max
λ∈Λ
A
0
f ,λ(w), (7)
where the set Λ might cover reality better than any specific λ and provide some guarantee for any specific user (hence
achieving some form of fairness). On the other hand, the worst-case loss in (7) is perhaps even more non-robust against
adversarial attacks. For instance, artificially adding a positive constant to some loss fi can make it dominate the entire
optimization process. q-FedAvg [6] provided an interpolation between FedAvg and AFL using the ℓp norm.
3 Federated Learning as Multi-objective Minimization
In this section, we formulateFL as multi-objectiveminimization (MoM), extend the multiple gradient descent algorithm
[14, 15, 16] to FL, draw connections to existing FL algorithms, and prove convergence properties of our extended
algorithm FedMGDA+. Basic concepts in MoM, including the notion of Pareto optimality and stationarity, are recalled
in Appendix A.
To formulate FL as an instance of MoM, we treat each user function fi as a separate objective and aim to optimize
them simultaneously. The notion of Pareto optimality and stationarity immediately enforces fairness among users, as
1For nonconvex functions, similar results hold once we carefully deal with the multi-valuedness of the proximal map, see [11].
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we are not allowed to improve some user by sacrificing others. To further motivate our development, let us recall the
objective in AFL [5]:
min
w
max
λ∈∆
λ⊤f(w) ≡ min
w
max
i=1,...,m
fi(w), (8)
where ∆ denotes the simplex2. By optimizing the worst loss than the average loss in FedAvg, AFL provides some
guarantee to all users hence achieving some form of fairness. However, note that AFL’s objective (8) is not robust
against adversarial attacks. In fact, if a malicious user artificially “inflates” its loss fi (e.g., even by adding/multiplying
a constant), it can completely dominate and mislead AFL to solely focus on optimizing its performance. The same
issue applies to q-FedAvg [6] (albeit with a less dramatic effect if q is small).
AFL’s objective (8) is very similar to the Chebyshev approach in MoM (see Appendix A for details), which inspires
us to propose the following iterative algorithm:
w˜t+1 = argmin
w
max
λ∈∆
λ⊤(f(w)− f(w˜t)), (9)
where we adaptively “center” the user functions using function values from the previous iteration. When the functions
f are smooth, we can apply the quadratic bound to obtain:
wt+1 = argmin
w
max
λ∈∆
〈Jf (wt)λ,w −wt〉+
1
2η‖w−wt‖
2, (10)
where Jf = [∇f1, . . . ,∇fm] ∈ R
d×m is the Jacobian and η > 0 is the step size. Crucially, note that f(wt) does not
appear in the above bound (10) since we subtracted it off in (9). Strong duality holds in (10) so we can swap min with
max and obtain the dual:
max
λ∈∆
min
w
λ⊤J⊤f (wt)(w −wt) +
1
2η‖w −wt‖
2. (11)
Thus, iteratively we compute
wt+1 = wt − ηdt, dt = Jf (wt)λ
∗
t , and λ
∗
t = argmin
λ∈∆
‖Jf (wt)λ‖
2. (12)
Note that dt is precisely the minimum-norm element in the convex hull of the columns (i.e., gradients) in the Jacobian
Jf , and finding λ
∗
t amounts to solving a simple quadratic program. The resulting iterative algorithm in (12) is known
as multiple gradient descent algorithm (MGDA), which has been (re)discovered in [14, 15, 16] and recently applied
to multitask learning in [17, 18]and to training GANs in [19]. Our concise derivation here reveals some new insights
about MGDA, in particular its connection to AFL.
To adapt MGDA to the federated learning setting, we propose the following extensions.
Balance between user average performance and fairness. We observe that the MGDA update in (12) resembles
FedAvg, with the crucial difference that MGDA automatically tunes the dual weighting variable λ in each step
while FedAvg pre-sets λ based on a priori information about the user functions (or simply uniform in lack of such
information). Importantly, the direction dt found in MGDA is a common descent direction for all participating
objectives:
f(wt+1) ≤ f(wt) + J
⊤
f
(wt)(wt+1 −wt) +
1
2η‖wt+1 −wt‖
2 ≤ f(wt), (13)
where the first inequality follows from familiar smoothness assumption on f while the second inequality follows
simply from plugging w = wt in (10) and noting that wt+1 by definition can only decrease (10) even more. It
is clear that equality is attained iff dt = Jf (wt)λ
∗
t = 0, i.e., wt is Pareto-stationary (see Definition 1). In other
words, MGDA never sacrifices any participating objective to trade for more sizable improvements over some other
objective, something FedAvg with a fixed weighting λ might attempt to do. On the other hand, FedAvg with a
2To be precise, AFL restricted λ to a subset Λ ⊆ ∆. We simply set Λ = ∆ to ease the discussion.
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fixed weighting λ may achieve higher average performance under the weighting λ. It is thus natural to introduce the
following trade-off between average performance and fairness:
wt+1 = wt − ηdt, dt = Jf (wt)λ
∗
t , and λ
∗
t = argmin
λ∈∆,‖λ−λ0‖∞≤ǫ
‖Jf (wt)λ‖
2. (14)
Clearly, setting ǫ = 0 recovers FedAvg with a priori weighting λ0 while setting ǫ = 1 recovers MGDA where the
weighting variable λ is tuned without any restriction to achieve maximal fairness. In practice, with an intermediate
ǫ ∈ (0, 1) we may strike a desirable balance between the two (sometimes) conflicting goals. Moreover, even with the
uninformative weighting λ0 = 1/m, using an intermediate ǫ allows us to upper bound the contribution of each user
function to the common direction dt hence achieve some form of robustness against malicious manipulations.
Robustness against malicious users through normalization. Existing works [e.g., 9, 20] have demonstrated that
the average gradient in FedAvg can be easily manipulated by even a single malicious user. While more robust ag-
gregation strategies are studied recently (see e.g., [21, 22, 23]), here we propose to simply normalize the gradients
from each user to unit length, based on the following considerations: (a) Normalizing the (sub)gradient is common
for specialists in nonsmooth and stochastic optimization [24] and sometimes eases step size tuning. (b) Solving the
weighting variable λ∗t in (12) with normalized gradients still guarantees fairness, i.e., the resulting direction dt is de-
scending for all participating objectives (by a completely similar reasoning as the remark after (13)). (c) Normalization
restores robustness against multiplicative “inflation” from any malicious user, which, combined with MGDA’s built-in
robustness against additive “inflation” (see eq. (9)), offers reasonable robustness guarantees against adversarial attacks
in practice.
Balance between communication and on-device computation. Communication between user devices and the cen-
tral server is heavily constrained in FL, due to a variety of reasons mentioned in §2. On the other hand, modern edge
devices are capable of performing reasonable amount of on-device computations. Thus, we allow each user device
to perform multiple local updates before communicating its update g = w0 − w, namely the difference between
the initial w0 and the final w, to the central server. The server then calls the (extended) MGDA to perform a global
update which will be broadcast to the next round of user devices. We note that similar strategy was already adopted in
many existing FL systems [e.g., 1, 6, 13].
Subsampling user devices to alleviate non-iid and enhance throughput. Due to the massive number of edge
devices in FL, it is not realistic to expect most devices to participate at each or even most rounds. Consequently,
the current practice in FL is to select a (different) subset of user devices to participate in each round [1]. Moreover,
randomly subsampling user devices can also help combat the non-iid distribution of user-specific data [e.g., 1, 25].
Here we point out an important advantage of our MGDA-based algorithm: its update is along a common descending
direction (see (13)), meaning that the objective of any participating user can only decrease. We believe this unique
property of MGDA provides strong incentive for users to participate in FL. To our best knowledge, existing FL
algorithms do not provide similar algorithmic incentives. Last but not the least, subsampling also solves a degeneracy
issue in MGDA: when the number of participating users exceeds the dimension d, the Jacobian Jf has full row-rank
hence (12) achieves Pareto-stationarity in a single iteration and stops making progress. Subsampling removes this
undesirable effect and allows different subsets of users to be continuously optimized.
With the above extensions, we summarize our extended algorithm FedMGDA+ in Algorithm 1, and we prove the
following convergence guarantees (precise statements and proofs in Appendix B):
Theorem 1. Let each user function fi be L-Lipschitz smooth andM -Lipschitz continuous, and choose step size ηt so
that
∑
t ηt = ∞ and
∑
t σtηt <∞, where σ
2
t is the variance of (the stochastic) common direction dt under random
sampling of the sets It. Then, with r = k = 1, we have
min
t=0,...,T
E‖Jf (wt)λt‖
2 → 0, where λt = argmin
λ∈∆
‖Jf (wt)λ‖. (15)
Here r is the number of local batches. The convergence rate depends on how quickly the variance term σt dimin-
ishes (if at all). When the functions fi are convex, we can derive a finer result:
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Algorithm 1: FedMGDA+
1 for t = 1, 2, . . . do
2 choose a subset It of ⌈pm⌉ clients/users
3 for i ∈ It do
4 gi ← CLIENTUPDATE(i,wt)
5 g¯i := gi/‖gi‖ // normalize
6 λ∗ ← argminλ∈∆,‖λ−λ0‖∞≤ǫ ‖
∑
i λig¯i‖
2
7 dt ←
∑
i λ
∗
i g¯i // common direction
8 choose (global) step size ηt
9 wt+1 ← wt − ηtdt
1 Function CLIENTUPDATE(i,w):
2 w0 ← w
3 repeat k epochs
// split local data into r
batches
4 Di → Di,1 ∪ · · · ∪ Di,r
5 for j ∈ {1, . . . , r} do
6 w← w − η∇fi(w;Di,j)
7 return g := w0 −w to server
Theorem 2. Suppose each user function fi is convex andM -Lipschitz continuous. Suppose at each round FedMGDA+
includes a strongly convex user function whose weight is bounded away from 0. Then, with the choice ηt =
2
c(t+2)
and r = k = 1, we have
E‖wt −w
∗
t ‖
2 ≤
4M2
c2(t+ 3)
, and wt −w
∗
t → 0 almost surely, (16)
where w∗t is the projection of wt to the Pareto stationary set of (17) and c is some constant.
A slightly stronger result where we also allow some user functions to be nonconvex can be found in Appendix B.
The same results hold if the gradient normalization is bounded away from 0 (otherwise we are already close to Pareto
stationarity). For r, k > 1, using a similar argument as in §2, we expect FedMGDA+ to optimize some proxy problem
(such as the proximal average).
We remark that convergence rate for MGDA, even when restricted to the deterministic case, was only derived
recently in [26]. The stochastic case (such as what we consider here) is much more challenging and our theorems
provide one of the first convergence guarantees for FedMGDA+. We want to point out that FedMGDA+ is not just an
alternative algorithm for FL practitioners; it can be used as a post-processing step to enhance existing FL systems
or combined with existing FL algorithms (such as FedProx or q-FedAvg). This is particularly appealing with
nonconvex user functions as MGDA is capable of converging to all Pareto stationary points while approaches such as
FedAvg do not necessarily enjoy this property even when we enumerate the weighting λ0 [27].
4 Related Works
McMahan et al. [1] proposed the first FL algorithm which is called “FederatedAveraging” (a.k.a., FedAvg). The
proposed algorithm is a synchronous update scheme that proceeds in several rounds. At each round, the central server
sends the current global model to a subset of users, each of which then uses its respective local data to update the
received model. Upon receiving the updated local models from users, the server performs aggregation, such as simple
averaging, to update the global model. For more discussion on different averaging schemes, see [25]. FedAvg was
extended in [13] to better deal with non-i.i.d. distribution of data. The new algorithm adds a “proximal regularizer”
to the local loss functions, and minimizes the Moreau envelope function for each user: minw fi(w) +
µ
2 ‖w −wt‖
2.
The resulting algorithm is called FedProx, and it reduces to FedAvg by setting µ = 0, choosing the local solver to
be SGD, and using a fixed number of local epochs across devices.
Analysing FedAvg has proved to be a challenging task due to its flexible updating scheme, partial user participa-
tion, and non-iid distribution of user-specific data [13]. The first theoretical analysis of FedAvg for strongly convex
and smooth problems with non-iid data appeared in [25]. In this work, the effect of different sampling and averaging
schemes on the convergence rate of FedAvg was investigated, leading to the conclusion that such effect becomes
particularly important when the dataset is unbalanced and non-iid distributed. In [28], FedAvg was analyzed for non-
convex problems. Huo et al. [28] formulated FedAvg as a stochastic gradient-based algorithm with biased gradients,
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and proved the convergence of FedAvgwith decaying step sizes to stationary points. Further, Huo et al. [28] proposed
FedMom, which is a server-side accelerated algorithm based on Nesterov’s momentum idea [29], and proved again its
convergence to stationary points.
Recently, the interesting work [30] demonstrated theoretically that fixed points reached by FedAvg and FedProx
(if at all) need not be stationary points of the original optimization problem, even in convex settings and with deter-
ministic updates. To address this issue, [30] proposed FedSplit which restores the correct fixed points and enjoys
convergence guarantees to them under convexity assumptions. It still remains open, though, if FedSplit can still
converge to the correct fixed points under asynchronous and stochastic user updates, both of which are widely adopted
in practice (and studied in our main paper).
Ensuring fairness among users has become a serious goal in FL since it largely determines users’ willingness to
participate in the training process. Mohri et al. [5] argued that existing FL algorithms can lead to federated models
that are biased toward different users. To solve this issue, [5] proposed agnostic federated learning (AFL) to improve
fairness among users. AFL considers the target distribution as a weighted combination of the user distributions, i.e.
Dλ =
∑m
i=1 λiDi for some λ ∈ ∆, and optimizes the centralized model for the worse-case realization of λ, leading
to a saddle-point optimization problem which was solved by a fast stochastic optimization algorithm. On the other
hand, q-fair federated learning (q-FFL) was proposed in [6] based on some fair resource allocation ideas from the
wireless network literature. q-FFL’s goal is to achieve more uniform test accuracy across users. [6] further proposed
q-FedAvg as a communication efficient algorithm to solve q-FFL.
In many FL applications, it is desirable to learn a personalized model for each user, geared more towards the
respective user-specific data but also exploiting complementary data from other users [31]. Personalization also im-
proves the performance of each individual user-specific model and encourages fairness among users. Mansour et al.
[31] proposed a learning-theoretic approach to studymodel personalization in FL and analyzed user clustering, data in-
terpolation, and model interpolation as possible approaches for personalization, with computation and communication
efficient algorithms developed for each of these approaches.
FedAvg [1] relies on a coordinate-wise averaging of local models to update the global model. According to [32],
in neural network (NN) based models, such coordinate-wise averaging might lead to sub-optimal results due to the
permutation invariance of NN parameters. To address this issue, probabilistic federated neural matching (PFNM) was
proposed in [33]. PFNM matches the neurons of received NN models from the users before averaging them. In case
of poor matching (i.e., mismatching), PFNM applies Bayesian non-parametric methods to create new parameters in
the global model. However, PFNM is only applicable to fully connected feed-forward networks. The recent work
[32] proposed federated matched averaging (FedMA) as a layer-wise extension of PFNM to accommodate CNNs and
LSTMs. Similar to PFNM, FedMA employs a Bayesian non-parametric mechanism to adjust the size of the central
model to the heterogeneity of data distribution. On the other hand, the Bayesian non-parametric mechanism in PFNM
and FedMA is particularly vulnerable to model poisoning attack [7, 9], since an adversary can easily trick the system
to expand the global model in order to accommodate any poisoned local model.
FL systems are highly vulnerable to adversarial attacks as the central server by design cannot check how users’
updates are generated [7]. Model poisoning attack was shown in [7, 9] to be significantly more effective than data
poisoning attack on FL systems, and it can easily evade common FL defence mechanisms such as coordinate-wise
median, Krum [21], and geometric median. An adversary performs model poisoning attack on the central model by
optimizing its local model for both the main task and a targeted task while explicit boosting the part of the model
responsible for the latter. The explicit boosting helps to cancel out the effect of averaging with other users and makes
sure the global model still achives good performance on the main and targeted tasks. The first successful defence
against model poisoning attack appeared in [8], where it was shown on the MNIST dataset that a combination of
norm-clipping and differential privacy (DP) prevents simple model poisoning attacks. We note that the proposed
algorithm was originally designed for learning differentially private language models in [34].
Manual inspection of raw data is an essential part of developing machine learning models for real-world appli-
cations, since it helps with identifying problems in the data such as labeling or preprocessing errors, and developing
new modeling hypotheses [35]. In FL, data is distributed across large amounts of user devices, and is often private in
nature; therefore, manual inspection of individual user data is not possible. To deal with this issue, Augenstein et al.
[35] proposed to train a generative model with differential privacy guarantees from private user data in the FLway, and
explored the idea to inspect the synthetic data generated from such a model as a viable surrogate for real private data.
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Figure 1: Interpolation between FedAvg and FedMGDA on CIFAR-10. x-axis is the number of communication
rounds. From left to right: (a) and (b) Average user accuracy in non-iid/iid setting resp. (c) and (d) Uniformly
averaged training loss in non-iid/iid setting resp. Results are averaged over 5 runs with different random seeds.
They developed deferentially private federated GANs and RNNs for image and text applications, respectively, and
showed that these generative models can help with debugging machine learning models during inference and training
time.
5 Experiments
We evaluate our algorithm FedMGDA+ on several public datasets: CIFAR-10 [36], F-MNIST [37], and Adult [38], and
compare to existing FL systems including FedAvg [1], FedProx [13], q-FedAvg [6], and AFL [5]. In addition,
from the discussions in §3, one can envision several potential extensions of existing algorithms to improve their perfor-
mance. So, we also compare to the following extensions: FedAvg-n which is FedAvg with gradient normalization,
and MGDA-Prox which is FedMGDA+ with a proximal regularizer added to each user’s loss function.3 We make a
distinction between FedMGDA+ and FedMGDA which is a vanilla extension of the MGDA idea to FL. The details of
our experimental setups are given in Appendix C.1 and Appendix C.2. All experiments are run using a wide range of
hyperparameters, see Appendix C.3. Due to space limits we only report some representative results, and defer the rest
to Appendix C.
Recovering FedAvg. As mentioned in §3, we can control the balance between the user average performance and
fairness by tuning the ǫ-constraint in eq. (14). Setting ǫ = 0 recovers FedAvgwhile setting ǫ = 1 recovers FedMGDA.
To verify this empirically, we run (14) with different ǫ, and report results on CIFAR-10 in Figure 1 for both iid and
non-iid distributions of data (for results on F-MNIST, see Appendix C.4). These results confirm that changing ǫ from
0 to 1 yields an interpolation between FedAvg and FedMGDA, as expected. Since FedAvg essentially optimizes
the (uniformly) averaged training loss, it naturally performs the best under this metric. Nevertheless, it is interesting
to note that some intermediate ǫ values actually lead to better user accuracy than FedAvg in the non-iid setting (as
shown in Figure 1 (a)).
Robustness. We discussed earlier in §3 that the gradient normalization and MGDA’s built-in robustness allow
FedMGDA+ to combat against certain adversarial attacks in practical FL deployment. We now empirically evalu-
ate the robustness of FedMGDA+ against these attacks. We run various FL algorithms in the presence of a single
malicious user who aims to manipulate the system by inflating its loss. We consider an adversarial setting where the
attacker participates in each communication round and inflates its loss function by (i) adding a bias to it, or (ii) multi-
plying it by a scaling factor, termed the bias and scaling attack, resp. In the first experiment, we simulate a bias attack
on Adult dataset by adding a constant bias to the underrepresented user, i.e. the PhD domain, since it’s more natural
for such a user to cheat the system. In this setup, the worst performance we can get is bounded by training the model
3One can also apply the gradient normalization idea to q-FedAvg; however, we observed from our experiments that the resulting algorithm is
unstable particularly for big q values.
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Figure 2: (Left) Test accuracy of SOTA algorithms on Adult dataset with adversarial biases added to the loss of PhD domain; and
compared to the baseline of training only on PhD domain. The scales of biases for AFL and q-FedAvg are different because AFL
uses averaged loss while q-FedAvg uses (non-averaged) total loss. (Right) Test accuracy of different algorithms on CIFAR-10
in the presence of a malicious user who scales its loss function with a constant factor. All algorithms are run for 500 rounds on
Adult and 1500 rounds on CIFAR-10. The reported results are averaged across 5 runs with different random seeds. For detailed
hyperparameter setting, see Appendix C.5.
using PhD data only. Results under the bias attack are presented in Figure 2 (Left); also see Appendix C.5 for more
results. We observe that AFL and q-FedAvg perform slightly better than FedMGDA+ without the attack; however,
their performances deteriorate to a level close to the worst case scenario under the attack. In contrast, FedMGDA+ is
not affected by the attack with any bias, which empirically supports our claim in §3. Figure 2 (Right) shows the results
of different algorithms on CIFAR-10 with and without an adversarial scaling. As mentioned earlier, q-FedAvg with
gradient normalization is highly unstable particularly under the scaling attack, so we did not include its result here.
From Figure 2 (Right) it is immediate to see that (i) the scaling attack affects all algorithms that do not employ gradient
normalization; (ii) q-FedAvg is the most affected under this attack; (iii) surprisingly, FedMGDA+ and, to a lesser
extent, MGDA-Prox actually converge to slightly better Pareto solutions. The above results empirically verify the
robustness of FedMGDA+ under perhaps the most common bias and scaling attacks.
Fairness. Lastly, we compare FedMGDA+with existing FL algorithms using different notions of fairness on CIFAR-
10. For the first experiment, we adopt the same fairness metric as [6], and measure fairness by calculating the variance
of users’ test error. We run each algorithm with different hyperparameters, and among the results, we pick the best
ones in terms of average accuracy to be shown in Figure 3; full table of results can be found in Appendix C.6. From this
figure, we observe that (i) FedMGDA+ achieves the best average accuracy while its standard deviation is comparable
with that of q-FedAvg; (ii) FedMGDA+ significantly outperforms FedMGDA, which clearly justifies our proposed
modifications in Algorithm 1 to the vanilla MGDA; and (iii) FedMGDA+ outperforms FedAvg-n, which uses the
same normalization step as FedMGDA+, in terms of average accuracy and standard deviation. These observations
confirm the effectiveness of FedMGDA+ in inducing fairness.
In the next experiment, we show that FedMGDA+ not only yields a fair final solution but also maintains fairness
during the entire training process in the sense that, in each round, it refrains from sacrificing the performance of
any participating user for the sake of improving the overall performance. To the best of our knowledge, “fairness
during training” has not been investigated before, in spite of having great practical implications—it encourages user
participation. To examine this fairness, we run several experiments on CIFAR-10 and measure the percentage of
improved participants in each communication round. Specifically, we measure the training loss before and after
each round for all participating users, and report the percentage of those improved or stay unchanged.4 Figure 4
4Formally, the percentage of improved users at time t is defined as
∑
i∈It
I{fi(wt+1) ≤ fi(wt)}/|It|, where It is the set of selected users
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Figure 3: Distribution of the user test accuracy on CIFAR-10: (Left) the algorithms are run for 2000 communication rounds and
b = 10. The hyperparameters are: µ = 0.01 for FedProx; η = 1.5 and decay = 1/10 for FedMGDA+ and FedAvg; η = 1.0 and
decay = 1/10 for MGDA-Prox; q = 0.5 and L = 1.0 for q-FedAvg. (Right) the algorithms are run for 3000 communication
rounds and b = 400. The hyperparameters are: µ = 0.1 for FedProx; η = 1.0 and decay = 1/40 for FedMGDA+, MGDA-Prox,
and FedAvg; q = 0.1 and L = 0.1 for q-FedAvg. The reported statistics are averaged across 4 runs with different random seeds.
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Figure 4: The percentage of improved users in terms of training loss vs communication rounds on the CIFAR-10 dataset. Two
representative cases are shown: (Left) the local batch size b = 10, and (Right) the local batch size b = 400. The results are
averaged across 4 runs with different random seeds.
shows the percentage of improved participating users in each communication round in terms of training loss for two
representative cases; see Appendix C.7 for full results using different hyperparameters.
We can see that FedMGDA+ consistently outperforms other algorithms in terms of percentage of improved users,
which means that by using FedMGDA+, fewer users’ performances get worse after each participation. Furthermore,
we notice from Figure 4 (Left) that, with local batch size b = 10, the percentage of improved users is less than 100%,
which can be explained as follows: for small batch sizes (i.e., b < |D| whereD represents a local dataset), the received
updates from users are not the true gradients of users’ losses given the global model (i.e., gi 6= ∇fi(w)); they are
noisy estimates of the true gradients. Consequently, the common descent direction calculated by MGDA is noisy and
may not always work for all participating users. To remove the effect of this noise, we set b = |D| which allows us
to recover the true gradients from the users. The results are presented in Figure 4 (Right), which confirms that, when
step size decays (less overshooting), the percentage of improved users for FedMGDA+ reaches towards 100% during
training, as is expected.
at time t, and I{A} is the indicator function of an event A.
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6 Conclusion
We have proposed a novel algorithm FedMGDA+ for federated learning. FedMGDA+ is based on multi-objective
optimization and aims to converge to Pareto stationary solutions. FedMGDA+ is simple to implement, has fewer hy-
perparameters to tune, and complements existing FL systems nicely. Most importantly, FedMGDA+ is robust against
additive and multiplicative adversarial manipulations and ensures fairness among all participating users. We estab-
lished preliminary convergence guarantees for FedMGDA+, pointed out its connections to recent FL algorithms, and
conducted extensive experiments to verify its effectiveness. In the future we plan to formally quantify the tradeoff
induced by multiple local updates and to establish some privacy guarantee for FedMGDA+.
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A Multi-objective Minimization (MoM)
Multi-objective minimization (MoM) refers to the setting where multiple scalar objective functions, possibly incompat-
ible with each other, need to be minimized simultaneously. It is also called vector optimization because the objective
functions can be combined into a single vector-valued function. In mathematical symbols, MoM can be written as
min
w∈Rd
f(w) := (f1(w), f2(w), . . . , fm(w)) , (17)
where the minimum is defined wrt the partial ordering:
f(w) ≤ f(z) ⇐⇒ ∀i = 1, . . . ,m, fi(w) ≤ fi(z). (18)
Unlike single objective optimization, with multiple objectives it is possible that
f(w) 6≤ f(z) and f(z) 6≤ f(w), (19)
in which case we say they are not comparable.
We call w∗ a Pareto optimal solution of (17) if its objective values f(w∗) is a minimum element (wrt the partial
ordering in (18)), or equivalently for any w, f(w) ≤ f(w∗) implies f(w) = f(w∗). In other words, it is not possible
to improve any component objective in f(w∗) without compromising some other objective. Similarly, we call w∗ a
weakly Pareto optimal solution if there does not exist anyw such that f(w) < f(w∗), i.e., it is not possible to improve
all component objectives in f(w∗). Clearly, any Pareto optimal solution is also weakly Pareto optimal but the converse
may not hold.
We point out that the optimal solutions in MoM are usually a set (in general of infinite cardinality) [14], and without
additional subjective preference information, all Pareto optimal solutions are considered equally good (as they are not
comparable against each other). This is fundamentally different from the single objective case.
From now on, for simplicity we assume all objective functions are continuously differentiable but not necessarily
convex (to accommodate deep models). Finding a (weakly) Pareto optimal solution in this setting is quite challenging
(already in the single objective case). Instead, we will contend with Pareto stationary solutions, namely those that
satisfy an intuitive first order necessary condition:
Definition 1 (Pareto-stationary [14]). We call w∗ Pareto-stationary iff there exists some convex combination of the
gradients {∇fi(w
∗)} that equals zero.
Lemma 1 ([14]). Any Pareto optimal solution is Pareto stationary. Conversely, if all functions are convex, then any
Pareto stationary solution is weakly Pareto optimal.
Needless to say, the above results reduce to the familiar ones for the single objective case (m = 1).
There exist many algorithms for finding Pareto stationary solutions. We briefly review three popular ones that are
relevant for us, and refer the reader to the excellent monograph [27] for more details.
Weighted approach. Let λ ∈ ∆ (the simplex) and consider the following single weighted objective:
min
w
m∑
i=1
λifi(w). (20)
It is easily seen that any (global) minimizer of (20) is weakly Pareto optimal, which can be strengthened to Pareto
optimal if all weights λi are positive. From Definition 1 it is clear that any stationary solution of the weighted scalar
problem (20) is a Pareto stationary solution of the original MoM (17). Note that the scalarization weights λ, once
chosen, are fixed throughout. Different λ leads to different Pareto stationary solutions.
ǫ-constraint. Let ǫ ∈ Rm, ι ∈ {1, . . . ,m} and consider the following constrained scalar problem:
min
w
fι(w) (21)
s.t. fi(w) ≤ ǫi, ∀i 6= ι. (22)
Assuming the constraints are satisfiable, then any (global) minimizer of (21) is weakly Pareto optimal. The ǫ-constraint
approach is closely related to the weighted approach above, through the usual Lagrangian duality.
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Chebyshev approach. Let s ∈ Rm and consider the minimax problem:
min
w
max
λ∈∆
λ⊤(f(w) − s). (23)
Again, any (global) minimizer is weakly Pareto optimal. Here s is a fixed vector that ideally lower bounds f .
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B Proofs
Theorem 3. Suppose each user function fi is L-smooth (i.e., ∇
2fi  L) and M -Lipschitz continuous. Then, with
step size ηt ∈ (0,
1
2L ] we have
min
t=0,...,T
E[‖Jf (wt)λt‖] ≤
2[f(w0)−Ef(wT+1) +
∑T
t=0 ηt(Mσt + Lηtσ
2
t )]∑T
t=0 ηt
, (24)
where σ2t := E‖Jf (wt)λt − Jˆf (wt)λˆt‖
2 is the variance of the stochastic common direction. Moreover, if some
user function fi is bounded from below, and it is possible to choose ηt so that
∑
t ηt = ∞,
∑
t ηtσt < ∞, then the
left-hand side in (24) converges to 0.
Proof. Let ξt := Jf (wt)λt − Jˆf (wt)λˆt, where
λt = argmin
λ∈∆
‖Jf (wt)λ‖, λˆt = argmin
λ∈∆
‖Jˆf (wt)λ‖. (25)
Then, applying the quadratic bound and the update rule:
f(wt+1) ≤ f(wt)− ηtJ
⊤
f (wt)Jˆf (wt)λˆt +
Lη2t
2
‖Jˆf (wt)λˆt‖
2 (26)
= f(wt)− ηtJ
⊤
f
(wt)Jf (wt)λt + Lη
2
t‖Jf (wt)λt‖
2 + ηtJ
⊤
f
(wt)ξt + Lη
2
t‖ξt‖
2 (27)
≤ f(wt)− ηt(1− Lηt)‖Jf (wt)λt‖
2 + ηtM‖ξt‖+ Lη
2
t‖ξt‖
2, (28)
where we used the optimality of λt so that
∀λ ∈ ∆,
〈
λ, J⊤f (wt)Jf (wt)λt
〉
≥
〈
λt, J
⊤
f (wt)Jf (wt)λt
〉
. (29)
Letting ηt ≤
1
2L , taking expectations and rearranging we obtain
min
t=0,...,T
E[‖Jf (wt)λt‖] ≤
2[f(w0)−Ef(wT+1) +
∑T
t=0 ηt(Mσt + Lηtσ
2
t )]∑T
t=0 ηt
, (30)
where σ2t := E‖ξt‖
2.
Theorem 4. Suppose each user function fi is σ-convex (i.e. ∇
2fi  σ) andM -Lipschitz continuous. Suppose at each
round t FedMGDA includes some function fvt such that
fvt(wt)− fvt(w
∗
t ) ≥
ℓt
2 ‖wt −w
∗
t ‖
2, (31)
where w∗t is the projection of wt to the Pareto stationary setW
∗ of (17). Assume E[λvtℓt + σt|wt] ≥ c > 0, then
E[‖wt+1 −w
∗
t+1‖
2] ≤ πt(1− cη0)E[‖w0 −w
∗
0‖
2] +
t∑
s=0
πt
πs
η
2
sM
2, (32)
where πt =
∏t
s=1 ηs and π0 = 1. In particular,
• if
∑
t ηt = ∞,
∑
t η
2
t <∞, then E[‖wt −w
∗
t ‖
2] → 0 and wt converges to the Pareto stationarity set W
∗ almost
surely;
• with the choice ηt =
2
c(t+2) we have
E[‖wt −w
∗
t ‖
2] ≤
4M2
c2(t+ 3)
. (33)
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Proof. For each user i, let us define the function
fˆi(w, I) = Iifi(w), (34)
where the random variable I ∈ {0, 1}m indicates which user participates at a particular round. Clearly, we have
Efˆi(w, I) = fi(w)EIi. Therefore, our multi-objective minimization problem is equivalent as:
min
w
{
Efˆ1(w, I), . . . ,Efˆm(w, I)
}
, (35)
since positive scaling does not change Pareto stationarity. (If one prefers, we can also normalize the stochastic func-
tions fˆi(w, I) so that the unbiasedness propertyEfˆi(w, I) = fi(w) holds.)
We now proceed as in [39] and provide a slightly sharper analysis. Let us denote w∗t the projection of wt to the
Pareto-stationary setW ∗ of (35), i.e.,
w∗t = argmin
w∈W∗
‖wt −w‖. (36)
Then,
‖wt+1 −w
∗
t+1‖
2 ≤ ‖wt+1 −w
∗
t ‖
2 (37)
= ‖wt − ηtdt −w
∗
t ‖
2 (38)
= ‖wt −w
∗
t ‖
2 − 2ηt 〈wt −w
∗
t ,dt〉+ η
2
t‖dt‖
2. (39)
To bound the middle term, we have from our assumption:
∃vt, fˆvt(wt, It)− fˆvt(w
∗
t , It) ≥
ℓt
2 ‖wt −w
∗
t ‖
2, (40)
∀i, fˆi(wt, It)− fˆi(w
∗
t , It) ≥ 0, (41)
where the second inequality follows from the definition ofw∗t . Therefore,
〈wt −w
∗
t ,dt〉 =
〈
wt −w
∗
t ,
∑
i:Ii=1
λi∇fi(wt)
〉
(42)
≥
∑
i:Ii=1
λi (fi(wt)− fi(w
∗
t )) +
σt
2 ‖wt −w
∗
t ‖
2 (43)
=
∑
i
λi
(
fˆi(wt, It)− fˆi(w
∗
t , It)
)
+ σt2 ‖wt −w
∗
t ‖
2 (44)
≥
λvt ℓt+σt
2 ‖wt −w
∗
t ‖
2. (45)
Continuing from (39) and taking conditional expectation:
E[‖wt+1 −w
∗
t+1‖
2|wt] ≤ (1− cηt)‖wt −w
∗
t ‖
2 + η2tM
2, (46)
where ct := E[λvtℓt + σt|wt] ≥ c > 0. Taking expectation we obtain the familiar recursion:
E[‖wt+1 −w
∗
t+1‖
2] ≤ (1− cηt)E[‖wt −w
∗
t ‖
2] + η2tM
2, (47)
from which we derive
E[‖wt+1 −w
∗
t+1‖
2] ≤ πt(1− cη0)E[‖w0 −w
∗
0‖
2] +
t∑
s=0
πt
πs
η
2
sM
2, (48)
where πt =
∏t
s=1(1− cηs) and π0 = 1. Since πt → 0 ⇐⇒
∑
t ηt =∞, we know
E[‖wt+1 −w
∗
t+1‖
2]→ 0 (49)
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if
∑
t ηt =∞ and
∑
t η
2
t <∞.
Setting ηt =
2
c(t+2) we obtain πt =
2
(t+2)(t+1) and by induction
t∑
s=0
πt
πs
η
2
s =
4
c2(t+ 2)(t+ 1)
t∑
s=0
s+ 1
s+ 2
≤
4
c2(t+ 4)
, (50)
whence
E[‖wt+1 −w
∗
t+1‖
2] ≤
4M2
c2(t+ 4)
. (51)
Using a standard supermartingale argument we can also prove that
wt −w
∗
t → 0 almost surely. (52)
The proof is well-known in stochastic optimization hence omitted (or see [39, Theorem 5] for details).
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C Full experimental results
In this section we provide more experimental details and results that are deferred from the main paper.
C.1 Experimental setup: CIFAR-10, and Fashion MNIST datasets
In order to create a non-i.i.d. dataset, we follow a similar procedure as in [1]: first we sort all data points according to
their classes. Then, they are split into 500 shards, and each user is randomly assigned 5 shards of data. By considering
100 users, this procedure guarantees that no user receives data from more than 5 classes and the data distribution
of each user is different from each other. The local datasets are balanced–all users have the same amount of training
samples. The local data is split into train, validation, and test sets with percentage of 80%, 10%, and 10%, respectively.
In this way, each user has 400 data points for training, 50 for test, and 50 for validation. We use a simple 2-layer CNN
model on CIFAR-10 dataset. To update the local models at each user using its local data, we apply stochastic gradient
descent (SGD) with local batch size b = 10, local epoch k = 1, and local learning rate η = 0.01, or b = 400, k = 1,
and η = 0.1. To model the fact that not all users may participate in each communication round, we define parameter
p to control the fraction of participating users: p = 0.1 is the default setting which means that only 10% of users
participate in each communication round.
C.2 Experimental setup: Adult dataset
Following the setting in AFL [5], we split the dataset into two non-overlapping domains based on the education
attribute—phd domain and non-phd domain. The resulting FL setting consists of two users each of which has
data from one of the two domains. Further, data is pre-processed as in [6] to have 99 binary features. We use a
logistic regression model for all FL algorithms mentioned in the main paper. Local data is split into train, validation,
and test sets with percentage of 80%, 10%, and 10%, respectively. In each round, both users participate and the
server aggregates their losses and gradients (or weights). Different algorithms have their unique hyper-parameters
mentioned throughout the places they appear. Joint hyper-parameters that are shared by all algorithms include: total
communication rounds = 500, local batch size b = 10, local epoch k = 1, local learning rate η = 0.01, and local
optimizer being SGD without momentum, unless otherwise stated. One important note is that the phd domain has
only 413 samples while the non-phd domain has 32, 148 samples, so the split is very unbalanced while training only
on the phd domain yields inferior performance on all domains due to the insufficient sample size.
C.3 Hyper-parameters
We evaluated the performance of different algorithms with a wide range of hyper-parameters. Table 1 summarizes
these hyper-parameters for each algorithm.
Name Parameters
AFL γλ ∈ {0.01, 0.1, 0.2, 0.5}, γw ∈ {0.01, 0.1}
q-FedAvg q ∈ {0.001, 0.01, 0.1, 0.5, 1, 2, 5, 10}, L ∈ {0.1, 1, 10}
FedMGDA+ η ∈ {0.5, 1, 1.5, 2}, and Decay ∈ {0, 1
40
, 1
30
, 1
20
, 1
10
, 1
3
, 1
2
}
FedAvg-n η ∈ {0.5, 1, 1.5, 2}, and Decay ∈ {0, 1
40
, 1
30
, 1
20
, 1
10
, 1
3
, 1
2
}
FedProx µ ∈ {0.001, 0.01, 0.1, 0.5, 1, 10}
MGDA-Prox µ = 0.1, η ∈ {0.5, 1, 1.5, 2}, and Decay ∈ {0, 1
40
, 1
30
, 1
20
, 1
10
, 1
3
, 1
2
}
Table 1: Hyperparameters that are used in our experiments. “Decay” represents the total amount of step size decay for
η over the course of training.
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C.4 Recovering FedAvg full results: results on Fashion-MNIST and CIFAR-10
Complementary to the results shown in Figure 1, Figure 5 and Figure 6 summarize similar results on the F-MNIST
dataset, while Figure 7 depicts the training losses on CIFAR-10 dataset in log-scale.
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Figure 5: Interpolation between FedAvg and FedMGDA (F-MNIST, iid setting). (Left) Average user accuracy.
(Right) Uniformly averaged training loss. Results are averaged over 5 runs with different random seeds.
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Figure 6: Interpolation between FedAvg and FedMGDA (F-MNIST, non-iid setting). (Left) Average user accuracy.
(Right) Uniformly averaged training loss. Results are averaged over 5 runs with different random seeds.
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Figure 7: Interpolation between FedAvg and FedMGDA (CIFAR-10). Both figures plot the uniformly averaged
training loss in log-scale. (Left) non-iid setting. (Right) iid setting. Results are averaged over 5 runs with different
random seeds.
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C.5 Robustness full results: bias attack on Adult dataset
Table 2 shows the full results of the experiment presented in Figure 2 (Left).
Name Bias Uniform PhD Non-PhD
AFL 0 83.26± 0.01 77.90± 0.00 83.32± 0.01
AFL 0.01 83.28± 0.03 76.58± 0.27 83.36± 0.03
AFL 0.1 82.30± 0.04 74.59± 0.00 82.39± 0.04
AFL 1 81.86± 0.05 74.25± 0.57 81.94± 0.05
q-FedAvg, q = 5 0 83.26± 0.18 76.80± 0.61 83.33± 0.19
q-FedAvg, q = 5 1000 83.34± 0.04 76.57± 0.44 83.41± 0.04
q-FedAvg, q = 5 5000 81.19± 0.03 74.14± 0.41 81.27± 0.03
q-FedAvg, q = 5 10000 81.07± 0.03 73.48± 0.78 81.16± 0.02
q-FedAvg, q = 2 0 83.30± 0.09 76.46± 0.56 83.38± 0.09
q-FedAvg, q = 2 1000 83.33± 0.04 76.24± 0.00 83.41± 0.04
q-FedAvg, q = 2 5000 83.11± 0.03 75.69± 0.00 83.20± 0.03
q-FedAvg, q = 2 10000 82.50± 0.07 75.69± 0.00 82.58± 0.07
q-FedAvg, q = 0.1 0 83.44± 0.06 76.46± 0.56 83.52± 0.07
q-FedAvg, q = 0.1 1000 83.34± 0.03 76.35± 0.41 83.42± 0.02
q-FedAvg, q = 0.1 5000 83.35± 0.03 76.57± 0.66 83.42± 0.03
q-FedAvg, q = 0.1 10000 83.36± 0.05 76.80± 0.49 83.43± 0.05
FedMGDA+ Arbitrary 83.24± 0.02 76.58± 0.27 83.32± 0.02
Baseline_PhD 81.05± 0.05 72.82± 0.95 81.14± 0.05
Table 2: Test accuracy of SOTA algorithms on Adult dataset with various scales of adversarial bias added to the domain
loss of PhD; and compared to the baseline of training only on the PhD domain. The scale of bias for AFL is different
from q-FedAvg since AFL uses averaged loss while q-FedAvg uses (non-averaged) total loss. The algorithms are
run for 500 rounds, and the reported results are averaged across 5 runs with different random seeds.
The hyper-parameter setting for Figure 2. Left: step sizes γλ = 0.5, γw = 0.01, and bias= 1 for AFL; q = 5, and
bias= 10000 for q-FedAvg; η = 1, decay=1/3, and arbitrary bias for FedMGDA+. Right: µ = 0.01 for FedProx;
q1 = 0.5 and q2 = 2.0 for q-FedAvg; η = 1 and decay=1/10 for FedMGDA+ and FedAvg-n. The simulations
are run with 20% user participation (p = 0.2) in each round which reduces the effectiveness of the adversary since it
needs to participate in a bigger pool of users in comparison to our default setting p = 0.1.
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C.6 Fairness full results: first experiment
Tables 3, 4, 5 and 6 report the full results of the experiment presented in Figure 3 for different batch sizes and fractions
of user participation.
Algorithm Average (%) Std. (%) Worst 5% (%) Best 5% (%)
Name η decay
FedMGDA 67.59 ± 0.65 21.03 ± 2.40 22.95 ± 7.27 90.50 ± 0.87
FedMGDA+ 1.0 0 69.06 ± 1.08 14.10 ± 1.61 44.38 ± 5.90 87.55 ± 0.84
FedMGDA+ 1.0 1/10 69.87 ± 0.87 14.33 ± 0.61 42.42 ± 3.61 87.05 ± 0.95
FedMGDA+ 1.5 1/10 71.15 ± 0.62 13.74 ± 0.49 44.48 ± 1.64 88.53 ± 0.85
FedMGDA+ 1.0 1/40 68.68 ± 1.25 17.23 ± 1.60 34.40 ± 6.23 88.07 ± 0.04
FedMGDA+ 1.5 1/40 71.05 ± 0.82 13.53 ± 0.77 46.50 ± 2.96 88.53 ± 0.85
Name η decay
MGDA-Prox 1.0 0 66.98 ± 1.52 15.46 ± 3.15 39.42 ± 10.35 87.60 ± 2.18
MGDA-Prox 1.0 1/10 70.39 ± 0.96 13.70 ± 1.08 46.43 ± 2.17 87.50 ± 0.87
MGDA-Prox 1.5 1/10 69.45 ± 0.77 14.98 ± 1.61 40.42 ± 5.88 87.05 ± 1.00
MGDA-Prox 1.0 1/40 69.01 ± 0.51 16.24 ± 0.74 36.92 ± 4.12 88.53 ± 0.85
MGDA-Prox 1.5 1/40 69.53 ± 0.70 15.90 ± 1.79 36.43 ± 7.42 87.53 ± 2.14
Name η decay
FedAvg 70.11 ± 1.27 13.63 ± 0.81 45.45 ± 2.21 88.00 ± 0.00
FedAvg-n 1.0 0 67.69 ± 1.15 16.97 ± 2.33 37.98 ± 6.61 89.55 ± 2.61
FedAvg-n 1.0 1/10 69.66 ± 1.22 15.11 ± 1.14 40.42 ± 1.71 88.55 ± 0.84
FedAvg-n 1.5 1/10 70.62 ± 0.82 14.19 ± 0.49 43.48 ± 2.17 89.03 ± 1.03
FedAvg-n 1.0 1/40 70.31 ± 0.29 14.97 ± 0.96 42.48 ± 2.56 88.55 ± 2.15
FedAvg-n 1.5 1/40 70.47 ± 0.70 13.88 ± 0.96 44.95 ± 4.07 88.03 ± 0.04
Name µ
FedProx 0.01 70.77 ± 0.70 13.12 ± 0.47 46.43 ± 2.95 88.50 ± 0.87
FedProx 0.1 70.69 ± 0.58 13.42 ± 0.43 45.42 ± 2.14 87.55 ± 1.64
FedProx 0.5 68.89 ± 0.83 14.10 ± 1.08 43.95 ± 4.52 88.00 ± 0.00
Name q L
q-FedAvg 0.1 0.1 70.40 ± 0.41 12.43 ± 0.24 46.48 ± 2.14 87.50 ± 0.87
q-FedAvg 0.5 0.1 70.58 ± 0.73 13.60 ± 0.47 46.50 ± 2.96 88.05 ± 1.38
q-FedAvg 1.0 0.1 70.27 ± 0.61 13.31 ± 0.46 45.95 ± 1.38 87.55 ± 0.90
q-FedAvg 0.1 1.0 70.95 ± 0.83 12.70 ± 0.74 46.45 ± 4.07 87.00 ± 1.00
q-FedAvg 0.5 1.0 70.98 ± 0.52 12.96 ± 0.63 45.95 ± 1.45 88.00 ± 0.00
q-FedAvg 1.0 1.0 69.98 ± 0.67 13.15 ± 1.12 45.95 ± 2.49 87.53 ± 0.82
Table 3: Test accuracy of users on CIFAR-10 with local batch size b = 10, fraction of users p = 0.1, local learning
rate η = 0.01, total communication rounds 2000. The reported statistics are averaged across 4 runs with different
random seeds.
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Algorithm Average (%) Std. (%) Worst 5% (%) Best 5% (%)
Name η decay
FedMGDA 66.50 ± 1.77 23.22 ± 1.20 19.48 ± 4.54 91.53 ± 2.14
FedMGDA+ 1.0 0 66.91 ± 1.15 16.28 ± 1.12 36.00 ± 6.16 88.00 ± 2.00
FedMGDA+ 1.0 1/10 70.64 ± 0.35 16.23 ± 0.84 35.95 ± 4.66 87.55 ± 0.90
FedMGDA+ 1.5 1/10 69.29 ± 0.88 13.52 ± 0.69 44.45 ± 1.64 86.55 ± 0.84
FedMGDA+ 1.0 1/40 68.47 ± 0.65 18.07 ± 2.84 32.95 ± 9.48 88.55 ± 2.15
FedMGDA+ 1.5 1/40 68.76 ± 0.54 17.21 ± 1.28 34.43 ± 6.26 87.53 ± 0.88
Name η decay
MGDA-Prox 70.06 ± 0.67 13.69 ± 0.46 42.43 ± 2.99 87.03 ± 0.98
MGDA-Prox 1.0 0 68.41 ± 0.88 16.30 ± 1.84 37.98 ± 3.15 89.50 ± 1.66
MGDA-Prox 1.0 1/10 68.19 ± 0.96 19.25 ± 2.57 28.90 ± 7.02 88.55 ± 0.84
MGDA-Prox 1.5 1/10 68.92 ± 0.78 14.64 ± 0.59 41.42 ± 2.98 87.55 ± 1.61
MGDA-Prox 1.0 1/40 68.87 ± 0.60 17.47 ± 1.96 31.48 ± 7.49 89.00 ± 2.24
MGDA-Prox 1.5 1/40 69.29 ± 0.66 16.67 ± 1.49 35.48 ± 10.31 88.03 ± 1.41
Name η decay
FedAvg 69.83 ± 0.69 13.17 ± 0.60 46.95 ± 1.70 86.57 ± 1.64
FedAvg-n 1.0 0 69.05 ± 0.94 14.14 ± 1.53 39.50 ± 6.22 87.50 ± 0.87
FedAvg-n 1.0 1/10 70.52 ± 1.18 15.22 ± 1.74 39.48 ± 7.90 88.03 ± 0.04
FedAvg-n 1.5 1/10 69.27 ± 0.97 14.42 ± 0.85 43.95 ± 3.76 89.00 ± 1.00
FedAvg-n 1.0 1/40 69.34 ± 1.75 15.64 ± 2.90 38.45 ± 8.50 86.53 ± 0.85
FedAvg-n 1.5 1/40 69.87 ± 0.59 14.13 ± 0.14 43.95 ± 1.42 86.57 ± 1.64
Name µ
FedProx 0.01 69.74 ± 0.84 13.26 ± 0.44 47.90 ± 1.45 87.50 ± 0.87
FedProx 0.1 70.06 ± 0.67 13.69 ± 0.46 42.43 ± 2.99 87.03 ± 0.98
FedProx 0.5 69.64 ± 0.74 13.55 ± 0.50 44.90 ± 1.67 88.00 ± 0.00
Name q L
q-FedAvg 0.1 0.1 70.21 ± 0.71 13.23 ± 0.42 46.98 ± 0.98 87.03 ± 0.98
q-FedAvg 0.5 0.1 70.34 ± 0.71 13.05 ± 0.27 47.43 ± 1.64 88.00 ± 0.00
q-FedAvg 1.0 0.1 70.19 ± 0.79 12.79 ± 0.23 48.42 ± 0.91 88.00 ± 0.00
q-FedAvg 0.1 1.0 70.18 ± 0.53 13.04 ± 0.38 47.45 ± 0.84 88.05 ± 1.38
q-FedAvg 0.5 1.0 70.30 ± 0.70 13.28 ± 1.03 45.45 ± 1.71 87.55 ± 0.84
q-FedAvg 1.0 1.0 69.39 ± 0.35 13.75 ± 0.34 43.98 ± 1.41 87.08 ± 0.98
Table 4: Test accuracy of users on CIFAR-10 with local batch size b = 10, fraction of users p = 0.2, local learning
rate η = 0.01, total communication rounds 2000. The reported statistics are averaged across 4 runs with different
random seeds.
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Algorithm Average (%) Std. (%) Worst 5% (%) Best 5% (%)
Name η decay
FedMGDA 68.58 ± 1.99 15.56 ± 1.63 38.40 ± 6.34 87.55 ± 1.61
FedMGDA+ 1.0 0 37.62 ± 30.63 19.77 ± 5.80 21.48 ± 21.58 93.03 ± 6.98
FedMGDA+ 1.0 1/10 68.82 ± 1.56 14.66 ± 1.03 41.92 ± 3.07 87.50 ± 0.87
FedMGDA+ 1.5 1/10 67.21 ± 0.89 13.76 ± 0.89 43.88 ± 2.49 85.50 ± 1.66
FedMGDA+ 1.0 1/40 70.78 ± 0.63 12.27 ± 0.35 47.00 ± 2.24 87.00 ± 1.00
FedMGDA+ 1.5 1/40 67.02 ± 1.04 13.44 ± 0.88 43.48 ± 1.65 85.50 ± 0.87
Name η decay
MGDA-Prox 1.0 0 52.98 ± 27.14 17.18 ± 3.90 31.85 ± 18.46 91.53 ± 4.96
MGDA-Prox 1.0 1/10 69.10 ± 1.58 14.14 ± 0.73 43.42 ± 0.83 87.50 ± 0.87
MGDA-Prox 1.5 1/10 66.66 ± 0.17 14.51 ± 0.37 38.00 ± 1.41 84.53 ± 0.85
MGDA-Prox 1.0 1/40 69.55 ± 0.52 13.40 ± 1.04 45.50 ± 3.84 86.55 ± 1.61
MGDA-Prox 1.5 1/40 67.77 ± 0.83 14.00 ± 0.99 41.93 ± 3.78 85.53 ± 0.82
Name η decay
FedAvg 66.28 ± 2.04 16.92 ± 3.78 34.48 ± 11.77 87.53 ± 0.82
FedAvg-n 1.0 0 66.11 ± 0.91 14.95 ± 0.67 36.95 ± 4.32 86.03 ± 1.38
FedAvg-n 1.0 1/10 67.76 ± 0.74 14.34 ± 0.96 40.50 ± 2.18 86.50 ± 0.87
FedAvg-n 1.5 1/10 64.04 ± 0.99 14.87 ± 1.97 35.95 ± 6.12 81.55 ± 1.61
FedAvg-n 1.0 1/40 69.50 ± 0.45 13.27 ± 0.77 44.45 ± 2.92 87.03 ± 1.69
FedAvg-n 1.5 1/40 66.54 ± 0.97 13.20 ± 0.92 42.95 ± 2.21 84.07 ± 1.41
Name µ
FedProx 0.01 67.43 ± 3.57 14.75 ± 1.36 40.93 ± 7.87 87.05 ± 1.00
FedProx 0.1 68.35 ± 1.65 16.49 ± 2.83 36.93 ± 9.97 87.05 ± 1.00
FedProx 0.5 68.89 ± 1.17 17.46 ± 3.63 29.90 ± 12.64 87.05 ± 1.00
Name q L
q-FedAvg 0.1 0.1 70.53 ± 0.73 13.34 ± 0.39 44.95 ± 4.15 89.00 ± 1.73
q-FedAvg 0.5 0.1 67.78 ± 1.81 17.56 ± 1.99 31.48 ± 10.12 90.57 ± 2.21
q-FedAvg 1.0 0.1 66.86 ± 3.02 18.56 ± 3.80 28.93 ± 11.67 87.07 ± 1.69
q-FedAvg 0.1 1.0 64.73 ± 7.39 16.01 ± 2.83 33.45 ± 10.46 84.05 ± 4.71
q-FedAvg 0.5 1.0 68.47 ± 1.74 15.33 ± 1.24 37.92 ± 4.51 87.05 ± 1.00
q-FedAvg 1.0 1.0 69.60 ± 0.98 14.19 ± 0.15 41.95 ± 5.14 88.55 ± 2.95
Table 5: Test accuracy of users on CIFAR-10 with local batch size b = 400, fraction of users p = 0.1, local learning
rate η = 0.1, total communication rounds 3000. The reported statistics are averaged across 4 runs with different
random seeds.
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Algorithm Average (%) Std. (%) Worst 5% (%) Best 5% (%)
Name η decay
FedMGDA 65.18 ± 5.41 16.52 ± 4.70 33.95 ± 17.40 84.55 ± 1.67
FedMGDA+ 1.0 0 6.50 ± 1.66 24.40 ± 3.10 0.00 ± 0.00 75.00 ± 43.30
FedMGDA+ 1.0 1/10 70.14 ± 0.72 13.53 ± 1.28 44.93 ± 2.23 87.53 ± 0.88
FedMGDA+ 1.5 1/10 69.57 ± 0.74 13.39 ± 1.09 46.42 ± 2.95 87.03 ± 1.03
FedMGDA+ 1.0 1/40 68.09 ± 0.43 14.59 ± 0.64 41.98 ± 2.47 87.00 ± 1.00
FedMGDA+ 1.5 1/40 69.29 ± 1.00 12.95 ± 0.44 46.48 ± 2.14 86.53 ± 0.85
Name η decay
MGDA-Prox 1.0 0 6.75 ± 1.09 24.99 ± 1.96 0.00 ± 0.00 76.25 ± 41.14
MGDA-Prox 1.0 1/10 70.73 ± 0.51 12.62 ± 0.73 48.00 ± 2.45 88.53 ± 0.85
MGDA-Prox 1.5 1/10 68.79 ± 0.41 13.99 ± 1.03 42.95 ± 3.03 87.00 ± 1.00
MGDA-Prox 1.0 1/40 68.38 ± 0.86 13.53 ± 0.69 43.98 ± 0.04 86.05 ± 1.42
MGDA-Prox 1.5 1/40 70.14 ± 1.30 11.94 ± 0.79 48.98 ± 2.25 87.53 ± 0.88
Name η decay
FedAvg 67.84 ± 3.24 13.83 ± 0.79 42.98 ± 4.62 86.00 ± 2.45
FedAvg-n 1.0 0 66.11 ± 0.72 14.04 ± 0.70 40.93 ± 2.27 84.53 ± 1.62
FedAvg-n 1.0 1/10 69.03 ± 1.02 14.17 ± 1.13 42.45 ± 5.14 87.03 ± 1.03
FedAvg-n 1.5 1/10 64.08 ± 1.24 13.74 ± 0.43 40.38 ± 2.09 82.05 ± 1.34
FedAvg-n 1.0 1/40 68.89 ± 0.81 13.43 ± 0.41 43.98 ± 1.38 85.57 ± 0.85
FedAvg-n 1.5 1/40 65.66 ± 0.98 14.18 ± 0.62 40.90 ± 2.21 84.00 ± 0.00
Name µ
FedProx 0.01 69.14 ± 1.25 14.25 ± 1.13 41.95 ± 4.47 87.00 ± 1.00
FedProx 0.1 70.15 ± 0.73 12.51 ± 1.44 47.90 ± 4.69 87.03 ± 1.75
FedProx 0.5 69.44 ± 0.82 13.83 ± 1.84 42.38 ± 5.33 86.53 ± 0.85
Name q L
q-FedAvg 0.1 0.1 69.42 ± 1.10 14.34 ± 1.36 44.98 ± 4.35 87.55 ± 0.90
q-FedAvg 0.5 0.1 69.73 ± 1.69 15.53 ± 4.18 36.45 ± 16.43 87.53 ± 0.88
q-FedAvg 1.0 0.1 65.97 ± 3.01 17.29 ± 5.55 31.50 ± 16.02 90.00 ± 2.45
q-FedAvg 0.1 1.0 68.20 ± 1.64 14.55 ± 3.59 40.45 ± 12.56 86.03 ± 1.38
q-FedAvg 0.5 1.0 68.50 ± 2.62 16.98 ± 4.20 30.43 ± 16.90 88.05 ± 1.38
q-FedAvg 1.0 1.0 65.89 ± 3.50 20.33 ± 4.07 24.92 ± 15.00 89.00 ± 1.73
Table 6: Test accuracy of users on CIFAR-10 with local batch size b = 400, fraction of users p = 0.2, local learning
rate η = 0.1, total communication rounds 3000. The reported statistics are averaged across 4 runs with different
random seeds.
C.7 Fairness full results: second experiment
Figures 8 and 9 show the full results of the experiment presented in Figure 4 for different batch sizes.
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Figure 8: The percentage of improved users in terms of training loss and the global test accuracy vs communication rounds on
CIFAR-10 dataset with p = 0.1 and b = 10. Results are averaged across 4 runs with different random seeds.
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Figure 9: The percentage of improved users in terms of training loss and the global test accuracy vs communication
rounds on the CIFAR-10 dataset with p = 0.1 and b = 400. The results are averaged across 4 runs with different
random seeds.
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