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Let F = GF(q) be the Unite field of order q. Let a,, a2, . . . . a, be in F\{O], 
with ~22, and b in F. Denote by N the number of solutions (x,, x2, . . . . x,) in F” 
of the equation a,xf + a& + t. + a& = b. We determine N if q is a square and 
d is a special divisor of q - 1, and we deduce examples of projective varieties 
over F attaining Weil-Deligne bound. In the case of q even, b=O, and a, = 
a?= . . . =a*= 1, we express N, for any divisor of q- 1, by means of the weight 
distribution of certain irreducible cyclic codes. As a corollary, congruence relations 
on N are set up. 0 1992 Academic Press, Inc. 
1. INTRODUCTION 
If F = GF(q) is the finite field of order q then diagonal equations over F 
are equations of the form a, x;‘I + u2xF + . . . + a,x$ = b with a,, a,, . . . . a, 
in F\ (0) and b in F. They have extensively been studied (see [4, 6, 7, 9, 
12, 163). In this paper we are interested in the case of constant exponent, 
i.e., dl = d2 = . . . = d, = d. This is the example chosen by Weil in [16] to 
illustrate his famous conjecture on projective varieties over F, which was 
proved later by Deligne. The non-trivial cases reduce to s > 2 and d divides 
q - 1. Section 2, using a classical method, gives an expression of the 
number N of solutions (xi, x2, . . . . 
a&+ 
x,) in F” of the equation a,~:+ 
... + u,x,d = b, by means of character sums. This result is used in 
Section 3 to determine N if q is a square and d is a special divisor of q - 1. 
We define the case of a, = u2 = . .- = a, = 1 and we deduce examples of 
projective varieties over F attaining Weil-Deligne bound. Section 4 is 
devoted to linking diagonal equations with cyclic codes. This point was 
first considered by Helleseth [S] and Tietavhinen [14, 151, about the 
covering radius of a cyclic code. In this work we express the number N of 
solutions of x;‘+ xi + . . . + xf = 0 when p = 2, and for any divisor of q - 1, 
by means of the weight distribution of an irreducible cyclic code. In this 
case we deduce a congruence relation on N in Section 5. 
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Notations 
F = GF(q) denotes the finite field of order q, where q = pk is a power of 
a prime number p. The trace of z E F over GF(p) is tr z = cf:d zp’. $, is 
the additive character of F defined by +a(~) = exp((2in/p) tr ax) for a E F 
and Su=CxcFIC/U(~d) for UEF. 
2. DIAGONAL EQUATIONS WITH CONSTANT EXPONENT 
For future use we need the following proposition. The proof is classical 
and given here for convenience. 
PROPOSITION 1. Let q be a power of a prime number p and F = GF(q) the 
finite field of order q. Let s be an integer, s > 2, and +, the additive character 
of F defined by $Jx) = exp((2in/p) tr ax) where tr denotes the trace of F 
over GF(p). 
Zf N is the number of solutions (x,, x2, . . . . x,) in GF(q”) of the equation 
a,xf+a,x;+ ... +a,xf=b then 
N=q-’ c ti,(-b) n S,,, where S,= C $Jx”). 
aEF i=l x E F 
Proof Let F(x,, x2, . . . . x,) = a,xf+ a,xi+ . . . + a,x’f-- b and consider 
s= 1 c J/,(~(x,,-G, . . ..x.)). 
(x, -.-x,)EF~ ocF 
Because of a well-known character sum property, the sum 
c, E F +a@‘(~, 9 Xz 3 -..) x,)) is equal to q if F(xl, xz, . . . . x,) = 0 and is equal 
to 0 otherwise. Therefore we get S = qN. Now by interchanging the two 
summations it follows that 
qN= c asF (x, ,,;,,, tia(F(x,, ~29 ...v xs)). 
s s 
By using the morphism property of II/, the second sum is equal to the 
product ofk(-b) by &x,...x,)EFS (n;= 1 $,(a,xf)) which obviously is also 
equal to n;=, (CxeF $Jaixd)) hence the result is proved. 8 
3. SPECIAL DIAGONAL EQUATIONS 
3.1. The Main Result 
We now consider the case where d is a special divisor of q - 1 and q is 
a square. The purpose of that section is to prove 
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THEOREM 1. Let p be a prime number, q =pk, k = 2t, and F = GF(q) the 
finite field of order q. Let a,, a2, . . . . a, in F\(O), with s > 2, b in F, and d 
a divisor of q - 1 with nd = q - 1. Denote by N the number of solutions 
( Xl > x2, . . . . x,) in F” of the equation a,x;‘+ a,xf + . . . + a,xf = b. If there 
exists a divisor r of t such that pr E - 1 (mod d) then: 
(1) b=O, 
d-l 




N=q”-‘-E”+1qS/2-1 (1-d)e(b)q1/2-(q1/2-&)d-1 1 (1-d)'"' , 
0 1 
where 
0(b) is the number of i, 1 < i<s, such that (ai)” = (-b)” 
7(j) is the number of i, 1~ i<s, such that (ai)” = (a’)” (with a a 
primitive root of F). 
Remarks. (1) The result in the case of r = t was already given in [4]. 
The condition p’ - - 1 (mod d) implies (p’)“’ = ( - 1)“’ (mod d), that is, 
p’ - E E 0 (mod d). Thus, if t/r is odd then p’ s - 1 (mod d) and the result 
is known from [4]. Our theorem is therefore new if t/r is even. 
(2) If d= 2 the non-trivial situation is q odd. In that case the result 
was already known (see [7, Chap. 63 ). 
(3) In the case s= 2, b = 1, a, = 1, a2 = - 1, and deleting the 
solutions (xl, x2) such that xl = 0 or x2 = 0, we are able to calculate the 
cyclotomic numbers of order d over F under the assumptions of the 
theorem. In that way we find the results of [2]. 
(4) If s = 2 see also [ 81 about a special case. 
In order to prove the theorem we need the two next results which are 
proved in [17]. 
PROPOSITION 2. Let p, q, F, and S, be as in Proposition 1 with q =pk 
and k = 2t. Let n and d be integers such that nd = q - 1. 
Zf there exists a divisor r oft such that p’ = - 1 (mod d) then the number 
S(y, 6) of solutions x in F of the equation tr(yxd + 6) = 0 (y E F\ {0}, 6 E F) 
is given by: 
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Ify”=sr undtr(6)=0, S(y,a)=p*‘-‘-~(p-l)(d-1)~‘~‘; 
Ifyn=sl andtr(6)#0, S(y,6)=p*‘-‘+.s(d-1)~‘~‘; 
Ify”#sl andtr(6)=0, S(y,J)=p*‘+‘+.s(p-1)~‘~‘; 
Zfy”#~~ and tr(6)#0, S(y,6)=p2’-‘-~p’~‘, 
where~=(-l)“‘und~l=~Uwithud=p’+l. 
COROLLARY 3. Let p, q, F, and S, be us in Proposition 1 with q =pk and 
k = 2t, nd = q - 1, r a divisor of t such that pr - - 1 (mod d). 
Then S, is given by the following formulae where E = ( - l)‘lr and Ed = Ed 
with ud=p’+ 1. 
Zfa”.=EIr S,= --E(d- 1)~‘. 
ZfU"#El, s,=&p’. 
Remarks. (1) These two previous results are implicit in [2, 31 but 
Proposition 2 and Corollary 3 specify the parameters E and E,. 
(2) In the case u“ = .sr in Corollary 3, the Carlitz-Uchiyama bound 
on character sums is attained. 
In the same way, Proposition 2 implies the existence of algebraic curves 
attaining Weil bound on curves (see [ 171). 
Proof of Theorem 1. Recall the formulae giving N in Proposition 1 and 
use the notation of Corollary 3. For aEF\{O} let o(a) be the number of 
subscripts i such that (uai)n = .si and let Si = - E(d - 1) p’, S2 = up’. From 
Corollary 3, the product I-I;= I S,, becomes S, u(“)SS,p @). Therefore, from 
Proposition 1 and by isolating the contribution of u=O, 
qN=q”+ (S2Y c (S,(S,)-‘)“‘“‘~,(-b), asF\{Ol 
that is 
qN = q’ + Cpsz c (1 - d)+) II/,( -b). (1) 
aeF\{Ol 
Let E, be the multiplicative sub-group of order n in F\ { 0} and let Cj be 
the class modulo E,, defined by Cj = aiEn for j = 0, 1, . . . . d - 1 where a is a 
primitive root of F. In other words Cj is the set of y in F\(O) such that 
y” = aj”. The summation in (1) can be rewritten as 
d-l 
aE;Ioj (l-d)“‘“‘+,(-b)= 1 c (1-d)“‘“‘ti,(-b). (2) 
j=O aECj 
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Let v(j) be the number of i such that (a’)” (a,), = er. For all Q E Cj we have 
(a~,)~ = a1 if and only if (a’)” (ai)” = cl. That means o(a) = v(j) if UE Cj, 
and so it follows from (1) and (2), 
d-l 
qN=q”+&“p”’ c (1-d)““’ (3) 
j=O 
xc $a( -b). 
First Case. b #O. 
T,(b, A) = # { 
For 1~ GF(p) define Rj(b, A;= # (UC Cj:tr(-bu)=l} 
and XE F\O]: tr( -baixd) = A}. If UE Cj then there are 
exactly d elements of F\(O) such that a = aixd and so dR,(b, A) = T’(b, A). 
This implies d C,, =, $,(-b) = Tj(b, 0) + Cf;~i Tj(b, A) exp((2in/p) A). 
Proposition 2 shows that T,(b, A) only depends on ( -baixd) and thus 
P-1 
d 1 $,(-b)= T’(b, 0) + Tj(b, 1) 1 ev(CWp) 2) 
= Tj(b, 0) + T’(b, 1) 
( 
P-1 
-I+ 1 exp((2+) A) 
A=0 ) 
= Tj(b, 0) - T’(b, 1). 
Substituting in (3) we obtain 
d-l 
qN=q”+d-‘2pS’ c A,(b)(l -d)‘(j) 
j=O 
with A,(b) = Tj(b, 0) - T’(b, 1). 
(4) 
From Proposition 2 and the definition of T,(b, A), the number A,(b) 
only depends on b and j according to the fact (ba’)” is equal to E~ or not. 
The unique case where .sl = - 1 in Proposition 2 is p odd and u odd. In this 
case the equality ud =p’ + 1 implies d even. That means (el)“ = ( - l)d = 1 
and therefore, because nd = q - 1, there exist exactly n solutions of u” = el. 
This is obviously true if E I = 1. In all cases there exists one and only one 
j with O<j<d-1, say j,, satisfying (b&j)” = cl. With the notations of 
Proposition 2 and if 1 = tr(u,), y. = b&O, y1 = baj, with j#j,, we obtain: 
Ifj=j, then Ai(b)=A,=S(yo,O)-l-S(y,,u,)=-l-c(d-1)p’. 
Ifj#j,thenAJb)=A,=S(y,,O)-l-S(y,,v,)=-1+&p’. 
Now (4) gives 




=qs+d-lcSpS* (A,-A,)(&d)““‘+~, 1 (1-d)‘“’ 1 (5) j=O 
d-l 
qN=q”+d-‘c”p”’ (-&dp’)(l-d)‘“O’+(-l+qf) C (l-d)‘“’ . 
j=O I 
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Finally remark the following property of v(j): By definition, v(j) is the 
number of i such that (a’)” (aJn=sl. On the other hand, .sr is an nth 
power as previously seen. Thus, if 0 <jG d- 1, v(j) is equal to the number 
of ai’s belonging to one and only one class modulo E,. Consequently t(j) 
can be written instead of v(j) in the summation above. Furthermore ifj =j, 
and because si = (bc@)“, the integer v(j,) is equal to the number of i such 
that (ai)” = (b)“. We denote this last number by 8(b) and this proves the 
theorem if b #O. 
Second Case. b = 0. In this case, (3) becomes 
d-l 
qN=q”+d-‘(q-1)e”p”’ 1 (1-d)““’ 
j=O 
which is the expected result. 1 
3.2. The Case a, = a2 = . . . = a, = 1 
This case is related to Waring’s problem in a finite field and the covering 
radius of codes (see [S, 141). If d=2 see [7, Chapt. 61. If d= 3 or d=4 
and b = 0 some results are given in 1121. 
With the notations of Theorem 1 we find: 
r(O)=s and r(j)=0 ifj#O 
B(b)=sifb”=l andB(b)=Oifb”#l. 
Hence this gives the following: 
COROLLARY 4. Let p be a prime number, q =pk, k = 2t, and F = GF(q) 
the finite field of order q. Let N be the number of solutions (x1, x2, . . . . x,) in 
F” of the equation xf+ x;+ ... +x%=6, where ~22, bEF, and d is a 
divisor of q- 1 with nd=q- 1. 




(i) ifb”= 1, 
Ncq”-’ +f+lq”/2-1 [(d-1)“q1’2-(q”2+n)B(d,s)] 
(ii) ifb”# 1, 
NcqS-1+,f+lqS/2-1 C(-1)“q1’2-(q”2+~)B(d,s)l, 
where q=(-1)““’ andB(d,s)=d-‘[(d-l)“+(-l)“(d-l)]. 
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Remarks. (1) The method we used in the proof of Corollary 4 is 
also convenient in the case of a,x;‘+a,x~+ ... +a,xt=b and (a,)“= 
(a,)” = . . . = (u~)~, because it leads to the same values for the z(j)%. In fact, 
in this case, we can write ui = a&y, and using yi = uixi the equation reduces 
to y;+y’:+ ... +y5’= a-jb, and then Corollary 4 holds. 
(2) As it can be seen in [6, p. 1621 (see also [16]) the zeta 
function of the hypersurface defined by the homogeneous polynomial 
x;i+xz+ ... +xf is of the form P(u)‘~““-l/(1 -u)(1-qu)~~~(l-qS-2u) 
where P(U) is a polynomial and the degree of P(U) is precisely the number 
B(d, S) = d-‘[(d- 1)” + (- 1)” (d- l)] which appears in the result above. 
It also appears in the famous Weil-Deligne bound that we recall below. 
3.3. Projective Varieties Attaining the Weil-Deligne Bound 
This well-known bound is as follows in the special case we consider (see 
[6,9, 161 for example). Let P be an homogeneous polynomial of degree d 
in F[x,, x2, . . . . x,] with F = GF(q) and V the projective variety defined by 
P over F. Let m be the number of points of V over F. If V is absolutely 
irreducible and non-singular then 
&w-‘-l) 
q-1 Gq m’2 ~ ‘B(d, m), 
where B(d,m)=d-‘[(d-l)“+(-l)“(d-l)]. 
Now consider P = xf + xi + . .. + x$ and assume the conditions of 
Corollary 4 on the parameters. Then V is absolutely irreducible and 
non-singular because d is prime to q and obviously N = 1 + (q - 1) R where 




= qsqs’2- ‘B(d, s), with q = ( - 1 )tlr + J 
and so Weil-Deligne bound (*) is attained. 
COROLLARY 5. Let V be the projective variety defined by xf + 
xi+ ... + xf over F = GF(pk) with s 2 2, p is a prime number, k = 2t, and 
d divides pk - 1. Let N be the number of points of V over F. Zf there exists 
a divisor r of t such that p’ E - 1 (mod d), then fi attains Weil-Deligne 
bound. 
If t/r is even then w = ( qS - ’ - 1 )/( q - 1) - q”j2 - ’ B( d, s). 
rft/r is odd then ~=(qs-1-l)/(q-1)+q”‘2-1B(d,s). 
Remark. If d=p’ + 1 this is the well-known case where V is a 
Hermitian variety. 
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4. IRREDUCIBLE CYCLIC CODES 
4.1. Codes 
The following definitions and results are recalled for readers who are 
not familiar with coding theory. The references on coding theory can be 
found in [lo]. 
The irreducible cyclic codes have been studied in [2] (see also [ 11)). 
Let K be a finite field. If x = (a,, a,, . . . . a, _ 1) E K”, then the weight of x 
is the number w(x) = # {i : ai # 0} . A linear code of length n over K is a 
K-vector subspace of K”. Such a code is said to be cyclic if it is invariant by 
the shift transform of K” defined by (a,, a,, . . . . a,- r) + (a,- ,, a,, . . . . an-*). 
Identifying K” with the algebra A = K[x]/(x”- 1) by means of 
(43, a, 3 . . . . a,- r) -+ c?:d uixi, the cyclic codes are the ideals of A. It follows 
that a cyclic code C is the principal ideal generated by a unique divisor of 
xn - 1 over K which is called the generator of C. 
An irreducible cyclic code is a minimal ideal of A. This means that its 
generator is (x” - 1)/m(x) with m(x) an irreducible divisor of xn - 1 over 
K. Furthermore m(x) = mB(x) such that /3 is an nth root of unity over K 
and mp(x) is the minimal polynomial of p over K. Let us denote such a 
code by C(b). The code C(p) is called non-degenerate if /3 is a primitive 
n th root of unity. 
Let L be the splitting field of x” - 1 over K. It is well known that C(j) 
is the image of L by the mapping p from L into K” defined by 
,~(a) = (Tr(u), Tr(up), . . . . Tr(ajl’) . . . (Tr(uu”- ‘)) 
with Tr the trace of L over K. (6) 
If C(B) is non-degenerate then ,U is one-to-one. 
4.2. Binary Cyclic Codes and Diagonal Equations 
We return to our diagonal equation in the case q = 2k with nd= 2k - 1 
and F = GJ’(2k). In this case $,(x)= (- l)tr(oxd) and the character sum 
s, = LF IC/a(xd) can be expressed as 
S, = 2k - 2N,, (7) 
where N, is the number of non-zero x in F such that tr(uxd) = 1. 
If j3 is a primitive nth root of unity over GF(2) then, because nd= 2k - 1, 
we have 
N,=dn,, (8) 
where n, is the number of integers i in the range [0, n - I] such that 
tr(@P) = 1. 
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Let L = GF(2”) be the splitting field of x” - 1 over GF(2), i.e., u is the 
multiplicative order of 2 modulo n. Let T and r be the trace functions of 
L over GF(2) and of F over L, respectively. 
Applying a well-known transitivity property of the trace functions, and 
according to the fact that the powers of /I belong to L, it follows that 
tr(a/?‘) = T(c/?) with c = z(a). (9) 
Now if w, is the weight of the word ,u(c) as described in (1 ), then n, = w,. 
From (7), (8), (9), and Proposition 1 we obtain 
N=2”Pk c (2k-‘-dwJs with c = z(a). (10) 
llEF 
Obviously, for every c in L the number of a in F such that c= z(a) is 
(y)““- 1 = 2k-u. On the other hand, p is one-to-one and therefore the 
number A i of words in C = C(p) of weight i is also the number of c in L 
such that w, = i. Finally (10) becomes 
N=zsek i 2k~“Ai(2k~1-di)s=2S~U i A,(2kp’-di)“. 
i=O i=O 
Summarizing we have proved the following theorem: 
THEOREM 2. Let k, d, n be non-negative integers such that nd= 2k - 1, 
F = GF(2k), and let v be the multiplicative order of 2 module n. Let C be a 
cyclic code of length n over GF(2) generated by (x” - 1)/m(x) where m(x) is 
a primitive irreducible divisor of xn- 1 over GF(2). For i= 0, 1, . . . . n, let Ai 
be the number of words in C of weight i. 
If N is the number of solutions (x1, x2, . . . . x,) in F” of the equation 
x;l+ x;+ ... +x:=0 then 
N=2”-” i Ai(2kp1-&)s. 
i=O 
(11) 
EXAMPLES. In order to apply the above theorem, the reader will find in 
[ 111 numerical results giving all the non-zero A;s for all non-degenerate 
irreducible cyclic codes such that 6 < u < 27. 
For instance, if k = 6, d = 7, then n = 9 and u = 6. We find in [ 111, 
A,=l, A,=9, A,=27, A,=27, and A,-0 if i#O,2,4,6. We obtain the 
number of solutions in (GF(64))” of the equation x1 + xi + . .. + XI = 0 as 
N=22”-6[(16)S+9(9)S+27(2)S+27(-5)S]. 
Remark. By expanding (2k-’ - di)” the equality (11) becomes N= 
2”-” c,S=, (- 1)’ (,S)(2”-‘)“-jdjC~=, A,i’ where (;) is the classical 
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bionomial coefficient. Using the power moment identities given by Pless in 
[13], it is possible to write Cl=0 Aiij= Fj(k, u, B,, B,, . . . . B,-,) where B, 
denotes be the number of words of weigth i in the orthogonal code of C. 
The number Bi is also the number of words of weight i in the cyclic code 
generated by m&x) as defined in 4.1. This gives rise to another, but more 
complicated, expression of N involving BO, B,, . . . . B,. 
5. CONGRUENCES ON THE NUMBER OF SOLUTIONS 
The previous Theorem 2 implies now the next result: 
COROLLARY 6. Let k, d be non-zero natural integers such that d divides 
2k - 1 and F = GF(2k). Zf N is the number of solutions (x1, x2, . . . . x,) in F” 
of the equation x;’ + xi + . . . + x: = 0 then: 
(a) N s 0 (mod 2kcS”1) 
(b) N/2kts’d7 3 1 (mod((2k - 1)/d))), 
where [s/d] is the integer part of s/d. 
Proof. The numbers k, d, n, u, Aj are defined as in Theorem 2. 
Part (a) is a direct consequence of the well-known theorem of Ax in [ 11. 
Now let a and a, be non-zero elements of F and p(a), p(al) the corre- 
sponding words in C(p) as defined in (6). If a and a i are congruent modulo 
the multiplicative sub-group of order n in F* then ,u(al) is obtained by 
permuting the components of p(a). Consequently p(a) and p(al) have the 
same weight. This implies, for i non-zero, that Ai is a multiple of n. From 
(6) we find 
2”N E 2k” (mod n). 
Because of the definitions of n and v we know that 2” and 2k are both equal 
to 1 modulo n and so N = 1 mod n. On the other hand, n and 2kCs’d1 are 
relatively prime. It follows from the above and (a) that N - 2kCs’d1 E 0 
(mod(2kCS’d1((2k- 1)/d))), and this implies (b). 1 
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