Abstract-Transforming permutations with several operations has been extensively studied where a transposition tree is one such operation. Such transformations have applications in genetics and interconnection networks. In genomic studies, a permutation models a genome. Likewise, in computer interconnection networks it denotes a node. A transposition tree T = (VT , ET ) is a spanning tree over its vertices. In literature, Sn denotes the symmetric group formed by n symbols. A move of T on a permutation π ∈ Sn corresponds to any of e ∈ ET . If e = (i, j) then applying e to π swaps the symbols in positions i and j. The number of moves that suffice to sort any permutation in Sn with a given T is a upper bound for T . A precise upper bound equals the diameter of the corresponding Cayley graph Γ, i.e. diam(Γ). Jerrum showed that, in general, it is intractable to compute the diameter if the number of generators is at least two. Thus, computing a tighter upper bounds is of both theoretical ad practical interest. We compute a measure δ * that is an upper bound. The cumulative value of δ * for all trees with up to 15 vertices is the tightest known value. We define a class of trees called balanced-starburst k (k > 2) and show that δ * yields an upper bound for any tree in this class compated to the corresponding value of δ .
I. INTRODUCTION
Transforming permutations with several operations has been extensively studied [6] , [11] . Transposition tree is one such operation. Such transformations have applications in genomic studies and interconnection networks. In genomic studies, a permutation models a genome. Likewise, in computer interconnection networks it denotes a node. A transposition tree T = (V T , E T ) is a spanning tree over its vertices [9] . In this article, the cardinality of V T i.e. |V T | is n and V T = (1, 2, . . . , n). In literature, S n denotes the symmetric group formed by n symbols. Let π ∈ S n be the permutation that needs to be sorted. An operation say transposition tree T = (V T , E T ) is a generic name and it consists of a generator set G. Here G corresponds to E T ; i.e. it has a cardinality of n − 1. A specific g ∈ G is a move. The process of applying moves to permutations with T is described below where the goal is to sort the given permutation. Let the permutation be π = π 1 , π 2 , π 3 , π 4 , . . . , π n , a bijection is defined from the indices of π to the corresponding vertex labels of T . If there is an edge e = (i, j) ∈ E T then the symbols in positions i and j of π can be swapped and this constitutes a move. The goal is to sort π in minimum possible moves. The number of moves that are sufficient to sort any permutation in S n is an upper bound. In a spanning tree there exists a path between every pair of vertices. So, employing T any two symbols of π can be swapped thereby generating S n [13] . The Cayley graph Γ corresponding to T is constructed as follows: (i) each of n! permutations are vertices of Γ; (ii) two vertices α and β share an undirected edge if ∃ (i, j) ∈ E T such that swapping α i with α j transforms α into β. Identifying the minimum number of generators that transform one permutation into another is shown to be intractable in general if the number of generators exceeds one [10] . For a transposition tree, the number of generators equals n − 1; thus, in general transforming permutations with a given T is hard. Thus, computation of tighter upper bounds for diam(Γ) is of theoretical interest as well. The terminology is adapted from [2] , [5] , [9] The symbol π(i) that is located at vertex i and is called as a marker. If π(i) = x then position x is home for the marker π(i). The process of moving a marker to its home is called homing. I n denotes the identity permutation (1, 2, 3, 4, . . . , n−1, n). The minimum number of generators of T that transform π into I n is denoted by d T (π). d T (i, j) denotes the distance between vertices i and j in T . Likewise, d Γ (i, j) denotes the distance between vertices i and j in Γ. The diameter of Γ is denoted by diam(Γ). A precise upper bound to sort any π ∈ S n is the same as diam(Γ).
Hypercubes were the default computer interconnection networks in the decade of 1980-1990. The diameter of a hypercube is log 2 n where n is the number of nodes of the hypercube. Akers and Krishnamurthy [6] demonstrated that the diameter of many Cayley graphs is o(log n). Moreover, by employing group theory it was shown that Cayley graphs have many desirable properties like vertex symmetry etc. [6] . This rendered them to be the architectures of choice [6] , [11] . A Cayley graph defined on S n has n! vertices thus θ(n log n) is the logarithm of the number of nodes. However, several Cayley graphs on n! vertices have a diameter that is θ(n) which is sub logarithmic in the number of vertices [6] . Cayley graphs have been studied actively [14] - [18] .
II. BACKGROUND
Transforming permutations with various operations was widely studied because of both practical and theoretical interest. However, for most of the operations, computing the diameters of the corresponding Cayley graphs is either unknown or NP-hard [7] . Therefore, identifying tighter upper bounds for sorting permutations with these operations has prominence. Sorting permutations with a transposition tree is one such problem. The earliest known upper bound for this problem was computed by Akers and Krishnamurthy. It was denoted by f (Γ) and has a time complecity of Ω(n!n 2 ) [6] . An estimate β for the upper bound for a given tree T is computed in a non-deterministic manner by Ganesan [5] . β max was defined to be the maximum among all possible values that β could assume. Exponential time is required to compute β max ; it is shown to be an upper bound. Furthermore, β max ≤ f (Γ). α an exponential time algorithm, randomized algorithms η and ξ were designed by Kraft [4] that compute the upper bounds on diam(Γ) generated using a given transposition tree T . If (i j) is executed on π then we obtain π(i j), the result of application of (i j) to π.
Given a tree T the diameter of its Cayley graph diam(Γ) is known only for some specific trees. Neither the exact upper bound i.e. diam(Γ) nor the proof of NP-completeness for computing the same is known for many trees. For a star graph with n vertices diam(Γ) is shown to be 3(n − 1)/2 [6] . For a bubble sort graph, diam(Γ) = n C 2 . Uthan and Chitturi identifed diam(Γ) for two classes of trees [3] S m,k and M k . M k stands for matchstick tree [3] . M k is constructed from a path graph T k of k vertices as follows: for each vertex of T k connect one leaf vertex to it. Thus M k has 2k vertices. S m,k is an extension of star graph. It has one vertex that is its center and several path graphs of same length terminate at the center. For S m,k , diam(Γ) is shown to be mk(2k + 1)/2 and for M k the same is shown to be k
. When n ≤ 5 a simple branch and bound algorithm will yield the diameter of any given tree. Thus, we consider n > 5. In Section III we show the Algorithm δ * and its proof of correctness. In Section IV we show the execution results of running Algorithm δ * for all trees with up to 15 vertices. The results are compared with the best known existing upper bound δ . In fact, Algorithm D which yields the upper bound δ has two variations yielding δ v1 and δ v2 where δ v1 performs better in a cumulative sense. We compare δ to δ v1 and δ v2 .
III. ALGORITHM
The symmetric distance between a pair of vertices u, v of
, it is the length of the shortest path between u and v. Given a vertex v ∈ V T the maximum value of d T (v, u) for all u ∈ V T is called as the eccentricity of v. Chitturi [2] identifies the set of vertices in T with maximum eccentricity, i.e. S in linear time. Furthermore, a subset X of S such that any pair of vertices in X are less than diameter apart is called as a cluster. The diameter of a tree equals the maximum value among all eccentricities and any pair of vertices that are diameter apart will be members of S. The general idea of the algorithms in [2] is to delete a set of leaves say L and obtain an upper bound on the number of moves that suffice to home markers to all vertices in L. This process is repeated until a star graph is obtained which constitutes the base case. Recall that for a given star graph its exact upper bound is known.
Let S be partitioned into some k clusters C 1 , C 2 , . . . , C k . By definition, within a cluster the maximum distance between any two vertices is less than the diameter. Thus, if all but one of the clusters is deleted then the diameter of the resultant tree decreases. Based on this idea, Algorithm D computes an upper bound δ that works by deleting all clusters in S except the largest cluster C * [2] . It employs a linear time algorithm F ast N C to identify all clusters [2] .
Diameter of a given tree denotes the maximum distance a marker must travel in order to be homed. Thus, intuitively, it is advantageous to home fewest markers at the current diameter and reduce the diameter. Note that the markers that are homed to the leaves need not be moved again, thus, such leaves are deleted from the tree. Algorithm D computes an upper bound δ , it does so by deleting all clusters but the largest one in S
* is the largest cluster. We design a new algorithm Algorithm δ * that is an improvement over Algorithm D . This new algorithm computes the measure δ * which is proven to be an upper bound. Please see Algorithm 1. Let µ be the upper bound computed by an algorithm A on a given tree T . Cum µ (n) is the cumulative value of upper bounds of all trees with n vertices computed by A. The previous studies identified that Cum δ (n) and Cum δ (B) were the tightest where B is the set of full binary trees. Our execution results show that Cum δ (n) > Cum δ * (n) for all values of n between six and fifteen. Further, it was theoretically shown that δ * is tighter than δ for full binary trees. Theorem 1 of [1] proved that for a full binary tree of n vertices, δ exceeds δ * by Ω(n). Let C * be the largest cluster formed from S. The following observation forms the basis of Algorithm δ * .
Observation 1: If |S \ C * | > |C * | then at most |C * | markers need diam(T ) moves each to be homed. Proof : The proof is based on the pigeon hole principle. Let the set of vertices that are being deleted be X. Here, S \ C * is X. That is, markers must be homed to X. However, in addition to these vertices in S only C * is present. Recall that any vertex that is not a part of S is less than diameter apart from vertices of S. If |X| > |C * | then at most |C * | from C * can be homed to the vertices of X the rest must be from elsewhere including within X. Theorem 1. δ * is an upper bound for sorting permutations.
Proof. The set of vertices that is to be deleted, i.e. S \ C where C is one of the largest clusters be called by X. X can be union of several clusters and X ⊂ S where S is the set of vertices in T with greatest eccentricity [2] . Recall that deletion implies that markers are being homed to the vertices in X. We try to obtain an upper bound on the cost to home all markers to X. The scenario yields Case 1) and Case 2). The other scenarios clearly yield a lower value as the markers 12: Identify C = S − C * where C * is the largest cluster and distSum(C * ) is the least (break ties arbitrarily).
20: else 21: Case 2): Let |X| be x and let |C| be c. Let i vertices from C be homed to corresponding i vertices in X. The associated cost is idiam(T ) moves. It follows that x − i vertices from X are homed among themselves where the upper bound for the associated cost is (x−i)(diam(T )−1/2) due to Lemma 5 of [2] . When x − i is odd then cost reduces by 1/2. Thus, the total cost is (
which maximizes when i is maximized. That is, i = c
. When x − c is odd then cost reduces by 1/2. Further, consider the scenario where u ∈ C is to be homed to v ∈ X and v ∈ X is to be homed to w ∈ X. Note that homing u first moves v one edge closer to its home. So, it requires at most diam(T ) − 1 moves. Thus, this scenario does not yield the worst case. Further, if there are dependencies such as the home of a is b, the home of b is c etc. then the dependency that yields the worst case is shown to be mutual swap of pairs of markers; that is, the home of a is b and the home of b is a (Lemma 5 of [2] ). So, given a subset Y of S where the vertices of Y are to be homed within Y , the maximum number of pairs of Y are swapped employing their corresponding sequence of moves. Thus, the theorem follows.
IV. RESULTS
Previous articles compared existing upper bound values.
[2] compared the cumulative sum of upper bound values for all trees of a given size for sizes up to n = 10. Likewise, [3] did the same for all trees of a given size for sizes up to n = 15. In both studies the minimum value corresponds to δ . In the current work, the non-isomorphic unrooted trees with a given n were procured from sagemath.org [12] . The execution results demonstrate that δ * yields the smallest cumulative sum. It improves upon δ , the best known bound in a cumulative sense. The execution results are shown in Table I . In [2] δ is shown to be deterministic for a full binary tree (the choices of deletion do not alter the value of the measure). It was shown that δ * is also deterministic on full binary trees by proving that various sequences of deletions of vertices leads to isomorphic trees. So, the comparison is valid. Further, it is shown that δ − δ * = O(n) [1] . c; thus, s + k + 1 = n. When |S|/3 < s 1 < |S|/2 the resulting tree is a balanced-starburst k or simply bs k . Theorem 2. δ * is tighter than δ for bs k when k < s 1 + 1 .
Proof. In the first iteration Algorithm D' that computes δ v1 will delete S \ S 1 at the cost 5(s − s 1 ). In the first iteration Algorithm δ * will delete the same set of vertices at the cost
However, 2s 1 < s. Thus, the contribution to δ v1 for deleting S \ S 1 is (s − 2s 1 )/2 in excess of the same for δ * . The resultant tree will have a diameter of three centered around the edge (c 1 , c) . Note that all the leaves of the stars other than S 1 are deleted. So, the k −1 stars (after the deletion of their leaves) reduce to one vertex each. It has exactly two clusters. One cluster has size s 1 and other has size k − 1. The latter cluster is deleted at a cost of 3 per vertex (the current diameter) by both algorithms. The resultant tree is a star graph. Thus, both algorithms add the corresponding optimum cost to their measure. Therefore, the value of δ * is (s − 2s 1 )/2 less compared to that of δ v1 .
Theorem 2 shows that δ v1 − δ * = (s − 2s 1 )/2. This value ranges from 1 · · · s/6−1. For each value of s 1 we have several trees that qualify for the definition of bs k . For each value x of s 1 we have a set of trees that qualify denoted as T x . Recall that s + k + 1 = n. Thus, all the trees that qualify are
x . Let x i denotes that number of leaves of the corresponding star. For each value of x the integer solutions for x 1 +x 2 +· · ·+x k = (n−k−1−x) are candidates for the trees that meet the criterion where the maximum value of any x i is s 1 . However, two solutions of the form (2, 3, 4, 5) and (3, 4, 5, 2) denote the trees that are isomorphic. Thus, such duplicates must be eliminated. Thereby, one obtains the total number of bs k (for k > 2) for a given n that yield a tighter value for δ * compared to δ . Consider the sequence 1 ≤ λ 1 ≤ λ 2 ≤ λ 3 ≤, · · · , ≤ λ j where λ 1 + λ 2 + λ 3 + · · · + λ j = m and λ j ≤ y. Such a sequence of λs is called as "integral partition of m into j parts with maximum part size y" [19] . Thus, what we seek are the number of integral solutions for all valid values of k > 2. For a given tree T we define δ − δ * as gain. For a given value of s 1 and a given k > 2 let the corresponding gain be γ(s 1 , k) = (n − k − 1 − 2s 1 )/2 and let the number of integral solutions with k parts where maximum part size is s 1 be ν(s 1 , k). Then the total gain for all trees with n vertices is given by Σν(s 1 , k) * (n − k − 1 − 2s 1 )/2 over all values of k < s 1 + 1 and s/3 < s 1 < s/2.
Consider the case of starburst 3 where S 1 , S 2 and S 3 have cardinalities of 11, 10 and 10 respectively. In the first iteration, Algorithm D will delete S 2 and S 3 at the cost 80 (since there are 20 nodes to be deleted and the diameter is 4). In the first iteration of Algorithm δ * also, S 2 and S 3 are deleted. Since the cost for deleting 11 nodes in S 2 and S 3 is 44 (11 * 4) and the remaining 9 nodes is 31 (9 * 3.5), the total cost is only 75 for δ * in this iteration.
There will be two clusters in the second iteration. S 1 will form the first cluster and c 2 and c 3 (centres of the stars S 2 and S 3 respectively) will form the second cluster. Both algorithms will delete the second cluster (c 2 and c 3 ) at an identical cost of 6 yielding star graph of 13 nodes. For this star graph one needs exactly 12 * (3/2) = 18 moves. So, the value of δ * for this starburst 3 is 99 whereas it is 104 for δ (since there is no border case, δ v1 and δ v2 will be identical).
V. CONCLUSION
The execution results show that δ * yields the smallest cumulative sum for all upper bounds for a given n ≤ 15. It improves upon the previous best upper bound δ (in a cumulative sense). Table I depicts the execution results. In order to theoretically justify the results in [1] it is shown that δ * is deterministic for a full binary tree (the order of deletion of vertices when more than one choice of largest cluster exists does not alter the value of the measure). Earlier the same was shown for δ over full binary trees. Thus, the comparison is meaningful and also it was shown that δ − δ * = O(n) [1] . We show that δ * is tighter than δ for bs k .
