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Resumo Nos u´ltimos anos, tem-se assistido a um grande aumento da capacidade
de transmissa˜o de dados em sistemas de comunicac¸a˜o o´tica. O cada vez
maior aproveitamento da capacidade oferecida pela fibra o´tica tem levado
a redes cada vez mais complexas, suportadas por transmissores e recetores
de tecnologia de ponta. Atualmente, a detec¸a˜o coerente em conjugac¸a˜o
com o processamento digital de sinal tem-se tornado a tecnologia chave
para a pro´xima gerac¸a˜o de sistemas o´ticos, permitindo a compensac¸a˜o de
imperfeic¸o˜es no sinal que parecia imposs´ıvel ha´ uns anos atra´s. Mais recen-
temente, a utilizac¸a˜o de sequeˆncias de treino nas tramas de dados trans-
mitidas tem sido alvo de enorme interesse, uma vez que permite desenhar
transmissores e recetores cujos algoritmos de processamento sa˜o simulta-
neamente simples e transparentes ao formato de modulac¸a˜o. Contudo, os
sistemas que recorram a sequeˆncias de treino devem ser alvo de uma oti-
mizac¸a˜o cuidadosa, que numa primeira fase deve ser feita via simulac¸a˜o.
Nesse sentido, esta dissertac¸a˜o tem como objetivo o melhoramento e a
adaptac¸a˜o da plataforma de simulac¸a˜o o´tica, OSIP, para a utilizac¸a˜o de
sequeˆncias de treino em sistemas o´ticos coerentes. Para validar os com-
ponentes adicionados no ambiente de simulac¸a˜o OSIP, sa˜o desenvolvidos
e testados algoritmos baseados em sequeˆncias de treino para realizar sin-
cronizac¸a˜o de dados, estimac¸a˜o e correc¸a˜o de desvio de frequeˆncia, assim
como estimac¸a˜o de canal. E´ ainda proposto um me´todo de monitorizac¸a˜o
de um dos grandes fatores limitadores da sensibilidade do recetor, o ru´ıdo
de fase. De modo a melhorar a sincronizac¸a˜o dos dados e estimac¸a˜o do
canal, sa˜o utilizadas sequeˆncias de treino do tipo CAZAC devido a`s suas
boas propriedades de correlac¸a˜o.

Keywords optical communications, coherent detection, OSIP, simulation, training se-
quences, CAZAC, synchronization, channel estimation, digital processing,
frequency offset
Abstract Over the last years, the optical data transmission capacity has observed a
steady growth. The increasingly efficient use of the optical fiber spectrum
has been relying on complex networks, built on cutting-edge transponders.
Currently, coherent detection in combination with digital signal processing
has emerged as one of the key technologies for the next generation optical
communication systems, allowing the compensation of impairments which
was seemingly impossible a couple of years ago. More recently, the use of
training sequences embedded within transmitted data frames has been sub-
ject of significant interest since it allows the design of transponders whose
DSP algorithms are simultaneously simple and transparent to the modula-
tion format. However, systems based on training sequences should be first
subject to careful optimization, initially done by numerical simulations.
The objective of this dissertation is to improve the optical simulation plat-
form, OSIP, in order to enable the study of coherent optical systems using
training sequences. To validate the new components in the simulator, data-
aided algorithms to perform frame detection, frequency offset estimation
and correction, and channel estimation were developed and tested. A new
method to perform phase noise monitoring is also proposed and numeri-
cally assessed. In order to achieve an overall best-possible in all algorithms,
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TIA Amplificador de transimpedaˆncia Transimpedance amplifier





VeV Viterbi e Viterbi Viterbi and Viterbi
WDM Multiplexagem por divisa˜o no com-
primento de onda
Wavelength division multiplexing




1.1 Evoluc¸a˜o dos sistemas de comunicac¸a˜o o´tica
A investigac¸a˜o e desenvolvimento em sistemas de comunicac¸a˜o o´tica comec¸ou por volta da
primeira metade da de´cada de 1970. Nessa altura os sistemas usavam modulac¸a˜o em intensi-
dade de lasers semicondutores. O sinal o´tico modulado em intensidade era transmitido pela
fibra o´tica e depois detetado por um fotod´ıodo. Esta combinac¸a˜o do transmissor e recetor e´
designada por modulac¸a˜o em intensidade com detec¸a˜o direta (IMDD), que tem sido usual-
mente implementada em sistemas de comunicac¸a˜o o´tica ate´ recentemente. A vantagem deste
esquema de detec¸a˜o IMDD reside no facto da sensibilidade do recetor ser independente da
fase da portadora o´tica assim como do estado de polarizac¸a˜o do sinal recebido, que sa˜o alea-
toriamente flutuantes em sistemas reais. No final do ano de 1980 e in´ıcio de 1990, os sistemas
coerentes comec¸aram a atrair muita atenc¸a˜o para um caminho promissor de melhoramento
da sensibilidade do recetor. Contudo, a sua pesquisa e desenvolvimento ficou interrompida
por quase 20 anos devido a` introduc¸a˜o dos amplificadores de fibra dopada com e´rbio (EDFAs)
e ao ra´pido progresso dos sistemas de multiplexagem por divisa˜o no comprimento de onda
(WDM), que originou um decaimento no interesse dos sistemas coerentes. Com o surgimento
de circuitos digitais com taxas de operac¸a˜o relativamente elevadas, esses sistemas voltavam a
reaparecer e com novos desafios pela frente. Para ale´m da sensibilidade do recetor, tambe´m
a eficieˆncia espetral e a toleraˆncia aos efeitos de dispersa˜o e na˜o-linearidades da fibra eram
agora uma preocupac¸a˜o que se tentava atenuar com a implementac¸a˜o destes sistemas. Esses
problemas sa˜o ainda hoje grandes fatores limitativos em sistemas de comunicac¸a˜o o´tica de
longa distaˆncia [1, 2, 3].
Contrariamente aos sistemas de IMDD, os sistemas coerentes permitem a utilizac¸a˜o de for-
matos de modulac¸a˜o multi-n´ıvel, tal como a modulac¸a˜o digital de fase quaterna´ria (QPSK),
que podem atingir ganhos de eficieˆncias espetrais significativos, para ale´m de 1 bit/s/Hz.
Adicionalmente, o sinal ele´trico recebido em recetores coerentes pode ser digitalizado e a in-
formac¸a˜o do campo ele´trico retida, tal como a sua amplitude, fase, frequeˆncia e polarizac¸a˜o.
Isto e´ poss´ıvel porque o sinal recebido e´ proporcional ao vector campo ele´trico do sinal o´tico.
Assim, a partir de uma unidade de processamento digital de sinal (DSP) podem ser usados
algoritmos para compensar os efeitos lineares que ocorrem ao longo da fibra, tais como a
dispersa˜o croma´tica (CD) e a dispersa˜o dos modos de polarizac¸a˜o (PMD). Tambe´m os efeitos
na˜o-lineares podem ser equalizados eficientemente. Ale´m disso, os sinais digitalizados podem
ser atrasados, separados e amplificados sem degradac¸a˜o da qualidade do sinal. Pore´m, todas
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estas vantagens teˆm o seu prec¸o visto que um recetor o´tico coerente e´ muito mais complexo
do que um simples recetor com detec¸a˜o direta. Exemplo disso sa˜o as velocidades de operac¸a˜o
requiridas para os conversores analo´gico-digital (ADCs) que convertem o sinal ele´trico para
o domı´nio digital. No caso geral, a sua taxa de amostragem deve ser o dobro da taxa de
s´ımbolos de modo a obedecer ao Teorema de Nyquist e recuperar a informac¸a˜o corretamente.
Estes ADCs fazem interface com as unidades de DSP para o controlo de polarizac¸o˜es, equa-
lizac¸a˜o e recuperac¸a˜o de fase e dados. O desenvolvimento e o aperfeic¸oamento de todos estes
componentes para a pro´xima gerac¸a˜o de sistemas de comunicac¸a˜o o´ticos tem sido um grande
desafio para cientistas e engenheiros, uma vez que se pretendem taxas de transmissa˜o de
dados cada vez maiores [4, 3].
1.2 Motivac¸a˜o
Na pro´xima gerac¸a˜o de sistemas de comunicac¸a˜o o´tica esta´ prevista a implementac¸a˜o de
detec¸a˜o coerente para melhorar a poteˆncia e a eficieˆncia espetral, e facilitar a compensac¸a˜o
flex´ıvel de imperfeic¸o˜es do canal de transmissa˜o usando DSPs [5]. A primeira gerac¸a˜o de sis-
temas o´ticos coerentes comerciais refere taxas de 40 Gbit/s e 100 Gbit/s, enquanto que para
a segunda gerac¸a˜o, 400 Gbit/s e 1 Tbit/s sa˜o discutidas como taxas prova´veis [6]. Com o
progresso do DSP, a detec¸a˜o digital coerente tem-se tornado a principal tecnologia para redes
de transporte o´ticas de alta velocidade devido a` sua sensibilidade e eficieˆncia espetral [7]. Na
primeira gerac¸a˜o, a estimac¸a˜o do canal e sincronizac¸a˜o de paraˆmetros e´ realizada recorrendo
a algoritmos non-data-aided que so´ teˆm em conta as propriedades estat´ısticas do sinal de in-
formac¸a˜o recebido. As pro´ximas gerac¸o˜es dos sistemas o´ticos coerentes requerem modulac¸o˜es
de ordem elevada, onde a utilizac¸a˜o desses algoritmos nem sempre oferece a melhor soluc¸a˜o [8].
Uma das mais eficientes te´cnicas para a compensac¸a˜o e estimac¸a˜o do canal de transmissa˜o em
redes de transporte o´ticas coerentes com modulac¸a˜o de ordem elevada, comutac¸a˜o flex´ıvel e
roteamento de comprimentos de onda, requer a transmissa˜o perio´dica de sequeˆncias de treino
multiplexadas no tempo com a informac¸a˜o [9]. Os algoritmos aplicados nestas condic¸o˜es
designam-se por data-aided e oferecem ra´pida aquisic¸a˜o do canal, melhor desempenho na es-
timac¸a˜o dos paraˆmetros e portanto maior escalabilidade para sistemas coerentes de pro´xima
gerac¸a˜o [8]. A utilizac¸a˜o de sequeˆncias de treino tem sido alvo de investigac¸o˜es para as fu-
turas redes de transporte visto que permite uma elevada flexibilidade no desenvolvimento de
um transponder, uma vez que a recuperac¸a˜o do sinal na˜o depende do formato de modulac¸a˜o
usado [10]. Contudo, va´rios problemas associados a estas aproximac¸o˜es surgem na presenc¸a
de efeitos que degradam o sinal durante a sua propagac¸a˜o. De modo a analisar e testar novas
soluc¸o˜es nos projetos de sistemas o´ticos torna-se indispensa´vel a utilizac¸a˜o de ferramentas
de simulac¸a˜o. A adaptac¸a˜o do simulador OSIP (plataforma de simulac¸a˜o o´tica) [11] para os
mais recentes avanc¸os dos sistemas de comunicac¸o˜es o´ticas e´ portanto um ponto priorita´rio
para que este simulador continue atualizado e possa ser utilizado para fins acade´micos e de
investigac¸a˜o.
1.3 Objetivos e estrutura da dissertac¸a˜o
O objetivo principal desta dissertac¸a˜o e´ o estudo da utilizac¸a˜o das sequeˆncias de treino em
sistemas o´ticos coerentes com base em estudos anal´ıticos e nume´ricos, estes u´ltimos conduzidos
pelo software de simulac¸a˜o de sistemas de comunicac¸o˜es o´ticas, OSIP. De modo a permitir
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a introduc¸a˜o das sequeˆncias no simulador e´ necessa´rio a criac¸a˜o de novos componentes e
algoritmos de controlo.
Este documento encontra-se dividido em seis cap´ıtulos. No primeiro cap´ıtulo e´ apresentado
o enquadramento geral do trabalho e a motivac¸a˜o do autor. No segundo cap´ıtulo sa˜o apre-
sentados os conceitos fundamentais e a arquitetura dos sistemas o´ticos coerentes, incluindo
a parte da modulac¸a˜o, transmissa˜o e recec¸a˜o o´tica. O terceiro cap´ıtulo faz uma introduc¸a˜o
a` utilizac¸a˜o das sequeˆncias de treino em sistemas coerentes e inclui as suas principais etapas
no desenvolvimento de algoritmos de DSP, tais como, sincronizac¸a˜o, estimac¸a˜o e equalizac¸a˜o.
No quarto cap´ıtulo sa˜o apresentadas as novas funcionalidades e alterac¸o˜es do simulador OSIP
para a simulac¸a˜o de sistemas data-aided, como por exemplo, algoritmos de controlo e novos
componentes adicionados. No cap´ıtulo cinco, sa˜o apresentados os resultados de simulac¸a˜o
utilizando a nova versa˜o do simulador para o estudo do impacto das imperfeic¸o˜es adquiridas
durante a transmissa˜o em algoritmos com base em sequeˆncias de treino. Por fim, no cap´ıtulo
seis, sa˜o apresentadas as concluso˜es retiradas da elaborac¸a˜o do trabalho e tambe´m os to´picos
de interesse para trabalhos futuros.
1.4 Contribuic¸o˜es do autor
Na opinia˜o do autor, este trabalho contribui originalmente para o estudo nume´rico e
anal´ıtico da estat´ıstica da amplitude dos picos de correlac¸a˜o, baseado no algoritmo de sin-
cronizac¸a˜o de Schmidl e Cox (SC) sob a influeˆncia de ru´ıdo de fase e ru´ıdo aditivo branco
gaussiano. Nas secc¸o˜es 3.5 e 5.3, sa˜o apresentados, respetivamente, os conceitos teo´ricos e os
resultados obtidos por simulac¸a˜o para a estimativa da me´dia e variaˆncia da amplitude dos
picos.
Durante a elaborac¸a˜o desta dissertac¸a˜o foi publicado um artigo [12] sobre o impacto de
diferentes imperfeic¸o˜es de transmissa˜o no algoritmo de sincronizac¸a˜o de tramas de Schmidl e
Cox:
• A. Marques, M. Drummond, R. Ribeiro, P. Monteiro, “Impact of different impairments






A comunicac¸a˜o o´tica coerente e´ uma das formas mais promissoras para se obter elevada
sensibilidade no recetor, elevada eficieˆncia espetral e maiores distaˆncias de transmissa˜o nos
sistemas o´ticos de pro´xima gerac¸a˜o [3]. Os sistemas o´ticos coerentes sa˜o por isso to´pico de
interesse e de investigac¸a˜o no projeto de sistemas com formatos de modulac¸a˜o avanc¸ados [13].
A tecnologia chave destes sistemas e´ a detec¸a˜o coerente pois permite, atrave´s da recuperac¸a˜o
do campo ele´trico, que o recetor receba os s´ımbolos associados a todos os graus de liberdade
dispon´ıveis na fibra, levando a` melhoria da poteˆncia e eficieˆncia [14]. A combinac¸a˜o de DSP,
detec¸a˜o coerente, e formatos de modulac¸a˜o avanc¸ados resulta num recetor designado por
recetor digital o´tico coerente. Uma das suas principais caracter´ısticas e´ a capacidade de
compensac¸a˜o das imperfeic¸o˜es do canal de transmissa˜o, em particular, a CD e a PMD, uma
vez que o campo o´tico e´ mapeado linearmente no domı´nio digital [15]. O modelo cano´nico de
um sistema de transmissa˜o coerente com multiplexagem de polarizac¸a˜o e´ apresentado na figura
2.1 [4, 14], onde x1(k) e x2(k) representam os dados complexos a transmitir e b(t) todos os
Figura 2.1: Modelo cano´nico de sistema de transmissa˜o coerente.
efeitos lineares no transmissor, tais como os dos filtros e resposta em frequeˆncia dos conversores
digital-analo´gico (DACs). No recetor, p(t) representa os efeitos lineares presentes devido a, por
exemplo, filtros, fotod´ıodos, amplificadores e resposta em frequeˆncia dos ADCs [16]. A relac¸a˜o
dos sinais analo´gicos do transmissor e recetor pode ser dada por y(t) = h(t)⊗ x(t) + n(t). A







onde os elementos hij denotam a resposta da i-e´sima polarizac¸a˜o de sa´ıda devido ao impulso
aplicado na j-e´sima polarizac¸a˜o de entrada [4]. O efeito dos ru´ıdos no sistema sa˜o modulados
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por n1(t) e n2(t). No desenvolvimento de algoritmos de equalizac¸a˜o digital na unidade de
DSP, podem ser utilizadas duas abordagens, non-data-aided e data-aided. A primeira so´
tem em conta as propriedades estat´ısticas do sinal recebido, designados na literatura por
algoritmos “cegos”. Nas te´cnicas data-aided, sa˜o enviadas sequeˆncias perio´dicas de s´ımbolos,
conhecidas a priori, juntamente com a informac¸a˜o, denominadas por sequeˆncias de treino.
Apo´s uma sincronizac¸a˜o dos dados no recetor, as sequeˆncias sa˜o retiradas e sujeitas a uma
comparac¸a˜o com as enviadas. A simplicidade desta abordagem permite a adoc¸a˜o de algoritmos
simples para sincronizac¸a˜o temporal, de fase e frequeˆncia, bem como de equalizac¸a˜o do canal,
enquanto que algoritmos “cegos”tornam-se mais complexos para formatos de modulac¸a˜o de
ordem elevada. No cap´ıtulo 3 sa˜o abordadas algumas das principais etapas de um recetor data-
aided, tais como sincronizac¸a˜o, compensac¸a˜o de desvio de frequeˆncia e estimac¸a˜o de canal.
Neste cap´ıtulo sa˜o estudados os blocos gene´ricos constituintes do sistema de transmissa˜o da
figura 2.1, transmissor, canal o´tico e recetor.
2.1 Transmissor
2.1.1 Modulac¸a˜o O´tica
A modulac¸a˜o o´tica tem como objetivo base a conversa˜o de um sinal no domı´nio ele´trico
para o o´tico. As taxas de transmissa˜o de dados nos sistemas de comunicac¸a˜o o´tica esta˜o
tradicionalmente limitados pela velocidade de operac¸a˜o dos componentes opto-eletro´nicos.
Assim, ale´m dos formatos de modulac¸a˜o, tambe´m as tecnologias utilizadas sa˜o aspectos de
relevo para se obter uma boa relac¸a˜o custo-eficieˆncia nas te´cnicas de modulac¸a˜o dos sistemas.
Dentro das tecnologias de modulac¸a˜o destacam-se os lasers modulados diretamente (DMLs),
os moduladores de eletro-absorc¸a˜o (EAMs) e os moduladores de Mach-Zehnder (MZMs). Nos
DMLs, os dados transmitidos sa˜o traduzidos em variac¸o˜es de corrente no laser que originam
a comutac¸a˜o on-off do seu feixe de luz. O resultado e´ um formato de modulac¸a˜o bina´ria
em amplitude (OOK). Embora simples e baratos, apresentam grandes limitac¸o˜es ao n´ıvel da
sua velocidade de transmissa˜o e podem originar um chirp de frequeˆncia que provoca uma
modulac¸a˜o residual de fase no sinal. Os EAMs sa˜o estruturas de semicondutores pin, cuja
sua banda de gap pode ser modulada por aplicac¸a˜o de uma tensa˜o externa que provoca assim
variac¸o˜es nas propriedades de absorc¸a˜o do dispositivo. Contudo, similarmente aos DMLs,
estes produzem algum chirp residual. As suas grandes desvantagens sa˜o a dependeˆncia do
comprimento de onda com as caracter´ısticas de absorc¸a˜o, as perdas por inserc¸a˜o e as suas
limitac¸o˜es de poteˆncia. Contrariamente aos EAMs, baseados no princ´ıpio de absorc¸a˜o, os
MZMs operam pelo princ´ıpio da interfereˆncia e sa˜o controlados pela modulac¸a˜o da fase o´tica
do sinal. Devido ao seu desempenho de modulac¸a˜o controla´vel e a possibilidade de modular
independentemente em intensidade e em fase o campo o´tico, este modulador forma a base dos
formatos de modulac¸a˜o avanc¸ados [17]. O sinal do feixe o´tico incidente no MZM e´ separado
em dois ramos atrave´s de um acoplador na entrada, onde cada ramo e´ composto por um
modulador de fase (PM). As estruturas dos PMs e MZMs sa˜o ilustradas na figura 2.2 [17, 13].
O PM pode ser fabricado como um dispositivo o´tico integrado incorporando um guia de
onda o´tico num substrato eletro-o´tico (geralmente LiNbO3), tal como ilustra a figura 2.2a.
Uma vez que o ı´ndice de refrac¸a˜o do material pode ser alterado por aplicac¸a˜o de uma tensa˜o
externa nos ele´trodos, o campo ele´trico do feixe incidente pode ser modulado em fase. A
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(a) Modulador de fase (PM). (b) Modulador de Mach-Zehnder (MZM).
Figura 2.2: Modulador de fase e de Mach-Zehnder.
relac¸a˜o do campo o´tico incidente, Ein(t), e o campo de sa´ıda, Eout(t), pode ser expressa pela
equac¸a˜o 2.2 [13],




onde uPM (t) representa a tensa˜o de drive externa aplicada aos ele´trodos e Vpi a tensa˜o de
drive necessa´ria para provocar um deslocamento de pi, tipicamente especificada [13].
O MZM atrave´s dos dois PMs em paralelo faz com que os campos inicialmente separados
apresentem uma diferenc¸a de fase entre eles, controlada pelas tenso˜es aplicadas a cada um
dos PMs, u1(t) e u2(t). Na sa´ıda, os dois campos sa˜o interferidos por um acoplador. Esta
interfereˆncia pode ser construtiva ou destrutiva, dependendo das tenso˜es ele´tricas aplicadas,
produzindo uma modulac¸a˜o em intensidade. A estrutura interferome´trica do modulador e´
ilustrada na equac¸a˜o 2.2b. Na˜o considerando as perdas de inserc¸a˜o, a equac¸a˜o 2.3 apresenta






















onde ϕ1(t) e ϕ2(t) sa˜o, respetivamente, os atrasos de fase induzidos em cada dos ramos. Esse
atraso, tal como ja´ referido, e´ dependente da tensa˜o aplicada a cada um dos moduladores
de fase, u1(t) e u2(t). Tendo em conta a relac¸a˜o dessas tenso˜es, o MZM pode operar em
dois modos distintos: modo push-push e modo push-pull. Considerando Vpi1 = Vpi2 = Vpi,
no primeiro caso o modulador comporta-se como um modulador de fase puro uma vez que e´
induzido em ambos os ramos um atraso de fase ideˆntico, ϕ = ϕ1 = ϕ2 (u1(t) = u2(t) = u(t)),
sendo a relac¸a˜o do campo de entrada e de sa´ıda equivalente a` de um PM (equac¸a˜o 2.2). No
segundo modo de operac¸a˜o, as tenso˜es dos dois ramos sa˜o sime´tricas (u1(t) = −u2(t) = u(t)2 )
levando a que ϕ1(t) = −ϕ2(t). Este modo e´ o utilizado quando se deseja obter uma modulac¸a˜o
em intensidade com a auseˆncia de chirp. A sua relac¸a˜o do campo o´tico de entrada com o de
sa´ıda e´ dado pela equac¸a˜o 2.4 [13, 17],














onde ϕ1(t)− ϕ2(t) = 2ϕ1(t) representa a diferenc¸a de fase entre os campos do ramo superior
e inferior do MZM. Neste modo (push-pull), o modulador so´ utiliza uma tensa˜o de drive para
a modulac¸a˜o de ambos os ramos.
Baseado nos moduladores introduzidos e de modo a se obter um transmissor de modulac¸a˜o
o´tica para sinais com formatac¸a˜o avanc¸ada mais flex´ıvel, e´ apresentado o modulador IQ. Este
e´ composto por dois MZMs e um PM, tal como ilustra a figura 2.3. O sinal do campo o´tico
Figura 2.3: Modulador IQ.
incidente, Ein(t), e´ divido em dois brac¸os, de igual poteˆncia, o da componente em fase (I)
e o da quadratura (Q). Em ambos, a modulac¸a˜o e´ realizada atrave´s de um MZM a operar
no modo push-pull, sendo que num deles e´ ainda induzido um atraso de fase de pi2 com um
PM. Desta forma, depois de recombinados os sinais de sa´ıda dos brac¸os, e´ poss´ıvel obter um
sinal de sa´ıda complexo (IQ) com modulac¸a˜o de amplitude e fase. A func¸a˜o transfereˆncia do






















A modulac¸a˜o em amplitude e fase do sinal resultante do modulador IQ pode ser descrita,
respetivamente, pelo mo´dulo e fase da expressa˜o da func¸a˜o transfereˆncia. A subsecc¸a˜o seguinte
apresenta o modelo de um transmissor que faz uso do modulador IQ para realizar a modulac¸a˜o
o´tica dos sinais a transmitir.
2.1.2 Modelo do transmissor
O modelo do transmissor o´tico e´ apresentado na figura 2.4 [18]. Apo´s gerada a sequeˆncia
bina´ria a enviar, a unidade de DSP e´ responsa´vel por paralelizar a informac¸a˜o de forma a
realizar o mapeamento e a codificac¸a˜o do sinal. Depois de modulados digitalmente, os dados
sa˜o divididos nas suas componentes, I e Q, e convertidos para o domı´nio analo´gico. De modo
a aplicar uma tensa˜o de drive correta nos moduladores sa˜o utilizados amplificadores. Os
filtros passa-baixo servem para colmatar poss´ıveis problemas associados a` largura de banda
do sinal, bem como para modelar a resposta passa-baixo de todos os componentes ele´tricos.
Por fim, os dados sa˜o modulados pelo modulador IQ e enviados pelo canal de transmissa˜o.
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Figura 2.4: Modelo do transmissor o´tico.
A figura 2.5 representa o mesmo modelo do transmissor o´tico mas para transmissa˜o de
dados multiplexados na polarizac¸a˜o. Em termos de simulac¸a˜o, sa˜o utilizadas duas fontes de
gerac¸a˜o de sequeˆncias bina´rias. O feixe o´tico do laser e´ divido em dois sinais de igual poteˆncia
que sa˜o utilizados para modular os sinais de cada componente de polarizac¸a˜o. Posteriormente,
os sinais modulados sa˜o combinados por um combinador de polarizac¸o˜es (PBC) de forma a
ser enviado um sinal o´tico com multiplexagem de polarizac¸a˜o.
Figura 2.5: Modelo do transmissor o´tico com multiplexagem de polarizac¸a˜o.
2.2 Propagac¸a˜o na fibra
A evoluc¸a˜o das duas polarizac¸o˜es ortogonais do campo o´tico, Ex(z, t) e Ey(z, t), ao longo


























onde z e t representam, respetivamente, a distaˆncia de propagac¸a˜o e a varia´vel temporal,
J = |Ex2| + |Ey2| e´ a na˜o linearidade calculada sobre a heterogeneidade das polarizac¸o˜es,
α o coeficiente de atenuac¸a˜o da fibra, β2 o paraˆmetro que carateriza o efeito da dispersa˜o




Uma das mais ba´sicas caracter´ısticas de perda de poteˆncia num link o´tico e´ a atenuac¸a˜o.
A atenuac¸a˜o e´ a perda de poteˆncia o´tica da luz ao longo da sua propagac¸a˜o pela fibra e pode
ser definida pela raza˜o entre a poteˆncia de sa´ıda e de entrada [2]. Para uma fibra o´tica de
comprimento L, a relac¸a˜o das poteˆncias e´ dada pela equac¸a˜o 2.7 [20],
Pout = Pine
−α·L, (2.7)
onde Pin e Pout representam, respetivamente, a poteˆncia de entrada e sa´ıda da fibra e α o
coeficiente de atenuac¸a˜o em km−1. Usualmente este coeficiente e´ expresso nas unidades de









≈ 4.343 · α (2.8)
A atenuac¸a˜o da fibra o´tica pode ser causada por absorc¸a˜o, scattering e perdas de curvatura.
Os seus principais limites f´ısicos impostos sa˜o devido ao scattering em fibras de silica, causados
pela estrutura molecular do vidro para pequenos comprimentos de onda, e devido a` absorc¸a˜o
do material para comprimentos de onda elevados. As perdas de curvatura podem tambe´m
induzir perdas de poteˆncia devido a` radiac¸a˜o que e´ perdida nas curvas da fibra. Estas perdas
sa˜o inversamente proporcionais ao raio de curvatura e dependem do comprimento de onda
[2].
2.2.2 Dispersa˜o croma´tica
O principal efeito da CD na fibra e´ o alargamento temporal dos sinais ao longo da sua
propagac¸a˜o. Este feno´meno e´ tambe´m conhecido por dispersa˜o da velocidade de grupo (GVD),
uma vez que a dispersa˜o e´ resultado da dependeˆncia da velocidade de grupo com a frequeˆncia,
causada por dois tipos de dispersa˜o, a dispersa˜o do material e do guia de onda. A dispersa˜o
material ocorre devido a`s variac¸o˜es do ı´ndice refrativo do material com a frequeˆncia (ou
comprimento de onda o´tico), levando a que as va´rias componentes espetrais do sinal viajem
a velocidades diferentes. A dispersa˜o do guia de onda ocorre quando a velocidade de onda no
guia depende da sua frequeˆncia por razo˜es geome´tricas [21, 22, 13]. Considerando a auseˆncia
de atenuac¸a˜o, efeitos na˜o-lineares e de ru´ıdo, o sistema resultante e´ linear e o efeito da
dispersa˜o croma´tica pode ser modelado. Nestas condic¸o˜es, a evoluc¸a˜o do campo o´tico E(z, t)








onde β2(z) e´ designado por GVD e representa a variac¸a˜o da velocidade de grupo com a







onde ω0 e´ a frequeˆncia angular de refereˆncia em que e´ avaliada a
GVD [17]. Dentro da comunidade de engenharia, o paraˆmetro de dispersa˜o D e´ tipicamente






onde c e´ a velocidade da luz no va´cuo e λ o comprimento de onda do sinal o´tico. O paraˆmetro
D e´ expresso em unidades de ps/(nm · km). A partir da equac¸a˜o 2.9 e para um comprimento





Este efeito resulta em distorc¸o˜es e alargamentos no sinal no domı´nio do tempo que provocam
interfereˆncia entre s´ımbolos (ISI) [17]. No caso de fibras o´ticas monomodo (SMF), o alarga-
mento temporal, em segundos, causado pela dispersa˜o pode ser estimado pela equac¸a˜o 2.12
[20],





onde L e´ o comprimento da fibra, D o paraˆmetro de dispersa˜o, ∆f a largura de banda do
sinal, c a velocidade da luz no va´cuo e λ0 e´ o comprimento de onda de emissa˜o da fonte
o´tica. A figura 2.6 (adaptada de [22]) apresenta a variac¸a˜o do paraˆmetro de dispersa˜o D com
o comprimento de onda numa fibra o´tica monomodo padra˜o (SSMF). Pela figura tira-se que
D e´ aproximadamente 17 ps/(nm · km) para o comprimento de onda de 1550 nm, que e´ o
comprimento onda de operac¸a˜o para a maioria sistemas de transmissa˜o pra´ticos.
Figura 2.6: Dispersa˜o vs Comprimento de onda.
2.2.3 Dispersa˜o dos modos de polarizac¸a˜o
Numa fibra monomodo ideal, as componentes polarizadas ortogonalmente do modo fun-
damental possuem iguais constantes de propagac¸a˜o devido a` sime´trica circular da fibra. No
entanto, na pra´tica, as fibras apresentam imperfeic¸o˜es e assimetrias circulares que levam a que
as polarizac¸o˜es exibam diferentes velocidades de grupo, dando origem a um atraso diferencial
de grupo (DGD). O DGD manifesta-se como um alargamento dispersivo nos sinais [17, 22, 2].
Este feno´meno e´ designado por PMD. Na figura 2.7 e´ ilustrado o efeito do DGD provocado
pela PMD numa fibra o´tica (adaptado de [22]).
11
Figura 2.7: Efeito do DGD provocado pela PMD.
As variac¸o˜es aleato´rias nas imperfeic¸o˜es ao longo da fibra originam a que os efeitos da
PMD sigam um processo cumulativo dependente da raiz quadrado da distaˆncia de propagac¸a˜o.
Assim, devido a essa natureza aleato´ria, para avaliar a PMD e´ usualmente calculado o valor
me´dio do DGD, expresso pela equac¸a˜o 2.13,
< ∆τPMD >= PMD ·
√
L, (2.13)
onde PMD representa o paraˆmetro da dispersa˜o dado em ps/
√
km e L o comprimento da
fibra em km. O valor t´ıpico de PMD varia de 0.1 ps/
√




A propagac¸a˜o dos sinais em fibras o´ticas monomodo esta´ fortemente confinada no seu
nu´cleo. Como resultado desse confinamento, a intensidade na luz na fibra pode exceder os
MW/cm2 e consequentemente afetar o seu ı´ndice de refrac¸a˜o. Esta dependeˆncia do ı´ndice de
refrac¸a˜o com a intensidade e´ designada por efeito de Kerr. As alterac¸o˜es induzidas no sinal
pela variac¸a˜o do ı´ndice de refrac¸a˜o traduzem-se em rotac¸o˜es na fase do sinal que originam
distorc¸o˜es que aumentam com a poteˆncia do sinal [17]. A evoluc¸a˜o do campo o´tico, E, para




onde γ representa o coeficiente na˜o-linear de Kerr. De modo a entender melhor a origem e
o desempenho dos diferentes regimes na˜o-lineares de transmissa˜o, esta na˜o-linearidade pode
ser decomposta em duas classes de interac¸o˜es na˜o-lineares. Quando as na˜o-linearidades da
fibra ocorrem num u´nico canal WDM, sa˜o referidas como na˜o-linearidades intra-canal. Caso
ocorram entre dois ou mais canais WDM, sa˜o designadas por na˜o-linearidades inter-canal. A
importaˆncia de cada uma dessas classes de na˜o-linearidades depende significantemente das
taxas de transmissa˜o dos sistemas. As primeiras sa˜o as que mais afetam os sistemas WDM com
taxas acima dos 10 Gbit/s. Abaixo dessa taxa, as na˜o-linearidades inter-canal sa˜o geralmente
as dominantes [17]. Considerando a multiplexagem WDM do campo o´tico E em treˆs das suas
componentes, E1, E2 e E3, pode-se reescrever a equac¸a˜o 2.14 para uma nova versa˜o tendo em
conta estas treˆs componentes do campo, dada pela equac¸a˜o 2.15 [17].
∂E1
∂z
= jγ|E1|2E1 + 2jγ(|E2|2 + |E3|3)E1 + jγE22E∗3 (2.15)
Se os campos E1,2,3 representarem canais individuais WDM, os termos do lado direito re-
presentam, respetivamente, os efeitos na˜o-lineares: modulac¸a˜o de fase intra-canal (SPM),
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modulac¸a˜o de fase cruzada (XPM) e mistura de quatro ondas (FWM). O efeito SPM re-
presenta a modulac¸a˜o de fase na˜o-linear resultante das mudanc¸as de intensidade do pro´prio
canal, isto e´, depende somente da sua pro´pria poteˆncia. O XPM e o FWM resultam, res-
petivamente, da interfereˆncia e do batimento entre canais adjacentes. Caso as componentes
do campo estejam associadas a apenas um canal WDM, o segundo e terceiro termo passam
a designar-se por modulac¸a˜o de fase cruzada intra-canal (IXPM) e mistura de quatro ondas
intra-canal (IFWM). O IXPM resulta da interfereˆncia entre as componentes do canal e o
IFWM da combinac¸a˜o das suas va´rias componentes de frequeˆncia. As na˜o-linearidades intra-
canal sa˜o particularmente importantes nos formatos de modulac¸a˜o avanc¸ados com taxas de
transmissa˜o elevadas [17, 13].
2.3 Recetor Coerente
2.3.1 Princ´ıpio da Detec¸a˜o Coerente
A detec¸a˜o coerente permite que todos os paraˆmetros de informac¸a˜o do sinal o´tico (am-
plitude, fase, frequeˆncia e polarizac¸a˜o) sejam transferidos para o domı´nio ele´trico. No caso
da detec¸a˜o de sinais o´ticos com formatos de modulac¸a˜o de ordem elevada, esta detec¸a˜o traz
vantagens na desmodulac¸a˜o do sinal visto que pode ser efetuada completamente no domı´nio
ele´trico, reduzindo assim a complexidade o´tica. Ale´m disso, os recetores coerentes exibem
a possibilidade da compensac¸a˜o no domı´nio digital das imperfeic¸o˜es da propagac¸a˜o do sinal.
Para entender como os paraˆmetros do campo do sinal o´tico de informac¸a˜o podem ser ex-
tra´ıdos e dispon´ıveis no domı´nio ele´trico, a figura 2.8 apresenta a estrutura base do princ´ıpio
da detec¸a˜o coerente [13]. Depois da interfereˆncia do sinal o´tico de informac¸a˜o com o sinal do
Figura 2.8: Princ´ıpio da detec¸a˜o coerente.
oscilador local (LO), atrave´s do acoplador de 3 dB, e´ realizada uma fotodetec¸a˜o atrave´s de
um fotod´ıodo balanceado (BPD), permitindo assim a conversa˜o do sinal do meio o´tico para
o ele´trico. Considerando o campo ele´trico normalizado, o sinal o´tico de informac¸a˜o recebido
pode ser descrito pela equac¸a˜o 2.16 e o sinal do LO pela equac¸a˜o 2.17 [13],
Es(t) =
√
Ps · ej(ωst+ϕs) · a(t) · ejϕ(t) · ejϕns (t) · es (2.16)
Elo(t) =
√
Plo · ej(ωlot+ϕlo) · ejϕnlo (t) · elo, (2.17)
onde Ps e Plo representam, respetivamente, as poteˆncias de onda cont´ınua, ωs e ωlo as
frequeˆncias angulares, ϕs e ϕlo as fases iniciais , ϕns e ϕnlo representam o ru´ıdo de fase
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do laser e es e elo os vectores unita´rios de polarizac¸a˜o do sinal o´tico recebido e do LO [13].
Por fim, a(t) e ϕ(t) sa˜o a informac¸a˜o em intensidade e em fase do sinal. As fotocorrentes
resultantes da detec¸a˜o balanceada, I1 e I2 sa˜o descritas nas equac¸a˜o 2.18 e 2.19,
I1(t) = R · (Ein1 · E∗in1) + ish1 = R · Pin1 + ish1 (2.18)
I2(t) = R · (Ein2 · E∗in2) + ish2 = R · Pin2 + ish2 , (2.19)
onde R e Ein representam, respetivamente, a responsividade e o campo o´tico incidente em
cada fotod´ıodo e ish o ru´ıdo bal´ıstico (shot noise) das suas fotocorrentes. A corrente de sa´ıda
do fotod´ıodo balanceado e´ dada pela subtrac¸a˜o das correntes dos fotod´ıodos e descrita pela
equac¸a˜o 2.20 [13],
Iout(t) = I1(t)− I2(t) = R(Pin1 − Pin2) + ish
= 2R
√
PsPlo · a(t) · eselo · sin (∆ωt+ ϕn(t) + ϕo + ϕ(t)) + ish, (2.20)
onde ish = ish1− ish2 representa o ru´ıdo bal´ıstico resultante da fotodetec¸a˜o, ∆ω = ωs−ωlo e´ a
frequeˆncia angular que descreve o desvio de frequeˆncia entre o laser local e o do transmissor,
ϕn(t) = ϕns(t)− ϕnlo(t) o ru´ıdo de fase variante ao longo do tempo [2], ϕ0 = ϕs − ϕlo a fase
inicial e ϕ(t) a informac¸a˜o de fase. De notar que a equac¸a˜o 2.20 ignora a influeˆncia do ru´ıdo
te´rmico.
2.3.2 Detec¸a˜o Homodina e Heterodina
Na detec¸a˜o coerente podem ser distinguidos dois princ´ıpios fundamentais: detec¸a˜o homo-
dina e heterodina. Na detec¸a˜o homodina, a diferenc¸a de frequeˆncia entre o LO e o sinal e´
nula e portanto o espetro o´tico e´ diretamente convertido para banda base no domı´nio ele´trico.
Neste caso a corrente resultante do fotod´ıodo balanceado e´ equivalente a` descrita na equac¸a˜o
2.20 com ∆ω = 0. Um dos principais desafios para recetores homodinos e´ a implementac¸a˜o
da sincronizac¸a˜o das frequeˆncias e fases do laser do sinal e do LO. No caso da detec¸a˜o he-
terodina, as frequeˆncias do sinal e do LO sa˜o escolhidas para serem diferentes para que a
informac¸a˜o do sinal o´tico seja transferida para uma banda ele´trica centrada a uma frequeˆncia
interme´dia, ωIF , que corresponde a` diferenc¸a de frequeˆncia entre o laser do sinal e o LO
(∆ω). A frequeˆncia interme´dia deve ser muito mais elevada do que metade da largura de
banda do sinal em banda base. A expressa˜o da corrente resultante apo´s a fotodetec¸a˜o e´ dada
pela equac¸a˜o 2.20 com ∆ω = ωIF . Quando se tem em conta a eficieˆncia espetral e viabilidade
a elevados ritmos de transmissa˜o de dados, os recetores homodinos sa˜o superiores aos hetero-
dinos devido a` sua ocupac¸a˜o espetral [13, 2]. Nesta dissertac¸a˜o somente recetores homodinos
sa˜o considerados.
2.3.3 Recetor Homodino com diversidade de fase e polarizac¸a˜o
De modo a ser poss´ıvel a detec¸a˜o das componentes em fase (I) e quadratura (Q) de sinais
com formatos de modulac¸a˜o avanc¸ados, um front-end o´tico deve ser implementado. O sinal
recebido e´ misturado com o oscilador local atrave´s do 2x4 90o h´ıbrido cujas suas sa´ıdas sa˜o
detetadas por dois fotod´ıodos balanceados. A figura 2.9 ilustra o diagrama deste front-end
[13].
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Figura 2.9: Front-end o´tico para detec¸a˜o das componentes I e Q.
Considerando os sinais a` entrada do componente 2x4 90o h´ıbrido descritos na equac¸a˜o
2.21, a poteˆncia nas suas sa´ıdas que permite a detec¸a˜o de ambas as componentes IQ e´ dada
pela expressa˜o da equac¸a˜o 2.22,
Ein1(t) = |Ein1 | · eφ1(t), Ein2(t) = |Ein2 | · eφ2(t) (2.21)
Poutn(t) =
1
4 |Ein1(t)|2 + 14 |Ein2(t)|2
+ 12 |Ein1 ||Ein2 | · cos (φ1(t)− φ2(t)− n · 90o + ψ) ,
(2.22)
onde |Ein1 | e |Ein2 | representam a intensidade do campo o´tico incidente do sinal e do LO,
φ1(t) e φ2(t) a sua informac¸a˜o de fase, Poutn a poteˆncia desejada em cada porto de sa´ıda
n = 0, 1, 2, 3 e ψ uma rotac¸a˜o de fase aleato´ria. Para ψ = 0, a func¸a˜o transfereˆncia dos












de onde se observa uma diferenc¸a de fase entre os campos de entrada e os quatro de sa´ıda
de n · 90o. Depois de detetados os campos de sa´ıda, as fotocorrentes em fase e quadratura
obtidas sa˜o dadas respetivamente pelas equac¸o˜es 2.24 e 2.25 [13],
II(t) = R(Pout1 − Pout3) + ishI
= R
√
PsPlo · a(t) · eselo · cos (∆ωt+ ϕn(t) + ϕo + ϕ(t)) + ishI
(2.24)
IQ(t) = R(Pout2 − Pout4) + ishQ
= R
√
PsPlo · a(t) · eselo · sin (∆ωt+ ϕn(t) + ϕo + ϕ(t)) + ishQ ,
(2.25)
com ishI e ishQ a representarem o ru´ıdo bal´ıstico das fotocorrentes no brac¸o da componente
em fase e em quadratura do front-end, ∆ω o desvio de frequeˆncia entre o laser local e o do
transmissor, ϕn(t) o ru´ıdo de fase, ϕ0 a fase inicial e ϕ(t) a informac¸a˜o de fase [13].
Ate´ agora supoˆs-se que a polarizac¸a˜o do sinal de entrada estava sempre alinhada com a
do LO. Em sistemas pra´ticos o alinhamento da polarizac¸a˜o do sinal com o LO torna-se dif´ıcil
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devido a variac¸o˜es aleato´rias no estado de polarizac¸a˜o do sinal ao longo da sua propagac¸a˜o
pela fibra. Assim, uma das formas do recetor coerente conseguir lidar com a dependeˆncia da
polarizac¸a˜o e´ a utilizac¸a˜o de uma configurac¸a˜o com diversidade de polarizac¸a˜o [2]. Um recetor
com diversidade de fase e polarizac¸a˜o pode ser implementado pelo uso de dois divisores de
polarizac¸a˜o (PBSs) e dois front-ends da figura 2.9, um para cada componente do sinal, I e Q,
como mostra a figura 2.10 [2].
Figura 2.10: Configurac¸a˜o do recetor para diversidade de fase e polarizac¸a˜o.
Atrave´s de um PBS, o sinal o´tico de informac¸a˜o, com estado de polarizac¸a˜o arbitra´rio, e´
recebido e separado em duas componentes lineares de polarizac¸a˜o (x e y). Depois da detec¸a˜o
balanceada, as fotocorrentes das componentes I e Q de cada polarizac¸a˜o podem ser combi-
nadas eletricamente para a reconstruc¸a˜o do sinal. Atualmente, recetores digitais coerentes
para detec¸a˜o de sinais com formatos de modulac¸a˜o avanc¸ados teˆm sido alvo de extensas inves-
tigac¸o˜es. Estes recetores usam os mesmos front-ends da figura 2.10 para diversidade de fase
e polarizac¸a˜o. No domı´nio ele´trico, os sinais detetados sa˜o sujeitos a filtragens e amostragens
para posterior processamento no domı´nio digital. [13, 2]. A figura 2.11 apresenta um modelo
de um recetor digital coerente com diversidade de fase e polarizac¸a˜o [15, 16].
Figura 2.11: Modelo de recetor coerente com diversidade de fase e polarizac¸a˜o.
Depois da divisa˜o do sinal o´tico recebido nas duas componentes de polarizac¸a˜o atrave´s de
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um PBS, os sinais sa˜o encaminhados para os seus respetivos front-ends que teˆm a responsabili-
dade de os mapear linearmente num conjunto de sinais ele´tricos. Depois de filtrados, os sinais
detetados de ambas as componentes, I e Q, sa˜o convertidos para o domı´nio digital atrave´s de
uma amostragem realizada por um ADC [15]. Na unidade de DSP, antes da sequeˆncia bina´ria
ser descodificada, podem ser aplicados algoritmos de compensac¸a˜o das imperfeic¸o˜es do sinal
provocadas ao longo da sua propagac¸a˜o.
2.4 Sincronismo
Como mencionado na subsecc¸a˜o 2.3.2, um dos principais desafios para os recetores coe-
rentes com detec¸a˜o homodina e´ a sincronizac¸a˜o da portadora. Esta sincronizac¸a˜o tem como
objetivo estimar o erro de fase do sinal recebido e roda´-lo para a zona de decisa˜o correta da
sua constelac¸a˜o. As contribuic¸o˜es para este erro de fase esta˜o relacionadas com o ru´ıdo de
fase e o desvio de frequeˆncia de emissa˜o dos lasers. Em sistemas na˜o coerentes, como por
exemplo sistemas IMDD, a fase na˜o e´ relevante uma vez que o recetor so´ mede a energia
do sinal o´tico recebido. Com os recentes avanc¸os na tecnologia do processamento digital de
sinal torna-se poss´ıvel a recuperac¸a˜o da portadora recorrendo a te´cnicas digitais. Os recetores
digitais coerentes podem realizar eficientemente a estimac¸a˜o de fase e equalizac¸a˜o digital e
evitar assim os problemas da utilizac¸a˜o de uma malha o´tica de captura de fase (OPLL) no
recetor, tais como a sua dificuldade de implementac¸a˜o e os requisitos da largura de linha.
As te´cnicas digitais de recuperac¸a˜o de fase e frequeˆncia podem ser classificadas em duas
principais categorias: data-aided e non-data-aided. A primeira recorre ao envio, em modo
de rajada, de sequeˆncias de treino, conhecidas a priori, no in´ıcio de cada trama de dados de
informac¸a˜o. Se a sequeˆncia de dados enviada na˜o for conhecida, te´cnicas non-data-aided de-
vem ser utilizadas tendo em conta unicamente as estat´ısticas do sinal de informac¸a˜o recebido.
Nesta u´ltima te´cnica os me´todos de recuperac¸a˜o de portadora sa˜o geralmente designados
consoante a configurac¸a˜o do recetor usado. Por exemplo, em recetores com malhas de reali-
mentac¸a˜o (feedback), um sinal corrigido proporcional ao erro de fase e´ gerado e alimentado
de volta para sincronizar as fases do sinal e LO. Em contraste, em circuitos so´ com cami-
nhos para a frente, sem malhas de realimentac¸a˜o, o me´todo de recuperac¸a˜o e´ designado por
feed-forward. Neste caso, os paraˆmetros sa˜o diretamente extra´ıdos e o sinal e´ corrigido para
a frente [13].
Nas te´cnicas data-aided, ale´m do sincronismo de frequeˆncia e fase, e´ necessa´rio uma sin-
cronizac¸a˜o temporal de modo a determinar os instantes de in´ıcio das sequeˆncias de treino
enviadas. Os detalhes associados a essa sincronizac¸a˜o sa˜o estudados no cap´ıtulo 3. Nesta
secc¸a˜o sera´ dado eˆnfase aos problemas associados ao sincronismo de fase e frequeˆncia.
2.4.1 Sincronismo de Fase
Um dos principais fatores de degradac¸a˜o da sensibilidade de um sistema o´tico coerente e´
o ru´ıdo de fase (PN) associado ao laser do transmissor e LO [20]. Este ru´ıdo e´ causado pela
emissa˜o espontaˆnea de foto˜es, na˜o gerados em fase com a emissa˜o estimulada de foto˜es mas
com fase aleato´ria [13]. A evoluc¸a˜o desta fase ao longo do tempo pode ser caraterizada por
um processo discreto de Wiener. O desvio de fase, θk, para cada s´ımbolo, k, pode ser descrito,
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onde vm representam varia´veis aleato´rias gaussianas, com me´dia nula e variaˆncia σ
2
vm =
2pi∆vTs, independentes e identicamente distribu´ıdas (i.i.d), em que ∆v = ∆vs + ∆vlo e´ a
soma da largura de linha, a 3 dB, dos lasers (transmissor e local) e Ts o per´ıodo de s´ımbolo
[24]. Assim, o salto de fase num intervalo temporal de observac¸a˜o τ pode ser dado pela
equac¸a˜o 2.27 [13]:
∆θ(k) = θ(k)− θ(k − τ). (2.27)
A variaˆncia do salto de fase entre n amostras e´ de σ2τ = 2pi∆v|τ | = n ·σ2vm , onde |τ | = n ·Ts e´ o
intervalo de observac¸a˜o. O sinal recebido na presenc¸a de PN e ru´ıdo aditivo branco gaussiano
(AWGN) e´ descrito na equac¸a˜o 2.28,
rk = sk · ejθk + wk, (2.28)
com sk a ser o sinal transmitido, wk o AWGN e θk a fase provocada pelo PN. De referir
que o termo ∆v|τ | da variaˆncia do salto de fase pode ser entendido como uma medida da
intensidade do ruido de fase, uma vez que esta varia diretamente com a largura de linha e
com o per´ıodo de observac¸a˜o. A figura 2.12, ilustra uma realizac¸a˜o de um processo discreto
de Wiener para um sistema a 25 Gbaud com o LO a conter largura de linha de 100 kHz.
Assume-se que no sistema o laser transmissor e´ ideal e o LO tem o ru´ıdo de fase equivalente
a` soma das larguras de linha dos dois lasers.
Figura 2.12: Realizac¸a˜o de um processo de Wiener.
A figura 2.13 apresenta as constelac¸o˜es do sinal recebido para intensidades diferentes de
ru´ıdo de fase. Em ambos os casos (figura 2.13a e 2.13b) observa-se rotac¸o˜es nas constelac¸o˜es
devido a` natureza aleato´ria do processo discreto de Wiener, levando a que os s´ımbolos se
afastem da sua zona correta de decisa˜o com o intensificar do ru´ıdo. Por exemplo, para o
segundo caso observa-se que a refereˆncia de fase e´ totalmente perdida uma vez que o ru´ıdo
de fase e´ muito mais intenso (largura de linha mais elevada).
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(a) Largura de linha = 100 KHz. (b) Largura de linha = 1 MHz.
Figura 2.13: Efeito do ru´ıdo de fase na constelac¸a˜o do sinal recebido.
2.4.2 Sincronismo de Frequeˆncia
O efeito do desvio de frequeˆncia ocorre pelo facto de os lasers do sistema o´tico coerente
na˜o apresentarem a mesma frequeˆncia central de operac¸a˜o, levando a que o sinal depois da
recec¸a˜o na˜o se encontre totalmente em banda base. Ao contra´rio do ru´ıdo de fase, o desvio
de frequeˆncia causa um desvio de fase constante entre s´ımbolos adjacentes.











































Figura 2.14: Evoluc¸a˜o da fase devido ao desvio da frequeˆncia de 10 MHz.
A figura 2.14a, representa a evoluc¸a˜o da fase do sinal afetado com desvio de frequeˆncia
recorrendo a` func¸a˜o angle, pelo que se verifica a ocorreˆncia de saltos de fase para valores de
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±pi, originando portanto um gra´fico com forma de “dente de serra”. De modo a colmatar
esse problema, fez-se o unwrap da fase (figura 2.14b) concluindo-se assim que o desvio de
frequeˆncia da portadora provoca um desvio de fase proporcional em todos os s´ımbolos. Em
termos anal´ıticos, este efeito nos s´ımbolos recebidos pode ser expresso pela expressa˜o da
equac¸a˜o 2.29,
rk = sk · ejk·∆φ, (2.29)
com sk a ser o sinal transmitido e ∆φ = 2pi∆fTs o desvio de fase causado pelo desvio de
frequeˆncia entre dois s´ımbolos consecutivos, onde ∆f = fs − flo e´ a diferenc¸a de frequeˆncia
entre o laser transmissor e o LO e Ts o per´ıodo de s´ımbolo.
Considerando o sinal transmitido com formato QPSK com fases de pi/4, 3pi/4, 5pi/4, 7pi/4,
os s´ımbolos do sinal recebido tera˜o fases em (pi/4 + φ), (3pi/4 + φ), (5pi/4 + φ), (7pi/4 + φ),
onde φ representa o desvio de fase provocado pelo desvio de frequeˆncia da portadora. Este
feno´meno e´ ilustrado na figura 2.15, onde se observa que os s´ımbolos sofrem uma rotac¸a˜o
uniforme de fase, ao contra´rio do que acontece na constelac¸a˜o do sinal com ruido de fase, onde
a rotac¸a˜o de fase e´ aleato´ria (figura 2.13). O sentido de rotac¸a˜o dos s´ımbolos na constelac¸a˜o
depende do sinal (positivo ou negativo) resultante da diferenc¸a de frequeˆncias entre os lasers.
Considerando tambe´m a presenc¸a de PN e AWGN, o sinal recebido fica a ser expresso pela
(a) Desvio de Frequeˆncia = 100 KHz. (b) Desvio de Frequeˆncia = 1 MHz.
Figura 2.15: Efeito do desvio de frequeˆncia na constelac¸a˜o do sinal recebido.
equac¸a˜o 2.30,
rk = sk · ej(θk+k·∆φ) + wk, (2.30)
em que sk e´ o sinal transmitido, θk o ru´ıdo de fase, ∆φ o desvio de fase causado pelo desvio





A recec¸a˜o o´tica coerente com a combinac¸a˜o de processamento digital de sinal permite
estimar e compensar os principais fatores limitadores nos sistemas o´ticos atuais. Na unidade
de DSP, a equalizac¸a˜o do sinal pode ser realizada com a implementac¸a˜o de filtros digitais
no domı´nio da frequeˆncia (FD) ou no domı´nio do tempo (TD). Durante o surgimento destes
recetores, a filtragem TD com a aquisic¸a˜o do canal de forma non-data-aided por algoritmos
de gradiente, tal como o algoritmo de mo´dulo constante (CMA) ou o algoritmo de menor erro
quadra´tico (LMS), foram largamente utilizados [25]. Mais tarde, reconheceu-se que podiam
ser enviados s´ımbolos, conhecidos a priori, juntamente com os dados de informac¸a˜o de modo
a facilitar as tarefas no recetor. Estes s´ımbolos sa˜o tipicamente conhecidos na literatura por
s´ımbolos de treino ou sequeˆncias de treino. A estimac¸a˜o do canal, bem como a estimac¸a˜o
de imperfeic¸o˜es de transmissa˜o, com base nestes s´ımbolos tem a designac¸a˜o de estimac¸a˜o
data-aided. Para que seja poss´ıvel tal estimac¸a˜o, e´ primeiro necessa´rio a existeˆncia de um
bloco de sincronizac¸a˜o temporal no recetor para a detec¸a˜o e recuperac¸a˜o das sequeˆncias de
treino. Em sistemas de mu´ltipla entrada e mu´ltipla sa´ıda (MIMO), a monitorizac¸a˜o de efeitos
variantes no tempo, tal como rotac¸o˜es de polarizac¸a˜o, requer uma atualizac¸a˜o regular dos
coeficientes do compensador digital [26]. Com algoritmos data-aided, os coeficientes teˆm um
ra´pida convergeˆncia, no entanto, e´ requirida uma transmissa˜o perio´dica de s´ımbolos de treino
de modo a conseguir acompanhar todas as variac¸o˜es que ocorrem no canal de transmissa˜o
[25, 26].
Na secc¸a˜o 3.2 sa˜o descritas as sequeˆncias de treino usadas ao longo desta dissertac¸a˜o.
Nas secc¸o˜es seguintes sa˜o estudadas as principais etapas de um recetor data-aided, tais como
sincronizac¸a˜o de dados, estimac¸a˜o e correc¸a˜o de desvio de frequeˆncia, e estimac¸a˜o da resposta
do canal. De referir que na secc¸a˜o 3.5 e´ proposto um me´todo para a monitorizac¸a˜o de um
dos principais fatores de degradac¸a˜o da sensibilidade do recetor, o ru´ıdo de fase.
3.2 Sequeˆncias CAZAC
As sequeˆncias de treino adotadas neste documento sa˜o sequeˆncias de Zadoff-Chu [27]
uma vez que sa˜o sequeˆncias de amplitude constante e autocorrelac¸a˜o zero (CAZAC). Estas
sequeˆncias teˆm sido bastante utilizadas em te´cnicas data-aided devido ao facto de possu´ırem
amplitude constante no tempo e na frequeˆncia, assim como terem boas propriedades de cor-
21




















Sequência de CAZAC (Lc=256,Kc=7) no tempo discreto
Figura 3.1: Sequeˆncia de CAZAC no tempo discreto.
relac¸a˜o. Essas propriedades sa˜o essenciais numa vasta gama de aplicac¸o˜es de engenharia tais
como na sincronizac¸a˜o, estimac¸a˜o de canal e na reduc¸a˜o da raza˜o entre poteˆncias de pico e
me´dia (PAPR) [28, 29, 30]. No domı´nio discreto, uma sequeˆncia CAZAC de tamanho Lc




Lc , Lc par
ej·
pi·Kc·n·(n+1)
Lc , Lc ı´mpar
(3.1)
onde Kc, ı´ndice da sequeˆncia, e´ um nu´mero inteiro positivo primo relativamente a Lc e
n = 0, 1, ..., Lc − 1. Em termos gra´ficos, a figura 3.1 ilustra uma sequeˆncia de CAZAC com
Lc=256 s´ımbolos e Kc=7 na qual se pode verificar a propriedade da amplitude constante e
unita´ria no tempo. Uma outra propriedade interessante e´ o facto da transformada ra´pida de
Fourier (FFT) de uma sequeˆncia deste tipo continuar a ser CAZAC [31].
Assim, para uma sequeˆncia de tamanho L s´ımbolos, pode-se definir a seguinte func¸a˜o de




sn+i · s∗n =
{
L , i = 0
0 , 0 < i ≤ Lc− 1 (3.2)
onde s∗ representa o complexo conjugado da sequeˆncia s e sm = sm + L devido a` sua ciclici-
dade. Sendo o mo´dulo no domı´nio do tempo das sequeˆncias de CAZAC unita´rio (figura 3.1),
temos para o caso de i = 0 que χ0 =
∑L−1
n=0 |sn|2 = L. Por outro lado, para valores de i 6= 0, χi
e´ zero o que demonstra a ortogonalidade entre verso˜es de sequeˆncias deslocadas ciclicamente.
De modo a ilustrar esse feno´meno, a figura 3.2 representa graficamente a autocorrelac¸a˜o c´ıclica
(correlac¸a˜o da sequeˆncia com ela pro´pria) de uma sequeˆncia CAZAC (Lc=128 e Kc=7). Pela
figura, verifica-se portanto que existe somente um pico de correlac¸a˜o (de tamanho igual a Lc)
com todos os outros pontos a serem nulos. A na˜o existeˆncia de lo´bulos laterais para esta
sequeˆncia e a presenc¸a da sua resposta impulsional sa˜o caracter´ısticas bastantes u´teis para
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testes em canais de transmissa˜o na resoluc¸a˜o de problemas de sincronizac¸a˜o.














Correlação circular de sequência de CAZAC (Lc=128 e Kc=7)
Figura 3.2: Correlac¸a˜o circular de sequeˆncia CAZAC.
Muitos dos algoritmos t´ıpicos de sincronizac¸a˜o utilizados no recetor requerem a perio-
dicidade da sequeˆncia de treino [6, 32], pelo que e´ habitual a sua repetic¸a˜o na trama de
transmissa˜o de dados. Na secc¸a˜o seguinte e´ referido um desses algoritmos [33]. Os sistemas
o´ticos coerentes que implementam multiplexagem de polarizac¸a˜o no envio de informac¸a˜o po-
dem ser vistos como casos particulares de sistemas MIMO [6]. Para a estimac¸a˜o de canal, em
sistemas de comunicac¸a˜o MIMO, com M transmissores e recetores, e´ necessa´rio garantir que
os recetores consigam identificar corretamente as sequeˆncias provenientes de cada transmissor
[32]. Para isso, e´ usual a utilizac¸a˜o de sequeˆncias ortogonais transmitidas em simultaˆneo pelos
va´rios emissores [34], para desta forma manter pequeno o overhead. Assim, de modo a aten-
der a esses requisitos, sa˜o usadas sequeˆncias CAZAC com diferentes deslocamentos c´ıclicos
em cada transmissor. Para uma sequeˆncia de comprimento L, um valor usual para o seu
deslocamento c´ıclico e´ de b LM c. Em geral, o valor do deslocamento deve ser maior ou igual do
que a resposta impulsional do canal (CIR) para preservar a ortogonalidade [6, 32].
Figura 3.3: Estrutura da trama para configurac¸a˜o 2x2 MIMO.
A figura 3.3 mostra um exemplo de uma trama de transmissa˜o num sistema 2x2 MIMO,
com a utilizac¸a˜o de sequeˆncias CAZAC repetidas ao longo do tempo. Tendo em conta o
referido, neste caso sa˜o enviadas simultaneamente pelos dois transmissores duas sequeˆncias
deslocadas ciclicamente de L2 .
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3.3 Algoritmo para Sincronizac¸a˜o de Tramas
Um dos me´todos mais populares para a sincronizac¸a˜o da informac¸a˜o no recetor e´ o al-
goritmo proposto por Schmidl e Cox [33]. Este me´todo consiste na transmissa˜o de duas
sequeˆncias ideˆnticas no domı´nio do tempo, enviadas no in´ıcio de cada trama de dados, tal
como ilustrado na figura 3.4.
Figura 3.4: Estrutura da trama de dados com sequeˆncias de treino.
No recetor, para detetar o in´ıcio de cada sequeˆncia de treino, as amostras conjugadas
da primeira sequeˆncia podem ser multiplicadas pelas correspondentes amostras da segunda.
O produto de cada um desses pares de amostras tem aproximadamente a mesma fase (em
condic¸o˜es ideais) e a amplitude da sua soma ira´ ser ma´xima. Assim, considerando que cada





r∗d+m · rd+m+L. (3.3)
Na equac¸a˜o 3.3, r representa o sinal recebido no domı´nio do tempo, (.)∗ o complexo
conjugado e d o deslocamento temporal da janela de correlac¸a˜o de 2 · L amostras. Para
valores de d que representem o in´ıcio de cada sequeˆncia de treino (valor o´timo d = do) obte´m-
se a ma´xima correlac¸a˜o entre amostras levando a que P (do) seja ma´ximo e portanto se designe
por pico de correlac¸a˜o. A figura 3.5 ilustra a correlac¸a˜o das amostras para o instante o´timo





onde P (d) representa a func¸a˜o correlac¸a˜o definida na equac¸a˜o 3.3 e R(d) a energia da segunda





Deste modo, para determinar o in´ıcio de comec¸o de cada sequeˆncia de treino basta deter-
minar o instante amostral para o qual a func¸a˜o definida em 3.4 e´ ma´xima. Para o caso do
sistema de comunicac¸a˜o apresentar um canal o´tico perfeito, observa-se facilmente que o valor
ma´ximo da me´trica sera´ unita´rio visto que P (do) nos instantes ideais ira´ representar a energia
de cada sequeˆncia. A implementac¸a˜o deste algoritmo, em termos de diagrama de blocos, e´
ilustrada na figura 3.6.
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Figura 3.5: Correlac¸a˜o das amostras na func¸a˜o P(d=0).
Figura 3.6: Diagrama de blocos do algoritmo de SC.
Em termos gra´ficos, a me´trica pode ser ilustrada pela figura 3.7. Tendo em conta o
facto das sequeˆncias se localizarem no in´ıcio de cada trama de dados, o primeiro ma´ximo
ira´ acontecer para d = 0, ocorrendo para instantes posteriores uma diminuic¸a˜o da me´trica,
uma vez que as amostras espac¸adas de L se encontram cada vez menos correlacionadas. Na
proximidade de uma nova sequeˆncia de treino, verifica-se o feno´meno inverso, isto e´, a func¸a˜o
da me´trica de SC ira´ aumentar ate´ o pro´ximo do. Os instantes ma´ximos sera˜o portanto os
ı´ndices, em amostras, de comec¸o das tramas.
Figura 3.7: Me´trica de SC.
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3.4 Estimac¸a˜o de Desvio de Frequeˆncia
Apo´s a detec¸a˜o das sequeˆncias de treino, estas podem ser utilizadas para estimar e corrigir
o desvio de frequeˆncia provocado pela diferenc¸a de frequeˆncia dos osciladores (laser local e
laser transmissor) num sistema o´tico coerente. Nesta secc¸a˜o, e´ apresentado um me´todo que
tira partido do algoritmo de SC que tem a caracter´ıstica de permitir a estimac¸a˜o do desvio
de frequeˆncia da portadora a partir da fase resultante do ponto de valor ma´ximo da func¸a˜o
de correlac¸a˜o P (d), isto e´, da fase do pico de correlac¸a˜o. Esta fase resulta da correlac¸a˜o entre
as duas metades originalmente ideˆnticas de cada sequeˆncia de treino. Assim, se o desvio de
frequeˆncia estiver presente, ∠P (do) ira´ conter a informac¸a˜o da fase. A t´ıtulo de exemplo,
considere-se as primeiras amostras de cada metade da sequeˆncia de treino, afetadas com
desvio de frequeˆncia:
r0 = |r0| · ejθ0 · ejφ0
rL = |rL| · ejθL · ejφL , (3.6)
com |r0| · ejθ0 = |rL| · ejθL uma vez que as amostras sa˜o ideˆnticas e φ a fase extra provocada
pelo desvio de frequeˆncia. Deste modo, a correlac¸a˜o entre as amostras sera´ dada por:
r∗0 · rL = |r0|2 · ej(φL−φ0) = |r0|2 · ejφ, (3.7)
pelo que a func¸a˜o de correlac¸a˜o para instantes ideais de comec¸o de trama do, na presenc¸a
de desvio de frequeˆncia, pode ser expressa pela equac¸a˜o 3.8 observando-se o aparecimento de
uma diferenc¸a de fase entre as amostras que pode ser estimada por φˆ = ∠P (do).
P (do) = e
jφ · (|r0|2 + |r1|2 + · · ·+ |rL−1|2) (3.8)
Na equac¸a˜o 3.8, φ representa a diferenc¸a de fase dada por [35, 36]:
φ = pi ·∆f · T, (3.9)
em que T = N · Ts corresponde a` durac¸a˜o da sequeˆncia com um per´ıodo de amostragem da
ADC igual a Ts. Sabendo esta relac¸a˜o e a estimativa da fase, tira-se uma estimativa para o
desvio de frequeˆncia dada por [37]:
∆ˆf =
φˆ
pi ·N · Ts =
∠P (do)
pi ·N · Ts. (3.10)
De salientar que o procedimento descrito acima para a estimac¸a˜o do desvio de frequeˆncia
podera´ produzir resultados amb´ıguos se os valores da diferenc¸a de fase na˜o estiverem restritos
ao intervalo [−pi, pi], isto e´, |φˆ| < pi, pelo que o algoritmo deve ser projetado visando a
identificac¸a˜o de desvios de frequeˆncia dentro da seguinte gama de frequeˆncias:
− 1
N · Ts < ∆ˆf <
1
N · Ts. (3.11)
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3.5 Monitorizac¸a˜o de Ru´ıdo de Fase
Tal como ja´ referido, o ru´ıdo de fase e´ um dos principais fatores da degradac¸a˜o da sensibi-
lidade de um recetor o´tico coerente. Assim sendo, tirando partido do envio de sequeˆncias de
treino e de modo a colmatar esse facto, nesta secc¸a˜o e´ proposto um me´todo para monitorizar
o PN com base nas func¸o˜es de correlac¸a˜o fornecidas pelo algoritmo de SC. Numa primeira
fase, pretende-se estimar teoricamente o valor me´dio dos picos de correlac¸a˜o da func¸a˜o P (d)
e analisar a sua influeˆncia com o PN. Posteriormente, ale´m de ru´ıdo de fase, tambe´m e´ consi-
derado a presenc¸a de AWGN no recetor, pelo que a aproximac¸a˜o teo´rica e´ ajustada de modo
a incluir tambe´m o fator da relac¸a˜o sinal-ru´ıdo (SNR). De forma ana´loga, tambe´m e´ poss´ıvel
obter uma monitorizac¸a˜o a partir da variaˆncia dos picos de correlac¸a˜o. Tal me´todo e´ apre-
sentado e comparado com o anterior no cap´ıtulo 5 (resultados obtidos por simulac¸a˜o).
No recetor, o sinal recebido afetado com PN pode ser dado por:
rn = sn · ejφn , (3.12)
onde sn e´ o sinal transmitido e φn o desvio de fase provocado por este ru´ıdo, pelo que a func¸a˜o








−jφd+m · sd+m+Lejφd+m+L . (3.13)
Considerando os instantes o´timos de comec¸o de trama, d = do, podemos simplificar a ex-
pressa˜o 3.13 para a da equac¸a˜o 3.14, uma vez que as duas metades das sequeˆncias de treino
sa˜o ideˆnticas e portanto o termo s∗do+m · sdo+m+L e´ equivalente a |sdo+m+L|2 que representa




|sdo+m+L|2 · ej(φdo+m+L−φdo+m) =
L−1∑
m=0
α · ej∆φL (3.14)
A fase φk pode ser modelada por um processo discreto de Wiener dado por φk =
∑k
i=1 vi, com
vi ∼ N (0, 2pi∆vTs) varia´veis aleato´rias gaussianas independentes e identicamente distribu´ıdas
(i.i.d). Logo, o desvio de fase ∆φL pode ser descrito como:










Pela expressa˜o anterior e sabendo que operac¸o˜es lineares entre varia´veis aleato´rias gaussianas
resultam numa outra varia´vel desse tipo [33, 38], o desvio de fase neste caso representa
portanto uma varia´vel aleato´ria gaussiana de me´dia nula e variaˆncia σ2∆φL = 2pi∆v|τ |Ts com
um intervalo de observac¸a˜o de |τ | = L amostras. Desta forma, procedendo agora ao ca´lculo
da me´dia da equac¸a˜o 3.14, E[P (do)], tem-se que:






















·σ2∆φL [39] (ver apeˆndice A), tira-se conse-
quentemente que a me´dia sob a influeˆncia de PN fica reduzida a:
E [P (do)] = α · L · e−pi∆vLTs . (3.17)






onde R(d) e´ o fator de normalizac¸a˜o que representa a energia da segunda metade da sequeˆncia




|rdo+m+L|2 = α · L. (3.19)
Recorrendo a algumas aproximac¸o˜es [33], obte´m-se finalmente a me´dia para a me´trica Q(do):
E [Q(do)] =
α · L · e−pi∆vLTs
α · L = e
−pi∆vLTs . (3.20)
Analogamente ao estudo efetuado atra´s, pretende-se agora estudar o impacto de AWGN
no sinal recebido, descrito como:
rn = sn + wn. (3.21)




, onde σ2s representa a variaˆncia da parte real
e imagina´ria do sinal recebido e σ2n a variaˆncia da parte real e imagina´ria do ru´ıdo AWGN, e´
poss´ıvel chegar a uma expressa˜o para a me´dia da func¸a˜o de correlac¸a˜o nestas condic¸o˜es, dada










Por fim, pelas equac¸o˜es 3.20 e 3.22, chega-se a uma aproximac¸a˜o teo´rica para a me´dia da
func¸a˜o de correlac¸a˜o (normalizada) com influeˆncia de PN e AWGN:







Em suma, tira-se que a me´dia dos picos diminui com a largura de linha do laser uma vez
que o ru´ıdo de fase se torna mais intenso, originando a degradac¸a˜o da correlac¸a˜o entre as
amostras das duas metades da sequeˆncia de treino. Quando se insere AWGN, acontece um




[33]. A figura 3.8 representa graficamente a variac¸a˜o da me´dia com a largura
de linha do laser para diferentes intensidades de AWGN. Outro me´todo pode ser considerado
para uma estimativa da intensidade do PN com base nas sequeˆncias de treino mas tendo em
conta a estat´ıstica da variaˆncia dos picos (ver cap´ıtulo 5).
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Largura de linha (MHz)
 
 
Média Teória para SNR=Inf
Média Teória para SNR=10dB
Média Teória para SNR=6dB
Figura 3.8: Me´dia teo´rica dos picos de correlac¸a˜o para sistema a 25 Gbaud e L=256 s´ımbolos.
3.6 Estimac¸a˜o de Canal
A estimac¸a˜o do canal baseado em sequeˆncias de treino (estimac¸a˜o data-aided) tem de-
monstrado ser uma te´cnica promissora para recetores digitais coerentes. Esta te´cnica e´ inde-
pendente do formato de modulac¸a˜o e e´ tipicamente utilizada no domı´nio da frequeˆncia devido
a` menor complexidade de implementac¸a˜o [40]. Depois de estimada a resposta do canal, os
coeficientes para a equalizac¸a˜o podem ser calculados pela inversa˜o da resposta ou adicional-
mente tendo em conta a minimizac¸a˜o do ru´ıdo pela implementac¸a˜o do crite´rio de minimizac¸a˜o
do erro quadra´tico me´dio (MMSE) [34]. Nesta secc¸a˜o sa˜o estudados os procedimentos para
a estimac¸a˜o do canal no domı´nio da frequeˆncia e do tempo. E´ considerado um sistema com
multiplexagem de polarizac¸a˜o com duas polarizac¸o˜es, X e Y, que pode ser representado por
um sistema 2x2 MIMO. As sequeˆncias de treino sa˜o enviadas simultaneamente, uma por
polarizac¸a˜o, e multiplexadas com os dados de informac¸a˜o [41]. As sequeˆncias enviadas em
cada polarizac¸a˜o (transmissor) sa˜o sequeˆncias CAZAC com diferentes deslocamentos c´ıclicos
de modo a preservar a ortogonalidade. No caso geral de um sistema MIMO, com M trans-
missores e recetores, e com sequeˆncias de comprimento de L s´ımbolos, o deslocamento entre
sequeˆncias deve ser de n · LM , com n = 0, ...,M−1 [42]. Assim, no caso em estudo, a sequeˆncia
da polarizac¸a˜o X tem deslocamento de zero s´ımbolos e a da polarizac¸a˜o Y de L2 s´ımbolos.
3.6.1 Estimac¸a˜o no Domı´nio da Frequeˆncia
O comportamento linear do canal de um sistema MIMO, com M transmissores e recetores,
pode ser descrito na frequeˆncia por uma matriz transfereˆncia com elementos Hl,k entre a
entrada k e a sa´ıda l. O sinal de sa´ıda resultante e´ dado por Rl =
∑M−1
k=0 Hl,k · Sk +Nk [34].
Em termos de notac¸a˜o matricial e para M = 2, o sinal de sa´ıda pode ser representado pela
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equac¸a˜o 3.24,





















onde R e S representam respetivamente os vectores no domı´nio da frequeˆncia dos sinais
transmitidos e recebidos das sequeˆncias de treino e N o vector do ru´ıdo presente no sistema.
No recetor, depois de extra´ıdas as sequeˆncias pela sincronizac¸a˜o de tramas e depois da sua
conversa˜o para o domı´nio da frequeˆncia atrave´s do ca´lculo da sua FFT, uma estimac¸a˜o do
canal pode ser realizada pela comparac¸a˜o direta das sequeˆncias enviadas, S1 e S2 com as


















Uma vez que a operac¸a˜o de divisa˜o e´ equivalente a uma multiplicac¸a˜o pelo conjugado,
a menos de um fator multiplicativo, pode-se definir igualmente cada elemento da matriz de
estimac¸a˜o com sendo dado por Hˆl,k = Rl · S∗k . Deve-se notar que existe uma relac¸a˜o de fase
entre Hˆ11 e Hˆ12 (o mesmo acontece entre Hˆ22 e Hˆ21) devido a`s propriedades das sequeˆncias de
CAZAC utilizadas em ambos os transmissores. Este efeito pode ser vis´ıvel na representac¸a˜o
no domı´nio do tempo dos elementos do canal ˆhl,k, que se traduz num deslocamento circular de
L/2 s´ımbolos. Para eliminar essa redundaˆncia e garantir a ortogonalidade entre os coeficientes
do canal para cada ponto de frequeˆncia, e´ utilizada uma janela temporal cuja func¸a˜o no tempo
discreto e´ definida pela equac¸a˜o 3.26 [9]:
rect(n) =
{
0 , L4 + 1 ≤ mod(n− 1, L) ≤ 3L4
1 , restantes casos
(3.26)
Esta func¸a˜o deve ser aplicada aos coeficientes no domı´nio do tempo, ˆhl,k, resultantes da
transformada inversa da FFT dos elementos estimados, Hˆl,k. Depois disso, e´ novamente
realizada a conversa˜o para a frequeˆncia. O filtro na frequeˆncia a aplicar para a recuperac¸a˜o










onde (.)H e (.)−1 denotam, respetivamente, a transposta complexa conjugada e a inversa, e
σ2n
σ2s
a relac¸a˜o sinal-ru´ıdo. Na˜o tendo em conta o ru´ıdo, o filtro sera´ simplesmente a inversa da
resposta do canal estimado, ˆWZF = Hˆ
−1, me´todo de zero-forcing [43].
3.6.2 Estimac¸a˜o no Domı´nio do Tempo
Analogamente ao domı´nio da frequeˆncia, o comportamento do canal no domı´nio do tempo
pode ser definido por uma matriz transfereˆncia com elementos hl,k entre a entrada k e a sa´ıda








A estimac¸a˜o do canal pela soluc¸a˜o dos mı´nimos quadrados (LS) pode ser obtida pelo
ca´lculo da expressa˜o da equac¸a˜o 3.29 [44],
ˆhLS = R · (SH · S)−1 · SH , (3.29)
onde R = [R1 R2]
T representa o vector que conte´m os s´ımbolos recebidos e S = [S1 S2]
T
o vector dos s´ımbolos transmitidos (comprimento L) com cada elemento da matriz, Sk, a
ser descrito por uma matriz circular de dimenso˜es (L × L) definida pela equac¸a˜o 3.30. Na




s1 s2 ... sL
sL s1





s2 ... sL s1
 (3.30)
Devido a`s propriedades de autocorrelac¸a˜o das sequeˆncias de CAZAC, a equac¸a˜o 3.29 pode
ser simplificada para hˆ = R ·SH [6]. Esta simplificac¸a˜o deve-se ao facto de SH ·S = L ·IL, com
IL a ser a matriz identidade de dimenso˜es (L×L) [45]. Com a soluc¸a˜o baseada no crite´rio de
MMSE obte´m-se a matriz transfereˆncia do canal pela expressa˜o da equac¸a˜o 3.31 [44, 6],
ˆhMMSE = R ·
(






· SH , (3.31)










Neste cap´ıtulo sa˜o apresentadas as funcionalidades e potencialidades da mais recente
versa˜o do simulador OSIP [11], OSIP 2013. Este simulador, concebido na Universidade de
Aveiro, e´ desenvolvido na plataforma Matlab R© que disponibiliza inu´meras func¸o˜es de ca´lculo
cient´ıfico, manipulac¸a˜o nume´rica de matrizes e ainda de desenvolvimento de ambientes gra´ficos
recorrendo a` sua ferramenta GUIDE (Graphical User Interface Development Environment).
O OSIP destaca-se quanto a` sua flexilidade e simplicidade, fornecendo ao utilizador uma in-
terface repleta de bibliotecas de modelos que teˆm sido desenvolvidos e atualizados ao longo
dos u´ltimos anos por alunos e docentes, para fins pedago´gicos e de investigac¸a˜o. Uma das
suas grandes vantagens e´ a acessibilidade do co´digo de cada componente que permite que
este se mantenha sempre atualizado e preparado para acompanhar a evoluc¸a˜o dos sistemas
de comunicac¸a˜o o´tica. Ao longo deste cap´ıtulo sa˜o abordadas as novas funcionalidades do si-
mulador que visa fundamentalmente a introduc¸a˜o de sequeˆncias de treino em sistemas o´ticos
coerentes. Sa˜o tambe´m apresentadas as modificac¸o˜es de alguns componentes ja´ existentes
assim como modelos de algoritmos de controlo que foram necessa´rios implementar.
4.1 Novas funcionalidades
As novas funcionalidades do OSIP 2013 esta˜o principalmente relacionadas com o facto do
simulador possibilitar a simulac¸a˜o de sistemas o´ticos coerentes com a utilizac¸a˜o de sequeˆncias
de treino. Deste modo, pretende-se descrever os novos componentes adicionados e os algo-
ritmos de controlo estabelecidos. Para que todas as potencialidades da versa˜o anterior do
OSIP, OSIP 2012, continuassem a ser va´lidas foi tambe´m necessa´rio alterar alguns compo-
nentes. Na tabela 4.1, sa˜o apresentados os novos componentes adicionados e os que sofreram
Tabela 4.1: Componentes adicionados e modificados na nova versa˜o.
Componentes adicionados Componentes modificados
TS: Insere sequeˆncias CAZAC Coding
TS From File: Importa e insere sequeˆncias de um ficheiro BERT
FPGA: Interface com FPGA/ambiente de co-simulac¸a˜o
OverSampling: Sobre-Amostragem de sinal
RRC: Filtro raiz de cosseno elevado
DAC: Conversor digital-analo´gico
modificac¸o˜es. Uma vez que a novidade nesta versa˜o e´ utilizac¸a˜o de sequeˆncias de treino,
33
nesta subsecc¸a˜o e´ dada especial eˆnfase ao componente TS e a`s alterac¸o˜es nos componentes
Coding e BERT, pois encontram-se relacionados. Todos os outros componentes sa˜o descritos
no Apeˆndice B.
Tabela 4.2: Func¸o˜es adicionadas e ficheiros do kernel alterados.
Func¸o˜es auxiliares adicionadas Ficheiros do kernel alterados
cazac seq.m: Gera sequeˆncias CAZAC run simulation.m
cshift.m: Implementa deslocamento c´ıclico osip.m
fix to double.m: Conversa˜o de nu´mero em v´ırgula fixa para real osip f.m
double to fix.m: Conversa˜o de nu´mero real para formato v´ırgula fixa
Na tabela 4.2, encontram-se listadas as func¸o˜es adicionadas para auxiliar alguns dos novos
componentes. Tambe´m sa˜o referidos os ficheiros pertencentes ao kernel do simulador que
foram modificados tendo em vista a correc¸a˜o de pequenos problemas.
4.1.1 Introduc¸a˜o de sequeˆncias de treino no OSIP
O componente responsa´vel por inserir sequeˆncias de treino ao longo de um fluxo dos dados
e´ o componente TS, cujo seu ı´cone e´ ilustrado na figura 4.1. Este, recebe a componente em
fase e em quadratura, I e Q, dos s´ımbolos de dados modulados digitalmente, usualmente
fornecidos pelo componente de Coding.
Figura 4.1: I´cone do componente TS no OSIP.
Os seus paraˆmetros de configurac¸a˜o podem ser observados na figura 4.2. O utilizador deve
indicar o nu´mero de tramas que pretende enviar, assim como o tamanho, em s´ımbolos, do
segmento da sequeˆncia de treino do tipo CAZAC a inserir em cada trama. Caso seja desejado,
no campo “Segments per frame”, deve ser indicado o nu´mero de repetic¸o˜es do segmento da
sequeˆncia em cada trama. Se o sistema a simular for do tipo MIMO, tal como referido
no cap´ıtulo 3, e´ necessa´rio indicar o valor de deslocamento c´ıclico (cyclic-shift) em cada
transmissor. A constante Kc faz parte da expressa˜o da sequeˆncia CAZAC a ser gerada (rever
equac¸a˜o 3.1) e o identificador, tal como em todos os componentes, serve para a passagem de
paraˆmetros permitindo configurac¸o˜es automa´ticas.
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Figura 4.2: Janela de configurac¸a˜o dos paraˆmetros do componente TS.
Conforme os paraˆmetros configurados, a figura 4.3 ilustra o modo de funcionamento geral
deste componente. Chegado o fluxo de dados codificados, com N s´ımbolos, o componente
procede a` sua divisa˜o em blocos (em K tramas) e a cada trama atribui L×SF s´ımbolos para
sequeˆncia de treino, com L a representar o tamanho de cada segmento de sequeˆncia e SF o
nu´mero de repetic¸o˜es de cada segmento. Os s´ımbolos de dados sa˜o substitu´ıdos por s´ımbolos
de treino de modo a manter a mesma taxa de s´ımbolos do sistema.
Figura 4.3: Exemplo do funcionamento do componente TS.
Num esquema de simulac¸a˜o de um sistema o´tico com o uso de sequeˆncias de treino e´ comum
a parte inicial do transmissor seguir a cadeia de componentes da figura 4.4. O componente
PRBS gera o nu´mero de bits a simular enquanto que o StoP e´ responsa´vel por converter
a sequeˆncia bina´ria em se´rie numa de n bits paralelos conforme o formato de modulac¸a˜o
configurado no bloco de Coding. Este u´ltimo tem como objetivo o mapeamento dos bits de
entrada, fornecendo na sua sa´ıda os s´ımbolos referentes ao formato de modulac¸a˜o selecionado.
Por fim, o componente TS procede a` introduc¸a˜o de sequeˆncias de treino ao fluxo de dados,
de acordo com os paraˆmetros de configurac¸a˜o.
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Figura 4.4: Cadeia t´ıpica de transmissa˜o de dados com sequeˆncias de treino no OSIP.
Na versa˜o anterior do OSIP, o bloco de Coding procedia internamente a` conversa˜o digital-
analo´gica pelo que na versa˜o atual o seu funcionamento sofreu algumas modificac¸o˜es. O novo
diagrama de funcionamento do componente Coding e´ apresentado na figura 4.5. Ao detetar
que existe no esquema´tico um componente TS com o mesmo identificador, e´ ativada uma
varia´vel global flag ts e os s´ımbolos, ainda no domı´nio digital, sa˜o enviados (sem passarem
pela sua DAC interna).
Figura 4.5: Diagrama de funcionamento do componente Coding.
O diagrama de funcionamento do componente TS e´ apresentado na figura 4.6. Depois
de inseridas as sequeˆncias de treino e formatados os dados segundo a sua configurac¸a˜o, este
faz uma verificac¸a˜o ao esquema´tico para detetar se existe o componente DAC com o mesmo
identificador. Se na˜o existir, a responsabilidade de efetuar a conversa˜o para o domı´nio ele´trico
passa a ser dele. Desta forma, garante-se que o simulador seja capaz de lidar com situac¸o˜es
de coexisteˆncia de alguns componentes num sistema.
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Figura 4.6: Diagrama de controlo do componente TS.
Como exemplo, considere-se a simulac¸a˜o de um sistema o´tico coerente QPSK a operar
a um bitrate de 50 Gbit/s com 217 bits gerados. Devido ao formato configurado no bloco
de Coding, QPSK, teremos na sua sa´ıda 2
17
2 s´ımbolos a` taxa de 25 Gs´ımbolos/s. Contudo,
somente uma parte desses s´ımbolos sera˜o de carga paga (payload) devido aos s´ımbolos de
treino que va˜o ser inseridos. No recetor, depois do sinal descodificado, a ana´lise da taxa de
erros de bit (BER) e´ feita atrave´s do componente BERT, que tambe´m sofreu alguns alterac¸o˜es
na comparac¸a˜o com o sinal transmitido. O seu novo diagrama de funcionamento pode ser
observado na figura 4.7.
Figura 4.7: Diagrama de funcionamento do componente BERT.
Se a varia´vel flag ts, para o seu identificador, estiver ativa, significa que o recetor tem
associado um componente TS no transmissor e sa˜o portanto retirados os s´ımbolos do sinal
transmitido destinados a`s sequeˆncias de treino, para que so´ sejam comparados os s´ımbolos de
dados de carga paga. Devido a` utilizac¸a˜o de identificadores, torna-se poss´ıvel a utilizac¸a˜o de
va´rios componentes BERT num sistema MIMO, em que cada recetor vai buscar a informac¸a˜o





Este cap´ıtulo tem como principal objetivo a validac¸a˜o dos componentes e elementos de
controlo desenvolvidos na nova versa˜o do simulador, que se focam essencialmente na utilizac¸a˜o
de sequeˆncias de treino em sistemas o´ticos coerentes. Assim, foram implementados algoritmos
com base em te´cnicas data-aided para a estimac¸a˜o e compensac¸a˜o de imperfeic¸o˜es no sinal
recebido. Na secc¸a˜o 5.1 e 5.2 pretende-se abordar alguns cena´rios de modo a testar o desem-
penho do algoritmo de SC sobre a influeˆncia de efeitos lineares indeseja´veis que ocorrem ao
longo da propagac¸a˜o do sinal, tais como AWGN, CD, PN e desvio de frequeˆncia. Seguida-
mente, tirando partido do mesmo algoritmo, e´ testado um me´todo para monitorizar o ru´ıdo
de fase com base na me´dia e variaˆncia da amplitude dos picos de correlac¸a˜o. Por fim, na
secc¸a˜o 5.4, de modo a avaliar a estimac¸a˜o data-aided do canal, simula-se um sistema o´tico
coerente com diversidade de polarizac¸a˜o em dois cena´rios distintos, um com um filtro o´tico
seguido de rotac¸a˜o de polarizac¸o˜es e outro com um troc¸o de fibra SSMF.
5.1 Sincronizac¸a˜o de tramas
Nas figuras 5.1 e 5.2 sa˜o apresentados, respetivamente, os modelos do transmissor e recetor
do sistema o´tico coerente simulado no OSIP, no qual va˜o ser testados os algoritmos desta
secc¸a˜o. No transmissor e´ gerada informac¸a˜o bina´ria pseudo-aleato´ria a 50 Gbit/s, sendo
esta posteriormente codificada e modulada com o formato de modulac¸a˜o QPSK. Depois, sa˜o
inseridas periodicamente sequeˆncias de treino ao longo do fluxo de dados e o sinal e´ divido nas
suas componentes em fase (I) e em quadratura (Q) para se proceder a` sua modulac¸a˜o para
o domı´nio o´tico, com a portadora imposta pela frequeˆncia de operac¸a˜o do laser transmissor,
fs. No recetor, antes do sinal ser convertido para o domı´nio ele´trico, este e´ misturado com
o laser local (a emitir a flo, idealmente igual a fs para uma sincronizac¸a˜o perfeita) de modo
a se obter novamente a componente em fase e em quadratura do sinal enviado. Depois
da conversa˜o opto-eletro´nica pelos fotodiodos balanceados, e´ realizada a amostragem pelas
ADCs. Depois dos s´ımbolos recebidos serem tratados e descodificados, e´ obtida a sequeˆncia
bina´ria e determinada a taxa de erros. As configurac¸o˜es dos componentes do transmissor e
recetor encontram-se na tabela 5.1. De notar que os filtros ele´tricos sa˜o ajustados a` taxa de
s´ımbolos do sistema.
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Figura 5.1: Modelo do transmissor no OSIP.
Figura 5.2: Modelo do recetor no OSIP.
Tabela 5.1: Configurac¸o˜es dos componentes do transmissor e recetor.
Transmissor (TX) Recetor (RX)
-TS de CAZAC com L s´ımbolos -Filtro Passa-Baixo a 25 GHz
-Filtro Passa-Baixo a 25 GHz -ADC de 8 bits
-DAC de 8 bits -Laser a 193.5 THz
-Amplificador com ganho de 13.98 dB
-Vpi de 5 V
-Laser a 193.5 THz
Em todas as simulac¸o˜es efetuadas, sa˜o enviadas periodicamente duas sequeˆncias CAZAC
no in´ıcio de cada trama de dados, com L s´ımbolos cada. No primeiro cena´rio de estudo
considera-se a transmissa˜o de dados ao longo de um canal ideal. A figura 5.3 apresenta o
resultado obtido para a amplitude das amostras a` sa´ıda do bloco de correlac¸a˜o, de acordo
com o algoritmo de SC, para as primeiras tramas enviadas e com cada sequeˆncia a conter
L=256 s´ımbolos. Nesta situac¸a˜o, verifica-se que a amplitude dos picos de correlac¸a˜o apresenta-
se bastante esta´vel e com valor unita´rio, uma vez que a correlac¸a˜o entre as duas metades
ideˆnticas apresenta a ma´xima energia. Este valor ma´ximo deve-se ao facto de na˜o haver
qualquer ru´ıdo no sistema, e portanto as sequeˆncias apresentarem, como originalmente, o
mesmo mo´dulo e fase. Devido a` me´dia mo´vel inclu´ıda no algoritmo de SC, a` medida que a
janela de correlac¸a˜o se vai aproximando ou afastando no tempo do instante ideal, observa-
se respetivamente um aumento ou decre´scimo no valor da me´trica. Tal como descrito na
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Figura 5.3: Me´trica de SC em condic¸o˜es ideais.
cap´ıtulo 3 (secc¸a˜o 3.3), na sincronizac¸a˜o temporal do recetor, o comec¸o de cada trama e´
determinado pela detec¸a˜o dos seus picos ma´ximos. Contudo, os picos de correlac¸a˜o podem-
se tornar irregulares quando sujeitos a determinados ru´ıdos ou efeitos no canal, provocando
erros de sincronizac¸a˜o. A sincronizac¸a˜o baseada neste algoritmo e´ estudada nas pro´ximas
subsecc¸o˜es mas sob a influeˆncia de alguns desses efeitos indeseja´veis.
5.1.1 Influeˆncia de Ru´ıdo Aditivo Branco Gaussiano
De modo a simular AWGN no recetor e´ introduzido um componente extra no domı´nio
ele´trico antes do bloco de DSP. O objetivo e´ controlar a poteˆncia do ru´ıdo conforme o valor
de SNR introduzido. A figura 5.4 apresenta o resultado obtido para a me´trica de SC com
SNR=6 dB.
Figura 5.4: Me´trica de SC para SNR=6 dB.
Ao contra´rio da figura 5.3, os picos de correlac¸a˜o da figura apresentam-se evidentemente
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irregulares e degradados devido ao ru´ıdo introduzido. As amostras das sequeˆncias que ori-
ginalmente eram ideˆnticas na˜o se encontram agora plenamente correlacionadas, originando
por isso erros na detec¸a˜o dos ı´ndices de comec¸o de tramas no recetor. Ainda pela figura 5.4,
e´ vis´ıvel o efeito deste tipo de ru´ıdo na me´trica de SC pois as amplitudes dos picos de cor-
relac¸a˜o decrescem de forma aproximadamente uniforme, uma vez que o ru´ıdo afeta de forma
aproximadamente similar os s´ımbolos dos dados da sequeˆncia. Para quantificar a estat´ıstica
dos erros de sincronizac¸a˜o causados para este cena´rio em estudo, a figura 5.5 apresenta um
histograma dos erros de in´ıcio de detec¸a˜o de tramas no recetor, para o valor de SNR de 6 dB.









Histograma dos erros de posição (SNR= 6 dB e N=512 símbolos)














Figura 5.5: Histograma dos erros de sincronizac¸a˜o para SNR=6 dB.
Estes resultados sugerem que a probabilidade de ocorreˆncia de erros na sincronizac¸a˜o de
tramas segue aproximadamente uma distribuic¸a˜o sime´trica com me´dia nula devido ao ru´ıdo
AWGN adicionado. Deve-se notar que quando o valor do erro de sincronizac¸a˜o e´ positivo
ou negativo, o ı´ndice detetado encontra-se respetivamente deslocado a` direita ou a` esquerda,
relativamente ao ı´ndice correto (ideal) de comec¸o de trama. Com a diminuic¸a˜o da SNR, a
variaˆncia do erro de posic¸a˜o aumenta, embora mantendo sempre a mesma forma da distri-
buic¸a˜o. A figura 5.6 apresenta a variaˆncia dos erros de posic¸a˜o com a SNR.










Figura 5.6: Variaˆncia dos erros de posic¸a˜o vs SNR.
A` medida que a SNR diminui, os picos de correlac¸a˜o va˜o sendo cada vez mais atenuados
levando ao aparecimento de mu´ltiplos picos que causam erros. A variaˆncia dos erros diminui
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de forma aproximadamente linear com o aumento da SNR.
5.1.2 Influeˆncia de Dispersa˜o Croma´tica
Para investigar o efeito da CD e´ considerado um troc¸o de fibra SSMF no canal de trans-
missa˜o. A figura 5.7 apresenta os picos de correlac¸a˜o da me´trica de SC para uma dispersa˜o
acumulada de Dac = 25000 ps/nm.
Figura 5.7: Me´trica de SC para Dac = 25000 ps/nm.
Nestas condic¸o˜es verifica-se um alargamento dos picos de correlac¸a˜o da me´trica devido a`
ISI causada pela resposta dispersiva do canal. Como consequeˆncia tem-se tambe´m a existeˆncia
de mu´ltiplos picos que originam erros de sincronizac¸a˜o.
















Figura 5.8: Me´dia dos erros de posic¸a˜o vs CD.
De modo a avaliar a toleraˆncia do algoritmo de SC sob a influeˆncia da CD, e´ realizada um
me´dia dos erros absolutos de posic¸a˜o de in´ıcio das tramas para va´rios valores de dispersa˜o
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acumulada. A figura 5.8 apresenta o resultado obtido para a me´dia dos erros em func¸a˜o da
dispersa˜o acumulada. Verifica-se que os erros aumentam de forma aproximadamente exponen-
cial com a dispersa˜o devido a` resposta impulsional do canal. Contudo, pode-se concluir que
somente valores elevados de dispersa˜o provocam erros significativos na detec¸a˜o da informac¸a˜o.
5.1.3 Influeˆncia de Ru´ıdo de Fase
Para o estudo do impacto do PN no algoritmo de SC para a sincronizac¸a˜o temporal
considera-se que o laser local e´ o u´nico responsa´vel pela introduc¸a˜o do ru´ıdo no sistema. A
figura 5.9 apresenta os picos de correlac¸a˜o para uma largura de linha igual a 12 MHz.
Figura 5.9: Me´trica de SC para largura de linha de 12 MHz.
O resultado obtido mostra que os picos de correlac¸a˜o de cada sequeˆncia de treino sa˜o
afetados de forma diferente uma vez que o impacto do ru´ıdo de fase na janela de correlac¸a˜o
de cada sequeˆncia depende do salto de fase nesse intervalo de tempo. Ao contra´rio do ru´ıdo
AWGN, o PN afeta muito a variaˆncia da amplitude dos picos pois carateriza-se por ser
um ru´ıdo lento e afetar de forma semelhante segmentos de s´ımbolos, em vez de s´ımbolos
individuais. Tendo em conta este feno´meno e apo´s mais alguns testes realizados, verifica-se
aqui uma possibilidade de monitorizac¸a˜o do ru´ıdo de fase com base na me´dia e variaˆncia dos
picos de correlac¸a˜o. Na secc¸a˜o 3.5 foi apresentado um me´todo baseado neste facto e na secc¸a˜o
5.5 demonstra-se atrave´s de resultados de simulac¸a˜o a validac¸a˜o do mesmo.
Assumindo tambe´m a presenc¸a de ru´ıdo AWGN no recetor, com uma SNR de 10 dB, a
figura 5.10 mostra a tendeˆncia dos erros de posic¸a˜o com a variac¸a˜o da intensidade do ru´ıdo de
fase, isto e´, com a largura de linha do laser local. Como era de esperar, observa-se o aumento
dos erros com a largura de linha do laser ja´ que o ru´ıdo se torna mais intenso. Deve-se
notar que devido ao efeito do ru´ıdo de fase no sinal recebido, os erros teˆm uma dependeˆncia
exponencial com a largura de linha. Contudo, este algoritmo prova ser bastante tolerante
para larguras de linha ate´ 6 MHz uma vez que os erros de posic¸a˜o sa˜o praticamente nulos.
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Média do erro absoluto vs PN (SNR=10dB e N=512 símbolos)











Figura 5.10: Me´dia dos erros de posic¸a˜o vs Largura de linha (SNR=10 dB).
5.2 Estimac¸a˜o e correc¸a˜o do desvio de frequeˆncia
Recorrendo ao algoritmo de sincronizac¸a˜o de SC pode-se proceder facilmente a` estimac¸a˜o
do desvio de frequeˆncia provocado pela diferenc¸a de frequeˆncias de emissa˜o dos lasers do
sistema o´tico coerente. Devido ao facto da estrutura das tramas de transmissa˜o conterem
periodicamente sequeˆncias de treino com duas metades ideˆnticas, estas ao passarem pelo
canal sofrem a mesma distorc¸a˜o, exceto uma diferenc¸a de fase entre ambas que e´ causada por
um desvio de frequeˆncia. Atrave´s do aˆngulo da func¸a˜o de correlac¸a˜o definida na secc¸a˜o 3.3, e´
poss´ıvel obter uma estimac¸a˜o para esse desvio. O modelo do transmissor e recetor utilizados
no OSIP sa˜o os mesmos da secc¸a˜o 5.1. A figura 5.11 ilustra o diagrama de blocos das operac¸o˜es
do algoritmo desenvolvido no bloco de DSP para a estimac¸a˜o e respetiva correc¸a˜o dos s´ımbolos
afetados pelo desvio, apo´s a sincronizac¸a˜o das tramas recebidas.
Figura 5.11: Diagrama de blocos para estimac¸a˜o e correc¸a˜o do desvio de frequeˆncia.
O sinal corrigido, r′out, e´ descrito pela equac¸a˜o 5.1,
r′out = rn · e−j2pi∆ˆfnTs (5.1)
onde rn representa o sinal recebido, ∆ˆf a estimativa do desvio e Ts o per´ıodo de amostragem
da ADC. De modo a confirmar a gama de frequeˆncias esperadas teoricamente para este
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algoritmo, foram realizadas simulac¸o˜es para va´rios comprimentos de sequeˆncias de treino em
cena´rio back-to-back, isto e´, sem fibra (canal de transmissa˜o com resposta unita´ria) e sem a
presenc¸a de ru´ıdo AWGN no recetor. A figura 5.12 apresenta o desempenho do algoritmo de
estimac¸a˜o para diferentes comprimentos de sequeˆncia, N.










Estimação do Desvio de Frequência













(a) Estimac¸a˜o vs N.










Estimação do Desvio de Frequência













(b) Estimac¸a˜o vs N (zona ampliada).
Figura 5.12: Estimac¸a˜o do desvio de frequeˆncia vs comprimento de sequeˆncias.
Tal como esperado, a figura mostra o aumento da gama de estimac¸a˜o do desvio de
frequeˆncia com a diminuic¸a˜o do comprimento das sequeˆncias, pelo que se torna-se evidente a
relac¸a˜o de proporcionalidade inversa entre a estimac¸a˜o e o comprimento N. Devido ao facto
da func¸a˜o para o ca´lculo do aˆngulo de fase entre as amostras, originalmente ideˆnticas, estar
limitado a ±pi radianos, ocorrem saltos de fases sempre que o aˆngulo estimado se aproxima
desses valores, formando um gra´fico com a forma de ”dente de serra”, com as extremidades
em ± 1NTs . Embora tenhamos uma gama de estimac¸a˜o menor para valores superiores de N,
pela figura 5.12b verifica-se que a sua precisa˜o e´ melhor visto que se tem mais s´ımbolos de
treino para se estimar o desvio de frequeˆncia. A estimac¸a˜o e´ realizada trama a trama, isto e´,
as amostras de informac¸a˜o (payload) sa˜o corrigidas com o desvio estimado pela sequeˆncia de
treino da pro´pria trama.
Para N=512 s´ımbolos e um desvio de frequeˆncia de 10 MHz, a figura 5.13 apresenta a
constelac¸a˜o do sinal a` entrada e a` sa´ıda do bloco de DSP. Pela figura verifica-se que o algoritmo
compensa corretamente as rotac¸o˜es de fase constantes nos s´ımbolos recebidos ao longo do
tempo. Prova disso e´ o facto da constelac¸a˜o do sinal corrigido apresentar a constelac¸a˜o
aproximadamente ideal. Em termos de taxa de erros do sistema, a figura 5.14 apresenta o
resultado obtido para a BER em func¸a˜o do desvios de frequeˆncia. A partir dessa figura os
limites de correc¸a˜o do algoritmo para sequeˆncias de comprimento de N=512 s´ımbolos podem
ser confirmados. Para fora desses limites ocorrem os saltos de fase, em ±pi radianos, que
originam o aumento brusco da probabilidade de erro.
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Figura 5.13: Constelac¸a˜o do sinal a` entrada e a` sa´ıda do bloco DSP (∆f = 10 MHz).









BER vs Desvio de Frequência (com correção) @ N=512 símbolos






Figura 5.14: BER vs Desvio de Frequeˆncia (SNR=∞).
Para analisar o desempenho da estimac¸a˜o do desvio da frequeˆncia na presenc¸a de AWGN,
o pro´ximo cena´rio de teste considera a introduc¸a˜o de um novo componente no recetor para
controlar a poteˆncia do ru´ıdo a` entrada do bloco de DSP. Na figura 5.15 encontram-se os
resultados obtidos para o estudo do impacto da SNR nos erros de estimac¸a˜o do desvio de
frequeˆncia. E´ poss´ıvel observar pela figura 5.15a que a me´dia dos erros absolutos vai dimi-
nuindo a` medida que a SNR aumenta. Para um SNR de 10 dB observa-se que em termos
me´dios o erro absoluto e´ das centenas de kHz. Em sistemas mais complexos, o desvio de
frequeˆncia residual pode ser compensado posteriormente no esta´gio de recuperac¸a˜o de fase.
As variac¸o˜es dos erros com a SNR tambe´m aumentando com a intensificac¸a˜o do ru´ıdo. Tal
feno´meno pode ser observado na figura 5.15b.
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Média do erro absoluto (MAE) vs SNR
 
 
(a) Me´dia do erro absoluto das estimac¸o˜es vs SNR.















Variância do erro de estimação vs SNR (N=512 símbolos)
(b) Variaˆncia dos erros de estimac¸a˜o vs SNR.
Figura 5.15: Erros de estimac¸a˜o do desvio de frequeˆncia vs SNR.
Para o caso particular de SNR=6 dB e para N=256 s´ımbolos, a figura 5.16 mostra que,
para ale´m da precisa˜o da estimac¸a˜o, tambe´m a sua gama de estimac¸a˜o sofre uma diminuic¸a˜o.
Isto acontece porque quando o aˆngulo esta´ pro´ximo de ±pi, basta uma pequena quantidade
de ru´ıdo para passar de ±pi para ∓pi, resultando numa falha de estimac¸a˜o. Temos portanto
uma ligeira diminuic¸a˜o da toleraˆncia para desvios de frequeˆncia mais elevados.












Estimação do Desvio da Frequência @ N=256 símbolos


















Figura 5.16: Estimac¸a˜o do desvio de frequeˆncia (N=256 s´ımbolos e SNR=6 dB).
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Na presenc¸a de desvio na frequeˆncia, AWGN e PN, as etapas t´ıpicas no DSP para a
recuperac¸a˜o do sinal sa˜o apresentadas na figura 5.17.
Figura 5.17: Estimac¸a˜o do desvio de frequeˆncia.
Apo´s o recetor proceder a` sincronizac¸a˜o temporal e a` compensac¸a˜o do desvio da frequeˆncia,
e´ habitual a existeˆncia de um bloco responsa´vel pela recuperac¸a˜o de fase. Este, ale´m de
ser capaz de compensar um desvio de frequeˆncia residual, tambe´m traz benef´ıcios quando
no sistema existe AWGN e PN. Para efeitos de teste e´ utilizado o algoritmo de Viterbi e
Viterbi (VeV) [15] para a recuperac¸a˜o de fase. O algoritmo cla´ssico de VeV apresenta pouca
toleraˆncia a rotac¸o˜es de fase uma vez que so´ e´ capaz de recuperar fases de ate´ ±pi4 em torno do
seu ponto ideal na constelac¸a˜o [46]. Para colmatar essa limitac¸a˜o opta-se por uma adaptac¸a˜o
do algoritmo que faz uso de uma malha de realimentac¸a˜o que corresponde a` fase cumulativa
de amostras anteriores de forma a que o algoritmo de torne mais robusto a variac¸o˜es bruscas
de fase, seguindo melhor deslocac¸o˜es na constelac¸a˜o. O seu diagrama de blocos encontra-se
na figura 5.18.
Figura 5.18: Algoritmo de VeV com linha de realimentac¸a˜o.
Os sinais yin e yout sa˜o, respetivamente, o sinal complexo de entrada e de sa´ıda do algoritmo. A
fase φk representa a fase me´dia estimada para cada bloco de amostras a tratar paralelamente.
A rotac¸a˜o de 45o e´ para eliminar a incerteza de pi devido a`s posic¸o˜es que os s´ımbolos ocupam
na constelac¸a˜o do sinal que chega ao algoritmo. Na figura 5.19 sa˜o apresentados os resultados
da relac¸a˜o da BER e a SNR para diferentes valores de desvio de frequeˆncia no sistema. Neste
caso considerou-se a auseˆncia de ru´ıdo de fase.
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Figura 5.19: BER vs SNR vs Desvio de Frequeˆncia.
Pela figura 5.19 verifica-se que o sinal afetado de desvio de frequeˆncia e´ corretamente
compensado em todos os casos, mesmo para valores de SNR reduzidas. Tendo agora em
conta o desvio de frequeˆncia e o ru´ıdo de fase, a figura 5.20 apresenta os resultados da relac¸a˜o
da BER com a SNR para um desvio de frequeˆncia de 10 MHz e uma largura de linha do laser
local de 100 kHz.
















Figura 5.20: BER vs SNR para desvio de frequeˆncia=10 MHz e largura de linha=100 kHz.
Para valores de SNR superiores a 3 dB verifica-se que os resultados seguem com pouca
penalidade os resultados esperados teoricamente uma vez que o desvio de frequeˆncia e o ru´ıdo
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de fase sa˜o corretamente compensados. Embora na˜o seja do aˆmbito desta dissertac¸a˜o, foram
realizadas va´rias simulac¸o˜es para diferentes nu´meros de amostras a processar em paralelo no
algoritmo de recuperac¸a˜o de fase, referido como TAPS na figura. Para valores de SNR baixos
observa-se o efeito da linha de realimentac¸a˜o que provoca instabilizac¸o˜es na estimac¸a˜o de fase
e consequentemente o aumento da probabilidade de erro. Para esse tipo de algoritmos de
recuperac¸a˜o de fase existem estudos que se focam no nu´mero o´timo de amostras a processar,
consoante as condic¸o˜es de ru´ıdo presentes num sistema [7].
5.3 Monitorizac¸a˜o do Ru´ıdo de Fase
Esta secc¸a˜o tem como objetivo analisar e avaliar o desempenho do me´todo proposto na
secc¸a˜o 3.5 para a monitorizac¸a˜o do ru´ıdo de fase num sistema o´tico coerente, cujo modelo do
transmissor e recetor sa˜o os mesmos da secc¸a˜o 5.1. Este me´todo tira partido das propriedades
estat´ısticas da variac¸a˜o da amplitude dos pontos ma´ximos da func¸a˜o de correlac¸a˜o, P (d), do
algoritmo de SC, para posteriormente se efetuar uma estimativa para a me´dia e variaˆncia
dos picos obtidos. Estas estimativas sa˜o representados graficamente em func¸a˜o da largura de
linha do laser local (uma vez que se considera somente este como fonte de ru´ıdo de fase), com
e sem a presenc¸a de AWGN no recetor. Em termos de simulac¸a˜o considerou-se 200 iterac¸o˜es
com o sistema a operar a 50 Gbit/s e 215 bits gerados pseudo-aleatoriamente. Em cada
iterac¸a˜o sa˜o enviadas oito tramas consecutivas, com sequeˆncias de treino de comprimento
igual a N = 2 × 256 s´ımbolos. A figura 5.21 ilustra o diagrama de blocos do procedimento
para a aquisic¸a˜o desta monitorizac¸a˜o, onde rn representa o sinal recebido no recetor e Q(d) a
Figura 5.21: Diagrama de blocos do me´todo para monitorizac¸a˜o do ru´ıdo de fase.
me´trica definida anteriormente na secc¸a˜o 3.5 - equac¸a˜o 3.18, que se traduz numa normalizac¸a˜o
da func¸a˜o de correlac¸a˜o P (d).
5.3.1 Me´dia dos picos de correlac¸a˜o em func¸a˜o do Ru´ıdo de Fase e Ru´ıdo
Aditivo Branco Gaussiano
O gra´fico da figura 5.22 apresenta os resultados obtidos por simulac¸a˜o sobrepostos com
os teo´ricos da secc¸a˜o 3.5, para o valor me´dio dos picos da me´trica, Q, em func¸a˜o da largura
de linha e para um dado valor de SNR. Pela figura tira-se que para uma largura de linha de
1 MHz com SNR = ∞ o efeito do ru´ıdo de fase ainda na˜o e´ muito influente na me´dia dos
picos de correlac¸a˜o, E[Q], uma vez que o seu valor se situa pro´ximo de um, isto e´, as duas
metades da sequeˆncia de treino permanecem muito ideˆnticas. A` medida que o PN se torna
mais intenso, com o aumento da largura de linha, o valor estimado da me´dia vai decrescendo.
Com a presenc¸a de AWGN observa-se que o valor me´dio sofre uma atenuac¸a˜o uniforme com a
diminuic¸a˜o SNR, isto e´, as curvas apresentam o mesmo declive com as amplitudes atenuadas.
Este feno´meno acontece pois o ru´ıdo AWGN afeta os s´ımbolos da sequeˆncia de forma apro-
ximadamente similar. Comparando os resultados de simulac¸a˜o com os teo´ricos, conclui-se
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Média Teórica para SNR=Inf
Simulação para SNR=10dB
Média Teórica para SNR=10dB
Simulação para SNR=6dB
Média Teórica para SNR=6dB
Figura 5.22: Resultados de simulac¸a˜o vs teo´ricos para a me´dia de Q.
o bom desempenho das aproximac¸o˜es das expresso˜es anal´ıticas determinadas na secc¸a˜o 3.5
nas condic¸o˜es de teste do sistema. O fator de atenuac¸a˜o do valor da amplitude com o ru´ıdo
AWGN e´ justifica´vel teoricamente e dado por 1
1+ 1
SNR
(relembrar expressa˜o anal´ıtica da me´dia,
equac¸a˜o 3.23).
5.3.2 Variaˆncia dos picos de correlac¸a˜o em func¸a˜o do Ru´ıdo de Fase e Ru´ıdo
Aditivo Branco Gaussiano
Nesta subsecc¸a˜o pretende-se monitorizar o ru´ıdo de fase tendo em conta a variaˆncia dos
picos de correlac¸a˜o. A figura 5.23 apresenta os resultados de simulac¸a˜o nas mesmas condic¸o˜es
da subsecc¸a˜o anterior. Pela figura observa-se que a variaˆncia dos picos aumenta de forma
exponencial com a largura de linha. Para valores de SNR mais reduzidos, o AWGN e´ domi-
nante sobre o PN. Uma vez que o AWGN reduz uniformemente a amplitude dos picos sem
afetar significativamente a variaˆncia, o aumento da variaˆncia causado pela PN e´ reduzido
pelo aumento do AWGN. Devido a` relac¸a˜o da me´dia com a variaˆncia, prova-se a partir dos







Assim, nas condic¸o˜es deste sistema, este me´todo revela-se igualmente uma boa proposta para
monitorizar o ru´ıdo de fase.
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Figura 5.23: Resultados de simulac¸a˜o para a variaˆncia de Q.
5.4 Estimac¸a˜o de canal
Nesta secc¸a˜o pretende-se validar a utilizac¸a˜o de algoritmos data-aided no recetor para a
estimac¸a˜o do canal de transmissa˜o. Para este estudo e´ simulado um sistema com diversidade
de polarizac¸a˜o PDM-QSPK a 100 Gbit/s, com e sem fibra o´tica. O modelo do transmissor e
do recetor do sistema encontram-se na figura 5.24 e 5.25, respetivamente.
Figura 5.24: Modelo do transmissor implementado no OSIP para o sistema PDM-QPSK.
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Figura 5.25: Modelo do recetor implementado no OSIP para o sistema PDM-QPSK.
A informac¸a˜o em cada transmissor e´ gerada a 50 Gbit/s pelo componente PRBS. Apo´s a
modulac¸a˜o dos dados segundo o formato QPSK, sa˜o inseridas periodicamente as sequeˆncias
de treino. Posteriormente, os s´ımbolos sa˜o sobre-amostrados tendo em conta a frequeˆncia de
amostragem do simulador e formatados com a forma de um filtro de raiz de cosseno elevado
ajustado a` taxa de s´ımbolos do sistema (25 Gbaud), de modo a reduzir a ISI. Depois dos
sinais convertidos para o domı´nio analo´gico e modulados em cada uma das suas componentes
de polarizac¸a˜o, estas sa˜o combinadas atrave´s do componente PBC e enviadas pelo canal.
No recetor, as polarizac¸o˜es sa˜o separadas recorrendo ao componente PBS e os sinais de cada
componente sa˜o detetados coerentemente. As configurac¸o˜es dos componentes do sistema para
o transmissor e recetor sa˜o apresentados na tabela 5.2.
Tabela 5.2: Configurac¸a˜o dos componentes no sistema PDM-QPSK.
Transmissores (TX) Recetores (RX)
-TSs de CAZAC com L s´ımbolos -Filtro RRC a 25 GHz
-Deslocamento c´ıclico de L/2 entre TSs de cada TX -ADC de 12 bits a 2 amostras/s´ımbolo
-Fator de sobre-amostragem = 8 amostras/s´ımbolo -Laser a 193.5 THz
-Filtro RRC a 25 GHz
-DAC de 12 bits
-Amplificador com ganho de 13.98 dB
-Vpi de 5V
-Laser a 193.5 THz
O canal o´tico no sistema com multiplexagem de polarizac¸a˜o pode ser modulado como um
sistema de transmissa˜o 2x2 MIMO. A func¸a˜o transfereˆncia, H(f), que o descreve pode ser







com cada componente da matriz a corresponder a` func¸a˜o transfereˆncia de cada uma das po-
larizac¸o˜es, X e Y, e do acoplamento cruzado entre ambas, tal como mostra a figura 5.26 [47].
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Para estimac¸a˜o da func¸a˜o transfereˆncia do sistema, ˆH(f), sa˜o enviadas em cada polarizac¸a˜o
sequeˆncias de treino ortogonais (CAZAC), S1 e S2. Tendo em conta os conceitos introduzidos
na secc¸a˜o 3.6, depois de recebidas as sequeˆncias, R1 e R2, sa˜o aplicados no componente DSP
os algoritmos para estimac¸a˜o do canal no domı´nio da frequeˆncia. Nesta secc¸a˜o considera-se
somente a existeˆncia de efeitos lineares ao longo da propagac¸a˜o do sinal e assume-se sincro-
nizac¸a˜o perfeita de tramas no recetor.
Figura 5.26: Transmissa˜o de dados num sistema PDM com configurac¸a˜o 2x2 MIMO.
5.4.1 Cena´rio com Filtro o´tico
O canal de transmissa˜o utilizado neste cena´rio e´ um filtro o´tico seguido de um componente
para rotac¸o˜es das componentes de polarizac¸a˜o. O modelo do canal no OSIP encontra-se na
figura 5.27.
Figura 5.27: Modelo do canal de transmissa˜o no OSIP para este cena´rio PDM-QPSK.






















onde Ex, Ey representam os campos o´ticos de cada polarizac¸a˜o e θ,ϕ sa˜o respetivamente
os aˆngulos de rotac¸a˜o segundo a horizontal e vertical [48]. No sistema, as ADCs operam
a duas amostras por s´ımbolo e no transmissor sa˜o enviadas, consecutivamente, tramas com
sequeˆncias de treino de 512 s´ımbolos. A figura 5.28 apresenta o filtro aplicado no canal e
a sua estimac¸a˜o com resoluc¸a˜o de 1024 amostras, para uma das polarizac¸o˜es. O filtro o´tico
aplicado tem uma resposta gaussiana de segunda ordem com largura de banda, a 3 dB, de 10
GHz. Neste caso na˜o foi considerada nenhuma rotac¸a˜o de polarizac¸a˜o, isto e´, θ = ϕ = 0. Pela
figura 5.28 observa-se que a estimac¸a˜o da func¸a˜o transfereˆncia para a polarizac¸a˜o X, ˆHxx(f),
e´ praticamente perfeita. Isto deve-se a` utilizac¸a˜o de sequeˆncias de treino relativamente longas
e a` recec¸a˜o a duas amostras por s´ımbolos que aumenta a resoluc¸a˜o da estimac¸a˜o para o dobro.
Em termos da func¸a˜o transfereˆncia global do canal no sistema 2x2 MIMO, a figura 5.29 ilustra
a sua estimac¸a˜o (em mo´dulo) com ambas as componentes das polarizac¸o˜es, onde se verifica a
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Figura 5.28: Estimac¸a˜o de canal com resoluc¸a˜o de 1024 amostras.
na˜o existeˆncia de interfereˆncia entre as duas polarizac¸o˜es devido a` utilizac¸a˜o das sequeˆncias
ortogonais de CAZAC.












































Figura 5.29: Estimac¸a˜o de canal. Resoluc¸a˜o de 1024 amostras.
Realizando-se agora uma rotac¸a˜o de polarizac¸o˜es com θ = pi2 e ϕ = 0, obte´m-se a estimac¸a˜o
apresentada na figura 5.30. Comparando com a figura 5.29, em que na˜o foi realizada qualquer
rotac¸a˜o, conclui-se, tal como previsto, que as componentes foram trocadas uma vez que a
partir da equac¸a˜o 5.3, que descreve a sua rotac¸a˜o, se tira que o campo o´tico resultante para
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a polarizac¸a˜o X e´ agora de Eoutx = −Ey e para a Y de Eouty = Ex. Assim, o envio de
sequeˆncias perio´dicas ao longo do fluxo dos dados possibilita uma monitorizac¸a˜o dos efeitos
de rotac¸o˜es nas polarizac¸o˜es, embora o intervalo de tempo entre sequeˆncias na˜o deva ser muito
elevado para que se consiga acompanhar ra´pidas variac¸o˜es nas polarizac¸o˜es. Relativamente
a` sequeˆncia de treino, quanto maior for o seu tamanho maior e´ a sua precisa˜o, no entanto,
tem-se de ter em conta o aumento do overhead que leva a` reduc¸a˜o da eficieˆncia na transmissa˜o
de tramas.












































Figura 5.30: Estimac¸a˜o de canal com θ = pi2 e ϕ = 0. Resoluc¸a˜o de 1024 amostras.
5.4.2 Cena´rio com Fibra SSMF
Na subsecc¸a˜o anterior verificou-se a potencialidade de te´cnicas data-aided na estimac¸a˜o do
canal recorrendo a um filtro o´tico. Pretende-se agora estimar a resposta do canal no sistema
PDM-QPSK na presenc¸a de efeitos lineares que ocorrem ao longo da propagac¸a˜o do sinal pela
fibra, tal como a CD. Para este cena´rio de teste considera-se um troc¸o de fibra SSMF com
um paraˆmetro de dispersa˜o de D = 17 ps/nmkm. O modelo do canal no OSIP e´ apresentado
na figura 5.31.
Figura 5.31: Modelo do canal de transmissa˜o no OSIP para este cena´rio PDM-QPSK.
Para melhorar a estimativa da CD podem ser adicionados intervalos de guarda entre
sequeˆncias de treino de modo a absorverem a interfereˆncia entre sequeˆncias adjacentes ou
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dados de informac¸a˜o [26]. Outra forma de reduzir essa interfereˆncia e´ obter a estimac¸a˜o do
canal atrave´s dos L s´ımbolos centrais do conjunto das duas sequeˆncias de CAZAC enviadas.
Com a ADC a operar a duas amostras por s´ımbolos, a figura 5.32 apresenta a estimac¸a˜o da
CD para uma dispersa˜o acumulada de Dac = 1700 ps/nm com sequeˆncias de comprimentos
de, respetivamente, 64 e 256 s´ımbolos.
























































Figura 5.32: Estimac¸a˜o da CD para Dac=1700 ps/nm.
Comparando as duas figuras, 5.32a e 5.32b, verifica-se que sequeˆncias de treino com ta-
manhos superiores conseguem ter uma maior toleraˆncia a` dispersa˜o e consequentemente uma
melhor estimativa do canal disperso. A figura 5.33 apresenta o resultado obtido para uma
dispersa˜o acumulada de Dac = 4000 ps/nm para o caso de L=256 s´ımbolos.



























Figura 5.33: Estimac¸a˜o da CD para Dac=4000 ps/nm com L=256 s´ımbolos.
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Pela figura conclui-se que para disperso˜es elevadas a estimac¸a˜o pode deixar de seguir
totalmente a dispersa˜o uma vez que o comprimento da sequeˆncia tem influeˆncia direta na
sua gama de estimac¸a˜o. Existe portanto um compromisso entre a gama de estimac¸a˜o e o





A utilizac¸a˜o de sequeˆncias de treino em sistemas o´ticos coerentes permite obter uma
elevada flexibilidade no projeto de um recetor, uma vez que os algoritmos envolvidos na
recuperac¸a˜o do sinal sa˜o independentes do formato de modulac¸a˜o dos dados transmitidos.
Assim, nesta dissertac¸a˜o implementou-se sequeˆncias de treino no simulador OSIP e estudou-
se algoritmos para sincronizac¸a˜o temporal, sincronizac¸a˜o em frequeˆncia e estimac¸a˜o do canal.
Nos cap´ıtulos 2 e 3, foram introduzidos os conceitos teo´ricos fundamentais associados aos
sistemas o´ticos coerentes e a`s sequeˆncias de treino, incluindo os procedimentos utilizados
nas va´rias etapas do recetor digital coerente baseado nessas sequeˆncias (recetor data-aided).
Ainda no cap´ıtulo 3, foi proposto um me´todo de monitorizac¸a˜o do PN baseado no algoritmo
de SC. No cap´ıtulo 4, ale´m dos componentes adicionados e alterados, foram apresentados
os algoritmos de controlo necessa´rios a` adaptac¸a˜o do OSIP. No cap´ıtulo 5 sa˜o apresentadas
simulac¸o˜es que permitem validar a nova versa˜o do simulador atrave´s da implementac¸a˜o e teste
de algoritmos de DSP.
Na sincronizac¸a˜o temporal, baseada no algoritmo de SC, verificou-se que na auseˆncia de
ru´ıdo, as amplitudes dos picos de correlac¸a˜o apresentam-se bastante esta´veis e com ma´xima
energia, na˜o levando a` ocorreˆncia de quaisquer erros na detec¸a˜o dos instantes de comec¸o
das sequeˆncias de treino. Na presenc¸a de AWGN, observou-se uma reduc¸a˜o uniforme das
amplitudes dos picos (variaˆncia reduzida), uma vez que este ru´ıdo se carateriza por ser ra´pido
e afetar individualmente os s´ımbolos. Devido a`s amostras na˜o se apresentarem completamente
correlacionadas para valores baixos de SNR, existe a ocorreˆncia de erros de posic¸a˜o na detec¸a˜o
das tramas (erros de sincronizac¸a˜o). Estes erros seguem uma distribuic¸a˜o aproximadamente
sime´trica e com me´dia nula, em concordaˆncia com o tipo de ru´ıdo adicionado. A` medida que
se diminui a SNR, as amplitudes da me´trica va˜o-se reduzindo provocando o aparecimento
de mu´ltiplos picos, o que faz com que a variaˆncia dos erros aumente. Para o caso de PN
no sistema, concluiu-se que este ru´ıdo, ao contra´rio do AWGN, afeta muito a variaˆncia dos
picos devido ao seu progresso lento ao longo de segmentos de s´ımbolos. Quanto aos erros
de sincronizac¸a˜o, aumentam de forma aproximadamente exponencial com a largura de linha.
Para larguras de linha inferiores a 6 MHz, este algoritmo apresenta-se bastante tolerante ao
PN. Por fim, na presenc¸a de CD, verificou-se que devido a` resposta dispersiva do canal, existe
ISI que se torna vis´ıvel pelo alargamento dos picos de correlac¸a˜o da me´trica de SC. Os erros
de posic¸a˜o aumentam de forma aproximadamente exponencial, no entanto, somente valores
elevados de dispersa˜o e´ que originam erros significativos no recetor. A diferente dependeˆncia
dos picos de correlac¸a˜o com AWGN e PN levaram ao desenvolvimento de um me´todo para
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monitorizar o PN, baseado na me´dia e variaˆncia dos picos detetados ao longo do tempo, o qual
foi demonstrado analiticamente e validado por simulac¸o˜es. Para a estimac¸a˜o e compensac¸a˜o do
desvio da frequeˆncia, foi simulado um sistema o´tico coerente QPSK cujo recetor implementa
um algoritmo que tira partido do envio de duas sequeˆncias de treino por trama e da func¸a˜o de
correlac¸a˜o do algoritmo de SC. Pelos resultados obtidos, concluiu-se que o desvio de frequeˆncia
e´ compensado corretamente e verificou-se ainda a relac¸a˜o entre o comprimento das sequeˆncias
e a gama de estimac¸a˜o, assim como a influeˆncia de AWGN nos erros de estimac¸a˜o e na
BER do sistema. Para a ana´lise da potencialidade das sequeˆncias de treino na estimac¸a˜o
da resposta do canal, simulou-se um sistema o´tico coerente PDM-QPSK. Os testes realizados
levam a concluir que, tanto no domı´nio do tempo como na frequeˆncia, consegue-se uma correta
estimac¸a˜o do canal. No entanto, existe um compromisso entre o comprimento da sequeˆncia
de treino e a gama de estimac¸a˜o. Com sequeˆncias longas, consegue-se uma estimac¸a˜o mais
precisa, mas, em contrapartida, a eficieˆncia da transmissa˜o de tramas e´ menor devido ao
aumento do overhead. O per´ıodo do envio de sequeˆncias deve ter em conta a variac¸a˜o da
resposta do canal ao longo do tempo. Quanto mais rapidamente variar a resposta do canal,
maior deve ser a frequeˆncia de repetic¸a˜o das sequeˆncias de treino.
Em suma, todos os algoritmos desenvolvidos e testados provaram ser de simples imple-
mentac¸a˜o e elevada robustez. Os resultados permitem ainda confirmar o correto funciona-
mento da nova versa˜o do OSIP.
6.1 Trabalho Futuro
Como sugesto˜es de to´picos de trabalho futuro no seguimento deste trabalho, destacam-se
os seguintes:
• Implementac¸a˜o em FPGA de algoritmos data-aided, de modo a analisar e comparar
o seu desempenho com resultados obtidos em ambiente de simulac¸a˜o. Sugere-se por
exemplo, a utilizac¸a˜o do novo componente adicionado, “FPGA”(relembrar Apeˆndice
B), para o envio dos dados para o hardware.
• Acrescentar a etapa de equalizac¸a˜o do canal apo´s a sua estimac¸a˜o.
• Ana´lise do desempenho das sequeˆncias de treino na compensac¸a˜o de efeitos na˜o lineares
no canal.
• Tentar chegar a um valor o´timo para o comprimento da sequeˆncia de treino tendo em
conta alguns dos principais fatores limitativos nos sistemas o´ticos atuais.
• Realizac¸a˜o de mais testes, em cena´rios distintos, do me´todo proposto de monitorizac¸a˜o
do PN para o viabilizar em sistemas o´ticos reais.
• Estudo de variantes do algoritmo de SC de modo a reduzir os erros de sincronizac¸a˜o e
aumentar a gama de estimac¸a˜o [36].
• Melhoramento do simulador OSIP em termos de eficieˆncia, face a`s adaptac¸o˜es que ao




Estat´ıstica de Varia´veis Aleato´rias
Neste apeˆndice pretende-se calcular analiticamente a me´dia estat´ıstica de uma func¸a˜o ex-
ponencial, ejvX , dependente de uma varia´vel aleato´ria gaussiana X, isto e´ E[ejvX ], com v a ser
uma constante real. Desta forma, comec¸a-se por definir a func¸a˜o densidade de probabilidade







onde mx e´ a me´dia e σ
2
x a variaˆncia da varia´vel X. Sabendo que a func¸a˜o caracter´ıstica de





ejvx · p(x)dx. (A.2)















Assim sendo, para um varia´vel aleato´ria, X, seguindo a distribuic¸a˜o N (0, σ2x), a me´dia pode
ser descrita por:
E[ejvX ] = e−
v2·σ2x
2 . (A.4)
Devido ao facto de a soma de n varia´veis aleato´rias gaussianas estatisticamente inde-






onde Xi representam as varia´veis aleato´rias estatisticamente independentes com me´dia mx e
variaˆncia σ2x. Tendo em conta as caracter´ısticas das varia´veis aleato´rias, X e Y, e´ poss´ıvel
atrave´s da func¸a˜o caracter´ıstica chegar a` seguinte relac¸a˜o:
ψy(jv) = E[e
jvX ] = E[ejv
∑n


































xi a variaˆncia de Y. Com X ∼ N (0, σ2x), a
expressa˜o anterior simplifica para:







No cap´ıtulo 4 foi apresentado o modo de funcionamento do componente para a introduc¸a˜o
de sequeˆncias de treino no OSIP. Neste apeˆndice sa˜o descritos os restantes componentes
adicionados conforme a tabela 4.1.
TS From File
Este componente e´ equivalente ao componente TS, descrito no cap´ıtulo 4, com a excec¸a˜o
de a sequeˆncia ser importada de um ficheiro. A criac¸a˜o deste componente surgiu da neces-
sidade de tornar o simulador versa´til ao ponto de permitir a introduc¸a˜o de qualquer tipo de
sequeˆncias. A sua janela de configurac¸a˜o e´ apresentada na figura B.1.
Figura B.1: Janela de configurac¸a˜o do componenete TS From File.
O ficheiro a importar deve ter o formato mat. Deve ser indicado o caminho para o ficheiro
tal como o nome da varia´vel da sequeˆncia armazenada que se deseja importar. A sequeˆncia
presente no ficheiro deve ser um vector complexo contendo os s´ımbolos de treino. Os restantes
paraˆmetros de configurac¸a˜o ja´ foram descritos anteriormente para o componente TS, o campo
“Segments per frames”serve para indicar o nu´mero de segmentos da sequeˆncia carregada em
cada trama de dados. O campo “Number of frames”, indica o nu´mero de tramas a enviar e o
campo “Number of samples for cyclic-shift”o deslocamento c´ıclico a aplicar a` sequeˆncia caso
seja pretendido. O ı´cone deste componente encontra-se na figura B.2.
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Figura B.2: I´cone do componente TS From File no OSIP.
OverSampling
Este componente e´ responsa´vel por fazer a amostragem do sinal de transmissa˜o de acordo
com a frequeˆncia de amostragem configurada no simulador. Os seus paraˆmetros de confi-
gurac¸a˜o podem ser observados na figura B.3.
Figura B.3: Janela de configurac¸a˜o do componenete OverSampling.
O campo “OverSampling factor”permite definir o fator de aumento da frequeˆncia de amos-
tragem pela introduc¸a˜o de zeros entre s´ımbolos do sinal recebido. Este fator devera´ respeitar
a relac¸a˜o entre a frequeˆncia de amostragem do simulador e o ritmo de s´ımbolos do sistema:
OverSamplingfactor = FsR , com Fs a frequeˆncia de amostragem do simulador e R o ritmo
de s´ımbolos do sistema. O identificar permite a passagem de paraˆmetros entre componentes
tais como o seu nu´mero de amostras por s´ımbolo (usado por exemplo na configurac¸a˜o de
componentes ADC com o mesmo identificador). O seu ı´cone e´ apresentado na figura B.4.
Figura B.4: I´cone do componente OverSampling no OSIP.
RRC
De modo a reduzir a ISI, sa˜o frequentemente utilizados filtros RRC (raiz de cosseno ele-
vado) para formatar o sinal modulado digitalmente. Tipicamente estes filtros sa˜o ideˆnticos no
transmissor e no receptor de modo que, no conjunto, os dois filtros sejam equivalentes a um
u´nico filtro de cosseno elevado. Assim, na figura B.5 e´ apresentada a janela de configurac¸a˜o do
componente RRC que aplica uma filtragem com formato de raiz de cosseno elevado. O campo
“Roll-off factor”, e´ um fator β que esta´ diretamente relacionado com o decaimento dos pulsos
e a largura de banda do filtro. Para uma dada velocidade de transmissa˜o, quanto maior o
valor de β, mais abrupto e´ o decaimento e consequentemente maior a largura de banda. Deve
tambe´m ser definida a ordem do filtro, em s´ımbolos, assim como a sua frequeˆncia de corte. O
ı´cone deste componente encontra-se na figura B.6.
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Figura B.5: Janela de configurac¸a˜o do componenete RRC.
Figura B.6: I´cone do componente RCC no OSIP.
DAC
Este componente tem como objetivo limitar a resoluc¸a˜o dos sinais a` resoluc¸a˜o da DAC.
Estes sinais sa˜o normalizados entre 0 e 1, pelo que pode ser necessa´rio posteriormente recor-
rer a um amplificador para uma correta modulac¸a˜o. O ganho do amplificador introduzido
depende da tensa˜o Vpi do modulador. A janela de configurac¸a˜o deste componente e´ apresen-
tada na figura B.7.
Figura B.7: I´cone do componente DAC no OSIP.
Os paraˆmetros de configurac¸a˜o do componente sa˜o a resoluc¸a˜o do conversor digital-
analo´gico e seu o identificador. Este componente tem resposta em frequeˆncia ideal pois na˜o
tem qualquer filtro associado. O ı´cone deste componente no simulador encontra-se na figura
B.8.
Figura B.8: I´cone do componente DAC no OSIP.
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FPGA
O OSIP permite a criac¸a˜o de novos modelos (componentes) para teste de algoritmos de
processamento digital de sinal para poss´ıveis implementac¸o˜es pra´ticas. Por norma, o desen-
volvimento de algoritmos de DSP passa por testes em FPGAs (Field Programmable Gate
Arrays), pelo que e´ u´til ter-se um bloco que facilite a interligac¸a˜o entre o ambiente de si-
mulac¸a˜o e a entrada/sa´ıda de dados com o hardware. Por esse motivo, foi desenvolvido o
componente FPGA que tem como objetivo a realizac¸a˜o de uma interface com um mo´dulo em
hardware. Para efeitos de teste foi utilizada a placa de desenvolvimento Altys, da Digilent,
constitu´ıda por uma FPGA da famı´lia Spartan-6 da Xilinix [49], para processar os dados
enviados pelo simulador, sendo estes posteriormente reenviados para o computador. Este
componente pode ser utilizado para processamento digital de sinal tanto no transmissor como
no recetor, bastando para isso receber as componentes em fase e quadratura do sinal a tratar.
O seu ı´cone encontra-se na figura B.9.
Figura B.9: I´cone do componente FPGA no OSIP.
Para possibilitar o envio e a recec¸a˜o de dados foi utilizado o transmissor/recetor ass´ıncrono
universal (UART) da placa Atlys de modo a controlar a comunicac¸a˜o se´rie com o computador.
Antes de enviar as amostras, o componente criado no simulador na˜o so´ configura os paraˆmetros
necessa´rios para a transmissa˜o pela porta se´rie como tambe´m procede a` formatac¸a˜o dos
dados para a comunicac¸a˜o com a FPGA. Uma vez que a parte desenvolvida em software esta´
dispon´ıvel, este componente pode ser utilizado para o envio de informac¸a˜o para qualquer
hardware via comunicac¸a˜o se´rie.
Representac¸a˜o nume´rica das amostras
Devido ao facto das amostras do simulador serem nu´meros reais, foi necessa´rio a sua re-
presentac¸a˜o num formato que pudesse ser interpretado no hardware. Tendo em conta a gama
dinaˆmica e a precisa˜o dos dados, foi utilizado um formato em v´ırgula fixa em complemento
para dois, de modo a tratar valores com sinal, ilustrado na figura B.10.
Figura B.10: Representac¸a˜o em v´ırgula fixa (em complemento para 2).
As amostras do simulador sa˜o representadas na gama de valores de −2−m ate´ (2m − 2−n)
com uma resoluc¸a˜o de 2−n, onde n representa o nu´mero de bits da parte inteira, excluindo
o bit de sinal, e m o nu´mero de bits da parte fraciona´ria. O nu´mero total de bits usados
para representar cada amostra e´ portanto N , sendo a soma da parte inteira com a parte
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fraciona´ria. A notac¸a˜o para este formato e´ habitualmente conhecida como Qm.n ou FixN n.
Foram desenvolvidas adicionalmente duas func¸o˜es no simulador, uma para a conversa˜o de
nu´meros reais para v´ırgula fixa e outra com a funcionalidade inversa, de modo a codificar e
descodificar corretamente os dados no OSIP (fix to double.m e double to fix.m).
Figura B.11: Janela de configurac¸a˜o do componente FPGA.
A janela de configurac¸a˜o do componente implementado no OSIP e´ apresentada na figura
B.11. Os principais paraˆmetros configura´veis sa˜o o nu´mero da porta de comunicac¸a˜o se´rie do
computador e o nu´mero de bits para a parte inteira e fraciona´ria. Apo´s a sua introduc¸a˜o,
sa˜o automaticamente atualizadas va´rias caixas com informac¸a˜o relativa a` gama de valores e
precisa˜o dos dados. De notar que existe a possibilidade de enviar os dados normalizados ao
seu valor ma´ximo (dando origem a uma gama de valores entre -1 e 1). Esta u´ltima opc¸a˜o e´
bastante u´til ja´ que algumas func¸o˜es do CORDIC (Coordinate Rotational Digital Computer)
[50] exigem valores normalizados a` entrada. O utilizador podera´ tambe´m configurar outros
paraˆmetros tais como a taxa de transmissa˜o de dados (baudrate).
Processamento de dados em hardware
A figura B.12 apresenta o diagrama da interface entre o componente do simulador e o hard-
ware. Observa-se a interligac¸a˜o entre os dois principais mo´dulos, desenvolvidos atrave´s da
linguagem descritiva de hardware, VHDL, o da unidade de controlo (DSP CONTROL UNIT)
e o do algoritmo de processamento de dados (DSP). Este u´ltimo, e´ o mo´dulo de n´ıvel superior
do projeto (top level) onde o utilizador pode realizar o algoritmo, abstraindo-se do controlo
dos dados e da comunicac¸a˜o com o computador. Os sinais relevantes da interface entre os
mo´dulos referidos sa˜o os sinais de entrada e sa´ıda das memo´rias bem como os sinais de con-
trolo, init proc e valid out. O primeiro, indica o in´ıcio do processamento de dados e o segundo
indica a` unidade de controlo o fim da implementac¸a˜o do algoritmo, pelo que esta podera´ guar-
dar os resultados e proceder ao envio dos mesmos.
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Figura B.12: Diagrama da Interface OSIP-FGPA.
Para a recec¸a˜o das amostras, foi desenvolvida uma ma´quina de estados cujo fluxo de
operac¸o˜es e´ apresentado na figura B.13. Pelo fluxograma, verifica-se que apo´s a indicac¸a˜o
de novo byte recebido pelo UART, o ponteiro dos enderec¸os das memo´rias de entrada e´
incrementado e os dados sa˜o lidos e guardados nas respetivas memo´rias, seguindo a mesma
ordem de envio pelo OSIP, isto e´, primeiro a componente em fase (I) seguida da componente
em quadratura (Q), multiplexadas no tempo.
Figura B.13: Fluxo de operac¸o˜es para leitura dos dados de entrada.
Apo´s a recec¸a˜o de todos os dados de entrada, inicia-se o processamento de dados dando
origem ao fluxo de operac¸o˜es da figura B.14. Atrave´s da ativac¸a˜o do sinal init proc, o mo´dulo
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de DSP (top level) inicia o algoritmo implementado. Apo´s o tratamento dos dados, esse
mo´dulo ativa o sinal valid out fazendo com que a unidade de controlo guarde nas respetivas
memo´rias os dados tratados (componente I e Q) de modo a envia´-los para o simulador. Este
processo ira´ repetir-se ate´ que os dados sejam todos tratados. Apo´s a sua conclusa˜o, a unidade
ira´ voltar ao seu estado de in´ıcio, a` espera de mais dados para processar.




Ca´lculo teo´rico da BER
Com este apeˆndice pretende-se deduzir as relac¸o˜es entre a BER e a SNR para o formato
QPSK. Para efeitos de ca´lculo, considera-se que um sinal s(t) foi transmitido e que o sinal
recebido v(t) e´ dado pela equac¸a˜o C.1,
v(t) = s(t) + n(t), (C.1)
onde n(t) representa o ru´ıdo aditivo gaussiano com me´dia nula e variaˆncia σ2 = N02 . Uma vez










A figura C.1 ilustra um exemplo da constelac¸a˜o para o formato de modulac¸a˜o QPSK. Para
o ca´lculo da probabilidade de erro, considera-se que os s´ımbolos esta˜o igualmente espac¸ados
de d e que o ru´ıdo e´ inserido segundo as suas componentes em fase e em quadratura, n1 e n2.
Figura C.1: Exemplo de constelac¸a˜o com formato QPSK.
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Pela figura, observam-se quatro regio˜es de decisa˜o. Para simplificar os ca´lculos, comec¸a-se
por determinar a probabilidade de decisa˜o correta dos s´ımbolos, Pc, para depois se obter a
probabilidade de erro pela relac¸a˜o da equac¸a˜o C.3.
Pe = 1− Pc (C.3)
Pela lei da probabilidade total e o teorema de Bayes, a probabilidade de recec¸a˜o correta
dos s´ımbolos pode ser dada pelo somato´rio da multiplicac¸a˜o das probabilidades condicionais
pelas probabilidades a priori de transmissa˜o, como descreve a equac¸a˜o C.4, onde P (Si) e´ a




P (Si) · P (C|Si) (C.4)
Assumindo que os s´ımbolos sa˜o equiprova´veis, P (Si) =
1
4 , a probabilidade da recec¸a˜o





i=1 P (C|Si) = P (C|Si) = P
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Sabendo Pc e a relac¸a˜o da equac¸a˜o C.3, tira-se que a probabilidade de erro e´ de:
Pe = 1−
(























Para a expressa˜o da Pe ter em considerac¸a˜o a SNR e´ necessa´rio o ca´lculo da energia me´dia
por s´ımbolo, E¯s, uma vez que SNR =
E¯s
N0
. Pelo resultado obtido da equac¸a˜o C.7, tem-se que
d =
√
2E¯s. Substituindo na equac¸a˜o C.6, chega-se a` expressa˜o da probabilidade de erro em





































Caso os s´ımbolos sejam codificados pelo co´digo de Gray, pode-se considerar a aproximac¸a˜o
de que apenas ocorre um erro de bit por s´ımbolo para valores elevados de SNR. Assim, para o
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