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Zusammenfassung
Statistische Bilderkenner, die mit einem holistischen Ansatz arbeiten, verwenden Wahr-
scheinlichkeitsverteilungen als Modelle f¤ur Objekte und deren Hintergr¤unde. Die Modelle
werden aus ortsabh¤angigen Merkmalen der Trainingsbilder berechnet, z.B. aus den Grau-
werten. In dieser Arbeit wird ein Verfahren vorgestellt, dass mehrere Merkmale in die sta-
tistischen Modelle integriert.
1 Einleitung
Der erste Schritt in den meisten Verfahren zur Bilderkennung ist die Berechnung von Merk-
malen aus den Bilddaten. Dies k¤onnen ganz einfache Merkmale sein, zum Beispiel die
Grau- oder Farbwerte des Bildes, oder Daten, die aus Berechnungen auf dem Bildmaterial
hervorgehen. Die Merkmalsdaten werden analysiert und vom Klassikator benutzt.
Bilderkenner, die mit einem holistisch statistischen Verfahren arbeiten, k¤onnen komplexe
Szenen analysieren und die abgebildeten Objekte klassizieren. Sie

erkl¤aren das gesam-
te Bild mit statistischen Modellen. Es ist also notwendig, Modelle f ¤ur Objekte und Hinter-
gr¤unde zu verwenden. Die Bestimmung der Position und der Gr¤oße des Objekts und dessen
Klassizierung geschehen in einem Schritt. Viele andere Verfahren m¤ussen vor der Klas-
sikation eine Segmentierung des Bildes durchf¤uhren, die alleine schon fehleranf¤allig ist.
Auch f¤ur das automatische Objekttraining werden unsegmentierte Daten benutzt, f ¤ur die
nur die Klasse des abgebildeten Objekts bekannt ist. Daher m¤ussen die Methoden, die zur
Klassikation genutzt werden, auch f¤ur das Training angewendet werden. Die Verwendung
von unsegmentierten Daten ist w¤unschenswert, um die manuelle Arbeit an den Daten zu
minimieren.
In dieser Arbeit wird die Erweiterung eines holistischen Bilderkenners vorgestellt, die es
erm¤oglicht, mehrere Merkmale eines Bildes zu verarbeiten. Um die Merkmale eines Bildes
zu kombinieren, wird ein neues

Bild berechnet, das aus mehreren Schichten besteht. Die
einzelnen Schichten repr¤asentieren Merkmale oder Teile eines Merkmals.
2 Verfahren
Das Verfahren basiert auf einem statistischen Ansatz zur Objekterkennung mit einem ganz-
heitlichen Modell. Dabei werden statistische Modelle f ¤ur das Objekt und den Hintergrund
verwendet, um alle Pixel eines Bildes zu erkl¤aren. Das Objekt wird als quadratischer Aus-
schnitt des Bildes angenommen. Als Modell f ¤ur Objekte wird eine Gauß’sche Mischvertei-
Abbildung 1: Features aus einem Bild: Farbe mit Komponenten S, V, H (3), Ableitung (2), Grau-
wert (1), Gabor-Transformation mit 3 Frequenzen und 2 Orientierungen jeweils fu¨r Farbe und Hel-
ligkeit getrennt (12), absolutwertige Ableitung (2), Sobel-Filter (2)
Abbildung 2: Matching eines Referenzmodells und einer Beobachtung: Die Referenz (links) wird
skaliert (mitte) und die beste Position innerhalb der Beobachtung wird bestimmt (rechts).
lung verwendet. Die Menge von Pixeln, die nicht zum Objekt geh¤oren, werden mit einer
univariaten Gaußverteilung, dem Hintergrundmodell, beschrieben.
Neben den Grauwerten eines Bildes k¤onnen auch andere Merkmale (Features) verwendet
werden. Alle Features eines Bild werden dann zu einem ein Bild aus mehreren Schichten
(Layern) zusammengefasst. In dieser Arbeit wurden neben einfachen Grau- und Farbwert-
Features auch die Ableitung, ein Sobel-Filter und die Gabor-Transformation verwendet.
Beispiele f¤ur alle Features sind in Abbildung 1 dargestellt.
Im Matching wird f¤ur eine Sammlung von Features eines Bildes, im folgenden Beobach-
tung genannt, die wahrscheinlichste Position und Skalierung des gegebenen Referenzmo-
dells gesucht. Dazu werden aus dem Referenzmodell unterschiedlich skalierte Templates
erzeugt und auf mehreren Positionen deren Distanz zur Beobachtung berechnet. Abbil-
dung 2 zeigt, wie ein Objektmodell auf eine Beobachtung projiziert wird.
Im Training werden aus einer Menge von Trainingsbildern mit bekannten Klassen die
Gauß’schen Mischverteilungen f¤ur die Objektmodelle und Gaußverteilungen f¤ur die Hin-
tergrundmodelle berechnet. Das Training wird hier zun¤achst nicht diskriminativ durch-
gef¤uhrt, sondern f¤ur jede Klasse separat. Ausgehend von einem initialen Modell, das aus
einer gegebenen Sammlung von Features und einer gegebenen Varianz berechnet werden
kann, werden iterativ immer bessere Verteilungen berechnet, die die Trainingsdaten er-
kl¤aren. In jeder Iteration wird, nachdem f¤ur alle Trainingsdaten das Matching durchgef¤uhrt
wurde, aus den besten berechneten Hypothesen ein neues Objektmodell berechnet. Die
berechneten Verteilungen werden als Modell der jeweiligen Klasse f ¤ur die Objektklassi-
kation verwendet. Abbildung 3 zeigt einen Teil der Trainingsbilder f ¤ur eine Klasse und das
daraus berechnete Objektmodell.
Zur Klassikation eines Bildes wird die aus dem Bild berechnete Sammlung von Featu-
res verwendet. Diese Featuresammlung wird mit den Modellen gematcht, die im Training
f¤ur die einzelnen Klassen erstellt wurden. Der Klassikator ordnet dann dem zu klassi-
Abbildung 3: 4 von 18 Trainingsdaten (links) und das daraus berechnete Modell (rechts) mit 2 Dich-
ten (jeweils oben der Mittelwert und darunter die Varianz).
Tabelle 1: Fehlerraten der Experimente auf der Bochum-Gestures Datenbank in Prozent. Angegeben
sind die mittleren Fehlerraten der drei Testdatensa¨tze.
Features Fehlerrate
Grauwerte 8,6
Grauwerte, Sobel-Filter 10,8
Grauwerte, Gabor-Filter (3 Frequenzen, 2 Orientierungen) 6,4
zierenden Bild diejenige Klasse zu, deren Modell die geringste Distanz zum Bild hat. Die
minimale Distanz eines Modells zum Bild impliziert die maximale Wahrscheinlichkeit,
dass Objekt und Hintergrund vom Modell erzeugt werden [KMDN03].
3 Ergebnisse
Die Tests wurden auf der Bochum-Gestures- und der CALTECH-Faces-Datenbank durch-
gef¤uhrt. Die Bochum-Gestures Bilddatenbank besteht aus Fotos von 12 Handgesten. Ins-
gesamt sind 1036 Farbbilder mit 128× 128 Pixeln enthalten. Jede Geste liegt von unter-
schiedlichen Personen jeweils vor hellem, dunklem und komplexem Hintergrund vor. Die
Bilddatenbank wird in [TvdM01] vorgestellt. Mit dem dort beschriebenen Elastic Graph
Matching erzielen die Autoren Fehlerraten von 7,1% f¤ur Bilder mit einfachem Hintergrund
und 14,2% f¤ur Bilder mit komplexem Hintergrund. Diese Ergebnisse sind nicht mit den in
dieser Arbeit durchgef¤uhrten Experimenten zu vergleichen, da die Bilder dort manuell f ¤ur
das Training bearbeitet wurden.
In den Experimenten wurden die 345 Bilder mit hellem Hintergrund verwendet, die in 3
TestdatensA¤atze aufgeteilt wurden. F¤ur die Startmodelle wurde aus allen Trainingsbildern
einer Klasse der Mittelwert berechnet und daraus Feature-Sammlungen erstellt. Das Hinter-
grundmodell wurde als Gleichverteilung mit geringem Gewicht in die Distanzberechnung
einbezogen. In Tabelle 1 sind ausgew¤ahlte Ergebnisse der Experimente dargestellt.
Die CALTECH-Faces-Datenbank des California Institute of Technology besteht aus Grau-
wert-Bildern von Gesichtern vor komplexen und vor einfachen Hintergr ¤unden [BLP96].
F¤ur die Experimente wurden 534 dieser Fotos verwendet. Da die CALTECH-Faces-Daten-
bank keine Klasseninformationen beinhaltet, wurden nur Modelle f ¤ur eine Klasse

Gesicht
trainiert. Im Test wurden Bilder mit und ohne Gesicht klassiziert. Anschließend wurde ein
Grenzwert f¤ur die ermittelten Distanzen berechnet, mit dem entschieden werden kann, ob
ein Bild ein Gesicht enth¤alt oder nicht. Die erzielten Fehlerraten zeigt Tabelle 2.
Aus den Fehlerraten in Tabelle 1 ist ersichtlich, dass die Informationen des Gabor-Features
die Erkennung verbessern. Die Integration der anderen Features kann die Fehlerrate bei
Experimenten auf der Bochum-Gestures-Datenbank allerdings nicht senken. Die Experi-
Tabelle 2: Fehlerraten auf der CALTECH-Faces-Datenbank in Prozent.
Features Fehlerrate
Grauwerte 47,7
Grauwerte, Ableitung 32,3
Grauwerte, Gabor-Filter (2 Frequenzen, 1 Orientierung) 42,2
mente auf den Gesichts-Bildern haben ein anderes Ergebnis. Dort senkt die Verwendung
der Ableitung die Fehlerrate. Die Hinzunahme des Gabor-Features l¤asst die Fehlerrate wie-
der ansteigen, bleibt allerdings unter der Fehlerrate des Experiments, in dem nur Grauwerte
benutzt werden.
5 Fazit und Ausblick
Das vorgestellte System erm¤oglicht die Integration mehrerer Features in einen holistischen
Bilderkenner. Die erwartete Verbesserung der Erkennungsleistung bei steigender Anzahl
von Features best¤atigt sich, tritt aber nicht in allen Experimenten auf. Weitere Experimente
sollen noch andere Kombinationen von Features untersuchen.
Offenbar ist der Einuss der Features auf die Fehlerrate abh¤angig von der Art der unter-
suchten Bilder bzw. der Bilddatenbank. In der Bochum-Gestures Datenbank sind zum einen
einige Gesten untereinander sehr ¤ahnlich und somit schwer zu differenzieren. Zum anderen
ist die Trainingsdatenmenge sehr klein. Trotzdem erzielt das Verfahren niedrige Fehlerra-
ten. Man k¤onnte die Trainingsdaten vergr¤oßern, indem Variationen durch geringe Rotation
und Skalierung erstellt werden.
Abhilfe f¤ur das Problem der teilweise fehlerhaften Segmentierung beziehungsweise der
Abh¤angigkeit vom Hintergrund, k¤onnten nicht-quadratische Prototypen schaffen. Dazu k¤on-
nen zun¤achst quadratische Prototypen berechnet und in einem weiteren Schritt verfeinert
werden. In [RPN01] wird ein Verfahren beschrieben, das Objekte auf heterogenem Hinter-
grund mit nicht-quadratischen Prototypen erkennt.
Bislang ber¤ucksichtigt das Verfahren noch keine Rotation der zu erkennenden Objekte. Be-
reits bei der Berechnung der Feature-Sammlungen, also im Vorverarbeitungsschritt, k ¤onn-
ten f¤ur die Trainingsdaten Features aus rotierten Bildern berechnet werden. Eine Rotation
der Features ist nicht direkt m¤oglich, da einige Features von der Ausrichtung der Original-
daten abh¤angen.
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