A Generalized Convolution Model and Estimation for Non-stationary Random
  Functions by Fouedjio, Francky et al.
A Generalized Convolution Model and Estimation for Non-stationary Random
Functions
F. Fouedjio, N. Desassis, J. Rivoirard
E´quipe Ge´ostatistique - Centre de Ge´osciences, MINES ParisTech
35, rue Saint-Honore´, 77305 Fontainebleau, France
Abstract
Standard geostatistical models assume second order stationarity of the underlying Random Function. In some in-
stances, there is little reason to expect the spatial dependence structure to be stationary over the whole region of
interest. In this paper, we introduce a new model for second order non-stationary Random Functions as a convo-
lution of an orthogonal random measure with a spatially varying random weighting function. This new model is a
generalization of the common convolution model where a non-random weighting function is used. The resulting class
of non-stationary covariance functions is very general, flexible and allows to retrieve classes of closed-form non-
stationary covariance functions known from the literature, for a suitable choices of the random weighting functions
family. Under the framework of a single realization and local stationarity, we develop parameter inference procedure
of these explicit classes of non-stationary covariance functions. From a local variogram non-parametric kernel esti-
mator, a weighted local least-squares approach in combination with kernel smoothing method is developed to estimate
the parameters. Performances are assessed on two real datasets: soil and rainfall data. It is shown in particular that
the proposed approach outperforms the stationary one, according to several criteria. Beyond the spatial predictions,
we also show how conditional simulations can be carried out in this non-stationary framework.
Keywords: non-stationarity, convolution, covariance, kernel, kriging, simulation.
1. Introduction
Modelling and estimating the underlying spatial dependence structure of the observed data is a key element to spatially
interpolate data and perform simulations. Its description is commonly carried out using statistical tools such as the
covariance or variogram calculated on the whole domain of interest. Simplifying assumptions are often made on the
spatial dependence structure. They include stationarity assumption where the second order association between pairs
of locations is assumed to depend only on the vector between these locations. However, it has become increasingly
clear that this assumption is driven more by mathematical convenience than by reality. In pratice, it often happens
that the stationarity assumption may be doubtful. Non-stationarity can occur due to many factors, including specific
landscape and topographic features of the region of interest or other localized effects. These local influences can be
observed by computing local variograms, whose characteristics may vary across the domain of observations. More
practionners choose to replace this convenient assumption with more realistic assumption of non-stationarity. They
subdivide the modelling area into stationary domains, thereby increasing the required professional time for modelling
and potentially producing disjointed domains that are globally inconsistent.
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Various approaches have been developped over the years to deal with non-stationarity through second order mo-
ments (see [1, 2, 3], for a review ). One of the most popular methods of introducing non-stationarity is the convolution
approach. It consists of taking a spatial white noise, then averaging it using weights that vary spatially to thereby ob-
tain a non-stationary Random Function. In this way, the resulting spatial dependence structure is non-stationary. The
covariance or variogram as a whole is allowed to vary in some way between different locations. Higdon et al. [4] use
spatially varying Gaussian kernel function to induce a non-stationary covariance structure. The resulting covariance
function has a closed-form, but is infinitely differentiable, which may not be desirable for modelling real phenomena.
Zhu and Wu [5] use a family of spatially varying modified Bessel kernel functions to produce a non-stationary co-
variance function with local smoothness characteristics that are similar to the stationary Mate´rn covariance functions
class. One limitation of this approach is that the non-stationary covariance function does not have a closed-form and in
general can only be evaluated by numerical integration. Moreover, this approach does not take into account a spatially
varying anisotropy.
Furthermore, explicit expressions of some non-stationary covariance functions class that include a non-stationary
version of the stationary Mate´rn covariance function have been introduced by Paciorek and Schervish [6]. This was
further developed by Stein [7], Porcu et al. [8] and Mateu et al. [9]. However, these classes of analytical non-stationary
covariance functions do not directly derived from a Random Function model like the convolution representation or
the spectral representation. Thus, this does not facilitate their understanding and interpretability. It is helpful to
have a constructive approach for Random Functions admitting such closed-form non-stationary covariance functions.
Moreover, the inference of the parameters of these latter remains a critical problem. Paciorek and Schervish [6]
enumerate some difficulties and suggest some possible methods including the moving windows approach based on
the local variogram or local likelihood. Anderes and Stein [10] mention two typical problems arising with moving
windows method. First, the range of validity of a stationary approximation can be too small to contain enough local
data to estimate the spatial dependence structure reliably. Second, it can produce non-smooth parameter estimates,
leading to discontinuities on the kriging map which is undesirable in many cases. Anderes and Stein [10] develop a
weighted local likelihood approach for estimating parameters of the non-stationary version of the stationary Mate´rn
covariance function. This approach downweight the influence of distant observations and allows irregular sampling
observations. A few drawbacks of their approach are the computational burden of inverting covariance matrices at
every location for parameter estimation and the Gaussian distributional assumption for analytical tractability.
In this work, we are interested primarily in the modelling of second order non-stationary Random Functions, using
a constructive approach in the spirit of convolution model. We present a new model for second order non-stationary
Random Functions as a convolution of an orthogonal random measure, with a spatially varying stochastic weighting
function. This is an extension of the classical convolution model where a deterministic weighting function is used. By
this modelling approach, the resulting class of non-stationary covariance functions is very general, flexible and allows
to retrieve classes of closed-form non-stationary spatial covariance functions known from the literature, for a suitable
choices of the stochastic weighting functions family. These latter classes show locally a stationary behaviour and their
parameters are allowed to vary with location, yielding local variance, range, geometric anisotropy and smoothness. In
this way, it naturally allows stationary local covariance parameters to be knitted together into a valid non-stationary
global covariance. Thus, we establish a direct link between the existing explicit classes of non-stationary covariance
functions and the convolution approach. This construction bears some resemblance to the moving average model with
stochastic weighting function introduced by Mate´rn [11] to generate stationary covariance functions like Cauchy and
Mate´rn families. Secondly, we develop a procedure of estimating parameters that govern these classes of closed-form
non-stationary covariance functions under a single realization and local stationarity framework, through a step by step
approach. First, we compute local variograms by a non-parametric kernel estimator. Then, it is used in a weighted
local least squares procedure for estimating the parameters at a reduced set of representative points referred to as
anchor points. Finally, a kernel smoothing method is used to interpolate the parameters at any location of interest.
The estimation method proposed is free distribution and no matrix inversions or determinants calculation are required.
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It is applied to two real datasets: soil and rainfall data.
The outline of the paper is as follows: a generalized convolution model is described through its basic ingredients
and main properties in Section 2. In Section 3, we show how the model allows us to construct explicit classes of
non-stationary covariance functions. In Section 4, parameter inference of these explicit classes of non-stationary
covariance is detailed. We tackle the spatial predictions and conditional simulations in Section 5. In Section 6, two
real datasets are used to illustrate the performances of the proposed method and its potential. Finally, Section 7
outlines concluding remarks.
2. Model Definition
Let Z = {Z(x) : x ∈ G ⊆ Rp, p ≥ 1} be a Random Function defined on a fixed continuous domain of interest G of the
Euclidean space Rp. The Random Function Z is defined as follows:
Z(x) =
∫
Rp
fx(u; T (u))W(du), ∀x ∈ G, (1)
where W(.) is an orthogonal random measure onRp with E(W(du)) = 0, E (W(du)W(dv)) = λδu(dv)du, ∀u, v ∈ Rp;
δu(.) is the Dirac measure at u and λ ∈ R∗+. {T (u),u ∈ Rp} is a family of independent and identically distributed
random variables, and independent of W(.), taking their values in the subset T of R according to a probability
measure µ(.). {u 7→ fx(u; t), x ∈ G ⊆ Rp} is a family of square-integrable functions on Rp, for all t ∈ T . For fixed u,
fx(u; T (u)) is a random variable whose first two moments are assumed finite and integrable on Rp.
Under these assumptions, the stochastic convolution defined in (1) is well-defined in L2, that is V(Z(x)) =
λ
∫
Rp
E{ f 2x (u; T (u))}du < +∞, ∀x ∈ G. To fix ideas, here are two examples of orthogonal random measure which can
be used to simulate the Random Function Z [12]:
1. Consider a homogeneous Poisson point process on Rp with intensity λ. Let N(A) the number of points that
falls in a measurable set A ⊂ Rp. The function W(.) defined by W(A) = N(A) − λν(A) is an orthogonal random
measure, where ν(.) is the p-dimensional Lebesgue measure.
2. Gaussian white noise on Rp is an orthogonal random measure W(.) such that: W(A) is normally distributed
with mean 0 and variance λν(A); when A and B are disjoint W(A) and W(B) are independent and W(A ∪ B) =
W(A) + W(B).
Proposition 2.1. Under the model specified in (1), we have the following moment properties:
E(Z(x)) = 0, ∀x ∈ G, (2)
Cov(Z(x),Z(y)) =
∫
T
C(x, y; t)M(dt), ∀(x, y) ∈ G ×G, (3)
where C(x, y; t) =
∫
Rp
fx(u; t) fy(u; t)du and M(dt) = λµ(dt). (4)
The proposition 2.1 gives a very general and flexible class of non-stationary covariance functions. This latter is
defined at any two locations and is valid on Rp ×Rp, that is to say positive definite. Therefore, the Random Function
Z is non-stationary through its second order moment. The proof of the above properties is deferred to the Appendix
A.
3
Note that the class of non-stationary covariance functions obtained in (3) is a mixture of convolutions. It allows
to generate different forms of regularity at the origin including low degree of regularity. Indeed, the operation of
randomization by the positive measure M(.) produces models that can be less regular than the base model induced by
fx(.; t), but never more regular.
3. Construction of Closed-Form Non-stationary Covariance Functions
Consider Σ : Rp → PDp(R), x 7→ Σx a mapping from Rp to PDp(R) the set of real-valued positive definite p-
dimensional square matrices. Let RS (.) be a continuous isotropic stationary correlation function, positive definite on
Rp, for all p ∈ N?.
Let φxy = |Σx| 14
∣∣∣Σy∣∣∣ 14 ∣∣∣∣∣Σx + Σy2
∣∣∣∣∣− 12 and Qxy(h) = hT (Σx + Σy2
)−1
h, ∀h ∈ Rp.
Consider the families of functions {g(.; t)} and {kx(.; t), x ∈ Rp} for all t ∈ T such that ∀x ∈ Rp, g(x; .) ∈ L2(M)
and kx(.; t) is the p-variate Gaussian density function centered at x, with covariance matrix t
2
4 Σx.
The following propositions and corollaries are proven in the Appendix A.
Proposition 3.1. If fx(.; t) = g(x; t)kx(.; t), then the class of non-stationary covariance functions generated through
(3) is:
CNS (x, y) = pi−
p
2
∣∣∣∣∣Σx + Σy2
∣∣∣∣∣− 12 ∫ +∞
0
g(x; t)g(y; t)t−p exp
(
−Qxy(x − y)
t2
)
M(dt). (5)
Proposition 3.1 provides a very general class of non-stationary covariance functions similar to that proposed
by Stein [7]. The corollaries which will follow show that appropriate choices for the function g(.; t) and the positive
measure M(.) give explicit classes of non-stationary covariance functions known from the literature. We thus establish
a direct link between these latter and the convolution model (1).
Corollary 3.2. If g(x; t) ∝ 1 and M(dt) = tpξ(dt), for ξ(.) a finite positive measure on R+ such that
RS (τ) =
∫ +∞
0
exp
(
−τ
2
t2
)
ξ(dt), τ ≥ 0, then the class of non-stationary correlation functions generated through (5) is:
RNS (x, y) = φxyRS
(√
Qxy(x − y)
)
. (6)
We thus find the class of closed-form non-stationary correlation functions introduced by Paciorek and Schervish
[6]. The intuition behind this class is that to each input location x is assigned a local Gaussian kernel matrix Σx and
the correlation between two targets x and y is calculated by averaging between the two local kernels at x and y. In
this way, the local characteristics at both locations influence the correlation of the corresponding target values. Thus,
it is possible to account for non-stationarity. It is done by specifying the mapping Σ(.) which models the anisotropy
of the correlation function. The resulting kernel matrix Σx at each point x is interpreted as a locally varying geometric
anisotropy matrix. It controls the anisotropic behavior of the Random Function in a small neighborhood around x.
The positive measure ξ(.) defined in the corollary 3.2 is the measure associated with the Schoenberg representation
of the correlation function RS (.) which is a continuous, positive definite and radial function onRp, for all p ∈ N? [13].
An approach based on a class of non-stationary correlation models defined in (6) does not allow the use of isotropic
stationary correlation models that are not valid in all dimensions. Thus, we lost the isotropic stationary correlation
functions with compact support such that the spherical model (valid in Rp, p ≤ 3).
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Example 3.3. By a specific choice of the positive measure M(.) in corollary 3.2, we obtain some subclasses of
closed-form non-stationary correlation functions:
1. M(dt) = tpδa(t)1[0,+∞)(t)dt, a > 0, RNS (x, y) = φxy exp
(
−Qxy(x−y)a2
)
;
2. M(dt) = t
p
a
√
pi
exp
(
− t24a2
)
1[0,+∞)(t)dt, a > 0, RNS (x, y) = φxy exp
(
−
√
Qxy(x−y)
a
)
;
3. M(dt) = 2tp+1h(t2)1[0,+∞)(t)dt, with h(.) the density of the Gamma distribution G a(ν, 1/4a2), ν, a > 0,RNS (x, y) =
φxy
21−ν
Γ(ν)
( √
Qxy(x−y)
a
)ν
Kν
( √
Qxy(x−y)
a
)
, where Kν(.) is the modified Bessel function of second kind with order ν [14];
4. M(dt) = 2tp+1h(t2)1[0,+∞)(t)dt, with h(.) the density of the inverse Gamma distribution IG (α, a2), α, a >
0, RNS (x, y) = φxy
(
1 + Qxy(x−y)a2
)−α
.
The example 3.3 shows that a suitable choice of the positive measure M(.) produces non-stationary versions of
some well known stationary correlation functions: gaussian, exponential, Mate´rn and Cauchy. These examples can
also be deduced from the following corollaries 3.4 and 3.5.
Corollary 3.4. If g(x; t) ∝ tν(x), ν(x) > 0,∀x ∈ Rp and M(dt) = 2tp−1h(t2)1[0,+∞)(t)dt, with h(.) the density of Gamma
distribution G a(1, 1/4a2), a > 0, then the class of non-stationary correlation functions generated through (5) is:
RNS (x, y) = φxy
21−ν(x,y)√
Γ(ν(x))Γ(ν(y))
Mν(x,y)
(√
Qxy(x − y)
)
, (7)
where Mν(x,y)(τ) = (τ/a)ν(x,y)Kν(x,y) (τ/a) , τ ≥ 0; Kν(x,y)(.) is the modified Bessel function of second kind with order
ν(x, y) = (ν(x) + ν(y))/2.
From corollary 3.4, we retrieve the non-stationary version of the stationary Mate´rn correlation function introduced
by Stein [7]. This one allows both local geometric anisotropy and degree of differentiability to vary spatially. When the
function ν(., .) is constant, we obtain the non-stationary Mate´rn correlation function with constant regularity parameter
shown in example 3.3. However, the associated function g(; t) and positive measure M(.) are different.
Corollary 3.5. If g(x; t) ∝ t−α(x), α(x) > 0,∀x ∈ Rp et M(dt) = 2tp+3h(t2)1[0,+∞)(t)dt, with h(.) the density of inverse
Gamma distribution IG (1, a2), a > 0, then the class of non-stationary correlation functions generated through (5)
is:
RNS (x, y) = φxy
Γ(α(x, y))√
Γ(α(x))Γ(α(y))
(
1 +
Qxy(x − y)
a2
)−α(x,y)
, (8)
where α(x, y) = (α(x) + α(y))/2.
The corollary 3.5 gives a non-stationary version of the Cauchy correlation function introduced by Stein [7]. Both
the local geometric anisotropy and long-range dependence are allowed to vary spatially. For the constant long-range
dependence parameter α(., .), we obtain the Cauchy non-stationary correlation function shown in example 3.3.
From above formulas, it is straightforward to construct a closed-form non-stationary covariance function including
a standard deviation function. Doing so, the non-stationary covariance is defined as follows:
CNS (x, y) = σ(x)σ(y)RNS (x, y), (9)
where σ(.) is a standard deviation function and RNS (., .) a closed-form non-stationary correlation function.
Note that, the closed-form non-stationary covariance functions defined in (9) have the desirable property of in-
cluding stationary covariance functions as a special case.
5
4. Inference
In this section, we propose a procedure for estimation of spatially variable parameters that govern the classes of
closed-form non-stationary second order structure model presented in Section 3. Although it could be used for all
of these classes, we focus on the one defined in (6) which is flexible enough for many applications. The proposed
estimation methodology allows us to deal simultaneously with other types of non-stationarity: mean and variance.
Thus, we consider an extended model built from the model specified in (1) which includes a non-stationarity both
in mean and variance. The estimation procedure is based on the local stationarity assumption and is achieved using
a three-step estimation scheme. First, a non-parametric kernel estimator of the local variogram is built. Then, it is
used in a weighted local least squares procedure to estimate parameters at a representative set of points referred to as
anchor points. Next, a kernel smoothing approach is used to interpolate the parameters at any location of interest.
4.1. Modelling
To include a non-stationarity both in mean and variance, we consider a Random Function Y = {Y(x) : x ∈ G ⊆
Rp, p ≥ 1} described as follows:
Y(x) = m(x) + σ(x)Z(x), ∀x ∈ G, (10)
where m : Rp → R is an unknown fixed function. σ : Rp → R+ is an unknown positive fixed function. Z is a
zero-expectation, unit variance Random Function with correlation function defined in (6):
RNS (x, y) = φxyRS
(√
Qxy(x − y)
)
.
Thus, the Random Function Z carries the spatial dependence structure of the Random Function Y . The model
formulation defined in (10) leads to a first and second order moments written as follows:
E(Y(x)) = m(x), (11)
Cov(Y(x),Y(y)) = σ(x)σ(y)RNS (x, y) ≡ CNS (x, y). (12)
From the expressions (11) and (12), we see that the non-stationarity of the Random Function Y is characterized
by the parameters σ(.), Σ(.) and m(.) defined at any location of the domain of interest.
Let Y = (Y(s1), . . . ,Y(sn))T be a (n × 1) vector of observations from a unique realization of the Random Function
Y , associated to known locations {s1, . . . , sn} ⊂ G ⊆ Rp. The goal is to use the data Y to infer the standard deviation
function σ(.), the correlation function determined by Σ(.) and the mean function m(.). Next, we use them to predict
the value of the Random Function Y at unsampled locations. From now on, without loss of generality, we assume that
p = 2.
4.2. Parameter Estimation
The estimation of the parameters σ(.), Σ(.) and m(.) relies on the quasi-stationarity or local stationarity assumption
which allows certain simplifications. Specifically, we work with the following definition of local stationarity intro-
duced by Matheron [15].
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4.2.1. Local Stationarity
A Random Function Y = {Y(x) : x ∈ G ⊆ Rp, p ≥ 1} will be locally stationary if it has an expectation m(x) and
covariance CNS (x, y) such that:
1. m(x) is a very regular function varying slowly in space at the scale of the available information; more precisely,
m(x) can be considered as constant in a neighborhood of x;
2. There is a function of three arguments CS (h; x, y) such that CNS (x, y) = CS (x − y; x, y) and such that, for a given
h, CS (h; x, y) is a very regular and slowly varying (in the same sense as in 1.) function of the two arguments x
and y. In other words, for locations x and y not too far from each other, CS (h; x, y) only depends on h, as is if
the covariance CNS (., .) was stationary.
The intuitive idea behind this definition is that if a Random Function is locally stationary, then at any location x0 ∈
G there exists a neighborhood Vx0 where the Random Function can be approximated by a stationary Random Function.
Thus, ∀(x, y) ∈ Vx0 × Vx0 , m(x) ≈ m(y) ≈ m(x0) and C(x, y) ≈ CS (x − y; x0) = CS (h; x0), ‖h‖ ≤ b; where CS (.) is a
stationary covariance function and the limit b represents the radius of the quasi-stationarity neighborhood Vx0 . In this
way, the parameters are assumed to be very smooth functions which vary slowly over the domain. The expectation of
the Random Function being approximately equal to a constant inside the quasi-stationarity neighborhood, the resulting
local covariance structure at any location x0 is written as follows:
CS (h; x0) = σ2(x0)RS
(√
hTΣ−1x0 h
)
, ‖h‖ ≤ b. (13)
In more practical terms, we can define moving neighborhoods Vx0 = {x ∈ G, ‖x − x0‖ ≤ b} within which the
expectation and the covariance can be considered stationary, and where the available information is sufficient to make
the inference.
The quasi-stationarity assumption is a compromise between the distances of homogeneity of the studied phe-
nomenon and the density of the available information. Indeed, it is always possible to reach the stationarity by
reducin the size b of neighborhoods. But most of these neighborhoods will contain almost no data; therefore inference
of parameters will not be possible in these neighborhoods.
4.2.2. Anisotropy Parameterization
Locally, the non-stationary spatial dependence structure defined in (12) is thus reduced to an anisotropic stationary
one (13). The anisotropy function Σ(.) is parameterized using the spectral decomposition. By this way, the positive
definiteness is guaranteed and the locally varying geometric anisotropy can be captured. Precisely, at any location
x0 ∈ G, Σx0 = Ψx0Λx0ΨTx0 , where Λx0 is the diagonal matrix of eigenvalues and Ψx0 is the eigenvector matrix. Then,
we have
Λx0 =
(
λ21(x0) 0
0 λ22(x0)
)
, Ψx0 =
(
cosψ(x0) sinψ(x0)
− sinψ(x0) cosψ(x0)
)
, λ1(x0), λ2(x0) > 0 and ψ(x0) ∈ [0, pi).
Doing so, the scale parameter of the isotropic stationary correlation function RS (.) in the expression (13) is set
to one to avoid any overparameterization. At each point, the square roots of the eigenvalues control the local ranges
and the eigenvector matrix specify the local orientations. Thus, the anisotropy function Σ(.) is characterized by the
functions λ1(.), λ2(.) and ψ(.).
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4.2.3. Local Variogram Kernel Estimator
It is convenient to estimate the second order spatial structure through the variogram. Under the local stationarity
framework, we define a non-parametric kernel moment estimator of the stationary local variogram at a fixed location
x0 ∈ G and lag h ∈ Rp, γ(h; x0) = σ2(x0) −CS (h; x0), ‖h‖ ≤ b as follows:
γ̂(h; x0) =
∑
V(h) K? (x0, si)K? (x0, s j)[Y(si) − Y(s j)]2
2
∑
V(h) K? (x0, si)K? (x0, s j)
, ‖h‖ ≤ b, (14)
where the average (14) is taken over V(h) = {(si, s j) : si − s j = h}, the set of all pairs of locations separated by vector
h; K? (x0, si) = K(x0, si)/
∑n
l=1 K(x0, sl) are standardized weights; K(., .) is a non-negative, symmetric kernel on
Rp × Rp with bandwidth parameter  > 0. For irregularly spaced data there, are generally not enough observations
separated by exactly h. Then, V(h) is usually modified to {(si, s j) : si − s j ∈ T (h)}, where T (h) is a tolerance region of
Rp surrounding h.
This moment estimator of the local variogram at any location x0 ∈ G is a kernel weighted local average of squared
differences of the regionalized variable. The kernel function is used to smoothly downweight the squared differences
(for each lag interval) according to the distance of these paired values from a target location. We assign to each data
pair a weight proportional to the product of the individual weights. Observation pairs near to the target location x0
have more influence on the local variogram estimator than those which are distant.
Note that when K(x, y) ∝ 1,∀(x, y) ∈ G×G and b = D/2; where D is the diameter of the domain of interest G, we
obtain the classical Matheron moment estimator for a global stationary structure [15]. For K(x, y) ∝ 1‖x−y‖< ,∀(x, y) ∈
G ×G and b = , we get the moving window estimator [16].
To calculate the non-parametric kernel estimator (14), we opt for an isotropic stationary Gaussian kernel: K(x, y) ∝
exp(− 122 ‖x − y‖2), ∀(x, y) ∈ G × G. The latter has a non-compact support and therefore considers all observations.
Thus, the local variogram estimator is not limited only to the local information, distant points are also considered.
This avoids artifacts caused by the only use of observations close to the target location. It also reduces instability
of the obtained local variogram at regions with low sampling density. Furthermore, it provides a smooth parameter
estimate and then is compatible with the quasi-stationarity assumption. Concerning the size of the quasi-stationarity
neighborhood b, it is set with respect to the bandwidth . We take b =
√
3 such that the standard deviation of the
isotropic stationary Gaussian kernel match the isotropic stationary uniform kernel (with compact support). Another
possible choice for b is to take a quantile of the isotropic stationary Gaussian kernel (e.g. b ≈ 2) or full width at half
maximum (b =
√
2 log(2)).
4.2.4. Raw Estimates of Parameters
We want to estimate the vector of structural parameters θ(.) = (σ(.), λ1(.), λ2(.), ψ(.)) and the mean parameter m(.) at
any location of the domain of interest.
The estimation of the parameters vector θ(x0) which characterizes the stationary local variogram γ(.; x0) ≡
γ(.; θ(x0)) at a fixed location x0 are found via the following minimization problem:
θ̂(x0) = arg min
θ(x0)∈Θ
‖w(x0)  (γ(θ(x0)) − γ̂(x0))‖, (15)
where is the product term by term ; γ(θ(x0)) = [γ(h1; θ(x0)), . . . , γ(hJ; θ(x0))]T ; γ̂(x0) = [̂γ(h1; x0), . . . , γ̂(hJ; x0)]T ;
w(x0) = [w(h1; x0), . . . ,w(hJ; x0)]T , w(h; x0) =
[
(
∑
V(h) K? (x0, si)K? (x0, s j))/‖h‖
]1/2
; {h j ∈ Rp, j = 1, . . . , J} are
given lag vectors; θ(x0) ∈ Θ is the vector of unknown parameters and Θ is an open parameter space.
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The estimation of the structural parametersσ(.), λ1(.), λ2(.) and ψ(.) depends on the bandwidth parameter  through
the kernel function K(.). The bandwidth parameter controls the range of validity of the stationary approximation and
its selection is adresssed in Section 4.3. Note that the estimation of the structural parameters does not require the prior
estimation of the mean function m(.). Moreover, no model is specified for this latter.
Concerning the estimation of the parameter m(.), the mean m(x0) at a fixed location x0 is approximatively equal
to a constant inside the quasi-stationarity neighborhood Vx0 = {x ∈ G, ‖x − x0‖ ≤ b}. Thus, using the estimate of the
vector of structural parameters θ̂(x0) obtained in (15), m(x0) is estimated explicitly by a local stationary kriging of the
mean [15]. Specifically we have:
m̂(x0) =
∑
si∈Vx0
αi(x0)Y(si), (16)
where αx0 = [αi(x0)] are the kriging weights given by:
αx0 =
Γ̂−1x0 1
1T Γ̂−1x0 1
, (17)
with Γ̂x0 = [γ(si − s j; θ̂(x0))], (si, s j) ∈ Vx0 × Vx0 .
4.2.5. Smoothing Parameters
For the spatial prediction purpose, one needs to compute the parameters σ(.), Σ(.) and m(.) at prediction and obser-
vation locations. In practice, it is unnecessary to solve the minization problem (15) at each target location. Indeed,
doing so is computationally intensive and redundant for close locations, since these estimates are highly correlated.
To reduce the computational burden, the proposed idea consists in obtainning the parameter estimates only at some
reduced set of m  n representative points referred to as anchor points defined over the domain. Then, using the
estimates obtained at anchor points, a kernel smoothing method is used to make available estimates at any location of
interest. Since the parameters σ(.), λ1(.), λ2(.), ψ(.) and m(.) are supposed to vary slowly in space (quasi-stationarity),
the Nadaraya-Watson kernel estimator seems appropriate, in addition to being relatively simple. However, other
smoothers can be used as well (local polynomials, splines, . . . ).
The Nadaraya-Watson kernel estimator [17] of σ(.) at any location x0 ∈ G is given by:
σ˜(x0) =
m∑
k=1
Wk(x0)σ̂(xk), Wk(x0) =
K( x0−xk
δ
)∑m
k=1 K(
x0−xk
δ
)
, (18)
where K(.) is a kernel onRp; δ > 0 is a smoothing parameter; {σ̂(xk), k = 1, . . . ,m} are the raw estimates of parameter
σ(.) at anchor points {xk, k = 1, . . . ,m}.
We similarly define kernel smoothing estimator λ˜1(.), λ˜2(.) and m˜(.) at any location x0 ∈ G. For the specific case
of the orientation parameter ψ(.), the kernel estimator at any location x0 ∈ G is given through the minimization of the
following criteria:
ψ˜(x0) = arg min
ψ0∈S p
m∑
k=1
Wk(x0)d2(ψ0, ψ̂(xk)), (19)
where {ψ̂(xk), k = 1, . . . ,m} are the raw estimates of parameter ψ(.) at anchor points {xk, k = 1, . . . ,m}; S p is the
p-dimensional sphere of unit radius its centre at the origin; d(ψ0, ψ̂(xk)) is a distance between two orientations. For
p = 2, we can take the d(ψ0, ψ̂(xk)) = min(|ψ0 − ψ̂(xk)|, |ψ0 − ψ̂(xk) − pi|, |ψ0 − ψ̂(xk) + pi|).
Since, the parameters σ(.), Σ(.) and m(.) are assumed to vary slowly and regularly across the domain of inter-
est (local stationarity), we choose K(.) as an isotropic stationary Gaussian kernel. The selection of its smoothing
parameter δ is discussed in Section 4.3.
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4.3. Choice of Hyper-Parameters
In the proposed method, a crucial point is the determination of the bandwidth parameter  used in the computation
of the local variogram non-parametric kernel estimator defined in (14). Indeed, the size of the local stationarity
neighborhood is expressed in terms of the bandwidth parameter. We are also interest in the choice of the bandwidth
used to smooth the parameter estimates.
Concerning the bandwidth parameter , in some applications it may be appropriate to choose it subjectively, but in
general, it is desirable to have available methods for choosing it automatically from the data. The data-driven method
used to select the bandwidth  consists of leaving out one data location and using a form of cross-validation. Because
the estimation of the spatial dependence structure is rarely a goal per se but an intermediate step before kriging,
we want to choose the bandwidth that gives the best cross-validation mean square error (MSE). More explicitly, we
minimize with respect to  the leave-one-out cross-validation score [18]:
MS E() =
1
n
n∑
i=1
(
Y(si) − Ŷ−i(si; )
)2
, (20)
where Ŷ−i(si; ) denotes the spatial predictor computed at location si using all observations except {Y(si)}. The predic-
tion method is described in Section 5.1.
The choice of the smoothing bandwidth δ associated to the parameter σ(.) is done using the following cross-
validation criteria [17]:
CV(δ) =
1
m
m∑
k=1
(
σ̂(xk) − σ˜(xk)
1 −Wk(xk)
)2
, (21)
where {σ̂(xk), σ˜(xk), k = 1, . . . ,m} are respectively the raw and smoothed estimates of the parameter σ(.) at anchor
points {xi, k = 1, . . . ,m}. The cross-validation score function is minimized over a grid of smoothing bandwidths to
choose the optimal value.
Theoretically, smoothing bandwidths associated to each local parameter can be different. Our numerical examples
indicate that choosing the same smoothing bandwidth for all local parameters in order to reduce the computational
burden, makes little difference in terms of prediction performance. This remark was already highlighted by Zhu and
Wu [5].
5. Prediction
The main purposes of modelling and estimating the spatial dependence structure is to spatially interpolate data and
perform conditional simulations. The expected benefit using the closed-form non-stationary covariance model (12) is
to obtain spatial predictions and variance estimation errors more realistic than those based on a inadequate stationary
covariance. In this section, a description of kriging and conditional simulations based on the non-stationary model
(10) is presented.
5.1. Kriging
Let CNS (., .) the non-stationary covariance function of the Random Function Y and m(.) its mean. Given the vector of
observtaions Y = (Y(s1), . . . ,Y(sn))T at n fixed locations s1, . . . , sn ∈ G, the point predictor for the unknown value of
Y at unsampled location s0 ∈ G is given by the optimal linear predictor:
Ŷ(s0) = m(s0) +
n∑
i=1
ηi(s0)(Y(si) − m(si)). (22)
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The kriging weight vector η = [ηi(s0)] and the corresponding kriging variance Q(s0) are given by:
η = C−1C0 et Q(s0) = σ2(s0) − CT0C−1C0. (23)
where C0 = [CNS (si, s0)]; C = [CNS (si, s j)].
5.2. Conditional Simulations
Despite its optimality, the estimator obtained by kriging smoothes reality. Thus, the spatial texture of the reality
(captured by the covariance or variogram) can not be reproduced from data points only. However, in some situations,
it is more important to reproduce the spatial variability than obtain the best accuracy. We want to have a realization
which has the same degree of variability than the actual phenomenon and coincides with observations at data points.
To do this, we use conditional simulations.
Here we assume that Y is a Gaussian Random Function, with mean m(.) and non-stationary covariance structure
CNS (., .). We want to simulate at a large number of locations a Gaussian Random Function with same mean and
covariance, and ensure that the realization honors the observed values Y(s1), . . . ,Y(sn). This can be accomplished
from an unconditional simulation of the Random Function Y as follows [19]:
1. realize a unconditional simulation {X(s), s ∈ G} of the Random Function Y;
2. carried out a simple kriging of {X(s)−Y(s), s ∈ G} from its values taken at the data points {si, i = 1, . . . , n}, using
m(.) and CNS (., .) ;
3. add the unconditional simulation and the result of kriging.
We have Y(x) = m(x) + σ(x)Z(x),∀x ∈ G, where Z is a Gaussian Random Function with zero expectation, unit
variance and non-stationary correlation function RNS (., .). Thus, to simulate the Gaussian Random Function Y (step 1
of the previous algorithm), we need to known how we can simulate Z. Simulation of the Gaussian Random Function
Z can be carried out using a propagative version of the Gibbs sampler proposed by Lantuejoul and Desassis [20]. This
algorithm allows to simulate a Gaussian vector at a large number of locations (comparatively to the existing classical
algorithms such as Cholesky method or Gibbs sampler) without relying on a Markov assumption (it does not need to
have a sparse precision matrix). The algorithm proposed in [20] requires neither the inversion nor the factorization of
a covariance matrix. Note that simulation methods such as spectral method or turning bands method are not adapted
to the non-stationary case [19]. The representation that underlies these methods relies on the stationarity assumption.
Formally, the algorithm proposed by Lantuejoul and Desassis [20] is outlined below:
Let Z = (Za, a ∈ A ⊂ G) be a standardized Gaussian vector, with covariance matrix C = (Cαβ, α, β ∈ A). The
underlying idea is that instead of simulating the vector Z, we can simulate the vector X = C−1Z. This latter is a
Gaussian vector with covariance matrix C−1. Noting that the inverse of C−1 is precisely C, the Gibbs sampler is
applied to X and Z is updated accordingly. This gives the following algorithm:
1. set zcG = 0;
2. generate a ∼ U (G);
3. generate zna ∼ N (0, 1) and take znb = zcb + Cab(zna − zca) for each b , a;
4. take zcG = z
n
G and go to 2.
Thus, at each step of the algorithm, a Gaussian value is assigned randomly to a pivot, and then spread to the other
components.
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6. Applications
In this section, we illustrate the advantages of our proposed approach and its potential on two datasets: a soil data and
a rainfall data. A comparison scheme of kriging under stationary and non-stationary models is carried out through a
validation sample. Next, we compare prediction and prediction standard deviation maps on a fine grid. The aim is to
compare the behaviour of the models in terms of spatial interpolation and associated uncertainty.
6.1. Soil Data Example
We now study a dataset coming from a soil gamma radiometric potassium concentration (in shots per second, cps)
survey in the region of the Hunter Valley, NSW, Australia. This data set was used by McBratney and Minasny [21]
to illustrate their approach. We have a training data (537 observations) which serves to calibrate the model and a
validation data (1000 observations) which serves only to assess the prediction performances.
Raw estimates of parameters m(.), σ2(.) and Σ(.) at anchor points are shown respectively on Figures 1b, 1c and
1d. They are based on the non-stationary exponential covariance function (Example 3.3). Concerning the estimated
anisotropy function Σ̂(.) at anchor points, it is represented by ellipses as shown in Figure 1d. Indeed, covariance
(positive definite) matrices have an appealing geometrical interpretation: they can be uniquely identified with an
ellipsoid. Based on these estimates, non-stationarity in the data is quite visible. Especially, from Figure 1d where
we can clearly see the spatially varying azimuth. Such directional effects are also quite apparent on data (Figure 1a).
Note that the stationary approach has not detected a global geometric anisotropy.
(a) (b)
(c)
(d)
Figure 1: (a) Training data; (b) Estimated mean function m̂(.) at anchor points; (c) Estimated variance function
σ̂2(.) at anchor points; (d) Estimated anisotropy function Σ̂(.) at anchor points where the ellipses were scaled to ease
vizualisation. (Potassium concentration data)
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Following the hyper-parameters selection procedure presented in Section 4.3, the bandwidth associated with non-
parametric Gaussian kernel estimator of the local variogram is  = 224 m. Figure 2 shows the maps of smoothed
parameters over the whole domain of observations: mean, variance, anisotropy ratio and azimuth. The optimal
smoothing bandwidth associated to the Gaussian kernel smoothing corresponds to δ = 30 m, following the selec-
tion procedure described in Section 4.3.
(a) (b)
(c) (d)
Figure 2: Smoothed parameters over the domain of observations: (a) mean, (b) variance, (c) anisotropy ratio, (d)
azimuth. (Potassium concentration data)
A visualization of the covariance at certain points for estimated stationary and non-stationary models is presented
in Figure 3. We can see how the non-stationary spatial dependence structure changes the shape from one place to
another as compared to the stationary one. The stationary model is a nested isotropic model (nugget effect, exponen-
tial and spherical) while the non-stationary model corresponds to the non-stationary exponential covariance function
(Example 3.3).
The kriged values and the kriging standard deviations for the stationary and non-stationary models are shown in
Figure 4. The overall look of the predicted values and prediction standard deviations associated with each model differ
notably. In particular, the proposed method takes into account certain local characteristics of the regionalization that
the stationary approach is unable to retrieve. This example shows the ability of our non-stationary approach to manage
data with locally varying anisotropy. Figure 5 shows some conditional simulations in the Gaussian framework, based
on the estimated non-stationary model.
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To assess the predictive performances of our approach, the regionalized variable is predicted at a hold-out sample
(1000 points). Table 1 presents the summary statistics for the external validation results using the classical stationary
approach and the new proposed one. Some well-known discrepancy measures are used, namely the Mean Absolute
Error (MAE), the Root Mean Square Error (RMSE), the Normalized Mean Square Error (NMSE), the Logarithmic
Score (LogS) and the Continued Rank Probability Score (CRPS). For RMSE, LogS and CRPS, the smaller the better;
for MAE, the nearer to zero the better; for NMSE the nearer to one the better. Table 1 shows that the proposed
approach outperforms the stationary one with respect to all the measures. The cost of non-using the non-stationary
approach in this case can be substantial: in average the prediction at validation locations is about 22% better for the
non-stationary model than for the stationary model, in terms of RMSE.
Stationary Model Non-Stationary Model
Mean Absolute Error 2.86 2.12
Root Mean Square Error 3.88 3.17
Normalized Mean Square Error 0.19 0.30
Logarithmic Score 6400 5268
Continued Rank Probability Score 4.97 3.28
Table 1: External validation on a set of 1000 locations. (Potassium concentration data)
(a) (b)
Figure 3: Covariance level contours at few points for the estimated stationary and non-stationary models (a, b). Level
contours correspond to the values: 80 (black), 60 (red) and 40 (green). (Potassium concentration data)
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(a) (b)
(c) (d)
Figure 4: (a,b) Predictions and prediction standard deviations for the estimated stationary model. (c,d) Predictions
and prediction standard deviations for the estimated non-stationary model. (Potassium concentration data)
(a) Simulation #1 (b) Simulation #2
(c) Simulation #3 (d) Simulation #4
Figure 5: Conditional simulations based on the estimated non-stationary model. (Potassium concentration data)
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6.2. Rainfall Data Example
We now consider the well known Swiss Rainfall data. The data corresponds to the record of rainfall (in mm) measured
on 8th May 1986 at 467 fixed locations across Switzerland. We randomly partition the location of the data into a model
calibration data subset of 400 values and a model validation data subset of 67 values.
Figure 6a shows the plot of the rainfall training data and suggests the presence of a global anisotropy direction
in the data. This is confirmed when computing directional experimental variograms, in stationary framework. The
orientation of maximum continuity for the global stationary model is along the direction South/West - North/East.
Allard [22] have previously corroborated this conclusion. However, the proposed non-stationary method shows that
we cannot consider the anisotropy to be globally constant. Figures 6b, 6c and 6d show respectively the estimated
parameters m̂(.), σ̂2(.) and Σ̂(.) at anchor points. These raw estimates are based on the non-stationary exponential
covariance function (Example 3.3). Figure 6d reveals a locally varying geometric anisotropy including the main
direction of continuity discovered by the stationnary approach. Note that global geometric anisotropy cannot describe
local directional features of a spatial surface, only global ones.
(a) (b)
(c)
(d)
Figure 6: (a) Training data. (b) Estimated mean function m̂(.) at anchor points. (c) Estimated variance function
σ̂2(.) at anchor points. (d) Estimated anisotropy function Σ̂(.) at anchor points where the ellipses were scaled to ease
vizualisation. (Rainfall data)
The selection procedure presented in Section 4.3 leads to take as bandwidth  = 46 km. Figure 7 gives the maps
of smoothed parameters over the entire domain of study: mean, variance, anisotropy ratio and azimuth. The optimal
smoothing bandwidth associated to the Gaussian kernel smoothing corresponds to δ = 11 km, following the selection
procedure described in Section 4.3.
Under stationarity and non-stationarity assumptions, a visualization of the estimated covariance structure at few
locations is given by Figure 8. The variation of the non-stationary covariance from one location to another is visible.
The stationary model is a geometric anisotropic spherical model with direction of maximum continuity correspond to
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(a) (b)
(c)
(d)
Figure 7: Rainfall data: Smoothed parameters over the domain of interest: (a) mean, (b) variance, (c) anisotropy ratio,
(d) azimuth.
27 degrees while the non-stationary model corresponds to the non-stationary exponential covariance (Example 3.3).
(a) (b)
Figure 8: Covariance level contours at few points for the estimated stationary and non-stationary models (a, b). Level
contours correspond to the values: 10000 (black), 8000 (red) and 6000 (green). (Rainfall data)
The predictions and prediction standard deviations for the estimated stationary, estimated non-stationary models
are shown in figure 9. The differences between kriging estimates and kriging standard deviation maps are visibly
marked. The stationary method provides an oversimplified version of the kriging standard deviations because it does
not take into account variations of variability. Figure 10 shows some conditional simulations in the Gaussian context
of the estimated non-stationary model.
17
(a) (b)
(c) (d)
Figure 9: (a,b) Predictions and prediction standard deviations for the stationary model. (c,d) Predictions and prediction
standard deviations for the non-stationary model. (Rainfall data)
(a) Simulation #1 (b) Simulation #2
(c) Simulation #3 (d) Simulation #4
Figure 10: Conditional simulations based on the estimated non-stationary model. (Rainfall data)
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Table 2 summarizes the results for the predictive performance statistics computed on the validation data set (67
observations). The cost of not using a non-stationary model is not negligible. For example, the estimated stationary
model is 13% worse than the estimated non-stationary model in terms of Root Mean Square Error.
Stationary Model Non-Stationary Model
Mean Absolute Error 42.21 37.10
Root Mean Square Error 56.80 50.90
Normalized Mean Square Error 2.24 0.70
Logarithmic Score 753 710
Continued Rank Probability Score 53.31 50.60
Table 2: External validation on a set of 67 locations. (Rainfall data)
7. Concluding remarks
The proposed convolution approach provides in terms of modelling a new model for second order non-stationary
Random Functions. This new model generalizes the classical convolution model and provides explicit and flexible
classes of non-stationary covariance functions known from the literature. Moreover, a statistical methodology for
estimating these latter is developed. The estimation method offers an integrated treatment of all aspects of non-
stationarity (mean, variance, spatial continuity) in the modelling process. The estimation procedure relies on the
mild hypothesis of quasi-stationarity and does not impose any distributional assumptions except the existence of the
first and second moment. Furthermore, no matrix inversions or determinants are required, and hence the inference is
practicable even for large datasets. The proposed method provides an exploratory analysis tool for the non-stationarity.
Indeed, mapping of the parameter values (mean, variance, azimuth) by location allows to exhibit or describe the non-
stationarity. A plot of variance versus mean allows to identify the common relationships between the mean and
variance which is known as proportional effect [15].
The performance of our proposed method has been demonstrated on two real datasets: soil and rainfall data. The
two applications have revealed an increased prediction accuracy when compared to the standard stationary method,
and demonstrated the ability to extract the underlying non-stationarity from a single realization. A comparison of
predictions and prediction standard deviations maps indicates that our non-stationary method captures some varying
spatial features (such as locally varying anisotropy) in the data that can be not present detected with the station-
ary method, the resulting outcome appears much more realistic. Beyond the spatial predictions, we also show how
conditional simulations can be carried out in this non-stationary framework.
In the proposed convolution method, the estimation relies on the local variogram non-parametric kernel estimator.
To better adapt to the variable sampling density in the domain of observations, it would be interesting to work with a
non-parametric locally adaptive kernel estimator. The idea is to increase the bandwidth in low sample density areas
and to narrow it in highly sampled areas. The local stationarity assumption is the basis of the proposed methodology,
then it works well for smoothly varying non-stationarity. However it can be difficult to apply on sparse data or data that
present rapid or abrupt spatial structure variations. In these cases, it may be advisable to proceed under a stationary
framework. It would be interesting to extend the proposed method for inclusion of covariates. This can be achieved
by setting the variance and anisotropy functions for covariates. This can be done by following the work of Neto
et al. [23] and Risser [24]. To date, the non-stationary modelling convolution approach does not provide closed-form
non-stationary covariance functions with compact support, this remains an open problem. Indeed, the use of such
covariances considerably reduce the computational burden of kriging when dealing with large data sets.
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Appendix A.
Proof of Proposition 2.1
For all x ∈ G, the expectation of Z is
E(Z(x)) = E
(∫
Rp
fx(u; T (u))W(du)
)
=
∫
Rp
E ( fx(u; T (u))W(du)) (Fubini)
=
∫
Rp
E ( fx(u; T (u)))E (W(du)) , since T (u) and W(du) are independent
= 0, car E (W(du)) = 0 and E ( fx(u; T (u))) is assumed finite and integrable on Rp.
Z being centered, for all x, y ∈ G, its covariance is
Cov(Z(x),Z(y)) = E(Z(x)Z(y))
=
∫
Rp
∫
Rp
E( fx(u; T (u)) fy(v; T (v))W(du)W(dv)) (Fubini)
=
∫
Rp
∫
Rp
E( fx(u; T (u)) fy(v; T (v)))E(W(du)W(dv)), since T (u) and W(du) are independent
= λ
∫
Rp
∫
Rp
E( fx(u; T (u)) fy(v; T (v)))δu(dv)du
=
∫
T
∫
Rp
fx(u; t) fy(u; t)duM(dt)
=
∫
T
C(x, y; t)M(dt).
The integral C(x, y; t) for all t ∈ T exists and is finite, because the product of two square integrable functions is
integrable. Furthermore, it is easy to show that for all t ∈ T , C(., .; t) is positive definite on Rp. Since V (Z(x)) <
+∞, ∀x ∈ G, C(., .; t) is integrable on T with respect to the positive measure M(.) for every pair (x, y) ∈ Rp × Rp.
Then, C : Rp ×Rp → R, (x, y) 7→ C(x, y) = ∫
T
C(x, y; t)M(dt) is a valid covariance function on Rp ×Rp, according
to Mate´rn [11].
The proof of the proposition 3.1 relies on the following lemma.
Lemma Appendix A.1.
∀(x, y) ∈ Rp ×Rp,
∫
Rp
kx(u; t)ky(u; t)du = pi−
p
2 t−p
∣∣∣∣∣Σx + Σy2
∣∣∣∣∣− 12 exp (−Qxy(x − y)t2
)
.
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Proof
Let C˜(x, y; t) =
∫
Rp
kx(u; t)ky(u; t)du.
Since kx(.; t) is the density of the distributionN
(
x, t
2Σx
4
)
, we have
kx(u; t) = (2pi)−
p
2
∣∣∣∣∣∣ t2Σx4
∣∣∣∣∣∣−
1
2
exp
−12(u − x)T
(
t2Σx
4
)−1
(u − x)
 .
Let X ∼ N
(
0, t
2Σx
4
)
and Y ∼ N
(
y, t
2Σy
4
)
two independent Gaussian random vectors with respective density
functions fX(.) and fY(.). Thus, we have: fX(u − x) = kx(u; t) and fY(u) = ky(u; t). Hence,
C˜(x, y; t) =
∫
Rp
fX(x − u) fY(u)du =
∫
Rp
fX,Y(x − u,u)du.
Now consider the C1-diffeomorphism (X,Y)→ (U,V) with U = X+Y and V = Y, which has Jacobian 1. We
have ∫
Rp
fX,Y(x − u,u)du =
∫
Rp
fU,V((x − u) + u,u)du =
∫
Rp
fU,V(x,u)du = fU(x) = fX+Y(x).
Since X ∼ N
(
0, t
2Σx
4
)
and Y ∼ N
(
y, t
2Σy
4
)
are independent, then X + Y ∼ N
(
y, t
2Σx
4 +
t2Σy
4
)
. Therefore,
C˜(x, y; t) = (2pi)−
p
2
∣∣∣∣∣∣ t2Σx + t2Σy4
∣∣∣∣∣∣
− 12
exp
−12(x − y)T
(
t2Σx + t2Σy
4
)−1
(x − y)

= (2pi)−
p
2 t−p
∣∣∣∣∣Σx + Σy2
∣∣∣∣∣− 12 2 p2 exp
−(x − y)T (Σx + Σy2
)−1
(x − y) 1
t2

= pi−
p
2 t−p
∣∣∣∣∣Σx + Σy2
∣∣∣∣∣− 12 exp (−Qxy(x − y)t2
)
.
Proof of proposition 3.1
The covariance C(x, y; t) is given by
C(x, y; t) =
∫
Rp
fx(u; t) fy(u; t)du = g(x; t)g(y; t)
∫
Rp
kx(u; t)ky(u; t)du.
Applying the lemma Appendix A.1, we obtain
C(x, y; t) = g(x; t)g(y; t)pi−
p
2 t−p
∣∣∣∣∣Σx + Σy2
∣∣∣∣∣− 12 exp (−Qxy(x − y)t2
)
.
Hence,
CNS (x, y) =
∫ +∞
0
C(x, y; t)M(dt)
= pi−
p
2
∣∣∣∣∣Σx + Σy2
∣∣∣∣∣− 12 ∫ +∞
0
g(x; t)g(y; t)t−p exp
(
−Qxy(x − y)
t2
)
M(dt).
21
Proof of Corollary 3.2
If g(x; t) ∝ 1 and M(dt) = tpξ(dt), for ξ(.) a finite positive measure onR+ such that RS (τ) =
∫ +∞
0
exp
(
−τ
2
t2
)
ξ(dt), τ ≥ 0,
then
CNS (x, y) ∝ pi− p2
∣∣∣∣∣Σx + Σy2
∣∣∣∣∣− 12 ∫ +∞
0
exp
(
−Qxy(x − y)
t2
)
ξ(dt)
∝ pi− p2
∣∣∣∣∣Σx + Σy2
∣∣∣∣∣− 12 RS (√Qxy(x − y)) .
Hence,
RNS (x, y) =
CNS (x, y)√
CNS (x, x)
√
CNS (y, y)
= φxyRS
(√
Qxy(x − y)
)
.
For the proof of the corollaries 3.4 and 3.5, let C˜NS (x, y) =
∫ +∞
0
g(x; t)g(y; t)t−p exp
(
−Qxy(x − y)
t2
)
M(dt).
Proof of Corollary 3.4
If g(x; t) ∝ tν(x), ν(x) > 0,∀x ∈ Rp and M(dt) = 2tp−1h(t2)1[0,+∞)(t)dt, with h(.) the density of the Gamma distribution
G a(1, 1/4a2), a > 0, then
C˜NS (x, y) =
∫ +∞
0
1
2a2
tν(x)+ν(y)−1 exp
(
−
(
Qxy(x − y)
t2
+
t2
4a2
))
dt.
By the following change of variable, w = t
2
4a2 and using an integral expression of the Bessel function [14, 25], we
obtain
C˜NS (x, y) =
∫ +∞
0
(4a2w)(ν(x)+ν(y)−2)/2 exp
(
−w − Qxy(x − y)
4a2w
)
dw
= (2a)2(ν(x,y)−1)
∫ +∞
0
wν(x,y)−1 exp
−w − (
√
Qxy(x − y)/a)2
4w
 dw
= 2ν(x,y)−1a2(ν(x,y)−1)
 √Qxy(x − y)a
ν(x,y)Kν(x,y)  √Qxy(x − y)a
.
We have
CNS (x, y) = pi−
p
2
∣∣∣∣∣Σx + Σy2
∣∣∣∣∣− 12 C˜NS (x, y).
Hence,
RNS (x, y) = φxy
21−ν(x,y)√
Γ(ν(x))Γ(ν(y))
 √Qxy(x − y)a
ν(x,y)Kν(x,y)  √Qxy(x − y)a
 .
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Proof of Corollary 3.5
If g(x; t) ∝ t−α(x), α(x) > 0,∀x ∈ Rp et M(dt) = 2tp+3h(t2)1[0,+∞)(t)dt, with h(.) the density of the inverse Gamma
distribution IG (1, a2), a > 0, then
C˜NS (x, y) =
∫ +∞
0
2a2t−α(x)−α(y)−1 exp
(
−
(
Qxy(x − y)
t2
+
a2
t2
))
dt.
By the following change of variable,w = 1t2 , we get
C˜NS (x, y) = a2
∫ +∞
0
w(α(x)+α(y)−2)/2 exp
(
−
(
a2w + Qxy(x − y)w
))
dw
= a−2(α(x,y)−1)Γ(α(x, y))
∫ +∞
0
exp
(
−Qxy(x − y)w
) a2α(x,y)
Γ(α(x, y))
wα(x,y)−1 exp
(
a2w
)
dw
= a−2(α(x,y)−1)Γ(α(x, y))E
(
exp
(
−Qxy(x − y)W
))
, W ∼ G a(α(x, y), a2)
= a−2(α(x,y)−1)Γ(α(x, y))
(
1 +
Qxy(x − y)
a2
)−α(x,y)
.
We have
CNS (x, y) = pi−
p
2
∣∣∣∣∣Σx + Σy2
∣∣∣∣∣− 12 C˜NS (x, y).
Hence,
RNS (x, y) = φxy
Γ(α(x, y))√
Γ(α(x))Γ(α(y))
(
1 +
Qxy(x − y)
a2
)−α(x,y)
.
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