Abstract. This paper extends work of Fiedler, Jurkat and the present author to series of the form La"x" where {a"} is a moment sequence and 0 < x < 1. In the cases where it is possible to calculate it exactly, we find the best Lr approximation to the sum of the series and the actual terms of the matrices involved. We have an advantage over accelerators commonly used for accelerating convergence in that we know explicitly the errors in our calculations.
1. Introduction. In recent papers, Jurkat and Shawyer [3] , Fiedler and Jurkat [2] and Shawyer [4] have considered the problem of the best approximation to the sum of convergent series of the form L(-l)"anx" with 0 < x < 1, obtained from the first (« + 1) terms of the series, where {a,,} is a moment sequence with an= C t"d<f> and f |<ty| = 1.
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In this paper, we consider series of the form E anx" with 0 < x < 1, where an is as above. The results obtained here are similar to those in [4] .
We show the best approximation explicitly for the cases in which it can be calculated. In particular, in the notation of [4] , we show that the error of the best L°°a pproximation is given by From this we observe that it is not appropriate to let x -» 1 -since the factor x/2(l -x) tends to infinity and (2/x -1 -2\/l -x /x) tends to 1. The matrices obtained are not regular on the class of convergent series but are regular on the subclass considered.
Let C = (c" k) be a series-to-sequence triangular matrix, so that c" k = 0 whenever k > n. Define, for 0 < x < 1, n n % = E cn,k^kXk and yn(t) = E cnktk.
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Considering without loss of generality, the class in which ¡¿ \<f>(t)\ dt = 1 and taking the supremum over this class, we obtain that Define so that and so
For the subclasses given by f0l \$(t)\q dt = 1 (\/p + \/q = 1) we obtain that
Thus we define the error for the row of order n of the matrix C, operating on the first (n + 1) terms of the series in our class to be
where the norm is taken with respect to r over the interval [0,1]. For each n, the best approximation occurs when this error is minimal. So we let y" vary over the class of polynomials of degree n. As in [3] , let B = (b" k) be the corresponding sequence-to-sequence matrix and ßn(t), its row polynomial, so that <&(') = Y"(o)+(i-')yn(<)-2. Solution to the Problem When/7 = oo. To find the best approximation, we must minimize the error
We must therefore apply Cebysev's lemma (Lemma 2.1 in [3] ) with a -2/x -1 to find the corresponding best polynomial, pn(t) approximation to l/(v -a). We then set t = 2a/x -1 and multiply by -2/x.
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The number a in Cebysev's lemma is taken then t \ 2 i IT1 A2 i 2-x-2vl_:r7 , , .
Let a(l) = 1 and a(0) = 0 (by continuity). It is easy to see that a(x) ~ x/4 as x -» 0 + . We then obtain that
We now follow the development as in [4] and [3] to obtain y0(u) = x/2(l -x) and, for n > 0, so that Wn+x(2u/x -1) can be obtained explicitly as a polynomial in tt. Using this and tßn(t) = y"(0) + (1 -t)yn(t), we obtain that for 0 < k < n It is easy to show that Urn bffi = 0 for each k and for each x.
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We thus have the row sum and column limit conditions of Toeplitz's Theorem. However we shall see below that the row norm condition is not satisfied. We thus have a positive nonregular triangular matrix. It is, however, regular for our class.
To see this, we observe that
(This is readily obtained by starting with the right-hand side and proceeding as with the treatment above.) From Tn(u) = %{(u -Vw2 -1 )" + (u + vV -1)"} we obtain that Tn{l+^)=U{Hx)y+{Hx)f"} where X(x) = (2 + x -2\/l + x )/x. It is easy to see that a(x) > A(x) > 0 for 0 < x < 1 so that {a(x)/X(x)}n -* oo as n -* oo for each x e (0,1). Hence EJt-olW ^ oo as n ^ oo for each x e (0,1).
3. Solution to the Problem When p = 1. It is possible to solve this problem explicitly when /? = 2 using the techniques developed in [4] . For the sake of brevity, we shall omit this here and merely state that the corresponding best matrix B(2) = (bfy) has similar properties to the matrix B(ca) found above and the matrix Bw found below.
In the case of p = 1, we follow the procedure of Section 4 of [4] and obtain that the error in the approximation is given by , we obtain that eg)(c) .il08'+H*>r;,
It is easy to show that, for t > 0, t j t t + 1
We use this inequality with t = (1 -{a(x)}n+2)/2{a(x)}n+1 and obtain It now follows that T.k=0bfy -» 1 as n -» oo. It is also easy to obtain that limn_00Z7^'. = 0 for each k and for each x. A procedure similar to that in Section 2 above shows that limn^00 E2_0|^ll = + oo, so that the matrix Ba) is not regular.
4. Numerical Considerations. Smith and Ford [5] , [6] have done considerable numerical investigations to compare various accelerators. In particular, in Section 7 of [5] , they reported on two series which are members of the class considered in this paper. See Tables 7.2 and 7.3 of [5] . The corresponding moment sequences {a"} are given by a" = (0.5)" + 1 and a" = \/(n + 1) with x = 0.8.
With all the convergence accelerators tested by Smith and Ford, there are no general results giving the errors in the approximations. In the work of this paper and in [2] , [3] , and [4] , all the errors are known, and the accuracy of the approximations is guaranteed.
We also point out that the matrices involved are very "nice". In the Lx case we have rational functions and ^1 -x. In the Ü case, we have rational functions alone.
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