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Abstract
Let G be a connected reductive algebraic group over an algebraically closed field of
characteristic p ≥ 0. Assume that p is good for G. Pommerening’s theorem ([Po1],
[Po2]) asserts that any distinguished nilpotent element in the Lie algebra g of G is a
Richardson element for a distinguished parabolic subgroup of G. This theorem implies
the Bala-Carter theorem in good characteristic. In this paper we give a short proof of
Pommerening’s theorem, which is a further simplification of Premet’s first uniform proof
[Pr]. We also simplify Premet’s proof of the existence theorem for good transverse slices
to the nilpotent Ad(G)-orbits in g.
0. Introduction
0.1. Let G be a connected reductive algebraic group over an algebraically closed field k
of characteristic p ≥ 0. Assume that p is good for G (see 1.1). A parabolic subgroup
P of G is said to be distinguished if and only if dimP/UP − dimZ(G) = dimUP/DUP ,
where UP = Ru(P ) (the unipotent radical of P ) and DUP is the derived subgroup of UP .
Let T be a maximal torus of G, W (resp. R) the Weyl group (resp. the root system) of
G relative to T , and ∆ a basis of R. If I ⊂ ∆, we will denote by LI the standard Levi
subgroup of G corresponding to I. If p = 0 or if p À 0, Bala and Carter ([BC1, BC2])
showed that there exists a bijection between the set of nilpotent G-orbits in g = Lie(G)
and W -classes of pairs (I, J), where J ⊂ I ⊂ ∆ and such that the standard parabolic
subgroup PI,J of LI is distinguished. This is called the Bala-Carter theorem.
Let us recall a proof of the Bala-Carter theorem. A nilpotent element X ∈ g is called
distinguished if and only if any torus of the centralizer GX of X in G is contained in Z(G).
It suffices to prove that there exists a bijection between the set of distinguished nilpotent
G-orbitsNdist(g)/G in g and theG-conjugacy classes Pdist(G)/G of distinguished parabolic
subgroups of G. For any parablic subgroup P of G there exists a unique nilpotent G-orbit
OP in g such that OP ∩ uP is dense in uP , where uP = Lie(Ru(P )), and we call this OP
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the Richardson orbit corresponding to P . If P is a distinguished parabolic subgroup of G,
one can show that the Richardson orbit OP is a distinguished nilpotent orbit. Therefore
we obtain a map
f : Pdist(G)/G→ Ndist(g)/G via [P ] 7→ OP . (1)
One can show that f is injective. It thus suffices to prove that f is surjective, i.e., for any
distinguished nilpotent element X in g there exists a distinguished parabolic subgroup P
of G such that the Richardson orbit OP corresponding to P contains X.
Assume for the moment that G is almost simple of adjoint type, and that p = 0 or
p > 3(h − 1), where h is the coxeter number of G. Let X be a nilpotent element in g.
Then the Jacobson-Morozov theorem [Ca, Theorem 5.3.2, Proposition 5.5.2] asserts that
there exist elements H, Y ∈ g such that
[H,X] = 2X, [H, Y ] = −2Y, [X,Y ] = H.
Moreover, there exists a cocharacter λH of G such that dλH(1) = H, where dλH is the
differential of λH at 1 [Ca, Proposition 5.5.6]. On the other hand, any cocharacter µ of G
defines a parabolic subgroup P (µ) of G such that Lie(P (µ)) =
⊕
i≥0 g(i;µ), where g(i;µ)
is the i-weight space of µ in g. If X is distinguished, Bala and Carter showed that P (λH)
is distinguished and the Richardson orbit OP (λH) corresponding to P (λH) contains X [Ca,
Proposition 5.8.4], and the Bala-Carter theorem follows.
Note that we cannot find such cocharacter and such parabolic subgroup in this way if
p is small.
If G is a classical group (and if p is good for G), the surjectivity of (1) follows from the
fact that #(Ndist(g)/G) = #(Ndist(gC)/GC) = #(Pdist(G)/G), where GC is of the same
type group as G over C by [Ja, Lemma 4.1, 4.2]. However, the surjectivity of (1) may fail
if p is a bad characteristic, see [He2, 6.1].
For any distinguished nilpotent element X ∈ g, there exists a cocharacter λ of G such
that X is a positive weight vector for λ in g [Ja2, Step 3 in 4.13], hence we can attach
X to a parabolic subgroup P (λ). If G is almost simple in exceptional type (and if p is
good for G), Pommerening showed that for any distinguished nilpotent element X ∈ g the
parabolic subgroup P of G which is obtained as above is distinguished and the Richardson
orbit corresponding to P contains X by case-by-case examination. Therefore the Bala-
Carter theorem holds in good characteristics. We call this result Pommerening’s theorem.
According to Premet, Pommerening computed stabilizers of vectors in prehomogeneous
vector spaces at final stages, but some details of these computations for Lie algebras
in type E are omitted. On the other and, Mizuno [Mi1, Mi2] gave a complete set of
representatives of the unipotent classes for almost simple algebraic groups in type E,
which obtaining a classification of nilpotent orbits for Lie algebras in type E through the
Springer correspondence [SpSt, (iii) 3.12] (if p is good for G).
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In 2003, Premet [Pr] gave a first uniform proof of Pommerening’s theorem. His ar-
gument is based on the Kempf-Rousseau theory. We say that a cocharacter λ of G is
primitive if and only if we cannot write λ = nµ for n ∈ Z>1 and µ a cocharacter of G.
For any nilpotent element X in g, let ΛX be the set of primitive cocharacters of G which
is optimal (see 3.10) for X. The main theorem of the Kempf-Rousseau theory asserts
the followings: for any nilpotent element X in g, ΛX is nonempty, there exists a unique
parabolic subgroup P (X) of G such that for any λ ∈ ΛX we have P (λ) = P (X), and two
cocharacters in ΛX are P (X)-conjugate. We call P (X) the optimal parabolic subgroup
of G for X.
Let us review Premet’s proof of Pommerening’s theorem. We may assume that p > 0
(by the Bala-Carter theorem). Let G′ = DG (the derived subgroup of G), T ′ a maximal
torus of G′, and R(T ′, G′) (resp. R∨(T ′, G′))) the root system (resp. the coroot system)
of G′ relative to T ′. For any torus S we denote by X(S) the character group of S
and by Y (S) the set of cocharacters of S. There exist a semisimple algebraic C-group
GC and a maximal torus TC of GC such that there exists an isomorphism of root data
(X(T ′), Y (T ′), R(T ′, G′), R∨(T ′, G′)) ' (X(TC), Y (TC), R(TC, GC), R∨(TC, GC)). We will
identify Y (T ′) with Y (TC).
Let OC be a nilpotent orbit in gC and XC ∈ OC. There exists λ ∈ Y (GC) such that
XC ∈ gC(2;λ) and dλ(1) ∈ [XC, gC] by the Jacobson-Morozov theorem. (Note that λ is
optimal for XC by [Sl, Proposition 3].) Replacing X by its GC-conjugate we may assume
that λ ∈ Y (TC), hence we may regard λ ∈ Y (T ). There exists a unique dense CG(Imλ)-
orbit g(2;λ)reg in g(2;λ) by a result of Richardson [Ri2, Theorem E]. Therefore we obtain
a well-defined map
fN : N (gC)/GC −→ N (g)/G via OC 7→ Ad(G)(g(2;λ)reg).
Premet showed that for any X ∈ g(2;λ)reg, λ is optimal for X [Pr, Theorem 2.3(i)].
This implies some important results. For example, he proved that fN is injective [Pr,
Proposition 2.4]. Finally he proved that fN is bijective by the Bala-Carter theorem
(p = 0 or p À 0) and the theory of finite reductive groups [Pr, Theorem 2.7]. Therefore
the surjectivity of (1) holds by the Bala-Carter theorem (p = 0).
On the other hand, Premet’s proof implies that for any distinguished nilpotent element
X in g, the optimal parabolic subgroup P (X) is distinguished and the Richardson orbit
OP (X) corresponding to P (X) contains X. Anticipating that there should exist a direct
proof of this result, and we have obtained an even simpler proof of Pommerening’s the-
orem. For that we first prove a result [Corollary 3.19] from the Kempf-Rousseau theory
as a corollary to the Kirwan-Ness theorem. Then we show that for any nilpotent element
X in g, there exists λ ∈ ΛX such that X is a positive weight vector for λ [Theorem 4.4],
which implies some further important results for nilpotent elements. Finally, we finish the
proof by using a result of Pommerening [Proposition 4.5]. Our approach requires neither
the Bala-Carter theorem (p = 0 or p À 0) nor the theory of finite reductive groups. We
will also simplify Premet’s proof of the existence for good transverse slices to the nilpotent
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orbits in g [Theorem 4.11]. An essential part of this dissertation has appeared in [Ta].
The author would like to thank Professor Alexander Premet for reading a preliminary
version of the manuscript and for encouragement. In particular, we learned from him that
Corollary 3.19 had been already available from Popov-Vinberg [PV]. I thank Shinsuke
Takashima for helpful discussions, and my supervisor, Professor Masaharu Kaneda.
0.2. Notations. In this paper, we let k be an algebraically closed field of characteristic
p ≥ 0, and write k× = k\0. All algebraic varieties and groups are considered over k unless
otherwise stated. All rational representation will be assumed to be finite dimensional.
Let G be an affine algebraic group, S a torus of G, T a maximal torus of G, and P a
parabolic subgroup ofG. We will use the following notations: G◦ is the identity component
of G; DG is the derived subgroup of G; Ru(G) is the unipotent radical of G; g = Lie(G)
is the Lie algebra of G; Z(G) is the center of G; z(g) is the center of g; N (g) is the set
of nilpotent elements in g; N (g)/G is the set of nilpotent G-orbits in g; Ad = AdG : G→
GL(g) is the adjoint representation of G; ad = adg : g→ gl(g) is the adjoint representation
of g;W (T,G) = NG(T )/CG(T ) is the Weyl group of G relative to T ; X(G) is the character
group of G; Y (G) is the set of cocharacters of G; 〈, 〉 = 〈, 〉S : X(S) × Y (S) → Z is the
perfect pairing between X(S) and Y (S) such that (χ ◦ λ)(ξ) = ξ〈χ,λ〉 for all ξ ∈ k×; we
will let G (resp. Z) act on Y (G) via (g.λ)(ξ) = gλ(ξ)g−1 (resp. (nλ)(ξ) = λ(ξ)n) for all
ξ ∈ k×. Note that the action of G and Z commute. By the action of G on g we will
always mean the adjoint action. If φ : G → G′ is a morphism of affine algebraic groups,
we will denote by dφ : g→ g′ the differential of φ at e ∈ G and by X(φ) : X(G′)→ X(G)
the group homomorphism such that X(φ)(χ′) = χ′ ◦ φ for all χ′ ∈ X(G′).
Let X be an algebraic variety. We will denote by k[X] the algebra of regular functions
on X. If Y is a subset of X, we will write Y for the closure of Y in X. If X is a G-variety,
we will denote by XG the set of G-fixed points in X, k[X]G the subalgebra of G-invariant
regular functions in k[X], G.x the G-orbit of x ∈ X, and by Gx the isotropy group of
x ∈ X in G. Let ρ : G → GL(V ) be a rational representation of G. Then V is an affine
G-variety. In particular, g is an affine G-variety. So we also use the above notation for
V and for g. We will denote by gv = {Z ∈ g|dρ(Z)(v) = 0} for all v ∈ V . The torus S
defines a grading V =
⊕
χ∈X(S) Vχ on V , where Vχ = {v ∈ V |s.v = χ(s)v for all s ∈ S}.
Any cocharacter λ ∈ Y (G) defines a grading V = ⊕i∈Z V (i;λ) on V , where V (i;λ) =
{v ∈ V |λ(ξ).v = ξiv for all ξ ∈ k×}.
In the rest of this paper, we will assume that G is connected reductive. If φ : G → G′
is a surjective morphism of algebraic groups, then G′ is also connected reductive by [Bo,
Corollary 14.11]
We will denote by R(T,G) (resp. R∨(T,G)) the root system (resp. the coroot system)
of G relative to T . If α ∈ R(T,G), we will denote by xα : k → Uα the root morphism
associated to α and by gα = Lie(Uα). A closed subgroup L of G is said to be a Levi
subgroup of G if and only if L is a Levi part of a parabolic subgroup of G. Note that any
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Levi subgroup of G is connected reductive, see [Hu2, 30.2].
1. Basic results in good characteristic
In this section, we state some basic results in good characteristic.
1.1. We say that p := char k is good for G if and only if p = 0 or p is greater than any
coefficient of any root as a linear combination of simple roots. Otherwise we say that
p(> 0) is bad for G. It is clear that p is good for any Levi subgroup of G if p is good for
G. [Hu1, Table 2 in 12.2] implies the following:
Lemma. Assume that p > 0, and let R be the root system of G. Then p is bad for G if
and only if one of these condition holds:
• p = 2 and R has a component not of type A;
• p = 3 and R has a component of exceptional type;
• p = 5 and R has a component of type E8. ¤
We say that p is very good for G if and only if p = 0, or p > 0 is good for G and the
root system of G does not have a component of type Anp−1 with n ∈ Z>0.
1.2. Consider the following conditions:
(H) There exists a rational representation ψ of G such that the trace form κ : g× g→ k
via (X, Y ) 7→ tr(dψ(X) ◦ dψ(Y )) of ψ on g is nondegenerate;
(F) The number of nilpotent G-orbits in g is finite;
(C) We have gZ = Lie(GZ) for all Z ∈ g.
We will see that the property (H) implies (F) and (C), see Proposition 1.9.
Lemma. Let ψ : G→ GL(V ) be a rational representation and κ the trace form of ψ on
g.
(i) κ is G-invariant, and associative, i.e., κ([X,Y ], Z) = κ(X, [Y, Z]) for all X,Y, Z ∈ g.
(ii) Assume that κ is nondegenerate, and let S be a torus of G. Then
(gχ)
⊥ =
⊕
χ′∈X(S)
χ′ 6=−χ
gχ′
for all χ ∈ X(S), where (gχ)⊥ is the orthogonal complement of gχ with respect to κ. In
particular, any Levi subgroup of G satisfies (H) if G satisfies (H).
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Proof. (i) For any g ∈ G and X, Y ∈ g, we have
κ(Ad(g)(X),Ad(g)(Y )) = tr(dψ(Ad(g)(X))dψ(Ad(g)(Y )))
= tr(Ad(ψ(g))(dψ(X))Ad(ψ(g))(dψ(Y ))).
It follows from [Hu2, Proposition 10.3] that Ad(ψ(g))(dψ(Z)) = ψ(g)dψ(Z)ψ(g)−1 for all
g ∈ G and Z ∈ g. Therefore
κ(Ad(g)(X),Ad(g)(Y )) = tr(ψ(g)dψ(X)dψ(Y )ψ(g)−1) = tr(dψ(X)dψ(Y )) = κ(X, Y ).
for all g ∈ G and X,Y ∈ g. Therefore κ is G-invariant. This implies that the linear
map g → g∗ via X 7→ κ(X, ?) is G-equivariant, hence g-equivariant. Note that g acts
on g∗ via (Y.f)(Z) = f(−[Y, Z]) for all Z ∈ g by [Hu2, Proposition 10.7]. Therefore
κ([Y,X], Z) = κ(X,−[Y, Z]) for all X,Y, Z ∈ g . Therefore κ is associative.
(ii) Let χ ∈ X(S) and X ∈ gχ. For any χ′ ∈ X(S) and Y ∈ gχ′ , we have
κ(X,Y ) = κ(Ad(s)(X),Ad(s)(Y )) = κ(χ(s)X,χ′(s)Y ) = (χ+ χ′)(s)κ(X, Y )
for all s ∈ S, hence κ(X, Y ) = 0 if χ+ χ′ 6= 0. Therefore (gχ)⊥ ⊃
⊕
χ′∈X(S)\{−χ} gχ′ . Let
T be a maximal torus of G containing S. Since G is reductive, we have
dim gχ = dim
⊕
α∈R(T,G)
α|S=χ
gα = dim
⊕
α∈R(T,G)
α|S=−χ
gα = dim g−χ.
Since κ is nondegenerate,
dim(gχ)
⊥ = dim g− dim gχ = dim g− dim g−χ,
hence (gχ)
⊥ =
⊕
χ′∈X(S)\{−χ} gχ′ . Therefore κ induces a perfect pairing gχ× g−χ → k. In
particular, κ induces a nondegenerate bilinear form g0 × g0 → k. Set L = CG(S). Then
g0 = cg(S) = l by [Hu2, Proposition 18.4.A]. Therefore the trace form of ψ|L : L→ GL(V )
on l is nondegenerate. Any Levi subgroup of G is the centralizer of some torus of G, see
[Hu2, 30.2]. Therefore any Levi subgroup of G satisfies (H) if G satisfies (H). ¤
It is well known that the standard trace form on gln(k) is nondegenerate. This implies
that the standard trace form on sln(k) is nondegenerate if p does not divide n: Indeed, we
have gln(k) = kIn ⊕ sln(k), where In is the identity matrix in gln(k). Just suppose that
the standard trace form on sln(k) is degenerate. Let Z ∈ sln(k) \ 0. Then tr(ZZ ′) = 0
for all Z ′ ∈ sln(k). Moreover, tr(ZIn) = tr(Z) = 0. Therefore the standard trace form on
gln(k) is also degenerate. This is a contradiction.
Therefore [SpSt, Lemma I.5.3] implies the following result:
Proposition. Assume that G is almost simple and p is very good for G. Then G or
some G′ isogeneous to G satisfies (H). ¤
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1.3. Let φ : G→ G′ be a surjective morphism of algebraic groups. We say that φ is central
if and only if kerφ ⊂ Z(G) and ker dφ ⊂ z(g). An example of central morphism is the
adjoint representation:
Lemma. (Cf. [Hu2, Exer. 27.5].) We have kerAd = Z(G). In particular, Ad is central.
Proof. We have ker ad = z(g) and Z(G) ⊂ kerAd by definition. Suppose that Z(G) (
kerAd. Let T be a maximal torus of G. Then there exists α ∈ R(T,G) such that
Uα ⊂ kerAd by [Bo, Lemma 22.1]. This implies that gα ⊂ Lie(kerAd) ⊂ ker ad = z(g).
However, z(g) consists of semisimple elements by [Bo, Lemma 22.2]. Therefore we have a
contradiction. ¤
Let φ : G → G′ be a surjective morphism of algebraic groups, T a maximal torus of
G, and T ′ = φ(T ). Then T ′ is a maximal torus of G′, see [Bo, Proposition 11.14]. The
restriction φ|T : T → T ′ induces a group homomorphism X(φ|T ) : X(T ′) → X(T ). Then
X(φ|T ) is injective since φ|T : T → T ′ is surjective. Set R = R(T,G) and R′ = R(T ′, G′).
Proposition. (See [Bo, Proposition 22.4].) In the above notation, the following condi-
tions are equivalent:
(i) φ is central;
(ii) The restriction of φ to any closed connected unipotent subgroup U is an isomorphism
onto φ(U);
(iii) X(φ|T ) restricts to a bijection R′ → R. ¤
Proposition 1.3 shows that φ is central and isogeneous if and only if φ is a central isogeny
in the sense of [Sp, 9.6.3]. Moreover, the composite morphism of central morphisms is
also central.
Assume that φ : G→ G′ is central surjective, and let α ∈ R. φ induces an isomorphism
Uα → Uα′ for some α′ ∈ R′. Take Xα ∈ gα \ 0. Then dφ(Xα) ∈ gα′ \ 0. For any t ∈ T ,
α′(φ(t))dφ(Xα) = Ad(φ(t))(dφ(Xα)) = dφ(Ad(t)(Xα)) = dφ(α(t)Xα) = α(t)dφ(Xα).
Therefore (α′ ◦ φ)(t) = α(t) for all t ∈ T , hence α′ ◦ φ = α. On the other hand, we have
ξ〈α
′,φ◦λ〉T ′ = (α′ ◦ φ ◦ λ)(ξ) = (α ◦ λ)(ξ) = ξ〈α,λ〉T
for all ξ ∈ k×, hence 〈α′, φ ◦ λ〉T ′ = 〈α, λ〉T .
1.4. Let T be a maximal torus of G, R = R(T,G), and R′ = R(Ad(T ),Ad(G)). Then
AdG induces an injective homomorphism X(Ad |T ) : X(Ad(T )) → X(T ) and a bijection
R′ → R, see 1.3.
Lemma. (Cf. [Hu2, Exer. 26.8].) We have ImX(Ad |T ) = ZR. In particular, Ad(G) is
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semisimple of adjoint type.
Proof. We have G = Z(G)◦ · DG and DG is semisimple by [Bo, Proposition 14.2].
Therefore Ad(G) = AdG(DG) is semisimple by [Bo, Proposition 14.10]. Write R =
{α1, α2, . . . , αn}. For any j, let Xj ∈ gαj \ 0. Take a basis H1, H2, . . . H` of t. For each
t ∈ T , the matrix representation of Ad(t) with respect to a basis Hi, Xj(1 ≤ i ≤ `, 1 ≤
j ≤ n) is diag{1, . . . , 1, α1(t), . . . , αn(t)} ∈ GL(g). Therefore Im(X(Ad |T )) = ZR, hence
X(Ad(T )) = ZR′. In particular, Ad(G) is semisimple of adjoint type. ¤
1.5. Lemma. Let φ : G → G′ be a surjective morphism of algebraic groups and X(φ) :
X(G′)→ X(G) the group homomorphism induced by φ.
(i) (Cf. [Sp, Exercise, 2.2.2(4)]) If kerφ is finite, then kerφ ⊂ Z(G).
(ii) If dφ is injective, then kerφ ⊂ Z(G) and dφ : g→ g′ is an isomorphism.
(iii) Assume that G is a torus and p > 0. Then φ is separable if and only if X(G)/ ImX(φ)
has no p-torsion element.
Proof. (i) Assume that kerφ is finite. Let x ∈ kerφ, and define φx : G→ G via g 7→ gxg−1.
Then Im(φx) ⊂ kerφ and is finite. Since G is connected, Im(φx) is irreducible, hence
Im(φx) = {x}. This implies that x ∈ Z(G). Therefore kerφ ⊂ Z(G).
(ii) Assume that dφ is injective. Since Lie(kerφ) ⊂ ker dφ = 0, kerφ is finite, hence
kerφ ⊂ Z(G) by (i). This implies that dimG′ = dimG by [Sp, Corollary 5.3.3]. Therefore
dim g′ = dim g = dim Im dφ, hence dφ is surjective.
(iii)G′ = φ(G) is a torus by [Bo, Corollary 8.4]. Let χ1, . . . , χr be a Z-basis ofX(G) and
n1, . . . , nr ∈ Z≥0 such that ImX(φ) is generated by n1χ1, . . . , nrχr. Let φ∗ : k[G′]→ k[G]
be the comorphism of φ and K (resp. K ′) be the field of fraction of k[G] (resp. Imφ∗).
Then K (resp. K ′) is generated by χ1, . . . , χr (resp. χ
n1
1 , . . . , χ
nr
r ) as k-algebra. Therefore
φ is separable if and only if K is separable over K ′ if and only if p does not divide any
ni 6= 0 if and only if X(G)/ ImX(φ) has no p-torsion element. ¤
1.6. Proposition. Let T be a maximal torus of G and R = R(T,G). Assume that
X(T )/ZR has no p-torsion element in case p > 0. Then z(g) = Lie(Z(G)).
Proof. Recall that Z(G) = kerAd by Lemma 1.2. We have Lie(Z(G)) = Lie(kerAd) ⊂
ker ad = z(g). It follows from [Sp, Corollary 7.6.4] that Z(G) ⊂ T , hence kerAd =
kerAd |T . On the other hand, [Bo, Lemma 22.2] implies that z(g) ⊂ t, hence ker ad =
ker ad |t. If Ad |T : T → Ad(T ) is separable, then ad |t : t → Lie(Ad(T )) is surjective [Sp,
Thm 4.3.7], hence
dim z(g) = dimker ad = dimker ad |t = dim t− dim Imad |t = dim t− dimLie(Ad(T ))
= dimT − dimAd(T ) = dimkerAd |T = dimkerAd = dimZ(G).
Therefore it suffices to show that Ad |T is separable. If p = 0, then this is always true.
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Assume that p > 0. Lemmas 1.4 and 1.5 imply that AdG |T is separable if and only if
X(T )/ZR has no p-torsion element. Therefore z(g) = Lie(Z(G)) by assumption. ¤
Corollary. Assume that G is almost simple and that p is very good for G.
(i) (Cf. [Ho, Lemma 2.2].) We have z(g) = 0.
(ii) If G is simply connected, then G satisfies (H).
Proof. (i) If p = 0, then z(g) = 0 by Proposition 1.6.
Assume that p > 0. Let T be a maximal torus of G and R = R(T,G). Then X(T )/ZR
is a subgroup of the fundamantal group of R, hence X(T )/ZR has no p-torsion element by
the hypothesis, see [Hu1, 13.1] or [Hu2, Appendix 9]. Therefore z(g) = 0 by Proposition
1.6.
(ii) There exists an almost simple algebraic group G′ such that G′ satisfies (H) and
G′ is isogeneous to G by Proposition 1.2. Since G is simply connected, the isogeny
theorem [Sp, Theorem 9.6.5] implies that there exists a central isogeny φ : G→ G′. Then
ker dφ ⊂ z(g) = 0 by (i). Therefore dφ is an isomorphism by Lemma 1.5(ii). Let ψ′ be a
rational representation of G′ such that the trace form of ψ′ on g′ is nondegenerate. Then
the trace form of the rational representation ψ′ ◦ φ on g is also nondegenerate. Therefore
G also satisfies (H). ¤
1.7. Proposition. Assume that p is good for G. There exist connected reductive alge-
braic groups G′ and G˜ such that the following properties hold:
(i) There exists a central isogeny φ : G′ → G, and we have DG˜ ⊂ G′ ⊂ G˜. Moreover,
N (g˜) = N (g′) and N (g˜)/G˜ = N (g′)/G′.
(ii) The derived subgroup DG˜ is simply connected, p is good for G˜, and G˜ satisfies (H).
(iii) Assume that p is very good for G. Then dφ is an isomorphism and G′ = G˜.
Proof. The product map DG×Z(G)◦ → G is an isogeny by [Bo, Proposition 14.2]. There-
fore this morphism is central by [Bo, Proposition 22.9]. On the other hand, there exist
almost simple, simply connected algebraic groups G1, G2, . . . , Gr and a central isogeny∏
iGi → DG by the existence and the isogeny theorem [Sp, Theorems 10.1.1 and 9.6.5].
Therefore we get a central isogeny φ :
∏
iGi ×Z(G)◦ → G. Let G′ =
∏
iGi ×Z(G)◦ and
G˜ =
∏
i G˜i × Z(G)◦, where
G˜i =
GLnp(k) if p > 0 and if Gi ' SLnp(k) for some n ∈ Z>0,Gi otherwise.
Then (i) and (ii) hold. Note that G˜ satisfies (H) by Corollary 1.6.
Assume that p is very good for G. We have
ker dφ ⊂ z(g′) =
∏
i
z(gi)× z(Lie(Z(G)◦)) =
∏
i
z(gi) = 0
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by Corollary 1.6. Therefore dφ is an isomorphism by Lemma 1.5(ii). On the other hand,
we have G′ = G˜ by the definition of G˜. ¤
1.8. Proposition. (See [Ja2, Proposition 2.7].) Let φ : G → G′ be a central surjective
morphism of algebraic groups.
(i) The homomorphism dφ induces bijections N (g) → N (g′) and N (g)/G → N (g′)/G′.
In particular, G satisfies (F) if and only if G′ satisfies (F). We have G′dφ(X) = φ(GX) for
all X ∈ N (g).
(ii) Assume that dφ is bijective. Then G satisfies (C) if and only if G′ satisfies (C). ¤
Lemma. Let φ : G → G′ be a central surjective morphism of algebraic groups, and let
H be a connected reductive subgroup of G. Then the restriction φ|H : H → φ(H) is also
central. In particular, we have φ(H)dφ(X) = φ(HX) for all X ∈ N (h).
Proof. We have
ker(φ|H) = kerφ ∩H ⊂ Z(G) ∩H ⊂ Z(H)
and
ker(dφ|h) = ker dφ ∩ h ⊂ z(g) ∩ h ⊂ z(h).
Therefore φ|H is central. It follows from Proposition 1.8 that φ(H)dφ(X) = φ(HX) for all
X ∈ N (h). ¤
1.9. Lemma. Let ψ : G → GL(V ) be a rational representation and κ the trace form
of ψ on g. Assume that κ is nondegenerate. Then dψ is injective, gl(V ) = Im dψ ⊕M ,
and [Im dψ,M ] ⊂M , where M is the orthogonal complement of Im dψ with respect to the
standard trace form on gl(V ).
Proof. If X ∈ ker dψ, then κ(X, Y ) = tr(dψ(X)dψ(Y )) = 0 for all Y ∈ g, hence X = 0.
Therefore dψ is injective. We have dim gl(V ) = dim Im dψ + dimM since the standard
trace form on gl(V ) is nondegenerate. If X ∈ g with dψ(X) ∈ M , then κ(X, Y ) =
tr(dψ(X)dψ(Y )) = 0 for all Y ∈ g, hence X = 0 and dψ(X) = 0. Therefore Im dψ∩M =
0, hence we have gl(V ) = Im dψ⊕M . The standard trace form on gl(V ) is associative by
Lemma 1.2. Therefore for any X, Y ∈ g and Z ∈M ,
tr([dψ(X), Z]dψ(Y )) = − tr(Z[dψ(X), dψ(Y )]) = − tr(Zdψ([X,Y ])) = 0,
hence [Im dψ,M ] ⊂M . ¤
Now recall the properties (H), (F), (C) in 1.2.
Proposition. If G satisfies (H), then G satisfies (F) and (C).
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Proof. Let ψ be a rational representation of G such that the trace form of ψ on g is
nondegenerate. Then ψ : G → Imψ is central and dψ : g → Lie(Imψ) is bijective by
Lemmas 1.9 and 1.5. Therefore it suffices to show that Imψ satisfies (F) and (C) by
Proposition 1.8. It follows from Lemma 1.9 that Imψ satifies the property (R) in [Ja2,
2.5]. Therefore Imψ satisfies (F) and (C) by [Ja2, 2.5]. ¤
Corollary.
(i) (Cf. [Ja2, Theorem 2.8.1].) If p is good for G, then G satisfies (F).
(ii) (Cf. [Ja2, 2.9].) If p is very good for G, then G satisfies (C).
Proof. Assume that p is good for G. Consider connected reductive algebraic groups G′
and G˜, and a central isogeny φ : G′ → G as in Proposition 1.7. In particular, N (g˜)/G˜ =
N (g′)/G′ and G˜ satisfies (H). It follows from Proposition 1.9 that G˜ satisfies (F) and (C),
hence G′ satisfies (F). Therefore G satisfies (F) by Proposition 1.8.
Assume that p is very good for G. Then G˜ = G′ and dφ is bijective, see Proposition
1.7. Therefore G satisfies (C) by Proposition 1.8. ¤
Remark. In fact, G satisfies (F) even if p is bad for G. However, the existing proof is
done case-by-case, see [Ca, 5.11]. ¤
Assume that p is good for G. Let P be a parabolic subgroup of G and uP = Lie(Ru(P )).
There exists a unique nilpotent G-orbit OP in g such that OP ∩ uP is open dense in uP ,
see [Ja, 4.9]. We call this OP the Richardson orbit corresponding to P . It is clear that
conjugate parabolic subgroups have the same Richardson orbit. We say that X ∈ N (g)
is a Richardson element for P if and only if X ∈ OP ∩ uP . It follows from [Ca, Theorem
5.2.3] that X is a Richardson element for P if and only if Ad(P )(X) is a dense subset in
uP .
2. The Bala-Carter theorem and Pommerening’s theorem
Bala and Carter ([BC1, BC2]) classified the nilpotent orbits in the Lie algebra of any
almost simple algebraic group if p = 0 or pÀ 0. This is called the Bala-Carter theorem.
Pommerening [Po1, Po2] showed that this theorem is valid in good characteristic. In this
section, we will describe these theorems.
2.1. A nilpotent element X ∈ N (g) is distinguished if and only if Z(G)◦ is a (unique)
maximal torus of GX . If X is distinguished, one can easily show that all Ad(g)(X) with
g ∈ G are distinguished. A nilpotent orbit O in g is distinguished if and only if O consists
of distinguished nilpotent elements. We will denote by Ndist(g) the set of distinguished
nilpotent elements in g and by Ndist(g)/G the set of distinguished nilpotent G-orbits in
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g.
Lemma. (See [Ja, 4.3].) We have N (g) = N (Lie(DG)) and Ndist(g) = Ndist(Lie(DG)).
¤
Corollary. Let X ∈ N (g). Then X is distinguished if and only if Ru(GX) = ((DG)X)◦.
Proof. We have G = Z(G)◦ · DG [Bo, Proposition 14.2], hence GX = Z(G)◦ · DGX .
Therefore Ru(GX) = Ru((DGX)◦). Let S be a maximal torus of DGX . It follows from
Lemma 2.1 that X is distinguished in g if and only if X is distinguished in Lie(DG)
if and only if S = {e}. If Ru(GX) = (DGX)◦, then S = {e}. If S = {e}, then
(DGX)◦/Ru((DGX)◦) = {e}, hence Ru(GX) = Ru((DGX)◦) = (DGX)◦. ¤
2.2. Lemma. (See [Ja2, Lemma 4.6].) Let X ∈ N (g), S a maximal torus of GX , and
L = CG(S). Then L is a Levi subgroup of G and X is distinguished nilpotent in l. ¤
Let L be the set of pairs (L,OL) where L is a Levi subgroup of G and OL ∈ Ndist(l)/L.
The group G acts on L via g.(L,OL) = (gLg−1,Ad(g)(OL)). Let L/G be the set of G-
orbits in L.
Proposition. (See [Ja2, Proposition 4.7].) The map L/G → N (g)/G via G.(L,OL) 7→
Ad(G)(OL) is bijective. ¤
2.3. Next we define distinguished parabolic subgroups. Let P be a parabolic subgroup of
G. Choose a maximal torus T and a Borel subgroup B of G such that T ⊂ B ⊂ P . Put
R = R(T,G). Let R+ be the set of roots in B and ∆ a basis of R+. Then there exists
I ⊂ ∆ such that P is the standard parabolic subgroup PI of G corresponding to I, see
[Hu2, Theorem 30.1]. Consider the Z-linear map f : ZR→ Z with f(α) = 0 for all α ∈ I,
and with f(α) = 2 for all α ∈ ∆ \ I. Set
g(i) =
⊕
α∈R∪0
f(α)=i
gα.
We say that P is distinguished if and only if dim g(0) − dimZ(G) = dim g(2). Note
that this definition is independent of the choices of B and T , see [Ja2, 4.10]. If P is
distinguished, it is clear that all gPg−1 with g ∈ G are distinguished.
Lemma. Keep the above notation. Let RI = ZI ∩ R. Then P is distinguished if and
only if
|∆|+ |RI | = #{α ∈ R+|α− αj ∈ ZI for some αj ∈ ∆ \ I}. (1)
Proof. Let S be a maximal torus of DG. Then Z(G)◦ · S is a maximal torus of G, and
Z(G)◦ ∩ S is finite, by [Bo, Proposition 14.2]. Therefore rankG = dimZ(G) + dimS =
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dimZ(G) +∆. We have dim g(0) = dimT + |RI | = |∆|+ |RI |+ dimZ(G). On the other
hand,
dim g(2) = #{α ∈ R|f(α) = 2} = #{α ∈ R+|α− αj ∈ ZI for some αj ∈ ∆ \ I}.
Therefore the lemma holds. ¤
Remark. Assume that G is semisimple. The definition above is taken from [Ja2, 4.10].
This definition is slightly different from that of [Ca, 5.8]: a parabolic subgroup P of
G is distinguished in the sense of [Ca] if and only if dimP/UP = dimUP/DUP , where
UP = Ru(P ). If p is good for G, then (1) is equivalent to the definition in [Ca], see [Ca,
Corollary 5.8.3]. ¤
2.4. We will denote by Pdist(G) the set of distinguished parabolic subgroups and by
Pdist(G)/G the set of G-conjugacy classes in Pdist(G). Let LP be the set of pairs (L, PL)
where L is a Levi subgroup of G and PL ∈ Pdist(L). The group G acts on LP via
g.(L, PL) = (gLg
−1, gPLg−1). We will write LP/G for the set of G-orbits in LP .
Let T be a maximal torus of G, R = R(T,G), and ∆ a basis of R. We say that I ⊂ ∆
is distinguished in R if and only if I satisfies (1) in 2.3. Let Π be the set of pairs (I, J)
where J ⊂ I ⊂ ∆ and J is distinguished in RI := R∩ZI. The Weyl groupW := W (T,G)
acts on Π via w.(I, J) = (w.I, w.J). Let Π/W be the set of W -orbits in Π.
Lemma. The map pi : Π/W → LP/G via W.(I, J) 7→ G.(LI , PI,J) is bijective, where LI
is the standard Levi subgroup of G corresponding to I and PI,J is the standard parabolic
subgroup of LI corresponding to J .
Proof. The map Π→ LP/G via (I, J) 7→ G.(LI , PI,J) is surjective. Let (I, J), (I ′, J ′) ∈ Π
such that (LI , PI,J) and (LI′ , PI′,J ′) are G-conjugate. There exists g ∈ G such that
gLIg
−1 = LI′ and such that gPI,Jg−1 = PI′,J ′ . Then T, gTg−1 ⊂ PI′,J ′ , hence there
exists h ∈ PI′,J ′ such that T = h(gTg−1)h−1. We have hg ∈ NG(T ) and hg.(LI , PI,J) =
(LI′ , PI′,J ′). Therefore (I, J) and (I
′, J ′) are W -conjugate. ¤
2.5. In this subsection we assume that p is good for G.
For any parabolic subgroup P of G, let OP be the Richardson orbit corresponding to
P .
Proposition. (See [Ja2, Step 1 and Step 2 in 4.13].)
(i) If P ∈ Pdist(G), then OP ∈ Ndist(g)/G.
(ii) Let P, P ′ ∈ Pdist(G). If there exists a Richardson element for both P and P ′, then
P = P ′. ¤
Corollary. The map fGdist : Pdist(G)/G→ Ndist(g)/G via [P ] 7→ OP is injective.
13
Proof. Recall that conjugate parabolic subgroups have the same Richardson orbit, so fGdist
is well-defined by Proposition 2.5(i). For any parabolic subgroup P of G, write uP =
Lie(Ru(P )). Let P, P
′ ∈ Pdist(G) with OP = OP ′ . Let X ∈ OP ∩ uP and X ′ ∈ OP ′ ∩ uP ′ .
There exists g ∈ G such that X = Ad(g)(X ′). We have X ∈ Ad(g)(OP ′ ∩ uP ′) ⊂
OgP ′g−1 ∩ ugP ′g−1 . Therefore X is a Richardson element for both P and gP ′g−1. This
implies that P = gP ′g−1 by Proposition 2.5. ¤
Since we assume that p is good for G, p is good for any Levi subgroup of G, see 1.1.
Therefore we can define the map f : LP/G → N (g)/G via G.(L, PL) 7→ Ad(G)(OPL),
where OPL is a Richardson L-orbit corresponding to PL.
Lemma. Assume that fHdist is surjective if H is a connected reductive algebraic group
and if p is good for H. Then f is bijective.
Proof. It suffices to show that fL : LP/G→ L/G via G.(L, PL) 7→ G.(L,OPL) is bijective,
by Proposition 2.2. This map is surjective by hypothesis.
Let (L, PL), (L
′, PL′) ∈ LP/G such that (L,OPL) and (L′,OPL′ ) are G-conjugate. There
exists g ∈ G such that L = gL′g−1 and OPL = Ad(g)(OPL′ ). Then OPL is a Richardson
L-orbit corresponding to PL and to gPL′g
−1. This implies that PL and gPL′g−1 are L-
conjugate by Corollary 2.5. There exists h ∈ L such that PL = (hg)PL′(hg)−1. Then
(L, PL) = (gL
′g−1, (hg)PL′(hg)−1) = (hg).(L′, PL′). Therefore fL is injective. ¤
In 1976, Bala and Carter [BC1, BC2] showed that there exists a bijection between
N (g)/G and Π/W if p = 0 or p À 0. This is called the Bala-Carter theorem. We can
also find a proof in [Ca, Section 5]. Pommerening showed later that this theorem is valid
in good characteristic by case-by-case examination:
Theorem. (See [Po1, Po2], [Pr, Theorem 2.7].) If p is good for G, then fdist is surjec-
tive, i.e., any distinguished nilpotent X in g is a Richardson element for a distinguished
parabolic subgroup P (X) of G. ¤
In 2003, A. Premet [Pr] gave a first uniform proof of Pommerening’s theorem. His
argument is based on the Kempf-Rousseau theory. We will also use this theory, and give
an even simpler proof of Pommerening’s theorem.
3. The Kempf-Rousseau theory
We fix a rational representation ρ : G→ GL(V ) of G.
In this section we will review the Kempf-Rousseau theory following mainly [Sl], and
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derive a result [Corollary 3.19] which will play a key role in section 4. We will write
g.v = ρ(g)(v) for all g ∈ G and v ∈ V . We will denote by 0 the cocharacter of G sending
all elements of k× to e.
3.1. Let φ : k× → X be a morphism of varieties. We will write limξ→0 φ(ξ) = x if φ
extends to a morphism φ˜ : k→ X with φ˜(0) = x. Note that this φ˜ is uniquely determined
[Hu2, Proposition 2.5], so therefore is limξ→0 φ(ξ). We list some basic properties.
Lemma. (i) Let φ : k× → X and ψ : k× → Y be morphisms of varieties. Consider the
morphism φ × ψ : k× → X × Y via ξ 7→ (φ(ξ), ψ(ξ)). Then limξ→0 φ(ξ) and limξ→0 ψ(ξ)
both exist if and only if limξ→0(φ × ψ)(ξ) exists, in which case limξ→0(φ × ψ)(ξ) =
(limξ→0 φ(ξ), limξ→0 ψ(ξ)).
(ii) Let φ : k× → X and f : X → Y be morphisms of varieties. If limξ→0 φ(ξ) exists, then
limξ→0(f ◦ φ)(ξ) exists and is equal to f(limξ→0 φ(ξ))
(iii) Let vk, vk+1, . . . , vr ∈ V with k, r ∈ Z and vk 6= 0. If n ∈ Z, then
lim
ξ→0
ξ−n
(
r∑
i=k
ξivi
)
= 0 if k > n,
= vk if k = n,
does not exist if k < n.
In particular,
lim
ξ→0
(
r∑
i=k
ξivi
)
= 0 if k > 0,
= vk if k = 0,
does not exist if k < 0.
(1)
Proof. (i) Assume that limξ→0 φ(ξ) and limξ→0 ψ(ξ) both exist. Then φ (resp. ψ) extends
to a morphism φ˜ : k→ X (resp. ψ˜ : k→ Y ). Define a morphism φ˜× ψ˜ : k→ X × Y via
ξ 7→ (φ˜(ξ), ψ˜(ξ)). Then (φ˜× ψ˜)||× = φ×ψ, hence limξ→0(φ×ψ)(ξ) exists and is equal to
(limξ→0 φ(ξ), limξ→0 ψ(ξ)).
Conversely assume that limξ→0(φ × ψ)(ξ) exists. Then φ × ψ extends to a morphism
f : k → X × Y . Let pX : X × Y → X and pY : X × Y → Y be the projections. Then
(pX ◦ f)||× = φ and (pY ◦ f)||× = ψ. Therefore limξ→0 φ(ξ) and limξ→0 ψ(ξ) exist.
(ii) φ extends to a morphism φ˜ : k→ X. Since (f ◦ φ˜)||× = f ◦ φ, (ii) holds.
(iii) It suffices to show (1). We may assume that V is generated by vk, vk+1, . . . , vr.
Choose I ⊂ {k, k + 1, . . . , r} such that {vi}i∈I is a basis of V and that k ∈ I. For any
i ∈ I, let v∗i ∈ V ∗ with v∗i (vj) = δi,j for all j ∈ I, where V ∗ is the dual space of V and
δij is Kronecker’s delta. Define the morphism φ : k× → V via ξ 7→
∑r
i=k ξ
ivi, and let
φ∗ : k[V ] = k[v∗i |i ∈ I] → k[T, T−1] be the comorphism of φ. For any j ∈ I and ξ ∈ k×,
we have
φ∗(v∗j )(ξ) = v
∗
j (φ(ξ)) = v
∗
j (
r∑
i=k
ξivi) =
r∑
i=k
v∗j (vi)ξ
i.
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This implies that φ∗(v∗k) ∈ T k +
⊕r
i=k+1 kT i, and φ∗(v∗i ) ∈
⊕r
i=k+1 kT i if i ∈ I \ {k}.
Therefore limξ→0 φ(ξ) exists if and only if Imφ∗ ⊂ k[T ] if and only if k ≥ 0.
Assume that k ≥ 0. Consider the morphism ψ : k → V via ξ 7→ ∑ri=k ξivi. Then
ψ||× = φ, hence
lim
ξ→0
φ(ξ) = ψ(0) =
0 if k > 0,vk if k = 0. ¤
3.2. Let H be a closed subgroup of G. A vector v ∈ V is said to be H-unstable if and
only if there exists µ ∈ Y (H) such that limξ→0 µ(ξ).v = 0, i.e., limξ→0 µv(ξ) = 0, where
µv : k× → V via ξ 7→ µ(ξ).v. Otherwise we say that v is H-semistable. It is clear that 0
is G-unstable. If v is H-unstable, then v is G-unstable.
Let λ ∈ Y (G) and v ∈ V \ 0. Write v = ∑i∈Z vi with vi ∈ V (i;λ). Since V is
finite-dimensional, one can define
m(v, λ) = min{i ∈ Z|vi 6= 0}.
Note that m(v, 0) = 0 since V = V (0; 0). We have λ(ξ).v =
∑
i≥k λ(ξ).vi =
∑
i≥k ξ
ivi,
where k = m(v, λ). For any n ∈ Z, it follows from Lemma 3.1 that
lim
ξ→0
ξ−nλ(ξ).v

= 0 if m(v, λ) > n,
= vn if m(v, λ) = n,
does not exist if m(v, λ) < n.
(1)
Lemma. Let H be a closed subgroup of G and v ∈ V \ 0.
(i) v is H-unstable if and only if there exists µ ∈ Y (H) \ 0 such that m(v, µ) > 0.
(ii) We have m(v, λ) = m(g.v, g.λ) for all λ ∈ Y (G) and g ∈ G.
(iii) We have m(v, nλ) = nm(v, λ) for all λ ∈ Y (G) and n ∈ Z≥0.
(iv) If v is H-unstable, then g.v is gHg−1-unstable for any g ∈ G. In particular, if v is
G-unstable, then g.v is G-unstable for all g ∈ G.
Proof. Let λ ∈ Y (G) and k = m(v, λ). Write v = ∑i≥k vi with vi ∈ V (i;λ). It is clear
that (1) implies (i).
If g ∈ G, then
lim
ξ→0
ξ−k(g.λ)(ξ).(g.v) = lim
ξ→0
g.(ξ−kλ(ξ).v) = g.vk 6= 0.
This implies (ii). If n = 0, then m(v, nλ) = m(v, 0) = 0. If n ∈ Z>0, then
lim
ξ→0
ξ−nk(nλ)(ξ).v = lim
ξ→0
ξ−nkλ(ξn).v = lim
ξ→0
∑
i≥k
ξn(i−k)vi = vk 6= 0
Therefore (iii) holds. (iv) is immediately followed by (i) and (ii). ¤
3.3. Lemma. If v ∈ V is G-unstable, then f(v) = 0 for any homogeneous f ∈ k[V ]G of
positive degree.
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Proof. Let v ∈ V be G-unstable. There exists µ ∈ Y (G) such that µv : k× → V via
ξ 7→ µ(ξ).v extends to µ˜v : k → V with µ˜v(0) = 0. Since k× = µ−1v (Imµv), we have
k ⊂ µ˜v−1(Imµv), hence 0 ∈ Im µ˜v ⊂ Imµv ⊂ G.v. Let f ∈ k[V ]G which is homogeneous
of positive degree. Then G.v ⊂ f−1(f(v)), hence 0 ∈ G.v ⊂ f−1(f(v)). Therefore
f(v) = f(0) = 0. ¤
Corollary. Consider the adjoint representation of G. Then X ∈ g is G-unstable if and
only if X is nilpotent.
Proof. If X ∈ g is G-unstable, then X is nilpotent by Lemma 3.3 and [Ja2, 6.1(7)].
Assume that X ∈ N (g). There exists a Borel subgroup B of G such that X ∈ Lie(B)
by [Bo, Proposition 14.25]. Then X ∈ Lie(Ru(B)) by [Bo, Theorem 10.6(4)]. Let R+ be
the set of roots in B, and write X =
∑
α∈R+ Xα with Xα ∈ gα. There exists µ ∈ Y (G)
such that 〈α, µ〉 > 0 for all α ∈ R+. For any ξ ∈ k×,
Ad(µ(ξ))(X) =
∑
α∈R+
α(µ(ξ))Xα =
∑
α∈R+
ξ〈α,µ〉Xα.
Therefore m(X,µ) > 0, hence X is G-unstable. ¤
3.4. We will recall some important results from geometric invariant theory. They are not
necessarily in section 3, but we will need them in the proof of Proposition 4.3.
Theorem. (i) Let v ∈ V . If 0 ∈ G.v, then v is G-unstable.
(ii) Let v ∈ V G \ 0. Then there exists a homogeneous f ∈ k[V ]G of positive degree such
that f(v) 6= 0.
(iii) Let X be an affine algebraic G-variety, and let Z1, Z2 be disjoint G-invariant closed
subsets in X. Then there exists f ∈ k[V ]G such that f(Z1) = 0 and f(Z2) = 1.
(iv) Let H be a closed subgroup of G. Then G/H is an affine variety if and only if H is
reductive. ¤
(i) is called the Hilbert-Mumford criterion [Ke, Theorem 1.4]. (ii) was conjectured by
D. Mumford and proved by W. Haboush, see [Ja1, Proposition 10.7]. (iii) follows easily
from (ii), see [Ri1, Lemma 1.4]. (iv) is proved by using (ii), (iii), see [Ri1, Theorem A] or
[Gr, Theorem 7.2].
Corollary. Let v ∈ V . Then the following properties are equivalent:
(i) v is G-unstable;
(ii) For any homogeneous f ∈ k[V ]G of positive degree, f(v) = 0;
(iii) The closure G.v contains 0.
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Proof. By Lemma 3.3, (i) implies (ii). If 0 /∈ G.v, then there exists f ∈ k[V ]G such that
f(0) = 0 and f(v) = 1 by Theorem 3.4(iii). Therefore (ii) implies (iii). By Theorem
3.4(i), (iii) implies (i). ¤
3.5. For any λ ∈ Y (G), we will write
PG(λ) = {g ∈ G| limξ→0 λ(ξ)gλ(ξ)−1 exists},
LG(λ) = CG(Imλ),
UG(λ) = {g ∈ G| limξ→0 λ(ξ)gλ(ξ)−1 = e}.
The indices G will be omitted when they are unambiguous. We have L(λ), U(λ) ⊂ P (λ).
It is clear that L(λ) normalizes U(λ). Let T be a maximal torus of G. Since G is connected
reductive, we have CG(T ) = T by [Sp, Corollary 7.6.4]. Therefore Imλ ⊂ T if and only if
T ⊂ L(λ).
Lemma. Let λ ∈ Y (G), T a maximal torus of G containing Imλ, and R = R(T,G).
Let φ : G→ G′ be a central surjective morphism of algebraic groups.
(i) We have
P (λ) = 〈T, Uα|〈α, λ〉 ≥ 0, α ∈ R〉 , p(λ) := Lie(P (λ)) =
⊕
i≥0 g(i;λ),
L(λ) = 〈T, Uα|〈α, λ〉 = 0, α ∈ R〉 , l(λ) := Lie(L(λ)) = g(0;λ),
U(λ) =
∏
α∈R
〈α,λ〉>0
Uα, u(λ) := Lie(U(λ)) =
⊕
i>0 g(i;λ).
In particular, P (nλ) = P (λ), L(nλ) = L(λ), and U(nλ) = U(λ) for all n ∈ Z>0.
(ii) P (λ) is a parabolic subgroup of G and P (λ) = L(λ)nU(λ) is a semidirect product as
algebraic groups. L(λ) is a Levi part of P (λ) and U(λ) = Ru(P (λ)).
(iii) We have φ(P (λ)) = P (φ ◦ λ), φ(L(λ)) = L(φ ◦ λ), and φ(U(λ)) = U(φ ◦ λ). In
particular, we have P (g.λ) = gP (λ)g−1, L(g.λ) = gL(λ)g−1, and U(g.λ) = gU(λ)g−1 for
all g ∈ G.
(iv) We have g(i;λ) ⊂ N (g) for all i ∈ Z \ 0.
(v) We have dφ(g(i;λ)) ⊂ g′(i;φ◦λ) for all i ∈ Z. If i ∈ Z\0, then dφ induces a bijection
g(i;λ)→ g′(i;φ ◦ λ).
Proof. (i) It follows from [Sp, 13.4] that P (λ), L(λ) and U(λ) are all closed connected
subgroups of G. Let xα : k → Uα be the root morphism associated to α ∈ R. Then
λ(ξ)xα(a)λ(ξ)
−1 = xα(ξ〈α,λ〉a) for all a ∈ k and ξ ∈ k×. This shows that
Uα ⊂ P (λ)⇐⇒ 〈α, λ〉 ≥ 0,
Uα ⊂ L(λ)⇐⇒ 〈α, λ〉 = 0,
Uα ⊂ U(λ)⇐⇒ 〈α, λ〉 > 0.
Therefore (i) holds by [Bo, Propositions 13.20 and 14.5].
(ii) P (λ) is a parabolic subgroup of G by [Sp, 8.4.5]. It follows from [Sp, Theo-
rem 13.4] that P (λ) = L(λ) n U(λ) is a semidirect product as algebraic groups and
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U(λ) ⊂ Ru(P (λ)). On the other hand, [Sp, Corollary 7.6.4] implies that L(λ) is con-
nected reductive, hence U(λ) = Ru(P (λ)) and L(λ) is a Levi part of P (λ).
(iii) We have φ(L(λ)) = L(φ ◦ λ) by [Bo, Corollary 11.14.2]. Set T ′ = φ(T ), R =
R(T,G), and R′ = R(T ′, G′). It follows from 1.3 that
φ(U(λ)) = φ(
∏
α∈R
〈α,λ〉T>0
Uα) =
∏
α′∈R′
〈α′,φ◦λ〉T ′>0
Uα′ = U(φ ◦ λ).
On the other hand, φ(P (λ)) = φ(L(λ) · U(λ)) = L(φ ◦ λ) · U(φ ◦ λ) = P (φ ◦ λ).
(iv) Let i ∈ Z>0. We have g(i;λ) ⊂ u(λ) and g(−i;λ) ⊂ u(−λ). Since U(λ) and U(−λ)
are unipotent, we have g(i;λ), g(−i;λ) ⊂ N (g) by [Bo, Corollary 4.8].
(v) Let T ′ = φ(T ), R′ = R(T ′, G′), and i ∈ Z. We have
g(i;λ) =
⊕
α∈R∪0
〈α,λ〉T=i
gα, g
′(i;φ ◦ λ) =
⊕
α′∈R′∪0
〈α′,φ◦λ〉T ′=i
g′α′
Therefore 1.3 implies (v). ¤
3.6. Lemma. Let v ∈ V \ 0, λ ∈ Y (G).
(i) We have m(g.v, λ) = m(v, g.λ) = m(v, λ) for all g ∈ P (λ). In particular,⊕i≥k V (i;λ)
is P (λ)-invariant for all k ∈ Z.
(ii) V (n;λ) is L(λ)-invariant for all n ∈ Z.
(iii) If u ∈ U(λ) with u.v 6= v, then m(u.v−v, λ) > m(v, λ). In particular, if k = m(v, λ),
then u.v ∈ v +⊕i>k V (i;λ) for all u ∈ U(λ).
Proof. Let k = m(v, λ), and write v =
∑
i≥k vi with vi ∈ V (i;λ).
(i) If g ∈ P (λ), then
lim
ξ→0
ξ−kλ(ξ).(g.v) = lim
ξ→0
{
(λ(ξ)gλ(ξ)−1).(ξ−kλ(ξ).v)
}
=
{
lim
ξ→0
(λ(ξ)gλ(ξ)−1)
}
.vk 6= 0.
This implies that k = m(g.v, λ) for all g ∈ P (λ). On the other hand, m(v, g.λ) =
m(g−1.v, λ) = k for all g ∈ P (λ) by Lemma 3.2.
(ii) It is clear since L(λ) = CG(Imλ).
(iii) Let u ∈ U(λ) with u.v 6= v. Then
lim
ξ→0
ξ−kλ(ξ).(u.v − v) = lim
ξ→0
{
(λ(ξ)uλ(ξ)−1).(ξ−kλ(ξ).v)− ξ−kλ(ξ).v} = e.vk − vk = 0.
This implies that m(u.v − v, λ) > k. Therefore (iii) holds. ¤
3.7. Let YQ(G) = (Z>0 × Y (G))/ ∼, where ∼ is the equivalence relation such that
(`, λ) ∼ (m,µ) if and only if `µ = mλ. The equivalence class of (`, λ) will be denoted
by `−1λ. We can naturally identify Y (G) ⊂ YQ(G). We have `−1λ = (m`)−1(mλ) for
all m ∈ Z>0 and `−1λ ∈ YQ(G). Therefore Q acts on YQ(G) via nm(`−1λ) = (m`)−1nλ,
m ∈ Z>0. If G is a torus, then YQ(G) is a Q-linear space isomorphic to Y (G)
⊗
ZQ. The
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action of G on Y (G) induces an action on YQ(G). For all `
−1λ ∈ YQ(G), we can define
m(v, `−1λ) to be `−1m(v, λ) by Lemma 3.2(iii).
Lemma. (i) Let φ : G → G′ be an isogeny of algebraic groups. Then YQ(φ) : YQ(G) →
YQ(G
′) via `−1λ 7→ `−1(φ ◦ λ) is a G-equivariant bijection. If G is a torus, then YQ(φ) is
a Q-linear isomorphism.
(ii) Let H be a closed subgroup of G containing DG. Let S be a maximal torus of H and
T = Z(G)◦ · S. Then the product map f : Z(G)◦ × S → T induces a surjective Q-linear
map YQ(f) : YQ(Z(G)
◦)× YQ(S)→ YQ(T ).
Proof. (i) We have n(φ ◦ λ) = φ(nλ) for all n ∈ Z and λ ∈ Y (G). If `−1λ,m−1µ ∈ YQ(G)
with `−1λ = m−1µ, then `(φ ◦ µ) = φ ◦ (`µ) = φ ◦ (mλ) = m(φ ◦ λ), hence `−1(φ ◦ λ) =
m−1(φ◦µ). This implies that YQ(φ) is well-defined. It is clear that YQ(φ) is G-equivariant.
If G is a torus, then YQ(φ) is a Q-linear homomorphism. So it suffices to show that YQ(φ)
is bijective.
Let `−1λ ∈ YQ(G) with `−1(φ ◦λ) = 0. Then φ ◦λ = 0, hence Imλ ⊂ kerφ. Since Imλ
is irreducible and kerφ is finite, we have Imλ = {e}, hence `−1λ = 0. Therefore YQ(φ) is
injective.
Let n−1ν ∈ YQ(G′). There exists a maximal torus T of G such that T ′ = φ(T ) contains
Im ν, see [Hu2, Corollary 21.3.C]. Consider the restriction YQ(φ)|YQ(T ) : YQ(T ) → YQ(T ′).
We know that this is injective. Therefore
dimQ YQ(φ)(YQ(T )) = dimQ YQ(T ) = dimT = dimT
′ = dimQ YQ(T ′).
This shows that YQ(φ)|YQ(T ) is bijective, hence there exists m−1µ ∈ YQ(T ) such that
YQ(φ)(m
−1µ) = n−1ν. Therefore YQ(φ) is surjective.
(ii) The torus S contains a maximal torus S ′ of DG. Then the product map Z(G)◦ ×
S ′ → T is an isogeny by [Bo, Prop. 14.2]. This map induces a bijection YQ(Z(G)◦) ×
YQ(S
′)→ YQ(T ) by (i). In particular, YQ(f) is surjective. ¤
3.8. A map q : YQ(G) → Q is called a positive definite quadratic form on YQ(G) if and
only if the following conditions hold:
(i) q is G-invariant, i.e., q(g.λ) = q(λ) for all g ∈ G.
(ii) If T is any maximal torus of G, then q|YQ(T ) is a (W (T,G)-invariant) positive definite
quadratic form on the Q-linear space YQ(T ).
Lemma. (Cf. [He1, Proposition 1.2].) (i) (Cf. [Mu, p. 58].) Let T be a maxi-
mal torus of G and W = W (T,G). Then the inclusion T ↪→ G induces a bijection
Y (T )/W → Y (G)/G and YQ(T )/W → YQ(G)/G.
(ii) Let q : YQ(G) → Q be a G-invariant map such that q|YQ(T ) is a positive definite
quadratic form on the Q-linear space YQ(T ) for some maximal torus T of G. Then q
is a positive definite quadratic form on YQ(G).
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(iii) There exists a positive definite quadratic form on YQ(G).
Proof. (i) The inclusion T ↪→ G induces a surjection Y (T )→ Y (G)/G since maximal tori
of G are conjugate. Let λ, µ ∈ Y (T ) with g.λ = µ for some g ∈ G. Then Imµ ⊂ T and
Imµ = Im g.λ ⊂ gTg−1. Therefore T and gTg−1 are contained in CG(Imµ). There exists
h ∈ CG(Imµ) such that hgTg−1h−1 = T . We have hg ∈ NG(T ) and hg.λ = h.µ = µ.
Therefore Y (T )/W → Y (G)/G is bijective, and so is YQ(T )/W → YQ(G)/G.
(ii) Let T ′ be a maximal torus of G. Then there exists g ∈ G such that gTg−1 = T ′.
We have YQ(T
′) = g.YQ(T ), hence q|YQ(T ′) is also a positive definite quadratic form on the
Q-linear space YQ(T ′). Therefore q is a positive definite quadratic form on YQ(G).
(iii) Let T be a maximal torus of G. Take a basis µ1, µ2, . . . , µ` of YQ(T ). Define a
bilinear form (, ) on YQ(T ) with (µi, µj) = δij. Let f be a bilinear form on YQ(T ) with
f(λ, µ) =
∑
w∈W (w.λ, w.µ). Then f is a positive definite inner product and W (T,G)-
invariant, hence f induces aW (T,G)-invariant positive definite quadratic form qT . More-
over, qT extends to a G-invariant map q : YQ(G) → Q by (i). Therefore q is a positive
definite quadratic form on YQ(G) by (ii). ¤
3.9. We say that a map ‖ · ‖ : YQ(G)→ R≥0 is a norm on YQ(G) if and only if there exists
a positive definite quadratic form q on YQ(G) such that ‖λ‖ =
√
q(λ) for all λ ∈ YQ(G).
Let ‖ · ‖ be a norm on YQ(G) and λ ∈ Y (G). Then ‖ · ‖ is G-invariant. Moreover, ‖λ‖ = 0
if and only if λ = 0.
Lemma. (i) Let H be a connected reductive subgroup of G. If ‖ · ‖ is a norm on YQ(G),
then ‖ · ‖ restricts to a norm ‖ · ‖H on YQ(H).
(ii) (Cf. [Mc, Lemma 7].) Let φ : G → G′ be an isogeny of algebraic groups and ‖ · ‖′ a
norm on YQ(G
′). Then ‖ · ‖′ lifts to a norm on YQ(G).
(iii) (Cf. [Mc, Lemma 8].) Let H be a connected reductive subgroup of G containing DG,
and let ‖ · ‖H be a norm on YQ(H). Then ‖ · ‖H extends to a norm on YQ(G).
Proof. (i) It is clear that ‖ · ‖H is H-invariant. Let S be a maximal torus of H and T
a maximal torus of G containing S. ‖ · ‖ induces a positive definite quadratic form on
YQ(T ), hence ‖ · ‖ induces a positive definite quadratic form on YQ(S). Therefore ‖ · ‖H
is a norm on YQ(H) by Lemma 3.8.
(ii) Let T be a maximal torus ofG. Set T ′ = φ(T ),W = W (T,G), andW ′ = W (T ′, G′).
Then φ induces an isomorphismW → W ′ [Hu2, Proposition 24.1.B]. We will thus identify
W ′ with W . The restriction φ|T induces a W -equivariant Q-linear isomorphism YQ(T )→
YQ(T
′) by Lemma 3.7. This implies that the W -invariant positive definite quadratic form
on YQ(T
′) induced by ‖ · ‖′ lifts to one on YQ(T ), hence (ii) holds by Lemma 3.8.
(iii) Let S be a maximal torus of H. Then T = Z(G)◦ ·S is a maximal torus of G. We
can identify W (S,H) with W := W (T,G). Let µ1, µ2, . . . , µm be an orthonormal basis of
YQ(S) relative to the W -invariant positive definite inner product (, )S on YQ(S) induced
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by ‖ · ‖H . It follows from Lemma 3.7 that we can take µm+1, µm+2, . . . , µn ∈ YQ(Z(G)◦)
such that µ1, µ2, . . . , µn is a basis of YQ(T ). Define a bilinear form (, ) on YQ(T ) with
(µi, µj) = δij. Then (λ, µ)S = (λ, µ) for all λ, µ ∈ Y (S). Since W acts trivially on
Z(G)◦, (, ) is W -invariant positive definite inner product on YQ(T ). Therefore (ii) holds
by Lemma 3.8. ¤
3.10. Let ‖ · ‖ be a norm on YQ(G), v ∈ V \0, and λ ∈ Y (G)\0. We say that λ is optimal
for v if and only if
m(v, λ)
‖λ‖ ≥
m(v, µ)
‖µ‖ for all µ ∈ Y (G) \ 0.
The notion of optimality depends in general the choice of the norm ‖ · ‖. However, for
the adjoint representation, it is independent of the choice, see [He1, Theorem 7.2]. If λ is
optimal for v, it is clear that nλ is optimal for v for all n ∈ Z>0.
We say that λ is primitive if and only if we cannot write λ = nµ with n ∈ Z>1,
µ ∈ Y (G). There exists a unique primitive µ ∈ Y (G) such that nµ = λ for some n ∈ Z>0,
since Y (Imλ) ' Z. We will write Λv,G for the set of primitive cocharacters of G which
are optimal for v. We will drop the index G when it is clear.
Lemma. Let v ∈ V \ 0 and λ ∈ Y (G) \ 0.
(i) If λ is primitive (resp. optimal for v), then g.λ is primitive (resp. optimal for g.v) for
any g ∈ G. In particular, g.Λv = Λg.v for all g ∈ G.
(ii) Assume that v is G-unstable and λ is optimal for v. Then m(v, λ) > 0.
Proof. (i) If λ is primitive, then g.λ is primitive for all g ∈ G, since the actions of G and
Z on Y (G) commute.
Assume that λ is optimal for v. It follows from Lemma 3.2 that m(g.v, g.µ) = m(v, µ)
for all g ∈ G and µ ∈ Y (G) \ 0. We have
m(g.v, g.λ)
‖g.λ‖ =
m(v, λ)
‖λ‖ ≥
m(v, g−1.µ)
‖g−1.µ‖ =
m(g.v, µ)
‖µ‖ .
Therefore g.λ is optimal for g.v.
(ii) There exists µ ∈ Y (G) \ 0 such that m(v, µ) > 0 by Lemma 3.2. Therefore
m(v, λ) ≥ ‖λ‖ · m(v,µ)‖µ‖ > 0. ¤
3.11. Lemma. Let φ : G → G′ be a central isogeny of algebraic groups, X ∈ N (g) \ 0,
and X ′ = dφ(X). Let ‖ · ‖′ be a norm on YQ(G′) and ‖ · ‖ the norm on YQ(G) lifting ‖ · ‖′
as in Lemma 3.9.
(i) We have m(X,µ) = m(X ′, φ ◦ µ) for all µ ∈ Y (G).
(ii) (Cf. [He1, Proposition 10.4], [Mc, Lemma 14].) For each λ ∈ Y (G) \ 0, λ is optimal
for X if and only if φ ◦ λ is optimal for X ′.
(iii) Let λ′ ∈ Y (G′) \ 0 be optimal for X ′. Then there exists λ ∈ Y (G) which is optimal
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for X and there exists n ∈ Z>0 such that φ ◦ λ = nλ′ and m(X,λ) = nm(X ′, λ′).
Proof. (i) Let µ ∈ Y (G) and k = m(X,µ). We can write X =∑i≥kXi with Xi ∈ g(i;µ).
Then Xk 6= 0 and X ′ =
∑
i≥k dφ(Xi). It follows from Lemma 3.5 that dφ(Xi) ∈ g′(i;φ◦µ)
for all i ∈ Z, and that dφ(Xk) 6= 0 if k 6= 0. Therefore (i) holds if k 6= 0.
Assume that k = 0. Suppose that dφ(X0) = 0. Then X0 ∈ ker dφ ⊂ z(g), hence X0 is
semisimple by [Bo, Lemma 22.2]. On the other hand,
∑
i>0Xi ∈ u(µ), hence is nilpotent
by Lemma 3.5. Moreover, [X0,
∑
i>0Xi] = 0 sinceX0 ∈ z(g). ThereforeX = X0+
∑
i>0Xi
is the Jordan decomposition. Since X is nilpotent, we must have X0 = 0, hence k > 0.
This is a contradiction. Therefore dφ(X0) 6= 0 and m(X ′, φ ◦ µ) = 0 = k.
(ii) Recall that ‖µ‖ = ‖φ ◦ µ‖′ for all µ ∈ Y (G). We have m(X,µ)‖µ‖ = m(X
′,φ◦µ)
‖φ◦µ‖′ for
all µ ∈ Y (G) \ 0 by (i). Let m = maxµ∈Y (G)\0 m(X,µ)‖µ‖ . Then m(X,λ)‖λ‖ = m if and only if
m(X′,φ◦λ)
‖φ◦λ‖′ = m. On the other hand,
m = max
µ∈Y (G)\0
m(X ′, φ ◦ µ)
‖φ ◦ µ‖′ = max`−1µ∈YQ(G)\0
m(X ′, `−1(φ ◦ µ))
‖`−1(φ ◦ µ)‖′
= max
`−1µ′∈YQ(G′)\0
m(X ′, `−1µ′)
‖`−1µ′‖′ = maxµ′∈Y (G′)\0
m(X ′, µ′)
‖µ′‖′
by Lemma 3.7. This implies (ii).
(iii) There exists n−1λ ∈ YQ(G) such that n−1(φ ◦ λ) = λ′ by Lemma 3.7. Then
φ ◦ λ = nλ′ and λ is optimal for X by (ii). Moreover, nm(X ′, λ′) = m(X ′, nλ′) =
m(X ′, φ ◦ λ) = m(X,λ) by (i). ¤
3.12. From now on we fix a norm ‖·‖ on YQ(G), and for any maximal torus T of G let (, )T
be the W (T,G)-invariant positive definite inner product on YQ(T ) induced by ‖ · ‖. The
usual pairing 〈, 〉T naturally extends to XQ(T )×YQ(T )→ Q, where XQ(T ) = X(T )
⊗
ZQ.
The indices T will be omitted when they are unambiguous.
Let T be a maximal torus of G and W = W (T,G). Then (, )T and 〈, 〉T induce a Q-
linear isomorphism fT : XQ(T )→ YQ(T ). We have 〈χ, λ〉T = (fT (χ), λ)T for all χ ∈ X(T )
and λ ∈ Y (T ). We will write χ∗ = fT (χ) and A∗ = fT (A) for all χ ∈ X(T ) and A ⊂ X(T ).
Lemma. The Q-linear isomorphism fT : XQ(T ) → YQ(T ) is W -equivariant. Moreover,
α∨ = 2α∗
(α∗,α∗)T
for all α ∈ R(T,G).
Proof. Let χ ∈ XQ(T ) and w ∈ W . If µ ∈ YQ(T ), then
((w.χ)∗, µ) = 〈w.χ, µ〉 = 〈χ,w−1.µ〉 = (χ∗, w−1.µ) = (w.χ∗, µ).
This implies that (w.χ)∗ = w.χ∗. Therefore fT is W -equivariant. Set R = R(T,G). Let
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α ∈ R and sα the reflection relative to α. Then
(α∗, χ∗) = (sα.α∗, sα.χ∗) = ((sα.α)∗, (sα.χ)∗) = ((−α)∗, (χ− 〈χ, α∨〉α)∗)
= (−α∗, χ∗ − 〈χ, α∨〉α∗) = −(α∗, χ∗) + (χ∗, α∨)(α∗, α∗) = −(α∗, χ∗) + ((α∗, α∗)α∨, χ∗).
Therefore (2α∗, χ∗) = ((α∗, α∗)α∨, χ∗). This implies that 2α∗ = (α∗, α∗)α∨. ¤
3.13. Keep the notations from 3.12. The maximal torus T defines a grading V =⊕
χ∈X(T ) Vχ. Let v ∈ V , and write v =
∑
χ∈X(T ) vχ with vχ ∈ Vχ. We set ST (v) =
{χ ∈ X(T )|vχ 6= 0}, and write KT (v) for the convex hull of ST (v)∗ in YQ(T ). Note that
ST (v) is a finite set since V is finite dimensional.
Lemma. Let v ∈ V \ 0, λ ∈ Y (G), k = m(v, λ), and T a maximal torus of G containing
Imλ. Write v =
∑
i∈Z vi with vi ∈ V (i;λ).
(i) We have ST (vi) = {χ ∈ ST (v)|〈χ, λ〉 = i} for all i ∈ Z, and KT (vk) = {µ ∈
KT (v)|(µ, λ) = k}. In particular, ST (v) =
⊔
i≥k ST (vi).
(ii) We have
k = min
χ∈ST (v)
〈χ, λ〉 = min
µ∈KT (v)
(µ, λ).
Proof. (i) For any i ∈ Z, we have
V (i;λ) =
⊕
χ∈X(T )
〈χ,λ〉=i
Vχ.
Therefore ST (vi) = {χ ∈ ST (v)|〈χ, λ〉 = i} for all i ∈ Z, and ST (v) =
⊔
i≥k ST (vi). In
particular, k = minχ∈ST (v)〈χ, λ〉 and KT (vk) ⊂ {µ ∈ KT (v)|(µ, λ) = k}.
Let µ ∈ KT (v) with (µ, λ) = k. Write µ =
∑
i ciµi with µi ∈ ST (v)∗ and ci ∈ Q>0 such
that
∑
i ci = 1. Then (µi, λ) ≥ k for all i. Since ST (v) =
⊔
i≥k ST (vi), we have
k = (µ, λ) =
∑
i
ci(µi, λ) ≥
∑
i
cik = k,
hence (µi, λ) = k for all i. This implies that µi ∈ ST (vk)∗ for all i, hence µ ∈ KT (vk).
(ii) We have seen above k = minχ∈ST (v)〈χ, λ〉. Therefore
k = min
χ∈ST (v)
〈χ, λ〉 = min
µ∈ST (v)∗
(µ, λ) ≥ min
µ∈KT (v)
(µ, λ).
Let µ ∈ KT (v), and write µ =
∑
i ciµi with µi ∈ ST (v)∗ and ci ∈ Q>0 such that∑
i ci = 1. We have
(µ, λ) =
∑
i
ci(µi, λ) ≥
∑
i
cik = k.
Therefore k = minµ∈KT (v)(µ, λ). ¤
3.14. Lemma Let v ∈ V \ 0 and T a maximal torus of G.
(i) (See [Sl, Lemma 1].) There exists a unique µT (v) ∈ KT (v) with ‖µT (v)‖ minimal in
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KT (v).
(ii) (See [Sl, Lemma 2 and Folgerung].) v is T -unstable if and only if µT (v) 6= 0, in which
case ‖µT (v)‖2 = m(v, µT (v)).
(iii) (See [Sl, Lemma 3].) Assume that v is T -unstable, and let λT (v) be the unique
primitive cocharacter with λT (v) ∈ Q>0µT (v). Then Λv,T = {λT (v)}. ¤
We will use the notations µT (v) and λT (v) in the sense of this lemma.
3.15. The main theorem of the Kempf-Rousseau theory is the following.
Theorem. (See [Sl, Satz, Lemma 6, and Korollar 2].) Let v ∈ V \ 0 be G-unstable.
(i) Λv is nonempty, and there exists a unique parabolic subgroup P (v) of G such that
P (v) = P (λ) for all λ ∈ Λv.
(ii) P (v) acts transitively on Λv.
(iii) For any maximal torus T of P (v) we have Λv ∩ Y (T ) = Λv,T = {λT (v)}.
(iv) The isotropy group Gv is contained in P (v).
(v) We have g.Λv = Λg.v = Λv for all g ∈ P (v). ¤
Let v ∈ V \ 0 be G-unstable. We will write P (v) = PG(v) as in Theorem 3.15(i).
We will also write UG(v) = Ru(PG(v)), p(v) = Lie(PG(v)), and u(v) = Lie(UG(v)). The
indices G will be omitted when they are unambiguous. It follows from Theorem 3.15 that
there exists a unique m(v) ∈ Z such that m(v) = m(v, λ) for all λ ∈ Λv, see Lemma
3.6(i). Note that m(v) > 0 by Lemma 3.10. Set
Λ′v = {λ ∈ Λv|v ∈ V (m(v);λ)}.
Corollary. Let v ∈ V \ 0 be G-unstable.
(i) If λ is optimal for v, then P (v) = P (λ) and U(v) = U(λ).
(ii) We have P (g.v) = gP (v)g−1 and U(g.v) = gU(v)g−1 for all g ∈ G.
(iii) U(v) acts transitively on Λv.
(iv) Assume that Λ′v is nonempty. Then Gv and U(v)v act transitively on Λ
′
v. Moreover,
U(v)v is connected and Gv = L(λ)v n U(v)v is a semidirect product as algebraic groups
for all λ ∈ Λ′v.
(v) Consider the adjoint representation of G. Let X ∈ N (g) \ 0. Then X ∈ u(X) and
ΛX,G = ΛX,DG. If G satisfies the property (C) in 1.2, then gX ⊂ p(X).
Proof. (i) One follows from Lemma 3.5(i).
(ii) One follows from Lemmas 3.10(i) and 3.5(iii).
(iii) Let λ ∈ Λv. Then Λv = P (λ).λ by Theorem 3.15. On the other hand, P (λ) = U(λ)·
L(λ) = U(v) · CG(Imλ) by Lemma 3.5. Therefore Λv = P (λ).λ = (U(v) · CG(Imλ)).λ =
U(v).λ.
(iv) Let k = m(v) and λ ∈ Λ′v. If g ∈ Gv, then v = g.v ∈ V (k; g.λ) and g.λ ∈ Λv by
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Theorem 3.15. Therefore Λ′v is Gv-stable.
Let µ ∈ Λ′v. Then v ∈ V (k;λ)∩V (k;µ), and there exists u1 ∈ U(λ) such that µ = u−11 .λ
by (iii). We have v, u1.v ∈ V (k;λ), hence u1.v = v by Lemma 3.6. Therefore u1 ∈ U(v)v,
hence U(v)v, a fortiori Gv, acts transitively on Λ
′
v.
Let u ∈ U(v)v. Since v ∈ V (k;λ), we have λ(ξ)uλ(ξ)−1 ∈ Gv for all ξ ∈ k×. Since Imλ
normalizes U(λ), we can define the morphism λu : k× → U(v)v via ξ 7→ λ(ξ)uλ(ξ)−1. Let
T be a maximal torus of G containing Imλ and R = R(T,G). We can write
u =
∏
α∈R
〈α,λ〉>0
xα(aα)
with aα ∈ k by Lemma 3.5. Then
λu(ξ) =
∏
α∈R
〈α,λ〉>0
xα(aαξ
〈α,λ〉)
for all ξ ∈ k×. This shows that λu extends to a morphism λ˜u : k→ U(v)v with λ˜u(0) = e.
We have Im λ˜u ⊂ (U(v)v)◦. This implies that u = λ˜u(1) ∈ (U(v)v)◦, hence U(v)v is
connected.
Let g ∈ Gv. Since Gv ⊂ P (v) = U(v)L(λ), we can write g = u′z with u′ ∈ U(v),
z ∈ L(λ). We have v = g.v = u′.(z.v) ∈ z.v +⊕i>k V (i;λ). On the other hand, v, z.v ∈
V (k;λ) by Lemma 3.6. Therefore v = z.v, hence z ∈ L(λ)v. Moreover, u′ = gz−1 ∈ Gv,
hence u′ ∈ U(v)v. Therefore Gv = L(λ)v n U(v)v is a semidirect product as groups by
Lemma 3.5. It follows from Lemma 3.5(i) that Lie(L(λ)v) ⊂ g(0;λ) and Lie(U(v)v) ⊂⊕
i>0 g(i;λ), hence Lie(L(λ)v) ∩ Lie(U(v)v) = {0}. Therefore Gv = L(λ)v n U(v)v is a
semidirect product as algebraic groups
(v) Let λ ∈ ΛX . Since m(X,λ) = m(X) > 0, we have X ∈ u(λ) = u(X). Let T
be a maximal torus of G containing Imλ. Then T ⊂ L(λ) ⊂ P (λ), hence λ = λT (X)
by Theorem 3.15. Set R = R(T,G) and R∨ = R∨(T,G). Since ST (X) ⊂ R, we have
µT (X) ∈ KT (X) ⊂ QST (X)∗ ⊂ QR∨ by Lemma 3.12. This shows that λ ∈ QR∨, hence
Imλ ⊂ DG by [Sp, Proposition 8.1.8]. Therefore λ ∈ ΛX,G ∩ Y (DG) ⊂ ΛX,DG. We
have ΛX,G = UG(λ).λ and ΛX,DG = UDG(λ).λ by (iii). Since UG(λ) = UDG(λ), we have
ΛX,G = ΛX,DG.
Assume that G satisfies (C). Then gX = Lie(GX), hence gX ⊂ Lie(P (X)) by Theorem
3.15(iv). ¤
3.16. Lemma. Let T be a maximal torus of G, and assume that v ∈ V \0 is T -unstable.
Let k = m(v, λT (v)) and v
′ ∈ v +⊕i>k V (i;λT (v)). Then λT (v) = λT (v′).
Proof. Write v =
∑
i≥k vi with vi ∈ V (i;λT (v)). We have k = m(v, λT (v)) = (µT (v), λT (v))
by Lemma 3.14. This implies that µT (v) ∈ KT (vk) by Lemma 3.13. Therefore µT (v) =
µT (vk) by definition. In particular, λT (v) = λT (vk).
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Let µ ∈ Y (T )\0. Then m(vk, µ) ≥ m(v′, µ) since ST (vk) ⊂ ST (v′). On the other hand,
λT (vk) ∈ Λvk,T by Lemma 3.14. Therefore
m(v′, λT (v))
‖λT (v)‖ =
k
‖λT (v)‖ =
m(vk, λT (v))
‖λT (v)‖ =
m(vk, λT (vk))
‖λT (vk)‖ ≥
m(vk, µ)
‖µ‖ ≥
m(v′, µ)
‖µ‖ .
This implies that λT (v) ∈ Λv′,T = {λT (v′)} by Theorem 3.15. ¤
3.17. Let λ ∈ Y (G) \ 0 and T a maximal torus of G containing Imλ. We will write T λ
for the subgroup of T generated by all Imµ with µ ∈ Y (T ) satisfying (µ, λ)T = 0, and
L⊥(λ) for the subgroup of L(λ) generated by T λ and DL(λ).
Lemma. Let λ ∈ Y (G) \ 0 and T a maximal torus of G containing Imλ.
(i) T λ is a subtorus of T and T λ · Imλ = T . We have
YQ(T
λ) = {µ ∈ YQ(T )|(µ, λ)T = 0} = {µ− (µ, λ)T
(λ, λ)T
λ|µ ∈ YQ(T )}. (1)
(ii) We have gT λg−1 = (gTg−1)g.λ for all g ∈ G. In particular, zT λz−1 = (zTz−1)λ for
all z ∈ L(λ).
(iii) L⊥(λ) = T λ · DL(λ) and is connected reductive, and hence L(λ) = L⊥(λ) · Imλ.
(iv) L⊥(λ) is independent of the choice of T .
(v) T λ is a maximal torus of L⊥(λ).
(vi) If S is a maximal torus of L⊥(λ), Then there exists a maximal torus T of L(λ) such
that S = T λ.
Proof. (i) T λ is closed and connected by [Sp, Corollary 2.2.7]. Therefore T λ is a subtorus
of T [Sp, Corollary 3.2.7]. Choose χ ∈ X(T ) \ 0 such that χ∗ = nλ for some n ∈ Z.
If µ ∈ X(T ) with (µ, λ)T = 0, then 〈χ, µ〉T = (nλ, µ)T = 0, hence Imµ ⊂ kerχ. This
implies that T λ ⊂ kerχ 6= T . Therefore dimT λ < dimT . On the other hand, {µ ∈
Y (T )|(µ, λ)T = 0} ⊂ Y (T λ) by definition. Therefore
{µ− (µ, λ)T
(λ, λ)T
λ|µ ∈ YQ(T )} = {µ ∈ YQ(T )|(µ, λ)T = 0} ⊂ YQ(T λ),
hence
dimT − 1 = dimQ YQ(T )− 1 = dimQ{µ− (µ, λ)T
(λ, λ)T
λ|µ ∈ YQ(T )}
≤ dimQ YQ(T λ) = dimT λ < dimT.
This implies (1). In particular, YQ(T ) ⊂ YQ(T λ) + YQ(Imλ) ⊂ YQ(T λ · Imλ). Therefore
T λ · Imλ = T .
(ii) If µ ∈ Y (T ) with (µ, λ)T = 0, then (g.µ, g.λ)gTg−1 = 0 for all g ∈ G. This implies
that gT λg−1 ⊂ (gTg−1)g.λ for all g ∈ G. Then (gTg−1)g.λ = gg−1(gTg−1)g.λgg−1 ⊂
gT λg−1 for all g ∈ G. Therefore (ii) holds.
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(iii) L⊥(λ) is closed and connected by [Sp, Corollary 2.2.7]. We have L⊥(λ) = T λ ·
DL(λ), and hence Ru(L⊥(λ)) = Ru(DL(λ)) = 0. Therefore L⊥(λ) is reductive. Also we
have L(λ) = DL(λ) · T = DL(λ) · T λ · Imλ = L⊥(λ) · Imλ.
(iv) Let T ′ be a maximal torus of G containing Imλ. Since T, T ′ ⊂ L(λ), there exists
z ∈ DL(λ) such that zTz−1 = T ′. Therefore T ′λ = (zTz−1)λ = zT λz−1 by (ii). This
shows that T ′λ · DL(λ) = L⊥(λ).
(v) Let α ∈ R(T, L(λ)) and α∨ the coroot of α. Then 〈α, λ〉T = 0 by Lemma 3.5. It
follows from Lemma 3.12 that (α∨, λ)T = 0, hence Imα∨ ⊂ T λ. Therefore T λ contains
a maximal torus of DL(λ) by [Sp, Proposition 8.1.8]. This implies that T λ is a maximal
torus of L⊥(λ) by (iii).
(vi) Let T be a maximal torus of L(λ) containing S. Then T λ is a maximal torus of
L⊥(λ), hence there exists z ∈ L⊥(λ) such that S = zT λz−1. Since zT λz−1 = (zTz−1)λ,
(vi) holds. ¤
3.18. Let λ ∈ Y (G) \ 0 and T a maximal torus of G containing Imλ. The norm ‖ · ‖ on
YQ(G) restricts to a norm on YQ(L
⊥(λ)) by Lemma 3.9. Let fTλ : XQ(T λ) → YQ(T λ) be
the Q-linear isomorphism as in 3.12. We will write χ∗ = fT (χ) and A∗ = fT (A) for all
χ ∈ X(T ) and A ⊂ X(T ).
Lemma.
(i) We have fTλ(χ|Tλ) = χ∗ − (χ∗,λ)T(λ,λ)T λ for all χ ∈ X(T ).
(ii) Let v ∈ V (k;λ) \ 0 for some k ∈ Z>0. Then µT (v)− k(λ,λ)T λ = µTλ(v).
Proof. (i) Let χ ∈ X(T ) and µ ∈ YQ(T λ). We have (µ, λ)T = 0 by Lemma 3.17. Therefore
(χ∗ − (χ∗, λ)T
(λ, λ)T
λ, µ)Tλ = (χ∗, µ)T = 〈χ, µ〉T = 〈χ|Tλ , µ〉Tλ = (fTλ(χ|Tλ), µ)Tλ .
The nondegeneracy of (, )Tλ implies (i).
(ii) We have (χ∗, λ)T = 〈χ, λ〉T = k for all χ ∈ ST (v), see Lemma 3.13. Therefore
fTλ(χ|Tλ) = χ∗ − k(λ,λ)T λ for all χ ∈ ST (v) by (i). This implies that ST (v)∗ − k(λ,λ)T λ =
fTλ({χ|Tλ|χ ∈ ST (v)}). On the other hand, Vχ′ =
⊕
χ∈X(T ),χ|
Tλ
=χ′ Vχ for all χ
′ ∈ X(T λ),
hence the restriction X(T )→ X(T λ) induces a surjection ST (v)→ STλ(v). Therefore we
have
ST (v)∗ − k
(λ, λ)T
λ = fTλ({χ|Tλ|χ ∈ ST (v)}) = fTλ(STλ(v)),
hence KT (v) = KTλ(v) +
k
(λ,λ)T
λ. Since λ is orthogonal to YQ(T
λ), µTλ(v) +
k
(λ,λ)T
λ is
minimal in KT (v) with respect to ‖ · ‖. This implies that µT (v) = µTλ(v) + k(λ,λ)T λ. ¤
3.19. In order to prove our key result, we will show a result slightly stronger than [Sl,
Proposition 1].
Theorem. (Cf. [Sl, Proposition 1], [PV, Theorem 5.4].) Let v ∈ V \ 0 and λ ∈ Y (G) \ 0.
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Assume that k := m(v, λ) > 0. Write v =
∑
i≥k vi with vi ∈ V (i;λ). Then λ is optimal
for v if and only if vk is L
⊥(λ)-semistable (i.e., not L⊥(λ)-unstable).
Proof. Note that v is G-unstable since m(v, λ) > 0. We may assume that λ is primitive.
Suppose that λ ∈ Λv. If vk is S-semistable for every maximal torus S of L⊥(λ), then
vk is L
⊥(λ)-semistable by definition. Any maximal torus of L⊥(λ) is the form T λ for
some maximal torus T of L(λ) by Lemma 3.17. Therefore it suffices to show that vk is
T λ-semistable for any maximal torus T of L(λ). Let T be a maximal torus of L(λ). Then
λ ∈ Y (T ), hence λ = λT (v) by Theorem 3.15. Moreover, λ = λT (vk) by Lemma 3.16.
This shows that µTλ(vk) and λ are proportional by Lemma 3.18. On the other hand,
(λ, µTλ(vk)) = 0 by Lemma 3.17(i). Therefore ‖µTλ(vk)‖2 = 0, hence µTλ(vk) = 0. This
implies that vk is T
λ-semistable by Lemma 3.14.
Suppose conversely that vk is L
⊥(λ)-semistable. P (λ) and P (v) have a common
maximal torus T ′ of G by [Hu2, Corollary 28.3]. Choose u ∈ U(λ) such that T˜ :=
uT ′u−1 ⊂ L(λ). Then λ ∈ Y (T˜ ), hence vk is T˜ λ-semistable by the assumption. Therefore
µT˜λ(vk) = 0 by Lemma 3.14. This implies that λ = λT˜ (vk) by Lemma 3.18. This shows
that λ = λT˜ (u.v) by Lemma 3.16. Since T˜ ⊂ uP (v)u−1 = P (u.v), we have λ ∈ Λu.v = Λv
by Theorem 3.15. ¤
Corollary. Let v ∈ V \0 be G-unstable and λ ∈ Λv. Write v =
∑
i≥k vi with vi ∈ V (i;λ),
where k = m(v). Then Λv = Λvk and P (v) = P (vk).
Proof. It follows from Theorem 3.19 that vk is L
⊥(λ)-semistable, hence λ ∈ Λvk . Therefore
P (v) = P (λ) = P (vk). Moreover, Λv = P (λ).λ = Λvk by Theorem 3.15. ¤
4. Pommerening’s theorem
We fix a norm ‖ · ‖ on YQ(G).
In this section, we will apply the Kempf-Rousseau theory to the adjoint representation
Ad: G→ GL(g), and prove Pommerening’s theorem and its applications. For any X ∈ g,
λ ∈ Y (G), and i ∈ Z, we denote by g(i;λ)X = g(i;λ) ∩ gX . For any X ∈ N (g) \ 0, we
will write
Λ′X := {λ ∈ ΛX |X ∈ g(m(X);λ)}.
We will show that Λ′X is nonempty if p is good for G.
4.1. Lemma (Cf. [Ja2, Lemma 5.7].) Assume that G satisfies (H) in 1.2. Let λ ∈
Y (G) and X ∈ g(k;λ) for some k ∈ Z. Then [g(n − k;λ), X] = g(n;λ) if and only if
g(−n;λ)X = 0, for each n ∈ Z.
Proof. Let κ be the nondegenerate trace form in (H). We have g(i;λ) = gχ if χ ∈ X(Imλ)
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with 〈χ, λ〉 = i. Therefore Lemma 1.2 implies that g(n;λ)⊥ = ⊕i∈Z\{−n} g(i;λ) for
all n ∈ Z. Let n ∈ Z and Y ∈ g(−n;λ). Then [X,Y ] ∈ g(k − n;λ). Since κ is
associative, κ([g(n−k;λ), X], Y ) = κ(g(n−k;λ), [X, Y ]). Therefore Y ∈ [g(n−k;λ), X]⊥
if and only if [X, Y ] ∈ g(n − k;λ)⊥ = ⊕i∈Z\{k−n} g(i;λ) if and only if [X, Y ] = 0. This
implies that [g(n − k;λ), X]⊥ ∩ g(−n;λ) = g(−n;λ)X . Since κ induces a perfect pairing
g(n;λ)× g(−n;λ)→ k, we have
dim g(n;λ)− dim[g(n− k;λ), X] = dim([g(n− k;λ), X]⊥ ∩ g(−n;λ)) = dim g(−n;λ)X .
Therefore [g(n− k;λ), X] = g(n;λ) if and only if g(−n;λ)X = 0. ¤
4.2. Lemma. Assume that G satisfies (H). Let X ∈ N (g) \ 0 and λ ∈ ΛX . Write
X =
∑
i≥kXi with Xi ∈ g(i;λ), where k = m(X). Then [g(n;λ), Xk] = g(n+ k;λ) for all
n ∈ Z>−k.
Proof. We have λ ∈ ΛXk by Corollary 3.19. Since G satisfies (C) [Proposition 1.9], we
have gXk ⊂ p(Xk) =
⊕
i≥0 g(i;λ) by Corollary 3.15. This implies that g(−n;λ)Xk = 0 for
all n ∈ Z>0. Therefore the lemma holds by Lemma 4.1. ¤
Proposition. Assume that G satisfies (H). Let X ∈ N (g) \ 0 and k = m(X). Then
Λ′X is nonempty. We have [g(n;λ), X] = g(n + k;λ) for all n ∈ Z>−k and λ ∈ Λ′X . In
particular, Ad(P (X))(X) is open in
⊕
i≥k g(i;λ) and Ad(L(λ))(X) is open in g(k;λ) for
all λ ∈ Λ′X .
Proof. Let µ ∈ ΛX , and write X =
∑
i≥kXi with Xi ∈ g(i;µ). It follows from Lemma 4.2
that [u(µ), Xk] =
⊕
i>k g(i;µ). In particular,
dimAd(U(µ))(Xk) ≥ dim[u(µ), Xk] = dim
⊕
i>k
g(i;µ)
On the other hand, Lemma 3.6 implies that
Ad(U(µ))(Xk) ⊂ Xk +
⊕
i>k
g(i;µ).
Moreover, Ad(U(µ))(Xk) is closed by [Sp, Proposition 2.4.14]. Therefore
Ad(U(µ))(Xk) = Xk +
⊕
i>k
g(i;µ).
Take u ∈ U(µ) such that X = Ad(u)(Xk) ∈ g(k;u.µ). Then u.µ ∈ Λ′X by Theorem 3.15.
Therefore Λ′X is nonempty.
Let λ ∈ Λ′X . It follows from Lemma 4.2 that [g(n;λ), X] = g(n + k;λ) for all n ∈
Z>−k. In particular, we have [p(X), X] =
⊕
i≥k g(i;λ) and [l(λ), X] = g(k;λ). Therefore
Ad(P (X))(X) is dense in
⊕
i≥k g(i;λ) and Ad(L(λ))(X) is dense in g(k;λ). It follows
from [Hu2, Proposition 8.3] that Ad(P (X))(X) is open in
⊕
i≥k g(i;λ) and Ad(L(λ))(X)
is open in g(k;λ). ¤
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4.3. Proposition. Assume that G satisfies (H). Let X ∈ N (g) \ 0 and λ ∈ Λ′X . Then
L(λ)X is (not necessarily connected) reductive.
Proof. We will imitate the proof of [Pr, Theorem 2.3(iii)]. Since λ ∈ Λ′X , X is L⊥(λ)-
semistable by Theorem 3.19. Consider the restriction AdG |L⊥(λ) : L⊥(λ) → GL(g(k;λ)),
where k = m(X). There exists a homogeneous f ∈ k[g(k;λ)]L⊥(λ) of positive degree such
that f(X) 6= 0 by Corollary 3.4. Since L(λ) = L⊥(λ) · Imλ by Lemma 3.17, we have
Ad(L(λ))(X) ⊂ {Z ∈ g(k;λ)|f(Z) 6= 0}.
Let Y ∈ g(k;λ) with f(Y ) 6= 0. Then Y is L⊥(λ)-semistable [Corollary 3.4], hence
λ ∈ Λ′Y by Theorem 3.19. Therefore Ad(L(λ))(X) and Ad(L(λ))(Y ) are nonempty open in
g(k;λ) by Proposition 4.2. This implies that Ad(L(λ))(X) intersects Ad(L(λ))(Y ), hence
Y ∈ Ad(L(λ))(X). Therefore we have Ad(L(λ))(X) = {Z ∈ g(k;λ)|f(Z) 6= 0}. This
shows that Ad(L(λ))(X) is affine by [Hu2, 1.5]. On the other hand, we have [l(λ), X] =
g(k;λ) [Proposition 4.2], hence the surjective morphism L(λ) ³ Ad(L(λ))(X) via g 7→
Ad(g)(X) induces an isomorphism L(λ)/L(λ)X → Ad(L(λ))(X) of varieties by [Bo,
Proposition 6.7]. Therefore L(λ)/L(λ)X is also affine, hence L(λ)X is reductive by Theo-
rem 3.4. ¤
4.4. Theorem. Assume that p is good for G. Let X ∈ N (g) \ 0 and k = m(X).
(i) Λ′X is nonempty. GX and U(X)X act transitively on Λ
′
X .
(ii) For each λ ∈ Λ′X , Ad(P (X))(X) is open in
⊕
i≥k g(i;λ) and Ad(L(λ))(X) is open in
g(k;λ).
(iii) Let λ ∈ Λ′X . Then L(λ)X is reductive and Ru(GX) = U(X)X . Moreover, GX =
L(λ)X n U(X)X is a semidirect product as algebraic groups.
(iv) Assume that X is distinguished. For each λ ∈ Λ′X ,
dim g(0;λ) = dim g(k;λ) + dimZ(G).
Proof. Consider connected reductive algebraic groups G′ and G˜, and a central isogeny
φ : G′ → G as in Proposition 1.7. In particular, DG˜ ⊂ G′ ⊂ G˜ and G˜ satisfies (H). It
follows from Lemma 3.5 that dφ induces a bijection g′(i;λ′)→ g(i;φ◦λ′) for all λ′ ∈ Y (G′)
if i ∈ Z \ 0. There exists a norm ‖ · ‖∼ on YQ(G˜) which restricts to a norm on YQ(G′) such
that ‖φ ◦ λ′‖ = ‖λ′‖∼ for all λ′ ∈ Y (G′) by Lemma 3.9. There exists X ′ ∈ N (g′) \ 0 such
that dφ(X ′) = X by Proposition 1.8. Then X ′ ∈ N (g˜) \ 0.
(i) Λ′
X′,G˜ is nonempty by Proposition 4.2. It follows from Corollary 3.15 that Λ
′
X′,G˜ =
Λ′
X′,DG˜ = Λ
′
X′,G′ , hence Λ
′
X′,G′ is nonempty. Therefore Λ
′
X is also nonempty by Lemma
3.11. Moreover, GX and U(X)X act transitively on Λ
′
X by Corollary 3.15. This implies
(i).
(ii) Let λ ∈ Λ′X and k′ = m(X ′). There exist λ′ ∈ Λ′X′,G′ and n ∈ Z>0 such that
φ ◦ λ′ = nλ and k′ = nk by Lemma 3.11. It follows from Lemma 3.5 that φ(LG′(λ′)) =
L(λ), hence Ad(L(λ))(X) = dφ(AdG′(LG′(λ
′))(X ′)). Since LG˜(λ
′) = Z(G˜)◦ · LG′(λ′),
we have AdG′(LG′(λ
′))(X ′) = AdG˜(LG˜(λ
′))(X ′). It follows from Proposition 4.2 that
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AdG˜(LG˜(λ
′))(X ′) is dense in g˜(k′;λ′) = g′(k′;λ′). Therefore
dimAd(L(λ))(X) = dim dφ(AdG′(LG′(λ
′))(X ′)) = dimAdG′(LG′(λ′))(X ′)
= dimAdG˜(LG˜(λ
′))(X ′) = dim g′(k′;λ′) = dim dφ(g′(k′;λ′))
= dim g(k′;φ ◦ λ′) = dim g(nk;nλ) = dim g(k;λ)
This shows that Ad(L(λ))(X) is dense in g(k;λ), hence is open in g(k;λ) [Hu2, Proposition
8.3]. Likewise Ad(P (X))(X) is open in
⊕
i≥k g(i;λ).
(iii) We have φ(LG′(λ
′)X′) = L(λ)X by Lemma 1.8. Therefore
Ru(L(λ)X) = φ(Ru(LG′(λ
′)X′))
by [Bo, Corollary 14.11]. On the other hand, we have LG˜(λ
′)X′ = Z(G˜)◦ ·LG′(λ′)X′ , hence
Ru(LG′(λ
′)X′) = Ru(LG˜(λ
′)X′) = {e} by Proposition 4.3. Therefore Ru(L(λ)X) = {e},
hence L(λ)X is reductive. It follows from Corollary 3.15 that U(X)X is connected and
GX = L(λ)X n U(X)X is a semidirect product. In particular, Ru(GX) = U(X)X .
(iv) Assume finally that X is distinguished. Then U(X)X = Ru(GX) = (DGX)◦ by
Corollary 2.1. On the other hand, we have (GX)
◦ = Z(G)◦ · (DGX)◦, see 2.1. Therefore
(GX)
◦ = Z(G)◦ n U(X)X , hence (L(λ)X)◦ = Z(G)◦. Therefore
dim g(k;λ) = dimAd(L(λ))(X) = dimL(λ)− dimL(λ)X = dim g(0;λ)− dimZ(G). ¤
4.5. The following proposition holds in arbitrary characteristic.
Proposition. (Cf. [Po2, Satz 1.3].) Let λ ∈ Y (DG) be primitive, T a maximal torus of
G containing Imλ, and R = R(T,G). Choose a basis ∆ of R such that 〈α, λ〉 ≥ 0 for all
α ∈ ∆. Assume that there exists k ∈ Z>0 such that dim g(0;λ) = dim g(k;λ)+ dimZ(G).
(i) We have k = 1 or 2, and u(λ) =
⊕
i≥k g(i;λ).
(ii) For each α ∈ ∆, 〈α, λ〉 = 0 or k. In particular, P (λ) is distinguished.
Proof. Let G′ = DG and T ′ a maximal torus of G′ such that Imλ ⊂ T ′ ⊂ T . Then
R(T ′, G′) = {α|T ′|α ∈ R}, {α|T ′|α ∈ ∆} is a basis of R(T ′, G′), and 〈α|T ′ , λ〉T ′ = 〈α, λ〉T
for all α ∈ R. On the other hand, dimT = dimZ(G) + dimT ′, see the proof of Lemma
2.3. Therefore
dim g′(0;λ) = dimT ′ +#{α ∈ R|〈α, λ〉 = 0}
= dim g(0;λ)− dimZ(G) = dim g(k;λ) = dim g′(k;λ)
So we may assume that G is semisimple. Then dimZ(G) = 0. There exist a semisimple
algebraic C-group GC and a maximal torus TC of GC such that there exists an isomorphism
of root data
(X(T ), Y (T ), R,R∨(T,G)) ' (X(TC), Y (TC), R(TC, GC), R∨(TC, GC))
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by the existence theorem [Sp, Theorem 10.1.1]. We will write χC (resp. µC) for the
character (resp. cocharacter) of TC corresponding to χ ∈ X(T ) (resp. µ ∈ Y (T )). Then
R(TC, GC) = {αC|α ∈ R}, {αC|α ∈ ∆} is a basis of R(TC, GC), and 〈α, λ〉T = 〈αC, λC〉TC
for all α ∈ R. In particular, dim g(i;λ) = dim gC(i;λC) for all i ∈ Z.
Therefore we may further assume that k = C. Then G satisfies (H) since the Killing
form on g is nondegenerate, see [Hu2, Theorem 13.5] and [Hu1, Theorem 5.1]. In partic-
ular, G satisfies (F) by Proposition 1.9. Therefore the number of L(λ)-orbits in g(k;λ) is
finite by (F) and [Ri2, Theorem E]. This implies that there exists X ∈ g(k;λ) such that
Ad(L(λ))(X) is dense in g(k;λ). Then [g(0;λ), X] = g(k;λ). By the hypothesis, we must
have g(0;λ)X = 0, hence we have [X, g(−k;λ)] = g(0;λ) by Lemma 4.1. Let H = dλ( 2k ).
For any H ′ ∈ Lie(T ) and i ∈ C, we will write
g(i;H ′) = {Z ∈ g|[H ′, Z] = iZ}.
Since dλ(1) = k
2
H, we have g(i;λ) ⊂ g(i; k
2
H) = g( 2
k
i;H) for all i ∈ Z. This implies
that g =
⊕
j∈Z g(
2
k
j;H) and g(i;λ) = g( 2
k
i;H) for all i ∈ Z, since g = ⊕i∈Z g(i;λ).
We have X ∈ g(k;λ) = g(2;H) and H ∈ g(0;H) = g(0;λ) = [X, g(−k;λ)]. Choose
Y ∈ g(−k;λ) = g(−2;H) withH = [X,Y ]. It follows from [Hu2, Theorem 13.1] that there
exists a closed connected subgroup G1 of G such that Lie(G1) = CX⊕CH⊕CY ' sl2(C).
Since G1 is isomorphic to PGL2(C) or SL2(C) [Sp, Theorem 7.2.4], we obtain a morphism
φ : SL2(C) → G of algebraic groups such that dφ( 0 10 0 ) = X, dφ( 1 00 −1 ) = H, dφ( 0 01 0 ) = Y .
Define λH ∈ Y (G) with λH(ξ) = φ( ξ 00 ξ−1 ). Then dλH(1) = H = dλ( 2k ), hence λH = 2kλ.
(i) Since λ is primitive, we have Y (Imλ) = Zλ, hence 2
k
λ = λH ∈ Zλ. Therefore we
must have 2
k
∈ Z, hence k = 1 or 2. If k = 1, then u(λ) =⊕i≥k g(i;λ) is obvious.
Assume that k = 2. We will use Jantzen’s argument (cf. [Ca, Proposition 5.7.6]).
Let Z ∈ u(λ) be a Richardson element for P (λ). Then Ad(P (λ))(Z) is dense in u(λ).
Therefore [p(λ), Z] = u(λ). We can write Z =
∑
i>0 Zi with Zi ∈ g(i;λ). We have
[p(λ), Z] ∩⊕2i=1 g(i;λ) =⊕2i=1 g(i;λ), hence
[g(0;λ), Z1 + Z2] + [g(1;λ), Z1] =
2⊕
i=1
g(i;λ)
Suppose that Z1 6= 0. Then dim[g(1;λ), Z1] = dim g(1;λ) − dim g(1;λ)Z1 < dim g(1;λ),
hence we have
dim
2⊕
i=1
g(i;λ) ≤ dim[g(0;λ), Z1 + Z2] + dim[g(1;λ), Z1]
< dim g(0;λ) + dim g(1;λ) = dim
2⊕
i=1
g(i;λ).
This is a contradiction. So we must have Z1 = 0, hence u(λ) = [p(λ), Z] ⊂
⊕
i≥2 g(i;λ).
Therefore we have u(λ) =
⊕
i≥2 g(i;λ).
(ii) The sl2-theory implies that gY =
⊕
i≤0 g(i;H), see [Hu1, Theorem 6.3, Theorem
7.2]. Therefore gY =
⊕
i≤0 g(i;λ). Let α ∈ ∆. Then 〈α, λ〉 ≥ 0 by the hypothesis. For
33
any β ∈ R, choose Zβ ∈ gβ \ 0. If [Zα, Y ] = 0, then Zα ∈ gY ⊂
⊕
i≤0 g(i;λ), hence
〈α, λ〉 = 0.
Assume that [Zα, Y ] 6= 0. We can write Y =
∑
β<0 aβZβ with aβ ∈ C. If β is a
negative root, then [Zα, Zβ] ∈ gα+β = 0 unless α + β is a negative root. Therefore
[Zα, Y ] =
∑
β<0 aβ[Zα, Zβ] ∈
⊕
i≤0 g(i;λ). On the other hand, [Zα, Y ] ∈ g(〈α, λ〉−k;λ)\0,
hence 〈α, λ〉 − k ≤ 0.
Therefore 0 ≤ 〈α, λ〉 ≤ k, and hence 〈α, λ〉 = 0 or k by (i). Let I ⊂ ∆ with P (λ) = PI .
Then 〈α, λ〉 = 0 if α ∈ I, and 〈α, λ〉 = k if α ∈ ∆ \ I. Therefore
dim g(k;λ) = #{α ∈ R|〈α, λ〉 = k} = #{α ∈ R+|α− αj ∈ ZI for some αj ∈ ∆ \ I}.
On the other hand, we have |∆| + |RI | = dim g(0;λ) = dim g(k;λ) by the hypothesis,
where RI := ZI ∩R. Therefore P (λ) is distinguished by Lemma 2.3. ¤
4.6. Now we prove Pommerening’s theorem.
Theorem. (Cf. [Po1], [Po2], [Pr].) Assume that p is good for G. If X ∈ g \ 0 is
distinguished nilpotent, then m(X) = 1 or 2, P (X) is distinguished, and X ∈ u(X) is a
Richardson element for P (X).
Proof. Let λ ∈ Λ′X and k = m(X). Then X ∈ u(X) = u(λ) and λ ∈ Y (DG) by
Corollary 3.15. On the other hand, dim g(0;λ) = dim g(k;λ)+dimZ(G) by Theorem 4.4.
Therefore k = m(X,λ) = 1 or 2, P (X) = P (λ) is distinguished, and Ad(P (X))(X) is
dense in
⊕
i≥k g(i;λ) = u(λ) by Proposition 4.5 and Theorem 4.4. In particular, X is a
Richardson element for P (X). ¤
4.7. Let X ∈ N (g) and λ ∈ Y (G). We say that λ is associated to X if and only if
X ∈ g(2;λ) and there exists a Levi subgroup L of G such that X is distinguished nilpotent
in l and also that Imλ ⊂ DL. We will write ΛasX,G for the cocharacters associated to X.
The indices G will be omitted when they are unambiguous.
Lemma. ([Ja2, Lemma 5.3].) If X ∈ N (g), then (GX)◦ acts transitively on ΛasX . ¤
4.8. Lemma. Let X ∈ N (g) \ 0, S a maximal torus of GX , and L = CG(S). Then
ΛX,G ∩ Y (L) = ΛX,L = ΛX,DL.
Proof. Note that L is connected reductive, see [Sp, Corollary 7.6.4]. We have X ∈ N (l)
by Lemma 2.2. Therefore ΛX,L = ΛX,DL by Corollary 3.15. On the other hand, we
have S ⊂ GX ⊂ P (X), so we can take a maximal torus T of P (X) containing S. Let
λ = λT (X). Then λ ∈ ΛX,G ∩ Y (T ) by Theorem 3.15. We have Imλ ⊂ L, hence
λ ∈ ΛX,G ∩ Y (L) ⊂ ΛX,L. On the other hand, ΛX,L = PL(λ).λ and ΛX,G = PG(λ).λ by
Theorem 3.15. Therefore ΛX,G ∩ Y (L) = ΛX,L. ¤
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Theorem. Assume that p is good for G. Let X ∈ N (g) \ 0 and k = m(X). Then
m(X) = 1 or 2, and 2
k
Λ′X = Λ
as
X . In particular, Λ
as
X is nonempty.
Proof. Let S be a maximal torus of GX and L = CG(S). Then L is a Levi subgroup of G
and X is distinguished nilpotent in l by Lemma 2.2. Moreover, p is good for L, see 1.1.
Therefore Λ′X,L is nonempty by Theorem 4.4. We have Λ
′
X,G ∩ Y (L) = Λ′X,L = Λ′X,DL by
Lemma 4.8. Let λ ∈ Λ′X,L. Then Imλ ⊂ DL, and k = m(X,λ) = 1 or 2 by Theorem 4.6.
Set λ¯ = 2
k
λ. Then X ∈ l(k;λ) ⊂ g(2; λ¯) and Im λ¯ = Imλ ⊂ DL, hence λ¯ ∈ 2
k
Λ′X ∩ ΛasX .
We have ΛasX = (GX)
◦.λ¯ by Lemma 4.7. On the other hand, Theorem 4.4 implies that
Λ′X = (GX)
◦.λ since U(X)X ⊂ (GX)◦ ⊂ GX . Therefore 2kΛ′X = (GX)◦.λ¯ = ΛasX . ¤
Remark (Cf. [Mc, Corollary 22].) If p is good for G, it follows from Theorem 4.8 that
the notion of optimality is independent of the choice of the norm in case of the adjoint
representation. However, this is true even if p is bad for G, see [He1, Theorem 7.2]. ¤
4.9. Assume that p is good for G, and let X ∈ N (g). It follows from Theorem 4.8 that
P (X) = P (λ) for all λ ∈ ΛasX . On the other hand, 0 ∈ Y (G) is associated to 0 ∈ N (g)
by definition. If X = 0, we will denote by P (X) = G, p(X) = g, U(X) = {e}, and by
u(X) = {0}. Theorems 3.15, 4.4, and 4.8 imply the following.
Theorem. Assume that p is good for G. Let X ∈ N (g).
(i) GX and U(X)X act transitively on Λ
as
X .
(ii) GX is contained in P (X).
(iii) For each λ ∈ ΛasX , Ad(P (X))(X) is open in
⊕
i≥2 g(i;λ) and Ad(L(λ))(X) is open in
g(2;λ).
(iv) Let λ ∈ ΛasX . Then L(λ)X is reductive and Ru(GX) = U(X)X . Moreover, GX =
L(λ)X n U(X)X is a semidirect product as algebraic groups.
(v) Assume that X is distinguished. For each λ ∈ ΛasX ,
dim g(0;λ) = dim g(2;λ) + dimZ(G). ¤
4.10. Lemma 3.11 and Theorem 4.8 imply the following.
Lemma. Let φ : G → G′ be a central isogeny of algebraic groups. Let X ∈ N (g) and
X ′ = dφ(X). Then λ ∈ ΛasX if and only if φ ◦ λ ∈ ΛasX′, for each λ ∈ Y (G). If λ′ ∈ ΛasX′,
then there exists λ ∈ ΛasX such that φ ◦ λ = λ′. ¤
Proposition. Assume that G satisfies (H) or that p is very good for G. Let X ∈ N (g)
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and λ ∈ ΛasX . Then [g(n;λ), X] = g(n+ 2;λ) for all n ∈ Z>−2. In particular,⊕
i>0
g(i;λ) ⊂ [g, X] = TX Ad(G)(X).
where TX Ad(G)(X) is the tangent space of Ad(G)(X) at X.
Proof. If G satisfies (H), then (i) holds by Proposition 4.2.
Assume that p is very good for G. Consider connected reductive algebraic group G′,
and a central isogeny φ : G′ → G as in Proposition 1.7. In particular, dφ is an isomorphism
and G′ satisfies (H). There exists X ′ ∈ N (g′) such that dφ(X ′) = X [Proposition 1.8], and
there exists λ′ ∈ ΛasX′ such that φ ◦ λ′ = λ by Lemma 4.10. Therefore for any n ∈ Z>−2
we have
[g(n;λ), X] = dφ([g′(n;λ′), X ′]) = dφ(g′(n+ 2;λ′)) = g(n+ 2;λ).
In particular, [g, X] ⊃⊕i>0 g(i;λ). Note that TX Ad(G)(X) = [g, X] by [Bo, Proposition
6.7] and 1.9. ¤
4.11. Let Z ∈ g and S a locally closed subvariety in g. We say that S is a transverse
slice in g to Ad(G)(Z) at the point Z if and only if Z ∈ S, the morphism G×S → g via
(g, s) 7→ Ad(g)(s) is smooth, and dimS is minimal for these properties.
Assume that p is good for G. Let X ∈ N (g) and λ ∈ ΛasX . One can show that
TX Ad(G)(X) is (Imλ)-stable, hence TX Ad(G)(X) =
⊕
i∈Z TX Ad(G)(X)(i), where
TX Ad(G)(X)(i) = TX Ad(G)(X) ∩ g(i;λ),
see [Ja2, 7.15]. Choose a basis Z1, Z2, . . . , Zr for a complement of TX Ad(G)(X) in g
such that each Zi is a weight vector for Imλ. Set S = X +
∑r
i=1 kZi. Note that g =
TXS ⊕ TX Ad(G)(X). Proposition 4.10 and [Ja2, Lemma 7.15] imply the following.
Theorem. (Cf. [Ja2, Lemma 7.15].) Assume that G satisfies (H) or that p is very good
for G. Then g = TZS + TZ Ad(G)(Z) for all Z ∈ S, and S is a transverse slice in g to
Ad(G)(X) at the point X. ¤
4.12. Proposition. (Cf. [Ca, Theorem 5.3.2, Proposition 5.5.2].) Assume that G sat-
isfies (H) or that p is very good for G. Let X ∈ N (g). Then there exist a semisimple
H ∈ g and a nilpotent Y ∈ g such that
[H,X] = 2X, [H, Y ] = −2Y, [X, Y ] = H.
Proof. Proposition 1.7 shows that it suffices to prove in case G satisfies (H). We may
assume that X is distinguished by Lemmas 2.2 and 1.2. Let λ ∈ ΛasX , and set G′ = DG. It
follows from Corollary 3.15 that g′X ⊂ gX ⊂ p(X) =
⊕
i≥0 g(i;λ), hence g
′(−2;λ)X = 0.
On the other hand, it follows from Theorem 4.9 that
dim g′(0;λ) = dim g(0;λ)− dimZ(G) = dim g(2;λ) = dim g(−2;λ) = dim g′(−2;λ).
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Therefore [X, g′(−2;λ)] = g′(0;λ). Set H = dλ(1). Note that H ∈ g′ since Imλ ⊂ G′.
Choose Y ∈ g′(−2;λ) such that [X,Y ] = H. Then [H,X] = 2X and [H, Y ] = −2Y . ¤
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