Abstract: The present study develops an integrated coupling and uncertainty quantification framework for strongly coupled models that explicitly considers the propagation of uncertainty and bias inherent in model prediction between constituents during the iterative coupling process. Utilizing optimization techniques, three distinct configurations are formulated that differ in sequence of coupling and uncertainty quantification campaigns. Focusing on a controlled structural dynamics problem, the systematic biases from the constituents are quantified, from which the critical components of the model that require further improvement can be identified to aid in the prioritization of future code development efforts.
Introduction
Multiphysics, multiscale models are needed to simulate a wide range of real-world problems where independently developed constituents, each of which resolves vastly different scales and/ or physics, are coupled (Ibrahimbegovic and Markovic 2003; Leiva et al. 2010; Ghosh et al. 2009; Hegenderfer and Atamturtur 2013) through an approach known as partitioned analysis (Park and Felippa 1983; Felippa et al. 2001) . The interactions between these constituents are typically complex in nature during this process, where the outputs of a constituent become inputs for another. Each constituent inherently contains uncertainty in the numerical calculation and solution of mathematical equations (numerical uncertainty), imprecision in model parameters (parameter uncertainty) and bias owing to incomplete physics principles (known as model form error or structural uncertainty) (Farajpour and Atamturktur 2013) . When these constituents are coupled, the uncertainties and biases propagate between different scales and/or physics. Furthermore, the coupling interface also brings a similar spectrum of uncertainties and biases due to the unavoidably inexact and incomplete nature of data transfer between constituents. Hence, the predictive capability of the coupled model becomes dependent upon the predictive abilities of each of the constituent models as well as the interfaces.
When not considered, the propagation of these uncertainties and discrepancy bias between constituents during the iterative coupling process can reach excessively high levels, jeopardizing the usefulness of coupled model predictions. Fig. 1 demonstrates one such case in which excessively high constant and nonconstant bias errors hinder convergence during the iterative coupling process.
Therefore, coupling procedures for partitioned analysis must be conceived to inherently account for uncertainties and biases in the constituents through coupling iterations. This integrated approach to uncertainty quantification (UQ) remains a crucial and necessary step for today's complex coupled numerical models.
The present study aims to develop an integrated strong coupling and uncertainty quantification framework that explicitly considers the propagation of uncertainty and bias inherent in model prediction between constituents during the iterative coupling process. In doing so, the authors investigate three possible configurations through which such integration between partitioned analysis and uncertainty quantification of the constituents can be achieved: (1) coupling the constituents followed by uncertainty quantification, (2) quantifying uncertainty followed by coupling of constituents, and (3) simultaneously coupling the constituents and quantifying the uncertainty. The first approach, coupling the constituents followed by uncertainty quantification, is deemed to be the most versatile and is illustrated in a structural dynamic example, in which two imprecise and inexact two-degree-of-freedom dynamical systems (constituents) are coupled to obtain a larger dynamical system.
The manuscript is outlined as follows. First, coupling of the exact models through an optimization-based approach is presented followed by a discussion on the process of identifying the systematic bias of each constituent by training polynomials as error models. Next, three approaches for the uncertainty quantification of inexact and uncertain coupled models are discussed, and the advantages and disadvantages of each approach are evaluated. Then, the approach that requires the smallest amount of experimental data among the three approaches is demonstrated on a benchmark dynamical problem. Further investigation of the effect of the level of inexactness of each constituent on calibrated model parameters and identified systematic bias are also discussed.
soil-structure interaction (Zolghadr et al. 2009 ), acoustics/ noise-structure interaction (Storti et al. 2009 ). There are two main types of coupled codes: (1) weakly coupled codes (also known as semicoupled, partially coupled or loosely coupled), in which the interaction of two codes consist of information transfer in one direction (Zhang and Hisada 2004; Wang et al. 2004) ; and (2) strongly coupled codes (known as fully coupled or tightly coupled), where the interaction of two codes occur through the exchange of code input/output in two directions (Matthies et al. 2006) .
Various methods of solving strongly coupled interaction problems have been proposed; for example, Newton-like coupling methods Steindorf 2002, 2003; Fernandez and Moubachir 2005) and Block-Jacobi and Block-Gauss-Seidel methods (Joosten et al. 2009 ). Recently, a novel optimization based procedure has been developed for strong coupling of constituent models (Farajpour and Atamturktur 2012) . In this optimizationbased coupling procedure (OBC), constituents are coupled through an optimization algorithm by minimizing an objective function that satisfies the coupling conditions. Here, the dependent input parameters (i.e., input parameters that are functions of the output of another constituent, which must be evaluated by the coupling algorithm) of all the constituents are used to construct an objective function for the coupling process. The coupling objective function is defined as the sum of the absolute differences in the dependent parameters as shown in Eq. (1):
where i refers to dependent input/output parameter pairs, n is the number of such dependent pairs, β is the input parameter, γ is the output parameter and Ã and † are coupling constituent codes fA; B; C; : : : g. In optimization literature, the parameters of the objective function are known as decision variables. Here, the dependent input parameters of the codes are considered to be the decision variables of the coupling objective function. The accuracy of the optimization solution can be controlled by a user-specified threshold value for the coupling objective function, which also serves as the termination criteria for the optimization algorithm. This threshold value is defined as a compromise between the desired solution accuracy and time to solution. Lowering this value increases the solution accuracy; however, the number of iterations and consequently the time to reach a solution also increases (Farajpour and Atamturktur 2012) . In Farajpour and Atamturktur (2012) OBC method is shown to possess preferable convergence characteristics compared to a more conventional Block-Gauss-Seidel coupling procedure. Note that OBC is developed deterministically in that uncertainties in the input parameters or biases in the model predictions were not taken into account. In this manuscript, the authors aim to implement OBC in a procedure through which the strong coupling of constituent models, the reduction of uncertainty in input parameters and quantification of biases in model predictions are achieved simultaneously in the iterative coupling process.
A suitable optimization algorithm with high efficiency, low computational time, and the ability to avoid local minima is beneficial to ensure a successful OBC. Several suitable optimization algorithms are available ranging from gradient-based to nongradient probabilistic-based algorithms (Plevris and Papadrakakis 2011) . Stochastic and global search-based algorithms offer an advantage over gradient-based approaches, in which the risks of converging to a local minimum are reduced. Some of the welltested optimization algorithms applicable to our study include simulated annealing (Kirkpatrick et al. 1983) , genetic algorithms (Goldberg 1989) , ant colony optimization (Dorigo et al. 1999) , harmony search (Lee and Geem 2004; Geem et al. 2001 ) and particle swarm optimization (PSO) (He et al. 2004; Eberhart and Kennedy 1995) .
In this research, we implement the PSO method, which is a robust optimization technique appropriate for nonlinear, nonconvex and discontinuous problems (Plevris and Papadrakakis 2011) . In PSO, the whole population is known as the swarm and each individual of the swarm is referred to as the particle. In this algorithm, a social acceleration coefficient and cognitive acceleration rates are defined to control the exploration and exploitation of the swarm and particles to accelerate the search process. Here, the size of the swarm, social acceleration coefficient and cognitive acceleration rates are specified to be 30, 1.3, and 2.8, respectively, as recommended by Schutte and Groenwold (2005) and Carlisle and Dozier (2001) . Modifying these parameters influences the computational cost.
Inferring Uncertainty and Determining Model Form Error
Two fundamental factors considered here as contributors to the predictiveness of a simulation model are the uncertainty in input parameters and inaccuracy resulting from incomplete physics. In published literature, the former is referred to as parametric uncertainty and the latter as model form error. A systematic Fig. 1 . Degrading effects of model form error of constituent models on the convergence of the coupled system approach to model calibration has been proposed by Kennedy and O'Hagan (2001) , in which the systematic bias attributable to model inexactness is explicitly considered. In this formulation, an empirically derived estimate of the initially unknown model form error must be used, which is referred to herein as discrepancy bias, δ. Accordingly, the best estimate of truth,ζ is given bŷ ζðxÞ ¼ y sim ðx; θÞ þ δðx; αÞ ð 2Þ
in which y sim is the model prediction, x refers to control parameters (i.e., model input parameters that can be controlled during experimental testing), and θ indicates calibration parameters (i.e., model input parameters that cannot be controlled during experimental testing). Generally, calibration parameters are determined based on their significance on the outputs (i.e., sensitivity) and our lack of knowledge of their precise values (i.e., uncertainty). The discrepancy in Eq. (2) can be estimated by using a suitable function to fit the known values of the model form error at the discrete settings of the experiments. The function to represent discrepancy involves nonphysical coefficients denoted by α, which are initially unknown and must be empirically trained to fit the available experimental data. In this study, we use a polynomial function of pth order to emulate the model form error [Eq. (3)]. Because of their continuity and differentiability, polynomial functions are widely used in the approximation theory. As stated by the Weierstrass' approximation theorem, any real-valued continuous function can be approximated on a closed and bounded interval by polynomials, given in a generic form in Eq. (3), to any desirable degree of accuracy by increasing the polynomial order, j (Atkinson and Han 2009; Mastroianni and Milovanovic 2008) δðx; αÞ
Here, we identify two distinct objectives: (1) determining the discrepancy bias in the model predictions, i.e., determining α in δðx; αÞ; and (2) reducing the uncertainty in the imprecise parameter values, i.e., determining θ in y sim ðx; θÞ. Thus, the objective function of the uncertainty quantification process is expressed as
where m denotes the number of available experiments; and θ and α denote the decision variables of the UQ objective function. Note that here the calibration parameters θ are treated as part of the decision variables of the optimization procedure. The aforementioned process for calibrating uncertain parameter values while simultaneously determining the discrepancy bias, discussed in great detail in Farajpour and Atamturktur (2013) , is developed for a single model, and thus is not configured to be applicable for coupled numerical models (neither weakly nor strongly coupled models). The goal of the authors here is to extend the applicability of this previously developed uncertainty quantification approach beyond a single model. Therefore, the present study is carried out by considering the uncertainties and biases in constituents of the coupled model and coupling interface, and also through reducing the uncertainties and quantifying the biases by exploiting the separate and integral effect experiments.
Coupling Considering Uncertain Parameters and Inexact Models
This section discusses the coupling and uncertainty quantification of inexact and imprecise models against synthetic experimental data to achieve improved predictive capability in the coupled model predictions. Three distinct approaches in which the process can be configured are schematically shown in Fig. 2 . All three approaches are evaluated in a manner that can incorporate both separate effect experiments (for each constituent) and integral effect experiments (for the coupled system). These three approaches will be discussed separately in the following sections.
First Approach: Coupling Followed by Uncertainty Quantification
In this approach, two (or more) uncertain and inexact simulation models are first coupled; and next the uncertainties and biases in the coupled system as well as each of the constituents are quantified by exploiting both integral and separate effect experiments. The fundamental concept of this approach is schematically shown in Fig. 2(a) , while a more detailed description of how experiments are integrated with simulations is illustrated in Fig. 3 . As shown in Fig. 3 , the model form errors of the constituents are not involved directly in the coupling process; i.e., the constituent outputs are not bias corrected prior to their transferal to another constituent as inputs. However, the constituent model form errors affect the calibration process and thus the calibrated parameter values of the constituent models. With the availability of both separate and integral effect experiments, the model form errors of both the coupled model and each of the constituent models are quantified. In this approach, the coupling objective function Fig. 2 . Coupling and uncertainty quantification: (a) first approach: coupling followed by UQ; (b) second approach: UQ followed by coupling; (c) third approach: simultaneously coupling and UQ is defined according to Eq. (1), and the UQ objective function is defined as
where
Ã ¼ fA; B; C; : : : g ð 7Þ
Eq. (6) accounts for the coupled model and integral effect experiments, and Eq. (7) accounts for the contributions from the constituent models and separate effect experiments. In Eqs. (5)- (7), n Int represents the number of integral effect experiments, and n A ; n B ; n C ; : : : represent the number of separate effect experiments in constituents A; B; C; : : : , respectively. Y Ã obs , Y Ã sim and Ψ Ã refer to the observations, simulations and model form errors of (Ã), which denotes the constituents A; B; C; : : : Second Approach: Quantifying Uncertainty Followed by Coupling
As illustrated in Fig. 2(b) , in this approach each constituent first undergoes a rigorous uncertainty quantification exploiting the availability of separate effect experiments. These constituents are then coupled as shown in Fig. 4 . The UQ objective functions can be defined in general form as shown in Eq. (8) for each of the constituents
Ã ¼ fA;B;C; :::g ð 8Þ
where β Ã are the dependent input parameters of the coupling process in the constituent (Ã). The coupling objective function for this case is shown in Eq. (9).
And the UQ objective function for integral effect experiments is shown in Eq. (10).
where θ
: : : represent the calibration values in the constituents. Because the uncertainty quantification process is undertaken at the constituent level, separate effect experiments allow us to determine the individual model form errors of each of the constituents. Eq. (8) represents the UQ objective function of each constituent based on separate effect experiments. This constituent model form error, estimated empirically from separate effect experiments, is then used to bias-correct the constituent outputs before they are transferred to another constituent as inputs. These constituents can then be coupled using Eq. (9). Next, the obtained coupled model is further calibrated and bias corrected against integral effect experiments using Eq. (10).
Third Approach: Simultaneously Coupling and Quantifying Uncertainty
As shown schematically in Fig. 2 (c) and in detail in Fig. 5 , in this approach the procedure of coupling and uncertainty quantification occurs simultaneously. Coupling and uncertainty quantification procedures that utilize optimization techniques, which are discussed previously, can also be adapted for this approach. The main difference lies in the formulation of the objective function, which can be defined as the sum of Eqs. (8)- (10) from the previous section
Fig. 4. Second approach: quantifying uncertainty followed by coupling Minimizing the objective function, Z, achieves strong coupling, parameter calibration, and bias correction simultaneously. The first term, Z c satisfies the conditions of coupling and the following terms, Z Int ; Z A ; Z B ; : : : supplies the parameter calibration and bias correction. The coupling conditions provide values for the dependent inputs, β (which should not be confused with calibration parameters), while the training of model form errors provides suitable values for the nonphysical coefficients of the polynomial representing discrepancy bias, α; i.e., our best estimate of model form error as defined in Eq. (3), and for the calibration parameters, θ. Herein, coupling and uncertainty quantification are accomplished solely through optimization, while the other two approaches could be just as conveniently carried out using nonoptimization methods such as Block-Gauss-Seidel or Newton-like methods. Note that, in Eq. (11), to assure equal participation from objective functions of coupling and uncertainty quantification, each term must be normalized to a unitless value. Similarly, one could consider adding weighting coefficients to each of the terms in Eq. (11) to reflect user preferences of relative importance of uncertainty in each constituent and coupled model, and accuracy of the coupling procedure.
Discussions on the Three Coupling-Uncertainty Quantification Approaches
A major shortcoming of the second and third approaches is the need to estimate the systematic bias of constituent models for the entire range and combination of dependent input parameters, which may require a substantial number of experimental data. Thus, these approaches may be ineffective when a large number of separate effect experiments exploring possible ranges of dependent parameters are unavailable. The unavoidable scarcity of experiments would result in overly crude training of discrepancy bias for the constituents. To reiterate, we would be correcting a sound, physics-based, but still to a degree, incorrect model with an overly incorrect bias estimate, which may result in even less accurate predictions. This particular issue becomes especially critical in problems where dependent parameters affect the state's space of other constituents, such as time-dependent problems. The first approach (i.e., coupling followed by uncertainty quantification), on the other hand, is applicable to time-dependent problems since separate effect experiments are not needed to infer the discrepancy bias of constituent models.
In all approaches, if the integral effect experimental data is available, then the presence of one or both of the separate effect experiments becomes optional for training the model form error of the coupled system. However, availability of more experimental data will obviously help to train the model form errors with better accuracy.
Case Study: A Nonlinear Dynamical System Fig. 6 shows the flowchart for the coupling-uncertainty quantification process for the first approach described previously. Two threshold parameters, ε c and ε uq with values of 1 × 10 −3 and 1 × 10 −6 are defined for termination of the coupling and uncertainty quantification loops, respectively. These values represent the maximum difference between best and worst function evaluations in one swarm of the optimization process and are selected by experience based on required accuracy and computational time.
The proposed integral coupling-uncertainty quantification framework is demonstrated on a 4-DOF, strongly coupled, nonlinear dynamical system implemented from Joosten et al. (2009) (Fig. 7) .
The coupled spring-damper system consists of domains A and B connected by a rigid link. The stiffness constant of the springs are k 
where F A is the force carried from domain B to A. Similarly, the equations of the system in domain B are
where F B is the carried force from domain A to B. The Backward Euler (BE) method is implemented for the time integration of the dynamic system of equations. The updated values of the velocity and acceleration from time step t n to t nþ1 can be calculated as follows: 
where time step size is given by
is known, the system of equations for domain A will be 
Similarly, for domain B, assuming u B 2ðnþ1Þ is known, the system of equations is given by 
The nonlinear relationship between the spring forces and the initial and deformed length of the spring can be defined as where l is the initial length of the undeformed spring, k is the stiffness of the spring as a function of l and Δl is the difference between the length of the deformed and the undeformed spring. Here, we assume the stiffness of the springs to exhibit the following relationship:
where k 0 is the spring constant as Δl → 0. The time-dependency of the deformed length of the spring must be considered in each time step of the matrix Eqs. (18) and (19). Each spring is assumed to have an undeformed length of l ¼ 1.2. In this study, the discrepancy of the system is originated from lack-of-knowledge of the model developer, who assumes the behavior of the springs to be linear and thus develops an inexact model. In reality, the springs behave nonlinearly as they are represented in the exact model. In Tables 1 and 2 , the assumed true values of input parameters and initial conditions for all cases considered here are shown, respectively.
Assuming displacement sensors are attached to each of the masses, synthetic experimental data are generated using exact models for both separate and integral effect cases. It should be noted that to generate the separate effect experiments for one constituent, the input values of this constituent that depend on the output of the other constituents must be known. In the separate system, however, because these input values are unknown, we assign predefined values within their acceptable range. In this example, the input value of constituent A (force), and input value of constituent B (displacement) are assumed to be zero. Here, the nonzero initial conditions of the masses provide desired responses for the constituent models to generate the separate effect experiments. The synthetic experimental data are generated as the sum of true response and experimental uncertainty; while the true response is obtained by using the true values of the calibration parameters in the exact model.
The analysis is conducted in the time range of t ¼ 0.0 − 10.0 s with a step size of Δt ¼ 0.1 s. Figs. 8 and 9 show the exact and inexact displacement-history of constituents A and B, respectively. We observe that the effect of overlooking the nonlinear behavior of the springs causes an inability for the inexact model to capture the true displacements. In Fig. 10 , the plots of displacement-history of the exact and inexact coupled models for the four masses obtained through the OBC technique are shown.
Calibration and Inferring Uncertainty of the Coupled Dynamical System
In this section, the first approach is applied for coupling and uncertainty quantification of two inexact dynamical systems discussed above. Here, by assuming the sensors collect displacement data every 0.2 s, 51 experimental data points are generated in the time domain. To account for the effect of experimental error, which is inevitable in practical applications, an experimental error of 1 and 10% of the averaged RMS magnitude of displacement over the domain are considered. For discrepancy estimation, a polynomial function of 5th order is chosen as implemented in Farajpour and Atamturktur (2012) . Here, the decision variables in the UQ objective function are k values (stiffness of all the springs), model form error of the coupled systems Ψ Int (coefficients of four polynomial functions, one for each mass), and model form error of the separate effect experiments Ψ A and Ψ B (coefficients of two polynomial functions for each constituent). A polynomial with the order of p, has (p þ 1) coefficients, thus the total number of decision variables in the UQ objective function is
where N k is the number of k values, and N Ψ Int , N Ψ A , and N Ψ B are the number of polynomials in the coupled system, domain A and domain B, respectively. In the 5th order case, the total number of decision variables for optimization is 52. In this problem, the initial values for the calibration parameters are assumed to be in a predefined range (25% higher and lower than exact values). The initial values for nonphysical coefficients are assumed to be zero, and their range in the optimization algorithm is assumed to be þ0.1 and −0.1. This range is problem specific and depends upon the units of the predicted responses. Herein, the ranges for the nonphysical coefficients are selected based on the expected bias in the simulation models. Table 3 shows the exact values of the initial stiffness constants for nonlinear springs (k 0 ), and the calibrated stiffness constant values for linear springs in the inexact model with experimental error of 1 and 10%. The quantified percentage of error between exact values and calibrated values are also provided in Table 3 . Since, in the inexact model, the nonlinear behavior of the actual springs is described by a linear model, the calibrated values represent the effective stiffness of the springs within their displacement range. Upon increasing the experimental error from 1 to 10% there is insignificant change in the percentage errors of the stiffness values for the two springs in domain A. However, for domain B, the percent error for the first spring stiffness slightly decreases (by 0.9%), while the error for the second spring stiffness slightly increases (by 1.1%) as the experimental error is increased from 1 to 10%. For the Fig. 12 . Comparison of predicted discrepancy and the true model form error in the coupled 4-DOF system results shown in the rest of the paper, experimental error of 1% is considered. Fig. 11 shows the predicted displacement history of the coupled system after the model is calibrated using the experiments. A comparison of the predicted discrepancy against the true model form error in the coupled 4-DOF system, domain A and domain B are shown in the Figs. 12-14, respectively. The percentage error of the averaged point-wise difference between the true displacements and predicted displacements in the coupled system for domain A is 8.50% and for domain B is 9.38%.
Effect of Constituent Inexactness on the Model Form Error of the Coupled System
In this section, we investigate the effect of the inexactness of each constituent on the predictiveness of the coupled system considering three scenarios. The first scenario is investigated in the previous section where both domains are considered to be inexact. In the second and third scenarios, one of the constituents is assumed to be inexact, while the other one is assumed to be exact. Results from the calibration process of all three scenarios are shown in Table 4 . As observed in Table 4 , even though one domain is exact, the estimated calibration parameters of that domain do not converge to their true values. This discrepancy is because the output of the other inexact domain, which is fed into the exact domain, affects the calibrated parameter values of the exact domain. Everything else being equal, the average percentage of errors in the case where one constituent is exact will always be less than the case where both constituents are inexact. This is true provided that both constituents are developed on sound physics and engineering principles, such that the model form error of each constituent does not compensate for each other.
In Table 5 , the contribution of the three terms of the UQ objective function [refer to Eqs. (5)- (7)] are shown. These three terms show the percentage contribution of each domain to the UQ objective function (Z uq ). When one domain is exact, the total value of the UQ objective function is reduced relative to the case where both models are inexact, which means the predictive ability of the coupled system increases. Moreover, participation of the exact domain in the UQ objective function is also less than its inexact variant. In this particular example when both domains are inexact the contribution of domain B (62.76%) in the UQ objective function is higher than domain A (8.02%). This means that the training of discrepancy in domain A is more successful than that of domain B. Hence, when domain B is exact its effect on the reduction of the UQ objective function is more evident than the case in which domain A is exact (i.e., 0.87 reduces to 0.26). In Table 6 , the average of the root mean square (RMS) of the predicted model form error of the coupled system (integral effect), domain A and domain B (separate effects) are computed. As shown in the table, the RMS values for the case when one of the domains is exact is less than that when both domains are inexact. While the results shown in Table 5 are based upon the difference in observations and bias corrected simulations, the results of Table 6 are based solely on the trained model form errors. Therefore, Table 5 illustrates the accuracy in which model form error is trained, while Table 6 illustrates the inexactness of each constituent. Thus, based on the results of Table 6 , while it is clear that accuracy of the domain A (0.1658) is less than domain B (0.0673), the training of the model form error of this domain is more successful (recall results of Table 5 ).
Conclusions
In this integrated study for coupling and uncertainty quantification, the authors successfully designed a framework and demonstrated its application on a controlled case study application, where the true response is known to the authors. Three possible configurations for coupling and uncertainty quantification of inexact models are formulated, the advantages and disadvantages of which are discussed. While the coupling and uncertainty quantification of the constituent models are achieved solely through deterministic optimization procedures, the experimental variability is taken into account.
Determining which constituent of a coupled model requires the most improvement is valuable information for code developers. Thus, we are particularly interested in determining and quantifying the contribution of the model form error of each constituent to the overall coupled system. Quantification of model inexactness of constituent models through a trained error model (which in our case is a 5th order polynomial), as presented in Table 6 , naturally leads to prioritization of code development efforts. However, code prioritization must also take into consideration the influence of the inexactness of a constituent model on the coupled model's inexactness, which remains to be studied in the future.
In this paper, to solve the uncertainty quantification of the coupled system, we defined an objective function as a sum of three terms representing the contributions from the coupled model and the two constituent models. These terms represent the contribution of each domain in the objective function, and furthermore quantify the accuracy of the training of the model form errors.
One limitation of the proposed method is high computational demands, especially for complex problems with many calibration and dependent parameters. Moreover, while increasing the order of the polynomial adapted to train the discrepancy bias might be necessary to increase the accuracy of the inference, this can significantly decrease the computational efficiency. Another difficulty of this approach is implementing it for problems with outputs that are discontinuous or have low correlation lengths, because a prohibitively high order of polynomial would be needed.
The selected case study application, despite its simplicity, enabled the authors to have a controlled example with known true response values. However, to further confirm the validity and feasibility of this approach, in future studies, the authors will apply the integrated coupling and uncertainty quantification approach presented herein to real-life problems. 
