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Preface 
 
Dear Participants, 
 
Confronted with the ever-increasing complexity of technical processes and the growing demands on their 
efficiency, security and flexibility, the scientific world needs to establish new methods of engineering design and 
new methods of systems operation. The factors likely to affect the design of the smart systems of the future will 
doubtless include the following: 
• As computational costs decrease, it will be possible to apply more complex algorithms, even in real 
time. These algorithms will take into account system nonlinearities or provide online optimisation of the 
system’s performance. 
• New fields of application will be addressed. Interest is now being expressed, beyond that in “classical” 
technical systems and processes, in environmental systems or medical and bioengineering applications. 
• The boundaries between software and hardware design are being eroded. New design methods will 
include co-design of software and hardware and even of sensor and actuator components. 
• Automation will not only replace human operators but will assist, support and supervise humans so 
that their work is safe and even more effective. 
• Networked systems or swarms will be crucial, requiring improvement of the communication within 
them and study of how their behaviour can be made globally consistent. 
• The issues of security and safety, not only during the operation of systems but also in the course of 
their design, will continue to increase in importance. 
The title “Computer Science meets Automation”, borne by the 52nd International Scientific Colloquium (IWK) at 
the Technische Universität Ilmenau, Germany, expresses the desire of scientists and engineers to rise to these 
challenges, cooperating closely on innovative methods in the two disciplines of computer science and 
automation. 
The IWK has a long tradition going back as far as 1953. In the years before 1989, a major function of the 
colloquium was to bring together scientists from both sides of the Iron Curtain. Naturally, bonds were also 
deepened between the countries from the East. Today, the objective of the colloquium is still to bring 
researchers together. They come from the eastern and western member states of the European Union, and, 
indeed, from all over the world. All who wish to share their ideas on the points where “Computer Science meets 
Automation” are addressed by this colloquium at the Technische Universität Ilmenau. 
All the University’s Faculties have joined forces to ensure that nothing is left out. Control engineering, 
information science, cybernetics, communication technology and systems engineering – for all of these and their 
applications (ranging from biological systems to heavy engineering), the issues are being covered.  
Together with all the organizers I should like to thank you for your contributions to the conference, ensuring, as 
they do, a most interesting colloquium programme of an interdisciplinary nature. 
I am looking forward to an inspiring colloquium. It promises to be a fine platform for you to present your 
research, to address new concepts and to meet colleagues in Ilmenau. 
 
 
 
 
 
Professor Peter Scharff     Professor Christoph Ament  
Rector, TU Ilmenau             Head of Organisation 
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Control in Digital Sensor-Actuator-Networks 
 
 
ABSTRACT 
 
 
Due to recent advancements in technology powerful yet small embedded systems can 
be designed. The usage of wireless communication allows for the set-up of flexible and 
robust control systems. A model-based design method for distributed control systems 
without the need of central or fusion nodes is presented. As a means for an appropriate 
distribution of sensors and actuators and their communication the Gramian matrices can 
be used. Their properties lead to a data fusion which implements inherent system prop-
erties. The combination of these techniques results in a robust communication scheme 
which uses as little as possible energy for the wireless transceivers but still works within 
well-defined parameters. 
 
Keywords: sensor-actuator-networks, event-discrete transmission, Gramian matrices 
 
INTRODUCTION 
 
It is generally accepted that the usage of sensor-actuator-networks for control purposes 
has several advantages if compared to classic centralised control. Many authors refer to 
this fact, see [1,2,3,4,5,6] to name just a few. This architecture is more flexible when a 
control system is set up and allows an easy reconfiguration as well as adding or remov-
ing network nodes. When using a wireless network the cost for the installation lies well 
below a wired solution. The recent trends in research and commercial products yield in 
several logical conclusions: Computing power is available at very little cost in very little 
space as the advancements in microelectronics go on and on. Small memory chips allow 
storing amounts of data which was impossible only a few years ago. In the mean time 
many different wireless communications standards have been developed and make it 
possible to choose a suitable solution for many applications. Thus, sensor-actuator-
networks which are flexible, comparably cheap, and easy to maintain can be designed. 
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They incorporate the ideas of embedded systems and lately embedded microsystems, 
as well, which do not rely on electronics only but also the technologies of the MEMS 
area. 
 
A sensor-actuator-network with embedded microsystems at its network-nodes shall be 
used to set up a decentralised and robust control system. First, we show how an event-
discrete state transmission can be established with multiple state observers. Next, the 
observability and controllability of systems and their parts using Gramian matrices will be 
discussed. After that these two parts will be combined to set up an useful distributed es-
timation scheme which will be completed to a control system. 
 
SYSTEM DESCRIPTION 
 
Consider the following system 
( ) ( ) ( ) ( )
( ) ( ) ( )kkk
kkkk
wCxz
GvBuAxx
+=
++=+1
 (1) 
which is defined as usual and is assumed to be both observable and controllable. 
 
This central structure shall now be distributed over the whole wireless network in the fol-
lowing manner:  
• Each node includes a complete state model. 
• Each sensor node has got an estimator. 
• Each actuator node has got its according controller. 
The wireless communication has several drawbacks which need to be compensated. 
Wireless communication is not always guaranteed, is delayed, and uses much more en-
ergy when compared to the power consumption of a microcontroller. That leads to the 
goal of controlling the system without the need to transmit data at every time step. The 
usage of state models is the main key of the proposed control method which will also 
counteract the discontinuous nature of this communications means. If the models are all 
synchronised to the real state of the system or are at least very close to the actual state 
each actuator is able to operate as needed since its controller is fed by the correct sys-
tem state. The sensors, however, will be able to transmit their data only if the difference 
between the estimated state and the measured one is bigger than a certain threshold 
thus saving energy of unnecessary transmissions. 
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RESIDUAL-BASED EVENT-GENERATION 
Fig. 2: Simplified Kalman filter with output for 
comparison with uncorrected model which 
runs in each sensor node. 
 
Fig. 1: Schematic description of information flow be-
tween sensor and actuator nodes in a distributed con-
trol network. Solid lines represent physical connec-
tions between actuators, plant, and sensors. Each 
node is able to transmit data via broadcast to all other 
nodes which is represented with dashed lines. 
Figure 1 shows in principle the connection 
scheme of a distributed control system. In the centralised case the physical sensors 
gather their measurements, which are then processed by a Kalman filter. Its state esti-
mate is then used by a controller to give input signals to the actuators which influence 
the plant. In the simple way of a distributed control network this communication flow is 
established, as well. Several sensor nodes with their local Kalman filters, which inher-
ently include a state model, gather information from the plant and process them. This is 
shown in figure 2. The lower part is essentially an uncorrected state model which runs 
equations (1). K  is the Kalman gain which is computed offline or online according to the 
standard formula (see [8]). The correction of the model is an additive term: 
( ) ( )( ) ( )kkk zKxCzK Δ=− ˆ . This yields 
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) (kkkkkkkkkk GvBuzKxAGvBuxCzKxAx + )+Δ+=++−+=+ ˆˆˆ1ˆ  (4) 
as state propagation. To account for the difference between the state vector in equations 
(1) and (4) one has to propagate the cor-
rection with the state matrix. This means 
at each time the difference between an 
uncorrected model and the Kalman filter 
estimate is (upper part in figure figure 2) 
Fig. 3: Generation of transmission events. 
( ) ( ) ( ) kkkk GvzKxAx +Δ ( )+Δ=+Δ 1 (5) 
At each time instant the biggest absolute 
value of the entries of the difference xΔ  is 
computed and compared with a threshold. 
If the threshold is crossed  will be set xΔ
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to zero and an event will be generated (see figure 3). This event starts the transmission 
of the state in order to correct all other node models. See [1,7] for further references. 
 
GRAMIAN MATRICES 
 
For a detailed description of the controllability and observability of distributed systems 
the Gramian matrices can be used. The controllability Gramian  and the observability 
Gramian  are the symmetric, non negative definite matrices which satisfy the follow-
ing Lyapunov equations, respectively ([9]): 
CW
OW
0
0
T
OO
T
TT
CC
=++
=++
CCAWWA
BBAWAW
 (6) 
A full rank  of  or  shows a complete controllability or observability, respectively. 
Otherwise it indicates the controllable or observable subspace. Furthermore, the entries 
in the matrices indicate how easy or hard it is to control or observe a state. In [9] several 
properties of the Gramians are discussed. In short these are: The Gramians depend on 
the state space realisation. However, their product 
n CW OW
OC WW ⋅  does not and can be used 
for further insight into the system. The Gramians can also be computed with reduced in-
put or output matrices. That is, for single columns j  of B  or lines i  of C  a correspond-
ing  and  can be computed. The sum over all these matrices results in the matri-
ces of the full system. 
jCW iOW
 
EVENT-DISCRETE STATE TRANSMISSION AND DATA FUSION 
 
The above mentioned technique of an event-discrete state transmission will now be 
combined with Gramian data fusion. The different observability properties of different 
sensor nodes will be taken to fuse all data correctly. When the local threshold of sensor 
 is crossed two things will be done: i ( )kixΔ  will be set to zero so that is can be com-
puted correctly in the next time step and the event for state transmission will be gener-
ated. This event is transmitted to all actuators and triggers the data fusion. 
 
Data fusion can be done in many different ways. In this work we propose the usage of 
Gramians as a means and show that this leads to better results than simply taking the 
average over all measurements. The advantage of this new approach is to exploit the 
properties of the Gramians. Each sensor has got its respective observability Gramian 
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iOW . The transmitted state is multiplied with it so that the data arriving at the actuators is 
xˆ⋅ . WOi
 
he fusing scheme is shown in figure 4. In the case of an event the trigger passes 
RESULTS 
 
he results of a test system are shown in figures 5 and 6. A small system of a simple 
T
trough the newly arrived data from the according sensor. The current model data is mul-
tiplied with the remaining untriggered ob-
servability matrices and then summed up. 
Since all observability sub-matrices sum up to 
the full matrix a multiplication with the inverse 
Gramian ensures a proper transformation of 
these values back into state space. There are 
two advantages of this fusing scheme: First, at 
most times sensors will not always trigger an 
event at the same time. The here proposed fu-
sion deals with this by taking the current model 
value to substitute the missing sensors. Second, the multiplication with the observability 
matrices and its inverse make use of the inherent network and system structure. If a 
sensor can observe a state very well its new information will be given very much weight 
in the fusion. In the opposite case, if a sensor has no insight in a state during the fusion 
values close or equal to zero will be multiplied with it and therefore preventing its influ-
ence. The usage of these matrices is based on a profound method that relies solely on 
the model of the system and its precision.  
 
Fig. 4: Data fusion in actuator nodes. 
T
plant, three sensors and actuators each was simulated. A classical PI-controller was de-
signed and distributed onto the actuator nodes. Its goal is to bring the system into a de-
sired state. The difference between the desired and actual state is summed up. At the 
same time the sum of all transmissions between sensor and actuator nodes is recorded. 
This scheme is repeated for rising threshold values. While the transmissions drop the to-
tal error is rising. To show the effectiveness of the Gramian data fusion a system with 
average value fusion was simulated as well. It can be seen that at a level auf 50% of 
maximal transmissions the sum of errors is 1.4 time higher when compared to the 
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Fig. 5: Results for Gramian Data fusion. Fig. 6: Results for average data fusion. 
Gramian data fusion. At 20% it is about 1.5 times higher. First, the influence of the 
threshold can be seen. Second, the effectiveness of the fusion method  is obvious. 
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