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SUR L’IRRE´DUCTIBILITE´ DANS L’ANNEAU DES
SE´RIES DE DIRICHLET ANALYTIQUES
Fre´de´ric Bayart et Augustin Mouze
Abstract
We discuss some local analytic properties of the ring of Dirichlet
series. We obtain mainly the equivalence between the irreduci-
bility in the analytic ring and in the formal one. In the same
way we prove that the ring of analytic Dirichlet series is integrally
closed in the ring of formal Dirichlet series. Finally we introduce
the notion of standard basis in these rings and we give a finitely
generated ideal which does not admit standard bases.
1. Introduction
Ce travail est la suite d’une e´tude analytique locale de l’anneau des
se´ries de Dirichlet, entame´e dans [2] et [3]. On rappelle qu’une se´rie de
Dirichlet (formelle) est une se´rie de la forme
∑
n≥1
ann
−s, ou` (an)n∈N∗
est une suite complexe et s un complexe. Lorsqu’il existe un s ∈ C tel
que la se´rie converge, on dit que la se´rie de Dirichlet est analytique.
Par des re´sultats classiques, ceci est e´quivalent au fait que l’abscisse de
convergence de f , de´finie par la formule
σc(f) = inf
{
σ ∈ R ;
+∞∑
n=1
ann
−σ converge
}
,
est diffe´rente de +∞. Le produit de deux se´ries de Dirichlet est de´fini
par ∑
n≥1
ann
−s
∑
n≥1
bnn
−s
 = ∑
n≥1
∑
ij=n
aibj
n−s.
En particulier, l’ensemble des se´ries de Dirichlet formellesD[[s]] ou analy-
tiquesD{s} est muni d’une structure d’anneau. Il est facile de ve´rifier que
ces anneaux sont locaux, d’ide´al maximal l’ensemble de leurs e´le´ments
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non inversibles (i.e. l’ensemble des se´ries f(s) =
∑
n≥1 ann
−s telles que
l’on ait a1 = 0).
Par la transformation de Bohr, il est aussi possible de voir les se´ries
de Dirichlet comme des se´ries de Taylor en une infinite´ de variables dont
les monoˆmes du de´veloppement ne comportent qu’un nombre fini de va-
riables. En notant (pj)j≥1 la suite des nombres premiers, on peut associer
a` la se´rie de Dirichlet f(s) =
∑
n≥1 ann
−s =
∑+∞
n=1 anp
−sα1
1 . . . p
−sαr
r
la se´rie de Taylor f˜(X) =
∑
n≥1 anX
α1
1 . . . X
αr
r , ou` on a de´compose´
chaque n en pα11 . . . p
αr
r . L’e´tude des anneaux D[[s]] et D{s} est donc a`
rapprocher de celle de C[[X1, . . . , Xl]], l’anneau des se´ries formelles en
l variables, et de C{X1, . . . , Xl}, l’anneau des se´ries convergentes. Il est
tre`s facile de constater que, contrairement au cas classique, D{s} n’est
pas noethe´rien : si In est l’ide´al engendre´ par (2
−s, 3−s, . . . , p−sn ), la
suite (In)n≥1 est une suite strictement croissante d’ide´aux. La non-
noethe´rianite´ et l’impossibilite´ d’effectuer des re´currences sur le nombre
de variables sont des obstacles majeurs pour adapter les preuves des
proprie´te´s de ge´ome´trie analytique locale de C{X1, . . . , Xl} a` D{s}. Ce-
pendant, il est prouve´ dans [2] que D{s} est factoriel.
Un des outils essentiels pour prouver la factorialite´ de D{s} est un
the´ore`me de division par plusieurs se´ries de type Weierstrass [2].
Fixons  un ordre sur N∗, compatible avec les valuations p-adiques
(c’est-a`-dire que si α1 ≤ β1, . . . , αr ≤ βr alors p
α1
1 . . . p
αr
r  p
β1
1 . . . p
βr
r )
et tel que toute partie non vide de N∗ admet un plus petit e´le´ment.
Si f1, . . . , fm sont des e´le´ments non nuls de D{s}, et si qi est mini-
mum dans le support de fi pour , alors pour tout f ∈ D{s} non
nul, il existe des uniques se´ries de Dirichlet g1, . . . , gm et h telles que
f =
∑m
i=1 figi + h, le support de gi est inclus dans ∆i, ou` ∆1 = {n ∈
N∗ ; q1 | n}, ∆i = {n ∈ N∗ ; qi | n} − (∆1 ∪ · · · ∪ ∆i−1), et le support
de h est inclus dans N∗ − (∆1 ∪ · · · ∪∆m). On rappelle que le support
d’une se´rie de Dirichlet f =
∑
n≥1 ann
−s est de´fini par
Supp(f) = {n ∈ N∗ ; an 6= 0} .
Dans ce travail on prouve, dans un premier temps, que, pour un
e´le´ment de D{s}, l’irre´ductibilite´ analytique e´quivaut a` l’irre´ductibilite´
formelle. On re´pond ainsi a` une question pose´e par J.-P. Kahane aux
auteurs. On utilise pour cela les proprie´te´s de divisions des se´ries de Diri-
chlet vues comme se´ries en une infinite´ de variables et aussi les proprie´te´s
de ces se´ries vues comme fonctions d’une variable complexe. En utilisant
le meˆme type de raisonnement, on obtient aussi que l’anneau D{s} est
inte´gralement clos sur D[[s]]. Comme conse´quence, on a donc que si f est
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un e´le´ment de D[[s]] et fm (m ∈ N∗) un e´le´ment de D{s}, alors f est
en fait analytique. Ces re´sultats sont bien entendus les analogues des
re´sultats classiques dans les anneaux C{X1, . . . , Xl} et C[[X1, . . . , Xl]]
(voir par exemple [9]).
Enfin, on s’inte´resse dans D{s} au proble`me de la division par un
ide´al : e´tant donne´ un ide´al finiment engendre´ I , existe-t-il un ordre 
sur N et des ge´ne´rateurs f1, . . . , fm de I tels que, pour tout f de D{s},
f appartient a` l’ide´al si et seulement si son reste dans la division par
f1, . . . , fm est nul ? Ce proble`me est relie´ a` l’existence d’une base stan-
dard pour l’ide´al. En ge´ne´ral, l’existence d’une telle base se prouve en
the´orie par la noethe´rianite´ de l’anneau sous-jacent, et se construit, en
pratique, par l’algorithme de Buchberger (voir par exemple [7]). Dans
la Partie 3, on introduit la notion de bases standards pour les ide´aux
de D{s}. On exhibe alors un ide´al finiment engendre´ de D{s} pour
lequel, en utilisant le the´ore`me de division analytique (mentionne´ ci-
dessus) de [3], on prouve que l’algorithme de Buchberger ne termine
pas. On en de´duit la non-existence d’une base standard pour cet ide´al.
L’absence de bases de Gro¨bner dans certains anneaux a` division a
e´te´ observe´e pour la premie`re fois dans [8]. Dans cet article, l’auteur
conside`re l’espace vectoriel Rn des se´ries (formelles) en une infinite´ de
variables qui sont homoge`nes de degre´ n ∈ N, et R′ la plus petite alge`bre
contenue dans C[[X1, . . . , Xk, . . . ]] contenant tous les Rn. L’exemple
donne´ est celui d’un ide´al engendre´ par une forme quadratique et une
forme cubique. Il est tre`s proche de celui que l’on propose dans la
Partie 3. Dans ce travail, une difficulte´ supple´mentaire est due au fait
que l’on doit assurer la convergence des se´ries a` chaque e´tape de la
de´monstration. D’autre part, la preuve de l’absence de bases standards
dans [8] n’est pas entie`rement explicite´e. Ici, dans le cadre conside´re´, on
pense qu’une pre´sentation comple`te a son inte´reˆt.
Les auteurs remercient le rapporteur pour ses remarques et ses re´-
fe´rences qui ont grandement contribue´ a` ame´liorer la pre´sentation de
l’article et la re´daction des preuves.
2. Irre´ductibilite´ et cloˆture inte´grale
2.1. De´finitions et notations.
Dans cette partie, on adopte les notations suivantes :
• Pour l ≥ 1, Dl[[s]] (resp. Dl{s}) de´signe le sous-anneau de D[[s]]
(resp. D{s}) des se´ries de Dirichlet f ve´rifiant Supp(f)⊂{pα11 . . . p
αl
l ;
αi ≥ 0}.
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• Pl est la projection canonique de D{s} sur Dl{s}
Pl
∑
n≥1
ann
−s
 = ∑
J∈Nl
a
p
j1
1
...p
jl
l
(
p
j1
1 . . . p
jl
l
)−s
.
On identifie ainsi par la transformation de Bohr Dl{s} et C{X1, . . . , Xl}.
En effet, a` toute se´rie de Dirichlet
f(s) =
∑
J∈Nl
aJ
(
p
j1
1 . . . p
jl
l
)−s
de Dl{s}, d’abscisse de convergence σ, on associe la se´rie
f˜(X) =
∑
J∈Nl
aJX
j1
1 . . .X
jl
l ,
qui converge dans le domaine D = {(X1, . . . , Xl) ; |Xi| < p
−σ
i }. Les
anneaux Dl{s} et C{X1, . . . , Xl} sont donc isomorphes.
De plus, si f est un e´le´ment de D{s}, il existe clairement r ∈ R∗+ tel
que l’on ait
||f ||r =
+∞∑
n=1
|an|
nr
< +∞.
On ve´rifie aise´ment que ||.||r est une norme sur l’espace
D(r) = {f ∈ D[[s]] ; ||f ||r < +∞} ,
qui en fait une alge`bre de Banach. Enfin, soit p un nombre premier.
De´finition 2.1 ([2]). On dit que P ∈ D{s} est un polynoˆme distingue´
en p de degre´ α si P s’e´crit
P (s) =
(
1
ps
)α
+
α−1∑
j=0
rj(s)(p
−s)j ,
avec, pour tout j = 0, . . . , α− 1,
– rj ∈ D{s},
– rj non inversible,
– n ∈ Supp(rj) implique n premier avec p.
On note aussi, dans la suite,
Ap = {f ∈ D{s} ; ∀ n ∈ Supp f, n est premier avec p}.
Clairement l’anneau Ap, comme D{s}, est un anneau factoriel (voir [2]
et [3]).
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2.2. Irre´ductibilite´ formelle et analytique.
On commence par l’e´nonce´ de quelques lemmes classiques.
Lemme 2.2. Soit P (T ) = T n + an−1T
n−1 + · · · + a0 ∈ C[T ] et z une
racine de P . Alors on a
|z| ≤ max
(
1,
n−1∑
i=0
|ai|
)
.
Preuve: Si |z| > max
(
1,
∑n−1
i=0 |ai|
)
, on a
|P (z)| ≥ |z|n −
∣∣∣∣∣
n−1∑
i=0
aizi
∣∣∣∣∣
≥ |z|n −
n−1∑
i=0
|ai||z|
n−1
> 0,
et z ne peut eˆtre racine de P .
Lemme 2.3. Soit f(s) =
∑
n≥1 ann
−s un e´le´ment de D{s} qui se pro-
longe en une fonction holomorphe, borne´e par une constante C, sur l’en-
semble {s ∈ C ; <(s) ≥ σ}. Alors, pour tout n ≥ 1, on a l’estimation
|an| ≤ Cn
σ .
Preuve: D’apre`s un re´sultat de Bohr [4], la se´rie de Dirichlet f(s) =∑
n≥1 ann
−s converge uniforme´ment dans tout demi-plan {s∈C ; <(s) ≥
σ + ε}, avec ε > 0. En interpre´tant les coefficients de la se´rie de Dirichlet
comme des coefficients de Fourier, on tire
ann
−σ−ε = lim
T→+∞
1
2T
∫ T
−T
f(σ + ε+ it)nit dt.
Ceci donne le re´sultat.
Lemme 2.4. Soit f(s) = (p−s)
α
+ rα−1(s) (p
−s)
α−1
+ · · · + r0(s) un
polynoˆme distingue´ en p de D{s}. On pose
f(s, T ) = Tα + rα−1(s)T
α−1 + · · ·+ r0(s).
Alors f(s) est irre´ductible dans D{s} si et seulement si f(s, T ) est
irre´ductible dans Ap[T ].
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Preuve: Il est e´vident qu’une factorisation de f(s, T ) dans Ap[T ] donne
une factorisation de f(s) dans D{s}. Re´ciproquement, si f = f1 . . . fr
est une factorisation de f , chaque fi e´tant non inversible, il est clair qu’il
existe dans le support de fi un terme en p
β . Le the´ore`me de pre´paration
de Weierstrass [2] donne fi = UiPi, ou` Ui est inversible et Pi est un
polynoˆme distingue´ en p. On en de´duit une factorisation de f(s, T ).
The´ore`me 2.5. Soit f ∈ D{s}. Les assertions suivantes sont e´quiva-
lentes
f est irre´ductible dans D{s}(i)
f est irre´ductible dans D[[s]].(ii)
Preuve: L’implication (ii) ⇒ (i) est e´vidente. Re´ciproquement, soit f un
e´le´ment irre´ductible de D{s}. Il suffit de conside´rer le cas ou` f est un
polynoˆme distingue´
f(s) =
(
p−s
)α
+ rα−1(s)
(
p−s
)α−1
+ · · ·+ r0(s),
ou` ri ∈ Ap. Le cas ge´ne´ral s’en de´duit en utilisant le the´ore`me de
pre´paration de Weierstrass, comme dans [2]. On introduit alors, comme
dans le Lemme 2.4, le polynoˆme
f(s, T ) = Tα + rα−1(s)T
α−1 + · · ·+ r0(s).
On note encore, pour tout l ≥ 1 et pour tout indice k, 0 ≤ k ≤ α− 1,
• r
(l)
k = Pl(rk).
• f (l) = Pl(f).
• f (l)(s, T ) = Tα + r
(l)
α−1(s)T
α−1 + · · ·+ r
(l)
0 (s).
Lemme-cle´ 2.6. Il existe l0 ≥ 1 tel que, pour tout l ≥ l0, f (l) est
irre´ductible dans Dl{s}.
On de´duit aise´ment le The´ore`me 2.5 du lemme-cle´. En effet, si f n’est
pas irre´ductible dans D[[s]], pour tout l assez grand, f (l) n’est pas irre´-
ductible dans Dl[[s]] (la factorisation non triviale dans D[[s]] se projette),
alors qu’il l’est dans Dl{s}. Mais les anneaux Dl[[s]] et Dl{s} sont, par
la transformation de Bohr, isomorphes respectivement a` C[[X1, . . . , Xl]]
et C{X1, . . . , Xl}. Or, il est bien connu [9] que l’irre´ductibilite´ dans
C{X1, . . . , Xl} e´quivaut a` l’irre´ductibilite´ dans C[[X1, . . . , Xl]], ce qui
contredit l’hypothe`se faite sur f .
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Preuve du Lemme-cle´ 2.6: Le nombre de facteurs irre´ductibles dans la
de´composition de f (l)(s, T ) de´croˆıt en fonction de l : il existe donc des
entiers r et m tels que, si on a l ≥ m, on ait la de´composition
f (l)(s, T ) = f
(l)
1 (s, T ) . . . f
(l)
r (s, T ),
ou` f
(l)
k (s, T ) est irre´ductible dans Ap[T ] et s’e´crit
f
(l)
k (s, T ) = T
αk + b
(l)
k,αk−1
(s)Tαk−1 + · · ·+ b
(l)
k,0(s).
Quitte a` re´ordonner les f
(l)
k , on peut supposer
(1) Pl
(
b
(l+1)
k,j
)
= b
(l)
k,j .
On e´crit bk,j(s) =
+∞∑
n=1
b̂
(l)
k,j(n)n
−s. La relation (1) entraˆıne que, si les
entiers k, j et n sont fixe´s, la suite
(
b̂
(l)
k,j(n)
)
l≥m
est stationnaire. On
note
b̂k,j(n) = lim
l→+∞
b̂
(l)
k,j(n),
bk,j(s) =
+∞∑
n=1
b̂k,j(n)n
−s
et
fk(s, T ) = T
αk + bk,αk−1(s)T
αk−1 + · · ·+ bk,0(s).
On a donc la factorisation formelle
(2) f = f1 . . . fr.
On fixe des re´els σ1 et C1 tels que, pour k = 0, . . . , α − 1, on ait l’esti-
mation
‖rk‖σ1 ≤ C1.
En particulier, pour chaque l ≥ 1, on a aussi
‖r
(l)
k ‖σ1 ≤ C1.
On fixe s ∈ C, avec <(s) ≥ σ1, et, pour chaque l ≥ 1, on factorise le
polynoˆme f (l)(s, T ) dans C[T ]
f (l)(s, T ) =
(
T − φ
(l)
1 (s)
)
. . .
(
T − φ(l)α (s)
)
.
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Le Lemme 2.2 implique, pour tout complexe s, avec <(s) ≥ σ1, pour
tout entier u ≤ α, l’ine´galite´
|φ(l)u (s)| ≤ max
(
1,
α−1∑
k=0
∣∣∣r(l)k (s)∣∣∣
)
≤ C2,
ou` C2 est une constante inde´pendante de l et de s. D’autre part, si on note
F (s) (resp. F (l)(s)) le discriminant du polynoˆme f(s, T ) (resp. f (l)(s, T )),
alors F et F (l) sont des se´ries de Dirichlet analytiques et on a aussi F (l) =
Pl(F ). En outre, F ne peut pas eˆtre la se´rie de Dirichlet identiquement
nulle. En effet, F est aussi le discriminant de f(s, T ), vu comme un po-
lynoˆme deKp[T ] (ou`Kp est le corps des fractions de Ap). Comme f(s, T )
est un polynoˆme unitaire irre´ductible dans Ap[T ], et comme Ap est
inte´gralement clos [3], f(s, T ) est aussi irre´ductible dans Kp[T ] et son
discriminant F est non nul.
En particulier, on peut e´crire
F (s) = akk
−s +
∑
n>k
ann
−s, avec ak 6= 0.
Puisque l’on a F ∈ D{s}, on peut trouver σ2 > σ1 tel que∑
n>k
|an|
nσ2
<
|ak|
kσ2
.
Alors, si on suppose σ ≥ σ2, on a∑
n>k
|an|
nσ
≤
1
kσ−σ2
∑
n>k
|an|
nσ2
<
|ak|
kσ
.
Ceci entraˆıne en particulier F (l)(s) 6= 0 si <(s) > σ2 et l assez grand. Les
racines de f (l)(s, T ) sont donc simples. Comme les coefficients de f (l)(s, T )
de´pendent holomorphiquement de s, un re´sultat classique (voir [5] par
exemple) implique que les fonctions racines φ
(l)
u (s) sont holomorphes
dans le demi-plan {s ∈ C ; <(s) > σ2}.
On factorise maintenant, pour les valeurs de s ou` c’est possible, les
polynoˆmes
f
(l)
k (s, T ) =
(
T − ψ
(l)
k,1(s)
)
. . .
(
T − ψ
(l)
k,αk
(s)
)
.
Par unicite´ de la factorisation de f (l)(s, T ) dans C[T ], de`s que <(s) est
assez grand, pour chaque k, j, il existe un u avec ψ
(l)
k,j(s) = φ
(l)
u (s).
Rede´veloppant les fk(s, T ), on en de´duit qu’il existe une constante C3
(toujours inde´pendante de l) de sorte que chaque se´rie de Dirichlet b
(l)
k,j
puisse eˆtre prolonge´e en une fonction holomorphe borne´e par C3 sur le
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demi-plan {s ∈ C ; <(s) > σ2}. En particulier, on obtient par le Lem-
me 2.3 ∣∣∣∣b̂(l)k,j(n)∣∣∣∣ ≤ C3nσ2 ,
ou encore, en passant a` la limite,∣∣∣b̂k,j(n)∣∣∣ ≤ C3nσ2 .
Mais ceci signifie que les se´ries de Dirichlet fk sont analytiques et la
factorisation (2) a en fait lieu dans D{s}. Ainsi, r = 1 et le lemme-cle´
est prouve´.
2.3. Cloˆture inte´grale.
Le meˆme type de raisonnement qu’au Paragraphe 2.2 conduit au
re´sultat suivant.
The´ore`me 2.7. Soient A(s, T ) un polynoˆme unitaire de D{s}[T ] et
f ∈ D[[s]] une racine de A. Alors f ∈ D{s}.
Autrement dit,
D{s} est inte´gralement clos sur D[[s]].
Preuve: On peut toujours supposer que A est irre´ductible. Ainsi, comme
dans la preuve du the´ore`me pre´ce´dent, il existe des constantes σ et C
telles que, pour l assez grand, le polynoˆme A(l)(s, T ) = Pl(A(s, T )) se
factorise de la manie`re suivante
A(l)(s, T ) =
(
T − φ
(l)
1 (s)
)
. . .
(
T − φ(l)α (s)
)
,
ou` les φ
(l)
k sont des fonctions holomorphes sur {s ∈ C ; <(s) > σ} et
borne´es par C. En outre, f (l) = Pl(f) est racine deA
(l)(s, T ). En utilisant
l’isomorphie de Dl{s} et de C{X1, . . . , Xl} et en utilisant le the´ore`me
classique d’Artin (voir [1] ou [6] pour une preuve facile d’une version
faible qui est exactement celle dont a besoin ici), on en de´duit que f (l)
appartient a` D{s}. En outre, puisque f (l)(s) est e´gal a` l’un des φ
(l)
u (s)
pour s assez grand, chaque f (l) se prolonge en une fonction holomorphe
sur {s ∈ C ; <(s) > σ}, et borne´e par C. De la meˆme fac¸on que dans la
preuve du The´ore`me 2.5, on en de´duit f ∈ D{s}.
On de´duit, par exemple, du The´ore`me 2.7 le re´sultat suivant.
Corollaire 2.8. Soient f ∈ D[[s]] et m un entier non nul. Si fm appar-
tient a` D{s}, alors on a f ∈ D{s}.
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Preuve: Si f(s) =
∑
n≥1 ann
−s est inversible, le re´sultat est une simple
conse´quence de [3]. En effet, on peut dans ce cas supposer a1 = 1 et
fm(s) = 1 +
∑
n≥2 bnn
−s. On en de´duit que f(s) est simplement la
compose´e de la se´rie convergente (1 + t)1/m avec la se´rie de Dirichlet
analytique
∑
n≥2 bnn
−s, qui donne une se´rie encore convergente (voir [3,
Proposition 5.6]). Le cas ge´ne´ral est en fait une conse´quence directe du
The´ore`me 2.7, applique´ au monoˆme Xm.
Remarque. Dans le cas classique des se´ries de Taylor, les The´ore`mes 2.5
et 2.7 peuvent eˆtre vus comme des conse´quences du the´ore`me d’approxi-
mation d’Artin [1] (on pourra consulter [9] sur le sujet). Une question
naturelle est alors : le the´ore`me d’approximation d’Artin est-il encore
valable dans l’anneau des se´ries de Dirichlet ?
3. Division par un ide´al
3.1. Non-terminaison d’un algorithme.
Dans cette section, on conside`re N(∞) l’ensemble des multi-indices
α = (α1, . . . , αr, . . . ) de N
∞, qui ont un nombre fini de composantes non
nulles. La longueur d’un multi-indice α est alors de´finie par
|α| =
+∞∑
j=1
αj .
On note aussi ei l’e´le´ment de N
(∞) qui a toutes ses composantes nulles
sauf la i-ie`me qui est e´gale a` 1. N(∞) s’identifie a` N∗ par la bijection
ψ(pα11 . . . p
αr
r ) = (α1, . . . , αr, 0, . . . ).
En outre, tout ordre  sur N(∞) de´finit aussi un ordre  sur N∗, en
posant, pour a et b entiers non nuls,
a  b ⇐⇒ ψ(a)  ψ(b).
Par extension, le support d’une se´rie de Dirichlet f(s) =
∑
n≥1 ann
−s
pourra eˆtre vu comme une partie de N(∞)
Supp(f) = {α ∈ N(∞) ; aα 6= 0},
ou` aα = apα1
1
...pαrr
. Si  est un ordre sur N(∞) et si δ = min
{
α ∈ N(∞) ;
α ∈ Supp f}, on appelle premier terme de f le monoˆme
FT(f) = p
−δ1s
1 . . . p
−δrs
r .
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Pour ce paragraphe seulement, on munit N(∞) de l’ordre  suivant :
pour α et β dans N(∞),
α  β si et seulement si

|α| < |β|
ou
|α| = |β| et la premie`re composante non
nulle de α− β est positive.
Sauf mention explicite du contraire, dans ce paragraphe, l’ordre conside´re´
sur N(∞) sera toujours celui donne´ par .
On de´finit aussi, pour tout j ≥ 1, deux ensembles de multi-indices :
• Λj est l’ensemble des multi-indices α de N
(∞), de longueur j+1, de
premie`re composante α1 nulle, tel qu’il existe un i pour lequel αi≥2,
et s’il existe i avec αi = 2 ou 3, alors il existe k 6= i avec αk ≥ 2.
• Γj est l’ensemble des multi-indices β de N
(∞), de longueur j + 1,
de premie`re composante β1 gale a` 1, tel qu’existe un i pour lequel
βi ≥ 2, et s’il existe i avec βi = 2, alors il existe k 6= i avec βk ≥ 2.
On suppose e´galement que β  e1 + · · ·+ ej−1 + 2ej .
On a, par construction, Λ1 = Λ2 = Γ1 = Γ2 = ∅.
Dans la suite, on aura besoin du lemme suivant.
Lemme 3.1. Soient j un entier non nul, avec j ≥ 3, et T (s) un e´le´ment
de D[[s]] tel que Supp T ⊂ Γj . On a alors Supp(p
−s
j T (s)) ⊂ Γj+1.
Preuve: Par hypothe`se, on a SuppT ⊂Γj . Soit β = (β1, . . . , βr, . . . )∈Γj .
Il suffit de prouver que ej+β  e1+· · ·+ej+2ej+1. S’il existe un indice i,
avec i ≤ j − 1, tel que l’on ait βi = 0, alors c’est e´vident. Sinon, puisque
β  e1 + · · · + ej−1 + 2ej , il est ne´cessaire que β1 = · · · = βj−1 = 1.
Mais alors β a deux autres composantes non nulles e´gales a` 1, ou une
autre composante non nulle e´gale a` 2. Ceci est impossible, par de´finition
de Γj .
Soient les se´ries de Dirichlet analytiques
f1(s) =
+∞∑
i=1
p−2si et f2(s) =
+∞∑
i=1
p−3si .
On conside`re finalement I l’ide´al de D{s} engendre´ par les se´ries f1
et f2. I est l’ide´al finiment engendre´ qui va servir de contre-exemple
pour l’existence d’une base standard.
Cet exemple est a` rapprocher de l’exemple donne´ par J. Snellman [8,
Appendix A] pour l’anneau formel des se´ries en une infinite´ de variables,
conside´re´ comme polynoˆmes en un nombre fini de variables a` coefficients
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se´ries formelles. Ici, pour prouver que cet ide´al ne posse`de pas de bases
standards, on construit une suite d’e´le´ments de l’ide´al, avec de bonnes
proprie´te´s sur les premiers termes. Pour cela, on suit pas a` pas l’algo-
rithme de Buchberger [7] qui, dans le cas classique, permet de fabriquer
une base de Gro¨bner. Ceci est possible graˆce aux the´ore`mes de division
de [3] qui permettent de fabriquer des “S-se´ries” sans sortir du cadre
des se´ries de Dirichlet analytiques. On observe alors que l’algorithme ne
termine pas. Une analyse du premier terme des se´ries construites permet
de conclure a` l’absence de bases standards.
Proposition 3.2. Pour tout entier j ≥ 1, il existe dans I un e´le´ment hj
de la forme
hj(s) = p
−s
1 p
−s
2 . . . p
−s
j−1
+∞∑
i=j
p−2si
− p−s2 . . . p−sj−1
+∞∑
i=j
p−3si

+R1,j(s) +R2,j(s),
avec SuppR1,j ⊂ Λj et SuppR2,j ⊂ Γj.
On a donc FT≺(hj) = p
−s
1 p
−s
2 . . . p
−s
j−1p
−2s
j .
Preuve: On raisonne par re´currence sur j.
Pour j = 1, la se´rie h1(s) = f1(s) convient. Pour j = 2, on pose
h2(s) = p
−s
1 f1(s)− f2(s). On e´crit donc
h2(s) = p
−s
1
(
+∞∑
i=2
p−2si
)
−
(
+∞∑
i=2
p−3si
)
.
Ainsi, on a R1,2(s) = R2,2(s) = 0. Dans la suite, on conside`re j ≥ 3.
De manie`re ge´ne´rale, on construit alors hj+1 a` partir de h1 et de hj
en suivant l’algorithme donnant les bases standards pour les ide´aux de
se´ries convergentes [7]. Pour ce faire, on conside`re la se´rie
S(h1, hj) = p
−s
2 . . . p
−s
j−1p
−2s
j h1 − p
−s
1 hj .
Par construction, S(h1, hj) appartient a` l’ide´al I et les premiers termes
donne´s par l’ordre  s’e´liminent. On calcule alors le reste de la division
de S(h1, hj) dans D{s} par h1 et hj [3]. On le note S
(1)
j+1 ; il appartient
clairement a` l’ide´al I et est de la forme
(3) S
(1)
j+1 = −p
−s
1 . . . p
−s
j
 +∞∑
i=j+1
p−2si
+ p−s2 . . . p−sj
 +∞∑
i=j+1
p−3si

+A
(1)
j+1 +B
(1)
j+1 − p
−s
1 R1,j − p
−s
j R2,j ,
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avec
A
(1)
j+1 = A
(0)
j+1 − p
−s
j R1,j + p
−s
2 . . . p
−s
j−1p
−4s
j ,
B
(1)
j+1 = p
−s
1 . . . p
−s
j−1
 +∞∑
i=j+1
p−3si
 ,
et
A
(0)
j+1 = p
−s
2 . . . p
−s
j−1p
−2s
j
(
+∞∑
i=2
p−2si
)
+
(
p−s2 . . . p
−s
j−1
)(+∞∑
i=2
p−2si
) +∞∑
i=j+1
p−2si
+(+∞∑
i=2
p−2si
)
Σ2,j ,
en notant R2,j = p
−s
1 Σ2,j .
Puisque l’on a clairement Supp(p−sj R1,j) ⊂ Λj+1 et
Supp(p−s2 . . . p
−s
j−1p
−4s
j ) ⊂ Λj+1, on en de´duit SuppA
(1)
j+1 ⊂ Λj+1. De
meˆme, il est facile de voir que l’on a SuppB
(1)
j+1 ⊂ Γj+1.
Graˆce au Lemme 3.1, on a aussi Supp(p−sj R2,j(s)) ⊂ Γj+1. On a enfin
la de´composition suivante
− p−s1 R1,j = T
(1)(s) + T˜ (1)(s) avec Supp T˜ (1) ⊂ Γj+1
et SuppT (1) ⊂ (e1 + Λj)\Γj+1.
On pose
R
(1)
1,j+1 = A
(1)
j+1 et R
(1)
2,j+1 = B
(1)
j+1 − p
−s
j R2,j + T˜
(1)(s).
L’e´galite´ (3) s’e´crit donc
S
(1)
j+1 = p
−s
1 . . . p
−s
j
 +∞∑
i=j+1
p−2si
− p−s2 . . . p−sj
 +∞∑
i=j+1
p−3si

+R
(1)
1,j+1 +R
(1)
2,j+1 + T
(1),
avec SuppR
(1)
1,j+1⊂Λj+1, SuppR
(1)
2,j+1⊂Γj+1 et SuppT
(1)⊂(e1+Λj)\Γj+1.
On note, pour tout l ≥ 1,
Ω(l) ={α∈(e1+Λj)\Γj+1 tel que, pour 2 ≤ r ≤ l, (e1+· · ·+er−1+2er)
ne divise pas α},
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avec la convention qu’un multi-indice α divise un multi-indice β si et
seulement si ψ(α) divise ψ(β). Ceci revient encore a` dire que pour
chaque i, αi ≤ βi (pour l’ordre naturel de N). On a alors le re´sultat
suivant.
Lemme-cle´ 3.3. Pour tout indice 1 ≤ l ≤ j + 1, il existe dans I une
se´rie de la forme
S
(l)
j+1 = p
−s
1 . . . p
−s
j
 +∞∑
i=j+1
p−2si
− p−s2 . . . p−sj
 +∞∑
i=j+1
p−3si

+R
(l)
1,j+1 +R
(l)
2,j+1 + T
(l),
avec SuppR
(l)
1,j+1 ⊂ Λj+1, SuppR
(l)
2,j+1 ⊂ Γj+1 et SuppT
(l) ⊂ Ω(l).
Avant de prouver ce lemme-cle´, on termine la preuve de la Proposi-
tion 3.2 en remarquant que Ω(j+1) = ∅. En effet, si β appartient a` Ω(j+1),
alors ou bien l’un des βi, avec i ≤ j, est nul, ou bien βj+1 est infe´rieur
strict a` 2. Mais l’une ou l’autre de ces proprie´te´s assurent que l’on a la
relation β  e1+ · · ·+ej−1+2ej et donc que β est e´le´ment de Γj+1 : c’est
impossible. Il suffit alors de poser hj+1 = S
(j+1)
j+1 et la Proposition 3.2
est de´montre´e.
Preuve du Lemme-cle´ 3.3: Le cas l = 1 correspond a` la se´rie S
(1)
j+1 de
l’e´galite´ (3). On raisonne par re´currence et on suppose la proprie´te´ vraie
au rang l − 1. On a donc l’existence dans I d’une se´rie de la forme
S
(l−1)
j+1 = p
−s
1 . . . p
−s
j
 +∞∑
i=j+1
p−2si
− p−s2 . . . p−sj
 +∞∑
i=j+1
p−3si

+R
(l−1)
1,j+1 +R
(l−1)
2,j+1 + T
(l−1),
avec SuppR
(l−1)
1,j+1 ⊂ Λj+1, SuppR
(l−1)
2,j+1 ⊂ Γj+1 et Supp T
(l−1) ⊂ Ω(l−1).
Il suffit de prouver que, pour tout γ ∈ Ω(l−1)\Ω(l), le monoˆme
p
−γ1s
1 . . . p
−γks
k s’e´crit
p
−γ1s
1 . . . p
−γks
k = Uγ + Vγ +Wγ +Hγ ,
ou` Uγ ∈ I , Supp Vγ ⊂ Λj+1, SuppWγ ⊂ Γj+1 et SuppHγ ⊂ Ω(l).
Soit un tel γ, qui est donc divisible par e1 + · · ·+ el−1 + 2el. Puisque
γ n’est pas e´le´ment de Γj+1, on a la relation γ ≺ e1 + · · ·+ ej + 2ej+1.
Ceci entraˆıne les relations γ1 = · · · = γl−1 = 1 et γl ≥ 2. On remarque,
en outre, que si γl ≤ 3, il existe un autre indice u pour lequel γu ≥ 2
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(car γ ∈ e1 + Λj). La division du monoˆme correspondant par la se´rie hl
dans D{s} donne
p
−γ1s
1 . . . p
−γks
k =
[
hl − p
−s
1 p
−s
2 . . . p
−s
l−1
(
+∞∑
i=l+1
p−2si
)
+ p−s2 . . . p
−s
l−1
(
+∞∑
i=l
p−3si
)
−R1,l −R2,l
]
p
−(γl−2)s
l p
−γl+1s
l+1 . . . p
−γks
k .
Clairement, hlp
−s(γl−2)
l p
−sγl+1
l+1 . . . p
−sγk
k appartient a` I . D’autre part, les
multi-indices du support des termes de(
p−s2 . . . p
−s
l−1
(
+∞∑
i=l
p−3si
)
+R1,l
)
p
−(γl−2)s
l p
−γl+1s
l+1 . . . p
−γks
k
sont dans Λj+1. En effet, parmi les entiers γl − 2, γl+1, . . . , γk, il en est
au moins un qui est supe´rieur ou e´gal a` 2. De meˆme, il est facile de se
convaincre, par construction, que les multi-indices du support des termes
de p
−(γl−2)s
l p
−γl+1s
l+1 . . . p
−γks
k R2,l appartiennent a` Γj+1. Il reste les termes
issus du produit
p−s1 p
−s
2 . . . p
−s
l−1
(
+∞∑
i=l+1
p−2si
)
p
−(γl−2)s
l p
−γl+1s
l+1 . . . p
−γks
k ,
pour lesquels on conside`re 2 cas.
Premier cas: γl = 2 ou 3. Clairement, on obtient alors des termes dont
les supports sont inclus dans Ω(l) ∪ Γj+1.
Deuxie`me cas: γl ≥ 4. Il faut alors encore traiter, pour i ≥ l + 1,
γ′ = γ − 2el + ei. Si γ
′ ∈ Γj+1, c’est termine´. Sinon, γ
′ appartient
a` Ω(l−1) et on se rame`ne au proble`me pre´ce´dent, mais avec γ ′l = γl − 2.
Il suffit donc de re´ite´rer la division par hl un nombre fini de fois.
3.2. Application au proble`me de division.
On revient au cas ge´ne´ral d’un ordre  quelconque sur N∗, compatible
avec la valuation p-adique, et tel que toute partie non vide admet un plus
petit e´le´ment. Si J est un ide´al finiment engendre´ de D{s}, on note
FT(J) = {FT(f) ; f ∈ J} .
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De´finition 3.4. On dit que g1, . . . , gm est une base standard (ou base
de Gro¨bner) de J (pour l’ordre ) si tout e´le´ment de FT (J) est divisible
par l’un des FT (g1), . . . , FT (gm).
The´ore`me 3.5. Soit I l’ide´al de´fini dans le Paragraphe 2.1. Alors I
n’admet pas de base standard.
Preuve: Supposons que I admette une base standard (g1, . . . , gm), ne
comprenant pas 0. La de´finition de I e´tant comple`tement syme´trique en
les nombres premiers, on peut toujours supposer p1  p2  . . . . D’apre`s
la Proposition 3.2, l’ide´al I contient des se´ries du type hj . Clairement
on a
FT(hj) = p
−s
1 . . . p
−s
j−1p
−2s
j .
On note
FT(gk) = p
−αk1s
1 . . . p
−αkrs
r .
Par construction de l’ide´al, il est clair que pour chaque k, il existe un
entier lk pour lequel α
k
lk
≥ 2. On note
u = max (lk ; 1 ≤ k ≤ m) .
Puisque (g1, . . . , gm) est une base standard de I , pour chaque j, il existe
un entier kj tel que
FT(gkj ) divise FT(hj).
En particulier, on obtient
(4) α
kj
1 ≤ 1, . . . , α
kj
j−1 ≤ 1.
Testant (4) avec j = u+ 1, on trouve une contradiction.
Remarque. Il est remarquable que, dans le the´ore`me pre´ce´dent, l’ide´al I
n’admette pas de base standard quelque soit l’ordre que l’on impose.
L’anneau D{s} constitue donc l’exemple d’un anneau commutatif ana-
lytique, ou` il existe des divisions, et qui ne posse`de pas de bases de type
“Gro¨bner”.
Corollaire 3.6. Soit J un ide´al finiment engendre´ de D{s}. Il n’existe
pas, en ge´ne´ral, une famille finie de ge´ne´rateurs (g1, . . . , gk) de J telle
que, pour tout f de D{s}, le reste de la divison de f par (g1, . . . , gk) est
nul si et seulement si f ∈ J .
Preuve: Si (g1, . . . , gk) e´tait une telle famille de l’ide´al I , les proprie´te´s
de la division de type Weierstrass [2] entraˆınent que (g1, . . . , gk) serait
une base standard de I , ce qui n’est pas.
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Remarques. a) On peut trouver des ide´aux de type fini J de D{s} qui
posse`dent bien une base standard. De manie`re e´vidente, il y a de´ja` tous
les ide´aux engendre´s par des e´le´ments dont le support est inclus dans
un sous-ensemble Nl de N(∞). Mais cette dernie`re condition n’est pas
ne´cessaire. Par exemple, si J est l’ide´al engendre´ par
a1(s) = p
−2s
1 + p
−3s
2 +
+∞∑
i=3
p−4si et a2(s) = p
−s
1 + p
−s
2 +
+∞∑
i=3
p−2si ,
alors on montre que la famille (a2(s), a3(s)), avec
a3(s) = p
−2s
2 + p
−3s
2 +
+∞∑
i=3
p−4si + 2p
−s
2
+∞∑
i=3
p−2si +
(
+∞∑
i=3
p−2si
)2
est une base standard pour J . On ve´rifie d’ailleurs l’e´galite´
a1(s) =
(
p−s1 − p
−s
2 −
+∞∑
i=3
p−2si
)
a2(s) + a3(s).
b) Soient f1(s), . . . , fk(s) des e´le´ments de D{s}. On note I l’ide´al en-
gendre´ par ces e´le´ments sur D{s} et If l’ide´al engendre´ par ces e´le´ments
sur D[[s]]. On suppose, de plus, que I posse`de une base standard. On a
alors, par construction,
(∗) If ∩ D{s} = I.
Si k = 1, c’est a` dire si I est principal, la proprie´te´ (∗) est toujours
vraie [2]. On peut alors poser la question suivante : la relation (∗) est-elle
vraie pour tout ide´al de type fini ? On obtiendrait ainsi la platitude de
l’anneau D[[s]] sur D{s}, ce qui serait une ge´ne´ralisation du cas classique
des se´ries formelles et convergentes en un nombre fini de variables.
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