The purpose of this research is to revisit the bifurcation control problem in Hodgkin-Huxley neurons. As a difference from the classical membrane potential feedback to manipulate the external current injection, we will actuate the temperature of the neural environment to control the bifurcations. In order to achieve this a linear feedback from the membrane potential is established to generate a time varying temperature profile. The considered bifurcating parameter is the external current injection. Upon finishing the controllers, the bifurcation analysis against the changes in external current injection is repeated in order to see the possibility of relapse of any bifurcation phenomena at nearby points. In addition to that, simulations are also provided to show the performances of the controllers.
Introduction
Hodgkin-Huxley model of the squid giant axon is a very important contribution to the field of theoretical neuroscience (Hodgkin & Huxley, 1952; Abbott, 2008) . It is a highly nonlinear model of fourth order and exhibit various nonlinear phenomena especially the bifurcations (Crawford, 1991) . Bifurcations in the nervous system might be an indicator of various neurological conditions (Milton et al., 1989) such as ankle clonus (Dimitrijevic et al., 1978) , Parkinson's disease , seizures (Milton et al., 1987) related to the abnormal paroxysmal oscillations (Ayala et al., 1973) and bipolar disorders with rapid mood changes (Wehr& Goodwin, 1983) . Some treatments such as anti-convulsant medications (Glaser et al., 1980) , electroconvulsive therapies (Abrams, 2002) and biofeedback (Sterman & Friar, 1972; Forster, 1977) can be reflected as a bifurcation control task. Concerning bifurcation control there are numerous studies in the nonlinear systems literature.
The most common control methodology is the washout filter (Doruk, 2010; Doruk, 2013; Hassouneh et al., 2004; Cheng, 2010; Ding & Hou, 2010; Lee & Abed, 1991) which is basically a high-pass filter which will allow the transients but block the steady states. This feature allows an action of bifurcation control without changing the equilibrium point of the bifurcation. This might be beneficial in neurological conditions as the equilibrium conditions are conserved. Other methods referring to the same problem are linear delayed feedback (Brandt & Chen, 1997; Peng, 2005 , Liao et al., 2001 Zhou et al., 2002; Cheng, 2010) , nonlinear state feedback (Abed et al., 1992; Harb & Harb, 2004; Luo et al., 2003) , harmonic balance approximation (Berns et al., 1998) and readjustment of quadratic invariants in normal form (Kang, 1998) . Application of these methods to the control of bifurcation phenomena in Hodgkin-Huxley models can be met in (Doruk, 2010; Doruk, 2013; Hong, et al., 2012; Xie et al., 2008; Wang et al., 2007a; Wang et al., 2007b; Feudel et al., 2000) . In this work we will consider the same problem again but we will not employ a washout filter. Instead we establish a simple linear feedback from the membrane potential processed by a gain. The actuated input will be the temperature of the surrounding environment of the neuron. The bifurcating parameter is the external current injection ext I and the analyses are performed using the command line version of MATCONT software (Dhooge et al., 2003) . After choosing a feedback gain that stops the bifurcation the same analysis is repeated while the loop is closed to detect whether the bifurcation is repeating at a nearby position or not. Simulations are also performed to verify the research findings.
Methods

Hodgkin-Huxley (HH) Model
In this section, one is eligible to find a summary of the Hodgkin-Huxley model with its nominal parameters. It is a fourth order, highly nonlinear differential equation that exhibits a rich set of bifurcations. It is modeling the giant axon of a squid which has sodium, potassium and leakage (mostly due to chlorine) channels. Mathematical equations representing the model is:
where m V is the membrane potential in mV, h m n , , are dimensionless variables that stands for the potassium (K + ) channel activation, sodium (Na + ) channel activation and inactivation respectively. In other words they are the relative concentration of respective ions. They are in the When the temperature effects are considered, it will be convenient to apply (Fitzhugh, 1966; Rinberg et al., 2013) to the problem. Here, the temperature dependency of the ions (sodium,potassium and leakage ions like chlorine) are expressed as a factor η or φ :
where T is the temperature of the neural environment in which will be the input to the 
Bifurcations in Dynamical Systems
In one sentence, bifurcation can be described as a phenomenon where a change in a parameter leads to qualitative changes in the response and characteristics of a nonlinear system. Both continuous time and discrete time systems exhibit this phenomena but they are termed different. For generic bifurcation discussion interested readers can refer to Scholarpedia (http://www.scholarpedia.org) and (Crawford, 1991) . For the analysis of HH neurons (Doruk, 2010; Doruk, 2013) can be referred. In local bifurcation analysis, one should refer to the equilibrium points and the effected parameter. Consider a nonlinear dynamical system of the form:
where p is the bifurcated parameter. In addition,
where q x is the equilibrium point at the onset of bifurcation.
Hopf Bifurcation (H)
Hopf bifurcation (Andronov et al., 1973) a condition where a limit cycle erupts from an equilibrium in dynamical systems generated by ODEs. In this type of a bifurcation, the equilibrium changes stability via a pair of purely imaginary eigenvalues. Limit Point (LP) A limit point or saddle-node bifurcation (Kuznetsov, 2013) appears when two equilibria in a dynamical system collide and disappear. Mathematically speaking, this occurs when the critical equilibrium has one zero eigenvalue.
Neutral Saddle (NS)
Though not considered as a bifurcation, most bifurcation software such as MATCONT detects this as a critical point. A saddle point (Vidyasagar, 1978 ) is a situation where there are two eigenvalues of the Jacobian at the respective equilibrium point appear with opposite signs. . Using the continuer module of the MATCONT software that is started from the given steady state will yield the bifurcation results presented in Table 1 . The associated bifurcation diagram is shown in Figure 2 . In order to obtain an insight of what is happening at these critical points one can see Figure 5 and Figure 8 . In Figure  3 and 6 one can observe the response and trajectory of the membrane potential
Results and Discussion
(against time and potassium channel activation ) (t n ) resulting from a subcritical Hopf bifurcation condition in Table 1 Case 1 (
). The non-decaying behavior of the response and the trajectories reveals the unstable nature of the erupted limit cycle. On the other hand, the supercritical Hopf case in the second column of Table 1 (
response and trajectory as shown in Figure 4 and Figure 7 which have a visible decaying behavior and reveals the stability of the erupted limit cycle. Table 1 . In (a) a sustained oscillation is seen where as in (b) a decayed oscillation is seen. At the steady state there is a small amplitude oscillation which is expected from a Hopf bifurcation. This difference is also aligned with the criticality of bifurcation. Case 1 has a first order Lyapunov coefficient of 4.778256×10 -3 which is positive thus the bifurcation is subcritical (limit cycle is unstable and thus has a higher possibility of diverging due to a small change in another parameter). Case 2 has a first order Lyapunov coefficient of -2.781224×10 -3 which is negative thus the bifurcation is supercritical and its limit cycle is stable. Table 1 . In (a) a large amplitude Limit Cycle erupts from a subcritical bifurcation of Case 1 as shown. The trajectory has a very small decaying behavior whereas in (b) a smaller amplitude Limit Cycle corresponding to Case 2 is seen. This has a decaying amplitude resulting from a supercritical bifurcation. The steady state value of the limit cycle is almost one tenth of the case in (a).
Control Approaches
As discussed in Section 1, there are numerous approaches in bifurcation control some of which can be classified as washout filters, linear delayed feedbacks, nonlinearity cancellations and intelligent methods such as neural networks. In this research we will discuss the simple linear feedbacks of the form:
is the temperature of the neural environment which serves as an input of the neuron model and o K is a feedback gain which places the eigenvalues of the Jacobian of the closed loop to a stable location. Here the Jacobian of the closed loop is the Jacobian of (4) combined with (6):
The above should be evaluated at the bifurcation equilibrium values presented in 
to the neuron. This is a major limitation on the control action as high temperature levels (higher than 50 ) may harm the neuron in actual operation.
Controlling the Bifurcations in HH Model
The purpose of the control here is to implement a feedback so that the bifurcation ceases in the closed loop. In this section we will form the feedback shown in (6) Figure 14 and Table 3 . It is obvious from the results that, we have 4 critical points (2 Hopf bifurcations one Limit Point and one Neutral Saddle). In addition to the types, one should note that the locations of these 4 critical points span a large range 150 < < 12 ext I − . Another important result which is directly related to linear stability, is presented in Figure  15 . This is the variation of the real part of the maximum eigenvalue of the Jacobian of (7) , the associated bifurcation diagram will be something like Figure 16 . The critical points appear here are very close to each other. Thus, one should refer to Table 3 to see the exact locations of the points. From the same table, it should also be noted that there are no Hopf points.
In addition, here it is interesting to note that the real part of the maximum eigenvalue of the Jacobian of (7) The results in Figure 18 and Table 3 showed that larger gains (like Table 3 . In addition Figure 15 showed that, at least one of the eigenvalues stay at the left hand side of the complex plane which is a sign of loss of local stability of the equilibrium point. On the other hand, when one has a comparably larger gain like 
Conclusion
We have presented a theoretical application of bifurcation control by linear feedback to the stabilization of oscillations in the Hodgkin-Huxley neurons due to Hopf bifurcations. The source of bifurcations (bifurcating parameter) in our model is the external current injections
which is also the case in various sources found in literature. However, in this work we obtain the control action by manipulating the temperature of the environment where the neuron is functioning. The study is divided into three main parts. In the first part, we analyzed the bifurcations by a software package called as MATCONT which is an open source third party MATLAB toolbox. It is understood that, when external current injection ext I is varied two Hopf bifurcations are detected (see Table 1 ). There are one subcritical and one supercritical bifurcation cases ( Figure 6 and Figure 7 respectively). In the second part of this reserach, we have developed a linear control law that only feeds information from membrane potential through a gain. For each case in Table 1 temperature rise over 100 but the duration is so small that is not considered an issue (even in a biological application).
As a companion to the study of the controllers for each case of bifurcation in Table 1 we repeat the analysis when the loop is closed. In Table 2 and Figure 4 , the control gains are tested at the two bifurcation conditions presented in Table 1 Table 1 ), the associated results will be as in Figure  16 and Figure 26 . Those reveal that, large gains lead to critical situations in a very narrow range of ext I . The significance of this analysis becomes apparent when one observes the variation of the sign of the real part of the maximum eigenvalue of the closed loop formed by Jacobian of (7) and the temperature control law in (6) against varying ext I . This information is available in Figure 15 and Figure 25 for lower control gains and in Figure 17 and Figure 27 for large gains. It is obvious from those presentations is that, lower gains lead to a large region of instability whereas when larger gains applied this region appeared to be very narrow.
