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We study spin transport in a Hubbard chain with strong, random, on–site potential and with
spin–dependent hopping integrals, tσ. For the the SU(2) symmetric case, t↑ = t↓, such model
exhibits only partial many-body localization with localized charge and (delocalized) subdiffusive
spin excitations. Here, we demonstrate that breaking the SU(2) symmetry by even weak spin–
asymmetry, t↑ 6= t↓, localizes spins and restores full many-body localization. To this end we derive
an effective spin model, where the spin subdiffusion is shown to be destroyed by arbitrarily weak
t↑ 6= t↓. Instability of the spin subdiffusion originates from an interplay between random effective
fields and singularly distributed random exchange interactions.
Introduction– Many—body localization (MBL) is one
of the most challenging phenomena in condensed mat-
ter physics [1, 2] which has recently stimulated in-
tensive theoretical and experimental studies concern-
ing the low–dimensional strongly disordered many-body
systems. Theoretical studies considered and identified
MBL predominantly in the chains of interacting spinless
fermions (or in equivalent Heisenberg–like spin models)
[3–19]. Among distinctive properties of such disordered
systems, there is absence of thermalization in the MBL
phase [20–40] and, moreover, unusually slow equilibration
also beyond the boundaries of the MBL regime. In partic-
ular, the subdiffusive dynamics has been found in several
one-dimensional models for moderate disorder and has
been identified as a precursor to MBL [15, 30, 41–46].
The qualitative features of MBL have been confirmed
in several experimental studies of cold–fermion lattice
systems [36, 47–51] which, however, address the physics
of the disordered Hubbard model with both density
(charge) and spin degrees of freedom. The remaining
SU(2) spin–symmetry of the latter models poses essen-
tial limitations to the existence of the full MBL [52–56].
While the charge degrees of freedom appear to be lo-
calized for sufficiently strong disorder, the spin degrees
remain delocalized and undergo a subdiffusive dynamics
[40, 43, 54]. This implies that only partial (charge) MBL
may occur in the SU(2) symmetric Hubbard chains. This
scenario is consistent with the number of local integrals
of motion [57] which stays well below the value expected
for systems with full MBL. Moreover, one cannot exclude
that coupling of localized charges and delocalized spins
will eventually delocalize also the charge degrees of free-
dom [58], even if the latter delocalization will happen at
exceedingly long time–scales.
In this paper we reconsider the problem of full/partial
MBL and demonstrate that in strongly disordered Hub-
bard model, the subdiffusive (but ergodic) spin dynamics
is unstable against even weak perturbations that break
the SU(2) spin symmetry. In particular, we consider
Hubbard chain with random on–site potential and with
anisotropic (spin–dependent) hopping integrals, tσ. We
study the long–time (t→∞) behavior of local spin–spin
correlations, C0 = limt→∞〈Szi (t)Szi (0)〉, representing lo-
cal spin stiffness being also an indicator of nonergodicity.
While C0 = 0 in the SU(2) symmetric case (t↑ = t↓), in
agreement with a subdiffusive dynamics, it is shown to
be non-zero even for very weak hopping asymmetry. For
asymmetric hopping, it exhibits a power–law dependence
C0 ∝ |t↑ − t↓|γ indicating that full MBL is restored. In
order to explain the instability of the spin subdiffusion,
we derive an effective (squeezed) model which describes
the dynamics of spin excitations. The latter model takes
the form of the Heisenberg chain with random exchange
interactions but also with random local magnetic fields.
The interplay between random spin interactions (with a
singular distribution [43]) and random fields appears to
be responsible for the spin localization and restoration
of full MBL for arbitrarily small difference t↑ − t↓. The
numerical results for the Hubbard model in this regime
confirm the simplified model and a general scenario.
Model and method– We study a disordered Hubbard
chain
H = H0 + U
∑
i
ni↑ni↓, (1)
H0 = −
∑
i,σ
tσc
†
iσci+1σ + H.c.+
∑
i
i(ni↑ + ni↓), (2)
where c†iσ creates a fermion with spin σ at site i, niσ =
c†iσciσ and the disorder enters only via random potentials,
i, which are uniformly distributed in [−W,W ]. The spin
asymmetry is introduced via hopping integrals, where we
adopt t↑ = 1 as the energy unit, while t↓ ≤ 1.
As it follows from the experimental [48] and theoreti-
cal [40, 54] studies, the charge dynamics in the Hubbard
chain (1) is frozen for sufficiently strong disorder, W  1.
Therefore, it is useful and sufficient to derive a squeezed
model which involves only spin degrees of freedom. To
this end we diagonalize the single–particle Hamiltonian,
H0 =
∑
a,σ εaσc
†
aσcaσ, where c
†
aσ =
∑
i φiaσc
†
iσ creates
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2a fermion in the Anderson state and we take all φiaσ as
real. We consider only strong disorder W ' 4, when the
single–particle localization length is very short, λ < 1.
For convenience, the Anderson states are sorted accord-
ing to the maxima of |φiaσ| in real–space so that φia↑
and φia↓ are centered in the vicinity of the same lattice
site, i, despite φia↑ 6= φia↓. Consequently the quantum
number a marks positions of the Anderson states in real
space.
In order to obtain the squeezed spin model, we rewrite
the Hubbard term in Eq. (1) using the Anderson basis
[43]. In view of the frozen charge dynamics, we keep only
terms which do not alter the occupancy of the Anderson
states, i.e., we keep terms commuting with na = na↑ +
na↓. Then we can rewrite the effective Hamiltonian using
the spin operators, Sza =
1
2 (na↑ − na↓), S+a = c†a↑ca↓ and
S−a = c
†
a↓ca↑,
H ' −
∑
a<b
[
JzabS
z
aS
z
b +
J⊥ab
2
(S+a S
−
b + S
−
a S
+
b )
]
+
∑
a
haS
z
a ,
(3)
where
Jzab = U
∑
i
[
(φia↑φib↓)2 + (φia↓φib↑)2
]
, (4)
J⊥ab = 2U
∑
i
φia↑φib↓ φia↓φib↑, (5)
ha = ∆εa +
U
2
∑
b6=a,i
nb
[
(φia↑φib↓)2 − (φia↓φib↑)2
]
,(6)
with ∆εa = εa↑ − εa↓. On the one hand, starting from
the SU(2) symmetric Hubbard chain (φia↑ = φia↓) one
obtains a SU(2) symmetric model with Jzab = J
⊥
ab and
ha = 0, where spins have been shown to be delocal-
ized and the spin transport is subdiffusive [43]. For
φia↑ 6= φia↓ the effective model takes the form of an easy–
axis XXZ model with random Jzab ≥ |J⊥ab| but also with
random fields ha. Due to the latter interaction, Eq. (3)
resembles the canonical model studied in the context of
MBL [3–19]. However, an essential difference in Eq. (3)
emerges from random interactions Jzab, J
⊥
ab with singular
distributions, as shown later on. Hence, dynamical prop-
erties cannot be simply deduced from previous studies of
the standard model.
In order to study numerically the spin dynamics, we
first generate random i in Eq. (2) and diagonalize H0
for a chain of L sites. Then, we randomly choose N An-
derson states occupied by fermions (N/2 for each spin
projection). Doubly occupied states |a〉 are spin singlets
and do not contribute to the Hamiltonian (3). Conse-
quently, the squeezed model contains (on average) only
L˜ ∼ N−N2/2L singly–occupied states |a〉. Note that the
average distance between fermions occupying these states
is L/L˜ ≥ 2 λ, even for the half–filled Hubbard model,
n¯ = N/L = 1. Moreover, overlaps of the wave–functions
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Figure 1. a) and c) Joint probability densities, p(|J⊥|, Jz)
and p(|J⊥|, h), respectively, for filling n¯ = N/L = 0.14. b)
Cumulative distribution functions F z, F⊥ compared with an-
alytical results for SU(2) symmetric case, F 0 (dashed line).
d) Variance of the random field 〈h2a〉 in the squeezed model
as a function of disorder W .
in Eqs. (4-6) decay exponentially with the real–space
distance between the Anderson states, hence we consider
interactions only between nearest neighbors b = a± 1.
Let us first consider statistical properties of parame-
ters Jza , J
⊥
a , ha as they occur in the squeezed model (3).
Fig. 1a shows the joint probability density, p(|J⊥|, Jz).
One may observe that Jz and J⊥ are strongly corre-
lated with each other and Fig. 1a reveals a clear maxi-
mum at Jz ' |J⊥|. Moreover, the probability densities,
fz(Jz) and f⊥(|J⊥|), are rather insensitive to a modest
difference t↑ − t↓. This can be observed from the cumu-
lative distribution functions F z(J) =
∫ J
0
dJ ′fz(J ′) and
F⊥(J) =
∫ J
0
dJ ′f⊥(|J ′|) shown in Fig.1b for t↓ = 0.8.
They are quite close to the distribution F 0(J) = (J/2U)λ˜
(also plotted in Fig.1b) with λ˜ = λL˜/L which describes
the distribution of J in the SU(2) symmetric model [43].
The similarity of distributions is important, since they
are singular also for the asymmetric model (provided that
λ˜ < 1). We stress that probability for J⊥a = 0 vanishes.
The latter would induce a trivial spin localization via
cutting the chain into disconnected parts. Again, λ˜ is
the essential parameter which in the SU(2) symmetric
case governs the subdiffusive dynamics, 〈Sza(t)Sza(0)〉 ∝
t−λ˜/(1+λ˜). In all considered cases we also find λ˜ > 0, i.e.,
random J alone is insufficient to cause spin localization,
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Figure 2. a) and b): Local spin–spin correlation function,
C(t), for fillings n¯ = 0.14 and n¯ = 1, respectively. Results
for fixed disorder W = 4 and various t↓ are obtained from
the Lanczos method. Horizontal lines show stiffnesses C0 ob-
tained from ED for L˜ = 14. The dashed lines show approxi-
mate power-law for SU(2) symmetric case, C(t) ∝ t−λ˜/(1+λ˜).
c) Spin stiffnesses C0 obtained from Lanczos method (circles)
and from ED (squares) extrapolated linearly in 1/L˜→ 0, and
d) corresponding extrapolated values C0 vs. t↑ − t↓. Error
bars in d) show uncertainty of the finite-size scaling.
at finite temperatures T > 0.
Fig.1d shows the strength of random magnetic field
ha, i.e. the variance 〈h2a〉. This quantity shows a power–
law decrease with the disorder strength W for arbitrary
t↑ 6= t↓. Counterintuitively, strongly disordered Hubbard
model maps onto the spin chain with random fields which
are too weak to cause an efficient spin localization. The
essential physical mechanism behind the onset of spin–
localization can be observed in Fig.1c which shows the
joint probability density p(|J⊥|, h). When compared to
Fig.1a, correlations between J⊥a and ha seem insignifi-
cant. Therefore, there is quite high probability for re-
gions with large ratio ha/J
⊥
a , which in the following are
shown to be essential for the spin localization.
Figs. 2a, b show the central result of this work: the
local spin–spin correlation function for the effective spin
model
C(t) = 〈ψ|Sza(t)Sza(0)|ψ〉ave. (7)
We have calculated C(t) taking into account parameters
from the original Hubbard model in accordance with Eqs.
(4)–(6). Then, numerical results have been averaged over
random i, as well as over random choice of singly occu-
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Figure 3. a) Spin stiffnesses, C0, as in Fig.2d but for smaller
filling n¯ = 0.14, b) corresponds to a), but for simplified
squeezed model, while c) and d) refer to Fig.2c but for sim-
plified model with constant J (c) and uniformly distributed
random J (d). Note logarithmic scales on both axes in a) and
b).
pied Anderson states |a〉. Averaging over |ψ〉 in the cor-
responding squeezed model has been carried out at high
temperature, T →∞. We stress that results still depend
on the filling n¯ of the Hubbard chain and on the size of
the squeezed chain L˜.
As follows from Fig. 1b, there is a quite elevated proba-
bility for finding weak–links [28, 36] with small J⊥a , which
may result in long–lasting but still transient phenom-
ena. In order to rule out such transient effects we have
used two complementary numerical methods and verified
their consistency. Namely, data for L˜ ∼ 20 and times
t / 103 are obtained via the time-dependent Lanczos
method [59], whereas longer times but smaller systems
L˜ ≤ 14 are studied by exact diagonalization (ED). We
have carried out averaging over 103 and 104 realizations
of disorder for the former and the latter methods, re-
spectively. For the symmetric case, t↓ = 1, C(t) shows
unrestricted power–law decay in time corresponding to
ergodic but subdiffusive behavior. However, it saturates
even for very weak asymmetry t↑ − t↓ ∼ 10−2 marking
the onset of nonergodicity and spin localization. It holds
true not only at low–filling (n¯  1) shown in Fig.2a
but also for parameters corresponding to the half-filled
Hubbard chain (n¯ = 1) in Fig.2b. Fig.2c presents a fi-
nite size scaling of the spin stiffness C0 = C(t → ∞)
vs. 1/L˜. More precisely, the circles show result ob-
tained from the Lanczos method for t = 103, whereas
4squares show C0 obtained via ED. It appears, that both
approaches yield very similar results for the extrapolated
stiffness C0, as presented in Figs. 2d and 3a for fillings
n¯ = 1 and n¯ ' 0.14, respectively. Finally, extrapolated
stiffness shows a power-law dependence on the asymme-
try parameter, i.e. C0 ∝ (t↑ − t↓)γ and γ is of the or-
der of λ˜. Consistently with previous considerations [43],
for symmetric case t↓ = 1 we get ergodic behavior with
C0 = 0, but with a subdiffusive dynamics provided that
λ˜ < 1.
It follows from Fig.1b that f⊥(J) ' fz(J) ' f0(J) =
λ˜(J/2U)λ˜−1 for J ≤ 2U . The power–law distribution
has an integrable singularity at J = 0 provided that
0 < λ˜ < 1. Namely, the singularity occurs when the av-
erage distance between singly occupied Anderson states
L/L˜ is larger than the single–particle localization length
λ. One may further simplify the squeezed model, Eqs.
(4)-(6), assuming that J⊥a = J
z
a = Ja are random vari-
ables with a distribution function f0(J) and that random
Ja is uncorrelated with field ha ' ∆εa. Figs. 3a and
3b show the comparison of C0, obtained for the complete
and the simplified squeezed model, respectively. One may
observe that the simplified version indeed maintains the
essential properties of the more general version. More-
over, the simplified version allows to study regimes which
cannot be derived from the Hubbard model within our
approach, e.g., when W is small or U is too large. In
particular, Fig.3d shows the same results as Fig.2c but
obtained for λ˜ = 1, i.e., for a uniform (nonsingular) dis-
tribution of random J . Despite the presence of the ran-
dom fields, ha, spins remain delocalized for non–singular
f(J). Absence of spin localization can also be observed in
Fig.3c that shows results for random ha but with uniform
Jza = J
⊥
a = 1. Concluding this part, we can therefore
stress that the instability of the spin subdiffusion and
the onset of spin localization originate in the squeezed
model from a coexistence of random fields ha and the
singular distribution of random J⊥a ' Jza .
As a final numerical support for our approach, we com-
pare the local spin–spin correlation functions obtained
from the squeezed model and directly from the disor-
dered full Hubbard chain, where C(t) = 〈Szi (t)Szi (0)〉 is
calculated at T → ∞ via the microcanonical Lanczos
method [43, 54]. Since the local correlations in the Hub-
bard model are defined in terms of the Wannier states
|i〉, one can expect quantitative but not qualitative dif-
ferences at t → ∞. A comparison is shown in Figs. 4a,
b, c for various parameters. Due to much larger Hilbert
space, results for the Hubbard chains are obtained for
rather limited system sizes L ≤ 18, low fillings n¯ ≤ 0.6
and time–windows t ≤ 100. Both C(t) reveal decay in
time for the SU(2) symmetric case (Fig.4a) and satura-
tion for t↓ 6= t↑ as shown in Figs. 4b and 4c. The best
agreement between the models is expected to show up
for modest U < 4, large W > 4 (small λ) and low filling
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Figure 4. C(t) obtained for the original disordered Hubbard
model, compared with results for the corresponding squeezed
(Heisenberg) model at fixed disorder W = 8: a) for n¯ = 1/3
and SU(2) symmetric case, and b) for different assymmetries
t↓ < 1, and c) filling n¯ = 8/14 = 0.57 closer to quarter-filling.
d) Charge–charge correlation function Cn(t) for the Hubbard
model.
n¯ 1 (large distance between spins). It is still satisfac-
torily close to quarter–filling, n¯ ' 1/2, (Fig. 4c), i.e. for
the case studied experimentally [48, 50].
While the deviation between both models at t / 1
is not surprising, it is useful to explain its origin. To
this end, for the Hubbard chain we have calculated
also a (normalized) charge–charge correlation function,
Cn(t) = 〈(ni(t)− n¯)(ni − n¯)〉/n¯2, shown in Fig. 4d. We
note, that in the short–time regime the charge is redis-
tributed over the Anderson states. This feature is miss-
ing in the squeezed model and is responsible also for the
short–time deviations visible in the spin dynamics of both
C(t).
Conclusions. – We have studied how the spin dynam-
ics in the disordered Hubbard chain depends on spin–
dependent hopping that breaks the SU(2) symmetry. To
this end we have derived an effective spin model assum-
ing that the disorder strength is the largest energy scale
(i.e., interaction is weak) and the single–particle local-
ization length is much smaller than the average distance
between singly occupied sites. Results obtained for the
squeezed model show that the subdiffusive spin dynamics
occurs only for strictly SU(2) symmetric system whereas
arbitrary t↓ 6= t↑ localizes spins and restores full MBL in
the original Hubbard model. Instability of the subdiffu-
sive dynamics originates from the interplay between two
5specific properties of the squeezed model: weak random
magnetic field and random J with a distribution function
that is singular at J = 0. Despite rather obvious numer-
ical limitations, results obtained for the Hubbard chain
qualitatively agree with those for the squeezed Hamilto-
nian. There are nevertheless open questions. It is unclear
whether the instability of subdiffusive spin dynamics is
restricted to the regime where we can reliably derive the
squeezed spin model. Moreover, we have considered only
a specific breaking of SU(2) symmetry, and it is a perti-
nent question whether this instability holds for arbitrary
perturbation that breaks the latter symmetry.
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