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Black-box quantum state preparation is an important subroutine in many quantum algorithms.
The standard approach requires the quantum computer to do arithmetic, which is a key contributor
to the complexity. Here we present a new algorithm that avoids arithmetic. We thereby reduce
the number of gates by a factor of 286–374 over the best prior work for realistic precision; the im-
provement factor increases with the precision. As quantum state preparation is a crucial subroutine
in many approaches to simulating physics on a quantum computer, our new method brings useful
quantum simulation closer to reality.
Black-box quantum state preparation, first developed
by Grover [1] as an extension of his more famous search
algorithm [2], is a widely used quantum computational
primitive. State preparation is invoked, for example, in
the discrete-time quantum walk approach to Hamilto-
nian simulation [3–5], and in the linear combination of
unitaries (LCU) technique [6–10]. State preparation pro-
cedures are also treated as input to quantum algorithms
for solving systems of linear equations [9, 11], data fit-
ting [12], and computing scattering cross sections [13, 14].
Grover gave a black-box state preparation algorithm
that requires the quantum computer to calculate arc-
sines, which is a major contributor to the complexity.
Here we eliminate the need for arithmetic and thereby
greatly improve the cost. For instance, Grover’s approach
would require over 11000 Toffoli gates [15] per round of
amplitude amplification to prepare a quantum state to 30
bits of precision. Our approach requires only 30 Toffoli
gates. This complexity reduction brings useful Hamilto-
nian simulation much closer to reality.
The scenario for black-box state preparation is as fol-
lows. We are given access to a quantum oracle amp (the
‘black box’) that returns target coefficients as follows: if
~α := (α0, α1, . . . , αd−1) is a real vector with 0 ≤ αℓ < 1
for each ℓ = 0, . . . , d− 1, then
amp |ℓ〉 |z〉 := |ℓ〉 |z ⊕ α(n)
ℓ
〉 , (1)
where z is an n-bit integer encoded into an n-qubit reg-
ister, ⊕ represents a bitwise XOR, and α(n)
ℓ
= ⌊2nαℓ⌋.
The task is to prepare an approximation to the ‘target’
state
|target〉 := 1‖~α‖2
d−1∑
ℓ=0
αℓ |ℓ〉 . (2)
A key contributor to the cost of Grover state prepara-
tion is the use of a subroutine defined as
rot |ξ〉 |0〉 := |ξ〉 (sin θ |0〉+ cos θ |1〉) , (3)
where ξ is one of the values α
(n)
ℓ
, the second register
is a qubit and θ is a high-precision approximation to
arcsin (ξ/2n). To implement this procedure, the quan-
tum computer would calculate θ, store the value in an
ancillary register, and use that register as the control for
a sequence of rotation operations on the qubit. Grover
then prescribes roughly
√
d/‖~α‖2 rounds of amplitude
amplification in which both amp and rot are invoked. The
number of rounds of amplitude amplification, and hence
the number of uses of amp, is provably optimal [16].
In this Letter, we eliminate rot and replace it with a
new procedure defined as
comp |a〉 |b〉 |0〉 :=
{|a〉 |b〉 |0〉 if a < b,
|a〉 |b〉 |1〉 if a ≥ b, (4)
where a and b are n-bit integers. A similar approach was
used in [17] (Sec. III.D) for state preparation in an LCU-
based quantum simulation algorithm, though the task
was different. In that paper, basis states are allowed to be
entangled with ancillae. Moreover, the amplitudes were
recorded in a classical database rather than provided as
the output of a quantum oracle.
To explain our method, we first review Grover’s ap-
proach in more detail. In Grover state preparation, the
following three operations are executed in sequence.
1. Prepare the output register. The output register,
which we call out, is a d-dimensional quantum reg-
ister that, like all registers, starts in the zero state.
We prepare out in a uniform superposition of all
computational basis states.
2. Write target amplitudes. Use amp to write the tar-
get amplitude to a new n-qubit register called data
controlled by the value in out.
3. Amplitude transduction. Apply the procedure rot,
which performs a rotation on a single qubit called
flag controlled by the arcsine of the value in data.
Grover’s black-box state preparation algorithm pre-
scribes O
(√
d/‖~α‖2
)
rounds of amplitude amplification
on the above steps, where the register flag indicates the
correct subspace. Following amplitude amplification, re-
set the data register by applying amp once more; data
2can then be discarded. Finally, measure flag. If the re-
sult is one, the algorithm has failed. Otherwise, the state
of the register out is approximately |target〉 as required.
The key step of Grover’s black-box state preparation
algorithm is amplitude transduction, in which the value
α
(n)
ℓ
recorded in the data register is transduced into an
amplitude for |ℓ〉
out
. In Grover’s approach, the procedure
rot is used to perform amplitude transduction. The state
of the quantum computer after applying rot but before
amplitude amplification is
|ψrot〉 := 1√
d
d−1∑
ℓ=0
|ℓ〉
out
|α(n)
ℓ
〉
data
⊗
(
sin θℓ |0〉flag + cos θℓ |1〉flag
)
, (5)
where θℓ ≈ arcsin
(
α
(n)
ℓ
/2n
)
. The amplitude sin (θℓ) ≈
αℓ is thus applied to the appropriate part of the super-
position in the subspace marked by |0〉
flag
.
In our approach, we instead perform amplitude trans-
duction by testing an inequality. We compare the value
of the oracle output with a superposition of all possible
outputs prepared in a new n-qubit register called ref
with the result written to flag. We call this operation
comp. The state after applying comp is
|ψcomp〉 := 1√
2nd
d−1∑
ℓ=0
|ℓ〉
out
|α(n)
ℓ
〉
data
⊗


α
(n)
ℓ
−1∑
x=0
|x〉
ref
|0〉
flag
+
2n−1∑
x=α
(n)
ℓ
|x〉
ref
|1〉
flag

 . (6)
Our next step is to unprepare the uniform superposition
on ref with n Hadamard gates. That yields the state
1√
d
d−1∑
ℓ=0
α
(n)
ℓ
2n
|ℓ〉
out
|α(n)
ℓ
〉
data
|0〉⊗n
ref
|0〉
flag
+ |ω〉
out⊗data⊗ref⊗flag , (7)
where |ω〉 is an unnormalized state containing the parts of
the superposition with non-zero values encoded on ref⊗
flag. The remainder of the algorithm works as before,
except that success is indicated by zero on both flag and
ref instead of only flag as before.
We can extend our approach to the case in which we
want to prepare a state that is approximately propor-
tional to
∑
ℓ
√
αℓ |ℓ〉, rather than
∑
ℓ
αℓ |ℓ〉. This variant
of state preparation is used, for example, in the discrete-
time quantum walk approach to Hamiltonian simula-
tion [3, 4]. Notice that the number of terms marked by
|0〉
flag
in Eq. (6) is α
(n)
ℓ
, meaning that the amplitude on
the subspace marked by |ℓ〉
out
|0〉
flag
is proportional to
√
α
(n)
ℓ
. We want to preserve these square-root ampli-
tudes whilst resetting ref. To do this, we simply skip
the step where we unprepare a uniform superposition on
ref. Following amplitude amplification to boost the am-
plitude of |0〉
flag
, we reset the ref register using a new
procedure called unif−1. This new procedure is the in-
verse of unif, which is defined so that
unif |Λ〉
data
|0〉
ref
:=
1√
Λ
|Λ〉
data
Λ−1∑
x=0
|x〉
ref
. (8)
Note that we do not reset ref during amplitude ampli-
fication, meaning that we apply unif−1 only once at the
end. This introduces an additive, rather than multiplica-
tive, complexity overhead to the algorithm. This also
means that any inaccuracy in unif−1 is introduced only
once. It therefore suffices to explain how to execute unif
to within an error that is proportional to the overall error
tolerance of the algorithm.
The operation unif can be approximated to within ε
using fixed-point amplitude amplification (Theorem 27
in [18]) on an intermediate procedure unif′ defined so
that
unif′ |Λ〉
data
|0〉
ref
|0〉
anc
:=
1√
Λ′
|Λ〉
data

Λ−1∑
x=0
|x〉
ref
|0〉
anc
+
Λ′−1∑
x=Λ
|x〉
ref
|1〉
anc

 , (9)
where Λ′ := 2⌈log2 Λ⌉ and anc is an ancillary qubit used
to mark the desired state. Note that the desired out-
put is marked by |0〉
anc
with amplitude
√
Λ/Λ′ > 1/
√
2.
Also note that unif′ can be executed using n controlled-
Hadamard gates followed by an application of comp. We
may then use fixed point amplitude amplification (set
a = 1 and δ = 1/
√
2 in Theorem 27 of [18]) to boost
the amplitude of |0〉
anc
to within 1 − ε. The cost of this
approach is O(n log(1/ε)).
We can also extend our approach to prepare states with
complex amplitudes. First we briefly establish some ter-
minology. We have explained above how to prepare states
whose amplitudes are equal to either the output of an or-
acle or the square root of that output. We call the first
state preparation problem the ‘linear coefficients’ prob-
lem and the second the ‘root coefficients’ problem. The
original form of both the linear and root coefficients prob-
lems assumes that the target amplitudes are positive and
real; we can generalize to complex coefficients that are
presented in either polar form or Cartesian form. That
is to say, the amplitudes are presented to us as the output
of two oracles, rather than one. For polar form, these or-
acles return either the magnitude or the argument of the
target amplitudes; for Cartesian form, the oracles return
either the real or imaginary component.
To solve the polar form of either the linear or root coef-
ficients problem, first prepare a state approximately pro-
3portional to
∑
ℓ
|αℓ| |ℓ〉 or
∑
ℓ
√
|αℓ| |ℓ〉, respectively, as
before using the magnitude oracle in place of amp. Then
use the argument oracle to write arg (αℓ) to data. We
then simply perform a sequence of controlled phase op-
erations (controlled by data) to transduce the phases to
out; the phase in the controlled phase operations depends
on whether we seek to solve the linear or root coefficients
problem.
Solving the Cartesian form of each problem is more
complicated. We describe the linear and root coefficients
problems separately. For the linear coefficients problem,
we extend the flag register to two qubits. We initialize
the new flag qubit to (|0〉+ i |1〉) /√2. We then replace
the oracle queries in our algorithm with applications of
both the real and imaginary oracle conditioned on the
value of the new flag qubit (|0〉 for real, |1〉 for imagi-
nary). As the real and imaginary parts may also be neg-
ative, each oracle is assumed to return a signed integer
instead of unsigned as before; we transduce the sign to
an amplitude by applying the Z gate to the sign bit. Af-
ter applying comp and then resetting data with another
conditional application of the real or imaginary oracle,
we apply a Hadamard gate to the new flag qubit. The
desired state is now flagged by |0〉⊗2flag and we can perform
amplitude amplification as usual.
For the Cartesian form of the root coefficients prob-
lem, we cannot entirely avoid arithmetic, although we
can keep it to a minimum. We follow the same proce-
dure as for the Cartesian form of the linear coefficients
problem, but we modify the application of comp. To ex-
plain this modification, first note the following. If we
set αℓ = aℓ + ibℓ, observe that r := Re
(√
αℓ
)
satis-
fies 4r2
(
r2 − aℓ
)
= b2
ℓ
and that c := Im
(√
αℓ
)
satisfies
4c2
(
c2 + aℓ
)
= b2
ℓ
. For the principal root of αℓ (the one
we seek to prepare), the real part is non-negative and the
sign of the imaginary part matches that of bℓ. We then
modify the application of comp as follows: instead of us-
ing comp to compare the value of the oracle output and a
superposition of possible amplitudes x, we test whether
4x2
(
x2 ± aℓ
)
< b2
ℓ
. The choice of + or − is made con-
trolled on the state of the new flag qubit. This new
step requires a handful of arithmetic operations, though
fortunately we need not calculate a square root directly.
Having explained our new approach to black-box quan-
tum state preparation, we now analyze its complexity.
We focus on analyzing the complexity of our approach
for preparing positive amplitudes; the analysis of com-
plex amplitude preparation is similar. To assess the cost
of our algorithm, we count only non-Clifford gates, which
are considered far more costly than Clifford gates due
to the overhead incurred in fault-tolerant execution [19].
During each round of amplitude amplification, the only
non-Clifford operations are comp and amp. There are
also Hadamard operations performed on out and ref,
but those are Clifford operations. The operation amp is
regarded as a black box, which means we count the num-
ber of its uses but do not attempt to count gates required
to implement it. Each round of amplitude amplification
uses amp and its inverse once, then amp is used once af-
ter amplitude amplification to reset data (the same as
for Grover’s approach).
Our improvement in complexity comes about because
comp can be performed efficiently. As shown in [20], comp
can be executed using n Toffoli gates (non-Clifford) and
n additional qubits. Together with n additional qubits
for each of the data and ref registers and one additional
flag qubit, we have a total cost of n non-Clifford gates
per round of amplitude amplification and an overall space
cost of 3n+1 qubits. One could instead implement comp
using the techniques of [21] with only 2n+ 2 qubits, but
then 2n− 1 non-Clifford gates would be required.
The amplitude of the desired state before amplitude
amplification in the linear coefficients problem is approx-
imately ‖~α‖2/
√
d. Therefore the number of rounds of
amplitude amplification is ≈ π4
√
d/‖~α‖2 (which is the
same as for Grover’s approach). Similarly, we need
≈ π4
√
d/‖~α‖1 rounds for the root coefficients problem.
Each round of amplitude amplification uses comp and
the oracle amp twice.
After amplitude amplification is complete, we must
reset the data register, which takes another applica-
tion of amp. For the linear coefficients problem no fur-
ther non-Clifford gates are required. For the root co-
efficients problem, O(n log(1/ε)) non-Clifford gates are
used to apply unif−1 with ε precision according to The-
orem 27 in [18]. Thus the complexity of our black-box
state preparation approach is, in terms of Toffoli gates,
π
2n
√
d/‖~α‖2 + O(1) for the linear coefficients problem
and π2n
√
d/‖~α‖1+O(n log(1/ε)) for the root coefficients
problem.
Having established the complexity of our algorithm, we
now compare with Grover. As we use the same number
of rounds of amplitude amplification, our improvement
arises from the elimination of the use of rot. To execute
rot, Grover uses a sequence of conditional rotations by
an angle calculated as the arcsine of the value stored in
the data register. The number of conditional rotations
depends on the precision of the arcsine calculation; we
assume that this is n bits. The cost of rot is therefore
equal to n controlled qubit rotations (each of which is
non-Clifford) together with the cost of calculating the
arcsine of the value stored in data.
The most thorough cost analysis for calculating an arc-
sine on a quantum computer is given in Appendix D.2
of [15], which reports a complexity of Ω(n2). That is to
say, the complexity is kn2 for a value k that increases
with n. Table II of [15] presents explicit complexity val-
ues for specific target accuracy values of 10−5 ≈ 2−17,
10−7 ≈ 2−23, and 10−9 ≈ 2−30. We can roughly compare
these numbers to the cost of our algorithm for n = 17,
4n comp Toffolis arcsine Toffolis improvement factor
17 17 4872 286
23 23 7784 338
30 30 11264 375
TABLE I. Comparison between our comp routine and the cost
of calculating an arcsine on a quantum computer, which is the
main cost of executing rot. From the left, the columns present
a value for n, the number of Toffoli gates needed to execute
comp (the complexity for our approach), the lowest number of
Toffoli gates reported in Table II of [15] for target precision
equal to approximately 2−n, and the factor by which our work
improves on the complexity of the previous approach.
23, and 30, respectively. We present this comparison in
Table I. Note that we are not counting the cost of non-
Clifford gates for conditional rotations, so are underesti-
mating the cost of Grover’s approach.
These gate counts are for operations that are per-
formed twice per round of amplitude amplification, but
the number of rounds is unchanged. The improvement
factor is exactly the same for the entire algorithm pro-
vided we consider the linear coefficients problem. For
the root coefficients problem there are other operations
needed, but it can be expected that there will be fewer
of those so the improvement factor will be similar. Our
approach provides an improvement by a factor of 286 to
375 for the precisions considered. The improvement in-
creases with the precision, which is as expected because
our technique has complexity n whereas computing arc-
sines has complexity worse than quadratic.
The factor of n2 in the complexity of [15] originates
from the complexity for multiplication. In principle the
asymptotic complexity for computing an arcsine could be
made close to O(n) by using more advanced methods of
multiplication [22]. However, that complexity includes a
very large constant factor, so those methods would only
be useful for unrealistically high precision. Our method
gives n complexity with a constant factor of one, so is
more efficient than any method for calculating arcsines
to any precision.
Before concluding, we briefly discuss errors due to
approximation. For the linear coefficients problem,
the output of our algorithm is exactly proportional to∑
ℓ
α
(n)
ℓ
|ℓ〉. Grover’s approach can only approximate this
state due to imprecision in the arcsine calculation and
single qubit rotations. For the root coefficients problem,
our algorithm incurs error because we can apply unif−1
only approximately. When comparing to the target state
with the exact coefficients αℓ or
√
αℓ there is additional
error because of the finite-precision approximation of αℓ.
This error scales as 2−n.
In conclusion, we have devised a modification to
Grover state preparation that avoids the need for a quan-
tum computer to do arithmetic. Whereas Grover’s orig-
inal approach required the quantum computer to calcu-
late a rotation angle as the arcsine of an input value,
our approach eschews this step in favor of an inequality
test between an input value and an even superposition
of all possible values. The inequality test marks those
parts of the superposition that are smaller than the in-
put value, meaning that the number of marked items is
proportional to the input value. Following amplitude am-
plification, the input value has thus been transduced to
an amplitude. By replacing arithmetic with an inequal-
ity test, we make significant reductions to the complexity
of Hamiltonian simulation as it would be performed in
practice.
We expect our practical complexity reduction to have
broad impact throughout quantum algorithms research.
In particular, our algorithm can replace Grover’s in
the implementation of walk operators in quantum-walk-
based algorithms and in the LCU technique. The im-
provement to LCU is likely to enable improvements to
quantum algorithms for simulating quantum chemistry,
which is a major potential application of quantum com-
puting.
It may be possible to perform a proof-of-principle ex-
periment of our state preparation algorithm using a noisy
intermediate-scale quantum processor. By setting the
precision of the oracle to be small (e.g., n = 2 for an
eight qubit demonstration) and skipping amplitude am-
plification, very few gates would be required. Grover
state preparation using arcsines would be out of reach
without large-scale error-corrected quantum computers.
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