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Abstract: The aim of this study is a transparent tool for analysis of voice (sustained phonation /a/)
and query data capable of providing support in screening for laryngeal disorders. In this work,
screening is concerned with identification of potentially pathological cases by classifying subject’s
data into ’healthy’ and ’pathological’ classes as well as visual exploration of data and automatic
decisions. A set of association rules and a decision tree, techniques lending themselves for exploration,
were generated for pathology detection. Data pairwise similarities, estimated in a novel way,
were mapped onto a 2D metric space for visual inspection and analysis. Accurate identification of
pathological cases was observed on unseen subjects using the most discriminative query parameter
and six audio parameters routinely used by otolaryngologists in a clinical practice: equal error rate
(EER) of 11.1% was achieved using association rules and 10.2% using the decision tree. The EER was
further reduced to 9.5% by combining results from these two classifiers. The developed solution can
be a useful tool for Otolaryngology departments in diagnostics, education and exploratory tasks.
Keywords: decision tree; t-SNE visualization; association rules; pathological voice
1. Introduction
Laryngeal disorders are relatively common, affecting ∼5% according to [1] or 6.2% according
to [2] of the general population, and are encountered in varying degrees of severity. Worldwide, larynx-
related cancer causes about 200,000 annual deaths. This number keeps growing, while decreasing
numbers of deaths related to many other types of cancer are observed. Therefore, efforts targeting
preventive laryngeal health-care are required.
Information obtained from both invasive and non-invasive measurements is used in laryngology for
diagnostics and monitoring of treatment outcomes. Indirect laryngoscopy and video laryngostroboscopy
are probably the most informative modalities in diagnostics for laryngeal disorders [3]. However,
sophisticated tools and an invasive course of actions required for obtaining such data impede wide
scale monitoring of human larynx using such instrumentation.
On the other hand, voice signals are obtained non-invasively and computer-based analysis of
voice data is used increasingly in monitoring of treatment outcomes and screening for laryngeal
disorders [4–11]. Several measures computed from voice data are already widely used to quantify
dysphonia changes and characterise outcomes of therapeutic and surgical treatment of laryngeal
diseases [8–11]. It was demonstrated that even a voice signal, transmitted through a telephone channel,
contains much information for the task of laryngeal pathology detection [12].
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Questionnaire data, routinely collected by laryngologist, is another source of easily and
non-invasively obtained information. As shown in [13], query data-based detection of disordered
larynx consistently outperforms detection based on voice data, and fusion of these modalities improves
the performance further. It was demonstrated that query data can provide useful information for
pathology detection, which is not present in voice data [14]. In [13], large sets of voice and query
features were used in a random forest [15] aiming to achieve low classification error in a two-class
(healthy/pathological) classification task. By contrast, in this work, our focus is on small feature sets,
transparent simple classification techniques and data exploration based on the suggested novel way to
assess the similarity of observations.
Various voice analysis tools, such as LingWaves (version 3.0, WEVOSYS medical technology GmbH,
Baunach, Germany), Computerized Speech Lab (PENTAX Medical, Tokyo, Japan), and Dr. Speech
(version 4, Tiger DRS, Seattle, Washington, USA), are usually used by laryngologists in clinical practice.
Dr. Speech is very popular due to its low price and good documentation, but it is not really clear how to
exploit full potential of analysis results available from the software [16]. To the best of our knowledge,
there is no tool capable of exploiting both voice and query data in screening for laryngeal disorders.
Some aspects of using query data in screening for laryngeal pathologies were explored from the medical
viewpoint in [17,18].
The aim of this study is to create a user-friendly tool for identification of potentially pathological cases
based on transparent analysis techniques and capable of exploiting both voice and query data. Currently,
the tool is oriented towards experts working at departments of otolaryngology, but, in the near future,
the developed tool could run on a smart phone, including voice recording and analysis, and be much
more versatile.
As a voice modality, sustained phonation of vowel /a/ has been used in this study, since sustained
phonation is simple, lessens variance in sustained vowels and increases reliability of computed acoustic
features [11,19]. In addition, sustained phonation is rather unaffected by aspects related to different
languages. Research concerning suitability of different vowels [20,21] often concludes that vowel /a/
results in the lowest EER in laryngeal pathology detection.
2. Voice and Query Data
A detailed description of voice and query data used in this study can be found in [17,18]. It is worth
mentioning that, when labelling the data (healthy/pathological), the initial diagnosis was based on
the visual appearance of larynx from the video laryngostroboscopy and direct microlaryngoscopy.
The final diagnosis was confirmed by histological examination of laryngeal specimens taken during
endolaryngeal microsurgical intervention. Three laryngologists were involved in the labelling process.
Low inter-rater variability and high reliability was observed. In the following two subsections,
we present a short description of the data, in order to facilitate understanding the content of this article.
2.1. Voice Data
Voice recordings were made using an acoustic cardioid microphone AKG Perception 220
(AKG Acoustics, Vienna, Austria), having a frequency range from 20 Hz to 20 kHz. A sound-proof booth
was used as a place for recordings where the microphone was placed at a 10-cm distance from the subject’s
mouth (all participating subjects were seated with a headrest) with about 90o microphone-to-mouth angle.
The audio format used was wav (dual-channel PCM, 16 bit samples at 44 kHz rate), resulting in the Nyquist
frequency Fmax = 22 kHz. The same database as in [22] was used in this study.
The “Voice” database contains 273 subjects (163 normal and 110 pathological voices), varying in
sex and ranging from 19 to 85 years in age. The normal voice group consisted of 51 men and 112 women
while there were 42 men and 68 women in the group of pathological voices. Thus, in total, 180 women
and 93 men participated in the study. Subjects in the normal voice group had no history of chronic
voice disorders, had no complaints regarding their voice and considered it as normal. The voice of
these subjects was assessed by laryngologists as normal. Video laryngostroboscopy did not reveal any
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pathological alterations in the larynx. The pathological voice group included patients with mass lesions
of vocal folds and unilateral vocal fold paralysis.
2.2. Query Data
The questionnaire statements identified by Bacauskiene et al. [23] were used in this study.
In [23], these statements were deemed as being the most important for solving the voice pathology
detection tasks. The “Query” database contained 596 subjects (106 healthy males, 221 healthy females,
118 pathological males, and 151 pathological females) ranging from 17 to 86 years in age. All subjects
from the “Voice” database are present in the “Query” database. The questionnaire data were obtained
from subjects’ responses to the set of questions, presented in Table 1. A set of 26 questions may seem
too big for daily clinical work. However, it was shown that this set of 26 questions can be reduced to
nine without substantial decrease in pathology detection accuracy: the equal error rate (EER) increased
from 6.18 to 7.72% when using nine questions instead of 26 [13].
Table 1. Query items.
# Question Content Units (or Scale) of Measurement
1 Subject’s gender {Male, Female}
2 Subject’s age discrete number
3 Average duration of intensive speech use hours/day
4 Average duration of intensive speech use days/week
5 Smoking {Yes, No}
6 Smoking intensity cigarettes/day
7 Smoking history years
8 Maximum phonation time seconds
9 SSA of voice function quality visual analogue scale from 0 to 100
10 SSA of voice hoarseness from 0 (no) to 100 (severe hoarseness)
11 Voice handicap progressing grade from 1 to 4
12 SSA of daily experienced stress level from 0 (no) to 100 (very much stress)
13 Frequency of singing grade from 1 to 5
14 Frequency of talking/singing in a smoke-filled room grade from 1 to 5
15 SSA of experienced discomfort due to voice disorder from 0 (no) to 100 (huge discomfort)
16 SSA of “too weak voice” from 0 (no) to 100 (very clear)
17 SSA of repetitive “loss of voice” from 0 (no) to 100 (very clear)
18 SSA of reduced voice from 0 (no) to 100 (very distinctly)
19 SSA of reduced ability to sing from 0 (no) to 100 (very distinctly)
20 Frequency of voice cracks or aberrant voice from 0 (no) to 100 (very often)
21 Level of vocal usage level from 1 to 4
22 Speaking took extra effort (G1) from 0 (no) to 5 (severe problem)
23 Throat discomfort or pain after voice usage (G2) from 0 (no) to 5 (severe problem)
24 Voice weakens while talking, vocal fatigue (G3) from 0 (no) to 5 (severe problem)
25 Voice cracks or sounds different (G4) from 0 (no) to 5 (severe problem)
26 GFI [24] = G1 + G2 + G3 + G4 grade from 0 to 20
* SSA stands for subjective self-assessment and GFI for glottal function index.
As a quantization step in rule extraction through affinity analysis (see Section 3.1), answers to
questions with a scale possessing more than seven unique values were transformed into quartiles.
Zero values were considered as a separate category and did not undergo the transformation. Answers
to questions # 22–25 (G1–G4) were replaced with a new response G0, which indicates that the subject
responded to at least one of the questions by a no problem answer:
G0 = (G1 = 0∨ G2 = 0∨ G3 = 0∨ G4 = 0). (1)
If there were no answers to questions # 22–25 as “no problem” (G1 > 0 and G2 > 0 and G3 > 0 and
G4 > 0), then the value of G0 was set to 0.
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3. Methodology
In this work, the pathology detection task is solved through classification of voice and query data
into two classes, healthy and pathological. Since the tools are to be used by laryngologists in clinical
practice, data classification and exploration algorithms applied should lend themselves to provide
insights into automatic decisions and numerical data (be transparent).
The same applies to parameters characterizing subject’s voice, sustained phonation of vowel /a/
in this case. Hundreds and thousands of parameters can be extracted for characterization of a subject’s
voice [22]. While the use of huge sets of parameters and advanced algorithms indicates how good
detection performance can be achieved. Such tools are usually attributed to the “black box” category,
since they provide very little insights into the data they analyse and the decisions they take. Therefore,
to characterize a subject’s voice, we used just six audio parameters widely adopted by laryngologists
all over the world: fundamental frequency (F0), jitter, shimmer, normalized noise energy (NNE),
harmonics-to-noise ratio (HNR), and signal-to-noise ratio (SNR). F0 measures how low or high the
frequency of subject’s voice is; jitter assesses the periodicity of vocal fold vibrations; shimmer reflects
the cycle-to-cycle variability in amplitude of the voice; NNE quantifies the relative level of vocal
noise (compared to the harmonics); HNR quantifies the amount of noise in the voice signal; and SNR
compares the voice signal total energy to the energy of the aperiodic component of the signal. There are
several variants of the parameters based on signal-analysis techniques applied to compute them.
In this work, the utterance-based approach was used to compute the audio parameters. Information
on how these parameters can be computed can be found in [12,25]. A set (of a similar size) of other
voice parameters could probably provide higher classification accuracy. However, the aforementioned
six parameters are already widely used to quantify dysphonia changes and characterise outcomes of
therapeutic and surgical treatment of laryngeal diseases.
Two transparent techniques were developed for pathology detection: association rules for analysis
of query data and a decision tree for exploring voice parameters. Decision trees are popular
classification tools in various medical applications. Decision trees have also been used for voice
pathology detection too [26,27]. The main novelty of this work is the suggested way of combined use of
association rules and decision trees for voice pathology detection based voice and query data. A novel
approach to data exploration is also suggested.
The C4.5 decision tree [28], applied in this work, was created using the six audio parameters
augmented with the glottal function index (GFI) parameter from the query data. The GFI parameter
was added due to its high frequency of participation in various association rules [13]. According to
Bach et al. [24], the GFI is a reliable and reproducible symptom index, which is easy to administrate
and exhibits good validity. The index is useful in the assessment of patients with glottal dysfunction.
The Matlab (version R2012b, MathWorks, Natick, Massachusetts, USA) environment was used to
create the decision tree. One can expect obtaining similar results using the Weka tool [29], trees.J48,
which is a clone of the C4.5 decision tree learner.
Association rules, identifying the strongest co-occurrences of answers, were mined using
an unsupervised Apriori algorithm [30]. A simple confidence-based classifier was derived from
association rules for detection of laryngeal disorders. Both association rules and a decision tree are
transparent algorithms, based on parameters routinely used by otolaryngologists, and can greatly
contribute to better understanding of various conditions and treatment planning.
Ability to explore data and automatic decisions is of great value for an end user. We used
the t-distributed stochastic neighbor embedding (t-SNE) algorithm for visualization of multidimensional
data in this work. For deeper insights, the user is also provided with a decision path in the decision
tree and class-conditional distributions of parameters used for pathology detection.
3.1. Association Rules
Association rules were obtained through affinity analysis identifying links between observations
and/or between variables in the explored data set. The result of this analysis is a set of rules
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of the if <antecedent> then <consequent> type, where antecedent (A) is a response or a set of
co-occurring responses concerning questionnaire statements, while consequent (C) is the subject’s
diagnosis. The following measures were used, to assess importance or interestingness of the rule:
support(A→ C) = P(A ∧ C), (2)
con f idence(A→ C) = P(A ∧ C)
P(A)
, (3)
li f t(A→ C) = con f idence(A→ C)
P(C)
, (4)
where P(condition) is the probability of the condition (fraction of observations having the condition),
∧ is logical AND, support is the popularity of the rule (fraction of observations having both A and C),
confidence describes the strength or purity of the rule (how often having A leads to C), and lift is
a measure of surprise (the increased likelihood of C being found together with A).
Some studies [31,32] demonstrated how association rules can be used to construct a classifier.
Here, we apply an extracted rule set for classification of query data using the weighted majority
approach. A normalized certainty of rules triggered by a subject’s responses is computed first:
Certainty = 100 · ∑
J
i=1 pi −∑Ki=1 hi
∑Ji=1 pi +∑
K
i=1 hi
, (5)
where J is the number of ‘pathological’ rules triggered, K is the number of ‘healthy’ rules triggered,
pi is the confidence of the triggered ith ‘pathological’ rule, and hi is the confidence of the triggered ith
‘healthy’ rule.
Sign of the resulting certainty value determines the diagnosis: a positive value means pathological
and a negative value means a healthy case.
3.2. Evaluation of Detection
Ten-fold cross validation was used to assess performance of the tool. To evaluate the goodness of
detection, certainties were used as scores. For voice data-based detection, a score for the observation
x is given by the probability of the dominant class at a terminal node the x is assigned to. For query
data-based detection, the certainty obtained using Equation (5) was used as score.
We evaluated performance of a classifier using the following measures: (a) the detection error
trade-off (DET) curve and the EER; (b) the receiver operating characteristic (ROC) curve and the area
under the curve (AUC). The DET, EER, ROC, and AUC measures were computed using an interpolated
version of the ROC through a pool adjacent violators algorithm, namely the ROC convex hull method
(see the BOSARIS toolkit [33]).
Various thresholds can be used to convert a soft decision into a hard one and the overall performance
of a detector can be conveniently represented by the ROC or DET curve. Due to the logarithmic scale,
the DET curves enable comparison of several models at a glance easier than the ROC curves [34].
Nevertheless, measurements of AUC from ROC can be valuable for various comparisons.
A convenient way to compare the accuracy of models with different DET (ROC) curves is
the equilibrium point, usually known as EER. EER is the point where the DET (ROC) curve intersects
the diagonal and: (a) miss rate (false positive rate) = false alarm rate (false negative rate), for DET;
or (b) sensitivity (true positive rate) = specificity (true negative rate), for ROC.
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3.3. Exploring Analysis Results
3.3.1. Data Visualization by the t-SNE Algorithm
Many algorithms have been developed for mapping data from a multidimensional space to
a low-dimensional space. The Classical Multidimensional Scaling [35] or Principal Coordinates Analysis
(PCoA) is a popular technique for performing such tasks. PCoA is a linear technique computing a series of
eigenvalues and eigenvectors.
In this work, we are interested in nonlinear mapping techniques possessing greater flexibility than
linear ones. Amongst numerous nonlinear mapping techniques [36], we selected the t-SNE algorithm [37].
The t-SNE algorithm has shown an excellent performance on both real world and artificial data [37].
Ability to embed a new observation onto a beforehand generated map is an appealing property of
the algorithm.
The t-SNE represents similarities (proximities) of observations as conditional probabilities.
The proximity of xj to xi in a high-dimensional space (in our case this space would be given by
the six audio parameters augmented with the GFI parameter from the query data) is defined as
the conditional probability pj|i that xj is chosen by xi as its neighbour when neighbours are chosen in
proportion to their probability density defined by a Gaussian centered on xi [37]:
pj|i =
exp(−||xi − xj||2/2σ2)
∑k 6=i exp(−||xi − xk||2/2σ2)
, (6)
where pi|i are set to zero and σ is a parameter selected experimentally, the width of the Gaussian
centered on an observation. In dense regions, smaller values of σ are more appropriate.
A similar conditional probability qj|i is calculated in the low-dimensional space: yi and yj,
counterparts of xi and xj. In this work, the low-dimensional space is given by the first and the second
t-SNE coordinates, a two-dimensional space used for data visualization. The joint probability qji = qij
is defined as:
qij =
(1 + ||yi − yj||2)−1
∑k 6=l(1 + ||yk − yl ||2)−1
, (7)
where qi|i are set to zero. The mapping sought is obtained by minimizing the Kullback–Leibler
divergence between the joint probability distributions P and Q.
In Equations (6) and (7), a distance is computed to assess similarity between observations.
However, in multidimensional spaces, the distance-based similarity of observations suffers from
a too big influence of irrelevant noisy variables. Therefore, we use a decision tree and association rules
designed for data classification, to assess the similarity of observations in this work.
3.3.2. Assessing the Similarity of Observations
When using a decision tree, assessment of similarity between two observations xi and xj is based
on measuring “distance” between two leaf nodes of the decision tree occupied by the observations.
We suggest assessing the similarity of observations xi and xj by the following equation:
ptij = 1/(e
w·gij), (8)
where w is a parameter, and gij is the number of tree branches between the two leaf nodes occupied by
xi and xj. If xi and xj occupy the same leaf node, then g = 0 and pij = 1. The parameter w governs
the influence of the “distance” (the number of tree branches) between two leaf nodes occupied by
the observations on the similarity values.
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Association rules-based similarity between observations xi and xj is computed according to
Equation (9):
prij =
2∑n∈U∩V pin
∑NUn=1 pin +∑
NV
n=1 pjn
, (9)
where U and V are the sets of rules activated by the observations xi and xj, correspondingly, NU and
NV are the number of rules in those sets, and pin is the certainty of the nth rule activated by xi.
3.3.3. Visualizing Data Distributions and Decisions
Distributions of the six audio parameters and all query parameters are created and visualised for
healthy and pathological cases as separate probability density functions (PDFs) using the Epanechnikov
kernel smoothing, as recommended in [38]. Figure 1 presents examples of PDFs for the six audio
parameters. Probability density functions allow obtaining very useful preliminary understanding
based on parameters otolaryngology specialists are familiar with. These distributions evolve over time
with inclusion of new subjects (patients and controls), which provides doctors with information on
trends and allows comparing different groups of patients.
0 100 200 300 400
F0 (196.68)
0 1 2 3 4
Jitter (0.64)
0 5 10 15
Shimmer (4.89)
−25 −20 −15 −10 −5 0 5
NNE (−3.03)
5 10 15 20 25 30 35
HNR (14.32)
5 10 15 20 25 30 35
SNR (13.30)
Figure 1. Probability (y-axis) density functions of audio parameters of healthy (blue) and pathological
(red, dashed-dotted) cases. A dashed line and numbers in the parentheses correspond to a parameter
value of a subject randomly selected from the database used to train the developed tools.
To facilitate reasoning, a decision tree is also provided for the user. A fragment of such a tree is
exemplified in Figure 2. The decision path (highlighted in Figure 2) helps with exploring the patient
diagnosis more thoroughly.
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Figure 2. A fragment of the decision tree created using the six audio parameters and the GFI (Glottal function
index) parameter.
4. Experiments and Results
The pathology detection techniques were trained and validated using voice data from [22]
and questionnaire data from [13]. Values of all parameters used in the algorithms were determined
experimentally by the cross-validation using these data sets. The techniques were also tested using
data collected from unseen subjects during routine clinical work after the designing process was
completed. The graphical user interface was created using Matlab. The following issues were studied:
1. Pathology detection accuracy using data collected during routine clinical work from unseen subjects.
2. Effectiveness of the association rules extracted from the query data and resulting insights gained
from the rules.
3. Exploration of audio and query data, and automatic decisions using the developed visualization
and analysis techniques.
4.1. Pathology Detection Accuracy
Apart from the ten-fold cross validation tests carried out in the designing phase of the tool,
the goodness of detection was also assessed using voice and query data from 45 unseen subjects
(nine normal and 36 pathological). The normal group consisted of four men and five woman while
there were 13 men and 23 women in the group of pathological voices. This set of data was collected
after the designing process was completed. Figures 3 and 4 summarize results of these additional tests,
where DET and ROC curves as well as EER and AUC values are presented. The EER points on the DET
curves are given by the intersection points of the curves with the diagonal shown by the dashed line
(see Figure 3).
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Figure 3. DET (Detection error trade-off) curves and EER (Equal error rate) for unseen voice and
query data.
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Figure 4. ROC (Receiver operating characteristic) curves and AUC (Area under the curve) for unseen
voice and query data.
The obtained EER values are very encouraging bearing in mind the simplicity of the techniques:
EER of 11.1% using association rules, 10.3% using the decision tree and 9.5% when combining
(via weighted averaging) results obtained from both the rules and the tree. The combination weights
were set to be proportional to the detection accuracy obtained in the designing process based on the
ten-fold cross validation. As expected, a combination of the two data modalities improves pathology
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detection accuracy. As can be seen from the DET and ROC curves, the combined classifier is not
only the most accurate classifier around the EER operating point, but also shows the lowest false
alarm probability (or highest specificity) near the low miss probability (or high sensitivity) mode
of operation, which can be considered as an appealing property when screening for disorders in
preventive health-care.
The ten-fold cross validation performed on the data sets described in Sections 2.1 and 2.2 resulted
in EER of 17.3% for the voice data, 12.7% for the query data and 11.8% when combining results obtained
from the two modalities via weighted averaging. The higher error rates obtained for these much larger
data sets are expected due to larger diversity of the data. A larger fraction of mild laryngeal pathology
cases were present in these larger data sets compared to the set of data collected after the designing
process was completed. Cases of mild laryngeal pathology are usually more difficult to distinguish
from the normal (healthy) ones compared to the cases of more severe pathology.
4.2. Association Rules
Generated association rules were filtered to retain only rules having diagnosis in the consequent
part and: support > 0.28 and con f idence > 0.9 for a healthy subject; and support > 0.16 and
con f idence > 0.9 for a pathological subject. These threshold values were selected experimentally.
The gravity of each response, or absolute frequency of each retained antecedent component belonging
to the pathological or healthy rules, is provided in Table 2. In Table 2, G0 is given by Equation (1),
MPT stands for maximum phonation time, VAS for visual analog scale, and all of the other abbreviations
are short names of the corresponding questions summarised in Table 1. The ‘healthy rules’ turned
out to be longer, but redundant, where the most persistent components showed the highest gravity.
The ‘pathological rules’ were found to be less complex and their components were slightly more diverse.
Table 2. Rule coverage for mined antecedent items. Absolute frequency (gravity), as the number of
rules the specific response participates in, is in “Healthy” and “Pathological” columns.
Question # Name & Value Healthy Pathological
22–25 G0 = 0 11 0
11 H = 2 11 0
6 C = 0 6 1
7 Y = 0 6 0
4 U = 7 3 2
8 MPT = [2,12] 0 4
21 L = 3 4 0
9 VAS = (63,100] 0 2
22–25 G0 = 0 0 1
20 X = (73,100] 0 1
19 S = (75.8,100] 0 1
18 R = (60,100] 0 1
16 W = (60,100] 0 1
15 D = (65,100] 0 1
1 Gender = F 1 0
4.3. Exploring Data and Decisions
Data similarity values, computed using Equations (8) and (9), were averaged and collected
into a similarity/proximity matrix. The proximity matrix was then mapped onto the 2D space using
the t-SNE algorithm. The perplexity parameter of the t-SNE algorithm was chosen empirically and
set to 50. The algorithm converged after 320 iterations. The resulting t-SNE visualization is shown
in Figure 5, where ‘triangles’ stand for healthy and ’squares’ for pathological cases. Filled circles
denote two selected cases, assigned to the ’healthy’ class by the classifier, used for tracking purposes.
The light-filled circle stands for one subject and the dark-filled one for another subject.
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A 2D map created by the t-SNE algorithm facilitates selection of specific cases for deeper
studies and comparison. The map allows spotting misclassified, incorrectly labelled observations or
observations mapped very closely, but coming from different classes and requiring deeper analysis.
The determined class label and classification certainty obtained from association rules and decision tree
are linked to each observation. The observation labelled by the light-filled circle in Figure 5 illustrates
one such case. The observation was assigned to the ‘healthy’ class by the classifier, but was mapped
in the area mainly occupied by ‘pathological’ cases. Such observations are candidates for deeper
exploration and the map lends itself for such analysis. By clicking on a selected observation on the 2D
map, the user accesses information linked to the selected individual: the six voice parameters (F0, Jitter,
Shimmer, NNE, HNR and SNR) and questionnaire data. The observation denoted by the dark-filled
circle in Figure 5 represents a correctly classified ‘healthy’ subject.
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Figure 5. Visualization of observations, represented by proximity values, by the t-SNE algorithm.
The class-conditional probability density functions of audio and query parameters are of great help
in such kind of analysis. Figure 6 presents examples of class-conditional probability density functions,
estimated using the Epanechnikov kernel smoothing, of query parameters. Density functions of the
age parameter, see the 1st row 2nd column in Figure 6, illustrate deficiency in data collection pointing
out the lack of healthy subjects in a certain age group. The class-conditional density functions also
show how a big difference can be expected between values of a certain parameter computed using
subjects from the healthy and pathological classes. More than one mode in the distribution hints at
the existence of clusters in the data.
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Figure 6. Probability (y-axis) density functions of query parameters for healthy (blue) and pathological
cases (red). A dashed line and numbers in the parentheses correspond to a parameter value of a subject
randomly selected from the database used to train the developed tools.
5. Discussion
The main goal of this study was to equip otolaryngologists with a transparent technique for
analysis of voice and query data capable of providing support in screening for laryngeal disorders.
In this work, screening concerns pathology detection through classification of subject’s data into
‘healthy’ and ‘pathological’ classes as well as exploration of data and automatic decisions. To the best of
our knowledge, none of the existing techniques exhibit such properties.
To achieve transparency, automatic decisions are obtained from a set of association rules extracted
from query data and a decision tree designed using the most discriminative query parameter and
six audio parameters routinely used by otolaryngologists in a clinical practice. Accurate pathology
detection was observed on unseen subjects: EER of 11.1% was achieved using association rules and
10.2% using the decision tree. The EER was further reduced to 9.5% by combining results from these
two classifiers. The obtained EER rates are lower compared to those achieved using sophisticated
‘black box’ techniques based on voice data only [22].
Besides a class label, the classification techniques also provide the level of confidence in
the decision they suggest. The low EER achieved by the association rules-based classifier indicates
high preventive health-care potential available in questionnaire data. These findings indicate that
relevantly phrased queries can serve as very useful sensors in characterizing subject’s health and are
of great value in the education process of otolaryngology students.
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The suggested novel way to assess pairwise similarity of observations allows mitigating
the influence of irrelevant variables, since only variables contributing to a decision are used. Therefore,
visualizations of multidimensional data represented by such pairwise similarities are more robust to
noise compared to visualizations based on ordinary distance measures e.g., Euclidian distance. The t-SNE
algorithm proved to be a useful tool for obtaining 2D data maps from data similarities. Such 2D maps
are very helpful in comparative studies and providing deeper insights into data representing various
groups of subjects. Ability to relate basic voice and query parameters to a specific diagnosis as well
as to parameters of similar (in terms of position on a 2D map) subjects helps laryngologists to make
associations and generalization over different cases. A 2D map is also of great help in identifying
erroneously labelled data and other unexpected deviations in both voice and query data.
Probability density functions, created using the Epanechnikov kernel smoothing method, provide
additional information, when evaluating patients with respect to audio or query data parameters.
Visualization of probability density functions of the audio parameters, such as Jitter, Shimmer,
HNR and SNR, was appreciated by otolaryngology specialists, since they use these parameters
in their daily work. Probability density functions of query data provide additional information about
a patient (in a statistical sense) and serve as valuable learning material for otolaryngology students.
Decision trees provide additional insights concerning main voice parameters and are very useful for
teaching/learning purposes.
6. Conclusions
1. The low EER achieved by the association rules-based classifier indicates high preventive
health-care potential available in questionnaire data.
2. Relevantly phrased queries can serve as very useful sensors in characterizing subject’s health
and are of great value in the education process of otolaryngology students.
3. The suggested novel way to assess pairwise similarity of observations allows mitigating the
influence of irrelevant variables, since only variables contributing to a decision are used.
4. A 2D map is of great help in comparative studies, providing deeper insights into data representing
various groups of subjects, making associations and generalization over different cases, identifying
erroneously labelled data and other unexpected deviations in both voice and query data.
5. Probability density functions provide additional information about a patient (in a statistical
sense) and serve as valuable learning material for otolaryngology students.
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Abbreviations
The following abbreviations are used in this manuscript:
AUC Area under the curve
DET Detection error trade-off
EER Equal error rate
F0 Fundamental frequency
GFI Glottal function index
HNR Harmonics to noise ratio
MPT Maximum phonation time
NNE Normalized noise energy
ROC Receiver operating characteristic
SNR Signal-to-noise ratio
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SSA Subjective self-assessment
t-SNE t-Distributed stochastic neighbor embedding
VAS Visual analog scale
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