Web Appendices

Heterogeneous peer effects
In Section 6 of the main text we assumed the causal model consistent with the DAG in Figure 3 , given by Y 1(t) (ỹ 2(t−1) ,gx 2(t−1) ) = α 1ỹ2(t−1) + β T Z (t) 
where U 1(t) and C 12(t) are unobserved variables leading to homophily and environmental confounding, respectively. Now suppose R 12 is a binary random variable that moderates the peer effect from 1 to 2. To represent observed effect modification by R 12 , Equation 1 may be extended to
The two-stage least squares (2SLS) IV procedure for (2) under Figure 3 of the main text uses R 12 GX 2(t−1) and (1 − R 12 )GX 2(t−1) as IVs (Angrist and Pischke, 2009 ). The stage I equations are:
while the stage II equation is:
whereŷ r 2(t−1) denotes the fitted value of r 12 y 2(t−1) (for r = 1) and (1 − r 12 )y 2(t−1) (for r = 0) from the first-stage equations. If the complete set of interactions between Z (t) and R 12 are added to (2) , the analysis decomposes into separate analyses stratified by R 12 .
We are mindful of concerns of unobserved heterogeneity such as when R 12 in (2) is unobserved (Angrist et al., 1996) . However, we have no empirical reason to suspect that the size of the effect GX 2(t−1) → Y 2(t−1) should be correlated with R 12 . In the case of 0 correlation, if we implement the IV procedure based on (1) when (2) is the true model, the 1 resulting two-stage least squares (2SLS) estimator estimates a weighted average of α 1 1 and α 0 1 .
(If all other effects are homogeneous, the mixing weight equals the probability that R 12 = 1.)
Computation of standard errors for 2SLS estimation
This subsection pertains to Section 6.1 of the main text and refers to the equation numbers in the main text. We outline the procedure for computing standard errors for the 2SLS procedure given by Equations (2-3) of the main text for estimating the causal model given in (1). Because variance estimates sum over all individuals we introduce the subscripts i, j ∈ {1, . . . , n} to denote individuals. Furthermore, without loss of generality, we suppose that
A key feature of the above calculation is thatσ 2 estimates the residual variance of the causal model in (1), not of the statistical model corresponding to the stage II equation in
(3) (Greene, 2003, page 78) . The smaller the discrepancy across the sample data between y j(t−1) and y j(t−1) (i.e., the stronger the IVs), the smallerσ 2 .
To account for the grouped error structure that arises from the repeated measures on egos, we compute the robust estimator given by
where Y (t) is the vector of BMI at t, A (t) = [G (t−1) , Z (t) ] is the design matrix from the stage I OLS regression, and G (t−1) and Z (t) are the matrices with ith row g j(t−1) and z j(t−1) , respectively. The Sandwich estimator in (3) corresponds to the Generalized Estimating Equations (GEE) estimator with the identity working correlation matrix.
Additional References
The following references are relevant to the paper but were cut due to space limitations. The (1996) ; Greene (2003) ; Hardin and Carroll (2003) ; ; and Noel and Nyhan (2011) .
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Figure: Trajectories of BMI by Age for each state of MC4R
To supplement the age-dependent association of the FTO gene with BMI in Section 7.1 of the main text, we present the analogous plot for the MC4R gene. 
