ABSTRACT In low-power wireless neural recording tasks, signals must be compressed before transmission to extend battery life. Recently, compressed sensing (CS) theory has successfully demonstrated its potential in neural recording applications. In this paper, a deep learning framework of quantized CS, termed BW-NQ-DNN, is proposed, which consists of a binary measurement matrix, a non-uniform quantizer, and a non-iterative recovery solver. By training the BW-NQ-DNN, the three parts are jointly optimized. Experimental results on synthetic and real datasets reveal that BW-NQ-DNN not only drastically reduce the transmission bits but also outperforms the state-of-the-art CS-based methods. On the challenging high compression ratio task, the proposed approach still achieves high recovery performance and spike classification accuracy. This framework is of great values to wireless neural recoding devices, and many variants can be straightforwardly derived for low-power wireless telemonitoring applications.
I. INTRODUCTION
The capabilities of wireless sensing of brain activities are highly desired by neuroscience research communities, where chronic recording from the untethered and free-behaving animal models are being investigated [1] , [2] . In such applications, wireless data transmission dominates the energy consumption, and the limited telemetry bandwidth could be overwhelmed by the large amount of neural data generated from multiple recording sites. Conventional data compression or feature extraction techniques are computational demanding, which consume large silicon area and offset the energy benefits from reduced data transmission [3] , [4] .
Recently, the field of Compressed Sensing (CS) [5] , [6] has shown potential in achieving compression and recovery performance comparable to the previous approaches but with simpler hardware resources. In CS, a signal x ∈ R N is compressed by a simple matrix-vector multiplication,
where ∈ R M ×N is the measurement matrix and y ∈ R M is the compressed measurements. Usually (1) is under-determined, i.e., M < N , and the ratio M /N is called the compression ratio (CR) of CS. In this system, the signal x cannot be uniquely retrieved from and y. However, if x has a sparse representation θ in a pre-defined basis ∈ R N ×N , i.e., x = θ where only a few entries K N of θ are non-zero, it is possible to estimate θ from y if the effective matrix A = satisfies the restricted isometry property (RIP) [7] . Some families of random matrices, like appropriately-dimensioned matrices with i.i.d. Gaussian elements or i.i.d. Bernoulli elements, have been demonstrated to satisfy the RIP with high probability.
In practice, y must be quantized before transmission, due to the fact that wireless communication can only use digital bits, i.e.,
where z is the quantized measurements and Q(·) denotes a quantization operator that maps a real value to finite quantization levels [8] . The procedure (2) is called Quantized Compressed Sensing (QCS) . After a quantized data stream z is received at the receiver, the reconstruction algorithm takes quantized measurements as input, correspondingly. A common method for recovering the signal from the quantized measurements is the 1 -minimization θ = arg min θ θ 1 subject to z − Aθ ≤ ,
where is the noise tolerance for quantization operation. Other methods such as Basis Pursuit De-Quantization (BPDQ) [9] , Quantized Iterative Hard Thresholding (QIHT) [10] and Quantized Variational Message Passing (QVMP) [11] are also widely used for QCS. After estimatinĝ θ , the original signal can be recovered byx = θ .
Based on CS theory, the typical structure for wireless neural recording system is depicted in Fig. 1 . The neural spikes are first detected and aligned, then they are compressed with measurement matrix, after that the compressed measurements are quantized into digital bits, after transmitting these digital bits to a computer or a fusion center, the spikes are finally recovered using an off-line recovery algorithm.
A. CHALLENGES AND STATE-OF-THE-ART
Porting QCS to wireless neural recording necessitates overcoming the following challenges:
1) SPARSITY REPRESENTATION
One challenge to apply CS to wireless neural recording is that the neural spikes are not sparse on common dictionaries such as discrete cosine transform basis and discrete wavelet transform basis. Recovering spikes using these dictionaries will severely degrade the performance. To alleviate this issue, Zhang et al. [12] proposed learning dictionaries using K-SVD and developed a signal dependent CS approach to compress the data. Suo et al. [13] proposed to use the recorded neural data directly as the sparsity dictionary. Xiong et al. proposed an unsupervised dictionary learning algorithm for single channel and multi-channel neural recordings [14] , [15] . Although the signal dependent methods are only applicable when training data is available, the authors claimed that the training data is indeed available in wireless neural recording applications.
2) MEASUREMENT MATRIX DESIGN
Performance guarantees for CS indicate that the measurement matrix must satisfy the RIP. Therefore, the design of measurement matrix is crucial for spike recovery. Some families of random matrices, e.g., appropriately-dimensioned matrices with i.i.d. Gaussian elements or i.i.d. Bernoulli elements, have been demonstrated to satisfy the RIP with high probability. Among of them, the i.i.d. random Bernoulli matrix is more wildly used as the measurement matrix due to its hardware implementation efficiency [16] . However, many research results showed that the i.i.d. random Bernoulli matrix are not optimal [17] , [18] , and how to design a suitable measurement matrix for neural spikes still remains a problem.
3) QUANTIZATION OF THE MEASUREMENTS
Quantization in CS inevitably introduces errors. However, suitably using quantization can largely reduce the wireless transmission bit-budget [19] . QCS is attractive for power or bandwidth limited applications and various algorithms were developed to recover signals from quantized measurements. Haboba et al. [20] studied the quantization error and its effect on reconstructing signals with fixed sparsity. Wang et al. [21] , [22] used QCS in low-energy telemonitoring of EEG signals. Liu et al. and Zhang [23] proposed a Bayesian de-quantization algorithm to reconstruct photoplethysmography signals. All above algorithms concerned uniform quantization. The non-uniform quantization that outperforms uniform one especially at low-rate scenario has also been exploited in QCS. Sun and Goyal [24] proposed optimal non-uniform quantization with respect to mean-squared error of the lasso reconstruction. Kamilov et al. [25] , [26] examined the optimal non-uniform quantization of CS measurements under reconstruction with message passing algorithms. However, these algorithms are not only computational intensive but also require the signal distribution as the prior knowledge, which is often unavailable in neural recording applications.
4) EFFICIENT RECOVERY SOLVER
Convex optimization algorithms (e.g., 1 -minimization [27] ), greedy algorithms (e.g., orthogonal matching pursuit [28] and iterative hard thresholding [29] ), and Bayesian algorithms (e.g., sparse Bayesian learning [30] and approximate message passing [31] ) are wildly used CS recovery solvers. However, these algorithms have high computational complexity hence can only be used off-line. There is a high demand for developing effective spike recovery algorithms for real-time neural recording applications. Recently, the deep architectures such as stacked denoising auto-encoders [32] , convolutional neural networks [33] and deep fully connected networks [34] have been investigated for sparse signal recovery in CS. Results showed that using a deep neural network as the CS recovery solver significantly reduce the computational complexity.
B. CONTRIBUTIONS AND PAPER ORGANIZATION
This study aims to solve above problems and develop an efficient QCS approach for wireless neural recording. Based on deep learning theory, a novel framework that consists Binary Weights, Non-uniform Quantizer, and Deep Neural Network is proposed, denoted by BW-NQ-DNN. By training the neural network, a binary measurement matrix, an optimized nonuniform quantizer, and a non-iterative recovery solver can be obtained simultaneously. Compared with prior works, the main contributions are as follows: 1) Instead of generating the measurement matrix randomly or deterministically, BW-NQ-DNN directly learns a binary measurement matrix during the training phase, which outperforming the i.i.d. random Bernoulli matrix while keeping the implementation efficiency.
2) A non-uniform quantizer is optimized for QCS, outperforming uniform ones for wireless neural recording, especially with low quantization bit-depth. To our best knowledge, this is the first time that a deep neural network has been used for the task of non-uniform quantizer optimization.
3) A non-iterative recovery solver is learned for QCS, leading to a significant advantage compared to state-of-theart both in recovery accuracy and computational complexity. This paper is organized as follows. Section II provides basic background material on quantization. Section III presents the details of BW-NQ-DNN and the training method. Section IV shows the experimental results for neural spike compression and recovery. Section V concludes this paper.
II. QUANTIZATION A. UNIFORM QUANTIZATION
A quantizer is a process that discretizes its input by performing a mapping from a continuous set to some discrete set. Specifically, consider K -point regular scalar quantizer Q, defined by its output levels C = {c
Uniform or linear quantization, where partition cells have equal size and shape, is commonly used in practice and has interesting asymptotic properties [35] - [37] . An example of uniform quantization is illustrated in Fig. 2(a) . However, the uniform quantization is not always optimal for natural signals. Take speech signal as an example, the uniform quantization provides unneeded quality for large signals which are least likely to occur, and pronounced truncation effects for the more frequent small amplitude signals. Therefore, uniform quantization does not perform as well as a quantizer with wider partition cells at high amplitudes and narrower partition cells at lower amplitudes.
B. NON-UNIFORM QUANTIZATION FOR CS
Compared with uniform quantization, non-uniform quantization can provide a significant improvement in distortion [38] , [39] . The companding method is a standard way of generating non-uniform quantizers from a uniform one, where the input signal is transformed using a nondecreasing and smooth companding function ϕ : R → (0, 1), then quantized using a uniform quantizer Q with K equidistant levels on (0, 1), and finally passed through the expander function ϕ −1 . An example of µ-law companding function and its corresponding partition cells for speech signal is depicted in Fig. 2(b) . Typically, a non-uniform quantizer is optimized by adapting the companding function ϕ to minimize the distortion between the random vector s ∈ R m and its quantized representationŝ = Q ϕ (s), where Q ϕ (s) Q(ϕ(s)). For example, for a given vector s and the MSE distortion metric, optimization is performed by solving
where minimization is done over all K -level scalar quantizers. One standard way of optimizing ϕ is via the Lloyd algorithm, which iteratively updates the partition cells and output levels by applying necessary conditions for quantizer optimality. For the CS framework, however, searching the quantizer that minimizes MSE between s andŝ is not necessarily equivalent to minimizing MSE between the sparse vector x and its CS reconstruction from quantized measurementsx [24] , [40] . This is due to the nonlinear effect added by any particular CS recovery solver. Hence, instead of solving (4), we aim to solve
where minimization is performed over all K -level regular scalar quantizers andx is obtained through a CS recovery solver.
III. DEEP LEARNING FRAMEWORK OF QUANTIZED COMPRESSED SENSING
In this section, we propose a deep learning framework for QCS that compresses neural spikes to low dimensional quantized measurements by learning a binary measurement matrix and a non-uniform quantizer, and recovers the measurements back to neural spikes by learning a nonlinear solver, as depicted in Fig. 3 . The whole neural network consists of three parts: a compression net, a quantization net, and a recovery net. Both the compression net and the recovery net are fully connected, i.e., each layer takes all neurons in the previous layer and connects it to every single neuron it has. The three parts will be described in detail in the following subsections. 
A. COMPRESSION NET
The compression net consists of two layers: (1) an input layer with N nodes, and (2) a compression layer with M nodes which applies a linearity to the affine transformation of its input, i.e.,
where ∈ R M ×N is the real weight matrix, b c and T c (·) denote the bias vector and the activation function of the sensing layer, respectively. To be compatible with canonical CS framework, we assume that the compression layer has no bias terms, i.e., b c = 0. In addition, we choose the identity function as the activation function, i.e., T c (x) = x. Therefore, the compression net can be described as in (1) .
To reduce the hardware implementation complexity and simplify computations in neural networks, we constrain the weights of the compression net to be ±1 during training. Specifically, we estimate using a binary matrix B ∈ {−1, +1} M ×N and a scaling factor α ∈ R + such that ≈ αB. Therefore, the matrix-vector multiplication in (1) can be approximated by
Without loss of generality, we assume , B are vectors in R H , where H = M × N . To find an optimal estimation for ≈ αB, we solve the following least square optimization:
where J (B, α) is the cost function as
By expanding equation (9), we have
Since B ∈ {−1, +1} H , B T B = H is a constant. T is also a constant because is a known vector. The optimal solution for B can be achieved by maximizing the following constrained optimization
This optimization can be solved by assigning
In order to find the optimal value for the scaling factor α, by taking the derivative of J with respect to α and setting it to zero, we have
By replacing B * with sign( ), we have
Therefore, the optimal estimation of a real matrix can be obtained by taking the sign of matrix elements. The optimal scaling factor is the average of absolute matrix elements.
B. QUANTIZATION NET
We use the companding method to generate the non-uniform quantizer for our neural network. The quantization net consists of a nonlinear companding function ϕ : R → (0, 1) and a uniform quantizer, as described in section II-B. The implementation details of the two parts are described as follows.
1) NONLINEAR COMPANDING FUNCTION
In order to devise a computational approach for learning the nonlinear companding function ϕ, we adopt the following parametric representation for the nonlinearities
where c {c k }, k ∈ [−K , K ] are the coefficients of the representation and ψ is a basis function positioned on the The blue nodes denote the input and output of the network. The orange nodes denote the learnable parameters defined in (15) .
where the constant > 0 denotes the distance between two grid points. The computational graph of the nonlinear companding function ϕ is depicted in Fig. 4 .
The parametric function ϕ can be trained using backpropagation [41] and optimized simultaneously with other layers. The update formulations of {c k } are simply derived from the chain rule. The gradient of c k is
where C represents the cost function. The term ∂C ∂ϕ(y i ) is the gradient propagated from the deeper layer (i.e., the uniform quantizer). The summation y i runs over all elements of y.
In this paper, we represent the nonlinear companding function ϕ in terms of its expansion with polynomial B-splines [42] , [43] . The main advantage of the B-spline representation is that it can approximate any nonlinearity with an arbitrary precision for a sufficiently small . Accordingly, our basis function corresponds to ψ = β d , where β d refers to a B-spline of degree d ≥ 0. Within the family of polynomial splines, the following cubic B-splines
tend to be the most popular in applications due to their minimum curvature property [42] . The derivatives of B-splines can be computed via the following formula
which simply reduces the degree by one. By applying this formula to the expansion of ϕ, we can easily obtain a closed form expression for ϕ in terms of quadratic B-splines as
2) PROPAGATING GRADIENTS THROUGH UNIFORM QUANTIZATION
The derivative of the uniform quantization function is zero everywhere except the discontinuities, making it apparently incompatible with backward propagation since the exact gradient of the cost with respect to the quantities before the discretization would be zero. Bengio et al. [44] studied the question of estimating or propagating gradients through discrete neurons and found that the fastest training was obtained when using the ''straight-through estimator,'' previously introduced by Hinton et al. in [45] . We follow a similar approach but use the version of the straight-through estimator that takes into account the saturation effect. Consider the uniform quantization function
and assume that the gradient g q = ∂C ∂q has been obtained. Then, our straight-through estimator of
where V sat is the saturation level of the quantizer and 1 |x|≤V sat outputs 1 when |x| ≤ V sat and 0 otherwise. Note that this preserves the gradient's information and cancels the gradient when |x| is too large. Not canceling the gradient will significantly worse the performance.
C. RECOVERY NET
The resulting measurements z produced by the compression net and quantization net is then mapped back to a recovered N × 1 vector through the recovery net, as depicted in Fig. 1 . We consider a Multi-Layer Perceptron (MLP) [46] , [47] architecture to learn a nonlinear solver that maps a quantized compressed measurements z via several hidden layers back to recovered spikex. Additional reasons why the MLP architecture is a reasonable choice for the compressed sensing problem can be found in [34] . The recovery net consists of two types of layers: (1) L ≥ 1 recovery layers with ρN nodes, where ρ > 1 is the redundancy factor, and (2) an output layer with N nodes. Each recovery layer is followed by a tangent sigmoid activation function defined as
Therefore, given the weight matrix W l and the bias vector b l , the activation of the l-th recovery layer is given by 12 : end for Output: output of the sensing layer y, output of the quantization layer z, and output of the recovery layers
The last recovery layer is connected to the output layer without nonlinearity.
Consider that the recovery procedure of CS are often performed off-line, e.g., on a computer or a fusion center. Instead of the energy efficiency, the recovery accuracy is the key point we concern. Therefore, we use real weights for all recovery layers to improve the recovery performance.
D. TRAINING METHOD
The three parts of the BW-NQ-DNN are jointly trained by learning all parameters of the model. The set of all parameters is denoted by
Therefore, the BW-NQ-DNN can be represented by a nonlinear mapping asx = M(x, ). For a training set D train with T spikes, i.e., D train = {x (1) , x (2) , . . . , x (T ) }, we use the mean squared error (MSE) as the cost function,
The MSE is used in this work since our goal is to optimize the Signal to Noise and Distortion Ratio (SNDR) [12] which is directly related to the MSE. We use the stochastic gradient descent (SGD) [48] algorithm to train the BW-NQ-DNN. The overall training procedure can be summarized by the following steps:
(1) First, the real weight matrix is binarized into B and its corresponding scaling factor α, then forward propagation is performed by using B and α in the compression net and using real weights W l in the recovery net. The forward propagation procedure is demonstrated in Algorithm 1. g ← g T (a l ) 5 :
Update W:
Update b: b t+1 l = b t l − b l 10: end for 11: for the quantization layer do 12: g ← g 1 |ϕ(y)|≤V sat 13: c = ηgϕ(y) 14: g ← (c t ) T g ϕ (y) 15: Update c: c t+1 = c t − c 16: end for 17: for the compression layer do 18: = ηgx T
19:
Update : t+1 = t − 20: end for Output: updated weights t+1 and W (2) Next, backward propagation is performed to compute the gradients with respect to , c, W l and b l .
(3) Last, parameter updates are computed using the real weights for both compression net and recovery net.
The back propagation and parameter updating procedures are demonstrated in Algorithm 2.
Note that we only binarize the weights during the forward propagation and backward propagation for the compression net. For updating the parameters, we use the high precision (real) weights. Because the parameter changes are tiny in gradient descend, binarization after updating the parameters ignores these changes and the training objective can not be improved. For the recovery net, we use real weights for all three steps.
Once the training finished, the inference procedure of the recovery net can be seen as a CS solver to reconstruct the spikes. At the inference stage, we only perform forward propagation with the learned weights. Therefore, the computational complexity of spike recovery will be significantly reduced as Theorem 1.
Theorem 1: The computational complexity of spike recovery using BW-NQ-DNN is O(MNL).
(26) Proof: Note that the recovery net has L layers. Performing forward propagation on each layer costs ρMN computations. In addition, the output layer costs N computations to output the recovered spike. By accumulating computations over all layers and taking the big O operation, the proof completes.
IV. EXPERIMENTAL RESULTS
In this section, we examine the performance of the proposed BW-NQ-DNN against state-of-the-art schemes for wireless neural recording applications.
A. DATA DESCRIPTION
Both synthetic and real datasets were employed in various experiments. We adopted the difficult1 dataset from University of Leicester neural signal database [49] to evaluate the recovery performance. The dataset contains 4130 spikes from 3 different neurons. All signals were sampled at 24-kHz with 16-bit resolution. We also carried out benchmarking on the publicly available dataset hc-1 [50] , which consists of simultaneous intracellular and extracellular recordings of cells in the hippocampus of anesthetized rats. Recordings from an extracellular tetrode and an intracellular electrode were made simultaneously so that the cell recorded on the intracellular electrode was also recorded extracellularly by a tetrode. In this paper, we selected the d14921 subset to evaluate the performance of all algorithms. The dataset contains four channels extracellular signals that sampled at 20 KHz with 16-bit resolution. For both datasets, all spikes were aligned to their absolute peaks in a 64-sample spike window.
B. EXPERIMENT SETUP
The following algorithms have been chosen for performance comparison.
(1) The proposed BW-NQ-DNN. All experiments use mini-batch SGD on batches of 32 spikes. The nonlinear function ϕ was defined with 200 basis functions that were spread uniformly over the dynamic range [−V sat , V sat ] and all elements of c were initialized to 1. Other parameters were set to be η = 0.05, ρ = 1.5, and L = 3. 1 (2) SDNCS [12] , which uses a sparse representation dictionary learned from data and recovers the original spikes by OMP.
(3) BPDQ [9] , which recovers sparse signals from quantized measurements by 1 -minimization.
(4) QVMP [11] . QVMP is a variational Bayesian De-Quantization algorithm that has better performance than greedy algorithms.
Each dataset was divided into training section and test section, composed of 60% and 40% of the spikes. The training section was used to train the neural network for BW-NQ-DNN and learn the sparse representation dictionary for SDNCS, whereas the test section was used to evaluate the recovery performance. For both BPDQ and QVMP, we use the same dictionary as in SDNCS.
To measure the recovery quality, we employed the Signal to Noise and Distortion Ratio (SNDR) [12] to quantify the error percentage between the original x and the recoveredx:
Classification Accuracy (CA) was also used as a performance metric, calculated as a percentage of the total number of spikes correctly classified, i.e., CA = # correctly classified spikes # total spikes × 100%.
The wavelet decomposition [49] method was used to extract features from recovered spikes. The first 10 features of each spike were used for classification by superparamagnetic clustering (SPC) [49] algorithm, and the classification results were compared with the ground truth labels contained in the datasets.
C. RESULTS

1) RECOVERY PERFORMANCE VERSUS THE NUMBER OF MEASUREMENTS
We first evaluate the SNDR and CA of all algorithms versus the number of measurements M using both synthetic dataset and real dataset. The experimental results are shown in Fig. 5 , where each point indicates the SNDR or CA averaged over all spikes at a specified number of measurements.
From the SNDR comparison, we observe that BW-NQ-DNN consistently outperforms other QCS methods. From the CA comparison, we observe that BW-NQ-DNN yields better classification performance than the other algorithms, especially when M is small. Even the number of measurements is only 4 (with bit-depth B = 2), BW-NQ-DNN can achieve above 65% and 79% classification accuracy for Leicester difficult1 and hc-1 dataset, respectively.
2) RECOVERY PERFORMANCE VERSUS QUANTIZATION BIT-DEPTH
We then evaluate the SNDR and CA of all algorithms versus the quantization bit-depth. Fig. 6 shows the results using varying bit-depth B ∈ {2, 3, 4, 5, 6, 7, 8} when M = 4. The proposed BW-NQ-DNN has the best SNDR among the four methods both for Leicester difficult1 dataset and hc-1 dataset. Also, we observed that BW-NQ-DNN had a performance gap about 15.2 dB for Leicester difficult1 dataset and 15.6 dB for hc-1 dataset, respectively. This is because that for larger bit-depth such as B ∈ {6, 7, 8}, the variance of the quantization error was small, increasing the bit-depth will not have any gain in this situation. This configuration has the minimal transmission bit-budget, which is preferable by QCS to compress neural spikes. With M = 8, B = 4, we transmit 32 bits instead of 128 samples for low-power wireless neural recording. Using an energy model of 0.4 uJ/bit which facilitates Bluetooth Low-Energy (BLE) as the wireless transmission protocol [22] , energy consumption of QCS was 12.8 uJ. For neural spikes quantized with B bits, the energy consumption of the QCS data compressor can be reduced to the only 1/B of non-compressed wireless neural recording.
4) HIGHLIGHTS OF LEARNED BINARY MEASUREMENT MATRIX AND NON-UNIFORM QUANTIZER
To highlight importance of the learned binary measurement matrix and the non-uniform quantizer, we considered the following three cases, i.e., 1) the complete network with learned binary measurement matrix and learned non-uniform quantizer (denoted by BW+NQ), 2) replacing the learned binary measurement matrix with i.i.d random Bernoulli matrix (denoted by Bern+NQ), and 3) replacing the learned nonuniform quantizer with a uniform one (denoted by BW+UQ). Fig. 8 gives the recovery performance in these cases with varying M and B. The results show that replacing any of the two parts decreases the recovery performance. We note that BW+NQ outperforms Bern+NQ, especially at high compression ratio (i.e., when M is low). With the increase of M , the two methods have almost the same SNDR. We also note that BW+NQ outperforms BW+UQ with low bit-depth (i.e., B = 2 and 4). When the bit-depth is high, e.g., B = 8, the two cases have almost the same performance, indicating that using non-uniform quantizer has no gain in high bit-depth situations.
5) COMPUTATION TIME
To evaluate the computational efficiency of BW-NQ-DNN, we performed a computation time comparison at different M , with MATLAB implementations of the four algorithms. The results are depicted in Fig. 9 . It demonstrates that BW-NQ-DNN is over 30-times faster than SDNCS and over 3000-times faster than BPDQ and QVMP.
V. CONCLUSION
Based on deep neural networks, this paper presents a novel QCS framework for wireless neural recording, in which a binary measurement matrix, a non-uniform quantizer and a non-iterative recovery solver are jointly optimized during the training phase. Experimental results showed that the proposed approach outperforms state-of-the-art in terms of both recovery quality and computation time, thus is preferable for real-time wireless neural recording applications. The framework proposed in this paper is also suitable for low-power wireless telemonitoring of physiological signals. It can also be used as a low-power data compressor or encoder for more types of signals such as audios and images.
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