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Kurzfassung
Der kombinierte Einsatz selbstorganisierender Kommunikationskonzepte in Verbindung mit
klassischen, hierarchisch organisierten Topologien steht zunehmend im Fokus wissenschaft-
licher Betrachtungen auf dem Gebiet hochdynamischer, drahtloser Netzwerkstrukturen. Unge-
achtet dessen, dass ab einer gewissen Skalierungsstufe hierarchische Strukturen weiterhin un-
verzichtbar bleiben, ero¨ffnen sich durch den partiellen Wegfall zentraler Verwaltungsinstanzen
in den unteren Hierarchieebenen vo¨llig neue Anwendungsgebiete. Mobile Ad Hoc Netzwer-
ke (MANET) und deren Fa¨higkeit zur spontanen Vernetzung bieten dabei wesentliche Vorteile
gegenu¨ber komplett zentral organisierten Strukturen. Es ergibt sich eine gleichma¨ßigere Netz-
lastverteilung, woraus wiederum eine effiziente Nutzung der zur Verfu¨gung stehenden Energier-
essourcen und ein robustes Verhalten gegenu¨ber partiellen Ausfa¨llen resultiert.
Aktuelle Forschungsarbeiten auf diesem Gebiet gehen dabei meist von einer homogenen Netz-
struktur auf Basis eines einheitlichen Funkstandards aus. Aufgrund von Inkompatibilita¨ten zwi-
schen unterschiedlichen Technologien ist eine Kommunikation u¨ber die Grenzen des gewa¨hlten
Funkstandards hinweg ausgeschlossen. In Folge dessen ergeben sich unter Umsta¨nden viele
Einschra¨nkungen in Hinsicht auf Sendereichweite, Energiebedarf oder die beno¨tigte Datenrate.
Durch eine Integration unterschiedlicher Funktechnologien ko¨nnen die spezifischen Vorteile
mehrerer Kommunikationsstandards genutzt werden. Basierend auf einer intelligenten Steue-
rung ist es nun mo¨glich, je nach Anforderungen an den Kommunikationskanal einen jeweils
optimalen Funkstandard zu wa¨hlen. Die sich daraus ergebende, heterogene Netzwerktopologie
erho¨ht die Erreichbarkeit aller Knoten und kann deutlich flexibler genutzt werden.
Diese Arbeit untersucht geeignete Mo¨glichkeiten einer solchen funkstandardu¨bergreifenden
Kommunikation in mobilen Ad Hoc Netzwerken. Rahmenbedingungen wie bspw. die Kompa-
tibilita¨t zu verfu¨gbaren Technologien oder die modulare Erweiterbarkeit sollen dabei beachtet
werden. Das vorgestellte Konzept umfasst drei wesentliche Problemstellungen:
• Verbindungsmanagement / Topologieaufbau
• Routing / Forwarding
• Protokollkonvertierung
Zur Evaluierung der entwickelten Lo¨sungsansa¨tze erfolgt die Entwicklung einer umfassenden
Simulationsumgebung auf Basis von Java und MPI - SimANet. Durch die Analyse der Simulati-
onsergebnisse ist es anschließend mo¨glich, qualitative Aussagen in Hinblick auf eine mo¨gliche
Steigerung der Erreichbarkeit, Energieeinsparungen sowie Richtwerte bezu¨glich der Skalierbar-
keit zu ermitteln.
Auf Grundlage der Simulationsergebnisse wurde die prototypische Umsetzung eines funkstan-
dardu¨bergreifenden Netzwerkknotens initiiert. Die Prototyp-Plattform PLANet zeigt die prakti-
sche Umsetzbarkeit des vorgestellten Konzeptes. Das System erlaubt zusa¨tzlich auch eine Vali-
dierung der zuvor ermittelten Simulationsergebnisse.
XI
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1. Einleitung
Der Bereich MANETs1 unterteilt sich in eine Vielzahl einzelner Forschungsschwerpunkte in der
Informations- und Kommunikationstechnik. Viele dieser Teilgebiete entwickelten sich aus den
Problemstellungen der ersten Generation drahtgebundener Netzwerke. In Hinblick auf die neu-
en, drahtlosen Kommunikationstechnologien und den Wandel zur Ad Hoc Vernetzung ko¨nnen
viele klassische Lo¨sungen nicht mehr effizient genutzt werden. Ein Großteil der verfu¨gbaren
Netzwerkprotokolle muss dementsprechend u¨berarbeitet und angepasst werden. Durch die ge-
wonnene Mobilita¨t und den Wegfall zentraler Verwaltungsstrukturen entstehen nun hochdyna-
mische Netzwerktopologien. Grundlegende Forderungen nach einer robusten Netzinfrastruktur,
welche die Erreichbarkeit trotz partieller Sto¨rungen oder Ausfa¨lle sichert, verlangen vo¨llig neue
Konzepte. Dies resultiert vor allem auch aus der Tatsache, dass in MANETs per Definition jede
Funkeinheit, im weiteren Verlauf als Knoten bezeichnet, als eine mo¨gliche Vermittlungsstelle
fungieren kann, um ankommende Datenpakete zielgerichtet weiterzuleiten.
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Abbildung 1.1.: Beispielhafte Darstellung einer funkstandardu¨bergreifenden Kommunikation. Knoten 1 und 4
ko¨nnen aufgrund begrenzter Sendereichweite nicht auf direktem Wege miteinander kommuni-
zieren. Die zusa¨tzlichen Knoten 2 und 3 ermo¨glichen die Weiterleitung der Daten u¨ber einen
alternativen Funkstandard mit ho¨herer Sendereichweite.
Aufgrund der geringen Sendereichweite mobiler Endgera¨te kann ein Großteil der Knoten nicht
auf direktem Wege miteinander kommunizieren. Unter der Voraussetzung, dass gu¨ltige Pfade
zwischen den Kommunikationspartnern existieren, muss versucht werden, die zu sendenden In-
formationen u¨ber einen mo¨glichst effizienten Weg zum jeweiligen Empfa¨nger weiterzuleiten
(Abbildung 1.1). Wa¨hrend einer Kommunikation ko¨nnen existierende Kommunikationspfade
aufgrund von Hindernissen oder begrenzter Energieressourcen jederzeit unterbrochen werden.
Dies stellt hohe Anforderungen an die eingesetzten Algorithmen zur Wegfindung und Topolo-
giekontrolle, da mo¨glichst schnell auf A¨nderungen in der Umwelt reagiert werden muss.
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1. Einleitung
(a) Aktueller Stand der Technik. Eine Vielzahl (teilweise kon-
kurrierender) drahtloser Kommunikationsstandards auf Basis
verschiedener Technologien und mit unterschiedlichen Opti-
mierungsansa¨tzen.
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(b) U¨berwindung von Inkompatibi-
lita¨ten - Die Integration unterschiedli-
cher Funkstandards in e ne transparente
Netzstruktur.
Abbildung 1.2.: a) Aktuelle Funkstandards, b) Funkstandardintegration
1.1. Motivation
MANETs nutzen fu¨r die Kommunikation das Medium Luft, basierend auf unterschiedlichen,
elektromagnetischen Funktechnologien. Die verfu¨gbaren Lo¨sungen sind dabei teils hochkom-
plex und fu¨r die spezifischen Einsatzgebiete optimiert. Die spezifischen U¨bertragungseigen-
schaften sind somit nur fu¨r eine kleine Teilmenge aller denkbaren Anwendungsszenarien ide-
al. Soll der Kommunikationsstandard fu¨r andere Aufgaben genutzt werden, mu¨ssen unter
Umsta¨nden Einschra¨nkungen in Kauf genommen werden. Wesentliche Parameter sind hierbei
die maximale Datenrate, mo¨gliche Sendereichweite, durchschnittlicher Energiebedarf und die
charakteristischen Eigenschaften des genutzten Frequenzbandes.
Resultierend aus den stetig steigenden Anforderungen der Anwender und dem Konkurrenz-
kampf großer Unternehmen werden zunehmend neue, anwendungsspezifische Kommunikati-
onslo¨sungen entwickelt. In Folge dessen existiert eine große Vielfalt aktuell verfu¨gbarer, teils
konkurrierender Funkstandards (Abbildung 1.2a). Aufgrund technologischer Einschra¨nkungen
besteht zwischen den einzelnen Technologien nahezu keine Kompatibilita¨t und eine Kommuni-
kation u¨ber die Grenzen des jeweiligen Funkstandards hinweg ist ausgeschlossen.
Die Gru¨nde fu¨r eine Einfu¨hrung immer neuer Standards sind dabei in vielen Fa¨llen nicht glo-
bal koordiniert. Fu¨r den Großteil aktueller Anwendungen erfu¨llen verfu¨gbare Funkstandards
nahezu alle Anforderungen. Eine mo¨gliche Alternative zur Entwicklung immer neuer drahtlo-
ser Kommunikationsstandards ist dabei denkbar einfach. Durch die Integration unterschiedli-
cher Funktechnologien in eine heterogene Netzstruktur ko¨nnen funkstandardspezifische Vortei-
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le mehrerer Kommunikationsstandards genutzt werden. Auf Basis einer intelligenten Kontrol-
leinheit ist es somit mo¨glich, je nach Anforderungen an den Kommunikationskanal den jeweils
optimalen Funkstandard zu wa¨hlen. Gleichzeitig reduzieren sich durch eine solche Kopplung
sowohl die Entwicklungskosten als auch die Time-to-Market2 erheblich.
Bisherige Forschungsansa¨tze im Bereich mobiler Ad Hoc Netzwerke beschra¨nken sich konzep-
tionell auf den Einsatz eines einheitlichen Funkstandards und gehen somit von einer technolo-
gisch homogenen Netzwerktopologie aus. Vorausschauend auf kommende Generationen draht-
loser Kommunikationstechnologien mu¨ssen Lo¨sungen fu¨r die Integration verfu¨gbarer Funk-
standards in eine heterogene Netzinfrastruktur gefunden werden. Auf dieser Basis entstehen
deutlich effizientere und flexiblere Kommunikationsstrukturen. Ein Prima¨res Ziel ist somit die
U¨berwindung von Inkompatibilita¨ten unterschiedlicher Funkstandards (Abbildung 1.2b). Ne-
ben einer deutlichen Steigerung der Erreichbarkeit ergibt sich daraus gleichzeitig eine effizien-
tere Nutzung der verfu¨gbaren Ressourcen.
1.2. Zielsetzung dieser Arbeit
Im Rahmen dieser Arbeit wird ein Konzept fu¨r die funkstandardu¨bergreifende Kommunika-
tion in mobilen Ad Hoc Netzwerken entwickelt. Basierend auf der hardwarenahen Kopplung
unterschiedlicher Funkmodule und einer zentralen Kontrolleinheit kann eine Integration meh-
rerer homogener Kommunikationsstrukturen in eine heterogene Netztopologie erfolgen. Dabei
stehen die folgenden Zielstellungen im Fokus der Entwicklungen:
• Steigerung der Erreichbarkeit aller Knoten
• Optimierung des topologieweiten Energiebedarfs
• Nutzung effizienter und adaptiver Kommunikationspfade
• Skalierbarkeit hinsichtlich einer zuverla¨ssigen Nutzung auch in großen Topologien
• Kompatibilita¨t bezu¨glich der Einbindung handelsu¨blicher Endgera¨te mit standardisierten
Funkschnittstellen
Fu¨r die Realisierung dieser Zielstellungen werden drei konzeptionelle Kernbereiche betrachtet:
Verbindungsmanagement / Topologieaufbau: Grundlage fu¨r jede Kommunikation ist
eine hinreichend stabile und adaptive Netzwerktopologie, welche auf A¨nderungen in
der Umwelt selbststa¨ndig reagiert. Um dies in hochdynamischen Ad Hoc Netzwer-
ken gewa¨hrleisten zu ko¨nnen, kommen Optimierungsmethoden aus dem Bereich der
Selbstorganisation zum Einsatz, welche die Komplexita¨t des Systementwurfs in einem
beherrschbaren Rahmen halten.
2TTM
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Routing / Forwarding: Um Daten in MANETs effizient und ressourcenschonend zu u¨bertra-
gen, ist die Wahl geeigneter Routingverfahren von entscheidender Wichtigkeit. Die Pro-
blematik wird durch die Integration unterschiedlicher Kommunikationsstandards noch
versta¨rkt. Ein Schwerpunkt dieser Arbeit ist daher die Analyse und Bewertung unter-
schiedlicher Routingstrategien. Auf dieser Grundlage wird ein Routingkonzept fu¨r die
Anwendung in heterogenen Netzstrukturen mit hoher Dynamik entwickelt.
Protokollkonvertierung: Die Konvertierung von Datenpaketen unterschiedlicher Funkstan-
dards ist ebenfalls eine zwingende Voraussetzung fu¨r die sto¨rungsfreie Kommunikation
in heterogenen Netzstrukturen. Basierend auf dem Konzept der Schnittstellensynthese
u¨bernimmt ein dedizierter Hardwareblock diese Aufgabe.
Der vorgestellte Ansatz soll auf Basis einer geeigneten Simulationsumgebung evaluiert werden.
Der zu entwickelnde Simulator muss dabei Multi-Standard, Multi-Interface Netzwerktopolo-
gien unterschiedlicher Gro¨ßenordnungen berechnen ko¨nnen und die Mo¨glichkeit fu¨r verteilte
Simulationen auf dem Großrechner der TU Chemnitz bieten. Folglich stellt die Konzeption und
Umsetzung geeigneter Datenstrukturen und Parallelisierungsverfahren einen weiteren Schwer-
punkt dieser Arbeit dar.
Die darauf aufbauenden Untersuchungen befassen sich grundlegend mit der Energieeffizienz
und entsprechenden Zusammenha¨ngen hinsichtlich der Skalierbarkeit, da diese fu¨r den prakti-
schen Einsatz wesentliche Kriterien darstellen. Ausgewa¨hlte Routingverfahren sowie Methoden
zur Topologieoptimierung sollen in konkreten Anwendungsszenarien angewendet und mitein-
ander verglichen werden. Aussagen in Bezug auf mo¨gliche Steigerungen der Erreichbarkeit
werden im Rahmen dieser Simulationsergebnisse konkretisiert und diskutiert.
Die gewonnenen Informationen werden auf Grundlage einer parallel entwickelten, prototypi-
schen Testplattform validiert.
1.3. Aufbau dieser Arbeit
Zuna¨chst werden im 2. Kapitel Grundlagen vermittelt, die zum besseren Versta¨ndnis dieser Ar-
beit beitragen sollen. Konkret betrifft dies den Bereich Netzwerkkommunikation, in welchem
neben dem ISO/OSI Referenzmodell unterschiedliche drahtlose Kommunikationsstandards vor-
gestellt werden. Weitere Themenkomplexe befassen sich mit der Selbstorganisation und der
Schnittstellensynthese.
Im folgenden 3. Kapitel richtet sich der Fokus auf aktuelle Forschungsarbeiten im Bereich mo-
biler Ad Hoc und Sensornetzwerke. Zentrale Themen befassen sich hierbei mit Routingver-
fahren und Algorithmen zur Topologieoptimierung, da diese mit wesentlichen Problemstellun-
gen dieser Arbeit korrelieren. Auf dem Gebiet drahtloser Sensornetzwerke werden kooperative
Verfahren fu¨r den energieeffizienten Betrieb sowie Lo¨sungsansa¨tze auf dem Gebiet der Zeit-
synchronisation und der Lokalisierung vorgestellt. Der zweite Teil des Kapitels befasst sich
mit drahtlosen Kommunikationstechnologien der na¨chsten Generation und den thematischen
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Zusammenha¨ngen mit dieser Arbeit. Dabei werden speziell die Bereiche Software Defined Ra-
dio, Cognitive Radio sowie Ultrabreitband und Ambient Networking angesprochen. Der Fokus
liegt dabei auf den konzeptionellen U¨berschneidungen mit den Zielstellungen dieser Arbeit.
Lo¨sungsansa¨tze auf dem Gebiet intelligenter Antennensysteme (Smart Antennas) zur optimier-
ten Nutzung des U¨bertragungsmediums runden das Kapitel ab.
Anschließend folgt in Kapitel 4 die Einfu¨hrung eines Konzeptes fu¨r die funkstandardu¨bergrei-
fende Kommunikation in mobilen Ad Hoc Netzwerken. Die drei wesentlichen Problemstellun-
gen werden an dieser Stelle konkretisiert und Anforderungen sowohl auf Hardware- als auch
auf Softwareseite analysiert. Zu den jeweiligen Themengebieten Verbindungsmanagement / To-
pologieaufbau, Routing / Forwarding sowie Protokollkonvertierung wird ein entsprechender
Lo¨sungsansatz pra¨sentiert und anschließend bewertet. Das Kapitel stellt dabei alle konzeptio-
nellen Kernkomponenten detailliert vor und verdeutlicht deren funktionale Zusammenha¨nge.
Kapitel 5 evaluiert im Anschluss das vorgestellte Konzept anhand der Simulationsumgebung
SimANet3 und pra¨sentiert die Ergebnisse der Testreihen. Der Simulator deckt dabei durch meh-
rere Modelle fu¨r Bewegung, Energiebedarf, Kommunikation, Routing und Hindernisse alle auf-
gefu¨hrten Problemstellungen ab und ermo¨glicht die Durchfu¨hrung und Analyse vielfa¨ltiger An-
wendungsszenarien. Neben Einzelheiten zu Aufbau und Implementierung wird außerdem die
Mo¨glichkeit zur Parallelisierung des Simulators auf ein Cluster-System, wie bspw. den CHiC4,
erla¨utert. Es folgen Einschra¨nkungen der Simulationsplattform in Hinsicht auf den Funktions-
umfang und die Skalierbarkeit. Vervollsta¨ndigt wird das Kapitel durch Vergleiche mit anderen
verfu¨gbaren Simulationsumgebungen im Bereich mobiler Ad Hoc und Sensornetzwerke.
Um die weitreichenden Simulationsergebnisse zu verifizieren, wurde im Rahmen dieser Arbeit
ein Prototyp auf Basis des vorgestellten Konzeptes realisiert. Kapitel 6 stellt den Prototyp PLA-
Net5 vor und erla¨utert den Aufbau sowie Funktionsumfang. Dies beinhaltet auch Themen wie
die modulare Erweiterbarkeit oder prima¨re Einsatzgebiete des Prototypen. Abschließend wer-
den erste praktische Versuche ausgewertet und mit den Ergebnissen der Simulation verglichen.
Kapitel 7 fasst die Ergebnisse dieser Arbeit noch einmal abschließend zusammen und gibt einen
Ausblick auf mo¨gliche Erweiterungen und weiterfu¨hrende Arbeiten in diesem Forschungsthe-
ma.
3Simulation Platform for Ambient Networking
4Chemnitz High Performance Linux Cluster
5Platform for Ambient Networking
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2. Grundlagen und Modell
Das folgende Kapitel stellt grundlegende Themenkomplexe aus dem Bereich der Kommunika-
tion in Rechnernetzen und verteilten Systemen vor. Dabei wird ein verteiltes System im Rahmen
dieser Arbeit wie folgt nach [79] definiert:
”Ein verteiltes System ist ein System, in dem sich Hardware- und Softwarekom-
ponenten auf vernetzten Computern befinden und miteinander u¨ber den Austausch
von Nachrichten kommunizieren.”
Die hier ausgewa¨hlten Themen sollen das Versta¨ndnis fu¨r diese Arbeit erleichtern. Im Vorder-
grund stehen dabei Methoden und Verfahrensweisen zur drahtlosen Kommunikation in kom-
plexen Systemen auf Basis unterschiedlichster Technologien. Neben dem ISO/OSI Referenz-
modell werden im weiteren Verlauf des Kapitels einzelne, standardisierte Funkstandards sowie
Methoden der Selbstorganisation und der Schnittstellensynthese na¨her erla¨utert.
2.1. Das ISO/OSI Referenzmodell
Das ISO/OSI Schichtenmodell bildet die Designgrundlage fu¨r eine Vielzahl moderner Kom-
munikationstechnologien. Es wurde von der ISO1 zertifiziert und steht fu¨r Open Systems
Interconnection. Es kapselt die unterschiedlichen Aufgaben einer Kommunikation in sieben
hierarchisch organisierten Schichten (Abbildung 2.1). Innerhalb dieser Schichten werden die
jeweiligen Aufgaben durch entsprechende Kommunikationsprotokolle umgesetzt. Ein Proto-
koll wird im Rahmen dieser Arbeit wie folgt definiert:
Protokoll eine Vereinbarung, nach der die Verbindung, Kommunikation und Datenu¨bertragung
zwischen zwei Parteien abla¨uft. In seiner einfachsten Form kann ein Protokoll definiert werden
als die Regeln, die Syntax, Semantik und Synchronisation der Kommunikation bestimmen.
”Ein Protokoll (→ Kommunikation / Datenu¨bertragung) entspricht einer Menge
von Regeln fu¨r den direkten oder indirekten Informationsaustausch zwischen einem
Sender und einem Empfa¨nger innerhalb derselben Schicht. Die Regeln definieren
dabei Syntax, Semantik und Synchronisation der Kommunikation.”
Ein Protokoll legt somit fest, zu welchem Zeitpunkt oder in welcher Reihenfolge ein Knoten im
Netzwerk eine Operation auszufu¨hren hat.
1Internationalen Standardisierungs Organisation
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Abbildung 2.1.: Links das ISO/OSI Referenzmodell und rechts die Abbildung auf den vereinfachten Aufbau
des TCP/IP Protokollstacks.
Hauptaufgabe jeder Schicht ist es, der daru¨berliegenden Schicht Dienste anzubieten. Diese
Dienste setzen sich aus Funktionalita¨ten der eigenen Schicht sowie aus der Summe der Funk-
tionalita¨ten aller darunterliegenden Schichten zusammen. Durch die Definition spezifischer
Schnittstellen zwischen den einzelnen Schichten werden Fehlerquellen innerhalb eines hier-
archischen Schichtenmodells minimiert. Zusa¨tzlich gewa¨hrleistet die konsequente Verteilung
der Aufgaben ein hohes Maß an Flexibilita¨t und Modularita¨t bei der Entwicklung.
Die Verteilung der Aufgaben auf die einzelnen Ebenen kann wie folgt aufgegliedert werden:
ISO/OSI Schicht Funktion Zuordnung
7 Anwendungsschicht Anwendungsspezifische Protokolle
6 Darstellungsschicht Datenformatierung und -darstellung Software
5 Sitzungsschicht Dialogsteuerung oder
4 Transportschicht Ende-zu-Ende-Datenaustausch Betriebssystem
3 Vermittlungsschicht Ende-zu-Ende-Vermittlung
2 Sicherungsschicht Punkt-zu-Punkt Verbindung zwischen
direkt vernetzten Systemen
Firm- oder
Hardware
1 Physikalische Schicht Physikalische Bitu¨bertragung
Tabelle 2.1.: U¨bersicht der Aufgabenverteilung im ISO/OSI-Referenzmodell
Ein Datenaustausch zwischen zwei Stationen findet physisch nur auf der untersten Ebene des
ISO/OSI Modells u¨ber ein geeignetes Medium statt. Da alle ho¨her gelegenen Schichten auf den
Diensten der tiefer gelegenen Ebenen aufsetzen, existiert auf jeder Ebene eine abstrakte, vir-
tuelle Verbindung mit dem jeweiligen Kommunikationspartner. Abbildung 2.2(a) verdeutlicht
diesen Vorgang. Einhergehend mit der Funktionskapselung in den einzelnen Ebenen werden die
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zu u¨bertragenden Informationen (Nutzdaten/Payload) durch die Protokolle mit zusa¨tzlichen In-
formationen versehen und in entsprechende Datenpakete verpackt. Durch diese Protokollheader
(Abbildung 2.2(b) ) entsteht ein Mehraufwand bei der Kommunikation in Form eines erho¨hten
Datenvolumens, welcher als Protokoll-Overhead bezeichnet wird.
Der TCP/IP Protokollstack ist eine der bekanntesten Vertreter auf Grundlage des ISO/OSI Re-
ferenzmodells und wird in nahezu allen aktuellen Technologiebereichen angewendet. Abbil-
dung 2.1(b) verdeutlicht den Bezug des Protokollstacks zum ISO/OSI Modell. Der vereinfachte
TCP/IP Stack verfu¨gt u¨ber nur vier Schichten und kapselt die drei obersten und die beiden
untersten ISO/OSI Ebenen zu jeweils einer verallgemeinerten Protokollschicht.
(a) Tatsa¨chliche und virtuelle Kommunikationspfade einer Ver-
bindung zwischen Host A und B nach dem ISO/OSI Referenz-
modell.
AH
DataPH
DataSH
DataTH
DataNH
DataDH
Databits
Data
Zeit
Pak tcodierung
A
F
P
F
S
F
T
F
N
F
D
F
(b) Verpacken der Nutzdaten (Payload) in
die Protokollheader der jeweiligen ISO/OSI-
Ebenen.
Abbildung 2.2.: Schematische Darstellung einer Punkt-zu-Punkt Kommunikation nach dem ISO/OSI
Schichtenmodell.
In Hinblick auf das Thema dieser Arbeit erscheint der Aufbau und die Funktionsweise des
ISO/OSI Referenzmodells und des daraus abgeleiteten TCP/IP Protokollstacks wesentlich. Aus
diesem Grund wird auf die einzelnen Ebenen des ISO/OSI Modells na¨her eingegangen.
2.1.1. Bitu¨bertragungsschicht
Die unterste Ebene des ISO/OSI Referenzmodells repra¨sentiert die Bitu¨bertragungsschicht
(Physical Layer / Layer 1), welche Informationen u¨ber ein physikalisches Medium transpor-
tiert. Der Begriff Medium la¨sst sich hierbei als ein physikalisches Pha¨nomen beschreiben,
welches fu¨r den Transport von Informationen genutzt werden kann. Pha¨nomene, die sich o¨rtlich
entfernt ausdru¨cken und praktisch nutzbar sind, ko¨nnen wie folgt aufgeschlu¨sselt werden:
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• Metallische Leiter auf Basis elektrischen Ladungspha¨nomenen
• Glas bzw. Glasfasern auf Basis von Licht
• A¨ther (bspw. Luft) auf Basis elektromagnetischer Wellen oder Schall
Der Begriff Medium umfasst folglich sowohl drahtgebundene als auch drahtlose Technologien
zur Informationsu¨bermittlung.
In Bezug auf das ISO/OSI Modell definiert die Bitu¨bertragungsschicht mechanische, elektrische
und funktionale Spezifikationen, um eine physikalische Verbindung aufzubauen, aufrecht zu
erhalten und abzubauen. Die Spezifikationen [80, 160] umfassen dabei:
• mechanische Eigenschaften: Dimensionierung von Steckern, Pinbelegungen
• elektrische Eigenschaften: Signalpegel und Frequenzen
• funktionale Eigenschaften: U¨bertragungsverfahren
Die Definition entspricht damit der Beschreibung einer Schnittstelle, auf deren Bedeutung im
Abschnitt 2.4 zum Thema Schnittstellensynthese na¨her eingegangen wird.
Fu¨r die drahtlose U¨bertragung auf dem Basisband ko¨nnen drei wesentliche Modulationsverfah-
ren aus dem Bereich der Nachrichtentechnik zum Einsatz kommen. Der Datenstrom kann mit-
tels einer Amplituden-, Frequenz- oder Phasenmodulation u¨ber das Medium u¨bertragen werden
[67]. Dabei sind die spezifischen Eigenschaften des U¨bertragungsmediums ausschlaggebend
fu¨r die Zuverla¨ssigkeit des Kommunikationssystems.
Um die U¨bertragung mehrerer paralleler Datenstro¨me auf einem Medium zu gewa¨hrleisten,
kommen unterschiedliche U¨bertragungsverfahren zum Einsatz. Einige Vertreter sogenannter
Multiplexverfahren werden nun kurz vorgestellt.
Abbildung 2.3.: Funktionsweise unterschiedlicher Multiplexverfahren. Zeitmultiplex- (links), Frequenz-
multiplex- (mitte) und Codemultiplexverfahren (rechts).
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Zeitmultiplexverfahren - TDMA2:
Die einzelnen Datenstro¨me der jeweiligen Sender werden hier zeitlich versetzt in sogenann-
ten Time Slots (Zeitscheiben/Zeitfenster) auf einem Kanal u¨bertragen (Abbildung 2.3-links)
). Diese Zeitfenster ko¨nnen sowohl dynamisch vergeben oder nach einem vordefinierten Mu-
ster synchronisiert zugeteilt werden. Voraussetzung hierfu¨r ist eine einheitliche, synchronisierte
Zeitbasis der jeweiligen Sender und Empfa¨nger.
Codemultiplexverfahren - CDMA3:
Bei Codemultiplexverfahren nutzen alle Nachrichten den gleichen U¨bertragungskanal und wer-
den anschließend empfa¨ngerseitig anhand ihrer Codierung zugeordnet. Im Gegensatz zu TD-
MA entfa¨llt bei CDMA die Aufteilung und Verwaltung einzelner Zeitfenster. In Abbildung
2.3-rechts wird dieses Verfahren verdeutlicht.
Raummultiplexverfahren - SDMA4:
Hierbei handelt es sich um ein sehr einfaches Multiplexverfahren, bei dem mehrere U¨bertra-
gungssysteme parallele zur Verfu¨gung stehen, welche somit mehrere zeitgleiche U¨bertragungen
unterschiedlicher Sender ermo¨glichen. Im drahtgebundenen Fall ko¨nnen dies bspw. mehrere
Leitungspaare sein. A¨quivalent dazu repra¨sentieren bei der drahtlosen Kommunikation unter-
schiedliche Richtfunkstrecken ein solches Raummultiplexverfahren.
Frequenzmultiplexverfahren - FDMA5:
FDMA Verfahren nutzen unterschiedliche Frequenzba¨nder innerhalb des verfu¨gbaren Fre-
quenzbereichs um mehrere, parallele Datenstro¨me u¨bertragen zu ko¨nnen (Abbildung 2.3-mitte).
FDMA kommt sowohl bei der drahtgebundenen als auch bei der drahtlosen Datenu¨bertragung
zum Einsatz.
Unter dem Namen OFDM6 wurden das klassische Frequenzmultiplexverfahren weiterent-
wickelt. A¨hnlich wie bei FDMA werden auch hier verschiedene Datenstro¨me auf mehrere
schmale Frequenzba¨nder moduliert. Die Besonderheit von OFDM Verfahren besteht in der
speziellen Aufteilung der Signale auf die Frequenzba¨nder. Die jeweiligen Tra¨gerfrequenzen
stehen zueinander orthogonal, wodurch Interferenzen auf dem Medium minimiert werden
ko¨nnen. OFDM kommt in vielen modernen U¨bertragungstechnologien wie bspw. WLAN (IEEE
802.11a/g), WiMAX, DSL7 oder DVB-T8 zum Einsatz.
2Time Division Multiple Access
3Code Division Multiple Access
4Space Division Multiple Access
5Frequency Division Multiple Access
6Orthogonal Frequency Division Multiplex
7Digital Subscriber Line
8Digital Video Broadcasting-Terrestrial
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2.1.2. Sicherungsschicht
Auf der zweiten Ebene des ISO/OSI Referenzmodells detektieren und korrigieren Mechanis-
men der Sicherungsschicht (Data Link Layer / Layer 2) U¨bertragungsfehler. Nur durch eine
solche Fehlerkorrektur kann eine stabile, fehlertolerante Datenu¨bertragung gewa¨hrleistet wer-
den. Spezielle Pru¨fsummen , wie bspw. CRC9, oder einfache Parita¨tsbits ermo¨glichen dabei die
Erkennung fehlerhafter brauchenPakete. Eine Flusssteuerung regelt zusa¨tzlich je nach aktueller
Systemlast dynamisch die Datenrate wa¨hrend der U¨bertragung.
Die Sicherungsschicht teilt sich in zwei Teilschichten auf. Die LLC10 u¨bernimmt die zuvor
genannten Funktionalita¨ten und ist somit fu¨r die Datensicherung auf Verbindungsebene verant-
wortlich.
(a) Hidden Terminal Problem: Knoten B liegt
in der Sendereichweite von A; C jedoch nicht.
Somit erha¨lt C keine Informationen u¨ber die
laufende Kommunikation zwischen A und B.
Unter der Annahme, dass das Kommunikati-
onsmedium nicht belegt ist, beginnt C mit dem
Senden an B. In Knoten B tritt daraufhin eine
Kollision auf und sowohl die Nachrichten von
A als auch von C gehen verloren. A ist somit
fu¨r C nicht sichtbar (hidden).
(b) Exposed Terminal Problem: Bei der
dargestellten Ausgangssituation ko¨nnte
wa¨hrend der Kommunikation zwischen B
und A eine parallele U¨bertragung zwischen
C und D erfolgen, da empfa¨ngerseitig keine
Datenkollisionen erfolgen wu¨rden. Durch
die Tra¨gerpru¨fung (carrier sense) von C
wird eine U¨bertragung jedoch verhindert, da
ein belegtes Kommunikationsmedium durch
Knoten B detektiert wird.
Abbildung 2.4.: Hidden- / Exposed Terminal Problem.
Nutzen mehrere Kommunikationspartner das gleiche U¨bertragungsmedium, muss diese Res-
source durch einzelnen Knoten exklusiv reservierbar sein. Ohne ein entsprechendes Zugangs-
verfahren, auch als Arbitrierung bezeichnet, ko¨nnten mehrere Knoten gleichzeitig mit der
U¨bertragung von Daten starten, wodurch Kollisionen auf dem Medium entstehen (Interferen-
zen). Um die U¨berlagerung von Signalen und den daraus folgenden Informationsverlust zu ver-
meiden, kommt die Medienzugangssteuerung (MAC)11 zum Einsatz. Diese kann auf der Basis
von drei wesentlichen Prinzipien den fehlerfreien Datenfluss gewa¨hrleisten:
9Cyclic Redundancy Check - Zyklische Redundanzpru¨fung
10Logical Link Control
11Media Access Control
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Kollisionsentdeckung (Collision Detection)
Hier sind Kollisionen auf dem Medium jederzeit mo¨glich. Sie werden erkannt und die U¨bertra-
gung wird anschließend wiederholt. Das CSMA/CD12 Verfahren [102] stellt hier einen wichti-
gen Vertreter dar, welcher bspw. bei Ethernet zum Einsatz kommt. Vor jeder U¨bertragung pru¨ft
die sendebereite Station zuna¨chst das U¨bertragungsmedium ab (Tra¨gerpru¨fung - carrier sense).
Detektiert die Pru¨fung einen freien Kommunikationskanal, wird sofort mit der U¨bertragung be-
gonnen. Im Falle eines belegten Mediums wird der Sendevorgang zuna¨chst abgebrochen und
zuru¨ckgestellt. Nachdem der Sender eine solche Kollision erkannt hat, wartet er eine zufa¨llig
gewa¨hlte Dauer innerhalb eines fest definierten Zeitintervalls. Anschließend erfolgt ein erneuter
Sendeversuch mit initialer Tra¨gerpru¨fung. Im ungu¨nstigsten Fall wird bei mehreren aufeinander
folgenden Sendeversuchen eine Kollision detektiert. Verfahren wie ALOHA [26] und R-ALOHA
[101] basieren ebenfalls auf der Kollisionsentdeckung. Im Gegensatz zu CSMA/CD wird hier
auf eine Pru¨fung des Mediums vor dem Senden verzichtet und der U¨bertragungsvorgang be-
ginnt somit ohne Zeitverzo¨gerung. Neben dem puren ALOHA existiert noch ein Slotted ALO-
HA-Verfahren, bei dem die einzelnen Stationen nur zu definierten Zeiten (Slots) senden du¨rfen.
Dazu ist allerdings ein synchrones Zeitsignal in allen Stationen notwendig, was im Bereich
mobiler Ad Hoc Netzwerke zu neuen Problemen fu¨hrt.
Kollisionsvermeidung (Collision Avoidance)
Kollisionen sind hier ebenfalls mo¨glich, werden aber durch heuristische Verfahren minimiert.
Das CSMA/CA13 Verfahren kommt bei ISDN14 oder auch bei IEEE 802.11 zum Einsatz. Durch
eine zusa¨tzlich eingefu¨hrte, zufa¨llige Wartezeit nach der Tra¨gerpru¨fung wird die Wahrschein-
lichkeit fu¨r eine Datenkollision deutlich verringert.
Trotz der Einfu¨hrung einer Medienzugriffssteuerung treten speziell bei der drahtlosen Kom-
munikationen unterschiedliche Probleme auf. Zwei wesentliche Pha¨nomene sind hierbei das
Hidden Terminal und das Exposed Terminal Problem, welche in Abbildung 2.4 vereinfacht
dargestellt sind. Zusa¨tzliche Mechanismen wie das RTS/CTS Verfahren15 verbessern die Medi-
enzugriffsverfahren nochmals und sorgen fu¨r die Minimierung von Kollisionen auf dem U¨bert-
ragungsmedium. Probleme wie das Hidden Terminal ko¨nnen hierdurch vermieden werden.
Kollisionsauflo¨sung (Collision Resolution)
Bei der Kollisionsauflo¨sung werden Konkurrenzsituationen mittels Priorita¨tsanalyse oder einer
festgelegten Reihenfolge geregelt. Umgesetzt wird ein solches Verfahren bspw. durch die Bit-
Arbitrierung im CAN-Bus16.
Neben den genannten Verfahren existieren noch zahlreiche spezifische Lo¨sungsansa¨tze im Be-
reich drahtloser Sensornetzwerke oder Topologieoptimierung in mobilen Ad Hoc Netzwerken,
auf die im spa¨teren Verlauf dieser Arbeit noch genauer eingegangen wird.
12Carrier Sense Multiple Access / Collision Detection
13Carrier Sense Multiple Access / Collision Avoidance
14Integrated Services Digital Network
15Ready To Send / Clear To Send
16Controller Area Network
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Bezugnehmend auf den vereinfachten TCP/IP Protokollstack vereinen sich die Funktionalita¨ten
der Sicherungsschicht und der Bitu¨bertragungsschicht in der Netzzugangsschicht (auch Host-
to-Network Layer genannt), welche die unterste Ebene in diesem Modell bildet.
2.1.3. Vermittlungsschicht
Abbildung 2.5.: Schematische Darstellung der Kommunikationspfade zwischen Host A und B u¨ber Host Z
(Multihop-Szenario). Dabei erfolgt die Entscheidung fu¨r die Wegewahl auf Vermittlungsebene
(Layer 3).
Besonders interessant fu¨r das im Rahmen dieser Arbeit vorgestellte Konzept ist die Vermitt-
lungsschicht (Network Layer / Layer 3). Die prima¨re Aufgabe dieser Schicht besteht in der Su-
che nach mo¨glichst optimalen Kommunikationspfaden vom Sender zum Empfa¨nger und damit
einhergehend die evtl. Weiterleitung der Daten u¨ber Zwischenknoten. In Bezug auf die Ab-
straktion vom ISO/OSI-Referenzmodells zum TCP/IP Protokollstack ist auf dieser Ebene IP17
[47, 137, 178] einzuordnen. Neben IP beinhaltet diese Internetschicht auch den Austausch von
Statusinformationen und Fehlermeldungen mittels IP (ICMP18 [138]) sowie die Auflo¨sung/Zu-
ordnung von IP-Adressen zu eindeutigen Hardwareadresse der Netzwerkknoten mittels ARP19
[135].
Im Fokus weiterer Betrachtungen stehen auf dieser Ebene jedoch IP-basierte Protokolle fu¨r die
Wegewahl (Routing). Die Weiterleitung von Datenpaketen auf IP-Ebene u¨ber einen Zwischenk-
noten wird in Abbildung 2.5 verdeutlicht. Da sich der Abschnitt 3.1.2 ausfu¨hrlich mit dem The-
ma Routing/Forwarding im Bereich mobiler Ad Hoc Netzwerke befasst, wird an dieser Stelle
auf weitere Details verzichtet.
17Internet Protocol
18Internet Control Message Protocol
19Address Resolution Protocol
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2.1.4. Transportschicht
Auf dieser Ebene wird erstmals ein U¨bertragungskanal zwischen Sender und Empfa¨nger u¨ber
einen gewa¨hlten Multihop-Pfad durch das Netzwerk zur Verfu¨gung gestellt. Zusa¨tzlich wer-
den die Datenpakete auf dieser Ebene segmentiert. Mit Hilfe einer Congestion Avoidance so-
wie einer Flusssteuerung auf der Basis eines Sliding Window Verfahrens wird die Kontrolle
des Datenflusses im Netzwerk ermo¨glicht. U¨berlastsituationen durch zu viele Datenpakete in
den Warteschlangen einzelner Knoten ko¨nnen verhindert werden. Anwendungen der daru¨ber-
liegenden Schichten nutzen die durch die Transportschicht zur Verfu¨gung gestellten, abstrakten
Kommunikationskana¨le und beno¨tigen somit keine Informationen u¨ber die darunterliegenden
Kommunikationsnetze. Im TCP/IP Protokoll Stack ist hier das TCP20 [139, 174, 175] als ein
verbindungsorientiertes Transportprotokoll angesiedelt, welches auf IP aufsetzt und virtuelle
Kana¨le zwischen zwei Netzwerkknoten zur Verfu¨gung stellt. Diese Verbindungskana¨le ko¨nnen
dann auf Anwendungsebene in Form von sogenannten Sockets genutzt werden. Ein Großteil
aktueller Netzwerkdienste der Anwendungsschicht verwenden TCP aufgrund mehrerer wesent-
licher Vorteile. Zum einen werden aufgetretene Datenverluste automatisch detektiert und die
fehlenden Segmente erneut angefordert, was eine vollsta¨ndige und fehlerfreie U¨bertragung der
Informationen garantiert. Zum anderen wird durch TCP eine bidirektionale Kommunikation
ermo¨glicht. Mechanismen zur Vermeidung von U¨berlastsituationen erho¨hen die Stabilita¨t und
die Zuverla¨ssigkeit zusa¨tzlich. Abbildung 2.6 verdeutlicht die Einordnung wesentlicher Proto-
kolle in die vorgestellten Ebenen.
Anwendung0
Network Interface (NIC) - Ethernet
IP
Socket
Anwendung1 Anwendung2 Anwendung3 Anwendung4
ICMP ARP
TCP UDP
PHY
4
3
2
1
7
6
5
ISO-OSI Ebene
Abbildung 2.6.: Einordnung der zentralen Prokolle des TCP/IP Stacks in das ISO/OSI Referenzmodell.
20Transmission Control Protocol
15
2. Grundlagen und Modell
Alternativ zu TCP kommt UDP21 [136] als verbindungsloses Transportprotokoll zum Ein-
satz. Speziell multimediale und zeitkritische Kommunikationsdienste (VoIP22, IPTV) nutzen
die Vorteile von UDP. Da im Gegensatz zu TCP bei UDP die einzelnen Datenpakete vom
Empfa¨nger nicht besta¨tigt werden mu¨ssen, treten nur geringe Schwankungen der Verzo¨gerungs-
zeiten wa¨hrend der Kommunikation auf. Allerdings kann somit auch nicht garantiert werden,
dass jedes Datenpaket tatsa¨chlich den Empfa¨nger erreicht. In Bezug auf die U¨bertragung von
Audio- und/oder Video-Streams ist der Verlust einzelner Pakete allerdings weniger kritisch, was
diesen Nachteil relativiert.
2.1.5. Kommunikationssteuerungs-/Darstellungs-
/Anwendungsschicht
Die Aufgaben der drei obersten Schichten im ISO/OSI Modell werden auf die Anwendungs-
schicht (Application Layer / Layer 4) des TCP/IP Protokollstacks abgebildet. Diese vierte Ebe-
ne vereint die Kommunikationssteuerungs-, Darstellungs- und Anwendungsschicht nach dem
ISO/OSI Referenzmodell. Die Aufgaben werden wie folgt gegliedert:
Die Kommunikationssteuerungsschicht, auch Sitzungsschicht genannt, koordiniert die logi-
schen Verbindungen mehrerer, miteinander kommunizierender Anwendungsprozesse. Bei der
Kommunikation zweier Knoten synchronisiert diese den Datenaustausch und stellt fu¨r eventu-
elle Unterbrechungen wa¨hrend der Datenu¨bertragung Wiedereinstiegspunkte zur Verfu¨gung.
Die Darstellungsschicht ist fu¨r die Codierung aller u¨bermittelten Daten verantwortlich. Durch
die beteiligten Kommunikationspartner mu¨ssen sowohl Dateiformat als auch eine etwaige Ver-
schlu¨sselung und/oder Kompression der Daten interpretierbar sein.
Die Anwendungsschicht stellt nun fu¨r beide vorgestellten Modelle die oberste hierarchische
Abstraktionsebene dar und bietet Softwareanwendungen Mo¨glichkeiten zur Kommunikation
mit anderen, im Netzwerk befindlichem Systemen. Die Fu¨lle verfu¨gbarer Dienste reicht von
relativ einfach aufgebauten Protokollen wie FTP23 u¨ber Funktionalita¨ten fu¨r E-Mail (IMAP24,
SMTP25) bis hin zu Protokollen fu¨r die U¨bermittlung sicherheitsrelevanter Daten SSH26.
2.2. Funkstandards nach IEEE 802
Die heutige Gesellschaft wird von einem hohen Grad an Mobilita¨t, Flexibilita¨t und Konnekti-
vita¨t gepra¨gt. Dieser Fokus spiegelt sich auch in den technologischen Entwicklungen wieder.
In Folge der stetig sinkenden Preise und einfachen Handhabung nimmt die Anzahl drahtlos
21User Datagram Protocol
22Voice over IP
23File Transfer Protocol
24Internet Message Access Protocol
25Simple Mail Transfer Protocol
26Secure Shell
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kommunizierender Gera¨te rasant zu. Die verwendeten, drahtlosen Kommunikationstechnologi-
en sind dabei sehr spezifisch an ihre jeweiligen Anwendungsgebiete gebunden. Parameter wie
bspw. die maximale U¨bertragungsrate, die effektive Sendereichweite oder der durchschnittliche
Energieverbrauch mu¨ssen entsprechend angepasst werden. Weiterhin spielen das nutzbare Fre-
quenzband und die verwendeten Kollisionsmechanismen eine wichtige Rolle fu¨r die Qualita¨t
und Zuverla¨ssigkeit des Kommunikationssystems.
Zur Bearbeitung dieser Forschungs- und Entwicklungsthemen wurde im Februar 1980 das Pro-
jekt 802 desIEEE27 [48] gegru¨ndet, welches sich prima¨r mit lokalen Netzwerken befasst. Auf-
gabe von IEEE 802 ist die Standardisierung verschiedener Technologien auf den beiden un-
teren Ebenen des ISO/OSI-Referenzmodells, wodurch eine herstelleru¨bergreifende Kompati-
bilita¨t der Endgera¨te gewa¨hrleistet werden kann. Zusa¨tzlich wirkt diese Standardisierung der
Entstehung zu vieler gleichartiger, aber dennoch inkompatibler Technologien entgegen. Die
folgenden Abschnitte sowie Tabelle 2.2 geben einen U¨berblick u¨ber die, in Bezug auf diese
Arbeit, relevanten Technologien.
IEEE 802.15.4 Bluetooth IEEE 802.11 b/g/n
max. Datenrate 250 KBit/s 1 MBit/s 300 MBit/s
Reichweite (m) 10 - 75 1, 10, 100 50 - 150
Energiebedarf niedrig mittel/hoch hoch
Sendeleistung (mW) 1, 100 1, 100 50 - 100 (1000 in USA)
Frequenz (Mhz) 868, 915, 2400 2400 2400, 5000
Tabelle 2.2.: U¨bersicht der wesentlichen, im Rahmen dieser Arbeit betrachteten Funkstandards.
2.2.1. Wireless PAN - IEEE 802.15
Auf dem Gebiet der drahtlosen Nahbereichskommunikation spricht man von WPAN28. In diesem
Zusammenhang wurde durch das IEEE eine spezielle Arbeitsgruppe 802.15 definiert. Innerhalb
dieser Gruppe existieren sechs Unterabteilungen. Besonderer Fokus soll aber auf den beiden
Normen 802.15.1 und 802.15.4 liegen. 802.15.1 entspricht dabei der Bluetooth Technologie in
Version 1.1 bzw. 1.2 [35, 168]. Der Funkstandard ZigBee basiert auf der 802.15.4 Spezifizierung
und fokussiert somit einen optimierten Energieverbrauch [169, 196].
Bluetooth IEEE 802.15.1
In den 1990er Jahren entwickelte die Firma Ericsson den Industriestandard Bluetooth zur U¨ber-
bru¨ckung kurzer Distanzen zwischen mobilen Endgera¨ten. Bluetooth ersetzt dabei die veraltete
Infrarot-Technologie, welche eine direkte Sichtverbindung zwischen Sender und Empfa¨nger er-
27Institute of Electrical and Electronics Engineers
28Wireless Personal Area Networks
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fordert. Fu¨r die U¨bertragung mit Bluetooth wurde dazu das lizenzfreie ISM-Band29 im 2,4GHz
Bereich verwendet. In der urspru¨nglichen Versionen 1.0, 1.1 sowie 1.2 wurde dabei eine U¨ber-
tragungsrate von maximal 732,2kBit/s erreicht. Diese konnte in der Version 2.0 auf 2,1Mbit/s
erho¨ht werden. Bei allen Versionen kommt dabei ein Frequenzhopping-Verfahren (FHSS30) fu¨r
die Datenu¨bertragung zum Einsatz, bei dem die Tra¨gerfrequenz innerhalb von Sekundenbruch-
teilen nach einem definierten Schema gewechselt wird. Die Wechselrate betra¨gt dabei 1600
Kana¨le pro Sekunde. In Folge dessen ko¨nnen Interferenzen wa¨hrend der Datenu¨bertragung
deutlich reduziert werden. Im Gegensatz zu vielen anderen Funkstandards basiert Bluetooth auf
einer Vielzahl unterschiedlicher, anwendungsorientierter Kommunikationsprofile. Einige dieser
Profile sind bspw.:
HID (Human Interface Device Profile) drahtlose Eingabegera¨te
PAN (Personal Area Networking Profile) Netzwerkverbindungen
SPP (Serial Port Profile) Serielle Datenu¨bertragung (Emulierung einer RS232 Verbindung)
A2DP (Advanced Audio Distribution Profile) U¨bermittlung von Audiodaten
OBEX (Object Exchange) Datenu¨bertragung zwischen zwei Gera¨ten
Standby
Page Page Scan Inquiry Scan Inquiry
Master 
Response
Slave 
Response
Inquiry 
Response
Connection Active
Connection Park
ID
ID
Frequnz-Hopping-Schema (FHS)
ID Pakete auf 
nicht gültiger 
Frequenz
Master Slave
ID
ID
FHS
ID
Poll
Null
Abbildung 2.7.: Bluetooth Verbindungsmanagement fu¨r den Aufbau eines gu¨ltigen Kommunikationskanals.
Dazu links die Darstellung der einzelnen Zusta¨ndsmenge und rechts der Ablauf des Verbin-
dungsaufbaus in Form eines Ablaufdiagramms.
Dieses dynamisch erweiterbare, profilbasierte System verleiht Bluetooth im direkten Vergleich
zu vergleichbaren Kommunikationsstandards eine deutlich ho¨here Flexibilita¨t und ermo¨glicht
den vielseitigen Einsatz in mobilen Endgera¨ten. Dazu tauschen die Endgera¨te nach einem ini-
tialen Verbindungsaufbau Informationen u¨ber die verfu¨gbaren Dienste aus und wa¨hlen dann
ein geeignetes Schnittstellenprofil aus. Der grundlegende Verbindungsaufbau soll anhand der
nachfolgenden Abbildung 2.7 verdeutlicht werden.
29Industrial, Scientific and Medical Band
30Frequency Hopping Spread Spectrum
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Aufbauend auf diesem Verbindungskanal erfolgt nun die Aushandlung eines geeigneten Verbin-
dungsprofils. Die abstrahierte Verbindung kann im Anschluss durch daru¨berliegende Protokoll-
ebenen bzw. Softwareapplikationen genutzt werden. Die folgende Abbildung 2.8 verdeutlicht
den Aufbau des vollsta¨ndigen Protokollstacks.
Bluetooth Radio
Baseband Link Controller (LC)
Link Manager (Link Management Protocol - LMP) 
Asynchron (ACL) Synchron (SCO)
Host Controller Interface (HCI)
Logical Link Control and Adaption Protocol (L2CAP)
Service Discovery Protocol (SDP) RFCOMM (serial emulation)
Object Exchange (OBEX)
Software-Applikationen
Programmier-
umgebung
Betriebssytem &
Bluetooth Stack
Bluetooth Controller
/ Hardware
Abbildung 2.8.: Bluetooth Protokollstack mit den Einteilungen in Hardware-, Treiber- und Software-
funktionalita¨t.
Die Initiierung eines Kommunikationskanals mit einem handelsu¨blichen Mobiltelefon und einer
entsprechenden Gegenstelle auf Basis von Bluetooth ko¨nnte beispielhaft wie folgt ablaufen:
1. Gera¨tesuche per Inquiry Scan (Verbindungsaufbau u¨ber LMP31)
2. Verbindungsanfrage auf Basis der ermittelten Hardwareadresse (LMP)
3. Aufbau eines L2CAP32 Kanals
4. Datenbankabfrage (selektiv oder komplett) von Dienstinfomationen (Profile) u¨ber SDP33
5. Auswahl eines geeigneten Profils
6. Aufbau eines Kanal auf RFCOMM Ebene (Emulation einer seriellen Schnittstelle)
7. Kommunikation u¨ber den RFCOMM Kanal nach Profilspezifikation mit entsprechenden
Protokollen
31Link Manager Protocol
32Logical Link Control and Adaption Protocol
33Service Discovery Protocol
19
2. Grundlagen und Modell
Den genannten Vorteilen von Bluetooth steht ein relativ hoher Energiebedarf in Relation zur ef-
fektiven Sendereichweite und Datenrate gegenu¨ber. Die hohe Komplexita¨t des Bluetooth Stacks
erschwert zudem die Einarbeitung im Rahmen eigener Entwicklungen auf Softwareebene. Zur
maximal zula¨ssigen Sendeleistung von 100mW (Klassifizierung Tabelle 2.3) addiert sich ein
erho¨hter Energiebedarf durch einen entsprechend dimensionierten Mikrocontroller, welcher die
Protokollverarbeitung steuert. In der Praxis nutzen mobile Endgera¨te meist Sendemodule mit
geringerer Leistung, wodurch sich eine effektive Sendereichweite von ca. 10m ergibt.
BT-Klasse Maximale Sendeleistung theoretische Reichweite Da¨mpfung Antenne
Klasse 1 100 mW 20 dBm ca. 100 m
Klasse 2 2,5 mW 4 dBm ca. 50 m
Klasse 3 1 mW 0 dBm ca. 10 m
Tabelle 2.3.: Bluetooth: U¨bersicht Klassen und Reichweiten nach Spezifikation
Um auch in Zukunft den Anforderungen moderner, multimedialer Anwendungen gerecht
zu werden, sieht die Weiterentwicklung in der Nahbereichskommunikation den Einsatz von
Ultrabreitband-Technologien vor [22], wodurch die maximale Datenrate um ein Vielfaches
erho¨ht und die Sto¨ranfa¨lligkeit gleichzeitig minimiert werden kann.
Physical Layer (PHY)
Medium Access Control (MAC)
Network Layer (Multihop-Management)
Application Support
Anwendung1 Anwendung2 Anwendung3 Anwendung4
ZigBee Device Object 
Divece Management
Anwendungsebene ZigBee Alliance Spezifikation IEEE 802.15.4 Spezifikation
Abbildung 2.9.: IEEE 802.15.4 / ZigBee Protokollstack mit der Aufteilung in die jeweilige Spezifikation.
IEEE 802.15.4 und ZigBee
Im Gegensatz zu 802.15.1 fokussiert 802.15.4 Kommunikationssysteme mit einer sehr nie-
drigen Datenrate und mo¨glichst geringem Energieverbrauch. Anwendungsgebiete sind hierbei
vor allem drahtlose Sensornetzwerke, welche meist u¨ber einen weniger komplexen Protokoll-
stack verfu¨gen. Basierend auf den beiden nach 802.15.4 spezifizierten unteren Protokollebenen
setzt der ZigBee Funkstandard auf (Abbildung 2.9). Die effektive Sendereichweite liegt hier,
a¨hnlich dem Bluetooth-Standard, bei 10-30m (maximal 100m) und die maximale Datenrate
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betra¨gt nur 250KBit/s bei einer zula¨ssigen Sendeleistung von 10mW. Fu¨r die vorgesehenen An-
wendungsszenarien, wie bspw. die Heim- und Geba¨udeautomatisierung bzw. die Industrie- und
Automatisierungstechnik reichen diese Leistungsmerkmale aber vollkommen aus. Zur Vermei-
dung von Interferenzen stehen 16 vordefinierte Kana¨le fu¨r die Kommunikation zur Verfu¨gung.
Die IEEE 802.15.4 Spezifikation erlaubt dabei zwei unterschiedliche Topologien, dargestellt in
Abbildung 2.10. Einerseits eine klassische, zentralisierte Sterntopologie mit einer koordinieren-
den Knoteninstanz, dem PAN-Koordinator. U¨ber ihn erfolgt die Anmeldung am Netzwerk sowie
die U¨bertragung aller Daten. Folglich sollte der gewa¨hlte Knoten u¨ber entsprechende Leistungs-
und Energieressourcen verfu¨gen. Alternativ steht ein dezentrales Peer-to-Peer Kommunika-
tionsszenario zur Verfu¨gung, bei dem zwar ebenfalls ein Koordinator definiert wird, dieser je-
doch keine Relevanz fu¨r den Kommunikationsablauf hat. Der Verbindungsaufbau erfolgt direkt
zwischen Quelle und Senke, jedoch ausschließlich per Single-Hop, also auf direktem Weg oh-
ne die Datenweiterleitung durch einen Zwischenknoten. Eine Multi-Hop-Funktionalita¨t, sprich
die Routenberechnung und anschließende Datenvermittlung u¨ber mehrere Relaisstationen sieht
die Spezifikation nicht vor und muss bei Bedarf auf ho¨heren Ebenen manuell implementiert
werden.
Abbildung 2.10.: Die nach IEEE 802.15.4 spezifizierten Topologien erlauben sowohl Stern- (links) als auch
Peer-to-Peer (P2P) Topologien (rechts). Wa¨hrend der PAN-Koordinator in zentralisierten
Netzstrukturen die gesamte Topologie verwaltet, spielt er in der P2P Struktur nur eine un-
tergeordnete Rolle.
ZigBee soll im Wesentlichen dazu dienen, eine Vielzahl einfacher Gera¨te um eine zentrale Kon-
trollinstanz drahtlos zu vernetzen. Der Standard legt dabei besonderen Wert auf Stabilita¨t und
geringe Latenzzeiten. In der Praxis ergeben sich allerdings Probleme bei einer Koexistenz mit
Wireless LAN und Bluetooth, da auch ZigBee das freie ISM-Frequenzband bei 2,4GHz fu¨r die
21
2. Grundlagen und Modell
U¨bertragung nutzt. Zusa¨tzlich sind zwei weitere Frequenzba¨nder von 868-870MHz (Europa)
bzw. 902-928MHz (Nordamerika) vorgesehen.
2.2.2. Wireless LAN - IEEE 802.11
Neben Bluetooth stellt IEEE 802.11, oder auch WLAN34 genannt, eine der am ha¨ufigsten ein-
gesetzten und bekanntesten drahtlosen Kommunikationstechnologien der heutigen Zeit dar
[148, 167]. Im Gegensatz zu den eben vorgestellten Nahbereichstechnologien bietet WLAN so-
wohl ho¨here Datenraten als auch eine erho¨hte Reichweite. Im Laufe der vergangen Jahre wurden
mehrere WLAN Kommunikationsstandards durch das IEEE spezifiziert. Nachdem die erste Ver-
sion 802.11b Datenraten von nur 11MBit/s erreichte, wurde der Datendurchsatz in der 802.11g
Spezifizierung auf 54MBit/s erho¨ht. Wa¨hrend diese Standards das 2,4GHz ISM-Band nutzen,
erlaubt die 802.11a Spezifikation das Senden in einem breiteren Frequenzbereich des 5,1GHz
Bandes. Um eine effektive Sendereichweite von 100-300m außerhalb und 30m innerhalb ge-
schlossener Geba¨ude zu gewa¨hrleisten, ist die maximale Sendeleistung auf 100mW (2,4GHz
ISM-Band) bzw. 500mW (5,1GHz Band) begrenzt. Je nach WLAN Spezifikation verfu¨gen alle
Kommunikationsstandards nach 802.11 u¨ber mehrere, vordefinierte Funkkana¨le innerhalb des
jeweiligen Frequenzbandes. Sie ermo¨glichen eine weitestgehend sto¨rungsfreie Kommunikation
auch bei einem Betrieb mehrerer paralleler Funknetze. Die verfu¨gbare Anzahl ha¨ngt dabei stark
von gesetzlichen Beschra¨nkungen ab.
WLAN hat sich in den vergangenen Jahren zur einer Standardschnittstelle fu¨r mobile Endgera¨te
wie Laptops oder PDAs entwickelt und ermo¨glicht prima¨r den einfachen, kabellosen Zugang
zu privaten Netzwerken und dem Internet. Nachdem anfa¨ngliche Sicherheitsprobleme in den
Verschlu¨sselungsmechanismen (WEP)35 beseitigt wurden, ha¨lt WLAN durch zuverla¨ssige Ver-
schlu¨sselungsverfahren, wie bspw. WPA/WPA236, mehr und mehr Einzug sowohl im privaten
als auch im industriellen Umfeld [48, 148].
Mit Einfu¨hrung der neuen 802.11n Spezifikation erho¨ht sich die maximale Datenrate durch
den Einsatz von MIMO-Technologien37, also der gleichzeitigen Nutzung mehrerer Funkkana¨le,
nochmals erheblich auf bis zu 300MBit/s. Somit kann auch der Leistungsunterschied zu
herko¨mmlichen, drahtgebundenen Netzwerktopologien vernachla¨ssigt werden und es ist damit
zu rechnen, dass die WLAN Technologie in naher Zukunft die drahtgebundene Netzwerkkon-
nektivita¨t im privaten Sektor verdra¨ngen wird.
34Wireless Lokal Area Network
35Wired Equivalent Privacy
36Wi-Fi Protected Access
37Multiple Input Multiple Output
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2.2.3. Wireless MAN - IEEE 802.16
Um auch u¨ber gro¨ßere Distanzen eine breitbandige Kommunikation zu gewa¨hrleisten, wurde
die WiMAX-Technologie38 in Form des IEEE 802.16 Standards spezifiziert [48, 166]. Inner-
halb von IEEE 802.16 existieren unterschiedliche Teilspezifikationen, welche sich sowohl mit
stationa¨ren als ach mit mobilen Kommunikationsnetzen auseinandersetzen. Im Gegensatz zu
Wireless LAN definiert bei WiMax die Basisstation das Scheduling fu¨r die einzelnen U¨bertra-
gungen der Klienten und vergibt dazu entsprechende Zeitslots.
In zuku¨nftigen MANs39 stellt WiMAX somit hohe Datenraten bei geringen U¨bertragungslaten-
zen zur Verfu¨gung. Dabei soll auf Basis dieser Technologie eine effektive Fla¨chenabdeckung
bis ca. 30km realisiert werden und dabei eine drahtlose Alternative zu bereits verfu¨gbaren draht-
gebundenen DSL Anschlu¨ssen darstellen.
2.3. Selbstorganisation
Mit der Entwicklung immer komplexerer, verteilter Systeme in der Kommunikations- und In-
formationstechnik, treten zunehmend Probleme in Bezug auf den Entwurf sowie die Kontrolle
in den Vordergrund. Um die Beherrschbarkeit in Zeiten immer schneller ansteigender Komple-
xita¨t und Funktionalita¨t auch in Zukunft gewa¨hrleisten zu ko¨nnen, stehen selbstorganisierende
Systeme mit ihren spezifischen Eigenschaften im Fokus wissenschaftlicher Forschungen. Die
Verfahrensweisen der Selbstorganisation stellen dabei eine grundlegend neue Idee im techni-
schen Umfeld dar [66].
Da der Begriff in der Literatur sehr vielseitig und fu¨r unterschiedlichste Bereiche verwendet
wird, fehlt eine einheitliche Definition. Stellvertretend fu¨r Selbstorganisation im technischen
Bereich wird der Begriff in [192] treffend umschrieben:
”Self-organisation is a dynamical and adaptive process where systems acquire and
maintain structure themselves, without external control.”
Ausgehend von der eigentlichen Selbstorganisation in biologischen Systemen, in denen gleich-
artige oder hierarchisch geordnete Elemente durch kollektives und kooperatives Verhalten kom-
plexe Abla¨ufe vollziehen ko¨nnen, wurden die wesentlichen, sogenannten Self-X Eigenschaften
zuna¨chst auf Bereiche der ku¨nstlichen Intelligenz (ku¨nstliche neuronale Netze, Multiagenten-
systeme) und der Systemtheorie u¨bertragen. Neben der eigentlichen Selbstorganisation umfas-
sen die Self-X Eigenschaften unter anderem eine Selbst-Konfiguration und -Adaption, Selbst-
Heilung oder Selbst-Schutz. Da in der Literatur der Umfang sogenannter Self-X Eigenschaften
stark diskutiert wird, ko¨nnen konkrete Definitionen und Abgrenzungen bis zum jetzigen Zeit-
punkt nicht getroffen werden. Ein zentraler Aspekt ist die fehlende, zentrale Kontroll- bzw.
Steuerinstanz, wodurch keine oder nur eine begrenzte Sicht auf das Gesamtsystem verfu¨gbar
38Worldwide Interoperability for Microwave Access
39Metropolitan Area Network
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ist. Jedes Einzelelement besitzt einen vordefinierten, durch Lernen erweiterbaren Regelsatz,
welcher das Agieren und Reagieren festlegt. Durch ein Analysieren der Umwelt und das ent-
sprechende Zusammenwirken der einzelnen Elemente wird eine Anpassung des Gesamtsystems
erreicht. Selbstorganisation erlaubt somit einen hohen Grad an Flexibilita¨t und Robustheit ge-
genu¨ber a¨ußeren Sto¨reinflu¨ssen. Einhergehend mit der Lernfa¨higkeit solcher Systeme ko¨nnen
die Entwicklungszeiten unter Umsta¨nden erheblich gesenkt werden.
Im technischen Umfeld der Informatik und Informationstechnik stellt Selbstorganisation ein
Schlu¨sselkonzept fu¨r die Beherrschbarkeit zuku¨nftiger hochkomplexer, intelligenter Systeme
dar [33, 103, 170]. Hier ermo¨glichen die Eigenschaften eine besonders gute Abbildung auf
Anwendungsgebiete moderner Kommunikationstechnologien in verteilten Systemen. Auch auf
diesem Gebiet kann eine immer sta¨rkere Vermaschung unterschiedlicher, heterogener Netz-
werke beobachtet werden. Besonders im Bereich mobiler Ad Hoc bzw. Mesh-Netzwerke [56]
bietet die Selbstorganisation viele Einsatzmo¨glichkeiten. Ziel hierbei ist bspw. eine ressour-
censparende Topologieverwaltung oder ein skalierbares Routing mit einer mo¨glichst effizienten
Lastverteilung.
Selbstorganisierende Aspekte ko¨nnen dabei auch auf das in dieser Arbeit vorgestellte Kommu-
nikationskonzept angewendet werden, bei dem die funkstandardu¨bergreifenden Netzwerkkno-
ten autonom in einer Ad Hoc Topologie agieren. Dies umfasst auch Mo¨glichkeiten einer erwei-
terten Topologiekontrolle, mit deren Hilfe aus dem Pool verfu¨gbarer Kommunikationspartner
sinnvolle Verbindungskana¨le selektiert und dynamisch verwaltet werden.
2.4. Schnittstellensynthese
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Abbildung 2.11.: Mo¨glichkeiten der Kopplung zweier nicht kompatibler IPs, welche als Black Box Kompo-
nente vorliegen. Die Blo¨cke stellen vordefinierte, nicht modifizierbare Schnittstellen fu¨r die
Anbindung an ihre Umwelt zur Verfu¨gung. Ohne entsprechende Wrapper-Module inkl. der
no¨tigen, logischen Konverter-Funktionalita¨t ist eine Kommunikation nicht mo¨glich.
Im Bereich eingebetteter Systemen treten zunehmend Probleme in Hinblick auf die Beherrsch-
barkeit der ansteigenden Komplexita¨t in den Fokus wissenschaftlicher Betrachtungen. Um den
Entwicklungsaufwand zu reduzieren versuchen die Entwickler, bereits verfu¨gbare Komponen-
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ten wiederzuverwenden oder zu erweitern. Die Hersteller wiederum schu¨tzen ihre Komponen-
ten vor Zugriffen und Modifikationen durch Dritte. Die entwickelten und getesteten Kompo-
nenten - sogenannte IPs40 - stehen in Folge dessen nur mit einer begrenzten Sicht auf die
Funktionalita¨t zur Verfu¨gung. Diese Sicht wird auch als Black Box bezeichnet. In den meisten
Fa¨llen beschra¨nkt sich die Dokumentation auf den Funktionsumfang, die Rahmenbedingungen
fu¨r den sto¨rungsfreien Betrieb sowie die Interaktion u¨ber externe Schnittstellen. Interne Details
der Komponenten werden nicht offen gelegt.
Fu¨r die Entwicklung neuer Systeme ko¨nnen diese fertigen Komponenten also nur nach der ent-
sprechenden Spezifikation und u¨ber die vordefinierten Schnittstellen genutzt werden. Fu¨r die
Realisierung einer komplexen Gesamtfunktionalita¨t muss eine Vielzahl solcher Teilkomponen-
ten mo¨glichst effizient gekoppelt werden (Abbildung 2.11). Diese Kopplung erweist sich auf-
grund der Einschra¨nkungen in vielen Fa¨llen als schwierig und zeitintensiv [81]. Ein Großteil
der bestehenden Inkompatibilita¨ten la¨sst sich dabei auf funktionale Unterschiede der jeweiligen
Schnittstellen zuru¨ckfu¨hren. Eine Schnittstelle sei hierbei nach [160] wie folgt definiert:
”Eine Schnittstelle ist eine Trennstelle zweier (Teil-) Systeme. An ihr ko¨nnen die
Systeme getrennt werden. Obwohl die Schnittstelle die Grenze zwischen zwei Syste-
men darstellt, ist sie fu¨r ein System, d.h. aus dessen Sicht, definiert.”
Wa¨hrend einer Datenu¨bertragung ist das Zusammenwirken der Signale auf unterschiedlichen
Ebenen in Protokollen definiert. Ein Protokoll sei dabei nach [159] wie folgt definiert:
”Ein Protokoll ist eine Menge von Regeln, die das Verhalten von Instanzen oder
Prozessen bei der Kommunikation festlegt. Die Regeln betreffen u.a. den Aufbau
und Abbau von Verbindungen, die Formate der auszutauschenden Nachrichten, den
benutzten Code und Absprachen sowie eine Fehlererkennung und Fehlerkorrektur.
Protokolle werden gro¨ßtenteils durch Software, teilweise aber auch durch Hardwa-
re realisiert.”
Um nun eine Kopplung zweier inkompatibler Schnittstellen mit evtl. nicht konformen Proto-
kollen zu ermo¨glichen, wurden auf dem Forschungsgebiet der Schnittstellensynthese Konzep-
te entwickelt, mit denen diese Hindernisse u¨berwunden werden ko¨nnen. Im Rahmen der For-
schungsarbeiten zur automatisierten Interface Synthese (IFS)41 [81, 82] wurde der Interface
Synthesis Design Flow (IFS-Flow) als eine Methodik zur Modellierung und automatisierten
Generierung rekonfigurierbarer Schnittstellen entwickelt. Basierend auf diesem Design-Flow
entsteht ein Adapter Modul [90], welches die direkte Konvertierung zwischen den Schnittstel-
len mehrerer Kommunikationskomponenten innerhalb eines eingebetteten Systems ermo¨glicht.
Das Konzept soll an dieser Stelle kurz vorgestellt werden.
40Intellectual Property - geistiges Eigentum
41Interface Synthesis
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2.4.1. Interface Block (IFB)
Der IFB resultiert aus einem erfolgreichen IFS-Flow und realisiert das Bindeglied der jeweili-
gen Kommunikationskomponenten. Die Struktur des IFB (Abbildung 2.12(a) ) besteht aus drei
zentralen Komponenten.
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(a) IFB Makrostruktur mit den drei
zentralen Komponenten: Control Unit
(CU) sowie Protocol Handler (PH)
und Sequence Handler (SH), welche
die Daten u¨ber gemeinsamen Speicher
und einen entsprechenden Bus austau-
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(b) Endlicher Automat (FSM) als eine endlichen Menge von
Zusta¨nden mit Eingabe-, Ausgabe- und Zustandsu¨berfu¨hrungs-
funktion.)
Abbildung 2.12.: IFB Makrostruktur / endlicher Automat.
Control Unit - CU
Die Kontroll-Einheit (Control Unit - CU) steuert alle Aktionen des Adapter Moduls und re-
gelt dadurch den kompletten Datenfluss fu¨r die angeschlossenen Kommunikationskomponen-
ten. Fu¨r die Steuerung der einzelnen IFB-internen Module stehen mehrere Daten- und Kontroll-
signale zur Verfu¨gung. Die CU hat keine dedizierte Schnittstelle zur Außenwelt und kann somit
wa¨hrend der Laufzeit nicht durch den Nutzer modifiziert werden.
Protocol Handler - PH
Die Protocol Handler repra¨sentieren die externen Schnittstellen des IFB’s mit der Umwelt. Sie
verwalten den zeitlichen Protokollablauf ein- und ausgehender Datenpakete. Dabei ist der IFB
in der Lage, mehrere Schnittstellen angeschlossener Komponenten durch unabha¨ngige Modi
im PH zu verwalten. Jeder Modus behandelt dabei jeweils ein Protokoll einer Schnittstelle. Im
Falle eingehender Datenpakete entfernt der PH die Headerinformationen, speichert diese fu¨r die
spa¨tere Weiterverarbeitung und u¨bergibt die extrahierten Nutzdaten an den Sequence Handler.
Nach dem Anpassen der Nutzdaten durch den SH u¨bernimmt ein weiterer Modus des PH’s das
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Verpacken der Nutzdaten fu¨r das jeweilige Zielprotokoll. Fu¨r diese Funktionalita¨ten werden
sowohl die Protocol Handler als auch die Sequence Handler durch endliche Automaten (FSM42)
repra¨sentiert.
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Abbildung 2.13.: Beispielhafter Datenfluss innerhalb des IFB’s. Eingehende Daten von Task1 werden vom
entsprechenden Protocol Handler Modus bearbeitet. Die extrahierten Nutzdaten gelangen
anschließend in Abha¨ngigkeit von der Zielkomponente in den Sequence Handler Modus 1
oder 2. Nach der Adaption der Nutzdaten werden diese im Protocol Handler Modus 2 oder
3 in die jeweiligen Protokollheader verpackt und gema¨ß den Protokollspezifikationen an das
Zielsystem (Task2 bzw. Task3) weitergeleitet.
Sequence Handler - SH
Wa¨hrend der Protokollkonvertierung passt der SH das Datenformat entsprechend den Konven-
tionen des Zielprotokolls an und legt die adaptierten Nutzdaten fu¨r die anschließende Weiter-
leitung im Speicher ab. Dies beinhaltet bspw. die Anpassung der Byteorder. Nachdem die CU
entsprechende Statusinformationen erhalten hat, werden diese Daten dem verantwortlichen PH
zur Verfu¨gung gestellt und somit an das Zielsystem versendet. Auch die SH verfu¨gen u¨ber meh-
rere Modi zur Behandlung unterschiedlicher Datenkonventionen.
Die modulare Struktur des IFB’s ermo¨glicht einen hohen Grad an Flexibilita¨t und soll die Wie-
derverwendung in Hinblick auf zuku¨nftige Projekte gewa¨hrleisten.
Bezugnehmend auf diese Arbeit werden die konzeptionellen Grundlagen des IFB-Modells
auf den entwickelten PLANet Prototypen (Kapitel 6) angewendet. Die Protokollkonvertierung
ermo¨glicht dieser Kommunikationsplattform, wa¨hrend der Laufzeit zwischen unterschiedlichen
Funkstandards dynamisch zu wechseln. Einzelheiten bezu¨glich der Protokollkonvertierung und
des PLANet-Prototypen werden in Kapitel 4 bzw. 6 na¨her erla¨utert.
42Final State Machines
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2.4.2. Rekonfigurierung
Um die Flexibilita¨t und Leistungsfa¨higkeit eingebetteter Systeme trotz begrenzter Ressourcen
zu steigern, ko¨nnen Methoden der Rekonfigurierung zum Einsatz kommen. Der Begriff Re-
konfigurierung findet grundsa¨tzlich sowohl im Bereich Software als auch Hardware Anwen-
dung. Der hier fokussierte Forschungsbereich der Hardware-Rekonfigurierung wurde im Rah-
men des DFG-Schwerpunktprogrammes 1148 - Rekonfigurierbare Rechensysteme na¨her unter-
sucht [55, 117].
Aufgrund der begrenzten Chipfla¨che heutiger, hochkomplexer Rechensysteme, ko¨nnen auf-
grund von Platzmangel unter Umsta¨nden nicht alle Funktionen gleichzeitig in das System in-
tegriert werden. In diesem Zusammenhang ero¨ffnen sich durch eine dynamische Rekonfigurie-
rung vo¨llig neue Lo¨sungsmo¨glichkeiten und Anwendungsszenarien. Ziel ist es dabei, Systemen
die Fa¨higkeit zu verleihen, wa¨hrend der Laufzeit die Funktionalita¨t sowie die hardwareseitige
Struktur partiell oder vollsta¨ndig zu vera¨ndern. Auf dieser Basis wird eine selbststa¨ndige Ad-
aption des Systems an die Anforderungen seiner Umwelt ermo¨glicht. Auch im Falle etwaiger
Fehlfunktionen ko¨nnen somit automatisch alternative Konfiguration geladen werden.
2.5. Zusammenfassung
In diesem Kapitel wurden grundlegende Kenntnisse auf dem Gebiet der drahtlosen Kommu-
nikation, der Selbstorganisation sowie der Schnittstellensynthese vermittelt, welche zum allge-
meinen Versta¨ndnis dieser Arbeit beitragen sollen.
Dazu wurde im ersten Teil das ISO/OSI Schichtenmodell vorgestellt und die Unterteilung der
Funktionalita¨ten in den jeweiligen Ebenen na¨her erla¨utert. Das Modell dient dabei als De-
signgrundlage fu¨r eine Vielzahl aktueller Kommunikationsprotokolle, wie bspw. den vorgestell-
ten TCP/IP-Protokollstack.
Darauf aufbauend wurden unterschiedliche, nach IEEE genormte Kommunikationsstandards
pra¨sentiert und deren spezifische Eigenschaften sowie prima¨re Anwendungsfelder gegenu¨ber-
gestellt.
Anschließend wurden aktuelle Themen aus dem Bereich der Selbstorganisation erla¨utert und
denkbare Einsatzmo¨glichkeiten in Hinblick auf das im Rahmen dieser Arbeit vorgestellte Kon-
zept analysiert. Die Forschungsansa¨tze bieten hier ein breites Spektrum fu¨r mo¨gliche Ansatz-
punkte.
Abschließend wurde auf den Forschungsbereich der Schnittstellensynthese na¨her eingegangen
und die konkrete Anwendung im entwickelten PLANet Prototypen erla¨utert. Gleichzeitig wurde
das Thema Rekonfigurierung kurz aufgegriffen und dessen Vorteile aufgefu¨hrt.
Im folgenden Kapitel werden nun aktuelle Forschungen im Bereich mobiler Ad Hoc Netzwerke
sowie Entwicklungen auf dem Gebiet drahtloser Kommunikationstechnologien vorgestellt.
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Aufbauend auf den in Kapitel 2 vorgestellten Grundlagen sollen nun aktuelle Forschungen ver-
schiedener Schwerpunktbereiche vorgestellt werden, welche in direktem oder indirektem Zu-
sammenhang mit dieser Arbeit stehen. Im Fokus steht dabei die Vermittlung aktueller Technolo-
gien, welche aus wissenschaftlicher Sicht den derzeitigen Stand der Entwicklungen widerspie-
geln. Die Ziele einzelner Forschungsbereiche korrelieren dabei teilweise mit Anforderungen
und Zielstellungen dieser Arbeit. Auf diese partiellen U¨berschneidungen sowie die sich daraus
ergebenden Vor- und Nachteile wird in den einzelnen Abschnitten na¨her eingegangen.
3.1. Mobile Ad Hoc Netzwerke
Das zentrale Forschungsthema, welches auch in dieser Arbeit einen wesentlichen Schwerpunkt
bildet, befasst mit sogenannten Mobilen Ad Hoc Netzwerken - MANETs. MANETs repra¨sentie-
ren einen Teilbereich auf dem Gebiet der Funknetze. Funknetze ko¨nnen wie folgt klassifiziert
werden.
• Zellulare Netze
• Nahbereichs-Kommunikationsnetze
• Mobile Ad Hoc Netze mit drahtlosen Sensornetzwerken als eine anwendungsspezifische
Teilmenge
Bevor im weiteren Verlauf dieses Kapitels auf ausgewa¨hlte Themenkomplexe im Bereich mo-
biler Ad Hoc Netzwerke na¨her eingegangen wird, sollen die verschiedenen Rubriken kurz
erla¨utert werden.
Zellulare Netze
Zellulare Netze kommen vorwiegend im Mobilfunkbereich zum Einsatz und binden mobile
Endgera¨te an verfu¨gbare Basis-/Relaisstationen, welche untereinander ein großfla¨chiges, draht-
gebundenes Netz aus Zugangspunkten zur Verfu¨gung stellen. Aufgrund der strengen Netzwerk-
hierarchie ist die Konfiguration der jeweiligen Knoten sowie die Wegewahl auf einfache Art
und Weise realisierbar. Da die Basisstationen u¨ber eine konstante Stromversorgung verfu¨gen,
ko¨nnen rechenintensive Prozesse von den mobilen Endgera¨ten auf diese Stationen ausgelagert
werden, wodurch die Komplexita¨t der Endgera¨te deutlich reduziert werden kann. In Folge des-
sen koordiniert die Basisstation den gesamten Funkverkehr aller Knoten innerhalb der jeweili-
gen Zelle.
Die sternfo¨rmigen Topologien zellularer Netze wirken sich aber auch nachteilig auf die Kom-
munikationswege aus. Der gesamte Informationsfluss muss u¨ber die jeweilig verfu¨gbaren Zu-
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gangspunkte abgewickelt werden, welche die eingehenden Daten zum entsprechenden Zielkno-
ten weiterleiten. Eine direkte Kommunikation zweier Endgera¨te ist nicht mo¨glich, auch wenn
sich diese in unmittelbarer Nachbarschaft befinden. Dies wirkt sich negativ auf den Energie-
verbrauch der einzelnen Knoten aus. Weiterhin ergibt sich hierdurch ein Flaschenhals in den
Zugangspunkten, welche zum einen eine enorme Anzahl mobiler Endgera¨te verwalten mu¨ssen
als auch jedem Knoten eine definierte Datenrate zur Verfu¨gung stellen sollten.
Aktuelle Technologien, welche auf zellularen Netzen basieren, sind bspw. die Mobilfunkstan-
dards GSM1 sowie die Nachfolger UMTS2 und WiMAX. Auch WLAN Technologien nach IEEE
802.11, welche im Infrastruktur / Access Point Modus betrieben werden, realisieren ein zellula-
res Netz.
Nahbereichs-Kommunikation
Die Nahfeld- oder auch Nahbereich-Kommunikation stellt eine weitere Rubrik im Bereich der
Funknetze dar. Hier werden im wesentlichen Punkt-zu-Punkt Verbindungen zwischen zwei
Kommunikationspartnern betrachtet. Einen aktueller Vertreter stellt dabei RFID3 dar, wel-
cher es ermo¨glicht, Objekte auf einfache Art und Weise zu identifizieren. Aber auch fu¨r die
drahtlose U¨bertragung von sicherheitskritischen Informationen kommen Technologien aus der
Nahbereich-Kommunikation zum Einsatz. Hier nutzt bspw. Bluetooth in der Version 2.1 NFC4
um einen einfachen, sicheren Schlu¨sselaustausch zweier Kommunikationspartner zu realisieren.
Mobile Ad Hoc Netze / Drahtlose Sensornetzwerke
Ein mobiles Ad Hoc Netzwerk (MANET), auch Mesh Netzwerk genannt, ist eine Ansammlung
von mindestens zwei mobilen Gera¨ten mit der Fa¨higkeit, spontan auf drahtlosem Weg mit-
einander zu kommunizieren und somit ein Netzwerk aufzubauen. Die Gera¨te kommunizieren
innerhalb ihrer Sendereichweite auf direktem Wege miteinander. Ist die direkte Kommunika-
tion aufgrund dieser begrenzten Reichweite nicht mo¨glich, mu¨ssen dazwischenliegende Gera¨te
fu¨r einen Kommunikationsweg sorgen. Die Gera¨te fungieren in diesem Fall als Zwischensta-
tion und u¨bernehmen die Routingfunktionen im Netzwerk. Dieses entscheidende Merkmal ist
charakteristisch fu¨r mobile Ad Hoc Netzwerke.
Im Gegensatz zu herko¨mmlichen Netzwerken kommen MANETs ohne stationa¨re Infrastruk-
tur aus. Sie sind an keine fest definierte Infrastruktur gebunden, wodurch die Topologie anders
als bei zellularen oder klassischen Netzwerken variiert. Somit folgt das vorliegende Kommu-
nikationsparadigma einem reinen Peer-to-Peer Ansatz (P2P), bei dem ein dezentraler, gleich-
berechtigter Rechner-Rechner-Verbund angestrebt wird und keine zentrale Verwaltungsinstanz
existiert [114]. Alle Kommunikationsteilnehmer stehen hierbei auf der gleichen Hierarchieebe-
ne und stellen anderen Netzteilnehmern ihre Ressourcen in Form von Diensten zur Verfu¨gung.
Neben den reinen P2P Ansa¨tzen existieren in der Literatur auch zentralisierte, hybride oder
hierarchische P2P Systeme, auf die aber nicht na¨her eingegangen werden soll.
1Global System for Mobile Communications
2Universal Mobile Telecommunications System
3Radio Frequency Identification
4Nearfield Communication
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Durch den hohen Grad an Mobilita¨t der Knoten in MANETs a¨ndert sich die verfu¨gbare Infra-
struktur stetig. Mobile Ad Hoc Netzwerke verfu¨gen u¨ber die in Kapitel 2.3 vorgestellten Self-X
Eigenschaften und sind somit selbstorganisierend und selbstkonfigurierend. Dabei liegt der Fo-
kus meist auf der Kopplung einer Vielzahl von drahtlosen Endgera¨ten mit mittlerer oder kurzer
Kommunikationsreichweite (IEEE 802.11 und IEEE 802.15). Basierend auf einem gemeinsam
definierten Kommunikationsstandard kommt in realen Anwendungsszenarien meist eine Viel-
zahl unterschiedlicher Netzwerkknoten zum Einsatz, welche sich in Gro¨ße, Rechenleistung,
Laufzeit und Ausstattung unterscheiden. In Folge dessen impliziert der Begriff MANET im
Allgemeinen eine heterogene Netzwerktopologie. Ein heterogenes Netz wird durch den Autor
im Rahmen dieser Arbeit wie folgt definiert:
”Der Begriff heterogen leitet sich aus dem Griechischen von heterogenis ab und
dru¨ckt eine Verschiedenartigkeit aus. Unter Heterogenita¨t versteht man die Unein-
heitlichkeit von Elementen einer Menge hinsichtlich eines oder mehrerer Merkmale.
Heterogene Netzwerkstrukturen besitzen somit ungleichartige Knoten. Die Objekte
eines Netzwerkes ko¨nnen dabei nach [190] auf verschiedenen Ebenen heterogen
sein.”
MANETs bieten eine Vielzahl wesentlicher Vorteile gegenu¨ber klassischen Netzwerken. Ein-
hergehend mit der rasant steigenden Anzahl mobiler Kommunikationsgera¨te bieten MANETs
die Mo¨glichkeit, die aufkommende Netzlast gleichma¨ßig zu verteilen, da keine zentralen In-
stanzen fu¨r die Verwaltung der Topologie beno¨tigt werden. Somit skalieren MANETs besser
als jede Form zellularer oder hierarchischer Funknetze. Aufgrund der selbstorganisierenden Ei-
genschaften sind mobile Ad Hoc Netzwerke a¨ußerst vielseitig und flexibel einsetzbar. Auch die
Robustheit gegenu¨ber Sto¨rungen oder partiellen Netzausfa¨llen macht den Einsatz von MANETs
fu¨r ein breites Anwendungsspektrum interessant.
Der Forschungsbereich drahtloser Sensornetzwerke (engl. WSN5) bildet eine Teilmenge der
Rubrik mobiler Ad Hoc Netzwerke. Die Knoten organisieren sich analog zu mobilen Ad Hoc
Netzwerken selbsta¨ndig und ohne Kontrollinstanz. Aufgrund des stark eingeschra¨nkten Anwen-
dungsgebietes ist die Leistungsfa¨higkeit der einzelnen Knoten gering. Diese reduziert sich auf
das Sammeln von Daten mit Hilfe der verfu¨gbaren Sensorik sowie einer optionalen Vorver-
arbeitung der gewonnenen Informationen. Im Gegensatz zu klassischen MANETs werden die
gesammelten Daten anschließend u¨ber die verfu¨gbare Infrastruktur zu einer zentrale Instanz
u¨bertragen, welche auf Basis der verschiedenen lokalen Informationen Ru¨ckschlu¨sse auf globa-
le/systemweite Ereignisse ableitet. Weiterhin beschra¨nkt sich der u¨berwiegende Teil drahtloser
Sensornetzwerke auf eine homogene Knotenlandschaft, in der jeder Sensorknoten u¨ber die glei-
che Kommunikationshardware verfu¨gt.
Die Realisierung solcher Ad Hoc Netzwerkstrukturen bringen jedoch einige Probleme mit sich,
welche neben der Selbstorganisation bspw. auch aus den begrenzten Energieressourcen oder
dem hohen Grad an Mobilita¨t resultieren. Die nun folgenden Abschnitte gehen auf verschiedene
Problemstellungen innerhalb dieses Forschungsbereiches na¨her ein.
5Wireless Sensor Networks
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3.1.1. Topologieoptimierung
Abbildung 3.1.: Optimierung einer Topologie durch die Reduktion von Redundanzen. U¨berflu¨ssige Kommuni-
kationskana¨le werden durch die Knoten nicht mehr genutzt.
Sollen die zur Verfu¨gung stehenden Energieressourcen mobiler Knoten innerhalb eines Ad
Hoc Netzwerkes mo¨glichst effizient genutzt werden, stehen unterschiedliche Ansatzpunkte zur
Verfu¨gung. Ist dabei eine Modifikation auf physikalischer Ebene nicht mo¨glich, stellt die Topo-
logieoptimierung den ersten Ansatzpunkt dar. Auf Basis applikationsseitiger, anwendungsspe-
zifischer Informationen, welche den unteren Protokollschichten zur Verfu¨gung gestellt werden,
findet eine Medienzugriffskontrolle statt und es wird versucht, aus einer Vielzahl verfu¨gbarer
Kommunikationspartner mo¨glichst sinnvolle Stationen herauszufiltern (Abbildung 3.1). Im Be-
reich mobiler Ad Hoc Netzwerke ko¨nnen sich daraus mehrere wesentliche Vorteile ergeben
[36, 108–110, 172]. Zum einen sinkt in Folge der eingeschra¨nkten Topologie die Netzlast durch
die verringerte Menge an Kontrolldaten der verbleibenden Kommunikationspartner. Dies hat
besonders bei sehr hoch skalierten Topologien Auswirkungen, da sich hier durch das Broad-
casten von Information erhebliche Lastspitzen innerhalb der Topologie ergeben. Zum anderen
sinkt durch eine Reduzierung des Vernetzungsgrades die mathematische Wahrscheinlichkeit
fu¨r Datenkollision auf dem U¨bertragungsmedium erheblich. In Folge eines verringerten Inter-
ferenzlevels sinkt die Paketverlustrate, was die gesamte Kommunikation im Netzwerk positiv
beeinflusst und auch das Auftreten kritischer, partieller Netzausfa¨lle reduziert. Somit kommt
eine gezielte Selektion unter den verfu¨gbaren Kommunikationspartnern allen ho¨her liegenden
Protokollen, speziell den Routingverfahren, entgegen.
Obwohl einige wissenschaftliche Vero¨ffentlichungen dem Aspekt der Interferenzminimierung
widersprechen [41], existieren noch einige Vorteile, welche den Einsatz von Algorithmen zur
Topologieoptimierung rechtfertigen. Besonders in mobilen Ad Hoc bzw. Sensornetzwerken ist
der verringerte administrative Aufwand in den jeweiligen Knoten nicht zu unterscha¨tzen. Durch
die hohe Dynamik, vor allem in dichten Topologien, steigt der Aufwand fu¨r die Verwaltung
erreichbarer Nachbarn und die Bearbeitung der entsprechenden Kommunikationskana¨le schnell
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auf ein kritisches Niveau an. Dem gegenu¨ber stehen stark begrenzte Hardware-Ressourcen der
Knoten, welche sich aus den Anforderungen einer mo¨glichst langen Akku-Laufzeit ergeben.
A) B)
C) D)
Abbildung 3.2.: Schrittweise Topologieoptimierung beginnend mit der maximal mo¨glichen Vernetzung (A) bis
zu zwei mo¨glichen minimalen Vernetzungen (C/D).
Aus diesem Grund wurden unterschiedliche, teils sehr komplexe Verfahren entwickelt, wel-
che neben der eigentlichen Topologiekontrolle eine Topologieoptimierung ermo¨glichen. Viele
Vero¨ffentlichungen gehen dabei speziell auf die Anforderungen und Problemstellungen im Be-
reich mobiler Ad Hoc und Sensornetzwerke ein [157, 180]. Einige grundlegende Mechanismen
werden im Folgenden kurz erla¨utert.
Dynamischer Adaption der Sendeleistung
Mit Hilfe dieses einfachen Verfahrens kann die Sendeleistung des Funkmoduls je nach Situation
angepasst werden. Die Netzwerkknoten sind damit in der Lage, die Anzahl erreichbar Kommu-
nikationspartner aktiv zu beeinflussen [146]. Abbildung 3.2 verdeutlicht das Ergebnis einer sol-
chen schrittweisen Adaption. Wird eine definierte Untergrenze unterschritten, wird die Sende-
leistung entsprechend erho¨ht. Auf diese Weise kann der Energiebedarf fu¨r die Datenu¨bertragung
deutlich reduziert werden. In der Praxis zeigt sich aber, dass aktuell verfu¨gbare Funkmodule
teilweise erheblich mehr Energie im Empfangsmodus beno¨tigen, was somit das Optimierungs-
potential relativiert. Weiterhin wird die Auswahl der Kommunikationspartner ausschließlich
auf die Knoten mit der ku¨rzesten Distanz beschra¨nkt. Unter Umsta¨nden ergibt diese Wahl eine
suboptimale Lo¨sung oder fu¨hrt zur Isolation einzelner Netzbereiche.
Lokale minimale Spannba¨ume
Das LMST-Verfahren6 [108] nutzt minimale Spannba¨ume fu¨r die Optimierung der Topologie.
Jeder Knoten betrachtet dazu seine n-Hop Nachbarschaft und bildet u¨ber diese Knotenmenge
den lokalen Spannbaum. Die Berechnung ist mit bekannten Algorithmen, bspw. nach Kruskal
oder Prim auf einfache Art und Weise mo¨glich. Bei letzterem ergibt sich dabei eine Worst-Case
Laufzeit von:
6Local Minimum Spanning Tree
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O(|V | · log(|V |) + |E|)
V ⇒ Anzahl Knoten
E ⇒ Anzahl Kanten
Die Spannbaum-Berechnung beschra¨nkt sich somit jeweils auf eine stark begrenzte Region,
wodurch das Verfahren durch die geringe Knotenmenge effizient arbeitet sehr gute Ergebnisse
erzielt [1].
Selektive Vernetzung
Bei der gezielten Auswahl einzelner Kommunikationspartner spricht man von einer selektiven
Vernetzung. Hier ko¨nnen je nach Anwendungsgebiet unterschiedlichste Parameter fu¨r die Aus-
wahl einbezogen werden. In [37, 38] wird ein solches Verfahren vorgestellt. Da hier fu¨r eine
vordefinierte Zahl von Nachbarschaftsknoten eine optimale Belegung errechnet wird, steigt der
Aufwand entsprechend an. Aus diesem Grund wurde auf Basis evolutiona¨rer Algorithmen das
EOSC-Verfahren7 entwickelt [1–3]. Mit Hilfe drei biologischer Prinzipien (Selektion, Rekom-
bination und Mutation) wird hier versucht, sich an die optimale Topologie anzuna¨hern. Dabei
wird die Mo¨glichkeit einer suboptimalen Lo¨sung in Kauf genommen. Im Gegenzug kann die
Komplexita¨t des Verfahrens deutlich reduziert werden.
In Hinblick auf das Thema dieser Arbeit bieten diese Mechanismen viele Ansatzpunkte fu¨r
eine Optimierung. Im Bereich MANETs kann durch Methoden der Topologieoptimierung die
Skalierbarkeit erho¨ht und der Energiebedarf gesenkt werden. Besonders bei dem U¨bergang von
einer homogenen Netzstruktur hin zu einer integrierten, heterogenen Topologie sind deutliche
Verbesserungen zu erwarten, da angepasste Verfahren hier die Mo¨glichkeit bieten, zwischen un-
terschiedlichen Kommunikationskana¨len zweier benachbarter Knoten auf Basis verschiedener
Standards zu wa¨hlen.
3.1.2. Routing
Nachdem in Abschnitt 2.1 der TCP/IP Protokollstack mit einzelnen Ebenen strukturiert be-
schrieben wurde, soll im Folgenden die Funktionalita¨t der Vermittlungsschicht nochmals aufge-
griffen werden. Im Kontext mobiler Ad Hoc Netzwerke nehmen Verfahren fu¨r die Wegfindung
in dynamischen Netzstrukturen eine zentrale Rolle ein [73, 153]. Die folgenden Abschnitte be-
schreiben daher wesentliche Verfahrensweisen im Bereich Routing und erla¨utern diese anhand
konkreter Beispiele. Zuvor muss jedoch der Begriff Routing na¨her definiert werden.
Routing beschreibt die Art der Wegfindung durch ein Netzwerk. Im Rahmen des Request for
Comments (RFC) 1983 [115] wird der Begriff wie folgt umschrieben:
7Evolutionary Optimization Selective Connectivity
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”Routing ist der Prozess der Auswahl der richtigen Schnittstelle und des na¨chsten
Hops fu¨r Pakete, die weitergeleitet werden sollen.”
Gemeint ist dabei die Weiterleitung einzelner Informationseinheiten von einer Quelle zur Sen-
ke. Auf diesem Pfad mu¨ssen diese unter Umsta¨nden zielgerichtet, mehrere Zwischenstationen
passieren. Eine durchlaufene Zwischenstation wird dabei als ein Hop bezeichnet und durch den
Autor im Rahmen dieser Arbeit wie folgt definiert:
”Im Kontext der Rechnernetzkommunikation bezeichnet ein Hop den Weg einer In-
formationseinheit von einem Netzwerkknoten zum Folgenden auf dem Pfad von der
Datenquelle zur Senke.”
Wird auf einem berechneten Routenpfad mindestens ein Zwischen-/Relaisstation genutzt, wird
dies als Multi-Hop-Routing bezeichnet. Folglich unterscheidet man zwischen Multi-Hop und
Single-Hop-Kommunikation.
”Bei einer Single-Hop-Kommunikation liegt zwischen Datenquelle und Senke ge-
nau ein Hop. Im Gegensatz dazu besitzt der Verbindungspfad einer Multi-Hop-
Kommunikation n Hops zwischen den beiden Kommunikationspartnern, wobei
n ∈ N, n > 1. Die einzelnen Informationseinheiten werden somit u¨ber mehrere
Zwischenstationen [zielgerichtet] weitergeleitet.”
In diesem Zusammenhang liegt der Fokus in dieser Arbeit auf einer paket-orientierten Kom-
munikation, wodurch die elementare Informationseinheit durch ein Datenpaket repra¨sentiert
wird.
Bei kritischer Betrachtung erfolgt weiterhin eine Differenzierung der Begriffe Routing und For-
warding, da diesbezu¨glich in der Literatur viele Unklarheiten existieren. Wa¨hrend Routing den
gesamten Pfad von der Quelle zur Senke und dessen Berechnung umschreibt und damit die
Summe aller Zwischenstationen beinhaltet, definiert Forwarding die Weiterleitung von Infor-
mationen u¨ber ein verfu¨gbares Netzwerkinterface zum na¨chsten Knoten (Singe-Hop) innerhalb
eines definierten Pfades.
Zum besseren Versta¨ndnis wird im weiteren Verlauf dieser Arbeit der Begriff Routing sowohl
fu¨r die Berechnung eines Pfades durch ein Kommunikationsnetz als auch fu¨r die Weiterleitung
von Datenpaketen u¨ber ein definiertes Interface verwendet. Weiterhin befasst sich dieser Ab-
schnitt ausschließlich mit adaptiven Routingverfahren, die in der Lage sind, auf Vera¨nderungen
der Topologie zu reagieren.
Abbildung 3.3 zeigt beispielhaft ein Kommunikationsnetz mit gewichteten Verbindungskan-
ten zwischen den einzelnen Netzwerkknoten. Fu¨r den Aufbau eines Kommunikationskanals
zwischen zwei Knoten (Quelle und Senke) muss mit Hilfe eines gewa¨hlten Routingverfahrens
ein optimaler Pfad durch das zugrundeliegende Kommunikationsnetz gefunden werden. Dabei
fließen Nebenbedingungen, wie bspw. geringe Pfadkosten, wenig Zwischenstationen oder eine
mo¨glichst gleichma¨ßige Verteilung der Netzlast mit in die Berechnung des Routenpfades ein.
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Abbildung 3.3.: Beispielhaftes Kommunikationsnetz mit Quell- und Zielknoten sowie einer Netzwerktopologie
mit abstrakten Kosten.
Ein idealer Routing Algorithmus erfu¨llt dabei folgende Zielstellungen:
• geringe Belastung in Hinsicht auf die beno¨tigten Ressourcen Rechenzeit und Speicher
innerhalb aller beteiligter Knoten.
• Optimierung der Routenpfade in Abha¨ngigkeit der Metrik und der aktuellen Rahmenbe-
dingungen in der Topologie.
• Leistungsfa¨higkeit bzw. Verzo¨gerungen welche aus der Entscheidungsfindung resultieren
(Response-Zeit).
• Skalierbarkeit in direktem Zusammenhang mit dem Ressourcenverbrauch und der Lei-
stungsfa¨higkeit. Auch bei großen Topologien muss ein reibungsloser und schneller Ab-
lauf gewa¨hrleistet sein.
• Stabibilita¨t oder Robustheit gegen a¨ußere und innere Sto¨reinflu¨sse, was sich direkt auf
die anderen Zielstellungen auswirkt.
• Flexibilita¨t und die damit verbundene, mo¨glichst schnelle Anpassungsfa¨higkeit an A¨n-
derungen im Netzwerk.
• [Konvergenz] und somit die Abgleichung der Wissensbasis aller Router-Elemente im
Netzwerk. Wie schnell werden Informationen u¨ber Ereignisse im Netz verteilt. Dies trifft
auf die betrachteten Routingverfahren nur teilweise zu, da die Mechanismen teils nur u¨ber
eine lokale Sicht auf die Netzstruktur verfu¨gen und reaktiv handeln.
Im Kontext des jeweiligen Anwendungsfeldes stellt der Routing Algorithmus stets einen op-
timalen Pfad innerhalb des Kommunikationsnetzes bereit. Dabei kann nach unterschiedlichen
Metriken unterschieden werden, welche per Definition ein Bewertungskriterium repra¨sentieren:
• Latenz / Verzo¨gerung - Dauer fu¨r die U¨bertragung eines Datenpaketes von der Quelle zur
Senke.
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• Hop Count - Anzahl der Zwischenstationen auf dem Weg von der Quelle zur Senke.
• Zuverla¨ssigkeit - Stabilita¨t des Routenpfades (Paketverlust- / Fehlerrate, Schwankungen
in den Latenzen, etc.).
• Datenrate / Bandbreite - Maximaler und durchschnittlicher Datendurchsatz u¨ber einen
Routenpfad.
• Last - derzeitiger Grad der Auslastung auf dem Kommunikationskanal
• Kosten - Anfallende abstrakte/reale Kosten bei einer Nutzung des Pfades - relevant bei
gebu¨hrenpflichtigen Netzen (UMTS, GPRS, o.a¨.)
Im Gegensatz zu traditionellen Routing-Verfahren, bspw. RIP8 [84], welches in statischen Netz-
werktopologien Anwendung fanden, ist das Routing in mobilen Ad Hoc Netzwerken mit vielen
neuen Problemen verbunden. In Folge der hohen Dynamik einzelner Knoten arbeiten diese
klassischen Verfahren ineffizient oder versagen teilweise komplett. Die prima¨re Anforderung
an Ad Hoc Routing-Protokolle sind somit, neben einer geringen Latenz und hohem Daten-
durchsatz, eine Optimierung fu¨r dynamisch wechselnde Netzwerktopologien. Die Berechnung
stabiler Routenpfade und eine schnelle Reaktion auf sich a¨ndernde Netzstrukturen steht im Vor-
dergrund der Forschungen [70, 181].
Die Vielzahl unterschiedlicher Routingprotokolle lassen sich nach unterschiedlichen Eigen-
schaften klassifizieren:
Informationsgewinnung: Reaktives↔ Proaktives Routing
Proaktive Routingverfahren pflegen zu jedem Zeitpunkt eine aktuelle Routingtabelle
(table-driven), welche fu¨r jeden bekannten Knoten im Netzwerk einen gu¨ltigen Routen-
pfad bereitstellt. Folglich ist eine sta¨ndige Aktualisierung der Informationen erforderlich,
was speziell bei dynamischen Netzstrukturen zu großen Problemen fu¨hrt, da ein großer
Protokolloverhead in Form von Statuspaketen erzeugt wird. Aus diesem Grund skalieren
proaktive Verfahren relativ schlecht und arbeiten daher nur bei Netztopologien kleiner bis
mittlerer Gro¨ße effizient. Dem hohen Aktualisierungsaufwand steht eine geringe Latenz
bei der Kommunikation gegenu¨ber, da jederzeit ein gu¨ltiger Pfad zur Verfu¨gung steht.
Im Gegensatz dazu suchen Reaktive Routingverfahren gu¨ltige Routen zum Zielknoten
erst im Zuge eines anstehenden Datentransfer, also erst ”bei Bedarf” (on demand). Die
Pfadsuche wird dabei oft durch Flooding Mechanismen realisiert, bei denen die Rou-
tinganfrage per Broadcast u¨ber das gesamte Netzwerk verbreitet wird. Auf die dabei
entstehenden Probleme wird im weiteren Verlauf dieses Abschnittes na¨her eingegangen.
Zusa¨tzlich kommen ha¨ufig Caching-Verfahren zum Einsatz, welche gefundene Routen
fu¨r einen bestimmten Zeitraum zwischenspeichern. Auf diese Art und Weise kann zum
einen der Protokolloverhead reduziert werden und gleichzeitig sinkt die durchschnittliche
Latenz fu¨r die Kommunikation in Netzwerk. Im allgemeinen skalieren reaktive Verfahren
deutlich besser und sind somit auch in gro¨ßeren Topologien einsetzbar. Nachteilig wirken
8Routing Information Protocol
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sich bei der Kommunikation prima¨r die Latenzen aus, welche im Vergleich zu proaktiven
Verfahren ho¨her ausfallen.
Informationsverteilung: Distanzvektor-↔ Link-State-Verfahren
Bei Link-State Routingverfahren verteilen die einzelnen Knoten aktuelle Verbindungs-
information ihrer direkten Nachbarschaft im Netzwerk. Auf dieser Basis ist es jedem
Knoten mo¨glich, die gesamte Netzwerktopologie zu rekonstruieren und somit optimale
Routen fu¨r alle verfu¨gbaren Kommunikationspartner zu berechnen. Die Anwendbarkeit
auf mobile Ad Hoc Netzwerke ist nur bedingt mo¨glich, da die Pflege der Routingtabelle
viele Ressourcen beno¨tigt und der Informationsaustausch eine hohe Netzlast verursacht.
Distanzvektor-Verfahren sind im Gegensatz dazu deutlich weniger komplex und basieren
auf dem Konzept des lokalen Informationsaustausches. Die einzelnen Knoten speichern
hierbei ausschließlich Informationen, u¨ber welchen Kommunikationspartner in der direk-
ten Nachbarschaft die jeweiligen Zielknoten erreichbar sind und wieviele Hops beno¨tigt
werden um diesen zu erreichen. Diese Distanzen repra¨sentieren die Gu¨te der jeweiligen
Verbindung, die wiederum als Parameter in die Berechnung abstrakten Kostenwerte mit
einfließt. Neben der Anzahl beno¨tigter Hops sind auch andere Parameter fu¨r die Gu¨te
mo¨glich, wie bspw. die gemessenen Verzo¨gerungszeiten oder der Datendurchsatz, der die
La¨nge der Paketwarteschlange als Messgro¨ße nutzt. Die Informationen werden in Form
einer Distanz-/Kostenmatrix abgelegt und an die direkte Nachbarschaft verteilt. Werden
Distanzinformationen anderer Knoten empfangen, werden diese einfach auf die Distanz-
matrix eingepflegt. Die aktualisierten Informationen verteilen die Knoten in regelma¨ßigen
Absta¨nden. Im Vergleich zu Link-State-Verfahren sind Distanzvektor-Algorithmen einfa-
cher zu realisieren und nahezu wartungsfrei.
Zielauswahl: Source-Routing↔ Hop-by-Hop-Routing
Bei der Nutzung von Source-Routing Protokollen wa¨hlt der Senderknoten einen
vollsta¨ndigen Routenpfad, welcher in die Header der Datenpakete gespeichert wird. Auf
dem Weg des Datenpaketes von der Quelle zur Senke wird die gespeicherte Route durch
schrittweise Auswertung in den einzelnen Hops abgearbeitet. Dabei muss sichergestellt
werden, dass der im Header hinterlegte Routenpfad wa¨hrend der U¨bertragung nicht ma-
nipuliert wird.
Im Gegensatz dazu wird bei einem Hop-by-Hop Routing jeweils nur das na¨chste Ziel
in Form des na¨chsten Hops ausgehandelt bzw. berechnet. Somit erfolgt auf jeder Zwi-
schenstation zwischen Sender und Empfa¨nger eine erneute Pru¨fung hinsichtlich eines op-
timalen Routenpfades. Dies ermo¨glicht mehr Flexibilita¨t, da auf kurzfristige Sto¨rungen
schneller reagiert werden kann. Andererseits erho¨hen sich durch ein solches Verfahren
die Latenzzeiten und der Protokolloverhead erheblich.
Hierarchie: Flaches↔ Hierarchisches Routing
Hierarchisches Routing kann im Kontext mobiler Ad Hoc Netzwerke nur eingeschra¨nkt
angewendet werden, da zentrale Verwaltungsinstanzen auf den jeweiligen Hierarchie-
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Ebenen vorausgesetzt werden. Nahezu alle klassischen Routingverfahren auf Basis draht-
gebundener Topologien sind hier einzuordnen.
Betrachtet man Ad Hoc Strukturen in kleinen bis mittelgroßen Strukturen, existieren per
Definition keine ho¨heren Verwaltungsebenen. Somit befinden sich alle Knoten auf einer
Hierarchie-Ebene und es kommen ausschließlich flache Routingverfahren zum Einsatz.
Routenselektion: Single-Path↔ Multi-Path-Routing
Bei Single-Path Verfahren wird ausschließlich ein Pfad von der Quelle zur Senke ermit-
telt und fu¨r die U¨bertragung genutzt. Multi-Path-Protokolle ermo¨glichen das Speichern
mehrerer, verschiedener Routenpfade zwischen zwei gewa¨hlten Kommunikationspart-
nern [69, 122, 124, 188]. Die Datenlast auf mehrere Routenpfade verteilt und im Ziel-
knoten wieder zusammengefu¨gt. So ist einerseits durch die geschaffene Redundanz eine
erho¨hte Ausfallsicherheit gegenu¨ber Sto¨rungen und partiellen Netzausfa¨llen gegeben. Bei
Ausfall eines Pfades ko¨nnen die Daten ohne Verzo¨gerungen auf einen alternativen Pfad
umgeleitet werden. Zum anderen sinkt die durchschnittliche U¨bertragungszeit erheblich.
Dem gegenu¨ber steht ein erho¨hter Aufwand fu¨r die Routenverwaltung und die Verarbei-
tung der Datenstro¨me.
Adressierung: Unicast-, Multicast-Routing, Broadcast- sowie Anycast-Mechanismen
Diese Klassifizierung bezieht sich auf die Anzahl der Empfa¨nger einer gesendeten Nach-
richt und die damit verbundenen Adressierungsmechanismen. Unicast-Verfahren adres-
sieren als Ziel ausschließlich einen im Netzwerk eindeutigen Empfa¨nger. Bei Multicast-
Adressierungsmechanismen ist die Generierung von Gruppen mo¨glich und folglich
ko¨nnen mit einem ausgehenden Datenpaket mehrere Empfa¨nger angesprochen werden.
Broadcast-Pakete werden von allen Stationen empfangen und verarbeitet die sich in Sen-
dereichweite befinden. Auf Anycast-Pakete antwortet aus einer Gruppe von potentiellen
Empfa¨ngern derjenige, der die schnellstmo¨gliche Antwort senden kann. Anycast wird
daher ha¨ufig im Zuge einer Lastverteilung eingesetzt, die fu¨r den Nutzer vo¨llig transpa-
rent erscheint. Um eine exklusive Kommunikation mit jedem Knoten einer Gruppe zu
gewa¨hrleisten, verfu¨gen diese meist u¨ber eine zusa¨tzliche Unicast-Adresse.
Positiondaten: topologiebasiertes Routing↔ geographisches Routing
Mit dem Fokus auf dynamischen Netzstrukturen sind geobasierte Routingverfahren [72]
von besonderem Interesse. Grundlage hierfu¨r ist die absolute Positionsbestimmung des
aktuellen Standorts mit Hilfe von Trackingsystemen. Basierend auf diesen Positionsanga-
ben ko¨nnen zusa¨tzliche Informationen wie Geschwindigkeit und Beschleunigung errech-
net werden und stehen anschließend den Routingalgorithmen fu¨r die Routenberechnung
zur Verfu¨gung.
Topologiebasierte Routingverfahren ermo¨glichen keine absolute Positionsbestimmung.
Auf der Basis unterschiedlicher Lokalisierungsverfahren ist es jedoch mo¨glich, zusa¨tz-
liche relative Positionsinformationen zu generieren, welche Aufschluss u¨ber Entfernung
und Richtung benachbarter Knoten geben. Mit Hilfe der so geschaffenen Wissensbasis
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kann die Wegfindung auch ohne absolute Geodaten deutlich verbessert werden.
Ausbreitung / Sicherheit: Interne↔ Externe Routingprotokolle
Wichtig fu¨r das im Rahmen dieser Arbeit vorgestellte Konzept ist auch die Klassifizie-
rung in IGP9 und EGP10 Verfahren. Die beiden Kategorien unterscheiden sich grundle-
gend beim Umgang mit autonomen Systemen, welche in diesem Zusammenhang einen
Netzwerkverbund unter administrativer Kontroller einer Instanz repra¨sentieren. Folglich
leiten IGP innerhalb eines autonomen Systems / Netzwerktopologie und EGP-Verfahren
zwischen unterschiedlichen autonomen Systemen.
Wissensbasis Level-3↔ Cross-Layer Routingprotokolle
Herko¨mmliche Routingverfahren arbeiten ausschließlich auf Netzwerk-Ebene (Level-
3) und verwerten die verfu¨gbaren Netzwerkinformationen zur Routenberechnung / -
optimierung. Im Gegensatz dazu nutzen Cross-Layer Ansa¨tze vielfa¨ltige Informationen
des jeweiligen Netzwerkknotens, um so die Wissensbasis zu erweitern [89, 193, 195].
Die Integration von Systeminformationen, wie bspw. der aktuelle Ladezustand, die Ver-
bindungsqualita¨t oder die Paketverlustrate, ermo¨glicht eine hochgradig angepasste Opti-
mierung der Routenpfade. Die Metrik kann dabei gezielt Schwachstellen in der Topologie
umgehen, welche auf Netzwerkebene nicht identifizierbar wa¨ren.
Proaktiv Reaktiv Hybid
Distanzvektor DSDV
(Destination-Sequenced
Distance-Vector)
AODV
(Ad-hoc On-Demand
Distance Vector)
-
Link State OLSR
(Optimized Link
State Routing)
- -
andere LRR
(Link Reversal Routing)
DSR
(Dynamic Source
Routing)
ZRP
(Zone Routing
Protocol)
Tabelle 3.1.: U¨bersicht aktueller Routingverfahren
Wichtige Vertreter im Bereich proaktiver Routingverfahren sind DSDV [134], OLSR [46] oder
LRR (Tabelle 3.1). Die bekanntesten reaktiven Routingverfahren im Bereich mobiler Ad Hoc
Netzwerke sind dabei DSR [23] und AODV [42], welche in unterschiedlichsten, experimentel-
len Umgebungen zur Anwendung kamen. Abbildung 3.4 vergleicht einige bekannte Routing-
verfahren im Bereich von MANETs hinsichtlich verschiedener Parameter wie Skalierbarkeit,
Komplexita¨t oder Protokolloverhead.
Das ZRP11 [78] nimmt bei dieser Einordnung eine Sonderstellung ein. Es stellt ein hybrides
Routingverfahren dar, bei dem jeder Knoten eine definierte Zone verwaltet. Innerhalb dieser
9Interior Gateway Protocol
10Exterior Gateway Protocol
11Zone Routing Protocol
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n Hop Nachbarschaft wird ein proaktives Routing genutzt und somit eine aktuelle Routingta-
belle gepflegt. Außerhalb der Zone wird ein besser skalierendes reaktives Routing angewendet,
wodurch sowohl die Netzlast als auch der administrative Aufwand in den einzelnen Knoten
reduziert wird.
TORA12 [133], welcher zu den LRR Algorithmen za¨hlt, nimmt in diesem Zusammenhang eine
Sonderstellung ein. In der Literatur wird er sowohl im Bereich Routing als auch im Bereich der
Topologiekontrolle/-optimierung eingeordnet. Um den Protokolloverhead zu minimieren, wird
hier ein nicht optimaler Routenpfad als Ergebnis der Berechnungen einkalkuliert.
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Abbildung 3.4.: Einige wichtige Routingverfahren im direkten Vergleich. Die anwendungsspezifischen Vor-
und Nachteile hinsichtlich der verschiedenen Parameter sind deutlich erkennbar. Somit werden
je nach Einsatzbereich unterschiedliche Verfahren pra¨feriert.
Bekanntester Vertreter der externen Routing-Protokolle ist das BGP13 [149], welches sich stark
an Distanzvektorverfahren anlehnt. Es geho¨rt zu den Distanzvektor-Protokollen und gewa¨hrlei-
stet eine schleifenfreie Pfadauswahl. Leider ist mit dem Verfahren keine Lastverteilung (Load
Balancing) mo¨glich und die max. Datenrate der einzelnen Verbindung spielt fu¨r die Pfadaus-
wahl nur eine untergeordnete Rolle. Wie bei vielen anderen Vertretern werden auch bei BGP
Sicherheitsaspekte vernachla¨ssigt.
Einer der einfachsten und am ha¨ufigsten verwendeten IGP-Verfahren ist das bereits erwa¨hnte
12Temporally Ordered Routing Algorithm
13Border Gateway Protocol
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Distanzvektorverfahren RIP, welches 1969 als Teil des dezentralen Forschungsnetzes ARPA-
NET14 [52], dessen Nachfolger das heutige Internet repra¨sentiert, entwickelt wurde. Es nutzt
die Anzahl der no¨tigen Hops von der Quelle zur Senke als alleinige, triviale Metrik. Gro¨ßter
Nachteil von RIP besteht in der Tatsache, dass eine schleifenfreie Pfadsuche nicht gewa¨hrleistet
werden kann und es somit zu Problemen bei der Routenberechnung kommen kann. IGRP15 ist
ein weiterer bekannter Vertreter der internen Routing-Protokolle und geho¨rt ebenfalls zu den
Distanzvekorverfahren. Es skaliert deutlich besser als RIP da es die Beschra¨nkung von maxi-
mal 15 Hops umgeht, welche in der RIP-Metrik den beschra¨nkenden Faktor darstellt. IGRP
und auch die Weiterentwicklung EIGRP (Enhanced IGRP) wa¨hlen den optimalen Pfad basie-
rend auf Latenz, Bandbreite, aktueller Last sowie der Zuverla¨ssigkeit der gefundenen Route.
Es sei dabei erwa¨hnt, das EIGRP als hybides Routing-Protokoll zu betrachten ist, da dieses
Distanzvektor-Verfahren auch Link-State Mechanismen in sich vereint. Auch OSPF16 geho¨rt
zu den schleifenfreien IGP mit guter Skalierbarkeit und geringem Ressourcenverbrauch.
Neben den zuvor genannten Klassifizierungen existieren eine Vielzahl weiterer Routingverfah-
ren mit anwendungsspezifischen Vor- und Nachteilen. Bekannte Vertreter sind hier GPSR17
[99] und LAR18. Das DREAM-Verfahren19 nutzt diese Informationen auf eine besondere Art
und Weise. Hier fließen die Distanzinformationen in das Abtastintervall fu¨r die Erreichbar-
keit der einzelnen Knoten mit ein. Das Verfahren geht davon aus, dass Knoten, die sich mit
hoher Geschwindigkeit fortbewegen, ihre Position ha¨ufiger mitteilen sollten als Knoten mit ge-
ringerer Dynamik. In Folge dessen pru¨ft DREAM Knoten in unmittelbarer Nachbarschaft in
einem ku¨rzen Intervall und kann dadurch auf A¨nderungen entsprechend schnell reagieren und
verfu¨gbare Routenpfade anpassen. Entfernte Knoten werden im Gegensatz dazu mit einer ge-
ringeren Abtastrate gepru¨ft, was die Netzlast und den Energiebedarf relativiert.
Im Bereich drahtloser Sensornetzwerke sollen zwei weitere Verfahren kurz erla¨utert werden.
SPIN20 [106] nutzt eine effiziente Modifikation des klassischen Floodings, indem die eigenen
Routinginformationen zuna¨chst angeboten werden. Beno¨tigen andere Knoten die Daten des
Senders, so besta¨tigt er die Anfrage und fordert die Daten somit explizit an. Erst im Anschluss
u¨bermittelt der Sender daraufhin die verfu¨gbaren Informationen. Durch dieses initiale, inver-
tierte Handshake-Verfahren sinkt der Protokolloverhead und die Effizienz steigt. Desweiteren
behebt SPIN dadurch zwei konzeptionelle Nachteile des Floodings: Implosion und Overlap,
welche in Abbildung 3.5 verdeutlicht werden. Das in der Literatur ha¨ufig genutzte Directed
Diffusion Verfahren [94] basiert ebenfalls auf SPIN.
14Advanced Research Projects Agency Network
15Interior Gateway Routing Protocol
16Open Shortest Path First
17Greedy Perimeter Stateless Routing for Wireless Networks
18Location-Aided Routing
19Distance Routing Effect Algorithm for Mobility
20Sensor Protocols for Information via Negotiation
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Abbildung 3.5.: Zwei wesentliche Probleme im Bereich Routing: links Implosion - die Informationen von A
erreichen D mehrfach u¨ber B und C; rechts Overlap - bei der Exploration der Topologie u¨ber-
schneiden sich die durchsuchten Bereiche. Knoten C erha¨lt Informationen u¨ber den Bereich O
doppelt.
Das LEACH-Verfahren21 [85] strukturiert die Netzwerktopologie in hierarchische Ebenen und
basiert somit auf der Clusterbildung. Dies ermo¨glicht eine gleichma¨ßige Lastverteilung und in
Folge dessen eine optimierte Nutzung der verfu¨gbaren Energieressourcen. Da in jedem Clu-
ster ein zentraler Verwaltungsknoten beno¨tigt wird, liegt hier auch ein zentraler Schwachpunkt
clusterbasierter Verfahren. Bei einem Ausfall des Cluster-Heads kann es dabei zu erheblichen
Sto¨rungen kommen.
Fu¨r das im Rahmen dieser Arbeit entworfene Konzept zur funkstandardu¨bergreifenden Kom-
munikation in mobilen Ad Hoc Netzwerken wurde ein eigensta¨ndiges Routingverfahren auf
Basis der vorgestellten Strategien entworfen. Da der Fokus auf einer guten Skalierbarkeit in-
nerhalb hochdynamischer Ad Hoc Netzwerke liegt, wurde ein reaktives Verfahren konzipiert
und implementiert. Auf das Verfahren wird im folgenden Kapitel (Abschnitt 4.4.4) detailliert
eingegangen.
Broadcast Storms
Broadcast Storms resultieren vorrangig aus Flooding-Mechanismen unterschiedlicher Routing-
protokolle und Topologieoptimierungsverfahren [127]. Dabei streuen die einzelnen Knoten ihre
Anfragen mit voller Sendeleistung in das Netzwerk um mo¨glichst viele benachbarte Stationen
zu erreichen. Ohne zusa¨tzliche Gegenmaßnahmen leitet jeder Empfa¨nger die Broadcast-Pakete
weiter. Die Informationen verteilen sich somit nach dem Schneeball-Prinzip und fluten in Folge
21Low-Energy Adaptive Clustering Hierarchy
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dessen das gesamte Netzwerk. Daraus folgt eine massive Netzlast sowie ein erho¨htes Interfe-
renzniveau, welches die Kommunikation im Netzwerk negativ beeinflusst.
Um das Entstehen solcher Situation zu vermeiden, wurden unterschiedliche Strategien ent-
wickelt. Diese realisieren im Wesentlichen effizientere Broadcasting-Mechanismen fu¨r die In-
formationsverteilung [88, 182]. Zwei einfache Vertreter sind dabei Jitter / Random Assessment
Delay und ein Counter-based Retransmission Scheme, welche auch im EBCR Routingverfah-
ren umgesetzt werden. Random Delay versucht dabei das Auftreten von Interferenzen durch die
bewusste Verzo¨gerung einzelner Datenpakete zu minimieren. Wa¨hrend der Bearbeitung und
Weiterleitung von Broadcast-Paketen in den Knoten werden dazu ku¨nstliche, zufa¨llige War-
tezeiten erzeugt. Da somit die Anzahl paralleler U¨bertragungen im Netzwerk sinkt, wird das
Auftreten von Interferenzen deutlich reduziert. Gleichzeitig resultieren daraus aber auch ho¨here
Latenzen wa¨hrend der Kommunikation.
Counter-based retransmission Scheme za¨hlt die Anzahl eingehender Broadcast-Anfragen und
verweigert beim U¨berschreiten eines vordefinierten Wertes das ”re-broadcasten” der Anfrage.
Die Methode ist ebenfalls sehr effizient, muss allerdings an das jeweilige Anwendungsszenario
angepasst werden.
Neben den aufgefu¨hrten Methoden kommen auch probabilistische Verfahren zur Anwendung.
Diese verwerfen mit einer festgelegten Wahrscheinlichkeit eingehende Broadcast-Anfragen. Da
wahrscheinlichkeitsbasierte Verfahren durch ihr nichtdeterministisches Verhalten schwer kon-
trollierbar sind und die Ergebnisse somit starke Schwankungen aufweisen, werden diese im
Rahmen dieser Arbeit nicht betrachtet.
3.1.3. Drahtlose Sensornetzwerke
Abbildung 3.6.: Eine Auswahl verschiedener Sensor-Hardwareplattformen: a) BTNode, b) Tmote Sky, c) Mi-
ca2Dot, d) Imote, e) TinyNode 584, f) Sun SPOT, g) MicaZ, h) Fleck3, i) Particles, j) WeBee.
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Drahtlose Sensornetzwerke (WSN22) repra¨sentieren, wie bereits zu Beginn dieses Kapitels
erwa¨hnt, eine Teilmenge mobiler Ad Hoc Netzwerke. WSN besitzen meist eine Topologie mit
sehr vielen Knoten und hoher Dichte. Analog zu MANETs soll sich die Topologie selbststa¨ndig
mit den genannten Self-X Eigenschaften organisieren [165, 171, 187]. Da WSN mit den
verfu¨gbaren Energieressourcen meist sehr lange autark arbeiten mu¨ssen, sind hier die Anfor-
derungen an den Energiebedarf besonders hoch priorisiert. Aufgrund dessen wird die Kom-
plexita¨t der Hardware auf ein Minimum reduziert und auf die verfu¨gbare Sensorik sowie das
Anwendungsfeld abgestimmt. Abbildung 3.6 zeigt eine Auswahl verfu¨gbarer Hardwareplatt-
formen fu¨r den experimentellen Einsatz. Die dargestellten Sensorknoten unterscheiden sich ne-
ben der verwendeten Funktechnologie prima¨r in der Sensorik, der Rechenleistung und in den
Abmessungen.
Anwendungsgebiete
Drahtlose Sensornetzwerke finden in vielen Bereichen Anwendung. Typische Szenarien sind
hier bspw. die Geba¨ude- und Objektu¨berwachung oder der Katastrophenschutz. Hier kann
mit Hilfe von WSN pra¨ventiv ein großfla¨chiges Areal in Hinsicht auf bestimmte Ereignisse
u¨berwacht werden. Im Falle einer bereits bestehenden Katastrophe bieten sie die Mo¨glichkeit,
schnell und effizient Informationen verschiedenster Art aus dem betroffenen Gebiet zu sam-
meln.
Mit der zunehmenden Miniaturisierung elektronischer Gera¨te liegt die Vision in Smart Dust
oder Sensordust, bei dem die einzelnen Sensorknoten die Gro¨ße von Staubko¨rnern besitzen.
Damit wa¨ren die Mo¨glichkeiten sowohl im milita¨rischen als auch im zivilen Bereich nahezu
unbegrenzt.
Methoden zur Energieoptimierung
Neben der Gela¨nde und Objektu¨berwachung ist eine zentrale Aufgabe von WSNs die Ermitt-
lung globaler Ereignisse auf Basis unterschiedlichster lokaler Informationen. In diesem Zusam-
menhang sind drei wesentliche Parameter fu¨r die Gu¨te ausschlaggebend: Energiebedarf, Latenz
und Robustheit [57, 126, 194]. Um die Qualita¨t der Sensordaten zu erho¨hen, kann eine Daten-
aggregation zur Anwendung kommen. Hierbei findet die Datenvorverarbeitung in der Na¨he des
Beobachtungsortes, also noch auf den Sensorknoten statt. Somit ko¨nnen bestimmte Parameter
und Resultate gezielt gefiltert werden, um die Netzlast zu reduzieren. Fu¨r die Verfahren sind
allerdings Ressourcen in Form von Rechenleistung und Speicher no¨tig, wodurch ein Einsatz
nur bedingt mo¨glich ist.
Da im Gegensatz zu MANETs die gesamten Informationen in WSNs meist zu einem zentra-
len Punkt geleitet werden mu¨ssen, wurden entsprechend angepasste Algorithmen fu¨r den Be-
reich Routing und Topologieoptimierung entwickelt [73]. In Hinsicht auf das Routing ist der
22Wireless Sensor Networks
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kooperative Aspekt dabei besonders interessant. Ziel ist es, den Energieverbrauch fu¨r die Kom-
munikation gleichma¨ßig auf die gesamte Topologie zu verteilen. Dadurch wird die Laufzeit
aller Knoten maximiert und die Erreichbarkeit sichergestellt. Gleichzeitig bleibt somit die Gu¨te
der gewonnenen Informationen aus dem Sensornetz konstant. Aufgrund der genannten Vorteile
wurde ein solches Konzept auch im Rahmen dieser Arbeit innerhalb des EBCR Routingverfah-
ren integriert.
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Abbildung 3.7.: Drahtlose Sensornetzwerke: Abha¨ngigkeit von Abtastrate, Energiebedarf und Latenz.
Auf Medienzugriffsebene wurden Verfahren wie S-MAC23, T-MAC24 oder TRAMA25 [126, 144]
entwickelt. S-MAC und T-MAC unterscheiden dabei aktive und passive Betriebsphasen.
Wa¨hrend in den aktiven Phasen die Nutzdaten u¨bermittelt werden, nutzen die Knoten die pas-
siven Phasen um Energie zu sparen und gehen dazu in einen Ruhezustand. Um dies mo¨glichst
effizient einsetzen zu ko¨nnen, mu¨ssen die Zeitpla¨ne der einzelnen Knoten entsprechend syn-
chronisiert werden. Ziel von TRAMA ist es, eine kollisionsfreie Kommunikation zu ermo¨gli-
chen und dabei die Ressource Zeit dynamisch je nach Anforderung der einzelnen Knoten zu
verteilen [126].
Die vorgestellten Verfahren bilden nur eine kleine Teilmenge im Bereich der Optimierung draht-
loser Sensornetzwerke. Sowohl auf Applikations- als auch auf Vermittlungs- und Sicherungs-
ebene existiert eine Vielzahl weiterer Ansa¨tze mit dem Ziel, einen Kompromiss zwischen Ener-
giebedarf, Latenz und Abtastrate zu finden (Abbildung 3.7).
3.2. Kommunikationstechnologien der na¨chsten
Generation
Die folgenden Abschnitte befassen sich mit zuku¨nftigen Kommunikationsnetzen und deren
technische Grundlagen. Die Auswahl der hier angesprochenen Themen soll sich dabei auf
fu¨r diese Arbeit relevante Themen beschra¨nken. Unter dem Forschungsschwerpunkt xG (Next
23Sensor-Media Access Control
24Timeout-Media Access Control
25Traffic-Adaptive Medium Access Protocol
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Generation) entsteht eine Vielzahl wissenschaftlicher Arbeiten. Probleme in Zusammenhang
mit dem U¨bertragungsmedium Luft treten in Folge der wenigen freien Frequenzba¨nder mehr
und mehr in den Vordergrund. Gleichzeitig mu¨ssen die erho¨hten Anforderungen moderner,
multimedialer Anwendungen in Bezug auf die verfu¨gbare U¨bertragungsrate umgesetzt werden.
Prima¨re Anforderungen und mo¨gliche Lo¨sungskonzepte lassen sich wie folgt klassifizieren und
werden in den angegebenen Abschnitten na¨her ero¨rtert:
• Konnektivita¨t / Verfu¨gbarkeit
- Software Defined Radio (Abschnitt 3.2.1)
- Cognitive Radio (Abschnitt 3.2.2)
- Ambient Networking (Abschnitt 3.2.5))
• Energieeffizienz / Interferenzminimierung
- Smart Antennas (Abschnitt 3.2.3)
- Ultrabreitband-Technologien (Abschnitt 3.2.4)
- Ambient Networking (Abschnitt 3.2.5))
• Steigerung der U¨bertragungsrate
- Smart Antennas (Abschnitt 3.2.3)
- Ultrabreitband-Technologien (Abschnitt 3.2.4)
- Cognitive Radio (Abschnitt 3.2.2))
Auf die genannten Lo¨sungskonzepte soll nun na¨her eingegangen werden:
3.2.1. Software Defined Radio
SDR26 beschreibt ein Konzept, in dem die komplette Signalverarbeitung einer drahtlosen Kom-
munikation u¨ber das Medium Luft durch Softwaremodule und programmierbare Hardware rea-
lisiert wird [96].
Funktionsweise
Die konzeptionelle Idee von SDR basiert auf der Portierung von hardwareseitigen Teilfunk-
tionalita¨ten der Signalverarbeitung in modulare Softwarekomponenten [60, 96, 161]. Diese Por-
tierung umfasst mehrere Ebenen der jeweiligen Protokollstacks (Abbildung 3.8a). Zuna¨chst ist
die Bitu¨bertragungsschicht (Physical Layer, Layer 1) des ISO/OSI Modells relevant, welche die
physikalische U¨bertragung der einzelnen Bits u¨ber das Transportmedium Luft realisiert. Wei-
terhin muss auch die Sicherungsschicht (Data Link Layer, Layer 2) betrachtet werden, in der
unter anderem der Zugriff auf das U¨bertragungsmedium geregelt ist. In einigen Fa¨llen kom-
men weitere Teilfunktionalita¨ten der Vermittlungsschicht (Network Layer, Layer 3) hinzu, die
im Wesentlichen fu¨r das Management der Datenkana¨le zwischen zwei Verbindungspartnern
verantwortlich ist [154]. Auf SDR basierende Systeme ko¨nnen somit auf A¨nderungen in den
26Software Defined Radio
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unteren Kommunikationsprotokollen, welche bisher als statische Hardwarebausteine realisiert
wurden, flexibel und kosteneffizient reagieren, indem die relevanten Softwaremodule adaptiert
werden.
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2 - MAC Layer
4 - Transport Layer
5 - Session Layer
6 - Presentation Layer
7 - Application Layer
3 - Network Layer
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(a) OSI Modell. Die fu¨r SDR relevanten
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(b) Die Abbildung beschreibt schematisch ein SDR-
System. Eingehende Daten werden nach der Analog-
Digital-Wandlung direkt in einem Digitalrechner weiter-
verarbeitet. Das Senden von Daten geschieht nach dem
gleichen Schema.
Abbildung 3.8.: a) OSI Referenzmodell, b) schematische Darstellung eins SDR-Systems.
Fu¨r die Verarbeitung dieser Teilgebiete kommen unter anderem leistungsfa¨hige digitale Signal-
prozessoren, moderne Allzweckrechner sowie spezielle FPGAs27 zum Einsatz. Alle ho¨heren
Protokollebenen sind ebenfalls als modulare Softwarekomponenten realisiert, beziehen sich
aber nicht auf das Forschungsgebiet von SDR. Ein solches System kann somit als eine rekon-
figurierbare Kommunikationseinheit betrachtet werden, welche durch angepasste Softwaremo-
dule an den jeweils verwendeten Funkstandard angepasst wird [75].
Die dafu¨r zugrunde liegende Softwarearchitektur spielt eine zentrale Rolle fu¨r die Effektivita¨t
und Flexibilita¨t des SDR-Systems [83, 95, 97]. Es sind hierbei zwei Softwaremodelle fu¨r SDR
zu unterscheiden. Im parametergesteuerten SDR [191] werden die Algorithmen fu¨r die ein-
zelnen Teilbereiche der Signalverarbeitung so generell wie mo¨glich gehalten. Die jeweiligen
Funkstandards werden dann lediglich durch einen entsprechenden Parametersatz in diesen Al-
gorithmen realisiert. Im Gegensatz dazu wird beim modularen SDR [150] auf eine mo¨glichst
kleine Kapselung der Teilfunktionalita¨ten Wert gelegt. Diese sind spezifisch an die verschie-
27Field Programmable Gate Array
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denen Funkstandards angepasst und somit laufzeitoptimiert. Dadurch kann ein Baukastensy-
stem realisiert werden, aus dem sich je nach Anwendung eine logische Reihenfolge optimierter
Softwarekomponenten entnommen wird.
Anwendungsszenarien
Mit dem heutigen Stand der Technik sind SDR Lo¨sungen nur teilweise realisierbar, da ein idea-
les SDR-System, wie es schematisch in Abbildung 3.8b dargestellt ist, noch nicht umsetzbar
wurde. Grund hierfu¨r ist die verfu¨gbare Elektronik, deren Geschwindigkeit noch nicht ausreicht,
um analoge Funksignale im Bereich von bis zu 2 GHz in hinreichend hoher Auflo¨sung zu digita-
lisieren. Fu¨r eine korrekte Rekonstruktion des Datensignals mu¨ssen dabei die analoge Daten mit
einer sehr hohen Frequenz abgetastet werden (minimaleAbtastrate ≥ 2 ∗ Grenzfrequenz:
siehe auch Nyquist-Theorem [45, 130]).
Aktuelle Projekte wie das GNU Radio [74] oder das IBMS2 - Projekt28 des Forschungsschwer-
punktes Universelle Nutzung von Kommunikationsnetzen fu¨r ku¨nftige Mobilfunkgenerationen
- HyperNET - [39, 40] konnten auf der Basis von SDR Funktionalita¨ten aus dem Bereich der
Radio- und Mobilfunktechnik umsetzen. Kernpunkt ist weiterhin die Adaption von SDR auf
mobile, kompakte Endgera¨te.
Abbildung 3.9.: Eine vereinfachte Darstellung einer SDR-Plattform, wie sie mit verfu¨gbaren Technologien rea-
lisiert werden ko¨nnte [142].
Aufgrund der konzeptionellen Vorteile von SDR liegen die prima¨ren Anwendungsszenarien im
milita¨rischen Bereich und auf dem Gebiet des zivilen Mobilfunks. Hier spielt der einschra¨nken-
de Faktor der hohen Leistungsaufnahme eine eher untergeordnete Rolle. Bspw. wa¨re der Ein-
satz von SDR in den Basisstationen zellularer Mobilfunknetze in hohem Maße effizient und die
Betriebskosten ko¨nnten deutlich reduziert werden, da die Betreiber auf technologische A¨nder-
ungen innerhalb ku¨rzester Zeit durch entsprechende Softwaremodule reagieren ko¨nnen. Auch
die Verschmelzung bestehender Funknetze, welche auf vo¨llig unterschiedlichen Protokollen
28Integrierte Bandbreiteneffiziente Mobile Software-Radio System
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und Frequenzba¨ndern betrieben werden, wa¨re durch eine solche Technologie mit wenig Auf-
wand realisierbar, da durch SDR die no¨tige Protokollkonvertierung in Echtzeit erfolgen wu¨rde.
Im milita¨rischen Bereich wurden große Projekte finanziert, um die Kommunikationsnetze der
verschiedenen Truppenteile zu vernetzen und gegnerische Funkkommunikation noch effizienter
auszuwerten. Finnland entwickelte mit dem FSRP29 [140, 184] einen wichtigen Vertreter. Mit
dem JTRS30 [54] plant die USA ein taktisches Kommunikationsnetz der na¨chsten Generation
auf Basis von SDR, welches die Vielzahl aktuell eingesetzter Kommunikationstechnologien
vereinen soll. Mit Hilfe eines einheitlichen Entwicklungsframeworks (SCA31) sollen hier den
Entwicklern Richtlinien zur Verfu¨gung gestellt werden, wie die einzelnen SDR-Elemente von
Hard- und Software konfliktfrei operieren ko¨nnen.
Durch SDR wird somit ein Ho¨chstmaß an Flexibilita¨t und Modularita¨t erzielt. Aufgrund der
modularen Erweiterbarkeit kann SDR die Entwicklungskosten fu¨r neue Anwendungsgebiete
im Bereich mobiler Kommunikationslo¨sungen signifikant reduzieren, da Kosten fu¨r Anpas-
sungen lediglich im Softwarebereich anfallen und teure Hardwareentwicklungen weitestgehend
vermieden werden ko¨nnen. Der wesentliche Nachteil dieser Technologie bleibt fu¨r absehbare
Zeit die hohe Leistungsaufnahme. Fu¨r die Umsetzung von SDR-Systemen sind leistungsfa¨hi-
ge Hardwarekomponenten no¨tig, die u¨ber die entsprechende Rechenleistung fu¨r die hochkom-
plexe Signalverarbeitung verfu¨gen. Aus diesem Grund sind auch die anfallenden Kosten fu¨r
die Anschaffung und den Betrieb relativ hoch. Bedingt durch den hohen Energiebedarf eines
SDR-Systems ist der Einsatz in kompakten, mobilen Endgera¨ten in naher Zukunft nur schwer
realisierbar, da heutige Akkumulatoren die beno¨tigte Energiedichte nicht zur Verfu¨gung stellen
ko¨nnen. Der im Rahmen dieser Arbeit vorgestellte Ansatz fu¨r eine funkstandardu¨bergreifende
Kommunikation in MANET greift dieses Problemstellung auf und bietet eine vielversprechende
Alternative.
3.2.2. Cognitive Radio
Cognitive Radio (CR) kann als die na¨chste Entwicklungsstufe im Bereich der rekonfigurierba-
ren, adaptiven Funksysteme betrachtet werden. Da in der Literatur eine Vielzahl unterschied-
licher Definition fu¨r CR existieren, kommt im Rahmen dieser Arbeit folgende Definition nach
[143] zum Einsatz:
”Ein Cognitive Radio repra¨sentiert einen Funk-Transceiver, der durch sein De-
sign eine Abtastung des verfu¨gbaren Frequenzbandes ermo¨glicht. Freie bzw. wenig
genutzte Frequenzbereiche werden automatisch erkannt und fu¨r die Datenu¨bertra-
gung genutzt. Nicht beno¨tigte Ressourcen werden unmittelbar nach der Verwen-
dung wieder freigegeben und stehen somit anderen Nutzern oder Diensten zur
Verfu¨gung, wodurch interferenzbedingte Sto¨rungen im Netzwerk minimiert wer-
den.”
29Finnish Software Radio Program
30Joint Tactical Radio System
31Software Communications Architecture
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(a) Derzeitige Nutzung verfu¨gbaren Frequenzspektren zur
Datenu¨bertragung. Nur sehr kleine Bereiche werden effi-
zient ausgelastet [53].
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(b) Schematische Darstellung eines ”Cognitive Ra-
dio” Systems. Die Kernfunktionalita¨t wird durch ein
”Software Defined Radio” zur Verfu¨gung gestellt. Mit
Hilfe zusa¨tzlicher Ebenen werden die verfu¨gbaren
Frequenzba¨nder u¨berwacht und nach Bedarf genutzt.
Abbildung 3.10.: a) Ausnutzung der verfu¨gbaren Frequenzspektren,
b) Cognitive Radio System als eine umfassende Evolutionsstufe von SDR.
CR stellt dabei ein erweitertes SDR dar (Abbildung 3.10(b), welches zusa¨tzlich u¨ber die Fa¨hig-
keit verfu¨gt, seine Umgebung zu analysieren, um somit selbststa¨ndig und dynamisch auf A¨nde-
rungen in der Konfiguration seiner Umwelt zu reagieren [143]. Da Cognitive Radio konzeptio-
nell bedingt das genutzte Frequenzspektrum nur als einen variablen Kommunikationsparameter
definiert, erlaubt es den Endgera¨ten die dynamische Anpassung der verwendeten U¨bertragungs-
spektren, um somit jederzeit eine bestmo¨gliche Kommunikation zu gewa¨hrleisten [21, 64].
”Ein CR nutzt eine Intelligente Signalverarbeitung32 auf dem Physical Layer eines
drahtlosen Kommunikationssystems. Es kombiniert folglich die ISP mit dem SDR.”
Ein solches System ist in der Lage, vo¨llig autonom Entscheidungen u¨ber die Wahl des zu nut-
zenden Frequenzspektrums und des Kommunikationsstandards zu treffen. Dabei spielen Fak-
toren wie funktionale Anforderungen an den Kommunikationskanal oder Aussagen u¨ber die
U¨bertragungsqualita¨t im jeweiligen Frequenzband eine wichtige Rolle. Einhergehend mit der
begrenzten Anzahl frei nutzbarer Frequenzba¨nder und den regionalen Unterschieden in den Nut-
zungsrestriktionen wird ein Großteil der verfu¨gbaren Frequenzen nur ineffizient genutzt [173].
Das Problem wird in Abbildung 3.10a) dargestellt, welche die derzeitige Situation verdeutlicht.
Weniger als 10% des nutzbaren Frequenzspektrums werden effizient ausgelastet.
Zu unterscheiden sind zwei Varianten des Cognitive Radio, welche im Umfang der Adapti-
onsmo¨glichkeiten variieren. Full Cognitive Radio wird in der Literatur auch unter dem Na-
men Mitola Radio [93] behandelt. Hier werden alle erdenklichen Parameter bei der Kommu-
nikationsstrategie dynamisch angepasst. Somit wird hier der gesamte Protokollstack u¨ber alle
Ebenen betrachtet. Im Gegensatz dazu bietet das Spectrum Sensing Cognitive Radio lediglich
32Intelligent Signal Processing - ISP
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eine Teilfunktionalita¨t, bei der nur das genutzte Frequenzspektrum adaptiert wird. Beide For-
schungsansa¨tze brechen mit den derzeitigen gesetzlichen Bestimmungen hinsichtlich der ein-
geschra¨nkten Verwendung bestimmter Frequenzbereiche. CR setzt als Ressource einen breiten,
frei verfu¨gbaren Frequenzbereich voraus, welcher durch die einzelnen Systeme partiell allokiert
und wieder freigegeben werden kann.
Den wichtigsten Aspekt im Konzept des Cognitive Radio repra¨sentiert also das Spectrum Sen-
sing, mit dessen Hilfe ungenutzte Frequenzbereiche erkannt und Interferenzen minimiert wer-
den ko¨nnen. Die Funktionalita¨ten des Advanced Spectrum Managements umfassen die Bereiche
Spectrum Analysis und Spectrum Decision. Hier kann durch eine gezielte Spectrum Reallocati-
on die Reservierung und Freigabe einzelner lizenzierter Frequenzbereiche fu¨r spezielle Dienste
oder Nutzergruppen erfolgen. Cognitive Radio ist somit in der Lage, QoS33 Funktionalita¨ten
u¨ber die Menge aller verfu¨gbarer Frequenzba¨nder zur Verfu¨gung zu stellen [21, 43, 107].
Fequenzband 2 (lizensiert)
Fequenzband 1 (nicht lizensiert)
Fequenzband 3 (lizensiert)
Fequenzband 4 (nicht lizensiert)
Netwerk 1 
Ad Hoc
Netwerk 2
Infrastruktur
Netwerk 3 
Infrastruktur
Netwerk 4 
Ad Hoc
Basisstation
Basisstation
Abbildung 3.11.: Schematische Darstellung eines Cognitive Radio Szenarios. Die Endgera¨te kommunizieren
auf unterschiedlichen Frequenzba¨ndern sowohl im Ad Hoc Modus als auch u¨ber eine hierar-
chische Infrastruktur.
Durch die Einfu¨hrung des erweiterten Frequenzspektrum Managements soll Cognitive Radio
eine langfristige Lo¨sung im Bereich der effizienten Bandbreitennutzung zur Verfu¨gung stellen.
Das Konzept ermo¨glicht dem Nutzer eine zeitlich begrenzte Allokation bestimmter Frequenzbe-
reiche und somit den Zugriff auf kurzfristig beno¨tigte Ressourcen. Die Ressourcenverwaltung
im Netzwerk wird hierbei dynamisch organisiert, wobei Methoden zur Synchronisation zwi-
schen den jeweiligen Kommunikationspartnern bisher noch nicht definiert wurden.
33Qualitiy of Service
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3.2.3. Smart Antennas / Intelligent Antennas
In den vorherigen Abschnitten wurden unterschiedliche Forschungsansa¨tze fu¨r eine effizien-
te Datenu¨bermittlung im Bereich mobiler Ad Hoc Netzwerke diskutiert. Die Schwerpunk-
te im Forschungsbereich intelligenter Antennensysteme korrelieren dabei teilweise mit dem
Themenkomplex Cognitive Radio. Auch hier stehen die physikalischen Beschra¨nkungen des
U¨bertragungsmediums Luft im Fokus [62, 183]. Bedingt durch die wenigen frei nutzbaren Fre-
quenzba¨nder kommt es bei einer Vielzahl simultan ablaufender Datenu¨bertragungen versta¨rkt
zu Beeintra¨chtigungen in Form von Interferenzen. Die damit einhergehenden Zugriffskonflik-
te bei der Allokation des Mediums fu¨hren zu einer starken Reduzierung der U¨bertragungsrate
und in Extremfa¨llen zu partiellen Ausfa¨llen im Netzwerk. Hier bieten Smart Antennas einen
interessanten Lo¨sungsansatz auf physikalischer Ebene [25, 49].
(a) Switched-Beam Antennensystem - Durch den Einsatz
von Motorik oder mehrerer Antennensektoren kann der
Abstrahlwinkel des Systems gezielt auf einen Bereich
gerichtet werden.
(b) Adaptives Antennensystem - Das System kann den
Sendebereich zusa¨tzlich in der Distanz anpassen, wo-
durch wahlweise ein großfla¨chiger oder ein gerichteter
Sendebereich erzeugt wird. Die Abstrahlleistung bleibt
dabei konstant.
Abbildung 3.12.: Funktionsweise adaptiver Antennensysteme.
Anpassung der Abstrahlrichtung (a) und der Abstrahldistanz/-fla¨che (b).
Die grundlegende Idee solcher Antennensysteme wird in Abbildung 3.12a) und 3.12b) sche-
matisch dargestellt. Smart Antennas ermo¨glichen eine aktive Beeinflussung des Sendebereichs
(Beam-Forming) durch den Nutzer bzw. durch die Algorithmen der Topologiekontrolle und des
Routings [31, 63]. Somit ist es mo¨glich, die verfu¨gbare Netzwerktopologie durch eine Ausrich-
tung der einzelnen Sendeanlagen an spezifische Bedu¨rfnisse, bspw. Redundanz oder Datenrate,
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anzupassen. Auf Routingebene ko¨nnen Smart Antennas eine deutliche Optimierung der Paket-
laufzeit durch das Netzwerk ermo¨glichen, da durch eine Kopplung der aktiven Antennensyste-
me mit den Routingalgorithmen vo¨llig neue Mo¨glichkeiten der Pfadfindung ermo¨glicht werden.
Auf dieser Basis kann eine deutlich ho¨here Skalierung drahtloser Netzwerkstrukturen realisiert
werden und es entsteht eine Vielzahl neuer Anwendungsgebiete in Bereichen, die bisher nur
durch drahtgebundene Netzwerke realisierbar waren [100, 163].
Smart Antennas ko¨nnen in zwei wesentliche Kategorien unterteilt werden - Switched-Beam Sy-
steme [87, 111, 125] und Adaptive-Array Systeme [44, 147, 155]. Systeme der Switched-Beam
Klassifizierung (auch Semi-Smart Antennas genannt) bestehen aus einer Vielzahl von Einzel-
antennen, welche durch eine entsprechende Ansteuerung separat selektiert werden ko¨nnen. Ein
solches System ist in Abbildung 3.13a) dargestellt und beschreibt eine ringfo¨rmige Anordnung
der einzelnen Antennen mit definierten Abstrahlbereichen. Eine Steuerlogik analysiert einge-
hende Informationen und u¨bernimmt die Zuordnung des Signals zur jeweiligen Antenne. An-
hand dieser Informationen ko¨nnen nun zielgerichtet Entscheidungen u¨ber die Weiterleitung der
Daten getroffen werden.
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(a) Adaptives Antennen Array fu¨r den gerichteten
Signaltransport zum Empfa¨nger (Switched-Beam
System [31]).
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(b) Adaptives Antennensystem auf Basis von frei
formbaren Plasma Spiegeln. Ein solches System
beno¨tigt fu¨r die ra¨umliche Signalanpassung keinerlei
mechanische Komponenten. Eine zusa¨tzliche Vorrich-
tung fu¨r die Signalbu¨ndelung fokussiert das Funksi-
gnal (Adaptive-Array System [31]).
Abbildung 3.13.: a) Adaptives Antennen Array, b) Adaptive Plasma Antenne.
Adaptive-Array Antennen sind voll rekonfigurierbare Antennensysteme, bei denen nicht nur der
Abstrahlwinkel vera¨ndert werden kann, sondern auch der Abstrahlbereich, wodurch bei glei-
cher Sendeleistung unterschiedliche Auspra¨gungen der Sendeabdeckung erreicht werden (Ab-
bildung 3.12(b)). Aktuelle Forschungen auf dem Gebiet der Plasma-Antennen [142] (Abbildung
3.13b)) bieten durch den Einsatz von Plasmaspiegeln die Mo¨glichkeit, flexible Antennensyste-
me zu schaffen. Die durch elektromagnetische Felder frei formbaren Spiegel beno¨tigen keinerlei
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mechanische Komponenten und ko¨nnen somit innerhalb ku¨rzester Zeit auf A¨nderungen in ihrer
Umwelt reagieren.
Das im Rahmen dieser Arbeit entwickelte Konzept ko¨nnte auf Basis von Smart Antenna Sy-
stemen deutlich effizienter gestaltet werden. Die gegenseitigen Sto¨reinflu¨sse unterschiedlicher
Funkmodule reduzieren sich hierdurch signifikant. Da aktuell verfu¨gbare Technologien jedoch
noch keine adaptiven Antennensysteme vorsehen, ist der praktische Einsatz im Rahmen dieser
Arbeit zum jetzigen Zeitpunkt nicht realisierbar.
3.2.4. Ultrabreitband
UWB34 Technologien stellen ein separates Forschungsgebiet im Bereich moderner Nahbereichs-
kommunikation dar. UWB bezeichnet dabei Signale, welche eine absolute Bandbreite von 500
MHz u¨berschreiten [131]. In WPANs (Wireless Personal Area Networks) (Abbildung 3.14(a)
bzw. Abschnitt 2.2.1) sollen durch UWB extrem hohe Datenraten von 480 - 1320 Mbit/s
ermo¨glicht werden. Hierfu¨r steht ein sehr breites Frequenzspektrum von 3,1 bis 10,6 GHz fu¨r
die Datenu¨bertragung zur Verfu¨gung. Dieser Bereich ist in 500 MHz breite Ba¨nder aufgeteilt,
welche je nach Bedarf genutzt werden ko¨nnen.
Fu¨r die Allokation des Mediums kommen zwei mo¨gliche Zugriffsverfahren zum Einsatz. MB-
OFDM35 - ein Frequenz-Multiplexing Verfahren, welches in a¨hnlicher Form bereits heute im
Bereich DAB36, WiMAX (IEEE 802.16) oder auch WLAN (IEEE 802.11) zum Einsatz kommt
[131, 164]. Alternativ arbeitet die Firma Motorola mit dem DS-CDMA37 Verfahren.
WLAN - IEEE 802.11
WPAN - IEEE 802.15
- Bluetooth 802.15.1
- ZigBee 802.15.4
- UWB 802.15.3a
WMAN - IEEE 802.16
-WiMAX
WWAN - IEEE 802.20
~50 km
~30 km
~100 m
~30 m
WRAN - IEEE 802.22
~100 km
(a) Unterschiedliche drahtlose Kommunikations-
standards nach IEEE 802.x mit optimierten Ei-
genschaften fu¨r die jeweiligen Anwendungsbe-
reiche.
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(b) Aktuell verwendete Frequenzba¨nder unterschiedlicher
Funkstandards im Vergleich zum nutzbaren Frequenzspek-
trum vom UWB-Technologien mit deutlich verringerter Sen-
deleistung.
Abbildung 3.14.: a) IEEE spezifizierte Kommunikationsstandards
b) U¨bersicht Frequenzba¨nder und Sendeleistung.
34Ultra Wide Band
35Multiband Orthogonal Frequency Division Multiplexing
36Digital Audio Broadcasting
37Direct Sequence Code Division Multiple Access
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Ein wesentlicher Vorteil von UWB-Technologien ist die Reduzierung a¨ußerer Sto¨reinflu¨sse wie
bspw. Wa¨nde oder andere Hindernisse. Durch das extrem breite Frequenzband beeintra¨chti-
gen diese die Kommunikation nur noch minimal. Eine weitere Problematik bei der drahtlosen
Datenu¨bertragung betrifft die physikalischen Ausbreitungspha¨nomene der Funksignale. Durch
Beugung, Reflexion und Streuung entstehen sogenannte Echosignale des gesendeten Signals,
welche auf der Gegenseite zeitverzo¨gert und unter Umsta¨nden in vielfacher Ausfu¨hrung emp-
fangen werden (Abbildung 3.15). Auch hier weisen UWB-Systeme eine sehr hohe Resistenz
gegen diese Art der Multipath-Problematik auf [71].
Um die U¨bertragungen anderer Funktechnologien nicht zu beeintra¨chtigen, wird die maximale
Sendeleistung solcher Systeme auf nur 0,56mW begrenzt, was weniger als einem Tausendstel
der Sendeleistung aktueller Mobiltelefone entspricht. Trotz dieser geringen Abstrahlleistung
ko¨nnen extrem hohe Datenraten u¨ber eine effektive Sendereichweite von ca. 10 - 50 Metern
erreicht werden [22, 131].
Auf Basis dieser Technologien sollen zuku¨nftige Generation etablierter Funkstandards realisiert
werden. Mit der Entwicklung und Einfu¨hrung von WUSB38 wird eine der weltweit am meisten
genutzten Schnittstellen drahtlos realisiert. WUSB repra¨sentiert einen der ersten Vertreter von
UWB-Technologien fu¨r den Massenmarkt. Nachfolgende Generationen von Bluetooth sollen
ebenfalls UWB nutzen, um somit den Anforderungen aktueller multimedialer Anforderungen
gerecht zu werden.
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Abbildung 3.15.: Multipath-Ausbreitungsszenario: Der Sendeimpuls wird durch Reflexion und Brechung von
der Senke in mehrfacher, zeitversetzter Ausfu¨hrung empfangen, wodurch erho¨hte Latenz-
zeiten entstehen. Einflu¨sse durch Interferenzen werden in diesem Zusammenhang zuna¨chst
vernachla¨ssigt.
3.2.5. Ambient Networking
Der Forschungsbereich des Ambient Networking ist eng verknu¨pft mit den konzeptionellen
Ansa¨tzen der vorangegangenen Abschnitte des Cognitive Radios und Software Defined Ra-
dio. Ziel ist es hierbei, mit Hilfe einer servicebasierten Abstraktionsschicht, welche auf den
38Wireless Universal Serial Bus
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verfu¨gbaren, physikalischen Netzstrukturen aufsetzt, eine funkstandardu¨bergreifende Interakti-
on der Netzwerkknoten zu ermo¨glichen [20]. Dabei steht die Kopplung verfu¨gbarer Netzwerke
auf Basis unterschiedlicher Funktechnologien im Mittelpunkt der Bemu¨hungen [128, 129]. Fu¨r
den Nutzer wird somit versucht, eine Always best connected Situation zu schaffen [77], in der
jedes zur Verfu¨gung stehende Funknetzwerk fu¨r die Kommunikation genutzt wird (Abbildung
3.16).
3G
Inmarsat 
802.15
3G
Nutzer
Zeit
802.11
802.11.x 2G / 3G (GSM, GPRS, UMTS) SatCom (Immarsat) 802.11.x 802.15.x 2G / 3G (GSM, GPRS, UMTS)
802.11
Abbildung 3.16.: Beispielszenario eines Ambient Network.
Je nach Anforderung an den Verbindungskanal und Verfu¨gbarkeit entsprechender Kommuni-
kationsstandards kann eine optimale Auswahl getroffen werden. Die sich daraus ergebenden
Vorteile bei der Kommunikation, wie bspw. eine erho¨hte Erreichbarkeit aller Knoten oder ei-
ne mo¨glichst energieeffiziente Verbindungswahl, wurden in [98] sowie in [6] analysiert und in
Teilen evaluiert.
Der schematische Aufbau eines solchen Systems wird in Abbildung 3.17 verdeutlicht. Es be-
steht im Wesentlichen aus drei Komponenten. Fu¨r Applikationen und den Nutzer steht eine
definierte Schnittstelle zur Verfu¨gung. Dieses Ambient Service Interface stellt eine Anzahl spe-
zieller Dienste zur Verfu¨gung, welche fu¨r die funkstandardu¨bergreifende Kommunikation ge-
nutzt werden. Die Dienste sind Teil des Ambient Control Space, welcher die Kernkomponente
repra¨sentiert. Hier sind weiterhin zusa¨tzliche Komponenten fu¨r die Kommunikation in hetero-
genen Netzstrukturen verankert, wie bspw. ein erweitertes Ressourcenmanagement ([113]) oder
eine Priorita¨tenverwaltung fu¨r spezielle Dienste.
Durch ein sogenanntes Ambient Resource Interface wird der Zugriff auf die verfu¨gbare Hard-
ware in Form unterschiedlicher Funkmodule realisiert. Diese sind in der Ambient Connectivity
Komponente gekapselt und repra¨sentieren die unteren Kommunikationsschichten. Die Menge
dieser Module stellt die a¨ußere Schnittstelle zur Umwelt bereit. In Form eines abstrakten Am-
bient Network Interface ko¨nnen somit Kommunikationskana¨le zu Netzwerken unterschiedlicher
Funkstandards aufgebaut werden [104, 112].
57
3. Stand der Forschung
Service 1 Service ... Service n
Ambient Control Space
Radio 
Module 1
Radio 
Module ...
Radio 
Module n
Ambient Network Interface
Ambient Service Interface
Ambient Resource Interface
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Abbildung 3.17.: Schematischer Aufbau eines Ambient Network.
[105] beschreibt eine mo¨gliche Implementierung auf Medienzugriffsebene. Das darin vorge-
stellte System verfu¨gt u¨ber eine dedizierte Radio Access Selection Einheit, welche die Nutzda-
ten auf die unterschiedlichen Funkmodule leitet. Im Gegensatz zu dem im Rahmen dieser Ar-
beit vorgestellten Konzept wird bei diesem Lo¨sungsansatz der eingehende Datenverkehr an die
daru¨berliegenden Schichten des Betriebssystems bzw. der Applikationen weitergereicht. Diese
mu¨ssen dann Entscheidungen fu¨r die eventuelle Weiterleitung der Nutzdaten treffen. Das Sy-
stem sieht keine Mo¨glichkeit fu¨r ein selbststa¨ndiges Routing unterhalb der Betriebssystemebe-
ne vor, obwohl alle dafu¨r notwendigen Informationen in Form von IP und Hardwareadressdaten
zur Verfu¨gung stehen. Ein weiterer, wesentlicher Unterschied stellt die abstrakte Umsetzung
der nutzbaren Schnittstellen auf Anwendungsebene dar. Applikationen ko¨nnen somit nur auf
eine Menge vordefinierter Dienste zugreifen, welche durch den Ambient Control Space (Ab-
bildung 3.17) bereitgestellt werden [128, 129]. In den jeweiligen Anwendungen sind spezielle
Anpassungen no¨tig, um die entstandene, heterogene Netzstruktur nutzen zu ko¨nnen. Eine zen-
trale Applikation verwaltet und steuert den Zugriff auf die physische Netzwerkschnittstelle,
wodurch die Belastung des Hosts steigt.
Das im folgenden Kapitel vorgestellte Konzept umgeht diese Nachteile und stellt einen neuen
Lo¨sungsansatz im Bereich Ambient Networking vor. Die gesamte Komplexita¨t fu¨r die Verwal-
tung und die Steuerung der verfu¨gbaren Funkmodule wird dabei auf eine hardwarenahe Ebe-
ne verlagert. Aus diesem Grund wird es als Embedded Ambient Networking bezeichnet und
verbindet die konzeptionellen Ideen des Ambient Networking mit der funktionalen Kapselung
in einem eingebetteten System. Neben den Vorteilen durch einen deutlich reduzierten Verwal-
tungsaufwand fu¨r die Funkmodule und die Weiterleitung der IP-Pakete auf Betriebssystemebe-
ne, ko¨nnen Anwendungen die heterogene Netzinfrastruktur ohne Modifikationen nutzen. Die
folgenden Kapitel geben einen detaillierten Einblick in die Funktionsweise und den Aufbau
eines solchen Systems.
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3.3. Zusammenfassung
Das Kapitel Stand der Forschung vermittelte einen umfassenden Einblick in aktuelle For-
schungsbereiche auf dem Gebiet mobiler Ad Hoc und Sensornetzwerke. Dabei wurden die
wesentlichen Problemstellungen, prima¨re Anwendungsgebiete sowie mo¨gliche Lo¨sungsansa¨tze
aufgefu¨hrt. Der Fokus lag dabei auf der Umsetzbarkeit in Bezug auf die Problemstellungen
dieser Arbeit.
Zentrale Themen befassen sich zuna¨chst mit der effizienten Kommunikation in mobilen Ad Hoc
Netzwerken durch Topologieoptimierungsverfahren sowie angepasste Routingstrategien.
Im zweiten Teilabschnitt wurde auf zuku¨nftige Generationen drahtloser Kommunikationstech-
nologien eingegangen. Die betrachten Forschungsthemen umfassen Software Defined Radio,
Cognitive Radio sowie Ambient Networking. Thematische Zusammenha¨nge mit dem im Rah-
men dieser Arbeit vorgestellten Konzept wurden verdeutlicht. Arbeiten auf dem Gebiet intelli-
genter Antennensysteme (Smart Antennas) oder Ultrabreitband-Technologien runden den The-
menkomplex ab.
Nachdem ein breites Spektrum aktueller Forschungsbereiche sowie grundlegende Kenntnisse
auf dem Gebiet der drahtlosen Kommunikation vermittelt wurden, folgt nun die Einfu¨hrung
eines neuen Konzeptes fu¨r die funkstandardu¨bergreifende Kommunikation in mobilen Ad Hoc
Netzwerken basierend auf der Integration verfu¨gbarer, drahtloser Kommunikationstechnologi-
en.
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Der Kernpunkt dieser Arbeit pra¨sentiert ein funkstandardu¨bergreifendes Kommunikations-
konzept im Bereich mobiler Ad Hoc Netzwerke. Dabei sollen die Vorteile unterschiedlicher
Kommunikationstechnologien genutzt und gleichzeitig wesentliche Nachteile der vorgestellten
Lo¨sungsansa¨tze umgangen werden. Dies betrifft vor allem den Verzicht auf leistungsfa¨hige und
teure Spezialhardware. Desweiteren soll die Nutzung der geschaffenen Funktionalita¨t ohne auf-
wendige Anpassungen auf Softwareebene ermo¨glicht werden.
Unter dem Namen Embedded Ambient Networking (EAN) wird eine solche Mo¨glichkeit ge-
schaffen, unterschiedliche Funkstandards in eine heterogene Netzstruktur zu integrieren [9, 10].
Dadurch ergeben sich vielfa¨ltige Optimierungsmo¨glichkeiten in Hinblick auf den Energiebe-
darf, die Erreichbarkeit sowie die Verbindungsqualita¨t. Zum Einsatz kommen hierbei standar-
disierte Funkmodule, welche getestet und in großer Stu¨ckzahl am Markt verfu¨gbar sind. Diese
werden mit Hilfe einer zentralen Konverterkomponente hardwarenah gekoppelt und koordiniert.
Software Defined Radio
(Technical Realisation)
Cognitive Radio
(Vision)
Ambient Networks
(Vision)
Integration of multiple radio 
modules for different 
communication standards
Realtime Protocolconversion
Realisation based on a hardware-near middleware
RASCOM - Radio Standard Spanning Communication 
in Mobile Ad Hoc Networks
Software Defined Radio
(Technische Realisierung)
Cognitive Radio
(Vision)
Ambient Networks
(Vision)
Integration mehrerer 
Funkmodule 
unterschiedlicher 
Kommunikationsstandards
Multi-Standard Kommunikationsplattform
Konzept: „Embedded Ambient Networking“
Integration in ein 
eingebettetes System
Protokollkonvertierung
Abbildung 4.1.: Einordnung des Konzeptes in die aktuellen Forschungsthemen. Der vorgestellte Ansatz koppelt
die funktionalen Eigenschaften von Cognitive Radio und Ambient Networking mit konzeptio-
nellen Aspekten aus dem Bereich Software Defined Radio auf einer hardwarenahen Ebene.
Abbildung 4.1 verdeutlicht die Herleitung aus den zuvor diskutierten Lo¨sungsansa¨tzen. Wesent-
liche Vorteile ko¨nnen dabei wie folgt zusammengefasst werden [4, 6, 8]:
• Steigerung der Erreichbarkeit→ Integration (teils inkompatibler) Knotenmengen in eine
heterogene Netzwerkstruktur
• gleichzeitige Optimierung des Energiebedarfs u¨ber die gesamte Topologie
• Verwendung handelsu¨blicher, weitverbreiteter Hardwaremodule
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• optimierte Datenu¨bertragung durch Nutzung der Vorteile unterschiedlicher, standardisier-
ter Funktechnologien
• Kapselung der Verwaltung in dedizierter Hardware → keine zusa¨tzliche Belastung des
Host-Systems
• transparente (nicht sichtbare) Auswahl des physisch genutzten Kommunikationsstandards
fu¨r Applikationen
• modulare Erweiterbarkeit um neue Kommunikationsstandards
Bezugnehmend auf den aktuellen Stand der Technik und der fortschreitenden Entwicklung
im Informations- und Kommunikationssektor wird der Mehrwert deutlich. Die Entwicklung
immer neuer Funkstandards mit eng definierten, anwendungsspezifischen U¨bertragungseigen-
schaften verursacht enorme Kosten und bindet folglich viele Ressourcen. Die Leistungsparame-
ter verfu¨gbarer Technologien sind jedoch fu¨r nahezu jedes Anwendungsszenario ausreichend.
Durch eine sinnvolle Kombination mehrerer Funkstandards in einem integrierten Kommunika-
tionssystem ero¨ffnen sich unza¨hlige neue Einsatzbereiche. Somit kann der zeit- und kostenin-
tensive Entwicklungsaufwand deutlich reduziert werden.
4.1. Konzept
Die Struktur des vorgestellten EAN Konzeptes wird in Abbildung 4.2 verdeutlicht. Das System
realisiert dabei eine autarke, eingebettete Kommunikationsplattform.
WLAN BT ZigBee
Controller 
Hardware
Tr
ei
be
r
B
et
rie
bs
-
sy
st
em
So
ftw
ar
e 
A
pp
lik
at
io
n
Host-System
Verbindungs-
management
Funkmodule
EAN Kern
Abbildung 4.2.: Schematische Darstellung eines Netzwerkknoten nach dem hier vorgestellten Konzept.
Das vorgestellte Konzept unterteilt sich dabei in vier zentrale Komponenten. Zum einen um-
fasst es eine Menge dedizierter Funkmodule unterschiedlicher Kommunikationsstandards, wel-
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che simultan betriebenen werden und auf unterschiedlichen Protokollebenen an den EAN Kern
gekoppelt sind.
Die zweite Komponente bildet die Controller-Hardware, welche die verschiedenen Funkmodu-
le auf einer hardwarenahen Ebene integriert. Dieser Hardware-Block koordiniert alle prozedu-
ralen Abla¨ufe und realisiert somit eine Konvertierung zwischen den angeschlossen Modulen.
Fu¨r das Host-System steht eine dedizierte Schnittstelle zur Verfu¨gung, welche die dritte Kom-
ponente innerhalb des EAN Konzeptes bildet. Der Host erha¨lt dabei empfa¨ngerspezifisch ge-
filterte Daten von der Controller-Einheit. Im Umkehrschluss nutzen Softwareapplikationen und
das Betriebssystem die Anbindung zur Controller-Hardware fu¨r ausgehende Daten. Das fu¨r die
U¨bertragung genutzte, physische Interface ist in Folge dessen fu¨r den Host nicht sichtbar.
Eine vierte, zentrale Komponente realisiert das gesamte Verbindungsmanagement fu¨r die in-
tegrierten Funkmodule und ist dabei fu¨r die Initialisierung und Pflege aller Kommunikations-
kana¨le verantwortlich.
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Abbildung 4.3.: Das vorgestellte Konzept Embedded Ambient Networking kapselt und koppelt die Funkmodule
auf einer hardwarenahen Ebene (Bild unten). Eine entsprechende Steuereinheit leitet und kon-
trolliert den Datenfluss. Fu¨r das Host-System steht nur eine virtuelle Netzwerkschnittstelle zur
Verfu¨gung.
Der Unterschied zur klassischen Verwaltung mehrerer Netzwerkschnittstellen wird in Abbil-
dung 4.3 verdeutlicht. Herko¨mmliche Systeme verwalten die Schnittstellen der jeweiligen Mo-
dule durch Treiber auf Softwareebene, was speziell in ressourcenbeschra¨nkten, eingebetteten
Systemen eine Belastung des Betriebssystems zur Folge hat. Es steht folglich eine Menge ein-
zelner, gekapselter Netzwerkschnittstellen zur Verfu¨gung, welche durch die Softwareapplika-
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tionen oder das Betriebssystem separat genutzt werden ko¨nnen. Ist das Zielsystem u¨ber diese
Schnittstelle nicht erreichbar, bricht die Datenu¨bertragung ab. Eine Mo¨glichkeit, die Kommu-
nikation mit Hilfe eines alternativen Netzwerkinterfaces zu u¨berbru¨cken, muss explizit imple-
mentiert werden.
Genau diese Problematik wird durch das EAN Konzept umgangen. Hier sucht die Controller-
Hardware aus dem Pool verfu¨gbarer Netzwerkschnittstellen geeignete Verbindungskana¨le zum
Zielhost. Bei einem Ausfall der Verbindung ist das System in der Lage, dynamisch und fu¨r
die Softwareapplikation nicht sichtbar, einen alternativen Pfad zur Verfu¨gung zu stellen. Eine
Anpassung der Software ist dazu nicht notwendig.
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Abbildung 4.4.: Ein wesentlicher Vorteil des hier vorgestellten Konzeptes - Die Integration mehrerer Funkstan-
dards und die damit verbundene Steigerung der Erreichbarkeit.
Ausgehend von dem in Abbildung 4.4 dargestellten Beispiel ko¨nnen die Vorteile auf einfache
Weise erla¨utert werden. Im Zuge einer Multihop-Kommunikation der beiden Bluetooth-Knoten
mu¨ssen nach dem klassischen Ansatz fu¨nf Zwischenstationen in Anspruch genommen wer-
den (Abbildung 4.4 - unterer Kommunikationspfad). Dies hat entsprechende Auswirkungen
auf die Netzwerklatenzen. Da keine alternativen Pfade zur Verfu¨gung stehen, ist diese Verbin-
dung im aktuellen Zustand zwar als stabil zu bezeichnen, jedoch kann es aufgrund von a¨uße-
ren Sto¨reinflu¨ssen relativ schnell zu Unterbrechungen kommen. Auf Basis des EAN Konzeptes
a¨ndert sich das Szenario deutlich. Quell- und Zielknoten verfu¨gen weiterhin ausschließlich u¨ber
eine Bluetooth-Schnittstelle. Gelangen die Daten allerdings zum ersten Zwischenknoten, ste-
hen nun zwei physische Schnittstellen zur Verfu¨gung. Mit Hilfe einer intelligenten Steuerung
kann die Controller-Hardware somit eine alternative Schnittstelle auf Basis von WLAN nutzen,
um so bspw. die Latenz des Verbindungskanals zu optimieren. Indem die WLAN-Bru¨cke drei
Bluetooth Zwischenknoten u¨berspringt, reduziert sich folglich die Anzahl der Hops erheblich
(Abbildung 4.4 - oberer Kommunikationspfad). Innerhalb der u¨bersprungenen Zwischenknoten
sinkt zusa¨tzlich der Energiebedarf und somit kann die Betriebsbereitschaft la¨nger aufrecht er-
halten werden. Aber auch im Falle von Sto¨rungen kann dynamisch und adaptiv zwischen zwei
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Verbindungskana¨len gewa¨hlt werden. Diese zusa¨tzliche Redundanz erho¨ht in direkter Konse-
quenz die Erreichbarkeit aller Knoten im Netzwerk. Desweiteren integriert ein solches System
zwei homogene, inkompatible Knotenteilmengen in eine heterogene Netzwerkstruktur.
Im konkreten Beispielszenario aus Abbildung 4.4 entsteht durch das zusa¨tzliche WLAN-
Netzwerkinterface zuna¨chst eine negative Energiebilanz fu¨r die beiden Multistandard-Knoten,
da der Betrieb des zweiten Funkmoduls entsprechend mehr Energie beno¨tigt. Betrachtet man
jedoch die gesamte Knotentopologie, ko¨nnen wa¨hrend der Kommunikation durch die Nutzung
des WLAN-Funkstandards drei Bluetooth Zwischenknoten u¨bersprungen werden. Dementspre-
chend beno¨tigen diese Knoten keine Energie fu¨r das Empfangen, Bearbeiten und Weiterleiten
der Daten. Die durchschnittliche Energiebilanz u¨ber die gesamte Topologie fa¨llt somit trotz des
zusa¨tzlichen Betriebs der WLAN-Module mit hoher Wahrscheinlichkeit positiv aus. Grundlage
fu¨r diese Annahme ist jedoch ein durchschnittliches Datenaufkommen in der Topologie, da bei
einem Szenario ohne Netzlast auch keine zusa¨tzlich Energie durch die U¨bertragung beno¨tigt
wird.
Besonders deutlich wird das Energieeinsparungspotenzial in komplexeren Netzstrukturen mit
einer ho¨herer Knotenanzahl. Das Konzept setzt dabei nicht ausschließlich Multistandard-
Knoten voraus. Existiert in der Topologie ein hinreichend hoher Prozentsatz solcher Knoten,
reicht dies vollkommen aus, um die gesamte Kommunikation im Netzwerk deutlich zu opti-
mieren. Angepasste Wegfindungsalgorithmen berechnen hier kostenoptimierte Pfade durch die
Topologie. Je nach Anforderung an den Verbindungskanal erfolgt eine optimale Auswahl des
genutzten Funkstandards. Optimierungskriterien sind dabei:
• Datenrate
• Energiebedarf
• Latenz (Verbindungsinitialisierung sowie die gesamte Signallaufzeit)
• Sendereichweite
• Frequenzband
• Interferenzbedingte Sto¨ranfa¨lligkeit
Auf Basis dieser Metriken kann eine Priorisierung existierender Routenpfade erfolgen. Die Er-
reichbarkeit aller Knoten in der Topologie wird durch ein das EAN Konzept signifikant gestei-
gert und in Folge dessen sinkt Anfa¨lligkeit gegen Sto¨reinflu¨sse.
4.2. Einordnung in das ISO/OSI Modell
Das EAN Konzept koppelt mehrere Funktechnologien auf unterschiedlichen Ebenen. Der Ver-
arbeitungsprozess auf den unteren Protokollstack-Ebenen wird dabei in die Funkmodule verla-
gert. Hier u¨bernehmen die integrierten Controller alle prozeduralen Abla¨ufe.
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Als gemeinsame Basis fu¨r die Adressierung und Verarbeitung dient das IP Protokoll auf Netz-
werkebene (siehe Abbildung 4.5). Innerhalb des ISO/OSI Modells entspricht dies der Vermitt-
lungsschicht (Ebene 3). Innerhalb des EAN Kerns ko¨nnen die IP Headerinformationen pro-
blemlos analysiert und ggf. angepasst werden.
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Abbildung 4.5.: EAN: Einordnung in das ISO/OSI Modell.
Abbildung 4.6.: EAN Verarbeitungsprozess auf Basis von IP als gemeinsames Adressierungsmodell.
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Im Zuge der EAN Datenverarbeitungsprozesses entsprechen die Nutzdaten somit vollsta¨ndi-
gen IP-Paketen, welche zielgerichtet weitergeleitet werden. Im weiteren Verlauf dieser Arbeit
definiert sich somit der Begriff Nutzdaten im Kontext des EAN Systems als eine Menge zu
verarbeitender IP-Pakete. Abbildung 4.6 verdeutlicht diesen Prozess schematisch.
Eingehende Datenpakete werden durch die Controller des jeweiligen Funkmoduls von den funk-
standardspezifischen Protokollrahmen befreit. Der EAN Kern nimmt die Nutzdaten in Form ei-
nes kompletten IP-Paktes entgegen und analysiert anschließend die Headerinformationen. Sind
die Daten an das angeschlossene Host-System gerichtet, leitet das EAN-System den Inhalt ent-
sprechend weiter. Anderenfalls wird durch das Verbindungsmanagements ein geeignetes Ziel
fu¨r die Paketweiterleitung ausgehandelt und ein Verbindungskanal initialisiert. Der Verarbei-
tungsprozess endet dabei mit der U¨bergabe des IP-Paketes an den integrierten Controller des
gewa¨hlten Funkmoduls, welcher das IP-Paket als Nutzdaten (Payload) in einem Protokollrah-
men kapselt und anschließend u¨bertra¨gt.
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Abbildung 4.7.: Beispielszenario fu¨r eine funkstandardu¨bergreifende Kommunikation in mobilen Ad Hoc Netz-
werken. Knoten 1 und 4 ko¨nnen auf direktem Weg nicht kommunizieren. Verfu¨gen dazwi-
schenliegende Netzwerkknoten (2 und 3) u¨ber zusa¨tzliche Kommunikationsstandards und ent-
sprechende Konvertierungsmechanismen, kann die Erreichbarkeit in der Netzwerktopologie
signifikant gesteigert werden. Die entstandene, heterogene Netzstruktur integriert dabei mehre-
re Kommunikationstechnologien, welche jeweils optimierte Eigenschaften fu¨r spezifische An-
wendungsbereiche aufweisen.
An das vorgestellte EAN Konzept werden Anforderungen auf unterschiedlichen Ebenen ge-
stellt. Auf der einen Seite betrifft dies nutzerseitige Anforderungen, welche fu¨r Nutzung der
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geschaffenen Netzinfrastruktur essentiell sind. Auf der anderen Seite entstehen durch die In-
tegration verschiedener Kommunikationstechnologien mehrere Problemstellungen, welche im
auf konzeptioneller Ebene spezifiziert und im Rahmen einer praktischen Realisierung gelo¨st
werden mu¨ssen. Das in Abbildung 4.7 dargestellte Beispielszenario zeigt den Umfang des EAN
Konzeptes.
4.3.1. Nutzerseitige Anforderungen
Das EAN Konzept stellt die Rahmenbedingungen fu¨r eine Integration unterschiedlicher Kom-
munikationstechnologien zur Verfu¨gung. Um auf dieser Basis eine effiziente Kommunikation
sicherzustellen, existieren vielfa¨ltige, nutzerseitige Anforderungen.
4.3.1.1. Administrativer Aufwand innerhalb des Host-Systems
Klassische Architekturen verwalten mehrere Netzwerkschnittstellen auf Betriebssystemebene
als gekapselte, autarke Kommunikationseinheiten. Im Gegensatz dazu koppelt ein EAN Sy-
stem die Funkmodule auf einer unteren, hardwarenahen Ebene mit Hilfe einer Middleware. Die
entwickelte Controller Hardware realisiert dabei eine Konvertierung zwischen den unterschied-
lichen U¨bertragungsprotokollen. Somit entfa¨llt betriebssystemseitig die Verwaltung mehrerer
separater Netzwerkadapter. Auf Applikationsebene sind somit keine expliziten Anpassungen
notwendig. Zum EAN System steht ausschließlich eine dedizierte Netzwerkschnittstelle fu¨r die
Kommunikation zur Verfu¨gung. Somit werden auch Entscheidungen u¨ber die Wahl des phy-
sischen Interface auf EAN Ebene getroffen. Das Betriebssystem, speziell im Umfeld mobiler
Kleinstcomputer, kann sowohl in administrativer Hinsicht als auch in Hinblick auf die verfu¨gba-
ren Ressourcen deutlich entlastet werden. Die gesamte Verwaltung und Steuerung erfolgt autark
auf den unteren Ebenen der EAN Plattform. Die Komplexita¨t auf Betriebssystemebene bleibt
auch bei Erweiterungen der Kommunikationsschnittstellen konstant. Dies stellt eine zentrale
Anforderung an das EAN Konzept dar.
4.3.1.2. Transparenz der physischen Netzwerkschnittstellen
Die im EAN System integrierten, realen Schnittstellen spielen fu¨r Softwareapplikationen auf
dem Host-System keine wesentliche Rolle. Die Menge der physischen Kommunikationsschnitt-
stellen wird auf ein einzelnes virtuelles Interface abgebildet. Host-System-seitig wird u¨ber die-
se Netzwerkschnittstelle die gesamte Kommunikation u¨ber die EAN Middleware abgewickelt.
Entscheidungen u¨ber die Auswahl des zu nutzenden Netzwerkadapters verlagern sich folglich
in das EAN System. Die eingehenden Datenpakete werden hinsichtlich der enthaltenen Zielin-
formationen durch den EAN Kern analysiert. Anschließend sind auf dieser Wissensbasis Ent-
scheidungen u¨ber die zu nutzende, physische Schnittstelle mo¨glich. Fu¨r die Softwareapplikation
auf dem Host-System sind diese Entscheidungen nicht sichtbar. Das EAN System stellt sicher,
dass ein optimaler Verbindungskanal gewa¨hlt wird. Die dazu notwendige Intelligenz muss in
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der Controller-Hardware zur Verfu¨gung gestellt werden.
4.3.1.3. Metadaten - softwareseitige Anforderungen an den Verbindungskanal
Das Konzept sieht vor, dienstspezifische Anforderungen hinsichtlich des Verbindungskanals zu
beru¨cksichtigen und dementsprechend die Routenwahl anzupassen. Je nach Applikation sind
dabei Faktoren wie bspw. Datenrate oder maximale Latenzzeiten von besonderem Interesse.
Diese Beeinflussung kann durch das TOS1 Feld innerhalb des des verwendeten IPv4 Headers
umgesetzt werden (Abbildung 4.8). Die Spezifikation sieht hierbei eine Priorisierung nach La-
tenz, Datendurchsatz und Zuverla¨ssigkeit vor [137]. Seit 2001 greift eine detailliertere und um-
fangreichere Unterscheidung nach [145] auf Basis von DSCP2 und ECN3.
0 4 8 12 16 20 24 28 31Bit
IP Version Header Länge Type of Service Gesamtlänge
Identifikation Flags Fragment Offset
Time To Live Protokolltyp Nutzdaten Headerprüfsumme
Quelladresse
Zieladresse
Optionen
Nutzdaten
Abbildung 4.8.: Aufbau eines IP Version 4 (IPv4) Paketes.
Im Zuge einer spa¨teren Weiterentwicklung integriert IPv6 in seiner Protokollspezifikation ex-
plizit QoS Funktionalita¨ten, welche ebenfalls genutzt werden ko¨nnen (IPv6 - Abbildung 4.9).
0 4 8 12 16 20 24 28 31Bit
IP Version Traffic Class (QoS) Flow Label (QoS)
Länge Nutzdaten
Time To Live Protokolltyp Nutzdaten Headerprüfsumme
Quelladresse (128 Bit)
Nächster Kopfdatenbereich Hop Limit
Zieladresse (128 Bit)
Nutzdaten
Abbildung 4.9.: Aufbau eines IP Version 6 (IPv6) Paketes. Die im Rahmen von IP Version 6 spezifizierten QoS
Funktionalita¨ten sind dunkel hinterlegt.
1Type of Service
2Differentiated Services Code Point
3Explicit Congestion Notification - IP-Flusskontrolle
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Je nach dem, welche IP Version zur Anwendung kommt, werden die Pakete entsprechend co-
diert und durch die Controller-Hardware des EAN Systems anschließend interpretiert. So haben
Nutzer eine Mo¨glichkeit, mit verfu¨gbaren Funktionen des Betriebssystems anwendungsspezi-
fische Anforderungen auf ein definiertes Priorita¨tslevel abzubilden. Die Controller-Hardware
erlaubt dann eine optimierte Pfadsuche. Die Bereitstellung solcher Metadaten ko¨nnte alternativ
auch auf ho¨herer Protokollebene erfolgen, was jedoch host- bzw. softwareseitig Anpassungen
zur Folge ha¨tte.
4.3.1.4. Kompatibilita¨t
Das EAN Konzept soll neben den vorgestellten Multistandard-Systemen auch herko¨mmliche
Endgera¨te integrieren (Abbildung 4.10). Diese treten dabei ausschließlich als passive End-
gera¨te ohne Routingmechanismen auf, da diese Funktionalita¨ten von den Herstellern meist
nicht vorgesehen bzw. nicht umgesetzt wurden. Prima¨r betrifft diese Gera¨te wie Mobiltelefo-
ne oder PDAs mit ihren drahtlosen Schnittstellen. Mobile PC-Systeme und Laptops repra¨sen-
tieren Grenzfa¨lle, bei denen die Funktionalita¨t softwareseitig durch eine Vielzahl angepasster
Betriebssysteme und Softwareapplikationen erweitert werden kann. Alternativ ist daher die
vollsta¨ndige, softwareseitige Umsetzung eines EAN Systems auf Applikationsebene realisier-
bar. Erweiterte Routingaufgaben sind auf dieser Ebene ebenfalls mo¨glich. Durch eine Softwa-
relo¨sung ist jedoch keine Schnittstellentransparenz mehr gegeben, was die damit verbundenen
Nachteile mit sich bringt.
Berechnung 
dynamischer 
Header-/Footer-
Elemente
Link Controller Unit
0 4Bit
IP Version Traffic Class 
Länge Nutzdaten
Time To Live
Abbildung 4.10.: Beispielszenario fu¨r die Kompatibilita¨tsanforderungen innerhalb des EAN Konzeptes. Die
dargestellte, heterogene Netztopologie integriert sowohl EAN-konforme Multistandard-
Knoten als auch herko¨mmliche, drahtlose Endgera¨ten.
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Der EAN Ansatz verwendet IP als gemeinsames Adressierungsprotokoll. Entsprechende Im-
plementierungen fu¨r TCP/IP Protokollstacks stehen fu¨r sehr viele Hardwareplattformen zur
Verfu¨gung. In Folge dessen kann auf den ho¨heren Protokollebenen eine kompatible Kommu-
nikation sichergestellt werden. Probleme treten ausschließlich auf den unteren Protokollebenen
auf. Einige existierende Kommunikationsstandards, z.B. Bluetooth, durchlaufen komplexe Pro-
zesse im Zuge des Verbindungsaufbaus. Die damit verbundenen Verzo¨gerungen mu¨ssen beim
Systementwurf entsprechend beachtet werden.
Weitere Probleme treten bspw. auf, wenn mobile Kleinstcomputer mit stark begrenzten Hard-
wareressourcen, wie bspw. im Bereich drahtloser Sensornetzwerke (Kapitel 3.1.3), integriert
werden sollen. Hier kommt ein vollsta¨ndiger TCP/IP Stack nur in seltenen Fa¨llen zum Ein-
satz. Folglich muss eine Entscheidung getroffen werden, ob diese Szenarien grundlegend aus-
zuschließen sind. Auf diese Problematik wird im Abschnitt Konzeptionelle Grenzen 4.6 na¨her
eingegangen.
4.3.1.5. Modulare Erweiterbarkeit
Die modulare Erweiterbarkeit des vorgestellten Lo¨sungsansatzes repra¨sentiert eine weitere, zen-
trale Anforderung und umfasst mehrere Bereiche. Innerhalb des EAN Systems muss der Einsatz
neuer Funkmodule eines bereits integrierten Standards gewa¨hrleistet werden. Speziell im Zuge
von Weiterentwicklungen und der Umsetzung neuer Projekte ist dies von besonderer Wichtig-
keit, da die Verfu¨gbarkeit der verbauten Komponenten teils stark schwankt. Sofern die alterna-
tiven Module schnittstellenkompatibel sind und u¨ber den no¨tigen Funktionsumfang verfu¨gen,
ist mit keinen Komplikationen zu rechnen.
Hochdynamisch / High SpeedMobil - in Bewegung
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GSM / 
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BluetoothZigBee
10 100
UWB
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Abbildung 4.11.: Einordnung aktueller, drahtloser Kommunikationstechnologien hinsichtlich der nutzbaren
Datenrate und der Einteilung in die Sendebereiche. Zusa¨tzlich werden auf der Y-Achse auch
Einschra¨nkungen durch unterschiedliche Bewegungsmodelle integriert.
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In Folge des technologischen Fortschritts kommen zusa¨tzlich auch neue Kommunikationstech-
nologien zum Einsatz. Um das EAN Konzept langfristig effizient nutzen zu ko¨nnen, ist die
modulare Erweiterung mit neuen Funkstandards essentiell. Betrachtet man die Fu¨lle bereits
verfu¨gbarer Standards in Abbildung 4.11, wird diese Notwendigkeit deutlich.
Im Rahmen der Arbeit Methoden zur modularen Erweiterung funkstandardu¨bergreifender
Hardware [14] wurden aus diesem Grund mo¨gliche Konzepte analysiert und bewertet. Prima¨res
Ziel war dabei eine mo¨glichst einfache Integration neuer Hardware. Durch ein geeignetes Kon-
zept soll die Wissensbasis des EAN Systems fu¨r die prozedurale Verarbeitung neuer Funkmo-
dule erweitert werden. Grundlegende Funktionalita¨ten umfassen dabei den Verbindungauf- und
-abbau sowie die U¨berwachung aktiver Kommunikationskana¨le und die Suche nach Gera¨ten in
Funkreichweite. Zwei Lo¨sungsansa¨tze erscheinen an dieser Stelle hinreichend.
Formale Beschreibungstechniken
Protokolle ko¨nnen durch sogenannte FDT4 formal beschrieben und spezifiziert werden. Die-
se stellen eine eindeutige Interpretation des gesamten Kommunikationsprozesses hinsichtlich
Syntax und Semantik sicher. Hier ko¨nnten etablierte Verfahren wie Estelle, LOTOS und SDL5
zum Einsatz kommen.
Die aktuell etablierten, kommerziellen Funkstandards wurden jedoch nicht formal spezifi-
ziert. Somit ist eine nachtra¨gliche, formale Beschreibung auf Basis von Zustandsdiagrammen/-
tabellen und den zeitlichen Abla¨ufen no¨tig. Durch die teils enorme Komplexita¨t der zu integrie-
renden Funkstandards ist der Arbeitsaufwand hierfu¨r kaum abzuscha¨tzen. Desweiteren beno¨tigt
die Interpretation innerhalb des Gesamtsystems entsprechende Hardwareressourcen, welche die
Leistungsfa¨higkeit herko¨mmlicher Mikrocontroller meist u¨bersteigt.
Hardwarespezifische Ansteuerung
Da der Einsatz formaler Beschreibungen innerhalb eines EAN Systems nicht praktisch umsetz-
bar ist, wird ein Lo¨sungsansatz auf Basis einer hardwarespezifischen Ansteuerung der Funk-
module favorisiert. Dabei werden die konkreten Spezifikationen der einzelnen Kommunikati-
onsstandards weitestgehend vernachla¨ssigt. Anstatt dessen kommen die von den Hardwareher-
stellern zur Verfu¨gung gestellten APIs zum Einsatz. In den meisten Fa¨llen ermo¨glicht dies eine
unkomplizierte Nutzung der Funkhardware. Der Befehlssatz ist u¨berschaubar und die Funktio-
nalita¨t bereits umfassend getestet. Ein standardisiertes Interface vereinfacht die Einbindung der
Hardware in das EAN System.
4Formal Description Techniques
5Specication and Description Language
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Abbildung 4.12.: Hardwarespezifische Ansteuerung der Funkmodule. Im Zuge einer Integration neuer Funk-
module werden die abstrakten Kommunikationsbefehle auf hardwarespezifische Befehle
abgebildet.
Aufbauend auf den modulspezifischen Befehlssa¨tzen folgt die Einfu¨hrung abstrakter API-
Funktionen fu¨r das Verbindungsmanagement, bspw. connect(), disconnect(), send(), receive()
und discoverNodes(), welche einen typischen Kommunikationsablauf repra¨sentieren. Diese
Funktionen werden einmalig abstrakt definiert und im Anschluss funkmodul- bzw. funkstan-
dardspezifisch implementiert. Im Zuge der Implementierung bilden sie auf eine definierte Ab-
folge von Systembefehlen ab, welche sich in Datenu¨bertragungs- sowie Konfigurationsaufru-
fe unterteilen (Abbildung 4.12). Die in den Funkmodulen verbaute Controller-Hardware u¨ber-
nimmt alle prozeduralen Abla¨ufe auf Hardwareebene und gewa¨hrleistet somit eine protokoll-
konforme Nutzung der drahtlosen Schnittstellen. Auf EAN Systemebene entfa¨llt das aufwendi-
ge Testen komplexer Abla¨ufe innerhalb der Funkhardware. Im Betrieb stehen dem EAN Kern
Kontroll- und Kommunikationskana¨le zu den verbauten Modulen zur Verfu¨gung.
Im Zuge der praktischen Realisierung eines EAN-konformen Systems betrifft die Erweiter-
barkeit auch die Anzahl verfu¨gbarer Sockel-Schnittstellen zur Anbindung geeigneter Module.
Die Struktur des EAN Systems ermo¨glicht hierbei, sofern sinnvoll, eine modulare Erweiterung
der Schnittstellenmenge. Dabei ist die Implementierung neuer Interface Handler notwendig,
welche die prozedurale Verarbeitung der zusa¨tzlichen Module u¨bernehmen und diese in die
Gesamtstruktur einbinden.
Fu¨r spa¨tere Aktualisierungen des EAN Kerns sind unterschiedliche Verfahren fu¨r die drahtlo-
se Rekonfiguration umsetzbar. Ein vielversprechender Lo¨sungsansatz wird in der Diplomarbeit
Konfiguration heterogener drahtloser Sensornetzwerke [19] vorgestellt und umgesetzt. Im Rah-
men dieser Arbeit soll auf eine dynamische Rekonfiguration jedoch nicht na¨her eingegangen
werden.
4.3.2. Konzeptionelle Anforderungen
Im Zuge der Bereitstellung aller EAN Funktionalita¨ten treten drei grundlegende Problemstel-
lungen auf. Fu¨r die Umsetzung eines EAN-konformen Kommunikationssystems mu¨ssen diese
konzeptionellen Anforderungen durch entsprechende Lo¨sungsansa¨tze erfu¨llt werden.
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4.3.2.1. Verbindungsmanagement / Topologieaufbau
Die erste von insgesamt drei wesentlichen Problemstellungen im Rahmen der EAN Konzeption
bezieht sich auf den Aufbau einer geeigneten Topologie und das damit gekoppelte Verbindungs-
management innerhalb der Knoten. Im Gegensatz zu den bisherigen Einsatzgebieten des IFB
Konzeptes stehen in den betrachteten Szenarien keine statischen, drahtgebundenen Schnittstel-
len zur Verfu¨gung. In einer sich dynamisch a¨ndernden, drahtlosen Netzwerkstruktur existieren
weitaus komplexere Schnittstellen und U¨bertragungsprotokolle.
Das Verbindungsmanagement muss die Interaktion u¨ber diese Schnittstellen ermo¨glichen. Der
elementare Funktionsumfang kann wie folgt aufgeschlu¨sselt werden:
• Suche nach verfu¨gbaren Knoten in Sendereichweite
• Abfrage des Verbindungsstatus
• Aufbau einer neuen Verbindung
• Konfiguration funkstandardspezifischer und funkmodulspezifischer Parameter
• Verarbeitung von ausgehandelten Verbindungsidentifikatoren Connection Handles /
Connection ID
• Schließen eines aktiven Kommunikationskanals
Bei einer anstehenden Protokollkonvertierung muss zuna¨chst ein gu¨ltiger Kommunikationska-
nal initialisiert und somit der Zugriff auf das Medium sichergestellt werden. Der Datenverarbei-
tungsprozess muss dazu angepasst und zeitlich koordiniert werden. Die auftretenden Verzo¨ge-
rungen repra¨sentieren dabei einen kritischen Faktor. Im Falle eines exklusiven Verarbeitungszy-
klus muss die Paketweiterleitung dazu unterbrochen werden. Alternativ ko¨nnte dieser Proble-
matik durch mehrere parallel arbeitende Verarbeitungsinstanzen entgegengewirkt werden. An
dieser Stelle sind jedoch ho¨here Hardwareressourcen erforderlich.
Topologieoptimierung / -minimierung
Das Verbindungsmanagement ist auch fu¨r Optimierungen der Topologie aus globaler Sicht ver-
antwortlich. Eine Einschra¨nkung der Anzahl aktiver Kommunikationskana¨le verku¨rzt dabei die
Latenz im Zuge der Routenfindung und vermindert das Interferenzniveau, wodurch die Verbin-
dungsqualita¨t gesteigert werden kann.
Diese Forderung wird besonders in hochskalierten Netzwerkstrukturen deutlich, bei denen der
Vernetzungsgrad je nach Knotendichte schnell einen kritischen Wert erreicht. Dabei werden
sowohl interferenzbedingte Sto¨reinflu¨sse als auch die administrative Verwaltung aller aktiven
Kommunikationspfade zu wesentlichen Problemstellungen. Gleichzeitig steigt in diesem Zu-
sammenhang der Energieverbrauch erheblich an, was die Betriebsdauer unno¨tig reduziert.
Folglich sieht das EAN Konzept die Integration entsprechender Topologieoptimierungsalgorith-
men vor, welche der Problematik entgegenwirken. Welches Verfahren gewa¨hlt wird, ist dabei
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frei definierbar. In Kapitel 3.1.1 wurden mehrere Algorithmen vorgestellt. Die Verfahren arbei-
ten dabei auf Basis einer dynamischen Anpassung der Sendeleistung, auf Graphenalgorithmen
zur Kantenminimierung oder mittels selektiver Vernetzung. Auch ein Beam-Forming mit Hilfe
von Smart Antenna Systemen (siehe Kapitel 3.2.3) ist an dieser Stelle mo¨glich, um die To-
pologie zu optimieren. Je nach Anwendungsszenario fa¨llt die Wahl dabei auf unterschiedliche
Ansa¨tze. Ein wesentliches Entscheidungskriterium stellt der gewu¨nschte Grad an Redundanz
in der Topologie dar. Aber auch die verfu¨gbaren Energie- und Hardwareressourcen sind zu
beachten. Aus diesen Anforderungen ergeben sich Einschra¨nkungen in Bezug auf die Menge
mo¨glicher Verfahren. Innerhalb eines EAN Systems sind jedoch leichtgewichtige und laufzeit-
optimierte Algorithmen zu bevorzugen. Hier empfiehlt sich eine selektive Anpassung der Sen-
deleistung [146], sofern die Systemhardware dies ermo¨glicht, oder auch das LMST-Verfahren
[108].
4.3.2.2. Routing / Forwarding
Die zweite Problemstellung innerhalb des EAN Konzeptes stellt das Routing in der geschaffe-
nen, heterogenen Netzwerktopologie dar. Erst wenn eine hinreichend stabile Pfadsuche gewa¨hr-
leistet wird, ist eine Kommunikation durch die geschaffene Netzinfrastruktur mo¨glich.
Die eingesetzten Verfahren mu¨ssen dabei mehrere Verbindungen zwischen zwei benachbar-
ten Knoten auf Basis unterschiedlicher Funkstandards verwalten und gewichten. Neben dieser
grundlegenden Integration mehrerer Funkstandards steht aber auch die Optimierung der Rou-
tenpfade je nach Anforderung an den Verbindungskanal im Fokus der Betrachtungen. Deswei-
teren sind speziell im Bereich mobiler Ad Hoc Netzwerke Sto¨reinflu¨sse zu beru¨cksichtigen und
durch robuste Verfahren zu minimieren. Wesentliche Anforderungen werden im Folgenden kurz
aufgeschlu¨sselt.
RIP Standardkonforme Paketstrukur
Routingfa¨higen Komponenten in der Topologie ko¨nnen in zwei Typen unterteilt werden.
Einerseits existieren EAN-konforme Multistandard-Knoten mit entsprechender Gateway-
Funktionalita¨t, deren Aufbau im bisherigen Verlauf dieses Kapitels bereits beschrieben wurde.
Auf der anderen Seite nutzen herko¨mmliche Routerkomponenten meist RIP [84] oder OSPF als
standardisiertes, einfaches Routingverfahren mit hop-optimierter Metrik. Der Aufbau ist denk-
bar einfach und beinhaltet Adressfamilien mit den dazugeho¨rigen Metrikwerten, welche die
Anzahl beno¨tigter Hops von der Quelle zur Datensenke repra¨sentieren. Abbildung 4.13 veran-
schaulicht den Aufbau von RIP (Version 1).
Ziel des im Rahmen dieser Arbeit entwickelten Routingverfahrens ist es, den dargestellten Pa-
ketaufbau von RIP unvera¨ndert zu u¨bernehmen. Anpassungen und Optimierungen erfolgen aus-
schließlich u¨ber die Berechnungsfunktion und die gewa¨hlte Metrik. Wertebereich sowie Struk-
tur der Routing-Pakete sind weiterhin protokollkonform. Somit kann in gemischten Topologien
mit Multistandard-Routingknoten als auch herko¨mmlichen Routing-Komponenten eine Pfadsu-
che sichergestellt werden. Eine Optimierung der Routenpfade ist bei einem solchen Mischbe-
trieb jedoch nicht vollsta¨ndig gewa¨hrleistet, da sich die semantische Interpretation der Metrik-
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werte in den jeweiligen Netzwerkknoten unterscheidet.
optional
0 4 8 12 16 20 24 28 31Bit
ID Adressfamilie (Netz 1)
IP Adresse (Netz 1)
2x zwingend null
Kommando Version Zwingend null
Zwingend null
Metrik (Distanz zu Netz 1)
ID Adressfamilie (Netz 25)
IP Adresse (Netz 25)
2x zwingend null
Zwingend null
Metrik (Distanz zu Netz 25)
Abbildung 4.13.: Aufbau eines Paketes nach der Routing Information Protocol (RIP - Version 1) Definition.
Interferenz- und Lastoptimierung
Eine weitere Zielstellung fu¨r das eingesetzte Routingverfahren repra¨sentiert die Minimierung
des Interferenzniveaus in der Topologie. Interferenzen und die damit verbundenen Sto¨rungen
treten in nahezu allen drahtlosen Kommunikationsnetzen auf. Speziell bei zunehmender Kno-
tendichte und in hochdynamischen Netzstrukturen stellen diese Sto¨reinflu¨sse eine signifikante
Messgro¨ße dar.
Das vorgestellte EAN Konzept kann diese Interferenzen weder vollsta¨ndig eliminieren noch
aktiv beeinflussen. Wirksame Mittel, das Sto¨rpotential passiv zu beeinflussen, ist die bereits
erla¨uterte Topologieoptimierung sowie die Senkung der Netzlast. In Folge dessen sinkt auch
die Wahrscheinlichkeit fu¨r Kollisionen auf dem Medium. Da die zu u¨bertragende Menge an
Nutzdaten im Netzwerk als konstant vorausgesetzt wird, beschra¨nken sich die U¨berlegungen
auf leichtgewichtige Protokolle mit geringem administrativen Overhead. Die Menge beno¨tigter
Status- und Kontrollpakete soll dabei auf ein Minimum reduziert werden.
Routingprotokolle verursachen einen erheblichen Datenoverhead in MANETs mit stark variie-
renden Knotenstrukturen. Dies trifft prima¨r auf proaktive Verfahren zu, welche kontinuierlich
eine aktuelle Routentabelle pflegen. Aber auch reaktive Ansa¨tze stoßen in hochdynamischen
Topologien schnell an ihre Grenzen und ko¨nnen nicht mehr effizient eingesetzt werden.
Anders als bei herko¨mmlichen Routenprotokollen sollen im Rahmen des EAN Konzeptes neben
den verfu¨gbaren Netzwerkinformationen auch erweiterte Systeminformationen, wie Ladezu-
stand, Signalsta¨rke oder auch Signalqualita¨t fu¨r die Routenoptimierung mit einbezogen werden.
Die Routen-Metrik wird durch diese zusa¨tzlichen Entscheidungskriterien deutlich verfeinert.
Durch den sinnvollen Einsatz von Caching-Mechanismen und der aktiven Vermeidung von
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Broadcast-Storms (siehe 3.1.2 und [88, 127, 182]) kann das Interferenzlevel in der Topolo-
gie nochmals reduziert werden. Die messbaren Kenngro¨ßen fu¨r Sto¨rungen durch Interferen-
zen sind dabei die Paketverlustrate, die Signalqualita¨t und unter Umsta¨nden die Paketlaufzeit.
Die Detektion solcher kritischer Parameter erlaubt einen Ru¨ckschluss auf das aktuelle, loka-
le Interferenzniveau. Angepasste Routingverfahren ko¨nnten hier einen bewussten Wechsel des
genutzten Netzwerkinterfaces anstoßen und folglich aktiv zu Optimierungen in Hinblick auf in-
terferenzbedingte Sto¨rungen beitragen. Integriert eine EAN Kommunikationsplattform mehrere
Funkmodule auf Basis unterschiedlicher Frequenzba¨nder, ko¨nnen bei Sto¨rungen alternative Fre-
quenzbereiche genutzt werden. Ein einfaches EAN System koppelt hierfu¨r z.B. WLAN 802.11a
Module im 5 GHz Bereich, Bluetooth 802.15.1 auf 2,4 GHz sowie Zigbee Module, die auf dem
UHF Band bei 868-870 MHz arbeiten.
Pfadoptimierung
Die geschaffene Netzinfrastruktur entha¨lt dabei unter Umsta¨nden mehrere Verbindungskana¨le
zwischen zwei Knoten auf Basis unterschiedlicher Funkstandards. Das EAN System und die
gewa¨hlten Routing-Verfahren mu¨ssen in der Lage sein, diese Zuordnung einer Menge von pa-
rallelen Verbindungskana¨len auf eine IP Adresse zu verwalten (Abbildung 4.14).
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Abbildung 4.14.: Konzeptionelle Unterschiede zwischen herko¨mmlichen Routingverfahren in drahtgebunde-
nen Netzen (bspw. RIP) mit jeweils einzelnen Kanten zwischen den Knoten (Abbildung links
- Gewichtung RIP: Gx = 1) und erweiterten Routingkonzepten mit Unterstu¨tzung redundan-
ter Verbindungskana¨le sowie lastbasierten, mehrdimesionalen Metriken. Hierzu geho¨rt auch
das EAN Routingkonzept auf der Grundlage unterschiedlicher Funkstandards (Abbildung
rechts; Funkstandards S1 . . . S3). Die Modellierung und die Entscheidungsfindung mu¨ssen
dementsprechend angepasst werden.
Soll nun die Auswahl des Kommunikationskanals nutzer- oder anwendungsseitig beeinflusst
werden, mu¨ssen Methoden gefunden werden, diese Metainformationen von der Applikations-
ebene in die Controller Hardware des EAN Systems zu u¨bertragen. Mo¨gliche Lo¨sungen, die
auf TOS Informationen des IPv4 Protokolls oder auf QoS Funktionalita¨ten von IPv6 aufsetzen,
wurden bereits in Abschnitt 4.3.1.3 erla¨utert. Der konzipierte Routingalgorithmus kann diese
Metadaten verarbeiten und die Routenberechnung dynamisch zur Laufzeit anpassen.
Kooperative Verfahren zur Optimierung der Energieressourcen
Das vorgestellte EAN Konzept soll neben der Erreichbarkeit prima¨r den Energiebedarf opti-
mieren. Dabei ist zwischen lokalen Optimierungen im jeweiligen Knoten und globalen Opti-
mierungen in der gesamten Topologie zu unterscheiden. Lokale Optimierungen sind vor allem
durch eine gezielte, selektive Nutzung der verfu¨gbaren Kommunikationsschnittstellen mo¨glich.
Bei der U¨bertragung geringer Datenmengen auf kurzen Sendedistanzen kann hier bspw. ein
77
4. Embedded Ambient Networking
niederenergetischer Nahbereichs-Funkstandard bevorzugt werden. Dem Optimierungspotenzi-
al steht ein erho¨hter Grundenergiebedarf mehrerer simultan betriebener Funkmodule entgegen.
Folglich muss gepru¨ft werden, ob die Energiebilanz positiv ausfa¨llt und der Einsatz sinnvoll
erscheint.
Die Situation ist aber auch aus globaler Sicht zu beurteilen. Stehen mehrere redundante
Multihop-Kommunikationspfade von der Quelle zur Senke zur Verfu¨gung, kann in Abha¨ngig-
keit von den Verbindungsanforderungen und dem aktuellen Verbindungsstatus ein optimierter
Pfad gewa¨hlt werden. Hierbei ko¨nnen die Energieniveaus der Netzwerkknoten mit in die Be-
rechnungen einfließen.
Es ist nun einerseits mo¨glich, Knoten mit kritischem Ladezustand zu schonen, indem Rou-
tenpfade u¨ber Netzwerkknoten mit hinreichenden Energieressourcen bevorzugt werden. Durch
diesen kooperativen Ansatz steigt die durchschnittliche Laufzeit der Netzwerkknoten und folg-
lich stehen diese fu¨r die Datenweiterleitung la¨nger zur Verfu¨gung.
Desweiteren ko¨nnen durch die Verwendung eines alternativen Kommunikationsstandards je
nach Situation mehrere Hops u¨bersprungen werden. Die Last und der Energiebedarf in diesen
Knoten sinkt. Aus globaler Sicht steht also ein erho¨hter Grundenergiebedarf mehrerer Funkmo-
dule dem Optimierungspotential durch verku¨rzte Routenpfade gegenu¨ber. Qualitative Aussagen
hinsichtlich des Optimierungspotentials sollen mit Hilfe einer geeigneten Simulationsumge-
bung in Kapitel 5 evaluiert werden.
4.3.2.3. Protokollkonvertierung
Ein dritter zentraler Punkt im Rahmen der Umsetzung des EAN Konzeptes stellt die Proto-
kollkonvertierung dar. Im Gegensatz zu urspru¨nglichen IFB Konvertierungsszenarien weisen
die hier integrierten Netzwerkprotokolle eine wesentlich ho¨here Komplexita¨t auf. Speziell im
Bereich der drahtlosen Kommunikationstechnologien verfu¨gen die jeweiligen Funkmodule u¨ber
umfangreiche Schnittstellen. Dementsprechend muss auch der Konvertierungsprozess innerhalb
des EAN Konzeptes an diese komplexen Abla¨ufe angepasst werden.
Protokollkonforme Daten
Die Konvertierung muss eine vollsta¨ndige Weiterleitung aller eingehenden Daten auf Basis ei-
nes gewa¨hlten Kommunikationsstandards gewa¨hrleisten. Alle fu¨r die Konvertierung no¨tigen In-
formationen mu¨ssen dabei entweder durch Instanzen der Controller-Hardware oder durch das
Verbindungsmanagements zur Verfu¨gung stehen. Alternativ mu¨ssen anzupassende Protokoll-
elemente dynamisch berechenbar sein.
Fu¨r die reibungslose Kommunikation reicht die einfache Kapselung der Nutzdaten in einen
protokollkonformen Rahmen unter Umsta¨nden nicht aus. Je nach Protokollspezifikation muss
hierbei die maximale Paketgro¨ße beru¨cksichtigt werden. U¨bersteigt die Gro¨ße den Maximal-
wert, muss das Paket im Zuge der Konvertierung in entsprechend kleine Segmente unterteilt
und sukzessiv u¨bertragen werden. Fu¨r den Datenverarbeitungsprozess stellt diese Segmentie-
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rung in Abha¨ngigkeit vom gewa¨hlten Zielprotokoll somit eine wichtige Aufgabe dar.
Minimierung des Protokoll-Overheads
Sollen die Latenzen im Zuge einer Paketkonvertierung optimiert werden, repra¨sentiert der an-
fallende Protokolloverhead einen wichtigen Faktor. Dieser entsteht hauptsa¨chlich durch die
schlechte Segmentierung der Datenpakete wa¨hrend der Verarbeitung. Dies fu¨hrt in einigen
Fa¨llen zu einer suboptimalen Aufteilung der Daten (Abbildung 4.15). Daraus resultiert eine
erho¨hte Netzlast, was die Verarbeitungseinheiten zusa¨tzlich belastet. Im Umkehrschluss ko¨nn-
ten mit entsprechendem Aufwand auch mehrere kleine Pakete eines Funkstandards A in einem
gro¨ßeren Datenpaket des Standards B zusammengefu¨hrt werden.
Nutzdaten1_1
Max. Paketlänge Funkstandard1
Nutzdaten2_1
Max. Paketlänge Funkstandard2
Nutzdaten1_2 Nutzdaten1_3
Nutzdaten2_2 Nutzdaten2_3 Nutzdaten2_4
Nutzdaten2_1
Nutzdaten1_1 + Nutzdaten1_2 + Nutzdaten1_3
Max. Paketlänge Funkstandard2
Nutzdaten2_2 Nutzdaten2_3 Nutzdaten2_4 Nutzdaten2_5 Nutzdaten2_6
Overhead (Datenvolumen) Overhead (Anzahl Datenpakete)
Abbildung 4.15.: Erzeugter Protokolloverhead durch eine no¨tige Segmentierung innerhalb des Konvertierungs-
prozesses. Die Controller-Hardware verarbeitet sequenziell einzelne Pakete als gekapselte
Einheiten (Bild unten), wodurch sich die Anzahl zu u¨bertragender Datenpakete zusa¨tzlich
erho¨ht. Wu¨nschenswert wa¨re hier eine Nutzdaten-Pufferung mehrerer, aufeinanderfolgender
Datenpakete und eine anschließende, effizientere Konvertierung in das Zielprotokoll (Bild
oben), was jedoch erho¨hte Latenzen zur Folge ha¨tte. Bei Protokollen mit fester Paketla¨nge
erzeugt die Konvertierung unter Umsta¨nden erheblichen Overhead innerhalb der einzelnen
Datenpakete.
Dies erfordert jedoch die Verarbeitung mehrere, zusammenha¨ngender Pakete. Der Inhalt wird
dabei zuna¨chst zusammengefasst und anschließend effizient neu aufgeteilt. Neben dem erho¨hten
Speicherbedarf und steigenden U¨bertragungslatenzen resultiert aus diesen komplexen Abla¨ufen
ein erheblicher Mehraufwand.
Aufgrund der begrenzten Hardwareressourcen in einem EAN System sollen die Abla¨ufe
wa¨hrend der Paketverarbeitung jedoch mo¨glichst kompakt gestaltet werden. In Folge dessen ist
diese Problematik nur schwer handhabbar.
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Latenzoptimierte Konvertierung
Als kritisch sind auch die auftretenden Verzo¨gerungen im Zuge der Protokollkonvertierung ein-
zuordnen. Da die Datenpakete ausschließlich sequenziell verarbeitet und analysiert werden,
fu¨hrt die Abarbeitung durch die jeweiligen Zustandsautomaten zu Latenzen. Bei mehreren, si-
multan agierenden Funkmodulen unter Last ist der notwendige Verarbeitungsaufwand nicht zu
unterscha¨tzen.
Um dieser Problematik entgegenzuwirken, ist die verwendete Controller-Hardware entspre-
chend zu dimensionieren.
4.4. Konzeptumsetzung
Fu¨r die Umsetzung der EAN Funktionalita¨t mu¨ssen die konzeptionellen Anforderungen zwin-
gend durch entsprechende Lo¨sungsansa¨tze erfu¨llt werden. Die damit verbundenen Problemstel-
lungen umfassen die eigentliche Protokollvertierung sowie das Verbindungsmanagement und
das Routing. Das geschaffene Gesamtsystem realisiert dabei die vorgestellten, nutzerseitigen
Anforderungen.
4.4.1. IFB Protokollkonvertierung
Der Kern des hier vorgestellten Konzeptes basiert auf den wissenschaftlichen Arbeiten der Dis-
sertation Modeling and Automated Synthesis of Reconfugurable Interfaces [90]. Wie in Kapi-
tel 2.4 bereits beschrieben, setzt die Schnittstellensynthese dabei auf einem zentralen Hardwa-
reblock auf, welcher verschiedene, inkompatible Schnittstellen koppelt und so die Kommunika-
tion der angeschlossenen Tasks ermo¨glicht. Der urspru¨ngliche Ansatz auf Basis eines solchen
IFBs6 betrachtet stets eine konsequente Trennung zwischen prozeduralen und syntaktischen
Aspekten im Zuge der Protokollverarbeitung.
Abbildung 4.16.: Funktionaler Ablauf innerhalb eines IFB mit eingehender Paketverarbeitung des anliegenden
Tasks u¨ber den Protocol Handler PHIN . Anschließend erfolgt die Nutzdatenkonvertierung
mit Hilfe des Sequence Handler SH und das protokollkonforme Versenden der Daten auf das
Zielmedium. Die Control Unit (CU) steuert dabei den gesamten Ablauf.
6Interface Block
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Es erfolgt eine Unterteilung in Protocol Handler (PH) und Sequence Handler (SH), welche
u¨ber eine Koodinierungsinstanz, der Control Unit (CU), miteinander verbunden sind (Abbil-
dung 4.16). Dabei sind die jeweiligen Protocol Handler fu¨r die prozedurale Abwicklung der
angeschlossenen Schnittstellen verantwortlich. Die protokollspezifischen Datenpakete werden
durch diese korrekt empfangen und versendet. Die Sequence Handler bereiten im Gegensatz
dazu die Nutzdaten fu¨r das Zielprotokoll auf.
Payload
Abbildung 4.17.: Funkstandardintegration auf Basis des IFB Konzeptes. Ziel ist eine hardwarenahe Kopplung
unterschiedlicher Funkmodule in Verbindung mit einer direkten Konvertierung zwischen den
jeweiligen Protokollen. Hier exemplarisch dargestellt die Hardwareplattform.
Das hier vorgestellte EAN Konzept fokussiert jedoch Protokolle fu¨r die drahtlose Netzwerk-
kommunikation (Beispielszenario Abbildung 4.17), deren Komplexita¨t sich deutlich von den
bisher adaptierten, statischen Protokollen unterscheidet. Dabei bestehen vielfach Abha¨ngigkei-
ten zwischen Paketaufbau und Kommunikationsablauf. Betrachtet man U¨bertragungsprotokolle
mit variabler Paketla¨nge, wird die Problematik schnell deutlich. Hier mu¨ssen Parameter in den
Headerdaten der Pakete, wie z.B. die Nutzdatenla¨nge oder entsprechende Pru¨fsummen, dyna-
misch wa¨hrend der Protokollkonvertierung erzeugt bzw. adaptiert werden. Beim Einlesen eines
entgegengenommenen Datenpaketes wird dazu zuna¨chst das La¨ngenfeld im Header interpre-
tiert, bevor das Paketende korrekt erkannt werden kann. Gleiches gilt fu¨r Generierung passender
Besta¨tigungspakete, sofern dies erforderlich ist. In den Protocol Handlern ergibt sich folglich
eine deutlich ho¨here Verarbeitungskomplexita¨t.
Der PH hat neben der standardkonformen Abwicklung aller Protokollabla¨ufe mehrere Aufga-
ben im Rahmen des Konvertierungsprozesses. Die wesentlichen Elemente einer syntaktischen
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Paketspezifikation sollen daher analysiert werden:
Delimiter sind Sonderzeichen oder auch eine spezielle Abfolge von Zeichen, durch welche
Paketgrenzen erkannt werden. Fu¨r die Protocol Handler ist die korrekte Auswertung essentiell,
um aufeinanderfolgende Pakete eindeutig abgrenzen zu ko¨nnen.
Escape Sequenzen und Paketla¨nge ermo¨glichen es, die fu¨r Delimiter reservierten Sonderzei-
chen trotzdem als Teil des Zeichenalphabetes fu¨r die U¨bertragung zu verwenden. Sie werden
dabei durch den Protokollautomaten automatisiert auf spezielle, vordefinierte Zeichenfolgen
abgebildet. Da diese Repra¨sentationen das Datenpaket verla¨ngern und dies Auswirkungen auf
die La¨nge der zu u¨bertragenden Nutzdaten hat, mu¨ssen sie ebenfalls vom PH bearbeitet wer-
den. Daraus ergibt sich folglich auch die Notwendigkeit, La¨ngenangaben korrekt zu interpretie-
ren. Das Setzen dieser La¨ngenangaben kann jedoch auch im Sequence Handler vorgenommen
werden, da hier bereits alle no¨tigen Informationen, d.h. Gesamtla¨nge der Nutzdaten exklusive
Escapesequenzen, vorliegen.
Auch die Sequenznummern, welche ha¨ufig fu¨r die Besta¨tigung empfangener Datenpakete zum
Einsatz kommen, sollten effizient durch die Protocol Handler verarbeitet werden, um den
Verbindungsaufbau oder die Routensuche nicht unno¨tig zu verzo¨gern. Die Generierung der
Acknowledgement-Pakete erfolgt dabei im Protocol Handler des Verbindungsmanagements.
Pru¨fsummen dienen der Sicherung der Datenu¨bertragung und werden meist u¨ber Header-
und Nutzdaten gebildet. Da einige Headerinformationen jedoch erst im Protocol Handler zur
Verfu¨gung stehen, kann auch die Pru¨fsumme erst hier berechnet und gesetzt werden.
Identifikatoren zur Erkennung des Pakettyps sind fu¨r den Protocol Handler ebenfalls von Re-
levanz, da spezielle Kontrollpakete ggf. direkt an das Verbindungsmanagement weitergelei-
tet werden mu¨ssen. Im Falle einer Konvertierung durchlaufen diese Pakete jedoch nicht den
herko¨mmlichen Verarbeitungsprozess und mu¨ssen separat betrachtet werden.
Ausschließlich vom Sequence Handler verarbeitete Datenfelder sind bspw. Adressen, Nutzdaten
sowie Konstanten (z.B. Flags oder Versionsnummern) und ggf. Konfigurationen. Hierbei ist ein
minimaler Aufwand zu veranschlagen.
Die vorangegangenen Erkenntnisse zeigen, dass viele Paketelemente exklusiv durch die Proto-
col Handler analysiert und verarbeitet werden mu¨ssen. Der Funktionsumfang und die Komple-
xita¨t des Sequence Handlers beschra¨nkt sich auf ein Minimum.
Im urspru¨nglichen IFB Ansatz war ein wesentlicher Grund fu¨r diese Funktionstrennung der
parallele Betrieb aller Funktionseinheiten im Zuge der Hardwareumsetzung auf einem FPGA.
Auch die Realisierung des hier vorgestellten EAN Konzeptes ist mit einer strikten Trennung von
SH und PH konzeptionell mo¨glich, sofern wie in Abbildung 4.18 dargestellt, eine zusa¨tzliche
Komponente das Verbindungsmanagement kapselt und den Zugriff auf das Medium sichert.
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Abbildung 4.18.: Anwendung des IFB Konzeptes auf drahtlose Netzwerkschnittstellen. Ein Verbindungsma-
nagement muss dazu alle relevanten Informationen bzgl. Quell- und Zieladressen sowie die
Stati aktiver Kommunikationskana¨le verwalten. Bei Bedarf ko¨nnen hardwarespezifische Steu-
erkommandos an die einzelnen Funkmodule gesendet werden.
4.4.2. Extended Interface Block (xIFB)
Der im Rahmen dieser Arbeit vorgestellte Ansatz soll jedoch in Software umgesetzt werden.
Eine Mikrocontroller-Implementierung mit µ-Betriebssystem und entsprechender Software-
Verarbeitungskomponenten ist dabei deutlich einfacher realisierbar und bietet eine flexiblere
Ausgangsbasis fu¨r modulare Erweiterungen. An dieser Stelle ist eine Integration von PH und
SH in eine umfassende Verarbeitungseinheit erheblich besser beherrschbar. Desweiteren ist eine
FPGA Realisierung unverha¨ltnisma¨ßig teurer. Dieser wirtschaftliche Aspekt ist besonders bei
einem Einsatz in großen Stu¨ckzahlen und in mobilen Endgera¨ten ein wichtiges Entscheidungs-
kriterium.
Zentraler Punkt der IFB Anpassungen ist daher die Auflo¨sung der bisherigen Aufgabenver-
teilung von Sequence Handler und Protocol Handler. Im Zuge der Extended Inferface Block
(xIFB) Erweiterung erfolgt hier eine komplette Integration sowohl von prozeduralen als auch
von syntaktischen Protokolleigenschaften in ein u¨berspannendes Element, welches als Inter-
face Handler (IH) definiert wird (siehe Abbildung 4.19). In Hinblick auf das Softwaredesign ist
dieser Schritt sinnvoll und hinreichend. Die einzelnen IH werden weiterhin durch eine zentrale
Steuerinstanz koordiniert. Eine zusa¨tzliche Komponente kapselt das Verbindungsmanagement
fu¨r alle drahtlosen Kommunikationskana¨le.
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Abbildung 4.19.: Urspru¨ngliche IFB Funktionalita¨t (links) und die Erweiterungen / Modifikationen im Rah-
men dieser Arbeit (rechts). Drei wesentliche Punkte werden deutlich: 1) die Integration
von Protocol Handler und Sequence Handler in einen umfassenden Interface Handler (IH).
2) Die erweiterten Funktionalita¨ten zur korrekten Bearbeitung variabler Paketla¨ngen so-
wie zur Generierung dynamischer Headerelemente. 3) Die gekapselte Funktionalita¨t fu¨r das
Verbindungsmanagement.
Das entstandene Design weist dabei A¨hnlichkeiten zu herko¨mmlichen Routern auf, welche
ebenfalls Daten zwischen verschiedenen Netzwerkschnittstellen und Teilnetzen auf Basis einer
definierten Metrik weiterleiten. Bei genauer Betrachtung bestehen jedoch deutliche Unterschie-
de. Zum einen sind die IH generisch an das jeweilige Ursprungs- und Zielprotokoll adaptier-
bar. Diese Flexibilita¨t ermo¨glicht schließlich die Konvertierung innerhalb verschiedener Proto-
kollstacks und auf verschiedenen Protokollebenen. Die im Rahmen dieser Arbeit betrachteten,
drahtlosen Kommunikationsschnittstellen unterscheiden sich dabei in den gesamten Protokoll-
stacks. Herko¨mmliche Routerhardware ko¨nnte diese Kopplung nicht u¨bernehmen.
Desweiteren kapselt das EAN Konzept das komplettes Verbindungsmanagement sowohl auf
dem MAC Layer als auch auf Netzwerkebene in eine separate Komponente (siehe Ab-
schnitt 4.4.3). Auf dem MAC Layer beinhaltet dies Prozesse fu¨r den funkstandardkonformen
Verbindungsauf- und -abbau sowie eine automatisierte U¨berwachung aller aktiven Verbindungs-
kana¨le und ggf. auch Methoden zur Topologieoptimierung. Auf Netzwerkebene kommen ange-
passte Cross-Layer Routing-Funktionalita¨ten hinzu (siehe Abschnitt 4.4.4). Durch die Kapse-
lung des Verbindungsmanagements bleibt die Komplexita¨t der Interface Handler beherrschbar.
Die einzelnen Funkmodule verfu¨gen jeweils u¨ber dedizierte Schnittstellen zur Ansteuerung auf
Basis einer eigensta¨ndigen API. Fu¨r die Kopplung mehrerer solcher Funkmodule ist folglich
kein Zugriff auf alle funkstandardspezifischen Protokolldetails notwendig. Der xIFB setzt direkt
auf den Schnittstellen der Module auf und erlaubt eine hardwarenahe Integration.
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Abbildung 4.20 verdeutlicht die integrierten Funktionalita¨ten des EAN Konzeptes in einem Ge-
samtschema. Die Segmentierung der jeweiligen Funktionsblo¨cke ist deutlich erkennbar. Sowohl
das Host-System als auch die LCU werden u¨ber einen dedizierten IH angebunden. Gleiches gilt
fu¨r die einzelnen Funkmodule. Jedes IH Modul kann voneinander unabha¨ngig implementiert
und bei Bedarf ausgetauscht werden. Die CU koordiniert den Verarbeitungsprozess.
Abbildung 4.20.: xIFB Anpassungen mit der Integration der Protocol Handler und Sequence Handler in die
Interface Handler (IH). Die Link Controller Unit (LCU) als weitere zentrale Komponente
wird u¨ber einen separaten IH eingebunden.
4.4.3. Link Controller Unit (LCU)
Im Rahmen des EAN Konzeptes kommt fu¨r das Verbindungsmanagement eine gekapselte Kom-
ponente zum Einsatz - die Link Controller Unit (LCU). Diese verwaltet auf der unteren Proto-
kollebene Punkt-zu-Punkt Datenkana¨le in der direkten Nachbarschaft (Single-Hop). Gleichzei-
tig pru¨ft die LCU auf Netzwerkebene (Multi-Hop) Routenpfade zur den jeweiligen Zielknoten
hinsichtlich ihrer Erreichbarkeit.
Abbildung 4.21 zeigt die Struktur des Moduls. Auf die einzelnen Komponenten wird nun na¨her
eingegangen.
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Abbildung 4.21.: Schematische Darstellung der LCU Einheit und deren Anbindung an den EAN Kern. Die
einzelnen Komponenten und deren Interaktion sind deutlich erkennbar.
4.4.3.1. Processing Core
Der Processing Core repra¨sentiert die zentrale Kontrollinstanz innerhalb der LCU. Er koordi-
niert die Analyse und Verarbeitung aller Adressinformationen. Er stellt gleichzeitig die Schnitt-
stellen zum EAN Gesamtsystem zur Verfu¨gung. Weiterhin greift der Processing Core auf hin-
terlegte, funkmodulspezifische Befehlssa¨tze zu und generiert bei Bedarf hardwarespezifische
Steuerkommandos fu¨r die Funkmodule.
4.4.3.2. Control Interface und Interface Handler
Fu¨r die Anbindung an den xIFB existieren zwei dedizierte Kommunikationspfade. U¨ber einen
separaten IH werden Headerinformationen aus den Datenpaketen vom xIFB empfangen und
anschließend analysiert. Diese umfassen prima¨r Routen- und Adressinformationen sowie dazu-
geho¨rige Netzwerkinterfaces. Optionale Parameter, welche Ru¨ckschlu¨sse auf die Qualita¨t des
Verbindungskanals ermo¨glichen, werden ebenfalls verarbeitet.
Ein separater Steuer- und Kontrollpfad (Control Interface) bietet eine direkte Anbindung an
die CU sowie an die einzelnen Funkmodule. Die Anbindung ermo¨glicht dabei eine zeitliche
Koordinierung des Paketverarbeitungsprozesses zwischen xIFB und LCU.
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4.4.3.3. Routen-Cache
Um die Netzlast in der Topologie wa¨hrend des Betriebes zu reduzieren, nutzt die LCU Caching-
Mechanismen, welche es erlauben, aktuelle Routeninformationen in einem definierten zeit-
lichen Rahmen und in begrenztem Umfang zwischenzuspeichern. Diese stehen somit ohne
Verzo¨gerung und ohne ein erneutes Route-Request zur Verfu¨gung.
Route Cache Container
Netzadresse Subnetz Gateway Metric Age
134.109.1.1 255.255.254.0 134.109.2.254 1 4
134.109.18.22 255.255.192.0 134.109.63.254 2 6
1.2.3.4 255.240.0.0 134.109.184.254 0 1
Interface
0
2
1
... ... ... ... ......
Abbildung 4.22.: Eine mo¨gliche Struktur innerhalb des Routen-Cache Containers.
Der Routen-Cache-Container entha¨lt dabei die extrahierten Routeninformationen fu¨r gu¨ltige
Pfade in der n-Hop-Nachbarschaft (n > 1) (Abbildung 4.22). Er ist nach dem LRU7 Prinzip
organisiert. Bei Erreichen des Kapazita¨tslimits entfernt dieser selbststa¨ndig die am la¨ngsten
nicht mehr genutzten Eintra¨ge. Diese verwendete Caching-Strategie ist leicht umzusetzen und
erfordert nur minimale Hardwareressourcen. Alternativ ist auch eine FIFO8-basierte Cacheor-
ganisation denkbar, bei der jeweils strikt die a¨ltesten Eintra¨ge verdra¨ngt werden.
4.4.3.4. Link Management Cache (LMC)
Dieser Cache-Container verwaltet Low-Level Verbindungsinformationen fu¨r Kommunikations-
kana¨le in der direkten Nachbarschaft. Er beinhaltet Hardware-Adressen sowie notwendige Ver-
bindungsidentifikatoren Connection Handles, welche im Zuge einer Verbindungsinitialisierung
generiert werden (Abbildung 4.23). Die interne Organisation gleicht dabei der des Routen-
Caches.
LMC Container
Hardwareadresse InterfaceVerbindungsidentifikator Qualität Age
00:21:85:AD:2A:6C 0<connectionHandle_1> 1 3
12:53:AF:B3:26:32 2<connectionHandle_2> 1 1
00:11:22:33:44:55 1<nicht notwendig> 4 4
... ...... ... ...
Abbildung 4.23.: Eine mo¨gliche Struktur innerhalb des Link Management Cache Containers.
7Least Recently Used
8First In First Out
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4.4.3.5. Abstract Interface Management API (AIM)
Diese Komponente stellt eine API mit abstrakten Funktionen fu¨r das Verbindungsmanagement
bereit. Die einzelnen Funktion sind dabei auf eine Menge funkmodulspezifischer Low-Level
Befehlsa¨tze (Instruction Sets) abgebildet und repra¨sentieren gekapselte Zustandsautomaten. Der
Funktionsumfang beinhaltet grundlegende Prozesse fu¨r die Netzwerkkommunikation, wie z.B.
discoverNodes(), connect(), disconnect() sowie send() und receive(). Diese Parametrisierung
dieser Funktionen ha¨ngt von der Hardware als auch vom Funkstandard ab und muss an die
Gegebenheiten angepasst werden. Lo¨sungsansa¨tze fu¨r die modulare Hardware-Integration und
Erweiterung wurden in Abschnitt 4.3.1.5 bereits vorgestellt. Wa¨hrend des Betriebes greift die
AIM auf die Wissensbasis des Link Management Caches und des Routen-Caches zu.
4.4.4. Energy Balanced Cooperative Routing (EBCR)
Resultierend aus den konzeptionellen Routing-Anforderungen an das EAN Konzept wurde ein
geeignetes Verfahren konzipiert. Dabei entstand ein hybrides Routingprotokoll - das Energy
Balancing Cooperative Routing (EBCR) Verfahren [5, 7]. Es kombiniert Routingstrategien aus
dem Bereich mobiler Ad Hoc Netzwerke mit zusa¨tzlichen, kooperativen Aspekten drahtloser
Sensornetzwerke.
Frame an 
Schnittstelle 
empfangen
Daten an Router 
adressiert?
Daten verwerfen
Ende
Prüfsumme ok?
Header- / Footer 
entfernen
IP-Adresse Ziel 
extrahieren
Routing nötig?
Paket verarbeiten 
& Antwort senden
Zuordnung IP mittels 
Routing-Tabelle oder 
Route-Request
Übereinstimmung?
Default Route 
vorhanden?
Daten verwerfen
Nachricht „Ziel 
nicht erreichbar“ 
senden Ende
Weiterleitung der 
Daten an gewählte 
Schnittstelle
Prüfsumme 
aktualisieren
Header 
aktualisieren
Erstelltes Frame 
weiterleiten
Abbildung 4.24.: Der allgemeine Ablauf eines IP basierten Routingprozesses, dargestellt als UML
Zustandsdiagramm.
Zum besseren Versta¨ndnis verdeutlicht Abbildung 4.24 schematisch einen allgemeinen, proze-
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duralen Routingablauf. Der Zeitpunkt fu¨r eine evtl. notwendige Pfadsuche ist dunkel markiert.
Dieser Ablauf unterteilt sich in den Empfang der Daten, die anschließende Pru¨fung und Ver-
arbeitung der darin enthaltenen Informationen sowie die Bestimmung der zu nutzenden Netz-
werkinterfaces und das Versenden der angepassten Datenpakete.
EBCR repra¨sentiert einen Cross-Layer-Routing Ansatz, welcher zusa¨tzlich lokale Systeminfor-
mationen der Netzwerkknoten in seine Wissensbasis integriert [89, 193, 195]. In Folge des-
sen stu¨tzen sich die Routenberechnungen auf Informationen unterschiedlicher Protokollebenen,
wodurch vielfa¨ltige Mo¨glichkeiten fu¨r Optimierungen entstehen.
Innerhalb des EBCR Verfahrens werden diese zusa¨tzlichen Informationen der Systemhardware
genutzt, um differierende Energieniveaus zwischen einzelnen Netzwerkknoten auszugleichen.
Das Routingverfahren pru¨ft dazu den Ladezustand der jeweiligen Knoten. Diese Informationen
fließen in die Gewichtung und Priorisierung der gefundenen Routenpfade ein. Durch die daraus
resultierende Lastverteilung kann eine Optimierung der Lebensdauer aller Knoten erfolgen, was
die Erreichbarkeit der gesamten Topologie steigert. Knoten mit kritischem Ladezustand werden
geschont, Pfade mit hinreichend Energiereserven entsprechend favorisiert.
EBCR arbeitet auf Basis einer reaktiven Pfadsuche. Im Gegensatz zu proaktiven Verfahren exis-
tiert keine permanent gepflegte Routingtabelle, welche zu jedem Zeitpunkt einen gu¨ltigen Pfad
fu¨r einen Zielknoten bereitstellt. Im MANET Umfeld wu¨rde dies in Folge der hohen Knoten-
dynamik zu einem erheblichen Protokolloverhead fu¨hren. Folglich stoßen proaktive Verfahren
an dieser Stelle schnell an ihre Leistungsgrenzen und sind nicht mehr effizient einsetzbar.
Reaktiven Routingverfahren starten im Zuge der Verbindungsinitialisierung zuna¨chst ein Route-
Request. Somit erfolgt erst bei Bedarf eine Pfadsuche und -selektion. Diese Suche verursacht
Verzo¨gerungen zu Beginn einer jeden Kommunikation.
Im Umfeld von MANETs erscheint aufgrund dessen der Einsatz eines hybriden Routingverfah-
rens sinnvoll. EBCR arbeitet reaktiv und integriert zusa¨tzliche Caching-Mechanismen um die
Latenzen zu verringern. Dabei speichert das Verfahren gefundene, gu¨ltige Routen fu¨r ein vorde-
finiertes Zeitfenster und kann bei Bedarf auf diese zuru¨ckgreifen ohne erneut eine aufwendige
Pfadsuche zu starten. Parameter, wie bspw. die maximale Anzahl oder die Gu¨ltigkeitsdauer der
Eintra¨ge im Routingcaches, mu¨ssen dabei an die Dimensionen sowie die Dynamik der Topolo-
gie angepasst werden.
4.4.4.1. Definition Kostenvektor
Zentraler Bestandteil des EBCR-Verfahrens ist ein dynamischer Kostenvektor zur Berechnung
der Route, welcher funkstandard- und hardwarespezifische Parameter aus den lokal verfu¨gbaren
Netzwerkinformationen sowie aus dem Systemstatus integriert. Die abstrakten Kostenwerte
beinhalten dabei neben Grundkosten fu¨r den Betrieb der Funkmodule und mehreren funkstan-
dardspezifischen Parametern auch Kosten fu¨r die Konvertierung zwischen unterschiedlichen
Kommunikationsstandards.
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• Anzahl Hops in Form von Grundkosten fu¨r die Behandlung von Datenpaketen
(Basic Costs per Hop Cbase)
• Eigenschaften des genutzten Funkstandards
- Komplexita¨t der Verbindungsinitialisierung (Channel Initialisation Cinit)
- Energiebedarf in Form der beno¨tigten Feldsta¨rke (Sendeleistung fu¨r das Erreichen
des Kommunikationspartners Transmitting Power Consumption Ctpow)
- Datenrate / U¨bertragungszeit (Overall Data Transmission Time Cttime)
- Latenzzeiten (Data Packet Latency Clat)
• Kosten fu¨r den Wechsel des Funkstandards (Swap radio standard Cswap)
• verfu¨gbare Energieressourcen (gera¨tespezifisch - Current Energy Level Ce level)
Die verfu¨gbaren Energieressourcen repra¨sentieren einen systemhardware-bezogenen Parame-
ter, welcher fu¨r das bereits erwa¨hnte Ausbalancieren der topologieweiten Energieniveaus durch
das EBCR Verfahren eine zentrale Rolle einnimmt und Routenentscheidungen wesentlich be-
einflusst. Die jeweiligen Parameter fließen in eine Gesamtfunktion ein, welche die Kosten fu¨r
einen gefundenen und gu¨ltigen Routenpfad abstrahieren. Einzelnen Faktoren mu¨ssen dabei ge-
nauer definiert werden:
Ce level =
1
Pcurrent
mit 0.1 ≤ Pcurrent ≤ 1.0
Ctpow = 1 + (CtpowmaxRSx · P
2
transmit)
mit 0.1 ≤ Ptransmit ≤ 1.0
Cttime = CttimemaxRSx · Ptransmit
mit 0.1 ≤ Ptransmit ≤ 1.0
Pcurrent . . . aktueller Ladezustand
Ptransmit . . . zur U¨bertragung no¨tige Sendeleistung
Basierend auf den Parametern folgt die Herleitung der Gesamtkosten. Dabei wird jeder Ko-
stenparameter mit dem jeweils definierten Gewichtungsszenario multipliziert. Die Summe aller
Faktoren ergibt den abstrakten Kostenwert fu¨r die Datenu¨bertragung in einem Netzwerkknoten.
Zur Bestimmung der Gesamtkosten eines Routenpfades werden diese Kosten u¨ber alle Hops
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der Route aufsummiert:
Coverall =
#Hops∑
i=1
(
n∑
j=1
(wj · Cj))
=
#Hops∑
i=1
(wbase · Cbase + we level · Ce level
+winit · Cinit + wtpow · Ctpow + wttime · Cttime
+wlat · Clat + wswap · Cswap)
n . . . Anzahl Parameter
wx . . . Gewichtung des Parameters Cx
Je nach Anwendungsszenario ermo¨glicht ein zusa¨tzlicher Gewichtungsfaktor wx eine verfei-
nerte Priorisierung der einzelnen Parameter Cx, bspw. Netzwerklatenz oder Datendurchsatz,
was die Selektion der optimalen Route entsprechend beeinflusst. Die Kostenfunktion integriert
weiterhin Parameter fu¨r den no¨tigen Aufwand eines initialen, funkstandardspezifischen Kanal-
aufbaus, der sich von Technologie zu Technologie teilweise stark unterscheidet. Ein typisches
Beispiel hierbei ist der in Kapitel 2.2.1 vorgestellte, komplexe Kommunikationsprozess zweier
Bluetooth-Endgera¨te mit der dazugeho¨rigen Aushandlung eines Dienstprofiles, welcher erhebli-
che zeitliche Ressourcen bindet. Im Gegensatz dazu ist die Kommunikation via ZigBee deutlich
einfacher. Diese Unterschiede mu¨ssen in der Modellierung entsprechend beachtet werden.
4.4.4.2. Prozeduraler Ablauf des EBCR Verfahrens
Grundlage fu¨r das EBCR Verfahren ist eine rekursiv ablaufende Tiefensuche, welche vom rou-
tensuchenden Startknoten in Form eines Route-Requests initiiert wird. Im Zuge der Routenbe-
rechnung der Quelle src zur Senke dst sind die Abbruchbedingungen der Rekursion in einem
Knoten n, welcher eine Routenanfrage empfa¨ngt, wie folgt definiert:
• n = dst, d.h. der Zielknoten ist erreicht.
• der Knoten n wurde im bereits zuru¨ckgelegten Suchpfad schon einmal gefunden (Kreis-
freiheit sicherstellen).
• auf Basis vorangegangener Suchanfragen existiert im Routencache des Knoten n eine
gu¨ltige Route zum Zielknoten dst.
• auf Basis vorangegangener Suchanfragen existiert im Routencache bereits einen gleich
langer oder ku¨rzerer Routenpfad von der Quelle src zum aktuellen Knoten n.
Im Falle des Eintreffens einer oder mehrerer dieser Bedingungen wird die Routenanfrage nicht
weiter bearbeitet und verworfen. Anderenfalls startet ein neuer Rekursionsschritt durch das
Weiterleiten der Routenanfrage von Knoten n an seine unmittelbare Nachbarschaft, wobei die
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Kostenwerte des mitgefu¨hrten Kostenvektors entsprechend aktualisiert werden. Aufgrund der
genannten Abbruchbedingungen erreicht das EBCR Verfahren eine lineare Laufzeit, was be-
sonders in Hinblick auf große Ad Hoc Topologien von entscheidender Relevanz ist. Je nach
Metrik wird aus den gu¨ltigen Antworten der Routinganfragen die jeweils beste Route (sofern
vorhanden) selektiert. Abbildung 4.25 verdeutlicht den Ablauf des EBCR Verfahrens in einer
Pseudocode-Darstellung.
Im Falle gu¨ltiger Eintra¨ge in den Cache-Containern existiert bereits ein gepru¨fter Pfad zum Ziel-
knoten und der gesamte Wegefindungsprozess kann u¨bersprungen werden. Alternativ ko¨nnen
auch mehrere Alternativrouten gespeichert und genutzt werden, wodurch prinzipiell auch Mul-
tipath-Routingfunktionalita¨ten realisierbar sind (siehe Kapitel 3.1.2).
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Knoten sind nur in seltenen Fa¨llen bekannt oder deterministisch ermittelbar. Daher ko¨nnen be-
kannte und leistungsfa¨hige Wegfindungsalgorithmen, wie bspw. Dijkstra oder A* als heuristi-
sches Verfahren, nicht zum Einsatz kommen. Die Knoten sind, bedingt durch die Dynamik,
gezwungen, alle in der direkten Nachbarschaft verfu¨gbaren Kommunikationspartner entweder
periodisch auf Ihre Erreichbarkeit abzufragen (proaktiv) oder die Verbindungen jeweils bei Be-
darf neu zu pru¨fen (reaktiv).
4.4.4.3. Beeinflussung der Gewichtungsfaktoren durch Anforderungen an den
Kommunikationskanal
Die Gewichtungsfaktoren der einzelnen Kostenparameter ko¨nnen zur Laufzeit durch anwen-
dungsspezifische Anforderungen an den Kommunikationskanal beeinflusst werden. Mo¨glich-
keiten um diese Metadaten von der Softwareebene in den EAN Kern zu u¨bermitteln wurden
bereits in Abschnitt 4.3.1.3 diskutiert. EBCR verarbeitet die in den IP Headern enthaltenen Me-
tadaten um so die Pfadsuche entsprechend zu optimieren. Dies erfolgt durch eine dynamische
Anpassung der einzelnen Gewichtungsfaktoren nach einem definierbaren Regelsatz.
Konzeptbedingt ko¨nnen an dieser Stelle auch Probleme auftreten. EBCR basiert auf einem re-
aktiven Routingansatz, welcher bei Bedarf eine optimale Route berechnet. Erfolgt wa¨hrend
der Kommunikation eine A¨nderung der nutzerseitigen Anforderungen, treten unter Umsta¨nden
Verzo¨gerungen in Folge einer erneuten Pfadsuche auf. Diese Verzo¨gerungen sollten eliminiert
oder zumindest minimiert werden. Einerseits besteht eine einfache Mo¨glichkeit in der Pflege
mehrerer Routenpfade, welche jeweils unterschiedlichen Anforderungen genu¨gen. Bei einem
initialen Route-Request mu¨ssen dabei aber mehr Ressourcen zur Verfu¨gung gestellt werden.
Ein weiterer Lo¨sungsansatz nutzt je nach Priorita¨t der Daten unterschiedliche Routingverfah-
ren. Zeitkritische Nutzdaten werden dabei nicht auf Basis des EBCR Verfahren u¨bertragen. An-
statt dessen ko¨nnte ein Flooding-Mechanismus genutzt werden, um die Daten schnellstmo¨glich
an den Zielknoten zu u¨bermitteln. Ein erho¨hter Energiebedarf wird hierbei bewusst in Kauf ge-
nommen. Derartige Erweiterungen stehen jedoch nicht im Fokus des vorgestellten Verfahrens
und repra¨sentieren lediglich Ansatzpunkte fu¨r weiterfu¨hrende, hybride Lo¨sungsansa¨tze.
4.5. Ablauf des Verarbeitungsprozesses
Nachdem der Aufbau des Systems verdeutlicht und die einzelnen Komponenten vorgestellt wur-
den, steht nun der prozedurale Ablauf fu¨r die Paketverarbeitung im Vordergrund.
Der in Abbildung 4.26 dargestellte Multistandard-Knoten zeigt dabei nochmals die Beziehung
der bereits erla¨uterten Komponenten. Zusa¨tzlich wird die Aufteilung in standardisierte Hardwa-
re, EAN Middleware sowie Host-System Anbindung verdeutlicht.
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Abbildung 4.26.: Schematische Darstellung eines EAN Netzwerkknoten. Dabei ist die Umsetzung auf 3 Ebe-
nen unterteilt. Gekapselte Funkmodule, welche u¨ber eine programmierbare Middleware ko-
ordiniert werden. Das Hostsystem mit Betriebssystem und Software ist u¨ber eine dedizierte
Schnittstelle angebunden.
4.5.1. Protokollkonvertierungsprozess
Die Verarbeitung eines Datenpaketes im xIFB erfolgt in mehreren Stufen unterschiedlicher
Komplexita¨t. Abbildung 4.27 verdeutlicht den Gesamtprozess. Die statische Kernfunktionalita¨t
des urspru¨nglichen IFB Ansatz bleibt erhalten. Im Rahmen des vorgestellten EAN Konzeptes
kommen Funktionsblo¨cke fu¨r die Bearbeitung dynamischer Paketelemente sowie fu¨r das Ver-
bindungsmanagement hinzu.
Die Verarbeitungsprozess beginnt mit dem protokollkonformen Empfang eines Datenpaketes.
Fu¨r die korrekte Behandlung von Datenpaketen mit variabler La¨nge wird dazu zuna¨chst der
Protokoll-Header analysiert. Ist dann die Paketla¨nge bekannt, kann das Paketende korrekt ermit-
telt werden. Im Anschluss werden die Adressinformation von Quell- und Zielhost aufbereitet
und die Nutzdaten extrahiert.
Sind die Daten nicht fu¨r das eigene Host-System bestimmt, kann das Verbindungsmanagement
nun aus der Menge mo¨glicher Funkmodule je nach Metrik ein geeignetes Ausgabeinterface de-
finieren. Bevor die Daten nun u¨ber das gewa¨hlte Interface u¨bertragen werden ko¨nnen, muss das
System sicherstellen, dass ein gu¨ltiger Verbindungskanal zur Gegenstation verfu¨gbar ist. Falls
94
4.5. Ablauf des Verarbeitungsprozesses
dies nicht der Fall ist, pru¨ft das Verbindungsmanagement mittels hardwarespezifischer Steu-
erkommandos den Verbindungsstatus des Funkmoduls und baut gegebenenfalls einen neuen
Kommunikationskanal auf. Schla¨gt dieser Vorgang fehl, muss der Prozessablauf unterbrochen
und nach alternativen Verbindungen gesucht werden.
Kapseln der Nutzdaten in 
konformen Protokollrahmen
Senden des Paktes über 
das gewählte Interface
Header-auswertung
Berechnung dynamischer Paket-
Elemente
Extraktion relevanter Adress- / 
Verbindungsdaten
Routenberechnung /Interfaceauswahl
Initiierung / Prüfung des 
Kommunikationskanals
Start
Erweiterte EAN 
Funktionalität 
VerbindungsmanagementStatische Abläufe Dynamische Abläufe
Konvertierung der Nutzdaten für 
das Zielprotokoll
Empfang der Nutzdaten 
(längenabhängig)
Empfang der Protokollheaders
Abbildung 4.27.: Erweitertes IFB Konzept (xIFB). Neben der Integration von Sequence- und Protocol Handler
in das u¨bergeordnete Interface Handler (IH) Konstrukt umfasst der Ansatz im Wesentlichen
die Funktionalita¨ten der Link Controller Unit, auf die im weiteren Verlauf dieses Kapitels
noch detailliert eingegangen wird.
Verla¨uft die Verbindungspru¨fung erfolgreich, beginnt die protokollkonforme U¨bertragung der
Daten. Dazu werden die Nutzdaten fu¨r das Zielprotokoll angepasst. Es folgt die Berechnung
aller dynamischer Header- und Footerelemente und die Kapselung der Nutzdaten in den Proto-
kollrahmen.
Abbildung 4.28 verdeutlicht die einzelnen Anpassungsprozesse im Zuge der Protokollkonver-
tierung. Diese werden modular fu¨r die jeweils integrierten Funkstandards umgesetzt und auf
95
4. Embedded Ambient Networking
endliche Zustandsautomaten abgebildet.
Im Zuge der Header- und Footer-Konvertierung (U¨bergang von Funkstandard 1 zu Funkstan-
dard 2) erfolgen je nach Kommunikationsprotokoll A¨nderungen in der Reihenfolge einzelner
Elemente, inhaltliche Anpassungen sowie die Generierung neuer Elemente bzw. das Entfer-
nen nicht beno¨tigter Informationen. Eventuelle Anpassungen der Nutzdaten beschra¨nken sich
entweder auf A¨nderungen der Byte-Reihenfolge oder auf das Teilen zu langer Datenpakete in
protokollkonforme Segmente.
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Abbildung 4.28.: Anpassungsprozesse wa¨hrend der Protokollkonvertierung geteilt in drei Abschnitte fu¨r Paket-
Header, Nutzdaten (Payload) und Footer.
Die A¨nderungen erfolgen dabei sowohl statisch nach einem vorgegebenen Konvertierungssche-
ma oder auch dynamisch. In diesem Fall mu¨ssen einzelne oder mehrere Elemente der Datenpa-
kete in Abha¨ngigkeit aller Rahmenbedingungen berechnet und angepasst werden. Die Erwei-
terung wurde bereits in Abschnitt 4.4.1 erla¨utert und fu¨hrte im Rahmen der softwareseitigen
Umsetzung auf einem Mikrocontroller zur Einfu¨hrung der Interface Handler als umfassende
Verarbeitungseinheiten.
Nachdem die Nutzdaten sowie die Paketrahmen entsprechend dem ausgewa¨hlten Zielprotokoll
adaptiert wurden, stehen diese im Anschluss fu¨r den Versand bereit.
4.5.2. Verbindungsmanagement innerhalb der LCU
Im Folgenden sollen nun die prozeduralen Abla¨ufe innerhalb der LCU na¨her betrachtet werden.
Abbildung 4.29 stellt diesen schematisch dar und zeigt die einzelnen Verarbeitungsschritte.
Die Koordinierung des gesamten Bearbeitungsprozesses erfolgt durch den Processing Core der
LCU, der zu Gunsten der U¨bersichtlichkeit in der Abbildung nicht mit dargestellt wurde.
Ausgangspunkt eines jeden Verarbeitungsprozesses ist ein eingehendes Datenpaket u¨ber die am
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EAN System gekoppelten Funkmodule. Es erfolgt die Trennung von Nutzdaten sowie Adressin-
formationen und anderen Elementen des Protokollheaders. Anschließend wird der Interface
Handler der LCU durch die CU angestoßen und die extrahierten Adress- und Verbindungs-
informationen u¨bergeben.
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Abbildung 4.29.: Interner Verarbeitungsprozess der LCU und die Anbindung an den EAN Kern u¨ber zwei
dedizierte Schnittstellen. U¨ber ein Control Interface kann direkt mit den einzelnen Funk-
modulen kommuniziert werden. Die bidirektionale Anbindung erlaubt die U¨bermittlung von
Steuerkommandos und die Auswertung von Statusinformationen. Gleichzeitig wird u¨ber die-
sen Pfad der Paketverarbeitungsprozess mit der Control Unit koordiniert. U¨ber den Interface
Handler erfolgt die Kommunikation von Adressinformationen sowie Metadaten.
Daraufhin u¨bernimmt der Processing Core der LCU die weitere Verarbeitung und separiert die
u¨bergebenen Elemente nach Quell-, Ziel- und Zusatzinformationen der jeweiligen Verbindung.
Nach der Analyse werden diese Informationen in die Datenbasis von Routen-Cache und LMC
eingepflegt. Dabei erfolgt im LMC eine Zuordnung von physischen Hardwareadressen auf funk-
modulspezifische, eindeutige Identifikatoren, welche unter Umsta¨nden fu¨r eine erneute Nutzung
der Verbindung beno¨tigt werden. Der Routencache ordnet Quell- und Ziel-Informationen den
jeweiligen physischen Funkmodulen zu. Die maximale Anzahl gepflegter Eintra¨ge ist limitiert
und durch die Cachegro¨ße vordefiniert.
Auf Basis der Zielinformationen und den Cache-Containern kann der Processing Core nun Ent-
scheidungen hinsichtlich der Datenweiterleitung treffen. Liegen gu¨ltige Eintra¨ge fu¨r den Ziel-
host vor, erha¨lt die CU des xIFBs ein Signal u¨ber das Control Interface. Die CU wieder die
Koordinierung des weiteren Protokollkonvertierungsprozess. Im Anschluss werden alle fu¨r den
Paketaufbau beno¨tigten Verbindungsdaten u¨ber den Interface Handler an den xIFB u¨bergeben
und die protokollkonforme U¨bertragung des Paketes eingeleitet.
Steht in den Cache-Containern der LCU kein gu¨ltiger U¨bertragungskanal bereit, muss zuna¨chst
eine neue Verbindung initialisiert werden. Dazu nutzt der Processing Core die Funktionen
der AIM-API. Die Abarbeitung der Verbindungsinitialisierung erfolgt direkt mit den einzel-
nen Funkmodulen u¨ber das Control Interface. Ausgehandelte Connection Handles sind im An-
schluss den Cache-Eintra¨gen zuzuordnen. Im Zuge der Verbindungsinitialisierung kommt auch
das gewa¨hlte Routingverfahren zum Einsatz.
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4.5.3. EBCR-basierter Routingprozess
Der Ablauf des im Rahmen dieser Arbeit vorgestellten EBCR Verfahrens soll anhand des nach-
folgenden Beispielszenarios 4.30 veranschaulicht werden.
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Abbildung 4.30.: Ein einfaches Beispielszenario mit drei mo¨glichen Pfaden von der Quelle A zur Datensenke
Z.
Es soll dabei ein optimaler Kommunikationspfad zwischen Knoten A und Z berechnet werden.
Die initiale Pfadsuche liefert 3 mo¨gliche Routen u¨ber Knoten B, C und D.
Die Knoten A, B und C verfu¨gen dabei u¨ber zwei integrierte Funkmodule unterschiedli-
cher Standards (RS1 und RS2) und Sendereichweiten (TRmax RS1 und TRmax RS2). D und Z
verfu¨gen ausschließlich u¨ber ein Kommunikationsinterface (RS2). ECBR berechnet nun auf Ba-
sis der eingefu¨hrten Kostenfunktion eine optimale Route. Dabei wird der aktuelle Ladezustand
aller besuchter Knoten beru¨cksichtigt. Die beiden FunkstandardsRS1 undRS2 sowie eine stark
energieoptimierte Metrik werden fu¨r das Bsp. wie folgt definiert:
PARAMETER RS1 RS2 wx WBsp
Basiskosten pro Hop Cbase 5 5 wbase 1.0
aktueller Ladezustand Ce level 10-100 10-100 we level 1.0
Verbindungsinitialisierung Cinit 1 1 winit 1.0
Energie fu¨r die Datenu¨bertragung Ctpow 1-10 3-30 wtpow 0.8
U¨bertragungsdauer Cttime 2-20 0.5-10 wttime 0.3
U¨bertragungslatenzen Clat 20 10 wlat 0.3
Funkstandardwechsel Cswap 2 2 wswap 1.0
Tabelle 4.1.: Definition der beiden Funkstandards RS1 und RS2 mit der Aufschlu¨sselung aller abstrakter Ko-
stenparameter. Rechts das gewa¨hlte Gewichtungsszenario fu¨r die Kostenfunktion C.
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Die Routenkosten berechnen sich dabei auf Basis der Kostenfunktion:
Coverall =
#Hops∑
i=1
(
n∑
j=1
(wj · Cj))
=
2∑
i=1
(wbase · Cbase + we level · Ce level
+winit · Cinit + wtpow · Ctpow + wttime · Cttime
+wlat · Clat + wswap · Cswap)
Daraus ergeben sich die folgenden abstrakten Routenkosten:
Coverall A−B−Z =
(
1.0 · (2 · 5) + 1.0 · 10
0.8
+ 1.0 · 1 + 0.8 · 10 + 0.3 · 20 + 0.3 · 20 + 1.0 · 0
)
+(
1.0 · (2 · 5) + 1.0 · 10
0.2
+ 1.0 · 1 + 0.8 · 30 + 0.3 · 10 + 0.3 · 10 + 1.0 · 2
)
= 136.5
Coverall A−C−Z =
(
1.0 · (2 · 5) + 1.0 · 10
0.8
+ 1.0 · 1 + 0.8 · 10 + 0.3 · 20 + 0.3 · 20 + 1.0 · 0
)
+(
1.0 · (2 · 5) + 1.0 · 10
0.5
+ 1.0 · 1 + 0.8 · 30 + 0.3 · 10 + 0.3 · 10 + 1.0 · 2
)
= 106.5
Coverall A−D−Z =
(
1.0 · (2 · 5) + 1.0 · 10
0.8
+ 1.0 · 1 + 0.8 · 30 + 0.3 · 10 + 0.3 · 10 + 1.0 · 0
)
+(
1.0 · (1 · 5) + 1.0 · 10
0.5
+ 1.0 · 1 + 0.8 · 30 + 0.3 · 10 + 0.3 · 10 + 1.0 · 0
)
= 109.5
In Folge dessen wird die Route u¨ber Knoten B sehr niedrig priorisiert, da hier der Ladestand
nur 25% betra¨gt. Die Route u¨ber D erfordert aufgrund der gro¨ßeren Distanz die Nutzung des
Funkstandards RS2 mit einer deutlich ho¨heren Sendeleistung. EBCR wa¨hlt in diesem Beispiel
den Routenpfad u¨ber C, da in dem gewa¨hlten Gewichtungsszenario die Kosten fu¨r die Proto-
kollkonvertierung geringer ins Gewicht fallen als die Datenu¨bertragung u¨ber den hochenergeti-
schen Funkstandard RS2. Je nach Metrik und Gewichtung der einzelnen Parameter kann diese
Entscheidung daher aber auch zu Gunsten der Route A-D-Z getroffen werden.
Die EBCR Kostenfunktion berechnet die Gu¨te eines gefundenen Routenpfades durch das Auf-
summieren der Kostenwerte in jedem Hop. Diese Verfahrensweise bietet dabei auch eine
Schwachstelle. In einem konstruierten Worst Case Szenario beinhaltet ein Routenpfad viele
Knoten mit hervorragenden Eigenschaften, welche minimale Kosten fu¨r das Routing verursa-
chen. Ein einzelner Knoten auf diesem Pfad mit schlechten Leistungsparametern oder geringen
Energiereserven wu¨rde die Routenauswahl unter Umsta¨nden nicht beeinflussen. Die Gesamt-
kosten des Pfades bleiben trotz vereinzelter Schwachstellen weiterhin besser als die von ge-
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fundenen Alternativrouten. Die Folge wa¨re eine Verku¨rzung der Betriebsbereitschaft einzelner
Knoten. Abbildung 4.31 verdeutlicht dies anhand eines Beispiels.
A
Z
Routenpfad 1
Routenpfad 2
Abbildung 4.31.: Konstruiertes Worst Case Szenario fu¨r das EBCR Verfahren. Route 1 verursacht aufgrund der
Rahmenbedingungen deutlich weniger Kosten als Route 2. Dabei fa¨llt ein einzelner Knoten
mit sehr schlechten Kommunikationsparametern oder auch verbrauchten Energieressourcen
kaum ins Gewicht (Knoten im oberen Pfad hervorgehoben). Auch wenn diese Routenwahl
aus Sicht der Kommunikationspartner sinnvoll erscheint, kommt hier der kooperative EBCR
Ansatz hinsichtlich einer globalen Topologieoptimierung ungenu¨gend zum tragen.
Die Problematik kann auf Basis unterschiedlicher Ansa¨tze vermieden oder ausgeschlossen wer-
den. Der Einfluss einzelner Kostenparameter wird wesentlich durch die Gewichtungsfaktoren
definiert. Eine geeignete Parametrisierung ist somit essentiell. Je nach Anwendungsszenario
ko¨nnen bestimmte Kostenparameter, wie bspw. das aktuelle Energieniveau eines Knotens, durch
einen hohen Gewichtungsfaktor priorisiert werden. Somit wirken sich Schwa¨chen in diesen Lei-
stungsparametern sta¨rker auf die Gesamtkosten einer gefundenen Route aus. Einzelne, benach-
teiligte Knoten beeinflussen so die Routenwahl effizienter.
Um der Problematik noch direkter entgegenzuwirken, kann die Auswertung der Kosten pro Hop
nicht in Summe sondern selektiv erfolgen. Dabei werden Engpa¨sse auf den Routenpfaden ein-
zeln betrachtet und fließen nicht in einen Durchschnittsrechnung ein. Dies bedingt jedoch einen
ho¨heren Ressourcenbedarf, da detailliertere Informationen fu¨r jede Route zusammengefu¨hrt
und ausgewertet werden mu¨ssen.
Durch eine sinnvolle Definition der Kostenwerte ist das Auftreten solcher Worst Case Szena-
rien unwahrscheinlich. Im Rahmen dieser Arbeit wurde daher die Kostenfunktion nicht weiter
modifiziert.
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4.6. Konzeptionelle Grenzen
Das EAN Ansatz ist weder uneingeschra¨nkt anwendbar noch beliebig erweiterbar. Daher sollen
an dieser Stelle die konzeptionellen Grenzen aufgefu¨hrt werden.
4.6.1. Leistungsfa¨higkeit EAN-Kern
Die zentralen Komponenten xIFB und LCU stellen in Hinblick auf die Leistungsfa¨higkeit
des Gesamtkonzeptes begrenzende Faktoren dar, da der gesamte Datenfluss u¨ber diese Instan-
zen abgewickelt wird. Folglich entspricht der maximale Datendurchsatz des Gesamtsystems
anna¨hernd der Durchsatzrate innerhalb des xIFBs. U¨bersteigt das Datenaufkommen den Grenz-
wert, werden eingehende Pakete aufgrund u¨berlaufender Puffer nicht mehr ordnungsgema¨ß be-
arbeitet. Folglich kommt es zu Sto¨rungen wa¨hrend der Netzwerkkommunikation, die sich in
Form einer erho¨hten Paketverlustrate [6] manifestieren.
Zusa¨tzlich muss die LCU systemintern die angeschlossenen Funkmodule sowie alle Verbin-
dungskana¨le verwalten. Die maximale Anzahl integrierbarer Funkmodule in ein EAN System
(RSmax) ha¨ngt dabei von drei Faktoren ab - funkstandardspezifischen Kommunikationspara-
metern, funkmodulspezifischen Parametern hinsichtlich der Anbindung an das EAN System
sowie die zur Verfu¨gung stehende Datendurchsatzrate RxIFB intern innerhalb der gegebenen
xIFB Komponente:
RSmax = f(RxIFB intern, P ropRSx , P ropModulRS x)
RSx . . . ein gewa¨hlter Funkstandard
PropRS x . . . Menge aller funkstandardspezifischen Eigenschaften (Datenrate, Latenz, ... )
PropModulRS x . . . Menge aller funkmodulspezifischen Eigenschaften (Schnittstelle, API, ...)
RxIFB intern . . . maximaler Datendurchsatz innerhalb der xIFB Komponente
Die Herleitung der maximalen xIFB Datendurchsatzrate RxIFB intern soll anhand eines Bei-
spiels verdeutlicht werden: Sei Rtotal die Gesamtu¨bertragungsrate dreier Funkmodule der Stan-
dards Bluetooth (RBT ), WLAN (RWLAN ) und ZigBee (RZiBee) entsprechend der Knotenre-
pra¨sentation aus Abbildung 4.26. Unter Einbeziehung eines zusa¨tzlichen Korrekturparameters
α, welcher einen Sicherheitsfaktor fu¨r die xIFB Leistngskapazita¨t repra¨sentiert, errechnet sich
ein Mindestwert fu¨r RxIFB intern wie folgt:
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RBT = R1 = 2.1Mbit/s (Bluetooth 2.0+EDR )
RWLAN = R2 = 54Mbit/s ( IEEE 802.11g )
RZigBee = R3 = 0.25Mbit/s ( IEEE 802.15.4 )
Rtotal = (
3∑
i=1
Ri) + α
Rtotal = 56.35Mbit/s+ α
RxIFB intern ≥ 56.35Mbit/s+ 5.635Mbit/s
RxIFB intern ≥ 61.985Mbit/s
α . . . (10% der Gesamtdatentransferrate)
(Datendurchsatz jeweils brutto und bidirektional)
4.6.2. Komplexita¨t und indirekte Sto¨reinflu¨sse
In Hinblick auf die Integration unterschiedlicher Kommunikationstechnologien in ein EAN-
konformes System steigt die hardwareseitige Komplexita¨t erheblich an. Dies impliziert einen
erho¨hten Energiebedarf der einzelnen Knoten durch den parallelen Betrieb mehrerer Funkmo-
dule, was sich auf abstrakter Ebene in Form von erho¨hten Basiskosten fu¨r den Betrieb auswirkt.
Um nun trotz der gesteigerten Betriebskosten eine Energieoptimierung zu ermo¨glichen, muss
der Energiebedarf wa¨hrend der Kommunikation gesenkt werden. Dies kann einerseits durch ei-
ne intelligente Wahl des zu nutzenden Funkstandards erfolgen, sofern die Rahmenbedingungen
dies ermo¨glichen. Auf der anderen Seite kann Energie durch die Verku¨rzung von Routenpfa-
den gespart werden, da in Folge dessen weniger Knoten fu¨r die Weiterleitung der Datenpakete
einbezogen werden. Zusa¨tzlich ist mit Hilfe geeigneter Cross-Layer Routing-Metriken ein Aus-
balancieren unterschiedlicher Energieniveaus einzelner Netzwerkknoten realisierbar, wodurch
die Erreichbarkeit der gesamten Topologie verla¨ngert wird.
Um dieses Optimierungspotential zu nutzen, ist jedoch ein entsprechendes Datenvolumen vor-
auszusetzen. Je ho¨her die topologieweite Netzlast, desto gro¨ßer ist das Potential fu¨r Energie-
einsparung durch das EAN Konzept. Im Gegensatz dazu ist bei Kommunikationsszenarien mit
geringer Auslastung eine negative Energiebilanz wahrscheinlich.
Neben der funktionalen Paketverarbeitung im Zuge der Protokollkonvertierung ist auch die zeit-
liche Koordinierung der Kommunikation von Interesse. Das vorgestellte EAN Konzept leitet
eingehende Daten nach einer unter Umsta¨nden notwendigen Konvertierung schnellstmo¨glich
auf einem gewa¨hlten Interface weiter. Beim simultanen Betrieb mehrerer Funkmodule unter-
schiedlicher Standards beeinflusst das nicht synchronisierte Zeitverhalten das Interferenzniveau
in der Topologie. Unabha¨ngig vom genutzten Frequenzband wirkt sich dies auf die Verbin-
dungsqualita¨t aus. Derartige Sto¨reinflu¨sse sind nur schwer zu modellieren und die evtl. negati-
ven Auswirkungen auf die Kommunikation in der Topologie kaum berechenbar.
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Weiterhin hat ein EAN System nur begrenzte Einflussmo¨glichkeiten auf die gekoppelten Funk-
module. Diese repra¨sentieren gekapselte Komponenten, deren Ansteuerung u¨ber einen begrenz-
ten Befehlssatz auf ho¨herer Protokollebene realisiert wird. Um eine zeitliche Koordinierung
aller Module zu gewa¨hrleisten, ist ein Low-Level Zugriff auf dem MAC-Layer erforderlich.
Dieser ist jedoch nur in Einzelfa¨llen realisierbar. Daher wurden diese indirekten Einflussgro¨ßen
nicht mit in die Bewertung der Gu¨te einer funkstandardu¨bergreifenden Kommunikation einbe-
zogen. Weiterfu¨hrende Untersuchungen sowie Simulationen auf Basis korrekter physikalischer
Modelle ko¨nnten hier interessante Informationen liefern.
4.6.3. IP Adressierungsmodell und Routing
Weitere konzeptionelle Einschra¨nkungen ergeben sich durch das verwendete Adressierungsmo-
dell auf Basis von IP. Mobile Endgera¨te wie Mobiltelefone oder PDAs besitzen im normalen
Betriebsmodus keine Routing-Funktionalita¨ten und verwerfen jegliche Datenpakete, die nicht
dem eigenen Host zuzuordnen sind. Modifikation an den Systemen sind nur schwer realisier-
bar und wirken außerdem den bereits aufgefu¨hrten Anforderungen entgegen. Ohne zusa¨tzlichen
Aufwand ist es somit nicht mo¨glich, diese Knoten fu¨r die Weiterleitung von Daten zu nutzen
und sie agieren daher ausschließlich als passive Endgera¨te. An dieser Stelle wu¨rde nur eine soft-
wareseitige Erweiterung diese erweiterte Routingfunktionalita¨t bereitstellen. Eine solche Um-
setzung auf ho¨heren Protokollebenen beno¨tigt dabei ohne jeden Zweifel erhebliche Ressourcen
fu¨r die Datenverarbeitung, was das System zusa¨tzlich belastet.
In Hinblick auf die Kompatibilita¨t stellen nicht IP-fa¨hige Kleinstsysteme wie z.B. im Bereich
drahtloser Sensornetzwerke einen Grenzfall dar. Diese verfu¨gen u¨ber keinen TCP/IP Stack und
nutzen meist proprieta¨re U¨bertragungsprotokolle, die auf den weniger komplexen, unteren Pro-
tokollebenen aufsetzen. Sofern Routing-Funktionalita¨ten umgesetzt wurden, geschieht dies auf
Basis von gera¨tespezifischen Hardwareadressen bzw. anderen einfachen Identifikatoren. Die
Routenfindung erfolgt vorwiegend u¨ber primitive Flooding-Mechanismen. Eine hierarchische
Adressierungsbasis zur Kapselung in Teilmengen ist nicht vorhanden. Ohne ein solches Adres-
sierungsmodell sind weiterfu¨hrende Routingansa¨tze nur stark eingeschra¨nkt mo¨glich. Die einzi-
ge mo¨gliche Alternative fu¨r die Integration solcher Systeme ist die Implementierung spezieller
Low Level Kommunikationsprofile, welche speziell an die jeweiligen Netzwerkknoten ange-
passt werden. Die Knoten-Hardware kann somit bei Bedarf direkt angesprochen werden. Ohne
das IP-Adressierungsmodell ist jedoch eine direkte Verbindung zu mindestens einem EAN-
konformen Netzwerkknoten zwingend notwendig, da ein Multihop-Mischbetrieb von IP und
proprieta¨ren Verfahren nicht realisierbar ist. Daher wird Einbindung solcher Hardware im Rah-
men des hier vorgestellten EAN Konzeptes zuna¨chst vernachla¨ssigt.
Handelsu¨bliche Routing-Komponenten und deren TCP/IP Stacks verfu¨gen u¨ber standardisier-
te Routingverfahren auf Basis einer trivialen Hop-Count Metrik. Der klassische, homoge-
ne Systemaufbau realisiert dabei meist nur die Auswahl zwischen verschiedenen drahtlosen
oder drahtgebunden Netzwerkinterfaces eines einheitlichen U¨bertragungsstandards. Ein dyna-
mischer Wechsel des Kommunikationsstandards bei mehreren parallelen U¨bertragungskana¨len
zum gleichen Host, ist nur sehr stark eingeschra¨nkt oder u¨berhaupt nicht mo¨glich. Routingver-
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fahren wie RIP sind mit den erweiterten Routingprotokollen des EAN Konzeptes ausschließlich
kompatibel. Effiziente Optimierungen des Routenpfades sind auf solchen Hardwarekomponen-
ten nicht realisierbar und beschra¨nken sich auf EAN-konforme Systeme. Durch die Kompati-
bilita¨t zu standardisierten Routingprotokollen ist jedoch zumindest eine sto¨rungsfreie Kommu-
nikation mit handelsu¨blichen Endgera¨ten auf Basis von IP sichergestellt. In der heterogenen
Hardwarelandschaft des EAN Konzeptes genu¨gt es dabei, eine ordnungsgema¨ße Verarbeitung
der Route-Requests zu gewa¨hrleisten und RIP-protokollkonforme Routen-Pakete zu erstellen.
4.6.4. Protokollkonvertierung und Paketlaufzeit
Eine Konvertierung zwischen zwei Kommunikationsstandards, insofern diese no¨tig ist, wird in
Form endlicher Automaten durchgefu¨hrt und verursacht Verzo¨gerungen innerhalb des verar-
beitenden Knoten. Je nach Komplexita¨t der Protokolle schwanken diese Verarbeitungszeiten.
Hinzu kommen Latenzen durch das Verbindungsmanagement, da die LCU sicherstellen muss,
dass ein gu¨ltiger und freier Kanal fu¨r die Datenu¨bertragung zur Verfu¨gung steht. Der no¨tige
Zeitaufwand ist nur schwer zu ermitteln und richtet sich prima¨r nach den initialen Handshake-
Mechanismen innerhalb der Kommunikationsstandards.
Diese Problematik ist jedoch nicht EAN-spezifisch, da die U¨berwachung und Koordinierung
der Verbindungskana¨le auch herko¨mmlicher, routing-fa¨higer Hardware von Relevanz ist. Eine
Analyse dieser Verbindungsabla¨ufe erfolgte in der Arbeit Methoden zur modularen Erweite-
rung funkstandardu¨bergreifender Hardware [14], deren Ergebnisse in Abschnitt 4.3.1.5 sowie
in Kapitel 6.3 einfließen konnten.
Summieren sich mehrere Funkstandardwechsel innerhalb eines Routenpfades, erreichen die
Verzo¨gerungszeiten wa¨hrend der Kommunikation unter Umsta¨nden einen kritischen Wert, bei
dem Pakete verworfen und folglich Verbindungen gesto¨rt werden. Die konzeptionellen Vorteile
des vorgestellten EAN Ansatzes treten dann in den Hintergrund, da der bereitgestellte Verbin-
dungskanal nicht effektiv genutzt werden kann. Je nach Anforderungen an die Kommunikation
wird dieser Grenzbereich unterschiedlich schnell erreicht.
Um der Problematik entgegenzuwirken, ist es von besonderer Wichtigkeit, innerhalb der Rou-
tingalgorithmen die Kostenparameter fu¨r einen Wechsel des Kommunikationsstandards sinnvoll
und realita¨tsnah zu gewichten. Wie die Simulationen in Kapitel 5.6 verdeutlichen, ergeben sich
bei einer hinreichend guten Parametrisierung deutliche Vorteile wa¨hrend der U¨bertragung. Die
abstrakten Kostenwerte fu¨r einen Funkstandardwechsel wurden dabei so definiert, dass sie sich
deutlich auf die Gesamtkosten einer Multihop-Verbindung auswirken. Ziel ist es, die maximale
Anzahl no¨tiger Konvertierungen je nach Pfadla¨nge auf drei zu begrenzen. Konzeptionell ist im
Rahmen einer praktischen Umsetzung des EAN Konzeptes in jedem Fall mit erho¨hten Laten-
zen zu rechnen. In wie weit diese die Kommunikation negativ beeinflussen, wird in Kapitel 6
untersucht.
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Das in diesem Kapitel vorgestellte Konzept bietet einen effizienten Lo¨sungsansatz fu¨r die funk-
standardu¨bergreifende Kommunikation in mobilen Ad Hoc Netzwerken. Der EAN Ansatz be-
zieht sich dabei auf die konzeptionelle Grundlagen der Forschungsgebiete Cognitive Radio
und Ambient Networking. Das Ziel ist hierbei die Kopplung unterschiedlicher, standardisier-
ter Funkmodule auf einer hardwarenahen Ebene, wodurch ein dynamischer Wechsel zwischen
den verfu¨gbaren Funkstandards realisiert werden kann. Eine Kontrollinstanz steuert die Verar-
beitung und Weiterleitung eingehender Datenstro¨me auf Basis funktionaler Anforderungen an
den Kommunikationskanal.
Das Kapitel erla¨utert dabei zuna¨chst die Idee des EAN Ansatzes und zeigt die Einordnung
in das ISO/OSI Modell. Im Anschluss wurden die Anforderungen an das Konzept detailliert
beschrieben und analysiert.
Es folgten die wesentlichen Kernpunkte des Kapitels, welche sowohl den Aufbau als auch den
Ablauf innerhalb eines EAN-konformen Kommunikationssystems betrachteten. Dazu wurden
im weiteren Verlauf die zentralen Problemstellungen ausfu¨hrlich diskutiert und entsprechende
Lo¨sungsansa¨tze pra¨sentiert. Hinsichtlich des Protokollkonvertierungsprozesses wurde die xIFB
Erweiterung vorgestellt. Die Konzeption der Link Controller Unit repra¨sentiert eine neue Kom-
ponente der EAN Systemstruktur, welche das komplette Verbindungsmanagement kapselt. In
Bezug auf die Wegefindung in der neu geschaffenen, heterogenen Netztopologie wurde ein hy-
brides Cross-Layer Routingverfahren entwickelt, welches kooperative Aspekte aus dem Bereich
drahtloser Sensornetzwerke integriert und sich funktionalen Anforderungen an den Kommuni-
kationskanal dynamisch anpassen kann.
Das Gesamtkonzept ermo¨glicht eine kostengu¨nstige Integration mehrerer Kommunikations-
technologien in eine heterogene Knotenlandschaft. Somit kann die Erreichbarkeit in der Topo-
logie signifikant gesteigert werden. Gleichzeitig wird der topologieweite Energiebedarf durch
optimierte Routenpfade reduziert und die Verbindungsqualita¨t verbessert.
Im folgenden Kapitel wird nun die entwickelte Simulationsumgebung vorgestellt. Auf Basis
der durchgefu¨hrten Testszenarien sollen dabei die konzeptionellen Vorteile eines EAN Systems
evaluiert werden.
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Die Vorteile des EAN Konzeptes mit den pra¨sentierten Lo¨sungsansa¨tzen sollen zuna¨chst an-
hand verschiedener Simulationsszenarien evaluiert werden. Aufgrund von Einschra¨nkungen
verfu¨gbarer Simulationswerkzeuge in Hinsicht auf Funktionalita¨t und Leistungsfa¨higkeit wurde
sich fu¨r die Neuimplementierung einer geeigneten Simulationsumgebung entschieden. Die ent-
wickelte Software SimANet (Simulation environment for Ambient Networking) [11–13] bietet
dabei eine modular erweiterbare Basis fu¨r eine Vielzahl mo¨glicher Anwendungsbereiche.
Abbildung 5.1.: SimANet - Simulation environment for Ambient Networking.
SimANet unterstu¨tzt den simultanen Betrieb mehrerer Funkmodule innerhalb eines Netzwerk-
knotens und erlaubt auch die Analyse hoch skalierter Topologien. Auf abstrakter Ebene wird
die Definition unterschiedlicher Funkstandard ermo¨glicht, auf deren Basis neue Kommunikati-
onskonzepte, Routingverfahren oder Topologieoptimierungsansa¨tze getestet werden ko¨nnen.
Im Rahmen der durchgefu¨hrten Testszenarien stehen drei zentrale Fragestellungen im Fokus
der Betrachtungen. Einerseits sollen die zur Verfu¨gung stehenden Energieressourcen optimal
genutzt werden. Auf der anderen Seite wird die mo¨gliche Erho¨hung der Erreichbarkeit aller
Knoten in der Topologie analysiert. Zusa¨tzlich sollen in der geschaffenen Topologie optimierte
Kommunikationspfade genutzt werden. Die Gu¨te des vorgestellten EBCR Verfahrens ist dabei
von besonderem Interesse.
Im weiteren Verlauf dieses Kapitels wird SimANet detailliert beschrieben und die gewonnenen
Erkenntnisse pra¨sentiert.
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5.1. Simulationsumgebungen im Bereich mobiler Ad
Hoc Netzwerke
Um die Komplexita¨t und den Entwurf moderner Kommunikationstechnologien in einem be-
herrschbaren Rahmen zu halten, ist die Simulation auf unterschiedlichen Entwicklungsebenen
zwingend erforderlich. Neue Konzepte mu¨ssen dabei zuna¨chst auf einer abstrakten Ebene spe-
zifiziert und analysiert werden. Detailwissen und funkstandardspezifische Kommunikationspa-
rameter sind in dieser Phase nur stark eingeschra¨nkt von Interesse. Wurden die funktionalen
Aspekte erfolgreich evaluiert, folgen im weiteren Verlauf der Entwicklung zusa¨tzliche Simu-
lationen unter Beru¨cksichtigung konkreter technologischer Rahmenbedingungen. Erst im An-
schluss erfolgen prototypische Umsetzungen.
Aussagekra¨ftige Simulationsergebnisse haben somit direkten Einfluss auf die Entwicklungs-
zeiten (Time-To-Market) und die Entwicklungskosten neuer Kommunikationssysteme. Lei-
stungsfa¨hige Werkzeuge zur Simulation komplexer Szenarien spielen daher aus wissenschaftli-
cher und wirtschaftlicher Sicht eine wesentliche Rolle.
In Folge dessen entstand innerhalb der letzten Dekade eine Vielzahl anwendungsspezifischer
Simulationswerkzeuge im Bereich drahtgebundener und drahtloser Netzwerkkommunikation.
Im Kontext mobiler Endgera¨te wie Mobiltelefone, Laptops oder PDAs ru¨cken Simulations-
szenarien in heterogenen, dynamischen Netzwerktopologien in den Fokus wissenschaftlicher
Betrachtungen.
Klassische Simulationstools wie bspw. GloMoSim1 [27] oder SSFNet2 [50] arbeiten ausschließ-
lich kommandozeilenbasiert und folglich gestaltet sich die Realisierung anwendungsspezifi-
scher Simulationsszenarien als schwierig und die anschließende Analyse zeitaufwendig. Eine
Interaktion mit der Simulationsumgebung wa¨hrend der Laufzeit ist nur stark eingeschra¨nkt
mo¨glich. Um diese Nachteile zu umgehen, wurde GloMoSim durch mehrere, plattformun-
abha¨ngige Module zur Visualisierung der Simulationsergebnisse erweitert. Auf Basis des Si-
mulationskerns von GloMoSim entstand im weiteren Verlauf des Entwicklungsprozesses der
QualNET-Framework [158], welcher ein großes Spektrum mo¨glicher Anwendungsfelder ab-
deckt, jedoch rein kommerziell vertrieben wird. Im Gegensatz zu GloMoSim fokussiert SSFNet
statische Kommunikationsszenarios in klassischen, drahtgebundenen Topologien. Einen großen
Vorteil der Software stellt die Mo¨glichkeit der Parallelisierung dar. Durch die Verteilung der
Rechenlast wurde die Analyse komplexer Simulationen und sehr großer Knotentopologien
ermo¨glicht [152]. Beide Simulationswerkzeuge beschra¨nken sich aber auf die Modellierung
einer einzigen Netzwerkschnittstelle pro Netzwerkknoten, wodurch eine Anwendung auf die
hier vorgestellten Konzepte nicht realisierbar ist.
Spezielle Simulationswerkzeuge im Bereich der Sensornetze wie bspw. Shawn [65] oder SENS3
[177] skalieren hingegen auch ohne Parallelisierung gut und simulieren problemlos Topologien
1Global Mobile Information Systems Simulation Library
2Scalable Simulation Framework Network Models
3A Sensor, Environment and Network Simulator
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mit weit u¨ber 10.000 Knoten. Die Leistungsfa¨higkeit resultiert auch hier vorrangig aus der kon-
solenbasierten Nutzung und damit dem Verzicht auf eine Interaktion wa¨hrend der Laufzeit mit
Hilfe einer grafischen Oberfla¨che. Eine Visualisierung erfolgt bei beiden Simulationswerkzeu-
gen ausschließlich u¨ber generierte Screenshots zu definierten Zeitpunkten. Aufgrund der kon-
zeptionellen Einschra¨nkung auf Simulationen drahtloser Sensornetzwerke mit einer gemeinsa-
men Datensenke kommen die Anwendungen im Rahmen dieser Arbeit nicht zum Einsatz.
Weitere Simulationswerkzeuge wie NCTUns4 [189] oder der OMNeT++-Framework5 [186]
bieten vielseitige grafische Nutzeroberfla¨chen fu¨r die Interaktion mit dem Nutzer. NCTUns
ist eine integrierte Netzwerk- und Verkehrssimulation und stellt einen sehr flexiblen Simula-
tionskern zur Verfu¨gung. Die Plattform fokussiert dabei die spezifischen Anforderungen im
Bereich der Inter-Vehicle und Car2Car-Kommunikation. OMNeT++ ist eine weit verbreitete
und leistungsfa¨hige Software mit detaillierten Simulationsmodellen auf MAC-Protokollebene
fu¨r IEEE 802.11, Ethernet, FDDI6 und Token Ring. Da OMNeT++ urspru¨nglich fu¨r statische
Kommunikationsszenarien konzipiert wurde, stehen Simulationen dynamischer Netztopologien
mit ausgewa¨hlten Bewegungsmodellen erst durch Erweiterungen wie bspw. Castalia [24] zur
Verfu¨gung. Durch diese Modularita¨t kann OMNeT++ sehr vielseitig genutzt werden. Aber auch
diese Simulationswerkzeuge beschra¨nken sich in den mo¨glichen Simulationsszenarien auf die
Nutzung eines einheitlichen Funkstandards. Sowohl NCTUns als auch OMNeT++ unterstu¨tzen
nur eine Kommunikationsschnittstelle pro Knoten.
Grundlegende, konzeptionelle Einschra¨nkungen von OMNeT++ wirken sich ebenfalls auf die
Skalierbarkeit aus. So kann die Simulationsumgebung nur sehr eingeschra¨nkt fu¨r gro¨ßere Netz-
topologien genutzt werden [34]. In Hinsicht auf eine mo¨gliche Parallelisierung bietet OM-
NeT++ grundlegende Funktionalita¨ten auf der Basis von MPI7. Dabei gestaltet sich die Konver-
tierung bestehender Projekte auf eine parallele Berechnungsumgebung als schwierig und zeit-
aufwendig. Einige Vero¨ffentlichungen versuchen daher komfortablere Lo¨sungen zur Verfu¨gung
zu stellen [162]. Grundlegend basieren jedoch alle Funktionalita¨ten fu¨r parallele Simulations-
szenarien in OMNeT++ auf konservativen, blockierenden Synchronisationsmechanismen, was
im direkten Widerspruch mit den kommunikationsdominanten Aspekten von Netzwerksimula-
tionen steht.
Andere Konzepte konnten die Einschra¨nkungen durch eine einzelne Kommunikationsschnitt-
stelle umgehen und ermo¨glichen den U¨bergang von einer homogenen Knotenlandschaft zu
einer heterogenen Netzstruktur. Einer der bekanntesten Frameworks stellt dabei der Network
Simulator - version 2 (ns2) [86] dar. ns2 ermo¨glicht die realistische Modellierung von Kom-
munikationseinheiten u¨ber alle Ebenen des jeweils genutzten Protokollstacks. Die Simulations-
umgebung kann, a¨hnlich wie OMNet++, um zusa¨tzliche Module und Funktionalita¨ten erweitert
werden. Aufgrund der starken Verbreitung von ns2 entstand ein Vielzahl unabha¨ngiger Projek-
te zur Verbesserung des Funktionsumfangs. Mit dem Fokus auf heterogene, mobile Ad Hoc
Netzwerke sind dabei drei wesentlich Erweiterungen zu nennen.
4National Chiao Tung University Network Simulator
5Open Source Module-based Network Simulator in C++
6Fiber Distributed Data Interface
7Message Passing Interface
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TeNS8 [156] ist eine erweiterte Version von ns2 und ermo¨glicht die Nutzung mehrerer Netz-
werkschnittstellen innerhalb eines Knotens. Zwar ist somit die Simulation von Multi-Interface-
Szenarien mo¨glich, doch auf MAC-Ebene unterstu¨tzt TeNS ausschließlich die IEEE 802.11
Spezifikation. In Folge dessen kann auch mit TeNS keine heterogene Netzstruktur mit mehre-
ren, gleichzeitig arbeitenden Kommunikationsstandards realisiert werden.
Mit dem MW-Node Projekt9 [132] unterstu¨tzt ns2 sowohl Multi-Interface- als auch Multi-
Standard-Szenarien und erlaubt die Koexistenz unterschiedlicher Funkstandards in einem Kno-
ten. Die Simulation von Konzepten fu¨r die funkstandardu¨bergreifende Kommunikation in MA-
NETs ist dadurch realisierbar. Allerdings wird bei MW-Node jeweils ein Netzwerkinterface auf
einen Protokoll-Stack mit den entsprechenden Algorithmen fu¨r Medienzugriff, Topologiekon-
trolle oder Routing abgebildet. Jede Schnittstelle wird folglich als eine unabha¨ngige, dedizierte
Kommunikationseinheit betrachtet. Konzepte, wie der im Rahmen dieser Arbeit entwickelte
Lo¨sungsansatz auf Basis einer intelligenten Middleware, sind daher nicht umsetzbar, da hier die
Informationen aller Funkmodule in einer gemeinsamen Wissensbasis verwaltet werden. Auch
darauf aufbauende Algorithmen, wie bspw. EBCR, ko¨nnen folglich nicht simuliert werden.
Die ns2-MIRACLE10 [29] Erweiterung erlaubt in jeder Protokollebene mehrere koexistente
Instanzen und deckt den gesamten Bereich mo¨glicher Multi-Interface und Multi-Standard-
Szenarien ab. Die wesentlichen Nachteile von MIRACLE und allen anderen genannten Erwei-
terungen von ns2 korrelieren mit konzeptionellen Einschra¨nkungen der Simulationsumgebung.
Durch den komplexen Aufbau gestaltet sich die Umsetzung anwendungsspezifischer Szenarien
als aufwendig und erfordert vom Nutzer eine relativ hohe Einarbeitungszeit. Fu¨r die Evalu-
ierung und Analyse neuer Kommunikationskonzepte auf einer abstrakten und weitestgehend
technologieunabha¨ngigen Ebene ist ns2 zu aufwendig und eher ungeeignet. Weiterhin beno¨tigt
der ns2 entsprechende Hardwareressourcen in Form von Rechenleistung und Speicher.
Aufgrund der hohen Komplexita¨t der Simulationsmodelle konzentriert sich ns2 in seiner ur-
spru¨nglichen Form auf klassische, statische Netzwerkszenarien mit kleinen bis mittelgroßen
Topologien [123]. Um die Leistungsfa¨higkeit zu steigern, stellt PDNS11 [151] Methoden zur
verteilten Simulation mit Hilfe von MPI zur Verfu¨gung. Analog zu OMNet++ wird die Paralle-
lisierung durch blockierende Synchronisationsmechanismen realisiert, was sich deutlich auf den
erreichbaren Geschwindigkeitszuwachs, im weiteren Verlauf als Speedup bezeichnet, auswirkt.
Desweiteren bringt die Einbindung der PDNS Erweiterung in den ns2-Framework weitere kon-
zeptionelle Einschra¨nkungen mit sich, welche bei der Umsetzung eigener Simulationsszenarien
beachtet werden mu¨ssen.
Als Konsequenz aus den genannten Einschra¨nkungen wurde im Rahmen dieser Arbeit eine
Eigenentwicklung realisiert, welche die Anforderungen in Hinsicht auf Skalierbarkeit, Funk-
tionsumfang und Bedienbarkeit erfu¨llen. Die implementierte Simulationsumgebung sowie die
theoretischen Grundlagen werden nun detailliert vorgestellt.
8The Enhanced Network Simulator
9Module-based Wireless Node
10Multi-InteRfAce Cross Layer Extension
11Parallel/Distributed NS
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SimANet soll sowohl sehr effizient arbeiten als auch eine modulare Erweiterbarkeit gewa¨hrlei-
sten. Diese Ziele schließen sich zuna¨chst gegenseitig aus, da eine Modularisierung meist eine
Verla¨ngerung der internen Datenpfade im Verarbeitungsprozess mit sich bringt. Bei der Konzep-
tion des Simulationsmodells mu¨ssen diese Rahmenbedingungen beachtet und ein hinreichend
guter Kompromiss zwischen Effizienz und Modularita¨t gefunden werden.
5.2.1. Simulationsmodell
Fu¨r die Modellierung der Simulationswelt und der darin enthaltenen Knoten wurde ein peri-
odisches Kommunikationsmodell gewa¨hlt. Hierbei wird jeder Knoten nach Ablauf einer festge-
legten Periode aktiv und startet seinen Verarbeitungszyklus. Anschließend wechselt er wieder
in einen Wartezustand. Bei der Knoteninitialisierung wird Wartezeit innerhalb eines definierten
Intervalls zufa¨llig gewa¨hlt. Einhergehend mit der zeitlichen Diskretisierung der Verarbeitung
bietet sich eine eventbasierte Simulation an. Eine Event-Warteschlange (Event-Queue) steuert
dabei den zeitlichen Ablauf der simulierten Knoten. Desweiteren lassen sich mit Hilfe einer
eventbasierten Simulation zeitgesteuerte Funktionen sowie benutzerdefinierte zeitliche Abla¨ufe
leicht umsetzen, da die jeweiligen Aktionen einfach in die bereits vorhandene Event-Queue
integriert werden ko¨nnen.
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Abbildung 5.2.: Bearbeitungszyklus der Event-Queue am Beispiel eines Knoten-Events.
Die Aktivierung der jeweiligen Knoten repra¨sentiert gleichzeitig das Alive-Signal (Heartbeat)
der Funkeinheit. Nur im aktiven Zustand erhalten die Knoten die Mo¨glichkeit, eigene Aufgaben
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abzuarbeiten. Diese Aktivita¨ten umfassen dabei die Nachbarschaftsverwaltung, Positionsaktua-
lisierung, das Energiemanagement sowie Routing und Datenkommunikation (Abbildung 5.2).
Auf die genannten Punkte soll nun detaillierter eingegangen werden.
5.2.2. Bewegungsmodelle
SimANet fokussiert die Simulation mobiler Ad Hoc und Sensornetzwerke. Dabei wird die Kno-
tendynamik durch ein zugrunde liegendes Bewegungsmodell beschrieben. Innerhalb des event-
basierten Simulationskonzeptes werden dazu die Knotenbewegungen diskretisiert. Auf einige
Ansa¨tze soll im Folgenden na¨her eingegangen werden.
Länge L des Vektors V
0
Abbildung 5.3.: Schematische Darstellung zweier unterschiedlicher Bewegungsmodelle: Das Brownsche Mo-
dell (links) mit zufa¨lliger Bestimmung der neuen Position innerhalb eines definierten Radius
r. P−3 bis P−1 repra¨sentieren vorhergehende Positionen, P0 stellt die aktuelle Position dar.
Rechts das Random Waypoint Model mit zufa¨llig gewa¨hlten Bewegungsvektoren V−3 bis V−1,
welche sich aus dem Winkel α und der La¨nge L ergeben. Die so entstandenen Pfade werden
anschließend mit einer definierten Geschwindigkeit abgefahren.
Brownsches Modell
Ein sehr einfaches Bewegungskonzept repra¨sentiert das Brownsche Modell (Abbildung 5.3
links). Jeder Knoten hat einen definierten Aktionsradius und wa¨hlt innerhalb dieser Grenzen
eine neue Position zufa¨llig aus. Nach dem Ablauf einer Periode wird die eigene Position in ei-
ner atomaren Aktion aktualisiert. Einhergehend mit den zufa¨lligen Positionsa¨nderungen ist die
Knotenbewegung in keiner Weise vorhersehbar. Spezifische Aussagen zum Bewegungsmuster
der Knoten sind nicht mo¨glich.
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Random Waypoint Model
Das Random Waypoint Movement Model (RWP - Abbildung 5.3 rechts) erweitert das vorge-
stellte Brownsche Modell. Jeder Knoten legt initial einen Bewegungspfad in Form eines Vektors
fest. Die La¨nge des Vektors liegt dabei innerhalb eines definierbaren Intervalls und wird zufa¨llig
gewa¨hlt. Gleiches gilt fu¨r die Bewegungsrichtung, die randomisiert zwischen 0 und 359 Grad
betra¨gt. Jeder Knoten bewegt sich mit der gewa¨hlten Geschwindigkeit entlang des definierten
Vektors. Aus Geschwindigkeit und Richtung wird in jedem diskreten Simulationsschritt die Po-
sition entsprechend aktualisiert. Erreicht ein Knoten das Ende seines Bewegungspfades, wird
ein neuer Vektor definiert. Aufgrund der gleichma¨ßigeren Bewegungen mittels RWP sind Vor-
hersagen deutlich besser mo¨glich als im Brownschen Modell. Auch hier sind durch willku¨rliche
Richtungswechsel Bewegungsmuster aus realen Anwendungsszenarien kaum erkennbar.
Abbildung 5.4.: Links das auf dem RWP basierende und verfeinerte Markovian Waypoint Model mit definier-
ten Grenzen fu¨r den Winkel des Vektors. Referenzwert fu¨r die Intervallgrenzen ist jeweils der
Winkel des vorhergehenden Bewegungsvektors. Das Urban Mobility Model wird rechts sche-
matisch dargestellt und verdeutlicht den Bezug zu den gewichteten Kanten (Straßen), auf denen
sich die Knoten bewegen du¨rfen.
Markovian Waypoint Model
Mit Hilfe des Markovian Waypoint Model (Abbildung 5.4 links), welches auf dem RWP auf-
setzt, ko¨nnen deutlich pra¨zisere Aussagen hinsichtlich individueller Bewegungsmuster getrof-
fen werden. Dazu wird das RWP-Modell dahingehend erweitert, dass die Wahl der na¨chsten
Zielposition nicht vollkommen zufa¨llig erfolgt, sondern in Abha¨ngigkeit des vorherigen Bewe-
gungspfades. Fu¨r den Folgevektor wird die Richtungskomponente daher nur relativ zur Vorher-
gehenden innerhalb eines definierten Intervalls zufa¨llig bestimmt. Unkoordinierte, chaotische
Bewegungsfolgen, wie sie im Brownschen und im RWP Modell ha¨ufig auftreten, werden so-
mit ausgeschlossen. Bedingt durch die Bewegungsmuster ist das Markovian Waypoint Modell
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besonders fu¨r Simulationen im Automobilbereich interessant und sinnvoll.
Urban Mobility Model
Im Bereich der Vehicular Ad Hoc Networks (VANETs) oder Car-to-Car-Communication (C2C)
stehen besonders Simulationen im urbanen Umfeld im Fokus der Betrachtungen. Daher emu-
liert das Urban Mobility Model (Abbildung 5.4 rechts) die schachbrettartigen Verkehrssysteme
großer Metropolen. Knoten bewegen sich hierbei auf gewichteten Kanten, welche ressourcenbe-
schra¨nkte Straßen darstellen. Auf diesen Bahnen ko¨nnen sich, je nach aktueller Auslastung, eine
unterschiedliche Anzahl Knoten mit festgelegten Geschwindigkeiten bewegen. Auf der Basis
des Urban Mobility Modells ko¨nnen somit besonders Stress- und U¨berlastsituationen emuliert
werden.
5.2.3. Modellierung von Hindernissen
Abbildung 5.5.: Modellierung von Hindernissen innerhalb der Simulationsumgebung
Um realita¨tsnahe Anwendungsszenarien zu gestalten, ist die Modellierung von Hindernissen
erforderlich. SimANet ermo¨glicht es dem Nutzer auf einfache Art und Weise geometrische Ob-
jekte mit Hilfe der grafischen Nutzeroberfla¨che oder per Skript in die simulierte Landschaft
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zu integrieren. Dabei wird jedem erstellten Objekt ein individueller Da¨mpfungswert zugeord-
net. Im Zuge einer Kommunikation durch das Hindernis hindurch wird die maximal mo¨gliche
Sendereichweite entsprechend des Da¨mpfungsfaktors angepasst. Alternativ ist auch eine pake-
torientierte Beeinflussung der Kommunikationseigenschaften realisierbar. Dabei entspricht der
hinterlegte Da¨mpfungswert einer definierten Wahrscheinlichkeit fu¨r den Paketverlust. In Kom-
bination mit der Sendedistanz wird dabei ein realita¨tsnahes Kommunikationsverhalten erzielt.
Da dieses Modellierungskonzept auf einer Heuristik basiert, ist das Verhalten jedoch schwer
vorhersagbar. Daher wurde sich im Rahmen der vorgestellten Simulationsumgebung eine
verbindungsorientierte, statische Anpassung der Sendereichweite mittels definierbarer Da¨mp-
fungswerte umgesetzt (siehe Abbildung 5.5).
Im derzeitigen Entwicklungsstand wurde noch kein physikalisch korrektes Wellenausbreitungs-
modell u¨ber das Medium Luft integriert. Physikalische Pha¨nomene wie Reflexion, Da¨mpfung
oder Interferenzverhalten ko¨nnen somit nicht betrachtet werden. Na¨here Ausfu¨hrungen hierzu
werden in Abschnitt 5.4 erla¨utert.
5.2.4. Energiemodell
SimANet integriert ein Modell zur dynamischen Anpassung der verfu¨gbaren Energieressour-
cen. Dabei wird jede Aktion eines Netzwerkknotens in der Topologie durch abstrakte Ener-
giekosten repra¨sentiert. Die Menge der Aktionen umfasst dabei Verarbeitungsprozesse fu¨r die
Protokollkonvertierung, die Initialisierung eines neuen Kommunikationskanals innerhalb des
gewa¨hlten Funkstandards sowie Sende- und Empfangsprozesse. Desweiteren verursacht die Be-
triebsbereitschaft eines Netzwerkknoten fixe Basiskosten, was eine periodische Aktualisierung
des Energielevels aller Knoten erforderlich macht. Die Modellierung der Ressource Energie
wird im weiteren Verlauf des Kapitels bei den jeweiligen Simulationsreihen nochmals konkre-
tisiert.
5.2.5. Nachbarschaftsverwaltung
Zur Verwaltung der simulierten Knotenlandschaft muss eine geometrische Datenstruktur ge-
nutzt werden, die es ermo¨glicht, eine große Anzahl von Umkreisanfragen effizient zu beantwor-
ten. Dabei liefert jede Anfrage eine Liste aller benachbarten Knoten innerhalb des definierten
Funkradius zuru¨ck. Bei der Auswahl einer geeigneten Datenstruktur mussten unterschiedliche
Kriterien beachtet werden:
1. Auswahl einer geometrischen Datenstruktur, in der jeder Punkt kartesische Koordinaten
besitzt.
2. Auswahl einer dynamischen Datenstruktur, welche leistungsfa¨hig genug ist, mehrere tau-
send Knoten zu verwalten.
3. Das Finden gespeicherter Punkte innerhalb eines gewa¨hlten Umkreisradius muss effizient
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und ressourcenschonend umsetzbar sein.
Die auf der Datenstruktur ausgefu¨hrten Methoden beschra¨nken sich dabei auf:
• Finden (Find): Suche eines Punktes
• Einfu¨gen (Insert): Hinzufu¨gen eines Punktes in die bestehende Datenstruktur
• Lo¨schen (Delete): Entfernen eines gewa¨hlten Punktes und die anschließende Reorganisa-
tion der Datenstruktur
• Bewegen (Move): Positionsa¨nderung eines Punktes und die anschließende Reorganisation
der Datenstruktur
• Umkreissuche (RangeSearch): Ru¨ckgabe der Menge von Punkten, die sich in einem
gewa¨hlten Radius r um eine definierte Position P = (X,Y) befinden
Eine solche geometrische Datenstruktur stellt der Quadtree dar. Dieser bildet die Grundlage fu¨r
mehrere, weiterentwickelte Datenstrukturen wie den Compressed Quadtree [32], den Bucket
Quadtree [176] und schließlich dem Skip Quadtree [61], welcher im Rahmen von SimANet zur
Anwendung kam.
Die Idee hinter einer Quadtree Baumstruktur ist die rekursive Aufteilung des Raumes in Qua-
dranten. Die Anzahl der Quadranten betra¨gt n = 2d (d−Dimension). Solch ein Quadrant kann
leer sein, genau einen Punkt enthalten oder wiederum einen Baum repra¨sentieren. Abbildung
5.6 zeigt einen Quadtree und dessen geometrische Interpretation.
Q2
Q3
Q1_1 Q1_2
Q1_4
Q1_3_4Q1_3_3
Q1_3_2Q1_3_1
Q4_1 Q4_2
Q4_4Q4_3
Q1
Q
Q4Q3Q2
Q1_3 Q1_4Q1_2Q1_1 Q4_4Q4_2Q4_1 Q4_3
Q1_3_4Q1_3_2Q1_3_1 Q1_3_3
Abbildung 5.6.: Beispielhafter Quadtree: Aufteilung in jeweils vier Quadranten Q1 bis Q4. Links die geome-
trische Repra¨sentation und rechts die Abbildung auf die Datenstruktur.
Die Datenstruktur hat dabei einen entscheidenden Nachteil. Die Tiefe des Baumes kann im
Worst Case linear zur Anzahl der Knoten/Punkte ansteigen und ist stark abha¨ngig von der
ra¨umlichen Verteilung dieser Punkte. In Folge dessen steigt auch der beno¨tigte Speicherplatz
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erheblich an und es kann bei einer Suchanfrage keine Antwortzeit von O(log n) (n = #Knoten)
garantiert werden.
Compressed Quadtree
Der Compressed Quadtree versucht, unno¨tige Verzweigungen in der Datenstruktur zu vermei-
den indem er alle inneren Knoten der Baumstruktur, die nur einen Sohn besitzen einspart. Statt-
dessen verbindet er die eingehende Kante des Vaterknotens direkt mit dem jeweiligen Sohnkno-
ten. Auf diese Weise kann die Tiefe des Baumes deutlich reduziert werden und die Antwortzeit
bei Suchanfragen wird verringert (Abbildung 5.7).
Abbildung 5.7.: Abbildung einer Punktemenge als Quadtree und Compressed Quadtree. Deutlich erkennbar ist
die Reduzierung der Baumtiefe. Innere Knoten mit nur einem Sohn werden entfernt.
Definition: (Interesting Square) Ein Interesting Square ist die Wurzel eines Quadtrees oder
ein innerer Knoten, der mindestens zwei nichtleere So¨hne besitzt [61].
Anschaulich ausgedru¨ckt bedeutet dies, dass ein Quadtree genau dann zu einem Compressed
Quadtree mutiert, wenn alle inneren Knoten die kein interesting Square repra¨sentieren aus der
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Datenstruktur entfernt werden. Betroffene Verbindungen werden anschließend entsprechend
angepasst. Die Laufzeiten der einzelnen Operationen auf diese Datenstruktur betragen im
Average Case log n (n = #Knoten) [32].
Dennoch kann ein Worst Case Szenario mit linearer Baumtiefe (O(n)) provoziert wer-
den und eine logarithmische Antwortzeit auf Suchanfragen ist nicht sichergestellt. Abbildung
5.8 stellt einen solchen generierten Fall dar.
Q1
Q
Q3Q2
Q1_4Q1_2
Q4
Q1_1_1_4Q1_1_1_2Q1_1_1_1 Q1_1_1_3
Q1_1 Q1_3
Q1_1_4Q1_1_2Q1_1_1 Q1_1_3
Abbildung 5.8.: Konstruierter Fall eines Worst Case Szenarios beim Compressed Quadtree. Die Baumtiefe ist
linear zur dargestellten Knotenmenge.
Skip Quadtree
Als direkte Weiterentwicklung entstand schließlich der Skip Quadtree, welcher die Schwa¨che
des Compressed Quadtree anna¨hernd eliminiert. Eine Skip Quadtree Datenstruktur besteht da-
bei nicht mehr aus einem einzelnen Quadtree, sondern aus einer Menge verketteter, geome-
trischer Baumstrukturen. Er repra¨sentiert somit ein Liste von Quadtrees, genauer Compressed
Quadtrees (Q0 . . . Qk) (k = #Quadtrees).
Jeder Knoten s wird initial in den Quadtree Q0 eingefu¨gt. Die Knotenmenge S von Q0 (⇒ S0)
entspricht folglich der gesamten Netztopologie. Anschließend wird ein eingefu¨gter Knoten mit
einer festgelegten Wahrscheinlichkeit p (hier mit p = 0.5 definiert) von Qi in den benachbarten
Quadtree Qi+1 u¨bernommen. Die Knotenmenge Si ist also wie folgt definiert:
Si = {s ∈ Si−1 : rand() ≥ 0, 5}
Somit sinkt mit ansteigendem i die in Qi enthaltene Knotenmenge Si bis schließlich in Sk
ausschließlich ein Element enthalten ist.
Als direkte Schlussfolgerung ist die in der Liste enthaltene Anzahl Quadtrees k nicht vorher-
sagbar sondern wird durch die zufa¨llige Wahrscheinlichkeit bestimmt, wie oft ein Knoten von
Qi in Qi+1 kopiert wird.
Alle in einem Quadtree Qi vorhandenen Quadrate (bestehend aus je vier Quadranten) werden,
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sofern in ihren direkten Nachbarn Qi−1 und Qi+1 vorhanden, mit Hilfe von bidirektionalen
Zeigern verlinkt.
Die folgende Abbildung 5.9 zeigt einen beispielhaften Skip Quadtree.
Q0 Q1 Q2
Abbildung 5.9.: Randomised Skip Quadtree Datenstruktur, bestehend aus drei doppelt verlinkten Compressed
Quadtrees (Q0, Q1, Q2). Die grauen Pfeile verdeutlichen die Zeiger zwischen den jeweiligen
Quadraten. Ein Knoten wird dabei mit einer definierten Wahrscheinlichkeit von 0.5 von Q0
nach Q1 und von Q1 nach Q2 kopiert. Somit sinkt in jedem Quadtree die Anzahl der repra¨sen-
tierten Knoten und dadurch die Komplexita¨t des Baumes. Nicht kopierte Knoten werden in
diesem Beispiel grau dargestellt.
Alle Operationen ko¨nnen mit Hilfe des Skip Quadtrees im Erwartungswert und mit sehr hoher
Wahrscheinlichkeit in logarithmischer Laufzeit (log n) (n = #Knoten) ausgefu¨hrt werden.
Die Wahrscheinlichkeit fu¨r ein Worst Case Szenario ist im Vergleich zum Compressed Quadtree
nochmals signifikant geringer. Theoretisch ist dieser genau dann konstruiert, wenn aufgrund
der Wahrscheinlichkeit niemals ein Knoten vom initialen Quadtree Q0 nach Q1 kopiert werden
wu¨rde. Folglich repra¨sentiert der Skip Quadtree dann einen einfachen Compressed Quadtree
mit allen daran gebundenen Eigenschaften. In einem weiteren, konstruierten Worst Case wird
ein Knoten mit der Wahrscheinlichkeit p = 0.5 immer wieder kopiert, wodurch die Anzahl
der Quadtrees und somit der Speicherbedarf unbegrenzt wa¨chst. Dieses Szenario kann jedoch
durch einfache Mechanismen eliminiert werden, bzw. durch eine Abbruchbedingung fu¨r das
Kopieren eines Knotens, wenn der vorhergehende und aktuelle Quadtree (Qi−1, Qi, i > 1) be-
reits ausschließlich ein Element entha¨lt. Alternativ kann durch eine zusa¨tzliche Bedingung die
Knotenmenge in Quadtree Qi+i innerhalb eines definierten Prozentsatzes P (25% < P < 75%)
der Knotenmenge in Qi begrenzt werden.
Suchanfragen / Bereichssuche
Wie bereits ausfu¨hrlich erla¨utert, bildet die Skip Quadtree Datenstruktur die simulierte Knoten-
menge und deren ra¨umliche Verteilung ab. Die Suche nach einem beliebigen Knoten im Raum
startet zuna¨chst mit einer Baumsuche im rechten Quadtree Qk−1. Bleibt diese initiale Suche er-
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folglos, ist der Knoten in diesem Quadtree nicht enthalten und die Suche springt u¨ber den Zeiger
des kleinsten umgebenden Quadrats zum na¨chsten links verknu¨pften Quadtree Qk−2. Dort kann
die Suche in gleicher Form fortgesetzt werden. Folglich werden die Ba¨ume von rechts nach
links durchsucht.
Die Gesamtlaufzeit betra¨gt log n (n = #Knoten) [61] in Erwartung und mit hoher Wahrschein-
lichkeit, wobei die Wahrscheinlichkeit fu¨r ein Worst Case Szenario gegen 0 tendiert.
Das Einfu¨gen und Lo¨schen einzelner Knoten ist in der gleichen Laufzeit wie die Such-Operation
mo¨glich. Beim Einfu¨gen in Q0 ist der entsprechende Quadrant im Quadtree entweder bereits
vorhanden oder es wird in konstanter Zeit genau ein innerer Knoten in der Datenstruktur ange-
legt. Jeder Knoten repra¨sentiert ein neues Blatt im Quadtree. Die Prozedur wiederholt sich je
nach Wahrscheinlichkeit in den Quadtree Q1 . . . Qk−1. Da k mit sehr hoher Wahrscheinlichkeit
≤ log n betra¨gt, resultiert daraus ebenfalls ein Erwartungswert fu¨r die Laufzeit von log n (n
= #Knoten). Das Lo¨schen von Knoten aus der Skip Quadtree Datenstruktur la¨uft analog zum
Einfu¨gen ab. Verzeigerungen werden jeweils entsprechend angepasst.
Die Bereichssuche nach allen in einem definierten Radius befindlichen Knoten gestaltet sich
aufgrund der kreisfo¨rmigen Struktur schwieriger. Der Skip Quadtree ist jedoch in der Lage,
unscharfe Bereichsanfragen in einer logarithmischen Laufzeit (log n+ α) zu beantworten. Der
Faktor α ha¨ngt dabei direkt von dem gewa¨hlten Unscha¨rfegrad  ab. Abbildung 5.10 verdeutlicht
die Problematik im Grenzbereich des Suchradius und die Bedeutung von . In Abschnitt 5.6
wird der Geschwindigkeitsvorteil durch die Einfu¨hrung eines solchen Randbereiches anhand
verschiedener Messreihen nachgewiesen. Grundsa¨tzlich muss aber konzeptbedingt eine gewisse
”Unscha¨rfe” in Kauf genommen werden.
Wa¨hrend der Anfrage fu¨r eine Bereichssuche innerhalb eines Quadtrees sind drei Arten von
Knotenmengen zu unterscheiden:
Abbildung 5.10.: Schematische Darstellung der unterschiedlichen Quadrattypen bei einer Bereichsanfrage
(nicht maßstabsgetreu). Die Dicke der Fla¨che A repra¨sentiert den Unscha¨rfefaktor . p1 (kom-
plett enthalten), p2 (komplett ausgeschlossen) und p3 (partiell enthalten). p4 . . . p7 sind eben-
falls partiell enthalten, aber nur p4 und p5 sind kritisch.
120
5.2. Theoretische Grundlagen
• Komplett enthalten - Ein in der Datenstruktur enthaltener Quadrant ist vollsta¨ndig in der
Kreisfla¨che inklusive Grenzbereich enthalten (Abb. 5.10 - p1).
• Komplett ausgeschlossen - Ein in der Datenstruktur enthaltener Quadrant liegt
vollsta¨ndig außerhalb der definierten Kreisfla¨che exklusive Grenzbereich (Abb. 5.10 - p2).
• Partiell enthalten - Ein in der Datenstruktur enthaltener Quadrant liegt partiell in der
definierten Fla¨che (Abb. 5.10 - p3).
Definition: Ein partiell enthaltener Quadrant ist genau dann kritisch, wenn:
a) die enthaltene Fla¨che gro¨ßer als die ausgeschlossene Fla¨che ist
b) seine Sohnknoten komplett enthalten sind
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Folglich mu¨ssen fu¨r die Bereichsanfragen nur komplett enthaltene und kritische, partiell enthal-
tene Quadranten behandelt werden. Am Beispiel von Abbildung 5.10 demnach nur p1, p3, p4
und p5. Die Suche nach kritischen Quadranten ist eine Erweiterung der Such-Operation in der
Datenstruktur. Abbildung 5.11 zeigt den Ablauf einer solchen Bereichsanfrage als Pseudocode.
Leistungsmessungen in Abha¨ngigkeit des gewa¨hlten Wertes fu¨r die Bereichssuche sowie Mes-
sungen bezu¨glich der Leistungsfa¨higkeit des Skip Quadtrees im Vergleich zu anderen Daten-
strukturen werden im weiteren Verlauf dieses Kapitels vorgestellt und analysiert.
5.2.6. Parallelisierung
Mit Hilfe einer Parallelisierung ist es mo¨glich, geeignete Algorithmen durch Zuhilfenah-
me einer parallelen Berechnungsumgebung bzw. eines Rechnerverbundes zu beschleunigen.
Das Verha¨ltnis zwischen einfacher Berechnungszeit auf Basis einer einzelnen Recheneinheit
(Singleprozessor) und der Berechnungszeit innerhalb eines Rechnerverbundes (Multiprozessor
/ Multicore) wird als Speedup s bezeichnet. Dieser Geschwindigkeitsfaktor kann dabei Werte
im Bereich 0 ≤ s ≤ n annehmen (s ∈ Q), wobei n die Anzahl der verfu¨gbaren Rechen-
einheiten darstellt. Der erreichbare Speedup ist stark problemspezifisch und abha¨ngig von der
Eingabegro¨ße.
Bei der Parallelisierung von Netzwerksimulationen treten konzeptionelle Schwierigkeiten auf.
Diese resultieren aus der Tatsache, dass Simulationsanwendungen im Allgemeinen nicht re-
chenzeitintensiv sondern stark kommunikationslastig sind, was eine parallele Abarbeitung im
klassischen Sinne verhindert. Somit ist die unabha¨ngige Berechnung einzelner Teilkomplexe
nicht mo¨glich. Rechenintensive Operationen treten kaum auf und sind daher zu vernachla¨ssigen.
Betrachtet man die rechnerinternen Systembusse, ergibt sich das zentrale Problem aus dem ver-
gleichsweise langsamen Verbindungsnetzwerk zwischen den Berechnungseinheiten. Die Kom-
munikation u¨ber das Netzwerk repra¨sentiert hierbei den Flaschenhals wa¨hrend der Simulation.
Fu¨r eine 100%ig genaue Simulation muss in einer event-basierten Umgebung zu jedem Zeit-
punkt jedes Ereignis im Netzwerk synchronisiert werden. Folglich ergibt sich aus den resultie-
renden Latenzen im Netzwerk mit hoher Wahrscheinlichkeit kein verwertbarer Speedup.
Desweiteren muss im Netzwerk eine einheitliche Zeitbasis geschaffen werden, um auf dieser
Basis eine mo¨glichst exakte Simulation zu gewa¨hrleisten. Dabei gestaltet sich die Synchro-
nisation als nicht trivial. In Abschnitt 3.1.3 wurde bereits auf unterschiedliche Verfahren aus
dem Bereich der Zeitsynchronisation eingegangen. Wird ein zentrales Zeitsignal in periodi-
schen Absta¨nden u¨ber das Netzwerk verbreitet, so entstehen periodische Spitzen in der Netz-
last. Innerhalb der gewa¨hlten Periode ko¨nnen die Zeiten der einzelnen Simulationseinheiten
auseinanderdriften. Abha¨ngig vom definierten Intervall muss ein Kompromiss zwischen Zeit-
genauigkeit und erzeugter Netzlast gefunden werden.
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Unscharfe Simulation
Als direkte Konsequenz folgt daraus der Kompromiss zwischen Genauigkeit der Simulati-
on (Netzwerksynchronisation) und erreichbarem Speedup. In Folge dessen mu¨ssen geeignete
Realisierungsmodelle gefunden werden, die im Bereich paralleler Netzwerksimulation einen
angemessenen Speedup erzielen und dabei die Anforderungen an die Simulationsgenauigkeit
erfu¨llen. Fu¨r die Realisierung der SimANet Umgebung wurde ein Sliding Time Window Verfah-
ren konzipiert und implementiert, dessen Grundlagen sich auf die Sliding-Window Ansa¨tze im
Bereich der Netzwerkkommunikation beziehen. Sie dienen dabei zur Flusskontrolle innerhalb
des U¨bertragungsmediums und definieren ein Zeitfenster, in dem der Sender eine bestimmte
Datenmenge u¨bertragen darf, ohne dass hierfu¨r vom Empfa¨nger eine Besta¨tigung vorliegt. Dar-
aus resultiert eine deutlich optimierte Latenz fu¨r die Kommunikation.
Diese Ansa¨tze wurden auf die Problematik der parallelen Simulation abgebildet. Das hier ent-
wickelte Verfahren nimmt fu¨r die simulierte Zeit eine definierbare Unscha¨rfe (Time Drift td)
in den einzelnen Rechenknoten bewusst in Kauf. Jede Berechnungseinheit verwaltet dabei ei-
ne lokale Zeitschranke und ein definiertes Zeitfenster, welches initial (Simulationszeit t = 0)
jeweils auf den Wert td gesetzt wird. Ist dieses Fenster zur Ha¨lfte abgelaufen, beginnt der je-
weilige Rechenknoten, Informationen u¨ber die aktuellen Zeiten von allen direkt benachbarten
Berechnungseinheiten anzufordern.
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nach Ablauf der ersten Ha¨lfte des gesetzten Zeitfensters angestoßen. Folglich bleiben relativ
große Zeitpuffer fu¨r den Empfang der Antwortpakete aller benachbarten Rechenknoten, wo-
durch Unterbrechungen in der Simulation weitestgehend vermieden werden. Die Abbildungen
5.12 und 5.13 verdeutlichen den Ablauf als Pseudocode.
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 'FWFAbbildung 5.13.: Darstellung des Sliding Time Window Algorithmus - Teil 2.In Hinsicht auf die praktische Umsetzung des Verfahrens stellt die optimale Steuerung von tddas wesentliche Problem dar. Im Falle eines zu groß gewa¨hlten td sinkt zwar der Overheadfu¨r die Synchronisation u¨ber das Netzwerk auf ein Minimum. Gleichzeitig wird die Simulation
aber zu ungenau fu¨r verwertbare Aussagen. Bei einem zu klein gewa¨hlten td wird sich die hohe
Simulationsgenauigkeit durch einen extremen Synchronisationsaufwand erkauft. Damit einher-
gehend wird auf einen Geschwindigkeitsvorteil durch die Parallelisierung verzichtet. Wird td
mit der durchschnittlichen Latenzzeit der Netzwerkstruktur definiert, treten im optimalen Fall
keine Unterbrechungen der Simulation auf. Da die Netzwerklast jedoch stark variieren kann, ist
das Verhalten nicht vorhersagbar.
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Partitionierung
Die Aufteilung der Simulationsfla¨che mit den darin enthaltenen Knoten auf die verfu¨gbare, par-
allele Rechenlandschaft stellt ein nicht triviales Problem dar. Eine optimale Aufteilung ist dabei
nur in statischen Zusta¨nden einer gegebenen Netzwerktopologie mo¨glich, indem neben der Re-
chenleistung der jeweiligen Berechnungseinheiten auch das Kommunikationsverhalten beru¨ck-
sichtigt werden muss. In Folge der Knotenbewegung und der sich damit sta¨ndig vera¨ndernden
Netzwerktopologie ist dies nicht mo¨glich. Somit mu¨ssen Verfahren gefunden werden, welche
einen Kompromiss zwischen Berechnungsaufwand und Gu¨te des Partitionierungsergebnisses
finden und eine dynamische Verteilung zur Laufzeit der Simulation zulassen.
Abbildung 5.14.: Parallele Simulation: Dynamische Adaption der Sektorgrenzen ja nach Rechenlast innerhalb
der jeweiligen Recheneinheiten. Konstellationen, die von der normalen Rechteckform abwei-
chen (Polygone) mu¨ssen dabei vermieden werden (oben rechts). Der Grenzverschiebungsal-
gorithmus passt dabei zuna¨chst die vertikalen Grenzen einzelner Sektoren an (links unten). Im
Anschluss wird die Verteilung zeilenweise u¨ber die horizontalen Grenzen nochmals optimiert
(rechts unten).
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Im Rahmen dieser Arbeit wurde eine geometrische Partitionierung umgesetzt, welche Knoten
in Abha¨ngigkeit ihrer Positionsdaten den jeweiligen Berechnungseinheiten zuteilt. Durch diese
zur Laufzeit durchgefu¨hrte, dynamische Grenzverschiebung wird die Aufteilung der Knoten auf
die verfu¨gbaren Recheneinheiten optimiert und der Knotenbewegung innerhalb der Simulation
Rechnung getragen.
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c%/&'&'3"-(*"'h5&6$7/$&'/891 ;<='!eS,&/ !"#: ;?=h5@'!eS,&/ !"#> 2BBBCDEDFBBBGHIJKILMi89A j<=,&/Q$##)&R!7$/$!%SbO j?=h5@,&/Q$##)&R!7$/$!%SbT Vj=j?Cj<U X!Y&Z!//!XZ!'#&'[j<\Vj]DFDE^ DF_W -!XX$/Z!'#&'7a)!*")ba&7"X/&k-()&$f&'&,&)Xl"m$,"c7flc('&%1` 7)&&dnoDppq $7/$%,1S:rR7&c#!-!#&.cXs%,)&$-(&%#&'R'!.&77&'*&)"7/c%,&%1WAbbildung 5.15.: Darstellung des Algorithmus zur dynamischen Grenzverschiebung im Zuge der Partitionie-rung einer verteilten Simulation auf die verfu¨gbaren Berechnungseinheiten.Grundlage dieses adaptiven Partitionierungsverfahrens ist die Aufteilung der Simulationsfla¨cheauf n×m(n,m ∈ N) Recheneinheiten. Bei der anschließenden Restrukturierung der geometri-schen Fla¨che mu¨ssen mehrere Rahmenbedingungen beachtet werden. Zum einen sind Abwei-
chungen der Fla¨chen von der Rechteckform zu vermeiden, da in Folge dessen der administrative
und kommunikative Aufwand erheblich ansteigt. Weiterhin darf die Reallokation nicht zu stark
frequentiert stattfinden, da sonst zu viel Rechenzeit fu¨r die Optimierung aufgewendet werden
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muss. Als initiale Partition wird eine gleichma¨ßige Verteilung gewa¨hlt. Zuna¨chst pru¨ft der Al-
gorithmus dann zeilenweise jeden Sektor hinsichtlich seiner Auslastung und passt die vertikalen
Sektorgrenzen bei Bedarf an.
Im Anschluss werden dann die kompletten Zeilen aus Sektoren miteinander vergleichen und
entsprechend ausbalanciert. Die horizontalen Sektorgrenzen werden dabei nicht individuell ver-
schoben sondern einheitlich u¨ber die jeweilige Sektorzeile gesetzt. Anderenfalls wu¨rden an die-
ser Stelle komplexere Fla¨chen entstehen, welche es zu vermeiden gilt. Abbildung 5.14 verdeut-
licht das Verfahren anhand einer beispielhaften Netzwerktopologie, die sich auf sechs Berech-
nungseinheiten verteilt.
Der Ablauf des Partitionierungsverfahrens wird in Abbildung 5.15 als Pseudocode erla¨utert.
5.3. Funktionsumfang und Implementierung
(a) SimANet Verion 1 auf Basis der Skriptsprache Py-
thon.
(b) SimANet Version 2 als komplette Neuimplemen-
tierung basierend auf Java 6.
Abbildung 5.16.: Grafische Oberfla¨che von SimANet Version 1 und 2 im direkten Vergleich.
Die Simulationsumgebung SimANet entstand in der ersten Version auf Basis von Python. Da-
bei repra¨sentierte jeder simulierte Knoten einen eigensta¨ndigen Thread mit eigenen Kommu-
nikationsroutinen. Folglich stieß die Simulation bei einer steigenden Knotenanzahl schnell an
ihre Leistungsgrenzen, da der Synchronisationsaufwand unter den Thread einen zentralen Fla-
schenhals bildete. Mo¨glichkeiten fu¨r eine verteilte Simulation waren ebenfalls nicht vorhan-
den. Zusa¨tzlich erschwerten konzeptionellen Einschra¨nkungen eine modulare Erweiterung mit
den neuen Funktionalita¨ten und Simulationsmodellen. Als Konsequenz entstand eine vollkom-
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men neu implementierte Version von SimANet, welche diese Nachteile umgeht und eine lei-
stungsfa¨hige Plattform fu¨r die Analyse neuer Kommunikationskonzepte im Bereich funkstan-
dardu¨bergreifender, mobiler Ad Hoc Netzwerke zur Verfu¨gung stellt.
Um die Leistungsdefizite der Skriptsprache Python zu umgehen und gleichzeitig weiterhin ei-
ne plattformunabha¨ngige Software zur Verfu¨gung zu stellen, wurde SimANet - Version 2 auf
Basis von Java 6 entwickelt [17]. Fu¨r das grafische Frontend kam der Grafiktoolkit Swing zum
Einsatz. Somit ist SimANet sowohl unter Windows als auch unter Linux Betriebssystemen pro-
blemlos einsetzbar. Dazu geho¨rt auch der Hochleistungsrechencluster CHiC12 der TU Chem-
nitz, der im Rahmen dieser Arbeit als Experimentalhardware fu¨r den parallelen Betrieb der Si-
mulationsumgebung diente. Abbildung 5.16 zeigt SimANet in der urspru¨nglichen und aktuellen
Version.
5.3.1. Architektur
Bei der Umsetzung von SimANet erfolgte eine konsequente Trennung des funktionalen Simu-
lationskerns (Backend) und der grafischen Nutzeroberfla¨che (Frontend). Dabei ko¨nnen unter-
schiedliche Entwurfsmuster aus dem Bereich der Softwaretechnologie [68, 141] zum Einsatz
kommen, welche komplexe Softwareanwendungen und die damit verbundenen Entwicklungs-
prozesse beherrschbar machen sollen und eine spa¨tere Weiterentwicklung sowie Modifikatio-
nen der Software erleichtern. Die Implementierung des SimANet Frameworks erfolgte auf der
Basis des Model-View-Controller (MVC) Design Patterns [121], bei dem zwischen Anwen-
dungskern mit Steuerung (Controller), genutzten Datenstrukturen (Model) und grafischer Ober-
fla¨che/Frontend (View) unterschieden wird. Abbildung 5.17 verdeutlicht die Struktur des MVC
Entwurfsmusters.
Abbildung 5.17.: Schematische Darstellung des MVC Design Patterns und der logischen
Kommunikationspfade.
Neben Vorteilen fu¨r die Projektu¨bersicht und eine strukturierte Weiterentwicklung bringt das
Konzept aber auch einige Nachteile mit sich. Mit dem Ziel, die Software und somit auch den
Entwicklungsprozess semantisch zu gliedern, mu¨ssen Einschra¨nkungen hinsichtlich der Effi-
zienz in Kauf genommen werden. Sa¨mtliche Datenflu¨sse laufen u¨ber den Controller ab, was
12Chemnitzer Hochleistungs-Linux-Cluster
128
5.3. Funktionsumfang und Implementierung
sich durch die verla¨ngerten Kommunikationspfade negativ auf die Leistungsfa¨higkeit des Si-
mulationskerns und folglich der gesamten Simulationsumgebung auswirkt. Dies bezieht sich
konkret auf Operationen fu¨r die Datenkonvertierung, Dereferenzierungen sowie die Verwaltung
zusa¨tzlicher Stackframes.
Aus diesem Grund wurde bei der Umsetzung von SimANet an einigen zentralen Stellen das
MVC Design-Pattern umgangen, um die dargelegten Flaschenha¨lse des Simulationskerns zu
eliminieren. Diese umfassen im Wesentlichen den Zugriff der Zeichenroutine (innerhalb der
View-Komponente) auf die darzustellende Datenstruktur. Hier darf lesend direkt auf die Model-
Komponente zugegriffen werden, ohne den aufwendigen Umweg u¨ber den Controller.
5.3.2. Simulationskern
Im Abschnitt 5.2 wurde bereits na¨her auf eventbasierte Simulationsmodelle eingegangen. Fu¨r
den implementierten Simulationskern kommt eine generische Priorita¨tswarteschlange zum Ein-
satz, welche die unterschiedlichen Events mit den dazugeho¨rigen Parametern abarbeitet. Um
die Verwaltung aller Events effizient zu gestalten, wurde eine heap-basierte Datenstruktur rea-
lisiert, welcher alle atomaren Operationen in einer Laufzeit von O(log n) ermo¨glicht. Die Prio-
rita¨tswarteschlange beinhaltet die Menge aller mo¨glichen Simulationsereignisse, welche sich
wie folgt klassifizieren lassen:
• Knoten-Kommandos (einfu¨gen, bewegen, lo¨schen, modifizieren, etc.)
• System-Kommandos (starten der Simulation, unterbrechen, globale Ereignisse, Paralleli-
sierung, etc.)
• Export-Kommandos (speichern der aktuellen Datenstrukturen / des Simulationszustandes,
Screenshots, etc.)
• Umgebungs-Kommandos (Erzeugen von Hindernissen, Modifikation und Bewegung von
Hindernissen, Eigenschaften des U¨bertragungsmediums, etc. )
Neue Ereignisse fu¨r den Simulationsprozess ko¨nnen zu jedem Zeitpunkt via GUI oder auch
konsolengesteuert in ein bestehendes Szenario eingefu¨gt werden. Ein automatisierter Testablauf
ist ohne weiteres mo¨glich und wird in Abschnitt 5.3.4 nochmals beschrieben.
Fu¨r die Ausfu¨hrung von Simulationen beschra¨nkt sich SimANet auf zwei wesentliche
Threads fu¨r die GUI sowie fu¨r den Simulationskern. Folglich reduziert sich auch die Anzahl
notwendiger Sychronisierungskonstrukte, welche die Abarbeitungsgeschwindigkeit der Simu-
lationsumgebung deutlich beeinflussen. Kritische Abschnitte, wie sie bei der Aktualisierung
der GUI mit den aktuellen Datenstrukturen auftreten, ko¨nnen auf diese Weise minimiert
werden. Synchronisationsprobleme durch das parallele Arbeiten einer Vielzahl unabha¨ngiger
Simulationsthreads werden in Folge dessen weitestgehend eliminiert.
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Fu¨r die Nachbarschaftsverwaltung kommt die bereits vorgestellte Skip Quadtree Daten-
struktur zum Einsatz. Sie ermo¨glicht eine effiziente Nachbarschaftssuche in logarithmischer
Laufzeit und leistet folglich einen wesentlichen Beitrag zur Leistungsfa¨higkeit von SimANet.
5.3.3. Skalierbarkeit und Parallelisierung
Um die Leistungsfa¨higkeit zu erho¨hen, kamen die in Abschnitt 5.2.6 eingefu¨hrten Verfah-
ren zum Einsatz. Die automatischen Partitionierungsverfahren zur dynamischen Lastverteilung
im parallelen Simulationsumfeld sowie die Nutzung des Sliding Time Window Algorithmus
ermo¨glichen eine hervorragende Skalierbarkeit von SimANet. Im derzeitigen Entwicklungs-
stand ist dabei der erlaubte Time-Drift td statisch definiert und kann somit nicht zur Laufzeit
angepasst werden. Dies bietet Raum fu¨r weitere Optimierungen, welche im weiteren Verlauf
des Kapitels unter 5.5 na¨her erla¨utert werden.
Im Zuge der Parallelisierung von SimANet kam MPI zum Einsatz. Der MPI Standard [119, 120]
beschreibt dabei den Nachrichtenaustausch innerhalb paralleler Berechnungen in verteilen Sy-
stemen. Die Programmierschnittstelle besteht aus hochoptimierten Bibliotheken, die fu¨r nahezu
alle Computerarchitekturen, Betriebssysteme und Rechencluster zur Verfu¨gung stehen. Bedingt
durch den hohen Optimierungsgrad sind MPI Bibliotheken, sowohl in der der Spezifikation 1.0
als auch in der aktuellen Version 2.0, ausschließlich in C programmiert. Um diese Funktionalita¨t
in die java-basierende SimANet Implementierung zu integrieren, kann entweder eine reine Java-
Implementierung oder die Abstraktion mittels JNI13 genutzt werden (Abbildung 5.18). Mit JNI
bietet Java eine standardisierte Programmierschnittstelle (API) fu¨r den Zugriff auf plattforms-
pezifische Funktionen, wodurch auch andere Programmiersprachen und Bibliotheken verwen-
det werden ko¨nnen. Allerdings ist durch diese Flexibilita¨t eine Plattformunabha¨ngigkeit nur
noch bedingt gewa¨hrleistet. Der Konfigurationsaufwand ist entsprechend aufwendiger, da die
zusa¨tzlichen, hardwarespezifischen Softwarebibliotheken fu¨r die Ausfu¨hrung der Anwendung
zur Verfu¨gung stehen mu¨ssen.
Anwendung (Java)
Java-Code MPI-Funktion
Anwendung (Java)
Prozess <0> Prozess <1>
natives MPI
MPI (JNI)
natives MPI
Prozess <0> Prozess <1>
MPI (Java)
Anwendung (Java)
MPI (Java)
Anwendung (Java)
MPI (JNI)
Reine Java Umsetzung Java Native Interface
Java-Code MPI-Funktion
Abbildung 5.18.: Unterschiedliche Ansa¨tze fu¨r MPI Umsetzungen in Java. Links eine reine Java Umsetzung,
welche auf direktem Weg native MPI Funktionalita¨ten nutzt und rechts eine Realisierung u¨ber
JNI.
13Java Native Interface
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Das im Rahmen der hier durchgefu¨hrten Simulationen genutzte jMPI [118] ist eine reine Java-
Implementierung, welche zwar plattformunabha¨ngig einsetzbar ist, aber seit 2003 nicht mehr
weiterentwickelt wurde. In Folge dessen wurden Erweiterungen der MPI 2.0 Spezifikation nicht
integriert. Als reine Java-Umsetzung wurden alle MPI-Funktionen auf Basis von Java nachpro-
grammiert. Da Java vor allem durch sein Speicherkonzept und durch die Hardwareabstraktion
auf virtuelle Maschinen deutlich weniger Optimierungsmo¨glichkeiten bereitstellt als die native
Programmierung in C, ergeben sich an dieser Stelle erhebliche Leistungsdefizite. Die geschrie-
benen Java-Funktionen sind in Hinsicht auf die Leistungsfa¨higkeit nicht mit den hochoptimier-
ten C-Bibliotheken vergleichbar und erzeugen weitaus mehr Overhead. Desweiteren bewirkt
auch die TCP-basierte Kommunikation einen Anstieg der Kommunikationszeit gegenu¨ber einer
verbindungslosen UDP Variante.
Sinnvoll ist daher die Implementierung einer MPI-Umgebung fu¨r Java, welche die nativen C-
Bibliotheken von MPI nutzt. Hier wa¨re mpiJava [28] als eine auf JNI basierte Implementierung
deutlich leistungsfa¨higer. Jedoch wurde auch mpiJava seit 200314 nicht mehr weiterentwickelt
und die Kompatibilita¨t zu den verfu¨gbaren Rechnerarchitekturen ist nur noch eingeschra¨nkt
gewa¨hrleistet. Es existiert keine 64Bit Unterstu¨tzung, wodurch ein Einsatz auf aktuellen Server-
und Rechencluster-Systemen nur teilweise mo¨glich ist. Um den Funktionsumfang des aktuel-
len MPI 2.0 Standards integrieren zu ko¨nnen, ist auch hier eine umfassende Anpassung bzw.
Erweiterung der verwendeten Wrapper notwendig.
Auf das Optimierungspotential durch eine aktuelle und leistungsfa¨hige Java-Anbindung an MPI
wird in Abschnitt 5.5 detailliert eingegangen. Grundsa¨tzlich kann davon ausgegangen werden,
dass nur hinreichend großes Simulationsszenarien effizient parallelisierbar sind.
5.3.4. Ein- und Ausgabe
Ein wesentliches Bewertungskriterium fu¨r den Einsatz von Simulationswerkzeugen ist die Be-
dienbarkeit und die mo¨glichen Funktionalita¨ten fu¨r die Datenein- und -ausgabe. Auf die zentra-
len Merkmale von SimANet wird nun na¨her eingegangen.
Benutzeroberfla¨che
Standardma¨ßig nutzt SimANet eine grafische Nutzeroberfla¨che zur Visualisierung der Simu-
lation. Dabei erfolgt die Ausgabe der Datenstruktur in einem dedizierten Thread, wodurch
die Bedienbarkeit auch bei großen Datenmengen und komplexen Netztopologien gewa¨hrlei-
stet werden kann. An dieser Stelle wurde zu Gunsten der Leistungsfa¨higkeit auch das MVC
Entwurfsmuster umgangen. Um die relativ hohe Rechenzeit fu¨r die Darstellungsprozedur zu
optimieren, greift diese direkt auf die Datenstruktur zu und verzichtet auf explizite Synchroni-
sationsmechanismen. Das Aktualisierungsintervall betra¨gt statisch 100 ms.
Die dargestellten Knoten werden je nach aktuellem Zoom-Grad mit entsprechenden Zusatzin-
14nach [28], Stand Januar 2009
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formationen (ID, Routing-Informationen, Ladezustand, etc.) dargestellt. Aktive Verbindungen
zwischen Knoten wurden als Bezier-Kurven realisiert, wodurch mehrere Verbindungskanten
zwischen zwei Knoten auf Basis unterschiedlicher Kommunikationsstandards differenziert wer-
den ko¨nnen. Hindernisse ko¨nnen jederzeit eingefu¨gt oder entfernt werden.
Abbildung 5.19.: Funktionale Aufteilung der grafischen Nutzeroberfla¨che von SimANet. Diese untergliedert
sich in zwei Bereiche: die grafische Darstellung des Simulationsszenarios (1) sowie die Ei-
genschaftsleiste mit globalen Einstellmo¨glichkeiten fu¨r die Simulationsumgebung (2).
Im rechten Bereich der Nutzeroberfla¨che befinden sich die Konfigurationsmo¨glichkeiten der Si-
mulationsumgebung. Diese umfassen Mo¨glichkeiten zur Erstellung und Modifikation verfu¨gba-
rer Funkstandards, Optionen fu¨r die zu nutzenden Bewegungsmodelle sowie Routing- und Ener-
gieeinstellungen.
SimANet ist mehrsprachig ausgelegt und kann durch die Erstellung weiterer Sprachdatei-
en je nach Bedarf erweitert werden. Derzeit stehen die Sprachen Deutsch und Englisch zur
Verfu¨gung.
Testautomatisierung
SimACon - die Consolen Steuerung von SimANet - stellt eine eigensta¨ndige Skriptsprache dar,
welche die Automatisierung von Simulationsszenarien sowohl im grafischen als auch im textba-
sierten Modus ermo¨glicht. Einzelne Zeilen in den SimACon-Skripten repra¨sentieren Ereignisse
in der simulierten Zeit. Beim Laden werden diese in die Event-Queue eingefu¨gt und somit zum
definierten Zeitpunkt ausgefu¨hrt. Der Funktionsumfang von SimACon umfasst alle Arten von
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Ereignissen fu¨r Knoten und Simulationsumgebung. Somit sind sa¨mtliche internen und externen
Funktionsaufrufe von SimANet verfu¨gbar.
Die SimACon Skriptsprache wird in Anhang A genauer vorgestellt und die Syntax anhand eines
Beispiels erla¨utert.
Datenaufbereitung
Fu¨r den Datenimport und Exort wurde ein XML15 basiertes Format gewa¨hlt. Somit ist das
Speichern der gesamten Netzwerktopologie inklusive der gewa¨hlten Konfigurationsdaten auf
einfache Weise mo¨glich. Die Speicherabbilder ko¨nnen durch den Einsatz von XML auch
nachtra¨glich noch analysiert und ggf. modifiziert werden.
Auch der Export des Anzeigebereichs als Rastergrafik-Datei ist mo¨glich. Die Auflo¨sung wird
dabei durch den Nutzer definiert. Eine Konvertierung in die gewu¨nschten Ausgabeformate reali-
sieren java-eigene Bibliotheken. Standardma¨ßig stehen fu¨r den Grafik-Export die Formate JPG,
PNG, BMP und GIF zur Verfu¨gung.
Im konsolenbasierten Betrieb sind die vorgestellten Export-Funktionalita¨ten die zentralen Mittel
zur Ausgabe der jeweiligen Simulationsabschnitte. Mit Hilfe der bereits vorgestellten SimACon
Skriptsprache kann ein automatisierter Export ereignisgesteuert oder auch periodisch erfolgen.
5.4. Einschra¨nkungen
SimANet fokussiert die Validierung neuer Kommunikationskonzepte im Bereich funkstan-
dardu¨bergreifender, mobiler Ad Hoc Netzwerke auf einer abstrakten Ebene. Technologiespezi-
fische Rahmenbedingungen einzelner Kommunikationsstandards werden in ein abstraktes Ko-
stenmodell u¨berfu¨hrt, welches jede Form von Kommunikationsereignissen auf definierte Ko-
stenwerte abbildet. Die Modellierung physikalisch korrekter und detaillierter Umweltbedin-
gungen ist konzeptionell vorgesehen, jedoch im aktuellen Entwicklungstand nicht vollsta¨ndig
realisiert.
Das Interferenzverhalten auf dem PHY-Layer wird im aktuellen Entwicklungsstand des Simu-
lators vernachla¨ssigt. Hier ist derzeit kein korrektes physikalisches Modell hinterlegt, wodurch
Sto¨rungen durch Wellenu¨berlagerungen nicht simuliert oder detektiert werden ko¨nnen. Die Pro-
blematik beinhaltet folglich auch die physikalisch korrekte Berechnung von Da¨mpfung, Beu-
gung und Reflexion sich ausbreitender Funkwellen im Raum. Erstellte Hindernisse ko¨nnen zwar
mit abstrakten Eigenschaften fu¨r die Signalda¨mpfung definiert werden, diese beruhen jedoch
nur auf einer individuell festgelegten Wahrscheinlichkeit fu¨r den Paketverlust oder alternativ
auf einer definierten Reduzierung der Sendereichweite. Das Verhalten basiert dabei nicht auf
einer physikalisch korrekten Berechnung der Eigenschaften des zu durchdringenden Mediums.
15Extendable Markup Language
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Fu¨r die U¨bertragung mit SimANet wird ein sto¨rungsfreier Kommunikationskanal auf MAC
Ebene angenommen. Technologiespezifische MAC-Layer Modelle sind in der derzeitigen Si-
mulationsumgebung nicht enthalten. Die U¨bertragungscharakteristik eines abstrakt definierten
Funkstandards wird auf eine Menge ausgewa¨hlter Kommunikationsparameter abgebildet. Diese
beinhalten nur indirekt das Verhalten auf MAC Ebene.
Weiterhin stellt SimANet derzeit ausschließlich eine zweidimensionale Umgebung zur
Verfu¨gung. SimANet wurde aber bereits fu¨r eine Erweiterung um eine dritte Dimension vorbe-
reitet. Alle verwendeten Datenstrukturen wurden generisch definiert so eine korrekte Funktion
im 3D-Betrieb. Dabei muss zum einen die Zeichenroutine entsprechend angepasst werden, um
die ho¨heren Dimensionskoordinaten zu visualisieren. Die Implementierung einer einfachen, iso-
metrischen 3D-Darstellung ist aber problemlos mo¨glich. Die Umsetzung der Bereichssuche als
zentrale Operationen auf der Skip Quadtree Datenstruktur gestaltet sich zeitintensiver. Wa¨hrend
sich die mathematische Problematik im zweidimensionalen Raum auf die Berechnung einer
Schnittfla¨che zwischen Quadrat und Kreis reduziert, entsteht im 3D-Raum die Durchdringung
von Kugel und Wu¨rfel. Der Aufwand fu¨r die Berechnungen steigt folglich erheblich an und
steht in keiner Relation zu der Problematik in zwei Dimensionen.
Im Rahmen paralleler Simulationen ist ein Betrieb der grafischen Nutzeroberfla¨che nicht
mo¨glich. Durch die fehlende Interaktion reduziert sich die Funktionalita¨t von SimANet auf den
konsolenbasierten Modus. Dazu kommt die bereits vorgestellte SimACon Skriptsprache fu¨r die
Testautomatisierung zum Einsatz.
5.5. Optimierungsansa¨tze
Mo¨gliche Optimierungsansa¨tze resultieren direkt aus den zuvor genannten Einschra¨nkungen.
Auf Einige soll nun aber nochmals eingegangen werden.
5.5.1. U¨bertragungsmodell
Einen prima¨ren Verbesserungspunkt stellt die derzeit umgesetzte Modellierung der Datenu¨bert-
ragung dar. Eigenschaften der Antennensysteme ko¨nnen nur durch abstrakte Werte fu¨r die Sen-
dereichweite dargestellt werden. Gerichtete Antennensysteme, wie in Kapitel 3.2.3 (Smart An-
tennas) beschrieben, sind nicht realisierbar.
Weiterfu¨hrend ist somit die physikalisch korrekte Modellierung des U¨bertragungsmediums so-
wie die Einbindung exakter Modelle der jeweiligen Kommunikationsstandards sinnvoll. Das
Zeitverhalten zur Laufzeit wird im aktuellen Stand auf die abstrakte Kostenfunktion abgebildet
und ist somit implizit auf algorithmischer Ebene enthalten. Es wurde somit kein separates, da-
tenvolumenbasiertes Zeitmodell auf Netzwerkebene gewa¨hlt. Fu¨r den Fokus der wissenschaft-
lichen Betrachtungen in dieser Arbeit spielt diese Einschra¨nkung keine Rolle. Fu¨r die Weiter-
verwendung des Simulators muss dieses Modell ggf. angepasst und erweitert werden.
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5.5.2. Topologieoptimierung / Routing
Der Fokus von SimANet richtet sich auf die Verwaltung mehrerer Funkmodule pro Knoten
und der damit verbundenen Steigerung der Erreichbarkeit. Somit spielen angepasste Routing-
Verfahren eine zentrale Rolle. Um dabei den Energiebedarf zu optimieren, sind unterschiedliche
Ansa¨tze aus dem Bereich der Topologiekontrolle / Topologieoptimierung vorstellbar. Erweite-
rungen von SimANet mit entsprechenden Modulen zur dynamischen Anpassung der Sendelei-
stung oder zur selektiven Vernetzung sind in jedem Fall sinnvoll. Zusa¨tzlich ko¨nnen in Verbin-
dung mit physikalisch korrekten U¨bertragungsmodellen weiterfu¨hrende Verfahren zur Detek-
tierung und Vermeidung von Interferenzen betrachtet werden.
5.5.3. Sliding Time Window
Im aktuellen Entwicklungsstand wird der mo¨gliche Zeitversatz td zwischen den jeweiligen Be-
rechnungseinheiten statisch definiert. Der optimale Wert fu¨r diesen Zeitdrift ist jedoch stark von
der Gro¨ße des Simulationsszenarios beeinflusst. Auch andere Faktoren, wie bspw. die Latenzen
in der Netzinfrastruktur spielen eine Rolle. Andere Prozesse des Betriebssystems, welche um
no¨tige Betriebsmittel konkurrieren, sowie die betriebssystem-internen Scheduling-Algorithmen
sind ebenfalls relevant.
Folglich muss td je nach parallelem Berechnungsumfeld manuell angepasst und optimiert wer-
den. Jedoch wa¨re an dieser Stelle eine dynamische Anpassung zur Laufzeit in Abha¨ngigkeit von
ausgewa¨hlten Faktoren der Hard- und Software-Umgebung sinnvoll.
Neben der aktuellen Rechenlast ko¨nnten unter anderem die beno¨tigten Unterbrechungszeiten
fu¨r die Aktualisierung des Zeitfensters als Referenzwert dienen. U¨berschreitet die Ha¨ufigkeit
der Unterbrechungen einen definierten Wert, wird td erho¨ht. Detektiert der Sliding Time Win-
dow Algorithmus u¨ber einen la¨ngeren Zeitraum keine Unterbrechung, wird im Gegenzug der
Wert fu¨r td entsprechend verringert.
5.5.4. Parallelisierung
Im Rahmen der Diplomarbeit Java-Anbindung von MPI-Bibliotheken fu¨r hochperformante Par-
allelanwendungen [18] wurde eine umfassende Neuimplementierung der MPI-Schnittstelle fu¨r
Java durchgefu¨hrt. Im Gegensatz zur bisher genutzten, reinen Java-Implementierung JMPI ba-
siert das entwickelte MPI2Java auf JNI und nutzt die hochoptimierten C-Bibliotheken der ak-
tuellen MPI 2.0 Spezifikation. MPI2Java ist vollsta¨ndig 64Bit-fa¨hig und weiterhin plattformu-
nabha¨ngig nutzbar.
Durch die verzo¨gerte Entwicklung von MPI2Java kommt die neue Schnittstelle in den durch-
gefu¨hrten Simulationsszenarien jedoch nicht zum Einsatz. Dennoch seien an dieser Stelle einige
Leistungsmessungen aufgefu¨hrt, welche das zusa¨tzliche Optimierungspotential von SimANet
durch die neue Schnittstelle verdeutlichen.
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(a) Testreihen MPI2Java - gemessene Zugriffszeiten
mittels Pingpong-Test, mit dessen Hilfe die Latenzen
wa¨hrend der Datenu¨bertragung analysiert wurden.
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(b) Testreihen MPI2Java - Datendurchsatzmessungen.
Abbildung 5.20.: Optimierungspotential durch MPI2Java. Messungen jeweils auf dem CHiC-Rechencluster
der TU Chemnitz. Da mpiJava nicht 64Bit-fa¨hig ist, konnten entsprechend keine Werte auf-
genommen werden. Rahmenbedingungen: exklusive Nutzung der beteiligten CPU-Knoten,
Darstellungen entsprechen Mittelwerten aus 10 unabha¨ngigen Durchla¨ufen.
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(a) JMPI - Dynamische Topologie mit einer unter-
schiedlicher Anzahl Prozessoren.
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(b) MPI2Java - Dynamische Topologie mit einer un-
terschiedlicher Anzahl Prozessoren.
Abbildung 5.21.: Direkter Vergleich der bisher genutzten, veralteten JMPI Umsetzung und MPI2Java, welches
nun MPI2.0 unterstu¨tzt und auf JNI basiert.
Erste Messreihen der MPI2Java Umsetzung innerhalb der SimANet-Umgebung zeigen die Lei-
stungssteigerungen durch eine effiziente Parallelisierung. Abbildung 5.20 und 5.21 verdeutlicht
die enormen Unterschiede der reinen Java-Implementierung JMPI und der auf JNI basierten
MPI2Java Umsetzung. Die erreichten Speedup-Werte zeigen das Optimierungspotential durch
die MPI2.0 Funktionserweiterung und die JNI-Anbindung.
Ein Ansatzpunkt fu¨r Verbesserungen stellt der Datenexport im parallelen Umfeld dar, der unter
Umsta¨nden einen Flaschenhals repra¨sentiert. Die periodische U¨bermittlung aller Informationen
an eine definierte Datensenke fu¨hrt unweigerlich zu Blockierungen wa¨hrend der Synchronisa-
tionszeitpunkte. Diese Problemstellung kann auch nicht ohne Weiteres beseitigen werden und
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erfordert und Umsta¨nden ein erho¨hten Implementierungsaufwand.
5.5.5. Partitionierung
Die dynamische Partitionierung im parallelen Simulationsumfeld erfolgte bisher nur in
Abha¨ngigkeit von Knotenmengen auf den einzelnen Berechnungseinheiten. Wurden definierte
Referenzwerte u¨ber- oder unterschritten, erfolgte die Reallokation der betroffenen Sektorgren-
zen. Eine Bewertung auf Basis des Kommunikationsverhaltens wu¨rde hier eine deutlich bessere
Bewertungsmethode darstellen und die Leistungsfa¨higkeit nochmals erheblich verbessern.
5.6. Simulation und Analyse
Auf Basis der vorgestellten Simulationsumgebung SimANet ko¨nnen nun die in Kapitel 4 vorge-
stellten Konzepte simuliert und entsprechend bewertet werden. Die durchgefu¨hrten Messungen
und die dabei gewa¨hlten Rahmenbedingungen werden in den jeweiligen Abschnitten beschrie-
ben. Neben Testreihen in Bezug auf die Leistungsfa¨higkeit von SimANet im Vergleich zu an-
deren bekannten Simulationswerkzeugen stehen im Wesentlichen die Faktoren Erreichbarkeit,
Energiebedarf und Routing im Fokus der Betrachtungen. Die Ergebnisse ermo¨glichen qualita-
tive Aussagen u¨ber das vorgestellte Konzept und stu¨tzen die Thesen dieser Arbeit.
5.6.1. Leistungsfa¨higkeit des Simulationskern
Um die Leistungsfa¨higkeit von SimANet selbst zu ermitteln, wurden zuna¨chst mehrere Testrei-
hen bezu¨glich des Simulationskerns und des Ressourcenverbrauchs durchgefu¨hrt. Dabei ist auch
die Effizienz in einem parallelen Berechnungsumfeld von Relevanz.
Datenstruktur und Objektlokalisierung
Der Skip Quadtree stellt eine zentrale Datenstruktur in SimANet dar und steht folglich in direk-
tem Zusammenhang mit der Leistungsfa¨higkeit. Abbildung 5.22 zeigt dazu zwei Diagramme.
In der ersten Testreihe wurde die beno¨tigte Zeit fu¨r das Durchfu¨hren von 300.000 zufa¨lli-
gen Such-Operationen gemessen. Der verwendeten Skip Quadtree Datenstruktur sind dabei
der herko¨mmliche Compressed Quadtree und eine triviale verkettete Liste gegenu¨bergestellt.
Durchgefu¨hrt wurden drei Szenarien: Szenario I repra¨sentiert einen ku¨nstlich konstruierten
Best Case fu¨r den Skip Quadtree. Die erzeugte Knotenlandschaft entha¨lt 60 Knoten, bei de-
nen sich der Abstand zwischen zwei Punkten Pi und Pi+1 jeweils verdoppelt. In Folge dessen
entsteht fu¨r den Compressed Quadtree ein Worst Case, da eine Baumtiefe von n und somit
ein Laufzeitverhalten von O(n) (n = #Knoten) provoziert wird. Da die Anzahl Knoten in die-
sem Fall sehr gering ist, beno¨tigt hier die einfache Liste am wenigsten Zeit und schla¨gt beide
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Baumimplementierungen. Szenario II repra¨sentiert eine Kombination aus Szenario I und ei-
ner zusa¨tzlichen, zufa¨lligen Verteilung von 5.000 Knoten. Erwartungsgema¨ß bleibt der Abstand
zwischen Compressed Quadtree und Skip Quadtree auf gleichem Niveau. Durch die deutlich
gro¨ßere Netztopologie werden nun aber die Nachteile der Listenimplementierung sehr deutlich.
In Szenario III wurde eine sehr realita¨tsnahe Hop Spot Knotenverteilung gewa¨hlt, in dem die
Knotendichte in verschiedenen Bereichen stark variiert.
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(b) Vergleich von Compressed Quadtree und Skip
Quadtree in Abhna¨ngigkeit des gewa¨hlten . Erkennbar
ist das erreichte Optimum bei 0.2 ≤  ≤ 0.3. Die Lauf-
zeit des Skip Quadtrees liegt ab einem  ≥ 0.1 kontinu-
ierlich unter der des normalen Compressed Quadtrees.
Abbildung 5.22.: Leistungsfa¨higkeit verschiedener Datenstrukturen fu¨r die Objektlokalisierung.
Im rechten Diagramm wurden Messungen fu¨r die Bereichssuche dargestellt. Wie bereits
erwa¨hnt, muss hier ein Kompromiss zwischen Genauigkeit und Antwortzeit gefunden werden.
Um einen optimierten Wert fu¨r den Randbereich zu finden, wurden Bereichssuchen mit unter-
schiedlichen Ausdehnungen fu¨r den Rand ( von 0.0 bis 0.5, Schrittweite 0.05) durchgefu¨hrt.
Ziel war es, diesen Wert , also die Gro¨ße des Radius im Verha¨ltnis zum Suchradius, dahinge-
hend zu optimieren, dass eine minimale Antwortzeit erzielt wird. Die Testumgebung umfasst
dabei 50.000 zufa¨llig verteilte Knoten und gemessen wurde die Zeit fu¨r 1.000 zufa¨llige Um-
kreisanfragen. Die durchschnittlich zuru¨ckgelieferte Knotenmenge umfasste 10.000 Knoten.
Das Diagramm zeigt deutlich das ermittelte Optimum bei  ≈ 0.3.
Ressourcenverbrauch und Parallelisierung
Im Folgenden wurden mehrere Testreihen fu¨r den Speicherverbrauch und die Leistungsfa¨higkeit
bei verteilten Simulationen durchgefu¨hrt. Abbildung 5.23 zeigt links den Ressourcenbedarf von
SimANet im Vergleich zu den bekannten Simulationswerkzeugen ns2 und OMNet++. Schon
bei einer geringen Knotenmenge werden die Relationen deutlich. Wie bereits in Abschnitt 5.1
ausfu¨hrlich erla¨utert, bieten weder ns2 noch OMNet++ Mo¨glichkeiten fu¨r die Simulation großer
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Netzwerktopologien mit einer akzeptablen Geschwindigkeit [123]. Bereits bei einem mittel-
großen Anwendungsszenario mit 500 Knoten beno¨tigt OMNett++ u¨ber 50 MB Arbeitsspeicher.
ns2 in der originalen Version belegt hierbei anna¨hernd 150 MB RAM (nach [123] 138.7 MB).
Trotz mehrerer Optimierungsansa¨tze sind Szenarien mit u¨ber 3.000 Knoten nur sehr einge-
schra¨nkt realisierbar. Neben den Anforderungen an Arbeitsspeicher stellt dabei vor allem die
extrem lange Simulationszeit einen limitierenden Faktor dar. Praktische Tests mit OMNet++
zeigen schon bei Topologien mit 200 Knoten Wartezeiten von weit u¨ber 30 Minuten, wodurch
diese Simulationswerkzeuge bereits an ihre Leistungsgrenzen stoßen.
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(b) Erzielter Speedup bei der Parallelisierung in
Abha¨ngigkeit von verschiedenen Problemgro¨ßen. Wie
deutlich zu erkennen ist, ko¨nnen nur hinreichend
große Netzwerktopologien effizient parallelisiert wer-
den. Bei Anwendungsszenarien mit 1.000 oder weni-
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Abbildung 5.23.: Direkter Vergleich von SimANet mit den bekannten Simulationswerkzeugen ns2 und OM-
Net++ in Hinsicht auf die Skalierbarkeit (a). Rechts der erreichte Leistungszuwachs bei ver-
teilten Simulationen (b).
Eine Parallelisierung kann die Leistungsfa¨higkeit nochmals verbessern. Neben den konkre-
ten Anwendungsszenarien haben dabei vor allem der Simulationskern und die verwendeten
Mechanismen fu¨r die verteilte Simulation einen entscheidenden Einfluss auf den erreichba-
ren Speedup. Die Probleme im Bereich der Netzwerksimulation sowie die Nachteile traditio-
neller, blockierender Parallelisierungsmechanismen wurden im Verlauf dieses Kapitels bereits
verdeutlicht. Abbildung 5.23 zeigt rechts Leistungsmessungen des im Rahmen von SimANet
implementierten Parallelisierungsverfahrens. Dieses umfasst neben dem Sliding Time Window
Algorithmus auch die dynamische Aufteilung und Anpassung der Simulationsfla¨che auf die
verfu¨gbare Berechnungsumgebung.
Im Gegensatz zu blockierenden Verfahren erlaubt die Einfu¨hrung eines definierten Zeitdrifts
eine nahezu optimale Beschleunigung im parallelen Umfeld. Die Ergebnisse sind dabei wie er-
wartet, stark abha¨ngig von der Problemgro¨ße. Bei hinreichend großen Topologien mit 100.000
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und mehr Knoten kommt das Verfahren in vollem Umfang zum Tragen. Bei kleineren Topolo-
gien sinkt der Speedup erheblich, prima¨r bei vielen parallel arbeitenden Berechnungseinheiten.
Ebenfalls vorhersehbar sind die Ergebnisse bei kleinen Netzwerktopologien. Fu¨r Knotenmen-
gen ≤ 1.000 bremst die Synchronisation u¨ber das Netzwerk die Simulation sogar aus.
Die vorgestellten Algorithmen fu¨r die dynamische Grenzverschiebung und das Sliding Time
Window im Rahmen paralleler Simulationen erzielen sehr gute Werte hinsichtlich des Spee-
dups. Trotz des kommunikationslastigen Charakters von Netzwerksimulationen erlaubt das um-
gesetzte Konzept eine fast optimale Beschleunigung bei hinreichend großen Knotentopologien.
Die Ergebnisse sind dabei nur auf Basis tolerierter Zeitdrifts mo¨glich, welche die auftretenden
Netzwerklatenzen u¨berbru¨cken und ausbalancieren.
5.6.2. Testreihen EAN - Topologische Kenngro¨ßen
In den folgenden Simulationsszenarien soll der konzeptionelle Vorteil hinsichtlich einer Stei-
gerung der Erreichbarkeit untersucht werden. Im Bereich der Graphentheorie existiert hierzu
eine analytische Betrachtung dieser Problemstellung. Random Geometric Graphs (RGG) [51]
ermo¨glichen dabei unter bestimmten Rahmenbedingungen eine numerische Berechnung des
notwendigen Vernetzungsgrades fu¨r eine vollsta¨ndig erreichbare Topologie. Dabei wird jedoch
davon ausgegangen, dass die gesamte Topologie bei maximaler Sendeleistung erreichbar ist.
Der Lo¨sungsansatz beschra¨nkt somit die Erreichbarkeitsproblematik auf eine reine Topologie-
optimierung. Eine vollsta¨ndig erreichbare Topologie wird vorausgesetzt und es soll ausschließ-
lich der minimale Vernetzungsgrad fu¨r eine vollsta¨ndige Konnektivita¨t ermittelt werden.
Abbildung 5.24.: Zwei Netzwerkstrukturen ko¨nnen durch einen EAN-konformen Knoten integriert werden.
Das EAN Konzept betrachtet im Gegensatz dazu auch disjunkte Netzstrukturen, welche auf-
grund ungu¨nstiger Knotenverteilungen oder mangelnder Sendeleistung isoliert sind. Hier soll
nun mit Hilfe EAN-konformer Bru¨cken-Knoten eine Integration ermo¨glicht werden. Dazu wird
in den folgenden Simulationen sukzessiv der Anteil EAN-konformer Multistandard-Knoten
erho¨ht. Durch das zweite Kommunkationsinterface mit anderen U¨bertragungseigenschaften
erho¨ht sich der Vernetzungsgrad in den einzelnen Knoten. Ziel dabei ist eine vollsta¨ndig erreich-
bare, funkstandardu¨bergreifende Netzinfrastruktur bei mo¨glichst geringem EAN Knotenanteil.
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Abbildung 5.25.: Zwei spezifische Netzwerktopologien: eine zufa¨llige Knotenverteilung (oben) sowie eine To-
pologie mit stark variierender Knotendichte (unten).
Abbildung 5.24 zeigt dazu ein Minimalbeispiel mit zwei disjunkten Netztopologien. Die beiden
homogenen Teilmengen werden mit Hilfe eines einzelnen eingestreuten EAN-Knotens in eine
heterogene Gesamtstruktur integriert. Die Erreichbarkeit steigt hierbei von 50% auf 100%. Ab-
bildung 5.25 verdeutlicht die Problematik an zwei Testszenarien. Die beiden Farben der Kanten
repra¨sentieren zwei Kommunikationstechnologien. Es wird deutlich, dass die EAN Knoten auf
zwei Ebenen als Bru¨ckenknoten fungieren. Zum einen dienen sie der Funkstandardintegration
und gleichzeitig ermo¨glichen sie die Erreichbarkeit bisher isolierter Teilbereiche der Topologie.
Um im Rahmen der durchgefu¨hrten Messreihen statistische Aussagen treffen zu ko¨nnen, ist
zuna¨chst eine globale Sicht auf die Testszenarien notwendig. Aus diesem Grund verfu¨gt Si-
mANet u¨ber eine zusa¨tzliche, globale Topologiekontrollschicht, welche die Analyse und Aus-
wertung durchgefu¨hrter Testszenarien vereinfacht. Diese Schicht hat keinen Einfluss auf die
zu testenden Messgro¨ßen. Auf Analyseebene stehen alle aktuellen Knoteninformationen wie
bspw. Vernetzungsgrad, Energieressourcen, Routingeintra¨ge oder aktive Kommunikationsstan-
dards zur Verfu¨gung, wodurch die Ad Hoc Topologie jederzeit ausgewertet werden ko¨nnen.
Alle Rahmenbedingungen fu¨r die nachfolgenden Simulationen wurden in Tabelle 5.1 zusam-
mengefasst:
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Anzahl Knoten 500-5000
Knotenverteilung zufa¨llig / hop-spot
Energiemodell ohne Relevanz
Netzlast netzlastunabha¨ngig
Knotenbewegung statische Topologie
Kommunikationsstandards RS1 Low-Power
RS2 Mid-Range
Anteil EAN Knoten schrittweise von 0% bis 100% EAN ;
Restmenge je nach Szenario unterteilt in RS1 / RS2
Routing ohne Relevanz
Eingabegro¨ße Anteil EAN-konformer Knoten
Kenngro¨ßen Grad der Erreichbarkeit
Anzahl disjunkter Teilmengen in der Topologie
Tabelle 5.1.: U¨bersicht u¨ber die Rahmenbedingungen in den folgenden Simulationen.
Um die konzeptionellen Ziele auf ihre Umsetzbarkeit zu testen, wurde zuna¨chst verschiedene
Testszenarien mit zwei fiktiven Funkstandards RS1 und RS2 umgesetzt. Die maximale Sen-
dereichweite T1 des ersten Funkstandards betra¨gt 50% des zweiten Standards. T2 entspricht
folglich 2 · T1.
Ausgangspunkt jeder Testreihe ist eine zufa¨llig generierte Netztopologie mit einer vordefinier-
ten Anzahl Knoten und Knotenverteilung. Je nach Testszenario verfu¨gen die Knoten u¨ber je-
weils einen der Funkstandards RS1 oder RS2. Im Anschluss werden nach einem zufa¨lligen
Muster einzelne Knoten durch EAN-konforme Multistandard-Knoten ersetzt, welche u¨ber ein
zweites, unabha¨ngiges Funkmodul verfu¨gen.
Gemessen wird die Anzahl disjunkter/isolierter Knotenmengen sowie die prozentuale Erreich-
barkeit der Topologie. Wa¨hrend der Analyse wird dazu durch die SimANet Topologiekontroll-
schicht eine Breitensuche beginnend von jedem Knoten initialisiert. Die Anzahl erreichbarer
Elemente wird anschließend in Relation zur Gesamtknotenmenge gesetzt. Der errechnete Mit-
telwert repra¨sentiert die durchschnittliche Erreichbarkeit in der Topologie.
Die dargestellten Diagramme beinhalten Durchschnittswerte von 10 unabha¨ngigen Testreihen
unter gleichen Voraussetzungen und Rahmenbedingungen.
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Abbildung 5.26.: Netzwerktopologie mit zuna¨chst zwei separaten Funkstandards. Durch das sukzessive Erset-
zen einfacher Knoten durch EAN-konforme Systeme mit zwei simultan betriebenen Funkmo-
dulen wird die Integration unterschiedlicher Kommunikationsstandards ermo¨glicht. Zusa¨tz-
lich erfolgt die Einbindung bisher isolierter Knoten bzw. Knotenmengen durch die geschaffe-
ne, heterogene Infrastruktur. Das Diagramm zeigt dabei Werte hinsichtlich der Erreichbarkeit
der Knotentopologie sowie die Menge isolierter Knotenbereiche in Abha¨ngigkeit vom Anteil
EAN-konformer Knoten. Die jeweiligen Konfidenzintervalle wurden mit integriert.
Diagramm 5.26 zeigt eine Messreihe mit 5.000 zufa¨llig verteilten Knoten, wobei initial 50% der
Knoten mit Funkstandard RS1 und 50% mit RS2 ausgestattet wurden. Die beiden Messkurven
verdeutlichen den Zusammenhang der beiden Messgro¨ßen. Die Ergebnisse zeigen bereits bei
einer EAN Einstreuung von 20% signifikante Verbesserungen beider Werte.
Die folgenden Diagramme 5.27 sowie 5.28 ermo¨glichen einen direkten Vergleich der Optimie-
rungsergebnisse in Abha¨ngigkeit von den definierten Rahmenbedingungen hinsichtlich Topolo-
giegro¨ße, Knotendichte sowie Knotenverteilung.
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Abbildung 5.27.: Abha¨ngigkeit der Optimierungsergebnisse von der Topologiegro¨ße, der Knotenverteilung so-
wie der Initialbelegung aller Funkstandards.
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Abbildung 5.28.: Verringerung isolierter Knotenmengen durch Einstreuung EAN-konformer Knoten.
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Abbildung 5.29.: Darstellung des durchschnittlichen Optimierungspotentials u¨ber alle durchgefu¨hrten Messun-
gen in Abha¨ngigkeit vom EAN Knotenanteil. Innerhalb der ersten 30% eingestreuter EAN
Knoten zeigen sich die besten Optimierungswerte.
Resultierend aus den gezeigten Messergebnissen wird deutlich, dass unabha¨ngig von den
gewa¨hlten Rahmenbedingungen ein erhebliches Optimierungspotenzial ermo¨glicht wird. In je-
dem Testszenario erbeben sich innerhalb der ersten 30% Einstreuung die deutlichsten Verbes-
serungen (siehe Abbildung 5.29). Der Vernetzungsgrad und folglich die Erreichbarkeit steigen
hier durchschnittlich um 40% und erreichen Absolutwerte von ca. 80%. Die Testergebnisse zei-
gen somit die Vorteile des pra¨sentierten EAN Ansatzes in Bezug auf die These einer Steigerung
der Erreichbarkeit. Dabei nimmt die Topologiegro¨ße nur eine untergeordnete Priorita¨t ein.
5.6.3. Testreihen EAN - Worst Case Pfadkosten
Nachdem das Optimierungspotential des EAN Konzeptes bezu¨glich einer Steigerung der Er-
reichbarkeit verdeutlicht wurde, soll nun auf die damit verbundenen Kommunikationskosten
eingegangen werden. Dabei erho¨hen sich einerseits die Betriebskosten der Knoten durch meh-
rere simultan agierende Funkmodule. Andererseits ergeben sich daraus Optimierungsansa¨tze
fu¨r die Routenpfade.
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Grundlage fu¨r jede Bewertung ist eine geeignete Kostenfunktion. Diese repra¨sentiert den Auf-
wand einer U¨bertragung mit dem gewa¨hlten Funkstandard durch abstrakte Parameter. Die
gewa¨hlten Kostenwerte basieren dabei auf den Spezifikationen verfu¨gbarer Kommunikations-
standards sowie auf den ermittelten Messwerten der PLANet Hardwarekomponenten (Kapitel
6). Fu¨r die durchgefu¨hrten Simulationen wird der Kostenvektor in die folgenden Parameter auf-
geschlu¨sselt:
KATEGORIE PARAMETER RS1 RS2
Energiebedarf: Basiskosten pro Hop Cbase 20 20
Sendeleistung Ctpow 0.8-8 5-50
zeitliche Aspekte: Verbindungsinitialisierung Cinit 4 8
U¨bertragungsdauer Cttime 2-20 0.1-1
U¨bertragungslatenzen Clat 20 10
Cross-Layer Parameter: aktueller Ladezustand Ce level 1-10 1-10
Funkstandardwechsel Cswap 10 10
Tabelle 5.2.: Definition der beiden Funkstandards RS1 und RS2 mit der Aufschlu¨sselung aller abstrakter
Kostenparameter.
Alle Parameter fu¨r die Funkstandards RS1 und RS2 werden in Tabelle 5.2 beschrieben. Die
Tabelle ist in mehrere Bewertungskategorien untergliedert. Um Aussagen hinsichtlich der Gu¨te
eines Routenpfades treffen zu ko¨nnen, mu¨ssen nun diese unterschiedlichen Parameter in ei-
ne Gesamtfunktion integriert werden. Zum besseren Versta¨ndnis hier nochmals der bereits in
Kapitel 4.4.4 vorgestellte Kostenvektor und dessen Herleitung:
Ce level =
1
Pcurrent
, 0.1 ≤ Pcurrent ≤ 1.0
Ctpow = 1 + (CtpowmaxRSx · P
2
transmit)
0.1 ≤ Ptransmit ≤ 1.0
Cttime = CttimemaxRSx · Ptransmit
0.1 ≤ Ptransmit ≤ 1.0
Pcurrent . . . aktueller Ladezustand
Ptransmit . . . zur U¨bertragung no¨tige Sendeleistung
145
5. Simulationsumgebung SimANet
Die Definition der Gesamtkostenfunktion Coverall lautet:
Coverall =
#Hops∑
i=1
(
n∑
j=1
(wj · Cj))
=
#Hops∑
i=1
(wbase · Cbase + we level · Ce level
+winit · Cinit + wtpow · Ctpow + wttime · Cttime
+wlat · Clat + wswap · Cswap)
n . . . Anzahl Parameter
wx . . . Gewichtung des Parameters x
Gewichtung des Kostenvektors:
Um die jeweiligen Parameter in Abha¨ngigkeit vom gewu¨nschten Anwendungsszenario in
Relation setzen zu ko¨nnen, kommt eine Gewichtungsfunktion zum Einsatz. Durch diese
lassen sich die einzelnen Kostenparameter priorisieren oder ganz ausblenden, was wiederum
Auswirkungen auf die Metriken von Routing- oder Topologieoptimierungsverfahren hat. Im
Rahmen der hier durchgefu¨hrten Simulationen wurden zuna¨chst zwei anwendungsspezifische
Gewichtungen der jeweiligen Parameter definiert WS1 und WS2:
WS1: Optimierung des Energiebedarfs
WS2: Minimierung von Latenzen wa¨hrend der U¨bertragung
GEWICHTETER PARAMETER WS1 WS1
wbase 1.0 1.0
we level 1.0 0.7
winit 0.1 0.3
wtpow 0.6 0.3
wttime 0.3 0.2
wlat 0.1 0.5
wswap 1.0 1.0
Tabelle 5.3.: Zwei unterschiedliche Gewichtungsszenarien fu¨r die Kostenfunktion C. Dabei sind die Basiskosten
fu¨r den Betrieb Cbase sowie die Kosten fu¨r einen Funkstandardwechsel Cswap konstant definiert
und haben keine Gewichtung.
Teile der folgenden Simulationsergebnisse wurden im Rahmen der Vero¨ffentlichungen [6, 8–
10] pra¨sentiert. Die durchgefu¨hrten Szenarien beinhalten sowohl gleichma¨ßig verteilte (unifor-
me) als auch zufa¨llig initialisierte Knotentopologien unterschiedlicher Gro¨ße (Abbildung 5.30).
Ausgangssituation ist jeweils ein homogenes Netzwerk mit ausschließlich einem einheitlichen
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Kommunikationsstandard. Anschließend werden nun auch hier nach einem zufa¨lligen Muster
einzelne Knoten durch Multistandard-Knoten ersetzt, welche u¨ber ein zweites, unabha¨ngiges
Funkmodul verfu¨gen. Die gegensa¨tzlichen Eigenschaften der beiden Kommunikationsstandards
werden durch spezifische Werte innerhalb der Kostenvektoren abgebildet. Jeder Parameter hat
somit direkten Einfluss auf die Optimierungsergebnisse.
Abbildung 5.30.: Beispielhaft zwei Netzwerktopologien mit gleichfo¨rmiger (links) und zufa¨lliger Knotenver-
teilung (rechts). Beide Topologien beinhalten im aktuellen Zustand einen Anteil von 50%
Multistandard-Knoten.
Anzahl Knoten 20-120
Initialzustand homogene Topologie auf Basis eines Funkstandards
Knotenverteilung uniform / zufa¨llig
Energiemodell integriert / Werte statisch
Netzlast netzlastunabha¨ngig
Knotenbewegung statische Topologie
Kommunikationsstandards RS1 Low-Power
RS2 Mid-Range
Anteil EAN Knoten schrittweise von 0% bis 50% EAN ;
Restmenge RS1
Routing / Routenmetrik kostenoptimiert
Kostenfunktion Coverall
Gewichtungsszenario WS1 energieoptimiert
WS2 latenzoptimiert
Eingabegro¨ße Anteil EAN-konformer Knoten
Kenngro¨ßen Kosten Worst Case Routenpfad
Anzahl Hops Worst Case Routenpfad
Tabelle 5.4.: U¨bersicht u¨ber die Rahmenbedingungen in den folgenden Simulationen.
Im Zuge der jeweiligen Testla¨ufe wird nun der prozentuale Anteil der Multistandard-Knoten
beginnend bei 10% sukzessiv bis zu 50% erho¨ht. Die in den Diagrammen dargestellten Werte
repra¨sentieren jeweils Durchschnittswerte von 10 unabha¨ngigen Testreihen mit gleichen Para-
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metern fu¨r die Rahmenbedingungen. Wesentliche Messgro¨ßen sind hierbei die abstrakten Ge-
samtkosten fu¨r die Kommunikation sowie die Anzahl beno¨tigter Hops zwischen der vordefi-
nierten Datenquelle und -senke.
Quelle und Senke werden dabei so gewa¨hlt, dass deren ra¨umliche Distanz in der initialen Topo-
logie maximal ist und die Kommunikation auf einem la¨ngsten Pfad erfolgen muss (Worst Case
Kommunikation). Tabelle 5.4 fasst alle Rahmenbedingungen noch einmal zusammen.
Gleichma¨ßige Knotenverteilungen
Die Messreihen in Abbildung 5.31 und 5.32 zeigen die erzielten Optimierungsergebnisse in
gleichfo¨rmig verteilten Knotentopologien unterschiedlicher Gro¨ße. Nachdem in den zuvor
pra¨sentieren Testreihen große Topologien mit 1.000+ Knoten simuliert und hinsichtlich einer
Erreichbarkeitssteigerung analysiert wurden, fokussieren die folgenden Szenarien kleinere To-
pologien aus typischen Anwendungsbereichen. Das Optimierungspotential fa¨llt bei der laten-
zoptimierten Gewichtung deutlich besser aus, was im Wesentlichen auf den Kostenparameter
der beno¨tigten U¨bertragungsleistung zuru¨ckzufu¨hren ist. So betra¨gt die Kostendifferenz zwi-
schen beiden Funkstandards RS1 und RS2 im ersten energieoptimierten Gewichtungsszenario
deutlich mehr als in der latenzoptimierten Gewichtung. Die Unterschiede wirken sich somit
auf die Routenwahl bzw. die genutzte Anzahl Hops aus. An dieser Stelle sei darauf hingewie-
sen, dass die Optimierungsergebnisse stark von den definierten Parametern und Wichtungen des
Kostenvektors abha¨ngen. Fu¨r die gewa¨hlten abstrakten Kostenwerte der Funkstandards fließen
neben den offiziellen Spezifikationen vor allem die praktischen Erfahrungen mit dem PLANet
Prototypen ein.
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Abbildung 5.31.: Uniforme Knotenverteilungen unterschiedlicher Gro¨ße. Dabei kam als Gewichtungsfunktion
das Szenario 1 zum Einsatz - Optimierung des Energiebedarfs (Tabelle 5.3). Links die ermit-
telten Gesamtkosten fu¨r die U¨bertragung eines Datenpaketes entlang eines in der Topologie
la¨ngsten Pfades. Rechts die dazugeho¨rige Anzahl beno¨tigter Hops von der Quelle zur Sen-
ke. Auf der X-Achse ist jeweils der gewa¨hlte Prozentsatz verfu¨gbarer Multistandard-Knoten
abgebildet, welche in jedem Testlauf randomisiert ausgewa¨hlt wurden.
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Abbildung 5.32.: Uniforme Knotenverteilungen. Darstellung analog Abbildung 5.31. Als Gewichtungsfunktion
kam jedoch Szenario 2 zum Einsatz - Latenzminimierung (Tabelle 5.3).
Zufa¨llige Knotenverteilungen
Die Abbildungen 5.33 und 5.34 zeigen anschließend die Testreihen mit zufa¨llig verteilten Netz-
topologien. Aus den erwartungsgema¨ßen Verku¨rzungen der Routenpfade resultiert eine Verrin-
gerung der Anzahl beno¨tigter Hops. Aber auch in Hinblick auf die Pfad- bzw. U¨bertragungsko-
sten sind hier deutliche Verbesserungen ersichtlich.
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Abbildung 5.33.: Zufa¨llige Knotenverteilungen unterschiedlicher Gro¨ße. Darstellung analog zu vorherigen
Messreihen. Als Gewichtungsfunktion kam Szenario 1 zum Einsatz - Optimierung des Ener-
giebedarfs (Tabelle 5.3).
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Abbildung 5.34.: Zufa¨llige Knotenverteilungen. Gewichtungsfunktion: Szenario 2 - Latenzminimierung.
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Die Diagramme verdeutlichen die konzeptionellen Vorteile einer funkstandardu¨bergreifenden,
heterogenen Netztopologie. Erreicht der Prozentsatz eingestreuter Multistandard-Knoten einen
Schwellwert von ca. 20%, sinken die Gesamtkosten fu¨r die Datenu¨bertragung trotz erho¨hter Ba-
siskosten teils signifikant. Speziell in den zufa¨lligen Knotenverteilungen konnten deutliche Op-
timierungen erzielt werden. In Folge der Nutzung zusa¨tzlicher Kommunikationspfade ko¨nnen
die Daten nun effizienter von der Quelle zur Senke transportiert werden, wodurch sich die An-
zahl beno¨tigter Hops im Mittel deutlich reduziert. Bei einer Anna¨herung an die 50% Marke
wird in nahezu allen Fa¨llen ein optimales Ergebnis erzielt. Die weitere Erho¨hung des Anteils an
Multistandard-Knoten bringt somit nur noch minimale und folglich vernachla¨ssigbare Verbes-
serungen. Abbildung 5.35 visualisiert diese Ergebnisse.
Zusa¨tzlich konnte mit den Simulationen gezeigt werden, dass das Optimierungspotential mit
zunehmender Gro¨ße der Topologie ansteigt. Besonders bei erho¨hter Knotendichte wirken sich
die Vorteile durch das Einstreuen eines zweiten Funkstandard sta¨rker aus. Hier ko¨nnen mehr
Hops auf den Routenpfaden eingespart werden. Knoten, die fu¨r die Paketweiterleitung nicht
mehr beno¨tigt werden, ko¨nnen die verfu¨gbaren Energieressourcen schonen. In Folge dessen
verla¨ngert sich die durchschnittliche Knotenlaufzeit und die Erreichbarkeit der gesamten Netz-
topologie.
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Abbildung 5.35.: Darstellung des durchschnittlichen Optimierungspotentials u¨ber alle durchgefu¨hrten Messun-
gen in Abha¨ngigkeit vom EAN Knotenanteil. Wa¨hrend in gleichfo¨rmigen Knotenverteilungen
bei 20% EAN Knoteneinstreuung die besten Optimierungsergebnisse erzielt werden, liegen
bei zufa¨lligen Verteilungen zwei Maxima bei 10% sowie 30%.
Voraussetzung hierfu¨r ist eine hinreichend hohe Netzlast. Im Zusammenhang mit dieser Kom-
munikation muss auch das Energieniveau der jeweiligen Knoten beachtet werden. Ein entspre-
chend adaptierter Routingalgorithmus ist notwendig.
5.6.4. Testreihen EAN - Dynamisches Verhalten
Zur Laufzeit beno¨tigen die Knoten kontinuierlich Energie fu¨r die Betriebsbereitschaft und die
Kommunikation. In EAN-konformen Knoten sind diese Basis-/Betriebskosten durch simultan
betriebene Funkmodule erho¨ht. Es soll nun untersucht werden, inwiefern bei einer generierten
Netzlast eine positive Energiebilanz in der Topologie erzielt werden kann. Dazu muss zuna¨chst
das zugrundeliegende Energiemodell definiert werden, nachdem die Energieressourcen jedes
Knotens berechnet und aktualisiert werden.
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Energiemodell
Jede Aktivita¨t eines Knotens in der Topologie, sowohl die reine Betriebsbereitschaft als auch
der Empfang, die Verarbeitung und die U¨bermittlung von Daten wird auf abstrakte Energieein-
heiten abgebildet. Fu¨r die folgenden Simulationen werden einheitliche Energieressourcen fu¨r
alle Knoten im Netzwerk definiert. Dabei stehen initial 10.000 logische Einheiten pro Knoten
zur Verfu¨gung. Eine dynamische Anpassung der verbleibenden Energieressourcen soll mit Hilfe
der Funktion ∆Pnode erfolgen, welche nachstehend definiert wird:
∆Pnode = f(∆T,M, Ptransmit, RSx)
∆Pnode = (#packets · P 2transmit · g(RSx)) + (∆T · b)
g : (RSx)→ N
g(RSx) =
{
1, U¨bertragung mittels RS1
6, U¨bertragung mittels RS2
b : Basiskosten fu¨r die Betriebsbereitschaft = 2
T . . . simulierte Zeit
M . . . Nachrichtengro¨ße (in Paketen)
Ptransmit . . . beno¨tigte Feldsta¨rke / Sendeleistungsniveau
RSx . . . genutzter Kommunikationsstandard
In Abha¨ngigkeit von den verwendeten Funkmodulen und der Kommunikationslast variiert die
Lebensdauer jedes Knotens.
Routing
Um das Optimierungspotential nutzen zu ko¨nnen, kommt das vorgestellte EBCR Verfahren als
Routingstrategie zum Einsatz. Im Fokus der Analysen steht dabei die Fa¨higkeit von EBCR,
Unterschiede in den Energieniveaus einzelner Knoten durch angepasste Routenpfade auszu-
balancieren. Ein Großteil bekannter Routingverfahren wa¨hlt ausschließlich latenz- oder hop-
optimierte Metriken fu¨r die Berechnung der Routenpfade. In vielen Fa¨llen fu¨hrt das zu einer
unausgewogenen Belastung einzelner Knoten im Netzwerk. In direkter Konsequenz sind diese
Knoten aufgrund verbrauchter Energieressourcen vorzeitig nicht mehr verfu¨gbar.
Durch das Ausbalancieren des topologieweiten Energieniveaus auf der Basis von EBCR ko¨nnen
solche Schwachstellen in der Kommunikationsinfrastruktur gezielt umgangen werden.
Abbildung 5.36 zeigt ein typisches Szenario mit zufa¨lliger Knotenverteilung. Durch die Mobi-
lita¨t der Knoten ergeben sich ha¨ufig starke Schwankungen in der Knotendichte, was zu soge-
nannten Hot Spots, also Bereichen sehr hoher Knotendichte und somit sehr hohem Vernetzungs-
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grad, fu¨hrt. Zwischen den Hot Spots existieren nur wenige Verbindungen, was in den betreffen-
den Netzwerkknoten aufgrund erho¨hter Datenmengen zu Lastspitzen fu¨hrt. Die Lebensdauer
dieser Knoten verku¨rzt sich in Folge des hohen Energiebedarfs fu¨r die Datenweiterleitung sehr
stark. Die mu¨ssen die Routingverfahren in solchen Fa¨llen kooperative Strategien verfolgen, da
sonst nach sehr kurzer Zeit isolierte, disjunkte Knotenmengen entstehen.
Fu¨r die Berechnung des optimalen Routenpfades kommt das bereits eingefu¨hrte Gewichtungs-
szenario WS1 (Energieoptimierung) zum Einsatz, welches im vorangegangenen Abschnitt 5.6.3
definiert wurde. Die Werte der jeweiligen Kostenparameter bleiben ebenfalls unvera¨ndert. Auch
in den folgenden Simulationen werden sowohl uniforme/gleichma¨ßige als auch zufa¨llig verteilte
Knotentopologien unterschiedlicher Gro¨ße. Die dargestellten Werte repra¨sentieren den Durch-
schnitt aus zehn unabha¨ngigen Messreihen unter identischen Rahmenbedingungen. EBCR wer-
den zwei einfache Routingstrategien gegenu¨bergestellt. Zum einen ein triviales hop-optimiertes
Verfahren, welches grundsa¨tzlich ku¨rzeste Pfade mit mo¨glichst wenig Zwischenknoten wa¨hlt.
Weiterhin kommt ein kostenoptimiertes Routingverfahren zum Einsatz, welches auf den glei-
chen Kostenvektoren wie EBCR arbeitet, jedoch ohne Cross-Layer Strategien. Somit sind In-
formationen u¨ber die verbleibenden Energieressourcen nicht verfu¨gbar und werden in der Rou-
tenmetrik nicht beru¨cksichtigt. Die Rahmenbedingungen werden in Tabelle 5.5 noch einmal
zusammengefasst.
Abbildung 5.36.: Typische Knotenverteilung mit stark variierender Knotendichte (Hot Spot Szenario).
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Anzahl Knoten 30-60
Knotenverteilung uniform / zufa¨llig
Energiemodell integriert unter Beru¨cksichtigung der Last
Initiale Energieressourcen einheitlich fest definiert 10.000 Einheiten
Netzlast randomisiert paketorientiert
Knotenbewegung statisch / dynamisch (RWP)
Kommunikationsstandards RS1 Low-Power
RS2 Mid-Range
Anteil EAN Knoten 50% EAN (RS1 + RS2) und 50% RS1
Routing / Routenmetrik EBCR-Cross-Layer /
kostenoptimiert ohne
Cross-Layer / Hop-Count
Kostenfunktion Coverall
Gewichtungsszenario WS1 energieoptimiert
Eingabegro¨ße Netzlast
Kenngro¨ßen maximale Anzahl u¨bertragener Nachrichten
verbleibende Anzahl erreichbarer Knoten
Tabelle 5.5.: U¨bersicht u¨ber die Rahmenbedingungen in den folgenden Simulationen.
Ablauf der Simulationsszenarien
Tmax_nodes = max.
!
dx
!
= max.
Anzahl übertragener Nachrichten
dx
- dy__
Pmax
Theoretisches Optimum
Kooperativer Ansatz (EBCR)
Rein kostenoptimierter Ansatz
Rein hop-optimierter Ansatz
Abbildung 5.37.: Erla¨uterung des verwendeten Diagrammtyps.
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Der Diagrammtyp in Abbildung 5.37 wird im Rahmen der EBCR Testauswertung eingesetzt.
Im dargestellten Beispiel sind drei verschiedene Routingstrategien abgebildet. Ziel der Si-
mulationen ist es, die Erreichbarkeit aller Knoten so lange wie mo¨glich aufrecht zu erhalten
(Tmax nodes). Folglich repra¨sentiert die schwarze Linie das theoretische Optimum fu¨r das Kom-
munikationsszenario. Aus dieser Forderung resultiert direkt die Maximierung des Anstiegs in
negativer Ausrichtung (−dx
dy
).
In den Testreihen werden zwei Anwendungsszenarien definiert. Szenario I - Laufzeittest analy-
siert die Verfu¨gbarkeit einer gegebenen Topologie. Diese ist dynamisch und nutzt das Random
Waypoint Mobility Model (siehe 5.2.2). Im Zuge der Simulation werden Quelle und Senke eines
Kommunikationskanals periodisch zufa¨llig definiert. Die Routingalgorithmen suchen daraufhin
einen optimalen Pfad fu¨r die U¨bertragung des Datenpaketes. Nach erfolgter U¨bertragung wird
Quelle und Senke erneut zufa¨llig festgelegt.
Die Prozedur wird im Netzwerk solange wiederholt, bis alle Knoten aufgrund verbrauchter
Energieressourcen nicht mehr zur Verfu¨gung stehen. Die entscheidende Messgro¨ße bildet in
diesen Testreihen die Anzahl erfolgreich u¨bertragener Nachrichten durch die unterschiedlichen
Routingverfahren. Je la¨nger alle Knoten verfu¨gbar sind, desto gro¨ßer ist die Auswahl alternati-
ver Routenpfade - die Erreichbarkeit steigt, damit einhergehend auch die Anzahl u¨bertragener
Datenpakete (∆Pmax).
Ein zweites Anwendungsszenario repra¨sentiert eine statische Punkt-zu-Punkt Kommunikation.
Quelle und Senke sind dabei fest definiert. Die gesamte Topologie arbeitet ohne Knotenbewe-
gungen. Auch hier wird versucht, mo¨glichst viele Nachrichten zu u¨bermitteln. Je nach Rou-
tingstrategie wa¨hlen die Verfahren nach unterschiedlichen Metriken ihre Routenpfade. Die Si-
mulation endet, sobald aufgrund verbrauchter Energieressourcen zwei disjunkte Knotenmengen
entstehen. Der Zielknoten ist in Folge dessen nicht mehr erreichbar. Die relevanten Messgro¨ßen
sind hierbei die Anzahl u¨bertragener Datenpakete sowie die Anzahl noch aktiver Netzwerkkno-
ten (∆Nmin) nach Simulationsende.
Gleichma¨ßige Knotenverteilungen
Die Messreihen in Abbildung 5.38 verdeutlichen das Optimierungspotential von EBCR. Es
konnte in beiden Anwendungsszenarien gezeigt werden, dass EBCR die maximale Anzahl
u¨bertragener Nachrichten im Gegensatz zu herko¨mmlichen Routingverfahren deutlich steigern
konnte. Der Unterschied betra¨gt durchschnittlich 1.000 Pakete. Desweiteren konnte der Zeit-
raum, in dem alle Knoten im Netzwerk verfu¨gbar sind (Tmax nodes), deutlich gesteigert werden.
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Rein kostenoptimierter Ansatz
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(a) Szenario I - Laufzeittest - maximale Verfu¨gbarkeit
der Topologie: uniforme Knotenverteilung, 60 Knoten,
50% Anteil Multistandard-Knoten, Nachrichtengro¨ße:
100 Datenpakete.
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Anzahl übertragener Nachrichten
Theoretisches Optimum
Kooperativer Ansatz (EBCR)
Rein kostenoptimierter Ansatz
Rein hop-optimierter Ansatz
(b) Statisches Punkt-zu-Punkt Szenario: unifor-
me Knotenverteilung, 60 Knoten, 50% Anteil
Multistandard-Knoten, Nachrichtengro¨ße: 100
Datenpakete.
Abbildung 5.38.: Links ein Laufzeittest der gesamten Topologie bis die Energieressourcen aller Knoten ver-
braucht wurden. Rechts ein statisches Punkt-zu-Punkt Szenario zur Messung der optimalen
Lastverteilung in der Topologie. Auf der X-Achse ist dabei die Anzahl erfolgreich u¨bertrage-
ner Datenpakete abgetragen. Auf der Y-Achse die Anzahl noch aktiver Netzwerkknoten.
Zufa¨llige Knotenverteilungen
Abbildung 5.39 zeigt zwei Laufzeittests mit unterschiedlicher Topologiegro¨ße. Wie erwartet,
treten die Vorteile des EBCR-Verfahrens bei zunehmender Knotenmenge sta¨rker in den Vorder-
grund. Im zweiten Szenario sind ebenfalls deutliche Verbesserungen ersichtlich. Gleichzeitig
konnte die Anzahl der Knoten, welche aufgrund verbrauchter Energieressourcen nicht mehr
verfu¨gbar sind, gesenkt werden. Die Erreichbarkeit in der Topologie wird verbessert und bleibt
u¨ber einen la¨ngeren Zeitraum auf konstant hohem Niveau. Das Optimierungspotential liegt hier
bei durchschnittlich 15%, was einem Unterschied von 21 offline Knoten (bei einem einfachen
hop-optimierten Routingverfahren) gegenu¨ber 12 offline Knoten mittels EBCR entspricht.
Die Diagramme in Abbildung 5.40 zeigen die Abha¨ngigkeiten der Simulationsergebnisse von
der definierten Nachrichtengro¨ße. Das EBCR Verfahren erzielt bei allen durchgefu¨hrten Test-
szenarien hervorragende Ergebnisse und verdeutlicht das prima¨re Optimierungsziel - einer Ma-
ximierung der Erreichbarkeit jedes Knotens in der Topologie [5, 7].
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Anzahl übertragener Nachrichten
Theoretisches Optimum
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(b) Szenario I - Laufzeittest - maximale Verfu¨gbar-
keit der Topologie: zufa¨llige Knotenverteilung, 60
Knoten, 50% Anteil Multistandard-Knoten, Nach-
richtengro¨ße: zufa¨llig zwischen 50 und 500 Pake-
ten.
Abbildung 5.39.: Laufzeittests mit zufa¨lliger Knotenverteilung.
0 1000 2000 3000 4000 5000 6000 7000
30
35
40
45
50
55
60
An
za
hl
 e
rre
ic
hb
ar
er
 K
no
te
n 
in
 d
er
 T
op
ol
og
ie
Anzahl übertragener Nachrichten
Theoretisches Optimum
Kooperativer Ansatz (EBCR)
Rein kostenoptimierter Ansatz
Rein hop-optimierter Ansatz
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ge Knotenverteilung, 60 Knoten, 50% Anteil
Multistandard-Knoten, Nachrichtengro¨ße: 100 Da-
tenpakete.
0 2000 4000 6000 8000
30
35
40
45
50
55
60
An
za
hl
 e
rre
ic
hb
ar
er
 K
no
te
n 
in
 d
er
 T
op
ol
og
ie
Anzahl übertragener Nachrichten
Theoretisches Optimum
Kooperativer Ansatz (EBCR)
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Rein hop-optimierter Ansatz
(b) Statisches Punkt-zu-Punkt Szenario: zufa¨lli-
ge Knotenverteilung, 60 Knoten, 50% Anteil
Multistandard-Knoten, Nachrichtengro¨ße: zufa¨llig
zwischen 50 und 500 Paketen.
Abbildung 5.40.: Statische Punkt-zu-Punkt Szenarien mit zufa¨lliger Knotenverteilung.
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5.7. Zusammenfassung
In diesem Kapitel wurde das vorgestellte Konzept fu¨r eine funkstandardu¨bergreifende Kom-
munikation in mobilen Ad Hoc Netzwerken auf Basis der SimANet Plattform evaluiert. Die
Simulationsplattform ermo¨glicht dabei sowohl statische als auch dynamische Testszenarien
mit beliebig vielen parallel betriebenen Kommunikationsstandards. Die funkstandardspezifi-
schen Parameter wurden dabei auf abstrakte Kostenwerte abgebildet. Durch die geschaffenen
Mo¨glichkeiten fu¨r verteilte Simulationen und die genutzten Datenstrukturen entstand ein Simu-
lationswerkzeug mit sehr hoher Leistungsfa¨higkeit, wodurch nun auch Testreihen mit extrem
großen Knotentopologien realisierbar wurden.
Prima¨res Anwendungsfeld von SimANet ist die Analyse konzeptioneller Studien neu-
er Routing- und Topologieoptimierungsverfahren. In Folge dessen wurde neben der Lei-
stungsfa¨higkeit und der modularen Erweiterbarkeit besonderer Wert auf eine intuitive und ein-
fache Konfiguration gelegt. Neue Funktionen und Module, bspw. Bewegungs- oder Energiemo-
delle ko¨nnen im Zuge der Weiterentwicklung problemlos integriert werden.
Durch die Testszenarien konnte die Skalierbarkeit und Leistungsfa¨higkeit des Simulationsker-
nes nachgewiesen werden. Weitere Messreihen zeigten in Hinblick auf das EAN Konzept so-
wohl eine Steigerung der Topologielebensdauer als auch eine Verbesserung der Erreichbarkeit
aller Knoten. Trotz eines parallelen Betriebs mehrerer Funkmodule und zusa¨tzlichem Aufwand
fu¨r die Protokollkonvertierungen konnte eine Senkung des durchschnittlichen Energiebedarfs
in der Topologie erzielt. Resultierend aus den Simulationsergebnissen ist die Integration unter-
schiedlicher Funkstandards in eine heterogene, funkstandardu¨bergreifende Netzwerktopologie
effizient und wirtschaftlich umsetzbar. Die Erkenntnisse aus den durchgefu¨hrten Simulationen
flossen gleichzeitig in die Entwicklung des nun vorgestellten Prototyps ein. Dieser soll die prak-
tische Umsetzbarkeit eines EAN-konformen Kommunikationssystems demonstrieren.
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Nachdem ein Konzept fu¨r die funkstandardu¨bergreifende Kommunikation in mobilen Ad Hoc
Netzwerken entwickelt wurde und die Vorteile auf Basis der SimANet Umgebung evaluiert
werden konnten, erfolgte die Umsetzung eines prototypischen, EAN-konformen Hardware-
Systems. Es sind nun Messungen unter Realbedingungen durchfu¨hrbar, welche die konzep-
tionellen Thesen stu¨tzen und einen Vergleich mit den Simulationsergebnissen ermo¨glichen.
(a) Logo der intelligenten, eingebette-
ten Kommunikationsplattform PLANet
(Platform for Ambient Networking).
(b) PLANet im praktischen Einsatz als funkstandardu¨bergreifender
Knoten fu¨r die Integration inkompatibler Kommunikationsstandards in
einer heterogenen Netztopologie.
Abbildung 6.1.: PLANet: Links das Logo des entwickelten Prototypen und rechts ein Anwendungsszenario.
Die Entwicklung von PLANet - Platform for Ambient Networking - ist dabei grundsa¨tzlich als
Proof of Concept aufzufassen. Die Plattform demonstriert eine Integration mehrerer Funkmodu-
le unterschiedlicher Standards in eine gekapselte, eingebettete Kommunikationsplattform (Ab-
bildung 6.1). Der Funktionsumfang beschra¨nkt sich im Rahmen dieser Arbeit auf grundlegende
Mechanismen und prozedurale Abla¨ufe fu¨r die Schaffung einer funkstandardu¨bergreifenden,
heterogenen Netzstruktur. Eine Analyse der Messergebnisse erlaubt außerdem die nachtra¨gli-
che Bewertung der abstrakt definierten Kostenparameter innerhalb der simulierten Testszena-
rien. Dabei werden die gemessenen, funkstandardspezifischen Parameter der genutzten Hard-
waremodule mit den Werten der SimANet Umgebung verglichen und entsprechend in Relation
gesetzt.
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6.1. Funktionsumfang und Einsatzbereiche
Der PLANet Prototyp (Abbildung 6.2) realisiert eine Gateway-Funktionalita¨t fu¨r die funk-
standardu¨bergreifende U¨bertragung von Informationen auf Basis von IP. Im Gegensatz zu
herko¨mmlichen Routing-Hardwarekomponenten erfolgt die Punkt-zu-Punkt-Weiterleitung der
Daten nicht ausschließlich u¨ber eine Kommunikationstechnologie. Je nach verwendetem Funk-
modul ist eine U¨bertragung auf unterschiedlichen Protokollebenen mo¨glich. Die IP-Pakete wer-
den dabei funkstandardabha¨ngig als Nutzdaten in die jeweiligen Protokolle gekapselt und ggf.
aufgeteilt. Entsprechend dem in Kapitel 4 vorgestellten Konzept werden eingehende Datenpa-
kete auf relevante Information, prima¨r Absender- und Empfa¨ngeradresse, u¨berpru¨ft. Sind die
Daten nicht fu¨r den eigenen Host bestimmt, wird die zielgerichtete Weiterleitung mit Hilfe ei-
nes geeigneten Routingverfahrens angestoßen. Die LCU (siehe Kapitel 4.4.3) u¨bernimmt dabei
das Management der Verbindungskana¨le und kontrolliert die integrierten Funkmodule. Fu¨r das
Host-System mit Betriebssystem und Softwareapplikationen ist der von PLANet genutzte, phy-
sische Kommunikationskanal nicht sichtbar.
Abbildung 6.2.: Technische Umsetzung von PLANet als voll funktionsfa¨hige, eingebettete
Kommunikationsplattform.
Die Einsatzbereiche fu¨r den entwickelten Prototypen sind nicht auf Projekte aus dem Bereich
der Funkstandardintegration beschra¨nkt. Er dient gleichzeitig als Experimentalplattform fu¨r
vielfa¨ltige Aufgaben im Bereich der Mikrocontrollerprogrammierung oder als Basishardware
fu¨r unterschiedliche Sensornetzwerkanwendungen.
Fu¨r die Kommunikation stehen PLANet drei I/O-Sockel fu¨r Funkmodule beliebigen Standards
zur Verfu¨gung. Zusa¨tzlich ko¨nnen u¨ber einen Ethernet-Port drahtgebundene Komponenten inte-
griert werden. Der Anschluss der Prototypen-Plattform an das Host-System erfolgt u¨ber USB,
wobei PLANet hier als Netzwerkkarte eingebunden wird. Die implementierten USB-Treiber
realisieren diese Funktionalita¨t sowohl auf Windows- als auch auf Linux-Systemen. Somit
sind Testszenarien unkompliziert durchfu¨hrbar, indem das USB-Netzwerkinterface von PLA-
Net als Standardgateway definiert wird. Die anderen verfu¨gbaren Netzwerkschnittstellen sind
deaktiviert. In Folge dessen sendet das Host-System jeglichen Netzwerkverkehr applikationsu-
nabha¨ngig u¨ber PLANet, was zusa¨tzliche Anpassungen auf Softwareebene unno¨tig macht.
Alternativ ist auch eine autarke Betriebsart ohne ein daru¨berliegendes Host-System mo¨glich.
Die Interaktion mit PLANet erfolgt hierbei u¨ber die seriellen Schnittstellen, welche gleichzeitig
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auch als Debug-Konsole dienen. Zusa¨tzliche Taster, LEDs und ein optionales Display dienen
als frei definierbare Schnittstellen zur Informationsein- und Ausgabe. PLANet verfu¨gt weiterhin
u¨ber ein Programmier- und Debug-Interface auf Basis von JTAG1. U¨ber den Bus der integrierten
SPI Schnittstelle2 werden neben der Ethernet-Schnittstelle auch ein SD-Karten-Slot und ein
nichtflu¨chtiger EEPROM3 angesteuert, welche zur Speicherung systemspezifischer Parameter
und relevanter Loggingdaten genutzt werden.
Fu¨r die Erweiterung von PLANet in Hinblick auf neue Kommunikationsstandards ko¨nnen ak-
tualisierte Firmware-Versionen sowohl u¨ber die SD-Card-Massenspeicher als auch optional
u¨ber das Netzwerk [15, 19] aktualisiert und konfiguriert werden. Im Rahmen der Studienar-
beit Methoden zur modularen Erweiterung funkstandardu¨bergreifender Hardware [14] wurden
mo¨gliche Speicher- und Erweiterungskonzepte fu¨r zuku¨nftige Entwicklungen analysiert und
evaluiert.
6.1.1. Einschra¨nkungen
Der realisierte Prototyp setzt spezielle Anforderungen an die zu integrierenden Funkmodule,
was die Auswahl einschra¨nkt. Neben physikalischen Restriktionen bzgl. der Abmaße und der
vorhandenen Schnittstellen betrifft dies vor allem die verwendeten Protokolle. Sind entspre-
chende Module am Markt nicht verfu¨gbar, kann der jeweilige Kommunikationsstandard nur
sehr schwer in PLANet integriert werden. In Hinblick auf die Auswahl der Hardware erge-
ben sich weitere Einschra¨nkungen bei den Leistungsparametern der Plattform. Dies betrifft
prima¨r die Datendurchsatzrate und die U¨bertragungslatenzen. Hierbei erreichen die verwen-
deten Funkmodule in vielen Fa¨llen nicht die im Standard spezifizierten U¨bertragungswerte.
Zugunsten einer einfachen Ansteuerung der Funkmodule erfolgt die externe Anbindung meist
u¨ber eine serielle Schnittstelle, welche oftmals den begrenzenden Faktor fu¨r den Datendurchsatz
repra¨sentiert.
Bedingt durch die begrenzten Schnittstellen und Pins des verwendeten Mikrocontrollers ist die
maximale Anzahl integrierter Funkmodule begrenzt. Die Verarbeitungsgeschwindigkeit des Mi-
krocontrollers fu¨r die Paketkonvertierung und Weiterleitung bestimmt dabei den maximalen
Datendurchsatz.
Desweiteren erhebt die Plattform in der aktuellen, prototypischen Form nicht den Anspruch,
herko¨mmliche Kommunikationsgera¨te des allta¨glichen Gebrauchs, wie bspw. Mobiltelefone,
PDAs oder Laptops vollsta¨ndig zu integrieren. Es sei an dieser Stelle nochmals darauf hinge-
wiesen, dass diese Integration konzeptionell durchfu¨hrbar und sinnvoll ist. Die gezeigten Simu-
lationen und der prototypische Aufbau im Rahmen von PLANet sollen daher die Mo¨glichkeiten
einer wirtschaftlichen und effizienten Realisierung verdeutlichen. Durch begrenzte Ressourcen
konnte nur eine relativ kleine Netztopologie realisiert werden. Diese bietet nur wenig Spielraum
fu¨r Routing-Szenarien. Neben den durchgefu¨hrten Simulationen wurden daher auf Basis von
1Joint Test Action Group
2Serial Peripheral Interface
3Electrically Erasable Programmable Read Only Memory
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PLANet keine weiteren Untersuchungen hinsichtlich der Routing-Problematik durchgefu¨hrt.
Der Funktionsumfang beschra¨nkt sich zuna¨chst auf die zielgerichtete Weiterleitung auf Ba-
sis ausgewa¨hlter Protokolle der verschiedenen Standards. Unter Verwendung der verfu¨gbaren
Hardware konnte ein zuverla¨ssiger Betrieb ermo¨glicht werden.
6.2. Aufbau / Design
Wa¨hrend des Entwicklungsprozesses mussten zuna¨chst grundlegende Designentscheidungen
getroffen werden. Besonders wichtig war dabei die Auswahl geeigneter Hardwarekomponen-
ten. Die Plattform soll ein mo¨glichst breites Anwendungsfeld abdecken und hinreichend Flexi-
bilita¨t sowie großzu¨gig dimensionierte Leistungsreserven gewa¨hrleisten. Wesentliche Vorarbeit
und erste praktische Erfahrungen wurden im Rahmen von [16] gesammelt. Ergebnisse dieser
Arbeit lieferten zuna¨chst erste Softwarekomponenten sowie eine voll funktionstu¨chtige Experi-
mentalplattform (Abbildung 6.3).
Abbildung 6.3.: Erste prototypische Umsetzung des Konzeptes. Der Aufbau ermo¨glicht erstmals die Kopplung
3er Funktechnologien (WLAN - IEEE 802.11b/g, ZigBee - IEEE 802.15.4, Bluetooth - IEEE
802.15.1) und somit auch die Kommunikation zwischen diesen Technologien auf unterschied-
lichen Ebenen der jeweiligen Protokollstacks.
Auf Basis dieser Ergebnisse konnten nun Entscheidungen fu¨r die zentralen Hardware-Bauteile,
das verwendete µ-Betriebssystem sowie no¨tige Treiber- und Softwarekomponenten fu¨r die
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Mikrocontroller-Firmware getroffen werden.
Die daraufhin weiterentwickelte Prototyp-Plattform verfu¨gt u¨ber drei universell nutzbare
Sockelschnittstellen fu¨r beliebige Funkmodule. Das u¨berarbeitete Design von PLANet kann
nun in großen Stu¨ckzahlen gefertigt und fu¨r unterschiedliche Projekte zum Einsatz kommen
(Abbildung 6.4). In Hinblick auf das vorgestellte, funkstandardu¨bergreifende Kommunikati-
onskonzept ist nun die Integration von drei unterschiedlichen Kommunikationsstandards in eine
heterogene Netzstruktur mo¨glich.
Abbildung 6.4.: Darstellung des PLANet Platinen-Layouts.
6.2.1. Hardware
Im folgenden Abschnitt soll auf die verwendete Hardware na¨her eingegangen werden. Dies
betrifft neben der zentralen Berechnungseinheit vor allem die verwendeten Funkmodule. Ab-
bildung 6.5 visualisiert den schematischen Aufbau der Plattform.
Mikrocontroller
Urspru¨nglich wurde das IFB Konzept fu¨r eine parallele Verarbeitung innerhalb eines FPGAs
(feldprogrammierbare Logikbausteine) entwickelt. Daher erscheint der Einsatz eines FPGAs
zuna¨chst als naheliegend und sinnvoll. Dies trifft besonders in Hinblick auf den Aufbau der
zu verbindenden Interfaces zu, wo die prozeduralen Abla¨ufe der Protokolle direkt als endliche
Automaten umgesetzt werden ko¨nnen. Die Transformationen wa¨hrend der Paketkonvertierung
wa¨ren durch einfache Schaltungen realisierbar.
Dem gegenu¨ber stehen allerdings einige Nachteile. Vor allem die Komplexita¨t der zu integrie-
renden Funkmodule und deren Protokolle ist problematisch. Diese hebt sich deutlich von den
bisher im Rahmen der IFB Forschungen adaptierten Schnittstellen ab. Desweiteren sind FPGAs
kostenintensiver als herko¨mmliche Prozessoren / Mikrocontroller, was sich bei einer Nutzung
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in gro¨ßeren Stu¨ckzahlen negativ auswirkt. In den einzelnen Kommunikationsstandards existie-
ren außerdem mehrfach Abha¨ngigkeiten zwischen prozeduralen und syntaktischen Spezifikatio-
nen. Diese Problematik ist mit Hilfe einer Implementierung auf Softwarebasis deutlich besser
beherrschbar.
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Abbildung 6.5.: PLANet mit ARM7 Mikrocontroller, den einzelnen Komponentengruppen sowie einer De-
taildarstellung des µC Kerns ARM7TDMI. Ein-/Ausgabeeinheiten unten, Speicherschnittstel-
len rechts, Konfigurationspins links, USB-Interface und Netzwerkschnittstellen oben.
Das urspru¨ngliche IFB Konzept legte besonderen Wert auf geringe Anforderungen bezu¨glich
des Laufzeitsystems. Durch die Erweiterungen und Modifikationen des Konzeptes im Rahmen
dieser Arbeit a¨nderte sich jedoch der Fokus bezu¨glich dieser Anforderungen. In Hinblick auf ei-
ne Mikrocontroller-Umsetzung fu¨r die universelle Verwendung muss somit zuna¨chst ein passen-
der Controller gewa¨hlt werden. Fu¨r die Entwicklungen in einer Experimentalplattform nehmen
Low-Power Eigenschaften nur eine untergeordnete Rolle ein. Hier sind andere Leistungspara-
meter von besonderem Interesse:
• groß dimensionierter RAM
• freidefinierbare Schnittstellen fu¨r:
- Kommunikationseinheiten
- externe Speichermedien
- Anbindung an das Host-System
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- Display zur Visualisierung von Statusinformationen
• gute Debug-Funktionalita¨t
• schnelles und zuverla¨ssiges Programmierinterface
Zum Einsatz kam ein Mikrocontroller der ARM7 Baureihe (AT91SAM7X256). Der 32 Bit Pro-
zessor der Firma Atmel stellt mit 64kByte Datenspeicher (RAM) und 256kByte Programm-
speicher ausreichend Ressourcen fu¨r die Umsetzung des Konzeptes zur Verfu¨gung. Er verfu¨gt
weiterhin u¨ber einen DMA Controller4 fu¨r die integrierten SPI und UART Schnittstellen. Somit
ko¨nnen die angeschlossenen Funkmodule ohne Unterbrechungen des Prozessors direkt mit dem
Speicher kommunizieren.
Kommunikationsschnittstellen
Fu¨r den realisierten Prototypen werden zuna¨chst drei Kommunikationsstandards eingesetzt: IE-
EE 802.11b/g (WLAN), IEEE 802.15.4 / ZigBee und Bluetooth. Fu¨r die Auswahl der genutzten
Module waren vor allem die Verfu¨gbarkeit sowie die Dokumentationsunterlagen entscheiden-
de Kriterien. Die Auswahl der aufgefu¨hrten Modelle ist dabei keineswegs vollsta¨ndig, sondern
beschra¨nkt sich auf aktuell verfu¨gbare Hardware, welche fu¨r die Anwendung in einem funk-
standardu¨bergreifenden Bru¨ckenknoten geeignet ist.
Abbildung 6.6.: Verfu¨gbare Funkmodule unterschiedlicher Kommunikationsstandards fu¨r den PLANet Prototy-
pen. Von links: MRF24J40(MA) von Microchip (IEEE 802.15.4); XBee (IEEE 802.15.4 / Zig-
Bee); Free2Move F2M03GLA Bluetooth Modul; OWSPA311g von connectBlue (IEEE 802.11
/ WLAN); Datahunter Mini-G (IEEE 802.11 / WLAN); RN-131G (WiFly GSX 802.11.G Mo-
dule / WLAN).
IEEE 802.15.4 / ZigBee
Der IEEE 802.15.4 kompatible Chip CC2420 von Texas Instruments beno¨tigt nur eine minima-
le externe Beschaltung und integriert alle notwendigen Hardwarefunktionalita¨ten einschließlich
CRC Pru¨fsummenberechnung, Paketpufferung oder Algorithmik fu¨r die Verschlu¨sselung. Die
Interaktion mit dem Mikrocontroller erfolgt u¨ber eine SPI Schnittstelle. Das verwendete Proto-
koll ist sehr hardwarenah, wodurch ein direkter Zugriff auf die MAC Ebene notwendig ist. Der
prototypische Einsatz im Rahmen des PLANet Projektes ist nur sehr eingeschra¨nkt mo¨glich,
da der Umgang mit den no¨tigen Hochfrequenz-Bauteilen besondere Pra¨zision hinsichtlich der
Verarbeitung voraussetzt.
4Direct Memory Access
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Der von Microchip hergestellte MRF24J40(MA) IEEE 802.15.4 kompatible RF-Transceiver
(Abbildung 6.6) ist dem vorgestellten CC2420 a¨hnlich und verfu¨gt ebenfalls u¨ber ein SPI In-
terface mit einem Kommunikationsprotokoll auf unterster Ebene. Der Baustein ist als Modul-
variante erha¨ltlich, welche auf einer kleinen Platine alle externen Bauteile sowie die Antenne
integriert. Probleme in Hinblick auf ein HF-taugliches Design entfallen folglich.
Ein dritter Vertreter ist das XBee Modul (Abbildung 6.6), welches im Gegensatz zu den ande-
ren Vertretern u¨ber einen eigenen Mikrocontroller verfu¨gt und u¨ber eine serielle Schnittstelle
angesprochen wird. Der integrierte Controller implementiert einen Großteil der komplexen Pro-
tokolle auf den unteren Kommunikationsebenen. Fu¨r die Konfiguration der Protokolldetails ste-
hen entsprechende AT-Kommandos zur Verfu¨gung. Mit Hilfe einer API ko¨nnen Aktionen wie
das Versenden und Empfangen von Paketen angesteuert werden. Aufbauend auf den unteren,
IEEE 802.15.4 konformen Protokollebenen verfu¨gen neuere Module je nach Ausfu¨hrung u¨ber
einen ZigBee Protokollstack. Aufgrund der Verfu¨gbarkeit und dem weit verbreiteten Einsatz in
unterschiedlichen Forschungsbereichen kamen die XBee Module in PLANet zum Einsatz.
Bluetooth
Die beiden zur Verfu¨gung stehenden Bluetooth Module F2M03AC2 / F2M03GLA (Abbildung
6.6) der Firma Free2move verfu¨gen zur Anbindung an den Mikrocontroller u¨ber serielle Schnitt-
stellen. Das GLA Modul bietet außerdem volle Enhanced Data Rate (EDR) Unterstu¨tzung. Je
nach Ausfu¨hrung steht entweder eine standardkonforme HCI Schnittstelle oder eine ”Wireless
UART” Schnittstelle auf RFCOMM Ebene zur Verfu¨gung. Hierbei beschra¨nkt sich die Nut-
zung auf jeweils einen exklusiven Verbindungskanal pro Modul. Da aber im konkreten Einsatz-
szenario meist mehrere, simultane Verbindungen zu unterschiedlichen Knoten notwendig sind,
kommt nur die HCI Variante fu¨r den Einsatz in PLANet in Frage. Um in diesem Fall jedoch eine
standardkonforme Kommunikation zu ermo¨glichen, sind umfangreiche Protokollimplementie-
rungen no¨tig. Hier mu¨ssen zwingend die Funktionalita¨ten der in Kapitel 4.4.3 vorgestellten
LCU zum Einsatz kommen.
WLAN / IEEE 802.11
Das WLAN Funkmodul OWSPA311g von connectBlue (Abbildung 6.6) verfu¨gt u¨ber eine AT-
Kommando basierte UART Schnittstelle. Fu¨r den Betrieb steht leider nur eine Kommunikation
auf TCP oder UDP Basis zur Verfu¨gung. Dabei unterstu¨tzt das Modul Kommunikationskana¨le
fu¨r die Standards IEEE 802.11b/g sowie optional die Verschlu¨sselungsalgorithmen WEP64,
WEP128 oder auch WPA-PSK bzw. WPA2-PSK.
Das Datahunter Mini-G Modul (Abbildung 6.6) ermo¨glicht im Gegensatz zur connectblue
Lo¨sung auch eine Kommunikation u¨ber IP, was speziell fu¨r die Kopplung an den xIFB zwingend
notwendig ist. Neben IP, TCP und UDP stehen auch High-Level Protokolle wie SMTP, POP3,
HTTP oder FTP zur Verfu¨gung. Es ko¨nnen zehn simultane Kommunikationskana¨le genutzt und
verwaltet werden. Alle aktuellen Verschlu¨sslungsverfahren sind ebenfalls mo¨glich. Die Verbin-
dung zum Host erfolgt analog zum connectBlue Modul u¨ber eine serielle UART Schnittstelle,
welche die maximale Datenu¨bertragungsrate nach oben begrenzt. Beide Module erreichen hier-
bei zwischen 2,7 und 3,0 MBit/s (effektiv unidirektional ca. 1,5 MBit/s), was weit unter den
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Referenzwerten der 802.11b bzw. 802.11g Spezifikation liegt. Im Rahmen einer prototypischen
Umsetzung eignet sich dieses Modul hervorragend.
Auch das RN-131G (WiFly GSX 802.11.G) erfu¨llt durch geeignete Schnittstellen, wie SPI und
UART / RS232 oder auch SDIO, sowie einem integrierten TCP/IP Stack alle Anforderungen
fu¨r einen Einsatz in PLANet. Zusa¨tzliche Dienste auf ho¨herer Ebene wie bspw. ARP, DHCP,
DNS oder auch ICMP sind ebenfalls implementiert. Die Interaktion mit dem Modul erfolgt
u¨ber eine spezielle API und die Kommunikation beschra¨nkt sich, a¨hnlich dem connectBlue
Modul, auf TCP und UPD. Auch hier stehen aktuelle Verschlu¨sselungsalgorithmen bis hin zu
WPA2 zur Verfu¨gung und der effektive Datendurchsatz betra¨gt bis zu 4 MBit/s. Aufgrund der
Verfu¨gbarkeit wurde dieses Modul fu¨r den Einsatz in PLANet gewa¨hlt.
6.2.2. Funkmodulansteuerung / Verbindungsmanagement
Im laufenden Betrieb von PLANet kommen die ausgewa¨hlten Funkmodule zum Einsatz, wel-
che ihrerseits u¨ber hardwarespezifische Befehlssa¨tze und APIs verfu¨gen. Hinsichtlich ihrer An-
steuerung sind die verbauten Module in zwei Kategorien zu unterteilen.
Funkmodule, die u¨ber einen proprieta¨ren Befehlssatz verfu¨gen, kapseln funkstandardspezifi-
sche Kommunikationsabla¨ufe nach außen in Form von abstrakten Systemrufen. In einem Kon-
figurationsmodus werden dazu alle relevanten Parameter definiert. Die auf den Modulen ver-
baute Controller-Hardware u¨bernimmt daraufhin alle prozeduralen Abla¨ufe des Verbindungs-
managements sowie die interne Verwaltung aller aktiven Connection Handles. Nach Abschluss
der Konfiguration steht dem Nutzer im U¨bertragungsmodus ein gu¨ltiger und aktiver Kommu-
nikationskanal zur Verfu¨gung, der keinen weiteren administrativen Aufwand erfordert. Diese
Kategorie wird im Rahmen des EAN Konzeptes und der praktischen Umsetzung in Form von
PLANet favorisiert.
Kommunikationsmodus
Funkmodul-spezifische API
(join, connect, ...)
Datenübertragungsmodus
Funkmodul-spezifische API
(send, receive)
Handle-Management
Funkstand-spezifisch
(Connection Handles)
Controller-Hardware Funkmodul
Interne Befehlsätze / Kommunikationsabläufe
(funkstandard-spezifischer Protokollstack)
Abstrakte Funktionsrufe (LCU-API)
(  connect(), disconnect(), send(), receive(), discoverNodes()  )
Link Management 
Cache
Abbildung 6.7.: Angepasster, hybrider Lo¨sungsansatz fu¨r die Integration der Funkmodule.
Einige Module verfu¨gen aufgrund komplexer Protokollstacks jedoch nur u¨ber Schnittstellen auf
Basis bestimmter Protokollebenen. Dementsprechend mu¨ssen hier protokollspezifische Abla¨ufe
beachtet werden. Ein konkretes Beispiel stellen die verwendeten Module des Bluetooth Stan-
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dards dar, bei denen ausschließlich eine Kommunikation auf HCI Ebene in Frage kommt. Al-
ternative Firmwareversionen auf Basis einer emulierten, seriellen Verbindung existieren zwar,
diese beschra¨nken sich jedoch auf einen exklusiven, fest konfigurierten Kommunikationskanal,
was den effizienten Einsatz in einer dynamischen Netzwerkstruktur unmo¨glich macht.
Aus diesem Grund muss das Integrationskonzept fu¨r die Ansteuerung der Funkmodule erweitert
und an die Rahmenbedingungen der verwendeten Hardware angepasst werden.
Abbildung 6.7 verdeutlicht das generische Integrationskonzept weiterer Funkmodule. Die An-
bindung an den Link Management Cache der LCU ermo¨glicht eine zentrale Verwaltung gene-
rierter Connection Handles, falls diese nicht funkmodul-intern verwaltet werden. Bei der proto-
typischen Umsetzung erho¨ht dies den Freiheitsgrad bezu¨glich der Hardwareauswahl erheblich.
Das System ist somit nicht ausschließlich an Module mit einer gekapselten, abstrakten Befehls-
API gebunden.
Daraus resultierend werden die verbauten ZigBee und WLAN Module nach dem favorisierten,
funkmodulspezifischen Konzept u¨ber abstrakte Funktionsrufe angesteuert, welche anschließend
auf hardwarespezifische Befehlsrufe fu¨r Konfiguration und Datenu¨bertragung abgebildet wer-
den.
Im Gegensatz dazu kann das Bluetooth-Modul alternativ auf Basis von HCI Kommandos ange-
steuert werden. Dabei wird jeder Verbindungskanal durch ein Connection Handle repra¨sentiert.
U¨ber eine Verwaltungsinstanz mu¨ssen diese dem Link Management Cache u¨bergeben und den
entsprechenden Hardware-Adressen zugeordnet werden. Im Falle einer erneuten Kommunika-
tionsanfrage erfolgt zuna¨chst die Suche nach einem passenden Eintrag im Link Management
Cache. Existiert ein aktives Handle, steht ein gu¨ltiger Kommunikationskanal ohne Verzo¨gerun-
gen zur Verfu¨gung.
Obwohl das HCI-Protokoll sehr komplex und umfangreich ist, nutzen die implementierten Au-
tomaten fu¨r das Verbindungsmanagement einen relativ u¨berschaubaren Befehlssatz und wenig
komplexe Abla¨ufe fu¨r die Initialisierung einer Verbindung, was den Umgang dementsprechend
vereinfacht. Allerdings verhindern die hardwareseitigen Restriktionen der genutzten Bluetooth
Module an dieser Stelle Verbindungen auf ho¨heren Protokollebenen. Diese Funktionalita¨t muss
manuell auf Basis von HCI implementiert werden. Aufgrund der hohen Komplexita¨t wurde die
Kommunikation zuna¨chst auf einen Datenaustausch u¨ber HCI beschra¨nkt.
6.2.3. Laufzeitsystem / Software
Die Umsetzung der Funktionalita¨t von PLANet umfasst zum einen die Ansteuerung der einzel-
nen Hardwarekomponenten sowie die Realisierung der prozeduralen Abla¨ufe des vorgestellten
Konzeptes in Form von Softwaremodulen auf dem Mikrocontroller. Auf Basis einer speziellen
Adapterklasse werden dazu alle Systemrufe des xIFB Kerns auf das Laufzeitsystem abgebildet.
Die einzelnen softwareseitigen Teilaspekte sollen im Folgenden na¨her erla¨utert werden.
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Dateisystem
Hardware
Kernel
HAL
uIP
TCP/IP
Stack
Anwendung / API
Abbildung 6.8.: Darstellung der einzelnen Verarbeitungsebenen von PLANet. Auf die Hardware greift sowohl
der HAL5 als auch der Kernel zu. Dateisystem und Netzwerk-Protokollstack nutzen die Funk-
tionen der HAL. Auf oberster Abstraktionsebene befinden sich die Softwareapplikationen in-
nerhalb des PLANet Systems.
Betriebssystem
Fu¨r die Umsetzung der Software-Funktionalita¨t auf dem Mikrocontroller steht neben einer na-
tiven Programmierung auch die Nutzung eines entsprechenden Betriebssystems zur Auswahl.
Dies hat den entscheidenden Vorteil, dass bereits die meisten Rahmenbedingungen der Lauf-
zeitumgebung durch das Betriebssystem zur Verfu¨gung stehen. Dazu geho¨ren vor allem ei-
ne Multiprozess- / Multithread-Unterstu¨tzung einschließlich essentieller Konstrukte zur Pro-
zesssynchronisation wie Semaphoren oder Mutex, eine dynamische Speicherverwaltung sowie
Queues und Events. In Folge dessen konzentriert sich die Programmierung auf die Umsetzung
der funktionalen Aspekte des Projektes. Erkauft wird sich dieser Komfort durch zusa¨tzliche
Ressourcen fu¨r die Funktionalita¨t des Betriebssystems, was prima¨r den genutzten RAM Spei-
cher betrifft. Weiterhin hat der Nutzer fortan keine volle Kontrolle u¨ber den Controller und des-
sen Funktionalita¨ten, da das Betriebssystem den Zugriff steuert und die Ressourcen verwaltet.
Betrachtet man jedoch die Komplexita¨t des Projektes, u¨berwiegen die Vorteile und der Einsatz
erscheint zwingend erforderlich.
Zahlreiche verfu¨gbare Mikrocontroller-Betriebssysteme sind jedoch an bestimmte Hardware
gebunden, was den Einsatz in der PLANet Plattform unmo¨glich macht. Dazu geho¨rt bspw.
das vielseitig eingesetzte TinyOS [185], welches ausgereifte Konzepte und APIs integriert,
sehr gut dokumentiert und speziell auf WSN-Applikationen zugeschnitten ist. Trotz der Un-
terstu¨tzung vieler Hardwareplattformen und einer stetigen Weiterentwicklung durch ein inter-
nationales Konsortium existiert bisher keine Portierung fu¨r den ARM7. Desweiteren ist die
verfu¨gbare Codebasis sehr komplex und die Einarbeitung in die verwendeten Konzepte erfor-
dert einen hohen Zeitaufwand. Contiki [58] vereint mehrere unabha¨ngige Konzepte in einem
leichtgewichtigen Betriebssystem fu¨r ressourcenbeschra¨nkte, eingebettete Systeme. Es bietet
5Hardware Abstraction Layer
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ein gewohntes Programmiermodell mit kooperativem oder pra¨emptivem Multithreading und ei-
nem ereignisbasierten Ausfu¨hrungsmodell. Ein TCP/IP-Stack ist bereits integriert und es stehen
vielfa¨ltige Kommunikationsprimitive zur Verfu¨gung. Die Anzahl der unterstu¨tzten Hardware ist
leider nur gering und eine Portierung auf dem ARM7 ist bisher nicht verfu¨gbar. Mantis OS [116]
ist ein weiteres Mikrocontroller-Betriebssystem. Aufgrund der schlechten Dokumentation, dem
recht hohen Speicherverbrauch (prima¨r durch mehrere Kontexte und den dazugeho¨rigen Stacks)
und einem ungewohnten Buildsystem wurde dieser Vertreter bei der Auswahl fu¨r PLANet ver-
nachla¨ssigt.
Abbildung 6.9.: Bewertung aktuell verfu¨gbarer Betriebssysteme fu¨r ressourcenbeschra¨nkte, eingebettete Syste-
me. Als Bewertungskriterien dienen neben der reinen Funktionalita¨t und dem Ressourcenver-
brauch auch Parameter wie Wartbarkeit, Dokumentation, Aktivita¨t (Weiterentwicklung), Hard-
wareunterstu¨tzung oder Projektintegration. Auch die an das Betriebssystem gebundenen Li-
zenzen mit den damit verbundenen Einschra¨nkungen sind von Relevanz.
Nut/OS [59], ein weiteres echtzeitfa¨higes Betriebssysteme fu¨r eingebettete Systeme mit dem
Fokus auf Netzwerkkonnektivita¨t, ist fu¨r den ARM7 Mikrocontroller verfu¨gbar und bietet sehr
viele einzelne Komponenten, welche modular in Form von Bibliotheken eingebunden wer-
den. Dazu geho¨rt auch ein TCP/IP Stack, eine dynamische Speicherverwaltung, die priorisier-
te Behandlung von Ereignissen oder ein kooperatives Multithreading. Ein Konfigurator hilft
170
6.2. Aufbau / Design
bei der Zusammenstellung und bei evtl. auftretenden Konflikten. Doch die Masse von Einzel-
komponenten fu¨hrt dabei zu einer kaum u¨berschaubaren Softwarestruktur, was eine Wartung
und nachtra¨gliche Modifikation deutlich erschwert. FreeRTOS [30] ist, wie aus der Bezeich-
nung ersichtlich, ein Open Source Projekt fu¨r ein Echtzeitbetriebssystem im Bereich eingebet-
teter Systeme. Im Gegensatz zu anderen Softwareplattformen ist FreeRTOS fu¨r nahezu jede
Mikrocontroller-Architektur verfu¨gbar und wird sta¨ndig weiterentwickelt.
Die Wahl fiel jedoch auf TNKernel [179] (siehe Abbildung 6.9), ein leistungsfa¨higes und fle-
xibel einsetzbares Mikrocontrollerbetriebssystem, welches alle wesentlichen Funktionalita¨ten
unterstu¨tzt. Es wurde speziell auf und fu¨r die verwendeten Mikrocontroller entwickelt und steht
unter einer komplett freien Open Source Lizenz. Zu den wichtigsten Eigenschaften von TNKer-
nel geho¨ren die Echtzeitfa¨higkeit, ein pra¨emptives, priorita¨tenbasiertes Multithreading sowie
viele essentielle Konstrukte wie bspw. Semaphoren, Queues oder Events. TNKernel belegt mi-
nimale Ressourcen und ist sehr kompakt konzipiert, was eine Wartung und Erweiterung deut-
lich vereinfacht. Eine komplette Portierung fu¨r den ARM7 Core existiert bereits. Somit sind
nur wenige Anpassungen an die Hardware no¨tig. TNKernel bietet aufgrund des verwendeten,
FreeBSD-a¨hnlichen Lizenzmodells alle Freiheiten im Zuge von Weiterentwicklungen und Mo-
difikationen am Systemkern.
Innerhalb von PLANet u¨bernimmt das System die gesamte Ressourcenverwaltung einschließ-
lich des Schedulings und der Ein- und Ausgabeverwaltung mittels entsprechender Treiber. Die
zentralen Anpassungen innerhalb und aufbauend auf TNKernel fu¨r den PLANet Hardware um-
fassen dabei:
• Mapping der Peripherie des Mikrocontrollers auf die Pins
• Einbindung der Treiber / Konfiguration fu¨r:
UART, LCD, SPI, Display, Taster, LEDs, Ethernet-Controller, SD-Karten-Slot, EE-
PROM
• Konfiguration des CPU-Taktgebers
• Entwicklung API / HAL
Speicherkonzepte und Dateisystem
PLANet stehen zur Datenspeicherung unterschiedliche Speicherkonzepte zur Verfu¨gung.
Prima¨r kommt zur Laufzeit der flu¨chtige Speicher des Mikrocontrollers zum Einsatz (RAM6).
Hier ko¨nnen alle Variablenwerte und Einstellungen tempora¨r abgelegt werden. Als zentraler,
nicht flu¨chtiger Speicher fu¨r das eigentlich Programm dient der Flash-ROM7, welcher bei der
Programmausfu¨hrung sequenziell ausgelesen wird. Auch der EEPROM - ein elektrisch lo¨schba-
rer, programmierbarer Nur-Lese-Speicher - ist nicht flu¨chtig und folglich bleiben alle Daten bei
6Random Access Memory - Speicher mit wahlfreiem Zugriff
7Flash Read Only Memory - ru¨cksetzbarer Nur-Lese-Speicher
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einem Zusammenbruch der Spannungsversorgung erhalten. Er kann deutlich ha¨ufiger als der
Flash wiederbeschrieben werden, ist jedoch deutlich langsamer. Er dient vorrangig der Spei-
cherung von initialen Einstellungen und Parametern.
Zur Speicherung relevanter Messdaten oder auch Logging- oder Debug-Informationen reichen
die genannten Speicherkonzepte jedoch nicht aus. Hierfu¨r steht ein Massenspeicher in Form ei-
ner SD-Karte zur Verfu¨gung, welcher genu¨gend Kapazita¨t zur Verfu¨gung stellt. Fu¨r die korrekte
und standardkonforme Verwaltung der Daten muss ein Dateisystem realisiert werden, welches
losgelo¨st von der hardwareseitigen Ansteuerung des SD-Card Slots arbeitet. Die eingesetzte
Implementierung unterstu¨tzt dabei FAT12, FAT16 sowie FAT32, wobei lange Dateinamen nicht
genutzt werden ko¨nnen, und ist durch die gekoppelten Lizenzen uneingeschra¨nkt frei verwend-
bar. Das Dateisystem beno¨tigt ja nach Funktionsumfang 3-10KByte ANSI-C Code, statisch 554
Byte RAM und je geo¨ffneter Datei nochmals dynamisch 550 Byte.
Netzwerk-Protokollstack
Als Basis fu¨r die Kommunikation aller drahtlosen Schnittstellen dient die TCP/IP Protokollfa-
milie. Hierfu¨r existieren mehrere Open Source Projekte, welche in den PLANet Prototyp in-
tegriert werden ko¨nnen. Der verwendete, lizenzfreie TCP/IP-Stack ist voll funktionsfa¨hig und
unterstu¨tzt neben TCP und UDP auch zusa¨tzliche Protokolle wie bspw. ARP oder ICMP. Die
C-Implementierung beno¨tigt nur 2-4 KByte Code und ist mit 2 KByte RAM-Verbrauch sehr
ressourcensparend.
6.2.4. Erweiterbarkeit
Sowohl die Hardwarekomponenten als auch die genutzten Softwaremodule erlauben eine un-
komplizierte Erweiterung mit neuen Funktionalita¨ten. In Hinblick auf die Hardware betrifft
dies im Wesentlichen die Mo¨glichkeit, Funkmodule der verfu¨gbaren Slot-Schnittstellen auszut-
auschen bzw. um neue Kommunikationstechnologien zu erweitern. In diesem Zusammenhang
mu¨ssen innerhalb der Firmware A¨nderungen und Erweiterungen erfolgen, um die prozedura-
len Abla¨ufe der jeweiligen Protokolle korrekt abarbeiten zu ko¨nnen. Dies betrifft prima¨r nicht
das verwendete Betriebssystem sondern lediglich den funktionalen Kern der Multistandard-
Gateway-Applikation. Fu¨r den universellen Einsatz von PLANet ko¨nnen die Kommunikations-
slots fu¨r die Funkmodule auch als herko¨mmliche IO-Schnittstellen eingesetzt werden. Andere
Projekte nutzen die Plattform im Bereich drahtloser Sensornetzwerk-Applikationen, in denen
die Schnittstellen die beno¨tigte Sensorik aufnehmen [15]. Hierfu¨r kommt eine angepasste Lauf-
zeitumgebung und entsprechende Treiber fu¨r die Sensormodule zum Einsatz. Da alle Software-
komponenten lizenzrechtlich keine Einschra¨nkungen verursachen, ist auch die Weiterentwick-
lung und Modifikation des Betriebssystemkerns, des Dateisystems oder des Netzwerkstacks un-
problematisch realisierbar. Der genutzte ARM7 Mikrocontroller bietet ausreichend Leistungs-
reserven fu¨r einen Großteil der mo¨glichen Anwendungsszenarien.
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6.3. Anwendungsszenarien
Nachdem die Prototyp-Plattform na¨her vorgestellt wurde, soll nun auf dieser Basis die grundle-
gende Funktionalita¨t eines EAN-konformen Systems unter Realbedingungen untersucht wer-
den. Im Fokus der Betrachtungen steht dabei eine Multihop Kommunikation mit einem
Protokollkonvertierungsprozess wa¨hrend der U¨bertragung. Die dabei zusa¨tzlich entstehenden
Verzo¨gerungszeiten und die Stabilita¨t des EAN Kerns repra¨sentieren hier wesentliche Fakto-
ren. Im weiteren Verlauf soll außerdem der Leistungsbedarf des PLANet Prototypen und der
einzelnen Komponenten untersucht werden.
6.3.1. Testszenario I: Multi-Standard, Multi-Hop Kommunikation
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	AAbbildung 6.10.: Funktionstest des PLANet Prototypen in Form eines Testszenarios mit heterogener Netzwerk-struktur. Ein PC ist ausschließlich u¨ber ein XBee Modul mit dem Netzwerk verbunden. Dierestliche Netzstruktur verfu¨gt u¨ber unterschiedliche drahtlose Kommunikationsschnittstellenund zusa¨tzliche Debugschnittstellen mittels RS232.Abbildung 6.10 zeigt den schematischen Aufbau eines ersten funktionalen Tests. Der PLA-Net Prototyp wird hier innerhalb eines statischen Netzwerkszenarios mit mehreren integriertenFunkstandards auf seine grundlegenden Funktionen hinsichtlich der Protokollkonvertierung ge-testet. Die zu u¨bertragenden Daten ko¨nnen dabei an verschiedenen Stellen in der Konfigurationabgegriffen und u¨berwacht werden. Die einzelnen Knoten verfu¨gen u¨ber eindeutige Adresseninnerhalb des Netzwerkes, welche unabha¨ngig von den Funkmodulen auf einer ho¨heren Ebenedefiniert wurden. Die Paketu¨bertragung wird jeweils von den angeschlossenen PCs initiiert. Da-bei kann aus unterschiedlichen Protokollen gewa¨hlt und der Zielknoten definiert werden. Hard-wareseitig kamen fu¨r die Funku¨bertragung die bereits vorgestellten XBee Module sowie die
Free2move Bluetooth Module zum Einsatz. Aufgrund der aufwendigen Kommunikationspro-
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tokolle des Bluetooth-Standards wurde fu¨r die entsprechenden Abschnitte auf vorkonfigurierte
Verbindungskana¨le auf Basis von HCI zuru¨ckgegriffen. Um ho¨here Schichten wie L2CAP oder
dedizierte Dienstprofile nutzen zu ko¨nnen, wa¨re ein erheblicher Mehraufwand auf der softwa-
reseitigen Implementierung auf dem Mikrocontroller notwendig gewesen. Im hier realisierten
Testaufbau sind wa¨hrend der Paketkonvertierung bereits unterschiedliche Elemente der Daten-
pakete automatisch durch den xIFB zu generieren oder zu modifizieren. Dazu geho¨rt bspw. die
La¨nge der Nutzdaten, Checksummen, Delimiter oder auch Escape-Sequenzen.
Im Rahmen der durchgefu¨hrten Tests konnten die Anforderungen erfu¨llt werden. Im Normalbe-
trieb erho¨hen sich die Latenzen durch eine Protokollkonvertierung mit rund 2 ms nur marginal.
Auf die Einbindung von WLAN musste im Testaufbau verzichtet werden, da kompatible Mo-
dule nicht verfu¨gbar waren und sich eine Konfiguration herko¨mmlicher WLAN-Router u¨ber
die Ethernet-Schnittstelle als nicht praktikabel erwies. Um Aussagen hinsichtlich der U¨bertra-
gungslatenzen treffen zu ko¨nnen, wurde daher ein separater Testaufbau auf Basis von WLAN
realisiert und analysiert. Die gemessenen Werte fließen dabei in die Diagrammdarstellungen mit
ein.
Abbildung 6.11 zeigt eine durchschnittliche U¨bertragungsdauer von ca. 40 ms bei einer
Multihop-Kommunikation des linken und rechten PLANet Knotens (siehe Abbildung 6.10).
Dabei wird ein Großteil der Zeit fu¨r die Bluetooth-Kommunikation beno¨tigt, was mit hoher
Wahrscheinlichkeit aus der Komplexita¨t der Protokollstacks resultiert. Die PLANet-interne Pro-
tokollkovertierung nimmt mit durchschnittlich 2 ms nur einen Bruchteil der U¨bertragungszeit
ein.
Transmission 
Time tZB
Transmission Time tBT
Internal Conversion Time tC
31 ms                
8 ms  
2 ms
(a) Messungen wa¨hrend einer Multihop-
Kommunikation mit drei PLANet-Knoten. Die
einzelnen Messpunkte repra¨sentieren die Phasen:
(1) - Datenu¨bertragung Quelle→ PLANet Knoten 1
(ZigBee); (2) - PLANet-interne Protokollkonvertie-
rung ZigBee → Bluetooth; (3) - Datenu¨bertragung
PLANet Knoten 1→ PLANet Knoten 2 (Bluetooth);
(4) - Empfang Datensenke (Bluetooth).
1.6 ms         
1.8 ms       
0.8 ms  
Protocol Conversion
Receive Data  
Send Data
(b) Detaildarstellung des Prokollkovertierungspro-
zesses innerhalb eines PLANet-Knotens. Anhand
durchgehender Messergebnisse von unter 2 ms sind
diese zusa¨tzlichen Verzo¨gerungen auch bei la¨ngeren
Routenpfaden minimal.
Abbildung 6.11.: Messungen der Paketlaufzeit mit Hilfe eines Oszilloskops. Ungenauigkeitsfaktoren durch das
Betriebssystem, speziell deren Schedulingmechanismen, konnten somit umgangen werden.
Nutzdatenla¨nge 10 Byte.
Bluetooth bzw. die Anbindung des Bluetooth-Moduls bremst die U¨bertragung in diesem Kom-
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munikationsszenario erheblich aus. Dies zeigt auch die nachfolgende Abbildung 6.12.
Paketsegmentierung
29 ms
Multihop-Signallaufzeit
54 ms 12ms
Receive 
BT-Paket 1
Receive 
BT-Paket 2
Abbildung 6.12.: Multihop-U¨bertragung unter ungu¨nstigen Umsta¨nden. Wa¨hrend der Kommunikation u¨ber
Bluetooth werden die Nutzdaten auf zwei Bluetooth-Pakete aufgesplittet. Somit erho¨ht sich
die Gesamtu¨bertragungsdauer deutlich um 29 ms auf insgesamt 54 ms.
Abbildung 6.13.: Signallaufzeiten wa¨hrend der Datenu¨bertragung eines Paketes auf Basis unterschiedlicher
Kommunikationsstandards sowie die Latenzzeiten in Folge von Protokollkonvertierungen
innerhalb des EAN Systems. Das Diagramm visualisiert dabei die Messstreuungen von 25
Messwerten inkl. Mittelwert, Maximum und Minimum. Nutzdatengro¨ße: 25 Byte
Durch die Aufteilung der Nutzdaten in zwei Pakete verla¨ngert sich die U¨bertragungsdauer um
zusa¨tzliche 29 ms. Eine mo¨gliche Fehlerursache kann dabei die Anbindung des Bluetooth-
Moduls an den EAN Kern darstellen. Die serielle Schnittstelle erlaubt dabei eine maximale
Datenrate von 115 KBit/s, wohingegen die theoretische Datenrate fu¨r die Bluetooth-U¨bertra-
gung bis zu 1 Mbit/s ermo¨glicht. Dieser Geschwindigkeitsunterschied la¨sst darauf schließen,
dass das Modul nach einem definierten Timeout alle bis dahin anliegenden Nutzdaten in einem
Paket kapselt und in einem freien Zeitschlitz u¨bermittelt. Da der Datenstrom verha¨ltnisma¨ßig
langsam in die Bluetooth-Module einfließt und Hardware keinerlei Wissen u¨ber die Menge noch
anstehender Daten hat, erscheint dieses Verhalten aus Sicht der Funkmodule nachvollziehbar.
Desweiteren kann auch das Verbindungsmanagement, bspw. durch Handshaking-Prozesse, den
Kommunikationsverlauf sto¨ren und eine Segmentierung der Daten provozieren. Abweichungen
der einzelnen Paketlaufzeiten sind auf den Medienzugriff zuru¨ckzufu¨hren und nicht zu beein-
flussen.
175
6. Prototyp-Plattform PLANet
Die in Diagramm 6.13 dargestellten Messstreuungen repra¨sentieren mehrere Multihop-U¨bertra-
gungen innerhalb des vorgestellten PLANet Testszenarios. Im Vergleich zum gesamten U¨bertra-
gungsprozess fallen die Verzo¨gerungen durch EAN-interne Konvertierungsprozesse zwischen
den jeweiligen Kommunikationsstandards gering aus. Die U¨bertragungslatenzen von WLAN
basieren auf einem zweiten Testaufbau. Zeitmessungen fu¨r den Konvertierungsprozess erfolg-
ten aus diesem Grund nur von ZigBee nach Bluetooth und vice versa.
6.3.2. Testszenario II: Stabilita¨t
Nachdem die Funktionalita¨t einer funkstandardu¨bergreifenden Multihop-Kommunikation eva-
luiert und analysiert wurde, soll nun die Stabilita¨t der EAN Konvertierungskomponente be-
trachtet werden. Dazu wird wa¨hrend einer kontinuierlichen Steigerung der Datendurchsatz die
Latenz fu¨r die Protokollkonvertierung gemessen. Aufgrund der seriellen Anbindung der Funk-
module an PLANet ist der maximale Datendurchsatz auf 115KBit/s begrenzt. Betrachtet man
jedoch das Testszenario, erfolgt die Konvertierung zwischen dem ZigBee Standard (pra¨zise
802.15.4) und Bluetooth. ZigBee als Low-Power, Low-Distance Funkstandard besitzt hierbei
die geringste Datenrate. Diese liegt bei 250KBit/s brutto und bidirektional. Fu¨r die Kom-
munikation in eine Richtung und unter Beru¨cksichtigung des Protokolloverheads verbleiben
≤ 120KBit/s Netto-Datenrate. Somit erweisen sich die mo¨glichen 115KBit/s (ca. 14 KByte/s)
als vollkommen ausreichend, um eine Maximalauslastung fu¨r die Konvertierung von Bluetooth
nach ZigBee und vice versa zu emulieren. Die Messreihen wurden mit Hilfe des Oszilloskops
durchgefu¨hrt und ermo¨glichen die Aufzeichnungen aller Konvertierungsprozesse innerhalb des
EAN Kerns (Abbildung 6.14).
Paketkonvertierung2.0ms
7ms Empfang über BluetoothEAN Knoten: 
Funkmodul 1
EAN-interne
Paketverarbeitung
EAN Knoten: 
Funkmodul 2 Senden über Zigbee
Paketkonvertierung
2.6ms
Segmentierung innerhalb 
des ZigBee-Controllers
Nachrichtengröße: 10 Byte Nachrichtengröße: 100 Byte
0ms 5ms 10ms 15ms 20ms 25ms 30ms 35ms 40ms 45ms 50ms 0ms 5ms 10ms 15ms 20ms 25ms 30ms 35ms 40ms 45ms 50ms
Abbildung 6.14.: Messungen der Paketkonvertierungszeit. Konvertierung Bluetooth → Zigbee. Die einzelnen
Phasen der Verarbeitung sind gut erkennbar (links). Rechts ein Konvertierungsprozess mit
automatischer Paketsegmentierung durch den Controller des Funkmoduls.
Interessant ist hierbei besonders die Paketsegmentierung bei zu großer Nutzdatenla¨nge. Die
Funktionalita¨t wird hier in den integrierten Controllern der Funkmodule gekapselt und entlastet
den EAN Kern von PLANet. Das Verbindungsmanagement stellt gu¨ltige Kommunikationspfade
sicher. Die erzielten Durchschnittswerte aus 10 Durchla¨ufen in Diagramm 6.15 zeigen kontinu-
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ierlich geringe Schwankungen in der Konvertierungszeit u¨ber den gesamten Messbereich.
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Abbildung 6.15.: Abha¨ngigkeit der Konvertierungszeiten von der Datenu¨bertragungsrate. Das Diagramm zeigt
dabei eine kontinuierliche Kurve mit gemessenen Durchschnittswerten. Konvertierung Zig-
Bee→ Bluetooth
1 Paket/s 10 Pakete/s 20 Pakete/s 50 Pakete/s 100 Pakete/s
Nachrichtengröße: 1 Byte, kontinuierliche Laufzeitmessung über 10 Sekunden
1 Paket/s 10 Pakete/s 20 Pakete/s 50 Pakete/s 100 Pakete/s
Nachrichtengröße: 10 Byte, kontinuierliche Laufzeitmessung über 10 Sekunden
1 Paket/s 10 Pakete/s 20 Pakete/s 50 Pakete/s 100 Pakete/s
Nachrichtengröße: 100 Byte, kontinuierliche Laufzeitmessung über 10 Sekunden
0ms 5ms 10ms 15ms 20ms 0ms 5ms 10ms 15ms 20ms 0ms 5ms 10ms 15ms 20ms 0ms 5ms 10ms 15ms 20ms 0ms 5ms 10ms 15ms 20ms
0ms 5ms 10ms 15ms 20ms 0ms 5ms 10ms 15ms 20ms 0ms 5ms 10ms 15ms 20ms 0ms 5ms 10ms 15ms 20ms 0ms 5ms 10ms 15ms 20ms
0ms 5ms 10ms 15ms 20ms 25ms0ms 5ms 10ms 15ms 20ms 25ms 0ms 5ms 10ms 15ms 20ms 25ms0ms 5ms 10ms 15ms 20ms 25ms 0ms 5ms 10ms 15ms 20ms 25ms
Abbildung 6.16.: U¨bersicht u¨ber die aufgenommenen Messkurven auf dem Oszilloskop. Die Persistenzmessun-
gen ermo¨glichen dabei die Visualisierung mehrerer Einzelmessungen in einer u¨berlagerten
Darstellung.
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Abbildung 6.16 zeigt dazu passend die durchgefu¨hrten Persistenzmessungen auf dem Oszillo-
skop mit unterschiedlichen Paketgro¨ßen und U¨bertragungsintervallen. Die gezeichneten Flan-
kendiagramme repra¨sentieren dabei mehrere aufeinanderfolgende Messungen, welche in einer
Darstellung u¨berlagernd visualisiert werden. Die maximal auftretenden Schwankungen sind so-
mit erkennbar. Die Messreihe mit 100 Byte Nachrichten erweckt hier den Anschein, dass die
interne Konvertierungszeit gegen null tendiert. Dies ist jedoch nicht der Fall. Die U¨berlagerun-
gen mehrerer Messkurven verursachen durch leicht erho¨hte Schwankungen diese Darstellung.
Diagramm 6.17 zeigt die detaillierte Auswertung einzelner Messreihen. Die Abweichungen von
Minimal- und Maximalwerten sind mit unter 1ms zu vernachla¨ssigen. Auch unter Last ist nur
ein minimaler Einbruch der Konvertierungszeiten erkennbar. Die Leistungsfa¨higkeit des EAN
Kerns ermo¨glicht somit eine stabile Verarbeitung des Datenstroms.
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Abbildung 6.17.: Abha¨ngigkeit der Konvertierungszeiten von der Datenu¨bertragungsrate. Detaildarstellung
ausgewa¨hlter Datenraten mit Durchschnitt- sowie Minimal- und Maximalwerten.
6.3.3. Testszenario III: Energiebedarf
Um die im Kapitel 5.6 durchgefu¨hrten Simulationsergebnisse zu evaluieren, wurden mit Hil-
fe des PLANet Prototypen unterschiedliche Messreihen in Hinsicht auf den Energiebedarf der
verfu¨gbaren Funkmodule und des ARM7 Mikrocontrollers durchgefu¨hrt. Dazu kam wieder das
Oszilloskop zum Einsatz, mit dessen Hilfe die Werte ermittelt wurden. Eine direkte Strommes-
sung ist dabei nicht mo¨glich. Daher wurde ein sehr kleiner Widerstand (R < 1Ω) verwendet
und u¨ber den Spannungsabfall der Strombedarf u¨ber I = U
R
bei U = 3, 3V errechnet. Da im Os-
zilloskop der zeitliche Verlauf aufgezeichnet wird, entstehen auf diese Weise pra¨zise Aussagen
hinsichtlich der Verbrauchswerte. Fu¨r den µC wurden zusa¨tzlich Werte aus der Spezifikation
verwendet. Die Messergebnisse konnten im Anschluss in die abstrakten Kostenparameter der
SimANet Fallstudien einfließen. Der Leistungsbedarf des gesamten PLANet-Systems sowie der
zentralen Komponenten wurde in Diagramm 6.18 dargestellt und anschließend detailliert auf-
geschlu¨sselt.
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Abbildung 6.18.: Leistungsbedarf der PLANet Einzelkomponenten in den unterschiedlichen Betriebsmodi. Das
Display sowie der drahtgebundene Ethernet-Port werden als separate Komponenten halb-
transparent aufgefu¨hrt, um die Darstellung nicht zu verfa¨lschen. Sie sind fu¨r den Betrieb
der Plattform nicht erforderlich und dienen lediglich zur Informationsaufbereitung PLANet-
interner Systemzusta¨nde bzw. als optionale Schnittstelle.
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Leerlauf ≤162 ≤266 ≤1192 ≤0.03 ≤86 ≤50 ≤402 ≤1328
Sleep ≤0.16 ≤110 ≤1036 ≤0.03 ≤5.28 ≤0.01 ≤116 ≤1042
Empfangen (RX) — ≤804 ≤1730 ≤165 ≤165 ≤132 ≤1266 ≤2192
Senden (TX) — ≤804 ≤1730 ≤115 ≤116 ≤462 ≤1497 ≤2423
Tabelle 6.1.: Messungen des Energiebedarfs von PLANet mit seinen wesentlichen Komponenten. Die Messrei-
hen schließen sowohl unterschiedliche Energiesparmodi als auch die wichtigsten Betriebszusta¨nde
der Hardware mit ein.
Die Messwerte verdeutlichen die Verteilung des Energiebedarfs innerhalb des Gesamtsystems.
Besonders stark steigt der Verbrauch durch das zusa¨tzliche Display an. Auch der Energiebedarf
der drahtgebundenen Ethernet-Schnittstelle ist ho¨her als erwartet. Um rund 550 mW unterschei-
den sich hier die Messwerte zwischen Idle-Betrieb und aktivem Kommunikationsmodus. Beide
Komponenten werden fu¨r den Betrieb als EAN-konformes System nicht beno¨tigt und stellen
dem Nutzer optionale Schnittstellen wa¨hrend der Testphasen zur Verfu¨gung.
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SimANet
(abstrakte
Kosteneinheiten)
PLANet Quotient
PLANet
SimANet
RS1 ↔ Bluetooth
Basisbetrieb 20 86 mW 4.3
RS2 ↔ WLAN
Basisbetrieb 20 50 mW 2.5
RS1 ↔ Bluetooth
Senden mit Maximalleistung 8 116 mW 14.5
RS2 ↔ WLAN
Senden mit Maximalleistung 50 462 mW 9.24
RS1 ↔ Bluetooth
max. U¨bertragungslatenz 20 40 ms 2
RS2 ↔ WLAN
max. U¨bertragungslatenz 10 10 ms 1
Tabelle 6.2.: Gegenu¨berstellung der abstrakt definierten Kostenwerte in der SimANet Umgebung und dem ge-
messenen Werten auf Basis von PLANet.
SimANet RS2RS1 PLANet
WLAN
Bluetooth
Basiskosten 1.0 0.58
Senden bei
Maximalleistung 6.25 3.98
U¨bertragungsdauer
1 Paket 10 Byte 0.05 0.25
Protokollkonvertierung
bidirektional 1 1
Tabelle 6.3.: Gegenu¨berstellung der Relationen zwischen den beiden Funkstandards RS1 und RS2 aus der Si-
mulation sowie den gemessenen Werten fu¨r Bluetooth und WLAN auf Basis von PLANet.
Die Relationen zwischen Simulation und PLANet Messungen wurden in Tabelle 6.2 und 6.3
dargestellt. Der praktische Testaufbau entspricht dem ersten Messszenario aus Abschnitt 6.3.1
mit der Kommunikation zweier PLANet Knoten u¨ber einen Bru¨ckenknoten (siehe Abbildung
6.10).
Dabei ist zu beachten, dass die U¨bertragungseigenschaften beider Standards unter Realbedin-
gungen von den definierten Charakteristika in SimANet abweichen. So betra¨gt die Kommu-
nikationsreichweite TRS 2 in der Simulation die doppelte Reichweite des Funkstandards RS1
(TRS 2 = 2 ·TRS 1). In der praktischen Umsetzung ist die Reichweite von WLAN meist deutlich
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ho¨her als die doppelte Bluetooth-Reichweite.
Interessent sind hierbei die analysierten Basisbetriebskosten beider Funkstandards ohne Last.
Wa¨hrend diese in der Simulation gleich angenommen wurden, zeigen die Messungen einen ge-
ringeren Energieverbrauch fu¨r das WLAN Modul. Hier wird die Abha¨ngigkeit der Messergeb-
nisse von der jeweiligen Hardware deutlich. Je nach gewa¨hltem Hersteller und Modell ko¨nnen
hier die Werte stark variieren. Der Energiebedarf fu¨r die Datenu¨bertragung mittelsRS1 wurde in
der Simulationsumgebung wiederum etwas zu hoch definiert. Die Relation RS1 ↔ Bluetooth
weist einen Faktor von 14.5 auf, wohingegen bei RS2 ↔ WLAN nur ein Faktor von 9.24
entsteht.
Bei der Wahl zwischen U¨bertragungsstandard RS1 oder RS2 errechnet sich in den Simulati-
onsszenarien ein abweichender Energiebedarf von Faktor 6.25. Im Gegensatz dazu betra¨gt der
Niveauunterschied bei den PLANet Messungen lediglich 3.98. Somit wurden die Simulationen
unter etwas ha¨rteren Rahmenbedingungen durchgefu¨hrt als in der realen Messumgebung be-
obachtet. Hier beno¨tigt WLAN fu¨r die U¨bertragung weniger als die 6.25fache Sendeleistung
von Bluetooth. Die gemessenen U¨bertragungslatenzen bei der Bluetooth-Kommunikation sind
deutlich ho¨her als in der Simulation erwartet. Auch wenn die Ergebnisse stark von den einge-
setzten Hardwaremodulen abha¨ngen, ist diese Latenz als kritisch zu werten. Der Zeitfaktor fu¨r
den Funkstandardwechsel ergibt auch unter Realbedingungen gleichbleibend stabile Werte in
beide Konvertierungsrichtungen.
Der gewa¨hlte ARM7 Mikrocontroller hat aufgrund seiner Leistungsparameter einen relativ ho-
hen Energiebedarf. Dies war jedoch bei der Konzeption der Prototyp-Plattform bekannt und
wurde zu Gunsten großzu¨giger Leistungsreserven in Kauf genommen. Da PLANet nicht prima¨r
fu¨r den Batteriebetrieb entwickelt wurde, spielt der Verbrauch durch den µC nur eine unterge-
ordnete Rolle. Fu¨r die Realisierung eines vollintegrierten EAN Systems kann an dieser Stelle
ein entsprechend klein dimensionierter Low-Power µC zum Einsatz kommen.
Abbildung 6.19.: Aufteilung des Leistungsbedarfs der einzelnen PLANet Komponenten in Abha¨ngigkeit von
den unterschiedlichen Betriebsmodi.
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Der beno¨tigte Energieanteil fu¨r die einzelnen Funkmodule bewegt sich innerhalb der erwar-
teten Parameter. Alle drei Funkadapter verbrauchen im Idle-Zustand aufsummiert weniger als
150 mW. Interessant ist jedoch der Unterschied zwischen den Modulen verschiedener Funk-
standards. Besonders deutlich zeigt sich dieser zwischen den Nahbereichs-Modulen und dem
WLAN-Interface. Wa¨hrend die Messwerte fu¨r den Datenempfang nah beieinander liegen,
beno¨tigt das Senden mittels WLAN die 4fache Energie. 6.19 verdeutlicht nochmals die Relatio-
nen jeder Komponente in den einzelnen Betriebsmodi. Der Sleep-Modus wurde im Diagramm
aufgrund minimaler Verbrauchswerte vernachla¨ssigt.
Trotz leichter Abweichungen in den Relationen konnten die durchgefu¨hrten Messungen alle
Simulationergebnisse stu¨tzen, da die Rahmenbedingungen in SimANet strenger als unter realen
Bedingungen definiert wurden.
6.4. Zusammenfassung und offene Punkte
In diesem Kapitel wurde eine prototypische Umsetzung des vorgestellten Konzeptes fu¨r eine
funkstandardu¨bergreifende Kommunikation in mobilen Ad Hoc Netzwerken pra¨sentiert. Die
Umsetzung verlief dabei in mehreren Schritten. Zuna¨chst wurden im Rahmen einer experimen-
tellen Umsetzung erste Funktionstests durchgefu¨hrt. Basierend auf den Ergebnissen konnten
anschließend Entscheidungen fu¨r der Auswahl zentraler Hardwarekomponenten getroffen wer-
den. Im Zuge der Weiterentwicklungen entstand eine integrierte, modulare EAN Kommunikati-
onsplattform. Auf Basis eines Mikrocontrollers sowie eines geeigneten Betriebssystem wurden
mehrere Funkmodule eingebunden und die funktionalen Aspekte des vorgestellten Konzeptes
implementiert.
Es folgten praktische Messungen hinsichtlich des Energiebedarfs der Plattform sowie die Eva-
luierung der konzeptionellen Grundlagen unter Realbedingungen. Die Ergebnisse zeigen einen
stabilen EAN Kern fu¨r die Protokollkonvertierung sowie sehr geringe Latenzen im Zuge der
Paketverarbeitung. Zusa¨tzlich konnten die Messergebnisse mit den Simulationsergebnissen aus
Kapitel 5 verglichen werden. Dabei wurden die abstrakt definierten SimANet Kostenparameter
analysiert und entsprechend in Relation gesetzt.
Es konnte gezeigt werden, dass eine effiziente Umsetzung des Konzeptes fu¨r unterschied-
liche Anwendungsszenarien mo¨glich ist. Wichtige Kriterien sind dabei sowohl die no¨tigen
Hardwareressourcen als auch die Leistungsfa¨higkeit der zentralen Komponenten, welche einen
sto¨rungsfreien Protokollkonvertierungsprozess sicherstellen mu¨ssen. Eine weiterfu¨hrende Ana-
lyse komplexer Kommunikationsabla¨ufe und die vollsta¨ndige Integration handelsu¨blicher, mo-
biler Endgera¨te stellt einen wichtigen Punkte fu¨r weiterfu¨hrende Arbeiten innerhalb des Projek-
tes dar. Konkrete Themen und Ansatzpunkte ko¨nnen wie folgt definiert werden:
• Einbindung weiterer drahtloser Kommunikationstechnologien, bspw. GPRS/UTMS
• Testszenarien in hochskalierten Topologien mit erweiterten Cross-Layer Routingansa¨tzen
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• Erweiterung der unterstu¨tzten Protokolle innerhalb der LCU fu¨r die Kommunikation auf
ho¨heren Protokollebenen
• Firmwareaktualisierung via SD-Card / Netzwerk
• Verwendung von Smart Antenna Systemen sowie Wake-Up-Receiver Technologien [76]
183

7. Zusammenfassung und Ausblick
In der vorliegenden Dissertation wurde ein Konzept fu¨r die Integration unterschiedlicher draht-
loser Kommunikationstechnologien in eine heterogene Netzwerktopologie vorgestellt. Der Fo-
kus lag dabei auf Anwendungsszenarien im Bereich mobiler Ad Hoc Netzwerke und deren
dynamischen Strukturen. Der untersuchte Lo¨sungsansatz basiert auf der Kopplung handelsu¨bli-
cher, standardisierter Funkmodule und ermo¨glicht so eine funkstandardu¨bergreifende Kommu-
nikation. Eine zentrale Steuerinstanz auf einer hardwarenahen Ebene erlaubt es dabei, je nach
Anforderungen an den jeweiligen Kommunikationskanal, einen optimalen Funkstandard fu¨r die
U¨bertragung zu wa¨hlen. Somit ko¨nnen die jeweiligen Vorteile der unterschiedlichen U¨bertra-
gungstechnologien genutzt und deren Nachteile gleichzeitig umgangen werden.
Die Arbeit befasste sich dabei zuna¨chst mit grundlegenden Modellen auf dem Bereich draht-
gebundener sowie drahtloser Netzwerke. Hierbei ist ein Versta¨ndnis fu¨r das ISO/OSI Referenz-
modell sowie dessen Abbildung auf den TCP/IP Protokollstack mit den jeweiligen Funktions-
kapselungen in den Protokollebenen von besonderer Bedeutung.
Desweiteren standen aktuelle, drahtlose Kommunikationsstandards und deren Anwendungsbe-
reiche im Fokus der Betrachtungen. Neben den unterschiedlichen Charakteristika der einzelnen,
standardisierten Funkstandards zeigte sich ein gemeinsamer Nachteil bei nahezu allen Tech-
nologien. Durch die starke Anpassung an die jeweiligen Anwendungsgebiete sind die U¨bert-
ragungsstandards sehr unflexibel, wodurch dynamische Anpassungen der U¨bertragungseigen-
schaften nur in stark begrenztem Umfang mo¨glich sind. Dies erkla¨rt auch die aktuellen Forde-
rungen der Industrie nach immer neuen Funkstandards fu¨r einzelne, spezifische Einsatzgebiete.
Dem entgegen steht somit die Idee des in dieser Arbeit vorgestellten Integrationskonzeptes fu¨r
unterschiedliche Kommunikationstechnologien in eine gekoppelte U¨bertragungseinheit.
Neben der Thematik aktueller Funkstandards wurde auch auf verschiedene Aspekte der Selbst-
organisation eingegangen, die Lo¨sungsansa¨tze fu¨r die dezentrale Organisation großer, mobiler
Netzwerktopologien aufzeigen soll. Prima¨res Ziel der Selbstorganisation ist die Senkung des
administrativen Aufwands fu¨r mobile Ad Hoc Netztopologien und die gleichzeitige Erho¨hung
der Robustheit gegenu¨ber a¨ußeren Sto¨reinflu¨ssen. Eine Mo¨glichkeit besteht dabei in die Schaf-
fung eines hybriden Netzwerkmanagements aus klassischen, hierarchischen Organisationsfor-
men auf ho¨herer Ebene und selbstorganisierender Strukturen auf den unteren Ebenen der Topo-
logie.
Ein weiterer Themenschwerpunkt des Grundlagenkapitels vermittelt einen Einstieg in die Pro-
blematik der Schnittstellensynthese eingebetteter Systeme und deren Teilkomponenten. Ziel
soll dabei sein, logisch inkompatible Protokolle bzw. Schnittstellen durch einen angepassten
Adapterblock zu koppeln und eine Kommunikation zu ermo¨glichen. Die Generierung der Kon-
vertereinheit wird dabei durch einen automatisierten Workflow u¨bernommen. Das vorgestellte
IFB Konzept bildet eine zentrale Grundlage fu¨r den im Rahmen dieser Dissertation vorgestellten
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Lo¨sungsansatz.
Nachdem allgemeine Prinzipien vermittelt wurden, repra¨sentiert das Kapitel Stand der Tech-
nik einen U¨berblick u¨ber aktuelle Forschungsarbeiten auf dem Gebiet mobiler Ad Hoc und
Sensornetzwerke. Dies umfasst Ansa¨tze fu¨r eine Optimierung der Topologie sowie angepasste
Routingstrategien.
Im Anschluss werden drei fu¨r diese Arbeit relevante Forschungsprojekte vorgestellt. Softwa-
re Defined Radio thematisiert hierbei die technische Umsetzung einer Echtzeitkonvertierung
unterschiedlicher U¨bertragungsprotokolle auf Basis von Softwaremodulen. Ein zweites For-
schungsprojekt tra¨gt den Titel Cognitive Radio und befasst sich mit der Interferenzproblematik
auf den unteren Netzwerkebenen. Es erweitert den SDR Ansatz um eine Frequenzband-U¨ber-
wachtung und ggf. um einen Katalog aus Richtlinien bzw. Restriktionen hinsichtlich der Res-
sourcenallokation. Das Ziel ist eine adaptive, intelligente Auf- und Zuteilung des verfu¨gbaren
Frequenzspektrums. Abstrakt kann diese Zuteilung auch auf unterschiedliche Funkstandards
abgebildet werden.
Ambient Networking, ein dritter Forschungsbereich, verfolgt a¨hnliche Ziele wie das vorgestellte
Kommunikationskonzept. Mobile Endgera¨te sollen dabei alle zur Verfu¨gung stehenden Kom-
munikationsschnittstellen auf Basis spezieller Dienste fu¨r die Datenu¨bertragung nutzen.
Resultierend aus den offengelegten Schwachstellen von Ambient Networking und Cognitive
Radio Ansa¨tzen entstand ein neues Konzept fu¨r die funkstandardu¨bergreifende Kommunikation
auf einer hardwarenahen Ebene, welches Softwareapplikationen eine einfache Nutzung unter-
schiedlicher drahtloser Funkstandards ermo¨glicht. Durch eine Funktionskapselung auf Hard-
wareebene wird das Hostsystem im Gegensatz zu anderen vorgestellten Lo¨sungsansa¨tzen nicht
zusa¨tzlich belastet.
Die einzelnen Resultate dieser Arbeit sollen in den nachfolgenden Abschnitten unter den ge-
nannten Aspekten detailliert reflektiert werden.
7.1. Ergebnisse dieser Arbeit
Die Ergebnisse gliedern sich in drei wesentlichen Bereichen auf - Konzept, Simulation und
praktische Umsetzung. Die Grundlage bildet das entworfene Konzept ”Embedded Ambient
Networking” mit den jeweiligen Teilkomponenten und deren funktionaler Interaktion.
7.1.1. Konzept
Das EAN Konzept basiert auf dem IFB Ansatz zur Kopplung logisch inkompatibler Schnittstel-
len. Dementsprechend wurden in dieser Arbeit zuna¨chst die Hintergru¨nde und Konzeptgrundla-
gen der Interface Synthese und des Interface Blocks rekapituliert. Im Zuge einer softwareseiti-
gen Umsetzung innerhalb eines Mikrocontrollers wurde sich gegen eine Kapselung in Protocol
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Handler und Sequence Handler als dedizierte Komponenten entschieden
Die konzeptionellen A¨nderungen wurden unter der xIFB Erweiterung zusammengefasst. Auf
Basis der eingefu¨hrten Interface Handler wird nun die Verarbeitung dynamischer Protokolle
erleichtert und der Betrieb in drahtlosen Netzwerkstrukturen realisiert. Das EAN Konzept bein-
haltet außerdem eine weitere, zentrale Komponente fu¨r das Verbindungsmanagement. Die Link
Controller Unit u¨berwacht dabei alle aktiven Verbindungskana¨le und repra¨sentiert die Entschei-
dungsinstanz fu¨r die zielgerichtete Weiterleitung eingehender Datenpakete.
Neben der Protokollkonvertierung und dem Verbindungsmanagement richtet sich eine dritte
Kernfrage an die Wegfindung in der geschaffenen, heterogenen Netzwerktopologie. Das im
Rahmen dieser Arbeit entwickelte EBCR Verfahren repra¨sentiert einen hybriden Cross-Layer
Ansatz. Es kombiniert dabei grundlegende Routing-Anforderungen aus dem Bereich mobi-
ler Ad Hoc Netzwerke mit kooperativen Strategien aus dem Anwendungsgebiet drahtloser
Sensornetzwerke. Das Verfahren ermo¨glicht das Ausbalancieren topologieweiter Unterschie-
de in den Energieniveau einzelner Netzwerkknoten. Zur Senkung der Netzlast integriert EBCR
zusa¨tzliche Caching-Mechanismen, wodurch gleichzeitig die Netzwerklatenzen gesenkt werden
ko¨nnen.
7.1.2. SimANet
Um die funktionalen Aspekte des EAN Ansatzes grundlegend evaluieren zu ko¨nnen, war die
Simulation unterschiedlicher Topologien und Anwendungsszenarien zwingend erforderlich.
Die am Markt verfu¨gbaren Simulationsumgebungen wiesen dabei mehrere zentrale Probleme
auf. Daraus resultierend folgte die Konzeption und Umsetzung einer plattformunabha¨ngigen,
funkstandardu¨bergreifenden Simulationsplattform - SimANet. Diese ermo¨glicht es dem Nut-
zer, Funkstandards auf Basis abstrakter Kostenwerte zu modellieren und an die jeweiligen
Netzwerkknoten zu binden. SimANet erlaubt dabei die simultane Coexistenz mehrerer auto-
nomer Kommunikationsschnittstellen in einem Knoten. Mit Hilfe des Simulationsframeworks
wurden die funktionalen Aspekte des vorgestellten EAN Konzeptes untersucht und die Lei-
stungsfa¨higkeit des Lo¨sungsansatzes verdeutlicht. Die Simulationsszenarien integrieren auch
das entwickelte Routingverfahren und ermo¨glichen somit eine umfassende Leistungsanalyse.
Durch die Konzeption zusa¨tzlicher Parallelisierungsmechanismen ko¨nnen nun auch hochska-
lierte Testreihen auf leistungsfa¨higen Rechenclustern, wie z.B. dem CHiC der TU Chemnitz,
realisiert werden.
Sowohl die These einer Verbesserung der Erreichbarkeit als auch die Steigerung der Topolo-
gielebensdauer konnten dadurch gestu¨tzt werden. Diese Ergebnisse bildeten gleichzeitig die
Grundlage fu¨r die Entwicklung einer Prototypplattform, welche die Umsetzbarkeit des EAN
Ansatzes in einem experimentellen Rahmen und unter realen Bedingungen belegen soll.
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7.1.3. PLANet
PLANet repra¨sentiert eine Plattform fu¨r Ambient Networking und stellt prototypisch eine in-
tegrierte Kommunikationsplattform gema¨ß dem vorgestellten EAN Konzeptes dar. Aufbauend
auf dieser Arbeit ko¨nnen nun auch weiterfu¨hrende, komplexe Anwendungsszenarien praktisch
umgesetzt werden.
Auf der Hardwareplattform wurden im Zuge unterschiedlicher Messreihen zentrale Funktionen
eines EAN Knotens umgesetzt. Die durchgefu¨hrten Testszenarien umfassten hierbei anfallen-
de Latenzzeiten wa¨hrend einer Multihop-Kommunikation mit ein- und mehrfachen Konvertie-
rungsprozessen auf den Kommunikationspfaden. Weiterfu¨hrende Analysen des Energiebedarfs
stellen außerdem die praktischen Messwerte und die abstrakten Kostenwerte innerhalb der Si-
mANet Umgebung in Relation.
7.2. Ausblick
Die vorliegende Dissertation bietet eine Vielzahl mo¨glicher Ansatzpunkte fu¨r weiterfu¨hrende
Arbeiten. Ein prima¨res Ziel von Weiterentwicklungen stellt die ganzheitliche Umsetzung der
LCU Einheit und somit des vollsta¨ndigen Verbindungsmanagements dar. Im Rahmen der prak-
tischen Arbeit wurde diese zuna¨chst als statische Komponente realisiert. Mit dem Fokus auf ein
intelligentes, funkstandardu¨bergreifendes Verbindungs- und Topologiemanagement existiert so-
mit eine weitreichende Grundlage fu¨r unterschiedliche wissenschaftliche Arbeiten.
Auf der Basis des PLANet Systems sind Untersuchungen mit gro¨ßeren und komplexeren An-
wendungsszenarien anzustreben. Der umgesetzte Experimentalaufbau umfasste eine Topologie
mit drei EAN Netzwerkknoten und drei zusa¨tzlichen, statischen Endgera¨ten. Qualitative Aussa-
gen hinsichtlich des Mulithop-Kommunikationsverhaltens sind daher nur einschra¨nkt mo¨glich.
Um die Kompatibilita¨t zu handelsu¨blichen Endgera¨ten zu verbessern und folglich die Integra-
tion existierender Netzinfrastrukturen vollsta¨ndig zu gewa¨hrleisten, sind an dieser Stelle noch
umfassende Arbeiten durchzufu¨hren.
Das EAN Konzept sieht die Integration applikationsseitiger Anforderungen an den Verbin-
dungskanal vor. Der vorgestellte Lo¨sungsansatz basiert auf IP-spezifischen Headerelementen,
mit deren Hilfe die relevanten Metainformationen vom Hostsystem in den EAN Verarbeitungs-
kern gelangen. Fu¨r die praktische Umsetzung in PLANET wurde auf diese erweiterte Funk-
tionalita¨t bisher verzichtet. Weitere Arbeiten sollten diese Abla¨ufe integrieren und die und den
Funktionsumfang unter Realbedingungen analysieren.
In Zusammenhang mit PLANet steht auch die Detektion von Sto¨reinflu¨ssen durch ein erho¨htes
Interferenzniveau weiterhin im Fokus der Betrachtungen. Die Mo¨glichkeiten einer aktiven Re-
aktion des EAN Systems nach den beschriebenen Mustern bieten Inhalt fu¨r wissenschaftliche
Untersuchungen. Nachdem die These einer zwangsla¨ufigen Verschlechterung des Interferenz-
verhaltens in der Topologie durch mehrere simultan betriebene Funkstandards diskutiert und
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entkra¨ftet wurde, existieren zum jetzigen Zeitpunkt noch keine konkreten Aussagen, ob und
ggf. wie hoch das Optimierungspotenzial in der Netzwerktopologie ausfallen kann.
Der vorgestellte PLANet Prototyp verfu¨gt aufgrund begrenzter Ressourcen nur u¨ber eine limi-
tierte Anzahl gleichzeitig aktiver Funkstandards. Um eine modulare Erweiterbarkeit fu¨r zuku¨nf-
tige, drahtlose Kommunikationstechnologien gewa¨hrleisten zu ko¨nnen, ist auch hier der Einsatz
dynamischer Rekonfigurierung fu¨r unterschiedliche Anwendungsszenarien vorstellbar. Wei-
terfu¨hrende Arbeiten auf dem Gebiet der Schnittstellensynthese beschreiben die Mo¨glichkei-
ten dynamisch rekonfigurierbarer Schnittstellen [91, 92]. Auf dieser Basis ko¨nnte der Grad an
Flexibilita¨t nochmals deutlich gesteigert werden. Im derzeitigen Entwicklungsstand sind ent-
sprechende Routinen noch nicht vorgesehen.
Sowohl PLANet als auch die Simulationsumgebung SimANet sind in ihrer Funktion nicht aus-
schließlich auf die Problemstellungen dieser Arbeit beschra¨nkt. Beide Systeme bieten sich fu¨r
den Einsatz in anderen Projekten auf dem Gebiet drahtloser Ad Hoc und Sensornetzwerke an
und sollten fu¨r diese genutzt und weiterentwickelt werden.
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A. Anhang 1 - SimANet
Strukturbeschreibung
Abbildung A.1.: Darstellung der SimANet Strukturbeschreibung. Die einzelnen Komponenten sind entspre-
chend ihrer Zuordnung im Model View Controller Design Pattern eingefa¨rbt. Doppelt einge-
rahmte Rechtecke repra¨sentieren externe Packages und nehmen daher eine Sonderrolle ein.
Das MVC-Modell ist deutlich erkennbar. Die Kommunikation zwischen RepaintView und der
Nodes Klasse erfolgt zur Leistungssteigerung auf direktem Wege, wodurch an dieser Stelle
das MVC-Design umgangen wird. RepaintView aktualisiert dabei in regelma¨ßigen Absta¨nden
die Zeichenfla¨che und wird als dedizierter Thread ausgefu¨hrt.
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B. Anhang 2 - SimACon Skriptsprache
Die in dieser Arbeit vorgestellte Steuersprache SimACon ermo¨glicht das Ausfu¨hren von in-
ternen und externen SimANet-Funktionsaufrufen zu definierten Zeitpunkten. Die so erstellten
Skripte erlauben somit einen vollsta¨ndig automatisierten Simulationsablauf und den Export der
gewonnenen Informationen. Die folgenden Abschnitte geben einen U¨berblick u¨ber die Syntax
von SimACon sowie u¨ber einzelne Befehle und deren Bedeutung.
Syntax
SimACon ist eine zeilenorientierte Skriptsprache. Jede Zeile repra¨sentiert einen Befehl. Kom-
mentare ko¨nnen durch ein vorgestelltes # eingefu¨gt werden. Jede Befehlszeile ist mit einem
Zeitstempel versehen, welcher den Ausfu¨hrungszeitpunkt festlegt. Das Format wird dabei in
Stunde, Minute, Sekunde und Zehntelsekunde getrennt (hh:mm:ss.z). Beno¨tigte Parameter wer-
den in Klammern an den Befehl angefu¨gt und durch Kommata getrennt. Die Trennung zwischen
Zeitstempel und Befehl erfolgt durch einen Tabulator.
Befehlssatz
Quit()
• Funktion: Beendet SimANet
• Parameter: keine
LoadControlFile(Dateiname)
• Funktion: La¨dt eine weitere SimuCon-Datei (damit la¨sst sich auch eine periodische
Ausfu¨hrung einer Datei bewirken)
• Parameter Dateiname: Name der zu ladenden SimuCon-Datei
LoadModelFromFile(Dateiname)
• Funktion: La¨dt eine gespeicherte Datenstruktur
• Parameter Dateiname: Name der zu ladenden XML-Datei
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WriteModelToFile(Dateiname)
• Funktion: Schreibt die aktuelle Datenstruktur in eine Datei
• Parameter Dateiname: Name der XML-Datei
WriteGraphicsToFile(Dateiname, x1, y1, x2, y2, Auflo¨sung)
• Funktion: Exportiert den Bereich (x1, y1) bis (x2, y2) in eine Grafikdatei
• Parameter x1, y1: Koordinaten der oberen linken Ecke
• Parameter x2, y2: Koordinaten der unteren rechten Ecke
• Parameter Auflo¨sung: Gibt an, mit wievielen Pixeln der Radius eines Knotens dargestellt
wird. Je gro¨ßer die Auflo¨sung, desto ho¨her der Detailgrad
CreateNode(x, y, Periode, Energie, zeigeRadius, zeigePfad, zeigeVerbindungen,
Bewegung, Funkstandards...)
• Funktion: Erstellt einen Knoten an Position (x, y)
• Parameter x, y: Position, an der der Knoten eingefu¨gt werden soll
• Parameter Periode: Aktivierungsintervall in ms
• Parameter Energie: Batteriegro¨ße bzw. Lebensdauer
• Parameter zeigeRadius: true oder false – Umkreis der Funkstandards anzeigen
• Parameter zeigePfad: true oder false – Anzeigen des aktuellen Bewegungspfades
• Parameter zeigeVerbindungen: true oder false – Anzeigen der aktiven Verbindungen zu
Nachbarknoten
• Parameter Bewegung: ”Brown“, ”Random Waypoint“ oder ”Markovian Waypoint“;
”null“ bedeutet: keine Bewegung
• Parameter Funkstandards: Durch Kommata getrennte Liste der implementierten Funk-
standards. Liste kann auch leer sein
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Beispiel
Abbildung B.1.: Beispielhaftes SimACon Skript mit Funktionsaufrufen aus unterschiedlichen
Bereichen (Knoteninteraktion, Datenexport und globale Steuerkommandos).
195

Eigene Vero¨ffentlichungen
[1] BORSCHBACH, Markus ; VODEL, Matthias: An Evolutionary Solution for Cross Layer
Ad Hoc Connectivity Selection. In: Proceedings of the ACM & IEEE Fifth Annual Com-
munications Networks and Services Research Conference (CNSR). Fredericton, Canada :
IEEE Computer Society, May 2007. – ISBN 0–7695–2835–X, S. 381–386
[2] BORSCHBACH, Markus ; VODEL, Matthias ; LIPPE, Wolfram-M.: Evolutionary Opti-
mized Ad Hoc Connectivity. In: Proceedings of the IASTED International Conference
on Communication and Computer Networks (CCN). Lima, Peru : ACTA Press, Oktober
2006. – ISBN 0–88986–630–9, S. no pp. given
[3] VODEL, Matthias: Topologieoptimierung in Mobilen Ad Hoc und Sensornetzwerken: Sy-
stematische Evaluierung und Vergleich dezentraler Algorithmen zur optimierten Vernet-
zung selbstorganisierender Systeme. Vdm Verlag, 2008. – ISBN 978–3639085105
[4] VODEL, Matthias ; CASPAR, Mirko ; HARDT, Wolfram: A Concept for Radio Standard
Spanning Communication in Mobile Ad Hoc Networks / TU Chemnitz. 2007 (CSR-07-
04). – Forschungsbericht. – In Chemnitzer Informatik Berichte
[5] VODEL, Matthias ; CASPAR, Mirko ; HARDT, Wolfram: Energy-Balanced Cooperative
Routing Approach for Radio Standard Spanning Mobile Ad Hoc Networks. In: Procee-
dings of the 6th International Information and Telecommunication Technologies Sympo-
sium (I2TS). Brasilia, Brazil : IEEE Region 9, December 2007. – ISBN 978–85–89264–
08–X, S. 42–47
[6] VODEL, Matthias ; CASPAR, Mirko ; HARDT, Wolfram: Performance Analysis of Radio
Standard Spanning Communication in Mobile Ad Hoc Networks. In: Proceedings of the
7th International Symposium on Communications and Information Technologies (ISCIT).
Sydney, Australia : IEEE Computer Society, October 2007. – ISBN 978–1–4244–09, S.
848–853
[7] VODEL, Matthias ; CASPAR, Mirko ; HARDT, Wolfram: EBCR - A Routing Approach
for Radio Standard Spanning Mobile Ad Hoc Networks. In: Proceedings of the 4th Na-
tional Confernence on Computing and Inforamtion Technology (NCCIT). Mahasarakham,
Thailand : KMUTNB, May 2008. – ISBN 978–974–19–3296–2, S. 57–58
[8] VODEL, Matthias ; CASPAR, Mirko ; HARDT, Wolfram: Funkstandardintegration in Mo-
bilen Ad Hoc Netzwerken. Wiesbaden, Germany : GI/ITG - Workshop u¨ber Selbstorgani-
sierende, Adaptive, Kontextsensitive verteilte Systeme (SAKS), March 2008
[9] VODEL, Matthias ; CASPAR, Mirko ; HARDT, Wolfram: A Capable, Lightweight Com-
munication Concept by Combining Ambient Network Approaches with Cognitive Radio
Aspects. In: Proceedings of the 17th International Conference on Telecommunications
(ICT). Doha, Qatar : IEEE Computer Society, April 2010. – ISBN 978–1–4244–5247–7,
S. 869–873
197
Eigene Vero¨ffentlichungen
[10] VODEL, Matthias ; CASPAR, Mirko ; HARDT, Wolfram: Embedded Ambient Networking
- A New, Lightweight Communication Concept. In: Proceedings of the 9th Internatio-
nal Conference on Communications (ICC). Cape Town, South Africa : IEEE Computer
Society, May 2010. – ISBN 978–1–4244–6826–3, S. no pp. given
[11] VODEL, Matthias ; SAUPPE, Matthias ; CASPAR, Mirko ; HARDT, Wolfram: A Large
Scalable, Distributed Simulation Framework for Ambient Networks. In: Recent Advances
in Information Technology and Security - Journal of Communications (JCM - EI Compen-
dex) 3 (2008), January, Nr. 7, S. 11–19. – ISSN 1796–2021
[12] VODEL, Matthias ; SAUPPE, Matthias ; CASPAR, Mirko ; HARDT, Wolfram: A Large
Scalable, Distributed Simulation Framework for Radio Standard Spanning Mobile Ad Hoc
Networks. In: Proceedings of the 2008 International Symposium on Computer Science and
Computational Technology (ISCSCT2008). Shanghai, China : IEEE Computer Society,
December 2008. – ISBN 978–0–7695–3498–5, S. no pp. given
[13] VODEL, Matthias ; SAUPPE, Matthias ; CASPAR, Mirko ; HARDT, Wolfram: The Si-
mANet Framework. In: Proceedings of the 1st International Conference on M4D: Mobile
Communication Technology For Development (M4D). Karlstad, Schweden : Karlstad Uni-
versity, December 2008. – ISBN 978–91–7063–222–8, S. 88–97
198
Studentische Arbeiten
[14] LANG, Wolfgang: Methoden zur modularen Erweiterung funkstandardu¨bergreifender
Hardware. Straße der Nationen 62, 09111 Chemnitz, Deutschland, Technische Univer-
sita¨t Chemnitz, Fakulta¨t fu¨r Informatik, Professur Technische Informatik : Studienarbeit,
September 2009
[15] LIPPMANN, Mirko: Schedulingverfahren fu¨r verteilte, ressourcenbeschra¨nkte, eingebet-
tete Systeme. Straße der Nationen 62, 09111 Chemnitz, Deutschland, Technische Univer-
sita¨t Chemnitz, Fakulta¨t fu¨r Informatik, Professur Technische Informatik, Diplomarbeit,
Dezember 2009
[16] OPP, Daniel: Evaluierung und Realisierung einer drahtlosen funkstandardu¨bergreifenden
Punkt-zu-Punkt-Kommunikation. Straße der Nationen 62, 09111 Chemnitz, Deutschland,
Technische Universita¨t Chemnitz, Fakulta¨t fu¨r Informatik, Professur Technische Informa-
tik : Studienarbeit, Ma¨rz 2009
[17] SAUPPE, Matthias: SimANet: Implementierung einer Simulationsumgebung fu¨r drahtlose
Ad-Hoc-Netzwerke. Straße der Nationen 62, 09111 Chemnitz, Deutschland, Technische
Universita¨t Chemnitz, Fakulta¨t fu¨r Informatik, Professur Technische Informatik : Studien-
arbeit, November 2008
[18] SAUPPE, Matthias: Java-Anbindung von MPI-Bibliotheken fu¨r hochperformante Paral-
lelanwendungen. Straße der Nationen 62, 09111 Chemnitz, Deutschland, Technische
Universita¨t Chemnitz, Fakulta¨t fu¨r Informatik, Professur Technische Informatik, Diplom-
arbeit, September 2009
[19] SCHMIDT, Gordon: Konfiguration heterogener drahtloser Sensornetzwerke. Straße der
Nationen 62, 09111 Chemnitz, Deutschland, Technische Universita¨t Chemnitz, Fakulta¨t
fu¨r Informatik, Professur Technische Informatik, Diplomarbeit, April 2008
199

Literaturverzeichnis
[20] AHLGREN, Bengt ; EGGERT, Lars ; OHLMAN, Bo¨rje ; SCHIEDER, Andreas: Ambient
Networks: Bridging Heterogeneous Network Domains. In: Proceedings of the 16th An-
nual International Symposium on Personal Indoor and Mobile Radio Communications
(PIMRC), IEEE Computer Society, September 2005, S. no pp. given
[21] AKYILDIZ, Ian F. ; LEE, Won-Yeol ; VURAN, Mehmet C. ; MOHANTY, Shantidev: NeXt
Generation/Dynamic Spectrum Access/Cognitive Radio Wireless Networks: A Survey.
In: Computer Networks Journal (Elsevier) 50 (2006), September, Nr. 13, S. 2127–2159.
– ISSN 1389–1286
[22] ARSLAN, Huseyin ; CHEN, Zhi N. ; BENEDETTO, Maria-Gabriella D.: Ultra Wide-
band Wireless Communication. John Wiley & Sons - Wiley-Interscience, 2006. – ISBN
0471715212
[23] AU-YONG, Jun-Hoong: Comparison of On-Demand Mobile Ad Hoc Network Routing
Protocols under On/Off Source Traffic Effect. In: Proceedings of the IASTED Inter-
national Conference Networks and Communication Systems, IASTED, March 2006, S.
527–531
[24] AUSTRALIA’S ICT RESEARCH CENTRE OF EXCELLENCE: Castalia - A Simulator for
WSNs. http://castalia.npc.nicta.com.au/, 2008. – [Online; abgerufen
01-December-2008]
[25] BABICH, F. ; COMISSO, M. ; ORLANDO, M. ; MANI’A, L.: Simultaneous Communi-
cations in Ad-Hoc Networks Using Smart Antennas in Multipath Environment. In: Pro-
ceedings of the Global Telecommunications Conference (GLOBECOM), IEEE Computer
Society, November 2006. – ISBN 1–4244–0356–1, S. 1–6
[26] BACCELLI, Francois ; BASZCZYSZYN, Bartomiej ; MU¨HLETHALER, Paul: An Aloha
Protocol for Multihop Mobile Wireless Networks. In: IEEE Transactions on Information
Theory 52 (2006), February, Nr. 2, S. 421–436
[27] BAJAJ, Lokesh ; TAKAI, Mineo ; AHUJA, Rajat ; TANG, Ken ; BAGRODIA, Rajive ;
GERLA, Mario: GloMoSim: A Scalable Network Simulation Environment / -. 1999. –
Forschungsbericht
[28] BAKER, Mark ; CARPENTER, Bryan ; FOX, Geoffrey ; KO, Sung H. ; LIM, Sang: MPI-
JAVA: An Object-Oriented JAVA Interface to MPI. In: Proceedings of 11 Workshops
Held in Conjunction with the 13th International Parallel Processing Symposium and
10th Symposium on Parallel and Distributed Processing (IPPS/SPDP), Springer-Verlag,
1999. – ISBN 3–540–65831–9, S. 748–762
[29] BALDO, Nicola ; MAGUOLO, Federico ; MIOZZO, Marco ; ROSSI, Michele ; ZORZI,
Michele: ns2-MIRACLE: a Modular Framework for Multi-Technology and Cross-Layer
Support in Network Simulator 2. In: Proceedings of the 2nd International Conference
201
Literaturverzeichnis
on Performance Evaluation Methodologies and Tools (ValueTools), ICST (Institute for
Computer Sciences, Social-Informatics and Telecommunications Engineering), 2007. –
ISBN 978–963–9799–00–4, S. 1–8
[30] BARRY, Richard: The FreeRTOS.org Project. http://www.freertos.org/,
2009. – [Online; abgerufen 10-Mai-2009]
[31] BELLOFIORE, Salvatore ; BALANIS, Consfantine A. ; FOUFZ, Jeffrey ; SPANIAS, Andre-
as S.: Smart-Antenna Systems for Mobile Communication Networks Part I: Overview
and Antenna Design. In: IEEE Antenna’s and Propagation Magazine 44 (2002), June,
Nr. 3, S. 145–154. – ISSN 1045–9243
[32] BERG, Mark de ; KREVELD, Marc van ; OVERMARS, Mark ; SCHWARZKOPF, Ot-
fried C.: Computational Geometry. SV, 2000. – ISBN 3–540–65620–0
[33] BLAZEVIC, L. ; BUTTYAN, L. ; CAPKUN, S. ; GIORDANO, S. ; HUBAUX, J. ; BOUDEC,
J. L.: Self-Organization in Mobile Ad-Hoc Networks: The Approach of Terminodes. In:
IEEE Communications Magazine (2001), June, S. 166–174
[34] BLESS, Roland: Using Realistic Internet Topology Data for Large Scale Network Simu-
lations in OMNeT++. In: Proceedings of the 2nd International OMNeT++ Workshop,
TU Berlin, January 2002, S. no pp. given
[35] BLUETOOTH SPECIAL INTEREST GROUP: Specification of the Bluetooth System, Co-
vered Core Package version: 1.2. http://www.bluetooth.org, November 2003
[36] BORBASH, S.A. ; JENNINGS, E.: Distributed Topology Control Algorithm for Multihop
Wireless Networks. In: Proceedings of the World Congress on Computational Intelli-
gence, IEEE Computer Society, 2002, S. no pp. given
[37] BORSCHBACH, Markus: A New Approach for Modelling Local Selective Connectivity
and Maintaining Isolated Regions in Ad Hoc Networks. In: International Journal of
Wireless and Optical Communication (IJWOC) (2006), S. 3(1):23–48
[38] BORSCHBACH, Markus ; STOLZE, A. ; LIPPE, Wolfram-M.: Optimized Connectivity
for Ad Hoc Networks. In: Proceedings of the 2nd IASTED International Conference on
Wireless and Optical Communications (WOC), 2002, S. 681–688
[39] BUNDESMINISTERIUM FU¨R BILDUNG UND FORSCHUNG: hyperNET (Universelle Nut-
zung von Kommunikationsnetzen fu¨r ku¨nftige Mobilfunkgenerationen). http://www.
pt-it.pt-dlr.de/en/1059.php, 2006. – [Online; abgerufen 15-December-
2007]
[40] BUNDESMINISTERIUM FU¨R BILDUNG UND FORSCHUNG: IBMS2: Integriertes Band-
breiteneffizientes Mobiles Software-Radio System. http://www.pt-it.pt-dlr.
de/de/1239.php, 2006. – [Online; abgerufen 15-December-2007]
[41] BURKHART, Martin ; RICKENBACH, Pascal von ; WATTENHOFER, Roger ; ZOLLINGER,
Aaron: Does Topology Control Reduce Interference? In: Proceedings of the 5th ACM
International Symposium on Mobile Ad Hoc Networking and Computing (MobiHoc),
ACM, 2004. – ISBN 1–58113–849–0, S. 9–19
202
Literaturverzeichnis
[42] CHAKERES, Ian D. ; BELDING-ROYER, Elizabeth M.: AODV Routing Protocol Imple-
mentation Design. In: International Workshop on Wireless Ad Hoc Networking (WWAN),
IEEE Computer Society, March 2004. – ISBN 0–7695–2087–1, S. 698–703
[43] CHOWDHURY, K. R. ; AKYILDIZ, I. F.: Cognitive Wireless Mesh Networks for Dynamic
Spectrum Access. In: Journal of Selected Areas in Communications (JSAC) (2008)
[44] CHRYSSOMALLIS, Michael: Smart Antennas. In: IEEE Antennas and Propagation Ma-
gazine 42 (2000), June, Nr. 3, S. 129–136. – ISSN 1045–9243
[45] CLAUDE ELWOOD SHANNON: Communication in the Presence of Noise. In: IRE,
Nachdruck 86 (1998), Feb, Nr. 2
[46] CLAUSEN, T. ; JACQUET, P. ; LAOUITI, A. ; MUHLETHALER, P. ; QAYYUM, A. ; VIEN-
NOT, L.: Optimized Link State Routing Protocol. In: Proceedings of the International
Multitopic Conference (INMIC), IEEE Computer Society, 2001, S. no pp. given
[47] COMER, Douglas: Internetworking with TCP/IP. Principles, Protocols, and Architectu-
res. Prentice Hall, 2000. – ISBN 0–13–018380–6
[48] COOKLEV, T.: Wireless Communication Standards - A Study of IEEE 802.11, 802.15
and 802.16. IEEE Computer Society, 2004. – ISBN 0–7381–4066–X
[49] COOPER, Martin ; GOLDBERG, Marc: Intelligent Antennas: Spatial Division Multiple
Access. In: Proceedings of the IEC Annual Review of Communications, IEC, 1996, S.
999–1002
[50] COWIE, J. ; OGIELSKI, A. ; NICOL, D.: The SSFNet network simulator. http://www.
ssfnet.org/homePage.html, 2002. – [Online; abgerufen 15-December-2007]
[51] DALL, Jesper ; CHRISTENSEN, Michael: Random Geometric Graphs. In: Physical Re-
view. E, Statistical, Nonlinear, and Soft Matter Physics 66(2) (2002), Nr. 1, S. 016212.1–
016121.9. – ISSN 1539–3755
[52] DARPA: DARPA - Defense Advanced Research Projects Agency. http://www.
darpa.mil/, 2009. – [Online; abgerufen 01-Juni-2009]
[53] DEFENSE ADVANCED RESEARCH PROJECTS AGENCY (DARPA): The XG Visi-
on. Request for Comments. Version 2.0. BBN. http://www.darpa.mil/ato/
programs/xg/rfc_vision.pdf, 2003. – [Online; abgerufen 15-December-2007]
[54] DEPARTMENT OF DEFENSE: Joint Tactical Radio System - Programmable, Modu-
lar Communications System. http://www.globalsecurity.org/military/
systems/ground/jtrs.htm, 1997. – [Online; abgerufen 15-December-2007]
[55] DFG: Schwerpunktprogramm 1148. http://www12.informatik.
uni-erlangen.de/spprr/abstract.php, 2008. – [Online; abgerufen
01-June-2008]
[56] DRESSLER, F.: Self-Organization in Ad Hoc Networks: Overview and Classification /
University of Erlangen, Dept. of Computer Science 7. 2006. – Forschungsbericht
[57] DUARTE-MELO, E. ; LIU, M.: Analysis of Energy Consumption and Lifetime of Hetero-
geneous Wireless Sensor Networks. In: Proceedings of the Global Telecommunications
Conference (GLOBECOM), IEEE Computer Society, 2002, S. no pp. given
203
Literaturverzeichnis
[58] DUNKEL, Adam: Contiki - The Operating System for Embedded Smart Objects - the
Internet of Things. http://www.sics.se/contiki/, 2009. – [Online; abgerufen
10-Mai-2009]
[59] EGNITE GMBH: Ethernut Firmware. http://www.ethernut.de/en/
firmware/index.html, 2009. – [Online; abgerufen 10-Mai-2009]
[60] END COMMUNICATION, SDR Based E.: S. Bhattacharya / DataSoft Corporation. 2005.
– Forschungsbericht
[61] EPPSTEIN, David ; GOODRICH, Michael T. ; SUN, Jonathan Z.: The Skip Quadtree: A
Simple Dynamic Data Structure for Multidimensional Data. In: Proceedings of the 21st
Annual Symposium on Computational Geometry (SCG), ACM, 2005. – ISBN 1–58113–
991–8, S. 296–305
[62] ERTEL, Richard B. ; CARDIERI, Paulo ; SOWERBY, Kevin W. ; RAPPAPORT, Theodo-
re S. ; REED, Jeffrey H.: Overview of Spatial Channel Models for Anfenna Array Com-
munication Systems. In: IEEE Personal Communications (1998), February, S. 10–22. –
ISSN 1070–9916
[63] FAHMY, Nader S. ; TODD, Terence D. ; KEZYS, Vytas: Ad Hoc Networks with Smart
Antennas Using IEEE 802.11-Based Protocols. In: Proceedings of the International
Conference on Communications (ICC) Bd. 5, IEEE Computer Society, 2002. – ISBN
0–7803–7400–2, S. 3144–3148
[64] FEDERAL COMMUNICATION COMMISSION: Cognitive Radio Technologies Proceeding
(CRTP). http://www.fcc.gov/oet/cognitiveradio/, 2007. – [Online; ab-
gerufen 15-December-2007]
[65] FEKETE, Sandor P. ; KRO¨LLER, Alexander ; FISCHER, Stefan ; PFISTERER, Dennis:
Shawn: The Fast, Highly Customizable Sensor Network Simulator. In: Proceedings of
the 4th International Conference on Networked Sensing Systems (INSS 2007), 2007, S.
no pp. given
[66] FOERSTER, H. V. ; M.C.YOVITTS ; S.CAMERON: On Self-Organizing Systems and
Their Environments. In: Self-Organizing Systems (1960), S. 31–50
[67] GAEDKE, Martin: Vorlesung Rechnernetze - Version 2009. http://vsr.
informatik.tu-chemnitz.de/edu/2009/rn/, 2009
[68] GAMMA, Erich ; HELM, Richard ; JOHNSON, Ralph E.: Entwurfsmuster. Elemente wie-
derverwendbarer objektorientierter Software. Addison Wesley, 2004. – ISBN 3–8273–
2199–9
[69] GANESAN, Deepak ; GOVINDAN, Ramesh ; SHENKER, Scott ; ESTRIN, Deborah:
Highly-Resilient, Energy-Efficient Multipath Routing in Wireless Sensor Networks. In:
SIGMOBILE Mobile Computing and Communications 5 (2001), Nr. 4, S. 11–25. – ISSN
1559–1662
[70] GERHARZ, M. ; WAAL, C. de ; MARTINI, P. ; JAMES, P.: Strategies for Finding Sta-
ble Paths in Mobile Wireless Ad Hoc Networks. In: Proceedings of the 28th Annual
International Conference on Local Computer Networks (LCN), IEEE Computer Society,
October 2003, S. no pp. given
204
Literaturverzeichnis
[71] GHAVAMI, Mohammad ; MICHAEL, Lachlan ; KOHNO, Ryuji: Ultra Wideband Signals
and Systems in Communication Engineering. John Wiley & Sons, 2004. – ISBN 978–0–
470–86751–8
[72] GIORDANO, S. ; STOJMENOVIC, I. ; BLAZEVIE, L.: Position Based Routing Algorithms
for Ad Hoc Networks: A Taxonomy. http://www.site.uottawa.ca/˜ivan/
routing-survey.pdf, October 2001. – [Online; abgerufen 02-February-2008]
[73] GU¨NES, Mesut: Routing und Adressierung in mobilen multi-hop Ad-hoc-Netzen,
Rheinisch-Westfa¨lischen Technischen Hochschule Aachen, Diss., 2004
[74] GNU: GNU Radio - The GNU Software Radio. http://www.gnu.org/
software/gnuradio, 2004. – [Online; abgerufen 15-December-2007]
[75] GULTCHEV, Stoytcho ; MOESSNER, Klaus ; THILAKAWARDANA, Duminda ;
DODGSON, Terence ; TAFAZOLLI, Rahim ; VADGAMA, Sunil ; TRUELOVE, Stephen:
Evaluation of Software Defined Radio Technology / University of Surrey, Fujitsu Labo-
ratories of Europe Ltd. 2006. – Forschungsbericht
[76] GUO, Chunlong ; ZHONG, Lizhi C. ; RABAEY, Jan. M.: Low Power Distributed MAC
for Ad Hoc Sensor Radio Networks. In: Proceedings of the Global Communications
Conference (GLOBECOM), IEEE Computer Society, November 2001. – ISBN 0–7803–
7206–9, S. 2944–2948
[77] GUSTAFSSON, E. ; JONSSON, A.: Always Best Connected. In: IEEE Wireless Commu-
nications 10 (2003), Nr. 1, S. 49–55
[78] HAAS, Zygmunt J. ; PEARLMAN, Marc R.: The Zone Routing Protocol (ZRP) for Ad
Hoc Networks. In: INTERNET-DRAFT, IETF MANET Working Group, 1997, S. no pp.
given
[79] HAMMERSCHALL, Ulrike: Verteilte Systeme und Anwendungen. Pearson Studium, 2005.
– ISBN 978–3827370969
[80] HARDT, Wolfram: Vorlesung Hardware/Software Codesign II - Version 2009. http:
//www.tu-chemnitz.de/informatik/CE/Lehre/HSCII/SS09/, 2009
[81] HARDT, Wolfram ; IHMOR, Stefan: Schnittstellensynthese - Volume 2 of Wissenschaftli-
che Schriftenreihe: Eingebettete, selbstorganisierende Systeme. TUDpress, 2006. – ISBN
3–398863–63–3
[82] HARDT, Wolfram ; LEHMANN, T. ; VISARIUS, Markus: Towards a Design Methodolo-
gy Capturing Interface Synthesis. In: Monjau, Dieter, editor, 4. GI/ITG/GMM Workshop:
Methoden und Beschreibungssprachen zur Modellierung und Verifikation von Schaltun-
gen und Systemen 1 (2001), February, S. 93–97. ISBN 3–00–007439–2
[83] HARRINGTON, Adam S. ; HONG, Chin-Gi ; PIAZZA, Anthony L.: Software Defined Ra-
dio - The Revolution of Wireless Communication. International Engineering Consortium,
2004
[84] HEDRICK, C.: Request for Comments (RFC) 1058 - Routing Information Protocol.
http://tools.ietf.org/rfc/rfc1058.txt, June 1988. – [Online; abgeru-
fen 15-Mai-2009]
205
Literaturverzeichnis
[85] HEINZELMAN, W.R. ; CHANDRAKASAN, A. ; BALAKRISHNAN, H.: Energy-Efficient
Communication Protocol for Wireless Microsensor Networks. In: Proceedings of the
33rd Annual Hawaii International Conference on System Sciences Bd. 2, IEEE Computer
Society, January 2000. – ISBN 0–7695–0493–0, S. 10
[86] HENDERSON, Thomas R. ; ROY, Sumit ; FLOYD, Sally ; RILEY, George F.: ns-3 Project
Goals. In: Proceeding from the 2006 Workshop on NS-2: the IP Network Simulator
(WNS2), ACM, 2006. – ISBN 1–59593–508–8, S. 13
[87] HO, Ming-Ju ; STU¨BER, Gordon L. ; AUSTIN, Mark D.: Performance of Switched-
Beam Smart Antennas for Cellular Radio Systems. In: IEEE Transactions on Vehicular
Technology 47 (1998), February, Nr. 1, S. 10–19. – ISSN 0018–9545
[88] HSU, Chih-Shun ; TSENG, Yu-Chee ; SHEU, Jang-Ping: An Efficient Reliable Broadca-
sting Protocol for Wireless Mobile Ad Hoc Networks. In: Ad Hoc Networks 5 (2007),
Nr. 3, S. 299–312. – ISSN 1570–8705
[89] IANNONE, L. ; KHALILI, R. ; SALAMATIAN, K. ; FDIDA, S.: Cross-Layer Routing in
Wireless Mesh Networks. In: 1st International Symposium on Wireless Communication
Systems, IEEE Computer Society, September 2004. – ISBN 0–7803–8472–5, S. 319–323
[90] IHMOR, Stefan: Modeling and Automated Synthesis of Reconfugurable Interfaces. Pader-
born, Universita¨t Paderborn, Heinz Nixdorf Institut, Entwurf Paralleler Systeme, Diss.,
January 2006
[91] IHMOR, Stefan ; FLADE, Marcel ; HARDT, Wolfram: Rekonfigurierbare Schnittstellen -
volume 1 of Wissenschaftliche Schriftenreihe: Eingebettete, selbstorganisierende Syste-
me. TUDpress, 2005. – ISBN 3–398863–37–4
[92] IHMOR, Stefan ; HARDT, Wolfram: Runtime Reconfigurable Interfaces - The RTR-IFB
Approach. In: Proceedings of the 11th ReconfigurableArchitectures Workshop (RAW),
IEEE Computer Society, April 2004. – ISBN 0–7695–2132–0, S. 136–136
[93] II, Joseph M.: Cognitive Radio: An Integrated Agent Architecture for Software Defined
Radio, Royal Institute of Technology (KTH) Stockholm, Sweden, Diss., 2000
[94] INTANAGONWIWAT, Chalermek ; GOVINDAN, Ramesh ; ESTRIN, Deborah: Directed
Diffusion: A Scalable and Robust Communication Paradigm for Sensor Networks. In:
Proceedings of the 6th Annual International Conference on Mobile Computing and Net-
working (MobiCom), ACM, 2000. – ISBN 1–58113–197–6, S. 56–67
[95] J. MITOLA II AND Z. ZVONAR: Software Radio Technologies. IEEE Computer Society,
2001
[96] JONDRAL, Friedrich K.: Software-Defined Radio-Basics and Evolution to Cognitive
Radio. In: EURASIP Journal on Wireless Communications and Networking 3 (2005),
April, S. 275–283
[97] JOSEPH MITOLA II: Software Radio Architecture: Object-Oriented Approaches to Wi-
reless System. John Wiley & Sons, 2000
[98] KAMPMANN, Markus ; VORWERK, Marc ; GROTHUES, Ingo ; LEON, Marı´a del Mar
Ivars d. ; KLEIS, Michael ; SCHUETZ, Simon ; SCHMID, Stefan ; AGUERO, Ramon ;
206
Literaturverzeichnis
CHOQUE, Johnny: An Experimental Study of Novel Ambient Network Concepts. In:
Proceedings of the 13th International Conference on Software, Telecommunications and
Computer Networks (SoftCOM), IEEE Communications Society, September 2005, S. no
pp. given
[99] KARP, Brad ; KUNG, H. T.: GPSR: Greedy Perimeter Stateless Routing for Wireless
Networks. In: Proceedings of the Mobile Computing and Networking (Mobicom), IEEE
Computer Society, August 2000, S. 243–254
[100] KENNEDY, Joseph ; SULLIVAN, Mark C.: Direction Finding and ”Smart Antennas”
Using Software Radio Architectures. In: IEEE Communications Magazine (1995), May,
S. 62–68. – ISSN 0163–6804
[101] KIM, Young-An ; NAKAGAWA, Masao: R-ALOHA Protocol for Spread Spectrum Inter-
Vehicle Communication Network using Head Spacing Information. In: Proceedings of
the Intelligent Vehicles Symposium, IEEE Computer Society, September 1996. – ISBN
0–7803–3652–6, S. no pp. given
[102] KLEINROCK, L. ; TOBAGI, F.A.: Packet switching in radio channels, part I - carrier sense
multiple access modes and their throughput-delay characteristics. In: IEEE Transactions
on Communications COM 23 (1975), S. 1400–1416
[103] KOCHHAL, Manish ; SCHWIEBERT, Loren ; GUPTA, Sandeep: Role-based Hierarchical
Self Organization for Wireless Ad Hoc Sensor Networks. In: Proceedings of the 2nd
ACM International Conference on Wireless Sensor Networks and Applications (WSNA),
ACM, 2003. – ISBN 1–58113–764–8, S. 98–107
[104] KOUDOURIDIS, G. P. ; KARLSSON, P. ; LUNDSJO¨, J. ; BRIA, A. ; BERG, M. ; JORGU-
SESKI, L. ; MEAGO, F. ; AGU¨ERO, R. ; SACHS, J. ; KARIMI, R.: Multi-Radio Access in
Ambient Networks. In: Everest Workshop: Trends in Radio Resource Management (2nd
Edition) (2005), November
[105] KOUDOURIDIS, Georgios P. ; KARIMI, H. R. ; DIMOU, Konstantinos: Switched Multi-
Radio Transmission Diversity in Future Access Networks. In: Proceedings of the 62th
Semiannual Vehicular Technology Conference (VTC), IEEE Computer Society, Septem-
ber 2005, S. no pp. given
[106] KULIK, Joanna ; HEINZELMAN, Wendi R. ; BALAKRISHNAN, Hari: Negotiation-based
Protocols for Disseminating Information in Wireless Sensor Networks. In: Wireless Net-
works, Vol. 8 (2002), S. 169–185
[107] LEE, W. Y. ; AKYILDIZ, I. F.: Optimal Spectrum Sensing Framework for Cognitive
Radio Networks. In: Transaction on Wireless Communications (2008)
[108] LI, N. ; HOU, J. ; SHA, L.: Design and Analysis of an MST-based Topology Control
Algorithm. In: Proceedings of the 22nd Annual Joint Conference of the IEEE Computer
and Communications Societies Bd. 3, IEEE Computer Society, 2003, S. 1702–1712
[109] LI, Ning ; JENNIFER, C. H.: Topology Control in Heterogeneous Wireless Networks:
Problems and Solutions. In: Proceedings of the 21th International Conference of the
Computer and Communications Societies (INFOCOM), IEEE Computer Society, March
2004. – ISBN 0–7803–8355–9, S. 243
207
Literaturverzeichnis
[110] LIU, J. ; LI, B.: Distributed Topology Control in Wireless Sensor Networks with Asym-
metric Links. In: Proceedings of the Global Telecommunications Conference (GLOBE-
COM), Wireless Communications Symposium, IEEE Computer Society, 2003, S. 1257–
1262
[111] LOPEZ, A.R.: Performance Predictions for Cellular Switched-Beam Intelligent Antenna
Systems. In: IEEE Communications Magazine 34 (1996), October, Nr. 10, S. 152–154.
– ISSN 0163–6804
[112] LUNDSJO¨, Johan ; AGU¨ERO, Ramo´n ; ALEXANDRI, Eftychia ; BERGGREN, Fredrik ;
CEDERVALL, Catarina ; DIMOU, Konstantinos ; GEBERT, Jens ; JENNEN, Ralf ; JOR-
GUSESKI, Ljupco ; KARIMI, Reza ; MEAGO, Francesco ; TANG, Haitao ; VERONESI,
Riccardo: A Multi-Radio Access Architecture for Ambient Networking. In: Proceedings
of the 14th IST Mobile & Wireless Communications Summit 2005, European Information
Society Technologies, June 2005, S. no pp. given
[113] MAGNUSSON, Per ; BERGGREN, Fredrik ; KARLA, Ingo ; LITJENS, Remco ; MEAGO,
Francesco ; TANG, Haitao ; VERONESI, Riccardo: Multi-Radio Resource Management
for Communication Networks beyond 3G. In: Proceedings of the 62nd Semiannual Vehi-
cular Technology Conference (VTC), IEEE Computer Society, September 2005. – ISBN
0–7803–9152–7, S. 1653–1657
[114] MAHLMANN, Peter ; SCHINDELHAUER, Christian: Peer-to-Peer Netzwerke: Algorith-
men Und Methoden. Springer, 2007. – ISBN 978–3540339915
[115] MALKIN, G.: Request for Comments (RFC) 1983 - Internet Users’ Glossary. http:
//www.ietf.org/rfc/rfc1983.txt, August 1996. – [Online; abgerufen 15-
Mai-2009]
[116] MANTIS GROUP: Multimodal System for NeTworks of In-Situ Wireless Sensors. http:
//mantis.cs.colorado.edu/, 2009. – [Online; abgerufen 10-Mai-2009]
[117] MEISEL, Andre ; VISARIUS, Markus ; HARDT, Wolfram ; IHMOR, Stefan: Self-
Reconfiguration of Communication Interfaces. In: Proceedings of the 15th International
Workshop on Rapid System Prototyping (RSP), IEEE Computer Society, June 2004. –
ISBN 0–7695–2159–2, S. 144–150
[118] MORIN, Steven ; KOREN, Israel ; KRISHNA, C. M.: jMPI: Implementing the Messa-
ge Passing Standard in Java. In: Proceedings of the 16th International Parallel and
Distributed Processing Symposium (IPDPS), IEEE Computer Society, 2002. – ISBN
0–7695–1573–8, S. 191
[119] MPI FORUM: The Message Passing Interface (MPI) Standard. http://www-unix.
mcs.anl.gov/mpi, 2007. – [Online; abgerufen 15-December-2007]
[120] MPI FORUM: MPICH Home Page. http://www-unix.mcs.anl.gov/mpi/
mpich1, 2007. – [Online; abgerufen 15-December-2007]
[121] MO¨SSENBO¨CK, Hanspeter: Objektorientierte Programmierung. Springer-Verlag, 1993.
– ISBN 3–540–55690–7
208
Literaturverzeichnis
[122] MUELLER, Stephen ; TSANG, Rose P. ; GHOSAL, Dipak: Multipath Routing in Mobile
Ad Hoc Networks: Issues and Challenges. Springer Verlag, 2004. – ISBN 978–3–540–
21945–3
[123] NAOUMOV, Valeri ; GROSS, Thomas: Simulation of Large Ad Hoc Networks. In: Pro-
ceedings of the 6th ACM International Workshop on Modeling Analysis and Simulation
of Wireless and Mobile Systems (MSWIM), ACM, 2003. – ISBN 1–58113–766–4, S.
50–57
[124] NASIPURI, A. ; DAS, S.: Demand Multipath Routing for Mobile Ad Hoc Networks. In:
Proceedings of the 8th Annual Internation Conference on Computer Communications
and Networks (ICCCN), IEEE Computer Society, October 1999, S. 64–70
[125] NASIPURI, A. ; LI, K. ; SAPPIDI, U. R.: Power Consumption and Throughput in Mobile
Ad Hoc Networks using Directional Antennas. In: Proceedings of the International Con-
ference on Computer Communication and Networks (ICCCN), IEEE Computer Society,
October 2002. – ISBN 0–7803–7553–X, S. 620–626
[126] NEUGEBAUER, Mario: Energieeffiziente Anpassung des Arbeitszyklus in drahtlosen Sen-
sornetzen, Technische Universitat Dresden, Diss., 2006
[127] NI, S.-Y. ; TSENG, Y.-C. ; CHEN, Y.-S. ; SHEU, J.-P.: The Broadcast Storm Problem in
a Mobile Ad Hoc Network. In: Proceedings of the 5th annual ACM/IEEE international
conference on Mobile computing and networking, ACM, 1999. – ISBN 1–58113–142–9,
S. 151–162
[128] NIEBERT, Norbert ; FLINCK, H. ; HANCOCK, R. ; KARL, Holger ; PREHOFER, Christian:
Ambient Networks - Research for Communication Networks Beyond 3G. In: IST Mobile
and Wireless Communications Summit 2004 (2004)
[129] NIEBERT, Norbert ; SCHIEDER, Andreas ; ABRAMOWICZ, Hendrik ; MALMGREN,
Go¨ran ; SACHS, Joachim ; HORNA, Uwe ; PREHOFER, Christian ; KARL, Holger: Am-
bient Networks: An Architecture for Communication Networks Beyond 3G. In: IEEE
Wireless Communications 11 (2004), Nr. 2, S. 14–22. – ISSN 1536–1284
[130] NYQUIST, Harry: Certain Topics in Telegraph Transmission Theory. In: Trans. Amer.
Inst. Elect. Eng., Nachdruck 90 (2002), February, Nr. 2, S. 617–644
[131] OPPERMANN, Ian ; HAMALAINEN, Matti ; IINATTI, Jari: UWB - Theory and Applicati-
ons. John Wiley & Sons, 2004. – ISBN 978–0–470–86917–8
[132] PAQUEREAU, Laurent ; HELVIK, Bjarne E.: A Module-Based Wireless Node for NS-2.
In: Proceeding from the 2006 Workshop on NS-2: the IP Network Simulator (WNS2),
ACM, 2006. – ISBN 1–59593–508–8, S. 4
[133] PARK, Vincent D. ; CORSON, M. S.: A Highly Adaptive Distributed Routing Algorithm
for Mobile Wireless Networks. In: Proceedings of the Conference on Computer Commu-
nications (INFOCOM) Bd. 3, IEEE Computer Society, April 1997, S. 1405–1413
[134] PERKINS, Charles E. ; BHAGWAT, Pravin: Highly Dynamic Destination-Sequenced
Distance-Vector Routing (DSDV) for Mobile Computers. In: Proceedings of the SIG-
COMM 94, ACM, 1994. – ISBN 0–89791 –682–4, S. 234–244
209
Literaturverzeichnis
[135] PLUMMER, David C.: Request for Comments (RFC) 826 - An Ethernet Address Resolu-
tion Protocol or Converting Network Protocol Addresses to 48.bit Ethernet Address for
Transmission on Ethernet Hardware. http://tools.ietf.org/rfc/rfc826.
txt, November 1982. – [Online; abgerufen 15-Mai-2009]
[136] POSTEL, J.: Request for Comments (RFC) 768 - User Datagram Protocol. http:
//www.ietf.org/rfc/rfc768.txt, August 1980. – [Online; abgerufen 15-Mai-
2009]
[137] POSTEL, J.: Request for Comments (RFC) 791 - Internet Protocol. http://www.
ietf.org/rfc/rfc791.txt, September 1981. – [Online; abgerufen 15-Mai-2009]
[138] POSTEL, J.: Request for Comments (RFC) 792 - Internet Control Message Protocol.
http://www.ietf.org/rfc/rfc792.txt, September 1981. – [Online; abgeru-
fen 15-Mai-2009]
[139] POSTEL, J.: Request for Comments (RFC) 793 - Transmission Control Protocol. http:
//www.ietf.org/rfc/rfc793.txt, September 1981. – [Online; abgerufen 15-
Mai-2009]
[140] POUTTU, Ari ; ROMPPAINEN, Harri ; TAPIO, Visa ; BRA¨YSY, Timo ; LEPPA¨NEN, Pent-
ti ; TUUKKANEN, Topi: Finnish Software Radio Program and Demonstrator. In: IE-
EE Military Communications Conference 2004 (MILCOM 2004) 3 (2004), October, S.
1371–1376. ISBN 0–7803–8847–X
[141] PREE, Wolfgang: Design Patterns for Object-Oriented Software Development. Addison
Wesley, ACM, 1994. – ISBN 978–0201422948
[142] QINETIQ: An Evaluation of Software Defined Radio - An Overview / QinetiQ. 2006
(PUB0603673). – Forschungsbericht
[143] QINETIQ: Cognitive Radio Technology A Study for Ofcom - Summary Report / QinetiQ.
2007 (QINETIQ/06/00420 Issue 1.1). – Forschungsbericht
[144] RAJENDRAN, V. ; OBRACZKA, K. ; GARCIA-LUNA-ACEVES, J. J.: Energy-Efficient,
Collision-Free Medium Access Control for Wireless Sensor Networks. In: Proceedings
of the First International Conference on Embedded Networked Sensor Systems, ACM,
November 2003, S. 181–192
[145] RAMAKRISHNAN, K. ; FLOYD, S. ; BLACK, D.: Request for Comments (RFC) 3168 -
The Addition of Explicit Congestion Notification (ECN) to IP. http://tools.ietf.
org/rfc/rfc3168.txt, September 2001. – [Online; abgerufen 15-Mai-2009]
[146] RAMANATHAN, R. ; ROSALES-HAIN, R.: Topology Control of Multihop Wireless Net-
works Using Transmit Power Adjustment. In: Proceedings of the 19th International Con-
ference of the Computer and Communications Societies (INFOCOM), IEEE Computer
Society, 2002, S. 404–413
[147] RAZAVILAR, Javad ; RASHID-FARROKHI, Farrokh ; LIU, K. J. R.: Software Radio
Architecture with Smart Antennas: A Tutorial on Algorithms and Complexity. In: IEEE
Journal on Selected Areas in Communications 17 (1999), April, Nr. 4, S. 662–676. –
ISSN 0733–8716
210
Literaturverzeichnis
[148] RECH, Jo¨rg: Wireless LANs. 802.11-WLAN-Technologie und praktische Umsetzung im
Detail. 2. Auflage. Heise Verlag, 2006. – ISBN 3–936931–29–1
[149] REKHTER, Y. ; WATSON, T.J. ; LI, T.: Request for Comments (RFC) 1771 - A Border
Gateway Protocol 4 (BGP-4). http://tools.ietf.org/rfc/rfc1771.txt,
March 1995. – [Online; abgerufen 15-Mai-2009]
[150] RHIEMEIER, Arnd-Ragnar: Modular Software-Defined Radio. In: EURASIP J. Wirel.
Commun. Netw. 5 (2005), Nr. 3, S. 333–342. – ISSN 1687–1472
[151] RILEY, Dr. G. ; PARK, Alfred: PDNS - Parallel/Distributed NS. http://www.cc.
gatech.edu/computing/compass/pdns/index.html, 2004. – [Online; ab-
gerufen 15-December-2007]
[152] RILEY, G.F. ; FUJIMOTO, R.M. ; AMMAR, M.H.: A Generic Framework for Paralleli-
zation of Network Simulations. In: Proceedings of the 7th International Symposium on
Modeling, Analysis and Simulation of Computer and Telecommunication Systems (1999),
S. 128–135
[153] ROYER, E.M. ; TOH, C.-K.: A Review of Current Routing Protocols for Ad Hoc Mobile
Wireless Networks. In: IEEE Personal Communications 6 (1999), April, Nr. 2, S. 46–55
[154] S. BHATTACHARYA: SDR Based End-to-End Communication / DataSoft Corporation.
2005. – Forschungsbericht
[155] SAHA, A.K. ; JOHNSON, D.B.: Routing Improvement using Directional Antennas in Mo-
bile Ad Hoc Networks. In: Proceedings of the Global Telecommunications Conference
(GLOBECOM) Bd. 5, IEEE Computer Society, November 2004. – ISBN 0–7803–8794–
5, S. 2902–2908
[156] SAHA, Siddharth: TeNS - The Enhanced Network Simulator. http://www.cse.
iitk.ac.in/users/braman/tens/, 2008. – [Online; abgerufen 01-December-
2008]
[157] SANTI, P.: Topology Control in Wireless Ad Hoc and Sensor Networks. In: ACM Com-
puting Surveys, Vol 37, Number 2 (2005)
[158] SCALABLE NETWORK TECHNOLOGIES (SNT): QualNet. http://www.qualnet.
com, 2008. – [Online; abgerufen 01-December-2008]
[159] SCHERFF, Ju¨rgen: Grundkurs Computernetze - Eine kompakte Einfu¨hrung in die Rech-
nerkommunikation - Anschaulich, versta¨ndlich, praxisnah. Friedr. Vieweg & Sohn, 2006.
– ISBN 978–3–528–05902–6
[160] SCHU¨RMANN, Bernd: Grundlagen der Rechnerkommunikation. Friedr. Vieweg & Sohn
Verlag, 2004. – ISBN 3–528–15562–0
[161] SDR FORUM: SDR Forum. http://www.sdrforum.org/, 2007. – [Online; ab-
gerufen 15-December-2007]
[162] SEKERCIOGLU, Y. A. ; VARGA, Andras ; EGAN, Gregory K.: Parallel Simulation made
easy with OMNeT++. In: Proceedings of the 15th European Simulation Symposium
(ESS2003), The Society for Computer Simulation International, October 2003, S. no pp.
given
211
Literaturverzeichnis
[163] SHEIKH, Khurram ; GESBERT, David ; GORE, Dhananjay ; PAULRAJ, Arogyaswami:
Smart Antennas for Broadband Wireless Access Networks. In: IEEE Communications
Magazine (1999), November, S. 100–105. – ISSN 0163–6804
[164] SIWIAK, Kazimierz ; MCKEOWN, Debra: Ultra-Wideband Radio Technology. John
Wiley & Sons, 2004. – ISBN 978–0–470–85931–5
[165] SLIJEPCEVIC, S. ; POTKONJAK, M.: Power Efficient Organization of Wireless Sensor
Networks. In: Proceedings of the International Conference on Communications (ICC),
IEEE Computer Society, June 2001, S. 472–476
[166] SOCIETY, IEEE C.: Part 16: Standard for Local and Metropolitan Area
Networks. http://standards.ieee.org/getieee802/download/802.
16-2004.pdf, 2004. – [Online; abgerufen 15-Mai-2008]
[167] SOCIETY, IEEE C.: 802.11 LAN/MAN Wireless LANS. http://standards.ieee.
org/getieee802/download/802.11-2007.pdf, 2007. – [Online; abgerufen
15-Mai-2008]
[168] SOCIETY, IEEE C.: Part 15.1: Wireless Medium Access Control (MAC)
and Physical Layer (PHY) Specifications for Wireless Personal Area Networks
(WPANs). http://standards.ieee.org/getieee802/download/802.
15.1-2005.pdf, 2007
[169] SOCIETY, IEEE C.: Part 15.4: Wireless Medium Access Control (MAC) and Phy-
sical Layer (PHY) Specifications for Low-Rate Wireless Personal Area Networks
(WPANs). http://standards.ieee.org/getieee802/download/802.
15.4-2006.pdf, 2007
[170] SOHRABI, K. ; GAO, V. Ailawadhi J. ; ; POTTIE, G.: Protocols for Self Organization
of a Wireless Sensor Network. In: IEEE Personal Communication Magazine 7 (2000),
October, S. 16–27
[171] SOHRABI, Katayoun ; GAO, Jay ; AILAWADHI, Vishal ; POTTIE, Gregory J.: Protocols
for Self-Organisation of a Wireless Sensor Network. In: IEEE Personal Communications
(2000), S. 16–27
[172] SRIVASTAVA, G. ; BOUSTEAD, P. ; CHICHARO, J.F.: A Comparison of Topology Control
Algorithms for Ad-Hoc Networks. In: Proceedings of the Australian Telecommunicati-
ons, Networks and Applications Conference (ATNAC), Springer Verlag, 2003, S. no pp.
given
[173] STAPLE, G. ; WERBACH, K.: The End of Spectrum Scarcity. In: IEEE Spectrum 41
(2004), Nr. 3, S. 48–52
[174] STEVENS, Richard: TCP/IP Illustrated. Volume 1. The Protocols. Addison-Wesley, 1994.
– ISBN 0–2016–3346–9
[175] STEVENS, Richard: TCP/IP Illustrated. Volume 2. The Implementation. Addison-Wesley,
1994. – ISBN 0–2016–3354–X
[176] STIFTINGER, Martin: The Bucket Quadtree. http://www.iue.tuwien.ac.at/
phd/halama/node112.html, 1994. – [Online; abgerufen 15-December-2007]
212
Literaturverzeichnis
[177] SUNDRESH, Sameer ; KIM, Wooyoung ; AGHA, Gul: SENS: A Sensor, Environment
and Network Simulator. In: Proceedings of the 37th annual symposium on Simulation
(ANSS), IEEE Computer Society, 2004. – ISBN 0–7695–2110–X, S. 221
[178] TANENBAUM, Andrew S.: Computernetzwerke - 4. Auflage. Pearson Studium, 2003. –
ISBN 3–8273–7046–9
[179] TIOMKIN, Yuri: TNKernel real-time system. http://www.tnkernel.com, 2009. –
[Online; abgerufen 10-Mai-2009]
[180] TOH, C.: Topology Control in Wireless Sensor Networks. J. Wiley & Sons, 2005
[181] TSENG, Y.-C. ; LI, Y.-F. ; CHANG, Y.-C.: On Route Lifetime in Multihop Mobile Ad
Hoc Networks. In: IEEE Transactions on Mobile Computing 2 (2003), October, Nr. 4
[182] TSENG, Yu-Chee ; NI, Sze-Yao ; SHIH, En-Yu: Adaptive Approaches to Relieving
Broadcast Storms in a Wireless Multihop Mobile Ad Hoc Network. In: Transactions
on Computers 52 (2003), Nr. 5, S. 545–557. – ISSN 0018–9340
[183] TSOULOS, G. V.: Smart Antennas For Mobile Communications Systems. In: IEEE
Electronics & Communications Engineering Journal 11 (1999), April, Nr. 2, S. 84–94. –
ISSN 0954–0695
[184] TUUKKANEN, Topi ; POUTTU, Ari ; LEPPA¨NEN, Pentti: Finnish Software Radio Pro-
gramme / Finnish Defense Forces Telecommunication Laboratory and Centre for Wire-
less Communications. 2003. – Forschungsbericht. – ISBN 951–42–7187–4
[185] UNIVERSITY OF CALIFORNIA BERKELEY: TinyOS - The Open-Source Operating Sy-
stem Designed for Wireless, Embedded Sensor Networks. http://www.tinyos.
net, 2009. – [Online; abgerufen 10-Mai-2009]
[186] VARGA, A.: The OMNeT++ Distrete Event Simulation System. http://www.
omnetpp.org, 1999. – [Online; abgerufen 15-December-2007]
[187] VENUTURUMILLI, Abhinay ; MINAI, Ali: Obtaining Robust Wireless Sensor Networks
through Self-Organization of Heterogenous Connectivity. In: InterJournal Complex Sy-
stems (2006), S. 1823 ff.
[188] WANG, Lei ; SHU, Yantai ; DONG, Miao ; YANG, Oliver W.: Adaptive Multipath Sour-
ce Routing in Ad Hoc Networks. In: Proceedings of the International Conference on
Communications Bd. 3, IEEE Computer Society, June 2001. – ISBN 0–7803–7097–1, S.
867–871
[189] WANG, S.Y. ; LIN, Y.B.: NCTUns Network Simulation and Emulation for Wireless
Resource Management. In: Wiley Wireless Communications and Mobile Computing 5
(2005), December, Nr. 8, S. 899–916
[190] WELTER, Heinrich: Heterogene Netze - Einfu¨hrung in Standardarchitekturen, Protokol-
le, Verwaltung und Sicherheit. Addison-Wesley, 1993. – ISBN 3–89319–499–1
[191] WIESLER, Anne: Parametergesteuertes Software Radio fu¨r Mobilfunksysteme, Band 4.
Forschungsberichte aus dem Institut fu¨r Nachrichtentechnik der Universita¨t Karlsruhe
(T.H.), 2001. ISSN 1433–3821
213
Literaturverzeichnis
[192] WOLF, T. D. ; HOLVOET, T.: Emergence Versus Self-Organisation: Different Concepts
but Promising When Combined. In: S. Brueckner et al. (Eds.): ESOA 2004 (2005), S.
1–15
[193] YANG, Guangsong ; XIAO, Mingbo ; CHEN, Huihuang ; YAO, Yan: A Novel Cross-Layer
Routing Scheme of Ad Hoc Networks with Multi-Rate Mechanism. In: Proceedings
of the International Conference on Wireless Communications, Networking and Mobile
Computing Bd. 2, IEEE Computer Society, September 2005, S. 701–704
[194] YE, F. ; CHEN, A. ; LU, S.W. ; ZHANG, L.: A Scalable Solution to Minimum Cost For-
warding in Large Sensor Networks. In: Proceedings of the 10th International Conference
on Computer Communications and Networks, 2001, S. 304–309
[195] ZHANG, Yan ; LUO, Jijun ; HU, Honglin: Wireless Mesh Networking: Architectures,
Protocols and Standards. Auerbach Pubn, 2006. – ISBN 978–0849373992
[196] ZIGBEE ALLIANCE: Zigbee Specification. http://www.zigbee.org/en/spec_
download/zigbee_downloads.asp, 2007
214
Symbolverzeichnis
AIM . . . . . . . . . . . Abstract Interface Management / Instruction Sets
ARP . . . . . . . . . . . Address Resolution Protocol
ARPANET . . . . . Advanced Research Projects Agency Network
BGP . . . . . . . . . . . Border Gateway Protocol
CAN . . . . . . . . . . Controller Area Network
CDMA . . . . . . . . Code Division Multiple Access
CHiC . . . . . . . . . . Chemnitz High Performance Linux Cluster
CRC . . . . . . . . . . . Cyclic Redundancy Check
CSMA/CA . . . . . Carrier Sense Multiple Access / Collision Avoidance
CSMA/CD . . . . . Carrier Sense Multiple Access / Collision Detection
CU . . . . . . . . . . . . Control Unit
DAB . . . . . . . . . . Digital Audio Broadcasting
DMA . . . . . . . . . . Direct Memory Access
DREAM . . . . . . . Distance Routing Effect Algorithm for Mobility
DS-CDMA . . . . . Direct Sequence Code Division Multiple Access
DSCP . . . . . . . . . Differentiated Services Code Point
DSL . . . . . . . . . . . Digital Subscriber Line
DVB-T . . . . . . . . Digital Video Broadcasting-Terrestrial
EAN . . . . . . . . . . Embedded Ambient Networking
EBCR . . . . . . . . . Energy Balancing Cooperative Routing
ECN . . . . . . . . . . . Explicit Congestion Notification
EEPROM . . . . . . Electrically Erasable Programmable Read Only Memory
EGP . . . . . . . . . . . Exterior Gateway Protocol
EOSC . . . . . . . . . Evolutionary Optimization Selective Connectivity
FDDI . . . . . . . . . . Fiber Distributed Data Interface
FDMA . . . . . . . . . Frequency Division Multiple Access
FDT . . . . . . . . . . . Formal Description Techniques
FHSS . . . . . . . . . . Frequency Hopping Spread Spectrum
FIFO . . . . . . . . . . First In First Out
215
Literaturverzeichnis
Flash-ROM . . . . Flash Read Only Memory
FPGA . . . . . . . . . Field Programmable Gate Array
FSM . . . . . . . . . . . Final State Machines
FSRP . . . . . . . . . . Finnish Software Radio Program
FTP . . . . . . . . . . . File Transfer Protocol
GloMoSim . . . . . Global Mobile Information Systems Simulation Library
GPSR . . . . . . . . . Greedy Perimeter Stateless Routing for Wireless Networks
GSM . . . . . . . . . . Global System for Mobile Communications
HAL . . . . . . . . . . Hardware Abstraction Layer
IBMS2 . . . . . . . . Integrierte Bandbreiteneffiziente Mobile Software-Radio System
ICMP . . . . . . . . . . Internet Control Message Protocol
IEEE . . . . . . . . . . Institute of Electrical and Electronics Engineers
IFB . . . . . . . . . . . . Interface Block
IFS . . . . . . . . . . . . Interface Synthesis
IGP . . . . . . . . . . . Interior Gateway Protocol
IGRP . . . . . . . . . . Interior Gateway Routing Protocol
IH . . . . . . . . . . . . . Interface Handler
IMAP . . . . . . . . . Internet Message Access Protocol
IP . . . . . . . . . . . . . (Embedded Systems) Intellectual Property
IP . . . . . . . . . . . . . Internet Protocol
ISDN . . . . . . . . . . Integrated Services Digital Network
ISM . . . . . . . . . . . Industrial, Scientific and Medical Band
ISO . . . . . . . . . . . Internationalen Standardisierungs Organisation
ISP . . . . . . . . . . . . Intelligent Signal Processing
JNI . . . . . . . . . . . . Java Native Interface
JTAG . . . . . . . . . . Joint Test Action Group
JTRS . . . . . . . . . . Joint Tactical Radio System
L2CAP . . . . . . . . Logical Link Control and Adaption Protocol
LAR . . . . . . . . . . . Location-Aided Routing
LCU . . . . . . . . . . . Link Controller Unit
LEACH . . . . . . . . Low-Energy Adaptive Clustering Hierarchy
LLC . . . . . . . . . . . Logical Link Control
LMC . . . . . . . . . . Link Management Cache
216
Literaturverzeichnis
LMP . . . . . . . . . . Link Manager Protocol
LMST . . . . . . . . . Local Minimum Spanning Tree
LRU . . . . . . . . . . . Least Recently Used
MAC . . . . . . . . . . Media Access Control
MAN . . . . . . . . . . Metropolitan Area Network
MANET . . . . . . . Mobile Ad Hoc Netzwerke
MB-OFDM . . . . Multiband Orthogonal Frequency Division Multiplexing
MIMO . . . . . . . . . Multiple Input Multiple Output
MPI . . . . . . . . . . . Message Passing Interface
MW-Node . . . . . Module-based Wireless Node
NCTUns . . . . . . . National Chiao Tung University Network Simulator
NFC . . . . . . . . . . . Nearfield Communication
ns2-MIRACLE . Multi-InteRfAce Cross Layer Extension
OFDM . . . . . . . . . Orthogonal Frequency Division Multiplex
OMNet++ . . . . . . Open Source Module-based Network Simulator in C++
OSI . . . . . . . . . . . Open Systems Interconnection
OSPF . . . . . . . . . . Open Shortest Path First
PDNS . . . . . . . . . Parallel/Distributed NS
PH . . . . . . . . . . . . Protocol Handler
PLANet . . . . . . . . Platform for Ambient Networking
QoS . . . . . . . . . . . Qualitive of Service
RAM . . . . . . . . . . Random Access Memory
RFIS . . . . . . . . . . Radio Frequency Identification
RIP . . . . . . . . . . . . Routing Information Protocol
RTS/CTS . . . . . . Ready To Send / Clear To Send
S-MAC . . . . . . . . Sensor-Media Access Control
SCA . . . . . . . . . . . Software Communications Architecture
SDL . . . . . . . . . . . Specication and Description Language
SDMA . . . . . . . . . Space Division Multiple Access
SDP . . . . . . . . . . . Service Discovery Protocol
SDR . . . . . . . . . . . Software Defined Radio
SENS . . . . . . . . . . A Sensor, Environment and Network Simulator
SH . . . . . . . . . . . . Sequence Handler
217
Literaturverzeichnis
SimANet . . . . . . . Simulation Platform for Ambient Networking
SMTP . . . . . . . . . Simple Mail Transfer Protocol
SPI . . . . . . . . . . . . Serial Peripheral Interface
SPIN . . . . . . . . . . Sensor Protocols for Information via Negotiation
SSFNet . . . . . . . . Scalable Simulation Framework Network Models
SSH . . . . . . . . . . . Secure Shell
T-MAC . . . . . . . . Timeout-Media Access Control
TCP . . . . . . . . . . . Transmission Control Protocol
TDMA . . . . . . . . Time Division Multiple Access
TeNS . . . . . . . . . . The Enhanced Network Simulator
TORA . . . . . . . . . Temporally Ordered Routing Algorithm
TOS . . . . . . . . . . . Type of Service
TRAMA . . . . . . . Traffic-Adaptive Medium Access Protocol
UDP . . . . . . . . . . . User Datagram Protocol
UMTS . . . . . . . . . Universal Mobile Telecommunications System
UWB . . . . . . . . . . Ultra Wide Band
VoIP . . . . . . . . . . . Voice over IP
WEP . . . . . . . . . . Wired Equivalent Privacy
WiMAX . . . . . . . Worldwide Interoperability for Microwave Access
WLAN . . . . . . . . Wireless Lokal Area Network
WPA . . . . . . . . . . Wi-Fi Protected Access
WPAN . . . . . . . . . Wireless Personal Area Networks
WSN . . . . . . . . . . Wireless Sensor Networks
WUSB . . . . . . . . . Wireless Universal Serial Bus
xIFB . . . . . . . . . . Extended Inferface Block
XML . . . . . . . . . . Extendable Markup Language
ZRP . . . . . . . . . . . Zone Routing Protocol
218
Thesen
Die vorliegende Arbeit stellt mehrere zentrale Thesen auf, welche sowohl mittels Simulationen
als auch auf Basis praktischer Messungen in einer entwickelten Prototypplattform evaluiert
wurden.
These I:
Die Kopplung handelsu¨blicher Funkmodule in ein integriertes Kommunikati-
onssystem mit unterschiedlichen, standardisierten Kommunikationsstandards ist
effizient umsetzbar.
These II:
Durch die heterogene Topologie kann die Erreichbarkeit aller Elemente in
der Netzwerkstruktur gesteigert werden.
These III:
Trotz des simultanen Betriebes mehrerer Funkmodule kann der topologieweit
gemittelte Energiebedarf reduziert werden, sofern eine hinreichende Netzlast
vorausgesetzt wird.
These IV:
Durch die geeignete Einordnung in den TCP/IP Stack kann das vorgestellte,
funkstandardu¨bergreifende Kommunikationssystems ohne Adaptionen an den
Host-Systemen genutzt werden.
These V:
Auf Basis eines angepassten Routingverfahrens ko¨nnen die konzeptionellen
Vorteile in der geschaffenen, heterogenen Netztopologie genutzt werden.
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