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Abstract—In this paper, a novel mean-field game framework is
proposed for uplink power control in an ultra-dense millimeter
wave network. The proposed mean-field game considers the time
evolution of the mobile users’ orientations as well as the energy
available in their batteries, under adaptive user association.
The objective of each mobile user is then to find the optimal
transmission power that maximizes its energy efficiency. The
expression of the energy efficiency is analytically derived for the
realistic case of a finite size network. Simulation results show
that the proposed approach yields gains of up to 24%, in terms
of energy efficiency, compared to a baseline in which the nodes
transmit according to the path loss compensating power control
policy.
I. INTRODUCTION
Millimeter wave communications technology is seen as a
promising approach to support the high capacity demands of
next-generation wireless networks [1]. The availability of a
large spectrum bandwidth at the millimeter wave frequency
bands can potentially be leveraged to meet the the stringent
quality-of-service (QoS) requirements of emerging wireless
services, particularly in ultra dense in-venue networks such as
in stadiums, arenas, shopping malls and transportation hubs.
However, the millimeter wave signal gets severely attenuated
if a line-of-sight signal (LOS) does not exist between the
base station (BS) and the mobile user (MU). Thus, adaptive
resource allocation and user association schemes are necessary
to efficiently provide users with their needed service require-
ments [2].
Moreover, in an ultra dense millimeter wave scenario,
interference is prominent [3], which necessitates the design
of proper interference mitigation schemes [4]–[6] tailored for
millimeter wave networks. In [4], a coalition formation game
is proposed for user association and bandwidth allocation
for an ultra-dense millimeter wave network. A centralized
approach is proposed in [5] for the problem of user asso-
ciation and power control in a downlink ultra-dense setting
for a millimeter wave network. A noncooperative game is
proposed in [6] for distributed uplink power control of cellular
MIMO spatial multiplexing systems. However, these existing
approaches are either centralized [4] or require significant
coordination and control overhead [4]–[6], which renders them
difficult to practically deploy [7].
One of the promising tools for scalable distributed resource
allocation and coordination in a dynamic ultra-dense network
settings are mean-field games (MFG). MFG are apropos
since they can cope with a massive number of interacting
agents in a dynamic environment. Yet, the existing mean-field
approaches [8], [9] are not specifically designed for millimeter
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wave networks, and, consequently, they do not consider the
characteristics and challenges of millimeter wave networks.
The main contribution of this paper is a novel MFG-
based framework for uplink power control in an ultra-dense
millimeter wave network. We formulate the uplink power
control as a mean-field game that takes into account the
characteristics of millimeter wave networks. In particular, we
consider directional beamforming by the base stations and
the mobile users. We consider the time evolution of the
users’ orientations and the energy available in their batteries.
Further, we model the randomness of the deployment of BSs
as well as MUs using stochastic geometry [10]. Thus, we
consider adaptive user association, in which each user, at
each time instant, connects with the BS that provides the
required quality-of-service requirement of the MU. We derive
the expressions for the user association distributions for a finite
size network, as opposed to the prior work that assumes infinite
network size. Our results show that the proposed approach
can improve energy efficiency by up to 24%, compared to a
baseline in which the nodes transmit according to a path loss
compensating power control policy.
II. SYSTEM MODEL
Consider the uplink scenario in an ultra dense millimeter
wave network in which a set U of MUs are transmitting
to a set B of BSs. The locations of the BSs and MUs are
distributed according to a uniform Poisson point processes
(PPP) of densities λb and λu, respectively, but are confined
to a finite area A ⊂ R2. The area A is considered to be a ball
b(o, Rmax) centered at the origin of radius Rmax as done in
[3]. Since millimeter wave signals are severely attenuated by
blockage, the channel quality is highly dependent on whether
a LOS signal exists or not. Measurements (such as in [11])
have shown that different path loss models exist for the LOS
and the non-line-of-sight (NLOS) cases. Thus, AL and αL
correspond to the path loss coefficient and exponent in case of
LOS, and AN and αN correspond to the path loss coefficient
and exponent in case of NLOS.
In our model, the MUs and the BSs can block the mil-
limeter wave signal. Other blockers, such as trees or other
humans which are not participating in communication, are
also considered. The locations Le = (le,i)i∈E of the external
blockers are distributed according to a uniform Poisson point
process with density λe, where E is the set of blockers. All
blockers are assumed to have a circular shape with radius
rB as done in [12]. Then, the blockage probability pB(l)
of any MU i’s signal to BS j at distance l is derived as
pB(l) = 1− e−λ(l−rB)rB where λ = λb + λu + λe.
Due to the severe attenuation of millimeter wave signals
with distance, all nodes employ directional beamforming.
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2Thus, each millimeter wave BS forms a beam of width W
around the direction (θ, β) where θ and β are the spherical
elevation and azimuthal angle, respectively. Hence, according
to the sectored antenna model [10], each BS’s antenna gain
at the main lobe is GB = 21−cos(W2 )
and at the side lobe
gB . We assume that the orientations of the BSs are uniformly
distributed over [0, 2pi] and are time invariant. Each MU, on
the other hand, forms a narrow beam of width w around the
direction (ρ, φ) where ρ and φ are the spherical elevation and
azimuthal angle, respectively. Further, due to random changes
in the orientation of each MU with time, the azimuthal angle
φ (φ ∈ [0, 2pi]) of each user evolves as follows 1
dφ = µφdt+ σφdW
u(t) + dN(t), (1)
where Wu(t) is a standard Wiener process, N(t) is a process
that ensures that the value of φ remains in the interval [0, 2pi].
The spherical elevation ρ is kept fixed. Thus, the transmit gain
GTX from a MU to its serving BS is
GTX(t) =
{
Gm, if − W2 ≤ φ(t)− ψub ≤ W2 ,
gm, otherwise,
(2)
where ψub is the azimuthal angle between the positive x-axis
and the direction in which user views BS it is associated to
in the horizon plane. The receive gain at each BS from each
MU is
GRX =
{
GB , if − w2 ≤ β − ψbu ≤ w2 ,
gB , otherwise.
(3)
Then, from (2) and (3), and since the orientations of the base
stations and the mobile users are independent, the total antenna
gain D(t) at time t from each user to each BS is a random vari-
able belonging to the set G = {GBGm, GBgm, gBGm, gBgm}
whose probability distribution is given by
D(t) =

GBGm, with probability F (t, ψub)H(t, ψbu),
GBgm, with probability (1− F (t, ψub))H(t, ψbu),
gBGm, with probabilityF (t, ψub)(1−H(t, ψbu)),
gBgm, with probability (1− F (t, ψub))(1−H(t, ψbu)),
(4)
where F (t, ψub) = Pr(φ(t) − W2 ≤ ψub ≤ φ(t) + W2 ) and
H(t, ψbu) = Pr(φ(t)− w2 ≤ ψub ≤ φ(t) + w2 ).
A. User Association
As done in [10], each user is associated with the nearest
BS, within its communication range r0, such that the gain
AD(t) is greater than a required threshold η i.e. AD(t) ≥ η,
where A = AL in case of LOS and A = AN , otherwise. Due
to the randomness in the BS locations, users’ orientations,
and the channel between each user and BS, the distance l to
the serving BS is a random variable. In [10], the probability
density function of the distance l is derived by first finding the
probability density functions of the distances to the nearest
LOS and NLOS BSs, respectively. However, the network
size is assumed to be infinite. In a finite size network, the
probability distribution of the distances to the nearest LOS
and NLOS BSs depends on the location of the MU, which we
obtain in the following proposition.
Proposition 1. Let r be the distance of the MU to the origin,
the conditional probability that the distance to the nearest LOS
1In in-venue network scenarios, users are characterized by low mobility.
Hence, the dynamics of the users’ mobility are not considered.
BS is l given that the MU is at distance r from the origin is
given by (5) where
C(l, r) = θ(l, r)l, θ(l, r) = tan−1
( m1 −m2
1−m1m2
)
, (6)
m1(l, r) =
y1 − r
x1
, m2(l, r) =
y2 − r
x2
, (7)
x1,2(l, r) = ±2δ(l, r)
r
, y1,2(l, r) = ± r
2
+
R2max − l2
2r
, (8)
δ(l, r) =
√
(r + Rmax + l)(r + Rmax − l)(r − Rmax + l)(−r + Rmax + l)
4
,
BL is the probability that a user has at least one LOS BS
and is given by (9).
Proof. Let r be the distance from a MU to the origin. If
Rmax − r0 ≤ r ≤ Rmax, the probability of the existence
of a BS at distance Rmax− r ≤ l ≤ r0 from the MU is given
by pex(l) =
C(l,r)
piR2max
, where C(l, r) is the length of the arc
of the circle centered at the MU and of radius l contained in
area A. In order to determine C(l, r), we first determine the
intersection points of circle and area A. We assume without
loss of generality that the coordinates of the MU are given
by (0, r). Then, the coordinates of the two intersection points
(x1, y1) and (x2, y2) are given by (8). Next, we determine the
slopes of the lines connecting the MU with the intersection
points, respectively. The equations can be derived as in (7).
The equation of the angle between the two lines is obtained
as in (6) where m1(l, r) and m2(l, r) are given by (7). Then,
C(l, r) = θ(l, r)l. Thus, the conditional probability that the
distance to the nearest LOS BS is l given that the MU is at
distance r from the origin can be derived according to (5).
Proposition 2. Let r be the distance of the MU to the origin,
the conditional probability that the distance to the nearest
NLOS BS is l given that the MU is at distance r from the
origin is given by (10). where C(l, r) is given by (6) and BN
is the probability that a user has at least one NLOS BS and
is given by (11).
Proof. The proof follows similar steps as the proof of Propo-
sition 1, and is omitted due to space limitations.
Let DL(t) and dL be the antenna gain, channel coefficient,
and distance to the nearest LOS BS. Let DN (t) and dN be the
antenna gain, channel coefficient and distance to the nearest
NLOS BS. Thus, at time t, the probability that a user connects
to LOS BS given that it is at distance r from the origin is
ρL = BL
∫ r0
l=0
fL(l, r)P(ALDL ≥ η)(P(dN ≥ l) + P(ANDN ≤ η))dl
= BL
∫ r0
l=0
fL(l, r)
∑
g∈GL
P(DL = g)(pN (l, r) +
∑
g∈GN
P(DN = g))dl
where GL = {g ∈ G s.t. g ≥ ηAL }, GN = {g ∈ G s.t. g ≤
η
AN
}
and P(dN ≥ l) = pN (l, r), where pN (l, r) is the probability
that no NLOS BS is present at distance less than or equal to
l given that the MU is at distance r from the origin and given
by (14). Hence, the probability that a user connects to NLOS
is: ρN = 1− ρL. Then, when the MU is at a distance r from
the origin, the conditonal probability distributions f cL(l, r) and
f cN (l, r) of the distance to the BS given that user j connects
to LOS and NLOS BS, respectively are
fcL(l, r) = fL(l, r)P(ALDL ≥ η)(P(dN ≥ l) + P(ANDN ≤ η))
= fL(l, r)
∑
g∈GL
P(DL = g)(pN (l, r) +
∑
g∈GN
P(DN = g)), (12)
3fL(l, r) =

2pilλb(1−pB(l))e−2λbpi(
∫ l
0 v(1−pB(v))dv)
BL
, if 0 ≤ r ≤ Rmax − r0 or 0 ≤ l ≤ Rmax − r,
λbC(l,r)(1−pB(l))e−2λbpi(
∫Rmax−r
0 v(1−pB(v))dv)+
∫ l
Rmax−r C(v,r)(1−pB(v))dv)
BL
, otherwise.
(5)
BL =
{
1− e−2λbpi(
∫ r0
0 v(1−pB(v))dv) if 0 ≤ r ≤ Rmax − r0 or 0 ≤ l ≤ Rmax − r,
1− e−2λbpi(
∫Rmax−r
0
v(1−pB(v))dv)+
∫ r0
Rmax−r C(v,r)(1−pB(v))dv), otherwise.
(9)
fN (l, r) =

2pilλbpB(l)e
−2λbpi(
∫ l
0 vpB(v)dv)
BN
, if 0 ≤ r ≤ Rmax − r0, or 0 ≤ l ≤ Rmax − r,
λbC(l,r)pB(l)e
−2λbpi(
∫Rmax−r
0 vpB(v)dv)+
∫ l
Rmax−r C(v,r)pB(v)dv)
BN
, otherwise.
(10)
BN =
{
1− e−2λbpi(
∫ r0
0 vpB(v))dv if 0 ≤ r ≤ Rmax − r0, or 0 ≤ l ≤ Rmax − r,
1− e−2λbpi(
∫Rmax−r
0
vpB(v)dv)+
∫ r0
Rmax−r C(v,r)pB(v)dv) otherwise.
(11)
fcN (l, r) = fN (l, r)P(ANDN ≥ η)(P(dL ≥ l) + P(ALDL ≤ η))
= fN (l, r)
∑
g∈G′
N
P(DN = g)(pL(l, r) +
∑
g∈G′
L
P(DL = g)),(13)
where pL(l, r) is given by (15) and G′L = {g ∈ G s.t. g ≤
η
AL
}, G′N = {g ∈ G s.t. g ≥ ηAN }.
B. Utility Function
The received SINR at the associated BS at distance l
from the MU’s transmission is given by γk(P (t), l) =
Akl
−αkD(t)P (t)
N0B+M¯(t,l)
where k = L in case of LOS and N ,
otherwise, D(t) is the antenna gain at time t, M¯(t, l) is
the aggregate interference at the associated BS, P (t) is the
transmission power and N0 is the power spectral density of
the additive white Gaussian noise. Since MUs are constrained
by their battery, each MU seeks to maximize the energy
efficiency function ξk(P (t), l) =
R·q(γk(P (t),l))
P (t) where R is
the transmitter’s rate, q(.) is the packet success probability
which is a function of the SINR. The average utility from any
MU transmission is given by (17). The energy E available at
each MU’s battery decreases with the transmission power and
therefore evolves according to
dE
dt
= −P (t)dt. (16)
The objective of each MU is to find the optimal transmission
power P (t) ∈ [0, Pmax] for t ∈ [0, T ] that maximizes its
aggregate utility
J =
∫ T
t=0
U¯(P (t))dt, (18)
subject to the orientation and energy dynamics constraints (1)
and (16). According to (1) and (16), the evolution of the energy
and orientation of all users have the same dynamics. Further,
all MUs have the same utility function which is given by
(18) and which depends on the aggregate interference from
the remaining MUs according to (17). Thus, due to the ultra
dense deployment and the homogeneity of the users in terms
of the utility and state dynamics, the problem is formulated as
a mean-field game as follows.
III. MEAN-FIELD GAME
In our problem, the MUs are indistinguishable since they
have the same evolution of states as well as the same control
and cost functions, as shown in (1), (16), and (18). Thus,
the MUs satisfy the exchangability property [13] i.e. each
MU k needs to only know its state and can implement a
homogeneous admissible control P (t) = α(t, x(t)). Thus,
since the MUs are indistinguishable, we consider the state of
a reference MU x0(t) = [φ(t), E(t)] that evolves according to
(1) and (16) with distribution m(E, φ, t), which is the mean-
field. The mean-field m(φ,E, t) [13] is the solution of the
Fokker-Planck-Kolmogorov equation
∂tm+ µφ∂φm− P∂Em− σφ∂2φm = 0, (19)
with initial conditions m(., ., ., 0) = 0 and reflecting boundary
conditions m(., ., 0, .t) = m(., ., 2pi, ., t) = 0. In order to
derive the aggregate interference on the associated BS for the
mean-field case, we use the following properties.
Proposition 3. When the BS is located at a distance r from
the origin, the probability that the interferer is located in the
interval (l, l + dl) is given by (20).
Proof. Due to the limited communication range of the MUs,
the potential interferers are located in the intersection area
of the circle centered at the BS with radius r0 and area A.
Then, the derivation of the expression in (20) follows a similar
argument as in the proof of Proposition 1.
Remark 1. When the MU is located at distance r from the
origin and the BS at distance l from the MU, the possible
distances of the BS from the origin are d1(θ, r, l) = r2 + l2−
2rlcosθ ∀θ ∈ [0, 2pi].
The aggregate interference for a BS at distance l
from the MU can be computed as M¯(t, r, l,m) =∫
x
m(x, t)α(x, t)Z(r, l,m). where Z(r, l,m) is given by (21).
The expected utility from any MU transmission is given by
v(P (t),m,x) =
∫ Rmax
r=0
2pirλu
∫ r0
l=0
pB(l)f
c
N (l, r)ξN (P (t), l, r,m)
+(1− pB(l))fcL(l, r)ξL(P (t), l, r,m)dldr (22)
where ξk(P (t),m,x) = q(γk(P (t),m,x))P (t) , γk(P (t), l, r,m,x) =
Akl
−αkD(t)
σ2+M¯(t,l,r,m)
).
The objective of the reference player is to find the optimal
power that maximizes the aggregate utility over [0, T ] i.e.
J = sup
P (0→T )
E
[ ∫ T
t=0
v(P (s),m,x)ds+ ψ(x(T ))
]
dt. (23)
In order to find the optimal policy P (t) for a given mean-
field m(t), the reference MU uses the following Hamilton
Jacobi Bellman (HJB) equation given by
4pN (l, r) =
{
e−2λbpi(
∫ l
0
vpB(v))dv if 0 ≤ r ≤ Rmax − r0 or r ≥ Rmax − r0 and l ≤ Rmax − r,
e−2λbpi(
∫Rmax−r
0
vpB(v)dv)+
∫ l
Rmax−r C(v,r)pB(v)dv) otherwise.
(14)
pL(l, r) =
{
e−2λbpi(
∫ l
0
v(1−pB(v))dv if 0 ≤ r ≤ Rmax − r0 or r ≥ Rmax − r0 and l ≤ Rmax − r,
e−2λbpi(
∫Rmax−r
0
v(1−pB(v))dv)+
∫ l
Rmax−r C(v,r)(1−pB(v))dv) otherwise.
(15)
U¯(P (t)) =
∫ Rmax
r=0
2pirλu
∫ r0
l=rB
pB(l)f
c
N (l, r)ξN (P (t), l) + (1− pB(l))f cL(l, r)ξL(P (t), l)dldr. (17)
pI(l, r) =
{
2pilλµdl if 0 ≤ r ≤ Rmax − r0 or r ≥ Rmax − r0 and l ≤ Rmax − r,
D(l, r)λµdl otherwise,
(20)
Z(r, l,m) =
∑
g∈G
P(D = g) D
2pi
∫ 2pi
θ=0
∫ Rmax
q=rB
pI(q, d1(θ, r, l))
(
pB(q)ANq
−αN + (1− pB(q))ALq−αL
)
dqdθ (21)
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∂tV + µφ∂φV − P∂EV + σφ∂2φV + v(P (t),m(t),x(t)) = 0,(24)
where V is the aggregate utility starting from time t i.e.
V = supP (t→T )E
[ ∫ T
t=s
v(P (s),m,x)ds + ψ(x(T ))
]
. Thus,
the best response is the one that minimizes the Hamiltonian.
The Hamiltonian is given by H(x,m,∇V ) = µφ∂φV −
P∂EV +v(P (t),m(t)), where ∇ is the gradient operator. Due
to the dependence of the HJB equation of the meanfield m(t),
the mean-field equilibrium (MFE) is the solution of the HJB
equation in (24) as well as the Fokker-Planck-Kolomogorov
equation in (19) .
IV. SIMULATION RESULTS
For our simulations, we consider the following values:λB =
0.08/m2, λu = 0.03/m2, λe = 0.01/m2, αN = 3.88, αL =
2.2, AL = AN = 1, N0 = −147 dBm/Hz, Pmax = 0.1 W,
uφ = pi/3, and σφ = pi/6. We consider the case in which
the MUs have large battery budget. The initial distribution of
the users’ orientation is chosen to be Gaussian with mean
pi
2 and variance
pi
4 . The considered time duration is [0, 1]
sec. The utility is computed for both the MFE and for a
baseline in which the nodes transmit according to the path
loss compensating power control policy.
Fig. 1 shows that, initially, the MFE transmission power
decreases as the user orientation approaches pi2 since the
initial distribution is normal with mean pi2 . Thus, the highest
proportion of users has an orientation of pi2 , and, thus, users
with orientation of pi2 transmit with the lowest power to
reduce interference. As time increases, the distribution of
users’ orientation flattens, and, thus, the MFE transmission
power decreases for a larger range of orientation. Hence, Fig.
1 shows that the MFE transmission power decreases with the
proportion of users’ orientation.
Fig. 2 shows that, at the MFE, the utility decreases with time
for all values of the user orientation. This is because, as time
increases, the MFE transmission power increases for a larger
range of users’ orientations, which increases the interference.
Fig. 2 also shows that the MFE achieves higher utility than
the baseline. The increase in the utility when using the MFE
reaches up to 24% when φ = pi2 and t = 0.1 seconds.
V. CONCLUSION
In this paper, we have proposed a mean-field game to solve
the power control problem in ultra-dense millimeter wave
network. Our results have quantified the performance gains
achieved when using the mean-field approach compared to the
baseline in which the nodes transmit with maximum power.
Future work will consider applying our framework to more
mobile scenarios.
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