Electrical synapses are highly plastic, and their conductance can change as a result of the actions of neuromodulators or by the activity of nearby glutamatergic synapses (reviewed in Pereda, 2014) . Spatially restricted regulation of gap junctions by activation of glutamate receptors located in their proximity was shown to occur at goldfish mixed synapses, retina, and inferior olive (Kothmann et al., 2012; Pereda et al., 1998; Turecek et al., 2014) . Sitespecific modulation of electrical coupling quickly reconfigures networks of electrically coupled neurons in the retina (Bloomfield and Vö lgyi, 2009 ) where electrical synapses containing connexin 36 (Cx36, the main neuronal connexin) co-exist in widely different functional states, as revealed by antibodies targeted to phosphorylation sites known to alter gap junction function (Kothmann et al., 2009) . In other words, a wealth of evidence indicates that variability of electrical coupling is widespread and likely to reflect dynamic aspects of networks of electrically coupled neurons.
While the factors that influence the strength of chemical transmission (neurotransmitter release probability, number of release sites, number of postsynaptic receptors, etc.) are better understood, less is known about the factors that influence the strength of electrical synapses. Differences in the strength of gap junctional communication could be due to differences in the properties of individual gap junction channels or to differences in the number of gap junction channels connecting the neurons. The paper by Szoboszlay et al. (2016) shows that the number of gap junctions linking dendritic processes is the main determinant of the strength and variability of electrical coupling between Golgi cells, a group of cortical GABAergic interneurons in the cerebellum (Figure 1 ). The conclusion was reached after rigorous experimental analysis of the properties of electrical coupling between Golgi cells using dual somato-somatic and somato-dendritic recordings, detailed anatomical reconstructions, immunohistochemistry, and ultrastructural analysis combined with modeling. Furthermore, ultrastructural analysis revealed that gap junctions vary widely in size, and computer simulations revealed that this variability also influences coupling strength. This elegant study constitutes a technical tour-de-force and the best description so far of the properties of a dendro-dendritic electrical synapse, a synaptic configuration that is widespread in the mammalian brain (in particular between inhibitory interneurons) and therefore representative of the properties of most electrical synapses. The authors previously showed that heterogeneity of electrical coupling is a critical property of the Golgi cell cerebellar network. It underlies its desynchronization by making the strength of the inhibition produced by the propagation of the spike after hyperpolarization through electrical synapses heterogeneous in cells surrounding active neurons, so their action potentials become desynchronized (Vervaeke et al., 2010) .
Another interesting finding of the paper is that only a small fraction of the channels present at the gap junctions (18%) account for the observed strength of electrical transmission between cerebellar Golgi cells. This finding is significant for the biology of electrical synapses and is consistent with previous observations at goldfish mixed synapses, somato-somatic gap junctions between neurons of the mammalian trigeminal mesencephalic nucleus (MesV), and Cx36 gap junctions in cell expression systems. This striking paradox suggests that electrical synapses are synaptic structures composed of separate structural and functional domains whose logic and complexity we only superficially understand. Electrical synapses are now viewed as complex multimolecular synaptic structures at which channels actively turnover (Flores et al., 2012; Lynn et al., 2012) , rather than as simple clusters of channels. What appears to be an overwhelming excess of non-functional channels could be of functional relevance if, in addition to acting as intercellular channels, they also serve as adhesion molecules. For example, docking of hemichannels at the peripheral domains of gap junctions is likely to require a specific distance between the membranes of apposing cells, and cell-cell channels that do not open might contribute to the mechanical stability necessary to maintain a smaller proportion of functional intercellular channels. Further, removal of connexins from the central gap junction domain may render a large proportion of this gap junction plaque domain inoperative just before and during the course of internalization. Thus, the existence of such a striking disparity between the numbers of conductive and nonconductive channels could reflect essential aspects of gap junction formation and maintenance, including the lifetime of channels, and it also provides unambiguous evidence for the existence of heterogeneous populations of channels within subdomains in the gap junction plaque. The fact that some non-functional channels can under certain circumstances become functional (Palacios-Prado et al., 2013 ) provides yet another layer of complexity to this synaptic structure.
The heterogeinity of electrical coupling in the Golgi cell network could either be hardwired or result from site-specific plastic changes in electrical synapses. It is not currently known if electrical synapses between Golgi cells are modifiable, but plasticity of electrical transmission was reported to occur at other GABAergic interneurons (Landisman and Connors, 2005) . The findings of Szoboszlay et al. (2016) suggest that changes in the size and number of gap junction plaques constitute a potential mechanism underlying plastic changes. To increase or decrease its conductance while maintaining an appropriate ratio of functional/ non-functional channels, a gap junction must therefore modify its size. Recent findings at goldfish mixed synapses indicate that a delicate balance of insertion and removal of gap junction channels maintains the strength of electrical transmission (Flores et al., 2012) . The half-life of the turnover of gap junction channels was fast and comparable with that of glutamate receptors suggesting that, as at chemical synapses, activity-regulated trafficking of gap junction channels could contribute to modifications of the strength of electrical synapses. While the existence of such a mechanism remains to be demonstrated, this possibility is consistent with the findings of Szoboszlay et al. (2016) that the size of gap junctions is a critical determinant of the synaptic strength.
Thus, heterogeneity of electrical coupling is a property of networks of electrically coupled neurons and can be generated by site-specific modifications in the strength of electrical synapses. In addition to the classical regulation of channel properties by phosphorylation (Kothmann et al., 2012 (Kothmann et al., , 2009 McMahon et al., 1989) , changes in the number of functional gap junction channels could also contribute to determine the strength of electrical synapses. Future investigations on the properties and molecular composition of electrical synapses are likely to reveal the full complexity of this underestimated form of synaptic communication, exposing additional determinants of its synaptic strength. Survival depends on the ability to learn from experience and adapt to our environment. Exactly how the nervous system accomplishes this remains poorly understood. One overarching principle that governs learning and memory is synaptic plasticity, which involves modification of transmission at both the pre-and postsynaptic terminals. While acetylcholine can regulate information transfer and tune synapses throughout the brain (Higley et al., 2009; Ji et al., 2001; Power and Sah, 2008; Wang et al., 2006) , how cholinergic coordination of defined synaptic pathways contributes to learned behaviors is less clear. In this issue of Neuron, Lee et al. (2016) and Jiang et al. (2016) demonstrate how acetylcholine can modify glutamatergic synapses in the nucleus accumbens (NAc) and basolateral amygdala (BLA), respectively, to regulate learning in mice.
Cholinergic interneurons are thought to play a critical role in regulating corticostriatal plasticity (Kreitzer and Malenka, 2008; Lovinger, 2010) , but how they contribute to reward learning is largely unknown. To address this, Lee et al. (2016) expressed the excitatory opsin, channelrhodopsin-2 (ChR2), or the inhibitory opsin, halorhodopsin, in cholinergic interneurons of the NAc. Mice were then conditioned to associate one room of a two-room apparatus with cocaine, causing them to subsequently spend more time in the cocaine-paired room (known as conditioned place preference, CPP) even when cocaine was no longer available (Witten et al., 2010) . Following conditioning, mice were repeatedly re-exposed to the same two rooms, but cocaine was omitted (extinction). When ChR2-expressing cholinergic interneurons were excited during the initial extinction session, learning was facilitated; mice spent less time in the room that was previously paired with cocaine compared to controls on both the initial and subsequent extinction sessions. Conversely, when the activity of cholinergic interneurons was suppressed using halorhodopsin, extinction learning was impaired. Following ChR2-mediated stimulation of NAc cholinergic interneurons during extinction learning, synaptic strength was assessed in brain slices. The frequency of excitatory postsynaptic currents (EPSCs) in NAc medium spiny neurons, which receive diverse glutamatergic inputs, was reduced. Additionally, cholinergic stimulation during extinction learning enhanced the paired-pulse ratio in slices, suggesting that these cells can reduce local glutamate release probability onto medium spiny neurons. These results implicate cholinergic signaling in regulating ongoing extinction learning via synaptic modification. To test this possibility, the experiments were repeated, but in addition to stimulating cholinergic interneurons during extinction, an additional group of mice received stimulation in their home cages immediately prior to extinction learning. When stimulation was no longer paired with extinction, learning was not enhanced and synaptic plasticity was unaffected. Cholinergic regulation of NAc glutamatergic synapses was specific to cocaine CPP extinction learning. Activation of these neurons failed to affect extinction behavior in both food and foot shock CPP paradigms. Furthermore, only stimulation occurring concurrently with cocaine CPP extinction was sufficient to alter synaptic plasticity in the conditions tested.
