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Abstract
In this paper, a suitable transformation and a so-called Exp-function method are used to obtain different types of exact solutions
for the generalized Klein–Gordon equation. These exact solutions are in full agreement with the previous results obtained in Refs.
[Sirendaoreji, Auxiliary equation method and new solutions of Klein–Gordon equations, Chaos, Solitons & Fractals 31 (4) (2007)
943–950; Huiqun Zhang, Extended Jacobi elliptic function expansion method and its applications, Communications in Nonlinear
Science and Numerical Simulation, 12 (5) (2007) 627–635]. One of these exact solutions is compared with the approximate
solutions obtained by the modified decomposition method. Accurate numerical results for a wider range of time are obtained after
using different types of ADM-Pade` approximation. Our results show that the Exp-function method is very effective in finding exact
solutions for the problem considered while the modified decomposition method is very powerful in finding numerical solutions
with good accuracy for nonlinear PDE without any need for a transformation or perturbation.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
The Klein–Gordon equation plays an important role in mathematical physics. The equation has attracted much
attention in studying solitons [1] in condensed matter physics, in investigating the interaction of solitons in a
collisionless plasma, and the recurrence of initial states. The generalized nonlinear Klein–Gordon equation is given
by
ut t − c20uxx + αu − βuγ = 0, (with nonlinear term of order γ ∈ R, γ 6= ±1). (1)
When γ takes the values 2 and 3, Eq. (1) becomes the nonlinear Klein–Gordon equation with quadratic and cubic
nonlinear term, respectively. Various methods have been used for solving Eq. (1) with γ = 2, 3. In [2], Adomian’s
decomposition scheme is used for solving Eq. (1) with γ = 3. Liu et al. [3], used Jacobi elliptic function expansion
method to construct travelling wave solutions for Eq. (1) with γ = 2, 3. Also, in [4], the author used an auxiliary
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ordinary differential equation to generate new exact travelling wave solutions for Eq. (1) with γ = 2, 3. More
recently, Zhang [5], used the extended Jacobi elliptic function expansion method to solve Eq. (1) with γ = 2 and
some new exact solutions are obtained. In this paper, we aim to find exact solitary wave solutions for the generalized
Klein–Gordon equation and then compare one of these exact solutions with the approximate one obtained by the
modified Adomian decomposition method (MADM) [6,7] at different values of γ .
In order to obtain the exact solutions of nonlinear evolution equations, a number of methods have been proposed,
such as tanh-function method [8–11], Jacobi elliptic function method [12–14], F-expansion method [15–18] and
Adomian’s method [2,19–23]. To obtain new forms of solutions, various ansatz have been proposed. More recently, a
method called the Exp-function method [24,25] has been developed to obtain solitary solutions, compact-like solutions
and periodic solutions of various nonlinear wave equations. In this paper, this Exp-function method is proposed to
obtain the exact solutions for the generalized Klein–Gordon equation given by Eq. (1) and the results of Section 2
are found to be in full agreement with the previous studies. The method cannot be used directly to solve Eq. (1), it
requires
(I) A transformation to convert the given nonlinear PDE into nonlinear ODE.
(II) Another transformation to convert the nonlinear ODE into a new one, in which the balancing procedure [24,25]
becomes applicable.
Also, a comparison between one of the exact solutions and the approximate solutions derived by the modified
Adomian’s method [6,7] will be discussed in this paper.
2. Travelling wave solution
Assume that Eq. (1), has the travelling wave solution
u = u(η), η = k(x − ct). (2)
Consequently, Eq. (1) is reduced to the ODE:
k2(c2 − c20)u′′(η)+ αu − βuγ = 0. (3)
Making use of the transformation:
u(η) = [v(η)] 2γ−1 , (4)
Eq. (3) converts to the nonlinear ODE:
2k2(c2 − c20)
[
(γ − 1)vv′′ + (3− γ )(v′)2
]
+ (γ − 1)2(αv2 − βv4) = 0. (5)
Now, we aim to solve Eq. (5) via the Exp-function method [24,25] and compare the results with those obtained in
[4,5]. The method is based on the assumption that travelling wave solutions can be expressed in the following
form [24]:
v(η) =
c∑
n=−d
an exp(nη)
p∑
m=−q
bm exp(mη)
= ac exp(cη)+ · · · + a−d exp(−dη)
bp exp(pη)+ · · · + b−q exp(−qη) , (6)
where c, d, p, and q are positive integers which are unknown to be further determined, an and bm are unknown
constants. Since there is no linear term in Eq. (5), so in order to determine the values of c, d, p, and q , we balance the
nonlinear term of highest order vv′′ with the nonlinear term v4.
Using the ansatz (8), for the nonlinear term vv′′, it follows
vv′′ = c1 exp[(3p + 2c)η] + · · ·
c2 exp[5pη] + · · · , (7)
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and
v4 = c3 exp[(4c)η] + · · ·
c4 exp[4pη] + · · · =
c3 exp[(p + 4c)η] + · · ·
c4 exp[5pη] + · · · , (8)
where ci are determined coefficients only for simplicity. Following the balancing procedure [24,25], we balance the
highest order of Exp-function in Eqs. (7) and (8) to obtain 3p + 2c = p + 4c, and this gives p = c. To get the values
of d and q , we balance the linear term of lowest order in Eq. (5)
vv′′ = · · · + d1 exp[−(3q + 2d)η]· · · + d2 exp[−5qη] , (9)
and
v4 = · · · + d3 exp[−4dη]· · · + d4 exp[−4qη] =
· · · + d3 exp[−(q + 4d)η]
· · · + d4 exp[−5qη] , (10)
where di are determined coefficients only for simplicity. We obtain from (9) and (10) that −(3q + 2d) = −(q + 4d),
and this gives q = d.
The simplest choice for c, d, p, and q is p = c = 1 and q = d = 1. It is shown in [24] that the final solution does
not strongly depend upon the choice of values of c, d, p, and q. Now, the ansatz in Eq. (6), becomes
v(η) = a1 exp(η)+ a0 + a−1 exp(−η)
exp(η)+ b0 + b−1 exp(−η) . (11)
Substituting Eq. (11) into Eq. (5), and by the help of Mathematica, we obtain
1
A
[
C−4e−4η + C−3e−3η + C−2e−2η + C−1e−η + C0 + C1eη + C2e2η + C3e3η + C4e4η
]
= 0, (12)
where
A = (b0 + eη + b−1e−η)4 ,
C−4 = (γ − 1)2a2−1(αb2−1 − βa2−1),
C−3 = −2(γ − 1)a−1[2(γ − 1)βa0a2−1 + a−1b−1b0(k2(c2 − c20)− α(γ − 1))
+ a0b2−1(−k2(c2 − c20)− α(γ − 1))],
C−2 = 2(γ − 1)a1
[
a0
(
k2(c2 − c20)− (γ − 1)(α − 2βa21)
)
+ a1b0
(
−k2(c2 − c20)+ α(γ − 1)
)]
,
C−1 = 6β(γ − 1)2a0a1a2−1 + a2−1b0(k2(γ − 9)2(c2 − c20)− α(γ − 1)2)+ (γ − 1)a20b−1b0
× (k2(c2 − c20)− α(γ − 1))+ a0a1b2−1
(
−k2(γ + 7)2(c2 − c20)− α(γ − 1)2
)
+ 2β(γ − 1)2a30a−1 − 2a1b0a−1b−1(k2(3γ − 7)2(c2 − c20)+ α(γ − 1)2)
+ (γ − 1)a0b20a−1(−k2(c2 − c20)− α(γ − 1))+ 2a0b−1a−1
×
(
−k2(3γ + 1)2(c2 − c20)− α(γ − 1)2
)
,
C0 = −β(γ − 1)2a40 + a21b2−1
[
16k2(c2 − c20)+ α(γ − 1)2
]
+ 4a0a1b0b−1[2k2(c2 − c20)
+α(γ − 1)2] + a2−1
[
16k2(c2 − c20)+ (γ − 1)2(α − 6βa21)
]
+ α(γ − 1)2a20b20
+ 2a20b−1
[
−4γ k2(c2 − c20)+ α(γ − 1)2
]
− 12β(γ − 1)2a20a1a−1 + 4a0b0a−1
×
[
2k2(c2 − c20)+ α(γ − 1)2
]
− 4a1b−1a−1
[
8k2(c2 − c20)− α(γ − 1)2
]
+ 2a1b20a−1
[
4k2(γ − 2)(c2 − c20)− α(γ − 1)2
]
,
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C1 = −4β(γ − 1)2a30a1 + 2(γ − 1)a20b0
[
−k2(c2 − c20)+ α(γ − 1)2
]
+ 2a21b0b−1
×
[
−(γ − 9)k2(c2 − c20)+ α(γ − 1)2
]
+ 4a1a−1b0
[
(3γ − 7)k2(c2 − c20)+ α(γ − 1)2
]
+ 2a0a−1
[
(γ + 7)k2(c2 − c20)+ (γ − 1)2(α − 6βa21)
]
+ 2a0a1b20(γ − 1)
×
[
k2(c2 − c20)+ α(γ − 1)
]
+ 4a0a1b−1
[
−(3γ + 1)k2(c2 − c20)+ α(γ − 1)
]
,
C2 = a20
[
4k2(c2 − c20)+ (γ − 1)2(α − 6βa21)
]
+ 4a0a1b0
[
−2k2(c2 − c20)+ α(γ − 1)2
]
+ 2(γ − 1)a1a−1
[
4k2(c2 − c20)+ (γ − 1)(α − 2βa21)
]
+ a21b20
[
4k2(c2 − c20)+ α(γ − 1)2
]
+ 2(γ − 1)a21b−1
[
−4k2(c2 − c20)+ α(γ − 1)
]
,
C3 = ca0 − k2βa0 − αa0a1 − ca1b0 + k2βa1b0 + αa21b0,
C4 = (γ − 1)2a21(α − βa21).
Solving this system of algebraic equations by using Mathematica, we obtain
c = ±
√
c20 −
α(γ − 1)2
4k2
, b−1 = βa
2
0
2α(γ + 1) , a1 = 0, a−1 = 0, b0 = 0, (13)
where a0 is a free parameter. Substituting these results into (11), we obtain the following exact solution
u(x, t) =
 a0
exp(η)+ βa202α(γ+1) exp(−η)
 2γ−1 , η = k(x − ct). (14)
Different types of solutions can be obtained from Eq. (14). For purposes of illustration, we present the following
discussion and compare our results with those obtained in [4,5].
(I) When
βa20
2α(γ+1) = 1.
In this case, the exact solution of the generalized Klein–Gordon equation is derived from (14) and given by
u(x, t) =
(a0
2
sech(η)
) 2
γ−1
, η = ±
√
α(γ − 1)2
4(c20 − c2)
(x − ct), a0 = ±
√
2α(γ + 1)
β
. (15)
Setting γ = 2 in Eq. (15), we obtain the exact solution of Eq. (1) at γ = 2 as:
u(x, t) = 3α
2β
sech2
(√
α
4(c20 − c2)
(x − ct)
)
, α(c20 − c2) > 0. (16)
This exact solution is obtained by Eq. 17 in Ref. [4]. Also, setting γ = 3 in Eq. (15), we obtain the exact solution of
Eq. (1) at γ = 3 as:
u(x, t) = ±
√
2α
β
sech
(√
α
(c20 − c2)
(x − ct)
)
, α(c20 − c2) > 0, αβ > 0. (17)
This result is given by Eq. (55) in Ref. [4].
(II) When
βa20
2α(γ+1) = −1.
In this case, the exact solution becomes
u(x, t) =
(a0
2
csch(η)
) 2
γ−1
, η = ±
√
α(γ − 1)2
4(c20 − c2)
(x − ct), a0 = ±
√
−2α(γ + 1)
β
. (18)
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From this equation and for γ = 2, 3, we obtain
u(x, t) = −3α
2β
csch2
(√
α
4(c20 − c2)
(x − ct)
)
, α(c20 − c2) > 0, (19)
and
u(x, t) = ±
√
−2α
β
csch
(√
α
(c20 − c2)
(x − ct)
)
, α(c20 − c2) > 0, αβ < 0. (20)
These exact solutions are also obtained in Ref. [4] by Eqs. (18) and (57) respectively.
If we use the identity:
csch(η) = 2
exp(η)− exp(−η)
= exp(−η/2)
exp(η/2)− exp(−η/2) +
exp(−η/2)
exp(η/2)+ exp(−η/2)
= 1
2
[coth(η/2)− 1]+ 1
2
[1− tanh(η/2)]
= 1
2
[coth(η/2)− tanh(η/2)] ,
into Eq. (18), we obtain a new form of the exact solution as
u(x, t) =
(a0
4
[coth(η/2)− tanh(η/2)]
) 2
γ−1
, η = ±
√
α(γ − 1)2
4(c20 − c2)
(x − ct),
a0 = ±
√
−2α(γ + 1)
β
. (21)
Now, setting γ = 2 in Eq. (21), we get
u(x, t) = 3α
4β
− 3α
8β
[
2
tanh(η/2)+ coth2(η/2)
]
, η = ±
√
α
4(c20 − c2)
(x − ct), α(c20 − c2) > 0. (22)
This exact solution is also obtained in Ref. [5, Eq. 73] when m (the module of Jacobi elliptic function)→ 1.
3. Modified Adomian Decomposition Method (MADM)
In the preceding section we have discussed the application of the Exp-function method for the generalized
Klein–Gordon equation. We observed that some transformations (2) and (4) were necessary to reduce the equation
into a more simple equation in order to obtain the exact solution. In this section, we show that the MADM developed
by Wazwaz in [6] can be used directly to obtain the solution in the form of a convergent series without using any
such transformations. Also, to illustrate the effectiveness of the method for obtaining numerical solution with good
accuracy, we compare the results obtained by a finite number of the decomposition series with the exact solutions
obtained in the previous section. The convergence of the series solution obtained by the decomposition method has
been established [26–28].
Consider Eq. (1) with the initial conditions:
u(x, 0) = f (x), ut (x, 0) = g(x). (23)
Now, we rewrite Eq. (1) in the operator form
L tu = c20uxx − αu + βuγ , L t =
∂2
∂t2
. (24)
A. Ebaid / Journal of Computational and Applied Mathematics 223 (2009) 278–290 283
Applying the inverse operator L−1t (.) =
∫ t
0
∫ t
0 (.)dtdt to both sides of Eq. (24), and using the given conditions we
obtain
u = f (x)+ tg(x)+ L−1t
[
c20uxx − αu + βuγ
]
. (25)
According to MADM, we decompose the linear term u and the nonlinear term uγ as
u =
∞∑
n=0
un, u
γ =
∞∑
n=0
An, (26)
where the An’s are Adomian’s polynomials given by the formula
An = 1n!
dn
dλn
[
N
( ∞∑
i=0
λiui
)]
λ=0
. (27)
We can give the first few Adomian’s polynomials as
A0 = uγ0 ,
A1 = γ uγ−10 u1,
A2 = γ uγ−10 u2 +
1
2
γ (γ − 1)uγ−20 u21,
A3 = γ uγ−10 u3 + γ (γ − 1)uγ−20 u1u2 +
1
6
γ (γ − 1)(γ − 2)uγ−30 u31,
(28)
and the rest of the polynomials can be constructed by using Mathematica. Substituting the Eq. (26) into (25), then we
obtain
∞∑
n=0
un = f (x)+ tg(x)+
∞∑
n=0
L−1t
[
c20unxx − αun + βAn
]
. (29)
Following the MADM [6,7], the solution u(x, t) can be computed by using the recurrence relation:
u0 = f (x),
u1 = tg(x)+ L−1t
[
c20u0xx − αu0 + βA0
]
,
un+1 = L−1t
[
c20unxx − αun + βAn
]
, n ≥ 1.
(30)
Using this recurrence relation, we construct the n-term approximate solution as
Φn(x, t) =
n∑
i=0
ui . (31)
4. Numerical results
For numerical comparison purposes, we consider Eq. (1) with four different initial conditions indicated in the
following table for different values of α, β, γ and fixed c0 =
√
2, c = 1.
It is important to note that, the exact solutions in Table 1 were obtained with the method presented in Section 1.
In order to verify numerically whether the Adomian’s methodology leads to accurate solutions, we will evaluate the
decomposition series solutions using the n-terms approximation for the generalized Klein–Gordon equation with the
four cases presented in Table 1. The numerical results for the absolute errors |u(x, t)−Φ7(x, t)| and |u(x, t)−Φ9(x, t)|
when γ = 2 are shown in Tables 2 and 3 respectively. Tables 4–6 give the numerical results for the absolute errors
|u(x, t) − Φ8(x, t)|, |u(x, t) − Φ7(x, t)| and |u(x, t) − Φ7(x, t)| when γ = 3,−2,−3, respectively. The numerical
values in all the tables show that a good approximation is achieved using small values of n-terms of the decomposition
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Table 1
γ α β f (x) g(x) Exact solution
2 4 6 sech2(x) 2 sech2(x) tanh(x) sech2(x − t)
3 1 2 sech(x) sech(x) tanh(x) sech(x − t)
−2 4 −2 sech−23 (3x) −2sech 13 (3x) sinh(3x) sech−23 [3(x − t)]
−3 1 −1 sech−12 (2x) −sech 12 (2x) sinh(2x) sech−12 [2(x − t)]
Table 2
The numerical results of the absolute errors = |u(x, t)−Φ7(x, t)| where the exact solution u(x, t) = sech2(x − t) for Eq. (3) at γ = 2
ti |xi 0.1 0.2 0.3 0.4 0.5
0.1 1.22125E−14 9.76996E−15 5.44009E−15 2.08722E−14 2.76446E−14
0.2 1.05832E−10 5.42795E−11 6.05149E−11 1.42762E−10 1.48874E−10
0.3 2.22431E−08 7.18498E−09 1.57663E−08 2.73539E−08 2.36464E−08
0.4 1.01402E−06 1.76299E−07 8.36704E−07 1.18768E−06 8.70953E−07
0.5 1.99180E−05 1.01187E−06 1.84180E−05 2.26573E−05 1.42961E−05
0.6 2.29204E−04 1.22593E−05 2.31687E−04 2.55807E−04 1.40162E−04
0.7 1.82148E−03 2.61133E−04 1.97822E−03 2.00625E−03 9.60346E−04
0.8 1.10316E−02 2.44551E−03 1.27104E−02 1.20348E−02 5.052165E−03
0.9 5.42659E−02 1.57611E−02 6.56955E−02 5.87746E−02 2.16885E−02
1.0 2.26472E−01 7.95199E−02 2.85909E−01 2.43914E−01 7.92098E−02
Table 3
The numerical results of the absolute errors = |u(x, t)−Φ9(x, t)| where the exact solution u(x, t) = sech2(x − t) for Eq. (3) at γ = 2
ti |xi 0.1 0.2 0.3 0.4 0.5
0.1 0.00000E+00 0.00000E+00 2.22045E−16 0.00000E+00 1.11022E−16
0.2 1.65312E−13 1.60538E−13 9.58122E−14 3.09530E−13 3.15192E−13
0.3 1.72926E−10 9.53262E−11 1.24096E−10 2.29837E−10 1.75197E−10
0.4 2.40672E−08 7.21554E−09 1.95625E−08 2.58932E−08 1.48757E−08
0.5 1.11041E−06 1.26302E−07 9.88994E−07 1.02388E−06 4.28620E−07
0.6 2.54919E−05 9.88191E−07 2.44399E−05 2.07487E−05 5.7737E−06
0.7 3.61566E−04 6.17516E−05 3.68909E−04 2.64217E−04 3.82266E−05
0.8 3.60518E−03 1.04099E−03 3.88288E−03 2.38992E−03 2.99826E−05
0.9 2.74652E−02 1.08817E−02 3.10313E−02 1.66256E−02 2.02422E−03
1.0 1.69215E−01 8.38137E−02 1.99565E−01 9.39290E−02 2.45133E−02
Table 4
The numerical results of the absolute errors = |u(x, t)−Φ8(x, t)| where the exact solution u(x, t) = sech(x − t) for Eq. (3) at γ = 3
ti |xi 0.1 0.2 0.3 0.4 0.5
0.1 2.22045E−16 1.11022E−16 1.11022E−16 1.11022E−16 0.00000E+00
0.2 3.36509E−13 2.59792E−13 5.20251E−13 1.78968E−13 3.13083E−13
0.3 1.65363E−10 1.05901E−10 2.35484E−10 1.06909E−10 9.35416E−11
0.4 1.37931E−08 8.95674E−09 1.96197E−08 9.54873E−09 5.89105E−09
0.5 4.34069E−07 3.01072E−07 6.29729E−07 3.07845E−07 1.64000E−07
0.6 7.3530E−06 5.48436E−06 1.09304E−05 5.24953E−06 2.68998E−06
0.7 8.10853E−05 6.46315E−05 1.23454E−04 5.78308E−05 3.00260E−05
0.8 6.52284E−04 5.5104E−04 1.0152E−03 4.63151E−04 2.49235E−04
0.9 4.12067E−03 3.65949E−03 6.54081E−03 2.90852E−03 1.63559E−03
1.0 2.15013E−02 1.99315E−02 3.47304E−02 1.50784E−02 8.87323E−03
series solution. It is also clear that the overall errors can be made smaller by adding new terms of the decomposition
series. It is shown from these numerical results that the decomposition series solution gives more accurate solution as
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Table 5
The numerical results of the absolute errors = |u(x, t)−Φ7(x, t)| where the exact solution u(x, t) = sech
−2
3 [3(x − t)] for Eq. (3) at γ = −2
ti |xi 0.1 0.2 0.3 0.4 0.5
0.1 9.72820E−10 1.86466E−09 7.57067E−09 1.54013E−08 1.99019E−08
0.2 2.47430E−06 4.77686E−08 7.14665E−07 2.52502E−06 3.47783E−06
0.3 2.85464E−04 1.16738E−05 5.11402E−05 4.93587E−05 6.55709E−05
0.4 8.42911E−03 1.49574E−04 2.26329E−03 5.05666E−04 6.76013E−04
0.5 1.17134E−01 8.31949E−03 3.57112E−02 3.62962E−03 6.30094E−03
Table 6
The numerical results of the absolute errors = |u(x, t)−Φ7(x, t)| where the exact solution u(x, t) =
√
cosh[2(x − t)] for Eq. (3) at γ = −3
ti |xi 0.1 0.2 0.3 0.4 0.5
0.1 1.70921E−11 2.22504E−11 7.101567E−11 1.89553E−10 3.58302E−10
0.2 2.84190E−08 2.14777E−08 7.41459E−09 2.75521E−08 6.45725E−08
0.3 2.39361E−06 2.63724E−06 2.77626E−07 4.11147E−07 1.00408E−06
0.4 5.63190E−05 8.60019E−05 7.75488E−06 2.98347E−05 2.64614E−07
0.5 6.53614E−04 1.28360E−03 5.48962E−05 4.86475E−04 1.21574E−04
Fig. 1. The truncated ADM series solutions and the exact solution u(x, t) for Eq. (1) at γ = 2, α = 4, β = 6, k = 1, t = 0.9.
Fig. 2. The truncated ADM series solutions and the exact solution u(x, t) for Eq. (1) at γ = 2, α = 4, β = 6, k = 1, t = 1.
the number of terms increases. Also, to verify how much the approximate solution is close to the exact solution for
small values of t , we plot the approximate solutions Φ7(x, t), and Φ9(x, t) with the exact one u(x, t) = sech2(x − t)
at t = 0.9, t = 1 in Figs. 1 and 2, respectively. It is clear from Figs. 1 and 2 that the approximate solution Φ9(x, t)
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Fig. 3. The truncated ADM series solution and the exact solution (x, t) for Eq. (1) at γ = 3, α = 1, β = 2, k = 1, t = 0.5.
Fig. 4. The truncated ADM series solution and the exact solution u(x, t) for Eq. (1) at γ = 3, α = 1, β = 2, k = 1, t = 0.5.
is more close to the exact solution than Φ7(x, t). Also, we plot the approximate solution Φ8(x, t) with the exact one
u(x, t) = sech(x − t) at γ = 3, t = 0.5, and t = 1.1 in Figs. 3 and 4. For kink-soliton solution, i.e., at γ = 3, it is
seen from Figs. 5a and 5b that the approximate solution Φ9(x, t) obtained by the MADM is very close to the exact
solution u(x, t) = 2
e(x−0.1t)−2e−(x−0.1t) , derived from Eqs. (13) and (14) at k = 1, α = 0.03, β = −0.12 and c0 = 0.2.
Although, the approximate solution derived by the MADM is accurate for a small range of t (see Fig. 6), one can
use the ADM-Pade` technique [29] to obtain accurate solution in a wider range. Using ADM-Pade` approximation at
γ = 2, x = 0, the rational approximations [2/2], [4/4] and [6/6] take the form of Eqs. (32)–(34), respectively:
[2/2](0, t) = 1−
1
3 t
2
1+ 23 t2
, (32)
[4/4](0, t) = 1−
11
63 t
2 + 13945 t4
1+ 5263 t2 + 163945 t4
, (33)
[6/6](0, t) = 1−
229
1947 t
2 + 2295 t4 − 127613305 t6
1+ 17181947 t2 + 7223245 t4 + 7244613305 t6
. (34)
Also at γ = 2, x = 1, the rational approximations [2/2], [4/4] and [6/6] take the form of the following equations,
respectively:
[2/2](1, t) = 0.419974+ 0.354741t + 0.0879955t
2
1− 0.678515t + 0.502954t2 , (35)
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Fig. 5a. Kink-soliton solution: the exact solution u(x, t) for Eq. (1) at γ = 3, α = 0.03, β = −0.12, k = 1, c = 0.1.
Fig. 5b. The approximate kink-soliton solution obtained by MADM at γ = 3, α = 0.03, β = −0.12, k = 1, c = 0.1.
[4/4](1, t) = 0.419974+ 0.187019t − 0.0208678t
2 − 0.0259787t3 − 0.00436679t4
1− 1.07788t + 0.852044t2 − 0.298029t3 + 0.0797943t4 , (36)
and
[6/6](1, t) = (0.419974+ 0.126574t − 0.0269273t2 − 0.0135068t3 − 0.0000991t4
+ 0.0005609t5 + 0.00007041t6)/(1− 1.2218t + 1.05684t2 − 0.473762t3
+ 0.168076t4 − 0.028372t5 + 0.00566437t6). (37)
Repeating the previous calculations at γ = 3, x = 0 and x = 1 we obtain the corresponding rational approximations.
In order to obtain numerical results with good accuracy in a wider range of t , we show in Figs. 7–10 how much the
results are improved after using ADM-Pade` approximation. It is also shown in these figures that Pade` approximation
[4/4] is more accurate than [2/2], and Pade` approximation [6/6] is the best one.
5. Conclusions
With the help of a suitable transformation and a so-called Exp-function method, we obtained different types of
exact solutions for the generalized Klein–Gordon equation. These exact solutions are found to be in full agreement
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Fig. 6. The truncated ADM series solutions and the exact solution u(x, t) for Eq. (1) at γ = 2, α = 4, β = 6, k = 1, x = 1.
Fig. 7. The ADM-Pade` rational approximations [2/2](x, t), [4/4](x, t) and [6/6](x, t) and the exact solution u(x, t) for Eq. (1) at γ = 2, α = 4,
β = 6, k = 1, x = 0.
Fig. 8. The ADM-Pade` rational approximations [2/2](x, t), [4/4](x, t) and [6/6](x, t) and the exact solution u(x, t) for Eq. (1) at γ = 2, α = 4,
β = 6, k = 1, x = 1.
with the previous results [4,5]. It is shown in this paper that the approximate solutions can be calculated by using
the MADM without any need for a transformation or perturbation of the equation. It may be concluded that the Exp-
function method is very efficient in finding exact solutions for the nonlinear evolution equations while the modified
Adomian’s method is very powerful in finding explicit and numerical solutions for a small range of time. However,
accurate numerical results for a wider range of time are obtained by using ADM-Pade` approximation.
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Fig. 9. The ADM-Pade` rational approximations [2/2](x, t), [4/4](x, t) and [6/6](x, t) and the exact solution u(x, t) for Eq. (1) at γ = 3, α = 1,
β = 2, k = 1, x = 0.
Fig. 10. The ADM-Pade` rational approximations [2/2](x, t) and [4/4](x, t) and the exact solution u(x, t) for Eq. (1) at γ = 3, α = 1, β = 2,
k = 1, x = 1.
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