[1] Using recently published global magnetic models, we present the first independent constraint on North Atlantic geothermal state and mantle dynamics from magnetic anomaly inversion with a fractal magnetization model. Two theoretical models of radial amplitude spectrum of magnetic anomalies are found almost identical, and both are applicable to detecting Curie depths in using the centroid method based on spectral linearization at certain wave number bands. Theoretical and numerical studies confirm the robustness of this inversion scheme. A fractal exponent of 3.0 in the magnetic susceptibility is found suitable, and Curie depths are well constrained by their known depths near the mid-Atlantic ridge. While generally increasing with growing ages, North Atlantic Curie depths show large oscillating and heterogeneous patterns related most likely to small-scale sublithospheric convections, which are found to have an onset time around 40 Ma and a scale of about 500 km, and are in preferred transverse rolls. Hotspots in North Atlantic also contribute to large geothermal and Curie-depth variations, but they appear to connect more closely to geochemical anomalies or small-scale convection than to mantle plumes. Curie depths can be correlated to heat flow gridded in a constant 1 interval, which reveals decreasing effective thermal conductivity with depths within the magnetic layer. North Atlantic Curie points are mostly beneath the Moho, suggesting that the uppermost mantle is magnetized from serpentinization and induces long-wavelength magnetic anomalies. Small-scale convection and serpentinization together may cause apparent flattening and deviations in heat flow and bathymetry from theoretical cooling models in old oceanic lithosphere.
Introduction
[2] North Atlantic and its two conjugate continental margins are the primary places where we obtain our knowledge of continental rifting and seafloor spreading. The Atlantic is also an ideal place for studying near-ridge and intraplate hotspots, e.g., Iceland, Azores, Bermuda Rise (BR), Canary Islands (CI), and Cape Verde Islands (CVI), and how they interplay with ridges, transform faults, fractures, and the oceanic lithosphere ( Figure 1a ). Thermal state of the Atlantic lithosphere is a critical piece of information in better understanding these geological processes.
[3] Our abilities in detecting thermal state of oceanic lithosphere are limited to either numerical modeling or surface-heat-flow measurements. Numerical modeling is basically a forward process, assuming certain types of thermal parameters and boundary conditions [Parker and Oldenburg, 1973; Parsons and Sclater, 1977; Fleitout and Yuen, 1984; Doin and Fleitout, 1996] . If a good match between the model and the observation is made, the model and its parameters are considered being viable. In this case, often only idealized geometries are taken. Surface-heat-flow measurements suffer from being only available at sparse and irregular locations and are relatively insensitive to deep temperature variations due to a long delay between a change in asthenosphere temperature and a measurable effect arriving at the surface [Korenaga, 2009; Foulger, 2012] . Therefore, surface heat flow alone is not sufficient in inferring deep lithospheric temperature. Shear wave velocity from seismic tomography can also give clues to lithospheric temperature anomalies, but largescale high-resolution seismic tomographies of oceanic lithosphere are very rare. Due to these limitations, there still remain many unanswered questions on the cooling process of oceanic lithosphere and sublithosphere convective patterns [e.g., Korenaga and Korenaga, 2008; Adam and Vidal, 2010] .
[4] While magnetic anomalies contributed greatly to the early development of plate tectonics, they have not been widely applied to infer oceanic lithospheric structures, due to limited data coverage and data processing difficulties. Over the last several years, global compilations of magnetic anomalies become available at increasing resolutions ( Figure 1b) [Hamoudi et al., 2007; Hemant et al., 2007; Purucker, 2007; Maus et al., 2009] . These valuable data assets, strengthened with improved data processing algorithms, open a new way of investigating large-scale lithospheric magnetization and geothermal state [e.g., Purucker and Whaler, 2007; Bouligand et al., 2009; Li et al., 2010 Li et al., , 2012 Li, 2011; Purucker and Clark, 2011] . Being a good proxy to subsurface temperature variation, the mapped depth to the Curie-point temperature puts an observable and direct constraint on the 3-D geothermal structure of the Atlantic lithosphere, which cannot be easily assessed otherwise. Thus, difficulties in inferring subsurface temperatures using surface heat flow can be partially circumvented by directly locating Curie-point depths.
[5] This study is based mainly on the Earth Magnetic Anomaly Grid of 2 arc-minute resolution (EMAG2; Figure 1b ) [Maus et al., 2009] , but an early grid for the World Digital Magnetic Anomaly Map of 3 arc-minute resolution (EMAG3) is also examined for doublechecking our own algorithms and different interpolation effects in the original magnetic grids. Although inferring continental Curie depths from magnetic anomalies has been successfully carried out for some years, few studies have been published in oceanic regions, especially in places where active spreading process is ongoing. The presence of active spreading ridge of North Atlantic will provide an important benchmark for the inversion algorithm and estimated Curie depth, because near the ridge axis the active magmatism and high temperature will cause the thickness of the magnetic layer to be virtually zero. As a result, the depth to the magnetic top at one particular position will be nearly equal to the depth to the magnetic bottom, and both should be close to the bathymetric depth of the spreading axis.
[6] The framework of this paper is as follows. Theoretical models of radially averaged amplitude spectrum of magnetic anomalies are introduced, and their assumptions and applicability are discussed. This is followed by a numerical synthetic test of the computational algorithm by generating layered models of 3-D fractal magnetizations of known tops and bottoms, forward computing synthetic magnetic anomalies, and then inverting for Curie depths. Curie depths of the North Atlantic are then calculated with moving windows of various sizes. With a joint analysis of Curie depths and surface heat flow, geothermal structure and evolution of the Atlantic lithosphere are studied, with inferences to upper mantle magnetization, small-scale convection, and geothermal anomalies of hotspots.
Theoretical Models of Radial Amplitude Spectrum of Magnetic Anomalies
[7] Almost all natural geophysical properties are spatially correlated and thus scaling laws are required to describe them. A 3-D fractal magnetization model has a power spectrum of magnetization proportional to the norm of the wave number raised to power 2b p 3D :
in which / M ðk x ; k y ; k z Þ is the 3-D power spectrum of the magnetization, k x , k y , and k z are wave numbers in x, y, and z directions, respectively, and their Euclidean norm k5 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi k x 2 1k y 2 1k z 2 p . Following Maus et al. [1997] and Bouligand et al. [2009] , the analytic expression for the 1-D radial amplitude spectrum of the 2-D magnetic anomalies from the 3-D fractal magnetization model can be written as
where C is the gamma function, K is the modified Bessel function of the second kind, A M DT is the radially averaged amplitude spectrum of total field magnetic anomalies, with the superscript M indicating the definition by Maus et al. [1997] , k is the wave number, C1 is a constant related to magnetization direction and geomagnetic field direction, and Z b and Z t are depths to the bottom and top of the magnetic layer, respectively. Depths to the bottom of magnetic sources are regarded as the Curiepoint depth, where minerals reach their Curie temperatures and lose their ferromagnetism.
[8] Alternatively, for a model with 2-D horizontal fractal magnetization but a constant vertical magnetization, the 1-D radial amplitude spectrum can be written as [Blakely, 1995; Li et al., 2009] 
with the assumptions of infinite horizontal extensions of magnetic sources and much smaller depths than horizontal scales. Here A B DT is the radially averaged amplitude spectrum of the total field magnetic anomalies, with the superscript B indicating the definition by Blakely [1995] , C2 is a constant related to magnetization direction and geomagnetic field direction, and k5 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi k x 2 1k y 2 p . Note here that b p 3D is defined in the power spectrum of the 3-D magnetization, and it has been shown that b p 3D is nearly larger by 1 than that of a model with a 2-D horizontal fractal magnetization but a constant vertical magnetization [Maus and Dimri, 1994; Maus et al., 1997; Bouligand et al., 2009] 
[9] Although the Maus model (equation (1)) takes a rather complicated form from the solution of an integral by Bouligand et al. [2009] , it can be realized from equations (1) and (2) that both models have some common terms. Indeed, it can be shown mathematically that for sufficiently large k, the sum of the last two terms in equation (1) approaches a constant related only to the fractal exponent b p 3D , and the last term in equation (2) will asymptotically become zero. Therefore, both models can be approximated to
where C is a constant. Equation (3) forms the linear basis of estimating Z t at intermediate to high wave number band.
[10] Next we visually examine the difference and similarity of these two models by plotting them against each other (Figure 2a ). For both models, the input b are nearly identical in shapes except for a vertical constant shift. After corrections for b p 3D , which amounts to add the last term of equation (3) to the spectra, both models can give faithful estimates of Z t from simple linear regressions at intermediate to high wave number bands (Figure 2c ). At small wave number band, Tanaka et al. [1999] approximated the Blakely model (equation (2)) by a linear formula of the depth to the centroid Z 0 of the magnetic layer:
where C3 is a constant. The close similarity between the two models (Figure 2b ), therefore, indicates that the same linear approximation can be applied with the Maus model in estimating Z 0 . The centroid is the midpoint between the top and bottom of the magnetic source. After corrections for b p 3D , the Maus model gives an Z b estimate of 20.1 km, while the Blakely model leads to an estimate of 17.2 km, and both estimates from linear regressions using equation (4) are close to the input Z b of the model.
[11] We further examine the behaviors of these two models and their linear approximations by testing with different Z b (Figure 3) . Again, we observe very similar patterns between the two models for different Z b . Both models demonstrate that Z b variations affect predominantly the small wave numbers of radial amplitude spectra, and increasing Z b can only be differentiated at increasingly smaller and narrower wave number bands (Figures 3a1 and  3b1) . Because of this, larger Z b will be estimated with growing errors and decreasing resolutions. The estimations of Z t are more robust, because all Z b models except for the very shallow Z b of 5 km converge well at the intermediate to high wave number band (Figures 3a3 and 3b3) . Very shallow Z b will tend to bias the estimated Z t . (2)). Z tm and Z bm are input depths to the top and bottom of the magnetic layer, respectively. Blue shadowed regions show the wave number bands where depths to the top and centroid of the magnetic layer are estimated using equations (3) and (4).
resolutions (Figures 3a2 and 3b2) . b p 3D correction removes the effect of potentially shallow but spatially correlated magnetizations with long wavelengths and will make the radial amplitude spectra of different Z b more differentiable at small wave numbers (Figures 3a4 and 3b4 ). Because our input b p 3D 53, it just happens that the b p 3D -corrected and wave number-scaled amplitude spectra (Figures 3a4  and 3b4 ) will be identical to the original amplitude spectra defined by equations (1) and (2) (Figures 3a1  and 3b1 ). This is just a coincidence and the same identity will not hold for other fractal exponents.
[13] Given the close similarity between the two mathematical models, in subsequent applications, we apply linear approximations based on the Blakely model only, since this model is almost equivalent to the Maus model but enjoys a simpler mathematical treatment. It is interesting to note that Maus et al. [1997] applied radial average of the logarithm of the amplitude spectrum in deriving equation (1), whereas Blakely [1995] defined equation (2) using the logarithm of radial average of the amplitude spectrum. However, since these two equations are nearly identical from above discussions, the order of mathematical operations should not concern us. Certainly, the numerical values for a specific wave number from these two different orders of operations will differ, but their overall shapes, from which our depths are estimated, are the same. To see this point, we notice, from both Maus et al. [1997] and Blakely [1995] , that the amplitude spectrum can be factorized into an azimuthal term and a second term independent of azimuth h. Therefore, the logarithm of the radial average of the amplitude spectrum is 
and the radial average of the logarithm of the amplitude spectrum is 
[14] Note that the last terms in both equations (5) and (6) are constants, and the two different mathematical orders differ only by a constant, thereby having no effects theoretically on Z b estimations. Our calculation is based on the logarithm of the radial average of the amplitude spectrum, conformable to equation (2) of the Blakely model. Although Maus and Dimri [1995] and Maus et al. [1997] argued that the radial average of the logarithm of the amplitude spectrum is preferred, this is not required computationally. Even the synthetic test of Maus and Dimri [1995] shows that the two mathematical procedures give essentially the same result in the long-wavelength (small wave number) domain (k < 0.1 km
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), within which our Z b is estimated.
[15] It is confirmed theoretically that this Curiedepth inversion scheme does not require whether the source magnetizations are induced or remanent and therefore does not require reduction to the pole [Okubo et al., 1985; Blakely, 1995; Maus et al., 1997] . This is advantageous for studying oceanic lithospheres where strong remanent magnetizations are known to exist. First, the two models consider frequency spectra of magnetic ensembles within a window rather than of individual magnetic bodies. Whether magnetizations of parts or all magnetic sources are reduced or remanent is expected to have little effects on the ensemble spectrum. Second, reduction to the pole is a phase operation only and theoretically has no effects on wave numbers and thereby on estimated Z b , though a small spatial shift in Z b is possible with reduction to the pole [Li, 2011] .
[16] Although marine magnetic anomalies are characterized by lineations that could cause anisotropic fractal exponents, it was found in the South China Sea that normalized autocorrelation functions of typical marine magnetic anomalies have near-circular autocorrelation coefficients, indicating no strong trends in the data that could modify the slopes of radially averaged spectra [Li et al., 2010] . Both the 3-D Maus model and the 2-D Blakely model remove directional effects of magnetization and geomagnetic field in their derivations by getting 1-D radially averaged amplitude spectra, and the anisotropy of the field is reflected only in the constant term [Maus and Dimri, 1995; Maus et al., 1997] . Therefore, these two models are appropriate for the oceanic context. It is unlikely that magnetization in oceanic crust is scaled only in one dimension, because all processes, like spreading rate, thickness of magnetic layer, Earth's magnetic field, and rock chemistry and susceptibility, are all variable and can produce 2-D and 3-D scaling of magnetization. One alternative approach would be to use individual profiles or cross sections perpendicular to the lineation direction to estimate the depths [Hassanzadeh, 1976; Blakely and Hassanzadeh, 1981] , but magnetic anomalies along a profile bear contributions from adjacent magnetic sources not directly beneath the profile. Therefore, this profile approach has no advantage over the windowed technique applied in this paper.
Numerical Synthetic Test of the Methodology
[17] The theoretical models and the linearized inversion scheme are further tested here with numerical synthetic models. Here we apply a modeling approach very similar to that used in Pilkington and Todoeschuck [1993] and Bouligand et al. [2009] . To generate the 3-D fractal magnetization model, we first produce a 3-D random matrix of 500 3 500 3 500 cells according to the Gaussian distribution. The 3-D Fourier transform of this random matrix, with zero-frequency component shifted to the center, is then modulated by the Euclidean norm of the wave number to a power of 2b [18] We then calculate the magnetic anomalies directly above magnetic models of various thicknesses extracted from the 3-D fractal magnetization model (Figure 4 ). This is achieved by calculating the 2-D Fourier transforms of magnetizations of each single layer of cells within the model, multiplying the transforms with the Earth filter [Blakely, 1995] , summing up the results together, and finally computing the inverse transform. For different models, we keep their tops and overlapping volumes to be the same and extend their bottoms only. For computing simplicity but without losing generality, we assume that the magnetizations and observations are obtained at the North Pole. Our algorithm, however, can compute magnetic anomalies of 3-D fractal magnetization volumes at any directions of magnetization and of geomagnetic field.
[19] Figure 4 shows four subsets of magnetic anomalies directly above the subspace of the fractal model shown in Figure 4a . It is seen that with increasing thicknesses, long-wavelength components increase in the calculated anomalies, though the overall features remain similar. The largest difference in anomalies occurs between models with small input Curie depths (Z bm ) of 10 and 20 km. This confirms that increasing Z b can only be differentiated at increasingly smaller and narrower wave number bands, as already demonstrated by the theoretical models (Figures 3a1 and 3b1 ).
[20] Figure 5 plots radially averaged spectra of simulated magnetic anomalies, which are very similar to theoretical predictions seen from Figure  3 . Again, it is observed that spectra from models of different Z b are only differentiable at small wave numbers. Figure 5c1 shows that all four radially averaged spectra after the fractal exponent correction converge at middle to large wave numbers, and their linear regressions give an estimated top depth of 0 km based on equation (3). This inverted depth equals exactly the input depth to the top of the synthetic models. Based on the b p 3D -corrected and wave-number-scaled amplitude spectra (Figure 5d1 ), and from linear regressions at small wave number band using equation (4), we find that the estimated Z b is close to, but slightly smaller than, the Z b of the models.
[21] Theoretical models shown in Figures 3 and 5 do not have spectral peaks even for very small Z b , if the fractal exponent is equal to 3. But in the numerical synthetic test with the same fractal exponent, there is a spectral peak when Z b of the model equals 10 km. This peak is caused by the finite size of the numerical model that causes preferential drops in long-wavelength components, while the theoretical models are infinite in horizontal extensions. This also explains why the estimated Z b is slightly but consistently smaller than the Z b of input models. Using more data points in numerical models is possible, though the results will be slightly underestimated. Even so, we can use four data points (broader regression interval) for regression in the numerical synthetic model when input Curie depth Z bm 5 10 km because in this case the target depth to be estimated is shallow. For either the theoretical data or the real data, underestimation is less problematic so we can apply broader wave number ranges in linear regressions. For real data, underestimation can also be overcome with slightly smaller corrections for the fractal exponent b p 3D . As expected, numerical computing introduces small undulations in the spectra, but we have demonstrated the close similarity between the numerical spectra and their theoretical counterparts (based on the Blakely model) Figure 5a1 after the fractal exponent correction. (d1) Wave-number-scaled radial amplitude spectra in Figure 5b1 after the fractal exponent correction. Figures 5a2, 5b2 , 5c2, and 5d2 show the theoretical counterparts of Figures 5a1, 5b1, 5c1, and 5d1, respectively. These theoretical curves, based on the Blakely model, are drawn using the same parameters as those used in the numerical simulation. Window size 5 200 km. Shallow blue dashed line segments and blue shadowed regions show the wave number bands where depths to the top and centroid of the magnetic layer are estimated using equations (3) and (4). that are drawn using the same parameters as those used in the numerical simulation (Figures 5a2-5d2 ).
[22] It is noticed that when Z b to be estimated is smaller, the linear regression wave number band can be broader and extend to slightly larger wave numbers. This is also expected and required by the theory (Figure 3 ) since smaller Z b results in larger wave number components. From numerical differences between input and estimated depths of these synthetic tests, it is estimated that the largest error in estimated Z b using the linearized centroid method employed in this paper will not reach 35%, provided that the selected fractal exponent and wave number bands for linear regressions are reasonable. In fitting the slopes of amplitude spectra, we use a least squares fitting method that automatically select the proper fitting interval for depth estimation in cases that the first or two data points of the smallest wave numbers in the amplitude spectra have smaller values than following points, as we did in Figure 5d2 in the case of a modeled Z b of 10 km.
[23] Recently, Bansal et al. [2011] applied nearly the same method as the one shown here in estimating Curie depths. However, in their calculations they often estimate Z t (depth to the magnetic top) in the very small wave number ranges, like the way we estimate Z 0 . Therefore, their application of the methodology in estimating Z t (and therefore, Z b ) is not theoretically based. In addition, their algorithm is not automated and incapable of computing densely gridded Curie depths for a very large area.
Magnetic Anomaly Models of North Atlantic
[24] Compiled from satellite, ship, and airborne magnetic measurements, the EMAG2 (http://geomag.org/; Figure 1b) [Maus et al., 2009 ] is a significant update of a previous candidate grid for the World Digital Magnetic Anomaly Map (EMAG3, http://geomag.org/; Figure 6b ) . In EMAG2, the altitude has been reduced from 5 to 4 km above the geoid, and additional grid and track line data have been included, both over land and the oceans.
[25] To improve the representation of the oceanic magnetic lineations, directional gridding by the least squares collocation using an anisotropic correlation function has been applied to extrapolate the field into unsurveyed areas in EMAG2 [Maus et al., 2009] , based on the oceanic crustal age model by M€ uller et al. [2008] . This procedure significantly improves the visual appearance of EMAG2 but may lead to smoother than the true magnetic field [Maus et al., 2009] . Because of this, the spectral content of the model could be changed from that of the underlying data, and this therefore could affect Z b estimates. However, Maus et al. [2009] noted that the anisotropy of the true correlation function was maintained, and the anisotropy of the oceanic field in EMAG2 is realistic, even if the overall appearance is smoother than real.
[26] Furthermore, our study area, North Atlantic, is one of the best surveyed areas in the world. Figure 6a shows part of the survey tracks over North Atlantic in the candidate grid for the World Digital Magnetic Anomaly Map (EMAG3) , upon which the new EMAG2 grid is further built. It is seen from Figure 6a that dense magnetic survey tracks cover most parts of the ocean, except in the southeastern corner of the study area (the Labrador Sea and Baffin Bay areas have other grids that are not shown). Therefore, the effects of directional gridding should be minimal. In our calculations, we have excluded areas constrained only by satellite data, and these areas have already been masked in the original magnetic maps (Figures 1b and 6b) , as well as in maps of calculated Z b derived from these two maps.
[27] The previous grid EMAG3 is a 3 arc-minute grid of the total intensity anomaly at 5 km above the World Geodetic System (WGS84) geoid (Figure 6b) . No directional gridding was applied in producing EMAG3. In the next section we will further examine the effects of directional gridding and double-check our algorithms by comparing estimated Z b from both EMAG2 and EMAG3.
Estimating Curie-Point Depths of North Atlantic
[28] The linearized equations (equations (3) and (4)) reduce four unknown parameters (Z b , Z t , b p 3D , and a constant) in the original models (equations (1) and (2) Atlantic ridge, where the thermal and magnetic structures are well understood, serves as an excellent benchmark for choosing b p 3D . The depths to the volcanic basement of North Atlantic should be close to Z t , and at the active spreading center, both Z b and Z t should be numerically close to each other and approach the bathymetric depths of the spreading axis, as expected. This is indeed the case when b p 3D 53 (Figure 7) , and our selection of b p 3D is well constrained at the active spreading center by the estimated Z b and Z t themselves. This value of b p 3D is also close to other suggested values in continental areas [e.g., Todoeschuck, 1993, 1995; Bouligand et al., 2009] . By choosing a larger or smaller b p 3D , the estimated Z b will slightly decrease or increase, respectively, but the overall Z b pattern will not change on a map view. Once b p 3D is assumed, we correct the calculated radial spectra by moving the last item involving b p 3D in equations (3) and (4) to the left-hand side. The resulting spectra are then taken to be independent of b p 3D .
[29] In computing radial amplitude spectra, we apply a constant wave number interval of 0.006 km
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. The centroid depths (Z o ) are estimated primarily from the spectral wave number range of 0.003-0.03 km 21 , and the top depths to the magnetic sources are estimated within the wave number range of 0.03-0.08 km 21 . Larger wave numbers (smaller wavelengths) are not considered because they are likely from noises and they are not needed according to our numerical and theoretical tests (Figures 1-4) .
[30] First, we calculate Z b from both EMAG2 and EMAG3 using a moving window of 208.8 3 208.8 km 2 in size and a moving step of 69.6 km ( Figure 7 ). For each data set, a total of 10,425 Z b are estimated with reference to the sea level. The general Z b patterns from these two models are quite similar, with the majority of Z b being located between 5 and 40 km beneath the sea level, and the mid-Atlantic ridge (MAR) showing mostly the shallowest Curie isotherm approaching the seafloor. Major intraplate hotspot such as BR, CI, and CVI all show well-defined small Z b estimated from both EMAG2 and EMAG3. On average, Z b values estimated from EMAG2 appear to be more uniform in the ridge-parallel directions, but they are even slightly smaller than those from EMAG3, despite the direction smoothing along the isochrons in EMAG2. These observations confirm that the directional gridding applied in EMAG2 does not cause significant biases in detected Z b but does increase ridge-parallel uniformity.
[31] Local Z b differences do occur from these two magnetic models. Most noticeable are some localized areas in the southwest with very small Z b estimated from EMAG3 (Figure 7b ), but these localized features do not exist in the Z b map from EMAG2 (Figure 7a) . From studying EMAG3, we notice that these Z b anomalies accompany highamplitude variations in magnetic anomalies. However, whether these magnetic and Z b anomalies from EMAG3 are caused by true geological structures are uncertain, and these anomalies do not correspond directly with noticeable bathymetric features. In the gridding of EMAG2, each pair of magnetic values with gradient exceeding 3% between the two points on a track is discarded to avoid contamination by magnetic anomalies due to sea mounts [Maus et al., 2009] . This procedure has removed from EMAG2 local magnetic and Z b anomalies that are seen in EMAG3.
[32] We then estimate Z b based on EMAG2 only, using two other different sizes of moving windows, in 104.4 3 104.4 and 156.6 3 156.6 km 2 , respectively, and the moving step is kept at 52.2 km. The number of windows in which radial spectra and Z b are estimated exceeds 18,000 for each run (Figure 8) . A smaller moving window will give a higher Z b resolution but may underestimate larger Z b [Chiozzi et al., 2005; Ravat et al., 2007] and disguises regional features. A larger moving window leads to a lower resolution but gives more emphases on regional trends. Therefore, the use of three different moving windows put better constraints on Z b , and the four Curie-depth maps (Figures 7 and 8 ) are complementary to one another. We observe again that the majority of Curie points are located between 5 and 40 km beneath the geoid, and the MAR corresponds exactly with a belt of smallest Z b , approaching the seafloor depths. This verifies the accuracy of our methodology of estimating Z b .
[33] Roughly along the two 45 Ma isochrons, there are two noticeable belts of shallow Z b , which are subparallel to the MAR and span throughout North Atlantic, though less noticeable southward. To the north of the Charlie Gibbs Fracture Zone, high thermal anomalies do appear around Iceland, but neither Iceland itself nor the proximal Jan Mayen microcontinent and the Iceland transverse ridge (including the Greenland-Iceland and IcelandFaeroe ridges, abbreviated as GIR and IFR, respectively) are anomalously hot, especially on the Z b map estimated from EMAG2. This may explain why Iceland shows no evidence for significantly higher temperatures associated with a mantle plume [Stein and Stein, 2003] and leaves further speculations on whether the Icelandic lithosphere is rather colder than hotter [Menke and Levin, 1994; Menke et al., 1995; Foulger et al., 2003] , and whether Iceland is associated with a geochemical or a thermal anomaly [Anderson, 2005; Foulger, 2012] . There are also other uncertainties and difficulties in interpreting estimated bottom of magnetic sources beneath Iceland, arising from a deep Moho serving likely as a local magnetic boundary, and from possible changes in the fractal parameter, in the Curie temperature due to a geochemical anomaly, and/or in the magnetic data specifications.
[34] Another near-ridge hotspot Azores shows neither anomalously shallow nor deep Z b than most other near-ridge areas. Neither Iceland nor Azores demonstrates visible tracks of presumed plume trails on the Z b map. In contrast, some of the major intraplate hotspots, such as the BR, the CVI, the CI, and the Ahaggar Swell in North Africa, show elevated Curie points in well-defined areas corresponding to their geographical extents (Figures 1, 7 , and 8), confirming high thermal anomalies associated with these volcanic features. Although it remains unclear simply from our estimated Z b whether or not these hotspots are caused by deep mantle plumes, our new results do show a wide spectrum of different temperature anomalies, suggesting quite different mechanisms of origin. Comparatively, many of the small and submerged seamounts (e.g., Atlantis, Charcot, Corner, Great Meteor, Milne, and New England seamounts) do not show well-defined Z b anomalies (Figures 1, 7 , and 8).
Geothermal Evolution

Heat Flow Versus Crustal Ages
[35] The intriguing patterns of North Atlantic Z b raise questions on the thermal evolution of the region. Z b is a good proxy of subsurface temperature of about 550 C [e.g., Mayhew, 1982; Tselentis, 1991] , if lateral compositional variations exert neglectable influence on the Curie temperature. One of the advantages of incorporating Z b is that it provides a direct assessment of the current geothermal state of a lithosphere with a long period of evolution. This additional geothermal constraint translates virtually a 2-D time-dependent heat conduction problem to a 1-D steady heat conduction problem because Z b records the lithospheric cooling effect. Therefore, the complexities in computing geotherms are very much reduced.
[36] A total number of 7087 heat-flow measurements are available in the study area from the Global Heat Flow Database of the International Heat Flow Commission (http://www.heatflow.und.edu/) last updated in January 2011. These new data are gridded in a constant 1 interval using the algorithm of minimum curvature with a tension factor of 0.5 (Figure 9) . Heat-flow maps should be interpreted with caution because of the sparseness of the data, but Figure 9 resolves portions of the MAR very well with high heat flow. Even in areas with only sparse heat-flow measurements such as the northwestern Africa (lower right corner of Figure 9 ) and Greenland and northeastern North America (upper left corner of Figure 9 ), our gridded result is very similar in large-scale features to the surface-heat-flow model of Shapiro and Ritzwoller [2004] , which uses the global 3-D shear velocity model of the crust and upper mantle of Shapiro and Ritzwoller [2002] to extrapolate existing heat-flow measurements of Pollack et al. [1993] to regions where such measurements are rare or absent. Elsewhere, the distribution of heatflow points is very reasonable, and our results show a higher resolution than previous models in North Atlantic. For example, unlike the model of Shapiro and Ritzwoller [2004] , we demonstrate high heat flow in the large area around the Bermuda Rise, and the dense heat-flow measurements there cannot make interpolation aliases.
[37] Figure 9 shows that neither the Iceland nor the Azores hotspot shows anomalously higher heat flow than other ridge segments, similar to that revealed by the Z b maps. There is an overall decrease in heat flow from the ridge axis to the isochron 80 Ma; however, heat-flow variations are much more heterogeneous than any simple theoretical models can predict (Figure 9 ). There, in general, appears to have high heat flow between isochrons 0 and 60 Ma, a pattern similar to anomalously shallow Curie points in the same zone identified on the Z b maps.
[38] For crust older than 80 Ma, more complexities in heat-flow variations occur. The three major intraplate hotspots (i.e., Bermuda Rise, Canary Islands, and Cape Verde Islands) and their proximities are accompanied with higher than normal heat flow. Removal of these anomaly spots does not produce a heat-flow versus age variation conformable to theoretical models, and strong heterogeneities persist. To the west of the MAR, between the Hayes Fracture Zone and the Southeast Newfoundland Ridge, a low heat-flow patch contrasts largely to an area of high heat flow associated with the Bermuda Rise to the south, despite the similar ages of these two areas.
[39] The traditional way of studying the cooling of oceanic lithosphere is to plot all heat-flow measurements versus ages together in a single 2-D diagram. Figure 10 shows two versions of this diagram. The first is a raw plot showing all heatflow measurements versus ages (Figure 10a) , without any heat-flow interpolations. Because of the sparseness and irregularity in heat-flow measurement, this plot shows clustering of data points. In addition, we see a large number of very low heatflow points located within very young oceanic crust (<20 Ma), caused primarily by hydrothermal circulation. In the second plot (Figure 10b ), we use heat flow gridded in a constant 1 interval as shown in Figure 9 . In this gridding process, all heat-flow data are considered, i.e., without excluding locally extremely high heat flow caused by focused flow of hot seawater from hydrothermal circulation and locally extremely low heat flow cooled by infiltration of cold dense seawater. We can see now that very low heat-flow points from very young oceanic crust are effectively eliminated and the data points become much more coherent. Hasterok et al. [2011] recently corrected heat-flow data for sediments and seamounts in order to achieve a much higher correlation coefficient with seafloor age. Here we do not correct heat-flow data for sediments and seamounts by applying filtering, but the fit with seafloor age is still improved simply by large-grid interpolation. This is understandable, because large-grid interpolation of almost random heat-flow measurements captures the gross average heat fluxes of shallow oceanic crust, which are at the end mostly due to thermal conduction, no matter how and whether the measurements are affected locally by hydrothermal cooling or heating.
[40] Because almost all heat-flow measurements within crust older than 100 Ma are above the halfspace cooling curve (Figure 10 ), even elimination of high heat flow associated with isolated intraplate hotspots (Bermuda Rise, Canary Islands, and Cape Verde Islands), as identified earlier, cannot allow the half-space cooling curve to fit the observations. In other words, mechanisms other than hotspot/plume heating have caused the deviation of heat-flow measurements from the half-space cooling model for old crust. The 2-D heat-flow versus age plot offers easy comparison between theoretical models and observations, but it virtually smears out the large lateral heterogeneities identified from the regional heat-flow map ( Figure  9 ). In this regard, even though the plate model seems to be able to explain the apparent flattening in heat-flow observations in the 2-D plot, it cannot explain all heat-flow variations such as high and low heat-flow patches within old crust (>100 Ma).
Curie Depths Versus Crustal Ages
[41] The plot of Curie depths (Z b ) versus crustal ages (t) shows that Z b increases in general with crustal ages (t) but has marked oscillations after 40 Ma (Figure 11 ). This oscillatory pattern persists in profiles of Z b extracted between major transform faults (Figures 11a-11d) . If all data are fitted in the least squares sense with the half-space cooling model, we have Z b 51:677 ffi ffi t p 15:0:
[42] Using the half-space sudden cooling solution [Turcotte and Schubert, 2002] , and assuming temperatures of the lithospheric top and bottom to be 5 C and 1300 C, respectively, equation (7) yields a thermal diffusivity j of 0.145 mm 2 /s or 4.57 km 2 /Ma, which appears to be too small comparing to known values. Although this fit seems to capture the overall data trend, noticeably there is a poor fit for ages less than 40 Ma where most observed Z b deepens faster than the fitting curve.
[43] Alternatively, we optimally fit only data between 0 and 40 Ma and get
which gives an average thermal diffusivity j of the North Atlantic lithosphere of 0.319 mm 2 /s or 10.06 km 2 /Ma, a more reasonable estimate. As will be demonstrated in the next subsection, the effective thermal conductivity K is estimated at around 2.0 W/(m C) from the Z b versus heat-flow plots (Figure 12 ). Plugging these values of K and j into the heat-flow equation of the half-space cooling model [Parsons and Sclater, 1977] , and assuming the surface temperature is 0 C and the asthenospheric temperature is 1300 C, we have q s 5462:5t 21=2 ;
in which q s is the heat flow in mW/m 2 and t is in Ma. It is seen that for crust younger than 100 Ma, this model (equation (9)) can fit well the interpolated heat flow despite larger scattering ( Figure  10b ), but most of the originally observed heat-flow points fall below this curve (Figure 10a ). This difference indicates again that regional interpolation of heat-flow measurements (Figure 9 ) provides a much more meaningful constraint on deep geothermal field than the originally measured heat flow that bears more local disturbances.
[44] It has been long recognized that the halfspace cooling model [Parker and Oldenburg, 1973] is not valid for ages beyond 80 Ma, and in general for old crust [e.g., Crosby et al., 2006] . With this new fit, essentially almost all our Curie points within crust older than 40 Ma are shallower than the half-space cooling curve and with large noticeable undulations. The older is the oceanic crust, the larger the deviations between Z b and the model (Figure 11 ). In particular, there is no appreciable deepening in Curie points from the isochrons 80 to 160 Ma. Instead, between these two isochrons, the estimated Curie points are slightly elevated. More interestingly, the major active hotspots (BR, CI, and CVI) are all located within this zone of elevated Curie points. The elevated Curie depths around the BR aligned very well with the shallow bathymetry there (Figures 1  and 6 ). However, we did not observe noticeable flattening in Z b at older ages that would be suggested by the plate model [Parsons and Sclater, 1977] . Thus, from both heat flow and Curie depths, we conclude that neither the half-space cooling model nor the plate model can fit our observations.
Curie Depths Versus Heat Flow
[45] Comparison between the q s ( Figure 9 ) and Z b (Figures 7 and 8) shows similarities but also differences. We now study how heat flow is correlated globally with estimated North Atlantic Z b . Similar to our studies of heat flow versus ages, we plot both raw and gridded heat-flow data versus Z b (Figure 12 ). First, we interpolate and sample Z b at the irregular positions of all heat-flow measurements and plot them in Figure 12a . Second, we interpolate heat flow and extract them at the all positions where we estimated Z b and plot them in Figure 12b . As expected, raw heat-flow points are more scattered, mostly caused by very low heatflow values. With heat-flow interpolation, the data points are much more coherent and show better trend conformable to theoretical curves.
[46] To plot the theoretical curves overlapped on the data points, we assume that heat production in the lithosphere is continuous and decreases exponentially with depth, and that at the Curie-point depth the temperature is fixed at the Curie temperature T c , while the temperature is T 0 at the surface elevation Z s . With these assumptions, surface heat flow q s is related to Z b , via [Li, 2011] 
where K is the thermal conductivity of the magnetic layer, H 0 is the heat production rate at the surface, and h r is the characteristic dropoff of heat production. Equation (10) shows a nonlinear inverse relationship between heat flow and Z b . For oceanic lithosphere, radioactive heat production is very low, so we assume H 0 5 1.37 mW/m 3 and h r 5 5.0 km, which are relatively small values making radioactive contributions to surface heat flow almost neglectable [Turcotte and Schubert, 2002] . Theoretical curves (equation (10)) with different K ranging from 0.5 to 6.0 W/(m C) are plotted on Figure 12 against observed data. Interpolated heat-flow points, showing a more coherent trend, are better fitted by equation (10), when compared to raw heat-flow points.
[47] From Figure 12 , we assess that the best fitting K is around 2.0 W/(m C) for Z b > 20 km, but for smaller Z b , this K can be as high as 3.0 W/(m C). The slightly decrease in K with increasing Z b can be explained by the temperature dependence of K [Whittington et al., 2009] . When studying Figure  12 , we should look at the point distribution in the Z b -q s space rather than at density of point clustering only. The apparent clustering of points around 60 mW/m 2 is simply because that is the average of heat flow, and there are simply more heat-flow measurements around the average. K so estimated represents the effective average thermal conductivity for the magnetic layer of North Atlantic but is also conformable to known measurements of oceanic basalts, gabbros, and peridotites recovered from Ocean Drilling Program cores [Fitton et al., 2004; Shipboard Scientific Party, 2004] .
Curie Depths Versus the Moho
[48] The relationship between the Curie and Moho interfaces is an interesting geodynamic problem, because the depth of the Curie isotherm (or equivalently the bottom of the magnetic layer) may indicate whether and how the uppermost mantle can be magnetized. Previous studies in western Pacific marginal seas (the South China Sea and the Shikoku Basin) have shown that Curie points are mostly located beneath the Moho and suggested the uppermost mantle of these oceanic basins is also magnetized and contributes to surface magnetic anomalies [Li et al., 2010 [Li et al., , 2012 Li, 2011] . These marginal basins are young but their spreading activities no longer exist. It will be very important to further testify these findings in areas that have active spreading and cover a wide range of crustal ages, and North Atlantic suits this purpose very well.
[49] To locate the Moho, residual mantle Bouguer anomalies of North Atlantic are first derived from using combinations of seafloor bathymetry [Smith and Sandwell, 1997] , crustal ages [M€ uller et al., 2008] , free-air gravity [Sandwell and Smith, 2009] , and sediment thickness [Divins, 2009] , and crustal thickness models are then obtained from residual mantle Bouguer anomalies [Wang et al., 2011] .
[50] Most of the estimated Moho depths in the study area are less than 15 km below the geoid but have large lateral variations (Figure 13a ). Along the MAR, Moho depths can increase considerably at places where on-axis hotspots (Azores and Iceland) are developed. In particular, Iceland and the Iceland transverse ridge (GIR and IFR) show Moho depths as large as 25 km, which appear to correlate with the anomalously deep Curie points there (Figures 7 and 8) . Almost all seamounts and hotspots in North Atlantic are accompanied with significantly deepened Moho.
[51] To study their relationships, we simply subtract Moho depths from Curie depths and plot the depth difference in Figure 13b . Therefore, negative values in Figure 13b indicate that the Curie isotherm is above the Moho, and vice versa. Alternatively, Figure 13 can be viewed approximately as the isopach map of the magnetized uppermost mantle, and as an indirect measure of the Moho temperature or how the Moho temperature deviates from the Curie temperature. Figure 13b shows that the Curie isotherm is located mostly beneath the Moho, suggesting that the Moho here cannot be a magnetic boundary, and the uppermost mantle should also be magnetized and contributes to surface magnetic anomalies, as found in other oceanic basins [Li et al., 2010; Li, 2011] . However, around major intraplate hotspots (BR, CI, and CVI), the Curie isotherm is anomalously shallow and often above the Moho. For oceanic crust younger than 50 Ma, the two interfaces tend to approach to each other, but again, a large variability exists. The magnetized layer in uppermost mantle tends to grow in thicknesses with ages, with exceptions around seamounts and hotspots. The two anomalous belts of small Z b also cause the Curie isotherm to approach the Moho around the 45 Ma isochrons.
[52] How could the uppermost mantle be magnetized? Of course, cooling below the Curie point is the prerequisite for magnetization of mantle minerals. However, fresh mantle minerals are known to be of little susceptibility [Wasilewski et al., 1979; Wasilewski and Mayhew, 1992] . Therefore, the magnetite-bearing serpentinites from hydration of upper mantle minerals are good candidates for triggering uppermost mantle magnetization. Implications for in situ uppermost mantle serpentinization from infiltration of seawater through large transform faults have been documented from both geochemical and geophysical studies [e.g., Dyment et al., 1997; Li and Lee, 2006; Delescluse and Chamot-Rooke, 2008] . Dyment et al. [1997] showed that serpentinization of the uppermost mantle significantly contributes to marine magnetic anomalies in slow spreading ocean based on analyses of skewness of marine magnetic anomalies.
[53] If the uppermost mantle magnetization could result entirely from serpentinization, the magnetized and serpentinized layer shown in Figure 13b should have had a significant effect on surface heat flow and seafloor topography. This is because that serpentinization reactions produce volatiles such as methane and hydrogen, generate heat [Fyfe, 1974; Lowell and increase volume [MacDonald and Fyfe, 1985; O'Hanley, 1992] , and decrease density/velocity [Christensen, 1966; Saad, 1969] , solidus temperatures, [Asimow et al., 2004] and mantle viscosity [Hirth and Kohlstedt, 1996] . Heat production from serpentinization is dependent on a wide range of parameters including temperature, reaction kinetics, deformation, and water circulation rate but can contribute to heat-flow anomalies above theoretical cooling models [Emmanuel and Berkowitz, 2006; Delescluse and Chamot-Rooke, 2008] .
[54] From Figure 13 , it is seen that serpentinized mantle volume varies with Z b but tends to increase with ages and progressive conductive cooling except for places with upwelling convective cells and hotspots and seamounts. Therefore, heat production from serpentinization above Z b can compensate conductive cooling and produce heat flow higher than predicted from the half-space cooling model ( Figure 10 ). Effects from small-scale upwelling convective cells and hotspots can also be compensated by heat production from serpentinization, because wherever these features exist, thicknesses of serpentinized layer drop significantly. Collectively, the compensation effects of serpentinization in heat production and volume expansion may be one important mechanism producing apparent departures in heat flow and bathymetry from theoretical models in old oceanic crust.
Implications for Possible SmallScale Sublithosperic Convection
[55] Parsons and McKenzie [1978] invoked smallscale sublithospheric convection (SSC) to explain the apparent flattening in both heat-flow versus age and bathymetry versus age curves of old oceanic lithosphere. Although theoretical, numerical, and laboratory studies have hinted at the ubiquitous existence of SSC in the upper mantle under various tectonic settings [Petersen et al., 2010] , the direct geophysical evidence for SSC has yet to be found [Landuyt and Ierley, 2012] . Surface heat flow, bathymetry, gravity, and geoid do not show so clear signatures of SSC as in numerical studies [Buck, 1985; Davies, 1988; Korenaga and Korenaga, 2008; Korenaga, 2009] . Consequently, their exact forms, onset time, and triggering conditions are still under debate. Other mechanisms, such as radioactive heating [Forsyth, 1977] , shear stress heating [Schubert et al., 1976] , asthenospheric flow [Phipps Morgan and Smith, 1992] , plumes [Davies, 1988] , and trapped heat [Huang and Zhong, 2005] , have also been introduced to account for bathymetric and heat-flow flattening in old seafloors. There are also conflicting arguments on whether seafloor flattening persists, if hotspots and oceanic plateaus are removed [Schroeder, 1984; Hillier and Watts, 2005; Korenaga and Korenaga, 2008] , or if the bathymetry is observed along mantle flow lines rather than along trajectories normal to isochrons [Adam and Vidal, 2010] .
[56] The most interesting features we find are two belts of shallow Z b that are roughly the 40 Ma isochrons and subparallel to MAR, mostly noticeable between 20 N and 60 N (Figures 7 and 8) . Then, roughly along the 85 Ma isochrons, there are two belts of deep Z b on both sides of MAR. Between the 90 and 160 Ma isochrons, Z b is relatively shallow and does not show appreciable deepening with increasing ages.
[57] The overall Z b variations seem to indicate a sublithospheric convective pattern with preferred transverse rolls subparallel to MAR. One may wonder whether magnetic anomaly lineups have contributed to these transverse patterns, but our well-resolved thermal anomalies of MAR and of known intraplate hotspots prove that our technique and result are independent of magnetic reversal frequencies. The wavelengths of detected thermal anomalies certainly differ greatly from wavelengths of magnetic anomalies. The introduction of fractal exponent in the inversion also effectively suppresses lateral correlations of magnetic sources Todoeschuck, 1993, 1995; Maus et al., 1997; Ravat et al., 2007; Bouligand et al., 2009] and leads to Z b conformable to known geological constraints.
[58] Figure 11 further reveals that these noticeable oscillations in Z b have an average period of 30 Ma. Taking the average half-spreading rate of North Atlantic to be 16.4 mm/yr [M€ uller et al., 2008] , this translates to an average wavelength of 492 km, which is close to scales of other suggested SSC [Richter and McKenzie, 1978; Yuen and Fleitout, 1985; Anderson, 1998; van Hunen et al., 2005; Ramsay and Pysklywec, 2011] . This wavelength scale and the overall Z b pattern are independent of window sizes applied. These oscillations in Z b and therefore geotherms in the North Atlantic lithosphere are probably caused by upper mantle SSC.
[59] From Figure 11 , we interpret that the onset time of North Atlantic SSC is 40 Ma, when the first dripping instability starts to occur due to cooling and gravity [Dumoulin et al., 2005] . Numerical investigations suggest that the onset time is related physically to reactivation energy and Rayleigh number [Huang and Zhong, 2005] , and geologically to inherited lithospheric base topography and partial melting [Dumoulin et al., 2005] . The prominent thermal anomalies around 40 Ma may indicate a large amplitude of thermal perturbation from the onset of convection. Nevertheless, SSC alone appears not sufficient enough to cause the progressively larger departure in observed Z b from the model. Other processes responsible for topographic flattening, such as mantle serpentinization discussed earlier, may also act in modifying Z b .
[60] Considerable increases in Curie depths are observed near the continent-ocean boundary (COB), particularly in the oceanic lithosphere west of the BR, between the 160 Ma isochron and the East Coast Magnetic Anomaly (Figures 7 and 8 ). This indicates an intriguing scenario of the cooling and deep mantle processes of the North Atlantic COB. One possible explanation is that near the COB the old Atlantic oceanic lithosphere cools much faster since it is immediately adjacent to a relatively cold continent. Conversely, this can be interpreted as an oceanic crust of normal cooling but interacted with anomalous heating from mantle plumes or small-scale mantle convection between isochrons 160 and 80 Ma. The development of a downwelling cell of a small-scale edge-driven convection [King and Anderson, 1998; King and Ritsema, 2000; King, 2007; Ramsay and Pysklywec, 2011] can explain the accelerated cooling near the COB, the upwelling of the Bermuda Rise, and also possibly the volcanisms of Canary Islands and Cape Verde Islands (e.g., Vogt, 1991; Ballmer et al., 2010) . Though not completely in symmetry, similar Curie-depth patterns exists on conjugate COB of North Africa.
[61] The three major intraplate hotspots (BR, CVI, and CI) are located primarily in a zone of significantly elevated Curie points, corresponding roughly to the age period from 90 to 160 Ma (Figures 7, 8, and 11) . The BR seems to correspond with a large upwelling convective cell. The CVI and CI may not be exactly on upwelling peaks but are almost certainly related to high thermal anomalies of adjacent upwelling cells. All these active intraplate hotspots show bathymetric highs that can be caused dynamically by convective upwelling and anomalously high temperatures, and localized volcanic conduits might be related to lithospheric fracturing.
[62] Convective patterns similar to that shown in Figure 11 have been demonstrated by numerical modeling [Davies, 1988; Huang and Zhong, 2005; Dumoulin et al., 2005; Landuyt and Ierley, 2012] but have not yet been so evident from direct geophysical observations. One possible reason is that changes in asthenosphere temperature are not synchronized with their surface manifestations, especially for thick lithosphere [Korenaga, 2009; Foulger, 2012] . Another is that the flexural rigidity may diminish the magnitude of dynamic topography [Buck, 1985] . Subaerial erosion, deposition, and hydrothermal circulations will also bias our observations. In this sense, deep lithospheric thermal inversions, based on either seismic tomography or isothermal depth estimation in this paper, have definitive advantages.
[63] The development of basinwide transverse rolls (Figure 11 ) implies that the lithospheric age is a primary factor in controlling North Atlantic SSC. Unlike previous studies in the Pacific and in numerical modeling that have suggested preferred longitudinal rolls [Richter and Parsons, 1975; Haxby and Weissel, 1986; Harmon et al., 2011] , our results demonstrate instead dominance of transverse rolls in North Atlantic. This contrast might be related to differences in spreading rates of the two oceans since the plate velocity can have a strong influence on the development of sublithospheric convection [Landuyt and Ierley, 2012] . The slow spreading rate of North Atlantic may not favor developing longitudinal rolls. Our next initiative is to study the Pacific Z b and see whether and how spreading rate variations and hotspots affect Z b there.
[64] It should be noted that there are some caveats and uncertainties of the methodology, which can complicate our interpretations of estimated Z b . The bottom of magnetic sources detected by this methodology may not always correspond to the Curie temperature isotherm but may instead correspond to a lithologic contact, e.g., between crust and nonmagnetic mantle or between serpentinized and not serpentinized mantle. Curie temperature may vary from one area to another due to changes in mineralogy or titanium content. Results may be biased when the data include various surveys with different specifications. Although the fractal parameter can be constrained near the mid-ocean ridge, it is generally not known beforehand and may vary in space.
Conclusion
[65] Detecting lithospheric geotherms in ocean basins currently proves very difficult with only low-resolution shear wave velocities from seismic tomography and sparsely and irregularly spaced heat-flow measurements. Forward numerical modeling of oceanic lithospheric cooling cannot incorporate complex local variations. Curie-depth inversions from recently published global magnetic anomaly models open a new venue for detecting North Atlantic lithospheric thermal state. To calibrate the algorithms, we examine first two theoretical models (the Maus model and the Blakely model) of radial amplitude spectrum of magnetic anomalies. These two fractal magnetization models are derived with different assumptions of model parameters, but by a proper reformulation, they are nearly identical and can be used interchangeably. Both theoretical and numerical synthetic studies reveal that linearization of both models at proper wave number bands can give accurate estimates of depths to the top and bottom of the magnetic layer. Selection of small wave numbers for estimating centroid depths is particular critical because the required bandwidths are normally narrow and turn to be slightly narrower with increasing Curie depths. However, our synthetic modeling suggests that the largest error in estimated Curie depths using the linearized centroid method employed in this paper will not reach 35%, given that selected fractal exponent and wave number bands for linear regressions are reasonable.
[66] Our theoretical and synthetic studies demonstrate the importance of corrections for fractal exponents. Without this correction, the inversion scheme is not sensitive to Curie-depth variations and will give overestimations. Corrections will lead to accurate and well-resolved Curie depths. To suppress correlations and long wavelengths of shallow magnetizations, a constant fractal exponent b p 3D 53 is taken in the inversion. With this fractal exponent, estimated depths to the top and bottom of the magnetic layer near the mid-Atlantic ridge tend to converge and are nearly equal to basement depths of the oceanic basin, as expected. Therefore, our well-imaged thermal anomalies at the active North Atlantic spreading ridge provide an important benchmark for selecting fractal exponent and testing the robustness of this technique. Furthermore, we obtain well-resolved thermal anomalies associated with major intraplate hotpots. Both our theoretical and computational analyses confirm that the inversion scheme needs not to discriminate between induced or remanent magnetization and does not require reduction to the pole.
[67] North Atlantic Curie depths, estimated using three different window sizes, follow a general trend of increase with crustal ages, but large lateral heterogeneities exist, related possibly to smallscale convection and hotspots. Interpreted from Curie isotherm oscillations, transverse small-scale convective rolls may start to develop beneath the North Atlantic lithosphere older than 40 Ma and are thought to have disturbed lithospheric geotherms. Unlike dominant longitudinal rolls previously suggested in the Pacific, the slow spreading rates of North Atlantic may favor transverse convective patterns, which are so far largely ignored. The scales of identified convective rolls are averaged at about 500 km, suggesting that their developments are mainly in the upper mantle above the 670 km discontinuity.
[68] Hotspots show a wide spectrum of heat-flow and Curie-depth anomalies. Although with much deepened Moho, the two major on-axis hotspots, Iceland and Azores, show little Curie-depth and thermal anomalies compared to other parts of the mid-Atlantic ridge. Other intraplate hotspots, mainly BR, CI, and CVI, develop within regions with much elevated Curie points and show welldefined local high thermal anomalies corresponding exactly to their geographical extents. These hotspots correspond more likely to upwelling small-scale convective cells rather than to plumes.
[69] Despite their sparse and irregular distributions and large local variations, North Atlantic heatflow measurements, after a 1 interval gridding, correlate well with Curie depths in large-scale features, with areas of elevated Curie points corresponding mostly to higher heat flow. The significance of interpolated heat flow can be better viewed from their correlations with crustal ages and Curie depths; interpolated heat-flow points have much better fit with ages according to the theoretical half-space cooling model (equation (9)), and with estimated Curie depths in light of the theoretical thermal conduction model (equation (10)). For the magnetic layer, these optimal fittings yield an average thermal diffusivity of 0.319 mm 2 /s or 10.06 km 2 /Ma and reveal that the effective thermal conductivity decreased roughly from around 3.0 W/(m C) to around 2.0 W/(m C) with increasing depths.
[70] The fact that most North Atlantic Curie points are located beneath the Moho suggests that the uppermost mantle is also magnetized from serpentinization and contributes to surface magnetic anomalies, as also found in west Pacific marginal seas. Serpentinization reactions generate heat and volume expansion that are capable of compensating effects of conductive cooling, small-scale convection, and hotspot volcanisms and cause apparent heat-flow and bathymetric flattening and deviations from theoretical cooling models.
