Abstract. Nodal solutions of a parametric (p1, p2)-Laplacian system, with Neumann boundary conditions, are obtained by chiefly constructing appropriate sub-super-solution pairs.
Introduction
Let Ω be a bounded domain in R N , N ≥ 2, having a smooth boundary ∂Ω, let f, g : Ω×R 2 → R be two Carathéodory functions, and let 1 < p 1 , p 2 < N . Consider the Neumann, quasi-linear, parametric, elliptic system
in Ω, |∇u| p 1 −2 ∂u ∂η = |∇v| p 2 −2 ∂v ∂η = 0 on ∂Ω. Here, η denotes the outward unit normal vector to ∂Ω, ∆ p i stands for the p i -Laplace operator, i.e.,
while h i ∈ L ∞ loc (Ω) exhibits both a singular behavior and a change of sign near ∂Ω. Precisely, we set    for all (ϕ, ψ) ∈ W 1,p 1 (Ω) × W 1,p 2 (Ω). If u, v are both sign changing then we say that the solution (u, v) is nodal. Let us point out that, although h i (i = 1, 2) is singular, the integrals Ω h 1 ϕ dx and Ω h 2 ψ dx in (1.4) take sense, because −1 < γ i < 0; see (2.1) below. This paper establishes the existence of a nodal solution of (P λ ), which turns out negative near ∂Ω; cf. Theorem 3. The assumptions on f and g are (h 1 )-(h 2 ) in Section 4. Roughly speaking, (h 1 ) requires a standard growth rate, that makes finite the right-hand side of (1.4), while (h 2 ) is a suitable condition at zero. We first construct a sub-solution (u, v), positive far from ∂Ω, and a super-solution (u, v), negative near ∂Ω, such that u ≤ u, v ≤ v ; see Lemma 4 . From a technical point of view, it represents the most difficult part of the proof and is performed by chiefly combining (h 2 ) with an auxiliary result (Lemma 4) based upon a nice property (Lemma 1) of C 1 0 -functions. After that, sub-super-solution and truncation arguments (cf. Theorem 2) yield the desired conclusion.
The question whether there exist positive solutions to (P λ ) is a much simpler matter, which we address in Theorem 4.
Dirichlet problems for elliptic systems have been thoroughly investigated since some years, mainly via variational techniques [13, 22] , sub-supersolution and truncation methods [5] , or fixed point theorems [10] . The paper [7] represents an attractive introduction on the topic, but there is a wealth of good results and the relavant literature looks daily increasing. For instance, new frameworks are:
• the existence of constant-sign solutions to singular elliptic systems, where nonlinearities possibly contain convection terms and/or variable exponents appear [1, 2, 8, 18 ].
• the study of elliptic systems with equations driven by a (p, q)-Laplace like differential operator, i.e., u → ∆ p u + µ∆ q u, where µ ≥ 0 while 1 < q < p < +∞; see [19] and the references therein.
As far as we know, much less attention has been paid to Neumann boundary conditions: a quick search in the Mathematical Reviews shows that relevant works are about a third of the total.
Surprisingly enough, excepting [15, 17, 20] , where solutions with at least one sign-changing component are obtained, so far we were not able to find previous results concerning the existence of nodal solutions, neither for the Dirichlet case nor for the Neumann one.
Preliminaries
Let (X, · ) be a real Banach space and let X * be its topological dual, with duality bracket ·, · . An operator A : X → X * is said to be:
• bounded if it maps bounded sets into bounded sets.
• coercive provided lim
• pseudo-monotone if x n ⇀ x in X and lim sup
• of type (S) + provided x n ⇀ x in X and lim sup n→+∞ A(x n ), x n − x ≤ 0 imply x n → x in X. Recall (see, e.g., [4, Theorem 2.99]) that Theorem 1. If X is reflexive and A : X → X * is bounded, coercive, and pseudo-monotone then A(X) = X * .
Hereafter, Ω will denote a bounded domain of the real Euclidean N -space (R N , | · |), N ≥ 2, with a C 2 -boundary ∂Ω, on which we will employ the (N − 1)-dimensional Hausdorff measure σ, while η(x) indicates the outward unit normal vector to ∂Ω at its point x. Given δ > 0, define Moreover,
Let d be as in (1.3), let 1 < r < N , and let −r < s ≤ 0. It is known that
with suitable C > 0; see [21, Theorem 19.9, case (19.29) ]. Accordingly, by Hölder's inequality, if −1 < β ≤ 0 then
Although the next auxiliary result is folklore, we shall make its proof.
The constant c does not depend on u.
Proof. First of all, observe that u is Lipschitz continuous and one has
The regularity of ∂Ω yields
To simplify notation, set σ := τ τ +1 . Inequality (2.2) easily follows once we achieve, for some
because d is 1-Lipschitz, and the Mean Value Theorem entails (2.6)
Through the above-mentioned result again, besides (2.4), we obtain
On the other hand,
Gathering together (2.6)-(2.8) yields (2.5) and completes the proof.
stems from the negative r-Laplacian with homogeneous Neumann boundary conditions. Proposition 1 in [16] ensures that it is of type (S) + while, taking
, and
, with suitable τ ∈]0, 1[, as well as ∂u ∂η = 0 on ∂Ω. Denote by λ 1,r the first eigenvalue of −∆ r in W 1,r 0 (Ω). It is known [12] that λ 1,r possesses a unique eigenfunction ϕ 1,r enjoying the properties below.
• ϕ 1,r ∈ int(C + ), where
• Any other eigenfunction turns out to be a scalar multiple of ϕ 1,r .
Finally, we say that j : Ω × R 2 → R is a Carathéodory function provided
is measurable for every (s, t) ∈ R 2 , and • (s, t) → j(x, s, t) is continuous for almost all x ∈ Ω.
A sub-super-solution theorem
This section investigates the existence of solutions to (P λ ) without sign information. Recall that f, g : Ω×R 2 → R satisfy Carathéodory's conditions. The following assumptions will be posited.
(a 1 ) For every ρ > 0 there exists M ρ > 0 such that
(Ω) one has u ≤ u, v ≤ v, as well as
Under (a 1 ), the above integrals involving f and g take sense, because u, v, u, v are bounded.
Lemma 2.89 of [4] ensures that the functions 
while N f (resp., N g ) denotes the Nemitski operators associated with f (resp., g) then, thanks to (a 1 ), the maps
enjoy the same property. Moreover, setting
with appropriate constants C i , C ′ i > 0; see, e.g., [4, pp. 95-96] . Penalties χ 1 and χ 2 are involved in the following auxiliary problem:
in
Evidently,
and let B µ : E → E ′ be defined by
for all (u, v), (ϕ, ψ) ∈ E. We shall verify that B µ fulfills the assumptions of Theorem 1 provided µ is large enough. To this end, observe at first that (2.1) entails (3.9) 
The case 1 < p 1 , p 2 ≤ 2 carries over via [9, Lemma 5.4] , with the right-hand side of (3.10) replaced by
while the remaining situations are analogous. A simple argument based on the Dominated Convergence Theorem, besides the continuity of maps (3.4), (3.5), and
shows that
as well as
Finally, since
2) B µ is bounded. It immediately follows from (3.9) and the boundedness of maps (3.4), (3.5), (3.11).
3) B µ is coercive. Using (3.9) with ϕ := u and ψ := v yields
Hence, by (a 1 ), (3.14) 14) -(3.15) and (3.6)-(3.7) we thus arrive at
and, without loss of generality,
Since the maps (3.11) are completely continuous, exploiting (a 1 ), (3.17), (2.1) (recall that −1 < γ i < 0), and the Dominated Convergence Theorem, one has
which, when combined with (3.16), lead to
Through standard results we achieve
By monotonicity, it actually means
Now, use (3.19) and recall that A p i is of type (S)
because B µ is continuous.
At this point, Theorem 1 can be applied. Therefore, there exists (u, v) ∈ E fulfilling (3.20)
Moreover, due to [6, Theorem 3] , one has
Thus, (u, v) is a weak solution of (3.8). Let us next verify that inequalities (3.3) hold true. Writing (3.20) for (ϕ, ψ) := ((u − u) + , 0) and taking (3.2) into account, we infer
The monotonicity of A p 1 directly yields u ≤ u. To see that u ≤ u, pick (ϕ, ψ) := ((u−u) + , 0) and employ (3.1). A quite similar reasoning then gives Remark 2. Hypothesis (a 2 ) will be summarized saying that (u, v) and (u, v) represent a sub-solution and a super-solution pair, respectively, for (P λ ).
Existence of solutions
Our first goal is to construct sub-and super-solution pairs of (P λ ). With this aim, consider the homogeneous Dirichlet problem
Proof. Theorem 3.1 of [3] ensures that (4.2) holds. The Strong Maximum Principle entails ld ≤ z i , for appropriate l > 0, as well as
Since ∂Ω is smooth, we can find δ > 0 and Π ∈ C 1 (Ω δ , ∂Ω) satisfying (2.4). Thus, the Mean Value Theorem, when combined with (4.2), lead to
On account of (4.4), one evidently has z i ≤ Ld.
Now, given δ > 0, denote by z i,δ ∈ C 1,τ 0 (Ω) the solution of the Dirichlet problem
while γ i is as in (1.2) for λ, θ > 0 big enough. Existence and uniqueness directly stem from Minty-Browder's Theorem, because −1 < γ i < 0 forces
Lemma 3. If δ > 0 is small enough then
Using (4.1) and (4.5) furnishes
Due to (4.5) again, besides (4.7), it easily implies Observe that Ω δ d γ i dx < +∞, as −1 < γ i < 0 and so [11, Lemma] applies.
Since the embedding C 1,τ (Ω) ⊆ C 1 (Ω) is compact, up to subsequences, we thus have
Hence, there exists δ 0 > 0 such that
for all δ < δ 0 . This shows conclusion (j 1 ). Thanks to Lemma 1 and (4.8) we get lim as well as
on ∂Ω, because z i solves (4.1) and ω i > 1, i = 1, 2.
Lemma 4. Under (1.2), with a large fixed λ > 0, one has both u ≤ u and v ≤ v provided θ > 0 is big enough.
through [24, Lemma 3.1] we achieve u ≤ u in Ω, as desired. A quite similar argument ensures that v ≤ v.
Remark 3. Carefully reading this proof reveals that the constant θ in (4.6) can be precisely estimated.
We will posit the hypotheses below.
Theorem 3. Let γ i , i = 1, 2, be given by (1.2), with a large fixed λ > 0, and let (h 1 )-(h 2 ) be satisfied. Then problem (P λ ) admits a nodal solution
(Ω) provided θ > 0 is big enough. Further, both u 0 (x) and v 0 (x) are negative once d(x) → 0.
Proof. Assumption (h 1 ) evidently forces (a 1 ) of Section 3, while Lemma 4 gives u ≤ u and v ≤ v. Fix δ > 0 fulfilling
We claim that (3.1) holds. To see this,
Due to (4.3), Lemma 4 yields
From (4.13) it follows
Hence, on account of (4.22)-(4.23), + (Ω) and recall (4.12), besides Green's formula [6] , to arrive at 2 ).
The arguments exploited in the proof of Theorem 3 ensure here that (u * , v * ) and (u * , v * ) fulfill (a 2 ) provided λ, θ > 0 are big enough. So, thanks to Theorem 2, we obtain a solution (u * , v * ) ∈ W 
