An overview and comparison is provided of a number of heuristics from the literature for the two-dimensional strip packing problem in which rectangles have to be packed without rotation. Heuristics producing only guillotine packings are considered. A new heuristic is also introduced and a number of modifications are suggested to the existing heuristics. The resulting heuristics (known and new) are then compared statistically with respect to a large set of known benchmarks at a 5% level of significance.
Introduction
The objective in packing problems is to determine an optimal arrangement of items of specified dimensions such that some cost function (typically measuring spatial wastage) is minimised. It is usually not possible to find optimal solutions to large instances of such problems within a reasonable amount of time, because packing problems are generally NP-hard [6, 10, 22] . Various methods have been proposed to solve a variety of packing problems (exactly or approximately) and these methods may be grouped into the three broad classes: heuristics [12, 24] , meta-heuristics [12, 14] and exact methods [22] . Heuristics are methods based on intuitive and/or plausible arguments that give good solutions under certain conditions, but do not guarantee optimality [25] . Meta-heuristics are approximate procedures that efficiently and effectively search through the solution space (or a subspace thereof) heuristically, by iteratively employing a collection of (possibly greedy) heuristics. Finally, exact methods are guaranteed to find optimal solutions. Two-dimensional packing problems occur in a variety of different types-some of the most common types include strip packing problems [8, 13, 14, [16] [17] [18] , bin packing problems [8, 14, 18] , knapsack problems [9] and cutting stock problems [11, 17] . Strip packing problems (also referred to as open dimension problems [31] ) involve packing items into a single bin (referred to as a strip) of fixed width W and infinite height, with the objective of minimising the total height of the packing within the strip [3] . Bin packing problems, on the other hand, involve packing items into multiple bins of fixed width and height, so as to minimise the number of bins utilised. Knapsack problems involve packing a number of items, each with an associated utility value, into a bin, with the objective of maximising the combined utility value of items packed. Cutting stock problems are dual or cutting counterparts of packing problems and involve allocating a weakly heterogeneous 1 set of items to a selection of large objects of minimal value [31] . In all the different types of packing problems, the items packed are not allowed to overlap, while the orientation of items to be packed may or may not be fixed, depending on the application.
In this paper, we focus on strip packing problems, in which the items to be packed are rectangular and have a fixed orientation. An example of an application of this type of problem is encountered in the paper industry where raw materials are typically in the form of fixed-width rolls of paper (which may be considered of infinite length for all practical purposes) Table 1 Dimensions of rectangles used as example instance in Sections 2-4.
h(L i ) and where the aim is to find an arrangement of printed items that results in a minimum paper length utilised [4, 14, 19, 22] . Many other applications also exist [1, [17] [18] [19] [20] 29] . Some of the most basic and most commonly used heuristics for strip packing problems may be grouped into the classes of level algorithms, shelf algorithms and plane algorithms. The first class of algorithms is primarily used to solve packing problems commonly known as offline packing problems, in which the entire list of rectangles to be packed is known in advance. The algorithms typically partition the strip into horizontal levels, with the bottom of the strip representing the first level, and then proceed to pack rectangles onto these levels. Shelf algorithms, on the other hand, are generally used to solve packing problems in which the dimensions of the next rectangle to be packed only become known once the current rectangle has been packed (these problems are referred to as online packing problems). Shelf algorithms also divide the strip into horizontal shelves -however, the shelf heights are chosen relatively larger than necessitated by the partial packing that has been realised, so as to create sufficient space, on expectation, for taller rectangles that may occur later in the packing list. In plane algorithms, the strip is not partitioned and rectangles may be placed in any available space where they fit within the strip.
Our aim in this paper is to review and evaluate packing heuristics in the literature from the class of level algorithms producing guillotine packings 2 for offline problem instances, and to propose variations to some of these procedures. We start our exposition with a brief description of six known heuristics in Section 2, followed by our proposed variations in Section 3 to some of these heuristics. An entirely new heuristic is presented in Section 4, followed, in Section 5, by a description of a large set of benchmark problems that we used to test and compare algorithm efficiencies. All the heuristics (old and new) were computer-implemented in Visual Basic 6 [23] , so that their performances could be compared with respect to the benchmark instances. The algorithmic results are presented in Section 6. Some final remarks follow in Section 7. The notation used throughout the paper is that a list of n rectangles L = {L 1 , L 2 , . . . , L n } is to be packed into a strip of width W . The width and height of rectangle L i in the list L is denoted by w(L i ) and h(L i ) respectively.
Known level algorithms
In all level algorithms, the rectangles in L are placed with their lower edges on certain horizontal levels within the strip. The height of each level is determined by the heights of the tallest rectangles placed on previous levels. In this section we consider six standard level algorithms from the literature and propose a total of six new variations on some of these algorithms. The mechanisms of the resulting twelve algorithms are illustrated by means of a simple example instance of the strip packing problem, which requires twelve rectangles (see Table 1 ) to be packed into a strip of width 40 units.
The next-fit decreasing height algorithm
In the so-called next-fit decreasing height (NFDH) algorithm [6] , the list of rectangles to be packed is pre-ordered according to non-increasing height. This implies that the first rectangle placed on a level determines the height of the next level. A rectangle is placed on the current level, left justified, if it fits. However, if it does not fit, then a new level is created above the current level (which becomes the new current level) and the rectangle is placed there, left justified. The packing progresses from left to right per level and from the bottom of the strip upwards level-wise. Levels lower than the current level are never revisited. Rectangles of equal height retain their original order in the packing list relative to each other. This procedure achieves a packing of height 56 units for our example instance in Table 1 , as shown in Fig. 1(a) .
The first-fit decreasing height algorithm
In the so-called first-fit decreasing height (FFDH) algorithm [6] , the list of rectangles is also pre-ordered according to nonincreasing height. Rectangles of equal height again retain their original order relative to each other in the packing list. A rectangle is placed left justified on the lowest level with sufficient space. The strip is searched level-wise from the bottom upwards for sufficient packing space, and if the current rectangle does not fit into any of the existing levels, a new level is created above the current top level (which becomes the new top level) and the rectangle is placed there, left justified. The difference between the NFDH and FFDH algorithms is, therefore, that in the latter, previously packed levels are always searched for sufficient space to pack a rectangle whereas in the former, previously packed levels may not be revisited. This procedure results in a packing height of 53 units for our example instance in Table 1 , as illustrated in Fig. 1(d) . Packings produced by the level algorithms described in Sections 2-4 for the example instance of the strip packing problem specified in Table 1 .
The best-fit decreasing height algorithm
The best-fit decreasing height (BFDH) algorithm [24] is analogous to the FFDH algorithm, except that in this algorithm rectangles are placed left justified towards the right of the last rectangle packed on the level with minimum residual horizontal space. This means that to pack the next rectangle, all existing levels are searched for sufficient space and the area of the horizontal space towards the right of the level packing that would remain un-utilised if the rectangle were to be placed in any of the levels, is computed. The rectangle is placed on the level that leaves the smallest horizontal space. When this algorithm is applied to our example instance in Table 1 , a total packing height of 53 units is again obtained, as shown in Fig. 1(d) .
The split fit algorithm
In the split fit (SF) algorithm [6] the lengths and widths of all rectangles to be packed are scaled so that the strip has unit width. The largest integer m ≥ 1 is then determined for which all rectangles in L have width less than or equal to 1/m. The list is divided into two sub-lists L wide and L narrow , both ordered according to non-increasing height such that L wide contains all rectangles whose widths are greater than 1/(m+1) and L narrow contains all rectangles whose widths are at most 1/(m + 1). The rectangles in the list L wide are packed using the FFDH algorithm and all the rectangles placed on a particular level are referred to collectively as a block. The blocks of this packing are then rearranged such that blocks of total width greater than (m + 1)/(m + 2) are at the bottom of the packing, followed by blocks of total width at most (m + 1)/(m + 2). This process of shifting the blocks creates a rectangular region R of width 1/(m + 2) to the right of the latter blocks. The rectangles in L narrow are then packed, again using the FFDH algorithm, with the packing starting in the region R. If a rectangle does not fit into R, then the packing continues above the packing of L wide .
In our example instance in Table 1 (after rescaling the rectangle dimensions) a value of m = 1 is used. This ensures that all rectangles have width at most 1. The list of wide rectangles (rectangles of width greater than 1/2) comprises rectangles 4 and L 12 which are packed using the FFDH algorithm. The remaining nine rectangles in the narrow list are then packed in the region R provided there is sufficient space, or else above the packing of the wide rectangles. The SF algorithm achieves a packing height of 63 units when applied to our example instance, as illustrated in Fig. 1(g) .
The floor-ceiling no rotation algorithm
In the floor-ceiling no rotation (FCNR) algorithm [19] rectangles are pre-ordered according to non-increasing height. Within a level, a floor is defined as the horizontal line coinciding with the bottom edges of rectangles packed on that level, while a ceiling is a horizontal line coinciding with the upper edge of the tallest rectangle packed on that level. If there is sufficient space to accommodate a rectangle on a floor, then the rectangle is said to be floor feasible. Rectangles are packed on the floor from left to right, their left-hand edges coinciding with the right-hand edges of previously packed rectangles. The first rectangle to be placed on a ceiling is packed with its right-hand edge coinciding with the right-hand edge of the strip and the level is said to be ceiling-initialised. Rectangles are packed on a ceiling from right to left (however, empty spaces may intentionally be left between consecutive rectangles to allow for a guillotine packing). Ceiling initialisation is always preferred over floor packings, because it delays creation of new levels.
The FCNR algorithm uses the same principle as the BFDH algorithm (Section 2.3), in that a rectangle is packed into the level with minimum residual horizontal space. The residual horizontal ceiling space on each level is computed first, and if none of the rectangles can initialise or be packed on the ceiling, the residual floor space on each level is computed. On the floor, the horizontal space is the distance between the right-hand edge of the last rectangle packed and the right-hand edge of the strip. If, when packing a floor feasible rectangle, the distance between the top edge of the rectangle and the ceiling is insufficient to accommodate any of the unpacked rectangles, then the right-hand edge of such a rectangle forms a left boundary. On the ceiling, the horizontal space is the distance between the left boundary and the left-hand edge of a rectangle. A new level is created when none of the rectangles can fit onto a ceiling or floor in all existing levels. When the algorithm is applied to our problem instance in Table 1 , a packing height of 47 units is obtained, as shown in Fig. 1 (h).
The knapsack algorithm
The knapsack (KP01) algorithm [21] was originally developed as a first phase in solving a bin packing problem. Since bin packing is beyond the scope of this paper, the KP01 algorithm is described here in a strip packing context only. In the KP01 algorithm, rectangles are pre-ordered according to non-increasing height. Each level is initialised by packing a rectangle (L j * say) with greatest height amongst all unpacked rectangles. After initialisation, the knapsack problem,
is solved for the particular level, where U represents the set of unpacked rectangles at each stage of the packing. Clearly, before any packing takes place n 1 = n − 1 since the tallest rectangle has initialised the level. The solution of the knapsack problem identifies those rectangles that should be packed on a particular level (e.g.
should be packed and L 3 should not be packed on the particular level in question). The algorithm continues in this manner until all rectangles have been packed. When applied to our example instance in Table 1 , a packing height of 52 units is achieved, as shown in Fig. 1 (i).
Possible variations
Six simple variations on the algorithms described in Sections 2.1-2.3 are proposed in this section.
Variations of the NFDH algorithm
Two possible variations to the NFDH algorithm, namely the next-fit decreasing height increasing width (NFDHIW) algorithm and the next-fit decreasing height decreasing width (NFDHDW) algorithm, are proposed. These algorithms are similar to the original algorithm, the only difference being that ties in the sorting order are resolved by additionally sorting according to non-decreasing (resp. non-increasing) width in the NFDHIW (resp. NFDHDW) algorithm. The total height of the packing achieved by the NFDHIW (resp. NFDHDW) algorithm is 53 (resp. 66) units for our example instance in Table 1 , as shown in Fig. 1(b) (resp. Fig. 1(c) ).
Variations of the FFDH algorithm
We propose similar, slight variations on the FFDH algorithm, called the first-fit decreasing height increasing width (FFDHIW) and first-fit decreasing height decreasing width (FFDHDW) algorithms. These heuristics are analogous to the FFDH algorithm-the only difference being that ties in the pre-ordering of rectangles of equal height are additionally resolved according to non-decreasing width and non-increasing width respectively. A packing height of 53 (resp. 52) units is obtained by the FFDHIW (resp. FFDHDW) algorithm when using this procedure for our example instance in Table 1 , as illustrated in Fig. 1 (e) (resp. Fig. 1(f) ).
Variations of the BFDH algorithm
Similarly proposed modifications to the BFDH algorithm are called the best-fit decreasing height increasing width (BFDHIW) and best-fit decreasing height decreasing width (BFDHDW) algorithms. The BFDHIW (resp. BFDHDW) algorithm is similar to the BFDH algorithm, except that ties between rectangles of equal height are additionally resolved by ordering them according to non-decreasing width (resp. non-increasing width). When the BFDHIW (resp. BFDHDW) algorithm is applied to our example instance in Table 1 , a packing height of 53 (resp. 52) units is achieved, as shown in Fig. 1 (e) (resp. Fig. 1(f) ).
A new level algorithm
It was observed that when the difference in heights of rectangles fitting into one level (see Fig. 2(a) ) becomes extreme, the FFDH algorithm performs poorly in relation to an optimal solution. This observation provided motivation for the development of a new algorithm, which we call the Size Alternating Stack (SAS) algorithm. In this algorithm, the list L of n rectangles is partitioned into two sublists L 1 and
respectively. The n 1 rectangles in L 1 are called narrow rectangles and the n 2 rectangles in L 2 are referred to as wide rectangles (n = n 1 + n 2 ). Rectangles in the list L 1 are ordered according to non-increasing height, while rectangles in the list L 2 are ordered according to non-increasing width. Each level of the packing is initialised by comparing the heights of the first rectangle in both lists (i.e. the tallest rectangle in L 1 and the widest rectangle in L 2 )-packing the rectangle of largest height. The height of this rectangle becomes the height of the next level and a horizontal line is drawn coinciding with the top edge of the rectangle to the right-hand edge of the strip to demarcate the upper boundary of the level.
The main idea in this algorithm is to alternate between the narrow and wide rectangles while packing from the left to the right on the lower boundary of each level of the strip (i.e. if the rectangle initialising a level is from L 1 , then we alternate to a rectangle in L 2 and vice-versa). Once the list from which to pack has been identified, the rectangles in that particular list are stacked on top of each other, starting from the lower boundary of a level until the upper boundary is reached, or until the vertical space between the upper boundary of the level and the top edge of the top-most rectangle in the stack is insufficient to accommodate any of the unpacked rectangles in that list.
If, when stacking the wide rectangles, it occurs that the widths of subsequent rectangles L i and L i+1 are not equal, an empty rectangular region 3 remains, whose left-hand boundary is the right-hand edge of rectangle L i+1 , as shown in Fig. 2(b) . The height of each rectangular region extends from the top edge of rectangle L i to the upper boundary of a level, while the width of each region is given by w(R) = w(L i ) − w(L i+1 ). These rectangular regions are used to pack the narrow rectangles.
Whether packing in the region R j or through alternation of sizes on the lower boundary of the level, the narrow rectangles are stacked by selecting all rectangles whose widths do not exceed the width of the bottom-most narrow rectangle, but also fit height-wise within a level. The stacking of narrow rectangles in R j is shown in Fig. 2(c) where the rectangles are stacked to fill the width of R j until there is insufficient horizontal space or there are no more narrow rectangles to pack.
The algorithm is flexible in the sense that if there is insufficient horizontal space on a level to pack any of the rectangles in the designated list, then the rectangles in the alternative list may be packed, provided that there is sufficient space. A new level is initialised if none of the rectangles in either L 1 or L 2 fit into the horizontal space between the right-hand boundary of the strip and the right-hand edge of the right-most rectangle packed.
The SAS algorithm produces a guillotine packing. The algorithm is given in pseudocode as Algorithm 1. When the algorithm is applied to our example instance in Table 1 , the list is first partitioned into lists of wide
Rectangle L 3 is selected to initialise the first level because its height is greater than that of rectangle L 2 . Since rectangle L 3 is from the narrow list, we then alternate to the wide list and stack rectangles L 2 and L 12 . The region R 1 is created and rectangle L 6 is packed there. To pack on the lower boundary of the rectangle, we alternate to the narrow list where none of the remaining narrow rectangles fit. Since the algorithm is flexible, we move on to the wide list and, in this case, none of the remaining wide rectangles fit, so that a new level is created. Continuing in this manner, a total packing height of 57 units is obtained, as shown in Fig. 1(j) .
Algorithm 1 The size alternating stack (SAS) algorithm
Input: The number of rectangles to be packed n, the dimensions of the rectangles w(L i ), h(L i ) and the strip width W .
Output: The height H of the packing obtained in the strip. 
call PackWide(w(packedlevel), VerticalSpace) 8: else {tallest rectangle is wide} 9 :
call PackNarrow(w(packedlevel), VerticalSpace) 11: end if 12: level ← level + 1, j ← 1, i ← 1 13: end while Procedure 1.1 PackNarrow(w(packedlevel), VerticalSpace) 1: pack first narrow rectangle that fits height-wise and width-wise 2: while there is sufficient vertical and horizontal space do 3: search L 1 for a rectangle whose width is at most the width of the bottom-most narrow rectangle 4: if such a rectangle exists then 5: stack the rectangle; remove it from if rectangles of unequal widths are stacked then 5: region R is created and narrow rectangles are packed in this region 6: call PackNarrow (w(packedR), h(R)) 7: end if 8: end if 9: end while
Benchmark problems
The use of benchmark problems is a standard approach towards the appraisal of new algorithmic procedures, facilitating comparisons between the space and time efficiencies, and solution qualities of such procedures with those of existing ones.
A number of on-line libraries (see, for example [7, 15, 26, 28] ) publish benchmark data on the internet for the purposes of testing algorithms designed to solve a large variety of well-documented problems in the operations research literature. However, researchers often test their algorithms on data sets newly created by themselves, but then fail to make these data available when they publish the performance appraisals of their algorithms (see, for example, [24] ). Such failures defeat the purpose of benchmark testing, by causing researchers to keep on generating more and more instances of test data instead of reverting to existing data.
This practice of duplication brings with it the disadvantage of even having to implement existing algorithms in order merely to compare the qualities of solutions obtained by them with those of new algorithms, instead of using published results for the existing algorithms and only implementing the new algorithms in such comparisons. Fortunately some researchers [4, 5, 12, 14] , have started publishing their work on packing problems along with the test instances they used and/or generated. We follow suit, by making available on the internet all the test data used in our evaluations [27] , even though we have not created our own test data, preferring to use established and documented data instead. We nevertheless re-implemented all the existing algorithms cited in this paper, together with the new ones suggested in Sections 3 and 4, because we were interested in observing their time efficiencies in addition to comparing their solution qualities, and because the results of all six previously published algorithms described in Section 2 were not available for certain instances of these benchmark data.
The benchmark data selected for testing the various strip packing heuristics described in Sections 2-4, possess a large variety of combinations of data set and rectangle sizes in order to allow us to determine whether or not certain heuristics have the propensity to perform better on certain types of data. The guillotineable and non-guillotineable 4 data sets described in this section were selected for use in this paper.
Mumford-Valenzuela benchmark data
Mumford-Valenzuela et al. [24] generated two classes of data sets. The first class is called the class of Nice data sets and each data set in this class consists of rectangles of similar sizes and shapes, whilst the second class is referred to as the class of Path data sets (short for pathological) and each data set in this class consists of rectangles with significantly varying shapes and sizes. The procedure used to generate these data sets allowed Mumford-Valenzuela et al. [24] to specify the aspect and area ratios of the rectangles. The Nice and Path data sets have aspect ratios within the ranges 1/4 ≤ H/W ≤ 4 and 1/100 ≤ H/W ≤ 100 respectively. The maximum ratios of the areas of any two rectangles were set at 7 for the Nice data set and at 100 for the Path data set. Guillotineable data sets of size n with known optimal solutions were created by performing n − 1 guillotine cuts on a 100 × 100 square. For each class of data sets, the sizes n = 25, 50, 100, 200, 500 were selected and these instances are denoted Nice.n and Path.n. Fifty test instances for each problem size within each class were created, except for the case n = 500, where only ten test instances were created, resulting in a total of four hundred and twenty data sets.
Hopper and Turton benchmark data
Hopper and Turton [12] developed test data sets denoted C j i , divided into seven categories (i = 1, . . . , 7) , each category comprising three test instances (j = 1, 2, 3). The number of rectangles in each category ranges from 17 to 197 rectangles. These data sets were generated randomly, maintaining a maximum aspect ratio of 7 and optimal solutions to all test instances are known. The data may be accessed via the on-line libraries [7, 15, 28] .
Hopper benchmark data
Hopper [13] generated classes of both guillotineable data sets (denoted T j i ) and non-guillotineable data sets (denoted H j i ).
Each class (i = 1, . . . , 7) comprises five instances (j = 1, . . . , 5) which were cut from a 200 ×200 square. The guillotineable test problems were generated by repeatedly selecting a random point in a rectangle and performing vertical and horizontal cuts through that point to generate four new rectangles, as depicted in Fig. 3(a) . At each iteration (when performing the cuts) the aspect ratio was preserved, failing which a new random point was selected. In the case of the non-guillotineable test problems, two random points were selected within a rectangle, which served as the opposite corner points of a smaller rectangle lying wholly within the larger rectangle, as depicted in Fig. 3(b) . The sides of the smaller rectangle were extended up to a point where they intersect the sides of the larger rectangle -thus forming five new rectangles. These data sets are available on-line [28] .
Burke benchmark data
Burke et al. [4] generated thirteen test instances of which only twelve were used here (denoted B 1 , . . . , B 12 ), because we only considered data sets containing at most 500 rectangles. These instances were randomly generated by cutting a large rectangle repeatedly, either vertically or horizontally such that two new rectangles were generated after each cut, as depicted in Fig. 3(c) . While ensuring that the dimensions of the rectangles thus generated were not smaller than some specified minimum dimension, the process was carried out until the required number of smaller rectangles was obtained.
Christofides and Whitlock benchmark data
Some benchmark problems proposed for cutting stock problems were transformed and adapted to strip packing instances by taking the width of the large rectangle from which the smaller rectangles in each test instance were cut as the strip width.
The data set generated by Christofides and Whitlock [5] consists of three instances, denoted G 1 , G 2 , G 3 and were intended for the constrained guillotine cutting problem. 5 The areas of the m smaller rectangles (denoted α i , i = 1, . . . , m) were generated by sampling from a uniform distribution in the range [0, 0.25A], where A denotes the area of the initial large rectangle. After obtaining the areas of the m rectangles, the height of each rectangle, h(L i ), was obtained by again sampling from a uniform distribution in the range [0, α i ], rounding up to the nearest integer. Finally, the width of each rectangle, w(L i ), was simply computed using the formula w(L i ) = α i /h(L i ) . Optimal strip packing solutions for these data sets are unknown and the data are available on-line [26, 28] .
Beasley benchmark data
Beasley [1] generated a number of data sets (denoted U 1 , U 2 , U 3 , U 4 and available in [7] ) for the unconstrained guillotine cutting problem. Integers were sampled from uniform distributions in the ranges [H/4, 3H/4] and [W /4, 3W /4] for respectively the height h(L i ) and width w(L i ) of each rectangle generated. Beasley [2] also produced twelve non-guillotineable, random problem instances (denoted V 1 , . . . , V 12 ), by generating m real numbers r i (i = 1, . . . , m) from a uniform distribution in the range (0, HW /4). The height, h(L i ), of a rectangle was generated by sampling an integer from the uniform distribution in the range [1, H] and the width was set to w(L i ) = r i /h(L i ) . The optimal solutions provided in the original paper are for cutting problems. However, Martello et al. [22] were able to determine optimal solutions to some of these benchmark instances within the context of strip packing, using an exact algorithm. The data may be accessed on-line [26] .
Comparison of algorithmic results
Experimental results achieved by means of the algorithms considered in Sections 2 and 4 are provided in this section, for the 542 benchmark data sets described in Section 5. The total packing height achieved in each test case, and the frequency with which an algorithm achieves the smallest packing height over all test instances, were used as criteria when comparing and ranking the algorithms-ideally, the best heuristic would be able to attain the smallest strip height in the shortest possible time.
Initially, each original heuristic in Sections 2.1-2.3 is compared with its proposed variations and finally all algorithms are compared in terms of their efficiency and performance. Standard statistical analyses, such as ANalyses Of VAriance (ANOVA) and χ 2 -tests were carried out to test for statistically significant differences between the mean strip heights obtained by the different classes of algorithms and the frequencies with which algorithms achieved smallest strip heights. The algorithms were also compared in terms of how close the strip heights obtained were to an optimal solution (if known) by using the performance ratio,
where A(L ) is the strip height obtained by algorithm A when applied to the benchmark instance L , and where OPT (L ) is the optimal height associated with the data set L .
Comparison of algorithms in the next fit class
The relative performances of the NDFH, NFDHIW and NFDHDW algorithms were assessed as the ability of each algorithm to obtain the smallest strip height. The mean strip heights obtained by these algorithms over the 542 benchmark data 
Fig. 4.
Frequencies with which algorithms achieved the smallest strip height with respect to the 542 benchmark data sets described in Section 5. The results for each class of algorithms were obtained separately over the 542 benchmark data.
Table 3
Summary of results from the chi-squared test for frequencies with which algorithms obtained the smallest packing height with respect to the 542 benchmark data sets described in Section 5. The bold faced frequencies represent the highest frequencies within a class, while bold faced χ sets are shown in Table 2 , together with two values, F value and F critical , in each case. Here, F value represents the fraction of variance between the packing heights obtained by the algorithms and the variance of strip heights within each algorithm, while F critical is the associated test statistic obtained from an F -distribution table. The results of the analysis of variance in the next fit class comparison show that there is no significant difference between the mean strip heights obtained by the algorithms in the class at a 5% level of significance. This result is not surprising, given the similar natures of the algorithms in question. The next step was to assess how often each algorithm obtained the smallest packing height. The results are shown graphically in Fig. 4 , in which the first three bars represent the frequencies for the next fit class of algorithms. The heights of the unshaded bars in the figure represent the number of times each algorithm obtained the smallest packing height, and the heights of the shaded bars represent the number of times each algorithm was the only procedure to obtain the smallest packing height (i.e. the number of times the algorithm obtained the smallest packing height uniquely). The NFDHIW algorithm was able to obtain the smallest strip height more often than the other two algorithms, as may be seen in Fig. 4 .
We were interested in establishing statistically whether there were significant differences between these frequencies. The chi-squared test at a 5% level of significance was employed in this regard, and the results are shown in row 1 of Table 3 .
Because χ critical > χ 2 df (0.05), we conclude that statistically there appears to be no difference between the frequencies. Hence, no algorithm in the next fit class is statistically superior to another in terms of the frequency with which it achieved the best results, at a 5% level of significance.
Because the three algorithms in the next fit class can never perform better than their counterparts in the first fit and best fit classes, these algorithms were excluded from all further comparisons and analyses.
Comparison of algorithms in the first fit class
Similar to the analysis carried out in Section 6.1, a comparison of the relative performances of the FFDH, FFDHIW and FFDHDW algorithms was also based on the mean strip heights obtained by each algorithm. An analysis of variance indicated that there is no significant difference between the mean strip heights obtained by the three algorithms over all 542 benchmark data sets at a 5% significance level. This may be seen from row 2 of Table 2 in which the computed F value (0.00104) is less than F critical (3.00127). Hence, in terms of the overall quality of the solution, there is no statistical difference between the algorithms in the first fit class-all of the algorithms are expected to perform approximately equally effectively.
From row 2 of Table 3 it is evident that the FFDHDW algorithm outperformed the other two algorithms in terms of the frequency with which it obtained the smallest packing height. The reason for this observation is that in the FFDHDW algorithm, wider rectangles are packed first among rectangles of equal height, and since existing levels are always searched for sufficient space, the smaller rectangles may fit into any of the levels. This reduces the necessity of having to create new levels, which in turn results in smaller strip heights.
The chi-squared test was used to determine whether there are any statistically significant differences between the frequencies of obtaining the smallest packing height by any of the first fit class of algorithms. In row 2 of Table 3 , χ 2 2 > χ critical at a 5% level of significance with two degrees of freedom, implying that there are significant differences between the frequencies. In terms of this outcome, the FFDHDW algorithm takes first preference, because it achieves the highest frequency. The chi-squared test was carried out separately using a Yates correction [30] (because there was now only one degree of freedom) to ascertain whether the frequencies obtained by the FFDH and FFDHIW algorithms were statistically distinguishable. The results of this test indicate that they are indeed distinguishable with (χ The number of data sets for which each algorithm was able to find the smallest packing height is shown against the ratio of the standard deviations of the aspect ratio of the data set (stdev AR) with respect to the mean aspect ratio (mean AR) in Fig. 5 . For a fixed ratio of stdev AR/mean AR = 2.5, for example, as indicated in the figure by the horizontal dashed line, the number of data sets with ratio less than or equal to 2.5 for which the FFDHIW, FFDH and FFDHDW algorithms were able to obtain the smallest strip height are given by 373, 429 and 471 respectively (indicated by the vertical dashed lines). For data sets with little variation in the rectangle aspect ratios, the algorithms in the first fit class seem indistinguishable in terms of the frequency with which they are able to obtain the smallest strip height, as may be seen in Fig. 5 . However, as the variation in the rectangle aspect ratios increases, the algorithms become distinguishable in terms of the above mentioned frequency, as may be seen in the figure.
An investigation into the aspect ratios (AR) of the data sets was carried out to determine for what ratio of stdev AR/mean AR in each data set, each algorithm was able to obtain the smallest height. This was done by considering the ratios of stdev AR/mean AR for which each algorithm was able to attain the smallest strip height, and performing a chisquared test for a range of values of the ratio stdev AR/mean AR up to a point where χ 2 df ≈ χ critical at a 5% significance level.
Such a ratio becomes a threshold value in the sense that, for any data set with stdev AR/mean AR ratio beyond the threshold, the FFDHDW algorithm is the preferred choice (because for a fixed standard deviation above this threshold, it obtains the smallest height in a larger number of data sets than the other two algorithms, as may be seen in Fig. 5 ), while for ratios below the threshold, any one of the remaining two algorithms may be used. In this class, the threshold value is 0.776.
Comparison of algorithms in the best fit class
The results of the analysis of variance, when comparing the mean strip heights obtained by the algorithms in the best fit class, indicate that there is no difference between the mean strip heights achieved by the algorithms at a 5% level of significance. This may be seen from row 3 of Table 2 where F value (0.00063) < F critical (3.00127). Hence, in terms of solution quality, no algorithm is superior with respect to another.
Based on the results of the chi-squared test (row 3 of Table 3 ), there are significant differences between the frequencies at which the smallest packing height was obtained by the three algorithms, because (χ 2 df = 9.229) > (χ critical = 5.990).
As shown in Fig. 4 , the BFDHDW algorithm obtained the smallest strip height more often than the other two algorithms in this class. The chi-squared test with a Yates correction was carried out separately to determine whether the frequencies obtained by the BFDH and BFDHIW algorithms were statistically further distinguishable, and the results indicate that they In Fig. 7 , for a fixed ratio of stdev AR/mean AR = 2.5, for example, indicated by the horizontal dashed line, the number of data sets with ratios less than or equal to 2.5 for which the BFDHIW, BFDH and BFDHDW algorithms were able to obtain the smallest strip height are given by 378, 430 and 468 respectively (indicated by the vertical dashed lines). In the best fit class, a threshold value of 0.79 was obtained. The BFDHDW algorithm is the preferred choice when dealing with a data set whose stdevAR/meanAR ratio is above the threshold value, as may be seen in Fig. 7 .
Comparison of the ten heuristics
The average performance ratios (PR) expressed as percentages for all algorithms are shown in Fig. 6 . This particular analysis was performed on only 537 benchmark instances, because optimal solutions are not known for the remaining five data sets.
The SF, SAS, KP01 and FCNR algorithms are compared to the six algorithms from the best fit and first fit classes in this section. As shown in Fig. 6 , the FCNR algorithm was, on average, within 21% of the optimal solution over all the 537 data sets. It is followed closely by the new SAS algorithm which yields solutions within 28% of the optimal solution. The SF algorithm differs from the other algorithms in that it allows the wide rectangles already packed to be shifted around, but the results in Fig. 6 indicate that this advantage over the other algorithms does not render the algorithm superior with respect to the other procedures-in fact, it exhibited the lowest frequency in obtaining the smallest packing height, as shown in Fig. 8 .
The first section of Table 4 represents the results from the analysis of variance, indicating that there is no difference between the mean strip heights obtained by the ten algorithms at a 5% level of significance. The second section contains the 
Table 5
Summary of mean packing heights obtained by offline algorithms over the 542 data sets described in Section 6.4. An analysis of the set of 10 algorithms with respect to the aspect ratios of the data sets is shown in Fig. 9 (i) and (ii)-the latter figure is an enlargement of the section indicated by a rectangular frame A in the former figure. A threshold value of 0.564 was obtained for this set of algorithms in the sense that the FCNR algorithm outperforms the other nine algorithms for stdev AR/mean AR ratios above this value. However, for some applications, the FCNR algorithm might not be suitable (e.g. where packing on the ceiling might not be feasible). Hence an analysis of the remaining nine algorithms with respect to aspect ratios was carried out. The results of the analyses are shown in Fig. 10 . For this set of algorithms, a threshold value of 0.592 was obtained, indicating that the newly proposed SAS algorithm is the preferred choice for data sets whose stdev AR/mean AR ratio exceeds the threshold value. 
Final remarks
In this paper, we implemented a number of level heuristics from the literature and proposed possible improvements to some of these algorithms. We also developed a new heuristic (called the SAS algorithm). A total of ten out of thirteen algorithms were compared in terms of their solution qualities and their ability to obtain the smallest strip height (since three of the algorithms are always outperformed and were not included in the general comparison). The results of the analyses of variance indicate that, statistically, there is no difference between the mean strip heights obtained by the algorithms at a 5% level of significance (i.e. in terms of the solutions qualities that they produce). However, there is a considerable difference in the number of times the various algorithms obtained the smallest strip height at a 5% level of significance when applying the algorithms to the benchmark data. Although the differences in mean strip heights are not statistically significant, a small improvement in the total packing height may lead to significant cost savings in industrial applications when applying one algorithm instead of another, thereby prompting an interest in the relative frequencies at which algorithms achieve smallest packing heights.
Although the algorithms were not explicitly compared in terms of time efficiencies, it is interesting to mention that all the algorithms were able to produce a solution in less than one second, with the exception of the KP01 algorithm which took more than 3 hours 6 for large data sets (with 500 rectangles) on a 2.00 GHz processor with 224 MB of RAM.
