Introduction
Let µ be a vector of discrete measures, with components µ 1 is finite for all θ, because each component of µ has compact support, and so its nth iterate, m (n) , is well defined and given by m (n) (θ) = m(m (n−1) (θ)).
The objective is to seek information on the growth rate of the sequence {m (n) (θ) : n} when m (n) (θ) goes to infinity with n. Crudely, the main result gives conditions for m (n) (θ) to grow like ρ n for a suitable constant ρ. The statement of the main results and an outline of the structure of the paper are contained in the next section.
In the univariate case, exp(m(θ)) = b µ(b)e θb and ρ is just the highest power of e θ that occurs. Then, the limit result is easy to obtain, as can be seen in Section 5.
In the multivariate case there is no direct analogue of the highest power, resulting in a real increase in the difficulty of establishing limiting behaviour. The estimation of iterates of generating functions has been a central topic in the study of branching processes, where the components of µ are probability measures on vectors with non-negative integer components, that is, on Z p + . The relationship between branching processes and fractals, in particular, diffusions on fractals, has kindled interest in tail estimates for the limit of the branching process, which, in their turn, are intimately related to the kind of generating function results derived here. Describing these connections properly would require an extensive discussion: the papers by Barlow and Perkins [4] , Kumagai [13] , Biggins and Bingham [5] , Athreya and Vidyashankar [3] and Jones [9, 10] give a flavour of the issues.
There is some overlap in ideas used here with those in the two papers by Jones [9, 10] , which are on similar problems. Reference is made there to unpublished work of mine, which has matured into this published version. In particular, under certain restrictions, Jones [10] shows the existence of the Harris function (defined later, in Theorem 3.1) associated with a multitype Galton-Watson process with a bounded family size. This function is the natural analogue of a function identified for the one-type process in the pioneering work of Harris [7] , which explains the name. The results here allow the existence of the multitype Harris function to be demonstrated under natural conditions, without the restrictions Jones imposes. This application is discussed more fully in Section 3.
The paper by Miller and O'Sullivan [15] , discussing enumeration issues associated with 'context free languages', provided the original motivation for this study. They assume, in their Definition 9, when translated into generating functions and with 0 interpreted as the zero vector, that m i (0) has a limit as n goes to infinity, and then they give a variational identification of that limit. They conjecture that, in their context, the limit always exists. In fact, because of periodicity effects, this is not always so. Their real interest was in establishing and identifying the geometric growth rate of m 
Statement of main results
As usual, inequalities should be interpreted componentwise where necessary. The inequality sign will be used when strict inequality holds in all components. Upper case letters will be used for matrices and, usually, lower case ones for vectors and scalars; the exception is that the ith row of the matrix B is denoted by B i and the jth component of this row is B i,j . The supremum norm will be used for vectors and matrices, so v = max |v i | and A = max |A ij |.
In considering the iterates of m it is natural to impose a condition that ensures that no smaller-dimensional generating function could be studied. Recall that, when M is a square matrix of non-negative entries, M is primitive (or positively regular) if there is an n such that every entry in M n is positive, M is irreducible if for every (i, j) there is an n such that (M n ) i,j is strictly positive, and an irreducible matrix M has a period d such that M d is block diagonal with each block being primitive -see Seneta [17, 18, §1.1 and §1.3] . Let I(µ) be the incidence matrix of b T µ(db); thus, I(µ) has a one in the (i, j)th place when µ i (b) > 0 for some b with b j > 0 and a zero otherwise. The measures µ and the corresponding function m will be called irreducible when the matrix I(µ) is irreducible. It will be assumed throughout that m is irreducible.
Proposition 2.1. For each n, the function m
(n) is increasing and convex in θ. Let 
as n → ∞, on T, where, for each r, l (r) (θ) is finite, strictly positive, convex and increasing in θ, and l (r) (θ) = l (r+d) (θ). Furthermore, the univariate case (p = 1) is always aperiodic (d = 1) with, necessarily, a single limit, l (0) (θ).
It is more complicated to give general conditions for aperiodicity in the multivariate case -Corollary 2.6 below gives one result. Turning to the immediate consequences of Theorem 2.2, the convexity of m (n) and l (r) , together with Theorems 10.1 and 10.8 in Rockafellar [16] , imply the next corollary. Functional equations for the limits follow immediately and are recorded in the next result. There is an extensive literature, to which this is therefore a contribution, on functional iteration and functional equations for the associated limitssee, for example, Kuczma et al. [12] .
Corollary 2.4. The limits satisfy:
In the univariate case, ρ is the highest power of e θ . In the multivariate case, as might be guessed from the definition (2.1), there may be several matrices that might take the role of the highest power, which is a significant complication. Furthermore, in natural examples, these matrices need not be irreducible, even when I(µ) is primitive. Restricting µ further by forcing these 'highest power' matrices to be primitive would limit greatly the scope of the results, though they would then have easier proofs. For a vector s 0, let log s be the vector with ith entry log s i . When all the atoms of µ i have components that are non-negative integers, and so lie in
p , the more usual definition of the generating function is
this iterates consistently with m, so that its nth iterate, f (n) , is given by f (n) (s) = exp(m (n) (log s)). Results on the growth of m (n) translate to results on the growth of f (n) ; m (n) seems to be the more natural object to study in this problem. Note that, in general, m (n) is not a generating function, that is to say, exp(m (n) i (−θ)) need not be a Laplace transform, but it is when each µ i is concentrated on Z p + . Thus, once the period has been identified as d, concentrating on the integer-valued case would allow direct consideration of the sequence {m (nd) (θ) : n = 1, 2, . . . }, since its first member has the right form, simplifying a few of the arguments.
It is natural to wonder to what extent the results carry over to other vectors of transforms, or to even more general functions, but the methods used here rely heavily on the form assumed for µ.
For B ∈ B let the vector q(B) have ith component log(
Then the components of g must be non-negative because, substituting for m i and q i in (2.2) and rearranging,
Suppose, for a moment, that there is a matrix A ∈ B such that, for all B ∈ B with B = A, A − B 0. Then A will be the unique member of B with eigenvalue ρ, A is automatically primitive, and g(A; θ) → 0 and m(θ) ≈ Aθ as min θ i → ∞. The matrix A is a proper analogue of the highest power in the one-dimensional case. Combining m(θ) ≈ Aθ with Theorem 2.2 suggests that
Something similar, but more complicated, holds in general and is described in the next two theorems. When A is primitive, ρ −n A n x → Lx where L is the idempotent matrix projecting onto the (unique) direction of the eigenvector of A corresponding to ρ -Seneta [17, 18, 
The corollary to the next theorem confirms this speculation.
When I and E are subsets of P, let v I be the restriction of the vector v to I and let A I,E be the sub-matrix of A with rows indexed by I and columns by E. 
Furthermore

Rl
(r) (ii)
where C is a square matrix, indexed by I × I, which is block diagonal, with each block an irreducible matrix with eigenvalue ρ, and with the lowest common multiple of the period of these blocks being d.
is an eigenvector of the matrix product
It is worth stressing that the d identified in Theorem 2.7 may not be the minimal period for which Theorem 2.2 holds, but it must be divisible by the minimal period.
A natural use of the limit information in Theorem 2.2 is through an application of Gärtner-Ellis large deviation theory, as is done in the one-dimensional (or onetype) case by Biggins and Bingham [5] . For the use of that theory to go smoothly, the limit needs to be differentiable, which motivates the next two results. A little more is established in the course of the proof. I believe differentiability holds more widely than the conditions here might suggest. The next two sections discuss the main examples. Then, the comparatively straightforward one-dimensional case, for which much stronger results can be obtained without much difficulty, is discussed. Motivated by this, an upper bound on the growth rate of multivariate iterates is established in Section 6, which brings out the need to study products of non-negative matrices drawn from the set B; relevant results are supplied by Kennedy [11] . After an excursion into matrix theory, establishing an upper bound on certain matrix products and describing some aspects of the structure of matrices with eigenvalue ρ, the main proof resumes in Section 8, where convergence is established for certain indices -essentially, for I in Theorem 2.5. Convergence for a suitable set of indices arising in this way induces convergence for the remaining indices and completes the proof of Theorem 2.2. Then, in Section 10, various properties of the limit are obtained, giving Theorems 2.7 and 2.8 and Corollary 2.9.
The multitype branching process
This section considers the multitype Galton-Watson process. Well-known facts about this process, providing enough background for the next three paragraphs, can be found in Athreya and Ney [2, Chapter V] .
Suppose f is the probability generating function, of finite degree, of an irreducible multitype branching process. This means there is an upper bound on the family size, all positive moments of f are finite and the mean matrix M is irreducible. Let m(θ) = log f (e θ ). The irreducibility of the branching process corresponds to the irreducibility of m as defined at the start of the previous section.
It is worth starting with a couple of simple examples. The first illustrates periodicity. Consider a two-type process with
The idea is that the highest powers in each component determine the growth rate of m (n) , but these involve switching back and forth between types, and hence a periodic behaviour, even though the mean matrix is primitive. Here
It is easy to see that ρ = 5 and that there is just one member of B with this eigenvalue. Therefore Corollary 2.9 applies, so the limiting functions are differentiable in θ. It is not too hard to program an iterative scheme, based on equation (8.1) below, to estimate ρ −n m (n) (θ) for large n. Doing this confirms numerically that, in examples with θ 0 and θ 1 = θ 2 , convergence is periodic, with period two. For contrast, the generating function
, which again has ρ = 5, has three matrices in B with this eigenvalue: Letρ be the maximum eigenvalue of the mean matrix M and letr be the associated right eigenvector. Assume that the process is supercritical, that is, that ρ > 1 -the two examples just described are supercritical. Jensen's inequality gives m(θ) ≥ Mθ, which implies that m (n) (θ) → ∞ when θ 0; hence, {θ : θ 0} ⊂ T. Now, let Z n be the vector of numbers of the various types at generation n, which has probability generating function f (n) . There is a non-negative random variable W , which is not identically zero, such thatρ −n Z T nr → W, almost surely. Let E i be the expectation when the initial ancestor has type i ∈ P and let the (cumulant) generating function φ i be defined by
These satisfy the Poincaré functional equation: 
For this section only, let γ = log ρ/ logρ, so thatρ γ = ρ. 
-the Harris function -which is multiplicatively periodic with periodρ
Proof. Theorem 2.2, with r = 0, and the Poincaré equation together give
Then H is strictly positive and continuous because l (0) is. Also,
where the first equality uses the definitions of H and γ, the second uses the Poincaré functional equation and the third uses Corollary 2.4(i). This shows that H is multiplicatively periodic. Since
is increasing in ψ and so, using
. Thus H is bounded. Using Theorem 2.2, with r = 0, and Corollary 2.3,
, which gives (3.1). The components of φ(ψ) are generating functions and hence continuously differentiable on ψ > 0. Hence H is continuously differentiable at ψ > 0 when l (0) is at φ(ψ).
In the one-type case, stronger results than (3.1) go back to Harris [7] : he showed
, which can be combined with the Poincaré equation to confirm that
. Thus, as might be anticipated, no extra information about H is obtained by applying Theorem 2.2 with r different from 0.
Jones [10] (who usedĤ for H) obtained (3.1) under significantly stronger conditions. He assumes that the mean matrix of the branching process is primitive, rather than irreducible, but that is a well-understood and unimportant restriction. He also assumes that there is a unique B ∈ B with eigenvalue ρ, that this B has a right eigenvector that is strictly positive in all components and that ρ −n B n converges as n → ∞. All this holds in the first example above except that ρ −n B n does not converge. Uniqueness fails in the second example. Theorem 3.1 applies to both examples to give (3.1); Corollary 2.9 implies that H is also differentiable in the first one. Biggins and Bingham [5] use the one-type Harris function in describing right-tail behaviour associated with the branching process and Jones [10] , in his Theorem 9, gives a similar result for the multitype case. Differentiability of H is important in the application of large deviation theory to obtain these results.
Application to enumeration
As noted already, the original motivation for this study was the paper by Miller and O'Sullivan [15] . Interest here centres on the results in Sections 5 and 6 of that paper, which the authors describe as studying 'the combinatorics of the set of all trees that can be generated from context-free substitution rules'. A general introduction to context-free languages can be found in Hopcroft et al. [8, Chapter 5] . This framework has a rich vocabulary of its own, which will only be reproduced in enough detail to place it in the context of the present discussion.
The basic objects are 'variables', labelled by the finite set P. A variable can be re-expressed, in terms of the same set of variables, according to a finite number of rewrite (or substitution, or production) rules. There may be several possible permitted substitutions for a variable. A single rewrite rule, associated with a particular variable, is a finite string from P. Such a rule can be summarised by a vector b, indexed by P and recording how many times each of the variables occurs in the substituting string; note that b has integer components. It is possible, and allowed, that different rewrite rules produce the same b.
The generating function of the set of rules can now be defined by letting µ i (b) be the number of times there are rules replacing the variable labelled i by a string summarised by b. Then, with 0 interpreted as the zero vector, exp(m i (0)) gives the number of rewrite rules when the initiating variable is i.
The rewrite rules are used recursively, generating a tree of possibilities. Miller and O'Sullivan [15] call the rules strongly connected if there is an n such that, starting from any variable, and making the substitutions repeatedly, every variable occurs in the tree at level n. This corresponds to the matrix I(µ) being primitive (positive regular) and, a fortiori, irreducible, and hence to m being irreducible.
The growth of the number of expressions generated by making all possible substitutions n times (or derivations of n levels) is one of the quantities studied by Miller and O'Sullivan [15] . It is easy to confirm, by induction, that m (n) (0) is the vector of the logarithm of these numbers for the various initial variables. Therefore, in the notation established here, Miller and O'Sullivan assume, in Definition 9, that m
i (0) has a limit as n goes to infinity. When the limit does exist, they characterise it in their Theorem 7 in the following way. It is the largest eigenvalue possible for the mean matrix of a multivariate probability generating function obtained by replacing the measures µ i by probability distributions with the same supports. The probability generating functions define a multitype Galton-Watson process and so the limit is the fastest growth rate possible for such a process with these supports. Theorem 2.2 shows that m
i (0) does indeed have a limit, as Miller and O'Sullivan assume, in the aperiodic case (i.e. when d is one) and then the limit is ρ, which is described, more transparently than in Miller and O'Sullivan, by (2.1). Clearly, the limit does not exist in the periodic case (d > 1). However, when d > 1, it is natural to replace the original rewrite rules by all those obtained by making d successive substitutions all at one go, moving straight to generation d. Then Theorem 2.2 again shows that the desired limit exists. In fact, the real interest is in the growth of m (n) (0) -the concern with the ratio of successive values is actually secondary. Theorem 2.2 supplies directly significantly more refined information on the growth than is given in Miller and O'Sullivan [15] .
There is one further important ingredient that must be added. What have been called variables, labelled by P, are more properly called non-terminal variables. Rewrite rules also contain terminal symbols, which, by definition, have no genuine rewrite rules associated with them. It is convenient to associate with each terminal the trivial rewrite rule of replacing a symbol with itself. Now the rewrite rules are summarised by a generating function m ((θ, ϑ) T ), where θ and ϑ code for the nonterminal variables and terminal symbols respectively. Thus, the m already defined ignores the terminal symbols. Because terminal symbols produce only terminal symbols and so m is not irreducible, it seems the theory developed needs to be extended, but in fact this is not necessary.
Let m(θ) = m P ((θ, 0) T ) and note that, because terminals' rewrite rules are trivial,
Then, by induction, m
The function exp( m(θ)) differs from exp(m(θ)) only by the addition of constants to the components. Thus m is irreducible, because m is, and the 'highest power' matrices are unchanged. Consequently, both generating functions have the same ρ, which encompasses the Corollary to Theorem 7 in Miller and O'Sullivan [15] . Now, 
factor −→ (expression) factor −→ letter. Note that the first two rules differ only in the terminal symbols they include, as do the fourth and fifth, and so will produce the same b when computing m. The final rule is the only one that produces a terminal symbol but no non-terminal variables. Labelling the three non-terminals with integers in the order they appear in (4.1), these rules translate into the generating function for non-terminals:
Thus the matrices in B have a first row that is either (1, 1, 0) or (0, 1, 0) , a second row that is either (0, 1, 1) or (0, 0, 1), and a third row that is (1, 0, 0 Since the matrix is primitive, Corollary 2.6 applies. Thus the period is one and the limit, l (0) (θ), has the form k(θ)a where k(θ) is a scalar function. Furthermore, Corollary 2.9 implies that k is differentiable on the interior of T, which certainly contains {θ : θ ≥ 0}. It is possible to compute, or, more precisely, estimate, l (0) , and hence k, numerically using an iterative scheme for ρ −n m (n) (θ), based on equation (8.1) 
Letk (θ) be the k, from Corollary 2.6, associated with this generating function.
Starting from a single initial non-terminal variable i, the number of expressions after n substitutions is exp( m (n) i (0)) and, using Theorem 2.2,
Starting from a single initial non-terminal variable i, the number of expressions with only terminals after n substitutions is exp( m 
Since there are more possibilities when expressions include also non-terminal variables, it follows that ρ −3k (t * ) ≤k (0). The iterative calculation already used to obtain k(0) can be used to obtain the following values, given to three decimal places -they confirm that ρ −3k (t * ) ≤ k (0). 
The one-dimensional case
The case where p = 1 is examined first. The results themselves have little novelty, but the proofs indicate the line that will be taken when p > 1. As has been already mentioned, here ρ = max{b : µ(b) > 0}, which is the highest power of e θ that occurs in e m(θ) . Let q = log µ(ρ), so that the coefficient of e ρθ in e m(θ) is e q . Now let the function g be defined by
which is the one-dimensional version of (2.2).
This limit is strictly positive, finite, continuous and convex on T and satisfies the functional equation ρl(θ) = l(m(θ)). Furthermore,
Proof. Note first that m(−θ), as the logarithm of the Laplace transform of a measure on [0, ∞), is a decreasing convex function of θ. It is easily checked that because m is convex and increasing m (n) is too. Therefore, for some s, T is either (s, ∞) or [s, ∞).
With the convention that m (0) (θ) = θ, (5.1) gives, for any positive integer n,
Iterating gives, for n ≥ ν ≥ 0,
Also, rearranging (5.1) and substituting for m,
and so g(θ) is finite, non-negative and tends to zero as θ → ∞. Since g is nonnegative and (by standing assumption) ρ > 1, (5.2) gives
Taking ν = 0 in (5.3) gives the required representation of l. For θ ∈ T, the sequence {m (n) (θ) : n ∈ Z + } is bounded below, and so {g(m (n) (θ)) : n ∈ Z + } is bounded above, which forces l to be finite. Furthermore, there is some ν such that m (ν) (θ) + q(ρ − 1) −1 is strictly positive, and so l(θ) is too.
is increasing in θ and g(θ) tends to zero as θ → ∞,
uniformly in θ ≥ a and then the continuous, convex functions ρ −n m (n) (θ) converge uniformly to l(θ). Hence, l is continuous and convex on T. Letting n go to infinity in ρρ −n m (n) (θ) = ρ −(n−1) m (n−1) (m(θ)) gives the functional equation.
Now, observe that
, uniformly in θ ≥ a, using (5.4).
Theorem 5.2. The limit l is differentiable on the interior of T.
Proof. The limit is differentiable if the term-by-term derivative of the limit is uniformly convergent, Apostol [1, Theorem 13.14], that is, if
is uniformly convergent. Let C be a compact subset of the interior of T. The functions {m (n) (θ)/ρ n } are convex and converge to a finite limit, l, on the interior of T; hence, they must converge uniformly to l on C and the modulus of their derivatives must be bounded on C. Thus, for a suitable N , for all n ≥ N there is a finite K 1 and positive
In addition, using the definition of g,
Since µ is discrete, inf{(ρ − b) : b < ρ, µ(b) > 0} > 0 and so, for a suitable finite κ 1 and positive
Combining all this, for n ≥ N and θ ∈ C,
which, rather comfortably, gives the desired uniform convergence.
It is possible to go further, considering the convergence of m (n) in a complex neighbourhood of θ, but that would be a distraction from the main development here and will be considered elsewhere. The results in this section do not rely that heavily on the way m is defined. The important feature is that there is a ρ > 1 such that the function g defined by (5.1) has the right properties. For example, in Theorem 5.1, µ could be any measure on [0, ρ] (or even (−∞, ρ] if T is restricted to the θ where m is increasing) with weight e q > 0 at ρ > 1, and then Theorem 5.2 will also hold if there is a κ > 1 such that, for all large θ,
A bounding lemma
Recall that B is the set of matrices defined by
that when B ∈ B, its ith row is the position of an atom of µ i for each i.
A set of matrices will be said to be closed under row substitution if when A and B are in the set all other matrices obtained by substituting rows in B for the corresponding ones in A are also in the set. The inclusion criterion for a row in the construction of a member of B is independent of the other rows; hence B is closed under row substitution. Note too that B is finite because µ has only finitely many atoms.
Suppose S is a set of non-negative matrices. Kennedy [11] defines S to be irreducible if for any i and j there is some product of matrices from S that has a strictly positive (i, j)th entry, and he defines S to have the optimal choice property when for every non-negative vector x there is a B ∈ S such that Bx = sup{Ax : A ∈ S}. Related material can be found in Seneta [17, §3.1] (but not in Seneta [18] ) and in Grey [6] . It is easy to check that the set B being irreducible in Kennedy's sense is equivalent to the matrix I(µ), introduced at the start of Section 2, being irreducible. The finiteness of B and its row-substitution property ensure that it has the strong optimal choice property, that for every vector x, not just non-negative ones, there is a B ∈ B such that Bx = sup{Ax : A ∈ B}. The theory developed in Kennedy [11] on the products of matrices drawn from a set with the optimal choice property will be useful here. The reason for this soon emerges once a proof along the lines of that given for Theorem 5.1, where p = 1, is attempted.
Recall that, by (2.2), m(θ) = Bθ + q(B) + g(B; θ) and that g has non-negative components. However, in a significant contrast to the one-dimensional case, there may be no fixed B such that g(B; θ) is bounded on {θ : θ ≥ c}. For the initial estimates, this will necessitate allowing the B used in the expansion (2.2) to depend on θ.
The strong optimal choice property means that, for every θ there is a B(θ) ∈ B such that
B(θ)θ = sup{Bθ : B ∈ B}.
Obviously the idea is that, when the argument of m is a θ with strictly positive components, B(θ) supplies the analogue of the highest power in one dimension. Note that only the direction of θ matters, not its magnitude. (It is perhaps also worth noting that for θ with all components negative B(θ) is the analogue of the lowest power.)
In the next lemma, and elsewhere, the matrix
). The matrices in the lemma are drawn from B. Once a suitable bound on the growth of a matrix product from B has been obtained, a maximum growth rate for m (n) (θ) will follow from this result.
(ii) The sequences {q(B (k) )} and {g Proof. Take B to be B (n) in (2.2) to give
Induction now gives the required representation. The bounds for q(B) are immediate and the non-negativity of g has already been noted. The definition of B(θ) implies that b T θ ≤ B(θ) i θ whenever µ i (b) > 0 and so
Matrix properties
Lemma 6.1 focuses attention on the growth of the product of matrices drawn from an irreducible collection with the row substitution property or with the, weaker, optimal choice property. However, before turning to the results needed about collections of matrices, a few simple results about a single non-negative matrix are recorded.
The discussion must consider irreducible sub-matrices, which requires some care over terminology. For a non-negative square matrix B, say 'index i leads to index j in B' if some positive integer power of B has a strictly positive (i, j)th entry; also, by convention, i leads to itself. The self-communicating classes defined by a matrix B are collections of indices in which every one leads to every other. A matrix B is irreducible if its indices form a single self-communicating class in B. If I is a self-communicating class in B, then B I,I is irreducible. Furthermore, if B I,I is irreducible, then I must be a subset of the indices of a self-communicating class in B.
Lemma 7.1. The largest eigenvalue of a non-negative matrix is the maximum of the largest eigenvalues of the sub-matrices indexed by its self-communicating classes.
Proof. Observe that when
the eigenvalues of B are exactly those of B(1) and B (4) . Applying this and the canonical form of a non-negative matrix, described in Seneta [17, 18, §1.2] , gives the result.
Lemma 7.2. Let C be block diagonal, with each block an irreducible matrix with eigenvalue η and let d (= d(C)) be the lowest common multiple of the periods of the blocks in C.
There is a block diagonal idempotent matrixL (=L(C)) such that
Furthermore, there is a ζ < η such that
Proof. Consider first an irreducible matrix R with period d . The matrix R d consists of d square matrices on its diagonal, each of which is primitive (i.e. has some power with all entries positive), and zeros elsewhere; see the proof of Theorem 1.4 in Seneta [17, 18] . Theorem 1.2 in Seneta [17, 18] now gives the convergence, geometrically quickly, of each diagonal block in η −nd R nd , as n → ∞ to a strictly-positive (rank one) idempotent matrix. Applying this to each diagonal block in C gives all the claimed results.
A non-negative matrix B with maximal eigenvalue η > 0 will be said to be structured simply when, for suitable sets of indices I and E, B has the form
where C is block diagonal, with each block an irreducible matrix with eigenvalue η, and D has maximum eigenvalue strictly less than η.
Lemma 7.3. Suppose B is structured simply. Let d andL be associated with
Proof. Using the form of B, Let S be a finite set of non-negative matrices that is irreducible and has the optimal choice property. The next theorem, which is extracted from Section 3 of Kennedy [11] , is the starting point for the study of such collections of matrices. Kennedy defines the constant 1/γ as the radius of convergence of certain power series, but that will not matter here. It is worth pointing out straightaway that the vector w and the matrix A in this result need not be unique. Theorem 7.4 immediately yields a simple bound on matrix products, given next, which will be critical for bounding the growth of m (n) . The important point about this bound is that it does not depend on the actual terms in the product but only on their number. Corollary 7.6. Suppose {B (i) } are in S. Let E be the matrix with every entry equal to one. There is a finite scalar κ such that
Theorem 7.4. Suppose S is a finite collection of non-negative matrices that is irreducible and has the optimal choice property. There is a vector
Proof. By Theorem 7.4 and Corollary 7.5,
. Now let κ be the ratio of the maximum and minimum components of w, which is finite because w is strictly positive.
In the main proof, products drawn from collections of non-negative matrices that are not irreducible will also need to be considered. Sufficient information follows easily from the irreducible case and is recorded next.
Corollary 7.7. Let S be any finite set of non-negative matrices with the optimal choice property and maximum eigenvalueγ and let > 0.
(i) There is a vector w( ) 0 such that
(ii) The maximum eigenvalue of the product of n members of S is no more thañ γ n .
Proof. For δ > 0, let S δ be the set of matrices obtained by adding δE to every matrix in S. This collection is irreducible and has the optimal choice property. The maximal eigenvalue of S δ goes down toγ as δ ↓ 0 and for any non-negative vector x, Bx ≤ (B + δE)x. Thus, applying Theorem 7.4 to S δ for a suitably small δ gives (i). Now let B * be the product of n matrices from S. Using (i), for small enough δ,
Therefore, by Theorem 1.6 in Seneta [17, 18] , B * + δE has maximum eigenvalue at most (γ + ) n + . Since 0 ≤ B * ≤ B * + δE the same is true of B * .
The row-substitution property imposes constraints on the form that matrices in S with eigenvalue γ can take. The next result, which considers this, is critical for the main results developed here.
Proposition 7.8. Suppose S is a finite collection of non-negative matrices that is irreducible, closed under row substitution, and has maximum eigenvalue γ.
(i) Every B ∈ S with eigenvalue γ is structured simply (as defined around (7.3)).
(ii) There is an A ∈ S that is structured simply with eigenvalue γ and with E having the property that B E,E has a maximum eigenvalue strictly less than γ for every B ∈ S (not just for A).
Proof. By Lemma 7.1, when B has eigenvalue γ it has the form
with R irreducible and with eigenvalue γ. Suppose, for a contradiction, that for some i ∈ I and j ∈ E the entry B i,j is positive. Since S is irreducible, there is a sequence of distinct indices j(1), j (2) (2), . . . , j(k − 1)), which must therefore have eigenvalue strictly greater than γ. This contradicts the definition of γ, and so B I ,E must contain only zeros. The same argument applies to any irreducible sub-matrix of B E ,E with eigenvalue γ. Collecting all these gives C in (7.3), and proves (i). Now suppose A is structured simply with eigenvalue γ but does not satisfy (ii), so that there are indices I 1 ⊂ E and some matrix B ∈ S such that B I 1 ,I 1 is irreducible with (maximum) eigenvalue γ. Construct A ∈ S by substituting the rows of B indexed by I 1 for those in A . Then A also has the structure (7.3), but with an additional block in C and hence a smaller set E. Repeating all this a finite number of times will lead to a suitable A.
Clearly, A in part (ii) is, typically, not unique since the row-substitution property can be used to replace A E,P . It is not hard to go further and construct an S in which E in (ii) is also not unique.
Convergence for some indices
The first lemma, from which Proposition 2.1 follows directly, records some simple properties of m (n) .
Lemma 8.1. For each n, the function m (n) is increasing and convex in θ. Let
Proof. It is easy to confirm that the iterates m (n) are increasing and convex in θ if m is; now note that, for each i, m i (−θ) is the logarithm of the Laplace transform of a measure on [0, ∞) p and so is a decreasing convex function.
which implies that T j ⊂ T i . Hence T = T i for every i, since, by assumption, µ is irreducible. The final assertion follows immediately.
The set of non-negative matrices B is finite and closed under row substitution, and so the results in Section 7 apply with γ = γ(B) = ρ. The first result on the growth of m (n) is a simple, but important, bound.
Lemma 8.2. For any bounded set B,
In particular, once its existence is established, the limit in Theorem 2.2 must be bounded above.
Proof. Dividing the representation for m (n) given in Lemma 6.1(i) through by ρ n and using Corollary 7.6 gives, for some finite scalar κ,
By assumption, ρ > 1. By Lemma 6.1(ii), g (k) and q(B (k) ) are uniformly bounded in k (and the suppressed argument θ). Finally, m (0) (θ) = θ and so is bounded on B.
A fixed B will be used in the rest of the section and so the argument B will be dropped from q(B) and g(B; θ) to ease the notation. With this convention,
and so, iterating this, taking ν from Lemma 8.1,
Clearly, (5.2) is the one-dimensional version of (8.2). In (5.2), understanding the tail sum was the key to studying what happened as n → ∞. Here, in addition, the behaviour of {ρ −n B n } has to be taken into account. Since B is a finite set of non-negative matrices and closed under row substitution, Proposition 7.8 helps with this. 
Proof. By Lemma 8.2, the left-hand side of (8.2) is bounded above, and so the right-hand side is also. Letṽ 0 be a left eigenvector of C for the eigenvalue ρ and let v i =ṽ i for i ∈ I and v i = 0 for all other i. Then v is a left eigenvector of B. Taking the inner product of (8.2) with v and then letting n → ∞ shows that
ρ l must be finite. Sinceṽ 0, the result follows.
For any vector v, recall that v I is its restriction to the index set I. 
where
and Cl (r)
Proof. Take kd larger than the ν identified in Lemma 8.1. Restricting (8.2) to I gives
Hence, using dominated convergence, justified by Lemma 8.3, and the limiting behaviour of ρ −n C n , described in Lemma 7.2,
as n → ∞. Since g I is non-negative, taking k large enough that
shows that the limit must be strictly positive. By Lemma 8.1, the components of m (n) are convex and increasing in θ; thus, the limit is too. Now, take k = 0 to give l (r) I (θ) and the formula for l I (θ). Finally, Cl (r)
as claimed.
The matrix B used in Proposition 8.4 need not be unique. When it is not, another choice can produce a different set of indices I on which convergence occurs. For the main proof, this route to convergence of other indices is irrelevant.
Convergence for the remaining indices
Starting from any matrix B ∈ B with eigenvalue ρ, which is necessarily structured simply, Proposition 8.4 establishes the required limiting behaviour for indices in I. To consider the remaining indices, instead of starting from any such B, the argument starts with a matrix A identified using Proposition 7.8(ii). For this section, one such A is used, and I and E are derived from it. The basic idea is to show that the limiting behaviour in E is induced by the already known behaviour for the indices in I.
Write any B ∈ B in the form
The choice of A, through Proposition 7.8(ii), means that the maximum eigenvalue of the collection {D : D ∈ G E,E } is δ with δ < 1.
For vectors a and b, indexed by I and E respectively, and for i ∈ E, let
Since B is closed under row substitution, so is G E,P . Hence, the rows of (F, D) giving the maxima here can be chosen independently, and so it makes sense to write the definition of h in vector form:
Furthermore, the maximum is attained by some (F, D) ∈ G E,P and h is (convex and) continuous in (a, b).
The next lemma indicates why h is important in describing the growth of m These bounds suggest strongly that when α (n) tends to a the sequence β (n) should tend to a solution, b, of b = h(a, b). They also suggest that a proof might work by showing that: (i) if the sequence v (n) is given by v (n+1) = h(α (n) , v (n) ), then the difference between v (n) and β (n) goes to zero as n goes to infinity; (ii) for a given a, the solution of b = h(a, b) is unique; (iii) the sequence v (n) converges to b. This is the line that will be followed, but allowing for periodicity in the limiting behaviour of α (n) needs a little care. Before considering this further, a simple lemma shows how differences in the values of h can be related to differences in the argument. 
Then, whatever the value of v,
Proof. Take δ < 1 but large enough that δρ > 1 and that the maximum eigenvalue of the collection {D : D ∈ G E,E } is strictly less than δ. Corollary 7.7(i) applies to G E,E , to show there is a w = w(δ) 0, normalised to have w = 1, such that
Now, choose c so large that t E ≤ cw and k 0 so large that
Suppose that −k n δ n w ≤ (β (n) −β (n) ) ≤ k n δ n w; Hence,
