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Abstract
Coded caching has been shown to result in significant throughput gains, but its gains were proved only by
assuming a placement phase with no transmission cost. A free placement phase is, however, an unrealistic assumption
that could stand as an obstacle towards delivering the promise of coded caching. In [1], we relaxed this assumption by
introducing a general caching framework that captures transmission costs for both delivery and placement phases under
general assumptions on varying network architectures, memory constraints, and traffic patterns. Here, we leverage this
general framework and focus on analyzing the effect of the placement communication cost on the overall throughput
and the structure of the optimal caching scheme, under the assumptions of the worst case traffic pattern and unlimited
memory at the end users. Interestingly, we find relevant network configurations where uncoded caching is the optimal
solution.
Index Terms
Coded caching, Unlimited Memory, Network Architecture, Caching Type, Worst Case Caching Scenario.
I. INTRODUCTION
Rising demand from bandwidth-intensive applications, such as virtual reality and video sharing, is imposing a
significant burden on the available wireless infrastructure. This can negatively impact - in a significant manner -
the Quality of Service (QoS) guarantees during peak times. On the other hand, several reports have shown that the
infrastructure is largely underutilized during off-peak hours, as the network is specifically designed to handle the
peak demand [2], [3]. This observation suggested the need for caching schemes that balance the traffic over peak
and off-peak times.
In this work, we focus on leveraging the multi-casting advantage of coded caching in wireless networks to
reduce the cost of data delivery (see e.g., [4]–[6]). In our model, there are two distinct phases of communication
between the source, i.e., Service Provider (SP), and destinations, i.e., end-users. In the placement phase, the SP
sends information to be stored in each end user’s local storage. Note that communication costs are assumed to be
zero in the current literature during the placement phase (i.e., free communication). In the delivery phase, multi-
cast coding is carefully implemented to minimize total delivery costs by exploiting the wireless channel’s broadcast
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2nature. Here we relax the assumption of zero placement cost and adopt several components of the optimization
theoretic framework in [7] and [8] to derive optimal caching schemes in a more realistic setting.
We address this problem by jointly optimizing the placement and delivery strategies under more realistic as-
sumptions on the cost of communication. We study the case when the memory constraint is relaxed, and focus
on the impact of the communication cost during the placement phase on the optimal scheme. Moreover, we allow
the overall cost of communication to be measured through two distinctive factors between the two phases. First,
our model contains a different cost-per-transmission scaling factor for each phase. Second, we allow a different
network architecture in the placement phase while we adopt the shared medium assumption in the delivery phase,
resulting in a generalized model that enables capturing the case of varied networks (e.g., Wi-Fi versus cellular) in
the two phases. We then consider minimizing the cost of transmission in the delivery phase, while ensuring that
the cost of transmission in the placement phase is not exceeded. This approach is used to derive valuable insights
into the design of optimal schemes and to create a more precise interpretation of the relative advantages that can
be leveraged in practical settings from coded multi-cast caching.
We first proposed this general framework in [1]. Here we derive rigorous results on the structure of the optimal
scheme and resulting overall gain under the assumptions of the worst case traffic pattern and unlimited caching
memory at the end users.
II. SYSTEM MODEL
We consider a service provider (SP) who supplies N ∈ N files to K ∈ N users through a shared error-free link,
over two phases namely, the placement phase and the delivery phase, where K ≤ N . Let N , {1, 2, ..., N} and
K , {1, 2, ...,K} denote the sets of file and user indices, respectively. We denote the file (word) with index n ∈ N
by W n, whereas we assume that every user k ∈ K has an unlimited cache size.
Placement cost function: In order to transmit to r ∈ K users during the placement phase, the SP incurs a cost
cr = ρr
α, (1)
where α ∈ [0, 1] is a cost parameter to capture the varying network architecture, and ρ ∈ [0, 1] is a linear cost
multiplier. The special case of a shared medium in the placement phase can be recovered from this model by
setting α = 0, whereas the special case of a Time Division Multiple Access (TDMA) channel used for placement
corresponds to α = 1.
Let Ro (off-peak) and Rp (peak) be the rates of transmission that the SP incurs during the placement and delivery
phases, respectively. In order to minimize the peak time rate, the SP facilitates caching during the placement phase. In
particular, with a slight abuse of notation, we say that the SP will transmit a message Yo to all users, and every user
k will store a part Zk in its memory. Note that, depending on the off-peak network architecture, this transmission
of Yo can be a single broadcast transmission, multiple unicast or multicast transmissions, or a combination thereof.
During the delivery phase, the SP will receive K user requests. Let Dk denote the index of the file requested by
user k during the delivery phase, and let D = (D1, ..., DK) denote the sequence of all user requests. The SP
then broadcasts a multicast message Yp over the shared link, which will be used for reconstructing the requested
message with the aid of the cached content at each user.
3III. PROBLEM FORMULATION
A. Placement Phase
The SP partitions each file W n into |P(K)| non-overlapping subfiles, where P(K) is the powerset of the total
number of users; these subfiles are denoted by W n,S , where S ∈ P(K). Moreover, the subfiles are classified
according to their types t ∈ {0, 1, 2, ...,K}, where t = |S|. Examples of subfiles for file W n, if we have K = 3
would be W n,{1,2} with type t = 2, and W n,{1,2,3} with type t = 3. The type will help us to group and label
subfiles according to their role in the placement process.
After this division, the SP will transmit in the placement phase (off-peak time) a concatenated message Y o of
all subfiles of type t > 0 for all files to all users, that is:
Y o =
(
W n,S : n ∈ N , S ∈ P(K)\∅
)
, (2)
where ∅ is the empty set. Upon receiving this broadcast message, every user k will store subfiles that have its index
in the subfile label, that is:
Zk =
(
W n,S : n ∈ N , S ∈ P(K)\∅, k ∈ S
)
. (3)
Let xn,S denote the ratio between the number of bits in W n,S and the number of bits in W n. More precisely, we
have:
xn,S =
|W n,S |
|W n| ≤ 1. (4)
Also, let the file partitioning vector parameter be
x =
(
xn,S : n ∈ N , S ∈ P(K)
)
. (5)
We will restrict our attention to the special case of the problem with uniform file lengths, |W n| = |W |,∀n ∈ N .
Furthermore, we will be following the simplification in [7] and [8] under the worst case scenario. For file n, we
will have that all subfiles with the same type t have the same size:
xn,S = xt, ∀n ∈ N , S ∈ P(K) : |S| = t. (6)
We note that x should satisfy the following constraints:
K∑
t=0
atxt = 1, (7)
0 ≤ xt, ∀t ∈ {0, 1, ...,K}, (8)
where at =
(
K
t
)
. Here, (7) represents the file partitioning constraint. Therefore, the rate in the placement phase
given all system parameters is as follow:
Ro(x) = N
K∑
t=1
atctxt. (9)
4B. Delivery Phase
Upon receiving the user requests D, the SP distinguishes the needed files and the possible opportunities for
simultaneously serving multiple requests for global gain using a coded broadcast message. For each subset S ∈
P(K)\∅ where |S| = t, note that every t − 1 users with indices in S share a subfile stored in their memory, and
it is needed by the remaining user in S. More precisely, for any k ∈ S, the subfile WDk,S\{k} is missing at the
memory of user k, whereas it is present in the memory of any user in S\{k}. For example, if we have K = 3 and
user k = 1 requests file D1, the subfile WD1,{2,3} is missing at user k = 1, while it is available at users k = 2, 3.
The transmitted coded multicasting message in the delivery phase (peak time) can hence be described as:
Y p =
(
⊕k∈S WDk,S\{k} : S ∈ P(K)\∅
)
, (10)
where ⊕ denotes the bitwise XOR operation. We focus on the worst case scenario, where the SP will receive K
different requests. Therefore, the rate in the delivery phase is given by:
Rp(x) =
K−1∑
t=0
atbtxt, (11)
where bt = K−tt+1 .
C. Optimization Problem
To avoid minimizing one rate (peak time rate) at the cost of the other (off peak time rate), we introduce a
condition on the placement phase rate that guarantees that no other peak (congestion) is created at the placement
time. That is:
Ro(x) ≤ Rp(x). (12)
The SP defines its optimization cost function as minimizing the peak time rate while taking into account not to
exceed the off peak time rate. Then, the SP optimization problem is:
minimize
x
Rp(x) (13)
subject to (7), (8), (12). (14)
IV. MAIN RESULT
Theorem 1. For the worst case scenario, the optimal placement phase will only have at most two types of subfiles,
and the optimal caching decision for type t is given by:
x∗t =

1/at, if ρ = γt, and α ≥ σt,
P1, if ρ > γt, and σt ≤ α < σt−1,
P2, if γt < ρ < γt−1, and α ≥ σt−1,
P3, if γt+1 < ρ < γt, and α ≥ σt,
0, otherwise,
5where γt =
K − t
tα(t+ 1)N
, ∀t ∈ K, and γ0 = 1, σt = log t+1
t
(
t+ 1
t+ 2
)
+ 1, ∀t ∈ K\{K}, σ0 = 1, and σK = 0,
P1 =
K(t+ 1)
at (Nct(t+ 1) + t(K + 1))
, P2 =
(t+ 1)(t−K − 1) + ct−1Nt(t+ 1)
at (Nt(t+ 1)(ct−1 − ct)− (K + 1)) ,
and P3 =
(t+ 1)(K − t− 1)− ct+1N(t+ 1)(t+ 2)
at (N(t+ 1)(t+ 2)(ct − ct+1)− (K + 1)) .
Proof: We note that the optimization problem described in (13) and (14) is a Linear Programming (LP) problem.
We start by introducing a new variable yt which can be described as the ratio between the total number of bits
used for a single type t and the total number of bits in the file. More precisely,
yt = atxt, ∀t ∈ K. (15)
Moreover, we denote y0 as the fraction occupied by the reactive part of the file, which is not being cached at any
user during the placement phase and will only be sent during the delivery phase. From constraint (7), we have
y0 = 1−
K∑
t=1
yt. (16)
We use (16) to substitute y0 and represent our optimization problem in terms of the caching variables {yt, t ∈ K}.
Hence, we reformulate the original problem after simple manipulation as:
max
{yt}Kt=1
K∑
t=1
t
(t+ 1)
yt, (17)
subject to
K∑
t=1
qtyt ≤ 1, (18)
K∑
t=1
yt ≤ 1, (19)
0 ≤ yt, ∀t ∈ K, (20)
where qt =
ctN(t+ 1) + t(K + 1)
K(t+ 1)
. The optimization problem here is also a Linear Programming (LP) problem
where {yt, t ∈ K} are our decision variables. Aside from the non-negativity constraint of (20), we have only two
constraints (18) and (19) that limit our feasible region. From the Fundamental Theorem of Linear Programming
[9]–[11], the maximum number of non-zero variables in an optimal solution for the optimization problem is the
same as the number of linearly independent columns of the constraints coefficient matrix, which is at most two in
this case. The problem can hence be simplified by having only two caching types of subfiles with non-zero size.
Now, we rewrite our problem in terms of two variables i, j ∈ K. Then, we have:
max
yi,yj ,i,j
i
(i+ 1)
yi +
j
(j + 1)
yj , (21)
subject to qiyi + qjyj ≤ 1, (22)
yi + yj ≤ 1, (23)
yi, yj ≥ 0. (24)
6Since α ≤ 1, we note that the first derivative of qt is positive and the second derivative is negative. Therefore,
qt is a concave increasing function in t resulting in the following cases, which will characterize the solution to our
LP based on the parameters (ρ, α).
A. Cost limited regime
We identify this case when (22) is the only constraint that limits the feasible region of our optimization problem,
that is when {qt > 1, ∀t ∈ K}. A necessary and sufficient condition for this case to occur based on the analysis
of qt is:
q1 > 1, (25)
or equivalently:
ρ >
K − 1
2N
. (26)
Under this condition, our optimization problem becomes to find the optimal type t given only one constraint.
The corner points from this single constraint are:(
yt =
K(t+ 1)
Nct(t+ 1) + t(K + 1)
,
(
yt˜ = 0,∀t˜ 6= t
))
, ∀t ∈ K, (27)
and the optimization problem for this case is:
max
t∈K
t
(t+ 1)
K(t+ 1)
Nct(t+ 1) + t(K + 1)
. (28)
The optimal type t for this case can be identified based on the following range of α (see [1] for details):
σt ≤ α < σt−1. (29)
B. Free placement regime
We identify this case when (23) is the only constraint that limits the feasible region of our optimization problem,
that is when {qt ≤ 1, ∀t ∈ K}. A necessary and sufficient condition for this case to occur is:
qK ≤ 1, (30)
or equivalently,
ρ = 0. (31)
The corner points from the single constraint in this case are given by
(
yt = 1,
(
yt˜ = 0,∀t˜ 6= t
))
,∀t ∈ K, and the
optimization problem for this case is:
max
t∈K
t
(t+ 1)
. (32)
As the objective function described in (32) is increasing with t, the optimal caching type when ρ = 0 is t = K
(uncoded delivery) regardless of the value of α.
7C. Architecture limited regime
We identify this case when {qt ≤ 1, ∀t ∈ {1, .., a}} while {qt > 1, ∀t ∈ {b, ..,K}}, where b = a+ 1 ≤ K.
The necessary and sufficient condition for this case to occur is:
qa ≤ 1 < qb (33)
⇐⇒ K − b
bα(b+ 1)N
< ρ ≤ K − a
aα(a+ 1)N
. (34)
Under this condition, the corner points can be classified into three sets. First, for any type i ≤ a we have the
corner points: (
yi = 1,
(
yt˜ = 0,∀t˜ 6= i
))
, ∀i ∈ {1, .., a}, (35)
where constraint (23) is limiting the feasible region. As in Case B, we can eliminate any type i < a as type a is
the maximizer for the objective function.
For the second set with types j ≥ b, we have the corner points:(
yj =
K(j + 1)
Ncj(j + 1) + j(K + 1)
,
(
yt˜ = 0,∀t˜ 6= j
))
, ∀j ∈ {b, ..,K}, (36)
where constraint (22) is limiting the feasible region for this set. The optimization problem for this case is:
max
j∈{b,...,K}
j
(j + 1)
K(j + 1)
Ncj(j + 1) + j(K + 1)
. (37)
As in Case A, the optimal caching type j, within this set, is decided according to the following range of α:
σj ≤ α < σj−1, (38)
when j > b, and type b is optimal when
α ≥ σb. (39)
The third set consists of the intersection points of the form (yi = y˜i > 0, yj = y˜j > 0, (yk = 0,∀k /∈ {i, j})) (for
brevity, we call such point (y˜i, y˜j)) between the feasible regions for constraints (22) and (23). We simplify the
problem of characterizing this last set through the following two claims.
Claim 1. For the intersection points (y˜i, y˜j) where i ≤ a is fixed, and we can vary j ≥ b, the maximum of the
objective function satisfies j = b.
Proof: The proof follows from observing that qi ≤ 1, qj > 1, the considered intersection points tightly satisfy
(22) and (23), and the fact that qj is monotonically increasing as j increases, which implies that the value of y˜j
is monotonically decreasing as j increases, as the constraint (22) is tightly met. A straightforward objective first
derivative computation would show that the statement holds. Details are omitted for brevity.
Claim 2. For the intersection points (y˜i, y˜j) where j ≥ b is fixed, and we can vary i ≤ a, the maximum of the
objective function satisfies i = a.
8Proof: The proof follows in an analogous fashion to the proof of Claim 1, and is omitted for brevity.
From Claim 1 and 2, we can eliminate all intersections except the corner point (y˜a, y˜b). Next, we compare the
corner point (y˜a, y˜b) with (ya = 1, (yt = 0,∀t 6= a)) and
(
yb = 1/qb,
(
yt˜ = 0,∀t˜ 6= b
))
to find when each corner
point maximizes our objective function.
Claim 3. The corner point (y˜a, y˜b) is the maximizer compared with the corner point (ya = 1, (yt = 0,∀t 6= a)).
Proof. Recall that constraint (22) intersects with constraint (23) at (y˜a, y˜b). Now, we evaluate the two candidate solu-
tions at our objective function in (21) to find which one maximizes it. Starting with the point (ya = 1, (yt = 0,∀t 6= a)),
and using f(y˜i, y˜j) to denote the objective function at point (y˜i, y˜j),
f(1, 0) =
a
a+ 1
(40)
=
a
a+ 1
ya +
a
a+ 1
(1− ya) (41)
<
a
a+ 1
ya +
a+ 1
a+ 2
(1− ya) (42)
= f(y˜a, y˜a+1). (43)
which makes (y˜a, y˜a+1) the maximizer of the objective function among these two candidate solutions for any ρ
and α.
Finally, we compare the corner point (y˜a, y˜b) with
(
yb = 1/qb,
(
yt˜ = 0,∀t˜ 6= b
))
at our objective function (21).
We also use f(y˜i, y˜j) here to denote the objective function:
f(y˜a, y˜a+1) ≷ f
(
0,
1
qa+1
)
(44)
⇔
(
a
a+ 1
)
y˜a +
(
a+ 1
a+ 2
)
y˜a+1 ≷
(
a+ 1
a+ 2
)
1
qa+1
(45)
⇔
(
a(a+ 2)
(a+ 1)(a+ 1)
)
qa+1 − 1
qa+1 − qa ≷
(
1
qa+1
− 1− qa
qa+1 − qa
)
(46)
⇔ qa+1 − 1 ≷
(
(a+ 1)2
a(a+ 2)
)
qa(qa+1 − 1)
qa+1
(47)
⇔
(
a
a+ 1
)
1
qa
≷
(
a+ 1
a+ 2
)
1
qa+1
(48)
⇔ α ≷ log a+1
a
(
a+ 1
a+ 2
)
+ 1. (49)
It follows that the condition for (y˜a, y˜b) to be the optimal caching decision is:
α ≥ log a+1
a
(
a+ 1
a+ 2
)
+ 1 = σa. (50)
Hence, it follows from (39) that
(
yb = 1/qb,
(
yt˜ = 0,∀t˜ 6= b
))
is optimal when σb ≤ α < σa, and more generally,
it follows from (38) that
(
yj = 1/qj ,
(
yt˜ = 0,∀t˜ 6= j
))
is optimal when σj ≤ α < σj−1, for every j ≥ b. The
optimal solution can be concluded for (34) as:
(y∗i , y
∗
j ) =

(
qa+1 − 1
qa+1 − qa ,
1− qa
qa+1 − qa
)
, if α ≥ σa,(
0,
1
qj
)
, if σj ≤ α < σj−1, j ∈ {b, · · · ,K}.
9By characterizing the solution for all cases of the constraints, we have completed the proof of Theorem 1.
Corollary 1. For the worst case scenario, uncoded delivery is optimal with caching decision t = K, for any given
ρ, if:
α ≤ log K
K−1
(
K
K + 1
)
+ 1. (51)
Interestingly, for any ρ > 0, the optimality of uncoded delivery depends only on the network architecture. That
makes coded caching ineffectual when the network architectures during the placement and delivery phases are the
same, as uncoded delivery is optimal when α = 0.
V. NUMERICAL RESULTS
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Fig. 1. Effect of α and ρ on the optimal caching type.
We first consider a system consisting of K = 5 users interested in a library of N = 10 files. Based on the
results in Theorem 1, we show in Figure 1 how the optimal caching type, i.e., how many users cache the same
subfile, changes with different settings of of the cost parameter α (i.e., different network architectures during the
placement phase) and the linear cost multiplier ρ. As α increases, the optimal caching type t∗ decreases - in a
step-wise fashion - when ρ > γt∗ . Note that the free placement regime corresponds to the case when ρ = γK = 0.
In Figure 2, we show how the optimal caching type changes with the size of the service provider’s library (N ).
The optimal decision for a given ρ depends on the values of γt, that are inversely proportional to N . Hence, for a
large value of α, in the worst case scenario, the optimal caching type decreases as the number of files increases.
Finally, in Figure 3, we show how the gain obtained through our characterized optimal solution diverges from that
of uncoded caching as the placement cost increases.
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Fig. 3. Effect of α and ρ on the caching gain.
VI. CONCLUSION
In this work, we derived a rigorous result characterizing the impact of placement cost on the caching gain and
structure of optimal caching policies under a general framework that allows for varying the network architecture
and cost per transmission across the placement and delivery phases. Future work can extend this result by adopting
a stochastic model for traffic patterns, user mobility, and available end user memory.
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