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Abstract-Qualitative properties of matrix splitting methods for linear systems with tridiagonal 
and block tridiagonal Stieltjes-Toeplitz matrices are studied. Two particular splittings, the so-called 
symmetric tridiagonal splittings and the bidiagonal splittings, are considered, and conditions for qual- 
itative properties like nonnegativity and shape preservation are shown for them. Special attention 
is paid to their close relation to the well-known splitting techniques like regular and weak regular 
splitting methods. Extensions to block tridiagonal matrices are given, and their relation to alge- 
braic representations of domain decomposition methods is discussed. The paper is concluded with 
illustrative numerical experiments. @ 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we study matrix splitting methods for linear systems with tridiagonal and block 
tridiagonal Stieltjes-Toeplitz matrices [1,2]. The matrix splitting techniques, mainly those based 
on regular and weak regular splittings, have been systematically studied rather widely in the 
literature; for a survey and collection of literature, we refer to [3]. Our goal is here to introduce 
qualitative analysis for the matrix splitting methods. 
Convergence rate is a most important qualitative property of iterative methods, since a better 
convergence rate (usually) implies a smaller numbers of iterations to reach the prescribed accu- 
racy [2] and, in many cases, a better total efficiency. The investigation of iterative methods for 
linear or nonlinear algebraic systems resulting from a mesh approximation of elliptic or parabolic 
partial differential equations has therefore concentrated to the development of efficient, algorithms 
from the point of view of (asymptotic) convergence rate (see, e.g., the monographs [2,4-61). 
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On the other hand, in the numerical simulation of physical phenomena, there is a natural 
requirement posed for a numerical model to preserve the most important characteristic properties 
of the original problem (mathematical or physical model). For example, when considering time- 
dependent (initial-value) problems, there are several qualitative properties which are inherent 
characteristics of the original physical phenomenon (see, e.g., [7]). Therefore, it is natural to 
require that the corresponding discrete model has these qualitative properties, too. This leads 
to the qualitative analysis of the discretization methods, studied, for example, in [8,9]. 
We here extend the study of the qualitative properties to iterative methods that are used to 
approximately solve the discrete systems. This means that we study the conditions for iterative 
methods to satisfy qualitative properties within the process, not only when approaching, in 
practice an unreachable limit of an infinite process. As the numerical experiments of this paper 
show, an iterative method for a discrete model of a physical phenomenon may lose the ‘natural’ 
qualitative properties even on every iteration step, resulting in an unreasonable approximate 
solution of the original problem. Furthermore, in systems where a discrete model is a part of a 
larger problem and should be solved successively with varying data, a qualitatively poor iterative 
method of discrete models may effect unreasonable solutions to such larger systems. This may 
appear, for example, in some variants of iterative methods (e.g., domain decomposition methods 
with inexact subdomain solvers and multigrid methods) and in optimization problems (shape 
optimization, optimal control) governed by boundary-value problems. 
Furthermore, from the point of the total efficiency of iterative methods, the asymptotic con- 
vergence rate is not the only criterion to optimize algorithms. Simple examples are the block 
relaxation and domain decomposition methods (see, e.g., the monographs [6,10]): the total effi- 
ciency depends not only on the convergence rate but also on the number of arithmetic operations 
required by subproblems solvers, for example. This special field of iterative methods is called 
the iterative methods in subspaces, which are based on a particular kind of qualitative analysis; 
see [11,12], for instance. 
The authors realized that they could study qualitative properties related to several important 
fields of numerical mathematics within the unifying framework of matrix splitting methods [2], 
and this paper is an introduction to their qualitative analysis. We also like to mention that 
related work has been done at least in [13,14]. 
The rest of the paper is organized as follows. After introducing necessary terminology in 
Section 2, we study the qualitative analysis of the matrix splitting methods with tridiagonal 
Stieltjes-Toeplitz matrices in Section 3. In the first part, symmetric tridiagonal splittings, which 
serve, for instance, as a numerical model for the parabolic heat conduction problem [9], are 
examined. In the second part, we introduce bidiagonal splitting methods and point out their 
connection to the well-known SOR method. We shall prove that only those SOR methods that 
are based on regular splittings are qualitatively good. In Section 4, we analyze different splittings 
for block tridiagonal Stieltjes-Toeplitz matrices. We show that even the weak regular splitting 
methods can guarantee the preservation of some qualitative properties. This means that also 
the weak regular splitting methods have practical importance in the field of iterative methods. 
In Section 5, we discuss the extension of the qualitative to domain decomposition methods and, 
finally, in Section 6, some illustrative numerical experiments are shown. 
2. SPLITTINGS AND MATRIX SPLITTING METHODS 
In this section, we introduce the terminology used throughout of the paper. We start with the 
following basic definition. 
DEFINITION 2.1. (See [2,4].) Assume that A E WnX” is a fixed regular matrix. The representation 
of the form 
A=M-N, (1) 
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where the matrices M, N E llPXn are given, is called a splitting of the matrix A. The splitting is 
called regular, if M is monotone and N is nonnegative. If M is monotone and M-lN is nonnega- 
tive, then it is a weak regular splitting. 
Clearly, every regular splitting is weak regular, too. For a tridiagonal Stieltjes-Toeplitz matrix, 
that is, for the matrix A matrix of the form 
A = tridiag[-a, b, -a], a > 0, b 2 2a, (2) 
we can introduce the following special splittings. 
DEFINITION 2.2. A splitting of a tridiagonal Stieltjes-Toeplitz matrix A with symmetric and uni- 
formly tridiagonal matrices M and N is called a symmetric tridiagonal splitting. If the matrices M 
and N are lower and upper triangular (respectively) bidiagonal matrices, then the corresponding 
splitting is called a bidiagonal splitting. 
Obviously, the category of the bidiagonal splittings can be directly generalized to the band 
matrices, too. 
Assume next that A is a given regular matrix having the splitting (1). Then, for a fixed vector f, 
we can define an iteration process of the form 
Muk+’ = Nu” + f, k=O,l,..., (3) 
with a given initial vector u O. In the sequel, the process (3) is called the matrix splitting method, 
and the matrices M and N are called the preconditioning and defect matrices, respectively. The 
matrix T = M-lN is called the step matrix. 
As is well known, the matrix splitting method (3) can be considered as a numerical method 
for the solution of systems of linear algebraic equations 
Au = f, (4) 
or a numerical (discrete) model of certain, usually, differential problems. 
Clearly, the matrix splitting method (3) is convergent if and only if the corresponding splitting 
is convergent; that is, the spectral radius of the step matrix is less than one. As is known [4], for 
the monotone matrices, weak regular splitting is convergent. 
3. QUALITATIVE ANALYSIS OF MATRIX 
SPLITTING METHODS WITH TRIDIAGONAL 
STIELTJES-TOEPLITZ MATRICES 
In this section, we consider the matrix splitting methods (3) for systems with tridiagonal 
Stieltjes-Toeplitz matrices. Two particular splittings are studied: the symmetric tridiagonal 
and bidiagonal splittings, respectively. We give the necessary conditions for convergence, but 
in addition, we study some qualitative properties of the iterative processes. We start with the 
definitions of those qualitative properties. 
DEFINITION 3.1. The matrix splitting method (3) is called nonnegativity preserving, if uk 2 0 
implies the relation uk+’ 2 0, k = 0, 1, . . . . 
REMARK 3.1. A matrix splitting method is nonnegativity preserving if and only if it is generated 
by a weak regular splitting. Consequently, such a matrix splitting method is automatically 
convergent in the case of Stieltjes-Toeplitz matrices. 
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DEFINITION 3.2. The matrix splitting method (3) is called shape preserving, if the relation 
Qu” > 0 implies the relation Qukfl > 0, where Q E Rnxn denotes the matrix Q = tridiag[-1, 
2, -11. 
A most typical application of the n-dimensional matrix splitting method is the one applied to 
the (n+2)-dimensional discrete model (which, in fact, does not have an exact tridiagonal structure 
on the first and last rows) resulting from a differential problem with (mostly, homogeneous) 
Dirichlet boundary conditions. In this case, for the shape preservation, we should assume that 
the (implicit) first and last components of the solution of the (n + 2)-dimensional problem are 
zero. 
REMARK 3.2. Clearly, with nonnegative vectors, a matrix splitting method can be shape preserv- 
ing only if it is nonnegativity preserving. Therefore, the latter property is a necessary condition 
for the shape preservation. 
In what follows, we examine the conditions which ensure not only the convergence of the matrix 
splitting methods, but also their above-mentioned qualitative properties. 
3.1. Symmetric, Tridiagonal Splittings 
We consider the matrix splitting method (3) for tridiagonal Stieltjes-Toeplitz matrices that are 
based on a symmetric tridiagonal splitting defined in Definition 2.2. First, we show that such a 
splitting can be fully described by two scalar parameters. 
LEMMA 1. For any symmetric tridiagonal splitting, there exist the numbers ct and s such that 
M = sl + aA; 
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Let us next study weak regular splittings of the matrix A. For the (0, s)-splittings, the step 
matrix T is of the form 
T=I-;A. (9) 
Taking into account condition (8), one can see that for these splittings, the weak regular splittings 
and the regular splittings are the same. Notice that in the case of (Y # 0 for the (a, s)-splitting, 
the step matrix has the form 
T = ?M-1 _ l-(y,. 
o! (Y (10) 
Due to this observation, the (a, s)-splitting is weak regular, if beyond (7) the condition 
s 1 
l-oZZ’ 
i= 1,2 ,..., 72, (11) 
is also satisfied, where rnti denote the diagonal elements of the matrix M-l E Rnxn. Since the 
behaviour of the lower bounds of the right-hand side can be analyzed similarly as was done in [15], 
we recall some of its properties without proof. 
PROPOSITION 3.1. (See [Xl.) 
(1) For fixed n, the maximum is taken for i = 1; that is, the relation (11) yields the condition 
s 1 
1-C$m;:,. (12) 
(2) The sequence {l/my,,, n = 1,2,. . . } is monotonically decreasing. Moreover, the first 
member is equal to b and its limiting value can be calculated. 
(3) Substituting the above limit into condition (121, we obtain the necessary condition of the 
existence of a weak regular splitting, 
l-o< 
2sa 
ba - s + J( s + ba)2 - 4a2a2 ’ 
a # 0. (13) 
We can then summarize our results as follows. 
THEOREM 1. If conditions (7) and (13) are satisfied, then there exists a number no such that 
the (cy, s)-splitting is weak regular for all matrices A E RnX” of the form (2) with n 2 no. If 
for a matrix A with fixed dimension, the parameters satisfy conditions (7) and (ll), then the 
corresponding splitting is weak regular. If the parameters (Y and s satisfy conditions (7) and (8), 
then the (cy, s)-splitting is regular. 
REMARK 3.3. Due to the monotonicity of the matrix A, the above (a,s)-splittings generate 
convergent matrix splitting methods. 
We next consider the shape preservation property of the matrix splitting methods. 
THEOREM 2. If the step matrix of the matrix splitting method (3) is nonnegative, then it is 
shape preserving. 
PROOF. Having the same eigenvector system, the tridiagonal Toeplitz matrices commute and, 
thus, NQ = QN. Also, since MQ = QM, the relation M-lQ = QM-’ is valid, too. Hence, we 
have QT = QM-lN = M-lQN = M-lNQ = TQ, and 
Qu Ic+’ = QTu” = TQu” 2 0. (14) I 
Finally, we remark that the matrix splitting methods generated by the (a, s)-splittings mainly 
make sense for numerical models like the fully-discretized parabolic problems [9] or the discretized 
two-point boundary-value problems for the second-order ordinary differential equations [15]. 
However, the (0, s)-splittings generate the Jacobi method useful to the approximate solution 
of linear systems. 
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3.2. Bidiagonal Splittings and the SOR Method 
Henceforth, we analyze the the bidiagonal splittings of tridi- 
agonal Stieltjes-Toeplitz loss of generality, may assume that the 
has form 
-11, p L 2. (15) 
then express the the matrix sum 
A=D-L-LT, (16) 
where D, -L, and -LT denote the diagonal, strictly lower, and upper triangular (bidiagonal) 




where w E R is a parameter. Since this parameter defines the bidiagonal splitting, the following 
definition can be given. 
DEFINITION 3.4. The splitting (17) of the tridiagonal Stieltjes-Toeplitz matrix A is called an 
w-splitting. 
We next define those values of w with which the corresponding matrix splitting method (3) is 
convergent and preserves the qualitative properties. 
First, we make the observation that a matrix splitting method based on an w-splitting can be 
considered as the successive overrelaxation method (SOR) with the relaxation parameter w [2]. 
Therefore, the matrix splitting methods based on w-splittings can be also called the SOR methods. 
(For w < 1, the method is sometimes called the successive under-relaxation (SUR) method [a]. 
The case w = 1 results in the Gauss-Seidel method.) 
For the convergence, we can apply the classical results of the SOR method [2,6]. Since the 
matrix A is symmetric and positive definite, the SOR method is convergent if and only if w E (0,2). 
Moreover, the optimal parameter wept, given by 
2 
Wept = 1+JM’ 
P(J) = ; ~0s --$> (18) 
ensures the optimal asymptotic convergence factor. For details, see [2,4,6]. 
Next, we analyze the nonnegativity preservation property of the SOR method with the param- 
eter w E (0,2). Since with the values w E (0, 11, the splitting (17) results in a regular splitting, 
we have the following theorem. 
THEOREM 3. The SOR method is nonnegativity preserving with the parameters w E (0, 11. 
Due to the requirement of the nonnegativity of the defect matrix N, the w-splitting is regular 
if and only if w E (0, 11. I n order to study the nonnegativity preservation property of the SOR 
method on the whole convergence interval w E (0,2), we should analyze the possibility of the 
weak regular splittings. To this aim, we define both the inverse of the preconditioning matrix 
and the step matrix. As easy computation shows, the matrix M-l is a lower triangular Toeplitz 
matrix with the nonzero elements 
-i-1+j 
7 j=1,2 ,... i, i=1,2 ,... 72. (19) 
Matrix Splitting Methods 1061 
Consequently, M is a monotone matrix for any w E (0,2). Multiplying M-l by N (from right), 
we get, the step matrix T with the elements 
Tl,l = 4: - l), T I,2 = UP-5 
Ti,l = Wi 
1 
( ) 
_ _ 1 p-G-l), 
W 
T,,j = ,i-j+lp-(i-d (wp-2+(&1)), j=l,2,...i; 
Ti,i+l = UP-', T,,j = 0, j = i + 2,. . . n, 
i = 2,. . . n - 1; 
b-l), T, j = ,+j+lp-b-j) , (Wpm2+(i-l)), j=2,...n. 
As we can see, for the values w E (1,2), the first column of the step matrix T is always negative. 
Hence, we have the following corollary. 
COROLLARY 3.2. For the symmetric tridiagonal Stieltjes-Toeplitz matrices, the regular and the 
weak regular w-splittings are the same. 
We can also summarize our results as follows. 
THEOREM 4. The SOR method is nonnegativity preserving if and only if w E (0, 11. Moreover, 
for the parameters w E (1,2), both the nonnegativity and the shape preservation property are 
lost. & 
Consequently, for example, the SOR method with the optimal parameter woPtr is not “quali- 
tatively good”. 
4. SPLITTINGS OF BLOCK TRIDIAGONAL MATRICES 
Next, we study the problems formulated in Section 3 in the case of block tridiagonal M-matrices. 
In particular, for a symmetric tridiagonal Stieltjes-Toeplitz matrix B and a nonnegative matrix A 
(A, B E EF’,), we consider the matrix A E lFZxn2 with the structure 
A = blocktridiag [-A, B, -A]. (20) 
Assume that X1, X2, . . . , A, are given numbers and I denotes the identity matrix in Fx”. 
DEFINITION 4.1. The matrix splitting of the form 
A=M-N, M = blockdiag [X,B], N = M - A = blocktridiag [A, (Xi - l)B, A], (21) 
is called the block Jacobi splitting. 
As an easy consequence of the definition, we conclude the following lemma. 
LEMMA 3. The block Jacobi splitting is regular if and only if the condition 
xi = 1, i = 1,2,. . . n, (22) 
holds. 
Therefore, we have the following result. 
THEOREM 5. Under condition (22), the matrix splitting method based on the block Jacobi 
splitting is convergent and “qualitatively good” for the block tridiagonal M-matrices. 
PROOF. The convergence and the nonnegativity preservation follow from Lemma 3. The shape 
preservation property is proved similarly as in Theorem 2. I 
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REMARK 4.1. If B is a nonnegative, diagonal matrix, then condition (22) can be replaced by the 
condition 
Ai 2 1, i = 1,2,. . . n. (23) 
Let us next examine the condition for the weak regularity of the block Jacobi splitting. Since M 
is ‘a monotone matrix for positive Xi, it is sufficient to guarantee the nonnegativity of the step 
matrix T. Due to the relation 
T = blocktridiag 
we can formulate the following result. 
(24 
THEOREM 6. The block Jacobi splitting is if and only if the condition (23) holds. 
Consequently, under the condition (23), the Jacobi splitting method is convergent and preserves 
the qualitative properties. 
Next, we study the block SOR method for the block tridiagonal matrices of the form (20). 
Without loss of generality, we may assume that A = I, and we denote by P the diagonal part 
of A, 
A = tridiag [-I, P, -I]. (25) 
We next express the matrix A as the matrix sum 
A=D-L-LT, (26) 
where D, -L, and -LT denote the block diagonal, strictly lower, and upper block triangular 
(block bidiagonal) parts of the matrix A, respectively. Then, the block bidiagonal splitting, that 
is, the block SOR method, has the form 
A=M-N, M=lD-L, N= A-1 D+LT. 
W ( > W 
(27) 
LEMMA 4. Only the block Gauss-Seidel method is generated by a regular SOR splitting; that is, 
the block w-splitting is regular if and only if w = 1. 
Let us consider the weak ‘regular splittings for the block SOR method. Similarly, as was 
obtained in Section 3.2, we can show that the matrix M-l is a lower block triangular Toeplitz 
matrix with the nonzero elements; that is, 
(M-‘)i,j = AP -i-1+‘, 
( ) W 
j = 1,2 ,... i, i = 1,2,. . .n. (28) 
Consequently, M is a monotone matrix for any w E (0,2). For the elements of the step matrix T, 
we obtain correspondingly 
T 
1 




Tr,z = wP-‘; 
T,,j = ,i++lp-(i-d (wp-2+($-l),). j=1,2,...i; 
Ti,i+l = wP-‘, Ti,? = 0, j = i + 2,. .n, 
i=2,...n-1; 
T = w n n,l p-@-l) , T,j.w+~++3-(+~) (~P-~+(i--l) I), j =2,...n. 
Consequently, for the values w E (0, l), the block SOR splitting is weak regular. However, as 
in the scalar case, for the values w E (1,2), the first block column of the step matrix T is always 
negative. Thus, we have the following theorem. 
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THEOREM 7. The block SOR method is nonnegativity preserving if and only if w E (0, 11. More- 
over, for the parameters w E (1,2), both the nonnegativity and the shape preservation property 
are lost. 
As is known for the SOR method [4,16], the rate of convergence is increasing on the interval 
[0, 11. Therefore, taking into account the qualitative preservation property, the block Gauss-Seidel 
method is “optimal”. 
5. DOMAIN DECOMPOSITION METHODS 
We next discuss the possibility of extending the qualitative analysis to the numerical solution 
of partial differential equations and, especially, the close theoretical and computational relation 
of the block relaxation and domain decomposition methods. Namely, for certain partitionings, 
overlapping Schwarz methods can be interpreted as block Jacobi and Gauss-Seidel methods. For 
example, let us consider the Poisson problem 
-v2u = f, in R, 
21 = $7, on dR, 
posed on a domain R and with suitable data functions f and g, Discretization by a finite-element 
method on a triangular mesh given in Figure 1 leads to the linear system (4) with the coefficient 
matrix A having the block tridiagonal structure (20), if the unknowns are suitably enumerated. 
The block Gauss-Seidel and Jacobi methods based on this block partitioning are then the trivial 
examples of the overlapping Schwarz methods with the strip subdomains of width 2h and the 
overlapping size h, defined along the mesh lines (compatibly with the enumeration of unknowns). 
Figure 1. Domain decompositions with overlapping sizes h and Zh, respectively. 
More generally, let us next partition the domain 52 into two overlapping subdomains Rr and flz, 
compatibly with the discretization, as illustrated by the left-side example in Figure 1 and consider 
the corresponding block partitioning of A, 
Let us denote by Ri, i = 1,2, the restriction operator that associates to a vector v its component vi 
on block i; the transpose RT corresponds to the extension from the block i to the full vector space. 
With this notation, the block Gauss-Seidel algorithm applied to the system (4) can be written 
in the following form. 
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Ai~u, = Rlf - Al24 
ktl/z = k 
“2 “2. 
STEP 2. 
Az24+’ = R2f - A21u:+1’2, 
k+l = Uk+W 
“1 1 . 
This is exactly the multiplicative Schwarz method [17], if we identify the matrix Aii as the 
matrix corresponding to the differential operator -V2 defined on the subdomain Ri. Similarly, 
the block Jacobi method is identical to the algebraic representation of the additive Schwarz 
method [17]. This means that block Gauss-Seidel and Jacobi methods are formally multiplicative 
and additive Schwarz methods. 
Conversely, if the internal mesh nodes of each subdomain & are not internal nodes of any other 
subdomain (i.e., we have one-layer overlap as on the left in Figure l), then the matrix blocks 
obtained from the discretization do not overlap each other and the corresponding multiplicative 
and additive Schwarz methods will become standard block Gauss-Seidel and Jacobi methods, 
respectively. 
Therefore, the overlapping Schwarz methods on algebraic level can be interpreted as extensions 
of the classical block relaxation methods. It should be noted that, in general, they cannot be 
treated as the standard matrix splitting methods, like in the case of overlapping size 2h given on 
the right in Figure 1. However, it is probable that qualitative analysis can extended also to the 
Schwarz domain decomposition methods by means of the theory of overlapping block relaxation 
methods [18] or the multisplitting techniques [19,20], for example. 
REMARK 5.1. We like to remark that theoretical tools developed for the block Gauss-Seidel and 
Jacobi methods have been used for the abstract theory of overlapping Schwarz algorithms; see, 
e.g., [21]. On the other hand, a new splitting approach, the so-called Schwarz splitting, was 
proposed in [22] as an extension of the Schwarz methods in numerical linear algebra. This new 
approach-different from the classical matrix splitting methods but related-allows utilization 
of the flexibility of the theory of matrix splittings to further improve convergence speed of the 
Schwarz methods: a better convergence can be obtained by choosing a good splitting instead of 
increasing the overlap. 
6. NUMERICAL EXPERIMENTS 
In this section, we illustrate by means of numerical examples the qualitative analysis of the ma- 
trix splitting methods. We here restrict our attention to the nonnegativity preservation property. 
The matrix splitting methods are here applied to the numerical solution of one-dimensional ellip- 
tic boundary-value problems. Numerical results about qualitative analysis of numerical models 
for parabolic problems are reported in [9]. 
As a model differential problem, we consider the one-dimensional elliptic problem 
2 + cu = f, x E (O,n), 
u(0) = u(n) = 0, 
(29) 
in the domain R = [0, ‘rr], where c 1 0, and let f be a given continuous function. Here, for 
simplicity, we assume f = 0 implying u = 0. Moreover, we assume that the above problem 
describes a phenomenon, for which only nonnegative values of u make sense (see, e.g., [9]). 
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For fixed n E N, we define the following uniform mesh on R: 
0, = xi 1 xi = ih, h = --$, i = 1. . . TX 
> 
. (30) 
A suitable finite-difference or finite-element approximation leads to the ‘algebraic system (4) 
with the matrix A being a tridiagonal Stieltjes-Toeplitz matrix [23]. Using this model problem, 
we illustrate the nonnegativity preservation property both for the symmetric tridiagonal splitting 
and the bidiagonal splitting techniques. 
6.1. Symmetric, Tridiagonal Splittings 
Let us first study the symmetric tridiagonal splitting techniques defined by (1). For the nu- 
merical model of problem (29), we fix the coefficient c = 4 and the number n of inner mesh 
nodes equal to 15. It then follows that the entries a, b of the matrix A are given by a = 1 and 
b = 2 + 4h2. 
For the iterative method generated by the symmetric tridiagonal splitting method, we fix the 
parameter s = 1. It now follows from Corollary 3.1 that in order to preserve the nonnegativity, 
the parameter Q: should be chosen such that the inequality 
a> b-s 1 + 4h2 - = 
- b 
- = 0.504405 
2+4h2 
holds. 
For different values of cr, we study the behaviour of the iteration process at the mesh point 
x = 7r/S. The initial vector was chosen as follows: u” = (100, 0, 0, . . . , 0). The solutions of 
the approximate problems within the iteration processes with a = 0.9 (left figure) and a = 0.3 
(right figure) are given in Figure 2. We notice that the nonnegativity inherited from the original 
problem is preserved in the case (Y = 0.9 for all iteration steps, but this is not the case when 
Q: = 0.3. This is in agreement with the estimates given in the theoretical part (Corollary 3.1). 
40 
alpha=o.9 
__-.___. -.I’_ _ _ _ _ 












5 10 15 20 25 30 35 1 
iteration number 
Figure 2. Behaviour of the solution within the iteration process at z = 7r/8. 
We remark that only the first 40 iterations were illustrated in the above figures. To reach the 
accuracy low5 in the discrete &r-norm, it took 61 and 77 iterations with the parameters (Y = 0.9 
and CL = 0.3, respectively. So in this case, the qualitatively better method was also better from 
the point of view of the convergence rate. 
6.2. Bidiagonal Splittings 
We next study the nonnegativity preservation of the bidiagonal splitting methods. For this 
case, we tix the coefficient c = 0.5 and the number n of inner mesh nodes equal to 63. It then 
follows that the entries a, b of the matrix A are given by a = 1 and b = 2 + 0.5h2. 
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We study the behaviour of the iteration process at the mesh point x = 7~18. The initial vector 
was chosen as follows: 
u = (G), Ui = 
i 
100, ih 5 ;, 
0, elsewhere. 
The solutions of the approximate problems within the iteration processes with the values w = 1.0 
(left figure) and w = tiopt defined by (18) (right figure) are given in Figure 3; that is, we study 
the classical Gauss-Seidel method and the SOR method with the optimal (from the point of view 
of the convergence rate!) relaxation parameter. Again, the first 40 iterations are illustrated. We 
observe that the nonnegativity is preserved with the Gauss-Seidel method while not with the 
SOR method, as was concluded in the theoretical part. Moreover, all the approximate solutions 
given by the SOR method were negative. 
:::I _ _ _ _ _ _ 
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iteration umber 
0 5 10 15 20 25 30 35 
iteration umber 
Figure 3. Behaviour of the solution within the iteration process at z = n/8. 
We should mention that from the convergence rate point of view, the SOR method was superior: 
to converge up to the accuracy 10h5 in discrete 12-norm, it took only 128 iterations, while the 
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