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The determination of the primary energy of extensive air showers using the fluorescence detection
technique requires an estimation of the energy carried away by particles that do not deposit all their energy
in the atmosphere. This estimation is typically made using Monte Carlo simulations and thus depends on
the assumed primary particle mass and on model predictions for neutrino and muon production. In this
work we present a new method to obtain the invisible energy from events detected by the Pierre Auger
Observatory. The method uses measurements of the muon number at ground level, and it allows us to
significantly reduce the systematic uncertainties related to the mass composition and the high energy
hadronic interaction models, and consequently to improve the estimation of the energy scale of the Pierre
Auger Observatory.
DOI: 10.1103/PhysRevD.100.082003
I. INTRODUCTION
The flux of cosmic rays with energy above 1015 eV is so
tiny that the only way to study it is to detect the extensive
air showers that primary cosmic rays produce in the Earth’s
atmosphere. This is typically done using arrays of particle
detectors on the ground. The estimation of the shower
energy is one of the most challenging problems because the
conversion of the signal detected at ground level into
shower energy needs detailed Monte Carlo simulations
of the air showers which are subject to large uncertainties.
In fact, the signal detected at ground level depends on the
primary mass which is unknown, and on details of the
hadronic interactions which are also unknown, because
the interactions are at energies and in phase-space regions
not well covered by, or not accessible to, accelerator
experiments.
Above 1017 eV, the problem of energy estimation has
been solved with the implementation of the fluorescence
detection technique. A fluorescence telescope detects the
fluorescence radiation emitted by the nitrogen molecules
of air excited by the charged particles of the shower. The
fluorescence radiation is produced in proportion to the
energy dissipation, allowing a reconstruction of the longi-
tudinal profile of the energy deposit (dE=dX) of the shower
as a function of the atmospheric depth (X). Thus, with the
fluorescence detection technique, the atmosphere is used as
a calorimeter, and the integral
R ðdE=dXÞdX is called the
calorimetric energy of the shower (Ecal). Here, Ecal under-
estimates the total shower energy (E0) because neutrinos do
not suffer electromagnetic interactions, and high energy
muons reach ground level after releasing only a portion of
their energy into the atmosphere. Thus, an estimation of
the primary energy E0 with the fluorescence detection
technique is obtained by adding to Ecal a correction to
account for the invisible energy (Einv) carried by the
particles that do not dissipate all their energy in the
atmosphere. Note that Einv, sometimes also called missing
energy in the literature, was calculated for the first time by
Linsley [1], and it amounts to about 10%–20% of the total
shower energy.
The fluorescence detection technique has been success-
fully implemented in the Fly’s Eye experiment [2] and its
successor the High Resolution Fly’s Eye (HiRes) [3]. The
Fly’s Eye group used a parametrization of Einv derived from
the estimation of Linsley [4]. Later, a more refined
calculation of Einv was presented in [5]. In that work the
invisible energy was calculated using simulated showers.
The method consisted of subtracting from E0 the calori-
metric energy calculated from the number of charged
particles as a function of atmospheric depth and assuming
a mean energy loss rate.
Profiting from improvements in the detail of air
shower simulations, a different and better approach to
calculate Einv was presented in [6]. The strategy consisted
of obtaining Einv directly from the energy deposited in the
atmosphere by the different components of air showers.
This method has been used to estimate the shower energy
with the fluorescence detection technique by the two largest
cosmic ray observatories currently in operation: the
Telescope Array (TA) [7] and the Pierre Auger Observatory
(Auger) [8].
Despite the more precise calculation developed in [6],
the invisible energy estimate is affected by the irreducible
uncertainties associated with the models describing the
hadronic interactions. While there have been some signifi-
cant improvements in these models, in particular, for the
first interaction at high energy for which the inelastic cross
section and multiplicity have been severely constrained by
LHC results [9], the neutrino and muon production still
suffers from the fact that the particle identification in
accelerator measurements is poorly constrained in the*auger_spokespersons@fnal.gov; http://www.auger.org
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phase space relevant to air shower development. After the
introduction of the forward ρ0 resonance in all models [10],
the differences between the predictions for the muon
content have been reduced significantly, but independent
measurements still show that all models suffer from a
deficit of muon production compared with data [11].
The uncertainty in the total shower energy due to the
invisible energy model is not expected to be very large
because Einv is only a modest fraction of E0. For example,
in [6] the uncertainty in Einv propagated to E0 was
estimated to be about 5%. The models to get Einv can
be improved further using the primary mass composition
estimated with the fluorescence detectors [12]. However,
we should keep in mind that the uncertainties associated
with the hadronic interaction models are difficult to
estimate and are ultimately unknown [9].
In this paper we present a new estimate of the invisible
energy obtained by analyzing the data collected by the
Pierre Auger Observatory [8]. The estimation is done by
exploiting the sensitivity of the water-Cherenkov detectors
(WCD) of Auger to shower muons. We have developed two
different analysis methods for two different ranges of zenith
angles of the showers [13,14]. In both cases, our data-
driven estimation of the invisible energy allows us to
significantly reduce the dependence on mass composition
and hadronic interaction models.
The paper is structured in the following way. In the first
section we briefly describe the Auger detectors, while the
second section deals with the phenomenology of the
invisible energy, addressing the basic features of air shower
development that will allow us to obtain the data-driven
estimation of Einv. Next, we describe the analysis methods,
and we report the results of the estimation including the
systematic uncertainties. Finally, we discuss the results and
report the conclusions of this work.
II. THE PIERRE AUGER OBSERVATORY
The Pierre Auger Observatory [8] is located in a region
called Pampa Amarilla, near the town of Malargüe in the
province of Mendoza (Argentina), at ∼35° S latitude and an
altitude of 1400 m above sea level. Auger is a hybrid
observatory because the measurements are done by com-
bining the data of a surface detector (SD) and a fluores-
cence detector (FD). In this way, the tiny flux of the
ultrahigh energy cosmic rays can be studied with the 100%
duty cycle of the SD and with the precise shower energy
estimation of the FD. The calibration of the SD signals
against the FD energies is done by analyzing the subset of
showers detected simultaneously by the two detectors, the
so-called hybrid events.
The SD consists of 1660WCDs arranged on a hexagonal
grid of 1.5 km spacing extending over a total area of
∼3000 km2. Each WCD unit is a plastic tank of cylindrical
shape, 10 m2 in area and filled to a depth of 1.2 m with
purified water. The Cherenkov radiation produced in the
water is detected by three photo-multiplier tubes (PMTs),
each 9” in diameter. The PMT signals are digitized by flash
analog-to-digital converters (FADC) at a 40 MHz sampling
rate and calibrated online continuously using the signals
produced by atmospheric background muons.
The FD consists of 24 telescopes placed in four sites
located along the perimeter of the Observatory that over-
look the atmosphere above the surface array. Each tele-
scope has a field of view of 30° × 30° and is composed of a
spherical mirror with a curvature radius of 3.4 m and a
camera, placed on the focal surface, which has an array of
440 hexagonal pixels (22 rows × 20 columns) each
equipped with a light concentrator and a PMT. The
PMT signals are digitized by an ADC at a frequency of
10MHz. The FD operates during clear and moonless nights
with a duty cycle of about 14% [15].
The WCDs are sensitive to the electromagnetic and
hadronic components of a shower. Electrons and photons
are absorbed in the water and produce Cherenkov light in
an amount approximately proportional to their energy,
while muons produce a signal proportional to their track
length. Thanks to the 1.2 m height of the WCDs, the array
is also sensitive to showers arriving at large zenith angles.
In these showers, the signals detected by the WCDs are
dominated by muons because the electromagnetic compo-
nent of the shower is largely absorbed during the long
atmospheric depth traversed before reaching ground level.
Two different reconstruction techniques are used for the
events recorded by the SD: one for the so-called vertical
showers with zenith angles θ < 60° and one for the inclined
showers with θ > 60°. In vertical showers, the energy
estimator is Sð1000Þ, the signal at 1000 m from the
core [8]. In inclined showers, the energy estimator is the
normalization of simulated muon density maps that are
used to predict the muon pattern at ground level [16].
For the FD events, the reconstruction of the energy
deposit dE=dX as a function of atmospheric depth is
described in [15]. It is fitted with a Gaisser-Hillas
[17,18] function whose integral gives the calorimetric
energy. The total shower energy is obtained by adding
the invisible energy correction. The FD is also used to
set the energy scale of the Observatory, which is known
with a systematic uncertainty of 14% [19]. In addition, the
FD measures the depth Xmax at which dE=dX reaches its
maximum since it is the main experimental observable used
to estimate the primary mass composition [20].
III. PHENOMENOLOGY OF THE
INVISIBLE ENERGY
The basic features of the development of the extensive air
showers produced in the Earth’s atmosphere by primary
nuclei are described by the Heitler model [21] and its
extension to the hadronic case [22]. Although simplified in
several aspects, this model allows a description of the
cascade which is suitable enough to serve as a guiding
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thread in the next sections, where the starting points of the
data-driven approaches to estimate Einv will be inspired by
some of the expressions outlined below.
In the model, only pions are produced in the hadronic
interactions (in the proportion of two charged pions for
every π0), and they all have the same energy. The particle
multiplicity (N) is assumed to be the same at all energies
and in all interactions. The neutral pions decay almost
immediately into two photons, generating an electromag-
netic cascade. The charged pions interact hadronically until
the average energy of the charged pions is decreased to
such a level that their time-dilated decay length (λd)
becomes smaller than their hadronic interaction length
(λi). This energy is referred to as the pion critical energy,
and it is given by
ϵπc ¼
E0
Nn
; ð1Þ
where E0 is the primary particle energy and n is the number
of interactions suffered by the charged pions. Note that
n can be determined from the equation λi ¼ λd ¼
ρϵπcτπ=ðmπcÞ, where ρ is the atmospheric density, τπ is
the pion lifetime, andmπ is its mass. As pointed out in [23],
for an isothermal atmosphere ρ ∝ λin, and this equation
becomes
nϵπc ¼
h0mπc2
cos θcτπ
; ð2Þ
where h0 is a constant and θ is the zenith angle of the
shower. Then, combining Eq. (1) and (2), one arrives at the
interesting conclusion that both n and ϵπc depend only on N,
E0 and θ, and they do not depend on the interaction length
[23]. The model provides numerical values of ϵπc of a few
tens of GeV with a slow decrease with E0 [23].
One important feature of the model is that the invisible
energy is proportional to the number of muons Nμ reaching
ground level. In fact, once the pions reach ϵπc , they decay
into muons and neutrinos that are assumed to reach ground
level without any interaction (the model neglects muon
decay). Then the invisible energy is simply given by
Einv ¼ ϵπcNμ; ð3Þ
where the number of muons is equal to the number of
charged pions [Nμ ¼ ð23NÞn]. This expression will be the
guiding thread to estimate Einv with inclined showers, for
which a measurement of Nμ is possible.
Another important feature of the model is that the
invisible energy follows a power-law relationship with
the primary energy:
Einv ¼ ϵπc

E0
ϵπc

β
; ð4Þ
where β ¼ lnð2
3
NÞ= lnN. Air shower simulations predict
values of β in the range from 0.88 to 0.92 [23], which
correspond to values of N between 30 and 200. Note that β
also fixes how the invisible energy depends on the mass
number A of the primary. In fact, neglecting collective
effects in the first interactions so that the cascade is the
superposition of A cascades initiated by primary protons of
energy E0=A, one has
EAinv ¼ ϵπc

E0
ϵπc

β
A1−β: ð5Þ
This is the other relationship that will be used to estimate
Einv from the Auger data, as it will be the guiding thread for
the analysis of the vertical showers.
The Heitler model [21] extended to the hadronic case
[22] described above provides a qualitative description of
the shower cascades. For more quantitative predictions
one has to use Monte Carlo simulations that take into
account all the complex phenomena occurring throughout
the shower development. The invisible energy of the
simulated showers is calculated following the method
described in [6]. Here, Einv is obtained by subtracting
from the primary energy E0 all the energy deposited into
the atmosphere. The calculation counts as deposited
energy the energy that would have been deposited into
the atmosphere by particles whose interactions are not
simulated because they have reached ground level or
because their energies are below a predefined threshold
that is set to reduce the CPU time needed to simulate the
shower.
This Einv definition is well suited for the fluorescence
reconstruction technique, given that the calorimetric energy
is estimated by integrating the Gaisser-Hillas profile over
all depths, including those below ground level.
The correlation between Einv and Nμ has been studied
by simulating showers with the CORSIKA [24] code. The
results of the simulations for different primary masses and
for the most recent hadronic interaction models EPOS LHC
[25], QGSJetII-04 [26] and sibyll2.3c [27] tuned with LHC data
and the older models EPOS 1.99 [28], QGSJetII-03 [29],
QGSJet01 [30] are shown in Fig. 1. The simulations refer
to primaries of energy 3 × 1018 eV with a zenith angle of
60°, and Nμ is obtained by counting all muons with energy
greater than 100 MeV that reach ground level at the altitude
of the Observatory.
A variety of models have been used to cover different
physics processes at the origin of the muon production.
According to [22], the total multiplicity and the pion charge
ratio (which is linked to the baryon and ρ0 resonance
production [31,32]) are two fundamental parameters that
drive the production of muons in air showers. As a result, a
model with a low baryon production and low multiplicity
like Sibyll 2.1 [33] (a version of Sibyll before the advent of
the LHC data) has the lowest muon number, while after
correction Sibyll 2.3c now has the largest muon number.
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QGSJet01 has a relatively large muon production because of
its high multiplicity and despite the lack of ρ0 resonance
production. The difference between QGSJet-03 and QGSJet-04
in regard to the muon production is mostly in the ρ0
production, while the difference between EPOS 1.99 and
EPOS LHC is mostly due to a change in the forward baryons
in high energy interactions.
In spite of the different implementations of the physics
processes that lead to a very large spread in the predictions
of Nμ and Einv, the correlation between them is good
and is similar for all models and primaries considered.
This suggests that it is possible to obtain a robust estimation
of Einv from the measurements of Nμ using the Auger
inclined showers.
Other quantitative predictions of the values of Einv using
Monte Carlo simulations are shown in Fig. 2. The results
are presented, showing the ratio of the invisible energy to
the total primary energy as a function of Ecal. The
simulations were performed using the CORSIKA [24] code
for the models EPOS 1.99 [28] and QGSJIIet-03 [29] and with
the AIRES [34] code for QGSJet01 [30] (left panel). For the
models tuned with the LHC data EPOS LHC [25], QGSJetII-04
[26], and Sibyll2.3c [27], we used the CONEX code [35]
(right panel).
From the figure one can see the large differences in the
values of Einv for different primary masses and how, for a
given primary mass, the spread between the predictions
from different models is significantly reduced after the
tuning with LHC data. Then one may argue that a precise
estimation of Einv can be obtained using the post-LHC
models and the primary mass composition estimated
from the Xmax measurements [20]. However, even after
the updates with LHC data, the models still fail to describe
the muon density at ground level [16,36,37], which can
introduce unpredictable biases in the Einv estimation.
Thus, the strategy followed in this paper is to estimate the
invisible energy using the correlations that exist between
Einv and shower observables that can be measured at the
Observatory, correlations that to a large extent are not
sensitive to the hadronic interaction models and primary
mass composition.
IV. ESTIMATION OF INVISIBLE ENERGY
USING AUGER DATA
The most straightforward way to estimate the invisible
energy using Auger data is to use the inclined showers.
In fact, for these showers it is possible to measure the
total number of muons arriving at ground level which is, as
seen in Sec. III [Eq. (3)], an observable expected to be
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proportional to Einv with a proportionality factor only
marginally dependent on hadronic interaction models
and primary mass.
The muon number cannot be directly measured for
vertical events. However, the invisible energy can be
obtained from the energy estimator using the power-law
relationship between Einv and the total shower energy
[see Eq. (5)].
A. Einv from inclined showers
The reconstruction of inclined events is described in
[16]. The basic information used in the reconstruction is
that the muon number distribution at ground level can be
described by a density scaling factor that depends on the
shower energy and primary mass, and by a lateral shape
that, for a given arrival direction ðθ;ϕÞ of the shower, is
consistently reproduced by different hadronic interaction
models and depends only weakly on the primary energy
and mass. The muon number density as a function of the
position at ground r⃗ is then parametrized with
ρμðr⃗Þ ¼ N19ρμ;19ðr⃗; θ;ϕÞ; ð6Þ
where ρμ;19ðr⃗; θ;ϕÞ is a reference distribution convention-
ally calculated for primary protons at 1019 eV using the
hadronic interaction model QGSJetII-03 [29], and the scale
factor N19 represents the shower size relative to the
normalization of the reference distribution.
The scale factor is determined with a maximum-
likelihood method based on a realistic Geant4 [38] simu-
lation of the WCD response. The simulation is
done with the Auger Offline software framework [39].
A residual electromagnetic signal component, mainly due
to muon decays in flight, is taken into account according to
model predictions [40].
The performance of the reconstruction is validated on
simulated events. For each event, the reconstructed value of
N19 is compared with its true value RMCμ . The latter is
defined as the ratio of the total number of muons at ground
level to the total number of muons in the reference model.
The relative deviation of N19 from RMCμ is within 5% for
several hadronic interaction models and primaries [37].
A bias correction is then applied to N19 in order to reduce
the residuals to within 3% of the most recent models tuned
with LHC data. In this way, the corrected value of N19,
which in the following is called Rμ, represents an unbiased
estimator of the total number of muons at ground level.
The correlation between the invisible energy and the
total number of muons at ground level is studied with
Monte Carlo simulations. Two data sets are simulated: one
with CORSIKA [24] using the hadronic interaction models
EPOS LHC [25] and QGSJetII-04 [26] and the other with AIRES
[34] using the model QGSJet01 [30]. The showers have
zenith angles isotropically distributed between 60° and 80°
and energies ranging from 1018 to 1020 eV.
For each Monte Carlo event, we calculate the values of
Einv and of the muon number at ground level RMCμ . For all
the samples of simulated events, the correlation between
Einv and RMCμ is well described by a power-law functional
form
Einv ¼ CðRMCμ Þδ; ð7Þ
where the values of the parameters C and δ are obtained
from a fit to the events. Examples of the correlation
between Einv and RMCμ are shown Fig. 3, where the lines
show the fitted power-law relationships. For all simula-
tions, the root mean square of the distribution of residuals
of the fit is less than 10%. The values of the parameters for
all the simulations are shown in Table I. All the values of δ
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are close to 1, showing the validity of the prediction done
by the Heitler inspired model [22] according to which the
invisible Einv is proportional to Nμ [see Eq. (3)].
The relationship of Eq. (7) is used to estimate the
invisible energy in the data from the measurement of Rμ
that, as seen before, is the unbiased estimator of RMCμ . Since
the primary mass composition of the data is not precisely
known, the estimation of the invisible energy is obtained
using the parametrization of Einv as a function of Rμ for a
mixture of 50% protons and 50% iron. This is done by
taking the average of the two Einv estimations that are
obtained for proton and iron primaries using the EPOS LHC
[25] hadronic interaction model.
The performance of the analysis is studied on fully
simulated events for which the detector response is simu-
lated with the same method used to estimate the bias in N19
[37] and Rμ is reconstructed with the same algorithm used
for the data. For each simulated event, we compute Einv
from Rμ using the estimation for the mixed proton and iron
composition, and we compare it with the true value of the
invisible energy. The average values of the residuals as a
function of the true value of Einv are shown in Fig. 4 for all
primaries and hadronic models of Table I. The residuals
are within 10%, which is an indication of the overall
systematic uncertainty in the Einv estimation, which is
dominated by the model and mass composition dependence
of the values of C and δ.
B. Einv from vertical showers
As seen in Sec. III, the invisible energy depends on
primary energy through a power-law relationship
Einv ¼ ϵπcβ0

E0
ϵπc

β
: ð8Þ
The parameter β0, equal to A1−β in the Heitler model
extended to hadronic cascades [22] [see Eq. (5)], has been
introduced in order to account for the large variations in the
predictions of the number of muons that are obtained using
different hadronic interaction models once the shower
energy and primary mass are fixed.
In the reconstruction of vertical events, the primary
energy is estimated from Sð1000Þ by correcting for the
shower attenuation using the constant intensity cut method
[41]. To estimate Einv from Sð1000Þ, we use the functional
form
E0 ¼ γ0ðΔXÞ ½Sð1000Þγ; ð9Þ
where ΔX ¼ 875 g=cm2=cos θ − Xmax is the atmospheric
slant depth between ground level and the depth of the
shower maximum development (875 g=cm2 is the vertical
atmospheric depth of the Auger site, θ is the zenith angle of
the shower), and γ0ðΔXÞ is related to the attenuation of
Sð1000Þ with ΔX. In contrast to the relationship used to get
the SD energies, the dependence of E0 on ΔX allows us to
better take into account the shower-to-shower fluctuations
and thus obtain a more precise estimation of Einv.
Combining Eqs. (8) and (9) one obtains
Einv ¼ ϵπcβ0

γ0ðΔXÞSð1000Þγ
ϵπc

β
ð10Þ
¼ AðΔXÞ½Sð1000ÞB; ð11Þ
where
AðΔXÞ ¼ ðϵπcÞ1−ββ0½γ0ðΔXÞβ; ð12Þ
B ¼ γβ: ð13Þ
The parameter B and those defining the function AðΔXÞ
are determined using Monte Carlo simulations. Using
the QGSJetII-03 hadronic interaction model, we find β ¼
0.925 and γ ¼ 1.0594, so their product is B ¼ 0.98. We
have verified that different interaction models yield the
TABLE I. Values of the parameters describing the power-law
relationship between Einv and RMCμ [Eq. (7)] for proton and iron
primaries and different hadronic interaction models.
Primary and hadronic interaction model C [1018 eV] δ
Proton EPOS LHC [25] 0.739 0.967
QGSJetII-04 [26] 0.732 0.956
QGSJet01 [30] 0.736 0.969
Iron EPOS LHC [25] 0.816 0.967
QGSJetII0-04 [26] 0.801 0.951
QGSJet01 [30] 0.810 0.963
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same value of B to within 2%. This value will be used
from now on, so with Eq. (11) and the measurements of
Sð1000Þ and ΔX, one can obtain an event-by-event
estimate of Einv.
The function AðΔXÞ is calculated using Monte Carlo
simulated events inwhich theWCD is simulatedwith Geant4
[38] using the Auger Offline software framework
[39]. The simulations are done with the QGSJetII-03 [29]
hadronic interaction model for a mixed composition of 50%
protons and 50% iron.Note thatAðΔXÞ is parametrizedwith
the fourth-degree polynomial reported in the Appendix A.
The performance of the analysis is tested with
Monte Carlo proton and iron events simulated with the
hadronic interaction models QGSJetII-03 [29] and EPOS 1.99
[28] and using the Offline framework to simulate the
detector response. Here, Einv is calculated from Sð1000Þ
and ΔX and compared with the true invisible energy. The
average values of the residuals as a function of the total
shower energy are shown in the left panel of Fig. 5 and are
between −5% and 20%. The spread in the residuals is
mainly due to the difference in the predictions of the
number of muons and of the attenuation function γ0ðΔXÞ
among the simulations used to parametrize AðΔXÞ and the
ones used to simulate the events. We note that the function
γ0ðΔXÞ includes the conversion factor needed to obtain the
shower energy from Sð1000Þ, which is strongly model
dependent.
A better estimation of Einv can be obtained by taking into
account these differences using the following equation:
Einv ¼ AðΔXÞ½Sð1000ÞB

γ˜0ðΔXÞ
γ0ðΔXÞ

β β˜0
β0
; ð14Þ
where the quantities with and without the accent tilde are
calculated for the data sample that we are analyzing and for
the one used to parametrize AðΔXÞ, respectively. Here, β is
fixed to 0.925. The functions γ0 are obtained from Eq. (9)
using the shower energy and Sð1000Þ. The ratio β˜0=β0 is
estimated from the ratio of the number of muons at ground
level for the two data sets, information that is available
in the CORSIKA events. The residuals in Einv using the
improved parametrization of Eq. (14) are shown in the right
panel of Fig. 5. Note that now we can recover the true value
of the invisible energy within a few % for all models and
primaries. Note also how we improve the estimation of Einv
for QGSJetII-03, even though the primary mass composition
used to parametrize AðΔXÞ is different from that of the
simulated events used to test the analysis method. In the
next section, we see how the parametrization of Eq. (14) is
used to estimate the invisible energy of the Auger data.
C. Einv from Auger data and its parametrization
as a function of the calorimetric energy
The analysis methods described in Secs. IVA and IV B
allow us to obtain an event-by-event estimation of Einv for
the data collected by the Pierre Auger Observatory. We
recall that the vertical events are those with zenith angles
θ < 60°, while inclined events have 60° < θ < 80°. For
both data sets, the analysis is limited to those events
sufficiently energetic to ensure a full trigger efficiency.
In fact, at lower energies the trigger is biased towards
events with a higher number of muons and thus higher
invisible energy, and consequently larger systematic uncer-
tainties. The energy thresholds for the full trigger efficiency
are 4 × 1018 eV for the inclined [16] and 3 × 1018 eV for
the vertical events [42].
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In order to obtain an invisible energy estimation that can
be used for all events detected by the FD, including the
ones with energies below the full SD trigger efficiency, the
event-by-event estimation of Einv is parametrized as a
function of the calorimetric energy above the full trigger
efficiency, with the function being extrapolated to lower
energies.
The parametrization is obtained by analyzing a sample of
hybrid showers selected with the same selection criteria used
for the energy calibration of the SD energy estimators [19].
SD events are selected by requiring that the WCD with
the highest signal is enclosed within a hexagon of six active
stations. This is the basic cut used to calculate the aperture
of the SD [42], and it rejects events that can be affected by
large uncertainties because they fall near the edge of the
array or in regions where a station is temporarily not fully
operational.
FD events are selected in order to guarantee a precise
reconstruction of the longitudinal profile. Good atmos-
pheric conditions are ensured by requiring that the vertical
aerosol optical depth is measured within 1 hour of the time
of the event and its value at 3 km above ground level is
less than 0.1. Moreover, information from the Auger
infrared cloud cameras, laser facilities, LIDAR stations,
and the Geostationary Operational Environmental Satellites
(GOES) database are used to discard events detected by
telescopes that have clouds in their fields of view [20].
Next, a set of quality selection cuts is applied to obtain a
precise reconstruction of the energy deposit dE=dX. The
total track length (that is, the entire range of depths along
which dE=dX is measured) must be at least 200 g=cm2.
Events are rejected if there is a gap in the energy deposit
profile larger than 20% of the total track length. The
error on the reconstructed calorimetric energy must be
less than 20%, and the residual in the Gaisser-Hillas fit,
ðχ2 − ndofÞ=
ffiffiffiffiffiffiffiffiffiffi
2ndof
p
, must be less than 3. Finally, a set of
cuts related to the field of view of the telescopes is applied.
The field of view is defined by lower (Xl) and upper (Xu)
depth boundaries and must be large enough to have equal
sensitivity to an appropriately large range of values of the
depth of shower maximum Xmax. The cut ensures that the
maximum accepted uncertainty in Xmax is 40 g=cm2
(150 g=cm2) and that the minimum viewing angle of light
in the telescope is 20° (25°) for the vertical (inclined)
showers. Furthermore, the values of Xl and Xu need to be
within certain limits in order to enclose the bulk of the Xmax
distribution. The overall purpose of field-of-view cuts is
to select primaries with different masses with the same
probability [20].
A last cut is applied to the FD energies and ensures that
the SD trigger efficiency is close to 100%. Since at this
stage of the analysis the invisible energy is not known, the
cut is applied to the calorimetric energies, requiring that
they are larger than 3.5 × 1018 eV for the inclined showers
and 2.5 × 1018 eV for vertical events. These correspond to
the energy thresholds for full trigger efficiency assuming
that the invisible energy is about 15% of the total shower
energy [43].
The analysis is performed over the hybrid events
collected from 1 January 2004 to 31 December 2015,
and the selected data set consists of 310 inclined and 2827
vertical events.
As seen in Sec. IV B, an unbiased estimate of Einv in
vertical showers requires the two corrections shown in
Eq. (14), one related to the attenuation [γ0ðΔXÞ] and the
other to the muon number (β0). The ratio γ˜0ðΔXÞ=γ0ðΔXÞ
is obtained by doing a fit to the hybrid data [ratio of
Sð1000Þγ to the FD energy in bins of ΔX] to extract
γ0ðΔXÞ. As the statistics are too limited below ΔX ¼
250 g=cm2 and above ΔX ¼ 1000 g=cm2 for sufficiently
small bins of ΔX, and considering that the uncertainty on
the FD energy becomes larger when the maximum of the
energy deposit is close to ground level, the applicability of
the method is presently limited to this range. Thus, a further
cut on ΔX is applied to the vertical events, requiring it to be
in the above range and, from among the 2827 events, 2389
are selected. The correction factor β˜0=β0 is estimated from
the ratio of the average muon number measured in inclined
events and the muon number predicted by the model used
to calculate the function AðΔXÞ (QGSJetII-03 [29] for a mixed
composition of 50% protons and 50% iron). Further details
on the calculation of the two corrections are reported in
Appendix A. The two corrections are rather large, but they
partially compensate for each other. The average value of
ðγ˜0=γ0Þβ (β ¼ 0.925) is about 0.73 and almost the same at
all energies. It essentially reflects the mismatch between the
energy estimation provided by the simulations and that
given by the fluorescence measurements. The correction
β˜0=β0 is about 1.55 and slightly increases with energy.
Despite their large values, the overall correction is only
about 1.15.
The correlation between Einv and Ecal is well approxi-
mated by a power-law relationship
Einv ¼ a

Ecal
1018 eV

b
ð15Þ
where the parameters a and b are fitted to the data using a
maximum-likelihood method [43] that allows us to cor-
rectly take into account the cut on energy for the full trigger
efficiency, avoiding the bias that would be introduced by a
standard least-squares fit. The calculation of the probability
density function includes the event-by-event uncertainties
on Ecal and Einv. A detailed description of the uncertainty
on Ecal is reported in [19]. The uncertainties on Einv for the
inclined events are obtained by propagating the event-by-
event errors on Rμ as given by the fit of the muon number
density [16]. For the vertical events, the uncertainties
arising from Sð1000Þ are calculated as reported in [43],
and these dominate over the contribution given by the
errors on Xmax. The uncertainties on the invisible energy
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include a contribution from the shower-to-shower fluctua-
tions with a value inferred from the data, requiring that the
reduced χ2 is approximately equal to 1. This uncertainty
amounts to 14% and 11% for the inclined and vertical data
sets, respectively.
The results of the fit are shown in Table II, and the
data and the fitted functional forms are shown in Fig. 6. The
data are presented in terms of the ratio Einv=E0 [with
E0 ¼ Ecal þ aðEcal=EeVÞb] to be consistent with the pre-
vious figures.
Having determined the parameters a and b, it is
possible to estimate the resolution in Einv from the data.
In Fig. 7 we show the distribution of the residuals
between Einv and the invisible energy calculated from
Ecal. The width of these distributions is determined by the
combined effect of the resolutions on Einv and Ecal, and
then, knowing that the resolution on FD energies is 7.6%
[19], it is possible to estimate the resolution on Einv.
The fit done using a Gaussian ratio probability density
function yields ð16.8 0.8Þ% and ð14.4 0.3Þ% for
inclined and vertical events, respectively, in good agree-
ment with the expected uncertainties.
In the end, in Fig. 7 we show that the residual
distributions are in good agreement with the expected
ones (shown with solid lines) calculated from the proba-
bility model used to fit the a and b parameters, further
demonstrating the correctness of the estimation of the
uncertainties.
D. Systematic uncertainties
As seen in Sec. IVA, the analysis method to estimate the
invisible energy in inclined events allows us to recover the
true value of Einv within 10% for several hadronic inter-
action models and primary masses (see Fig. 4). The
deviations arise from the slight model dependence of
the parameters used to get Einv from Rμ and from the
uncertainty in the Rμ reconstruction. An additional uncer-
tainty related to the influence of the inclined events close
to 60°, for which the electromagnetic correction is not
negligible [16], is evaluated using data. Excluding events
with zenith angles below 65°, the fitted parametrization of
Einv as a function of Ecal changes by less than 2%. Finally,
the statistical errors on the a and b parameters cause an
uncertainty in Einv below 5%. The first two uncertainties
are both related to the assumption on the primary mass
composition and are expected to be partially anticorrelated
[for heavier primaries, we have larger values of C in Eq. (7)
and a smaller electromagnetic correction that causes a
decrease of C]. Thus, a conservative estimate of a total
uncertainty of about 12% is obtained by neglecting such
correlation and adding all contributions in quadrature.
Concerning the vertical events, we have seen in
Sec. IV B that the analysis method allows us to recover
the correct Einv well within 5%, which we conservatively
consider as a systematic uncertainty. Other contributions to
the uncertainty arise from the statistical error on the a and b
parameters (<2%), from the systematic uncertainty in the
Xmax scale (1%), and from the uncertainty in the β0
correction (the statistical error on the parametrization of
N19 as a function of energy and systematics related to the
electromagnetic correction, with an overall contribution of
less than 4%). Another uncertainty comes from a possible
correction for the exponent B of the power-law relationship
between Einv and Sð1000Þ [see Eq. (11)]. Changing B by
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TABLE II. Values of the parameters of Eq. (15) fitted to the
data. The errors are statistical, and ρ is the correlation coefficient.
Data sample a½1018 eV b ρ
Inclined 0.179 0.006 0.947 0.017 −0.96
Vertical 0.160 0.002 0.952 0.005 −0.94
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2%, we estimate an uncertainty in Einv that increases with
energy from 5% to 11%. A total uncertainty of 11%–16%
(larger at higher energies) is obtained by assuming that the
errors on B and the 5% addressed in Sec. IV B are fully
correlated (both depend on the model and primary mass
used to estimate the parameters) and noting that the other
uncertainties are expected to be largely uncorrelated.
V. DISCUSSION OF THE RESULTS AND
EXTRAPOLATION TO LOW ENERGIES
For a quantitative comparison of the two data-driven
estimations of Einv presented in the previous section, one
has to take into account that Einv has a zenith angle
dependence, being larger for showers at larger zenith
angles. The zenith angle dependence of Einv has been
studied by simulating proton and iron showers at 1018.5 eV
using the AIRES [34] code with the QGSJetII-03 [29] hadronic
interaction model and parametrized with an analytical
function that is reported in Appendix B. We find that
the average values of Einv for the two data sets differ by 5%:
Einvð41°Þ=Einvð66°Þ ≃ 0.95, where 66° and 41° are the
average zenith angles of the inclined and vertical data,
respectively. Then, for a correct comparison, one of the two
estimates has been corrected by this ratio. Since the
majority of the events have zenith angles below 60°, in
the following we correct the Einv parametrization obtained
from the inclined data set, multiplying the corresponding
parametrization as a function of Ecal by 0.95.
The two data-driven Einv estimations are compared in
Fig. 8. They are in excellent agreement, well within the
systematic uncertainties that are shown with shaded bands.
It is worth noting that the two estimates are partially
correlated since they both use the measurement of the muon
number. However, they are affected by different system-
atics, and in particular, those arising from the model
dependence of the parameters used to get Einv from the
shower observables are not expected to be significantly
correlated. In fact, in inclined events, the largest model
dependence arises from ϵπc , while in vertical events, the
uncertainty in this parameter only marginally affects the
invisible energy since Einv ∝ ðϵπcÞ1−β with β ≈ 0.9.
In Fig. 8, we also show the theoretical predictions for the
different hadronic interaction models and primary masses
addressed in Sec. III. Note that, in comparison to the
predictions of the pre-LHC models (left panel), our
estimations are in better agreement with the ones of the
post-LHC models (right panel). However, they still have
large values, even larger than the predictions for iron
primaries, in contradiction with the mean mass composition
obtained using the Xmax measurement [20]. This is a
consequence of the muon number deficit in models [37],
given that the models fail to describe the properties of
shower development related to muons and therefore to Einv.
The estimations of Einv have been obtained for energies
above the threshold for the full trigger efficiency of the SD.
They can be extrapolated to lower energies by taking into
account the change in the elongation rate (i.e., how the mean
mass composition evolves with energy) measured
by Auger at EAcal ≃ 2 × 1018 eV [20,44]. The function is
obtained by extrapolating the parametrization obtained from
data down to EAcal and, below this energy, using a model
inspired function that matches the parametrization at EAcal.
For the latter, we use the function of Eq. (5) in which the
mean composition as a function of energy is taken from
the Auger FD measurements [44] together with a value of
β ¼ 0.9 that reproduces the simulations at lower energies.
Then the extrapolated function is approximated by a simple
power-law function of Ecal with the exponent bextr ¼ 0.846.
The value of bextr reflects how the mass composition
evolves with energy, and the particular value chosen for β.
The extrapolation of Einv obtained from the inclined
events is shown with the black dashed line in Fig. 8.
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A smooth transition between the power law valid below
EAcal and the one valid at higher energies (shown with the
solid black line) is obtained with a hyperbolic tangent
function. Further details on the functional shape that
parametrizes Einv are reported in Appendix B.
The uncertainty in the extrapolation (shown with the
shaded band) is obtained by adding in quadrature the 12%
error on the estimate at higher energies and a contribution
(15% at 1017 eV that progressively reduces to 0 as we
approach EAcal) obtained by changing β over a wide range
(0.87–0.93).
From Fig. 8, one can see how the rate with which Einv
evolves with energy is different above and below EAcal. This is
a consequence of the change in the elongation rate.Moreover,
the constraint to match our estimation of Einv at EAcal helps us
obtain a more realistic estimation of the extrapolation.
However, it is worth noting that this is still an extrapolation
that uses measurements of the number of muons at high
energy that show an excess with respect to the predictions of
the hadronic interaction models. The muon number excess
could be different at low energies, and this could introduce
additional biases in Einv. A more accurate estimation of Einv
will be obtained in the near future using the data collected by
theAMIGAmuon detectors [45] installed at Auger and using
the 750-m-spacing subarray of WCDs [8].
VI. CONCLUSIONS
We have presented a data-driven estimation of the
invisible energy of cosmic ray showers detected by the
Pierre Auger Observatory. We have developed two analysis
methods for the SD events inclined at zenith angles
60° < θ < 80° and for hybrid showers with θ < 60°. The
invisible energy has been parametrized as a function of
the calorimetric energy and extrapolated to energies below
the full trigger efficiency of the SD.
The two estimations agree at a level well within the
systematic uncertainties that are estimated to be of the order
of 10%–15%, and they give values of Einv considerably
higher than thepredictions given byMonteCarlo simulations.
This is a consequence of the muon number deficit in models
[37], a deficit due to the failure of the hadronic interaction
models to describe the properties of shower development
related to muons. Moreover, the estimations are consistent
with the evolution of the mass composition with energy as
measured by Auger [20,44]. This is due to the sensitivity of
the muon number to the primary mass and, at lower energy,
due to the use of the mean mass composition to find the
functional form that describes Einv as a function of Ecal.
While the two estimations are affected by comparable
systematic uncertainties, the one obtained using the inclined
events is intrinsically better. In fact, for these showers, we
measure the total number of muons arriving at ground level,
whichmakes the analysis ofEinv rather straightforward,more
direct, and simpler than the analysis used for vertical events.
A preliminary data-driven estimation of Einv has already
been in use by Auger for several years [13,14]. Before
2013, we used a parametrization fully based on simulations
assuming a mixed composition of proton and iron primaries
[6], which is shown in Fig. 9 and compared with the Einv
estimate obtained in this paper from the analysis of inclined
events and extrapolated to low energies. In the same figure,
we also show the parametrizations obtained in [6] for
proton and iron primaries and the parameterization in use
by the Telescope Array Collaboration, which assumes a
proton composition [46]. The systematic uncertainty in our
estimation is depicted with a shaded band. From the figure
one can evaluate the impact of the data-driven estimation of
Einv on the energy scale of Auger. Using the two
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simulations, we could introduce a bias in the energy scale
of −4% and −6%, which is significant considering that the
systematic uncertainty in the energy scale introduced by the
Einv estimate presented in this paper is about 1.5%.
A precise determination of the energy scale is particu-
larly important for the measurement of the energy spectrum
of the cosmic rays. The spectrum falls off with energy
approximately as a power-law function (J ∝ E−γ) with a
power index γ of about 3, and, at the highest energies, it
manifests a flattening at about 5 × 1018 eV (a feature
known as an ankle) and an abrupt suppression above
1019 eV [43]. Note that J is measured by counting the
number of events in bins of energy, and it is very sensitive
to the energy scale because the systematic uncertainties
affecting the shower energy (ΔE=E) are amplified by
the spectral index through the factor ð1 − ΔE=EÞ−γþ1.
Then one can infer the impact of the data-driven estimation
of Einv in the spectrum. Using the two simulations of Fig. 9
we could underestimate by about −4% and −6% the
energies at which we observe the spectral features and
introduce a negative bias in the flux J even larger than 10%.
The invisible energy parametrization as a function of Ecal
obtained using the Auger data can also be used in other
experiments employing the fluorescence technique. Note
that in this case, the uncertainty in Einv remains the one
determined in this paper only if the relative calibration
factor between the energy scales of the second experiment
and Auger is known and taken into account in the
calculation of Einv. Otherwise, a correct estimation of
the uncertainty in Einv needs to take into account the
uncertainties in the energy scales of both experiments.
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APPENDIX A: PARAMETERS RELEVANT
FOR THE Einv ESTIMATION IN
VERTICAL SHOWERS
Both AðΔXÞ [¼Einv=Sð1000ÞB, see Eq. (11)] and γðΔXÞ
[¼Eo=Sð1000Þγ, see Eq. (9)] are parametrized in units of
GeVwith the function10fðΔXÞ,where theexponent is a fourth-
degree polynomial in ΔX ¼ ð875=cos θ − XmaxÞ ½g=cm2,
fðΔXÞ ¼ p0 þ p1
ΔX
1000
þ p2

ΔX
1000

2
þ p3

ΔX
1000

3
ðA1Þ
and where the values of the parameters are shown in
Table III.
The function γ0ðΔXÞ for a mixed composition of 50%
protons and 50% iron is calculated by taking the average of
the functions γ0 for proton and iron primaries. All the
parametrizations, together with the average values of
Sð1000Þγ=E in bins of ΔX obtained with the hybrid data,
are shown in the left panel of Fig. 10. Note that γ0ðΔXÞ for
data is calculated by assuming γ ¼ 1.0594, the value that
reproduces the QGSJetII-03 simulations (see Sec. IV B).
The average values of the corrections ðγ˜0=γ0Þβ
(β ¼ 0.925) and β˜0=β0 calculated in bins of shower energy
for the hybrid data sample selected to evaluate Einv are
shown in the right panel of Fig. 10. Note that γ˜0 and γ0 refer
to data and QGSJetII-03 simulations for the mixed compo-
sition, respectively. Here, β˜0=β0 represents the muon
number excess obtained in inclined events with respect
to the muon number predicted by QGSJetII-03 [29] for a
mixed composition of 50% protons and 50% iron. It is
estimated from the parametrization of N19 as a function of
energy [43] and the parametrizations of Rμ for the QGSJetII-
03 simulations for proton and iron primaries [37]:
β˜0
β0
¼ N19ðEÞ
Rpμð1019 eVÞ
ðRpμðEÞ þ RFeμ ðEÞÞ=2
: ðA2Þ
TABLE III. Values of the parameters that define the functions
AðΔXÞ and γ0ðΔXÞ [see Eq. (A1)].
p0 p1 p2 p3
AðΔXÞ QGSJetII-03 [29]
−50% p 50% Fe 7.396 −0.696 2.310 −1.224
γ0ðΔXÞ QGSJetII-03 [29]—p 8.363 −0.651 2.486 −1.353
QGSJetII-03 [29]—Fe 8.215 −0.293 1.829 −1.034
Hybrid data 8.306 −0.984 2.644 −1.454
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APPENDIX B: Einv PARAMETRIZATION AS A
FUNCTION OF Ecal INCLUDING THE
EXTRAPOLATION TO LOW ENERGIES AND
THE ZENITH ANGLE DEPENDENCE
The function that parametrizes Einv as a function of Ecal
and extrapolates to 1017 eV is
Einv ¼ fðθÞElinv
þ fðθÞ 1
2

1þ tanh

Klog10
Ecal
EAcal

ðEhinv − ElinvÞ;
where Ehinv is the parametrization obtained from the
analysis of the inclined events (see Sec. IV C) and Elinv
describes the extrapolation down to low energies:
Elinv ¼ a

EAcal
1018 eV

b

Ecal
EAcal

bextr
Ehinv ¼ a

Ecal
1018 eV

b
:
The hyperbolic tangent ensures a smooth transition
between the functions Elinv and E
h
inv that describe the
invisible energy below and above EAcal, respectively, E
A
cal
being the energy at which Auger measures a break in the
elongation rate [20].
The function fðθÞ describes the zenith angle dependence
of Einv. It is parametrized with a third-degree polynomial
that is normalized to 1 at the average zenith angle of the
inclined hybrid events (66°):
fðθÞ ¼ 1þ f1ðcos θ − cos 66°Þ þ f2ðcos θ − cos 66°Þ2
þ f3ðcos θ − cos 66°Þ3:
The values of the parameters defining the invisible
energy parametrization are shown in Table IV.
The systematic uncertainty on Einv is parametrized with
the following function,
ΔEinv
Einv
¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0.122 þ

0.15

1 −
log10ðEcal=1017Þ
log10ðEAcal=1017Þ

2
s
ðB1Þ
for 1017 eV < Ecal < EAcal, and is fixed to
ΔEinv
Einv
¼ 0.12
for Ecal > EAcal.
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