I. Introduction
Least square principle method is one the best approximation methodin numerical analysis for line and curve fitting, this method was invented by Lagrange's. A function = ( )may be given in discretedata ,
.The best approximation in the least square is defined as that for which the constants , = 0,1,2,3 … are determined so that the aggregate of 2over given domain D is as small as possible, where > 0 $ is the weight function for the function whose values are given at + 1 points 0 , 1 … .
We have
Where ∅ = , = 0,1,2,3 … and = 1 The necessary conditions for (1) to have a minimum value is that = 0 , = 0,1,2,3 … .
This gives a system of + 1linear equations in + 1constants. These equations are called normal equations. Then we get approximated nth degree polynomial function of .
1.Least square plane:
Given a discrete data , , = 0,1, … , ≥ 2.
ie.,
Solving this system of equations we get 0 , 1 2 .
Example 1: Suppose that given data points −1, 1, −2 , 1, 2 , 3 , 1, 1 , 2 that lie on = ( , ).These points define uniquely a linear function in two variables, Solving these equations we get 0 = −1 , 1 = 2 , 2 = 1 Thus = −1 + 2 + . Solving this system of equations we get 
II. Least square quadric surface

