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Let
f (x1, . . . , xn) =
n∑
i,j=1
αijxixj , aij = aji ∈ R
be a real quadratic form such that the trace of the Hermitianmatrix
f (V1, . . . , Vn) :=
n∑
i,j=1
αijV
∗
i Vj
is nonnegative for all unitary 2n × 2n matrices V1, . . . , Vn. We
prove that f (U1, . . . , Un) is positive semideﬁnite for all unitary
matrices U1, . . . , Un of arbitrary sizem × m.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and preliminary
For each real quadratic form
f (x1, . . . , xn) =
n∑
i,j=1
αijxixj, αij = αji ∈ R,
and for unitary matrices U1, . . . , Un ∈ Mm(C), we deﬁne the Hermitian matrix
f (U1, . . . , Un) :=
n∑
i,j=1
αijU
∗
i Uj.
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We say that f is unitary trace nonnegative if Tr f (U1, . . . , Un) 0 for all unitarymatrices U1, . . . , Un. We
say that f is unitary positive semideﬁnite if f (U1, . . . , Un) 0 for all unitary matrices U1, . . . , Un. The
notation A 0 means that A is positive semideﬁnite. We prove that f is unitary trace nonnegative if
and only if f is unitary positive semideﬁnite.
We also show in Corollary 6 that the unitary trace nonnegative quadratic forms correspond to the
dual cone of the cone of real correlation matrices.
The following lemmagives a sufﬁcient condition for a quadratic form tobeunitary positive semidef-
inite. It will follow from our main result that this condition is also necessary (see Corollary 6).
Lemma 1. Let
f (x1, . . . , xn) =
n∑
i,j=1
αijxixj, αij = αji ∈ R
be a real quadratic form. Assume that there exists a positive semideﬁnite matrix C = [cij]ni,j=1 such that
αij = cij for all i /= j and∑nt=1 αtt ∑nt=1 ctt . Then there are linear forms gk(x1, . . . , xn) = ∑nt=1 βktxt
with βkt ∈ R, k = 1, . . . , n and α ∈ R such that for any unitary matrices U1, . . . , Un of arbitrary size
m × mwe have
f (U1, . . . , Un) = α2I +
n∑
k=1
gk(U1, . . . , Un)
∗gk(U1, . . . , Un).
Proof. Since the matrix C = [cij]ij is positive semideﬁnite and real, there is a matrix V ∈ Mn(R) such
that C = VTV . Let v1, . . . , vn ∈ Rn be the columns of V , then cij = 〈vi, vj〉 for all i, j = 1, . . . , n. Take
gk(x1, . . . , xn) = vk1x1 + . . . + vknxn. Then it is easy to check that
n∑
k=1
gk(U1, . . . , Un)
∗gk(U1, . . . , Un) =
n∑
k=1
‖vk‖2 +
n∑
i,j=1
i /=j
cijU
−1
i Uj.
Hence,
f (U1, . . . , Un) =
⎛
⎝ n∑
t=1
αtt −
n∑
k=1
‖vk‖2
⎞
⎠ I +
n∑
k=1
gk(U1, . . . , Un)
∗gk(U1, . . . , Un)
and the coefﬁcient
n∑
t=1
αtt −
n∑
k=1
‖vk‖2 =
n∑
t=1
αtt −
n∑
t=1
ctt
is nonnegative. Take α equalling its square root. 
Let a = [aij]1i<jn ∈ R n(n−1)2 , let x = [x1, . . . , xn]T ∈ Rn, and let b ∈ R be given. Deﬁne
M(a, x, b) =
⎛
⎜⎜⎜⎝
x1 + b a12 . . . a1n
a12 x2 + b . . . a2n
...
...
. . .
...
a1n a2n . . . xn + b
⎞
⎟⎟⎟⎠ .
By the previous lemma, we need to solve the followingminimization problem: for a given a, to ﬁnd
the minimum of x1 + · · · + xn, where x ∈ Rn, such that the matrixM(a, x, 0) is positive semideﬁnite.
We will solve this problem using the well-known duality in semideﬁnite programming.
Semideﬁnite programming (SDP for short; see [5,19]) studies the problem of minimizing a linear
functional depending on a variable x ∈ Rn subject to a matrix inequality:
minimize cTx subject to F(x) 0, (1)
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where c = [c1, . . . , cn]T ∈ Rn and F(x) = F0 + x1F1 + · · · + xnFn with real symmetric matrices Fj . A
problem of the form (1) is called primal.
The primal problem (1) is called strictly feasible if there exists x such that F(x) is positive deﬁnite.
The dual problem associated with (1) is the following:
maximize − Tr(F0Z) subject to Z  0, Tr(FiZ) = ci, i = 1, . . . , n. (2)
Here and in sequel, Z is real and symmetric. Z  0 is called dual feasible if Tr(FiZ) = ci for i = 1, . . . , n
and dual strictly feasible if, in addition, Z is positive deﬁnite. If such Z exists, the dual problem (2) is
called feasible and, respectively, strictly feasible.
Let p∗ be the optimal value of problem (1), i.e.
p∗ := inf{cTx|F(x) 0},
and let d∗ be the optimal value of dual problem (2):
d∗ := sup{−Tr(F0Z)|Z  0, Tr(FiZ) = ci, i = 1, . . . , m}.
The sets {x|cTx = p∗, F(x) 0} and
{Z| − Tr(F0Z) = d∗, Z  0, Tr(FiZ) = ci, i = 1, . . . , m}
are called optimal sets.
We need the following theorem; for its proof we refer the readers to [12] or [18].
Theorem 2. We have p∗ = d∗ if either of the following conditions holds:
• The primal problem (1) is strictly feasible.
• The dual problem (2) is strictly feasible.
If both conditions hold, the optimal sets are nonempty.
The following optimization result is crucial for the proof of Theorem 5.
Theorem 3. Let a = [aij]i<j ∈ Rn(n−1)/2 be given. Put
ξ(a) := inf{x1 + · · · + xn|x ∈ Rn, M(a, x, 0) 0}.
and
η(a) := −2 inf
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
n∑
i,j=1
i<j
aijqij
∣∣∣∣∣∣∣∣
⎛
⎜⎜⎜⎝
1 q12 . . . q1n
q12 1 . . . q2n
...
...
. . .
...
q1n q2n . . . 1
⎞
⎟⎟⎟⎠ 0
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
.
Then ξ(a) = η(a) and both inﬁmums are attainable.
Proof. Consider the matrix F0 := M(a, 0, 1) and the matrices Fj in which the (j, j)-entry is 1 and the
others are 0. Let c = [1, 1, . . . , 1]T . The equation Tr(FjZ) = 1 is equivalent to zjj = 1. We have
Tr(F0Z) = n + 2
n∑
i,j=1
i<j
aijzij.
Thus, the optimal value d∗ of the following SDP problem
maximize − Tr(F0Z) subject to Tr(FiZ) = ci, i = 1, . . . , n, Z  0 (3)
is −n + η(a). This problem is dual to the problem
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minimize x1 + . . . + xn subject toM(a, x, 1) 0. (4)
with the optimal value ξ(a) − n.
The primal problem is strictly feasible since positive deﬁnite symmetric matrices with 1’s on the
main diagonal obviously exist. The dual problem is also strictly feasible, which follows from the known
fact that the diagonally dominantmatrices are positive deﬁnite. Hence, by Theorem 2, we have ξ(a) =
η(a) and the optimal values are attainable. 
2. Main results
Denote byΘn(R) the set of real correlation matrices; that is, the set of positive semideﬁnite n × n
matrices with 1’s on the main diagonal. The convex sets Θn(R) and their complex analogs Θn were
studied in [2,4,10,9,3]. We need the following theorem (see [6,3]).
Theorem 4. For every P ∈ Θn(R), there is an n-tuple of symmetric orthogonal matrices S1, . . . , Sn in a
Euclidean space H such that P = [tr(S∗i Sj)]ij , where tr denotes the normalized trace tr(·) = 1dimH Tr(·).
Moreover, we can always choose H of dimension no greater than 2n.
Note that the straightforward analog of the above theorem in the case of complex coefﬁcients and
unitary matrices Sj seems to be a difﬁcult problem.
Now we are ready to prove the main result.
Theorem 5. Let
f (x1, . . . , xn) =
n∑
i,j=1
aijxixj, aij = aji ∈ R,
be a quadratic form such that
Tr(f (V1, . . . , Vn)) 0
for all n-tuples of orthogonal matrices V1, . . . , Vn ∈ M2n(R). Then there are linear forms gk(x1, . . . , xn) =∑n
t=1 βktxt with real coefﬁcients βkt ∈ R and some a ∈ R such that for all unitary matrices U1, . . . , Un
of arbitrary size m × mwe have
f (U1, . . . , Un) = a2I +
n∑
k=1
gk(U1, . . . , Un)
∗gk(U1, . . . , Un).
Proof. If
Tr(f (V1, . . . , Vn)) 0
for all n-tuples of orthogonal matrices V1, . . . , Vn ∈ M2n(R), then by Theorem 4
α + 2 ∑
1i<jn
aijqij  0
for any correlation matrix [qij]ij and α := ∑nt=1 att . Hence, α  η(a). Since η(a) = ξ(a), there are
x1, . . . , xn ∈ R such that α  x1 + · · · + xn and
M(a, x, 0) 0.
The use of Lemma 1 concludes the proof. 
Weconsider the convex setΘn(R) as embedded into the Euclidean spaceV consisting ofmatrices of
the formM([αij]1i<jn, 0,α), in which αij , α ∈ R and scalar product is given by the formula 〈A, B〉 =
1
n
Tr(AB) for A, B ∈ V . The cone dual to the convex set Θn(R) is
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Θn(R)
′ = {A ∈ V |〈A, B〉 0 for all B ∈ Θn(R)}.
In the following corollary,wecollect characterizationsof the tracenonnegative real quadratic forms.
Corollary 6. For a real quadratic form f = ∑ni,j=1 αijxixj with aij = aji and α = ∑nt=1 αtt the following
conditions are equivalent:
1. M(a, 0, α
n
) ∈ Θn(R)′.
2. There are x1, . . . , xn ∈ R such that α  x1 + · · · + xn and M(a, x, 0) 0.
3. Tr f (U1, . . . , Un) 0 for all m 1 and all n-tuples of orthogonal matrices U1, . . . , Un ∈ Mm(R).
4. f is unitary trace nonnegative.
5. f is unitary positive semideﬁnite.
6. There are linear forms gk(x1, . . . , xn) = ∑nt=1 βktxt with βkt ∈ R, k = 1, . . . , n and some a ∈ R
such that for all unitary matrices U1, . . . , Un of arbitrary size m × mwe have
f (U1, . . . , Un) = a2I +
n∑
k=1
gk(U1, . . . , Un)
∗gk(U1, . . . , Un).
Proof. Obviously, (6) ⇒ (5) ⇒ (4) ⇒ (3). The implication (3) ⇒ (2) was established in the
proof of Theorem 5. The implication (2) ⇒ (6) follows from Lemma 1.
The inequality
Tr
(
M(a, 0,
α
n
)Q
)
 0
holds for all Q = [qij]ij ∈ Θn(R) if and only if
α −2 inf
⎧⎪⎪⎨
⎪⎪⎩
n∑
i,j=1
i<j
aijqij|(qij)ij ∈ Θn(R)
⎫⎪⎪⎬
⎪⎪⎭
.
By Theorem 3, the last inequality is equivalent to
α min{x1 + . . . + xn|M(a, x, 0) 0},
which proves the equivalence (1) ⇐⇒ (2). 
Remark 7. The cone Θn(R) is not self-dual for n > 2. For example, the matrix
A =
⎛
⎜⎜⎝
1 − 17
16
5
7
− 17
16
1 −1
5
7
−1 1
⎞
⎟⎟⎠
is not positive semideﬁnite, but the matrix⎛
⎜⎜⎝
13
16
− 17
16
5
7
− 17
16
3
2
−1
5
7
−1 11
16
⎞
⎟⎟⎠
is positive deﬁnite and 13
16
+ 3
2
+ 11
16
= 3. By Corollary 6 we have that A ∈ Θ3(R)′ \ Θ3(R). It is easy
to see that A ⊕ In−3 ∈ Θn(R)′ \ Θn(R) for any n > 3.
Remark 8. The complete analog of the main result and Corollary 6 for quadratic complex forms in
three variables can be proved. A further progress requires a better understanding of the set Fn (in
notation of [3]) of the second order non-commutativemixedmoments of unitarymatrices. The results
of [3,10] suggest that there is a principal difference in the cases n = 3 and n 4.
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3. Connes’ embedding conjecture
LetF be the group algebra of the free groupFwith a countable family of free generators {u1, u2, . . .}.
The algebraF has the standard conjugate-linear involutive operation,which is deﬁned by g∗ = g−1 on
the basis elements g ∈ F. The algebraF with this operation becomes a∗-algebra. For a given n-tuple of
unitarymatricesU = (U1, . . . , Un), we can deﬁne a unitary representation ofF, whichmaps uj toUj for
1 j n and to I for j > n. This unitary representation can be extended linearly to a ∗-representation
πU of F .
For a real symmetric quadratic form
f (x1, . . . , xn) =
n∑
i,j=1
αijxixj,
we have f (U1, . . . , Un) = πU(f (u1, . . . , un)), where f (u1, . . . , un) denotes the element∑ni,j=1 αiju−1i uj
of the algebra F . The condition “αij = αji for all i and j” is equivalent to the condition “f (u1, . . . , un) is
self-adjoint”.
In this section we explain how the results of the previous sections are related to an algebraic
reformulation of Connes’ embedding problem.
Connes’ embedding conjecture states that every ﬁnite von Neumann algebra with ﬁxed normal
faithful tracial state can be embedded into an ultrapower of the hyperﬁnite factor in a trace preserving
way.
Let us recall some deﬁnitions. Let ω ∈ β(N)\N be a free ultraﬁlter on N. Let R be a hyperﬁnite
II1-factor with a faithful tracial normal state τ . The subset Iω in l
∞(N, R) consisting of sequences
(x1, x2, . . .) with limn→ω τ(x∗nxn) = 0 is a closed ideal in l∞(N, R), and a quotient algebra Rω =
l∞(N, R)/Iω is a von Neumann II1-factor called ultrapower of R. It is endowed with a faithful tracial
normal state
τω((xn) + Iω) = lim
n→ω τ(xn).
For more details about Connes’ embedding problem the reader may consult [7,6,3] and references
given therein.
There are several reformulations of Connes’ embedding conjecture in terms of representability of
trace nonnegative polynomials in contractive self-adjoint or unitary generators as sums of Hermitian
squares or its analogs, see [15,16,8,6]. By a commutator in F we mean a ring commutator; that is, an
element of the form gh − hg with h, g ∈ F . A Hermitian square in F is an element of the form h∗h
where h ∈ F . The sums of Hermitian squares constitute a cone in real vector space of self-adjoint
elements of F , which plays an important role in determining the C∗-norm on universal enveloping
C∗-algebra of F , see [14,13].
The following algebraic reformulation of the Connes conjecture was obtained in [6].
Theorem 9. Connes’ embedding conjecture is true if and only if for any f ∈ F of the form
n∑
i,j=1
αiju
−1
i uj with n 1 and αij = αji for all 1 i, j n
such that
Trf (U1, . . . , Un) 0 (5)
for all unitary matrices U1, . . . , Un of arbitrary size m × m, we have
for every ε > 0, εe + f (u1, . . . , un) = g + c, (6)
in which e is the identity of F , c is a sum of commutators in F , and g is a sum of Hermitian squares.
Note that one can anticipate appearance of sums of commutators in (6) since adding a sum of
commutators to f does not affect property (5).
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As a direct consequence of Theorem 5, we get that every element f (u1, . . . , un) with property (5)
and αij ∈ R is a sum of Hermitian squares, i.e. the condition (6) is satisﬁed with c = 0.
Theorem5also improves the factorizationobtained in [11,1]. LetGnm denote the set of reducedwords
of length at most n in unitary generators u1, . . . , um. In particular, G
1
m = {u1, . . . , um, u−11 , . . . , u−1m }.
Let Hnm be the set of words w
−1
1 w2, where w1, w2 ∈ Gnm. Let H be a Hilbert space and let L(H) denote
the space of all bounded linear operators acting on H. Fix a collection Ah ∈ L(H), h ∈ Hnm. Assume that
the operator
f (U) = ∑
h∈Hnm
Ah ⊗ πU(h)
is positive semideﬁnite for everym-tuple of unitary operators U = (U1, . . . , Um) acting on H. By [11],
thereexist anauxiliaryHilbert spaceE ofdimensionatmostdimH
∑n
j=0 mj andoperatorsBw ∈ L(H, E),
such that f (U) = g(U)∗g(U), where
g(U) = ∑
w∈Gnm
Bw ⊗ πU(w).
Specializing the above result to the case dimH = 1, we get that
f (u1, . . . , um) = αe +
m∑
i,j=1
i /=j
αiju
∗
i uj,
(which is positive semideﬁnite whenever generators uj are replaced with unitary operators) has the
following representation:
f (u1, . . . , um) =
m+1∑
k=1
g∗k gk, (7)
gk = ξk +
m∑
j=1
(βkjuj + γkju−1j ) for some ξk,βkj, γkj ∈ C. (8)
Theorem 5 allows us to take all γkj = 0 if all coefﬁcients of f are real.
Remark 10. If every trace-positive quadratic polynomial is positive semideﬁnite, then it is easy to see
that one could put ε = 0 and c = 0 in (6). Moreover, in this case one could use (7) and (8) to check
whether f is a sum of Hermitian squares.
Radulescu [17] shows that one can consider non-homogeneous quadratic polynomials in sym-
metries to reformulate Connes’ embedding problem. For homogeneous quadratic polynomials in
symmetries, we have the following.
Theorem 11. LetG = Z∞2 denote the group generated by a free countable family of symmetries {s1, s2, . . .},
i.e. s2j = 1. Denote its group ∗-algebra by G.
Assume that a self-adjoint f ∈ G of the form
f (s1, . . . , sn) = αe +
∑
i,j=1
i /=
αijsisj, αij ∈ C,
satisﬁes the condition
Tr(f (S1, . . . , Sn)) 0
for every n-tuple of symmetries S1, . . . , Sn ∈ M2n(R).
Then
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f = g + c,
where c is a sum of commutators in F and g is a sum of Hermitian squares.
Proof. The proof is analogues to the proof of Theorem 5 since the self-adjoint
f (s1, . . . , sn) = αe +
∑
k=j
αiksksj
can be written as
αe + 2 ∑
k,j=1
k<j
akj(sksj + sjsk) + 2
∑
k,j=1
k<j
bkj(sksj − sjsk),
where akj = αkj and bkj = αkj are the real and imaginary parts of αkj . 
References
[1] M. Bakonyi, D. Timotin, Extensions of positive deﬁnite functions on free groups, J. Funct. Anal. 246 (2007) 31–49.
[2] J.P.R. Christensen, J. Vesterstrom, A note on extreme positive deﬁnite matrices, Math. Ann. 244 (1979) 65–68.
[3] K. Dykema, K. Juschenko, Matrices of unitary moments, Available from: <arXiv:math/0901.0288>.
[4] R. Grone, S. Pierce, W. Watkins, Extremal correlation matrices, Linear Algebra Appl. 134 (1990) 63–70.
[5] H. Wolkowicz, R. Sigal, L. Vandenberghe (Eds.), Handbook of Semideﬁnite Programming, Theory, Algorithms, and
Applications, Kluwer Academic Publishers, Boston, MA, 2000.
[6] K. Juschenko, S. Popovych, Algebraic reformulation of Connes’ embedding problem and the free group algebra, Israel J.
Math., in press.
[7] E. Kirchberg, On nonsemisplit extensions, tensor products and exactness of group C∗-algebras, Invent. Math. 112 (3) (1993)
449–489.
[8] I. Klep, M. Schweighofer, Connes’ embedding conjecture and sums of Hermitian squares,Adv. Math. 217 (2008) 1816–1837.
[9] C.-K. Li, B.-S. Tam, A note on extreme correlation matrices, SIAM J. Matrix Anal. Appl. 15 (1994) 903–908.
[10] R. Loewy, Extreme points of a convex subset of the cone of positive semideﬁnite matrices,Math. Ann. 53 (1980) 227–232.
[11] S. McCullough, Factorization of operator valid polynomials in several non-commuting variables, Linear Algebra Appl. 326
(2001) 193–203.
[12] Y. Nesterov, A. Nemirovsky, Interior-point Polynomial Methods in Convex Programming, Studies in Applied Mathematics,
vol. 13, Society for Industrial and Applied Mathematics, Philadelphia, PA, 1994.
[13] V. Ostrovskyi, Yu. Samoilenko, Introduction to the theory of representations of ﬁnitely presented ∗-algebras. I. Represen-
tations by bounded operators, Rev. Math. Math. Phys. 11 (1999), pt. 1, iv+261 pp.
[14] S. Popovych, On O∗-representability and C∗-representability of ∗-algebras, Houston J. Math. 36 (2) (2010) 1–24.
[15] F. Radulescu, A non-commutative, analytic version of Hilbert’s 17th problem in type II1von Neumann algebras, Available
from: <arXiv:math/0404458>.
[16] F. Radulescu, Combinatorial aspects of Connes’ embedding conjecture and asymptotic distribution of traces of products of
unitaries, J. Operator Theory 20 (2006) 197–205.
[17] F. Radulescu, Convex sets associated with von Neumann algebras and Connes’ approximate embedding problem, Math.
Res. Lett. 6 (2) (1999) 229–236.
[18] R.T. Rockafellar, Convex Analysis, second ed., Princeton University Press, Princeton, NJ,1970.
[19] L. Vandenberghe, S. Boyd, Semideﬁnite programming, SIAM Rev. 38 (1996) 49–95.
