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Abstract-The application of probabilities to geometric objects has a history of some 
two hundred years. We give a brief history, highlighting typical problems and tech- 
niques. The abstract phase of the last decade is illustrated by some work of the author. 
1. INTRODUCTION 
The study of probabilities on geometric objects has encompassed a wide variety of ap- 
proaches and concerns. Among the several terms used to describe such investigations 
are stochastic or statistical geometry, integral geometry, and geometric probability. Prom- 
inent among the earliest work is that of Buffon and Crofton, while in more recent times 
a large number of new problems (as well as revisited older ones) have been investigated. 
Some idea of the range of this activity can be found in the survey articles [l-41 together 
with Santa16 [51 and Solomon [61. Much of the recent impetus has come from new fields 
of application such as biology [71, metallurgy [Sl, mineralogy [91, and pattern theory 
[lo, 111. 
Clearly, such a rich and continuing history cannot be easily summarized, but a short 
synopsis may at least give some feeling for the flavor of the field. More particularly, 1 
hope to illuminate the shift in attitude which has taken place very recently (within the 
past decade). 
2. BUFFON’S NEEDLE PROBLEM 
Perhaps the earliest known problem in geometric probability is the needle problem of 
Buffon, introduced by him in 1777 and later rigorized by Laplace in 1812. From it has 
come an entire field of research which continues to the present day. A delightful history 
can be found in Gridgeman [12] and a discussion of recent developments appears in 
Solomon [61. 
Assume the plane to be ruled with lines at unit distance apart. A needle of unit length, 
thrown at random on the plane (or, more precisely, on the plane reduced modulo the 
ruling), will hit either one line or none. Elementary calculations show that if the needle 
is thrown this way in a sequence of independent trials, then the proportion of hits will 
tend to 2/r. This beautiful result has had an enormous attraction, due perhaps to the 
unexpected interplay between trivial geometry (the experiment) and rather deeper math- 
ematics (the appearance of 7r). Put another way, the asymptotic extraction of the value 
of n is made possible, e\‘err lI?tll sr~cll primithye observations, by an ample supply of 
randomness. This notion is at the core of, and the needle problem can be regarded as the 
first example of, a simulation or Monte Carlo experiment. 
As we all know, Monte Carlo methods can be abused by enthusiasts, and the needle 
‘Prepared with the partial support of National Science Foundation Grant MCS-7903214. 
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problem has been no exception. Gridgeman’s history contains a cast of such characters, 
In 1850, for instance. Wolf tossed the needle 50,000 times to get a value of 3.1596-a 
relatively minor undertaking compared to his earlier quarter-million dice tosses! In 1864. 
Fox, a Civil War casualty, prevailed on his orderly for 1030 tosses resulting in a value 
of 3.1595. Lazzerini (1901) got the suspicious value of 3.1415929 = 355/13 after 3408 
tosses, while Clarke (1933) took special care with an electronic apparatus to get the value 
of 3.143 (250,000 tosses). 
3. INTEGRAL GEOMETRY 
Roughly a century after Buffon, Crofton’s 1885 Encyclopedia Britannica article on 
probability provided a systematic account of “object-tossing” experiments and essen- 
tially founded the field of integral geometry (see Santa16 [51 for an exhaustive and current 
survey). 
A typical problem is, how many lines intersect a bounded, convex subset K of the 
plane? To make things precise, we parameterize a line with two coordinates (r,@, 
I’ 5 0, 0 zz 13 zz 2x, according to the representation 
x cosb, + y sin@ = f. 
We then interpret the number of lines intersecting K as the Lebesgue measure of the 
(r,O) set of intersecting lines. It is not too hard to find that the answer comes out to be 
precisely the perimeter of K. A related problem asks, what is the average length of the 
projective of K in a random direction? The answer is 1 lfl times the perimeter of K. 
The important notion here is that higher dimensional information can be retrieved from 
lower dimensional observations. This idea has been developed into the field of stereology 
[7] and quite recently has been exploited in the medical field of computer-aided tomog- 
raphy [131. 
4. CONDITIONING 
Perhaps Crofton’s most important contribution was to observe that many problems 
could be solved by looking for an appropriate conditioning of random events. It might be 
useful to consider two problems which can be attacked by using this powerful method. 
Suppose that n 2 3 points -are chosen independently in the plane, each according to 
a fixed density f(x), x E R”. What is the expected number of vertices V in the convex 
hull of the point sample? For the moment, consider fixed points (.rl, . . . ,.r,J and consider 
the system of functions fij(.r,, . . . ,xn), i # j, where fij = 1 if Xi and *‘cj are adjacent 
vertices of the convex hull, and = 0 if they are not. Then the total number of vertices is 
The same result holds in the random case, only now, of course, V is a random integer. 
Using the linearity of the expectation operator and the identical distributions of the fij, 
we find that the expectation of V is (g) times the expectation of I 12. To express the latter 
quantity we invoke conditioning: suppose the first two points are located at X, and _r2, 
respectively. Then f,2 = 1 (that is, x1 and _Y~ are vertices) if and only if all of the other 
points lie to one side or the other of the line connecting I, and se. The probability that 
this occurs is 
H”-yXI,Xp) -t [ 1 - H(XlrX2)]n--2 ) 
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where H(x,,x,) is the probability that a single point falls into one of the given half-planes 
determined by x1 and x2. It remains only to randomize the locations of the first two 
points. We then get the expected number of vertices to be 
i 
{ Hn-*(x, ~2) + [ 1 - W,,x,)l”-‘} f(x,)f(x,)dx-idx, 
R’XR2 
A good reference for this type of problem is Efron 1141. 
The second problem considers just two points thrown independently and uniformly on 
the unit disc. We consider the expected distance between them. Let the two points be Z, 
and Z2, considered in the complex plane. Define 




= 22 Pll < P2/ 
i 21 P‘zl 5 l&I 
so that Zc2) is Z, or Z2 according to which has the larger modulus. Now suppose that .&) 
has been fixed. It turns out that Z(i, is conditionally distributed uniformly on the disc of 
radius \Z,2,1. One way of writing this is Zo, = W * Zc2), where (i) W is independent of Zc2, 
and (ii) W is uniformly distributed on the unir disc. Using these facts, we have the 
required expectation 
El& - 221 = .%,, - 4211 
= El W . Zw - 42d 
= EI42,i . 1 W - 11 
= E(Zcz,l . ElW - 11 
= 415 * ElW - 11 
The remaining expectation El W - l/ involves a single random point uniformly distributed 
on the disc. Thus, the computation has been considerably reduced. 
5. RANDOM SETS 
In the past ten years, a general theory of random (geometric) sets has arisen. It is 
considerably more abstract than earlier work and attempts to replace “simple” primitive 
objects such as points, lines, and discs with more general sets. At the same time there 
is less emphasis on uniform distribution and an increased effort to prove results which 
are “distribution-free.” Important discussions can be found in Matheron [15] and in 
Kendall’s paper “Foundations of a Theory of Random Sets” in [ 161. 
To illustrate this more recent approach, I will conclude by discussing parts of my own 
work, some of which was done with colleagues. 
Consider the class X of nonempty, convex and compact subsets of R" (1 : d < m). 
X may be equipped’with two algebraic operations: 
(i) scalar multiplication given by 
aK = {wlp E K), a E R’ 
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KI + K2 = {PI + ~2 / PI E K,, ~2 E K2) 
and a distance, the so-called Huusdorj~ metric, 
h(K,,K,) = inf{e > 0 1 K, C K2 f EB, K2 C K, + EB} 
(here B is the closed unit ball of R?. 
We form the u-field 9 generated by the metric topology on .5Y and are then prepared to 
make our first definition. 
Definition. A random set X is a measurable map from a probability space (Q, 2, P) 
into YC. That is, X:R ---, 3’ and X-‘(F) E 2 for all F E 9. 
If X is a random set and 4% + R’ is continuous then 4(X) is an ordinary random 
variable. In particular, if we define the norm of a set K to be 11 K 11 = max{ 11 p 11 
I P E K) then II X II is a random variable. We shall have occasion to require that it have 
finite expectation. 
A crucial classical result in probability theory is the strong law of large numbers which 
states that the normalized sums of a sequence of independent and identically distributed 
random variables converge almost surely to their common expectation if it exists. The 
same result can be attempted in the random set context: under what conditions do nor- 
malized (Minkowski) sums of i.i.d. random sets Xi, 
Xn=IIX,+ a-* + X”], 
n 
converge? A first step is to define the expectation of a set. A very brief sketch is as 
follows: for K E SY and P E R”, II e II = 1, define s(K,e) = max{(p,e) I p E K}. For 
fixed K,s(K;) is the support function of K. If X is a random set with E 11 X )I < ~a, 
then E s(X,r) exists for all e and moreover defines a support function of some set. We 
define this set to be the expectation EX of X, i.e., 
s(EX;) = E s(X;) 
The strong law of large numbers for random sets can then be formulated as follows. 
THEOREM [171. Let X,, X2, . . ._be independent and idetltically distributed rurldom 
sets such thtrt E I/ X, II < *. Then X,, + EX, almost surely in the Hausdorj~metric. 
A natural question to ask is whether the rate of convergence can be ascertained. In 
the random variable case this is provided by the central limit theorem. Unfortunately no 
fully general result has yet been derived for random sets. 
A modest inquiry would be to ask about the behavior of geometric functionals of the 
normalized sums. Some progress has been made in the plane: let A(K) denote the area 
of a set K. Then, 
- 
where the summands are so-called “mixed areas.” If E II X: II ’ < a, then A(X,,) + 
A(EX,) almost sure!y and a rate of convergence is obtainable. Depending on a structural 
parameter V’ (details can be found in [181), either of two rates of convergence may occur. 
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THEOREM. (i) If a* > 0, then (I ln*) [A(?,) - A(EX,)] bus an asymptotically normal 
distribution with meart 0 arld variance 40-*. 
(ii) ff CT* = 0, then n[A(X,) - A&Y,)] is asymptotically distributed like a random 
I*ariable of the -form 
{i: CjLzj - II} + EA(X,) - A(EXA 
j=l 
M-here the Zj are iid standard normal random l,ariables artd the Cj.fortfl CA certain squure 
srrmmuble sequence. 
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