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ABSTRACT
The properties of spiking activity such as the spike shape are crucial for normal and
homeostatic functioning of a neuron. For example, the spike width determines the calcium influx
and correspondingly the intracellular calcium concentration ([Ca2+]i), which plays key roles in
variety of cellular processes from basic neurotransmitter release to gene transcription.
Dantrolene, a specific inhibitor of ryanodine channel-mediated calcium release from intracellular
calcium stores, inhibits two main ionic currents in B5 neurons of mollusk Helisoma trivolvis,
persistent sodium current and hyperpolarization-activated current (h-current). We developed a
model of the neuronal activity of B5 neuron and investigated how the parameters of persistent
sodium current (INaP) and h-current (IH) affect the spike shape. In the model of B5 neuron, either

removal of IH by shifting its voltage of half-activation to more hyperpolarized values or removal
of INaP by reducing its maximal conductance decreases the spike width and shifts the minimum
after-hyperpolarization potential (mAHP) towards more negative values. We showed in the
model that the spike width linearly correlated with calcium influx into the cell. In this model, the
spike width is controlled by the inactivation variables of fast sodium, persistent sodium, and
calcium currents at the spike threshold. The activation of the h-current governs membrane
potential during the inter-spike interval (ISI) and determines the values of these inactivation
variables. At mAHP of spike, the activation of the h-current was the only variable that
substantially affected the spike width and mAHP. In conclusion, removal of the h-current or the
persistent sodium current reproduced the dantrolene effects on spike shape and reduced the
calcium influx through membrane calcium channels. The inactivation variables of inward
currents, modulated by activation of the h-current, describe the mechanism governing the spike
width.

INDEX WORDS: action potential, spike width, minimum after-hyperpolarization potential
(mAHP), inactivation variable, hyperpolarization-activated current, persistent sodium current,
intracellular calcium concentration ([Ca2+]i).
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1

INTRODUCTION

The spike shape is an important factor in neuronal functioning (Ma & Koester, 1995).
The size of the spike width determines the calcium influx through voltage-gated ionic channels
(Augustine, 1990; Estes et al., 2014). It is shown in the literature that the spike width is
positively correlated with the intracellular calcium concentration ([Ca2+]i) (Gillette et al., 1980).
The [Ca2+]i regulates various neuronal processes such as neurotransmitter release, neuronal
development, synaptic plasticity, and gene transcription (Berridge et al., 2003). For instance, the
level of cytosolic calcium is increased in the brains of patients with Alzheimer’s disease; the
calcium release through ryanodine receptor (RYR) channels of the endoplasmic reticulum (ER)
membrane is implicated in this increase (Lopez et al., 2008). It is shown that dantrolene, an
antagonist of RYR, nearly abolishes memory loss in a mouse model of Alzheimer’s disease
(Peng et al., 2012). It is also known that dantrolene has protective effects on neuronal damages
caused by ischemia, hypoxia, seizure, sepsis, and spinocerebellar ataxia (Peng et al., 2012; Inan
& Wei, 2010).
One of the important effects of changes in [Ca2+]i is the regulation of neuronal
development (Estes et al., 2014; Zheng & Poo, 2007). Calcium signaling regulates the growth
cone motility in B5 neurons of the fresh-water snail Helisoma trivolvis and is determined by the
shape of the action potential (Zhong et al., 2013; Estes et al., 2014; Rehder & Kater, 1992). The
key ionic currents required for spontaneous and evoked spiking in B5 neurons are persistent
sodium (INaP), hyperpolarization-activated current (IH), calcium current (ICa), and Ca-activated
potassium currents including big and small conductances (IBK and ISK). It is shown that the
amplitude of ISK and IBK and the voltage of half-activation of IH can be modulated based on
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changes in the level of [Ca2+]i (Zhong et al., 2013; Hagiwara & Irisawa, 1989; Destexhe et al.,
1993; Luthi & McCormick, 1998).
The unpublished data from our collaborators, Artinian and Rehder, showed that
dantrolene treatment of B5 neurons gradually decreases their firing frequency and eventually
silences the neuron. At the same time, dantrolene changes the spike shape. For example, the
spike width decreases and the minimum after-hyperpolarization potential (mAHP) becomes more
negative. It was shown that dantolene treatment causes a reduction of the persistent sodium
current and the hyperpolarization-activated current (h-current). These two currents are important
in generating the spiking activity in B5 neurons. Both currents activate in the range of resting
membrane potentials. The study of the effects of these ionic currents on spiking properties of B5
neurons would provide us with pivotal information about the dynamics of the neuronal activity.
The biophysical model of B5 neurons can help us to understand the cellular mechanisms
that control the spike shape properties such as the spike width and mAHP. The knowledge of
neural dynamics gives us qualitative and quantitative predictions about the behavior of the
neurons (Cymbalyuk et al., 2002; Barnett & Cymbalyuk, 2014; Barnett et al., 2013;
Malaschenko et al., 2011; Shilnikov & Cymbalyuk, 2005; Shilnikov et al., 2005). By using the
model, we can measure the calcium influx through calcium channels during a single action
potential. The correlation between the measured level of [Ca2+]i and the width of action potential
is investigated in the model. This study focuses on two goals: (1) to develop a canonical model
of B5 neurons, and (2) to determine the mechanisms by which persistent sodium and h-current
affect the spike shape.
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2
2.1

MATERIALS AND METHODS

Canonical model of B5 neurons
We developed a biophysical model of identified B5 neurons of fresh water snail

Helisoma trivolvis. It reproduces the neuronal firing activity under different experimental
conditions. The study of single identified B5 neuron in culture provided a plethora of data on its
intrinsic electrical dynamics and calcium signaling. First, a preliminary Hodgkin-Huxley-type
model of a B5 neuron was developed, which contained the key ionic currents and reproduced the
electrical activity of these neurons. The analysis of spiking activity indicated that the main
current generating spikes in B5 neurons is calcium current (Artinian et al., 2010). Neurons in
NMDG saline, which eliminates sodium currents, are silent but still able to generate action
potentials during the application of depolarizing injected current. The model exhibited a firing
activity of B5 neurons comparable to the activity observed in the experiments (Fig.1).

Figure 1: The activity of B5 neurons in NMDG saline. The 100 pA depolarizing injected
current is applied to a silent neuron for 1 s. The green curve shows the experimental data and
the pink curve is the model activity. The black line shows the trace of injected current.

Different methods of optimization such as evolutionary algorithm, gradient descent
method, and simplex method were applied in the model to find the best biological parameter set
reproducing the firing activity of these neurons. Further enhancement of the neuronal model was
obtained by tuning the parameters of ionic currents including IH and INaP.
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In the second part of this study, we determined the role of INaP and IH in forming the spike
shape of B5 neurons. Our modeling data supports the notion that the down-regulation of
persistent sodium current by reducing its maximal conductance (GNaP) and the removal of the hcurrent by shifting the voltage of half-activation (V1/2mH) to more hyperpolarized values can lead
to the recorded change of spike properties. The most prominent changes are decrease of the spike
width, the shift of mAHP to more hyperpolarized values, and decrease of the spike frequency.
The analysis of ionic gating variables allowed us to study the mechanisms underlying
neuromodulation of B5 neurons based on changes in properties of INaP and IH. We found a linear
correlation between the calcium influx into the cell and the spike properties, such as spike width
and spike frequency.
Our Hodgkin-Huxley-type neuronal model of B5 neurons includes ten ionic currents: fast
sodium current, INaF; persistent sodium current, INaP; delayed rectifier potassium current, IK; Atype potassium current, IKa; non-inactivating potassium current, IK4; voltage-gated calcium
current, ICa; calcium-activated potassium currents (small conductance and big conductance), ISK
and IBK; hyperpolarization-activated current (h-current), IH, and leak current, IL (Appendix). It is
based on the model of respiratory neurons of the central pattern generator (CPG) of the pond
snail Lymnaea (Bungay et al., 2009). Three additional currents were added from other sources.
The h-current (IH) was derived from a model of a leech heart (Hill et al., 2001; Barnett &
Cymbalyuk, 2014), calcium-activated potassium currents (ISK and IBK) were taken from Baxter et
al. (1999), and non-inactivating potassium current (IK4) were derived from Hille (1991) (Hille,
1991; Baxter et al., 1999). The parameters of the full model were tuned to reproduce the
experimental activity of B5 neurons (Table A.1). The final model used in the simulations is
described in the Appendix section.
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All the simulations and analyses were performed using custom-made scripts written in
MATLAB (The Mathworks, Inc.). The system of differential equations describing the B5 neuron
were simulated using the integration method of backward differentiation formulas (BDF),
applying the function ode15s. The real tolerance and absolute tolerance of the integrations were
10-9. The simulated model exhibited stationary states and spiking activity. In order to achieve
steady-state spiking activity, the model was integrated for 50 seconds and then the analyses were
applied to evaluate the properties of spike shapes. We compared the spike shapes simulated in
the model with intracellular experimental recordings (Dr. Rehder’s lab, Georgia State University,
Atlanta, GA, USA) and tuned the model parameters to match the spike properties such as
amplitude, spike width, inter-spike interval, and threshold, peak of spike, and mAHP.
2.2

The definition of the spike width
The spikes were characterized by the width at the threshold voltage of action potential.

We determined the threshold by applying the same procedures to both experimental and
modeling data. The only distinction was that the experimental data were filtered to remove noise.
Experimental voltage traces were low-passed filtered by using eighth-order Bessel filter (Sekerli
et al., 2004). The Bilinear transformation was used to transform an analog Bessel filter to digital
counterpart with cutoff frequency fixed to 1250 Hz (Sekerli et al., 2004). The filtering procedure
didn't noticeably change the spike shape. In order to determine the threshold voltage, we used the
first derivative of membrane potential (dV/dt). We calculated dV/dt by applying the central
difference method provided in MATLAB. The phase-plane plot, dV/dt versus membrane
potential (V), provides insight into the dynamics of spiking activity (Guttman et al., 1980; Butera
et al., 1995; Sekerli et al., 2004). The spike threshold was estimated by plotting the rising section
of the derivative in the phase-plane, as the voltage at which the dV/dt equals to 3% of its
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maximum (Vth) (Fig. 2A,B). The measured spike width at Vth was used as one of the
characteristics to match through the optimization.
2.3

Optimization of the parameters of ionic currents in the model
Different optimization techniques including Nelder-Mead simplex method, evolutionary

algorithm, and gradient descent method were applied to tune the parameters of ionic currents. In
each optimization routine from three to ten parameters where selected to be optimized. A cost
function was developed to assess the mismatch of the model and experimental data. During the
optimization, the value of the selected parameters were varied to minimize the cost function.

Figure 2: Definition of the spike threshold. The threshold voltage is determined by analysis of
the voltage derivative and marked by a green circle. The Vth is equal to -33.5 mV. A) An example
of action potential in control. B) The positive region of the membrane potential derivative
(derivative of the depolarizing part of action potential) versus membrane potential.

We defined two types of cost functions for optimization of the selected characteristics.
We used each of these cost functions separately in our optimization routines. (1) The first cost
function was defined on the basis of comparison between the voltage traces obtained in the
model and in the experiment. For this reason, we aligned the model and experimental spikes
placing the maximum voltages at time zero. As the inter-spike intervals were not exactly the
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same, we created a window between the rising and decaying parts of action potential to compare
the corresponding voltages between the two spikes. We chose the smallest depolarizing and
repolarizing parts between the action potentials, and then created the window based on that time
range. The sum of the absolute values of the voltage trace difference between the two action
potentials in the created window was used as the cost function. (2) The other cost function was
defined by comparing the spike shape characteristics in the model and the experiment. The
values of dV/dt at the two key points on the phase-plane of a single spike refer to maximum and
minimum of the dV/dt, the threshold, peak of spike, and mAHP of the action potential were
considered in calculating the cost function. The other characteristics of the spike shape such as
spike width, inter-spike interval, and the amplitude were also calculated in the model and the
experiment. We measured the absolute value of the difference between the mentioned
characteristics of action potential in the model and the experiment. The results were normalized
in a way that each of the calculated difference values had the same effect on optimization of the
spike’s characteristics. The second cost function calculates the sum of the normalized values.
The canonical model was obtained by applying the optimization methods for several rounds until
the model exhibited a minimal cost function value and could closely reproduce the voltage trace
under given conditions.
2.4

Effects of the removal of IH and INaP on the spike shape
We investigated the changes of the spike shape during spiking activity exhibited in the

model under two applied conditions: (1) blockade of the h-current and (2) reduction of the
persistent sodium current. The latter was obtained by decreasing the maximal conductance of the
persistent sodium current. To remove the h-current in the model, two methods were used. First,
the maximal conductance of the h-current was set to zero. In this case, the rest of the ionic
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current parameters in the model were optimized as described in section 2.2. We compared the
spike shape between the model and the experiment in control condition and under ZD7288
treatment, a blocker of the h-current. Second, we modeled the removal of the h-current by
shifting its voltage of half-activation (V1/2mH) towards more hyperpolarized potentials in our
canonical model.
One of the important consequences of spiking is the calcium influx into the cell caused
by each action potential. The relation of the spike width and calcium influx was assessed as
V1/2mH was systematically shifted to different voltages. We evaluated the total calcium influx
during a single spike, which is determined by the interval between the moment when the
membrane potential crosses the threshold and the moment when it reaches the mAHP. The
equation 16 in the Appendix was used to calculate the calcium influx for different V1/2mH.
The cellular mechanisms that control the spike shape were identified in the model. We
investigated the most influential variables controlling the changes in the spike width and mAHP.

3
3.1

RESULTS

H-current removal mimics the dantrolene effects on spike shapes
The ionic currents essential for spontaneous and evoked spiking in B5 neurons are

persistent sodium current (INaP), h-current (IH), calcium current (ICa), and calcium-activated
potassium current (ISK & IBK) (Artinian et al., 2012). The two inward currents, INaP and IH, play
special roles in determining the spike shape of B5 neurons. The experimental data showed that
dantrolene treatment reduced the persistent sodium current and inhibited the h-current. In the
consequence of applying dantrolene, the spike shape changed so that the spikes became larger in
amplitude and narrower in width. The peak of spike after dantrolene treatment slightly decreased
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and the increase in the spike amplitude was solely caused by the shift of mAHP towards more
negative voltages. The peak of the spike did not change significantly for spikes before and after
dantrolene treatment. Similar changes in spike shapes were reported after inhibition of the hcurrent by ZD7288 treatment.
To model the effects of ZD7288 treatment, we started with our canonical model and
removed the h-current by setting its maximal conductance to zero (GH = 0 nS) (Fig. 3A,B). The
spike shape properties were matched closely with the experimental data by applying optimization
algorithms. In accordance with the experimental results, the spike width was reduced from 40.1
ms in control to 27 ms after the blockade of the h-current. Similarly, the simulations showed a
reduction of spike width by ~16%, from 40.7 ms in control to 34.3 ms after the removal of the hcurrent. Furthermore, the application of ZD7288 shifted the mAHP from -52.6 mV to -57 mV in
experiment. The model exhibited a similar reduction of mAHP from -52.6 mV in control to -55
mV after the h-current was removed (Fig. 3A,B).

Figure 3: Spike shape in control and after ZD7288 treatment in the model and the experiment.
The dark blue dashed lines represent the spikes exhibited by the model and the solid curves (red
and green) present the experimental data. The shape of an action potential before and after
ZD7288 treatment is plotted in (A) and (B), respectively. The green circles mark the threshold
voltage.
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The peak of spike in the experiment during dantrolene treatment decreased by 1.5 mV. In
our model, the decrease in the peak of spike is qualitatively in agreement with the dantrolene
experiment. Therefore, we overlook the mismatch of the peak of spike between the model and
experiment under ZD7288 treatment and give priority to the data obtained from dantrolene
treatment. However, the changes in the spike width and mAHP were well matched in the
experiment and the model after the removal of the h-current, which these changes on the spike
shape were also observed in dantrolene experiment as well.
3.2

Control of the h-current by variation of V1/2mH
The voltage of half-activation of the h-current is controlled and activated by the

intracellular calcium concentration ([Ca2+]i ) (Destexhe et al., 1993; Hagiwara & Irisawa, 1989).
Calcium stores are one of the main sources of regulation of the intracellular calcium
concentration. Dantrolene, the specific inhibitor of ryanodine channel-mediated calcium release
from intracellular stores, inhibited the h-current and continuously decreased the spike width and
lowered the mAHP in B5 neurons. We manipulated the amount of the h-current in the model by
shifting V1/2mH to more hyperpolarized values. This way the h-current was removed from the
system as it would activates only at voltages outside the range of variation of voltage during the
spike. In this section, we investigated the effect of the h-current on properties of the action
potentials by systematically shifting its voltage of half-activation from -110 mV to +20 mV. This
procedure provides us information of the correlation between various spike properties such as the
spike width, mAHP, and the spike frequency. We compared the trend of changes of the spike
properties in the model as we shifted the V1/2mH towards more hyperpolarized values with the
corresponding results after dantrolene treatment.
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3.2.1

Spike width decreased at more hyperpolarized values of V1/2mH

We analyzed the changes on spike shape during spiking activity in the canonical model of
B5 neurons associated with the down-regulation of the h-current by shifting its voltage of halfactivation (V1/2mH) to more hyperpolarized voltages. Similar to the effects of the blockade of the
h-current by setting its maximal conductance to zero, the model showed a reduction of the spike
width and a shift in mAHP to more hyperpolarized values as we shifted V1/2mH from depolarized
value +20 mV to hyperpolarized value -110 mV (Fig. 4,5). At V1/2mH equals -110 mV, the spike
characteristics were saturated. The system produced steady-state spiking activity for all the
mentioned values of V1/2mH, from +20 mV to -110 mV.
The spike width correlated non-linearly with V1/2mH and had a maximum of 42.1 ms at
V1/2mH of -48 mV (Fig. 4). The shift of V1/2mH from values of -48 mV to -110 mV decreased the
spike width by 18%, from 42.1 ms to 34.5 ms. In contrast, the spike width values changed in
opposite direction as we shifted V1/2mH from depolarized values of +20 mV to -48 mV. The width
of spikes increased by 12%, from 37.5 ms to the maximum value 42.1 ms. It should be noted that
the most depolarized values of V1/2mH investigated were outside of the physiological range.

Figure 4: Dependence of spike width on V1/2mH.The red dot represents the canonical value of
V1/2mH. The graph has a maximum at 42.1 ms at -48 mV.
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3.2.2

The Dependence of the minimum after-hyperpolarization potential on V1/2mH

Dantrolene treatment increase the mAHP by shifting it to more negative values. In the
model, we investigated whether similar changes could be caused by shifting V1/2mH. As we
changed V1/2mH in the same range of -110 mV to +20 mV, the mAHP increased from -55.0 mV to
more depolarized value of -49.6 mV. We obtained a non-linear correlation between the mAHP
and value of V1/2mH (Fig. 5). The mAHP is saturated at -55.0 mV for the V1/2mH values below -86
mV. It indicates that the h-current is not participating in the spiking dynamics for V1/2mH values
smaller than -86 mV. As we increased V1/2mH from -86 mV to more depolarized values, the
mAHP also increased to more depolarized values at two different rates. The mAHP changed
rapidly for V1/2mH values between -86 mV and -48 mV, and slowly V1/2mH values more
depolarized than -48 mV.

Figure 5: Dependence of the minimum after-hyperpolarization potential on V1/2mH. The red dot
represents mAHP for the canonical value of V1/2mH.
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3.2.3

Linear correlation of the spike width and the minimum after-hyperpolarization
potential

We next investigated the relationship between the changes in the spike width and the
mAHP as V1/2mH was shifted between -110 mV to +20 mV. Figure 6 shows a maximum of the
spike width at 42.1 ms with mAHP equals -51.8 mV, which corresponds with V1/2mH equals -48
mV (Fig. 4,6). We split the curve into two parts, and then fitted each part with linear functions.
The slope of the fitted line of the rising part of the curve was 2.5 ms/mV. Over this part of the
curve, the spike width increased from 34.5 ms to 42.1 ms while the mAHP changed from -55 mV
to -51.8 mV. Similarly, the decreasing part fitted with a linear function that had a slope of -2.6
ms/mV. Here, the spike width decreased from 42.1 ms to 37.5 ms while the mAHP increased to 49.6 mV. The rate of change of the spike width is slightly higher for the decreasing part than for
the rising part of the curve.

Figure 6: Dependence of spike width on minimum after-hyperpolarization potential under
variation of V1/2mH. The black dots present the spike width and mAHP as V1/2mH is shifted from 110 mV to +20 mV. The curve creates a maximum spike width of 42.1 ms corresponding to
mAHPof -51.5 mV. The graph is analyzed in two parts: before and after the maximum and each
part is fitted with a linear function. The slopes of the rising and declining parts of the curve are
2.5 ms/mV (the pink line) and -2.6 ms/mV (the green line), respectively.
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The linear correlation between spike width and the mAHP was also tested in the
experiment in control condition and during dantrolene treatment (Fig. 7). Similar to the result
obtained from the model, the experimental data demonstrated a linear correlation between the
spike width and the minimum voltage (Fig 6, 7A). In the experiments, the spike width decreased
from 28 ms to 19 ms as mAHP moved to more hyperpolarized values from -53.2 mV to -59.5
mV due to dantrolene treatment. The slope of the line fitted to the experimental data was ~1.6
ms/mV. Although it was smaller than the slope obtained for the model, it was remarkable to
confirm the prediction. Dantrolene treatment also decreased the spike frequency from 1 Hz to
0.15 Hz, and then neuron became silent (Fig. 7B). The spike width and the spike frequency were
also correlated linearly with a fitted slope of 9 ms/Hz.

Figure 7: The properties of action potentials of experimental data in control and after
treatment with dantrolene. The stars represent the spike width, minimum voltage and frequency
for each action potential. The red stars mark the spike properties in control neurons. Yellow to
purple stars are showing the changes in spike properties over time upon dantrolene application.
A) The fitted line with slope of 1.6 ms/mV describes the correlation of the changes in spike width
and mAHP. B) The spike width is decreasing in a linear fashion as spike frequency decreased.
The slope of the line is 9 ms/Hz.

In summary, shifting the voltage of half-activation of the h-current to more
hyperpolarized values showed similar effects on spike shape as those caused by dantrolene
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treatment. Removal of the h-current by shifting V1/2mH to more hyperpolarized values decreased
the spike width and shifted the mAHP to more negative voltages. The model showed non-linear
dependencies of both spike width and mAHP based on variation of V1/2mH. However, the spike
width linearly correlated with the mAHP, in both model and experimental data. The changes in
the spike caused by the removal of h-current were further studied in the model and were
compared to experimental result.
3.2.4

The regulation of spike properties

The application of dantrolene noticeably decreased the frequency of spiking activity of
B5 neurons before it silenced the neurons. The question is how the spike width is correlated with
the spike frequency during dantrolene treatment. Since dantrolene treatment removed the hcurrent, we further investigated the changes of spike frequency in the model as V1/2mH was shifted
to more hyperpolarized values. The spontaneous spike frequency was calculated as the inverse of
the time interval between maximum voltages of two consequent spikes. The spike frequency
decreased non-linearly as V1/2mH was shifted to more negative values. The frequency was
saturated at the value of 0.7 Hz for V1/2mH voltages below -86 mV (Fig. 8). The spike frequency
non-linearly increased, from 0.7 Hz to 7.3 Hz, for V1/2mH values more depolarized than -86 mV
up to +20 mV. The spike frequency in the canonical model was 2.3 Hz at V1/2mH equals -54.5
mV.
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Figure 8: Spike frequency versus V1/2mH. The red dot represents the canonical value. The
frequency changed from 0.7 Hz to 7.3 Hz. The spike frequency is saturated at 0.67 Hz for V1/2mH
smaller than -86 mV.

The graph of spike width and spike frequency exhibits a maximum frequency at 3.1 Hz
with recorded spike frequencies varying between 0.7 Hz to 7.3 Hz (Fig. 9). The maximum point
of this curve corresponds to the maximum point obtained in Figure 4 at V1/2mH equals -48 mV
(Fig. 4,9). We characterized the curve by splitting it into two parts and fitted each part with a
linear function. The rising part of the curve corresponds to the physiological changing range of
V1/2mH and fitted to a line with a positive slope of 3.6 ms/Hz. Similarly, in the dantrolene
experiment, the spike width linearly correlated with the spike frequency.
All together, the application of dantrolene in the experiment showed a linear correlation
between the spike width and spike frequency. In the model, we reproduced the dantrolene effect
on the h-current by shifting V1/2mH from its physiological range towards more hyperpolarized
values. This blocked of the h-current resulted in a qualitative similar linear correlation between
the spike width and spike frequency.
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Figure 9: The dependency of spike shape properties on spike frequency under variation of
V1/2mH. The red dot corresponds to the canonical value of V1/2mH for spike frequency 2.3 Hz. The
curve of spike width and frequency has the maximum of 42.1 ms at spike frequency of 3.1 Hz. The
curve can be divided into two linear parts with positive slope of 3.6 ms/Hz and negative slope of
-1.3 ms/Hz.

3.3

Linear correlation of calcium influx, spike frequency, and spike width
The spike shape determines the level of intracellular calcium concentration (Estes et al.,

2014). The spike frequency positively correlates with the [Ca2+]i (Estes et al., 2014). In our
model, the removal of the h-current led to a reduced spike width and an increase in the interspike interval (ISI). We investigated the calcium influx through calcium channels as V1/2mH was
shifted from -48 mV to -110 mV. The calcium influx was calculated at each value of V1/2mH. We
fixed the value of the cell volume to 7.9 nL (Table A.2), and calculated the calcium
concentration in this volume depending on the calcium influx into the cell for 10 s. The results
showed that this intracellular calcium concentration linearly correlated with the spike frequency
and increased by 1020 nM, from 380 nM to 1400 nM, as the spiking frequency increased from
0.7 Hz to 3.1 Hz. The slope of the line is 431 nM/Hz in the model (Fig. 10A), which is similar to
the slope of the fitted line between the firing frequency and growth cone calcium concentration
of B5 neurons obtained in the experimental data in Estes et al. paper.
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We also calculated the calcium influx during a single spike, i.e. during the time interval
from the moment when the membrane potential crosses the threshold voltage to the moment
when it reaches the mAHP. For the spike broadening of 8 ms, the [Ca2+]i due to the calcium
influx increased by 22 nM, from 56 nM to 78 nM (Fig.10B).

Figure 10: The relation of the calcium concentration and the spike properties. The black dots
represent the average value of intracellular calcium concentration due to calcium influx
calculated for a 10 s interval in (A) and during a single spike in (B). A) The slope of the fitted
line is 431 nM/Hz. B) The calcium influx of a single spike is positively correlated with the spike
width.

3.4

The inactivation variables of three inward currents at the threshold voltage
controlled the spike shape
In the model, we investigated the specific cellular mechanisms, which control the spike

width and mAHP. Our goal is to identify the key gating variables of ionic currents that govern
the changes of these two properties of the spike shape. We analyzed the spike shapes exhibited in
the model in response to perturbation of the gating variables, one at a time. We compared two
models, which differ only in one parameter value: the voltage of half-activation of the h-current
(V1/2mH). We considered the two values of this parameter that would create the largest spike
width difference. We called these two models: the wide-spike model and the narrow-spike
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model. We tested whether reset of the original value of a variable in one model, to the initial
value of the same variable in the other model, could reproduce the spike shape of the latter
model. For example, would the initial value of the inactivation variable of the calcium current of
the wide-spike model, plugged as the initial value of the same variable into the narrow-spike
model, cause the latter to produce a wide spike?
As mentioned before, the model exhibited steady-state spiking activity for all analyzed
values of V1/2mH in the range between -110 mV and +20 mV. The narrowest and the widest spike
widths were recorded in the model at V1/2mH -88 mV and -48 mV, respectively (Fig. 4). The spike
width of the narrow-spike model and the wide-spike model were 34.3 ms and 42.1 ms,
correspondingly. The perturbation is applied to each variable at certain points on the action
potential. For example, the spike threshold was one of the points where we applied the
perturbation. At the spike threshold, the value of one variable in one of the selected models (e.g.
narrow-spike model) was exchanged with the value of the same variable of spiking activity in the
other model (e.g. wide-spike model). Then, we measured the width of the first spike generated
after the perturbation and calculated the difference with the spike width of the same model
before perturbation. We assumed that perturbation of one or a group of variables in one model
could generate one action potential with the spike width of the other model. We calculated the
spike width difference obtained from one model in unperturbed condition and after the
perturbation. We formalized the percentage of this difference relative to the largest spike width
difference obtained from the two models in their unperturbed conditions. We called this
percentage an effective value. Higher percentages specify that the value of the perturbed spike
width difference is closer to the maximal spike width difference obtained from unperturbed
conditions. In other words, the value of 100% represents the exact match of the spike width after
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the perturbation in one model (e.g. wide-spike model) with the spike width of the other model in
its unperturbed condition (e.g. narrow-spike model).
Our B5 model contains 11 activation and inactivation gating variables along with the
voltage variable. The exchange of variables at the spike threshold didn’t change the depolarizing
part of the spike, and it was the same in control and after the perturbation (Fig. 11). The spike
width was only changed based on the changes in the repolarization part of the action potential.
The perturbation of gating variables of outward currents at the threshold showed an effective
value less than 1%. Similarly, perturbation of the activation variables of inward currents showed
slight changes in the spike width and obtained an effective value of less than 1%. Distinctly,
perturbation of the inactivation variables of three inward currents, namely: fast sodium,
persistent sodium and calcium currents exhibited high percentage corresponding to a significant
change in spike width. The effective values were slightly different depending on which model
was perturbed. The perturbation of the inactivation variables of fast sodium, persistent sodium
and calcium currents in the narrow-spike model resulted in effective values of 22%, 11% and
47%, respectively, while the wide-spike model showed effective values of 37%, 28% and 71%.
Since perturbation of a single variable could not completely reproduce the spike width from one
perturbed model to the other unperturbed model, we analyzed the changes in spike width by
simultaneously perturbing a group of variables. We chose a combination set of two or three
variables out of the inactivation variables of these three inward currents. The perturbation of a
combination of two variables indicated higher percentages than the effective values obtained by
perturbation of only one variable. However, the joint perturbation of all three variables resulted
in the highest percentage and the significant change in the spike width (Fig. 11). The effective
value obtained by perturbing all three variables together was not equal to the sum of the effective
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values obtained from the perturbation of single variables. The synergy of perturbation of all three
variables resulted in an effective value of 113.5% in the narrow-spike model and 103% in the
wide-spike model. It suggested that the joint perturbation of inactivation variables of these three
inward currents in one model over-adjusts the spike width from its unperturbed value in the other
model.
As it shows in Figure 11E, the repolarization part of the action potential in the perturbed
wide-spike model and the unperturbed narrow-spike model matched well with each other (Fig.
11E, pink to dashed red). Similarly, applying the perturbation on the wide-spike model reduced
the spike width, and the repolarization part of action potential matched the one in the
unperturbed narrow-spike model (Fig. 11E, blue to dashed black).
Since the outward currents are mostly activated at more depolarized potentials, we
investigated how the variables at the peak of spike are controlling the spike width. We applied
the similar perturbation procedures on each of the variables at the peak of spike, one at a time.
However, at the peak of spike, the gating variables of outward currents showed an effective
value less than 1%. These result suggest that gating variables of outward currents did not govern
the spike width. In turn, the inactivation variables of the inward currents affected the spike width.
The results are shown in Table 1.
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Figure 11: Spike shapes in control and after perturbation applied at the spike threshold. The
pink and the blue curves represent the spike shape in control at V1/2mH -88 mV (narrow-spike
model) and -48 mV (wide-spike model), respectively. The graph shows the changes in spike
shape induced by perturbation of the inactivation variables of the three inward currents: fast
sodium (B), persistent sodium (C), calcium (D) currents, and the all three inactivation variables
together (E) at the threshold. The circle and the dotted line mark the threshold voltage. The
dashed curves represent the perturbed spike shapes. In perturbation, we exchanged the value of
inactivation variables between the two models. The perturbation of the wide-spike model (blue)
decreases the spike width (black dashed curve). The perturbation of the narrow-spike model
(pink) increases the spike width (red dashed curve). The spike width perfectly matched in two
models based on the perturbation of the all three variables simultaneously (E).
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Table 1. The effects of the perturbation at the peak of spike on the spike width

Variables
hNaF
hNaP
hCa
hNaF,hNaP,hCa
mh
other variables
3.5

Spike Width
Wide-spike
Narrow-spike
Model
Model
37%
23%
24%
12%
64%
44%
98%
98%
<1%
<1%
<1%
<1%

The activation of the h-current at the minimum after-hyperpolarization potential
controls the spike width and minimum after-hyperpolarization potential
At mAHP, we applied the same analysis of the perturbation of the variables described

above. The results showed that none of the gating variables except for the activation of the hcurrent and the voltage had an effective value larger than 1% on the spike width and mAHP.
First, we analyzed the difference of mAHP between control and perturbed spikes. The
perturbation of the activation variable of the h-current noticeably changed the mAHP. The larger
values of the activation variable of the h-current shifted the mAHP to more depolarized values.
The effective values were different between the two models. The perturbation of the narrowspike model and the wide-spike model yielded effective values of 74% and 53%, respectively.
The perturbation of voltage distinctly affected the mAHP. The effects differed between
the two models. The perturbation of the narrow-spike model did not affect the mAHP, while the
perturbation of the wide-spike model shifted the mAHP to more depolarized voltages with an
effective value of -33%. The minus sign represents that the mAHP was changed in the opposite
direction of the value measured in the original model.
Second, we concluded that the perturbation of the same two variables at mAHP
controlled the spike width. The rest of the ionic gating variables had an effective value of less

24

than 1%. The perturbation of the voltage generated different effective values between the two
models. The spike width was affected by only less than 1% as the voltage was perturbed in the
narrow-spike model. However, the perturbation of the wide-spike model increased the spike
width with an effective value of -52%. On the other hand, the activation variable of the h-current
switched the value of the spike width between the two models. The effective values obtained
from the perturbation of the narrow-spike model and the wide-spike model were 86% and 47%,
respectively. The results suggested that at mAHP the activation of the h-current governed the
changes in the spike width. Based on our observation, we found in the model that the variables of
inward currents govern the changes in spike width.
3.6

The paradoxical effect of the inactivation variable of inward currents on the
minimum after-hyperpolarization potential
At the threshold, we also examined how the perturbation of ionic gating variables would

affect mAHP. The same approach was used here to find the most effective variables controlling
mAHP. Similar to the previous section, we evaluated the effect of perturbation by calculating
the percentage of mAHP difference in one model between control and after the exchangeperturbation relative to the maximal mAHP difference between the two models in their original
conditions. At the threshold voltage, the perturbation of the inactivation variable of the three
inward currents and also the activation variable of the h-current strongly affect the value of
mAHP. We obtained different effective values for each of the variables of the mentioned inward
currents depending on which model was perturbed. The narrow-spike model showed effective
values of 3%, 16%, 32%, and 37% due to perturbation of the inactivation variables of fast
sodium, persistent sodium, calcium currents, and activation variable of the h-current,
respectively, while the perturbation of these variables in the wide-spike model caused the
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effective value of 9%, 25%, 43%, and 46%, respectively. The rest of the variables had a
negligible effect of less than 1% on mAHP.
Generally, the removal of inactivation of inward currents determines more
hyperpolarized values of mAHP. In our results, at the threshold voltage, the larger value of
inactivation variables of the three inward currents determined more depolarized values of the
mAHP. In other words, removal of the inactivation of the inward currents shifted the mAHP to
more depolarized values. To explain this paradox, we compared the value of these variables at
three points on the spike: threshold, peak of spike, and mAHP asV1/2mH was shifted to different
values.
3.7

Inactivation of the inward currents during the inter-spike interval
We compared the values of the inactivation variables of fast sodium, persistent sodium,

and calcium currents as V1/2mH was shifted from -48 mV to -110 mV. The curves of the variables
at the threshold and peak of spike were congruent to each other (Fig. 12). At the threshold and at
the peak of spike, the values of these variables monotonically decreased as V1/2mH was shifted to
more hyperpolarized values. In contrast, at mAHP, the values of the three variables
monotonically increased as V1/2mH was shifted down.

Figure 12: Inactivation variables of three inward currents at different reference points on
spike under variation of V1/2mH. The circles show inactivation variables of the three inward
currents at the three points of the spike: threshold (green), peak of spike (red), and mAHP (blue)
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as we shift V1/2mH from -110 mV to -48 mV. The Vmin, Vmax, and Vth represent the mAHP, peak of
spike and spike threshold, respectively.
The curves of the inactivation variables at the spike threshold and at mAHP crossed each
other at a certain value of V1/2mH. This V1/2mH equals -56 mV and -62 mV for the inactivation
curves of fast sodium current and calcium current, respectively. It suggests that the activation of
the h-current determines the value of these variables.
The spike frequency is controlled by the activation of the h-current; it decreases as V1/2mH
was shifted towards more negative values. At the threshold and peak of spike, the inactivation
variables of inward currents negatively correlated with the ISI. In contrast, at mAHP, larger ISI
corresponds to greater values of the inactivation variables. These results indicated that the inward
currents are relatively more inactivated at the threshold and the peak of spike for larger ISI.

Figure 13: The dependence of the inactivation variables of three inward currents at three
reference points of a spike on ISI and on the spike width. The blue, green and red circles are
inactivation variable values at mAHP, spike threshold, and peak of spike, respectively. Vmin is the
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mAHP. The curves of hNaF at mAHP and at threshold cross each other at an ISI of 0.5 s and a
spike width of 40 ms, and the intersection point for hCa was at an ISI of 0.7 Hz and a spike width
of 37.4 ms.
However, at mAHP, the variables are smaller for large values of ISI, where the spikes
have more hyperpolarized mAHP (Fig. 13). The spike width was also controlled by the
activation of the h-current, and it decreased as V1/2mH was shifted from -48 mV to -110 mV. We
showed that the ISI and the spike width are negatively correlated, so that larger ISI is associated
with narrower spike width. We also observed that at the threshold and at the peak of spike, the
inactivation variable of the three inward currents obtained smaller values for larger ISI.
3.8

Reduction of the persistent sodium current decreases the spike width and minimum
after-hyperpolarization potential in B5 neurons
Persistent sodium current plays a special role in spontaneous and evoked spiking in B5

neurons (Artinian et al., 2012). Experimental results of B5 neurons showed that application of
dantrolene inhibits the persistent sodium current by ~76%. In the model, we examined the effect
of persistent sodium current on spike shape properties by reducing its maximal conductance
(GNaP) from 150 nS to zero.
We fixed all the parameters including V1/2mH to their canonical values and then
systematically reduced GNaP. The removal of the persistent sodium current decreased the spike
width by 22%, from 44.7 ms to 34.8 ms, based on a fitted quadratic function:
−5

f ( x )= ( 7 .8× 10

2

) x +0 . 025 x+ 20. 4 (Fig. 14A). The mAHP shifted to more hyperpolarized

values, from -51.5 mV to -54.5 mV, by the reduction of GNaP (Fig. 14B). We analyzed the
correlation of spike width and mAHP as GNaP was decreased in the model. Here, the changes of
the spike width based on a shift of mAHP to more hyperpolarized values was described by a
2
3
quadratic function: f ( x )= 0 .63 x +71. 2 x+( 2× 10 ) (Fig. 14C).
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We further investigated the effect of GNaP on the spike frequency. The spike frequency
slightly decreased from 2.4 to 2.1 Hz for smaller values of GNaP (Fig. 14D). Figure 14E shows
the correlation between the spike width and spike frequency as the persistent sodium is
decreased. The spike width decreased noticeably by 9.9 ms as frequency decreased by only 0.29
Hz (Fig. 14E). We also analyzed how the mAHP and spike frequency correlated with each other
based on the removal of the persistent sodium current. The mAHP shifted towards more
hyperpolarized values continuously by 3 mV, from -51.5 mV to -54.5 mV, as spike frequency
changed from 2.4 Hz to 2.1 Hz (Fig. 14F).

Figure 14: Correlation of spike properties and the persistent sodium current. The black dots
represent the spike properties for each value of GNaP. The red dots mark the canonical value of
GNaP.
A)
The
spike
width
is
fitted
with
a
quadratic
function:
−5
2
f ( x )= ( 7 .8× 10 ) x +0 . 025 x+ 20. 4 . B) The graph represents the mAHP as GNaP is
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decreased. C) The spike width versus mAHP for changing value of GNaP, which is fitted with a
2
3
quadratic function: f ( x )= 0 .63 x +71. 2 x+( 2× 10 ) . D) The spike frequency is almost linearly
dependent on GNaP. E) The spike width grows with spike frequency. F) For higher spike
frequencies, the mAHP shifted towards more depolarized voltages.
4
4.1

DISCUSSION

The significance of spike shape in neuronal processes
In neuronal networks, neurons interact by producing electrical spikes. The spike shape

affects neuronal dynamics and efficiency of information transmission (Augustine, 1990; Ma &
Koester, 1995), determines the metabolic efficiency (Hasenstaub et al., 2010; Carter & Bean,
2009) and the magnitude of calcium influx, and can govern the intracellular calcium
concentration ([Ca2+]i) (Gillette et al., 1980; Augustine, 1990; Estes et al., 2014). In turn, the
level of free cytosolic calcium controls a variety of neuronal processes including homeostatatic
regulation of activity (Liu et al., 1998; Marder & Prinz, 2002; Gunay & Prinz, 2010),
neurotransmitter release (Augustine, 1990; Sabatini & Regehr, 1997), and neuronal cell death
associated with Alzheimer’s disease (Berridge, 2014; Bezprozvanny & Mattson, 2008;
Khachaturian, 1989; LaFerla, 2002; Gutierrez-Merino et al., 2014; Liang & Wei, 2015). The
[Ca2+]i is mainly determined by the calcium influx through membrane voltage-gated calcium
channels and ryanodine channel-mediated calcium release from intracellular calcium stores
(Gutierrez-Merino et al., 2014). Dantrolene, a specific inhibitor of ryanodine channel-mediated
calcium release from intracellular stores, directly and indirectly affects the level of [Ca2+]i. The
changes in [Ca2+]i indirectly affect the ionic currents such as L-type calcium current (Imredy &
Yue, 1994), calcium-activated potassium currents (Vergara et al., 1998; Adams et al., 1982), and
the hyperpolarization-activated current (h-current) (Hagiwara & Irisawa, 1989; Destexhe et al.,
1993; Luthi & McCormick, 1998 ; Berridge, 2014). These changes of ionic currents can affect
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the spike shape, which determines how much calcium enters into the cell (Gillette et al., 1980;
Augustine, 1990; Estes et al., 2014). In this study we analyzed the changes of the spike width
and minimum after-hyperpolarization potential (mAHP) caused by indirect effects of dantrolene.
We investigated the cellular mechanism controlling the spike width and calcium influx through
voltage-gated calcium channels and their effects on [Ca2+]i.
By applying dantrolene, we assess the role of intracellular calcium stores in the dynamics
of spike generation. The application of dantrolene first gradually changed the spike shapes and
eventually silenced the B5 neurons of the mollusk Helisoma trivolvis (Artinian et al.,
unpublished data). During this process, the spike width gradually decreased and the mAHP was
shifted towards more hyperpolarized voltages. Also, the dantrolene treatment had an inhibitory
effect on two inward currents: the h-current and persistent sodium current. We attribute the
inhibition of the h-current to the change in [Ca2+]i. The voltage of half-activation of the h-current
is calcium-dependent (Hagiwara & Irisawa, 1989; Destexhe et al., 1993; Luthi & McCormick,
1998; Berridge, 2014). Therefore, the decrease in [Ca2+]i shifts the activation curve of the hcurrent towards more negative values and indirectly reduces the amount of the h-current
(Hagiwara & Irisawa, 1989; Destexhe et al., 1993; Luthi & McCormick, 1998; Berridge, 2014).
We investigated the questions how changes in these two inward currents affect the spike shape,
what cellular mechanisms govern the changes in the spike shape, and whether these changes
affect the [Ca2+]i.
We developed a biophysical Hodgkin-Huxley-type model of B5 neurons and investigated
how the manipulations of the h-current and persistent sodium current would affect the spike
shape. Since dantrolene lowers the [Ca2+]i, we modeled the dantrolene effects on the h-current by
shifting its voltage of half-activation towards more negative values. We showed that the
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inhibition of the h-current reduces the spike width and shifts mAHP towards more
hyperpolarized voltages. We also demonstrated similar changes in the spike shape as persistent
sodium current was removed from neuronal activity. The observed alterations of the spike shape,
caused by either removal of the h-current or down-regulation of the persistent sodium current,
closely matched the changes in spike shape observed after dantrolene treatment. Our model study
suggests that treatment with dantrolene, resulting in a reduction of calcium release from
intracellular stores, could indirectly affect the spike shape through inhibition of the h-current or
persistent sodium current.
4.2

The mechanisms controlling the spike width
According to Hodgkin and Huxley (1952), the basic spike is generated by the interaction

of fast sodium and potassium currents. In this mechanism the outward potassium currents control
the repolarization part of the spike and determine the spike width. It is generally accepted that
the contribution of the potassium currents is critical for the generation of functional narrow
spikes. Although numerous studies describe that the blockade of outward currents contributes in
spike broadening (Gillette et al., 1982; Jackson et al., 1991; Ma & Koester, 1995), we did not
find any regulatory effects of outward current kinetics on the changes of spike width. It has been
shown in many neurons, including R20 cells of Aplysia californica (Ma & Koester, 1995),
Paracerebral neurons of Pleurobranchaea (Gillette et al., 1982), and pituitary nerve terminals in
rats (Jackson et al., 1991), that the increase of spike width during high-frequency spiking can be
explained by cumulative inactivation of potassium currents.
The comparison between the spike shapes of B5 and B19 neurons in buccal ganglia of
Helisoma trivolvis shows that B5 neurons have much larger spike width compared to B19
neurons (Estes et al., 2014). In B19 neurons the blockade of the potassium currents with
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tetraethylamonium (TEA) and 4-aminopyridine (4AP) approximately doubled their spike width.
The spikes were still much narrower compared to the spike width of B5 neurons in control
condition. It is reported that spikes dominated by calcium currents are usually wider than the
spikes dominated by sodium currents (Kim & Connors, 1993; Mackie & Meech, 1985). The
spikes of B19 neurons are dominated by sodium current, while the spikes of B5 neurons are
driven by calcium current (Artinian et al., 2010). Therefore, the configuration of ionic currents
can determine the spike shape and the spike width (Estes et al., 2014).
The reduction in the level of [Ca2+]i during dantrolene treatment decreases the amount of
the calcium-dependent potassium currents. The decrease of these currents would cause an
increase in spike width (Storm, 1987; Shao et al., 1999). The opposite effect is recorded in
dantrolene experiments; the spike width gradually decreases as the [Ca2+]i is reduced in B5
neurons (Artinian et al., unpublished data). Additionally, dantrolene did not affect the outward
delayed rectifier current, which suggested that the changes in the spike width were controlled by
inward currents. This consideration led us to the question whether the dynamics of inactivation
of inward currents could explain the mechanism of the changes in the spike width.
In the B5 model, we investigated the mechanisms controlling the changes in the spike
shape caused by the removal of the h-current, since dantrolene inhibited the h-current. The
removal of the h-current decreases the spike frequency and narrows the spikes, whereas in other
studies the narrower spikes correspond to higher frequencies (Carter & Bean, 2009). We found
that the gating variables of outward currents did not noticeably affect the spike width, and only
the variables of inward currents could explain the changes in the spike width. We demonstrated
that at the spike threshold, the inactivation variables of three inward currents namely: fast
sodium, persistent sodium, and calcium currents controlled the spike width. Carter and Bean
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(2011) describe a similar mechanism in cerebellar Purkinje neurons, where the inactivation of
inward sodium current governs the changes of the spike properties. They showed that the
incomplete inactivation of sodium current resulted in larger frequencies of spiking activity
(Carter and Bean, 2011). Similarly, we found that the spiking activity with higher frequency was
associated with larger values of inactivation variables of inward currents. They report that
broader spike width produces more complete inactivation of sodium current. In contrast, in our
model the smaller values of inactivation variables of inward currents at the threshold caused
narrower spike width.
It also has been shown that calcium currents have a direct effect on the value of the spike
width (Storm, 1987; Alderich, 1981). Storm (1987) suggests that the spike width of rat
hippocampal pyramidal neurons depends on calcium-activated potassium currents. The
noticeably increased spike width, due to blockade of calcium-activated potassium current (TEA),
is reduced by applying calcium-channel blockers (Storm, 1987). Even without applying TEA, the
width of spike at the upper part of the action potential becomes narrower after the application of
the calcium-channel blocker (Storm, 1987). One of the differences between our findings and the
previously described mechanisms is that the values of the inactivation variables of the three
inward currents are regulated by the activation of the h-current, which in result modulates the
spike width.
4.3

The spike width determines the calcium influx
In the model, we report a linear correlation between calcium influx and the spike width;

the increase in the spike width causes a large increase in calcium influx. Similarly, Augustine
(1990) has shown that the presynaptic spike broadening causes a large increase in presynaptic
calcium current; one percent increase in presynaptic spike width causes a seven percent increase

34

in presynaptic calcium current. The spike broadening enhances the postsynaptic current, which
indicates that the spike broadening indirectly plays an important role in neurotransmitter release
(Augustine, 1990). The changes in presynaptic spike width have a large regulatory effect on
synaptic efficacy (Kandel & Schwartz, 1982; Hochner et al., 1986), which is shown in numeral
experiments including squid terminals (Katz & Miledi, 1967; Llinas et al., 1981) and Aplysia
nerve cell bodies (Hochnerl et al., 1986).
In our model, the regulation of the h-current controlled the spike width and the changes in
the spike width have a positive effect on calcium influx into the cell. It indicates that the hcurrent might have an important role in neurotransmitter release. The presynaptic
hyperpolarization-activated channels have important roles in neurotransmitter release in
hippocampal mossy fiber (Mellor et al., 2002), in hippocampal interneurons (Lupica et al.,
2001), and synaptic plasticity (Beaumont & Zucker, 2000).
4.4

The role of calcium on homeostasic regulation of neuronal activity
The [Ca2+]i is an important factor in homeostasis of neuronal activity (Liu et al., 1998;

Marder & Prinz, 2002; Gunay & Prinz, 2010). The spiking activity could be monitored by
intracellular calcium sensors operating on different time scales (Liu et al., 1998; Marder & Prinz,
2002; Gunay & Prinz, 2010). The [Ca2+]i could govern the conductances of the membrane ionic
currents to maintain functional patterns of electrical activity (Liu et al., 1998; Marder & Prinz,
2002; Gunay & Prinz, 2010). This maintained activity is regulated through intracellular sensors
detecting the changes in neuronal activity on the scales of bursting period (Marder & Prinz,
2002; Gunay & Prinz, 2010). The [Ca2+]i is one of the main factors in activity-dependent
homeostatic regulation because the calcium influx into the cell strongly correlates with electrical
activity (Ross, 1989; Liu et al., 1998). For example, if a neuron produces a too low level of
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activity, the regulatory feedback of membrane currents will upregulate the depolarizing currents
and down-regulate the hyperpolarizing currents in response to the low level of intracellular
calcium concentration (Marder & Prinz, 2002). The up- and down-regulation of depolarizing and
hyperpolarizing currents are opposite, if the activity level of a neuron is too high (Marder &
Prinz; 2002).
4.5

Implication of the described mechanism in treatment of certain diseases
Calcium dynamics have been implicated in diseases such as Alzheimer’s disease

(Berridge, 2014; Bezprozvanny & Mattson, 2008; Khachaturian, 1989; LaFerla, 2002) and
epilepsy (Raza et al., 2004). The deregulation of calcium signaling, which results to an increase
in cytosolic calcium concentration, is known in the case of Alzheimer’s disease (Berridge, 2014;
Bezprozvanny & Mattson, 2008; Khachaturian, 1989; LaFerla, 2002). Growing evidence
suggests that dantrolene, which reduces the [Ca2+]i, has therapeutic effects in Alzheimer’s
disease (Peng et al., 2012; Berridge, 2014; Liang & Wei, 2015). With our study, we emphasize
that drugs targeting calcium stores might have direct and indirect effects in Alzheimer’s disease.
Direct effects target calcium channel pumps and calcium leak channels and indirect treatments
could have significant influence on this disease through the regulation of ionic channels on the
cell membrane.
We showed that blockade of the h-current reproduced the effects of dantrolene on spike
shape and reduced the calcium influx into the cell. The calcium influx through voltage-gated
calcium channels amplifies the activation of ryanodine receptors of endoplasmic reticulum stores
and increases the calcium release into the cell (Popugaeva & Bezprozvanny, 2013; Goussakov et
al., 2011). Thus, we suggest that blockade of the h-current, which causes a decline in calcium
influx, might reduce the activity of calcium-induced calcium release from intracellular stores. In
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particular, we predict that the regulation of the h-current could have positive therapeutic effects
in Alzheimer’s disease. We believe that the computer modeling will help us to understand the
precise neuronal dynamics and be able to apply the dynamics in designing effective treatments
targeting Alzheimer’s disease.

5

CONCLUSIONS

We developed a model of B5 neurons, which reproduced the electrical activity of these
neurons under different pharmacological treatments. The removal of the h-current or downregulation of the persistent sodium current decreased the spike width and shifted the mAHP to
more hyperpolarized voltages, reproducing the effects of dantrolene on spike shape. We found in
the model that the calcium influx linearly correlated with the spike width and decreased for
narrower spikes. The inactivation variables of fast sodium, persistent sodium, and calcium
currents at the threshold governed the spike width. The value of these variables were determined
by the activation of the h-current.
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APPENDIX
The Hodgkin-Huxley-type model of Helisoma trivolvis B5 neurons is developed
describing the dynamics of ionic currents. The dynamics of membrane potential is described as
follow:
Cm

dV
= − I NaF − I NaP − I K − I Ka − I K4 − I SK − I BK − I Ca − I H − I L + I inj
dt

(1)

where C m is the total membrane capacitance ( 1 × 10 −9 F ) and I inj is the injected current. These
ionic currents are represented by:

I NaF = G NaF m∞3 NaF hNaF [V − E Na ]

(2)

3
I NaP = G NaP m NaP
hNaP [V − E Na ]

(3)

I K = G K m K4 [V − E K ]

(4)

2
I Ka = GKa mKa
hKa [V − E K ]

(5)

4
[V − E K ]
I K4 = G K4 m K4

(6)

I SK = GSK [V − E K ]

(7)

I BK = G BK mBK [V − E K ]

(8)

I Ca = GCa mCa hCa [V − ECa ]

(9)

I H = G H m H2 [V − E H ]

(10)

I L = GL [V − E L ]

(11)
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where Gion is the maximal conductance, Eion is the reversal potential, and m and h are
activation and inactivation gating variables respectively. The gating variables are generated by
the following equation:

dy ion y ∞ion (V ) − y ion
=
τ yion (V )
dt

(12)

where y∞ion is the steady-state activation or inactivation and τ yion is the time constant for each of
the ionic currents. The equation below describes the steady-state activation or inactivation curves
in the model:

y ∞ion =

1
 V − V1 / 2 yion
1+ exp 
 k
yion







(13)

Here, V1/2yion is the voltage, where the steady state activation or inactivation curve reach
0.5 and kyion describes the steepness of the curve. The activation and inactivation time constants
are voltage-independent except for activation time constants of IK, IKa and INaP. These voltagedependent time constants are described as below:
 δ j (V − V1 / 2 yj ) 

τ 0j exp


k
yj


τ j (V ) =
 V − V1 / 2 yj 

1+ exp 

 k
yj



(14)

 V 
τ mNaP = 0.0117 + 0.004 × 10 −3 × exp −

 7.6 

(15)

where j is either K or Ka. The canonical parameter values are presented in Table A.1.
The equation to calculate the calcium influx ([Ca]i) for time duration of 5 seconds spiking
activity is shown below:
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[𝐶𝐶]𝑖 =

∑𝑁
𝑛=1[−𝐼𝐶𝐶 ]𝑛 ×𝑑𝑑

(16)

2𝐹×𝑣𝑣𝑣

where F and vol are the Faraday constant and volume of the B5 neuron, respectively. N
corresponds to the number of points on spiking activity for 5 seconds and dt is the integration
time step.

Table A.1
ion

NaF

Parameter values for canonical model of B5 neurons.
yion

m∞-NaF

Gion

Eion

V1/2yion

kyion

(nS)

(mV)

(mV)

(mV)

220

130

-23.3

-7.5

-35

5

-35

-6.8

-58

4

hNaF
NaP

mNaP

110

130

hNaP

τ0ion

δion

ty
(s)

0.04

0.1

K

mK

117

-75

-28

-5.7

0.08

0.83

Ka

mKa

40

-75

-34.5

-8.8

0.012

0.087

-66

8.5

0.15

hKa
K4

mK4

180

-75

-20

-8

0.005

BK

mBK

1

-75

-45

-10.5

0.001

0.8

-75

81

111

-21.7

-5

0.0035

-41

3

0.09

-54.5

10.5

1

SK
Ca

mCa
hCa

H
L

Table A.2

mH

10

-21

8

-51

Parameters of calcium influx.
dt (s)

vol (L)

F (sA/mol)

0.0001

7.9 × 10−9

96485.3
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