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Abstract
In the present paper, we study a necessary condition under which the solutions of a stochastic differential
equation governed by unbounded control processes, remain in an arbitrarily small neighborhood of a given
set of constraints. We prove that, in comparison to the classical constrained control problem with bounded
control processes, a further assumption on the growth of control processes is needed in order to obtain a
necessary and sufficient condition in terms of viscosity solution of the associated Hamilton–Jacobi–Bellman
equation. A rather general example illustrates our main result.
© 2006 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article, nous étudions une condition nécessaire sous laquelle les solutions d’une équation diffé-
rentielle stochastique régie par un processus de contrôle non-borné restent dans un voisinage arbitrairement
petit d’un ensemble donné de contraintes. On montre que, par rapport au problème classique de contrôle
sous contraintes avec des processus de contrôle bornés, afin d’obtenir une condition nécessaire et suffisante
de la viabilité en termes de solution de viscosité de l’équation de Hamilton–Jacobi–Bellman associée, on
a besoin d’une hypothèse supplémentaire sur la croissance du processus de contrôle. Un exemple assez
général illustre notre résultat principal.
© 2006 Elsevier Masson SAS. All rights reserved.
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Let be given a complete filtered probability space (Ω,F , (Ft )t0,P ) with a filtration (Ft )t0
satisfying the usual conditions of completeness and right-continuity, and a d-dimensional (Ft )-
Brownian motion W on this space. We consider the following stochastic differential equation:{
dXx,v(·)(t) = b(Xx,v(·)(t), v(t)) dt + σ(Xx,v(·)(t), v(t)) dW(t), t  0,
Xx,v(·)(0) = x ∈Rn, (1)
which is governed by a control process v(·) taking its values in an unbounded control state space.
Given a closed subset K of Rn, the objective of our paper is to obtain necessary and sufficient
conditions on the coefficients of Eq. (1) under which, for every starting point x ∈Rn, there exists
an admissible control process v(·) that keeps the solution process Xx,v(·) inside the set K or,
at least, in an arbitrarily small neighborhood of K . This property is called viability of K with
respect to the control system (1) and has been extensively studied in [1–7,13,14] for stochastic
systems with compact-valued control processes admitting strong solutions and in [9] for the
context of weak solutions. The methods used rely either on stochastic contingent cones (in [1,
11]), or on viscosity solutions (in [3–5]). We also recall related works on invariance property of
K [12] for a study via contingent cones and [9] for an approach through the generalization of
Doss–Sussman transformation.
The viscosity approach expresses the viability property by a criterion involving the value
function
V (x) = infE
[ ∞∫
0
e−Csd2K
(
Xx,v(·)(s)
)
ds
]
, x ∈Rn, (2)
where dK is the distance function to the closed set K ⊂ Rn and the infimum is taken over the
family of all admissible control processes defined over (Ω,F , (Ft )t0,P ). In order to guarantee
the existence of an optimal control in a weak sense for (2), the authors of [3] supposed that the
set {( 12σσ ′(x,u), b(x,u)), u ∈ U} is convex and compact for all x ∈Rn. In the case of viability
it is this optimal control which keeps the process Xx,v(·) inside of K. If one has only ε-optimal
controls which are keeping Xx,v(·) in an arbitrary small neighborhood of K, one is speaking
about the so-called ε-viability. In both cases, in the framework of a compact control state space,
it has been shown in the papers cited above, that the viability property of K with respect to the
control system (1) is equivalent to the fact that d2K is a viscosity supersolution of the Hamilton–
Jacobi–Bellman equation associated to the control problem (2).
In the case of an unbounded control state space, without any assumption of Lp-boundedness
of the control process, things look quite different. In our paper, we discuss an example with
K = {−1,0} ⊂R where, although the value function V is null on K , we are far from a situation
which could be called ε-viability. Indeed, we show that for every ε > 0 there exists an ε-optimal
control process vε(·) for (2) which pushes X−1,vε(·) from −1 to the point 0 of K. Recall that the
interval (−1,0) does not belong to K. This example shows that some supplementary assumption
is needed in order to guarantee ε-viability for the case that d2K is a viscosity supersolution. Ob-
serving that the above mentioned family of control processes {vε(·), ε > 0} is only bounded in
L1 but not in Lp, for p > 1, we introduce an additional equation to the control system (1). This
equation acts as a regulatory term and can be interpreted as supplementary running cost related
to the control. It has the consequence that we can construct families {vε(·), ε > 0} of ε-optimal
718 D. Goreac / Bull. Sci. math. 131 (2007) 716–737controls that are bounded in Lp (for some p > 1). To be more precise, we study the following
stochastic control system:⎧⎨⎩dX
x,v(·)(t) = b(Xx,v(·)(t), v(t)) dt + σ(Xx,v(·)(t), v(t)) dW(t);
dY x,y,v(·)(t) = f (Xx,v(·)(t), Y x,y,v(·)(t), v(t)) dt, t  0;
Xx,v(·)(0) = x ∈Rn; Yx,y,v(·)(0) = y ∈R,
(3)
with f (x, y, v) |v|p − β(x), where β is a continuous function. We characterize the ε-viability
for this system with the help of the associated Hamilton–Jacobi–Bellman equation. Our results
will be illustrated by an example of an unbounded cylinder K. The necessary and sufficient
condition for the ε-viability of K looks similar to that of the compact-valued control case. But
in this example, it turns out that, by a suitable choice of the coefficients, the feedback control
process is necessarily unbounded. We obtain, therefore, an example where the classical meth-
ods using the compactness of the control state space fail to hold, while it is covered by our
approach.
We now focus on the structure of the paper. The first section illustrates, by means of a deter-
ministic control system, why, in general, the ε-viability property does not imply a viscosity-type
condition in the case of unbounded control processes. The second section is devoted to the study
of the ε-viability property of the system (3) for unbounded control processes. A sufficient and
necessary criterion of ε-viability is given in terms of the associated Hamilton–Jacobi–Bellman
equation. The paper is closed by the study of explicit conditions for the ε-viability in the case of
a cylinder.
2. Existence of stochastic control under state constraints
2.1. Preliminaries
Let ν = (Ω,F , (Ft )t0,P ,W) be a reference probability system consisting of a complete
probability space (Ω,F ,P ), a filtration satisfying the usual assumptions of completeness and
right-continuity, and a d-dimensional (Ft )t0-Brownian motion W defined on this space. We
consider the following stochastic differential equation:{
dXx,v(·)(t) = b(Xx,v(·)(t), v(t)) dt + σ(Xx,v(·)(t), v(t)) dW(t), t  0,
Xx,v(·)(0) = x ∈Rn, (4)
where v(·) is a control processes taking its values in a metric space U .
We recall the definitions of viability, respectively ε-viability:
Definition 1. A closed set K ⊂ Rn enjoys the viability property with respect to (4) if, for all
x ∈ K , there exist a probability space (Ω,F ,P ), a d-dimensional (Ft )t0-Brownian motion W
defined on this space and a U -valued (Ft )-progressively measurable control processes u(·), such
that, P -a.s., Xx,u(·)(t) ∈ K , for all t  0.
Moreover, we say that K is ε-viable with respect to (4) if, for all ε > 0, x ∈ K , there exist
a probability space (Ω,F ,P ), a d-dimensional (Ft )t0-Brownian motion W defined on this
space and a U -valued (Ft )-progressively measurable control processes uε(·), such that, P -a.s.,
dK(X
x,uε(·)(t)) ε, for all t  0.
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a closed set K ⊂Rn, the following value function has been introduced:
V (x) = inf
v∈A
E
[ ∞∫
0
e−Csd2K(Xx,v(·)(s)) ds
]
, (5)
where C = (L + 1)2 (L being the Lipschitz constant for the coefficients). The infimum in (5) is
taken over the family A of U -valued (Ft )-progressively measurable control processes. We also
introduce the associated Hamilton–Jacobi–Bellman equation
0 = sup
v∈U
{
−〈Dxu(x), b(x, v)〉− 12 Tr[D2xxu(x)σσ ∗(x, v)]
}
+Cu(x)− d2K(x), x ∈Rn, (6)
under the following assumptions on the coefficient functions b :Rn×U →Rn and σ :Rn×U →
R
n×d :
(i) The functions b, σ are of at most linear growth;
(ii) The coefficients b, σ are uniformly continuous onRn×U and Lipschitz in x ∈Rn, uniformly
in u ∈ U .
The result in [3] may be resumed as follows:
Proposition 2. [3, Theorem 2] Under (i) and (ii), the following conditions are equivalent:
(i) For all x ∈ K , V (x) = 0;
(ii) The function d2K(·) is a viscosity supersolution for (6).
2.2. Viability for unbounded control: a counter example.
Let us now concentrate on the case U =Rk and see by means of a simple example which the
difficulties encountered are when trying to obtain an analogous assertion:
Example 3. We consider d = n = k = 1, σ :R × R→ R, with σ(x, v) = 0, x, v ∈ R, and let
b :R× R→ R, with b(x, v) = |x| + |v|, x, v ∈ R. As space of admissible controls we choose
A= L2loc(R, dt).
We deal with the following deterministic control system{
dXx,v(·)(t) = (|Xx,v(·)(t)| + |v(t)|) dt,
Xx,v(·)(0) = x, (7)
x ∈R, v(·) ∈A. We consider the set K = {−1,0} ⊂R and we define the following value function
V (x) = inf
u∈A
∞∫
0
e−Csd2K
(
Xx,u(·)(s)
)
ds.
Then, the associated Hamilton–Jacobi–Bellman equation (6) takes the following form:
inf
{
DV (x)
(|x| + |v|)}+ d2K(x)−CV (x) = 0. (8)
v∈R
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for any v > 0, let us define the following admissible control:
uv(t) =
{
v, if t ∈ [0, ln( 1+v
v
));
0, if t  ln
( 1+v
v
)
.
Then, the solution associated with the control uv(·) and starting at −1 has the following evolu-
tion:
X−1,uv(·)(t) =
{
v − (1 + v)e−t , if t ∈ [0, ln( 1+v
v
))
,
0, if t  ln
( 1+v
v
)
.
Taking into account that for t ∈ [0, ln( 1+v
v
)), X−1,uv(·)(t) ∈ [−1,0), we deduce that
dK
(
X−1,uv(·)(t)
)
 1
2
, t ∈
[
0, ln
(
1 + v
v
))
.
On the other hand, for t  ln( 1+v
v
), X−1,uv(·)(t) = 0 ∈ K . Consequently, for all v > 0,
V (−1)
∞∫
0
e−Ctd2K
(
X−1,uv(·)(t)
)
dt  1
4
ln
(
1 + v
v
)
.
We let now v → +∞ to get V (−1) = 0.
Although V = 0 on K , d2K is not a viscosity supersolution for (8). To see this, it suffices to
take the test function ϕ(y) = (y + 1)2, y ∈ R and to compare it to V . Indeed, ϕ is of class C2
and in spite of the fact that d2K(y)− ϕ(y) = (y + 1)2 ∧ y2 − (y + 1)2 admits a local minimum at
y0 = −1 + 1C+1 (recall that C > 1) we have
− inf
v∈R
(
Dϕ(y0)
(|y0| + |v|))− d2K(y0)+Cϕ(y0) = − 1C + 1 < 0.
This example shows that we should not expect the Proposition 2 to hold true in the general
case of an unbounded control. On the other hand, recall that, for any v > 0, we have defined
uv(t) =
{
v, if t ∈ [0, ln( 1+v
v
));
0, if t  ln
( 1+v
v
)
.
Therefore, we may infer
∞∫
0
e−Cs
∣∣uv(s)∣∣ds = v
C
(1 + v)C − vC
(1 + v)C .
Let us emphasize that the family of controls {uv: v > 0} is bounded in L1(R, e−Cs ds). Further-
more, for any p > 1, the family of controls {uv: v > 0} is no longer bounded in Lp(R, e−Cs ds).
Therefore it is straightforward to consider an additional equation allowing to obtain a condition
to be (locally) assimilated to Lp bound, where p > 1 is chosen great enough (in our proof, for
technical arguments, we need p such that we may find a > 2 satisfying p > max{3a, a+4
a−2 }; we
may choose, for example, p > 172 ). Thus, it seems to be natural to impose further conditions
on the coefficients as well as on the control to get an assertion analogous to the result for the
compact-valued control processes. This will be done in the next section.
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Following the remarks in the previous example, from now on, we consider the following
extended stochastic control system:⎧⎨⎩dX
x,v(·)(t) = b(Xx,v(·)(t), v(t)) dt + σ(Xx,v(·)(t), v(t)) dW(t),
dY x,y,v(·)(t) = f (Xx,v(·)(t), Y x,y,v(·)(t), v(t)) dt, t  0,
Xx,v(·)(0) = x ∈Rn; Yx,y,v(·)(0) = y ∈R,
(9)
where we make the following standard assumptions on the coefficients:
(A.1) There exist a constant L> 0 such that the coefficients b :Rn ×Rk →Rn, σ :Rn ×Rk →
R
n×d
, f :Rn ×R×Rk →R satisfy∣∣b(x,u)− b(x′, u)∣∣ L|x − x′|,∣∣σ(x,u)− σ(x′, u)∣∣ L|x − x′|,∣∣f (x, y,u)− f (x′, y′, u)∣∣ L(|y − y′| + |x − x′|)
for any x, x′ ∈Rn, y, y′ ∈R, u ∈Rk .
(A.2) b and σ uniformly continuous on Rn ×Rk and they have at most linear growth, i.e. there
exists some L> 0 such that∣∣b(x,u)∣∣ L(1 + |x| + |u|),∣∣σ(x,u)∣∣L(1 + |x| + |u|)
for any x ∈Rn, u ∈Rk .
The function f is uniformly continuous, supx∈Rn,y∈R |f (x, y,0)| L, and, for all x ∈Rn
and u ∈ Rk , f (x, ·, u) is nonnegative on [l,∞). Moreover, for some continuous function
β :Rn →R and p > 2 great enough,
f (x, y,u) |u|p − β(x),
for all x ∈Rn, y ∈R, u ∈Rk .
Let A denote the class of all admissible control processes, that is the class of the Rk-valued
progressively measurable processes v(·) satisfying
E
[ T∫
0
∣∣v(s)∣∣p ds]< ∞, for all T > 0.
In fact, this integrability condition is needed in order to give a meaning to our control system
(9). Let K be an arbitrary closed subset of Rn. We denote by Bl the interval [−l, l] = {y ∈ R,
|y| l}, where l > 0 is fixed.
Furthermore, we assume that
(A.3) f (x, y, v) = f (πK(x), y, v), for some measurable selection πK :Rn → K , such that
πK(x) ∈ ΠK(x) = {y ∈ K: dK(x) = |x − y|} for all x ∈Rn, y  l, u ∈Rk .
Remark 4. If f (x, y, v) = f (y, v), the previous condition is obviously satisfied.
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ciated cost functional
J
(
x, y;v(·))= E[ ∞∫
0
e−Cs
(
d2K
(
Xx,v(·)(s)
)∧ 1 + dBl (Yx,y,v(·)(s)))ds
]
(10)
for some large enough C > 0, and we wish to minimize the cost functional over the family of
admissible controls:
V (x, y) = inf
v∈A
J
(
x, y;v(·)). (11)
Essential properties of the value function V are given by the following
Proposition 5. The function V is real-valued and enjoys the Lipschitz property.
Proof. The fact that the function V does not take the value infinity follows easily from the
observations that
V (x, y) J (x, y;0), (x, y) ∈Rn ×R,
and
J (x, y;0) CL
(
dBl (y)+ 1
)
, (x, y) ∈Rn ×R,
where the latter inequality is obtained by standard estimates for solutions of (9).
To prove the second assertion we remark that, for (x, y), (x′, y′) ∈Rn ×R,∣∣J (x′, y′;v(·))− J (x, y;v(·))∣∣
 2√
C
(
E
[ ∞∫
0
e−Cs
∣∣Xx′,v(·)(s)−Xx,v(·)(s)∣∣2 ds]) 12
+E
[ ∞∫
0
e−Cs
∣∣Yx,y,v(·)(s)− Yx′,y′,v(·)(s)∣∣ds].
Thus, applying the Itô formula and then the Gronwall inequality, we obtain∣∣J (x′, y′;v(·))− J (x, y;v(·))∣∣ CL(|x′ − x| + |y′ − y|).
Here CL > 0 denotes a constant depending only on L. This leads to the property of V . 
Let us now consider the following Hamilton–Jacobi–Bellman equation
0 = sup
v∈Rk
{
−〈DxV (x, y), b(x, v)〉−DyV (x, y)f (x, y, v)− 12 Tr[D2xxV (x, y)σσ ∗(x, v)]
}
+CV (x, y)− d2K(x)∧ 1 − dBl (y). (12)
The reader is referred to [10,15] for further literature on the origin of this type of equation as
well as its connection with the stochastic control system (9) and to [8] for the notion of viscosity
solution. Furthermore, it is well-known that V is the unique viscosity solution for the Hamilton–
Jacobi–Bellman equation in the class of continuous functions with polynomial growth (cf [10]).
We introduce the function F :Rn ×R→R defined by F(x, y) = d2K(x)∧ 1 + dBl (y).
We state now the main result of our paper.
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(i) The set K ×Bl enjoys the ε-viability property for (9);
(ii) The function F :Rn ×R→R, F(x, y) = d2K(x)∧1+dBl (y), (x, y) ∈Rn ×R, is a viscosity
supersolution for (12).
In order to prove this theorem, we need a property of the control processes in (11) which is
discussed in the following remark.
Remark 7. Let x ∈Rn, y ∈R and v(·) ∈A be such that J (x, y;v(·)) V (x, y)+ 1. Then, from
(10) and (A.2) it follows that
E
[ ∞∫
0
e−Cs
∣∣v(s)∣∣p ds]−(E[ ∞∫
0
e−Cs
∣∣v(s)∣∣p ds]) 1p
 C
(
V (x, y)+ 1)+ l − y + β(x)
C
+ 1 + |x| (13)
(where the constant C is chosen great enough). Indeed, for any control process v(·) such that
J (x, y;v(·)) V (x, y)+ 1, we have
−LE
[ ∞∫
0
e−Cs
∣∣Xx,v(·)(s)− x∣∣ds]+E[ ∞∫
0
e−Cs
∣∣v(s)∣∣p ds]− β(x)
C
−LE
[ ∞∫
0
e−Cs
∣∣Xx,v(·)(s)− x∣∣ds]+E[ ∞∫
0
e−Csf
(
x,Y x,y,v(·)(s), v(s)
)
ds
]
E
[ ∞∫
0
e−Csf
(
Xx,v(·)(s), Y x,y,v(·)(s), v(s)
)
ds
]
 C
(
V (x, y)+ 1)+ l − y. (14)
(Recall that L is the Lipschitz constant introduced in (A.1).) We may apply standard arguments
to estimate
E
[ ∞∫
0
e−Cs
∣∣Xx,v(·)(s)− x∣∣ds] 1√
C
√√√√√E[ ∞∫
0
e−Cs
∣∣Xx,v(·)(s)− x∣∣2 ds]
 1√
C
((
1 + |x|)2 + 1
C
E
[ ∞∫
0
e−CLs
∣∣v(s)∣∣2 ds]) 12 (15)
and, from Holder’s inequality,
E
[ ∞∫
e−CLs
∣∣v(s)∣∣2 ds] C′(E[ ∞∫ e−Cs∣∣v(s)∣∣p ds]) 2p
0 0
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ity in (15), we obtain
E
[ ∞∫
0
e−Cs
∣∣Xx,v(·)(s)− x∣∣ds] 1√
C
(
1 + |x| +
(
E
[ ∞∫
0
e−Cs
∣∣v(s)∣∣p ds]) 1p). (16)
Finally, we substitute (16) in (14) to get the announced inequality (13).
Consequently, V (x, y) may be regarded as the infimum over the family A1(x, y) of controls
from A satisfying (13). Furthermore, it follows that if r < p then
lim
n→∞ sup
v∈A1(x,y)
E
[ ∞∫
0
e−Cs
∣∣v(s)∣∣r1{|v(s)|>n}]= 0,
i.e. A1(x, y) is uniformly r-integrable, for all r < p.
We now come to the proof of Theorem 6:
Proof. We first show that (i) implies (ii).
For this we consider arbitrary (x, y) ∈Rn ×R and ϕ ∈ C2(Rn ×R) such that
F − ϕ  F(x, y)− ϕ(x, y) = 0, (17)
and we claim that
0 sup
v∈Rk
{
−〈Dxϕ(x, y), b(x, v)〉−Dyϕ(x, y)f (x, y, v)− 12 Tr[D2xxϕ(x, y)σσ ∗(x, v)]
}
+CF(x, y)− d2K(x)∧ 1 − dBl (y).
The proof of this claim will be divided in three cases, given by Dyϕ(x, y) < 0, Dyϕ(x, y) = 0
and Dyϕ(x, y) > 0.
(a) We first suppose Dyϕ(x, y) < 0. The hypothesis of linear growth in v for the coefficients,
assumption (A2) on f and the fact that p > 2 allow to conclude that
+∞ = sup
v∈Rk
{
−〈Dxϕ(x, y), b(x, v)〉−Dyϕ(x, y)f (x, y, v)− 12 Tr[D2xxϕ(x, y)σσ ∗(x, v)]
}
+CF(x, y)− d2K(x)∧ 1 − dBl (y).
From this, our claim follows easily.
(b) Next we suppose Dyϕ(x, y) = 0. This can only happen if y ∈ Bl . For any real-valued
function g :Rn ×R→R, we denote by gy :Rn →R the function given by
gy(x
′) = g(x′, y)
for any x′ ∈Rn. With this notation we have
Fy − ϕy  Fy(x)− ϕy(x) = 0 on Rn ×R, (18)
Dxϕy(x) = Dxϕ(x, y) and D2xxϕy(x) = D2xxϕ(x, y). Set x˜ = πK(x). Since y ∈ Bl , y coincides
with its projection onto Bl .
For any arbitrarily given ε > 0 let vε ∈A be such that
J
(
x˜, y;vε(·)) ε5.
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Xε(t) = Xx,vε(·)(t), X˜ε(t) = Xx˜,vε(·)(t), t  0,
and we put
τ ε = inf{t  0: ∣∣Xε(t)− x∣∣> 1}∧ inf{t  0: ∣∣X˜ε(t)− x˜∣∣> 1},
τ εs = s ∧ τ ε, 0 s  1.
Then, we get from (18)
Fy
(
Xε(τ εs )
)− Fy(x) ϕy(Xε(τ εs ))− ϕy(x).
Hence,
ε∫
0
E
[
Fy
(
Xε(τ εs )
)− Fy(x)]ds  ε∫
0
E
[
ϕy
(
Xε(τ εs )
)− ϕy(x)]ds. (19)
The left-hand term in (19) can be estimated as follows:
ε∫
0
E
[
Fy
(
Xε(τ εs )
)− Fy(x)]ds

ε∫
0
E
[∣∣Xε(τ εs )− X˜ε(τ εs )∣∣2 ∧ 1]ds − (d2K(x)∧ 1)ε +Cx ε∫
0
E
[
dK
(
X˜ε(τ εs )
)∧ 1]ds
 Cx
ε∫
0
E
[
dK
(
X˜ε(s)
)∧ 1]ds +Cx ε∫
0
E
[∣∣X˜ε(s)− X˜ε(τ εs )∣∣1{τ ε<ε}]ds
ε∫
0
E
[∣∣Xε(τ εs )− X˜ε(τ εs )∣∣2 ∧ 1]ds − (d2K(x)∧ 1)ε, (20)
where Cx is a constant depending only on x. We denote the four terms on the right hand of the
above inequality with I1, I2, I3, respectively I4 and give appropriate estimates for each one. The
choice of the admissible control vε(·) allows us to write, for all ε < 1,
ε∫
0
E
[
dK
(
X˜ε(s)
)∧ 1]ds  eC ∞∫
0
e−CsE
[
dK
(
X˜ε(s)
)∧ 1]ds  eC 1√
C
ε
5
2 . (21)
In order to evaluate the term I2 in (20), we give two simple but useful lemmata:
Lemma 8. With the previous notations we have, for all ε > 0 small enough and all 1 < a < p,
P(τε < ε)Aε
ap−a
2p ,
where A is a constant independent of ε.
Lemma 9. Let p > q  2. Under the above assumptions, for any s > 0 small enough, we have
E
[∣∣Xε(s)− x∣∣q] Cqs p−qp ,
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E
[∣∣X˜ε(s)− x˜∣∣q] Cqs p−qp ,
where Cq is constant independent of s.
Let us now continue the proof of Theorem 6. The proof of the two lemmata will be given
afterward.
At this point we shall consider the term I2 in (20). A simple application of Holder’s inequality
provides
ε∫
0
E
[∣∣X˜ε(s)− X˜ε(τ εs )∣∣1τ ε<ε]ds 
( ε∫
0
E
[∣∣X˜ε(s)− X˜ε(τ εs )∣∣2]ds
) 1
2√
εP (τ ε < ε).
Further, for t  1 we apply Lemma 9 to obtain
ε∫
0
E
[∣∣X˜ε(s)− X˜ε(τ εs )∣∣2]ds  2 ε∫
0
(
E
[∣∣X˜ε(s)− x˜∣∣2]+E[∣∣X˜ε(τ εs )− x˜∣∣2])ds
 C2ε
2p−2
p .
This combined with Lemma 8 permits writing
ε∫
0
E
[∣∣X˜ε(s)− X˜ε(τ εs )∣∣1τ ε<ε]ds Caε (6+a)p−a−44p . (22)
In order to estimate the term I3 in (20), we use standard methods based on Itô’s formula and
Gronwall’s Lemma. This yields
ε∫
0
E
[∣∣Xε(τ εs )− X˜ε(τ εs )∣∣2 ∧ 1]ds  (d2K(x)∧ 1)e(L2+2L)εε. (23)
Then, substituting (21), (22) and (23) in (20) gives
ε∫
0
E
[
Fy
(
Xε(τ εs )
)− Fy(x)]ds
 CxeC
1√
C
ε
5
2 +Cxε
(6+a)p−a−4
4p + (d2K(x)∧ 1)ε(e(L2+2L)ε − 1). (24)
To conclude the proof of (b) we have to provide an adequate estimate for ∫ ε0 E[ϕy(Xε(τ εs )) −
ϕy(x)]ds. For simplicity, for x′ ∈Rn and u ∈ C2, we write
L(x′,v)u(x′) =
〈
Dxu(x
′), b(x′, v)
〉+ 1
2
Tr
[
D2xxu(x
′)σσ ∗(x′, v)
]
.
Using Itô’s formula for ϕy(Xε(τ εs )) we have
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0
E
[
ϕy
(
Xε(τ εs )
)− ϕy(x)]ds = ε∫
0
E
[ τ εs∫
0
L(Xε(r),vε(r))ϕy
(
Xε(r)
)
dr
]
ds
=
ε∫
0
E
[ τ εs∫
0
L(x,vε(r))ϕy(x) dr
]
ds − θ(ε),
where the rest θ(ε) is defined by the last equality. On the other hand, the inequalities∣∣〈Dxϕ(Xε(r), y), b(Xε(r), vε(r))〉− 〈Dxϕ(x, y), b(x, vε(r))〉∣∣
 L
∣∣Dxϕ(Xε(r), y)∣∣ ∣∣Xε(r)− x∣∣
+ ∣∣Dxϕ(Xε(r), y)−Dxϕ(x, y)∣∣(L+L|x| +L∣∣vε(r)∣∣) (25)
and ∣∣∣∣12 Tr[D2xxϕ(Xε(r), y)σσ ∗(Xε(r), vε(r))−D2xxϕ(x, y)σσ ∗(x, vε(r))]
∣∣∣∣∣
 CL
∣∣D2xxϕ(Xε(r), y)∣∣(1 + |x| + ∣∣Xε(r)− x∣∣+ ∣∣vε(r)∣∣)∣∣Xε(r)− x∣∣
+CL
∣∣D2xxϕ(Xε(r), y)∣∣(1 + |x| + ∣∣vε(r)∣∣)∣∣Xε(r)− x∣∣
+CL
∣∣D2xxϕ(Xε(r), y)−D2xxϕ(x, y)∣∣(1 + |x| + ∣∣vε(r)∣∣)2 (26)
give an estimation for the rest
θ(ε) =
ε∫
0
E
[ τ εs∫
0
〈
Dxϕ(x, y), b
(
x, vε(r)
)〉
dr
]
ds
−
ε∫
0
E
[ τ εs∫
0
〈
Dxϕ
(
Xε(r), y
)
, b
(
Xε(r), vε(r)
)〉
dr
]
ds
+
ε∫
0
E
[ τ εs∫
0
1
2
Tr
[
D2xxϕ(x, y)σσ
∗(x, vε(r))]dr]ds
−
ε∫
0
E
[ τ εs∫
0
1
2
Tr
[
D2xxϕ
(
Xε(r), y
)
σσ ∗
(
Xε(r), vε(r)
)]
dr
]
ds. (27)
Indeed, in order to evaluate θ(ε), we first apply Lemma 9 with q = 2 to obtain, for any ε > 0
small enough, that
ε∫
0
s∫
0
E
∣∣Xε(r)− x∣∣dr ds  C ε∫
0
s∫
0
r
p−2
2p dr = C′ε 5p−22p . (28)
Here C and C′ are constants independent of ε.
For estimating
∫ ε ∫ s
E[|Xε(r)− x| |vε(r)|]dr ds, we use Hölder’s inequality and write0 0
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0
s∫
0
E
[∣∣Xε(r)− x∣∣ ∣∣vε(r)∣∣]dr ds

( ε∫
0
s∫
0
E
[∣∣Xε(r)− x∣∣a]dr ds) 1a( ε∫
0
s∫
0
E
[∣∣vε(r)∣∣ aa−1 ]dr ds) a−1a . (29)
Consequently, Lemma 9 gives( ε∫
0
s∫
0
E
[∣∣Xε(r)− x∣∣a]dr ds) 1a  C′aε 3p−aap .
On the other hand, from (13) we have( ε∫
0
s∫
0
E
[∣∣vε(r)∣∣ aa−1 ]dr ds) a−1a  C′aε 2ap−2p−aap (30)
allowing us to obtain an estimation for the first two terms in (27).
Applying an analogous method to estimate the difference of the terms involving D2xxϕ in (27)
leads us to the conclusion that, for some ν > 0,
θ(ε) Caε2+ν, (31)
for all ε > 0 small enough. We now substitute (24) and (31) in (19). This yields
Cxe
C 1√
C
ε
5
2 +Cxε
(6+a)p−a−4
4p + (d2K(x)∧ 1)ε(e(L2+2L)ε − 1)

ε∫
0
E
[ τ εs∫
0
L(x,vε(·))ϕy(x) dr
]
ds −Caε2+ν

ε∫
0
E[τ εs ]ds × inf
v∈Rk
L(x,v)ϕy(x)−Caε2+ν . (32)
Moreover, it can be easily seen that
s E[τ εs ] s − s
(
P
{
sup
ts
∣∣Xε(t)− x∣∣> 1}+ P {sup
ts
∣∣X˜ε(t)− x˜∣∣> 1}).
An argument similar to the one exploited to estimate P(τε < ε) allows to prove that s E[τ εs ]
s −Cas1+
ap−2a
2p , so that we may deduce
Cxe
C 1√
C
ε
5
2 +Cxε
(6+a)p−a−4
4p +Caε2+ν +
(
d2K(x)∧ 1
)
ε
(
e(L
2+2L)ε − 1)

(
ε2
2
−C′aε2+
ap−2a
2p
)
inf
v∈Rk
L(x,v)ϕy(x).
We recall that the constants Cx , Ca , C′a are independent of ε. Thus, we may divide by ε
2
2 and let
ε → 0. This yields
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v∈Rk
L(x,v)ϕy(x) (L2 + 2L)
(
d2K(x)∧ 1
)
 CF(x, y)− d2K(x)∧ 1 − dBl (y). (33)
It now suffices to use the fact that Dyϕ(x, y) = 0 and F(x, y) = ϕ(x, y) to conclude
inf
v∈Rk
{L(x,v)ϕy(x)+Dyϕ(x, y)f (x, y, v)}−CF(x, y)+ d2K(x)∧ 1 + dBl (y) 0.
Thus, the proof of (b) is achieved.
(c) Let us now suppose Dyϕ(x, y) > 0. Then, in particular, we can find an η > 0 such that, for
any (x′, y′) ∈ Aη = {(x′, y′) ∈Rn ×R: |x′ − x| + |y′ − y| 2η} the inequality Dyϕ(x′, y′) > δ
holds true for δ = 12Dyϕ(x, y) > 0.
We now fix an arbitrarily small ε > 0. Then there exists an admissible control vε(·) satisfying
J
(
x˜, l;vε(·)) ε5,
where x˜ = πK(x).
As before we use the notations
Xε(t) = Xx,vε(·)(t), X˜ε(t) = Xx˜,vε(·)(t),
Y ε(t) = Y x˜,y,vε(·)(t), Y˜ ε(t) = Y x˜,l,vε(·)(t), for t  0.
Now, observing that Dyϕ(x, y) > 0 implies that y  l, we deduce that
E
∞∫
0
e−Cs
s∫
0
f
(
X˜ε, Y˜ ε(r), vε(r)
)
dr ds  ε5,
and Fubini’s theorem yields
E
∞∫
0
e−Crf
(
X˜ε, Y˜ ε(r), vε(r)
)
dr  Cε5. (34)
Let
τ ε = inf{t  0: ∣∣Xε(t)− x∣∣∨ ∣∣X˜ε(t)− x˜∣∣∨ ∣∣Y˜ ε(t)− l∣∣> η/2},
τ εs = s ∧ τ ε, 0 s  1.
Then, from our assumption (17) that F − ϕ achieves a global minimum at (x, y), we have:
ε∫
0
E
[
F
(
Xε(τ εs ), Y
ε(τ εs )
)− F(x, y)]ds  ε∫
0
E
[
ϕ
(
Xε(τ εs ), Y
ε(τ εs )
)− ϕ(x, y)]ds.
In order to estimate the left side, we remark that, due to the Lipschitz property of f and the
nonnegativity of f (x′, ·, v′) on [l,+∞), for all x′ ∈Rn, v′ ∈ U ,
E
[
dBl
(
Y ε(τ εs )
)− dBl (y)]E∣∣Y ε(τ εs )− y∣∣
E
[ τ εs∫
f
(
X˜ε(r), Y ε(r), vε(r)
)
dr
]
0
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[ τ εs∫
0
f
(
X˜ε(r), Y˜ ε(r), vε(r)
)
dr
]
+LE
[ τ εs∫
0
∣∣Y ε(r)− Y˜ ε(r)∣∣dr]
EdBl
(
Y˜ ε(τ εs )
)+LE[ τ
ε
s∫
0
∣∣Y ε(r)− Y˜ ε(r)∣∣dr],
and
E
[∣∣Y ε(r)− Y˜ ε(r)∣∣] dBl (y)+L r∫
0
E
[∣∣Y ε(u)− Y˜ ε(u)∣∣]du,
for all s, r  0. Then, taking into account that dBl (Y˜ ε(τ εs )) 1 and Y˜ ε(τ εs ) Y˜ ε(s), s  0 (recall
that f (x′, y′, v′) 0 for y′  l), we get
E
[
dBl
(
Y ε(τ εs )
)− dBl (y)]E√dBl (Y˜ ε(s))+ 2LsdBl (y), s  0.
Consequently,
ε∫
0
E
[
F
(
Xε(τ εs ), Y
ε(τ εs )
)− F(x, y)]ds
 Cx
ε∫
0
E
[
dK
(
X˜ε(s)
)∧ 1 +√dBl (Y˜ ε(s)]ds +Cx ε∫
0
E
[∣∣X˜ε(s)− X˜ε(τ εs )∣∣1{τ ε<ε}]ds
+
ε∫
0
E
[∣∣Xε(τ εs )− X˜ε(τ εs )∣∣2 ∧ 1]ds − (d2K(x)∧ 1)ε +Lε2dBl (y). (35)
We observe that
P
{
sup
tε
∣∣Y˜ ε(t)− l∣∣ η} 1
η
E
[
sup
tε
∣∣Y˜ ε(t)− l∣∣]
 1
η
E
ε∫
0
f
(
X˜ε(r), Y˜ ε(r), vε(r)
)
dr Dε5,
where D is a constant independent of ε (see (32)). This allows to obtain, as in Lemma 8,
P(τε < ε)Aε
ap−a
2p .
Therefore, as for the case Dyϕ(x, y) = 0,
ε∫
0
E
[
F
(
Xε(τ εs ), Y
ε(τ εs )
)− F(x, y)]ds  (d2K(x)∧ 1)ε(e(L2+2L)ε − 1)
+Dε2+ν +Lε2dBl (y), (36)
where ν > 0 is some constant independent of ε.
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Y ε(τ εs )− ϕ(x, y)]ds. With the notation
L(x′,x′′,y′,v)u(x′, y′) =
〈
Dxu(x
′, y′), b(x′, v)
〉+Dyu(x′, y′)f (x′′, y′, v)
+ 1
2
Tr
[
D2xxu(x
′, y′)σσ ∗(x′, v)
]
,
for (x′, y′) ∈Rn ×R, v ∈Rk and u ∈ C2. We have from Itô’s formula that
ε∫
0
E
[
ϕ
(
Xε(τ εs ), Y
ε(τ εs )
)− ϕ(x, y)]ds
=
ε∫
0
E
[ τ εs∫
0
L(Xε(r),X˜ε(r),Y ε(r),vε(r))ϕ
(
Xε(r), X˜ε(r), Y ε(r)
)
dr
]
ds. (37)
We remark that since Dyϕ(x, y) δ > 0, we have
c
not= inf
v∈Rk
L(x,˜x,y,v)ϕ(x, y) > −∞.
Moreover, recalling that Aη = {(x′, y′) ∈Rn ×R: |x′ −x|+ |y′ −y| 2η} and Bη = {|x′′ − x˜|
η} are compact sets, we can find a constant D > 0 (independent of ε) such that |Dxϕ(x′, y′)|D
and |D2xxϕ(x′, y′)|D on Aη . Obviously,
lim|v|→∞
{−DL(1 + η + |v|)+ δ|v|p − δ sup
x′′∈Bη
β(x′′)−DL2(1 + η + |v|)2}= ∞.
Consequently, we can find a constant D˜ such that, for any (x′, y′) ∈ Aη , x′′ ∈ Bη and any |v| > D˜
L(x′,x′′,y′,v)u(x′, y′) > c.
We return to (37) and, with the help of the above estimate, we can write
ε∫
0
E
[
ϕ
(
Xε(τ εs ), Y
ε(τ εs )
)− ϕ(x, y)]ds E[ ε∫
0
τ εs∫
0
c1|vε(r)|>D˜ dr ds
]
+E
[ ε∫
0
τ εs∫
0
L(Xε(r),X˜ε(r),Y ε(r),vε(r))
(
Xε(r), Y ε(r)
)
1|vε(r)|D˜ dr ds
]
.
For the last term we have
E
[ ε∫
0
τ εs∫
0
L(Xε(r),X˜ε(r),Y ε(r),vε(r))
(
Xε(r), Y ε(r)
)
1|vε(r)|D˜ dr ds
]
= E
[ ε∫
0
τ εs∫
0
L(x,˜x,y,vε(r))(x, y)1|vε(r)|D˜ dr ds
]
− θ(ε)
E
[ ε∫ τ εs∫
c1|vε(r)|D˜ dr ds
]
− θ(ε),
0 0
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ε∫
0
E
[
ϕ
(
Xε(τ εs ), Y
ε(τ εs )
)− ϕ(x, y)]ds

ε∫
0
E[τ εs ]ds × inf
v∈Rk
L(x,˜x,y,v)ϕ(x, y)− θ(ε). (38)
When evaluating θ(ε) we use (28) and (29) which reduces the problem to estimating terms of
the form
E
ε∫
0
s∫
0
∣∣Y ε(r)− y∣∣ ∣∣vε(r)∣∣q1|vε(r)|D˜ dr ds
which can obviously be estimated from above by
E
ε∫
0
s∫
0
∣∣Y ε(r)− y∣∣ ∣∣vε(r)∣∣q1|vε(r)|D˜ dr ds  D˜qE
ε∫
0
s∫
0
∣∣Y ε(r)− y∣∣dr ds Dε7.
First, combining (36) and (38), then dividing by ε22 and, finally, taking the limit as ε → 0 we
obtain
0 sup
v∈A
{〈
Dxϕ(x, y), c(x, v)
〉+Dyϕ(x, y)f (˜x, y, v)
+ 1
2
Tr
[
D2xxϕ(x, y)σσ
∗(x, v)
]}+Cϕ(x, y)− d2K(x)∧ 1 − dBl (y).
Finally, it suffices to recall the assumption f (˜x, y, v) = f (x, y, v) and the conclusion follows.
The proof that (i) implies (ii) is now complete.
For the converse, suppose that F is a viscosity supersolution for (12). Then, using the fact
that V is a viscosity subsolution of (12) and that F and V enjoy the Lipschitz property, we get
V (x) F(x) for all x ∈Rn. In particular, it is obvious that V (x) = 0 for x ∈ K . 
We now turn our attention to the proof of Lemmata 8 and 9.
Proof of the Lemma 8. By the definition of the hitting time τ ε , it is straight-forward that
P(τε < ε) P
(
sup
tε
∣∣Xε(t)− x∣∣> 1)+ P (sup
tε
∣∣X˜ε(t)− x˜∣∣> 1)
E
[
sup
tε
∣∣Xε(t)− x∣∣a]+E[sup
tε
∣∣X˜ε(t)− x˜∣∣a]. (39)
We also notice that the following inequality holds true:
∣∣Xε(t)− x∣∣ t∫
0
(
L+L|x| +L∣∣Xε(r)− x| +L|vε(r)∣∣)dr
+
∣∣∣∣∣
t∫
σ
(
Xε(r), vε(r)
)
dW(r)
∣∣∣∣∣.
0
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∣∣Xε(t)− x∣∣a  Cata +CaLa( t∫
0
∣∣Xε(r)− x∣∣dr)a +CaLa( t∫
0
∣∣vε(r)∣∣dr)a
+Ca
∣∣∣∣∣
t∫
0
σ
(
Xε(r), vε(r)
)
dW(r)
∣∣∣∣∣
a
.
Hence,
E
[
sup
tε
∣∣Xε(t)− x∣∣a] Caεa +CaεaE[sup
tε
∣∣Xε(t)− x∣∣a]+CaE[( ε∫
0
∣∣vε(r)∣∣dr)a]
+CaE
[
sup
tε
∣∣∣∣∣
t∫
0
σ
(
Xε(r), vε(r)
)
dW(r)
∣∣∣∣∣
a]
. (40)
Further, applying Hölder’s inequality we find that
E
[( ε∫
0
∣∣vε(r)∣∣dr)a] εa−1E[ ε∫
0
∣∣vε(r)∣∣a dr]
 εa−1ε
p−a
p
(
E
[ ε∫
0
∣∣vε(r)∣∣p dr]) ap .
The choice of vε and the Remark 7 on the 1-optimal controls guarantee that vε(·) ∈ A1(˜x, y˜).
Consequently, for some constant C′a only depending on a, x˜ and y˜,
E
[( ε∫
0
∣∣vε(r)∣∣dr)a]C′aε ap−ap .
We return to the inequality (40) that can now be written in the following form
E
[
sup
tε
∣∣Xε(t)− x∣∣a] Caεa +CaεaE[sup
tε
∣∣Xε(t)− x∣∣a]+CaC′aε ap−ap
+CaE
[
sup
tε
∣∣∣∣∣
t∫
0
σ
(
Xε(r), vε(r)
)
dW(r)
∣∣∣∣∣
a]
.
Finally, we apply the Burkholder–Davis–Gundy inequality to the last term on the right side to
obtain
E
[
sup
tε
∣∣Xε(t)− x∣∣a] Ca(εa + ε a2 )+Ca(εa + ε a2 )E[sup
tε
∣∣Xε(t)− x∣∣a]
+Caε
ap−a
p +Caε
ap−2a
2p ,
where Ca is again a constant independent of ε. The conclusion of our lemma now follows eas-
ily. 
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E
[∣∣Xε(s)− x∣∣q]
 qLE
[ s∫
0
∣∣Xε(r)− x∣∣q−1(1 + |x| + ∣∣Xε(r)− x∣∣+ ∣∣vε(r)∣∣)dr]
+ q(q − 1)
2
L2E
[ s∫
0
∣∣Xε(r)− x∣∣q−2(1 + |x| + ∣∣Xε(r)− x∣∣+ ∣∣vε(r)∣∣)2 dr].
We recall that, for any b, c > 0, we have
bq−1c q − 1
q
bq + 1
q
cq and bq−2c2  q − 2
q
bq + 2
q
cq.
With these inequalities and Gronwall’s Lemma we obtain, for s  1,
E
[∣∣Xε(s)− x∣∣q] Cq(1 + |x|)qs +CqE[ s∫
0
∣∣vε(r)∣∣q dr].
Finally,
E
[ s∫
0
∣∣vε(r)∣∣q dr]E[ s∫
0
∣∣vε(r)∣∣p dr] qp × s p−qp .
The conclusion of our lemma follows easily. 
4. An illustrating example
We now concentrate our attention on a simple but illustrating example. We consider the case
of an unbounded cylinder in Rn and calculate explicitly the necessary and sufficient condition for
ε-viability given by Theorem 6. We exhibit, for a particular choice of the coefficient functions,
a necessarily unbounded feedback control process which cannot be managed by the compact
control state space framework.
Example 10. Let π̂ :Rn →Rn be the linear projection on the n− 1 first coordinates
π̂ (x) = (x1, x2, . . . , xn−1,0), for x = (x1, x2, . . . , xn) ∈Rn
and πn :Rn →R the projection on the last component, πn((x1, x2, . . . , xn)) = xn.
As set K we consider the cylinder K = {x ∈Rn: |π̂(x)|R}.
Then,
dK(x) =
(∣∣π̂(x)∣∣−R)+,
Dxd
2
K(x) =
{
2 |π̂(x)|−R|π̂(x)| π̂ (x), if |π̂ (x)| >R,
0, if |π̂ (x)|R,
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D2xxd
2
K(x) =
{
2 |π̂ (x)|−R|π̂ (x)| Iˆ + 2 R|π̂ (x)|3 π̂ (x)⊗ π̂(x), if |π̂ (x)| >R,
0, if |π̂ (x)| <R,
where Iˆ = ( In−1 00 0 ), and In−1 denotes the unit matrix of type (n− 1)× (n− 1).
Proposition 11. Suppose that |σ(·, v)Iˆ |2 is Lipschitz uniformly with respect to v ∈ Rk . Then
K enjoys the ε-viability property for Eq. (9) if and only if the following conditions hold true
simultaneously:
(a) For all x ∈Rn with |π̂ (x)| = R, there exists v ∈Rk satisfying{
(1) σ ∗(x, v)π̂(x) = 0;
(2) 2〈π̂(x), b(x, v)〉 + |σ ∗(x, v)Iˆ |2  0;
(3) f (x, l, v) = 0.
(b) For all x ∈Rn such that |π̂ (x)| <R, there exists v ∈Rk satisfying
f (x, l, v) = 0.
Remark 12. For the particular case f (x, y, v) = ||v|p − |πn(x)||, we notice that every feedback
control v = v(x) that satisfies (a) must also satisfy |v(x)| = |πn(x)|1/p .
Let us emphasize that the feedback control process is necessarily unbounded in x ∈Rn. This
shows that the above example cannot be covered by the existing results in the literature on via-
bility of controlled stochastic systems with bounded control state space.
Proof of Proposition 11. Let us first suppose that F is a viscosity supersolution of (12).
For any |x| >R and any y > l, the fact that F is a viscosity supersolution of (12) implies:
inf
v∈Rk
{
2
|π̂ (x)| −R
|π̂ (x)|
〈
π̂(x), b(x, v)
〉+ |π̂ (x)| −R|π̂ (x)| ∣∣σ ∗(x, v)Iˆ ∣∣2
+ R|π̂ (x)|3
∣∣σ ∗(x, v)π̂(x)∣∣2 + f (x, y, v)}
 (C − 1)[y − l + (∣∣π̂(x)∣∣−R)2 ∧ 1].
Let us fix an arbitrary x0 ∈ Rn such that |π̂ (x0)| = R. As f (x, y, v) |v|p − β(x), we deduce
that, for any x ∈Rn with |x| >R, y > l, and any ε > 0 there is some vε,x,y ∈Rk such that
2
|π̂ (x)| −R
|π̂(x)|
〈
π̂(x), b(x, vε,x,y)
〉+ |π̂ (x)| −R|π̂ (x)| ∣∣σ ∗(x, vε,x,y)Iˆ ∣∣2
+ R|π̂ (x)|3
∣∣σ ∗(x, vε,x,y)π̂(x)∣∣2 + f (x, y, vε,x,y)
 (C − 1)[y − l + (∣∣π̂(x)∣∣−R)2 ∧ 1]+ ε,
and the family {|vε,x,y |, (ε, x, y) ∈ [0,1] ×B1(x0)× [l, l + 1]} is uniformly bounded.
Thus, by choosing sequences (xm)m1 ⊂ B1(x0) with xm → x0 and |π̂ (xm)| > R, ym =
l + (|π̂ (xm)| − R)2 → l, and 1  εm = (|π̂ (xm)| − R)2 ↘ 0, and we obtain the existence of
a bounded sequence vm = vεm,xm,ym such that
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|π̂(xm)|
(
2
〈
π̂(xm), b(xm, v
m)
〉+ ∣∣σ ∗(xm, vm)Iˆ ∣∣2)
+ 1|π̂(xm)| −R
(
R
|π̂ (xm)|3
∣∣σ ∗(xm, vm)π̂(xm)∣∣2 + f (xm,ym, vm))
 (2C − 1)(∣∣π̂ (xm)∣∣−R).
Moreover, there exists a subsequence (still denoted vm) and some v ∈Rk such that limm vm = v.
Consequently, letting m → ∞ in the above inequality we obtain
1
R2
∣∣σ ∗(x0, v)π̂(x0)∣∣2 + f (x0, l, v) 0
and
2
〈
π̂(x0), b(x0, v)
〉+ ∣∣σ ∗(x0, v)Iˆ ∣∣2  0.
Finally, since f (x0, l, v) 0 we get condition (a) of the statement.
To prove the second condition in the statement, we remark that for any |π̂ (x)| < R and any
y > l, the fact that F is a viscosity supersolution for (12) implies:
inf
v∈Rk
f (x, y, v) (C − 1)(y − l).
We fix x ∈Rn such that |π̂ (x)| <R. As f (x, y, v) |v|p − β(x), we deduce that, for any y > l,
and any ε > 0 there exists |vε,y | such that
f (x, y, vε,y) (C − 1)(y − l)+ ε
and |vε,y | is uniformly bounded on (ε, y) ∈ [0,1] × [l, l + 1].
We choose ym ↘ l and εm → 0, and letting m → ∞ yields the second assertion in the state-
ment.
We now prove the sufficiency of the conditions (a) and (b).
For any x ∈ K and any y > l, the Lipschitz property of f yields
f (x, y, v) f (x, l, v)+L(y − l),
and we may choose v ∈Rk satisfying f (x, l, v) = 0 to get
f (x, y, v) (C − 1)(y − l).
Let us now consider x ∈Rn such that |π̂(x)| >R. Then, obviously,
πK(x1, x2, . . . , xn) =
(
R
|π̂(x)|x1,
R
|π̂ (x)|x2, . . . ,
R
|π̂ (x)|xn−1, xn
)
.
Using this remark and the Lipschitz property of the coefficient functions b and σ , we obtain
that the following inequalities hold true for all x ∈ Rn such that R < |x| R + 1, y > l and all
v ∈Rk :
1
|π̂(x)|
〈
π̂(x), b(x, v)
〉− 1
R
〈
R
|π̂(x)| π̂(x), b
(
πK(x), v
)〉
 L
(∣∣π̂(x)∣∣−R)
and
1 ∣∣σ ∗(x, v)Iˆ ∣∣2 − 1 ∣∣σ ∗(πK(x), v)Iˆ ∣∣2  1 L˜(∣∣π̂(x)∣∣−R).|π̂(x)| R |π̂(x)|
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R
|π̂ (x)|3
∣∣σ ∗(x, v)π̂(x)∣∣2 + f (x, y, v) L2(∣∣π̂(x)∣∣−R)2 +L(y − l).
Therefore,
2
|π̂ (x)| −R
|π̂(x)|
〈
π̂(x), b(x, v)
〉+ |π̂(x)| −R|π̂ (x)| ∣∣σ ∗(x, v)Iˆ ∣∣2
+ R|π̂ (x)|3
∣∣σ ∗(x, v)π̂(x)∣∣2 + f (x, y, v)

(∣∣π̂(x)∣∣−R)2(2L+ L˜)+ (C − 1)(y − l). (41)
We consider test functions ϕ ∈ C2(Rn ×R) and (x, y) ∈Rn ×R local minimum for F − ϕ and
wish to prove
0 sup
v∈Rk
{−〈Dxϕ(x, y), b(x, v)〉−Dyϕ(x, y)f (x, y, v)
− 1
2
Tr
[
D2xxϕ(x, y)σσ
∗(x, v)
]}+CF(x, y)− d2K(x)∧ 1 − dBl (y). (42)
This is obvious enough for |x|  R or y < −l (see Theorem 6 for the latter). Inequality (41)
allows us to deal with points (x, y) such that R < |x| and l < y and condition (b) in the statement
gives the result for the remaining case. We obtain that F is a viscosity supersolution for (12). The
conclusion follows from Theorem 6. 
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