The Bollen-Stine bootstrap can be used to correct for standard error and fit statistic bias that occurs in structural equation modeling (SEM) applications due to nonnormal data. The purpose of this article is to demonstrate the use of a custom SAS macro program that can be used to implement the Bollen-Stine bootstrap with existing SEM software. Although this article focuses on missing data, the macro can be used with complete data sets as well. A series of heuristic analyses are presented, along with detailed programming instructions for each of the commercial SEM software packages.
One likely reason why the bootstrap is not widely used in applied studies is the availability of straightforward corrective procedures such as the rescaled test statistic and robust standard errors (Satorra & Bentler, 1994) . With complete data, it is well known that rescaled statistics provide reasonably accurate inferences, even when normality assumptions are violated (e.g., see Finney & DiStefano, in press , for an overview). However, much less is known about the performance of these corrective procedures in the missing data context. Rescaling methods for nonnormal missing data were proposed by Yuan and Bentler (2000) , and are currently available in the Mplus (version 2.1 or higher) and EQS (version 6 or higher) software packages.
Despite this widespread availability, few studies have examined the performance of rescaled statistics for missing data. Enders (2001) compared the performance of rescaled statistics and the bootstrap under missing at random (MAR) missing data (i.e., missingness is dependent on other observed variables), and found that the Bollen-Stine bootstrap produced slightly more accurate Type I error rates than the rescaled test statistic. Although robust and bootstrap standard errors both worked well, the two approaches exhibited different tendencies: The bootstrap yielded slightly liberal significance tests (i.e., confidence interval coverage values were, in some cases, lower than 95%), and robust standard errors produced somewhat conservative tests (i.e., coverage values generally exceeded 95%). Although maximum likelihood (ML) estimation with missing data assumes MAR missingness, it is important to note that robust standard errors require the more stringent missing completely at random (MCAR) assumption (i.e., missingness is unrelated to the data). Although the bootstrap does not explicitly rely on specific assumptions regarding the missingness, the performance of the procedure in this context merits further investigation.
In addition to the availability of rescaled statistics, another possible explanation for the lack of bootstrap applications is the limited availability of bootstrapping routines in commercial software packages. As such, the purpose of this article is to outline an SAS macro program capable of performing the Bollen-Stine bootstrap, and to demonstrate how this macro can be used in conjunction with existing SEM software packages to obtain corrected probability values for the model fit statistic and empirical standard error estimates. Although the macro is capable of handling complete data, the focus of this article is on missing data, as only one commercial software package, EQS 6.1, performs the modified Bollen-Stine bootstrap for missing data proposed by Enders (2002) .
There are several reasons why this SAS macro might be useful to substantive researchers and methodologists. As already noted, little is known about the performance of rescaled test statistics in the missing data context, and this is further complicated by the fact that robust standard errors require restrictive assumptions about the missing data mechanism (i.e., MCAR). The limited simulations that have been conducted to date suggest that the Bollen-Stine bootstrap performs as well, if not better than, rescaled statistics in the missing data context (Enders, 2001) . Although implementing the Bollen-Stine bootstrap with complete data is relatively straightforward, the computational complexities increase dramatically with missing data. To date, only EQS 6.1 implements the Bollen-Stine bootstrap for missing data, so the availability of this macro might facilitate the use of the bootstrap in substantive applications, but could also provide a research tool for methodologists who are interested in studying the behavior of this technique. Although not one of the explicit goals of this article, it should be noted that the process of fitting multiple bootstrap samples using SEM software is identical to the process one would use to fit computer simulation data generated by an external program such as SAS or SPSS. As such, the instructions provided in this article may also be informative for researchers interested in conducting Monte Carlo studies.
To illustrate the bootstrapping procedure, a confirmatory factor analysis (CFA) of the Eating Attitudes Test (EAT; Garner, Olmsted, Bohr, & Garfinkel, 1982) is used, a popular self-report instrument for assessing eating disorder risk. For simplicity, a subset of 10 manifest indicators was extracted from a model proposed by Doninger, Enders, and Burnett (2005) . These indicators measured two latent factors (drive for thinness and food preoccupation), and a graphical depiction of the two-factor CFA model is shown in Figure 1 . The original data had no missing values, so a 5% missing data rate was imposed on five items (EAT1, EAT10, EAT12, EAT18, and EAT24) in an MCAR fashion (the missing data mechanism is irrelevant to the current illustration, so MCAR was chosen for simplicity). The raw data (N = 200) used in the heuristic analyses can be downloaded at http://www.asu.edu/clas/psych/people/faculty/enders.htm or obtained from the author.
THE BOOTSTRAP
In the interest of space, only a brief description of the bootstrap is provided, but a number of detailed overviews are available to interested readers (e.g., Efron & Tibshirani, 1993; Stine, 1989) . One of the central goals of most statistical analyses is to estimate the sampling variance of a parameter, θ. In the SEM context, it is typical to rely on an estimator such as ML, although doing so often requires the adoption of distributional assumptions. The bootstrap provides an alternative method for estimating the sampling variance of a statistic, but does so without the usual normality assumptions (which is not to imply that the bootstrap is without its own tenuous assumptions).
In the bootstrapping procedure, the sample data are assumed to be an accurate representation of the population distribution function from which the sample was drawn. Essentially, the sample data, sometimes referred to as the parent sample, serve as a miniature population from which repeated samples will be drawn with replacement. For example, in the subsequent analyses, the EAT data set (N = 200) serves as a surrogate for the population, and samples of N = 200 are repeatedly drawn with replacement. Sampling with replacement implies that some cases may appear two or more times in any given bootstrap sample, and some cases may not appear at all. Usually, a large number of samples are drawn from the parent data (say B = 1,000), and an estimate of the parameter of interest, θ, is obtained from each sample. The B estimates form an empirical sampling distribution, the standard deviation of which is the bootstrap standard error estimate.
THE BOLLEN-STINE BOOTSTRAP
The so-called naive bootstrap previously described is appropriate for obtaining empirical estimates of parameter standard errors, and appears to provide accurate estimates in the SEM context. However, this form of the bootstrap is not appropriate for assessing model fit, because the covariance structure of the parent data matrix is not consistent with the null hypothesis. As such, model fit statistics estimated from the bootstrap samples will reflect both model misfit and sampling fluctuation.
PERFORMING THE BOLLEN-STINE BOOTSTRAP
The application of the bootstrap to testing covariance structures was first introduced by Beran and Srivastava (1985) , and later popularized in the SEM context by Bollen and Stine (1992) in an unrelated work. When bootstrapping the likelihood ratio fit statistic, Bollen and Stine showed that it is first necessary to transform the parent data matrix so that its covariance structure is consistent with the hypothesized model (i.e., the null is true in the parent data). This is accomplished using the following transformation:
where Y is the parent data matrix, Y is the implied mean vector from the saturated model, S is the implied covariance matrix of the saturated model, and Σ is the implied covariance matrix of the hypothesized model. Next, B bootstrap samples are drawn (with replacement) from the transformed data matrix, Z, and the hypothesized model is fit to each sample. The B model fit statistics are subsequently used as an empirical sampling distribution, and an adjusted probability value is obtained by computing the proportion of test statistics from the empirical sampling distribution that exceed the likelihood ratio test statistic obtained from the parent sample, Y.
The Bollen-Stine transformation shown in Equation 1 requires a complete data matrix, but Enders (2002) proposed a modification to the Bollen-Stine bootstrap for missing data. This modified Bollen-Stine transformation is applied separately to each case's data vector using only those parameter values for which case i has complete data. The modified Bollen-Stine transformation is where ) µ S(i is the implied mean vector of the saturated model, Σ ( ) S i is the implied covariance matrix of the saturated model, and Σ ( ) M i and ) µ M(i are the implied covariance matrix and mean vector associated with the hypothesized model, respectively. In the method proposed by Enders (2002) , the parameter matrices are obtained using ML estimation for MAR missing data (often referred to as full information maximum likelihood [FIML]; Arbuckle, 1996) .
The case subscript i in Equation 2 suggests that the parameter matrices may differ in size and content, but are constant within a group of cases with the same missing data pattern. It is important to note that the same parameter values are used for all cases, but the specific parameter elements that are used in the transformation may vary from case to case. To illustrate, consider a simple situation with three variables, y 1 , y 2 , and y 3 . For cases with no missing data, the FIML parameter matrices would not be altered, and the transformation would utilize the entire data vector-this is equivalent to the Bollen-Stine transformation given in Equation 1. In contrast, consider a subset of cases missing y 1 . For these cases, the rows and col-
umns of the parameter matrices that correspond to y 1 would be removed (as would the missing element in the raw data vector), and the transformation would utilize only those elements that correspond to y 2 and y 3 . After applying the modified Bollen-Stine transformation to each case's data vector, the bootstrap proceeds in the same fashion as it would with complete data; bootstrap samples are drawn with replacement from the transformed data matrix, the model is fit to each sample using the FIML estimator, and an empirical sampling distribution of the model fit statistics is used to obtain an adjusted probability value for the FIML likelihood ratio test.
To date, only the forthcoming version of EQS (version 6.1) performs the modified Bollen-Stine bootstrap for missing data, although AMOS (versions 4 and higher) can be used to implement the Bollen-Stine bootstrap with complete data. As stated previously, the purpose of this article is to illustrate how one would perform the bootstrap using existing SEM software. To accomplish this, a custom SAS macro program was written that generates bootstrap data sets from a transformed data matrix based on Equation 2. The hypothesized model can subsequently be fit to each of the bootstrap samples using existing SEM software. However, because SEM software packages require different input data structures, it was necessary to write a separate macro program for AMOS, LISREL, and Mplus, all of which are available for download at http://www.asu.edu/clas/psych/people/faculty/enders.htm. Again, these SAS programs can be used to perform the Bollen-Stine with complete data as well (with no missing data, Equations 1 and 2 are equivalent, although Equation 2 allows for a mean structure), and the instructions outlined herein are identical in both cases.
USING THE SAS MACRO
Fitting the hypothesized model to each bootstrap sample is software-specific and is discussed in detail later. At this stage, the implementation of the SAS macro is described, as the process of transforming the parent data and drawing bootstrap samples is identical regardless of which package is ultimately used to analyze the data (the different versions of the macro program differ only with respect to the format of the output data sets).
As a first step, it is necessary to fit the hypothesized model to the parent data (not the transformed data) using the FIML estimator. Returning to the EAT example, the CFA model was estimated using Mplus 3.11, and the likelihood ratio fit statistic from this analysis was χ 2 (34) = 65.53, p = .001, N = 200. However, the accuracy of this test statistic is questionable given that the data were not multivariate normal, by definition; the univariate skewness and kurtosis values for the manifest indicators were not necessarily excessive (skewness ranged between .12 -1.48, and kurtosis ranged between -1.04 -2.18), but the questionnaire items were mea-sured on a 6-point Likert scale ranging from (6) always to (1) never. As such, the Bollen-Stine bootstrap was used to construct empirical sampling distributions for the model fit statistic and parameter estimates. Before proceeding, it is worth noting that it may not be advisable to implement the bootstrap using a sample size of 200, but I do so for the purpose of illustrating the procedure.
To use the macro program, it is necessary to save the implied covariance matrices and mean vectors from both the saturated and hypothesized models (these matrices are standard output in commercial SEM programs). Each of the four parameter matrices should be saved as separate ASCII files, with the covariance matrices in lower diagonal format. Next, the parameter matrices and raw data matrix (also in ASCII format) are used as input data for the SAS macro program. Note that the raw data matrix must contain only those variables that appeared in the substantive model. The macro program is quite straightforward, and the user need only specify values for a small number of variables (the missing value code, number of manifest indicators, number of bootstrap samples, a seed value, and the file paths for the ASCII input files). To illustrate, a program excerpt showing the user-specified variables is given in Figure 2 . Note that the AMOS macro requires an additional line of code that specifies the names of the manifest variables.
To illustrate the use of the SAS macro, 1,100 bootstrap samples were generated from the EAT data set described earlier, 1 and the two-factor CFA model was fit to each sample using the FIML estimator in Mplus (specific instructions for Mplus are given later). Mplus, like the other commercial SEM packages, saves the results from each sample replication to an ASCII file that can subsequently be analyzed using SPSS or SAS. In this case, the 1,100 model fit statistics were used to construct a reference sampling distribution for the likelihood ratio fit statistic obtained from the parent data. Although there were no convergence failures in this example, bootstrap samples that produce inadmissible estimates or fail to converge should be discarded from further analysis (Yung & Bentler, 1996) .
Before proceeding, it is instructive to examine the empirical sampling distribution of the bootstrap fit statistics, and contrast it to the central chi-square distribution with 34 df (the theoretical sampling distribution that was used to obtain the normal-theory probability value reported earlier). Kernel density graphs of empirical and central chi-square distributions are shown in Figure 3 . In Figure 3 , it is shown that the empirical sampling distribution is shifted to the right somewhat, and has a thicker tail (and thus a larger variance) than that of the central chi-square distribution. Recall that the expected value and variance of the central chi-square distribution is equal to df and 2df, respectively, so the expected value of the central chi-square distribution is 34 with a variance of 68. In contrast, the mean of the empirical sampling distribution is 41.29, and its variance is 150.06. The important point to remember is that the shape of the empirical sampling distribution is not a result of model misfit, because the bootstrap samples were drawn from a transformed data set in which the null hypothesis was true. Rather, the discrepancy in the expected value and variance reflects sampling variation that occurs due to features of the data (e.g., nonnormality).
The empirical sampling distribution in Figure 3 can be used to obtain an adjusted probability value for the likelihood ratio fit statistic obtained from the parent sample. This is accomplished by computing the proportion of the 1,100 bootstrap chi-square values that exceeded that of the parent sample, which was χ 2 (34, N = 200) = 65.53; this adjusted probability value can readily be determined from a fre-PERFORMING THE BOLLEN-STINE BOOTSTRAP 627 FIGURE 3 Kernel density graphs of empirical and central chi-square distributions. quency distribution of the bootstrap fit statistics. In the EAT example, 51 of the 1,100 bootstrap chi-square statistics exceeded 65.53, so the Bollen-Stine adjusted probability value is 51/1,100 = .046.
Finally, it should be noted that the parameter estimates from the 1,100 bootstrap samples can be used to obtain model-based empirical standard error estimates (Yung & Bentler, 1996) . This is accomplished by simply computing the standard deviation of each parameter estimate over the 1,100 samples.
Although the use of the SAS macro is virtually identical across SEM software packages, the process of repeatedly fitting the model to each bootstrap sample differs considerably. As such, detailed programming instructions for each software package are outlined next.
USING THE SAS MACRO WITH AMOS
Although AMOS readily performs the Bollen-Stine bootstrap with complete data (Arbuckle & Wothke, 1999) , it is somewhat more labor intensive to implement the bootstrap with missing data, because a Visual Basic (VB) program must be used to fit the hypothesized model to each of the bootstrap samples. However, the AMOS software includes a VB programming environment (AMOS Basic), and the VB program given in Appendix A can be easily altered for a specific analytic purpose.
When using AMOS, it is necessary to save each bootstrap data set as a separate file within the same directory. Although the SAS macro performs this task, it is necessary to first create a folder named "bootsamples" in the root directory (i.e., C:\bootsamples). Executing the appropriate SAS program will generate B bootstrap data files within this directory, each of which is differentiated by a unique index number. To illustrate, the SAS macro was used to generate 1,100 bootstrap samples from the EAT data described previously. The macro generated 1,100 files within the C:\bootsamples directory with file names boot1.txt, boot2.txt, …, boot1100.txt. As a reminder, the covariance structure of the bootstrap samples has been transformed to be consistent with the hypothesized model (i.e., the null hypothesis is true in the transformed parent data set).
Next, it is necessary to use the VB programming environment (AMOS Basic) to repeatedly fit the hypothesized CFA model to each of the bootstrap samples. The VB program used to fit the 1,100 EAT samples is given in Appendix A, and is also available for download at http://www.asu.edu/clas/psych/people/faculty/enders.htm. Briefly, the VB program (a) cycles through each of the bootstrap samples using a loop structure, (b) repeatedly calls the AMOS Engine to perform an analysis on the selected data set, and (c) writes the parameter estimates and fit statistics to an ASCII file. An overview of the VB programming language is beyond the scope of this article, but the program given in Appendix A has numerous comment lines that begin with an apostrophe. Fortunately, very few lines of code need to be altered to perform the analysis, and these lines are clearly marked in the program. Specifically, the user need only specify the desired number of bootstrap samples and the number of model parameters, including the means or intercepts (these parameters must be estimated when you have missing data). In addition, the user must specify the hypothesized model-in this example, a two-factor CFA-using the VB language. For those who are familiar with the EQS or Simplis programming languages, the AMOS model specification should be fairly straightforward. A detailed tutorial for the AMOS Basic language can be found in the AMOS 4.0 User's Guide (Arbuckle & Wothke, 1999, p. 35 ).
On executing the VB program, one will notice that a new folder named tempboot was created in the root directory (i.e., C:\tempboot)-this folder can be deleted after the VB program is finished executing. This folder is created automatically so that the VB program can select the desired bootstrap sample (e.g., if the loop index equals 100, boot100.txt will be selected) and copy that file to the C:\tempboot folder, overwriting the previous replicate. Although this step seems unnecessary (VB could simply point AMOS to the appropriate file located in the C:\bootsamples directory), the time required to fit the bootstrap samples is reduced dramatically if there is only a single data file residing in the target directory. On a related topic, it appears that processing time can also be reduced by using AMOS 4 rather than AMOS 5, or by using Microsoft Visual Basic rather than AMOS Basic.
After executing the VB program, two new files are generated in the root directory, chisquares.txt and parameters.txt, that contain the chi-square statistic and model parameters, respectively, from each of the bootstrap samples. These output statistics can be read into SPSS or SAS using free format (the exact order of the parameter values is listed on the first line of the parameter file). To illustrate, the SPSS syntax needed to import the AMOS results is shown in Appendix B. As described previously, an adjusted probability value for the parent sample is obtained by computing the proportion of bootstrap chi-square values that exceeded the chi-square statistic obtained from the parent sample, which can readily be accomplished by inspecting a frequency distribution. As before, bootstrap standard errors are obtained by computing the standard deviation of the parameter estimates across the 1,100 samples.
USING THE SAS MACRO WITH LISREL
Unlike AMOS and Mplus, LISREL requires the bootstrap samples to be stacked vertically in a single file. Thus, executing the appropriate SAS macro program generates a single ASCII data file in the root directory, bootstacked.txt, that contains the B bootstrap samples. In the case of the EAT example, the 1,100 bootstrap samples (each of which is 200 × 10 in dimension) were stacked in a single file that is 220,000 × 10 in dimension, such that the first 200 records are associated with the first bootstrap sample, the next 200 records with the second bootstrap sample, and so on. Again, each of the bootstrap samples is drawn from a transformed data set that has a covariance structure consistent with the null hypothesis.
Next, the hypothesized model is fit to each of the 1,100 bootstrap data sets. The Simplis syntax file for this analysis is given in Appendix C, and is available for download at http://www.asu.edu/clas/psych/people/faculty/enders.htm. Only minor programming modifications to the Simplis syntax are required to read and analyze a stacked data file. Specifically, the RP (replications) keyword is placed on the OPTIONS command line to specify the number of samples in the stacked file (it is assumed that each sample in the stacked file has the same N, which is true in this case). Also, the GF and LX keywords are used to specify the output files that contain the goodness-of-fit statistics and loadings from each bootstrap sample (the LX keyword is only necessary if bootstrap standard error estimates are desired). 2 Like AMOS, the ASCII output files produced in LISREL can be read into SPSS or SAS using free format, the SPSS syntax for which is given in Appendix B. Consistent with the previous discussion, an adjusted probability value for the original likelihood ratio statistic can be determined by inspecting a frequency distribution of the bootstrap chi-square statistics, and bootstrap standard errors are obtained by computing the standard deviation of the parameter estimates contained in the file specified by the LX keyword.
USING THE SAS MACRO WITH MPLUS
The Monte Carlo simulation facilities in Mplus can be used to estimate a structural equation model for each of the B bootstrap samples generated by the SAS macro. Because the most recent release of Mplus (version 3) handles Monte Carlo data differently than its predecessor, the bootstrapping procedure for Mplus version 2 and version 3 are described.
Like AMOS, it is necessary to save each bootstrap data set as a separate file within the same directory (the format of the ASCII data differs, however, which is why a separate macro program was written for Mplus). Again, the SAS macro program for this analysis is available for download at http://www.asu.edu/clas/psych/ people/faculty/enders.htm. Before running the SAS macro, it is necessary to first create a folder named bootsamples in the root directory (i.e., C:\bootsamples). Executing the appropriate SAS program will generate B bootstrap data files within this directory, each of which is differentiated by a unique index number (e.g., boot1.txt, boot2.txt, …, boot1100.txt).
Next, it is necessary to fit the hypothesized model to each of the bootstrap data sets. The Mplus 3 syntax for the EAT analysis is given in Appendix D. In Mplus version 3, externally generated Monte Carlo data (e.g., the B bootstrap data sets) are handled using the TYPE = MONTECARLO option of the DATA command. When specifying TYPE = MONTECARLO, the FILE option is used to specify a file that contains a list of the names of the bootstrap data sets that are to be analyzed. In the current example, the file replist.txt contains a list of the 1,100 file names found in the bootsamples directory. Note that the SAS macro automatically creates the replist.txt file in the root directory, so there is no need for the user to alter the DATA portion of the Mplus program shown in Appendix D. The VARIABLE, ANALYSIS, and MODEL commands are identical to those used to analyze the parent sample, so no discussion of these commands is given here; interested readers can consult the Mplus User's Guide (Muthén & Muthén, 2004) for further details.
Executing the Mplus program in Appendix D fits the two-factor CFA model to each of the bootstrap data sets. Conveniently, the TYPE = MONTECARLO option produces summary tables of the 1,100 replications, and these tables contain the critical values for the empirical chi-square distribution as well as the standard deviation of the parameter estimates across the 1,100 replications (i.e., the bootstrap standard errors). To illustrate, Figure 4 shows the Mplus summary Expected (column 3) give alpha values and the corresponding critical values from a central chi-square distribution with 34 df, respectively. From the output shown in Figure 4 , it is seen that the chi-square critical value (df = 34) associated with an alpha level of .05 is 48.60. The column labeled Proportions Observed (column 2) gives the proportion of bootstrap samples that exceeded a given critical value from the central chi-square distribution. In this example, 24.9% of the bootstrap samples would be deemed statistically significant using the critical value from the central chi-square distribution, which results from the fact that the empirical sampling distribution has a much thicker tail than that of the central chi-square distribution (see Figure 3 ). For the purpose of this demonstration, the column labeled Percentiles Observed (column 4) is important, as it contains the critical values for the empirical sampling distribution. As seen in Figure 4 , the critical value associated with an alpha level of .05 is 64.206 (i.e., 5% of the bootstrap chi-square values exceeded 64.206). Because the chi-square statistic obtained from the parent sample (χ 2 (34, N = 200) = 65.53) exceeds the critical value from the empirical reference distribution, the model would be rejected at p < .05.
For those who prefer an exact probability value over a dichotomous retain-reject decision, it is also possible to obtain an adjusted probability value from the empirical reference distribution. Returning to the Mplus program given in Appendix D, the RESULTS ARE option of the SAVEDATA command is used to save the parameter estimates, standard errors (which are not needed in this particular application), and fit indexes for each bootstrap sample to an ASCII file. In this example, the bootstrap results are output to a file called mplusparams.txt, which is located in the root directory.
As before, the output statistics can be read into SPSS or SAS using free format (the exact order of the statistics in the file is listed near the bottom of the Mplus output file). To illustrate, the SPSS syntax needed to import the Mplus results is shown in Appendix B. Consistent with the previous examples, an adjusted probability value is obtained by computing the proportion of the bootstrap chi-square values that exceeded the value of the likelihood ratio test statistic for the parent data.
Before concluding, a brief discussion of bootstrap standard errors is warranted. As described previously, the standard deviation of the parameter estimates across the 1,100 samples serves as an empirical estimate of the standard error for each parameter. Conveniently, the Mplus 3 output includes a summary table for the 1,100 sets of parameter estimates that includes the mean and standard deviation, among other things. As before, the standard deviation of the bootstrap parameter estimates can be used in lieu of the normal-theory standard errors. A more detailed descrip-tion of the Monte Carlo summaries can be found in the Mplus User's Guide (Muthén & Muthén, 2004, p. 279) .
A brief discussion of the Mplus 2 procedure is warranted, as this version of the software is likely enjoying widespread use at the time of this writing. Consistent with Mplus version 3, it is necessary to save each bootstrap data set as a separate file within the same directory. As such, the SAS macro can be used in conjunction with either version of Mplus. However, the procedure for fitting the model to each bootstrap sample differs considerably in Mplus version 2. In this case, a series of Monte Carlo utilities (e.g., runall.bat) must be downloaded from the Mplus home page (www.statmodel.com). Specific instructions for editing these files is given on the Mplus Web site, but the procedure is quite straightforward: The runstart.bat file is edited, and the user must specify a number of variables contained within this file (e.g., the directory that contains the files to be analyzed, the name of the output file to which the parameter estimates will be saved, etc.). After specifying the appropriate variables in the runstart.bat file, the user executes a file called runall.bat. This file repeatedly fits the hypothesized model to each of the bootstrap data sets, and creates an ASCII file containing the parameter estimates and model fit statistics from each replicate. When the program is finished executing, the Mplus results can be analyzed using SPSS or SAS in the exact manner described earlier (e.g., see Appendix B).
PERFORMING THE BOOTSTRAP USING EQS 6.1
As mentioned previously, the forthcoming release of EQS (version 6.1) can be used to perform the modified Bollen-Stine bootstrap for missing data. Although it is not necessary to use the SAS macro program in this context, the EQS syntax for performing this analysis which is given in Appendix E is briefly discussed. For brevity, the user is referred to the EQS User's Guide (Bentler & Wu, 2002) for instructions on implementing ML estimation in the missing data context. As seen in Appendix E, the SIMULATION command is added to the program, and the MBB and REPLICATIONS keywords are used to invoke the model-based (i.e., Bollen-Stine) bootstrap and to specify the desired number of bootstrap samples, respectively. Like Mplus, EQS provides summary statistics for a number of fit indexes and the parameter estimates. Returning to the EAT example, the critical value associated with an alpha level of .05 is 64.206 (i.e., 5% of the bootstrap chi-square values exceeded 64.206). Because the chi-square statistic obtained from the parent sample (χ 2 (34, N = 200) = 65.53) exceeds the critical value from the empirical reference distribution, the model would be rejected at p < .05.
DISCUSSION
The number of published bootstrapping applications has, to date, been limited, perhaps due to a lack of bootstrapping routines in commercial SEM software packages. As such, the purpose of this article was to demonstrate the use of a custom SAS macro program that can be used to implement the Bollen-Stine bootstrap with existing SEM software. The focus of the article was on missing data, although the macro could also be used with complete data sets. A series of heuristic analyses was performed using a CFA model of the EAT. Using the provided macro program, it is quite straightforward to implement the Bollen-Stine bootstrap. Although the bootstrap is more computationally demanding than rescaled statistics, this should not preclude its use. For example, generating and analyzing the 1,100 bootstrap samples from the EAT data set took less than 3 min. Detailed programming instructions were presented for each of the commercial SEM software packages, and it is hoped that this article facilitates the use of the bootstrap for those who are interested in implementing this technique in their own research studies, and enables researchers to further study the behavior of this corrective procedure under a variety of missing data conditions. (1) file is 'c:\replist.txt'; type is montecarlo; VARIABLE:
APPENDIX
names are eat1 eat2 eat3 eat10 eat11 eat12 eat14 eat18 eat21 eat24; usevariables are eat1 -eat24; missing are all (-9); ANALYSIS: type = h1 missing; estimator = ml; MODEL:
driveft by eat1* eat2 eat10 eat11 eat12 eat14 eat24; foodpre by eat3* eat18 eat21; driveft@1 foodpre@1; driveft with foodpre; SAVEDATA:
results are "c:\mplusparams.txt";
APPENDIX E EQS 6.1 SYNTAX FOR PERFORMING THE BOLLEN-STINE BOOTSTRAP 
