Abstract
Introduction

Genetic Algorithm
Genetic Algorithm(GA) [1] is a part of evolutionary computing invented by Holland and developed by him and his students and colleges. As can be seen literally, genetic algorithms are inspired by Darwins theory about evolution. GAs are inherently parallel optimization procedures, which utilize a "survival of the fittest " approach. A basic GA employs selection, crossover and mutation operators. The whole process can be referred to as "reproduction" [2] .
Algorithm is started with a set of solution (represented by chromosomes) called subpopulation. Solutions from one subpopulation are taken and used to form a new subpopulation by a hope that the new population will be better, at least not worse than the old one. Solutions are selected according to their fitness. The more suitable they are the more chances they have to reproduce.
[Outlines of Basic Genetic Algorithm]
1. Generate random population of n chromsomes(suitable solutions for the problem). 2. Evaluate the fitness ) (x f of each chromosome x in the population .
Create a new population by repeating
following steps until the new population is complete . 3.1 Select two parent chromosomes from a population according to their fitness (the better fitness, the bigger chance to be selected) 3.2 With a crossover probability cross over the parents to form a new offspring. If no crossover was performed, offspring is an exact copy of parents. 3.3 With a mutation probability mutate new offspring at each locus (position in chromosome). 3.4 Place new offspring in a new population. 4. Use new generated population for a further run of algorithm. 5. If the end condition is satisfied, stop, and return the best solution in current population 6. Go to step 2.
Problems
Traditional simple GAs have their own drawbacks [3] . First, by mutation and crossover, good subsolutions might be disrupted ( This can be avoided by Elitism which will be referred to later ). Besides, maintaining diversity seems to be prominent considerations. Selection alone can not generate solutions outside a population, but crossover and mutation help a lot. Yet crossing nearly identical strings yields offspring similar to the parent. Mutation, though, can generate the full solution space, it may take an excessively long time, all of which call for a more flexible approach toward problems solving.
Genetic Algorithm and Downhill
Generally speaking, GA is a global optimization algorithm but Downhill [4] is a local optimization algorithm. GA tries to escape from local minima and to find global optima by the genetic operations such as crossover and mutation, but Downhill tries to find the nearest local minimum as soon as possible. Tuning the probability of crossover and mutation may be very time consuming. Experiments show that genetic algorithm can reach approximately the best solution in a very short time, say, several minutes, but to finally reach global optima may take a lot more time (That will be several hours in contrast to several minutes).On the contrary, the convergence speed of Downhill is high but its final solution is often not the best one. So, to some extent, these two algorithms are complimentary. In this paper, the fast convergence of Downhill and the ability to find global optima of GA are combined in one new algorithm.
Parallel Genetic Algorithm
The parallel genetic algorithm(PGA) [5] is an adaptation of the genetic algorithm to parallel computers. It can be informally described as follows: Subgroups of individuals live on a ladder-like 2-D world. New offspring are created by genetic operators within a subpopulaiton. Every N generations, the best individual of a subpopulation is sent to its neighbors. Parallel search greatly overcomes the problems in population diversity. Furthermore, with best local minimas broadcasted to every node at certain frequency, convergence time is remarkably reduced. apply the selection operation to 
Discussion
Encoding of a chromosome
The chromosome should always contain information about solution which it represents. Here, we use the most common way of encoding, a binary string. The whole string represent the value of a point which lies within the search space. Of course, there are many different ways of encoding, such as Permutation Encoding, Value Encoding, Tree Encoding etc. On the whole, encoding depends on the problem and also on the size of instance of the problem.
Selection
Chromosomes are selected from the population to be parents to crossover and mutate. There are also many methods about how to select the best chromosomes. For instance, Roulette wheel selection, Boltzman selection, Tournament selection, Rank selection, Steady state selection, etc. Here we tried both the Roulette wheel selection (which is the most popular selection strategy) and the rank selection. Both of them have their advantages and disadvantages, but surely elitism should be used (if do not use other method for saving the best found solution).
Elitism
When creating new population by crossover and mutation, we are very likely to lose the best chromosome. This brings us down to Elitism. The method first copies the best chromosome or a few best chromosomes (according to the fitness value), the rest part is done in traditional way. Using Elitism can rapidly increase the performance of the GA algorithm because it prevents losing the best solution.
Crossover and Mutation
Crossover and mutation [6] are two basic operations of GA. Performance of GA greatly depends on them. Type and implementation of operators depend on encoding and also on a problem. Some experiments show that crossover rate generally should be high, about 80%-95%. However some results show that for some problems crossover rate about 60% is the best. In this algorithm, 80% seems to be the best. On the other side, mutation rate should be very low. In this algorithm, the best mutation rates are about 0.5%-1%.
Downhill
Two different downhill methods are implemented. Depth first downhill and Width first downhill. Depth first downhill first steps down the hill following one decreasing direction (in correspondent to the increment of the fitness value), then repeats the process in another direction, step by step until it can not go down any more. Width first downhill goes down one step towards one direction each time, then repeats the process in all directions, at last, the best individual is picked up from the candidates. In multi-dimension optimization problems such as QCBED, calculating one candidate takes much time so width first downhill method is not accepted. Experiments show depth first downhill is more timeeffective than width first downhill. Downhill can be implemented with certain probability every certain generations, it depends on the characteristics of the problems.
Communication
We use the coarse grained model for the PGA. That is, each subpopulation is mapped onto a different processor, each subpopulation must consist of more than one member. The PGA allows the independent evolution of the subpopulation for a certain time, which is given in generation. Migration takes place at generation N,2N,3N . In the PGA, only the best individuals migrate and the best individuals are the start solution of the next loop. Different nodes can share the best solution they have found.
This method can increase the speed of finding better solution and reduce the communication times and volumes. Because all nodes begin from the best solution which they have found, this releases the requirement for finding suitable initial parameters.This method can be carried out by massively parallelism without high communication overhead. The time spending on communication is neglectable comparing with the calculation. So this method is appropriate for cluster computing.
All these are achieved with the help of MPI (Message Passing Interface), a popular interface specification for programming distributed memory system.
Performance Evaluation
Evaluation of probabilistic search algorithms is not a easy task.. To do this, we first use a representative suite of test functions. Then we apply the algorithm to a comparatively large scale computation QCBED.
System Configuration
The algorithm has been implemented on a cluster system THNPSC-1 with 8 computing nodes. Each node is SMP (Symmetric Multiple Processors) architecture and it contains dual Pentium III 500Mhz CPU. The nodes are interconnected by 100Mbps Ethernet which includes 100Mbps switch and 100Mbps 3Com network interface adapter. The Operating System is Linux's Redhat 5.1 and the parallel supporting system is mpich-1.1.1.
Convergence Capability
The test functions are constructed with the following criterions concerned [7] [8]:
1. continual or noncontinual; 2. convex or concave; All the above functions are tested many times using the algorithm and the global optima of all the functions are found. This algorithm converges within less time than simple GA.
Convergence Speed
Quantitative analysis of Convergence Beam Electron Diffraction(QCBED) is a powerful tool to investigate the crystal structure, including both the atomic and electronic structures. QCBED needs multiple parameters optimization and the optimization process is time-consuming. Many effort have been made to reduce the optimization time and to improve the stability of the QCBED algorithm.
Serial SIMPLEX method is often used in this field, For N optimization parameters, SIMPLEX needs to calculate N+1 points to get the next one. The serial SIMPLEX method is parallelized by calculating the N+1 points among P processors at the same time. The parallel SIMPLEX method is fine grained parallelism and the speedup of parallel SIMPLEX is limited. Now the Genetic Algorithm is used for the QCBED problem with 9 optimization parameters. At first, the downhill procedure is not included in the algorithm and the parallel GA achieves higher performance than parallel SIMPLEX method. When downhill is taken into account, the convergence speed improves 5-10 times. For example, it will take the SIMPLEX method 20 hours to find a satisfactory approximate solution for the 9 [5] presents a parallel genetic algorithm as a function optimizer. Many simulation results are given with popular test functions. A comparison with mathematical optimization methods is done for very large problems.
[9] presents a hybrid algorithm which combines Genetic Algorithm and SA algorithm together. By borrowing the concept of population in Genetic Algorithm, each processing element keeps a Markov chain, so it is a coarse grained parallel SA algorithm. This algorithm can get high speed up but it is designed only for SIMD parallel computer.
The most important feature of the PGA is that it is a totally asynchronous parallel algorithm. It runs with 100% efficiency on any number of processors. Many extensions of the HPGA are straightforward, like that: Subpopulations could do different search strategies, the population structure could change during the run, etc. Many extensions have already been implemented.
Conclusion
It has always been a compelling task to develop a universal algorithm that can automatically gain and accumulate the knowledge of a search space during the searching process and then find the best solution or approximately the best solution. This paper shows that the Hybrid Parallel Genetic Algorithm is such a kind of algorithm which turn out to be very effective. It can be concluded that efficient SPMD parallel algorithm is necessary for the promising powerful and efficient cluster computing.
