Abstract-Compressive Sensing (CS) theory breaks through the limitations of traditional Nyquist sampling theorem, accomplishes the compressive sampling and reconstruction of signals based on sparsity or compressibility. In this paper CS is presented in a Bayesian framework for linear frequency modulated (LFM) cases whose likelihood or priors are usually Gaussian. In order to decrease the sampling pressure of hardware Bayesian CS (BCS) method is proposed which reconstructs the spectrum information of LFM signal via fractional Fourier transform (FRFT). On the different fractional orders of FRFT basis, the LFM signal has different forms of spectrum; from the spectrums we search the peak position to estimate the initial frequency and chirp rate of LFM signal. Simulation results show that by using the method this paper proposed it outperforms some existing algorithms demonstrating the superior performance of the proposed approach. 
I. INTRODUCTION
The linear frequency modulation signal is a kind of classic nonstationary signal in the information system, such as wireless communication, radar, sonar and ultrasound systems [1] , [2] . With the power for analyzing nonstationary signals, time-frequency methods have been widely used in the aspect of detection and parameter estimation of the LFM signals. And various methods based on maximum likelihood estimator [3] , [4] are also the predominant solutions to this task. Most of these methods can be ascribed to a multivariable optimization algorithm and are usually computationally demanding in implementation. Other representative algorithms are time-frequency analysis methods, Short Time Fourier Transform (STFT) [5] , [6] , Wavelet Transform (WT) [7] , [8] , and Wigner-Ville Distribution (WVD) [9] , [10] , however these algorithms have some disadvantages to overcome, STFT and WT have problems in the frequency resolution and WVD is influenced by cross terms. However, due to the nonlinear property, the WVD based methods consequentially suffer from the disturbance of cross-terms in the presence of multicomponent signal, although the interfering effect can be suppressed by carefully selecting the kernel function, but meanwhile, their performance of time-frequency localization will be inevitably degraded. By means of an integral over a line in the time-frequency plane, this method is able to get rid of the disturbance induced by the cross-terms. The main shortcoming of this method lies in the time consuming computation of the Wigner-Ville Distribution Hough Transform (WVD-HT) [11] ; in addition, the initial phase of the signal is lost during the transform, and therefore it cannot be estimated from the detection statistics. In recent years, a new time-frequency analysis tool-fractional Fourier transform [12] - [15] attracts more and more attention in signal processing society. In 1980, Namias first introduced the mathematical definition of the FRFT. Then Almeida analyzed the relationship between the FRFT and the WVD, and interpreted it as a rotation operator in the time-frequency plane. This property makes the FRFT especially suitable for the processing of LFM (or chirp-like) signals [16] - [18] .
But, the bandwidth of LFM signal is larger with many demands and a very high sampling rate based on the Nyquist sampling theory is needed to obtain the signal information completely. Meanwhile, the amount of data of parameter estimation of LFM signal based on FRFT brings enormous pressure to the current ADC technology and following signal processing. In order to solve this problem, we present a signal detection and parameter estimation method based on BCS via fractional Fourier transform in low SNR which can reliably detect and estimate LFM signals.
The main idea is to design many redundant dictionaries according to the different fractional orders, and then with BCS many vectors are reconstructed in low SNR, detect the peak among the vectors, note down the position of the peak vector; finally the parameters of LFM signal can be estimated by the position of the matched vector. In contrast to the conventional method, it requires fewer sampling data to achieve accurate parameter estimation in low SNR. The FRFT and CS theories are presented in II and III respectively. In IV the proposed method based on Bayesian framework is presented. In V, their performance is compared on simulated data. In VI, conclusions are drawn, and future work is indicated.
II. FRACTIONAL FOURIER TRANSFORM
A Fourier Transformation (FT) maps a one-dimensional time signal x(t) into a one-dimensional frequency function X(f ), the signal spectrum. The Fourier transform operator can be visualized as a change in representation of the signal corresponding to a counter clockwise rotation of the axis by an angle π/2. Although the Fourier transform provides the signal's spectral content, it fails to indicate the time location of the spectral components, which is of great importance when we consider non-stationary or time-variant signals.
In order to describe and analyze such signals, Time-Frequency Representations (TFRs) are used. A TFR maps a one dimensional time signal into a two-dimensional function of time and frequency. The fractional Fourier transform which belongs to the class of linear TFRs, introduced by Namias in 1980 , then rediscovered in optics and introduced to the signal processing community by Almeida in 1994 [19] .
The fractional Fourier transform, which is a generalization of the ordinary Fourier transform, can be considered as a rotation by an angle α (not multiple of π/2) in the time-frequency plane or a decomposition of the signal in terms of chirps. It also serves as an orthonormal signal representation for chirp signals. The fractional Fourier transform is also called rotational Fourier transform or angular Fourier transform [19] . The fractional Fourier transform is computed using the angle of rotation in the time-frequency plane as the fractional power of the ordinary Fourier transform. Let x(u) be an arbitrary signal, its p th -order FRFT is defined as:
where, p presents the fractional transformation order (corresponding to a rotation angle α= pπ/2 with p∈R).
represents the FRFT kernel function and is defined as:
The fractional Fourier transform has the ability to process chirp signals better than the ordinary Fourier transform. This is because a chirp signal forms a line in the time-frequency plane, and therefore, there exists an order of transformation in which such signals are compact. Chirp signals are compact in the time or spatial domain. Thus we can extract the signal easily in an appropriate fractional Fourier domain when it is not possible to separate the signal and noise in spatial or frequency domain [10] .
The extra degree of freedom introduced by the choice of the fractional order of transformation (angle of rotation) gives the FRFT a potential improvement in any application where the ordinary FT is used.
FRFT has been found to have many applications in the areas of signal processing such as filtering, signal and image recovery, restoration and enhancement, signal detectors, correlation, convolution, and multiplexing, pattern recognition, beam forming, perspective projections, system synthesis, mutual intensity synthesis, and system decomposition [19] .
The kernel of FRFT in Eq. (2) uses dimensionless variables u and t that should be normalized before used, substituting of time and frequency variables instead. To do so, the FRFT kernel of Eq. (2) 
Although FRFT has several important properties: linearity, index additives and Parseval, the operation property of the frequency-shift is listed here. 
Noticed that the FRFT of frequency-shift version turns out to be a shifted and chirp modulated version of () α Xu.
III. BAYESIAN COMPRESSIVE SENSING
Compressive sensing (or sampling) has become a very active research area in recent years due to its interesting theoretical nature and its practical utility in a wide range of applications. In conventional applications one first measures N-dimensional signal, is then compressed (often using a wavelet based transform coding scheme), and the compressed set of basis-function coefficients w are stored in binary. the underlying signal is ultimately compressible, it is possible to perform a compact ("compressive") set of measurements directly, thereby offering the potential to simplify the sensing system (reduce the number of required measurements).
In its earliest form the relationship between the underlying signal and the CS measurements has been constituted through random projections. Specifically, assume that the signal is compressible in some basis (not necessarily a wavelet basis); the CS measurement is constituted by projecting onto a "random" basis that is constituted with "random" linear combination of the basis functions where is a column vector with each element an independent and identically distributed draw of a random variable, with arbitrary alphabet [11] .
Let f represent the 1 N  unknown signal, which is compressible in a linear basis ψ (such as a wavelet basis). In other words,  f ψw , where w is an 1 N  sparse signal, most of its coefficients are zero. Consider the following acquisition system:
where y represents 1 M  linear measurements of the original signal f and
measurement matrix and n represents the acquisition noise. We can also write Eq. (9) in terms of the sparse transform coefficients as:  y Φwn (10) where ' Φ = Φ Ψ , which is the commonly used notation in the CS literature and will be adopted in the rest of this paper.
According to the theory of compressive sensing, when the number of measurements is small compared to the number of signal coefficients MN , under certain conditions the original signal f can be reconstructed very accurately by utilizing appropriate reconstruction algorithms.
Since the number of measurements M is much smaller than the number of unknown coefficients w, the original signal cannot be obtained directly from the measurements. The inversion of Eq. (9) or Eq. (10) is required, which is an ill-posed problem. Therefore, compressive sensing incorporates a reconstruction mechanism to obtain the original signal. By exploiting the sparsity of w, the inverse problem is regularized constraining the l 0 norm of w, (12) A number of methods have been proposed to solve the CS reconstruction problems defined in Eq. (11) and Eq. (12) or their extensions (for example, formulations utilizing l p norms for w with 0<p<1). Most of the proposed methods are examples of energy minimization methods, including linear programming algorithms and constructive (greedy) algorithms [20] , [21] . Additionally, sparse signal representation is a very close topic to CS, and many algorithms proposed there can also be applied to the CS reconstruction problem.
Then taking into account the additive noise the Bayesian modeling [26] is proposed, it was assumed at the start that is f compressible in the basis Ψ . Therefore, let w s represent an N-dimensional vector that is identical to the vector w for the M elements in w with largest magnitude; the remaining N-M elements in w s are set to zero. Similarly, we introduce a vector w e that is identical to w for the smallest N-M elements in w, with all remaining elements of w e set to zero. We therefore have w = w s + w e , and 
with  ee n Φw . Since it was assumed at the start that  is constituted through random samples, the components of e n may be approximated as a zero-mean Gaussian noise as a consequence of Central Limit Theorem [25] for large N-M . We also note that the CS measurements may be noisy, with the measurement noise, denoted by n m , represented by a zero-mean Gaussian distribution, and therefore
y Φw n n Φwn (14) where the components of n are approximated as a zero-mean Gaussian noise with unknown variance (16) where in Eq. (16) and henceforth we drop the subscript on w, recognizing that we are always interested in a sparse solution for the weights. Given the CS measurements y, and assuming the likelihood function in Eq. (15), it is straightforward to demonstrate that the solution in Eq. (14) corresponds to a maximum a posteriori (MAP) estimate for w using the prior in Eq. (15).
IV. PARAMETER ESTIMATION OF LFM SIGNAL BASED ON BCS
A linear frequency modulation (LFM) signal in which the frequency increases or decreases linearly with time is commonly used in sonar and radar. One noisy LFM signal can be expressed by
where 0 A , 0 φ and f 0 represent the amplitude, initial phase and initial frequency (t =0) respectively. The chirp rate is k 0 = B/T, in which B and T are the bandwidth and time duration of signal respectively.
According to the definition of FRFT, an LFM signal can be turned into a peak only in a proper fractional domain. Therefore, for a given LFM signal, FRFT has the best localization performance in a certain fractional Fourier domain. An LFM signal with finite length shows an oblique fin distribution in the time-frequency plane, and the FRFT is actually a "rotation" of signal, so a proper selection of the rotation angle will result in the concentration of the signal energy, and consequently, a distinct peak will appear in that fractional Fourier domain as shown in Fig. 1 , whereas the noise energy is distributed much more symmetrically in the entire time-frequency. Fig. 1 in [9] shows the traditional parameter estimation using fractional Fourier transform, where k 0 and f 0 are chirp rate and initial frequency respectively, and it is based on Nyquist sampling theorem with enormous sampling data.
In view of above we provide the proposed algorithm based on Bayesian compressive sensing, the flow chart of algorithm is on the following  n N N s , s is the search step, we will construct different sparse dictionary D n in FRFT domain, then with BCS theory the sparse vector w n can be reconstructed from which we search the peak position, according to the corresponding fractional order of the peak in the rotation angle, the parameter estimation of k 0 and f 0 will be calculated by (23) and (24) .
A. FRFT of Linear Frequency Modulation
According to the FRFT equation, the FRFT of u(t) can be written as:
FRFT is also a LFM signal, in which the chirp rate is cot  , initial frequency is csc u  , and envelope
LFM can be expressed by the complete orthogonal basis. Different orders will obtain different basis, if the chirp rate of one LFM is equal to cot  , the FRFT of LFM signal will be a delta function. And for the convenience and simplicity of formulas deducing, we suppose: Chirp rate:
Initial frequency:
For above discussion, to save the high hardware cost (the use of multi-ADCs) and reduce unwieldy amount of sample data, we propose the method that applies Bayesian compressive sensing approach to estimate the parameters of LFM in low SNR.
According to BCS theory, LFM signal can be decomposed under sparse basis. We are interested in constructing the sparse dictionary to complete sparse representation of the signal more effectively. For completing the estimation of LFM signal based on BCS, complete atom dictionary need to be constructed first. The atom among dictionary should be constructed depends on the form of LFM signal and the purpose is we could complete sparse representation of LFM signal through atoms of dictionary. The atom dictionary D is a set of atoms:
We could achieve the sparse representation of LFM signal based on the dictionary, namely: D T x = w. The w is sparse coefficient vector of projection which signal x cast on the atom database. There is only one valid sparse vector in w when x is single component signal or the same amount of valid sparse vectors as the signal components when x is a multicomponent signal.
B. Construction of Dictionary D
The atom dictionary D can be constructed by the following steps [22] . 1) Discretize Eq. (1) 
where S and 2M+1are prime. 
So the procedure of CS measurement is represented as:
y Φ u Φ Dw n Φwn Through the BCS algorithm we can achieve the biggest sparse coefficient component of w, then we could obtain the corresponding atom in the redundant dictionary and at last we complete the frequencies estimation depend on the position information of atom matched. Because of the orthogonality of D, from x=Dw, the calculation formula for sparse coefficient is: w=D H x. It means that it is convenient to obtain sparse coefficient and complex algorithm for sparse representation is needless. Furthermore, the orthogonality also lessens the restrict on the sensing matrix for compression when the dictionary is integrated into compressive sensing theory.
As analysis mentioned above, processing compressive sensing samples based on sparse dictionary could decompose LFM signal sparse coefficient representation in dictionary, and further achieve better estimation.
In order to improve the real-time signal detection and parameter estimation of Chirp, reduce the amount of computation; the literature presented a maximum of two steps search algorithm based on FRFT model. The basic idea of the algorithm is: first, the Chirp signals in the range of FRFT, with a large search step, find out the maximum point and time of the maximum point in all order FRFT max the vector, and second the maximum point and the maximum point of time between the order should be with smaller step size FRFT fine search, fine search through maximum position parameters of Chirp signal is estimated to be.
According to the characteristics of BCS-based parameter estimation algorithm, an efficient multiple search strategy is proposed to reduce the scale of redundant dictionary and the amount of computation. As shown in Fig. 3 , to search the peak in the fractional Fourier domain for estimating rotation angle, we can obtain the preliminary estimation of 0  for the first step S1, and it is a coarse searching for the purpose of reducing the scale of search ranges. The range setting for the fine searching is 0
     we will obtain the estimation 0  for the second step S2.
The procedure of proposed algorithm (double search) can be presented as following steps. 
V. SIMULATION RESULTS AND ANALYSIS
In this section, to verify the correctness of proposed algorithm, several experiments are performed. Simulation parameters are chosen as follows: we suppose the signal is described in (17) . Let time-width of LFM signal T =1μs, the initial frequency f 0 = 300MHz and chirp rate k 0 = In this experiment, this LFM signal is sparse where with respect to the waveform-matched dictionary constructed by the method. The estimated signal is corrupted by zero mean Gaussian noise and the SNR is set to -3 dB. Fig. 4(a) is real part of the LFM signal in time domain with 2048 sampling points, Fig. 4(b) represents spectrum of LFM signal in FRFT domain, at optimal order p = 1.03 spectrum will become a peak from rectangle with other p (0,2), compared with Fig. 4(d) , Fig. 4(c) depicts the spectrum of LFM signal based on BCS in FRFT domain, Fig. 4(d) is the ordinary Fourier transform in frequency plane. Fig. 4(c) is obviously sparse and for the remarkable performance of energy gathering it is the key for peak detection to estimate parameter.
In order to verify the effectiveness and feasibility of the improved algorithm, we provide comparative experiments to compare the performance of the proposed algorithm with the FRFT and OMP methods adopting the same dictionary as the proposed algorithm in the following figures.
For each method, 1000 Monte Carlo simulations are carried out in the same hardware condition.
As a contrast, in the following part, we show the estimation results of chirp rate. The normal Root Mean Square Error (RMSE) is defined as
-15 -13 -11 -9 -7 -5 -3 -1 1 3 5 7 9 11 13 15 10 In this experiment for many values of the ambient dimension N, the number of measurements M, we estimate the LFM signal using proposed method. The signal of interests is LFM signals with length of N = 2048. The partial FFT sensing operator is used with a fixed number of measurements M = 1024 and SNR = -3dB. This experiment investigates the probability of exact estimation and RMSE of chirp rate vs. SNR, given a fixed sample number M.
In Fig. 5 and Fig. 6 the numerical values on x-axis denote SNR and those on y-axis represent RMSE of chirp rate and probability of exact estimation respectively, from which we can obtain some conclusions.
And the estimation of initial frequency has a similar result as chirp rate; details refer to Fig. 7 and Fig. 8 . In Fig. 9 and Fig. 10 , the numerical values on x-axis denote step length   0.001, 0.01, 0.1, 0.3, 0.6, 0.9 s  and those on y-axis represent RMSE of chirp rate and probability of exact estimation respectively with a fixed SNR = -3dB, with s increasing RMSE of chirp rate gradually also increases, and the probability of exact estimation of chirp rate gradually decreases. And the estimation of initial frequency has a similar result as chirp rate. Step length s The Probability of Exact Estimation of Chirp Rate The probability of exact estimation of chirp rate vs. s
FrFT method Proposed method OMP method Fig. 10 . The probability of exact estimation of chirp rate vs. s. Here, the test signal is of length N = 2048, the number of measurements is fixed as M = 1024 and SNR = -3dB.
VI. CONCLUSION
In this paper, a novel algorithm based on Bayesian compressive sensing is proposed and analyzed for parameter estimation in LFM signal. This algorithm is most featured of not requiring information of sparsity of LFM spectrum in FRFT domain as a prior and anti-noise capability is also distinctive. It not only releases a common limitation of FRFT algorithm but also keeps performance comparable with that of greedy algorithms such as OMP.
Simulation results have proved that the initial frequency and chirp rate of LFM signal can be accurately estimated under a low SNR (SNR > −3dB). Firstly, with proposed method the chirp rate can be accurately estimated under a low SNR (SNR > −3dB) condition than other methods when the number of measurements M=N/2. Secondly, the improved algorithm can achieve a similar or even better estimation result with a proper small step length. Thirdly, compared with FRFT and OMP methods, the proposed method not only has the accurate estimation as FRFT but also reduce unwieldy amount of sample data as OMP. And the disadvantage of the proposed algorithm is the computing time which is more than the two methods above. The property of real time is not satisfactory.
This study indicates that the low-dimensional random measurement method based on the BCS theory can be used to sample ultra-wideband signal. This study suggests that in some special applications, such as radar system, construction of a basis or a dictionary to obtain very sparse representation of signal is possible. The radar signal can be sampled at a rate much lower than Nyquist rate, but still can be reconstructed with high probability. The article is still limited in theoretical analysis and simulating experiment, realizing it in engineering field should be studied further.
