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Abstract
In this paper, we study theoretically the determination and evaluation of polynomials that are orthogonal with
respect to a general discrete Sobolev inner product, that is, an ordinary inner product on the real line plus a ﬁnite
sum of atomic inner products involving a ﬁnite number of derivatives. This Sobolev inner product has the property
that the orthogonal polynomials with respect to it satisfy a linear recurrence relation of ﬁxed order. We provide a
complete set of formulas to compute the coefﬁcients of this recurrence. Besides, we study the determination of the
Fourier–Sobolev coefﬁcients of a ﬁnite approximation of a function and the numerical evaluation of the resulting
ﬁnite series at a general point.
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1. Introduction
Recently polynomial orthogonality in Sobolev spaces has attracted a considerable number of re-
searchers [2,12,19–21,23,25–28]. Most of the references focus their attention on the analytical properties
of such families of orthogonal polynomials.
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As it is pointed in [21], the interest on orthogonality on Sobolev spaces is justiﬁed by several reasons
(literally):
(a) Comparison with the standard theory of orthogonal polynomials.
(b) The spectral theory of ordinary differential equations.
(c) The analysis of spectral methods in the numerical treatment of partial differential equations.
(d) The search of algorithms for computing Fourier–Sobolev series in terms of Sobolev orthogonal
polynomials for norms involving the function and some of its derivatives.
In the references above cited the ﬁrst point is treated. In this paper we intend to study or to make pos-
sible the study of the last tree points, that is, to provide the algorithms that we need in the formulation
of spectral methods and in the determination of Fourier–Sobolev series. Obviously, in the formulation
of spectral or collocation methods and in their theoretical analysis [3,4] the ﬁrst step is the determina-
tion of the orthogonal polynomials and their zeros. The computational aspects of the determination of
Sobolev orthogonal polynomials have been much less studied [16–18] than other theoretical aspects,
although for practical applications, it is an important and necessary point.
In the literature different Sobolev inner products are considered. These Sobolev inner products are
deﬁned by means of positive Borel measures i over the real line, satisfying the conditions∣∣∣∣
∫
R
xk di(x)
∣∣∣∣<∞, k = 0, 1, 2, . . .
Thus, the most general framework is to consider (N + 1)2 Borel measures, obtaining the Sobolev inner
product:
〈p, q〉W =
N∑
k1,k2=0
∫
R
p(k1)(x) q(k2)(x) dk1,k2(x).
The determination of Sobolev orthogonal polynomials with respect to the diagonal case, 〈p, q〉W =∑N
k=0
∫
R
p(k)(x)q(k)(x) dk(x), was studied in [18], where two algorithms were given, one extending
the “modiﬁed Chebyshev algorithm” [14] and another one applying the “Stieltjes algorithm” to these
inner products.
Note that a particular and very important case is for N = 0 (the “standard” inner product), and then
〈p, q〉 =
∫
R
p(x) q(x) d0(x). (1)
It is important to remark that, in order to have a sequence with inﬁnitely many orthogonal polynomials,
the measure 0 has inﬁnitely many points at the support. This occurs, by instance, with the classical
families of orthogonal polynomials [1,22] that are usually evaluated by means of a three-term recurrence
relation [6,10,14,15]. Besides, parallel algorithms for their evaluation have been recently presented in [5].
In this paper, we study the generation and evaluation of orthogonal polynomials with respect to the
diagonal discrete Sobolev inner products, that is, in the particular cases where the measures k (1kN)
are purely atomic with a ﬁnite number of mass points, and where the three-term recurrence relation
associated to orthogonal polynomials with respect to 0 is known (as occurs with the classical orthogonal
polynomials, for a general measure the algorithms developed in [15] permit us to obtain the recursion
282 R. Barrio et al. / Journal of Computational and Applied Mathematics 181 (2005) 280–298
coefﬁcients). Besides, we also perturb the measure 0 by another atomic measure. So, given a set of K
evaluation points {c1, . . . , cK} (the support of the discrete measure), a set of indexes that indicate the
maximum order of derivatives in each evaluation point {r1, . . . , rK} and a set of nonnegative coefﬁcients
{ji | j = 1, . . . , K; i = 0, . . . , rj }, we deﬁne the Sobolev inner product
〈p, q〉W =
∫
R
p(x) q(x) d0(x)+
K∑
j=1
rj∑
i=0
jip
(i)(cj )q
(i)(cj ), ji0. (2)
Note that looking at practical applications, as spectral theory of differential equations, this is the most
important kind of discrete Sobolev inner products. The generation problem in the case of having only
one mass point involving only one derivative of ﬁxed order was studied in [16].
Another important point (point (d)) is the search for algorithms for computing Fourier–Sobolev series.
Some theoretical aspects of this problem are treated in [24], where several asymptotic formulas of the
Fourier–Sobolev coefﬁcients are obtained and some results about the convergence of the series are given.
In this paper we present an algorithm for the practical calculation of the Fourier–Sobolev coefﬁcients.
This paper deals with the algebraic analysis of the algorithms; the stability analysis and extensive
numerical tests are studied in [9].
As we deal along the paper with the Sobolev and classical inner products, in the forthcoming any
expression with subindexW refers to the inner product (2) and without subindex to (1). So, ‖ · ‖W refers
to the L2-norm using (2) and ‖ · ‖ to the L2-norm using (1), similarly p⊥WS stands for p orthogonal to
the subspace S with respect to (2).
The paper is organized as follows; in Section 2 we give some basic properties of the orthogonal
polynomials. In Section 3 we analyze the problem of the determination of the monic Sobolev orthogonal
polynomials. Finally, in Section 4 we study the determination of the Fourier–Sobolev coefﬁcients in the
approximation of functions and the evaluation of ﬁnite series of monic Sobolev orthogonal polynomials
by means of an extension of the Clenshaw–Smith algorithm.
2. Orthogonal polynomials: basics
A sequence of monic standard orthogonal polynomials {pr(x)} always satisﬁes [1,22] a three-term
recurrence relation:
p0(x)= 1, p1(x)= x − 0,
pr(x)= (x − r−1) pr−1(x)− r−1 pr−2(x), r2, (3)
where i , i ∈ R. From this recurrence relation, just by differentiation, it is also possible to obtain a
recurrence [13] for the derivatives of the monic orthogonal polynomials
p(k)r (x)= kp(k−1)r−1 (x)+ (x − r−1) p(k)r−1(x)− r−1 p(k)r−2(x), r max{2, k}. (4)
By using other properties of the orthogonal polynomials one can obtain simpler recurrences for the
derivatives [8]. Another property useful for us gives an explicit expression of their L2-norm
‖pn(x)‖2 =
n∏
i=0
i = ‖pn−1(x)‖2 n, where 0 =
∫
R
d0(x). (5)
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The coefﬁcients r and r are explicitly known in some special cases (see [1,22]). For completion we just
describe the coefﬁcient 0 for the classical families of orthogonal polynomials: Gegenbauer 0=
√
(12+
)/(1 + ), Jacobi 0=2F1(1, −; 2 + ;−1)/(1 + )+2F1(1,−; 2 + ;−1)/(1 + ), generalized
Laguerre 0 = (1 + ) and Hermite 0 =
√
, where the symbol (z) stands for the Gamma function
and 2F1 stands for the hypergeometric function which is deﬁned by the inﬁnite series 2F1(a, b; c; z) =∑∞
k=0 {(a)k (b)k/(c)k}zk/k! being (a)k = a (a + 1) · · · (a + k − 1) the Pochhammer symbol.
By using the Sobolev inner products and the Gram–Schmidt method it is, evidently, possible to obtain a
sequence of Sobolev orthogonal polynomials. This approach is too expensive for high-degree polynomials
and leads to great rounding and truncation errors due to the numerical quadratures. Classically, the way
of determining orthogonal polynomials is by means of the three-term recurrence relation (3) that they
satisfy. Therefore, a ﬁrst problem is to analyze when such a recurrence exists for Sobolev orthogonal
polynomials. This question was answered in [12].
Lemma 1 (Evans et al. [12]). Suppose there exists a polynomial h : R −→ R of degree g1 such that
for all p, q polynomials
〈hp, q〉W = 〈p, hq〉W . (6)
Let {qn(x)} be the orthogonal polynomial sequence generated by 〈·, ·〉W . Then {qn(x)} satisﬁes the
(2g + 1)-term recurrence relation
h(x)qn−g(x)=
n∑
k=n−2g
bn,k qk(x), (n2g), (7)
where
bn,k = 〈h qn−g, qk〉W〈qk, qk〉W
, (n2g; n− 2gkn). (8)
In fact, expression (7) is valid for ng, but now
h(x) qn−g(x)=
n∑
k=max{0,n−2g}
bn,k qk(x), (ng). (9)
The main goal of the present paper is to obtain explicit expressions of the coefﬁcients bn,k of recurrence
(9) that permit us to compute the monic Sobolev orthogonal polynomials.
In what follows, just in order to unify notation along the paper, polynomials pi denote orthogonal
polynomials with respect to (1) and qi denote Sobolev orthogonal polynomials with respect to (2). Along
the paper we use together both families of polynomials, always with the same Borel measure 0 (in that
case we call them the Sobolev and the standard “associated” polynomials). Besides, we denote byPn the
space of polynomials of degree equal or lower than n.
3. Generation algorithms
From Lemma 1, it is necessary to determine a polynomial h(x) such that 〈hp, q〉W = 〈p, h q〉W . In
that situation, Lemma 1 states that the Sobolev orthogonal polynomials can be generated by means of
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a linear recurrence. One of the main results in [12] says that in the diagonal case this polynomial h(x)
exists if and only if the Sobolev measure is of the type given by (2), that is, the particular case we are
going to study. Besides, the unique polynomial (up to a nonzero real constant multiple) of minimal degree
satisfying h(0)= 0 is characterized in [12]. This polynomial is given by
h(x)=
∫ x
0
K∏
j=1
(t − cj )rj dt.
We consider instead
h1(x)=

1+ K∑
j=1
rj

∫ x
0
K∏
j=1
(t − cj )rj dt, (10)
in order to have a monic polynomial. Another monic polynomial that satisﬁes (6) is, evidently, given by
h2(x)=
K∏
j=1
(x − cj )1+rj . (11)
It is important to remark that any polynomial of the type p(x)h2(x), with p(x) any polynomial in x,
satisﬁes (6) and the formulas of h2 will be used in this case for p(x) h2(x). We note that the degree
of h1 is g1 := 1 +∑Kj=1 rj and the degree of h2 is g2 := K +∑Kj=1 rj . Obviously g1g2 and the
equality only occurs when we consider just one mass point in the support of the Sobolev measure. This
fact implies that h1 generates a recurrence relation for the orthogonal polynomials with an order that is
lower than the recurrence generated by h2. Therefore, from the computational point of view it is more
interesting to analyze the case of taking h1. However, it is also important to study the case h2 because in
this case it is cheaper (computationally speaking) to compute the coefﬁcients in the recurrence relation.
So, depending on the applications it will be more useful to employ h1 or h2. We remark that h(i)1 (cj )= 0
for {j=1, . . . , K; i=1, . . . , rj } but h(i)2 (cj )=0 for {j=1, . . . , K; i=0, . . . , rj }, that is, also h2(cj )=0.
The problem of obtaining the coefﬁcients bn,k is in fact a problem of changing the polynomial basis.
First, we express the monic Sobolev orthogonal polynomials in terms of the polynomial sequence given
by {p0(x), p1(x), . . .}.
Proposition 2. Let {q0(x), q1(x), . . .} be the sequence of monic orthogonal polynomials with respect to
(2) and {p0(x), p1(x), . . .} with respect to (1), then
qs(x)= ps(x)+
s−1∑
t=0
as,t pt (x), (12)
where
as,t =− 1‖pt(x)‖2
K∑
j=1
rj∑
i=0
ji q
(i)
s (cj ) p
(i)
t (cj ) (13)
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Proof. As {p0(x), p1(x), . . .} is an orthogonal polynomial sequence, then qs(x) is given by (12) where
as,s = 1 because both ps(x) and qs(x) are monic and
as,t = 〈qs, pt 〉〈pt , pt 〉 =
〈qs, pt 〉W −
∑K
j=1
∑rj
i=0 ji q
(i)
s (cj ) p
(i)
t (cj )
‖pt(x)‖2 .
The result follows from the fact that 〈qs, pt 〉W = 0 for t < s due to the orthogonality of qs
(qs⊥WPs−1). 
Formula (5) gives us the L2-norm of the monic standard orthogonal polynomials and next lemma
relates this norm with the norm of the associate monic Sobolev orthogonal polynomials.
Lemma 3. Let {q0(x), q1(x), . . .} be the sequence of monic orthogonal polynomials with respect to (2)
and {p0(x), p1(x), . . .} with respect to (1), then
‖qs‖2W = ‖ps‖2 +
K∑
j=1
rj∑
i=0
ji p
(i)
s (cj ) q
(i)
s (cj ). (14)
Proof. As qs(x)= ps(x)+∑s−1t=0 as,t pt (x) and qs⊥WPs−1 we have
‖qs‖2W = 〈qs, qs〉W =
〈
qs(x), ps(x)+
s−1∑
t=0
as,t pt (x)
〉
W
= 〈qs, ps〉W .
Now, operating
〈qs, ps〉W =
∫
R
qs(x) ps(x) d0(x)+
K∑
j=1
rj∑
i=0
ji q
(i)
s (cj ) p
(i)
s (cj )
= 〈qs, ps〉 +
K∑
j=1
rj∑
i=0
ji p
(i)
s (cj ) q
(i)
s (cj )
=
〈
ps(x)+
s−1∑
i=0
an,j pj (x), ps(x)
〉
+
K∑
j=1
rj∑
i=0
ji q
(i)
s (cj ) p
(i)
s (cj )
= 〈ps, ps〉 +
K∑
j=1
rj∑
i=0
ji q
(i)
s (cj ) p
(i)
s (cj ). 
The Gram–Schmidt method is a constructive method to obtain an orthogonal polynomial basis. This
method can be simpliﬁed when we construct a polynomial basis orthogonal with respect to the Sobolev
inner product given by (2) just by taking as the original polynomial basis the orthogonal basis with respect
to the standard scalar product.
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Proposition 4. Let {q0(x), q1(x), . . .} be the sequence of monic orthogonal polynomials with respect to
(2) and {p0(x), p1(x), . . .} with respect to (1), then
ql(x)= pl(x)−
l−1∑
s=0
Als qs(x), (15)
where
Als =
∑K
j=1
∑rj
i=0 ji p
(i)
l (cj ) q
(i)
s (cj )
‖ps‖2 +∑Kj=1∑rji=0 ji p(i)s (cj ) q(i)s (cj ) .
Proof. Following the classical Gram–Schmidt method the coefﬁcients Als are given by
Als = 〈pl, qs〉W〈qs, qs〉W
.
The ﬁrst scalar product, as pl(x) is orthogonal toPl−1 (pl ⊥ Pl−1) with respect to the unmodiﬁed scalar
product (1), is given by
〈pl, qs〉W =
∫
R
pl(x) qs(x) d0(x)+
K∑
j=1
rj∑
i=0
ji p
(i)
l (cj ) q
(i)
s (cj )
=
K∑
j=1
rj∑
i=0
ji p
(i)
l (cj ) q
(i)
s (cj )
and the denominator is given by Eq. (14). 
It is interesting to remark that the above formula does not involve any integral if we already know
how to generate the orthogonal polynomials with respect to the unmodiﬁed inner product, as occurs if we
take in the unmodiﬁed part the classical measures of orthogonal polynomials. Therefore, this algorithm
permits to generate the Sobolev orthogonal polynomial basis. We note that, although compared with the
usual Gram–Schmidt method the new one gives much more precision in a shorter time, the generation
problem is not solved at this point because the best way of generating a family of orthogonal polynomials
is by means of the recurrence relations that they satisfy.
Another interesting remark is that, in general, qi(x) = pi(x) even for i < degree(h(x)). In the case of
one mass point and one derivative, that is, 〈p, q〉W =
∫
R
p(x) q(x) d0(x) + p(r)(c) q(r)(c) we have
that qi(x)=pi(x) for i < r + 1, as occurs in the particular case studied in [16]. Finally, we point out that
Proposition 4 also permits to obtain a formula for the evaluation of derivatives, just by differentiation of
(15), that is,
q
(k)
l (x)= p(k)l (x)−
l−1∑
s=k
Als q
(k)
s (x). (16)
Now, we continue with a technical lemma that gives us the expression of xipn(x).
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Lemma 5. Let {p0(x), p1(x), . . .} be the sequence of monic orthogonal polynomials with respect to (1),
then
xipn(x)=
n+i∑
s=max{0,n−i}
cin,s ps(x), i0, (17)
where
c0n,n = 1,
c1n,n+1 = 1, c1n,n = n, c1n,n−1 = n (n1),
cin,n−i = n−i+1 ci−1n,n−i+1,
cin,n−i+1 = n−i+2 ci−1n,n−i+2 + n−i+1 ci−1n,n−i+1,
cin,s = s+1 ci−1n,s+1 + s ci−1n,s + ci−1n,s−1, (n− i + 1<s <n+ i − 1),
cin,n+i−1 = n+i−1 + ci−1n,n+i−2,
cin,n+i = 1. (18)
Proof. By induction over i. The case i= 0 is obvious. For i= 1, the three-term recurrence relation of the
monic standard orthogonal polynomials (3) gives us the expression. Now, we suppose the result true for
i − 1, that is,
xi−1pn(x)=
n+i−1∑
s=max{0,n−i+1}
ci−1n,s ps(x).
In order to simplify the notation we consider max{0, n − i} = n − i (the other case is obtained just by
considering that the three-term recurrence relation (3) begins for n2). Then
xipn(x)=
n+i−1∑
s=n−i+1
ci−1n,s xps(x)
=
n+i−1∑
s=n−i+1
ci−1n,s
(
ps+1(x)+ s ps(x)+ s ps−1(x)
)
=pn+i(x)+
(
n+i−1 + ci−1n,n+i−2
)
pn+i−1(x)
+
n+i−2∑
s=n−i+2
(
s+1 ci−1n,s+1 + s ci−1n,s + ci−1n,s−1
)
ps(x)
+
(
n−i+2 ci−1n,n−i+2 + n−i+1 ci−1n,n−i+1
)
pn−i+1(x)
+
(
n−i+1 ci−1n,n−i+1
)
pn−i(x). 
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Note that the above result can also be obtained by matrix multiplications, taking into account that the
coordinates of xpn(x) in {pn+1(x), pn(x), pn−1(x)} are given by
A1n A
0
n =
( 1
n
n
)
(1)
and for i > 0 the coordinates of xipn(x) in {pn+i(x), pn+i−1(x), . . . , pn−i+1(x), pn−i(x)} are
i∏
k=0
Ai−kn = Ain Ai−1n · · ·A0n,
where Ain ∈M(2i+1)×(2i−1) is given by
Ain =


1
n+i−1 1
n+i−1 n+i−2
. . .
n+i−2
. . .
. . .
. . .
. . . 1
. . . n−i+1
n−i+1


.
Remark. In the particular case when n and n do not depend on n, that is, n =  and n =  ∀n, it is
easy to obtain, by induction over i, that
cin,s =
[
i−n+s
2
]
∑
k=max{0, s−n}
i!
k!m1!m2! 
m1 m2 (19)
with m1 = (i − 2k − n+ s) and m2 = (k + n− s). Note that the Chebyshev polynomials of the ﬁrst or
second kind satisfy this requirement.
One way of generating the Sobolev orthogonal polynomials is connecting them with the orthogonal
polynomials with respect to the unmodiﬁedmeasure. Coefﬁcients aij give us one way of connecting them,
but using all the standard orthogonal polynomials. Another way is by expressing h(x) qn(x) instead of
qn(x) in terms of the standard orthogonal polynomials. In the case h2(x), we will obtain a low-order
recurrence relation.
Proposition 6. Let {q0(x), q1(x), . . .} be the sequence of monic orthogonal polynomials with respect to
(2) and {p0(x), p1(x), . . .} with respect to (1),
(a) if we consider the polynomial h1 given by (10), then
h1(x) qn(x)=
n+g1∑
j=0
n,j pj (x), n0, (20)
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(b) if we consider the polynomial h2 given by (11), then
h2(x) qn(x)=
n+g2∑
j=max{0,n−g2}
n,j pj (x), n0, (21)
where
n,j =
min{n,j+gi}∑
l=max{0,j−gi}
an,l

 gi∑
k=|l−j |
h¯k c
k
l,j


and being ckl,j the coefﬁcients given by (18) and hi(x)=
∑gi
k=0 h¯k xk, (i = 1, 2).
Proof. (a) As we want to express h1(x) qn(x) in an orthogonal polynomial basis, then, as the degree of
h1 is g1,
h1(x) qn(x)=
n+g1∑
j=0
n,j pj (x), n0,
with
n,j = 〈h1(x) qn(x), pj (x)〉‖pj (x)‖2 . (22)
By using Eq. (12), the expression of h1 in powers of x, that is, h1(x)=∑g1k=0 h¯k xk , and the expression
of xipn(x) in the polynomial sequence {p0(x), p1(x), . . .} (Eq. (17)), we obtain
〈
h1(x) qn(x), pj (x)
〉= n∑
l=0
an,l
〈
h1(x) pl(x), pj (x)
〉
=
n∑
l=0
an,l
g1∑
k=0
h¯k
〈
xk pl(x), pj (x)
〉
=
n∑
l=0
an,l
g1∑
k=0
h¯k


l+k∑
s=max{0,l−k}
ckl,s
〈
ps(x), pj (x)
〉
=
min{n,j+g1}∑
l=max{0,j−g1}
an,l

 g1∑
k=|l−j |
h¯k c
k
l,j ‖pj (x)‖2

 .
The result follows from the above equation and (22).
(b) First we need to prove that now n,j = 0 for j <n − g2. As h(i)2 (cj ) = 0 for {j = 1, . . . , K; i =
0, . . . , rj }, then〈
h2(x) qn(x), pj (x)
〉= 〈h2(x) qn(x), pj (x)〉W .
Now, using (6) we have〈
h2(x) qn(x), pj (x)
〉
W
= 〈qn(x), h2(x) pj (x)〉W .
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Therefore, due to the orthogonality of qn(x) (qn⊥WPn−1), we obtain that〈
h2(x) qn(x), pj (x)
〉= 0, for j = 0, . . . , n− g2 − 1,
and so n,j = 0 for j = 0, . . . , n− g2 − 1.
The rest of the proof in this case is analogous to the h1 one. 
We remark that for h1 we have to use all the polynomials of the basis {p0(x), p1(x), . . . , pn+g1(x)}
to express h1(x) qn(x), but, for h2 we only need {pn−g2(x), . . . , pn+g2(x)}. So, from the computational
point of view this step is “cheaper” in the case of h2.
Now we have all the “ingredients” to determine the coefﬁcients bi,j of (9).
Proposition 7. Let {q0(x), q1(x), . . .} be the sequence of monic orthogonal polynomials with
respect to (2),
(a) if we consider the polynomial h1 given by (10), then
h1(x) qn−g1(x)= qn(x)+
n−1∑
j=max{0, n−2g1}
bn,j qj (x), ng1, (23)
where
bn,j = 1‖qj‖2W


j∑
i=0
n−g1,i ‖pi‖2 aj,i +
K∑
s=1
rs∑
l=0
sl h1(cs) q
(l)
n−g1(cs) q
(l)
j (cs)

 ,
(b) if we consider the polynomial h2 given by (11), then
h2(x) qn−g2(x)= qn(x)+
n−1∑
j=max{0, n−2g2}
bn,j qj (x), ng2, (24)
where
bn,j = 1‖qj‖2W
j∑
i=max{0,n−2g2}
n−g2,i ‖pi‖2 aj,i . (25)
Proof. (a) First note that bn,n= 1 because all the polynomials h1(x), qn(x) and qn−g1(x) are monic. The
remaining coefﬁcients bn,j are given by
bn,j = 〈h1(x) qn−g1(x), qj (x)〉W‖qj (x)‖2W
. (26)
By using Eq. (20) and (2), we obtain
〈h1(x) qn−g1(x), qj (x)〉W =
n∑
i=0
n−g1,i 〈pi(x), qj (x)〉 +
K∑
s=1
rs∑
i=0
si
(
h1 qn−g1
)(i)
(cs) q
(i)
j (cs)
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and applying (12) and the fact that h(i)1 (cj )= 0 for {s = 1, . . . , K; i = 1, . . . , rs}, then
〈h1(x) qn−g1(x), qj (x)〉W
=
n∑
i=0
n−g1,i
j∑
l=0
aj,l 〈pi(x), pl(x)〉 +
K∑
s=1
rs∑
i=0
si h1(cs) q
(i)
n−g1(cs) q
(i)
j (cs)
=
j∑
i=0
n−g1,i ‖pi‖2 aj,i +
K∑
s=1
rs∑
i=0
si h1(cs) q
(i)
n−g1(cs) q
(i)
j (cs).
(b) As h(i)2 (cj )= 0 for {j = 1, . . . , K; i = 0, . . . , rj }, then
bn,j = 〈h2(x) qn−g2(x), qj (x)〉W‖qj (x)‖2W
= 〈h2(x) qn−g2(x), qj (x)〉‖qj (x)‖2W
.
So, this formula is simpler than in the above case. Moreover, as we now use Eq. (21), the sum in the
determination of the coefﬁcients begins at i =max{0, n− 2g2} and we obtain the result. 
Note that the above proposition gives us the coefﬁcients of the (2g + 1)-term recurrence relation that
permits us to obtain the Sobolev orthogonal polynomials of degree ng. However, it is also possible to
obtain a recurrence for the polynomials of degree lower than g.
Proposition 8. Let {q0(x), q1(x), . . . , qg−1(x)} be the monic orthogonal polynomial basis ofPg−1 with
respect to (2), then
q0(x)= 1,
x ql−1(x)= ql(x)+
l−1∑
s=0
bl,s qs(x), 1 l < g, (27)
where
bl,s = l,s + 1‖qs‖2W


l∑
m=s+1
l,m
K∑
j=1
rj∑
i=0
ji p
(i)
m (cj ) q
(i)
s (cj )

 (28)
and being
l,l = 1,
l,l−1 = al−1,l−2 + l−1,
l,l−2 = al−1,l−3 + al−1,l−2 l−2 + l−1,
l,m = al−1,m−1 + al−1,m m + al−1,m+1 m+1, m= s, . . . , l − 3, (29)
with al−1,t = 0 for t < 0 and al−1,t given by (13) for t0.
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Proof. As both ql(x) and ql−1(x) are monic, ql(x) − x ql−1(x) is a polynomial of degree l − 1, so we
can give it as
ql(x)− x ql−1(x)=−
l−1∑
s=0
bl,s qs(x),
where
bl,s = 〈x ql−1(x), qs(x)〉W〈qs(x), qs(x)〉W
but, from (12)
x ql−1(x)= x pl−1(x)+
l−2∑
j=0
al−1,j x pj (x)
=pl(x)+l−1 pl−1(x)+l−1 pl−2(x)+
l−2∑
j=0
al−1,j
(
pj+1(x)+j pj (x)+ j pj−1(x)
)
=pl(x)+ (l−1 + al−1,l−2) pl−1(x)+
(
l−1 + al−1,l−3 + al−1,l−2 l−2
)
pl−2(x)
+
l−3∑
j=0
(
al−1,j−1 + al−1,j j + al−1,j+1 j+1
)
pj (x)
with al−1,t = 0, pt(x)= 0 ∀t < 0.
Then, as 〈pj (x), qs(x)〉W = 0 ∀j < s, we have
bl,s = 〈pl(x), qs(x)〉W〈qs(x), qs(x)〉W
+ (l−1 + al−1,l−2)
〈pl−1(x), qs(x)〉W
〈qs(x), qs(x)〉W
+ (l−1 + al−1,l−3 + al−1,l−2 l−2)
〈pl−2(x), qs(x)〉W
〈qs(x), qs(x)〉W
+
l−3∑
j=s
(al−1,j−1 + al−1,j j + al−1,j+1 j+1)
〈pj (x), qs(x)〉W
〈qs(x), qs(x)〉W
= 1‖qs‖2W
{
l∑
m=s+1
l,m〈pm(x), qs(x)〉W
}
+ l,s 〈ps(x), qs(x)〉W〈qs(x), qs(x)〉W
,
but 〈ps(x), qs(x)〉W = 〈qs(x), qs(x)〉W , and as we have seen in the proof of Proposition 4, for m>s
〈pm(x), qs(x)〉W =
k∑
j=1
rj∑
i=0
ji p
(i)
m (cj ) q
(i)
s (cj ).
From the above equation we obtain the result. 
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In the determination of coefﬁcients bn,j we use the values of q(i)l (cj ) for l = 0, . . . , n − 1 and {j =
1, . . . , K; i= 0, . . . , rj }. In order to obtain these values we use Proposition 7. Thus, in the case of h1(x)
we have
q(s)n (ci)= h1(ci) q(s)n−g1(ci)−
n−1∑
j=max{s, n−2g1}
bn,j q
(s)
j (ci), ng1 (30)
and for h2(x)
q(s)n (ci)=−
n−1∑
j=max{s, n−2g2}
bn,j q
(s)
j (ci), ng2. (31)
To evaluate the derivatives when n< degree(h(x)) we may use Eq. (16) or
q(k)n (ci)= kq(k−1)n−1 (ci)+ ciq(k)n−1(ci)−
n−1∑
s=k
bn,sq
(k)
s (ci), (32)
just by differentiation of Eq. (27).
It is interesting to remark that, once the coefﬁcients bij have been obtained, we can compute the L2-
norms of the Sobolev polynomials in an easy way. If ng (with g := degree(h(x))) then by (23) or
(24), and (6)
〈qn(x), qn(x)〉W =
〈
qn(x), h(x) qn−g(x)−
n−1∑
j=max{0, n−2g}
bn,j qj (x)
〉
W
= 〈qn(x), h(x) qn−g(x)〉W = 〈h(x) qn(x), qn−g(x)〉W
=
〈
qn+g(x)+
n+g−1∑
j=n−g
bn+g,j qj (x), qn−g(x)
〉
W
= 〈bn+g,n−g qn−g(x), qn−g(x)〉W
and therefore
‖qn(x)‖2W = bn+g,n−g ‖qn−g(x)‖2W
=‖q(nmod g)(x)‖2W
[n/g]−1∏
i=0
bn−(i−1)g,n−(i+1)g. (33)
Thus, to evaluate the L2-norms we only need the coefﬁcients bm,j and the L2-norms ‖qi(x)‖2W , i =
0, . . . , g − 1.
Let us note that, although along the paper the generation algorithms are based on the coefﬁcients bij (Eq.
(9)), we can also obtain the Sobolev polynomials from the coefﬁcients ij and the sequence of standard
polynomials (Proposition 6) as it is remarked in [16].
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In summary, the complete scheme for the generation of Sobolev orthogonal polynomials in discrete
Sobolev spaces is:
GENERATIONALGORITHM:
Input: n, {c1, . . . , cK}, {r1, . . . , rK}, {ji | j = 1, . . . , K; i = 0, . . . , rj },
{0, . . . , n−1}, {1, . . . , n−1}
Output: g, h(x), {bi,j | i = 0, ..., n; j =max{0, i − 2g}, . . . , i − 1}
(a) Determination of the polynomial h(x) (Eq. (10) or (11)) and g := degree(h(x))
(b) Initialization process:
Computation of {‖pl(x)‖2 | l = 0, . . . , n− 1} (Eq. (5))
Computation of {p(i)l (cj ) | l = 0, . . . , n− 1; j = 1, . . . , K; i = 0, . . . , rj } (Eq. (4))
Determination of q0(x), . . . , qg−1(x) (Proposition 4 or Proposition 8)
Derivatives {q(i)l (cj ) | l = 0, . . . , g − 1; j = 1, . . . , K; i = 0, . . . , rj } (Eq. (16) or (32))
Computation of {aij | i = 0, . . . , g − 2; j = 0, . . . , i − 1} (Proposition 2)
Computation of {bij | i = 0, . . . , g − 1; j = 0, . . . , i − 1} (Proposition 8)
Computation of {cml,j | j = 0, . . . , k − 1; l = 0, . . . , n− g; m= 0, . . . , g} (Lemma 5)
(c) for k = g to n
Computation of {ak−1,j | j = 0, . . . , k − 2} (Proposition 2)
Computation of {k−g,j | j = 0, . . . , k − 1} (Proposition 6)
Computation of {bk,j | j =max{0, k − 2g}, . . . , k − 1} (Proposition 7)
Derivatives {q(i)k (cj ) | j = 1, . . . , K; i = 0, . . . , rj } (Eq. (16) or (30–31))
end
4. Sobolev orthogonal polynomial series
One important application of any family of orthogonal polynomials is the approximation of func-
tions, and therefore one important problem is the determination of the Fourier coefﬁcients of a func-
tion in a particular family of orthogonal polynomials. Let f be a function ∈ Wmax{r1,...,rK }2 [(−∞, ∞);
d0, . . . , dmax{r1,...,rK }], thus f can be expressed as a series of Sobolev orthogonal polynomials
f (x)=
∞∑
i=0
fWi qi(x), with f
W
i =
〈f (x), qi(x)〉W
〈qi(x), qi(x)〉W
.
In the determination of fWi we note that the denominator 〈qi(x), qi(x)〉W =‖qi(x)‖2W may be computed
by using (14) or (33). The numerator 〈f (x), qi(x)〉W is split in two parts
〈f (x), qi(x)〉W =
∫
R
f (x) qi(x) d0(x)+
K∑
j=1
rj∑
s=0
js f
(s)(cj ) q
(s)
i (cj )
= (f (x), qi(x))1W + (f (x), qi(x))2W .
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The ﬁrst term (f (x), qi(x))1W may be computed by means of a classical Gaussian quadrature on the
measure 0 and (f (x), qi(x))2W using the derivatives of the polynomials qn(x) given by (30) or (31).
An alternative way to compute fWi may be used if we already know the coefﬁcients of f (x) in the
family of standard orthogonal polynomials given by the measure 0.
Proposition 9. Let {q0(x), q1(x), . . .} be the sequence of monic orthogonal polynomials with respect
to (2), {p0(x), p1(x), . . .} with respect to (1), and given a real function f such that f ∈ Wmax{r1,...,rK }2[(−∞, ∞); d0, . . . , dmax{r1,...,rK }] and f ∈ L2[(−∞, ∞); d0] then
f (x)=
∞∑
i=0
f 0i pi(x), f (x)=
∞∑
i=0
fWi qi(x), (34)
where
fWi =
1
‖qi(x)‖2W

f 0i ‖pi‖2 +
K∑
j=1
rj∑
s=0
js q
(s)
i (cj )
(
f (s)(cj )−
i−1∑
m=0
f 0m p
(s)
m (cj )
)
 .
Proof. The numerator of the coefﬁcient fWi is given by
〈f (x), qi(x)〉W =
∫
R
f (x) qi(x) d0(x)+
K∑
j=1
rj∑
s=0
js f
(s)(cj ) q
(s)
i (cj )
=
∞∑
m=0
f 0m 〈pm(x), qi(x)〉 +
K∑
j=1
rj∑
s=0
js f
(s)(cj ) q
(s)
i (cj ).
Applying Eq. (12) and as {pn(x)}∞i=0 form an orthogonal polynomial sequence, then
〈f (x), qi(x)〉W =
∞∑
m=0
f 0m
〈
pm(x), pi(x)+
i−1∑
l=0
ai,l pl(x)
〉
+
K∑
j=1
rj∑
s=0
js f
(s)(cj ) q
(s)
i (cj )
= f 0i 〈pi(x), pi(x)〉+
i−1∑
m=0
f 0m ai,m〈pm(x), pm(x)〉+
K∑
j=1
rj∑
s=0
jsf
(s)(cj )q
(s)
i (cj ).
And using (13) we obtain
〈f (x), qi(x)〉W = f 0i 〈pi(x), pi(x)〉 −
i−1∑
m=0
f 0m
K∑
j=1
rj∑
s=0
js p
(s)
m (cj ) q
(s)
i (cj )
+
K∑
j=1
rj∑
s=0
js f
(s)(cj ) q
(s)
i (cj ).
By regrouping terms we obtain the result. 
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Once a function is approximated by means of a ﬁnite series we face the problem of evaluating it. That
is, given
fn(x) :=
n∑
i=0
fWi qi(x) (35)
we want to evaluate the right-hand side at the point x0. In the evaluation, we use an extension of the
Clenshaw–Smith algorithm to the case of the evaluation of ﬁnite series of polynomials that satisfy a
(2g + 1)-term recurrence relation.
The well-known Clenshaw–Smith algorithm [11,29] allows us to evaluate a ﬁnite series of standard
orthogonal polynomials (3) by means of the expression:
n∑
r=0
f 0r pr(x0)= 0(x0), (36)
where
n+1(x0)= n+2(x0)= 0,
r (x0)= f 0r + (x0 − r ) r+1(x0)− r+1 r+2(x0), for r = n, . . . , 0. (37)
Now, we have a (2g + 1)-term recurrence relation:
q0(x)= 1, qn(x)=
n−1∑
k=0
b∗n,k qk(x), 0<n<g,
qn(x)=
n−1∑
k=max{0, n−2g}
b∗n,k qk(x), ng,
with g = degree(h(x)) (being h(x)= h1(x) or h2(x)) and where we deﬁne, by using the coefﬁcients bij
given by (7) or (8), the coefﬁcients
b∗n,n−1(x)= x − bn,n−1, b∗n,k(x)=−bn,k for n<g,
b∗n,n−g(x)= h(x)− bn,n−g, b∗n,k(x)=−bn,k for ng.
Then, an extension of the Clenshaw–Smith algorithm [7] for the evaluation of (35) at x0 is given by
n(x0)= fWn ,
k(x0)= fWk +
min{n−k, 2g}∑
i=1
b∗k+i,k(x0) k+i(x0), k = n− 1, . . . , 0,
fn(x0) :=
n∑
i=0
fWi qi(x0)= 0(x0). (38)
Extensive numerical tests and a theoretical and numerical study of the numerical stability of these algo-
rithms are presented in [9].
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