Abstract. It is shown that the Lack-of-Fit test can be considered as the likelihood ratio test on the mean structure for some linear model. The asymptotic expansion of the null distribution of the test statistic is derived up to order n À1 under nonnormality.
Introduction
Lack-of-Fit test is the test to see whether the expectation of response variables is shown as some linear function of explanatory variables when the repeated tests are playable under the appointed explanatory variables. (For example, see [3] , pp. 25-27.) It is well-known that the null distribution of the test statistic is F-distribution under the normality of errors. In section 2, we show that the test can be considered as the likelihood ratio test on the mean structure for some linear model. In [4] , we obtain an asymptotic expansion of the null-distribution up to order n À1 . Also in this section, we introduce Lackof-Fit test. In section 3, we derive the asymptotic expansion of null distribution of this test statistic. In section 4, we consider a robustness against nonnormality. In section 5, we give some results of numerical experiments.
Lack-of-Fit test
Consider the following sets of explanatory variables and response variables. 
ð2:1Þ
Our intension is to test for (2.1) whether the mean mðxÞ has some linear structure. For example, we consider a problem of testing the hypothesis
Let y i ¼ ð1=n i Þ P n i j¼1 y ij be the mean of the response variables correspond to the x ¼ x i , and letŷ y i be the predictive value corresponding to x ¼ x i under H 0 . Then, the Lack-of-Fit test rejects H 0 for large values of T:
whereŷ y i is the predicted value corresponding to x i given by the usual least squares method under the hypothesis H 0 . Define 1 m ¼ ð1; . . . ; 1Þ 0 (m Â 1 vector) for arbitrary positive integer m, and
. .
. . .
Then, EðyÞ ¼ Lm and H 0 in (2.2) can be represented as
Since L is full rank, the testing problem is the same problem of testing 
ð2:7Þ
Then, the likelihood ratio test under normality rejects the null hypothesis of (2.5) for large values of S h =ðk À rÞ S e =ðn À kÞ : ð2:8Þ
ð2:9Þ
Then P L ¼ P LX þ P LH and S h ¼ y 0 P LH y, which shows that (2.8) is the same as the test statistic (2.3).
Asymptotic expansion
In this section, we give the asymptotic expansion of null distribution of T under nonnormality when k is fixed and n ! y.
Set
ð3:1Þ
Then, under the null hypothesis, T can be expanded as
where
This is the same form as T G in [4] (page 19) with p ¼ 1, r 1 ¼ r 2 ¼ 0. Hence we can apply the results of them to our problem. The coe‰cients of the asymptotic expansion depend on
. . . ; c nn Þ; C ð3Þ : ða; bÞth element is c 3 ab :
and both L and LH include 1 n as the first column, it follows that a 4 ¼ a 5 ¼ 0. Therefore the coe‰cients of the asymptotic expansion of the distribution of T can be simplified as follows. Then the null distribution of T is expanded as
The equation (3.3) is also represented as
which can be used to derive the Cornish Fisher expansion of the percent points. The proof of the validity of the asymptotic expansion by use of the Cramér condition is given in [2] , and for general methods for deriving asymptotic expansions and the Cornish Fisher expansions, the reader is refered to [1].
Using (3.4), we can expand the expectation of T as
Therefore, the expectation of T under nonnormality is equal to the one under normality, up to oðn À1 Þ. While the variance of T can be expanded as
If a 1 ¼ 0, the variance of T under nonnormality is also equal to the one under normality, and we can say that the Lack-of-Fit test is robust against the nonnormality. Suppose that
However, when k b 3, the maximum value of the left-hand side is smaller than the right-hand side. Hence a 1 ¼ 0 cannot be hold. We have to be careful about the kurtosis when we use the Lack-of-Fit test for nonnormal data.
Simulation
We make a simulation in case of simple linear regression analysis based on the previous results.
Methods
The simulation method is as follows. First, we estimate the percent point of test statistic T using Monte-Carlo method. Then, we compare it with percent point calculated by the asymptotic expansion (3.3).
In order to calculate the approximation of percent point, we use the Cornish-Fisher expansion. Let tðvÞ and v be the right percent point and the percent point of limit distribution of T, respectively. Then, P½T Á ðk À rÞ b tðvÞ ¼ Pðw 
In (5.1), there exists unknown parameters k 3 and k 4 . So, we replace them with their estimatorŝ
The distributions considered are the followings:
The standard normal distribution;
Exponential distribution with the mean 1; and t-distribution with 5 degrees of freedom. In the case of simple linear regression analysis, parameter r is r ¼ 2. We assume that k ¼ 4. Then, H defined before (2.7) can be calculated numer-ically. The data of explanatory variables x and sample sizes n ¼ ðn 1 ; . . . ; n 4 Þ 0 of each response variables are shown, respectively, as Table 1 and Table 2 give the actual test sizes for the nominal 10%, 5% and 1% test in several cases of n and x. For each row in Tables, top and second stairs express the actual test sizes based on F-distribution and limit distribution of (3.4), the third and bottom stairs show the actual sizes by using tðvÞ andt tðvÞ, respectively.
Results and comments
In the Tables, it is shown that there are good approximation by use of (3.4) when sample sizes are balanced. However, when sample sizes are unbalanced, approximations are not very good.
In addition, using the previous results, we calculate the approximate expectations and show the results in Table 3 . For each row in Table 3 , the top stairs express the actual expectation, second stairs express the approximate expectation, and bottom stairs show the approximate expectation by estimated parameters. Note that the expectation of F -distribution with k À r and n À k degrees of freedom is ðn À kÞ=ðn À k À 2Þ. It is seen that each expectation has similar value in each distribution except for the case of exponential distribution. In the case of exponential distribution, there were some di¤erences between the true values and approximated values of the expectations, which suggests that the skewness may a¤ect to the expectation in higher order expansions.
Problems in the future
In this paper, we consider an asymptotic approximation of null-distribution for Lack-of-Fit statistics when the number of explanatory variables k is fixed. We derive the form of asymptotic expansion in the case of 1-dimension response variables. In addition, we consider robustness of the test against nonnormality. In the future, we want to consider the methods of obtaining good approximation when sample sizes are unbalanced, and the application of these results. 
