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a b s t r a c t
We report a new waveform relaxation (WR) algorithm for general semi-linear reac-
tion–diffusion equations. The superlinear rate of convergence of the new WR algorithm
is proved, and we also show the advantages of the new approach superior to the classical
WR algorithms by the estimation on iteration errors. The corresponding discrete WR al-
gorithm for reaction–diffusion equations is presented, and further the parallelism of the
discrete WR algorithm is analyzed. Moreover, the new approach is extended to handle the
coupled reaction–diffusion equations. Numerical experiments are carried out to verify the
effectiveness of the theoretic work.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The classical waveform relaxation (WR) algorithm is an iterative algorithm to solve large systems of time dependent
equations in parallel. It was originally proposed to simulate large circuits [1], and has been well applied for numerically
solving ordinary differential equations (ODEs) and differential algebra equations (DAEs) [2,3]. Furthermore, Schwarz
waveform relaxation (SWR) algorithm has been proposed to solve partial differential equations (PDEs) [4–6].
There are two basic types of convergence results for WR algorithms for ODEs, one is the superlinear convergence for
nonlinear systems of ODEs on bounded time intervals assuming a Lipschitz condition on the splitting function [7]; the other
is the linear convergence for linear systems of ODEs on unbounded time intervals under some dissipation assumptions on
the splitting schemes [8].
To applyWR to PDEs, one traditionally discretizes the spatial variables of the PDEs to get a large scale system of ODEs [9],
and then apply the WR algorithm to the ODEs. There are two problems with this approach: first, too many WR iterations
are needed to guarantee the convergence of the iterative process; second, the convergence results depend on the mesh
parameter and convergence rates deteriorate when the mesh is refined.
In this paper we apply the WR algorithm to the semi-linear reaction–diffusion equations directly at the PDEs level,
namely, the partial derivatives in the original PDEs are not split and kept as a whole. Compared with the classical WR
algorithm, the newWR algorithm has two promote advantages: first, we do not decompose the system into sub-systems, so
we do not need to consider the information transmission between sub-systems, and the number of iterations can be reduced
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significantly, which can be seen in Section 6; second, the convergence rate of the new WR algorithm does not deteriorate
when the spatial grid is refined, which can be seen in Section 2.2.
The rest of this paper is organized as follows. In Section 2, we propose the new WR algorithm for semi-linear
reaction–diffusion equations and analyze the convergence. The convergence rate of the newWR algorithm is comparedwith
that of the classicalWR algorithm. To further reduce the iteration error, windowing technique is introduced to accelerate the
convergence of theWR iterative process. In Section 3, we present the discrete version of theWR algorithm. In Section 4, the
parallelism of theWR algorithm is given. Further, we extend theWR algorithm for the coupled reaction–diffusion equations
in Section 5. Numerical experiments in Section 6 are provided to verify the effectiveness of the theoretic work. Finally, some
conclusions are given.
2. The newWR algorithm
We consider a kind of semi-linear reaction–diffusion equation as follows
∂u
∂t
−1u = f (u), x ∈ Ω, 0 < t < T ,
u(x, t) = 0, x ∈ ∂Ω, 0 ≤ t ≤ T ,
u(x, 0) = h(x), x ∈ Ω,
(1)
where the function h : Ω → R is known, the nonlinear function f ∈ C1(R) is given, and the function u : Ω × [0, T ] → R
is to be computed. In this paper, we only consider a special case, i.e.,Ω = [0, l], where l is a positive constant.
A typical iterative scheme of the newWR algorithm for system (1) is
∂u(k+1)
∂t
− ∂
2u(k+1)
∂x2
= F(u(k+1), u(k)), 0 < x < l, 0 < t < T ,
u(k+1)(0, t) = u(k+1)(l, t) = 0, 0 ≤ t ≤ T ,
u(k+1)(x, 0) = h(x), 0 ≤ x ≤ l,
where the splitting function F(u, v)determines the type of theWRalgorithm. For simplicity,we take F(u(k+1), u(k)) = f (u(k))
in this paper, which leads to the following scheme,
∂u(k+1)
∂t
− ∂
2u(k+1)
∂x2
= f (u(k)), 0 < x < l, 0 < t < T ,
u(k+1)(0, t) = u(k+1)(l, t) = 0, 0 ≤ t ≤ T ,
u(k+1)(x, 0) = h(x), 0 ≤ x ≤ l,
(2)
which is also called Picard relaxation algorithm. We naturally choose the initial guess u(0)(x, t) ≡ h(x), 0 ≤ t ≤ T . For any
fixed k, system (2) is a linear system, and we regard the corresponding solution as the ‘‘waveform’’. The classical waveforms
of ODEs are continuous curves, while the ‘‘waveforms’’ here are continuous surfaces.
2.1. Convergence analysis
For any fixed k, we know by separation of variables that the solution of system (2) is
u(k+1)(x, t) = 2
l
∞−
n=1
∫ l
0
h(x) sin
nπx
l
dxe−(
nπ
l )
2t sin
nπx
l
+
∫ t
0
 ∞−
n=1
2
l
∫ l
0
f (u(k)(ξ , τ )) sin
nπξ
l
dξe−(
nπ
l )
2
(t−τ) sin
nπx
l

dτ . (3)
Let
a(k+1)n (t) =
2
l
∫ l
0
h(x) sin
nπx
l
dxe−(
nπ
l )
2t + 2
l
∫ t
0
∫ l
0
f (u(k)(ξ , τ )) sin
nπξ
l
dξe−(
nπ
l )
2
(t−τ)dτ . (4)
Then, solution (3) can be expressed as
u(k+1)(x, t) =
∞−
n=1
a(k+1)n (t) sin
nπx
l
. (5)
Moreover, let
an(t) = 2l
∫ l
0
h(x) sin
nπx
l
dx e−(
nπ
l )
2t + 2
l
∫ t
0
∫ l
0
f (u(ξ , τ )) sin
nπξ
l
dξ e−(
nπ
l )
2
(t−τ)dτ . (6)
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Obviously, the function
∑∞
n=1 an(t) sin
nπx
l satisfies system (1). Next, we present the convergence of the iterative sequence
by the newWR algorithm. Before it, a preliminary lemma is given for convenience.
Lemma 2.1 (Abel’s Test for Uniform Convergence [10]). Let {gn} be a uniformly bounded sequence of real-valued continuous
functions on a set S such that gn+1(x) ≤ gn(x) for all x ∈ S and positive integers n, and let {fn} be a sequence of real-valued
functions such that the series
∑
fn(x) converges uniformly on S. Then
∑
fn(x)gn(x) converges uniformly on S.
We define ε(i)(x, t) = u(i)(x, t)− u(x, t), 0 ≤ x ≤ l, 0 ≤ t ≤ T , which satisfies
∂ε(i+1)(x, t)
∂t
− ∂
2ε(i+1)(x, t)
∂x2
= f (u(i)(x, t))− f (u(x, t)),
ε(i+1)(0, t) = ε(i+1)(l, t) = 0, 0 ≤ t ≤ T
ε(i+1)(x, 0) = 0, 0 ≤ x ≤ l.
(7)
The solution of system (7) is
ε(i+1)(x, t) =
∫ t
0
+∞−
j=1
2
l
∫ l
0

f (u(i)(ξ , τ ))− f (u(ξ , τ )) sin jπξ
l
dξ · e−

jπ
l
2
(t−τ) sin
jπx
l

dτ
=
∫ t
0
+∞−
j=1
2
l
∫ l
0
f ′(u(i)∗ (ξ , τ ))ε
(i)(ξ , τ ) sin
jπξ
l
dξ · e−

jπ
l
2
(t−τ) sin
jπx
l

dτ ,
where u(i)∗ ∈ [min(u(i)(x, t), u(x, t)),max(u(i)(x, t), u(x, t))].
We notice that for any 0 ≤ τ ≤ t ≤ T ,
+∞−
j=1
2
l
∫ l
0
f ′(u(i)∗ (ξ , τ ))ε
(i)(ξ , τ ) sin
jπξ
l
dξ sin
jπx
l
= f ′(u(i)∗ (x, τ ))ε(i)(x, τ ), (8)
and the function e−

jπ
l
2
(t−τ) is monotone and bounded. According to Lemma 2.1, the series of functions
+∞−
j=1
2
l
∫ l
0
f ′(u(i)∗ (ξ , τ ))ε
(i)(ξ , τ )e−

jπ
l
2
(t−τ) sin
jπξ
l
dξ sin
jπx
l
converges uniformly for x ∈ [0, l] and τ ∈ [0, t]. Denote
η(x, t, τ ) =
+∞−
j=1
2
l
∫ l
0
f ′(u(i)∗ (ξ , τ ))ε
(i)(ξ , τ )e−

jπ
l
2
(t−τ) sin
jπξ
l
dξ sin
jπx
l
,
which is continuous for x ∈ [0, l] and τ ∈ [0, t], then we have
ε(i+1)(x, t) =
∫ t
0
η(x, t, τ )dτ .
For any fixed t ∈ (0, T ], we suppose that there is a τ0 ∈ (0, t), such that
min
τ0≤τ≤t
max
0≤x≤l
|f ′(u(i)∗ (x, τ ))ε(i)(x, τ )| > 0,
and denote ε0 = minτ0≤τ≤t max0≤x≤l |f ′(u(i)∗ (x, τ ))ε(i)(x, τ )|. From (8) we know that,
η(x, t, t) = f ′(u(i)∗ (x, t))ε(i)(x, t),
so there exists a constant δ1 ∈ (0, t), such that for any τ ∈ (t − δ1, t),
|η(x, t, τ )− f ′(u(i)∗ (x, t))ε(i)(x, t)| <
ε0
2
,
and there exists a constant δ2 ∈ (0, t), such that for any τ ∈ (t − δ2, t),
|f ′(u(i)∗ (x, τ ))ε(i)(x, τ )− f ′(u(i)∗ (x, t))ε(i)(x, t)| <
ε0
2
.
Let τ1 = max{t − δ1, t − δ2, τ0}. For any τ ∈ (τ1, t), we have
|η(x, t, τ )− f ′(u(i)∗ (x, τ ))ε(i)(x, τ )|
≤ |η(x, t, τ )− f ′(u(i)∗ (x, t))ε(i)(x, t)| + |f ′(u(i)∗ (x, τ ))ε(i)(x, τ )− f ′(u(i)∗ (x, t))ε(i)(x, t)| ≤ ε0.
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Therefore,
|η(x, t, τ )| ≤ |f ′(u(i)∗ (x, τ ))ε(i)(x, τ )| + ε0,
and
max
0≤x≤l
|η(x, t, τ )| ≤ max
0≤x≤l
|f ′(u(i)∗ (x, τ ))ε(i)(x, τ )| + ε0
≤ 2 max
0≤x≤l
|f ′(u(i)∗ (x, τ ))ε(i)(x, τ )| ≤ 2M max0≤x≤l |ε
(i)(x, τ )|, (9)
whereM is a uniform upper bound of f ′.
For τ ∈ [0, τ1], Green’s function of system (7) is defined in the following form,
G(x, ξ , t − τ) = 2
l
+∞−
j=1
e−

jπ
l
2
(t−τ) sin
jπξ
l
sin
jπx
l
,
which is convergent uniformly for x ∈ [0, l] and τ ∈ [0, τ1]. We denote byM1 an upper bound of Green’s function, then
η(x, t, τ ) =
∫ l
0
G(x, ξ , t − τ)f ′(u(i)∗ (ξ , τ ))ε(i)(ξ , τ )dξ
and
max
0≤x≤l
|η(x, t, τ )| = max
0≤x≤l
|lG(x, ξ¯ , t − τ)f ′(u(i)∗ (ξ¯ , τ ))ε(i)(ξ¯ , τ )| ≤ lM1M max0≤x≤l |ε
(i)(x, τ )|, (10)
where ξ¯ ∈ (0, l).
We choose M¯ = max{2M, lM1M}. By inequalities (9) and (10), we obtain
max
0≤x≤l
|η(x, t, τ )| ≤ M¯ max
0≤x≤l
|ε(i)(x, τ )|, τ ∈ [0, t],
and
max
0≤x≤l
|ε(i+1)(x, t)| ≤ M¯
∫ t
0
max
0≤x≤l
|ε(i)(x, τ )|dτ .
After the recurrence of operations, we have the following theorem on the convergence of the newWR algorithm.
Theorem 2.1. The sequence of {u(i)(x, t)} generated by theWR algorithm (2) converges to the exact solution u(x, t) of system (1),
and satisfies
max
0≤x≤l,0≤t≤T
|u(i)(x, t)− u(x, t)| ≤ (M¯T )
i
i! max0≤x≤l,0≤t≤T |u
(0)(x, t)− u(x, t)|. (11)
Theorem 2.1 implies the superlinear rate of convergence of the new WR algorithm. Unfortunately, it is not easy to
estimate the constant M¯ , which is important to the convergence behavior of the WR algorithm.
2.2. Estimation on the factor of convergence
For simplicity, we now investigate the constant M¯ in (11) by the semi-discretization of system (2) as follows,
dv(k+1)(t)
dt
= 1
1x2
Qv(k+1)(t)+ f⃗ (v(k)(t)), 0 < t < T ,
v(k+1)(0) = (h(x1), . . . , h(xJ−1))T,
where1x is the size of the spatial mesh grid, and
Q =

−2 1 0 0
1 −2 1 . . .
0 1
. . .
. . . 0
. . .
. . .
. . . 1
0 0 1 −2
 ∈ R
(J−1)×(J−1).
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The semi-discretization of system (1) is
dv(t)
dt
= 1
1x2
Qv(t)+ f⃗ (v(t)), 0 < t < T ,
v(0) = (h(x1), . . . , h(xJ−1))T.
(12)
Define ϵ(k)(t) = v(k)(t)− v(t), 0 ≤ t ≤ T , and ϵ(k) satisfies
dϵ(k+1)(t)
dt
= 1
1x2
Q ϵ(k+1)(t)+ (f⃗ (v(k)(t))− f⃗ (v(t))), 0 < t < T ,
ϵ(k+1)(0) = 0.
(13)
The solution of system (13) is
ϵ(k+1)(t) =
∫ t
0
e
1
1x2
(t−s)Q
(f⃗ (v(k)(s))− f⃗ (v(s)))ds. (14)
Taking 2-norms on both sides of Eq. (14), we have,
‖ϵ(k+1)‖2(t) ≤
∫ t
0
‖e 11x2 (t−s)Q (f⃗ (v(k)(s))− f⃗ (v(s)))‖2ds ≤ L
∫ t
0
‖e 11x2 (t−s)Q‖2‖ϵ(k)‖2(s)ds,
supposing ‖f⃗ (v(k)(s))− f⃗ (v(s))‖2 ≤ L‖ϵ(k)‖2(s). Since the matrix Q is symmetrical and negatively defined, ‖e
1
1x2
(t−s)Q‖2 ≤
1, which leads to
‖ϵ(k+1)‖2(t) ≤ L
∫ t
0
‖ϵ(k)‖2(s)ds.
After induction, we obtain
max
0≤t≤T
‖ϵ(k)‖2(t) ≤ (LT )
k
k! max0≤t≤T ‖ϵ
(k)‖2(t). (15)
In contrast, a typical iterative scheme of the classical WR algorithm for system (12) is
dv¯(k+1)(t)
dt
= 1
1x2
Q1v¯(k+1)(t)+ 1
1x2
Q2v¯(k)(t)+ f⃗ (v¯(k)(t)), 0 < t < T ,
v¯(k+1)(0) = (h(x1), . . . , h(xJ−1))T,
where Q = Q1 + Q2. The matrix Q1 is block diagonal for the classical Jacobi WR algorithm, and Q1 is block lower triangular
for the classical Gauss–Seidel WR algorithm. Define ϵ¯(k) = v¯(k)(t)− v(t), 0 ≤ t ≤ T , and ϵ¯(k) has an expression
ϵ¯(k+1)(t) =
∫ t
0
e
1
1x2
(t−s)Q1

1
1x2
Q2ϵ¯(k)(s)+ f⃗ (v(k)(s))− f⃗ (v(s))

ds,
and
‖ϵ¯(k+1)‖2(t) ≤

1
1x2
‖Q2‖2 + L
∫ t
0
‖ϵ¯(k)‖2(s)ds.
By the recurrence of operations, we obtain
max
0≤t≤T
‖ϵ¯(k)‖2(t) ≤

1
1x2
‖Q2‖2 + L
k T k
k! max0≤t≤T ‖ϵ¯
(k)‖2(t). (16)
Due to the small 1x, the convergence factor L in (15) is much smaller than

1
1x2
‖Q2‖2 + L

in (16). It means that the
WR algorithm introduced in this paper needs much fewer iterations than the classical WR algorithm to achieve the same
accuracy.
Furthermore, if the spatial grid is refined, the upper bound on errors of the classical WR algorithm will increase. It
means that more iterations are necessary for convergence. However, the refinement of the spatial grid has no effect on
the convergence rate of the newWR algorithm.
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2.3. Windowing WR algorithm
We can see from Theorem 2.1 that, reducing the length of the time interval can decrease the error quickly. Based on such
an observation, windowing technique is employed to accelerate the convergence of the WR process significantly [11,12].
Taking the following reaction–diffusion equation as an example,
∂u
∂t
− ∂
2u
∂x2
= f (u), 0 < x < l, t > 0,
u(0, t) = u(l, t) = 0, t ≥ 0,
u(x, 0) = h(x), 0 ≤ x ≤ l.
(17)
We first divide the time interval [0, T ] into N windows [Ti, Ti+1], i = 0, 1, . . . ,N − 1. Then the iterative scheme of the new
windowing WR algorithm for system (17) is
∂u(k+1)i
∂t
− ∂
2u(k+1)i
∂x2
= f (u(k)i ), 0 < x < l, Ti < t < Ti+1,
u(k+1)i (0, t) = u(k+1)i (l, t) = 0, Ti ≤ t ≤ Ti+1,
u(k+1)i (x, Ti) = u(k0)i−1 (Ti), 0 ≤ x ≤ l, k = 0, 1, . . . , k0 − 1, i = 0, 1, . . . ,N − 1,
(18)
where u(k0)−1 (x, 0) = h(x), and the initial guess u(0)i (x, t) ≡ u(k0)i−1 (x, Ti), Ti ≤ t ≤ Ti+1. We can see the effectiveness of the
windowing technique in the coming Example 6.3.
3. The discrete version of the newWR algorithm
Let us discretize system (2) by space–time finite differences. With this aim, the area {(x, t) : 0 ≤ x ≤ l, 0 ≤ t ≤ T } is
discretized by choosing a spatial grid size1x, a temporal step1t and the grid points (xj, tn) as follows
xj = j1x, j = 0, . . . , J; tn = n1t, n = 0, 1, . . . ,N.
We denote by u(k)n,j the approximation of the value u
(k)(xj, tn) of the exact solution of system (2) for any j, n.
A semi-implicit finite difference method for system (1) and system (2) can be written in the forms
un,j − un−1,j
1t
− un,j+1 − 2un,j + un,j−1
1x2
= f (un−1,j), (19)
and
u(k+1)n,j − u(k+1)n−1,j
1t
− u
(k+1)
n,j+1 − 2u(k+1)n,j + u(k+1)n,j−1
1x2
= f (u(k)n−1,j), (20)
respectively, where n = 1, 2, . . . ,N, j = 1, 2, . . . , J − 1.
Now, we present the convergence results of the discrete WR algorithm by the following theorem.
Theorem 3.1. The sequence of the sets {u(k)n,j , k = 0, 1, . . .} generated by the discrete WR algorithm (20) converges to the set{un,j} generated by (19), with superlinear rate of convergence.
Proof. Let {u(k)n,j : n = 1, . . . ,N, j = 1, . . . , J − 1} be the approximation of the solution u(k)(x, t) of system (2). We denote
u(k)∆ = [u(k)1,1, u(k)1,2, . . . , u(k)1,J−1, u(k)2,1, . . . , u(k)2,J−1, . . . , u(k)N,1, . . . , u(k)N,J−1]T. According to the discrete scheme (20), together with
homogeneous boundary conditions we have
u(k+1)∆ =

0 0 0
I 0 0
0 I
. . .
. . .
. . .
. . .
. . . 0
0 0 I 0
 u(k+1)∆ +

u(k+1)0,1
...
u(k+1)0,J−1
0
...
0

+ 1t
1x2

B1 0 0
0 B1
. . .
. . .
. . . 0
0 0 B1
 u(k+1)∆
+ 1t
1x2
b¯+1t

0 0 0
I 0 0
0 I
. . .
. . .
. . .
. . .
. . . 0
0 0 I 0
 f˜ (u(k)∆ )+1t

f (u(k)0,1)
...
f (u(k)0,J−1)
0
...
0

, (21)
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where 0 denotes a zero matrix in R(J−1)×(J−1), I is an identity matrix of appropriate dimension,
B1 =

−2 1 0 0
1 −2 1 . . .
0 1
. . .
. . . 0
. . .
. . .
. . . 1
0 0 1 −2
 ∈ R
(J−1)×(J−1),
b¯ = [u(k+1)1,0 , 0, . . . , 0, u(k+1)1,J , u(k+1)2,0 , 0, . . . , 0, u(k+1)2,J , . . . , u(k+1)N,0 , 0, . . . , 0, u(k+1)N,J ]T,
and
f˜ (u(k)∆ ) = [f˜ (u(k)1,1), . . . , f˜ (u(k)1,J−1), f˜ (u(k)2,1), . . . , f˜ (u(k)2,J−1), . . . , f˜ (u(k)N,1), . . . , f˜ (u(k)N,J−1)]T.
According to the homogeneous boundary conditions, we get b¯ = 0. We denote
A =

0 0 0
I 0 0
0 I
. . .
. . .
. . .
. . .
. . . 0
0 0 I 0
 , B =

B1 0 0
0 B1 0
0 B1
. . .
. . .
. . . 0
0 0 B1
 , F¯ (k) =

f (u(k)0,1)
...
f (u(k)0,J−1)
0
...
0

,
and let b(k) = [u(k)0,1, . . . , u(k)0,J−1, 0, . . . , 0]T. Then algorithm (21) could be written as
I − A− 1t
1x2
B

u(k+1)∆ = 1tAf˜ (u(k)∆ )+ b(k+1) +1tF¯ (k). (22)
The finite difference method for the original system (1) is
I − A− 1t
1x2
B

u∆ = 1tAf˜ (u∆)+ b+1tF¯ . (23)
It is easy to check that the elements of b(k) and F¯ (k) are determined by the initial condition of system (1), so b(k+1) =
b, F¯ (k) = F¯ . We further define ε(k+1)∆ = u(k+1)∆ − u∆. Subtracting (23) from (22), we have
I − A− 1t
1x2
B

ε
(k+1)
∆ = 1tA(f˜ (u(k)∆ )− f˜ (u∆)) = 1tAf˜J(u∗∆)ε(k)∆ ,
where
f˜J(u∗∆) =

f ′(u∗1,1) 0 · · · 0
0 f ′(u∗1,2)
. . .
. . .
. . . 0
0 0 f ′(u∗N,J−1)

N(J−1)×N(J−1)
,
and u∗n,j ∈ (min(u(k)n,j , un,j),max(u(k)n,j , un,j)), n = 1, 2, . . . ,N, j = 1, 2, . . . , J − 1. Then
ε
(k+1)
∆ = 1t

I − A− 1t
1x2
B
−1
Af˜J(u∗∆)ε
(k)
∆ . (24)
We notice that the matrix

I − A− 1t
1x2
B
−1
is a block lower triangular matrix, and A is a strictly block lower triangular
matrix. It means that the matrix 1t

I − A− 1t
1x2
B
−1
Af˜J(u∗∆) is a strictly lower triangular matrix, thus its spectral radius
is 0. As a result, the discrete waveform relaxation (2) converges superlinearly. 
A fully implicit finite difference method for system (2) can be written as
u(k+1)n,j − u(k+1)n−1,j
1t
− u
(k+1)
n,j+1 − 2u(k+1)n,j + u(k+1)n,j−1
1x2
= f (u(k)n,j ), (25)
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Fig. 1. The parallelism based on the discrete WR scheme (20).
and the corresponding error satisfies
ε
(k+1)
∆ = 1t

I − A− 1t
1x2
B
−1
f˜J(u∗∆)ε
(k)
∆ .
Due to the negativity of matrix B1, all the eigenvalues of the matrix

I − A− 1t
1x2
B
−1
are positive and smaller than 1.
Furthermore, proper time step can be chosen tomake the spectral radius of the iterativematrix1t

I − A− 1t
1x2
B
−1
f˜J(u∗∆)
smaller than 1. Therefore, the discrete WR algorithm (25) is also convergent, with linear rate of convergence.
4. The parallelism of the newWR algorithm
The parallelism of the WR algorithm introduced in this paper is totally different from the parallelism of the classical WR
algorithm. In fact, the parallelism of the newWR algorithm is based on the discretization in time.
We first consider the parallelism of the new WR algorithm based on the discrete scheme (20), and rewrite scheme (20)
in the following time-stepping form
u(k+1)n,1 − u(k+1)n−1,1
u(k+1)n,2 − u(k+1)n−1,2
...
u(k+1)n,J−1 − u(k+1)n−1,J−1
 = 1t1x2

−2 1 0
1 −2 . . .
. . .
. . . 1
0 1 −2


u(k+1)n,1
u(k+1)n,2
...
u(k+1)n,J−1
+1t

f (u(k)n−1,1)
f (u(k)n−1,2)
...
f (u(k)n−1,J−1)
 . (26)
We denote u(k)n = (u(k)n,1, u(k)n,2, . . . , u(k)n,J−1)T, f⃗ (u(k)n ) = (f (u(k)n,1), f (u(k)n,2), . . . , f (u(k)n,J−1))T, then the iterative scheme (26)
becomes
u(k+1)n − u(k+1)n−1 =
1t
1x2
B1u(k+1)n +1t f⃗ (u(k)n−1).
We can see from the scheme that, it is unnecessary to get all the approximations of the kth iteration of WR, i.e.,
{u(k)1 , . . . , u(k)N }, before computing the approximations of the (k + 1)th iteration. In fact, the vector u(k+1)n can be computed
when the two factors u(k+1)n−1 and u
(k)
n−1 are obtained.
Fig. 1 displays the parallelism of the newWR algorithm based on scheme (20). Assume that k0 iterations are enough for
the convergence of the new WR algorithm by the theoretical estimation on errors. We employ (k0 + 1) processors, one is
master processor (the No. 0 processor) which is in charge of sending and receiving data, and the other k0 processors are used
for calculation and numbered from 1 to k0. The discrete vectors u
(k)
n for n = 1, . . . ,N of the kth iteration of the new WR
algorithm are computed by the No. k processor, where k = 1, 2, . . . , k0.
The steps of the parallel procedure is as follows,
Algorithm 4.1. (1) The master processor broadcasts u(0)0 to the other processors, and sends discrete initial guess
{u(0)1 , . . . , u(0)N } to the No. 1 processor.
(2) The No. k processor sends u(k)0 to the No. (k+ 1) processor, where k = 1, 2, . . . , k0 − 1.
(3) [Parallel] For the processors from No. 1 to No. k0, simultaneously,
do n = 1, 2, . . . ,N
(3.1) The No. k processor receives u(k−1)n−1 from the No. (k− 1) processor, where the No. 1 processor has received data in
step (1).
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Fig. 2. The parallelism based on the discrete WR scheme (25).
Table 1
The parallel process of the newWR algorithm.
Pr t1 t2 t3 t4 t5 t6 · · · t100 t101 t102 t103 t104
P1 C11 C
1
2 C
1
3 C
1
4 C
1
5 C
1
6 · · · C1100 w w w w
P2 w C21 C
2
2 C
2
3 C
2
4 C
2
5 · · · C299 C2100 w w w
P3 w w C31 C
3
2 C
3
3 C
3
4 · · · C398 C399 C3100 w w
P4 w w w C41 C
4
2 C
4
3 · · · C497 C498 C499 C4100 w
P5 w w w w C51 C
5
2 · · · C596 C597 C598 C599 C5100
(3.2) The No. k processor computes u(k)n , using u
(k−1)
n−1 and u
(k)
n−1 by scheme (26).
(3.3) The No. k processor sends u(k)n to the No. (k + 1) processor, where the No. k0 processor sends u(k0)n to the master
processor.
end do
(4) The master processor receives the results from the No. k0 processor as the final approximation to the original system.
Obviously, the processors from No. 1 to No. k0 are running simultaneously in step (3). These processors almost finish
their own work at the same time. It means that the total running time of k0 iterations by (k0 + 1) processors (including the
master processor) will almost be the same as that of one iteration, if we ignore communication overhead.
Now, we consider the parallelism of the new WR algorithm based on the discrete scheme (25). The time-stepping form
of scheme (25) is
u(k+1)n − u(k+1)n−1 =
1t
1x2
B1u(k+1)n +1t f⃗ (u(k)n ). (27)
The vectors u(k+1)n−1 and u
(k)
n are necessary to compute u
(k+1)
n . The corresponding parallel algorithm is similar to Algorithm 4.1,
except for some waits, so we omit it here. Fig. 2 displays the parallelism based on the discrete WR scheme (25).
To explain the parallelism in Fig. 2 more clearly, we take an example. Suppose that, 100 time steps are made to calculate
u(k)n from scheme (27) for n = 1, 2, . . . , 100 to complete one iteration, and the total number of iterations is 5. We further
suppose that, 6 processors are employed, and dt units of time are taken at each time step to obtain u(k)n . Then introducing
the following notations: w for waits, Ckn for calculation for the kth iteration at the nth time step, Pk for the kth processor
and ti for the ith time interval dt , the whole process can be illustrated by Table 1. As we can see, for completing the whole
iteration process, 6 processors (one is master processor and the other 5 processors are for calculation) needs 104 · dt time
units, while one processor needs 500 · dt time units for this job.
5. The newWR algorithm for coupled equations
We consider the following coupled reaction–diffusion equations, which are much pervasive in the area of physics,
chemistry, biology and ecosystem.
∂u
∂t
− ∂
2u
∂x2
= f (u, v), 0 < x < l, 0 < t < T ,
∂v
∂t
− ∂
2v
∂x2
= g(u, v), 0 < x < l, 0 < t < T ,
u(0, t) = u(l, t) = 0, v(0, t) = v(l, t) = 0, 0 ≤ t ≤ T ,
u(x, 0) = h1(x), v(x, 0) = h2(x), 0 ≤ x ≤ l,
(28)
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where the nonlinear functions f , g ∈ C1(R × R) are given, the continuous functions h1, h2 : [0, l] → R satisfy
h1(0) = h1(l) = 0, h2(0) = h2(l) = 0, and u, v : [0, l] × [0, T ] → R are to be computed.
One of the iterative schemes of the newWR algorithm for system (28) is
∂u(k+1)
∂t
− ∂
2u(k+1)
∂x2
= f (u(k), v(k)), 0 < x < l, 0 < t < T ,
∂v(k+1)
∂t
− ∂
2v(k+1)
∂x2
= g(u(k), v(k)), 0 < x < l, 0 < t < T ,
u(k+1)(0, t) = u(k+1)(l, t) = 0, v(k+1)(0, t) = v(k+1)(l, t) = 0, 0 ≤ t ≤ T ,
u(k+1)(x, 0) = h1(x), v(k+1)(x, 0) = h2(x), 0 ≤ x ≤ l.
(29)
We choose the initial guess u(0)(x, t) ≡ h1(x), v(0)(x, t) ≡ h2(x), 0 ≤ t ≤ T . For any fixed k, system (29) contains two
reaction equations, which are decoupled.
The solution of system (29) can be expressed as
u(k+1)(x, t) =
∞−
n=1
a(k+1)n (t) sin
nπx
l
, v(k+1)(x, t) =
∞−
n=1
b(k+1)n (t) sin
nπx
l
,
where
a(k+1)n (t) =
2
l
∫ l
0
h1(x) sin
nπx
l
dxe−(
nπ
l )
2t + 2
l
∫ t
0
∫ l
0
f (u(k)(ξ , τ ), v(k)(ξ , τ )) sin
nπξ
l
dξe−(
nπ
l )
2
(t−τ)dτ ,
b(k+1)n (t) =
2
l
∫ l
0
h2(x) sin
nπx
l
dxe−(
nπ
l )
2t + 2
l
∫ t
0
∫ l
0
g(u(k)(ξ , τ ), v(k)(ξ , τ )) sin
nπξ
l
dξe−(
nπ
l )
2
(t−τ)dτ ,
Theorem 5.1. The sequences of {u(i)(x, t)} and {v(i)(x, t)} generated by the WR algorithm (29) converge superlinearly to the
exact solution u(x, t) and v(x, t) of system (28), respectively, and satisfy
max

max
0≤x≤l,0≤t≤T
|u(i)(x, t)− u(x, t)|, max
0≤x≤l,0≤t≤T
|v(i)(x, t)− v(x, t)|

≤ (CT )
i
i! max

max
0≤ξ≤l,0≤τ≤T
|u(0)(ξ , τ )− u(ξ , τ )|, max
0≤ξ≤l,0≤τ≤T
|v(0)(ξ , τ )− v(ξ, τ )|

,
where C is a constant.
Proof. We define ε(i)(x, t) = u(i)(x, t)− u(x, t), δ(i)(x, t) = v(i)(x, t)− v(x, t), 0 ≤ x ≤ l, 0 ≤ t ≤ T . Then
ε(i+1)(x, t) =
∫ t
0
+∞−
j=1
2
l
∫ l
0
[f (u(i)(ξ , τ ), v(i)(ξ , τ ))− f (u(ξ , τ ), v(ξ, τ ))] sin jπξ
l
dξe−

jπ
l
2
(t−τ) sin
jπx
l

dτ
=
∫ t
0
+∞−
j=1
2
l
∫ l
0
[f ′u(u(i)∗ (ξ , τ ), v(i)∗ (ξ , τ ))ε(i)(ξ , τ )+ f ′v(u(i)∗ (ξ , τ ), v(i)∗ (ξ , τ ))δ(i)(ξ , τ )] sin
jπξ
l
dξ
× e−

jπ
l
2
(t−τ) sin
jπx
l

dτ ,
where f ′u, f ′v, g ′u, g ′v denote partial derivatives of f and g with respect to u and v, respectively, u
(i)∗ ∈ [min(u(i)(x, t), u(x, t)),
max(u(i)(x, t), u(x, t))], v(i)∗ ∈ [min(v(i)(x, t), v(x, t)),max(v(i)(x, t), v(x, t))], and ξ˜ ∈ [0, l].
Similar to the discussion in Section 2, we have
max
0≤x≤l
|ε(i+1)(x, t)| ≤ M1
∫ t
0
max
0≤ξ≤l
|ε(i)(ξ , τ )|dτ +M2
∫ t
0
max
0≤ξ≤l
|δ(i)(ξ , τ )|dτ ,
and
max
0≤x≤l
|δ(i+1)(x, t)| ≤ M3
∫ t
0
max
0≤ξ≤l
|ε(i)(ξ , τ )|dτ +M4
∫ t
0
max
0≤ξ≤l
|δ(i)(ξ , τ )|dτ .
We consider a series of functions {θ (i)(t)}, which satisfies
θ (0)(t) = (max
0≤x≤l
|ε(0)(x, t)|,max
0≤x≤l
|δ(0)(x, t)|)T, θ (i+1)(t) =
∫ t
0
Mθ (i)(τ )dτ . (30)
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We define the norm ‖ · ‖[0,T ] as
‖θ (i)‖[0,T ] = max{max
0≤t≤T
|θ (i)1 (t)|, max0≤t≤T |θ
(i)
2 (t)|},
where θ (i)1 (t) and θ
(i)
2 (t) are the two arguments of θ
(i)(t). Obviously, ‖θ (i)‖[0,T ] is an upper bound of both |ε(i)(x, t)| and
|δ(i)(x, t)|. After the recurrence of operations, the error term has the upper bound
‖θ (i)‖[0,T ] ≤ (‖M‖∞T )
i
i! ‖θ
(0)‖[0,T ],
where
M =

M1 M2
M3 M4

∈ R2×2,
and ‖·‖∞ denotes infinity normof amatrix. Itmeans that the iterative process produced by theWRalgorithm (29) converges
superlinearly to the solution of system (28). It completes the proof of the theorem. 
6. Numerical experiments
In this section we present several examples to verify the effectiveness of the newWR algorithm.
Example 6.1. We first consider a simple reaction–diffusion equation in one spatial dimension on bounded time domain.
∂u
∂t
− ∂
2u
∂x2
= e u10(1+u) , 0 < x < 1, 0 < t < 1,
u(0, t) = u(1, t) = 0, 0 ≤ t ≤ 1,
u(x, 0) = sin(πx), 0 ≤ x ≤ 1.
(31)
One of the iterative schemes of the newWR algorithm for system (31) has the form
∂u(k+1)
∂t
− ∂
2u(k+1)
∂x2
= e
u(k)
10(1+u(k)) , 0 < x < 1, 0 < t < 1,
u(k+1)(0, t) = u(k+1)(1, t) = 0, 0 ≤ t ≤ 1,
u(k+1)(x, 0) = sin(πx), 0 ≤ x ≤ 1, k = 0, 1, . . . .
(32)
we choose the initial guess u(0)(x, t) ≡ sin(πx), 0 ≤ t ≤ 1.
We first discretize both the x and t variables to solve system (32) numerically. A fixed spatial grid size h = 1100 is used,
and the time step1t equals 0.01. Applying the discrete scheme (19) to system (32) yields
u(k+1)n,j − u(k+1)n−1,j
1t
− u
(k+1)
n,j+1 − 2u(k+1)n,j + u(k+1)n,j−1
1x2
= e
u(k)n−1,j
10(1+u(k)n−1,j) (33)
where n = 1, 2, . . . , 99, and j = 1, 2, . . . , 99. The discrete scheme (20) for system (31) on the same grid is
un,j − un−1,j
1t
− un,j+1 − 2un,j + un,j−1
1x2
= e
un−1,j
10(1+un−1,j) , (34)
and the set of {un,j|n = 1, 2, . . . , 99, j = 1, 2, . . . , 99} is taken as the reference solution. Then, we define
e(k) = max
1≤n≤99
max
1≤j≤99
|u(k)n,j − un,j|,
and it is used to describe the error of the kth WR iteration for system (31). Fig. 3 displays the iteration error of the WR
scheme (33) and the corresponding theoretical upper bound on errors, where the theoretical bound is C
k
k! e
(0), with C = 0.1
and e(0) = 0.874.
Now, we compare the convergence behavior of the WR scheme (32) with that of the classical WR algorithm for system
(31) to show the advantages of the new approach.
By discretizing the x variable of system (31) on the same above spatial grid, we obtain a system of ODEs as follows
du⃗(t)
dt
= 1
1x2
B1u⃗(t)+ f⃗ (u⃗(t)), 0 < t < 1,
u⃗(0) = (sin(πx1), sin(πx2), . . . , sin(πx99))T,
(35)
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Fig. 3. The convergence of the newWR algorithm for system (31): the error e(k) as a function of the iteration index k.
where xi, i = 0, . . . , 100 are the grid nodes, ui(t) is an approximation of u(xi, t), and u⃗(t) = (u1(t), . . . , u99(t))T is the
vector of unknowns. Note that for the derivation of (35), we have sin(πx0) = sin(πx100) = 0, which is coherent with the
boundary condition of system (31).
We decouple system (35) into r sub-systems, and denote the scale of each sub-system as s(=99/r). For convenience, the
constant s is supposed to be an integer. We denote
B1 =

C1 C2 0
CT2 C1
. . .
. . .
. . . C2
0 CT2 C1
 ,
where,
C1 =

−2 1 0
1 −2 . . .
. . .
. . . 1
0 1 −2

s×s
, C2 =

0 0
...
. . .
0
. . .
. . .
1 0 · · · 0

s×s
.
Then the scheme of the classical Gauss–Seidel WR algorithm for system (35) is
du⃗(k+1)(t)
dt
= 1
1x2
B2u⃗(k+1)(t)+ 1
1x2
B3u⃗(k)(t)+ f⃗ (u⃗(k)(t)), 0 < t < 1,
u⃗(k+1)(0) = (sin(πx1), sin(πx2), . . . , sin(πx99))T,
(36)
where
B3 =

0 C2 0
0 0
. . .
. . .
. . . C2
0 0 0

99×99
, B2 = B1 − B3.
The initial guess is chosen as u⃗(0)(t) ≡ (sin(πx1), sin(πx2), . . . , sin(πx99))T.
In order to accelerate the convergence of the WR process, windowing technique is employed when solving system (36)
numerically. We first decompose the time domain [0, 1] into 100 time windows, and then on each time window carry out
one step of the scheme as follows
du⃗(k+1)n − u⃗(k+1)n−1
1t
= 1
1x2
B2u⃗(k+1)n +
1
1x2
B3u⃗(k)n + f⃗ (u⃗(k)n−1).
The error is defined in the same way as e(k). Fig. 4 shows the comparison of the convergence behaviors of the new WR
algorithm and the classical Gauss–Seidel WR algorithmwith different values of r . It can be found from the comparison that,
the newWR algorithm we proposed needs much fewer iterations.
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Fig. 4. Comparison of the convergence behaviors of the newWR algorithmwith the classical Gauss–Seidel WR algorithm (with windowing technique) for
system (31).
Example 6.2. In this example, we compute a reaction–diffusion equation which results from combustion theory on a two-
dimensional spatial area. For simplicity, we restrict the spatial area to be a square area, i.e.Ω = [0, 1] × [0, 1], and satisfies
homogeneous boundary conditions on the boundary of the area.
∂v
∂t
− ∂
2v
∂x2
− ∂
2v
∂y2
= e v1+v , 0 < x, y < 1, 0 < t < 1,
v(x, y, t) = 0, (x, y) ∈ ∂Ω, 0 ≤ t ≤ 1,
v(x, y, 0) = sin(πx) sin(πy), (x, y) ∈ Ω.
(37)
The iterative scheme of the newWR algorithm for system (37) is
∂v(k+1)
∂t
− ∂
2v(k+1)
∂x2
− ∂
2v(k+1)
∂y2
= e v
(k)
1+v(k) , 0 < x, y < 1, 0 < t < 1,
v(k+1)(x, y, t) = 0, (x, y) ∈ ∂Ω, 0 ≤ t ≤ 1,
v(k+1)(x, y, 0) = sin(πx) sin(πy), (x, y) ∈ Ω,
(38)
and the initial guess is chosen as u(0)(x, y, t) ≡ sin(πx) sin(πy), 0 ≤ t ≤ 1.
We first discretize the x and y variables with 1x = 1y = 150 and 1t = 1/100. Then we employ the finite difference
method for system (38) to obtain our approximation, and use the same method for system (37) as a reference solution. The
errors are measured in the same norms as we defined in Example 6.1. Fig. 5 displays the convergence behavior of the WR
algorithm (38) and its theoretical upper bound on errors, where the theoretical bound is C
k
k! e
(0), with C = 1 and e(0) = 0.627.
To compare the newWRalgorithmwith the classicalWR algorithm,wediscretize the x and y variables on the same spatial
grid, and denote by v⃗(t) the reshaped vectors of the approximations of {v(xi, yj, t), i, j = 1, . . . , 49}. The semi-discretization
of system (37) is
dv⃗(t)
dt
= 1
1x2
Dv⃗(t)+ f⃗ (v⃗(t)), 0 < t < 1,
v⃗(0) = (sin(πx1) sin(πy1), . . . , sin(πx1) sin(πy49), . . . , sin(πx49) sin(πy49))T,
(39)
where
D =

E I 0
I E
. . .
. . .
. . . I
0 I E

2401×2401
, E =

−4 1 0
1 −4 . . .
. . .
. . . 1
0 1 −4

49×49
,
and I ∈ R49×49 is an identity matrix.
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Fig. 5. The convergence of the newWR algorithm for system (37): the error versus iteration number.
Fig. 6. Comparison of the convergence behaviors of the newWR algorithmwith the classical Gauss–Seidel WR algorithm (with windowing technique) for
system (37).
According to the structure of the matrix D, a typical scheme of the classical Gauss–Seidel WR algorithm for system (39)
is 
dv⃗(k+1)(t)
dt
= 1
1x2
D1v⃗(k+1)(t)+ 1
1x2
D2v⃗(k)(t)+ f⃗ (v⃗(k)(t)), 0 < t < 1,
v⃗(k+1)(0) = (sin(πx1) sin(πy1), . . . , sin(πx1) sin(πy49), . . . , sin(πx49) sin(πy49))T,
(40)
where
D1 =

E 0 0
I E
. . .
. . .
. . . 0
0 I E
 , D2 =

0 I 0
0 0
. . .
. . .
. . . I
0 0 0
 .
When solving system (40), we decompose the time domain [0, 1] into 100 windows, and one step of the backward Euler
method is used on eachwindow. Fig. 6 demonstrates the comparison of the convergence behaviors of the newWR algorithm
and the classical Gauss–Seidel WR algorithm. Obviously, the newWR algorithm we proposed needs much fewer iterations
than the classical WR algorithm to achieve the same accuracy.
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Fig. 7. The error in Example 6.3. Left: the error of u versus iteration number, right: the error of v versus iteration number. k0 is the number ofWR iterations
on each time window.
Example 6.3. To exhibit the acceleration of the windowing technique to the new WR algorithm, we compute coupled
reaction–diffusion equations modeling predator–prey interactions as follows,
∂u
∂t
− ∂
2u
∂x2
= u(1− u)− uv
0.3+ u , 0 < x < 1, 0 < t < 1,
∂v
∂t
− ∂
2v
∂x2
= −0.8v + 2uv
0.3+ u , 0 < x < 1, 0 < t < 1,
u(0, t) = u(1, t) = 0, v(0, t) = v(1, t) = 0, 0 ≤ t ≤ 1,
u(x, 0) = 0.4 sin(πx), v(x, 0) = 0.9 sin(πx), 0 ≤ x ≤ 1.
(41)
We decompose the time domain [0, 1] into N windows [Ti, Ti+1], i = 0, 1, . . . ,N − 1. On each window we implement the
following iterative scheme,
∂u(k+1)i
∂t
− ∂
2u(k+1)i
∂x2
= u(k)i (1− u(k)i )−
u(k)i v
(k)
i
0.3+ u(k)i
, 0 < x < 1, Ti < t < Ti+1,
∂v
(k+1)
i
∂t
− ∂
2v
(k+1)
i
∂x2
= −0.8v(k)i +
2u(k)i v
(k)
i
0.3+ u(k)i
, 0 < x < 1, Ti < t < Ti+1,
u(k+1)i (0, t) = u(k+1)i (1, t) = 0, v(k+1)i (0, t) = v(k+1)i (1, t) = 0, Ti ≤ t ≤ Ti+1,
u(k+1)i (x, Ti) = u(k0)i−1 , v(k+1)i (x, 0) = v(k0)i−1 , 0 ≤ x ≤ 1, k = 0, 1, . . . , k0 − 1,
(42)
where k0 is the number of WR iterations on each window, and u
(k0)
−1 (x, 0) = 0.4 sin(πx), v(k0)−1 (x, 0) = 0.9 sin(πx), 0 ≤
t ≤ 1.
We discretize x and t variables with 1x = 1100 , 1t = 196 , and take finite difference method on each window to get the
approximation of system (42). The same finite differencemethodwith the same grid size is applied for system (41) to obtain
a reference solution. Fig. 7 displays the error as a function of the number of WR iterations with different values of N .
7. Conclusions
A newWR algorithm for semi-linear reaction–diffusion equations has been presented. An upper bound on the iteration
errors, which indicates the superlinear convergence of the algorithm, has been given. By comparing theoretically and
numerically, the new WR algorithm needed much fewer iterations than the classical WR algorithm. Furthermore, the
convergence rate of the newWR algorithmdid not deterioratewhen the spatial gridwas refined.Meanwhile, the parallelism
of the WR algorithm could be preserved.
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