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HIGHER-POWER HARMONIC MAPS AND SECTIONS
A. RAMACHANDRAN AND C. M. WOOD
In memoriam Anand.
Abstract. The variational theory of higher-power energy is developed for
mappings between Riemannian manifolds, and more generally sections of sub-
mersions of Riemannian manifolds, and applied to sections of Riemannian
vector bundles and their sphere subbundles. A complete classification is then
given for left-invariant vector fields on 3-dimensional unimodular Lie groups
equipped with an arbitrary left-invariant Riemannian metric.
1. Introduction
In their definitive paper on harmonic mappings of Riemannian manifolds [4],
Eells and Sampson remark: “Although the present work is devoted primarily to
the (energy) functional E and its extremals, there will be the indications that we
will want ultimately to consider other types of energy of maps.” Interestingly, and
to the best of our knowledge unbeknown to the authors of [4], a couple of years
earlier Skyrme had used one of those “other types of energy” as a constituent of
a mathematically tractable model for the nucleon [23]. The ‘skyrmion’ model has
since gained popularity in the physics and mathematical physics communities; see
for example [6, 10, 24, 25, 35]. However, despite this, and intense interest in the
theory of harmonic maps, so far there has been little work on establishing a general
theory of the “other types of energy” mentioned in [4]. In this paper we will make
some moves in this direction.
Let ϕ : (M, g) → (N, h) be a smooth mapping of Riemannian manifolds, with
dimM = m. Viewing the 2-tensors g and ϕ∗h as morphisms TM → T ∗M , the
energy of ϕ is obtained by integrating (globally, or locally, depending on whether
M is compact) the trace of the tensor field α = g−1ϕ∗h (sometimes known as the
Cauchy-Green tensor [24]). The higher-power energies of ϕ are obtained by inte-
grating the higher-degree elementary invariants of α, the terminology reflecting that
these correspond to higher exterior powers of dϕ. Geometrically, therefore, they
measure the extent to which ϕ deforms higher-dimensional infinitesimal volume. In
particular, the highest-power energy measures the deformation by ϕ of full volume,
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and although it does not coincide with the volume functional has the same critical
points (Remark 2.4); cf. the relationship between energy and length when m = 1.
Furthermore, higher-power energies allow the generalisation to higher dimensions
of some well-known properties of standard energy when m = 2, such as conformal
invariance and area majorisation (Propositions 2.5 and 2.7, Corollary 2.8, Example
2.9).
More generally, let π : (P, k) → (M, g) be a smooth submersion of Riemannian
manifolds, and let σ : M → P be a smooth section. At the outset, the Riemannian
metrics g, k are not assumed to have any compatibility properties; for example,
π is not necessarily a Riemannian submersion [17], or semi-conformal as in the
theory of harmonic morphisms [5]. Nor is π assumed to be a fibre bundle, or locally
trivial, and there are no assumptions on the geometry of its fibres. Nevertheless
it is possible to define higher-power vertical energies, as measurements of the total
twisting of σ, in the sense of deviation from horizontality. The details of these
constructions are presented in §2, where we also introduce the families of Newton
tensors associated to ϕ and σ; these play an important roˆle in the subsequent
variational theory.
In §3 we derive the Euler-Lagrange equations for the higher-power energy func-
tionals, and thereby characterise higher-power harmonic maps. For any integer
r = 1, . . . ,m we refer to the critical points of the r-th higher-power energy (ie. the
functional obtained from the r-th elementary invariant of α) as r-power harmonic
maps, or more briefly r-harmonic maps. (We are aware of the overlap in terminol-
ogy with the, somewhat different, variational theory of ‘p-energy’ [3, Chapter 3],
[1], [15], with which we shall not be concerned.) We refer to the Euler-Lagrange
operator τr(ϕ) as the r-th tension field of ϕ (Definition 2.10). In contrast to [4], in
this paper we make no attempt to explore the analytic properties of τr(ϕ) (such as
existence of solutions, unique continuation, etc.), and simply remark that for r > 1
it is a second order quasi-linear semi-elliptic partial differential operator.
The r-harmonic map equations (Theorem 2.12) emerge as a corollary (Exam-
ple 3.4) of more general computations for the first variation of higher-power ver-
tical energy with respect to variations through sections (Theorems 3.3 and 3.6).
The Euler-Lagrange equations for this constrained variational problem characterise
what we choose to call r-harmonic sections. Our derivation is analogous to the
coordinate-free approach for harmonic maps used in [2], albeit more subtle. Specif-
ically, the analogue in this context of the second fundamental form (of a mapping)
is no longer symmetric, its asymmetry being a manifestation of the curvature of
the submersion π (Definition 3.1). This notion of curvature, although somewhat
unorthodox at this level of generality, encodes essentially the same geometric and
topological information as the second fundamental form of a Riemannian submer-
sion (Proposition 3.5, cf. Lemma 3.10); it coincides with the standard definition of
curvature when, for example, π is a vector bundle with linear connection (Remarks
4.2). The appearance of curvature in the r-harmonic section equations (Theorem
3.6) expresses the interaction of the section with the extrinsic geometry of the fi-
bres of π. Although in general unrealistic to assume that π is flat (ie. its curvature
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vanishes; cf. Proposition 3.5, Theorem 5.1), if π has totally geodesic (t.g.) fibres
the equations simplify to the vanishing of the r-th vertical tension field of σ (Def-
inition 2.14); this is the case for most commonly encountered examples, such as
fibre bundles with Kaluza-Klein geometry (Remarks 3.7).
It is also of interest to study sections that are r-harmonic maps. Since these
are critical points of an unconstrained variational problem, the Euler-Lagrange
operator τr(σ) acquires a horizontal component, which may be deconstructed when
π is a Riemannian submersion with t.g. fibres (Theorem 3.12). Interestingly, the
curvature of π also appears here, simplifying this time when σ is a flat section
(Definition 3.1), a condition that generalises flatness of π, and horizontality of
σ (Remarks 3.2), although still somewhat restrictive (Theorem 5.1). Under the
same hypotheses (viz. π a Riemannian submersion with t.g. fibres) the vertical
component of τr(σ) fragments into a linear combination of the r-th vertical tension
field and those of lower degree (Theorem 3.9), prompting the definition of a twisted
r-skyrmion (Definition 3.8). It is notable that both components of τr(σ) involve the
divergence of a relevant Newton tensor, which, in contrast to the Newton tensors
associated to the shape operator of an isometric immersion or the covariant Hessian
of a smooth function [20, 21, 22], does not in general vanish (see for example
Theorem 5.5 and Lemma 5.13); indeed, for mappings, the divergence of the (r−1)-
st Newton tensor is the principle obstruction to a totally geodesic map being r-
harmonic (Remark 2.19). We conclude Section 3 with a characterisation of r-
harmonicity for flat sections, and in particular a synopsis of the horizontal case
(Theorem 3.13).
In §4 the results of §3 are interpreted for Riemannian vector bundles, equipped
with their natural (Sasaki) geometry. We prove two rigidity results: for bundles
with compact base (Theorem 4.5), and for sections of constant length (Corollary
4.14). These generalise phenomena that are familiar when r = 1 [11, 16, 32]: ‘rigid’
sections are those that are r-parallel (Definition 4.4), becoming more ‘flexible’ as r
increases (see for example Theorem 5.3). For a section of constant length, rigidity
can be mitigated by working within the corresponding sphere subbundle, a proven
methodology when r = 1 [7]; intuitively, reducing the class of variations increases
the likelihood of critical points. In this case, higher-power energies may be regarded
as measurements of ‘total bending’ [31]. The Euler-Lagrange equations for this
restricted variational problem are obtained in Theorem 4.12, the ‘untwisted version’
of which yields a characterisation of r-harmonic maps into spheres (Corollary 4.16)
generalising [26], a potentially interesting topic for further study.
The primary example of a Riemannian vector bundle is of course the tangent
bundle of a Riemannian manifold, equipped with the Levi-Civita connection, and in
§5 we examine in detail the various facets of the foregoing theory in the context of
invariant vector fields σ on a 3-dimensional Lie group G, which for simplicity we as-
sume to be unimodular and endowed with a left-invariant metric. The algebraic and
geometric properties of G were worked out, beautifully, by Milnor in [14] (presented
here as ’Milnor’s list’), using techniques that effectively reduce our computations to
classical vector algebra, which as far as possible we try to keep coordinate-free and
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geometrically cogent. (Further simplification via the Principle of Symmetric Criti-
cality [18] is however not possible, since in the majority of cases G is non-compact.)
Assuming without loss of generality that σ has unit length (Corollary 4.15), we re-
fer to r-harmonic sections of the unit tangent bundle UG→ G as r-harmonic unit
vector fields, generalising terminology used when r = 1 [7]. Denoting the set of
r-harmonic invariant unit fields by Hr, we obtain a highly geometric classification
of H2 (Theorem 5.7), and recover the classification of H1 obtained in [8], which
we recast in a more geometric light (Theorem 5.8). En route we calculate the first
vertical Newton tensor, and observe precisely when it is solenoidal (Theorem 5.5).
We identify the subsets Zr ⊆ Hr of absolute minimum r-th vertical energy (viz.
the r-parallel invariant vector fields), which by rigidity are precisely the invariant
r-harmonic sections of the full tangent bundle TG → G (Theorem 5.3), and ob-
serve that Hr = Hr−1 ∪ Zr for r = 2, 3 (Corollary 5.9), a feature that we suspect
is rather specific to this example. A comprehensive classification based on Ricci
curvature is then presented (Corollary 5.9), from which we explicitly determine Hr
and Zr for each geometry on Milnor’s list. We then discover which σ are twisted
skyrmions (Theorem 5.12), and use this to classify the invariant unit fields that are
r-harmonic maps G → UG for r = 1, 2, 3 (Theorem 5.14). When r = 3 these are
precisely the invariant minimal immersions, and we recover results of [28].
The paper is a development of research carried out in [19, 32]. All manifolds,
mappings, bundles etc. are assumed smooth (C∞), and to simplify notation, with
one notable exception all connections are denoted by (undecorated) ∇.
2. Higher-power energy and Newton tensors
Let A be a m×m (real) matrix, with characteristic polynomial:
χA(λ) = det(A− λ1) =
m∑
k=0
(−1)kεm−k(A)λ
k.
Thus ε0(A) = 1, ε1(A) = trace(A), εm(A) = det(A), and in general the r-th
elementary invariant εr(A) is a GLm-invariant homogeneous polynomial of degree
r, the sum of the leading r × r minors of A. The elementary invariants may be
characterised recursively; for example:
ε2(A) =
∑
i<j(AiiAjj −AijAji) =
1
2
∑
i,j(AiiAjj −AijAji)
= 12 (trace(A)
2 − trace(A2)), (2.1)
and in general by the Newton-Girard identity [30, p. 81]:
rεr(A) =
r∑
k=1
(−1)k−1εr−k(A) ε1(A
k). (2.2)
The r-th Newton polynomial of A is the following interpolant of χA(λ):
χr(λ) = χA,r(λ) =
r∑
k=0
(−1)kεr−k(A)λ
k. (2.3)
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Thus χ0(λ) = 1, χ1(λ) = trace(A) − λ, and in general χr(λ) may be characterised
recursively by:
χr(λ) = εr(A)− λχr−1(λ). (2.4)
By GLm-invariance, εr(α) and χα,r(λ) are defined for any linear endomorphism
α of anm-dimensional (real) vector space V . Evaluation of the Newton polynomials
(of α) at α yields an associated family of Newton endomorphisms χr(α) : V → V .
In particular, χ0(α) = 1V , χ1(α) = trace(α)1V −α, and χm(α) = 0 by the Cayley-
Hamilton Theorem. For future use we record the following identities.
Lemma 2.1. For all integers r = 1, . . . ,m:
i) εr(1 + α) = εr(α) + (m− r + 1)εr−1(α) + · · ·+
(
m−1
r−1
)
ε1(α) +
(
m
r
)
.
ii) χr(1 + α) = χr(α) + (m− r)χr−1(α) + · · ·+
(
m−2
r−1
)
χ1(α) +
(
m−1
r
)
1V .
iii) χcα,r(cα) = c
rχα,r(α), for all c ∈ R.
Proof. (i) follows by expanding the characteristic polynomial χ1+A(λ) = χA(λ− 1)
and inspecting coefficients, where A is any matrix representing α. (ii) and (iii)
follow inductively from (2.4), using the homogeneity of the elementary invariants
to obtain (iii). 
We record two further useful properties of Newton endomorphisms, the first of
which is an immediate consequence of Newton’s identity (2.2).
Lemma 2.2. For all r = 1, . . . ,m:
trace(α ◦ χr−1(α)) = rεr(α).
Secondly, suppose αt is a differentiable 1-parameter family of endomorphisms of
V , with ‘variation vector’ βt = dαt/dt (another endomorphism). The elementary
invariants of αt are then differentiable R-valued functions (of t). Clearly:
d
dt
ε1(αt) = trace(βt) = trace(βt ◦ χ0(αt)),
and by (2.1):
d
dt
ε2(αt) = trace(αt) trace(βt)− trace(βt ◦ αt) = trace(βt ◦ χ1(αt)).
In general:
Lemma 2.3. [20, Lem. A] For all r = 1, . . . ,m:
d
dt
εr(αt) = trace(βt ◦ χr−1(αt)).
Now let ϕ : (M, g)→ (N, h) be a smooth mapping of Riemannian manifolds, and
let α be the self-adjoint (1, 1)-tensor on M metrically dual to ϕ∗h:
g(α(X), Y ) = ϕ∗h(X,Y ), (2.5)
for all X,Y ∈ X(M). The elementary invariants of α, computed pointwise on
tangent spaces, define smooth R-valued functions on M , which, being dependent
primarily on ϕ (assuming g and h are fixed) will be denoted εr(ϕ) : M → R for all
r = 1, . . . ,m = dimM . Likewise, the Newton endomorphisms of α define a family
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of self-adjoint (1, 1)-tensors on M , which we denote by νr(ϕ) and refer to as the
Newton tensors of ϕ. If {ei} is a local orthonormal tangent frame of (M, g) then:
ε1(ϕ) =
∑
i g(α(ei), ei) =
∑
i h(dϕ(ei), dϕ(ei)) = ‖dϕ‖
2.
Furthermore by (2.1) and (2.5):
ε2(ϕ) =
1
2
∑
i,j
(
|dϕ(ei)|
2|dϕ(ej)|
2 − h(dϕ(ei), dϕ(ej))
2
)
= 12
∑
i,j |dϕ(ei) ∧ dϕ(ej)|
2
=
∑
i<j |(dϕ ∧ dϕ)(ei ∧ ej)|
2
= ‖dϕ ∧ dϕ‖2,
and by Newton’s identity (2.2):
εr(ϕ) = ‖(dϕ)
r‖2, (2.6)
where:
(dϕ)r = dϕ ∧ · · · ∧ dϕ,
the r-th exterior power, viewed as an r-form onM with values in ∧r(ϕ−1TN), where
ϕ−1TN →M is the pullback bundle. Thus εr(ϕ) may be interpreted geometrically
as the average infinitesimal distortion by ϕ of squared r-volume, with εr(ϕ)x = 0
precisely when rank dϕx < r. Observing that
1
2 ε1(ϕ) is the energy density of ϕ, we
define the r-th higher-power energy of ϕ, or more briefly the r-th energy, by:
Er(ϕ) =
1
2
∫
M
εr(ϕ) vol(g),
for all integers r = 1, . . . ,m, assuming for convenience that M is compact. Then
Er is non-negative, and its zeroes are precisely the mappings ϕ with rankϕ < r
everywhere. Critical points of Er will be called r-power harmonic maps, or more
briefly r-harmonic maps.
Remark 2.4. Since εm(ϕ) is the square of the volume density v(ϕ), unless ϕ is an
isometric immersion Em(ϕ) is not the volume of ϕ. In particular, unlike the volume
functional, Em depends on both g and h. Nevertheless the two functionals have the
same critical points; see for example Theorem 5.14.
It has been known ab initio [4, p. 126] that when m = 2 the energy functional
is conformally invariant; that is, dependent only on the conformal structure of the
domain. Higher-power energies exhibit this in higher dimensions.
Proposition 2.5. If m = 2r then Er(ϕ) is conformally invariant. The converse
holds provided rankϕ > r somewhere.
Proof. For clarity in this context, we write εr(ϕ) = εr(ϕ, g) and Er(ϕ) = Er(ϕ, g).
If ρ : M → R+ is a continuous function with ρ2 smooth, then by the homogeneity
of the elementary invariants:
εr(ϕ, ρ
2g) = ρ−2rεr(ϕ, g).
Since the volume element transforms:
vol(ρ2g) = ρm vol(g),
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it follows that:
Er(ϕ, ρ
2g)− Er(ϕ, g) =
1
2
∫
M
(
ρm−2r − 1
)
εr(ϕ, g) vol(g), (2.7)
which vanishes if m = 2r. Conversely, if rankϕ > r somewhere then εr(ϕ, g) > 0
on an open set, so if (2.7) vanishes for all ρ then certainly m− 2r = 0. 
It is also well-known that when m = 2 energy majorises area, with equality
precisely for mappings that are weakly conformal [4, p. 126], [12]. Again, higher-
power energies generalise this to higher dimensions.
Definition 2.6. A mapping ϕ is r-conformal if ϕ is conformal on an open subset,
away from which rankϕ < r; thus 1-conformality is equivalent to weak conformality.
Proposition 2.7. If m = 2r then εr(ϕ) >
(
m
r
)
v(ϕ), with equality precisely when
ϕ is r-conformal.
Proof. Let {ei} be a local g-orthonormal tangent frame diagonalising α, and set
ρi = ‖dϕ(ei)‖; the eigenvalues of α are therefore ρ 2i . Then:
0 6
∑
µ∈Sm
(ρµ(1) · · · ρµ(r) − ρµ(r+1) · · · ρµ(m))
2
= (r!)2
(
εr(ϕ) −
(
m
r
)
ρ1 · · · ρm
)
= (r!)2
(
εr(ϕ) −
(
m
r
)
v(ϕ)
)
.
If ϕ is r-conformal then for all x ∈ M either ϕ∗h(x) = ρ(x)2g(x), in which case
ρ1(x) = · · · = ρm(x) = ρ(x), or rank dϕx < r, in which case at least r + 1 of the
ρi(x) vanish. In either case:
ρµ(1)(x) · · · ρµ(r)(x)− ρµ(r+1)(x) · · · ρµ(m)(x) = 0, (2.8)
for all permutations µ ∈ Sm, hence εr(ϕ) =
(
m
r
)
v(ϕ). Conversely, given the system
(2.8), if one of the ρi(x) vanishes then so do at least r others, whereas if no ρi(x)
vanishes then all are equal; thus ϕ is r-conformal. 
Corollary 2.8. Suppose m = 2r and ϕ : M → (N, h) is a r-conformal map of a
compact conformal manifold M . If ϕ is a local (resp. global) minimiser of volume
then ϕ is a local (resp. global) minimum of Er with respect to any Riemannian
metric g in the conformal class of M ; in particular, ϕ is a r-harmonic map.
Example 2.9. Let ϕ : M → (N, h) be a calibrated immersion of a compact 2r-
manifold into a calibrated Riemannian manifold. Then ϕ is a minimum of Er with
respect to any metric on M conformal to ϕ∗h.
The Newton tensors of ϕ may be used to define higher-power tension fields:
Definition 2.10. The r-th tension field of ϕ is the following section of ϕ−1TN :
τr(ϕ) = trace∇(dϕ ◦ νr−1(ϕ)) =
∑
i∇ei(dϕ ◦ νr−1(ϕ))(ei),
for all r = 1, . . . ,m.
Remark 2.11. Since ν0(ϕ) is the identity we have:
τ1(ϕ) = trace∇dϕ = τ(ϕ),
the usual tension field of harmonic map theory [4].
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The following result is a consequence of Theorem 3.3 below (see Example 3.4).
Theorem 2.12. A smooth mapping ϕ of Riemannian manifolds is a r-harmonic
map if and only if τr(ϕ) = 0.
We now generalise the situation as follows. Let π : (P, k)→ (M, g) be a smooth
submersion of Riemannian manifolds, with dimP = p. The tangent bundle of P
then splits as an orthogonal direct sum:
TP = V ⊕H ,
where V = kerdπ, and we refer (as usual) to V (resp. H ) as the vertical (resp.
horizontal) distribution. Thus, every tangent vector A ∈ TP splits:
A = Av +Az , (2.9)
where Av ∈ V and Az ∈ H .
Suppose σ is a smooth section of π. The vertical derivative of σ is:
dvσ(X) = (dσ(X))v, (2.10)
for all X ∈ X(TM); thus dvσ may be regarded as a section of T ∗M ⊗ σ−1V .
The horizontal derivative dzσ is defined similarly. The vertical energy of σ is then
defined:
Ev(σ) =
1
2
∫
M
‖dvσ‖2 vol(g).
The zeroes of Ev are precisely the horizontal sections, and stationary points of
Ev with respect to variations through sections are often referred to as harmonic
sections; [33] et seq. Taking α now to be the vertical Cauchy-Green tensor of σ:
g(α(X), Y ) = k(dvσ(X), dvσ(Y )), (2.11)
and denoting the elementary invariants of α by εvr(σ) : M → R, we define the r-th
vertical energy of σ by:
E vr (σ) =
1
2
∫
M
εvr(σ) vol(g), (2.12)
for all r = 1, . . . ,m.
Definition 2.13. A section is r-horizontal if its vertical derivative has rank every-
where less than r
The zeroes of E vr are precisely the r-horizontal sections; some examples are given
in Theorem 5.3. It follows that E vr is trivial for all r > p − m, the dimension of
the fibres of π; however since r 6 m this arises only if p < 2m (see also Corollary
4.14). Critical points of E vr with respect to variations through sections will be called
r-power harmonic sections, or more briefly r-harmonic sections.
The Newton endomorphisms of α again define a family self-adjoint (1, 1)-tensors
on M , which we call the vertical Newton tensors of σ and denote by νvr (σ). The
higher-power vertical tension fields of σ are then defined:
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Definition 2.14. The r-th vertical tension field of σ is the following section of
σ−1V :
τvr (σ) = trace∇
v(dvσ ◦ νvr−1(σ)) =
∑
i∇
v
ei
(dvσ ◦ νvr−1(σ))(ei),
where ∇v is the pullback of the linear connection in the vector bundle V → P
obtained by orthogonally projecting the Levi-Civita connection of (P, k).
Remark 2.15. Since νv0 (σ) is the identity we have:
τv1 (σ) = trace∇
vdvσ = τv(σ),
the vertical tension field [34], whose vanishing characterises harmonic sections in
most commonly encountered situations (Theorem 3.6 describes the general case).
Definitions 2.16. If Q is a 2-tensor on M , possibly vector bundle-valued, and T
is a self-adjoint (1, 1)-tensor, then the T -twisted trace of Q is:
trace
T
Q =
∑
iQ(ei, T ei) =
∑
iQ(Tei, ei).
The divergence of T is the following vector field:
div T = trace∇T =
∑
i∇eiT (ei).
An elementary calculation allows higher-power tension fields to be expressed as
a twisted trace, at the expense of the divergence of the Newton tensor.
Theorem 2.17. For all r = 1, . . . ,m:
τvr (σ) = traceν∇
vdvσ + dvσ(divν),
where ν = νvr−1(σ).
Applying Theorem 2.17 to the graph of a mapping yields:
Corollary 2.18. If ϕ is a smooth map then for all r = 1, . . . ,m:
τr(ϕ) = traceν∇dϕ+ dϕ(divν),
where ν = νr−1(ϕ).
Remarks 2.19.
1) The Newton tensors of maps/sections are typically not solenoidal; see for exam-
ple Theorem 5.5 and Lemma 5.13.
2) If ϕ is a totally geodesic map then dϕ has constant rank [29] so K(ϕ) = ker dϕ
is a vector subbundle of TM . Then ϕ is a r-harmonic map precisely when
divν is a section of K(ϕ), where ν = νr−1(ϕ); thus divν is the obstruction
modulo K(ϕ) for ϕ to be r-harmonic. In particular, a harmonic map need not
necessarily be r-harmonic for r > 1.
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3. Higher-power harmonic sections, and curvature
Let ϑv : TP → V and ϑz : TP → H denote the orthogonal projection mor-
phisms; thus for all A ∈ TP :
ϑv(A) = Av, ϑz(A) = Az .
An exterior derivative dv and coderivative δv on the space of V -valued differential
forms on P are obtained from the connection ∇v in the bundle V → P , in the
usual way.
Now let σt be a smooth 1-parameter variation of σ through sections, defined for
all t in some open interval I about 0 ∈ R, with σ0 = σ and associated homotopy:
Σ: M × I → N ; Σ(x, t) = σt(x).
Let Vt be the variation field:
Vt(x) =
∂Σ
∂t
∣∣∣
(x,t)
= dΣ(∂t(x, t)),
where ∂t is the unit vector field on M × I in the positive R-direction. Thus Vt is
a section of the pullback bundle σ −1t V →M ; in particular, V = V0 is a section of
σ−1V . The vertical second fundamental form of Σ is defined
∇vdvΣ(E,F ) = ∇v
E
(dvΣ(F ))− dvΣ(∇
E
F ),
for all E,F ∈ X(M × I), where dvΣ is the vertical derivative; cf. equation (2.10).
This is a Σ−1V -valued 2-tensor on M × I, but unlike the second fundamental form
of a mapping is typically not symmetric; its asymmetry is measured by the exterior
derivative:
dvdvΣ(E,F ) = ∇vdvΣ(E,F )−∇vdvΣ(F,E). (3.1)
If ϑv is viewed as a V -valued 1-form on P then:
dvΣ = ϑv ◦ dΣ = Σ∗ϑv,
hence:
dvdvΣ = Σ∗dvϑv. (3.2)
Definition 3.1. The curvature form of π is the V -valued 2-form Θ = dvϑv on P ,
whose pullback to a σ−1V -valued 2-form σ∗Θ on M is the curvature of σ. The
submersion π is flat if Θ = 0, and the section σ is flat if σ∗Θ = 0. It will sometimes
be convenient to convert the curvature form Θ into a 3-tensor θ on P , as follows:
θ(A,B)C = k(A,Θ(B,C)), (3.3)
for all A,B,C ∈ X(P ).
Remarks 3.2.
1) If π is flat then clearly so are all its sections; for an interesting converse see
Theorem 5.1.
2) Definition 3.1 agrees with standard terminology in the familiar setting of a vector
bundle with linear connection (Remarks 4.2 (2) and 4.3).
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3) The canonical example of a flat submersion is a Riemannian product, projected
onto either factor.
4) If π is a Riemannian submersion then π is flat if and only if π is totally geodesic
(Proposition 3.5 and Lemma 3.10).
5) Evaluating equation (3.2) at t = 0 shows that a section σ is flat precisely when
its vertical second fundamental form ∇vdvσ is symmetric; see also Remarks
4.8 (2). Thus flatness of sections generalises horizontality.
6) Further ramifications of flatness, both of a submersion and its sections, appear
in Theorems 3.3 and 3.12.
For any vector field X on M let X¯ denote the natural extension to M × I:
X¯(x, t) = dit(X(x)),
where it is the inclusion:
it : M →M × I; x 7→ (x, t).
Then:
∇
∂t
X¯ = 0 = ∇
X¯
∂t. (3.4)
The following result is an interim but nonetheless useful expression for the first
variation of higher-power vertical energy.
Theorem 3.3. For all integers r = 1, . . . ,m:
d
dt
∣∣∣
t=0
E vr (σt) = −
∫
M
(
k(τvr (σ), V ) + traceν θ(dσ, dσ)V
)
vol(g),
where ν = νvr−1(σ) and θ is the curvature 3-tensor defined in (3.3). Thus if π is
flat then σ is a r-harmonic section precisely when τvr (σ) = 0.
Proof. We first compute the variation tensor βt of αt, as follows:
g
(
βt(X), Y
)
= ∂t.k
(
dvΣ(X¯), dvΣ(Y¯ )
)
= k
(
∇vdvΣ(∂t, X¯), d
vσt(Y )
)
+ k
(
dvσt(X),∇
vdvΣ(∂t, Y¯ )
)
, by (3.4)
= k
(
∇vdvΣ(X¯, ∂t) + d
vdvΣ(∂t, X¯), d
vσt(Y )
)
+ k
(
dvσt(X),∇
vdvΣ(Y¯ , ∂t) + d
vdvΣ(∂t, Y¯ )
)
, by (3.1)
= k
(
∇v
X
Vt +Θ(Vt, dσt(X)), d
vσt(Y )
)
+ k
(
dvσt(X),∇
v
Y
Vt +Θ(Vt, dσt(Y ))
)
, by (3.2) and (3.4).
Then by Lemma 2.3:
d
dt
∣∣∣
t=0
εvr(σt) = trace(β ◦ ν) =
∑
i g
(
β(νei), ei
)
=
∑
i k
(
∇v
ei
V +Θ(V, dσ(νei)), dvσ(ei)
)
+
∑
i k
(
dvσ(νei),∇veiV +Θ(V, dσ(ei))
)
= 2k
(
dvV, dvσ ◦ ν
)
− 2 traceν θ(dσ, dσ)V, by (3.3).
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Finally, by Stokes’ Theorem:∫
M
k(dvV, dvσ ◦ ν) vol(g) =
∫
M
k
(
V, δv(dvσ ◦ ν)
)
vol(g)
= −
∫
M
k(V, τvr (σ)) vol(g),
by Definition 2.14 of higher-power vertical tension. 
Example 3.4. The Euler-Lagrange equations for higher-power harmonic maps
ϕ : (M, g) → (N, h) (Theorem 2.12) may be obtained by applying Theorem 3.3
when (P, k) is the Riemannian product (M × N, g × h) and σ is the graph of ϕ.
Since π is flat the curvature term drops out, leaving the first variation in divergence
form:
d
dt
∣∣∣
t=0
Er(ϕt) = −
∫
M
h(τr(ϕ), v) vol(g), (3.5)
where v is the variation field of ϕt at t = 0.
We now establish the basic geometric properties of the curvature form Θ. Let A
denote the collective shape operator for the fibres of π:
A
H
V = −ϑv(∇
V
H), (3.6)
for all vertical (resp. horizontal) vector fields V (resp.H) on P . The following result
generalises (with a twist) a well-known characterisation of the second fundamental
form of a Riemannian submersion (cf. Lemma 3.10).
Proposition 3.5. If V,W (resp. H,K) are vertical (resp. horizontal) vector fields
on P then:
i) Θ(V,W ) = 0;
ii) Θ(V,H) = −A
H
V ;
iii) Θ(H,K) = −ϑv[H,K].
Thus π is flat precisely when π has t.g. fibres and integrable horizontal distribution.
Proof. Let ϑ : TP → TP denote the identity morphism. Then:
ϑ = ϑv + ϑz,
hence:
Θ = dvϑv = ϑv(dϑ− dϑz) = −ϑvdϑz ,
since dϑ is the torsion of the Levi-Civita connection of (P, k). Therefore, for all
A,B ∈ X(P ):
Θ(A,B) = −ϑv
(
∇
A
(Bz)−∇
B
(Az)− [A,B]z
)
= ϑv(∇
B
(Az)−∇
A
(Bz)).
Now (i) is clear, and (iii) follows since ∇ is torsion-free. For (ii) note that:
Θ(V,H) = ϑv(∇
V
H) = −A
H
V. 
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We extend A to a V -valued 2-tensor on P , by precomposing with the appropriate
projections:
A(A,B) = A
Az
Bv.
The first variation of higher-power vertical energy may now be written in divergence
form, and the Euler-Lagrange equations extracted.
Theorem 3.6. Let σ be a section of a submersion π : (P, k)→ (M, g) of Riemann-
ian manifolds, and let σt be a smooth 1-parameter variation of σ through sections,
with σ0 = σ and variation field V at t = 0. Then for all r = 1, . . . ,m:
d
dt
∣∣∣
t=0
E vr (σt) = −
∫
M
k(τvr (σ) + traceν (σ
∗A), V ) vol(g),
where ν = νvr−1(σ). Thus σ is a r-harmonic section if and only if:
τvr (σ) + traceν(σ
∗A) = 0.
If π has t.g. fibres then σ is a r-harmonic section precisely when τvr (σ) = 0.
Proof. Write Wi = d
vσ(νei) and Hi = dzσ(ei). Then by Proposition 3.5 (i), (ii):
traceν θ(dσ, dσ)V =
∑
i k(Wi,AHiV ) =
∑
i k(AHiWi, V )
=
∑
i k
(
A(dσ(ei), dσ(νei)), V
)
= k(traceν(σ
∗A), V ).
The result now follows from Theorem 3.3. 
Remarks 3.7.
1) If ν = νvr−1(σ) we have the following identity (a generalisation of Lemma 2.2 in
this situation):
k(dvσ ◦ ν(X), dvσ(Y )) = k(ιX(dvσ)r, ιY (dvσ)r),
where the interior products on the right hand side are (r− 1)-forms on M with
values in ∧r−1(σ−1V ). Thus σ is r-horizontal if and only if dvσ◦ν = 0, in which
case both pieces of the Euler-Lagrange operator vanish, corroborating the fact
that r-horizontal sections are r-harmonic sections.
2) In most applications, π is a fibre bundle with connection and k is a ‘Kaluza-
Klein’ metric, in which case π is a Riemanannian submersion with t.g. fibres
[29] (see also Remark 4.2 (3)).
It is interesting to compare the notion of higher-power harmonic sections with
sections that are higher-power harmonic maps. In [23] it was proposed to use the
2-nd energy (of a map) as a perturbation of the standard (1-st) energy, and in this
spirit we make the following:
Definition 3.8. A section σ is a twisted r-skyrmion with coupling constants
c1, . . . , cr ∈ R, ci > 0, c1, cr 6= 0, if σ is a critical point with respect to varia-
tions through sections of the hybrid functional:
c1E
v
1 (σ) + c2E
v
2 (σ) + · · ·+ crE
v
r (σ).
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Theorem 3.9. Let σ be a section of a Riemannian submersion with t.g. fibres.
Then for all r = 1, . . . ,m:
εr(σ) = ε
v
r(σ) + (m− r + 1)ε
v
r−1(σ) + · · ·+
(
m−1
r−1
)
εv1(σ) +
(
m
r
)
,
and for all r = 1, . . . ,m− 1:
νr(σ) = ν
v
r (σ) + (m− r)ν
v
r−1(σ) + · · ·+
(
m−2
r−1
)
νv1 (σ) +
(
m−1
r
)
1.
Furthermore the vertical component of τr(σ) is:
τr(σ)
v = τvr (σ) + (m− r + 1)τ
v
r−1(σ) + · · ·+
(
m−1
r−1
)
τv1 (σ).
Thus σ is a r-harmonic map precisely when σ is a twisted r-skyrmion with coupling
constants ci =
(
m−i
r−i
)
and the horizontal component of τr(σ) vanishes.
Proof. For clarity in this context, let α (resp. αv) denote the Cauchy-Green (resp.
vertical Cauchy-Green) tensor of σ. Since π is a Riemannian submersion:
g(α(X), Y ) = k(dσ(X), dσ(Y ))
= k(dvσ(X), dvσ(Y )) + k(dzσ(X), dzσ(Y ))
= g(αv(X), Y ) + g(X,Y ).
Thus α = 1 + αv, and the expressions for εr(σ) and νr(σ) follow from Lemma 2.1.
Then τr(σ)
v follows by expanding Er(σ) as a sum of higher-power vertical energies
and comparing the first variations for each using (3.5) and Theorem 3.6. 
When r = 1 Theorem 3.9 simplifies to:
τ(σ)v = τv(σ);
thus σ is a harmonic map precisely when σ is a harmonic section and the hor-
izontal component τ(σ)z vanishes. This is familiar, for example, in the theory
of ‘harmonic unit vector fields’, in which context τ(σ)z may be expressed as a
‘twisted Ricci curvature’ [7]. In fact this (second) link with curvature generalises
fairly comprehensively (Theorem 3.12). To analyse τr(σ)
z we will need the follow-
ing well-known decomposition of the second fundamental form of a Riemannian
submersion, compiled from results of [9, 17, 29].
Lemma 3.10. Suppose π : (P, k) → (M, g) is a Riemannian submersion. If H,K
(resp. V,W ) are horizontal (resp. vertical) vector fields on P then:
i) ∇dπ(H,K) = 0;
ii) ∇dπ(V,W ) = −dπ(∇
V
W );
iii) g(∇dπ(V,H), dπ(K)) = 12 k(V, [H,K ]).
In particular, π is a t.g. map if and only if π is flat.
Lemma 3.11. Let σ be a section of a Riemannian submersion π : (P, k)→ (M, g)
with t.g. fibres. Then for all X,Y, Z ∈ X(M):
2g(dπ ◦ ∇dσ(X,Y ), Z) = σ∗θ(X,Y )Z + σ∗θ(Y,X)Z,
where θ is the curvature 3-tensor defined in (3.3).
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Proof. Successive differentiation of the equation π ◦ σ = 1M yields:
∇dπ(dσ, dσ) + dπ ◦ ∇dσ = 0.
Applying first Lemma 3.10:
g(dπ ◦ ∇dσ(X,X), Z) = −g
(
∇dπ(dσ(X), dσ(X)), Z
)
= −2g
(
∇dπ(dvσ(X), dzσ(X)), Z
)
= −k(dvσ(X), [dzσ(X), dzσ(Z)]),
and then Proposition 3.5:
= k
(
dvσ(X),Θ(dzσ(X), dzσ(Z))
)
= k
(
dσ(X),Θ(dσ(X), dσ(Z))
)
= σ∗θ(X,X)Z, by (3.3).
The identity follows by polarisation. 
Applying Lemma 3.11 to Corollary 2.18, in conjunction with Theorem 3.9, allows
us to characterise the harmonicity of flat sections.
Theorem 3.12. If σ is a section of a Riemannian submersion π : (P, k)→ (M, g)
with t.g. fibres then the horizontal component of τr(σ) is given by:
g(dπ ◦ τr(σ), X) = g(divν , X) + traceνσ
∗θ(·, ·)X,
for all X ∈ X(M), where ν = νr−1(σ). In particular, if σ is flat then:
dπ ◦ τr(σ) = divν ,
so σ is a r-harmonic map precisely when σ is a twisted r-skyrmion with coupling
constants ci =
(
m−i
r−i
)
and the full Newton tensor νr−1(σ) is solenoidal.
Since horizontal sections are flat (Remarks 3.2) we obtain the following synopsis
of the horizontal case.
Theorem 3.13. Let σ be a section of a submersion π of Riemannian manifolds.
i) If σ is r-horizontal then σ is a r-harmonic section.
ii) If π is a Riemannian submersion with t.g. fibres and σ is horizontal then σ is a
r-harmonic map for all r = 1, . . . ,m.
Proof. Part (i) follows from Remark 3.7 (1). Part (ii) follows from Theorem 3.12.
For, if σ is horizontal then σ is a r-harmonic section for all r, hence a twisted
r-skyrmion for any coupling. Furthermore, all vertical Newton tensors of σ vanish,
so the full Newton tensor νr−1(σ) is a constant multiple of the identity (Theorem
3.9), hence solenoidal. 
Remark 3.14. In certain situations Theorem 3.13 becomes rigid; see for example
Theorem 4.5 and Corollary 4.14.
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4. Higher-power harmonic sections of Riemannian vector bundles
We interpret the results of Section 3 when the submersion π is a Riemannian
vector bundle; that is, a vector bundle π : E →M equipped with a linear connection
∇ and holonomy-invariant fibre metric 〈·, ·〉. Our analysis makes heavy use of the
associated connection map, which we briefly review. The square of E [27] is the
pullback bundle π−1E → E :
π−1E = {(v, w) ∈ E × E : π(v) = π(w)},
which may be equipped with the pullbacks of both ∇ and the fibre metric. The
connection map for ∇ is the π−1E -valued 1-form κ on E defined for all A ∈ TE by:
κ(A) = ∇
A
χ, (4.1)
where χ is the diagonal section of the square bundle, defined for all v ∈ E by:
χ(v) = (v, v).
Then κ is surjective and κ|V = ι, where ι : V → π−1E is the canonical isomorphism,
obtained by amalgamating the canonical identifications of vertical tangent spaces
with the fibre of E to which they are tangent. Given a Riemannian metric g on M ,
the Riemannian metric of choice on E is the Sasaki metric, defined:
k(A,B) = g(dπ(A), dπ(B)) + 〈κ(A), κ(B)〉, (4.2)
for all A,B ∈ X(E ). Then π is a Riemannian submersion with H = kerκ, the
horizontal distribution of ∇. The curvature form K of ∇ is the exterior covariant
derivative of κ:
K(A,B) = d∇κ(A,B) = ∇
A
(κB)−∇
B
(κA)− κ[A,B]
= R∇(A,B)χ, (4.3)
where R∇ is the curvature tensor of ∇. Thus K is a π−1E -valued 2-form on E ; we
note two of its properties.
Proposition 4.1.
i) K is horizontal; that is, K(A,B) = 0 whenever A or B is vertical.
ii) K measures the failure of κ to intertwine the Levi-Civita connection of the
Sasaki metric with the linear connection in E :
∇
A
(κB)− κ(∇
A
B) = 12K(A,B).
Proof. (i) is standard, and (ii) follows, after some computation, from the Koszul
characterisation of the Levi-Civita connection (in which the holonomy-invariance
of 〈·, ·〉 is crucial). 
Remarks 4.2.
1) Since κ|V = ι it follows from Proposition 4.1 that the canonical isomorphism is
connection-preserving:
∇
A
(ιV ) = ι(∇v
A
V ), (4.4)
for all vertical vector fields V on E . This fact is crucial.
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2) Proposition 4.1 confirms that Definition 3.1 of the curvature form Θ is consistent
with established terminology:
ι ◦Θ(A,B) = ι ◦ dvϑv(A,B)
= ι∇v
A
(ϑvB)− ι∇v
B
(ϑvA)− ι ◦ ϑv[A,B]
= ∇
A
(κB)−∇
B
(κA)− κ[A,B], by (4.4)
= K(A,B). (4.5)
3) Placing (4.5) alongside Propositions 4.1 and 3.5 confirms that π has t.g. fibres
(see also Remark 3.7).
Now let σ be a section of π. Equation (4.1) yields the characteristic property:
ι ◦ dvσ(X) = κ(dσ(X)) = ∇
X
σ, (4.6)
for all X ∈ TM , after the natural identification of σ−1π−1E with E . Thus σ is
horizontal precisely when σ is parallel.
Remark 4.3. From (4.3) and (4.5):
ι ◦ σ∗Θ(X,Y ) = R∇(X,Y )σ. (4.7)
Thus σ is flat (Definition 3.1) precisely when R∇(X,Y )σ = 0 for all X,Y ∈ X(M).
Plugging (4.6) into (2.11) yields the vertical Cauchy-Green tensor:
g(α(X), Y ) = 〈∇
X
σ,∇
Y
σ〉, (4.8)
from which it follows that:
εvr(σ) = ‖(∇σ)
r‖2, (4.9)
where:
(∇σ)r = ∇σ ∧ · · · ∧ ∇σ,
the r-fold exterior product.
Definition 4.4. A section σ is r-parallel if the rank of ∇σ is strictly less than r.
Thus σ is 1-parallel if and only if σ is parallel in the usual sense, and by (4.6) σ is
r-parallel precisely when σ is r-horizontal (Definition 2.13).
When M is compact Theorem 3.13 becomes rigid.
Theorem 4.5. Let σ be a section of a Riemannian vector bundle with compact
base, equipped with the Sasaki metric. For all r = 1, . . . ,m:
i) σ is a r-harmonic section if and only if σ is r-parallel.
ii) σ is a r-harmonic map if and only if σ is parallel.
Proof. Consider the variation:
σt = (1 + t)σ, t > −1.
Then by (4.9):
εvr(σt) = (1 + t)
2r‖(∇σ)r‖2,
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hence by (2.12):
d
dt
∣∣∣
t=0
E vr (σt) = r
∫
M
‖(∇σ)r‖2 vol(g),
which yields (i). By Theorem 3.9:
d
dt
∣∣∣
t=0
Er(σt) = 2
∫
M
(
r‖(∇σ)r‖2 + · · ·+
(
m−1
r−1
)
‖∇σ‖2
)
vol(g),
hence σ is a r-harmonic map precisely when ∇σ = 0. 
Remarks 4.6.
1) Theorem 4.5 is well-known when r = 1: if M is compact every harmonic section
of E is parallel [11, 16, 32].
2) There is a generalisation to the non-compact environment for sections of constant
length (Corollary 4.14).
For a general characterisation of r-harmonic sections, we use the canonical iso-
morphism to realise the higher-power vertical tension fields as sections of π:
Tr(σ) = ι ◦ τ
v
r (σ), (4.10)
and recall the second covariant derivative:
∇2
X, Y
σ = ∇
X
(∇
Y
σ) −∇
∇XY
σ, (4.11)
which entwines the linear connection in π and the Levi-Civita connection of (M, g).
Theorem 4.7. Let σ be a section of a Riemannian vector bundle E , equipped with
the Sasaki metric. Then:
Tr(σ) = traceν∇
2σ +∇divνσ,
where ν = νvr−1(σ), and σ is a r-harmonic section if and only if Tr(σ) = 0.
Proof. Applying the canonical isomorphism to Theorem 2.17, and using (4.6):
Tr(σ) = ∇divνσ + ι(traceν∇
vdvσ).
By Proposition 4.1:
ι∇vdvσ(X,Y ) = ι∇v
X
(dvσ(Y ))− ι ◦ dvσ(∇
X
Y )
= ∇
X
(∇
Y
σ) −∇σ(∇
X
Y ), by (4.4) and (4.6)
= ∇2
X,Y
σ. (4.12)
Hence:
ι(traceν∇
vdvσ) = traceν∇
2σ.
The characterisation of r-harmonic sections follows from Theorem 3.6, since π has
t.g. fibres. 
Remarks 4.8.
1) If r = 1 then Theorem 4.7 yields the familiar characterisation ∇∗∇σ = 0 for
harmonic sections σ, where ∇∗∇ = − trace∇2 is the rough Laplacian.
2) From equation (4.12) in the proof of Theorem 4.7, the curvature R∇(·, ·)σ is the
antisymmetrisation of the vertical second fundamental form of σ; thus the latter
is symmetric if and only if σ is flat (see also Remarks 3.2).
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Corollary 4.9. With the same hypotheses as Theorem 4.7, if σ is a r-harmonic
section of E then so is cσ for all c ∈ R.
Proof. If σˆ = cσ then αˆ = c2α by (4.8), and by the homogeneity of the vertical
Newton tensor (Lemma 2.1):
νˆ = νvr−1(σˆ) = χr−1(αˆ) = c2r−2 χr−1(α) = c2r−2ν .
Therefore by Theorem 4.7:
Tr(σˆ) = c
2r−1 Tr(σ), (4.13)
from which the result follows. 
Remark 4.10. The r-harmonic sections of E do not generally constitute a linear
subspace if r > 1; see however Theorem 5.3 and Remark 5.4 (2).
We also interpret the expression for the horizontal component of τr(σ) from
Theorem 3.12. For any E -valued 1-form η on M we define the Ricci-type E -valued
1-form Sη by:
Sη(X) =
∑
iR
∇(X, ei)η(ei). (4.14)
Theorem 4.11. The horizontal component of τr(σ) is given by:
g(dπ ◦ τr(σ), X) = g(divν , X) + 〈Sη(X), σ〉,
for all X ∈ X(M), where ν = νr−1(σ) and η = (∇σ)◦ν . In particular, if E = TM
equipped with the standard Riemannian structure then:
dπ ◦ τr(σ) = divν +
∑
iR(σ, η(ei))ei,
where R is the Riemann tensor.
Proof. By equations (4.6) and (4.7) and the holonomy-invariance of ∇:
σ∗θ(Y, Z)X = 〈∇
Y
σ,R∇(Z,X)σ〉 = 〈R∇(X,Z)∇
Y
σ, σ〉.
Therefore since ν is self-adjoint:
traceν σ
∗θ(·, ·)X =
∑
i〈R
∇(X, ei)∇νeiσ, σ〉 = 〈Sη(X), σ〉.
The result now follows from Theorem 3.12 and additional symmetries of the Rie-
mann tensor. 
The rigidity of Theorem 4.5 may be mitagated for sections of constant length
q > 0 (topology permitting) by restricting the entire variational problem to the
sphere subbundle:
S E (q) = {v ∈ E : 〈v, v〉 = q2}.
The metric on S = S E (q) is simply the restriction of the Sasaki metric. It follows
from holonomy-invariance of the fibre metric of E that S is a holonomy-invariant
subbundle; hence the horizontal distribution of E is tangent to S , and therefore
coincides with the horizontal distribution of S . This simplifies things considerably;
for example, the vertical derivative of a section σ of S is unchanged if σ is regarded
as a section of E , and consequently so are its higher-power vertical energies and
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vertical Newton tensors. There will however be a change in the higher-power vertical
tension fields, which we analyse via the first variation.
Theorem 4.12. Suppose σ is a section of E with constant length q > 0. Then σ is
a r-harmonic section of the sphere bundle S E (q) if and only if Tr(σ) is a pointwise
multiple of σ. The Euler-Lagrange equations are:
Tr(σ) = −
r
q2
‖(∇σ)r‖2σ,
where Tr(σ) is given by Theorem 4.7.
Proof. By Theorem 3.6 and definition (4.2) of the Sasaki metric:
d
dt
∣∣∣
t=0
E vr (σt) = −
∫
M
〈Tr(σ), ιV 〉 vol(g). (4.15)
Now ιV is a section ζ of E , which since σt is a variation through sections of constant
length satisfies:
〈ζ, σ〉 =
d
dt
∣∣∣
t=0
〈σt, σ〉 =
1
2
d
dt
∣∣∣
t=0
〈σt, σt〉 = 0.
Conversely, if ζ is a section of E pointwise orthogonal to σ then it is possible
to construct a variation of σ in S with variation field ιV = ζ, for example by
appropriately rescaling σ + tζ. It follows that σ is a r-harmonic section of S if
and only if Tr(σ) = fσ for some smooth function f : M → R. Since σ has constant
length and the fibre metric is holonomy-invariant:
〈∇
X
σ, σ〉 = 0, 〈∇2
X, Y
σ, σ〉 = −〈∇
X
σ,∇
Y
σ〉 = −〈α(X), Y 〉,
by (4.8). Therefore by Theorem 4.7:
q2f = 〈Tr(σ), σ〉 = 〈traceν∇
2σ, σ〉 = − trace(α ◦ ν)
= −rεvr(σ) = −r‖(∇σ)
r‖2,
by Lemma 2.2 and equation (4.9). 
Remarks 4.13.
1) When r = q = 1 the Euler-Lagrange equations of Theorem 4.12 reduce to:
∇∗∇σ = ‖∇σ‖2σ, (4.16)
familiar from [31, 34] and subsequent papers on ‘harmonic unit vector fields’ [7].
2) Theorem 4.12 shows in effect that the higher-power vertical tension fields of a
section σ of S are obtained by orthogonally projecting onto TS those of σ
when regarded as a section of E , as we would expect.
Corollary 4.14. Suppose σ is a section of E with constant length. Then σ is a r-
harmonic section of E if and only if σ is r-parallel. In particular, σ is a r-harmonic
section of E for all r > rankE .
Proof. If σ is a non-zero r-harmonic section of E then it follows from Theorems 4.7
and 4.12 that σ is a r-harmonic section of S with (∇σ)r = 0. Furthermore, since
σ has constant length and the fibre metric is holonomy-invariant, ∇σ takes values
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in the corank 1 subbundle σ⊥ ⊂ E and therefore has rank strictly less than p−m;
so σ is r-parallel for all r > p−m. 
Corollary 4.15. Let σ be a section of E with constant length q > 0. Then σ is a
r-harmonic section of S E (q) if and only if σ/q is a r-harmonic section of S E (1).
Proof. If σˆ = σ/q it follows from equation (4.13) in the proof of Corollary 4.9 that
Tr(σ) is a multiple of σ if and only if Tr(σˆ) is a multiple of σˆ. 
The following result generalises the well-known characterisation of harmonic
maps into spheres [26]:
Corollary 4.16. A mapping ϕ : (M, g)→ Sn is r-harmonic precisely when:
traceνHϕ + dϕ(divν) + r‖(dϕ)
r‖2ϕ = 0,
where Hϕ is the Hessian of ϕ viewed as a map M → Rn+1 and ν = νr−1(ϕ).
Note. From Corollary 4.14, a mapping ϕ : (M, g) → Rn+1 of constant length is
r-harmonic if and only if rankϕ < r.
5. Higher-power harmonic vector fields on 3-dimensional Lie groups
Suppose now that M is a 3-dimensional Lie group, henceforward denoted G,
which for simplicity we assume to be unimodular. Let g be a left-invariant Rie-
mannian metric, and E = TG with the standard Riemannian structure; ie. 〈·, ·〉 = g
and ∇ is the Levi-Civita connection. We refer to a r-harmonic section of E as a
r-harmonic vector field. We will restrict attention to invariant (ie. left-invariant)
vector fields σ, which therefore have constant length, and hence may also be re-
garded as sections of S E (q) where q = |σ|. By Corollary 4.15 it suffices to consider
q = 1, and therefore confine attention to r-harmonic sections of the unit tangent
bundle UG; we refer to these as r-harmonic unit vector fields.
We briefly review the geometry and algebraic structure of (G, g), following [14]
(see also [13]). A choice of orientation determines a unique ‘cross product’ × on
the Lie algebra g; the Lie structure map L : g → g is then the unique linear map
satisfying:
L(ϕ× ψ) = [ϕ, ψ], (5.1)
for all ϕ, ψ ∈ g. Then L is self-adjoint precisely when G is unimodular; a positively-
oriented orthonormal eigenbasis (σ1, σ2, σ3) of g with L(σi) = λiσi therefore satisfies
the commutation relations:
[σi, σj ] = ǫijk λkσk, (5.2)
where ǫijk is the Levi-Civita symbol. We refer to the eigenvalues λi as the principal
structure constants of (G, g), the eigenvectors σi as principal structure directions.
An invariant plane field p ⊂ g is a principal section if p is spanned by principal direc-
tions; such a p need not be an eigenspace of L. Since all 2-dimensional unimodular
Lie algebras are abelian, it follows from (5.1) and (5.2) that all 2-dimensional sub-
algebras h ⊂ g are principal sections, characterised by the vanishing of the principal
structure constant for the (principal) direction orthogonal to h.
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Being dependent on orientation, the principal structure constants are determined
only up to sign, and their relative signs classify g algebraically into one of:
su(2), sl(2), e(2), e(1, 1), nil, a, (5.3)
where e(2) (resp. e(1, 1)) is the Lie algebra of the isometry group of the Euclidean
(resp. Minkowski) plane, nil is the Lie algebra of the Heisenberg group and a is the
3-dimensional abelian Lie algebra.
The Milnor numbers of (G, g) are defined:
µi =
1
2 (λ1 + λ2 + λ3)− λi. (5.4)
The Levi-Civita connection is then characterised on principal structure directions:
∇
σi
σj = ǫijk µiσk. (5.5)
In particular, the σi are geodesic vector fields (although not in general Killing). If:
σ = a1σ1 + a2σ2 + a3σ3, ai ∈ R,
we define the Milnor map M : g→ g by:
M(σ) = µ1a1σ1 + µ2a2σ2 + µ3a3σ3,
noting thatM is well-defined (up to orientation) since λi = λj if and only if µi = µj .
For any positive integer r we abbreviate the r-th iterate of M :
σ(r) =M r(σ) = µ r1 a1σ1 + µ
r
2 a2σ2 + µ
r
3 a3σ3. (5.6)
It then follows from (5.5) that:
∇
ϕ
σ = ϕ(1) × σ, (5.7)
for all ϕ ∈ g.
The principal structure directions are also principal Ricci directions, with prin-
cipal Ricci curvatures:
ρi = Ric(σi, σi) = 2µjµk, (5.8)
for {i, j, k} = {1, 2, 3}. It follows that Ric is non-degenerate if and only if M is
invertible, and the Ricci kernel n has dimension 0, 2 or 3; if 2-dimensional, n is a
principal section, although not in general a subalgebra or an eigenspace of L. The
principal sectional curvatures are:
Kij = K(σi, σj) =
1
2 (ρi + ρj − ρk) = (µi + µj)µk − µiµj , (5.9)
and the Riemann tensor is characterised:
R(σi, σj)σ = −ǫijkKij σk × σ = Kij(ajσi − aiσj). (5.10)
The following list (‘Milnor’s list’) summarises the geometric possibilities for each
of the six classes of unimodular Lie algebra. We assume that λ1 > λ2 > λ3, with
no fewer λi positive than negative.
a : all structure constants vanish; all left-invariant metrics are flat.
nil : λ1 > 0 and λ2 = λ3 = 0. Then ρ2 = ρ3 < 0 and ρ1 = −ρ2.
e(1, 1): λ1 > 0, λ2 = 0 and λ3 < 0. Then ρ1 = −ρ3 and ρ2 < −|ρ1|, with
ρ1 = ρ3 = 0 precisely when λ1 = −λ3.
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e(2) : λ1, λ2 > 0 and λ3 = 0. Then ρ1 = −ρ2 and −|ρ1| < ρ3 < 0, unless λ1 = λ2
in which case the metric is flat.
sl(2) : λ1, λ2 > 0 and λ3 < 0. Then ρ2 < 0 and ρ1ρ3 6 0, with the |ρi| distinct
unless:
λ1 = λ2 in which case ρ1 = ρ2;
λ1 = λ2 − λ3 in which case ρ1 = ρ3 = 0.
su(2) : λ1, λ2, λ3 > 0. Then ρ1 > 0 and ρ2ρ3 > 0, with the |ρi| distinct and
non-zero unless:
λ1 = λ2 = λ3 in which case ρ1 = ρ2 = ρ3;
λ1 = λ2 > λ3 in which case ρ1 = ρ2 > ρ3 > 0;
λ1 > λ2 = λ3 in which case ρ1 > ρ2 = ρ3, with ρ3 6= 0 unless λ1 = 2λ2;
λ1 = λ2 + λ3 in which case ρ2 = ρ3 = 0.
Notably, metrics with degenerate Ricci curvature occur in every class except nil,
but the only non-abelian flat metric occurs when g = e(2), and this metric is unique
up to homothety. We note also, from (5.2), that the derived subalgebra [g, g] of
g = e(2) is 2-dimensional; if G = E(2), the Euclidean group, it is the Lie algebra
of the translation subgroup.
Theorem 5.1. Suppose σ is a non-zero invariant vector field on (G, g). Then:
i) σ is flat if and only if (G, g) is flat.
ii) σ is parallel if and only if (G, g) is flat and σ is orthogonal to [g, g].
Proof.
i) If σ 6= 0 is flat then it follows from (5.10) that at least two principal sectional
curvatures vanish. Then by (5.9) two principal Ricci curvatures are equal and the
third vanishes. But dim n 6= 1 so all the ρi vanish, rendering (G, g) flat.
ii) From (5.7) and identities of classical vector algebra:
‖∇σ‖2 =
∑
i|∇σiσ|
2 =
∑
i µ
2
i |σi × σ|
2 =
∑
i µ
2
i (|σ|
2 − a 2i ). (5.11)
In the non-abelian flat case µ1 = µ2 = 0 but µ3 6= 0 (according to ‘Milnor’s list’),
so σ is parallel if and only if σ is a multiple of σ3, whereas [g, g] is generated by σ1
and σ2. 
It follows from Corollary 4.14 that Theorem 5.1 identifies all the invariant har-
monic vector fields on G; equivalently, the invariant zeroes of vertical energy. We
now extend this to higher-power vertical energy. To clarify terminology:
Definition 5.2. An invariant vector field σ is Ricci-flat if σ ∈ n (rather than the
weaker condition Ric(σ, σ) = 0).
Theorem 5.3. With the same hypotheses as Theorem 5.1, σ is a r-harmonic vector
field in precisely the following cases:
a) r = 1: (G, g) is flat and σ is orthogonal to [g, g].
b) r = 2: σ is Ricci-flat.
c) r = 3: all σ.
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Proof. Case (a) follows from Theorem 5.1 (ii), whereas (c) follows from Corollary
4.14 since TG has rank 3. By Corollary 4.14, σ is a 2-harmonic vector field pre-
cisely when σ is 2-parallel, and using (5.7) and (5.8) along with various well-known
identities of classical vector algebra we compute:
‖∇σ ∧ ∇σ‖2 =
∑
i<j
(
|∇
σi
σ|2|∇
σj
σ|2 − 〈∇
σi
σ,∇
σj
σ〉2
)
=
∑
i<j µ
2
i µ
2
j
(
|σi × σ|2 |σj × σ|2 − 〈σi × σ, σj × σ〉2
)
=
∑
i<j µ
2
i µ
2
j |(σi × σ)× (σj × σ)|
2
=
∑
i<j µ
2
i µ
2
j 〈σ, σi × σj〉
2 |σ|2
= 14 (ρ
2
1 a
2
1 + ρ
2
2 a
2
2 + ρ
2
3 a
2
3 )|σ|
2 = 14 |σ|
2 |Ric(σ)|2. (5.12)
Thus σ is 2-parallel precisely when Ric(σ) = 0. 
Remarks 5.4.
1) Non-trivial 2-harmonic invariant vector fields exist only if the Ricci curvature
degenerates. For example, it follows from ‘Milnor’s list’ that there are no such
vector fields if g = nil, or g = e(2) with non-flat metric.
2) If σ is Ricci-flat then the image of ∇σ is orthogonal to n, which since dim n 6= 1
therefore lies in a fixed (ie. independent of σ) rank 1 subbundle. This geometric
‘quirk’ explains the linearity of the space of 2-harmonic invariant vector fields,
contrary to general expectation (Remark 4.10).
We now consider the invariant r-harmonic unit vector fields. When r = 1 these
were classified in [8], which we revisit in Theorem 5.8 below. When r = 3 the
classification is tautologous: the 3-rd vertical energy is zero since the fibres of UG
are 2-dimensional. The outstanding case (r = 2) requires the 1-st vertical Newton
tensor, and its divergence.
Theorem 5.5. Let ν = νv1 (σ) for an invariant unit vector field σ. For all ϕ ∈ g:
i) ν(ϕ) = ‖M‖2ϕ− ϕ(2) + 〈ϕ, σ(1)〉σ(1) − |σ(1)|2ϕ.
ii) divν = σ(2) × σ(1).
Then ν is solenoidal in precisely the following situations:
a) σ is a principal structure direction;
b) σ is flat;
c) σ lies in a principal section orthogonal to the Ricci kernel n, when dim n = 2.
Note. Conditions (a), (b) and (c) are not mutually exclusive.
Proof.
i) From (2.4):
ν = εv1(σ) − α, (5.13)
where α is the vertical Cauchy-Green tensor. By (4.8) and (5.7), for all ϕ, ψ ∈ g:
〈α(ϕ), ψ〉 = 〈∇
ϕ
σ,∇
ψ
σ〉 = 〈ϕ(1) × σ, ψ(1) × σ〉
= 〈ϕ(1), ψ(1)〉 − 〈ϕ(1), σ〉〈ψ(1), σ〉, since |σ| = 1
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= 〈ϕ(2), ψ〉 − 〈ϕ, σ(1)〉〈σ(1), ψ〉.
Hence:
α(ϕ) = ϕ(2) − 〈ϕ, σ(1)〉σ(1). (5.14)
Furthermore, from (4.9) and (5.11):
εv1(σ) = ‖∇σ‖
2 = ‖M‖2 − |σ(1)|2. (5.15)
ii) Since the σi are geodesic, by Definition 2.16:
divν =
∑
i∇σi(νσi) =
∑
i µiσi × νσi, by (5.7)
=
∑
i〈σi, σ
(2)〉(σi × σ(1)), by (i)
= σ(2) × σ(1).
It follows that divν = 0 if and only if Mσ is an eigenvector of M . Since M has
the same eigenspaces as L, this is the case if σ is a principal structure direction,
and the converse holds if the Ricci curvature is non-degenerate (since M is then
invertible). At the other extreme, if (G, g) is flat then at least two Milnor numbers
vanish, so divν = 0 for all σ; by Theorem 5.1 (i) this is the case precisely when σ is
flat. If dim n = 2 then exactly one Milnor number vanishes, say µk, and divν = 0
precisely when σ lies in a principal section containing σk. 
The following expression for the second covariant derivative is a straightforward
consequence of equations (4.11) and (5.7).
Lemma 5.6. For all ϕ, ψ ∈ g we have:
∇2
ϕ,ψ
σ = 〈ϕ(1), σ〉ψ(1) − 〈ϕ(1), ψ(1)〉σ − (ϕ(1) × ψ)(1) × σ.
Theorem 5.7. Under the same hypotheses as Theorem 5.3, with σ of unit length:
−4 T2(σ) = |Ric(σ)|
2σ + Ric2(σ),
where Ric2 denotes the iterated Ricci endomorphism. Then σ is a 2-harmonic unit
vector field precisely when any of the following hold:
a) σ is a principal structure direction;
b) σ lies in a 2-dimensional subalgebra;
c) σ is Ricci-flat.
Proof. We develop the expression for T2(σ) from Theorem 4.7. By Theorem 5.5 (i):
traceν∇
2σ = ‖M‖2 trace∇2σ − trace
M2
∇2σ +∇2
Mσ,Mσ
σ − |σ(1)|2 trace∇2σ.
Now by Lemma 5.6:
∇2
σi, σi
σ = µ 2i aiσi − µ
2
i σ,
so:
trace∇2σ =
∑
i∇
2
σi, σi
σ = σ(2) − ‖M‖2σ, (5.16)
and:
trace
M2
∇2σ =
∑
i µ
2
i ∇
2
σi, σi
σ = σ(4) − ‖M‖4σ + 2ε2(M2)σ,
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where ε2(M
2) is simply the second elementary symmetric polynomial in µ 21 , µ
2
2 , µ
2
3 .
By Lemma 5.6 again:
∇2
Mσ,Mσ
σ = |σ(1)|2 σ(2) − |σ(2)|2σ − (σ(2) × σ(1))(1) × σ.
Applying Theorem 5.5 (ii) and equation (5.7) yields:
T2(σ) = B(σ)σ + ‖M‖
2σ(2) − σ(4),
where:
B(σ) = ‖M‖2 |σ(1)|2 − |σ(2)|2 − 2ε2(M
2),
after (somewhat remarkably) three pairs of cancellations, including all terms in-
volving ‖M‖4 and divν . Now:
B(σ) =
∑
i,j µ
2
i µ
2
j a
2
j −
∑
i µ
4
i a
2
i −
∑
i6=j µ
2
i µ
2
j
=
∑
i6=j µ
2
i µ
2
j (a
2
j − 1)
= 14
∑
i6=j ρ
2
i (a
2
j − 1), by (5.8)
= − 14
∑
i ρ
2
i (a
2
i + 1), since a
2
1 + a
2
2 + a
2
3 = 1
= − 14‖Ric‖
2 − 14 |Ric(σ)|
2.
Furthermore:
‖M‖2σ(2) − σ(4) =
∑
i6=j µ
2
i µ
2
j ajσj =
1
4
∑
i6=j ρ
2
i ajσj
= 14 (
∑
i ρ
2
i )σ −
1
4
∑
i ρ
2
i aiσi
= 14‖Ric‖
2σ − 14 Ric
2(σ).
Terms involving ‖Ric‖ cancel, leaving the stated formula for T2(σ).
It follows from Theorem 4.12 that σ is a 2-harmonic unit vector field precisely
when σ is an eigenvector of Ric2. The characterisation of the eigenspaces of Ric2
follows from the identities:
ρ 2i − ρ
2
j = 4(µ
2
j − µ
2
i )µ
2
k (5.17)
and:
µ 2i − µ
2
j = (λj − λi)λk, (5.18)
for {i, j, k} = {1, 2, 3}, bearing in mind equations (5.8) and (5.2). 
For comparison, we give a similar characterisation of the invariant harmonic unit
vector fields on G. This is simply a consequence of equation (5.16) in the proof of
Theorem 5.7, and Theorem 4.12 (see also [8, Lemma 5.1]), along with (5.18).
Theorem 5.8. Under the same hypotheses as Theorem 5.7:
T1(σ) =M
2(σ)− ‖M‖2σ,
where M2 is the iterated Milnor map. Then σ is a harmonic unit vector field
precisely when either of the following hold:
a) σ is a principal structure direction.
b) σ lies in a 2-dimensional subalgebra.
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Let § ⊂ g be the unit sphere, and for r = 1, 2, 3 denote by Hr ⊆ § the invariant
r-harmonic unit vector fields, and by Zr ⊆ Hr those of zero r-th vertical energy.
Then H3 = Z3, and comparing Theorems 5.3, 5.7 and 5.8 for r = 2 yields:
Corollary 5.9. Hr = Hr−1 ∪ Zr for r = 2, 3.
It follows from Theorem 5.7 (resp. Theorem 5.8) that the invariant r-harmonic
unit vector fields on (G, g) are determined by the absolute values of the principal
Ricci curvatures (resp. Milnor numbers) when r = 2 (resp. r = 1). From equations
(5.17) and (5.18), if the |ρi| are distinct then so are the λi, so the polar set:
P = {±σ1,±σ2,±σ3}
is well-defined. Furthermore if |ρk| is distinct from |ρi| and |ρj | for {i, j, k} =
{1, 2, 3} then λk is distinct from λi and λj , so the polar pair Pk = {±σk} and
corresponding equatorial circle:
Cij = {aiσi + ajσj : a
2
i + a
2
j = 1}
are well-defined. Theorems 5.3, 5.7 and 5.8 may now be summarised as follows:
Corollary 5.10.
i) Suppose the |ρi| are distinct. Then H1 = H2 = P and Z1 = Z2 = ∅.
ii) Suppose |ρi| = |ρj | 6= |ρk|. Then H1 = H2 = Cij ∪ Pk and Z1 = Z2 = ∅, unless
ρi = ρj = 0 and |µi| 6= |µj | in which case H1 = P and Z2 = Cij.
iii) Suppose |ρ1| = |ρ2| = |ρ3|. Then H1 = H2 = § and Z1 = Z2 = ∅, unless (G, g)
is flat in which case H1 = Cij∪Pk with Z1 = Pk and Z2 = § if G is non-abelian
with µk 6= 0, or Z1 = Z2 = § if G is abelian.
By placing Corollary 5.10 alongside ‘Milnor’s list’, and noting from (5.18) that
|µi| = |µj | if and only if λi = λj or λk = 0, we obtain the following scheme, which
should be compared to that of [8, Prop. 5.2].
a : Z1 = Z2 = H1 = H2 = §.
nil : H1 = H2 = § and Z1 = Z2 = ∅.
e(1, 1): H1 = H2 = C13 ∪ P2 and Z1 = Z2 = ∅, unless λ1 = −λ3 in which case
Z2 = C13.
e(2) : H1 = H2 = C12 ∪ P3 and Z1 = Z2 = ∅, unless λ1 = λ2 in which case
Z2 = H2 = § and Z1 = P3.
sl(2) : H1 = H2 = P and Z1 = Z2 = ∅, unless:
λ1 = λ2 in which case H1 = H2 = C12 ∪ P3;
λ1 = λ2 − λ3 in which case H2 = C13 ∪ P2 and Z2 = C13.
su(2) : H1 = H2 = P and Z1 = Z2 = ∅, unless:
λ1 = λ2 = λ3 in which case H1 = H2 = §;
λ1 = λ2 > λ3 in which case H1 = H2 = C12 ∪ P3;
λ1 > λ2 = λ3 6=
1
2λ1 in which case H1 = H2 = C23 ∪ P1;
λ2 = λ3 =
1
2λ1 in which case H1 = H2 = C23 ∪ P1 and Z2 = C23;
λ1 = λ2 + λ3 and λ2 6= λ3 in which case H2 = C23 ∪ P1 and Z2 = C23.
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Remark 5.11. Left-invariant metrics with H1 ( H2 are supported (only) on e(2),
sl(2) and su(2), and in each case H2 = H1 ∪ Z2, as expected.
Since H1 ⊆ H2, all invariant harmonic unit vector fields are twisted 2-skyrmions
in the bundle UG → G (Definition 3.8), for all coupling constants. In fact there
are no others.
Theorem 5.12. An invariant unit vector field σ is a twisted 2-skyrmion in the
unit tangent bundle precisely when σ ∈ H1.
Proof. By equation (4.15) for the first variation of higher-power vertical energy of
sections of vector bundles, and the argument used to prove Theorem 4.12, σ is a
twisted 2-skyrmion if and only if T1(σ) + c T2(σ) is a pointwise multiple of σ for
some c > 0, and by Theorems 5.7 and 5.8 this is the case precisely when σ is an
eigenvector of:
M2 −
c
4
Ric2 .
Now:
M2(σ)−
c
4
Ric2(σ) =
∑
i ηiaiσi,
where by (5.8):
ηi = µ
2
i − cµ
2
j µ
2
k ,
for {i, j, k} = {1, 2, 3}. Then:
ηi − ηj = (µ
2
i − µ
2
j )(1 + cµ
2
k ),
hence ηi = ηj if and only if |µi| = |µj |, so the classification scheme is identical to
that for H1. 
We conclude with a classification of all invariant higher-power harmonic maps
G → UG. This will ultimately require the 2-nd vertical Newton tensor and its
divergence.
Lemma 5.13. Suppose σ ∈ H1. Then for all ϕ ∈ g:
i) νv2 (σ) : ϕ 7→ ϕ
(4) − εv1(σ)ϕ
(2) + εv2(σ)ϕ + (ε
v
1(σ)− |σ
(1)|2)〈ϕ, σ(1)〉σ(1).
ii) div νv2 (σ) = (ε
v
1(σ)− |σ
(1)|2) div νv1 (σ).
Proof. Since σ ∈ H1 it follows from Theorem 5.8 that σ is an eigenvector of M2:
σ(2) = |σ(1)|2σ. (5.19)
From (2.4):
νv2 (σ) = ε
v
2(σ)− ε
v
1(σ)α + α
2,
where α is the vertical Cauchy-Green tensor. From (5.14):
α(ϕ) = ϕ(2) − 〈ϕ, σ(1)〉σ(1),
hence after simplification using (5.19):
α2(ϕ) = ϕ(4) − |σ(1)|2〈ϕ, σ(1)〉σ(1),
which yields the formula for νv2 (σ). Now, since the σi are geodesic:
div νv2 (σ) =
∑
i∇σi (ν
v
2 (σ)σi) = (ε
v
1(σ) − |σ
(1)|2)
∑
i〈σi, σ
(1)〉µiσi × σ(1)
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= (εv1(σ) − |σ
(1)|2)σ(2) × σ(1),
and the result follows from Theorem 5.5 (ii). 
Theorem 5.14. An invariant unit vector field σ is a r-harmonic map G→ UG if
and only if σ is a principal structure direction (r = 1, 2), or σ ∈ H1 (r = 3).
Proof. We work sequentially through the ‘powers’, leveraging our results as we go.
a) r = 1. It follows from Theorem 3.9 that σ is a harmonic map precisely when
σ ∈ H1 and dπ ◦ τ(σ) = 0. By Theorem 4.11 and equation (5.7):
dπ ◦ τ(σ) =
∑
iR(σ,∇σiσ)σi =
∑
i µiR(σ, σi × σ)σi, (5.20)
and by (5.10):
R(σ, σi × σ)σi = aiR(σi, σi × σ)σi =
∑
j,k ǫijk aiajR(σi, σk)σi
= −
∑
j,k ǫijk aiajKik σk. (5.21)
Now σ ∈ H1 if and only if σ is a principal structure direction or σ lies in a 2-
dimensional subalgebra (Theorem 5.8). If the former then σi may be chosen so that
two of the ai vanish, hence dπ ◦ τ(σ) = 0. If the latter then by (5.2) λk = 0 = ak
for some k, say for argument k = 1, so by (5.4):
µ2 =
1
2 (λ3 − λ2) = −µ3. (5.22)
Then by (5.9), (5.20) and (5.21):
dπ ◦ τ(σ) = −µ2a2a3(K12 +K13)σ1 = 2µ
3
2 a2a3 σ1, (5.23)
which by (5.22) vanishes precisely when σ is a principal structure direction.
b) r = 2. It follows from Theorems 3.9 and 5.12 that σ is a 2-harmonic map
precisely when σ ∈ H1 and dπ ◦ τ2(σ) = 0. By Theorem 3.9:
ν1(σ) = ν
v
1 (σ) + 2, (5.24)
hence by Theorem 4.11:
dπ ◦ τ2(σ) = div ν
v
1 (σ) + 2dπ ◦ τ(σ) +
∑
iR(σ, (∇σ) ◦ ν
v
1 (σ)σi)σi.
When σ ∈ H1 it follows from (5.13) and (5.14) that:
(∇σ) ◦ νv1 (σ)σi = (ε
v
1(σ)− µ
2
i )∇σiσ,
since by (5.7) and (5.19) the covariant derivative of σ along σ(1) vanishes. Therefore
by Theorem 4.11 and equation (5.7):
dπ ◦ τ2(σ) = (ε
v
1(σ) + 2)dπ ◦ τ(σ) + div ν
v
1 (σ) −
∑
i µ
3
iR(σ, σi × σ)σi.
If σ is a principal structure direction then νv1 (σ) is solenoidal by Theorem 5.5,
dπ ◦ τ(σ) = 0 by (a), and R(σ, σi × σ)σi = 0 by (5.21); hence dπ ◦ τ2(σ) = 0. If σ
lies in a 2-dimensional subalgebra, say λ1 = 0 = a1 and consequently µ2 = −µ3,
then by Theorem 5.5 and (5.23):
div νv1 (σ) = σ
(2) × σ(1) = −2µ 32 a2a3 σ1 = −dπ ◦ τ(σ). (5.25)
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Furthermore by (5.21) and (5.23):
∑
i µ
3
iR(σ, σi × σ)σi = −µ
3
2 a2a3(K12 +K13)σ1 = µ
2
2 dπ ◦ τ(σ). (5.26)
Therefore:
dπ ◦ τ2(σ) = (ε
v
1(σ)− µ
2
2 + 1)dπ ◦ τ(σ). (5.27)
By (5.11):
εv1(σ) = µ
2
1 + µ
2
2 , (5.28)
hence:
dπ ◦ τ2(σ) = (1 + µ
2
1 )dπ ◦ τ(σ),
which by (a) vanishes precisely when σ is a principal structure direction.
c) r = 3. Since τv3 (σ) = 0 it follows from Theorems 3.9 and 5.12 that σ is a
3-harmonic map precisely when σ ∈ H1 and dπ ◦ τ3(σ) = 0. By Theorem 3.9:
ν2(σ) = ν
v
2 (σ) + ν
v
1 (σ) + 1 = ν1(σ)− 1 + ν
v
2 (σ),
hence by Theorem 4.11:
dπ ◦ τ3(σ) = dπ ◦ τ2(σ)− dπ ◦ τ(σ) + div ν
v
2 (σ) +
∑
iR(σ, (∇σ) ◦ ν
v
2 (σ)σi)σi.
When σ ∈ H1 it follows from Lemma 5.13 that:
(∇σ) ◦ νv2 (σ)σi =
(
εv2(σ)− ε
v
1(σ)µ
2
i + µ
4
i
)
∇
σi
σ.
Therefore by Lemma 5.13 again, Theorem 4.11 and equation (5.7):
dπ ◦ τ3(σ) = dπ ◦ τ2(σ) + (ε
v
2(σ) − 1)dπ ◦ τ(σ) + (ε
v
1(σ) − |σ
(1)|2) div νv1 (σ)
−
∑
i(ε
v
1(σ) − µ
2
i )µ
3
i R(σ, σi × σ)σi.
If σ is a principal structure direction then each summand vanishes by (a) and (b).
If σ lies in a 2-dimensional subalgebra, with λ1 = 0 = a1 and µ2 = −µ3, then:
|σ(1)|2 =
∑
i µ
2
i a
2
i = µ
2
2 ,
hence by (5.27), (5.25), and (5.26):
dπ ◦ τ3(σ) = C(σ) dπ ◦ τ(σ),
where:
C(σ) = εv2(σ)− ε
v
1(σ)µ
2
2 + µ
4
2 .
By (5.12) and (5.8):
εv2(σ) =
1
4 |Ric(σ)|
2 = µ 21 µ
2
2 ,
hence by (5.28):
C(σ) = µ 21 µ
2
2 − (µ
2
1 + µ
2
2 )µ
2
2 + µ
4
2 = 0. 
Remark 5.15. The characterisation of invariant harmonic maps σ : G → UG
agrees with that of [8, Thm. 5.2]. Furthermore it was shown in [28, Prop. 3.1] and
[8, Cor. 5.3] that σ is a minimal immersion precisely when σ is a harmonic unit
field; ie. σ ∈ H1.
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