Cosmic distance determination from photometric redshift samples using
  BAO peaks only by Sridhar, Srivatsan & Song, Yong-Seon
MNRAS 000, 1–11 (2018) Preprint 15 July 2019 Compiled using MNRAS LATEX style file v3.0
Cosmic distance determination from photometric redshift
samples using BAO peaks only
Srivatsan Sridhar1? and Yong-Seon Song1
1Korea Astronomy & Space Science Institute 776, Daedeokdae-ro, Yuseong-gu, Daejeon, Republic of Korea (34055)
ABSTRACT
The galaxy distributions along the line-of-sight are significantly contaminated by
the uncertainty on redshift measurements obtained through multiband photometry,
which makes it difficult to get cosmic distance information measured from baryon
acoustic oscillations, or growth functions probed by redshift distortions. We investi-
gate the propagation of the uncertainties into large scale clustering by exploiting all
known estimators, and propose the wedge approach as a promising analysis tool to
extract cosmic distance information still remaining in the photometric galaxy sam-
ples. We test our method using simulated galaxy maps with photometric uncertainties
of σ0 = (0.01, 0.02, 0.03). The measured anisotropy correlation function ξ is binned
into the radial direction of s and the angular direction of µ, and the variations of
ξ(s, µ) with perpendicular and radial cosmic distance measures of DA and H
−1 are
theoretically estimated by an improved RSD model. Although the radial cosmic dis-
tance H−1 is unable to be probed from any of the three photometric galaxy samples,
the perpendicular component of DA is verified to be accurately measured even after
the full marginalisation of H−1. We measure DA with approximately 6% precision
which is nearly equivalent to what we can expect from spectroscopic DR12 CMASS
galaxy samples.
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1 INTRODUCTION
Since the discovery of the cosmic acceleration (Riess et al.
1998; Perlmutter et al. 1999), many theoretical models have
been proposed to explain the cause of it by introducing a
positive cosmological constant, a time varying dark energy
component, or a modified theory of gravity. As most ongoing
observations support the ΛCDM model with the presence of
the cosmological constant, it becomes an interesting obser-
vational mission to confirm ΛCDM in high precision, or to
probe any possible deviation from it. The expansion history
of the Universe can be revealed by diverse cosmic distance
measures in tomographic redshift space, such as cosmic par-
allax (Benedict et al. 1999), standard candles (Fernie 1969)
or standard rulers (Eisenstein et al. 1998, 2005), and the
possible presence of dynamical dark energy evolution can be
confirmed or excluded in precision.
The tension between gravitational infall and radiative
pressure caused by the baryon-photon fluid in the early Uni-
verse gave rise to an acoustic peak structure which was im-
printed on the last-scattering surface (hereafter BAO) (Pee-
bles & Yu 1970). BAO is known as a relatively risk free stan-
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dard ruler technique to probe cosmic distances. The BAO
feature has been measured through the correlation func-
tion (Blake & Glazebrook 2003; Eisenstein et al. 2005), and
the most successful measurements in the clustering of large-
scale structure at low redshifts have been obtained using
data from SDSS (Eisenstein et al. 2005; Estrada et al. 2009;
Padmanabhan et al. 2012; Hong et al. 2012; Veropalumbo
et al. 2014, 2016; Alam et al. 2017). In the near future, the
wider and deeper Dark Energy Spectroscopic Instrument
(hereafter DESI) survey will be launched to probe the ear-
lier expansion history with greater precision using spectro-
scopic redshifts. However, the footprint photometric survey
for DESI has already been completed. Although these photo-
metric redshifts are measured with a much poorer resolution,
there might still be possible BAO signatures that have not
been contaminated by the redshift uncertainty. If that is the
case, we should be able to provide the precursor of cosmic
distance information which will be revealed by the follow
up spectroscopy experiment much later on. We investigate
the optimised methodology to extract the uncontaminated
cosmic distance information in the photometric data sets.
This statistical tool can also be applicable for many imaging
surveys, such as the the ongoing Dark Energy Survey (The
Dark Energy Survey Collaboration 2005), the PAUS survey
c© 2018 The Authors
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(Ben´ıtez et al. 2009; Padilla et al. 2019), the Javalambre
Physics of the Accelarating Universe Astrophysical survey
(JPAS) (Benitez et al. 2014) or upcoming surveys such as
Large Synoptic Survey Telescope (Ivezic et al. 2008; LSST
Science Collaboration et al. 2009) and Euclid (Laureijs et al.
2011).
It is known that the correlation along the line-of-sight
(hereafter LOS) is obtained with precise spectroscopic red-
shift measurements with the dispersion being in the order of
σz/(1+z) < 0.001. This dispersion has decreased with state-
of-the-art spectrograph design with the upcoming DESI sur-
vey (DESI Collaboration et al. 2016) which is expected to
have σz/(1 + z) ∼ 0.0005, but such surveys are time con-
suming. If the imaging survey is done with multiple bands,
then the photometric redshifts can be estimated as precise
as σz/(1 + z) > 0.01. It has been recently shown by the
Physics of the Accelerating Universe Survey (PAUS) that
by using a filter system with 40 filters, each with a width
close to 100A˚, the redshifts dispersion can be further reduced
to σz/(1+z) ∼ 0.003 (Ben´ıtez et al. 2009; Mart´ı et al. 2014).
The ongoing Dark Energy Survey aims to cover about 5000
deg2 of the sky with a photometric accuracy of σz ≈ 0.08 out
to z ≈ 1 (Sa´nchez et al. 2014b). Future surveys such as LSST
and Euclid are expected to make a significant leap forward.
The Euclid Wide Survey, planned to cover 15000 deg2, is
expected to deliver photometric redshifts with uncertainties
lower than σz/(1+z) < 0.05, and possibly σz/(1+z) < 0.03,
over the redshift range [0,2] (Laureijs et al. 2011). While
the photo-z survey provides more observed galaxies com-
pared to a spectroscopic survey even at deeper redshifts, an
unpredictable damping of clustering at small scales and a
smearing of the BAO peak is caused by the photo-z uncer-
tainty (Estrada et al. 2009). Thus the cosmological infor-
mation contained in the large-scale clustering is expected to
be significantly contaminated. However, the cosmic distance
obtainable using the correlated clustering at the perpendic-
ular direction can be least contaminated by this uncertainty,
and there will be a way to separately extract this remaining
information from other contaminated parts along the LOS.
We apply the wedge approach (Kazin et al. 2013; Sa´nchez
et al. 2014a; Sabiu & Song 2016; Ross et al. 2017; Sa´nchez
et al. 2017) to probe the uncontaminated BAO feature by
binning the angular direction from the perpendicular to ra-
dial directions, and try to successfully recover the residual
BAO peak that has survived and get constraints on DA and
H−1. Recovering the real-space correlation function at small
scales (s < 50 h−1Mpc) has been done recently using the de-
projection method by Sridhar et al. (2017), but it is of major
interest to check the impact of this effect on the BAO peak
when using photo-z’s.
The paper is described as follows: In Section 2 we de-
scribe the different correlation functions we calculate and
introduce the catalogue which we use for the analysis. In
Section 3 we describe the theoretical RSD model that we
use to get the correlation function at the targeted redshift
and analyse the BAO peak obtained from ξ(s, µ) . We also
compare the 68% and 95% confidence limits on the fidu-
cial values of DA and H
−1 obtained from the spectroscopic
and photometric samples. We summarise all our results in
Section 4.
2 REMAINING BAO FEATURE IN
PHOTOMETRIC MAP
The excess probability of finding two objects relative to a
Poisson distribution at volumes dV1 and dV2 separated by a
vector distance r is given by the two-point correlation func-
tion ξ(r) (Totsuji & Kihara 1969; Davis & Peebles 1983).
The galaxy distribution seen in redshift space exhibits an
anisotropic feature distorting ξ(r) into ξ(σ, pi) along the LOS
where σ and pi denote the transverse and radial compo-
nents of the separation vector r. Acoustic fluctuations of the
baryon–radiation plasma of the primordial Universe leaves
the signature on the density perturbation of baryons. This
standard ruler length scale, set by the acoustic wave, propa-
gates until it is frozen at decoupling epoch to remain in the
large scale structure of the Universe. The threshold length
scale of acoustic wave is called as the sound horizon, which
is given by,
rs =
∫ ∞
zdrag
cs(z)
H(z)
dz (1)
where cs is sound speed of the plasma. In a wide deep field
spectroscopic galaxy survey, the signature of the BAO wave
is observed in precisely determined redshift space, which
opens an opportunity to separately access transverse and
radial cosmic distances. If the target galaxy distribution
is given by photometrically determined redshift, then it is
expected that both measured distances are differently con-
taminated by the uncertainty in redshift determination. We
present diverse correlation function estimators below, and
find an optimal one to probe the least contaminated dis-
tance measure.
2.1 The simulated photometric map
The photometric galaxy distribution simulations are made
using 1000 simulations mocking the galaxy distributions and
survey geometry of DR12 CMASS catalogue (Manera et al.
2013). The base spectroscopy DR12 CMASS simulations are
generated using the Quick Particle Mesh method (QPM)
in which the angular selection function and redshift distri-
bution of selected targets in DR12 CMASS are mimicked.
Haloes have been populated with mock galaxies using a cal-
ibrated halo occupation distribution prescription in those
simulations. The fiducial cosmology used is Ωm = 0.274,
Ωb = 0.046, ΩΛ = 0.726, h = 0.7, n = 0.95 and σ8 = 0.8.
The original CMASS simulations include both the northern
and southern skies, but only the northern sky simulation is
used in this manuscript. The given CMASS simulation is
provided in the redshift range of 0.43 < z < 0.7, and only
simulated galaxies at 0.53 < z < 0.63 are used in this paper.
The angular positions in the CMASS simulations are used
without alterations, with only the redshift being altered for
mocking the photo-z uncertainty. In reality, the statistical
nature of the photo-z error is more complicated to be speci-
fied with any known distribution function, but it is assumed
that the error propagation of photo-z uncertainty into cos-
mological information is mainly caused by the dispersion
length. Thus the simple Gaussian function of statistical dis-
tribution is chosen for photo-z uncertainty distribution, and
we apply the various photo-z error dispersion σz which is
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Figure 1. The galaxy distributions with varying uncertainties of z measurement are presented along the transverse and radial directions.
The maps with different z dispersion of σ0 = (0, 0.01, 0.02, 0.03) are shown from the top to the bottom panels. Here Y and Z denote the
transverse and radial coordinates respectively.
given by,
σz = σ0 × (1 + zspec), (2)
where σ0 denotes the photo-z uncertainty dispersion at z =
0. In reality, the precision is dependent on many factors such
as magnitude and spectral type, but here only the redshift
factor is counted in Eq. 2 in which the coherent statistical
property determined only by z is applied for all types of
galaxies in the simulation.
The spectroscopically determined redshift precision is
expected to be σz/(1 + z) ∼ 0.0005 (DESI Collaboration
et al. 2016) in which the coherent length scale is much bigger
than the physical length difference caused by photo-z uncer-
tainty. Thus the given redshifts of the CMASS simulations
are assumed to be determined by spectroscopy. Then the
generic photometric redshifts are assigned to each galaxy by
random extraction from a Gaussian distribution with mean
equal to the galaxy spectroscopic redshift and standard de-
viation equal to the assumed photometric redshift error of
the sample. Certainly, a photometric survey will provide us
with more galaxies observed, which reduces the shot noise
to improve the accessibility towards smaller scale clustering.
But in this verification work, note that the total number of
targeted galaxies are the same for both the photometric and
spectroscopic samples. We focus on the cosmological infor-
mation loss caused by photo-z uncertainty, without consid-
ering the benefit of more galaxy samples in a photometric
survey.
The photometric z determination error for ongoing or
planned surveys is estimated to be around 0.01 < σ0 < 0.03
(The Dark Energy Survey Collaboration 2005; Laureijs et al.
2011; Ascaso et al. 2015). The error on the photometric red-
shift obtained from a Luminous Red Galaxy (LRG) sam-
ple from the recent DECaLS DR7 (Dey et al. 2018) data
(covering part of the DESI footprint) by Zhou. et al (2019,
in preparation) is 0.02 < σ0 < 0.03. Thus it is reason-
able to test the error propagation with the selected σ0 as
σ0 = (0.01, 0.02, 0.03) which ranges from the optimistic to
the conservative estimations from the surveys. We present
the galaxy distribution showing the LOS positional disloca-
tion in Fig.1, in which Y and Z denote the tangential and
radial directions. The simulated galaxy distribution is shown
at the top panel, and the dislocated galaxy distributions
with σ0 = 0.01, 0.02 and 0.03 are presented from the sec-
ond to the bottom panels respectively. The change of galaxy
distribution is visible in those panels.
2.2 The BAO peaks imprinted on diverse
correlation functions
The BAO feature is imprinted on the correlation function
through the integrated effect of BAO signatures that remain
in the power spectrum. We introduce all different configura-
tions to describe the correlation function in redshift space,
and discuss the optimised correlation function configuration
to probe the BAO peaks from the photometric map. The cor-
relation function ξ is estimated using the Landy & Szalay
estimator (hereafter LS) which is known to be less sensitive
to the size of the random catalogue and also handles edge
corrections better (Kerscher et al. 2000). The LS estimator
in (s, µ) coordinates is given by,
ξ(s, µ) =
DD(s, µ)− 2DR(s, µ) +RR(s, µ)
RR(s, µ)
, (3)
MNRAS 000, 1–11 (2018)
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Figure 2. The two-dimensional correlation function for the spectroscopic sample (top left), σ0 = 0.01 photometric sample (top right),
σ0 = 0.02 photometric sample (bottom left) and σ0 = 0.03 photometric sample (bottom right) given by the coloured contours. The BAO
feature which is clearly visible in the spectroscopic sample (∼ 100 h−1Mpc) is smoothed out in the photometric samples (the smoothing
becomes greater with increasing photometric uncertainty). The function plotted in the colour bar is sinh−1(300)ξ(σ, pi), which is linear
near zero, but logarithmic for high values of ξ(σ, pi). The solid black line in the top left panel is the ξ(σ, pi) calculated (at the same redshift
as the sample) from the theoretical model explained in Section 3.1. The solid white lines denote the different µ bins in which we calculate
ξ(s, µ) and the mean values of each µ bin is written in white. Units on both the axes are in h−1Mpc.
where DD, DR and RR refer respectively to the number of
data-data pairs, data-random pairs and the random-random
pairs within a spherical shell of radius s and s + ds and
the angle to the LOS µ and µ + dµ. The radius to shell s
and the observed cosine of the angle the pair makes with
respect to the LOS µ are given by s2 = σ2 +pi2 and µ = pi/s
respectively, where σ and pi denote the transverse and radial
directions.
It is common practice to separate the random sample
distributions into the angular and redshift components sep-
arately. For the angular components, we create random ob-
jects within the RA and DEC limits of the data catalogue.
The number of objects are usually twice or more than the
data catalogue to avoid shot noise effects. In our case the
random catalogue has 5 times more objects than the data
catalogue. For the redshift component, from the data cata-
logue we extract redshifts randomly within the chosen red-
shift range (see Ross et al. 2012; Veropalumbo et al. 2016,
for more info). We use the publicly available KSTAT (KD-
tree Statistics Package) code (Sabiu 2018) to calculate all
our correlation functions. A separate random catalogue is
created for each realisation of the mocks because each real-
isation has it’s own distinct redshift distribution. We have
verified that the difference between the correlation function
calculated using the single spectroscopic random catalogue
provided and the correlation function calculated using the
distinct random catalogues is of the order of 3-5%.
In Fig.2, the anisotropy correlation function distorted
in redshift space is presented in cartesian coordinates. The
spectroscopic sample is given in the top-left panel along with
the three different photometric samples in the other panels
as denoted in the figure. We use a sinh−1(300)ξ(σ, pi) trans-
form for the colour bar representation for easy visualisa-
tion as ξ(σ, pi) values extend from small to large values. The
MNRAS 000, 1–11 (2018)
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Figure 3. Left panel: The angle averaged monopole correlation function (multiplied by s2) calculated for the spectroscopic sample
(plotted in red) and for the σ0 = 0.01 photometric sample (plotted in blue) within the range 0.53 < z < 0.63. The red dotted line
shows the best-fit obtained from the empirical model in Eq. 8 for the spectroscopic sample. The vertical red dotted line shows the sm
obtained from the best-fit to the spectroscopic sample. Right panel: The projected correlation function ξ⊥(s) (multiplied by s2) defined
by Eq. 6 with µcut < 0.75 for the spectroscopic sample (in red), the σ0 = 0.01 (in green), σ0 = 0.02 (in blue) and σ0 = 0.03 (in magenta)
photometric samples. The dotted lines represent the best-fit model to the data obtained from Eq. 8. The error bars plotted in both the
panels have been calculated using the full covariance matrix as mentioned in Eq. 9.
sinh−1(x) function equals x for x  1 and ln x for x  1.
BAO features are clearly observed at the outer contour en-
compassing s ∼ 110 h−1Mpc at both transverse and radial
directions for the spectroscopy case, but are smeared out by
the uncertainty of redshift measurement along the LOS for
all the photometric cases. However, the errors propagate dif-
ferently depending on the directions. It is not clearly visible
if there are any remaining BAO features for the photometric
cases. Thus we explore other diverse correlation configura-
tions to extract the remaining BAO feature below.
When the objects have a spectroscopic redshift, it is
useful to calculate the monopole correlation function ξ0(s),
which is obtained by integrating ξ(s, µ) in µ direction,
ξ0(s) =
∫ 1
0
dµ′W (µ′ : µcut = 1)ξ(s, µ
′), (4)
where the weighting function W (µ′ : µcut = 1) is given by
W (µ′ : µ = 0) at µ′ > µ, and it is normalised as,∫ 1
0
dµ′W (µ′ : µcut) = 1. (5)
The cut–off µ is set to be µcut = 1 for the monopole cor-
relation function. In the left panel of Fig.3, BAO features
observed from ξ0(s) using both the spectroscopic and pho-
tometric simulation maps are represented by red and blue
points are respectively. While the peak is certainly visible
around s ∼ 110 h−1Mpc in the spectroscopic map, it is
smoothed out in the photometric map due to the uncer-
tainty in the radial distance determination, with only the
power law shape remaining at scales s < 80 h−1Mpc (Far-
row et al. 2015; Sridhar et al. 2017)
As most contaminated pairs are found along the radial
configuration, the correlation pairs at higher µ is trimmed
out, and the cutoff µ is redefined in Eq. 4 as µcut < 1.
This incompletely integrated correlation function ξ⊥ with
the non–trivial µcut will be an alternative option dubbed as
the projected correlation function and is given by,
ξ⊥(s) =
∫ 1
0
dµ′W (µ′ : µcut < 1)ξ(s, µ
′) . (6)
The reconstructed BAO features are obtained by trimming
out the contaminated configuration along the LOS, in which
a commonly used value of µcut = 0.75 (Ross et al. 2017) is
applied. The results are presented in the right panel of Fig. 3
for the spectroscopy and three photo-z uncertainty cases of
σ0 = (0.01, 0.02, 0.03). Although the observed BAO features
from the photometric maps aren’t as clearly visible as the
spectroscopy case, the shape of the correlation function is
visibly improved using the projected correlation function.
The improvement by applying the projected correlation
function suggests that the contaminated pairs can be re-
moved by sorting the correlation function in µ bins. We pay
attention to the usefulness of exploiting the wedge correla-
tion function to separate the radial contamination from the
BAO signal imprinted on perpendicular configuration pairs.
The wedge correlation function ξw is given by,
ξw(s, µi) =
∫ 1
µmini
dµ′W (µ′ : µcut = µ
max
i )ξ(s, µ
′), (7)
where µi is the mean µ in each bin, and µ
min
i and µ
max
i are
the minimum and maximum values of µ. We choose 6 bins
in the µ direction with ∆µ = 0.17 between µ = 0 and 1. The
wedge correlation functions at i = 1, 3, 6 are presented at the
left, middle and right panels in Fig. 4. The ξw with diverse
photometric errors of σ0 = (0, 0.01, 0.02, 0.03) are shown
from the top to the bottom panels. The BAO features are
more contaminated at higher i.
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Figure 4. The correlation function ξ(s, µ) (multiplied by s2) calculated by splitting into wedges of µ given by the blue dots. The dashed
black lines in each plot show the best-fit obtained from the empirical model in Eq. 8. The first, second and third columns in the figure
represent µ¯ = 0.08, 0.42 and 0.92 bin respectively and the first, second, third and fourth rows in the figure represent the spectroscopic
(σ0 u 0), σ0 = 0.01 , σ0 = 0.02 and σ0 = 0.03 photometric samples respectively. The error bars plotted have been calculated using the
full covariance matrix as mentioned in Eq. 9.
2.3 Measurement of the residual BAO peaks
The empirical model that we use to fit the correlation func-
tion and obtain the BAO peak location is the one proposed
by Sa´nchez et al. (2012), which is used to interpolate the
correlation function at the BAO scales. It is given by:
ξmod(s) = B +
(
s
s0
)−γ
+
N√
2piσ2
exp
(
− (s− sm)
2
2σ2
)
, (8)
where B takes into account a possible negative correla-
tion at very large scales, s0 is the correlation length (the
scale at which the correlation function ' 1) and γ de-
notes the slope. These 3 parameters model the correlation
function at small scales of s < 50h−1Mpc, and are fixed
firstly by fitting the data at scales below the BAO peak, i.e.
30 < s (h−1Mpc) < 80. The remaining three parameters,
N , σ and sm are the parameters of the Gaussian function
that model the BAO feature and, in particular, sm repre-
sents the estimate of the BAO peak position. This empirical
model can be used to accurately predict the BAO peak posi-
tion (Veropalumbo et al. 2016) when the correlation function
is provided.
The means of the projected and wedge correlation func-
tions are measured using 200 realisations. The covariance
matrix of ξ⊥(s) and ξw(s, µi) is computed as,
CijX (ξ
i
X , ξ
j
X) =
1
N − 1
N∑
n=1
[ξnX(~xi)−ξX(~xi)][ξnX(~xj)−ξX(~xj)],
(9)
where X denotes the symbols of ⊥ or w representing the
projected or wedge correlation functions respectively, and
the total number of N is given by N = 200. The ξnX(~xi)
represents the value of the projected or wedge correlation
function of ith bin of ~xi in the n
th realisation, and ξX(~xi)
is the mean value of ξnX(~xi) over all the realisations. The
number of realisations exceeds the number of (s, µ) bins of
96 bins, and the inverse of Cij is well defined and thus does
not require any de-noising procedures such as singular value
decomposition. Additionally, we also count the offset caused
by the finite number of realisation as,
C−1 =
Nmocks −Nbins − 2
Nmocks − 1 Cˆ
−1 , (10)
where Nbins denotes the total number of i bins.
The fitting parameter space is given by xp =
(B, s0, γ,N, sm, σ), and the BAO peak sm for the projected
correlation function is estimated after fully marginalising all
other parameters in xp. The fitting function is given by,
χ2(xp) =
∑
s,s′
(ξmod(s)− ξ⊥(s))C−1s;s′(ξmod(s′)− ξ⊥(s′)) (11)
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Figure 5. Left panel: The values of sm obtained from ξ⊥(s) with µcut < 0.75. The x-axis denotes the spectroscopic, σ0 = 0.01 ,
σ0 = 0.02 and σ0 = 0.03 photometric samples as marked by the labels. The black dotted line in both the panels represents the value of
sm obtained from the empirical fit for ξ0(s) calculated on the spectroscopic sample and the error on the same is given by the yellow
highlighted region. Right panel: The x-axis denotes the 6 µ bins we have used and the y-axis denotes the value of sm obtained from
the empirical fit for the spectroscopic sample (top left), σ0 = 0.01 (top right), σ0 = 0.02 (bottom left) and σ0 = 0.03 (bottom right)
photometric samples. The blue dash-dotted line represents the sm obtained for the different µ bins from the theoretical template.
where C−1s;s′ denotes the inverse covariance matrix for two
different separation distances s and s′. For the wedge corre-
lation function, the χ2µi at each µi bin is expressed as,
χ2µi(xp) =
∑
s,s′
(ξmod(s)−ξw(s, µi))C−1s;s′(µi)(ξmod(s′)−ξw(s, µi))
(12)
where C−1s;s′(µi) is the sub–inverse covariance matrix of C
−1
including the µi coordinate.
For ξ⊥ with a non-trivial cut of µcut < 0.75, Eq.8 is
used to get sm for all the samples with varying σ0. The sm
values for all the samples are plotted in the left panel of
Fig.5. For the spectroscopic sample, sm is measured with a
fractional error of 8%, but the error propagation into the
clustering by the photo-z uncertainty increases towards the
radial direction. So, even though the sm obtained for the
photo-z samples seem to be accurate within 1σ compared to
the spectroscopic case, they are not precise, i.e. the errors
are large. The error on sm increases with increasing σ0.
Thus, to clearly examine the contamination of the pairs
along the radial direction, it is necessary to split the correla-
tion function into smaller µ bins and measure ξw(s, µi). The
sm values obtained from ξw(s, µi) for the four σ0 samples in
the 6 µ bins used is shown in the right panel of Fig.5. As a
benchmark, we make use of the sm obtained from ξ0(s) using
the spectroscopic sample (black dotted line, with 1σ error
given by the yellow highlighted region) along with the sm
obtained from the theoretical template (explained in Section
3.1 and given by the blue dot-dashed line). For all µ¯ < 0.42,
it can be seen that the sm obtained is within 1σ compared to
the sm from ξ0(s). On the other hand, for all µ¯ > 0.42, only
the sm from the spectroscopic sample seems to be within
1σ. This strongly suggests that measuring the BAO peak
within µ¯ < 0.42 gives us tight constraints even when we
have photometric samples with an error of σ0 = 0.03 .
3 THE MEASURED COSMIC DISTANCES
USING PHOTOMETRIC SAMPLES
The volume distance DV (z) =
[
(1 + z)2DA(z)
2cz/H(z)
]1/3
is measured through the BAO by exploiting the monopole
correlation function. While the monopole correlation func-
tion is preferably used without any concerns regarding the
computation of the covariance matrix, both the transverse
and radial cosmic distances can be separately measured us-
ing the 2D anisotropy correlation function. The full covari-
ance matrix determination for the 2D anisotropy correlation
function is much more difficult, but the estimated covari-
ance matrix appears to be stable, at least numerically with
the number of realisations we have used for the simulations.
When both the transverse and radial distance measures of
redshift are precisely probed, both DA and H
−1 are deter-
mined with high precision. In case there exists a system-
atic uncertainty in determining the radial component, the
methodology of using the 2D anisotropy correlation function
can be useful to remove the contaminated cosmological in-
formation along the LOS. In this section, we verify whether
the transverse cosmic distance can be measured in precision
regardless of the photo-z uncertainty.
3.1 Theoretical model to fit cosmic distances
We need to theoretically model the correlation function to fit
the cosmological distance variations. The theoretical corre-
lation function in redshift space ξth(s, µ) is computed using
the improved power spectrum in the perturbative expansion
as,
ξth(s, µ) =
∫
d3k
(2pi)3
P˜ (k, µ′)eik·s
=
∑
`:even
ξ`(s)P`(µ) , (13)
with P being the Legendre polynomials. Here, we define ν =
pi/s and s = (σ2 + pi2)1/2. The moments of the correlation
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Figure 6. Left panel: The values of sm/s
fid
m for the 6 µ bins at different values of DA computed using the TNS model given by the
dotted points as colour coded. The solid curves represent the same obtained using a simple coordinate projection from the fiducial value.
Right panel: The same as the left panel, but for different values of H−1. Units are in h−1Mpc.
function, ξ`(s), are defined by,
ξ`(s) = i
`
∫
k2dk
2pi2
P˜`(k) j`(ks) . (14)
The multipole power spectra P˜`(k) are explicitly given by,
P˜0(k) = p0(k),
P˜2(k) =
5
2
[3p1(k)− p0(k)] ,
P˜4(k) =
9
8
[35p2(k)− 30p1(k) + 3p0(k)] ,
(15)
where we define the function pm(k):
pm(k) =
1
2
4∑
n=0
γ(m+ n+ 1/2, κ)
κm+n+1/2
Q2n(k) (16)
with κ = k2σ2p. The function γ is the incomplete gamma
function of the first kind:
γ(n, κ) =
∫ κ
0
dt tn−1 e−t . (17)
The Q2n is explained below.
The observed power spectrum in redshift space P˜ (k, µ)
is written in the following form;
P˜ (k, µ) =
8∑
n=0
Q2n(k)µ
2nGFoG(kµσp) , (18)
where the velocity dispersion σp is set to be a free parameter
for FoG effect, and the function Q2n are given by,
Q0(k) = Pδδ(k),
Q2(k) = 2PδΘ(k) + C2(k),
Q4(k) = PΘΘ(k) + C4(k), (19)
where Cn includes the nonlinear correction terms A and B,
and PXY (k) denotes the power spectrum in real space. The
standard perturbation model exhibits the ill-behaved expan-
sion leading to the bad UV behaviour which is regularised by
introducing UV cut-off in this manuscript. The treatment of
resummed perturbation theory dubbed as RegPT is well ex-
plained in Taruya et al. (2012). The auto and cross spectra
of PXY (k) are computed up to first order, and higher or-
der polynomials A and B are computed up to zeroth order,
which are consistent in the perturbative order.
There are challenges in computing the theoretical pre-
diction of galaxy clustering in redshift space. Although cos-
mic distances are estimated using the BAO at linear regimes,
the small peak structure tends to be smeared out by non–
linear physics which needs to be computed. In addition, the
infinite higher order polynomials are generated due to the
density and velocity correlations. Those perturbative correc-
tions in a more elaborate description are included to make
precise prediction of the BAO structure (Taruya et al. 2010).
Finally, those perturbative effects and non–linear smearing
effects on the clustering are not separately modelled. Taking
account of this fact, Taruya et al. (2010) proposed an im-
proved model of the redshift-space power spectrum, in which
the coupling between the density and velocity fields associ-
ated with the Kaiser and the FoG effects is perturbatively
incorporated into the power spectrum expression. The resul-
tant includes nonlinear corrections consisting of higher-order
polynomials (Taruya et al. 2010):
P˜ (k, µ) =
{
Pδδ(k) + 2µ
2PδΘ(k) + µ
4PΘΘ(k)
+ A(k, µ) +B(k, µ)
}
GFoG (20)
Here the A(k, µ) and B(k, µ) terms are the nonlinear correc-
tions, and are expanded as power series of µ. Those spectra
are computed using the fiducial cosmological parameters.
The FoG effect GFoG is given by the simple Gaussian func-
tion which is written as,
GFoG ≡ exp [−(kµσp)2] (21)
where σp denotes one dimensional velocity dispersion. Thus
the theoretical correlation function ξth is parameterised by
(DA, H
−1, Gb, GΘ, σp) wherein Gb and GΘ are the nor-
malised density and coherent motion growth functions. The
MNRAS 000, 1–11 (2018)
Calculating the correlation function using the wedge approach 9
825 925 1025
1500
2000
2500
3000
H
-
1  
(h-
1 M
pc
)
1500
2000
2500
3000
H
-
1  
(h-
1 M
pc
)
825 925 1025
DA (h-1Mpc)
825 925 1025 825 925 1025
1500
2000
2500
3000
H
-
1  
(h-
1 M
pc
)
1500
2000
2500
3000
H
-
1  
(h-
1 M
pc
)
825 925 1025
DA (h-1Mpc)
825 925 1025
Figure 7. Left panel: Constraints at the 68 and 95 per cent confidence limit on the parameters DA and H
−1 obtained from the
spectroscopic sample. The χ2m values used are from µ¯ = 0.08 (top left), µ¯ = 0.08 + 0.25 (top middle), µ¯ = 0.08 + 0.25 + 0.42 (top right),
µ¯ = 0.08+0.25+0.42+0.58 (bottom left), µ¯ = 0.08+0.25+0.42+0.58+0.75 (bottom middle) and µ¯ = 0.08+0.25+0.42+0.58+0.75+0.92
(bottom right). The blue cross marks the fiducial value of DA and H
−1. Units are in h−1Mpc. Right panel: The constraints obtained
from the σ0 = 0.01 photometric sample with the same methodology of adding up the χ2m values.
BAO feature is weakly dependent on the growth functions
and σp. When working with spectroscopic redshift samples
for which the error on the redshift is negligible, we can
marginalise over the above set of 5 parameters and the cor-
responding ξth(s, µ) can be used as the fit to the observed
ξ(s, µ) . But when working with photo-z samples, the effect
of the photo-z error on the correlation function is incoher-
ent. Thus, the extra parameter needed for the theoretical
template to model ξth(s, µ) as a function of the photo-z er-
ror is not well understood. So, we use Eq. 8 instead to fit
our observed ξ(s, µ) . This functional form only assumes a
power-law at small scales and a Gaussian function to fit the
BAO peak at large scales and seems to model ξ(s, µ) quite
well as we can see from Fig. 4. The effect of the photo-z error
on ξth(s, µ) and its marginalisation is kept for future work.
In this verification work, when we fit the cosmic dis-
tances, we vary the tangential and radial distance mea-
sures from the fiducial values of DA = 951.80 h
−1Mpc and
H−1 = 2243.04 h−1Mpc. The best fit σp for this simulation
is found to be σp = 4.2 h
−1Mpc. Note that we apply the
TNS model for computing the theoretical BAO peaks to fit
the measured data. The theoretical BAO peaks at the fidu-
cial cosmology can be transformed into a new cosmology
according to the simple coordinate projections, which are
presented as solid curves in Fig. 6. But the location shift
of BAO peak with varying DA and H
−1 is not completely
consistent with coordinate transformation. The theoretical
BAO peaks computed using the TNS model are represented
by dotted points. The difference is exceeding the dectectabil-
ity limit by about 5%, and thus the TNS model is adopted
to determine the theoretical BAO points.
3.2 Measured cosmic distances
With the given fiducial cosmology, both the tangential and
radial BAO peak locations can be computed by varying
DA(z) and H
−1(z) using the theoretical templates intro-
duced in the previous subsection. The cosmic distances es-
timated from the measured BAO peak locations at all 6 µ
bins are shown in Fig.7. Different combinations of µi bins in
which all bins of µi with i < imax are cumulatively summed
and the imax runs from 1 at the top left to 6 at the bottom
right.
In principle, because the BAO ring spans both the
transverse and radial cosmological coordinates, it can be
exploited to probe the distance measures of DA(z) and
H−1(z) separately. If there is minimal photo-z uncertainty,
then both cosmic distances are precisely measured as pre-
sented in the left panel of Fig.7. The uncertainty on the
redshift determination prevents us from accessing the ra-
dial cosmic distance, and thus H−1(z) is poorly determined
as presented in the right panel. However, note that the
transverse distance is measured precisely regardless of the
systematic uncertainty along the radial direction. Although
DA(z) is measured after full marginalisation over H
−1(z),
the precision loss in the DA(z) measurement is negligible,
which can be compared between the left and right panels
of Fig.7. The constraints obtained on the fiducial and the
measured DA(z¯ = 0.57) from the photometric sample when
i < (imax = 6) are DA(z¯ = 0.57) = 951.80
+37.40
−87.80 h
−1Mpc
and DA(z¯ = 0.57) = 927.00
+63.00
−63.01 h
−1Mpc respectively. The
constraints on DA(z) and H
−1(z) improve with increasing
imax. The error on DA(z) decreases from 9.5% (for imax = 1)
to 5.7% (for imax = 6) for the spectroscopic sample and a
similar trend is observed for the σ0 = 0.01 photometric sam-
ple, with the error on DA(z) decreasing from 9.8% to 6.5%
as shown in the left panel of Fig.8.
The constraints obtained on DA(z) not only depend on
σ0 and z, but also on the volume covered by the survey.
In the right panel of Fig.8 we plot σz vs ∆DA/DA per 1
(Gpc/h)3 at z¯ = 0.57 and µ¯ < 0.42 for the spectroscopic
and the two (σ0 = 0.01, 0.02) photometric cases which are
denoted by the black dots. We also plot the ∆DA/DA for
different surveys (red squares) based on their expected σ0,
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Figure 8. Left panel: The measured DA and the corresponding 1σ errors calculated using χ
2
m(µ¯ < i), where i goes from 0.08 to 0.92, for
the σ0 = 0.01 photometric sample (plotted using the blue dots). The dashed black line denotes the measured DA using χ
2
m(µ¯ < 0.92) for
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µ¯ < 0.42. All the values of σz correspond to the median redshift z¯ = 0.57. The three black dots are values obtained for the spectroscopic
redshift, σ0 = 0.01 and 0.02 respectively. The red squares give us values of ∆DA/DA for different surveys based on their expected σ0.
The dotted black line is a crude approximation out to σ0 = 0.05 corresponding to the LSST pessimistic case.
starting with 0.005 for the PAUS survey (Ben´ıtez et al. 2009;
Mart´ı et al. 2014), 0.017 for DES Y1 high luminosity ‘red-
magic’ (Rozo et al. 2016) sample, 0.028 (Zhou. et al 2019, in
preparation) for DECaLS (Dey et al. 2018) LRGs and 0.030
for Euclid (Laureijs et al. 2011). The black dotted line is a
crude approximation out to σ0 = 0.05 which corresponds to
the LSST pessimistic case (Ivezic et al. 2008; LSST Science
Collaboration et al. 2009).
4 DISCUSSION AND CONCLUSIONS
We study the statistical methodology to extract the cosmic
distance information from photometric galaxy samples, us-
ing the simulated photometric galaxy distribution based on
the DR12 CMASS map. The measured monopole moment of
the two-point correlation function is so significantly contam-
inated by the uncertainty in redshift determination that the
BAO feature is smeared out completely. The common prac-
tice to extract the BAO peak is to exploit the incomplete
angular averaged correlation which is known as the projected
correlation function. When the most contaminated correla-
tion configuration along the LOS is removed, the BAO peak
starts becoming visible.
In this manuscript, the wedge is binned into 6 pieces
using equal µ spacing from µ = 0 to 1 and we analyse each
wedge component one by one and present the level of con-
tamination due to the z uncertainty, in comparison to the
spectroscopic map. We find that the first two wedge corre-
lations are least contaminated by the z uncertainty. The no-
ticeable contamination is observed from the third µ bin with
the BAO peak still visible. The transverse cosmic distance
is probed with a reasonably good precision as presented in
Fig.8. Those wedges are coherently summed using the full
covariance matrix, and the cumulative constraint on DA is
presented to show the information is nearly saturated at the
first several bins. For the radial component of the cosmic
distance, we are not able to extract it from the photomet-
ric sample, as most radial information is contained at wedge
bins higher than µi with i>∼ 4, which is contaminated by the
z uncertainty. However, the measured transverse cosmic dis-
tance is immune from this uncertainty. The reported values
of DA in Fig.8 is computed after full marginalisation of H
−1.
The measured DA is not biased by this marginalisation.
Multiband imaging surveys rely on photometric redshift
for radial information. The Dark Energy Survey (DES) (The
Dark Energy Survey Collaboration 2005) and future surveys
such as LSST (Ivezic et al. 2008; LSST Science Collabora-
tion et al. 2009) and Euclid (Laureijs et al. 2011) will provide
state-of-the-art photometric redshifts over an unprecedented
range of redshift scales. The precision that is expected from
the photometric redshifts is typically 3% (Rozo et al. 2016).
Some of the recent works that have used photometric red-
shift catalogues have focused on measuring the angular cor-
relation function w(θ) to get cosmic distance measurements
(Sa´nchez et al. 2011; Seo et al. 2012; Carnero et al. 2012)
using several narrow redshift slices. However, they clearly
do not use the full information available, as radial binning
blends data beyond what is induced by the photometric red-
shift error. Another important aspect that is often ignored
when calculating w(θ) is cross correlation between the differ-
ent redshift bins used. Using many redshift slices also com-
plicates the computation of the covariance matrix, with the
computing time increasing with the number of bins in θ and
number of redshift slices used. It has also been shown re-
cently by Ross et al. (2017) that the statistics obtained using
ξ(s, µ) are about 6% more accurate compared to w(θ). Thus,
using ξ(s, µ) not only adds more information compared to
w(θ), but also overcomes the above disadvantages.
The full photometric footprints for DESI were released
ahead of the spectroscopic follow up. We have shown here
that the transverse component of cosmic distance can be
pre–measured using the photometric galaxy map even with-
out the need of a spectroscopic follow up in the future. In
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addition, the photometric survey leads us to deeper red-
shifts which will not be probed by the spectroscopic survey.
For instance, the spectroscopic LRG sample ends at redshift
z ∼ 0.8, but the photometric sample reaches up to z >∼ 1.0.
We verify in this manuscript that we are able to probe the
transverse distance at a higher redshift using the photomet-
ric map. In our next project, this verified method will be
applied to measure cosmic distances for the DECaLS (Dey
et al. 2018) DR7 photometric LRG galaxy map (Zhou. et al
2019, in preparation) at redshift ranges of 0.6 < zphot < 0.8
and 0.8 < zphot < 1.0. The spectroscopic follow up survey
fully covers LRG galaxies in the range of 0.6 < z < 0.8, and
partially for the 0.8 < z < 1.0 case. If the cosmic distance at
0.8 < z < 1.0 is successfully measured, then we will be able
to probe cosmological information that is not fully covered
by the spectroscopic survey.
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