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ABSTRACT
A novel explicit constraint handling technique for the covariance
matrix adaptation evolution strategy (CMA-ES) is proposed. The
proposed constraint handling exhibits two invariance properties.
One is the invariance to arbitrary element-wise increasing transfor-
mation of the objective and constraint functions. The other is the
invariance to arbitrary affine transformation of the search space.
The proposed technique virtually transforms a constrained opti-
mization problem into an unconstrained optimization problem by
considering an adaptive weighted sum of the ranking of the objec-
tive function values and the ranking of the constraint violations
that are measured by the Mahalanobis distance between each candi-
date solution to its projection onto the boundary of the constraints.
Simulation results are presented and show that the CMA-ES with
the proposed constraint handling exhibits the affine invariance and
performs similarly to the CMA-ES on unconstrained counterparts.
CCS CONCEPTS
• Mathematics of computing → Continuous optimization;
Bio-inspired optimization;
KEYWORDS
explicit constraint handling, invariance, CMA-ES, black-box opti-
mization
1 INTRODUCTION
Black-box continuous optimization is a problem class that appears
widely in a field of engineering, where solutions can be evaluated
only through an expensive simulation. Usually in a real-world opti-
mization problem a solution needs to meet some constraints, which
can be quantifiable or not, simulation-based or a priori, relaxable
or unrelaxable, known or unknown. See [23] for the taxonomy
of the constraints appearing in the simulation based optimization.
In this paper, we consider a set of constraints that are quantifi-
able (numerical constraint violations are defined rather than labels
{feasible, infeasible}), possibly unrelaxable (simulation may
clash if infeasible solutions are fed), a priori and known (existence
of constraints are known to algorithm and their evaluation do not
require computationally expensive simulation). A priori constraints
often are called explicit constraints.It is said that a constraint han-
dling technique for black-box optimization is not yet well investi-
gated and is an important topic in evolutionary computation [14].
The covariance matrix adaptation evolution strategy (CMA-ES)
is nowadays recognized as the state-of-the-art stochastic algorithm
for unconstrained black-box continuous optimization [16, 18, 20].
One of the most important feature of the CMA-ES is the invariance
to several transformations of the objective and the search space.
The invariance induces equivalent problem classes and guarantees
the generality of performance in each class. Therefore, they are not
only important for algorithm efficiency, but also essential to assess
the performance of algorithms. See [17] for a further discussion of
the importance of invariance properties in black-box optimization.
When it comes to constrained optimization, invariance to element-
wise increasing transformation of the objective and constraint func-
tions (e.g., constraint functions дj to 10jдj ), and to affine transfor-
mation of the search space (i.e., translation, scaling, and rotation),
needs to be taken into account. Without these invariance properties,
the performance of a search algorithm can suffer from changing
the scaling of the objective or the constraint functions and by per-
forming a linear transformation of the coordinate system of the
search space, even though the optimization problem is essentially
unchanged. Despite the importance of the invariance properties,
most of the existing constraint handling methods are not invariant
to such transformations, resulting in losing the goodness of the un-
derlying CMA-ES. The performance of the algorithm then depends
on the scaling difference between the objective and the constraint
functions, and on the coordinate system of the search space.
In this paper, we propose a constraint handling technique (CHT)
that takes into account the above-mentioned invariance. The pro-
posed technique is designed not only to exhibit these invariance.
We aim to make the algorithm perform identically on optimization
with and without constraints. As our first step, we focus on linearly
constrained problems, which themselves often appear in real world
application and are important test cases since an arbitrary smooth
constraint function is locally approximated by a linear function.
Our approach is based on a penalization of the ranking of candidate
solutions with adaptive penalization coefficient. The penalty for the
constraint violation is based on the Mahalanobis distance between
each candidate solution and its projection on the boundary given
the covariance matrix of the search distribution. The penalization
coefficient is then adapted so that the mean vector will not be too
far away from the boundary in terms of the Mahalanobis distance.
Our proposed CHT for explicit constraints does not assume that a
solution violating a constraint can be evaluated in simulation. This
will be therefore applicable in a wide context.
The rest of this paper is organized as follows. After summarizing
the mathematical notation below, we first define our constrained
continuous optimization problem, and introduce the CMA-ES and
existing CHTs in Section 2. In Section 3, we describe invariance
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properties that are desired for a CHT for the CMA-ES. In Section 4,
we propose an invariant explicit CHT. In Section 5 we experimen-
tally verify the invariance of the algorithm and compare it with
existing approaches.
Notation. In the following, R is the set of real numbers, R+ is
the set of strictly positive real numbers. Let x ∈ Rn be an n dimen-
sional column vector, xT is its transpose, ∥x ∥ denotes the Euclidean
norm of x , and [x]i denote the ith coordinate of x . Note that the
ith coordinate of the kth vector xk is denoted by [xk ]i . The iden-
tity matrix is denoted by In . The indicator function 1{condition}
returns 1 if condition is true and 0 otherwise. The sign function
sgn(a) returns 1 if a > 0, −1 if a < 0, and 0 otherwise.
2 FORMULATION AND EXISTING
APPROACHES
In this section, we first define our constrained continuous optimiza-
tion problem with linear inequality constraints. Then, we intro-
duce the covariance matrix adaptation evolution strategy (CMA-ES)
[16, 18, 20] that is our baseline algorithm for unconstrained contin-
uous optimization, followed by the introduction of some existing
constraint handling techniques (CHTs) for the CMA-ES.
2.1 Linearly Constrained Continuous
Optimization Problem
In general, the continuous optimization problems with inequality
constraints are defined as follows,
argmin
x ∈Rn
f (x) subject to дj (x) ⩽ 0, ∀j = 1, . . . ,m ,
where, f ,дj : Rn → R are the objective function and the constraint
functions, respectively. The solution that satisfies all the constraints,
i.e., дj (x) ⩽ 0,∀j, are called feasible solutions. The solutions with
unsatisfied constraints, i.e., дj (x) > 0,∃j, are called infeasible solu-
tions. The sets of all feasible and all infeasible solutions are called
the feasible domain and the infeasible domain, respectively. For a so-
lution x , the jth constraint is called active if x is on the boundary of
jth constraint (дj (x) = 0). The vector valued function that enumer-
ates constraint functions is denoted by д(x) = (д1(x), . . . ,дm (x)),
and we write д(x) ⪯ 0 to mean дj (x) ⩽ 0 for all j = 1, . . . ,m.
In this paper, we consider linear constraints, where the con-
straints read
дj (x) = vTj x − bj ⩽ 0 , (1)
where bj ∈ R is a constant and v j ∈ Rn \ { 0 } is pointing to the
infeasible domain of дj . Introducing the matrix form
A = [v1, . . . ,vm ]T, b = [b1, . . . ,bm ]T , (2)
the constraints are rewritten as
д(x) = Ax − b ⪯ 0 . (3)
A box constraint is a special case of a set of linear constraints,
where the coordinate-wise feasible domain (interval) is defined as
[LB]j ⩽ [x]j ⩽ [UB]j . One can write it in the matrix form (3) with
A = [−In , In ]T, b = [−[LB]1, . . . ,−[LB]n , [UB]1, . . . , [UB]n ]T,
(4)
where the number of constraints ism = 2n.
2.2 CMA-ES
The covariance matrix adaptation evolution strategy (CMA-ES) [16,
18] is a stochastic multi-point search algorithm for black-box con-
tinuous optimization. The CMA-ES samples λ candidate solutions
xk , for k ∈ {1, . . . , λ}, from the multivariate normal distribution
N(m,σ 2C), wherem ∈ Rn is the mean vector, σ ∈ R+ is the step-
size, and C ∈ Rn×n is the covariance matrix. These distribution
parameters are updated by using the candidate solutions and their
ranking information1 .
Algorithm. Initializem(0),σ (0),C(0) according to the initial search
domain of the problem . The meanings of all parameters of the
CMA-ES and their default values are described in [16]. These are
designed based on the theoretical research of ES and extensive
experiments. The CMA-ES repeats the following steps at each iter-
ation, t = 0, 1, · · · , until a termination criterion is satisfied.
Step 1. Draw λ samples zk , for k ∈ {1, . . . , λ}, independently
from N(0, In ). Compute yk =
√
C(t )zk and xk = m(t ) + σ (t )yk .
Then, xk (k = 1, . . . , λ) are the candidate solutions that are in-
dependently N(m(t ), (σ (t ))2C(t )) distributed. Here,
√
C(t ) is the
symmetric matrix satisfyingC(t ) =
(√
C(t )
)2
.
Step 2. Evaluate xk , for k ∈ {1, . . . , λ}, on the fitness function L
and sort them in the ascending order. In unconstrained optimization
scenario, usually L = f . Let the ith best candidate solution be
denoted by x i :λ . In the same way, we denote the corresponding
steps and normalized steps as yi :λ and zi :λ , respectively.
Step 3. Compute the weighted sum of the µ best steps of the
candidate solutions ⟨y⟩w = ∑µi=1 wiyi :λ and updatem(t ) as follows
m(t+1) =m(t ) + σ (t )⟨y⟩w .
Here wi is the recombination weight for ith best candidate. It satis-
fies w1 ⩾ w2 ⩾ . . . ⩾ wµ > 0 and
∑µ
i=1 wi = 1.
Step 4. Update σ (t ) andC(t ).
2.3 Existing Constraint Handling for the
CMA-ES
We briefly review some existing CHTs for the CMA-ES.
2.3.1 Resampling and Death Penalty. The simplest CHT is to
re-sample a candidate solution until it drops in the feasible domain.
Since it assumes nothing on constraints, it can be applied for any
type of constraints. Usually the maximum number of resampling
is set and the fitness value will be set to +∞ if a feasible solution
is not sampled. If the maximum number of resampling is set to
one, it recovers the death penalty technique where infeasible so-
lutions are ranked worst [13, 26]. Although it is highly flexible, it
is not appropriate if the optimum is located on the boundary of
some constraints since candidate solutions are biased in the feasi-
ble domain and the sampling distribution tends to approach the
boundary slowly [2]. Moreover, if the probability of sampling a
feasible solution is rather low, the algorithm will not make a mean-
ingful ranking of the candidate and the parameter update results
in random fluctuation.
1 The update mechanisms we used can be found in [27].
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2.3.2 Adaptive Penalty Box Constraint Handling. A box con-
straint handling using adaptive penalty (AP-BCH) [19] transforms
a constrained problem into an unconstrained one by creating a
penalized fitness function L : Rn → R,
L(x) = f (x feas) + 1
n
n∑
i=1
γi ([x]i − [x feas]i )2 ,
where x feas ∈ Rn is the feasible solution closest to the infeasible
solution x (with minimal ∥x feas − x ∥), and γi ∈ R+ is an adaptive
penalty coefficient. It does not assume that the objective function
is well-defined in the infeasible domain, but it is applicable only to
box constrained problems.
2.3.3 Adaptive Augmented Lagrangian Constraint Handling. The
adaptive augmented Lagrangian constraint handling (AAL-CH) [7–
9] transforms a constrained problem into an unconstrained one by
adapting the augmented Lagrangian
h(x ,γ ,ω) = f (x) +
m∑
i=1
{
γiдi (x) + ωi2 д2i (x) if γi + ωiдi (x) ⩾ 0
− γ
2
i
2ωi otherwise
,
where γi ∈ R is the Lagrange factor and ωi ∈ R+ is a penalty
coefficient and both are adapted. It is applicable to problems with
arbitrary quantifiable constraints, but it assumes that the objective
function is defined in the infeasible domain. This method has been
first proposed for (1 + 1)-ES [7] and extended to the CMA-ES in a
single constraint case [8], where the median success rule is applied
for the step-size adaptation.
2.3.4 Active Constraint Handling. A linear constraint handling
based on (1 + 1)-CMA-ES with active covariance matrix update
[6] tries to actively decrease the eigenvalues of the covariance
matrix in the directions of normal vectors of active constraints. The
active covariance matrix update was applied to the (µ, λ)-CMA-ES
in [12] and to another variant of the CMA-ES called MA-ES in [28],
where the MA-ES is proposed in [10]. In [22], the corresponding
mechanism was applied to the xCMA-ES, which is a variant of the
(µ, λ)-CMA-ES. For this purpose, the xCMA-ES treats the infeasible
solutions as worst, and assigns negative weights to them. We call
this mechanism as Active Constraint Handling (ACH) in this paper.
2.3.5 Other Strategies. A (1 + 1)-ES with a stochastic active-set
method (Active-Set ES) [4, 5] is a CHT for explicit constraints that
it reduces the search space dimension by forcing active constraints
to be equality constraints. Linear Constraint Covariance Matrix
Self-Adaptation Evolution Strategy (lcCMSA-ES) [29] is a CHT for a
variant of CMA-ES, namely CMSA-ES [11], on explictly and linearly
constrained optimization.
The stochastic ranking [3] is a ranking-based CHT for multi-
point search algorithms. Multiple Constraint Ranking technique
(MCR) [15] is further improving the stochastic ranking while keep-
ing its applicable to broad class problems.
2.4 Formal classification
We show the formal classification of the above-mentioned CHTs
in Table 1. The (bnds/lc/nlc) means that a CHT can handle bound
constraints/linear constraints/nonlinear constraints. The taxonomy
Table 1: Classification of Constraint Handling Techniques
CHT (bnds/lc/nlc) Taxonomy Invariance
ARCH [described in Sec. 4] (nlc) Q*AK increasing / affine
AP-BCH[19] (bnds) Q*AK × / ×
lcCMSA-ES[29] (lc) Q*AK increasing / ×
Active-Set ES[5] (nlc) Q*AK increasing / ×
AAL-CH[8] (nlc) QRSK × / affine
Stochastic Ranking[3] (nlc) QRSK × / affine
MCR[15] (nlc) QRSK increasing / affine
(1 + 1)-CMA-ES with ACH[6] (nlc) **SK increasing / affine
(µ, λ)-CMA-ES with ACH[12] (nlc) *RSK increasing / affine
xCMA-ES with ACH[22] (nlc) **SK increasing / affine
MA-ES with ACH[28] (nlc) **SK increasing / affine
Resampling Technique (nlc) **** increasing / affine
proposed in [23] clasifies constraints as follows,Quantifiable/Nonq-
uantifiable, Relaxable/Unrelaxable, Simulation-based/A priori, Kn-
own/Hidden. AQuantifiable constraint is a constraint for which the
degree of feasibility and/or violation can be quantified. A Relaxable
constraint is a constraint that does not need to be satisfied in or-
der to compute the objective function. An A priori (or explicit)
constraint is a constraint for which feasibility can be confirmed
without running a simulation, i.e., this constraint can be formulated
using optimization variables like д(x) = ∑ni=1[x]i ⩽ 1. A Known
constraint is a constraint that is explicitly given in the problem
formulation, e.g., min f (x) s.t. д(x) ⩽ 0. Constrained problems can
be expressed by combining these initial letters as an acronym like
QRSK. The wildcard notation “*” means double letters, e.g., Q*AK
means Q, R/U, A, K. See [23] for more detail.
Many CHTs for simulation-based constraints have been pro-
posed. However, for a priori and nonlinear constraints, CHTs are
scarce, and furthermore, there are no CHTs for the CMA-ES with
two invariance properties described in the next section.
3 DESIGN GUIDELINES: INVARIANCE
In this section, we describe two invariance properties that are de-
sired for a CHT for the CMA-ES to preserve the goodness of the
CMA-ES. The importance of the invariance properties are discussed
in, for example, [21].
3.1 Element-wise Increasing Transformation
of Objective and Constraint Functions
An increasing transformation h : R → R is a function satisfying
h(t) < h(s), h(t) = h(s), h(t) > h(s) if t < s , t = s , t > s , respectively.
Invariance to an increasing transformation of the objective function
in unconstrained optimization scenario refers to the property that
the algorithm do not change the behavior when solving f and its
composite h ◦ f . Algorithms that are invariant to any increasing
transformation can solve, for example, non-convex discontinuous
functions h ◦ f as easily as convex quadratic functions f , see Fig. 1.
The importance of this invariance property is well recognized, and
many evolutionary algorithms including the CMA-ES are invariant
to any increasing transformation since they use only the ranking
of candidate solutions.
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(a) f (b) f ′ = h ◦ f
Figure 1: An increasing transformation of f to f ′
In constrained optimization, we consider the invariance to an
element-wise increasing transformation h : Rm+1 → Rm+1 that is
an increasing transformation in each coordinate, i.e.,h = (h0, . . . ,hm )
where hi : R→ R is an increasing transformation. Invariance to
an element-wise increasing transformation of the objective and
constraint functions refers to the property that the algorithm do not
change the behaviorwhen solving a constrained problem (f ,д1, . . . ,
дm ) and its composite h◦(f ,д1, . . . ,дm ) = (h0 ◦ f ,h1 ◦д1, . . . ,hm ◦
дm ). In real world applications, it is often the case that the scale of
the objective and constraint functions are quite different and a pre-
scaling of them is not effective. Algorithm without this invariance
will suffer from the difference in scaling of constraints and put an
implicit priority to some constraints depending on their scaling.
Although this invariance property is a straightforward extension
of the invariance to the increasing transformation of the objective
function and it is seemingly important,
The often used penalty function techniques that take the sum of
the objective and contraint function values as fitness values do not
exhibit it. For example, it is clear that the AAL-CH does not exhibit
this invariance: it is not invariant to increasing transformation of
any one of f and дi .
3.2 Affine Transformation of Search Space
An affine transformation is a one-to-one mapT : Rn → Rn defined
as T (x) = AT x + bT for a nonsingular matrix AT ∈ Rn×n and
a vector bT . Invariance to an affine transformation of the search
space refers to the property that the algorithm behaves the same
on the original coordinate system x and the coordinate system de-
fined by T (x) with the corresponding transformation of the initial
distribution. In unconstrained optimization, algorithms with the
invariance to any affine transformation of the search space can
solve ill-conditioned and non-separable functions as easily as well-
conditioned separable functions. It is a key to the success of the
CMA-ES in unconstrained black-box optimization. In constrained
optimization scenario, constraint functions дi as well as f are trans-
formed by the same T , resulting in дi ◦ T−1 and f ◦ T−1 in the
transformed coordinate system, where T−1 is the inverse map of T .
Fig. 2 displays an example case of an affine transformation.
Here we assume the underlying optimization algorithm (CMA-
ES) is affine invariant, i.e., invariant to any affine transformation
of the search space. The resampling technique, the ACH and the
AAL-CH do not use any information in the search space, resulting
in invariant to any affine transformation. On the other hand, it is
clear that AP-BCH do not exhibit this invariance property since a
box constraint is transformed to a set of linear constraints by an
affine transformation in general.
(a) x -coordinate system (b) T (x )-coordinate system
Figure 2: An affine transformation of the search space
4 ADAPTIVE RANKING CONSTRAINT
HANDLING
In this section, we propose an explicit constraint handling method
based on adaptive ranking, called ARCH. ARCH transforms the
constrained optimization problem into an unconstrained problem
similarly to AP-BCH. While the unconstrained CMA-ES ranks the
candidate solutions based on their f -value, ARCH ranks the can-
didate solutions based on the total ranking, defined below. The
proposed algorithm is designed to exhibit the invariance properties
listed in Section 3 and it does not require the objective function to
be well-defined in the infeasible domain.
4.1 Repair Operator
TomakeARCH applicable to a problemwhere the objective function
values are not defined in the infeasible domain, we employ a similar
technique as AP-BCH. That is, given a solution x , ARCH evaluates
the objective function value at the nearest feasible solution x feas
located on an intersection of violated constraints. The distance is
measured by the Mahalanobis distance given the current covariance
matrix σ 2C of the search distribution.
Let S = {x ∈ Rn : дj (x) ⩽ 0 for all j ∈ J1,mK} be the feasible
domain. Given an infeasible solution x < S, let J(x) = {j ∈ J1,mK :
дj (x) > 0} be the set of indices of unsatisfied constraints. Let
A(x) = {y ∈ Rn : дj (y) = 0 for all j ∈ J(x)} be the intersection
of the boundaries of violated constraints. IfA(x) ∩S , ∅, we solve
x feas = argmin
y∈A(x )∩S
∥x −y∥2
Σ−1 , (5)
where ∥x − y∥2
Σ−1 = (x − y)
TΣ−1(x − y) and Σ−1 = (σ 2C)−1. If
A(x) ∩ S = ∅, we solve
x feas = argmin
y∈S
∥x −y∥2
Σ−1 . (6)
They form quadratic programming problems, which can be solved
by standard numerical optimization routines. The reason we prefer
(5) to (6) will be described in experiments.
The motivation we use such distance is to make ARCH to be
independent of the choice of coordinate system. Let us assume
the coordinates of x in a coordinate system is mapped to T (x) =
AT x + bT in the transformed coordinate system. The multivari-
ate normal distribution N(m, Σ) in the original coordinate corre-
sponds to N(T (m),AT ΣATT ) in the transformed coordinate sys-
tem. Then, the mahalanobis distance from T (x) to T (y) is ∥T (x) −
T (y)∥2(A−1T )T Σ−1A−1T = ∥x −y∥
2
Σ−1 . Due to this, we obtain the affine
invariance.
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Figure 3: redun-
dant constraints
The condition that A(x) ∩ S , ∅ is
indeed simplified toA(x) , ∅when con-
straints are all linear and not redundant.
Here, a redundant constraint дj is de-
fined as a constraint such that the bound-
ary of дj is never in contact with the fea-
sible domain, i.e., {x ∈ Rn | дj (x) =
0} < S. Note that checking whether
A(x) , ∅ is as easy as checking if a sys-
tem of linear equations has a solution.
4.2 Total Ranking
The total ranking RT(xk ), for k ∈ {1, . . . , λ}, at each iteration
t ∈ {0, 1, . . . } is a weighted sum of the rankings of the candidate
solutions based on the objective function value, Rf (xk ), and based
on theMahalanobis distance to the feasible domain, Rд(xk ), namely,
RT(xk ) = Rf (xk ) + α (t+1)Rд(xk ) , (7)
where α (t+1) is called the ranking coefficient that controls the bal-
ance between the objective and constraints. The rankings Rf (xk )
and Rд(xk ) are defined as follows.
The f -ranking, Rf (xk ), is the number of better candidate so-
lutions in terms of f plus the number of tie candidate solutions
divided by 2, namely,
Rf (xk ) =
∑λ
l=1 1
{
f (x feasl )<f (x feask )
}
+ 12
((∑λ
l=1 1
{
f (x feasl )=f (x feask )
} ) − 1) . (8)
Note that the sum of Rf (xk ) for k ∈ {1, . . . , λ} is λ(λ − 1)/2. Note
also that in unconstrained optimization scenario the probability of
sampling tie solutions is often zero, whereas the second term above
can be nonzero with nonzero probability in our situation because
of the repair operation.
The д-ranking, Rf (xk ), is analogously defined by simply replac-
ing f by дΣ,
Rд(xk ) =
∑λ
l=1 1{дΣ(x l )<дΣ(x k )}
+ 12
((∑λ
l=1 1{дΣ(x l )=дΣ(x k )}
)
− 1
)
, (9)
where дΣ(x) = ∥x − x feas∥2Σ−1 and Σ =
(
σ (t )
)2C(t ).
4.3 Adaptation of Ranking Coefficient
The ranking coefficient α controls the balance between Rf and Rд .
If the α is too large, the search distribution is biased toward feasible
domain. If α is too small, the search distribution is biased toward
infeasible domain. Therefore the adaptation of α influences greatly
the search performance.
The adaptation of the α is based on the theoretical study of the
weighted recombination ES on a spherical function. It is reported
in [1] that in the optimal situation
∥msph − x∗sph∥
n · σ =
1
σ¯ ∗ ≈
1
σˆ
, σˆ =
c · n · µw
n − 1 + c2 · µw , (10)
where msph and x∗sph are the mean vector and the optimum on
a spherical function, respectively, σ¯ ∗ is the optimal normalized
step-size, which is approximated by σˆ , c = −∑µi=1 wiE[Ni :λ] is
the weighted average of the expected value of the normal order
statistics from λ samples and is usually in O(1), µw = (∑µi=1 w2i )−1
is the variance effective selection mass.
Ideally, we want the CMA-ES with the proposed constraint han-
dling to behave on a constrained sphere function as if it is an
unconstrained sphere function. In other words, we want (10) to
hold even for a constrained sphere problem.
Assuming that the optimum of a constrained sphere problem is
located on the boundary, we estimate the left-hand side (LHS) of
(10) by using the Mahalanobis distance betweenm andmfeas,
∥msph − x∗sph∥2
σ 2
≈ ∥m −mfeas∥2
Σ−1 . (11)
If we define d(t+1)m by using the parameter at iteration t (m =m(t ),
Σ−1 = ((σ (t ))2C(t ))−1) as
d
(t+1)
m =
∥m −mfeas∥2
Σ−1 · σˆ
2
n(n/2 + cact) , (12)
where cact = |{ j | дj (mfeas) = 0,∀j }| is the number of active con-
straints at repaired meanmfeas. From the view point of (10) and
(11), we would like to keep dm ≈ 1 if the denominator is n2. How-
ever, in (12), we replace n2 with n(n/2+cact), leading to varying the
denominator in [n2/2, 3n2/2]. The motivation is to incorporate that
the numerator is expected to be smaller if cact is smaller since the
projection is performed only on these cact dimensional subspace.
We adapt α so that dm will stay around 1, as follows.
Ranking Coefficient Adaptation. Initialize α (0) = 1,d(0)m = 0. At t
iteration, we update α (t ) as
α (t+1) = α (t ) · exp
(
sgn(d(t+1)m − 1)
n
)
(13)
only if sgn(d(t+1)m − 1) = sgn(d(t+1)m − d(t )m ) or d(t+1)m = 0, the latter
of which is necessary to decrease α when the mean vector stays in
the feasible domain, i.e., d(t )m = d
(t+1)
m = 0. After the update, α (t+1)
is clipped to [1/λ, λ] since α < 1/λ and α > λ result in ignoring Rд
and Rf , respectively.
4.4 Implementation Remark
In practice, we have to deal with numerical errors in implementation
of the above repair operator as numerical optimization routines
sometimes return solutions that violate the constraints slightly. To
guarantee to produce a feasible solution so that it can be evaluated
on f , we replace all the constraints in (5) and (6) with д(x) ⪯ −ε(t ).
Then, even with numerical errors the repair operator likely returns
a feasible solution (i.e., д(x feas) ⪯ 0) if they are solvable. We say
the repair operation is successful if a repaired solution is feasible.
The repair operator is implemented as follows. First, we try to
solve (5) and return the solution if it is feasible. Otherwise, we try
to solve (6) and return the solution if it is feasible. If a repaired
candidate is still infeasible, we can not evaluate its f value. Instead,
we set an artificial value, f infeas, which is treated as f infeas > f (x)
for all x ∈ S and f infeas = f (x) for all x < S. The f-ranking (8) is
computed using f infeas, whereas the computation of the д-ranking
(9) is unchanged: we use the Mahalanobis distance between the
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original candidate x and the unsuccessfully repaired candidate x feas.
To keep the success probability of the repair operation high, we
adapt ε(t ). We set ε(0) = 10−13 and update it as
ε(t+1) = ε(t ) ×

1
2 if the number of unsuccessfully
repaired points at iteration t ⩽ ⌈0.1λ⌉ ,
10 otherwise ,
and ε(t+1) is clipped to [10−13, 10−4]2.
The optimization routine for repair operation can be chosen
according to the problem. For example, if constraints are linear and
they are not redundant, we can obtain the repaired point without
solving the quadratic problem 3.
5 EXPERIMENTS
In this section, we show the invariance properties of ARCH and
assess it experimentally by comparing the behaviors of ARCH and
other CHTs for the CMA-ES on linearly constrained problems. It is
clear that ARCH is invariant to increasing transformation because it
considers only ranking of candidate solutions. Therefore, we focus
on the invariance to an affine transformation of the search space in
this experiments.
5.1 Test Problem
We consider a linearly constrained problem (P0) defined in the
n-dimensional inner product space (V , ⟨·, ·⟩) on the real field R,
argmin
p ∈V
f (p)
s.t. [LB]i ⩽ ⟨vi ,p⟩ ⩽ [UB]i , ∀i = 1, . . . ,n ,
(14)
wherevi ∈ V is the normal vector of ith constraint that is orthogo-
nal to each other, i.e., ⟨vi ,v j ⟩ = δi, j , [LB]i , [UB]i ∈ R are the lower
and upper bounds, respectively. We define the constraint functions
as дi (p) = ⟨−vi ,p⟩ − [LB]i and дn+i (p) = ⟨vi ,p⟩ − [UB]i , then the
constraints are written by дi (p) ⩽ 0, ∀i = 1, . . . ,m = 2n.
Here, we consider the coordinate system with {vi } as the basis
vectors. Let x ∈ Rn is a coordinate vector. On this coordinate
system, (P0) can be written as the box-constrained minimization
problem (P1) as follows
argmin
x ∈Rn
f(P1)(x) = f (
∑n
i=1[x]ivi )
s.t. д(P1)(x) = Ax − b ⪯ 0 ,
(15)
whereA andb are as defined in (4). We define an initial mean vector
and initial covariance matrix asm(0) andC(0), respectively, on this
coordinate system.
By taking another basis {wi }, the general linear constrained
optimization problem (P2) is defined as
argmin
y∈Rn
f(P2)(y) = f(P1)(Py)
s.t. д(P2)(y) = APy − b ⪯ 0 .
(16)
On this coordinate system, the coordinate vector y ∈ Rn is trans-
formed as x = Py by using basis-transformation matrix P that
2 Note that since our experiments are only on linearly constrained problems in this
paper and our internal optimization routine provides a sufficient accuracy, Eq. (5)
always holds and we confirmed that ε was always 10−13 in the experiment.
3 We provide the code in a GitHub repository (https://github.com/naoking158/ARCH).
Figure 4: Same problem with different coordinate systems
transforms {vi } to {wi }. The initial mean vector and the covariance
matrix are transformed as P−1m(0) and P−1C(0)(P−1)T, respectively.
These optimization problems (P1) and (P2) are equivalent to
(P0). However, the (P1) has a box-constraint, whereas (P2) has a set
of linear constraints. Algorithms that are invariant to any affine
transformation of the search space must perform equivalently on
these problems. We use these problems to assess the invariance.
5.2 Test Functions
We employ three test functions as f(P1) in (15): Sphere (fsph(x) =∑n
i=1[x]2i ), Ellipsoid (fell(x) =
∑n
i=1 10
6 i−1n−1 [x]2i ) and rotated-Ellipsoid
(frotell(x) = fell(Qθx)), whereQθ ∈ Rn×n is a block diagonal ma-
trix such that each block is 2 × 2 rotation matrix with the counter-
clockwise rotation angle θ . We set θ = π/6 in this experiment.
5.3 Settings
In the problem (15), LB and UB are set as LB = [−1, 1, . . . ,−1, 1]T,
UB = LB+[5, . . . , 5]T. The optimum is located atx∗ = [0, 1, . . . , 0, 1]T
for all but frotell, where x∗ ≈ [0.37, 1, . . . , 0.37, 1]T is obtained by
the Karush-Kuhn-Tucker. That is, the even-numbered coordinate
of the optimum is on the boundary, and the others are not. The
number of active constraints at the optimum is n/2.
For the transformation matrix P in (16), we consider the follow-
ing two matrices: P rot = Qθ ′ and P illrot = QTθ ′DQθ ′ , whereQθ ′ is
the orthogonal matrix defined in Section 5.2 with θ ′ = π/4, D is
a diagonal matrix defined as D = diag(1, 10, . . . , 1, 10). The trans-
formation matrix P rot only rotates the search space, whereas P illrot
transforms the rectangle feasible domain to a rhombus shape.
For the box-constrained optimization problem (P1), an initial
mean vector ism(0) = UB+LB2 +U(−1, 1)n = [2.4, 2.6, . . . , 2.4, 2.6]T+
U(−1, 1)n and an initial covariance matrix is C(0) = In . For the
linear inequality constrained optimization problem (P2), them(0)
andC(0) are transformed in the way described in Section 5.1.
The search space dimension is n ∈ {20, 50}, an initial step-size is
σ (0) = UB−LB4 = 1.25, and other parameters are set to their default
value defined in [16]. The box-constrained problem (P1) is denoted
by Box, the linearly constrained problem (P2) using P rot is denoted
by rotBox, and the (P2) using P illrot is denoted by illrotBox. See
Figure 4 that visualize the differences of these coordinate systems.
5.4 Results and Discussion
We experimentally confirm the affine invariance of ARCH and re-
sampling technique4on the problems defined above. Moreover, we
compare the behaviors of the CMA-ES with these constraint han-
dling techniques with those of the CMA-ES on the unconstrained
4 The maximum number of resampling is set to 500 and the fitness value will be set to
+∞ if a feasible solution is not sampled.
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Figure 5: Typical single runs of the CMA-ES (1st row) on unconstrained fsph (left) and fell (right), the resampling (2nd row),
AP-BCH (3rd row) and ARCH (4th row) on fsph (left) and fell (right) with Box in n = 20. Shown are the Mahalanobis distance
∥m−x∗∥2
H
between the mean vectorm and the optimal solution x∗ given the Hessian matrixH of the objective f , the step-size
σ , the eigenvalues eig(√C) of the square root of theC, the coordinates of them, the ratio rfeas of the constraints satisfied by the
m, the distance dm between them and its projection on the boundary and the coefficient α versus the number of iterations.
counterparts of the problems and the CMA-ES with AP-BCH [19]
(Section 2.3.2) on Box. The progress is measured by the Maha-
lanobis distance between the mean vector and the optimal solution
∥m − x∗∥2
H
= (m − x∗)TH (m − x∗) given the Hessian matrix
H ∈ Rn×n of the objective function.
Figure 5 shows typical single runs of the CMA-ES (1st row) on
unconstrained problems, and the CMA-ES with resampling (2nd
row), AP-BCH (3rd row) and ARCH (4th row), respectively, on fsph
and fell with Box in n = 20. In 3rd and 4th rows, we show the ratio
of the constraints satisfied by the mean vectorm, defined as
rfeas =
1
n
|{ i ∈ J1,nK | [LB]i ⩽ [m]i ⩽ [UB]i }| . (17)
Figure 6 shows the median, the lower-quartile and the upper
quartile over 100 trials of the CMA-ES with ARCH, the resam-
pling technique and AP-BCH on constrained (Box, rotBox and
illrotBox) fsph, fell and frotell in n = 20 (left) and n = 50 (right).
Affine Invariance of ARCH and Resampling. We focus on the
results of ARCH and the Resampling in Figure 6. For all functions,
we observe that the lines of the Box, rotBox and illrotBox overlap
each others. Though we do not formally prove the invariance of
ARCH and the resampling to an affine transformation of the search
space, the experimental results show they are. It indicates that the
performance comparison can be done solely on the most convenient
case, in our case Box.
Typical runs. In the results of ARCH in Figure 5, we observe
that the distance dm between the mean vector and its projection
on the boundary was kept around 1 as we desired. We also notice
that the behaviors of the unconstrained CMA-ES and those of the
CMA-ES with ARCH and AP-BCH are similar in the sense that the
eigenvalues of the covariance matrix tend to be proportional to
those of the Hessian matrix. However, we observed in Figure 6 the
difference in the adaptation speed of the covariance matrix on fell
and frotell. It was faster in the CMA-ESwith ARCH than in the CMA-
ES with AP-BCH. By adapting the coefficient α , ARCH seems to
resemble the selection of candidate solutions on an unconstrained
problem better than AP-BCH does.
On the other hand, the resampling results in a quite different
behavior. The eigenvalues of the covariance matrix are split into
two, where the smaller values are in the axes where the constraints
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Figure 6: The median, 25% and 75%-ile over 100 trials
are active at the optimum. Learning short axes in the direction
of constraints is reasonable if we want to generate only feasible
candidate solutions, and this idea is employed in [6]. However, it
will significantly slow down the convergence of the mean vector
towards the optimum on the boundary.
In the result of ARCH on the fsph in Figure 5, we observe that
∥m − x∗∥2
H
once increases at the beginning of the search. The
reason is that α is too small when the mean vector m violates
the constraints for the first time. ARCH continues to decrease α
untilm goes out of the feasible domain and becomes at the proper
distance from the boundary. Then,m goes away from the boundary
until α becomes somewhat larger. The change of rfeas also indicates
this situation. Therefore, the search efficiency of ARCH should be
improved by accelerating the adaptation speed of α .
Why do we prefer Eq. (5) to Eq. (6)? Figure 7 shows a typical run
on fsph with Box when the repair operator only uses (6). Similarly
to the behavior of Resampling, we observe that eig(√C) get split
into two. The reason is described as follows. The points repaired on
the intersection of the boundaries of the constraints that are active
on the optimum tend to have better f -values than the points that
are sampled inside the feasible domain and the points repaired on
the other place. Therefore, the algorithm prefers the region of the
points repaired on the intersection. Along this region, the sampling
distribution tends to spread. Once the distribution learns a sharp
shape, the preferred region becomes sharp, which leads to an even
more sharp distribution. On the other hand, the preferred region
of the algorithm using (5) is independent of the distribution shape,
and performs significantly better than the one using (6).
6 CONCLUSION
We have proposed a constraint handling technique (CHT) for the
CMA-ES, called ARCH, for explicit constraints. ARCH is designed
to exhibit the following invariance properties: the invariance to
the element-wise increasing transformation of the objective and
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Figure 7: The behavior when we only use Eq.(6) to repair
constraint functions and the invariance to an affine transformation
of the search space. Without these invariance properties, the perfor-
mance of a search algorithm can suffer from changing the scaling
of the objective or the constraint functions and by performing a
linear transformation of the coordinate system of the search space,
even though the optimization problem is essentially unchanged.
However, there was no CHTs for explicit constraints with both the
above mentioned invariance, resulting in losing the goodness of
the underlying CMA-ES.
To obtain the invariance to the element-wise increasing trans-
formation of the objective and constraint functions, ARCH uses
the total ranking as fitness value of candidate solutions. The total
ranking is the adaptive weighted sum of the ranking of the objec-
tive values and the ranking of the constraint violations that are
measured by the Mahalanobis distance between each candidate
solution to its projection onto the boundary of the constraints. By
taking into account the Mahalanobis distance given the covariance
matrix of the search distribution, ARCH obtains the invariance to
the affine transformation of the search space. Moreover, ARCH does
not assume that a solution violating a constraint can be evaluated
in simulation. This will be therefore applicable in a wide context.
In this paper, as our first step, we have focused on linearly con-
strained problems. However, ARCH can handle nonlinearly and
equality/inequality constrained problems. As the next step, we an-
alyze the behavior of ARCH on various nonlinearly constrained
problems including conically constrained test problems and the
CEC competitions on constrained real-parameter optimization [24].
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