Introduction
Advances in technology have been the catalyst for an unprecedented increase in the volume of institutional and personal image data. However, while there have been significant technological advances with image data capture and storage, developments in effective image retrieval have not kept pace. To address this, research into the retrieval of image data in the last two decades has focused primarily on the use of visual properties and characteristics; commonly referred to as content-based image retrieval.
Within this field, a number of key research areas have been identified that are advocated as crucial to its advancement (Gudivada and Raghaven 1995; Rui, Huang, and Chang 1999; Hanjalic, Sebe, and Chang 2006; Datta et. al. 2008) . Despite a long recognition as a key area of research, query interfaces to support effective information retrieval including their expressive power and the impact of the query on retrieval performance, especially with real end users, has still to receive serious attention by the research community (Flickner et. al. 1997 ). Jaimes, Sebe and Gatica-Perez(2006) argue that in order to gain acceptance, emerging image retrieval systems need to acquire a human-centered perspective. Jaimes and Chang(2002) state that content-based image retrieval systems should consist of three basic components at the highest level of abstraction: the database, the indexing information, and the user interface.
When users' conduct searches, they interact with the system to express their information requirements through a user interface. They suggest that two important aspects of the user interface are its expressive power and its ease of use; where expressive power relates to what can be expressed using the language and ease of use is concerned with how difficult it is for the user to formulate the desired query using the language. This paper reports the results of an investigation that aimed to explore the efficacy of the query by image and query by sketch methods in supporting a range of information problems. Section two provides the background to the research outlining the query paradigms and related experimental evaluation studies. Section three outlines the methods and procedures used in the experiment. Section four presents the results that emerged from the experiment.
Section five discusses the implications of the results and draws conclusions.
Research Background
The origins of content-based image retrieval lie in the fields of artificial intelligence, computer vision, image processing, pattern recognition, and signal processing. Advancement of the approach has been attributed to the early experiments conducted by Kato (1991) Feng, Siu, and Zhang 2003) . Nevertheless, the ability to provide effective and efficient image retrieval using this approach has proved challenging and its efficacy as a primary retrieval method is open to debate.
Query by Visual Example
Image retrieval is the process of identifying relevant images from a database that satisfies an information need. In the context of this research, an information need is a requirement to find relevant information in response to a searcher's specific information problem. This is formally expressed as a query Qn using the input language provided by the retrieval system. To provide both structure and access mechanisms to image data, concept-based image retrieval queries are expressed as keywords using either controlled or uncontrolled vocabularies supported by the retrieval system.
In contrast, content-based image retrieval requires searchers to express their information problems as visual queries. Query by visual example(QVE) is the general term used to describe the overall approach and was first coined by Hirata and Kato(1992) to describe the interaction paradigm of their sketch query tool developed for the Art Museum image retrieval system developed by Kato, Kurita and Shimogaki(1989) . Under this umbrella term, a number of query paradigms have been proposed for specifying a query Qn in an image database I. Del Bimbo(1999) and Lew and Huang(2001) In general, the majority of content-based image retrieval systems exemplify the interaction model proposed by Rui and Huang (2001) . This approach is generally considered sufficient for the formulation of an initial query as it leads to a set of results which, it is suggested, can be iteratively refined to satisfy the searcher's information need. Yoshitaka and Ichikawa(1999) state that QVE provides the user with an intuitive method of query representation and a form of expressing a query condition that is close to that of the information problem. In contrast, Boujemaa, Fauqueur, and Gouet(2004) argue that while QVE has provided a framework for visual information retrieval research, it does not support the rich variety of visual search strategies required for effective image retrieval. Typically, the user is presented with a randomly generated list in an n-dimensional matrix and then iteratively refines the retrieval results by selecting images that satisfy their information need. Systems that adopt this approach automatically compute a similarity ranking on image features in the set and disregard the least similar images after each iteration until the user is left with a set of relevant images (Laaksonen et. al. 2000; Vendrig, Worring and Smeulders 2001) .
Other approaches to query by internal image example include whether the data is unstructured or structured. With an unstructured approach, the searcher is presented with a complete view of all the images contained in the database and selects images that satisfy their information requirements. The view and structure of the image database can be modified using a relevance feedback mechanism.
An early example of an unstructured browsing technique was proposed by Gecsei and Martin (1989) . They suggested that users could progressively refine their search to one or two highly relevant surrogates with this approach.
However, this was not demonstrated empirically. should not be biased toward specific images or make some image pairs a priori more similar than others (Smeulders et. al. 2000) . 
Query by Sketch
Query by sketch allows the user to draw an approximate outline of the desired image with a graphic editing tool provided by the retrieval system. The sketch can represent either a completed object or scene. Kato et. al. (1989) were the first to provide a query by an adverse effect on the retrieval results.
Eakins (1992) argued that the shape drawn by the user must be an accurate representation of the shapes in the database, which he suggests is nearly impossible in practice although this was not demonstrated empirically.
At a theoretical level, query by sketch would appear to be a natural method for formulating visual queries. Despite its theoretical expressive power, the queries are difficult to formulate; drawing is a difficult task, particularly for users with limited skills. Blaser(1997) argues that the task can be simpler for users with some training or practice in drawing but, even then, using a computer interface to draw is usually unnatural. Regardless of whether the user is able to draw a good example to perform the query, the success of the system will depend on how the query is interpreted by the system. No research has been done to examine the effect of real user sketch-based queries on retrieval performance.
Experiment
In order to explore the viability of the query methods in supporting visual query formulation a usability experiment was conducted.
The aim of the experiment was to investigate to what extent query by image and query by sketch were effective methods for visual query formulation; the experiment was restricted to query by internal example. Retrieval performance was not measured or the focus of this study; the performance of the retrieval engine was investigated by Eakins, Boardman, and Graham(1998) , which demonstrated that their approach, albeit for a prototype system under specific laboratory conditions, was capable of providing effective shape retrieval for the majority of potentially citeable images.
This experiment focused on usability as defined in the ISO 9241 standard: effectiveness, efficiency and satisfaction(ISO 1998).
Effectiveness is the extent to which a goal or task can be achieved. Indicators of effectiveness include quality of solution and errors.
Efficiency is the amount of effort required to complete a task. Indicators of efficiency include task completion time and learning time.
Satisfaction is the level of comfort that the user feels when using a product or system and how effective that product or system was in supporting their goals. All three measures of usability were included in the experiment results. This class of task is not tested but is suggested as important in adding breadth and depth to the evaluation (Preece et. al. 1994 ).
The tasks were based on specific, semi-specific, and non-specific device mark image queries and took the form of paper-based examples, both final-copy or sketches, and descriptions of image queries. Benchmark tasks one T1 was a specific query where the participant was presented with a final paper-based copy of a candidate mark image being registered(<Figure 1; Figure 2> ).
Benchmark tasks two T2 was a semi-specific query where the participant had examples of the overall shape and features of interest in the form of a paper-based sketch (<Figure 3; Figure 4> ). 
Results
The following sections present a summary of the results of the experiment and are organized by the dependent variables of time, errors, and user satisfaction. 
Time

Errors
Two error types were defined for this experiment: E1 and E2. A type E1 error occurred when a participant could not take a task to completion. A type E2 error occurred when an action did not lead to progress in performing the desired task. In this experiment, no E2 type errors were produced by the sample population. In contrast, eleven E1 type errors occurred on task T3 using the query by sketch method, which was only completed successfully by seventeen out of the twenty-eight participants with the other eleven participants abandoning the task. The results of this are discussed in the next section. Tasks T1 and T2 were all successfully completed by the twenty-eight participants using both the query The results of a wilcoxon signed-rank test for the combined satisfaction scores revealed a significant difference between query by image and query by shape Z=-10.223, p<0.001.
In addition to overall satisfaction, participants were also asked to consider the efficacy of the query methods. <Table 8> shows the mean x , standard deviation σ, and variance for participants perceived usefulness of the query tools. The results show that query by image was rated positively ( x =2.61). In contrast, query by sketch was rated highly negatively ( x =-3.32).
The results of a wilcoxon signed-rank test for the efficacy scores revealed a significant difference between query by image and query by shape Z=-4.672, p<0.001.
Discussion
Query by image performed well across all three measures of usability. From an effectiveness perspective, task completion time scores reveal that specific and semi-specific tasks were completed in a shorter time using this method. However, there was a marked increase for non-specific tasks. This increase in task completion time can be attributed specifically to the level of task difficulty. As the results of the individual task completion time scores <Table 1> show, there was a marked difference between specific and non-specific tasks. This is not a surprising result in itself as the tasks were specifically designed to provide an increasing level of complexity. As a result, it could be predicted that it would take participants longer to complete tasks that had a higher cognitive load as a result of the in- Despite its perceived expressive power, it was observed that even specific queries were extremely difficult to formulate. Drawing can be a difficult and challenging task particularly for people with limited natural ability.
It was observed that queries formulated by this method were relatively crude, poorly formulated sketches, even when the task showed the exact query image. This supports the position taken by Korfhage(1997) (1997) suggests is unclear and provides an opportunity for further research to investigate the limits of the approach in supporting visual query formulation. In the context of this study, it was observed that participants found the task of drawing by this method challenging and frustrating. It was also observed that the quality of the query, particularly in terms of its structure, had a notable effect on the retrieval results. This is contrary to this position taken by Long, Zhand and Feng(2003) who suggested that a rough sketch would prove sufficient to produce a set of results, which could be refined. Similarly, while the results of retrieval performance experiments suggest that the retrieval effectiveness of existing prototype systems is extremely encouraging under specific laboratory conditions they also suggest that the quality of the query has an effect on retrieval performance.
To what extent it affects the retrieval result is unclear as little empirical evidence exits into the effect of query formulation and its effect on retrieval performance.
For this experiment two error conditions were defined. Query by sketch produced a number of E1 type errors during the experiment where participants could not take a task to completion. This task involved using the query method to formulate a non-specific query with eleven participants abandoning the task.
In comparison to the findings of Bird, Elliott, and Hayward(1999) , it was noted that participants demonstrated considerable frustration in their attempts to produce a query of sufficient quality and the effect that this had on the retrieval results, blaming their ability to use the tool correctly. Given the expertise of the sample population with information systems and user interfaces, it is interesting to note that they attribute their ability as the single point of failure in the system rather than the usability of the system itself. This observation is not uncommon where users attribute usability problems experienced with a system to their ability to use it effectively. In addition, an error classification with a finer level of granularity, such as that proposed by Norman(1981) , may have revealed more interesting data regarding the type of errors experienced by participants during the course of the experiment. Nevertheless, the development of such taxonomy was beyond the scope of this research.
These findings have important implications
for the efficacy and utility of content-based image retrieval as an approach although there is a need to further examine the usefulness of both the tools in relation to retrieval performance which will be the focus of future research work.
Conclusion
This Nevertheless, research into query interfaces for content-based image retrieval is still in its infancy and substantial research is required to understand the relationship between the user's information problem and methods of query formulation and refinement.
