Abstract. In this paper we describe the profinite completion of the free solvable group on m generators of solvability length r ≥ 1. Then, we show that for m = r = 2, the free metabelian group on two generators does not have the Congruence Subgroup Property.
Introduction
Let Γ := GL m (Z) be the matrix group of the m × m invertible matrices over Z. For n ∈ N, set: Γ[n] := ker(Γ → GL m (Z n )) where Z n := Z/nZ. The classiscal congruence subgroup problem asks whether every subgroup of Γ of finite index contains a congruence subgroup Γ[n], for some n ∈ N?
By referring to GL m (Z) as the automorphism group of Z m , one can generalize the congruence subgroup problem as follows: Let G be a finitely generated group, and let Γ := Aut(G) be the automorphism group of G. For a characteristic subgroup K of finite index in G, set Γ[K] := ker(Γ → Aut(G/K)). Now, the generalized congruence subgroup problem asks: does every finite index subgroup of Γ contain a congruence subgroup of the form Γ [K] for some characteristic subgroup K of finite index in G? In the case where the answer to this question is positive we say that G has the CSP (Congruence Subgroup Property).
We prefer to say that G has the CSP rather than Γ, as there could potentially exist two groups G 1 , G 2 with Aut(G 1 ), Aut (G 2 ) isomorphic such that just one of these automorphism groups has the CSP. But when there is no danger of ambiguities we will also say that Γ = Aut(G) has the CSP.
It is well known that Z 2 , the free abelian group on two generators, does not have the CSP. This result was known already in the 19th century ( [Su] , [Ra] ). On the other hand, in 2001 Asada [A] showed, by using methods of algebraic geometry, that F 2 , the free group on two generators does have the CSP. Later (2011), Bux, Ershov and Rapinchuk [BER] provided a group theoretic version of this result and proof.
Our paper deals with an intermediate case: the free metabelian group on two generators (or more generally, the free solvable group of length r ≥ 2 on two generators). As we will see, a large part of Bux-Ershov-Rapinchuk's proof works for the automorphism group of the free metabelian group, which initially caused us to believe that it has the CSP. However, as we will show below, it does not.
Theorem 0.1. The free metabelian group on two generators Φ does not have the CSP.
Here is the main line of the proof: the generalized congruence subgroup problem asks whether the profinite topology of Aut(G) is the same as the congruence topology. By some standard arguments from [BER] , one can pass to Out(G) (if G is residually finite andĜ is centerless, which is the case for our groups -see Theorem 2.11 and proposition 2.10). In §2 we will give an explicit description of the profinite topology and completion of the free solvable group G = Φ m,r on m generators and solvability length r. This enables one to describe the congruence topology of Aut (G) . What makes now the case m = 2 so special is that Out(Φ 2,r ) ∼ = GL 2 (Z), and the congruence subgroup problem for Φ 2,r boils down to the question as to whether the congruence topology of Out(Φ 2,r ) induces the full profinite topology of GL 2 (Z). Note that for F 2 , the free group on two generators, this is indeed the case: the congruence topology of Out(F 2 ) is the full profinite topology of Out(F 2 ) ∼ = GL 2 (Z).
On the other hand, we will show that for Φ := Φ 2,2 , the free metabelian group on two generators, the congruence topology of Out(Φ) ∼ = GL 2 (Z) is equal to the classical congruence topology of GL 2 (Z). As it was pointed out before, it is well known that this topology is much weaker than the profinite topology of GL 2 (Z). Hence Φ fails to have the CSP.
Our method and result suggest conjecturing that all the free solvable groups Φ 2,r (on two generators) do not have the CSP.
The paper is organized as follows: in §1 we present the Romanovskii embedding, a generalization of the well-known Magnus embedding, and use it in §2 to describe the profinite completion of a finitely generated free solvable group. In §3 we quote a result of Bux, Ershov and Rapinchuk which they used to prove that F 2 does have the CSP. In §4 we formulate a conjecture on Φ 2,r that would imply that Φ 2,r does not have the CSP. Finally, in §5 we prove this conjecture for Φ := Φ 2,2 , and conclude that Φ does not have the CSP.
Romanovskii embedding
Let F be the free group on m generators, and let R be a normal subgroup of F . Denote by R ′ the commutator subgroup of R. Following the well-known Magnus embedding (see [B] , [RS] , [M] ) and its generalization by Shmel'kin (see [Sh1, Sh2] ), Romanovskii found a faithful embedding of F/(R ′ R n ), n ∈ N ∪ {0} (with the notation R 0 = 1), into a matrix group, which enables to describe F/(R ′ R n ) through F/R. In this section we will present the Romanovskii embedding, and as mentioned, we will use it in the next section to describe the profinite completion of a finitely generated free solvable group.
Denote by {f 1 , . . . , f m }, {g 1 , . . . , g m } and {g 1 , . . . ,g m } the appropiate generators of F , G andG n respectively. By the mapping f i →g i → g i , i = 1, . . . , m, we get a natural epimorphism F →G n → G. For n ∈ N ∪ {0} denote Z n = Z/nZ. Now, for the group G, denote by Z n [G] the group ring of G over Z n , and by [G] module with basis {t 1 , t 2 , . . . , t m }. Now, define:
One can notice that R n (G) has a group structure under formal matrix multiplication given by the formula:
(1) By the mapping α, defined by:g i → g i t i 0 1 for i = 1, . . . , m, we get a faithful representation ofG n as a subgroup of R n (G).
(2) An element of the form g
Considering the formula for multiplication in R n (G), it is easy to see that under α, the subgroup R/R ′ R n G n is isomorphic to 1 t 0 1 ∈ Im(α) .
2.
The profinite completion of a finitely generated free solvable group
As before, let F be the free group on m generators. Denote by F (1) := [F, F ] the commutator subgroup of F , and by induction, define:
. Denote by Φ r := F/F (r) the free solvable group on m generators of solvability length r, and define Φ 0 := F/F = {e}. To simplify notations, we write F , Φ r , Φ r,n instead of F m , Φ m,r , Φ m,r,n respectively, as the results of this section hold for every finite number of generatos bigger than 1. Sometime we will use also the notation Φ r,0 = Φ r . In this section we will present, using the Romanovskii embedding, an "explicit" description ofΦ r , in the sense that we will find finite quotients {Φ r,n } ∞ n=1 , of Φ r , such that Φ r ∼ = lim ← − n∈N Φ r,n . This explicit description will help us later to describe some properties ofΦ r , and to prove the main theorem.
Definition 2.1. For n ∈ N, define by induction on r the following groups: for r = 0, K 0,n := F and for r + 1,
Proposition 2.2. For n ∈ N we have: for r = 0, |Φ 0,n | = 1, and for r > 0,
Proof. For r = 0 the result is obvious. For r + 1: by a well-known theorem of Schreier, we know that K r,n is free, and its rank is: |Φ r,n | · (m − 1) + 1. Therefore, K r,n /K ′ r,n (K r,n ) n isomorphic to (Z n ) |Φr,n|·(m−1)+1 and thus,
Proof. We need to show that:
By induction on r. For r = 1 the result is obvious. For r + 1:
The next proposition follows easily from the definitions.
We need now few notations:
Definition 2.5. For r, n ∈ N ∪ {0} denote: -x r,n,1 , . . . , x r,n,m to be the m standard generators of Φ r,n .
-Z n [Φ r,n ] -the group ring of Φ r,n over Z n := Z/nZ. -T r,n := Z n [Φ r,n ]t r,n,1 + . . . + Z n [Φ r,n ]t r,n,m , will be the Z n [Φ r,n ] left free module with the base t r,n,1 , t r,n,2 , . . . , t r,n,m .
-R(Φ r,n ) := g t 0 1 |g ∈ Φ r,n , t ∈ T r,n .
The next proposition is a special case of Theorem 1.1.
Proposition 2.6. For r, n ∈ N, the correspondence: x r+1,n,i ↔ x r,n,i t r,n,i 0 1 for i = 1, . . . , m, gives a faithful representation of Φ r+1,n as a subgroup of R(Φ r,n ).
Proposition 2.7. Denote by π r,n the natural homomorphism from Φ r to Φ r,n . Then: every finite quotient π : Φ r → G whose order divides n factorized through Φ r,n . I.e. there isπ, Φ r πr,n
Proof. Let G be a quotient of Φ r whose order divides n. Set G = F/R where R ≥ F (r) and R ≥ F n -i.e. R ≥ F (r) · F n . We recall that Φ r,n = F/K r,n . According to these notations we actually need to prove that R ≥ K r,n . We will show by induction on l that for every l ∈ N we have R · F (l) ≥ K l,n . Therefore, as R ≥ F (r) we will deduce that in particular, R ≥ K r,n as required.
For l = 1 we have K 1,n = F ′ F n and in this case we have:
For l + 1:
The last proposition gives us an "explicit" description of the structure of Φ r . For example:
Corollary 2.8. Let z n,1 , . . . , z n,m be the standard generators of (Z n ) m , then:
By using this "explicit" description ofΦ r , we will show a few properties ofΦ r , which will help us later solve the congruence subgroup problem for Φ 2,2 , the free metabelian group on two generators.
Proposition 2.9. Let n ∈ N and let x r,n,i be one of the generators of Φ r,n . Then, O(x r,n,i ), the order of x r,n,i , is equals n r .
Proof. By induction on r. For r = 0, the result is obvious. For r + 1:
by proposition 2.6, one can write: x r+1,n,i = x r,n,i t r,n,i 0 1 . By the induction hypothesis: O(x r,n,i ) = n r . For 0 < k ∈ N we can uniquely write: k = k 1 n r +k 2 , when: k 1 ∈ N∪{0} and 1 ≤ k 2 ≤ n r . Thus, simple calculation shows that for 0 < k ∈ N:
Looking at the left upper coordinate, one can see that by the induction hypothesis k 2 = n r is a necessary condition for x r+1,n,i to satisfy (x r+1,n,i ) k = e. Therefore, if we want x r+1,n,i to satisfy (x r+1,n,i ) k = e, we need that the right upper coordinate will equal 0 under the condition k 2 = n r , i.e. (k 1 + 1) 1 + . . . + (x r,n,i ) n r −1 = 0. The right upper coordinate belongs to T r,n which is a free module over Z n [Φ r,n ], and therefore, it happens for the first time when k 1 = n − 1, i.e. k = (n − 1)n r + n r = n r+1 .
Proposition 2.10. LetΦ r be the free profinite solvable group on m ≥ 2 generators of solvability length r ≥ 2. Then, Z(Φ r ), the center ofΦ r , is trivial.
Proof. Denote byx r,1 , . . . ,x r,m the standard generators ofΦ r as profinite group, i.e.x r,i = x r−1,n,i t r−1,n,i 0 1
) is the center ofx r,i inΦ r ), and this actually means that: Z(Φ r ) = {e}.
Let
g n m i=1 a n,i t r−1,n,i 0 1
We will show that a n ′ ,i ′ = 0 and g n ′ = e for every n ′ ∈ N and 1 ≤ i ′ ≤ m.
Assume negatively that for the element g n m i=1 a n,i t r−1,n,i 0 1
there are n ′ ∈ N and 1 ≤ i ′ ≤ m such that a n ′ ,i ′ = 0. Consider Φ r,n ′2 . Now, take any j = i ′ , and from the condition that g n m i=1 a n,i t r−1,n,i 0 1
(x r,j ), we have:
After opening the last multiplication and comparing the coefficients of t r−1,n ′2 ,i ′ one can conclude that a n ′2 ,i ′ = x r−1,n ′2 ,j a n ′2 ,i ′ . As remembered, a n ′2 ,i ′ ∈ Z n ′2 [Φ r−1,n ′2 ], and thus we can write a n ′2 ,i ′ = g∈Φ r−1,n ′2 α g g when α g ∈ Z n ′2 for every g ∈ Φ r−1,n ′2 . Therefore, the equality a n ′2 ,i ′ = x r−1,n ′2 ,j a n ′2 ,i ′ , deduces that for every g, h ∈ Φ r−1,n ′2 : h ∈ x r−1,n ′2 ,j g ⇒ α g = α h . Now, according to proposition 2.9, O x r−1,n ′2 ,j = n ′2 r−1 . Therefore, by denoting the representatives of the right cosets of x r−1,n ′2 ,j in the group Φ r−1,n ′2 in {g u } u∈U , one can write:
Now, according to the inverse limit property, the natural map Φ r−1,n ′2 → Φ r−1,n ′ induces a natural map Z n ′2 [Φ r−1,n ′2 ] → Z n ′ [Φ r−1,n ′ ], that under this map a n ′2 ,i ′ → a n ′ ,i ′ . Considering that O(x r−1,n ′ ,j ) = n ′r−1 , and that a n ′ ,i ′ ∈ Z n ′ [Φ r−1,n ′ ], we deduce that under this map:
Thus, a n ′2 ,i ′ → 0, and therefore a n ′ ,i ′ = 0. Now, after we proved that a n ′ ,i ′ = 0 for every n ′ ∈ N and for every 1 ≤ i ′ ≤ m, it is obvious that according to Theorem 1.1, also g n ′ = e for every n ′ ∈ N.
The following theorem is well known in more general cases ( [G] Theorem 7.1, [Rob] Theorem 9.44). But one can notice that using the explicit description we gave forΦ r , it is easy to give another proof for our specific case.
Theorem 2.11. For every r ≥ 0, Φ r is residually finite p for all primes p.
3.
Methods from the solution of the CSP for F 2
As mentioned at §0, Bux, Ershov and Rapinchuk [BER] showed that F 2 has the CSP. In this section, we quote one of their results. We will use it in the opposite way: to show that Φ, the free metabelian group on two generators, does not have the CSP.
Proposition 3.1 ( [BER] , Lemma 3.1). Let G be a finitely generated group. Then:
(1) G has the CSP if and only if the natural mapî : This proposition, together with propositions 2.4, 2.7, 2.10 and Theorem 2.11, give: Lemma 3.2. Let Φ r be the free solvable group on m > 1 generators of solvability length r > 0. Then, Φ r has the CSP if and only if every subgroup of Out(Φ r ) of finite index contains a subgroup of the form ker(Out(Φ r ) → Out(Φ r,n )) for some n ∈ N.
The CSP for free solvable groups on two generators
As mentioned, Lemma 3.2 is valid for every r, m > 1, but from now on we will concentrate on the case m = 2. So, in this section, Φ r denotes the free solvable group on two generators of solvability length r, and the generators of Φ r will be denoted by x r and y r . We will denote the generators of Z 2 by x and y.
Consider the natural map Φ r → Z 2 , defined by x r → x, y r → y. This map induces the natural maps: Aut(Φ r ) → Aut(Z 2 ) and Out(Φ r ) → Out(Z 2 ). It is easy to check that the map Aut(Φ r ) → Aut(Z 2 ) is surjective, as Aut(Z 2 ) is generated by the automorphisms:
α :
x → xy y → y , β :
x → y y → x which are the images of the automorphisms:
x r → x r y r y r → y r , β r :
Therefore, the map Out(Φ r ) → Out(Z 2 ) = Aut(Z 2 ) is also surjective. We want to show that this map is also injective, and to conclude that:
Definition 4.1. Let G be a group and IA(G) := ker(Aut (G) → Aut(G/G ′ ) ). An element of IA(G) is called an "IA-automorphism".
The sequence 1 → IA(Φ r ) → Aut(Φ r ) → Aut(Z 2 ) → 1 is an exact sequence, and so is the sequence 1 → Inn(Φ r ) → Aut(Φ r ) → Out(Φ r ) → 1. Clearly, Inn(G) ⊆ IA (G) , and in particular, Inn(Φ r ) ⊆ IA(Φ r ). Bachmuth, Formanek and Mochizuki, gave few conditions for equality:
Theorem 4.2 ( [BFM] ). Let F be the free group on two generators, and let R be a normal subgroup of F satisfying:
Let us now mention: (1) IA(Φ r ) = Inn(Φ r ).
(2) The map Out(Φ r ) → GL 2 (Z) is an isomorphism.
Conjecture 4.5. With the above isomorphism: for r, n ∈ N:
As Z 2 does not have the CSP, there is a subgroup of Aut(Z 2 ) ∼ = GL 2 (Z) of finite index containing no subgroup of the form ker(GL 2 (Z) → GL 2 (Z n )). Therefore, if the conjecture is true, the same subgroup of GL 2 (Z) does not contain any subgroup of the form ker(Out(Φ r ) → Out(Φ r,n )), and thus, by Lemma 3.2, Φ r does not have the CSP.
We consider now the following notations:
With the above notations we have:
Lemma 4.7. Conjecture 4.5 is true iff IA ′ (Φ r,n ) = Inn(Φ r,n ).
Proof. As was shown in proposition 2.3 Φ ab r,n = Φ r,n /[Φ r,n , Φ r,n ] ⋍ Z n r . Thus, the natural surjective map Aut(Φ r ) → GL 2 (Z) induces a natural surjective map Aut ′ (Φ r,n ) → GL ′ 2 (Z n r ) whose kernel is exactly IA ′ (Φ r,n ). This map induces another natural surjective map Out ′ (Φ r,n ) → GL ′ 2 (Z n r ), and this map is an isomorphism iff IA ′ (Φ r,n ) = Inn(Φ r,n ). On the other hand, the latter is an isomorphism iff conjecture 4.5 is true. So the lemma follows.
Theorem 4.8. For r = 2 we have IA ′ (Φ 2,n ) = Inn(Φ 2,n ) for every n ∈ N.
Thus, once we prove Theorem 4.8, Theorem 0.1 is also proven.
Proof of Theorem 4.8
In this section Φ = Φ 0 = Φ 2,2 denotes the free metabelian group on two generators. We also write Φ n instead of Φ 2,2,n . Let n ∈ N∪{0} and let x n , y n be the generators of (Z n ) 2 . By Theorem 1.1 we can consider Φ n as the group generated by x * n = x n t xn 0 1 and y * n = y n t yn 0 1 , and the elements of Φ n are the matrices of the form
Every automorphism of Φ n is determined by its action on the two generators:
x n t xn 0 1 and y n t yn 0 1 . Therefore, when we want to describe an automorphism, σ, of Φ n we can write:
Proof. As σ is an automorphism, we can write x n t xn 0 1 and y n t yn 0 1 as words with the matrices: x i n y j n a 1 t xn + a 2 t yn 0 1 and
Therefore, it is easy to check, by induction on the length of these words, that there are polynomials c 1 , c 2 ,
I.e., we got that:
From the last lemma it follows that if σ ∈ Aut(Φ) then d(σ) = ±x r y s for some r, s ∈ Z, as these are the invertible elements of Z[Z 2 ] ( [CF] , chapter 8).
Lemma 5.3. Let n ∈ N ∪ {0}. For the commutator subgroup of Φ n we have:
Proof. Let us write h * = h b 1 t xn + b 2 t yn 0 1 and g * = g a 1 t xn + a 2 t yn 0 1 for two arbitrary elements in Φ n . Then, by direct computation and by using the identities:
we deduce:
This shows that multiplications of commutators of Φ n are of the form 1.
For the other direction, one should notice that by the notations x * n = x n t xn 0 1 and y * n = y n t yn 0 1 , we have:
Moreover, conjugation by x * n or y * n multiply the right upper coordinate by x n or y n respectively. That shows that we can reach every p ∈ Z n [Z 2 n ].
We can now prove Theorem 4.8:
Proof. It is obvious that IA ′ (Φ n ) ⊇ Inn(Φ n ). On the other hand, consider an element σ ∈ IA ′ (Φ n ). As σ ∈ IA(Φ n ), by Lemma 5.3, we can describe σ as follows:
x n t xn 0 1 → x n t xn 0 1 1 (1 − y n )(x −1 n p)t xn − (1 − x n )(x −1 n p)t yn 0 1 = = x n [1 + (1 − y n )p]t xn + −(1 − x n )pt yn 0 1 y n t yn 0 1 → y n t yn 0 1 1 (1 − y n )(y −1 n q)t xn − (1 − x n )(y −1 n q)t yn 0 1 = = y n (1 − y n )qt xn + [1 − (1 − x n )q]t yn 0 1 for some p, q ∈ Z n [Z 2 n ]. Now, one can compute the determinant of σ and deduce that:
But, by considering that σ ∈ Aut ′ Φ n and by applying the conclution of Lemma 5.2, we conclude that there are i, j ∈ Z n such that: 1 + (1 − y n )p − (1 − x n )q = ±x That completes the main result of the paper. Now, one can ask whether IA(Φ n ) = Inn(Φ n ). The next explicit example shows that this is not true in general.
Proof. In the proof of the previous proposition we saw that σ is an IAautomorphism. On the other hand, assume that σ is inner. By direct computation we deduce that the determinant of σ equals d(σ) = x p + y p − 1. On the other hand, as Inn(Φ p ) ⊆ Aut ′ (Φ p ), we conclude that d(σ) = ±x r p y s p , and this is a contradiction.
