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ABSTRACT 
Three applications of models in medicine are considered. 
A computer-aided learning pr.ogram for teaching the dynamics of 
uptake and distribution of the inha1ationa1 anaesthetic halothane is 
described. The program is based on a compartmental model which simulates 
the action of halothane on ventilation and on the cardiovascular system. 
The program presents the model to the student in four forms: one with 
no changes in circulation or respiration, one with the cardiovascular 
effects of halothane included, 011e with respiratory effects on.Ly, and 
one with both of these effects combined. The student can study the 
importance of ha10thane
'
s influence on respiration and blood circulation 
by comparing results from simulations on different models. The simulation 
is presented as graphs continuously displayed on an alphanumeric visual 
display terminal. Interaction with the program is possible at all times 
to change the simu~ation speed, the variables being graphed, the 
halothane fraction, and the fresh gas flow. A pilot evaluation of the 
program as it is used during a tutorial shows a highly significant 
improvement in the students I answers after the tutorial using a 'before 
and after' questionnaire. The students showed an understanding of the 
program's display and model limitations. This encourages the further 
use of the program. 
The images obtained by Computed Tomography are degraded if there 
is any body motion ,,·hile the proj ections are being measured. This 
blurring is assessed by considering motions of individual points within 
body cross-sections. An effective radius of body movement is defined 
and a statistical description of the blurring is developed. Both 
continuous and discrete movements are investigated. It is found that 
the resolution limit set by the blurring is almost always twice the 
effective radius, although the blurring can sometimes be negligible if 
the movement occurs spasmodically during the measurement of the 
projections. 
In some situations of technical and scientific interest, only 
small numbers of projections are available. For these, conventional 
reconstruction techniques produce unacceptable images. Several methods 
for increasing the number of projections by interpolating between given 
projections are introduced and compared. It is found that schemes which 
ii. 
employ a priori information give images which are superior tp those which 
do not utilise such information. The general structure, rather than the 
specific details (e.g. whether or not the underlying functional is of 
maximum entropy type) of an iterative scheme determines its usefulness 
as an interpolation method. It is shov..1TI. how the convergence rates of such 
iterative schemes can be accelerated. 
iii. 
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PREFACE 
The work reported in this thesis started in 1978 when I enrolled 
for a Ph.D. in Electrical Engineering under the joint supervision of 
Professor R.H.T. Bates of the Electrical Engineering Department, 
University of Canterbury, and Dr A.E. McKinnon, who was then Director 
of the Computer Laboratory, Christchurch Clinical School of Medicine. 
I initially intended to look at some aspects of Computed Tomography, 
but as an introduction to 'research work, and with the cooperation of 
Professor J.H. Gibbs of the Department of Anaesthetics, Christchurch 
Clinical School of Medicine, I embarked on a small project to design a 
computer aided learning program to aid the teaching of the uptake alld 
distribution of the inhalational anaesthetic halothane. 
The aspects of Computed Tomography (CT) and computer aided 
learning studied in this thesis are tied together by the concept of 
modelling. Chapter 1 explains this connection and introduces some basic 
ideas and techniques which are used in the remainder of the thesis. 
A brief overview of computer aided learning is given in Chapter 1 and 
the basic theory of computed tomography is presented. There can be loss 
of image quality if anyone of the basic premises of CT is not kept. 
Chapter 1 concludes with a review of such mechanisms and briefly details 
the approaches taken to reduce their effects and to characterise the 
image degradation. 
The second chapter describes the program I constructed for 
Computer Aided Learning (CAL). The program simulates the uptake and 
distribution of halothane and is designed as an interactive tutorial 
aid. The development of such programs suffers from the difficulties 
associated both with the derivation of a model and with the design of 
the computer/student interface. I derived this original model from the 
data available in the literature. The clinical experience of members of 
the staff of the Department of Anaesthetics was used to overcome the 
difficulties caused by insufficient and inconsistent data. The resulting 
compartmental model forms the basis of the CAL program. This program has 
been used routinely for teaching fifth year medic~l students. The 
members of the staff who use it find the program easy to use and a 
successful teaching aid. In order to verify its usefulness, I carried 
out a pilot evaluation study which is also reported in Chapter 2. 
vi. 
Chapter 3 investigates an application of modelling in computed 
tomography. Computed tomography is a useful diagnostic X-ray technique 
which produces cross-sections of the body, Series of projections are 
taken around the body through the plane of interest. These projections 
are use.d to form the image of the cross-section. Current CT seanners can 
measure a full set of projec.tions in less than 2 seconds. However, even 
during suc:h short scan timl;!.s, there may be significant patient movement. 
For instance, there could be involuntary muecle movement, breathing 
motion, peristalsis, or cardiovascular movenlent. Any such movement 
causes blurring in a reeonstructed image. In practice, the details of 
the movement are rarely known, so that it is not possible to correct for 
it. The aim of the analysis presented in Chapter 3 is to characterise 
the blurring due to motion. The approach I adopt is based on models of 
the types of movement that can be expected in practice, The advantage 
of this is that it allows the blurring due to c:lasses (if movement to be 
characterised analytically. Thus I obtain quite general results without 
resorting to prolonged computational experiments. 
The work reported in Chapter 4 is concerned with an aspect of 
computed tomography which was originally suggested by some of the work 
of Graeme McKinnon while he was a graduate student at this University. 
He developed a technique for imaging the beating heart with a conventional 
CT scanner. However his technique produces only small numbers of 
projections at each phase of the heart cycle. Conventional reconstruction 
techniques do not make the best use of the available measurements in such 
situations. Thus I have examined several reconstruction techniques in an 
effort to obtain better images. The methods presented in Chapter 4 are 
based on a model for the image. This model embodies whatever a priori 
information is available. For example, it is usually known that the 
image is real and non-negative, and an estimate of its size is often 
available. Maximum entropy and other statistically inspired measures 
also contribute a priori information. In Chapter 4 I compare eight 
reconstruction methods, six of which employ a model for the image. 
The more successful of the schemes are derived by posing the reconstruct-
ion problem as an optimisation problem. This sort of approach is not 
new, but this new application to the problem caused by reconstruction 
when there are few measured projections has allowed me to develop a 
reconstruction framework into which a variety of image models can be 
incorporated. The four methods based on this approach give the best 
reconstructions and appear to be worthy of further study and 
vii. 
implementation with measured data. 
The thesis concludes with Chapter 5, which presents conclusions 
and suggestions for further research. 
During the course of the work presented in this thesis the 
following presentations and papers have been prepared: 
Heffernan P .B., Gibbs J .M., and McKinnon A.E. 1979. "A Simulation of 
Anaesthetic Uptake and Distribution", Presented at the 1978 
meeting of the Anaesthetic Research Group of Australia and 
New Zealand, Abstract in Anaesthesia and Intensive Care VII, 198. 
Bates R.H.T. and Heffernan P.B. 1980. "Image reconstruction from 
projections. V: Blurring due to object movement", Optik 56, 
101-112. 
Heffernan P.B., Gibbs J .M., and McKinnon A. E. 1980. "Teaching halothane 
uptake and distribution by computer simulation", Presented at the 
Conference of the Australasian College of Physical Sciences and 
Engineering in Medicine and Biology, Christchurch, New Zealand, 
August 1980 (proceedings page 25). 
Heffernan P .B. and Bates R.H. T. 1981. "Image reconstruction from 
projections. VI: Comparison of interpolation methods", 
Optik (in press) . 
Heffe~"Uan P.B., Gibbs J.M., and McKinnon A.E. 1982. "Teaching halothane 
uptake and distribution. I: A computer simulation program", 
Anaesthesia (in press) . 
Heffernan P.B., Gibbs J.M., and McKinnon A.E. 1982. "Teaching halothane 
uptake and distribution. II: Evaluation of a computer simulation 
program", Anaesthesia (in press). 

ix. 
TABLE OF CONTENTS 
ABSTRACT 
ACKNOWLEDGEMENTS 
PREFACE 
CHAPTER 1. INTRODUCTION 
1. lOver-view 
1.2 System 
1.3 Modelling 
1.4 Computer Aided Learning 
1.5 Computed Tomography 
1.6 Non-linearities in Computed Tomography 
1.6.1 ~ Sampling 
CHAPTER 2. 
2.1 
2.2 
2.3 
2.4 
2.S 
2.6 
2.7 
CHAPTER 3. 
3.1 
3.2 
3.3 
3.4 
1.6.2 ¢ Sampling 
1.6.3 
1.6.4 
1.6.5 
1.6.6 
1. 6.7 
1.6.8 
1.6.9 
Missing sector of projections 
Incomplete projections 
Detector sensitivity 
Beam shape 
Beam energy 
Noise 
Patient motion 
TEACHING HALOTHANE UPTAKE AND DISTRIBUTION 
Introduction 
Halothane Anaesthesia 
The Model 
Interaction 
Typical Simulations 
Evaluation 
Discussion 
BLURRING DUE TO OBJECT MOVEMENT 
Statement of the Problem 
Test Function 
Archetypal Movements 
Circular Movements 
Page 
i 
iii 
v 
1 
1 
1 
3 
5 
9 
12 
14 
16 
17 
18 
19 
20 
21 
22 
23 
2S 
2S 
2S 
28 
3S 
38 
40 
43 
47 
47 
50 
52 
53 
x. 
3.5 Linear Movements 
3.6 Discussion 
CHAPTER 4. IMAGE RECONSTRUCTION FROM FEW PROJECTIONS 
4.1 Introduction 
4.1.1 Straightforward reconstruction 
4.1.2 Fourier series interpolation and 
straightforward reconstruction 
4.2 Development of Numerical Tools for 
Iterative Reconstruction Methods 
4.2.1 Back-projection 
4.2.2 Re-projection 
4.2.3 Re-projection using linear interpolation 
4.2.4 Re-projection due to Peters 
4.2.5 Re-projection along grid lines 
4.2.6 Comparison of Re-projection schemes 
4.2.7 Two other re-projection schemes 
4.2.8 Extent of the image 
4.3 Gerchberg's Algorithm 
4.4 Optimisation Techniques for Image 
.Reconstruction from Projections 
4.5 A Reconstruction Technique Employing 
a priori Information 
4.5.1 Methods V and VI: Maximum entropy 
4.5.2 Method VII: Positivity constraint 
4.5.3 Method VIII: Size constraint 
4.6 Discussion 
CHAPTER 5. CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH 
5.1 Computer Aided Learning 
5.2 Patient Movement in CT 
5.3 Image Reconstruction from Few Projections 
p..PPEhTDIX I 
REFERENCES 
Page 
57 
60 
63 
63 
65 
66 
70 
70 
71 
72 
74 
76 
76 
77 
78 
79 
84 
91 
94 
95 
96 
99 
103 
103 
104 
105 
109 
113 
-1-
1. INTRODUCTION 
1.1 OVER-VIEW 
Three applications of modelling in medicine are considered in 
this thesis. The first uses a mathematical model for the uptake and 
distribution of an inhalational anaesthetic. This is implemented on 
a computer as a teaching aid. The other two applications are in a 
particular field of patient imaging - Computer Aided Tomography. 
The fundamental concepts of system and model are introduced 
in §1.2 and §1.3. §1.4 discusses the advantages and disadvantages 
of Compu'ter Aided Learning (CAL) and presents a classification scheme 
for C~~ programs. An area where modelling can be useful for teaching is 
also investigated in §1.4. The principles of Computer Aided Tomography, 
nowadays called Computed Tomography (CT), are explained in §1.5. The 
kinds of image degradation that commonly occur in actual practice are 
discussed in §1.6. The chapter concludes in §1.6 with a review of 
approaches to artefact characterisation and correction. 
1.2 SYSTEM 
The concept of a system has appeared in fields as diverse as 
biology and economics. A review of the many different types of systems 
is given by McKinnon (1973). A general definition of a system, taken 
from control theory (Elgerd, 1967, p. 1), is a "collection of objects 
united by some form of interaction or interdependence". However, despite 
this definition, any discussion or analysis of a real system implies some 
conceptual representation of it. Thus the notions of system and model 
necessarily overlap. This point is not considered further here since it 
is convenient to use the above definition of a system isolated from any 
implicit modelling. 
Systems can often be described as hierarchies of SUb-systems. 
ConSider, for example, the administration of some inhalational agent 
to a patient in an operating theatre. The system could be considered 
to contain the anaesthetist, patient, vapouriser, delivery circuit and 
surgeon (Bagshaw, 1980). The anaesthetist assesses the patient's state 
by visual, tactile and auditory feedback. One sub-system monitored by 
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the anaesthetist controls blood pressure: it has neural, endocrine and 
divisions. Since systems and sub-systems can also be defined in 
terms of their mechanisms, in the above example the neural division could 
be considered to be separate from the other divisions which control the 
blood pressure. This does not mean that they are functionally isolated. 
The effect of one part of a system on another can be considered to be an 
input (or control force) for the second part. 
In control theory it is usual to describe a system in terms of 
controlling forces (inputs), system states and system outputs. A 
system has many inputs and many outputs. A strict definition of the state 
of a system is the lIminimum set of numbers or variables, the state 
, which contain sufficient information about the past history 
of a system to permit us to compute all future states of the system -
assuming, of course, that all future inputs (control forces) are known 
and also the equations (bonds of interactions) describing the system" 
(Elgerd, 1967, p. 3q.). This definition leads to the important dual 
concepts of controllability and observability. A system is said to be 
controllable if it is possible to find a set of control forces which can 
transfer the system between two arbitrarily specified states in a 
finite time (Elgerd, 1967, p. 87). No real system is entirely 
controllable. In the above anaesthetic delivery example, the control 
forces could be the rate of administration of the drug and the oxygen 
delivery rate. The anaesthetist may desire to raise the brain level of 
the anaesthetic (the state) in a certain time. It is not trivial to 
decide whether or not this system is controllable in a given situation. 
A system is said to be observable if measurements of its outputs enable 
the system state to be completely identified (Elgerd, 1967, p. 104). 
Consider the blood pressure control sub-system in the above example. 
It is composed of several divisions, yet there is likely to be only one 
system output measurable: the blood pressure. The blood pressure 
control sub-system is unlikely to be observable from only this one 
measurement. 
Systems are usefully classified as either linear or non-linear. 
Linear systems obey the principle of superposition, that is, the 
application of the sum of two inputs to a system produces an output 
which is equal to the sum of the two outputs which would be obtained 
if the inputs were applied separately (Elgerd, 1967, p. 46). Most of 
the systems that have been studied in the past are linear since the 
equations des them are easier to solve than those describing 
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non-linear systems. However, many important systems are not even 
approximately linear. For example, consider the delivery of the 
inhalational anaesthetic halothane. An inspired halothane level gives 
some halothane level in a particular tissue. Doubling the inspired 
level does not generally cause the tissue level to be even approximately 
doubled. This is because halothane depresses ventilation and cardiac 
. output (cf. Munson et al., 1973) and alters the distribution of blood 
flow to the tissues (cf. Smith et al., 1972). Thus the superposition 
principle cannot be applied, which shows that this system is non-linear. 
Despite the example quoted above, non-linear systems are often 
linearised for small perturbations around a reference state. Thus it 
might be possible to study the anaesthetic delivery problem in terms 
of linear theory, but this approach would only be valid for a limited 
range of system states. 
Systems are studied for three main reasons. The first is to 
analyse their behaviour so as to enable predictions to be made in 
different situations. This is the usual aim of studies in the medical 
area. The second reason for studying a system is to enable a control 
strategy to be developed. In the anaesthetic delivery example, an 
impracticably complete understanding of the system dynamics would be 
necessary to enable the design of a machine to completely replace the 
anaesthetist. There have been numerou~ attempts to design an automatic 
anaesthesia system (cf. Salamonsen, 1976; Suppan. 1977; or Mapleson, 
1979). However, current knowledge is insufficient to successfully 
design sueh a machine. The machines that have been built still require 
an anaesthetist to monitor the patient and take corrective action when 
the machine is in error. The third reason for studying a system is to 
enable better systems to be designed and bu:Llt. 
1.3 MODELLING 
A model is a representation of a system. This definition includes 
both physical and mathematical models. A summary of different types of 
models is given by McKinnon (1973). The models invoked in this thesis 
are expressed mathematically. 
The important steps in model formulation are system analysis., 
model synthesis, parameter estimation, computer implementation, model 
testing, and prediction (McKinnon, 1973). This process is not 
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straightforward however. In general the modelling procedure is heuristic. 
It is usually necessary to compromise between accuracy and simplicity. 
Only for linear systems is there any well-defined modelling approach. 
Methods of parameter estimation for linear systems have recently been 
summarised by Bates (1981). 
A model which closely matches a system could be described as strong. 
An example of this is a system which is modelled by a set of differential 
equations which completely define all system outputs for a given state and 
input. A weak model is one which only partly specifies a system. 
Consider, for example, the reconstruction of an image from a set of 
measurements. The assumption that the image is positive is an example of 
a weak model for the image. 
In Chapter 2 a model is developed for the uptake and distribution 
of the inha1ationa1 anaesthetic halothane. The model is described by a 
set of differential equations which completely define its behaviour. In 
this sense it is a strong model. The model is used within a computer 
program which is designed as a teaching aid. 
One of the assumptions of conventional Computed Tomography is that 
a stationary object is being imaged. If movement occurs while the 
projections are being measured, and no account of it is taken in the 
reconstruction process, the image will suffer from blurring and loss of 
resolution. The type of blurring due to a particular effect is known as 
an artefact. A general review of the sources of artefacts in Computed 
Tomography is given in §1.6. Chapter 3 investigates the artefacts due to 
different forms of object motion which could occur during a CT scan. The 
approach taken is to model these different forms of motion. A measure of 
the loss of resolution due to a given artefact is introduced in Chapter 3. 
The aim is to characterise object motion artefacts in Computed Tomography 
(CT) . 
Conventional CT machines routinely use more than 200 projections 
to produce an image (cf. McKinnon and Bates, 1981). However, as described 
in §1.6.2, there are some situations where only small sets of projections 
are measured. Chapter 4 investigates the image degradation caused by 
having only a small set of measured projections. Straightforward 
reconstruction gives poor images. However, extra projections can be 
obtained by interpolation to improve the image quality. Chapter 4 looks 
at several projection interpolation schemes. Methods ·based on weak models 
of the image are found to give the best reconstructed image from a limited 
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set of measured projections. In practice an image is formed in a 
compu t'er as numbers on a grid which represents the image plane. 
The assumption that these image values are not only real but are also 
positive is known as image positivity. Image positivity is an example 
of the type of model which is examined in Chapter 4. 
1.4 COMPUTER AIDED LEARNING 
Many high hopes have been expressed during the past twenty years 
for the usefulness of computer aided learning (Hoffer et ai., 1975). 
However, computer aided learning (CAL) has not yet had the expected 
impact. Some of the blame for this must be laid with those proponents 
who pushed for computer-based rather than computer-aided instruction. 
They tried to create machines that would encompass all areas of teaching, 
not only those to which the computer is most suited. 
Before continuing, it is convenient to categorise CAL programs 
into four classes of roughly ascending complexity. The first class groups 
'question and answer' programs. These usually consist of multiple-choice 
questions (McIntyre, 1980). This form is well suited to a computer 
implementation as it is easy to assess the validity of answers. It is 
doubtful whether this type of program should strictly be classed as a 
learning program. It might make better sense to describe 'question and 
answer' programs as assessment tools. They are most useful for providing 
self-evaluation for the students, and for determining weaknesses in 
teaching schemes. 
The second class of teaching program is known as the 'decision 
tree l • A branched-tree structure is the simplest format for a dynamic 
simulation. For medical teaching the common patient management problems 
fit into this class. An example is a program that teaches the management 
of chronic hypertension. At each stage the student has the choice of 
examining patient status or administering some drug. The computer responds 
with requested patient variables (and warns of emergency situations). 
This type of program has proved popular and useful in a teaching 
environment (Hoffer et ai., 1975). 
A mathematical model of system behaviour characterises the third 
class of program. An example would be a program which graphs patient 
variables (e.g. heart rate and ventilation) as the student alters the 
-6-
administration of some drug (e.g. programs in the 'Mac' series, 
Dickinson, 1977). 
In the fourth class, which is an extension of the third class, 
the system model is comprehensive enough to allow skill learning. This 
means that the computer closely mimics the system which is being modelled. 
Flight trainers are examples of this class. With such machines 
are taught to fly in an automated environment that simulates both the 
cockpit of the airplane and the flying conditions the pilot could face 
(cf. Chambers, 1977). 
The above discussion highlights some of the advantages of CAL 
(particularly for medical teaching). One of the main advantages is 
that it provides individual teaching. The computer provides immediate 
feedback so that the student takes an active rather than passive role 
in the learning process. The computer is a tireless tutor which can 
adapt to the student's pace (cf. Lamb and Bates, 1978). CAL programs 
can also .to standardise teaching between institutions offering the 
same courses. These factors are common to all four of the classes of CAL 
described above. Apart from question and answer programs, the other 
types of CP~ provide simulated patients to aid medical teaching. 
This has the following advantages: 
( . ) ,~ Simulated patients with a variety of illnesses are readily 
and consistently available. 
(ii) The patient's progress can be simulated over any desired 
time span. 
(iii) The student can assume full responsibility for patient care 
without jeopardizing the safety of a real patient. 
(iv) The student can gain experience in situations (e.g. cardiac 
arrest) where actual practice would not be possible. 
(v) The student can see the result of inappropriate decisions 
which would be hazardous with a real patient. 
Chambers and Sprecher (1980) divide the difficulties with CAL 
into the following three categories (in order of importance): 
(i) The need for teachers to move from established teaching aids 
which work and to try the new, and as yet unproved, methods. 
(ii) The current disorganisation in CAL caused by the 
diversity of hardware and author languages. 
(iii) The cost of hardware, existing programs, and trained staff. 
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Most teaching institutions have computers, but program development is 
expensive. CAL programs developed at one institution are not always 
easy to implement at another. The reason for this is the dependence 
of a CAL program on some particular facility (e.g. computer language, 
type of terminal, analogue/digital converter). This situation is not 
helped by the large number of languages available to a programmer. 
There are author languages such as Tutor (PLATO IV author group, 1974) 
which are suited to question and answer and branched-tree structure 
programs. A wide variety of languages, such as ISL (Braun et al., 1977), 
is availab for the design of simulation programs. However, there does 
not appear to be a language designed particularly for the development of 
C~L simulation programs. Generally, for a single programming effort 
it is expedient to resort to one of the general-purpose languages (e.g. 
FORTRAN) available on the particular computer. 
There are several additional disadvantages of simulation-based 
programs that must be considered (Adkins and Pooch, 1977): 
(i) A simulation model may become expensive in terms of manpower 
and computer time. 
(ii) Extensive development time may be encountered. 
(iii) Hidden critical assumptions may be present causing the model 
to diverge from reality. 
(iv) Model parameters may be difficult to initialise. These may 
require extensive time in collection, analysis and interpretation 
of data. 
CAL programs which employ mathematical simulations suffer from the 
difficulties associated both with design of interactive programs and 
with the development of a model. The prog-ram is based on a conceptual 
model of the system being studied. This conceptual model is then 
described in some language, such as the language of a computer, thereby 
creating a simulation program. This program is then debugged and tested 
for logical accuracy and, if necessary, further modified and refined. 
This activity is called verification of the simulation program (Chattergy 
and Pooch, 1977). Once the program has been verified to the programmer's 
satisfaction, it is then tested with input data from the real system. 
This activity is called the validation of the model. 
Future developments in CAL should make use of an improved student/ 
computer interface. Dialogue style, displays and graphics are areas of 
current research (cf. l1iller and Thomas, 1977). The recent advent of 
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microcomputers with multisensory capabilities and low costs should result 
in significant increases in CAL usage at all levels of education. In 
addition to providing similar capabilities to minicomputers, however, 
some microcomputers also permit voice input and output, colour displays, 
high resolution graphics, and text editing (Chambers and Sprecher, 1980). 
Microcomputers also have the advantage that they are essentially portable. 
Their disadvantages are currently in the areas of processing speed and 
mass storage. Thus they are well suited to CAL programs which do not 
require storage or processing speed and so are not suited to the 
implementation of sophisticated simulation programs. These limitations 
will become less important as faster and cheaper microcomputers with large 
storage capabilities become available. Even when CAL is administered by 
a large computer, microcomputers are proving useful as intelligent 
terminals (e.g. in the PLATO system, Smith, 1979). 
Traditionally, learning in medicine has been something of an 
apprenticeship. In conjunction with skill-learning on the job, medical 
students comprehensive courses in physiology, pharmacology, etc. 
Because most biological systems are both exceedingly complex and poorly 
understood, few mathematical simulations are available for medical 
teaching. Chapter 2 presents a particular application of CAL which is 
designed as an aid for teaching anaesthetic practice. Understanding of 
the complex interactions which occur under anaesthesia, has not reached 
the level where a program of the fburth class could be devised. 
devis 
There are two factors which contribute to the difficulty of 
a program of the fourth class for teaching the uptake and 
distribution of an inhalational anaesthetic. The first is the 
considerable and unpredictable variation between individuals. The 
second, and more important factor, is that some of the patient state 
are not observable in man for ethical reasons. Measurements 
can sometimes be made on animals although it is not always easy to 
extrapolate the results to man. 
When the aim is to teach principles rather than skills, a program 
of the third class has advantages over one from the fourth class. A 
realistic model might have several variables changing at the same time, 
all of which combine to cause the observed output (as with blood pressure 
control; Guyton, 1971). If these factors are known and can be isolated, 
a program of the third class can present each effect separately for the 
student to examine. 
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Despite the present lack of information in certain critical areas 
(e.g. C02 dynamics under halothane anaesthesia) a program of the third 
class has been devised for the teaching of the uptake and distribution of 
the inhalational anaesthetic halothane (it is presented in Chapter 2). 
1.5 COMPUTED TOMOGRAPHY 
Computed tomography (CT) using X-rays has proved to be a useful 
tool in diagnostic radiology (cf. Brooks and Di Chiro, 1976), This 
section briefly introduces the relevant theory. 
Figure 1.1 illustrates the coordinate system that is adopted here. 
Figure 1.1 
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Coordinate systems in the Image Plane. 
x 
The x,y (cartesian) and r;8 (polar) coordinates are fixed in image space. 
The ~,n (cartesian) coordinates can be rotated at a variable angle ¢ to 
the x axis. A(r;e) is defined to be the image density in polar coordinates 
I 
and A(~,n) is the image density expressed on the rotated cartesian grid. 
The physical quantity corresponding to density depends on the particular 
application. For X-ray computed tomography the quantity imaged is the 
X-ray linear attenuation coefficient (Brooks and Di,Chiro, 1976). 
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Photoelectric and Compton scatter interactions contribute to the total 
linear attenuation coefficient (cf. Alvarez and Macovski, 1976). The 
photoelectric effect is inversely proportional to the cube of X-ray 
energy. The energy dependence of Compton scatter can be approximated by 
the Klein-Nishina function (Alvarez and Macovski, 1976). Both effects 
depend on the atomic weight, atomic number, and mass density of the 
material through which the X-rays pass. 
The measurements taken from the object are sets of projections 
f(~ ;¢). The attenuation of the X-ray beam intensity (I) is defined by 
the formula 
en 
an - A(~,n) I . (1.1 ) 
If 10 is the intensity of the X-ray beam at the source, the intensity 
measured at the detector (Id ) is given by 
co 
Id 10 exp (- I_co A(~,n) dn) (1. 2) 
The infinite limits merely imply that each ray of the projection -
i.e. each line parallel to the n-axis - traverses the whole of the 
cross-section. In practice, measurements are made on objects of finite 
size. 
Equation (1.2) can be manipulated to show that it is possible to 
obtain from measured data the integrated density along lines parallel to 
the n axis (see Figure 1.1). Thus 
f(E;;¢) _ In (~d ] 
o 
The projection theorem (cf. Bates and Peters, 1971) relates the 
projections to the Fourier transform of the density: 
(1. 3) 
(1. 4) 
where i = r-1. This means that p;¢-space is built up by sets of 
one-dimensional transforms (Figure 1.2). From this the image density 
can be obtained by a two-dimensional Fourier transform: 
A(r;8) f 00 f 2'IT J\.(p;¢) exp [- i2'ITpr cos(8 -"¢)] o 0 P d¢ dp . (1. 5) 
There has been some interest in keeping these equations in polar form 
(cf. Hansen, 1981a, b), in an attempt (apparently unsuccessful). to 
Figure 1.2 
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p;~-space: the Fourier transforms of the projections 
(-) lie on radial lines. The transform is required 
at points on the rectangular grid (--). 
develop faster image reconstruction algorithms. However, the usual 
reconstruction algorithm is found by manipulating these equations as 
follows. The modified (or filtered) projection is defined: 
= 
(co 
J~ Ipi A(p;~) exp(-i2ITp~) dp . (1. 6) 
This is the convolution of the measured projections with a filter 
whose Fourier transform. is Ipl. By substituting this into (1.5), it 
is found that 
\(r;8) = fIT g(r cos(8 -~);~) d~ . 
o 
(1. 7) 
The operations specified by (1.6) and (1.7) form the basis of a 
reconstruction algorithm which can be described as follows. The 
measured projections are first filtered as in (1.6). Each modified 
projection is then smeared back across image space at the angle at 
which it was measured. This is repeated for all measured projections 
and the results summed. This is the standard reconstruction method in 
CT and is known as modified back-projection. Projections are measured 
at N ,discrete angles and each projection has M samples. This means that 
(1. 6) and (1. 7)., which are in continuous form, have to be replaced by 
approximate expressions. The consequences of this are discussed in the 
next section. 
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1.6 NON-LINEARITIES IN COMPUTED TOMOGRAPHY 
It would be desirable to take measurements for X-ray CT in the 
following way. A mono-energetic pencil-beam of X-rays would scan a 
stationary object from many different angles. A large number of noise-
free measurements would be recorded at each angle. Since none of these 
conditions applies exactly in practice, reconstructed images tend to 
exhibit artefacts which can cause serious degrad~tion of image quality. 
CT machines have gone through several stages of development since 
they were first introduced ten years ago. The first mach.ines (convention-
ally termed 1st generation) effectively irradiate the body with only one 
ray at a time. The source X-rays are collimated to a pencil-beam which 
traverses the object and is measured by the detector. There is only one 
detector. The source and detector translate across the section to measure 
one projection. The whole configuration then rotates and the procedure is 
repeated. First generation CT machines have typical scan times of the 
order of 4-5 minutes (cf. Brooks and Di Chiro, 1976). 
In first gener.ation CT scanners, all the rays used to measure one 
projection are orientated at the same angle. This is known as a parallel 
ray projection (see Figure 1.3). 
Figure 1.3 
parallel beam 
proj ection 
Parallel beam projections. 
Later model CT machines simultaneously measure several rays. In such a 
machine the X-rays form a beam which diverges from a point source. This 
coliection scheme produces what is known as a fan beam projection (see 
Figure 1. 4) .. 
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beam projection 
Figure 1.4 Fan beam projection. 
Second generation machines are distinguished from the first by 
the incorporation of multiple (3-60) detectors (cf. Brooks and Di Chiro, 
1976). The beam takes the form of a small-angle fan. The source and 
detectors still follow a translate-rotate scheme, but the scan time 
is reduced because many rays are measured simultaneously (typical scan 
times are in the range 20 seconds - 4.5 minutes). 
The fan beam covers the whole cross-section in third generation 
scanners. Thus, the X-ray beam can rotate continuously, since the 
translational motion is no longer necessary. This gives scan times of 
the order of 2-20 seconds. The detector array (typically comprised of 
more than 100 detectors) rotates synchronously with the source. 
Fourth generation scanners have a ring of up to 720 detectors 
spanning 360 degrees. The only motion is the rotation of the X-ray 
source (cf. Ohio-Nuclear advertisement entitled "Ohio-Nuclear CT 
Report #1: You can't get Fourth-Generation data out of Third-Generation 
scanners" which appeared in J. of Computer Assisted Tomography, V1(4), 
October 1977). These machines have scan times of the order of 2-20 
seconds. 
In the remainder of this thesis the term 'projection' refers to 
a parallel ray projection. There is no loss of generality in treating 
only the parallel ray case, as a complete set of fan beam projections 
can always be rearranged into parallel beam form (cf. Peters and Lewitt, 
1977) . 
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It is usual to express image density on a rectangular grid. 
Equation (1.5) could form the basis of a reconstruction algorithm once 
the Fourier transform (A(p;¢)) is known. This would be a computationally 
efficient operation if a Fast Fourier Transform (FFT) could be used (cf. 
Bergland, 1969). However, use of an FFT requires that the data are known 
at points on a uniformly spaced grid. Figure 1.2 shows p;¢-space for 
eight equally spaced projections measured with parallel ray geometry. 
Projections are obtained along radial lines in p;¢-space (the values along 
these radial lines are given by the one-dimensional Fourier transforms of 
the measured projections - equation (1.4)). Thus, in order to implement a 
two-dimensional FFT, values must be interpolated on to a rectangular grid 
(cf. Peters, 1973; Stark et ai., 1981a), a cause of large image errors (cf. 
Peters, 1973). 
However, interpolation in Fourier space is avoided when (1.6) and 
(1.7) form the basis of the reconstruction algorithm. The interpolation 
required for this method (modified back-projection) is in image space. 
Reconstruction by this method is found to be less sensitive to 
interpolation errors. 
This section examines the details of practical CT machines to 
illustrate the causes of artefacts and show how they can be overcome. 
Two approaches are considered. The first uses a model of the measurement 
process to characterise the image artefacts. 'The second approach groups 
methods which attempt to avoid or remove image artefacts. These methods 
are based on models of either the measurement process or the image. 
1.6.1 ~ Sampling 
The image is known to exist within a circle of diameter D. The 
projection, f(~;¢), is sampled at a spacing d = DIM to give M samples 
f(~m;¢) where 1 <m<M. The sampled projection fs(~;¢) is defined by: 
00 
d I: f(md;¢) 6(~ - md) (1. 8) 
m=-oo 
where 6(0) is the Dirac delta function. Only a finite number M of the 
projection samples are non-zero. The sampled projection has a periodic 
Fourier Transform since 
joo[d ~ A(p-9,/d;¢)] exp(-i21Tp~) dp. 
-00 9,=-00 
(1. 9) 
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Provided A(p ;<P) is negligible for I pi> 1/2d, -the Nyquist frequency, there 
will be no aliasing error in the projection samples (Lewitt at ai., 1978). 
In this case, (1.6) and the convolution theorem for Fourier Transforms 
lead to 
00 
g(jd;<P) = d E f(md;<p) q«(j -m)d), j =0, ± 1. •• 
m=-oo 
where the spatial filter q(~) is given by 
1 
q (0 == f 2d I pi exp ( - i27l'p~) dp. 
-1 
2d 
The filter array elements are samples of this function: 
q (kd) 1 k 0 
"" 
:: 
4d 2 
== 0 k t- O and even 
1 k odd == 
n2 d2 k 2 
( 1.10) 
0,11) 
( 1. 12) 
The transform of the filter array consists of the truncated Ipl 
characteristic, periodically repeated, as illustrated in Figure 1.5. 
The signal-to-noise ratio of the measured projections is usually lowest 
near the folding frequency (ipi :: 1/2d, where d is the sample spacing). 
Therefore the amplitude of the spectral ,filter is usually tapered off 
near odd harmonics of the folding frequency (cf. Lewitt at ai., 1978). 
Also the ipl spectral filter has discontinuous derivatives at the folding 
frequency harmonics leading to overshoot in the reconstruction of sharp 
transitions in the object (e.g. Gibbs' phenomenon). Figure 1.5 also 
illustrates the filter of Shepp and Logan (1974) which improves these 
aspects, at the expense of a small loss of resolution compared to the 
periodic Ipl filter. 
l/2d 
lind 
Figure 1.5 
,..' 
" /' 
lid 
/' 
/~fI/1.".~."" 
(0'-· ' 
The periodic spectra of the sampled projection (---), the 
Ipi filter (---), and the Shepp-Logan (1974) filter ( ••• ). 
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The first step in the modified back-projection method is to filter 
the projections. The convolution for sampled projections is given in 
(l.lq). This can be implemented straightforwardly as a convolution sum. 
An alternative procedure is to first calculate the Fourier transform of 
the projection. This is then multiplied by the Fourier transform of the 
filter array. The inverse Fourier transform gives the modified projection. 
All of this can be conveniently effected with the aid of the FFT algorithm. 
1.6.2 ~ Sampling 
Projections are measured at N angles, which are usually equally 
spaced throughout an interval of TI radians. The back-projection operation 
(1.7) is expressed as a continuous integral in ~ However there are 
only a limited number (N) of samples spanning the range of the integral. 
Equation (1.7) therefore has to be evaluated by some numerical procedure. 
For example, (1.7) can be re-written as 
TI 
N iN(n +~) 
n:1. J
TI 
g(r cos(8 -~) ;~) 
-(n -~) N 
A(r;8) = d~ . (1.13) 
However, there is only one proj ection in the range ~ = (n - ~)TI /N to 
~ = (n+~)TI/N. Brooks et ai. (1978) suggest converting the ~ integral 
into an integral involving a radial coordinate: 
N S 6~ fsn+l A(r;8) ~ L: g(r cos(8-~ );~) ds (1.14) 
n=l S -S n n n+1 n 
n 
where S = r cos«n-~)TI/N-8), 6~ = TI/N and ~ = nTI/N. The usual 
n n 
approach, however, is to approximate each of the integrals in (1.13) by 
the zeroth-order Newton-Cotes formula. This means that (1.13) becomes 
a sum containing one value from each projection: 
N 
A(r;8) L: g(r cos(8-~ );~) . 
n=l n n 
(1.15) 
It is found that (1.14) and (1.15) behave similarly. However for small N, 
(1.14) gives marginally superior results (Brooks et ai., 1978). 
There is aliasing error in the reconstruction unless there is 
sufficient ~ sampling. The finite number of projections also causes an 
interpolation error when the back-projection is evaluated by (1.15). 
This error is analysed by Smith, Peters and Bates (1973) for the case when 
the projections are continuous functions of ~ . They calculate an 
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expression for the error, which they call 'clutter', for the 
reconstruction of a gaussian density distribution. Lewitt, Bates 
and Peters (1978) have extended this result to include the effect of 
~ sampling. Kowalski and Wagner (1977) use an experimental approach 
to link finite ~ and ¢ sampling. Similar results are obtained by 
Huesman (1977). 
One way to minimise the X-ray exposure given to a patient is to 
take few projections. This means that an image has to be formed from 
only a small set of projections and so reconstruction techniques which 
produce good images for small N can help to reduce the X-ray dose. 
Such techniques are also necessary when imaging the beating heart. 
This is because the two main approaches used to image the beating heart 
both produce only small sets of projections to reconstruct each phase of 
the heart cycle. The Dynamic Spatial Reconstructor (DSR) built at the 
Mayo Clinic uses 28 X-ray tubes which irradiate the patient sequentially 
(Robb et al., 1979). Projections are measured by 28 TV cameras which 
view a fluorescent screen which detects the X-rays. This machine can 
simultaneously measure 60 cross-sections in 1/60 of a second. However 
there are only 28 projections available to reconstruct each cross-section 
at each instant. 
Another way to image the beating heart is to synchronise the 
projections with the patient's E.C.G. (electrocardiogram) while the 
breath is held. If the scan is taken over about 10 seconds there will 
be of the order of 10 heart beats. All the projections which occur at 
the same phase of the E.C.G. are grouped together. These can then be 
used to reconstruct an image of the heart corresponding to that phase 
of the E.C.G. (McKinnon and Bates, 1981). Again there is the problem 
of reconstructing an image from few projections. 
Sato et al. (1981) have recently suggested that the use of 
a priori image information can improve the reconstruction when there 
are few measured projections. This is investigated further in Chapter 4. 
1.6.3 Missing sector of projections 
!rojections are required to be uniformly spaced throughout TI 
radians so that the back-projection operation (1.15) can be applied. 
However, there are some situations when it is desirable, or necessary, 
to have unevenly-spaced projections. In particular, there are two 
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situations in which a range (sector) of projections is not measured. 
The first can occur if the cross-section of interest contains some 
material of high density. For example, the section may contain an 
artificial joint. Thus projections cannot be measured (or are very 
noisy) in certain directions. The second reason for the interest in 
reconstruction from a limited range of projection angles is that it 
offers the possibility of reducing the X-ray dose to the patient. 
The smaller the n~mber of projections that ar.e measured, the less 
X-ray dose the patient is subjected to. 
When there is a missing sector of projections, (1.15) cannot be 
applied straightforwardly. The usual approach is to attempt to estimate 
the missing projections by extrapolating into the missing sector of 
projection space. This enables the conventional image reconstruction 
algorithms to be applied. Inouye (1979) extrapolates into the missing 
region by fitting a Fourier series (cf. §4.1.2) to the measured 
projections. However, this scheme has proved sensitive to noise in the 
measured projections. Similar results have been obtained by Wagner 
(1979b) who uses a cubic spline to estimate the projections in the 
missing sector. Tam and Perez-Mendez (19S1) and Sa to et al. (1981) 
use a scheme based on the well-known Gerchberg (1974) algorithm. The 
missing projections are estimated with the aid of a priori knowledge of 
the image extent. The details of this algorithm are presented in §4.3. 
1.6.4 Incomplete projections 
A projection which is measured over an insufficient range of ~ to 
cover the entire object is known as incomplete. As with a missing sector 
of projection angles, incomplete projections could be measured when the 
object contains some material of high density. For example if the section 
contains an artificial joint, each measured projection has a missing region 
(cf. Hinderling et al., 1979). Incomplete projections are described as 
either hollow or truncated depending on whether the interior or edges of 
the projections are missing (Lewitt and Bates, 1978a). The artefacts 
introduced by straight reconstruction from these incomplete projections 
are well known (Lewitt and Bates, 1975a; Gore and Leeman, 1980). Exact 
reconstruction is theoretically possible for hollow projections (Lewitt 
and Bates, 1975a), although the computational approach for both truncated 
and hollow projections is to first complete the projection by some 
approximate but plausible scheme (Lewitt and Bates, 1978b and c). 
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The image can then be reconstructed by a conventional scheme such as 
. modified back-projection (1.10 and 1.15). The outline of the body must 
be known if the truncated projections are to be completed successfully. 
This outline (commonly called the extent) can be obtained by physical 
measurement (cf. Wagner, 1979a). Another approach relies on the 
assumption that the parts of the body which do not contribute to a 
particular incomplete projection are only composed of water (Reuscher 
and Carlson, 1979). In this method a curve is fitted to the end of the 
truncated projection so that the extended part is equivalent to the 
projection of a circular region consisting of water only. 
Others (Nalcioglu et ai., 1979; Stanton and Tretiak, 1981) suggest 
an alternative to measuring incomplete projections. In their method, 
the whole projection is measured, but only the region of interest 
receives the full X-ray dose. This circumvents the difficulty of 
extending incompletely measured projections while reducing the X-ray 
exposure for the patient. 
1.6.5 Detector se~sitivity 
Variation of detector sensitivity during a CT scan causes image 
artefacts. One way to reduce the effect of drifting detector gain and 
offset is to recalibrate the detectors during the scan. The artefact 
due to sensitivity variation depends on the scanner geometry. Figure 1.6 
shows the ray paths viewed by one particular detector of a third 
generation scanner. 
Figure 1. 6 The ray paths measured by one particular detector 
in a third generation scanner. 
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In this case all these ray paths go through the object. However with a 
fourth generation scanner, each detector first sees air, then the object, 
then air again as the X-ray tube rotates. This means that each detector 
can be calibrated during the scan. However, the patient has to be removed 
before calibration of the detectors in a third generation scanner. 
Figure 1.6 shows that a particular detector in a third generation machine 
is always in the same relation to the X-ray tube source. Thus detector 
drift causes circular artefacts in third generation machines (cf. Kowalski, 
1977~). However, each detector in a fourth generation scanner receives 
rays that successively pass through all regions of the object. Thus any 
artefact due to detector drift covers the entire image. Consequently, 
detector stability is less critical in fourth generation scanners. One 
way round this difficulty with third generation scanners, suggested by 
Kowalski (1977b), is to modify them so that the detectors move relative 
to the source during scanning. 
1.6.6 Beam shape 
Figure 1.7 illustrates the usual shape of the X-ray beam used in 
Computed Tomography (cf. Brooks and Di Chiro, 1976). 
Figure 1.7 
source 
T 
h 
w detector 
Beam shape as determined by the source and detector 
collimators. The slice thickness is 'hI and the 
beam width is 'w'. 
The beam shape is determined by the source and detector collimators. 
The larger dimension (h) is at right-angles to the plane of the cross-
section. This dimension is referred to as the slice thickness. 
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The beam width w is the dimension of the beam in the plane of the 
cross-section. The slice thickness is dictated by the need to capture 
sufficient photons to keep statistical fluctuations at a low level. 
However the finite thickness means that the image is effectively blurred 
at right-angles to the image plane. Therefore, resolution perpendicular 
to the image plane is much worse than that in the image plane. Glover 
and Eisner (1979) and (1980) analyse the resolution limits set by finite 
detector size and spacing and source distribution. Cormack (1978) shows 
that the consequence of sampling with beams of finite width is to under-
sample the available information. However, it is possible to compensate 
for collimator width. This can be done by deconvo.lving the collimator 
response from the measured projections (cf. Bracewell, 1977). Peters 
(1974) suggests using a Wiener filter to remove this detector sensitivity 
profile. 
1.6.7 Beam energy 
The aim of CT is to label every point within a cross-section by 
a number which is characteristic of the tissue occupying that point. 
When the measurements are performed with monoenergetic photons (e.g. 
from a radionuclide), all points within the body are sampled at the same 
energy, which is equal to the energy of the incident photons. A CT 
reconstruction using monoenergetic photons yields an image with the 
attenuation coefficients of all materials corresponding to the same 
energy. However, CT machines usually employ polyenergetic X-rays in 
order to obtain high flux rates. Since the attenuation of photons at 
lower energies is greater than at higher energies, the effective energy 
of the beam shifts upwards as the beam travels through the medium (cf. 
Nalcioglu and Lou, 1979). This phenomenon is known as beam hardening. 
Beams in different directions pass through different tissue and have 
different spectra when detected. This makes it difficult to assign a 
single value for the attenuation coefficient of a point in the body. 
In soft tissue, beam hardening causes distortion of tissue density. 
This artefact (called cupping) is evident as raised image density 
towards the edges of the image (cf. Joseph and Spital, 1978). Beam 
hardening also causes streaks from dense objects such as bone (Duerinckx 
and Macovski, 1978). A comprehensive review of beam hardening 
compensation methods is presented by Stonestrom et al. (1981). All the 
correction schemes use a priori assumptions about the image. These 
assumptions are embodied in a model for the composition of biological 
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tissues. For example the tissue can be modelled as a single material 
such as water. Such models are inferior to those which assume that the 
tissue is composed of a (variable) combination of two materials. 
However, in a practical implementation for beam-hardening correction, 
it may be sufficient to use a look-up table or a low order polynomial 
to convert the polyenergetic projections to their equivalent 
monoenergetic projections (cf. Herman, 1979). 
1.6.8 Noise 
When an X-ray photon passes through a material it may interact 
with it by scattering off an electron. (An inelastic collision between 
an X-ray photon and an electron is called Compton scatter.) The photon 
is then sent off at a new angle and with reduced energy (cf. Stonestrom 
and Macovski, 1976). Harding (1981) has recently studied the use of 
this Compton scatter to image the material. However, it is undesirable 
to measure this scatter in CT. The detectors usually have a collimator 
to exclude X-rays which have not come directly through the material. 
Any scattered X-rays which do reach the detectors are effectively random 
noise on the measured intensity. The first step in the processing of the 
measurements (1.3) is to form the projections as minus the logarithm of 
the measured intensity. This means that anywhere that Id is small, the 
projection is large. Thus random noise on Id gives large projection 
noise where the projection is large (Id small), and small projection 
noise where the projection is small (Id close to 10 ) • Hence detector 
noise causes object-dependent artefacts. The effect of noise in CT is 
analogous to film grain noise in optical imaging systems. There, the 
non-linear detector sensitivity causes signal dependent noise (cf. 
Andrews and Hunt, 1977, Chapter 2). Stonestrom and Macovski (1976) have 
used computational models to show that the artefacts due to noise are 
negligible in CT if the scatter level is less than 1% of the detector 
signal. Similar results are obtained by Tofts and Gore (1980) who 
simulate the effect of adding a uniform scatter to the measurements. 
Dark current of the detectors and quantum noise also cause object-
dependent errors (Kowalski, 1977c) . Duerinckx and Macovski (1979) point 
out the similarity between the artefacts due to noise and polychromacity. 
They call these artefacts non-linear shadows. In these situations the 
projections can be inconsistent if the object is not circularly symmetric 
(cf. Smith, Peters and Bates, 1973 for a definition of consistency). 
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1.6.9 Patient motion 
One of the basic postulates of CT is that all scans are geometrical 
projections of the same object. However this is violated if there is any 
movement of the object. Figure 1.8 summarises the types of physiological 
motion which can cause blurring if they occur while the projects are 
being measured (cf. Alfidi et al., 1976). Current CT machines can take a 
body scan in as little as 2 seconds. A patient can voluntarily suspend 
respiration comfortably for up to 12 seconds. Thus respiratory motion is 
not necessarily a difficulty with chest scans. However, involuntary 
muscular motion and cardiovascular motion do cause blurring in routine CT. 
Kowalski and Wagner (1977) examine the particular case where the whole 
cross-section moves in the reconstruction plane. In this case the 
projections can be shifted to remove the artefact. Motion artefacts are 
simulated by Alfidi et al. (1976) using a physical model of the types of 
motion found in man. Their conclusion is that, generally, motion causes 
loss of contrast and spatial resolution. 
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Figure 1.8 Approximate frequencies of periodic 
and aperiodic physiological motion. 
Study of these artefacts is extended in Chapter 3. There, models 
are developed for different types of movement. These are used to 
quantify the loss of resolution caused by motion artefacts. 
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2. TEACHING HALOTHANE UPTAKE AND DISTRIBUTION 
2.1 INTRODUCTION 
A computer aided learning system has been under development at 
the Christchurch Clinical School over the last three years. The system 
administers multi-choice questions and patient management problems. 
It also contains simulation programs from the 'Mac! series developed 
at McMaster University in Hamilton, Ontario, Canada (Dickinson, 1977). 
Experience at the Christchurch Clinical School with the 'Mac' 
series has shown the value of simulations of physiology and pharmacology 
for teaching medical students. These simulations have proved to be 
useful teaching aids in a tutorial environment. This has led to the 
development of a simulation program for the uptake and distribution of 
an inhalational anaesthetic. The program specifically models halothane, 
although the principles on which the model is based also apply to other 
drugs. The primary intention is not to teach the skills required for 
anaesthetic administration, but rather to help students understand the 
pharmacokinetics involved. This program falls into the third class of 
CAL progra~s discussed in §1.4. Two papers covering the work reported 
in this chapter are to appear in "Anae~thesia" in 1982. 
The principles of halothane anaesthesia are introduced in §2.2. 
In §2.3 the model for the uptake and distribution of halothane is 
presented. The interaction between computer and student is illustrated 
in §2.4. Some illustrative simulations from a teaching session are 
examined in §2.5, and §2.6 presents the results of an evaluation which 
aimed to determine the usefulness of this program as a teaching tool. 
The practical value of the model and the CAL program are discussed in 
§ 2. 7 . 
2.2 HALOTHANE ANAESTHESIA 
Halothane (Cz HCl Br Fa) is a volatile anaesthetic agent. It is 
used for general anaesthesia since it produces loss of consciousness, a 
reduction of muscle tone, and amnesia. Halothane is administered by 
inhalation and is often used in conjunction with other anaesthetic gases, 
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e.g. Nitrous Oxide. Other drugs such as muscle relaxants and analgesics 
are frequently given in association with halothane. Throughout this 
chapter, it is assumed that halothane is the only gas taken up by the 
patient. All other gases are considered as inert and are excluded from 
the model. Considering halothane as the only pharmacologically active 
agent enables the student to concentrate on its effects. 
Halothane is administered to the patient as a vapour through a 
set of breathing tubes ~.,hich are known as the delivery system or circui t. 
Halothane is introduced into this circuit from an accurately calibrated 
vaporiser which contains a reservoir of halothane stored as a liquid. 
This vaporiser and its associated delivery apparatus have adjustments 
which alter the flow of gas into the circuit and the fraction of halothane 
which is vaporised into the flow. The fractional concentration of 
halothane is controlled by a dial on the vaporiser to an accuracy of 0.1%. 
There are several different types of delivery systems used to 
connect the patient to the anaesthetic machine. The most commonly used 
ones are termed 'rebreathing' or 'circle' since exhaled gases can 
recirculate to the patient. This means that the anaesthetic agent is 
conserved and that the potential for atmospheric pollution is reduced. 
Rebreathing systems contain an absorber to remove C02 from the expired 
gases and a flexible reservoir (usually a rubber bag) which allows visual 
assessment of ventilation. The particular anaesthetic delivery system 
modelled in this chapter is known as 'circle H' (Eger, 1974, Chapter 13). 
This is a rebreathing circuit which is designed to allow preferential 
rebreathing of dead-space gas, i.e. that gas breathed by the patient which 
does not to the site of gas exchange - the alveolus. This brief 
introduction to anaesthetic circuits does not cover details, such as the 
placement of valves and fresh gas inflow to obtain the stated functions. 
The main advantage of a 'circle H' system is that dead-space gas is 
rebreathed first. Thus alveolar gas is spilled to the atmosphere in 
preference to dead-space gas which generally has a higher concentration 
of halothane because there has been no opportunity for halothane 
absorption. This aids circuit economy. 
Before describing the model developed for the CAL program it is 
instructive to consider the anaesthetist's role. This is to control the 
rate of flow of halothane to obtain and maintain an appropriate brain 
concentration of halothane. The anaesthetist adjusts the anaesthetic 
machine in accordance with c judgement based on the actions of 
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the surgeon, feedback of the state of .the patient, and the anaesthetist's 
experience. The patient variables monitored by the anaesthetist are such 
things as heart rate, blood pressure and colour of the patient. 
Figure 2.1 shows the structure of the model for halothane uptake 
and distribution, which is discussed in detail in §2.3. 
Vapouriser 
Figure 2.1 
~I 
I 
I 
I 
I 
I 
. CO2 
Absorber 
-i VD 
I Lung 
I 
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-------
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Overflow 
-
valve 
I 
G 
@ 
Model for the anaesthetic circuit and tissues. The symbols 
and their meaning are listed in Table 2.1. Those variables 
which are circled are controlled from within the model. 
The symbols with the '*' beside them are the variable 
blood-flow resistances. The diagram does not include 
tissues 4-8, to conserve space. 
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The top of this diagram illustrates the anaesthetic delivery system part 
of the model which is in the gas phase. Halothane is one of the gases 
in this mixture. The lower part of the diagram (from the air-blood 
interface in the lungs, down) illustrates the system of distribution 
of the anaesthetic round the body. Halothane is dissolved in the blood 
and tissues. 
2.3 THE MODEL 
Following the conventions of respiratory physiology (Pappenheimer 
et al., 1950), all respiratory volumes (V) and flows (V) are expressed in 
this chapter at BTPS (Body Temperature and Pressure Saturated). 
Therefore, for consistency, the volumes and flows in the rebreathing 
system are also expressed at BTPS. The student specifies fresh gas flow 
as it would be read from the rotameter at ATPD (Ambient Temperature and 
Pressure Dry) but the program adds the flow of halothane vapour derived 
from the vaporiser and converts from ATPD to BTPS. Concentrations of 
halothane (F) are expressed as fractions of total gas rather than the 
conventional fractions of the dry part. The symbols used in the 
description that follows are listed in Table 2.1. 
Anaesthetic circuit 
The simulation models a rebreathing type anaesthetic circuit with 
carbon dioxide absorption, described by Eger (1974) as 'circle H' and 
depicted diagrammatically in Figure 2.1. It is assumed that there are no 
losses from the circuit by leaks or by diffusion of halothane into the 
rubber tubing. There are three separate situations to be considered. 
(2.1) 
(2,2) 
(ii) Figure 2.1 shows the case where there is some rebreathing 
. . (VF < V). The flow rate of halothane vapour entering the breathing 
. 
system = FF VF, and the flow rate of halothane from the absorber 
. 
VF) . Therefore . . VF V -
FI = + Fb (2.3) . . V V 
F-
v 
f' 
• Q 
. 
V 
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Table 2.1 Symbols 
volume fraction of halothane in alveolar gas at BTPS 
volume fraction of halothane in the gas with which the 
arterial blood is in equilibrium at BTPS 
volume fraction of halothane in the gas in the C02 absorber at BTPS 
fraction of halothane in the fresh gas flow at BTPS 
(converted from the dry gas value dialled by the student) 
inspired volume fraction of halothane at BTPS 
volume fraction of halothane at BTPS which would occur in a small 
volume of gas brought into equilibrium with tissue compartment 'if 
volume fraction of halothane at BTPS which would occur in a small 
volume of gas brought into equilibrium with mixed venous blood 
volume fraction of halothane at BTPS which would occur in a 
small volume of gas brought into equilibrium with blood leaving 
tissue Ii' 
normalised heart rate 
conductance of tissue Ii' - litres min- 1 mmHg- 1 
-1 -1 
sum of the compartmental conductances - litres min mmHg 
blood flow redistribution factor - litres min- 1 mmHg- 1 
mean arterial blood pressure - mrnHg 
diastolic pressure - mmHg 
partial pressure of halothane in tissue Ii' - mmHg BTPS (= 760 Fi) 
pulse pressure - mmHg 
systolic pressure - mmHg 
cardiac output - litres min- 1 
blood flow through tissue Ii' - litres min- 1 
normalised stroke volume 
total ventilation at BTPS 
alveolar ventilation at BTPS - litres min- 1 
normalised alveolar ventilation 
dead space ventilation at BTPS - litres min- 1 
fresh gas flow at BTPS (converted from the value set by the 
student at ATPD) - litres min- 1 
absorber volume - litres 
volume of tissue Ii' (see Table 2.2) -litres 
volume of lung at BTPS - litres 
blood-gas partition coefficient 
tissue-blood partition coefficient for tissue Ii' 
NOTE: Most of the above variables are time varying, but for convenience 
they have not been given an explicit time subscript in the model description. 
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Anaesthetic uptake by the walls of the breathing system is neglected. 
Then, if VA < VF < V, and because dead space gas is preferentially 
rebreathed in the circuit modelled here (described in §2.2), halothane 
enters the absorber at (V - VF) and leaves at Fb(V - VF). Therefore 
(2.4) 
. . (iii) If VF < VA' all the dead space gas and some of the alveolar 
gas is rebreathed. Halothane enters the absorber at VDFI - (VA - VF) 
Therefore 
= (2.5) 
The inspired halothane level is still gblen by equation (2.3). 
Lung model 
There is assumed to be equilibrium between alveolar and arterial 
pressures of anaesthetic vapour, i.e. FA = The lung tissue volume 
of 0.5 litres and arterial blood volume of 1.03 litres (equivalent to 
1.2 litres and 2.5 litres respectively of gas at BTPS) (}~pleson, 1973), 
are effectively part of the lung compartment for this kind of model and 
have been added to a lung air volume of 2.75 litres (2.5 lit res FRC 
(~pleson, 1973) plus half a tidal volume of 500 ml (Cowles et al., 1971» 
to give an equivalent lung volume (VL) of 6.L15 litres. The partition 
coefficient for lung tissue is assumed to be the same as the blood-gas 
partition coefficient (see Table 2.2). Equating gas flows into the lung 
= (2.6) 
Tissues and blood 
Halothane is taken up from the anaesthetic circuit and is 
distributed to seven compartments - heart, brain, liver, kidney, muscle, 
poorly perfused tissue (ppt.) and fat. The values given by Mapleson 
(1973) for tissue mass have been followed except that 'kidney' also 
includes adrenals and thyroid, 'poorly perfused tissue' consists of red 
marrow and non-fatty subcutaneous tissue, and 'liver' incLudes prostate, 
salivary glands, eyes, thymus, testes, and spinal cord. As suggested by 
Mapleson (1973), 16% of cardiac output passes through a peripheral shunt. 
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Table 2.2 Values used in the program 
Volume Partition Fractional Redistribution 
Compartmen t (litres) coefficient blood flow* factor t 
1 : lung 6.45 
'\ == 2.4 
2: heart .28 1..2 == 2.9 3.7% K2 == 0 
3: brain 1.43 1..3 :: 2.7 12.3% K3 .64 
4: liver 3.91 1..4 = 2.5 24.5% K4 = 0 
5: kidney .32 AS 1.5 21.4% K5 = -.42 
6 : muscle 30.25 1..6 ::: 2.5 10.5% K6 = - .14 
7: fat 12.84 1..7 = 65 4.7% K7. = 0 
8: ppt. 7.14 1..8 = 2.3 6.9% K8 == 0 
9 : absorber 10 
10 : shunt 16% K10 = 0 
The sources for these data are ~~pleson (1973) for the tissue volumes 
and blood flows, Steward et al. (1973) for the partition coefficients, 
and Smith et al. (1972) for the redistribution data and the partition 
coefficient for ppt. Lowe (1972) (Table 12) gives the absorber, 
together with the associated breathing· tubing, a volume of 10 litres. 
* These are initial fractions of cardiac output, they will change 
with redistribution. 
-1 -1 t The units for the redistribution factors are litres min mmHg . 
No intrapulmonary or extrapulonary right-to-Ieft shunt is included and 
there is assumed to be no ventilation/perfusion mismatch in the lungs. 
Thus gas tensions in arterial blood, alveolar gas and lung tissue are all 
in equilibrium. A standard 70 kg man (Mapleson, 1973) is understood here, 
although '''hell is not intended to represent a real patient, since the aim 
of this model is to teach principles rather than skills. Quantification 
for the model is given in Table 2.2. 
The tissue level of halothane (F i) is related to the arterial 
level (F ) and to that in the venous .blood draining the tissue (F .) 
a V1. 
by the Fick equation (cf. Eger, 1974, p. 85) : 
d Fi . . (2.7) V. Ai~ F Q. - F vi Q. 1. a 1. 1. 
-32-
It is assumed that the partial pressure of halothane in each tissue is 
the same as that in the venous blood draining it. The mixed venous 
fraction of halothane is given by the sum of the flow-weighted levels in 
venous blood leaving the tissues: 
. 
(2.8) :::: 
Q 
The seven tissue compartments are numbered 2-8 (Table 2.2). The blood 
. 
flow through the peripheral shunt, Q10' has a halothane concentration 
Hation 
Continuous (non-cyclical) ventilation is used since the program 
aims to demonstrate changes which occur on a time scale of minutes, 
rather than those due to breath-to-breath variations. Thus no attempt 
is made to simulate the effect of halothane on respiratory rate or tidal 
volume. The respiratory effects are expressed in terms of alveolar 
ventilation only. Dead space ventilation is assumed constant at the 
level by the student when setting up the simulation. The 
influence of this dead space is shown in Figure 2.1. It is shown by 
Munson et ai. (1973) that alveolar ventilation is depressed by the 
halothane concentration in the brain. Following Munson's argument, 
normalised ventilation is given by 
P3 ( P 3 J 
3 
. 900 760 + llOO 760 VI = 1 - (2.9) A 3 
19 
+ (100 7~OJ 900 760 
where P3 is the brain partial pressure in mmHg. Actual ventilation is 
calculated as the product of VA' and the value for VA given by the 
student. 
volume 
The way in which Munson et ai. (1973) modelled cardiac output is 
here applied only to stroke volume to allow for the long-term recovery of 
cardiac output by increased heart rate as suggested by Deutsch et ai. 
(1962). Stroke volume is depressed by the partial pressure of halothane 
in the heart muscle (P 2). 
Heart rate 
Q I = I-
s 
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900.:to + [100 .:tol 3 
900 22.8 + [100 22.8~3 
760 760 j 
(2.10) 
~here is an observed initial drop in heart rate with halothane 
anaesthesia (Eger et al., 1971), which is followed by a slow rise (Eger 
et al., 1971, and Deutsch et al., 1962). 
The drop in heart rate is simulated by making the fall proportional 
to arterial halothane concentration (giving a rapid change) except that 
for concentrations greater than 1 MAC, the depression is held at about 
12% (MAC is defined by Eger (1974) to be the minimum alveolar 
concentration of anaesthetic at 1 atmosphere that produces immobility in 
50 percent of patients exposed to a noxious stimulus). 
The slow rise of heart rate is modelled empirically by making 
heart rate linearly dependent on the halothane level in tissue #6 (muscle). 
Muscle is chosen because its time constant most closely matches the rate 
of rise of the average results obtained by Deutsch et al. (1962). Thus 
f I = 1 + 40 F6 . (2.11) 
No conclusion about the mechanisms involved is implied by this - it is 
only valid in as far as the model follows Deutsch's data. Cardiac output 
is calculated as the product of f', Q I , and the value typed in by the 
s 
student for cardiac output. 
Blood flow distribut 
Total blood flow (cardiac output) is calculated as the product of 
heart rate and stroke volume. The fraction of this blood flowing to each 
tissue is determined by the ratio of that tissue's conductance to the sum 
of all the tissue conductances. (A tissue's conductance is the reciprocal 
of its blood flow resistance.) The changes to the distribution of blood 
flow during halothane anaesthesia (Smith et al., 1972) are modelled by 
conSidering the compartmental conductances to be linearly related to the 
arterial halothane concentration: 
G.(F) == G.(O) + K. F 
~ a ~ 1 a 
(2.12) 
The pressure-flow relationship is 
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Q(F ) 
a 
== l:G(F ) 
a 
(2.13) 
where the total conductance 
== (2.14) 
The flow through tissue Ii' is 
= G. (F ) P- (F ) 
1. a a a 
(2.15) 
Once G.(O) and K. are known, (2.12) can be used to calculate 
1. 1. 
G.(F). Equations (2.13) and (2.14) can then be used to calculate 
1. a 
arterial pressure once cardiac output has been obtained from (2.10) 
and (2.11). 
Values for K. and G.(O) were determined for each tissue from the 
1. 1. 
data given by Smith et ai. (1972) for equilibrium at 0% and 2% end tidal 
halothane. For example in the brain (compartment #3) Q3(0) == .75 ~/min 
with normal arterial pressure P_(O) = 93 mmHg. Therefore, from (2.15) 
a 
At 2% end tidal halothane (equivalent to FA = 1.88% at BTPS) , the 
arterial pressure has halved, whereas the brain blood flow has risen 
to .938 ~/min. This gives 
G (2%) == 3 
.938 
46.5 
-1 _1 
.0202 litres min mmHg 
-1 -1 Solving (2.12) gives K3 = .645 litres min mmHg . These redistribution 
factors are listed for all tissues in Table 2.2. The conductance of the 
brain increases whereas the conductances of the other compartments 
decrease or remain constant with increasing arterial halothane (Smith 
et ai., 1972). The result of this is that cerebral blood flow increases 
then decreases with increasing depth of halothane anaesthesia as noted 
by Smith ai. (1972). 
Blood pressure 
Mean systemic arterial pressure is obtained from (2.13) which is 
the product of cardiac output and total peripheral resistance (the 
reciprocal of the sum of the tissue conductances). Normal blood pressure 
is 120/80 mmHg. Pulse pressure is proportional to stroke volume 
according to Rushmer (1970) 
== 40 Q' mmHg 
s 
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(2.16) 
and systolic pressure is calculated as indicated by Rushmer (1970) 
P ::: P- + lp mmHg . s a 3 p (2.17) 
Similarly, diastolic pressure is calculated as 
Pd == P- lp mmHg. a 3 p (2.18) 
2.4 INTERACTION 
The steps involved in running through a simulation are listed in 
Table 2.3. 
Table 2.3 Interaction with the program 
1. Select Model (1-4) 
2. Model explained with references 
3. Anaesthetic circuit explained 
4. Choose simulated patient's cardiac output 
5. Choose simulated patient's alveolar ventilation and dead space 
ventilation 
6. Set knobs to initial values for halothane and fresh gas flow 
7. Simulation starts: 
Program --+ 
Student --+ 
Setting up the simulation 
Graph produced continuously 
alter gas settings 
alter graph 
alter simulation speed 
stop and restart 
Once the student has requested this program, he selects one of 
four models. The simplest is a model in which ventilation, cardiac 
output and its distribution to the tissues remain constant. The second 
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introduces the of halothane on cardiac output and its 
distribution. The third model includes only the effects of halothane 
on ventilation and the fourth combines all of the effects outlined in 
the last section. 
The student is then led through an int.roduction which describes 
the anaesthetic circuit and the model he has chosen (steps 2 and 3). 
He next selects the alveolar ventilation, dead space ventilation and 
cardiac output for the patient he wishes to simulate (steps 4 and 5). 
Graphical output 
To avoid visual confusion, the program is designed to produce 
graphs of selected variables on the student's terminal. Onlyalpha-
numeric VDU terminals are available for this program so the graphs 
produced are formed by characters placed on the correct part of the 
screen (see . 2.2). The resolution is sufficient for the students 
to clearly see the dynamics which occur. 
Time = 17.5 (mins) 2.0-
Halothane = 2.5% 
Oxygen = 3.0 (Lim) 
Alveolar Hal. 1.9(MAC) 
Scale :volumes percent 
>1 arterial blood 
>2 heart muscle 
>3 brain 
>4 liver 
>5 kidney 1.0-
>6 musole 
>7 fat 
>8 poorly perfused tissue 
>9 venous blood 
f! heart rate 
!II ventilation 
. blood pressure 
n oardiac output 
0.0-
11 
111111 
11111 3333 
1111 3333 
111 3333 
1111 333 
111 333 
11 33 
111 333 
1 33 
1 33 
1 3 
33 
33 
1666666666:666666 7:777777 6:66666 
0.------ 5.------ 10.------ 15.-MINS-
<Type 'F' to speed up, 'S' to slow down and 'H' to halt the simulation> 
Figure 2.2 Terminal display for a run on the model with all effects 
included. Halothane is set to 2.5% from the start. 
For Figures 2.2 to 2.6, initial alveolar ventilation 
= 5 ~/min, dead space ventilation = 2 2/min, cardiac 
output = 6 ~/min and 3 R-/min fresh (oxygen) supplied. 
Down the left-hand side of the screen is a legend for the variables 
that can be graphed (1,2,3, .. . 11) (see Fig. 2.2). By typing any of these 
symbols on the keyboard, the student causes that variable to be displayed 
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graphically. Typing it again causes graphing of that variable to cease. 
Figure 2.2 shows the effect of typing a 16' at 8 minutes and then typing 
it again at 14 minutes. At 9 minutes a '7' was typed to add fat to the 
display. This was repeated at 13 minutes to remove it. The scale on the 
vertical axis is automatically updated to correspond to the last variable 
added to the graph. The units of the scale are shown as the fifth item 
from the top in the left-hand margin and the variables to which the 
current scale applies are marked with a I>' symbol in the left-hand 
margin (see Figures 2.2 - 2.6). 
Time = 37.5 (min~) 2.0-
Halothane = O.O~ 
Oxygen = 3.0 (Lim) 
Alveolar Hal. 0.4(MAC) 
Scale :volumes percent 
>1 arterial blood 
>2 heart mu~cle 
>3 brain 
>4 liver 
>5 kidney 1.0 .. 
>6 muscle 
>7 fat 
>8 poorly perfused tissue 
>9 venous blood 
@ heart rate 
II ventilation 
• blood pressure 
U cardiac output 
0.0-
111111 
1 
1 
1 
111111-111111 
1111111111 
1 11 
6666 
:666666666:666666666:666666666:6 
20.------ 25.------ 30.------ 35.-MINS-
<Type I F I t.o speed up, 'S I to slow down and 'H I to hal t t.he simulation> 
Figure 2.3 Continuation of the run of Figure 2.2 with halothane 
turned off at 22 minutes. 
Figure 2.3 is the result of removing the display of brain halothane 
'3' and letting the simulation of Figure 2.2 continue past the '20 minute' 
width of the horizontal axis. The graph has therefore 'wrapped round' to 
display 20 to 40 minutes on the screen. 
Setting fresh gas flow and % halothane 
The student is provided with a box with two knobs'on it for this 
purpose. One controls the oxygen flow rate into the anaesthetic circuit 
in unit steps from 0 to 10 litres per minute ATPD. The other controls the 
per cent halothane that is added to this oxygen in .5% steps from 0 to 5%. 
The program instructs the student to set these before the simulation 
starts (step 6), but they can be altered at any time during the simulation. 
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Figure 2.3 shows the effect of setting the halothane initially at 2.5% 
and then dropping it to 0% after 22 minutes. 
Changing the simulation speed 
During the simulation the student may type an 'F' or'S' to 
speed-up or slow down the simulation relative to real time. These 
keys can be depressed as desired, but the simulation speed is limited 
to eighty times real time by the computations that are done in the 
program. However, the program is generally run at a much slower speed, 
at least until the student becomes familiar with the display. 
2.5 TYPICAL Sil~LATIONS 
Some of the more common simulations used during teaching 
are shown in Figures 2.2 - 2.6. 
Figure 2.2 shows compartmental concentrations following a 
step change in inspired halothane. The arterial level - 'I' (and 
that in the alveoli since there is no venous admixture included in 
the model) follows the step quickly, followed by the fast tissues, 
such as brain '3'. Levels in muscle - '6' and fat - '7' rise very 
slowly and even if the simulation were continued for another 
20 minutes beyond that shown in Figure 2.2, the level of halothane 
in fat would not rise sufficiently to show above zero on the 
display. 
Figure 2.3 shows the decay curve for arterial concentration 
once the halothane is turned off .. While the arterial halothane is 
falling it is still taken up by those tissues such as muscle - '6' 
whose levels are lower. 
The difference between controlled ventilation (model #2) 
and spontaneous ventilation (model #4) is shown by the simulations 
in Figures 2.4 and 2.5. After 17.5 minutes of controlled ventilation 
at 5 lit res per minute the alveolar halothane rises to 2.0 MAC 
(Fig. 2.4). In contrast, after breathing spontaneously for the same 
period the alveolar halothane reaches only 1.9 MAC (Fig. 2.5) 
while ventilation has fallen to 3 litres per minute', 
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Time = 17.5 (mins) 10-
Halothane = 2.5$ 
Oxygen = 3.0 (LIm) 
Alveolar Hal. 2.0(MAC) 
Scale :' liters/min 
1 arterial blood 
2 heart musole 
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~ liver 
5 kidney 
6 musole 
7 fat 
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9 venous blood 
@ heart rate 
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33 
33 
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0.------ 5.------ 10.------ 15.-MINS-
<Type 'F' to speed UP. 'S' to slow down and 'H' to halt the simulation> 
Figure 2.4 Terminal display for a run on the model which 
has only the cardiovascular effects included. 
Halothane set to 2.5% from the start. 
Time = 17.5 (mins) 10-
Halothane = 2.5~ 
Oxygen = 3.0 (LIm) 
Alveolar Hal. 1.9(MAC) 
Soale : literslmin 
1 arterial blood 
2 heart musole 
3 brain 
~ liver 
5 kidney 
6 musole 
7 fat 
8 poorly perfused tissue 
9 venous blood 
@ heart rate 
> II< ventilation 
. blood pressure 
q cardiac output 
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0.------ 5.------ 10.------ 15.-MINS-
<Type 'F' to speed up, 'S' to slow down and 'H' to halt the simulation> 
Figure 2.5 Terminal display for a run using the same 
settings as Figure 2.4 but using the model 
which has all the effects included. 
On induction of anaesthesia with 2.5% halothane the model predicts 
an initial drop of heart rate - '@' from 80 to 70 beats/minute and a 
subsequent slQw recovery (Fig. 2.6). The blood pressure - I.' falls 
continuously from an initial 120/80 mroHg to 40/30 mmHg after 17 minutes 
by which time the arterial concentration reaches 1.8 MAC. Note that~the 
Time = 17.5 (mins) 200-
Halothane = 2.5S 
Oxygen = 3.0 (Lim) 
Alveolar Hal. 1.8(MAC) 
S-cal e : mmHg 
1 arterial blood 
2 heart muscle 
3 brain 
4 liver 
5 kidney 100-
6 muscle 
7 fat 
8 poorly perfused tissue 
9 venous blood 
@ heart rate 
• ventilation 
>. blood pressure 
n cardiac output 
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<Type 'F' to speed up, 'S' to slow down and 'H' to halt the simulation> 
Figure 2.6 Display for a run with the same model as used 
in Figures 2.2, 2.3 and 2.5. Halothane was 
turned from 0 to 2.5% at 1.5 minutes. 
scale in Figure 2.6 is for blood pressure (mmHg). Full scale for heart 
rate - '@' is 0-100 beats/minute. 
2.6 EVALUATION 
This Computer Aided Learning (CAL) program simulates the pharmaco-
dynamics of halothane including the way it affects the circulation and 
ventilation of an isolated subject. The program calculates quantities 
(such as brain halothane levels) which cannot normally be measured and 
thus in common with other CAL systems (Rubin et al., 1977) the student 
is given an experience which is difficult to provide in any other way. 
To assess such programs, subjective questionnaires have been used 
(Rubin et al., 1977), as well as comparisons between CAL groups and 
groups receiving traditional teaching (Kenny and Schmulian, 1979). 
In order to remove the teacher and student bias from an evaluation it 
is necessary to consider large numbers of students and different tutors. 
This approach was not possible here as there was only one tutor and 
23 students available, each of whom had time only for a 1 hour tutorial. 
Thus a 'before and after' style test was felt to be as objective as could 
be achieved. 
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The evaluation was carried out by having the students complete a 
multichoice questionnaire before and after a tutorial session with the 
program conducted by a lecturer. The tutorial session in front of the 
computer terminal lasted approximately one hour and the students were 
taken in groups of two or three although each student filled out the 
questionnaire independently. 
During the tutorial, simulations were demonstrated to the students 
as follows: 
1. Blood and brain levels of halothane were graphed for various 
percentages of inspired halothane, using a fresh gas flow of 
3 litres per minute (as in all these'examples), over a period 
of 20 minutes. This illustrated the relationship of rate of 
change of brain and arterial levels and the concept of 'gradients' 
between compartments. 
2. Number 1 was repeated, but with other tissue levels displayed 
to show the importance of tissue volume, partition coefficient, 
and blood flow in determining the relative rates of change of 
halothane levels. 
3. The halothane was turned off after administration at a constant 
rate for 1 hour. Examination of the relative rates of fall in 
level in the various tissues showed redistribution of halothane 
from brain to muscle and fat. 
4. Halothane was administere~ at a constant rate until the brain 
concentration reached equilibrium at a level corresponding to 
1.5 MAC. By observing the graphs of brain halothane levels the 
times for equilibrium to be reached were compared between models 
in which ventilation and/or cardiac output were held constant. 
This illustrated the effect of halothane on ventilation and 
cardiac output and in particular the limits placed on tissue 
level changes during spontaneous ventilation in comparison with 
those during controlled ventilation. 
5. Heart rate, blood pressure and ventilation, and the halothane 
level in the brain, were graphed during an exercise in which 
anaesthesia was induced with a high initial inspired halothane, 
which was gradually reduced to maintain MAC at 1.5%. This 
allowed the student to examine the 'clinical' effects of a 
prescribed MAC, to see how this could be rapidly attained and 
how the effects persisted after 'anaesthesia' of varying 
duration. 
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The questionnaire is listed in Appendix 1. Questions 1-4 were 
given to the students before the tutorial session and were repeated 
at the end as questions 5-8. This 'before and after' sequence was 
intended to see if the students retained information presented in the 
tutorial session. The significance of the changes in the students' 
replies was determined by the McNemar test for the significance of 
changes (Siegel. 1956). In the cases where there were insufficient 
numbers to apply this test (less than 5), the significance was assessed 
by the Binomial test (Siegel, 1956). 
Questions 9 and 10 were intended to see if the students understood 
the form of the display on the computer terminal, whereas question 11 was 
to see if the students understood the limitations of this computer 
simulation. Questions 13 and 14 asked whether the students thought the 
program was worthwhile. Space was left at the end of the questionnaire 
for general comments. 
The questionnaires were given to a total of 23 students. 
Table 2.4 summarises the improvement in the students' responses 
from before (1-4) to after (5-8) the tutorial. The McNemar test for 
significance of changes (Siegel, 1956) was applied to the pooled results 
and was found to be highly significant (P < .00001). 
Table 2.4 Summary of the results for the first eight questions. 
Wrong Wrong Right Right 
Question /wrong fright /wrong fright Total Improvement * 
1 and 5 3 15 0 3 21 83% 
2 and 6 5 8 1 4 18 61% 
3 and 7 11 6 1 0 18 35% 
4 and 8 4 7 3 7 21 63% 
* This column is the students who improved (wrong/right), given as a 
percentage of those who initially got this question wrong. 
The results are not so significant if the questions are considered 
separately. By the same test, question 1 and 5 gives P < .0003 and 
question 4 and 8 gives P < .34 which is not significant. The Binomial 
test (Siegel, 1956) gives P < .02 for question 2 and 6 and P < .109 for 
question 3 and 7. 
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All the students replied correctly to question 9, but seven out 
of the 23 answers for question 10 were incorrect. 
From 22 replies to question 11, 16 picked the correct combination 
of 1 and 4 and a further four selected option 4 as one of their answers. 
No one chose options 2 or 3. 
Question 12 determined that only one student had used the program 
before. 
For question 13, 18 out of 22 gave answer #1 and the other four 
gave option #2. Nineteen students gave #1 as a reply to question 14 
and seven gave #2 (some students gave multiple replies to this question). 
Typical comments given at the end of the questionnaire were: 
'Would have liked to be introduced to the computer earlier in the year.' 
'It is difficult to follow the use of it.' 
'Helpful teaching method. Would need a couple of sessions like this 
with advisor/staff member present.' 
'Good teaching method.' 
2.7 DISCUSSION 
The program described here has been designed to simulate the 
pharmacokinetics of halothane administration together with some of the 
modifications of physiological interactions which occur when the drug 
is administered to a subject. In order to facilitate the teaching of 
this material the subject is removed from the complexities of an actual 
anaesthetic. 
To enable the importance of the various physiological effects of 
halothane to be studied in isolation, the student is given the choice 
of four models of varying complexity. The first of these allows the 
student to see uptake and distribution of halothane apart from its 
influence on the respiratory and cardiovascular systems. In the second 
model, halothane affects the cardiovascular system only whereas in the 
third it affects only ventilation. The fourth combines both effects. 
For example, by comparing results from the second model with the 
fourth (as in Figs 2.4 and 2.5) the student can see the difference 
between controlled and spontaneous ventilation. Clearly, the depression 
of ventilation in the spontaneously breathing patient acts as a safeguard, 
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and limits further uptake of halothane (as noted by Munson et ai., 1973). 
The model described here incorporates the best available data and 
gives qualitatively acceptable predictions (Figs 2.2 - 2.6) in terms of 
halothane levels and respiratory and cardiovascular values. It combines 
the effects of halothane on blood flow and ventilation as described 
separately by others (Deutsch et ai., 1962; Eger et ai., 1971; Smith et 
ai., 1972; Munson et ai., 1973; Eger, 1974). Independent validation of 
the model (cf. Dickinson, 1977) is yet to be carried out. 
The application described in this chapter is an example from the 
third class of CAL program described in §1.4. Such programs suffer from 
the difficulties associated both with the development of a model and with 
the design of interaction. The model, which is described in §2.3, was 
developed us data published in the literature. This process was not 
straightforward, however, since there is little consistent data available 
on certain aspects of halothane anaesthesia. In such situations the 
modelling process was guided by the clinical experience of several 
members of the staff of the Department of Anaesthesia, Christchurch 
Clinical School of Medicine. The interface between the computer and the 
student is a very important aspect of any CAL program (cf. §1.4) and 
this has been made as simple and clear as possible. The simulation makes 
full use of the terminal for graphics display within the limits of an 
alphanumeric VDU. While the program is running the student can: 
1. Alter halothane and fresh gas flow. 
2. View continuous graphs on the terminal which 'wrap around' as 
the 20 minute screen 'width' is exceeded. 'Anaesthesia' can be 
as long or as short as desired. 
3. Choose and alter the information displayed on the screen during 
a simulation. 
4. Alter simulation speed relative to real time. 
5. Choose the next action by viewing the prompts displayed at the 
side of the screen. 
The overall results from the first eight questions of the 
evaluation questionnaire suggest that information presented in the 
tutorial was retained by the students at least for a short time. 
McNemar's test demonstrates that the tutorial session helped rather 
than hindered learning by comparing the number who improved (wrong/right) 
with the number who learned incorrect knowledge (right/wrong), It takes 
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no account of those whose level 6f knowledge stayed the same. Therefore, 
an important measure of the utility of the CAL tutorial session is the 
proportion of students who initially answered a question wrongly, but 
who gained knowledge from the tutorial. The figures listed in Table 2.4 
clearly show that most of the students initially wrong gained knowledge 
except in question 3 where only one third showed improvement. 
In attempting to evaluate a computer program used as a teaching 
aid, it is clearly difficult to separate the learning engendered by the 
program from'that attributable to the tutor. Such a separation has not 
been achieved in the present study. Kenny and Schmulian (1979) compared 
CAL and tutorial teaching, finding the former significantly better in 
terms of a "post teaching" test. It can only be said that the 
combination of tutor and computer program produces a significant increase 
of short-term knowledge of the uptake and distribution of halothane. As 
Dickinson (1977) says, it is enough if the student's interest is aroused, 
provided knowledge or habits that are wrong or undesirable are not being 
taught. Questions 9, 10 and 11 show that the students understand the 
purpose of this form of presentation and questions 13 and 14-indicate 
that it raised their interest. 
The great strength of the computer simulation is that it stresses 
principles that cannot easily be demonstrated during clinical anaesthesia. 
The presence of the tutor ensures that_ the students do not 'gloss over' 
simulation results which they may not fully understand. 
Modern technology has made it possible to simplify the interaction 
at a computer terminal. This is exploited to the full in the present 
program and the response to question 14 indicates that the students feel 
the program is sufficiently flexible and easy to use so that they are 
attracted to use it by themselves. 
The program has also been used with groups of registrars training 
in anaesthesia. These students have practical experience of halothane 
anaesthesia and some of them have been attracted to use the program to 
study the effects that they have observed in the theatre. 
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3. BLURRING DUE TO OBJECT MOVEMENT 
3.1 STATEMENT OF THE PROBLEM 
A brief review of the effect of object movement during CT scanning 
has already been given in §1.6. The approach taken in this chapter is to 
examine the loss of resolution caused by different types of object 
movement. 
In practice, the image plane is a particular cross-section of a 
body (e.g. the cranium of a hospital patient, etc.). When the body 
moves, the distribution of density over the image plane varies with ¢. 
It makes sense to re-write A(r;6) as A(r;6;¢), so that the projection at 
angle ¢ is defined by 
(00 
f(t,;;¢) == J -00 A (r; 6 ; ¢) dn (3.1 ) 
rather than by (1.3). 
If the form of the body movement is known a priori, it can be 
allowed for, provided that the whole body moves rigidly in the image 
plane (cf. Kowalski and Wagner, 1977). What cannot be allowed for are 
arbitrary movements of parts of the body with respect to other parts. 
It is useful to introduce an estimated'reconstructed image ~(r;6) defined 
by substituting (1.4) into (1.5). Thus 
A(r;6) -f2'IT foo J 00 = f(t,;;¢) exp(i2'ITp[t,; -r cosC6 -¢)]) p dt,;dpd¢ 
o 0 -00 
(3.2) 
A 
where fCt,;;¢) is given by C3.1). 
It is clear that the effect of any sort of body movement in the 
image plane can be built up from projections of distributions of points 
that move arbitrarily in the plane. The effect of a distribution of 
points can be built up from the effect of a single point having a density 
that is zero everywhere except at, say, the point Q of Figure 3.1 where 
the density is infinite (but the "mass" is unity). Consequently it is 
sufficient to set 
A(r;6,¢) = 8(x -TCOS\jJ) 6(y -Tsin\jJ) == 8(r -T) 8(6 -\jJ)/r C3.3) 
where 8Co) denotes the Dirac delta function, and where T = T(¢) and 
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W = W(~)' It follows that 
f(~;~) = o(~ - TCOS(W - ~)) 
which further implies that 
A(r;6) := f21T r:» exp(i21TP[TCOS(W -~) - rcos(6 -~)]) P dp dq>. 
o 0 
Note that 
f
21T (co 
J ~(r;6) r dr d6 = 
o 0 
1 
follows immediately from (3.5) because 
f
21T reo 
J exp(i21TP[TCOS(W -~) - rcos(6 -~)]) r drd6 := 
o 0 
~ , . y 
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Figure 3.1 Coordinate systems in the Image Plane. 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
The definition (3.1) of a projection implies that it is measured 
by a beam of rays, each of which is parallel to the n-axis of Figure 3.1. 
In much computed tomography practice, projection data are obtained with 
fan beams rather than parallel beams (cf. §1.6). The fan beam data are 
processed directly in some cases, but in other cases. they are "rebinned" 
after part or all of the data are gathered so that the image 
reconstruction algorithms can be based on the established theory for 
parallel beam projections (cf. Peters and Lewitt, 1977). 
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An attractive feature of the approach taken here to estimate 
the effects of object movement is that it is independent of how the 
projection data are gathered and whether or not they are rebinned 
before being processed. This comes about because only one ray passes 
through the point Q of Figure 3.1 when a single projection is measured, 
whether a parallel beam or a fan beam is employed. The functional 
forms of T(¢) and o/(¢) depend upon whether or not the data are reb inned , 
but this difference disappears when statistical averages are taken for 
classes of object movement. 
A 
Figure 3.2a is a relief plot of a reconstructed density A(r;8). 
Figure 3.2 
b 
Relief maps of images reconstructed from 96 projections 
each of 120 points, modified by the Shepp-Logan filter 
(cf. §1.6) and back-projected on to a 120x120 grid. 
A 40x40 central section of this grid is shown. 
(a) Q permanently coincident with O. 
(b)" Q coincident with 0 for 33% of the time; 
Q wanders at random along x-axis for the 
rest of the time. 
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The projections used to reconstruct this image were calculated from an 
object which consisted of a delta function at the point Q which was 
coincident with the point 0 while all the projections were 'measured'. 
The image exhibits little blurring, and is a good representation of 
the original object. Figure 3.2b shows the form of the reconstruction 
when Q wanders back and forth along the x-axis while the projections 
are 'measured I (see figure caption for details). The image of the delta 
function is now badly blurred. 
The numerical evaluation of (3.5) (e.g. by modified back-
projection) required to produce Figure 3.2b is much too protracted to 
form the basis of a computationally efficient means of evaluating 
blurring by various kinds of motion. It is also too complicated. 
A simple description of the blurring is required. Consequently, a 
/'> 
theoretical device is introduced in §3.2 to permit the spread of A(r;8) 
to be estimated quasi-statistically. Archetypal movements are defined 
in §3.3. Computational results for the blurring caused by these movements 
are presented in §§3.4 and 3.5. The technical significance of the results 
is assessed in §3.6. 
3.2 TEST FUNCTION 
To satisfy the requirements introduced in the final paragraph of 
§3.1, a single parameter, descriptive of the degree of blurring, needs 
to be obtained from (3.5). There are an infinite number of possible 
movements, but any particular movement can be characterised by the 
fraction of time that Q departs by more than a given distance from its 
central position. It is convenient to consider that this central 
position is coincident with O. This does not restrict the types of 
movement that are studied here since the origin can notionally be 
shifted to any point in the plane. It is only a slight restriction to 
further require that the form of any motion must be symmetrical about 
its central position (defined to be the origin). This means that 
J 
2rr 2 +1 
o (1 cos(~ - ¢») n d¢ = o 
where n is any integer. Equation (3.8) simplifies later analysis 
apparently without significant effect on the validity of the final 
A 
(3.8) 
conclusions. The approach taken is to multiply A(r;8) by a smooth, 
/'> 
peaked function having a radius cr, say. The fraction of A(r;6) which 
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lies within a radial distance of a from 0 characterises the spread of 
A(r;6). Consider the test function T(a) which is defined by 
T(a) = (3.9) 
T(a) is used to represent the reconstructed density within a radius a. 
"-
If a is much larger than the effective radial spread of A(r;6) then 
(3.6) shows that T(a) tends to unity. Since the object is a delta 
function, the contribution a~ the origin (a = 0) gives the fraction of 
the reconstructed density which is not blurred. If there is no movement 
(~ = 0) the reconstructed density is given by 
A(r;6) = A(r;6) 8(r) 8(8) / r . (3.10) 
Substituting (3.10) into (3.9) shows that 
T(a) 1 (3.11) 
implying, of course, that there is no blurring. However, if there is 
movement, the amplitude of the test function decreases rapidly once the 
value of a falls below the spread of the movement, implying that there 
,is some blurring. 
Substituting (3.5) into (3.9) shows that 
T(a) = ffZTIIfOOexP[iZTIPTCOS(1j! -</» -iZTIprcos(6-</» -r2/(Za2)]pr dpdr d8d</>. 
o 0 
(3.1Z) 
Equation 9.1.41 of Abramowitz and Stegun (1965) shows that 
exp [- iZTIpr cos (6 - </»] ~ (- i)k exp[ik(6 -</»] Jk(ZTIPr) 
k=-oo 
(3.13) 
where Jk(o) denotes the Bessel function of the first kind of order k. 
The 6 integration now yields 
T(a) = Zrr fZTIffOOexp [iZTIPTCOS (Ij! -</» - r2/(Za2)] Jo(ZTIPr) pr dp dr d</>. 
o 0 
Weber's first exponential integral (cf. Watson, 1966, equation 1 
of §13.3) enables the r-integral to be done, giving 
Z; IZTII
OO 
exp[iRTCOS(1j! -</»/a -R2 /Z] R dR d</> 
o 0 
T(a) 
where R := Zrrap . 
(3.14) 
(3.15) 
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This is now in a form suitable for combined analytical and numerical 
evaluation, because the magnitude of the integrand, unlike that in (3.5), 
falls off rapidly with increasing radial coordinate, when the latter is 
large enough. 
3.3 ARCHETYPAL MOVEMENTS 
The strategy adopted here is to analyse sufficient species of 
movement to be able to reach general conclusions concerning the degree 
of blurring to be expected from body movement. Two classes of movement 
are studied: 
A. continuous movements for which ~(~) and ~(~) are everywhere 
differentiable with respect to ~. 
B. Discrete movements for which T(~) and ~(~) are continuous for 
finite ranges of ~, but jump discontinuously when ~ leaves one 
range and enters the next. 
Two different types of movement are discussed in §§3.4 and 3.5. 
-
For each type, particular movements of Classes A and B are investigated. 
Because f(~;~+IT) == f(-~;~), as noted in §3.1, it follows that 
~ and ~ must satisfy 
~(~ + IT) and ~(~ + IT) ~(~) . 0.16 ) 
A convenient description of the "amount of movement" is the 
effective radius, , defined by 
R2 
e d~ 0.17) 
Note that Re is a "root mean square" quantity, and so accords with 
conventional notions of the Ile ffective amplitude ll of a process which is 
itself of zero mean. All graphs of T(O) presented in this chapter are 
plotted versus o/Re' 
The first step in evaluating the integral in (3.15) is to expand 
exp[i(T/O)R cos(~ -~)] in its absolutely convergent Taylor series, so 
that 
T(O) 
co 
1 l: (i/o) 2n 
21T n=O ( 
1 J
2IT(CO 2n 2n 2 J R (TCOS(~ -~») exp(-R /2)R dR d~ 
o 0 (3.18) 
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where only the even terms are retained because of (3.8). The R 
integration is solved by parts to give 
JOO R2n exp(- R2/2) RdR = 2n JOO R2 (n-l)exp(_ R2/2) RdR = 2n nl . 
o 0 
So (3.18) becomes 
1 00 nl J2TI 2 T(O) = E (_ 2/(2)n Crcos(lj; - (j))) n d(j) (2n)1 , 
n=o 0 
which is the basis for some of the numerical examples presented 
chapter. 
3.4 CIRCULAR MOVEMENTS 
(3.19) 
(3.20) 
in this 
For the type of movement considered in this section, only lj; varies 
within each range of (j) for which T and lj; are continuous. 
Class A movements 
In order to obey (3.8) a point moving continuously in a circle 
about its average point is described by the parameters T = Re' W = 2m(j) 
where m is a non-negative integer. It follows from (3.15) that 
f 
2TI (00 
T(O) = 2~ J exp(- R2/2 + iRRecos[(2m-l)(jl]/0) RdR. 
o 0 
(3.21) 
Again equation 9.1.41 of Abramowitz and Stegun (1965) gives 
1 f2TIJOO 00 T(a) = 2TI exp(- R2/2) E 
o 0 t=-oo 
Doing the (j)-integration gives 
( i) t exp [ i (2m - 1) t(j)] Jt(R Re/a) RdRd(j). 
(3.22) 
(3.23) 
which is Weber's first exponential integral (cf. Watson, 1966, equation 1 
of §13.3). Thus 
T(a) = exp (- R 2/(202 )) (3.24) 
e 
which is, most conveniently, independent of m. Figure 3.3 shows T(a) 
versus O/R • 
e 
Class 
for 
where 
for 
1. 0 T(a) 
.5 
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aiR 
e o ~~~ ____ ~ __________ ~ ____ -d 
Z 345 1 
Figure 3.3 Test function for Class A circular movement. 
B movements 
< 
0 < ¢ < 0. T := R' and til = S + ¢s e 
0. < ¢ < rr - 0. T = 0 
l rr - 0. < ¢ < rr T ::: R' and \fi = S + rr + as + (¢ - rr) s e 
1 
R' = (rr/Za)"2Re Asa result of equation (3.16) e 
T = R 
, 
e 
and ~ = S + (~ - rr)s 
rr+a<¢<Zrr -0. T ::: 0 
Zrr - 0. < ¢ < Zrr T :: R , 
e 
and til:: S + rr + as + (¢ - Zrr) s . 
The test function for this type of movement is calculated from (3.Z0). 
The ¢ integration becomes: 
[
zrr Z 
(TCOS(tIl -¢») nd¢ 
'0 
= r
a 
(R ,)Zn (cos(S +¢(s - l»)Zn d¢ 
e 
, 0 
{rr Z 
+ J (Re , )2n (cos(S+rr+as+(¢-rr)s -¢») n d¢ 
rr-a 
Jzrr 2n( ) Zn + (Re') cos(S+rr+as+(¢.-2rr)s-¢) d¢. Zrr-a 
(3. Z5) 
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The first and third, second and fourth terms can be combined to give 
f
2TI 2 
Crcos(ljJ-<jl)) n d<jl 
o 
2n 2(R~) f(S-1)a+B 2n 
= s -1 (cos<jl) d<jl 
. B 
2 (R I )2n as+B 
+ s - ~ fa+B 2n (cos<jl) d<jl. 
These integrals can be computed recursively by noting that (cf. 
Abramowitz and Stegun, 1965, equation 4.3.127): 
f 2n (cosz) dz sinz(cosz)2n-1 + 2n -1 f ( )2(n-1) 2n 2n cosz dz • 
(3.26) 
(3.27) 
Equations (3.20), (3.26) and (3.27) specify the scheme used to calculate 
the test function for this type of motion. Figures 3.4 and 3.5, 
respectively, show the effect on T(a) of varying the speed s of rotation 
and the angle B at which the rotation starts. Note both that Q remains 
at 0 for a fraction k of the complete range [O,TI] of the variation of <jl 
and that k is the value to which T(a) reduces as a tends to zero. The 
above definition of Class B circular movements ensures that 
k TCO) 1 - 2 a/TI . (3.28) 
Inspection of (3.15) indicates that T(a) can be expressed in the form 
f
2TI foo . 
T(v) = k + (l-k) exp(- R2/2 +i RR~ cos[B+y(<jl)]/v) RdR d<jl 
o 0 (3.29) 
where y(<jl) is independent of B and where the movement defined by T(<jl) 
and ljJ(<jl) is now assumed to cover a range of <jl equivalent to a = TI/2, 
i.e. there is now assumed to be movement occurring for the whole time 
projections are measured. 
In the majority of practical situations the precise nature of the 
body movement is unknown a priori. What is likely to be of interest is 
the average blurring to be expected from a class of movement. 
Consequently, it makes sense to define an effective test function T (a), 
e 
which is T(v) averaged over all starting angles B: 
T (a) 
e 2; fTI TCa) dB 
o 
= k + 1 - k fo2TIfOOo 
(2TI)2 
exp( - R2 /2) f2TI exp (iRR~ cos [B + y(<jl)] fa) dB RdR d<jl 
o 
(3.30) 
1.0 
T(a) 
.5 
o 
1 2 
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3 4 
aiR 
e 
5 
Figure 3.4 Test function for Class B circular movement: 
~ = ~/4, e = 0 for four values of s. 
1.0 T(a) 
.5 
o 
aiR 
e 
o~----------------------------1 2 3 4 5 
Figure 3.5 Test function for Class B circular movement: 
a = 2TI/9, s = 0.1 for four values of S' 
The S integral is completed by substituting from (3.13) to give 
(3.31) 
which is again Weber's first exponential integral. Thus 
Te(a) = k+(l-k)exp (3.32) 
Figure 3.6 shows Teea) versus alRe for three values of k. 
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aiR 
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Figure 3.6 Effective test function for Class B circular movement: 
for three values of k. Note that this figure also 
applies to Class B linear movement. 
3.5 LINEAR MOVEMENTS 
For the type of movement considered in this section it is 
convenient to set ~ = O. When Q wanders on to the negative x-axis 
T is taken to be negative . 
. Class A movements 
T = A9, sin(29,cp) + Am sin(2m¢). By allowing the constants A9, and 
A (9, and m are integers) to successively assume a range of values, a 
m 
useful variety of linear movements can be generated. The first step is 
to expand the integrands in (3.20) in terms of exponentials, i.e. 
T ( ¢) cos (~ - CP) = (l - exp ( i 2¢ )] {Am [ exp (i (2m - 1) CP) - exp ( - i (2m + 1) CP) ] 
+ A9,(exp (i(29,-1)¢) -exp(-i(2t+l)¢)J } I (4i) . 
(3.33) 
The Binomial expansion is now used so that 
2 1 2n 2n 2n-a. a. 
( T (CP) cos (\jJ - CP») n :: ----"- E E E E 
(_16)n ~=o 0.=0 S=o y=o 
A 2n-a.A a. exp(i2(2mS + 29,y 2mn +ma. +n - 9,0. - ~)¢) . 
m Q, 
(3.34) 
where (~J nl = (n-k)! k! . 
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Thus each of the ~ in (3.20) equals zero unless 
~ = 2mS + 2~y - 2mn + ma + n - ~a and o < ~ < 2n . (3.35) 
substituting (3.34) into (3.20) and evaluating the integrals gives 
T(a) 00 2n 2n-a a !3+a 2n-a a[ 1 1 n n! (2n)! 
= L L L L (-1) A A~ -- (2n-~)!~!(2n-a-S) !S!(a-y)!y! 
n=o a=o 8=0 y=o m 8a 2 
(3.36 ) 
Equations (3.35) and (3.36) permit the test function to be calculated 
for Class A movements. Figure 3.7 indicates that the form of T(a) is 
comparatively insensitive to changes in An, A , ~ and m. 
, N m 
Class B movements 
0 < ~ < a 'T = 0 
a < ~ < S 'T = R , e 
for S < ~ < TT - S 'T = 0 
TT - S < ~ < TT - a T = -
TT - a < ~ < TT T = 0 
1 
where R j = (TT/(2(8 -a)))~ R. As a result of (3.16) this movement is 
e e 
repeated in the range ~ := TT to 2'IT so that 
'IT < ~ < 'IT +a T = 0 
TT +a < ~ < 'IT + 8 T = Re ! 
for TT + S < ~ < 2'IT - S 'T = 0 
2'IT - S < ~ < 2'IT - a 'T = - R , e 
2'IT a < ~ < 2TT 'T = 0 
Thus (3.20) reduces to 
T(a) := 1 2'IT 
n=o 
nl 4 (Re, )2n fS (cos~)2n d~ . (2n) ! 
a 
(3.37) 
which is evaluated with the aid of the recursive formula (3.27). 
Figure 3.8 shows the effect of varying S, keeping a constant. As in 
§3.4, it is noted here that what is likely to be of practical interest 
is the average blurring to be expected from a species of movement. 
Figure 3.7 
Figure 3.8 
l.0 
.5 
T(a) 
I I 
I 
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I I 
I I 
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-59-
aiR 
e 
o~b-~----~----------------1 2 3 4 5 
Test function for Class A linear movement: for~. and m 
varying from a to 10 and A~/Am varying from -1.0 to 1.0. 
All variations of T(a) lie within the dashed lines. 
T(a) 
.5 
O~~--------~--------------2 3 4 5 1 
Test function for Class B linear movement: a = 0, for 
ten values of e. For each curve: 8 = (1 - T(0»rr/2. 
All angles a at which the movement starts are equi-probable. By 
averaging over a, keeping (8 - a) constant, an effective test function 
Te(a) is obtained. Te(a) is given by (3.32) with 
k = 1 - 2 (8 - a)/rr. (3.38) 
So Figure 3.6 characterises both linear and circular Class B 
movements. 
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3.6 DISCUSSION 
The aim of this chapter has been to characterise the artefacts 
caused by movement. The approach taken has been to quantify the radial 
spread of the reconstruction of a point which moves while the projections 
are measured. In practice, there is never any reliable estimate of the 
amount of movement that has taken place during a CT scan. Thus the 
quasistatistica1 descriptor of the amount of blurring T (a) which is 
e 
introduced in §3.4 is a useful measure of the loss of resolution due to 
motion which occurs for a fraction (1 - k) of the scan time, Fortunately, 
as was shown in §§3.4 and 3.5, the form of Te(O) is independent of the 
form of the motion. It is only dependent on the fraction of time the 
point moves and the effective radius R' of the movement for the time 
e 
it moves. Examination of (3.32) shows that it can be re-written as 
T (a) = k + (1 - k) t (a) 
e 
(3.39) 
where 
t (a) (3.40) 
The general descriptor, (3.39), includes the special case when 
movement occurs for the whole of the scan time, i.e. Class A movement. 
When a quasistatistica1 descriptor such as (a) is employed to gauge 
the "size" of something, the effective size is often taken to correspond 
to the conditions applying when the descriptor is half its maximum value. 
Thus the effective size of the blurred image is 20 where a is the 
solution of 
T (a) = ·5 
e 
(3.41) 
For instance, when movement occurs for the whole scan time (i.e. k = 0), 
the solution of (3.41) is a ~ .85 Re' Thus the limit to which the image 
is resolvable is given by 1.7 R. The loss in resolution is roughly 
e 
twice the effective radius of the motion. 
The reconstructed image can be considered as an attenuated 
blurred image of amplitude (1 -k) superimposed on an attenuated ideal 
image of amplitude k. Figure 3.2b illustrates this (the caption 
indicates that k = .33). The minimum value of teo) (3.40) is zero. 
The minimum value to which Te(O) falls is given by k: the fraction of 
time the test point is stationary. Thus for k> '5, (3.41) cannot be 
satisfied for any value of o. Consequently, if k is large enough that 
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none of the significant detail in the ideal image is submerged by the 
attenuated blurred image, the reconstructed image is as useful as what 
would have been obtained if there had been no body movement. This may 
explain why reconstructed images are often of high quality, even though 
one may feel sure that significant movement must have occurred during 
measurement of at least some of the projections. 
Finally it is worth noting that in the classes of movement studied 
in this chapter the point Q has been assumed to move in the plane of the 
scan. In practice, there could also be movement in and out of the plane. 
For example in a body scan peristalsis could cause such motion. However 
computational experience has shown that artefacts due to so called 
"z-axis" motion are less severe than those due to motion in the plane 
(cf. Alfidi et al., 1976). The results presented in this chapter can 
be considered to cover the "worst-case ll types of motion. 
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4. IMAGE RECONSTRUCTION FROM FEW PROJECTIONS 
4.1 INTRODUCTION 
This chapter is concerned with algorithms for reconstructing 
an image when the number of given projections is much less than is 
normally needed to produce an acceptable result, i.e. projection space 
is undersampled in the angular direction. It is assumed, however, that 
the radial sampling is fully adequate for the purposes of conventional 
CT. Practical applications for which these conditions pertain have 
already been discussed in §1.6. 
Consequently the concern here is with projections that are given 
(i.e. measured, in practice) for a comparatively small set {¢ ;n=1,2 •.. ,N} 
n 
of values of ¢. The given samples of f(~;¢) are specified for particular 
pairs of values of ~ and ¢ which are called the data points. The concise 
notations {f,¢ ,N} and {¢ ,N} are introduced to identify respectively, 
n n 
the given projections and the given angles (i.e. the values of ¢ 
corresponding to the given projections). This chapter is concerned with 
situations in which N is of the order of 10. The interpolation problem 
is posed: 
Given {f,¢ ,N}, estimate f(~;¢) for sufficient values of ¢, inbetween the 
n 
¢ , to permit the reconstruction of A(r;8) to be acceptable, according to n .. 
whatever criterion is appropriate in the envisaged application. 
Not all of the algorithms presented in this chapter are explicit 
interpolation schemes, however. As an aid to comparison, each method is 
identified by a Roman numeral. Eight methods (numbered I through VIII) 
are compared. 
Figure 4.1 shows a test phantom which is made use of in this 
chapter. This phantom contains sufficient structure to permit 
reconstruction methods to be evaluated realistically. The sharp changes 
in density at the edges of the various circles constitute severe tests of 
any image reconstruction procedure. It is difficult to assess artefacts 
quantitatively from inspection of conventional grey-scale images or even 
from relief maps. It is more convenient to examine cuts along straight 
lines through the images. The cuts along the lines x-x and Y-Y in 
Figure 4.1 are chosen for evaluating the reconstruction algorithms 
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x --
--x 
Figure 4.1 
y 
The test phantom. The dark circle has a density of 
100 (arbitrary) units. The four light circles (one 
large and three small) are of density 50 units. 
The rest of the phantom is of zero density. 
presentep in this chapter. 
A conventional root-mean-square error criterion is adopted for 
the 'goodness' of any of the reconstruction procedures. The total error 
E(T,Q) is defined by 
= (4.1) 
where T represents the roman numeral identifying the reconstruction 
A 
method and A(r;8) is the estimated density provided by the method. 
The error crii;;erion is defined as 
S(T,Q) = E(T,Q) / E(I,Q) (4.2) 
which compares any of the methods with method I. The error criterion is 
similar to the "distance function" of Herman et al. (1973). In this 
chapter the error criteria are calculated for two different regions of 
image space. The first (Q = =) covers the whole of image space, while 
the second (Q = A) denotes the convex region which just encloses the 
cross-section of the object. 
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4.1.1 Straightforward reconstruction 
The first of the reconstruction methods does not actualiy 
involve interpolation. This method (I) is reconstruction by modified 
back-projection using a Shepp-Logan filter (cf. §1.6.1). Figure 4.2 
shows the result of applying method I when only eight projections of the 
test phantom are given. This image is seen to be a seriously degraded 
version of Figure 4.1. It is easier to see the artefacts caused by 
reconstruction from only a small set of projections by examining the 
density cuts shown in Figure 4.3. 
Figure 4.2 
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Reconstruction of the text phantom using method I (modified 
back-projection) when there are eight given projections. 
The grey-scale covers the range of zero (white) to 100 (black). 
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Figure 4.3 
a ) 
Density 
and its 
(a) cut 
, b ) 
cuts through the test phantom ( ••• ) 
reconstruction by method I (---): 
X-X, (b) cut Y-Y. 
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The image suffers from angular aliasing and clutter (cf. §1.6.1). 
Table 4.1 lists the error criteria for method I for different values 
of N. 
Table 4.1 
N 
8 
10 
12 
14 
16 
32 
64 
Comparison criteria for method I using different numbers 
of given projections (N), applied to the test phantom. 
The error criterion S(T,n) as defined by (4.2), is listed 
for n = E and n = A (the former applies to the whole of 
image space, while the latter denotes the convex region 
actually occupied by the cross-section of the object). 
The error criteria are expressed as a fraction of the 
error criteria for the reconstruction from eight given 
projections. 
s(I,E) S(I,A) 
1. 1. 
.75 .99 
.65 .85 
.55 .77 
.50 .66 
.32- .53 
.30 .51 
Table 4.1 serves as a standard of comparison for the reconstruction 
methods II through VIII introduced later in -this chapter. .Note that 
sCI, decreases more rapidly than S(l,A) as the number of projections is 
increased. This shows the value of calculating the error criteria for 
different regions of image space. The second region A is included in the 
first E, which emphasises that the artefact level drops off faster outside 
the region A within which the actual image exists. 
4.1.2 Fourier series interpolation and straightforward reconstruction 
Fourier Series Interpolation (FSI) is the second of the 
interpolation schemes investigated here, i.e. it is called method II. 
A 
Intermediate projections f(~;¢) are computed, for values of ¢ not 
belonging to {¢n,N}, from the formula 
f(~;¢) 
N 
~ ft(~) exp(it¢) 
t=-N 
(4.3) 
where the intermediate projections are in fact accurate (i.e. they are 
the given projections) when ¢ = ¢ : 
n 
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n E{l,2 ... ,N}. (4.4) 
Note that the f~(~) are found by substituting (4.4) into (4.3). The 
N given projections can be transformed into what are here called semi-
projections, of which there are 2N. Note that 
f(- ~;~) = f(~;~ +~) • (4.5) 
For n > N, the semi-projections are defined by 
n = N + 1 ,N + 2 ••• 2N (4.6) 
The coefficients f~(~) are straightforwardly determined from the samples 
using an FFT algorithm. 
Figures 4.4 and 4.5 illustrate the application of method II to 
the test phantom. The eight given projections have been expanded to 
128 projections, 120 of which are intermediate (as defined above) and 
are of course approximate. The error criteria for this reconstruction 
are s(II,2) = ·51 and s(II,A) = ·85. The large oscillatory errors which 
are evident towards the periphery of the image obtained by method I 
(Figure 4.3) are seen to be reduced in the reconstruction obtained by 
method II (Figure 4.5). However the images of the three small outer 
discs are smeared in the 8-direction (Figure 4.4) and there is only a 
small improvement in the central region,of the image. 
Figure 4.4 
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Reconstruction of the test phantom using method II 
(Fourier series interpolation from the eight given 
projections). The grey-scale covers the range of d 
(white) to 100 (black). 
Figure 4.5 
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uua 
SI'IJ 
( b :> 
Density cuts through the test phantom C,··) and its 
reconstruction by method II (---): Ca) cut X-X, 
(b) cut Y-Y. 
An interpolation scheme somewhat similar to FSI is what is here 
called linear interpolation. Suppose it is desired to interpolate at M 
equally spaced angles between each of the given projections. For the 
mth intermediate projection between ~n and ~n+l' the angle is defined to 
be ~ = ~ + m(~ +1 - ~ 1/CM+1) and the intermediate projection is 
n,m n n· n 
itself defined to be 
(4.7) 
Equation (4.7) characterises an algorithm for' estimating intermediate 
projections., This linear interpolation scheme was applied to the test 
phantom and the ,results were virtually indistinguishable from those 
obtained with FSI. I decided therefore that it was unnecessary to make 
an independent study of linear interpolation since nothing in my 
computational experience suggested that significantly different results 
are likely to be obtained with linear interpolation compared with FSI. 
The following argument shows the limitations of an interpolation scheme 
such as linear or FSI: consider Figure 4.6 which shows the trajectory in 
~;~-space of one point in object space. The point follows a sinusoidal 
path. In practice the object can be considered to be composed of many 
points, so that projection space contains many sinusoidal paths of the 
form ~ = sin(~+B), where the phase B is different for each path. Any 
projection value f(~;~) can be considered to be the sum of the 
contributions from all paths that cross at that value of ~ and ~. 
Of course, these trajectories cannot be isolated in ~;~-space, but if 
they could be then the interpolated values could be calculated along the 
sinusoidal paths.' Thus method II produces comparatively poor results 
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rr/2 rr 
Figure 4.6 The ~;~-plane, showing the trajectory of a point object. 
because it interpolates along lines of constant ~ rather than along the 
sinusoidal paths, which are in general unknown a priori. In general it 
would be difficult to identify the paths, though Wagner (1979b) suggests 
that they might be found by using pattern recognition techniques. This 
only seems f~asible if the object is made up of isolated dense points. 
Having made the above observation, it is worth emphasising that 
certain useful a priori information concerning the image is often 
available. For example the reconstructed image is usually required to 
be real and non-negative; the size of the image - i.e. the region of 
image space to which the reconstructed image should be confined - can 
often be estimated beforehand with useful accuracy; various statistical 
properties of an image may also be known. The available a priori 
information is embodied in a mathematical model for the image. A 
state-of-the-art review of the use of mathematical models in image 
processing is given by Jain (1981). In the remainder of this chapter, 
methods are investigated which use a priori information about the image 
to aid the reconstruction. 
The methods presented in §§4.3 and 4.5 are iterative. They 
require successive calculation of projections from an estimated image 
and back-projection to form a new image. Some of the numerical 
difficulties associated with such schemes are discussed in §4.2 and 
several possible solutions are presented. A reconstruction scheme based 
on Gerchberg's (1974) algorithm is developed in §4.3. §4.4 shows how a 
reconstruction algorithm can be derived by considering the problem in 
terms of optimisation theory. Several methods for solving optimisation 
problems are discussed in §4.4 and in §4.5 one of them is used to develop 
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a new algorithm which reconstructs an image with the aid of a priori 
information. The significance of the results is assessed in §4.6. 
4.2 NUMERICAL CONSIDERATIONS 
The details of the back-projection algorithm used for the examples 
presented in this chapter are presented in §4.2.1. Several re-projection 
algorithms are investigated in §§4.2.2 through 4.2.7. A tool for 
constraining the size of a reconstruction is introduced in §4.2.8. 
4.2.1 Back-projection 
In CT practice, the standard image reconstruction method is 
modified back-projection (see §1.6 and (1.10) and (1.15)), which involves 
the following sequence of operations. First, a projection f(~;~) is 
9btained (i.e. measured, in practice) and is stored in computer memory 
as samples spaced by, say, 6 in the ~-direction. The projection is then 
modified - by a "filtering" procedure carried out either directly 
(usually with dedicated hardware) or via a pair of Fourier transforms 
(Lewitt et al., 1978). The modified projection g(~;~) is now back-
projected, an operation which can be visualised as follows. A rectangular 
grid of points, spaced by 6 in both the ~- and'n-directions, is set up in 
image space. The coordinates of the 1l,Vth pbint are ~ == llS and n = v6, 
where II and V are integers. The contribution to A(r;8) at the 11,Vth point, 
from the particular f(~;~) being considered is g(1l6;~) - i.e. each sample 
of the modified projection is "back-projected" along a line parallel to the 
n-axis. The total reconstructed density is built up from many projections, 
each at a different angle. Consequently, it is necessary to estimate the 
value of g(~;~) at each point - characterised by x = m6 and y = n6, where 
m and n are integers - on a rectangular grid with sides parallel to the 
x- and y-axes. So, for each value of ~ it is necessary to interpolate 
from the ~ ,n-grid to the x,y-grid. 
The modified back-projection procedure is customarily carried out 
using a crude interpolatory approach, such as linear-interpolation in which 
g(~;~), at the point x = m6, y n6 (this point is denoted by Q for the 
moment) on the x,y-grid, is approximated by a weighted average of its. 
values (denoted for the moment by VI and V2) at the two points (denoted 
for the moment by PI and P2 respectively) on the ~,n-grid nearest to Q. 
The distances QP 1 and QP2 are written as d 1 and d 2 respectively. 
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The actual form of the weighted average is [V1d2 + V2d11/(d1 +d2). 
Consequently, linear-interpolation can be regarded as a displacement 
of the samples of g(~;~) from their correct positions on the ~,n-grid. 
4.2.2 Re-projection 
Re-projection is the process of calculating a set of projections 
A A 
f(~;~) from an estimate of the image A(r;6). A re-projection scheme of 
high accuracy is required for the reconstruction algorithms which are 
developed in §§4.3 and 4.5. 
A 
The estimate of the image A(r;e) can be visualised in two ways. 
The first considers that the image is constructed from small squares 
(pixels) within each of which the density is constant and which cover 
image space, leaving no gaps. The second considers that the image is 
represented .by delta functions at the grid points of the x,y-grid. 
A beam of width w is visualised (cf. §1.6.6 and Figure 1.7). 
A 
Each sample of the projection f(~;~) contains contributions from the 
A 
image A(r;e) which lies within this beam (see Figure 4.7). The way in 
A 
which each sample of A(r;6) within this beam contributes to f(~;~) 
characterises a re-projection scheme. 
Figure 4.7 An example of a beam through a 6x6 pixel image. 
The following subsections are concerned with the choice of a 
re-projection scheme. Many re-projection schemes have been developed 
over the past decade. Three schemes, designated a through c for 
convenience, were investigated before a satisfactory re-projection scheme 
was chosen. All three schemes are based on the concept that the image 
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can be considered as an array of numbers existing at points on an 
x,y-grid. The first two, which are presented in §§4.2.3 and 4.2.4, 
were extracted from the literature, while the third, which is presented 
in §4.2.5, was devised in order to investigate_ whether it was possible 
to improve on the other two. §4.2.6 shows how schemes a, band c were 
tested before a satisfactory re-projection scheme was chosen. §4.2.7 
presents two re-projection schemes which are due to Herman at al. (1973), 
which are discussed mainly for completeness. There is sufficient detail 
in §4.2.7 for it to be clear to the reader that those schemes would have 
functioned satisfactorily (although one of them would be computationally 
expensive), but in my opinion neither of them is as convenient as the 
scheme actually selected in §4.2.6. 
4.2.3 Re-projection using linear interpolation 
The first-re-projection scheme (a) is the inverse of the 
back-projection scheme discussed in §4.2.1. Thus linear-interpolation 
is employed to transfer samples from the x,y-grid to the ~,n-grid. 
Linear-interpolation displaces samples by 6/2 at most, which is 
acceptable for a back-projection routine, because 6 which is the 
sampling interval in the ~-direction is almost always small enough to 
satisfy whatever sampling constraints apply in a particular application. 
But the situation changes when it is required. to recompute projections 
from such reconstructed densities, as in the iterative schemes examined 
in §§4.3 and 4.5. There is the possibility of the reconstructed images 
being degraded by cumulative numerical errors. 
illustrated by the following simple example . 
This consideration is 
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True image of the Gaussian object displayed at points on the 
x,y-grid. The grey-scale covers the range of 0 (white) to 
100 (black). 
Figure 4.8 depicts the density of a Gaussian object - if the most dense 
point is placed at the origin of image space then A(r;6) is proportional 
to exp(- rZ/RZ), where R is a real, positive constant. Note that 
Figure 4.8 is not a continuous tone image. Each pixel is displayed as 
a grey level at the appropriate point on the x,y-grid. This is done to 
emphasise that the errors due to the re-projection schemes are caused 
by the finite sampling of the image and the projections. The image 
exists at points on an x,y-grid which is spaced by ~ in both the x- and 
y-directions. Figure 4.9 shows a relief plot of projection space when 
re-projection scheme (a) is used to compute projections from the image 
which is shown in Figure 4.8. Note the large oscillatory errors at TI/4 
and 3TI/4 (cL Peters, 1981). For this example the projection was sampled 
at a spacing of ~ in the ~-direction. However the x,y-grid spacing 
varies with ¢ when viewed from the projection angle ¢. The interaction 
of these two slightly different sampling intervals causes a moire effect 
which is evident as artefacts in Figure 4.9. 
200 
a 
Figure 4.9 
f(~,¢) 
Relief plot of projection space, showing the 
projections calculated by scheme (a) from the 
image which is displayed in Figure 4.8. 
Figure 4.10 is the reconstruction om the 16 projections which.are 
shown in Figure 4.9. o 0 The streaks at 45 and 135 are large 
reconstruction errors which would build up if this re-projec.tion 
scheme was used in an iterative reconstruction method. 
Figure 4.10 
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Image of the Gaussian object reconstructed from the 
16 projections which are shown in Figure 4.9. The 
grey-scale covers the range of 0 (white) to 100 
(black) . 
4.2.4 Re-projection due to Peters 
The second re-projection scheme (b) is due to Peters (1981). 
It consists of scheme (a) followed by division of the projections by a 
correction function c(~;¢). The correction function takes account of 
the artefacts introduced by scheme (a). Thus c(~;¢) is independent of 
the image and so is pre-computed and stored for use wherever projections 
are to be calculated from an image. For convenience the (erroneous) 
projections calculated by scheme (a) are denoted as f(~;¢). This 
notation allows scheme (b) to be described concisely as: 
f(~;¢) = f(~;¢) I c(~;¢) (4.8) 
The correction function c(~;¢) is calculated in the following way. 
Consider the smallest circle that is known to enclose the image and say 
its diameter is D. For each angle ¢ for which projections are to be 
calculated (and for which c(~;¢) is therefore required), a square of 
side D and of uniform density liD is set up ~n an x,y-grid and aligned 
at an angle ¢ to the grid. Since the density of the square is known, 
the error-free projection f(~;¢) is also known (it is unity). The 
projection of the square is computed at this angle ¢ by scheme (a) to 
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give f(~;¢). This process is illustrated in Figure 4.11 for ¢ = rr/4. 
The projection f(~;¢) contains the errors introduced by scheme (a). 
Thus (4.8) shows that the correction function c(~;¢) at this particular 
angle ¢ is given by f(~;¢)/f(~;¢). This process is repeated for all 
desired angles of ¢. 
Figure 4.11 
projeC~iOn "'~ 
direct,on »"" ~ 
rr/4 
The representation on an x,y-grid of a square orientated 
at the projection angle ¢ (illustrated for ¢ = rr/4). 
Figure 4.12 is a relief plot of the correction function sampled 
at the 16 angles required to correct the projections displayed in Figure 
4.9. Scheme (b) has been applied to the example of the gaussian density 
distribution. The resultant projections, when modified and back-
projected, produce an image which is indistinguishable from Figure 4.8. 
Figure 4.12 
c(~;¢) 
1.05 
.95~------------------~ 
Relief plot of the correction function sampled 
at 16 equally spaced angles throughout IT. 
4.2.5 Re-projection along grid lines 
For ~ = 00 , 90 0 and 1800 there is no re-projection error because 
the beam is parallel to one set df grid lines and perpendicular to the 
other. It would obviously be desirable if the beam could always be 
aligned along the grid lines, but of course it cannot if a single grid 
is used. This has suggested a scheme (c) which employs N/2 grids, from 
each of which is calculated two projections TI/2 apart. Consider the 
image required to calculate projections at an angle ~ (and ~ + TI/2) • 
To enable the projections to be calculated along the grid lines the 
image must be rotated at an angle of (- ~) relative to the x,y-grid. 
To implement this in a practical iterative scheme, N/2 images are formed 
at each iteration, each being the back-projection of all N modified 
projections, but rotated relative to the x,y-grid. Scheme (c) has also 
been used to calculate the projections of the gaussian density 
distribution shown in Figure 4.8. The resultant projections, when 
modified and back-projected, give an image which is indistinguishable 
from Figure 4.8. 
4.2.6 Comparison of re-projection schemes 
The three re-projection schemes described in §§4.2.3 through 
4.2.5 are now compared qualitatively by incorporating each of them into 
an iterative scheme. Each re-projection scheme is used in turn to 
calculate projections from the gaussian density distribution which is 
illustrated in Figure 4.8. These projections are then modified and 
back-projected to form a new estimate of the image. The re-projection 
scheme is then applied to this estimate to compute a new set of 
projections. The process is repeated many times. The rates of 
propagation of errors permit the re-projection schemes to be compared. 
Table 4.2 lists the root-mean-square reconstruction errors for the three 
methods. The given projections (used to form the first image) were 
calculated analytically from the gaussian density distribution 
illustrated in Figure 4.8. Re-projection scheme (c) is seen to exhibit 
the lowest error. It is, however, the slowest method. For Peters' 
scheme (b), once the correction function is calculated at the required 
angles, each iteration is fast, requiring only one more multiplication 
per projection sample than the uncorrected scheme (a). Scheme (b) is 
seen to be only slightly less accurate than (c) and is invoked for the 
examples presented in §§4.3 and 4.5 because of the time saving for large 
numbers of iterations. 
Table 4.2 
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Comparison of the r~m.s. reconstruction errors for three 
re-projection methods. The phantom is the gaussian density 
distribution. For this example there are 16 (N) projections. 
Method a: uncorrected re-projection method. 
Method b: Peters' correction scheme. 
Method c: Projections calculated from eight CN/2) images. 
Iteration (a) (b) (c) 
1 37.9 37.9 37.9 
2 124.6 38.0 37.1 
3 311.9 52.1 36.9 
4 40.5 
The above discussion highlights the advantage of using phantoms 
whose projections can be calculated analytically, when evaluating 
iterative schemes. The given projections are then free of interpolation 
error. Since the test phantom, shown in Figure 4.1, is made up of simple 
geometrical shapes, its projections are described by elementary 
mathematical formulas. 
4.2.7 Two other re-projection schemes 
Two re-projection schemes due to. Herman et ai. (1973) are 
presented in this sub-section, for completeness and to show how the 
re-projection problem has been attacked by what is perhaps the leading 
group in CT image reconstruction. Because neither of these schemes is 
as convenient as Peters' method, they have not been compared numerically 
to it. 
The first scheme suggested by Herman et ai. (1973) is based on 
the image being constructed of many square pixels ,vi thin each of which 
the density is constant (cf. Figure 4.7). The pixels are each centered 
at the points of a square grid. The points are indexed by integers j 
and k. The area of intersection of a given beam and the pixel with 
indices j,k is denoted by a jk • If the density re~resented by this pixel 
is ~jk then its contribution to that beam is ajk Ajk This scheme is 
computationally expensive since it requires the evaluation of the area 
of intersection of each beam with each pixel for each projection angle. 
The second scheme suggested by Herman et ai. (1973) is based on 
the concept that the estimated image A(r;e) is calculated at points on 
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an x,y-grid. At each angle ¢ it is desired to interpolate from the 
x,y-grid to the ~,n-grid. Herman et al. (1973) use nearest-neighbour 
A 
interpolation in which A(r;8) at the point ~ = ].lb., n = \)/J, (this point 
is denoted by Q for the moment) on the S,n-grid, is approximated by the 
sample on the x,y-grid nearest to Q. The sample of the projection at 
~ = ].l/J, is found by summing along the grid line of constant S. This 
scheme is similar to that described in §4.2.3 except that it uses 
nearest-neighbour rather than linear interpolation when transferring 
samples from the x,y-grid to the s,n-grid. Thus in common with scheme 
(a) this scheme gives oscillatory errors on the re-computed projections. 
As discussed in §4.2.3 these errors are a moire artefact which occurs 
because the spacing of the x,y-grid varies relative to the s-spacing 
(the beam width) as the S,n-grid rotates. To get round this Herman et 
al. (1973) suggest varying the width of the beam w¢ with projection angle. 
Thus the spacing of the s,n-grid is dependent on ¢. They let w¢ = wlcos¢1 
for O.::I¢I'::rr/4 and w¢ = wlsin¢1 for rr/4 < 1¢I'::rr/2 where w is a constant. 
They have used this re-proj ection scheme \'lith the ART algorithm and 
report that letting w¢ vary with ¢ gives superior results to holding it 
constant. 
4.2.8 Extent of the image 
The algorithms developed in §§4.3 and 4.5 are predicated on the 
image being real and non-negative (this is the condi~ion defined as 
"image positivityll in §1.3). Another constraint which might usefully be 
incorporated in such schemes is the extent of the image, which is defined 
to be the smallest convex region (or regions) in image space which 
encloses the image. This concept of extent means that if the object 
consists of several regions which are not connected, then the extent is 
constructed from separated convex regions. An estimate of the extent of 
the image is often available in practice. This sub-section is concerned 
with one way of obta,ining an estimate of the extent. 
A null ray is defined to be any straight line through image space 
along which the integrated density is zero, i.e. for the particular 
values of sand ¢ characterising that line, it follows that f(~;¢) = O. 
Since the image density cannot be negative, the image must be zero along 
the null ray (this is pointed out by Brooks and Di Chiro, 1976, §4.6). 
It is therefore useful to define an image mask as follows. Generate an 
x,y-grid which is pre-set to some arbitrary (non-zero) level. For each 
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null ray, set to zero the points on the x,y-grid which contribute to it. 
Repeat this for all null rays. Figure 4.13 shows the image mask obtained 
from eight given projections of the test phantom. Wherever the mask is 
zero (tvhi te in Figure 4.13), the density of the reconstructed image 
should also be zero. Thus the image mask gives an estimate of the 
maximum extent of the image. 
be found by this method. 
Of course any "dents" in the image cannot 
4.3 
Figure 4.13 
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of the test phantom. 
GERCHBERG'S ALGORITHM 
In computed tomography, measurements are made in image space. 
However, the projection theorem (1.4) shows that the one-dimensional 
Fourier transform of each projection lies along a radial line in Fourier 
space. So, it is valid to consider that the available measurements are 
of the spectrum (spatial frequency) of the image. When few projections 
are given, the spectrum is incomplete. The algorithm due to Gerchberg 
(1974), which is discussed in this section, is concerned with 
extrapolating from the given part of the spectrum into the region of 
Fourier space for which there are no available measurements. 
It is convenient to denote the measured part of the spectrum as 
F and 
meas 
generated 
that part 
as F 
ext 
of the spectrum for which an estimate is to be 
Thus the complete spectrum F = F 
meas 
+ F 
ext 
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Gerchberg's algorithm is an iterative scheme which successively applies 
constraints in the frequency domain and in image space. In order to 
start the scheme an initial guess must be made for Fext (it is often 
chosen to be zero). The first step is to take the Fourier transform of 
"-
the spectrum F which provides an estimate A of the image. At this stage 
"-
certain a priori knowledge is used to correct A. It is known that the 
"-
image density cannot be negative, so any P?rts of A which are negative 
are set to zero. An estimate of the extent of the image may also be 
available (cf. §4.2.8). Thus ~ is also set to zero outside the estimated 
extent. This gives a corrected estimate A of the image. The next step 
is to take the inverse Fourier transform which gives an estimate F of the 
"- "- "-
complete spectrum of the image. Now F can be written as (Fmeas + Fext ) , 
i.e. the scheme has provided a new estimate for both Fmeas and Fext ' 
"-
where Fmeas is the new estimate for the measured part of the spectrum 
"-
and Fext is the new estimate for the extrapolated region of the spectrum. 
"-
The final step is to replace the estimate Fmeas with the measured part of 
the spectrum Fmeas' This gives a new estimate for the complete spectrum 
"-
F = Fmeas + Fext ' This iteration scheme is repeated until a stopping 
criterion is satisfied. A typical stopping criterion could be based on 
image positivity - for example the iterations would cease when the 
"-
minimum density in A rises above some predetermined negative level. 
Sato et ale (1981) and Tam and Perez-Mendez (1981) use Gerchberg's 
algorithm to reconstruct images when the given projections do not 
uniformly cover the range of ¢ = 0 to TI, i.e, they consider the problem 
caused by a sector of missing projection angles (cf. §1.6.3). This 
section presents two methods based on Gerchberg's algorithm which are 
designed to reconstruct an image when there is only a small number of 
equally-spaced projections. It is desired to estimate extra projections 
so that there is a complete set of M projections (M > N). The algorithm 
"-
estimates {f,~ ,M} where ~ mTI/M and 
m m 
"-
f(~;~m) f(~; ¢n) when ~ E {cjl ,N} . (4.9) m n 
A full set of M projections is required to start the iteration scheme. 
Two choices are illustrated here for the initial guess at the projections 
f(~;~ ) where ~ ~ {¢ ,N}. The first assumes that they are zero, i.e. 
m m n 
= 0, ~ i {¢ ,N} . 
m n 
(4.10) 
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The second uses the projections estimated by FSI (4.3) as the initial 
guess. A reconstruction scheme based on Gerchberg's algorithm is now 
described: 
(i) Modify and back-project the full set of projections {f,~ ,M} 
m 
" to give A(rje). 
(ii) Cease the iterations when A(rje) stops converging towards 
whatever a priori constraint is being applied. 
" (iii) 
(iv) 
(v) 
Form A(r;e) by introducing the a priori information into A(rje). 
A _ 
Calculate a full set of projections {f,~ ,M} from A(rje). 
m 
Replace the given projections {f,$ ,N} within this set. 
n 
(vi) Continue until the iterations cease at step (ii). 
The two methods (III and IV) based on this scheme are effectively ways 
of ensuring positivity. For the first method (III), those samples of 
" A(rje) which are negative, are set to zero at step (iii). In the second 
method (IV), the image mask described in §4.2.8 is invoked. Where the 
" 
mask is zero, A(rje) is always set to zero. The mask for eight 
projections of the test phantom is shown in Figure 4.13. 
It was originally intended to-base the stopping criterion (step 
ii) on image positivity. Thus a measure D of the discrepancy between 
the current estimate of the image ~(r;e)(\)) and the a priori knowledge 
is introduced: 
D(\)) z:; min (0, ~ (\))) (4.11 ) 
j ,k jk 
where \J is the iteration number. D(\)) is the sum of the samples of the 
current estimate of the density which are negative. The iteration scheme 
could be stopped when D(\)) falls below an acceptable level or when the 
improvement to the image at each iteration 
D(\)-l) - D(\)) (4.12) 
becomes small enough. However for methods III and IV it was found that 
the discrepancy D first diminished and then increased with more 
iterations. Computational experience shows that the image estimate 
first converges towards the true image and then diverges. Thus the 
"best" image given by these methods occurs at iteration (\) - 1) where 
(4.13) 
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This was used as the stopping criterion for the examples presented in 
this section. 
Tables 4.3 and 4.4 list the error criteria for the two methods for 
different M when there are eight (N) given projections. The results 
recorded in Table 4.4 are superior to those recorded in Table 4.3 in all 
cases. Both methods are based on the same a priori information, yet 
method IV better results. For both methods, the lowest error 
within A (defined in §4.1) is given when (4.10) defines the projections 
for step (i). 
Table 4.3 Comparison criteria for method III applied to the test 
phantom. The eight given projections are expanded to 
M projections. The initial guess for the unknown 
projections is either that they are zero (0) or that 
they are those given by method II (FS) • 
Initial Number of 
I M guess iterations E(III,?:) E(III,A) 
16 0 1 .64 .76 
16 FS 2 .61 .84 
32 0 1 .56 .76 
32 FS 7 .51 .80 
64 0 2 .56 .79 
64 FS 4 .50 .84 
Table 4.4 Comparison criteria for method IV applied to the test 
phantom. The eight given projections are expanded to 
M projections. The initial guess for the unknown 
projections is either that they are zero (0) or that 
they are those given by method II (FS). 
Initial Number of 
M guess iterations s(IV,?:) s(IV,A) 
16 0 1 .50 .71 
16 FS 3 .53 .76 
32 0 3 .41 .71 
32 FS 11 .43 .73 
64 0 3 .42 .74 
64 FS 4 .46 .80 
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Tables 4.3 and 4.4 also show that convergence is slower when the initial 
guess is given by (4.3). These observations are somewhat surprising 
since the projections given by (4.3) are closer to the tlcorrect" 
'projections than those given by (4.10). This might be explained by the 
fact that (4.10) does not bias the interpolation scheme towards a 
particular solution • 
For both methods, M = 32 gives better results than M = 64. The 
reason for this could be that image positivity does not provide 
sufficient added information. In fact, Table 4.4 shows that when (4.10) 
is employed, the error within A for M =: 16 is the same as for M = 32. 
The error outside A is lower, however, when M = 32. 
Figures 4.14 and 4.15 illustrate the best result obtained by 
methods III and IV. The grey-scale picture of Figure 4.14 is the 
reconstruction obtained by method IV, for M=32 and when (4.10) is 
employed. Density cuts through this image are presented in Figure 4.15. 
Comparison of Figure 4.15 with Figure 4.5, and Figure 4.14 with Figure 
4.4 shows that method IV (Gerchberg's algorithm) produces reconstructions 
which are superior to Fourier series interpolation (method II). 
Figure 4.14 
, 
~m 
..... 
.. 
,. .. 
.. .. 
. " . .. 
'" 
Reconstruction of the test phantom given by method IV 
(Gerchberg's algorithm) after three iterations with 
N = 8, M == 32 and using (4.10) as the initial guess. 
The grey-scale covers the range of 0 (white) to 
100 (black). 
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, b ) 
Figure 4.15 Density cuts through the test phantom C···) and its 
reconstruction by method IV (a) cut X - X, 
(b) cut Y -Yo 
4.4 OPTIMISATION TECHNIQUES FOR IMAGE RECONSTRUCTION FROM PROJECTIONS 
A general optimisation problem can be posed as: find that x which 
maximises F=F(x), where ~T = [xl x2 ... xn] and ~ is a column vector of 
n system parameters. The aim of optimisation is to determine the 
parameters ~ax which give the maximum value Emax of the objective 
function F. It is initially considered here that there are no constraints 
on x - i.e. it is an unconstrained optimisation problem. A point ~ax 
which gives the highest possible value of F termed a global maximum. 
In general it need not be unique. In practice it is very difficult to 
determine if the maximum obtained by.a numerical process is a global 
maximum or not. In most circumstances it can only be said that the 
maximum obtained is a maximum within a local area of search. The point 
~ax is therefore termed a local maximum. 
The simplest class of methods used to solve optimisation problems 
are known as search methods. These require only evaluations of F(x). 
The values of F(x)for several test values are used to steer the search 
for ~ax' Algorithms such as the Fibonacci Search and the Golden Section 
Search can be used to determine the positions of the test points for the 
search (cf. Adby and Dempster, 1974). If the function F has continuous 
derivatives it is found that methods which utilise the derivatives 
converge to the optimal ~__ quicker than methods which employ evaluations 
..:::max 
of only the function itself. 
Gradient methods for optimisation are based on the Taylor 
expansion: 
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T T 
== F(~) + g (~) 6x + ~ 6x H(x) 6x + ... (4.14) 
where 
(4.15) 
and 
T g (x) (4.16) 
which is called the Jacobian gradient vector. Note that the symbol g is 
also used for the modified projections. However when there is likely to 
be confusion, the text clarifies the distinction. The nxn Hessian matrix 
is defined by 
{H(X)}'k 
- J 
= (4.17) 
The maximum of the function F(~) occurs at a stationary point. 
Therefore, the optimisation problem can be restated as: find the root 
x of 
-max 
(4.18 ) 
This problem can be solved as a Picard iteration scheme (cf. Isaacson 
and Keller, 1966): 
x 
(v+1) 
= (4.19) 
where A(~) is an nth order square matrix with components ajk(~)' and v 
is the iteration number. The simplest choice for A(~) is 
(4.20) 
where A is a constant non-singular matrix. The aim of such a scheme is 
to move successively closer to the optimum ~ax' xCV) is the current 
estimate of the optimum and x(V+1) is the next estimate. Thus the term 
A(x) g (v» is the step which gives the next estimate from the current 
one. The algorithm steps towards the optimum state and so such 
algorithms are often described as "hill-climbingll. 
The common steepest ascent algorithm is an example of a hill 
climbing solution to the optimisation problem. Consider the first order 
approximation given by the Taylor expansion (4.14) to the effect of a 
change 6x in x: 
6E == T g (~) 6(~) (4.21) 
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Equation (4.21) is a maximum when 6~ is in the direction of the gradient 
vector g(x). The unit vector in the direction of g(x) is given by ~ 
where 
(4.22) 
and the (Euclidian) magnitude or norm Ig(~)1 is a number given by the 
square root of the sum of the squares of the elements of g(x), i.e. 
= = (4.23) 
Thus the hill climbing algorithm can be described by 
x 
(V+ 1) 
= x 
(v) 
+ (4.24) 
where $ is the st~p length. Usually S is determined by a single parameter 
or linear search to maximise the function of $ defined by F(x(V) + S g(x(V»). 
An alternative is to consider steps that are a constant fraction of the 
gradient vector. This simplifies programming and reduces the number of 
evaluations of F(~) and g(x) at each iteration. However, the number of 
iterations is generally increased and convergence cannot be guaranteed 
unless the fraction is chosen carefully. 
There are improved gradient methods which rely on the Hessian 
matrix defined by (4.17). Consider the effect of a change 6x which can 
be approximated by the terms up to second order in a Taylor expansion 
(4.14): 
6E = 
which can be re-written as 
n 
F(x ) ~ F(x) + E 
-max - k=l 
(4.25) 
(4.26) 
To evaluate 6~ approximately, g(~) and H(~) are considered fixed. 
Equation (4.26) is differentiated with respect to the elements 6x. for 
J 
each j from 1 to n and the results are set to zero: 
aF(~) n a2 F(x) 
+ E 6~ 0 d x. k=l dXk aX j J 
j=l, ... n. (4.27) 
In matrix form, (4.27) is re-expressed as 
g(x) + H(~) 6x 0 (4.28) 
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Thus (4.28) implies that 
!::.x == -1 - H (x) g(x) (4.29) 
is the approximation to the required step to the maximum x from a 
-max 
point x near to the maximum (the current point). Equation (4.29) is 
fundamental to all second order solutions to the optimisation problem. 
When it is used directly to generate successive steps towards a maximum 
from an initial state x(o) the method is known as the generalised 
Newton-Raphson method (or simply as Newton's method). Direct use of 
(4.29) is limited however, because the Hessian matrix H must be computed 
and inverted at each iteration. This is generally computationally 
expensive and since the storage requirements increase with n 2 such 
methods are impractical for large problems. 
The Hessian matrix can be used to develop a first order scheme 
which does not require a search for the step length S. The increment 
!::.X (= 13 g(~) from (4.24») is first substituted into (4.25) so that 
(4.30) 
It is desired to calculate the optimal step length 13 which maximises 
(4.30). Thus 
(4.31) 
Therefore 
13 = (4.32) 
Combining (4.30) and (4.14) gives 
F(~ + 13 g(x») T 13
2 T F(x) + 13 g (x) g(~) +:z g (x) H(~) g(x) (4.33) 
Thus 
gT(x) H(~) g(~) = ~ {F(~+ 13 g(~» - F(x) - 13 Ig(~)12}. (4.34) 
13 
If an initial guess 13(0) is supplied, (4.32) and (4.34) can be used to 
update the step length: 
13 (v+ 1) (4.35) 
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The iteration scheme specified by (4.24) and (4.35) no longer requires 
a search for the step length. However the method requires an initial 
guess B(o) and the evaluation of the function at each iteration. 
In Ai tken' s 02 - Method, (4.19) is replaced by: 
e 2 (v+1) xCv) -x = 
'" 
(4,36) 
~(v+1) - e -(v) 
where 
t;:(V) = 
A(v+1) 
x 
- x 
(v) (4.37) 
is the error between the two approximations to the solution of (4.18) 
and 
A 
e 
-(v+1) = 
,,(v+2) A(v+1) 
x - x (4.38) 
A(v+2) 
where x is the estimate of the optimum parameters given by using 
"-
x(v+1) . The estimates x to the optimum state are given by one of the 
earlier methods such as steepest ascent. Descriptions of other advanced 
technique.s (e.g. conjugate gradients) can be found in standard texts on 
optimisation theory (cf. Adby and Dempster, 1974). 
The convergence rate of the basic scheme (4.24) can be improved 
by modifying the Picard iteration scheme as follows (cf. Isaacson and 
Keller, 1966): 
x 
(v+1) 
where e is a diagonal matrix of convergence factors defined by 
e = e. 0 'k J J 
det [e 1 = 
(4.39) 
(4.40) 
The diagonal matrix of convergence factors is obtained from a 
consideration of the particular problem (cf. Trussell and Hunt, 1979). 
The optimisation schemes discussed above attempt to solve the 
unconstrained optimisation of F(~). However in most practical situations 
there are constraints on the allowed solutions. Consid.er equality 
constraints of the form 
h. (x) 
J - o j=1,2 ..• m. (4.41) 
There are several techniques for approaching such a constrained problem 
directly (cf. Adby and Dempster, 1974), though the most commonly used 
technique is to convert the problem into one of unconstrained optimisation. 
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This can then be solved by one of the techniques discussed above. 
The classical method of removing constraints of the form of (4.41) 
is due to Lagrange. A new function is introduced: 
J = 
m 
F(~) - 2: 
j=l 
y. h.(x) 
J J- (4.42) 
involving the 'undetermined' Lagrange multipliers Yj , j =1, ... m. 
Instead of a constrained problem it is now required to find the 
unconstrained maximum of the right-hand side of (4.42). There 
are now n+m variables xl"" x
n
; Y1 , ... Ym to be solved for. 
Any image restoration algorithm can be described as an optimisation 
problem (Andrews and Hunt, 1977, §6.5). Reconstructing an image from a 
set of measured projections can also be posed as an optimisation problem. 
The first step in such an approach is to define some function of the 
image which is to be maximised. This function is usually of the form 
F(A(r; e») I In <If{ A ( r ; e)} dftl (4.43) 
where ftl is the region of image space throughout which the density is 
to be reconstructed and dftl is the element of area in image space. 
Durrani and Goutis (1980) list seven alternatives for the functional 
~ (see Table 4.5). 
Table 4.5 
1 
2 
3 
4 
5 
6 
7 
Cost criteria for image reconstruction (Durrani and Goutis, 
1980). a, {a }, {b } are weighting constants. 
m m 
~ {A} 
~ A2 
In A 
- A In A 
Al1 for 11 > 1 
~ { [~!J 2 + l~~r} 
Least squares 
Entropy 1 
Entropy 2 
Gradient norm 
Least squares with 
a spatial filter 
Least squares with 
high-order spatial filter 
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The reconstruction of an image from a set of projections can thus be 
formulated as: calculate the image \(r;8) which maximises the integral 
in (4.43), subject to the measured projections 
constraints can be expressed as 
A 
\(r;8) dn = f(~;¢) 
A 
{f,¢ ,N}. The 
n 
(4.44) 
where \(r;8) is the current estimate of the image. A difference 
projection can be defined by re-writing (4.44) as 
f(~;¢) - f(~;¢) (4.45) 
A 
where f(~;¢) is given by the left-hand side of (4.44), which is the 
projection calculated from the current estimate of the image. In some 
situations it is desirable to explicitly consider the noise in the 
measurement process. The measurement errors are usually assumed to be 
independent random variables of zero mean and with variance cr2(~;¢). 
There are N measured projections with M samples in each so that (4.44) 
could be modified to: 
M N ~ ~ (f (~ ;¢ »)2 / cr2(~ ;¢) = M N . 
m=1 n=1 d m n m n 
(4.46) 
There are two approaches commonly used to convert the above 
constrained optimisation problem into an unconstrained optimisation 
problem. The first of these 'employs one-dimensional Lagrange-multiplier 
functions y(~;¢) (cf. Frieden, 1972; Minerbo, 1979; Durrani and Goutis, 
1980). It enables the unconstrained optimisation problem to be expressed 
as: maximise 
(4.47) 
where T is the region throughout which the projection data are available. 
The reconstruction (in principle) entails the maximisation of (4.47) to 
obtain the Lagrange-multiplier functions and the image density. In 
practice, Durrani and Goutis (1980) show that for particular choices of 
the functional ~{.}, the reconstruction can be obtained without the use 
of an iterative scheme. 
The second approach uses only one Lagrange multiplier y, but 
includes the variance of the measurement errors a2(~;¢). The proponents 
of this method (Wernecke and D'Addario, 1977; Gull and Daniell, 1978) 
formulate the problem as the unconstrained maximisation of 
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J (4.48) 
In this case the noise variance 02(~;~) is required a priori for the 
reconstruction. The other major difference between (A.47) and (4.48) 
is that the latter includes fd(~;~) as a squared term. This scheme 
tends to minimise the "mean-square-error" rather than a "mean error" 
as in (4.47). 
An image can be reconstructed by maximising either (4.47) or 
(4.48) by one of the schemes discussed earlier in this section. 
Practical considerations usually mean that a first order method has to 
be used (cf. \i]ernecke and D'Addario, 1977). Consider the problem of 
reconstructing an of 64x64 pixels (current CT machines use a 
512x512 image grid so this is a small image). Thus the aim is to 
caclulate n = 64x64 = 4096 variables by the optimisation scheme. The 
gradient vector, (4.16), is also of order n but the Hessian, (4.17), 
has n2 elements. For the above example this would require calculation 
and storage of up to 16 777216 numbers. Clearly, methods which employ 
the Hessian matrix, or approximations to it, are of no use for problems 
of this size. Consequently, the reconstruction method developed in the 
next section uses a first order optimisation technique. 
4.5 A RECONSTRUCTION TECHNIQUE EMPLOYING A PRIORI INFORMATION 
The methods developed in this section are based on the optimisation 
problem characterised by (4.48). Here, however, no explicit account is 
taken of the noise, i.e. the noise variances are assumed to be constant 
and are included in the multiplier y. In order to reduce complexity, 
the parameter y is considered to be a constant (predetermined) value. 
This approach is also followed by Baba et al. (1981). Thus y is not 
strictly a Lagrange multiplier, but can be considered to determine the 
trade-off between accuracy (the second term in equation 4.48) and the 
a priori knowledge (the first term). 
Optimisation of (4.48) is carried out here by the hill-climbing 
algorithm specified by (4.24). The elements of the gradient vector are 
given by: 
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A 
= 
d¢{A(r;8)} 
A A 
dA(r;B) dA(r;B) 
(4.49) 
The first term on the right-hand side can be calculated if the functional 
¢{.} is known analytically. The second term requires the further 
evaluation of a derivative. A projection of the current estimate of the 
image can be re-expressed as (cf. (1.3»: 
f'f2'IT \(r;B) oCt,: - r cos(8 -<1») r dB dr 
o 0 
A 
f(t,:;<I» 
where 0(') denotes the Dirac delta function. Therefore 
"-
:: 8 (t; - r cos (B - ¢» • 
dA(r;8) 
Substituting (4.51) into (4.49) gives 
dJ 
= 
"-
dA(r;B) 
d¢{~(r;8)} 
d~(r;8) - 2y ('IT fd(r cos(B - <1» ;<1» d¢. o 
It is convenient to define the difference density 
= f
2'IT 
o f d (r cos (B - ¢) ; ¢) d¢ 
(4.50) 
(4.51) 
(4.52) 
(4.53) 
which is the back-projection of all (N) difference projections. It 
should be noted that the difference projections, fd(t;;¢), are not 
modified before back-projection. Thus Ad (r;8) is not a true density 
it is a layergram of the difference projections (cf. Bates and Peters, 
1971). Using the difference density, the elements of the gradient vector 
can be expressed simply as 
A 
:: 
d¢{A(r;8)} 
"- A 
dA(r;8) dA(r;B) 
The iterative solution (4.24) can be re-expressed as 
~(r;B) (v+1) 
= 
~ ( r ; B) (v) + S __ d_J_-:---:-
d~(r;B)(V) 
where v is the iteration number. 
(4.54) 
(4.55) 
Equations (4.54) and (4.55) are the basis of the reconstruction 
algorithm illustrated in this section. Fo~ a steepest ascent algorithm, 
the step length S is usually obtained by a one-dimensional search. For 
example, Wernecke and D'Addario (1977) use the following approach: take 
a step of predetermined length in the search direction, evaluate the 
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function and gradient there, and estimate the location of the 
one-dimensional search maximum by quadratic or cubic interpolation. 
The approach followed here, however, is to use a fixed step length S. 
Care is needed over the partial derivative on the right side 
of (4.54) when the form of ¢{.} is such (as it is for two of the methods 
A 
examined in this section) that there is a hiatus where A(r;8) passes 
through zero. Following Wernecke and D'Addario (1977), the approach 
adopted here is to divert the search direction near zero so that the 
estimated density cannot fall below some prescribed real and non-negative 
constant which is denoted by a. Thus 
A(r;8) 2. a ~ 0 for all (r;8) E g (4.56) 
is called the non-linear step in the iterative image reconstruction 
algorithm. 
An initial guess for A(r;8) is needed to start the iterations. 
Experience has shown that final convergence is not critically dependent 
upon the "goodness ll of this guess, although the rate of convergence 
A 
increases the closer the initial A(r;8) is to the actual A(r;8). Here 
the initial guess is taken to be the result of modifying and back-
projecting the given {f,¢ ,N}. The form of the right side of (4.54) 
n 
is such that the maximisation of J can be reduced to a straightforward 
iterative scheme, which it should be noted is similar to the SIRT 
algorithm (cf. Gilbert, 1972): 
A 
(i) Compute d¢{'} /dA(r;8) at all points in the x,y-grid 
(as defined in §4.2.1). 
(ii) Compute f(~;¢), at each data point (as defined in §4.2.1). 
(iii) Compute fd(~;¢)' as defined by (4.45), at each data point. 
(iv) Compute Ad(r;8), as defined by (4.53), at each point on the 
x,y-grid. 
(v) Cease iterations when, at all points on the x,y-grid, Ad(r;8) 
is below whatever threshold is deemed appropriate for the 
envisaged application. 
(vi) Compute dJ/d~(r;8), as defined by (4.54). 
(vii) Compute the next estimate for ~(r;8) from (4.55). 
(viii) Continue until the iterations cease at step (v). 
§§4.5.-l through 4.5.3 illustrate the use of this scheme with four 
reconstruction methods (V - VIII). It is worth emphasising that these 
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schemes have been developed for the problem of reconstructing from few 
projections. They can be considered to interpolate between the given 
projections implicitly. 
4.5.1 Methods V and VI: Maximum entropy 
Two forms of "entropyll are employed with roughly equal frequency 
in the literature. They are discussed separately below. 
Method V: The functional ~{.} is the entropy 1 expression (from Table 
4.5). Thus 
'" d~{A(r;6)} 
= A (4.57) 
"-
dA(r;8) A(r;8) 
which is required in step (vi) of the iterative scheme. This derivative 
"-
is undefined for A(r;8) = 0 so the non-linear step (4.56) is added to the 
iterative scheme after step (vii), Figure 4.16 shows cuts through the 
reconstruction of the test phantom using method V. The figure caption 
gives the parameters used to obtain these results. 
Figure 4.16 
IBIZI 
5121 
( c:a ) , b ) 
Density cuts through the test phantom ( ••• ) and its 
reconstruction by method V (--): (a) cut X - X, 
(b) cut Y - Y. The following parameters (defined in 
the text) apply: N==8, 0.0.1, 8=0.05, y=0.25. 
Method VI: The second entropy expression from Table 4.5 is used for the 
functional ~{.}. For this method 
"-
d~{A(r;e)} 
"-
"-
= - 1 - In (A(r;6»). (4.58) 
dA(r;8) 
The non-linear step (4.56) is again required to avoid the reconstructed 
density going to zero. Figure 4.17 shows cuts through the reconstructed 
Figure 4.17 
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121(11 
5121 
( CII ) , b ) 
Density cuts through the test phantom ,( ••• ) and its 
reconstruction by method VI (--): (a) cut X - X, 
(b) cut Y - Y . The following parameters apply: 
N = 8, a = 0.0001, S = 0.05, Y = 0.25. 
density. The results obtained from methods V and VI are very similar. 
The two entropy expressions are based on different models of the image 
statistics, yet they behave similarly when they are included in the above 
iterative scheme. This has suggested that it might be worthwhile 
investigating other methods based on the above iteration scheme, but 
which employ functionals of simpler form. Two such methods are discussed 
in §§4.5.2 and 4.5.3. 
4.5.2 Method VII: Positivity constraint 
For method VII the functional ¢{.} is chosen to be a constant. 
Thus 
" dCP{)..(r;8) } 
" 
== a (4.59) 
dA(r;8) 
and the iteration scheme (4.54 and 4.55) becomes 
~ (r ; 8) (v + 1) = ~ (r ; 8) (v) - S Y Ad (r; 8) (4.60) 
where the difference projections used to calculate Ad(r;8) are obtained 
from the current estimate of the image ~(r;8)(V). The step length 13 and 
the multiplier y have become one parameter. For comparison with methods 
V and VI the non-linear step is included in the iterative scheme. When 
a=O this method is the same as the SIRT algorithm (Gilbert, 1972). 
Figure 4.18 shows cuts through the image of the test phantom reconstructed 
by this method. 
Figure 4.18 
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lQlIZI 
5121 
( <:::I ) ( b ) 
Density cuts through the test phantom ( ••• ) and its 
reconstruction by method VII (--): (a) cut X - X, 
(b) cut Y-Y. The following parameters apply: 
N = 8, a = 0, i3 Y = O. 025 • 
4.5.3 Method VIII: Size constraint 
Method VIII is similar to method VII, except that at the non-linear 
step the image is set to zero outside its known extent. For the example 
presented here, the extent of the image is specified by the mask defined 
in §4.2.8. Thus methods VII and VIII are analogous to the two Gerchberg 
inspired methods (III and IV) in that one each (III and VII) uses only 
a priori knowledge of image positivity, and tne second (IV and VIII) uses 
image positivity and extent. The difference between the methods is in the 
way in which the schemes operate. Figure 4.19 shows the reconstruction of 
the test phantom obtained by method VIII. 
Figure 4.19 
ll2JlZI 
5Q1 
( b ) 
Density cuts through the test phantom ( ••• ) and its 
reconstruc tion by method VIII (a) cut X - X, 
(b) cut Y - Y. The following parameters apply: 
N = 8, a = 0, i3 Y = 0.025. 
Figure 4.20 
-9 
Density plot of the reconstruction obtained by 
method ilIII. The parameters listed in the 
caption for Figure 4.19 apply. The grey-scale 
covers the range of 0 (white) to 100 (black). 
Figure 4.20 is a density plot of this image which should be compared 
with Figures 4.1, 4.2, 4.4 and 4.14. Table 4.6 summarises the results 
obtained by methods V through VIII. 
Table 4.6 Comparison criteria for methods V-VIII (the symbol 
T stands for the Roman numeral identifying any 
particular method) appli~d to the test phantom. 
There are eight given projections. . 
Number of 
T CI. i3 y iterations seT,S) s(T,A) 
V 0.1 i3 =0.05 Y = 0 .25 233 .35 
VI 0.0001 i3 = 0.05 Y == 0.25 249 .34 
VII 0 i3 y = 0.025 122 .35 
VIII 0 i3 y = 0.025 89 .34 
The number of iterations performed in each of the examples 
::[£ included' in Table 4.6. The convergence rate for method VIII is 
illustrated in Figure 4.21. This example was continued until there 
was no further image improvement. However, this does not mean 
that the difference density Ad (r;8) has gone to zero (cf. (4.60». 
.61 
.61 
.61 
.60 
E(VIII,E:) 
1.0 
. 
. . 
••••• ............. "'e ....... "' •••••••••••• wi:l ••• $ •• ., .. ~ ••••••• •••• 
iterations 
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1.0 
, 
· 
· · 
· 
· 
· 
· 
E(VIII,A) 
. 
. 
. 
" 
" 
-·Ii •• 11 ... " _. 94 
•••• •••••• 0."' •••• " ........... , ............. . 
iterations 
O~------------------------__ 0.5~------------------------~ o 90 0 
Figure 4.21 
Figure 4. 
C 1111 ) <: b ) 
Convergence rates for method VIII when applied to 
the test phantom: (a) the error cri~erion for the 
whole of image space, (b) the error criterion for 
the region actually occupied by the cross-section 
of the object. The parameters listed in the 
caption for Figure 4.19 apply. 
The difference density remalnlng ter 89 iterations 
when method VIII ceased to converge towards the test 
phantom. The parameters listed in the caption for 
Figure 4.19 apply. The grey-scale covers the range 
of 0 (white) to 10 (black). 
90 
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The difference density (4.53) depends on f(~;¢) - the projections 
calculated from the current estimate of the image. In §4.2 it is 
shown how interpolation errors in the re-project~on scheme cause image 
degradation. The re-projection method used here employs Peters' (1981) 
correction scheme, but Table 4.2 shows how even this scheme causes about 
0.3% error for one iteration when applied to a gaussian density 
distribution. Thus the iteration schemes described above cease to 
A 
improve A(r;8) once the errors introduced at that iteration equal the 
improvement which could be given by an error-free scheme. Figure 4.22 
shows the difference density after 89 iterations, which was when the 
estimated image provided by method VIII ceased converging on the true 
image. As would be expected, the difference density is lowest in the 
central region where the image is relatively constant. The largest 
errors are streaks, aligned at the projection angles, and emanating 
from the positions of the edges of the discs in the object. This is 
because the interpolation errors introduced by the re-projection scheme 
are largest at sharp transitions in density. 
4.6 DISCUSSION 
This chapter has examined eight methods for reconstructing images 
from few projections. Methods which use a priori image information give 
better images than those obtained from straightforward reconstruction 
from the measured projections or when intermediate projections are first 
interpolated by a scheme such as FSI (method II). Tables 4.3, 4.4 and 
4.6 summarise the results obtained by the methods developed in §§4.3 and 
4.5. Comparison of Table 4.1 with Tables 4.3, 4.4 and 4.6 shows the kind 
of improvement that can be afforded by each of the methods. Here, the 
error criterion S(T,A) is the important way of comparing the methods. 
Thus when there are eight given projections, method III gives a best 
image which has an error equivalent to reconstruction from 14 given 
projections by method I. By the same argument method IV gives an 
improvement equivalent to 14 given projections, and method VIII gives 
an improvement equivalent to 16 given projections. 
Methods V-VIII are seen to give better results than the methods 
based on Gerchberg's algorithm (III and IV). One particular advantage 
of the iteration scheme developed in §4.S is that each estimate of the 
image is updated by the difference projections, which are the difference 
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between the measured projections and those calculated from the current 
A 
estimate of the image. Thus any errors in f(~;¢) tend to be corrected 
at each iteration. However, in Gerchberg's algorithm (§4.3) each 
estimate of the image is formed from the measured projections plus those 
estimated at intermediate angles from the current estimate of the image. 
Errors in those projections computed at the intermediate angles cause 
errors in the next estimate of the image. Projections are subsequently 
recalculated from this new estimate. These are degraded by errors in the 
image plus any errors introduced by the re-projection scheme. There is 
no correction to these projections at the intermediate angles and so 
errors build up in the projections at intermediate angles with successive 
iterations (cf. §4.2.6). This explains why Gerchberg's algorithm gives 
worse results than the schemes introduced in §4.5. Since errors do not 
propagate in those schemes, the accuracy of their final images is not 
degraded by the large number of iterations. 
The results presented in §4.5 show that methods V-VIII are useful 
reconstruction schemes, but too slow to be of routine practical use. 
The optimisation scheme used there is one which employs a fixed step 
length but which could easily be accelerated by one of the algorithms 
discussed in §4.4. Considerable improvement might be possible. For 
instance, Trussell and Hunt (1979) report that using a modified Picard 
iteration scheme rather than steepest ascent. results in a factor of ten 
less iterations for conver~ence, and Jain and Ranganath (1981) report a 
similar improvement with a conjugate gradient algorithm. 
Comparison of methods V through VIII shows that it is the general 
approach that is important, rather than the detailed form of the 
functional ~{.}. It does not seem to matter what kind of entropy one 
adopts, or whether one employs a different functional. In fact, the 
results obtained by methods VII and VIII, which replace the functional 
with a constant, are (perhaps slightly) superior. This is an interesting 
conclusion in view of the arguments postulated for statistically-based 
functionals (cf. Frieden, 1980). Several authors (cf. Hogbom, 1979; 
Bracewell, 1980) have recently questioned the use of entropy-based 
functionals for image restoration. 
In conclusion, the choice of a reconstruction method for a 
particular application is a trade-off between accuracy and speed. Thus 
method I would be used when the accuracy is sufficient for the particular 
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application. Schemes such as method VIII would be used when there is 
a small number of projections and the added accuracy is important. 
Before such a scheme could be used routinely it would have to be 
modified, as suggested above, to accelerate its convergence. The 
practical significance of this is discussed in §5.3. 
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5. CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH 
5.1 COMPUTER AIDED LEARNING 
The first application of modelling studied here is one in which 
the model forms the basis of a teaching program. The model takes a 
simple view of halothane anaesthesia, yet allows quite realistic 
simulations for teaching purposes. The program has been evaluated in 
a pilot study. The evaluation, which is presented in §2.6, is based on 
a questionnaire which was given to a group of students before, and again 
after, a session using the program. The show that the program 
significantly aids learning. There were insufficient students to test 
the program in comparison to other ways of teaching the same material 
(e.g. a lecture). This is something that could be tried if greater 
numbers of students became available. 
The program falls into the third category of CAL programs 
discussed in §1.4 - it embodies a dynamic simulation, yet is not intended 
to teach the skills required to administer halothane. The aim has been 
to reinforce the principles of anaesthetic uptake and distribution. The 
development of this program suffered from the difficulties associated 
both with the design and implementation' of an interactive program and 
with the formulation of a model. 
The first difficulty, and one of the reasons for the slow 
acceptance of CAL, is the effort involved in producing a program. 
Development of software is increasingly being simplified by the use of 
high-level programming languages. There are aids such as author 
languages for the development of multi-choice and branched-tree structure 
type programs. These sorts of problems can be expressed in a relatively 
standard format. There is a need for an author language which is more 
suited to the development of the third type of CAL program. Such 
simula tion-based programs are more difficult to constrain to a standard 
format. 
The second difficulty associated with developing a CAL simulation 
program is in defining the model. There is no general method for this. 
Each application has its own particular problems. Here, the model was 
constructed from the data which are given in the literature. Gaps and 
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inconsistencies in this data were resolved with the aid of the clinical 
experience of members of the staff of the Department of Anaesthetics, 
Christchurch Clinical School. The development of this model has isolated 
areas where current knowledge is weak. This has meant that there are 
several limitations of the model. For exawple, it does not include 
the effects of C02 or the effects of other drugs. Also the effects of 
halothane on heart rate, ventilation and stroke volume are modelled 
somewhat empirically. There has been little choice in this regard 
however, since the available data are so sparse. Thus there is a need 
for more research into halothane anaesthesia. If there were more data 
available then a more clinically realistic simulation could be designed. 
Despite the advantages of a program of the third class, there is also 
a need for a program which is realistic enough to allow skill-learning. 
Improvements to the student-computer interface are among the 
major advances that can be expected in the near future. Simulation 
programs especially will benefit from the availability of better 
terminals, particularly those capable of colour graphics. For many 
-
institutions the prices of such terminals are currently prohibitive, 
but there is no doubt that the prices will soon become competitive. 
Other hardware developments such as the increasing availability of small, 
micro-processor based computers are also having an impact on CAL. 
However the speed and storage requirements of sophisticated simulation 
programs make them difficult to implement on small computers. Advances 
such as free-format dialogue and speech recognition are also beginning 
to be used in CAL. One of the disadvantages of most CAL programs 
currently used is that they require the student to use a keyboard. 
Thus the capability of speech communication with the computer will 
greatly simplify the interface between student and computer and open 
up new areas for CAL. 
5.2 PATIENT MOVEMENT IN CT 
Chapter 3 illustrates another application of modelling. The aim 
there is to characterise the blurring due to patient movement in computed 
tomography. The approach taken is to consider an object which consists 
of one point which is allowed to move in different ways while the 
projections are taken. Several different types of movement of the object 
point are investigated. Each type of movement is a model for motion that 
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could occur in practice (providing it is in the plane of interest). 
When motion has occurred, the reconstructed image is a blurred . 
representation of the object point. The radial dependence of this 
blurring is quantified in Chapter 3. Of course, in practice, the form 
of any motion that may have occurred is rarely known. Thus in Chapter 3, 
statistical averages are taken over classes of movement so that quite 
general conclusions are obtained. It is shown that the resolution limit 
set by motion which occurs for the whole of the time of the scan, is 
generally about twice the effective radius of the motion. When motion 
occurs for only part of the time of the scan, the blurring can sometimes 
be negligible. 
These result~ characterise motion in the plane. Motion 
perpendicular to the plane of interest has not been considered. 
However, computational experience shows that the artefacts due to this 
liz-axis" motion are less severe than those studied here (cf. Alfidi et 
al., 1976). The reasons for this need more study, 
The approach taken here has been only to characterise the blurring 
due to motion. Because the motion is generally unknown it is usually not 
possible to correct for it. However, a human observer can usually 
recognise an image even though it has streaks superimposed on it. The 
reason for this is that one has significant a priori knowledge of the 
type of' structures that are in an image~ For example, in an image of the 
heart one does not expect to see any straight lines. Thus experience 
and knowledge of anatomy often helps an observer to "see through!! or 
ignore artefacts in the image. This suggests that artefacts may be able 
to be reduced if a priori knowledge is built into the reconstruction 
algorithm. Thus the incorporation of some sort of a model of the anatomy 
may be a way of overcoming the artefacts due to patient motion. 
5.3 IMAGE RECONSTRUCTION FROM FEW PROJECTIONS 
Several methods for reconstructing images from few projections 
are investigated in Chapter 4. It is found that methods which employ 
models of the image give reconstructions which are superior to those 
obtained by straightforward procedures such as modified back-projection. 
The models are based on the a priori knowledge which is available. For 
example it is usually known that the image is real and non-negative. 
An estimate of the extent of the image may also be known. 
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The two methods investigated in §4.3 are based on Gerchberg's 
(1974) algorithm. The numerical properties of such algorithms are studied 
by Papoulis (1975) who examines the errors introduced by truncation of 
the iterations, noise, and computer roundoff. Stark et al. (1981 b,c) 
have recently generalised the underlying theory of such algorithms (cf. 
Youla, 1978) in order to establish the conditions in which a unique 
reconstruction is possible. Gerchberg's algorithm has been used 
extensively in CT when there is a missing sector of projection angles 
(cf. Sato et al., 1981; Tam and Perez-Mendez, 1981). However, in Chapter 
4 it is shown that this scheme is sensitive to numerical errors when it 
is used to reconstruct images from few projections and this limits the 
number of iterations that can be done before the image starts to diverge. 
If Gerchberg's algorithm is to produce higher quality images than those 
obtained in §4.3, numerical routines of greater accuracy than those 
developed in §4.2 are needed. 
The four reconstruction methods investigated in §4.5 are not 
as sensitive to numerical errors as the methods based on Gerchberg's 
algorithm. The first two of these are based on maximising the entropy 
of the image. However it was found that the methods worked better when 
the entropy maximisation was replaced with a simple positivity constraint. 
This accords with the conclusions of Tam and Perez-Mendez (1981) who 
report that several images which have different 
the same entropy (that of the original object). 
insensitive measure of image quality. 
r.m.s. error, all have 
Thus entropy is an 
In Chapter 4 it is assumed that there is sufficient ~-sampling 
- but only small numbers of projections. Shim and Cho (1981) consider 
reconstruction when there are few given projections and when there are 
only a small number of samples in each projection. They present a 
singular value decomposition (SVD) pseudoinversion method and ~eport 
that it gives superior reconstructions to those given by modified back-
projection. Thus it would be useful to compare the SVD pseudoinversion 
method with the methods presented in §4.5 in the case when there are few 
given projections and also when the sampling of each projection is coarse. 
Unfortunately, although the methods developed in §·4.5 give the 
most accurate reconstructions, they are the slowest of the methods 
investigated. However the convergence rate can easily be improved by 
one of the schemes reviewed in §4.4. This is an important avenue for 
future research. 
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A particular case of interest in which there is only a small 
number of measured projections occurs when imaging the beating heart. 
The technique of McKinnon and Bates (1981) produces small numbers of 
projections for each phase of the heart's motion using a conventional 
CT scanner. When used in its fastest mode, the DSR (Robb et al., 1979) 
also produces only small sets of projections for each phase of the 
heart cycle. In such cases it is desirable to make the best use of the 
small set of available projections. The schemes investigated in §4.5 
show that it is possible to obtain reconstructions which are superior 
to those obtained by straightforward modified back-projection. 
However in applications where there are many images to be reconstructed 
(as with the DSR) there is currently no alternative to using modified 
back-projection since it is so much faster than iterative reconstruction 
methods. Despite the speed requirements of producing serial images of 
the beating heart, this application provides the opportunity for the 
extensive use of a priori information. Consider that there exists an 
image of the heart at one particular instant. It is required to 
estimate a new image of the same cross-section a short time later. 
There may be only a small set of projections available at this new time. 
These projections can be used to form a new image independent of all 
other images. However the attractive feature of this situation is that 
a great deal is already known about the cross-section from the previous 
images, and it is known that there are only small changes from one image 
to the next, i.e. there is considerable correlation between one image 
and the one at the next instant. What is needed is an adaptive image 
reconstruction method. This is an interesting area for future research. 
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APPENDIX 1 
CAL EVALUATION QUESTIONNAIRE 
(The correct answers to the first four questions are marked with an 
asterisk.) 
1. At the end of 20 minutes of halothane anaesthesia (>1% inspired 
concentration), the concentration of halothane (expressed in volumes 
per cent) is highest in: 
1. Arterial blood* 
2. Venous blood 
3. Fat 
4. Brain 
5. Muscle 
2. After 20 minutes of halothane anaesthesia, the vaporiser is turned 
off. Which one of the following is true: 
1. The concentration of halothane in arterial blood will not 
fall significantly for some minutes. 
2. The concentration of halothane. in muscle does not fall 
for some minutes.* 
3. Elimination of halothane from the body occurs at a constant 
rate. 
4. A fall in cardiac output will hasten the rate of elimination 
of halothane. 
5. None of the above. 
3. After two hours of halothane anaesthesia, the concentration of 
halothane in the brain depends mainly on: 
1. Cardiac output 
2. Alveolar ventilation 
3. Brain mass 
4. Cerebral venous halothane concentration 
5. Alveolar halothane concentration* 
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4. After 20 minutes of halothane anaesthesia, which one of the 
following is correct: 
1. There has been an increase in heart rate 
2. Blood pressure has not changed 
3. The pulse pressure has decreased* 
4. Cardiac output has tended to increase 
5. None of the above 
Questions 5-8 (identical to questions 1-4} are not reproduced here. 
9. The program displays information in a graphical form on the 
terminal. The horizontal axis of the graph represents: 
1. Inspired halothane fraction 
2. Time 
3. Brain halothane concentration 
4. Inspired gas flow rate 
10. The program presents tissue concentrations of halothane as: 
1. moles per litre 
2. gm per 100 ml 
3. litres (STPD) per 100 ml 
4. volumes per cent. 
11. This computer program is not capable of 'accurately predicting what 
you would observe during practical anaesthesia. Indicate which of 
the following are the two most important reasons for this: 
1. No account is taken of the biological variation which occurs 
in the real world. 
2. The graphs on the terminal are too coarse to be read with 
sufficient accuracy. 
3. The settings on the knobs controlling halothane fraction 
and fresh gas flow are not accurate. 
4. Some of the physiological interactions which affect halothane 
uptake and distribution are not well understood and cannot 
therefore be represented by a computer program. 
5. The method used by the computer program to solve the equations 
which describe the uptake and distribution of halothane is only 
approximate. 
-111-
12. Have you used this program before? 
1. Yes 
2. No 
13. Do you think this tutorial was: 
1. Helpful and relevant to your course 
2. Not relevant but interesting 
3. Too difficult to understand 
4. A waste of time. 
14. This program is available on the CAL terminal whenever the 
library is open. Would you like to: 
1. Return and use the program by yourself 
2. Attend more tutorial sessions based on this program 
3. Have nothing more to do with this program. 
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