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ABSTRACT: LSST parameters are discussed and requirements on the LSST camera are presented.
Characterization methods and results on a number of new devices produced specifically to address
LSST’s performance goals, including flatness, QE, full well capacity, linearity, dark current, read
noise, CTE, and image persistence are presented. The results indicate that commercially produced,
thick n-channel over-depleted CCDs can achieve excellent red response, high CTE, low dark cur-
rent and satisfy LSST requirements with no evidence of persistent image artifacts. We will also
report ongoing studies of mosaic assembly techniques to achieve chip-to-chip co-planarity, high
fill factor, and thermal stability.
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1 Introduction
The Large Synoptic Survey Telescope, LSST, ambitious goal is a wider-deeper-faster survey. Wider
means close to the whole sky coverage. The survey area will include 30,000 deg2 and ∼ 20,000
deg2 region will be observed ∼1000 times over a 10 year period. Deeper means that the single visit
depth should reach to r∼24 (5 sigma for point sources). Faster means that a single visit exposure
time is less than 40 seconds. A survey with these parameters enables a wide range of science based
on a sample of ∼3 billion lensing galaxies, 10 million supernovas, tracking of objects as small as
∼140 m etc. Some of the major science goals are: to probe Dark Energy and Dark Matter; take an
inventory of the Solar System; map the Milky Way; and to explore the Transient Optical Sky.
The LSST is a ground based telescope. The image quality is limited by the atmosphere and
telescope hardware should not degrade this level of the image quality. The atmosphere turbulence
also limits the practical field-of-view of the telescope. The LSST field-of-view area is maximized
to its practical limit 9.6 deg2. The primary mirror size is driven by required survey depth (for
adopted sky coverage and survey lifetime). As the result, LSST primary mirror effective diameter
is 6.5 m (annulus with 8.4 m outer diameter). For given field-of-view and primary mirror sizes
the needed focal plane diameter is ∼65 cm. For the required resolution this amounts to a 3.2 Giga
pixels camera. The desirable wavelength range of interest covers visible and near infrared regions
and extends from the edge of atmosphere absorption to silicon detection limit, 320-1050 nm. The
LSST base line parameters [1] are summarized in table 1 and the optical design is illustrated in
figure 1.
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Table 1. The LSST base line parameters.
Quantity Design Specification
Optical configuration 3-mirror modified Paul-Baker
f-Ratio, aperture f/1.234, 8.4 m
Field of view, etendue 9.6 deg2, 318 m2deg2
Plate scale 0.2 arcsec/pixel
Pixel size, pixel count 10 µm, 3.2 Gigapixel
Wavelength coverage 320-1050 nm, ugrizy
Single visit depth r∼24
Single visit exposure time 30 sec (two 15 sec exposures)
Readout time 2 sec
Figure 1. The LSST base line optical design. Primary M1 and tertiary M3 mirrors form a continuous
compound surface.
2 LSST camera and sensor requirements, design optimization and prototype testing
To enable the wide-deep-fast survey, the LSST camera should be large, fast, with high quantum
efficiency (QE) over the broad wavelength band and with low noise level. In addition, LSST’s
fast optics places tight tolerances on focal plane flatness. The well established technology based
upon Charge Coupled Devices (CCD) was chosen for LSST focal plane sensors. But technological
advances are needed to provide the required readout speed and achieve simultaneously high QE
in near IR and small point spread function (PSF). The LSST camera requirements and needed
technology advances are summarized in table 2.
Tradeoffs between different LSST requirements and design optimizations are discussed in the
following sections (detailed discussions are also in [2]–[4]). A study program [5] was undertaken
with several vendors to fabricate and test devices which address the challenging performance issues.
– 2 –
2009 JINST 4 P03002
Table 2. LSST sensor requirements.
These devices were tested at Brookhaven National Laboratory (BNL) in a CCD test facility. Results
from the prototype devices are presented.
2.1 CCD test facility
A CCD test facility was set up in the Brookhaven National Laboratory Instrumentation Division.
It consists of two separate test stations: one station for metrology and raft assembly tests and one
station for CCD characterization. All equipment is controlled over GPIB, RS-232 or IEEE-1394.
The primary instrumentation of the CCD characterization station includes:
• liquid nitrogen cooled Dewar with: 4” window; temperature controlled table for CCD mount-
ing; Fe55 source “sweeper” which moves the source from behind the shield position over the
CCD active area and back;
• CCD controller based on MMT Megacam readout electronics [6]. The readout rate for our
measurements was fixed at 156 kpix/s. Communication with the Linux PC is by optical fiber
interface [7];
• mono-chromatic flat field illuminator (Xe lamp, grating mono-chromator, 12” integrating
sphere, photo diodes and filters);
• long working distance, diffraction limited, high N.A., 10x projector for focusing a laser light
coming out of 4 micron fiber into sub-micron spot on the CCD surface;
• XYZ stack for projector positioning;
• voltage source, ammeters, temperature controller and vacuum gauges.
The remote telescope software RTS2 [8] is used to control measuring devices and orchestrate
image taking. Software runs on a Linux PC platform. Scripts and automated analysis procedures
were developed to perform complete CCD characterization and for in depth investigation of specific
CCD characteristics. One example of the express analysis output, 55Fe X-ray spectra with fit to Kα
and Kβ lines, is shown in figure 2.
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Figure 2. 55Fe X-ray spectra with fit to Kα and Kβ lines. Horizontal axis is cluster amplitude in adu and
vertical is number of events.
The instrumentation of the metrology station includes gantry positioning system and optical
con-focal displacement sensor Keyence LT-9030 for non-contact flatness measurements. The ac-
curacy of the flatness measurement is presently limited by the non-idealities of the gantry to about
2µm.
2.2 QE and PSF
One of the major tradeoffs to balance is the tradeoff between QE and charge diffusion responsible
for sensor contribution to the system PSF. To achieve high QE in red and near IR, sensor thickness
should be at least comparable to the silicon absorption length for these wavelengths. The absorption
length rapidly grows with the wavelength and at 1000 nm reaches ∼300 microns at 173K. Thus
sensor thicknesses exceeding 100 microns are favorable for QE. On the other hand the charge
diffusion and divergent optical beam of the telescope broadens PSF of a thick sensor. To balance
the tradeoff between red QE and sensor PSF, an optimization study was performed [3]. An optimum
with respect to both QE and PSF appears to be around 100 microns for sensor temperature ∼173K.
The absorption length and in turn QE strongly depends on the temperature. Higher temperature
increases QE while the effect on charge diffusion is minimal. But the thermally generated dark
current and bright defects push toward cooler operating temperatures.
At the blue end of the LSST wavelength range the absorption length is a few microns. This
requires a very shallow but highly doped layer to create a biased conductive window and is tech-
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Figure 3. Quantum efficiency measured by vendors for 100 µm thick devices is shown in the top panels.
Triangles are LSST requirements. Bottom panels show our measurements and modeled QE for vendor A
devices. The model takes into account the absorption coefficient of silicon at−70◦C from [9], the properties
of the antireflection coating determined by ellipsometry and an assumed dead layer of 6nm at the entrance
window.
nologically challenging.
QE was measured for study contract devices by taking flat field exposures over a wavelength
range 300-1100 nm simultaneously with photon flux measurements by the monitor photodiode in
the integrating sphere. Results for both 100 µm and 150 µm thick devices are shown in the bottom
panels of figure 3. From CCD exposures the average number of electrons detected per pixel was
determined; the average number of incident photons was calculated from photo diode readings. To
calculate both quantities, gain and efficiency measurements are required. The photo diode came
with factory calibration data and geometrical corrections were measured in situ. The CCD gain
and charge transfer efficiency (CTE) were measured using 55Fe data. After correction on CTE the
CCD gain is determined from the fit similar to one shown in figure 2.
The change in position of the Kα and Kβ lines depending on the number of serial or parallel
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Figure 4. Charge Transfer Efficiency for 2K*4K device. Blue points are for serial transfer efficiency and
magenta points are for parallel transfer.
transfers allows a measurement of charge transfer efficiencies. High CTE value is important to
achieve bias free weak lensing shear measurements. LSST requires CTE to be higher than 0.99999
(five nines). The results of CTE measurements are shown in figure 4 for the temperature range
-170◦oC - -60◦C.
Both serial and parallel transfer efficiencies exceed LSST requirements at temperatures
warmer than −120◦C. Clock levels and timing were at vendor recommended settings.
A single layer AR coating used by vendor A exceeds LSST QE minimum requirements in
the major part of the wavelength band. Reproducibility of the QE measurements is better than
1% in the 400-900 nm wavelength range. Absolute accuracy is limited by uncertainties in gain
determinations with photo diode gain uncertainty +/-5% (3σ level) dominating.
For PSF measurements, we are investigating different techniques: virtual knife edge (VKE),
cosmic ray track width, x-ray cluster size, and Modulation Transfer Function (MTF). The VKE
technique is most straightforward (for details see [10, 11]). The spot produced by the point pro-
jector is repeatedly imaged as it is scanned in 2µm steps in x or y. Integrating the flux in a fixed
group of pixels through which the spot travels allows one to estimate the size and shape of the point
spread function. The VKE profile is fitted to the error function to get an estimate of the PSF due to
charge diffusion effects in the CCD.
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Figure 5. Point spread function measured by the virtual knife edge technique for samples 106-05 (left) and
107-01 (right).
The point spread function measured by the VKE technique is shown in figure 5 for two devices.
Data for both samples were taken at 163K. By fitting the low-voltage portion of the curve the doping
concentration, silicon thickness, and junction potential can be determined to be [4.1x1012cm−3;
95µm; and 18V] for 100 µm thick sample 106-05 and [2.1x1012cm−3; 150µm; and 18V] for 150
µm thick sample 107-01 respectively. As the voltage is made more negative the CCD becomes
fully depleted and the PSF is determined by the diffusion of electrons. Figure 5 shows two curves
for the PSF based on the known velocity-field relation for electrons in high-purity silicon [12]. The
smaller PSF values assume that the transverse diffusion coefficient, DT is suppressed at high fields
according to the model of [13]. The analysis of systematic uncertainties in VKE measurements
and PSF measurements using three other techniques are in progress. Initial results from those
techniques show somewhat smaller PSF, in better agreement with the theory.
2.3 Readout speed, noise, dark current and defects
The effective depth of the single visit exposure increases with reduced noise (for given exposure
time). The LSST science goals require the read noise r.m.s. to be below 5 electrons for 2 seconds
full focal plane readout time. This is the practical limit achievable in the tradeoff between exposure
efficiency (readout time is one component of the dead time for the telescope), noise degradation
with increase of readout speed and sensor segmentation. The noise analysis of the source follower
transistor [5] and noise measured on existing devices [14] shows that 5 e- noise level is achievable
at readout speed of 500 kpix/s. The 4K*4K sensor thus requires sixteen 1 Mpix segments to be
readout in parallel.
The dark current thermally generated inside a CCD is another important contribution to the
system noise and has to be kept at the same level as readout noise. This translates into 2e-/pixel/s
limit on the dark current. The dark current was measured for contract study devises and mean dark
current dependence on the temperature is shown in figure 6. Dark current is measured by taking
the slope of the signal versus exposure time linear fit for each pixel, in a series of dark runs. An
example of pixel amplitude distribution at different exposure times for a series of 50◦C temperature
runs is shown in figure 7.
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Figure 6. Dark current at different temperatures.
CCD defects reduce the usable CCD area and a 5% limit is set by LSST requirements. Bright
defects are extinguished at lower temperature. Most study contract sensors were within this limit
at operating temperatures up to -60◦C.
2.4 Full well, linearity and persistent image
Figure 8 shows the sensor 106-06 response to flat field illumination at increasing exposure times.
The full well (figure 8(a)) is about 300,000 electrons. Figure 8(b) shows that the response is linear
to within 0.5% from zero to 90% of full well.
Study contract devices were tested for image persistence. The light coming out of 4 micron
fiber coupled to the red laser was focused onto the surface of the CCD. The intensity and exposure
time was adjusted to produce about 1/3 of full well in the brightest pixel. The exposure sequence,
laser exposure followed by 20 laser-off exposures, was repeated sixteen times without moving the
laser spot. As shown in figure 9, image persistence was less than 0.03%, with the measurement
limited by signal to noise ratio.
3 Reference design, sensor and focal plane flatness
3.1 Reference design
A reference design for LSST sensors has been proposed based on the preceding design studies.
As shown in figure 10, it is a 4K × 4K CCD fabricated on 100 µm thick, p-type silicon with
a resistivity in the range 5–10 kΩ-cm. The CCD imaging area is divided into sixteen, 512×
2048 pixel, independently read out segments. Each segment has a low power, low noise source
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Figure 7. Pixel amplitude distribution in dark frames with different exposure times. Horizontal axis is
amplitude in adu and vertical axis is number of pixels.
follower amplifier. An independent substrate bias voltage, applied from the front side of the device,
biases the thin conductive window on the backside and results in a fully-depleted substrate under
the imaging area with electric field of 5–10 kV/cm. Guard rings around the periphery provide a
gradual lateral voltage gradient to the silicon die edge, which is at the same potential as the entrance
window. Care must be taken to ensure that p-implanted regions on the front side are narrow enough
to avoid forming conductive channels to the backside. Bond pads are arranged on two sides of the
die and connect to traces on the package, which may incorporate bussing of common clocks and
bias signals.
3.2 Flatness
A crude defocus model provides limits on the flatness tolerance. Figure 11 shows the normalized
PSF as a function of displacement from best focus. The proposed allocation of flatness tolerance
for the sensor surface, raft of nine sensors, and full focal plane of 189 sensors is shown.
At the chip level this involves packaging techniques to minimize warpage of the silicon die,
and at the mosaic level careful assembly and metrology to achieve a high co-planarity of the
sensor tiles.
Results of the flatness measurements for Vendor A devices are shown in figure 12. The depar-
ture from flatness is within LSST specifications over more than 96% of the imaging area for these
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Figure 8. (a) Response to flat field illumination. (b) Slope normalized to the value at 100s. Response is
linear up to 90% of full well.
Figure 9. Absence of image persistence in n-channel CCD 106-05. Averages of 16 exposures are shown for
the laser spot (left) and first exposure after laser turned off (right). There is no persistence image up to the
level of measurements accuracy 3*10−4.
devices. One of Vendor B’s devices has been measured and it exhibits a poorer flatness character-
istic, with an r.m.s. deviation from plane about seven times larger than the devices from Vendor A.
However, neither vendor made any special attempt to produce flat devices for this study program.
4 Summary and outlook
The LSST sensor study program has been an important step towards development of the advanced
sensors needed to achieve the survey’s ambitious science goals. Vendors participating in the study
program have demonstrated viable approaches to producing devices having extended red response
with 100µm-thick, fully-depleted silicon; transparent back window contact; low dark current; neg-
ligible image persistence; high full well; flat silicon surface; and multiport output for fast readout.
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Figure 10. Sensor and raft reference designs.
Figure 11. Estimated defocus for 550nm light, with allocation to sensor, raft, and full focal plane. A 3.2µm
r.m.s. Gaussian PSF at optimum focus is assumed.
A characterization laboratory at BNL with fully automated image acquisition and analysis has ver-
ified the performance characteristics of the devices. The collaboration now plans to work with
vendors to develop a full prototype meeting all critical LSST specifications that will allow procure-
ment to begin in 2011.
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Figure 12. Flatness of Vendor A sensors.Plots show cumulative distribution of flatness (absolute value of
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