A major concern of high-powered atmospheric lidar systems is eye safety. Atmospheric lidars are often run unattended in adverse weather conditions where scattering redirects laser energy from the main beam. These naturally varying "soft targets" (such as fog and precipitation) are not accounted for in ANSI standards but, through multiple scattering events, can potentially create adverse viewing conditions. This . In all cases, the ANSI calculated NOHD and NHZ are larger than the hazard zones that include scattering but the size of the zones is inextricably linked to the type of scattering ignored in the standard NOHD and NHZ calculations.
A major concern of high-powered atmospheric lidar systems is eye safety. Atmospheric lidars are often run unattended in adverse weather conditions where scattering redirects laser energy from the main beam. These naturally varying "soft targets" (such as fog and precipitation) are not accounted for in ANSI standards but, through multiple scattering events, can potentially create adverse viewing conditions. This paper introduces a Monte Carlo method that uses scattering phase functions for fog and snow and applies multiple scattering analysis to map the energy density within a scattering volume around the primary beam. Careful attention is given to accurately describing the forward scattering portion of the phase function as it scatters a signifi- 
I. INTRODUCTION
Atmospheric observations by lidars present many benefits for the atmospheric science community. Lidars are capable of directly or indirectly measuring many state variables that are critically important in understanding atmospheric processes. Among these state variables, lidar is adept at measuring temperature, line of sight wind, constituent mixing ratios, aerosol optical depth, and cloud properties to name a few [1] [2] [3] . Further advantages are enabled by deploying lidar systems that can operate continuously and autonomously in remote locations [4] [5] [6] . These measurements all place different constraints on lidar system specifications such as laser line width, power, repetition rate, and wavelength [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . These measurement constraints must be examined within the context of laser safety to ensure that the benefit of lidar to the atmospheric science community is not outweighed by the potential hazards of deploying and operating such systems.
For ground-based lidar systems that lack steering and are directed vertically, direct beam exposure is a concern for aircraft/spacecraft as well as personnel working near the system.
The American National Standards Institute (ANSI), in an attempt to standardize and regulate the vast array of laser systems, defines limits of exposure to which one can be safely subjected 12 . Careful attention must be paid to ensure that at no point can human exposure to laser light exceed the Maximum Permissible Exposure (MPE), which is a function of laser characteristics such as wavelength, peak power, pulse repetition rate, pulse width, and exposure time. Using the MPE and beam characteristics, the Nominal Ocular Hazard Distance (NOHD) and Nominal Hazard Zone (NHZ) can be calculated, which assume no scattering for the NOHD and complete Lambertian scattering for the NHZ. It is crucial to note however that atmospheric conditions can lead to indirect exposure through scattering that fits neither standard calculation type.
Ensuring laser safety for atmospheric lidar is uniquely challenging due to designs requiring high peak power, short pulses, and output wavelengths near the visible portion of the spectrum. Furthermore, for atmospheric lidar, the beam cannot be fully enclosed after it leaves the building. The beam is most readily accessible in the atmosphere, but the ANSI standard description of the propagation medium is simplified by not accounting for partial scattering through the propagation medium 12, 13 . This paper considers the effect of atmospheric scattering and quantifies the change in the hazard zone size compared to the NOHD and NHZ as a function of common atmospheric scattering regimes like clear air, fog and blowing snow.
This paper introduces a method whereby one can test whether the directly transmitted and scattered energy density in the vicinity of a high-energy laser beam propagating through an atmosphere meets all necessary MPE values. A ground-based, autonomous atmospheric lidar system under development, whose goal of profiling atmospheric water vapor and temperature requires high-energy laser light to propagate through the atmosphere, will serve as the system under study. The goal of this work is to map the energy density of the direct (unscattered and near-zero deviation forward scattering) and indirect (scattered out of the main beam) laser beam as it propagates through a diverse atmosphere as a function of 3-D space where humans could encounter it. Using a Monte Carlo method to account for scattering and propagation processes, a statistical map of energy density is calculated.
Of interest is to define a hazard zone, outside of which, one can guarantee the direct and indirect beam will be below the relevant MPE, akin to the ANSI defined NOHD and NHZ, and to compare the resultant hazard zone to the NOHD and NHZ to determine the effect atmospheric scattering has on the size and shape of this region.
The outline of this paper is as follows. An overview of the techniques used to implement the Monte Carlo scheme to model atmospheric processes is given in Section II. Relevant scattering characteristics for the test system are introduced with an emphasis on how to include such characteristic into the Monte Carlo method in Section III. A short overview of the test lidar system as well as ANSI standard NOHD and NHZ calculations are provided in Section IV. Three case studies of atmospheric scattering are presented in Section V which are compared to the NOHD and NHZ standard calculations in Section VI. The paper ends with a summary and conclusion in Section VII.
II. MONTE CARLO METHODS
Transfer of radiation in complicated multi-scattering media can be solved in a statistical manner to produce solutions that converge to exact solutions given large numbers of modeled events. In the case of radiation propagation in the atmosphere, statistical methods can be used to model absorption and scattering especially considering multiple scattering 14 
A. Weighted Random Numbers
One critical element of implementing a Monte Carlo simulation is developing a method to produce weighted random numbers. In this case, several weighted random numbers are needed in the initialization and propagation of photons. The starting location of a photon within the beam, the photon ray angle, the propagation distance before interaction, the probability of scattering versus absorption, and the scattering angle are all needed. A general method is to constrain the probability density of a function such that it obeys Equation 1 14, 15 . Here µ is any variable for which a weighted random number is desired, ξ is a randomly generated number from a uniform probability distribution, and p is the continuous probability density of the desired variable. For functions that can be easily integrated and inverted, optical depth being one example, this method is straightforward and robust. The integration yields the functional dependence; all that is needed is the specification of boundary conditions.
The probability density of a photon propagating at an optical depth, τ , before scattering is simply p (τ ) = exp (τ ). Integrating this and matching the boundary conditions, ξ = 0 where τ = 0 yields a weighting function of optical depth. This is given in Equation 2.
For functions that do not possess a simple closed form to this integral, this method is
impractical. An example of such a function is a phase function calculated directly from Mie theory. A second is a phase function calculated from an improved geometric optics method 21 , which does not have a closed form representation. Furthermore, simple functions, which can be integrated but result in equations that can not be inverted to yield a µ dependence as a function of ξ are also problematic. An example of this is the small particle scattering phase function, the Rayleigh phase function, which yields an equation of the form µ + sin (µ) = ξ.
One method to solve this problem is to approximate the scattering phase function with analytic functions that match some of the general characteristics. For the phase functions mentioned, the Henyey-Greenstein function is commonly used 14, 19, 20, [22] [23] [24] . It can be exactly integrated and a weighted random number can be specified as a function of the random number generated, ξ. The Henyey-Greenstein phase function cannot match several of the characteristics exhibited in real scattering phase functions, such as the forward and backward peaks, or the rainbow, so numerical solutions are required for improved accuracy. Furthermore, the results shown below will demonstrate that exact treatment of the phase function, and in particular the representation of the prominent forward scattering peak, is critical to laser safety applications and can strongly impact the resultant energy density maps.
B. Coordinate Representation
To create a map of energy density at specified locations, one needs a method to track the motion of a photon through a layer of interest. The scattering phenomena to be modeled are expressed in spherical coordinates. The angle from zenith, θ, for a scattering event can be directly calculated from the phase function of the scatterer and the azimuth angle, φ, is defined as a uniform probability distribution when scattering is azimuthally symmetric, as it is for spheres and randomly oriented particles. With these two angles, the direction of propagation of the i th propagation is defined in Equation 3 .
Each scattering event is referenced to a unique reference frame. It is noted that vectors referenced to different frames cannot be simply added. The z-axis of each frame is determined by the previous scattering vector. A definition of the vector in terms of a common coordinate system is required to track the photon. To link the vectors, a system of rotation matrices is used. This system can be derived from general Cartesian rotation matrices, which is generated from two of the three basic 3 dimensional rotations, given in Equation 4 25 .
Combining a rotation about the y-axis with a rotation about the z-axis is sufficient to define the scattering events. This combination is given in Equation 5 and shown in Figure   1 . This matrix is used to link the propagation vector before and after scattering. It is useful to construct this matrix relationship from basic rotations because the basic rotations are orthonormal matrices. This implies that the matrix is invertible and that the inverse of the matrix can be expressed as the transpose of the matrix 25 .
In this way, the location of the photon within the layer of interest, ζ, can always be linked back to some specified coordinate system by performing rotations back to the original reference frame. Furthermore, the vector defined in Equation 3 is simply the z-direction before and after scattering. The general transformation is given in Equation 6 .
C. Photon Propagation
After coordinate system transformations, the location of a photon within a layer is simply 
Using the above defined random sampling techniques and propagation matrices, a photon can be tracked throughout a layer of interest. If one can accurately represent scattering phenomena, the above mechanics can be used to map all laser photons and track energy density. This allows for one to include any type of scattering phenomena desired and to map locations where energy density exceeds the MPE, facilitating a comparison between safe zones calculated with and without atmospheric scattering and extinction. Using the definition in Equation 2, the distance photons travel within a layer of interest before a scattering event occurs is modeled. All that is required is to understand how optical path is related to geometric path. Converting back and forth can be done easily because both coordinates monotonically increase upward from the ground and outwards from the origin. The only complication arises from numerical round-off error when very small regions are selected, for example 10 cm by 1 m. One needs to verify that the numerical calculations performed carry adequate significant digits to capture small distances traveled.
B. Phase Function
Commonly, the scattering phase function is approximated by simple phase functions that can be directly integrated in Equation 1. One such phase function is the HenyeyGreenstein phase function 24, 26 . While it has no physical basis, it broadly resembles the phase functions calculated from Mie theory for spheres and geometric ray tracing codes or T-Matrix algorithms for non-spherical large particles. The forward scattering peak is approximate for small size parameters, but more importantly, the function has a simple integral that can be inverted. It is known analytically but it cannot be inverted like the Henyey-Greenstein phase function or optical depth probability distribution. This method is first demonstrated on the simplest phase function used for the analysis to come. It is given in Figure 3 .
A second example of a relevant phase function is for fog, with its Monte Carlo representation and cumulative distribution given in Figure 4 . One can see that there exists a unique relationship between cumulative probability (right ordinate), and scattering angle (top abscissa), yielding a procedure for deriving the latter with a random number. Following a similar binning procedure to that given for Figure 2 , one can represent complicated phase functions well. The only difference between this phase function and the Rayleigh phase function is that this phase function, due to the large dynamic range, needs to have many points to represent the forward scattering peak. This can be done by using many evenly spaced points or varying resolution for the forward and backscattering peaks. An example of a phase function calculated with evenly spaced points is given in Figure 4 .
An example of a phase function calculated with higher resolution in the forward scattering peak is shown in Figure 5 . The utility of this method, being that it handles both uniformly and non-uniformly tabulated phase functions, is that one need not calculate the Again multiple trials are run to demonstrate the approximate number of photons required to adequately capture the phase functions information. Note that the top abscissa is logarithmic while the bottom is linear. This is used to show the detail in the forward scattering peak.
function but can use the libraries compiled from ray tracing methods 21 . There is no rigid requirement on how the function need be calculated as long as the forward scattering peak is well represented. Non-uniform resolution in the phase functions can save computation time and increase memory efficiency.
IV. SYSTEM CHARACTERISTICS
To link to the Monte Carlo simulations, the specifications of the high-powered lidar system are provided in Table I . These specifications are common to atmospheric lidar systems, including upper atmospheric Rayleigh lidars like the ones described by Thayer et al. and von Zahn et al. 10, 11 and lower atmospheric Raman systems described by Goldsmith et al. and Di Girolamo et al. 4, 7 . The system to be analyzed is a lower atmospheric Raman lidar system designed to continuously measure water vapor and temperature in the lower atmosphere.
With these specifications in Table I, It should be noted that most atmospheric lidar beams are slightly diverging, but for beams focused at a certain distance, Monte Carlo techniques must account for beam diffraction. If not considered, beams can be modeled to focus to an area smaller than the diffraction limit. Table II . Because of the ultraviolet wavelength selected, the MPE for single and multiple pulses is relatively high compared to that over the wavelength range from 400 nm to 700 nm.
For upper atmospheric lidar systems, the wavelength selection is a trade between the relative scattering cross section and optical transmission efficiency. For this reason, this paper will consider two wavelengths, the 2 nd and 3 rd harmonic wavelength of an Nd:YAG laser. All system characteristics are held fixed except the wavelength. Note that the conversion from the second to third harmonic is never perfectly efficient and as a result the assumption that the system specifications are identical is non-physical for a single laser source; nevertheless, this assumption is made to facilitate a simple comparison by keeping all factors equal other than wavelength. One can simply scale the Monte Carlo results once calculated for the exact power produced by a particular laser but for demonstration purposes this extra step is not done. 
V. APPLICATION TO POLAR CONDITIONS
In this section the Monte Carlo method is demonstrated in varying atmospheric conditions. The scene to be taken is that of a high-altitude Arctic deployment. Such a location provides unique challenges to lidar deployment and operation but is applicable to other polar locations where the operation of lidar is being conducted or considered (i.e. the South Pole Station). Unlike the Antarctic, the Arctic has the additional safety issues concerning high altitude intercontinental jets and low altitude landing aircraft that routinely fly over the region and may be susceptible to laser hazards from the ground. Additionally, personnel routinely work in and around the systems operational area. In particular, the goal is to ascertain whether local meteorological conditions may create scattering that alters the range where laser light is a hazard for aircraft and staff.
This paper assumes the following scene modeled off of Summit, Greenland, a high altitude field site that is outfitted with several atmospheric lidar systems 30, 31 and has much of the infrastructure required for the assumed system. Summit is a small camp located just south east of a snow runway. Due to the nature of polar research logistics and practical limitations, the camp exists within the laser free zone as defined by ANSI 13 . The beam will propagate vertically through a cylindrical region with radius r measured from the center of the beam, and height, h. The beam energy density at the exit port of the laser is allowed to be in excess of the MPE because it is assumed that the exit port is well quarantined and the onsite staff has received training to avoid direct beam exposure. However, low altitude aircraft flying at a few hundred meters above the ground may be in the vicinity because the station is accessible by a nearby runway. These flights are required to be side-viewing of the beam and not directly in the path. This is reasonable because Summit is an air-sampling site and regulations are in place to avoid contaminating atmospheric measurements with aircraft exhaust. These regulations prevent low altitude direct overflight and implementation of an interlocked surveillance radar provides the additional control to prevent laser illumination of overhead aircraft, including intercontinental flights. Personnel on the ground will be working in and around the beam in all weather conditions but will not be exposed directly to it. Note that the same conditions assumed here may apply to an aircraft-mounted lidar system in flight with possible beam access to the side and at a distance h from the exit port.
In both cases, one eliminates direct beam exposure at the exit port of the lidar system as an operational concern using administrative and physical controls. In all cases, the distances r and h will be prescribed to determine the energy density caused by the beam at the boundary of the cylindrical region of interest. Simulations can be run to determine where the beam exceeds the MPE; thus, r and h become the hazard zone and ocular hazard distance respectively when the energy density drops below the MPE.
These can be compared to the ANSI standards to determine the effect of scattering.
One note that should be stressed is that the results shown are taken from independent data runs. If one were to discretize the layer of interest into concentric cylinders and track cylinder is given to demonstrate how energy density is scattered and directly transmitted.
This is shown in Figure 6 . The side of each cylinder can be treated in the same manner as the tops. The radius varies from the ANSI calculated NHZ to 4 m for 355 nm. This size is chosen to represent distances from the beam outward to the edge of a window which would cover a lidar telescope and on to the roof of a building where one of the onsite staff could potentially be working. This is shown in Figure 7 . In both cases it can be seen that the only hazard is from the direct beam. Even at a wavelength of 355 nm where one expects a significant amount of scattering due to diatomic nitrogen and oxygen, the simulation does not indicate the scattered light to be a hazard. gives optical thickness per meter 34 ; here LWP is the liquid water path, R e is the particle effective radius, τ is the optical depth, and ρ is the density of liquid water or ice. The assumed liquid water path is based on measurements of the ICECAPS Program (Arctic Observing Network Grant Numbers ARC-0856773, 0904152, and 0856559). This fog is assumed to form at the ground but these assumptions could also be representative of a thin low-level liquid cloud.
Similar to the clear air case, two sets of data runs are presented: one which holds radius fixed, Figure 9 , and varies height while the second holds height fixed and varies radius, In comparison to the clear air case, the effective NOHD decreases dramatically from that predicted by the ANSI standards, by a factor of approximately 2.3. However, this is not evident in the radial case because the scattered intensity is not near or in excess of the MPE.
However, the same set of results at 532 nm indicates that liquid water fog could present a serious safety risk within 2-3 m of the beam. The results for 532 nm are presented in Figure FIG The scattered radiative energy density out of the sides of the regions of interest exceeds the clear air case by at least 2 orders of magnitude. This is to be expected given the relatively large optical depth of fog versus clear air. One can observe that the scattered energy density out the side of the region of interest for fog also shows less uniformity near the ground.
Considering that the phase function is sharply forward peaked for liquid water droplets, this is not surprising. For a photon to leave the layer near the ground, one would expect that scattering near 90
• would be approximately 4 orders of magnitude less than that in the forward scattering direction.
C. Blowing Snow
Ice crystals exist suspended in the air above Summit for much of the year. Ice particles can either be precipitated out of clouds as snow or it can be lifted from the surface via wind.
Precipitation events are observed throughout the year and occur most frequently during Again, the scattering of radiation out the side is below the MPE when plotted for 355nm.
However, at 532 nm, the scattered radiation exceeds the MPE. This is shown in Figure 14 .
Extending this work to other crystal habits is certainly possible. One simulation, which is interesting is the preferential orientation of ice crystals, which has been observed via ground based polarization lidar 31 and satellite 35 . It has been noted that preferential orientation is temperature dependent and that hexagonal plates are a likely habit to orient due to temperature and aerodynamic arguments 35 . This extension is interesting due to the specular reflections that characterize their scattering interaction but is complicated due to the common assumption of random orientation in geometric optics and T-Matrix codes. To perform this simulation, the scattering regime would have to be represented but would be dependent on the angle of incidence of all scattered photons, which for multiply scattered photons would likely not be normal, as well as the fraction of oriented to non-oriented ice crystals, which is not well understood. As a result, the oriented ice crystal case is beyond the scope of this analysis.
VI. DISCUSSION
Considering the ANSI definitions of the NOHD and the NHZ, these standards are always overestimated. For example, the NOHD is defined in Equation 9 
The vacuum assumption is reasonable for short propagation distances but as the distance increases, the optical depth of the propagation medium grows. The probability of scattering increases with optical depth thus as propagation distance increases, so too does the probability that beam energy is scattered from the beam. Furthermore, the NOHD equation
does not represent the physics of aerosol or cloud scattering. A summary of the propagation distances required for the beam energy density to fall below the MPE is given in Table III .
The NHZ equation can still be used to define the safe radius about the beam but it too can be severely overestimated if the beam energy is attenuated. Here again, there is a problem that is poorly captured within the definition of the NHZ. A simple rearrangement of the definition of NHZ can also yield a form which is essentially an area equaling the laser energy divided by the MPE. This equation will always yield an overestimate of area as well, basically assuming energy is spread by a completely hard target Lambertian scatterer, an idealization which is not physical for atmospheric "soft target" scatterers. A summary of the calculated hazard zone radius to show when the energy density falls below the MPE is given in Table IV .
While over estimating the hazard will ensure that accidental access is not achieved, as laser systems become more mobile, powerful and capable, it is reasonable to question the scale to which safety bounds are overestimated. For the lidar system specified in this work, the overestimate is calculable. For simple molecular scattering, the NOHD estimate is reasonable but for fog, the NOHD is overestimated by nearly a factor of 2.3 higher than observed in this simulation. For the NHZ, the fact that atmospheric scatterers,"soft targets,
do not scatter all light and are not Lambertian yields a factor of approximately 18 differ- ence between the NHZ calculated with the ANSI standards and those calculated assuming scattering.
The final point of emphasis to be considered is enhancements due to the definition of the region of interest. The results above assume that the region of interest bounds the scattering volume and when the photon leaves, its energy is imparted into that small section of space. This effectively assumes that each section on the exterior of the region of interest can encounter a person. If, however, this assumption is recast and it is assumed that only one person exists to interact with the beam, this assumption is unnecessarily restrictive. It is possible for a photon to leave the region of interest and then return and interact with a completely different region. As a result, enhancement in energy density can be observed. In this case, a photon only leaves the layer of interest out the top or bottom.
A simulation was written to accommodate this condition where the photon is allowed to propagate out the sides and return to the layer of interest. The stopping condition in this case is only when the photon leaves the top and bottom. Then enhancement of energy density of such a condition is considered. The enhancement for all of the cases presented was observed. For clear air, the maximum of the enhancement was less than a percent, 0.23% of the energy density, for liquid water it was 3.58% and for ice it was 3.73%. This corresponds to an enhanced range of the hazard zone presented in Table IV of 4 cm for clear air, 2 cm for liquid water, and 1 cm for blowing snow. As the enhancements for liquid water and blowing snow are spread over a greater surface area, it takes relatively more enhancement to cause changes in distance than does the smaller clear air hazard zone.
VII. SUMMARY
As atmospheric lidar systems become more common and more capable, operational safety concerns must continue to be considered and addressed. This paper addresses the question of how well do the ANSI standard definitions of NOHD and NHZ perform when considering scattering for various atmospheric conditions. It evaluates scattering and confirms that the NOHD and NHZ for randomly oriented atmospheric particles are always conservative. It is noted that the analysis of non-randomly oriented particles might represent a safety hazard beyond the standard NHZ calculation but the calculation is outside the scope of this work,
which is designed to demonstrate the Monte Carlo method.
The assumptions used in the calculation of the ANSI standard NOHD and NHZ for vertical beams do not well represent the physical situation of interest for safety analysis of atmospheric lidar. The NOHD for a vertically propagating beam assumes no scattering where the NHZ assumes complete hard target scattering of a beam, but atmospheric scatterers, i.e. "soft targets", exist somewhere in between these two extremes. This paper has demonstrated a Monte Carlo method to evaluate the hazard zone of an atmospheric lidar for "soft targets" and introduced three case studies of common atmospheric conditions for a high-powered UV Raman lidar designed for polar deployments. It was shown that the hazard zone, where direct or indirect energy from a lidar beam is higher than the allowable MPE propagating through the atmosphere, is inextricably linked to the scattering environment. In particular the hazard zone is strongly linked to the optical thickness of a medium and the prominence of the forward scattering peak of the medium's phase function. This paper has introduced a flexible Monte Carlo method that can represent arbitrary calculated phase functions and scattering environments without requiring assumption or simplification to model "soft target" environments.
It was found that the NOHD and NHZ are always overestimates of the safe distance from the beam. It was shown that the NOHD is within 3% of the hazard zone assuming clear air scattering only for the system of interest. However for fog or blowing snow, the most common atmospheric mode at Summit, Greenland, the NOHD is an overestimate by 56% and 33% respectively. Conversely, clear air is the softest target considered and differs substantially from the NHZ assumed complete scattering. The NHZ is approximately 95%
larger than the hazard zone assuming atmospheric clear air scattering but only 68% and 28 28% larger for blowing snow and fog.
For future work, some enhancements to the basic Monte Carlo method described should be considered. A major enhancement would be the inclusion of variance reduction techniques to relax the computational expense of the presented simulations, especially statistical estimation [16] [17] [18] [36] [37] [38] . This would reduce variance and make the described simulations more applicable to problems studied, for example, in backscattered energy density by Megaloudis et al. 39 .
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