Mammalian cell proliferation is controlled by mitogens. However, how proliferation is coordinated with cell growth is poorly understood. Here we show that statistical properties of cell lineage trees -the cell-cycle length correlations within and across generations -reveal how cell growth controls proliferation. Analyzing extended lineage trees with latent-variable models, we find that two antagonistic heritable variables account for the observed cycle-length correlations. Using molecular perturbations of mTOR and MYC we identify these variables as cell size and regulatory license to divide, which are coupled through a minimum-size checkpoint. The checkpoint is relevant only for fast cell cycles, explaining why growth control of mammalian cell proliferation has remained elusive. Thus, correlated fluctuations of the cell cycle encode its regulation.
Cells of the same type growing in homogeneous conditions have variable cycle lengths (1).
However, the mechanisms that set the duration of the cell cycle remain poorly understood.
To first approximation, cycle lengths may be explained by the progression of the regulatory machinery of the cell cycle through a series of checkpoints in the presence of molecular noise (e.g., due to transcription (2) (3) (4) . However, the cell cycles within a lineage tree are correlated in a non-intuitive pattern. Cycle lengths are similar in symmetrically dividing sister cells, which may be due to the inheritance of molecular regulators across mitosis (5) (6) (7) (8) (9) . Ancestral correlations in cycle length fade rapidly, often disappearing already at the grandmother or even the mother cell.
Nevertheless, the cycle lengths of cousin cells are correlated, indicating that the grandmother cell exerts an effect through at least two generations. These high intra-generational correlations in the face of weak ancestral correlations have been observed in cells as diverse as bacteria (10) , cyanobacteria (11) , lymphocytes (12) and mammalian cancer cells (13, 14) . Theory shows that more than one heritable factor is required to generate such correlations (12) , one of which has been proposed to be the circadian clock (14, 15) . However, the identity of these memory conferring factors has not been probed experimentally.
To elucidate the origins of multiple memories in cell lineage trees, we identified candidate mechanisms by Bayesian model selection and tested them in molecular perturbation experiments. We began by asking how far intra-generational cell-cycle correlations extend within lineage trees. To this end, we generated extensive lineage trees by imaging and tracking TET21N neuroblastoma cells for up to ten generations during exponential growth (Fig. 1A and fig. S1A ).
Autonomous cycling of these cells is controlled by ectopic expression of the MYC-family oncogene MYCN, overcoming the restriction point and thus mimicking the presence of mitogenic stimuli (3) . The distribution of cycle lengths (Fig. 1B and fig. S1B ) was constant throughout the experiment (Fig. 1C and fig. S1C ) and similar across lineages (Fig. S1D) , showing absence of experimental drift and of strong founder cell effects, respectively. To determine cycle-length correlations without censoring bias caused by finite observation time (Fig. S2A) (14) , we truncated all trees after the last generation completed by the vast majority (> 95%) of lineages.
The resulting trees were 5-7 generations deep, enabling us to reliably calculate Spearman rank correlations between relatives up to second cousins ( Fig. 1D and fig. S2B ). Cycle-length correlations of cells with their ancestors decreased rapidly with each generation (Fig. 1E) . However, the correlations increased again when moving down from ancestors along side-branches-from the grandmother to the first cousins and also from the great-grandmother to the second cousins (Fig. 1E) . The intra-generational correlations (first and second cousins) were significantly larger than what would be expected from inheritance of cycle length alone (13), e.g., by passing on cell-cycle regulators (Supplemental Text). The discrepancy between theoretical expectation and experimental data was not due to spatial inhomogeneity or temporal drift in the data (Fig. S2, C-E). Thus, the lineage trees show long-ranging intra-generational correlations that cannot be explained by the inheritance of cell-cycle length.
We used these data to search for the minimal model of cell-cycle control that accounts for the observed correlation pattern of lineage trees (Supplementary Text). To be unbiased, we assumed that cycle length is controlled jointly by a yet unknown number d of cellular quantities x = (x 1 , . . . , x d ), modeled as Gaussian latent variables. The cycle length is determined by the sum over these variables with positive weights
i is composed of an inherited component, determined by x in the mother, and a cell-intrinsic component that is uncorrelated with the mother. The inherited component is specified by an inheritance matrix A, such that the mean of x i conditioned on the mother's x is x i |x = Ax ( Fig. 2A) . The cell-intrinsic component causes variations around this mean with covariance the unit matrix. Additional positive correlations in sister cells may arise due to inherited factors accumulated during, but not affecting, the mother's cycle (7-9); additional negative correlations may result from partitioning noise (16) . These are captured by the cross-covariance between the intrinsic components in sister 1 and 2, (
parameters can be adjusted to fit the correlation pattern of the lineage trees: the components a lm of the inheritance matrix A, the weights α l and the sister correlation γ. Together, these inheritance rules specify bifurcating first-order autoregressive (BAR) models for multiple latent variables governing cell-cycle duration (generalizing previous work (17)).
We evaluated the likelihood of the measured lineage trees and used it to rank BAR models of increasing complexity according their support by the experimental data, expressed as Bayesian evidence (Fig. 2B ). The simplest model that generated high intra-generational correlations was based on the independent inheritance of two latent variables (Model III; Fig. 2C , cyan dots), whereas one-variable models failed to meet this criterion (Model II, Fig. 2C , blue dots and Model I). However, Model III consistently overestimated ancestral correlations and hence its relative evidence was low (< 10% for all data sets). We then accounted for interactions of latent variables. The most general two-variable model, allowing for bidirectional interaction (Model VI), overfitted the experimental data and consequently had low evidence. The highest support from the data was achieved by Models with unidirectional coupling, such that x 2 in the mother negatively influenced x 1 inherited by the daughters (with a 12 < 0 and a 21 = 0; In order to divide, cells need a minimum size and license to progress through the cell cycle from the regulatory machinery. This regulatory license is realized through multiple bistable checkpoints (18) . Mammalian cells continue to grow in size when regulatory license is withheld (e.g., in the absence of mitogens) (19) and growth is not otherwise constrained (e.g., by mechanical force or growth inhibitors) (20) . As cell size and regulatory license are fundamental for cell-cycle progression and subject to inheritance, we asked whether these two quantities underlie the two latent variables in the BAR model. Indeed, there is an inbuilt negative effect of cell-cycle regulation in the mother cell on the time required for growth in the daughter cell:
If regulatory license for cell division is delayed and the mother cell grows large, its daughters will be large at birth, grow to the critical size quickly and hence could have shorter cell cycles.
Conversely, very short cell cycles generated this way will have to be followed by longer ones to allow cell size to recover. To test this idea quantitatively, we developed a simple model of growth and cell-cycle progression on cell lineage trees. We introduced the variables cell "size" s, measuring the metabolic, enzymatic and structural resources accumulated during growth, and p, characterizing the progression of the cell-cycle regulatory machinery. Unlike the latent variables of the BAR model x 1 and x 2 , their mechanistic counterparts s and p, respectively, are governed by rules reflecting basic biological mechanisms (Fig. 3A) , as follows. Size s grows approximately exponentially (16, 21) and is divided equally between the daughters upon division. The progression variable p determines the time taken for the regulatory machinery to complete the cell cycle, which is controlled by the balance of activators and inhibitors of cyclindependent kinases. These regulators are inherited across mitosis (5, (7) (8) (9) and hence the value of p is passed on to both daughter cells with some noise. Cells divide when they have exceeded a critical size, requiring time τ g , and the regulatory machinery has progressed through the cycle, which takes an approximately log-normally distributed time (3, 6) modeled as τ p = exp(p).
Hence the cycle length is τ = max(τ g , τ p ). Apart from requiring a minimal cell size for division, the model does not implement a drive of the cell cycle by growth and thus allows cells to grow large during long cell cycles. We fitted this model to the measured lineage trees by Approximate Bayesian Computation (Fig. S4A ). The parameterized model yielded a stationary cell size distribution (Fig. S4B ) and reproduced the cycle-length distribution (Fig. 3B, fig. S4C) as well as the ancestral and intra-generational correlations (Fig. 3C, fig. S4D ). Thus the dynamics of cell growth and cell-cycle progression, coupled only through a minimal-size checkpoint, explain the intricate cycle-length patterns in lineage trees.
If this growth-progression model captures the key determinants of the cell-cycle patterns in lineage trees, it should be experimentally testable by separately perturbing growth versus cell-cycle progression. We first derived model predictions for these experiments. Individual cell cycles in the model are either growth-limited, when division happens upon reaching the minimal size, or progression-limited, when cells grow beyond the minimal size until the cycle is completed (Fig. 3D and fig. S4E ). Strictly positive cycle-length correlations between mothers and daughters arose when both generations had progression-limited cell cycles, whereas mother-daughter pairs in which at least one member was growth-limited reduced these correlations (Fig. 3E) . The decorrelating effect of the coupling between cell-cycle progression and cell growth was also seen by the negative cross-correlations between these two processes along ancestral lines (Fig. 3F and fig. S4F ), as in the BAR model (cf. Fig. 2D ). Thus both prolif-eration regulation and cell growth exhibit longer-ranging memories whose inheritance across generations is masked by their negative coupling. Using the model to simulate perturbation experiments, we predict that growth inhibition will increase intra-generational correlations relative to ancestral (mother-daughter) correlations whereas slowing cell-cycle progression will decrease these correlations (Fig. 4A ).
To test this prediction, we slowed cell-cycle progression experimentally by reducing MYCN, exploiting the doxycycline-tunable MYCN gene integrated in the TET21N cells. Cells grew to larger average size (Fig. 4B , blue line) over longer and more variable cell cycles (Fig. 4C ).
These data show that lowering MYCN slowed cell-cycle progression without compromising growth. Further consistent with this phenotype, expression of mTOR, a central regulator of metabolism and growth (19), was not lowered (Fig. S5A) . In a separate experiment, we inhibited cell growth. To this end, we applied the mTOR inhibitor rapamycin, which reduced cell size (Fig. 4B, red line) . This treatment also lengthened the cell cycle (Fig. 4C ) but without changing MYCN protein levels (Fig. S5B) . Thus lowering MYCN and inhibiting mTOR are orthogonal perturbations that act on cell-cycle progression and cell growth, respectively. As predicted by the growth-progression model, these perturbations resulted in markedly different cycle-length correlation patterns within lineage trees (Fig. 4D, E and fig. S5C, D) : Lowering MYCN decreased intra-generational correlation and, in particular, removed second-cousin correlations. By contrast, rapamycin treatment strongly increased intra-generational correlations and caused ancestral correlations to decline only weakly. Collectively, these findings support the growth-progression model of cell-cycle regulation.
We then asked, conversely, whether the cycle-length correlation patterns experimentally observed in lineage trees contain information about the underlying regulation. To this end, we fitted the growth-progression model to MYCN and rapamycin perturbation data and again obtained good agreement with the data (Fig. 4C, D and fig. S5C-E) . The fit parameters imply that the vast majority of cell cycles upon MYCN inhibition were progression-limited ( Fig. 4F and   fig. S4F ), consistent with MYCN inhibition reinstating bistable restriction point control (3).
By contrast, rapamycin treatment significantly increased the fraction of growth-limited cell cycles. Thus, the cycle-length correlation pattern in lineage trees reveals how strongly cell growth controls proliferation.
Finally, we analyzed time-lapse microscopy data of non-transformed mouse embryonic stem cells (22) that proliferate much faster than the neuroblastoma cells ( Fig. 4G and fig. S5F ). Sidebranch correlations of cycle length increased with each generation from the common ancestor ( Fig. 4H and fig. S5G ), as seen in all previous data except for the MYCN-inhibited cells. Interestingly, the strength of the intra-generational correlations was most similar to the much more slowly dividing rapamycin-treated cells (cf. Fig. 4D ). As before, the BAR model required two negatively coupled variables to account for these data (Fig. 4I, fig. S6 ). Fitting the growthprogression model to the data (Fig. 4G, H) , we found that the majority (∼60%) of cell cycles were limited by growth (Fig. 4J, fig. S5H ), indicating that cycle length of fast proliferating mammalian cells is, to a large extent, controlled by growth. In summary, our findings provide an unexpected link between two lines of research: The study of correlation patterns in cell lineage trees (10, 13, 14) and size regulation of the mammalian cell cycle (19) (20) (21) 23, 24) . Using perturbations of cell growth and cell-cycle progression,
we show that the non-intuitive correlation patterns of cycle length in lineage trees are explained by inheritance of cell size and cell-cycle regulators. Inheritance of both factors generates extended intra-generational correlations in cycle length, which are masked in ancestral lines by the decorrelating impact of cell-cycle progression on growth.
A quantitative model derived from the experimental data shows only weak interaction of size and regulatory license through a minimum-size checkpoint. This mode of regulation differs fundamentally from yeast, where growth drives progression (25, 26) . Indeed, in mammalian cells growth control becomes apparent only for very rapid cell cycles (e.g., once in ten hours in embryonic stem cells) or upon growth inhibition. This finding may explain why the regulation of the mammalian cell cycle by growth has been difficult to study experimentally. Since inheritance of regulators of the cell cycle and cell size across cell division are universal phenomena, we expect that correlation patterns will provide a quantitative tool to study their interaction across a wide range of organisms.
