Gevrey solvability near the characteristic set for a class of planar complex vector fields of infinite type  by Bergamasco, Adalberto P. et al.
J. Differential Equations 246 (2009) 1673–1702Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Gevrey solvability near the characteristic set for a class
of planar complex vector ﬁelds of inﬁnite type
Adalberto P. Bergamasco a,∗,1, Paulo L. Dattori da Silva b,2, Marcelo R. Ebert b,2
a Departamento de Matemática, Instituto de Ciências Matemáticas e de Computação, Universidade de São Paulo, Caixa Postal 668,
São Carlos, SP, 13560-970, Brazil
b Departamento de Física e Matemática, Faculdade de Filosoﬁa, Ciências e Letras de Ribeirão Preto, Universidade de São Paulo,
Avenida dos Bandeirantes, 3900, Ribeirão Preto, SP, 14040-901, Brazil
a r t i c l e i n f o a b s t r a c t
Article history:
Received 12 October 2007
Available online 11 December 2008
MSC:
primary 35A05
secondary 58J05
Keywords:
Semi-global solvability
Gevrey solvability
Fourier series
Whitney extension
We study the Gevrey solvability of a class of complex vector
ﬁelds, deﬁned on Ω = (−, ) × S1, given by L = ∂/∂t + (a(x) +
ib(x))∂/∂x, b ≡ 0, near the characteristic set Σ = {0}× S1. We show
that the interplay between the order of vanishing of the functions
a and b at x = 0 plays a role in the Gevrey solvability.
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1. Introduction
Let Ω = (−, ) × S1, where  > 0 and S1 is the unit circle. Let
L = ∂/∂t + (a(x) + ib(x))∂/∂x, b ≡ 0, (1.1)
be a complex vector ﬁeld deﬁned on Ω , where a and b are real-valued s-Gevrey functions on (−, ),
and s > 1.
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every compact subset K of Ω there exist positive constants C and R such that, for all α ∈ Z2+ and
all (x, t) ∈ K , one has ∣∣∂α f (x, t)∣∣ C R |α|α!s.
We denote by Gs(Ω) the space of all s-Gevrey functions on Ω .
The characteristic set of L, which we will denote by C(L), is the set of all points (x, t) ∈ Ω , where
L fails to be elliptic, i.e.,
C(L) = {(x, t) ∈ Ω; L(x,t) and L(x,t) are linearly dependent}.
Note that in our case (x, t) ∈ C(L) if and only if b(x) = 0, i.e.,
C(L) = {(x, t) ∈ Ω; b(x) = 0}.
A point p in the characteristic set C(L) is said to be of ﬁnite type k if there exists a Lie bracket of
L and L of length k which is nonzero at p. If p ∈ Σ is not of ﬁnite type then it is said to be of inﬁnite
type.
Let Σ = {0}× S1. In this article we will assume that C(L) = Σ . In particular, L is elliptic on Ω \Σ .
We also will assume that each point in Σ is of inﬁnite type. In particular, we have (a + ib)(0) = 0.
Hence, we may write (a+ ib)(x) = xna0(x)+ ixmb0(x) in Ω , with n,m 1, and a0,b0 smooth. In fact,
we will assume that b0(0) = 0 (resp. a0(0) = 0) if b (resp. a) vanishes to ﬁnite order at x = 0.
Note that under the assumptions above L satisﬁes the well-known Nirenberg–Treves condition (P)
(see [26]). In [17] it is proved, among other things, that if the coeﬃcients are in G1 then condition (P)
implies local solvability in Gs , for every s > 1; in other words, given f belonging to Gs in a neigh-
borhood of a point p, there is u ∈ Gs such that Lu = f in a neighborhood of p. In the case of Gevrey
coeﬃcients, other relevant references for local Gevrey solvability in relation with condition (P) are
the articles [23] and [24] of Lascar and Lerner, where the propagation of Gevrey singularities is stud-
ied, under some restrictions on the index s (in some cases, local Gevrey solvability is proved when
s 2).
In this article we are interested in studying the Gevrey solvability of L, given by (1.1), in a neigh-
borhood of Σ , in the following sense: there exists s′ > 1 such that for any f belonging to a subspace
of ﬁnite codimension of Gs(Ω) there exists a solution, u ∈ Gs′ , to the equation Lu = f in a neighbor-
hood of Σ .
If for a given f ∈ Gs(Ω) there exists u in some Gs′ solving the equation Lu = f in a neighborhood
of Σ , then f must satisfy the compatibility conditions
2π∫
0
∂( j) f
∂x j
(0, t)dt = 0, j = 0, . . . , r − 1, (1.2)
if a+ ib vanishes to order  r at x = 0. Hence, if a+ ib is ﬂat at x = 0 then the distributions 1t ⊗ δ( j)x
( j ∈ Z+) belong to the kernel of the transpose operator tL and therefore the codimension of the space
of all f ∈ Gs(Ω) for which the equation Lu = f has solution u ∈ Gs′ in a neighborhood of Σ , is not
ﬁnite in this case.
We will assume – from now on – that (a + ib)(x) = xna0(x) + ixmb0(x) in Ω , with n,m  1,
(a0 + ib0)(0) = 0 and a0,b0 ∈ Gs(Ω).
The main results of our work are Proposition 2.2 and Theorems 3.1, 3.7 and 4.1; we proceed to
describe them along with the contents of each section.
In Section 2, we prove that given f ∈ Gs(Ω), satisfying (1.2), there exists u ∈ Gσ (Ωδ), for some
0 < δ   , where σ .= max{s, rr−1 }, such that the function Lu − f is ﬂat at Σ (see Proposition 2.2).
For the proof we make use of a version of the Whitney (or Borel; see, for example, [20]) extension
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convenient to use the explicit extension given by Petzsche in [27] (see also [29]). We also show that,
in general, the value of σ cannot be improved (see Example 2.3).
In Section 3, we prove that if 2  m < 2n − 1 and if s′ .= 2s + max{r(s − 1), rr−1 }, then given
f ∈ Gs(Ω), ﬂat at Σ , there exists a solution, u ∈ Gs′ , to the equation Lu = f in a neighborhood of
Σ = {0}× S1 (see Theorem 3.1). In fact, in [5] it was already proved that L is solvable at Σ in the C∞
sense of Hörmander (see [21]; for related results, see [4,6,18]); our work here was to show that the
solution found in [5] belongs to Gs
′
. Moreover, the conjunction of Proposition 2.2 and Theorem 3.1
yields the following result: given f ∈ Gs(Ω), satisfying (1.2), there exists a solution u ∈ G2σ+r(σ−1)
(σ = max{s, rr−1 }) to the equation Lu = f in a neighborhood of Σ = {0} × S1 (see Theorem 3.7). For
the proof we make use of the following well-known characterization of Gevrey functions. A complex-
valued function f (x, t) is an s-Gevrey function on Ω if f is C∞ and for every compact subset I of
(−, ) there exist positive constants C , h and λ such that
∣∣ fˆ ( j)k (x)∣∣ Ch j j!se−λ|k|1/s , ∀ j ∈ N, ∀k ∈ Z, ∀x ∈ I
(here fˆk(x) denotes the kth coeﬃcient of the partial Fourier series of f (x, t) in the t-variable).
In Section 4, we prove that if m > 2n− 1 then given s′ > 1, there exists f ∈ Gs(Σ), satisfying (1.2),
such that the equation Lu = f does not have solutions u belonging to Gs′ in any neighborhood of Σ
(see Theorem 4.1). In fact, one can prove that there exists f ∈ Gs(Σ), satisfying (1.2), such that the
equation Lu = f does not have C∞ solutions in any neighborhood of Σ . The approach in this section
follows the one in the article [5], which uses a functional-analytic argument from [4].
The motivation for this work was a question posed—at the International Conference “Partial Dif-
ferential Equations and Several Complex Variables,” Wuhan University, Wuhan, China in 2004—by
Nicolas Lerner and Laurent Stolovitch concerning some results in the article [8] and by another ques-
tion posed by the second author of the present work. It was shown in [8] that equations similar to the
ones we are concerned with here exhibit different behavior with respect to solvability in the space of
smooth functions near Σ when compared to solvability in the space of real analytic functions, that is,
in the Gevrey space G1. For instance, it was shown in [8] that if a + ib = ixr , r  2, then L is solvable
in C∞ but there exists f ∈ G1(Ω), satisfying the compatibility conditions, such that the equation
Lu = f does not have any solution u ∈ G1(Ω); moreover, it follows from our Example 2.3 at the
end of Section 2 that there may be no solution in Gs , if 1 s < rr−1 . Further references dealing with
related questions about the existence and regularity of global and semiglobal solutions are [1–3,7,9,
10,12–16,25,30].
2. Existence of Gevrey solutions: Solving modulo ﬂat functions
Let
L = ∂/∂t + (a(x) + ib(x))∂/∂x, a,b ∈ Gs((−, );R), (2.1)
be a complex vector ﬁeld deﬁned on Ω = (−, ) × S1 and assume that (a + ib)(x) = xna0(x) +
ixmb0(x) where a0,b0 are s-Gevrey functions on (−, ), s 1, with n,m 1 and b0(0) = 0.
Our main goal in this article is to study the s-solvability of L with s > 1, but the results of this
section are valid even when s = 1.
As mentioned in the introduction, if given f ∈ Gs(Ω) there exist s′  1 and a solution, u ∈ Gs′ , to
the equation Lu = f in a neighborhood of Σ , then f necessarily satisﬁes the compatibility conditions
(1.2). We will present suﬃcient conditions so that given f ∈ Gs(Ω), satisfying the conditions (1.2),
we can ﬁnd a Gs
′
solution of the equation Lu = f in a neighborhood of Σ .
As a ﬁrst step, we proceed to solve the equation Lu = f , in a neighborhood of Σ , modulo ﬂat
functions.
We begin with the following standard deﬁnition.
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positive constants C and h such that ∣∣ f ( j)(t)∣∣ Ch j j!s, ∀ j ∈ N.
We denote by Gs(S1) the set of all s-Gevrey functions on S1.
Proposition 2.2. Let L be as in (2.1). If x = 0 is a zero of ﬁnite order r  2 of the function a + ib and if
σ
.= max{s, rr−1 }, then given f ∈ Gs(Σ), satisfying (1.2), there exists u ∈ Gσ (Σ) such that Lu − f is ﬂat at
x = 0.
Proof. What we have to prove is that if s  rr−1 then there exists u ∈ Gs such that Lu − f is ﬂat at
x = 0; indeed, when 1 s < rr−1 we have Gs ⊂ G
r
r−1 . The proof of this proposition is in part motivated
by that of Lemma 2.1 in [11].
Let c(x) = a(x) + ib(x). Let
c(x) 
∑
j0
c jx
j, u(x, t) 
∑
j0
u j(t)x
j and f (x, t) 
∑
j0
f j(t)x
j
be the formal Taylor expansions of c, u and f , respectively, near x = 0; note that c0 = c1 = · · · =
cr−1 = 0, and cr = 0. We have that Lu  f is equivalent to
u′j +
∑
α+β= j
(β + 1)cαuβ+1 = f j, j  0. (2.2)
We will use the following decomposition for a function g ∈ C∞(S1): g = g0 + g1, where g0 =
(2π)−1
∫ 2π
0 g(t)dt and g1(t) = g(t) − g0. The important fact about the component g1 is that it has
average zero, hence it has a primitive, h1 ∈ C∞(S1), also with average zero. In fact, we may write
h1(t) =
2π∫
0
t∫
t′
g1(τ )dτ dt
′. (2.3)
We use such a decomposition for the functions u j , f j , that is, we write u j = u j,0 + u j,1 and
f j = f j,0 + f j,1, and solve (2.2) separately for u j,0 and u j,1.
The equations involving u j,0, f j,0 are
0 = f j,0, j = 0,1, . . . , r − 1, (2.4)
and
( j − r + 1)cru j−r+1,0 + · · · + c ju1,0 = f j,0, j  r; (2.5)
note that Eqs. (2.4) are just another form of the compatibility conditions (1.2). Note also that there
are no conditions on u0,0.
The equations involving u j,1, f j,1 are
u′j,1 = f j,1, j = 0,1, . . . , r − 1, (2.6)
and
u′j,1 + ( j − r + 1)cru j−r+1,1 + · · · + c ju1,1 = f j,1, j  r. (2.7)
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possible to obtain, for each j, a solution u j ∈ Gs(S1) so that there exist positive constants B and H
such that
∣∣u(p)j (t)∣∣ BH j+p ( j + p)!sj! , ∀ j, p ∈ N. (2.8)
We obtain (2.8) in three steps. First we estimate u j,0, then u j,1 and ﬁnally u
(p)
j , for p  1.
Step 1. Estimates for u j,0.
We will prove that there exist positive constants C1 and R1 such that
|u j,0| C1R j1 j!s−1, ∀ j ∈ Z+. (2.9)
By assumption there exist positive constants C , R satisfying
∣∣ f (p)j (t)∣∣= |∂(p)t ∂( j)x f (0, t)|j!  C R j+p ( j + p)!
s
j! , ∀ j, p ∈ N. (2.10)
It follows that each term in the decomposition f j = f j,0 + f j,1 satisﬁes similar estimates and we may
assume without loss of generality that we have
| f j,0| C R
j j!s
j! = C R
j j!s−1m, ∀ j ∈ N; (2.11)
∣∣ f j,1(t)∣∣ C R j j!s
j! = C R
j j!s−1m, ∀ j ∈ N. (2.12)
Also, there exist positive constants Cc, Rc satisfying
∣∣c j(t)∣∣= |c( j)(0)|
j! 
Cc R
j
c j!s
j! = Cc R
j
c j!s−1m, ∀ j ∈ N. (2.13)
We claim that (2.9) holds if we choose C1 = C and
R1 = max
{
2s−1R, 1|cr | r!
s−12r(s−1)+1Rr, Cc|cr | r!
s−12r(s−1)+s+1Rr+1c
}
.
Note that u0,0 is an arbitrary constant; we choose u0,0 = 0. Hence for j = 0 the inequality in (2.9)
holds trivially. We proceed to prove the inequality in (2.9) by induction on j  1.
We obtain from (2.5)
u j,0 = 1
jcr
{
f j+r−1,0 −
∑
1k j−1
kc j+r−kuk,0
}
, j  1. (2.14)
For j = 1 we have, from (2.14) and (2.11),
|u1,0| =
∣∣∣∣ fr,0cr
∣∣∣∣ C Rrr!s−1|cr |  C1R1,
where the last inequality holds because C1 = C and R1  Rrr!s−1/|cr |.
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We have that u j,0 given by (2.14) satisﬁes
|u j,0| 1
j|cr |
{
| f j+r−1,0| +
∑
1k j−1
k|c j+r−k||uk,0|
}
.
We must show that
1
j|cr |
{
| f j+r−1,0| +
∑
1k j−1
k|c j+r−k||uk,0|
}
 C1R j1 j!s−1.
It suﬃces to prove that
1
j|cr | | f j+r−1,0|
1
2
C1R
j
1 j!s−1
and
1
j|cr |
∑
1k j−1
k|c j+r−k||uk,0| 12C1R
j
1 j!s−1.
We have by (2.11)
1
j|cr | | f j+r−1,0|
1
j|cr |C R
j+r−1( j + r − 1)!s−1
 1|cr |C1R
j+r−1( j + r − 1)!s−1
 1|cr |C1R
j+r−1[2 j+r−1 j!(r − 1)!]s−1
= C1Rr−1
[
2r−1(r − 1)!]s−1 1|cr |
[
2s−1R
] j
j!s−1
 C1Rr−1
[
2r−1r!]s−1 1|cr |
[
2s−1R
] j
j!s−1
= Rr−12(r−1)(s−1)+1r!s−1 1|cr |
[
2s−1R
R1
] j
× 1
2
C1R
j
1 j!s−1.
It suﬃces to verify that our choice of R1 implies that
Rr−12(r−1)(s−1)+1r!s−1 1|cr |
[
2s−1R
R1
] j
 1, ∀ j  2,
that is,
R1  2s−1R
[
Rr−12(r−1)(s−1)+1r!s−1 1|cr |
]1/ j
, ∀ j  2,
hence it is enough to verify that
R1  2s−1R ×max
{
1, Rr−12(r−1)(s−1)+1r!s−1 1|c |
}
,r
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R1 max
{
2s−1R, Rr2r(s−1)+1r!s−1 1|cr |
}
,
which concludes the proof of this part.
Next we must prove that:
1
j|cr |
∑
1k j−1
k|c j+r−k||uk,0| 12C1R
j
1 j!s−1.
We have, by (2.13) and induction,
1
j|cr |
j−1∑
k=1
k|c j+r−k||uk,0| 1|cr |
j−1∑
k=1
k
j
Cc R
j+r−k
c ( j + r − k)!s−1C1Rk1k!s−1

j−1∑
k=1
Cc Rrc
|cr | R
j−k
c R
k
1C1
[
( j + r − k)!k!]s−1

j−1∑
k=1
Cc Rrc
|cr | R
j−k
c R
k
1C1
[
2 j+r−kr!( j − k)!k!]s−1

j−1∑
k=1
Cc Rrc
|cr | R
j−k
c R
k
1C1
[
2 j+r−kr!]s−1 j!s−1
=
j−1∑
k=1
2Cc Rrc
|cr |
(
2rr!)s−1[2s−1Rc
R1
] j−k
× 1
2
C1R
j
1 j!s−1.
It suﬃces to verify that our choice of R1 implies that
j−1∑
k=1
2Cc Rrc
|cr |
(
2rr!)s−1[2s−1Rc
R1
] j−k
 1, ∀ j  2,
and for this it is enough that
2Cc Rrc
|cr |
(
2rr!)s−1[2s−1Rc
R1
] j
 2− j, ∀ j  1,
that is,
R j1 
(
2s Rc
) j 2Cc Rrc
|cr |
(
2rr!)s−1, ∀ j  1,
which is the same as
R1 
(
2s Rc
)
sup
j1
[
2Cc Rrc
|cr |
(
2rr!)s−1]1/ j .
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2Cc Rrc
|cr |
(
2rr!)s−1  Cc Rrc|cr | r!s−1  1.
Therefore the last expression for R1 becomes
R1  2s Rc
2Cc Rrc
|cr |
(
2rr!)s−1,
or
R1  2r(s−1)+s+1
Cc Rr+1c
|cr | r!
s−1.
This concludes the proof of the estimates (2.9) for u j,0.
Step 2. Estimates for u j,1.
Set
C2 = 4πC and R2 = max
{
R,2Rc2
r(s−1),2Rc2r(s−1) · 4πCc Rc
}
,
where C , R , Cc , and Rc have the same meaning as before.
We will prove that
|u j,1| C2R j2 j!s−1, ∀ j  0, provided s
r
r − 1 , (2.15)
where r  2 is the order of vanishing of the coeﬃcient a + ib at x = 0.
As a consequence, we will have, for any s 1,
|u j,1| C2R j2 j!s
′−1, ∀ j  0, where s′ .= max
{
s,
r
r − 1
}
. (2.16)
Recall the formula
u′j,1 = f j,1, j = 0,1, . . . , r − 1, (2.17)
and rewrite (2.7) as
u′j,1 = f j,1 −
j−1∑
k=r−1
( j − k)ck+1u j−k,1, j  r. (2.18)
We now use (2.3) when g1 = u′j,1 to obtain
u j,1(t) =
2π∫
0
t∫
t′
u′j,1(τ )dτ dt
′ (2.19)
from which it follows that ∣∣u j,1(t)∣∣ 2π sup{∣∣u′j,1(τ )∣∣, 0 τ  2π}
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|u j,1|∞  2π
∣∣u′j,1∣∣∞
which we write simply as
|u j,1| 2π
∣∣u′j,1∣∣. (2.20)
We obtain, from (2.20) and (2.17),
|u j,1| 2π | f j,1| 2πC R j j!s−1  C2R j2 j!s−1, j = 0,1, . . . , r − 1, (2.21)
since
C2  2πC and R2  R. (2.22)
We have, using (2.20) and (2.18),
|u j,1| 2π | f j,1| + 2π
j−1∑
k=r−1
|ck+1|( j − k)|u j−k,1|, j  r.
Now
2π | f j,1| 2πC R j j!s−1  12C2R
j
2 j!s−1, j  r,
since
C2  4πC and R2  R. (2.23)
We wish to prove (2.15). We proceed by induction and assume that j  r and that we have
|u,1| C2R!s−1,  = 0, . . . , j − 1. (2.24)
Our task is to prove this inequality when  = j. From what we have done so far it remains to prove
that
2π
j−1∑
k=r−1
|ck+1|( j − k)|u j−k,1| 12C2R
j
2 j!s−1.
We have
2π
j−1∑
k=r−1
|ck+1|( j − k)|u j−k,1| 2π
j−1∑
k=r−1
Cc R
k+1
c (k + 1)!s−1( j − k)C2R j−k2 ( j − k)!s−1
=
j−1∑
4πCc Rc
(
Rc
R2
)k
( j − k)
[
(k + 1)!( j − k)!
j!
]s−1
× 1
2
C2R
j
2 j!s−1.k=r−1
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j−1∑
k=r−1
4πCc Rc
(
Rc
R2
)k
( j − k)
[
(k + 1)!( j − k)!
j!
]s−1
 1,
and for this to hold it is enough that
4πCc Rc
(
Rc
R2
)k
( j − k)
[
(k + 1)!( j − k)!
j!
]s−1
 2−k, k = r − 1, . . . , j − 1,
or
4πCc Rc
(
2Rc
R2
)k
( j − k)
[
(k + 1)!( j − k)!
j!
]s−1
 1, k = r − 1, . . . , j − 1.
At this point we will restrict the value of s to the case when s rr−1 . In this case we have s− 1
1/(r − 1), or (r − 1)(s − 1) 1, which implies
j − k ( j − k)(r−1)(s−1)
hence
( j − k)
[
(k + 1)!( j − k)!
j!
]s−1

[
(k + 1)!( j − k)!( j − k)r−1
j!
]s−1

[
(k + 1)!( j − k + r − 1)!
j!
]s−1

[
(k + 1) · · · (k − r + 2)]s−1[ (k − r + 1)!( j − k + r − 1)!
j!
]s−1
 2kr(s−1).
Therefore it is enough that R2 veriﬁes
4πCc Rc
(
2Rc
R2
2r(s−1)
)k
 1, k = r − 1, . . . , j − 1,
or
R2  [4πCc Rc]1/k
(
2Rc2
r(s−1)), k = r − 1, . . . , j − 1,
or
R2 
(
2Rc2
r(s−1))max{1,4πCc Rc},
which completes the proof of the estimates (2.15) for u j,1.
Step 3. Estimates for u(p)j , p  1.
We have proved that there exist constants C2, R2 such that
|u j | C2R j2 j!s−1, ∀ j  0. (2.25)
A.P. Bergamasco et al. / J. Differential Equations 246 (2009) 1673–1702 1683Set
C3 = 2C and R3 =max{1, R,2Rc,4C Rc}.
We claim that
∣∣u(p)j ∣∣ C3R j+p3 ( j + p)!sj! , ∀ j  0, ∀p  1. (2.26)
Recall the formula
u′j = f j, j = 0,1, . . . , r − 1, (2.27)
and rewrite (2.2) as
u′j = f j −
j∑
k=r
ck( j − k + 1)u j−k+1, j  r. (2.28)
If p  1, then we have
u(p)j = f (p−1)j , j = 0,1, . . . , r − 1, (2.29)
and
u(p)j = f (p−1)j −
j∑
k=r
ck( j − k + 1)u(p−1)j−k+1, j  r; (2.30)
hence
∣∣u(p)j ∣∣ ∣∣ f (p−1)j ∣∣+
j∑
k=r
|ck|( j − k + 1)
∣∣u(p−1)j−k+1∣∣, j  r. (2.31)
Moreover, from (2.10), we obtain
∣∣u(p)j ∣∣= ∣∣ f (p−1)j ∣∣ C R j+p−1 ( j + p − 1)!sj!  C3R j+p3 ( j + p)!
s
j! , j = 0,1, . . . , r − 1,
since C3  C and R3 max{1, R}.
We also have
∣∣ f (p−1)j ∣∣ 12C3R j+p3 ( j + p)!
s
j! , ∀ j,
since C3  2C and R3  R .
We proceed by induction. Assume that p  1 and that the inequality in (2.26) holds true for all
derivatives of u j up to order p − 1. Then
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k=r
|ck|( j − k + 1)
∣∣u(p−1)j−k+1∣∣
j∑
k=r
Cc R
k
ck!s−1( j − k + 1)C3R j−k+p3
( j − k + p)!s
( j − k + 1)!
=
j∑
k=r
2Cc
(
Rc
R3
)k j!
k!( j − k)!
[
k!( j − k + p)!
( j + p)!
]s
× 1
2
C3R
( j+p)
3
( j + p)!s
j! .
Now
j!
k!( j − k)!
[
k!( j − k + p)!
( j + p)!
]s

[
j!
k!( j − k)!
k!( j − k + p)!
( j + p)!
]s
 1.
It suﬃces to check that R3 veriﬁes
R3  2Rc(2Cc)1/k, for all k,
which is true since
R3  2Rc max{1,2Cc}.
Taking B = C3 and H = R3, the proof of the estimates (2.26) for u(p)j is complete.
Finally, we are ready to ﬁnish the proof of Proposition 2.2.
The proof follows as in [27, Theorem 2.1(a)(ii)], as we proceed to show.
Consider mj = hjs , s > 1, j ∈ Z+ , with h to be determined. We have
hjs
j
∑
k j
1
hks
= j
s
j
∑
k j
1
ks
 js−1
∞∫
j−1
1
ts
dt = js−1 1
s − 1
(
1
j − 1
)s−1
 2
s−1
s − 1 ,
which implies that
j
hjs
+
∑
k> j
1
hjs
 A j
hjs
, where A = 2
s−1
s − 1 + 1. (2.32)
The inequality (2.32) applied to the sequence
hjs, . . . ,hjs︸ ︷︷ ︸
j times
, h( j + 1)s, h( j + 2)s, . . .
yields ρ j ∈ C∞c [− Ahjs−1 , Ahjs−1 ] such that 0 ρ j  1, ρ
(q)
j (0) = δq,0 and
∣∣ρ(q)j ∣∣
{
2qhq jqs, 0 q j,
2qhq j js q!
s
j!s , j < q.
Now deﬁne
χ j(x) = ρ j(x) x
j
.
j!
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∣∣χ(q)j ∣∣ q!sj!s
(
Ae
h
) j[
h
(
2+ 1
A
)]q
.
Deﬁne
u(x, t) = u0(t) +
∑
j1
χ j(x) j!u j(t).
Since, by (2.8), | j!u(p)j | C3(2s R3) j+p j!s p!s we have, for α = (q, p),
∣∣u(α)(x, t)∣∣ ∣∣u(p)0 ∣∣+∑
j1
∣∣χ(q)j ∣∣∣∣ j!u(p)j ∣∣
 C3(2R3)p p!s +
∑
j1
q!s
j!s
(
Ae
h
) j[
h
(
2+ 1
A
)]q
C3(2R3)
j+p j!s p!s
= C3(2R3)p p!s + C3q!s p!s
[
h
(
2+ 1
A
)]q
(2R3)
p
∑
j1
(
Ae2R3
h
) j
.
Taking h = 4AeR3 in the deﬁnition of mj we obtain
∣∣u(α)(x, t)∣∣ C4R |α|4 α!s,
where C4 = 2C3 and R4 = max{h(2+ 1A ),2R3}. Hence, u ∈ Gs([−1,1] × S1).
Therefore, we obtain that Lu − f is a ﬂat function at x = 0 belonging to Gs([−δ, δ] × S1), for some
δ > 0. 
We will conclude this section by presenting an example in order to show that in general it is not
possible to improve the class Gσ in Proposition 2.2.
Example 2.3. Consider the vector ﬁeld
L = ∂/∂t − ixr∂/∂x,
where r  2. We claim that there exist functions f ∈ G1 near Σ satisfying the compatibility conditions
such that the existence of a function u ∈ Gs near Σ such that Lu − f is ﬂat at Σ implies that
s r/(r − 1).
We choose f (x, t) = ixr−1eit . Then f ∈ G1 and f clearly satisﬁes the compatibility conditions.
Assume that there exists a function u ∈ Gs as above. Set w .= uˆ1, where uˆ1(x) is the following partial
Fourier coeﬃcient of u:
uˆ1(x) = 1
2π
2π∫
0
u(x, t)e−it dt.
It follows that the following function must be ﬂat at x = 0:
w(x) − xrw ′(x) − xr−1.
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w j = ( − 1)!(r − 1)−1, if j = (r − 1) and  ∈ Z+,
whereas
w j = 0, otherwise.
The inequality
(kN)! kkNN!k
says that [
(r − 1)]! (r − 1)(r−1)!r−1;
hence
w(r−1) = ( − 1)!(r − 1)−1 = 1
(r − 1) !(r − 1)
  2
−
(r − 1)
[
(r − 1)]! 1r−1 .
From this it follows that if w ∈ Gs then s − 1 1/(r − 1), that is, s r/(r − 1).
3. Existence of Gevrey solutions: Solving for ﬂat right-hand sides
Let
L = ∂/∂t + (a(x) + ib(x))∂/∂x, a,b ∈ Gs((−, );R), s > 1, (3.1)
be a complex vector ﬁeld deﬁned on Ω = (−, ) × S1 and assume that (a + ib)(x) = xna0(x) +
ixmb0(x) where a0,b0 are Gs functions on (−, ) with 2m < 2n − 1 and b0(0) = 0.
Our goal in this section is to ﬁnd s′  1 such that the equation Lu = f has a solution u ∈
Gs
′
((−δ, δ) × S1), 0 < δ   , when f belongs to Gs(Ω) and is ﬂat at x = 0; this will be achieved
with s′ = 2s +max{r(s − 1), rr−1 }, where r is deﬁned by r = min{m,n} if a vanishes to ﬁnite order at
x = 0, and r =m if a is ﬂat at x = 0 (recall that a0(0) = 0 if a is not ﬂat at x = 0).
Theorem 3.1. Let L be as in (3.1) and let Σ = {0} × S1 . Assume that C(L) = Σ . Let s′ = 2s + max{r(s − 1),
r
r−1 } with r = min{m,n} if a vanishes to ﬁnite order at x = 0, and r =m if a is ﬂat at x = 0. Given f ∈ Gs(Ω),
ﬂat at Σ , there exists a solution, u ∈ Gs′ , to the equation Lu = f in a neighborhood of Σ .
Proof. Let f be a Gs function deﬁned on Ω , with f ﬂat at Σ . We will look for a solution, u ∈ Gs′ ,
to the equation Lu = f in a neighborhood of Σ . We write the partial Fourier series u(x, t) =∑
k∈Z uˆk(x)eikt and f (x, t) =
∑
k∈Z fˆk(x)eikt . We will use the fact that one has Lu(x, t) = f (x, t) if
and only if the sequence (uˆk) satisﬁes Lkuˆk(x) = fˆk(x), where Lkuˆk(x) = ikuˆk(x) + (a + ib)(x)(uˆk)′(x),
and, furthermore, the series
∑
k∈Z uˆk(x)eikt converges in the Gs
′
topology. It was proved in [5] that
there exists a sequence (uˆk) such that u(x, t) = ∑k∈Z uˆk(x)eikt deﬁnes a C∞ solution to the equa-
tion Lu(x, t) = f (x, t) in a neighborhood, say Ωδ , of Σ . Our goal is to prove that in fact the series
u(x, t) =∑k∈Z uˆk(x)eikt , found in [5], converges in the Gs′ topology. In order to verify that u ∈ Gs′ (Ω)
it suﬃces to prove that for each compact subset K ⊂ (−, ), there are positive constants C,h and λ
such that (see [19])
∣∣uˆ( j)k (x)∣∣ Ch j j!s′e−λ|k|1/s′ , ∀k ∈ Z, ∀ j ∈ N and ∀x ∈ K . (3.2)
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we consider the case k = 0. In Step 2 and Step 3 we consider the cases k > 0 and k < 0, respectively,
with x > 0. In Step 4 we conclude the proof.
Step 1. For k = 0 we must solve (a + ib) ddx uˆ0(x) = fˆ0(x). Since fˆ0 is ﬂat at x = 0 we have fˆ0a+ib ∈ C∞;
hence
uˆ0(x) =
x∫
0
fˆ0
a + ib (y)dy
is a C∞ solution to L0uˆ0(x) = fˆ0(x) in a neighborhood of x = 0. By Taylor’s formula
fˆ0
a + ib (x) =
1
(r − 1)!
1∫
0
(1− t)r−1g(r)0 (tx)dt,
where g0(x) = fˆ0(x)xn−ra0(x)+ixm−rb0(x) ∈ Gs(−, ) (recall that r = min{m,n} and note that ψ(x) =
xn−ra0(x) + ixm−rb0(x) = 0,∀x). Hence, if j  1,
∣∣uˆ( j)0 (x)∣∣=
∣∣∣∣ d j−1dx j−1
(
fˆ0
a + ib
)
(x)
∣∣∣∣
=
∣∣∣∣∣ 1(r − 1)!
1∫
0
(1− t)r−1g(r+ j−1)0 (tx)t j−1 dt
∣∣∣∣∣
 1
(r − 1)!
1∫
0
(1− t)r−1t j−1∣∣g(r+ j−1)0 (tx)∣∣dt
 Cg0 R
r+ j−1
g0
[
(r + j − 1)!]s  C1h j1 j!s.
The estimate |g( j)0 (x)| Cg0 R jg0 j!s holds true for each j ∈ N and for each x ∈ K , since g0 ∈ Gs((−, )).
Step 2. Assume that k > 0 and x ∈ [0, ). We have b = 0 for x ∈ (0, ), since C(L) = Σ ; we may
assume, without loss of generality, that b > 0 for x ∈ (0, ). Solving Lkuˆk(x) = fˆk(x) we ﬁnd for x > 0
and for each k > 0,
uˆk(x) =
x∫
0
e−ik(C(x)−C(y)) fˆk
a + ib (y)dy, where C(x) = −
η∫
x
1
a + ib (y)dy.
We will prove that, for each compact K ⊂ [0, ) there exist positive constants C2, h2 and λ such that
∣∣uˆ( j)k (x)∣∣ C2h j2 j!2s+r(s−1)e−λk1/s , ∀k ∈ Z+, ∀ j ∈ N and ∀x ∈ K . (3.3)
1688 A.P. Bergamasco et al. / J. Differential Equations 246 (2009) 1673–1702For each j ∈ N we may write
uˆ( j)k (x) =
d j
dx j
(
e−ikC(x)
) x∫
0
eikC(y)
(
fˆk
a + ib
)
(y)dy
+
∑
1 j
(
j

)
d j−
dx j−
(
e−ikC(x)
) d−1
dx−1
(
eikC(x)
(
fˆk
a + ib
)
(x)
)
. (3.4)
We will next estimate each term in this expression for uˆ( j)k (x). For this we will need several technical
lemmas.
Lemma 3.2. There exist positive constants M1 and R1 such that∣∣∣∣ ddx
(
1
a + ib
)
(x)
∣∣∣∣ M1R1!sx−(r+), ∀ ∈ N, ∀x ∈ (0, ]. (3.5)
Proof. We can write (
1
a + ib
)
(x) = x
−r
xn−ra0(x) + ixm−rb0(x) ,
where ψ(x) = xn−ra0(x) + ixm−rb0(x) = 0, ∀x and ψ ∈ Gs(−, ).
Leibnitz’ formula gives
d
dx
(
1
a + ib
)
(x) =
∑
0γ
(

γ
)
dγ
dxγ
(
x−r
) d−γ
dx−γ
ψ(x).
Since d
γ
dxγ (x
−r) = (−1)γ (r+γ−1)!
(r−1)! x
−(r+γ ) , it follows that
∣∣∣∣ ddx
(
1
a + ib
)
(x)
∣∣∣∣ ∑
0γ
(

γ
)∣∣∣∣ dγdxγ (x−r)
∣∣∣∣
∣∣∣∣ d−γdx−γ ψ(x)
∣∣∣∣

∑
0γ
(

γ
)
(r + γ − 1)!
(r − 1)! x
−(r+γ )Cψ R−γψ ( − γ )!s.
The desired result follows by using combinatorial inequalities, with M1 = 2r−1Cψ and R1 = 4Rψ . 
Lemma 3.3. There exist positive constants M2 and R2 such that∣∣∣∣ d jdx j (e−ikC(x))
∣∣∣∣ M2R j2 j!s k jxr j ∣∣e−ikC(x)∣∣, ∀ j ∈ N, ∀x ∈ (0, ]. (3.6)
Here we can take M2 = max{1,M1} and R2 >max{M1, R1}, where M1 and R1 are given in Lemma 3.2.
Proof. The proof is by induction. It is clear that (3.6) holds for j = 0. For j = 1 we have
d
dx
e−ikC(x) = −ik
(
1
a + ib
)
(x)e−ikC(x).
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∣∣∣∣ ddx (e−ikC(x))
∣∣∣∣ M1 kxr ∣∣e−ikC(x)∣∣.
For j = 2 we have
d2
dx2
(
e−ikC(x)
)= −ik{ d
dx
(
1
a + ib
)
(x) − ik
(
1
a + ib
)2
(x)
}
e−ikC(x),
hence
∣∣∣∣ d2dx2 (e−ikC(x))
∣∣∣∣ k{M1R11!sx−(r+1) + kM21x−2r}∣∣e−ikC(x)∣∣
 2M21R11!sk2x−2r
∣∣e−ikC(x)∣∣ M2R222!s k2x2r ∣∣e−ikC(x)∣∣.
In general,
d j+1
dx j+1
(
e−ikC(x)
)= −ik ∑
0 j
(
j

)
d j−
dx j−
(
e−ikC(x)
) d
dx
(
1
a + ib
)
(x).
Assume that (3.6) is satisﬁed for j. It follows from (3.5) and the induction hypothesis that
∣∣∣∣ d j+1dx j+1 (e−ikC(x))
∣∣∣∣ k ∑
0 j
(
j

)
M2R
j−
2 ( j − )!s
k j−
xr( j−)
∣∣e−ikC(x)∣∣M1R1!sx−(r+)
 k
∑
0 j
j!
( j − )!!M1M2R
j
2( j − )!s!s
k j
xr( j+1)
∣∣e−ikC(x)∣∣

∑
0 j
j!M1M2R j2 j!s−1
k j+1
xr( j+1)
∣∣e−ikC(x)∣∣
 M2( j + 1)R j+12 j!s
k j+1
xr( j+1)
∣∣e−ikC(x)∣∣
 M2R j+12 ( j + 1)!s
k j+1
xr( j+1)
∣∣e−ikC(x)∣∣.
This completes the proof. 
Lemma 3.4. For each compact K ⊂ [0, ) there exist positive constants M3 , R3 and μ such that
∣∣∣∣∣ d
j
dx j
(
e−ikC(x)
) x∫
0
eikC(y)
fˆk
a + ib (y)dy
∣∣∣∣∣ M3R j3 j!s+r(s−1)e−μk1/sk j, (3.7)
for all j ∈ N and for all x ∈ K .
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∣∣∣∣∣ d
j
dx j
(
e−ikC(x)
) x∫
0
eikC(y)
(
fˆk
a + ib
)
(y)dy
∣∣∣∣∣ M2R j2 j!s k
j
xr j
∣∣e−ikC(x)∣∣ x∫
0
∣∣∣∣eikC(y)
(
fˆk
a + ib
)
(y)
∣∣∣∣dy
 M2R j2 j!sk j
x∫
0
∣∣e−ik[C(x)−C(y)]∣∣∣∣∣∣ fˆk(y)yrj(a + ib)(y)
∣∣∣∣dy; (3.8)
the second inequality follows from the fact that y  x. Since b 0 we have
∣∣e−ik[C(x)−C(y)]∣∣ e−k ∫ xy ba2+b2 (s)ds  1. (3.9)
Taylor’s formula yields
fˆk(y)
yrj(a + ib)(y) =
1
(r( j + 1) − 1)!
1∫
0
(1− t)r( j+1)−1g(r( j+1))k (tx)dt, (3.10)
where gk(y) = fˆk(y)yn−ra0(y)+ym−rb0(y) ∈ Gs(−, ) (recall that r = min{m,n}). Moreover, gk is the kth
Fourier coeﬃcient of a Gevrey function, hence there are positive constants Cg , Rg and μ such that
∣∣g( j)k (y)∣∣ Cg R jg j!se−μ|k|1/s , ∀k ∈ Z, j ∈ N and y ∈ K . (3.11)
Now use (3.8)–(3.11) to obtain
∣∣∣∣∣ d
j
dx j
(
e−ikC(x)
) x∫
0
eikC(y)
fˆk
a + ib (y)dy
∣∣∣∣∣ M2R j2 j!sk jCg Rr( j+1)g (r( j + 1))!
s
(r( j + 1) − 1)! e
−μk1/s .
The desired result follows by using the combinatorial inequalities
(
r( j + 1))!s  2sr( j+1)(r j)!sr!s, (r j)! [2 r2+r−22 ] j j!r
and
1
(r( j + 1) − 1)! 
1
(r j)! ,
for r  2, where M3 = M2Cgr!s(2s R g)r and R3 = R22s(r2+3r−2)/2Rrg . 
Lemma 3.5. For each compact subset K ⊂ [0, ) there exist positive constants M4 , R4 and μ such that
∣∣∣∣ ∑
1 j
(
j

)
d j−
dx j−
(
e−ikC(x)
) d−1
dx−1
(
eikC(x)
fˆk
a + ib (x)
)∣∣∣∣
 M4R j4 j!s+r(s−1)e−μk
1/s
k j, ∀ j ∈ N, ∀x ∈ K . (3.12)
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fˆk
a + ib (x) =
xN
(N + r − 1)!
1∫
0
(1− t)N+r−1g(N+r)k (tx)dt.
Leibnitz’ formula gives
dq
dxq
(
xN g(N+r)k (tx)
)= ∑
0γq
(
q
γ
)
dγ
dxγ
(
xN
) dq−γ
dxq−γ
(
g(N+r)k (tx)
)
.
Since d
γ
dxγ (x
N ) = N!
(N−γ )! x
N−γ , it follows from (3.11) that
∣∣∣∣ dqdxq
(
fˆk
a + ib
)
(x)
∣∣∣∣ ∑
0γq
(
q
γ
)
N!
(N − γ )!(N + r − 1)! x
N−γ Cg RN+r+q−γg (N + r + q − γ )!se−μk1/s .
By using the combinatorial inequalities
(N + r + q − γ )!s  2s(N+r+q−γ )(N − γ )!s(r + q)!s,
(r + q)! 2r+qr!q! and 1
(N + r − 1)! 
1
N!
we obtain ∣∣∣∣ dqdxq
(
fˆk
a + ib
)
(x)
∣∣∣∣ (2rr!)sCg2(s+1)q(2s R g)N+r+qN!s−1q!sxN−qe−μk1/s . (3.13)
Use Leibnitz’ formula again to obtain
d−1
dx−1
(
eikC(x)
fˆk
a + ib (x)
)
=
∑
0q−1
(
 − 1
q
)
d−1−q
dx−1−q
(
eikC(x)
) dq
dxq
(
fˆk
a + ib
)
(x).
It then follows from (3.6) and (3.13) that
∣∣∣∣ d−1dx−1
(
eikC(x)
fˆk
a + ib (x)
)∣∣∣∣ ∑
0q−1
(
 − 1
q
)
M2R
−1−q
2 ( − 1− q)!s
· k
−1−q
xr(−1−q)
∣∣eikC(x)∣∣(2rr!)sCg2(s+1)q(2s R g)N+r+qN!s−1q!sxN−qe−μk1/s
 M5RN++r−15 k
−1xN−r(−1)
∣∣eikC(x)∣∣N!s−1( − 1)!se−μk1/s , (3.14)
where M5 = M2(2rr!)sCg and R5 = 2max{R2,22s+1Rg}. Now (3.6) and (3.14) imply
∣∣∣∣ ∑
1 j
(
j

)
d j−
dx j−
(
e−ikC(x)
) d−1
dx−1
(
eikC(x)
(
fˆk
a + ib
)
(x)
)∣∣∣∣

∑
1 j
(
j

)
M2R
j−
2 ( j − )!s
k j−
xr( j−)
∣∣e−ikC(x)∣∣
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+r−15 k−1xN−r(−1)N!s−1( − 1)!se−μk
1/s ∣∣eikC(x)∣∣

∑
1 j
(
j

)
M2R5R
N+ j+r−1
5 k
j−1xN−r j+rN!s−1 j!se−μk1/s
 M2M52 j R(r+1) j5 k
j(r( j − 1))!s−1 j!se−μk1/s .
In the last estimate we set N = r( j − 1), and we obtain (3.12) using the combinatorial inequalities
with M4 = M2M5 and R4 = 2 (s−1)(r
2+r−2)+2
2 Rr+15 . 
Finally, we are ready to prove the estimate (3.3). It follows from the technical lemmas above that
uˆk(x), for each k ∈ Z+ , satisﬁes
∣∣uˆ( j)k (x)∣∣ M6R j6k j j!s+r(s−1)e−μk1/s , ∀ j ∈ N and x ∈ K ⊂ [0, ),
where M6 = max{M3,M4} and R6 = max{R3, R4}. Since eβk1/s = ∑∞j=0 1j! (βk1/s) j we obtain k j 
j!s( 1
βs
) jesβk
1/s
, ∀β > 0. By requiring 0 < sβ < μ, we obtain (3.3) with λ = μ − sβ , C2 = M6 and
h2 = R6/βs .
Step 3. Assume that k < 0 and x ∈ [0, ). For x > 0 and for each k < 0 we ﬁnd
uˆk(x) = −
η∫
x
e−ik(C(x)−C(y)) fˆk
a + ib (y)dy, where C(x) = −
η∫
x
1
a + ib (y)dy.
We will prove that for every compact subset K ⊂ [0, ) there exist positive constants C3, h3 and λ
such that ∣∣uˆ( j)k (x)∣∣ C3h j3 j!2s+max{r(s−1), rr−1 }e−λ|k|1/s , (3.15)
for all k ∈ Z− , all j ∈ N and all x ∈ K .
We may write
uˆ( j)k (x) = −
d j
dx j
(
e−ikC(x)
) η∫
x
eikC(y)
(
fˆk
a + ib
)
(y)dy
+
∑
1 j
(
j

)
d j−
dx j−
(
e−ikC(x)
) d−1
dx−1
(
eikC(x)
(
fˆk
a + ib
)
(x)
)
. (3.16)
We only need to estimate the ﬁrst term of (3.16), because the second term was already estimated in
Lemma 3.5.
For 0 < x < η2 we have
∣∣∣∣∣ d
j
dx j
(
e−ikC(x)
) η∫
x
eikC(y)
fˆk
a + ib (y)dy
∣∣∣∣∣

∣∣∣∣ d jdx j (e−ikC(x))
∣∣∣∣
η∫ ∣∣eikC(y)∣∣∣∣∣∣ fˆka + ib
∣∣∣∣(y)dy
x
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∣∣∣∣ d jdx j (e−ikC(x))
∣∣∣∣
2x∫
x
∣∣eikC(y)∣∣∣∣∣∣ fˆka + ib
∣∣∣∣(y)dy +
∣∣∣∣ d jdx j (e−ikC(x))
∣∣∣∣
η∫
2x
∣∣eikC(y)∣∣∣∣∣∣ fˆka + ib
∣∣∣∣(y)dy.
Inequality (3.6) and the fact that y  2x imply
∣∣∣∣ d jdx j (e−ikC(x))
∣∣∣∣
2x∫
x
∣∣eikC(y)∣∣∣∣∣∣ fˆka + ib
∣∣∣∣(y)dy  M2R j2 j!s |k| jxr j ∣∣e−ikC(x)∣∣
2x∫
x
∣∣eikC(y)∣∣∣∣∣∣ fˆka + ib
∣∣∣∣(y)dy
 M2R j2 j!s|k| j
2x∫
x
∣∣e−ik[C(x)−C(y)]∣∣∣∣∣∣ 2r j fˆk(y)yrj(a + ib)(y)
∣∣∣∣dy
 M7R j7( j!)s+r(s−1)e−μ|k|
1/s |k| j . (3.17)
The last inequality is obtained as in Lemma 3.4. We can take M7 = M2Cg(2Rg)r and R7 =
R22
(s−1)(r2+r−2)
2 (2Rg)r .
On the other hand,
∣∣∣∣ d jdx j (e−ikC(x))
∣∣∣∣
η∫
2x
∣∣eikC(y)∣∣∣∣∣∣ fˆka + ib
∣∣∣∣(y)dy  M2R j2 j!s |k| jxr j
η∫
2x
∣∣e−ik[C(x)−C(y)]∣∣∣∣∣∣ fˆka + ib
∣∣∣∣(y)dy
 M2R j2 j!s
|k| j
xr j
η∫
2x
e
k
∫ y
x
b
a2+b2 (s)ds
∣∣∣∣ fˆka + ib
∣∣∣∣(y)dy. (3.18)
Note that b
a2+b2 (x) = x
mb0
x2na20+x2mb20
(x). Since 2m < 2n−1 we have b
a2+b2 (x) = x−r · g(x), with r  2,
where g ∈ C0 satisﬁes α  g(x) β , ∀x, for some α,β > 0. Therefore we have, when y  2x,
y∫
x
b
a2 + b2 (ξ)dξ  α
y∫
x
1
ξ r
dξ = − α
(r − 1)ξ r−1
∣∣∣y
x
 α(2
r−1 − 1)
2r−1(r − 1) ·
1
xr−1
,
hence
∣∣∣∣ d jdx j (e−ikC(x))
∣∣∣∣
η∫
2x
∣∣eikC(y)∣∣∣∣∣∣ fˆka + ib
∣∣∣∣(y)dy  M2R j2 j!s |k| jxr j exp
(
kα(2r−1 − 1)
2r−1(r − 1) ·
1
xr−1
) η∫
2x
∣∣∣∣ fˆka + ib
∣∣∣∣(y)dy
 M2R j2 j!s
|k| j
xr j
exp
(
kα(2r−1 − 1)
2r−1(r − 1) ·
1
xr−1
)
Me−μ|k|1/s ,
for some constant M . It is well known that the function
ϕk(x) =
{
exp( kα(2
r−1−1)
2r−1(r−1) · 1xr−1 ), x > 0,
0, x 0,
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r
r−1 (−, ) and is ﬂat at x = 0. Consider the series φ(z) =∑k0 zk , which has radius of
convergence equal to 1; in particular, φ is holomorphic in the disc D(0;1) ⊂ C. It follows that the
function
v(x, t)
.= φ(ϕ−1(x)eit)=∑
k0
ϕ−k(x)eikt
belongs to G
r
r−1 (Ω) hence, for each compact K ⊂ (−, ), there are positive constants Cv and Rv
such that
∣∣ϕ( j)k (x)∣∣ Cv R jv j! rr−1 , ∀k ∈ Z−, j ∈ N and x ∈ K .
By Taylor’s formula, we have
ϕk(x)
xrj
= 1
(r j − 1)!
1∫
0
(1− t)r j−1ϕ(r j)k (tx)dt,
hence
∣∣∣∣ϕk(x)xrj
∣∣∣∣ Cv R jv(r j − 1)! (r j)! rr−1  Cv R jv(r j)! 1r−1 .
Now the combinatorial inequality (r j)! [2 r2+r−22 ] j j!r implies that
∣∣∣∣ d jdx j (e−ikC(x))
∣∣∣∣
η∫
2x
∣∣eikC(y)∣∣∣∣∣∣ fˆka + ib
∣∣∣∣(y)dy  M8R j8 j!s+ rr−1 e−μ|k|1/s |k| j, (3.19)
where M8 = M2CvM and R8 = R2Rv2
r2+r−2
2(r−1) . The estimate (3.15) is now a consequence of Lemma 3.5,
estimates (3.17) and (3.19), with C3 =max{M4,M7,M8}, h3 =max{R4, R7, R8}/βs and λ = μ − sβ .
Step 4. If we take
C = max{C1,C2,C3} and h =max{h1,h2,h3},
where C j and h j are given in Step j, we obtain that (3.2) holds for each compact set K ⊂ [0, ).
In an analogous way, we obtain similar estimates in the region (−,0]. The proof of Theorem 3.1 is
complete. 
Remark 3.6. Since r  2 and s > 1, we have
max
{
r(s − 1), r
r − 1
}
=
{
r(s − 1), if s > rr−1 ,
r
r−1 , if s
r
r−1 .
We now state the main result of this section:
Theorem 3.7. Let
L = ∂/∂t + (a(x) + ib(x))∂/∂x, a,b ∈ Gs((−, );R), s 1,
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where a0,b0 are Gs functions on (−, ) with m,n  1 and b0(0) = 0. Let Σ = {0} × S1 . Assume that
C(L) = Σ and 2 m < 2n − 1. Let σ .= max{s, rr−1 }, where r = min{m,n} if a vanishes to ﬁnite order at
x = 0, and r =m if a is ﬂat at Σ (here a0(0) = 0 if a is not ﬂat at x = 0, and n >m if a is ﬂat at x = 0). Given
f ∈ Gs(Ω), satisfying
2π∫
0
∂( j) f
∂x j
(0, t)dt = 0, j = 0, . . . , r − 1,
there exists u ∈ G2σ+r(σ−1) solution of the equation Lu = f in a neighborhood of Σ .
The proof of theorem above follows from Proposition 2.2 and Theorem 3.1. Indeed, given
f ∈ Gs(Ω), satisfying the compatibility conditions, Proposition 2.2 yields functions u and g belong-
ing to Gσ (Ωδ), for some 0 < δ   , with g ﬂat at Σ , so that Lu − f = g on Ωδ . Hence, applying
Theorem 3.1 to this g we have the result.
Our main interest in this paper is on solutions of the non-homogeneous equations Lu = f ; on the
other hand, the next two examples shed some light on the kernel of L.
Example 3.8. Consider the homogeneous equation Lu = 0, with L given by
L = ∂/∂t + (a(x) + ib(x))∂/∂x, b ≡ 0,
where (a + ib)(x) = xna0(x) + ixmb0(x) with a0,b0 ∈ Gs(−, ), s  1, 2 m < 2n − 1 and b0(0) = 0.
Assume that b(x) > 0 if x = 0 and that r is even. Simple calculations show that the general solution
to the homogeneous equation Lkuˆk = 0, for x > 0 and for each k = 0, is given by
uˆk(x) = uˆk(η)eik
∫ η
x
1
a+ib (y)dy = uˆk(η)e−ikC(x).
For each k > 0, there is a unique continuous solution deﬁned on (−, ), namely, the trivial solution
uk ≡ 0. Now we will prove that
u(x, t) =
{∑
k<0 e
−ikC(x)eikt, x > 0,
0, x 0,
(3.20)
belongs to Gs+
r
r−1 (Ω) and is a non-trivial smooth solution of the homogeneous equation. Indeed, by
(3.6) there exist constants C , R > 0 such that
∣∣∣∣ d jdx j eiC(x)
∣∣∣∣ C R j j!s 1xrj ∣∣eiC(x)∣∣, ∀ j ∈ N, ∀x ∈ (0, ]. (3.21)
As in Step 3 we obtain
∣∣eiC(x)∣∣= ∣∣ei ∫ xη aa2+b2 (y)dye∫ xη ba2+b2 (y)dy∣∣ Me −αr−1 ( 1xr−1 − 1ηr−1 ).
It is well known that the function ϕ , deﬁned by ϕ(x) = e
−α
r−1 (
1
xr−1 −
1
ηr−1 ) , if x > 0, and by ϕ(x) = 0, if
x 0, belongs to G
r
r−1 and is ﬂat at x = 0. By Taylor’s formula, for every compact K ⊂ (−, ) there
exist positive constants Cϕ , Rϕ such that
1
r j
∣∣eiC(x)∣∣ Cϕ R jϕ j! rr−1 , ∀x ∈ K ,
x
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∣∣∣∣ d jdx j eiC(x)
∣∣∣∣ CCϕ max{R, Rϕ} j j!s+ rr−1 , ∀ j ∈ N, ∀x ∈ K .
This shows that the function eiC(x) belongs to Gs+
r
r−1 (−, ). Now consider the holomorphic function
φ(z) =∑k0 zk , with |z| < 1. It is clear that the function u deﬁned by
u(x, t) = φ(eiC(x)−it)=∑
k>0
eikC(x)e−ikt, x > 0,
and u(x, t) = 0, x  0, belongs to Gs+ rr−1 (Ω), and is a non-trivial smooth solution to the homoge-
neous equation Lu = 0.
Similarly
v(x, t) =
{
0, x 0,∑
k>0 e
−ikC(x)eikt, x < 0,
belongs to Gs+
r
r−1 (Ω), and is a non-trivial smooth solution to the homogeneous equation Lu = 0.
In fact, it follows that the kernel of L in Gs+
r
r−1 (Ω) is the closed subspace of G
s+ rr−1 (Ω) spanned
by the functions {hk(x, t), k ∈ Z}, where for k < 0, hk(x, t) = e−ikC(x)eikt , if x > 0, and hk(x, t) = 0, if
x 0; for k > 0, hk(x, t) = e−ikC(x)eikt , if x < 0, and hk(x, t) = 0, if x 0, and h0(x, t) ≡ h0 ∈ C.
In the next example we consider the case of analytic coeﬃcients. In fact we take a(x) ≡ 0 and
b(x) = xrb0(x) with b0 a real analytic function. In this case, by Example 3.8 there exists a non-trivial
solution u(x, t) in G1+
r
r−1 . Using Cauchy’s formula we will prove that the solution given in (3.20) is
in fact in G
r
r−1 (Ω).
Example 3.9. In the notation of Example 3.8, assume that a(x) + ib(x) = xrb0(x), with b0 ∈ G1(−, ).
We will prove that
u(x, t) =
{∑
k<0 e
−ikC(x)eikt, x > 0,
0, x 0,
belongs to G
r
r−1 (−, ), and is a non-trivial smooth solution of the homogeneous equation. Indeed, as
in Example 3.8 it is suﬃcient to prove that the function
ψ(x) =
{
eiC(x), x > 0,
0, x 0,
belongs to G
r
r−1 (−, ). Since C(x) is analytic for x > 0, by Cauchy’s formula
d j
dx j
eiC(x) = j!
2π i
∫
γρ(x)
eiC(z)
(z − x) j+1 dz,
where γρ(x) = x(1+ρeiθ ), 0 θ < 2π and ρ = ρ(r,α,β) ∈ (0,1/2) (to be chosen later) with 0< α 
‖b0‖∞  β, for some complex neighborhood of x = 0. For x > 0 we have that∣∣∣∣ d jdx j eiC(x)
∣∣∣∣ j!(xρ) j supγρ(x)
∣∣eiC(z)∣∣.
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iC(z) = −
η∫
z
1
wrb0(w)
dw
=
θ∫
0
ixρeiσ
xr(1+ ρeiσ )rb0(x(1+ ρeiσ )) dσ −
η∫
x(1+ρ)
1
yrb0(y)
dy.
It is clear that
−
η∫
x(1+ρ)
1
yrb0(y)
dy − 1
β
η∫
x(1+ρ)
1
yr
dy = −1
β(r − 1)
(
1
xr−1(1+ ρ)r−1 −
1
ηr−1
)
.
On the other hand
Re
{ θ∫
0
ixρeiσ
xr(1+ ρeiσ )rb0(x(1+ ρeiσ )) dσ
}

∣∣∣∣∣
θ∫
0
ixρeiσ
xr(1+ ρeiσ )rb0(x(1+ ρeiσ )) dσ
∣∣∣∣∣
 1
xr−1
θ∫
0
ρ
|1+ ρeiσ |r |b0(x(1+ ρeiσ ))| dσ
 1
αxr−1
θ∫
0
ρ
|1+ ρeiσ |r dσ 
2r+1πρ
αxr−1
.
Now taking ρ such that ρ(1+ ρ)r−1 < α
2r+2β(r−1)π we obtain
∣∣∣∣ d jdx j eiC(x)
∣∣∣∣ j!(xρ) j supγρ(x)
∣∣eiC(z)∣∣ j!
(xρ) j
e
−1
2β(r−1) (
1
xr−1(1+ρ)r−1 −
2
ηr−1 ).
It is well known that the function ϕ , deﬁned by ϕ(x) = e
−1
2β(r−1) (
1
xr−1(1+ρ)r−1 −
2
ηr−1 ) , if x > 0, and by
ϕ(x) = 0, if x  0, belongs to G rr−1 and is ﬂat at x = 0. By Taylor’s formula, for every compact
K ⊂ (−, ) there exist positive constants C , h such that
j!
(xρ) j
e
−1
2β(r−1) (
1
xr−1(1+ρ)r−1 −
2
ηr−1 )  Ch j j! rr−1 , ∀x ∈ K .
This shows that the function ψ belongs to G
r
r−1 (−, ).
4. Nonexistence of Gevrey solutions
Let
L = ∂/∂t + (a(x) + ib(x))∂/∂x, a,b ∈ Gs((−, );R), s > 1,
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ixmb0(x) where a0,b0 are Gs functions on (−, ) and m,n  1. Assume that Σ = {0} × S1 is the
characteristic set of L and a0(0) = 0.
In this section we will prove that if m > 2n− 1 then, given s′  1, there exists f ∈ Gs(Ω), satisfy-
ing
2π∫
0
∂( j) f
∂x j
(0, t)dt = 0, j = 0, . . . ,n − 1, (4.1)
such that there is no Gs
′
solution to the equation Lu = f in any neighborhood of Σ .
Theorem 4.1. Let
L = ∂/∂t + (a(x) + ib(x))∂/∂x, a,b ∈ Gs((−, );R), s > 1, (4.2)
be a complex vector ﬁeld deﬁned on Ω = (−, ) × S1 and assume that (a + ib)(x) = xna0(x) + ixmb0(x)
where a0,b0 are Gs functions on (−, ), a0(0) = 0 and m > 2n − 1. Assume that Σ = {0} × S1 is the
characteristic set of L. Then, given s′ > 1, there exists f ∈ Gs(Ω), satisfying (4.1), such that the equation
Lu = f does not have any Gs′ solution u, in any neighborhood of Σ .
Proof. We argue by contradiction. Let s′ > 1 be given, and suppose that for each f ∈ Gs(Ω), satisfy-
ing (4.1), there exists a Gs
′
solution u to the equation Lu = f in a neighborhood of Σ .
Let F be the vector space spanned by the distributions 1t ⊗ δ( j)x , j = 0, . . . ,n − 1, and let F ◦ denote
the annihilator of F .
The contradiction hypothesis means that
L
(
Gs
′
(Σ)
)⊃ Gs(Ω) ∩ F ◦,
that is, given f ∈ Gs(Ω) ∩ F ◦ there exists u ∈ Gs′ (V ) such that Lu = f on V , where Σ ⊂ V ⊂ Ω .
Equivalently, we may write
(†) given 0 < η <  and given f ∈ Gs([−η,η] × S1) ∩ F ◦ , there exists u ∈ Gs′ ([−δ, δ] × S1), for some
0 < δ  η, solution of the equation Lu = f in (−δ, δ) × S1.
Given s > 1 and h > 0 we will denote by Gs,h([−η,η]× S1) the set of all functions f ∈ Gs([−η,η]×
S1) such that
∣∣ fˆ ( j)k (x)∣∣ Ch j j!se−λ|k|1/s , ∀ j ∈ N, ∀k ∈ Z, ∀x ∈ [−η,η],
for some C, δ > 0. We have that Gs,h([−η,η] × S1) is a Banach space and, moreover, we may write
Gs
([−η,η] × S1)= ⋃
j1
Gs,h j
([−η,η] × S1)
and
Gs
′([−η,η] × S1)= ⋃
j1
Gs
′,h j ([−η,η] × S1),
where h j is an increasing sequence of positive real numbers with h j → ∞ (see [28]). Hence, we may
write (†) in the following particular way:
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u ∈ Gs′,h j ([−δ, δ] × S1), for some j and for some 0 < δ  η, such that Lu = f on (−δ, δ) × S1.
Take 0 < δ  η, with δ1 = η and δ ↓ 0; in particular, [−η,η] = ⋃1[−δ, δ]. Let U =
(−δ, δ) × S1. Deﬁne
G j, =
{
( f ,u) ∈ (Gs,h([−η,η] × S1)∩ F ◦)× Gs′,h j (U ); Lu = f on U},
and let
π j, : G j, → Gs,h
([−η,η] × S1)∩ F ◦,
( f ,u) → f
be the projection on the ﬁrst factor.
By (‡) we have
Gs,h
([−η,η] × S1)∩ F ◦ = ⋃
j,1
π j,(G j,).
Since Gs,h([−η,η] × S1) ∩ F ◦ and G j, are Banach spaces, it follows from Baire’s theorem and the
open mapping theorem that there exist j0, 0 ∈ R+ such that Gs,h([−η,η] × S1)∩ F ◦ = π j0,0(G j0,0),
that is,
L
(
Gs
′,h j0 (U 0)
)⊃ Gs,h([−η,η] × S1)∩ F ◦. (4.3)
Since C(L) = Σ we have b(x) = 0, for all x = 0. Hence b keeps its sign in the region −δ0 < x < 0;
similarly, b does not change sign in the region 0 < x < δ0 . We may assume, without loss of generality,
that b(x) > 0 if −δ0 < x < 0.
Take x0 ∈ (−δ0 ,0) and consider M .=
∫ x0
2
x0
b
a2+b2 dx > 0.
Deﬁne H(z) =∑k0 e−kM zk; then H is a holomorphic function on the disc D(0; eM) ⊂ C.
It is clear that the function ψ deﬁned by ψ(x, t) = e−i
∫ x
x0
a
a2+b2 (y)dyeit belongs to Gs([−δ0 , x016 ]× S1)
and we have |ψ(x, t)| = 1 < eM . Therefore the function g deﬁned by
g(x, t)
.= H ◦ ψ(x, t) = H(e−i ∫ xx0 aa2+b2 (y)dyeit)=∑
k0
e−kMe−ik
∫ x
x0
a
a2+b2 (y)dyeikt
belongs to Gs([−δ0 , x0/16] × S1); hence there are constants C > 0, R > 0 and λ > 0 such that
∣∣(e−kMe−ik ∫ xx0 aa2+b2 (y)dy)( j)∣∣ RC j j!se−λk 1s ,
for all j ∈ N, for all k ∈ Z+ and for all x ∈ [−δ0 , x0/16].
Deﬁne
f (x, t) =
∑
k0
ρ(x)e−kMe−ik
∫ x
x0
a
a2+b2 (y)dyeikt,
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ρ(x) =
{
−(a + ib)(x)e−(x0/8−x)
−1
s−1
, x < x08 ,
0, x x08 .
Since ρ ∈ Gs([−δ0 , δ0 ]) and is ﬂat at x = x0/8, we reach the conclusion that f ∈ Gs,R1 ([−δ0 , δ0 ]×
S1), for some R1 > 0; we have fˆk(x) ≡ 0 if k < 0, and
fˆk(x) = ρ(x)e−kMe−ik
∫ x
x0
a
a2+b2 (y)dy
if k 0.
Take h = R1 in (‡). We will show that there is no u ∈ Gs′ (U 0) solving Lu = f in (−δ0 , δ0 ) × S1.
If there existed u(x, t) such that Lu(x, t) = f (x, t) for x < 0 then we would have Lkuˆk(x) = fˆk(x),
where Lkuˆk(x) = ikuˆk(x) + (a + ib)(x)(uˆk)′(x), and, for each k, uˆk(x) = vk(x) + hk(x), with hk being a
solution to the homogeneous equation Lkhk = 0 and vk a solution to the non-homogeneous equation
Lkvk(x) = fˆk(x).
For each k  0, we will now exhibit a solution, vk , to Lkvk(x) = fˆk(x); we deﬁne vk(x) ≡ 0 if
x x0/8, and
vk(x) = −
x0
8∫
x
e−ik(C(x)−C(y)) fˆk
a + ib (y)dy, where C(x) =
x∫
−δ0
1
a + ib (y)dy,
if x < x0/8. It is clear that each vk is smooth in a neighborhood of [−δ0 , δ0 ]. We may write
vk(x0) =
x0
8∫
x0
e−kMe−(x0/8−x)
−1
s−1
e
k
∫ y
x0
b
a2+b2 (ξ)dξ dy.
Note that one has
∫ y1
x0
b
a2+b2 (ξ)dξ 
∫ y2
x0
b
a2+b2 (ξ)dξ provided y1  y2 and y1, y2 ∈ (x0,0), since
b
a2+b2 (x) > 0, for all x ∈ (x0,0). Thus if k > 0 we obtain
vk(x0)
x0
8∫
x0
2
e−kMe−(x0/8−x)
−1
s−1
e
k
∫ y
x0
b
a2+b2 (ξ)dξ dy

x0
8∫
x0
2
e−kMe−(x0/8−x)
−1
s−1
e
k
∫ x02
x0
b
a2+b2 (ξ)dξ dy
=
x0
8∫
x0
2
e−(x0/8−x)
−1
s−1
dy = M ′;
hence (vk(x0)) cannot be the sequence of Fourier coeﬃcients of any smooth periodic function.
Simple calculations show that the general solution to the homogeneous equation Lkhk(x) = 0, for
x < 0 and for each k = 0, is given by
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0 )e
−ik ∫ x−δ0 1a+ib (y)dy
= hk(−δ0 )e
−ik ∫ x−δ0 aa2+b2 (y)dye−k
∫ x
−δ0
b
a2+b2 (y)dy .
We claim that if hk(−δ0 ) = 0 then the function hk obtained above is not C∞ in any neighborhood of
x = 0. Indeed, if x < 0 then
h′k(x) =
−ikhk(−δ0 )
(a + ib)(x) e
−ik ∫ x−δ0 1a+ib (y)dy ⇒ ∣∣h′k(x)∣∣= k∣∣hk(−δ0 )∣∣e−k
∫ x
−δ0
b
a2+b2 (y)dy
∣∣∣∣ 1a + ib (x)
∣∣∣∣.
It follows from m > 2n − 1 that b/(a2 + b2) ∈ L1([−δ0 , δ0 ]); thus limx→0− |h′k(x)| = ∞, hence hk
cannot be extended to a C∞ function on (−δ0 , δ0 ). In particular, for each k > 0, uˆk(x) = vk(x) is
the only C∞ solution of the equation Lkuˆk(x) = fˆk(x). We reach the conclusion that (uˆk) cannot be
the sequence of Fourier coeﬃcients of any smooth periodic function. Therefore, from (4.3), we have a
contradiction. The proof is complete. 
Remark 4.2. By a simple modiﬁcation of proof above we can show that
L
(
C∞(Σ)
) ⊃ Gs(Σ) ∩ F ◦.
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