We investigate the passivity problem for delayed neural networks with norm-bounded parameter uncertainties. New delay-dependent conditions ensuring a nominal delayed neural networks to be passive are exploited with the aid of the Leibniz-Newton inequality. These conditions are much less conservative than previous criteria. Finally, one numerical example is presented to show the effectiveness of one proposed criterion.
Introduction
Delayed neural systems are often used to describe dynamic systems due to its practical importance and wide applications in many areas such as industry, biology, economics and so on. Such applications usually depends on the stability of equilibriums of the neural systems. Hence, it is of great importance to analyze the stability or instability of neural systems or networks. In recent years, many experts focus on the stability problem of neural networks [1] [2] [3] [4] [5] [6] .
It is well known that the passivity theory plays an important role in both electrical network and nonlinear control systems, provides an excellent tool to analyze the stability of systems [7] , and possesses potential applications in many areas [8] , system identification [9] , and so on. The passivity properties of dynamical neural networks have also received some attention [9] [10] [11] [12] [13] . Li et al [12] presented passivity criteria for neural networks with time delays using linear matrix inequalities (LMIs). However, the proposed conditions in [12] are only applicable for neural networks where the derivative of time-varying delay is less than one, and the delay-independent conditions are conservative when the delay is actually small.
In this paper, less conservative delay-dependent criteria for passivity of delayed neural systems with uncertainties are presented. These criteria expressed in LMIs are derived through a free-weighting matrix approach and Lyapunov theory. The proposed conditions are not only less conservative than those in [12] , but also suitable to neural networks without any assumption in the derivative of the time-varying delay.
Model Description and Preliminaries
Consider an uncertain neural network:
where y(ι) = (y 1 (ι), y 2 (ι), · · · , y n (ι)) ∈ R n denotes the state of neurons. C = diag(c 1 , c 2 , · · · , c n ) represents a diagonal matrix with positive entries; A = (a ij ) n×n denotes the weight matrix; B = (b ij ) n×n denotes the delayed weight matrix. α(ι) denotes the axonal signal transmission delay.
) is the neuron activation function and we denote w(ι) = g(y(ι)) to be the output of the network. ΔC(ι), ΔA(ι) and ΔB(ι) represent the parametric uncertainties but satisfy proper conditions to be given.
Through out of the paper, we denote N n := {1, 2 · · · , n} and I the identity matrix. And four assumptions are needed.
for x = 0, where k i > 0 are constants and denote
(A2 * ) the activation functions satisfy
(A3) The uncertainty matrices ΔC(ι), ΔA(ι) and ΔB(ι) satisfy
where H 1 , H 2 , H 3 , E are known real constant matrices. The uncertain matrix Θ(ι) satisfies
Definition 1 [12, 13] : If there exists a positive constant γ such that
for all ι p ≥ 0 and for all solutions of (1) with zero initial value, then the system (1) is a passive network. Lemma 1 [14] : Let A, D, E, Θ be real matrices with Θ satisfying Θ Θ ≤ I, and P be a positive definite matrix. Then we have the following:
(1) For any scalar > 0 such that I − EP E > 0,
Main Results
We shall first discuss the passivity of delayed neural network (1) without uncertainties, i.e., ΔC(ι) = ΔA(ι) = ΔB(ι) ≡ 0. The model reduces tȯ
Theorem 1: Suppose (A1) and (A2) are satisfied for system (8) . Given parametersα > 0 and η, the delayed neural network (8) is passive, if there exist positive definite matrices P = P > 0,
where
Proof: Consider the following Lyapunov-Krasovskii functional
ComputingV (ι) along with the system (8) giveṡ
Given any matrix N , it follows from the LeibnizNewton equality that
Applying the assumption 0 ≤ α(ι) ≤α, we obtain
(15) Substituting (12)- (15) into (11), it follows thaṫ
Note that
where Γ = [−C 0 A B I], and
Therefore, we derivė
By the well-known Schur complement, the inequality is equivalent to LMI (9) .
In view of the LMI (9), we havė
Over the time period 0 ∼ ι p , integrating (21) yields (6) holds. Therefore, the neural system (8) is a passive network.
Corollary 1: Suppose (A1) and (A2) are satisfied for system (8) . Given parametersα > 0 and η, the delayed neural network (8) is passive, if there exist positive definite matrices P = P > 0,
wherê
Corollary 2: Suppose (A1) and (A2 * ) are satisfied. Given parametersα > 0 and η, the delayed network (8) is passive, if there exist positive definite matrices P = P > 0,
Proof: Define a Lyapunov functional
y (r)Q 1 y(r)dr
f (y(r))Q 2 g(y(r))dr
Then, the desired result can be obtained by using the same techniques as those in the proof of Theorem 1.
Remark 1:
If the delay satisfies 0 ≤ α(ι) ≤α,α ≤ η < 1, the delayed neural network (1) reduces to a neural network studied in [12] . In this case, if set Q 1 = Z = 0, N = 0, 1 = 2 = 0, then Theorem 1 is equivalent to Theorem 1 in Ref. [12] . Therefore, the condition obtained in Theorem 1 is an extension of that in Ref. [12] and less conservative than that in Ref. [12] .
Remark 2:
Obviously, condition (A2) is more conservative than (A2 * ). In Ref. [12] , the activation functions g j were Lipschitz continuous and monotonically nondecreasing, while it is easy to obtain a passivity condition as in Corollary 1 when the activation functions g j could only satisfied Lipschitz continuous.
Next, we shall extend the above results to the uncertain case.
Theorem 2: Suppose (A1), (A2) and (A3) are satisfied for system (1) . Given constantsα > 0 and η, the delayed neural network (1) with time-varying uncertainties is passive, if there exist positive definite matrices P = P > 0, 
Proof: Choosing the same Lyapunov functional as in (10), one can obtaiṅ
It should be noted that 
(29) By means of Lemma 1, we derive
Therefore, we obtaiṅ
From (4), we have,
Incorporating (32)- (34) into (31), we havė
Thus, if
And via Schur complement the former inequality is equivalent to (26). In view of the LMI (26), we havė
Over the time period 0 ∼ ι p , integrating (36) yields 
Conclusion
New delay-dependent passivity conditions have been addressed for delayed neural systems with uncertainties. The obtained conditions using the free-weighting matrix approach are less conservative, which has been illustrated through a simulation example.
