The rational Cherednik algebra H is a certain algebra of differential-reflection operators attached to a complex reflection group. There is a category O of modules for this algebra which is a highest weight category. For the infinite family G(r, p, n) of complex reflection groups, the algebra H contains a subalgebra isomorphic to a (generalized) degenerate affine Hecke algebra, and our strategy is to study the standard modules in category O by means of this subalgebra. We use the Okounkov-Vershik approach to the representations of G(r, p, n) to compute the spectra of the standard modules in O with respect to the polynomial subalgebra of the affine Hecke algebra. The eigenbasis consists of a generalization of the non-symmetric Jack polynomials. As an application, we show that when the parameters are chosen "coprime to the Coxeter number of G(r, p, n)", category O has an especially simple structure, with exactly one non-semisimple block. In the final section we compute the norms of the generalized Jack polynomials with respect to the contravariant form. This formula determines the radical of the standard modules in the cases in which the Jack polynomials are all well defined.
Introduction.
The rational Cherednik algebra H is a certain family of algebras attached to a complex reflection group W and depending on a set of parameters indexed by the conjugacy classes of reflections in W . The representations of the rational Cherednik algebra are closely connected with many interesting problems. For instance, it was proved by Gordon [8] that when W is a Coxeter group and the parameters for H are chosen appropriately, the irreducible head of a certain rational Cherednik algebra module is a quotient of the diagonal coinvariant ring with the properties predicted by Haiman.
In this paper we will study the rational Cherednik algebras attached to the infinite family G(r, p, n) of complex reflection groups. We do not know how to generalize the results we have obtained to the exceptional groups. Even for the smaller class of Weyl groups it would be interesting to obtain a more uniform description of the standard modules.
The category O for H consists of those finitely generated H-modules on which a certain commutative subalgebra acts locally nilpotently. Attached to each irreducible module V for W is a standard (or "Verma") module M (V ). The head L(V ) of M (V ) is irreducible. A fundamental problem in the representation theory of rational Cherednik algebras is to compute the multiplicities [M (V ) : L(V ′ ) for all pairs V, V ′ of irreducible W -modules. Our approach is based on a generalization of the non-symmetric Jack polynomials. For generic parameters, these polynomials are an eigenbasis for M (V ) with respect to a certain commutative subalgebra of the rational Cherednik algebra. Section 2, 3 and 4 of the paper are a review of standard material. We only sketch the proofs of the assertions made in these sections, providing references where appropriate. Section 2 introduces the degenerate affine Hecke algebra for the group G(r, p, n). The next section reviews the Okounkov-Vershik approach via Jucys-Murphy elements to the complex representations of the groups G(r, p, n). A surjection H → CG(r, p, n) plays the central role there, where H is the "degenerate affine Hecke algebra" for G(r, p, n). In the fourth section we define the rational Cherednik algebra H and recall from [5] , section 3 and [3] , how to define an injection H ֒→ H that will play a central role in our understanding of the standard modules for H. In the fifth section we show that a certain commutative subalgebra t ⊆ H acts in an upper triangular fashion on the standard H-modules, and we give explicit formulas for the eigenvalues. For generic choices of the parameters defining H, we show that each standard module has a t-eigenbasis consisting of analogues of the non-symmetric Jack functions. We give explicit formulas determining the H-action on this eigenbasis. In the sixth section we compute the norms of the generalized Jack polynomials with respect to the contravariant form. This calculation may be used to describe the radical and the irreducible head of the standard modules in those cases for which the Jack polynomials are well-defined. Acknowledgments. I thank Peter Webb and Victor Reiner for many interesting discussions.
2. The degenerate affine Hecke algebra for G(r, p, n).
Fix positive integers r and n and a positive integer p dividing r. Let
be the group of n by n monomial matrices whose entries are rth roots of 1, and so that the product of the non-zero entries is an r/pth root of 1. We write be the transposition interchanging i and j and the ith simple transposition, respectively. Let F be a field and let c 0 ∈ F (in this paper, we will either have F = C or F = C(c 0 ) with c 0 an indeterminate). The degenerate affine Hecke algebra for G(r, 1, n) is the F -algebra H with generators (2.5) t w for w ∈ G(r, 1, n) and z 1 , . . . , z n , and relations
The degenerate affine Hecke algebra for G(r, p, n) is the subalgebra of H generated by G(r, p, n) and C[z 1 , . . . , z n ]. From now on we fix r, p, and n and write H for the degenerate affine Hecke algebra for G(r, p, n).
There is a PBW theorem for H that asserts
where W = G(r, p, n).
Let t be the commutative subalgebra of H generated by z 1 , . . . , z n , t p ζ 1 , . . . , t p ζn and t ζ −1
If F is algebraically closed and M is locally finite as a t-module, then it is the direct sum of its weight spaces.
If v ∈ M , we say that v has t-weight (a 1 , . . . , a n , ζ b 1 , . . . , ζ bn ) if
If v = 0 then the sequence (a 1 , . . . , a n , ζ b 1 , . . . , ζ bn ) is determined by (2.11) up to simultaneously multiplying ζ b 1 , . . . , ζ bn by a power of ζ r/p . The intertwining operators for H are the operators
The operator σ i is defined on those t-weights spaces M α on which z i − z i+1 is invertible. They satisfy the relations
for 1 ≤ i ≤ n − 2 and 1 ≤ i ≤ n − 1, all of which can be checked by straightforward (sometimes lengthy) calculations. When the parameter c 0 ∈ F is zero, the algebra H is the twisted group ring of S n over t with S n acting on t by simultaneously permuting the z i 's and t ζ i 's, and σ i = t s i .
3. The Okounkov-Vershik approach to complex representations of G(r, p, n).
In this section we review the elementary approach to the complex representations of W = G(r, p, n) explained by Okounkov and Vershik in [13] . We will use these results to give a combinatorial description of the standard modules for the rational Cherednik algebra of type G(r, p, n).
For 1 ≤ i ≤ n define a Jucys-Murphy element φ i ∈ CW by
There is a surjection
where H is the degenerate affine Hecke algebra from section 2, with F = C and c 0 = 1. Via this surjection each CW -module will be regarded as an H-module. We will describe the t-eigenspace decomposition of the irreducible CW -modules in terms of certain tableaux. An r-partition of n is a sequence λ = (λ 0 , . . . , λ r−1 ) of partitions such that
We will picture r-partitions as a sequence of Ferrers diagrams: thus
is a 3-partition of 9. The content of a dot in a Ferrers diagram is j − i if the dot occurs in row i and column j using matrix coordinates. A (standard) r-tableau T on λ is a labeling of the dots of the partitions λ 0 , . . . , λ r−1 with the integers 1, . . . , n in such a way that the entries within each partition λ i are increasing in the rows and columns. The content vector of a tableau T on λ is the sequence ct(T ) = (a 1 , . . . , a n , ζ b 1 , . . . , ζ bn ) where ζ = e 2πi/r and Now assume that n,r, and p dividing r are fixed. For each r-partition λ ∈ P n,r let (3.11) m λ = |Stab C r/p (λ)| be the order of the stabilizer of λ in the cyclic group generated by C r/p . Thus Theorem 3.1. The irreducible representations of CW may be parametrized by (λ, q) ∈ P p n,r in such a way that if S (λ,q) is the irreducible module corresponding to (λ, q), then S (λ,q) has a spanning set v T indexed by T ∈ T λ (where we have fixed any partition λ representing the orbit λ) with
is the content vector of T , and (c) for each T ∈ T λ and 1 ≤ i ≤ n − 1,
Observe that the t-eigenspaces on S (λ,q) are one-dimensional: if v T and v T ′ have the same tweight, then parts (a) and (b) of Theorem 3.1 imply that T = E l λ .T ′ for some integer l and hence v T is a scalar multiple of v T ′ . In particular, the dimension of S (λ,q) is the number of E λ orbits on T λ (that is, the number of standard tableaux on λ divided by m λ ).
Let µ ∈ Z n ≥0 . In our analysis of the spectrum of the standard modules for the rational Cherednik algebra we will need the elements φ µ i defined by
Observe that for w ∈ S n ,
and if w 0 ∈ S n is the longest element and w = w + (µ) is the minimal length element of S n with wµ + = µ, where µ + is the non-increasing rearrangement of µ,
Hence φ µ i is a conjugate of a Jucys-Murphy element. Therefore if the content vector of T is (a 1 , . . . , a n , ζ b 1 , . . . , ζ bn ) and we define v µ T , a µ i , and b µ i by
The µ-content vector of a tableau T on λ is
Thus ct µ (T ) describes the t-weight of the vector v µ T with respect to the generators φ µ i and t ζ i .
4.
The rational Cherednik algebra of type G(r, p, n).
Let n, r, and p be positive integers with p dividing r. In order to avoid a technical problem with fusion of conjugacy classes when n = 2 and p > 1, we will assume for the rest of the paper that either n ≥ 3 or p = 1. When n ≥ 3 the equations
show that there are r/p conjugacy classes of reflections in G(r, p, n):
(a) The reflections of order two:
and (b) the remaining r/p − 1 classes, consisting of diagonal matrices
where ζ pl i and ζ pk j are conjugate if and only if k = l. Let y i = (0, . . . , 1, . . . , 0) t and x i = (0, . . . , 1, . . . , 0) have 1's in the ith position and 0's elsewhere, so that y 1 , . . . , y n is the standard basis of h = C n and x 1 , . . . , x n is the dual basis in h * . Let F ⊇ C be a field containing the complex numbers and fix κ, c 0 , c 1 , . . . , c r−1 ∈ F . In our applications, F will be either C or the field of rational functions in the parameters κ, c 0 , c 1 , . . . , c r−1 over C.
The rational Cherednik algebra H for G(r, 1, n) with parameters κ, c 0 , c 1 , . . . , c r−1 is the F -algebra generated by F [x 1 , . . . , x n ], F [y 1 , . . . , y n ], and F G(r, 1, n) with relations t w x = (wx)t w and t w y = (wy)t w , for w, v ∈ W , x ∈ h * , and y ∈ h,
In the above definition, suppose c l = 0 for l not divisible by p. When n ≥ 3, the rational Cherednik algebra H for W = G(r, p, n) with parameters κ, c 0 , c p , . . . , c r−p is the subalgebra of the rational Cherednik algebra for G(r, 1, n) generated by G(r, p, n), F [x 1 , . . . , x n ], and F [y 1 , . . . , y n ]. The PBW theorem (see [4] , [6] and [15] ) for H asserts that as F -vector spaces,
The following proposition may be obtained from the defining relations for H by using induction on degree. Then
where ∂ y (f ) is the partial derivative of f in the direction y.
In [5] section 3, Dunkl and Opdam defined elements
The z i 's commute with each other and with the t ζ i 's, and there is an injection (as observed in [3] ) of the degenerate affine Hecke algebra H for into H given by
Define the intertwining operators Φ and Ψ by
The intertwiner Φ was discovered by Knop and Sahi ([12] ). Put
Let S n act on weights by simultaneously permuting the α i 's and ζ β i 's.
The following proposition, proved in [10] Proposition 6.6, records the properties satisfied by the intertwining operators Φ, Ψ, and σ i for 1 ≤ i ≤ n. (c) ΨΦ = z 1 ,
Recall from Theorem 3.1 that the irreducible CW -modules S (λ,q) are parametrized by pairs (λ, q) consisting of a C r/p -orbit λ of r-partitions and an integer 0 ≤ q ≤ m λ −1. Define the Verma module M (λ, q) to be the induced module
where by abuse of notation S (λ,q) is the F W -module obtained by extension of scalars to F and we define the F [y 1 , . . . , y n ] action on S (λ,q) by
By the PBW theorem (4.6) for H we have an isomorphism of F -vector spaces
Fix a representative, also denoted λ, of the C r/p orbit λ. Let T λ be the set of standard tableaux on λ. We will show that for generic choices of the parameters κ and c pl , the standard module M (λ, q) is spanned by t-eigenvectors indexed by the set Z n ≥0 × T λ and we will calculate the eigenvalues explicitly.
We define a partial order on Z n ≥0 by
where µ + is the non-increasing rearrangement of µ and < d is dominance order on Z n ≥0 ,
Let w + (µ) be the minimal length permutation such that (5.6) w + (µ).µ + = µ.
One has
The partial order may also be described as
where we use the Bruhat order on S n . We will give our description of the spectrum of M (λ, q) in terms of a certain reparametrization. As in (4.11), define Recall from (3.19 ) that for any µ ∈ Z n ≥0 the elements v µ T span S (λ,q) . The next proposition is the analogue of [14] 2.6 in our setting, showing that the z i 's are upper triangular as operators on M (λ, q) with respect to the spanning set x µ v µ T of M (λ, q) and the order on Z n ≥0 × T λ defined by
Proposition 5.1. Let λ be an r-partition of n, µ ∈ Z n ≥0 , and let T be a standard tableau on λ with µ-content vector (see (3.5) and (3.21)) (a µ 1 , . . . , a µ n ,
and, with d j as in (5.9),
Proof. The first statement follows from the commutation relation in the definition of the rational Cherednik algebra and the definition of the representation M (λ, q). Using the commutation formula in Proposition 4.1 for f ∈ C[x 1 , . . . , x n ] and y ∈ h and the geometric series formula to evaluate the divided differences, we obtain
Using this equation and systematically ignoring lower terms,
Now rewriting this equation in terms of the d j 's from (5.9) proves the proposition.
Using the proposition, we can simultaneously diagonalize the action of the algebra t on M (λ, q). The simultaneous eigenfunctions are a generalization of the non-symmetric Jack polynomials: in the special case when W = G(1, 1, n) and λ = (n) one obtains the usual non-symmetric Jack polynomials.
Theorem 5.2. Assume that F = C(κ, c 0 , c 1 , . . . , c r−1 ) with κ, c 0 , . . . , c r−1 algebraically independent over C. Let λ be an r-partition of n and let T λ be the set of standard tableaux on λ. For each (µ, T ) ∈ Z n ≥0 × T λ with µ-content vector ct(T ) = (a µ 1 , . . . , a µ n ,
Proof. We will prove using Proposition 5.1 that the (a priori generalized) t-eigenspaces on M (λ, q) are one-dimensional. Suppose there are µ, ν ∈ Z n ≥0 and T, T ′ ∈ T λ with ct(T ) = (a 1 , . . . , a n , ζ b 1 , . . . , ζ bn ), ct(T ′ ) = (e 1 , . . . , e n , ζ f 1 , . . . , ζ fn ),
By comparing coefficients of κ in (5.13) we find µ i = ν i for 1 ≤ i ≤ n. Similarly, comparing coefficients of c 0 in (5.13) implies that a µ i = e ν i , and hence a i = e i for 1 ≤ i ≤ n. Finally (5.12) implies that the sequences ζ b µ 1 , . . . , ζ b µ n and ζ f ν 1 , . . . , ζ f ν n differ from one another by multiplication by a power of ζ r/p . This implies that T and T ′ are in the same E λ orbit on T λ , and our claim follows. Parts (a) and (b) of the Theorem follow from this and the explicit calculation of the eigenvalues given in Proposition 5.1.
Part (c) of the Theorem follows from the corresponding equation for v T and v T ′ :
It should be possible to give a combinatorial formula for the polynomials f µ,T using the techniques of [12] .
For (µ 1 , . . . , µ n ) ∈ Z n ≥0 , define (5.15) φ.(µ 1 , µ 2 , . . . , µ n ) = (µ 2 , µ 3 , . . . , µ 1 + 1) and ψ.(µ 1 , . . . , µ n ) = (µ n − 1, µ 1 , . . . , µ n−1 ).
These operators on Z n will turn out to correspond to the intertwiners Φ and Ψ. The following theorem describes how the intertwining operators act on the spanning set f µ,T of M (λ, q). If the parameters are specialized in such a way that the spectrum of M (λ, q) remains simple, then it allows one to give an explicit description of the composition series for M (λ, q), and in particular to calculate the multiplicities [M (λ, q) : L(λ ′ , q ′ )].
Theorem 5.3. Let µ ∈ Z n ≥0 and let T be a tableau on λ with µ-content vector ct µ (T ) = (a µ 1 , . . . , a µ n , ζ b µ 1 , . . . , ζ b µ n ).
Proof. The method of proof for all parts of the Theorem is the same: one first checks that the eigenvalues of both sides of the equation are the same, and then that the normalization is the same. 
These formulas prove (5.16) . For (a) we observe that if µ i < µ i+1 then
). For (b) we assume that µ i > µ i+1 and µ i − b µ i = µ i+1 − b µ i+1 mod r and compute using (a), Proposition 5.1, and Proposition 4.2, 
This proves (5.20) .
Assuming that µ i = µ i+1 and writing w = w + (µ)w 0 , Theorem 5.2 and the formula in part (c) of Theorem 3.1 for the action of the intertwiners on S (λ,q) give for 1 ≤ i ≤ n − 2, and finally
Comparing these equations with the formulas (4.9) and (4.10) for φ.wt(f µ,T ) and using Proposition 4.2 proves (5.22 ). Now the equation
implies the equality in (d) .
Turning to (e), we first observe that if µ n = 0 then by Proposition 4.2
, so Ψ.f µ,T = 0. If µ n > 0 then we compute using part (d) and Proposition 4.2
As an application of Theorem 5.3, we will give the structure of category O in some particular cases.
For r > 1 and n ≥ 3 define the Coxeter number of G(r, p, n) by (5.25) h = r(n − 1) + r/p if p < r, and r(n − 1) else.
This agrees with the usual definition of the Coxeter number in those cases for which G(r, p, n) is a Coxeter group (and more generally, one might define the "Coxeter number" of a complex reflection group W by h = (N + N * )/n where N is the number of reflections in W , N * is the number of reflecting hyperplanes, and n is the dimension of the reflection representation). Fix m ∈ Z >0 with (m, h) = 1 and let V 0 be the CG(r, p, n)-module
. , x n ]. In terms of our notation for the irreducible G(r, p, n)-modules, one has
where λ = (λ 0 , . . . , λ r−1 ) and
if j = −m mod r, and ∅ if j = 0, −m mod r.
More generally, the exterior power Λ k V 0 corresponds to the r-partition λ with (5.29) λ 0 a horizontal strip of length n − k and λ −m a vertical strip of length k.
The following corollary describes the simplest non-trivial structure that category O can have, with exactly one non-semisimple block. This situation is the analog for the groups G(r, p, n) of the situation for Weyl groups studied in [9] . It has also been studied in [16] and [17] . 
Proof. From the definition (5.9) one has (5.30)
We first check that the spectra of all the modules M (λ, q) are simple. Fix an r-partition λ, and suppose that there are µ, ν ∈ Z n ≥0 and standard tableau T, T ′ on λ with content vectors (a 1 , . . . , a n , ζ b 1 , . . . , ζ bn ) and (e 1 , . . . , e n , ζ f 1 , . . . , ζ fn ) and such that the weights of f µ,T and f ν,T ′ are equal:
if b µ i = 0 and f ν i = 0 mod r/p, and 0 else.
for some 1 ≤ i ≤ n with µ i − ν i = 0, then we have 0 = (m/h)(a µ i − e ν i ), and since |a µ i −e ν i | ≤ r(n−1) ≤ h with equality only when p = r, h = r(n−1), and λ is concentrated in a single λ k , we must have b µ i = f ν i for 1 ≤ i ≤ n, whence µ i − ν i = µ i+1 − ν i+1 mod r for 1 ≤ i ≤ n − 1. By (5.31) this common value must be (5.32) (m/h)(a µ i − e ν i ) = µ i − ν i = ±m mod r for 1 ≤ i ≤ n. Since we assume n ≥ 3 when p = r this equation cannot hold for all 1 ≤ i ≤ n. |a µ i − e ν i ± r/p| ≤ r(n − 1) + r/p = h. Thus the spectrum of M (λ, q) is simple for all (λ, q), and it follows that the Jack polynomials are well defined.
We next prove that the multipliers from parts (b) and (e) of Theorem 5.3 are zero only if λ is one of the partitions from (5.29). This implies the first assertion of the theorem. The existence of the Koszul complex is proved in [11] , Corollary 8.5.
First, since µ i > µ i+1 we have w + (µ) −1 (i) < w + (µ) −1 (i + 1) and hence if w = w + (µ)w 0 then
Next observe that
rm/ph if b µ i = 0 mod r/p and b µ i+1 = 0 mod r/p, −rm/ph if b µ i = 0 mod r/p and b µ i+1 = 0 mod r/p, and 0 else.
and it follows that |a µ i − a µ i+1 ± r| ≤ r(n − 1). Therefore (5.37) implies that p = r, h = r(n − 1), λ b µ i is a horizontal strip with n − k boxes and λ b µ i+1 is a vertical strip with k boxes for some 1 ≤ k ≤ n − 1. Equation (5.37) now gives
= m mod r, and λ is (up to a cyclic shift) the r-partition from (5.29).
We now assume that d b µ i − d b µ i+1 = ±rm/ph and therefore p < r and (5.40)
and (5.41) |a µ i − a µ i+1 ± r ± r/p| ≤ r(n − 2) + r + r/p = h. Since µ i − µ i+1 > 0 the plus signs must hold here, λ b µ i is a horizontal strip with n − k boxes and λ b µ i+1 is a vertical strip with k boxes for some 1 ≤ k ≤ n − 1. Again we have
= m mod r, and the conditions in (5.36) show that up to a cyclic shift by r/p, λ is the r-partition from (5.29).
Finally, assume that µ n > 0 and If d b µ n − d b µ n −µn = 0 then µ n = (m/h)a µ n and |a µ n | ≤ r(n − 1) imply p = r and a n = r(n − 1), and hence λ is a horizontal strip of length n concentrated in one λ j , i.e., corresponds to the trivial representation of G(r, r, n). Otherwise we have (5.45) µ n = (m/h)(a µ n ± r/p) and p < r, and the inequality |a µ n ± r/p| ≤ r(n − 1) + r/p = h again implies that the plus sign holds and λ is a horizontal strip concentrated in one λ j . The conditions in (5.44) now imply that λ corresponds to the trivial representation of G(r, p, n).
Remark 5.5. Using Theorem 5.3, it is not difficult to show that for 0 ≤ j ≤ n − 1 we have M (Λ j V 0 ) : L(Λ k V 0 ) = 1 if k = j, j + 1, 0 else.
6. Norm formula.
Let ·, · 0 be the positive definite W -invariant Hermitian (with respect to the involution that is complex conjugation on C and that fixes κ and c lp ) form on S (λ,q) such that v T , v T 0 = 1 for all tableaux T on λ. The contravariant form on M (λ, q) is the unique Hermitian form ·, · on M (λ, q) extending the form ·, · 0 on S (λ,q) = M (λ, q) 0 and satisfying (6.1) w.f, w.g = f, g x.f, g = f, x * .g and y.f, g = f, y * .g for f, g ∈ M (λ, q), w ∈ W , x ∈ h * , and y ∈ h. The next theorem gives a product formula for the norms of the generalized non-symmetric Jack polynomials with respect to this form. Note that it is not, generally speaking, a cancelation-free formula; however, the terms in the denominator do not vanish if the polynomials f µ,T are all well-defined, and so the zeros of the numerator control the radical of M (λ, q) in that case. Theorem 6.1. For all (µ, T ) ∈ Z ≥0 × T λ we have
where the µ-content vector (see (3.5) and (3.21)) of T is ct µ (T ) = (a µ 1 , . . . , a µ n , ζ b µ 1 , . . . , ζ b µ n ).
Proof. First observe that the operators z i are self-adjoint with respect to the contravariant form:
and hence (6.3) σ * i = t s i + c 0 π i z i − z i+1 * = t s i + c 0 π i z i − z i+1 = σ i for 1 ≤ i ≤ n − 1 and (6.4) Φ * = (x n t s n−1 ···s 1 ) * = t s 1 ···s n−1 y n = Ψ.
