The previously proposed class cohesion measures employ different approaches to assess the strength of the relations between the attributes and methods in a class. Access methods, constructors, and destructors are special types of methods with special characteristics that can falsely alter the class cohesion measurement. In this paper, we empirically explored the impact of considering special methods (SPs) on the cohesion measures' abilities to predict the classes that can be intensively reused via instantiation (IRI). We considered classes in the JHotDraw and Eclipse systems. For each class, we obtained cohesion results using 17 measures in four different scenarios of considering or ignoring SPs. We collected the instantiation reusability data and applied a statistical technique to build a prediction model using each measure in each considered scenario. We investigated the significance of the changes in the prediction results. Our results demonstrated that cohesion had a negative impact on class instantiation reuse-proneness and that SPs had significant impacts on cohesion values and the abilities of the cohesion measures to predict IRI classes. In practice, when applying cohesion measures to predict IRI classes, the results suggest that SPs must be included in cohesion measurement.
Introduction
In object-oriented systems, a class is the basic unit of design and comprises attributes and methods. Several attributes for assessing class quality have been identified, and they are categorized as internal or external quality attributes 0. Internal quality attributes, e.g., size, cohesion, and coupling, are those that can be measured based only on class artifact knowledge, such as source code and design artifact knowledge. Conversely, external quality attributes, e.g., maintainability, testability, fault-proneness, and reuse-proneness, are those that indicate class quality based on factors that cannot be measured using only software artifact knowledge but rather other factors, such as the environment in which the system is deployed 0. Software practitioners are not interested in internal quality attributes, such as coupling and cohesion, unless these attributes are demonstrably related to external quality attributes, such as maintainability and reusability 0. For example, class cohesion is worth measuring only if it is believed to be or demonstrably related to such factors as the external attributes of the same artifact (e.g., class reuse-proneness). When proposing a measure to quantify an internal quality attribute, one must provide evidence for the practical usefulness of the measure by, e.g., exploring its ability to predict one or more external quality attributes. If the internal quality attribute has several aspects and varieties, such as the types of methods and relations to be considered, the impact of these aspects and varieties on the application for which the internal quality attribute was determined useful must be studied. Otherwise, the internal quality attribute may not make the optimal contribution to the prediction model for the external quality attribute under consideration.
Class cohesion measurement aims at quantifying the degree of relatedness of the methods and attributes in a class [3] . A class can contain methods with different characteristics. For example, on one extreme, a constructor typically initializes most or all attributes in the class, whereas a destructor deinitializes most or all attributes. On the other extreme, an access method (i.e., a setter or getter method) references a single attribute. These methods, which are called SPs in this study, exhibit extreme cases with respect to the number or percentage of the accessed attributes in a class. Thus, the consideration of these methods in cohesion measurement potentially affects the obtained cohesion values and may alter the prediction results for the application of interest.
Considering or ignoring SPs is a variety whose impact on cohesion values and on applications of interest must be explored. The impact is expected to differ among measures because the existing cohesion measures follow different measurement approaches and apply different formulas. In practice, when considering a certain application of interest, e.g., predicting class reuse-proneness or maintainability, applying a specific scenario of considering or ignoring SPs, empirically determined to be the best, in cohesion measurement can lead to better prediction results. Considering SPs in cohesion measurement can have different and sometimes opposite effects on the prediction results for the different external quality attributes considered. It is thus incorrect to perform such a study based on one application and generalize the conclusions to all other applications. For example, considering SPs may negatively affect the faultproneness prediction ability of a model that includes a certain cohesion measure, but it may also positively affect the prediction results of another external attribute using a prediction model that incorporates the same cohesion measure.
Several researchers have qualitatively addressed the problem of considering or ignoring SPs in cohesion measurement (e.g., [3, 4, 5, 6, 7] ). To our knowledge, only Al Dallal [8] has empirically studied the effect of considering or ignoring SPs. In that study, a group of existing measures was selected and SPs were empirically investigated to determine their impact on the ability of the selected measures to predict class fault-proneness. In this paper, we use a different set of classes, consider a different analysis approach, and extend the previous study by considering another application of interest, namely, class reuseproneness through inheritance. In this study, we account for predicting classes that are intensively reused via instantiation (IRI), and thus, we refer to the likelihood that a class can be intensively reused via instantiation as the class instantiation reuse-proneness. We investigate the relationship between the cohesion quality attribute and class instantiation reuse-proneness and explore the effect of considering or ignoring SPs on this application.
Thus, this study aims to guide software engineers and practitioners to the best scenario in which the cohesion measures can be applied when SPs are incorporated in prediction models for reusable classes.
The empirical study involves 17 cohesion measures that employ different cohesion measurement approaches and 2,079 classes of two widely considered Java systems in the research community, JHotDraw and Eclipse. For the SPs, we account for four possible scenarios: (1) ignoring all SPs, (2) considering constructors and ignoring access methods, (3) ignoring constructors and considering access methods, and (4) considering all SPs. In the empirical study, we do not account for destructors because they are not supported by Java, and we do not consider delegation methods because they are difficult to detect automatically [8] .
We apply a statistical technique to build prediction models for class instantiation reuseproneness using each cohesion measure applied in each of the four considered scenarios. Each prediction model is applied to determine whether each class is estimated to be reusable via instantiation. The results are used to empirically determine whether there is evidence of a relation between cohesion and instantiation reuse-proneness. In addition, the results are used to empirically decide which scenarios of considering or ignoring SPs are the best at predicting IRI classes. The results demonstrate that most of the considered cohesion measures are significant predictors of IRI classes and that cohesion has a negative impact on instantiation reuse-proneness. In addition, the results demonstrate that the cohesion values obtained and the corresponding instantiation reuse-proneness prediction results attained using most considered measures are significantly different among the four scenarios. These results indicate that it is essential for software practitioners to consider the problem of considering or ignoring SPs when incorporating cohesion measures in prediction models for external quality attributes. The results further indicate that choosing to consider SPs improves the instantiation reuse-proneness prediction abilities of the models that incorporate cohesion measures. We discuss the results and justify them intuitively.
The primary contributions of this paper are as follows.
1. It empirically investigates the abilities of cohesion measures to predict IRI classes. 2. It empirically explores the effects of considering or ignoring SPs in cohesion measurement on the capabilities of the 17 cohesion measures to predict IRI classes.
This paper is organized as follows. Section 2 reviews the literature on this topic. Section 3 reports and discusses the results of empirical studies that have investigated the impacts of cohesion on class instantiation reuse-proneness and explored the effect of considering or ignoring SPs on the capabilities of the measures to predict IRI classes. Section 4 lists validity threats to the empirical studies. Finally, Section 5 concludes the paper and discusses future work. 
Related Work
In this section, we provide an overview of several existing class cohesion measures. We also review the existing research regarding the relation between cohesion and SPs. Finally, we provide an overview of existing research on the relation between cohesion and class reuse-proneness. Seventeen class cohesion measures are considered in this paper: LCOM1, LCOM2,  LCOM3, LCOM4, LCOM5, Coh, LSCC, CC, SCOM, TCC, LCC, DC D , DC I , CBMC, ICBMC, OL n , and PCCC. The definitions of these measures are listed in Appendix A (Table A. 1). All of the selected measures use information about attribute access in the methods within a class, and therefore, these measures are applicable during the implementation or low-level design phase. These measures were selected because they apply different measurement approaches; consequently, we can relate the results to the approaches employed by the measures. Al Dallal [8, 9] previously considered these measures in similar empirical studies, which allows us to compare our results with those previously obtained. The selected cohesion measures have been well studied from both theoretical and empirical perspectives [10, 11, 12, 13, 14, 15, 16] .
Class Cohesion Measures

Relations Between Cohesion and SPs
The original definitions of a few of the measures investigated here consider whether to consider or ignore SPs in cohesion measurement. Bieman and Kang [4] suggested ignoring constructors when applying TCC and LCC. Briand et al. [3] argued that considering constructors and destructors in cohesion measurement causes the values of LCOM1, LCOM2, LCOM3, and LCOM4 to artificially increase and that these SPs must be ignored as a result. Because the consideration of access method falsely affects the cohesion values obtained using TCC, LCC, LCOM1, LCOM2, and LCOM3, Briand et al.
[3] also suggested either considering method invocations or ignoring access methods (when using TCC or LCC). When considering constructors, Etzkorn et al. [6] demonstrated by examples that the LCOM2 (LCOM3) value either decreases (increases) or remains the same. Without justifying or studying the impact of their choice on the DC D and DC I values, Badri and Badri [17] suggested accounting for all public methods, which typically include all SPs. Chae et al. [5] suggested ignoring SPs when applying CBMC because SPs do not contribute to class cohesiveness but potentially influence the cohesion measurement obtained. The ICBMC and OL 2 measures were originally defined to evaluate cohesion when ignoring SPs. Because constructors and destructors do not always access all attributes in a class, Fernandez and Pena [18] suggested considering constructors and destructors in cohesion measurement. In addition, they argued that access methods must be ignored because they always access a single attribute.
Al Dallal [8] empirically investigated the effect of considering or ignoring SPs in cohesion measurement on refactoring decisions and the measures' abilities to predict faulty classes. We extend Al Dallal's work by selecting a different set of classes, applying different statistical techniques, and investigating the impact of this problem on another application of interest, predicting class instantiation reuse-proneness.
Relation Between Cohesion and Reuse-Proneness
Bieman [19] identified two key class reuse mechanisms: instantiation (i.e., creating an object of a class) and inheritance. Each of these reuse mechanisms allows for the reuse of all members of a class except for private members. Class reuse-proneness is a key class quality attribute of interest for software practitioners [1] . Several researchers (e.g., [4, 20, 21] ) have explored the relationship between class reuse-proneness as an external quality attribute and several internal class quality attributes, such as cohesion, coupling, and size. They theoretically or empirically investigated the use of these internal class quality attributes as predictors for the reuse-proneness of classes when they are developed. Bieman and Kang [4] empirically studied the ability of the TCC and LCC cohesion measures to predict inheritance and instantiation reuse-proneness. The results of the study indicated that class cohesion and inheritance reuse-proneness are inversely correlated. They did not detect any relationship between class cohesion and instantiation reuseproneness. Barnard [20] empirical study results suggested that there is no relationship between LCOM1 and class reuse-proneness.
Al Dallal and Morasca [22] empirically investigated the relations between 21 class cohesion measures and both inheritance and instantiation reuse-proneness. They proposed statistical models to predict classes prone to be (1) reused at least once via instantiation, (2) reused at least once via instantiation, and (3) reused at least twice via instantiation (assuming that the creation of the first instance is a class use and the creation of the second instance is the actual first class reuse). The results demonstrated that the majority of the considered measures had positive impacts on instantiation reuse-proneness and negative impacts on inheritance reuse-proneness. However, it was found that the majority of the considered measures were only poor or fair at predicting inheritance and instantiation reuse-proneness.
In this paper, we consider a problem that was not considered by the previous studies, which is predicting the classes that are reused via instantiation not just once but rather intensively. We justify our choice for this reuse-proneness definition from a practical perspective and investigate whether considering SPs in cohesion measurement improves the abilities of the cohesion measures to predict class instantiation reuse-proneness as defined here. Because of space limitations, this paper does not consider other reuse mechanisms, such as class inheritance, although an analysis similar to that provided here is applicable to other reuse mechanisms.
Empirical Analysis of Reuse-Proneness Prediction
We empirically investigated the effects of considering SPs on the considered measures' abilities to predict instantiation reuse-proneness. The empirical study had the following two goals. The first goal was to empirically determine whether considering or ignoring SPs caused instantiation reuse-proneness prediction abilities to significantly change for the selected example measures. Consequently, the study empirically determined whether software engineers must include or exclude SPs when applying the considered cohesion measures to predict instantiation reuse-proneness. The second goal was to compare the results with those of similar studies that have been performed to determine whether considering or ignoring SPs had the same effect on all applications of interest for software practitioners.
We considered four scenarios for considering or ignoring SPs: (1) ignoring all SPs, (2) considering constructors and ignoring access methods, (3) considering access methods and ignoring constructors, and (4) ignoring all SPs. This section provides descriptions of the selected systems and the data collection process, and it reports and discusses the empirical analysis results.
Selected Systems and Data Collection Process
We selected two open-source software systems, JHotDraw version 7.4.1 [23] and Eclipse version 1.2.0 [24]. We selected these software systems because they (1) are well known and widely used in the research community, (2) are implemented in Java, (3) contain relatively large numbers of classes, and (4) have publicly available source code. JHotDraw contains 508 concrete classes and is a Java graphics framework. Eclipse contains 1,571 concrete classes and is a multi-language software development environment that includes an integrated development environment and extensible plug-in system.
We selected the 17 cohesion measures summarized in Table A. 1. These measures were considered by similar studies, which allows the current results to be compared with those obtained in previous studies.
We developed a Java tool to automate the cohesion measurement process for Java classes using the 17 cohesion measures considered here. The tool (1) parsed the source code of the Java classes, (2) extracted the data required to obtain cohesion values using the 17 measures, (3) recognized the constructors and access methods, and (4) calculated cohesion values for each of the four scenarios of considering or ignoring SPs. The tool obtained the corresponding cohesion values for each class in the two systems (a total of 2,079 classes). The empirical study in this paper did not explore the effects of considering destructors and delegation methods because Java does not support destructors and because delegation methods strongly rely on the problem semantics, which makes automatic identification of the delegation methods difficult. In contrast, both access methods and constructors can be automatically identified, and therefore, the empirical studies accounted for these methods. We considered only concrete classes (2,079 classes) and ignored abstract classes and interfaces because they did not have defined values for most considered measures.
For each considered scenario of considering or ignoring SPs, Table 1 reports descriptive statistics for the number of methods in the classes considered. 
Data Analysis Technique and Collection Process
We applied logistic regression (LR) [25] , a statistical technique that is widely used to build prediction models for external quality attributes, such as class fault-proneness (e.g., [3, 16, 26, 27] ), class reuse-proneness (e.g., [22] ), and class maintainability (e.g., [28] ). Applying other statistical techniques to construct prediction models, such as those used by Briand and Wuest [29] , Subramanyam and Krishnan [30] , and Arisholm et al. [31] , and comparing the results with the LR results are outside the scope of this paper.
In LR analysis, the variables are classified as dependent or independent. The independent variables (i.e., the considered cohesion measures) are used to predict or explain the dependent variable (i.e., the actual instantiation reuse data). A dependent variable only takes a binary value. The value of the dependent variable depends on the prediction problem. For example, if it is required to predict the classes reused at least once, the binary variable will be set to "1" when the class is reused at least once and set to "0" otherwise. In the context of exploring the instantiation reuse-proneness prediction power of measures, the resulting models are intended to be applied to predict the classes that are reusable via instantiation. These classes must be well documented and tested; otherwise, their potential faults may negatively affect the other classes that instantiate these reusable classes. Typically, a large percentage of classes (e.g., 65% of the considered classes) are reused at least once via instantiation by other classes in the system. Consequently, it is impractical to devote more documentation and testing efforts to this relatively high percentage of classes. Alternatively, we decided to explore the abilities of the measures to predict IRI classes. We defined a class as intensively reused via instantiation when the number of times that the class is instantiated by the other classes in the system is greater than the average number of instantiations per class for all classes in the selected systems. We chose the average value because it is a representative statistical value. Accordingly, in our LR analysis, we set the dependent variable to "1" when the class is instantiated by the other classes in the considered systems a number of times that is greater than the average number of instantiations per class; otherwise, we set the value of the dependent variable to "0". Following Bieman and Kang [4] and Al Dallal and Morasca [22] , we considered only instantiation reuse within the considered systems (i.e., private reuse) because it is extremely difficult to build models based on public reuse data [22] . We applied our own tool to analyze the two systems under consideration and to automate the detection of instantiations of each class. Among the considered classes, 11.6% of the classes had a number of instantiations greater than the average (i.e., the value of the dependent variable is set to "1" for these classes).
Once the LR analysis is applied, the following probability estimation equation is formed:
In our context, π represents the probability of the class to be IRI, the X i s are the cohesion measures, and the C i coefficients are estimated by maximizing the likelihood function extracted during the LR analysis [25] . C 0 is commonly called the intercept. The LR analysis can be performed using one or more independent variables. The former and latter types are referenced as univariate and multivariate LR, respectively. In this study, we did not intend to construct multivariate prediction models. Instead, for each considered cohesion measure, we intended to compare its abilities to predict instantiation reuseproneness in the various scenarios considered. Achieving this goal requires performing univariate LR analysis only. When a single measure is considered in LR analysis, the probability estimation equation becomes
In practice, the π of each class of interest must be calculated. The software engineer must pay more attention to classes with relatively high π values because these classes are candidates for being IRI. A threshold t must be set for π to classify the classes accordingly and to assess the classification performance of a probability estimation model. All classes whose estimated probabilities are greater than t are estimated to be IRI. Determining a threshold t for classification is a subjective choice that may dramatically change the classification results. In our analyses, we set t to be the proportion of actual positives in the considered dataset, i.e., a class is classified as being IRI if its estimated probability is greater than this proportion (0.116).
For each of the constructed univariate prediction models, we report the C 0 and C 1 coefficients and p-value (i.e., the probability that the C 1 value is different from zero by chance), where a p-value less than 0.05 indicates that the measure is a statistically significant predictor for class instantiation reuse-proneness. To evaluate the classification performance of the constructed models, we applied the receiver operating characteristic (ROC) curve [25] indicator, where ROC area is the area under the curve that represents the ratio of classes correctly classified as IRI versus the ratio of classes incorrectly classified as IRI at different thresholds. The ROC area is a better classification criterion than recall and precision because the ROC area assesses the classification performance regardless of the selected threshold t, whereas both recall and precision depend on the selected threshold t. According to the value of the ROC area, the classification performance is categorized as follows: ROC < 50% indicates that the classification is 9 bad, 50% ≤ ROC < 60% indicates that the classification is poor, 60% ≤ ROC < 70% indicates that the classification is fair, 70% ≤ ROC < 80% indicates that the classification is acceptable, 80% ≤ ROC < 90% indicates that the classification is excellent, and 90% ≤ ROC ≤ 100% indicates that the classification is outstanding. Practical models are those that have an ROC area of at least 70% [32] .
To obtain more realistic and validated models, we applied the 10-cross-validation technique when constructing each univariate prediction model. For each model, we partitioned the considered data set into 10 subsamples and used each subsample to evaluate the classification performance of the regression model that was constructed using the remaining subsamples.
The probability estimation equation for a univariate model can be visualized using a curve that indicates the change in the π value as the cohesion value changes. For example, the hypothetical curves given in Figure 1 graphically represent the probability estimation equations of a measure in two scenarios. Based on a certain classification threshold t, the curves indicate that classes with cohesion values according to scenario y that are greater than a 1 are predicted to be IRI, whereas the classes of the other cohesion values are predicted to not be IRI. The chart in Figure 1 demonstrates that a class has different reuse-proneness prediction results for the two indicated scenarios in two cases. The first case is when the cohesion value of the class in scenario x is greater than a 2 and the cohesion value in scenario y is less than or equal to a 1 . In this case, the class is predicted to be IRI in scenario y but not in scenario x. The other case is when the cohesion value of the class in scenario x is less than or equal to a 2 and the cohesion value in scenario y is greater than a 1 . In this case, the class is predicted to be IRI in scenario x but not in scenario y. We refer to the measure value for which the prediction results change from one to zero, or vice versa, as the critical prediction value (CPV). For example, as depicted in Figure 1 , the CPVs of the measure are a 1 and a 2 for scenarios y and x, respectively. Given a specific probability threshold (0.116 in our case), the x value (i.e., the CPV of a measure) can be calculated using the following equation, which is obtained from the probability estimation equation for a univariate model: We refer to a class for which its prediction results according to a certain cohesion measure differ from one scenario to another as a critically predicted class (CPC). The existence of CPCs provides evidence that the type of SPs considered can alter the prediction results.
Using Shapiro-Wilk normality test [33] , we evaluated the distribution normality of the probability estimations obtained using each of the prediction models built for each considered measures in each scenario. None of them found to follow the normal distribution. Therefore, we applied the Wilcoxon paired test [34] , which is a standard non-parametric statistical technique that is applied to compare two independent sets of samples that are not necessarily normal. Based on Wilcoxon test and according to the typical significance threshold (α = 0.05), we considered the two sets to be insignificantly different (i.e., the change in the prediction results was statistically insignificant) when the corresponding α is greater than 0.05.
Effects of Accounting for SPs
We obtained univariate analysis results for each considered measure in each of the four scenarios of considering or ignoring SPs. Because of space limitations, Table 2 provides only the C 1 and ROC area results. To compare the classification performances of the individual measures, we focus on the ROC area results because, as mentioned earlier, the ROC area is a better evaluation criterion than standard precision and recall. For each measure reported in Table 2 , we highlight the best ROC area result in boldface. In Table  2 , the prediction results for certain scenarios are not included for those measures that were found to be insignificant predictors of instantiation reuse-proneness (i.e., they had a p-value < 0.05). Figure 2 shows the probability estimation curves for eight of the considered measures (i.e., LCOM1, LCOM3, Coh, LSCC, TCC, LCC, CBMP, and PCCC) in the four scenarios of considering or ignoring SPs. The shapes of the curves for the other measures are not shown because of space limitations and because they are similar to those presented. Specifically, the shapes of the curves for LCOM2 are similar to those for LCOM1. The same behavior applies for the curves for LCOM4 compared with those for LCOM3, LCOM5 with Coh (which changed with the same rates but in different directions), CC and SCOM with LSCC, DC D with TCC, DC I with LCC, and ICBMC and OL 2 with CBMC. The considered classification threshold (0.116) is shown for each of the charts given in Figure 2 . Finally, Table 3 reports the CPV for each measure in each scenario. In addition, for each considered pair of scenarios, Table 3 Table 3 .
The following observations can be made based on the results reported in Tables 2 and 3 and Figure 2 :  Significance of the prediction abilities: Except for LCOM5 in Scenario 1 and both LCC and DC I in all scenarios of considering or ignoring SPs, all measures were found to be significant predictors of IRI classes. Most of the significant predictor measures featured the best ROC area values in the fourth scenario. Most of the connectivity-based measures exhibited the best ROC area results for Scenario 1 (i.e., CBMC, ICBMC, and OL 2 ) and Scenario 3 (i.e., LCOM3 and LCOM4). Considering the best scenarios in terms of ROC area for the individual measures, LCOM1, LCOM2, Coh, LSCC, and SCOM were found to be acceptable predictors for IRI classes. The ROC area results for LCOM3, LCOM4, CC, and PCCC were within the fair range. The remainder of the significant predictor measures had either poor or bad classification performances. The charts shown in Figure 2 and the CPV values reported in Table 3 indicate that the measure values at which the prediction results change (i.e., the intersection points between the curves and the t π-value) are within the first quarter of the possible measure values for all connectivity-based measures (i.e., LCOM3, LCOM4, CBMC, ICBMC, and PCCC). For all other measures except LCOM1 and LCOM2, the CPV values are within the second quarter of possible values. LCOM1 and LCOM2 feature extreme outliers and thus do not have maximum values that can be used to decide in which quarter the corresponding CPVs are located. These observations indicated that classes must have relatively very low connectivity-based cohesion values to be estimated as IRI, which is not the case for cohesion measures that follow other measuring approaches. Table 2 , and the trends of change, which are shown in Figure 2 , for all considered measures demonstrated that the cohesion measures negatively impacted instantiation reuse-proneness and that the lack of cohesion measures positively impacted instantiation reuse-proneness. The results confirm the expectation that the impact of the lack of cohesion measures, which measure the absence of cohesion, on external attributes is opposite that of cohesion measures, which measure the presence of cohesion. In all cases, the results indicated that the cohesion internal attribute negatively impacted the instantiation reuse-proneness external attribute. The consideration of any type of SPs did not change the direction of impact of any of the significant predictor measures on instantiation reuse-proneness.  Significance of the changes: Table 3 indicates that most prediction results significantly changed (i.e., Wilcoxon p-value < 0.05) when any type of SPs was considered compared to the scenario in which all SPs were ignored. Therefore, we rejected null hypotheses 6, 7, and 8 and concluded that, with few exceptions, selecting the scenario empirically determined to be the best for considering or ignoring SPs is expected to significantly improve the prediction results. The percentage of CPCs ranged from 0.82% to 13.61%, with an average of 8.7%, when considering constructors; from 2.16% to 22.17%, with an average of 8.15%, when considering access methods; and from 2.31% to 26.46%, with an average of 11.45%, when considering both access methods and constructors. These significant average percentages of CPCs indicate that considering SPs potentially affects the abilities of measures to predict IRI classes. 
Discussion
Taking into account all scenarios for considering or ignoring SPs, most of results indicate that cohesion is a significant predictor of the instantiation reuse-proneness external attribute. The results all confirm that cohesion negatively impacts the abilities of the cohesion measures to predict IRI classes. One of the possible interpretations for these observations is that less cohesive classes may be more prone to include extensive sets of functionalities. Such classes may be considered more useful and ready to instantiate. These results appear to be inconsistent with the corresponding results obtained by Al Dallal and Morasca [22] . However, it is important to note that this paper considers a problem different from that considered by Al Dallal and Morasca [22] . Here, we consider the prediction of intensively reused classes, whereas the other work considered the prediction of classes that are reused at least once by instantiation.
When using a cohesion measure in a prediction model for an external quality attribute, software practitioners are not interested in applying the version of the cohesion measure that provides the best cohesion indication. Instead, they are interested in applying the version of the measure that provides the best prediction results for the external quality attribute. The obtained results demonstrate that considering or ignoring SPs significantly affected the measures' abilities to predict IRI classes. Table 4 summarizes the related null hypotheses 1-3 and the corresponding study results and conclusions. These results indicate that there is a relationship between SPs and instantiation reuse-proneness. We believe that one of these relationships is that when a class is instantiated, at least one of the constructors must be invoked. A class with multiple constructors provides more flexibility for initializing the attributes of the class, which makes the class more appealing for reuse. In addition, the existence of access methods in the class is expected to make the class more appealing for reuse via instantiation because access methods provide the flexibility to indirectly use attributes that are declared private in the instantiated class. These expectations imply that when using a cohesion measure, both types of SPs must be considered to better predict instantiation reuse-proneness. Otherwise, the cohesion measure may mistakenly miss a factor that has a positive or negative impact on instantiation reuse-proneness.
Threats to Validity
The external and internal threats to validity of the reported empirical studies are detailed and discussed as follows.
Internal Validity
Quality attributes other than cohesion must be considered to predict reusable classes via instantiation [22] . However, constructing optimal prediction models for IRI classes is not one of our goals here. Instead, our studies aimed at exploring whether there is empirical evidence that considering or ignoring SPs in cohesion measurement can inadequately impact instantiation reuse-proneness of classes, which is an application of interest for software developers and practitioners. Table 4 : Summary of the null-hypotheses regarding the effect of accounting for SPs on the abilities of the considered measures to predict IRI classes.
In the instantiation reuse-proneness prediction empirical study, we chose a threshold to demonstrate the effects of considering SPs in cohesion measurement on the prediction ability. The threshold was based on the percentage of the actual number of classes reused via instantiation. Selecting another threshold may change the percentage of classes that their prediction results change when SPs are considered. However, the empirical study showed that, at least for this representative threshold, the consideration of SPs in cohesion measurement caused the prediction results to significantly change.
When constructing the LR models, we considered a class to be IRI when it is reused a number of times greater than the average number of times a considered class, in the considered systems, is instantiated. Although other threshold values could be considered, the selected value is a typical statistical representative value and it led to building prediction models with significant abilities to predict IRI class. This empirical study considered only local reuse-proneness. Considering the reuse-proneness of a class outside the system under consideration might be uncontrollable and requires an exhaustive search on the Internet and in other resources [22] .
External Validity
We only accounted for Java systems, which disallowed us from empirically exploring the impact of considering destructors. However, constructors and destructors are expected to have similar effects [8, 35] . In this paper, we considered two well-known and widely used systems within the research community; Eclipse and JHotDraw. Although these systems are open-source systems that may not be representative of all industrial domains, conducting empirical studies using open-source systems is a common practice within the research community. To obtain more generalized results, it is required to perform similar large-scale empirical studies that engage large-scale systems written in different programming languages and chosen from different domains. 
Conclusions and Future Work
This paper empirically considered the effects of considering or ignoring SPs in cohesion measurement on the abilities of the cohesion measures to predict IRI classes. Two types of SPs were considered: constructors and access methods. Four different scenarios to cover the different possibilities of considering or ignoring SPs were considered for each of the 17 cohesion measures selected. The empirical studies considered classes of two relatively large and well-known Java systems.
We performed an empirical study to explore the impact of considering SPs in cohesion measurement when predicting IRI classes. The results demonstrated that considering SPs in cohesion measurement caused the prediction results to change significantly. The best IRI class predictor for most of the considered measures was the model for the scenario that included all SPs. This scenario is thus recommended when incorporating cohesion measures into prediction models for classes that are likely to be reused via instantiation.
The results obtained and conclusions drawn from this empirical study have both similarities and dissimilarities with the corresponding results and conclusions in previous empirical studies that used different datasets. The general conclusions about the relationships between the cohesion internal quality attribute and instantiation reuseproneness external quality attribute were different than those obtained by Bieman and Kang [4] and Al Dallal and Morasca [22] . Here, we found that most of the cohesion measures were significant predictors of classes reused via instantiation and that the relation between cohesion and instantiation reuse-proneness was negative. Conversely, Al Dallal and Morasca [22] found that most of the cohesion measures were insignificant predictors of class reuse via instantiation and that the relation between cohesion and instantiation reuse-proneness is positive. The reason behind these differences is that we modified the considered problem such that the cohesion measures became more useful for reuse-proneness prediction. Our modifications included changing the problem to consider the prediction of intensively reused classes instead of predicting classes reused at least once via instantiation. The problem addressed here is more practical than the other problem because considering this problem enables software engineers to spend more documentation and testing time and effort on a reduced set of classes.
In this paper, we considered an application of interest that differs from those considered by Al Dallal [8] . It was thus expected that we would come to different conclusions about whether to consider or ignore SPs in cohesion measurement when using a cohesion measure as part of a prediction model for an external quality attribute. Unlike this study, the results of empirical study performed by Al Dallal [8] indicated that the faultproneness prediction abilities of the cohesion measures did not significantly change when SPs were considered; the recommendation was to include constructors and exclude access methods. This paper focused on exploring the effect of considering or ignoring SPs on the abilities of the cohesion measures to predict class instantiation reuse-proneness. Exploring this effect on the prediction results for other types of class reuse, such as reuse via inheritance, or for other external quality attributes, such as testability and maintainability, is left to future research. Finally, the empirical study reported in this paper can be replicated using different sets of cohesion measures and classes from other systems to confirm or deny the obtained results and conclusions.
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Appendix A: Definitions of the considered cohesion measures
LCOM2 [37]
P= Number of pairs of methods that do not share attributes. Q= Number of pairs of methods that share attributes.
LCOM3= Number of connected components in the graph that represents each method as a node and the sharing of at least one attribute as an edge. LCOM4 [39] Similar to LCOM3, where additional edges are used to represent method invocations. LCOM5 [40] LCOM5= (kl-a)/(kl-l), where l is the number of attributes, k is the number of methods, and a is the sum of the numbers of distinct attributes that are accessed by each method in a class. Coh [3] Coh=a/kl, where a, k, and l have the same definitions as above. Low-level design Similarity-based Class Cohesion (LSCC) [41] , where Ii and Ij are the sets of attributes that are referenced by methods i and j, respectively. Class Cohesion Measure (SCOM) [18] SCOM= The ratio of the sum of the similarities between all pairs of methods to the total number of pairs of methods. The similarity between methods i and j is defined as , where l is the number of attributes.
Tight Class Cohesion (TCC) [4] TCC= The relative number of directly connected pairs of methods, where two methods are directly connected if they are directly connected to an attribute. A method m is directly connected to an attribute when the attribute appears within the body of the method or within the body of a method that is directly or transitively invoked by method m. Loose Class Cohesion (LCC) [4] LCC= The relative number of directly or transitively connected pairs of methods, where two methods are transitively connected if they are directly or indirectly connected to an attribute. A method m, which is directly connected to an attribute j, is indirectly connected to an attribute i when there is a method that is directly or transitively connected to both attributes i and j. [17] DCI= The relative number of directly or transitively connected pairs of methods, where two methods are transitively connected if they satisfy the same condition mentioned above for LCC, or if the two methods directly or transitively invoke the same method. Cohesion Based on Member Connectivity (CBMC) [5] CBMC ( and cut set is the minimum set of edges such that their removal causes the graph to become disjointed.. OLn [45] OLn= the average strength of the attributes, where the strength of an attribute is the average strength of the methods that reference that attribute. The strength of a method is initially set to 1 and is computed in each iteration as the average strength of the attributes that it references, where n is the number of iterations used to compute OL.
Path Connectivity Class Cohesion (PCCC) [46] , where NSP is the number of simple paths in graph G c , FG c is the corresponding fully connected graph, and a simple path is a path in which each node occurs once at most.
