Given a quotient vector bundle A over X with kernel map κ : X → Max A we study the codual bundle with fiber at each point x ∈ X isomorphic to the dual of κ(x). Applying the adjunction between quotient vector bundles and linearized locales to the codual bundle leads to a new adjunction between the category of all quotient vector bundles and a category whose objects are locales L equipped with a contravariant morphism L → Max A.
Introduction
Let A be a topological vector space, which we will always assume is locally convex. Let X be a topological space. For each x ∈ X choose a subspace κ(x) ⊂ A and let E = x∈X A/κ(x), topologized as a quotient of A × X. We say the triple A = (X, A, κ) is a quotient vector bundle [8, section 3] if the quotient map A×X → E is open. If we let Sub A denote the collection of all the subspaces of A topologized with the lower Vietoris topology [6, 9] , all quotient vector bundles can be obtained as pullbacks of the universal quotient vector bundle A U = (Sub A, A, id) over Sub A. In [7] the notion of spectral quotient vector bundle was introduced, together with an adjunction Ω ⊣ Σ between the category of spectral quotient vector bundles and a certain category of linearized locales, whose objects are locales L equipped with an inf-lattice homomorphism L → Sub A whose restriction to the spectrum ΣL is continuous. This adjunction extends the usual adjunction between topological spaces and locales. It turns out, however, that the universal bundle A U is not spectral so in general there is no universal spectral vector bundle.
In this paper we introduce the category of linearized colocales whose objects can be thought of as locales equipped with a sup-lattice homomorphism L op → Sub A whose restriction to the spectrum is continuous (see section 4.1). Then we define an adunction C ⊣ I between the category of all quotient vector bundles with Hausdorff fibers and the category of linearized colocales (Theorem 5.10). The adjunction C ⊣ I also extends the adjunction between topological spaces and locales and the unit of the adjunction, A → ICA coincides, when A is spectral, with the soberification map sob A : A → ΣΩA defined in [7, section 5.16 ] under a natural isomorphism ICA ∼ = ΣΩA (Theorem 4.12).
We can interpret the adjunction C ⊣ I in terms of a bundle over X with fiber at each point x ∈ X isomorphic to the dual space of κ(x): Given a quotient vector bundle A = (X, A, κ), let A ∨ be the dual space of continuous linear functionals and for each x ∈ X let κ ∨ (x) ⊂ A ∨ denote the annihilator of κ(x).
Then A ∨ /κ ∨ (x) ∼ = κ(x) ∨ . We call E ∨ = x∈X A ∨ /κ ∨ (x) the codual bundle, topologized as a quotient of A ∨ × X and we write A ∨ = (X, A ∨ , κ ∨ ). To each linearized locale A we associate a codual linearized colocale A ∨ , to each linearized colocale we associate a codual linearized locale and we show that Ω(A ∨ ) ∼ = (CA) ∨ and, if A is spectral, ΩA ∨ ∼ = C A ∨ (Lemma 6.9). In general the codual bundle A ∨ is not a quotient vector bundle so we introduce the notion of pseudo quotient vector bundle by dropping the condition that the map A × X → E be open. We also introduce the notions of pseudo linearized locale and colocale by dropping the continuity condition on the homomorphisms L → Sub A. The adjunctions Ω ⊣ Σ and C ⊣ I can be easily extended to this setting.
The collection of closed subspaces Max A ⊂ Sub A. is to a large extent independent of the topology on A. In particular, it is completely determined by the dual space A ∨ of continuous linear functionals. This leads us to the notion of algebraic quotient vector bundles, defined in terms of a pair of vector spaces (A, A ∨ ) together with a non-degenerate bilinear form , : A × A ∨ → C. The category of algebraic quotient vector bundles is equivalent to the category of pseudo quotient vector bundles and algebraic quotient vector bundles are more natural when we study the duality A → A ∨ . It turns out the assignements A → A ∨ and A → A ∨ don't preserve morphisms, so we introduce the notion of covariant morphisms (as opposed to the morphisms introduced in [7] , which are contravariant) and show that the adjunction Ω ⊣ Σ also holds for covariant morphisms (Theorem 5.15). We define duality isomorphisms between the categories of quotient vector bundles with contavariant morphisms and with covariant morphisms (Lemma 6.10) and show that, under these duality functors, we have natural isomorphisms between the functors Ω and C (Theorem 6.12). The same construction is carried out for linearized locales and linearized colocales.
In the remainder of the paper we analyze when is A ∨ a quotient vector bundle, and we study the relationship between the properties of A and those of A ∨ . In particular we show that, under mild conditions, if A is a Hausdorff quotient vector bundle then A ∨ is also a Hausdorff quotient vector bundle (Corollary 7.2) and if A is a Banach space and A ∨ is a quotient vector bundle, then both A and A ∨ are Banach bundles (Corollary 7.16).
Organization of the paper
In section 2 we recall some basic definitions and facts. In section 3 we define pseudo quotient vector bundles, pseudo linearized locales and pseudo linearized colocales and extend the adjunctions in [7] to this setting. In section 4 we introduce the notion of linearized colocale, we define the functors C and I on objects and prove some of their properties. We end the section by studying the universal bundle A U . In section 5 we introduce covariant morphisms, define the category of linearized colocales and prove the adjunctions Ω ⊣ Σ and C ⊣ I. In section 6 we introduce the notion of algebraic quotient vector bundles and define duality isomorphisms between the covariant and contravariant categories. In section 7 we investigate when is the codual bundle A ∨ a quotient vector bundle.
Preliminaries
To fix notation, we gather here some terminology and some simple facts which we'll be using throughout the paper. More details can be found in [3, 4, 7] .
Complete lattices and adjunctions
A complete lattice L is a partially ordered set in which every nonempty subset S ⊂ L has a join (supremum) which we denote by S. It follows that every nonempty subset S ⊂ L has also a meet (infimum), denoted by S. We write 1 = L and 0 = L. Given complete lattices M and L, we say a function f : M → L is a sup-lattice homomorphism if it preserves all joins, that is, if f α b α = α f (b α ) for any family {b α } in L; similarly, we say f is an inflattice homomorphism if it preserves all meets. Given monotone functions f : M → L and g : L → M , we say that g is right adjoint to f (equivalently, that f is left adjoint to g) if f (x) ≤ y ⇔ x ≤ g(y) for all x ∈ M , y ∈ L. This condition is equivalent to the condition that, for all x ∈ M , y ∈ L we have f (g(y)) ≤ y and x ≤ g(f (x)). The existence of the right adjoint g is equivalent to f being a sup-lattice homomorphism. Similarly, g is an inf-lattice homomorphism if and only if g has a left adjoint f .
The following examples will play a central role in our work:
1. Given a vector space A, let Sub A denote the complete lattice of subspaces of A under inclusion. The join of a family {V α } in Sub A is the linear span of the union: α V α = α V α , and the meet is α V α = α V α . A linear map f : A → B induces a sup-lattice homomorphism Sub f : Sub A → Sub B defined by (Sub f )(V ) = f (V ) whose right adjoint is the inverse image map f −1 . 3. Given a topological space X, the collection of open sets ΩX is a complete lattice under inclusion. The join of a family is the union and the meet is the interior of the intersection. A map f : X → Y induces a sup-lattice homomorphism f −1 : ΩY → ΩX whose right adjoint
Given a topological vector space
4. Given a topological space X, the collection of closed sets C X is a complete lattice under inclusion. The meets are the intersections and the joins are the closure of the unions. A map f :
5. Given a lattice L denote by L op the lattice with the same points as L but with the opposite order relation. Any sup-lattice homomorphism f : M → L can be seen as an inf-lattice homomorphism f :
Locales
A locale is a complete lattice L such that a ∧ α b α = α (a ∧ b α ) for any a ∈ L and any family {b α } in L. The main example of a locale is the topology of a topological space. Given locales M and L, a sup-lattice homomorphism f : M → L is said to be a homomorphism of locales if it also preserves finite meets:
We represent by Loc the category of locales whose morphisms we now describe: an arrow f : L → M in Loc, called a map of locales, is a homomorphism of locales in the opposite direction: f * : M → L, which we call the inverse image homomorphism of the map f . We represent by f * : L → M the right adjoint of f * , and call it the direct image homomorphism of the map f .
The assignement X → ΩX extends to a functor Ω : Top → Loc: given a map f : X → Y the inverse image homomorphism of Ωf is (Ωf ) * = f −1 : ΩY → ΩX. There is also a functor Σ : Loc → Top which we now describe. Given a locale L, let ΣL be the set of prime elements in L, that is, the elements p = 1 such that,
Then the collection ΩΣL = {U a } a∈L is a topology on ΣL, making ΣL into a topological space. Given a map of locales f : L → M , let f * : L → M be its direct image homomorphism. Then f * (ΣL) ⊂ ΣM and the map Σf : ΣL → ΣM equals the restriction of f * to ΣL. The assignement a → U a is a homomorphism of locales defining a map of locales spat L : ΩΣL → L called the spatialization, with spat * L (a) = U a . A locale is said to be spatial if spatialization is an isomorphism. Given a topological space X, there is a continuous map sob X : X → ΣΩX called the soberification of X, defined by sob X (x) = X \ {x}. We say X is a sober space if sob X is a homeomorphism. The functor Σ is right adjoint to the functor Ω and this adjunction restricts to an equivalence between the full subcategories of spatial locales and sober spaces.
The lower Vietoris topology
Let A be a topological vector space. For each open set U ⊂ A let U = V ∈ Sub A : V ∩ U = ∅ . The lower Vietoris topology [6, 9] on Sub A is the topology generated by the collection { U } U∈ΩA . Open sets in the lower Vietoris topology
is open if and only if V 0 = 0 and V 1 ∈ Max A.
Proof. If V 0 = 0 then 0 ∈ U V0,V1 and 0
is not open since V 1 and V 1 have the same neighbourhoods. Conversely, if V 0 = 0 and 
It was shown in [7, Theorem 6.16 ] that, if A is locally convex, the space Max A ⊂ Sub A with the subspace topology is a sober space. We will represent the soberification map by sob Max A : Max A ∼ = − → ΣΩ Max A.
Quotient vector bundles
A linear bundle over a topological space X is a collection of vector spaces parametrized by X, {E x } x∈X , together with a topology on E = x∈X E x such that the projection π : E → X, sum, scalar multiplication and the zero section are continuous. A contravariant morphism of linear bundles (E → X) → (F → Y ) is a continuous map f ♭ : X → Y and, for each x ∈ X, a linear map
A quotient vector bundle is a triple A = (X, A, κ) where X is a topological space, A is a topological vector space and κ : X → Sub A is a map which is continuous relative to the lower Vietoris topology on Sub A. We call κ the kernel map. Given a quotient vector bundle A = (X, A, κ) let E be the quotient of A × X by the equivalence relation which identifies (a, x) ∼ (b, x) whenever a − b ∈ κ(x). It was shown in [8, Theorem 5.3] that the continuity of κ is equivalent to the condition that the quotient map q : A × X → E be open. The induced map π : E → X defines a linear bundle over X with fiber E x at each point x ∈ X isomorphic to A/κ(x). We call E the associated linear bundle of the quotient vector bundle (X, A, κ).
A (contravariant) morphism of quotient vector bundles f :
♯ ) where f ♭ : X → Y is a continuous map and f ♯ : B → A is a continuous linear map, obeying, for all b ∈ B and x ∈ X, the condition:
This condition implies f ♯ induces a linear map between the fibers B/κ B f ♭ (x) and A/κ A (x), and hence a morphism of the associated linear bundles. We say f is a strict morphism if we have an equivalence:
We represent the category of quotient vector bundles by QVBun * .
Bundles with Hausdorff fibers
We say a quotient vector bundle (X, A, κ) has Hausdorff fibers if the fibers E x of the associated linear bundle E → X are Hausdorff spaces. This happens if and only if for any x ∈ X the set {0} ⊂ E x is closed, so (X, A, κ) has Hausdorff fibers if and only if the kernel map κ factors through Max A ⊂ Sub A. We represent the category of quotient vector bundles with Hausdorff fibers by QVBun 1 * .
The Fell topology
For each compact set K ⊂ A let
The Fell topology [6] is the coarsest topology on Max A containing both the lower Vietoris topology and all the sets ∨ K. Given a topological space X, we say a map κ : X → Max A is Fell continuous if it is continuous when Max A is given the Fell topology. Let (X, A, κ) be a quotient vector bundle. It was shown in [8, Theorem 5.7 ] that, if X and A are both first countable and Hausdorff, then the kernel map κ is Fell continuous if and only if the associated linear bundle E is Hausdorff.
Normed quotient vector bundles
We say a quotient vector bundle A = (X, A, κ) is normed if A is a normed vector space. The norm on A induces a norm on the associated linear bundle E defined by q(a, x) = dist(a, κ(x)). If this norm is continuous we say the normed quotient vector bundle A is continuous. Let A be a normed vector space. For each a ∈ A and r > 0 let U r (a) = {V ∈ Max A : d(a, V ) > r}. The closed balls topology is the coarsest topology on Max A containing both the lower Vietoris topology and the sets U r (a). Let A = (X, A, κ) be a normed quotient vector bundle. It was shown in [8, Theorem 5.12 ] that the map κ : X → Max A is continuous with respect to the closed balls topology if and only if A is continuous. If A is Banach and X is first countable, it was also shown that the associated bundle E is a Banach bundle if and only if κ is continuous with respect to the closed balls topology.
Spectral quotient vector bundles

The open support property
Let (X, A, κ) be a quotient vector bundle. Each a ∈ A gives rise to a section a of the associated linear bundle E, namely:
Given a subset C ⊂ A represent by C be the linear span of C and for each a ∈ A let (2.7)
(see equation (2.2)). We say the quotient vector bundle A = (X, A, κ) has the open support property if for all a ∈ A the set κ −1 ( 
Proof. For any C ⊂ A we have: 
The support and restriction maps
In [7, section 5.4 ] to each quotient vector bundle A = (X, A, κ) was associated an adjoint pair σ ⊣ γ: the support map σ : Sub A → ΩX and its right adjoint, the restriction map γ : ΩX → Sub A, defined by
In particular, for any a ∈ A we have σ a = supp • a. The spectral kernel of A is the restriction of γ to ΣΩX, which we represent by k. We say the quotient vector bundle (X, A, κ) is spectral if it has the open support property and its spectral kernel is continuous. We represent the category of spectral quotient vector bundles by QVBun * Σ .
Linearized locales
A linearized locale [7, section 5 .1] is a triple (L, A, γ) where L is a locale, A is a topological vector space and γ : L → Sub A is an inf-lattice homomorphism whose restriction to ΣL is continuous. 
We represent the category of linearized locales by LinLoc * . From a linearized locale A = (L, A, γ) we obtain a spectral quotient vector bundle ΣA = (ΣL, A, k), where k is the restriction of γ to ΣL, and from a spectral quotient vector bundle A = (X, A, κ) we obtain a linearized locale ΩA = (ΩX, A, γ), where γ is the restriction map. These assignements extend to adjoint functors Ω and Σ between the category of spectral quotient vector bundles and the category of linearized locales [7, Theorems 5.15 and 5.19 ].
Pseudo quotient vector bundles
A pseudo quotient vector bundle is a triple (X, A, κ) where X is a topological space, A is a locally convex topological vector space and κ : X → Sub A is any map (which we don't require to be continuous). A morphism of pseudo quotient vector bundles (X, A, κ A ) → (Y, B, κ B ) is a pair (f ♭ , f ♯ ) where f ♭ : X → Y is continuous and f ♯ : B → A is a linear map (not necessarily continuous) obeying condition (2.4). We say the morphism is strict if it satisfies condition (2.5). We represent by Ψ QVBun * the category of pseudo quotient vector bundles.
is an isomorphism if and only if it is strict, f ♭ is a homeomorphism and f ♯ is a vector space isomorphism.
Proof. A morphism of pseudo quotient vector bundles f = (f ♭ , f ♯ ) is an isomorphism if and only if f ♭ and f ♯ are isomorphisms, and the pair (
is a morphism of quotient vector bundles, in which case
be a morphism of quotient vector bundles:
is equivalent to
which is equivalent to (f ♭ , f ♯ ) being a strict morphism.
From a pseudo quotient vector bundle A = (X, A, κ) we can obtain a quotient vector bundle A triv by replacing the topology of A with the trivial (indiscreet) topology.
Lemma 3.2 The assignments
define a fully faithful functor Ψ QVBun * → QVBun * which is left adjoint to the inclusion functor QVBun * → Ψ QVBun * . These functors define an equivalence between the category Ψ QVBun * and the full subcategory of QVBun * whose objects are the triples (X, A, κ) where A has the trivial topology.
Proof. The adjunction holds since, if A triv has the trivial topology, any map B → A triv is continuous. To prove the equivalence of the categories observe that for any A = (X, A, κ) ∈ Ψ QVBun * we have a natural isomorphism A ∼ = A triv in Ψ QVBun * defined by the identity maps X → X and A → A.
We say a pseudo quotient vector bundle A = (X, A, κ) is spectral if the quotient vector bundle A triv is spectral. This is equivalent to saying that A triv has the open support property. We represent the category of spectral pseudo quotient vector bundles by Ψ QVBun * Σ . We define the support and restriction maps of A as the support and restriction maps of the bundle A triv in equation (2.8) by identifying Sub A with Sub A triv .
Lemma 3.3 A pseudo quotient vector bundle
Proof. It follows immediately from Lemma 2.3.
Pseudo linearized locales and adjunction
A pseudo linearized locale is a triple (L, A, γ) where L is a locale, A is a locally convex topological vector space and γ : L → Sub A is an inf-lattice homomorphism. To a pseudo linearized locale A = (L, A, γ) we associate a linearized locale A triv obtained by giving A the trivial topology. A morphism of pseudo linearized locales A → B is a morphism A triv → B triv in LinLoc * . We let Ψ LinLoc * denote the category of pseudo linearized locales. Consider the adjunction Ω ⊣ Σ from section 2.6. Proof. The functors Ω and Σ extend to functors Ψ QVBun * → Ψ LinLoc * and Ψ LinLoc * → Ψ QVBun * respectively in the obvious way: given a pseudo quotient vector bundle (X, A, κ), we let Ω(X, A, κ) = (ΩX, A, γ) and given a pseudo linearized locale (L, A, γ) we let Σ(L, A, γ) = (ΣL, A, k). To define the functor on morphisms just recall that a morphism A → B is a morphism 
which completes the proof.
Coarse topologies on Sub A
The coarse open support (COS) topology
Recall the definition of U V0,V1 ⊂ Sub A in equation (2.2 [7] when A has the trivial topology. Recall the definition of U V0,V1 ⊂ Sub A in equation (2.2).
Lemma 3.5
The space Sub A with the COS topology is a sober space and its soberification map is given by sob(V ) = U V,1 .
Proof. We first prove that sob(V ) = U V,1 . From Lemma 2.2 the set
Now we show that the map sob is an isomorphism. Any prime open set is the union of subbasic open sets so from Lemma 2.2 it must be of the form U V,1 = sob(V ) for some V ∈ Sub A. This shows surjectivity. To show injectivity we just need to check that the space Sub A is T 0 . If V = W we may assume without loss of generality that there is some a ∈ V \ W . Then W ∈ ∨ a but V / ∈ ∨ a. So sob is also injective, which completes the proof. 
Proof. It follows immediately from Lemmas 3.3 and 3.5.
The dual COS topology on Max A
We call dual COS topology to the topology T on Max A generated by the sets U 0,V , with V ∈ Max A.
Proof. It is enough to observe that for any W ∈ Sub A, we have W ⊂ α V α if and only if W ⊂ V α for any α.
Lemma 3.8
The space Max A with the topology T is sober, with soberification map given by sob(V ) = U 0,V .
Proof. First we observe that any prime open set is of the form U 0,V for some V ∈ Max A. This follows since any prime open set is the union of subbasic open sets so by Lemma 3.7 it must be of the form α U 0,Vα = U 0, α Vα . Now sob(V ) = Max A \ {V } = U 0,W for some W ∈ Max A so clearly we must have sob(V ) = U 0,V . To complete the proof we just need to observe that the map sob(V ) is clearly injective.
In particular, the soberification map of the topology T coincides with the soberification map of the lower Vietoris topology (equation (2.3)) so we will represent both of them by sob Max A .
Bundles with Hausdorff fibers
We say a pseudo quotient vector bundle has Hausdorff fibers if its kernel map factors through Max A. We represent by Ψ QVBun 1 * the subcategory of Ψ QVBun * whose objects are the pseudo quotient vector bundles with Hausdorff fibers and whose morphisms (X,
Σ for the full subcategory of Ψ QVBun 1 * whose objects are the spectral pseudo quotient vector bundles. Proof. We just need to observe that the functors Ω and Σ restrict to functors between the categories Ψ QVBun 1 * and Ψ LinLoc 1 * and the unit and counit maps A → ΣΩA and ΩΣA → A are morphisms in Ψ QVBun 1 * and Ψ LinLoc 1 * respectively.
We say a pseudo quotient vector bundle (X, A, κ) is cospectral if the map κ : X → Max A is continuous when Max A is given the dual COS topology T . We represent by Ψ QVBun 1 * T the full subcategory of Ψ QVBun 1 * whose objects are the cospectral pseudo quotient vector bundles. T and let x ∈ X. Then for any y ∈ {x} we have κ(y) ⊂ κ(x).
Proof. Suppose Max A has the dual COS topology. If y ∈ {x} then κ(y) ∈ κ {x} ⊂ {κ(x)} and by Lemma 3.8,
4 Quotient vector bundles via colocales 4.1 Linearized colocales
op , that is, an inf-lattice homomorphism in the opposite direcion f * : M ∁ → L ∁ which also preserves finite joins. As in the case of locales, we will refer to f * as the inverse image homomorphism and to its left adjoint f * : L ∁ → M ∁ as the direct image homomorphism. The main example of a colocale is the collection C X of closed sets on a topological space X, which we identify with (ΩX) op through the isomorphism
If C X is the collection of closed subsets of X then I C X is the collection of irreducible closed sets. Notice that as sets we have
then {C a } a∈L ∁ is the collection of closed sets in IL ∁ . The adjunction between topological spaces and locales has its counterpart for colocales. In particular, given a colocale L ∁ , to the spatialization map
op there corresponds the map of colocales:
whose inverse image homomorphism is given by: Proof. From Lemma 3.7 and the identity sob
Now consider the lattice Max
Since Max A is sober, sob ∁ Max A is a monotone homeomorphism so the map i I : I C Max A → C Max A is also an inf-lattice homomorphism.
Linearized colocales
Proof. The dual COS topology is generated by the collection {U 0,V } V ∈Max A . Given V ∈ Max A we have
∁ a linearized colocale if the map k ∁ is continuous when Max A is given the lower Vietoris topology. In that case IA ∁ is a quotient vector bundle. 
Cosupport and corestriction maps
(compare with Corollary 3.6).
Since the map κ −1 is an inf-lattice homomorphism, Lemma 3.7 immediately implies:
∁ is an inf-lattice homomorphism.
Definition 4.4 Given a pseudo quotient vector bundle
we call corestriction map of A to the map γ ∁ : C X → Max A left adjoint to σ ∁ . We represent the restriction of γ ∁ to I C X by k ∁ and we represent by CA the pseudo linearized colocale CA = (I C X, A, γ ∁ ).
Lemma 4.5 Given a pseudo quotient vector bundle (X, A, κ) ∈ Ψ QVBun 1 *
T , for any closed set C ∈ C X we have:
which shows that the assignement C → x∈C κ(x) defines a map left adjoint to σ ∁ , finishing the proof.
Proof. It follows from Lemmas 4.5 and 3.10: 
Proof. By Lemma 4.6 we only need to check the commutativity of the upper triangle. By [7, Theorem 6 .16], the map sob 
which shows the commutativity of the upper triangle.
Remark. Giving Max A the dual COS topology, Lemma 4.7 also holds for pseudo quotient vector bundles. In particular the map κ ∁ ! is the same when Max A is given either the lower Vietoris topology or the dual COS topology. 
Soberification
Let A = (X, A, κ) be a spectral quotient vector bundle. Since A has the open support property then we have the identity:
We have a soberification map sob
Lemma 4.9 If A = (X, A, κ) is a spectral quotient vector bundle and C ⊂ X is an irreducible closed set, then the kernel map κ is constant on C, equal to k(X \ C).
Proof. It was shown in [7, Theorem 5.13 ] that, if k is continuous and P, Q ∈ ΣΩX are such that P ⊂ Q then k(P ) = k(Q). Let x ∈ C and let P = X \ C ∈ ΣΩX. Then P ⊂ sob X (x) so, by equation (4.6), κ(x) = k sob X (x) = k(P ) as claimed.
Corollary 4.10 Let A = (X, A, κ) be a spectral quotient vector bundle. Then
Proof. Given any irreducible closed set C ∈ I C X, by Lemmas 4.5 and 4.9 we have: Proof. Write ICA = (I C X, A, k ∁ ). From the identity κ = k ∁ •sob ∁ X (Lemma 4.6) we get that, for any x ∈ X and a ∈ A:
A is a strict morphism of pseudo quotient vector bundles, which, by Lemma 3.1, is an isomorphism if and only if sob ∁ X is a homeomorphism. 
Proof. To show that the pair (∁, id) is an isomorphism we apply Lemma 3.1. The map ∁ : I C X → ΣΩX is a homeomorphism and given any irreducible closed set C ∈ I C X, by Lemma 4.10 we have k ∁ (C) = k ∁(C) so the pair (∁, id) is a strict morphism of quotient vector bundles. The commutativity of the diagram is immediate. 
The universal example
Proof. From Definition 4.4, the corestriction map γ
Taking left adjoints of the identiy σ
Lemma 4.14 The restriction of γ
Proof. It follows immediately from Lemma 4.6 applied to the quotient vector bundle (Max A, A, id). •κ * to I C X and applying Lemma 4.14 we get κ * = sob
Given a pseudo linearized colocale
k ∁ is the restriction of γ ∁ to I C X. Now for any C ∈ C X we have
which shows uniqueness. 
B is a map of colocales, satisfying the relation
where f * is the direct image homomorphism of the map f . Composition is
. It is straightforward to check that composition preserves relation (5.1). We represent by Ψ LinCoLoc 1 * the category whose objects are the pseudo linearized colocales and whose morphisms are the contravariant morphisms. We represent by LinCoLoc 1 * the subcategory whose objects are the linearized colocales and whose morphisms are the pairs (f , f ) where f is continuous.
Given
B is a map of colocales satisfying the relation
Composition is given by (f , f )•(g, g) = (f •g, f •g). We represent by Ψ LinCoLoc * the category of pseudo linearized colocales with covariant morphisms and we represent by LinCoLoc * the subcategory whose objects are the linearized colocales and whose morphisms are the pairs (f , f ) where f is continuous.
Quotient vector bundles
A contravariant morphism of pseudo quotient vector bundles is a morphisms in Ψ QVBun 1 * . Given pseudo quotient vector bundles A = (X, A, κ A ) and B = (Y, B, κ B ), a covariant morphism A → B is a pair (f ♭ , f ♯ ) where
A for all V ∈ Max B and such that for all x ∈ X we have
Note that a covariant morphism induces, for each x ∈ X, linear maps A/κ A (x) → B/κ B f ♭ (x) and hence it defines acovariant morphism between the associated linear bundles E A → E B . We represent by Ψ QVBun 1 * the category whose objects are the pseudo quotient vector bundles with Hausdorff fibers and whose morphisms are the covariant morphisms with composition given by
We represent by Ψ QVBun 1 Σ * and Ψ QVBun 1 T * the full subcategories whose objects are respectively the spectral and the cospectral pseudo quotient vector bundles. We represent by QVBun 1 * the subcategory whose objects are the quotient vector bundles and whose morphisms are the pairs (f ♭ , f ♯ ) where f ♯ is continuous.
Linearized locales
A contravariant morphism of pseudo linearized locales is a morphism in Ψ LinLoc 1 * . Given pseudo linearized locales A = (L A , A, γ A ) and B = (L B
We represent by Ψ LinLoc 1 * the category whose objects are the linearized locales with covariant morphisms and we represent by LinLoc * the subcategory whose objects are the linearized locales and whose morphisms are the pairs (f , f ) where f is continuous.
The following table summarizes the conditions satisfied by the morphisms of quotient vector bundles and linearized locales and colocales:
id-morphisms
An id-morphism of pseudo quotient vector bundles (X 1 , A, κ 1 ) → (X 2 , A, κ 2 ) is a continuous map f : X 1 → X 2 such that for all x ∈ X 1 we have
This condition is equivalent to the pair (f, id) being both a contravariant and a covariant morphism of pseudo quotient vector bundles. We say f is an idisomorphism if f is a homeomorphism.
Given pseudo linearized locales A 1 = (L 1 , A, γ 1 ) and A 2 = (L 2 , A, γ 2 ) and id-morphism A 1 → A 2 is a map of locales f : L 1 → L 2 such that
This condition is equivalent to the pair (f, id) being both a contravariant and a covariant morphism of pseudo linearized locales. We say f is an id-isomorphism if f is an isomorphism of locales.
Given pseudo linearized colocales A
This condition is equivalent to the pair (f, id) being both a contravariant and a covariant morphism of pseudo linearized colocales. We say f is an id-isomorphism if f is an isomorphism of colocales.
Lemma 5.1
1. An id-morphism of pseudo quotient vector bundles f : (
is an id-isomorphism if and only if the pair (f, id) is both a covariant and a contravariant isomorphism of pseudo quotient vector bundles.
An id-morphism of pseudo linearized locales
is and id-isomorphism if and only if the pair (f , id) is both a covariant and a contravariant isomorphism of pseudo linearized locales.
3. An id-morphism of pseudo linearized colocales f : (L
2 ) is and id-isomorphism if and only if the pair (f , id) is both a covariant and a contravariant isomorphism of pseudo linearized colocales.
Proof. The proofs are similar in the three cases so we will prove only (3). The proof is analogous to the proof of Lemma 3.1. A morphism of pseudo linearized colocales (f , id) is an isomorphism if and only if f is an isomorphism of colocales and the pair (f −1 , id) is a morphism of pseudo linearized colocales.
The conditions that both (f , id) and (f −1 , id) are morphisms is equivalent to
in both the covariant and the contravariant cases.
The adjunction C ⊣ I
From quotient vector bundles to linearized colocales
Given a continuous map f :
be the map of colocales with inverse image homomorphism (C f ) 
2. The pair (C f ♭ , f ♯ ) satisfies:
Proof. From Lemma 4.6 we have κ A = γ ∁ A • sob ∁ X and, using the identity sob
X we also get:
It follows that statement 1:
can be rewritten as
It is now clear that 2 ⇒ 1. Conversely, if C ∈ C X then:
As a corollary of Lemma 5.2 we can now prove: We now look at the covariant case. 
Lemma 5.4 The assignements
so, given C ∈ C X:
which shows that (C f ♭ , f ♯ ) is a morphism in Ψ LinCoLoc * .
From linearized colocales to quotient vector bundles
We first consider the contravariant case. 
Lemma 5.5 The assignements
Lemma 5.6 The assignements A → IA and (f , f ) → (f * , f ) define a functor I * : Ψ LinCoLoc * → Ψ QVBun Proof. We only need to check functoriality on morphisms. Let (f , f ) be a morphism in Ψ LinCoLoc * . Let c ∈ IL
which shows that (f * , f ) is a morphism in Ψ QVBun 1 T * .
Spatialization
Consider the map spat ∁ L ∁ in equation (4.1).
Lemma 5.7 Given a pseudo linearized colocale
Proof. Write CIA ∁ = (C IL ∁ , A, γ ∁ ) and let σ ∁ and σ ∁ be the right adjoints of γ ∁ and γ ∁ respectively. We need to show that
Taking adjoints we get the equivalent identity
is both a covariant and a contravariant morphism of pseudo linearized colocales which is an isomorphism if and only if L ∁ is spatial.
Proof. It immediately follows from Lemma 5.1.
Given a pseudo linearized colocale
A ∁ = (L ∁ , A, γ ∁ ) we call spatialization to the morphism spat ∁ A ∁ = (spat ∁ L ∁ , id) : CIA ∁ → A ∁ . We say a pseudo linearized colocale A ∁ = (L ∁ , A, γ ∁ ) is spatial if L ∁ is spatial.
Adjunction and equivalence
We now check that soberification (see Lemma 4.11) is well defined in the covariant case. 
The adjunction Ω ⊣ Σ in the covariant case
Given a continuous map f : X → Y denote by Ωf : C X → C Y the map of colocales with inverse image homomorphism (Ωf ) * = f −1 .
Lemma 5.11
The assignements A → ΩA and (f ♭ , f ♯ ) → (Ωf ♭ , f ♯ ) define a functor Ω * : Ψ QVBun * → Ψ LinLoc * which restricts to a functor QVBun Σ * → LinLoc * .
Proof. We only need to check functoriality on morphisms. Let (f ♭ , f ♯ ) be a morphism in Ψ QVBun * . We want to show that (Ωf ♭ , f ♯ ) is a morphism in LinLoc * , that is:
Taking adjoints we get the equivalent relation
so we only need to show that f
is a morphism in Ψ QVBun Σ * we have, for any x ∈ X and any a ∈ A:
Lemma 5.12 The assignements A → ΣA and (f , f ) → (f * , f ) define a functor Σ * : Ψ LinLoc * → Ψ QVBun Σ * which restricts to a functor LinLoc * → QVBun Σ * Proof. Let A = (L, A, γ) be a pseudo linearized locale. We first show that ΣA has the open support property. This is Lemma 5.14 in [7] , whose proof does not need the continuity of k. Alternatively, the statement follows from Lemma 3.3 and the observation that
Lemma 5.13 For any pseudo quotient vector bundle A = (X, A, κ), the map sob A = (sob X , id) : A → ΣΩA is a morphism in Ψ QVBun * .
Proof. We need to show that κ(x) ⊂ k sob X (x) , for any x ∈ X. This is Lemma 5.6 in [7] .
Proof. This is Theorem 5.23 in [7] .
From Lemma 5.1 it follows that the pair (spat L , id) is both a covariant and a contravariant morphism which is an isomorphism if and only if the locale L is spatial.
Theorem 5.15
The functor Ω * : Ψ QVBun Σ * → Ψ LinLoc * is left adjoint to the functor Σ * : Ψ LinLoc * → Ψ QVBun Σ * . This adjunction restricts to an isomorphism between the category of pseudo quotient vector bundles with Hausdorff fibers over sober base spaces and the category of linearized locales over a spatial locale. 
Galois correspondence between Sub
A and Sub A ∨ Given a dual pair (A, A ∨ ), for each φ ∈ A ∨ let ker φ = {a ∈ A : a, φ = 0} and for each a ∈ A let ker a = {φ ∈ A ∨ : a ∈ ker φ}. Consider the annihilator lattice maps F : (Sub A) op → Sub A ∨ and G : Sub A ∨ → (Sub A) op defined by (6.1)
Note that, for any φ ∈ A ∨ , we have:
For any V ∈ Sub A and any W ∈ Sub A ∨ we have V ⊂ G(W) ⇔ W ⊂ F (V ) so we have an adjunction F ⊣ G which gives a Galois correspondence between Sub A and Sub A ∨ . The image of G is the inf-sublattice of Sub A generated by {ker φ} φ∈A ∨ . When A has a dual topology, the image of G equals Max A. Similarly, if A ∨ has a dual topology then the image of F equals Max A ∨ . By analogy with this case, we will always write
and we represent the so called closure operators by
Lemma 6.1 For any V ∈ Sub A and any W ∈ Sub A ∨ we have F (V ) = F (V ) and G(W) = G(W).
Proof. It immediately follows from the identities F •G•F = F and G•F •G = G.
Morphisms of dual pairs
A morphism of dual pairs (A, A ∨ ) → (B, B ∨ ) is a pair of linear maps f : A → B and f ∨ : B ∨ → A ∨ such that, for every a ∈ A and every ψ ∈ B ∨ we have
) be a morphism of dual pairs. Then:
1. For any V ∈ Sub A and any W ∈ Sub A ∨ we have
2. For any W ∈ Sub B we have
Proof. We first prove (1) . For the first identity we have
and the second identity is proved similarly. We now prove (2) . From W ⊂ f f −1 (W ) and from (1) we get
which is equivalent to identity (2).
Note that, since the pairing is non-degenerate, the map f ∨ is completely determined by f . Also observe that
The following lemma provides an alternative characterization of morphisms of dual pairs:
is a morphism of dual pairs. Conversely, given a morphism of dual pairs (f, f ∨ ), the linear map 
In particular, a morphism of dual pairs (f,
6.1.3 Continuity of F and G Lemma 6.4 For any V ∈ Sub A and any W ∈ Sub A ∨ we have
and similarly for the identity
Corollary 6.5 For any V ∈ Max A and any W ∈ Max A ∨ we have
so, from the second identity in Lemma 6.4 (with V = G(W)) we get
and the first identity follows since G• F = id on Max A. The proof of the second identity is completely analogous.
Corollary 6.6 Let (Sub A) Σ and (Sub A) T represent Sub A with respectively the COS topology and with the dual COS topology. The following maps are continuous:
In particular the maps F and G define homeomorphisms
Corollary 6.7 For any a ∈ A and any φ ∈ A ∨ we have
so, applying Lemma 6.4 we get
and similarly for the first identity.
Algebraic quotient vector bundles
An algebraic quotient vector bundle is a triple A = (X, (A, A ∨ ), κ) where X is a topological space, (A, A ∨ ) is a dual pair and κ : X → Max A is any map. From an algebraic quotient vector bundle A = (X, (A, A ∨ ), κ) we get the pseudo quotient vector bundle A weak = (X, A weak , κ) where A weak has the weak topology determined by A ∨ . A covariant (respectively contravariant) morphism A → B of algebraic quotient vector bundles is defined to be a covariant (respectively contravariant) morphism (f ♭ , f ♯ ) : A weak → B weak of pseudo quotient vector bundles. We denote by AQVBun 
The codual algebraic quotient vector bundle
Given an algebraic quotient vector bundle A = (X, (A, A ∨ ), κ), the codual algebraic quotient vector bundle is the triple
Lemma 6.8 Let A be a quotient vector bundle with Hausdorff fibers. If A is spectral then A ∨ is cospectral. If A is cospectral then A ∨ is spectral.
Proof. Suppose A is spectral. Then κ ∨ is the composition
which is continuous by Corollary 6.6 so A ∨ is cospectral. Suppose now that A is cospectral. Then for any W ∈ Sub A ∨ we have
so A ∨ is spectral.
Algebraic linearized locales and colocales
An algebraic linearized locale is a triple A = (L, (A,
is a dual pair and γ ∁ : L ∁ → Max A is a sup-lattice homomorphism. As for algebraic quotient vector bundles we write A weak = (L, A weak , γ) and
. A covariant (respectively contravariant) morphism A → B of algebraic linearized locales is defined to be a covariant (respectively contravariant) morphism A weak → B weak and similarly for algebraic linearized colocales. We denote by ALinLoc The functors Ω, Σ, C and I induce functors between the algebraic categories in the obvious way. For example, if A is an algebraic quotient vector bundle we let ΩA = Ω(A weak ) alg .
Given an algebraic linearized colocale
A ∁ = (L ∁ , (A, A ∨ ), γ ∁ ) we define the codual algebraic linearized locale by (A ∁ ) ∨ = ((L ∁ ) op , (A ∨ , A), F • γ ∁ ) and given an algebraic linearized locale A = (L, (A, A ∨ ), γ) we define the codual algebraic linearized colocale by A ∨ = (L op , (A ∨ , A), F • γ).
Isomorphisms
Consider the lattice isomorphism ∁ : (ΩX) op → C X.
Lemma 6.9
1. For any cospectral algebraic quotient vector bundle A the map ∁ :
∨ is an id-isomorphism;
2. For any spectral algebraic quotient vector bundle A the map ∁ : ΩA
For any algebraic linearized colocale
4. For any algebraic linearized locale A we have ΣA)
Proof. Given an algebraic quotient vector bundle A = (X, (A, A ∨ ), κ) we will represent its support and cosupport maps by σ κ and σ ∁ κ and we will represent its restriction and corestriction maps by γ κ and γ 
so we only need to show that γ
The result now follows by taking adjoints.
To prove the third statement let
be an algebraic linearized locale and let k denote the restriction of γ to IL op = ΣL. Then ΣA)
is a morphism of algebraic quotient vector bundles, by Lemma 6.3, the linear map f ♯ defines a morphism of dual pairs (f ♯ , f ♯∨ ). Proof. From Lemma 6.9 it follows that we only need to check the morphisms.
Lemma 6.10 The assignements
Let (f ♭ , f ♯ ) be a morphism in AQVBun 1 * . Then
Applying Lemma 6.2 and noting that κ
which is equivalent to Proof. We only need to check the morphisms. Let (f ♭ , f ♯ ) be a morphism in ALinCoLoc 1 * . From Lemmas 6.2 and 6.1 we get
Theorem 6.12 There are natural isomorphisms
Proof. It follows easily from Lemma 6.9.
The codual quotient vector bundle
Given a quotient vector bundle A = (X, A, κ) consider the pseudo quotient vector bundle A ∨ = (X, A ∨ , F • κ). We wish to investigate when is A ∨ a quotient vector bundle.
The Fell topology
We now assume A ∨ has the topology of uniform convergence on compacts, with subbasis the open sets S(K, U ) = {φ ∈ A ∨ : φ(K) ⊂ U } with K ⊂ A compact and U ⊂ C open. The objective of this section is to prove the following theorem: For the proof of Theorem 7.1 we will consider the following four topologies on Max A:
1. The lower Vietoris topology induced by the topology on A.
2. The topology generated by the sets
3. The topology generated by the sets F Notice that the Fell topology on Max A is generated by topologies 1 and 2. The topology generated by 3 and 4 consists of the sets
∨ is open in the Fell topology.
Topologies 2 and 4
Lemma 7.3
2. If K is compact and convex and V ∈ ∨ K then there is φ ∈ F (V ) such that
3. Topology 2 has as a subbasis the collection { ∨ K} where K ⊂ A is a convex compact set.
. Then the collection {U a } a∈K is an open cover of K. Pick a finite subcover U a1 , . . . , U an . Since ker φ ai ∩ U ai = ∅ for all i, we get K ∩ i ker φ ai = ∅. This proves 1. To prove 3 let K, V and φ a be as above and let K i be the convex hull of φ
This finishes the proof of 3. We now prove 2. First consider the special case where A is Hausdorff and has finite dimension, and V = {0}. Endow A with an inner product and let a ∈ K be the closest point to the origin. Then we can take φ to be inner product with a. Now consider the general case. By 1 there are φ 1 , . . . , φ n ∈ F (V ) with i ker φ i ∈ ∨ K. Let W = i ker φ i and let p : A → A/W be the projection. Then p(K) is convex and compact, p(V ) = {0} and A/W is Hausdorff and finite dimensional, so there is φ ∈ (A/W ) ∨ such that ker φ ∩ p(K) = ∅. Then V ⊂ ker(φ • p) and ker(φ • p) ∩ K = ∅, which finishes the proof of 3.
Corollary 7.4 For any
Let K(A) denote the collection of the compact and convex subsets K ⊂ A with the property that, if λ ∈ C satisfies |λ| ≤ 1, then λK ⊂ K. Proof. Given a compact set K let K ′ be the convex hull of the set {λa : a ∈ K, λ ∈ C, |λ| ≤ 1}. Then K ′ ∈ K(A) and B ε,K (φ) = B ε,K ′ (φ).
Lemma 7.6 Topologies 2 and 4 coincide.
Proof. Let K be compact and convex. Then by Corollary 7.4 we have
K is open in topology 4. By Lemma 7.3 this implies topology 4 is finer than topology 2. Now let U ⊂ A ∨ be open and suppose V ∈ F −1 U . Then F (V ) ∩ U = ∅ so by Lemma 7.5 there is φ ∈ F (V ), ε > 0 and K ∈ K(A) such that B ε,K (φ) ⊂ U . We may assume that φ = 0 otherwise we would have U = Max A ∨ . To complete the proof we will construct a compact
Pick a ∈ A such that φ(a) = 1 and write A = ker φ ⊕ a . Let p : A → ker φ be the projection:
K ε , and since V ⊂ ker φ we also get
is convex, K ε is also convex, so by Lemma 7.3 there is ψ ∈ F (W ) such that ker ψ ∩ K ε = ∅. Now 0 ∈ K so −εa ∈ K ε so ψ(a) = 0 and hence we may rescale ψ so that ψ(a) = 1. Assume by contradiction that ψ / ∈ B ε,K (φ).
. This shows that F ( ∨ K ε ) ⊂ B ε,K (φ), which finishes the proof.
We can now prove the first statement in Theorem 7.1. Proof. We first prove 1. Note that F a = ker a = {ψ ∈ A ∨ : ψ(a) = 0}.
So F a ∈ ∨ K if and only if ker a ∩ K = ∅ if and only if for all ψ ∈ K we have ψ(a) = 0. This is equivalent to a / ∈ φ∈K ker φ. Statement 2 follows immediately from 1. To prove 3 let V ∈ U and choose a ∈ V ∩ U . By 1 we have
Lemma 7.9 If A is first countable and K ⊂ A ∨ is compact then φ∈K ker φ is closed in A.
Proof. Pick a sequence (a n ) in φ∈K ker φ and suppose a = lim a n . We want to show that a ∈ φ∈K ker φ. For each n there is a φ n ∈ K such that φ n (a n ) = 0. Let φ be a limit point of the sequence (φ n ) and consider the compact set K ′ = {a n } n∈N ∪ {a}. Then for any ε > 0 and any p ∈ N, there is a n > p such that φ n ∈ B ε,K ′ (φ). In particular this means that |φ(a n )| = |φ(a n ) − φ n (a n )| < ε. Since φ is continuous, lim φ(a n ) = φ(a) so we must have φ(a) = 0, which concludes the proof. Lemma 7.10 If A is first countable then topology 1 is finer than topology 3.
Proof. Let K ⊂ A ∨ be compact and let
∈ F (V ) ⇔ V ⊂ ker φ and hence for each φ ∈ K there is a φ ∈ V \ker φ and we may choose a φ so that φ(a φ ) = 1. Let B = {λ ∈ C : |λ−1| < 
Lemma 7.11 Let U ⊂ A be open and let C = {φ ∈ A ∨ : ker φ ∩ U = ∅}. Then a ∈ U implies F a ∩ C = ∅ with equivalence if U is convex.
Proof. If F a ∩C = ∅ there is φ ∈ C such that a ⊂ ker φ. Since ker φ∩U = ∅ we get a / ∈ U . Conversely, if U is convex and a / ∈ U , then a ∩ U = ∅ so by the Hahn-Banach separation theorem there is φ ∈ A ∨ such that a ∈ ker φ and φ ∈ C so F a ∩ C = ∅. Lemma 7.12 Suppose A is normed and let S(A ∨ ) be the unit sphere in A ∨ . For any ε > 0 and a ∈ A the set K ε,a = {φ ∈ S(A ∨ ) : ker φ ∩ B ε (a) = ∅} is compact in both the product topology and the compact open topology. But then ker φ ∩ B ε (a) = ∅ so φ ∈ K ∩ F (W ) so F (W ) / ∈ ∨ K, which completes the proof.
We can now finish the proof of Theorem 7.1. 
Normed quotient vector bundles
We now assume that A is a normed space and A ∨ has the dual norm. The objective of this section is to prove the theorem: Theorem 7.15 Let A be a normed vector space, give A ∨ the dual norm, consider a map κ : X → Max A and let κ ∨ = F • κ.
1. If the triples (X, A, κ) and (X, A ∨ , κ ∨ ) are both quotient vector bundles then they are both continuous normed quotient vector bundles.
2. If A is locally uniformly convex and (X, A ∨ , κ ∨ ) is a continuous normed quotient vector bundle then (X, A, κ) is also a continuous normed quotient vector bundle.
3. If A is reflexive and Fréchet smooth and (X, A, κ) is a continuous normed quotient vector bundle then (X, A ∨ , κ ∨ ) is also a continuous normed quotient vector bundle. Corollary 7.16 Let A = (X, A, κ) be as above and suppose A is a Banach space and X is first countable and Hausdorff.
If A
∨ is a quotient vector bundle then both A and A ∨ are Banach bundles.
2. If A is reflexive and Fréchet smooth then A is a Banach bundle if and only if A ∨ is a Banach bundle.
Given V ∈ Max A we denote by S(V ) the unit sphere in V . We will need the following two Lemmas (see [ Before we turn to the next result we need an easy convexity result: Lemma 7.26 Let V ∈ Max A, let a ∈ A be such that a = d(a, V ), let b ∈ V and let λ be a positive real number. If a − λb > a − b then λ > 1.
