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Abstract. The paper focuses on prediction of student learning 
performance in object oriented programming course using data mining 
technique based on a dataset obtained from Kolej Poly-Tech Mara 
(KPTM), Kuantan. The objective was to identify and implement the most 
accurate algorithm for the KPTM dataset and to come up with a good 
prediction model using decision tree technique. The most relevant rules 
were identified from the model. The dataset was run through some pre-
processing such as data cleaning, data reduction and discretization. The 
experiments were conducted using machine learning software Weka 3.6.9. 
The first experiment was to test the clean dataset with seven classification 
techniques. Accuracy plays an important role to prove the best 
classification technique by using correctly classified instance as an 
indicator. Using 10-fold cross validation for each algorithm, it was found 
that decision tree was the best algorithm with 83.6944% correctness. The 
second experiment was conducted to find the best model among the 
percentage split where the best percentage split produced the best model 
accuracy. The experiment with 50% of data training and 50% of data 
testing in percentage split produced higher accuracy where the percentage 
of correctly classified instance was 76.2557%. The rules were extracted 
from the model and after the analyses were conducted the result showed 
that the domain factors of student performance were class attendance and 
the performance of the previous semester.   
1   Introduction 
Even in the cyber age, education still plays very important role in the development 
and modernization of the country. Education leads to sustainable quality graduates 
capable of providing a quality workforce for the country. In computer science, the 
quality of learning has grown in tandem with technological growth especially in the 
use of programming. Object-oriented programming (OOP) is one of the core courses 
in computer science and technology, which is also one of the most important specialty 
courses for science and engineering university students [5].  At Kolej Poly-Tech Mara 
(KPTM), OOP is a major subject for the students in the Diploma of Information 
Technology programme. The problem is many students failed or did not perform well 
in this subject.  
There are many factors which contribute to the student failure such as the student 
lack of understanding, absenteeism from class and the student weak education 
background.  One of the ways to improve the student performance is for the 
instructors to identify the group of students who might not perform well at the early 
stage of learning. From there the instructor can focus on the group in order to help 
them to improve their performance.  Thus, in this case making the prediction of 
student learning performance is a major step in identifying the potential group that 
needs further help such as extra classes or special tutorials and assignments.  
 
 
2    Performance Prediction 
 
Usually the lecturer can predict, to a certain degree, the future performance levels of 
students based on their performance in Mathematics and English at SPM (Malaysian 
equivalent of O-Level), soft skill such as attendance and a few other attributes. 
Indirectly, advice and suggestions can be given to poor students.  
Data mining is  a  step  in  the  knowledge discovery from database  process  
consisting of applying  data  analysis  and  discovery  algorithms that,  under 
acceptable  computational  efficiency  limitations,  produce  a  particular  enumeration  
of  patterns  over  the  data [1]. Data mining is defined as a logical process that is used 
to search through large amount of data in order to find the useful patterns that were 
previously unknown. The useful patterns that are found will represent the new 
knowledge [3]. Most of data mining methods are based on tried and tested techniques 
from machine learning, pattern recognition and statistics such as classification, 
clustering, and regression [2]. Data mining is an interdisciplinary field with a general 
goal of predicting outcomes and uncovering relationships in data [4],[5]. According to 
Han et al., [11], the process of finding the pattern in the data set is done by using data 
mining techniques.  
Classification is a part of data mining [14],[15]. Classification involved the 
process to analyze the pattern of data in training set to find out an accurate model. The 
knowledge analysis from the results will be evaluated to generate a new model. 
Classification and prediction are related techniques [13]. Classification has many 
algorithms such as back propagation, association-based classification, decision tree, 
Bayesian classification and rough set theory but the most popular classification 
method is decision tree and Bayesian classification [12]. Decision tree structures are a 
common way to organize classification schemes[11].   
There have been a few studies done in constructing prediction models in 
education for various purposes. Behrouz et al., [6] use classification methods and 
techniques that are available in data mining in order to predict the performance of 
students at Michigan State University (MSU). He used various classification 
techniques such as Multilayer Perceptron, Quadratic Bayesian, Parzen-windows, I-
nearest neighbor (I-NN), Decision and Tree K-nearest neighbor (k-NN). This study 
combines a number of classifications and the results of tests performed provide a 
significant improvement in the measurement of the level of classification. 
Additionally, learning the characteristics of classification using genetic algorithm has 
improved the accuracy of predictions made. The study was conducted on 227 
students' data and this study is the prediction of student performance based on 
assigned homework.  
Chun-Teck et al., [7] conduct the prediction on pre-university students on 
mathematics achievement. The study used three methods, which are the Generalized 
Regression Neural Network (GRNN), Classification, Back-propagation Neural 
Network (BPNN) and Regression Tree (CART) in order to predict the students’ 
mathematics achievements. The study consists of two parts, i.e to predict the students’ 
mid-semester assessment result and the final examination result. The output based on 
models’ accuracy is evaluated to identify the best model. The findings reveal that 
BPNN outperforms other models with an accuracy of 66.67% and 71.11% in 
predicting the mid-semester evaluation result and the final examination result 
respectively. The studies used 180 students’ data who enrolled in the foundation of 
engineering at Multimedia University. 
Arshad et al., [8] conducted a study to predict the engineering students 
performance at the University of Engineering and Technology, Peshawar using 203 
students’ data. The association between the predictors which is entry test scores and 
overall merit and the criterion such as academic achievements or scores of 
engineering students from first to final year were analyzed using appropriate 
statistical procedure. The findings indicate that there is significant relationship 
between entry test scores and overall merit with the academic achievement of 
engineering students. Umeh et al., [9] have succeeded in identifying the 
characteristics of weak students by conducting a survey using Bayesian classification 
techniques with 600 students’ data. Shaeela et al., [10] worked on data mining model 
for higher education system to make predictions about the classroom performance in 
relation to students’ attendance. All those finding show that data mining can be used 
to predict student performance.  
 
3    Methodology 
 
Raw data of 4405 students who enrolled in the Diploma of Information Technology, 
KPTM was collected from the academic department. The data involve 28 attributes, 
among others are ‘age’, ‘gender’, ‘country’, selected SPM results and previous 
semester results. The data also include ‘attendance’ as a soft skill to ensure the 
accuracy of the prediction. The raw data was run through data preprocessing such as 
data cleaning, data reduction, and discretization to ensure the quality of the mining 
results.  
According to Han et al., [11], dirty data can be caused by many issues such as the 
problems arising from human, IT hardware and software failure, data entry errors in 
the system, data transmission errors and mistakes that are not relevant to the data 
collection. There are a few solutions to the dirty data problem, one of them is value 
replacement using modes [11]. The mode refers to the list of number that occurs most 
frequently in the dataset. Data reduction is a process of removing the unused 
attributes from the data set. Data reduction can enhance the effectiveness of data 
mining and modeling. Table 2 shows the list of attributes left after the data reduction 
exercise. 
 
Table 2.  List of the attributes. 
 
 
 Data discretization is a process of dividing the range of continuous attributes into 
intervals to reduce the data size. It helps to prepare the analysis in the prediction. 
The CGPA attribute will be converted to the category that is easier to understand for 
the purpose of discretization process. All the data input will be represented in the 
form of specific categories to facilitate data mining.  
 
 
4    Implementation 
 
The experiment was conducted using Weka (Waikato Environment for Knowledge 
Analysis) software version 3.6.9, developed by University of Waikato, New Zealand.  
The first experiment was to test the clean dataset with seven classification techniques 
i.e. Naïve Bayes, Logistic, Decision Table, Classification Via Clustering, OneR, User 
Classification and Decision Tree. Accuracy plays an important role to prove the best 
classification technique by using correctly classified instance as an indicator. 
Correctly classified instance shows the percentage of data that was correctly classified 
by the algorithm. Higher percentage of correctly classified instance mean the model 
has a higher accuracy.  
The clean dataset were processed using 10-fold cross validation. All values of 
correctly classified instance were compared to determine the best technique to be 
selected. The technique with the highest percentage of correctly classified instance 
will be selected as the technique in the development of the model. Table 3.0 shows 
the result of correctly classified instance through seven classification techniques. 
From the table it is clear that the highest percentage of correctly classified instance 
Data description 
No. Variable Description 
1 Jantina Male or female 
2 Negeri State in Malaysia 
3 BM SPM Malay Language 
4 BI SPM English Language 
5 MAT SPM Mathematic 
6 MATTAM SPM Additional Mathematic 
7 SEJ SPM History 
8 AGAMAMORAL SPM Islamic Religion / Moral 
9 TMK 121 Personal Computer Technology Subject 
10 TMA 111 Introduction to Programming Subject 
11 TMA 222 Object Oriented Programming Subject 
12 STATUS Status for semester 1 
13 CGPA Grade for semester 1 
14  KEHADIRAN Status of attendance 
was obtained by decision tree. The results prove that, compared to the other 
classification techniques, the decision tree is the best classification technique.  
 
  Table 3. Result of correctly classified instance through seven classification techniques. 
 
Classification Technique Correctly classified instance 
Naïve Bayes 64.7662 
Logistic 65.9065 
Classification Via Clustering 41.6192 
Decision Table 81.87 
One R 64.4242 
User Classification 44.9259 
Decision Tree 83.6944 
 
 
The second experiment was conducted to find the best model among the 
percentage split where the best percentage split produced the best model accuracy. 
Based on Han et al., [11], accuracy can be estimated using one or more test sets that 
are independent of the training set where estimation techniques that can be used such 
as cross-validation and percentage split. The most accurate model will produce the 
best and strong rules. To run the experiment, the model development was divided into 
several percentages split and each percentage split will define a model. The model 
with the highest percentage of correctly classified instance will be chosen as the best 
model and the percentage split will be observed. Table 4.0 shows the result of the 
model through percentage split. 
 
                           Table 4 . Result of the model through percentage split. 
 
Model 
Percentage Split % Correctly 
Classified 
Instance 
Training Testing 
A 90 10 76.1364 
B 80 20 74.8571 
C 70 30 73.7643 
D 60 40 73.2194 
E 50 50 76.2557 
F 40 60 72.4335 
G 30 70 69.3811 
H 20 80 67.2365 
I 10 90 63.6248 
 
 
Model E was chosen as it gave the highest value of correctly classified instance. 
It uses 50% of data training and 50% of data testing in percentage split. The next 
process is to extract the rules from the model. From the chosen model, the tree will be 
observed in details to select the most relevant rules which will become the output in 
this research. There exists a technique to extract the right rules. A rule is created for 
each path from the root to the leaf of the tree and each attribute-value pair along a 
path forms a conjunction. The leaf node holds the class prediction. 
Base on the rules that were extracted from the model, new knowledge such as 
domain factor and the attribute behavior were produced after some analysis was done 
for each attribute. The analysis was conducted based on the rules to see how the 
attributes play a role in producing tips. Fig.1 illustrates the analysis from the rules. 
The attribute with the highest value would contribute the most to the rules, where in 
this case it is the student attendance. The second highest is “TMA111”, followed by 
“TMK121”, “BI”, "MAT", “CGPA" and "MATTAM".   
 
 
 
 
Fig. 1 . The value of each attribute that was involved in classification rules. 
 
  
5    Result and Discussion 
 
In the context of the rules obtained, an interesting set of rules covered attributes 
regarding the subjects taken by students for the first semester, several SPM subjects 
like Mathematic, Additional Mathematic, English and attendance.  
Attribute “kehadiran” or  class attendance become the root of the decision tree 
model based on the training dataset and that made attendance as the highest 
contributing attribute. Attendance gave a big impact on the rules such as if attendance 
is good then the result for the object oriented would be excellent. This shows the 
domain factor of the class attendance as it influences the result of the OOP subject at 
KPTM Kuantan.    
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The attribute “TMA111” (Introduction to Programming) and “TMK121” 
(Personal Computer Technology) represent the subject of the previous semester which 
all students have to enroll. Both attributes are the second level attributes which may 
influence the rules. “TMA111” syllabus contains the introduction to programming 
where the student can get the basic knowledge in programming and understand the 
programming subject in advance. It will help the student to gain more understanding 
of OOP. Same goes to “TMK121” where the syllabus of the subject contains the 
structure of programming fundamental. If the student have a problem with the 
attendance but got good result in both subjects, then the student may pass the OOP 
subject as stated in therule:, if kehadiran = "teruk" and TMA111="lulus" and 
TMK121 ="kepujian" then TMA222 = "lulus".  
English subject also effected the rules since English influences the student 
learning performance in OOP.  This makes sense because students have to study OOP 
in English. Some students could not understand the learning because of the language 
barrier. Besides the lectures, all the notes and reference materials were provided in 
English.  Meanwhile Mathematic, Additional Mathematic and previous semester 
results were found not to play important role in the prediction of the students’ 
performance in OOP.  
 
  
 
6    Conclusion 
 
A study has been conducted on prediction of student learning performance in OOP 
course using data mining technique based on a dataset obtained from KPTM, 
Kuantan. The objectives were to identify and to implement the most accurate 
algorithm for the KPTM dataset and to come up with a good prediction model using 
decision tree technique. The most relevant rules have been identified from the model. 
Accuracy plays an important role to prove the best classification technique and it was 
found that decision tree was the best algorithm with 83.6944% correctness. The best 
model among the percentage split were 50% of data training and 50% of data testing 
that produced higher accuracy where the percentage of correctly classified instance 
was 76.2557%.  
The rules were extracted from the model and after the analyses were conducted 
the result showed that the domain factor of student performance was class attendance 
and the students’ performance in the previous semester.  The factors which contribute 
to the student failure were absenteeism from class. It is important for the instructors to 
identify the group of students who might not perform well at the early stage of 
learning in order to improve their performance by focusing extra help on them 
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