Invariant manifolds for Random Dynamical Systems on Banach Spaces
  exhibiting generalized dichotomies by Bento, António J. G. & Vilarinho, Helder
ar
X
iv
:2
00
8.
10
54
0v
1 
 [m
ath
.D
S]
  2
4 A
ug
 20
20
INVARIANT MANIFOLDS FOR RANDOM DYNAMICAL
SYSTEMS ON BANACH SPACES EXHIBITING
GENERALIZED DICHOTOMIES
ANTO´NIO J. G. BENTO AND HELDER VILARINHO
Abstract. We prove the existence of measurable invariant manifolds
for small perturbations of linear Random Dynamical Systems evolving
on a Banach space and admitting a general type of dichotomy, both for
continuous and discrete time. Moreover, the asymptotic behavior in the
invariant manifold is similar to the one of the linear Random Dynamical
System.
1. Introduction
One of the main issues in Dynamical Systems is the study of properties
and structures (geometric, topological, ergodic, ...) that are invariant over
time, either in the deterministic or in the random evolutionary systems. The
study of invariant manifolds for deterministic dynamical systems goes back
to the works of Hadamard [10], Lyapunov [15] and Perron [17, 18, 19]. For
an historical background see for example [4]. In the Random Dynamical Sys-
tems (RDS) framework there are several works covering (local and/or global)
center, stable, unstable and inertial manifolds for a variety of state spaces,
that goes from the Euclidean space to Hilbert spaces or separable Banach
spaces, either generated by stochastic or by random differential equations.
The list of works on this subject is already too extensive to be completely
written down here. We refer for [1, 13, 12, 21, 16]. See also [3, 8, 20, 14] and
references therein. For invariant manifolds of RDS on infinite dimensional
Banach space see [4, 9, 12, 3].
In this work we prove the existence of random global invariant manifolds
for RDS evolving on a Banach space (not necessarily separable), both in
the continuous and in the discrete time settings. The RDS considered are
obtained by perturbing linear RDS that admit a generalized dichotomy. In
the deterministic cases this kind of dichotomies were considered in [5, 6] and
generalize the common nonuniform exponential condition that often arises
from the Multiplicative Ergodic Theorem. To the best of our knowledge
this kind of dichotomies were not considered before in the RDS setting.
Moreover, the perturbations considered in this work satisfy some natural
conditions that guarantee not only the existence of invariant manifolds but
also some control on the dynamics.
We notice that the separability of the state space is not assumed, which
in the continuous time case requires some special attention to measurability
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and integrability issues. Moreover, for our purposes, the driving system
consists of an invertible dynamical system defined on a measure space that
is not necessarily finite, as typically considered on RDS theory.
In the RDS setting one expects for properties that hold for almost every
element in the driving system. Throughout this work we will assume that
it is possible to consider properties that hold for all elements of the driving
system by restricting this dynamics, if necessary, to a full measure invariant
subset (see Lemma 2.4).
The main strategy used to obtain the random invariant manifolds follows
the Lyapunov-Perron approach. We define a convenient space of pairs of
functions that is a complete metric space and use the Banach Fixed Point
Theorem to obtain the invariant manifolds as the graph of a function. We
notice that no random norms were considered and that the determinist cases
can be easily deduced from the random counterpart. We also give several
examples that include the usual nonuniform exponential situation and also
that illustrates other situations beyond this behaviour.
The paper is organized as follows. In Section 2 we recall the notion of the
Bochner integral and give an elementary introduction to RDS. Moreover, we
also define generalized dichotomies, to which we give some examples, and the
type of perturbations considered. In Section 3 we state the main theorem
for continuous time (Theorem 3.1) and get some corollaries. The section
finishes with the proof of Theorem 3.1. The discrete time case is discussed
in Section 4, where we state the main theorem (Theorem 4.1), give some
corollaries and give its proof.
2. Notation and preliminaries
2.1. Bochner integral. We start by compiling some facts about the Boch-
ner integral. Let (A,A) and (B,B) be measurable spaces and let X be
a Banach space. A map g : A → B is (A,B)-measurable if g−1(U) ∈ A
for every U ∈ B and a map h : A → X is simple if there are distinct ele-
ments y1, . . . , yn ∈ X and pairwise disjoint sets A1, . . . , An ∈ A such that
A1 ∪ · · · ∪An = A and
h(a) =
n∑
i=1
yi · χAi(a),
where χAi is the indicator function of Ai. A function h : A→ X is Bochner
measurable if there is a sequence of simple functions hn : A→ X such that
lim
n→+∞
‖hn(a)− h(a)‖ = 0 for every a ∈ A.
This property is sometimes called strong measurability, which, in turn, is also
used with a different meaning as we remark below. In order to avoid some
misunderstandings we will always use the expression Bochner measurable,
that is motivated by the goal of using Bochner integrals.
Given a topological space T , we denote by B(T ) the σ-algebra generated
by the open subsets of T .
Proposition 2.1 ([11, Corollary 1.1.10]). Let (A,A) be a measurable space,
let X be a Banach space and consider h : A → X. Then h is Bochner
measurable if and only if it is (A,B(X))-measurable and has separable range.
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An immediate consequence of the above proposition is the following corol-
lary.
Corollary 2.2. Let (A,A) and (B,B) be measurable spaces, let X be a
Banach space and consider maps g : A→ B and h : B → X. If g is (A,B)-
measurable and h is Bochner measurable, then h ◦ g is Bochner measurable.
Let (A,A, µ) be a measure space. We say that a simple function
h(a) =
n∑
i=1
yi · χAi(a)
is Bochner integrable if µ(Ai) < +∞ for all i = 1, . . . , n such that yi 6= 0,
and its integral is given by∫
A
hdµ =
n∑
i=1
yi · µ(Ai),
with the convention 0× (+∞) = 0. A Bochner measurable function h : A→
X is Bochner integrable if there is a sequence hn : A→ X of simple Bochner
integrable functions pointwise convergent to h and such that
lim
n→+∞
∫
A
||hn − h|| dµ = 0,
where the integral considered here is the Lebesgue integral. Then the se-
quence
(∫
A
hn dµ
)
n∈N
is convergent (in X) and the Bochner integral of h is
given by ∫
A
hdµ = lim
n→+∞
∫
A
hn dµ.
Proposition 2.3 ([11, Proposition 1.2.2]). Let (A,A, µ) be a measure space,
let X be a Banach space and consider a Bochner measurable map h : A →
X. Then h is Bochner integrable if and only if ‖h‖ is Lebesgue integrable.
Moreover, if h is Bochner integrable we have∥∥∥∥
∫
A
hdµ
∥∥∥∥ 6
∫
A
‖h‖ dµ.
2.2. Random Dynamical Systems on Banach spaces. Let us recall
now some basic concepts on Random Dynamical Systems (RDS). For a com-
plete introduction we recommend [1]. Let T be R or Z depending if we
are concerned in the continuous or in the discrete time, respectively, and
let T+ = T ∩ [0,+∞[. Consider a measure space (Ω,Σ, µ) and a measure-
preserving dynamical system (Ω,Σ, µ, θ), in the sense that
θ : T× Ω→ Ω is (B(T)⊗Σ,Σ)-measurable;
θt : Ω→ Ω given by θtω = θ(t, ω) preserves the measure µ for all t ∈ T;
θ0 = IdΩ and θ
t+s = θt ◦ θs for all t, s ∈ T.
If µ is a probability measure, then (Ω,Σ, µ, θ) is called a metric dynamical
system. A (measurable) random dynamical system (RDS) on a Banach space
X over (Ω,Σ, µ, θ) with time T+ is a map
Φ : T+ × Ω×X → X
such that
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i) (t, ω) 7→ Φ(t, ω, x) is (B(T+)⊗ Σ,B(X))-measurable for every x ∈ X;
ii) Φtω : X → X given by Φ
t
ωx = Φ(t, ω, x) forms a cocycle over θ, i.e.,
a) Φ0ω = IdX for all ω ∈ Ω;
b) Φt+sω = Φ
t
θsω ◦ Φ
s
ω, for all s, t ∈ T
+ and ω ∈ Ω.
If, in addition,
i′) (t, ω) 7→ Φ(t, ω, x) is Bochner measurable for every x ∈ X
we say that Φ is a Bochner measurable RDS. Property i) is also called strong
measurability (for Φ). By Proposition 2.1, conditions i) and i′) are equivalent
when X is separable.
A measurable RDS Φ is called linear if Φtω is a bounded linear operator
for each ω ∈ Ω and t ∈ T+.
In RDS theory it is typically assumed that the driving system (Ω,Σ, µ, θ)
is a metric dynamical system. However, for our purposes we do not assume
a priori that the measure µ is finite.
Lemma 2.4. Let Θ ≡ (Ω,Σ, µ, θ) be a measure preserving dynamical system
and consider a measurable set Ω′ ∈ Σ that is θt-invariant for all t ∈ T. Let
Σ′ = {B ∩Ω′ : B ∈ Σ} be the trace of Σ with respect to Ω′, and let µ′ = µ|Ω′
and θ′ = θ|Ω′. Then:
i) Θ′ ≡ (Ω′,Σ′, µ′, θ′) is a measure preserving dynamical system;
ii) if Φ is a measurable (resp. Bochner measurable) RDS over Θ then
Φ|T+×Ω′×X is a measurable (resp. Bochner measurable) RDS over Θ
′.
Proof. The first item is proved in [8, Lemma 3.2] and the proof of the sec-
ond item is analogous. The Bochner measurable RDS case follows from
Proposition 2.1. 
2.3. Generalized Dichotomies. Given a map P : Ω×X → X, we say that
a measurable (resp. Bochner measurable) linear RDS Φ admits a measurable
(resp. Bochner measurable) P-invariant splitting if
i) ω 7→ P (ω, x) is (Σ,B(X))-measurable (resp. Bochner measurable) for
every x ∈ X;
ii) Pω : X → X defined by Pωx = P (ω, x) is a linear bounded projection
for all ω ∈ Ω;
iii) PθtωΦ
t
ω = Φ
t
ωPω for all t ∈ T
+ and all ω ∈ Ω;
iv) Φtω(kerPω) = kerPθtω for all t ∈ T
+ and all ω ∈ Ω;
v) Φtω|kerPω : kerPω → kerPθtω is invertible for all t ∈ T
+ and all ω ∈ Ω;
vi) setting Qω = Id−Pω, the map
(t, ω) 7→ (Φtω|kerPω)
−1Qθtωx
is (B(T+)⊗ Σ,B(X))-measurable (resp. Bochner measurable) for ev-
ery x ∈ X.
In order to simplify the notation we will denote by Φ−t
θtω
the inverse of
Φtω|ker Pω : kerPω → kerPθtω.
In these conditions we define the linear subspaces Eω = Pω(X) and Fω =
kerPω = Qω(X) and, as usual, we identify the vector spaces Eω × Fω and
Eω ⊕ Fω as the same vector space.
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Given functions α+, α− : T+ × Ω → ]0,+∞[, and denoting α+(t, ω) and
α−(t, ω) by α+t,ω and α
−
t,ω, respectively, we say that a measurable (resp.
Bochner measurable) linear RDS Φ admits a generalized dichotomy with
bounds α+ and α− if it admits a measurable (resp. Bochner measurable)
P -invariant splitting such that
(D1) ‖ΦtωPω‖ 6 α
+
t,ω for all (t, ω) ∈ T
+ × Ω;
(D2) ‖Φ−t
θtω
Qθtω‖ 6 α
−
t,θtω
for all (t, ω) ∈ T+ × Ω.
The following example corresponds to the usual tempered exponential
dichotomies. We recall that a random variable K : Ω→ [1,+∞[ is tempered
if
λK,γ,ω := sup
t∈T
[
e−γ|t|K(θtw)
]
< +∞ (1)
for all γ > 0 and all ω ∈ Ω. We notice that a weaker condition for tempered
random variables is often used:
lim
t→±∞
1
|t|
logK(θtω) = 0 for all ω ∈ Ω. (2)
In the discrete time case the conditions are equivalent, however in the con-
tinuous time situation we will use (1) in order to deal with the computations
in the proof of Corollary 3.2.
Example 2.5 ((Non)uniformly (pseudo-)hyperbolic). Let Θ ≡ (Ω,Σ, µ, θ)
be a metric dynamical system and let X be a Banach space. We say that
a measurable linear RDS Φ on X over Θ admits a tempered exponential
dichotomy if it admits a generalized dichotomy with bounds
α+t,ω = K(ω) e
a(ω)t and α−
t,θtω
= K(θtω) eb(ω)t,
for some tempered random variable K : Ω → [1,+∞[ and θ-invariant ran-
dom variables a, b : Ω→ R, i.e. , satisfying a(θtω) = a(ω) and b(θtω) = b(ω)
for all ω ∈ Ω and all t ∈ T+. Tempered dichotomies are of particular interest
since they can be obtained throughout Oseledets’ Multiplicative Ergodic The-
orem. See [12, Theorem 3.5] and [8, Theorem 3.4]. The common situations
occurs when a, b and K are constant (uniformly hyperbolic), a(ω) = b(ω) < 0
(nonuniformly hyperbolic) or a(ω) + b(ω) < 0 (nonuniformly pseudo-hyper-
bolic).
We give now another example of dichotomies that illustrate situations far
beyond the exponential growth rates.
Example 2.6. Let Θ ≡ (Ω,Σ, µ, θ) be a measure-preserving dynamical sys-
tem. Consider measurable functions
ϕ,ψ : T+ × Ω→]0,+∞[
such that
ϕ(t+ s, ω) = ϕ(t, θsω)ϕ(s, ω) and ψ(t+ s, ω) = ψ(t, θsω)ψ(s, ω)
for all t, s ∈ T+ and all ω ∈ Ω. Let X = R2, equipped with the maximum
norm, let K : Ω → [1,+∞[ be a random variable and consider the comple-
mentary projections Pω, Qω : R
2 → R2 given by
Pω(x1, x2) = (x1+(K(ω)−1)x2, 0) and Qω(x1, x2) = ((1−K(ω))x2, x2).
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It is easy to see that
PωPω = Pω, QωQω = Qω, PωQω = 0 and QωPω = 0
for all ω, ω ∈ Ω, and these equalities imply that Φ: T+ × Ω × R2 → R2
defined by
Φtω = ϕ(t, ω)Pω +
K(ω)
K(θtω)
1
ψ(t, w)
Qθtω
is a measurable linear RDS over Θ that admits a measurable P -invariant
splitting. Moreover,
‖ΦtωPω‖ = ϕ(t, ω)‖Pω‖ = K(ω)ϕ(t, w),
and since Φ−t
θtω
Qθtω =
K(θtω)
K(ω)
ψ(t, ω)Qω and ‖Qω‖ = max {K(ω)− 1, 1} 6
K(ω) we have
‖Φ−t
θtω
Qθtw‖ =
K(θtω)
K(ω)
ψ(t, ω)‖Qω‖ 6 K(θ
tω)ψ(t, ω).
Hence the linear RDS Φ admits a generalized dichotomy with bounds
α+t,ω = K(ω)ϕ(t, ω) and α
−
t,θtω
= K(θtω)ψ(t, ω).
An interesting case occurs when we consider T = R and random variables
a, b : Ω → R such that for all ω the maps s 7→ a(θsω) and s 7→ b(θsω) are
integrable in every interval [0, t], t > 0, and make
ϕ(t, ω) = e
∫
t
0
a(θsω) ds and ψ(t, ω) = e
∫
t
0
b(θsω) ds .
If we assume that Θ is a metric dynamical system, K is a tempered random
variable and letting a, b : Ω→ R to be θ-invariant random variables, we get
tempered exponential dichotomies for this particular case. When T = Z for
the analogous case we take
ϕ(n, ω) = eSa(n,ω) and ψ(n, ω) = eSb(n,ω),
where
SZ(n, ω) =
n−1∑
r=0
Z(θrω)
for a given random variable Z : Ω→ R.
Another case occurs when we consider
ϕ(t, ω) =
a(ω)
a(θtω)
and ψ(t, ω) =
b(ω)
b(θtω)
,
where a, b : Ω → ]0,+∞[ are random variable, which gives dichotomies with
bounds
α+t,ω = K(ω)
a(ω)
a(θtω)
and α−
t,θtω
= K(θtω)
b(ω)
b(θtω)
that can lead us to nonexponential growth rates. To see this take for the
driving system the horizontal flow in R2 given by θt(x, y) = (x+ t, y), which
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preserves the Lebesgue measure, and set:
a(x, y) = (1 + x2)−λ(1+y
2)
b(x, y) = (1 + x2)−γ(1+y
2)
K(x, y) = C(1 + x2)ε(1+y
2),
for some real constants C, λ, γ, ε, with C > 1 and ε > 0. In this case we
obtain a polynomial type dichotomy with bounds
α+
t,(x,y) = C
(
1 + (x+ t)2
1 + x2
)λ(1+y2)
(1 + x2)ε(1+y
2)
and
α−
t,θt(x,y) = C
(
1 + (x+ t)2
1 + x2
)γ(1+y2)
(1 + (x+ t)2)ε(1+y
2).
2.4. Auxiliary spaces of functions. Consider a measure preserving dy-
namical system Θ ≡ (Ω,Σ, µ, θ), a Banach space X and a measurable linear
RDS Φ on X over Θ that admits a dichotomy with bounds α+ and α−.
Let F be the space of all functions f : Ω ×X → X such that, denoting
f(ω, x) by fω(x), satisfy
ω 7→ fω(x) is (Σ,B(X))-measurable for every x ∈ X; (3)
and, for every ω ∈ Ω,
fω(0) = 0; (4)
Lip(fω) = sup
{
‖fω(x)− fω(y)‖
‖x− y‖
: x, y ∈ X, x 6= y
}
< +∞. (5)
Clearly, from (5) and (4) we have for all ω ∈ Ω and all x, y ∈ X that
‖fω(x)− fω(y)‖ 6 Lip(fω)‖x− y‖; (6)
‖fω(x)‖ 6 Lip(fω)‖x‖. (7)
We denote by F (B) the space of all functions f : Ω × X → X that sat-
isfy (4), (5) and
ω 7→ fω(x) is Bochner measurable for every x ∈ X. (8)
From Proposition 2.1 it is clear that (8) implies (3) and thus F (B) ⊆ F .
Set α = (α+, α−) and denote by F
(B)
α the space of all functions f ∈ F (B)
such that, for all ω ∈ Ω, the maps
s 7→ α+t−s,θsω Lip(fθsω)α
+
s,ω and s 7→ α
−
s,θsω Lip(fθsω)α
+
s,ω (9)
are measurable on every interval [0, t], t > 0.
Let
H =
{
(t, ω, ξ) ∈ T+ × Ω×X : ξ ∈ Eω
}
⊂ T+ × Ω×X.
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Given M > 0, denote by JM the space of all functions h : H → X such that,
writing ht,ω(ξ) for h(t, ω, ξ), satisfy
(t, ω) 7→ ht,w(Pωx) is (B(T
+)⊗ Σ,B(X))-measurable for all x ∈ X; (10)
ht,ω(0) = 0 for every (t, ω) ∈ T
+ × Ω; (11)
h0,ω(ξ) = ξ for every ω ∈ Ω and every ξ ∈ Eω; (12)
ht,ω(ξ) ∈ Eθtω for all (t, ω, ξ) ∈ H; (13)
‖ht,ω(ξ)− ht,ω(ξ¯)‖ 6M‖ξ − ξ¯‖α
+
t,ω for all (t, ω, ξ), (t, ω, ξ) ∈ H. (14)
From (14) and (11) it follows immediately that
‖ht,ω(ξ)‖ 6M‖ξ‖α
+
t,ω for all (t, ω, ξ) ∈ H. (15)
It is straightforward that JM equipped with the metric
d1(h, g) = sup
{
‖ht,ω(ξ)− gt,ω(ξ)‖
α+t,ω‖ξ‖
: (t, ω) ∈ T+ × Ω, ξ ∈ Eω \ {0}
}
(16)
is a complete metric space. If in the definition of JM we replace condi-
tion (10) by
(t, ω) 7→ ht,w(Pωx) is Bochner measurable for all x ∈ X. (17)
we obtain a complete metric subspace of JM that we denote by J
(B)
M .
Let
G = {(ω, ξ) ∈ Ω×X : ξ ∈ Eω} ⊂ Ω×X.
Given N > 0, we denote by LN the space of all functions φ : G → X that,
writing φω(ξ) for φ(ω, ξ), satisfy the following conditions
ω 7→ φω(Pωx) is (Σ,B(X))-measurable for every x ∈ X; (18)
φω(0) = 0 for every ω ∈ Ω; (19)
φω(ξ) ∈ Fω for every (ω, ξ) ∈ G; (20)
‖φω(ξ)− φω(ξ)‖ 6 N‖ξ − ξ‖ for every (ω, ξ), (ω, ξ) ∈ G. (21)
Making ξ¯ = 0 in (21), by (19), we have
‖φω(ξ)‖ 6 N‖ξ‖ for every (ω, ξ) ∈ G. (22)
We define a metric in LN by
d2(φ,ψ) = sup
{
‖φω(ξ)− ψω(ξ)‖
‖ξ‖
: ξ ∈ Eω \ {0} , ω ∈ Ω
}
(23)
and notice that (LN , d2) is a complete metric space.
As before, if in the definition of the space LN we replace (18) by the
stronger condition
ω 7→ φω(Pωx) is Bochner measurable for every x ∈ X (24)
we obtain a complete metric subspace of LN that we denote by L
(B)
N .
Denote now by XM,N and X
(B)
M,N the spaces JM × LN and J
(B)
M × L
(B)
N ,
respectively. It is obvious that XM,N and X
(B)
M,N equipped with the metric
d ((h, φ), (g, ψ)) = d1(h, g) + d2(φ,ψ)
are complete metric spaces.
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3. Continuous time
Throughout this section we consider T = R and set R+0 = T
+.
3.1. Main theorem (continuous time). Consider a Bochner measurable
linear RDS Φ on a Banach space X over a measure-preserving dynamical
system Θ ≡ (Ω,Σ, µ, θ) that admits a generalized dichotomy with bounds α+
and α− and let f ∈ F
(B)
α . We will be interested on maps Ψ: R
+
0 ×Ω×X → X
such that (t, ω) 7→ Ψ(t, ω, x) is Bochner measurable for all x ∈ X,
Ψtωx = Φ
t
ωx+
∫ t
0
Φt−sθsωfθsω(Ψ
s
ωx) ds (25)
for all t ∈ T+, x ∈ X and ω ∈ Ω. We shall always assume that Ψ(·, ω, x) is
the unique solution of equation
u(t) = Φtωx+
∫ t
0
Φt−sθsωfθsω(u(s)) ds, (26)
which implies that Ψ is a Bochner measurable RDS on X over Θ (see [3,
Proposition 2.1] and also [1, Theorem 2.2.1]).
We also define
σ = sup
(t,ω)∈R+
0
×Ω
1
α+t,ω
∫ t
0
α+t−s,θsω Lip(fθsω)α
+
s,ω ds (27)
and
τ = sup
ω∈Ω
∫ +∞
0
α−s,θsω Lip(fθsω)α
+
s,ω ds (28)
and given φ ∈ LN and ω ∈ Ω we denote the graph of φω by
Vφ,ω = {(ξ, φω(ξ)) : ξ ∈ Eω} .
Theorem 3.1. Let Θ ≡ (Ω,Σ, µ, θ) be a measure-preserving dynamical sys-
tem and let X be a Banach space. Consider a Bochner measurable linear
RDS Φ on X over Θ that admits a generalized dichotomy with bounds α+
and α− and let f ∈ F
(B)
α . Assume that Ψ is a Bochner measurable RDS
such that (26) has a unique solution Ψ(·, ω, x) for every ω ∈ Ω and every
x ∈ X. If
lim
t→+∞
α+t,ωα
−
t,θtω
= 0 for all ω ∈ Ω (29)
and
σ + τ <
1
2
, (30)
then there exist N ∈ ]0, 1[ and a unique φ ∈ L
(B)
N such that
Ψtω(Vφ,ω) ⊆ Vφ,θtω for all (t, ω) ∈ R
+
0 × Ω. (31)
Furthermore, there is C ∈ ]0, 4[ depending on σ and τ such that
‖Ψtω(ξ, φω(ξ))−Ψ
t
ω(ξ, φω(ξ))‖ 6 Cα
+
t,ω ‖ξ − ξ‖ (32)
for every (t, ω, ξ), (t, ω, ξ) ∈ H.
The proof of Theorem 3.1 will be given in Subsection 3.3.
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3.2. Corollaries. In this subsection we are going to state some corollaries
of Theorem 3.1 that include the tempered exponential dichotomies, as well
results covering the different situations given in Example 2.6.
Throughout this subsection we consider a real number δ ∈ ]0, 1/4[ and a
random variable G : Ω→ ]0,+∞[ such that∫ +∞
−∞
G(θsω) ds 6 1 for all ω ∈ Ω.
Corollary 3.2 (Tempered exponential dichotomies). Let Θ ≡ (Ω,Σ, µ, θ)
be a metric dynamical system and let X be a Banach space. Consider a
Bochner measurable linear RDS Φ on X over Θ that admits a tempered
exponential dichotomy with bounds
α+t,ω = K(ω) e
a(ω)t and α−
t,θtω
= K(θtω) eb(ω)t,
such that a(ω) + b(ω) < 0 and let f ∈ F
(B)
α . Assume that Ψ is a Bochner
measurable RDS such that (26) has a unique solution Ψ(·, ω, x) for every
ω ∈ Ω and every x ∈ X. Consider a θ-invariant random variable γ(ω) > 0
satisfying a(ω) + b(ω) + γ(ω) < 0. If
Lip(fω) 6
δ
K(ω)
min
{
G(ω),
|a(ω) + b(ω) + γ(ω)|
λK,γ(ω),ω
}
for all ω ∈ Ω,
then the same conclusions of Theorem 3.1 hold.
Proof. Since K is tempered we have
lim
t→+∞
α+t,ωα
−
t,θtω
= lim
t→+∞
K(ω)K(θtω) e(a(ω)+b(ω))t = 0 for all ω ∈ Ω
and (29) holds. From
1
α+t,ω
∫ t
0
α+t−s,θsω Lip(fθsω)α
+
s,ω ds =
∫ t
0
K(θsω) Lip(fθsω) ds
6 δ
∫ +∞
−∞
G(θsω) ds
6 δ,
we conclude that σ 6 δ. On the other hand, since K(ω) 6 eγ(ω)|s| λK,γ(ω),θsω
for every ω ∈ Ω and s ∈ R, we have∫ +∞
0
α−s,θsω Lip(fθsω)α
+
s,ω ds
=
∫ +∞
0
K(ω)K(θsω) ea(ω)+b(ω) Lip(fθsω) ds
6 δ
∫ +∞
0
−(a(ω) + b(ω) + γ(ω)) e(a(ω)+b(ω)+γ(ω))s ds
6 δ.
This implies σ + τ 6 2δ < 1/2 and consequently we are in conditions to
apply Theorem 3.1. 
INVARIANT MANIFOLDS FOR RDS ON BANACH SPACES 11
We consider now dichotomies with bounds of the form
α+t,ω = K(ω) e
∫
t
0
a(θrω) dr and α−
t,θtω
= K(θtω) e
∫
t
0
b(θrω) dr, (33)
where K : Ω→ [1,+∞[ is a random variable such that for all ω ∈ Ω and all
t ∈ R the following derivative exists:
dω(t) =
d
dt
[K(θtω)] = lim
h→0
K(θt+hω)−K(θtω)
h
.
We notice that for all s ∈ R, dθsω(0) = dω(s).
Corollary 3.3. Let Θ ≡ (Ω,Σ, µ, θ) be a measure-preserving dynamical
system and let X be a Banach space. Consider a Bochner measurable linear
RDS Φ on X over Θ that admits a dichotomy with bounds given by (33)
satisfying dω(0) > K(ω)(a(ω) + b(ω)) for all ω ∈ Ω. Let f ∈ F
(B)
α be such
that
Lip(fω) 6
δ
K(ω)
min
{
G(ω),
1
K(ω)
(
dω(0)
K(ω)
− (a(ω) + b(ω))
)}
for all ω ∈ Ω. Assume that Ψ is a Bochner measurable RDS such that (26)
has a unique solution Ψ(·, ω, x) for every ω ∈ Ω and every x ∈ X. If
lim
t→+∞
K(θtω) e
∫
t
0
a(θrω)+b(θrω) dr = 0 for all ω ∈ Ω, (34)
then the same conclusions of Theorem 3.1 hold.
Proof. It is obvious that (34) is equivalent to (29) and as in the proof of
Corollary 3.2 we get σ 6 δ. On the other hand, since
d
dt
(
e
∫
t
0
a(θrω)+b(θrω) dr
K(θtω)
)
= −
e
∫
t
0
a(θrω)+b(θrω) dr
K(θtω)
(
dω(t)
K(θtω)
− (a(θtω) + b(θtω))
)
,
we have∫ +∞
0
α−s,θsω Lip(fθsω)α
+
s,ω ds
= K(ω)
∫ +∞
0
K(θsω) e
∫
s
0
a(θrω)+b(θrω)) dr Lip(fθsω) ds
6 δK(ω)
∫ +∞
0
e
∫
s
0
a(θrω)+b(θrω)) dr
K(θsω)
(
dθsω(0)
K(θsω)
− (a(ω) + b(ω))
)
ds
= δ − δ lim
s→+∞
K(ω)
e
∫
s
0
a(θrω)+b(θrω)) dr
K(θsω)
6 δ − δ lim
s→+∞
K(ω) e
∫
s
0
a(θrω)+b(θrω)) dr
= δ.
Thus σ + τ 6 2δ < 1/2 and we are in the conditions of Theorem 3.1. 
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Given random variables a, b : Ω→ R+0 and K : Ω→ [1,+∞[, we consider
now dichotomies with bounds of the form
α+t,ω = K(ω)
a(ω)
a(θtω)
and α−
t,θtω
= K(θtω)
b(ω)
b(θtω)
(35)
and define the function Hω : R→ R by
Hω(s) = −
1
a(θsω)b(θsω)K(θsω)
.
Corollary 3.4. Let Θ ≡ (Ω,Σ, µ, θ) be a measure-preserving dynamical
system and let X be a Banach space. Consider a Bochner measurable linear
RDS Φ on X over Θ that admits a dichotomy with bounds given by (35) and
such that the map Hω is differentiable (except, eventually, on a finite set of
points) and H ′ω(s) > 0 for all s ∈ R. Let f ∈ F
(B)
α satisfying
Lip(fω) 6
δ
K(ω)
min
{
G(ω), a(ω)b(ω)H ′ω(0)
}
for all ω ∈ Ω. Assume that Ψ is a Bochner measurable RDS such that (26)
has a unique solution Ψ(·, ω, x) for every ω ∈ Ω and every x ∈ X. If
lim
t→+∞
K(θtω)
a(θtω)b(θtω)
= 0 for all ω ∈ Ω, (36)
then the same conclusions of Theorem 3.1 hold.
Proof. From (36) we have that (29) holds. Let us check now (30). Once
again, as in the proof of Corollary 3.2 we get σ 6 δ and all ω ∈ Ω. To
estimate τ notice that Hθrω(s) = Hω(r+ s) and H
′
θrω(s) = H
′
ω(r+ s) for all
r, s ∈ R and all ω ∈ Ω. In view of this we have∫ +∞
0
α−s,θsω Lip(fθsω)α
+
s,ω ds 6 δa(ω)b(ω)K(ω)
∫ +∞
0
H ′ω(s) ds
= δa(ω)b(ω)K(ω)
[
lim
s→+∞
Hω(s)−Hω(0)
]
= δ + δa(ω)b(ω)K(ω) lim
s→+∞
Hω(s).
Since K(ω) > 1 for all ω ∈ Ω, it follows from (36) that
lim
s→+∞
Hω(s) = lim
s→+∞
−
1
a(θsω)b(θsω)K(θsω)
= lim
s→+∞
−
K(θsω)
a(θsω)b(θsω)
1
K(θsω)2
= 0.
Hence ∫ +∞
0
α−s,θsω Lip(fθsω)α
+
s,ω ds 6 δ,
which implies τ 6 δ, and consequently σ + τ 6 2δ < 1/2. 
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3.3. Proof of Theorem 3.1. In this section we prove Theorem 3.1. We
start by fixing suitable constants M and N to be used in this proof.
Lemma 3.5 ([7, Lemma 5.1]). If σ and τ are positive real numbers such
that σ + τ < 1/2, then there exist M ∈ ]1, 2[ and N ∈ ]0, 1[ such that
σ =
M − 1
M(1 +N)
and τ =
N
M(1 +N)
. (37)
To prove Theorem 3.1 we will use Banach Fixed Point Theorem to find a
convenient φ ∈ L
(B)
N .
Lemma 3.6. Let (h, φ) ∈ X
(B)
M,N . Then the maps
(t, s, ω) 7→ Φt−sθsωPθsωfθsω(hs,ω(Pωx), φθsω(hs,ω(Pωx)))
(s, ω) 7→ Φ−sθsωQθsωfθsω(hs,ω(Pωx), φθsω(hs,ω(Pωx)))
(38)
are Bochner measurable for every x ∈ X and the maps
s 7→ Φt−sθsωPθsωfθsω(hs,ω(Pωx), φθsω(hs,ω(Pωx)))
s 7→ Φ−sθsωQθsωfθsω(hs,ω(Pωx), φθsω(hs,ω(Pωx)))
(39)
are Bochner integrable in [0, t] for every (t, ω, x) ∈ T+ × Ω×X.
Proof. Let (h, φ) ∈ X
(B)
M,N . First we prove that the maps (38) are Bochner
measurable. Since θ is (B(T+)⊗Σ,Σ)-measurable, from (24), (8) and Corol-
lary 2.2, it follows that
(s, ω) 7→ φθsω(Pωx) is Bochner measurable for every x ∈ X;
(s, ω) 7→ fθsω(x) is Bochner measurable for every x ∈ X.
Analogous, since Φ is a Bochner measurable linear RDS,
(t, s, ω) 7→ Φt−sθsωx is Bochner measurable for every x ∈ X
and by [11, Corollary 1.1.29] we also have
(t, s, ω) 7→ Φt−sθsωPθsωx is Bochner measurable for every x ∈ X.
Hence, from (17) and [2, Lemma 2.2] it follows that
(s, ω) 7→ φθsω(hs,ω(Pωx)) and (s, ω) 7→ fθsω(hs,ω(Pωx), φθsω(hs,ω(Pωx)))
are Bochner measurable for all x ∈ X. By [11, Proposition 1.1.28] the
maps (38) are Bochner measurable for every x ∈ X.
From (7), (22) and (15) it follows that
‖fθsω(hs,ω(Pωx), φθsω(hs,ω(Pωx)))‖
6 Lip(fθsω) (‖hs,ω(Pωx)‖+ ‖φθsω(hs,ω(Pωx))‖)
6 Lip(fθsω) (‖hs,ω(Pωx)‖+N ‖(hs,ω(Pωx))‖)
6M(1 +N) Lip(fθsω)α
+
s,ω‖Pωx‖.
By (D1) we have∥∥Φt−sθsωPθsωfθsω(hs,ω(Pωx), φθsω(hs,ω(Pωx)))∥∥
6M(1 +N)α+t−s,θsω Lip(fθsω)α
+
s,ω‖Pωx‖
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and by (D2) we obtain∥∥Φ−sθsωQθsωfθsω(hs,ω(Pωx), φθsω(hs,ω(Pωx)))∥∥
6M(1 +N)α−s,θsω Lip(fθsω)α
+
s,ω‖Pωx‖.
(40)
Thus, taking into account the definitions of σ and τ , we have∫ t
0
α+t−s,θsω Lip(fθsω)α
+
s,ω ds 6 σα
+
t,ω < +∞
and ∫ t
0
α−s,θsω Lip(fθsω)α
+
s,ω 6
∫ +∞
0
α−s,θsω Lip(fθsω)α
+
s,ω 6 τ < +∞,
which by Proposition 2.3 imply that the maps (39) are Bochner integrable
in [0, t] for every (t, ω, x) ∈ T+ × Ω×X. 
Given ω ∈ Ω and vω = (ξω, ηω) ∈ Eω × Fω, it follows from (25) that the
trajectory vθtω = Ψ
t
ωvω, with vθtω = (xθtω, yθtω) ∈ Eθtω × Fθtω satisfies the
following equations
xθtω = Φ
t
ωξω +
∫ t
0
Φt−sθsωPθsωfθsω(xθsω, yθsω) ds, (41)
yθtω = Φ
t
ωηω +
∫ t
0
Φt−sθsωQθsωfθsω(xθsω, yθsω) ds (42)
for each t ∈ R+0 . In view of the forward invariance required in (31), each
trajectory given by (25) starting in Vφ,ω must be in Vφ,θtω for every t ∈ R
+
0 ,
and thus equations (41) and (42) can be written in the form
xθtω = Φ
t
ωξω +
∫ t
0
Φt−sθsωPθsωfθsω(xθsω, φθsω(xθsω)) ds, (43)
φθtω(xθtω) = Φ
t
ωφω(ξω) +
∫ t
0
Φt−sθsωQθsωfθsω(xθsω, φθsω(xθsω)) ds. (44)
In the following we rewrite conditions (43) and (44).
Lemma 3.7. Consider (h, φ) ∈ X
(B)
M,N such that
ht,ω(ξ) = Φ
t
ωξ +
∫ t
0
Φt−sθsωPθsωfθsω(hs,ω(ξ), φθsω(hs,ω(ξ))) ds (45)
for all (t, ω, ξ) ∈ H. Then the following properties are equivalent:
a) for every (t, ω, ξ) ∈ H
φθtω(ht,ω(ξ)) = Φ
t
ωφω(ξ) +
∫ t
0
Φt−sθsωQθsωfθsω(hs,ω(ξ), φθsω(hs,ω(ξ))) ds;
(46)
b) for every (ω, ξ) ∈ G
φω(ξ) = −
∫ +∞
0
Φ−sθsωQθsωfθsω(hs,ω(ξ), φθsω(hs,ω(ξ))) ds. (47)
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Proof. First we prove that the integral in equation (47) is convergent. In-
deed, from (40) and (28), we conclude that for every (ω, ξ) ∈ G∫ +∞
0
‖Φ−sθsωQθsωfθsω(hs,ω(ξ), φθsω(hs,ω(ξ)))‖ ds
6M(1 +N)‖ξ‖
∫ +∞
0
α−s,θsω Lip(fθsω)α
+
s,ω ds
6M(1 +N)τ‖ξ‖.
Now, let us suppose that (46) holds for every (t, ω, ξ) ∈ H. Then, since
for t > s we have
Φ−t
θtω
(
Φt−sθsω|Fθsω
)
= Φ−sθsω,
equation (46) can be written in the following equivalent form (apply Φ−t
θtω
to both sides)
φω(ξ) = Φ
−t
θtω
φθtω(ht,ω(ξ))−
∫ t
0
Φ−sθsωQθsωfθsω(hs,ω(ξ), φθsω(hs,ω(ξ))) ds.
(48)
Using (D2), (22) and (15), we have
‖Φ−t
θtω
φθtω(ht,ω(ξ))‖ = ‖Φ
−t
θtω
Qθtωφθtω(ht,ω(ξ))‖
6 N‖ht,ω(ξ)‖α
−
t,θtω
6MN‖ξ‖α+t,ωα
−
t,θtω
and by (29) this converge to zero when t→ +∞. Hence, letting t→ +∞ in
(48) we obtain the identity (47) for every (ω, ξ) ∈ G.
Assume now that (47) holds for every (ω, ξ) ∈ G. Applying Φtω to both
sides, we have for all t ∈ R+0
Φtωφω(ξ) = −
∫ +∞
0
ΦtωΦ
−s
θsωQθsωfθsω(hs,ω(ξ), φθsω(hs,ω(ξ))) ds
= −
∫ t
0
Φt−sθsωQθsωfθsω(hs,ω(ξ), φθsω(hs,ω(ξ))) ds
−
∫ +∞
t
Φ
−(s−t)
θsω Qθsωfθsω(hs,ω(ξ), φθsω(hs,ω(ξ))) ds
= −
∫ t
0
Φt−sθsωQθsωfθsω(hs,ω(ξ), φθsω(hs,ω(ξ))) ds
−
∫ +∞
0
Φ−s
θt+sω
Qθt+sωfθt+sω(ht+s,ω(ξ), φθt+sω(ht+s,ω(ξ))) ds,
and thus (46) holds due to the uniqueness of the solution of (25), which in
particular implies that ht+s,ω(ξ) can be replaced by hs,θtω(ht,ω(ξ)). 
Let J be the operator that assigns to every (h, φ) ∈ X
(B)
M,N the function
J(h, φ) : H → X defined by
[J (h, φ)] (t, ω, ξ) = Φtωξ +
∫ t
0
Φt−sθsωPθsωfθsω(hs,ω(ξ), φθsω(hs,ω(ξ))) ds.
Notice that by Lemma 3.6 the operator J is well defined.
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Lemma 3.8. J
(
X
(B)
M,N
)
⊆ J
(B)
M .
Proof. Let (h, φ) ∈ X
(B)
M,N . Denoting [J (h, φ)](t, ω, ξ) by J (h, φ)t,ω (ξ), it
follows from Lemma 3.6 that
(t, ω) 7→ J (h, φ)t,w (Pωx) is Bochner measurable for every x ∈ X.
By definition, for every (h, φ) ∈ X
(B)
M,N we have J (h, φ)t,ω (ξ) ∈ Eθtω for
every (t, ω, ξ) ∈ H and J (h, φ)0,ω (ξ) = ξ for every (ω, ξ) ∈ G. Moreover,
from (11), (19) and (4), it follows that J(h, φ)t,ω(0) = 0 for every (t, ω) ∈
R
+
0 × Ω. Hence J(h, φ) satisfies (17), (11), (12) and (13).
Let us see that J (h, φ) satisfies (14). Defining
γθsω(ξ, ξ) = ‖fθsω(hs,ω(ξ), φθsω(hs,ω(ξ)))− fθsω(hs,ω(ξ), φθsω(hs,ω(ξ)))‖,
by (D1) we have
‖J (h, φ)t,ω (ξ)− J (h, φ)t,ω (ξ¯)‖
6 ‖ΦtωPω‖‖ξ − ξ¯‖+
∫ t
0
‖Φt−sθsωPθsω‖γθsω(ξ, ξ) ds
6 ‖ξ − ξ¯‖α+t,ω +
∫ t
0
α+t−s,θsωγθsω(ξ, ξ) ds,
(49)
From (6), (21) and (14) we have
γθsω(ξ, ξ)
6 Lip(fθsω)
(
‖hs,ω(ξ)− hs,ω(ξ¯)‖+ ‖φθsω (hs,ω(ξ))− φθsω
(
hs,ω(ξ¯)
)
‖
)
6 Lip(fθsω)
(
‖hs,ω(ξ)− hs,ω(ξ¯)‖+N‖hs,ω(ξ)− hs,ω(ξ¯)‖
)
6 Lip(fθsω)M(1 +N)‖ξ − ξ¯‖α
+
s,ω
(50)
which, together with (49), (27) and (37), implies
‖J (h, φ)t,ω (ξ)− J (h, φ)t,ω (ξ)‖
6 ‖ξ − ξ‖α+t,ω +M(1 +N)‖ξ − ξ‖
∫ t
0
α+t−s,θsω Lip(fθsω)α
+
s,ω ds
6 ‖ξ − ξ¯‖α+t,ω + σM(1 +N)‖ξ − ξ¯‖α
+
t,ω
= (1 + σM(1 +N)) ‖ξ − ξ¯‖α+t,ω
=M‖ξ − ξ¯‖α+t,ω.

Let now L be the operator that assigns to every (h, φ) ∈ X
(B)
M,N the function
L(h, φ) : G → X defined by
[L (h, φ)] (ω, ξ) = −
∫ +∞
0
Φ−sθsωQθsωfθsω(hs,ω(ξ), φθsω(hs,ω(ξ))) ds,
that by Lemmas 3.6 and 3.7 is well defined.
Lemma 3.9. L
(
X
(B)
M,N
)
⊆ L
(B)
N .
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Proof. As before, we denote [L (h, φ)] (ω, ξ) by L (h, φ)ω (ξ). By (38) we can
conclude that
ω 7→ L(h, φ)ω(Pωx) is Bochner measurable for every x ∈ X.
Moreover, from (11), (19) and (4) we conclude that L(h, φ)ω(0) = 0 for every
ω ∈ Ω and by definition L(h, φ) satisfies (20).
Finally, from (D2), (50), (28) and (37) it follows for every (h, φ) ∈ X
(B)
M,N
that
‖L (h, φ)ω (ξ)− L (h, φ)ω (ξ¯)‖
6
∫ +∞
0
‖Φ−sθsωQθsω‖ γθsω(ξ, ξ) ds
6
∫ +∞
0
α−s,θsω Lip(fθsω)M(1 +N)‖ξ − ξ¯‖α
+
s,ω ds
6 τM (1 +N) ‖ξ − ξ¯‖
= N‖ξ − ξ¯‖
and L(h, φ) ∈ L
(B)
N . 
We define now the operator T : X
(B)
M,N → X
(B)
M,N by
T (h, φ) = (J(h, φ), L(h, φ)) .
Lemma 3.10. The operator T : X
(B)
M,N → X
(B)
M,N is a contraction.
Proof. Let (h, φ) , (g, ψ) ∈ X
(B)
M,N . Then, setting
γˆθsω(ξ) = ‖fθsω(hs,ω(ξ), φθsω(hs,ω(ξ))) − fθsω(gs,ω(ξ), ψθsω(gs,ω(ξ)))‖,
by (6), (21), (16), (23) and (15) we have
γˆθsω(ξ)
6 Lip(fθsω) (‖hs,ω(ξ)− gs,ω(ξ)‖ + ‖φθsω(hs,ω(ξ))− ψθsω(gs,ω(ξ))‖)
6 Lip(fθsω) ((1 +N)‖hs,ω(ξ)− gs,ω(ξ)‖+ ‖φθsω(gs,ω(ξ)) − ψθsω(gs,ω(ξ))‖)
6 Lip(fθsω)
(
(1 +N)d1(h, g) ‖ξ‖α
+
s,ω +M d2(φ,ψ) ‖ξ‖α
+
s,ω
)
6 Lip(fθsω)‖ξ‖α
+
s,ω ((1 +N)d1(h, g) +Md2(φ,ψ))
(51)
for every ω ∈ Ω, s ∈ R+0 and ξ ∈ Eω. Thus from (D1), last inequality
and (27), it follows that
‖J(h, φ)t,ω(ξ)− J(g, ψ)t,ω(ξ)‖
6
∫ t
0
‖Φt−sθsωPθsω‖γˆθsω(ξ) ds
6
∫ t
0
α+t−s,θsω Lip(fθsω)‖ξ‖α
+
s,ω ((1 +N)d1(h, g) +Md2(φ,ψ)) ds
6 σ‖ξ‖α+t,ω ((1 +N)d1(h, g) +Md2(φ,ψ))
and this implies
d1 (J(h, φ), J(g, ψ)) 6 σ ((1 +N)d1(h, g) +Md2(φ,ψ)) .
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On the other hand, using (D2), (51) and (28) we have
‖L (h, φ)ω (ξ)− L (g, ψ)ω (ξ)‖
6
∫ +∞
0
‖Φ−sθsωQθsω‖ γˆθsω(ξ) ds
6
∫ +∞
0
α−s,θsω Lip(fθsω)‖ξ‖α
+
s,ω ((1 +N)d1(h, g) +Md2(φ,ψ)) ds
6 τ‖ξ‖ ((1 +N)d1(h, g) +Md2(φ,ψ))
and from this estimates it follows that
d2 (L(h, φ), L(g, ψ)) 6 τ ((1 +N)d1(h, g) +Md2(φ,ψ)) .
Hence
d (T (h, φ), T (g, ψ)) 6 (σ + τ) ((1 +N)d1(x, g) +Md2(φ,ψ))
6 (σ + τ)max {1 +N,M} d((h, φ), (g, ψ))
and since σ + τ < 1/2, N < 1 and M < 2, T is a contraction. 
We are finally in conditions to prove Theorem 3.1. Since X
(B)
M,N is a com-
plete metric space and T is a contraction, by Banach Fixed Point Theo-
rem, T has a unique fixed point (h, φ). Clearly, this fixed point satisfies
conditions (45) and (47). By Lemma 3.7 (h, φ) also satisfies condition (46).
Therefore, by (41) and (42), (ht,ω(ξ), φθtω(ht,ω(ξ))) is the trajectory solution
of (25) satisfying the initial condition (ξ, φω(ξ)) ∈ Eω × Fω, and the graphs
Vω are invariant manifolds of (25). Moreover, for each (t, ω, ξ), (t, ω, ξ¯) ∈ H
it follows from (21), (14) and (37) that
‖Ψtω(ξ, φω(ξ))−Ψ
t
ω(ξ, φω(ξ))‖
= ‖ (ht,ω(ξ), φθtω(ht,ω(ξ)))−
(
ht,ω(ξ), φθtω(ht,ω(ξ))
)
‖
6 ‖ht,ω(ξ)− ht,ω(ξ¯)‖+ ‖φθtω(ht,ω(ξ)) − φθtω(ht,ω(ξ¯))‖
6 (1 +N)‖ht,ω(ξ)− ht,ω(ξ¯)‖
6M(1 +N)α+t,ω‖ξ − ξ¯‖
and this proves (32) with C =M(1 +N).
4. Discrete time
Throughout this section we consider the discrete time case T = Z and set
N0 = T
+.
4.1. Main theorem (discrete time). Let Θ ≡ (Ω,Σ, µ, θ) be a measure-
preserving dynamical system and let X be a Banach space. Consider a
measurable linear RDS Φ on X over Θ that admits a generalized dichotomy
with bounds α+ and α− and let f ∈ F . We will be interested on the RDS
Ψ: N0 × Ω×X → X satisfying
Ψnω(x) = Φ
n
ωx+
n−1∑
k=0
Φn−k−1
θk+1ω
fθkω(Ψ
k
ω(x)) (52)
INVARIANT MANIFOLDS FOR RDS ON BANACH SPACES 19
for all n ∈ N0, x ∈ X and ω ∈ Ω. The RDS Ψ can be regarded as the
“solution” of the random nonlinear difference equation
xn+1 = Φ
1
θnωxn + fθnω(xn).
Define
σ = sup
(n,ω)∈N×Ω
1
α+n,ω
n−1∑
k=0
α+
n−k−1,θk+1ω
Lip(fθkω)α
+
k,ω
and
τ = sup
ω∈Ω
+∞∑
k=0
α−
k+1,θk+1ω
Lip(fθkω)α
+
k,ω.
Theorem 4.1. Consider a measurable linear RDS Φ on a Banach space X
over a measure preserving dynamical system Θ ≡ (Ω,Σ, µ, θ) admitting a
generalized dichotomy with bounds α+ and α− and let f ∈ F . If
lim
n→+∞
α+n,ωα
−
n,θnω = 0 for all ω ∈ Ω, (53)
and
σ + τ <
1
2
,
then there exist N ∈ ]0, 1[ and a unique φ ∈ LN such that the solution Ψ
of (52) satisfies
Ψnω(Vφ,ω) ⊆ Vφ,θnω for all (n, ω) ∈ N0 × Ω. (54)
Furthermore, there is a constant C ∈ ]0, 4[ depending on σ and τ such that
‖Ψnω(ξ, φω(ξ)) −Ψ
n
ω(ξ, φω(ξ))‖ 6 Cα
+
n,ω ‖ξ − ξ‖
for every (n, ω, ξ), (n, ω, ξ) ∈ H.
The proof of Theorem 4.1 is given in Subsection 4.3.
4.2. Corollaries. We give now some corollaries to Theorem 4.1. Through-
out this subsection we consider a real number δ ∈ ]0, 1/4[ and a random
variable G : Ω→ ]0,+∞[ such that
+∞∑
k=−∞
G(θkω) 6 1 for all ω ∈ Ω.
Corollary 4.2 (Tempered exponential dichotomies). Consider a measurable
linear RDS Φ on a Banach space X over a metric dynamical system Θ ≡
(Ω,Σ, µ, θ) admitting a tempered exponential dichotomy with bounds
α+n,ω = K(ω) e
a(ω)n and α−n,θnω = K(θ
nω) eb(ω)n
such that a(ω) + b(ω) < 0 for all ω ∈ Ω. Consider a θ-invariant random
variable γ(ω) > 0 satisfying a(ω) + b(ω) + γ(ω) < 0 and let f ∈ F . If
Lip(fω) 6
δ
K(θω)
min
{
ea(ω)G(ω), eb(ω)
1− ea(ω)+b(ω)+γ(ω)
λK,γ(ω),ω
}
for all ω ∈ Ω, then the same conclusions of Theorem 4.1 hold.
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Proof. In the discrete setting T = Z, conditions (1) and (2) are equivalent.
Since K is a tempered random variable and a(ω) + b(ω) < 0, condition (53)
holds since it is equivalent to
lim
n→+∞
K(θnω) e(a(ω)+b(ω))n = 0 for all ω ∈ Ω.
From
1
α+n,ω
n−1∑
k=0
α+
n−k−1,θk+1ω
Lip(fθkω)α
+
k,ω =
n−1∑
k=0
K(θk+1ω) e−a(ω) Lip(fθkω)
6 δ
+∞∑
k=−∞
G(θkω)
6 δ,
we conclude that σ 6 δ. On the other hand, since K(ω) 6 eγ(ω)k λK,γ(ω),θkω
for all ω ∈ Ω, we have
+∞∑
k=0
α−
k+1,θk+1ω
Lip(fθkω)α
+
k,ω
=
+∞∑
k=0
K(ω)K(θk+1ω) e(a(ω)+b(ω))k eb(ω) Lip(fθkω)
6 δ(1 − ea(ω)+b(ω)+γ(ω))
+∞∑
k=0
e(a(ω)+b(ω)+γ(ω))k
6 δ,
and thus it follows that τ 6 δ. Therefore σ + τ 6 2δ < 1/2 and we are in
conditions to apply Theorem 4.1. 
The proofs of the next corollaries are similar to the continuous case as
illustrated in the proof of Corollary 4.2, and will be omitted. Examples for
this type of dichotomies can be found in Example 2.6.
Corollary 4.3. Let a, b : Ω → ]0,+∞[ and K : Ω → [1,+∞[ be random
variables and let Φ be a measurable linear RDS on a Banach space X over
a measurable dynamical system Θ ≡ (Ω,Σ, µ, θ) admitting a dichotomy with
bounds
α+n,ω = K(ω) e
Sa(n,ω) and α−n,θnω = K(θ
nω) eSb(n,ω)
such that K(ω) ea(ω)+b(ω) 6 K(θω). Let f ∈ F be such that
Lip(fω) 6 δmin
{
ea(ω)
K(θω)
G(ω),
(
1
K(ω)
−
ea(ω)+b(ω)
K(θω)
)
1
K(θω)
e−b(ω)
}
.
If
lim
n→+∞
K(θnω) eSa+b(n,ω) = 0
for all ω ∈ Ω, then the same conclusion of Theorem 4.1 holds.
INVARIANT MANIFOLDS FOR RDS ON BANACH SPACES 21
Consider now measurable maps a, b : Ω → R+0 , K : Ω → [1,+∞[ and a
linear measurable RDS Φ admitting a generalized dichotomy with bounds
α+ and α− given by
α+n,ω = K(ω)
a(ω)
a(θnω)
and α−n,θnω = K(θ
nω)
b(ω)
b(θnω)
. (55)
For each ω ∈ Ω we define the function Hω : Z→ R by
Hω(n) = −
1
a(θnω)b(θnω)K(θnω)
.
Clearly, n ∈ Z we have Hθnω(k) = Hω(n+ k) for all k, n ∈ Z and all ω ∈ Ω.
Corollary 4.4. Let a, b : Ω → ]0,+∞[ and K : Ω → [1,+∞[ be random
variables and let Φ be a measurable linear RDS on a Banach space X over
a measurable dynamical system Θ ≡ (Ω,Σ, µ, θ) admitting a dichotomy with
bounds as in (55) and such that the map Hω is an non-decreasing function
for each ω ∈ Ω. Let f ∈ F satifying
Lip(fω) 6 δmin
{
a(ω)b(θω)
K(θω)
(Hθω(0) −Hω(0)), G(ω)
}
for all ω ∈ Ω.
(56)
If
lim
n→+∞
K(θnω)
a(θnω)b(θnω)
= 0, (57)
then the same conclusions of Theorem 3.1 hold.
4.3. Proof of Theorem 4.1. The proof of Theorem 4.1 is similar to the
proof the continuous time (Theorem 3.1) and therefore we only give a sketch
of the necessary adaptations. Fix M and N as in Lemma 3.5. Given ω ∈ Ω
and vω = (ξω, ηω) ∈ Eω × Fω, using (52), it follows that for each n ∈ N0,
the trajectory (vθnω)n, with vθnω = (xθnω, yθnω) ∈ Eθnω ×Fθnω, satisfies the
following equations
xθnω = Φ
n
ωξω +
n−1∑
k=0
Φn−k−1
θk+1ω
Pθk+1ωfθkω(xθkω, yθkω), (58)
yθnω = Φ
n
ωηω +
n−1∑
k=0
Φn−k−1
θk+1ω
Qθk+1ωfθkω(xθkω, yθkω). (59)
In view of the forward invariance required in (54), each trajectory of (52)
starting in Vφ,ω must be in Vφ,θnω for every n ∈ N0, and thus the equa-
tions (58) and (59) can be written in the form
xθnω = Φ
n
ωξω +
n−1∑
k=0
Φn−k−1
θk+1ω
Pθk+1ωfθkω(xθkω, φθkω(xθkω)), (60)
φθnω(xθnω) = Φ
n
ωφω(ξω) +
n−1∑
k=0
Φn−k−1
θk+1ω
Qθk+1ωfθkω(xθkω, φθkω(xθkω)). (61)
Once again, to prove that equations (60) and (61) have solutions we will use
Banach Fixed Point Theorem.
We rewrite conditions (60) and (61) as in Lemma 3.7.
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Lemma 4.5. Consider (h, φ) ∈ XM,N such that for every ω ∈ Ω, n ∈ N0
and ξ ∈ Eω
hn,ω(ξ) = Φ
n
ωξ +
n−1∑
k=0
Φn−k−1
θk+1ω
Pθk+1ωfθkω(hk,ω(ξ), φθkω(hk,ω(ξ))). (62)
Then the following properties are equivalent:
a) for every ω ∈ Ω, n ∈ N0, and ξ ∈ Eω
φθnω(hn,ω(ξ)) = Φ
n
ωφω(ξ) +
n−1∑
k=0
Φn−k−1
θk+1ω
Qθk+1ωfθkω(hk,ω(ξ), φθkω(hk,ω(ξ)));
(63)
b) for every ω ∈ Ω, n ∈ N0, and ξ ∈ Eω
φω(ξ) = −
+∞∑
k=0
Φ−(k+1)ω Qθk+1ωfθkω(hk,ω(ξ), φθkω(hk,ω(ξ))). (64)
Let J be the operator that assigns to every (h, φ) ∈ XM,N the function
J(h, φ) : H → X defined by
[J (h, φ)] (n, ω, ξ) = Φnωξ +
n−1∑
k=0
Φn−k−1
θk+1ω
Pθk+1ωfθkω(hk,ω(ξ), φθkω(hk,ω(ξ)))
and L be the operator that assigns to every (h, φ) ∈ XM,N the function
L(h, φ) : G → X defined by
[L (h, φ)] (ω, ξ) = −
+∞∑
k=0
Φ−(k+1)ω Qθk+1ωfθkω(hk,ω(ξ), φθkω(hk,ω(ξ))).
We define now the operator T : XM,N → XM,N by
T (h, φ) = (J(h, φ), L(h, φ)) .
Similar to Lemma 3.10 we have that the operator T : XM,N → XM,N is
a contraction. Thus, since XM,N is a complete metric space, by Banach
Fixed Point Theorem, T as a unique fixed point (h, φ). Clearly, this fixed
point satisfies conditions (62) and (64). By Lemma 4.5 (h, φ) also satisfies
condition (63). Hence, by (58) and (59), (hn,ω(ξ), φθnω(hn,ω(ξ))) is the orbit
of (ξ, φω(ξ)) ∈ Eω×Fω by Ψ given at (52), and the graphs of Vω are invariant
manifolds of (52). Moreover, for each ω ∈ Ω, n ∈ N0 and ξ, ξ¯ ∈ Eω it follows
from (21), (14) and (37) that
‖Ψnω(ξ, φω(ξ))−Ψ
n
ω(ξ, φω(ξ))‖ 6M(1 +N)α
+
n,ω‖ξ − ξ¯‖,
finishing the proof of Theorem 4.1 with C =M(1 +N).
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