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Early experiments on alkali-doped graphene demonstrated that the dopant adatoms modify the
conductivity of graphene significantly, as extra carriers enhance conductivity while Coulomb scat-
tering off the adatoms suppresses it. However, conductivity probes the overall scattering rate, so
a dominant channel associated with long-range Coulomb scattering will mask weaker short-range
channels. We present weak localization measurements of epitaxial graphene with lithium adatoms
that separately quantify intra- and intervalley scattering rates, then compare the measurements to
tight-binding calculations of expected rates for this system. The intravalley rate is strongly en-
hanced by Li deposition, consistent with Coulomb scattering off the Li adatoms. A simultaneous
enhancement of intervalley scattering is partially explained by extra carriers in the graphene in-
teracting with residual disorder. But differences between measured and calculated rates at high
Li coverage may indicate adatom-induced modifications to the band structure that go beyond the
applied model. Similar adatom-induced modifications of the graphene bands have recently been
observed in ARPES, but a full theoretical understanding of these effects is still in development.
Adatoms have frequently been proposed as a way to
alter the electronic properties of graphene: to make
it superconducting,1–4 magnetic,5,6 or even a topologi-
cal insulator.7,8 Despite the conceptual simplicity of de-
positing selected elements onto the exposed surface of
a graphene sheet, many of the more exotic predictions
for novel adatom-induced electronic states in graphene
have proven difficult to realize in experiment. In order to
push this area forward, experimental feedback is needed
to clarify the impact of adatoms on the electronic prop-
erties of graphene.
The interaction of alkali adatoms with graphene is ex-
pected to be particularly simple, and represents a logi-
cal starting point to address the graphene-adatom puz-
zle. Alkali atoms are known to be efficient dopants,
transferring around one electron each to the graphene
lattice9–11 while the positively-charged ions that remain
cause strong Coulomb scattering.9,12,13 The graphene-
lithium system is especially interesting due to a recent
report of superconductivity with a critical temperature
near 6 K.14 More generally, a variety of recent results
indicate that adatoms must be thought of as fundamen-
tally modifying the graphene band structure rather than
than simply as perturbations on the conventional Dirac
structure.14–17
Here, we present magnetoresistance measurements of
weak localization (WL) in Li-doped graphene that probe
the interaction between graphene’s conduction electrons
and the Li adatoms. The analysis of WL data offers de-
tailed information about intra- and intervalley scattering
channels, which are depicted schematically in Fig. 1(a).
In addition to the expected enhancement of intravalley
scattering, our data indicate that intervalley scattering
between graphene’s K and K ′ valleys is strongly en-
hanced at high Li coverage. The increase of intervalley
rate due to alkali adatoms is reminiscent of a previous
report in Li-intercalated bilayer graphene.18
At first glance these results are surprising, because
scattering off Li is expected to be long-range in character,
and therefore not capable of inducing the large momen-
tum shifts required for intervalley scattering [Fig. 1(a)].
In this way, lithium contrasts with other adatoms and
substitutionals that are expected to introduce both
Coulomb and short-range scattering in graphene.19–21
Our data can partially be accounted for through en-
hanced scattering off pre-existing short-range disorder, as
confirmed by a tight binding analysis of scattering rates
and conductivity that includes trigonal warping and the
nonlinearity in the band structure away from the Dirac
point. But a discrepancy remains between experimental
data and tight-binding predictions for the intervalley rate
at high Li coverage, pointing to adatom-induced band-
structure modifications that go beyond our modelling.
Such modifications would be consistent with ARPES
experiments14–16 and recent theoretical calculations.17
Measurements are reported on four epitaxial mono-
layer graphene samples: SiC1 was grown on a weakly-
doped 6H-SiC(0001) surface;22 SiC2-4 were cut from
commercially available epitaxial graphene grown on the
semi-insulating 4H-SiC(0001) surface.23 The labelling of
SiC1-4 is consistent with an earlier doping study on these
samples,24 where further sample details can be found.
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FIG. 1. (a) Intra- and intervalley scattering processes illus-
trated in a constant energy contour. (b) Annealing stage,
showing the SiC chip glued to end of a quartz plate. Illus-
tration of graphene lattice on the chip, with vacancies that
would cause intervalley scattering as well as a Li adatom. (c)
Decrease in conductivity due to consecutive Li depositions.
Right axis: Li-induced carrier density ∆n ≡ n− n0, starting
from initial density n0 = 2.18× 1013 cm−2. (d) Conductivity
of graphene samples decreases monotonically with tempera-
ture down to the lowest temperatures (Tmin) accessed in our
measurements, even after depositing Li to the point where the
carrier density saturated. This panel shows the temperature-
dependent conductivity change compared to the conductivi-
ties at Tmin: σ(Tmin = 2.7 K) = 41.8 e
2/h for SiC4 700 and
σ(Tmin = 4.4 K) = 35.1 e
2/h for SiC3 900.
After growth, eight contacts were deposited by thermal
evaporation onto the corners and edges of each sam-
ple, using shadow evaporation to avoid polymer resist
contamination. Resistances were measured in a 4-probe
quasi-van der Paaw configuration, then converted to con-
ductivities for comparison with weak localization theory.
Experiments were performed in a UHV chamber with
base pressure below 5×10−10 torr, with Li evaporated
from an SAES getter source while the sample was held
at 4 K on a liquid-He cooled cold finger. A custom
stage [Fig. 1(b)] enabled annealing operations up to 900
K while also ensuring cryogenic thermal contact be-
tween the sample and the cold finger during transport
measurements.24 The stage could be cooled below 3 K
by pumping on the liquid He line. Photographs of sev-
eral samples on this stage can be seen in supplemental
Fig. S1.25
The first step in each experiment was a 3-day bakeout
of both sample and chamber at 390 K. For some samples,
further annealing of the chip was performed using the
stage [Fig. 1(b)].24 Then, the sample and a surrounding
shroud were cooled down to 3-4 K, and Li was deposited
in multiple increments. The shroud was open only dur-
ing Li depositions, then closed again before magnetoresis-
tance measurements were performed. Carrier density was
determined by transverse magnetoresistance (the classi-
cal Hall effect) after each deposition, while the scattering
rates that are central to this paper were determined from
the longitudinal magnetoresistance through WL.
It has previously been shown that high temperature
annealing prior to Li deposition is crucial to achieving
efficient graphene-Li coupling.24 Here, we explore sam-
ples with a range of preparations: SiC1 and SiC2 were
measured with no higher temperature anneals following
the 390 K bakeout. SiC3 underwent one Li deposition-
and-measurement sequence right after bakeout, then it
was annealed at 900 K (which desorbed the Li) and
a second Li deposition-measurement sequence was per-
formed. SiC4 was annealed first at 500 K, then a Li
deposition-measurement sequence was performed, then it
was annealed again at 700 K before a second deposition-
measurement sequence. For clarity, data from a given
sequence is labelled by the sample name and the most
recent annealing temperature in Kelvin. For example,
SiC1 390 refers to sample SiC1 with no additional anneal
after the 390 K bakeout.
Figure 1(c) illustrates an example of doping level and
conductivity changes resulting from consecutive Li depo-
sitions. For SiC4 700, the induced carrier density due to
Li saturated around 1014 e−/cm2 while the conductivity
decreased by a factor of four. For SiC3 900, annealed at
a higher temperature, the saturation carrier density was
a factor of two larger [Fig. S2(a)25]. The saturation of
carrier density in our samples, with increasing Li depo-
sition, was discussed in Ref. 24, and presumably results
from insufficient surface preparation.
All samples showed a weakly insulating temperature
dependence of conductivity below around 10 K. Fig. 1(d)
shows this behaviour for SiC3 900 and SiC4 700 after
their final Li depositions; see supplemental Fig. S2(b) for
SiC3 390 and SiC4 50025. The observed conductivities
were consistent in all cases with the logarithmic depen-
dence expected for weak localization and the electron-
electron correction to conductivity in 2D. The fact that
the conductivity changed smoothly with the cold finger
temperature down to 2.7 K confirms the efficient thermal
coupling of our sample stage design. No upturn in con-
ductivity at low temperature was observed in any sam-
ples, as might have been expected if superconductivity
(Tc ∼ 6 K) were induced in these samples by the Li.14
The expected WL dip in longitudinal conductivity at
zero magnetic field [Fig. 2(a)] was observed in all sam-
ples. Electronic scattering rates were extracted by fitting
to the standard WL form for graphene:26
∆σ(B⊥) = σ(B⊥)− σ(0) = e
2
pih
[
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where F (z) = ln(z) + ψ( 1z +
1
2 ), ψ is the digamma func-
tion and τ−1B = 4eDB⊥/~ is the phase accumulation rate
30.6
0.5
0.4
0.3
0.2
0.1
0.0
∆σ
(e
2 /h
)
-100 -50 0 50 100
B (mT)
∆n=0
∆n=9.3×1013e-/cm2
(a)
SiC4 700
6
4
2τ
i-1
(x
10
12
s-
1 )
1086420
∆n (x1013 e-/cm2)
(c)8
6
4
2
τ φ-1
(x
10
11
s-
1 )
1086420
∆n (x1013 e-/cm2)
(b)
FIG. 2. (a) The effect of Li deposition on magnetoconductiv-
ity, ∆σ ≡ σ(B) − σ(B = 0). As in Fig. 1, ∆n represents in-
crease carrier density due to Li, starting from n0 = 2.18×1013
cm2. The solid lines are fits to Eq. 1. Extracted dephasing
(b) and intervalley (c) rate versus induced carrier density due
to Li. All data correspond to SiC4 700 at T =2.7 K.
in magnetic field B⊥ with diffusion constant D. τ−1ϕ rep-
resents the conventional phase decoherence rate known
from WL studies in metals. τ−1i and τ
−1
∗ are the inter-
valley and intravalley scattering rates corresponding to
scattering between or within a single valley, respectively
[Fig. 1(a)]. τ−1∗ is very high in epitaxial graphene, even
without Li, due to chirality-breaking disorder and trig-
onal warping.26–28 As a result, the last term in Eq. 1 is
suppressed and not included in our fits.
Extracted values of τ−1ϕ were nearly independent of Li
coverage, even over an order of magnitude increase in
carrier density [Fig. 2(b)]. This can be understood from
the fact that Li is a light adatom, and not a source of
spin-orbit coupling or magnetism7. The contribution to
the dephasing rate due to electron-electron interactions
would be expected to rise from 11 ns−1 to 26 ns−1 for
the data in Fig. 2, as conductivity decreased from 134
to 42e2/h with added Li [Fig. 1(c)].25,28 However, this
represents a small perturbation on the overall dephasing
rate, which, in epitaxial graphene on SiC, is dominated
by magnetic impurities.29,30
In contrast, τ−1i increased significantly after Li depo-
sition [Fig. 2(c)], ultimately to values so high that the
second term in Eq. 1 was suppressed and the error bars
in the extracted τ−1i extend off the top of the graph [see
Ref. 25 for details on fitting]. These half-error-bars in-
dicate that the extracted τi was indistinguishable from
zero within experimental uncertainty, which was limited
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FIG. 3. (a) Intervalley rates for SiC1-4 through multiple se-
quences of Li deposition, shown in log-log scale to highlight
the power-law behaviour. (b) The inverse mobility versus
change of charge carrier density induced by Li deposition for
SiC3 and SiC4, which were annealed to 700 and 900 K prior
to cryogenic Li deposition. The dashed and solid lines in
Figs. 3(a) and 3(b) show theoretical predictions based on
the Dirac model (DM) and a tight-binding (TB) description,
respectively.
primarily by the 100 mT scan range of the coil.
Figure 3(a) compiles τ−1i for 6 samples, presenting
a series of Li depositions for each sample. It con-
firms the consistently strong increase of intervalley scat-
tering as Li is added, in spite of the common expec-
tation that alkali adatoms should have minimal effect
on intervalley scattering.9,13,31 A clue to understanding
this surprising result comes from the functional form
of the scattering rate increase, seen clearly in the log-
log plot of Fig. 3(a): the measured τ−1i fits well to a
τ−1i ∝
√
n dependence (dashed lines) up to a carrier
density around 5 × 1013 cm−2. Scattering rates for a
given density of short-range scatterers would generically
be proportional to the graphene density of states, which
is D(EF ) = 2
√
n/(
√
pi~vF ) within the linear Dirac model
for graphene’s band structure (E = ~vF k). Thus, a
√
n
dependence is expected purely due to the doping effect
from Li, enhancing the scattering rate from pre-existing
short-range defects in graphene on SiC32 via the graphene
density of states.
With τ−1i extracted from WL, τ
−1
∗ can be then be de-
termined from mobility as described in the supplement
[Eq. S21]25. Figure 3(b) illustrates the inverse mobil-
4ity, µ−1 = en/σ, for the two samples with highest car-
rier density. The close-to-linear relationship between µ−1
and ∆n can also be explained within the Dirac model.
In our experiment, the change in graphene carrier den-
sity, ∆n, is proportional to the density of Li adatoms,
nLi. When conductivity is limited by Coulomb scatter-
ing off charged Li,9,12,13 one expects σ ∼ n/nLi giving
µ−1 = (σ/en)−1 ∼ ∆n.
The discussion above demonstrates that the modifi-
cations to intra- and intervalley scattering rates for low
levels of Li doping can be approximately explained by the
linear Dirac model (DM). Above 5×1013 cm−2, however,
the intervalley data in Fig. 3(a) lies well above the
√
n
traces on the graph, indicating either (i) new short-range
scatterers being added or activated, and/or (ii) devia-
tions from the linear Dirac-cone density of states. The
fact that the divergence between intervalley data and cal-
culations only appears at high doping levels, and that
Li adatoms or clusters would not be expected to bond
strongly enough with the graphene to act as short-range
scatterers,10,11,33,34 indicates that option (i) is unlikely.
In order to evaluate the second option, we perform nu-
merical calculations of the scattering rate and conductiv-
ity/mobility based on the nearest-neighbor tight-binding
(TB) description of the graphene bands. The TB descrip-
tion accounts for trigonal warping of the Dirac cones, il-
lustrated by the constant energy contours in Fig. 1(a), as
well as nonlinear corrections to the Dirac model. These
corrections are important at the high carrier densities ac-
cessed in this work, where Fermi energies in excess of 1
eV are achieved (for a detailed discussion of DM and TB
models, see Ref. 25).
Our TB analysis is compared with experimental data
through a calculation of scattering rates due to randomly
distributed short-range defects and Li adatoms:
τ−1α (εk) =
2pi
~
nα
∫
dk′
(2pi)2
|V αkk′ |2δ(εk − εk′), (2)
where the index α = {Li, res} represents the disorder
type, identifying whether the scattering originates from
Li adatoms or from residual disorder, nα is the areal den-
sity of the respective disorder, εk is the TB band energy,
and V αkk′ is the impurity matrix element for scattering
from k to k′.25
Coulomb scattering by the Li adatoms is described by
a matrix element V Likk′ ∝ VC(q, d) that is proportional to
the 2D Fourier tranform of the screened Coulomb poten-
tial, VC(q, d) =
ZLie
2
20κε(q)
e−qd
q . Here q = |k − k′| is the
scattering vector, κ = (εSiC + 1)/2 is the dielectric con-
stant of the environment, ε(q) is the static dielectric func-
tion of graphene, ZLi = 0.9 is the expected valence of Li
adatoms,10,11,17 and d = 1.78 A˚ is the expected distance
between the Li adatoms and the graphene plane.17,35,36
We assume that residual short-range disorder is dom-
inated by atomic defects for which the scattering ma-
trix element is momentum-independent, therefore V reskk′ =
Vres, with different disorder strengths for intra- and in-
tervalley scattering. Since Vres is explicitly not depen-
dent on subsequent Li deposition, its value was extracted
from the initial data for each sample [see supplemental
Table I25], leaving us with no free fitting parameters in
our theory. TB and DM modelling were calculated us-
ing nα’s and V ’s for the residual short-range intra- and
intervalley scattering extracted from the ∆n = 0 values
of µ, and τi in Fig. 3 (Values of σ in Fig. 1 can be used
instead of µ).
At low carrier densities where the DM applies, Eq. 2
yields a scattering rate that scales as τ−1res =
nresV
2
0 EF
~3v2F
∝
√
n as expected, consistent with the dependence of τ−1i
below 5 × 1013 cm−2 in Fig. 3(a). The DM predictions
(dashed lines) lie almost on top of the TB analysis (solid
curves) at low density, confirming that the explanation of
residual scatterers made more effective at higher carrier
density survives the more accurate TB analysis.
At higher densities, the TB intervalley rates begin to
deviate from the DM result due to the nonlinearity of the
bands at high energies, but the effect is not nearly strong
enough to account for the observed enhancement of the
intervalley rate in the data. Therefore, even the second
option discussed above (deviations from the linear Dirac-
cone density of states) cannot explain the data within a
non-interacting TB analysis. This experimental result is,
however, consistent with recent ARPES studies14–16 and
theory17, which indicate that the Dirac cone in alkali-
doped graphene is strongly perturbed at high adatom
densities. It is worth noting that the match between TB
modelling and experimental data is much better in the
carrier mobility [Fig. 3(b)], despite the lack of free fitting
parameters. This can be attributed to the fact that the
conductivity is limited by intravalley Coulomb-disorder
scattering, while it is only weakly dependent on residual
short-range scattering. It should thus be noted that it is
our combined measurement of the zero-field conductivity
and WL that has permitted a detailed analysis of the
individual intra- and intervalley scattering rates, and it
is this analysis that confirmed the discrepancy between
experimental data and TB calculations of the scattering
rates.
In summary, Li adatoms deposited in cryogenic UHV
are observed to enhance both intervalley and intraval-
ley carrier scattering rates in epitaxial graphene. The
enhancement of the intravalley rates is quantitatively ex-
plained by Coulomb scattering off the ionized Li dopants
that remain on the graphene surface, based on a calcu-
lation with no free fitting parameters. The enhancement
of the intervalley rate, while surprising for an alkali atom
like Li that bonds weakly to graphene and causes mini-
mal short-range scattering, can largely be explained by
enhanced scattering off pre-existing short-range scatters.
At the highest carrier densities observed in this work,
however, deviations between our TB calculations and the
experimental data do appear. This may originate from
effects not accounted for by our TB model, such as the
above-mentioned modifications of the graphene bands ob-
5served in ARPES and theory.14–17 Other possible expla-
nations could be: Our TB model may use an incorrect
position of the van Hove singularity in the graphene den-
sity of states, which is predicted by DFT to lie at a much
lower energy17. Resonant scattering37–39 off the Li impu-
rity band14,17 may play a role, as the impurity band asso-
ciated with Na ions were shown to modify the transport
properties of Si MOSFETs significantly40,41, but theoret-
ical predictions for the contribution of this mechanism to
intervalley scattering are too weak to explain the exper-
imental data17. Nonlocal screening may enhance inter-
valley scattering by charged impurities.42 Or, the Dirac
cones themselves may be modified by electron-electron
interactions.43
The data reported here present a comprehensive pic-
ture of intervalley and intravalley scattering in adatom-
doped graphene. We hope that they will help in relat-
ing ARPES and transport experiments that have until
now offered disconnected pictures of scattering rates in,
respectively, high and low density regimes9,12–16,44. In-
consistencies uncovered in this work point to the need
for further experimental and theoretical investigation of
the electronic structure and scattering mechanisms in
graphene, in order to fully unravel the properties of
graphene with alkali adatoms.
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1I. SUPPLEMENTARY INFORMATION
A. Photograph of SiC samples on the stage
Fig. S1 shows photographs of SiC2,3,4 installed on the stage. More description about the sample stage can be found
in Ref.S1, especially in Fig. 2 from that work and discussion thereof.
FIG. S1. Photograph of different samples installed on the stage: (a) SiC2, (b) SiC3, (c) SiC4.
B. Change of conductivity by Li deposition and temperature for SiC3 900, SiC3 390, and SiC4 500
Figs. 1 (c) and (d) in the main text show how conductivity and carrier density change with deposition time for SiC4
700, and the change in conductivity with temperature T after saturation of Li deposition for SiC4 700 and SiC3 900.
In this section, analogous curves for other samples are shown. Fig. S2(a) shows the conductivity and induced carrier
density (i.e. change of carrier density by Li adatoms) for SiC3 900. The induced carrier density due to Li saturated
at around 2 × 1014 e−/cm2 while the conductivity decreased by a factor of two. Fig. S2(b) shows the conductivity
change versus temperature T for SiC3 390 and SiC4 500, after depositing Li to the point that their carrier densities
were saturated. The same weakly insulating behaviour visible in the main text, Fig. 1(d), is apparent here.
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FIG. S2. (a) The conductivity of SiC3 900 dropped due to Li deposition at T=4.4 K, as the carrier density inteased. (b)
Change in conductivity ∆σ versus temperature T after saturation of Li deposition for SiC3 390 and SiC4 500.
2C. The contribution to the dephasing rate from electron-electron interactions
The expected contribution to the dephasing rate due to electron-electron interactions is linear in temperatureS2,S3:
τ−1ϕ =
kBln(g/2)
~g
T (S1)
for dimensionless conductivity g = σh/e2. For SiC4 700 at T =2.7 K (c.f. Fig. 2(b) in the main text), g changes
from 133.75 to 41.79 due to Li deposition. As a result, the calculated contribution to the dephasing rate due to
electron-electron interactions changes from 11 ns−1 to 26 ns−1. This is a small perturbation on the total dephasing
rate from Fig. 2(b), and would not be noticeable in the data.
D. Weak localization curves’ fitting procedure
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FIG. S3. The chi-square value versus different possible Bi for (a) the second point of SiC1, (b) the second point of SiC4 700,
and (c) the third point of SiC4 700 in Fig. 3(a).
3This section describes how the range/error bars of the intervalley rates were calculated in Fig. 2(c) and Fig. 3(a) of
the main text. In order to estimate the error bars for the extracted values τ−1i , we defined the intervalley characteristic
field Bi = (~/4eD)τ−1i , where D is the diffusion constant. Then, we fit magnetoconductivity data with different Bi
and recorded the normalized chi-square value χ2v. The chi-square may be defined as Σ((y − yi)/wi)2 where y is a
fitted value, yi is the measured data value and wi is the standard error for the given point. The normalized chi-
square, which is also called the reduced chi-square, is defined as the chi-square per degree of freedom (i.e., number
of measurements minus number of fitting parameters). While a value of χ2v=1 indicates that the extent of the match
between measurement and fit is in accord with the noise in the data, a χ2v 1 indicates a poor fitS4. Figs. S3 (a) and
(b) clearly show a minimum in χ2v, χ
2
v ∼ 1, around Bi = 9.5 mT and Bi = 48 mT respectively. These are then the
best fit values. We define the error bar in χ2v to be the range in Bi over which χ
2
v < 1.5, a value that is somewhat
arbitrary but not unreasonable given the trends observed over multiple datasets and multiple Li depositions seen in
Fig. 3(a) in the main text.
For some datasets, such as the highest carrier density points in Figs. 2(c) and 3(a), the fitted values of τi could
not be distinguished from zero within experimental uncertainty. From a practical point of view, this implies that Bi
was apparently above the field accessible in our hand-wound coil, 100 mT. In the fitting process described above, this
meant that χ2v decreased initially (starting from Bi = 0), but then flattened out once it reached χ
2
v ∼ 1 and did not
increase again for very high Bi. A clear example is shown in Fig. S3 (c). In this case, a lower bound for the fitted Bi
could be determined, as the point at which χ2v rose above 1.5, but there was no upper bound the error bar for Bi.
Because the quantitative analysis of χ2v(Bi) was crucial for the determination of error bars, it was important to
distinguish between experimental noise, which could be safely averaged over when fitting, and real trends in the data.
As seen in the main text, the WL function changes rapidly around B = 0, but only slowly for higher |B|. To account
for this, we divided WL curves into three sections: the region around the peak and two other sections. Fifth order
polynomial functions were fit to the two outer sections, |B| > 13.5 mT, and the data was replaced with fits in those
sections. The data in the central region, |B| < 13.5 mT, was left intact. Then, we fit the WL function [Eq. 1] to the
new curve. With this method, the minimum χ2v(Bi) more accurately represented the fit quality and was left influenced
by measurement noise. This method of fitting was used for acquiring all of the data points and error bars of annealed
samples of SiC 500 K, SiC 700 K, and SiC 900 K in Fig. 3(a). For other samples, which has much lower Bi, we did
not divide WL curves and fit the WL function [Eq. 1] to the whole curves.
E. Theoretical tight-binding and Dirac modelling
In this section, we describe the details of the tight-bonding (TB) and Dirac model (DM) calculations presented in
the main manuscript.
Our starting point is the nearest-neighbor tight-binding model of graphene,
H0 = −t
∑
k
[fkc
†
AkcBk + h.c.] ≡
∑
k
c†kHkck, (S2)
where t = 2.7 eV is the hopping parameter,
Hk = −t
(
0 fk
f∗k 0
)
, fk = 1 + e
ik·a1 + eik·a2 , (S3)
and c†νk (cνk) is the creation (annihilation) operator for the ν ∈ {A,B} sublattice state |νk〉 = 1√N
∑
n e
ik·Rn |νRn〉,
N is the number of unit cells, Rn = n1a1 + n2a2 is the lattice vector to the n’th unit cell, and a1/2 = a/2(
√
3,±1)
are the primitive lattice vectors with lattice constant a = 2.46 A˚.
The Bloch states Ψsk(r) are given by the two-component spinor eigenstates of the TB Hamiltonian in Eq. (S3) as
Ψsk(r) =
∑
ν=A,B
χνsk φνk(r), χsk =
1√
2
(
1
seiθk
)
, (S4)
where s = ±1 is the band index, θk = arg fk, φνk(r) = 〈r|νk〉, and the corresponding eigenenergies are εsk = st|fk|.
In Fig. S4 we show the difference in the density of states and carrier density vs EF between the tight-binding model
and the Dirac-cone approximation. As evident, the nonlinearity of the tight-binding bands becomes important at
high energies.
As graphene is heavily n-doped in our experiments, only the conduction band is relevant and we suppress the band
index for brevity in the following.
4F. Carrier scattering
In the Born approximation, the scattering rate due to random impurities is given by
1
τk
=
2pi
~
Nα
∑
k′
|V αkk′ |2δ(εk − εk′), (S5)
where V αkk′ is the matrix elements of the individual impurity potentials, Vα(r) = Vα(r−Rα), and Rα is the position
of the impurity in the primitive cell. Intra- and intervalley contributions to the scattering rate are separated out by
confining the sum over k′ to, respectively, the same or the opposite valley of k.
1. Charged Li adatoms
The the charged Li adatoms are modelled by a point-charge impurities. To calculate the matrix element of the
associated Coulomb scattering potential, we use the Bloch functions in Eq. (S4) in the definition of the matrix element,
V Likk′ =
∫
drΨ∗k(r)VLi(r)Ψk′(r) =
∑
νν′
χ∗νkχν′k′
∫
drφ∗νk(r)VLi(r)φν′k′(r). (S6)
To facilitate a semi-analytic evaluation of the matrix element, we express the Li impurity potential VLi(r) by its 2D
Fourier transform, i.e.
VLi(r) =
1
A
∑
q,G
ei(q+G)·(r−RLi)VC(q+G, z), (S7)
where A = NAcell is the sample area, q ∈ 1. BZ, G is a reciprocal lattice vector, and RLi denotes the hollow position
of the Li adatoms. The Fourier transform of the point-charge Coulomb potential is given by
VC(q, z) =
e2Z
20κε(q)q
e−q|z−d|, (S8)
where d is the distance between the Li adatoms and the graphene layer, Z is the valence of the Li adatoms, κ =
(εSiC + 1)/2 accounts for background screening by the substrate, and ε(q) = 1 − v(|q|)χ(q) is the static dielectric
function of doped graphene with v(|q|) = e220|q| denoting the Fourier transform of the bare Coulomb potential in 2D,
and χ(q) is the static polarizability here described by its analytic Dirac-cone formS5.
Inserting in Eq. (S6), we can approximate as
V Likk′ ≈
1
A
VC(q, z = 0)n
Li
kk′ , q = k
′ − k, G = 0, (S9)
where we have neglected umklapp processes involving G 6= 0 Fourier components of the impurity potential, and the
matrix element nLikk′ is given by
S6
nLikk′ = 〈k|e−iq·(r−RLi)|k′〉 =
∑
νν′
χ∗νkχν′k′ 〈νk|e−iq·(r−RLi)|ν′k′〉 (S10)
≈ δk′,k+qf(q)×
∑
ν
χ∗νkχνk′ e
−iq·(Rν−RLi). (S11)
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FIG. S4. Comparison between the density of states (left) and carrier density vs energy EF (right) in graphene obtained with
the tight-binding model (TB) and low-energy Dirac model.
5Here, f is a form factor given by the matrix element of the phase factor exp (−iq · r) with respect to a pz orbital at
the origin,
f(q) =
∫
dr e−iq·r|φν(r)|2. (S12)
The integral can be evaluated analytically, and isS6
f(q) =
1
(1 + |q|2a20)3
, (S13)
with a0 ≈ a/(2
√
10) and a = 2.46 A˚ is the lattice constant.
2. Residual short-range disorder
The residual disorder is modelled by the standard short-range impurity potential Vres(r) = V0δ(r −Ri) where V0
is the disorder strength. In a tight-binding description, this corresponds to a local shift of the onsite energy at the
position of the impurity, and the matrix element simply becomes
V reskk′ =
1
A
V0. (S14)
G. Boltzmann transport calculations
The following section outlines our calculations of the conductivity/mobility based on the linearized Boltzmann
equation.
The current density in the direction of the applied electric field E = EEˆ is given by the out-of-equilibrium distri-
bution function fk as
j =
gs
A
∑
k
(vk · Eˆ)δfk, (S15)
where gs = 2 is the spin degeneracy, vk is the band velocity, and δfk = fk − nF (εk) is the deviation away from the
equilibrium Fermi-Dirac distribution nF to linear order in the applied field, δfk ∝ E. The longitudinal conductivity
σ = j/E follows then directly from Eq. (S15).
In the presence of elastic scattering, the linearized Boltzmann equation takes the form
qvk ·E∂nF
∂ε
∣∣∣∣
ε=εk
= −
∑
k′
Pk,k′ [δfk − δfk′ ] (S16)
where the transition rate for elastic scattering off impurities in the Born approximation is given by
Pk,k′ =
2pi
~
∑
α
Nα|V αkk′ |2δ(εk − εk′), (S17)
Nα is the number of impurities of type α with matrix element V
α
kk′ .
Here, we pursue a general numerical solution to the linearized Boltzmann equation which takes into account the
anisotropi and nonlinearity of the tight-binding band structure. The Boltzmann equation (S16) can be recast as a
matrix equation in the k index,
C f˜ = b, f˜k =
δfk
q|E|∂nF∂ε
∣∣
ε=εk
, (S18)
which is solved for the vector f˜ , and where the matrix elements of the collision matrix C and the right-hand side are
given by
Ck,k′ = −δk,k′
∑
k′′
Pk,k′′ + Pk,k′ and bk = vk · Eˆ, (S19)
6and Eˆ = E/|E| is a unit vector in the direction of the applied electric field.
We use a least-square method to solve the matrix equation (S18) appended with the additional particle-conserving
constraint
∑
k δfk = 0 on the distribution function. The solution is based on a singular-value decomposition of the
collision matrix, in which small singular values are set to zero to eliminate undesired contributions to the solution
from a potentially finite-dimensional null space of the collision matrix.
H. Dirac model
The linearization of the tight-binding Hamiltonian in k around the high-symmetry K,K ′ points results in the
well-known Dirac model approximation with linear dispersion εk = ~vF k and the valley-dependent eigenspinor χζk =
1√
2
(1, ζeiζθk)T with ζ = ±1 denoting the valley index.
In the Dirac model, the calculation of the scattering rates and conductivity/mobility simplifies tremendously and
can be done analytically.
Our starting point is Matthiessen’s rule for the mobility which applies at low temperatures (T  TF ), and which
stats that the total inverse mobility can be obtained as
µ−1tot = µ
−1
res + µ
−1
Li (S20)
where µα =
σα
en , σα =
e2v2F
2 D(EF )τα(EF ) is the conductivity, D(EF ) =
2
~vF
√
n
pi is graphene’s density of states, and
τα are the relaxation times for the different scattering mechanisms. As a result, the relation between the total inverse
mobility and the relaxation times can be written as
1
µtot
=
~
√
pin
evF
∑
α,v
1
τα,v(EF )
(S21)
where α = {Li, res} denotes the impurity type and v = {∗, i} represents intra- or intervalley scattering. The inverse
relaxation time τα,v is given by the expression in Eq. (2) of the main manuscript with the replacment 1→ (1−cos θkk′)
in the k integral.
The matrix element for intra- (ζ = ζ ′) and intervalley (ζ 6= ζ ′) scattering is here expressed as
V αkk′(ζ, ζ
′) = 〈χζk|Vˆα(q)|χζ′k′〉, (S22)
where Vˆα(q) is the scattering potential and q = k− k′.
1. Residual short-range disorder
For random residual disorder distributed equally on the A and B sublattice, Vˆres ∝ σ0 ± σz, where σ0 is the 2× 2
identity matrix and σz is the Pauli matrix. The absolute square of the matrix element then becomes
|V reskk′(ζ, ζ ′)|2 = V 20 |〈χζk|σ0 ± σz|χζ′k′〉|2 = V 20 , (S23)
with different disorder strengths for intra- and intervalley scattering, respectively. When the matrix element is
independent on k,k′, the evaluation of the relaxation time is trivial,
1
τres(EF )
=
nresV
2
0
2pi~
kF
~vF
∫ 2pi
0
dθkk′
[
1− cos θkk′
]
=
nresV
2
0
~
EF
(~vF )2
. (S24)
2. Scattering by Li adatoms
As shown by DFT calculations in Ref. S7, the scattering potential of the Li adatoms is dominated by the long-range
Coulomb potential arising due to their net positive charge. Because of the hollow site position of the Li adatoms,
their impurity potential does not break the sublattice symmetry and the scattering potential hence becomes diagonal
in the sublattice basis, i.e. VˆLi(q) ∝ σ0.
7The absolute square of the matrix element for Li-induced intravalley scattering becomes
|V Likk′(ζ, ζ)|2 = VC(q)2|〈χζk|σ0|χζk′〉|2
= VC(q)
2 cos2(θkk′/2) (S25)
where VC is the Fourier transform of the screened Coulomb potential in Eq. (S8) above.
Inserting in the expression for the relaxation time in the main text [Eq. 2], we find the following formula for the
Li-induced intravalley scattering rate
1
τLi(EF )
=
nLi
2pi~
kF
~vF
(
ZLie
2
20κ
)2
×
∫ 2pi
0
dθkk′ e
−2qd cos
2 θkk′/2
(q + qTF)2
[
1− cos θkk′
]
=
nLi
2pi~
(
ZLie
2
20κ
)2
2
EF
∫ 1
0
dx e−4kF xd
x2
√
1− x2
(x+ q0)2
(S26)
where q = 2kF sin θkk′/2, x = sin θkk′/2, q0 = qTF/2kF , and qTF = 4e
2kF /(4pi0κ~vF ) is the Thomas-Fermi wave
vector.
When d = 0, the exact solution of the integral is given by
1
τLi(EF )
=
nLi
pi~
(
ZLie
2
20κ
)2
F (q0)
1
EF
(S27)
F (q0) =
pi
4
+ 3q0 − 3pi
2
q20 +
q0
[
3q20 − 2
]
arccos
(
1
q0
)
√
q20 − 1
, (S28)
in agreement with Ref. S8.
For the intervalley matrix element (ζ 6= ζ ′) we have
|V Likk′(ζ, ζ ′)|2 = VC(q)2|〈χζk|σ0|χζ′k′〉|2
= VC(q)
2 sin2(θkk′/2), (S29)
which in contrast to intravalley scattering suppresses forward scattering instead of backscattering. Writing the inter-
valley scattering wave vector as q′ = K+ q, the 2D dielectric function becomes
ε(q′) = 1 +
qTF
|K+ q| ≈ 1 +
qTF
|K| ∼ 1, (S30)
which implies that the intervalley components of the Coulomb potential are mainly screened by the dielectric envi-
ronment (κ). The screened Coulomb potential for intervalley scattering thus becomes
VC(q
′) ≈ ZLie
2
20κ
e−q
′d
|q′| , (S31)
which to a good approximation can be assumed constant, VC,0 ≡ VC(q′ = |K|). The factor e−|K|d in the intervalley
Coulomb potential makes the Li-induced intervalley rate two orders of magnitude smaller than the one for residual
intervalley scattering. Therefore, the Li-induced intervalley rate can be ignored.
I. Fitting procedure and parameters
This section describes the fitting procedure applied to obtain the parameters for the residual disorder (i.e., density
and disorder strengths) used in the calculation of the theoretical lines in Fig. 3.
• First, we fix the intervalley disorder strength by fitting the intervalley scattering rate at ∆n = 0, assuming a
density of residual disorder of nres = 10
12 cm−2.
• Secondly, we fix the intravalley disorder strength by fitting to the conductivity/mobility at ∆n = 0.
• All parameters enterning the matrix element of the Li scattering potential in Eq. (S9) have been inferred from
DFT calculationsS7. Except for the dielectric constant of SiC substrate for which we used εSiC = 13.5
S9,S10.
The parameters used for the two devices in Fig. 3(b) of the main manuscript are summarized in Table I.
8Parameter Symbol Value
Fermi velocity vF 10
6 m/s
Li valence ZLi +0.9
Li-graphene distance d 1.78 A˚
Substrate screening εSiC 13.5
Residual short-range disorder
Density nres 10
12 cm−2
SiC4-700K
Intravalley V0,∗ 75 eV A˚
2
Intervalley V0,i 29 eV A˚
2
SiC3-900K
Intravalley V0,∗ 107 eV A˚
2
Intervalley V0,i 21 eV A˚
2
TABLE I. Material and disorder parameters used in the calculation of the scattering rates and conductivity.
J. Discussion about lack of superconductivity in Li-doped graphene
How can we understand the lack of a conductivity upturn as low as 3 or 4 K for Li-doped graphene, while Ref.S11
predicted a TC=8.1 K and Ref.
S12 reported evidence of a temperature-dependent pairing gap corresponding to a
TC '5.9 K? We consider three possibilities:
1. The transition to superconductivity in quasi-2D films is governed by superconducting fluctuationsS13–S15, and
is not as abrupt as it is for 3D materials. It is in principle possible that a gradual reduction in resistance with
decreasing T could be hidden on top of the increasing resistance due to weak localization and electron-electron
interactions. In that case, however, one would expect significantly modified magnetoresistance curves, reflecting
weak localization on top of magnetic field suppression of incipient superconductivity. This was not observed.
2. Thermal fluctuations can suppress superconductivity in 2D systems via the Berezinskii-Kosterlitz-Thouless
(BKT) transition. In this case, a system may possess a pseudogap without showing any suppression of
resistanceS16–S18. The BKT scenario has been observed experimentally for proximity-induced superconduc-
tivity on grapheneS19,S20, and predicted theoretically for superconductivity in doped grapheneS17. To estimate
the importance of this effect, we use an expression for the BKT transition temperature that is well established
in metals: kBTBKT = dΦ
2
0ρc/8piµ0 where d is the graphene thickness, Φ0=h/2e is the flux quantum, and ρc
is the superfluid densityS16,S21. Using Homes’ lawS22 to estimate superfluid density in the SiC sample after Li
deposition, ρc ∼ 120σNTc/d where σN = 0.007 is the normal state 2D conductivity in Ω−1, d = 3.4 × 10−8 is
the graphene’s “thickness” in cm, and Tc = 5.9 K is the critical temperature, we find ρc ∼ 1.5× 108 cm−2 gives
TBKT ∼ 5 K. Given the significant approximations involved in the above calculation, the fact that Tc and TBKT
are so similar shows that a BKT-induced suppression of Tc must be considered, calling for further measurements
at significantly lower temperatures.
3. ARPES-detected signatures of superconductivity due to Li adatoms were observed only for some SiC samples,
and only after repeated annealing operations monitored by the sharpness of the graphene band structureS23. It
is possible that superconductivity by Li adatoms requires a specific graphene condition that was not realized in
our experiments. The SiC data reported here are not for the specific chip used in Ref. S12. We first measured
that chip but found an extremely anisotropic resistance; the SiC1 sample reported here was grown later in the
same chamber, aiming for more optimal growth parameters. Unfortunately, due to the low resistance of SiC1
substrate at room temperature, it was not possible to anneal its graphene in our heater stage. For performing
high-temperature annealing, we used SiC2,3,4 that were cut from a commercially available epitaxial monolayer
graphene. These samples may have been grown under different conditions compared to SiC1.
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