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Abstract
We consider a system of Boltzmann transport equations which models the charged particle evolution
in media. The system is related to the dose calculation in radiation therapy. Although only one species of
particles, say photons is invasing these particles mobilize other type of particles (electrons and positrons).
Hence in realistic modelling of particle transport one needs a coupled system of three Boltzmann transport
equations. The solution of this system must satisfy the inflow boundary condition. We show existence and
uniqueness result of the solution applying generalized Lax–Milgram Theorem. In addition, we verify that
(in the case of external therapy) under certain assumptions the “incoming flux to dose operator” D1 is
compact. Also the adjoint D∗1 is analyzed. Finally we consider the inverse planning problem as an optimal
control problem. Its solution can be used as an initial solution of the actual inverse planning problem.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Modern inverse radiation treatment planning (see e.g. [3,5,7,15,18,26,27]) always requires
some dose calculation model. Besides of pencil beam models [2,24,25] one can use physically
more rigorous (linear) Boltzmann Transport Equation (BTE) based models or their statistical
counterpart Monte Carlo models [13] to study the charged particle evolution in tissue. Linear
BTE and a large number of its applications are well known in the literature [6,8,10–12,17]. Par-
ticle transport based models are valid in inhomogeneous material and they take rigorously into
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is covered by a system of three coupled Boltzmann transport (integro-partial differential) equa-
tions. The stationary solution ψ = (ψ1,ψ2,ψ3) is a function defined in the 6-dimensional (po-
sition, energy, velocity direction) phase space (x,E,Ω). It is a three-component vector valued
function whose components describe the phase space number densities of the particles. The use
of BTE involves the choice of total and differential cross sections for different particles and in-
teractions. The obtained flux (the solution of the BTE) is linked to the dose distribution by the
measurement functional.
At first we consider existence and uniqueness of solutions of the coupled BTE system related
to radiation therapy. In [10] one has given existence results of solutions (for noncoupled system)
applying accretivity of the underlying operators. In [16] the existence results (for noncoupled
system) is obtained by the fixed point methodology. Applying integral representations some re-
lated existence results (for noncoupled system) can also be found in [9]. Our proof is founded on
the variational formulations together with boundedness and coercitivity of the corresponding bi-
linear form. The generalized Lax–Milgram Theorem implies the existence of solutions. We give
physically relevant condition for the cross sections of the coupled model to ensure the coercivity.
This condition resembles the known condition for the BTE of the one particle [10].
We find that in the case of external therapy (that is, the source of radiation is outside of the
patient) the “incoming flux g to dose D1 operator” is a linear operator of the form
D1 = L(A+ T )−1F1 :L2
(
Γ−, |Ω · ν|dσ dE dΩ
)→ L2(V ). (1.1)
Since in practice g  0 all possible dose distributions are
d = L(A+ T )−1F1g, g ∈ L2
(
Γ−, |Ω · ν|dσ dE dΩ
); g  0. (1.2)
We show that under relevant assumptions L(A+ T )−1F1 is a compact operator and deduce that
it is impossible to generate all positive dose distributions d . In addition, applying the adjoint
operators we find the structure of N(D∗1) which gives information on the closure of the range
R(D1) since R(D1) = N(D∗1)⊥. In future the technology advances and it is necessary to know
the theoretical limits which kind of dose distributions can be distributed. It would be interesting
to know more about the distributions which can or cannot be generated.
Finally, we formulate the inverse treatment planning problem as an optimal control problem.
Its solution can be used as an initial solution (which is very essential) for the actual inverse
treatment planning optimization. For the inverse planning applying our approaches we refer to
[19–21]. In practice the obtained (variational) equations for the optimal control must be handled
numerically. The numerical results are promising and we will publish them elsewhere in near
future.
2. Calculation of dose
2.1. Boltzmann transport equation model
In the stationary case (which is a relevant assumption in radiation therapy) where elastic col-
lision, inelastic collision and brehmsstrahlung are taken into account the model consists of the
following coupled system of partial differential-integral equations:
Ω · ∇ψ1 +Σ1ψ −K1ψ = Q1(x,E,Ω),
Ω · ∇ψ2 +Σ2ψ −K2ψ = Q2(x,E,Ω),
Ω · ∇ψ3 +Σ3ψ −K3ψ = Q3(x,E,Ω). (2.1)
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positrons, respectively. x = (x1, x2, x3) is the point in the patient domain V ⊂ R3. We assume
that V is an open and bounded set with C1-boundary ∂V . E belongs to the energy interval,
say I := [E0,Ef ]. Ω ∈ S where S is the surface of unit sphere in R3. Ω has an expression
Ω = (cosϕ sin θ, sinϕ sin θ, cos θ) =: h(ϕ, θ), where ϕ, θ are standard spherical coordinates
on S. Because h :W := [0,2π[ × [0,π[ → S is a homeomorphism we are able to identify (by h)
S with W . Hence the solution ψ is essentially defined in the 6-dimensional state space G :=
V × I × S. Let ψ := (ψ1,ψ2,ψ3).
The operators Σj,Kj , j = 1,2,3, are collision terms resulting from different kind of interac-
tions (mentioned above). Σj are linear operators of the form
Σjψ =
3∑
k=1
Σk,j (x,E)ψk. (2.2)
K1,K2,K3 are linear operators
Kjψ =
3∑
k=1
∫
I
∫
S
σk,j (x,E
′,E,Ω ′,Ω)ψk(x,E′,Ω ′)dΩ ′ dE′ (2.3)
where the integral
∫
S
f (Ω)dΩ denotes the surface integral∫
S
f (Ω)dΩ =
∫
W
(f ◦ h)(ϕ, θ)‖∂1h× ∂2h‖dϕ dθ =
∫
W
(f ◦ h)(ϕ, θ) sin θ dϕ dθ.
Above Σk,j , σk,j are so-called total and differential cross sections. Their expressions can be
found from radiological literature. In radiation therapy
Σk,j = 0, j = k, (2.4)
and so Σjψ = Σj,j (x,E)ψj . In our case it is sufficient to know the cross sections only for bone,
water (= tissue), air and vacuum. Finally, Qj(x,E,Ω) are the source terms. These may describe
the sources in tissue (interior therapy). In exterior radiation treatment therapy we have Qj = 0,
j = 1,2,3, and the boundary condition is used to model the extrageneous particle fluences (Sec-
tion 2.2).
In the following we denote more shortly:
Ω · ∇ψ := (Ω · ∇ψ1,Ω · ∇ψ2,Ω · ∇ψ3),
Σψ := (Σ1ψ,Σ2ψ,Σ3ψ), Kψ := (K1ψ,K2ψ,K3ψ), Q := (Q1,Q2,Q3).
Then Eq. (2.1) is
Ω · ∇ψ +Σψ −Kψ = Q. (2.5)
2.2. Photon inflow. The boundary condition
We consider the photon inflow. This corresponds the exterior photon radiation. Other modal-
ities are similarly considered. Since the boundary ∂V is C1-boundary the outward normal ν(x)
exists and it is continuous on ∂V .
To take into account the incoming extrageneous fluence we must put some inflow boundary
conditions for the solution. In the exterior therapy the typical condition for the solution ψ is of
the form
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such that Ω · ν(x) < 0,
ψ1(x,E,Ω) = g(x,E,Ω) for (x,E,Ω) ∈ ∂V × I × S
such that Ω · ν(x) < 0 (2.6)
where g is the photon flux density incident on ∂V .
Denote
Γ = ∂V × I × S,
Γ− =
{
(x,E,Ω) ∈ ∂V × I × S ∣∣Ω · ν(x) < 0},
Γ+ =
{
(x,E,Ω) ∈ ∂V × I × S ∣∣Ω · ν(x) > 0}.
Furthermore, let
L2
(
Γ−, |Ω · ν|dσ dE dΩ
) := {g :Γ− → R ∣∣∣ g is a measurable function on Γ−
such that
∫
Γ−
|Ω · ν|g2 dσ dE dΩ < ∞
}
.
We assume that g ∈ L2(Γ−, |Ω · ν|dσ dE dΩ). The condition ψ1 = g for Ω · ν(x) < 0, x ∈
∂V , means that the beam (the flux g) is incoming outwardly on the patch ∂V and the condition
ψj = 0, j = 2,3, for Ω · ν(x) < 0 means that no other particles generate outward fluxes. In the
state space G the boundary condition (2.6) is a Cauchy (initial) condition for the solution ψ .
Using the above notations the problem (2.5), (2.6) can be put into the form
(Ω · ∇ +Σ −K)ψ = Q, (2.7)
ψ1|Γ− = g, ψ2|Γ− = ψ3|Γ− = 0. (2.8)
Remark 1. For the exterior electron radiation the roles of ψ1 and ψ2 are changed in the boundary
condition. Otherwise the boundary condition is same as in (2.6).
2.3. Calculation of dose
In practical situations the total dose distribution is computed as follows. Let the incoming
(initial) flux density of the lth field Sl be gl . Denote the corresponding patches of ∂V (through
which the flux is invasing) by Γ˜l . We assume that gl ∈ L2(Γl−, |Ω · ν|dσ dE dΩ) where
Γl− =
{
(x,E,Ω) ∈ Γ˜l × I × S
∣∣Ω · ν(x) < 0}
and
L2
(
Γl−, |Ω · ν|dσ dE dΩ
) := {g :Γl− → R ∣∣∣ g is a measurable function on Γl−
such that
∫
Γ
|Ω · ν|g2 dσ dE dΩ < ∞
}
.l−
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solution of the equation
(Ω · ∇ +Σ −K)ψl = 0 (2.9)
with the inflow boundary condition
ψl2(x,E,Ω) = ψl3(x,E,Ω) = 0 for (x,E,Ω) ∈ ∂V × I × S
such that Ω · ν(x) < 0,
ψl1(x,E,Ω) = 0 for (x,E,Ω) ∈ (∂V \ Γ˜l)× I × S
such that Ω · ν(x) < 0,
ψl1(x,E,Ω) = gl(x,E,Ω) for (x,E,Ω) ∈ Γ˜l × I × S
such that Ω · ν(x) < 0. (2.10)
Only the charged particles contribute dose and so the dose contribution Dl(x) from the field Sl
at a point x of the patient domain V is obtained from the (measurement) integral
Dl(x) =
3∑
j=2
∫
S
∫
I
κj (x,E)ψ
l
j (x,E,Ω)dE dΩ (2.11)
where κj (x,E) are known (stopping power) factors (of electrons and positrons). The total dose
is obtained from
D(x) =
L∑
l=1
Dl(x) =
L∑
l=1
3∑
j=2
∫
S
∫
I
κj (x,E)ψ
l
j (x,E,Ω)dE dΩ. (2.12)
The computation of total dose can also be formulated as follows. Define g ∈ L2(Γ−,
|Ω · ν|dσ dE dΩ) such that
g =
L∑
l=1
glχΓl− (2.13)
where χΓl− is the characteristic function of Γl−. Let ψ = (ψ1,ψ2,ψ3) be the solution of the
problem
(Ω · ∇ +Σ −K)ψ = 0 (2.14)
with the boundary condition
ψ2(x,E,Ω) = ψ3(x,E,Ω) = 0 for (x,E,Ω) ∈ ∂V × I × S
such that Ω · ν(x) < 0,
ψ1(x,E,Ω) = g for (x,E,Ω) ∈ ∂V × I × S
such that Ω · ν(x) < 0 (2.15)
where g is defined by (2.13). We have
Theorem 1. The solution of the problem (2.14)–(2.15) is
ψ =
(
L∑
l=1
ψl1,
L∑
l=1
ψl2,
L∑
l=1
ψl3
)
(2.16)
where ψl , l = 1, . . . ,L, are the solutions of (2.9)–(2.10).
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Due to Theorem 1 the total dose is
D(x) =
3∑
j=2
∫
S
∫
I
κj (x,E)ψj (x,E,Ω)dE dΩ (2.17)
where ψ is the solution of (2.14)–(2.15). We find that (2.14)–(2.15) is exactly the problem (2.5)–
(2.6) with g ∈ L2(Γ−, |Ω · ν|dσ dE dΩ) given by (2.13).
2.4. Variational form of equations. Existence of solutions
Let L2(G) be the Lebesgue space of (real valued) square integrable functions on G with the
usual inner product. In the following we always assume that the set
Γ0 :=
{
(x,E,Ω) ∈ Γ ∣∣Ω · ν(x) = 0}
is of measure zero in Γ . Furthermore, let
L2
(
Γ, |Ω · ν|dσ dE dΩ) := {g :Γ → R ∣∣∣ g is measurable and∫
Γ
|Ω · ν|g2 dσ dE dΩ < ∞
}
where σ is the surface measure on ∂V . Then L2(Γ, |Ω ·ν|dσ dE dΩ) is a Hilbert space equipped
with the inner product
〈g1, g2〉L2(Γ,|Ω·ν|dσ dE dΩ) :=
∫
Γ
|Ω · ν|g1g2 dσ dE dΩ.
Let H1 be the completion of C1(V × I × S) with respect to the inner product
〈f1, f2〉H1 := 〈f1, f2〉L2(G) + 〈f1, f2〉L2(Γ,|Ω·ν|dσ dE dΩ).
Furthermore, let H2 be the completion of C1(V × I × S) with respect to the inner product
〈f1, f2〉H2 = 〈f1, f2〉L2(G) + 〈Ω · ∇f1,Ω · ∇f2〉L2(G).
Finally, let H := H1 ∩H2 be equipped with the standard Hilbert space inner product
〈f1, f2〉H = 〈f1, f2〉H1 + 〈f1, f2〉H2 .
For any f ∈ H1 the trace f |Γ is well defined in the sense that there exists a sequence {fn} ⊂
C1(V × I × S) such that
fn → f |Γ in L2
(
Γ, |Ω · ν|dσ dE dΩ).
One knows that for each f ∈ H2 the restriction f |Γ ∈ L2(K) where K is a compact subset of{
(x,E,Ω) ∈ Γ ∣∣ ∣∣Ω · ν(x)∣∣> 0}
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Green’s formula
〈ψ,Ω · ∇v〉L2(G) + 〈Ω · ∇ψ,v〉L2(G) =
∫
S
∫
I
∫
∂V
(Ω · ν)ψv dσ dE dΩ (2.18)
is valid [10, p. 225].
In the product spaces H 3i , i = 1,2, we use the usual inner products
〈f,h〉H 3i =
3∑
j=1
〈fj ,hj 〉Hi
for f = (f1, f2, f3), h = (h1, h2, h3) ∈ H 3i . In the similar way we define the inner product in H 3.
In the following the subscript “−” refers to the negative part of a function and the subscript
“+” refers to the positive part of a function. The variational formulation of the problem (2.5),
(2.6) is given by [19].
Theorem 2. Assume that
1. Σk,j ∈ L∞(V × I ), (2.19)
2. σk,j ∈ C
(
V × I 2 × S2), (2.20)
3. Qj ∈ L2(G), g ∈ L2
(
Γ−, |Ω · ν|dσ dE dΩ
)
. (2.21)
Then the variational form (in H 3 ×H 3) of Eq. (2.5) with the stated boundary condition (2.6)
is given by
B(ψ,v) = F(v), v ∈ H 3, (2.22)
where B(·,·) is the bilinear form
B(ψ,v) = −〈ψ,Ω · ∇v〉L2(G)3
+
3∑
j=1
∫
S
∫
I
∫
∂V
(Ω · ν)+ψjvj dσ dE dΩ +
〈
(Σ −K)ψ,v〉
L2(G)3
(2.23)
and where
F(v) = 〈Q,v〉L2(G)3 +
∫
S
∫
I
∫
∂V
(Ω · ν)−gv1 dσ dE dΩ. (2.24)
The bilinear form B(·,·) satisfies the following theorem.
Theorem 3. Assume that
1. Σk,j ∈ L∞(V × I ), (2.25)
2. σk,j ∈ C
(
V × I 2 × S2), (2.26)
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(Σ −K)ψ,ψ 〉
L2(G)3
 κ‖ψ‖2
L2(G)3
. (2.27)
Then the bilinear form B(·,·) satisfies
B(ψ,v) C‖ψ‖H 31 ‖v‖H 3 (boundedness) (2.28)
for ψ,v ∈ H 3 and
B(ψ,ψ) c‖ψ‖2
H 31
(
H 31 -coercitivity
) (2.29)
for ψ ∈ H 3.
Proof. We find that
∣∣B(ψ,v)∣∣ 3∑
j=1
∣∣〈ψj ,Ω · ∇vj 〉L2(G)∣∣+
3∑
j=1
∣∣∣∣
∫
S
∫
I
∫
∂V
(Ω · ν)+ψjvj dσ dE dΩ
∣∣∣∣
+
3∑
j=1
∣∣〈(Σj −Kj)ψ,vj 〉L2(G)∣∣
 ‖ψ‖L2(G)3‖Ω · ∇v‖L2(G)3 +
3∑
j=1
(∫
S
∫
I
∫
∂V
∣∣(Ω · ν)+∣∣ψ2j dσ dE dΩ
) 1
2
×
(∫
S
∫
I
∫
∂V
∣∣(Ω · ν)+∣∣v2j dσ dE dΩ
) 1
2
+
3∑
j=1
∥∥(Σj −Kj)ψ∥∥L2(G)‖vj‖L2(G). (2.30)
Furthermore,∣∣(Ω · ν)+∣∣ ∣∣(Ω · ν)∣∣ (2.31)
and ∥∥(Σj −Kj)ψ∥∥L2(G)

3∑
k=1
‖Σk,j‖L∞(V×I )‖ψk‖L2(G)
+ 2
√
3π(Ef −E0)
×
3∑
k=1
sup
(x,E,Ω)∈G
(∫
I
∫
S
σk,j (x,E
′,E,Ω ′,Ω)2 dE′ dΩ ′
) 1
2 ‖ψk‖L2(G) (2.32)
where we used the estimate
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k=1
∫
I
∫
S
σk,j (x,E
′,E,Ω ′,Ω)2 dE′ dΩ ′
×
∫
I
∫
S
ψk(x,E
′,Ω ′)2 dE′ dΩ ′.
Hence we obtain the boundedness condition (2.28) from (2.30).
Applying the Green formula (2.18) we observe that for ψj , vj ∈ H ,
〈Ω · ∇ψj , vj 〉L2(G) = −〈ψj ,Ω · ∇vj 〉L2(G)
+
∫
S
∫
I
∫
∂V
(Ω · ν)ψjvj dσ dE dΩ. (2.33)
Hence we have (note that functions are real valued)
2〈ψj ,Ω · ∇ψj 〉L2(G) = 〈ψj ,Ω · ∇ψj 〉L2(G) + 〈Ω · ∇ψj ,ψj 〉L2(G)
=
∫
S
∫
I
∫
∂V
(Ω · ν)ψ2j dσ dE dΩ. (2.34)
In virtue of (2.34), (2.27) we see that for ψ ∈ H 3,
B(ψ,ψ) = −〈ψ,Ω · ∇ψ〉L2(G)3 +
3∑
j=1
∫
S
∫
I
∫
∂V
(Ω · ν)+ψ2j dσ dE dΩ
+ 〈(Σ −K)ψ,ψ 〉
L2(G)3
= −1
2
3∑
j=1
∫
S
∫
I
∫
∂V
(Ω · ν)ψ2j dσ dE dΩ
+
3∑
j=1
∫
S
∫
I
∫
∂V
(Ω · ν)+ψ2j dσ dE dΩ +
〈
(Σ −K)ψ,ψ 〉
L2(G)3
= 1
2
3∑
j=1
∫
S
∫
I
∫
∂V
(
(Ω · ν)+ + (Ω · n)−
)
ψ2j dσ dE dΩ +
〈
(Σ −K)ψ,ψ 〉
L2(G)3
= 1
2
3∑
j=1
∫
S
∫
I
∫
∂V
|Ω · ν|ψ2j dσ dE dΩ +
〈
(Σ −K)ψ,ψ 〉
L2(G)3
 κ‖ψ‖2
L2(G)3
+ 1
2
3∑
j=1
∫
S
∫
I
∫
∂V
|Ω · ν|ψ2j dσ dE dΩ (2.35)
where we used the relations
Ω · ν = (Ω · ν)+ − (Ω · ν)−, |Ω · ν| = (Ω · ν)+ + (Ω · ν)−.
Hence there exists c > 0 (namely c = min{κ, 12 }) such that
B(ψ,ψ) c‖ψ‖2
H 31
(2.36)
for ψ ∈ H 3. This completes the proof. 
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a physical background ([4, Appendix], cf. also [10] for one species of particles).
Theorem 4. Suppose that Σj,j ∈ L∞(V × I ) and σk,j ∈ C(V × I 2 × S2) and that (2.4) holds.
Furthermore, suppose that there exists α > 0 such that almost everywhere (x,E,Ω) ∈ G,
Σj,j (x,E)−
∫
S
∫
I
3∑
k=1
σk,j (x,E
′,E,Ω ′,Ω)dE′ dΩ ′  α (2.37)
and
Σj,j (x,E)−
∫
S
∫
I
3∑
k=1
σj,k(x,E,E
′,Ω,Ω ′)dE′ dΩ ′  α (2.38)
for j = 1,2,3. Then the assumption〈
(Σ −K)ψ,ψ 〉
L2(G)3
 α‖ψ‖2
L2(G)3
, ψ ∈ L2(G)3, (2.39)
is valid.
Proof. By direct calculation we get
〈
(Σ −K)ψ,ψ 〉
L2(G)3
=
3∑
j=1
〈
(Σj −Kj)ψ,ψj
〉
L2(G)
=
3∑
j=1
∫
V
[
−
∫
SI
∫
SI ′
σ1,jψ
′
1ψj −
∫
SI
∫
SI ′
σ2,jψ
′
2ψj −
∫
SI
∫
SI ′
σ3,jψ
′
3ψj
+
∫
SI
Σj,jψ
2
j
]
dx (2.40)
where we denoted ψj := ψj(x,E,Ω), ψ ′j := ψj(x,E′,Ω ′), σk,j := σk,j (x,E′,E,Ω ′,Ω),
Σj,j := Σj,j (x,E) (j, k = 1,2,3),
∫
SI
:= ∫
S
∫
I
dE dΩ and
∫
SI ′ :=
∫
S
∫
I
dE′ dΩ ′. By the
Hölder inequality we get∫
SI
∫
SI ′
σk,jψ
′
kψj 
(∫
SI
∫
SI ′
σk,jψ
′2
k
) 1
2
(∫
SI
∫
SI ′
σk,jψ
2
j
) 1
2
(2.41)
=
(∫
SI
∫
SI ′
σ ′k,jψ2k
) 1
2
(∫
SI
∫
SI ′
σk,jψ
2
j
) 1
2
(2.42)
where σ ′k,j := σk,j (x,E,E′,Ω,Ω ′). Therefore we have
〈
(Σ −K)ψ,ψ 〉
L2(G)3

3∑
j=1
∫
V
[
−
(∫
SI
∫
SI ′
σ ′1,jψ21
) 1
2
(∫
SI
∫
SI ′
σ1,jψ
2
j
) 1
2
−
(∫ ∫
′
σ ′2,jψ22
) 1
2
(∫ ∫
′
σ2,jψ
2
j
) 1
2SI SI SI SI
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(∫
SI
∫
SI ′
σ ′3,jψ23
) 1
2
(∫
SI
∫
SI ′
σ3,jψ
2
j
) 1
2 +
∫
SI
Σj,jψ
2
j
]
dx. (2.43)
By summing the conditions (2.37) and (2.38), we get
Σj,j  α + 12
∫
SI ′
(
σ1,j + σ2,j + σ3,j + σ ′j,1 + σ ′j,2 + σ ′j,3
)
, j = 1,2,3. (2.44)
By substituting this to Eq. (2.43) and re-organizing the terms, we get
〈
(Σ −K)ψ,ψ 〉
L2(G)3

∫
V
3∑
j,k=1
[
−
(∫
SI
∫
SI ′
σ ′k,jψ2k
) 1
2
(∫
SI
∫
SI ′
σk,jψ
2
j
) 1
2
+ 1
2
∫
SI
∫
SI ′
σ ′k,jψ2k +
1
2
∫
SI
∫
SI ′
σk,jψ
2
j + α
3∑
j=1
∫
SI
ψ2j
]
. (2.45)
Since −√ab + 12 (a + b) 0 for all a, b ∈ [0,∞[ the inequation (2.45) implies〈
(Σ −K)ψ,ψ 〉
L2(G)3
 α‖ψ‖2
L2(G)3
(2.46)
which completes the proof. 
The conditions (2.37)–(2.38) are for all particles j = 1,2,3. A physical background for the
condition (2.37) is as follows. The integrations over energy and angle basically describe the
total scattering cross sections. The condition (2.37) states that these (integrated) scattering cross
sections cannot be greater than the total cross sections minus a positive number α. This is true
because the total cross sections are the sums of total scattering cross sections and absorption
cross sections. The condition (2.38) is similarly interpreted by considering “inverse scattering.”
By the boundedness (2.28) the form B(·,·) can be uniquely extended on H 31 ×H 3. We denote
the extension again by B(·,·). The extension satisfies the boundedness∣∣B(ψ,v)∣∣ C‖ψ‖H 31 ‖v‖H 3, ψ ∈ H 31 , v ∈ H 3, (2.47)
and the coercitivity (2.29).
We formulate the following existence result of solutions
Corollary 1. Suppose that the assumptions of Theorem 2 are valid and that (2.4), (2.37)–(2.38)
hold. Then the variational equation
B(ψ,v) = F(v), v ∈ H 3, (2.48)
has one and only one solution ψ ∈ H 3.
In addition, F ∈ (H 31 )∗ (here and below the superscript ∗ refers to the dual) and
‖ψ‖H 31 
1
c
‖F‖ (2.49)
where
‖F‖ ‖Q‖L2(G)3 + ‖g‖L2(Γ−,|(Ω·ν)|dσ dE dΩ). (2.50)
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B(ψ,v) = F(v), v ∈ H 3, (2.51)
follows from Theorems 3 and 4 and from the generalized Lax–Milgram Theorem given e.g.
in [22, p. 403]. Since Σ − K :L2(G)3 → L2(G)3 is bounded (see (2.32)) and since Ω · ∇ψ =
−(Σ−K)ψ+Q in G we see that Ω ·∇ψ ∈ L2(G)3. Hence ψ ∈ H 3 = H 31 ∩H 32 . The uniqueness
of the solution follows easily from (2.29).
Furthermore, for ψ ∈ H 31 ,∣∣F(ψ)∣∣ ‖Q‖L2(G)3‖ψ‖L2(G)3
+
√√√√∫
S
∫
I
∫
∂V
∣∣(Ω · ν)−∣∣g2 dσ dE dΩ ·
√√√√∫
S
∫
I
∫
∂V
∣∣(Ω · ν)−∣∣ψ21 dσ dE dΩ
(2.52)
and then∣∣F(ψ)∣∣ (‖Q‖L2(G)3 + ‖g‖L2(Γ−,|(Ω·ν)|dσ dE dΩ))‖ψ‖H 31 (2.53)
from which the assertion F ∈ (H 31 )∗ follows and (2.50) holds.
Since B(ψ,ψ) = F(ψ), the estimates (2.29) and (2.53) imply the estimate
‖ψ‖2
H 31
 1
c
B(ψ,ψ) = 1
c
∣∣F(ψ)∣∣ 1
c
‖F‖‖ψ‖H 31 (2.54)
and so the desired estimate (2.49) follows. 
Corollary 1 gives the existence of weak solutions for the problem
(Ω · ∇ +Σ −K)ψ = Q, (2.55)
ψ1|Γ− = g, ψ2|Γ− = ψ3|Γ− = 0. (2.56)
2.5. On positivity of solutions
Suppose (for simplicity) that V is convex and that Σj,j ∈ C(V ×I ) and σk,j ∈ C(V ×I 2 ×S2)
and that (2.4) holds. Furthermore, suppose that there exists 0 < β < 1/√3 such that for
(x,E,Ω) ∈ G,
βΣj,j (x,E)
∫
S
∫
I
3∑
k=1
σk,j (x,E
′,E,Ω ′,Ω)dE′ dΩ ′ (2.57)
for j = 1,2,3 and that
Qj ∈ C(G), g ∈ C(Γ ) such that Qj  0, g  0. (2.58)
Then the problem
(Ω · ∇ +Σ −K)ψ = Q, (2.59)
ψ1|Γ− = g, ψ2|Γ− = ψ3|Γ− = 0 (2.60)
has a solution ψ ∈ C(G) such that
ψ  0. (2.61)
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The main idea is as follows. Let x ∈ V and Ω ∈ S. Define a straight (half)line
lx,Ω = {x − sΩ | s  0}.
Since V is convex the intersection lx,Ω ∩ ∂V is a single point. Let t (x,Ω) > 0 be the number for
which x − t (x,Ω)Ω ∈ ∂V that is, t (x,Ω) is the distance from x to ∂V along the line lx,Ω . We
find that ν(x − t (x,Ω)Ω) ·Ω < 0 when V is convex.
One easily sees that the solution of the problem (2.59)–(2.60) has an integral form
ψ1 = e−
∫ t (x,Ω)
0 Σ1,1(x−sΩ,E)ds · g(x − t (x,Ω)Ω,E,Ω)
+
t (x,Ω)∫
0
e−
∫ τ
0 Σ1,1(x−sΩ,E)ds(Q1 +K1ψ)(x − τΩ,E,Ω)dτ,
ψ2 =
t (x,Ω)∫
0
e−
∫ τ
0 Σ2,2(x−sΩ,E)ds(Q2 +K2ψ)(x − τΩ,E,Ω)dτ,
ψ3 =
t (x,Ω)∫
0
e−
∫ τ
0 Σ3,3(x−sΩ,E)ds(Q3 +K3ψ)(x − τΩ,E,Ω)dτ (2.62)
(note that here ψ1|Γ− = g in the sense that limy→x, y∈lx,Ω ψ1(y,E,Ω) = g(x,E,Ω) for
x ∈ Γ−). Define a mapping T by
T ψ =
(
e−
∫ t (x,Ω)
0 Σ1,1(x−sΩ,E)ds · g(x − t (x,Ω)Ω,E,Ω)
+
t (x,Ω)∫
0
e−
∫ τ
0 Σ1,1(x−sΩ,E)ds(Q1 +K1ψ)(x − τΩ,E,Ω)dτ,
t (x,Ω)∫
0
e−
∫ τ
0 Σ2,2(x−sΩ,E)ds(Q2 +K2ψ)(x − τΩ,E,Ω)dτ,
t (x,Ω)∫
0
e−
∫ τ
0 Σ3,3(x−sΩ,E)ds(Q3 +K3ψ)(x − τΩ,E,Ω)dτ
)
.
One can show that T is an (affine) operator from C(G)3 to C(G)3. By (2.63)
ψ = T ψ. (2.63)
The operator T :C(G)3 → C(G)3 can be shown to be a contraction. From Banach fixed point
theorem it follows that the solution ψ ∈ C(G)3 of (2.63) exists and it can be obtained iteratively
by
ψ0 = 0, ψn+1 = T ψn, n = 0,1,2, . . . , lim ‖ψ −ψn‖C(G)3 = 0. (2.64)n→∞
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Kjψ  0 for ψ  0. (2.65)
Hence we find that also
T ψ  0 for ψ  0. (2.66)
This implies that ψ = limn→∞ ψn  0. We omit the details here.
3. Dose operator
3.1. Operator formulations
Define a linear operator A :H 32 → L2(G)3 by
Aψ = (Ω · ∇ +Σ −K)ψ.
Since (see the proof of Theorem 3) Σ and K :L2(G)3 → L2(G)3 are bounded operators we see
that A is a bounded operator. Furthermore, let T :H 31 → (H 31 )∗ be the operator
(T ψ)v =
3∑
j=1
∫
S
∫
I
∫
∂V
(Ω · ν)−ψjvj dσ dE dΩ.
The space L2(G)3 can be imbedded into the space (H 31 )
∗ by
Ff v := 〈f, v〉L2(G)3 (3.1)
and ‖Ff ‖ ‖f ‖L2(G)3 .
Applying the Green formula (2.18) as above we see
Lemma 1. Suppose that the assumptions of Theorem 2 are valid. Let ψ ∈ H 3. Then the varia-
tional equation
B(ψ,v) = F(v), v ∈ H 3, (3.2)
is valid if and only if the equation
(A+ T )ψ = F (3.3)
is valid in (H 31 )∗.
Theorem 5. Suppose that the assumptions of Theorem 3 are valid. Then the inverse operator
(A+ T )−1 : (H 31 )∗ → H 31 exists and it is bounded.
Proof. Since (H 31 )
∗ = H 31 ⊂ L2(G)3 × L2(Γ, |Ω · ν|dσ dE dΩ)3 we see by Lemma 1 as in
Corollary 1 that R(A+ T ) = (H 31 )∗, ψ := (A+ T )−1F ∈ H 3 and that (A+ T )−1 exists.
By the Green formula
B(ψ,ψ) = ((A+ T )ψ)(ψ). (3.4)
Hence by (2.29) for ψ ∈ H 3,
c‖ψ‖2 3  B(ψ,ψ) =
(
(A+ T )ψ)(ψ) ∥∥(A+ T )ψ∥∥
(H 3)∗‖ψ‖H 3 (3.5)H1 1 1
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c‖ψ‖H 31 
∥∥(A+ T )ψ∥∥
(H 31 )
∗ . (3.6)
Hence for F ∈ (H 31 )∗,∥∥(A+ T )−1F∥∥
H 31
 1
c
‖F‖(H 31 )∗ (3.7)
which proves the assertion. 
3.2. Compactness of the dose operator
Recall that
Fv = 〈Q,v〉L2(G)3 +
∫
S
∫
I
∫
∂V
(Ω · ν)−gv1 dσ dE dΩ. (3.8)
Define a linear operator F1 :L2(Γ−, |Ω · ν|dσ dE dΩ) → (H 31 )∗ by
(F1g)v :=
∫
S
∫
I
∫
∂V
(Ω · ν)−gv1 dσ dE dΩ.
We have
Lemma 2. The operator F1 :L2(Γ−, |Ω · ν|dσ dE dΩ) → (H 31 )∗ is bounded.
Proof. We find that
∣∣(F1g)v∣∣
√√√√∫
S
∫
I
∫
∂V
∣∣(Ω · ν)−∣∣g2 dσ dE dΩ
√√√√∫
S
∫
I
∫
∂V
∣∣(Ω · ν)−∣∣v21 dσ dE dΩ
 ‖g‖L2(Γ−,|Ω·ν|dσ dE dΩ)‖v1‖H1  ‖g‖L2(Γ−,|Ω·ν|dσ dE dΩ)‖v‖H 31 (3.9)
which implies that
‖F1g‖(H 31 )∗  ‖g‖L2(Γ−,|Ω·ν|dσ dE dΩ) (3.10)
as desired. 
Above we mentioned that the dose is calculated from the functional
D(x) =
3∑
j=2
∫
S
∫
I
κj (x,E)ψj (x,E,Ω)dE dΩ. (3.11)
We denote
Lψ(x) :=
3∑
j=2
∫
S
∫
I
κj (x,E)ψj (x,E,Ω)dE dΩ. (3.12)
Then D = Lψ . We see that
Lψ = L2ψ2 +L3ψ3 (3.13)
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Ljψj =
∫
S
∫
I
κj (x,E)ψj (x,E,Ω)dE dΩ, j = 2,3.
One sees that L is a bounded operator L2(G)3 → L2(V ) and
‖Lψ‖L2(V ) 
√
4π(Ef −E0)
(‖κ2‖L∞(V×I ) + ‖κ3‖L∞(V×I ))‖ψ‖L2(G)3 . (3.14)
In addition we have
Theorem 6. Suppose that V is a convex open bounded subset of R3 (with C1-boundary) and that
κj ∈ C(V × I ), ∇xκj ∈ C(V × I )3, j = 2,3. (3.15)
Then the operator L :H 3 → L2(V ) is compact.
Proof. It suffices to verify that the operators Lj :H → L2(V ) are compact. Consider the opera-
tor L2. The operator L3 is similarly considered. For notational convenience denote κ := κ2 and
ψ := ψ2.
Since V is a convex open bounded subset of R3 there exists a bounded extension operator [10]
P :H → H2
(
R3 × I × S) := {ψ ∈ L2(R3 × I × S) ∣∣Ω · ∇ψ ∈ L2(R3 × I × S)}. (3.16)
Since κ ∈ L∞(V × I ) we find that
‖κψ‖L2(G)  ‖κ‖L∞(V×I )‖ψ‖L2(G). (3.17)
Furthermore, we have
Ω · ∇x(κψ) = (Ω · ∇xκ)ψ + (Ω · ∇xψ)κ (3.18)
which implies that∥∥Ω · ∇x(κψ)∥∥L2(G)  ‖∇xκ‖L∞(V×I )3‖ψ‖L2(G) + ‖κ‖L∞(V×I )‖Ω · ∇xψ‖L2(G). (3.19)
By Trace Theorem (e.g. [1,28])∥∥κ2∥∥
L∞(∂V×I ) C
∥∥∇xκ2∥∥L2(V×I )3  C2‖κ‖L∞(V×I )‖∇xκ‖L2(V×I )3 . (3.20)
Hence∫
I
∫
S
∫
∂V
|Ω · ν|κ2ψ2 dσ dE dS  C2‖κ‖L∞(V×I )‖∇xκ‖L2(V×I )3‖ψ‖2H1 . (3.21)
Let {ψn} ⊂ H be a sequence such that ‖ψn‖H C. Then by the above estimates ‖κψn‖H C
and so∥∥P(κψn)∥∥H2(Rn×I×S)  ‖P ‖‖κψn‖H  ‖P ‖C. (3.22)
Similarly as in Lemma 1 given in [10, p. 414] one finds that there exists a subsequence {ψnk }
such that∫
I
∫
S
P (κψnk )dE dΩ (3.23)
is converging in L2(V ). Since P(κψnk ) = κψnk in V the assertion follows. 
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D = Lψ = L(A+ T )−1(Q+ F1g) (3.24)
and so we have solved the dose as a function of incoming flux g and source Q. In the external
therapy (which is our main interest here) Q = 0. Denote D1g = L(A+ T )−1F1(g).
Theorem 7. Under the assumptions of Theorems 3 and 6 the operator
D1 :L2
(
Γ−, |Ω · ν|dσ dE dΩ
)→ L2(V )
is compact.
Proof. By Lemma 2 and Theorem 5 the operator (A+T )−1F1 :L2(Γ−, |Ω ·ν|dσ dE dΩ)→H 31
is bounded. Let {gn} ⊂ L2(Γ−, |Ω · ν|dσ dE dΩ) be a sequence such that
‖gn‖L2(Γ−,|Ω·ν|dσ dE dΩ)  C.
Let ψn := (A+ T )−1F1gn. Then
‖ψn‖H 31 
∥∥(A+ T )−1F1∥∥C.
Since (A+ T )ψn = F1gn we have Aψn = 0 in G. Hence
‖Ω · ∇ψn‖L2(G)3 =
∥∥(Σ −K)ψn∥∥L2(G)3  ‖Σ −K‖‖ψn‖L2(G)3 (3.25)
which implies that ‖ψn‖H 3  C′. Since the operator L :H 3 → L2(V ) is compact (Theorem 6)
there exists a subsequence {ψnj } such that {Lψnj } is converging in L2(V ). This completes the
proof. 
The range R(D1) of the compact operator is either finite dimensional or it is not closed. Hence
we see that
R(D1) = L2(V ). (3.26)
Furthermore, we have
Corollary 2. Under the assumptions of Theorem 7 there exists a positive dose distribution
d ∈ L2(V ) such that d /∈ R(D1).
Proof. Suppose contrary that for any positive d ∈ L2(V ) one finds g ∈ L2(Γ−, |Ω ·ν|dσ dE dΩ)
such that d = D1g. Let f ∈ L2(V ). Then f = (f+ + 1) − (f− + 1) = D1g1 − D1g2 =
D1(g1 − g2) and so R(D1) = L2(V ) which is a contradiction. 
Since in practice g  0 all possible dose distributions (in external therapy) are
d = L(A+ T )−1F1(g), g ∈ L2
(
Γ−, |Ω · ν|dσ dE dΩ
)
, g  0. (3.27)
3.3. Adjoint of the dose operator
The operator A+ T :H 3 → (H 31 )∗ is well defined. By the Green formula (2.18) we observe
that the adjoint operator (A+ T )∗ :H 3 → (H 3)∗ is1
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= −Ω · ∇ψ∗ +Σψ∗ −K∗ψ∗ +
3∑
j=1
∫
S
∫
I
∫
∂V
(Ω · ν)+ψ∗j dσ dE dΩ
(3.28)
where K∗ψ∗ = (K∗1ψ∗,K∗2ψ∗,K∗3ψ∗) and
K∗k ψ∗(x,E′,Ω ′) =
3∑
j=1
∫
S
∫
I
σk,j (x,E
′,E,Ω ′,Ω)ψ∗j (x,E,Ω)dE dΩ.
The adjoint F ∗1 : H 31 → L2(Γ−, |Ω · ν|dσ dE dΩ) of F1 is
F ∗1 v = rΓ−(v1) (3.29)
where rΓ− is the restriction operator on Γ−.
The adjoint of the operator L :L2(G)3 → L2(V ) is an operator L∗ :L2(V ) → L2(G)3 given
by
L∗d = (0, κ2d, κ3d). (3.30)
Furthermore, the adjoint of (A+T )−1 : (H 31 )∗ → H 31 is an operator (A∗+T ∗)−1 : (H 31 )∗ → H 31 .
Hence we see that the adjoint of the operator D1 :L2(Γ−, |Ω · ν|dσ dE dΩ) → L2(V ) is an
operator
D∗1 = F ∗1
(A∗ + T ∗)−1L∗ :L2(V ) → L2(Γ−, |Ω · ν|dσ dE dΩ). (3.31)
Theorem 8. Suppose that the assumptions of Theorem 2 are valid. Then the kernel of D∗1 is
N
(
D∗1
)= {d ∈ L2(V ) ∣∣ ∃ψ∗ ∈ H 3 such that A∗ψ∗ = L∗d, ψ∗∣∣Γ+ = 0, ψ∗1 ∣∣Γ− = 0}.
(3.32)
Proof. We find that D∗1d = 0 if and only if
F ∗1
(A∗ + T ∗)−1L∗d = 0. (3.33)
Denote ψ∗ = (A∗ + T ∗)−1L∗d . Then the condition (3.33) is equivalent to(A∗ + T ∗)ψ∗ = L∗d, rΓ−(−ψ∗1 )= 0 (or ψ∗1 ∣∣Γ− = 0). (3.34)
Since L∗d ∈ L2(G)3 the equation (A∗ + T ∗)ψ∗ = L∗d is equivalent to
A∗ψ∗ = L∗d, ψ∗∣∣
Γ+ = 0. (3.35)
Hence the assertion follows. 
Since R(D1) = N(D∗1)⊥ it is expected by Theorem 8 that the range R(D1) is not dense in
L2(V ) that is, R(D1) = L2(V ) (we omit details here).
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By the above considerations (in the exterior therapy where Q = 0) it is impossible to generate
all dose distributions. Hence it is reasonable to seek only feasible or in the sense or another
optimal incoming fluxes. The optimization problem is very complex and so a good initialization
is necessary. We give the following approach for the initialization. For some details of clinically
relevant optimization schemes applying our approaches we refer to [19,20].
Suppose that d ∈ L2(V ) is a given dose distribution. Define a cost function
J (g) = ‖d −D1g‖2L2(V ) + c‖g‖2L2(Γ−,|Ω·ν|dσ dE dΩ). (4.1)
Recall that
D1 = Lψ.
The admissible control space is
Uad =
{
g ∈ L2
(
Γ−, |Ω · ν|dσ dE dΩ
) ∣∣ g  0}. (4.2)
So we obtain the following optimal control problem:
Find the minimum
min
g∈Uad
J (g) (4.3)
such that
(A+ T )ψ(g) = F1(g). (4.4)
Note that
ψ = ψ(g) = (A+ T )−1F1(g) (4.5)
when the assumptions of Theorem 3 are valid. The condition (4.4) can be replaced by the varia-
tional equation
B
(
ψ(g), v
)= F1(g)v, v ∈ H 3. (4.6)
As we mentioned this solution can serve, for example as an initial solution for the actual very
complex optimization (for a suitable choice of d).
Theorem 9. Suppose that the assumptions of Theorem 3 are valid. Then the minimum (4.3) exists
and
g = 1
c
max
{
0,F ∗1 ψ∗
} (4.7)
when ψ∗ is the solution of the coupled nonlinear system
(A+ T )ψ − 1
c
F1
(
max
{
0,F ∗1 ψ∗
})= 0, (4.8)
(A+ T )∗ψ∗ +L∗Lψ = L∗d. (4.9)
Proof. Since D1 = L(A + T )−1F1 :L2(Γ−, |Ω · ν|dσ dE dΩ) → L2(V ) is a bounded linear
operator, the cost function J :L2(Γ−, |Ω · ν|dσ dE dΩ) → R is differentiable and (strictly) con-
vex. Furthermore, lim‖g‖L (Γ ,|Ω·ν|dσ dE dΩ)→∞ J (g) = ∞. The space Uad is a closed convex set in2 −
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g is that [14,23]
J ′(g)(w − g) 0, w ∈ Uad, (4.10)
(A+ T )ψ(g) = F1(g). (4.11)
Since D = Lψ :L2(Γ−, |Ω · ν|dσ dE dΩ) → L2(V ) is a bounded linear operator, we find
that
J ′(g)w = −2〈d −Lψ(g),Lψ(w)〉
L2(G)3
+ 2c〈g,w〉L2(Γ−,|Ω·ν|dσ dE dΩ)
= −2〈L∗d −L∗Lψ(g),ψ(w)〉
L2(G)3
+ 2c〈g,w〉L2(Γ−,|Ω·ν|dσ dE dΩ). (4.12)
Similarly as in Lemma 1 and Corollary 1 one finds that the equation
(A+ T )∗ψ∗ = L∗d −L∗Lψ(g) (4.13)
has a unique solution ψ∗ ∈ H 3 and
B
(
v,ψ∗
)= 〈L∗d −L∗Lψ(g), v〉
L2(G)3
, v ∈ H 3. (4.14)
Since 〈
L∗d −L∗Lψ(g),ψ(w)〉
L2(G)3
= B(ψ(w),ψ∗)
= (F1w)
(
ψ∗
)= 〈w,F ∗1 ψ∗〉L2(Γ−,|Ω·ν|dσ dE dΩ) (4.15)
we find that
J ′(g)w = 〈−2F ∗1 ψ∗ + 2cg,w〉L2(Γ−,|Ω·ν|dσ dE dΩ). (4.16)
Since J ′(g)(w − g)  0 for w ∈ L2(Γ−, |Ω · ν|dσ dE dΩ);w  0 (almost everywhere) we
find that (recall that g  0)
J ′(g)w = J ′(g)(g +w − g) 0, w  0, (4.17)
J ′(g)g  0, J ′(g)(0 − g) = −J ′(g)g  0. (4.18)
By (4.18)
J ′(g)g = 0. (4.19)
From (4.16)–(4.17) we see that〈−F ∗1 ψ∗ + cg,w〉L2(Γ−,|Ω·ν|dσ dE dΩ)  0, w  0, (4.20)
which implies that (almost everywhere)
−F ∗1 ψ∗ + cg  0 (4.21)
and by (4.19)〈−F ∗1 ψ∗ + cg,g〉L2(Γ−,|Ω·ν|dσ dE dΩ) = 0. (4.22)
These equations give that (almost everywhere)
g
(−F ∗1 ψ∗ + cg)= 0. (4.23)
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c
F ∗1 ψ∗  g one finds that (almost everywhere)
g = 1
c
max
{
0,F ∗1 ψ∗
}
. (4.24)
Substituting (4.24) to (4.4) we see that ψ∗ can be solved from
(A+ T )ψ − 1
c
F1
(
max
{
0,F ∗1 ψ∗
})= 0, (4.25)
(A+ T )∗ψ∗ +L∗Lψ = L∗d (4.26)
which completes the proof. 
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