Abstract. Dynamic environment problems require adaptive solution methodologies which can deal with the changes in the environment during the solution process for a given problem. A selection hyper-heuristic manages a set of low level heuristics (operators) and decides which one to apply at each iterative step. Recent studies show that selection hyperheuristic methodologies are indeed suitable for solving dynamic environment problems with their ability of tracking the change dynamics in a given environment. The choice function based selection hyper-heuristic is reported to be the best hyper-heuristic on a set of benchmark problems. In this study, we investigate the performance of a new learning hyper-heuristic and its variants which are inspired from the ant colony optimisation algorithm components. The proposed hyper-heuristic maintains a matrix of pheromone intensities (utility values) between all pairs of low level heuristics. A heuristic is selected based on the utility values between the previously invoked heuristic and each heuristic from the set of low level heuristics. The ant-based hyper-heuristic performs better than the choice function and even its improved version across a variety of dynamic environments produced by the Moving Peaks Benchmark generator.
Introduction
Many real world constraint optimisation problems contain a set of components which might change in time separately or concurrently. Some of these components include the problem instance, the objectives and the constraints. A good solution method needs to be adaptive and intelligent to be able to deal with the complexities introduced by such a dynamic environment and track the changes. Branke [2] categorized these changes based on (i) frequency, (ii) severity, (iii) predictability of a change, and (iv) cycle length/cycle accuracy which is a property defining somewhat periodicity and precision of changes. There is a variety of approaches dealing with different types of changes in literature. Most of the approaches handling dynamic environment problems are modified from the existing approaches designed for solving static problems based on different strategies. More details on dynamic environments can be found in [2, 5, 11, 16] .
In this study, we use an emerging search methodology, namely selection hyper-heuristics for solving dynamic environment problems. A selection hyperheuristic controls a set of low level heuristics, choosing the most appropriate one to apply to a solution in hand and deciding to accept or reject the newly created solution at each step [3] . There are learning hyper-heuristic methodologies as well as the ones which do not utilise any learning at all. An online learning selection hyper-heuristic can incorporate learning either into the heuristic selection, or move acceptance methods. These components attempt to improve performance during the search process. If learning takes place during heuristic selection, frequently, a mechanism is used to score the performance of each low level heuristic. Then a heuristic is chosen based on these scores. Nareyek [12] tested Reinforcement Learning (RL) heuristic selection on Orc Quest and modified logistics domain. Initially, scores are initialised to the same value for all heuristics, e.g., 0. After a chosen heuristic is applied to a solution, if there is improvement, then its score is increased; otherwise it is decreased, e.g. by one. A heuristic is chosen using different mechanisms and the best strategy appears to be selecting the heuristic with maximum score. Cowling et al. [4] investigated the performance of different heuristic selection methods on a real world scheduling problem. One of them is a learning method referred to as Choice Function (CF) which maintains a score for each low level heuristic taking a weighted average of three values; how well it performs individually and as a successor of the previously invoked heuristic and the elapsed time since its last call. Then the heuristic with the maximum score is selected and applied to the current solution at a given step. Drake andÖzcan [7] proposed a modified version of CF improving its performance (ICF) in which weights dynamically change, enforcing the search process to go into diversification faster than usual, when the successive moves are non-improving.
There is strong empirical evidence that selection hyper-heuristics work for not only discrete combinatorial problems [3] but also discrete and continuous dynamic environment problems [9, 10, 15, 14] , being able to respond to the changes in such an environment rapidly. In this study, we describe a new learning hyperheuristic for dynamic environments, which is designed based on the ant colony optimisation algorithm components. The proposed hyper-heuristic maintains a matrix of pheromone intensities (utility values) between all pairs of low level heuristics. A heuristic is selected based on the utility values between the previously invoked heuristic and each heuristic from the set of low level heuristics. We investigate the performance of the proposed hyper-heuristic controlling a set of parameterised mutation operators for solving the dynamic environment problems produced by the Moving Peaks Benchmark (MPB) generator.
In this study, we propose a selection hyper-heuristic incorporating a novel heuristic selection method, called the Ant based Selection (AbS), which is based on a simple ant colony optimization (ACO) algorithm [6] . Most of the mechanisms used in ACO are adapted within AbS. A distinct feature of AbS is that unlike ACO, AbS is based on a single point based search framework. In most of the selection hyper-heuristics, there is a heuristic selection step followed by an acceptance step. After the heuristic selection step using AbS, we employ the generic Improving-and-Equal acceptance scheme, which accepts a new solution of better or equal quality as compared to the previous solution.
Similar to the Choice Function and Reinforcement Learning heuristic selection schemes, AbS also incorporates an online learning mechanism using a matrix of utility values. In AbS, each heuristic pair is associated with a pheromone trail value (τ hi,hj ) which shows the desirability of selecting the j th heuristic after the application of the i th heuristic. All pheromone trails are initialized with a small value τ 0 . AbS selects a random low-level heuristic at the first step. In the following steps, the most appropriate low-level heuristic is selected and applied to a solution in hand based on the pheromone trail information.
AbS consists of heuristic selection and pheromone update stages. For the first stage, we consider two variants of heuristic selection schemes. In both variants, the heuristic h s with the highest pheromone trail (h s = max i=1..k τ hc,hj ) is selected with a probability of q 0 where h c is the previously selected heuristic. Otherwise, methods inspired by two of the mate selection techniques most commonly used in Evolutionary Algorithms [8] are employed to determine the next heuristic to select. In the first variant, like in ACO, the next heuristic is determined based on probabilities proportional to the pheromone levels of each heuristic pair. This is similar to the roulette wheel mate selection in Evolutionary Algorithms. In this method, AbSrw selects the next heuristic h s with a probability which is proportional to the pheromone trail value of τ hc,hs . However, in the second variant (AbSts), the choice of the next heuristic is based on tournament selection. AbSts chooses the next heuristic h s with the highest pheromone trail
After selecting a heuristic, pheromone trails are modified. Firstly, pheromone values on the pheromone matrix are decreased by a constant factor (evaporation) for all pairs of heuristics as given in Equation 1.
where 0 < ρ ≤ 1 is the pheromone evaporation rate. After evaporation, the pheromone value between only h c and h s (τ hc,hs ) is increased using Equation 2.
where h c is the previously selected heuristic and h s is the last selected heuristic. ∆τ is the amount of pheromone added and is defined as in Equation 3.
where f c is the fitness value of the new solution generated by applying the selected heuristic h s .
Experimental Design
In this study, we perform experiments with our new hyper-heuristic for dynamic environments, combining the Ant-based selection scheme and the Improvingand-Equal acceptance technique. For comparison, we also experiment with previously used selection mechanisms which incorporate some form of online learning and are shown to be successful in dynamic environments [10] , namely the Choice Function and Reinforcement Learning. In this paper, we also include an improved version of the Choice Function proposed in [7] . These selection mechanisms are also used together with the Improving-and-Equal acceptance technique.
In the experiments, we used the Moving Peaks Benchmark (MPB) generator [1] to generate the various dynamic environments. In MPB, the height, width and location of the peaks forming the multimodal and multidimensional landscape are changed every ∆e iterations by adding a normally distributed random variable to the heights and the widths of the peaks and by shifting their locations with a vector of fixed length in a random direction. In some applications, a time-invariant basis function is also included in the generated landscapes. The height severity, the width severity and vlength parameters determine the severity of the changes in the heights, the widths and the locations of the peaks respectively. For the fixed parameters of the MPB in all the experiments, we used the settings taken from [1, 2] as follows: cone peak function, 5 peaks, 5 dimensions, range of peak heights ∈ [30, 70], range of peak widths ∈ [0. 8, 7 .0] and range of values in each dimension ∈ [0.0, 100.0]. We did not use a basis function and allowed the peak shifts to be uncorrelated. For the ∆e, height severity, the width severity and vlength settings we used the ones given in [10] and labeled as EXPSET2. Based on these settings, ∆e is taken as 6006 fitness evaluations for low frequency (LF), 1001 for medium frequency (MF) and 126 for high frequency (HF); the height severity, the width severity and vlength parameters are taken as given in Table 1 which correspond to low severity (LS), medium severity (MS) and high severity (HS) changes. A real-valued vector corresponds to the coordinates of a point in the search space generated by the MPB. The fitness of a candidate solution at a given time t is given by its error, which is calculated as its distance to the optimum in terms of the objective function value at time t. Therefore, the goal turns into minimising the error values for a given problem.
The search algorithm moves through the landscape by perturbing a candidate solution at each step to obtain a new one using a parameterized Gaussian mutation, N (0, σ 2 ), where σ denotes the standard deviation. We used the same settings for the mutation operators as in [10] , which are implemented as seven different standard deviations; {0.5, 2, 7, 15, 20, 25, 30}. These mutation operators are used as the low-level heuristics in the hyper-heuristic framework.
The parameters of the proposed Ant-based selection scheme are chosen as follows: ρ is set to 0.
The parameter settings of the other heuristic selection methods are done using the same settings proposed in previous studies from the literature. In Reinforcement Learning, the scores of all heuristics are initialized to 15 with lower and upper bounds as 0 and 30 respectively as given in [13] . At each step, the score of a heuristic that improves performance is increased by 1 and otherwise it is decreased by 1. In Choice Function, α, β, and δ are initialized to 0.5 with updates of ±0.01 at each iteration as given in [7] . In the Improved Choice Function, ϕ, which refers α and β, and δ are initialized to 0.5. If the heuristic improves performance, the values of ϕ are set to 0.99. Otherwise, the values of ϕ t at time t are calculated as ϕ t = max{ϕ t−1 − 0.01, 0.01}. In addition, δ is calculated as
We assume that all programs are made aware when a change in the environment occurs. For the Reinforcement Learning, Choice Function and the Improved Choice Function heuristic selection methods, when a change occurs, the current solution is re-evaluated. For the proposed Ant-based selection scheme, this is not required. The parameters of none of the heuristic selection methods are reset when the environment changes. Due to the nature of the acceptance mechanism, Improving-and-Equal, the first solution candidate generated after each environment change is accepted regardless of its solution quality.
For evaluating the performance of the approaches, we used the offline error metric [2] . The error of a candidate solution at a given time is calculated as its distance to the optimum in terms of the objective function value at that time. The offline error is calculated as a cumulative average of the errors of the best candidate solutions found so far since the last change. At the end of a run, a lower overall offline error value is desired indicating a good performance.
Each run is repeated 100 times for each setting where 20 changes occur, i.e. there are 21 consecutive stationary periods. This means that there are maxIterations = (N oOf Changes + 1) * ChangeP eriod number of iterations per run. For analysis of statistical significance of the differences obtained between the results of various approaches, we performed ANOVA tests together with Tukey's HSD at a confidence level of 95%.
Results and Discussion
In this section we provide the results of the experiments and their discussions. Table 2 summarizes the results of the parameter tuning tests for q 0 in AbSrw and sAbSrw. In the table, q 0 = 0.0 means that the next heuristic is chosen using only the roulette-wheel selection. However, q 0 = 1.0 means that roulette wheel selection is not used and always the heuristic with the best score (pheromone value) is chosen to be applied. The results show that there are no statistically significant differences between most cases, however, the best values are provided by different q 0 values for different frequency-severity pairs. Therefore, to avoid overtuning, we decided to choose a setting which provided an acceptable performance in most of the cases for both approaches. For the rest of the experiments we continued with a setting of q 0 = 0.5 for both AbSrw and sAbSrw. Then we performed parameter tuning experiments to set q 0 and tournament size values for the AbSts and sAbSts variants. Our experiments revealed that for this hyper-heuristic variant, the best settings highly depend on the dynamics of the environment, i.e. the change frequency and severity values. To be able to choose a value which would give a good performance across different types of chnages, we calculated the average and standard deviation values for the final offline error results for each change frequency-severity setting over all q 0 and tournament size combinations, i.e. over 35 combinations each for AbSts and sAbSts. Table 3 lists these results. Considering that the best setting for the q 0 and tournament size combination is sensitive to the change dynamics, we plan to develop an adaptive mechanism as future work. In this study, we chose a simpler approach. For those cases where tournament selection is to be applied, each time we let the tournament size be determined randomly with equal probability from among the five pre-determined tournament size levels. We performed the q 0 analysis for AbSts and sAbSts based on this scheme. Table 4 shows the final offline error results for various q 0 settings for AbSts and sAbSts when the tournament sizes are determined randomly. From the table, we selected q 0 = 0.1 for AbSts and q 0 = 0.9 for sAbSts. For the rest of the experiments, these settings are used. Comparing the final offline error values for these settings with the average and standard deviation values given in Table 3 , we observe that the chosen settings provide either better results than these or the results fall within the intervals defined by these.
Finally, we compare our approaches with those obtained using the heuristic selection methods taken from literature, namely RL, CF and ICF. Table 5 shows the results of these comparisons. The better results are marked in bold in the table. As can be seen, RL and ICF are worse than the others for all cases and these differences are statistically significant, with ICF being the worst of all.
ICF aims to emphasize the intensification component of the generic CF by automatically increasing the weight of relevant components as soon as there is improvement. Diversification, on the other hand, is introduced at a gradually increasing rate. This property works in solving stationary combinatorial optimisation problems as shown in [7] , but not in dynamic environments. The changes in the environment mislead ICF and it gets worse than CF in all cases. It was shown in [9, 10] that CF outperforms RL for all tested change dynamics using the MPB. Therefore, the poor performance of RL in the current experiments is also to be expected.
The results show that all versions of the proposed heuristic selection scheme provide better results than CF, except for the LF-LS and MF-LS cases, however, the results are close. Among the versions of the proposed heuristic selection scheme, sAbSrw provides the better results in most cases. Due to lack of space, we cannot provide all the statistical comparison tables. Table 6 provides a summary which shows that sAbSrw performs the best with a high level of tracking ability (Figure 4 ) in the overall based on the number of cases in which this performance difference is either statistically significant or better than the other approaches. sAbSrw is better than CF in many cases, but in several others, their performance is comparable. However, the most important issue is the fact that sAbSrw (and also all the other proposed variants) are more suitable to be used in dynamic environments than RL, CF and ICF because the proposed heuristic selection schemes do not require any special actions to be performed when the environment changes, whereas for the others, right after an environment change, the last solution candidate in the previous environment needs to be re-evaluated. This is a drawback for two reasons: it makes change detection necessary and it also wastes fitness evaluations, especially in environments where the change frequencies are very high. 
Conclusion
In this paper, we proposed a new heuristic selection scheme for selection hyperheuristics, especially for use in dynamic environments. In previous studies [9, 10, 15] ,
existing heuristic selection mechanisms were tested in various types of dynamic environments and those that incorporated some form of online learning were shown to be successful. One drawback of these approaches for dynamic environments is that they require the re-evaluation of the last candidate solution in the previous environment for score calculation. As well as wasting computing resources for the re-evaluation, this also means that the algorithm needs to detect when the environment changes. The proposed heuristic selection does not require any special actions when the environment changes. On top of this advantage, the test results also show that the proposed heuristic selection scheme provides slightly better results than the best of the tested heuristic selection schemes found previously to be successful in dynamic environments. The results are very promising and they promote further study. A drawback of the proposed variants of the method is that a couple of parameters is introduced and in some cases, performance is sensitive to their setting. Our future work will focus on enhancing the proposed approach by developing adaptive mechanisms to alleviate the need for parameter tuning and better acceptance schemes for dynamic environment problems.
