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1. Introducción
La teoría tradicional sugiere que una serie de tiempo,afectada por un gran número 
de eventos (o en términos estadísticos con muchos grados de libertad), tiende a 
volverse totalmente aleatoria. Un caso particular de series con tales característi-
cas son las financieras, que al ser generadas por la interacción de muchos agentes, 
tienden a tener un comportamiento de tan difícilpredicción bajo las herramientas 
tradicionales, que se define como una caminata aleatoria. Dicha concepción se 
racionaliza mediante la teoría de los mercados eficientes, que sugiere que dicho 
comportamiento es el resultado natural de las fuerzas del mercado.
Una consecuencia clave del mencionado análisis es la llamada regla de la raíz 
del tiempo, que dice que si una serie se comporta como una caminata aleatoria, su 
volatilidad diaria puede ser reescalada a la de n días simplemente multiplicando por 
n. Dicha consecuencia generó tantas aplicacionesprácticas que algunos trabajos 
buscaron responder si en realidad esta tenía sentido.
Tales trabajos han formulado diversas metodologías que, además de pretender 
demostrar que tal concepción no es válida, buscan identificar cuál sería el verdadero 
parámetro de escalamiento. A pesar de que globalmente noexiste una metodología 
superior para la validación de la regla de la raíz del tiempo y para la estimación 
de los parámetros de dependencia de largo plazo, el presente trabajo busca im-
plementar una metodología que, además del análisis tradicional de las series en 
el dominio tiempo, toma en cuenta también el dominio de la escala1 o frecuencia.
Dicha metodología se eligió principalmentedebido a las propiedades de los 
estimadores (que son consistentes y de baja varianza, pese a estar sesgados como 
se mostrará más adelante), y en razón de la capacidad de adaptación local de los 
wavelets, que facilita el análisis de los saltos y los clusters de volatilidad presentes 
en las series financieras. Cabe anotar que esta elección también se debió a trabajos 
como el de Racine (2011), Boutahary Khalfaoui(2011) y Bardetet ál. (2000), que 
demuestran que esta metodología tiene una mayor convergencia en comparación 
con otras.El análisis se complementa con una de las aplicaciones prácticas más 
importantes, que es el re-escalamiento del VaR (valor en riesgo,por sus siglas en 
inglés), y con el análisis de su validez para distintas series financieras colombianas. 
1 En la teoría wavelets el dominio de la frecuencia se conoce también como escala y difiere del 
concepto usado en otras metodologías.
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El presente documento se compone de siete secciones, incluida la presente 
introducción. La segunda sección presenta una descripción de la regla de la raíz 
del tiempo y su relación con el modelo de caminata aleatoria. La tercera analiza 
las consecuencias prácticas de la dependencia de largo plazo en algunos de los 
principales modelos económicos y financieros. La cuarta se ocupa de dar una in-
troducción a la metodología wavelets y el análisis tiempo-frecuencia. La quinta 
contiene un análisis de la relación entre los procesos de memoria larga, los fractales 
y el análisis multi-resolución. La sexta sección desarrolla y presenta los resultados 
del cálculo del exponente de Hurst (H). Por último,la séptima sección investiga el 
desempeño y la aplicabilidad del H encontrado parareescalar el riesgo de mercado 
en comparación con la regla de la raíz del tiempo.
2. La regla de la raíz cuadrada del tiempo y el modelo de 
caminata aleatoria
La regla de la raíz del tiempo se usa para escalar la volatilidad de las series finan-
cieras, especialmente de aquellas en las que no es posible obtener series extensas 
para lograr estimaciones confiables. Esta regla nace del supuesto de movimiento 
browniano como dinámica que explica los cambios en los precios de los activos,y 
simplemente consiste en multiplicar la volatilidad estimada para una serie de periodi-
cidad d por n para hallar la volatilidad con una periodicidad n (León y Vivas, 2010).
A pesar de que muchas aplicaciones de dicha regla van más allá de la sola es-
timación de volatilidades e incluyen modelos ampliamente difundidos, como el 
modelo Black & Scholes para la valoración de opciones financieras y el VaR, aún 
persisten las dudas sobre si el supuesto que la sostiene es coherente con la realidad.
Tal supuesto nace de la hipótesis de los mercados eficientes, en la que se men-
ciona que los cambios en los precios de los activos financieros, son independientes 
debido a que toda la información disponible es descontada, y ni compradores ni 
vendedores tienen ventajas2. Esta hipótesis da como resultado que si el precio de 
un activo financiero se comporta como una caminata aleatoria (sin importar si está 
normalmente distribuida o no), dicho supuesto se cumple3.
2 Aunque esta es la definición tradicional, al momento de hacer estimaciones empíricas esta se 
caracteriza como fuerte, semi-fuerte o débil. 
3 Lo contrario no necesariamente es cierto, pues la eficiencia de mercado solo requiere de in-
dependencia.
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Si el precio de un activo financiero sigue una caminata aleatoria4 de la forma: 
yt = yt-1 + μ, donde μt~N(0,σ2) y y0 = 0. Por sustitución recursiva se tiene que: yt = 
yt-1 + μt = yt-2 + μt-1 + μt = … = y0 + μ1 + μ2 + … + μt. Substituyendo y0 = 0 y aplican-
do la propiedad de la varianza para procesos independientes se obtiene: Var(yt) = 
Var(μ1) + Var(μ2) + … + Var(μt) = tσ2. Si se caracteriza el proceso por la desviación 
estándar se obtiene: tσ. Este es el origen de la raíz cuadrada del tiempo.
Como se muestra claramente en el razonamiento anterior, la regla de la raíz del 
tiempo se basa totalmente en la idea de que los precios se comportan como una 
caminata aleatoria y que los retornos son independientes; es decir, en la hipótesis 
de los mercados eficientes. Dicha teoría no solo ha sido muchas veces descartada 
para el caso colombiano (ver Uribe y Ulloa, 2011 o Pérez y Mendoza, 2010), sino 
que ha sido establecida como el paradigma más frágil de la teoría de las finanzas 
modernas. En este último aspecto, por ejemplo, Ball (1995) menciona que las limi-
taciones de dicha teoría son muchas y que incluso pueden ser clasificadas en tres 
categorías: i) las que se relacionan con la falla en la explicación del comportamien-
to de los precios, ii) los defectos en la eficiencia como modelo de mercados y iii) 
los problemas en las pruebas de eficiencia para explicar los modelos de mercado.
Los problemas de la teoría en la explicación de los comportamientos del mer-
cado se suman a los de los métodos econométricos tradicionales para hacer menos 
válida su aplicación en la práctica. Dichos problemas tienen que ver, según Peters 
(1991), con los conceptos de equilibrio que subyacen a dichos métodos, y la fijación 
del horizonte de inversión como irrelevante o como una variable cualquiera. El 
primero tiene que ver con la idea de que los choques en los modelos tradicionales 
son temporales y decaen exponencialmente en el tiempo, lo que es contradictorio 
con la característica evolutiva de este tipo de sistemas, y el segundo que tiene que 
ver con la idea de una memoria limitada del pasado para unos casos o la no impor-
tancia de la tendencia en otros.
4 En el caso de una trayectoria continua si se supone que los cambios en los precios son indepen-
dientes, se esperaría que estos fueran normales con media estable y varianza finita por el teorema 
del límite central. Por otro lado, en procesos discretos para que el reescalamiento por la regla de la 
raíz sea posible se necesita que además de independencia, el segundo momento de la distribución 
escogida exista y el comportamiento de los cambios en los precios sea estacionario. Lo anterior, 
debido a que la independencia es necesaria para expresar la varianza de la suma como la suma de 
varianzas, pero para que esta cuenta tenga sentido se necesita la segunda condición y para tomar 
factor común de la varianza se necesita la tercera.
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Esto último es de gran importancia, ya que la retroalimentación real de un 
inversionista considera correlaciones de largo plazo y eventos pasados para la 
toma de decisiones. De igual forma, es importante anotar que el primer problema 
aparece no solo en la econometría tradicional, sino que viene desde la definición 
de la teoría de los mercados eficientes, pues se supone que el arbitraje siempre 
corregirá las desviaciones que haya en los valores justos (los que descuentan toda 
la información disponible), lo cual genera un equilibrio estocástico permanente.
Aunque una forma de comprobar fácilmente si una serie de precios es una ca-
minata aleatoria, es hacer una prueba de raíz unitaria para comprobar el parámetro 
que acompaña ayt–1, y una prueba de normalidad de los precios, tales pruebasno 
servirían para establecer cuál debería ser el verdadero parámetro de escalamiento5.
De igual forma, dicha prueba solo se ocuparía de problemas de autocorrelación de 
corto plazo, y no de la dependencia de largo plazo, que es la que concierne a este 
trabajo. Por último, Summers (1986) demuestra que las pruebas estadísticas co-
múnmente usadas para evaluar la eficiencia de los mercados especulativos tienen 
muy bajo poder. Es por esta razón que han surgido otros métodos que,además de 
demostrar que los retornos no son independientes, calculan el grado de dependen-
cia de estos.
En Colombia, los trabajos sobre este tema se han enfocado hacia la estimación 
del exponente de Hurst ajustado y el estadístico Vq de Lo (1991) para distintas se-
ries financieras. Los trabajos de León y Vivas (2010) y Leiton (2011) realizan las 
estimaciones del primer coeficiente mediante la metodología de rango reescalado 
clásico (R/S) y modificado (mR/S)6, mientras el primer trabajo lo complementa 
hallando el estadístico Vq  mencionado. 
El exponente de Hurst se define en términos del comportamiento asintótico del 
rango reescalado de una serie de tiempo. Dicho rango reescalado clásico se defi-
ne como el rango (R) de la desviación acumulada de una serie de tiempo yt frente 
a su media ȳ durante un período n; ajustado por la desviación estándar (S) de yt. 
Empíricamente Hurst (1951) encontró que dicho rango podía ser representado por 





5 En cualquier caso, estas pruebas no deberían ser concluyentes, pues como se mencionó an-
teriormente, una caminata aleatoria no necesita el supuesto de normalidad.
6 La ventaja de la segunda metodología se encuentra en la capacidad de excluir la incidencia 
de procesos de memoria de corto plazo en la estimación de la dependencia de largo plazo.
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Donde, H = 0,5 representa incrementos independientes (gaussianos o no gaussia-
nos) como los de una caminata aleatoria, 0,5 < H < 1procesos en los que la memoria 
de largo plazo muestra persistencia7 y 0 < H < 0,5 procesos en los que la memoria 
de largo plazo muestra antipersistencia8.
A partir de una linealización por medio de logaritmos y una estimación por 
mco (mínimos cuadrados ordinarios) los trabajos mencionados estiman H como 
el índice de dependencia de largo plazo, y Hadj9 para corregir por el sesgo que se 
origina en la estimación con series finitas de propiedades asintóticas.A través de 
la metodologíamR/S se estimó, de una manera similar, dicho parámetro, al cam-
biar el parámetro usual de estandarización (que era la desviación estándar) por un 
estimador que incluía la varianza y la autocovarianza de los datos hasta un rezago 
 a fin de hacer robusta la estimación ante dependencias de corto plazo.
Ambos trabajos encontraronque las series de tiempo financieras colombianas 
tienen un Hadj > 0,5, por lo que concluyen que existe memoria de largo plazo y que 
el parámetro de escalamiento de dichas series debe ser el encontrado. De igual for-
ma, este resultado fue reforzado con el estadístico Vq para el caso del igbc e idxtes 
(índices del mercado de renta variable y fija, respectivamente), más no para la trm. 
Este último estadístico se estimó en razón de la dificultad para realizar pruebas 
estadísticas sobre el exponente H estimado mediante mR/S. 
Pese a que la metodología mR/S supone que el proceso de la variable aleatoria 
es de tipo gaussiano y que se basa en un estadístico sesgado (Taqqu et ál., 1999), 
y pese a que esta no captura el proceso de memoria de largo plazo de ciertos pro-
cesos (Peters, 1991), los trabajos descritos concluyen que el mercado accionario y 
de renta fija colombianos presentan memoria de largo plazo. Esto no se extiende al 
mercado cambiario debido a que el resultado de la metodología mR/S no es susten-
tado por el estadístico Vq, el cual no es concluyente para ningún rezago q. En este 
sentido, el trabajo de Leiton (2011) recomienda explorar otras metodologías para 
cuantificar la dependencia de largo plazo y fortalecer los resultados encontrados 
en los primeros trabajos.
Es de destacar que para el caso específico de la trm, Castaño et ál. (2008) cal-
culan la volatilidad multiperíodo y encuentran que los pronósticos de las varianzas 
7 Persistencia significa que un retorno de signo positivo tiene una alta probabilidad de ser se-
guido por otro del mismo signo, y viceversa.
8 Antipersistencia significa que un retorno de signo positivo tiene una alta probabilidad de ser 
seguido por uno negativo, y viceversa.
9 Hadj = H – (Hf – 0,5).
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multiperíodosson diferentes a los obtenidos por la regla de la raíz, concluyendo 
que la serie presenta evidencia de memoria de largo plazo.
3. Consecuencias prácticas de la dependencia de largo 
plazo
En general, existen pocos trabajos que tratan el tema de la dependencia de largo 
plazo de las series financieras10. Así,las mediciones que se han hecho sobre estas 
se han dado solo para ver si se comportan o no como caminatas aleatorias, usando 
la metodología tradicional que las caracterizan como: débil, semifuerte y fuerte. 
Dichas caracterizaciones utilizan pruebas que se basan únicamente en dependencias 
de corto plazo (e.g. modelos garch) yusan el supuesto de que por el teorema del 
límitecentrallos cambios en los preciosson normales con media estable y varianza 
finita, lo que es inválido si existiese dependencia de largo plazo.
El resultado de no tomar en cuenta la dependencia de largo plazo se refleja en 
el amplio uso de la regla de la raíz del tiempo. Entre los temas que más utilizan este 
supuesto están aquellos relacionados con análisis de volatilidades, medición de 
riesgos y optimización de portafolios. En cuanto al análisis de volatilidades, esto 
se refleja en la idea de que el cambio en la variabilidad de una serie es explicado 
por los choques más recientes (e.g. modelos garch y ewma), y la irrelevancia de 
los ciclos de longitud no periódica en la explicación de la misma.
En la medición de riesgos este supuesto se refleja en la utilización de dicha 
práctica para re-escalar el VaR de corto plazo a fin de obtener el de largo plazo. 
Dicha práctica resulta poco confiable, pues existen muchos problemas al intentar 
extrapolar las volatilidades. De hecho, en la revisión realizadadurante 2009 por 
el Comité de Basilea a los estándares cuantitativos del cálculo del riesgo de mer-
cadose encontró que la regla de la raíz del tiempo subestima significativamente 
el riesgo,por lo que en la actualidad el uso de dicha regla debe realizarsebajo un 
sustento técnico adecuado que satisfaga los requerimientos del ente supervisor 
(bis, 2009). En el caso colombiano, Melo y Granados (2011) encuentran que dicha 
10 La literatura internacional se ha enfocado en la realización de pruebas para determinar la pre-
sencia de memoria de largo plazo en series financieras que van desde tasas de interés hasta otras 
que miden la volatilidad del mercado accionario. Una recopilación de los más importantes trabajos 
que se han hecho sobre el tema puede ser encontrada en Baillie (1996).
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regla no genera estimaciones apropiadas, pese a que es sugerida por la Superin-
tendencia Financiera11.
Los problemas que tiene el uso de la regla de la raíz del tiempo para escalar 
el VaR, tienen que ver con los supuestos en los que esta se basa. A pesar de que la 
regla aplica para la volatilidad, sin importar la distribución subyacente de los datos 
(siempre y cuando sean iid), esta no aplica para el VaR a menos que los retornos 
estén normalmente distribuidos12. De esta forma, su uso solo tiene sentido si se 
logra demostrar que los retornos son normales e iid. 
Sumado a lo anterior, se debe tener en cuenta que la agregación de los datos en 
el tiempo cambia las propiedades de los mismos. En este sentido, por ejemplo, si 
los datos diarios muestran clústeres de volatilidad, los semanales o mensuales no 
los tendrán en el mismo grado.
A pesar de todas las dificultades que conlleva el uso de la regla, esta sigue sien-
do usada para escalar el VaR debido a que para hacer estimaciones a diez días la 
mayoría de técnicas necesitan información de al menos 3.000 días de negociación 
o cerca de 12 años, lo cual resulta implausible para la mayoría de las aplicaciones. 
De la misma manera, para hallar un VaR anual se necesitarían al menos 300 años 
y para niveles de probabilidad extremos (e.g. 0,1%) los requerimientos de datos 
también se incrementarían de forma abrupta (Danielsson, 2011).
Para el caso de la optimización de portafolios, el uso de la regla de la raíz del 
tiempo se deriva de la idea de que los precios recogen toda la información dispo-
nible. Si se suponeque los retornos de los activos no siguen una caminata aleatoria 
gaussiana, anualizar la volatilidad, mediante la regla de la raíz cuadrada del tiem-
po, no genera un estimativo real del nivel de riesgo asociado con la inversión,por 
lo que inversionistas que desean valorar posiciones basados en un nivel objetivo 
de volatilidad no logran buenos estimativos. Holton (1992)demuestra que una de 
las implicaciones es que el riesgo de la inversión es una función no solo del tipo 
de activo considerado, sino también del horizonte de inversión preferido por el 
inversor. Peters (1991) igualmente demuestra que incluso pequeñas desviaciones 
de un comportamiento puramente aleatorio puede llevar a que los inversionistas 
malinterpreten su nivel de riesgo real.
Si el período de inversión es irrelevante, la consecuencia es que para un nivel dado 
de volatilidad todos los inversionistas son recompensados con una prima de riesgo 
11 Circular externa 51 de 2007.
12 Danielsson, J. (2011), presenta una demostración formal en el teorema 9.1 de su libro.
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idéntica, sin importar si están invirtiendo a corto o a largo plazo.Esto es contra intui-
tivo, puesa mayor plazo se espera que aumente el valor de la prima de riesgo de mer-
cado. Igualmente, como demuestra Gregoriou (2009), portafolios de media-varianza 
que se hallan con la regla de la raíz exhiben niveles exagerados de media y volatilidad. 
Otras aplicaciones comunes de las reglas de escalamiento de la volatilidad en 
economía financiera están relacionadas con la estimación de la volatilidad de largo 
plazo en modelos como el capm (Capital AssetPricingModel) y el modelo de valo-
ración de opciones de Black-Scholes-Merton, los cuales son típicamente estimados 
con base en medidas anualizadas del retorno de los activos y de la volatilidad de 
estos.Gregoriou(2009) demuestra que en el caso del capm, si los retornos poseen 
una dependencia negativa de largo plazo (H < 0,5), las inversiones mantenidas en 
el largo plazo son relativamente menos riesgosas y las mantenidas en el corto plazo 
son relativamente más riesgosas que lo predicho por la raíz cuadrada del tiempo. 
Alternativamente, si los activos tienen dependencia positiva de largo plazo (H > 
0,5), las inversiones mantenidas en el corto plazo son relativamente menos ries-
gosas e inversiones mantenidas en el largo plazo son relativamente más riesgosas 
que lo predicho por la regla de la raíz del tiempo. Batten y Ellis (2005), de igual 
forma, demuestran que el inapropiado escalamiento del riesgo subestima el precio 
de las opciones put y call en los mercados de divisas.
En Colombia, León et ál. (2012) estiman el sesgo del capm en cuanto a los 
betas y los retornos esperados, y demuestran que el supuesto de neutralidad del 
horizonte del tiempo es inválido.  Este trabajo resalta la importancia del horizonte 
de inversión para el manejo del riesgo y la asignación del capital, y realiza prue-
bas estadísticas con un 99% de confianza que demuestran que más del 60% de las 
acciones exhiben betas que son estadísticamente diferentes de aquellos que incor-
poran el efecto de la dependencia de largo plazo. Por esta razón se enfatizan los 
resultados de Holton (1992) sobre la doble dimensión del riesgo, que abarca tanto 
la clase de activo, como el período de tenencia, y se propone una metodología para 
crear un modelo capm dependiente del horizonte de inversión.
Puesto que el uso del modelo capm y Black-Scholes-Mertones amplio y abar-
ca temas que van desde la selección de portafolio hasta la fijación de precios de 
serviciospúblicos13, su correcta especificación debe ser revalidada pues, como se 
demuestra más adelante,algunas de las series colombianas tienen un alto grado 
13 En Colombia la cra (Comisión de Regulación de Agua Potable y Saneamiento Básico) y la 
crc (Comisión de Regulación en Telecomunicaciones) usan el capm para el cálculo de los cargos 
de acceso a algunos servicios públicos.
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de dependencia. Dicha revalidación debe buscar que los modelos expliquen si-
tuaciones tradicionales del mercado, como los comportamientos de manada o la 
heterogeneidad en el horizonte de tiempo de los agentes, pues en realidad estas 
son algunas de las causales de dicha dependencia14.
4. Introducción a la metodología wavelets y el análisis 
tiempo-frecuencia
En general, las técnicas estadísticas usadas en economía están diseñadas para mo-
delar las series de tiempo en el dominio del tiempo. Esto es proveer una descripción 
adecuada de cada componente de la serie (de forma conjunta o separada), según 
corresponda a la parte irregular, cíclica, tendencial o estacional.
Para hacer esto generalmente se usan modelos estructurales (e.g. filtro de Kal-
man) u otros enfoques clásicos que se enmarcan dentro de la regresión (e.g. arima). 
El primer tipo de modelo se enfoca en la representación de alguna componente de 
la serie, siendo su principal característica el dinamismo que permite que los coefi-
cientes evolucionen a través del tiempo, mientras que el segundo es más general, 
pues mediante la diferenciación de la serie intenta eliminar la parte tendencial y 
estacional  a fin de modelar todo en conjunto.
A pesar de que estas técnicas son las más usadas, no son las únicas, pues exis-
tenotras que estudian el comportamiento de la serie, pero en el dominio de la fre-
cuencia. Dichas técnicas, como el análisis de Fourier, simplemente descomponen 
la serie de tiempo en términos de funciones seno y coseno de diferentes frecuencias 
en vez de las componentes tradicionales. Al igual que ocurre con las componentes 
del dominio del tiempo, la serie inicial se puede obtener como la suma de cada una 
de las funciones seno y coseno.
Las técnicas del dominio de la frecuencia son usadas generalmente para en-
contrar la contribución de cada frecuencia a la varianza total de la serie y para el 
análisis de los componentes cíclicos y estacionales. En el primer caso son bastante 
útiles debido a que señalan qué frecuencias de la serie, y por tal qué períodos15, son 
los que más explican la variabilidad de la misma. En el segundo caso, son útiles 
14 Cont (2002) considera que los mecanismos económicos que explican la dependencia de largo 
plazo son los siguientes: la heterogeneidad en los horizontes de tiempo de los agentes, el com-
portamiento evolutivo de los mismos, los cambios en las estrategias de trading y la inercia de los 
inversores.
15 La frecuencia es una magnitud que es inversa al período.
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para crear filtros, como el de Hodrick y Prescott, que remueven componentes de 
frecuencia que están en un rango en particular y que se consideran no pertenecen 
a las componentes que se quieren aislar.
Existe una metodología que realiza el análisis simultáneamente en el dominio 
del tiempo y en el dominio de la frecuencia, y se conoce como transformación 
wavelet. Esta técnica tiene la particularidad de hacer un análisis local (es decir se 
enfoca en tramos de la serie) frente al global que hacen las técnicas del dominio 
dé la frecuencia (se enfocan en obtener características conjuntas de toda la serie), 
y también la particularidad de que no usa estrictamente frecuencias para presentar 
sus resultados, sino escalas o niveles de resolución.
Dicha transformación, como su nombre lo indica, se basa en un tipo especial de 
funciones conocidas como funciones wavelet (ψ(t)), caracterizadas por dos propieda-
des conocidas como la condición de la integral igual a cero 
(∫ ψ2(t)dt = 1)∞
–
∞
(∫ ψ2(t)dt = 0)∞
–
∞
 y energía 
unitaria (∫ ψ2(t)dt = 1)∞
–
∞
(∫ ψ2(t)dt = 0)∞
–
∞
. Al contrario de las funciones seno y coseno, las funciones 
wavelet no oscilan alrededor de cero sino que se desvanecen alrededor de este (por 
eso su nombre). El Gráfico 1 presenta algunos ejemplos de funciones wavelet.
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La transformación wavelet se descompone en dos grandes tipos de transfor-
maciones: la transformación wavelet continua (cwt) y la transformación wavelet 
discreta (dwt). La primera usa una sola función wavelet que se conoce en la li-
teratura como función waveletmadre, mientras que la dwt usa dos funciones: la 
función wavelet madre y la función wavelet padre (φ(t)), que se diferencia de la 
madre en que su integral sobre t es igual a uno.
Desde un enfoque matemático, la cwt se define como la proyección de la fun-
ción wavelet madre en la serie de tiempo analizada, mediante el producto interior 
de los elementos de las mismas (ver ecuación 2). Esta proyección se basa en la 
dilatación (W(x)) → W(2x))y translación de una función (W(2x) → W(2x – 1)), 
que genera como resultado lo que en la literatura se conoce como coeficientes 
wavelets o detalles. 
WH(λ,t) = ∫
∞


















ΨH     (3)
Los pasos para obtener todos los coeficientes son los siguientes16: 
1. Se selecciona una función wavelet y se compara con la sección inicial de 
una serie de tiempo.
2. Se calcula el coeficiente wavelet, que en valor absoluto representa el grado de 
asociación entre la función wavelet y la sección con la que se compara (entre más 
grande mayor). Ejemplo: Si yt = [4, 3, 2,0,1] representa los valores de la serie en ese 
tramo y w = [0,0.2,0,-0.2,0] los valores de la función wavelet en el mismo, el coefi-
ciente wavelet sería igual a C = (4 · 0) + (3 · 0,2) + (2 · 0) (0 · –0,2) + (1 · 0) = 0,6, 
que indicaría que las funciones están en algún grado correlacionadas. 
Wavelet
Serie
16 Tomado de Misiti et ál. (2011).
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3) Se mueve la función wavelet a la derecha y se repite el paso 1 y 2 hasta que 










5) Se repiten los pasos 1 a 4 para todas las escalas.
Desde un enfoque estadístico los coeficientes wavelet de la cwt se interpretan 
como promedios ponderados de una serie que cambia de un período a otro. En 
términos simples, los coeficientes wavelet se pueden interpretar con base en una 
línea de tiempo que contiene información de una serie de tiempo dividida en dos 
intervalos adyacentes como la presentada en el Gráfico 2.
Gráfico 2
El coeficiente wavelet en el momento t y la escala  (suponiendo que se utiliza el 
waveletHaar), correspondiente a la serie descrita, sería igual a la diferencia entre el 
promedio 2 menos el promedio 1. Al cambiar el momento (translación), se obtiene 
un nuevo coeficiente al igual que al cambiar la escala (dilatación). 
Promedio 1 Promedio 2
t -
2
λ t + 2
λt
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Un ejemplo sencillo de cómo funciona la cwt es tomar una serie de tiempo de 
longitud 1000 compuesta por ceros y un salto igual a 1 en el momento 500. La cwt 
(nuevamente usando el wavelet Haar) es la presentada en la Gráfico317. 
Gráfico 3. Valor absoluto de los coeficientes wavelet
                   Fuente: cálculo del autor
Los colores cálidos representan cambios grandes y los fríos cambios pequeños, 
según la barra de la derecha. Como se puede observar, alrededor de la observación 
500 se encuentran todos los coeficientes diferentes a cero, pues es el único punto 
donde hay un salto que crea diferencia en los promedios adyacentes. De igual for-
ma, se observa que a medida que aumenta la escala aumenta el número de coefi-
cientes diferentes de cero, pues la longitud de los promedios aumenta, permitiendo 
que capturen el efecto del salto en la serie. 
Si, por ejemplo, la serie de tiempo analizada representa la tasa de cambio 
mensual, un gráfico de C(λ = 3, t) contra el tiempo dirá qué tan rápido varíala tasa 
17 Evidentemente la representación tridimensional es necesaria, pues los coeficientes están en 
función del tiempo y la escala.
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de cambio promedio sobre el trimestre de un trimestre a otro; al incrementar la 
escala λ hasta un año, el gráfico de C(λ = 12, t) dirá cuanto varía la tasa de cambio 
promedio anual de un año al siguiente.
Debido a la gran versatilidad de esta herramienta, que permite capturar detalles 
importantes y darnos una idea general del comportamiento de una serie, Schlei-
cher (2002) la compara con unos lentes de cámara de amplio alcance que permiten 
tomar fotos de un paisaje extenso, a la vez que permite realizar un zoom sobre los 
detalles microscópicos que normalmente son imperceptibles para el ojo humano. 
Igualmente, Graps (1995) define el análisis wavelets como mirar el bosque para 
detectar grandes particularidades y a la vez los árboles para detectar las pequeñas.
Para cada wavelet particular se tiene una interpretación diferente, pero en todos 
los casos la idea es analizar la diferencia entre promedios. Por ejemplo, “el sombre-
ro mexicano”,  da como resultado una diferencia entre un promedio ponderado en 
una unidad de escala y el promedio de dos promedios ponderados alrededor de esta.
Debido a que la cwt es redundante, en el sentido de que hace una representación 
bidimensional (tiempo y escala) de una serie que tiene solo una dimensión (tiempo), 
y debido a que discontinuidades como las presentadas en el primer ejemplo son 
observadas en algún grado en cada escala, se creó una versión más simplificada 
de la cwt, conocida como dwt18 (transformación wavelet discreta por sus siglas en 
inglés). La submuestra de los elementos de la cwt que se usan en la dwt, W(λ, t), 
son aquellos cuyas escalas de dilatación son binarias (2j), y donde t es tal que es 
múltiplo de 2j–1.
La forma eficiente de implementar tal esquema fue desarrollado por Mallat 
(1988) mediante el algoritmo que lleva su nombre, y que consiste de dos filtros: 
un filtro pasa bajos (lowpassfilter) y un filtro pasa altos (highpass), en el que el 
primero filtra los coeficientes obtenidos con base en la función wavelet padre y el 
segundo los coeficientes obtenidos con base en la función madre. En la práctica 
tales coeficientes son muy importantes, pues los primeros representan la tendencia 
suavizada de la serie (conocidos como aproximaciones) y los segundos las desvia-
18 Algunos autores entienden la dwt como una cwt en la que la integral no se calcula entre -∞ 
e ∞ sino en cualquier otro intervalo, mientras que otros la entienden como una versión discreta de 
la cwt (definiéndola únicamente para un conjunto de escalas y tiempos). En este documento, se 
toma la segunda definición.
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ciones de dicha tendencia (conocidos como detalles)19. Gráficamente, el algoritmo 
de Mallat se puede representar como en la Gráfico 4. 
Gráfico 4. algoritmo de mallat
                                 Fuente: Misitiet ál. (2011)
Con las aproximaciones obtenidas a partir de la dwt es posible realizar una nueva 
DWT a fin de obtener nuevos niveles de resolución para cada componente. Esto 
se conoce en la literatura como análisis multi-resolución (mra) (ver Gráfico5).
Gráfico 5. análisis multi-resolución20
                                                   Fuente:Misitiet ál. (2011)
19 Para ver más detalles y ejemplos numéricos del algoritmo de Mallat remitirse a Schleicher 
(2002). 
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Según Lahura y Vega (2011) el mra es la formalización matemática de una 
idea simple: obtener sucesivas aproximaciones de una serie, de tal forma que cada 
nueva aproximación es mejor que la última. Si {…, SJ, SJ–1, SJ–2, …} representa 
un mra, entonces SJ–1 es una mejor aproximación que SJ, esto es con una mejor 
resolución. Las diferencias entre las varias aproximaciones son los detalles y 
pueden ser denotados como DJ = SJ–1 – SJ, por lo que una aproximación puede ser 
expresada como la suma de una resolución más baja más un detalle, SJ–1 = DJ + SJ. 
En general, si SJ denota la mejor aproximación (una con la mejor resolución) de 
una serie f(t), entonces f(t) = S1 + D1. Si un mra existe para una serie, entonces es 
posible obtener diferentes aproximaciones de la serie expresada como la suma de 
una aproximación de menor resolución y un detalle. En particular, la secuencia S1 
= D2 + S2, S2 = D3 + S3,…, Sj–2 = Dj–1 + Sj–1, Sj–1 = Dj + Sj. De esta forma, el análisis 
multi-resolución es capaz de expresar una serie f(t) como la suma de una aproxi-
mación Sj y diferentes detalles Dj:
f(t) = Sj + Dj + DJ–1 + … + Dj + … + D1  (4)
La interpretación de los detalles es qué tanta información es ganada (perdida) si la 
serie f(t) fuese muestreada más (menos) frecuentemente. Por ejemplo, si cada dos 
observaciones de los valores de f(t) son promediados de tal forma que t2 2  = (f(t) + f(t+1))  
para diferentes t, los detalles serían las cantidades faltantes para obtener la serie 
original f(t) = S(t) + Dj.
La aproximación, de igual forma, puede ser vista como la serie suavizada o como 
la parte cíclica y de tendencia de una serie, mientras que los detalles como la parte 
irregular de la misma. Según esta interpretación, cada detalle corresponde a varia-
ciones de la serie que ocurren con determinada frecuencia (la de la escala j), siendo 
el primer detalle el correspondiente a la mayor frecuencia y el último al de la menor. 
La descomposición de la serie en aproximación y detalles tiene la propiedad de que la 
suma de la varianza de cada uno de estos componentes es la varianza total de la serie. 
5. Procesos de memoria larga, fractales y su relación con 
el análisis multi-resolución
Para realizar un análisis de la dependencia de largo plazo de una serie temporal se 
debería conocer el proceso generador de datos de la misma o, en su defecto,una 
serie de observaciones lo suficientemente larga, de forma que esta pudiese ser 
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caracterizada de manera fiable. Como esto no es posible en la mayoría de apli-
caciones, se debe asumir que esta se comporta como un fractal, de forma que los 
comportamientos de corto plazo se extienden a los de largo plazo. Dichos fractales 
son procesos de memoria larga que tienen algunas propiedades particulares al ser 
analizados mediante un análisis multi-resolución, como se muestra en esta sección.
Los procesos de memoria larga son series que por naturaleza tienen observa-
ciones que dependen de otras separadas por grandes intervalos de tiempo, lo quese 
puede traducir en autocorrelaciones que decaen de forma lenta (decaimiento hi-
perbólico). En el dominio de la frecuencia, estas series se caracterizan por tender a 
infinito al acercarse a frecuencias cercanas a cero. Es importante destacar que esta 
definición solo implica que la suma del valor absoluto de las autocovarianzas no 
converge, pero no fija ninguna restricción en las autocorrelaciones individuales.
Matemáticamente, y en el dominio del tiempo, la condición antes mencionada 
para las autocovarianzas se pueden expresar así:
γ(τ)  |τ|2d-1, cuando |τ| → ∞
ƒ(ω)  c|ω|-2d, cuando ω → ∞
Donde ω ∈ (-, ) y c > 0 
Donde τ es el rezago del tiempo de un proceso estacionario x(t), y d el parámetro 
de memoria de largo plazo.En el dominio de la frecuencia, la presencia de memoria 
de largo plazo se expresa mediante el comportamiento de la función de densidad 
espectral ƒ(ω):
γ(τ)  |τ|2d-1, cuando |τ| → ∞
ƒ(ω)  c|ω|-2d, cuando ω → ∞
Donde ω ∈ (-, ) y c > 0 
Como se desprende de las ecuaciones anteriores, la dependencia de largo plazo 
depende del comportamiento de largo plazo de la función de autocorrelación para 
rezagos muy grandes, el cual es difícil de estimar en la práctica ya que los datosque 
se analizan son muestrales y el comportamiento que se quiere analizar es asintóti-
co. Asimismo, como demuestra León y Reveiz (2012), la estimación estándar por 
medio de las autocovarianzas o las autocorrelacciones tiene poca consistencia y 
robustez para detectar y medir dependencia, especialmente dependencia de largo 
plazo, pues esta se encuentra restringida a un mundo gaussiano; lo que significa, 
en otra palabras, que dicha estimación no es robusta a cambios en la distribución 
y debería usarse con precaución si las series de tiempo no son normales.
Por las anteriores razones, modelos con dicha dependencia son usualmente 
formulados en términos de procesos autosemejantes (self-similar process, en 
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inglés)21u otro tipo de procesos más generales como los fractales, que permiten 
deducir comportamientos de largo plazo a partir de comportamientos de corto pla-
zo mediante la extrapolación, pues estos últimos son más fácilmente observables.
Según Peters (1991), los fractales aleatorios (los usados en series de tiempo) 
se definen con base en los fractales determinísticos de las matemáticas. Dichos 
objetos se entienden comoaquellos enlos cuales las partes están, en alguna forma, 
relacionadas con el todo y no son explicables mediante la geometría euclidiana 
tradicional, que vuelve más simple los objetos al acercarse más al detalle (e.g. un 
bloque tridimensional se vuelve un plano de dos dimensiones, y este a la vez se 
vuelve una línea en una sola dimensión hasta que finalmente se vuelve un punto). 
Los fractales, por lo contrario, son objetos que muestran más detalle entre más 
cerca se está (e.g. los árboles se enraman de acuerdo con una estructura fractal, 
puescada rama con sus ramas más pequeñas, es similar al árbol completo en un 
sentido cualitativo). De igual forma, muestran autosemejanza, que en el caso de 
los objetos se da con respecto al espacio,y que en el caso de las series de tiempo 
fractales se da con respecto al tiempo (ver Gráfico 6).
Gráfico 6. serie fractal
                                                                 Fuente: Abry et ál.(2009)
21 Formalmente un proceso estocástico (Xt)t≥0 se define como autosemejante si existe un H > 0 
tal que para cualquier factor de escalamiento c > 0, el proceso (Xct)t≥0 y (c
HXt)t≥0 tienen la misma 
distribución:
(Xct)t≥0 ~(cHXt)t≥0
Donde H es el exponente de autosemejanza del proceso H.
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Una medida de qué tan irregular es una serie esla dimensión fractal. Dicha 
dimensión tradicionalmente se define en términos de la relación que existe entre 
la cantidad de círculos necesarios para cubrir una serie de tiempo y su radio. Si se 
cuenta el número de círculos con determinado diámetro que se necesitan para cu-
brir la serie completa; y luego se incrementa el diámetro y se cuenta nuevamente 
el número de círculos, se encuentra que el número de círculos tiene una relación 
exponencial con el radio del círculo mediante: N(2r)Dƒ = 1. Despejando se encuentra 




   (5)
Donde, N es el número de círculos, r el radio de los círculos.
Esta medida es importante en el caso de las series que presentan memoria de 
largo plazo, ya que como demuestra Peters (1991), H puede ser reescrito en térmi-
nos de Dƒ como: H = 2 – Dƒ. En este sentido, H sirve para cuantificar el grado de 
heterogeneidad de una serie, pues a medida que H aumenta la dimensión fractal 
disminuye hasta llegar a una serie que es totalmente homogénea, es decir, que no 
cambia en el tiempo.
La estimación del exponente H y, por lo tanto, de Dƒ, puede realizarse utilizando 
análisis en varios dominios: el del tiempo, el de la frecuencia o el de tiempo-escala 
(ver Cuadro1). En el dominio del tiempo, los análisis se centran en los primeros 
y segundos momentos de la serie, corregidos por tendencia en algunos casos (e.g. 
R/S). En el dominio de la frecuencia, el análisis se enfoca en las características 
del periodograma22 o en las características de otros estimadores que mejoran el 
desempeño de este23. Por último, el análisis wavelet basa totalmente su análisis en 
la transformada wavelet (Arango et ál., 2001).
22 El periodograma muestra la relación entre las distintas frecuencias de las funciones seno y 
coseno que componen una serie de tiempo y su aportea la serie completa.
23 En muchas aplicaciones el periodograma puede describir bien las frecuencias dominantes, 
pero puede no describir muy bien el resto. De igual forma, este es demasiado ruidoso por lo que 
otros estimadores de la magnitud de frecuencia generan mejores resultados.
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Cuadro1. Análisis en varios dominios usados para estimar H
Dominio del tiempo Dominio de la frecuencia Dominio tiempo-escala
Análisis de dispersión Periodograma Transformada wavelet
Análisis de rango
Promedio ponderado en segmentos traslapados 
(wosa) 
 
Análisis de varianza  
Fuente: Arango et ál., (2001)
El análisis en el dominio tiempo-escala, además de poseer ventajas frente a los 
otros análisis, por sus propiedades de localidad y de captura de características de 
los estimadores del resto de dominios, tiene la ventaja de estar relacionado con los 
procesos más importantes de la literatura financiera.
Uno de estos procesos, y que es ejemplo de proceso fractal autosemejante, 
es el movimiento browniano fractal (fBm), definido por Mandelbrot y Van Ness 
(1968) como la extensión de la caminata aleatoria tradicional a la caminata aleato-
ria sesgada. Dicho proceso se caracteriza por ser un proceso estocásticogaussiano, 
con parámetro de escalamiento H, de media cero y no estacionario, en el que las 
principales propiedades estadísticas dependen del tiempo24. Según León y Reveiz 
(2012), el fBm describe mejor el comportamiento de los precios, pues cambios 
significativos y sostenidos son más probables que los que el modelo browniano 
estándar y de caminata aleatoria asumen. 
El incremento derivado del fBm, se denomina ruido fractalgaussiano (fGn), 
que es un proceso similar a un arfima(0,d,0) en la medida que las covarianzas de 
ambos procesos tienen un comportamiento similar(Taqquet l., 1995).
Procesos como el fBm se pueden definir a través de sus dos primeros momentos 
estadísticos, sin embargo, este se puede generalizarcomo un modelo multifractalal 
generar el movimiento fraccional Levy. Este modelo representa procesos en los 
que la autosemejanza puede tener diferentes orígenes: puede aparecer a partir de 
la alta variabilidad en situaciones donde los incrementos son independientes y de 
colas pesadas, o puede aparecer a partir de solo fuerte dependencia, incluso en la 
ausencia de alta variabilidad (Cont, 2002). Dichos modelos se alejan de la cami-
nata aleatoria tradicional, por lo que tienden a ser considerados ajenos a la teoría 
tradicional y se pueden considerar como puramente empíricos.
24 La estructura de las autocovarianzas es σ
1
2γ(τ) = (|t|
2H + |t - τ|2H - |t|2H ) 
ρ(τ) = 22H-1 - 1




2H + |t - τ|2H - |t|2H ) 
ρ(τ) = 22H-1 - 1
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Jensen (1999) demostró que, en general, toda serie fraccionalmente integrada, 
definida por (1 – B)d y (t) = ε(t) (donde B representa el operador de rezago), con 
-0,5 < d < 0,5 y ε(t) ~ i.i.d. N(0, 2), luego del análisis multi-resolución basado, 
en wavelets, genera detalles que se distribuyen N(0, 22–2jd), donde j es el pará-
metro de escalamiento de los wavelets25.Al tomar la transformación logarítmica, 
en base 2, de la varianza de los detalles a escala j, se obtiene la siguiente relación, 
donde el parámetro de integración fraccional d puede ser estimado mediante una 
regresión por mco:
log2 γ(j) = log2 2 – 2dj   (6)
Donde γ(j) es la varianza de los detalles a escala j; d es el parámetro de integración 
fraccional; y j es el parámetro de escalamiento de los wavelets. Según Abry et ál., 
(2009) para el caso particular de procesos autosemejantes como el fBm o el fGn, 
con base en d se puede obtener el exponente de Hurst H como:
H = (0,5 + d)   (7)
En términos prácticos la ecuación (6) describe la relación que existe entre la varian-
za correspondiente a cada escala o frecuencia (que se traduce en la varianza para 
diferentes períodos de muestreo), y dicha escala. Si se cumpliera la regla de la raíz 
del tiempo dicha relación describiría la forma funcional de la raíz cuadrada, pues 
a medida que se incrementa el período de muestreo la varianza se incrementaría 
en forma proporcional a dicha raíz. De esta forma, el supuesto de que es una serie 
fractal simplemente nos ayuda para que al solo observar una parte de esta relación 
se pueda concluir sobre toda la serie, pues esta se mantiene.
Como se dijo anteriormente, si el proceso subyacente de los retornos es el de 
un fGn en el que las estructuras de las autocovarianzas y las autocorrelaciones 
dependen del parámetro H, esta medida no solo indicaría el grado de dependencia 
de largo plazo, sino que correspondería al exponente de autosemejanza del pro-
ceso. En este sentido, un H = 0,5 no solo indicaría que no existe dependencia de 
largo plazo, sino que el proceso no es autosemejante en la medida que el proceso 
no tendría memoria.
25 Jensen (1999) demostró, mediante simulaciones Monte Carlo, que el estimador basado en los 
wavelets tiene un menor error cuadrático medio que el estimador gph (Geweke y Porter-Hudak) 
que es uno de los más frecuentemente usados.
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A fin de corroborar las ventajas de la metodología wavelets para el análisis de 
la dependencia de largo plazo, que yahan sido demostradas por trabajos como los 
de Racine (2011) o los de Bardet et ál.,(2000), se realizó una simulación de 1000 
procesos fBm con parámetro H = 0,5 de longitud 10000, mediante el algoritmo 
propuesto por Abry et ál.,(2009), y se estimó el valor de H para cada uno mediante 
la ecuación (6) y (7). El histograma que resume los resultados se presenta en el 
Gráfico 7.
Gráfico 7. Simulación para la estimación del parámetro H en series simuladas
        Fuente: cálculo del autor
Como se puede observar la distribución de los parámetros encontrados tiende a 
comportarse como normal26, y la media de la estimación se encuentra sesgada en 
26 De hecho al realizar la prueba JarqueBerano se rechaza la hipótesis nula con un nivel de con-
fianza de 95%.








Estimador de H mediante la metodología wavelet
Valor del verdadero parámetro H = 0.5
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relación con la poblacional. Dicho sesgo es analizado por Jensen (1999), quien 
demuestra que este disminuye a medida que el parámetro poblacional aumenta. 
El mismo autor justifica el estimador en razón a que tiene una varianza mucho 
menor a lasdel resto de estimadores, que hace que el error cuadrático medio caiga 
en relación con los mismos. En el presente ejercicio, la desviación estándar de los 
estimadores es de 0,02.
6. Estimación del parámetro H para el caso colombiano
El exponente de Hurst (H), muestra el grado de persistencia o antipersistencia que 
tienen las series que presentan dependencia de largo plazo. En el presente aparta-
do este se calcula con base en la metodología descritaantes, para más adelante ser 
usado para reescalar el riesgo de mercado. Dicho parámetro se ajusta por el sesgo 
que existe en la metodología propuesta.
En el presente análisis se utilizaron datos diarios de algunasde las series fi-
nancieras más importantes del mercado colombiano. Estas correspondenal Índice 
General de la Bolsa de Valores de Colombia (igbc), la Tasa Representativa del 
Mercado (trm) y el índice representativo del mercado de deuda pública interna 
(idxtes)27. Se tomaron series de periodicidad diaria debido a la facilidad de obtener 
series largas con este plazo.
La longitud de las series se eligió con base en los experimentos numéricos 
realizados por Arango et ál., (2001), que demuestran que los estimadores de H 
son confiables cuando el número de datos es mayor a 1024. Por lo anterior, en la 
estimación se usaron datos que van desde enero del año 2000 hasta octubre del 
2013, a excepción de la serie del igbc, que se tomó desde junio de 2001 dado que 
en estafecha se creó el índice.
Los resultados de la aplicación de la metodología anterior a las series mencio-
nadas se resumen en el Cuadro 2 (ver Anexo 1)28. Cabe resaltar que los parámetros 
encontrados no se deben interpretar directamente como una probabilidad, dado 
que al ser mayores a 0,5 únicamente indican que los retornos tienen un carácter 
persistente. 
27 El idxtes es un índice de retorno total desarrollado por Reveiz y León (2010) para el análisis 
del mercado de deuda pública colombiano.
28 La estimación del parámetro anterior se realizó usando el waveletHaar, debido a que Gencay 
et ál., (2002) demuestra que este funciona bien para series de carácter financiero.
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           Fuente: cálculo del autor
Con el fin decorregir el sesgo del H antes descrito (que incluye el sesgo por uso 
de series finitas y el sesgo por el uso de la metodología wavelets) y con el fin de 
validar la significancia de los resultados, se usa el ajuste propuesto por León y 
Vivas (2010) y el estadístico t definido por los mismos autores. 
El ajuste se implementó con base en una simulación29que utilizó un algoritmo 
que “barajó” cada una de las series (100 veces), sin que las características de la serie 
original (v.g. media, desviación estándar, sesgo, curtosis) fuesen alteradas a fin de 
eliminar la memoria del proceso, con el propósito de encontrar el sesgo,definido 
como la diferencia del valor promedio de los parámetros encontrados Hƒ (es decir, 
el H para series independientes y finitas)y 0,5. Luego de eso se encontró el pará-
metro ajustado definido como: Hadj = H – (Hƒ – 0,5); es decir, como el valor del 
parámetro inicial de la muestra menos su sesgo30 (Cuadro 3).
Cuadro 3. H ajustado




                 Fuente: cálculo del autor
De otra parte, la validación de la significancia de los resultados se hace mediante 
el estadístico t, con base en los hallazgos de Ellis (2007) y Peters (2004) que de-
mostraron que los valores estimados del exponente de Hurst se distribuyen como 
una normal. Cabe anotar que esta prueba es útil, incluso si no se conoce la función 
de distribución de H, debido a que como demuestra Conti et ál.(2008),los inter-
valos hallados con esta metodología tienen un buen desempeño asintóticamente 
hablando31. El estadístico t se calcula con base en el Hadj estimado, y con base en 
29 Se usaron 10,000 simulaciones.
30 Para realizar los cálculos presentados se utilizó el toolbox de wavelets del programa Matlab.
31 Contiet ál. (2008), compara dos estimadores empíricos con base en simulaciones Monte Carlo. 
En vez de la función de distribución de los parámetros que no es conocida, en el primer caso usa 
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μˆ (Hi)  y ˆ (Hi) que son el valor esperado y la desviación estándar del Hadj según el 
algoritmo antes expuesto. Dado que al 95% de confianza se rechaza la hipótesis 
nula cuando ti excede ±1,96%, se rechaza la hipótesis nula de independencia úni-
camente para el caso del idxtes, es decir, estadísticamente se comprueba que H � 





7. Validación de la regla de la raíz del tiempo y su 
aplicación al cálculo del riesgo de mercado
Como se mencionó en un comienzo, la regla de la raíz del tiempo tiene muchas 
aplicaciones, entre las que se encuentra la relacionada con el cálculo del VaR. A 
pesar de que esta se encuentra supeditada al supuesto de que los retornos sean iid, 
Tsay (2002) demuestra que la regla también puede ser satisfecha por el modelo de 
RiskMetrics® que no supone retornos iid. Este autor prueba que bajo esta meto-
dología, el VaR para k períodos es igual al VaR para un período multiplicado por 
la raíz de k. Dicho en términos matemáticos: VaR(k) = kVaR. Como demuestran 
Kidnateder y Wagner (2012), dicha regla se puede generalizar para el caso en el 
que los retornos no se consideran independientes, quedando de la siguiente manera:
VaR(k) = kHadjVaR  (9)
Donde H es el exponente de Hurst ajustado.
Con el fin de validar si la regla de la raíz del tiempo aplica para el caso colom-
biano y si el parámetro encontrado mejora las predicciones de esta, se realizó la es-
timación de un VaR con la metodología de RiskMetrics®, que cumple teóricamente 
con la regla de la raíz, y para efectos comparativos otros VaRcon las metodologías 
de normalidad y de simulación histórica33. Cada uno de losVaR se comparó en el 
los valores estimados de media y desviación estándar de una serie de simulaciones tipo bootstrap 
y en el segundo caso los valores obtenidos por medio de una simulación como la propuesta en este 
trabajo.
32 Con un 90% de confianza la hipótesis nula se rechazaría para el caso del idxtes y la trm.
33 Ver Melo, L. y Granados, J. (2011), para mayor información sobre cada una de las metodo-
logías mencionadas.
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tiempo con los retornos negativos34, mediante diferentes pruebas de backtesting 
para elegir los mejores modelos en términos de su correcta especificación. Con base 
en estos últimos, se proyectó el VaR de un día para hallar el de 10 días usando la 
regla de la raíz del tiempo y el parámetro encontrado a fin de realizar nuevamente 
las pruebas de backtesting para ver si dicha proyección fue acertada o no.
Específicamente los pasos que se siguieron para realizar el procedimiento an-
terior fueron los siguientes:
1. Con la información de las series financieras utilizada para el cálculo del 
estadístico H, se estimaron los retornos y el VaR histórico utilizando cada una de 
las siguientes metodologías: RiskMetrics®, normalidad y simulación histórica. 
2. Posteriormente se contrastaron los resultados mediante un backtesting con 
la información de los retornos negativos y los tres VaR históricos encontrados para 
cada una de las series analizadas.
3. Se seleccionaron los modelos que presentaron la mejor especificación.
4. Se procedió a hallar el retorno negativo a diez días para cada una de las series.
5. Se multiplicó el VaR a un día por la raíz de 10, para encontrar el VaR a 10 
días con la regla de la raíz del tiempo. A continuación se multiplicó el VaR a un día 
por 10Hadj, para hallar el VaR a 10 días con el parámetro encontrado.
6. Se contrastaron los resultados de las series a 10 días mediante unbacktestin-
gusando la información de los retornos negativos y los VaR históricos selecciona-
dos para cada una de las series analizadas.
Para realizar el backtesting se usó, en primer lugar, la prueba de fallos de 
Kupiec (LRuc), que estima si el número de violaciones del VaR para un modelo 
de riesgo, en particular, es significativamente diferente del α correspondiente al 
nivel de confianza utilizado (hipótesis nula). Esta se distribuye como una X2 con 
un grado de libertad, y se usaron tres niveles de significancia (10%, 5% y 1%). 
En segundo lugar, se realizó una prueba de independencia LRIND, que valida si las 
violaciones o fallos del modelo (pérdidas que superan el VaR) ocurren cerca del 
mismo momento en el tiempo o de forma aleatoria. Esta prueba, al igual que la 
anterior, se distribuye como una X2 con un grado de libertad. En tercer lugar, se 
realizó una prueba conjunta propuesta por Christoffersen (2003) que, además de 
validar si el número de violaciones es significativamente distinto del esperado, 
valida si estas son independientes entre sí o no. Esta prueba conocida como LRCC, 
34 Dado que se usan retornos negativos, valores altos de la serie indican pérdidas grandes.
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resulta de la suma de las dos pruebas anteriores, y se contrasta, de igual forma, 
con una X2 con dos grados de libertad.
El Cuadro 3, presenta los p-values para los estadísticos de razón de verosimi-
litud LRUC , LRIND, LRCC y entre paréntesis se indica la diferencia absoluta entre el 
número de fallos esperados y los ocurridos. Los resultados de la estimación mues-
tran que la metodología RiskMetrics®, presenta un adecuado desempeño según 
las tres pruebas LR, para el caso del idxtes y la trm usando un α = 0,95. En el caso 
del igbc, esta presenta un buen desempeño únicamente al ser evaluada mediante 
la prueba de fallos de Kupiec. Por su parte, la metodología de simulación históri-
ca no rechaza la hipótesis de cubrimiento incondicional (LRUC), aunque no supera 
ninguna de las otras pruebas para cada una de las series analizadas. Finalmente, la 
metodología de normalidad, en general, presenta un desempeño pobre en cada una 
de las pruebas, por lo que se descarta para la siguiente parte del análisis.
Cuadro 3. Resultados pruebas de Backtestingun día
IDXTES LRuc LRind LRcc
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TRM LRuc LRind LRcc







































*** Nivel de significancia del 10%.
** Nivel de significancia del 5%.
* Nivel de significancia del 1%.
Fuente: cálculo del autor
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De otra parte, al analizar las proyecciones del VaR de un día a diez días se en-
cuentra que ni la proyección con la regla de la raíz del tiempo, ni la realizada con 
el parámetro encontrado permiten hacer estimaciones adecuadas del riesgo. En el 
caso de la metodología RiskMetrics®, ninguna proyección supera las pruebas LR, 
en tanto que con la metodología de simulación histórica solo se obtienen buenos 
resultados para el caso de la prueba LRUC para el caso del idxtes y la trm con un 
α = 0,95. En el caso del igbc dicha prueba obtiene buenos resultados para el caso 
de la regla de la raíz del tiempo con un α = 0,95 (Cuadro 4).
Se destaca que en el caso del idxtes y el igbc, tanto las proyecciones con la regla 
de la raíz del tiempo como las realizadas con el parámetro encontrado, tienden a 
sobreestimar el riesgo en la medida que el número de fallos es menor al esperado. 
En el caso de la trm, la proyección con la regla de la raíz del tiempo subestima el 
riesgo, en tanto que la realizada con el parámetro encontrado sobreestima el riesgo.
De esta forma, no existe ningún indicio claro que demuestre la superioridad de 
los parámetros encontrados frente a la regla de la raíz del tiempo. Por otro lado, se 
observa que pese a que en algunos casos las propiedades de cubrimiento incondi-
cional del VaR son extrapoladas al hacer la proyección a diez días, en ningún caso 
esto ocurre con las propiedades de independencia. Este resultado podríaresponder a 
que el parámetro de escalamiento no es constante en el tiempo, por lo que se nece-
sitaría otrotipo de modelo para explicar dichas series (e.g. un modelo multifractal). 
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Metodología α=0,95 α=0,95 α=0,95
RiskMetrics®























*** Nivel de significancia del 10%
** Nivel de significancia del 5%
* Nivel de significancia del 1%
Fuente: cálculo del autor
8. Conclusiones
El presente trabajo mostró una metodología diferente para la estimación de la de-
pendencia de largo plazo, que demostró que la serie del mercado de renta fija idx-
tes posee dependencia de largo plazo que se puede caracterizar como persistente 
(caminata aleatoria sesgada). En las otras dos series analizadas no existe evidencia 
estadística que rechace la hipótesis nula de independencia. Esto es importante, pues 
las implicaciones con respecto a los diferentes modelos económicos y financieros 
son de gran magnitud; en particular con respecto al resultado que sustenta el uso 
de la regla de la raíz del tiempo. Cabe anotar que dicha metodología no había sido 
usada antes para el caso colombiano, por lo que este trabajo contribuye, de forma 
importante, a la escasa literatura existente sobre el tema.
Dando alcance a la regulación prudencial internacional, específicamente al 
cbsb (Comité de Basilea en Supervisión Bancaria), en cuanto a su determinación 
de exigir sustento técnico adecuado para realizar el escalamiento del riesgo de 
mercado mediante la regla de la raíz del tiempo, este artículo también demuestra 
que el uso de cualquier método de escalamiento (ya sea la regla de la raíz del tiem-
po o el parámetro encontrado)no es coherente con el comportamiento de lasseries 
financieras analizadas.
Las investigaciones futuras deberán seguir explorando la estructura de de-
pendencia de largo plazo de las series colombianas, para analizar si un parámetro 
constante es capaz de capturar la complejidad de estas. En este sentido, hace falta 
ver si dicho parámetro es cambiante en el tiempo o si se explica por estructuras 
mucho más complejas (modelos multi fractales, por ejemplo) que no se explican 
únicamente por sus primeros momentos estadísticos.
Cuadro 4. Resultados pruebas de Backtesting 10 días (cont.)
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ANEXO 1. Estimación del parámetro de dependencia de 
largo plazo (detalles vs escala)
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