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Resumen
En este trabajo se resuelve el problema de minimizacio´n de costos del control de contamina-
cio´n del aire en una regio´n tridimensional en la que existen varias fuentes del contaminante.
El problema es planteado como un problema de programacio´n semi-infinita y se implementa
una versio´n del me´todo de aproximaciones estoca´sticas externas de Volkov-Zavriev para su
solucio´n. La concentracio´n del contaminante en cada punto de la regio´n es obtenida a partir
de un modelo Gaussiano.
Palabras clave: Optimizacio´n semi-infinita, Me´todo de intercambio, Me´todo estoca´sti-
co de aproximaciones externas, Modelo Gaussiano, Problema de contaminacio´n del
aire.
xTitle: Minimization of cost of air pollution con-
trol in a three-dimensional space
Abstract
In this work cost control pollution minimization problem is solved in a tridimensional region
where there are several sources. Problem is possed as a Semi-infinite programming problem
wich is solved using a version of the stochastic outer aproximation Method created by Volkov-
Zavriev. Gaussian Model has been used to compute concentration of pollutant.
Keywords: Semi-infinite programming, Exchange method, Outer stochastic outer apro-
ximation Method, Gaussian Model, Air pollution problem.
Contenido
Agradecimientos VII
Resumen IX
Introduccio´n XIII
1. Preliminares 1
1.1. Programacio´n semi-infinita . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1. Problema de programacio´n semi-infinita . . . . . . . . . . . . . . . . 1
1.2. Me´todos nume´ricos para optimizacio´n semi-infinita . . . . . . . . . . . . . . 2
1.2.1. Me´todos basados en reduccio´n local . . . . . . . . . . . . . . . . . . . 3
1.2.2. Me´todos de discretizacio´n . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.3. Me´todos de intercambio . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3. Dispersio´n atmosfe´rica, transporte y meteorolog´ıa. . . . . . . . . . . . . . . . 9
1.3.1. Radiacio´n solar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3.2. Circulacio´n del viento . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3.3. Estabilidad atmosfe´rica . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2. Caso Bidimensional y Me´todo estoca´stico de aproximaciones externas 14
2.1. Caso Bidimensional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2. Me´todo estoca´stico de aproximaciones externas . . . . . . . . . . . . . . . . 17
3. El problema de minimizacio´n de costos del control de contaminacio´n del aire en
un espacio tridimensional 21
3.1. Modelo Matema´tico para el problema: caso tridimensional . . . . . . . . . . 21
3.1.1. Variables de decisio´n y funcio´n objetivo . . . . . . . . . . . . . . . . . 21
3.1.2. Modelo para la concentracio´n del contaminante . . . . . . . . . . . . 22
3.2. Formulacio´n del problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.1. Reflejo del contaminante debido al choque con el piso . . . . . . . . . 28
3.3. Un caso particular . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.4. Algoritmo para resolver el problema de minimizacio´n de costos del control de
contaminacio´n del aire en una regio´n tridimensional . . . . . . . . . . . . . . 30
xii Contenido
4. Resultados nume´ricos 33
4.1. Caso: Ω = [0, 20000]× [0, 20000]× [0, 100] con reflejo. . . . . . . . . . . . . . 34
4.2. Caso: Ω = [0, 40000]× [0, 40000], sobre la superficie . . . . . . . . . . . . . . 36
5. Conclusiones y Trabajo Futuro 39
5.1. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.2. Trabajo Futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
A. Anexo: Programa: Versio´n del me´todo de aproximaciones externas 41
B. Para´metros para las restricciones para el problema que aproxima la solucio´n de
caso Ω1 Reflejo 44
Bibliograf´ıa 45
Introduccio´n
El crecimiento de las a´reas urbanas y el desarrollo industrial de algunos pa´ıses ha provocado
problema´ticas ambientales. Los efectos que genera la contaminacio´n del aire van desde la
modificacio´n de las estructuras arquitecto´nicas, hasta el aumento de los problemas respira-
torios en los habitantes de las regiones donde se presenta el feno´meno.
Figura 0-1.: Piedra tallada en la Torre de Londres. Fuente [17], Fotografa: Carlota Grossi.
Un ejemplo del primer caso es la alteracio´n del color de la torre de Londres, generado por
el dio´xido de carbono que se ha acumulado, dejando en color negro la mayor parte de su
superficie, como se puede ver en la figura 0-1. Antecedentes de los efectos negativos sobre la
salud son registrados con frecuencia en los medios de comunicacio´n (ver 0-2) y han provo-
cado el establecimiento de normas ambientales en algunas ciudades para regular la cantidad
ma´xima de concentracio´n de compuestos qum´icos reconocidos como contaminantes.
A pesar que existen antecedentes de este tipo de normas, como una ley promulgada por el
gobierno ingle´s en 1273 para reducir la contaminacio´n de aire procedente de la combustio´n
del carbo´n bituminoso [27]; legislacio´n sobre este tema so´lo se desarrollo´ hasta 1972 en al-
gunos estados en Nortea´merica como California , que por esa e´poca era altamente afectado
por el “neblumo” 1 que cubr´ıa gran parte de la ciudad de Los A´ngeles, ver figura 0-3.
1Te´rmino adaptado como resultado de fusionar niebla-humo
xiv Contenido
Figura 0-2.: Titulares problema´tica ambiental.
La eficacia de las medidas que se adoptan para controlar la contaminacio´n, depende de la
exactitud con que se estime la concentracio´n del contaminante en cada punto de la regio´n.
Estas estimaciones se derivan de patrones de transporte incorporados a modelos matema´ti-
cos que apuntan a describir el feno´meno incluyendo un ana´lisis de factores y causas (fuentes
de emisio´n , procesos meteorolo´gicos, deposicio´n) lo mejor posible.
Los modelos matema´ticos, adema´s de aportar informacio´n que permita controlar la cantidad
de emisio´n de contaminantes y la ubicacio´n de las fuentes, pueden estimar las consecuencias
de futuros escenarios y perio´dicamene optimizar estos datos, en el marco de la regio´n para
adopcio´n operacional de medidas, e incluso determinar la efectividad de otras estrategias de
control de contaminacio´n.
El objetivo de este trabajo es determinar la disminucio´n de contaminacio´n que es necesaria
en una regio´n tridimensional, para cumplir con los requerimientos legales de manera que el
costo de llevar a cabo tal operacio´n sea mı´nimo. El problema es planteado como un proble-
ma de programacio´n semi-infinita (SIP), en el que cada restriccio´n se deriva de la condicio´n
impuesta por la norma sobre la concentracio´n de la contaminacio´n en cada punto.
El te´rmino “semi-infinito” hace referencia a que el problema involucra un nu´mero finito de
variables (en este caso los factores de reduccio´n), pero un nu´mero infinito de restricciones,
una por cada punto de la regio´n.
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Figura 0-3.: Episodio de neblumo en los A´ngeles,1972. Fuente: Documerica, US Environ-
mental Protection Agency. Photo Gallery; Foto´grafo: Gene Daniels.
En el modelo se supone que la funcio´n de costo (funcio´n objetivo ) es lineal o convexa y
que la concentracio´n es resultado de la acumulacio´n de las contribuciones individuales de
cada fuente. El algoritmo usado para resolver el problema SIP es una versio´n del me´todo
estoca´stico de aproximaciones externas [6, 24], que aproxima el problema original por pro-
blemas con un nu´mero finito de restricciones, obtenidas a partir de esquemas de bu´squeda
estoca´stica.
En este trabajo se usa un modelo Gaussiano para calcular la concentracio´n, es decir se su-
pone que en cada fuente la dispersio´n de la pluma tiene una distribucio´n Gaussiana y por
tanto es determinada por las desviacio´n esta´ndar en el plano vertical y horizontal. Estos
para´metros son estimados en funcio´n de la distancia a la fuente en la direccio´n del viento, a
partir de resultados experimentales presentados gra´ficamente por Pasquill, Gifford y Turner,
en [18,21].
Estado del Arte
Existen diferentes modelos que permiten estimar la concentracio´n de la contaminacio´n: Mode-
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los de Caja, Lagrangianos, Computacionales de fluido dina´mico y Gaussianos. Estos modelos
en general incorporan para´metros que tienen en cuenta el movimiento medio general del aire
que transporta el contaminante en la direccio´n del viento; las fluctuaciones turbulentas de
la velocidad que lo dispersan en todas las direcciones y la difusio´n de la masa debido al gra-
diente de la contaminacio´n. El modelo Gaussiano en particular supone el conocimiento de la
elevacio´n de la pluma y de la dispersio´n del contaminante en el plano vertical y horizontal
que dependen de las condiciones atmosfe´ricas y la velocidad media del fluido.
El estudio de la difusio´n (movimiento turbulento) comenzo´ con los trabajos de Taylor
(1915,1921) en un estudio sistema´tico de la mezcla vertical en la atmo´sfera baja. En los
an˜os subsiguientes, los trabajos de Sutton en 1932 y Bosanquet en 1936 (ver [1, 20] ) per-
mitieron la comprensio´n de las propiedades de difusio´n de las plumas emitidas por fuentes
con una altura significativa, sin embargo es la de´cada del 60 tal vez la ma´s productiva en
esta a´rea, como lo demuestran los trabajos de Turner (1964) en [21] sobre la dispersio´n y los
estudios de Briggs [3] en (1965) que dieron lugar a las fo´rmulas de elevacio´n de la pluma.
El problema de minimizacio´n de costos de control de la contaminacio´n, se compone de dos
subproblemas a saber: el primero determinar la concentracio´n del contaminante y el segun-
do la obtencio´n del valor o´ptimo para la funcio´n de costo (cumpliendo con las restricciones
impuestas). Los trabajos mencionados anteriormente apuntan a resolver el primero de los
subproblemas. En el caso del segundo, trabajos desde el punto de vista econo´mico fueron el
punto de partida a principios de la de´cada del 60.
La primera aplicacio´n de la programacio´n matema´tica al manejo de la calidad de aire fue
realizada por Teller en 1968 quien desarrollo´ un modelo de optimizacio´n lineal para este pro-
blema, posteriormente Gorn, Gustafson y Kortanek en 1972 plantearon el problema para tres
fuentes en una regio´n rectangular suponiendo que la funcio´n de costo es lineal y obtuvieron
la solucio´n por medio de aproximaciones lineales. En 1979 Paul Gribick [10], consiguio´ una
solucio´n al problema en te´rminos de optimizacio´n no diferenciable habiendo considerando la
funcio´n de costo como no lineal.
Recientemente en 2004, Fedossova, Kafarov y Mahecha trataron el problema en el caso bi-
dimensional, mediante una versio´n del me´todo estoca´stico de aproximaciones externas de
Volkov- Zavriev, ver [6], y en 2009 Vaz en [23], resuelve el problema usando un me´todo de
discretizacio´n para programacio´n semi-infinita. Finalmente, Fedossova en 2012 resolvio´ el
problema en el caso que existe una regio´n de conflicto entre las fuentes afectadas por la
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norma legal (ver [5]).
En los trabajos mensionados anteriormente se ha supesto que la superficie es un plano y so´lo
se ha tenido en cuenta la concentracio´n al nivel del piso; en este trabajo se considera la con-
centracio´n en una regio´n tridimensional; de esta manera se pretende que la norma ambiental
sea cumplida en lugares con una altura considerable, por ejemplo en los pisos superiores de
edificios ubicados en la regio´n.
Estructura del documento
En el primer cap´ıtulo de este documento se presentan los preliminares tanto de programacio´n
semi-infinita, como de feno´menos meteorolo´gicos, que se ha dejado hasta la u´ltima seccio´n. El
estudio del me´todo de aproximaciones estoca´sticas externas se ha aplazado hasta el cap´ıtulo
2, que esta´ dedicado en la mayor parte al caso bidimensional.
En el cap´ıtulo 3 se presenta el modelo matema´tico para el caso tridimensional, asumiendo
un modelo Gaussiano para la dispersio´n del contaminante en una regio´n donde existen una
montan˜a y diferentes fuentes. En el cap´ıtulo 5 se muestran resultados nume´ricos obtenidos
para el contaminante dio´xido de azufre, considerando como norma ambiental la establecida
para Bogota´ y usando como me´todo de solucio´n una versio´n del me´todo propuesto por
Volkov-Zavriev, la cua´l se presenta al final del cap´ıtulo 4.
1. Preliminares
1.1. Programacio´n semi-infinita
En la mayor parte de este documento si A es un conjunto, |A| representa su cardinal. El con-
junto de los nu´meros naturales es considerado como N = Z+∪{0}, adema´s ‖ ‖ es una norma
arbitraria y ‖ ‖p es la norma p usual en Rn, n ∈ Z+; para p =∞, y x ∈ Rn, ‖x‖ = ma´x
i=1,..,n
|xi|.
La densidad de un subconjunto Yσ de Y ⊂ Rn es definida por:
d(Yσ, Y ) = sup
y∈Y
ı´nf
yσ∈Yσ
‖y − yσ‖∞
1.1.1. Problema de programacio´n semi-infinita
Los problemas de optmizacio´n con un continuo de restricciones aparecen en diferentes a´reas
de aplicaciones (ver, por ejemplo, [14]). Un problema con un infinito nu´mero de restricciones
1 se llama problema de programacio´n semi-infinita (SIP) y se describe as´ı:
P (Y ) : minimizar f (x) x ∈ X ⊂ Rn
sujeto a (s.t) g(x, y) 6 0 y ∈ Y ⊂ Rm (1-1)
donde Y es un conjunto compacto con |Y | = ∞, y las funciones f y g generalmente se
consideran continuamente diferenciables en una vecindad de X y de X×Y respectivamente.
A el nu´mero de componentes de x se denomina la dimensio´n del problema y el conjunto
F(Y ) de todos los puntos en Rn que satisfacen todas las restricciones, se llama conjunto de
puntos factibles, es decir F(Y ) = {x ∈ Rn : g(x, y) 6 0 ∀y ∈ Y }.
Si Yσ ⊂ Y el subproblema P (Yσ) se define as´ı:
minimizar f(x, y) x ∈ X ⊂ Rn
s.t g(x, y) 6 0 ∀y ∈ Yσ
(1-2)
1Tambie´n cuando el problema tiene infinitas variables
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El valor µ(Yσ) = ı´nf
x∈F(Yσ)
f(x) se llama valor minimal del problema P (Yσ), y un punto factible
xσ tal que f(xσ) = µ(Yσ) se llama solucio´n del problema P (Yσ).
En el problema P (Yσ), la restriccio´n g(x, y0) se llama activa en el punto x si g(x, y0) = 0 e
inactiva si g(x, y0) < 0, a el punto y0 ∈ Yσ se le llama un punto activo. Un punto x ∈ F(Yσ)
tal que g(x, y) < 0 para todo y ∈ Yσ se llama un punto de Slater o un punto interior factible.
Se dice que una restriccio´n g(·, y) es violada en el punto x si g(x, y) > 0.
Definicio´n 1.1. Sea xF ∈ F(Y ) y Yσ ⊂ Rn, el conjunto de nivel del punto xF con respecto
a Yσ esta´ dado por Λ(xF , Yσ) := F(Yσ) ∩ {x ∈ Rn : f(x) ≤ f(xF )}
No´tese que si el problema P (Y ) tiene una solucio´n, esta tambie´n lo es para el problema
mı´n
x∈Λ(xF ,Y )
f(x).
El problema P (Y ) tiene solucio´n si F(Y ) es compacto. Sin embargo como Λ(xF , Y ) siempre
es cerrado [9], entonces (por el teorema de Weiertrass) una hipo´tesis importante que se ne-
cesita para asegurarse que el problema tiene solucio´n es que Λ(xF , Y ) es acotado para algu´n
xF factible. Cuando la funcio´n objetivo f es convexa so´lo es necesario que exista xF ∈ F(Y )
y un conjunto finito Y0 ⊂ Y tal que el conjunto de nivel Λ(xF , Y0) sea acotado (ver, [9]).
1.2. Me´todos nume´ricos para optimizacio´n semi-infinita
Existen gran cantidad de art´ıculos en la literatura sobre me´todos para resolver problemas de
programacio´n semi-infinita. En la mayor´ıa de ellos se obtienen problemas de optimizacio´n
finitos ( lineales o no lineales) a partir del problema original de tal manera que sus soluciones
permitan construir una sucesio´n (xn)n∈N que converge a al o´ptimo del problema original. De
acuerdo con la forma en que se generan los problemas finitos, desde el punto de vista de
Hettich y Kortaneck (ver [14]), se pueden distinguir tres tipos de me´todos: i) Me´todos de
intercambio, ii)Me´todos basados en reduccio´n local y iii) Me´todos de discretizacio´n.
A lo largo de esta seccio´n denotaremos por P (Y ) al problema SIP:
minimizar f(x) x ∈ X ⊂ Rn
s. t. g (x, y) 6 0, y ∈ Y (1-3)
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Adema´s F(Y ) = {x : g(x, y) 6 0,∀y ∈ Y } el conjunto de puntos factibles del problema
P (Y ) y Mc (Y ) el conjunto de todos los subconjuntos compactos de Y .
1.2.1. Me´todos basados en reduccio´n local
Se conocen como me´todos basados en reduccio´n local los me´todos para resolver el problema
SIP P (Y ) que pueden ser descritos conceptualmente mediante el siguiente algoritmo:
ALGORITMO CONCEPTUAL:
paso n:
entrada: xn ∈ Rn no necesariamente factible.
(i) Determinar ma´ximos locales yn1 , ..., y
n
m de la funcio´n g(xn, y) en el conjunto Y .
(ii) Formar el problema P (Yn) : ma´x{f(x) : g(x, ynl ) 6 0, l = 1, ...,m}
(iii) Realizar un nu´mero finito kn de iteraciones de un algoritmo para resolver el problema
de optimizacio´n finita.
(iv) hacer xn = xkn , el valor obtenido en la u´ltima iteracio´n del paso anterior.
El problema P (Yn) usualmente se llama problema reducido. Bajo hipo´tesis como la exis-
tencia de funciones continuas en alguna vecindad de cada yni , i = 1, ...,m y una vecindad
de x se puede probar que x es o´ptimo local para P (Y ) si y so´lo si lo es para el problema
reducido. Para una prueba de este hecho ver [14].
1.2.2. Me´todos de discretizacio´n
Una manera de abordar los problemas de programacio´n semi-infinita P (Y ), es aproximar la
solucio´n por el valor o´ptimo de la funcio´n objetivo sujeta a un nu´mero finito N de restriccio-
nes, esto significa que el conjunto de para´metros Yi para i = 1, ..., N es un conjunto finito.
Si se desea tener una mayor precisio´n en la solucio´n se aumenta el nu´mero de elementos en
el conjunto de para´metros.
Los me´todo de discretizacio´n comienzan determinando una grilla de puntos que sucesiva-
mente se va refinando, adema´s los puntos de ella se usan para definir la siguiente grilla
y determinar las nuevas restricciones que sera´n usadas en el siguiente paso, de tal mane-
ra que si Yi ⊂ Y es el conjunto de restricciones obtenidas en el paso i se debe cumplir
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l´ımi→∞ dist(Yi, Y ) = 0 en la distancia de Hausdorff.
Una sucesio´n de grillas Gi donde Gi ⊂ Gi+1, i ∈ N puede ser prescrita, o tambie´n puede
definirse en cada paso de manera que la informacio´n obtenida en el i-e´simo nivel de dis-
cretizacio´n es utilizado para definir la siguiente, en el primer caso se dice que la sucesio´n
es definida a priori y en el segundo definida a posteriori. Antes de todo se puntualiza la
definicio´n de grilla.
Coside´rese T un conjunto compacto 2. Sin perdida de generalidad se puede suponer
T ⊂ I1 × I2 × · · · × Ip ⊂ Rp
donde Ij = [αj, βj], j = 1, ..., p.
Un vector 0 < h = (h1, h2, ..., hp) ∈ Rp se llama vector de paso si h es tal que nj = (βj−αj)/hj
son nu´meros enteros para j = 1, . . . , p . Se denomina Grilla rectangular de taman˜o de paso
h al conjunto
G[h] := {t = (t1, . . . , tp) : ti = αi + jhi, j = 0, ..., ni i = 1, ..., p}.
Por ejemplo en R2, si T es un conjunto compacto contenido en el recta´ngulo [1, 10] × [2, 6]
y h = (h1, h2) entonces n1 =
9
h1
∈ Z+ y por tanto los valores enteros positivos posibles para
h1 son 1, 9, 3 y los correspondientes para n1: 9, 1, 3. De manera ana´loga, los posibles valores
enteros positivos para n2 =
4
h2
y h2 son respectivamente 1, 4, 2 y 4, 1, 2.
Eligiendo h1 = 3 y h2 = 2 es decir el vector de paso h = (3, 2), los valores para n1 y
n2 son respectivamente 3 y 2. los puntos (t1, t2) de G[h] se obtienen as´ı:
t1 = 1 + 3j para j = 1, 2, 3,
t2 = 2 + 2j para j = 1, 2.
Por lo tanto los valores de t1 y t2 son {1, 4, 7, 10} y {2, 4, 6} que generan la grilla rectangular
G[h] = {1, 4, 7, 10} × {2, 4, 6}. Estos puntos son presentados en la figura 1-1, donde el
conjunto T corresponde a los puntos de la curva continua junto con la regio´n encerrada por
ella.
2La compacidad garantiza que la sucesio´n de las soluciones de los problemas de aproximacio´n tiene un
punto de acumulacio´n
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Figura 1-1.:
Se notara´ T [h] al conjunto de los puntos de la grilla que pertenezcan al conjunto T , es decir
T [h] = T ∩G[h]. Un punto tr = (tr1, ..., trp) ∈ T [h] es llamado un punto pro´ximo o vecino de
un segundo punto tl si |tri − tli| 6 hi para i = 1, .., p. Por la definicio´n de hi se tiene:
hi ≥
∣∣tki − tli∣∣ = ∣∣αi + jkhi − (αi + jlhi)∣∣ = |hi| ∣∣jk − jl∣∣
por tanto 1 ≥ ∣∣jk − jl∣∣ para jk,jl ∈ 1, ..., ni. Esto significa que un punto es vecino de otro
si la distancia entre cada una de sus componentes no es superior a una unidad del taman˜o
determinado por la respectiva componente de h.
Para un problema P (Y ) s´ı T1 y T2 son subconjuntos finitos de Y , con T1 ⊂ T2, se dice que T2
es un refinamiento de T1. Naturalmente si T es finito T [h] para algu´n h es un refinamiento
suyo. De otro lado, no es necesario que T sea finito para que T [h] lo sea. Por ejemplo el
problema con restricciones lineales :
P (Y ) : maximizar f(x) x ∈ Rn
s. t. atx 6 b a ∈ Y , b ∈ R (1-4)
puede ser aproximado por subproblemas finitos de la forma:
P (Y [h]) :
maximizar f(x) x ∈ Rn
s. t. Ax 6 B
donde ai: la fila i de Am×n es tal que ai: = ti ∈ Y [h]. En general, a en el problema P (Y )
puede ser una funcio´n a(t) : Y ⊂ R→ Rn y en el problema P (Y [h]) cada fila de la matriz A
es una funcio´n de un valor t de Y [h].
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Cuando se resuelve un problema que su conjunto de para´metros Yn+1 es un refinamiento de
otro Yn, es posible que las restricciones nuevas sean violadas en el punto que soluciona al
problema formado a partir Yn. Los puntos del conjunto de para´metros asociados a ellas son
caracterizados en la siguiente:
Definicio´n 1.2. Si Y1 ⊂ Y2 son subconjuntos finitos de Y y x es la solucio´n del problema
P [Y1] la x− seleccio´n del Conjunto Y2 es el conjunto S[x, Y2] = {y : y ∈ Y2,g(x, y) > b(y) }
No´tese que la x-seleccio´n de Y2 es el conjunto de para´metros de Y2 que viola las restricciones
del problema P (Y ) en el punto o´ptimo de P (Y1) bajo las restricciones de este u´ltimo.
Conside´rese Y = (1, 3] ∪ (3.5, 4.8] , P ([Y ]) un problema con restricciones a(t)x 6 b(t) para
t ∈ Y . Como Y ⊂ [1, 5] el vector de taman˜o del paso para la grilla es h tal que n = 4/h ∈ Z
escogiendo h = 1 entonces G[1] = {2, 3, 4, 5}, Y [1] = Y ∩ G[1] = 2, 3, 4. Si ahora se elige
h = h
2
= 1/2 entonces n = 8 y Y [2] = {3
2
, 2, 5
2
, 3, 7
2
, 4, 9
2
, 5}. Si suponemos que x = 1 es
solucio´n a un subproblema P (Y [1]) entonces la 1−seleccio´n de P (Y [2]) son los puntos 5
2
, 9
2
,
que en la figura se han encerrado.
Figura 1-2.:
Solucio´n de problemas discretizados
Existe diversidad de algoritmos para resolver problemas PSI lineales por me´todos de discre-
tizacio´n, a continuacio´n se presenta uno dado por Reemtsen en [19]:
sea i ∈ N fijo
Paso 0. Elegir k ∈ N y Dk ⊂ Yi con n ≤ |Dk |<∞ , y elegimos k = 0 si i = 0.
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Paso 1. Encontrar una solucio´n xk ∈ Rn de P [Dk], hacer Ak := {y ∈ Dk : g(xk, y) = 0}.
Paso 2. Encontrar yk ∈ Yi tal que g(xk, yk) = ma´x
y∈Yi
g(xk, y).
Paso 3. Si g(xk, yk) ≤ 0 parar. S´ı no, elegir Dk+1 ⊂ Yi con Ak ∪ {yk} ⊂ Dk+1.
Paso 4. k := k + 1 e ir al paso 1.
En el algoritmo anterior es posible construir el conjunto D1 = Y [h1] como la interseccio´n
del conjunto de para´metros con la grilla que tiene taman˜o de paso h1 y Dk+1 se obtiene
adicionando al conjunto anterior Dk los puntos de la x-seleccio´n de Y [hk+1] = G[hk+1] ∩ Y .
La grilla G[hk+1] construida de esta manera, es un refinamiento de G[hk]. Un algoritmo en
estos te´rminos junto con ejemplos nume´ricos y la prueba para la convergencia, es presentado
en [13].
Los me´todos de discretizacio´n en comparacio´n con otros me´todos, tienen la ventaja que
la factibilidad de los puntos se puede evaluar de manera sencilla debido a la finitud del
conjunto de para´metros, sin embargo, el costo computacional, es alto por el nu´mero de veces
que se debe evaluar la funcio´n para conseguir una solucio´n suficientemente precisa. Adema´s
las soluciones pueden ser aproximaciones externas “es decir” el punto o´ptimo aproximado
no es factible, a pesar de esto, la soluciones alcanzadas por el me´todo de discretizacio´n
frecuentemente son suficientes para propo´sitos pra´cticos y en el caso en que esto no ocurra,
bajo ciertas condiciones la solucio´n puede mejorarse por un me´todo localmente convergente
basado en reduccio´n, [9].
1.2.3. Me´todos de intercambio
Informalmente hablando, estos me´todos en cada paso realizan un intercambio de restricciones
en el sentido que adicionan y “pueden ” eliminar algunas de ellas al conjunto que se ten´ıa
previamente. Estos me´todos en te´rminos generales en el paso k actua´n algor´ıtmicamente
como sigue ([14]):
Si Yk ⊂ Y es finito, se obtiene la solucio´n wk = f(xk) del problema de optimizacio´n
(con finito nu´mero de restricciones) P (Yk) y los elementos y
k
1 , ..., y
k
m de Y , tal que
alguno de ellos es punto o´ptimo para el problema de maximizacio´n interno (los dema´s
se pueden elegir arbitrariamente)
IPk : ma´x{g (xk, y) : y ∈ Y }
Se conforma el nuevo conjunto de restricciones Yk+1 tal que
Yk+1 ⊂ {yk1 , ..., ykm}
⋃
Yk
8 1 Preliminares
El proceso continua hasta cuando g(xk, y
k
j ) 6 0 para todo 0 6 j 6 m; es decir que
con la solucio´n al problema P (Yk) las restricciones ma´s relevantes formadas a partir
de elementos del conjunto de para´metros Y del problema SIP, son cumplidas cuando
x = xk.
La frase “se pueden eliminar algunas restricciones” en el primer pa´rrafo de esta seccio´n, se
justifica en el hecho que no es necesario eliminar restricciones en cada paso; en otras pala-
bras, el nuevo conjunto de para´metros Yk+1 se puede conformar a partir del anterior so´lo
adicionando los nuevos puntos obtenidos de la solucio´n del problema interno IPk.
El siguiente teorema, establece las condiciones bajo las cuales, el algoritmo permite deter-
minar una solucio´n aproximada al problema SIP. Aqu´ı se presenta detalladamente la prueba
dada por Hettich y Kortanek en [14].
Teorema 1. ([14]). Si Y ∈ Mc(Y ) , Y ⊂ Bγ(0) = {y : ‖y‖∞ 6 γ} y en cada paso
v(xk) := ma´x
y∈Y
g(xk, y) = y
k
j existe para algu´n j ∈ {1, ...,m} entonces el algoritmo descrito
arriba obteniendo el conjunto de para´metros Yk+1 = Yk∪{yk1 , ..., ykm} se detiene en un nu´mero
finito de pasos con una solucio´n al problema P (Y ) o la sucesio´n {xk} tiene un punto de
acumulacio´n que resuelve P (Y ).
Demostracio´n: Como {xk} es acotada por estar contenida en un conjunto compacto, existe
un punto de acumulacio´n x. Sin pe´rdida de generalidad supo´ngase xk → x. Debido a que
Yk+1 ⊂ Y se tiene v(Y ) = sup
x∈F(Y )
f(x) 6 f (x), luego es suficiente mostrar que x es un punto
factible de P (Y ).
En efecto, s´ı ma´x
y∈Y
g(x, y) > 0 y ma´x
y∈Y
g(xk, y) = g(xk, ŷk) se tiene
ma´x
y∈Y
g(x, y) = ma´x
y∈Y
g(xk, y) + [ma´x
y∈Y
g(x, y)−ma´x
y∈Y
g(xk, y)]
= g(xk, ŷk) + [ma´x
y∈Y
g(x, y)−ma´x
y∈Y
g(xk, y)]
6 [g(xk, ŷk)− g(x, ŷk)] + [ma´x
y∈Y
g(x, y)−ma´x
y∈Y
g(xk, y)],
donde se ha usado el hecho que x ∈
∞⋂
k=1
{x : g(x, y) 6 0, y ∈ Yk} porque Yk ⊂ Yk+1 para
todo k. Como las funciones g y v (donde v(x) = ma´x{g(x, y), y ∈ Y }), son continuas el
lado derecho de la desigualdad anterior toma valores arbitrariamente pequen˜os cuando k es
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suficientemente grande, lo cual contradice que v(x) > 0.
En general obtener una solucio´n global para el problema de optimizacio´n interno IPk es
muy costoso para problemas donde Y ⊂ Rn, n > 2, esto motiva estrategias como trabajar
solamente con y = y1 tal que g(xk, y1) > 0, ([14]).
1.3. Dispersio´n atmosfe´rica, transporte y meteorolog´ıa.
En esta seccio´n se discutira´ la emisio´n, transporte y difusio´n de un contaminante liberado en
la atmo´sfera y que finalmente es depositado sobre la superficie de algu´n a´rea geogra´fica. Las
cantidades de contaminantes provenientes de diferentes fuentes, que recibe una regio´n, var´ıan
de un punto a otro, dependiendo de los vientos existentes y de la presencia de obsta´culos
naturales o artificiales como montan˜as y edificios.
El transporte y la difusio´n del contaminante, son afectados por los diferentes feno´menos
f´ısicos que ocurren en la atmo´sfera. En general, segu´n [27], la dispersio´n es el resultado de
tres mecanismos dominantes: a). El movimiento medio general del aire que transporta el
contaminante en la direccio´n del viento; b) las fluctuaciones turbulentas de la velocidad que
dispersan el contaminante en todas las direcciones y c) la difusio´n de la masa debido al
gradiente de la contaminacio´n.
Los movimientos del aire afectan la dispersio´n y el transporte del contaminante en cercan´ıas
a una fuente o incluso a cientos de kilo´metros. En la tabla 1-1, se presentan los feno´menos
ocasionados por estos movimientos en las diferentes escalas meteorolo´gicas.
Escala A´rea
geogra´fica
(km2)
Periodo Feno´meno
Micro-escala 2− 15 Minutos Comportamiento de la pluma
Meso-escala 15− 160+ Horas a d´ıas Brisas del mar y lagos
Escala sina´ptica > 106 Dı´as Sistemas migratorias de alta
y baja presio´n, frentes fr´ıos y
ca´lidos, sistemas semiperma-
nentes de alta presio´n.
Escala planetaria > 106 Semanas y meses Feno´meno de Hadly, tormenta
tropicales, otros.
Tabla 1-1.: Escalas meteorolo´gicas. Tomado de [8]
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En las siguientes secciones se estudiara´n los factores que afectan la turbulencia atmo´sferica
y la del viento.
1.3.1. Radiacio´n solar
Un factor muy importante en los comportamientos del movimiento del aire, es la la canti-
dad de radiacio´n solar que llega a un a´rea unitaria de la superficie terrestre, denominada
Insolacio´n. El a´ngulo en que los rayos solares inciden sobre la superficie juega un papel fun-
damental, debido a que hace variar el a´rea que recibe la misma cantidad de insolacio´n, y es
por esto que las estaciones y las diferentes horas del d´ıa tienen efectos distintos.
La absorcio´n de esta radiacio´n es funcio´n del tipo de superficie, por ejemplo el hielo ab-
sorbe menor cantidad de radiacio´n que el suelo desnudo, y que el agua. Esta diferencia de
la cantidad de radiacio´n absorbida, genera diferencias de temperatura entre las distintas
superficies, y en consecuencia comportamientos complejos en el viento, en lugares donde por
ejemplo existen cuerpos de agua.
1.3.2. Circulacio´n del viento
El calentamiento diferencial del aire origina movimientos horizontales, las diferentes tempe-
raturas entre la atmo´sfera del Ecuador y la de los polos genera movimientos a escala global;
entre el aire de los oce´anos y de la masa continental, los movimientos a escala media; y las
que ocurren en lugares con extensiones de agua generan los movimientos del aire a escala
local. No se presentara´n aqu´ı detalles de lo movimientos a nivel global, para un estudio pro-
fundo del tema, ver [14,27].
El aire fluye de las regiones de mayor a las de menor presio´n, lo que genera una mayor dis-
persio´n del contaminante cuando las diferencias son significativas. Esta diferencia de presio´n
medida en una unidad de longitud se denomina gradiente de presio´n o fuerza del gradiente
de presio´n. En regiones donde el gradiente de presio´n es mayor, la cantidad de aire sobre la
superficie tambie´n lo es, mientras que los lugares donde el gradiente de presio´n es menor,
ma´s liviano es el viento sobre la superficie [11].
Mezcla vertical.
La altura a la cual se lleva a cabo el mezclado convectivo y turbulento cuando la temperatu-
ra de la superficie es ma´xima, se llama altura del mezclado. Ella afecta la dispersio´n de un
contaminante porque la cantidad de aire disponible para diluirse es mayor en la medida que
altura de mezclado tambie´n lo es. Esta altura es influenciada por cambios de temperatura,
por ejemplo, cuando la temperatura de la superficie es alta las porciones de aire cercanas se
1.3 Dispersio´n atmosfe´rica, transporte y meteorolog´ıa. 11
calientan y adquieren flotabilidad.
La aceleracio´n de flotacio´n debida a la diferencia de la temperatura con el aire circundante,
bajo hipo´tesis no muy fuertes esta dada por:
dv
dt
=
T ′ − T
T
g. (1-5)
donde T ′ es la temperatura de la porcio´n de aire, T la temperatura de la atmo´sfera local y
g es la aceleracio´n de la gravedad.
No´tese que la aceleracio´n es cero cuando la temperatura de un cubo diferencial de aire en
movimiento es igual a la de la atmo´sfera local, y cuando la diferencia de la temperatura es
muy grande mayor lo es la aceleracio´n, es decir ma´s vigoroso el mezclado. Para la deduccio´n
de la ecuacio´n 1-5 ver por ejemplo [27].
Movimientos horizontales
Los movimientos horizontales del aire son caracterizados por la velocidad y la direccio´n. La
velocidad es afectada por las diferencias de presio´n y temperatura, cuanto mayor es el gra-
diente de presio´n mayor la velocidad. La rugosidad de la superficie afecta los movimientos
del aire generando en algunos casos movimientos no suaves. Sin embargo estos movimientos
conocidos como turbulentos pueden ser ocasionados tambie´n por las diferencias de tempe-
ratura de objetos sobre la superficie con diferente capacidad calo´rica, que hacen que muy
pequen˜as cantidades de aire se calienten y se muevan verticalmente generando un mezclado
del contaminante.
El efecto de la friccio´n de la superficie var´ıa de un lugar a otro, por ejemplo en las a´reas
rurales la influencia de la rugosidad sobre la velocidad del viento so´lo se mantiene decenas
de metros, mientras en las grandes ciudades lo efectos pueden ser de hasta cientos de metros.
Para ver el efecto de la velocidad del aire en la dilucio´n del contaminante, siguiendo a
[11], supo´ngase que una parcela de aire se mueve a trave´s de la emisio´n de una fuente, a
una velocidad u. Entonces en una unidad de tiempo, el volumen de aire en el que se encuen-
tra diluido el contaminante es igual al producto entre el a´rea de la seccio´n transversal y la
velocidad del viento, por tanto la concentracio´n del contaminante C se puede representar
C =
Q
u× A
donde A es el a´rea de la seccio´n transversal de la pluma y Q la tasa de emisio´n (g/s) del
contaminante, ver figura 1-3.
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Figura 1-3.:
La ecuacio´n para la concentracio´n evidencia el efecto directo de la velocidad del viento, pues
si la velocidad se multiplica por K, la concentracio´n se disminuye en esa proporcio´n.
1.3.3. Estabilidad atmosfe´rica
La estabilidad atmosfe´rica es la medida de flotabilidad de una parcela de aire, es decir la
tendencia a resistir el movimiento vertical.
Si una parcela de aire se mueve verticalmente, su temperatura puede cambiar con la al-
tura, esta tasa de cambio se denomina gradiente vertical3, nocio´n que permite caracterizar
la estabilidad atmosfe´rica respecto a movimientos verticales de una pequen˜a porcio´n de aire.
El gradiente de temperatura vertical en condiciones adiaba´ticas, es aproximadamente dT
dz
=
−1◦c/100m, donde z es la altitud. En algunos casos es conveniente designar la tasa de cambio
como el valor negativo del gradiente de temperatura, por lo que con frecuencia se encuentra
en la literatura que la tasa de cambio adiaba´tica es aproximadamente 1. Una deducio´n de
este valor para la tasa de cambio a partir de la ley del equilibrio de fuerzas esta´ticas y de la
primera ley de la termodina´mica, puede leerse en [27].
Normalmente la atmo´sfera no esta´ en condiciones adiaba´ticas. Cuando la tasa de decaimien-
to es menor a −1◦C/100m, la atmo´sfera es superadiaba´tica; cuando tiene el mismo valor en
cualquier altura, se dice que la atmo´sfera es iso´terma o isote´rmica; y en el caso en que la
tasa de decaimiento es mayor que la tasa adiaba´tica, la estabilidad de atmo´sfera se deno-
mina subadiaba´tica. Los diferentes tipos de condiciones de estabilidad para la atmo´sfera se
muestran en la figura 1-4.
3este te´rmino se puede emplear tambie´n para definir gradiente vertical adiaba´tico
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Figura 1-4.: Estabilidad atmosfe´rica
Las anteriores condiciones atmosfe´ricas permiten clasificar la atmo´sfera en estable o inesta-
ble. En efecto, en el caso superadiaba´tico (la tasa de decaimiento dT
dz
es mayor que −1) si
una parcela de aire es transportada ra´pidamente hacia arriba entonces su temperatura es
mayor que la del aire circundante, y por lo tanto es menos densa que e´l aire de algu´n en-
torno cercano, por lo que seguira´ su desplazamiento verticalmente hacia arriba. De la misma
forma, si la pequen˜a porcio´n de aire es movida su´bitamente hacia abajo, experimentara´ una
compresio´n adiaba´tica y debido a su mayor densidad, el aire continuara´ en movimiento des-
cendente [27].
En el caso subadiaba´tico, en cambio, si una pequen˜a porcio´n de aire es empujada hacia arriba
(abajo) esta tiende a regresar a su posicio´n original. En este caso se dice que la atmo´sfera es
estable. Por u´ltimo, cuando la tasa de decaimiento de la temperatura es aproximadamente
igual al adiaba´tico se dice que la estabilidad atmosfe´rica es neutral.
2. Caso Bidimensional y Me´todo
estoca´stico de aproximaciones
externas
En este cap´ıtulo se estudia brevemente el problema de minimizacio´n de costos del control de
contaminacio´n del aire, especialmente los resultados obtenidos por [6,23]. La u´ltima seccio´n
se dedicada al me´todo estoca´stico de aproximaciones externas propuesto por Volkov-Zavriev
en [24] y del cual se usara´ una versio´n para resolver el problema SIP.
2.1. Caso Bidimensional
El problema de contaminacio´n de aire ha sido estudiando desde de´cadas anteriores. En 1972
Gustafson y Kortanek presentaron una formulacio´n del problema y plantearon expl´ıcitamente
el siguiente ejemplo con tres fuentes:
minimizar 2x1 + 4x2 + x3, xi ∈ [0, 1], i = 1, 2, 3.
sujeto a g(x, y) =
3∑
i=1
(1− xi)ci(y)− 1
2
≤ 0, y ∈ [−1, 4]× [−1, 4] (2-1)
La solucio´n obtenida usando aproximaciones lineales, establecio´ el o´ptimo en en el punto
(0, 0, 0.272).
Posteriormente Gribick [10] estudio el problema para el caso en que la funcio´n de costos
(funcio´n objetivo ) es no lineal, en te´rminos de optimizacio´n no diferenciable .
Ma´s recientemente, en 2004 Fedossova, Kafarov y Mahecha, bajo la hipo´tesis de diferencia-
bilidad sobre las funcio´n objetivo y las restriccio´nes del problema PSI propuesto, trataron
el problema en los casos lineal y convexo, mediante una versio´n del me´todo estoca´stico de
aproximaciones externas, denominado SMETH.ACTIV.Medio.
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Asumiendo que el costo es una funcio´n lineal y que existe la obligacio´n de cumplir con una
norma para la concentracio´n ma´xima permitida de un contaminante en una regio´n plana Y 0,
el problema de minimizacio´n de costos para el control de la contaminacio´n, segu´n [6] es:
P (Y 0) min c(x1, ..., xn) =
n∑
j=1
cjxj
sujeto a g(x, y) =
n∑
j=1
(1− xj)Cj(y)− ϕ(s) 6 0 ∀y ∈ Y 0
donde x1, ..., xn ∈ [0, 1] son los porcentajes de emisiones que debe reducir cada fuente;
c1, ..., cn los costos respectivos y C1, ..., Cn la cantidad de contaminante aportada por cada
fuente en un punto y del a´rea de control Y 0 ⊂ R2.
La idea principal del me´todo de solucio´n (aproximaciones estoca´sicas externas) consiste en
remplazar el problema original por una sucesio´n {P n} de problemas con un nu´mero finito
de restricciones. Este algoritmo utiliza el esquema de la bu´squeda estoca´stica activa y pasiva
RS.ACTIV, ver [24], para encontrar los para´metros relevantes para cada problema P n de la
sucesio´n que aproxima a P 0.
Como ejemplo para el caso lineal, Fedossova en [6], resolvio´ el problema de contaminacio´n en
la regio´n [−1, 4]× [−1, 4] para tres fuentes, planteado por Gustafson. La direccio´n del viento
se considero´ paralela al eje horizontal en el sentido positivo y la ubicacio´n de las fuentes en
los puntos (0,1), (0,0), (2,− 1), y las funciones de transferencia de contaminacio´n se asu-
mieron del tipo Sutton. El algoritmo fue implementado en lenguaje de programacio´n C + +;
la solucio´n obtenida es aproximadamente igual a la de [12] como se puede ver en la tabla
2-1, donde se muestran los resultados obtenidos partiendo de diferentes puntos iniciales.
En la gra´fica 2-1 tomada de [6], es posible apreciar la factibilidad de los puntos en la regio´n
de control. Las a´reas donde g(x, y) ≤ −0.1 esta´n pintadas de gris claro, las zonas en color
gris oscuro corresponden a los puntos donde −0.1 < g(x, y) ≤ −0.0001 y la regio´n pintada
en color negro corresponde a los puntos donde la diferencia entre la concentracio´n y la norma
no es superior a −0,0001 (sin embargo la norma se cumple).
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Figura 2-1.: Caso lineal o´ptimo (0.0, 0.0, 0.2729), fuente [6]
Nu´mero de
iteraciones
y de res-
tricciones
activas
Punto cr´ıtico
aproximado (con-
centracio´n de la
contaminacio´n)
punto inicial Punto o´pti-
mo
Valor
funcio´n
de costo
3 (2.897737,-0.840293) (0,0,0) (0,0,0.2729) 0.2729
5 (3.195362,-0.884669) (0,0,0) (0,0,0.27303) 0.27303
4 (3.035533,-0.922631) (0.15,0.2,0.05) (0,0,0.2750) 0.2750
3 (3.055767,-0.863967) (0.15,0.2,0.05) (0,0,0.2752) 0.2752
Tabla 2-1.: Resultado para diferentes puntos iniciales con tres fuentes. Tomado de [6]
El problema de minimizacio´n de costos de control de contaminacio´n en el caso bidimensional,
tambie´n fue resuelto en 2009 por Vaz en [23], usando un me´todo de discretizacio´n para SIP,
implementado en SIPAMPL aplicando un modelo Gaussiano para calcular la concentracio´n
del contaminante. Como ejemplo para tres fuentes fue resuelto el planteado por Gustafson
en 1972. Las desviaciones esta´ndar vertical y horizontal empleadas son las que permiten
obtener una equivalencia con las condiciones de Sutton en el caso n = 1, [23]:
σy = σz =

√
X
2
si X > 0
0 en otro caso.
donde X es la distancia a la fuente en la direccio´n del viento.
SIPAMPL (Semi-infinite programming with AMPL) es un lenguaje de modelacio´n que ayuda
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a evaluar el desempen˜o de algor´ıtmos nume´ricos. Este software fue desarrollado con base en
el lenguaje de modelamiento algebraico para problemas de optimizacio´n lineal y no-lineal
AMPL (A Modeling Language for mathematical programming ) y contiene una base de da-
tos con mas de un centenar de problemas lineales y no lineales completamente codificados,
algunos con para´metros que pueden ser modificados para formar problemas de mayor com-
plejidad. Para una descripcio´n de como codificar problemas en este software ver [22].
Vaz tambie´n resolvio´ el problema de minimizacio´n de costos del control de contaminacio´n
con la herramienta SIPAMPL para diez fuentes, usando los datos de [25] en la regio´n plana
[−20000, 20000] × [−20000, 20000]. El l´ımite ma´ximo de concentracio´n aplicado fue el por-
tugue´s de 350µg/m3. Asumiendo que los costos de reduccio´n de una unidad porcentual no
var´ıa entre las diferentes fuentes, el costo o´ptimo obtenido segu´n [23] es 7,44p, donde p es el
costo de diminuir una unidad porcentual. La solucio´n del problema sin embargo tiene difi-
cultades para su aplicacio´n en la pra´ctica porque se requiere que algunas fuentes reduzcan
la totalidad de sus emisiones.
La solucio´n para el problema 2-1, obtenida usando el me´todo SMETH.ACTIV.Medio pro-
puesto por [6] e implementado en MATLAB se se presenta en la tabla 2-2, usando diferentes
puntos iniciales.
nu´mero de iteraciones Punto inicial punto o´ptimo Costo mı´nimo
3 (0.2,0.1,0.05) (0,0,0.2751) 0.2751
5 (0,0,0) (0,0,0.2749) 0.2749
8 (0.5, 0.5, 0.5) (0,0,0.2748) 0.2748
4 (1,1,1) ( 0,0, 0.2744) 0.2744
Tabla 2-2.: Resultado para diferentes puntos iniciales con tres fuentes implementado en
MATLAB
2.2. Me´todo estoca´stico de aproximaciones externas
Este me´todo desarrollado por Volkov y Zavriev en 1997 incorpora mecanismos para la bu´sque-
da activa de restricciones relevantes y para la depuracio´n de restricciones irrelevantes.
Los primeros trabajos que usaron el me´todo de aproximaciones externas, ten´ıan el problema
que a medida que el cardinal del conjunto de para´metros |Yn| de los problemas de aproxima-
cio´n crec´ıa, se convert´ıan en problemas tan dif´ıciles de solucionar como el original. En 1988
Wardi [26] uso´ esquemas de eliminacio´n para reducir el taman˜o del conjunto de restricciones
y de esta manera tener problemas ma´s simples, sin embargo la ejecucio´n de estos esquemas
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necesita aplicar una te´cnica de optimizacio´n global en cada iteracio´n y cuando la dimensio´n
del conjunto de para´metros es muy grande la mayor´ıa de los valores elegidos a partir de la
distribucio´n de probabilidad uniforme no son relevantes.
Para obtener un equilibrio entre la simplicidad de los problemas y la relevancia de las res-
tricciones Volkov y Zavriev en [24] extendieron el me´todo de Wardi como sigue:
En la n-e´sima iteracio´n del me´todo de aproximaciones externas:
Esquema RS.ACTIV (bu´squeda aleatoria activa)
Paso 1. Hacer i := 0.
Paso 2. Hacer i := i+ 1.
Paso 3. Determinar yni usando la distribucio´n de probabilidad uniforme sobre Y . Luego apli-
car un me´todo de descenso empezando en yni para obtener un ma´ximo local y
n∗
i del problema:
ma´x
y∈Y
g(xn, y).
Si una restriccio´n del problema
mı´n
x∈X
f(x)
s.t. g(x, y) ≤ 0 y ∈ Yn ∪ {yn1 , yn∗1 , ..., yni , yn∗i }
no es suficientemente violada en xn ir al paso 2, de lo contrario ir al paso 4.
paso 4. Hacer Sn := i, Y := Yn ∪ {yn1 , yn∗1 , ..., ynSn , yn∗Sn} y terminar.
Los me´todos de este tipo son comu´nmente denominados multistar, por lo que en s´ıntesis, se
puede afirmar que el me´todo general estoca´stico de aproximaciones externas utiliza te´cnicas
multistar para hallar para´metros relevantes para formar problemas aproximados P (Yn). El
algoritmo usa como criterio de parada una funcio´n cuasi-o´ptima que se estudia a continua-
cio´n.
Una funcio´n cuasi-o´ptima, es un criterio escalar Θ : X ×Mc(Y )→ R+ ∪ {0} que para cada
x ∈ X y Yσ un subconjunto compacto de Y , puede estimar Θ(x, Y ) la calidad de x como
solucio´n del problema P (Yσ) [24].
Si se impone la condicio´n que Θ(x, Y ) = 0 para x tal que f(x) = µ(Y ), es posible reemplazar
0 por algu´n valor  lo suficientemente pequen˜o para garantizar cierto nivel de prediccio´n en
una aproximacio´n de la solucio´n a un problema.
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Se llama conjunto Θ-cuasi-o´ptimo del problema P (Y ) al conjunto
Xqopt(Y ) := {x ∈ Rn : Θ(x, Y ) = 0} (2-2)
Si Xopt := {x ∈ F(Y ) : f(x) = µ(Y )} denota el conjunto de todos los o´ptimos entonces
Xopt(Y ) ⊆ Xqopt(Y ) es inmediato de la ecuacio´n (2-2), adema´s,
Θ(x, Y ) = 0 si y so´lo si x ∈ F(Y ), µ(Y ) = f(x).
El conjunto de para´metros activos con respecto a la funcio´n cuasi-o´ptima Θ, en (x, V ), con
V ⊂ Mc(Y ), es un subconjunto finito A de Y tal que Θ(x,A) = Θ(x, Y ′) = Θ(x, V ) para
todo Y ′ ∈ Mc(V ), A ⊆ Y ′ ⊆ V . El conjunto de todos los conjuntos de para´metros activos se
notara´ A(x, V ).
EJEMPLO. (Tomado de [24]) Conside´rese el problema de resolver el sistema con infinitas
desigualdades:
hallar x ∈ X
sujeto a g(x, y) ≤ 0, ∀y ∈ Y , x ∈ X ⊆ Rn
donde g es continuamente diferenciable en una vecindad de X × Y , X ⊆ Rn, y Y ⊆ Rm.
Una funcio´n cuasi-o´ptima en X ×Mc(Y ) esta´ definida de la siguiente forma:
Θ(·, ·) : X ×Mc(Y )→ R+ ∪ {0}
(x, Y )→ Θ(x, Y )
donde Θ(x, Y ) := ma´x(0; ma´x
y′∈Y
g(x, y′)).
A continuacio´n se presenta el me´todo estoca´stico de aproximaciones externas, propuesto por
Volkov-Zavriev, para la prueba sobre convergencia del me´todo ver [24]:
Me´todo SMETH.ACTIV.
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Para´metros: Sucesiones {n}, {σn} ,
n, σn > 0, n = 1, 2, ..., n, σn ↘ 0.
Paso0.
n := 1,
Y1 := 0,
Paso1.
Variables de entrada xn y Yn
Variables de salida Θ, ∆Yn, Y n, Sn
Paso2
Definir Yn+1 := ∆Yn ∪
⋃
j : θj > σj,
1 ≤ j ≤ n− 1
∆Yj.
Paso3
Encontrar xn+1 ∈ X que satisfaga Θ(xn+1, Yn+1) < n+1
Paso4
Hacer n := n+ 1 y regresar a la etapa 1.
3. El problema de minimizacio´n de
costos del control de contaminacio´n
del aire en un espacio tridimensional
3.1. Modelo Matema´tico para el problema: caso
tridimensional
Determinar el costo mı´nimo de reducir la contaminacio´n del aire en una regio´n tridimen-
sional hasta cumplir con una norma ambiental, es equivalente a resolver un problema de
programacio´n semi-infinita. A continuacio´n se estudia el problema y al final del cap´ıtulo se
dan los detalles de la formulacio´n explicita de este para una regio´n donde hay 10 fuentes de
contaminacio´n.
3.1.1. Variables de decisio´n y funcio´n objetivo
S´ı en una regio´n tridimensional Ω hay n fuentes del contaminante. Se notaran por wj,
j = 1, 2, 3, ..., n los factores de reduccio´n de la contaminacio´n. Es decir 100wj representa
el porcentaje de emisiones que debe reducir la empresa j.
Adema´s s´ı Cj(x, y, z) representa la concentracio´n del contaminante, generada por la empresa
j en el punto (x, y, z) de la regio´n Ω, entonces (1−wj)Cj(x, y, z) representa la concentracio´n
(promedio) de contaminacio´n causada por la empresa j despue´s de haber reducido por un
factor wj su aporte original al punto (x, y, z).
Se notara´ por G(wj) el costo para la fuente j de reducir las emisiones para cumplir con
una norma (Ley ambiental por ejemplo) ϕ(x, y, z), en la regio´n Ω. Si se supone que en cada
empresa el costo es proporcional al porcentaje de reduccio´n entonces G(wj) = αjwj, y el
costo total se puede expresar por la funcio´n lineal G =
∑n
j=1 αjwj. Si se supone que el costo
de reducir el mismo porcenteje tiene el mismo costo para todas las fuentes entonces
G =
n∑
j=1
wj (3-1)
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El tratamiento matema´tico del problema para este caso es el mismo que para el caso lineal
general, y el algor´ıtmo empleado para la solucio´n que se presenta al final del cap´ıtulo es
indistinto para funciones lineales o cualquier funcio´n convexa por lo tanto a lo largo del
documento, para simplificar la notacio´n se considera el costo dado por (3-1) .
As´ı el problema de minimizar el costo de esta reduccio´n, cumpliendo con la norma esta dado
por
min G =
n∑
j=1
wj
sujeto a
n∑
j=1
(1− wj)C(x, y, z) ≤ ϕ (x, y, z) ∈ Ω ⊆ R3
La funcio´n G ( en unidades monetarias) se llama funcio´n objetivo y representa el costo total
de reducir las emisiones por cada factor wj. Las variables wj, j = 1, 2, ..., n se llaman varia-
bles de decisio´n.
Es importante tener en cuenta que la forma en que se escribio´ la funcio´n objetivo G es
consecuencia de elegir la unidad monetaria de manera adecuada para que el costo de reducir
una unidad porcentual sea una monetaria.
3.1.2. Modelo para la concentracio´n del contaminante
Asumiendo que en cada fuente la pluma tiene una distribucio´n Gaussiana y que las condi-
ciones atmosfe´ricas son estables o una gran altura de mezclado, entonces la concentracio´n
de contaminante en un punto (x, y, z) aportada por la empresa j, en g/m3 esta´ dada por
Cj(x, y, z) =
Qj
2piσyjσzjuj
e
− 1
2
( y
σy
)2
e−
1
2
(
z−Hj
σz
)2 (3-2)
donde no se esta´ considerando la reflexio´n del contaminante con el piso.
S´ı la atmo´sfera es inestable o neutral, y el valor de la desviacio´n esta´ndar en el plano vertical
σz es mayor a 1,6 veces la altura de mezclado, segu´n [2]:
Cj(x, y, z) =
Qj
uj
√
2piσyL
e
− 1
2
(
y
σy
)2
(3-3)
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Para condiciones atmosfe´ricas inestables o neutrales donde el valor de σz es menor a 1,6
veces la altura de mezclado, la concentracio´n esta´ dada por :
Cj(x, y, z) =
Qj
uj2piσyσz
∞∑
N=∞
e
− 1
2
(
Hj−z+2NL
σz
)2
+ e
− 1
2
(
Hj+z+2NL
σz
)2
(3-4)
Segu´n [2] esta serie converge rapidamente y es suficiente con tomar N desde −4 hasta 4.
En las anteriores fo´rmulas para la concentracio´n:
x = (x− aj) cos θ − (y − bj) sin θ, y = (x− aj) sin +(y − bi) cos θ
Qj := Tasa de emisio´n uniforme de la fuente j
uj := Velocidad del viento que afecta a la pluma de la fuente j
σy :=Desviacio´n esta´ndar (en metros) de la concentracio´n del contaminante en el plano ho-
rizontal.
σz := Desviacio´n esta´ndar (en metros) de la concentracio´n del contaminante en el plano
vertical.
(aj, bj) := coordenadas planas de la fuente j.
L := Altura de mezclado
Hj := Altura de emisio´n efectiva, que corresponde a la suma de la altura hj de la chimenea,
la altura de la montan˜a hmj y la elevacio´n de la pluma ∆Hj. Es decir para cada fuente
H = h+ hm + ∆H
La elevacio´n de la pluma ∆H (ver [27]) “depende de la capacidad de flotacio´n de los gases
calientes y la cantidad de movimiento de los gases que salen verticalmente de la chimenea a
una velocidad V0”
Las principales caracter´ısticas de ∆H son:
1. La elevacio´n de la pluma es directamente proporcional a la velocidad de salida del gas
y la flotabilidad de la pluma (en relacio´n con la temperatura de salida del gas).
2. ∆H es inversamente proporcional a la velocidad del viento y los para´metros de la clase
de estabilidad (cuanto mas estable, ma´s baja sera´ la pluma).
La elevacio´n de la pluma en una atmo´sfera estable, se puede calcular mediante la fo´rmula
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de Briggs [3]
∆H = 2,6
(
F
us
)1/3
donde u es la velocidad media del viento, F es un para´metro de flujo y s es un para´metro
de estabilidad atmosfe´rica.
F =
d2V0g(T0 − Ta)
4T0
donde d representa el dia´metro de la chimenea (en metros), V0 la velocidad del gas en la
salida de la chimenea (en m/s), T0 la temperatura (en grados Kelvin) del gas en la salida de
de la chimenea, y Ta la temperatura ambiente.
El para´metro s se puede calcular mediante la fo´rmula (ver [23] ):
s =
g
T0
dθ
dz
donde g es la aceleracio´n debida a la gravedad y dθ
dz
el gradiente de potencial; que segu´n [27],
por defecto, para una atmo´sfera estable se elige como 0,02oK/m.
Una vez se conocen los para´metros T0, Ta, d y V0 para cada fuente, la elevacio´n de la
pluma se obtiene automaticamente, reemplazandolos en la ecuacio´n de Briggs, por ejemplo
si una chimenea con un dia´metro de 8m emite un gas que sale a una velocidad de 19,245m/s,
con temperatura de 413oK en una regio´n donde la temperatura ambiente es 297, 16oK y la
velocidad del viento a la altura de la chimenea 5,64m/s; entonces la elevacio´n de la pluma
correspondiente es:
F =
64(19,245)(9,8)(413− 297,16)
4(413)
u 846, 39
s =
9,8
413
0,02 u 4,7 ∗ 10−4
∆H = 2,6
(
846,39
4,7 ∗ 10−4(5,64)
) 1
3
u 177,14
En el caso en que la regio´n sobre la cual se ubican la fuentes no sea totalmente plana, la
altura de la chimenea es aumentada sumando la atura con respecto al piso del lugar donde
se ubica la fuente.
Observacio´n: Moses y Carson en [4], mediante un trabajo experimental (analizando
711 plumas) determinaron que la fo´rmula de Holland resulta muy apropiada para
fuentes de gran altura. Sı´ se tiene en cuenta que la superficie de la tierra de
la regio´n Ω no es totalmente plana, y que en consecuencia la altura chimenea
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se debe asumir igual a la altura real mas la elevacio´n del lugar donde esta´ ubicada
la fuente, entonces la elevacio´n de fuente ubicadas sobre monta~nas en la regio´n
Ω puede calcularse mediante la fo´rmula de Holland.
Los valores x = (x − aj) cos θ − (y − bj) sin θ , y = (x − aj) sin θ + (y − bj) cos θ corres-
ponden un cambio de coordenadas como resultado de aplicar una traslacio´n del origen al
lugar de la fuente, seguida de una rotacio´n por el a´ngulo θ formado entre el eje X y la recta
de la direccio´n del viento. Segu´n [25]
θ =

2pi − tan−1 ( y
x
)
+ θ′ x > 0, y > 0
pi − tan−1 ( y
x
)
+ θ′ x < 0
− tan−1 ( y
x
)
+ θ′x > 0, y < 0
con θ′ un valor muy cercano a cero.
Desviaciones Esta´ndar
Experimentalmente la dispersio´n vertical y horizontal de la pluma es medida por la desvia-
cio´n esta´ndar de su distribucio´n espacial. Resultados experimentales obtenidos por Pasquill
en 1961 y Turner en 1994, [21], que describen gra´ficamente la dispersio´n como funcio´n de la
estabilidad atmosfe´rica y de la distancia a la fuente en la direccio´n del viento, son presenta-
das en la figura 3-1, tomadas de [2].
Figura 3-1.: Dispersio´n horizontal y vertical. Fuente [2]
El rango para los para´metros de estabilidad en la gra´fica van desde muy estable, “Clase F”,
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a neutral, “Clase D”, hasta muy inestable, “Clase A”.
Debido a la dificultad para obtener los valores de manera precisa, hay trabajos orientados a
estabalescer fo´rmulas que permitan calcular aproximadamente estos valores, por ejemplo las
obtenidas por Martin [15]
σy = ax
b y σz = cx
d + f
donde a, c, d, f son constantes para las diferentes clases de estabilidad, pero que var´ıan segu´n
la distancia a la fuente sea mayor o inferior a 1Km, la tabla con los valores correspondientes
se puede ver en [15]. El valor de b es siempre 0,894Km.
Los valores para σz y σy que se usara´n aqu´ı son tomados de
1 [23] y [25].
σyj(xj) =

0,9591 si xj 6 10
0,1136x0,9265j si 10 < x 6 200
0,1385x0,9015j si 200 < x 6 10000
0,2030x0,8600j si 10000 < x 6 100000
1 otro caso
σzj =

0,07925 si xj 6 10
4,828 ∗ 10−5(log xj)8,8776 10 < xj 6 2 ∗ 102
3,1808 ∗ 10−6(log xj)10,5295 2 ∗ 102 < xj 6 103
1,808 ∗ 10−7(log xj)11,9998 103 < xj 6 5 ∗ 103
1,892 ∗ 10−9(log xj)14,1284 5 ∗ 103 < xj 6 105
0 en otro caso
σzjσyj =

0,07925 xj 6 10
4,828 ∗ 10−5(log xj)8,8766 10 < xj 6 200
3,108 ∗ 10−6(log xj)10,5295 200 < xj 6 103
1,808 ∗ 10−7(log xj)11,9998 103 < xj 6 5 ∗ 103
1,892 ∗ 10−9(log xj)14,1284 5 ∗ 103 < xj 6 105
0 en otro caso
1El archivo vaz4 briggs.mod en SIPAMPL database referido por este autor
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3.2. Formulacio´n del problema
SUPOSICIONES DEL MODELO
La dispersio´n de la pluma tiene una distribucio´n Gaussiana.
Existe una montan˜a en la regio´n Ω y la altitud de cada punto de su superficie es
conocido.
La atmo´sfera es estable.
El costo total de reduccio´n del contaminante es una funcio´n lineal2.
La concentracio´n de contaminacio´n en cada punto (x, y, z) de Ω es una combinacio´n
lineal de los aportes de cada fuente, es decir:
C(x, y, z) =
n∑
j=1
Qj
2piσyjσzju
e
− 1
2
( y
σy
)2
e−
1
2
(
z−Hj
σz
)2
MODELO MATEMA´TICO PARA EL PROBLEMA
Bajo las suposiciones anteriores, el problema de minimizacio´n de costos de control de con-
taminacio´n de aire puede ser formulado por medio del siguiente problema de programacio´n
semi-infinita:minimizar G =
∑n
j=1wj wj ∈ [0, 1], j = 1, ..., n.
sujeto a
∑n
j=1(1− wj) Qj2piσyjσzj 5,64e
− 1
2
( y
σy
)2
e−
1
2
(
z−Hj
σz
)2 6 ϕ (x, y, z) ∈ Ω
Los parame´tros de dispersio´n σy, σz y la elevacio´n de la pluma ∆H se calculan como se
describio´ en la seccio´n anterior.
Es importante tener en cuenta que la restriccio´n sobre la funcio´n de costo puede ser mas
de´bil. Si se emplea una una funcio´n convexa, el algor´ıtmo empleado para la solucio´n del
problema no necesita ser modificado.
2Puede ser alguna funcio´n convexa, esto so´lo modifica la forma de la funcio´n objetivo en el planteamiento
del problema
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3.2.1. Reflejo del contaminante debido al choque con el piso
Cuando el viento que transporta el contaminante producido por alguna fuente j, golpea el pi-
so, se genera un feno´meno de reflexio´n, haciendo que la concentracio´n en los puntos cercanos
sea un poco mayor. Este aumento es equivalente a la concentracio´n generada por una fuente
imaginaria con una chimenea del mismo taman˜o que la de j, que se ubica sime´tricamente
por debajo del punto donde se asienta la fuente real. En el modelo Gaussiano este feno´meno
provoca la aparicio´n de un segundo te´rmino exponencial.
Cuando la superficie de la tierra no es totalmente plana, generalmente el choque no ocurre
a la misma altura z = 0, por ejemplo si hay una montan˜a en la regio´n, el aumento en la
concentracio´n debido a este feno´meno ocurre sobre su superficie. Si se considera una fuente
virtual sime´trica a la original con respecto a un plano horizontal que pasa por la base de la
fuente, entonces la concentracio´n aportada por esta fuente a los puntos de la superficie de la
montan˜a es inferior a la que realmente ocurre.
Para evitar este inconveniente, con cada fuente en Ω se considera otra virtual, sime´trica con
respecto al plano horizontal que contiene al punto (x, y, zm) sobre la superficie donde ocurre
el choque del contaminante. De esta manera, para una fuente fija, su asociada virtual var´ıa la
altura de su chimenea dependiendo de la elevacio´n del terreno por debajo del punto (x, y, z)
donde se esta´ estimando la concentracio´n 3. Esto se incorpora al modelo restando a la altura
efectiva de la fuente la elevacio´n de la superficie zm abajo del punto (x, y, z), donde se va a
calcular la concentracio´n.
Si se escribe Z = z − zm, es decir Z es la altura del punto (x, y, z) sobre la superficie de la
tierra en la regio´n Ω, entonces te´rmino exponencial que aparece por la fuente virtual, en el
modelo Gaussiano, basta con reemplazar z por Z, como se puede ver luego. La notacio´n es
la misma dada al comienzo.
Cj =
Qj
2piσyjσzj5,64
e
− 1
2
( y
σy
)2
e−
1
2
(
z−Hj
σz
)2 + e
− 1
2
( y
σy
)2
e−
1
2
(
Z+Hj
σz
)2
La formulacio´n del problema para este caso es similar a la planteada previamente, por lo que
no se escribe aqu´ı. Sin embargo en el ca´pitulo cinco se presentaran resultados para ejemplos
con esta consideracio´n.
3El punto (x, yz) se ubica exactamente arriba de (x, y, zm) sobre la misma recta vertical que pasa por el
punto (x, y, 0)
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3.3. Un caso particular
A continuacio´n se plantea explicitamente el problema, asumiendo que hay diez fuentes
(n = 10) en la regio´n Ω = [0, 40000] × [0, 40000] × [0, 17000]. La ubicacio´n de las fuen-
tes se puede ver el la figura 3-2
La norma ambiental ϕ que se considera es la establecida para la concentracio´n del dio´xido
de Azufre SO2 por el Ministerio Colombiano de Medio Ambiente, ver [16], mediante reso-
lucio´n 610 de 2010 que establece: “para SO2 el l´ımite ma´ximo permisible a 25
oC y 1Atm
de presio´n es 80µm/m3, 250µm/m3, 750µm/m3 en tiempos de exposicio´n de 1 an˜o, 24 y 3
horas respectivamente.”
Figura 3-2.: Ubiacio´n de las fuentes de contaminacio´n
Suponiendo que la concentracio´n de contaminacio´n en cada punto (x, y, z) de Ω es una
combinacio´n lineal de los aportes de cada fuente entonces
C(x, y, z) =
10∑
j=1
Qj
2piσyjσzju
e
− 1
2
( y
σy
)2
e−
1
2
(
z−Hj
σz
)2
En el modelo para la concentracio´n los valores de Qj, T0, dj, hj, V0j son tomadas de [25], las
coordenadas planas de cada fuente son la mismas que aparece all´ı salvo por una traslacio´n
horizontal. La temperatura ambiente Ta = 297,16
oK corresponde con la temperatura a la
cual se establece el l´ımite de concentracio´n por la legislacio´n para (Bogota´) Colombia en
[16]. Estos para´metros se presentan en la tabla 3-1.
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Se asumira´ que una de las fuentes esta´ ubicada sobre una montan˜a a una altura hm = 400m,
por tanto la altura efectiva para la chimenea es calculada como la suma de la elevacio´n de la
pluma con la altura de la chimenea y la altura de la elevacio´n del terreno donde se construyo
la fuente,en este caso 400m.
Fuente aj bj Qj T0j Taj dj V0j hj
Fuente 1 17000 17500 2882.6 413 298 8 19.245 183
Fuente 2 17400 19700 2882.6 413 298 8 19.245 183
Fuente 3 18900 18300 2391.3 413 298 7.6 17.690 160
Fuente 4 21000 17500 2391.3 413 298 7.6 17.690 160
Fuente 5 21000 22200 2173.9 413 298 6.3 23.404 152.4
Fuente 6 22700 21000 2173.9 413 298 6.3 23.404 152.4
Fuente 7 23000 18400 1173.9 413 298 4.3 27.128 121.9
Fuente 8 18000 17500 1173.9 413 298 4.3 27.128 121.9
Fuente 9 20000 20000 1304.3 413 298 5 22.293 91.4
Fuente 10 21500 18400 1304.3 413 298 5 22.293 91.4
Tabla 3-1.: Para´metros para calcular la concentracio´n de Contaminacio´n.
As´ı el problema de minimizar el costo de esta reduccio´n, cumpliendo con la norma esta dado
por
Minimizar G =
10∑
j=1
wj wj ∈ [0, 1]
Sujeto a
10∑
j=1
(1− wj)Cj(x, y, z) ≤ 250× 10−6 (x, y, z) ∈ Ω ⊆ R3
3.4. Algoritmo para resolver el problema de minimizacio´n
de costos del control de contaminacio´n del aire en
una regio´n tridimensional
En esta seccio´n se presenta el algoritmo para resolver el problema formulado en las secciones
anteriores y que es una versio´n del Me´todo Estoca´stico de Aproximaciones Externas, [24].
Se notara´ w = (w1, ..., wj) ∈ [0, 1]n ⊂ Rn y x = (x, y, z) ∈ Ω ⊂ R3, adema´s en el modelo pre-
sentado en la seccio´n 2 de este cap´ıtulo las restricciones se expresan de manera que adopten
de la forma g(w,x) 6 0 con x ∈ Ω.
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Para establecer las restricciones del problema n-e´simo en la sucesio´n para aproximar P (Ω),
el algoritmo resuelve el problema interno de optimizacio´n:
IP : ma´x
x∈Ω
g (wn−1,x) (3-5)
donde wn−1 es el o´ptimo del problema P (Ωn−1).
La solucio´n aproximada x∗ del problema (3-5) se halla mediante el me´todo de proyec-
cio´n del gradiente, de manera que x∗ pertenezca al conjunto -estacionario Ωstat (wn−1) :=
{x ∈ Ω/ ‖ProyΩ (x +∇xg(wn−1,x))− x‖ ≤ } del problema IP es decir, al conjunto de to-
dos los puntos, que cumplen las condiciones necesarias de optimalidad de primer orden con
exactitud  > 0. Ahora se presenta el algoritmo
Procedimiento SPROC.ACTIV.Medio.
Paso 0. i = 1
Para´metros de entrada: w ∈ [0, 1]n, Ω′ ⊂ Mf (Ω).
Para´metros de salida: θ ∈ R+ ∪ {0}, ∆Ω ∈ Mf (Ω).
Para´metros de procedimiento: δ > 0,  > 0.
Paso 1. Aplicar el algoritmo de la bu´squeda local (algoritmo proyeccio´n del gradiente) para
solucionar el problema ma´x
x∈Ω
g(w,x) empezando desde un punto aleatorio xi0 para obtener
un punto x∗i ∈ Ω tal que x∗ ∈ Ωstat (w) y g(w,xi0) ≤ g(w,x∗i ).
Paso 2. Obtener θi = ma´x(g(w,x
∗
1), ..., g(w,x
∗
i ))
paso 3. Si iθi ≤ δ e i < N entonces i = i+ 1 (N ∈ Z+ suficientemente grande), regresar al
paso 1.
paso 4. (Criterio de parada del algoritmo) Si i = N hacer θ = 0, ∆Ω := ∅ y salir.
Paso 5. Hacer: θ = θi, ∆Ω := {xi,x∗i }.
Procedimiento SMETH.ACTIV.Medio
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Parame´tros: , N , δ
Paso 0. n := 1 Ω1 := ∅.
Paso 1. Encontrar wn-solucio´n al problema P (Ωn).
Paso 2. Llamar al procedimiento SPROC.ACTIV.Medio para obtener ∆Ωn y θn.
Paso 3. Si θn = 0 terminar.
Paso 4. Formar el conjunto de restricciones
Ωn+1 := ∆Ωn ∪
⋃
j:θj>δ/n
1≤j≤n−1
∆Ωj
Paso 5. n = n+ 1, Regresar al paso1.
El algoritmo termina cuando no encuentra mas puntos activos en Ω que no cumplen las
restricciones del conjunto factibles del problema finito generado en la iteracio´n anterior. N
representa el ma´ximo nu´mero de bu´squedas realizadas sin que se encontraran puntos activos.
Para evaluar un punto w ∈ W ⊂ Rn como solucio´n al problema P (Ω) localmente, se utiliza
la funcio´n cuasi-optima (ver [6])
Θ(w,Ω
′
) =
G(w)− mı´n
w∈[0,1]n
g(w,x)60 ∀x∈Ω′
G(w), ma´x
x∈Ω′
g(w,x)
 (3-6)
La funcio´n cuasi-o´ptima Θ cumple el papel de criterio de optimizacio´n para el me´todo
SMETH.ACTIV.Medio. No´tese que si w es solucio´n al problema P (Ω) entonces Θ(w,Ω) = 0.
Volkov y Zavriev en [24] demostraron que cualquier trayectoria del me´todo SMETH.ACTIV
converge al conjunto cuasi-o´ptimo del problema P (Ω) s´ı la funcio´n cuasi-o´ptima cumple las
suposiciones A1 y A2 de [24]. La primera establece que cada uno de los problemas finitos
P (Ωn) tiene solucio´n, mientras A2 que la funcio´n cuasi-o´ptima cumple condiciones de conti-
nuidad. Fedossova en [7] demostro´ que la funcio´n cuasi-o´ptima 3-6 cumple estas hipo´tesis y
que por tanto el me´todo SMETH.ACTIV.Medio es una versio´n del me´todo SMETH.ACTIV
y as´ı cualquier trayectoria del Me´todo SMETH.ACTIV.Medio converge al conjunto cuasi-
o´ptimo con probabilidad uno.
4. Resultados nume´ricos
El me´todo empleado para resolver el problema de programacio´n semi-infinita fue implemen-
tado en MATLAB (ver anexo A). Como ya se hab´ıa mencionado, es una versio´n del me´todo
estoca´stico de aproximaciones externas de Volkov-Zavriev, que emplea un me´todo multistart
para la bu´squeda de los para´metros relevantes que genera el conjunto de restricciones de los
problemas P (Ωn) que aproximan el problema original P (Ω).
Eligiendo como contaminante el dio´xido de azufre SO2 y la norma colombiana 250×10−6g/m3
para Bogota´ [16] como el l´ımite para la concentracio´n, el problema de minimizacio´n de costos
del control de contaminacio´n del aire en una regio´n Ω con diez fuentes, tiene la siguiente
formulacio´n:
P (Ω) :
minimizar G =
10∑
j=1
wj wj ∈ [0, 1]
S. t.
10∑
j=1
(1− wj)Cj(x, y, z) ≤ 250× 10−6 (x, y, z) ∈ Ω ⊆ R3
El escenario del problema incluye una montan˜a en la regio´n Ω, de la que se supone que se
conoce con buena precisio´n la elevacio´n de cada uno de sus puntos. El algoritmo usado para
obtener las restricciones de los problemas P (Ωn) no considera los puntos bajo la superficie
de la montan˜a como puntos posibles para el conjunto de para´metros. Esto explica tal supo-
sicio´n.
Las fuentes esta´n ubicadas segu´n las dos primeras columnas de la tabla 3-1, la que tiene
coordenadas planas en el punto (22700, 21000), esta´ sobre la montan˜a a una altura de 400m.
Una panora´mica de la ubicacio´n de las fuentes para este problema puede verse en la figura
3-2 del cap´ıtulo anterior.
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A continuacio´n se presentan los resultados obtenidos para diferentes consideraciones de Ω.
En algunos casos se tiene en cuenta el feno´meno generado por el choque del contaminate
con la superficie, denominado reflejo. En todos los casos se asume que velocidad del viento
es 5,6371m/s en la direccio´n = 3,996 (rad), obtenidas por Wang-Luus en [25].
4.1. Caso: Ω = [0, 20000]× [0, 20000]× [0, 100] con reflejo.
w1 w2 w3 w4 w5 w6 w7 w8 w9 w10
0.9990 0.9991 0.9990 0.9920 0 0 0 0.9983 0 0.9660
Tabla 4-1.: Resultados nume´ricos. Caso con reflejo.
Figura 4-1.: Diferencia: Concentracio´n - Norma,
sobre la superficie.
Tomando W0 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0) como punto inicial, es decir suponiendo que las fuen-
tes no tienen que reducir sus emisiones, el costo aproximado del control de contaminacio´n
obtenido en 50 iteraciones es 5,9534. En la tabla 4-1 se muestran los porcentajes que debe
reducir cada fuente.
El subconjunto finito de Ω que genera las restricciones es determinado por el procedimiento
SPROC.ACTIV.Medio. Cada restriccio´n se obtiene de la siguiente forma:
10∑
j=1
(1− wj)C(a:j) ≤ 250× 10−6
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Figura 4-2.: Diferencia: Concentracio´n - Norma, en z = 100m, despue´s de la reducio´n.
donde a:j ∈ Ω, 1 ≤ j ≤ 50, es la fila j−e´sima de la matriz de restricciones del subproblema
que aproxima el original, la cual se presenta en el anexo A2.
La evolucio´n de los factores de reduccio´n del contaminante para cada una de las fuentes, a lo
largo de la iteraciones del algoritmo, comenzando en W0, se muestra en las figuras 4-3 y 4-4.
A pesar que en las gra´ficas presentadas aqu´ı, los factores de reduccio´n se comportan como
funciones mono´tonas, en general este feno´meno puede no ocurrir debido a que el conjunto
de restricciones se va modificando en cada paso.
Figura 4-3.: Comportamiento de w1, w2 a lo largo de las iteraciones
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[htb]
Para verificar que se esta´n cumpliendo las restricciones, se ha graficado la diferencia g(w,x)
entre la concentracio´n y la norma, los resultados para el nivel del piso y el plano a una altura
de de 100 metros se muestran en las figuras 4-1 y 4-2 respectivamente. Observese que al
nivel de la superficie g(w,x) < −10−4g/m3, mientras que a 100m de altura, existen puntos
en los que −10−4g/m3 < g(w,x) < −0.5−4g/m3, como se esperar´ıa si se tiene en cuenta que
estos puntos esta´n ma´s cerca de la altura efectiva de la chimenea.
4.2. Caso: Ω = [0, 40000]× [0, 40000], sobre la superficie
w1 w2 w3 w4 w5 w6 w7 w8 w9 w10
0.9988 0.9990 0.9989 0.9916 0 0 0.9566 0.9982 0.8801 0.9691
Tabla 4-2.: Resultados nume´ricos para control de contaminacio´n. Sobre la superficie.
Considerando Ω = [0, 40000]× [0, 40000], la norma ambiental como 350µg/m3 y teniendo en
cuenta el efecto de reflejo debido al impacto del SO2 con la superficie, la solucio´n aproximada
del problema se obtuvo en 27 iteraciones y se presenta en en la tabla 4-2. Para este caso
se eligio´ W0 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0) como punto inicial y la distribucio´n de las fuentes se
mantuvo igual que en las secciones anteriores. El subconjunto Ω27 a partir cual se generaron
las restriccio´nes para el problema P (Ω27), cuya solucio´n permite aproximar la del problema
original, se muestran gra´ficamente en la figura 4-5.
El valor de la funcio´n de costo en el punto o´ptimo es 7.7922, es decir que en un escenario
como el descrito con anterioridad, el costo mı´nimo de reducir las emisiones para que la con-
centracio´n sea inferior a 350µg/m3 es 7.7922 veces el valor monetario de reducir una unidad
porcentual.
Finalmente es importante sen˜alar que se ha resuelto el problema para la regio´n Ω = [0, 40000]×
[0, 40000]× [0, 400], considerando el reflejo del contaminante en la superficie. La solucio´n que
se obtuvo a partir de diferentes puntos iniciales sugieren la reduccio´n de la totalidad de las
emisiones en todas las fuentes. Por citar dos casos, para las fuentes 1 y 10 los factores de
reduccio´n son 0,999999756435567 y 0,999999461704490. Estos resultados no deber ser alar-
mantes si se tiene en cuenta que en puntos cercanos a la altura efectiva de las chimeneas, la
concentracio´n es exageradamente alta comparada con la que permite la norma.
4.2 Caso: Ω = [0, 40000]× [0, 40000], sobre la superficie 37
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Figura 4-4.: Comportamiento de wj a lo largo de las iteraciones
Figura 4-5.: para´metros para rest relevantes. Caso superficie.
5. Conclusiones y Trabajo Futuro
5.1. Conclusiones
El problema de minimizacio´n de costos del control de contaminacio´n del aire en una re-
gio´n tridimensional puede ser descrito como un problema de programacio´n semi-infinita.
En este trabajo se ha usado un modelo Gausiano para calcular la concentracio´n del con-
taminante y se han realizado experimentos nume´ricos para el dio´xido de azufre, usando
para´metros reales. En algunos casos fue aplicada la norma Colombiana de 250µg/m3 a
una temperatura ambiente de 25oC.
En el escenario empleado para los experimentos nume´ricos se introdujo una montan˜a
(por primera vez), con una altura ma´xima de 400m. Los efectos que se generan co-
mo consecuencia de ubicar una fuente all´ı, son captados por la elevacio´n de la pluma
y las medidas de dispersio´n, debido a que cuando hay mayor altura el viento tiene
menor friccio´n, y adema´s la cantidad de atmo´sfera disponible para la dilucio´n de los
contaminantes es mayor.
Para resolver el problema de programacio´n semi-infinita se ha aplicado una versio´n del
me´todo estoca´stico de aproximaciones externas [24]. El algor´ıtmo fue implementado en
MATLAB y se presenta en Anexo A. Los resultados nume´ricos obtenidos reflejan que las
fuentes ubicadas dentro de la regio´n donde se ha establecido la norma, esta´n obligadas
a reducir por encima del 90 % de las emisiones actuales; estos resultados coinciden con
la premisa de que fuentes fijas de contaminacio´n no deben establecerse dentro de las
ciudades y es coherente con el hecho las normas ambientales son diferenciales en las
zonas industriales.
Al aplicar el modelo para futuros escenarios, la solucio´n permite estimar los efectos que
genera el establecimiento de alguna fuente en una regio´n.
El nu´mero de iteraciones del me´todo en los experimentos nume´ricos, es mayor compa-
rado con el experimento realizado en el caso bidimensional. Causas de este hecho son
los valores muy cercanos a cero (del orden de 10−5) para la concentracio´n en algunas
partes de regio´n estudiada, y la inmensa superioridad en el nu´mero de puntos de control
en el caso tridimensional.
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5.2. Trabajo Futuro
En un futuro se podr´ıan emprender investigaciones similares y fortalecer la investigacio´n
realizada.
Proponiendo modelos que permitan determinar en que medida se cumple o no una nor-
ma ambiental, cuando esta ha sido establecida de manera que resulta mas exigente en
unas regiones que otras, teniendo en cuenta la distancia a algu´n lugar fijo (por ejemplo
un hospital).
Vinculando para´metros en el modelo, que tengan en cuenta la posibilidad de que la
informacio´n suministrada por una compan˜´ıa acerca de los gastos, sea modificada para
obtener beneficios. Esto es muy llamativo en el caso del problema de minimizacio´n de
costos del control de contaminacio´n del aire, cuando se ponen pesos diferentes al costo
de reducir una unidad porcentual para las diferentes fuentes con base en la informacio´n
suministrada por las mismas compan˜´ıas.
A. Anexo: Programa: Versio´n del
me´todo de aproximaciones externas
%------- DATOS DE ENTRADA--------
Introducir:
u=5.64;
a y b, vectores de las cordenadas planas de las fuentes
di vector de los dia´metros
T0 y Vo vectores de la temperatura y velocidad del gas a la salida de la chimenea .
Q vector de la concentracio´n a la salida de la chimeneas .
Ta Temperatura ambiente
h vector de las alturas de las chimeneas (incluir la altura de la montan˜a)
valor de la norma en la regio´n: phi
Calcular
deltaH=elevacion pluma(h, di, To, Ta, V o, u); % mediante form. Briggs.
H=h+deltaH’;
%----- SMETH.ACTIV.medio ---------------------
delta % introducir para´metro de control para la funcion cuasi-o´ptima
LB % cotas inferiores para las variables Wj
LU % cotas superiores para las variables Wj
S=[];
for N=1:m % m bastante grande, el algoritmo debe terminar sin que llegue a m
if N==1
A=[];
B=[];
W0= % introducir punto inicial.
end
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[W,fval]=fmincon(@(W)W(1)+W(2)+W(3)+W(4)+W(5)+W(6)+W(7)+W(8)
+W(9)+W(10),W0,A,B,[],[],LB,LU)
%----SPROC.ACTIV-----
for j=1:n % n es un entero positivo suficientemente grande
xi=0+40000*rand();
yi=0+40000*rand();
zi=40000*rand();
[P opt,val]=Gradproyres(H,Q,a,b,u,xi,yi,zi,W0); % obtiene un punto Pj donde la res-
triccio´n es mayor o igual que en el punto aleatorio
if j==1
tetha i=val
end
tetha i=max(val,tethai);
jtetha i=j*tetha i;
if jtetha i>delta
Pi=[xi,yi,zi]
concentr Popt=concentracion( H,Q,a,b,u,P opt(1),P opt(2),P opt(3));
concentr alea=concentracion( H,Q,a,b,u,xi,yi,zi);
A=[[A];[-concentr alea];[-concentr Popt]];
Bopt=(phi)-sum(concentr Popt);
Bale=(phi)-sum(concentr alea);
B=[B;Bale;Bopt];
DS=[[Pi];[P opt]’];
porcent=W0 ;
TETHA=tetha i;
j
break
end
if j>n-1
disp(’limite maximo para sproc’)
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break
end
S=[[S];[DS]]; %conjunto de restricciones para el paso n+ 1
tamS=size(S);
Ns=tamS(1);
A;
B;
N=N+1;
end
B. Para´metros para las restricciones
para el problema que aproxima la
solucio´n de caso Ω1 Reflejo
x y z x y z
1.6752 1.7752 0.0060 1.8566 1.8663 0.0015
1.6289 1.9762 0.0088 1.9916 1.9970 0.0033
1.9864 1.9944 0.0080 1.9945 1.9987 0.0057
1.5124 1.9357 0.0023 1.9339 1.3363 0.0086
1.3194 1.6010 0.0041 1.9966 1.8704 0.0045
1.1595 1.9558 0.0076 1.9997 1.9956 0.0014
1.9076 1.9492 0.0042 1.6772 1.7736 0.0096
1.5836 1.5577 0.0050 1.8700 1.8509 0.0062
1.7430 1.7333 0.0084 1.6775 1.7767 0.0036
1.5169 1.9007 0.0022 1.8726 1.8505 0.0045
1.7470 1.9525 0.0036 1.7157 1.9984 0.0004
1.2405 1.5481 0.0040 1.8709 1.8536 0.0063
1.7789 1.7789 0.0062 1.7767 1.7782 0.0010
1.6212 1.8492 0.0051 1.7749 1.7779 0.0009
1.5402 1.9467 0.0093 1.7768 1.7764 0.0057
1.9938 1.8742 0.0067 1.7831 1.7700 0.0037
1.5608 1.4152 0.0066 1.9976 1.9997 0.0025
1.6566 1.7952 0.0034 1.9991 1.8640 0.0031
1.8544 1.8675 0.0099 1.8709 1.8518 0.0052
1.7273 1.9958 0.0053 1.8697 1.8539 0.0085
1.5490 1.4107 0.0075 1.9996 1.8634 0.0060
1.7761 1.7755 0.0053 1.9461 1.9684 0.0006
1.6601 1.7944 0.0065 1.7618 1.1070 0.0028
1.0447 1.0779 0.0085 1.7139 1.9991 0.0048
Tabla B-1.: Conjunto de para´metros para restricciones problema Ω1 Reflejo
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