Abstract. Chaining can reduce the number of iterations required for symbolic state-space generation and model-checking, especially in Petri nets and similar asynchronous systems, but requires considerable insight and is limited to a static ordering of the events in the high-level model. We introduce a two-step approach that is instead fine-grained and dynamically applied to the decision diagrams nodes. The first step, based on a precedence relation, is guaranteed to improve convergence, while the second one, based on a notion of node fullness, is heuristic. We apply our approach to traditional breadth-first and saturation state-space generation, and show that it is effective in both cases.
Introduction
BDD-based symbolic model checking [17] is one of the most successful techniques to verify industrial hardware and embedded software systems, and symbolic reachability analysis is a fundamental step in symbolic model checking. It is well-known that the peak number of BDD nodes is often much larger than the final number of BDD nodes for symbolic reachability analysis. In this paper, we propose a new chaining technique to reduce this peak number.
For asynchronous concurrent systems, such as distributed software, network protocols, and various classes of Petri nets, chaining [22] can reduce the peak memory usage and speed-up symbolic state-space generation by exploring events in a particularly favorable order. Chaining is normally applied as a modification of a strict breadth-first search (BFS), but it is also one of the factors behind the efficiency of the saturation algorithm [6] . As introduced, however, chaining is limited to finding a good order in which to apply the high-level model events during the symbolic iterations.
In this paper, we propose a general and effective heuristic that uses a partialorder relation and the concept of decision diagram node fullness to guide the chaining order, independent of the high-level formalism used to model the system. Our definition of node fullness is related to, but different from, the BDD node density defined in [20] . A detailed comparison can be found in Sect. 6.
Sect. 2 gives background on structured models, decision diagrams, BFS-based and saturation-based symbolic state-space generation, and chaining. Sect. 3 details our main contribution, where a fine-grained chaining is applied dynamically using the current structure of the decision diagram, rather than the model events. Sect. 4 describes the modified symbolic state-space generation algorithms incorporating our heuristic and gives implementation details. Sect. 5 provides numerical results on a suite of models showing that our heuristic reduces the runtime and memory requirements of both BFS-based and saturation-based algorithms. Sect. 6 compares the newly proposed chaining heuristics with some related work. Finally, Sect. 7 concludes with directions for future research.
Preliminaries
We consider a discrete-state model ( S, X init , R), where S is a finite set of states, X init ⊆ S are the initial states, and R ⊆ S × S is a transition relation. We assume the (global ) model state to be a tuple of K local state variables, (x K , ..., x 1 ), where, for K ≥ l ≥ 1, x l ∈ S l = {0, 1, ..., n l −1}, with n l > 0, is the the l th local state variable. Thus, S = S K ×· · ·×S 1 and we write
or R(i, j), if the model can move from current state i to next state j in one step.
Symbolic encoding of state space and transition relation
State-space generation consists of building the smallest set of states S ⊆ S satisfying S ⊇ X init and S ⊇ Img(S, R), where the image computation function gives the set of successor states: Img(S, R) = {j : ∃i ∈ S, R(i, j)}. Most symbolic approaches to store the state space encode x l using ⌈log n l ⌉ boolean variables and a set of states Z using a BDD with K≥l≥1 ⌈log n l ⌉ levels.
We prefer to discuss our approach in terms of ordered multi-way decision diagrams (MDDs) [14] , where each variable x l is directly encoded in a single level, using a node with n l outgoing edges. MDDs can be implemented directly, the approach taken in our tool S m A r T [3] , or as an interface to BDDs [25] . Definition 1 An MDD over S is an acyclic edge-labeled multi-graph where:
-Each node p belongs to a level in {K, ..., 1, 0}, denoted p.lvl.
-There is a single root node r ⋆ . -Level 0 can contain only the terminal nodes, 0 and 1. -A node p at level l > 0 has n l outgoing edges, labeled from 0 to n l − 1. The edge labeled by i ∈ S l points to node q, with p.lvl > q.lvl; we write p[i] = q. Then, to ensure canonicity, duplicate nodes are forbidden:
-Given nodes p and q at level l, if
for all i ∈ S l , then p = q, and we must use either the fully-reduced rule [1] that forbids redundant nodes: -No node p at level l can exist such that, p[i] = q for all i ∈ S l , or the quasi-reduced rule [15] that restricts arcs spanning multiple levels: -The root is at level K.
-Given a node p at level l, p[i].lvl is either l − 1 or 0, for all i ∈ S l . 2
Definition 2
The set encoded by MDD node p at level k w.r.
, where ∀X ⊆ S l ×· · ·×S 1 , X ×B(0, 0) = ∅ and X ×B(0, 1) = X . If l = k, we write B(p) instead of B(k, p). 2
MDDs vs. BDDs
We use MDDs to implicitly encode the state space S and transition relation R, instead of using ⌈log 2 S l ⌉ bits for the local state variable x l , and encoding S and R with BDDs. Compared with BDDs, MDDs have the disadvantage of resulting in larger and less shareable nodes when the variable domains S l are very large (which is however not the case in our applications). On the other hand, MDDs have also advantages. First, many real-world models (e.g., non-safe Petri nets and software protocols) have variable domains with a priori unknown or very large upper bounds. These bounds must then be discovered "on the fly" during the symbolic iterations [10] , and MDDs are preferable to BDDs when using this approach, due to the ease with which MDD nodes and variable domains can be extended. A second advantage, related to the present paper, is that our chaining heuristics applied to the MDD state variables more closely reflect structural information of the model behavior, which is instead spread on multiple levels in a BDD.
Most symbolic model checkers, e.g., NuSMV [11] , generate the state space with BFS iterations, each consisting of an image computation. Set X
[0] is initialized to X init and, after the d th iteration, set X [d] contains all the states at distance up to d from X init . When using MDDs, X
[d] is encoded as a K-level MDD and R as a 2K-level MDD whose current and next state variables are normally interleaved for efficiency. We use this order too. Also, the transition relation is often conjunctively partitioned into a set of conjuncts or disjunctively partitioned into a set of disjuncts [2] , stored as a set of MDDs that can share nodes instead of a single monolithic MDD. Heuristically, these partitionings have been shown to be effective for both synchronous and asynchronous systems.
In the following, we use the data-types mdd and mdd2 to indicate quasireduced MDDs encodings sets and relations, respectively, and, for readability, we let X indicate both a set and the root of the MDD encoding that set.
Disjunctive partition of R and chaining
Both asynchronous and synchronous behaviors may be present in many systems. We focus on globally-asynchronous locally-synchronous behaviors. Thus, we assume the high-level model specifies a set of asynchronous events E, where each event α ∈ E can be further specified as a set of small synchronous components.
For example, a guarded command language model specifies a set of commands of the form "guard → assignment 1 assignment 2 · · · assignment m ", where, whenever the boolean predicate guard evaluates to true, the m parallel atomic assignments can be executed concurrently (synchronously). Each command is an asynchronous events in the system and for each command, each assignment of the parallel assignments is a synchronous component of the event. Similarly, for Petri net models, the set of transitions in the net are the asynchronous events in the system and the firing of a transition synchronously updates all the places connected to it. We use extended Petri nets as the input formalism in S m A r T [3] .
We encode the transition relation as R ≡ α∈E D α , where each disjunct D α corresponds to an asynchronous event α. Each D α is further conjunctively partitioned, where each conjunct C α,l represents a synchronous component of α, thus we can write R ≡ α∈E D α ≡ α∈E ( l C α,l ).
Chaining [22] was introduced to speed up symbolic BFS-based state-space generation and similar symbolic fixed-point computations for asynchronous systems. The idea of chaining is based on the observation that the number of symbolic iterations might be reduced if the effect of exploring various events on a given set of states is compounded sequentially. More precisely, in a strict BFS symbolic iteration, the set X 
, and so on, until
Clearly, this will not discover states in strict BFS order, but it guarantees that the set of states discovered with chaining at the d th (outer) iteration is at least as large as those discovered in strict BFS order:
. Thus, chaining may reach the fixed point, i.e., compute S, in fewer iterations. Of course, the efficiency of state-space generation is determined not just by the number of symbolic iterations, but also by their cost, which is strictly related to the number of nodes in the decision diagrams being manipulated. While chaining could in principle result in larger intermediate decision diagrams and even slow down the computation, in practice. the opposite is often true: chaining has been shown to be quite effective in many asynchronous models.
To maximize the effectiveness of chaining, however, we must employ some heuristic to decide the order in which events should be explored. For example, [22] uses a topological sort on the gates of a circuit modeled as a Petri net. The intuition is that, if firing Petri net transition α adds tokens to a place that is input to another Petri net transition β, then the corresponding disjunct D α should be applied before D β within each iteration, as this increases the chances that β will be enabled, thus discover more states, in the larger set of states obtained by considering also the effect of α. If the Petri net has cycles, they need to be "opened" by arbitrarily picking one transition in the cycle to fire first, and then firing the remaining transitions in order.
A different, not model-based, chaining order heuristic can also be employed.
}, the variables that can be modified by α, or can disable, α, respectively. Letting
we can then partition the events according to the value of Top, by defining the subsets of events E l = {α : Top(α) = l}, for K ≥ l ≥ 1 (some of these sets can be empty, of course). In [7] we observed that a chaining order that applies these
S ← Union(S, Image(S, Dα)) 6 until S does not change; 7 return S; Fig. 1 . Symbolic BFS-based state-space generation with chaining.
Saturate(p);
• Bottom-up sub-fixpoint computation by DD node
• given our quasi-reduced form, f.lvl = k as well 3 s ← a new MDD node at level k with all edges set to 0; subsets to the MDD in bottom-up fashion, as shown in Fig. 1 , results in good speedups with respect to a strict BFS symbolic state-space generation. Recognizing this event locality also lets us store D α with an MDD over just the current and next state variables having index k, for Top(α) ≥ k ≥ Bot(α). Then, when computing the image of event α with Top(α) = l, statement 5 in BfsChaining requires to access only MDD nodes at level l or below and to modify in-place [5] only MDD nodes at level l, without having to traverse the MDD from the root. Exploiting identity transformations in D α for variables strictly between Top(α) and Bot(α) is not as critical for the efficiency of the saturation approach, and therefore we do not discuss it in the rest of the paper, for simplicity's sake. However, it does contribute to the experimental results in Sect. 5.
Saturation algorithm
An MDD node p at level l is said to be saturated [6] if it encodes a fixed point:
To saturate node p once its descendants are saturated, we compute the effect of firing α on p for each α such that Top(α) = l, recursively saturating any nodes at lower levels that might be created in the process, and add the result to B(p) using in-place updates. One advantage of this approach is that it stores only saturated nodes in the cache and unique table; these are the only "potentially useful" nodes, since nodes in the MDD encoding S are saturated by definition. Fig. 2 shows the saturation algorithm in its most general form, as presented in [10] . Its fixed-point iterations constitute an extreme form of chaining. Saturation has been shown to reduce memory and runtime requirements by several orders of magnitude with respect to BFS-based algorithms when applied to asynchronous systems, for both state-space generation and CTL model-checking [8] .
As an example, Fig. 3 shows a Petri net, and its equivalent guarded command language expression, modeling a gated-service queue with a limited pool of customers. New arrivals wait at the gate until it is opened, then all the waiting customers enter the service queue. Customers return to the pool after service. A state of the model can be represented as an evaluation of the integer variable vector (p, w, i), where p stands for pool, w for wait and i for in-service. Assuming a pool of two customers, the model has an initial state (2, 0, 0) and six reachable states: S = {(2, 0, 0), (1, 1, 0), (0, 2, 0), (1, 0, 1), (0, 0, 2), (0, 1, 1)}. Fig. 4 shows the execution of the saturation algorithm on this example. We use a for arrive, g for gate, and s for service to denote the transitions.
In Fig. 4 , snapshot (a) shows the 2K-level MDDs encoding the disjunctively partitioned transition relation. Snapshots from (b) to (k) show the evolution of the encoding of the state space, from the initial state to the final state space, where the key procedure calls are shown. For readability, node edges leading to terminal 0 are omitted. We denote each MDD node encoding the state space with a capital letter (A to I in the example), and color a node black after it becomes saturated. Not all procedure calls are shown, e.g.,
) is called in snapshot (k) before node C becomes saturated, but it is not shown since no new nodes (states) are generated from the call.
Node-wise fine-grained chaining
Previously introduced chaining heuristics are event-based, thus coarse-grained (they define an order in which to explore the model-level events) and static (the order is derived from the high-level model prior to state-space generation). Our heuristic is instead decision-diagram-node-based, thus fine-grained (it defines the order of descent for the decision diagram nodes during image computation) and dynamic (the order is decided on a per-node basis during state-space generation). Such a dynamic policy has the potential to be more flexible and efficient than a static policy, but also the risk of higher runtime costs. In fact, Sect. 5 shows that our heuristic can achieve substantial improvements and has small overhead.
Before presenting our heuristic, we rewrite the transition relation by grouping the disjuncts according to the value of Top(α), i.e., R ≡ K≥l≥1 R l , where
. Thus, R is described by a set of K MDDs where, for K ≥ l ≥ 1, the root r ⋆ l of the MDD encoding R l is at level l (some of these MDDs can be empty).
Petri net model
Guarded command language model arrive wait gate in-service serve pool This first part of our heuristic considers the strongly connected components (SCCs) of the dynamic transition graph, and explores the edges according to their position in the resulting quotient graph. However, to discriminate between edges within the same SCCs, we need to refine our heuristic, which we do next.
Heuristic node-fullness-guided chaining
We define the fullness of a node as the ratio of the number of substates it encodes over the maximum number of substates it could encode, n l:1 = df l≥k≥1 n k .
Definition 4
The fullness of the terminal nodes is φ(0) = 0 and φ(1) = 1. The fullness of an MDD node p at level l > 0 is φ(p) = |B(p)|/n l:1 .
2
For models with boolean variables, the node fullness is the number of on-set minterms of the boolean function encoded by the BDD node over all the possible minterms. Our definition of node fullness is related to, but different from, the concept of node density proposed in [20] . We compare the two in Sect. 6 .
Given p at level l > 0, we have 1/n l:1 ≤ φ(p) ≤ 1. If we store the value of φ with each node, or in a separate cache, we can compute it recursively bottomup as φ(p) = i∈S l φ(p[i])/n l . This definition can be applied also to the MDD encoding the transition relation R or of the disjuncts D α . In practice, φ(p) is extremely small, and Sect. 4.1 addresses how to avoid floating point underflows.
To choose the next pair (i, j) to be explored when computing Image(p, r ′ to i ′′ and from j ′′ to i ′ , for each MDD node, we assign a score corresponding to each pair (i, j) and explore the pair with the highest score.
Scoring function based on probability
In this section, we restrict ourselves to a particular SCC of the dynamic transition graph. Using probabilistic arguments, we define the "score" of the pair (i, j) in The score of (i, j) could then be set to the expected fraction of new states found (ignoring the effect of saturating newly created nodes at lower levels): 
, and φ new is given by
, then φ new can be written as:
Satr Sat d Satg Nodes Bounded open queuing network (BQ) [12] N is the number of customers and K = 8 20 2.3·10 7 Table 1 . Experimental results ("-" indicates that the runtime is over 3600 seconds).
Related work
Ravi and Somenzi [20] defined the density of a BDD node p as the ratio of the number of substates encoded by p over the number of BDD nodes reachable from p, and used it to make decisions about which nodes to explore during state-space generation, with the goal of reducing memory consumption. In particular, their algorithm could ignore low-density nodes and explore just high-density ones, at the price of computing a (hopefully good) under-approximation of the exact state space. In contrast, our definition of node fullness does not take into account the number of decision diagram nodes needed to encode the node's function. Most importantly, we use it for a fundamentally different purpose. Instead of exploring only dense nodes and computing an under-approximation of the state space, we look for asynchronous transition from high-fullness nodes to low-fullness nodes with the goal of reducing the number of symbolic iterations required to reach the exact fixed-point via chaining. In another related work, hints [21] were proposed with the same intent to guide the symbolic traversal of the state space and avoid intermediate BDD blowups in symbolic invariance checking and model checking. Hints are constraints which are added to the transition relation before the start of symbolic state-space exploration, and later removed from the transition relation to compute the exact solution, with the hope to avoid the peak memory consumption. However, this is orthogonal to our approach, since hints were designed to be dependent on the high-level model (as well as on the properties being verified), and either provided by model checker users [21] or automatically generated from the input model [26] , while our approach lies in the symbolic back-end solver and is completely independent of the high-level model.
Conclusion and future work
We introduced a new approach to exploit chaining during symbolic state-space generation. Unlike previous heuristics that operate on a high-level model and decide in which order to explore events, ours considers low-level information extracted from the decision diagrams encoding the current state space and the transition relation, thus it is applicable to any globally-asynchronous locallysynchronous system, regardless of the formalism used to model it. We implemented our heuristic in both BFS-based and saturation-based algorithms, and experimentally demonstrated that runtimes and memory requirements can improve by a factor up to four. Having established the soundness of the approach, we plan in the future to investigate further refinements of the proposed heuristic.
