We prove that a complete multipartite graph K with n > 1 vertices and m edges can be decomposed into edge-disjoint Hamilton paths if and only if m n−1 is an integer and the maximum degree of K is at most There has been interest in problems concerning decompositions of graphs into Hamilton cycles, or into Hamilton paths, for many years. A well-known construction of Walecki (see [1, 12] ) can be used to obtain a decomposition of any complete graph of odd order into Hamilton cycles, and a decomposition of any complete graph of even order into Hamilton paths. A complete multipartite graph has its vertices partitioned into parts and two vertices are adjacent if and only if they are from distinct parts. In 1976, Laskar and Auerbach [10] showed that a complete multipartite graph can be decomposed into Hamilton cycles if and only if it is regular of even degree, a condition which is obviously necessary. In this paper we prove a corresponding result for decompositions of complete multipartite graphs into Hamilton paths.
There has been interest in problems concerning decompositions of graphs into Hamilton cycles, or into Hamilton paths, for many years. A well-known construction of Walecki (see [1, 12] ) can be used to obtain a decomposition of any complete graph of odd order into Hamilton cycles, and a decomposition of any complete graph of even order into Hamilton paths. A complete multipartite graph has its vertices partitioned into parts and two vertices are adjacent if and only if they are from distinct parts. In 1976, Laskar and Auerbach [10] showed that a complete multipartite graph can be decomposed into Hamilton cycles if and only if it is regular of even degree, a condition which is obviously necessary. In this paper we prove a corresponding result for decompositions of complete multipartite graphs into Hamilton paths.
If K is any graph with n > 1 vertices and m edges that can be decomposed into Hamilton paths, then clearly t = m n−1 is an integer, equal to the number of Hamilton paths in the decomposition, and the degree of each vertex of K is at most 2t, because each Hamilton path has maximum degree 2. We say that a complete multipartite graph with n > 1 vertices and m edges is admissible if and only if it satisfies these conditions. The trivial complete multipartite graph with one vertex is also admissible.
Our main result is that a complete multipartite graph has a decomposition into Hamilton paths if and only if it is admissible (see Theorem 10) .
Admissible complete multipartite graphs are plentiful and arise in no obvious regular pattern, although there are a few easily described infinite families. The number of admissible complete multipartite graphs with at least two parts and having order at most 20, at most 40, and at most 60 is 53, 275, and 917, respectively. Below we list some examples of admissible complete multipartite graphs, including a few infinite families. We use the notation K A 1 ,...,Ar , where A 1 , . . . , A r are non-empty sets, to denote the complete multipartite graph with parts A 1 , . . . , A r , and we use the notation K a , where a 1 , . . . , a s and x 1 , . . . , x s are positive integers, to denote any complete multipartite graph having x i parts of cardinality a i for i = 1, . . . , s. In the list below we write just x where a, x 1 and (a + 1)x is even; 1 (a−1) 2 , a for a 2; a 2a−1 , 2a for a 1.
Throughout the paper, our graphs are allowed to have edges of multiplicity greater than 1 and loops are permitted. A graph with no edges of multiplicity greater than 1 and with no loops is called simple. Let G be a graph. The number of vertices, number of edges and number of components in G are denoted by v(G), e(G) and c(G), respectively, and the degree in G of the vertex x is denoted by deg G (x). We assume that a loop on vertex x contributes 2 to the degree of x. The number of edges in a path is called its length.
A spanning subgraph is called a factor and a decomposition into factors is called a factorisation.
for all x, y ∈ S, and G itself is almost regular if G is almost regular on V (G). In an edge colouring of G with colours c 1 , . . . , c t , the colour class c i refers to the spanning subgraph of G whose edges are assigned colour c i . An edge colouring is almost regular on S if each of its colour classes is almost regular on S.
Let G be a graph. ..,Ar contains a spanning, or near-spanning, star of multiplicity 2t where t is the number of Hamilton paths we require in our decomposition (see Lemma 6) , and the result is then an easy consequence of Petersen's 2-factor Theorem and Lemma 2.
A star of multiplicity µ is a graph with one central vertex u and a (possibly empty) set V of other vertices such that u is joined to each vertex in V with an edge of multiplicity µ.
From the factorisation described in the preceding paragraph, we then use Lemma 3 to obtain a new factorisation of K A 1 ,...,Ar with the property that each factor F is the vertex disjoint union of cycles and a single path and F A is connected, where A is the partition {A 1 , . . . , A r } (see Lemma 9) .
Thus, if we now group the vertices of F according to their respective parts in K A 1 ,...,Ar and collapse each of these groups into a single vertex, then the resulting graph is connected (so each factor is connected under a finer partition than previously). Finally, in the proof of Theorem 10 we again use Lemma 3 to modify our factorisation so that each factor becomes connected. Thus, each factor consists of a single path and hence is a Hamilton path.
We now briefly discuss some existing work on path decompositions and some related results.
There is a well-known conjecture of Gallai from 1966 that every simple connected graph of order n can be decomposed into ⌈ n 2 ⌉ or fewer paths. In 1968, Lovász [11] proved that every simple connected graph of order n can be decomposed into ⌊ n 2 ⌋ or fewer paths and cycles. A consequence of Lovász's result is that Gallai's conjecture holds for graphs in which every vertex has odd degree. See [3, 8] and the references therein for some recent progress on Gallai's conjecture.
A lot is known about path decompositions of complete graphs. In 1983, Tarsi [15] proved that a complete graph of order n and multiplicity λ, denoted λK n , can be decomposed into paths of length m if and only if m n − 1 and m divides e(λK n ). Tarsi [15] also conjectured that λK n can be decomposed into t paths of lengths m 1 , . . . , m t if and only if m i n − 1 for i = 1, . . . , t and m 1 + · · · + m t = e(λK n ). Tarsi's conjecture was proved in 2010 [5] . Parker [13] has proved necessary and sufficient conditions for the existence of a decomposition of a complete bipartite graph into paths of any fixed length.
By alternately colouring the edges of each path, from any decomposition of a graph K into t paths we can obtain a proper edge colouring of K with 2t colours. We show in Lemma 4 that admissible complete multipartite graphs with n vertices and m edges are either complete graphs or have maximum degree 2t where t = m n−1
. Thus, by showing that admissible complete multipartite graphs of maximum degree 2t can be decomposed into t Hamilton paths, we show that they have proper edge colourings with 2t colours. This represents a special case of the result of Hoffman and
Rodger that complete multipartite graphs are class 1 if and only if they are not overfull [9] .
Since Thomassen's paper [16] , which shows that 171-edge-connected graphs of size divisible by 3
can be decomposed into paths of length 3, there has been considerable interest in path decompositions of highly connected graphs (also see [17] ). In [4] it is shown that for any fixed length k, there is a constant C(k) such that any C(k)-edge-connected graph G has a decomposition into paths of length k if and only if k divides the size of G.
We will use a theorem from [6] which concerns almost-regular edge colourings of hypergraphs.
The following lemma is an immediate consequence of the result in [6] , as it applies to ordinary graphs.
Also see [7] for the same result in the case of edge colourings of complete graphs. As noted in [7] , this result has some similarities and connections with the method of graph amalgamations [2] , and could be proved by that method.
Lemma 1 ([6])
If G is a graph, γ is an edge colouring of G, and S ⊆ V (G) such that any permutation of S is an automorphism of G, then there exists an edge colouring γ ′ of G such that (a) for each colour c, the number of edges of colour c is the same for γ and γ ′ ;
(b) for each v ∈ V (G) \ S and each colour c, the number of edges of colour c incident with v is the same for γ and γ ′ ;
(c) the colour of any edge of G that has both endpoints in V (G) \ S is the same in γ and γ ′ ; and
The next two results are proved using Lemma 1, and will be used in the proofs of Lemmas 8 and 9 and Theorem 10. Lemma 3 Let G be a graph, let α, β ∈ V (G) such that the transposition (α β) is an automorphism of G, let {G 1 , . . . , G t } be a factorisation of G such that for i = 1, . . . , t either α and β are in the same component of G i or at least one of α and β is in a cycle of G i . Then there exists a factorisation
(4) F i is almost regular on {α, β}; and (5) α and β are in the same component of F i .
Proof Define an edge colouring γ of G with colour set {c 1 , . . . , c t } ∪ {c
• if α and β are in the same component of G i , then the edges of a path from α to β in G i are assigned colour c ′ i , and every other edge of G i is assigned colour c i ;
• if α and β are in distinct components of G i , then there is a cycle C in G i that contains either α or β, the edges of C are assigned colour c ′ i , and every other edge of G i is assigned colour c i .
Let γ ′ be the edge colouring of G with colour set {c 1 , . . . , c t } ∪ {c
} that is obtained from γ by applying Lemma 1 with S = {α, β} and for i = 1, . . . , t let F i be the factor of G containing the edges of colour c i or c
It follows that the edges of colour c ′ i in γ ′ form a path from α to β in F i , and hence that α and β are in the same component of F i . So we have proved that (5) holds. Properties (1), (2), (3) and (4) Lemmas 4 and 5 are required only for the proof of Lemma 6. Lemma 4 was mentioned earlier, and implies that in any Hamilton path decomposition of a complete multipartite graph, that is not a complete graph, there is a vertex that is not the endpoint of any path. Lemma 5 is a somewhat technical result that says that if there is a unique part of smallest cardinality a, then all the other parts have cardinality a + 1, and that if there is more than one smallest part, then the number of vertices is at most r(a + 1) − 2 where a is the cardinality of smallest part and r is the number of parts.
..,Ar is either a complete graph or it is not regular and has maximum degree 2t.
Proof Let Σ denote the sum of the degrees of the vertices in K A 1 ,...,Ar . Since Σ = 2e(K A 1 ,...,Ar ) and
..,Ar is not a complete graph, then Σ < n(n − 1) from which it follows that Σ > n(
..,Ar has maximum degree 2t.
Also, having maximum degree 2t means that K A 1 ,...,Ar is not regular, because if it were regular, then we would have Σ = 2tn which contradicts 2t = Σ n−1 . The argument used in the proof of Lemma 4 shows that every simple non-complete graph that has a decomposition into Hamilton paths is not regular, and that in any such decomposition there is a vertex that is not the endpoint of any path.
Lemma 5 Let K A 1 ,...,Ar be admissible with r 2, let a i = |A i | for i = 1, . . . , r, and let a 1 · · · a r .
If a 1 < a 2 , then a i = a 1 + 1 for i = 2, . . . , r, and if a 1 = a 2 , then a 1 + · · · + a r r(a 1 + 1) − 2.
Proof If K A 1 ,...,Ar is a complete graph, then the result holds (since r 2) so we can assume otherwise. Let a = a 1 and let p = |{i : a i = a, i = 1, . . . , r}| and let σ = r i=p+1 a i . The number of vertices in K A 1 ,...,Ar is n = pa + σ, the number of edges is m = p 2 a 2 + paσ + p+1 i<j r a i a j and the maximum degree is ∆ = (p − 1)a + σ. Since K A 1 ,...,Ar is admissible, we know that t = m n−1 is an integer and by Lemma 4 we know that ∆ = 2t (since K A 1 ,...,Ar is not a complete graph). Thus, ∆(n − 1) = 2m. Substituting the above expressions for n, m and ∆ into this equation we obtain
By the Cauchy-Schwarz Inequality, σ
, and so we have (using the fact that r−p > 0, which holds because Lemma 4 tells us that K A 1 ,...,Ar is not regular)
which is equivalent to
If a 1 < a 2 , then p = 1 and we have σ (r − 1)(a + 1) which implies a i = a 1 + 1 for i = 2, . . . , r.
On the other hand, if a 1 = a 2 , then p > 1, and using the fact that (r − p)a < σ we obtain σ−(r−p)(a+1) < p−1 which means that σ−(r−p)(a+1) p−2 and hence that σ+ap r(a+1)−2.
The completes the proof because σ + ap = a 1 + · · · + a r .
Lemma 6 Let K = K A 1 ,...,Ar be admissible with r 2, let n = v(K), let t = e(K)/(n − 1), and let B be the degree partition of V (K). Then K B contains a star S of multiplicity 2t such that
is either empty or is {A x } for some x ∈ {1, . . . , r}.
Proof For then we can take the central vertex of S to be {B y } for some y such that |B y | = b max . If (i) holds, then S will be a spanning star, and if (ii) holds, then we can take
Let |A i | = a i for i = 1, . . . , r and assume a 1 . . . a r . For simplicity of notation, let a = a 1 be the cardinality of a smallest part, and let p = |{a i : a i = a, i = 1, . . . , r}| be the number of parts of cardinality equal to the cardinality of a smallest part. Observe that p < r because K is not regular. Our next goal is to prove inequalities (4) and (5) below, which will be used repeatedly in the remainder of the proof. Since a vertex of maximum degree in K is contained in a part of smallest cardinality, we have
Since p 2 we have a 1 = a 2 and so by Lemma 5 we have a 1 + · · · + a r r(a + 1) − 2. Let ε i = 0 for i = 1, . . . , p, and ε i = a i − (a + 1) for i = p + 1, . . . , r. It follows (using a 1 + · · · + a p = ap and
We now show that if I ⊆ {1, . . . , r} and min{a i : i ∈ I} a + 2, then
Write i∈I a i as c 0 a * + c 1 (a * + 1) + · · · + c q (a * + q) where a * = min{a i : i ∈ I}, q is given by a * + q = max{a i : i ∈ I}, and c j = |{a i : a i = a * + j, i ∈ I}| for j = 0, . . . , q, and define
and (3) holds. It follows easily from (1), (2) and (3) that if I ⊆ {1, . . . , r} and min{a i : i ∈ I} a+2, then 2t i∈{2,...,r}\I
In particular, when i * = min{i : a i a + 2} and I = {i * , . . . , r}, then by (4) we have 2t i∈{2,...,i * −1}
because a i * a + 2 implies
The proof now splits into Case 1 where b max = ap and Case 2 where b max > ap. In each case, we show that either (i) or (ii) holds. 
If 2ap − 2a + 2p − 3 > ap(a + 1), then p(a 2 − a − 2) + 2a + 3 < 0, which is a contradiction. Thus, 2t 2ap − 2a + 2p − 3 ap(a + 1) = b max b min , so (i) holds.
Now assume a = 1, which implies b min = 2 and b max = p. We aim to show that (ii) holds with
is complete and K 1 2 ,2 is not admissible. So p 3 and K has exactly one part of cardinality 2. Thus If 3ap − 3a + 2p − 4 > ap(a + 2), then p(a 2 − a − 2) + 3a + 4 < 0, which is a contradiction for all a 2. Thus, (i) holds for all a 2, and hence we can assume a = 1. Now, with a = 1, we have b max = p and 2t 5p − 7 < 5p, and so clearly (i) holds for b min 5. Hence we only need to consider b min ∈ {3, 4}.
If b min = 4, then K has exactly four parts of cardinality 1, or exactly two parts of cardinality 2, or exactly one part of cardinality 4. Moreover, the number of parts having cardinality 3 is either 0 or at least 2. If K has exactly four parts of cardinality 1, then p = 4 and b max = b min = 4. This Note that b min a + 1 (since p 2). By (5) we have 2t a(p − 1) + (a + j)ℓ + (a + 2)(p − 2)
where the last inequality follows from the fact that p < ( a+j a )ℓ (recall that ap < b max = (a + j)ℓ).
+ 3a + 4 < 0, which is a contradiction for all a 3. Thus (i) holds for a 3, and we only need to consider a ∈ {1, 2}.
(a) Suppose a = 2. By (7) we have 2t 4(2 + j)ℓ − 11 4b max and clearly (i) holds if b min 4.
So we can assume b min = 3, and hence that K has exactly one part of cardinality 3. Thus, by (5), 2t 2(p − 1) + 3 + 4(p − 2) = 6p − 7 < 6p < b max b min (since b max > 2p) and so (i) holds.
(b) Suppose a = 1. By (7) we have 2t 5(1 + j)ℓ − 8 < 5b max and clearly (i) holds if b min 5.
So we can assume b min 4. In fact, since p 2, we have b min ∈ {2, 3, 4}; we consider these three options in turn.
Suppose b min = 2. First we consider p ∈ {2, 3}. If p = 2 then from (2) we have r i=1 ε i = 0 and hence K = K 1 2 ,2 ℓ , which is not admissible; if p = 3 then from (2) we have r i=1 ε i 1 and 
, for some integer x, but these are not admissible. Hence we can assume that p 5. Since b min = 4, either K has exactly two parts of cardinality 2 or exactly one part of cardinality 4. If K has exactly two parts of cardinality 2, then by (5) we have 2t p−1+4+3(p−2) = 4p−3 < 4p < b max b min and (i) holds. So we can assume that K has at least three parts of cardinality 2 and exactly one part of cardinality 4 (and so b Before proceeding with the next major step in the proof of our main result, namely Lemma 8, we need the following easy consequence of the result of Petersen [14] (see [18] ) that every regular graph of even degree contains a 2-factor (spanning 2-regular subgraph), and hence has a 2-factorisation (decomposition into 2-factors).
Lemma 7 If K is a graph and t is a positive integer such that 2t divides deg
and each i ∈ {1, . . . , t}.
Proof Split each vertex v into
vertices of degree 2t (arbitrarily choosing which edges go with each vertex). The resulting (2t)-regular graph has a 2-factorisation, and recombining the vertices yields the required factorisation of K.
and let B be the degree partition of V (K A 1 ,...,Ar ). There exists a factorisation
such that for i = 1, . . . , t,
(1) F i is the vertex-disjoint union of cycles and a single path; and 
Note that e(K B ∞ ) = e(K B ) + 2t = t(n + 1).
By Lemma 6, K B contains a star S of multiplicity 2t such that V (K B ) \ V (S) is either empty or is {A x } for some x ∈ {1, . . . , r}. Since 2t divides the degree of each vertex of K {S 1 , . . . , S t } be a factorisation of S where each S i contains exactly 2 edges from each set of 2t parallel edges in S, (2) in Lemma 2) that for i = 1, . . . , t, we have
2 for each vertex v of K A 1 ,...,Ar . Thus, since e(F i ) = e(G i ) = n − 1, each F i is the vertex-disjoint union of cycles and a single path. Finally, it follows from (f) (and from (1) For i = 1, . . . , t and j = 1, . . . , r, we have is an integer and K has maximum degree at most 2t. We now show that these conditions are sufficient for the existence of a Hamilton path decomposition of K. The proof is somewhat similar to the proof of Lemma 9. Let K ∼ = K A 1 ,...,Ar be admissible, and let {H 1 , . . . , H t } be a factorisation of K A 1 ,...,Ar such that each H i is the vertex-disjoint union of cycles and a single path and each H A i is connected. Such a factorisation exists by Lemma 9.
Let C = i=1,...,t c(H i ) so that C is the number of components in the factors of the factorisation {H 1 , . . . , H t }. If C = t, then each H i is connected and letting F i = H i for i = 1, . . . , t gives the required Hamilton path decomposition. Thus, we can assume C > t, which means that there exists a k such that H k is disconnected. Since H A k is connected this implies that there exist x ∈ {1, . . . , r} and u, v ∈ A x such that u and v are in distinct components of H k .
We now show that we can apply Lemma 3 with α = u and β = v to the factorisation {H 1 , . . . , H t } of K A 1 ,...,Ar . Clearly, the transposition (u v) is an automorphism of K A 1 ,...,Ar , and since H i is the vertex-disjoint union of cycles and a single path, for i = 1, . . . , t we have either u and v are in the same component of H i or at least one of u and v is in a cycle of H i . Thus, we can indeed apply Lemma 3, and we let {G 1 , . . . , G t } be the resulting factorisation of K A 1 ,...,Ar . Observe that G until we obtain the required Hamilton path decomposition of K A 1 ,...,Ar .
