Abstract. We develop discrete W 2 p -norm error estimates for the Oliker-Prussner method applied to the Monge-Ampère equation. This is obtained by extending discrete Alexandroff estimates and showing that the contact set of a nodal function contains information on its second order difference. In addition, we show that the size of the complement of the contact set is controlled by the consistency of the method. Combining both observations, we show that the error estimate
where the constant C depends on u C 3,1 (Ω) , the dimension d, and the constant p. Numerical examples are given in two space dimensions and confirm that the estimate is sharp in several cases.
1. Introduction. In this paper we develop discrete W with given function f ∈ C(Ω) satisfying f ≤ f ≤f inΩ, for some positive constants f ,f . Here, D 2 u denotes the Hessian matrix of u. The domain Ω ⊂ R d is assumed to be bounded and uniformly convex. We seek a solutions to (1.1) in the class of convex functions, which ensures ellipticity of the problem and its unique solvability [11] .
The method we analyze in this paper is due to Oliker and Prussner [17] , which is based on a geometric notion of generalized solutions called Alexandroff solutions. In this setting, the determinant of the Hessian matrix of u in (1.1a) is interpreted as the measure of the subdifferential of u; see [11] . The method proposed in [17] simply poses this solution concept onto the space of nodal functions and enforces the geometric condition implicitly given in (1.1a) at a finite number of points. Namely, the method seeks a nodal function u h satisfying the Dirichlet boundary conditions on boundary nodes, and |∂u h (x i )| = f i at all interior grid points x i . Here, ∂u h (x i ) denotes the sub-differential of u h at x i , | · | is the d-dimensional Lebesgue measure, f i ≈ h d f (x i ), and h is the mesh parameter. Existence and uniqueness of the method, and convergence to the Alexandroof solution is shown in two dimensions in [17] .
Recently, Nochetto and the second author derived pointwise error estimates of the Oliker-Prussner scheme [19] . There it is shown that, if the exact convex solution to (1.1) is sufficiently smooth, and if the nodes are translation invariant, then the error is of (optimal) order O(h 2 ) in the L ∞ norm. Generalities of these results, depending on solution regularity, are also given. The main tools to develop these results include operator consistency estimates, the Brunn-Minkowski inequality, and discrete Alexandroff-Bakelman-Pucci estimates for continuous, piecewise linear functions [12, 18] .
Our contribution in this paper is to extend these results and to develop discrete W norm for discrete nodal functions. We define the second-order difference operator of a nodal or continuous function v in the direction e ∈ Z d at a node x i as δ e v(x i ) := v(x i + he) − 2v(
where |e| denotes the Euclidean norm of e, and it is assumed that x i ± he is also a node in the domainΩ. If either x i − he or x i + he is outside Ω, we define
where ρ 1 and ρ 2 are the largest number in (0, 1] such that x i + ρ 1 he and x i − ρ 2 he are inΩ, respectively. The (weighted) W 2 p -norm of a nodal function v with respect to direction e on a set of nodes S is given by
The main result of the paper, precisely given in Theorem 5.3, is the estimate
where N h u denotes the nodal interpolant of u. Similar to the arguments in [19] , one of the tools we use is operator consistency of the method. In addition, we extend the discrete Alexandroff-Bakelman-Pucci estimates given in [12, 18] , and show that the contact set also contains useful information about the second-order differences. Because of its wide array of applications in e.g., differential geometry, optimal mass transport, and meteorology, several numerical methods have been developed for the MongeAmpère problem. These include the monotone finite difference schemes [16, 10, 5, 13] , the vanishing moment method [8] , C 1 finite element methods [4, 2] , C 0 penalty methods [6, 14, 1] , and semi-Lagrangian schemes [9] . We also refer the interested reader to a review of numerical methods for fully nonlinear elliptic equations [15] . One application of our results is to feed the solution of the Oliker-Prussner method into a higher-order scheme. For example, the results given in [14] state that Newton's method converges to the discrete solution provided that difference between the initial guess and the exact solution is sufficiently small in a W 2 p -norm. Therefore, we show that the solution of the Oliker-Prussner scheme can be used as an initial guess within a higher-order scheme. We will explore this idea in a coming paper.
The organization of the paper is as follows. In the next section, we state the OlikerPrussner method and state some preliminary results. In Section 3 we give operator consistency results of the scheme. Section 4 gives stability results with respect to the second-order difference operators, and in Section 5 we provide W 2 p error estimates. Finally, we end the paper with some numerical experiments in Section 6.
Preliminaries.
2.1. Nodal Set and Nodal Function. Let N h be a set of nodes in the domainΩ. We denote the set of interior nodes N To ensure that the interior node is not too close to the boundary ∂Ω, we require that
Such a nodal set can be obtained by removing the nodes whose distance to ∂Ω is less than h/2. We assume that the nodal set is translation invariant, i.e., there exist a point b ∈ R d and a basis
in R d such that any interior node z ∈ N I h can be written as
Since the basis e i can be transformed into the canonical basis in R d under a linear transformation, hereafter to simplify the presentation, we will assume that
We also make the following additional assumption on the boundary nodal set N B h :
We say the nodal spacing of N h is h. It is worth mentioning that one can construct a translation invariant N h on a curved domain Ω. In fact, for a nodal set N h to be translation invariant, we only require the interior nodal set N I h satisfies (2.2), while no such requirement is made on the boundary nodes.
Associated with the nodes is a simplicial triangulation T h , with vertices N h . We denote by h T the diameter of T ∈ T h , and by ρ T the diameter of the largest inscribed ball in T . We assume that that the triangulation is shape-regular, i.e., there exists σ > 0 such that
We denote by {φ i } n i=1 , with n = #N I h , the canonical piecewise linear hat functions associated with T h . Namely, the function φ i ∈ C(Ω) is a piecewise linear polynomial with respect to T h , and is uniquely determined by the condition φ i (x j ) = δ i,j (Kronecker delta) for all x j ∈ N I h and φ i (x j ) = 0 for all x j ∈ N B h . We denote by ω i the support of φ i , i.e., the patch of elements in T h that have x i as a vertex.
A function defined on N h is called a nodal function, and we denote the space of nodal functions by M h . For a nodal function g with nodal value {g i } xi∈N h , and for a subset of nodal points C ⊂ N h , we set the discrete d norm as
The convex envelope of u h is the function Γ(u h ) ∈ C(Ω) given by
Finally, we denote by
It is easy to see that if v is a convex function onΩ, then N h v is a convex nodal function. The sub-differential ∂u h (0) of the convex nodal function u h at node 0 is the convex hull of the piecewise gradients ∇γ h | T , which is the polygon in the second figure. Let the domain Ω be a unit ball centered at 0 and N h be a nodal set in Ω. A convex nodal function u h defined on N h induces a piecewise linear function Γ(u h ). For each node x i ∈ N h , there is an associated subdifferential ∂u h (x i ) which corresponds to a polygon cell in the last figure. The piecewise gradient of u h can be viewed as a map between the domain Ω and the diagram.
The Oliker-Prussner Method.
To motivate the method introduced in [17] , we first introduce the notion of an Alexandroff solution to the Monge-Ampère equation (1.1). To this end, note that if the solution to (1.1) is strictly convex, and if u ∈ C 2 (Ω), then a change of variables reveals that
To extend this identity to a larger class of functions, we introduce the subdifferential of the function u at the point x 0 as
Thus, ∂u(x 0 ) is the set of supporting hyperplanes of the graph of u at x 0 . If u is strictly convex and smooth then ∂u(x 0 ) = {∇u(x 0 )}, and the same calculation as above shows that
The method introduced in [17] simply poses this solution concept onto the space of nodal functions. To do so, the definition of the subdifferential is extended to the spaces of nodal functions in the natural way:
To characterize the sub-differential of a nodal function u h , we note that the convex envelope of a convex nodal function u h , which is a piecewise linear function defined in Ω, induces a meshT h ; see The discrete method is to find a convex nodal function u h with u h = 0 on N B h and
where
Remark 2.1. Existence and uniqueness of a solution to (2.6) is given in [17, 19] .
2.3. Brunn Minkowski inequality and subdifferential of convex functions. In this subsection, we develop a few techniques which will be useful in establishing the error estimate. We start with the celebrated Brunn Minkowski inequality which relates the volumes of compact sets of R d .
Proposition 2.1 (Brunn Minkowski inequality)
. Let A and B be two nonempty compact subsets of R d for d ≥ 1. Then the following inequality holds:
where A + B denotes the Minkowski sum:
Next, we make the following observation on the sum of two subdifferential sets. Lemma 2.2 (Lemma 2.3 in [19] ). Let u h and v h be two convex nodal functions. Then there holds
for all x i ∈ N I h . Proof. Let p 1 and p 2 be in ∂u h (x i ) and ∂v h (x i ), respectively. By the definition of subdifferential (2.5), we have
Adding both inequalites, we obtain
Combining both estimates, we derive the following result. Lemma 2.3. Let u h and v h be two convex nodal functions defined on N h and C h be the lower contact set of (u h − v h ):
Then for any node
Proof. The proof of this result is implicitly given in [19, Proposition 4.3 ], but we give it here for completeness.
The definition of the convex envelope and the subdifferential shows that
for all x i ∈ C . Applying Lemma 2.2 then yields
An application of the Brunn-Minkowski inequality (cf. Lemma 2.1) gets
Rearranging terms we obtain (2.8).
We also note that the numerical method (2.6) has a discrete comparison principle. Here, we refer to [19] for a proof.
Lemma 2.4 (discrete comparison principle, Corollary 4.4 in [19] ). 
where R depends on λ and Λ. Moreover, there holds for dist(x i , ∂Ω) ≤ Rh,
Remark 3.1. The regularity of f and ∂Ω, the strict convexity of Ω, and the positivity of f guarantees that the convex solution to (1.1) enjoys the regularity u ∈ C k,α (Ω). For example, if f ∈ C k−2,α (Ω) and Ω is smooth, then the solutions satisfies u ∈ C k,α (Ω) [11, 7, 20] Thanks to the consistency error of the method, Lemma 3.1, an L ∞ -error estimate is derived in [19] which states Proposition 3.2. Let Ω be uniformly convex and N I h be translation invariant. Suppose further that the boundary nodes satisfy (2.1), that f ≥ f > 0, and that the convex solution to (1.1) satisfies u ∈ C k,α (Ω) for some 2 ≤ k + α ≤ 4 and 0 < λI ≤ D 2 u ≤ ΛI. Then the numerical solution to the discrete Monge-Ampère equation (2.6) satisfies
We note that if u ∈ C 3,1 (Ω), then the optimal order of the L ∞ error is O(h 2 ). By this L ∞ error estimate and the assumption (2.1) that the boundary node is at least h/2 away from the boundary, we immediately deduce that |δ e (N h u − u h )(x i )| is bounded. This observation will be useful in the following sections when we investigate the discrete W 2 p error estimate.
Stability of the
for any vector e ∈ Z d . Proof. We observe that if a node is in the contact set x i ∈ C , then the second order difference of w satisfies δ e w (x i ) ≥ δ e Γw (x i ) ≥ 0 for any vector e ∈ Z d . Hence, for any node x i ∈ C , we have
This inequality yields a lower bound of the second order difference. To derive the upper bound, we apply a similar argument above to the function w and derive
for any node x i ∈ C . A simple algebraic manipulation yields
Combining both the lower bound (4.4) and upper bound (4.5), we obtain the desired estimate. Remark 4.1. The lemma above shows that we have control of the error δ e (u h − v h ) on the contact sets C and C . Define the set E τ to be
where τ = /(1 − ). Then the proof of Lemma 4.1 shows that E τ is contained in the non-contact set Analogously,
In the next step, we estimate the cardinality of S . Heuristically, if = 1, then w = u h which is a convex nodal function, and so we have S = ∅. As decreases to zero, the function w becomes 'less convex', and the cardinality #(S ) increases; see Figure 4 .1. Therefore, our next goal is to estimate how fast #(S ) increases as → 0. The following lemma shows that this is controlled by the consistency error of the method. 
where C is given by (4.1), S is given by (4.7), and τ = /(1 − ). Consequently, there holds
11)
. Proof. We first show that Since u h = Γu h on N h due to the convexity of u h , the inequality (4.13) implies (4.12). Taking measure on both sides of (4.12) and substituting (4.8) yields
In view of the convexity of the measure of the subidfferential (2.8),
Therefore, we infer that
Thus, subtracting d µ(C ), we obtain
Therefore, dividing d , we obtain
To derive the estimate (4.11), we first see that (4.10) is equivalent to
and therefore f
by the Minkowski inequality. From this estimate and the inequality a
W
2 p -estimate of the method. To establish W 2 p -estimates of the method, we first introduce an estimate of the discrete L 1 norm of a nodal function in terms of its level sets.
Lemma 5.1. Let s h be a bounded nodal function with |s h (x i )| ≤ M for some M > 0. Then, for any σ > 0, Proof. The estimate is illustrated in the Figure 5 . Here, we give a rigorous proof. Set 
Then we clearly have
We also have
and so, since the sets {P k } are disjoint,
5.1. Ideal Case. Now we are ready to prove the estimate in the case that the consistency error (3.1) holds for all interior grid points.
Theorem 5.2. Let u be the solution of the Monge-Ampère equation (1.1). Assume that
where N h u is the interpolation of u on the nodal set N h . Assume further that f is uniformly positive on Ω. Then the error in the weighted W 2 p -norm satisfies
provided that h is sufficiently small. Proof. We start by setting
where the constant C > 0 is large enough, but independent of h, to ensure that (cf. (5.1))
By a comparison principle (cf. Lemma 2.4), we have u h ≤ v h on N I h , and we see that
due to the assumption (5.1). We also have g i ≥ Ch d provided h is sufficiently small, and
Thus, to prove the theorem, it suffices to show that
Define the positive and negative parts of δ e (v h − u h )(x i ), respectively, as
We shall prove
The estimate for the negative part can be proved in a similar fashion. Due to the regularity assumption of u, a Taylor expansion shows that |δ e v h (x i )| ≤ C 2 for all x i ∈ N I h , where C 2 > 0 depends on u C 1,1 (Ω) . Moreover, from the L ∞ error estimate, Proposition 3.2 and the assumption (2.1) that interior nodes are at least h/2 away from the boundary, we deduce that
where the constant
and define the set
By Lemma 5.1 with s h (
We aim to estimate the measure of set µ(A k ). Due to the relations of the second order difference and contact set given in Remark 4.1, we have
. Therefore, by the estimate (4.11) given in Proposition 4.1,
From the concavity of t → t 1/d , we have (t + )
due to the consistency error (5.2) and the lower bound g i ≥ Ch d . Consequently, we find that
and therefore µ(A k ) ≤ C k 1/p . Applying this bound in (5.3), we derive the estimate
This completes the proof. Remark 5.1. It is worth mentioning that the assumption on the consistency error (5.1) holds for nodes bounded away from the boundary ∂Ω provided that u ∈ C 3,1 (Ω). However, for nodes close to the boundary ∂Ω, such an estimate holds only for structured domain, such as a rectangle domain; see the first numerical experiment in Section 6. In general, this estimate may not be true. In fact, Lemma 3.1 shows that the (relative) consistency error, O(h) away from the boundary, is of order O(1). In the following subsection, we take into account the lack of consistency in the boundary layer.
Estimate on general domain. To this end, we define the barrier nodal function
h , which will be used to "push down" the graph of the nodal interpolant of u and as such, develop error estimates in a general setting. Theorem 5.3. Let u ∈ C 3,1 (Ω) be the solution of the Monge-Ampère equation (1.1) with 0 < λI ≤ D 2 u ≤ ΛI, and assume that the nodal set N I h translation invariant and that f is uniformly positive on Ω. Then the error in the weighted W 2,p -norm satisfies
where N h u is the interpolation of u on the nodal set N h and the constant C depends on u C 3,1 (Ω) , the dimension d, and the constant p. Proof. We define the boundary layer:
where the constant R is the constant in the consistency error, Lemma 3.1, which depends on the ellipticity constants λ and Λ of D 2 u. We set
where the constant C > 0 is sufficiently large so that u h ≤ v h ; see Proposition 3.2. It is clear from the definition of b h that
This implies that |f
h . As in Theorem 5.2, we shall prove the estimate for the positive part:
The estimate for the negative part can be proved in a similar fashion. Also note that the estimate for p < d follows from the estimate of p = d and Hölder's inequality:
We set τ k = C 2 k 1/p h and define the set
Then, by similar arguments as in Theorem 5.2, we find by Lemma 5.1 that
To estimate the measure of set µ(A k ), we note that
Invoking the estimate of the measure of the non-contact set S stated in Proposition 4.1, we obtain
We then divide the estimate of ν τ k (C k ) − µ(C k ) into two parts:
where we recall that e
In the set C k ∩ Ω h , the consistency error satisfies |e
Therefore, we have
of the W 2 p norms with e 1 = (1, 0), e 2 = (0, 1), e 3 = (1, 1) and e 4 = (1, −1). That is, with an abuse of notation, we set
As explained in [19] and in Section 2.2, a convex nodal function induces a triangulation of Ω whose set of vertices corresponds to N h . For a computed solution u h , we associate with it a piecewise linear polynomial on the induced mesh, which we still denote by u h , and use the quantity u − u h H 1 (Ω) to denote the H 1 error in the experiments below. A summary of the theoretical results in Sections 2.3 and 5 when d = 2 are
for any > 0, provided that u ∈ C 3,1 (Ω).
Example I: Smooth Solution u ∈ C ∞ (Ω). We consider the example and list the resulting errors and rates of the scheme in Table 6 . The A simple calculation shows that u ∈ C 1,1 (Ω) and u ∈ C 4 (Ω \ ∂B 1 ), but u ∈ C 2 (Ω). The errors and rates of convergence are given in Table 6 . The table shows that, while all errors tend to zero as the mesh is refined, the rates of convergence in the L ∞ and W 
