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Abstract
In this dissertation, we first present a new functional for variational mesh gener-
ation and adaptation that is formulated by combining the equidistribution and
alignment conditions into a single condition with only one dimensionless pa-
rameter. The functional is shown to be coercive which, when employed with
the moving mesh partial differential equation method, allows various theoretical
properties to be proved. Numerical examples for bulk meshes demonstrate that
the new functional performs comparably to a similar existing functional that is
known to work well but contains an additional parameter.
Variational mesh adaptation for bulk meshes has been well developed however,
surface moving mesh methods are limited. Here, we present a surface moving
mesh method for general surfaces with or without explicit parameterization. The
development starts with formulating the equidistribution and alignment condi-
tions for surface meshes from which, we establish a meshing energy functional.
The moving mesh equation is then defined as the gradient system of the energy
functional, with the nodal mesh velocities being projected onto the underlying
surface. The analytical expression for the mesh velocities is obtained in a com-
pact, matrix form, which makes the implementation of the new method on a
computer relatively easy and robust. Moreover, it is analytically shown that
any mesh trajectory generated by the method remains nonsingular if it is so ini-
tially. It is emphasized that the method is developed directly on surface meshes,
making no use of any information on surface parameterization. A selection of
two-dimensional and three-dimensional examples are presented.
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Chapter 1
Introduction
The solutions of partial differential equations (PDEs) arising in science and engineering can
frequently have large variations occurring over small portions of the physical domain. A
major challenge when solving such problems is how to appropriately resolve the solution
behavior there. When finite difference or finite element methods are employed, a fine mesh
is required in these particular regions of the physical domain. Typically, in one-dimension,
using a uniform fine mesh is feasible, however, in higher dimensions this can become a
substantial computational expense in terms of computer memory and processing time. This
particular challenge has led to the study of mesh adaptation methods which consist of three
mesh adaptation techniques. The h-method seeks to improve accuracy by adding more mesh
points in regions of the domain with large solution variation. In this, the h is a standard
notation representing the size of the mesh element. Although intuitive, this approach requires
continuously adding elements and changing connectivity of the mesh for which, in some cases,
can be expensive or even forbidding in terms of memory. The p-method (where the p stands
for polynomial) seeks to improve the accuracy by increasing the polynomial degrees of the
solution approximation in regions with large solution error. The p-method, unlike the h-
method, does not add more points or change the connectivity of the mesh however, it is
difficult to implement in many cases. The final method is the r-method (adaptive moving
mesh method) where the r stands for relocation. This method seeks to improve the accuracy
by moving mesh points into the regions that require a fine resolution. Adaptive moving
mesh methods can attain a similar accuracy to that of a uniform mesh or an h-method with
significantly less mesh points.
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More specifically, adaptive moving mesh methods consist of two major components: the
strategy used to move the mesh and the approach used to solve the system of mesh equations.
The mesh movement strategy is typically performed either by solving a system of PDEs
involving the mesh coordinate transformation or by doing a direct error-based minimization.
Here we focus on the former and take a velocity-based variational approach to formulate the
mesh strategy. To solve the system of mesh equations, we use a general ordinary differential
equation (ODE) solver. In this variational approach, a (adaptive) mesh is generated as
the image of a reference mesh under a coordinate transformation which is determined as
the minimizer of a meshing functional. The meshing functional is typically designed to
measure the difficulty in the numerical approximation of the physical solution and involves
a user determined metric tensor or monitor function to control the movement. Due to the
inherent ability of the method to easily incorporate user determined mesh requirements
such as smoothness, orthogonality, adaptivity, alignment, etc., it has received considerable
attention in the scientific computing community; e.g., see [8, 38, 42, 46, 55] and references
therein. In addition to being a method for mesh generation and adaptation, this approach
can also be used as a smoothing device for automatic mesh generation [22, 35] and a base
for adaptive moving mesh methods [37, 38, 39, 45].
A number of meshing functionals have been developed from different problems and for-
mulated based on different focused requirements. For example, Winslow [59] develops an
equipotential method that is based on variable diffusion. Brackbill and Saltzmann [6] com-
bine mesh concentration, smoothness, and orthogonality to create a functional. Dvinsky
[17] develops a method based on the energy of harmonic mappings. Knupp [40] and Knupp
and Robidoux [41] focus on the idea of conditioning the Jacobian matrix of the coordinate
transformation. Huang [30] and Huang and Russell [38] have proposed two methods based
on the so-called equidistribution and alignment conditions. Together, these two conditions
completely characterize a uniform mesh. Huang [30] formulates a single energy functional
(referred to as the existing functional hereafter) by averaging the equidistribution and align-
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ment conditions with a dimensionless parameter [30]. The idea is that minimizing the existing
energy functional will result in a mesh that closely satisfies both the equidistribution and
alignment conditions.
Compared to the algorithmic development, very few theoretical results are known. For ex-
ample, Dvinsky’s meshing functional [17] is guaranteed to have a unique invertible minimizer
by the theory of harmonic mappings between multidimensional convex domains. Winslow’s
functional [59] is known to have a unique minimizer due to its uniformly convexity and coer-
civity but its invertibility depends on the convexity of the domains. The existing functional
based on the equidistribution and alignment condition has been proven to be both coercive
and polyconvex and has minimizes. These results, however, are only at the continuous level.
At the discrete level, studies have typically been focused on one spatial dimension. How-
ever, Huang and Kamenski have recently proposed a theoretical study on variational mesh
generation and adaptation at the discrete level for any dimension. In this method, the mesh-
ing functional is first discretized and then the mesh equation is defined as a modified gradient
system of the discretized functional. This formulation provides an explicit, compact, and
analytical formula for the mesh velocity, which makes the implementation of the method
much easier and more robust (see Section 2.2). More importantly, several properties of the
discrete MMPDE can be established; see [32] and/or Section 2.3 for detail. In particular,
if the meshing functional satisfies the coercivity condition then the mesh trajectory of the
discrete MMPDE stays nonsingular if it is so initially. Moreover, the altitudes and volumes
of its elements are bounded below by positive numbers that depend only on the initial mesh,
the number of elements, and the metric tensor. Furthermore, the value of the discrete func-
tional converges as time increases which can be used as a stopping criteria in computation.
Finally, Huang and Kamenski prove that the mesh trajectory has limiting meshes that are
critical points of the discrete functional and satisfy the lower bounds on the element altitude
and volume.
As mentioned, the existing functional satisfies the coercivity condition and hence, main-
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tains the theoretical properties proposed by Huang and Kamenski. Although known to work
well in many problems and clearly has significant proven theoretical advantages, the existing
functional contains two parameters which can be considered large disadvantages. In partic-
ular, it is still unclear how to optimally choose either of the parameters. The performance
of the existing functional does not seem sensitive to the value of the parameters however,
their choice is still arbitrary and there is hardly a convincing guideline for choosing them. In
Chapter 2, we formulate a new functional that combines the equidistribution and alignment
conditions without introducing any new parameters. We prove that this new functional
satisfies the coercivity condition and thus has similar properties to the existing functional
when employed with the MMPDE method. Moreover, two-dimensional numerical results are
presented to verify theoretical findings as well as demonstrate comparable performances of
the two functionals.
Indeed, variational mesh adaptation for bulk meshes has been studied extensively, as
discussed above, however, mesh adaptation methods for surface meshes are limited. There
has been some work done on mesh movement and adaptation for surfaces. For example,
Crestel et al. [11] present a moving mesh method for parametric surfaces by generalizing
Winslow’s meshing functional to Riemannian manifolds and taking into consideration the
Riemannian metric associated with the manifolds. The method is simplified and implemented
on a two-dimensional domain for surfaces that accept certain parameterizations. Weller et
al. [7] and McRae et al. [48] solve a Monge-Ampére type equation on the surface of the
sphere to generate optimally transported meshes that become equidistributed with respect
to a suitable monitor function. MacDonald et al. [47] devise a moving mesh method for
the numerical simulation of coupled bulk-surface reaction-diffusion equations on an evolving
two-dimensional domain. They use a one-dimensional moving mesh equation in arclength
to concentrate mesh points along the evolving domain boundary. Dassi et al. [13] generalize
the higher embedding approach proposed in [44]. They modify the embedding map between
the underlying surface and R6 to include more information associated with the physical
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solution and its gradient. The idea behind this mapping is that it essentially approximates
the geodesic length on the surface via a Euclidean length in R6. The mesh adapts in the
Euclidean space and then is mapped back to the physical domain.
We, however, are interested in methods that can directly move simplicial meshes on
general surfaces with or without analytical expressions. Such surface moving mesh methods
can be used for adaptation and/or quality improvements of surface meshes and thus are
useful for computational geometry and numerical solutions of partial differential equations
(PDEs) defined on surfaces; e.g., see [15, 19, 56]. More specifically, the functionals based on
equidistribution and alignment when combined with the MMPDE method for bulk meshes
is known to work well hence, we are interested in developing an extension of this method to
surface meshes.
The main challenges in the development of surface mesh movement come from the fact
that the Jacobian matrix of the affine mapping between the reference element and any
simplicial surface element is not square. This prevents us from using any bulk mesh results.
To overcome these challenges (see Chapter 3), we start by connecting the area of the surface
element in the Euclidean metric or a Riemannian metric with the Jacobian matrix of the
corresponding affine mapping. This connection allows us to formulate the equidistribution
and alignment conditions and ultimately, form a single meshing energy functional for surface
meshes. This meshing functional is similar to Huang’s functional [28, 30, 34, 43] for bulk
meshes which has been proven to work well in a variety of problems. Following the MMPDE
approach, we define the surface moving mesh equation as the gradient system of the meshing
functional, with the nodal mesh velocities being projected onto the underlying surface. The
analytical expression for the mesh velocities is obtained in a compact, matrix form, which
makes the implementation of the new method on a computer relatively easy and robust. The
steps in developing the surface moving mesh method are given in Table 1.1.
Several theoretical properties are obtained for the surface moving mesh method. In
particular, it is proven that a surface mesh generated by the method remains nonsingular
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Table 1.1: Steps in developing the surface moving mesh method.
Equidistribution
condition
↗ ↘
Area of surface element in Meshing energy → Surface
terms of Jacobian matrix functional MMPDE
↘ ↗
Alignment
condition
for all time if it is so initially. Moreover, the altitudes and areas of the physical elements
are bounded below by positive constants depending only on the initial mesh, the number
of elements, and the metric tensor that is used to provide information on the size, shape,
and orientation of the elements throughout the surface. Furthermore, limiting meshes exist
and the meshing functional is decreasing along each mesh trajectory. These properties are
verified in numerical examples.
It is emphasized that the new method is developed directly on surface meshes, making
no use of any information on surface parameterization. It utilizes surface normal vectors
to ensure that the mesh vertices remain on the surface while moving. Since the surface
normal vectors can be computed even when the surface only has a numerical representation,
the new method can apply to general surfaces with or without explicit parameterization. A
large selection of two- and three-dimensional examples are presented in Chapter 3.
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Chapter 2
Bulk Mesh
In this chapter we are going to describe two meshing functionals that are formulated from the
equidistribution and alignment conditions (see (2.6) and (2.7) below). These conditions have
been developed based on the concept of uniform meshes in some metric tensor [38]. They
provide total control of the mesh element size, shape, and orientation of mesh elements
through a metric tensor. The first meshing functionals to be described was first introduced
in [30] and involves averaging functionals associated with the equidistribution and alignment
conditions. It has a number of advantages and is known to work well in practice but involves
two dimensionless parameters. Although the performance of the functional does not seem
sensitive to the value of the parameters, the choices are still arbitrary and there is hardly a
convincing guideline for choosing them.
The second functional is new. It is formulated by directly combining the equidistribution
and alignment conditions into a single condition which, in turn, has eliminated one of the
two parameters in the existing functional. We will show that the new functional satisfies the
coercivity condition and has similar theoretical properties as the existing functional when
employed with the MMPDE method. In particular, we will show that the mesh associated
to the MMPDE remains nonsingular for all time if it is so initially. Moreover, the mesh
trajectory has limiting meshes, all of which are nonsingular. Two-dimensional numerical
results will be presented to verify theoretical findings as well as demonstrate comparable
performances of the two functionals.
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2.1 Meshing functionals based on equidistribution and alignment
2.1.1 Equidistribution and alignment
Let the physical domain, Ω ⊂ Rd, d ≥ 1, be a bounded (not necessarily convex) polygonal or
polyhedral domain and M = M(x) be a given symmetric, uniformly positive definite metric
tensor defined on Ω which satisfies
mI ≤M(x) ≤ mI, ∀x ∈ Ω, (2.1)
where m and m are positive constants, I is the identity matrix, and the inequality is in
terms of negative semi-definiteness. Our goal is to generate a simplicial mesh for Ω which
is uniform with respect to the metric M. Denote this target mesh by Th = {K} and let N
and Nv be the number of its elements and vertices, respectively. Assume that the reference
element K̂ has been chosen to be equilateral and unitary (i.e., |K̂| = 1, where |K̂| denotes
the volume of K̂). For any element K ∈ Th let FK : K̂ ⊂ Rd → K ⊂ Rd be the affine
mapping between them and F ′K ∈ Rd×d be its Jacobian matrix. Denote the vertices of K by
xKj , j = 0, ..., d and the vertices of K̂ by ξj, j = 0, ..., d. Then
xKj = FK(ξj).
From this we have
xKj − xK0 = FK(ξj − ξ0)
or
[xK1 − xK0 , . . . ,xKd − xK0 ] = F ′K [ξK1 − ξK0 , . . . , ξKd − ξK0 ]
which gives F ′K = EKÊ−1, where EK and Ê are the edge matrices for K and K̂, i.e.,
EK = [x
K
1 − xK0 , . . . ,xKd − xK0 ], Ê = [ξK1 − ξK0 , . . . , ξKd − ξK0 ].
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It should be noted that since K̂ is not degenerate, Ê−1 ∈ Rd×d exists. From this one can
readily see that
|K| = det (F ′K) , (2.2)
where |K| denotes the volume of K in the Euclidean norm. Moreover, define
MK =
1
|K|
ˆ
K
M(x)dx (2.3)
and recall that the Riemannian distance in MK , denoted ‖ · ‖MK , is given by
‖x‖MK =
√
xTMKx =
√(
M
1
2
Kx
)T (
M
1
2
Kx
)
=
∥∥∥M 12Kx∥∥∥ , (2.4)
where ‖ · ‖ denotes the Euclidean metric. That is, the geometric properties of K in the
metric MK can be obtained from those of M
1
2
K in the Euclidean metric. Therefore
|K|MK = |M
1
2
KK| = det(MK)
1
2 |K| = det (F ′K) det (MK)
1/2 , (2.5)
where |K|M denotes the volume of K in the metric M.
With this in mind, we can define the equidistribution and alignment conditions that
completely characterize a non-uniform mesh. Indeed, any non-uniform mesh can be viewed
as a uniform one in some metric tensor. Using this viewpoint it is shown (e.g., see [38]) that
a uniform mesh in the metric M satisfies that, ∀K ∈ Th,
equidistribution: |K| det(MK)
1
2 =
σh
N
, (2.6)
alignment:
1
d
tr
(
(F ′K)
−1M−1K (F
′
K)
−T ) = det ((F ′K)−1M−1K (F ′K)−T ) 1d , (2.7)
where
σh =
∑
K∈Th
|K| det(MK)
1
2 . (2.8)
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From (2.5) we can see that the equidistribution condition essentially requires that all of the
elements have the same volume with respect to the metric M. On the other hand, the left-
and right-hand sides of the alignment condition (2.7) are the arithmetic mean and geometric
mean of the eigenvalues of the matrix (F ′K)−1M−1K (F ′K)−T , respectively. Thus, the condition
implies that the eigenvalues of the matrix be equal, i.e.,
(F ′K)
−1M−1K (F
′
K)
−T = θKI, (2.9)
where θK is a positive constant. It can be shown [38] that geometrically, the condition (2.7)
requires all elements K, when measured in the metric MK , to be similar to the reference
element K̂. Combining the equidistribution and alignment conditions, we see that if a mesh
satisfies both of them then all of its elements have the same volume and are similar to the
reference element, thus are uniform with respect to the metric M.
2.1.2 The existing functional
We now describe the existing meshing functional based on the equidistribution and alignment
conditions. To this end, first consider the equidistribution condition (2.6). From Hölder’s
inequality, for any p > 1 then
(∑
K∈Th
|K| det(MK)
1
2
σh
·
(
1
|K| det(MK)
1
2
)p) 1p
≥
∑
K∈Th
|K| det(MK)
1
2
σh
·
(
1
|K| det(MK)
1
2
)
, (2.10)
with equality if and only if
1
|K| det(MK)
1
2
= constant, ∀K ∈ Th.
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That is, minimizing the difference between the left-hand side and the right-hand side of (2.10)
tends to make 1/(|K| det(MK)
1
2 ) constant for all K ∈ Th. Noticing that the right-hand side
of (2.10) is N/σh, we can rewrite this inequality as
∑
K∈Th
|K| det(MK)
1
2 ·
(
1
|K| det(MK)
1
2
)p
≥
(
N
σh
)p
· σh . (2.11)
Since σh ≈
´
Ω
det(M) 12dx, it only weakly depends on the mesh so we can consider σh to
be a constant. Therefore, we can use the left-hand side of (2.11) as the functional for the
equidistribution condition. By (2.2), we thus have the equidistribution energy funtional1
Ieq(Th) = d
dp
2
∑
K∈Th
|K| det(MK)
1
2
(
det(F ′K)
−1 det(MK)−
1
2
)p
, (2.12)
where d
dp
2 has been added to agree with the alignment energy functional (2.14) below and
|K|MK = |K| det(MK)
1
2 is a weight.
We now consider the alignment condition (2.7). Recall that its left- and right-hand sides
are the arithmetic and geometric mean of the eigenvalues of the matrix (F ′K)−1M−1K (F ′K)−T ,
respectively. By the arithmetic-mean geometric-mean inequality, we have
1
d
tr
(
(F ′K)
−1M−1K (F
′
K)
−T ) ≥ det ((F ′K)−1M−1K (F ′K)−T ) 1d , (2.13)
with equality if and only if all of the eigenvalues are equal. From this, we have
(
tr
(
(F ′K)
−1M−1K (F
′
K)
−T )) dp2 ≥ d dp2 (det(F ′K)−1 det(MK)− 12)p
1In literature, typcally an energy functional refers to the continuous case, i.e., integration, whereas an
energy function refers to the discrete case, i.e., summation. For the purpose of consistency, however, in this
thesis we will refer to both as an energy functional.
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and thus
∑
K∈Th
|K| det(MK)
1
2
(
tr
(
(F ′K)
−1M−1K (F
′
K)
−T )) dp2
≥
∑
K∈Th
|K| det(MK)
1
2d
dp
2
(
det(F ′K)
−1 det(MK)−
1
2
)p
,
where p > 0 and |K| det(MK)
1
2 have been added to agree with the equidistribution energy
functional (2.12). Minimizing the difference of the left- and right-hand sides makes the mesh
tend to satisfying the alignment condition. Therefore, we can define our alignment functional
as
Iali(Th) =
∑
K∈Th
|K| det(MK)
1
2 tr
(
(F ′K)
−1M−1K (F
′
K)
−T ) dp2
− d
dp
2 |K| det(MK)
1
2
(
1
det(F ′K) det(MK)
1
2
)p
. (2.14)
We now have two functionals and want to obtain a mesh that tries to minimize both.
One way to ensure this is to combine the two functionals into a single one. For example, we
can average the equidistribution functional (2.12) and the alignment functional (2.14) with
a dimensionless parameter θ ∈ [0, 1], i.e.,
Ih(Th) = θIali(Th) + (1− θ)Ieq(Th)
= θ
∑
K∈Th
|K| det(MK)
1
2
(
tr
(
(F ′K)
−1M−1K (F
′
K)
−T )) dp2
+ (1− 2θ)d
dp
2
∑
K∈Th
|K| det(MK)
1
2
(
det(F ′K)
−1 det(MK)−
1
2
)p
. (2.15)
This functional was first proposed in [30] in the continuous form. As one can notice, the
equidistribution and alignment conditions are balanced in equation (2.15) by the dimension-
less parameter θ, for which full alignment is achieved when θ = 1 and full equidistribution
12
is achieved when θ = 0. For 0 < θ ≤ 1
2
and p > 1, the functional is coercive [38], i.e.,
G ≥ α
[
tr
(
JM−1JT
)]q − β, (2.16)
where the functional is written in the form
Ih =
∑
K∈Th
|K|G,
(see (2.19) for more details) and α > 0, β ≥ 0, and q > d/2. More specifically, for the
existing functional α = θmd/2, β = 0, and q = dp
2
in (2.16). Coercivity gives rise to a number
of theoretical properties. One important one being that the MMPDE mesh equation (see
Section 2.2) associated with this functional has a mesh trajectory that stays nonsingular for
all time if so initially and has element volumes and altitudes bounded away from zero [28].
The functional has also been successfully used for many problems.
2.1.3 The new functional
The existing functional (2.15) contains two dimensionless parameters which can be considered
large disadvantages, especially since it is still unclear how to choose an optimal θ. Ideally we
would like to take θ = 1/2 to ensure (2.15) is convex, but, unfortunately, previous numerical
experiments show that this choice of θ does not put enough emphasis on the equidistribution
condition which controls the mesh concentration. Moreover, larger values of θ emphasize
the alignment condition which produces a more regular mesh however, this regularity can
also be achieved by choosing larger values of p [38]. It has been known experimentally that
θ = 1/3 and p = 3/2 work well for many problems but this relation between θ and p is not
very clear. Here, we consider a new functional that eliminates the additional parameter θ.
To this end, we first notice that (2.6) and (2.7) can be cast in a single condition. Indeed,
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taking the determinant of both sides of (2.9), we obtain
θdK = det((F
′
K)
−TM−1K F
′−1
K ) = det(F
′
K)
−2det(MK)−1 = |K|−2 det(MK)−1,
which gives
|K| det(MK)
1
2 = θ
− d
2
K .
Comparing this to the equidistribution condition (2.6) we get
θK =
(σh
N
)− 2
d
.
Thus, we obtain a single condition
(F ′K)
−T M−1K (F
′
K)
−1
=
(σh
N
)− 2
d
I, ∀K ∈ Th
which directly combines the equidistribution and alignment conditions. From this, we can
define a new functional as
Ih =
∑
K∈Th
|K| det(MK)
1
2
∥∥∥∥(F ′K)−1M−1K (F ′K)−T − (σhN )− 2d I
∥∥∥∥2p
F
, (2.17)
where σh is given in (2.8) and ‖ · ‖F is the Frobenius norm for matrices. Generally speaking,
since we are working with d × d matrices, we can use any matrix norm and produce an
equivalent form of the functional. We choose the Frobenius norm because it is convenient
to compute. We remark that the weight, |K| det(MK)
1
2 , is chosen so that (2.17) is more
comparable to (2.15) which includes the energy functional of a harmonic mapping as a
special example. Moreover, this weight factor is used to emphasize the region where det(M)
(error density) is large.
Minimizing (2.17) will then ensure that the mesh satisfies both the equidistribution and
alignment conditions as closely as possible. Notice that this functional only contains one
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parameter, p. In Section 2.3, it will be proven that this new functional has similar theoretical
properties as the existing functional.
2.2 The moving mesh PDE and direct discretization
2.2.1 The moving mesh PDE solution strategy
In principle, we can directly minimize the two functionals (2.15) and (2.17) given in the
last section, however, this direct minimization problem is too difficult due to their extreme
nonlinearity. Instead, we will employ the moving mesh PDE (MMPDE) method [38] to find
the minimizer. To be specific, we define the mesh equation as a modified gradient system of
Ih, i.e.,
dxi
dt
= −Pi
τ
(
∂Ih
∂xi
)T
, i = 1, . . . , Nv, (2.18)
where ∂Ih/∂xi is considered as a row vector, Pi is a positive scalar function used to make the
equation have invariance properties, and τ > 0 is a constant parameter used to adjust the
time scale of mesh movement. It is interesting to notice that integrating (2.18) is equivalent
to solving the minimization problem using the fastest descent method.
We consider functionals in a general form
Ih =
∑
K∈Th
|K|G
(
(F ′K)
−1
, det (F ′K)
−1
,MK
)
, (2.19)
where G = G(J, det(J),M) is a smooth function of three arguments,
J = (F ′K)−1 = ÊE−1K , det(J) = det(F
′
K)
−1 =
det(Ê)
det(EK)
, M = MK .
For the existing functional (2.15), we have
G (J, det(J),M) = θ det(M)
1
2
(
tr(JM−1JT )
) dp
2 + (1− 2θ)d
dp
2 det(M)
1
2
(
det(J) det(M)−
1
2
)p
.
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Moreover, for the new functional (2.17), we have
G (J, det(J),M) =
√
det(M)
∥∥∥∥JM−1JT − (σhN )− 2d I
∥∥∥∥2p
F
. (2.20)
Notice that G is a function of the physical nodes xK1 , · · · ,xKd+1, that is
IK
(
xK1 , · · · ,xKd+1
)
= G
(
(F ′K)
−1
, det (F ′K)
−1
,MK
)
(2.21)
which gives
Ih (x1, · · · ,xd+1) =
∑
K∈Th
|K|IK
(
xK1 , · · · ,xKNv
)
. (2.22)
One of the keys to the MMPDE approach is to find the derivatives of Ih with respect to
x1, · · · ,xNv . In order to do so, we first obtain and assemble the elementwise derivatives
of IK with respect to xK1 , · · · ,xKd+1 which requires scalar-by-matrix differentiation. To this
end, let us first recall some notation and results for scalar-by-matrix derivatives.
2.2.2 Scalar-by-matrix derivatives
Let f = f(A) be a scalar function of a matrix A ∈ Rm×n. Then the scalar-by-matrix
derivative of f with respect to A is defined as
∂f
∂A
=

∂f
∂A11
· · · ∂f
∂Am1
...
...
∂f
∂A1n
· · · ∂f
∂Anm

n×m
or
(
∂f
∂A
)
i,j
=
∂f
∂Aj,i
. (2.23)
With this we can then define the chain rule with respect to the real parameter t as
∂f
∂t
=
∑
ij
∂f
∂Aj,i
∂Aj,i
∂t
=
∑
ij
(
∂f
∂A
)
i,j
∂Aj,i
∂t
= tr
(
∂f
∂A
∂A
∂t
)
. (2.24)
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We will use the following four lemmas throughout the applications of scalar-by-matrix dif-
ferentiation. It should be noted that the first two lemmas can be verified directly, the third
can be proven using the determinant expansion by minors, and the forth by differentiating
AA−1 = I.
Lemma 2.2.1.
tr
(
AT
)
= tr (A) ,
tr (AB) = tr (BA) ,
tr (ABC) = tr (CAB) = tr (BCA) .
Lemma 2.2.2.
∂tr(A)
∂A
= I.
Lemma 2.2.3.
∂ det(A)
∂A
= det(A)A−1.
Lemma 2.2.4.
∂A−1
∂t
= −A−1∂A
∂t
A−1.
With these four lemmas, we can derive a number of identities which we will use in our
application.
Corollary 2.2.1. Assume M is independent of A. Then
∂tr(AMAT )
∂A
= 2MAT , (2.25)
∂tr(A−TM−1A−1)
∂A
= −2A−1A−TM−1A−1. (2.26)
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Moreover, assume A is independent of M. Then
∂tr(AMAT )
∂M
= ATA, (2.27)
∂tr(AM−1AT )
∂M
= −M−1ATAM−1. (2.28)
Proof. See Appendix A.1 for details.
The above results give rise to expressions for ∂G
∂J and
∂G
∂r
which, as we have mentioned,
are needed for the derivative computation of the discrete functional (2.19).
For the existing functional, recall that
G = θ det(M)
1
2
(
tr(JM−1JT )
) dp
2 + (1− 2θ)d
dp
2 det(M)
1
2
(
det(J) det(M)−
1
2
)p
.
Then the derivatives of G are given by

∂G
∂J
= dpθ
√
det(M)
(
tr(JM−1JT )
) dp
2
−1 M−1JT ,
∂G
∂ det(J)
= p(1− 2θ)d dp2 det(M) 1−p2 det(J)p−1,
∂G
∂M
= − θdp
2
√
det(M)
(
tr(JM−1JT )
) dp
2
−1 M−1JTJM−1
+ θ
2
√
det(M)
(
tr(JM−1JT )
) dp
2 M−1
+ (1−2θ)(1−p)d
dp
2
2
√
det(M)
(
det(J)√
det(M
)p
M−1.
(2.29)
See Appendix A.2 for details.
Consider now the new functional (2.17) where
G (J, det(J),M) =
√
det(M)
∥∥∥∥JM−1JT − (σhN )− 2d I
∥∥∥∥2p
F
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as given in (2.20). Denoting A =
(
JM−1JT −
(
σh
N
)− 2
d I
)
we have
G =
√
det(M) ‖A‖2pF =
√
det(M) tr
(
AAT
)p
. (2.30)
Then
∂G
∂t
=
∂
(√
det(M) tr
(
AAT
)p)
∂t
= p
√
det(M) tr
(
AAT
)p−1 tr(∂ tr (AAT )
∂AAT
∂AAT
∂t
)
= p
√
det(M) tr
(
AAT
)p−1 tr(∂A
∂t
AT + A
∂AT
∂t
)
= p
√
det(M) tr
(
AAT
)p−1 tr(2AT ∂A
∂t
)
. (2.31)
From the definition of A, we have
tr
(
2AT
∂A
∂t
)
= tr
(
2
(
JM−1JT −
(σh
N
)− 2
d
I
)(
∂J
∂t
M−1JT + JM−1
∂JT
∂t
))
= tr
(
4M−1JT
(
JM−1JT −
(σh
N
)− 2
d
I
)
∂J
∂t
)
. (2.32)
Combining (2.31) and (2.32) we obtain
∂G
∂J
= 4p
∥∥∥∥JM−1JT − (σhN )− 2d I
∥∥∥∥2(p−1)
F
√
det(M)M−1JT
(
JM−1JT −
(σh
N
)− 2
d
I
)
. (2.33)
In a similar fashion, consider
∂G
∂t
=
∂
√
det(M) tr
(
AAT
)p
∂t
= ‖A‖2pF
∂
√
det(M)
∂t
+
√
det(M)
∂tr
(
AAT
)p
∂t
. (2.34)
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The first term of (2.34) is
‖A‖2pF
∂
√
det(M)
∂t
=
1
2
‖A‖2pF det(M)
− 1
2
∂ det(M)
∂t
=
1
2
‖A‖2pF det(M)
− 1
2 tr
(
∂ det(M)
∂M
∂M
∂t
)
=
1
2
‖A‖2pF det(M)
− 1
2 tr
(
det(M)M−1
∂M
∂t
)
. (2.35)
Moreover, the second term of (2.34) is
√
det(M)
∂ tr
(
AAT
)p
∂t
= p
√
det(M) tr
(
AAT
)p−1 ∂ tr (AAT )
∂t
= p
√
det(M) tr
(
AAT
)p−1 tr(∂ tr (AAT )
∂AAT
∂AAT
∂t
)
= p
√
det(M) tr
(
AAT
)p−1 tr(2AT ∂A
∂t
)
, (2.36)
where, using the definition of A we get
∂AAT
∂t
= tr
(
2AT
∂A
∂t
)
= tr
(
2
(
JM−1JT −
(σh
N
)− 2
d
I
)
J
∂M−1
∂t
JT
)
= −tr
(
2
(
JM−1JT −
(σh
N
)− 2
d
I
)
JM−1
∂M
∂t
M−1JT
)
= −1
2
tr
(
∂G
∂J
JM−1
∂M
∂t
)
, (2.37)
with ∂G
∂J is given as in (2.33). Thus (2.35), (2.36), and (2.37) give
∂G
∂M
=
1
2
GM−1 − 1
2
∂G
∂J
JM−1.
Finally, one can readily see that
∂G
∂ det(J)
= 0
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since G does not depend on det(J). In summary, the derivatives of G for the new functional
are given by

∂G
∂J
= 4p
∥∥∥∥JM−1JT − (σhN )− 2d I
∥∥∥∥2(p−1)
F
√
det(M) M−1JT
(
JM−1JT −
(σh
N
)− 2
d
I
)
,
∂G
∂ det(J)
= 0,
∂G
∂M
=
1
2
GM−1 − 1
2
∂G
∂J
JM−1.
(2.38)
Note that in the above derivation, we have viewed σh as a constant since σh ∼
´
Ω
det(M) 12dx.
2.2.3 Analytical formulas for derivatives of discretized functional
Using the formulation (2.19), we can rewrite the mesh equation (2.18) in a compact form as
dxi
dt
=
Pi
τ
∑
K∈ωi
|K|vKiK , i = 1, ..., Nv (2.39)
where ωi is the patch of elements having xi as one of their vertices and iK and vKi are the
local index and velocity of xi on K, respectively. The local velocities are given by
(vK1 )
T
...
(vKd )
T
 = −GE−1K + E−1K ∂G∂J ÊE−1K + ∂G∂ det(J) det(Ê)det(EK)E−1K
− 1
d+ 1
d∑
j=0
tr
(
∂G
∂M
Mj,K
)
∂φj,K
∂x
...
∂φj,K
∂x
 ,
(vK0 )
T = −
d∑
k=1
(vKk )
T −
d∑
j=0
tr
(
∂G
∂M
Mj,K
)
∂φj,K
∂x
,
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where Mj,K = M(xKj ), φj,K is a linear basis function associated with xKj , and ∂φj,K/∂x is
the gradient of φj,K as a row vector. Note that in order to calculate the above velocities, we
need
G,
∂G
∂J
,
∂G
∂ det(J)
,
∂G
∂M
,
where the derivatives for the existing and the new functional are given in (2.29) and (2.38),
respectively. See [33] for details or Section 3.3.2 for a similar derivation.
It is remarked that the mesh equation (2.39) needs to be modified for boundary vertices.
For example, for corner or fixed boundary vertices, the corresponding equation is replaced
by
dxi
dt
= 0.
For other boundary vertices, the velocity should be modified so that they only slide along
the boundary curve (in 2D) or surface (in 3D) represented by Φ(x) = 0. That is, the mesh
velocities dxi/dt need to be modified so that the normal component along the curve or
surface is zero, i.e.,
∇Φ(xi) ·
dxi
dt
= 0.
With appropriate modifications for boundary vertices and for a given metric tensor M, (2.39)
can be integrated for an adaptive mesh. We use Matlab’s ode15s (a variable-order ODE solver
based on the numerical differentiation formulas) in our computation.
2.3 Theoretical analysis of the new functional
2.3.1 Coercivity
In the continuous case, ensuring the existence of a minimizer is closely related to coercivity
and convexity of the meshing functional. Loosely speaking, coercivity ensures that the
functional grows rapidly as the norm of the input tends to infinity whereas convexity provides
a kind of compactness property. It is still unclear if this relation between the existence of a
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minimizer and the coercivity and convexity of the functional holds true in the discrete case
however, coercivity in the discrete case gives rise to a number of important properties.
Theorem 2.3.1. The new functional (2.17) with p > 1 is coercive, i.e., there exist
positive constants α and β such that the function G defined in (2.20) satisfies
G ≥ α ‖J‖4pF − β. (2.40)
Proof. For notational simplicity, we denote γh =
(
σh
N
)−2/d. From the triangle inequality and
Hölder’s inequality, we have
∥∥JM−1JT − γhI∥∥2pF ≥ (∥∥JM−1JT∥∥F − ‖γhI‖F )2p
≥ 21−2p
∥∥JM−1JT∥∥2p
F
− γ2ph ‖I‖
2p
F
= 21−2p
∥∥JM−1JT∥∥2p
F
−
(
γ2hd
)p
.
Notice that for a d × d matrix A, we know that ‖A‖2 ≤ ‖A‖F ≤
√
d‖A‖2. With this, it
follows
‖JM−1J‖F ≥ ‖JM−1J‖2 ≥
1
m
‖JJT‖2 =
1
m
‖J‖22 ≥
1
md
‖J‖2F .
Combining the above results, we get
G ≥ m
d
2‖JM−1J− γhI‖2pF ≥
21−2pm
d
2
m2pd2p
‖J‖4pF −m
d
2 (γ2hd)
p.
Thus, G satisfies (2.40) with α = 2
1−2pm
d
2
m2pd2p
and β = m
d
2 (γ2hd)
p.
Thus the new functional is coercive. Unfortunately, it is not convex. As a consequence,
there is no guarantee that the minimizer of Ih is unique. It does, however, have other
important properties that are discussed in detail next.
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2.3.2 Nonsingularity of the mesh trajectory
Consider the semi-discrete MMPDE (2.18) with the new functional (2.17). For a given metric
tensor M, which is independent of t and satisfies (2.1), the MMPDE will generate a mesh
trajectory Th(t), t > 0 for any given nonsingular initial mesh. We denote the minimum
altitude of K in the metric MK by aK,MK . Moreover, proper modifications of the boundary
vertices are required in practical computations however, the theoretical analysis for the
MMPDE with or without these modifications is similar. Therefore, for simplicity we only
consider the case without boundary modifications.
Corollary 2.3.1. For any t > 0, the elements of the mesh trajectory of the semi-discrete
MMPDE (2.18) with the new functional (2.17) satisfy
aK,MK ≥ C1m
− d
2(4p−d)N−
4p
d(4p−d) , (2.41)
|K| ≥ C2m−
d2
2(4p−d)−
d
2N−
4p
(4p−d) , (2.42)
for all K ∈ Th(t), where C1 and C2 are constants give by
C1 =
(
26p d!
4p
d α
d4p(d+ 1)4p−
2p
d (β|Ω|+ Ih (Th(0)))
) 1
4p−d
, C2 =
Cd1
d!
, (2.43)
and α and β are defined in the proof of Theorem 2.3.1. Moreover, Th(t) is nonsingular for
all t > 0 if it is nonsingular initially.
Proof. This is a consequence of Theorem 4.1 in [32] which is stated for a general coercive
functional. A direct application of this theorem with q = 2p and Theorem 2.3.1 in the
previous subsection gives the desired result.
The key components in the proof of Theorem 4.1 in [32] are the coercivity of the functional
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and the decreasing energy along the mesh trajectory of (2.18). The latter can be seen from
dIh
dt
=
∑
i
∂Ih
∂xi
dxi
dt
= −
∑
i
Pi
τ
∂Ih
∂xi
(
∂Ih
∂xi
)T
= −
∑
i
Pi
τ
∥∥∥∥∂Ih∂xi
∥∥∥∥2 ≤ 0.
It should be noted that in general, this property cannot be guaranteed.
The role of the parameter p can be explained to some extent from the inequality (2.41).
Indeed, from (2.41) we have
aK,MK ≥ C1m
− d
2(4p−d)N−
4p
d(4p−d) → C1N−
1
d , p→∞.
Noticing that N−
1
d represents the average diameter of the elements, the above inequality
implies that the mesh becomes more uniform as p gets larger.
One may notice that the bounds in (2.41) and (2.42) depend on N and m. This is
natural since the elements becomes smaller for larger N . Moreover, from the equidistribution
condition (2.6), we can see that |K| ∼ det(MK)−
1
2 , thus we can expect the lower bounds for
the altitudes and volumes of the elements to become smaller as m gets larger.
Consider now the fully discrete case. Let tn, n = 0, 1, . . . denote the time levels with
tn → ∞ as n → ∞. Assume that we have chosen a one-step integration scheme for (2.39)
such that the energy is decreasing, i.e.,
Ih(T n+1h ) ≤ Ih(T
n
h ). (2.44)
Then, Corollary 2.3.1 will also hold for the mesh sequence, T nh , n = 0, 1, .... It should
be noted that many schemes such as Euler’s and the backward Euler satisfy (2.44) with a
sufficiently small but not diminishing time step; e.g., see [26, 33].
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2.3.3 Limits of the mesh trajectory
A direct application of Theorem 4.3 in [32], which is stated for a general coercive functional,
and Theorem 2.3.1 in Section 2.3.1, gives the following corollary.
Corollary 2.3.2. The mesh trajectory of the semi-discrete MMPDE (2.18) with the new
functional (2.17) has the following properties.
(a) Ih(Th(t)) has a limit as t→∞, i.e.,
lim
t→∞
Ih(Th) = L.
(b) The mesh trajectory has limiting meshes, all of which are non-singular and satisfy the
bounds given in Corollary 2.3.1.
(c) The limiting meshes are critical points of Ih, i.e., they satisfy
∂Ih
∂xi
= 0, i = 1, . . . , Nv
The result in Corollary 2.3.2 ensures that as time increases, the values of the functional
for the mesh trajectory converge. This is significantly beneficial since it can be used as a
computational stopping criteria. It should be noted that in general, there is no guarantee the
mesh trajectory converges. In order to guarantee this convergence, stronger requirements
need to be placed on either the descent in the functional value or on the meshing functional;
e.g., see [33] for more details or Section 3.4.2 for a similar discussion. Moreover, like Corol-
lary 2.3.1, Corollary 2.3.2 also holds for the fully discrete case provided that the time step
is sufficiently small and the scheme satisfies the energy decreasing condition (2.44).
To conclude this section, we recall that the existing functional (2.15) is also coercive for
p > 1 and θ ∈ (0, 1/2]. Thus, Corollary 2.3.1 and Corollary 2.3.2 apply to the existing
functional as well.
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2.4 Numerical examples
Here we present numerical results for three examples in two dimensions to demonstrate
the theoretical findings discussed in Section 2.3. Two of the main focuses will be showing
the positive lower bound of the element volumes and the monotonically decreasing energy
functional. Additionally, we will provide and compare meshes associated with the new and
existing functionals. In order to asses the quality of the generated meshes, we compare the
linear interpolation error (error, measured in the L2 norm), and the equidistribution (Qeq),
alignment (Qali), and geometric (Qgeo) mesh quality measures which are defined as
Qeq =
√
1
N
∑
K∈Tc
Q2eq,K , Qali =
√
1
N
∑
K∈Th
Q2ali,K , Qgeo =
√
1
N
∑
K∈Th
Q2geo,K , (2.45)
where
Qeq,K =
|K|det(MK)
1
2
σh/N
, Qali,K =
tr
(
(F ′K)
TMKF ′K
)
ddet
(
(F ′K)
TMKF ′K
) 1
d
, Qgeo,K =
tr
(
(F ′K)
TF ′K
)
ddet
(
(F ′K)
TF ′K
) 1
d
. (2.46)
The equidistribution and alignment measures are indications of how closely the mesh satisfies
the equidistribution condition (2.6) and the alignment condition (2.7), respectively. The
closer these quality measures are to 1, the closer they are to a uniform mesh with respect to
the metric M. The geometric measure is the same as the alignment quality measure taking
M = I. It measures how skew the mesh is in the Euclidean metric. It should be noted that
these, in a sense, measure the average quality measure over all elements K in the physical
mesh.
We use p = 3/2 and θ = 1/3 in the existing functional (2.15) and p = 1 in the new
functional (2.17). The defined parameters p and θ for the existing functional are commonly
used and known to work well for most problems. The choice for p in the new functional is
based on the desire to ensure that (2.17) is a quadratic function of matrix entries, which,
computationally, makes the MMPDE less difficult to solve. The parameter τ in the MMPDE
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(2.39) is taken to be τ = 10−2. Additionally, for the positive function Pi in (2.39) we use
Pi = det(M)
p−1
2 for the existing functional and Pi = det(M)
2
d for the new functional to
ensure, for both cases, that the MMPDE (2.39) is invariant under the scaling transformation
of M, i.e., M : M → cM for any positive constant c. The two dimensional meshes for
Example 2.4.1 and Example 2.4.2 are constructed on the domain Ω = (0, 1) × (0, 1). We
take the metric tensor as
MK = det(|HK |)
−1
d+4 |HK |,
where HK is the recovered Hessian using least squares fitting to the function values at the
mesh vertices and |HK | = Qdiag(|λ1|, ..., |λd|)QT , assuming that Qdiag(λ1, ..., λd)QT is the
eigen-decomposition of HK . It is known [38] that the above form of the metric tensor is
optimal corresponding to the L2-norm of linear interpolation on triangular meshes.
Example 2.4.1. In this example, we generate adaptive meshes for the sine wave modeled
by
u(x, y) = tanh (−30 [y − 0.5− 0.25 sin(2πx)]) .
For the following results, we run to a final time of 5.0.
The example meshes and close-ups are given in Figure 2.1. The mesh associated with the
new functional provides good shape and size adaptation. There is a high concentration of
mesh elements in regions with large curvature near the interface. This is consistent with the
fact that the metric tensor used is Hessian based. A closer look at the mesh shows that the
elements are more skew (in the Euclidean metric) in the places with larger curvature. This
is also shown in Table 2.1 with Qgeo ≈ 2. On the other hand, Qali is close to 1, indicating
that the mesh almost satisfies the alignment condition under the metric M. Therefore, the
mesh may seem skew in the Euclidean metric but is very regular in the metric M.
While studying Table 2.1, we can also see that the equidistribution quality measure
Qeq for the new functional is close to 1, hence indicating that the mesh associated with
the new functional is close to satisfying the equidistribution condition with respect to M.
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Figure 2.1: Example 2.4.1. Example meshes (left), close-ups near the inflection point (mid-
dle), and a closer version of the inflection point (right) with N = 25600.
Table 2.1: Mesh quality measures and the L2 norm of linear interpolation error for Exam-
ple 2.4.1.
Functional N Qgeo Qeq Qali error
Existing
1600 1.684 1.065 1.041 5.563e-3
6400 2.000 1.071 1.042 1.219e-3
25600 1.986 1.081 1.039 3.038e-4
New
1600 1.593 1.088 1.028 6.077e-3
6400 1.896 1.094 1.030 1.305e-3
25600 2.019 1.091 1.030 3.138e-4
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Figure 2.2: Example 2.4.1. The energy and minimum element volume are plotted as functions
of t with N = 25600.
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Therefore, with the alignment and equidistribution conditions close to being satisfied we can
conclude that the mesh is almost uniform under the metric M. The error value is a good
indication that the mesh associated with the new functional is accurate. In this example, the
error associated with the new functional is reasonably low. Moreover, as N increases, the
numerical results show that the error decreases like O(N−1), a second-order convergence rate
in terms of the average element diameter h̄ = 1/
√
N . This is consistent with the analysis of
linear interpolation on triangle meshes.
As discussed in Section 2.3, theoretically we know that the Ih value is decreasing and |K| is
bonded below. To see these numerically, we plot Ih and |K|min as functions of t in Figure 2.2.
The results are consistent with the theoretical predictions. Specifically, Figure 2.2(a) shows
that Ih is decreasing while Figure 2.2(c) suggests that |K|min is bounded below about 10−5.
It is interesting to observe that Figure 2.2(a) shows Ih decreasing faster at the beginning
then leveling out more quickly when compared to the existing functional (Figure 2.2(b)).
This shows that the energy is converging faster for the new functional than for the existing
functional.
For comparison purposes, we also show the results obtained with the existing functional in
Table 2.1, Figure 2.1, and Figure 2.2. From these, we see a high correlation. With respect to
the mesh, both are very similar with high concentration near the interface where the function
has large curvature. The quality measures Qgeo, Qeq, and Qali are very similar as well. We
further remark that the CPU time for both functionals are almost equivalent, differing at
most by a few seconds. Hence, we can see that the two functionals are very comparable
and both seem to work well in this example. To save space, we do not present numerical
results comparing (2.15) and (2.17) with other meshing functionals. The interested reader
is referred to [34] for additional numerical comparisons.
To show how both functionals perform in a more anisotropic example, we change the
constant 30 in Example 2.4.1 to 100 and generate adaptive meshes. In this case, we run
to a final time of 0.1. Figure 2.3 shows the meshes and close-ups. As we can see from
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studying the meshes, the new functional provides a more adaptive mesh around the region
with large curvature. That is, there is a higher concentration of mesh elements that are
skew with respect to the Euclidean norm in this region. This is further confirmed by Ta-
ble 2.2 where we see Qgeo ≈ 1.894 for the new functional and Qgeo ≈ 1.279 for the existing
functional (N = 25600). It is also observed from Qeq and Qali in Table 2.2 that the mesh
associated with the new functional is slightly more uniform with respect to the metric tensor
M. Moreover, the interpolation error for the new functional is about half that of the existing
functional for N = 25600. Overall, both functionals handle this more anisotropic example
well and comparably.
Table 2.2: Mesh quality measures and the L2 norm of linear interpolation error for Exam-
ple 2.4.1 with more anisotropic features.
Functional N Qgeo Qeq Qali error
Existing
1600 1.626 1.155 1.034 1.807e-2
6400 1.548 1.312 1.058 3.942e-3
25600 1.279 1.553 1.107 2.462e-3
New
1600 2.059 1.148 1.031 1.232e-2
6400 2.203 1.249 1.028 2.616e-3
25600 1.894 1.436 1.067 1.261e-3
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Figure 2.3: Example 2.4.1 with more anisotropic features. Adaptive meshes (left) and close-
ups near the inflection point (right) with N = 25600.
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Example 2.4.2. In this example, we generate adaptive meshes for a five sphere figure
modeled by
u(x, y) = tanh
(
30
(
X2 + Y 2 − 1
8
))
+ tanh
(
30
(
(X − 0.5)2 + (Y − 0.5)2 − 1
8
))
+ tanh
(
30
(
(X − 0.5)2 + (Y + 0.5)2 − 1
8
))
+ tanh
(
30
(
(X + 0.5)2 + (Y − 0.5)2 − 1
8
))
+ tanh
(
30
(
(X + 0.5)2 + (Y + 0.5)2 − 1
8
))
,
where X = −2 + 4x and Y = −2 + 4y. We integrate the MMPDE to a final time of t = 0.5.
Figure 2.4 shows the meshes and close-ups of both functionals for this example. Studying
the figure we see that the new functional provides a mesh with accurate shape and size adap-
tation. This can be further confirmed by the quality measures and the linear interpolation
error given in Table 2.3. One may notice that the mesh has smaller values of Qgeo and thus is
less skew than those in the previous example. This may be due to the fact that the function
in this example is more isotropic than that in the previous example. Moreover, the linear
interpolation error behaves like O(N−1), showing a second-order convergence rate.
Figure 2.5 shows the energy and minimum volume of the elements as functions of time.
One can see that Ih is decreasing and converging faster for the new functional than for the
existing functional, and that |K|min is bounded by about 10−5. Moreover, the results and
performance of the new functional are similar to those with the existing functional.
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Figure 2.4: Example 2.4.2. Example meshes (left), close-ups near the circle meeting the
boundary layer (middle), and a closer version of the circle meeting the boundary layer (right)
with N = 25600.
Table 2.3: Mesh quality measures and the L2 norm of linear interpolation error for Exam-
ple 2.4.2.
Functional N Qgeo Qeq Qali error
Existing
1600 1.051 1.134 1.056 6.954e-2
6400 1.094 1.231 1.057 1.326e-2
25600 1.122 1.342 1.040 3.068e-3
New
1600 1.031 1.188 1.026 6.946e-2
6400 1.076 1.300 1.030 1.794e-2
25600 1.137 1.370 1.030 3.310e-3
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Figure 2.5: Example 2.4.2. The energy and minimum element volume are plotted as functions
of t with N = 25600.
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Example 2.4.3. In the final example, we solve the initial-boundary value problem of a
special case of Burgers’ equation
ut = 10
−3∆u− uux − uuy, in Ω = (−1, 1)× (−1, 1)
subject to a homogeneous boundary condition and the initial condition
u(x, y, 0) = e−36.8414(x
2+y2), in Ω.
The partial differential equation is discretized in space using linear finite elements and in
time using the fifth-order Radau IIA method [27]. It is solved with the mesh equation in an
alternating manner [38]. For the following results, we start at t = 0.25 and run to a final
time of t = 1.25.
The meshes and close-ups for this example are given in Figure 2.6. Studying the figure
we see that the new functional mesh is much more adaptive when compared to the existing
functional mesh. The mesh associated with the new functional provides good shape and
size adaptation. As seen in the close-ups, the concentration of mesh elements in the region
with large curvature is high which, as we have seen in Example 2.4.1 and Example 2.4.2,
is consistent with the Hessian based metric tensor. Moreover, the elements for the new
functional are much more skew (with respect to the Euclidean metric) in the regions with
larger curvature which is confirmed in Table 2.4 with Qgeo ≈ 17.01.
Table 2.4: Mesh quality measures for Example 2.4.3.
Functional N Qgeo Qeq Qali
Existing
1600 1.502 5.696 1.842
6400 1.934 14.20 2.391
25600 1.677 31.77 3.426
New
1600 2.130 4.705 1.577
6400 8.215 6.470 2.731
25600 17.01 14.68 4.7111
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Figure 2.6: Example 2.4.3. Example meshes (left), close-ups near the the tip (middle), and
a closer version of the tip (right) with N = 25600.
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2.5 Conclusion for the new functional
In the previous sections, we have introduced a new functional based on the equidistribution
and alignment conditions. The functional is formulated by directly combining these two
conditions into one with only a single parameter. It should be pointed out that (2.17) does
not contain θ, a parameter that requires one to try to effectively balance the equidistribution
and alignment conditions in (2.15). We have proven a number of theoretical results for this
new functional at the discrete level which are similar to those of an existing functional that
is also based on the equidistribution and alignment conditions but contains an additional pa-
rameter. For example, the new functional was proven to be coercive (Theorem 2.3.1). With
this, it was then shown that the element altitude and volumes of the mesh trajectory of the
discrete MMPDE associated with the new functional are bounded away from zero and the
mesh trajectory stays nonsingular for all time if it is nonsingular initially (Corollary 2.3.1).
Moreover, Corollary 2.3.2 states that the value of the meshing functional decreases monoton-
ically along the mesh trajectory, while the latter has limiting meshes that are critical points
of the meshing functional.
The numerical results shown in Section 2.4 demonstrated that the new functional pro-
duces correct mesh concentration and its performance is comparable to that of the existing
functional which has been used successfully for various applications. In addition, the numer-
ical results validated the theoretical properties of the new functional. It was shown that the
meshing functional was monotonically decreasing and the minimum volume of the mesh ele-
ment was bounded below as functions of time. From these results, we conclude that the new
functional is similar to the existing functional in both numerical performance and theoretical
properties.
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Chapter 3
Surface Mesh
As mentioned in Chapter 1, mesh adaptation methods are well developed for bulk meshes
however, methods on surfaces are limited. We are particularly interested in methods that
adapt the mesh directly on a general surface with our without analytical expression. Here,
we present such a method. The method can be viewed as a nontrivial extension of the
MMPDE method that has been developed for bulk meshes discussed in Chapter 2 and
demonstrated to work well for various applications; e.g. see [37, 38, 39]. It is emphasized
that this method is developed directly on surface meshes, making no use of any information
on surface parameterization.
The development starts with revealing the relation between the area of a surface element
in the Euclidean or Riemannian metric and the the Jacobian matrix of the corresponding
affine mapping. From this, we formulate two conditions that completely characterize a
uniform mesh, the equidistribution and alignment conditions. These two conditions are
then combined to establish a single meshing energy functional for which minimizing this
functional will result in a mesh that closely satisfies these two conditions. In order to
minimize the energy functional, we define the surface MMPDE equation as the gradient
system of the energy functional in which the nodal mesh velocities are projected onto the
underlying surface. Just as in the bulk mesh case, we obtain a compact, matrix form of the
analytical expression for the mesh velocities making the implementation easy and robust.
A number of theoretical properties can then be proven. In particular, if the elements of
the mesh trajectory of the surface MMPDE have positive areas initially then they will have
positive areas for all time. This implies that there is no mesh tangling or closing. It is noted
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that this MMPDE method utilizes surface normal vectors to ensure that the mesh vertices
remain on the surface while moving. Thus, this new method can apply to general surfaces
with or without explicit parameterization since the surface normal vectors can be computed
even when the surface only has a numerical representation. A number of two- and three-
dimensional examples are presented to verify the theoretical findings as well demonstrate
the effectiveness of the method.
3.1 Equidistribution and alignment conditions for surface meshes
3.1.1 Area and affine mappings for surface elements
Let S be a bounded surface in Rd (d ≥ 2). Assume that we have a mesh Th = {K} on S and
let N and Nv be the number of its elements and vertices, respectively. The elements K are
surface simplexes in Rd, i.e., they are (d−1)-dimensional simplexes in a d-dimensional space.
Notice that their area in d dimensions is equivalent to their volume in (d − 1) dimensions.
Assume that the reference element K̂ has been chosen to be a (d−1)-dimensional equilateral
and unitary simplex in a (d − 1)-dimensional space. For K̂ and any element K ∈ Th let
FK : K̂ ⊂ Rd−1 → K ⊂ Rd be the affine mapping between them and F ′K be its Jacobian
matrix. Denote the vertices of K by xKj ∈ Rd, j = 1, . . . , d and the vertices of K̂ by
ξj ∈ Rd−1, j = 1, . . . , d. Then
xKj = FK(ξj), j = 1, . . . , d.
From this, we have
xKj − xK1 = F ′K
(
ξj − ξ1
)
, j = 2, . . . , d
or [
xK2 − xK1 , . . . ,xKd − xK1
]
= F ′K [ξ2 − ξ1, . . . , ξd − ξ1] ,
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which gives F ′K = EKÊ−1, where EK and Ê are the edge matrices for K and K̂, i.e.,
EK =
[
xK2 − xK1 , . . . ,xKd − xK1
]
, Ê = [ξ2 − ξ1, . . . , ξd − ξ1] .
Notice that Ê is a (d − 1) × (d − 1) square matrix and its inverse exists since K̂ is not
degenerate. However, unlike the bulk mesh case, matrices EK , F ′K ∈ Rd×(d−1) are not square.
This makes the formulation of adaptive mesh methods more difficult for surface than bulk
meshes. Nevertheless, the approach is similar for both situations, as will be seen below.
In the following we can see that the area of the physical elementK ∈ Th can be determined
using F ′K or EK .
Lemma 3.1.1. For any surface simplex K, there holds
|K|
|K̂|
= det
(
(F ′K)
T
F ′K
)1/2
, (3.1)
where |K| and |K̂| denote the area and the volume of the simplexes K and K̂, respectively,
and det(·) denotes the determinant of a matrix.
Proof. From F ′K = EKÊ−1, we have
det
(
(F ′K)
T
F ′K
)1/2
= det
(
Ê−TETKEKÊ
−1
)1/2
= det
(
Ê−T
)1/2
det
(
ETKEK
)1/2
det
(
Ê−1
)1/2
= det(Ê)−1 det
(
ETKEK
)1/2
=
1
(d− 1)! |K̂|
det
(
ETKEK
)1/2
,
where we have used |K̂| = 1
(d−1)! det(Ê). Let the QR-decomposition of EK ∈ R
d×(d−1) be
given by
EK = QK
RK
0
 ,
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where QK ∈ Rd×d is a unitary matrix, RK ∈ R(d−1)×(d−1) is an upper triangular matrix, and
0 ∈ R1×(d−1) is a row vector of zeros. This decomposition indicates that K is formed by
rotating the convex hull with edges formed by the column vectors of
RK
0
. Thus, we have
|K| = area(EK) = area
QK
RK
0

 = area

RK
0

 ,
where we have used the fact that rotation, QK , does not change the area. Since the convex
hull formed by the column vectors of
RK
0
 lies on the x(1) – · · · – x(d−1) – plane, its area
is equal to the (d− 1)-dimensional volume of the convex hull formed by the column vectors
of RK in (d− 1)-dimensions. Then,
|K| = volume(d−1)(RK) =
1
(d− 1)!
det(RK) =
1
(d− 1)!
det(RTKRK)
1/2.
On the other hand, we have
det
(
ETKEK
)
= det

RK
0

T
QTKQK
RK
0

 = det
[RTK 0]
RK
0

 = det (RTKRK) .
Therefore,
det
(
(F ′K)
T
F ′K
)1/2
=
1
(d− 1)! |K̂|
det
(
ETKEK
)1/2
=
1
(d− 1)! |K̂|
det
(
RTKRK
)1/2
=
|K|
|K̂|
.
We now formulate the area of a surface element in a Riemannian metric using F ′K or
EK . The formula is similar to (3.1) and needed later in the development of algorithms for
mesh adaptation. For this formulation we first consider a symmetric, uniformly positive
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definite metric tensor MK defined in (2.3). Recall (2.4) and the discussion thereafter, i.e.,
the geometric properties of K in the metric MK can be obtained from those of M1/2K K in the
Euclidean metric. This leads to the following lemma.
Lemma 3.1.2. For any surface simplex K, there holds
|K|MK
|K̂|
= det
(
(F ′K)
T MKF ′K
)1/2
, (3.2)
where |K|MK denotes the area of K in the metric MK.
Proof. The Jacobian matrix of the affine mapping from K̂ to M1/2K K is given by
F ′MK ,K =
(
M1/2K EK
)
Ê−1 = M1/2K F
′
K .
From the discussion following (2.4), we know that the area of K in the metric MK is equal
to the area of M1/2K K in the Euclidean metric. Thus, from Lemma 3.1.1 we have
|K|MK
|K̂|
=
|M1/2K K|
|K̂|
= det
((
F ′MK ,K
)T
F ′MK ,K
)1/2
= det
((
M1/2K F
′
K
)T
M1/2K F
′
K
)1/2
= det
(
(F ′K)
T MKF ′K
)1/2
.
The following lemma gives a lower bound for the area of K with respect to the metric
MK in terms of the minimum altitude of K with respect to MK .
Lemma 3.1.3. Let aK,MK denote the minimum altitude of K with respect to MK. Then,
|K|MK ≥
1
(d− 1) d−12 (d− 1)!
ad−1K,MK . (3.3)
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Proof. From Lemma 3.1.2 and F ′K = EKÊ−1, we have
|K|MK = |K̂| det
(
(F ′K)
T MKF ′K
)1/2
=
|K̂|
det(Ê)
det
(
ETKMKEK
)1/2
=
1
(d− 1)!
det
((
M1/2K EK
)T (
M1/2K EK
))1/2
.
Let the QR-decomposition of M1/2K EK be denoted as
M1/2K EK = QK
RK
0
 ,
where QK ∈ Rd×d is a unitary matrix, RK ∈ Rd−1×d−1 is an upper triangular matrix, and 0
is a (d− 1)-dimensional row vector of zeros. This gives
|K|MK =
1
(d− 1)!
det
((
M1/2K EK
)T (
M1/2K EK
))1/2
=
1
(d− 1)!
det
[RTK 0T ]QTKQK
RK
0


1/2
=
1
(d− 1)!
det(RTKRK)
1/2
=
1
(d− 1)!
d−1∏
i=1
si,
where si, i = 1, . . . , d−1 denote the singular values of RK . By [3, Lemma 5.12] we have that
si ≥
aRK√
d− 1
,
where aRK denotes the minimum altitude of the simplex formed by the columns of RK .
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Combining these, we get
|K|MK ≥
1
(d− 1) d−12 (d− 1)!
ad−1RK .
Since QK is a rotational matrix, the minimum altitude of K with respect to the metric MK
is the same as the minimum altitude of the convex hull formed by the columns of RK i.e.,
aK,MK = aRK . Thus, we have obtained (3.3).
The relationship given in the above lemma between the area and minimum height will be
used in the proof of the nonsingularity for surface meshes in Section 3.4. It is instructional
to note that in two dimensions (d = 2), K is a line segement and both |K|MK and aK,MK
represent the length of K in the metric MK and are equal. In this case, the inequality (3.3)
reduces to
|K|MK ≥ aK,MK ,
which is very sharp. For d = 3, (3.3) becomes
|K|MK ≥
1
4
a2K,MK ,
which is not as sharp as in two dimensions. Indeed, when K is equilateral with respect to
MK , we have [20]
|K|MK =
1√
3
a2K,MK .
3.1.2 Equidistribution and alignment conditions for surface meshes
We can now define the equidistribution and alignment conditions characterizing a general
nonuniform, simplicial surface mesh. As in the bulk mesh case, notice that any nonuniform
mesh can be viewed as a uniform one in some metric tensor. Specifically, a mesh is uniform
in some metric if all of the elements in the mesh have the same size and are similar to a
reference element with respect to that metric. In this point of view, the equidistribution
condition requires that all of the elements in the mesh have the same size. Mathematically,
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this can be expressed as
|K|MK =
σh
N
, ∀K ∈ Th (3.4)
where, as before, | · |MK denotes the area of the surface with respect to the metric MK and
σh =
∑
K∈Th |K|MK . Using Lemma 3.1.2 and recalling |K̂| = 1, we have
|K|MK = det
(
(F ′K)
T MKF ′K
)1/2
, σh =
∑
K∈Th
det
(
(F ′K)
T MKF ′K
)1/2
.
Thus, the equidistribution condition (3.4) becomes
det
(
(F ′K)
T MKF ′K
)1/2
=
σh
N
, ∀K ∈ Th. (3.5)
The alignment condition, on the other hand, requires that all of the elements K ∈ Th be
similar to the reference element K̂. Notice that any element K is similar to K̂ if and only
if FK : K̂ → K is composed by dilation, rotation, and translation, or equivalently, F ′K is
composed by dilation and rotation. Mathematically, F ′K can therefore be expressed as
F ′K = αU
I
0
V T , (3.6)
where α is a constant representing dilation and U ∈ Rd×d and V ∈ R(d−1)×(d−1) are orthogonal
matrices representing rotation. This gives
(F ′K)
T
F ′K = α
2V
[
I 0T
]
UTU
I
0
V T = α2I.
One can readily verify that
(α2)d−1 = det
(
(F ′K)
T
F ′K
)
(3.7)
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which gives
(d− 1)α2 = tr
(
(F ′K)
T
F ′K
)
(3.8)
and therefore
det
(
(F ′K)
T
F ′K
) 1
d−1
=
1
d− 1
tr
(
(F ′K)
T
F ′K
)
. (3.9)
Consider now MK . From (3.6) we have
M1/2K F
′
K = α M
1/2
K U
I
0
V T .
and thus, from (3.9) and the discussion following (2.4), we have
1
d− 1
tr
(
(F ′K)
T MKF ′K
)
= det
(
(F ′K)
T MKF ′K
) 1
d−1
, ∀K ∈ Th (3.10)
which is referred to as the alignment condition. Together, (3.5) and (3.10) completely char-
acterize a uniform surface mesh with respect to the metric MK .
3.2 Surface energy functional
With these two conditions, we can now formulate a meshing functional similar to (2.15) in
the bulk mesh case which averages (3.5) and (3.10). To do so, we first consider the alignment
condition (3.10) and note that an equivalent condition is
1
d− 1
tr
[(
(F ′K)
T MKF ′K
)−1]
= det
[(
(F ′K)
T MKF ′K
)−1] 1d−1
.
Notice that the left- and right-hand sides are the arithmetic mean and the geometric mean
of the eigenvalues of the matrix
(
(F ′K)
TMKF ′K
)−1, respectively. The inequality of arithmetic
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and geometric means gives
1
d− 1
tr
[(
(F ′K)
T MKF ′K
)−1]
≥ det
[(
(F ′K)
T MKF ′K
)−1] 1d−1
, (3.11)
with equality if and only if all of the eigenvalues are equal. From (3.11), for any general
mesh which does not necessarily satisfy (3.10), we have
tr
[(
(F ′K)
T MKF ′K
)−1]d−1
≥ (d− 1)d−1 det
(
(F ′K)
T MKF ′K
)−1
,
and therefore
tr
[(
(F ′K)
T MKF ′K
)−1] p(d−1)2
− (d− 1)
p(d−1)
2 det
(
(F ′K)
T MKF ′K
)− p
2 ≥ 0,
where p > 0 is a dimensionless parameter which has been added to agree with the equidis-
tribution energy functional below. Then, we define the alignment energy functional as
Iali =
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
) 1
2 tr
[(
(F ′K)
T MKF ′K
)−1] p(d−1)2
− (d− 1)
p(d−1)
2
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
) 1−p
2
, (3.12)
whose minimization will result in a mesh that closely satisfies the alignment condition (3.10).
One may notice that |K̂| det
(
(F ′K)
T MKF ′K
) 1
2
= |K|MK has been added as a weight.
Similarly, we consider the equidistribution condition (3.5). From Hölder’s inequality, for
any p > 1 we have
∑
K∈Th
|K|MK
σh
· 1
det
(
(F ′K)
T MKF ′K
)1/2 ≤
∑
K∈Th
|K|MK
σh
· 1
det
(
(F ′K)
T MKF ′K
)p/2

1
p
, (3.13)
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with equality if and only if
det
(
(F ′K)
T MKF ′K
)−1/2
= constant, ∀ K ∈ Th.
That is, minimizing the difference between the left-hand side and the right-hand side of
(3.13) tends to make det
(
(F ′K)
T MKF ′K
)−1/2
constant for all K ∈ Th. Noticing that the
left-hand side of (3.13) is simply N/σh, we can rewrite this inequality as
(
N
σh
)p
· σh ≤
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
) 1−p
2
.
We can consider σh constant since σh ≈
ˆ
S
det(M(x))1/2dx and hence it only weakly depends
on the mesh. Therefore, we define the equidistribution energy functional as
Ieq = (d− 1)
p(d−1)
2
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
) 1−p
2
, (3.14)
whose minimization will result in a mesh that closely satisfies the equidistribution condition.
We now have two functionals, one for each of equidistribution and alignment. Our goal
is to formulate a single meshing functional for which minimizing will result in a mesh that
closely satisfies both conditions. One way to ensure this is to average (3.12) and (3.14), that
is, define Ih = θIali + (1− θ)Ieq for θ ∈ [0, 1]. This leads to
Ih = θ
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
) 1
2 tr
[(
(F ′K)
T MKF ′K
)−1] p(d−1)2
+ (1− 2θ)(d− 1)
p(d−1)
2
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
) 1−p
2
, (3.15)
where p > 1 and θ ∈ [0, 1] are dimensionless parameters, with the latter balancing the
equidistribution and alignment conditions for which full alignment is achieved when θ = 1
and full equidistribution is achieved when θ = 0.
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It should be noted that we can also formulate a functional similar to (2.17) in the surface
mesh case, i.e.,
Ih =
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
) 1
2
∥∥∥∥((F ′K)T MKF ′K)−1 − (σhN )− 2d−1 I
∥∥∥∥2p
F
. (3.16)
In the bulk mesh case the associated functionals to (3.15) and (3.16) are proven to be theoret-
ically and numerically comparable hence, for simplicity, we only consider (3.15) in numerical
examples. For details on the formulation and properties of (3.16) see Appendix A.3.
We can write (3.15) as
Ih =
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
) 1
2
G̃K , (3.17)
where
G̃K = θ tr
[(
(F ′K)
T MKF ′K
)−1] p(d−1)2
+ (1− 2θ)(d− 1)
p(d−1)
2 det
(
(F ′K)
T MKF ′K
)− p
2
. (3.18)
We remark that for 0 < θ ≤ 1
2
and p > 1, G̃K is coercive, i.e.,
G̃ (J, det (J) ,x) ≥ α
(
tr
[(
(F ′K)
T MKF ′K
)−1])q
− β, ∀x ∈ S (3.19)
where q > (d − 1)/2, α > 0, and β ≥ 0 are constants. More specifically, for the surface
functional (3.18) we have α = θ, β = 0, and q = p(d−1)
2
. As we will see in Section 3.4,
coercivity is an important property when proving mesh nonsingularity. It is also instructional
to point out that the functional (3.15) is very similar to a Riemann sum of the meshing
functional (2.15) for bulk meshes based on equidistribution and alignment. One of the main
differences is that
(
(F ′K)
T MKF ′K
)
cannot be simplified in (3.15) since it is not a square
matrix as it is in the bulk mesh case. Additionally, the constant terms and exponents that
contain d are (d − 1) in (3.15) instead of d in the bulk mesh case functional (2.15). The
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functional (2.15) has been proven to work well for a variety of problems [38].
3.3 Surface moving mesh PDE
3.3.1 Gradient of meshing energy
Motivated by the functional (3.15), we consider meshing functionals in a general form (3.17),
i.e.,
Ih =
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
) 1
2
G̃K ≡
∑
K∈Th
G(JK , rK), (3.20)
where G̃K is a given smooth function of
JK =
(
(F ′K)
T MKF ′K
)−1
, rK = det
(
(F ′K)
T MKF ′K
)−1
,
that is, G̃K = G̃(JK , rK), and
G(JK , rK) = |K̂|r
− 1
2
K G̃K . (3.21)
Indeed, a special example is (3.18) but G̃K can be chosen differently. Moreover, both JK
and rK depend on the coordinates of the vertices of the physical element K and hence G is
a function of them, i.e., G (JK , rK) can be expressed as
G (JK , rK) = GK
(
xK1 , . . . ,x
K
d
)
, (3.22)
where xKi ∈ Rd for i = 1, . . . , d are the coordinations of the vertices of K. As a consequence,
the sum in (3.20) is a function of the coordinates of all vertices of the physical mesh Th, i.e.,
Ih (x1, . . . ,xNv) =
∑
K∈Th
GK
(
xK1 , . . . ,x
K
d
)
, (3.23)
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where xi ∈ Rd for i = 1, . . . , Nv are the coordinates of the vertices of the mesh with global
indices. One of the underlying keys to our approach is to find the derivatives of Ih with
respect to the physical coordinates x1, . . . ,xNv which requires elementwise derivatives of GK
with respect to xK1 , . . . ,xKd . That is,
∂Ih
∂xi
=
∑
K∈Th
∂GK
∂xi
=
∑
K∈ωi
∂GK
∂xKiK
, i = 1, . . . , Nv (3.24)
where iK denotes the local index of vertex xi in K and ωi is the element patch associated
with xi.
Recall the properties of scalar-by-matrix differentiation in Section 2.2.2
∂tr (A)
∂A
= I,
∂A−1
∂t
= −A−1∂A
∂t
A−1,
∂ det(A)
∂t
= det(A) tr
(
A−1
∂A
∂t
)
(3.25)
where A is a square matrix. Using (3.25), we can find the expressions for ∂G
∂J and
∂G
∂r
which
are needed to compute (3.24). For the functional (3.15), the first derivatives of G are given
by 
∂G
∂J
=
θp(d− 1)
2
|K̂|r− 12 tr(J)
p(d−1)−2
2 I,
∂G
∂r
= −θ
2
|K̂|r− 32 tr(J)
p(d−1)
2 +
p− 1
2
(1− 2θ)(d− 1)
p(d−1)
2 |K̂|r p−32 .
(3.26)
See Appendix A.4 for details.
3.3.2 Derivatives of the meshing functional with respect to the
physical coordinates
From (3.24), we can see that we will need ∂GK/∂xKiK to compute ∂Ih/∂xi. The former
can be obtained once we know the derivatives of GK with respect to the coordinates of all
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vertices of K, i.e.,
∂GK
∂[xK1 ,x
K
2 , . . . ,x
K
d ]
=

∂GK
∂xK1
...
∂GK
∂xKd
 .
To do so, let t be an entry of [xK1 ,xK2 , . . . ,xKd ]. Using the chain rule we have
∂GK
∂t
= tr
(
∂GK
∂EK
∂EK
∂t
)
+ tr
(
∂GK
∂MK
∂MK
∂t
)
.
Denote
∂GK
∂t
(I) = tr
(
∂GK
∂EK
∂EK
∂t
)
, (3.27)
∂GK
∂t
(II) = tr
(
∂GK
∂MK
∂MK
∂t
)
. (3.28)
Now consider (3.27). When t is an entry of [xK2 , . . . ,xKd ], recalling that EK = [xK2 −
xK1 , . . . ,x
K
d − xK1 ], we have
∂GK
∂t
(I) = tr
(
∂GK
∂EK
∂[xK2 , . . . ,x
K
d ]
∂t
)
,
which implies
∂GK
∂[xK2 , . . . ,x
K
d ]
(I) =
∂GK
∂EK
.
Moreover, for t =
(
xK1
)(1) (the first component of xK1 ), we have
∂GK
∂ (xK1 )
(1)
(I) = tr

∂GK
∂EK

−1 −1 · · · −1
0 0 · · · 0
...
...
...
0 0 · · · 0


= −
∑
i
(
∂GK
∂EK
)
i,1
.
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We can obtain similar expressions for
(
xK1
)(j) for j = 2, . . . , d. This gives
∂GK
∂xK1
(I) = −eT ∂GK
∂EK
where eT = [1, . . . , 1] ∈ R1×(d−1). For (3.28), we assume that M = M(x) is a piecewise linear
function defined on the current mesh, i.e., M =
d∑
j=1
Mj,KφKj , where φKj is the linear basis
function associated with the vertex xKj for all j = 1, . . . , d and Mj,K = M(xKj ). Denote
the ith components of x and xK by x(i) and x
(i)
K , respectively. Then, for any entry t of
[xK1 ,x
K
2 , . . . ,x
K
d ], we have
∂GK
∂t
(II) = tr
(
∂GK
∂MK
d∑
i=1
∂MK
∂x(i)
)
∂x
(i)
K
∂t
= tr
(
∂GK
∂MK
d∑
i=1
d∑
j=1
Mj,K
∂φj,K
∂x(i)
)
∂x
(i)
K
∂t
=
d∑
j=1
tr
(
∂GK
∂MK
Mj,K
)
∂φj,K
∂x
∂xK
∂t
,
where we notice that ∂φj,K/∂x and ∂xK/∂t are a row and a column vector, respectively,
and thus
∂φj,K
∂x
∂xK
∂t
is a dot product. From this and the identity xK = (xK1 + · · ·+ xKd )/d, we get
∂GK
∂[xK2 , . . . ,x
K
d ]
(II) =
1
d
d∑
j=1
tr
(
∂GK
∂MK
Mj,K
)
∂φj,K
∂x
...
∂φj,K
∂x

and
∂GK
∂xK1
(II) =
1
d
d∑
j=1
tr
(
∂GK
∂MK
Mj,K
)
∂φj,K
∂x
.
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Summarizing the above results, we have
∂GK
∂[xK2 , ...,x
K
d ]
=
∂GK
∂EK
+
1
d
d∑
j=1
tr
(
∂GK
∂MK
Mj,K
)
∂φj,K
∂x
...
∂φj,K
∂x
 , (3.29)
∂GK
∂xK1
= −eT ∂GK
∂EK
+
1
d
d∑
j=1
tr
(
∂GK
∂MK
Mj,K
)
∂φj,K
∂x
. (3.30)
Notice that (3.30) can thus be rewritten as
∂GK
∂xK1
= −
d∑
j=2
∂GK
∂xKj
+
d∑
j=1
tr
(
∂GK
∂MK
Mj,K
)
∂φj,K
∂x
. (3.31)
Next, we establish the relations between
∂GK
∂EK
,
∂GK
∂MK
and
∂GK
∂J
,
∂GK
∂r
.
First recall that F ′K = EKÊ−1, thus
J =
(
(F ′K)
T MKF ′K
)−1
= Ê
(
ETKMKEK
)−1
ÊT . (3.32)
Let EK = EK(t). Then we have
∂GK
∂t
= tr
∂GK
∂J
∂
(
(F ′K)
T MKF ′K
)−1
∂t
+ ∂GK
∂r
∂ det
(
(F ′K)
T MKF ′K
)−1
∂t
= tr
(
∂GK
∂J
Ê
∂
(
ETKMKEK
)−1
∂t
ÊT
)
+ det(Ê)2
∂GK
∂r
∂ det
(
ETKMKEK
)−1
∂t
. (3.33)
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Consider the first term of (3.33). Using the properties of matrix derivatives (3.25) we get
tr
(
∂GK
∂J
Ê
∂
(
ETKMKEK
)−1
∂t
ÊT
)
= −tr
(
∂GK
∂J
Ê
(
ETKMKEK
)−1 ∂ (ETKMKEK)
∂t
(
ETKMKEK
)−1
ÊT
)
= −tr
(
∂GK
∂J
Ê
(
ETKMKEK
)−1(∂ETK
∂t
MKEK + ETKMK
∂EK
∂t
)(
ETKMKEK
)−1
ÊT
)
.
Since ∂GK
∂J , MK , and
(
ETKMKEK
)−1 are all symmetric, it follows that
tr
(
∂GK
∂J
Ê
∂
(
ETKMKEK
)−1
∂t
ÊT
)
= −2tr
((
ETKMKEK
)−1
ÊT
∂GK
∂J
Ê
(
ETKMKEK
)−1
ETKMK
∂EK
∂t
)
.
Consider now the second term of (3.33),
det(Ê)2
∂GK
∂r
∂ det
(
ETKMKEK
)−1
∂t
=
det(Ê)2
det (ETKMKEK)
∂GK
∂r
tr
((
ETKMKEK
) ∂ (ETKMKEK)−1
∂t
)
= − det(Ê)
2
det (ETKMKEK)
∂GK
∂r
tr
(
∂
(
ETKMKEK
)
∂t
(
ETKMKEK
)−1)
= − det(Ê)
2
det (ETKMKEK)
∂GK
∂r
tr
((
∂ETK
∂t
MKEK + ETKMK
∂EK
∂t
)(
ETKMKEK
)−1)
= −2 det(Ê)
2
det (ETKMKEK)
∂GK
∂r
tr
((
ETKMKEK
)−1
ETKMK
∂EK
∂t
)
.
Therefore
∂GK
∂EK
= −2
(
ETKMKEK
)−1
ÊT
∂GK
∂J
Ê(ETKMKEK)−1ETKMK
− 2 det(Ê)
2
det (ETKMKEK)
∂GK
∂r
(
ETKMKEK
)−1
ETKMK . (3.34)
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Combining this with (3.30) we obtain

∂GK
∂xK2
...
∂GK
∂xKd
 =− 2
(
ETKMKEK
)−1
ÊT
∂GK
∂J
Ê(ETKMKEK)−1ETKMK
− 2 det(Ê)
2
det (ETKMKEK)
∂GK
∂r
(
ETKMKEK
)−1
ETKMK
+
1
d
d∑
j=1
tr
(
∂GK
∂MK
Mj,K
)
∂φj,K
∂x
...
∂φj,K
∂x
 . (3.35)
We can compute ∂GK
∂MK
in a similar fashion. Let MK = MK(t) and consider (3.33). Then,
for the first term we have
tr
(
∂GK
∂J
Ê
∂
(
ETKMKEK
)−1
∂t
ÊT
)
= −tr
(
∂GK
∂J
Ê
(
ETKMKEK
)−1 ∂ (ETKMKEK)
∂t
(
ETKMKEK
)−1
ÊT
)
= −tr
(
∂GK
∂J
Ê
(
ETKMKEK
)−1
ETK
∂MK
∂t
EK
(
ETKMKEK
)−1
ÊT
)
= −tr
(
EK
(
ETKMKEK
)−1
ÊT
∂GK
∂J
Ê
(
ETKMKEK
)−1
ETK
∂MK
∂t
)
.
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The second term of (3.33) is then
det(Ê)2
∂GK
∂r
∂ det
(
ETKMKEK
)−1
∂t
=
det(Ê)2
det (ETKMKEK)
∂GK
∂r
tr
((
ETKMKEK
) ∂ (ETKMKEK)−1
∂t
)
= − det(Ê)
2
det (ETKMKEK)
∂GK
∂r
tr
(
∂
(
ETKMKEK
)
∂t
(
ETKMKEK
)−1)
= − det(Ê)
2
det (ETKMKEK)
∂GK
∂r
tr
(
ETK
∂MK
∂t
EK
(
ETKMKEK
)−1)
= − det(Ê)
2
det (ETKMKEK)
∂GK
∂r
tr
(
EK
(
ETKMKEK
)−1
ETK
∂MK
∂t
)
.
Therefore
∂GK
∂MK
= −EK(ETKMKEK)−1ÊT
∂GK
∂J
Ê(ETKMKEK)−1ETK
− det(Ê)
2
det (ETKMKEK)
∂GK
∂r
EK
(
ETKMKEK
)−1
ETK , (3.36)
which we can use in the last term of (3.35).
Finally, we derive the relations between
∂φj,K
∂x
, j = 1, ..., d and EK .
First, note that the basis functions satisfy
d∑
i=1
φi,K = 1 and
d∑
i=1
xKi φi,K = x.
Eliminating xK1 yields
x− xK1 =
d∑
i=2
(xKi − xK1 )φi,K .
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Then differentiating with respect to x(k) gives
ek =
∂(x− xK1 )
∂x(k)
=
∂
∂x(k)
(
d∑
i=2
(xKi − xK1 )φi,K
)
=
d∑
i=2
(xKi − xK1 )
∂φi,K
∂x(k)
,
where ek is the kth unit vector in Rd. Hence we have
I = EK

∂φ2,K
∂x
...
∂φd,K
∂x
 ,
which gives
ETKEK

∂φ2,K
∂x
...
∂φd,K
∂x
 = ETK
and thus 
∂φ2,K
∂x
...
∂φd,K
∂x
 = (ETKEK)−1ETK , ∂φ1,K∂x = −
d∑
j=2
∂φj,K
∂x
. (3.37)
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Summarizing the above we have

∂GK
∂xK2
...
∂GK
∂xKd
 =− 2
(
ETKMKEK
)−1
ÊT
∂GK
∂J
Ê(ETKMKEK)−1ETKMK
− 2 det(Ê)
2
det (ETKMKEK)
∂GK
∂r
(
ETKMKEK
)−1
ETKMK
+
1
d
d∑
j=1
tr
(
∂GK
∂MK
Mj,K
)
∂φj,K
∂x
...
∂φj,K
∂x
 , (3.38)
∂GK
∂xK1
=−
d∑
j=2
∂GK
∂xKj
+
d∑
j=1
tr
(
∂GK
∂MK
Mj,K
)
∂φj,K
∂x
, (3.39)
where ∂GK
∂J and
∂GK
∂r
are given in (3.26), ∂φj,K/∂x for j = 1, . . . , d are given in (3.37), and
∂GK
∂M is given in (3.36). Having computed ∂GK/∂x
K
j (j = 1, ..., d) for all elements using
(3.38) and (3.39), we can obtain ∂Ih/∂xi from (3.24).
3.3.3 Surface moving mesh equations
As mentioned above, we employ the MMPDE method to minimize the meshing functional
(3.15) or a more general form (3.20). An MMPDE is a mesh equation that involves mesh
speed. There are various formulations of MMPDEs; we focus here on the approach where
the surface MMPDE is defined as a modified gradient system of the meshing functional. A
distinct feature for surface meshes, other than bulk meshes, is that the nodes need to stay
on the surface during movement. By Section 3.3.2 we may assume that we have the matrix
∂Ih
∂xi
, i = 1, · · · , Nv.
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Let Φ(x) = 0 denote the surface, where Φ can be defined through an analytical expression
or a numerical representation such as by spline functions. Then for the vertices to stay on
the surface we should have Φ(xi) = 0 for all i = 1, . . . , Nv or at least
dxi
dt
· ∇Φ(xi) = 0 (3.40)
where dxi/dt is the nodal mesh velocity. Following the MMPDE approach, we would define
the mesh equation as the gradient system of Ih, i.e.,
dxi
dt
= −Pi
τ
(
∂Ih
∂xi
)T
, i = 1, ..., Nv (3.41)
where Pi is a positive scalar function used to make the equation have desired invariance
properties and τ > 0 is a constant parameter used for adjusting the time scale of mesh
movement. Obviously, this does not satisfy (3.40). Here we propose to project the velocities
in (3.41) onto the surface and define the surface moving mesh equation as
dxi
dt
= −Pi
τ
[(
∂Ih
∂xi
)T
−
((
∂Ih
∂xi
)T
· ni
)
ni
]
, i = 1, ..., Nv (3.42)
where ni = ∇Φ(xi)/‖∇Φ(xi)‖ is the unit normal to the surface at xi and the difference inside
the square bracket is the projection of the vector ∂Ih/∂xi onto the tangential plane of the
surface at xi. Notice that this surface MMPDE inherently ensures that (3.40) be satisfied or,
in words, the nodes stay on the surface during the mesh movement. Moreover, it is important
to note that (3.42) only utilizes the unit normal vectors of the surface whose computation does
not require explicit parameterization or analytical expression of the surface. As mentioned,
for surfaces without an analytical expression, spline functions may be used to approximate
the gradient for (3.42). It should be noted that (3.40) is a weak imposition. A stabilized
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version is given by
dxi
dt
= −Pi
τ
[(
∂Ih
∂xi
)T
−
((
∂Ih
∂xi
)T
· ni
)
ni
]
− Φ
δτ |∇Φ|
ni, (3.43)
where δ ≥ 0, and the last term, in a sense, determines the projection method of the nodes.
That is, when δ = 0 then Φ(xi(t)) = 0 and hence, the nodes are directly projected to the
surface. On the other hand, when δ = ∞, (3.43) is equivalent to (3.42) and so the nodes
are projected onto the tangential plane. For a direct formulation of (3.42) using Lagrange
multipliers and a more detailed discussion of (3.43), see Appendix A.5.
Using (3.24) we can rewrite the above equation in a compact form as
dxi
dt
=
Pi
τ
∑
K∈ωi
vKiK , i = 1, ..., Nv (3.44)
where vKiK ∈ R
d is the local mesh velocities contributed by K to xKiK and has the expressions
vKiK = −
(
∂GK
∂xKiK
)T
+
((
∂GK
∂xKiK
)T
· niK
)
niK , (3.45)
and ∂GK/∂xKiK is given in (3.38) and (3.39).
The surface MMPDE (3.44) must be modified properly for boundary vertices when S has
a boundary. For fixed boundary vertices, the corresponding equation is replaced by
dxi
dt
= 0.
The velocities for other boundary vertices should be modified such that they slide on the
boundary which is defined on a case-by-case basis.
With proper modification of the boundary vertices, the system (3.44) can be integrated
in time. To do so, one first starts by calculating the edge matrices EK for all elements
and Ê for the reference element. One can then readily calculate (3.26) which is needed for
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(3.38) and (3.39). Then one can integrate (3.44) in time. For this work we use Matlab’s ODE
solvers ode45 and ode15s. The explicit scheme, ode45, implements a 4(5)-order Runge-Kutta
method with a variable time step. The implicit scheme, ode15s, is a variable time step and
variable-order solver based on the numerical differentiation formulas of orders 1 to 5. All of
the numerical examples in this paper use ode45 although both ode45 and ode15s have been
tested and proven to work very well in computation.
3.4 Theoretical Properties
3.4.1 Equivalent measure of minimum height
We begin the theoretical analysis by establishing the relation between
∥∥∥∥((F ′K)T MKF ′K)−1∥∥∥∥
and the minimum altitude of K with respect to MK .
Lemma 3.4.1. There holds
â2
a2K,MK
≤
∥∥∥∥((F ′K)T MKF ′K)−1∥∥∥∥ ≤ (d− 1)2â2a2K,MK , (3.46)
where â is the altitude of K̂ and aK,MK is the minimum altitude of K with respect to the
metric MK.
Proof. First of all, we have
∥∥∥∥((F ′K)T F ′K)−1∥∥∥∥ = ∥∥∥∥(Ê−TETKEKÊ−1)−1∥∥∥∥ = ∥∥∥Ê (ETKEK)−1 ÊT∥∥∥ .
Now, consider the QR decomposition of EK
EK = QK
RK
0
 ,
where QK ∈ Rd×d is a unitary matrix, RK ∈ R(d−1)×(d−1) is an upper triangular matrix, and
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0 is a (d− 1)-dimensional row vector of zeros. With this we have
∥∥∥Ê (ETKEK)−1 ÊT∥∥∥ =
∥∥∥∥∥∥∥Ê
[RTK 0T ]QTKQK
RK
0


−1
ÊT
∥∥∥∥∥∥∥
=
∥∥∥ÊR−1K R−TK ÊT∥∥∥
=
∥∥∥∥(RKÊ−1)−1 (RKÊ−1)−T∥∥∥∥ .
By [33, Lemma 4.1] we have
â2
a2RK
≤
∥∥∥∥(RKÊ−1)−1 (RKÊ−1)−T∥∥∥∥ ≤ (d− 1)2â2a2RK ,
where aRK is the minimum altitude of the simplex formed by the columns of RK . Since QK
is a rotation matrix, aRK is the same as aK , the minimum altitude of K with respect to the
Euclidean metric. Combining the above results, we get
â2
a2K
≤
∥∥∥∥((F ′K)T F ′K)−1∥∥∥∥ ≤ (d− 1)2â2a2K .
The inequality (3.46) follows from this and the observation that the geometric properties
of K with respect to the metric MK are the same as those of M1/2K K with respect to the
Euclidean metric.
Lemma 3.4.1 indicates that if K̂ is chosen to satisfy |K̂| = O(1) then
∥∥∥∥((F ′K)T MKF ′K)−1∥∥∥∥ ∼ a−2K,MK . (3.47)
3.4.2 Mesh nonsingularity and existence of limiting meshes
We now consider the MMPDE (3.44). Recall that the velocities for the boundary vertices
need to be modified in order for them to stay on the boundary. However, the analysis is
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similar with or without modifications. Hence, for simplicity we do not consider modifications
in the analysis. We also note that for theoretical purposes, we assume that K̂ is taken to
satisfy |K̂| = 1
N
instead of being unitary as we have been considering thus far. This change
does not affect the actual computation. However, since typically we expect |K| = O(1/N),
the assumption |K̂| = 1
N
will likely lead to F ′K = O(1) and thus Ih(Th(0)) (the value of Ih
on the initial mesh Th(0)) stays O(1). On the other hand, if |K̂| = 1 (unitary), we have
F ′K = O(1/N) and Ih(Th(0)) will depend strongly on N .
In the following analysis, the mesh at time t is denoted by Th(t) = (x1(t), . . . ,xNv(t)).
Theorem 3.4.1. Assume that the meshing functional in the form (3.20) satisfies the
coercivity condition as given in (3.19), i.e.,
G̃ (J, det (J) ,x) ≥ α
(
tr
[(
(F ′K)
T MKF ′K
)−1])q
− β, ∀x ∈ S (3.48)
where q > (d− 1)/2, α > 0, and β ≥ 0 are constants. We also assume that K̂ is equilateral
and |K̂| = 1
N
. Then if the elements of the mesh trajectory of the MMPDE (3.44) have
positive areas initially, they will have positive areas for all time. Moreover, their minimum
altitudes in the metric MK and their areas in the Euclidean metric are bounded below by
aK,MK ≥ C1
[
Ih(Th(0)) + βm̄d/2|S|
]− 1
2q−d+1 N−
2q
(d−1)(2q−d+1) , (3.49)
|K| ≥ C2
[
Ih(Th(0)) + βm̄d/2|S|
]− d−1
2q−d+1 N−
2q
2q−d+1 m −
d
2 , (3.50)
where
C1 =
(
α d
q(d−2)
d−1 (d− 1)!
2q−d+1
d−1
(d− 1) d−1+2q2
) 1
2q−d+1
, C2 =
Cd−11
(d− 1) d−12 (d− 1)!
. (3.51)
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Proof. From (3.42) we have
dIh
dt
=
∑
i
∂Ih
∂xi
dxi
dt
= −
∑
i
Pi
τ
∂Ih
∂xi
[(
∂Ih
∂xi
)T
−
((
∂Ih
∂xi
)T
· ni
)
ni
]
= −
∑
i
Pi
τ
∥∥∥∥∂Ih∂xi
∥∥∥∥2 −
((
∂Ih
∂xi
)T
· ni
)2
≤ 0.
This implies Ih (Th(t)) ≤ Ih (Th(0)) for all t. From coercivity (3.19) and Lemma 3.4.1, we get
Ih (Th(t)) ≥ α
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
)1/2(
tr
[(
(F ′K)
T MKF ′K
)−1])q
− βm̄d/2|S|
≥ α
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
)1/2 ∥∥∥∥((F ′K)T MKF ′K)−1∥∥∥∥q − βm̄d/2|S|
≥ α
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
)1/2 â2q
a2qK,MK
− βm̄d/2|S|.
By Lemma 3.8, |K̂| det
(
(F ′K)
T MKF ′K
)1/2
= |K|MK ≥ 1
(d−1)
d−1
2 (d−1)!
ad−1K,MK , thus
Ih (Th(t)) + βm̄d/2|S| ≥
αâ2q
(d− 1) d−12 (d− 1)!
∑
K∈Th
1
a2q−d+1K,MK
, (3.52)
and therefore
a2q−d+1K,MK ≥
αâ2q
(d− 1) d−12 (d− 1)!
(
Ih (Th(0)) + βm̄d/2|S|
)−1
. (3.53)
Moreover, from the assumption that K̂ is equilateral and |K̂| = 1
N
it follows that
â =
√
d (d− 1)!
1
d−1
√
d− 1 d
1
2(d−1)
N−
1
d−1 . (3.54)
Combining (3.53) and (3.54) we get
aK,MK ≥ C1
[
Ih(Th(0)) + βm̄d/2|S|
]− 1
2q−d+1 N−
2q
(d−1)(2q−d+1) , (3.55)
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where
C1 =
(
α d
q(d−2)
d−1 (d− 1)!
2q−d+1
d−1
(d− 1) d−1+2q2
) 1
2q−d+1
which gives (3.49).
Furthermore, we have
ad−1K,MK
(d− 1) d−12 (d− 1)!
≤ |K|MK = |K̂| det
(
(F ′K)
T MKF ′K
)1/2
≤ m d/2|K̂| det
(
(F ′K)
T
F ′K
)1/2
= m d/2|K|.
Then (3.50) follows from the above inequality and (3.49).
Finally, from (3.38) and (3.39) it is not difficult to see that the magnitude of the mesh
velocities is bounded from above when |K| is bounded from below. As a consequence, the
mesh vertices will move continuously with time and |K| cannot jump over the bound to
become negative. Hence, |K| will stay positive if so initially.
From the proof we have seen that the key points are the energy decreasing property and
the coercivity of the meshing functional. The former is satisfied by the MMPDE (3.44) by
design while the latter is an assumption for the meshing functional. We emphasize that the
result holds for any functional satisfying the coercivity condition (3.19).
On the other hand, the condition (3.19) is satisfied by the meshing functional (3.15) for
0 < θ ≤ 1
2
and p > 1 (with q = (d− 1)p/2 and β = 0 in Theorem 3.4.1). It is interesting
to point out that the role of the parameter p can be explained from (3.49). Indeed, for this
case the inequality (3.49) becomes
aK,MK ≥ C1
[
Ih(Th(0)) + βm̄d/2|S|
]− 1
(d−1)(p−1) N−
p
(d−1)(p−1) → C1 N−
1
d−1 , p→∞. (3.56)
Since N−
1
d−1 represents the average diameter of the elements, the above inequality implies
that the mesh becomes more uniform as p gets larger. In numerical computation, we take
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p = 3/2, which has been found to work well for all examples we have tested.
Theorem 3.4.2. Under the assumptions of Theorem 3.4.1, for any nonsingular initial
mesh, the mesh trajectory {Th(t), t > 0} of MMPDE (3.44) has the following properties.
1. Ih(Th(t)) has a limit as t→∞, i.e.,
lim
t→∞
Ih(Th(t)) = L. (3.57)
2. The mesh trajectory has limiting meshes, all of which are nonsingular and satisfy (3.49)
and (3.50).
3. The limiting meshes are critical points of Ih, i.e., they satisfy
∂Ih
∂xi
= 0, i = 1, . . . , Nv. (3.58)
Proof. The proof is very much the same as that for [32, Theorem 4.3] for the bulk mesh
case. The key ideas to the proof are the monotonicity and boundedness of Ih(Th(t)) and the
compactness of S. With these holding for the surface mesh case, one can readily prove the
three properties.
It is remarked that the above two theorems have been obtained for the MMPDE (3.44)
which is semi-discrete in the sense that it is discrete in space and continuous in time. A
fully discrete scheme can be obtained by applying a time-marching scheme to (3.44). More
specifically, consider the time integration of (3.44) and denote the time instants by tn for
n = 0, 1, . . . where we assume that tn →∞ as n→∞. For integrating the MMPDE (3.44),
we are interested in methods of the form
T n+1h = Ψ(T
n
h ), n = 0, 1, . . . (3.59)
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for which integrating from tn to tn+1 can be carried out in more than one step. One of the
key points to the proof of Theorem 3.4.1 is the monotonically decreasing property of the
energy functional. Therefore, for the fully discrete case we must assume that the scheme
satisfies
Ih(T n+1h ) ≤ Ih(T
n
h ), n = 0, 1, . . . . (3.60)
It should be noted that many schemes satisfy (3.60) including the forward and backward
Euler schemes, and algebraically stable Runge-Kutta schemes (such as Gauss and Radau
IIA schemes) under a time-step restriction involving a local Lipschitz bound of the Hessian
matrix of Ih (e.g., [29, 54]).
Theorem 3.4.3. Assume the assumptions of Theorem 3.4.1 are satisfied and that a
numerical scheme in the form (3.59) is applied to the MMPDE (3.44). Furthermore, assume
that the resulting mesh sequence {T nh }∞n=0 satisfies the energy decreasing property given by
(3.60). If the time step is sufficiently small but not diminishing and the elements of the
mesh trajectory have positive areas initially then they will have positive areas for all tn > 0.
Moreover, the minimum altitudes in the metric M and the element areas are bounded away
form zero by (3.49) and (3.50), respectively.
Proof. We only need to show that the volumes of the elements will stay positive if the time
step is sufficiently small but not diminishing after which the proof is similar to Theorem 3.4.1
for the semi-discrete case. To this end, assume G has continuous derivatives up to the third
order. Similar to the discussion in the last paragraph of Theorem 3.4.1, when the mesh
satisfies (3.49) and (3.50) we can show that the right-hand side of (3.44) as well as its
gradient and Hessian are bounded by bounds independent of time and individual elements.
After which, it can be shown that there exists δt0 > 0 that only depends on the bounds
mentioned above and thus is not diminishing such that if tn+1 − tn ≤ δt0 then ‖xn+1j − xnj ‖
for j = 1, . . . , Nv do not exceed a fixed fraction of the minimal altitude and, in the case
an implicit scheme is used for (3.59), Newton’s (or some other) iteration for the resulting
70
nonlinear algebraic equations converges. This then guarantees that the elements of the mesh
trajectory will remain nonsingular during the current time step. The same argument can be
repeated for each time step since the new mesh satisfies (3.49) and (3.50) and therefore, the
volumes of the elements stay positive for tn > 0.
Extending Theorem 3.4.2 to the fully discrete case we are able to prove the following.
Theorem 3.4.4. Under the assumptions of Theorem 3.4.3, for any nonsingular initial
mesh, the mesh trajectory {T nh , n = 0, 1, . . . } of the scheme (3.59) applied to the MMPDE
(3.44) has the following properties.
1. Ih(T nh ) has a limit as n→∞, i.e.,
lim
n→∞
Ih(T nh ) = L. (3.61)
2. The mesh trajectory has limiting meshes, all of which are nonsingular and satisfy (3.49)
and (3.50).
3. If we further assume that the scheme satisfies a stronger property of monotonically
decreasing energy,

Ih(T n+1h ≤ Ih(T nh ), n = 0, 1, . . . ,
Ih(T n+1h ≤ Ih(T nh ), if T nh is not a critical point,
(3.62)
then the limiting meshes are critical points of Ih, i.e., they satisfy (3.58).
Proof. The proofs are very similar to those in Theorem 3.4.2. See [32] for more details.
Notice Theorem 3.4.2 and Theorem 3.4.4 state that the values of the functional for the
mesh trajectory converge which, as mentioned previously, can be used as a stopping criteria in
computations. However, in general there is no guarantee that the mesh trajectory converges.
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In order to guarantee convergence, a stronger requirement on the decent in the functional
value or on the meshing functional is needed. For a more detailed discussion, see [32].
3.5 Numerical experiments
3.5.1 Definition of curvature for curves and surfaces
In the numerical results we will consider a metric tensor M based on curvature. In order
to define such an M we must first derive the definition of curvature for both a curve in
two-dimensions and a surface in three-dimensions. We will begin by deriving the curvature
of a curve in three-dimensions then extending this to a surface in three-dimensions. To this
end, let the curve in space be defined by γ = γ(t) : I → R3 where I ⊂ R. The curvature of
γ measures the rate at which γ is turning. This can be described by the position and size of
γ′′ relative to γ′ given by
κ(t) =
‖γ′ × γ′′‖
‖γ′‖3
. (3.63)
The term ‖γ′‖3 in the denominator is used to ensure the value of the curvature does not
change under reparametrization. One can use dimensional analysis to see this or, more
rigorously, denote the reparametrization by β(t) = γ(φ(t)). Then
β′(t) = φ′(t)γ′(φ(t)) (3.64)
and
β′′(t) = φ′′(t)γ′(φ(t)) + φ′(t)2γ′′(φ(t)) (3.65)
which gives
β′(t)× β′′(t) = φ′(t)3γ′(φ(t))× γ′′(φ(t)). (3.66)
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Therefore
‖β′ × β′′‖
‖β′‖3
=
|φ′(t)|3‖γ′(φ(t))× γ′′(φ(t))‖
|φ′(t)|3‖γ′(φ(t))‖3
=
‖γ′(φ(t))× γ′′(φ(t))‖
‖γ′(φ(t))‖3
=
‖γ′ × γ′′‖
‖γ′‖3
(3.67)
and thus the curvature is independent of reparametrization.
From (3.63) one can readily see that the curvature κ for a curve is measured as the
change in the tangential direction. The tangential direction is used because the tangent of
a curve is a unique vector whereas the normal of a curve is a plane hence it is natural to
define the curvature in terms of the unique vector. In the numerical results we only consider
curves in R2 however, κ preserves definition (3.63) where z = 0 as we will see in the following
examples.
Example 3.5.1. In our first example we consider a line given by
γ(t) = (t, ct+ b, 0)
where c and b are constants. From (3.63) we have
κ(t) =
‖γ′ × γ′′‖
‖γ′‖3
=
‖(1, c, 0)× (0, 0, 0)‖
‖(1, c, 0)‖3
= 0.
Thus a line has 0 curvature which is consistent with the definition of curvature, i.e., curvature
measures the rate at which a curve is turning.
Example 3.5.2. In our second example we consider a circle with radius r and a coun-
terclockwise parametrization given by
γ(t) = (r cos(t), r sin(t), 0).
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By (3.63) we have
κ(t) =
‖γ′ × γ′′‖
‖γ′‖3
=
‖(−r sin(t), r cos(t), 0)× (−r cos(t),−r sin(t), 0)‖
‖(−r sin(t), r cos(t), 0)‖3
=
1
r
.
Thus a circle has constant curvature κ(t) = 1
r
.
Example 3.5.3. In the last example we consider an ellipse given by
γ(t) = (a cos(t), b sin(t), 0)
where a, b > 0. From (3.63) we have
κ(t) =
‖γ′ × γ′′‖
‖γ′‖3
=
‖(−a sin(t), b cos(t), 0)× (−a cos(t),−b sin(t), 0)‖
‖(−a sin(t), b cos(t), 0)‖3
=
ab
(a2 sin2(t) + b2 cos2(t))3/2
,
and therefore
κ(t) =
ab
(a2 sin2(t) + b2 cos2(t))3/2
.
Notice that when a > b, κ attains its maximal value a
b2
when sin(t) = 0, i.e., the denominator
is minimal. Furthermore, κ attains its minimal value b
a2
when cos(t) = 0, i.e., where the
denominator is maximal.
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This is consistent with the fact that the curvature of a line is 0 (Example 3.5.1) and hence
the regions of the ellipse that are more linear will have smaller values of κ compared to those
regions of the ellipse that have more curve, i.e., less linear.
We would like to extend (3.63) from a space curve to a surface in R3. In order to do
so, the definition must now be formulated in terms of the normal of the surface due to
its uniqueness (in the same way that we used the tangent for the curve). To this end, let
σ : U → R3 denote the surface, p = (u0, v0) ∈ U ⊂ R2 a point, and Tσp the tangent space of
σ at the point p. Then it follows that the unit normal vector at p is
N =
σu × σv
‖σu × σv‖
, (3.68)
where σu = σu(p) and σv = σv(p). It is important to notice that ‖N‖ = NTN = 1 and
therefore
2
(
∂N
∂u
)T
N = 0 and 2
(
∂N
∂v
)T
N = 0.
From this we know that Nu, Nv are orthogonal to N and thus Nu, Nv ∈ Tσp.
As mentioned above, to define the curvature κ of a surface we want to measure the
change in N however, N = N(u, v) thus we must consider both Nu and Nv. This could be
done by using the Jacobian matrix for N however, this derivation does not remain the same
under reparametrization. To ensure that reparametrization does not affect the curvature,
we consider the mapping W : Tσp→ Tσp defined by
W (σu) = −Nu = aσu + bσv and W (σv) = −Nv = cσu + dσv. (3.69)
where a, b, c, d ∈ R and it should be noted that span{σu, σv} = Tpσ and −Nu,−Nv ∈ Tpσ.
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By (3.69) we see that W has the following matrix representation
W =
a c
b d
 ∈ R2×2
thus we can write (3.69) as
[
σu σv
]a c
b d
 = [−Nu −Nv] .
This gives σTu
σTv
[σu σv]
a c
b d
 =
σTu
σTv
[−Nu −Nv]
and therefore a c
b d
 =
‖σu‖2 σTu σv
σTv σu ‖σv‖2

−1 −σTuNu −σTuNv
−σTv Nu −σTv Nv
 . (3.70)
Thus the shape operator W defined by (3.69) where
a c
b d
 =
‖σu‖2 σTu σv
σTv σu ‖σv‖2

−1 σTuW (σu) σTuW (σv)
σTvW (σu) σ
T
vW (σv)
 . (3.71)
As discussed earlier, we use W rather than the Jacobian to ensure that the curvature is
unchanged under reparameterization. The idea behind using W is that a reparametrization
will change Nu and Nv but will also change σu and σv. It turns out that these changes are
directly related and so the map remains essentially the same. This implies that the shape
operator is more directly related to a geometric property of the surface than the vectors Nu
and Nv.
Theorem 3.5.1. The shape operatorW is unchanged under reparametrization which pre-
serve orientation and it changes to −W under reparametrization which reverse orientation.
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Proof. : See [53] for details.
With the shape operator W , we can now define the principal curvatures. The principal
curvatures, denote as κ1 and κ2, are the eigenvalues of the shape operator W . It follows
by Theorem 3.5.1 that under reparameterization the principal curvatures are unchanged in
absolute value. The principal curvatures lead to the definition of the Gaussian curvature
κG = κ1 · κ2 (3.72)
and the mean curvature
κM =
κ1 + κ2
2
. (3.73)
To see the difference between (3.72) and (3.73) we consider the following examples.
Example 3.5.4. Consider a cylinder defined by
σ(u, v) = (cos(v), sin(v), u).
Then we have
σu = (0, 0, 1), σv = (− sin(v), cos(v), 0), N = (− cos(v), sin(v), 0),
and hence
Nu = (0, 0, 0) and Nv = (− sin(v),− cos(v), 0).
By (3.70) it follows that
W =
1 0
0 1

−1 0 0
0 1
 =
0 0
0 1
 .
One can readily see that the eigenvalues of W are κ1 = 0 and κ2 = 1. This is consistent
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with the fact that the normal direction associated to κ1 is vertical and hence the principal
curvature is 0. Moreover, the normal direction associated to κ2 is that of a planar circle with
radius 1 and hence the principal curvature is 1 by Example 3.5.2. The Gaussian (3.72) and
mean (3.73) curvatures are thus
κG = 0 and κM =
1
2
.
Notice that (3.63), (3.72), and (3.73) are defined for curves and surfaces that are parame-
terized parametrically. The naturally question that arises is how can we define curvature for
a curve or surface with a Cartesian representation. For planar curves the following theorem
holds true.
Theorem 3.5.2. Consider the planar curve, Φ(x, y) = 0. Then
κ =
(−Φy,Φx) · Hess(Φ) · (−Φy,Φx)T
|∇Φ|3
(3.74)
where κ is the curvature of Φ at the point (x, y), ∇ is the gradient, and Hess is the Hessian.
Proof. See [24] for details.
We can examine (3.74) by using Example 3.5.2 as follows.
Example 3.5.5. Consider a circle of radius r given by
Φ(x, y) = x2 + y2 − r2.
Then
(−Φy,Φx) = (−2y, 2x), ∇Φ = (2x, 2y) and Hess(Φ) =
2 0
0 2
 .
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Therefore, (3.74) gives
κ =
(−2y, 2x) ·
2 0
0 2
 · (−2y, 2x)T
|(2x, 2y)|3
=
8x2 + 8y2
(4x2 + 4y2)3/2
=
1
(x2 + y2)1/2
=
1
r
,
which is consistent with the calculation in Example 3.5.2.
The results for Example 3.5.3 are similar.
For surfaces in R3 with Cartesian representation, the Gaussian and mean curvature are
defined as in the following theorem.
Theorem 3.5.3. Let Φ(x, y, z) = 0 define an implicit surface. Then
κG =
∇Φ · Hess∗(Φ) · ∇Φ
|∇Φ|4
, (3.75)
and
κM =
∇Φ · Hess(Φ) · ∇ΦT − |∇Φ|2 tr(Hess(Φ))
2 |∇Φ|3
, (3.76)
where tr(·) is the trace, ∇ is the gradient, Hess is the Hessian, and Hess∗ is the adjoint of
the Hessian.
Proof. See [24] for details.
We can examine (3.74) in Example 3.5.4 as follows.
Example 3.5.6. Consider a cylinder defined by
Φ(x, y, z) = x2 + y2 − 1.
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Then
∇Φ = (2x, 2y, 0) and Hess(Φ) =

2 0 0
0 2 0
0 0 0
 ,
which gives that tr(Hess(Φ)) = 4 and Hess(Φ)∗ is the zero matrix. Then it readily follows
that κG = 0 and
κM =
(2x, 2y, 0) ·

2 0 0
0 2 0
0 0 0
 · (2x, 2y, 0)T − 4 |(2x, 2y, 0)|2
2 |(2x, 2y, 0)|3
=
−4x2 − 4y2
(4x2 + 4y2)3/2
= −1
2
.
Notice that the mean curvature here is negative but ∇Φ = (2x, 2y, 0) is the outward pointing
normal. Thus, as one would expect, the mean curvature vector defined as
κM
|∇Φ|
∇Φ points
into the cylinder and has magnitude 1
2
. The magnitude of the curvature is consistent with
Example 3.5.4.
3.5.2 Numerical results
As mentioned in Chapter 1, mesh adaptation has been proven to be an extremely useful
tool due to its ability to concentrate elements in specific regions of the domain or, now with
the method described above, the surface. One of the main advantages to using an adaptive
mesh rather than a uniform mesh is that fewer elements are required to accurately represent
a curve or a surface. To see this we compare an adaptive mesh with a curvature based metric
tensor to a uniform mesh for the ellipse defined by
Φ(x, y) =
x2
64
+ y2 − 1.
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More specifically, Figure 3.1(a) and (e) show the adaptive mesh for the ellipse using a total of
N = 100 elements. Indeed, the concentration of elements is higher in the regions with larger
curvature and smaller in the more linear regions of the curve which is consistent with the
curvature based metric tensor used. With this concentration, the adaptive mesh represents
the geometry of the curve well with only 100 total elements. However, when a uniform mesh
is used, significantly more elements are required to attain a similar concentration of elements
in the curved regions (Figure 3.1(e)).
From Figure 3.1(b) and (f), one can readily see that curve is not well represented when
a uniform mesh with a total of 100 elements is used. The elements are equidistant along the
curve making the regions with larger curvature poorly represented. When we increase the
number of elements to 300, although better than N = 100, the uniform mesh can still be
seen to be a less than ideal representation of the curve, specifically in the regions with large
curvature. Finally, when N = 500, we can see a similar concentration in the curved regions to
that of the adaptive mesh. The concentration of elements at x = −8 and 8 (Figure 3.1(h)) is
similar to the concentration with the adaptive mesh (Figure 3.1(e)). There are more elements
in the linear regions of the curve when using the uniform mesh with N = 500 compared to
the adaptive mesh however, this is not necessary since these more linear regions can be well
represented with few elements. Thus, the curve has a similar representation when using
an adaptive mesh with 100 total elements or a uniform mesh with 500 total elements. For
computational purposes, one can see that it is a significant advantage to use the adaptive
mesh method compared to a uniform mesh as shown in Figure 3.1.
With this in mind, we present numerical results for a selection of two- and three-
dimensional examples to demonstrate the performance of the surface moving mesh method
described in the previous sections. The main focus will be on showing how our method
can be used for mesh smoothing and concentration. To assess the quality of the generated
meshes, we compare the equidistribution (Qeq) and alignment (Qali) mesh quality measures
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(h) Zoomed in (d).
Figure 3.1: Adaptive and uniform meshes for the ellipse with N = 100 for the adaptive mesh
and N = 100, 300, and 500 for the uniform meshes.
which are defined as
Qeq = max
K∈Th
det
(
(F ′K)
TMKF ′K
) 1
2
σh/N
, (3.77)
and
Qali = max
K∈Th
tr
[(
(F ′K)
TMKF ′K
)−1]
(d− 1) det ((F ′K)TMKF ′K)
− 1
d−1
. (3.78)
These measures are indications of how closely the mesh satisfies the equidistribution condi-
tion (3.5) and the alignment condition (3.10), respectively. The closer these quality measures
are to 1, the closer they are to a uniform mesh with respect to the metric MK . It should
be noted that the alignment condition does not apply to the two-dimensional case where a
“surface” is actually a curve. Mathematically, when d = 2, (F ′K)
T MKF ′K is a number and
hence (3.10) is always satisfied.
For all computations we use p = 3/2 and θ = 1/3 in the meshing functional (3.15). This
choice has been known to work well in bulk mesh applications. Interestingly, we have found
that it also works well for all surface mesh examples we have tested. We take τ = 0.01,
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dt = 0.01, and
Pi = det (M(xi))
p(d−1)−d
2 .
The latter is to ensure that the MMPDE (3.44) be invariant under scaling transformations
of M. For all of the results, we run to a final time of 1.0.
We choose two forms of MK . The first is MK = I, which will ensure the mesh moves
to become as uniform as possible with respect to the Euclidean norm. The second is a
curvature-based metric tensor defined as a scalar matrix MK = (kK + ε) I, where kK is the
mean curvature and ε is machine epsilon. The mean curvature is defined [24] for a curve
Φ(x, y) = 0 in R2 as (3.74) given by
k =
∣∣∣∣∣∣ΦxxΦ
2
y − 2ΦxyΦxΦy + Φ2xΦyy(
Φ2x + Φ
2
y
) 3
2
∣∣∣∣∣∣
and for a surface Φ(x, y, z) = 0 in R3 as (3.76) given by
k =
∣∣∣∣∣D1 +D2 +D3 −D42 (Φ2x + Φ2y + Φ2z)3/2
∣∣∣∣∣ ,
where
D1 = Φx (ΦxΦxx + ΦyΦxy + ΦzΦxz) ,
D2 = Φy (ΦxΦxy + ΦyΦyy + ΦzΦyz) ,
D3 = Φz (ΦxΦxz + ΦyΦyz + ΦzΦzz) ,
D4 =
(
Φ2x + Φ
2
y + Φ
2
z
)
(Φxx + Φyy + Φzz) .
We would like to explore more metric tensors in future work but will focus on these two for
the numerical results in this thesis.
Not all of the examples have an analytic expression for Φ thus, in these cases, the normal
vectors must approximated using spline functions. The initial mesh for all of the examples
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provided is taken to be fine enough so that this approximation does not affect the mesh
movement however, if the initial mesh is too coarse, the nodes can move from the surface
during adaptation. To see this consider the cardioid defined by
Φ(x, y) =
(
x2 + y2
)2
+ 4x(x2 + y2)− 4y2. (3.79)
We adapt the mesh on the curve for both N = 10 and N = 40. Here, we consider the
metric tensor associated to the Euclidean metric (Figure 3.2(a) - (f)). For the curvature
based metric tensor, see Figure 3.16. In this example, we fix the node x1 = (0, 0). Figure 3.2
compares the final meshes using normal vectors calculated explicitly to the final meshes using
normal vectors approximated via spline functions for the Euclidean metric.
From Figure 3.2 we see that the mesh adapts from a very nonuniform initial mesh (Fig-
ure 3.2(a) and (d)) to a uniform final mesh (Figure 3.2(b),(c),(e), and (f)) which is consis-
tent with the fact that the metric tensor corresponds to the Euclidean metric. However, for
N = 10, we see the nodes move off of the curve when the normal vectors are approximated
(Figure 3.2(c)) whereas when the normal vectors are calculated explicitly, the nodes remain
on the curve (Figure 3.2(b)). For N = 40, the nodes remain on the curve when the normal
vectors are approximated and calculated explicitly as shown in Figure 3.2(e) and (f).
This example shows that the initial mesh must be fine enough in order for the nodes to
remain on the surface during movement when the normal vectors are approximated. When
the initial mesh is fine, however, the final meshes when using approximate normal vectors
and analytical normal vectors are identical. When a Cartesian representation is available,
we will note whether the normal vectors are approximated or calculated explicitly however,
the initial meshes are fine enough that there is no difference in the final mesh between the
approximate and explicit normal vectors.
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(b) Final Mesh, explicit n.
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(c) Final Mesh, approximate n.
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Figure 3.2: Meshes of N = 10 and N = 40 for the cardioid using analytical and approximate
normal vector with the Euclidean metric tensor.
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Example 3.5.7. For the first example, we generate adaptive meshes for the unit circle
in two dimensions,
Φ(x, y) = x2 + y2 − 1.
We take N = 80 and fix the node x1 = (1, 0). The normal vectors are calculated explicitly
in this example.
Figure 3.3 shows the meshes for this example. Studying the figures we see that the
initial mesh Figure 3.3(a) is very nonuniform but the final meshes Figure 3.3(b) and (c) have
adapted to be equidistant along the curve. Moreover, the final meshes for both MK = I
(Figure 3.3 (b)) and MK = (kK + ε)I (Figure 3.3(c)) adapt the mesh in the same manner.
This is consistent with the fact that the curvature of a circle is constant thus the nodes do
not concentrate in one particular region of the curve. The final meshes in both cases provide
good size adaptation and are more uniformly distributed along the curve when compared
with the initial mesh. This can be further supported assessing the mesh quality measure for
which Qeq improves from 7.509604 to 1.000004 for both cases of MK . The fact that Qeq ≈ 1
indicates that the mesh is close to satisfying the equidistribution condition (3.5) and hence
the mesh is almost uniform with respect to the metric tensor MK . It can also be seen that
the nodes remain on the curve Φ, which is an inherent feature of the new surface moving
mesh method and indeed an important one when adapting a mesh on a curve.
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Figure 3.3: Example 3.5.7. Meshes of N = 80 are obtained for Φ(x, y) = x2 + y2 − 1.
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Example 3.5.8. The second two-dimensional example is the ellipse defined by
Φ(x, y) =
x2
64
+ y2 − 1.
In this example we take N = 60 and fix the node x1 = (8, 0). The normal vectors in this
example are approximated via spline functions.
The initial nodes (Figure 3.4(a)) are randomly distributed along the curve. However, for
MK = I, the final mesh (Figure 3.4(b)) is equidistant along the ellipse providing a much
more uniform mesh. This can also be seen in Qeq which improves from 5.497002 initially to
1.026912 in the final mesh.
Now considering the curvature-based metric tensor (Figure 3.4(c)), we can see a high
concentration of elements near the regions of the ellipse with large curvature. This is con-
sistent with the equidistribution principle which requires higher concentration in the regions
with larger determinant of the metric tensor (larger mean curvature in the current situation).
The mean curvature is large in the regions of the ellipse close to x = −8, 8 and almost 0
for x ∈ (−2, 2). From Figure 3.4(c) we can see that the adaptation with MK = (kK + ε)I
provides a mesh that represents the shape of the curve much better than other two meshes.
The improvement of Qeq from 5.126216 to 1.015848 indicates that the final mesh is almost
uniform with respect to the curvature-based metric tensor.
Example 3.5.9. For the next two-dimensional example, we generate adaptive meshes
for the sine curve defined by
Φ(x, y) = 4 sin(x)− y.
In this example we take N = 60 and fix the end nodes x1 = (0, 0) and x61 = (2π, 0). We
calculate the normal vectors explicitly in this example.
Figure 3.5 shows the meshes for this example. From Figure 3.5(a) and (b) we see that
for MK = I, the mesh becomes much more uniform. This is consistent with the fact that for
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Figure 3.4: Example 3.5.8. Meshes of N = 60 are obtained for Φ(x, y) =
x2
64
+ y2 − 1.
M = I, the minimization of the meshing functional will make the mesh more uniform with
respect to the Euclidean norm. The observation can be further supported by assessing the
mesh quality measures for which Qeq measure improves from 4.183312 to 1.002906 indicating
that the final mesh satisfies the equidistribution condition (3.5) closely.
Now studying Figure 3.5(c) where MK = (kK + ε)I is used, we see that there is a high
concentration of mesh elements in regions with large curvature, i.e., the hill at y = 4 and cup
at y = −4, which is consistent with the use of the curvature-based metric tensor. Moreover,
the equidistribution measure Qeq improves from 6.254755 to 1.007493. This indicates that
although the mesh may seem nonuniform in the Euclidean metric, it is almost uniform in
the metric MK .
As discussed in Section 3.4, theoretically we know that the value of Ih is decreasing and
|K| is bounded below. To see these numerically, we plot Ih and |K|min as functions of t
in Figure 3.6, where |K|min denotes the minimum area of K over all elements in Th. The
numerical results are shown to be consistent with the theoretical predictions. Specifically, for
MK = I, Figure 3.6(a) shows that Ih is decreasing and bounded below by 9.535. Additionally,
Figure 3.6(b) suggests that |K|min is bounded below by 0.235 which is the value of |K|min of
the initial mesh. As we see, |K|min first increases and then converges to about 0.285 ≈ |S|N .
The reason is because in the final mesh, the elements are close to being uniform with respect
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Figure 3.5: Example 3.5.9. Meshes of N = 60 are obtained for Φ(x, y) = 4 sin(x)− y.
to the Euclidean metric and thus |K| ≈ |S|
N
for all K. Since the initial mesh is nonuniform,
we expect an increase in |K|min as the mesh is becoming more uniform. Moreover, as the
mesh reaches the limiting mesh trajectory around t = 0.05, we see that |K|min converges as
shown in Figure 3.6(b).
For the case with MK = (kK + ε)I, the numerical results are again consistent with the
theoretical predictions. Figure 3.6(c) shows that Ih is decreasing for all time and bounded
below by 15.5. This figure also shows that at around t = 0.15, Ih begins to converge. In
Figure 3.6 (d), |K|min has similar properties to Figure 3.6(b). That is, we see an initial
increase in |K|min after which, the value converges to 0.11 starting at around t = 0.15.
Furthermore, Figure 3.6(d) suggests that |K|min is bounded below by the initial value of
0.045.
Example 3.5.10. As the final two-dimensional example, we generate adaptive meshes
for the lemniscate defined by
Φ(x, y) = (x2 + y2)2 − 4(x2 − y2).
In this example we adapt the mesh on the curve for both N = 60 and N = 120. In both
situations, we fix the node x1 = (2, 0). The normal vectors are calculated explicitly.
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Figure 3.6: Example 3.5.9. Ih and Kmin plotted as functions of t for Φ(x, y) = 4 sin(x)− y.
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From Figure 3.7 we see that for N = 60 the mesh adapts from a very nonuniform initial
mesh (Figure 3.7(a)) to a uniform final mesh (Figure 3.7(b)) when considering the metric ten-
sor corresponding to the Euclidean metric. The nodes are equidistant apart while remaining
on the curve. This improvement in uniformity can be further supported by the equidistribu-
tion quality measure which improves from 2.083287 for the initial mesh to 1.002549 for the
final mesh.
We see a similar result when the curvature-based metric tensor is used (Figure 3.7(c)).
A higher concentration of nodes occurs in the circular regions with larger curvature com-
pared to the cross section which has smaller curvature (i.e., the linear regions). It is not a
significant difference in concentration but this is consistent with the fact that the curvature
of the lemniscate is close to but not exactly constant. The equidistribution quality measure
improves from 3.364232 to 1.001011 indicating that the final mesh is much more uniform
with respect to the curvature-based MK than the initial mesh.
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Figure 3.7: Example 3.5.10. Meshes of N = 60 are obtained for the lemniscate Φ(x, y) =
(x2 + y2)2 − 4(x2 − y2).
For N = 120, Figure 3.8 shows similar findings. When considering the Euclidean metric,
we see the mesh, Figure 3.8(a), is very nonuniform initially and adapts to a equidistant
spacing of the nodes along the curve. This is further supported in the quality measures for
which the equidistribution measure improves from 2.552134 to 1.002167 indicating that the
final mesh is close to satisfying the equidistribution condition.
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Figure 3.8: Example 3.5.10. Meshes of N = 120 are obtained for the lemniscate Φ(x, y) =
(x2 + y2)2 − 4(x2 − y2).
The curvature-based metric tensor results in a similar adaptation as before. Figure 3.8(c)
shows the final mesh has adapted in such a way where there is a higher concentration of nodes
in those regions of the curve with larger curvature, i.e., circular regions. Comparatively,
there are fewer nodes in the cross section which has smaller curvature. The difference in
concentration can be clearly seen in Figure 3.8(c) with N = 120 nodes. The adaptation is
consistent with the curvature of the lemniscate, which is close to but not exactly constant.
This improvement in uniformity can be further supported by the equidistribution quality
measure which improves from 8.023253 for the initial mesh to 1.001855 for the final mesh.
Example 3.5.11. Let us now consider surfaces in R3. In this first example, we consider
adaptive meshes for the torus defined by
Φ(x, y, z) =
(
2−
√
x2 + y2
)2
+ z2 − 1,
where x, y ∈ [−3, 3], and z ∈ [−1, 1]. We take N = 3200. The normal vectors are approxi-
mated using spline functions in this example.
Figure 3.9 shows the meshes for this example in two different views. Studying Fig-
ure 3.9(a), the initial mesh, and Figure 3.9(b), the final mesh with MK = I, we can see that
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the final mesh provides a more uniform distribution of the nodes. That is consistent with
the use of the metric tensor M = I whose goal is to make the mesh as uniform as possible
in the Euclidean norm. This can also be confirmed from the equidistribution and alignment
quality measures. The equidistribution measure for the initial mesh is 15.50150 and for the
final mesh 1.332488. Similarly, the initial alignment quality measure is 30.63276 compared
to that of the final mesh which is 1.920701.
For the curvature-based metric tensor, we see similar results to that of the Euclidean
metric. That is, the final mesh for the curvature-based metric tensor, Figure 3.9(c), looks
identical to the final mesh for the Euclidean metric, Figure 3.9(b). This is because the ab-
solute value of the mean curvature of a torus is close to constant and hence, the elements do
not concentrate in any particular region of the surface.
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Figure 3.9: Example 3.5.11. Meshes of N = 3200 are obtained for the surface Φ(x, y, z) =
(2−
√
x2 + y2)2 + z2 − 1.
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Example 3.5.12. The second three-dimensional example is the cylinder defined by
Φ(x, y, z) = x2 + y2 − 1,
where z ∈ [−2, 2]. For this example we take N = 3200. In this example, the normal vectors
are calculated explicitly. Two boundary nodes were fixed, x1 = (0, 1,−2) and x1 = (0, 1, 2),
but the remaining boundary nodes were allowed to slide along the boundary. Although the
cylinder has constant curvature like Example 3.5.11, this example shows the adaptation on
a surface with a boundary.
Figure 3.10 shows the adaptive meshes for the cylinder in two different views. For both
MK = I and MK = (kK + ε)I, the mesh becomes much more uniform and identical. This
is consistent with the constant curvature of the cylinder hence the nodes do not concentrate
in any specific region of the surface. The equidistribution quality measure improves from
19.07656 to 1.054857 and the alignment quality measure from 23.35403 to 1.192268. The
fact that the final quality measures for both conditions are close to 1 indicates that the final
meshes are close to satisfying conditions (3.5) and (3.10).
Example 3.5.13. Our next example is the sine surface in three dimensions defined by
Φ(x, y, z) = sin(x+ y)− z,
where x ∈ [−2, 2], y ∈ [π
2
, 3π
2
], and z ∈ [−1, 1]. For this example we take N = 3200 and fix
the boundary nodes. The normal vectors are approximated using spline functions.
Figure 3.11 shows the adaptive meshes for this examples in two different views. It is clear
in Figure 3.11, when MK = I, the mesh becomes more uniform in the Euclidean metric from
the initial mesh Figure 3.11(a) to the final mesh Figure 3.11(b). The top view of the surface,
Figure 3.11(d) and (e), further confirm this. It is also supported by the improvement of the
quality measures from Qeq = 4.234781 to 1.669880 and Qali = 6.643755 to 1.702617.
94
-2
-1.5
-1
0.5
-0.5
0
0
0.5
-0.5 0.50
1
-0.5
1.5
2
(a) Initial Mesh
-2
-1.5
-1
0.5
-0.5
0
0
0.5
-0.5 0.5
1
0-0.5
1.5
2
(b) Final Mesh MK = I
-2
-1.5
-1
0.5
-0.5
0
0
0.5
-0.5 0.5
1
0-0.5
1.5
2
(c) Final Mesh MK = (kK + ε)I
-2
-0.5 0 0.5
-1.5
-1
-0.5
0
0.5
1
1.5
2
(d) side view of (a)
-2
-0.5 0 0.5
-1.5
-1
-0.5
0
0.5
1
1.5
2
(e) side view of (b)
-2
-1.5
-0.5
-1
0
-0.5
0.5
0
0.5
1
1.5
2
(f) side view of (c)
Figure 3.10: Example 3.5.12. Meshes of N = 3200 are plotted for Φ(x, y, z) = x2 + y2 − 1.
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When MK is curvature-based, we see a similar result to Example 3.5.9. That is, Fig-
ure 3.11(c) and (f) show that the elements are more concentrated in those regions of the
surface with larger curvature, i.e., the dip when z = −1 and the hill when z = 1. The quality
measures with respect to the metric tensor improve from Qeq = 21.696868 to Qeq = 1.634091
and Qali = 6.527829 to Qali = 2.586702. The final quality measure for the equidistribution
condition is close to 1 hence indicating that the final mesh is close to satisfying (3.5). The
final quality measure for the alignment condition is not as close to 1 as the equidistribu-
tion condition. Recall that θ in the meshing functional (3.15) balances equidistribution and
alignment and the choice θ = 1/3 has been used in the computation. Further computations
show that increasing θ will improve the alignment quality but worsen the equidistribution
quality, and vice versa. This suggests that a perfectly uniform mesh cannot be obtained by
minimizing (3.15) for the curvature-based metric tensor for this example.
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Figure 3.11: Example 3.5.13. Meshes of N = 3200 for the surface Φ(x, y, z) = sin(x+ y)− z.
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Finally, we would like to take a look at the changes of Ih and |K|min along the mesh
trajectory. As we recall from Section 3.4, |K| is bounded from below and Ih is decreasing.
These can be seen numerically for MK = I in Figure 3.12(a) and Figure 3.12(b). Similar
to what we saw in Example 3.5.9, Figure 3.12(a) shows that Ih is always decreasing and at
around t = 0.10 begins to converge. In Figure 3.12(b) we see an initial increase in the |K|min
value and then it begins to converge to 4.64×10−3 ≈ |S|
N
at t = 0.10. This initial increase, as
discussed above, is due to the nonuniformity of the initial mesh. That is, the initial mesh is
very nonuniform and therefore |K|min can be very small whereas when the mesh is adapted,
the mesh becomes more uniform and hence the values of |K| ≈ |S|
N
become almost identical.
This implies that the value of |K|min is likely to increase as the mesh adapts.
For the case with MK = (kK + ε)I, Figure 3.12(c) and (d) show similar findings. In
Figure 3.12(c) we see that Ih is decreasing for all time and converging beginning at around
t = 0.15. Figure 3.12(d) shows |K|min initially increases then begins to converge to about
2.0×10−4. Furthermore, |K|min is bounded below by the initial |K|min value of 0.90× 10−4.
These numerical results for the curvature based metric tensor further support the theoretical
predictions.
Example 3.5.14. Our final example explores the sphere and ellipsoid defined by an
icosahedral initial mesh (see [58] for more details). We begin with the sphere
Φ(x, y, z) = x2 + y2 + z2 − 1.
For this example we take N = 1280. The normal vectors are calculated explicitly for all
surfaces in this example.
As we see from Figure 3.13(a), the initial mesh is close to being uniform however, there
is a very slight difference in the final mesh Figure 3.13(b) when MK = I. Indeed, this slight
adaptation can be seen in the quality measures which change from Qeq = 1.068461 and
Qali = 1.025691 for the initial mesh to Qeq = 1.289843 and Qali = 1.025972 for the final
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Figure 3.12: Example 3.5.13. Ih and Kmin are plotted as functions of t for Φ(x, y, z) =
sin(x+ y)− z.
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mesh. The difference in the quality measures indicates that the initial icosahedral mesh is
almost uniform and so the moving mesh method does not affect the mesh significantly.
We further this example to consider adaptive meshes for the ellipsoid defined by
Φ(x, y, z) = x2 + y2 +
z2
4
− 1.
We move the mesh on the surface for both N = 1280 and N = 5120.
First consideringN = 1280, Figure 3.14 shows the meshes for this example in two different
views. Studying Figure 3.14(a) and Figure 3.14(d), the initial mesh, and Figure 3.14(b) and
Figure 3.14 (e), the final mesh with MK = I, we can see that the final mesh adapts to provide
a higher concentration of elements in the middle region of the ellipsoid and fewer elements
near the tips. The quality measures improve from Qeq = 1.724289 and Qali = 1.453207
for the initial mesh to Qeq = 1.571401 and Qali = 1.102655 for the final mesh. Although
the initial mesh is close to uniform, the final mesh adapts in such a way to satisfy the
equidistribution and alignment condition on the surface. However, this is not an accurate
representation of the shape thus we consider a curvature-based metric tensor.
In our numerical experiments, when MK = (kK + ε)I is used, we saw the mesh adapt in a
similar way as with the Euclidean metric. This is because the curvature of the ellipsoid does
not change significantly at the tips thus not many nodes move there. With this in mind, we
altered the curvature-based metric tensor to concentrate more mesh elements at the tips of
the ellipsoid by redefining MK as
M̃K = MK +
(
1√
(zK − 2)2 + ε
+
1√
(zK + 2)2 + ε
)
I. (3.80)
Figure 3.14(c) and Figure 3.14(f) show the final mesh using this altered metric tensor. As we
can see, the mesh elements have concentrated at the tips of the ellipsoid thus better repre-
senting the shape of the surface. The equidistribution quality measure changes from 1.374300
initially to 1.967482 whereas the alignment quality measure from 1.453207 to 1.262156. Simi-
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lar results are seen with a finer mesh in Figure 3.15 for both the Euclidean metric and altered
curvature-based metric.
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Figure 3.13: Example 3.5.14. Meshes of N = 1280 are plotted for Φ(x, y, z) = x2+y2+z2−1.
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Figure 3.14: Example 3.5.14. Meshes of N = 1280 are plotted for Φ(x, y, z) = x2+y2+
z2
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Figure 3.15: Example 3.5.14. Meshes of N = 5120 are plotted for Φ(x, y, z) = x2+y2+
z2
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For completeness, we include additional 2D and 3D examples (see Figure 3.16 through
Figure 3.29). For all of the two-dimensional examples, unless otherwise specified, we use a
total of N = 100 elements and take dt = 0.01 and τ = 0.001. For all of the 3-dimensional
examples, unless otherwise specified, we take N = 3872 total elements with dt = 0.01 and
τ = 0.001. We run to a final time of 1.0 in both cases. As mentioned above, many of
the following examples do not have an explicit Cartesian representation, i.e., Φ(x, y) = 0
or Φ(x, y, z) = 0. In these cases we use spline functions to approximate the normal vector
required for the MMPDE method and approximate the curvature for the curve [49] and the
surface [14] via open source codes. All of the meshes show an accurate adaptation based on
the metric tensor used, similar to the examples discussed above.
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Figure 3.16: Meshes for the cardioid (3.79) with N = 70.
[]
103
-10 -8 -6 -4 -2 0 2 4 6
-4
-2
0
2
4
6
(a) Initial Mesh
-10 -8 -6 -4 -2 0 2 4 6
-4
-2
0
2
4
6
(b) Final Mesh, MK = I
-10 -8 -6 -4 -2 0 2 4 6
-4
-2
0
2
4
6
(c) Final Mesh, MK = (kK + ε)I
Figure 3.17: Meshes for the spiral defined by x(θ) = θ cos(θ), y(θ) = θ sin(θ) for θ ∈ [0, 10].
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Figure 3.18: Meshes for four-petal rose defined by x(θ) = cos(2θ) cos(θ), y(θ) = cos(2θ) sin(θ)
for θ ∈ [0, 2π].
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Figure 3.19: Meshes for the flower defined by x(θ) = cos
(
θ
4
)
cos(θ), y(θ) = cos
(
θ
4
)
sin(θ)
for θ ∈ [0, 8π] with N = 220.
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Figure 3.20: Meshes for the rose defined by x(θ) = cos
(
3θ
4
)
cos(θ), y(θ) = cos
(
3θ
4
)
sin(θ)
for θ ∈ [0, 8π] with N = 260.
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Figure 3.21: Meshes for the ribbon defined by x(θ) = −10− 3θ2, y(θ) = θx(θ)
for θ ∈ [−0.85, 0.85].
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Figure 3.22: Meshes for the nephroid defined by x(θ) = 3 cos(θ)− cos(3θ),
y(θ) = 3 sin(θ)− sin(3θ) for θ ∈ [0, 2π].
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Figure 3.23: Meshes for limaçon defined by x(θ) = (−1 + 2 cos(θ)) cos(θ),
y(θ) = (−1 + 2 cos(θ)) sin(θ) for θ ∈ [0, 2π].
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Figure 3.24: Meshes for the dip defined by Φ(x, y) = x2 + 3x− y3 with N = 60.
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Figure 3.25: Meshes for the paraboloid defined by Φ(x, y, z) = x2 + y2 − z.
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Figure 3.26: Meshes for the saddle defined by Φ(x, y, z) = −x2 + y2 − z.
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Figure 3.27: Meshes for the hyperboloid defined by Φ(x, y, z) = x2 + y2 − z2.
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Figure 3.28: Meshes for the ripple defined by Φ(x, y, z) =
sin
(√
x2+y2+16
)
√
x2+y2+16
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Figure 3.29: Meshes for the cavatappi with N = 10952 defined by
x(θ, γ) =
(
3 + 2 cos
(
π
35
θ
)
+ 0.1 cos
(
2π
7
θ
))
cos
(
π
30
γ
)
,
y(θ, γ) =
(
3 + 2 cos
(
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35
θ
)
+ 0.1 cos
(
2π
7
θ
))
sin
(
π
30
γ
)
,
z(θ, γ) = 3 + 2 sin
(
π
35
θ
)
+ 0.1 sin
(
2π
7
θ
)
+ γ
6
.
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3.6 Conclusions for surface mesh adaptation
In this chapter, we have proposed a direct approach for surface mesh movement and adapta-
tion that can be applied to a general surface with or without analytical expressions. We did
so by first proving the relation (3.2) between the area of a surface element in a Riemannian
metric and the Jacobian matrix of the affine mapping between the reference element and
any simplicial surface element. From this we formulated the equidistribution and alignment
conditions as given in (3.5) and (3.10), respectively. These two conditions enabled us to
formulate a surface meshing functional that is similar to a discrete version of Huang’s func-
tional (2.15) for bulk meshes [30]. The surface functional satisfies the coercivity condition
(3.19) for θ ∈ (0, 1/2] and p > 1.
We defined the surface MMPDE (3.42) as the gradient system of the meshing functional,
which utilizes surface normal vectors to inherently ensure that the mesh vertices remain on
the surface during movement. Equations (3.38) and (3.39) give explicit, compact formulas
for the mesh velocities making the time integration of the surface MMPDE (3.44) relatively
easy to implement. Moreover, we showed that this surface MMPDE satisfies the energy
decreasing property, which is one of the keys to proving Theorem 3.4.1. This theorem is an
important theoretical result as it states that the surface mesh remains nonsingular for all
time if it is so initially. We then proved Theorem 3.4.2 that states the mesh has limiting
meshes, all of which are nonsingular. Finally, both Theorem 3.4.1 and Theorem 3.4.2 were
proven for the fully discrete case in Theorem 3.4.3 and Theorem 3.4.4.
A point of emphasis is that the new method is developed directly on surface meshes thus,
making no use of any information on surface parameterization. As mentioned, the MMPDE
(3.42) only depends on surface normal vectors which can be computed even when the surface
has a numerical representation. This allows the new method to be applied to general surfaces
with or without explicit parameterization.
The numerical results presented in this work demonstrated that this new approach to
surface mesh movement is successful. In all of the examples, the final mesh was seen to be
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much more uniform with respect to both cases of the metric tensor MK = I and MK =
(kK + ε)I which was supported by the mesh quality measures. Moreover, the theoretical
properties were numerically verified in Example 3.5.9 and Example 3.5.13 as we showed that
Ih is decreasing and |K| is bounded below.
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Chapter 4
Conclusions
4.1 Conclusions
Variational mesh adaptation has proven to be an extremely useful tool however, Huang’s
functional (2.15), which is known to work well in a variety of problems, involves two di-
mensionless parameters. Although the parameters do not seem to affect the success of the
method, the optimal values are still unknown. To overcome this, in Chapter 2 we introduced
a new functional based on the equidistribution and alignment conditions. The formulation
of the new functional directly combines the equidistribution and alignment conditions into
a single condition with only one parameter. In particular, (2.17) does not contain the pa-
rameter θ from (2.15) which requires one to try to effectively balance the equidistribution
and alignment conditions. Various theoretical results for the new functional that are similar
to those of an existing functional were proven. More specifically, the new functional was
shown to be coercive (Theorem 2.3.1). With coercivity we could then prove Corollary 2.3.1
which states that the element altitude and volumes of the mesh trajectory of the discrete
MMPDE associated with the new functional are bounded away from zero. Moreover, if the
initial mesh is nonsingular then the mesh trajectory remains nonsingular for all time. Fur-
thermore, Corollary 2.26 showed the existence of limiting meshes that are critical points of
the meshing functional and all nonsingular.
Numerical results in Section 2.4 demonstrated that the new functional is comparable to
that of the existing functional. The new functional produces correct mesh concentration
and adaptation. In addition, the theoretical findings for the new functional were validated
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through numerical results. More specifically, it was shown that the meshing functional was
monotonically decreasing and the minimum volume of the mesh element was bounded below
as functions of time. From these results, we conclude that the new functional is similar to
the existing functional in both numerical performance and theoretical properties.
After studying mesh adaptation for bulk meshes, the natural question that arises is if
these methods apply to surfaces. There are a number of mesh adaptation methods for
surfaces that have been proposed, all of which have strict requirements. In Chapter 3, we
proposed a direct approach for surface mesh movement and adaptation that can be applied
to a general surface with or without analytical expressions. We did so by first establishing
the relation (3.2) between the area of a surface element in a Riemannian metric and the
Jacobian matrix of the affine mapping between the reference element and any simplicial
surface element. With (3.2) and the concept of a uniform mesh we were then able to derive
the equidistribution and alignment conditions as given in (3.5) and (3.10), respectively. We
then combined these two conditions into a single surface meshing functional that is similar to
Huang’s functional (2.15) for bulk meshes. This surface meshing functional was then shown
to satisfy the coercivity condition (3.19) for θ ∈ (0, 1/2] and p > 1.
In order to minimize this meshing functional, we defined the surface MMPDE (3.42) as
a modified gradient system of the meshing functional. This MMPDE utilizes surface normal
vectors to project the nodes onto the tangential space and hence ensure that the mesh vertices
remain on the surface during movement. We then derived explicit, compact formulas for the
mesh velocities given by (3.38) and (3.39). This makes implementation and time integration
of the surface MMPDE (3.44) relatively easy. Furthermore, we showed that this surface
MMPDE satisfies the energy decreasing property, a key property to proving Theorem 3.4.1
which states that if the surface mesh is initially nonsingular then it will remain nonsingular
for all time. We then proved Theorem 3.4.2 stating the existence of a limiting meshes, all of
which are nonsingular. Finally, we extended these two theorems to the fully discrete case as
given in Theorem 3.4.3 and Theorem 3.4.4.
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A point of emphasis is that the new method makes no use of any information on surface
parameterization since it is developed directly on surface meshes. As mentioned, the MM-
PDE (3.42) only depends on surface normal vectors which can be computed even when the
surface has a numerical representation. This allows the new method to be applied to general
surfaces with or without explicit parameterization.
The numerical results presented in Section 3.5 demonstrated that this new approach to
surface mesh movement is successful. In all of the examples, the final mesh was seen to be
much more uniform with respect to both cases of the metric tensor MK = I and MK =
(kK + ε)I which was supported by the mesh quality measures. Moreover, the theoretical
properties were numerically verified in Example 3.5.9 and Example 3.5.13 as we showed that
Ih is decreasing and |K| is bounded below. It was also shown that, assuming the initial
mesh is fine enough, spline functions can be used successfully to approximate the normal
vector required in computation. This proves the theoretical assumption that meshes without
explicit parameterization work well with our method without any additional assumptions or
requirements. Finally, throughout various examples in two-dimensions we have also showed
that the proposed method successfully adapts meshes with crossings.
4.2 Future Research
In order to better understand the performance of the new functional, more work and a variety
of examples are necessary. Specifically, one of the main disadvantages of the new functional
is that it is not convex whereas the existing functional is known to be polyconvex and can
be made convex with the special choice of the parameter θ (θ = 1/2). With this in mind,
it is hard to say how the non-convexity of the new functional affects the numerics. For the
examples we tested, we did not experience any difficulty with computation or CPU time but
this may be a topic for further investigations.
The future research for the surface mesh method is a natural continuation of the work
described above. The first goal is to implement more numerical examples with various
116
intricate curves and surfaces. Moreover, most of the numerical examples thus far are limited
to having fixed boundary points. It would be useful to provide more interesting examples for
which the points are allowed to move along the boundary. The monitor functions we used in
the examples are limited to simple scalar metric tensors. It will be interesting to see how an
anisotropic metric tensor, such as one based on the shape map, affects mesh movement and
quality. It is then necessary to develop the method to include adapting the nodes to improve
the solutions of PDEs defined on surfaces. This would require concentrating mesh elements
to account for the curvature of the surface as well as the solution of the PDE. The final step
in this research is to expand the method to moving surfaces which will be extremely useful
for a variety of applications.
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Appendix A
Appendix
A.1 Proof of Corollary 2.2.1
Corollary A.1.1. Assume M is independent of A. Then
∂tr(AMAT )
∂A
= 2MAT , (A.1)
∂tr(A−TM−1A−1)
∂A
= −2A−1A−TM−1A−1. (A.2)
Moreover, assume A is independent of M. Then
∂tr(AMAT )
∂M
= ATA, (A.3)
∂tr(AM−1AT )
∂M
= −M−1ATAM−1. (A.4)
Proof. Let t be an entry of A. Then using Lemma 2.2.1 and Lemma 2.2.2, we have
∂tr(AMAT )
∂t
= tr
(
∂tr(AMAT )
∂(AMAT )
∂(AMAT )
∂t
)
= tr
(
∂(AMAT )
∂t
)
= tr
(
∂A
∂t
MAT + AM
∂AT
∂t
)
= tr
(
∂A
∂t
MAT
)
+ tr
(
AM
∂AT
∂t
)
= tr
(
MAT
∂A
∂t
)
+ tr
(
∂A
∂t
MAT
)
= tr
(
2MAT
∂A
∂t
)
.
Applying the chain rule (2.24) gives (A.1).
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Alternatively, using Lemma 2.2.1 and Lemma 2.2.4, we have
∂tr(A−TM−1A−1)
∂t
= tr
(
∂tr(A−TM−1A−1)
∂A−T
∂A−T
∂t
)
= tr
(
2M−1A−1
∂A−T
∂t
)
= tr
(
2M−1A−1
(
−A−1∂A
T
∂t
A−T
))
= tr
(
−2A−1∂A
∂t
A−1A−TM−1
)
= tr
(
−2A−1A−TM−1A−1∂A
∂t
)
,
which gives (A.2).
In a similar fashion, using Lemma 2.2.1 and Lemma 2.2.2, we have
∂tr(AMAT )
∂t
= tr
(
∂tr(AMAT )
∂(AMAT )
∂(AMAT )
∂t
)
= tr
(
∂(AMAT )
∂t
)
= tr
(
A
∂M
∂t
AT
)
= tr
(
ATA
∂M
∂t
)
,
which gives (A.3).
Finally, using Lemma 2.2.1, Lemma 2.2.2, and Lemma 2.2.4, we have
∂tr
(
AM−1AT
)
∂t
= tr
(
∂tr
(
AM−1AT
)
∂ (AM−1AT )
∂
(
AM−1AT
)
∂t
)
= tr
(
A
∂M−1
∂t
AT
)
= tr
(
−AM−1∂M
∂t
M−1AT
)
= tr
(
−M−1ATAM−1∂M
∂t
)
,
which gives (A.4).
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A.2 Derivatives of existing functional for bulk mesh
Consider (2.19) for the existing functional (2.15), i.e.,
Ih =
∑
K∈Th
|K|G (J, det(J),M) ,
where
G = θ det(M)
1
2
(
tr(JM−1JT )
) dp
2 + (1− 2θ)d
dp
2 det(M)
1−p
2 det(J)p.
To find ∂G
∂J consider
dG
dt
= tr
(
∂G
∂J
∂J
∂t
)
= tr
θ |K| det(M) 12 ∂tr (JM−1JT ) dp2
∂J
∂J
∂t

= tr
(
dp
2
θ |K| det(M)
1
2 tr
(
JM−1JT
) dp−1
2
∂tr
(
JM−1JT
)
∂J
∂J
∂t
)
= tr
(
dpθ |K| det(M)
1
2 tr
(
JM−1JT
) dp−1
2 M−1JT
∂J
∂t
)
,
where we used Corollary 2.2.1. Similarly, to find ∂G
∂ det(J) consider
dG
dt
= tr
(
∂G
∂ det(J)
∂ det(J)
∂t
)
= tr
(
(1− 2θ)|K|d
dp
2 det(M)
1−p
2
∂ det(J)p
∂ det(J)
∂ det(J)
∂t
)
= tr
(
p(1− 2θ)|K|d
dp
2 det(M)
1−p
2 det(J)p−1
∂ det(J)
∂t
)
.
Finally, to find ∂G
∂M consider the first term of G, denoted as G1, i.e.,
G1 = θ det(M)
1
2
(
tr(JM−1JT )
) dp
2 .
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Then
dG1
dt
= tr
(
∂G1
∂M
∂M
∂t
)
= tr
θ|K|
∂ det(M) 12
∂M
(
tr(JM−1JT )
) dp
2 + det(M)
1
2
∂
(
tr(JM−1JT )
) dp
2
∂M
 ∂M
∂t

= tr
(
1
2
θ|K| det(M)−
1
2
∂ det(M)
∂M
(
tr(JM−1JT )
) dp
2
∂M
∂t
)
+ tr
(
dp
2
θ|K| det(M)
1
2
(
tr(JM−1JT )
) dp
2
−1 ∂tr(JM−1JT )
∂M
∂M
∂t
)
.
Then by Lemma 2.2.3 and Corollary 2.2.1 we have
dG1
dt
= tr
(
1
2
θ|K| det(M)
1
2
(
tr(JM−1JT )
) dp
2 M−1
∂M
∂t
)
− tr
(
dp
2
θ|K| det(M)
1
2
(
tr(JM−1JT )
) dp
2
−1 M−1JTJM−1
∂M
∂t
)
.
Considering now the second term of G, denoted as G2,i.e.,
G2 = (1− 2θ)d
dp
2 det(M)
1−p
2 det(J)p,
we have
dG2
dt
= tr
(
∂G2
∂M
∂M
∂t
)
= tr
(
(1− 2θ)|K|d
dp
2 det(J)p
∂ det(M)
1−p
2
∂M
∂M
∂t
)
= tr
(
1− p
2
(1− 2θ)|K|d
dp
2 det(J)p det(M)
1−p
2
−1∂ det(M)
∂M
∂M
∂t
)
= tr
(
1− p
2
(1− 2θ)|K|d
dp
2 det(J)p det(M)
1−p
2 M−1
∂M
∂t
)
.
Thus with ∂G
∂M =
∂G1
∂M +
∂G2
∂M we obtain the derivative
∂G
∂M .
Therefore the first derivatives of G are as given in (2.29), i.e.,
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
∂G
∂J
= dpθ
√
det(M)
(
tr(JM−1JT )
) dp
2
−1 M−1JT ,
∂G
∂ det(J)
= p(1− 2θ)d dp2 det(M) 1−p2 det(J)p−1,
∂G
∂M
= − θdp
2
√
det(M)
(
tr(JM−1JT )
) dp
2
−1 M−1JTJM−1
+ θ
2
√
det(M)
(
tr(JM−1JT )
) dp
2 M−1
+ (1−2θ)(1−p)d
dp
2
2
√
det(M)
(
det(J)√
det(M
)p
M−1.
(A.5)
A.3 Formulation and coercivity of the new meshing functional for
surface meshes
To formulate the surface energy functional similar to (2.17) for bulk meshes, consider the
alignment condition (3.10) and note that this implies all of the eigenvalues of (F ′K)
T MKF ′K
are equal, i.e.,
(F ′K)
T MKF ′K = θKI,
where θK denotes the eigenvalue. This gives
det
(
(F ′K)
T MKF ′K
)
= θ
d−1
2
K . (A.6)
Comparing (A.6) to the equidistribution condition (3.5) we get
θ =
(σh
N
) 2
d−1
,
and therefore
(F ′K)
T MKF ′K =
(σh
N
) 2
d−1
I. (A.7)
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This gives rise to the energy functional
Ih =
∑
K∈Th
|K̂| det
(
(F ′K)
T MKF ′K
) 1
2
∥∥∥∥((F ′K)T MKF ′K)−1 − (σhN )− 2d−1 I
∥∥∥∥2p
F
(A.8)
as given in (3.16).
As with (3.15), we can write (A.8) as (3.20), i.e.,
Ih =
∑
K∈Th
G(J, r) =
∑
K∈Th
|K̂|r−
1
2
∥∥∥∥J− (σhN )− 2d−1 I
∥∥∥∥2p
F
(A.9)
To find the expressions for ∂G
∂J and
∂G
∂r
which are needed to compute (3.44), we use the
scalar-by-matrix properties given in (3.25). First, let us consider ∂G
∂J and let
A =
(
J−
(σh
N
)− 2
d−1
I
)
.
Then
∂G
∂t
= tr
(
∂G
∂ATA
∂ATA
∂t
)
= tr
(
|K̂|r−
1
2
∂ ‖A‖2pF
∂ATA
∂ATA
∂t
)
= tr
(
p|K̂|r−
1
2 ‖A‖2(p−1)F
∂tr
(
ATA
)
∂ATA
∂ATA
∂t
)
= tr
(
p|K̂|r−
1
2 ‖A‖2(p−1)F
∂ATA
∂t
)
.
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Now using the definition of A we obtain the following
∂G
∂t
= tr
p|K̂|r− 12
∥∥∥∥(J− (σhN )− 2d−1 I
)∥∥∥∥2(p−1)
F
∂
(
J−
(σh
N
)− 2
d−1
I
)T (
J−
(σh
N
)− 2
d−1
I
)
∂t

= tr
2p|K̂|r− 12 ∥∥∥∥(J− (σhN )− 2d−1 I
)∥∥∥∥2(p−1)
F
(
J−
(σh
N
)− 2
d−1
I
) ∂ (J− (σh
N
)− 2
d−1
I
)
∂t

= tr
(
2p|K̂|r−
1
2
∥∥∥∥(J− (σhN )− 2d−1 I
)∥∥∥∥2(p−1)
F
(
J−
(σh
N
)− 2
d−1
I
)
∂J
∂t
)
.
Similarly, let us consider ∂G
∂r
. That is
∂G
∂t
= tr
(
∂G
∂r
∂r
∂t
)
= tr
(
|K̂|
∥∥∥∥J− (σhN )− 2d−1 I
∥∥∥∥2p
F
∂r−
1
2
∂r
∂r
∂t
)
= tr
(
−1
2
|K̂|r−
3
2
∥∥∥∥J− (σhN )− 2d−1 I
∥∥∥∥2p
F
∂r
∂t
)
.
Therefore, for the functional (A.8), the derivatives of G are given by

∂G
∂J
= 2p|K̂|r− 12
∥∥∥∥((F ′K)T MKF ′K)−1 − (σhN )− 2d−1 I
∥∥∥∥2(p−1)
F
·
((
(F ′K)
T MKF ′K
)−1
−
(σh
N
)− 2
d−1
I
)
,
∂G
∂r
= −1
2
|K̂|r− 32
∥∥∥∥((F ′K)T MKF ′K)−1 − (σhN )− 2d−1 I
∥∥∥∥2p
F
.
(A.10)
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A.4 First derivatives of surface meshing functional
Consider (3.20) for the surface energy functional (3.15), i.e.,
Ih =
∑
K∈Th
G(J, r) =
∑
K∈Th
θ|K̂|r−
1
2 tr (J)
p(d−1)
2 + (1− 2θ)(d− 1)
p(d−1)
2 |K̂|r
p−1
2 .
Using the scalar-by-matrix properties (3.25) we can find ∂G
∂J and
∂G
∂r
. To find ∂G
∂J consider
dG
dt
= tr
(
∂G
∂J
∂J
∂t
)
= tr
(
θ |K̂|r−
1
2
K
∂tr (J)
p(d−1)
2
∂J
∂J
∂t
)
= tr
(
θp(d− 1)
2
|K̂|r−
1
2
K tr (J)
p(d−1)−2
2
∂tr (J)
∂J
∂J
∂t
)
= tr
(
θp(d− 1)
2
|K̂|r−
1
2
K tr (J)
p(d−1)−2
2 I
∂J
∂t
)
.
Similarly, to find ∂G
∂r
consider
dG
dt
= tr
(
∂G
∂r
∂r
∂t
)
= tr
([
θ |K̂| tr (J)
p(d−1)
2
∂r−
1
2
∂r
+ (1− 2θ)(d− 1)
p(d−1)
2 |K̂|∂r
p−1
2
∂r
]
∂r
∂t
)
= tr
([
−θ
2
|K̂| r−
3
2 tr (J)
p(d−1)
2 +
p− 1
2
(1− 2θ)(d− 1)
p(d−1)
2 |K̂|r
p−3
2
]
∂r
∂t
)
.
Therefore the first derivatives of G are as given in (3.26), i.e.,

∂G
∂J
=
θp(d− 1)
2
|K̂|r− 12 tr(J)
p(d−1)−2
2 I,
∂G
∂r
= −θ
2
|K̂|r− 32 tr(J)
p(d−1)
2 +
p− 1
2
(1− 2θ)(d− 1)
p(d−1)
2 |K̂|r p−32 .
(A.11)
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A.5 Formulation of surface MMPDE
The surface MMPDE (3.42) is intuitively derived from the MMPDE approach for bulk
meshes with a slight alternation which ensures that the nodes remain on the surface during
movement by projecting the velocities onto the tangential space. However, it should be noted
that (3.42) can also be formulated directly using Lagrange multipliers. That is, for a given
i for i = 1, . . . , Nv, we want to solve the minimization problem given by
min
xi
Ih(xi) s.t. Φ(xi) = 0. (A.12)
By the method of Lagrange multipliers, we define
L(xi, λ) = Ih(xi) + λΦ(xi) (A.13)
and hence we obtain the system of equations given by

(
∂Ih
∂xi
)T
+ λ∇Φ(xi) = 0
Φ(xi) = 0, i = 1, . . . , Nv.
(A.14)
Employing a modified gradient decent method to (A.14) we obtain
dxi
dt
= −Pi
τ
((
∂Ih
∂xi
)T
+ λ∇Φ
)
(A.15)
such that Φ(xi) = 0. Since xi = xi(t), instead of requiring Φ(xi) = 0, we impose a weaker
condition to (A.15) given by
∇Φ · dxi
dt
= 0. (A.16)
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Applying (A.16) to the MMPDE (A.15) we obtain
0 = ∇Φ · dxi
dt
= −Pi
τ
(
∇Φ ·
(
∂Ih
∂xi
)T
+ λ ‖∇Φ‖2
)
(A.17)
which gives
λ = − ∇Φ
‖∇Φ‖2
·
(
∂Ih
∂xi
)T
. (A.18)
Inserting λ into (A.15) we obtain (3.42), i.e.,
dxi
dt
= −Pi
τ
[(
∂Ih
∂xi
)T
−
((
∂Ih
∂xi
)T
· ni
)
ni
]
(A.19)
where ni = ∇Φ|∇Φ| is the outward normal vector to the surface Φ at the point xi.
As previously mentioned, we imposed a weak condition (A.16) to obtain (3.42) however,
we can impose a stronger condition to obtain a stabilized MMPDE. That is, we impose
Φ(xi(t+ δτ)) = 0 (A.20)
to (A.15) where δ ≥ 0 is a constant. In this, we are not requiring that the nodes be directly
projected onto the surface at time t, i.e., Φ(xi) = 0, but instead be projected onto the surface
at some time t+ δτ . This is called a delayed projection which is a stronger imposition than
(A.16). By Taylor’s Expansion on xi in (A.20) we have
0 = Φ(xi(t+ δτ)) = Φ
(
xi(t) + δτ
dxi
dt
+O((δτ)2)
)
. (A.21)
Moreover, by Taylor’s Expansion on Φ we get
0 = Φ(xi(t)) + δτ∇Φ ·
dxi
dt
. (A.22)
134
Combining (A.22) with (A.15) we obtain
∇Φ · dxi
dt
= −Φ(xi)
δτ
= −Pi
τ
(
∇Φ ·
(
∂Ih
∂xi
)T
+ λ ‖∇Φ‖2
)
(A.23)
which then gives
1
Piδ
Φ(xi)−∇Φ ·
(
∂Ih
∂xi
)T
= λ ‖∇Φ‖2 . (A.24)
Therefore, by (A.15) we have
dxi
dt
= −Pi
τ
[(
∂Ih
∂xi
)T
−
((
∂Ih
∂xi
)T
· ni
)
ni
]
− Φ
δτ ‖∇Φ‖
ni (A.25)
where ni = ∇Φ|∇Φ| as before. The role of the last term can be seen through the different values
of δ. That is, from (A.25) we can see that if δ = 0 then Φ(xi(t)) = 0 and hence we project the
nodes directly onto the surface. If δ =∞ then (A.25) gives (3.42), i.e., we project the nodes
onto the tangential space. For all values 0 < δ <∞, (A.25) uses a delayed projection of the
nodes onto the surface. It should be noted that we use δτ as the delay parameter so that
dimension of τ in all of the terms in (A.25) agree. Furthermore, an explicit parameterization
of the curve is required for the delayed projection method and cannot be approximated for
obvious reasons.
To see the effectiveness of the delayed projection method, consider Figure A.1, i.e.,
Φ(x, y) = 2 sin(x)− y.
In this, the initial mesh shows the nodes off of the surface however, when (A.25) is employed,
the nodes are projected directly onto the surface and the method continues as the examples
in Section 3.5.2. Here we use N = 20, dt = 0.01, τ = 0.01, and δ = 0.001. It should be
noted, however, that δ depends on N and the initial mesh. That is, if the initial mesh is
fine (i.e., N is large) and the nodes are close in distance, δ must be chosen to be sufficiently
small otherwise the delayed projection will result in a singular mesh.
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(a) Initial Mesh.
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(b) Final Mesh, MK = I.
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(c) Final Mesh, MK = (kK + ε)I.
Figure A.1: Meshes for Φ(x, y) = 2 sin(x) = y with N = 20 using the delayed projection
MMPDE.
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