ABSTRACT: Charge separation efficiency is a crucial parameter for photovoltaic devicespolymers consisting of alternating electron-rich and electron-deficient parts can achieve high such efficiencies, for instance, together with a fullerene electron acceptor. This offers a viable path toward solar cells with organic bulk heterojunctions. Here, we measured the charge-transfer times in the femtosecond and attosecond regimes via the decay of sulfur 1s X-ray coreexcited states (with the core-hole clock method) in blends of a low-band gap polymer {PCPDTBT [poly[2,6-(4,4-bis(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b′]dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)]]} consisting of a cyclopentadithiophene electron-rich part and a benzothiadiazole electron-deficient part. The constituting parts of the bulk heterojunction were varied by adding the fullerene derivative PCBM ([6,6]-phenyl-C 61 -butyric acid methyl ester) (weight ratio of polymer/PCBM as 1:0, 1:1, 1:2, and 1:3). For low-energy excitations, the charge-transfer time varies to the largest extent for the thiophene donor part. The charge-transfer time in the 1:2 blend is reduced by 86% compared to that of pristine PCPDTBT. At higher energy excitations, the charge-transfer time does not vary with the chemical environment, as this regime is dominated by intramolecular conduction that yields ultrafast charge-transfer times for all blends, approaching 170 as. We thus demonstrate that the core-hole clock method applied to a series with changing composition can give information about local electron dynamics (with chemical specificity) at interfaces between the constituting partsthe crucial part of a bulk heterojunction where the initial charge separation occurs.
■ INTRODUCTION
Organic photovoltaic (OPV) devices offer a route toward cheap solar energy harnessing and are therefore an active research field where the interplay between chemistry and physics is the key to push device performance and longevity. 1−3 As in other branches of (opto)electronics, polymer-based OPVs are attractive alternatives to silicon technology because of their relatively low cost, flexibility, coloration, and semitransparency. Furthermore, they are nontoxic and recyclable. These properties make them ideal candidates for alternative markets with ample opportunities, such as large projects and utilities and building-integrated photovoltaics. Projections to medium-and large-scale production scenarios predict cost targets up to 5€-cents per watt peak for OPV modules. 4 The heart of the OPV cell is a bulk heterojunction (BHJ) (Figure 1 ), which separates excitons into electron−hole pairs. 5 An approach to improve the efficiency of donor−acceptorbased BHJ OPV cells is the use of low-band gap polymers with alternating electron-deficient and electron-rich subunits as donor materials. The lower optical band gap results in an improved efficiency because of an increased absorption in the visible and near-infrared regions of the solar spectrum. The polymer PCPDTBT (poly [2, 6 -(4,4-bis(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b′]dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)], structure in Figure 1) 6−8 is such a low-band gap polymer consisting of an electron-rich cyclopentadithiophene (CPDT) part with alkyl side chains and a benzothiadiazole (BT) electron-deficient part 9 (structure in Figure 1 ). The coupling of the CPDT and the BT groups creates a hybridization between the highest and lowest occupied molecular orbitals of the two groups, which produces a low band gap (E g ) of around 1.4 eV and a hole mobility of up to 10 −2 cm 2 /V s. 8 Devices of PCPDTBT (and similar polymers) give solar cell efficiencies above 5% together with PCBM ( [6, 6] -phenyl-C 61 -butyric acid methyl ester, structure in Figure  1 ) as an electron acceptor. 10, 11 PCPDTBT has also been used as a hole-conducting material together with CH 3 NH 3 PbI perovskites in mixed organic/inorganic hybrid solar cells. 12 The side chains on the CPDT unit affect the morphology of the BHJ: 13 they provide a spacer between polymeric chains, which allows the PCPDTBT network to readily incorporate PCBM. 14 The use of the PC 71 BM gives the better solar cell performance overall. 15 However, in the present work, the more common and less expensive PC 60 BM molecule has been used.
Ultraviolet photoelectron spectroscopy and X-ray photoelectron spectroscopy (UPS and XPS) have been used to study the valence electronic structure and chemical shifts of the core levels of oxygen, carbon, and sulfur. Recording the kinetic energy (E k ) of the outcoming photoelectrons from the system at a fixed photon energy ℏω [e.g. 21.2 eV (He I) for UPS and 1486.7 eV (Al Kα) for XPS], the binding energies E b of the electronic states in the system can then be deduced via Einstein's relation for the photoelectric effect: E kin = ℏω − E b + Φ if the work function Φ for the system is known.
Using tunable X-rays from a synchrotron source offers the possibility to study the unoccupied density of states via X-ray absorption in the material. The X-rays may also be tuned to a specific resonance in the system, thus preparing a specific coreexcited state that may decay through autoionization. If we study the electron kinetic energies emanating from the decay of this state, we may call this a resonant Auger spectrum (in analogy with normal Auger processes following a core ionization). 16 Xray absorption spectroscopy (XAS) and resonant Auger spectroscopy (RAS) have been used on polymers to investigate how conjugation length, π-stacking, and various morphological properties affect the electronic structure. 17−20 Photogeneration and charge separation in organic optoelectronic materials have been recently reviewed. 3 In Figure 2 , charge separation at the interface between PCPDTBT and PCBM is shown. The left side shows photogenerated charge transfer (CT) upon optical excitation. A simple model for this process is Marcus theory, 21 described later in detail. In this paper, the CT dynamics from a core-excited state of PCPDTBT have been studied with the core-hole clock method 22, 23 applied to electron spectra containing kinetic energies in the vicinity of the S KL 2,3 L 2,3 normal Auger transition with the X-ray photon energy varied over the S Kedge resonance. This method has been successfully applied to systems similar to the one studied, for example, polythiophenes, alkanethiolates, P3HT:PCBM blends, and other systems. 19,24−27 In brief, the method measures the prevalence of electrons that emanate from a coherently excited process (i.e., a scattering process where the energy of the ejected electron reflects the excitation energy) relative to electrons that originate from a process that lacks the said coherence. 28−30 Depending on the lifetime of the excited core hole, processes occurring on the femtosecond and attosecond timescales can thus be studied. 31, 32 To our knowledge, the PCPDTBT:PCBM system has only been studied once prior with RAS and then at excitation energies around the nitrogen K-edge. 33 No changes in those spectra were observed upon changing the morphology of the studied system.
■ MATERIALS AND METHODS
Sample Preparation. Pure PCPDTBT (Belectric OPV, M w = 56 000 g mol −1 ) polymers and PCBM (Solenne, purity >99.5%) molecules were used to make thin films for this study. Indium-doped tin oxide (ITO) on glass (R = 33.3 Ω/□) was used as substrates. The substrates were cleaned by sequential sonication in acetone and isopropyl alcohol, both for 15 min, and then finally treated for 5 min in a UV/ozone generator. The pristine polymer and the blends were doctor blade-casted from solution (dichlorobenzene, 1 wt % solution) onto ITO substrates and subsequently annealed at 80°C for 5 min in a N 2 atmosphere (yielding structures as depicted in Figure 1 , main text). No further treatment of the samples, prior to introduction into the vacuum system, was done.
X-ray Spectroscopies. UPS (He I, 21.2 eV) and XPS (Al Kα = 1486.7 eV) measurements were performed in a multichamber UHV system with a base pressure of 5 × 10 −10 Figure 1 . Structures of the PCPDTBT polymer repeat unit and the fullerene derivative PCBM are shown (left); the polymer and PCBM in the thin film form a BHJ on a mesoscopic scale. The studied system is in contact with an ITO substrate. On the right, the energy level diagram between the system constituents are shown, and the labels are discussed in the text. Figure 2 . Charge separation in an organic solar cell (ITO/ PEDOT:PSS and a metal electrode with a polymer:PCBM blend in between) using UV/vis or X-ray photons. UV/vis light creates excitons that may be separated at an interface (top, left). X-rays excite with chemical selectivity parts of the system. This enables the study of processes that are either intramolecular or occur at interfaces.
The Journal of Physical Chemistry C Article mbar, in order to determine the energy level alignment (ELA). The electron energy analyzer used was an Omicron hemispherical analyzer (EA 125) mounted in a chamber with a helium discharge lamp (Leybold-Heraeus UVS10/35) and a conventional X-ray tube (Omicron DAR 400).
Hard XPS measurements were performed at the HIKE end station 34 on the KMC-1 beamline 35 at Helmholtz-ZentrumBerlin (BESSY II). The KMC-1 beamline is a bending magnet beamline with a double crystal monochromator, and the beam is focused onto the sample through a paraboloid glass capillary. The system base pressure at room temperature was in the 10 −9 mbar range. The electron kinetic energies were recorded using a Scienta/Omicron R4000 electron energy analyzer. All spectra were recorded while using the Si(111) monochromator crystal, utilizing the first or third order of the monochromatized light (first order photon energies up to 5 keV).
All binding energy scales are calibrated using the well-known binding energy position (84.00 eV) of the Au 4f 7/2 core level of a gold foil on the manipulator.
X-ray absorption spectra were recorded by recording the Xray emission spectrum from the sample using a Bruker XFlash 4010 detector as a function of incoming X-ray energy. The photon energy scales are calibrated using the first and third orders of the incoming photon energy.
The resonant Auger spectra and the sulfur KLL spectra were fitted with a least-squares procedure, with Voigt functions and a Shirley background to obtain areas and peak positions.
Monte Carlo simulations were performed to evaluate the fit results. For peak areas and positions, this yielded variations below the per cent level. The estimated error bars are larger and indicate 10% uncertainty in the CT timethis should accommodate error correlation between the estimated areas in the ratio as well as the uncertainty in the tabulated S 1s core level lifetime value used to extract the CT times.
■ RESULTS
Energy Level Alignment. Photoelectron spectroscopy is a valuable tool to determine band offsets, for example, the ELA at interfaces. 36−38 The basic parameters measured for pristine PCPDTBT and PCBM films prepared on ITO (Figures S1 and S2) are summarized in Table S1 . Although, the work function of each component is not accessible in a blend system, the valence ELA can be studied via core level shifts, assuming a constant energetic separation between the core level and the highest occupied molecular orbital. 39, 40 XPS and hard X-ray photoelectron spectroscopy (HAXPES) measurements show that interface dipoles are almost absent at the PCBM−PCPDTBT interface (see the Supporting Information for details). The binding energy differences between the O 1s and S 2p core levels for blends with PCPDTBT:PCBM mixing ratios of 1:1, 1:2, and 1:3 were 369.6, 369.7, and 369.6 eV, respectively ( Figure S3 ). This corresponds to an average interface dipole of about −0.1 eV. Between ITO and the polymer, an interface dipole of +0.3 eV was calculated using the same technique. 41 Thus, the transfer of an excited electron in the lowest unoccupied molecular orbital (LUMO) of PCPDTBT to the LUMO of PCBM should be possible for all mixing ratios.
Hard X-ray Photoelectron Spectroscopy. The sample integrity was checked using HAXPES of the C 1s core level and overview spectra recorded with a photon energy of 2100 eV together with the S 1s spectrum recorded at a 6300 eV photon energy. The shake-up structure on the high-binding energy side of the C 1s main structure ( Figure S6 ) testaments the increasing amount of PCBM in the blends. 42 The S 1s spectrum contains two distinct components ( Figure  S4 ), as observed for the S 2p photoelectron line. 41 The high binding energy component at 2477.3 eV belongs to sulfur bound to nitrogen in the BT group, whereas the lower binding energy component (2475.7 eV) belongs to sulfur in the CPDT units. In all cases, the ratios between the areas of the two peaks were close to 2, as expected from the stoichiometry of the polymer.
We obtained different Lorentzian broadenings (Γ L , related to the core hole lifetime τ = ℏ/Γ L ) from curve fitting of the two sulfur components. The widths differ systematically by about 150 meV if a Gaussian instrumental broadening is used from the Au 4f calibration. With this type of fit, a stoichiometric ratio close to 2 was obtained, whereas other fitting approaches gave different stoichiometric ratios (as discussed in the Supporting Information) and a fit with different Lorentzian widths, which seems therefore most reasonable. We obtained core-hole lifetimes of 880 as for CPDT and 730 as for BT from this model. However, to be able to compare our CT time to those of other works, we instead use a tabulated core hole lifetime, τ 1s , of sulfur of 1.27 fs in the analysis of the resonant Auger data (see below).
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XAS: Sulfur K-Edge. In Figure 3 , the X-ray absorption spectra of the sulfur K-edge of the PCPDTBT polymer and three blends (1:1, 1:2, and 1:3 weight ratios) with PCBM are shown. The spectra were measured with grazing emission toward the XES detector.
Varying the amount of PCBM in the film changes the X-ray absorption spectra: the relative intensity of the indicated positions at B1 and T1 and between B2 and T2 changes. The addition of PCBM into a PCPDTBT-like system creates interfaces between the fullerene and the polymer with unoccupied electronic states that are shared between the two. 10, 44 In fact, according to calculations, the three lowest unoccupied orbitals in the combined system coincide with those of PCBM 10 that are experimentally determined to reside on the fullerene part of the moleculeas determined by X-ray absorption and resonant photoemission. The PCPDTBT polymer and the 1:1 blend with PCBM were previously studied with X-ray absorption near edge structure. 46−48 For the benzothiadiazole and the thiophene molecules, K-edge spectra are available in refs 49 and 50. Xray excitation energies denoted by B arise from excitations primarily associated with the benzothiadiazole parts of the polymer, and energy positions denoted by T arise from the thiophene parts. 46−48 The point denoted by P is slightly below the core ionization threshold.
Earlier investigations 46, 47 found that features around T1 are mainly polarized in plane, parallel to the polymer backbone; that is, their intensity is at maximum if the electric field vector of the X-rays is parallel to the polymer chain. In contrast, the intensity close to B1 is mainly determined by out-of-plane transitions. In the energy range of B2, in-plane transitions, perpendicular to the backbone, were observed. The variation in intensity between the pure polymer and the different blends can therefore be explained by changes in the preferred molecular orientation. 47 The changes we observe could then be explained in more detail together with the picture of shared electronic states at the interfaces: (1) the π* orbital of the thiophene unit has a large overlap with the π* system of PCBM and (2) the π* that is more localized to the S−N bond of the benzothiadiazole group seems to have less overlap with the fullerene (the B1 and B2 parts of the XAS spectra do not change much with changing blend).
Resonant Auger Spectroscopy. Nonradiative processes that can accompany a core-excited state can be divided into coherent and incoherent ones. 29 In Figure 4 , decay after CT (C) and normal Auger decay (D) fall into the noncoherent categorycommon for all of them is that the energy of the observable emitted electron is not dependent on the excitation energy; this occurs at a constant position on a kinetic energy scale. In the case of the spectator decay (B), the energy is shared between the spectating electron and the emitted electron. This is a coherent process if the spectator electron stays localized (i.e., dispersing or nondispersing on the kinetic energy scale) on the core-excited atom. 51 Upon CT, energy is shared between the delocalized electron in the solid and the emitted electron. The normal Auger decay occurs after a photoionization, and the energy of the outgoing electron is given by a monopole transition involving the core ionized state and the dicationic final state.
The similarity between the final states of C and D is worth noting and serves as a motivation of trying to observe fingerprints of CT in the region of kinetic energies belonging to the normal Auger decay. Furthermore, B and C occur only around a resonance, for example, the K-edge, whereas (far) above the resonance, normal photoionization and Auger decays occur.
The dominant transition in the S KLL normal Auger spectrum of PCPDTBT is the ( 1 D 2 ) transition at electron kinetic energies of 2115 eV accompanied with a second weaker structure at 3 eV higher kinetic energy ( Figure S5 
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In Figure 5A , a map of the spectra in the electron kinetic energy region of the S KLL normal Auger spectrum for the 1:1 blend is shown. It is recorded with photon energies varying in the vicinity of the S K-edge resonance (hence, if the intensities were integrated along the abscissa, a total electron yield spectrum reminiscent of Figure 3 would result). The electron kinetic energy spectra were recorded with 0.2 eV photon energy increments.
The horizontal lines (B1, T1, B2, T2, and P) indicate which spectra were chosen for detailed least-squares analysis (nomenclature from ref 54). Peaks having a constant kinetic energy (circles and diamonds) and peaks having a constant binding energy (crosses) are indicated. Vertical bars on each line indicate the intensity of that peak in the fit. A small marker indicates that the area of this line is negligible (less than 1% of the area of the main line).
For photon energies above 2478 eV in Figure 5A , the map is dominated by intensity at the position of the 1 D 2 S KLL. Excitation energies above the ionization threshold for the system open the channel for normal Auger decay. Here, the S 1s binding energy relative to the vacuum level is 2477.4 eV, for the 1:2 blend, and the spectral features in Figure 5G reminisce of the normal Auger spectrum of PCPDTBT taken at a 5 keV photon energy ( Figure S5 ). This is higher than the S 1s photoionization threshold owing to excitations into Rydberg states and also postcollision interaction, which can lead to photoelectron or Auger electron recapture.
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The resonant Auger spectra taken at points B1, T1, B2, T2, and P of the X-ray absorption spectra (Figure 3 ) are shown in Figure 5B −G for the 1:1 blend. For the other blends, spectra at the corresponding excitation energy points are included in the Supporting Information (Figures S7−S9) .
The fits were constructed starting from Figure 5G , which fixes the position of the CT/normal Auger constant kinetic energy features. Then, using the map (Figure 5A ), the spectra in Figure 5B were fitted with components corresponding to the intense line at resonance and one at a higher kinetic energy. Again, looking at the map, it can be seen that several lines are needed to fit the spectra in Figure 5C −F. Besides the normal Auger lines, both dispersive and nondispersive spectator lines have been used to fit the spectrum. For polythiophene and The Journal of Physical Chemistry C Article polybithiophene 25 and for PSiF, 58 molecules that contain the same building blocks, these lines are attributed to decays from electrons in π* and σ* orbitals on the S−C and S−N bonds or in Rydberg orbitals. It is worth stressing that the map is a key part in finding a way to fit the dataset in a consistent way.
At the B1 transition ( Figure 5B ), the spectrum is dominated by a dispersing spectator transition slightly above 2115 eV kinetic energy which we can follow in the map moving diagonally with a significant intensity also at points T1 and B2. A nondispersing line at 2118 eV, present in Figure 5B −F, can also be observed along with features coinciding with the energy position of the normal Auger spectrum.
At the T1 position, new dispersing lines can be observed at 2115 and 2118.3 eV, overlapping with the constant kinetic energy lines present at those positions. Spectator lines with constant kinetic energy may come from states where the potential energy surfaces of the intermediate and the final states are parallel. 59 At the B2 position, no new peaks enter the spectrum. At the T2 position, a new peak at 2115.4 eV appears.
Moving higher up in excitation energy, the resonant contribution to the spectrum becomes more and more faint. At the P position, most of the intensity is gone and vanished altogether in panel G (ℏω = 2479 eV). Because the Rydberg series converge to the ionization potential, this is expected and indicates the manifold of unoccupied states we excite to have a strong Rydberg character. 60 Core-Hole Clock. To obtain the CT time τ ct , we have used eq 1 (see, e.g., Menzel 22 or Bruḧwiler et al. 23 ); the probability of the excited state ending up in a normal Auger like "NA" state or a resonant Auger spectator state either dispersive or nondispersive "RA" during the core hole lifetime is weighed. The CT state is called NA because of the similarity of the final state with respect to the core ionized atom. In the normal Auger case occurring above the ionization threshold, it is dicationic; in the resonant CT state, the core-excited atom becomes dicationic because the spectator electron has tunneled away from the core-excited atom (but it has not left the system, see Figure 4 ). We use a tabulated core hole lifetime τ 1s of sulfur of 1.27 fs 43 to make our data directly comparable with work on similar polymer systems. [24] [25] [26] 61 In Figure 5 , the resonant and normal Auger contributions to the spectra obtained by a least-squares fit are shown. In Figure  6 , we plot the ratios of the resonant intensities, I n , (taken as the sum of peak areas) and the intensities of the NA channels, I k , and the CT time calculated from eq 1 versus the photon energy for the different blends. 
Two things stand out from Figure 6 : (1) The CT time is substantially lowered for the two lowest excitation energies with the addition of PCBM. The largest reduction in time is observed between the pristine polymer and the 1:2 blend (by 86%). This is a larger difference than those reported for similar systems, for example, 27% of PSiF-DBT:PCBM. 62 A 40% reduction in CT time is reported upon thermal annealing of PSiF-DBT. 58 (2) The CT times are very similar for all blends for the higher excitation energies. At point P, this time is approximately 170 asroughly half of 360 as measured for the polymer. By adding PCBM, we have therefore doubled the efficiency of CT. Also, the two most dilute blends are similar in all points, whereas for the 1:1 blend, a difference at the lowest two excitation energies persists.
The previously fastest CT time derived using the S K-edge and the core-hole clock was 220 as for a P3HT:PCBM blend. 26 We observe CT dynamics occurring from 43 fs down to a mere The Journal of Physical Chemistry C Article 170 as. Moreover, the changes upon addition of PCBM are significant upon excitations at the sulfur sites of the polymer (in contrast to the nitrogen edge). Behaviors for the CPDT and BT groups are not the same, which we explain by differences in the electronic structure at the interface between PCBM and different parts of the polymer.
■ DISCUSSION
Comparison of Core-hole Clock Spectroscopy and Marcus Theory. A simple model for CT processes is Marcus theory 21 where the CT rate depends on the electronic coupling between constituents H DA , the temperature T, and the activation energy of the reaction ΔG*, which, in turn, depends on the Gibbs free energy for CT and the reorganization energy λ of the system:
with ΔG* = (ΔG°+ λ) 2 /4λ relating the energies (for parabolic diabatic potential energy surfaces).
Using optical wavelengths, the created valence excited state (an exciton) is delocalized. The coupling matrix element H DA couples wave functions of different parts of the system; if a valence bond picture is chosen, off-diagonal elements of the Hamiltonian can be written as H DA = Ae −μ(r D −r A ) . 63 The coupling strength depends exponentially on the equilibrium distances r and constants. This is a framework for discussing how charge separation occurs in OPVs at different timescales, as depicted in the top left and bottom in Figure 2 using rates such as k and k′: a photoexcitation (femtosecond/picosecond) creates an exciton that may diffuse to an interface where the charges can separate and be transported away (femtoseconds to milliseconds), a process limited by several recombination pathways (dashed lines in Figure 2) . 3 On these timescales, vibrational motion and possible rearrangements affect the electronic overlaps.
An excited state created with X-ray absorption has a (core-)hole which is extremely localized (see below). By observing the spectrum of electron kinetic energies from the radiationless decay of this state, we get a complementary view on electron dynamics of the system specific to a certain atomic sitehere, at the interfaceon a shorter timescale (given by the core hole lifetime). By comparing the pristine polymer to the blends with PCBM, differences in the de-excitation dynamics at the interface between polymer and fullerene can be inferred, that is, how the critical "first jump" of the electron fares at the interface between polymer and PCBM ( Figure 2 ). Core excitation is akin to having a negative charge injected into the unoccupied states of the system locally at an atomic site, and the core-hole clock probes the efficiency of transporting a charge away from this site.
The rate of decay of core-excited processes, accessed at X-ray energies, may be analyzed using Fermi's golden rule (eq 3). The expression is similar to that given above:
but the transition rate k between initial |ϕ i ⟩ and final |ϕ f ⟩ states is coupled via the operator Q weighted by the density of states at a certain energy. Also, instead of the electronic overlap given by H DA above for a neutral system, here, we need to describe the decay from a core-excited N-electron system into a N − 1 electron system with an electron in the continuum with a Coulomb matrix element:
Here, the approximation is made that the other N − 2 electrons in the system are only screening the electrons 1 and 2 in the final state and the core hole and excited electron in the initial state. The transition between the two states is governed by the Coulomb operator. 16 What this matrix element tells us, when used in eq 3, is that the spectrum we observe from a core de-excitation probes the electron density in the vicinity of the core hole because ϕ c is strongly localized (in contrast to holes in more diffuse valence orbitals); furthermore, the spectrum contains information about the rate k and the competing processes. Because deexcitation is a monopole transition, it is qualitatively different from direct photoionization, which is a dipole transition. This makes for a quantitative difference in the time-scales studied: 100s of attoseconds to femtoseconds for monopole transitions (core-hole clock), versus 10s of femtoseconds to picoseconds for UV/vis pump − X-ray probe photoemission spectroscopy. 64 This makes for a distinctive case for using core-hole clock spectroscopy for this type of studies, not just for the different time regimes but also for the focus on localized effects.
CT in PCPDTBT:PCBM Blends. Owing to the morphology of the composite polymer:PCBM system, we may divide the CT into two categories: intramolecular; that is, the core-excited electron is conducted away to neighboring parts of the molecule owing to the alternating donor−acceptor structure of the polymer, and intermolecular, where we consider CT to neighboring polymers or PCBM molecules. Adding PCBM to a polymer blend might induce conformational ordering of the polymer chains 65 and hinder their self-organization 48 this affects the orbital overlap for the polymer chains in eq 4 concerning intramolecular CT. However, the intensities in the normal Auger spectra considered here remain unchanged upon PCBM addition (see Figure S5 in the Supporting Information). Our core excitation spectroscopy is a local probe, so locally the morphological changes of the polymer do not seem to change the intramolecular CT rate much.
Calculations on the LUMO states of the blend show that the first unoccupied state is, in fact, predominantly on PCBM. 10, 44, 66 If present, these states add new channels for intermolecular CT in eq 3, observable in the resonant Auger spectrum (new channels emerge also in the normal Auger spectrum if there is bonding in the initial state). 67 Because of the resonant excitation into these states, the observed intensity can be large, even though the overlap is small. For instance, for Ar physisorbed on Ni, the CT time is 5 fs. 68 The X-ray absorption spectra change with PCBM content for low excitation energies, where the contribution from unoccupied states from PCBM is large according to calculations.
Because X-ray absorption spectra change with PCBM content, we know that the two lowest excitation energies, on the thiophene and on the benzothiadiazole sulfur resonances, overlap with the lowest unoccupied states of PCBM. The available density of states is larger in the blend, and the actual final state is different from that of the pristine polymer.
Adding PCBM dramatically changes the CT time of the coreexcited sulfur. In the core-hole clock model (eq 1), a change in time occurs because the ratio between coherent and incoherent excitations changes (implicitly assuming that the core hole
The Journal of Physical Chemistry C Article lifetime stays constant). Looking at eq 3 with the matrix element in eq 4, one can conclude that a more efficient electron transfer can happen if the overlap in the Coulomb matrix elements changes or that the density of states at the excitation energy in question changes. From the theory cited above, we know that a PCBM addition yields new electronic states in the interface, which can allow intermolecular CT from the coreexcited state. This corresponds to a change in the overlap in eq 4, adding to the sum in eq 3.
The CT time becomes shorter with more PCBM in the mixture. By adding more PCBM, we change the density of states at the interface (ρ(E) in eq 3), up to a point when the density of those interfacial states does not increase any more. This may be caused by the blend becoming too dilute to increase the interfacial area between PCBM and PCPDTBT (the mesoscopic structure favoring intermixing 14 as in Figure  1 ). This is seen as the CT times being equal for all excitation energies; that is, neither the overlap nor the density of states changes.
The similarity between the CT times for the three high excitation energies may be explained by a transition from the intermolecular to an intramolecular CT regime. With excitation energies higher than the core-level binding energy and the band gap of the polymer, states delocalized over the polymer backbone become accessible for the CT, making it efficient, even in the pristine polymer. Adding PCBM makes this CT more efficient as well, but not to the extent seen for the lowenergy excitations where the intermolecular channels are much less efficient for a pristine system.
We observe large changes in the X-ray absorption and resonant Auger spectra upon changing the morphology of the systemthis is in contrast to the study done using the nitrogen edge. 33 The effects we observe are comparably smaller on excitation from the sulfur site on the benzothiadiazole group, which suggests that the degree of localization is stronger on that site. The contrast between the different parts in the S KLL region, as presented in the map in Figure 5 , is larger than that for the resonant Auger spectra taken at the nitrogen K-edge, which may have contributed to no spectral changes observed upon changing the morphology.
■ CONCLUSIONS
The largest change in CT time for the PCPDTBT:PCBM system compared to the pristine polymer is 86% (27% for PSiF-DBT:PCBM 62 ), and it also exhibits the fastest CT time recorded for polymer blends: 170 as (220 as being the fastest previously measured time, for a P3HT:PCBM blend 26 ). The changes in the presently studied system are larger than those in similar systems, suggesting that PCPDTBT:PCBM favors delocalization of the core-excited electrons via intermolecular CT if compared to P3HT and PSiF-DBT.
Adding more PCBM to the presently studied system beyond 1:2 blend does not change the CT time. The decrease in the CT time from the core-excited state going from the pristine polymer to the different blends can be explained from the point of view of Fermi's golden rule: with the observed changes in the unoccupied states of the X-ray absorption (theoretical descriptions of the interface between PCBM and PCPDTBT), the transition rate should increase if additional decay channels are added and also if the density of those states increases. Of course, this works up to a point: for the two most dilute blends, the CT times are the same. The interface between PCBM and the polymer cannot become arbitrarily large because, after a certain mixing ratio, additional PCBM molecules only come into contact with other PCBM molecules and thus do not contribute to the interfacial density of states. This happens somewhere between 1:2 and 1:3 mixing ratios. It is known that this ratio gives the best photovoltaic performancebecause we find this ratio with the core-hole clock method (sampling electron dynamics in the low-femtosecond and attosecond regimes), the efficiency of the first jump of the electron is a necessary but not sufficient condition to find a blend with good performance. Even though CT times measured here are very fast, the macroscopic CT can be slower. For instance, in the case of a phthalocyanine-containing molecule, the intermolecular CT time due to strong π−π interaction is on the order of femtoseconds, whereas the macroscopic CT time is dominated by a hopping mechanism which is much slower. 69 Although the equations for CT look similar at a glance for UV/vis and X-ray absorption, Marcus theory and the formulation given for de-excitation of X-ray excited holes differ because the Coulomb matrix element contains a localized core hole, which gives the decay process chemical specificity. The core-hole clock method thus offers insights into where electrons emanating from a specific site, excited into a specific state, want to go and how fast they are getting there.
Hence, we can compare results from the nitrogen edge (no spectral changes upon PCBM addition 33 ) with information about CT from sulfur in S−C and S−N environments in PCPDTBT. The core-hole clock method can thus be used to study polymer systems (e.g., find candidates for the best blend) from the point of view of ultrafast electron dynamics from prepared well-defined core-excited state with chemical selectivity. 27 One can thus obtain information on (shorter) timescales complementary to photoemission from valence excitons excited with optical wavelengths using pump−probe photoelectron spectroscopy that lacks chemical specificity and probes slower processes.
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