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ABSTRACT
We present results from a large set of N-body/SPH hydrodynamical cluster simulations aimed
at studying the statistical properties of turbulence in the ICM. The numerical hydrodynamical
scheme employs a SPH formulation in which gradient errors are strongly reduced by using an
integral approach. We consider both adiabatic and radiative simulations. We construct clusters
subsamples according to the cluster dynamical status or gas physical modeling, from which
we extract small-scale turbulent velocities obtained by applying to cluster velocities different
multiscale filtering methods. The velocity power spectra of non-radiative relaxed clusters are
mostly solenoidal and exhibit a peak at wavenumbers set by the injection scales ≃ r200/10, at
higher wavenumbers the spectra are steeper than Kolgomorov. Cooling runs are distinguished
by much shallower spectra, a feature which we interpret as the injection of turbulence at small
scales due to the interaction of compact cool gas cores with the ICM. Turbulence in galaxy
clusters is then characterized by multiple injection scales, with the small scale driving source
acting in addition to the large scale injection mechanisms. Cooling runs of relaxed clusters
exhibit enstrophy profiles with a power-law behavior over more than two decades in radius, and
a turbulent-to-thermal energy ratio <∼ 1%. In accord with Hitomi observations, in the core of
a highly relaxed cluster we find low level of gas motions. In addition, the estimated cluster
radial profile of the sloshing oscillation period is in very good agreement with recent Fornax
measurements, with the associated Froude number satisfying Fr <∼ 0.1 within r/r200 <∼ 0.1. Our
findings suggest that in cluster cores ICM turbulence approaches a stratified anisotropic regime,
with weak stirring motions dominated by gravity buoyancy forces and strongly suppressed along
the radial direction. We conclude that turbulent heating cannot be considered the main heating
source in cluster cores.
Subject headings: galaxies: clusters: intracluster medium – hydrodynamics – methods: numerical –
turbulence
1. Introduction
In the standard hierarchical scenario galaxy
clusters are the most recent and massive virial-
ized objects formed in the Universe. Gas falling
into the dark matter potential during the forma-
tion processes will be heated to virial temperatures
(∼ 107 − 108 ◦K) and at equilibrium will reside
in the form of a fully ionized X-ray emitting in-
tracluster medium (ICM). During the process of
cluster formation, large scale motions driven by
merging and accretion processes will generate hy-
drodynamic instabilities which will inject turbu-
lence into the ICM. Large eddies at the injection
scale will form smaller eddies which will transfer
energy down to the dissipative scale, thus heating
the ICM. This scenario is supported both observa-
tionally and numerically (Bru¨ggen & Vazza 2015,
and references cited therein).
Turbulence in the ICM can be detected ei-
1
ther directly using high resolution X-ray spec-
troscopy to measure emission-line broadening and
thus turbulent velocities, or indirectly through
a number of effects influencing the physics of
the ICM. Indirect evidence for the presence of
turbulence in the ICM has been obtained by
measuring the fluctuation spectra of X-ray sur-
face brightness maps (Schuecker et al. 2004;
Gaspari & Churazov 2013), resonant scattering
effects (Churazov et al. 2004; Ogorzalek et al.
2017), Sunyaev-Zeldovich (SZ) fluctuations (Battaglia at al.
2012), and through the diffusion of metals in the
ICM (Rebusco et al. 2006). The first direct de-
tection of turbulence in the ICM has been pro-
vided recently by the Hitomi collaboration et al.
(2016, hereafter H16), who measured turbulent
velocities of the order of 150 kms−1 in the core of
the Perseus cluster.
Observational support for the presence of tur-
bulence in the ICM favors a low-viscosity or in-
viscid ICM. This is confirmed by the presence
(Ichinohe et al. 2017; Su et al. 2017a) of Kelvin-
Helmholtz instabilities (KHI) at sloshing cold
fronts (Markevitch & Vikhlinin 2007). These
KHI would otherwise be suppressed in a viscous
ICM (ZuHone et al. 2011; Roediger et al. 2013).
However, these conclusions may be too simplis-
tic. Constraints on ICM viscosity may be af-
fected by projection effects in the case of Perseus
(ZuHone et al. 2018), or by the presence of mag-
netic fields which impact on the small-scale trans-
port properties of the plasma (Schmidt et al.
2017; Bambic et al. 2018; Barnes et al. 2018).
However, additional support for a low-viscosity
ICM comes from measurements of ICM den-
sity fluctuation amplitudes (Gaspari & Churazov
2013; Eckert et al. 2017), which indicate an ICM
with strongly suppressed conduction with respect
to the Spitzer value.
Turbulent motions are expected to affect ICM
properties in a variety of ways. For instance,
the accuracy of cosmological constraints extracted
from galaxy clusters relies on accurate measure-
ments of their gravitating mass. X-ray esti-
mates of cluster masses are based on the assump-
tion of spherical symmetry and hydrostatic equi-
librium (Rasia et al. 2006; Nagai et al. 2007a;
Piffaretti & Valdarnini 2008; Lau et al. 2009;
Biffi et al. 2016). However, turbulent motions
will provide additional non-thermal pressure sup-
port which will bias the hydrostatic equilibrium
assumption.
Additionally, non-thermal pressure support
also has a significant effect on the shape and
amplitude of the thermal SZ power spectrum
(Shaw et al 2010), The SZ effect is due to in-
verse Compton scattering from CMB photons.
Because of its linear dependency on gas density,
it can be used to derive independent cosmological
constraints from SZ cluster surveys (Shaw et al
2010; Battaglia at al. 2012).
Other physical processes in the ICM for which
the role of turbulence is important are the am-
plification of magnetic fields (Dolag et al. 2002;
Beresnyak & Miniati 2016; Vazza et al 2018),
cosmic ray re-acceleration (Eckert et al. 2017),
and transport of metals (Rebusco et al. 2006).
Finally, turbulence in the ICM has been also
proposed as a possible heating source to solve
the so-called cooling flow problem. The center
of relaxed clusters is often characterized by the
presence of cool dense cores with cooling times
<∼ 1Gyr, shorter than the age of the Universe.
This implies radiative losses which will lead to an
inward motion producing a ‘cooling flow’ (Fabian
1994) and large mass accretion rates. This is not
observed (Peterson et al. 2003; Sanders et al.
2008), and some heating sources must be oper-
ating in the cluster cores to regulate the cooling
flows.
Various heating models have been proposed in
the literature to balance radiative cooling in clus-
ter cores and to solve the cooling flow problem.
Possible physical mechanisms include thermal
conduction (Yang & Reynolds 2016a), dynami-
cal friction due to galaxy motions (El-Zant et al.
2004; Kim 2007) or turbulent diffusion (Ruszkowski & Oh
2011), turbulent heating (Fujita et al. 2004;
Dennis & Chandran 2005; Zhuravleva et al. 2014a),
sound wave dissipation (Zweibel et al. 2018), and
feedback from active galactic nuclei (AGN).
In the latter scenario, the ICM is heated by in-
teraction with buoyantly rising bubbles due to the
injection of jets launched from the central AGN.
This heating model appears to be very promising,
since it is energetically viable and is supported by
X-ray observations of bubbles or cavities (Fabian
2012). However, the physical processes for which
the jet mechanical energy is transferred to the
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ICM thermal energy are not yet well understood
and considerable effort has gone into investigating
(Socker 2016, and references cited therein) how
the ICM is thermalized in the proposed scenario.
Numerical simulations are a necessary tool for
investigating self-consistently the hydrodynami-
cal flows that take place during merging and ac-
cretion processes driving the ICM evolution and,
in turn, the generation of turbulence. The role
of turbulence in hydrodynamical simulations of
galaxy clusters has been investigated by many
authors (Fujita et al. 2004; Dolag et al. 2005;
Iapichino & Niemeyer 2008; Maier et al. 2009;
Vazza et al. 2009a; Valdarnini 2011; Iapichino et al.
2011; Vazza et al. 2012; Miniati 2014, 2015;
Schmidt et al. 2016; Iapichino et al. 2017; Schmidt et al.
2017; Vazza et al. 2017; Wittor et al. 2017).
A critical issue when analyzing simulation re-
sults is the separation of small-scale chaotic tur-
bulent motion from large scale coherent bulk
flows. In this context several strategies have
been proposed based on the use of low-pass filters
(Dolag et al. 2005; Valdarnini 2011; Vazza et al.
2012, 2017), subgrid modeling (Maier et al.
2009), adaptive Kalman filtering (Schmidt et al.
2016), and wavelets (Shi et al. 2018). In partic-
ular, Vazza et al. (2012) developed an iterative
multi-scale filtering approach to extract turbu-
lent motions from cluster velocities. We will later
discuss their method in detail, since it will be ap-
plied, with some modifications, to the simulations
presented here.
All of the simulation papers previously cited
have used codes based on Eulerian schemes
(Stone & Norman 1992; Stone et al. 2008; Fryxell et al.
2000; Teyssier 2002; Norman 2005; Bryan et al.
2014), with the exceptions of Dolag et al. (2005)
and Valdarnini (2011) who employed a La-
grangian smoothed particle hydrodynamics (SPH)
code (Gingold & Monaghan 1977; Lucy 1977;
Hernquist & Katz 1989)
The SPH code has several advantages, which
are very useful in astrophysics problems. Because
of its Lagrangian nature, SPH can naturally fol-
low the development of large matter concentra-
tions. Moreover, the method is Galilean invariant
and naturally conserves linear and angular mo-
mentum.
However, it is well known that in its standard
formulation SPH suffers from several difficulties
(see, for example, Valdarnini 2016, and refer-
ences cited therein). A first problem of standard
SPH is the difficulty in dealing with steep den-
sity gradients present at the interface of contact
discontinuities; this is the so-called local mixing
instability (LMI: Price 2008; Read et al. 2010).
Several variants have been proposed for solving
this problem; here we follow the approach of Price
(2008), who incorporated an artificial conductivity
term into the SPH thermal equation. This term is
aimed at smoothing thermal energy at the bor-
ders of contact discontinuities, which is equiva-
lent to adding a heat diffusion term to the SPH
equations. By introducing this term, it is found
(Wadsley et al. 2008; Valdarnini 2012) that in
non-radiative simulations of galaxy clusters, the
levels of core entropies are then in agreement with
those produced using grid codes.
The second problem is related to sampling ef-
fects. Because a finite number of particles is
used to model the fluid, the discretization im-
plies the presence of zeroth-order errors in the
momentum equation (Read et al. 2010). To
overcome this problem, among other approaches,
Garc´ıa-Senz et al. (2012) proposed estimating
SPH gradients by evaluating integrals and per-
forming a matrix inversion. This tensor approach
has been tested in in a variety of hydrodynami-
cal test cases (Garc´ıa-Senz et al. 2012; Rosswog
2015; Valdarnini 2016; Cabezo´n, et al. 2017),
with good results.
In particular, it has been found that the scheme
greatly improves the numerical modeling of sub-
sonic turbulence (Valdarnini 2016). This is a cru-
cial issue, since it implies that the new SPH for-
mulation can be profitably used in simulations of
galaxy clusters aimed at studying turbulence.
We have incorporated this scheme into our SPH
code, which has been used to construct large sam-
ples of simulated galaxy clusters. The cluster sim-
ulations were constructed according to the zoom-
in method in which initial conditions for the indi-
vidual SPH hydrodynamical runs were extracted
from cosmological dark matter simulations of dif-
ferent box sizes. Our final samples comprise ≃ 200
clusters, with a virial mass range spanning about
two orders in magnitude, from ≃ 1013M⊙ up to
≃ 1015M⊙.
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For each cluster we ran an adiabatic gas dy-
namical simulation as well as a radiative run in
which the physical modeling of the gas includes
radiative cooling, star formation, and energy feed-
back from supernovae. Finally, we have used the
cluster dynamical status to construct two cluster
subsamples, which are identified by including the
most relaxed and unrelaxed sample clusters.
The simulation suites are then used to study the
statistical properties of ICM turbulence by apply-
ing a variety of multifiltering algorithms to the gas
velocities of the simulation samples. The compari-
son between different results is also aimed at iden-
tifying the optimal filtering strategy, when in the
presence of clusters with very different dynamical
histories. Additionally, we also studied the turbu-
lent profiles of an individual highly relaxed cluster
which we identify as a cool-core cluster.
The paper is structured as follows. In Sect. 2
we present the numerical method. The construc-
tion of the set of simulated clusters is described in
Sect. 3. In Sect. 4 we describe the methods we
use to quantify the statistical properties of turbu-
lence, together with the multifiltering strategies
used to identify turbulent motions. The results
are presented in Sect. 5 and our conclusions are
summarized in Sect. 6.
2. Code description
This section describes the main features of the
adopted hydrodynamical numerical scheme, for
a general review of the SPH method see Price
(2012a).
2.1. Basic equations
In SPH, the hydrodynamic fluid equations are
derived from a set of point particles with massmi,
velocity ~vi, density ρi, and specific entropy Ai
1.
We integrate here the entropy per particle, this is
connected to the thermal energy per unit mass ui
via the the particle pressure : Pi = Aiρ
γ
i = (γ −
1)ρiui, where γ = 5/3 for a mono-atomic gas. The
SPH density estimator evaluates the density at the
particle position ~ri by summing over neighboring
1We use the convention of having Latin indices denoting
particles and Greek indices denoting the spatial dimensions
particles j
ρi =
∑
j
mjW (|~rij |, hi), (1)
whereW (|~ri−~rj |, hi) is a kernel with compact sup-
port which is zero for |~ri−~rj | ≥ ζhi (Price 2012a).
Throughout this paper, we will present simulation
results obtained using the cubic B-spline M4 ker-
nel, for which ζ = 2.
The smoothing length hi is determined by the
implicit equation
hi = η(mi/ρi)
1/3 , (2)
so that Nnn = 4π(2η)
3/3 is the number of neigh-
bors within a radius 2hi. Here we solve numeri-
cally the equation for the hi with Nnn = 32.
The Euler equations can then be derived from
a Lagrangian (Price 2012a); and the momentum
equation is
d~vi
dt
= −
∑
j
mj
[
Pi
Ωiρ2i
~∇iWij(hi) + Pj
Ωjρ2j
~∇iWij(hj)
]
,
(3)
where Ωi is defined as
Ωi =
[
1− ∂hi
∂ρi
∑
k
mk
∂Wik(hi)
∂hi
]
. (4)
In the next section we will present the integral
method and show how this equation needs to be
modified.
2.2. The Integral method
A long standing problem of classic SPH has
been the presence of zeroth-order errors in gradi-
ent estimates due to sampling effects (Read et al.
2010). These errors impact on the momentum
equation and degrade code performances in sub-
sonic flows (Valdarnini 2016). This has led many
authors to propose variants of standard SPH, see,
e.g., Hopkins (2015) for an introduction to several
of them.
Here we will follow the approach originally
proposed by Garc´ıa-Senz et al. (2012), in which
SPH first-order derivatives are estimated through
the use of integrals. It has been shown that
this approach greatly improves gradient esti-
mates (Garc´ıa-Senz et al. 2012; Rosswog 2015;
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Valdarnini 2016; Cabezo´n, et al. 2017), thus
strongly reducing the noise present in the stan-
dard formulation. We briefly outline here the
essential features of the method.
The gradient of a continuous function f(~r) can
be evaluated by first defining the integral
I(~r) =
∫
V
[f(~r′)− f(~r)] ~∆W (|~r′ − ~r|, h)d3r′ , (5)
where ~∆ ≡ (~r′ − ~r) and W is a generic spher-
ically symmetric kernel. A Taylor expansion of
f(~r′) to first order can be inverted to give
~∇αf = [τ ]−1αβ Iβ , (6)
where
ταβ = τβα =
∫
∆α∆βWd
3r′ (7)
are the elements of the matrix T = {τ}αβ .
We must now translate the continuous version
of these equations into their SPH discrete coun-
terparts. The integral (5) becomes
Iβ(i) =
∑
j
mj
ρj
fj∆
ji
βW (rij , hi) , (8)
and for the matrix T of particle i one has
ταβ(i) =
∑
j
mj
ρj
∆jiα∆
ji
βW (rij , hi) . (9)
A key step is the use of expression (8) to evalu-
ate the integral (5), this is a valid approximation
as long as the condition
∑
j
mj
ρj
(~rj − ~ri)Wij ≃ 0 (10)
is satisfied with a certain degree of accu-
racy. This is crucial because it is easily shown
(Garc´ıa-Senz et al. 2012) that the gradient ap-
proximation (6) is now antisymmetric in the ex-
change of the pairs ij, so that the new scheme
maintains exact conservation properties.
The validity of the approximations involving
the integral methods has been tested in a variety
of hydrodynamical problems (Garc´ıa-Senz et al.
2012; Rosswog 2015; Valdarnini 2016), showing
a strong decrease of errors in gradient estimates
and leading to a significant improvement in code
performance.
To summarize, the adoption of the integral
scheme requires the evaluation of the 3× 3 matrix
(9 ) and its inversion. This is in order to substi-
tute in the SPH equations the scalars
[
~∇iWik
]
α
with the following prescriptions:
[∇iWik(hi)]α →
∑
β
Cαβ(i)∆
ki
β W (rik, hi) ≡ Aα,ik(hi) ,
(11)
and
[∇iWik(hk)]α →
∑
β
Cαβ(k)∆
ki
β W (rik, hk) ≡ A˜α,ik(hk).
(12)
where C = T −1. The momentum equation (3 )
then becomes
d~vi,α
dt
= −
∑
j
mj
[
Pi
Ωiρ2i
Aα,ij(hi) + Pj
Ωjρ2j
A˜α,ij(hj)
]
.
(13)
From now on, we will refer to the new SPH
formulation as integral SPH (ISPH). Results from
simulations obtained using the classical gradient
formulation will be referred to as standard SPH.
Throughout this paper the velocity divergence and
curl of particles will be consistently evaluated us-
ing their SPH estimators, but with the gradients
now computed according to the new scheme:
(~∇·~v)i ≡ θi = 1
ρi
∑
j
∑
α
mj [(~vj − ~vi)αAα,ij(hi)] ,
(14)
and
(~∇×~v)i,α = 1
ρi
∑
j
∑
β,γ
mj [εαβγ(~vi − ~vj)βAγ,ij(hi)] ,
(15)
where εαβγ is the Levi-Civita tensor.
Finally, note that it is now common practice
(Beck et al. 2016a, and references cited therein)
to use Wendland kernels (Dehnen & Aly 2012) in
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SPH simulations with a large number of neighbors,
say Nnn >∼ 300.
This choice of this kernel function is motivated
by the need to avoid pairing instability, which
is absent in the case of the Wendland functions,
when using a large neighbor number. The latter
regime is necessary in order to suppress errors in
gradient estimates, which, as previously outlined,
is a shortcoming of standard SPH.
However, in a battery of hydrodynamical tests
(Valdarnini 2016) it has been found that ISPH by
far outperforms standard SPH. The zeroth-order
errors in the momentum equations being reduced
by many orders of magnitude, with the accuracy
of the results in the regime of subsonic flows which
is found comparable to that of mesh-based codes.
These results then demonstrate that with the new
method it is not necessary to use a large neighbor
number, and justify our choice of using a cubic
spline with Nnn = 32.
2.3. Shocks and artificial viscosity
An artificial viscosity (AV) term must be in-
corporated into the SPH momentum equation to
prevent particle streaming and convert kinetic en-
ergy into thermal energy at shocks. We adopt here
the commonly employed formulation (Monaghan
1997) based on Riemann solvers:
d~vi,α
dt
= −
∑
j
mjΠijA¯α,ij , (16)
where
A¯α,ij = 1
2
[
Aα,ij(hi) + A˜α,ij(hj)
]
(17)
and Πij is the AV tensor. This takes the form
Πij = −αij
2
vAVij µij
ρij
fij , (18)
here ρij = (ρi + ρj)/2 is the average density,
µij = ~vij · ~rij/|rij | if ~vij · ~rij < 0 but zero oth-
erwise, ~vij = ~vi − ~vj and αij = (αi + αj)/2 is the
symmetrized AV parameter. The signal velocity
vAVij is estimated as
vAVij = ci + cj − 3µij , (19)
with ci being the sound velocity. The factor fij =
(fi + fj)/2, where
fi =
|~∇ · ~v|i
|~∇ · ~v|i + |~∇× ~v|i
, (20)
is introduced in order to limit the AV in the
presence of shear flows (Balsara 1995).
In modern SPH formulations, in order to reduce
the amount of AV away from shocks , the param-
eter αi is allowed to change with time. This ap-
proach was first proposed by Morris & Monaghan
(1997); in their scheme αi can increase, up to a
maximum value αmax, only in the presence of a
converging flow (θi < 0) and quickly decays to a
minimum value αmin afterwards.
Here will follow the Cullen & Dehnen (2010)
scheme, which uses the time derivative of the ve-
locity divergence (θ˙i) to discriminate between pre-
and post-shock regions. The former are identified
by the condition θ˙i < 0, where θ˙i is evaluated here
by interpolating θi between timesteps. We refer
to Cullen & Dehnen (2010) for a detailed descrip-
tion of the method.
Finally, in the implementation of this AV
scheme within ISPH, two considerations are worth
noting. The first is that, as demonstrated by
Cullen & Dehnen (2010), it is crucial to use
higher order velocity gradients to prevent false
shock detection. This requirement is naturally ful-
filled by ISPH, for which the velocity divergence
and curl are calculated using Equations (14) and
(15).
The other issue concerns the setting of a floor
value for the αi’s. A minimum value αmin
for the viscosity parameters is required in or-
der to maintain particle order away from shocks
(Morris & Monaghan 1997). From their tests
Cullen & Dehnen (2010) argue that post-shock
particle reordering is not prevented even when
αmin = 0. This makes the scheme fully invis-
cid away from shocks, but we prefer here to limit
velocity noise by setting αmin = 0.1 (see also
Wadsley et al. 2017). Note that in previous hy-
drodynamical tests (Valdarnini 2016) we already
used this AV scheme with αmin = 0.1, with good
results
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2.4. Dissipative terms
The entropy production rate due to dissipative
processes, both numerical and physical, is given
by
dAi
dt
=
γ − 1
ργ−1i
{QAV +QAC +QR} , (21)
where QAV is the source term due to numerical
viscosity (Valdarnini 2016), and the term QAC is
an artificial conduction (AC) term introduced in
standard SPH (Price 2008) to avoid inconsisten-
cies at contact discontinuities. This term can be
written as(
dui
dt
)
AC
=
∑
j
∑
α
mjv
AC
ij
ρij
[
αCij(ui − uj)
]
∆ijα A¯α,ij/rij ,
(22)
where vACij is the AC signal velocity, and α
C
i is an
AC parameter of order unity. The setting of the
AC parameter is detailed in Valdarnini (2012),
for the the signal velocity we adopt the expression
(Wadsley et al. 2008; Valdarnini 2012)
vACij = |(~vi − ~vj) · ~rij |/rij . (23)
This choice works well in the presence of gravity
(Valdarnini 2012), where otherwise thermal diffu-
sion can otherwise arise in an equilibrium config-
uration.
Finally, it is important to stress that this term
is important in modeling diffusion processes which
are absent in standard SPH, the code being purely
Lagrangian. In fact , when the AC term is
present in the SPH equations, it is shown that
the galaxy cluster entropy profiles agree well with
those found using mesh codes (Wadsley et al.
2008; Valdarnini 2012).
For the cooling runs, the modeling of the gas
incorporates radiative cooling, star formation and
energy feedback from supernovae. For these simu-
lations the term QR = −Γc(ρi, Ti)/ρi accounts for
radiative losses. We refer to Piffaretti & Valdarnini
(2008) and Valdarnini (2006) for a detailed de-
scription of the recipes implemented.
3. Sample construction of simulated clus-
ters
The ensemble of hydrodynamical cluster simu-
lations has been constructed by performing a set
of individual runs, with initial conditions for each
cluster extracted from a cosmological N-body sim-
ulation with only dark matter.
For the background cosmological model, we as-
sume a flat geometry with the present matter
density Ωm = 0.3, cosmological constant den-
sity ΩΛ = 0.7, Ωb = 0.0486, and Hubble con-
stant H0 = 70 ≡ 100hkm s−1Mpc−1. The scale-
invariant power spectrum is normalized to σ8 =
0.9 on an 8 h−1 Mpc scale at the present epoch.
For a given cosmological run, with box size Lm,
we identify dark haloes at z = 0 using a friends-
of-friends algorithm, so as to detect overdensities
in excess of ∼ 200Ω−0.6m within a radius R200. The
corresponding mass is defined as M200, where
M∆ = (4π/3)∆ ρcR
3
∆ (24)
denotes the mass contained in a sphere of ra-
dius R∆ with mean density ∆ times the criti-
cal density ρc(z) = 3H(z)
2/8πG and H(z) =
H0
[
Ωm(1 + z)
3 +ΩΛ
]1/2 ≡ H0E(z).
Dark matter haloes identified in this way are
then sorted in mass according to their value of
M200, and the Nm most massive are then selected
for the hydro runs. The corresponding set is de-
noted as Sm.
We repeat this procedure four times to generate
four samples Sm, which are combined to construct
the final cluster sample Sall. We first run an N-
body cosmological simulation with a comoving box
of size L16 = 1600h
−1Mpc, to generate a sample
S16 with N16 clusters. We iterate the whole proce-
dure by halving the box size , Lm/2 = Lm/2, down
to L2 = 200h
−1Mpc. The final sample Sall con-
sists of the four samples Sm = {S16, S8, S4, S2},
with Nm = {N16, N8, N4, N2} clusters.
The number of clustersNm of sample Sm is usu-
ally chosen (Biffi & Valdarnini 2015) such that
the massM200 of the least massive cluster of sam-
ple Sm is greater than the mass M200 of the most
massive cluster of sample Sm/2 . This choice is
made so that the final cluster sample Sall, of a
set of cluster masses, reproduces the cosmological
cluster mass function.
However, our paper here is aimed at the study
of ICM turbulence when using different filtering
methods. Therefore, our sample construction is
not constrained by cosmological studies and we
choose the set of values Nm such that we have,
7
for statistical purposes, a fair number of massive
clusters.
The valuesNm are thenNm = {N16, N8, N4, N2} =
{28, 10, 33, 120} , for a total of Nall = 191
clusters. At z = 0 the most massive cluster has
M200 ≃ 1.7 · 1015h−1M⊙ and the least massive
M200 ≃ 1.8 · 1013h−1M⊙; there are about ≃ 35
clusters with M200 >∼ 5 · 1014h−1M⊙.
The cluster initial conditions for the hydrodi-
namic simulations are found according to the fol-
lowing zoom-in procedure, see Valdarnini (2011,
hereafter V11) for more details. For each clus-
ter the dark matter particles which at z = 0 are
within r200 are located back in the original simu-
lation box at the initial redshift zin = 49. A cube
of size Lc ∝ M1/3200 enclosing all of these particles
is then placed at the cluster center. A lattice of
NL = 74
3 grid point is set inside the cube, with a
gas and a dark matter particle associated to each
grid node. Particle positions are then perturbed,
using the same random realization as for the cos-
mological simulation. Those particles whose po-
sitions lie inside a sphere of radius Lc/2 from the
cube center are kept for the hydrodynamic simula-
tion. To model the effect of tidal forces, the sphere
is surrounded out to a radius Lc by a shell of dark
matter particles. These particles were extracted
from a cube of size 2Lc consisting of NL = 74
3
points and centered as the original cube.
Initially, each cluster is composed of ∼ 220, 000
gas and dark matter particles within a sphere of
comoving radius ∝ R200. The mass of the gas
particles lies in the range between ∼ 2 · 108M⊙ to
∼ 3 ·109M⊙. The gravitational softening parame-
ter of the particles i scales with the particle mass
mi as εi ∝ m1/3i . The relation is normalized by
setting εi = 15 (mi/6.2 · 108M⊙)1/3 kpc.
A crucial part of our study is a proper iden-
tification of the cluster dynamical state, in order
to disentangle the impact on ICM turbulence of
the level of relaxation. We quantify the cluster
dynamical state by using, as a morphological in-
dicator, the power ratio method (Buote & Tsai
1995). The power ratios are defined as Pr/P0,
the quantity Pr is proportional to the square of
the r-th moments of the projected X-ray surface
brightness ΣX(x, y), in the plane orthogonal to the
line of sight. Here Σ is measured within a circular
aperture of radius Rap.
A useful quantity is Π3(Rap) = log10(P3/P0),
which is the first moment giving an unambiguous
detection of asymmetric structure. For a fully re-
laxed configuration, Π3 → −∞. We define P¯r as
the rms plane average of the moments Pr along the
three orthogonal lines of sight. We then evaluate
Π¯3(r500) at z = 0 as a cluster dynamical indicator
and sort the clusters of sample Sall according to
their values of Π¯3(r500).
We finally identify as dynamically relaxed
(RX), or quiescent, those clusters for which their
values of Π¯3(r500) are below the threshold value
defining the 25% of the cumulative distribution.
Similarly, those clusters for which Π¯3(r500) falls
among the top 25% of the cumulative distribution
are tagged as dynamically perturbed (PT). For
the subsample RX, the values of Π¯3(r500) lie in
the range ≃ [−9.4,−8], whereas for the perturbed
clusters of the PT subsample Π¯3(r500) ≃ [−6,−4].
4. Statistical measures
In this section we describe the implementation
of several analysis methods which will be used to
study the statistical properties of the simulated
cluster turbulent velocity fields.
4.1. Power spectrum
A standard tool used to quantify the properties
of homogeneous isotropic turbulence is the veloc-
ity power spectrum E(k). This is evaluated by
computing the discrete Fourier transform ~˜wu
d(~k)
of the weighted velocity field ~uw(~x) ≡ w(~x)~u(~x),
where w(~x) is a weighting function which can take
the values w = 1 or w(~x) ∝ √ρ(x), the latter
being a natural choice in the case of compressible
turbulence (Kitsionas et al. 2009).
The vector ~˜wu
d(~k) is obtained as follows. A
cube of size Lsp with N
3
g grid points is placed
at the cluster center, and in accordance with
the SPH prescription the velocity field ~uw(~xp) is
then evaluated at the grid points ~xp. The dis-
crete transforms ~˜wu
d(~k) are then computed us-
ing fast Fourier transforms and used to evaluate
the spherically averaged discrete power spectrum
Pd(k) =< | ~˜wud(~k)|2 >, where k = |~k|.
Finally, a dimensionless velocity power spec-
trum is defined as
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Table 1: Summary of the filtering functions used
to calculate the local mean velocities. The first
column indicates the kind of kernel, see text for
more details. The second column gives the kernel
width, as calculated by Equation (34), and D is
the kernel dimensionality.
kernel σ2/H2 D
M4 3/40 3
TH 1/12 1
TSC 1/9 1
Ev(k) =
1
Lspσ2v
[
2πk2Pd(k)
(
Lsp
2π
)3]
, (25)
where σv ≡ σ200 =
√
GM200/r200 and the normal-
ization has been introduced to consistently com-
pare, as a function of k˜r ≡ |k|Lsp/2π, spectra ex-
tracted from different clusters and boxes.
Moreover, we also study separately the longi-
tudinal and solenoidal components of the power
spectrum (Kitsionas et al. 2009), Ev(k) = Es(k)+
Ec(k). For doing this , we decompose the Fourier
transformed velocity into its shear and compres-
sive parts in ~k−space:
~˜u(~k)shear =
~k × ~˜u(~k)
|~k| , (26)
~˜u(~k)comp =
~k · ~˜u(~k)
|~k| . (27)
The choice of the cube side length Lsp and the
number of grid points N3g is dictated by several
arguments which limit the possible choices (V11).
For a Lagrangian code, such as SPH, about half of
the cluster mass at z = 0 is located within a radius
of ∼ r200/3. To reduce resolution effects, the size
of the cube should then ideally be chosen as small
as possible, but this would miss most of the large-
scale modes which drive the cluster merging and
accretion processes. We therefore set Lsp = r200 as
a compromise between these two opposing needs,
the scaling Lsp ∝ r200 allowing consistent com-
parison of velocity spectra extracted from different
clusters.
Similarly, the grid spacing Lsp/Ng scales in-
versely with the 1D number of grid points Ng and
its value is bounded by the smallest values of the
gas smoothing lengths hi. These are smaller in
the cluster core regions, where the cluster den-
sity is highest, and for the simulation parameters
adopted here their values in these regions lie in the
range hi ∼ 5− 20 kpc. The constraint on the grid
spacing is then satisfied by setting Ng = 128, with
higher values leading to undersampling effects in
the estimate of SPH variables at the grid points.
Generally, the optimal choice is Ng ∼ 2N1/3p , with
Np being the number of SPH particles.
Finally, the procedure described here implic-
itly assumes periodic boundary conditions for
the velocity field within the cube domain. To
compensate for spurious effects due to non-
periodicity one should adopt a zero-padding tech-
nique (Vazza et al. 2009a). However, previous
results (V11) showed velocity power spectra, ex-
tracted following the above procedure, in line with
those obtained taking into account non-periodicity
effects (Vazza et al. 2009a). Moreover, tests per-
formed using non-periodic fields showed that er-
rors due to the periodicity assumption can be
considered negligible (Vazza et al. 2017).
Additionally, we also investigate the scaling be-
havior of the second order velocity correlation
function:
S2(~r) ≡< |u(~x+ ~r)− ~u(~x)|2 > . (28)
In principle, the function S2(r) should be evalu-
ated by computing velocity differences for all par-
ticle pairs of the sample. In practice, we evalu-
ate S2(r) by randomly chopping a subsample of
Ns(≃ Ngas/10) particles. For each particle s of
the subsample, we compute the velocity difference
∆~u = ~u(~xi + ~rsi) − ~u(~xs) for all particles i of the
sample which satisfy rsi ≤ r200. We then bin the
quantity |∆~u|2 in the corresponding radial bin and
perform final averages at the end.
We consider separately both the transverse
and longitudinal component structure functions.
These are accordingly defined as ∆u⊥ = ∆~u ×
~rsi/|~rsi| and ∆u‖ = ∆~u · ~rsi/|~rsi|. We also define
density-weighted velocity structure functions by
weighting velocities in the same way as in the case
of the power spectrum.
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Table 2: Main parameters characterizing the sets
of filtered velocities. From left to the right: the
filter function, the label used in the text to indi-
cate the set of roots {Hi} which for the procedure
under consideration is found to satisfy Equation
(33), the main feature of the root finding method
(see text). In the first column the notations TH
and SPH stand for a top-hat and B-spline filter
function, respectively. a For the TSC kernel we
use a fixed filtering length Hfix = r200/10;
b Non-
shocks filtering lengths Hns are obtained by ap-
plying to the set of gas velocities the shock mask-
ing procedure described in Sect. 4.3; c The TH
filtering procedure is applied to the set of gas ve-
locities extracted from standard SPH runs; d Fil-
tering lengths H∆B (mw) are obtained by applying
a B-spline mass-weighted filtering.
filtering kernel root
TSCa Hfix H = r200/10
TH H2th nf = 2
TH H1th nf = 1
SPH H∆B ∆ = r200/200
SPH HηB ∆ = 0.05Hi
THb Hns nf = 1, 2
THc Hth(STD) nf = 1
SPHd H∆B (mw) ∆ = r200/200
4.2. Filtering
By their very nature, turbulent flows exhibit a
complex pattern of velocity structures, character-
ized by the presence of a small-scale fluctuating
velocity component over a wide range of scales.
A useful approach for analyzing the turbulent ve-
locity field consists of introducing a filtering pro-
cedure aimed at decomposing the fluid velocity
into a large-scale component and a small-scale part
(Breraton & Kodal 1994; Adrian et al. 2000):
< ~u(~x, t) >=
∫
D
G(~x− ~x′, H)~u(~x′, t)d3~x′ , (29)
where G(~x− ~x′, H) is a low-pass filtering function
and H a filtering scale. A local small-scale turbu-
lent velocity field ~˜u(~x) is then defined as
~˜u(~x) = ~u(~x)− < ~u(~x) > . (30)
This decomposition method is commonly re-
ferred to as Reynolds decomposition (Adrian et al.
2000), and constitutes the framework on which
large eddy simulations of turbulence are based
(Schmidt 2015).
This filtering approach was first applied to
the study of turbulence in galaxy clusters by
Dolag et al. (2005), who used a fixed filtering
length in the range H ≃ 50 − 100 kpc. However
this method can fail in the presence of a cluster
with a complex dynamical status, in which uncor-
related velocity flows can coexists with large-scale
streaming motions.
These difficulties led Vazza et al. (2012) to
propose the use of a multifilter approach, in which
mean velocities are estimated locally using an
adaptive filtering scheme with a varying filter
length H . The local lengths so found then pro-
vide an estimate of the local coherence scales of
the fluid motion.
This approach is not unique, for instance
Schmidt et al. (2016) have recently implemented
an adaptive temporal Kalman filter in order to
extract the random component from the local ve-
locity (see also Schmidt et al. 2014; Shi et al.
2018). The use of different algorithms follows be-
cause turbulence is a non-linear multi scale phe-
nomenon, and in the presence of complex flows
the definition of a mean velocity (Adrian et al.
2000; Kareem 2014) is inherently ambiguous. A
discussion of this topic is beyond the scope of this
paper, and we will limit ourselves to the study of
turbulence in galaxy clusters using the algorithm
of Vazza et al. (2012).
In their paper, the authors applied the algo-
rithm to the velocity fields extracted from a set of
galaxy clusters simulated using the ENZO code.
We now describe the iterative filtering algorithm
in our case, where galaxy clusters were simulated
using a Lagrangian SPH code in which fluid ele-
ments are represented using gas particles.
To derive a local mean velocity ~¯v around each
particle with position ~xi, at each iteration n, a
mean velocity ~¯ iv
n, characterized by a filtering
scale Hni , is computed as
~¯ iv
n =
∑
j G(|~xi − ~xj |, Hni )~vj∑
j G(|~xi − ~xj |, Hni )
, (31)
where, because of the Lagrangian nature of
our hydrodynamical simulations, the subscript i
is added to indicate the eventual dependency of
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the filtering scale Hni and mean velocity ~¯ iv
n on
the particle position ~xi. The sum is intended over
all the particles j for which |~xi − ~xj | ≤ Hni .
After having computed ~¯ iv
n we define a small-
scale velocity field as
δvni = vi − v¯in . (32)
If this velocity δvni satisfies the convergence cri-
terion
δvni − δvn−1i
δvn−1i
≤ ε , (33)
where ε is a tolerance parameter, the filtering
length Hni is then the local length scale and δv
n
i
is identified as the local turbulent velocity field.
In all of the considered cases we initially set δv0i
to an arbitrary large value, the tolerance parame-
ter to ε = 0.05 and apply the filtering procedures
only to those gas particles which lie within a cube
of side 6r200 placed at the cluster center. This
choice of the tolerance parameter is justified by the
findings of Vazza et al. (2012), who found conver-
gence in the filtering of velocities for ε <∼ 0.1.
We considered a suite of filtering procedures,
which differs in the choice of the filter function
G and in the way in which the root length Hni is
reached. For the filtering functions, three different
shapes have been considered : a top-hat function,
the B-spline M4 and the triangular-shaped cloud
function (TSC) (Hockney & Eastwood 1988).
The top-hat function is the one previously
used in studies based on the multifilter approach
(Vazza et al. 2012, 2017), whereas the M4 kernel
is the B-spline commonly employed in SPH (Price
2012a). Finally, the TSC kernel has been used
for the sake of comparability with previous works
(Dolag et al. 2005, V11). In Equation (31) we set
G(|~xi − ~xj |, Hni ) = mj for the top-hat and TSC
functions, and G(|~xi − ~xj |, Hni ) = mjWij(Hni /ζ)
for the B-spline filter, the latter being the SPH
density weighting of particle j at point ~xi.
In order to properly compare the spectral prop-
erties of the filtered velocity fields, we must in-
troduce some comparison criterion between the
smoothing properties of the different filters. For
doing this (Dehnen & Aly 2012), we compute the
kernel standard deviation
σ2 =
1
D
∫
~x2G(~x,H)dD~x , (34)
where D indicates the dimensionality of the fil-
ter under consideration. The ratio σ/H then pro-
vides a measure of the filter width, which can be
used to compare the spectral properties of the dif-
ferent kernels.
Table 1 summarizes the filtering kernels which
we use, together with their σ/H ratios. From
these we can see that the standard deviation of the
different kernels will be approximately the same if
the kernel-support radii satisfy the equalities
HB ≃ HTH ≃ HTSC , (35)
where HB refers the B-spline kernel-support ra-
dius. It is also useful to relate these kernel radii
to the equivalent width of a Gaussian kernel:
G(~x) =
1
(2πσ2)D/2
exp(−~x2/2σ2) ≡ N (0, σ2) .
(36)
This connection can be established by means
of the B-splines, which for large n approach the
Gaussian (Dehnen & Aly 2012). For the M4 ker-
nel one has M4 → N (0, H2B/12).
The filtering schemes which we used, also dif-
fer in the way in which the root Hni is reached.
For the top-hat function, for which from now on
we will refer to as TH, we initially subdivide the
original cube of size Lc = 6r200 into cells with
mesh spacing H0 = ζhMINi , where h
MIN
i is the
minimum value of the gas smoothing lengths hi.
At the n − th iteration the cube is sub-
divided into (Lc/H
n)3 cells and particles ly-
ing in these cells are then easily identified and
tagged using a Head-Of-Chain algorithm (HOC,
Hockney & Eastwood 1988). For each particle i,
a mean velocity ~¯ iv
n is then computed by summing
over all the particles j which satisfy |~xi−~xj | < Hn
and lie inside the cell ~q of particle i or in one of the
26 = 33 − 1 neighboring cells. We denote by {~q}ni
this set of cells. If the new mean velocity ~¯ iv
n does
not satisfy Equation (33), the whole procedure
is then repeated, increasing the filtering length :
Hn → Hn+1+∆H , where ∆H = fHr200 , and fH
is a free parameter. Note that we have dropped
the dependency of the filtering lengths Hn on the
particle i, because Hn is the mesh spacing of the
cells at the n − th iteration, and is common to
all the subset of particles i which have not yet
reached convergence.
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This is the SPH version of the original mul-
tifilter algorithm devised by Vazza et al. (2012).
However, some minor modifications have been in-
troduced in order to exploit the fact that we are
using particles instead of cells. At the step n,
because of the space partition performed by the
HOC algorithm, there are two different filtering
scales which can be defined for particle i. These
are given by the condition
|~xi − ~xj | < nfilterHn/2 , (37)
where nfilter is an integer which can take the
values 1 or 2. We will indicate as H1th and H
2
th,
respectively, the set of root filtering lengths {Hi}
obtained for different values of nfilter . When using
a TSC filtering function, we do not iterate the
computation of the velocities ~¯ iv
n and we use a
fixed grid with Hfix = r200/10.
Additionally, we also consider two sets of fil-
tered velocities constructed using the B-spline ker-
nel. The iterative procedure is similar to the TH
cases, but here at each iteration we locate neigh-
boring particles using a tree-search method. Ini-
tially, we set H0i = ζhi; the sets differ due to the
way in which the filtering length Hni is searched.
For those particles which at the step n − 1 fail
to satisfy Equation (33), we increment Hn−1i ac-
cording to two possible rules: either Hn−1i is in-
cremented by a constant quantity or by a relative
amount:
Hn−1i 7→ Hni =
{
Hn−1i +∆H
n constant
Hn−1i (1 + η) relative ,
(38)
where for the constant case we set ∆Hn =
fHr200. Hereafter, the sets of filtering lengths
{Hi} obtained by these procedures will be indi-
cated by H∆B and H
η
B , respectively. The choice of
the root-finding parameters fH and η is a critical
issue, particularly in those clusters with a complex
dynamical status. It has been found that if the
values of these parameters are chosen too large,
then the root finding algorithm could lead to fil-
tering lengths Hi biased toward high values. For
this reason we set fH = 5 ·10−3 and in the relative
case η = 0.05.
Finally, note that all of the root-finding pro-
cedures have been performed by expressing the
filtering lengths in units of r200. This is in or-
der to consistently compare statistical measures
extracted from different clusters. The main fea-
tures of the different sets of filtered velocities are
listed in Table 2.
4.3. Shock identifier
The generation of turbulence in galaxy clusters
is a process driven by accretion flows, falling into
the cluster potential well, and inner merger events.
Both of these processes produce shocks which in
turn generate turbulence. However, in order to
properly study the statistics of turbulent energies
it is necessary to separate the small-scale random
parts of the velocity flows from the shock compo-
nents.
This requires the adoption of a shock find-
ing algorithm, and for Eulerian methods several
schemes have been applied (Skillman et al. 2008;
Schaal and Springel 2015; Vazza et al. 2009b,
2012). The situation is different for SPH simula-
tions, for which sampling noise generically affects
shock identification and Mach number estimates.
There have been various methods aimed at de-
tecting shock fronts in SPH simulations. Algo-
rithms based on entropy changes were introduced
by Pfrommer et al. (2006) and Hoeft et al.
(2008). Recently, Beck et al. (2016b) presented
a geometrical on-the-fly shock detector which is
shown to work well in a variety of test cases.
Here, we will adopt their method together with
some minor modifications. A full derivation of the
method is described in Appendix A.
Application of the Beck et al. (2016b) SPH
shock finder to the simulations leads to the identi-
fications of shocks and to the assignement of indi-
vidual Mach number Mi to SPH particles. Shocks
identified in this way will be used in some cases
to apply a shock limiting procedure to the TH
multifilter algorithm described in Sect. 4.2. The
procedure is implemented as follows. For a given
particle i and filtering scale Hn at the iteration
level n, we stop the iteration if there are within
the set of cells {~q}ni some particles s for which
their Mach numberMs is above a certain threshold
value Mthr. We remove these particles, together
with their neighbors, from the cells and define the
filtering length Hni as the minimum distance be-
tween ~xi and the remaining particles j in the cells:
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Fig. 1.— Ensemble averaged final radial entropy profiles are shown for the relaxed (perturbed) subsample in
the left (right) panel. In each panel the entropy profile of the adiabatic (cooling) runs is shown in blue (red).
The solid lines are the medians and the shaded areas represent the limit of the 1σ dispersion. The gas entropy
is defined as S(r) = kBT (r)/n
2/3
e and is plotted in units of S500 ≃ 1963
[
M500/(10
15h−1M⊙)
]2/3
keV cm2.
Hi =MIN
j∈~q
|~xi − ~xj |.
This shock limiting procedure leads to non-
shocks filtering lengths H
{ns}
i which are then
smaller than their counterpartsHi, obtained with-
out shock masking.
The choice of the threshold parameterMthr is a
critical issue since the amount of reduction in the
filtering lengths H
{ns}
i , due to the shock limiting
procedure, depends on the value ofMthr. One has
to distinguish between weak shocks ( say M ∼ 1),
which can be present in turbulent motions, and
strong shocks (M >∼ 1) which occur in cluster out-
skirts, or during merging events, and act as sources
of turbulence. As a compromise, and also for com-
parative purposes, as in Vazza et al. (2017) we set
here Mthr = 1.2.
5. Results
We now apply the statistical methods presented
in Sect. 4 to the ICM velocity fields extracted from
subsamples of simulated galaxy clusters, the anal-
yses being aimed at studying their turbulent sta-
tistical properties. For each subsample we extract
statistical results arising from considering veloc-
ity fields obtained by applying different filtering
methods.
5.1. Global turbulence statistic from clus-
ter subsamples
As outlined in Sect. 3, we perform our statis-
tical analyses by constructing two subsamples out
of the ensemble of simulated clusters, the subsam-
ple membership criterion for the simulated clus-
ters being their dynamical status. This is identi-
fied through the value of the power ratio Π¯3(r500)
at r = r500. Other choices of dynamical indica-
tors are clearly possible (Rasia et al. 2013), but
the power ratios are a commonly employed reliable
and robust method (Weißmann et al. 2013).
The relaxed subsample (RX) is defined by those
clusters for which their Π¯3 values are below the
threshold value Π¯th3 ≃ −8, representing the 25% of
the cumulative distribution Ncl(< Π¯3). Similarly,
for the perturbed clusters the subsample PT is
defined by those clusters filling the top 25% (Π¯3 >
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Π¯th3 ≃ −6) of the Ncl(< Π¯3) distribution.
The threshold values Π¯th3 are chosen with the
compromise criteria of having subsample clusters
with a well defined cluster dynamical status and,
at the same time, subsample sizes (Ncl ≃ 50) large
enough to allow statistically meaningful compar-
isons.
In order to assess how realistic the simulations
are which we use, for the two subsamples we show
in Figure 1 the averaged radial entropy profiles.
In each panel we show separately the profiles from
adiabatic and radiative simulations. The shaded
areas delimit one standard deviation of the sub-
samples.
We define as entropy the commonly employed
related quantity S ≡ kBT/n2/3e , where T is the gas
temperature and ne the electron density. To allow
comparisons with previous results, in the plots we
show S(r) normalized to S500. The latter is gener-
ically defined according to the self-similar model
as (Nagai et al. 2007b)
S∆ ≃ 3070keV cm2
(
M∆
1015M⊙h−1
)2/3
(∆f2b )
−1/3E(z)−2/3h−4/3, (39)
where ∆ = 500, fb = Ωb/Ωm = 0.162 is here
the cosmological baryon fraction, and for the mean
molecular weights we assume µ = 0.59 , µe = 1.14.
These entropy profiles can be compared with
previous findings (Rasia et al. 2015; Barnes et al.
2017; Hahn et al. 2017). For instance, a compar-
ison with Figure 1 of Rasia et al. (2015) shows
substantial agreement with the radiative entropy
profiles shown here. In their paper, the authors
subdivide the sample of simulated clusters into
cool-core (CC) and non-cool-core (NCC) clusters.
Observationally, CC clusters are characterized by
a dense, cold, compact core with a cooling time tcr
shorter than H−10 . A key feature of these clusters
is that of being associated with a regular X-ray
morphology. On the contrary, for NCC clusters a
specific feature is an high level of central entropy
and a nearly flat core entropy profile. These are
often associated with a disturbed morphology.
Various criteria have been proposed to classify
CC clusters (Cavagnolo et al. 2009; McDonald et al.
2013); among these there is the requirement of
having a central entropy S0 below a threshold
value: S0 < 60KeV cm
2. This criterion is also
used in Rasia et al. (2015) to identify simulated
CC clusters. For the cooling runs of the RX sub-
sample, only 4 clusters out of ≃ 50 have a central
entropy S0 above the threshold value. These re-
sults confirm the use of a morphological criterion
as a CC indicator, as well as the validity of the
simulations presented here.
5.1.1. Filtering lengths
We have applied the multifiltering methods de-
scribed in Sect. 4.2 to the ensemble of simulated
clusters, in order to extract different sets of fil-
tered velocity fields. For each filtering procedure,
the radial behavior at the final epoch of the av-
eraged root filtering lengths < H(r) > is shown
separately in Figure 2 for each cluster subsample.
We show there only averages extracted from adi-
abatic simulations, the < H(r) > profiles of the
cooling runs being quite similar. All of the aver-
aged lengths have been rescaled in units of r200;
the different curves are labeled according to Ta-
ble 2. The ensemble average power spectra of the
corresponding filtered velocity fields are shown in
Figs. 3 to 5.
The radial dependence of the different <
H(r) > profiles depends on a number of issues
related to the adopted procedure. In the case of
B-spline filtering the behavior of< H∆B (r) > is dif-
ferent from that of < HηB(r) >. Specifically, from
the left panel of Figure 2 one sees that the ratio
< H∆B (r) > / < H
η
B(r) > is
>∼ 1 for r/r200 <∼ 0.8
and becomes smaller than unity at larger radii.
This behavior can be understood in terms of the
different root finding methods adopted by the two
procedures. In both methods the H0i are initially
set to ζhi, however their increment ∆H at each
iteration is different. The increment ratio between
the ∆H of the two methods is given by rH(r) =
∆H∆B /∆H
η
B = fHr200/(ηζhi(r)) ∝ ρ1/3, so that it
tends to higher values with decreasing radii. For
the chosen root finding parameters, rH(0) ≃ 4,
with rH(r) <∼ 1 at large radii because of the drop
in density. The corresponding ratio between the
root lengths isH∆B /H
η
B ≃ (1+ηrH)/(1+η), so that
H∆B is about 30% higher than H
η
B in the cluster
cores.
These results show how the set of root values
{Hi} found using the multifilter method depends
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Fig. 2.— Average radial profiles of the turbulent filtering scales H(r) are shown at z = 0 as a function
of r in units of r200. The left panel refers to averaged lengths extracted from the relaxed (RX) subsample
of adiabatic simulations, the right panel to the perturbed (PT) one. Different color-codings and line styles
indicate curves obtained according to the different procedures described in Sect. 4.2. The line in blue
(Hfix) refers to the TSC filtering, for which we use a fixed filtering length Hfix = r200/10. The curves
in magenta (Hns) refer to the corresponding Hth curves in green, but are obtained by applying the shock-
masking procedure of Sect. 4.3. For illustrative purposes, in the right panel the shaded area indicates the
limit of the 1σ dispersion of the H∆B curve. The black circles in the left panel show the relative difference
∆H/r200 = (Hth−Hth(HR))/r200 between two TH profiles extracted from the same test cluster. The profile
Hth refers to the baseline run and Hth(HR) to a high resolution run (see text).
critically on the set of chosen initial values H0i
as well as on the step lengths ∆H . In the HB
cases, both methods start by setting H0 = ζhi,
and because in cluster cores the velocity field is
very regular, the root values {Hi} are found at
the second iteration. The difference between the
roots is then given by the different increments ∆H
used in the two procedures.
We now examine the radial behavior of the TH
filtering lengths. At variance with B-spline filter-
ing, here we set the initial grid spacing to a very
small value H0 = ζhMINi . This guarantees that
root finding starts from mesh values H safely be-
low those of the generic root. For the same reason
we set the grid increment to very small values :
∆H = fHr200 , with fH = 1/200. From Figure 2
one can see that the average value of the root set
H1th is very close to that of H
η
B for r/r200
<∼ 0.1.
This occurs because the small increments in grid
spacing ensure that the root values are bracketed
without overstepping, whilst for the same reason
the H∆B are found biased toward high values.
Note that in Figure 2 the HB profiles have been
rescaled by a factor of two with respect the corre-
sponding root values; this is because according to
the definitions of Sect. 4.2 the HB root is a radius,
while for TH filtering the root length is the grid
size.
The averaged profile of the H2th roots is quite
similar to that of H1th. This is not surprising since
for the filtering procedure of H2th the search radius
is twice that of H1th, but the very small value of
∆H implies that the two procedures converge to
the same root. In the following parts of this paper,
this filtering case will not be discussed any more,
and we will refer only to H1th.
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For the TH filtering, we have also applied the
shock limiting procedure described in Sect. 4.3 to
extract from the simulated samples a set of roots
H
(ns)
th . As discussed in Sect. 4.3, the application
of a shock limiter leads to filtering lengths H
(ns)
th
smaller than or equal to their counterpart Hth.
The average radial profileH
(ns)
th depicted in Figure
2 shows at small radii (r <∼ r200) a behavior very
close to that of the unmasked filtering lengthsHth.
Beyond r200 the H
(ns)
th begins to drop low, because
of accretion shocks present in the cluster outskirts.
We thus expect for relaxed clusters at late epochs
the effects of masking to be negligible for r <∼ r200.
For the perturbed clusters the average radial
profiles are displayed in the right panel of Figure 2.
These profiles have been extracted by applying the
same filter procedures used for relaxed clusters.
The radial dependence of the profiles is the same
as for the RX subsample, but the dispersion is
higher. For the sake of clarity in one case (H∆B ), we
show the area delimiting the one sigma dispersion.
At r >∼ r200, the filtering lengths show evidence
of some degree of decrease as the radius increases.
This indicates that the outskirts of some clusters
of the PT subsample are dynamically unrelaxed,
with perturbed velocity flows.
To demonstrate that the H(r) profiles pre-
sented here are not affected by numerical resolu-
tion, for a single test cluster we show in the left
panel of Figure 2 the relative difference ∆H/r200
between two distinct TH profiles Hth. This is a
highly relaxed cluster whose properties are dis-
cussed in great detail in Sect. 5.2. To assess
the effects of numerical resolution, for this test
cluster we extracted the profile Hth(HR) from a
high resolution run (HR). This was performed by
running a simulation with about twice the num-
ber of particles of the baseline run. We then
contrast in Figure 2 (black circles) the difference
∆H = Hth − Hth(HR) between the baseline and
HR profile. The results indicate a relative differ-
ence ∆H/r200
<∼ 4·10−2 at radii r <∼ r200, thus val-
idating the effectiveness of the adopted numerical
resolution for the baseline runs.
For the same test cluster, we obtain in Sect. 5.2
similar results when discussing the dependency of
the velocity power spectrum on numerical resolu-
tion. We argue in Sect. 5.2 that the weak resolu-
tion dependency of the ISPH scheme, when com-
pared against standard SPH, is a consequence of
its ability to suppress gradient errors. In the stan-
dard SPH formulation these errors are strongly
affected by numerical resolution, so that in the
new scheme resolution dependency is now sub-
dominant (Valdarnini 2016).
Finally, it is important to emphasize that the
applicability of the multifilter method requires
a well defined separation between the coherence
scale of bulk flows and that of small-scale motions.
This in order to allow a proper definition of a local
mean field. This condition might not be fulfilled
in the case of cluster mergers, for which the largest
injection scales of turbulence could approach that
of large scale motions.
To validate their method, Vazza et al. (2012)
analysed turbulent velocity fields extracted from a
set of idealized test cases. In particular, for cluster
mergers the spectral behavior of the ICM velocity
field is found to be dominated by turbulent mo-
tions at spatial scales r <∼ 0.1− 0.3r200. At larger
scales the motion is mostly laminar. This is in ac-
cord with the results presented in the next Section
and supports the use of the multifiltering approach
to detect turbulent motions in the ICM.
5.1.2. Power spectra and velocity structures (adi-
abatic simulations)
Velocity power spectra obtained by applying
the different filtering procedures to the simulated
cluster velocities are shown in Figures 3-5. Their
behavior exhibits differences which can be inter-
preted in terms of the variations among the <
H(r) > profiles discussed in the previous Section.
Additionally, we also show (solid black line) the
power spectra of the unfiltered velocity fields.
The density-weighted spectra of the adiabatic
simulations (Figure 3) are characterized by a peak
at k˜ ∼ 10 − 20 and a power-law behavior E(k) ∝
kα at higher wavenumbers, with a slope α ≃ −2,
steeper than Kolgomorov scaling (E(k) ∝ k−5/3).
These results are in agreement with previous find-
ings (Vazza et al. 2012, V11), and indicate how
ICM motion becomes turbulent at spatial scales
r <∼ 0.1− 0.3r200.
The slope α shows some evidence of being
steeper than in the unweighted case (Figure 4).
This difference is interpreted as being due to the
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Fig. 3.— The ensemble averaged density-weighted velocity power spectra Ev = Es(k) +Ec(k) are shown in
the top panels as functions of the dimensionless wavenumber k˜r ≡ kLsp/2π, where k = |~k|. The spectra are
extracted from the adiabatic cluster simulations at z = 0 using a cube of size Lsp = r200 with N
3
g = 128
3 grid
points and are shown up to the wavenumber k˜ = Ng/2. The left (right) panel refers to averages obtained
from the relaxed (perturbed) subsample RX (PT), see text. In each panel the line style and color-coding is
the same as in Figure 2. The spectra are normalized according to Equation (25). The solid black line shows
the spectrum of the full (unfiltered) velocity field, whilst the dashed black line indicates the Kolgomorov
scaling. The black dotted line Hth(STD) refers to the spectra filtered according to H
1
th, but extracted
from standard SPH runs. The red dotted line is for spectra extracted from velocities filtered using the H∆B
prescription, but mass-weighted (see text). The bottom panels show the ratio of the longitudinal to total
velocity power spectra for the same spectra shown in the bottom panels.
excess power detected at k˜ ∼ 10 by the density
weighting scheme. The peaks in the power spec-
tra are common both to relaxed and unrelaxed
clusters, with a higher amplitude in the PT case
due to a greater occurrence of merger events.
These features of the power spectra of adiabatic
runs are shared also by the unweighted spectra of
Figure 4 and can be considered statistically ro-
bust, given the size of the subsamples, suggesting
the following scenario. At cluster scales k˜ <∼ 1− 2,
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Fig. 4.— As in Figure 3, but spectra are volume weighted. The green areas in the top panels represent the
1σ dispersion range of the averaged power spectra, filtered according to the H1th procedure.
the ICM motion is dominated by accretion flows
from large scales, whereas at small scales turbu-
lent motion is driven by hydrodynamic instabili-
ties generated by substructure motion and merg-
ing events (Takizawa 2005; Subramanian et al.
2006).
The spectral behavior of the filtered spectra ex-
hibits differences which are worth investigating in
order to assess the advantages and shortcomings of
the adopted filtering methods. For a constant fil-
tering scale, application of the filtering procedure
(31) removes from the small-scale velocity field ~˜uk
the spectral components defined by the condition
kH <∼ 1. One thus expects the spectral content of
~˜uk at small wavenumbers to be further reduced as
H → 0.
At large scales the power spectra Efix(k) ex-
tracted from the fixed filtering length set, show
a decrease as k˜ <∼ 3. This is consistent with sim-
ple analytical estimates, for which the condition
kHfix <∼ 1 is equivalent to k˜ <∼ 10/2π.
Similarly, at large scales the spectra Efix are
well above the spectra of all of the other filtering
methods which we use. This is clearly a failure
of the fixed length approach, as can be seen from
Figure 2: at r <∼ 0.2−0.5r200 one has eitherHfix >
Hth or Hfix > HB which leads the corresponding
spectra to approach the unfiltered case. This was
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Fig. 5.— As in Figure 3, but for the cooling runs.
already noticed by Vazza et al. (2012), for whom
the agreement between the fixed filtering length
and multifiltering becomes worse at cluster scales.
This discrepancy is due to the coexistence at large
scales of both laminar infall and chaotic motion,
with the fixed filtering method missing the velocity
correlations.
As one can see from Figure 2, application of
the shock masking procedure to the H1th filtering
leads to profiles H
(ns)
th (r) which are quite close to
the unmasked one : H
(ns)
th (r) ∼ H1th(r) , at least
for r <∼ r200. This is at odds with what seen in Fig-
ure 3, where the amplitude of the corresponding
power spectra Ensth (k) (solid magenta) is system-
atically smaller than that of the unmasked case
Eth(k) (solid green).
This difference in power spectra is due to the
weighting scheme used to evaluate E(k). If the
spectra are density-weighted as in Figure 3, then
application of a shock limiter preferentially re-
moves from filtering averages the high density par-
ticles. This is confirmed by Figure 4, where the
spectra are volume-weighted and the two power
spectra Ensth (k) and Eth(k) sit on top of each other.
Similarly, differences between spectra EB(k)
extracted from HB filtering must be interpreted
as being due to a weighting effect. From Equation
(36) we have seen that evaluation of the filtered
velocity (29) is equivalent to a convolution with a
Gaussian, with similar half-width if the smoothing
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Fig. 6.— The ensemble averaged second-order longitudinal and transverse velocity structure functions are
shown at z = 0 as a function of r/r200. The left (right) panel refers to the relaxed (perturbed) subsample.
In each panel the profiles extracted from adiabatic (cooling) runs are shown in blue (red). The thick solid
lines show the transverse density-weighted velocity structure functions.
kernel radii satisfy the equalities (35).
From Figure 2, one has HB(r) >∼ Hth(r) and for
the corresponding spectra in Figure 3 (solid red)
this would imply EB(k) >∼ Eth(k). This is not ver-
ified, in fact Figure 3 shows spectra derived from
HB filtering that are below those extracted from
the TH filters. We argue that this behavior can be
explained by differences in the adopted weighting
scheme.
In the TH case, we set the filter function to
G(|~xi − ~xj |, Hni ) = mj , so that the velocity ~¯ ivn
in Equation (31) is a mass-weighted average. In
the B-spline filtering procedure G(|~xi−~xj |, Hni ) =
mjWij(H
n
i /ζ), which is the SPH density estimate
of particle j at point ~xi. In this case velocity aver-
ages are density-weighted and the particles j near-
est to particle i are weighted more.
One can regard this smoothing procedure as
equivalent to a TH smoothing but with an effec-
tive radius < HB which, accordingly, leads to final
spectra EB(k) smaller than in the mass-weighted
case. To verify this conclusion, we constructed a
set of filtering lengths HB(mw) by setting G = mj
and computed the corresponding power spectra.
These are shown in Figures 3 to 5 ( red dots) and
consistently follow the spectra Eth(k).
In order to assess the accuracy of the numerical
method which we use, we have applied the TH fil-
tering to an ensemble of clusters simulated using
a standard SPH code. The corresponding power
spectra are shown in Figures 3 to 5 and are indi-
cated as Hth(STD) (black dots). Their spectral
behavior demonstrates that the use of a higher-
order method, such as ISPH, is crucial at small-
scales in order to ensure an accurate modeling of
turbulence.
The density-weighted spectra of Figure 3,
for standard SPH show excess power at high
wavenumbers which is absent in the ISPH runs.
This power arises from zeroth-order errors which
are intrinsic to standard SPH, and in turn im-
pact the modeling of vorticity. Similarly, at
small wavenumbers, the longitudinal-to-total ratio
Ψ(k) ≡ Ec(k)/(Ec(k) + Es(k)) (Figure 3, bottom
left) is higher than in the ISPH runs. This shows
that the problem of properly accounting for the
solenoidal part of the spectrum is not a resolution
issue. In a previous paper (V11), it was argued
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that numerical resolution is critical when describ-
ing the solenoidal part Es(k) of the velocity power
spectrum. The results presented here demonstrate
that another key role is played by the numerical
method adopted.
These discussions on the behavior of power
spectra can be considered of general nature pro-
vided that the wavenumber dependency of an av-
eraged spectrum is common to the corresponding
power spectra of all the subsample clusters. This
in turn implies that at each wavenumber the vari-
ance of an averaged power spectrum must be suffi-
cient small. Here, the term sufficient is intended to
mean that the area enclosing the 1σ power spec-
trum dispersion should retain the same spectral
behavior exhibited by the averaged spectrum.
To confirm the correctness of our conclusions,
for the volume-weighted power spectra Eth(k) we
then show in the top panels of Figure 4 the ar-
eas enclosing the one sigma dispersion around the
means. As can be seen from the Figure, at each
wavenumber the depicted range of power spectrum
values is relatively small. This justifies the general
character of our conclusions on the spectral behav-
ior of the considered power spectra.
The wavenumber dependency of the ratio Ψ(k)
shows that ICM turbulent velocities are mostly
solenoidal at large scales k˜ <∼ 10, whilst at smaller
wavenumbers the compressive component rises to
Ψ(k) ≃ 0.3 − 0.4. We interpret this as a genuine
feature of the measured spectra, and not as being
due to a resolution effect (V11). The bending in
Ψ(k) occurs at approximately the same wavenum-
bers which characterize the maxima of the filtered
power spectra. This is indicative of how turbu-
lent motion at small scales is sourced by substruc-
ture motion and merging events, with small-scale
shocks raising the compressive component of the
velocity power spectrum.
Differences among the Ψ(k) referring to differ-
ent filtering methods, can be interpreted in terms
of the differences between the corresponding power
spectra. In particular, for TH filtering the behav-
ior of Ψ(k) is in agreement with previous results
(see, Figure 8 of Vazza et al. 2017).
To summarize, the identification of the correct
filtering strategy to be applied to the ICM veloc-
ity field depends critically on a number of issues.
Numerically, the starting root H0, as well as the
search step ∆H , should be chosen to be as small
as possible in order to avoid possible biases in the
final root values when in the presence of velocity
fields with complex patterns.
Finally, the results presented here show that
another critical feature is in the way in which the
velocities in Equation (31) are weighted, rather
than in the choice of the filtering function itself.
This ambiguity is somewhat characteristic of tur-
bulence and the choice of velocity weighting con-
tains a degree of arbitrariness, which depends on
the problem under consideration. As we will see
in the next Sections, the top-hat filtering with
mass-weighted velocities (H1th) seems to produce
the most robust and unambiguous results.
In addition to spectral analysis, the second-
order velocity structure function S2(~r) ∝ rγ pro-
vides information in physical space about the
small-scale velocity field self-correlation. For ho-
mogeneous isotropic turbulence one has S2(~r) ∝
rζ2 , with ζ2 = 2/3.
For the two cluster subsamples we show sep-
arately in Figure 6 the parallel and transverse
second-order velocity structure functions. These
are computed by using both volume-weighted and
density-weighted velocities. All of the volume-
weighted functions increase with increasing radii
following a power-law behavior, with a slope signif-
icantly shallower than ζ2 for relaxed clusters and
approaching ζ2 if one considers perturbed clusters.
Similarly, the amplitude ratio of the transverse to
longitudinal structure functions ( S⊥2 ≃ 2S‖2 ) is al-
most constant in radii over two decades and higher
( 1 + ζ2/2 = 4/3) than that expected in the case
of homogeneous isotropic turbulence.
The radial behavior of the structure functions
can be compared with previous works (Miniati
2014, 2015; Vazza et al. 2017). There is a gen-
eral agreement, see for example Figure 7 of
Vazza et al. (2017), but with some differences.
Specifically, for the RX subsample we do not find
any indication of a steepening at large scales in
the longitudinal component. This is not verified
for PT clusters, for which there is a hint for such a
trend at radii approaching r200. We interpret this
as a consequence of the presence of shocks in the
outskirts of unrelaxed clusters, which are absent
form relaxed ones.
However we stress that making a proper com-
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Fig. 7.— Average radial profiles of the turbulent dissipation rates εd = δv
3/l , are shown at z = 0
for adiabatic ( radiative) simulations in the left (right) panel. Solid (dashed) lines are for the relaxed (
perturbed) subsample. The color-coding indicates the adopted filtering as in Figure 2 : H∆B (red), H
1
th
(green), Hfix (blue), H
1
th(ns) (magenta). The rates are in units of σ
3
200/r200.
parison of statistical properties is difficult because
the results presented here refer to sample averages
performed over a large (≃ 50) number of clusters,
while in previous papers results were extracted by
analyzing individual clusters.
Density-weighted structure functions exhibit a
much shallower radial behavior than the volume-
weighted functions. This was already noticed
(V11) and it is a consequence of a selection ef-
fect. By using a density-weighted scheme, most
of the contribution to the evaluation of the struc-
ture functions comes from high-density particles,
which are located in the inner regions of the clus-
ter. Because SPH is a Lagrangian code, these are
the regions where the bulk of the particles are lo-
cated.
5.1.3. Power spectra and velocity structures (ra-
diative simulations)
We now repeat the analysis of the previous
Section by applying the filtering methods to clus-
ter velocities extracted from the ensemble of ra-
diative simulations. As outlined in Section 2.4,
the physical modeling of the gas then includes
radiative cooling and star formation, as well
as energy and metal feedback from supernovae
(Piffaretti & Valdarnini 2008).
We show in Figure 5 the density-weighted
power spectra for the cooling runs. From a com-
parison with the corresponding spectra of Figure
3 for the adiabatic runs, it emerges that the spec-
tral behavior of these spectra is characterized by
a power excess at small scales. This feature was
already noticed in V11, but the size of the samples
allows it to be put now on a more robust footing.
This increase at small scales in the amplitude
of the velocity power spectra is common both to
relaxed and unrelaxed clusters, so that it can be
assumed to be a general feature of realistic simu-
lations of galaxy clusters which incorporate radia-
tive cooling.
The differences in the spectra extracted using
different filtering methods mirror those seen in the
adiabatic case and will not be discussed further
here. Similarly, we do not show here the volume-
weighted spectra. These have a spectral behavior
similar to the density-weighted ones, but with less
exacerbated features. For these spectra, the slope
at k˜ >∼ 10− 20 is close to α <∼ − 2.
It is interesting to note how, for cooling runs,
standard SPH badly fails to properly describe
the velocity power spectra at high wavenumbers
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(k˜ >∼ 40). These are characterized by a much
higher amplitude ( ∼ 5) than their ISPH counter-
parts. This is a clear shortcoming of the standard
method, for which the magnitude of gradient er-
rors translates into a difficulty in modeling turbu-
lent motion at small scales and, in turn, produces
noisier spectra. These discrepancies between the
two methods will be further discussed in Sect. 5.2,
and strengthen the view that the use of ISPH is
crucial in order to ensure a proper modeling of
turbulence in SPH simulations of galaxy clusters.
We interpret (V11) the power excess seen at
small scales in the spectra of Figure 5 as origi-
nating from the development of a dense, compact,
gas core in the central region of the cluster. For
cooling clusters, central gas densities are as high
as ρ/ρc ∼ 104, and are about a factor ∼ 10 higher
than in the corresponding adiabatic runs.
Interaction of compact cores with local gas
motion triggers instabilities (Fujita et al. 2004;
Dennis & Chandran 2005; ZuHone et al. 2010;
Banerjee & Sharma 2014), which in turn generate
turbulence. That the source of the power excess
is due to the presence of a dense core is confirmed
by the radial behavior of the density-weighted ve-
locity structure functions S2(~r) (Figure 6), which
for both relaxed and unrelaxed cooling clusters
display a radial dependence decreasing with ra-
dius. Volume-weighted structure functions exhibit
a very shallow slope γ, consistent with spectral
findings (γ ∼ −(α+ 2), ZuHone et al. 2016)
These results present a scenario in which tur-
bulence in galaxy clusters is a multiscale phe-
nomenon. The velocity power spectrum has a peak
at wavenumbers corresponding to length scales
r200/10 ∼ 100 − 300 kpc, and this is the injec-
tion scale which drives turbulence through merg-
ing and substructure motion. The turbulent mo-
tion at large scales is mostly solenoidal.
At small scales there is the second injection
mechanism, in which gas is stirred through the in-
teraction of the medium with the core. This is the
gas sloshing scenario, in which turbulent heating
of the ICM has been proposed as a viable mech-
anism to offset radiative cooling (Fujita et al.
2004; Dennis & Chandran 2005; ZuHone et al.
2010). Between these two scales one has subsonic
turbulence in a compressible medium, but with a
power spectrum having a slope which is found to
be close to or steeper than that of Burgers turbu-
lence (α = −2).
To study the physics of turbulence in galaxy
clusters, several authors (Yoo & Cho 2014; ZuHone et al.
2016) have constructed mock observations of sec-
ond order structure functions in the presence
of multiple energy injection scales. Yoo & Cho
(2014) argue that the ability to distinguish the in-
jection scales in the projected functions depends
critically on the relative heights of the peaks, as
well as on the spatial separation between the in-
jection scales.
The construction of mock X-ray maps of gas ve-
locities and related 2D structure functions is a non
trivial task, which is beyond the scope of this pa-
per. Here we just note that the volume-weighted
structure functions displayed in Figure 6 can be
considered as being a realistic expectation of what
can be measured from observations. See, for ex-
ample, the similarity with the projected structure
functions for the two-injection scale model shown
in Figure 13b of ZuHone et al. (2016).
5.1.4. Turbulence related profiles
We now investigate the radial behavior of some
ensemble averaged quantities which can be useful
metric indicators for turbulence.
For the same filtering procedures previously
considered, we first evaluate the turbulent dissi-
pation rates < εd(r) >. Sample averages are com-
puted by constructing individual cluster profiles
εd(r) ≃ δv3/l. These are obtained at each test ra-
dius by introducing a spherical shell with 40× 40
grid points ~xg, uniformly spaced in cos θ, φ. We
then compute at each grid point ~xg the small-scale
velocity field δ~v(~xg) and filtering lengths l(~xg), es-
timated from individual particle values according
to SPH prescriptions. Spherical averaged quanti-
ties δv(r) and l(r) are then defined by averaging
over the grid points. The average radial profiles of
other quantities are constructed according to the
same procedure.
The turbulent dissipation rate εd(r) ≃ δv3/l,
and subsequently the turbulent heating rate
Γt(r) ≃ ρg(r)εd(r), can be considered as be-
ing robust indicators of turbulence (Vazza et al.
2017). In the Kolgomorov scaling regime one has
δv ∝ l1/3, so that εd should be scale independent.
We have seen in the previous Section that esti-
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Fig. 8.— Normalized radial profiles of the turbulent heating rates Γt = ρgδv
3/l are shown for the same
filtering procedures and simulations as displayed in Figure 7. In the right panel, the solid black line indicates
the average cooling rate profile Γc = nenIΛ(T ) of the relaxed clusters.
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Fig. 9.— Final energy density radial profiles extracted from the relaxed subsample.The left panel is for
adiabatic runs and the right panel is for cooling runs. In each panel are shown: the profile of the thermal
energy density Eth = 3kBT (r)ρg(r)/2µmp, the kinetic energy density profile Ekin = ρg~v
2/2 and the turbulent
one Eturb = ρgδv
2/2; the turbulent velocity field refers to TH filtering. The profiles have been rescaled in
units of ρcσ
2
200, shaded areas represent the 1σ dispersion range.
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mated power spectra do not follow Kolgomorov
scaling in the inertial range. (∝ k−5/3). Never-
theless, εd(r) is still a very useful quantity, since
its radial behavior provides spatial informations
about the energy budget of turbulence, as well as
about its deviation from the Kolgomorov regime.
For some of the adopted filtering strategies,
we show the corresponding averaged profiles <
εd(r) > in Figure 7. The left panel is for adiabatic
simulations and the right panel is for cooling runs.
Within each panel, solid ( dashed) lines are for the
εd(r)’s referring to relaxed (perturbed) subsam-
ples. To consistently perform averages between
clusters , the cluster values of εd(r) have been
rescaled to dimensionless units: εd → εdr200/σ3200.
A first result to be inferred from Figure 7 is that
the fixed length scale method grossly overesti-
mates the dissipation rates. This is not surprising,
given the spectral results already discussed.
For adiabatic simulations, there is some hint
of Kolgomorov scaling only in the case of unre-
laxed clusters. For these clusters < εd > stays
nearly constant over a radial range of about two
orders of magnitude. This is verified only for the
εd’s extracted from H
1
th filtering, and with the re-
lated shock-limiting procedure H1th(ns). Over the
same range of scales, the condition εd ≃ const is
not sustained by the rates corresponding to the
H∆B procedure. This is a failure of this filter-
ing method, and illustrates how root finding and
weighting schemes can introduce biases in the final
root filtering length values.
For relaxed clusters the condition εd ≃ const
holds to a lesser extent, with εd(H
1
th) dropping
from εd ≃ 8 · 10−3 at r = 10−2r200 down to
εd ≃ 2 ·10−3 at r ≃ r200. This deviation from Kol-
gomorov scaling arises because the corresponding
power spectra are steeper than in the unrelaxed
case. We suggest that this is a natural condition
for turbulence in a steady-state ICM, with the ex-
cess power sourced by merging activity bringing
the spectra to approach the Kolgomorov scaling.
The dissipative rates εd[Hth(ns)], obtained by
applying shock masking to the filtering procedure,
begin to deviate and become higher than in the
unmasked case at r >∼ r200. This result holds for
both relaxed and unrelaxed cases, independently
of weather one is considering adiabatic or radia-
tive simulations. We have verified that it is not
due to a resolution effect, by running a high res-
olution simulation for a individual cluster (Sect.
5.2). The dissipative rates extracted from the
simulated clusters were compared with the cor-
responding ones from the standard run, obtaining
very similar values.
Our results then indicate that at large radii
r >∼ r200, dissipative rates tend to be underesti-
mated if the filtering estimator is applied without
a shock limiter. At these radii, application of a
shock limiter is mostly effective, since the pres-
ence of supersonic inflows due to accretion shocks
is significative, and leads to filtering lengths Hns
smaller than Hth (Sect. 5.1.1). From previous re-
sults concerning velocity structure functions (Sect.
5.1.2), we have seen that δv ∝ lβ, with β > 0 being
some value less than unity. Therefore, this implies
εd[Hth(ns)] > εd[Hth] as lns < lth.
The dissipative rates of the cooling runs are
shown in the right panel of Figure 7. In contrast to
the profiles extracted from adiabatic simulations,
here the profiles exhibit a steady rise when ap-
proaching the cluster center. This raise is partic-
ularly steep in the case of relaxed clusters, and is
consistent with the findings of Sect. 5.1.3. Ac-
cordingly, in the inner regions of cluster cooling
runs, turbulence is sourced by the interaction of
the ICM with high density cores, the latter being
due to radiative cooling and the subsequent star
formation.
To assess in a more quantitative way the im-
pact of radiative cooling on turbulence, we look at
the turbulent heating rate profiles Γt = ρgδv
3/l.
These are constructed in the same way as the dis-
sipation rates, we show in Figure 8 the profiles
Γt(r) corresponding to the rates of Figure 7.
For adiabatic simulations, the profiles Γt(r)
tend to approach constant values at small radii,
when r → 0. This is in contrast with the behavior
of the corresponding profiles Γt(r) extracted from
the cooling runs. The profiles exhibit an approx-
imate power-law dependency Γt(r) ∝ r−γ , with
γ > 0, spanning almost two orders of magnitude
in radius, from r ≃ 0.01r200 up to r ≃ r200. The
profiles are steeper for relaxed clusters than for
unrelaxed ones, with γ ≃ 3 in the former case.
A crucial issue is to determine whether or
not dissipation by turbulent heating can balance
radiative losses in cluster cores. This possibil-
ity has been proposed by a number of authors
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(Fujita et al. 2004; Dennis & Chandran 2005;
ZuHone et al. 2010; Banerjee & Sharma 2014;
Zhuravleva et al. 2014a) as a viable mechanism
to solve the cooling flow problem. For compar-
ative purposes, we have evaluated for the sim-
ulated clusters of the relaxed subsample, the
average radial profile of the gas cooling rate:
Γc = nenIΛ(Z, T ), where Λ(Z, T ) is the gas cool-
ing function (Voit 2005). These are evaluated at
the radial bin from those of the individual particle
temperatures and metallicities: Ti, Zi.
The results indicate that the cooling rate Γc is
systematically higher than the turbulent heating
rate Γt at all radii for which r
<∼ 0.5r200. Basi-
cally, this is a consequence of the smallness of the
turbulent velocity field δv(l) in comparison to the
other quantities which enter into the thermal en-
ergy budget of the cluster cores. This is confirmed
by looking at the energy density radial profiles.
These have been computed for the relaxed sub-
samples of the adiabatic and radiative simulations,
the corresponding averages are shown in Figure 9.
In each panel are plotted the radial profiles of
the the kinetic energy density Ekin = ρg~v
2/2, the
thermal energy densityEth = 3kBT (r)ρg(r)/2µmp,
and the turbulent energy density Eturb = ρgδv
2/2.
For the thermal energy T (r) is the mass-weighted
gas temperature, kB is the Boltzmann constant
and mp is the proton mass; the turbulent velocity
field δv refers to the TH filtering.
From the profiles, one sees that the ratio
Eturb/Eth is always <∼ 1% across all the cluster
radius. For the cooling runs, at r ≃ 0.1r200 one
even has Eturb/Eth ≃ 10−4. This is in contrast
with previous findings, see for example Figure 16
of V11. For the test clusters considered there,
Eturb/Eth ≃ 2 − 5%. This discrepancy is clearly
due to the use of a multifiltering approach; in V11
a fixed filtering length was used for which we have
seen (Sect. 5.1.2) that turbulent velocities can be
significantly overestimated.
Given the importance of the topic, we defer dis-
cussion on this to the next Section. There, for a
single highly-relaxed cluster we will study in detail
the profiles of some turbulence related quantities.
From previous results on power spectra we have
seen that turbulence in the ICM is dominated by
solenoidal motion, which is characterized by the
vorticity ~ω = ~∇ × ~v. A useful quantity used
to quantify solenoidal turbulence is the vorticity
magnitude, or enstrophy:
ǫ =
1
2
ω2 . (40)
In accord with previous studies (Miniati 2014;
Porter et al. 2015; Schmidt et al. 2016; Vazza et al.
2017; Iapichino et al. 2017; Wittor et al. 2017),
we will use this quantity to obtain spatial infor-
mation about the nature of ICM turbulence.
A complementary measure used to characterize
turbulence is the volume filling factor. In mesh
based codes, this is the volume fraction of the
cells which satisfy the conditions ωi > N/tage(z),
where N is the number of eddy turnovers and is
set to N = 10 (Miniati 2014; Iapichino et al.
2017). At the present epoch the condition becomes
ωi > NH0. In the SPH framework we then define
the volume fraction fω as
fω =
∑
i fiVi∑
i Vi
(41)
where fi = 1 if ωi > NH0 and zero otherwise,
Vi = mi/ρi and ωi is given by Equation 15. As
for the dissipation rates, we obtain radial profiles
fω(r) by doing spherical averages of (41) for the
same set of radial bins.
We show fω(r) for the relaxed subsample of the
cooling clusters in the left panel of Figure 10. We
do not show the corresponding profile for unre-
laxed clusters since its quite similar, but with a
larger dispersion. The right panel of the Figure
for the RX subsample shows the radial enstrophy
profiles ǫ(r) extracted from adiabatic and radia-
tive simulated clusters. Averages were performed
by rescaling cluster enstrophies to dimensionless
units : ǫ→ ǫ˜ = ǫ(r200/σ200)2.
We can see from Figure 10 that the volume
filling factor of ICM turbulence is very high in
the cluster inner regions, with fω(r) >∼ 95% for
r <∼ 0.5r200. Beyond this radius fω(r) begins to
steadily decrease, with fω(r) ≃ 80% r ≃ r200 and
smaller values at larger radii.
These findings are in qualitative agreement
with previous results (Miniati 2014; Iapichino et al.
2017), see for example Figure 8 of Iapichino et al.
(2017). However, we stress that making a quanti-
tative comparison is difficult because we are pre-
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Fig. 10.— Average final radial profile of the vorticity volume filling factor fω is shown in the right panel for
the relaxed subsample of the cooling simulations. The shaded area represents the limit of the 1σ dispersion.
The right panel shows the averaged final radial profiles of the enstrophy ǫ = ω2/2 for the relaxed subsamples
of the adiabiatic (blue) and cooling (red) simulations. For clarity, the shaded area representing the 1σ
dispersion is shown only for the cooling runs.
senting here averages extracted from cluster sam-
ples, whereas previous papers showed results from
a single individual cluster.
As seen in the right panel of Figure 10, at small
radii there are significant differences between the
enstrophy profile ǫ(r) of cooling cluster simula-
tions and the corresponding adiabatic one. This
shows a flat profile for r <∼ 0.1r200, while for the
cooling runs, ǫ(r) exhibits a well defined power-
law behavior over more than two decades in ra-
dius. This is clearly correlated with the presence
of a much denser core in cooling clusters and is
consistent with the findings of Sect. 5.1.3.
For relaxed cooling clusters, the power-law de-
pendency of ǫ(r) is suggestive of some sort of self-
similarity at work. From Kolgomorov scaling one
has ω(l) ∝ l−2/3, but we have seen from the anal-
ysis of Sect. 5.1.3 that velocity power spectra are
steeper than 5/3. We thus expect ω(l) to have a
steeper dependency on the eddy size l. Nonethe-
less, it is still reasonable to assume a dependency
of the kind ω(l) ∝ l−β with β > 0. This then
implies a regulating mechanism for l which sets
the eddy size at radius r; we argue that buoyancy
forces due to the strength of gravity can be this
mechanism. We will discuss this point in more
detail in Sect. 5.2.
To investigate the different processes leading to
the generation and diffusion of solenoidal turbu-
lence, it is also useful to look at the enstrophy time
evolution equation, this can be written as follows
(Porter et al. 2015)
dǫ
dt
= Fadv+Fstretch+Fcomp+Fbaroc+Fdiss , (42)
with the source and sink terms on the rhs of the
equation given by
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Fig. 11.— Averaged radial profiles of the different source and sink terms present in the enstrophy evolution
equation are shown for the relaxed ( perturbed) subsample of the adiabatic runs in the left (right) panels.
The top panels refer to averages evaluated at z = 0.12 and bottom panels to z = 0.


Fadv = −~∇ · (~uǫ) = −(ǫ · ~∇~u+ ~u · ~∇ǫ) ,
Fstretch = ~ω · (~ω · ~∇)~u = 2ǫ(~ˆω · ~∇)~u · ~ˆω ,
Fcomp = −ǫ~∇ · ~u = −~∇ · (~uǫ) + ~u · ~∇ǫ ,
Fbaroc =
~ω
ρ2
· (~∇ρ× ~∇P ) ,
Fdiss = ν~ω · (∇2~ω + ~∇× ~G) ,
(43)
where ~G = 1ρ
~∇ρ · ~S, with ~S being the trace-
less strain tensor (Porter et al. 2015); a hat de-
notes a unit vector and ν is the numerical kine-
matic viscosity. For the latter we adopt the SPH
estimate νi ≃ αicihi/10 (Price 2012a). The only
source term able to generate vorticity is the baro-
clinic term, aside from dissipative effects, the other
terms describing the processes of advection, com-
pression and stretching. SPH estimates of the dif-
ferent terms (43) are computed at a given test
point ~xg from individual particle values. Radial
profiles are then obtained according to the same
procedure as previously described.
Previous studies (Porter et al. 2015; Vazza et al.
2017; Wittor et al. 2017) have investigated, for
individual clusters, the time evolution of the vol-
ume averages of the source and sink terms present
in Equation (42). Here we present ensemble av-
erage radial profiles at two different time slices.
Figure 11 shows, for adiabatic simulations, the
mean profiles of the terms (43), obtained by av-
eraging individual cluster profiles, at the times
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Fig. 12.— As in Figure 11, but for the cooling runs.
z = 0.12 (upper panels) and z = 0 (bottom pan-
els). The left panels refer to profiles extracted
from the RX subsample, the right panels are for
the PT subsample.
Profiles extracted from the PT subsample show
the impact of the baroclinic, stretching and com-
pression terms as enstrophy generators, with the
baroclinic term being the primary source. All of
these terms make a non-negligible contribution to
enstrophy production, see for example Figure 11 of
Wittor et al. (2017). Relaxed clusters are instead
characterized, as expected, by smaller amplitudes
than the PT profiles.
The most important aspects of the impact of
the driving terms (43) on enstrophy evolution
have already been investigated in some detail
(Vazza et al. 2017; Wittor et al. 2017). We fo-
cus here on the differences between the profiles
extracted from adiabatic simulations and the cor-
responding profiles computed from radiative runs;
these are depicted in Figure 12.
Source term profiles of the cooling runs are
characterized by higher amplitudes, however the
most pronounced differences are seen at small radii
r <∼ 0.1r200. Whilst at z = 0 adiabatic profiles of
the different terms (43) exhibit the tendency to
approach zero or small values (with the exception
of Fdiss, but see later); in the same radial range,
cooling run profiles tend to increase/decrease to
large values.
This is clearly a consequence for the cooling
runs of the development of large gas densities in
gas cores, which in turn imply a steep rise of the
compressive term Fcomp towards the cluster cen-
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ter, with the other terms now acting as sink terms.
To assess the robustness of the results against nu-
merical resolution, for a single individual cluster
we ran a high resolution simulation (Sect. 5.2)
with an higher number of particles. We found the
final enstrophy profile to be almost identical to
that of the standard resolution run (Figure 13),
and so conclude that the profiles depicted in Fig-
ures 11 and 12 are not adversely affected by reso-
lution effects.
We have verified that the average profile ǫ(r) of
relaxed clusters is nearly stationary since z <∼ 0.5.
This suggests that, at least for relaxed clusters,
at late times a condition of equilibrium is reached
with the different terms (43) balancing each other
and giving dǫ/dt ≃ 0.
The very large (negative) values of the dissi-
pative term Fdiss require some explanation. This
term accounts for numerical viscosity effects and in
Eulerian codes it is difficult to estimate its impact
(Wittor et al. 2017), since there is no explicit ex-
pression for the viscosity ν. Here, for particle i
we estimate Fdiss(i) by setting the viscosity pa-
rameter to νi ≃ αicihi/10 (Price 2012a). This
choice is commonly used to estimate the amount
of numerical viscosity in SPH simulations (see, for
example, Price 2012b).
However, it is worth noting that the contribu-
tion of particle j to the AV tensor (18) of par-
ticle i is applied only when the two particles are
approaching. This means that by setting νi ≃
αicihi/10 one puts an upper limit to the effective
AV viscosity of particle i. We thus conclude that
using this estimator in an equilibrium configura-
tion, such as that present in cluster inner regions,
leads to a dissipative term Fdiss which is likely
to be overestimated. The stationarity of the pro-
file ǫ(r) appears then to be driven by the physical
terms present in Equation (42).
5.2. An individual study of a very relaxed
cluster
To better investigate the impact of turbulence
on the properties of cool-core clusters, we have
decided to look carefully at the behavior of some
turbulence related quantities for a single individ-
ual cluster extracted from the relaxed subsample
of the cooling runs, the cluster selection criterion
being that of having at z = 0 the lowest subsample
value of Π¯3(r500). This is Π¯3(r500) ≃ −9.4 and the
cluster has sample index cl = 133. By definition
this is also the most relaxed cluster of the whole
sample.
The smallness of the moment P3 indicates that
this cluster, for all practical purposes, can be con-
sidered perfectly spherical. We thus expect to
gain some insights about the impact of turbulence
in cluster cores, the cluster being in a well de-
fined highly relaxed state. Note that it would
not have been possible to identify such a clus-
ter without a very large sample size (≃ 200 clus-
ters). For ∆ = 200, the cluster mass (24) is
M200 ≃ 1.04 · 1014M⊙h−1, so that r200 ≃ 1.1Mpc
and σ200 ≃ 770kmsec−1.
We first show in Figure 13 the profiles of the
final enstrophy (left panel) and the velocity struc-
ture function (right panel) of the chosen cluster.
To check the validity of the simulation results, in
the left panel of Figure 13 we show the enstrophy
profiles extracted from several additional runs. In
particular, we tested the numerical convergence of
the ǫcr(r) profile by running a simulation with a
higher number of particles (HR), about as twice
as many as in the baseline run, with the other
simulation parameters being rescaled accordingly.
We indicate the corresponding enstrophy profile as
ǫHR(r). We also show the profile ǫad(r) extracted
from the adiabatic simulation, and the ǫSTD(r)
profile of the standard SPH run.
There are several conclusions to be drawn from
the radial behavior of the profiles depicted in the
left panel of Figure 13. The first is that ǫHR(r) ≃
ǫcr(r) throughout all of the radial range probed
by the plots. This confirms that the numerical
resolution which we use is adequate to properly
describe the properties of turbulence in the ICM
of galaxy clusters.
Secondly, the profile of ǫSTD(r) begins to de-
viate from ǫcr(r) at radii r <∼ 0.1r200 and at r ≃
0.01r200 it is smaller than ǫ
cr(r) by almost one
order of magnitude. This is consistent with previ-
ous findings (Sect. 5.1.2) and happens because the
impact of gradient errors is much larger in stan-
dard SPH than in ISPH. This in turn implies, for
the standard code, a noisier description of vortic-
ity and smaller amplitudes of ω(r) at small scales.
This clearly demonstrates for SPH simulations of
galaxy clusters, the importance of using ISPH in
the modeling of turbulence.
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Fig. 13.— The final enstrophy profiles of the highly relaxed cluster with sample index cl = 133 are shown
in the left panel for several simulations: adiabatic (AD, blue), cooling (CR, red), with cooling but the
simulation run using standard SPH (CR STD, green), with cooling but with a simulation performed using
an higher resolution ( NHRp ≃ 2Np, CR HR magenta). For the same cluster, the right panel shows the
radial behavior of the second-order longitudinal and transverse velocity structure functions. Results from
the adiabatic (cooling) run are shown in blue (red). The thick lines show the density-weighted velocity
structure functions. For clarity, in the unweighted case, only the transverse velocity structure functions are
shown.
The adiabatic profile ǫad(r) is depicted for com-
parative purposes, from a comparison with the
profiles in the right panel of Figure 10, we see
that the central value of ǫad(r) is close to the en-
semble average value (≃ 102). This is in contrast
with the cooling run profile ǫcr(r), which has a
central value higher by a factor ≃ 10 than the cor-
responding ensemble average. This suggests that
the large value of the central density (ρg/ρc ≃ 105)
is closely linked to the highly relaxed state of the
cluster. It is also consistent with the proposed
scenario, in which vorticity in the cluster inner re-
gions is driven by the interaction of the ICM with
the dense compact cores.
Similarly, for the cooling runs, the profiles
of the second-order velocity structure functions
(right panel of Figure 13) exhibit the same differ-
ences with respect the ensemble average profiles
of Figure 6.
For the same test runs, we show in Fig-
ure 14 the density-weighted solenoidal velocity
power spectra, together with the ratios Ψ(k) ≡
Ec(k)/(Ec(k) + Es(k)). The spectral behavior of
the spectra displayed in the left panel of Figure
14 is consistent with the findings about enstrophy
profiles. The solenoidal spectra Es(k) andE
HR
s (k)
are nearly identical across all of the wavenum-
ber range, whilst ESTDs (k) is characterized by a
power excess at high wavenumbers (k˜ >∼ 40). This
is similar to what was already seen in the spectral
behavior of the ensemble average spectra (Sect.
5.1.3).
The longitudinal-to-total ratio Ψ(k) exhibits
several features which are in contrast with the
behavior of the corresponding ensemble averaged
profile. The bottom-left panel of Figure 5 shows
the ensemble averaged quantity Ψ(k) ≃ 0.3 at all
the wavenumbers k˜ >∼ 10.
On the contrary, from the right panel of Fig-
ure 14 we see that the longitudinal component is
sub dominant ( Ψ(k) ≃ 0.1) in the range between
k˜ ≃ 10 and the highest wavenumber. This is also
valid for the ratio Ψ(k) of the high-resolution run.
We interpret this discrepancy at high wavenum-
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Fig. 14.— The left panel shows the wavenumber dependency of the shearing components of the density-
weighted velocity power spectra for the same cluster simulations shown in the left panel of Figure 13. In the
right panel are shown the corresponding ratios of the longitudinal to total velocity power spectra.
bers along the same line as the difference between
the central value of the cluster cooling run enstro-
phy profile ǫcr(r) and the corresponding sample
average value. For highly relaxed clusters, the
large values of central densities act as drivers for
the generation of vorticity, so that the solenoidal
component of the power spectrum is dominant.
In order to assess the effects of numerical res-
olution on the results presented in this paper, for
the test cluster considered here we show in Fig-
ures 13 and 14 profiles extracted form a high res-
olution (HR) run. The simulation was performed
by running again the ISPH cluster simulation, but
with a number of particles increased by a factor
∼ two. The profiles of the HR run are indicated
in the Figures with CR HR, whereas the profiles
corresponding to the standard resolution run are
labeled as CR. From Figure 14 it can be seen that
at all the wavenumbers the power spectrum ex-
tracted from the HR run almost coincides with
the corresponding standard resolution one.
It is also worth noticing that this result is in
stark contrast with previous findings ( see, e.g.,
Figure 9 of V11). In that paper it was argued that
to properly describe velocity power spectra over
a decade in wavenumbers, at least N >∼ 2563 gas
particles are necessary in standard SPH simulation
of galaxy clusters.
As already noticed in Valdarnini (2016), this
discrepancy follows because the ISPH scheme is
highly effective in removing gradient errors, which
are dominant at small scales. This in turn implies
that ISPH simulations of subsonic turbulence ex-
hibit at high wavenumbers velocity power spectra
with a much weaker dependency on numerical res-
olution.
Finally the turbulent dissipation rates, ex-
tracted from the suite of simulations analyzed
here, are shown in the left panel of Figure 15. We
consider profiles obtained by applying to cluster
velocities the Hth and H
∆
B filtering.
For TH filtering, the εd(r) profile extracted
from the high resolution run is very similar to
the baseline profile. This again confirms the view
that the results presented here can be considered
numerically robust. Instead, the shortcomings of
standard SPH previously discussed now translate
into a failure to estimate the dissipation rates at
small scales.
At small radii (r <∼ 0.2r200), the rates obtained
by applying H∆B filtering severely underestimate
the dissipation rates in cluster cores. This is a de-
ficiency of the filtering strategy already discussed
in Sect. 5.1.1, and indicates the Hth filtering pro-
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Fig. 15.— For the same set of cluster simulations depicted in Figure 13, turbulent dissipation rates ǫd are
shown in the left panel. Different line styles indicate different filtering methods: solid ( dashed) lines refer
to H1th (H
∆
B ). The radial behavior of different local turbulent velocity fields δv (Equation 32) are shown in
the right panel as obtained by applying different multifiltering procedures to the same cluster simulations as
in Figure 13, the color coding of the curves is referenced by the corresponding labels. The black dot refers
to the Hitomi velocity measurement in the Perseus core, rescaled in dimensionless units.
cedure as the optimal choice among the tested fil-
tering methods.
The turbulent velocity profiles δv(r) are shown
in units of σ200 in the right panel of Figure 15.
The profile δv(th)(r) extracted from TH filtering
exhibits a steep raise as one approaches small ra-
dial distances, with a central value as high as
δv(th)/σ200 ≃ 0.5. This behavior is shared by
the small-scale velocity field δv(f) corresponding
to the fixed length filtering, but with a higher am-
plitude. This is not surprising given the biases
inherent in this approach.
Both profiles δv(r) obtained either by apply-
ing H∆B filtering or from the standard SPH run,
are almost flat as a function of radius. This is in
line with previous findings and the profiles of these
runs will not be discussed further.
It is interesting to note that the profile δv(r) of
the adiabatic run, extracted by using TH filtering,
is also characterized by a very flat behavior. This
demonstrates that a realistic description of turbu-
lence in cluster cores cannot be obtained without
incorporating at least radiative cooling, and sub-
sequently star formation and feedback processes,
in the physical modeling of the gas. In summary,
among the profiles depicted in the right panel of
Figure 15, δv(th)(r) should represent most faith-
fully the radial behavior of turbulent velocities in
a relaxed cluster.
To assess whether the turbulent velocity pro-
file δv(th)(r) is realistic, we can compare it with
observations. To this end we use the first direct
detection of gas motion in galaxy clusters (H16).
The observations measured, in the core of the
Perseus cluster, a line-of-sight velocity dispersion
of 164± 10 kms−1 in the region 30− 60 kpc , and
a gradient of 150 ± 70 kms−1 across the 60 kpc
central region.
The Perseus cluster is a nearby (z ≃ 0.0179),
relaxed massive object. Simionescu et al. (2011)
report a cluster mass at ∆ = 200 of M200 ≃
7 · 1014M⊙, with r200 ≃ 1.8Mpc. This implies
σ200 ≃ 1300kmsec−1. By rescaling the measured
velocities one thus obtains δv/σ200 ≃ 0.126 at the
midpoint radius r/r200 ≃ 0.025.
This value is smaller than the simulation value
of δv(th) at the same radius: δv(th)/σ200 ≃ 0.2, but
is not grossly inconsistent with it, given the uncer-
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tainties involved in the comparison. In particular,
our sample cluster is very relaxed but less massive
(M200 ≃ 1.04 · 1014M⊙h−1) than Perseus. Our
findings suggest that the presence of turbulence
in cluster cores is closely linked to the impact of
cooling and to the development of large core den-
sities. Therefore, at a given radius one expects
to measure a relative increase in the strength of
turbulence as the cluster mass decreases.
Another quantity to be compared with simula-
tion results is the ratio of kinetic to thermal en-
ergy density in the core. From measured veloci-
ties (H16) this ratio is found to lie in the range
≃ 5− 10%. This value is not in contrast with that
obtained from the energy density profiles depicted
in the right panel of Figure 9. At r/r200 ≃ 0.05 the
ratio is estimated to be Ekin/Eth ≃ 10%, broadly
consistent with observations.
However, a critical issue to be kept in mind is
that the simulations presented here are purely hy-
drodynamical, and do not include several physical
processes which can impact on the modeling of
turbulence in cluster cores. In particular, we do
not incorporate AGN feedback. This is a severe
limitation in the case of Perseus, because the clus-
ter is observed to host a powerful AGN activity
(Fabian et al. 2011) which is expected to drive
turbulence in the cluster core (Zhuravleva et al.
2016).
Recently, a number of authors (Hiller & Socker
2017; Lau et al. 2017; Bourne & Sijacki 2017;
ZuHone et al. 2018) have investigated the con-
sistency of the low level of gas motion ob-
served in the Perseus core with the presence of
an on-going AGN activity. Simulation results
have reached conflicting conclusions, in particu-
lar ZuHone et al. (2018) argue that gas sloshing
alone is sufficient to reach the observed level of
gas velocities. We will return on this topic in the
Conclusions.
We now investigate the radial behavior of some
characteristic timescales which regulate gas mo-
tion in the cluster center. In a medium at equilib-
rium having dlnS/dlnr > 0, a fluid element dis-
placed at the radius r from its equilibrium position
will be driven back by a restoring force and will
oscillate at the the buoyancy or Brunt-Va¨isa¨la¨ fre-
quency (Cox 1980)
ωBV = ΩK
√
1
γ
dlnS
dlnr
, (44)
where ΩK =
√
GM/r3 is the Keplerian fre-
quency.
The ICM of a relaxed cluster exhibits density
variations by more than three orders of magnitude
across the whole cluster, and in a strongly strati-
fied stable medium the impact of buoyancy forces
on turbulence is significant. This hydrodynami-
cal regime is well known in geophysical fluid me-
chanics (Riley & Lelong 2000) and is commonly
referred to as stratified turbulence.
To quantify the impact of gravity on turbulence
it is convenient to introduce the Froude number
(Riley & Lelong 2000)
Fr ≃ δv
ωBV l
, (45)
which measures the relative importance of
buoyancy forces in comparison to stirring motion.
If Fr >∼ 1 inertial forces are dominant, while when
Fr <∼ 1 the effect of stratification is significant.
In this regime the gas motion is preferentially
tangential, being suppressed along the radial di-
rection by buoyancy restoring forces. This follows
because the stirring frequency is lower than the
Brunt-Va¨isa¨la¨ frequency : δv/l <∼ ωBV and gas
motion excites gravity waves which are trapped
inside the radius given by the condition Fr ≃
1 (Ruszkowski & Oh 2010; Zhuravleva et al.
2014b). The nature of these gravity waves, or
g-modes, is found to be preferentially tangential
(Cox 1980; Lufkin et al. 1995; Riley & Lelong
2000), and the regime Fr <∼ 1 is then characterized
by anisotropic turbulence.
We have evaluated the radial profile of the
gas sloshing period PBV (r) = 2π/ωBV up to the
maximum radius rmax(S) ≃ 0.08r200 for which
dlnS/dlnr > 0. Note that, for the clusters of
the relaxed subsample, the test cluster cl = 133
is the one with the maximum value of rmax(S).
To construct the radial profile we have estimated
αS = dlnS/dlnr by setting αS = 1.1.
Additionally, we also evaluate the stirring mo-
tion timescale Pstir = 2π/ωstir ≃ 2πl/δv, the cool-
ing time scale tcr ≃ (3/2)nkBT/QR, and the the
free -fall time tff ≃ 1/√ρ. All of these profiles are
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Fig. 16.— Left: For the cooling run of the highly relaxed cluster cl = 133, several timescales are shown
as a function of radius. The sloshing oscillation period PBV = 2π/ωBV , where ωBV is the Brunt-Va¨isa¨la¨
frequency, (solid red line); the stirring period Pstir = 2π/ωstir, where ωstir = δv/l , (solid black line); the
cooling time tcr ≃ (3/2)nkBT/QR (solid green line); the free -fall time tff ≃ 1/√ρ (dashed blue line). Right:
the radial behavior of the Froude number Fr ≃ δv/(ωBV l).
shown in the left panel of Figure 16; the Froude
number Fr(r) = PBV (r)/Pstir (r) is depicted in
the right panel.
A clear result which emerges from the plots is
that in the probed radial range
tff < PBV <∼ tcr < Pstir , (46)
and there is a very weak stirring motion with a
strongly stratified turbulence having Fr <∼ 0 .1 up
to r ≃ 0.1r200.
This result is particularly important since it in-
dicates that, in the inner regions of relaxed clus-
ters, turbulence is dominated by buoyancy forces
and regulated by the Brunt-Va¨isa¨la¨ frequency. Re-
cently Shi et al. (2018), from an adiabatic simula-
tion of a single cluster, obtained similar values for
the Froude number in the cluster inner high den-
sity region. Turbulent velocities were extracted
by applying a wavelet analysis, so that their re-
sult provides an independent confirmation of our
values for the Froude number.
The profiles of Figure 16 can be compared
with recent measurements of the Fornax cluster
(Su et al. 2017b). Fornax is a very close by
z ≃ 0.00475 low mass cool core cluster, with ap-
proximately r200 ≃ 750 kpc (Su et al. 2017a).
Chandra observations reveal that the cluster mor-
phology is typical of a sloshing cluster, with dis-
continuities in the X-ray surface brightness and
multiple sloshing cold fronts (Su et al. 2017a).
From a combined Chandra and XMM-Newton
analysis Su et al. (2017b) derive ICM density and
temperature profiles. Under the assumption of
hydrostatic equilibrium, these profiles were used
to calculate the Brunt-Va¨isa¨la¨ frequency and the
sloshing period PBV at the radius r. In addition,
they derived also the free-fall and cooling time
scales. The radial behavior of these profiles in the
cluster core are shown in their Figure 8, along the
x-axis the radial distance R = 10 kpc corresponds
to r/r200 ≃ 0.01.
A comparison with the corresponding profiles
depicted here in the left panel of Figure 16 shows
a remarkable agreement. The ratio PBV /tff is of
the order of PBV /tff ≃ 5 up to r/r200 ≃ 0.04.
From their Figure 8 for the dimensionless pe-
riod at R = 10 kpc we obtain PBV /t200 ≃ 2 ·
102/1.3 · 103 ≃ 0.15, where we have estimated for
the Fornax cluster t200 = r200/σ200 ≃ 1.3·103Myr.
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This is close to the value of PBV /t200 ≃ 0.1 found
here at r/r200 ≃ 0.01
The ratio tcr/PBV is found here to decrease
from the range tcr/PBV ≃ 5−10 above r/r200 >∼ 0.02
down to unity at r/r200 = 0.01. This is in
contrast with the measured ratio, for which
tcr/PBV ≃ 5 − 10. This divergent behavior at
small distances is not unexpected, given the ab-
sence in the simulations of AGN heating.
From the X-ray analysis of the Fornax clus-
ter, Su et al. (2017b) argue that gas sloshing con-
tributes to the heating of the core. Their con-
clusions are based on the smallness of the mea-
sured sloshing timescale with respect tcr. The
agreement between the timescale radial profiles ex-
tracted from our simulations, and the correspond-
ing profiles shown in their Figure 8 supports this
view. However, it is worth noting that over the
probed radial range, the profiles of Figure 16 never
violate the condition tstir > tcr. This implies a
condition of negligible turbulent mixing and , in
agreement with the findings of Sect. 5.1.3, that
the contribution of sloshing motions to core heat-
ing is sub-dominant.
In the sloshing scenario, core heating proceeds
via entropy mixing driven by the presence of KHI.
The latter is identified in X-ray maps by the pres-
ence of KH eddies at the cold front interfaces
(Markevitch & Vikhlinin 2007). Since the growth
of KHI is suppressed in the presence of a viscosity
or an aligned magnetic field (ZuHone et al. 2011;
Roediger et al. 2013), observational support for
the presence of KH eddies (Su et al. 2017b,a) can
then be used to put constraints on the ICM phys-
ical properties. The derived upper limits on the
ICM Spitzer viscosity (Su et al. 2017b) favor an
almost inviscid, weakly magnetized, ICM. This
adds credibility to the use of the hydrodynami-
cal simulations presented here in the modeling of
ICM turbulence.
6. Summary and Conclusions
In this paper we have presented results con-
cerning the properties of turbulent motions in the
ICM. These have been identified by the applica-
tion to cluster velocities of different multifiltering
strategies, so as to separate bulk flows from small-
scale motions. We have then applied these filtering
procedures to gas velocities extracted from large
sets of simulated clusters. The velocity power
spectra and radial profiles of turbulence related
quantities have then been contrasted to identify
the optimal filtering strategy and to provide phys-
ical insights into the role of turbulence in the ICM.
The application of different filtering methods to
the same gas velocity sets, demonstrate that the
root filtering lengths depends critically on a num-
ber of issues.
Numerically, it has been found that the values
of the final root lengths Hni are quite sensitive to
the chosen initial values H0i as well as to the step
lengths ∆H . This follows because the algorithm
terminates the root search when Equation 33 is
satisfied, thus the root values can be biased to
high values if the interval bracketing the root is
too large. This occurs in the presence of velocity
fields with complex patterns, having short range
correlations.
Similarly, the final root values Hni are also de-
termined by the choice of the filtering function
G(|~x|, H). We have adopted different smooth-
ing functions to construct different sets of filtered
velocities. The results of Sect. 5.1.1 and 5.1.2
demonstrate that differences in the corresponding
velocity power spectra can be consistently inter-
preted in terms of the adopted smoothing proce-
dures.
In particular, in comparison to TH filtering,
B-spline smoothing tends to give more weight to
close by particles. This in turn implies higher val-
ues for the root filtering lengths and lower ampli-
tudes for the velocity power spectra. From the
results presented in Sect.s 5.1.2 to 5.2, we argue
that TH filtering represents, with the search pa-
rameters used here, the optimal choice to extract
turbulent velocities in a variety of cluster dynam-
ical states. In addition, note also that the fixed
filtering length approach clearly fails in the pres-
ence of complex velocity flows.
Results extracted from subsamples of the adi-
abatic cluster simulation ensemble, delineate the
following scenario for the generation and evolu-
tion of turbulence in the ICM. Power spectra of
the small-scale filtered velocities exhibit a maxi-
mum at k˜ ∼ 10 − 20 and a power-law behavior
E(k) ∝ kα at higher wavenumbers. The wavenum-
bers k˜ ∼ 10−20 correspond to the injection scales
r200/10 ∼ 100 − 300 kpc, with turbulence being
driven by merging and substructure motion.
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The slope α lies in the range α ≃ [−3,−2], with
density weighted spectra being shallower than vol-
ume weighted ones. The turbulent motion at large
scales is mostly solenoidal, with the fraction of lon-
gitudinal spectrum rising to ≃ 0.3 at small scales.
Perturbed clusters are characterized by a power
excess at small scales due to a higher merging rate.
In fact, the slopes of their velocity power spectra
are closer to Kolgomorov (α ≃ −5/3), and the es-
timated dissipation rate εd ≃ δv3/l is nearly con-
stant over the whole cluster radial range tested by
the simulations (∼ 0.01r200 to ∼ 2r200).
In this scenario the generation of vorticity pro-
ceeds initially through the baroclinic term, and
is sustained by the compression and stretching
terms present in the dissipative enstrophy Equa-
tion 43. These results are essentially in agree-
ment with previous studies (Vazza et al. 2012,
2017; Iapichino et al. 2017; Wittor et al. 2017),
the only substantial difference being the robust-
ness of our findings given the size of the samples
which we use.
For the cooling runs, the results of Sect. 5.1.3
to 5.2 demonstrate that ICM turbulence proper-
ties undergo a drastic change with respect those
found in adiabatic simulations. This is due to the
development of dense compact gas cores, as a con-
sequence of radiative losses. These cores interact
with the local gas motions triggering instability,
and in turn leading to the development of tur-
bulence (Fujita et al. 2004; ZuHone et al. 2010;
Banerjee & Sharma 2014).
When contrasted with adiabatic spectra, veloc-
ity power spectra of radiative runs are character-
ized by a much flatter wavenumber dependency.
We interpret this as being due a consequence of the
injection of turbulence at two different scales. The
first injection is at scales r200/10 ∼ 100− 300 kpc,
which drives turbulence through the usual mecha-
nism. The second occurs at small scales and is due
to the stirring of gas motions through interaction
of the ambient medium with the core. This spec-
tral behavior was already noticed in a previous
paper (V11), but it is now statistically significant.
The impact of these physical effects is important
in several aspects.
The estimated dissipation rates εd increase as
r decreases, with a very steep radial dependency
in comparison to the adiabatic rates. In fact, the
central values of εd are higher by almost an or-
der of magnitude. Nonetheless, the corresponding
turbulent heating rates Γt(r) = ρgεd are found to
be unable to balance the cooling rates Γc(r) in
the cluster inner parts (r <∼ 0.5r200 ). This calls
into question the viability of the turbulent heat-
ing model (Zhuravleva et al. 2014a) for solving
the cooling flow problem. This has already been
noticed (Banerjee & Sharma 2014), and is a con-
sequence of the smallness of turbulent velocities in
cluster cores.
Another striking feature that emerges from the
analyses of the cooling runs is the behavior of the
average radial enstrophy profile ǫ(r) = ω2/2. For
relaxed clusters the profile is stationary since z ≃
0.5. and exhibits a power law dependency ǫ(r) ∝
r−β , with β ≃ 3/2, over more than two decades
in radius. Analysis of the enstrophy dissipation
equation shows that the only source of enstrophy is
the compression term, which is dominant as r→ 0
because of the large gas densities now present in
cluster cores.
The power-law behavior of ǫ(r) implies a depen-
dency of the vorticity amplitude on cluster radius
r, which suggests that the eddy size l also depends
on radius: l = l(r). To better clarify this issue we
have investigated in detail the turbulence proper-
ties of a single, highly relaxed, cluster. In fact, the
cluster has been chosen as being the most relaxed
of the ≃ 200 sample clusters.
The cluster has sample index cl = 133 and from
the profiles displayed in Figure 15 we see that the
turbulent dissipation rate and velocity profile have
a very steep decline with radius. We have com-
pared the turbulent velocity profile with the only
available direct detection of gas motion in a galaxy
cluster (H16). By rescaling the velocities mea-
sured in the core of the Perseus cluster we obtain
at the estimated radius a dimensionless velocity
which is ∼ 50% smaller than the simulation value.
We do not consider this discrepancy as prob-
lematic, given the mass difference between Perseus
and the simulated cluster as well as the non-
linearities induced by cooling effects. However,
the comparison confirms the low level of turbulent
motions which we obtain in cluster cores. Note
that, as previously outlined, it is the smoothing
given by TH filtering which produces the velocity
profile in best agreement with observational data.
We have also constructed the sloshing timescale
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profile and contrasted it with recent measure-
ments presented for the Fornax cluster (Su et al.
2017b). In the probed radial range, from 0.01
up to 0.05r200, we find that the sloshing oscil-
lation period PBV (r) and other timescale pro-
files are in very good agreement with the mea-
sured timescales. Additionally, we used the pro-
file PBV (r) to evaluate the Froude number, which
is found to be Fr ≃ δv/(ωBV l) ≃ 0.1 up to
r ≃ 0.1r200.
We use this result, and the agreement with the
Fornax cluster profiles, to draw several conclusions
about the properties of turbulence in the cores
of relaxed clusters. The smallness of the Froude
number indicates that turbulent motion in clus-
ter cores is dominated by gravitational buoyancy
forces, with stirring motion strongly suppressed
along the radial direction. In this regime of strati-
fied turbulence, 2D stirring motions are very weak,
and the energy injected is unable to sustain the
cooling rate. We consider these findings as the
main result of our paper.
The simulations presented here have a number
of limitations which we discuss now. We have
contrasted power spectra and turbulence related
profiles against the corresponding ones extracted
from clusters simulated using standard SPH. The
results demonstrate the superiority of ISPH in the
numerical modeling of subsonic turbulence. This
is because it is crucial to keep gradient errors very
small in order to ensure a correct description of
vorticity (Valdarnini 2016).
In particular, a previous paper (V11) argued for
a strong dependence of solenoidal velocity spectra
on numerical resolution and particle number. For
the test cluster cl = 133 we found numerical con-
vergence (Figure 14) between the solenoidal ve-
locity power spectra extracted from the baseline
sample, and a high resolution run with about twice
the number of particles. This demonstrates that
the numerical resolution used here is adequate to
describe velocity power spectra over more than a
decade in wavenumber.
Whilst the numerical scheme which we use
can be considered adequate to simulate ICM hy-
drodynamics, our physical modeling of the ICM
is incomplete. Our baryonic physics incorpo-
rates radiative cooling, star formation and super-
nova feedback, but assumes an inviscid, unmagne-
tized, ICM. We consider these assumptions real-
istic, since X-ray observations of KHI (Su et al.
2017a,b) favor a low viscosity plasma with low val-
ues of ordered magnetic fields.
However, we do not include ICM heating due
to AGN feedback. This model is widely supported
both observationally and theoretically (see, for ex-
ample, Zweibel et al. 2018, and references cited
therein). In this scenario the ICM is thermalized
by means of the interaction with buoyantly rising
bubbles created from AGN jet activities. A vari-
ety of mechanisms have been proposed to transfer
the feedback energy to the ICM (Zweibel et al.
2018), but it is still unclear which are the domi-
nant processes driving the heat transport. In par-
ticular, Yang & Reynolds (2016b) argued, on the
basis of purely hydrodynamical simulations, that
turbulent heating from AGN feedback is negligi-
ble.
We conclude that our simulation results, which
are consistent with available data, seem to rule out
the turbulent heating model as the sole solution for
the cooling flow problem. Similar conclusions have
been recently reached by Mohapatra & Sharma
(2018). From a set of homogenous isotropic tur-
bulence simulations, which incorporate radiative
cooling, the authors conclude that consistency
with Hitomi results rules out turbulent heating
models as the dominant source of heating in cool
core clusters.
It then appears that the solution to this prob-
lem is highly non trivial, and will require galaxy
cluster simulations of increasing physical complex-
ity. In a Lagrangian framework, the adoption of
ISPH is undoubtedly a step in the right direction.
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A. The shock detection algorithm
Following Beck et al. (2016b), shocks in SPH simulations are found as follows. When a shock front
develops the local velocity exceeds the sound velocity, and the shock front separates the pre-shock (upstream)
from the post-shock (downstream) regimes. The implementation of an SPH shock-finder requires first the
identification of the shock direction and then the evaluation for particle i of the hydrodynamic variables in
the two regimes.
We identify for particle i the direction of the shock normal ~n as given by the pressure gradient: ~ni =
−~∇Pi/Pi, where
~∇Pi = 1
ρi
∑
j
mj(Pj − Pi)~∇Wij (A1)
is the SPH estimator for the pressure gradient (Price 2012a). The normal ~ni points in the downstream
direction and the distances of the two regimes from particle i are then ~xd,ui = ~xi ± ζhi~ni, where one is
assuming that the shock extends throughout the kernel domain. Setting ~xi − ~xj ≡ ~xij downstream particles
are identified by the condition ~ni · ~xij > 0, whereas particles in the upstream regime satisfy ~ni · ~xij < 0.
Hydrodynamic variables in the two states are evaluated by summing the contribution of the neighboring
particles to the up- and downstream regimes. This is done by adopting a twofold weighting scheme. The
first (F ) weights the particle j according to its projected distance from the up- and downstream positions:
UFij = ζ − |~ni · ~xij |/hi . (A2)
The second (S) weights the contribution of particle j inversely with its distance from the shock normal:
USij =
√
~x2ij − (~ni · ~xij)2/hi . (A3)
An estimator of the hydrodynamic variables Z = {ρ, P, cs, ~v} is then given by
Zsi =
∑
j∈s wijZj∑
j∈s wij
, (A4)
where s = {u, d} is just a shorthand notation to indicate the two possible states and
wij = m
2
jW (U
F
ij )W (U
S
ij) (A5)
is the total weight.
In order to compute the shock Mach number we must now apply the flux conservation laws between the
up- and downstream hydrodynamic variables. However, unlike in Beck et al. (2016b), we allow here for the
presence of bulk motions, such as those present in the cluster ICM.
We define the shock velocity in the lab frame to be ~V labsh = Vsh~nsh, and in the shock rest frame the shock
mass flux conservation is
ρu(~Vu · ~nsh) ≡ ρuVu = ρd(~Vd · ~nsh) ≡ ρdVd , (A6)
where upstream and downstream velocities are measured in the shock rest frame. This equation in the
lab frame is (Schwartz 2000)
ρu(~V
lab
u − V labsh ~nsh) · ~nsh = ρd(~V labd − V labsh ~nsh) · ~nsh , (A7)
and the shock velocity in the lab frame is then the given by
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V labsh =
~nsh ·∆(ρ~V lab)
∆ρ
=
(ρdV
lab
d − ρuV labu )
ρd − ρu . (A8)
We now define the particle Mach number Mi as
Mi = {V labsh /cus}i, (A9)
where we have used for particle i the quantities previously derived from Equation (A4).
Finally, as in Beck et al. (2016b) , we apply a set of filterings criteria to avoid false detections and to
reduce particle noise. We first require P di > (1 + ǫ)P
u
i and ρ
d
i > (1 + ǫ)ρ
u
i , where ǫ = 0.05. Moreover, the
velocity divergence
∆vi = ~nsh · (~Vd − ~Vu) = Vd − Vu , (A10)
must satisfy ∆vi < 0 , since the shock compression ratio r = ρd/ρu is greater than unity and from
Equation (A6) one has Vd < Vu. Additionally, for the viscosity limiter fi = |~∇ · ~v|i/(|~∇ · ~v|i + |~∇× ~v|i) we
set a threshold value for fi > 0.6 to avoid false detections in shear flows. For all the gas particles we initialize
Mi to zero, so that only those particles which satisfy the filtering criteria have a non-zero Mach number.
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