At present, human body moving target detection and recognition algorithms based on deep learning have made breakthrough progress. However, in some applications with high real-time requirements, the existing deep learning real-time detection and recognition network is difficult to achieve high detection accuracy. Therefore, how to achieve accurate positioning and recognition of human moving targets while ensuring real-time detection is still an urgent problem in this field. Based on the single shot multi-box detector (SSD) real-time detection network, this paper proposes a real-time detection positioning and recognition network based on multi-scale feature fusion (IMFF-SSD), which improves the positioning accuracy and identification accuracy. First, this article analyzes the multi-scale features extracted from the SSD network. It combines the position-sensitive information provided by low-level detail features with the context information provided by high-level semantic features through feature fusion, which effectively improves positioning accuracy of the target prediction layer in the SSD network. Secondly, a feature embedded prediction structure is designed to strengthen the semantics of target features without changing the spatial resolution of the SSD prediction layer, and embed low-scale detailed features in high-semantic features for collaborative prediction of targets. This improves the accuracy of the SSD network's recognition of human moving targets at all scales. The experimental results show that by combining the above two improvements, the real-time monitoring and recognition network based on multi-scale feature fusion proposed in this paper has achieved a greater degree of improvement in positioning accuracy and motion recognition accuracy than the original SSD, which is better than some current the human body moving object detection and recognition algorithm has great advantages.
I. INTRODUCTION
Today, surveillance cameras are used in all corners of our lives. The role of cameras is not just surveillance. It also helps us to obtain interesting areas and goals, and helps humans to better complete the expected work. In the field of machine vision, it has a very important role in target detection, recognition, positioning, tracking, and navigation [1] , [2] . In the object detection of human motion, a large number of scholars have studied it, and many methods have been proposed to quickly and accurately find people in video images. However, due to the increased requirements and various needs, the goal of detecting people alone is not enough. In many scenarios, it is necessary to perform motion recognition on The associate editor coordinating the review of this manuscript and approving it for publication was Ying Li. the detected people. Therefore, the real-time and accurate detection of the human body in the video image, and its positioning and motion analysis, have an important role in real life [3] .
Video detection and recognition often encounter various problems under complex natural conditions [4] . Many human movement targets have their own gaps, and different categories have certain similarities. The video acquisition process is different due to the weather, environment, lighting, and shooting angle. There are also gaps in semantic understanding, as well as computational complexity and adaptability, which have brought great challenges to detection and recognition. At present, there are many models for monitoring and identification. The methods can be divided into: appearancebased models [5] , motion-based models [6] , space-timebased models [7] , and deep learning-based methods [8] . VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Among them, deep learning is one of the focuses of current research. Convolutional neural network (CNN) is one of the deep learning models. It is a class of supervised machine learning algorithms that learn the hierarchical structure of features by constructing high-level features from low-level features. Cao et al. [9] proposed R-CNN (region-based convolutional neural networks). For the first time, deep learning was used for target detection. It is a target detection method combining convolutional neural networks and region prediction. The disadvantage of this method is that the size of the input image is consistent. To solve this problem, He et al. [10] proposed SPP-Net, which adds a spatial pyramid pooling layer to the convolution, which can transform features with different dimensions into features with the same dimensions and input fully connected layers. On the basis of R-CNN, Ren et al. [11] proposed faster R-CNN. Although the performance has been improved, they are all based on regional suggestion boxes, and the speed is still limited. In response to this problem, researchers have proposed a detection method without region suggestion boxes, originally YOLO proposed by Nguyen et al. [12] . This method has achieved the effect of real-time detection, but the detection effect is poor. Later, Chu et al. [13] proposed a single shot multi-box detector (SSD) model. This method improves the accuracy of the detection and also takes into account the speed of the detection. It is a relatively ideal algorithm. Both YOLO and SSD are end-to-end learning detection methods, which fundamentally solve the problem of detection speed [14] . At present, human body motion recognition mainly includes methods based on biomechanics [15] , bioelectricity [16] , and computer vision [17] . The methods based on biomechanics and bioelectricity mainly analyze motion by analyzing biomechanical information and bioelectrical information. Biomechanical information mainly includes joint angle, sole pressure, and so on [18] . These two methods require expensive information acquisition equipment and complicated deployment. The method based on computer vision is to use the camera to obtain the movement information of the human body, and then perform motion recognition and evaluation, such as Xie et al. [19] and Liu et al. [20] calculate the gait energy based on the contour information of the target in the video figure, and then realize motion recognition. The method based on computer vision is simple in equipment and convenient to deploy. It is the main method of motion recognition and evaluation at this stage. It is mainly divided into top-down and bottom-up detection methods [21] . The top-down detection method is to directly use the existing detector to estimate a single person's pose for each person in the image [22] . The detection time is directly proportional to the number of detections. As the target human body in the image increases, the detection time of each image also increases, and the bottom-up method [23] , [24] can separate the target human body in the complex image. This method does not directly use the related information of other body parts and the global information of other people in the picture. However, the efficiency is not significantly improved, and the final local correlation requires a lot of time to calculate. Pishchulin et al. [25] proposed a bottom-up approach to associate some detection candidates with a single human body. However, the final detection time is relatively long. On the basis of Ref. [25] , Insafutdinov et al. combined the detection method of image pairing scores with the ResNet network, which greatly improved the calculation efficiency [26] . However, it takes several minutes to detect each image, and real-time detection is still impossible. Ramanathan et al. [27] can obtain the motion energy map and the motion history map by superimposing the motion silhouette map of the human body. These two feature maps are matched with the template to achieve motion recognition. Hu et al. [28] used SIFT features to describe motion trajectories, and then used HMM models for motion recognition. These methods are relatively simple to calculate, but the recognition rate is relatively low. Shi and Luo [29] introduced the concept of ''entropy'' and proposed a human motion model based on motion energy, using dynamic time warping [30] algorithm to realize action recognition.
This article focuses on two basic problems in real-time human moving target detection networks, target positioning and recognition, and proposes a multi-scale feature fusion idea, which effectively improves the positioning accuracy and recognition accuracy rate of real-time human moving target detection networks (IMFF-SSD). First, this article analyzes the multi-scale features extracted from the SSD network. It combines the position-sensitive information provided by low-level detailed features with the context information provided by high-level semantic features through feature fusion, effectively improving the target prediction layer in the SSD network positioning accuracy. Secondly, a feature embedded prediction structure is designed to strengthen the semantics of target features without changing the spatial resolution of the SSD prediction layer, and embed low-scale detailed features in high-semantic features for collaborative prediction of targets. This improves the accuracy of the SSD network in identifying targets at various scales. The experimental results show that the network proposed in this paper has a greater degree of positioning accuracy and recognition accuracy than the original SSD.
Specifically, the technical contributions of our paper can be concluded as follows:
(1) This paper analyzes the multi-scale features extracted from SSD network, and combines the location sensitive information provided by low-level detailed features with the context information provided by high-level semantic features through feature fusion, effectively improving the positioning accuracy of the target prediction layer in SSD network.
(2) A feature embedded prediction structure is designed to enhance the semantics of target features without changing the spatial resolution of the SSD prediction layer, and embed low-scale detailed features in the high-semantic features for collaborative prediction of targets, thus improving the recognition accuracy of SSD network for targets of various scales.
The rest of our paper was organized as follows. Related work was introduced in Section II. Section III described the IMFF-SSD algorithm proposed in this paper. Experimental results and analysis were discussed in detail in Section IV. Finally, Section V concluded the whole paper.
II. RELATED WORKS
This section mainly introduces components commonly used to improve target detection and recognition performance, such as border regression, region generation, and non-maximum suppression, as well as several common evaluation indicators commonly used in target detection and recognition.
A. OBJECT DETECTION AND RECOGNITION COMPONENTS
The target detection and recognition algorithm based on convolutional neural network can automatically detect and recognize the target object in the image through self-learning. By adding some components to the detection algorithm, the detection performance of the entire network can be improved. For example, box regression, region generation, non-maximum suppression (NMS), and so on [31] .
1) REGION GENERATION
Region generation refers to generating a series of rectangular borders on the input image, and each border contains potential objects that need to be identified, as shown in Figure 1 . Two rectangular boxes surround the target. The red and yellow boxes in Figure 1 indicate the area where each target is located, and each frame contains potential objects that need to be identified. In traditional object detection algorithms, the area generation algorithms are mainly divided into two categories [32] : one is a method based on super pixel merger; the other is a method based on edge information. Most of the methods based on super pixel merging combine some closely related super pixels to generate a general object area by a certain method. The area generation algorithm based on edge information makes full use of the intuitive characteristics of general objects to determine the possible areas of the object. However, these two types of methods are generally based on artificially designed features or classifiers. It is not easy to optimize through a large number of training samples, and it is also difficult to perform joint optimization with convolutional neural networks [33] .
2) BORDER RETURN
For each area of interest in the image, not only can it be classified, but also the size of each area can be fine-tuned. As shown in Figure 2 , when the range of the detection frame (solid line) is too large, the detection frame can be reduced to a suitable size (dashed line) according to the image content, and vice versa. This fine-tuning of the border size is called border regression. The red and yellow boxes in Figure 2 indicate the area where each target is located, and each frame contains potential objects that need to be identified. Regression is often used in border regression to adjust the position of the detection frame. In order to make the regression target independent of the initial position of the detection frame, the offset of the regression frame is usually the offset from the solid line frame to the dotted frame in the Figure 2 .
3) NON-MAXIMUM SUPPRESSION
When an object in an image is detected by an object detection algorithm, there may be multiple high-score detection frames around each target object. In order to remove redundant detection frames, each target object retains only one detection frame, and a non-maximum suppression algorithm needs to be used for subsequent processing. As shown in Figure 3 , before the NMS, there were two detection boxes around the dog. One had a score of 0.956 in the decision box and the other was 0.886.After NMS, the low-score boxes with intersection over union (IoU) greater than the fixed threshold will be suppressed, leaving only the high-score boxes. Generally, the fixed threshold is set to 0.5.The calculation method of IoU is shown in equation (1). Among them, area (b 1 ∩ b 2 ) represents the area of the intersection between the two detection frames b 1 and b 2 ;
represents the area of the merged portion between the two detection frames b 1 and b 2 .
YOLO, SSD, etc. used the idea of regression, and made great breakthroughs in detection speed. Although YOLO simplifies the entire object detection process and greatly improves the detection speed, reaching 45 frames per second, YOLO still has a lot of room for improvement. For example, no region generation is performed, and the regression can only be performed on 7 × 7 sub-regions to locate the target very accurately. SSD is based on a forward-propagating CNN network, which generates many fixed-size outer frames, and the possibility that each frame contains objects, and then performs a non-maximum suppression method to obtain the final predicted value [34] . After the VGG-16 network, the SSD adds convolutional feature maps with decreasing resolution layer by layer. These feature maps have different receptive fields, so the SSD can perform multi-scale object detection, that is, use high-resolution feature maps to detect images for small targets in the image, use low-resolution feature maps to detect large targets in the image. Therefore, based on the SSD real-time detection network, this paper proposes a real-time detection positioning and recognition network based on multi-scale feature fusion, which improves the positioning accuracy and recognition accuracy of targets at various scales.
B. PUBLIC EVALUATION INDEX
There are many evaluation indicators used to evaluate the performance of the target detection algorithm, such as precision, recall, average precision (AP), mean average precision (mAP), and detection speed.
1) ACCURACY AND RECALL
Suppose that in the target detection task, the test sample of i type is detected to obtain M i detection frames, and i ∈ {1, 2, , C}. The symbol C is the total number of object categories to be detected. The M detection frames are sorted according to the confidence level from large to small, and the top N (top-N) detection frames are taken to calculate the correct rate and recall rate, and N ∈ {1, 2, , , M }. When the IoU between the first N detection frames and the corresponding real frame is greater than a certain threshold, it is true positives, the number is recorded as tp N i , the rest are false positives, and the number is recorded as fp N i . The accuracy rate is actually the ratio of true positives in the top-N detection frames, as shown in equation (2).
Assume that there are K i real frames in the type i test sample. The recall rate indicates that the ratio of true positives to the total number of real frames in the top-N detection frames is shown in equation (3).
The accuracy rate indicator reflects the accuracy of the object detection algorithm to detect the object. The higher the accuracy rate, the lower the possibility of the detection algorithm's false detection. The recall rate indicator reflects the ability of the detection algorithm to detect objects. Generally, the higher the recall rate, the fewer objects the detection algorithm misses. Under a fixed IoU, the number of top-N detection frames is different, and the numbers of tp N i and fp N i are different, so P i and R i are different. Therefore, P i and R i can be regarded as a function of how many top-N detection frames are selected. Generally, the more the number of top-N detection frames is selected, the higher the recall rate will be, and the accuracy rate will generally decrease. Taking the recall rate as the abscissa and the correct rate as the ordinate, a precision-recall (P-R) curve can be obtained.
2) AVERAGE ACCURACY AND AVERAGE DETECTION ACCURACY
In addition to the performance of the detection algorithm represented by the P-R curve, the average correct rate AP is usually used to quantitatively measure the algorithm performance. In the target detection task, the AP evaluates the detection performance of a certain type of object by the detection algorithm, and the average detection accuracy mAP evaluates the detection performance of all types of object by the detection algorithm, that is, the average value of all types of APs.
3) DETECTION SPEED
The detection speed refers to the number of images that complete the target detection per unit time. The detection speed of the detection system is one of the important indicators to determine whether it meets the real-time application. Generally, the detection speed of the target is measured by the number of frames per second (FPS).
III. MULTI-SCALE FEATURE FUSION REAL-TIME MONITORING AND POSITIONING AND MOTION RECOGNITION NETWORK A. SSD DETECTION NETWORK
The SSD network uses the VGG-16 network as its basic network. It changes its fully connected layers (fc6 and fc7) into convolution layers (conv_fc6 and conv_fc7), and then adds convolution layers of different sizes to perform multi-scale targets prediction. Its network structure is shown in Figure 4 . It can be seen from Figure 4 that several newly added convolution layers behind the VGG-16 network correspond to the characteristic response of the target at different scales. In addition to the conv4_3 feature layer of the VGG-16 network itself, conv4_3, conv_fc7, conv6_2 are used in total., conv7_2, conv8_2 and conv9_2 are six-layer feature layers to predict multi-scale targets. SSD networks are different from two-stage target detection networks, such as faster R-CNN, R-FCN, and so on. SSD network eliminates the generation of regional candidate frames, and uses full convolution to directly perform regression prediction on the position and category information of targets of different scales and shapes. At the same time, the predictions of targets at different scales are dispersed in different feature layers for implementation, thereby greatly improving the overall detection speed and accuracy of the network. SSD target detection network combines the idea of sample space segmentation by anchor in faster R-CNN. Target prediction layers at different scales will generate default box shapes with different scales. These default candidate frames are centered on each pixel of the corresponding feature layer and are evenly distributed on the entire feature layer to predict targets of different scales and positions. The form of direct regression prediction of full convolution eliminates the process of generating regional candidate frames, which greatly improves the detection speed of the SSD network. And its structure is simple, the target prediction mechanism is single, and the detection accuracy is high. It can be used as the basic network of many networks. While maintaining its real-time detection performance, it can obtain higher detection accuracy. The next section will use the SSD network as the basic network. Through the multi-scale feature fusion structure and the Inception prediction structure, it can greatly improve the detection accuracy of the network while maintaining its high detection speed.
B. MULTI-SCALE FEATURE FUSION STRUCTURE
The SSD network implements hierarchical prediction of multi-scale human motion targets through feature layering. The lower-level feature layers are responsible for learning and predicting the features of smaller-scale targets, and the higher-level feature layers are responsible for learning and predicting large-scale target features. This article only uses each target prediction layer in the SSD network as the research object, and uses the small-scale detailed features learned by adjacent low-level feature layers as positionsensitive features, adjacent high-level semantic features as context information, and the corresponding target prediction layer features. Effectively combining them to effectively improve the accuracy of the SSD network's positioning of multi-scale targets. Considering the influence of the feature scale of each layer, only the three-level feature fusion is considered. Figure 5 shows the structure of an SSD network based on multi-level feature fusion. In order to effectively combine the extracted positionsensitive features and contextual feature information with target semantic features, this paper adopts a multi-scale human motion target feature-by-pixel corresponding addition method. In Figure 6 , it is shown that two different features are fused in a pixel-by-pixel correspondence manner. To achieve the integration of two different features x and y in this way, it is necessary to ensure that the two feature dimensions and sizes remain the same before fusion. During the fusion process, the corresponding position elements of different features are directly added, as shown in equation (4).
The feature dimension and size after fusion are consistent with the feature dimension and size before fusion.
In the SSD feature fusion network, the detailed features of the lower layer and the context information of the upper layer are added to the target prediction layer, and the semantic features of the target prediction layer still dominate the fusion features. Through the feature fusion method of corresponding element addition, the integrity of the fusion feature information is ensured, so that the target semantic feature can effectively select and combine the detailed feature and context information. The target feature itself provides a multiscale feature fusion, this kind of constraint makes the fused features more effectively represent human moving targets.
Based on the above analysis, the fusion of multi-scale features by the pixel-by-pixel correspondence can effectively maintain the transfer of multi-scale information, and effectively combine the position-sensitive information provided by the detailed features with the context information provided by the high-level semantic features.
C. IMPROVED INCEPTIPN PREDICTION STRUCTURE
In traditional classification and recognition networks, such as VGG-16, ResNet-101, etc., the depth of the network is continuously increased to extract more abstract target features, thereby enhancing the recognition accuracy of the network. GoogleNet, on the other hand, has taken a different approach by using an Inception structure to increase the width of the network and extract target features through cascading. The Inception structure used in GoogleNet is shown in Figure 7 .
Using the Inception structure to extract target feature information can greatly enrich the information density of each layer, thereby effectively making predictions on the target. In this paper, the concept of Inception structure combined with multi-scale target feature learning is used to solve the problem of insufficient semantics of each target prediction layer of the SSD network, thereby improving the accuracy of target detection and positioning and motion recognition. However, such a high information density structure will greatly increase the computational cost. Therefore, this article makes certain improvements to the Inception structure in GoogleNet, making it more suitable for enhancing the feature semantics of each target prediction layer of an SSD network with a multi-scale feature fusion structure in order to achieve highly accurate recognition. The Inception prediction structure designed in this paper is shown in Figure 8 . First, because the SSD network with a multi-scale feature fusion structure has realized hierarchical prediction of target objects of different scales, only the 1 × 1 and 3 × 3 two-way convolutions are retained in the Inception prediction structure for multi-scale feature extraction of targets. Secondly, in order to solve the computational cost problem of the Inception structure in the GoogleNet network due to the increase of the information density, this article uses the 1 × 1 convolution operation to control the feature dimensions in the designed Inception structure, thereby achieving more effective target features extract. Therefore, the Inception prediction structure used in the SSD network for multi-scale feature fusion structure in this paper mainly includes two important branches: the 3 × 3 convolution branch first uses the 1 × 1 convolution operation to reduce the dimension of the target feature. Then use 3 × 3 convolution to obtain the semantic enhancement of target features. Another 1 × 1 convolution branch realizes the extraction of lower-scale feature information of target features and combines it with features that are semantically enhanced through 3 × 3 convolution branches, so that the network can obtain higher semantic feature expressions at the same time, it can also obtain multi-scale feature expression of human moving targets.
D. MULTI-SCALE FEATURE FUSION REAL-TIME MONITORING AND POSITIONING AND MOTION RECOGNITION NETWORK
By adding the improved Inception structure to the target prediction layer of the SSD network with multi-scale feature fusion structure, it is used to improve the feature semantics of each target prediction layer of the network, thereby improving the accuracy of human body moving target detection and positioning.
Due to the multi-scale feature fusion structure of the SSD network, the conv4_3 feature convolution layer is mainly responsible for the learning of small-scale target features. Therefore, this article only adds this structure to the conv4_3 target prediction layer, and then extracts the target feature information. The specific structure of the SSD network with the Inception prediction structure is shown in Figure 9 . After adding the Inception prediction module to the multi-scale feature fusion structure SSD network conv4_3 prediction layer, it is still connected to the 3 × 3 convolution layer for regression prediction of position and category information. The scale and the shape remains the same. This network, which is added to the Inception prediction structure after conv4_3 single layer for detection and positioning and motion recognition, is called IMFF-SSD.
The Inception structure combines the feature information of the human motion target extracted from these two channels, and uses this multi-scale information to predict the target collaboratively. The Inception structure improves the problem of insufficient semantics of target features in the target prediction layer. By selectively combining two features and cooperating with each other, multi-scale feature information can be obtained to represent human moving targets, thereby further enhancing the network the ability to detect and locate human motion targets and recognize motion.
During the training process, this article still uses the multitask loss function of the original SSD to train the IMFF-SSD model. Equation (5) is the loss function corresponding to the IMFF-SSD network:
In the expression, x is a binary vector whose constituent elements are x p ij = {0, 1}, which is used to indicate whether the default candidate box labeled i matches the target real box labeled j during training. Then the value of x p ij is 1, indicating that the default candidate box is a positive sample, otherwise the value is 0, which is a negative sample. The superscript p indicates the category of the target that matches the default candidate box. Variable N cls represents the total number of all positive and negative samples involved in the classification loss calculation, and N reg represents the total number of positive samples. These two parameters are used to normalize the two items in the loss function. Variable α used as a balance factor to balance the contributions of two terms in the loss function. During training, the classification loss function L cls (x, c) uses the softmax loss function, and its specific expressions are shown in equation (6) and equation (7) . 
Among them,ĉ p i indicates that the network scores the probability of the default candidate frame on the target category VOLUME 8, 2020 Pos, Pos indicates the label set of all the default candidate frames that match the target real frame in a training batch, and Neg indicates that the label set of the default candidate frame that does not match the target true frame. The position regression loss function L loc (x, l, g) also uses the smooth L1 loss function proposed in fast R-CNN, and its specific expressions are shown in equation (8) to equation (12) .
Among them, the variableĝ m j represents the relative position offset between the default candidate frame and the target true frame in (x, y, w, h) four coordinate dimensions. The variable l m i represents the predicted value of the four-dimensional coordinate information of the default candidate frame by the network. The variable (d cx i , d cy i ) represents the coordinate information of the center position of the default candidate frame. The variables d w i and d h i correspond to the width and height of the i default box, respectively. The variable x p ij is only 1 when the default candidate box matches the target true box, indicating that the loss function is only involved in the calculation of the loss function when the default candidate box is a positive sample.
IV. EXPERIMENTS AND RESULTS

A. DATA SET AND IMAGE PREPROCESSING
This article uses the trained SSD model as a pre-trained model. All additional network layer parameters are initialized with ''xavier'', and the parameters are updated using the stochastic gradient descent algorithm. The initial learning rate is 10-3, and the weights are attenuated the term is 0.0005 and the momentum term is 0.9.
Camera was used for the experimental collection in this paper, and the image resolution was 1920 × 1080. The collected samples contained 10 people as the human motion targets to be detected. Finally, 952 valid samples were selected from all the samples taken, including samples from various angles. And by labeling all the samples manually, you need to label 10 targets in each sample, so there are a total of 9,520 target bounding boxes. The sample is divided into a training set and a test set, with a ratio of approximately 5: 1. And according to the data augmentation method of SSD network training data, the training data set is augmented with data. The data amplification methods mainly include the following categories:
Color space transformation: according to several standards for picture color change proposed in literature [35] , the input training picture is transformed into color space.
Random cropping: use the original image as the training image to directly input the network for training; randomly sample a small block of the image so that it overlaps with the ground truth of the original target object is 0.1, 0.3, 0.5, 0.7, and 0.9. After cropping, the size of each cropped small image block is [0.1, 1] times the original image, and the aspect ratio is kept between 0.5 and 2. If the center of the target frame in the small image block falls within it, this paper keep the part of the small image block that overlaps with the original real target.
Random horizontal flip: the above-mentioned color space transformed and randomly cropped picture is flipped horizontally with a probability of 0.5, and the processed picture is scaled and deformed to a fixed size of 300 × 300.
B. MULTI-SCALE FEATURE FUSION STRUCTURE IMPROVES THE PERFORMANCE OF IMFF-SSD NETWORK
The analysis of the multi-scale feature extraction of the SSD network shows that the low-level layers of the network mainly extract the detailed features of human moving targets, the feature resolution is high, and there is a certain translational variability. The higher-level features have higher levels of abstraction, larger feature scales, and stronger semantics. They are suitable for robust feature extraction of human moving targets, and have certain translation invariance. In order to effectively improve the positioning accuracy of the network, IMFF-SSD combines low-level detail features with high-level semantic features and the target prediction layer, thereby improving the positioning accuracy of human motion targets. In order to further explore the sensitivity of the feature fusion network to the small offset of the target position, the detection target ''runner'' in the data set was shifted by 8 pixels relative position to compare the IMFF-SSD network's sensitivity to the target position offset sexual improvement.
As shown in Figure 10 , the detection results of the SSD network and IMFF-SSD network before and after the target position is translated are shown.
In the two sets of comparison results of Figure 10 (a) and Figure 10 (b), the target in the lower image is shifted to the right by 8 pixels from the target in the upper image. The red box represents the target position detected by the corresponding network. The green box represents the position of the target true box. From the comparison of the two sets of detection results, it can be seen that the IMFF-SSD network effectively captures the small translation change of the target position, while the SSD network does not respond to the translation of the target position. Therefore, the IMFF-SSD network has a higher sensitivity to the position shift of the human moving target, which improves the positioning accuracy of the human moving target and can improve the performance of the IMFF-SSD network.
C. INCEPTION PREDICTION STRUCTURE IMPROVES THE PERFORMANCE OF IMFF-SSD NETWORK
In order to improve the feature semantics of each target prediction layer of the SSD network, so as to achieve more accurate recognition of human motion detection targets, the IMFF-SSD network uses the Inception prediction structure at each target prediction layer to predict multi-scale targets. In the case of changing the feature resolution level of the SSD network target prediction layer, the semantic improvement of multi-scale human motion target features is achieved, thereby effectively improving the overall recognition accuracy of the network. Figure 11 shows the comparison of the detection results of the same human moving target between the SSD network and the IMFF-SSD network. It can be seen from the comparison results that the detection accuracy of the IMFF-SSD network for the same detection of human moving targets is improved compared to the SSD network, and the detection accuracy of the IMFF-SSD network for human moving targets has reached 0.956. This shows that the IMFF-SSD network can extract higher semantic features of human moving targets. Therefore, the Inception prediction structure can improve the performance of IMFF-SSD networks.
D. IMFF-SDD NETWORK IMPROVES MOTION RECOGNITION PERFORMANCE
In order to realize the IMFF-SSD network to predict multiscale human motion targets by using the Inception prediction structure at each target prediction layer, the semantics of multi-scale target features are realized without changing the feature resolution of the target prediction layer of the SSD network, thereby improving the performance of motion recognition. This article uses SSD network and IMFF-SSD network respectively, and evaluates the correctness rate, recall rate, average accuracy rate, and average detection accuracy for the data set. The experimental results are shown in Table 1 .
From the comparison results, it can be seen that the four evaluation indexes of human motion recognition of the IMFF-SSD network are all improved compared to the SSD network. This shows that the IMFF-SSD network can extract higher semantic features of human moving targets, and realize highly accurate human motion recognition.
E. COMPARISON OF NETWORK DETECTION AND POSITIONING AND MOTION RECOGNITION PERFORMANCE
This paper conducts model training and testing of the IMFF-SSD network model, and compares the detection and positioning of the model on the test data set with the results of motion recognition with the current excellent algorithms in the correct rate, recall rate, average correct rate, and average detection accuracy. It shows the advantages of the IM-SSD network designed in this paper in detecting positioning and motion recognition performance. The results are shown in Table 2 .
By comparing the results with other human moving target detection algorithms, it can be seen that the highest detection accuracy of IMFF-SSD single class reached 0.978, which is significantly better than some other excellent human moving target detection and recognition networks. In terms of overall detection performance, the IMFF-SSD network proposed in this paper has achieved relatively high detection results at this stage. From the comparison results in Table 2 , it can be seen that IMFF-SSD network has more obvious improvement in detection and recognition of sitting, standing, and walking targets than SSD network. Figure 12 shows the comparison of the P-R curve of the IMFF-SSD network and the comparison network. The larger the area under the curve in the P-R curve, the better the detection performance of the network. From the comparison results between IMFF-SSD and the comparison network in Figure 12 , it can be seen that the P-R curve of the IMFF-SSD network is basically shown above the comparison network. From this, it can be seen that through comprehensive analysis, the IMFF-SSD network has more advantages and better detection accuracy than the comparison network. important factors. The IMFF-SSD model has reached a relatively high detection accuracy rate through the detection of the test data set. In order to explore its detection speed, this paper compares the test speed of IMFF-SSD with other endto-end human moving target detection methods. The comparison results are shown in Table 3 . During the test, this article sets the target confidence threshold to 0.05 to control the number of sample frames before performing non-maximum suppression operations, and then sets the overlap threshold to 0.3 to perform non-maximum suppression operations. From the comparison of the test speeds in Table 3 , it can be seen that the detection speed of IMFF-SSD reaches 43 frames / second, and the optimal effect is achieved on the balance between the network detection accuracy rate and the detection speed. In addition, it can also maintain the original real-time detection performance of the SSD network, which opens up a large space for the promotion and application of the network.
V. CONCLUSION
With the development of science and technology, human body moving object detection methods based on deep learning have made great progress. The deep convolutional neural network trained based on massive data can extract more effective and robust feature information of the target, which greatly improves the accuracy of human motion detection and positioning and motion recognition. Therefore, the performance of deep learning-based detection and recognition networks depends to a large extent on the network's ability to learn and predict target features. Based on the SSD network, this paper proposes a real-time detection location and recognition network based on multi-scale feature fusion. First, this article analyzes the multi-scale features extracted from the SSD network. It combines the position-sensitive information provided by low-level detail features with the context information provided by high-level semantic features through feature fusion, which effectively improves positioning accuracy of the target prediction layer in the SSD network. Secondly, a feature embedded prediction structure is designed to strengthen the semantics of human moving target features without changing the spatial resolution of the SSD prediction layer, and embed low-scale detailed features into human moving targets in high semantic features. Collaborative prediction is performed, thereby improving the accuracy of the SSD network in identifying human moving targets at various scales. The experimental results show that the network proposed in this paper has a greater degree of positioning accuracy and recognition accuracy than the original SSD.
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