We investigate the existence of a curve q → uq, with q ∈ (0, 1), of positive solutions for the problem
Introduction
Let Ω be a bounded and smooth domain of R N with N ≥ 1, and 0 < q < 1. In this article we proceed with the investigation of the problem By a nonnegative solution of (P a,q ) we mean a function u ∈ W 2,r D (Ω) (and thus u ∈ C 1 (Ω)) that satisfies the equation for the weak derivatives and u ≥ 0 in Ω.
If, in addition, u > 0 in Ω, then we call it a positive solution of (P a,q ).
We are mostly interested in the case where a changes sign, i.e. |supp a ± | > 0.
This case turns out to be the most interesting and challenging one, since neither the strong maximum principle nor Hopf's Lemma apply and consequently nonnegative solutions of (P a,q ) do not necessarily belong to In fact, a nonnegative solution of (P a,q ) may vanish in parts of Ω and its normal derivative may vanish in parts of ∂Ω. This phenomenon provides a rich structure to the nonnegative solutions set of (P a,q ). It is our purpose in this article to better understand this structure.
Let φ ∈ W Let us mention that the existence of nonnegative solutions of (P a,q ) was considered in detail in [1] (see also [25] ), assuming that a is Hölder continuous.
In particular, it was shown in [1] that (P a,q ) admits a nontrivial nonnegative solution for all q ∈ (0, 1), and that uniqueness of nontrivial nonnegative solutions does not hold in general for (P a,q ).
However, the existence of positive solutions for (P a,q ) is a more delicate issue which has been addressed by very few papers. It was first proved in [10, Theorem 4.4 ] (see also [11, Theorem 3.7] ) that if S(a) ∈ P • then (P a,q ) has a positive solution (which may not belong to P • ). We note that this condition is not sharp, since there exists a such that S(a) < 0 in Ω but (P a,q ) has a positive solution for some q ∈ (0, 1) (see [12, Section 1] ). Later on, in [12] , the authors studied (P a,q ) in the one-dimensional and radial cases, establishing several sufficient conditions on a (as well as some necessary ones) for the existence of a positive solution of (P a,q ). Some of these results were then extended to the case of a smooth bounded domain in [14] .
More recently, we have proved in [19] that if Ω + has finitely many connected components and q is close enough to 1, then any nontrivial nonnegative solution of (P a,q ) belongs to P • , so that in this situation (P a,q ) has exactly one nontrivial nonnegative solution, which in addition belongs to P • (see [19, Corollary 1.5] ).
This uniqueness and positivity result was proved via a continuity argument inspired by [16, Theorem 4 .1] (see also [17] ), which is based on the fact that the strong maximum principle applies to (P a,q ) if q = 1. Furthermore, it also applies to the Neumann counterpart of (P a,q ), cf. [19, Theorem 1.7 and Corollary 1.8].
We refer to [2] and our recent work [20] for a detailed study of (P a,q ) under
Neumann boundary conditions.
Regarding other uniqueness results for (P a,q ), let us recall the following: In view of the above theorem, whenever (P a,q ) has a positive solution, we denote it by u(q). Let I a := {q ∈ (0, 1) : (P a,q ) has a solution u ∈ P • },
i.e.
I a = {q ∈ (0, 1) : u(q) ∈ P • }.
Our results shall be established under different conditions (most of them technical), which are listed below:
(H + ) Ω + consists of finitely many connected components and ∂Ω + satisfies an inner sphere condition with respect to Ω + ,
Ω + is connected and ∂Ω + satisfies an inner sphere condition with respect to Ω + ,
where
(or simply λ 1 (a) when Ω ′ = Ω) the first positive eigenvalue of the problem
and by φ 1 = φ 1 (a, Ω ′ ) the positive eigenfunction associated to λ 1 (a, Ω ′ ) with
We are now in position to state our main results. First we study the properties of nonnegative ground state solutions of (P a,q ), i.e. nonnegative global
Some properties of such solutions have been already proved in [1, Theorem 2.3].
We complement it in the following result: Theorem 1.2. (P a,q ) has a unique nonnegative ground state solution U q for every q ∈ (0, 1), which satisfies U q > 0 in Ω + and q → U q is continuous from
and U q has the following asymptotic behavior as q → 1 − :
•
In addition, the following assertions hold:
where φ 1 = φ 1 (a, Ω) and
More precisely, U q bifurcates from (1, t * φ 1 ) to the region q < 1, and more-
, for some q 1 ∈ (0, 1), where we set U 1 := t * φ 1 .
(iii) If (H + ) holds then U q is the maximal nonnegative solution of (P a,q ), i.e. U q ≥ u for any nonnegative solution u of (P a,q ). Furthermore, (i) Whenever U q > 0 in Ω, we have, by Theorem 1.0 (i), U q = u(q). This equality also holds whenever u (q) exists and (H + ) is satisfied, as a consequence of the first assertion in Theorem 1.2 (iii).
(ii) We can give a better asymptotic estimate for U q as q → 1 − when (H 1 ) holds and λ 1 (a) = 1. Indeed, in this case Theorem 1.2 (ii) and a rescaling argument yield that
Our second result slightly improves [10, Theorem 4.4] showing that S(a) > 0
in Ω is enough to get the existence of u(q) for all q ∈ (0, 1). Moreover, it provides the asymptotic behavior of u(q) as q → 0 + , as well as sufficient conditions to have u(q) ∈ P • for every q ∈ (0, 1):
+ , and the following assertions hold:
, where we set u(0) := S(a).
(ii) If S(a) ∈ P • , then U q = u(q) ∈ P • for q > 0 sufficiently small.
(iii) Assume one of the following conditions:
Ω is a ball and a is radial,
Then u(q) ∈ P • for all q ∈ (0, 1), i.e. I a = (0, 1).
The implicit function theorem also provides us with the following result:
holds then I a is open, and u(q) is asymptotically stable for q ∈ I a .
As a direct consequence of the above theorems we obtain the next result:
, where we set u(0) := S (a) and u(1) := t * φ 1 (see Figure 1) . Moreover, if in addition some of the conditions in Theorem 1.4 (iii) hold, then u (q) ∈ P
• for all q ∈ (0, 1).
(ii) If λ 1 (a) = 1, then the curve of positive solutions in (i) bifurcates at q = 1 from zero or infinity, in accordance with the sign of λ 1 (a) − 1 (see Figure   2 ). 
(ii) We believe that the conclusions of Theorems 1.2 (ii) and 1.5 remain valid even if (H 1 ) does not hold.
(iii) Let us point out that, to the best of our knowledge, the asymptotic behavior of u q as q → 0 + and q → 1 − , given by Theorems 1.2 and 1.4, are new even in the case a ≥ 0.
(iv) Theorem 1.4 (i) can be complemented as follows: Let q 0 ∈ (0, 1). Then the set of nontrivial nonnegative solutions of (P a,q ) in a R × W 2,r D (Ω)-neighborhood of (q 0 , u(q 0 )) is precisely given by {(q, u(q) : q ∈ (q 0 − δ 0 , q 0 + δ 0 )}, for some δ 0 > 0. Indeed, we first show that if (q, u) is sufficiently close to (q 0 , u(q 0 )) and u is a nontrivial nonnegative solution of (P a,q ), then u > 0 in Ω + . To this end, assume by contradiction that
(Ω) and u n is a nontrivial nonnegative solution of (P a,qn ), but u n (x n ) = 0 for some x n ∈ Ω + . Since (H + ) holds, we may assume that x n ∈ Ω ′ , where Ω ′ is a fixed connected component of Ω + . From the strong maximum principle, u n ≡ 0 in Ω ′ for all n, and thus u (q 0 ) ≡ 0 in Ω ′ which is not possible. Therefore, since u (q)
exists, Remark 1.1 ensures that u = u(q). In relation with this result, we note that if in addition (H ′ + ) holds, then u(q) is the unique nontrivial nonnegative solution of (P a,q ).
As a byproduct of the above theorems, we obtain an existence result for a singular and indefinite Dirichlet problem. Although singular problems like (P s ) below have been extensively studied when a ≥ 0 in Ω (see e.g. [4, 8, 11, 15, 22, 23] and references therein), as far as we know, the indefinite case has only been considered recently in [13] (see also [18] for a similar problem with the one-dimensional p-Laplacian). The following corollary complements (with a different approach) some of the results presented there. Corollary 1.8. Assume that (H 1 ) holds and S (a) ∈ P
• . Then there exists γ 0 > 0 such that the singular problem
in Ω,
Remark 1.9. It was proved in [13, Corollary 4.6 ] that the condition S (a) > 0
in Ω is necessary for the existence of solutions of (P s ) lying in W 2,s D (Ω) with s > N . Therefore, we see that the sufficient condition imposed in Corollary 1.8, namely S (a) ∈ P
• , is "almost" sharp.
The outline of this article is the following: in Section 2 we obtain some properties of nonnegative ground state solutions of (P a,q ). Sections 3 and 4 are devoted to the use of the implicit function theorem and a bifurcation analysis of (P a,q ), where q is regarded as a bifurcation parameter. Finally, Section 5 provides some additional results obtained by the sub-supersolutions method and the proofs of our main theorems.
The ground state solution
The following lemma will be frequently used in the sequel:
Lemma 2.1.
(i) Let q n ∈ (0, 1) with q n → q 0 ∈ (0, 1], and v(q n ) be nontrivial nonnegative
(ii) Let q n → 0 + , and v(q n ) be nontrivial nonnegative solutions of (P a,qn ). If
Proof. We prove assertion (i). The proof of (ii) is carried out in a similar way, so we omit it.
It is clear that
Using the Lebesgue dominated convergence theorem, we shall show that
Once this is done, we have by elliptic regularity that
Let us first deduce that
Indeed, this is clear for
then we have two possibilities for v(q n ):
and thus, (2.2) has been verified. This implies that
On the other side, since v(q n ) → v(q 0 ) in C(Ω), we have v(q n ) ≤ C 1 on Ω for some C 1 > 0 independent of n. Hence, we infer that
and consequently, for some C > 0
From (2.3) and (2.4), the Lebesgue dominated convergence theorem yields (2.1).
We recall that I q :
Proposition 2.2. I q has a unique nonnegative global minimizer U q for every q ∈ (0, 1). In addition:
(ii) There exists q 0 ∈ (0, 1) such that U q ∈ P • for q ∈ (q 0 , 1).
Proof. By a standard minimization argument, one may easily prove the existence of a global minimizer of I q . Moreover, there is a 1 to 1 correspondence between global minimizers of I q and minimizers of Ω |∇u| 2 over the set
:
By [21, Theorem 1.1], we infer that if U q and V q are global minimizers of I q then U q = tV q for some t > 0. But since U q and V q solve (P a,q ), we deduce that t = 1, i.e. U q is the unique nonnegative global minimizer of I q .
(i) Assume by contradiction that U q (x) = 0 for some x ∈ Ω + . Then, by the strong maximum principle, U q vanishes is some ball B ⊂ Ω + . We choose a nontrivial ψ ≥ 0 such that ψ ∈ C 1 c (B) and extend it by zero to Ω. Then
and
if t is small enough. Hence
which is a contradiction. Now, let q 0 ∈ (0, 1). We will show that lim
(Ω) and we can show that, up to a subsequence,
On the other hand, since U qn is the global minimizer of I qn , we get
Hence U is a ground state solution of (P a,q0 ) so that, by uniqueness,
(ii) We argue as in the proof of Theorem 1.3 in [19] . Let B be a ball such that B ⊂ Ω + . Since (P a,q ) is homogeneous, we can assume without loss of generality that λ 1 (a, B) < 1. Assume by contradiction that q n → 1
(Ω) and u 0 is a weak solution of
Since u n > 0 in Ω + we have, by Lemma 2.5 in [19] , that there exists some φ such that u n ≥ φ > 0 in B for every n, and consequently u 0 ≡ 0. The rest of the proof is carried out as the one of Theorem 1.3 in [19] .
(iii) Let q n → 0 + and u n := U qn . Then I qn (u n ) ≤ I qn (U 0 ), and letting n → ∞ we get lim I qn (u n ) ≤ I 0 (U 0 ), where we recall that
and u n → u 0 a.e. in Ω. In particular u 0 ≥ 0. Hence
which implies that u 0 is also a global minimizer of I 0 . Finally, taking
where we used that u
(Ω), as desired. Finally, if S(a) > 0 in Ω, then the last assertion of item (iii) follows from Lemma 2.1 (ii). Proposition 2.3.
Proof. Let q n → 1 − and u n := U qn .
(i) First we show that {u n } is bounded in H 1 0 (Ω). If not then we can assume that u n → ∞ and 6) so that u n 1−qn is bounded. Since u n ≥ 1 for n large enough, we
→ 0, which contradicts (2.6). By the strong maximum principle, we deduce that v 0 ∈ P • . It
Hence {u n } is bounded, and arguing as in the proof of Theorem 1.3 in [19] , we can show that, up to a subsequence, u n → u 0 in C 1 (Ω) and u 0 ≥ 0 solves (2.5). If u 0 ≡ 0 then, by the strong maximum principle, we have u 0 ∈ P • , so that λ 1 (a) = 1, and we reach a contradiction again. Therefore u 0 ≡ 0. By standard elliptic regularity, we infer that u n → 0 in C 1 (Ω).
(ii) It is enough to show that any subsequence of {u n } is unbounded in H 1 0 (Ω). Assume by contradiction that {u n } has a bounded subsequence in H 1 0 (Ω), still denoted by {u n }. By the final argument in the previous item, up to a subsequence, we have u n → u 0 in C 1 (Ω), and u 0 ≥ 0 is a solution of (2.5). Let us show that u 0 ≡ 0, in which case λ 1 (a) = 1, and we get a contradiction. Let φ > 0 be an eigenfunction associated to λ 1 (a) < 1, so
which shows that u 0 ≡ 0, and the proof is complete.
An implicit function theorem approach I
In this section, we discuss the existence of positive solutions for (P a,q ) using the implicit function theorem. To this end, we consider the nonlinear mapping
Note that the Fréchet derivative of N with respect to u is formally given by
which is not well-defined in general, since u = 0 on ∂Ω and q − 1 < 0. To overcome this difficulty, we shall additionally impose a decay condition on a near ∂Ω and take u in
• is a solution of (P a,q0 ). We consider the nonlinear mapping
Let us show how we shall fix σ 0 , B 0 and t. Recall that α and ρ 0 are given by (H 1 ).
On the other hand, from (H 1 ), we take σ 0 > 0 small enough such that
2 , we deduce that
This inequality enables us to take t ∈ (N, r) depending only on σ 0 and N , and such that
We have thus fixed σ 0 , B 0 and t. We remark that d(·, ∂Ω)
Under these conditions, F and its Fréchet derivative F u (q, u) are well defined. More precisely, F maps U 0 continuously into L t (Ω). Indeed, from (H 1 ), (3.1) and (3.2), it follows that
(Ω) and u 0 > 0 in Ω, so that au qn n → au q0 0 a.e. in Ω ρ1 . Moreover, we deduce from (3.2) that for a.e. x ∈ Ω ρ1 ,
The Lebesgue dominated convergence theorem shows that au
. In a similar manner as above, the desired assertion follows. Next, we formally infer that, for (q, u) ∈ U 0 ,
(the exact deduction of (3.3) will be developed in the proof of Proposition 3.1 below). Using (H 1 ), (3.1) and (3.2) again, we observe that
We deduce then (in the same way as for
Proposition 3.1. Assume (H 1 ), and let u 0 ∈ P • be a solution of (P a,q0 ) with
homeomorphically, and there exists a curve q → u(q) from
, for some δ 0 > 0, such that u(q 0 ) = u 0 , F (q, u(q)) = 0, and u(q) ∈ P
• for (q 0 − δ 0 , q 0 + δ 0 ). In particular, I a is open.
Proof. We verify that F u (q, u) is well defined for (q, u) ∈ U 0 as a bounded
. Set N (q, u) := a(x)u q , and consider the Fŕechet derivative N u (q, u). Using the mean value theorem, we find θ ∈ (0, 1) such that
where h 2,t is small enough so that u + h, u + θh ∈ B 0 . It follows that
We know that h ∈ C(Ω) and h C(Ω) ≤ C h 2,t . Using these facts, we deduce that qa(x)h{(u + θh)
Now we use the Lebesgue dominated convergence theorem to show that
Indeed, since u + θh ∈ B 0 , (3.1) and (3.2) imply that, for a.e. x ∈ Ω ρ1 ,
For a.e. x ∈ Ω \ Ω ρ1 , we have that
Moreover, if h 2,t → 0, then
The Lebesgue dominated convergence theorem can thus be applied to deduce (3.4).
Therefore, we have obtained that
In addition, using (3.1) and (3.2) again, we find that the mapping h → qa(x)u q−1 h,
, is linear and bounded. Summing up, we have verified that
Next, we shall show how to apply the implicit function theorem [26, Theorem 4 .B] to (q 0 , u 0 ) such that F (q 0 , u 0 ) = 0, with q 0 ∈ [0, 1) and u 0 ∈ P • . In a similar manner, relying on (H 1 ), (3.1) and (3.2), we can check that F u (·, ·) :
We claim that
To verify it, we study the eigenvalue problem
By σ 1 = σ 1 (q 0 , u 0 ) we denote the smallest eigenvalue (which is simple) of this equation, and by φ 1 a positive eigenfunction belonging to P • , associated to σ 1 .
Using the divergence theorem (as stated e.g. in [5, p . 742]), we can deduce that
Indeed, we first note that both sides in (3.
where we have used the fact that q 0 − 1 > −1. Let us check equality (3.6). A direct computation yields
(Ω) n for some γ 0 = γ 0 (q 0 ) > 1, the divergence theorem applies, and we obtain that
where we have used that φ 1 = 0 on ∂Ω. In a similar manner, we deduce that, by a direct computation,
, and, by the divergence theorem,
where we have used that u 0 = 0 on ∂Ω. Combining these assertions we obtain (3.6).
From (3.6), it follows that
and thus that
The assertion σ 1 > 0 tells us that F u (q 0 , u 0 ) is bijective. Since F u (q 0 , u 0 ) is continuous, the Bounded Inverse Theorem yields (3.5).
It remains to consider the case q 0 = 0. However, we note that
We are now ready to apply [26, Theorem 4 .B] to F at (q 0 , u 0 ), which provides us with some δ 0 > 0 such that
In particular, (q 0 − δ 0 , q 0 + δ 0 ) ⊂ I a , as desired.
Remark 3.2.
(i) By the uniqueness of positive solutions, the set of positive solutions of (P a,q ), with q close to 1, consists of a curve {(q, u(q))
, for some 0 < q 1 < 1.
(ii) Using the implicit function theorem [26, Theorem 4.B(d)], we can deduce that q → u(q) is C 1 around q 0 ∈ [0, 1). Formally, we show that
Indeed, given σ ∈ (0, 1) and s 0 > 0, we have | log s| ≤ Cs −σ for 0 < s ≤ s 0 and some C > 0. Hence, we deduce from (H 1 ), (3.1) and (3.2) that
This implies that a (x) u q log u ∈ L t (Ω ρ1 ). By the same argument as for
is continuous (by use of the Lebesgue dominated convergence theorem), and thus F is C 1 . The conclusion now follows.
By Lemma 2.1, we have the following stronger result on the continuity of u(q) with respect to q ∈ (q 0 − δ 0 , q 0 + δ 0 ):
Under the assumptions of Proposition 3.1, we have the following:
Proof. We prove assertions (i) and (ii), using Lemma 2.1 (i) and (ii), respectively. For assertion (i), let q 1 ∈ (q 0 − δ 0 , q 0 + δ 0 ). Then, we know that
. Assertion (i) is now a direct consequence of Lemma 2.1 (i). The proof of item (ii) is similar, so we omit it.
An implicit function theorem approach II
Excepting Corollary 4.10, throughout this section we assume that λ 1 (a) = 1, so that (P a,q ) possesses the trivial line of solutions
where φ 1 is the positive eigenfunction ( φ 1 2 = 1) associated with λ 1 (a) = 1. We shall look at q as a bifurcation parameter in (P a,q ), and then seek for bifurcating solutions in P
• from the trivial line Γ 1 . To this end, we employ the Lyapunov-Schmidt reduction, based on the positive eigenfunction φ 1 . We will construct solutions of (P a,q ) bifurcating from a certain point (1, tφ 1 ) ∈ Γ 1 , in the topology R × W 2,η D (Ω) for some η > N . Consequently they also belong to P
• . Now, we weaken the decay condition on a used in Section 3. Namely, we assume:
in Ω ρ0 , for some ρ 0 > 0 and α > − 1 N .
We pick σ 0 > 0 small enough such that α > σ 0 − 1 N , and set I 0 :
2 ). We see that there exists η ∈ (N, r) such that
for q ∈ I 0 . Note that η can be determined depending only on N and σ 0 . In the sequel, we fix η in this way.
We set
It follows that KerA = φ 1 := {sφ 1 : s ∈ R}. We split D(A) as follows:
where t := Ω uφ 1 , and w := u − ( Ω uφ 1 )φ 1 . So, X 2 is characterized as
On the other hand, put
, where
Let Q be the projection of Y to R(A), given by
We thus reduce (P a,q ) to the following coupled equations:
The first equation yields
where we have used the fact that Ω (φ 1 Au − uAφ 1 ) = 0 and Aφ 1 = 0 (and so, Au = Aw). The second equation implies that
and thus, that
Now, we see that (q, t, w) = (1, t, 0) satisfies (4.2) and (4.3) for any t > 0.
So, first we solve (4.2) with respect to w, around (q, t, w) = (1, t 0 , 0) for a fixed t 0 > 0. To this end, we introduce the mapping
given by
where B ρ (w) is the ball in X 2 centered at w, with radius ρ > 0. It is clear that F (1, t 0 , 0) = 0, and the condition φ 1 ∈ P • tells us that tφ 1 + w ∈ P • . Also, there exist 0 < c 1 < c 2 such that
where σ 0 , d, ρ and δ are chosen smaller if necessary. Therefore, thanks to (4.1), the Fréchet derivative F w (q, t, w) : X 2 → R(A) can be defined by 4) and moreover, F w is continuous around (1, t 0 , 0). We see that
so that
Since ϕ ∈ X 2 , it follows that Ω cφ Since F w (1, t 0 , 0) is continuous, from the Bounded Inverse Theorem we infer that F w (1, t 0 , 0) is an isomorphism. Hence, the implicit function theorem applies, and consequently, we have
⇐⇒ w = w(q, t), for (q, t) ≃ (1, t 0 ) and w(1, t 0 ) = 0.
We plug w(q, t) into (4.3) to get the following bifurcation equation in R 2 :
For our procedure, we check the following properties of w and Φ:
Lemma 4.1.
Proof. First we prove that w is C 1 . To this end, we verify that F is C 1 .
Thanks to (4.1), we deduce that 10) and moreover, F w , F t and F q are continuous around (1, t 0 , 0), as desired. Hence, the implicit function theorem yields that w ∈ C 1 , and so employing (4.2) we see that (4.5) and (4.6) hold. Using (4.1) again, we deduce that Φ is C 1 , and (4.7) and (4.8) hold.
Proposition 4.2. Suppose that (H
Proof. Since (q n , u n ) → (1, tφ 1 ) in R × W 2,η (Ω) for some t > 0, we have Φ q (1, t) = 0 by the implicit function theorem. Since w(1, t) = 0, it follows that
So, the desired conclusion follows.
Next, we consider the existence of bifurcating solutions of (P a,q ) at (1, t * φ 1 ).
To this end, we need to change the choice of η. We shall assume (H 1 ) and choose σ 0 > 0 such that α > 1 + σ 0 − 2 ). Thanks to (H 1 ), we fix η ∈ (N, r) depending only on N and σ 0 , and such that
Recalling (H 1 ), we deduce from (4.4), (4.9) and (4.10) that F is C 2 . The implicit function theorem ensures that so is w. Then, we obtain from (4.5) and (4.6) that
In this situation, we can obtain the second derivatives of Φ by virtue of (H 1 ):
(4.12)
Based on Lemma 4.3, the following existence result is proved.
Proposition 4.4. Suppose that (H 1 ) holds. Then, the set of solutions of (P a,q )
for some s 0 > 0. Here s → q(s), t(s) are continuous in (−s 0 , s 0 ) and satisfy:
(i) q(0) = 1 and t(0) = t * ;
(ii) q(s) < 1 for −s 0 < s < 0, whereas q(s) > 1 for 0 < s < s 0 ;
Proof. We use the Morse Lemma [24, Lemma 3.1] to prove the existence of Γ 2 . We know from Proposition 4.2 that
By direct observations of (4.8) and (4.13), we find that
Now, we verify that Φ qt (1, t * ) > 0. We derive from (4.12) that
Since w t (1, t) = 0 from (4.6), it follows from (4.16) that
We know from Proposition 4.2 that Ω a (x) φ 2 log(t * φ 1 ) = 0. Thus, we obtain
as desired. In view of (4.14), (4.15) and (4.17), the Morse Lemma applies, and then, condition (4.17) provides that the set of Φ(q, t) = 0 around (1, t * ) consists of two curves intersecting at (1, t * ), where one of them is Γ 1 , and the other one is Γ 2 . Since the solution set of (P a,q ) is given exactly by Γ 1 ∪ Γ 2 around (1, t * ), assertions (i) and (ii) follow. Finally, assertion (iii) follows from the fact that
• for q ∈ (q, 1], and u(1) = t * φ 1 ;
(ii) If q > 0 then
and u is a nontrivial nonnegative solution of (P a,q ) which does not belong to P • and satisfies u > 0 in Ω + .
(iii) If q = 0 then, for some θ ∈ (0, 1),
(Ω).
Furthermore, (P a,q ) has no other bifurcation points for solutions in P • on
To establish Proposition 4.5, we use the following two lemmas:
Proof. Let u be a nontrivial nonnegative solution of (P a,q ) with q ∈ (0, q 0 ].
As usual, let r ′ := r r−1 > 1. It holds that
Here, we have used the fact that 2 * ≥ (q+1)r r−1 when 0 < q < 1 and r > N . Since q ≤ q 0 < 1, we deduce that if u H 1 0 (Ω) ≥ 1, then
Hence, the boundedness in H 1 0 (Ω) is verified. An elliptic regularity argument yields the desired conclusion. Lemma 4.7 (A priori bound from below). Let q ∈ (0, 1) and Ω ′ ⊆ Ω + be a smooth domain. If u is a positive solution of (P a,q ) then
where φ > 0 with φ ∞ = 1 is the eigenfunction associated to λ 1 (a, Ω ′ ).
Proof. Let ψ be given by ψ := λ 1 (a,
A few computations show that ψ is a nonnegative weak subsolution of (P a,q ).
Since kS (a + ) with k ≥ S (a + )
is a supersolution of this problem and (P a,q ) has at most one positive solution, we conclude that u ≥ ψ (otherwise, since max (u, ψ) is a positive weak subsolution of (P a,q ), the method of weak sub and supersolutions (e.g. [9, Theorem 4.9]) would yield some v = u solution of (P a,q )).
Proof of Proposition 4.5. From Proposition 4.4, let
D (Ω)} be the solution curve of (P a,q ) bifurcating at (1, t * φ 1 ). By Proposition 3.1, we know that C 1 consists of solutions in P
• of (P a,q ) and is parametrized by q, i.e. u = u(q), for 0 < q < 1. Moreover, we can define q := inf {q ∈ (0, 1) : (P a,q ) has a solution u such that (q, u) ∈ C 1 } .
If q > 0, then Proposition 3.1 does not allow us to have a solution u of (P a,q )
such that u ∈ P • and (q, u) ∈ C 1 . For
. Now, we investigate the behavior of u(q) as q → 1 − . We know from Proposition 4.4 that u(q) is bounded from both above and below in W 2,η
(Ω) for some w 1 , so that w 1 = tφ 1 for some t > 1. Arguing as in the proof of Corollary 3.3, we deduce that u(q n ) → tφ 1 in W (Ω) is compact. Thanks to Lemma 4.7, we have u > 0 in Ω + . By elliptic regularity, u is a nontrivial nonnegative solution of (P a,q ). As already seen, u ∈ P
• . Assertion (ii) is now verified.
The case q = 0 can be handled in a similar way as in (ii), using Lemmas 4.6 and 4.7, and therefore (iii) follows.
Finally, the nonexistence result for bifurcation points on Γ 1 is a direct consequence of Proposition 4.2.
Remark 4.8. Let us observe that more information is available for u in both (ii) u(q) is asymptotically stable for q ∈ [0, 1).
Proof. Corollary 3.3 provides a curve
• of (P a,q ) emanating from (0, S(a)). On the other hand, from Proposition 4.5, we have a curve
• of (P a,q ), bifurcating at (1, t * φ 1 ). We set q := sup q 0 and q := inf q 1 . Then, 0 < q and q < 1. If q < q then, by the uniqueness of positive solutions, we see that q = 1, q = 0 and hence C 0 = C 1 , as desired.
Assume to the contrary that q ≤ q. Then, in particular, we have 0 < q < 1.
This is the case (ii) in Proposition 4.5, according to which we can obtain a nontrivial nonnegative solution u of (P a,q ) such that u ∈ P • and u ∈ C 1 . On the other hand, the fact that I a = (0, 1) ensures the existence of a solution u * ∈ P
• of (P a,q ), which implies u * = u. It follows that there exist ε * > 0 and some open ball B * centered at u * such that
However, Proposition 3.1 is also applicable at (q, u * ), and then, (P a,q ) has a solution u ∈ P • such that (q, u) ∈ (q, q + ε * ) × B * , which contradicts the uniqueness of positive solutions, see Figure 3 . The assertion (i) is now verified.
Finally, the stability of u(q) is a direct consequence of Proposition 3.1. The proof is complete.
Thanks to the homogeneity of u q , we obtain the counterpart of Proposition 4.9 for the case λ 1 (a) = 1 by a change of variables just as in [20, Section 3] . 
Moreover, the following three assertions hold (see (ii) Assume that λ 1 (a) < 1. Then
If, in addition, we set u(0) := S(a), then the map q → u(q) is continuous (i) Proposition 4.9 and Corollary 4.10 provide, for a weight a such that S(a) ∈ P • , the whole picture of the positive solutions set of (P a,q ) with q ∈ (0, 1).
(ii) It is easy to find weights a satisfying the assumptions in Proposition 4.9
and/or Corollary 4.10. Indeed, let a 1 , a 2 ∈ C(Ω) with a 1 , a 2 ≥ 0 nontrivial, and such that a 1 satisfies the decay condition in (H 1 ). Then, for all λ, ε > 0 small enough, a λ,ε := a 1 − λa 2 χ Ω\Ωε fulfills the hypothesis in (iii) Assume that (P a,q ) has a unique positive solution u(q) for every q ∈ (0, 1), and (H + ) holds. Then, the map q → u(q) is continuous from (0, 1) to
To verify this, given q 1 ∈ (0, 1), let us consider the limiting behavior of u(q) as q → q 1 . In the same way as in Proposition 4.5 (ii), any sequence q n → q 1 has a convergent subsequence, still denoted as q n , such that u(q n ) → u 1 in W 2,r D (Ω) for some nontrivial nonnegative solution u 1 of (P a,q1 ) satisfying that u 1 > 0 in Ω + . Recalling Remark 1.1 we conclude that u 1 = u(q 1 ). This argument yields the continuity of u(q) at q = q 1 , as desired.
From this observation, we find that if we assume, in addition to (H + ), the conditions of Proposition 4.9 with I a = (0, 1) replaced by the existence of a positive solution of (P a,q ) for every q ∈ (0, 1), then the conclusions of 
Further results and proofs of the main theorems
We set A a := {q ∈ (0, 1) : (P a,q ) has a unique nontrivial nonnegative solution, which in addition belongs to P
• }, and recall that I a := {q ∈ (0, 1) : (P a,q ) has a solution u ∈ P • }.
Also, since p (x) q behaves like C (x − 2) q as x → 2 − we derive that a ∈ L r (Ω) for some r > 1, see Figure 5 .
Define now
and u 2 (x) := u 1 (−x). By (5.1) we have that u 1 , u 2 ∈ C 2 (Ω), see Figure   6 . Moreover, one can check that u 1 and u 2 are two nonnegative nontrivial solutions of the problem
Furthermore, integrating by parts we deduce that
is a strictly positive weak subsolution of (5.2), satisfying that |z
Thus, since kS (a + ) is a supersolution of (5.2) for every k > 0 large enough, we obtain then a solution u ∈ P • of (5.2). In other words, q ∈ I a but q ∈ A a , since u 1 and u 2 are nontrivial nonnegative solutions vanishing in nonempty subdomains of Ω.
(ii) We set a (x) := a (x) for x ∈ [−1, 2] and a (x) := a (−1) for
It is clear that u 1 is a solution of (P a,q ). Moreover, since u > 0 in Ω + (a), it follows from the uniqueness assertion in Remark 1.1 that u 1 is the ground state solution of (P a,q ).
The above proposition also shows that A a can have arbitrarily small size, since A a = (q 0 , 1) for some q 0 ≥ 0. On the other hand, it was asked in [19] whether it could happen that A a = (0, 1). The next proposition gives a positive answer to the aforementioned question.
(i) Suppose S (a) > 0 in Ω, and either a ≥ 0 in Ω ρ0 for some ρ 0 > 0, or Ω is a ball and a is radial. Then I a = (0, 1).
(ii) Assume S (a) ∈ P • and (H ′ + ) holds. Then I a = A a = (0, 1).
Proof. 
It holds that
Let ψ := φ/α. Multiplying the above inequality by ζ, integrating over Ω ′ and using the divergence theorem we derive that
(Ω) with ζ n ≥ 0 in Ω and such that ζ n → v in W 1,2 (Ω) (e.g. [3] , p. 50). Employing the above inequality with ζ replaced by ζ n and going to the limit, we infer
On the other side, it is easy to see that kS (a + ) is a supersolution of (P a,q ) for all k > 0 large enough. Thus, the method of weak sub and supersolutions provides us a weak solution u of (P a,q ). Moreover, u > 0
in Ω and, since S (a + ) is bounded, by standard regularity arguments we deduce that u ∈ W us that ∂u/∂ν < 0 on ∂Ω. In other words, u ∈ P • . Suppose now that Ω is a ball and a is radial. By the first part of the proof, (P a,q ) has a positive solution u. Assume by contradiction that u ∈ P • . Since the positive solution of (P a,q ) is unique and a is radial, we have that u is radial. Taking this into account we derive that Therefore we have that Ω a < 0 (see [2] or [20] ). But this is not possible, because S(a) > 0 implies that Ω a ≥ 0. Hence u ∈ P • , and the proof of (i) is concluded.
(ii) We start showing that S (a) ∈ P • implies that (0, q 0 ) ⊂ I a for some in Ω \ Ω δ .
Therefore, for all such q's,
In other words, kφ δ ∈ P • is a subsolution of (P a,q ). Thus, arguing as above, it follows that there exists a solution of (P a,q ) lying in P • for all q ∈ (0, q 0 ). So, (0, q 0 ) ⊂ I a .
Next we observe that, thanks to (H ′ + ), we have that I a = A a . The proof follows the lines of the Neumann case (see [20, Theorem 1.8] ), but we repeat it here for the sake of completeness. It suffices to see that for q ∈ I a , there exists a unique nontrivial nonnegative solution of (P a,q ). Assume by contradiction that u and v are nontrivial nonnegative solutions of (P a,q ) with u ≡ v. We note that u ≡ 0 in Ω + . Indeed, if not, then ∆u ≥ 0 in Ω and u = 0 on ∂Ω, and therefore the maximum principle says that u ≡ 0 in Ω, which is not possible. Now, since Ω + is connected by (H ′ + ), arguing as in Lemma 2.1 in [1] we derive that u > 0 in Ω + . Moreover, the same reasoning applies to v, so that v > 0 in Ω + . But on the other side, by the uniqueness assertion in Remark 1.1 there exists at most one solution which is positive in Ω + . So we reach a contradiction.
To end the proof we note that by [19, Theorems 1.3 and 1.9], A a = (q a , 1) for some q a ∈ [0, 1). So, since (0, q 0 ) ⊂ I a = A a , the proof is complete. (ii) When a ∈ C(Ω), one can see, by the strong maximum principle, that the condition S (a) > 0 in Ω is equivalent to S (a) > 0 in {x ∈ Ω : a (x) ≤ 0}.
(iii) Theorem 4.4 in [10] says that (P a,q ) admits a positive solution u (which, a priori, may not belong to P
• ) for any q ∈ (0, 1), provided that S (a) ∈ P • .
Since the positive solution of (P a,q ) is unique, we see that u lies in fact in 
