Making Individual Prognoses in Psychiatry Using Neuroimaging and Machine Learning

Supplementary Information
In this supplementary material, we provide some additional background to concepts discussed in the paper.
Measuring performance
Numerous performance measures exist for either regression-or classification-type models.
Some of the more common ones are presented in Supplementary Table S1 . In this section, we briefly discuss these performance measures.
Classification
Sensitivity and specificity represent the probability of correctly classifying a participant as positive or negative, respectively. Positive predictive value (PPV) and negative predictive value (NPV) are more useful for the clinician, however, as they represent the probability of a given positive or negative prediction being true. PPV and NPV do come with the caveat that prevalence in the population that would receive the test matters a great deal. The nature of prognostic studies helps in this regard, but one should be aware that dropout might affect this.
While the abovementioned performance measures are useful in deciding on applicability/generalizability of a prediction model, parameter optimization requires a summary of overall performance. Accuracy does so by computing the proportion of correctly classified cases. Intuitively, with a binary classifier, one would expect 50% accuracy to reflect chance level. This is no longer true if the classes are not balanced, which is exceedingly likely in prospective studies. Hence, it is necessary to either adjust what one considers chance level or correct the accuracy estimate. Balanced accuracy is an example of the latter option.
Regression
Performance for regression-type models amounts to computing the (scaled) distance between prediction and observation. The variety in performance measures is in part due to different choices for the distance metric.
Mean-Squared-Error (MSE) and Root-Mean-Square-Error (RMSE) are error metrics often employed in the machine learning literature. In the absence of systematic error, they correspond to the variance and standard deviation of the residuals, respectively. 1 MeanAbsolute-Error (MAE) is based on the taxicab distance metric, as a result MAE is less sensitive to outliers. The scale of these three measures depends on the scale of the observations; this means that they cannot be compared between studies without correcting for this scale.
Another common metric for accuracy is the coefficient of determination (R 2 ). As this metric takes the variance of the observations into account, it is more easily compared across studies. There are, however, various ways of computing this coefficient and these are only equivalent for certain cases (1). One common way of calculating R 2 is by computing the squared correlation coefficient between predictions and observations. In the definition in Supplementary Table S1 , we follow the recommendation of Kvalseth (1) and use a definition based on the residual variance. A negative R 2 with this definition, corresponding to a negative correlation between prediction and observation, can be indicative of serious methodological problems. In classification such a phenomenon is known as anti-learning (2). 
Supplementary
Proportional to residual variance
Abbreviations not defined in the table: TP, number of true positives; TN, number of true negatives; FP, number of false positives; FN, number false negatives. In the equations pertaining to regression: is the number of participants, is the outcome of the th participant, � is the predicted outcome and � is the mean outcome.
On model selection
Optimizing hyperparameters using cross-validation (CV) involves training models with various settings and selecting a setting that maximizes performance. This can be seen as fitting a model on the combined train/test set. As a result, this procedure is itself also vulnerable to overfitting. While the effect on performance estimates can be corrected for using nested CV, it might still hamper the optimization itself.
Breiman (3) proposed the 1-SE rule to ameliorate this issue. Under this rule, one would select the least-complex model within one standard error of the highest performance score.
While this was proposed in the context of decision trees, it can be applied equally well to any model selection setting where models can be ranked by complexity. This might be especially interesting when performing feature selection.
It should be noted, however, that the 1-SE bound is arbitrary. If the training algorithm is particularly vulnerable to overfitting, a looser bound may be required. On the other hand, if the overfitting is minimal, a tighter bound might be required to avert underfitting. Data were simulated by drawing feature observations from the uniform distribution (0,1).
Global Assessment of Functioning (GAF) scores were simulated by adding Gaussian noise ( = 0.5) and multiplying by 80. Any scores above 100 were set to 100. Diagnostic threshold was set to a GAF-score of 65.
PubMed search criteria
To obtain an overview of the studies that apply machine learning (ML) to neuroimaging data to make prognoses for individual patients with (risk of) a psychiatric disorder, we carried out autism OR ASD). We removed studies that did not make predictions about patients' future status. Studies that did not test their prediction model in unseen cases (either by using an independent test set or, most often, by using cross-validation within the training sample -see section 2.2 of this review) were also excluded. This search resulted in 33 studies: 17 studies for depression (MDD), 10 for psychosis, 1 for bipolar disorder (BD), 3 for ADHD and 2 for ASD (see Table 1 ). 
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