Abstract-The basic and most common technique for contrast adjustment in the image is using Histogram Equalization (HE). It is based on equalizing the histogram of the image and subsequently enhancing its contrast, and results in overall contrast improvement. This paper introduces a combination of normal HE technique and Particle Swarm Optimization (PSO) algorithm for enhancing distorted image naturally. The process is as follows. The image is separated into red, green and blue (RGB) channels and PSO algorithm is applied into each channel in order to get its best fitness value. The fitness value that is obtained then will be applied into HE's normalization, after that the processed color image will be merged back to RGB image. Experimental results have shown the effectiveness in improving the contrast of the original images without introducing disturbing artifacts caused by normal HE.
INTRODUCTION
The purpose of image enhancement is to improve the interpretability or perception of information in images for human viewers. Basically, the idea behind this technique is to bring out the detail that is hidden in the image, or simply to highlight certain features of interest in the image. Histogram equalization (HE) is the basic and most common technique for enhancing the contrast in the image. It adjusts pixel intensities in order to obtain a new enhanced image. Through this adjustment, the intensities can be better distributed on a histogram. The histogram of the image with brightness levels is in the range of [0, 255] . HE flattens and stretches the dynamic range of the resultant image histogram and as a consequences, it enhances the contrast of the image and gives an overall contrast improvement [1] . The advantage of this technique is it allows the poor contrast area gains a higher contrast. One drawback of the HE can be found on the fact that the brightness of the image can be changed after the HE, which is mainly due to the flattening property of the HE [2] . Many authors explored the use of Particle Swarm Optimization (PSO) to solve variety of problems in computer science and engineering [3, 4] . The application of PSO in image enhancement was presented in [5] [6] [7] . In [5] , the author used PSO to solve the image enhancement problem by maximizing an objective fitness criterion in order to enhance contrast and detail in the image by adapting the parameters of a novel extension to a local enhancement technique. In [7] , the authors proposed an enhancement technology of gray image where image enhancement is considered as an optimization problem and PSO is used to solve it. The author improved the quality of the intensity image by a parameterized transformation function, in which parameters are optimized by PSO based on an objective function.
In this paper, we have performed color image enhancement by a combination of normal HE and PSO algorithm. A program is developed using MATLAB software. The detail of the approach is discussed here. The paper is organized as follows: In Section II, PSO algorithm is described. In Section III, proposed methodology is discussed. In Section IV, results and discussions are presented, and finally in Section V, conclusions of the work are made.
II. PARTICLE SWARM OPTIMIZATION
Particle swarm optimization (PSO) is a new method of optimization developed in 1995 by Eberhart and Kennedy [7] . The idea of PSO was inspired by social behavior of bird flocking, fish schooling, as well as swarming theory. The concept of PSO is that each particle is flown in hyperspace or searched space to find its best solution (fitness) which is called pbest. Then, the overall best value (global value) called gbest achieved by any particle in the population with its position is identified [8] .
In an optimization problem, the solution is associated to the position of the bird. This position is known as "particle". In order for the particle to move in the search space, it has its own space position and flying velocity. Each particle has the ability to memorize and track the current best particle (pbest) in a swarm. The particle then flies to the better position (gbest) based on its own best experience and its neighbors' best experience [9] .
III. PROPOSED METHODOLOGY
In this research, HE with the application of PSO algorithm is used to process the test image in order to improve its quality. PSO task is to find optimal value which is known as the best fitness value.
A flowchart of the proposed method using HE with PSO application is shown in Fig. 1 . Firstly, the three-channel red, green and blue (RGB) image is separated into Red, Green, and Blue channels. The initialization procedure includes insertion of PSO parameters and other values during calculation of fitness function as listed in Table I . PSO is initialized with a group of random particles (solutions). Each potential solution in the set called particle is given random velocity and is propagated through problem space. The particles have memory and share information of their previous best position and the overall best position ever traveled by a particle in the swarm. In every iteration, the fitness values of all particles are compared with their previous pbest (particle best) values. The pbest value is only been updated when the particle's new fitness value is smaller than its earlier pbest value. Meanwhile, the gbest (global best) fitness value is updated when there is a smaller fitness value among all the pbest values [10] . Forty samples of random particles or pixels are employed in a swarm and the maximum number of iterations is set to 200. Using pbest and gbest, each particle moves with a certain velocity according to (1) and (2).
where, V i = current velocity Meanwhile, position of each particle is modified as in (3) [11] .
where pL and pvL is the present and previous location of the particle, respectively.
The stopping criterion for this algorithm is the maximum number iterations. When the maximum number of iterations is achieved, the algorithm stopped. The fitness function for particles from each channel is using Rosenbrock's equation as shown by (4), which is a standard fitness function for optimization.
where n is the dimension of the test image and x n is the random value of pixels after initialization of PSO. The use of the inertia weight, is a factor used to control the balance of the search algorithm between exploration and exploitation. The After the iteration process is completed, the best fitness value is obtained and applied into number of gray levels of HE formula which is shown by (5) . (5) where cdf min is minimum value of the cumulative distribution function, cdf(v) is value of the cumulative distribution function, L is the number of gray levels used, and M x N are the image's number of columns and rows.
Hence, the histogram equalization will be at the optimized value of number of gray levels instead of maximum number of gray levels which is 255 for normal HE. The histogram of image for each channel will be stretched until the optimized values as tabulated in Table II Fig. 2, 3 and 4 show the different between unprocessed test images, the enhanced images using normal HE and the enhanced images using the proposed method for coral reef, sunken ship and fishes images. Fig. 2(a), 3(a) and 4(a) are the unprocessed images. Overall, a simple complaint about all unprocessed test images might be that they show poor contrast. It is supported by analyzing the data in their respective histograms as shown in Fig. 2(b), 3(b) and 4(b) , where they representing dark and underexposed images. Note that the histograms are not spread evenly over the horizontal axes. For each figure, the horizontal axis represents the color value, and the vertical axis represents its frequency or number of image pixels. Fig. 2(c), 3(c) and 4(c) show the enhanced images by applying normal HE technique separately on each channel of a RGB image, with the normalization value of 255. Note that the images increased the contrast in the images, but it yields a dramatic change in the color balance (the color of the image becomes reddish) and introducing disturbing artifacts in the images. Their histograms as shown in Fig. 2(d) , 3(d) and 4(d) are more spread out, meaning there aren't many dark pixels in the images. Fig. 2(e), 3(e), and 4(e) show the enhanced images by applying normal HE with the application of PSO algorithm, with the optimized normalization values are tabulated in Table  II . It can be seen that the balance of different color components are well restored and the contrast between the foreground and background is improved. The shapes of the objects are accentuated and the details of the underwater environment had also become distinct. Moreover, the disturbing artifacts are unnoticeable in the images. Their histograms are also shown in Fig. 2(f) , 3(f) and 4(f) for easy comparison.
V. CONCLUSIONS
In the first part of this work, we applied normal HE separately on each channel of RGB test images. The results showed that this method destroyed the balance of different color components and result in poor image quality. In the second part of this work, we proposed normal HE with the application of PSO algorithm, and the results showed that this method is better at preserving the brightness of the test images and produced better quality images.
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