In most practical situations, the compression or transmission of images and videos creates distortions that will eventually be perceived by a human observer. Vice versa, image and video restoration techniques, such as inpainting or denoising, aim to enhance the quality of experience of human viewers. Correctly assessing the similarity between an image and an undistorted reference image as subjectively experienced by a human viewer can thus lead to significant improvements in any transmission, compression, or restoration system. This paper introduces the Haar wavelet-based perceptual similarity index (HaarPSI), a novel and computationally inexpensive similarity measure for full reference image quality assessment. The HaarPSI utilizes the coefficients obtained from a Haar wavelet decomposition to assess local similarities between two images, as well as the relative importance of image areas. The consistency of the HaarPSI with the human quality of experience was validated on four large benchmark databases containing thousands of differently distorted images. On these databases, the HaarPSI achieves higher correlations with human opinion scores than state-of-the-art full reference similarity measures like the structural similarity index (SSIM), the feature similarity index (FSIM), and the visual saliency-based index (VSI). Along with the simple computational structure and the short execution time of, these experimental results suggest a high applicability of the HaarPSI in real world tasks.
Introduction
Digital images and videos are omnipresent in daily life and the importance of visual data is still growing: According to [1] , by 2020, nearly a million minutes of video content is estimated to cross the internet every second.
Typically, video and image signals are intended to be ultimately viewed by humans. For transmission or storage, most signals are compressed in order to meet today's channel and/or storage demands. Compression as well as transmission errors can introduce distortions to video or image signals the visible to human viewers. For evaluating or optimizing a transmission system or parts of it, e.g. by controlling the rate-distortion trade-off of a video encoder, it is crucial to measure the severity of distortions in a perceptually meaningful way. Quality 'in a perceptually meaningful way' can only be measured reliably in psychometric tests. In such tests, participants are asked to rate the subjectively perceived quality of images or videos that have previously been subject to some kind of distortion introducing processing. The quality ratings of individual participants can eventually be averaged to obtain a single mean opinion score (MOS) for each stimulus. However, although being the gold standard for assessing perceived quality such studies are expensive and time-consuming and not feasible at all for real-time tasks like optimizing or monitoring transmission systems. This has been motivating research in computational image quality assessment for decades.
Image quality assessment methods typically belong to one of three categories with different challenges and scopes of applications: While full reference (FR) image quality assessment approaches require and utilize the availability of a reference image and reduced reference (RR) methods exploit a small set of features extracted from the reference image and no reference (NR) approaches estimate the perceived quality of a possibly distorted image solely from the image itself [2] . Although unconstrained NR IQA has the notion of being the holy grail of IQA and, when successful, essentially replicates human abilities, it is not a feasible approach for many applications -as an example, the reader is invited to imagine a video codec that removes film grain from the Quentin Tarantino movie The Hateful Eight; such a codec would change a deliberate artistic decision made by the filmmakers and thus deteriorate the viewing experience.
The simplest FR image quality metric is the mean squared error (MSE), which is defined as the average of the 2 -norm of the difference between the reference and the distorted image. Although being widely used, it does not correlate well with perceived visual quality [3] . More sophisticated approaches towards perceptually accurate image quality assessments (IQA) typically follow one of three strategies. Bottom-up approaches explicitly model various processing mechanisms of the human visual system (HVS), such as masking effects [4] , contrast sensitivity [5] , or just-noticeabledistortion [6, 7] in order to assess the perceived quality of images. For instance, the adaptivity of the HVS to the magnitude of distortions is modeled explicitly by the concept of most apparent distortion (MAD) [8] in order to apply two different assessment strategies for supra-and superthreshold distortions.
However, the method proposed in this paper as well as most image quality metrics developed recently follow a top-down approach. There, general functional properties of the HVS (considered as a black box) are assumed in order to identify and to exploit image features corresponding to the perceived quality. Prominent examples are the structural similarity index (SSIM) [9] , visual information fidelity (VIF) [10] , the gradient similarity measure (GSM) [11] , spectral residual based similarity (SR-SIM) [12] , and the visual saliency-induced index (VSI) [13] . The SSIM [9] aims at taking into account the sensitivity of the human visual system towards structural information. This is done by pooling three complementary components, namely luminance similarity (comparing local mean luminance values), contrast similarity (comparing local variances) and structural similarity, which is defined as the local covariance between the reference image and its perturbed counterpart. Although being criticized [14] , it is highly cited and among the most popular image quality assessment metrics. The SSIM was generalized for a multi-scale setting by the multi-scale structural similarity index (MS-SSIM) [15] . One of the first information theoretic approaches to FR IQA was presented as visual information fidelity (VIF) [10] . VIF models the wavelet coefficients as Gaussian Scale Mixtures and quantifies the mutual information shared between reference and test images. The information theoretic measure of mutual information is shown to be correlated to perceived image quality. Changes in contrast and structure are captured by considering local gradients in [11] , while the squared difference in pixel values between the reference image and the distorted image is used to measure luminance variations. This approach thus follows the basic framework of combining complementary feature maps originally introduced in [9] . Additionally, masking effects are estimated, based on the local gradient magnitude of the reference image and incorporated when the two feature maps are combined. Spectral residual-based similarity (SR-SIM) [12] takes into account changes in the local horizontal and vertical gradient magnitudes. Additionally, it incorporates changes in a spectral residual-based visual saliency estimate. The visual saliency-induced index (VSI) [13] follows the same line as SR-SIM by combining similarities in the gradient magnitude and the visual saliency. However, it further exploits the visual saliency map for weighting the spatial similarity pooling. Furthermore, [13] also explores the influence of different saliency models on the performance of the proposed image quality measure. A combination of two feature maps is also applied successfully by the feature similarity index (FSIM) [16] . Due to its conceptual similarity to the proposed method, it will be discussed in more detail in a later section.
Adopting the advances in machine learning and data science, IQA methods following a third, purely data driven strategy have been proposed recently. So far, data driven approaches were mainly developed for the domain of NR IQA [17, 18, 19, 20] , but they have also been adapted in the context of FR IQA [21] .
Contributions
This work introduces the Haar wavelet-based perceptual similarity index (HaarPSI), a novel and computationally inexpensive measure yielding FR image quality assessments. The HaarPSI utilizes the magnitudes of high-frequency Haar wavelet coefficients to define local similarities and lowfrequency Haar wavelet coefficients to weight the importance of (dis)similarities at specific locations in the image domain.
The six discrete two-dimensional Haar wavelet filters used in the definition of the HaarPSI respond to horizontal and vertical edges on different frequency scales. The HaarPSI is thus based on elementary implementations of functional properties known to be exhibited by neurons in the primary visual cortex, namely orientation selectivity and spatial frequency selectivity. We aim to demonstrate that such a simple model already suffices to define a similarity measure that yields state-of-the-art correlations with human opinion scores.
The HaarPSI can also be seen as a drastic simplification of the FSIM [16] , which is based on a similar combination of similarity and weight maps. In the definition of the FSIM, both local similarities and weights rely on the phase congruency measure [22] , whose computation requires images to be convolved with 16 complex-valued filters and contains several non-trivial steps such as adaptive thresholding. For the HaarPSI on the other hand, the two maps are computed from the responses of only six discrete Haar wavelet filters and are cleanly separated in the sense that local similarities and weights are based on different frequency scales. Surprisingly, these simplifications not only decrease the required computational effort but also lead to consistently higher correlations with human mean opinions scores.
In Section 3, we evaluate the consistency of the HaarPSI with the human quality of experience and compare its performance to state-of-the-art similarity measures like SSIM [9] , FSIM [16] , and VSI [13] . As depicted in Tables 1 and 2 , the HaarPSI achieves higher correlations with human opinion scores than all other considered FR quality metrics in all test cases except one, where it only comes second to the VSI. In addition, the HaarPSI can be computed significantly faster than the metrics yielding the second and third highest correlations with human opinion scores, namely VSI and FSIM. In order to facilitate reproducible research, our MATLAB implement of the HaarPSI is publicly available at http://www.haarpsi.org/.
It is both convenient and surprising that the promising experimental results of the HaarPSI are based on the responses of Haar filters, which are arguably the simplest and computationally most efficient wavelet filters existing. The results of a numerical analysis of the applicability of other wavelet filters in the newly proposed similarity measure can be found in Table 4 .
The Feature Similarity Index (FSIM)
The feature similarity index (FSIM) [16] , proposed in 2011, is currently one of the most successful and influential FR image quality metrics. The FSIM combines two feature maps derived from the phase congruency measure [22] and the local gradients of the reference and the distorted image to assess local similarities between two images. For a grayscale image f ∈ 2 (Z 2 ), the gradient map is defined by
where g hor and g ver denote horizontal and vertical gradient filters (e.g. Sobel or Scharr filters), and * denotes the two-dimensional convolution operator. The method used in the implementation of the FSIM to compute the phase congruency map was developed by Peter Kovesi [23] and contains several non-trivial operations, such as adaptive soft thresholding. However, in its essence, the phase congruency map of a grayscale image f is given by
where g c n denotes differently scaled and oriented complex-valued wavelet filters. The idea behind (2) is that if the obtained complex-valued wavelet coefficients have the same phase at a location x, taking the absolute value of the sum is the same as taking the sum of the absolute values. If this is the case, PC f [x] will be close to or precisely 1.
To assess local similarities between two images with respect to the maps defined in (1) and (2), the FSIM -like many other image quality metrics -uses a simple similarity measure for scalar values that already appeared in [9] , namely
with a constant C > 0. The graph of S(a, b, C) for values ranging from 0 to 100 and C = 30 is shown in Figure 1b . The local feature similarity map for two grayscale images
with constants C 1 , C 2 > 0 and exponents β, γ > 0. Based on the assumption that the human visual system is especially sensitive towards structures at which the phases of the Fourier components are in congruency (see e.g. [24] ), the phase congruency map is not only used in (4) but also applied to determine the relative importance of different image areas with respect to human perception. Eventually, the feature similarity index is computed by taking the weighted mean of all local feature similarities, where the phase congruency map is used as a weight function, that is
where
The original publication of the FSIM proposes a generalization to color images defined in the YIQ color space, named FSIMC. In the YIQ space, the Y channel encodes luminance information, while the I and Q channels encode chromatic information. Color images defined in the RGB color space can easily be transformed to the YIQ space with a linear mapping, namely 
FSIMC simply incorporates the chroma channels I and Q into the local feature similarity measure (4). The gradient maps as well as the phase congruency maps are purely derived from the luminance channel Y in FSIMC and FSIM alike.
The Haar Wavelet-Based Perceptual Similarity Index
The basic idea of the HaarPSI is to construct feature maps in the spirit of (1) as well as a weight function similar to (2) by considering a single wavelet filterbank. The response of any high-frequency wavelet filter will look similar to the response yielded by a gradient filter like the Sobel operator. Furthermore, the phase congruency measure used as a weight function in the FSIM is computed directly from the output of a multi-scale complex-valued wavelet filterbank, as illustrated by Equation (2) . This gives a strong intuition that it should be possible to define a similarity measure derived from the response of a single set of discrete wavelet filters that at least matches the performance of the FSIM on benchmark databases but requires significantly less computational effort.
The wavelet chosen for this endeavor is the so-called Haar wavelet, which was already proposed in 1910 by Alfred Haar [25] and is arguably the simplest and computationally most efficient wavelet there is. The one-dimensional Haar filters are given by
where h 1D 1 denotes the low-pass scaling filter and g 1D 1 the corresponding high-pass wavelet filter. For any scale j ∈ N, we can construct two-dimensional Haar filters by setting
where ⊗ denotes the outer product and the one-dimensional filters h 1D j and g 1D j are given for j > 1 by
where ↑ 2 is the dyadic upsampling operator, and * denotes the one-dimensional convolution operator. Note that g The local similarity map FS f 1 ,f 2 multiplicatively combines gradient-based and phase congruencybased similarities whose contributions are weighted by the exponents α, β > 0. The HaarPSI does not consider different types of similarities. However, to correctly predict the perceptual similarity experienced by human viewers, it can be useful to apply an additional non-linear mapping to the local similarities obtained from high-frequency Haar wavelet filter responses. This non-linearity is chosen to be the logistic function, which is widely used as an activation function in neural networks for modeling thresholding in biological neurons and is given for a parameter α > 0 as
For two grayscale images f 1 , f 2 ∈ 2 (Z 2 ), the local similarity measure used to compute the HaarPSI is based on the first two stages of a two-dimensional discrete Haar wavelet transform and given by
where C > 0, k ∈ {1, 2} selects either horizontal or vertical Haar wavelet filters, S denotes the similarity measure (3), and * is the two-dimensional convolution operator. The local similarity measure HS
can be seen as an analog to FS f 1 ,f 2 . However, HS
does not mix different different concepts like gradients and phase congruency and is computed straightforwardly on the responses of two high-frequency discrete Haar wavelet filters. A visualization of the local similarity map HS
is shown in Figure 2 . Analogous to the phase congruency map PC f in the definition of the FSIM, the HaarPSI considers a weight map which is derived from the response of a single low-frequency Haar wavelet filter:
where k ∈ {1, 2} again differentiates between horizontal and vertical filters. Figure 2 shows an example of the weight map W
computed from a natural image. The Haar-wavelet based perceptually similarity index for two grayscale images f 1 , f 2 is eventually given as the weighted average of the local similarity map HS
, that is,
with W
for k ∈ {1, 2}. The function l −1 α (·) 2 maps the weighted average from the interval [
. This is important to obtain perceptual similarity indexes that are nicely spread in the unit interval and 'meaningful on their own' and not only relative to other HaarPSI values. Note that, due to the monotonicity of the logistic function, applying l −1 α (·) 2 does not affect the rank order-based correlations with human opinion scores reported in Section 3.
Analogous to the FSIM, the HaarPSI can be extended to color images in the YIQ color space by including the chroma channels I and Q in the local similarity measure (10) . Formally, this generalization is given by
with HS
and HS
defined as in (10),
with a 2 × 2 mean filter m and
(a) reference f1
(c) HS . (e) The (normalized) horizontal weight function W
. The images (a) and (b) are part of the CSIQ database [8] .
Parameter Selection
The HaarPSI as well as the HaarPSIC require only two parameters to be selected, namely C and α. Both parameters were optimized on randomly chosen subsets of four large publicly available databases, where each subset was a quarter the size of the original database. Each of the databases, which will be described in more detail in Section 3, contains large numbers of differently distorted images and their corresponding MOS values. The parameters C and α were selected to maximize the mean of the four Spearman rank order correlation coefficients (SROCC) obtained from comparing HaarPSIC and MOS values from subsets of the TID 2008 [26] , TID 2013 [27] , LIVE [28] and CSIQ [8] image databases. The optimization was carried out in two steps. First, a grid search was performed in which the parameter C took values in the interval [5, 100] and α in the range between 2 and 8.
The best (C, α) pair was then used as the initial value of the Nelder-Mead algorithm. The thus refined parameters were eventually rounded to the nearest integer in the case of C and to the nearest tenth in the case of α. This procedure resulted in the choices of C = 30 and α = 4.2. To verify the The highest correlation in each row is written in boldface.
(a) (b) 
Experimental Results
The consistency of the HaarPSI with the human perception of image quality was evaluated and compared with most of the image quality metrics discussed in Section 1 on four large publicly available benchmark databases of quality-annotated images. Those databases differ in the number of reference images, the number of distortion magnitudes and types, the number of observers, the level of control of the viewing conditions, and the stimulus presentation procedure. The LIVE database [28] contains 29 reference color images and 779 distorted images that were perturbed by JPEG compression, JPEG 2000 compression, additive Gaussian white noise, Gaussian blurring as well as JPEG 2000 compressed images that have been transmitted over a simulated Rayleigh fading channel. Each distortion is introduced at five to six different levels of magnitude. On average, about 23 subjects evaluated the quality of each image with respect to the reference image. The viewing conditions were fairly controlled for in terms of viewing distance. Ratings were collected in a double stimulus manner.
The TID 2008 database [26] comprises 25 colored reference images and 1700 degraded images, that had been subject to a wide range of distortions, including various types of noise, blur, JPEG and JPEG 2000 compression, transmission errors, local image distortions, as well as luminance and contrast changes. Subjective ratings were gathered by comparisons. The results from several viewing conditions of experiments in three different labs and on the internet were averaged. TID 2008 was later extended to TID 2013 [27] , which added new types of distortions, which are mostly of a chromatic nature. In total, TID 2013 contains 3000 differently distorted images.
The CSIQ database [8] is based on 30 reference color images. Six different types of distortions (JPEG compression, JPEG 2000 compression, global contrast decrements, additive pink Gaussian noise, and Gaussian blurring) at four to five different degradation magnitudes were applied to the reference images. The viewing distance was controlled. Images were presented on a monitor array and subjects were asked to place all distorted versions of one reference image according to its perceived quality. The highest correlation in each row is written in boldface.
All four databases only contain color images. However, out of the metrics considered in our experiments, only the FSIM and the HaarPSI are defined for both grayscale and color images, while the visual saliency-based index (VSI) was specifically designed for color images. All other similarity measures considered in our experiments only accept grayscale images as inputs. To reflect these differing designs, all methods were tested on all databases once with the original color images and once with grayscale conversions. The correlation coefficients of all ten considered similarity measures with the human mean opinion scores for the LIVE image database, TID 2008, TID 2013 and the CSIQ database are compiled in Table 1 . Table 2 provides a quick impression of the overall performance of each metric. It depicts the average SROCC of each metric with respect to all four databases as well as the mean execution time in milliseconds. The average execution time was measured on a Intel Core i7-4790 CPU clocked at 3.60 GHz. Each quality measure was computed ten times for ten different pairs of randomly generated 512 × 512 pixel images. All computations and measurements were carried out in MATLAB using implementations made freely available by the respective authors. Note that due to an additional conversion step, metrics that are only defined for grayscale images can have slightly higher execution times in the case of color images. an image quality measure's consistency with human perception. However, for certain applications like compression or denoising, it could be more important to know if an image quality metric has a high correlation with the human experience within a single distortion class. Table 3 depicts the SROC coefficients for all image quality metrics when only subsets of databases containing specific distortions like Gaussian blur or JPEG transmission errors are considered. Additionally, scatter plots of the HaarPSI against difference mean opinion scores (DMOS) for all four databases are plotted in Figure 4 . It should be noted that for all results reported in this section, the HaarPSI, as well as most other image quality metrics, were preprocessing each image by convolving it with a 2 × 2 mean filter as well as a subsequent dyadic subsampling step. This preprocessing approximates the low-pass characteristics of the optical part of the human visual system [29] by a simple model.
Conclusion
The HaarPSI is a novel and computationally inexpensive image quality measure based solely on the coefficients of three stages of a discrete Haar wavelet transform. Its validity with respect to the human perception of image quality was tested on four large databases containing more than 5000 differently distorted images, with very promising results. When restricted to grayscale conversions, the HaarPSI outperforms all state-of-the-art algorithms considered in Section 3 on all four databases, while for color images, it only comes second to the VSI when tested on TID 2013 (see Table 1 ). The highest correlation in each row is written in boldface.
Along with its simple computational structure and its comparatively short execution time, this suggests a high applicability of the HaarPSI in real world optimization tasks. In particular, image quality metrics like PSNR, SSIM, or SR-SIM, that outperform the HaarPSI with respect to speed achieve considerably inferior correlations with human opinion scores (see Table 2 ). Regarding the applicability of the HaarPSI in specific optimization tasks, we would like to mention that the HaarPSI has consistently high correlations with human opinion scores throughout all databases with respect to distortions caused by the JPEG and JPEG 2000 compression algorithms (see Table 3 ). It is surprising that the extremely simple computational model of orientation and spatial frequency selectivity used in the HaarPSI suffices to obtain comparatively high correlations with human opinion scores. Additionally, these correlations are stable with respect to a wide range of parameters C and α (cf. Figure 3) . This could indicate that the computational structure of the HaarPSI succeeds at reproducing the functional essence of at least some parts of the human visual system. It is, however, quite likely that the HaarPSI owes some of its experimental success to the limitations of the used benchmark databases, which only consider a limited number of reference images and specific types of distortions. Certainly, orientation selectivity in the primary visual cortex is not restricted to horizontal and vertical edges.
Another computational principle that plays an important role in natural neural systems and that was recently successfully applied in the context of perceptual image similarity measurement is divisive normalization [30] . While the similarity measure S(a, b, C) introduces some kind of normalization, divisive normalization is not included in any of the computational stages of the HaarPSI. It remains an open question if and how the HaarPSI could be further improved by incorporating divisive normalization in a similar fashion as the concepts of orientation selectivity and spatial frequency selectivity.
The HaarPSI can conceptually be understood as a simplified version of the FSIM. Both metrics rely on the construction of two maps, where one map measures local similarities between a reference image and a distorted image and the other map assesses the relative importance of image areas. However, in the HaarPSI, these maps are defined only in terms of a single Haar wavelet filterbank, while the FSIM utilizes an implementation of the phase congruency measure that not only requires the images to be convolved with 16 complex-valued filters but also contains several non-trivial computational steps, like adaptive thresholding. Furthermore, the FSIM uses the phase congruency measure both as a weight function in (5) and as a part of the local similarity measure (4). In the HaarPSI, the weight function (11) and the local similarity measure (10) are strictly separated. These conceptual simplifications not only decrease the execution time by a significant factor (see Table 2 ), but also pave the way for higher correlations with human opinion scores (see Tables 1 and 3 ). In particular, it seems to be an important step to split the measurements regarding horizontal structures and vertical structures in both the local similarity measure (10) and the weight function (11) .
As shown in Table 3 , the HaarPSI is often outperformed by other IQA methods when only considering specific types of distortions. However, even in these cases, correlations comparable or superior to the correlations of other state-of-the-art similarity measures might be achieved by tuning the constants C and α, which have originally been selected to optimize the overall performance of the HaarPSI. The influence of C and α on the correlation with human opinion scores in the case of TID 2013 is shown in Figure 5 with respect to six specific distortions (denoising, JPEG, JP2K, Gaussian blur, additive white Gaussian noise, and spatially correlated noise).
From a computational point of view, it is very beneficial to apply discrete Haar wavelet filters instead of other wavelet filters. However, by changing h 1D 1 and g 1D 1 in (8) to the respective filters, the measure given in (12) can easily be defined for other wavelets. Table 4 depicts the performance of such measures based on selected Daubechies wavelets [31] , symlets [32] , coiflets [33] and the CohenDaubechies-Feauveau wavelet [34] with respect to the four databases considered in Section 3. It is interesting to see that Haar filters not only seem to be the computationally most efficient but also the qualitatively best choice for the measure (12) .
A MATLAB function implementing the HaarPSI can be downloaded from www.haarpsi.org. The highest correlation in each row is written in boldface.
