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Abstract
We present a ﬁrst evaluation of a Programming Model for real-time streaming applications on
high performance embedded multi- and many-core systems. Realistic streaming applications are
highly dependent on the execution context (usually of physical world), past learned strategies,
and often real-time constraints. The proposed Programming Model encompasses both real-
time requirements, determinism of execution and context dependency. It is an extension of
the well-known Cyclo-Static Dataﬂow (CSDF), for its desirable properties (determinism and
composability), with two new important data-ﬂow ﬁlters: Select-duplicate, and Transaction
which retain the main properties of CSDF graphs and also provide useful features to implement
real-time computational embedded applications. We evaluate the relevance of our programming
model thanks to several real-life case-studies and demonstrate that our approach overcomes a
range of limitations that use to be associated with CSDF models.
Keywords: Parallelism, Real-time, Model of Computation, Many-core, Data-ﬂow, Redundancy, Safety
1 Introduction
The emergence of chip multiprocessor architectures integrating hundreds or thousands of pro-
cessing units on a single chip pushes for profound changes in the expression of scalable par-
allelism up to millions of concurrent tasks and its automatic exploitation on complex, often
distributed memory hierarchies. It is generally accepted that such many-core processors cannot
be eﬃciently exploited without a careful selection of scalable algorithms and the introduction of
new programming models. But programmers currently lack a clear path to navigate the land-
scape of many-core programming models, and programming tools are unfortunately lagging
behind the fast paced architectural evolutions. Data-ﬂow programming address some of these
issues, meeting the requirements in terms of scalable task parallelism, functional determinism,
and temporal and spatial data reuse in these systems. Unfortunately, these streaming languages
are often too static to meet the needs of emerging embedded applications, such as context- and
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data-dependent dynamic adaptation. In addition, emergent applications in embedded systems
tend to combine computational parts with real-time constraints. Another tendency is the ap-
parition of online services to complement the base functionalities. Future embedded systems
must combine more ﬂexible and more open deﬁnitions of systems (including potentially cloud
computing), which means runtime adaptation of the system to a changing environment. One
challenge, in this context, is any loss of connectivity which can impact parts of its functionali-
ties, but must sustain the core functioning. Another is an increasing requirement for safety and
security, even for mass market applications [8]. We must ﬁnd a way to combine the parallelism
management of data-ﬂow principles and the reliability of real-time systems, and a common base
to deﬁne such a Programming Model. In this paper, we are looking at the evaluation of a pre-
viously deﬁned Model of Computation (MoC) which extends the CSDF-based usual MoC with
2 important data-ﬁlters: Select-duplicate and Transaction. CSDF graphs are directed graphs
where a set of nodes referred to as computation actors (i.e. ﬁlters, agents in modern data-ﬂow
languages) are connected by a set of edges which are communication FIFO channels. By com-
bining the 2 new data-ﬁlters with CSDF graphs, in valid combinations that are intuitively easy
to ﬁgure out and that can be checked automatically by a compiler, we demonstrated that we
retain not only the good and desirable properties of CSDF graphs but also overcome a whole
set of limitations that came with CSDF models and provide useful features for usual real-time
and cyber-physical systems with computational requirements. To illustrate the impact of the
new Programming Model on new streaming applications, we present the following motivational
example.
Motivational example
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Figure 1: Graph of the Satellite appli-
cation with diﬀerent sources of local-
ization. At the end of the deadline, the
best information is chosen, according to
an order setup by the programmer.
Our example to study is the case of satellite position-
ing thanks to data-fusion. The concept of data-fusion
is to use several sources from diﬀerent inputs to infer
a value that matches all the relevant inputs. A strong
constraint we want to impose is resilience to a failure
of a part of the input sources but also to be able to use
them again easily when they become relevant again.
Potentially, relevant sources for satellite1 localiza-
tion, as can be seen in Figure 1, are the following: (1)
2 GPS units (base for localization, but may be not
always available), (2) Captors (e.g. accelerometers,
pressure/temperature sensors) and data from satellite
(speed, angle of motors), with an interpolation of posi-
tion (e.g. altitude from pressure) and redundancy, (3)
A local map regularly updated from an online-service,
(4) Camera capture data processing (planet trajectory
or kind of topography, evaluation with regards to local
map data) with higher compute time, and less accu-
racy, and obviously more power consumption. The
process for data-fusion and localization of the satel-
lite by using the 5 considered sources must take into
account the fact that most of the sources are sporadic and may not be available each time a
decision must be made. Such process is not available with usual CSDF derivatives. This use
1This example is based on a real-life application of a low-cost “satellite” attached to a weather balloon.
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case illustrates the needs of creating a MoC whith the interesting properties of CSDF (execu-
tion determinism, time boundedness and execution in bounded memory) without its limitation.
In this context, we have deﬁned a new MoC by extending the CSDF-based usual MoC with 2
important data-ﬁlters: Select-duplicate, and Transaction to treat the case of uncertain arrival
of data. A more detailed description of these data-ﬁlters can be found in section 3 and in [8].
The remainder of this paper is organized as follows: Section 2 gives an overview of the
related work, section 3 presents the extension of our Model of Computation, section 4 presents
real-life use cases before concluding in section 5.
2 Related work
The principal motivation for research into stream programming or data-ﬂow models comes from
the limitations of the von-Neumann architecture to exploit massive amounts of ﬁne grained
parallelism. Early data-ﬂow architectures ﬁght the von-Neumann bottlenecks by replacing the
program counter with a data-driven execution model (execution of instructions as soon as there
is enough data) [13] and its interesting properties (decidability, composability, predictability,
timing constraints compatible, and memory boundedness for well formed applications). That is
important reasons why we built our Programming Model on CSDF. More recent data-ﬂow archi-
tectures rely on the same principles but execute sequences of instructions, or data-ﬂow threads
in parallel, instead of single instructions. While many data-ﬂow programming languages (e.g.
StreamIt [11] and ΣC [6]) have been proposed [7] to match the needs of such architectures,
none of these models provides enough information for real-times constraints and their enforce-
ment. This makes classical data-ﬂow languages not well suited for embedded applications, and
of course for real-time and cyber-physical ones.
The case of real-time constraints on many-core systems was discussed in several models.
We can cite particularly Scenario-Aware Data-ﬂow models whose aims are close to ours. In
the approach discussed in [5], scenario-aware dataﬂows relies on a scenario driven model of the
application where several runtime scenario are projected to build a model of an application
which can guarantee time constraints. This is an engineering approach which should work
well when the number of possible scenarios are limited and manageable by a human. Our
approach is more generic as it provides a uniﬁed view of many-core systems, which is entirely
composable. It can provide several scenarios in parallel, whose composition is transparent for
the programmer (i.e.they can be checked and validated independently from one another, as the
composition does not change their execution). In [1], Arumi and Amatriam proposed Time
Triggered Synchronous Data Flow (TTSDF) which associates Time-Triggered (TT) periodic
schedule to the input nodes and output nodes of a Synchronous Data-ﬂow (SDF) and derives
a periodic schedule for all the actors in the SDF graph. This approach partially solves the
problem of mixing real-time and high-performance computing, but it does not provide eﬃcient
mechanisms to cope with failure in real-time systems contrary to our model.
3 Programming Model
In this section, we give an overview of the Model of Computation deﬁned in [8].
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3.1 Timed CSDF
The timed graph is a more accurate representation of the CSDF graph, that associates to each
sub-task of an actor a computation time and a communication overhead [4]. We consider the
Timed graph G = 〈A,E, ω, ϕ〉, where A is a set of actors, E ⊆ A×A is a set of communication
channels, ω gives the worst-case computation time of each actor and ϕ is its communication
time according to a scheduling policy. The set of actors is denoted by A = {a1, a2, ..., an},
where each actor represents one function that transforms the input data streams into output
data streams. The communication channels carry streams of data and work as a FIFO queue
with unbounded capacity. An atomic piece of data carried out by a channel is called a token.
Each actor aj ∈ A has an execution sequence of length τj , [fj(0), · · · , fj(τj − 1)] which can be
understood as follows: The nth time that actor aj is ﬁred, it executes the code of function fj(n
mod τj) and each function is viewed as a sub-task of actor aj . As a consequence, production
and consumption are also sequences of length τj .
In a Timed graph, if an actor ai must be ﬁred after date Ti and another aj at date Tj , then
it constraints the execution scheme of all the nodes between the two constrained nodes. The
constraints on the CSDF functions can be modeled by using the Timed Constrained Automata
(TCA) constraints, as explained in [8].
3.2 System agents for data management
Modern data-ﬂow languages, based on SDF or CSDF (e.g. StreamIt [11] and ΣC [6]) provides
an advanced compiler for streaming applications by performing stream-speciﬁc optimization,
which ensures programmability and eﬃciency on many-core processors. For example, the ΣC
programming model builds networks of connected agents (ﬁlters for StreamIt or actors in a
Timed CSDF). An agent is an autonomous entity, with its own address space and thread of
control. It has an interface describing a set of ports, their direction and the type of data
accepted; and a behavior speciﬁcation describing the behavior of the agent as a cyclic sequence
of transitions with consumption and production of speciﬁed amounts of data on the ports
listed in the transition. An application is deﬁned as a subgraph, which is a composition of
interconnected agents and it has also an interface and a behavior speciﬁcation. The contents
of the subgraph are entirely hidden and all connections and communications are done with its
interface. The directional connection of two ports creates a communication link, through which
data is exchanged in a FIFO order with non-blocking write and blocking read operations (the
link buﬀer is considered large enough).
These data-ﬂow MoCs support also special ﬁlters for data management only (system agents
in ΣC). Such ﬁlters do not modify the values they receive, but only route them or organize
them. This particular feature is very useful for optimization of process networks. Usual data
redistribution ﬁlters include splitters (or split ﬁlters), joiners (or join ﬁlters) and duplicate
ﬁlters [3], which are usually combined as split/join constructs or duplicate/join constructs.
Nonetheless, these data-ﬁlters cannot resolve the case when no guarantee is provided on the
availability of a given dataset as input, or no guarantee can be given on the availability of a
computing resource for the process to be ﬁred. An example of such a case is when a computation
(or a database query) is done on a remote location (e.g. the cloud) and the transmission of data
is dependent on the quality of the connection (no interference or loss of network connectivity,
bandwidth, latency, etc.), on the availability of a server to execute the request, and so on. . . In
such a case, one can not bound the time for a given data token to be available, and then,
cannot guarantee real-time constraints. Other studies cases and more detailed examples could
be found in [8].
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3.3 New data distribution ﬁlters
Select-duplicate ﬁlters As an ordinary duplicate ﬁlter, the select-duplicate ﬁlter has one
entry and n outputs (n is a maximum number which can be speciﬁed to enable automatic
sizing). At a given time any combination of the n outputs can be enabled. Nonetheless, if there
is a timing constraint on this ﬁlter (either directly, or indirectly), then at least one output must
be enabled at any given time, and the enabled path will bear the timing constraints. Otherwise,
any select output will be treated as a sporadic path. In the latter case, the path connected
to the select output must be consistent with the other paths and present as interface a single
input channel and a single output channel, to connect on a transaction ﬁlter. A parallel ﬁlter
is required to enable the selected channels as required. A graphical representation is shown in
Figure 2.
1 agent SelectDuplicate<elt_type>(int N, int
k, clock C, time_interval reset)
2 {
3 interface
4 {
5 in<elt_type> input;
6 out<elt_type> output[N];
7 spec{ {input[k]; output[0][k];
output[1][k]; ... ;
output[N-1][k]} };
8 }
9 }
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Figure 2: A Duplicate-Select box with an optional output for timer. Speciﬁc keywords of the
ΣC language are underlined.
Transaction ﬁlters The transaction ﬁlter implements an important action not available in
usual data-ﬂow MoC, which can be useful in a wide set of use-cases: Speculation, Redundancy
with vote, Best-of at a given deadline, Select an active data-path among several, and so on.
Let us suppose we have several algorithms and several characteristics for data-paths. Only one
data-path is required to ﬁnish before the deadline. The others can be much loosely deﬁned:
algorithms can be highly reﬁning, with uncertain execution times, and execution delays. When
the deadline comes, the transaction box choose the best result available at that time. An
example of ”best-of at a given deadline” transaction could be seen in section 4.1, on the case
of edge-detections. Another way the same duplicate-transaction construct can be useful, is to
manage redundancy, a usual way to implement fault-tolerance. An example of redundancy
could be seen in the Satellite example in Figure 1.
By construction a transaction box has n inputs and one output with an optional time-out
input to trigger the transaction at a given deadline (or other time constraints). It can read on
the output channels of all data-paths without consuming the data tokens on the channels. This
behavior is required because the transaction box must take a decision only based on the values
of the data in the channels, or on the availability of the said values. Once the transaction is
done, only the chosen data token is written on the unique output channel and all the input
channels are atomically emptied. A graphic view is shown in Figure 3.
3.4 Implementation in ΣC
We use ΣC [6] to implement these new data distribution ﬁlters as an extension of this language,
as can be seen in Figure 2 and 3. Select-duplicate and transaction ﬁlter is implemented as
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1 /* Filter with n input and 1 outputs */
2 agent TransactionBox<elt_type>(int N,
transaction_type T, clock C,
time_interval deadline)
3 {
4 interface
5 {
6 in<elt_type> input[N];
7 out<elt_type> output;
8 spec{ {input[N]; output} };
9 }
10 }
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Figure 3: Transaction box with an optional timer. Only one output is voted to pass after a
certain duration after acquisition. Speciﬁc keywords of the ΣC language are underlined.
system agents (e.g. Split, Join and Duplicate ﬁlters). An important part of the programming
model is that the agent model is dealing with timing concepts: clocks, intervals, deadline, etc.
First, clocks are considered as complex structures with many parameters which may be set or
not, or used to constrain the acceptable physical clocks for a component. Time units (s, ms,
μs) can be used for numerical constants, they make writing clocks as simple as possible:
clock C = {.super= Ci, .period = 10ms, .phase=50ms}
Deadline of a transaction ﬁlter is implemented as interval between the beginning of its corre-
sponding select-duplicate and the ﬁring of this transaction box. This interval is measured by
the number of ticks occurring periodically at each period of the clock.
4 Case studies
In this section, we study 2 applications from image processing as they convey both compu-
tation and time-constraint requirements, using the programming model deﬁned in section ref-
sec:programming so that to test its interest.
4.1 Case-study on edge detection
Edge detection is one of the most signiﬁcant tasks in image processing systems. For the last few
decades a lot of researches has been done in this ﬁeld. Various edge detection techniques are
proposed: Quick Mask, Sobel, Prewitt, Kirsch [9], Canny [2] or Canny with loop [10]. Gradient
based edge detectors like Prewitt and Sobel are relatively simple and easy to implement, but
are very sensitive to noise. The Canny algorithm is an optimal solution to problem of edge
detection which gives better detection specially in presence of noise, but it is time consuming
and require a lot of parameter setting. As can be seen in Figure 4, the execution time of Quick
Mask is the shorter and Canny is the longest (tested on a standard Intel Core i3@2.53GHz).
In an ideal world, a programmer would use the best algorithm and be done with it, but pos-
sible real-time constraints can mitigate this idyllic view. When dealing with timing constraint,
an average quality result at the right time is far better than an excellent result, later. The
Canny ﬁlter may be the best algorithm for edge detections, but the execution time depends on
the input image. In contrast, Quick Mask or Sobel have image-independent execution time (i.e.
depending only on the size of the input image, not on its contents). So, we can use a transaction
box of type ”best-of several data-paths, with deadline”, on the case of edge-detections. If a
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deadline arrive soon Quick Mask will be chosen. In the other cases, the best current result with
Canny will be delivered. This kind of time-dependent decision is not available in usual CSDF.
By contrast, our model ﬁts well the case by using a transaction ﬁlter. The exercise is now to
ﬁnd how our new proposal could satisfy the real-time constraints of this type of application. A
ΣC implementation of this method to use the transaction ﬁlter could be seen in Figure 4. The
Read Image actor reads images from source and duplicates this image to be tested by diﬀerent
Edge Detection methods: Quick Mask, Sobel, Prewitt, Canny,. . . and its output is connected
directly to the transaction actor. This box will select the best results in accordance with the
deadline. As can be seen in Figure 5, Quick Mask gives an acceptable result, Sobel and Prewitt
is a little better while Canny give the best result with an execution time which is about 400%
higher than Quick Mask.
Quick Mask Sobel Prewitt Canny
200 473 522 1040Time(ms)
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Figure 4: CSDF graph of the Edge Detection application. Execution time of diﬀerent Edge
Detection methods (measured on Intel core i3@2.53GHz). Canny with loop is an incremental
evaluation. At the end of the deadline, the best result will be chosen, according to the order:
Canny with loop > Canny > Sobel > Quick Mask.
A more elaborate case could want to improve the quality of result by using incremental
feedback loop. For example, the curvature scale space (CSS), which detects corners using the
intuitive notion of locating when the contour of an object makes a sharp turn in the image, is a
state-of-the-art corner detector. However, the success of the CSS is strongly dependent on the
quality of the input boundary segmented image, which is obtained by Canny edge detection [10].
With a too high threshold used as default edge detection parameters, the segmentation of a low
contrast image of a ship corner, taken in welding preparation phase, is poor, as shown in Figure
6(a). However, a too low threshold yields an over-segmented image, as shown in Figure 6(b).
Neither an under- nor an over-segmented image is a good input to the CSS corner detector.
The ﬁrst one allows detection of only few corners, while the latter one results in detection of too
many false positives. It is therefore decisive that a threshold value that will yield reasonable
and eﬃcient segmentation, as shown in Figure 6(c), is deﬁned [10]. The suggested feedback loop
structure, shown in Figure 4, aims to do this automatically before the segmentation results are
passed to higher level of the CSS system. The control objective of the closed-loop is to provide
a binary segmented image which is free of noise. It is accomplished by changing the threshold
of the Canny edge detector, so that the measured variable, two-dimensional entropy S of edge
segmented pixels, is minimized. We may not know how many loops can be done before the
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(a) (b) (c)
(d) (e) (f)
Figure 5: Results of diﬀerent Edge Detection methods: (a) The image source (b) Quick Mask
(c) Sobel (d) Prewitt (e) Kirsch (f) Canny.
(a) (b) (c)
Figure 6: Original object image overlaid with the edge-contours detected using too high (a),
too low (b) and optimal (c) threshold (Source: [10])
deadline occurs. As can be seen in Figure 4, if the incremental path is still running when the
deadline occurs, the latest available corner detected (with a two-dimensional entropy minimized)
is chosen. Again, usual CSDF cannot express this kind of time- and context-dependent decision.
4.2 Case-study on Viola & Jones
The Viola & Jones object detection framework is the ﬁrst object detection framework to pro-
vide competitive object, face or person detection rates in real-time proposed by Paul Viola and
Michael Jones [12]. There are three components in the framework. The ﬁrst is the introduction
of a representation called the Integral Image which allows the features used by the detector
to be computed very quickly. The second is a learning algorithm, based on AdaBoost, which
selects a small number of critical visual features from a larger set and yields extremely eﬃcient
classiﬁers. The third is a method for combining increasingly more complex classiﬁers in a Cas-
cade which allows background regions of the image to be quickly discarded while spending more
computation on promising object-like regions. The cascade can be viewed as an object speciﬁc
focus-of-attention mechanism which unlike previous approaches provides statistical guarantees
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that discarded regions are unlikely to contain the object of interest.
However, in most applications of person or object detection (e.g. in avionics, military and
video surveillance), a high level of accuracy is not suﬃcient, as real-time constraints are equally
critical. For example, with a ﬁghter, all persons or objects detected must be synthesized after
a ﬁrm deadline. The exercise is now to ﬁnd how our new data distribution ﬁlters could satisfy
the real-time constraints of this application. A CSDF implementation of this method to use the
transaction ﬁlter could be seen in Figure 7. An image will be analysed and tested in diﬀerent
scales and only persons, objects or interest point detected before a deadline will be selected
by a transaction box. As can see in Figure 8, the transaction ﬁlter selects only results from
GoodPoint which arrive before the deadline and the number of persons detected on the image
will also change. In the ﬁrst case with a longer deadline, 2 persons and 1 object-like person are
detected. In the second case, only 2 persons are detected and in the third case with a deadline
which arrives too soon, no person or object is detected. This kind of time-dependent decision
is not available with usual programming models based on SDF or CSDF MoCs, contrary to our
model which is more dynamic and context-dependent by integrating transaction ﬁlter as a new
data distribution ﬁlter.
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Figure 7: CSDF graph of the Viola & Jones application. The Scales is to calculate scales on
which the image will be tested, Integral Img : calculate the integral of the image, GoodPoint :
search positions where there may be a person or an object, TransactionBox : a transaction ﬁlter
of type ”best-of several data-paths, with deadline”, Handling : clear positions that are too close
and draw rectangles in these positions.
5 Conclusion
We extended the CSDF-based usual MoC with time constraints and two important data-ﬁlter:
Select-duplicate, and Transaction. By combining the two new data ﬁlters with CSDF graphs, in
valid combinations that are intuitively easy to ﬁgure out and that can be checked automatically
by a compiler, we the main properties of CSDF graphs are preserved, while overcoming a range
of limitations that use to be associated with CSDF models. Thanks to several real-life case-
studies, we show the importance of these ﬁlters to deﬁne a new set of applications for embedded
computing, which can be encompassed in the coming years. Future work intend to resolve the
problem of scheduling and translating this model more into a formal language to have a more
coherent view of many-cores.
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(a) (b) (c)
Figure 8: Person detection with the Viola Jones algorithm according to the arrival of the
deadline (measured on Intel core i3@2.53GHz): (a) 2 persons and 1 object-like person are
detected (b) 2 persons (c) nothing is detected with a deadline of 200, 100 and 50ms, respectively.
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