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ABSTRACT 
TRAVEL TIME ESTIMATION ON URBAN ARTERIALS — A 
REAL TIME ASPECT 
by 
Jingcheng Wu 
The University of Wisconsin-Milwaukee, 2016 
Under the Supervision of Professor Xiao Qin 
 
This dissertation attempts to develop simple and direct approaches to estimate the vehicle queue 
length and travel time along signalized arterial links for real-time traffic operations.  This 
dissertation is the first to demonstrate a process using vehicle trajectory data to generate detector 
volume, speed and time occupancy data, along with the generalized flow rate, density and space 
mean speed data.  This approach minimizes detector over-counting and miss-counting issues.  
The detection zone can be of any shape or size and at any location along the trajectory.  The 
relationships among detector volume, speed and time occupancy along signalized arterials are 
analyzed theoretically and experientially.  If the generalized definitions of flow rate, density and 
space mean speed are used, the fundamental relationship, ݒ ൌ ݀ݏ, holds valid in a signalized 
arterial environment.  The fundamental relationship diagram plotted using field signalized 
arterial data has not been seen in any of the literatures reviewed. 
 
Within the defined time-space region, the scatter diagram of the generalized density and the 
detector time occupancy presents a strong linear correlation.  Simply converting detector volume 
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counts within one data collection time period to use as the generalized flow rate introduces 
estimation errors.  There are two major reasons. The first is that vehicles don’t completely cross 
the detector during the data collection time period.  The second is that it assumes vehicles would 
evenly spread across the data collection time period when crossing the detection zone.  Traffic 
flow intensity is introduced and defined within the time-space regions to provide much more 
accurate description of the traffic flow arrival and departure conditions. 
 
This dissertation attempts to make improvements to the input-output technique for queue 
estimation along signalized links.  Based on analyses of the theoretical and experiential 
cumulative input-output diagrams, also known as the Newell Curves, two major improvements 
are proposed to improve the performance of the input-output technique.  The improvements take 
into account vehicles stop on top of detectors in the estimation, make necessary adjustments to 
detector vehicle counts, and introduce a reset mechanism to remove the accumulated estimation 
errors during a long time period.  The improvements are tested using two sets of field data.  One 
set of data are 10-second queue and virtual detector data generated using the Federal Highway 
Administration Next Generation Simulation Peachtree Street dataset.  The other set of data are 
field manually collected 20-second queue, and loop detector vehicle count and time occupancy 
data at metered on-ramps.  It is concluded that both improvements help to produce estimation 
results far better than the original input-output technique.  With adjusted detector vehicle counts, 
the performance of the Kalman Filter queue estimation model is also improved. 
 
A simple conservation law approach is developed to estimate travel time along signalized arterial 
links.  Inputs used include the traffic flow intensity at input and out detectors, plus the initial 
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vehicle queue.  The estimated travel time is tested with the field travel time data to evaluate the 
performance of the estimation.  The developed model is also compared with the NCHRP Project 
3-79 model and the Little’s Law queueing theory model.  The developed model performs much 
better for per short interval travel time estimation. 
 
The proposed travel time estimation approach only uses the detector volume and time occupancy 
data.  It does not rely on signal timing data to estimate the control delay or a delay model to 
estimate the queueing delay.  In addition, neither roadway geometry nor vehicle length data are 
used. 
 
 
 
v 
 
TABLE OF CONTENTS 
Abstract ...................................................................................................ii 
List of Figures ..................................................................................... viii 
List of Tables ........................................................................................ xii 
Acknowledgements ............................................................................. xiii 
1  Introduction ................................................................................... 1 
1.1  Measure Travel Time on Signalized Urban Arterials ............................................. 1 
1.2  Estimate Travel Time through Modeling ................................................................. 3 
1.3  Research Objectives .................................................................................................... 3 
1.4  Research Design .......................................................................................................... 4 
1.5  Challenges Faced and Research Contributions ....................................................... 7 
1.6  Organization of Dissertation ...................................................................................... 8 
2  Literature Review .......................................................................... 9 
2.1  Detection Technology.................................................................................................. 9 
2.1.1  Point Measurement of Performance........................................................................ 9 
2.1.2  Link Measurement of Performance ...................................................................... 14 
2.1.3  Travel Time Measurement .................................................................................... 19 
2.2  Queue Estimation Models ........................................................................................ 27 
2.2.1  Simple Input-Output Model .................................................................................. 28 
2.2.2  Kalman Filter Model ............................................................................................. 29 
2.2.3  Shock Wave Model ............................................................................................... 33 
2.2.4  Probabilistic Model ............................................................................................... 37 
2.2.5  Other Models ........................................................................................................ 40 
2.3  Delay Estimation Models .......................................................................................... 41 
2.3.1  Deterministic Queueing Model ............................................................................. 41 
2.3.2  Shock Wave Model ............................................................................................... 42 
2.3.3  Steady-State Stochastic Model ............................................................................. 44 
2.3.4  Time-Dependent Stochastic Model ....................................................................... 45 
2.3.5  Comparison of Delay Models ............................................................................... 45 
2.3.6  HCM 2000 Model ................................................................................................. 47 
2.3.7  Route Travel Time ................................................................................................ 49 
 
 
vi 
 
2.3.8  Other Delay Models .............................................................................................. 50 
3  Methodology ................................................................................ 53 
3.1  Major Hypothesis ...................................................................................................... 53 
3.1.1  Relationship between Volume, Speed and Occupancy ......................................... 54 
3.1.2  Vehicle Queue Length Estimation ........................................................................ 55 
3.1.3  Travel Time Estimation ........................................................................................ 56 
3.2  Data Needs ................................................................................................................. 57 
3.3  Analysis Approach .................................................................................................... 58 
3.3.1  Definition of Detector Volume, Speed and Occupancy ........................................ 58 
3.3.2  Vehicle Trajectory ................................................................................................ 60 
3.3.3  Time-Space Diagram ............................................................................................ 63 
3.3.4  Generalized Definition of Flow, Density and Speed ............................................ 64 
4  Data for Analysis ......................................................................... 67 
4.1  NGSIM Peachtree Street Data ................................................................................. 67 
4.1.1  Field Data .............................................................................................................. 67 
4.1.2  Detector and Link Placement ................................................................................ 71 
4.1.3  Detector and Link Data Processing ....................................................................... 75 
4.2  Field Data Collected in New York City ................................................................... 78 
4.3  Metered On-ramp Data ............................................................................................ 80 
4.4  Sample Size ................................................................................................................ 81 
5  Analysis of Flow, Density, Speed, and Occupancy ................... 82 
5.1  Detector Volume, Speed and Time Occupancy ...................................................... 82 
5.2  Vehicles Crossing a Detector .................................................................................... 87 
5.2.1  Speed ..................................................................................................................... 93 
5.2.2  Density .................................................................................................................. 95 
5.2.3  Flow Rate .............................................................................................................. 98 
5.3  Time-Space Regions for Individual Vehicles ........................................................ 102 
5.3.1  Flow Rate ............................................................................................................ 106 
5.3.2  Speed ................................................................................................................... 110 
5.3.3  Density ................................................................................................................ 110 
5.4  Traffic Flow Intensity ............................................................................................. 114 
6  Queue Length and Travel Time along Signalized Link ......... 117 
6.1  Input-Output Technique for Queue Estimation .................................................. 117 
6.1.1  Cumulative Input-Output Diagram ..................................................................... 118 
 
 
vii 
 
6.1.2  Queueing in Time Space Diagram ...................................................................... 121 
6.1.3  Vehicle Count Adjustment Using Time Occupancy ........................................... 123 
6.1.4  Input-Output Technique Reset Mechanism ........................................................ 129 
6.2  Travel Time Estimation .......................................................................................... 133 
6.2.1  Comparison with NCHRP Project 3-79 Model .................................................. 137 
6.2.2  Comparison with Little’s Law ............................................................................ 139 
6.2.3  Close Look at Individual Vehicle Travel Time .................................................. 141 
7  Conclusion .................................................................................. 143 
7.1  Detector Volume, Speed and Time Occupancy .................................................... 143 
7.2  Vehicle Queue Length............................................................................................. 145 
7.3  Travel Time ............................................................................................................. 146 
8  References .................................................................................. 148 
9  Curriculum Vitae ...................................................................... 156 
 
  
 
 
viii 
 
LIST OF FIGURES 
Figure 1  Key Research Components .............................................................................................. 6 
Figure 2  Inductive Loop Detector System ................................................................................... 10 
Figure 3  10-Second Midblock Average Spot Speed .................................................................... 12 
Figure 4  Comparison between Detector Spot Speed and Floating Car Speed ............................. 13 
Figure 5  Detection Zone Occupied by a Vehicle ......................................................................... 14 
Figure 6  Simulation Occupancy Curve for Steady-State Queueing  (Citied from Click and Boden 
(7))............................................................................................................................... 17 
Figure 7  Field Occupancy Curve for Morning Peak Period  (Cited from Boden and Click (8)) . 17 
Figure 8  An Example of Toll Tag  (Cited from TransCore (23)) ................................................ 25 
Figure 9  An Example of Toll Tag Reader and Antenna  (Cited from TransCore (23)) .............. 26 
Figure 10  Break Points and Shock Waves ................................................................................... 36 
Figure 11  Queue Diagram at Signalized Intersection .................................................................. 42 
Figure 12  Shock wave Diagram at Signalized Intersection  (Cited from Akcelik and Besley (58))
..................................................................................................................................... 43 
Figure 13  Average Approach Delay and Volume-to-Capacity Ratio Relationships  (Cited from 
Dion et al. (64)) ........................................................................................................... 47 
Figure 14  Trajectory of One Vehicle ........................................................................................... 62 
Figure 15  Field Recorded Trajectories of Two Vehicles ............................................................. 63 
Figure 16  A Time-Space Region with ࢔ Vehicle Trajectories .................................................... 65 
Figure 17  NGSIM Peachtree Street Project Area (Cited from Home of the Next Generation 
Simulation Community (87)) ...................................................................................... 68 
Figure 18  NGSIM Peachtree Street Afternoon Dataset Southbound Traffic Vehicle Trajectories
..................................................................................................................................... 71 
Figure 19  Detector Placement ...................................................................................................... 74 
Figure 20  Detector Data Processing During a Data Collection Period ........................................ 77 
 
 
ix 
 
Figure 21  Detector Locations along Canal Street ........................................................................ 80 
Figure 22  Ratio of Flow to Time Mean Speed vs. Time Occupancy with 30-second Time 
Intervals....................................................................................................................... 83 
Figure 23  Ratio of Detector Midblock Volume to Speed vs. Time Occupancy .......................... 84 
Figure 24  Ratio of Detector Stop Bar Volume to Speed vs. Space Occupancy .......................... 85 
Figure 25  Detector in Time-Space Diagram ................................................................................ 88 
Figure 26  Close Look at Vehicles Crossing a Detector ............................................................... 89 
Figure 27  Detector Set #401 Lane 1 Ratio of Generalized Flow Rate to Generalized Speed vs. 
Generalized Density .................................................................................................... 92 
Figure 28  Detector Set #401 Lane 1 Generalized Speed vs. Detector Speed .............................. 94 
Figure 29  Detector Set #407 Lane 1 Generalized Speed vs. Detector Speed .............................. 94 
Figure 30  Detector Set #401 Lane 1 Generalized Density vs. Ratio of Detector Volume to Speed
..................................................................................................................................... 96 
Figure 31  Detector Set #407 Lane 1 Generalized Density vs. Ratio of Detector Volume to Speed
..................................................................................................................................... 97 
Figure 32  Detector Set #401 Lane 1 Generalized Density vs. Detector Time Occupancy .......... 97 
Figure 33  Detector Set #407 Lane 1 Generalized Density vs. Detector Time Occupancy .......... 98 
Figure 34  Detector Set #401 Lane 1 Generalized Flow Rate vs. Detector Volume .................... 99 
Figure 35  Detector Set #407 Lane 1 Generalized Flow Rate vs. Detector Volume .................. 100 
Figure 36  Time-Space Regions for Vehicles Crossing a Detector ............................................ 102 
Figure 37  Detector Set #401 Lane 1 Generalized Flow vs. Flow Estimated Using Detector Data
................................................................................................................................... 107 
Figure 38  Detector Set #407 Lane 1 Generalized Flow vs. Flow Estimated Using Detector Data
................................................................................................................................... 108 
Figure 39  Detector Set #401 Lane 1 Generalized Flow vs. Flow Estimated Using Detector Data 
Without Vehicle Lengths .......................................................................................... 109 
Figure 40  Detector Set #407 Lane 1 Generalized Flow vs. Flow Estimated Using Detector Data 
Without Vehicle Lengths .......................................................................................... 110 
 
 
x 
 
Figure 41  Detector Set #401 Lane 1 Average Distance Traveled vs. ࡸ࢚ ൅ ࡸࢊ ......................... 111 
Figure 42  Detector Set #401 Lane 1 Generalized Density vs. Estimated Detector Flow/Detector 
Speed ......................................................................................................................... 113 
Figure 43  Detector Set #407 Lane 1 Generalized Density vs. Estimated Detector Flow/Detector 
Speed ......................................................................................................................... 114 
Figure 44  Cumulative Input-Output Diagram at Signalized Intersection .................................. 119 
Figure 45  Cumulative Input-Output Diagram  (Plotted using NGSIM data) ............................ 121 
Figure 46  Vehicle Trajectories during Three Data Collection Time Periods (Plotted using 
NGSIM data) ............................................................................................................. 123 
Figure 47  Cumulative Input-Output Diagram Plotted Using Adjusted Vehicle Counts ........... 125 
Figure 48  Comparison between Ground Truth Queue and Estimated Queues  (Queue Estimated 
using the NGSIM Data Set) ...................................................................................... 126 
Figure 49  Comparison between Ground Truth Queue and Estimated Queues  (Queue Estimated 
using the Metered On-ramp Data Set) ...................................................................... 128 
Figure 50  Cumulative Input-Output Diagram Plotted with Correction Points  (Plotted using 
NGSIM data) ............................................................................................................. 131 
Figure 51  Ground Truth Queue vs. Queue Estimated Using Adjusted Volume  (Plotted using 
NGSIM data) ............................................................................................................. 132 
Figure 52  Ground Truth Queue vs. Queue Estimated Using Raw Volume  (Plotted using NGSIM 
data)........................................................................................................................... 133 
Figure 53  Link and Detector Flow ............................................................................................. 134 
Figure 54  Link 401-407 Lane 1 Field Travel Time and Estimated Travel Time Using Equation 
59  (Plotted using NGSIM data) ............................................................................... 137 
Figure 55  Link 401-407 Lane 1 Field Travel Time, Estimated Travel Time Using Equation 59 
and Estimated Travel Time Using NCHRP Project 3-79 Model  (Plotted using 
NGSIM data) ............................................................................................................. 139 
Figure 56  Link 401-407 Lane 1 Field Travel Time and Travel Time Calculated Using Little’s 
Law (Plotted using NGSIM data) ............................................................................. 140 
Figure 57  Field Travel Time of Vehicles Travelling along Link 401-407 between 16:02:30 and 
16:02:40 .................................................................................................................... 141 
 
 
xi 
 
Figure 58  Trajectories of Vehicles Entering Link 401-407 between 16:02:30 and 16:02:40 ... 142 
 
  
 
 
xii 
 
LIST OF TABLES 
Table 1  NGSIM Data Structure ................................................................................................... 69 
Table 2  NGSIM Data Record Sample ......................................................................................... 70 
Table 3  Detector Positions ........................................................................................................... 74 
Table 4  Link Positions ................................................................................................................. 75 
Table 5  Time Occupancy Thresholds and Coefficients for Metered On-ramp Data ................. 127 
Table 6  Root Mean Squared Errors of Estimated Vehicle Queues ............................................ 129 
 
  
 
 
xiii 
 
ACKNOWLEDGEMENTS 
I would like to express my sincere appreciation and gratitude to my advisors, Professor Xiao Qin 
and Professor Alan J. Horowitz.  I cannot complete this dissertation without their invaluable 
guidance and encouragement.  I would also like to express my appreciation to the members of 
my committee, Professor Yue Liu, Professor Jie Yu and Professor Jun Zhang. 
 
I would like to thank my family.  I cannot complete my Ph.D. study without their support. 
 
 
 
 
1 
 
1 INTRODUCTION 
Time used to travel from origin to destination is very valuable information collected by 
Advanced Transportation Management Systems (ATMS).  Currently, travel time information is 
mostly provided on limited access roadways such as freeways.  Traffic flow on limited access 
roadways is not interrupted periodically by traffic signals and can generally be considered as 
spatially homogeneous within a roadway segment, where flow rate, density and speed are 
generally consistent when vehicles travel along the roadway segment.  Average spot speeds, link 
travel speeds and travel times can be converted between one another without introducing 
significant conversion error.  One single average spot speed can be used to indicate travel time 
for a very long roadway segment with consistent geometry, homogeneous vehicle mix and 
stationary traffic.  Traffic detectors collecting point measurements of performance like loop 
detectors are typically installed with a half-mile spacing and can perform well enough to provide 
travel times on limited access roadways. 
 
With the development of detection technologies, many new methods to collect travel times have 
appeared, such as vehicle re-identification, vehicle signature matching, Bluetooth MAC address 
matching, license plate matching, toll tag matching, global positioning system devices, and 
cellular phones. 
 
1.1 Measure Travel Time on Signalized Urban Arterials 
On signalized urban arterials, sparse detection used on limited access roadways cannot provide 
accurate travel times.  This is because traffic flow is periodically interrupted by traffic signals 
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and vehicles constantly go through deceleration, stop and acceleration.   One signalized arterial 
link can be divided into a free flow section, a deceleration section, a queueing section, and an 
acceleration section (1).  Traffic flow can no longer be considered as spatially homogeneous 
along a roadway segment with signals.  In order to provide accurate travel times, measurements 
of performance from multiple points on a signalized link are needed, which requires much higher 
costs compared to sparse detection used on limited access roadways. 
 
The new travel time collection technologies that have recently appeared are promising, but it is 
challenging to deploy them on signalized urban arterials in real-time.  A signalized link often 
includes multiple nodes including signals, entrance points and exit points.  If the travel time data 
collection points are selected and detection equipment is installed based on locations of these 
nodes, there will be too much equipment installed and it is a waste of resources.  If the data 
collection points are selected far away from each other to collect route travel times, then spatial 
homogeneity may be inappropriately assumed again on signalized links.  Additional errors are 
introduced when decomposing route travel times to individual segment travel times of roadway 
segments composing the route. 
 
Generally, directly measuring travel times between two points along a signalized urban arterial 
through detection technologies is associated with many challenges including high 
implementation costs and fixed infrastructure constraints. 
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1.2 Estimate Travel Time through Modeling 
A different approach to estimate signalized link measurements of performance appeared long 
before the new detection technologies came into play.  Researchers have been studying various 
theories to model queueing at signalized intersections, such as input-output models, shock wave 
models, signal processing models, and probabilistic models.  The extra delay time induced by 
queueing has also been continuously researched and various delay models have been developed 
including deterministic queueing models, shock wave models, steady-state stochastic models, 
and time-dependent models. 
 
However, most of these queueing and delay models are very complex and were developed for 
planning and signal design purposes.  With long data collection and analysis periods, like 15 
minutes, these models tend to smooth the traffic flow dynamics and are not suitable for real time 
operations.  In addition, most of these models were developed based on simulation studies.  
Traffic flow is impacted by many known and unknown factors.  It is very challenging to analyze 
the traffic flow uncertainties using traffic simulations to model known factors.  It was found in 
the literature review process that carefully performed empirical studies and models suitable for 
real-time operation purposes are very rare.   
 
1.3 Research Objectives 
Given the limitations of existing methods and studies in estimating queue and delays on arterials, 
the goal of this dissertation is to propose a methodology that addresses this issue from two 
aspects. 
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1. Capable of providing real-time estimation of travel times on short signalized urban 
arterial segments for operational purposes that can produce quick and reliable results, 
while capturing the traffic flow dynamics on signalized arterials; 
2. Employs simple and direct approaches that are practical for daily operations, which 
should minimize modeling assumptions for implementation without compromising 
estimation accuracy, and be able to utilize detector data that are commonly available like 
volume, speed and occupancy. 
 
The outcome of this research would be a queueing model and an arterial traffic flow model that 
can be used in real-time to estimate queue lengths and traffic flow dynamics at signalized 
intersections and travel time on signalized arterial streets.  More specifically, the model shall be 
able to estimate the vehicle queue length or traffic flow dynamics in real-time with volume, 
speed and occupancy as inputs from just one or two spots in a signalized link.  Outputs from the 
model will be compared with field travel time data to verify the model performance. 
 
1.4 Research Design 
Figure 1 presents the key research components of this dissertation and the process of the research 
design.  The relationships among detector volume, speed and time occupancy along signalized 
arterials will be analyzed theoretically and experientially.  The detector volume, speed and time 
occupancy will be compared with the generalized flow rate, space mean speed and density to 
answer the following questions. 
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 Are detector volume counts divided by the data collection time interval equivalent to the 
generalized flow rates? 
 Which measurement of performance more accurately describes the vehicle arrivals and 
departures, detector volume counts or the generalized flow rates?  
 Is detector time occupancy correlated to the generalized density? 
 Is detector time occupancy equivalent to space occupancy? 
 Can detector time occupancy be used as inputs to improve the queue estimation model? 
 
Generally, input-output techniques for queue estimation are facing two challenges, how to handle 
long queues extending beyond the input detector and how to remove accumulated errors over 
time.  Based on analyses of the theoretical and field cumulative input-output diagrams, 
improvements will be proposed to improve the performance of the input-output technique.  The 
improved model will be tested and compared using field detector and queue data. 
 
A simple approach to estimate travel time along a signalized arterial link suitable for real-time 
traffic operations will be developed.  The estimation inputs will only require widely available 
detector volume, speed and time occupancy data.  The developed model will be tested and 
compared using field travel time data. 
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Figure 1  Key Research Components 
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1.5 Challenges Faced and Research Contributions 
Traffic flow theories define flow rate, density and space mean speed very specifically and 
strictly.  In practice, the most widely used data are detector vehicle count, time occupancy and 
speed data, which are often used interchangeably as flow rate, density and space mean speed, 
respectively.  A knowledge gap exists that these two sets of variables can only be used 
interchangeably with specific conditions.  If comparisons of these two sets of variables are done 
not in the same time-space region, then the results will be dependent on traffic conditions of the 
specific project location analyzed and not transferable to other project locations with different 
traffic conditions. 
 
Most current queue and travel time estimation models are very complex and very challenging for 
implementation in practice.   More complex models often require more assumptions.  
Complexities of the models do not guarantee accurate estimation results.  Practitioners prefer to 
use simpler methods with minimum assumptions, even if this means the sacrifice of accuracy. 
 
This research will connect traffic flow theories with real world traffic operations and narrow the 
knowledge gap in studying the characteristics of interrupted flows through field detector data 
with very short-time intervals, like 10 seconds.  Short intervals can help to understand the 
signalized arterial traffic flow dynamics.  The queueing model can estimate the vehicle queue 
length at traffic signals and on-ramps so that when the queue length exceeds a certain threshold, 
the vehicle queues can be flushed.  The signalized arterial traffic flow model to be developed can 
provide real-time measurements of performance at any location along a signalized arterial link, 
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which are essential inputs for real-time applications and operations like connected vehicles, 
adaptive traffic signal control, traffic management, traveler information, and incident 
management.  The model relies on traditional point measurements of performance so that 
existing detection infrastructures can be utilized to prevent introducing high costs. 
 
In addition, the Federal Highway Administration Office of Operations is leading numerous 
activities to advance the implementation and practice of operations performance measurement at 
the Federal, State, and local levels (2).  The results from this dissertation will allow various 
agencies to measure progress toward meeting their objectives of arterial transportation system 
management and operations. 
 
1.6 Organization of Dissertation 
The rest of the dissertation is organized as followed.  The next section presents a summary of the 
literature review on existing studies in traffic flow characteristics, and queuing and delay 
estimation models.  Then, Chapter 3 and Chapter 4 present the methodology and data used for 
this study, respectively.  Chapter 5 summarizes preliminary analysis results of the relationships 
among flow rate, speed, density, and time and space occupancy.  Chapter 6 presents the findings 
on arterial traffic flow characteristics and describes the proposed model. Finally, Chapter 7 
presents the conclusions of this research. 
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2 LITERATURE REVIEW 
In order to collect arterial link travel time information useful for traffic management centers and 
road users, traffic professionals have been researching and implementing two major categories of 
methods, directly measuring travel times between two points along an arterial street through 
detection technologies or estimating average travel speeds through various models based on 
detector data. 
 
This literature review section starts with a review of the available detection technologies capable 
to collect measurements of performance at point and link levels, followed by a review of queue 
estimation models and delay estimation models. 
 
2.1 Detection Technology 
2.1.1 Point Measurement of Performance 
Volume, speed and occupancy are usually the three basic types of information collected by 
traffic detectors to describe traffic conditions at any point of a roadway.  There are a variety of 
commercially available traffic detection technologies in practice, including inductive loops, 
magnetic sensors, video image detectors, microwave radar sensors, infrared sensors, laser radar 
sensors, ultrasonic sensors, and acoustic sensors. 
 
The inductive loop detector is the most widely used technology of traffic detection.  As shown in 
Figure 2 (4), a loop detector system consists of three parts, a detector oscillator, a lead-in cable, 
and a loop embedded in the pavement consisting of one or more turns of wire.  The oscillator 
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serves as source of energy for the loop.  When a vehicle passes over the loop or is stopped within 
the loop area, it reduces the loop inductance, causing an increase in the oscillator frequency.  The 
change in inductance or frequency activates a relay or circuit which sends an electrical output to 
the controller signifying that it has detected the presence of a vehicle.  Single loop detectors can 
directly measure traffic counts and time occupancies, while direct measurements of speeds 
require a dual loop or speed trap setup. 
 
 
 
Figure 2  Inductive Loop Detector System 
(Cited from Traffic Detector Handbook 2nd Edition (4)) 
 
2.1.1.1 Volume 
Volume is measured as the number of vehicles passing the detector location or a point on a 
roadway during a data collection time interval.  The equivalent hourly volume is often referred to 
as the flow rate. 
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2.1.1.2 Speed 
The average travel speed along an arterial street link is defined as the length of the link divided 
by the travel time of vehicles traversing the link, including all stopped delay times.  It is also 
known as the “space mean speed”.  The speed data collected by a detector are the arithmetic 
average of speeds of vehicles observed passing a point on a roadway, which is also referred to as 
the “time mean speed” or the average spot speed.  The space mean speed is more important and 
often used as the performance measurement of signalized urban arterials.  Figure 3 shows an 
example of the 10-second average spot speed data collected by a microwave sensor mounted at a 
midblock location. 
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Figure 3  10-Second Midblock Average Spot Speed 
 
Figure 4 (5) shows a comparison between the average spot speed data collected by a microwave 
sensor at a midblock location and the space mean speed data converted from the travel time data 
collected by the “floating car” technique.  There were 40 floating car runs shown in Figure 4 and 
the arterial link included a signalized intersection.  The floating car technique, also referred to as 
the test vehicle technique, is one of the most common travel time collection methods.  The driver 
of the test vehicle controls the speed of the vehicle in a manner that the number of vehicles 
passed by the test vehicle and the number of vehicles passing the test vehicle remain as close as 
possible (6). 
 
Figure 4 indicates that average spot speeds cannot accurately represent link space mean speeds. 
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Figure 4  Comparison between Detector Spot Speed and Floating Car Speed 
(Cited from Riggio and Wu (5)) 
 
2.1.1.3 Occupancy 
Occupancy collected by a detector is actually time occupancy, which is defined as the percentage 
of time the detection zone is occupied by a vehicle.  The detector speed can then be calculated as 
shown below (Equation 1 and Figure 5).  If the detector speed is available, time occupancy can 
be calculated similarly.  Note the detector speed is actually measured as the space mean speed of 
vehicles crossing the detection zone. 
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஺ܵ ൌ ܮݐ ൌ
ܮ௩ ൅ ܮௗ
ܶ ൈ ܱ
ܰ	
ൌ ሺܮ௩ ൅ ܮௗሻ ൈ ܰܶ ൈ ܱ  Equation 1
 
where 
஺ܵ = speed collected by a detector (ft/s), ܮ = detector effective detection length (ft), 
ݐ = time a detector is occupied by a vehicle (second), 
ܮ௩ = average physical vehicle length (ft), ܮௗ = detector detection zone length (ft), ܶ = time interval for calculation (second), 
ܱ = time occupancy collected by a detector, and 
ܰ = the number of vehicles passed a detector during the calculation time interval 
(veh). 
Note if ܱ ൌ 0, then ஺ܵ is set to free flow speed, which means no vehicles passing the detection zone or vehicles stopping outside of the detection zone during the time interval. 
 
 
Figure 5  Detection Zone Occupied by a Vehicle 
 
2.1.2 Link Measurement of Performance 
As indicated by Figure 4, measurements of performance at a single point cannot represent the 
performance of the whole signalized arterial link.  Collecting data at multiple points may provide 
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improvements, but this approach will dramatically increase the design, installation, operations, 
and maintenance costs. 
 
Two common types of link measurements of performance are space mean speed and travel time, 
which cannot be directly collected by traditional point measurement of performance detection 
technologies.  Other measurements at the link level include density, vehicle queue length and 
space occupancy.  Density is the number of vehicles per mile per lane at a given time.  Queue 
length can be described by two ways, the number of vehicles in the queue or the length in feet.  
Converting between the number of vehicles and the length in feet requires assuming average 
physical vehicle length and average space headway between vehicles.  Space occupancy is 
defined as the proportion of space of a roadway that is covered by vehicles.  Video image 
detectors are the only detectors currently available that can directly collect space occupancy data.  
However, this technology has various disadvantages including “what you see is what you get”.  
If vehicles cannot be seen (for example, during bad weather), then they cannot be detected. 
 
It is difficult to directly measure the link space mean speed.  According to the Highway Capacity 
Manual (HCM) 2000 Equation 15-6 (1), the space mean speed on a link can be computed as 
Equation 2.  The running time can be easily calculated using the free flow speed or midblock 
average spot speeds.  The delay time can be obtained from various queueing and delay models, 
which often use point measurements of performance as inputs. 
 
஺ܵ ൌ 3600ܮோܶ ൅ ݀ Equation 2
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where 
஺ܵ = space mean speed of through vehicles on the link (mi/h), ܮ = link length (mi), 
ோܶ = total of running time on all segments in the defined link (s), and ݀ = control delay for through movements at the signalized intersections (s). 
 
Based on Equation 1, Click and Boden (7) performed a simulation study to measure time 
occupancy at multiple points on a signalized link and translate the time occupancy into delay.  
The theoretical free flow occupancy of a given detector was first calculated.  The occupancy 
reported by the detector minus the theoretical free flow occupancy of this detector was then 
computed and considered as the occupancy associated with delay for this specific detector.  The 
simulation study found that cycle length and approach speed did not have significant impacts on 
the results.  In addition, one stop bar detector plus one upstream detector was sufficient to 
produce reasonable estimation.   
 
Click and Boden presented two very interesting occupancy vs. distance-from-stop-bar curves as 
shown in Figure 6 (7) and Figure 7 (8), respectively.  The occupancy values shown in the figures 
are average values over a 15-minute period.  Generally, the occupancy values are higher near the 
stop bar and decrease while moving away from the stop bar.  Figure 6 shows the simulation 
occupancy curve plotted using data generated by VISSIM, a commercial traffic microsimulation 
package.  The occupancy dip near the stop bar stems from cases when the 6-foot stop bar loop 
may not be occupied by vehicles.  Figure 7 shows the field occupancy curve plotted using the 
morning peak period field data.  The lower occupancy values at the stop bar are because some 
vehicles did not stop close enough to the stop bar and were not detected. 
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Figure 6  Simulation Occupancy Curve for Steady-State Queueing  
(Citied from Click and Boden (7)) 
 
 
Figure 7  Field Occupancy Curve for Morning Peak Period  
(Cited from Boden and Click (8)) 
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Geroliminis and Skabardonis (9) reformatted Equation 1 and added the red time cycle split to 
estimate the upstream detector “blocking occupancy” when queue has reached to the detector 
location and the detector is occupied by a stopped vehicle.  Note this condition is sometimes 
referred to as the queue over detector effect.  Wu et al. (10) studied the arterial fundamental 
diagram using high-resolution event-based signal phasing and loop detector data.  The study 
demonstrated that after removing the queue over detector effect, the flow occupancy diagram did 
not show random fluctuations and was independent of detector locations. 
 
ܱ ൌ ሺܮ௩ ൅ ܮௗሻ ൈ ܰܶ ൈ ௙ܵ ൅
ݎ
ܿ Equation 3
 
where 
ܱ = upstream detector “blocking occupancy” when queue has reached to the 
detector location, 
௙ܵ = vehicle free flow speed (ft/s), 
ݎ = red phase time (second), and  
ܿ = cycle length (second). 
 
Zhang (11) developed a simple model to estimate space mean speeds on an arterial link.  The 
model consists of two components, the critical volume to capacity ratio and volume and 
occupancy measured by loop detectors.  The model assumes time occupancy measured as space 
occupancy and converts space occupancy to density as shown below. 
 
ܦ ൌ ܱ ൈ 5280ܮ௩ ൅ ܮௗ  Equation 4
 
where 
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ܦ = density (veh/mile/lane) 
ܱ = time occupancy collected by a detector, 
ܮ௩ = average physical vehicle length (ft), and ܮௗ = detector detection zone length (ft). 
 
Minnesota Department of Transportation (Mn/DOT) evaluated four alternative detection 
methods to determine queue lengths at metered freeway on-ramps (12).  The magnetic sensor 
queue length array method provided the best result, which had six magnetic sensors installed 
every 50 feet in alternating lanes along the on-ramp with the first sensor starting at 50 feet 
upstream of the ramp meter stop line.  If the time occupancy of a sensor is higher than a pre-
determined threshold, then it is determined that the queue has reached the sensor location.  The 
queue length is estimated as the distance from the sensor location to the ramp meter stop line 
plus half of the distance between two sensors.  This method introduces higher costs associated 
with the number of sensors needed.  In addition, a reliable method is needed to determine the 
time occupancy threshold value, which does not exist currently. 
 
2.1.3 Travel Time Measurement 
It has always been challenging to measure space mean speeds or travel time on signalized urban 
arterials.  This is because a section of urban street often includes multiple signalized 
intersections, which interrupt traffic flow and cause delay consisting of deceleration delay, queue 
move-up time, stopped delay, acceleration delay, and random effects (1).  It should be noted that 
average travel speeds are often the direct outputs of modeling and travel times are often the 
direct outputs of detection technologies. 
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Practitioners and researchers have been researching and implementing a variety of methods to 
physically directly measure travel times between two points along urban streets through 
detection technologies.  These detection technologies include at least the following. 
 Vehicle re-identification or vehicle signature matching 
 Media Access Control (MAC) address matching 
 Vehicle license plate matching 
 Vehicle toll tag matching 
 Floating car technique 
 Global Positioning System (GPS) devices 
 Cellular phones 
 Radio communication systems 
 Transit vehicles equipped with automatic vehicle locators 
 Aerial photographs 
 Mechanical devices attached to odometers 
 Pickup-delivery trucks 
 
If data for all vehicles travelling in the roadway network cannot be collected, probe-based 
monitoring techniques are often resorted to for tracking only a subset of all vehicles.  The 
population measurements of performance are then estimated based on data collected from the 
samples.  Sample sizes or probing rates play a very important role in the performance 
measurement estimation results.  Generally, a probing rate of 5% is necessary to prevent biased 
estimation (13) and a higher percentage is usually needed for oversaturated traffic conditions.  
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Another factor affecting the estimation is the outlier identification and filtering process used to 
reduce biases. 
 
Hellinga and Fu (14) developed a stratified sampling method to improve the population mean 
delay estimation based on probing sample mean delay values.  This method stratified the 
population by arrival time to create sub-intervals within each study period. 
 
Although the travel time data collected by probing techniques are generally considered accurate, 
probing techniques are facing at least the following challenges. 
 Privacy issues 
 Minimum sample size or probing rates required 
 Biased results because of differences between the population and the samples 
 High implementation costs 
 Fixed infrastructure constraints 
 Multiple routes between data collection points 
 No point measurements of performance and queue length data directly available 
 Cannot be used for signal actuation (that is, dynamically changing signal timing in 
response to traffic conditions) 
 
2.1.3.1 Vehicle Re-identification 
Kwong et al. (15) described a system to estimate arterial travel time using the individual vehicle 
re-identification technique based on matching vehicle signatures from magnetic sensors (16).  
The matching procedure was based on a statistical model of signature distance. 
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Sun et al. (17) developed a method to derive travel time and travel time distributions using a 
platoon re-identification algorithm based on matching extracted vehicle color signatures from 
video image detectors.  The platoon re-identification algorithm performed better than the 
individual vehicle re-identification algorithm in the re-identification accuracy including the mean 
percent error for travel time and the variance of the percentage of error.  However, the length of 
the arterial test segment was short and the test segment did not include a traffic signal. 
 
Abdulhai and Tabib (18) attempted to improve the accuracy of vehicle inductance signature 
pattern recognition using distance measures such as statistical measures, neural network based 
measures and warping insensitive measures.  Tests based on freeway loop detector data indicated 
a considerable improvement in distance measures performance.  The distance here refers to the 
statistical distance, which quantifies the closeness between two samples, two random variables, 
or two probability distributions.  Distance measures evaluate the closeness of two vehicle 
signature waveforms. 
 
2.1.3.2 Media Access Control Address Matching 
The MAC address of an electronic device, such as a cell phone, a laptop, a Bluetooth headset, or 
a GPS device, is unique.  Once a MAC address is assigned to a device, that device can be 
uniquely identified among all other network devices. 
 
One study (19) attempted to use MAC addresses from various electronic devices to estimate 
travel time along a 5.8-mile section of freeway and an 8.5-mile section of an urban arterial.  In 
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this study, a whip antenna was mounted adjacent to the roadway to detect MAC addresses from 
visible devices.  MAC address matches were obtained for about 1% of the traffic between the 
entry and the exit points, though the percentage could be further improved in future deployments.  
Besides the relatively low probe sample size, the challenge is that various devices have various 
communication ranges, such as an 802.11g device has a 300-foot outdoor range and a Class 2 
Bluetooth headset has a 33-foot range. 
 
Other researchers explored the potential issues of MAC address matching like clock 
synchronization between detection stations, detection latency and multiple transportation modes 
present (20).  Three unavoidable challenges are pointed out.  First, because different devices 
have different communication ranges, some devices can be detected multiple times by one 
detection station, while other devices cannot be detected at all.  The researchers proposed 
multiple readers at a single detection station to resolve this issue.  Second, it is recognized that 
travel times vary between different days and between different time periods during the same day.  
It is important to screen outliers within the data set with the consideration of the travel time 
varying nature.  However, the researchers have yet to identify an effective algorithm, given the 
fact that different calculation algorithms can produce very different results.  Third, MAC 
addresses cannot be detected if devices are not set to discoverable mode.  With users’ increased 
awareness of privacy protection and improved technology (21), fewer devices may be detected.  
The MAC address matching rate of this study is 1.5% to 4.5%, which is slightly below required 
probing rates for congested conditions.  It is also pointed out that the vehicle trajectories and spot 
speeds cannot be collected using MAC address matching. 
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Given that a vehicle could be detected anywhere within a 300-foot radius of the receiver for 
802.11g devices, additional data processing measures are needed to prevent introducing a rather 
substantial error for MAC address matching on a short urban arterial segment.  For example, an 
802.11g device can be detected multiple times by a receiver within the effective range and 
generate multiple matches for the same device.  In order to reduce the error, the matching 
process can always use the first reading of a device by a receiver or the longest travel time 
among all matches. 
 
2.1.3.3 Vehicle License Plate Matching 
The License Plate Recognition (LPR) technology is widely used in Electronic Toll Collection 
(ETC) systems.  It uses optical character recognition software to process vehicle license plate 
images taken and identifies the vehicle by its license plate.  Vehicle license plates can be 
collected with arrival times at various checkpoints to compute travel times between checkpoints.  
The license plate recognition and matching process can also be done manually. 
 
Clark et al. (22) evaluated three methods to identify travel time data outliers in a vehicle license 
plate matching study.  They are a percentile test, a mean absolute deviation test and a 
standardizing statistical test.  The standardizing test method was recommended because it was 
considered to be the most robust to outlier data by the researchers. 
 
2.1.3.4 Vehicle Toll Tag Matching 
In electronic toll collection systems, some vehicles are equipped with toll tags to facilitate the 
payment processing.  These toll tags are actually Radio-Frequency Identification (RFID) 
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transponders (Figure 8) transmitting signals to receivers (Figure 9) via Dedicated Short-Range 
Communications (DSRC).  Each toll tag has a unique identification number and can be uniquely 
identified by tag readers.  Similarly to MAC address matching and license plate matching 
techniques, the toll tag matching technique can also provide travel times between two tag 
readers.  Read performance varies depending on tag and reader configuration and environment.  
Using the eGo Plus Windshield Sticker Tag shown in Figure 8 and the Encompass 4 reader 
shown in Figure 9, the typical read range should be 12 to 17 feet. 
 
 
Figure 8  An Example of Toll Tag  
(Cited from TransCore (23)) 
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Figure 9  An Example of Toll Tag Reader and Antenna  
(Cited from TransCore (23)) 
 
Hellinga (24) examined three tag matching algorithms to calculate the individual vehicle travel 
time.  They are maintaining the origin list in chronological order and applying a sequential 
search, maintaining the origin list in chronological order and applying a modified sequential 
search considering the minimum travel time, and sorting the origin list in non-descending order 
by tag IDs and applying a binary search.  The analytical and simulation results indicated that the 
third algorithm was the most computationally efficient. 
 
2.1.3.5 Global Positioning System Devices 
Generally, Global Positioning System (GPS) devices can collect position and instantaneous 
velocity information.  The Mobile Century field experiment (25) included about 100 vehicles 
each carrying a GPS-enabled Nokia N95 cell phone driving around on a 10-mile freeway 
segment.  Time-stamped latitudes, longitudes and altitudes of each vehicle were collected every 
3 seconds, along with the vehicle instantaneous velocity.  The data were then processed and 
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published on the Internet to demonstrate the feasibility of the proposed system for real-time 
traffic monitoring.  The probing rate of this experiment was 2-3%. 
 
2.1.3.6 Cellular Phones 
Similar to GPS devices, cellular phones can be tracked and provide travel time information 
between two cellular phone towers.  A route connecting two cellular phone towers consists of 
multiple roadway segments.  Hellinga et al. (26) presented an algorithm to decompose the route 
travel time to individual segment travel times of roadway segments composing the route.  The 
route travel time was collected using cellular phone based traffic monitoring systems.  Inferring 
travel times from cellular phone position data requires five steps, which include map matching, 
path identification, probe filtering, travel time allocation, and travel time aggregation. 
 
2.2 Queue Estimation Models 
Traffic flow consists of both deterministic components and stochastic components.  
Deterministic components can be described by a mathematical expression and stochastic 
components can only be analyzed through probability or statistics because knowledge about 
them is incomplete.  Steady state models assume specific statistical distributions of the arrival 
and departure processes, and typically include a deterministic component to account for the red 
time and a stochastic component to account for delays caused by queueing.  Steady-state models 
break down in oversaturated conditions (27, 28). 
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A review of literature reveals that models utilizing detector data to estimate vehicle queues 
within signalized links in real time are very rare.  Four major types of queue estimation models 
have been studied by researchers. 
 
2.2.1 Simple Input-Output Model 
The input-output technique was first proposed by Webster (29) and later on improved by many 
researchers.  This technique calculates the difference between the number of vehicles exiting a 
signalized link and the number of vehicles entering the link during a certain time interval.  The 
calculated difference is considered as the number of vehicles within the signalized link or the 
vehicle queue length. 
 
Sharma et al. (30) evaluated two input-output algorithms for vehicle delay and queue length 
measurements.  The difference between these two algorithms is that the first algorithm uses the 
saturation headway data to estimate the number of departures from the stop bar and the second 
algorithm uses the stop bar detector to measure the actual departures.  Two assumptions were 
made, vehicles do not change lanes after crossing the advance detectors and the first-in-first-out 
principle applies.  It was found that both algorithms could produce satisfactory estimates of the 
maximum queue length.  The total delay for vehicles in the queue in this study was estimated as 
the total area below the queue polygon.  It is interesting to note that the second algorithm did not 
perform consistently better than the first algorithm in spite of more input information.  The start-
up lost time used was 4 seconds and the saturation headway used was 2 seconds. 
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Input-output techniques are often used in research and practice because of their simplicity to 
implement and providing reasonable queue length estimates with balanced volumes.  However, 
the performance of the input-output technique estimation is not always satisfactory.  In addition, 
generally, input-output techniques are facing two challenges, how to handle long queues 
extending beyond the input detector and how to remove accumulated errors over time. 
 
Alternative techniques were analyzed by the same researchers (31) and the input-output 
technique was the method recommended for real-time operations.  The input-output technique 
can be used for real-time operations like signal control and it is feasible to rely on the existing 
detection infrastructure.  It was also pointed out that more than one video image detectors might 
be necessary to measure queues longer than 250 feet. 
 
2.2.2 Kalman Filter Model 
2.2.2.1 Kalman Filter Model 
Vigos et al. (32) developed an input-output technique based model to estimate the number of 
queued vehicles within signalized links.  This model employs a Kalman filter and uses data from 
multiple detectors as inputs, which is presented below as Equation 5 and Equation 6.  Time 
occupancy data collected by detectors are translated into space occupancy data and used as one 
of the inputs.  The other inputs include vehicle counts entering and exiting the signal link.  
Equation 5 consists of two major components, the time update component and the measurement 
update component.  The time update is responsible for projecting forward the current state and 
error covariance estimates to obtain the estimate for the next time step.  The measurement update 
is responsible for the feedback, incorporating a new measurement into the estimate to obtain an 
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improved estimate.  Wu et al. (33) tested this Kalman filter model using manually collected field 
queue data and demonstrated that this algorithm could produce reasonable estimates at metered 
freeway on-ramps. 
 
ܳ௡ ൌ ܳ௡ିଵ ൅ ܶሺ ௜ܸ௡ െ ௢ܸ௨௧ሻ ൅ ܭሺݍ௡ିଵ െ ܳ௡ିଵሻ Equation 5
 
where 
ܳ௡ = predicted number of queued vehicles in the next time period (veh), ܳ௡ିଵ = number of queued vehicles in the current time period (veh), ܶ = time interval for number of queued vehicles calculation (second), 
௜ܸ௡ = flow rate entering the signalized link (veh/h), 
௢ܸ௨௧ = flow rate exiting the signalized link (veh/h), ܭ = Kalman filter gain parameter, 0 ൑ K ൑ 1, and  
ݍ௡ିଵ = number of queued vehicles calculated from detector time occupancy data (veh), which is the result from Equation 6. 
 
ݍ௡ିଵ ൌ ܮ ൈ ݈݊ ൅ ܦ ൈ ܱ௡ିଵ 
Equation 6
 
where 
ݍ௡ିଵ = number of queued vehicles calculated from detector time occupancy data (veh), ܮ = length of the signalized link available for queue storage (ft), 
݊ = number of lanes, 
݈ = average physical vehicle length (ft), 
ܦ = safety distance between vehicles (ft), and  
ܱ௡ିଵ = time occupancy collected by detectors. 
 
Equation 6 is used to translate time occupancy data to space occupancy data.  Vehicle queue 
length in a signalized link is directly related to space occupancy.  Papageorgiou and Vigos 
explored the relationships between time occupancy and space occupancy (34).  It was found that 
time occupancy was not identical to space occupancy and it was not simply proportional to space 
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occupancy on signalized links.  The relationships were complicated and a set of formulas were 
proposed to convert measured time occupancy to estimated space occupancy (32).  These 
researchers also concluded that the location of the detector was important to the occupancy 
conversion.  In addition, if the measurement update interval was short, a higher number of 
detectors could improve the space occupancy or the queue length estimation. 
 
Lee et al. (35) slightly modified the original Kalman Filter model and introduced a single point 
correction mechanism to eliminate accumulated errors and improve the model performance.  
When the mid-link detector time occupancy change from last time interval is greater than 35%, 
the queue length will be set to half of the maximum queue length.  This single point correction 
mechanism is developed based on a simulation analysis indicating that the back of the queue is 
close to the mid-link detector location, when there is a significant increase or decrease of the 
mid-block detector time occupancies. 
 
2.2.2.2 Exponential Smoothing Model 
Vigos and Papageorgiou (36) developed a simplified exponential smoothing estimator based on 
the Kalman filter model to estimate queue lengths using one single time-occupancy measurement 
in a signalized link.  The simulation results showed reasonable estimation performance with the 
advantage of low calibration efforts.  Equation 7 is the proposed exponential smoothing formula.  
If Equation 7 is rearranged to Equation 8, it is identical to Equation 5 with the predictive flow 
based time update component removed. 
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ܳ௡ ൌ ܭாௌ ൈ ݍ௡ିଵ ൅ ሺ1 െ ܭாௌሻܳ௡ିଵ Equation 7
ܳ௡ ൌ ܳ௡ିଵ ൅ ܭாௌሺݍ௡ିଵ െ ܳ௡ିଵሻ Equation 8
 
where  
ܭாௌ = exponential smoothing coefficient, 0 ൑ ܭாௌ ൑ 1. 
 
2.2.2.3 Volume Balancing 
When Wu et al. (37) tested the Kalman filter using field manually collected queue data, it was 
found that measured entering and exiting volumes for the signalized link over a long period of 
time were considerably and unexpectedly different, leading to the conclusion that some detectors 
are prone to miscounting.  In order to account for this miscounting behavior, an adjustment 
factor was introduced to balance the volume input and volume output, which created slightly 
modified version of Equation 5. 
 
ܳ௡ ൌ ܳ௡ିଵ ൅ ܶሺܥ ௜ܸ௡ െ ௢ܸ௨௧ሻ ൅ ܭሺݍ௡ିଵ െ ܳ௡ିଵሻ  Equation 9
 
where 
ܥ = adjustment factor to account for the miscounting of the detectors. 
 
A simple input-output model to calculate the number of vehicles in a signalized link during the 
calculation time period was also included for comparison. 
 
ܳ௡ ൌ ܳ௡ିଵ ൅ ௜ܰ௡ െ ௢ܰ௨௧ Equation 10
 
where 
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௜ܰ௡ = vehicle counts entering the signalized link during a data collection time interval like 10 seconds (veh), and 
௢ܰ௨௧ = vehicle counts exiting the signalized link during the same time interval (veh).  
A volume balancing ratio was also introduced to Equation 10 to create a slightly modified 
version. 
 
ܳ௡ ൌ ܳ௡ିଵ ൅ ܥ ௜ܰ௡ െ ௢ܰ௨௧ Equation 11
 
The analysis shows that the volume balancing ratio improves both models, the Kalman Filter and 
the simple input-output model.  While the simple input-output model may provide more accurate 
prediction with balanced volumes, the Kalman filter tends to provide better estimation when the 
volume balancing ratio deviates from 1.  Although the Kalman filter provides generally a better 
prediction, the simple input-output model is simpler to implement. 
 
2.2.3 Shock Wave Model 
Lighthill and Whitham (38, 39) and Richards (40) developed the shock wave theory for 
uninterrupted traffic flow, and later it was applied by Stephanopoulos and Michalopoulos (41, 
42) to signalized intersections.  Stephanopoulos et al. investigated the queueing and discharging 
dynamics at isolated signalized intersections by employing the simple continuum model.  The 
difference between the queue size and the queue length was emphasized.  The queue size usually 
refers to the number of vehicles in the queue and assumes compact queues, which tends to 
miscalculate the queue length by using average space headway for calculation.  A shock wave 
was defined as the propagation of an abrupt discontinuity of flow or density.  A model was 
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developed to estimate queue lengths by tracing the trajectory of shock waves based on the 
conservation equation.  The model successfully described the queueing and discharging 
processes in both temporal and spatial dimensions.  The model inputs require known vehicle 
arrival information, which are often not available in practice.  The conservation equation 
attempts to describe traffic flows solely based on deterministic components of traffic flows. 
 
2.2.3.1 Break Point Identification 
Liu et al. (43) developed a break point identification process to rebuild traffic shock waves using 
high-resolution event-based loop detector data.  A break point is defined as the point in a time-
space diagram where a shock wave propagates through the advanced detector location of a 
signalized intersection.  The first precondition of the identification process is that the back of 
queue must traverse the advance detector location during queueing and discharging processes.  
The second precondition is that there is a traffic state change before and after the break point.  If 
either of the preconditions does not exist, then the break point cannot be identified.  The field 
evaluation results demonstrated that the break point identification process could estimate long 
queues extending beyond the advance detector location with satisfactory accuracy.  The 
advanced detectors used in the study were located about 400 feet upstream from the stop bar. 
 
Because of the uniqueness of the high-resolution event-based data or second-by-second data, this 
model cannot be used with its original form if such data are not available.  In addition, it is 
assumed that advanced detectors are available and signal timing information is known at run 
time. 
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In the queue building process, when the queueing shock wave had propagated to the advance 
detector location, the advanced detector will be occupied by vehicles and the detector time 
occupancy will increase from the free flow range to the queue over detector range.  3 seconds 
was used as the occupancy threshold to determine the occurrence of this phenomenon (break 
point A in Figure 10).  In the queue discharging process, 2.5 seconds was used as the time gap 
threshold to indicate that the queue discharging shock wave had reached the advance detector 
location (break point C in Figure 10).  These two threshold values are experiential numbers 
selected based on specific field data collected from specific sites so that the same values may not 
be applicable to other data sets with longer aggregation intervals and other sites with different 
field conditions.  Longer occupancy aggregation intervals tend to smooth the occupancy values. 
 
Figure 10 shows break points A, B and C, which are identified through examining the high-
resolution data and then used to rebuild traffic shock waves within a signal cycle.  A set of 
formulas developed to rebuild traffic shock waves are described below.  If break point C cannot 
be identified, then ஼ܶ can be assumed to happen at ௥ܶ௡ାଵ (44).  Liu et al. (45) further improved 
the model by introducing parameters including the vehicle desired travel speed and the vehicle 
acceleration and deceleration rates. 
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Figure 10  Break Points and Shock Waves 
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ݒଵ ൌ ܮ௠௔௫
௡ െ ݈
௠ܶ௔௫௡ െ ஺ܶ Equation 16
ݒଶ ൌ ݈஻ܶ െ ௚ܶ௡ Equation 17
 
where 
஺ܶ = timestamp when the rear end of the queue crosses the advance detector location during queueing (second), 
஻ܶ = timestamp when the discharge shock wave crosses the advance detector location (second), 
஼ܶ = timestamp when the rear end of the discharging queue crosses the advance detector location (second), 
ݒଵ = queueing shock wave velocity (ft/s), ݒଶ = queue discharging shock wave velocity (ft/s), ݒଷ = departure shock wave velocity (ft/s), ݒସ = queue discharging shock wave velocity in the next cycle (ft/s) ܮ௠௔௫௡  = maximum queue length (ft), 
௠ܶ௔௫௡  = timestamp when the maximum queue length is reached (second), ܮ௠௜௡௡  = residual or minimum queue length (ft), 
௠ܶ௜௡௡  = timestamp when the residual or minimum queue length is reached (second), ݈ = the distance from the advanced detector location to the stop line (ft), and 
௥ܶ௡ାଵ = timestamp of the start of the red phase in the next cycle (second). 
 
ݒଷ ൌ ݍ௠ െ ݍ௔
௡
݇௠ െ ݇௔௡ Equation 18
 
where 
ݍ௠ = saturation flow rate (veh/s), ݍ௔௡ = arrival flow rate during the queue discharging process (veh/s), ݇௠ = saturation density (veh/ft), and ݇௔௡ = arrival density during the queue discharging process (veh/ft). 
 
2.2.4 Probabilistic Model 
Various probabilistic models have been developed to account for the stochastic components of 
queueing behaviors at traffic signals. 
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For example, a Markov model was developed to describe the dynamics of the queue length and 
the queue length standard deviation evolution over time (46).  The dynamics of queueing was 
modeled with a combination of a linear function and an exponential function.  The linear 
component is applicable if the queue length standard deviation remains small.  When the queue 
length standard deviation reaches the same order of magnitude as the expectation value of the 
queue length, the queue follows the exponential model component to reach the equilibrium 
value. 
 
Viti and van Zuylen (47) summarized the disadvantages of generic probabilistic queueing models 
as evaluating the expectation values or queue lengths for specific time intervals, assuming 
specific arrival and departure patterns, assuming stationary averages, assuming no initial queue, 
and ignoring the queue transitioning process.  They developed a probabilistic model (Equation 
19 and Equation 20) to estimate the probability distribution of queues at fixed time controlled 
signals for the within-cycle process and demonstrated to calculate the maximum length of the 
back of the queue using the probabilistic queueing model.  This model was further improved to 
estimate the probability distribution of the overflow queue length at fully actuated traffic signals 
(48, 49).  Unlike generic probabilistic models of queues, this improved model does not assume 
any specific probability distribution of the arrivals.  This model does assume constant vehicle 
discharge headway in the green phase.  The performance of this model is close to results 
generated by a commercial microsimulation software package. 
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The probability for the number of vehicles queued during the red phase can be expressed as 
Equation 19. 
 
ொܲሺ݅, ݐሻ ൌ෍ൣ ொܲሺ݆, ݐ െ ∆ݐሻ ∙ ௔ܲሺ݅ െ ݆, ∆ݐሻ൧
௜
௝ୀ଴
 Equation 19
 
where 
ொܲሺ݅, ݐሻ = the probability of ݅ vehicles queueing at time ݐ during the red phase, 
݅  = number of queued vehicles at time ݐ (veh), 
݆  = number of queued vehicles at time ݐ െ ∆ݐ (veh), and 
௔ܲሺ݅ െ ݆, ∆ݐሻ = the probability of ݅ െ ݆ vehicles arriving during the time period ∆ݐ.  
The probability for the number of vehicles queued during the green phase can be expressed as 
Equation 20. 
 
ொܲሺ݅, ݐሻ ൌ ෍ ൣ ொܲሺ݅ െ ݈ ൅ ݏ ∙ ∆ݐ, ݐ െ ∆ݐሻ ∙ ௔ܲሺ݈, ∆ݐሻ൧
ሾ௜ା௦∙∆௧ሿ
௟ୀ଴
 for ࢏ ∈ሾ૙,ࡺ࢓ࢇ࢞ሿ 
  Equation 20
ொܲሺ݅, ݐሻ ൌ ෍ ቎ ொܲሺ݆, ݐ െ ∆ݐሻ ∙ ෍ ௔ܲሺ݈, ∆ݐሻ
ሾ௦∙∆௧ሿ
௟ୀ଴
቏
ሾ௦∙∆௧ି௟ሿ
௝ୀ଴
 Otherwise 
 
where 
ݏ = vehicle departure flow rate (veh/s), and 
݈ = number of queued vehicles arriving during the time period ∆ݐ (veh). 
 
Zheng and van Zuylen (50) developed a model to describe the delay probability distribution at 
fixed time controlled signals with initial queues and stochastic arrivals and departures.  It is 
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found that arrival patterns have minimal influence on the delay distribution in undersaturated 
conditions, but play a significant role in the delay distribution in oversaturated conditions.  Delay 
in undersaturated conditions has relatively more uncertainty than that in oversaturated 
conditions. 
 
2.2.5 Other Models 
Sanchez et al. (51) attempted to analyze four queue estimation methods using wireless magnetic 
sensors installed on a single lane loop on-ramp.  The four methods are time occupancy 
measurements at ramp entrance, the simple input-output model, speed measurements at ramp 
entrance, and the vehicle magnetic signature re-identification technique.  None of the four 
methods performed well under saturated on-ramp conditions.  The simple input-output model 
showed the evident cumulative errors over the analysis time period.  The speed based method 
could only indicate either unsaturated or saturated conditions. 
 
In addition to the above queue estimation models discussed, many more methods have been 
developed by various researchers to estimate queues.  Prikryl and Kocijan (52) developed a 
method based on a Gaussian process model of the occupancy-queue relationship. 
 
Data collected by a variety of probe-based monitoring techniques can also be used to estimate 
queue length at traffic signals (53, 54, 55, and 56). 
 
Muck (57) introduced two very important definitions relevant to determine the queue length 
when the vehicle queue has extended beyond the advance detector upstream to the signal.  The 
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first one is the “fill-up time”, which is defined as the time passed from the beginning of the red 
phase to the moment the detector is constantly occupied by a vehicle.  The second one is the time 
occupancy of a detector during the green phase.  Another interesting concept mentioned was to 
limit the measurement interval to a part of the green phase, when vehicles were certainly 
moving.  Using the proposed linear regression model, the queue length could be estimated up to 
ten times of the distance from the advance detector to the stop bar.  However, the correlation 
coefficient of the queue length and the smoothed congestion characteristic was 0.64, which 
indicated that the relationship was far from perfectly linear and there might be other factors 
involved. 
 
2.3 Delay Estimation Models 
Traffic flow along a signalized arterial link is periodically interrupted by traffic signals.  Drivers 
frequently decelerate, stop and accelerate due to signal phasing changes and queueing at the 
signalized intersection.  Any extra travel time in addition to the free flow running time is delay.  
Four major types of delay models have been developed to estimate delay at signalized 
intersections. 
 
2.3.1 Deterministic Queueing Model 
Deterministic queueing models consider a traffic signal as a service provider that provides a high 
service rate and periodically stops servicing.  The total aggregate delay incurred by all vehicles 
on a signalized intersection approach is determined as the area between the arrival and departure 
curves as shown in Figure 11. 
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Figure 11  Queue Diagram at Signalized Intersection 
 
Deterministic queueing models assume that vehicles arrive at a uniform and constant rate, 
vehicles decelerate and accelerate instantaneously, and vehicles queue vertically at the 
intersection stop line.  In vertical queueing models, it is assumed that vehicles do not occupy 
space and vehicle spatial locations are usually not considered. 
 
2.3.2 Shock Wave Model 
Shock wave models assume that vehicles follow a non-random and consistent path with instant 
deceleration and acceleration.  Shock wave models consider that vehicles queue horizontally so 
that vehicle spatial locations or trajectories can be tracked (Figure 12). 
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Figure 12  Shock wave Diagram at Signalized Intersection  
(Cited from Akcelik and Besley (58)) 
 
Skabardonis and Geroliminis (59) proposed a model to estimate the travel time on a signalized 
urban arterial link as the sum of the free follow time and the delay at the traffic signal.  The delay 
at the traffic signal is calculated as the sum of three types of delays as listed below. 
 The delay of a single vehicle approaching a signalized intersection without any 
interaction with other vehicles, including deceleration, acceleration and the stopped time. 
 The delay because of the queues formed at the intersection, calculated using the shock 
wave theory with consideration of offset and platoon dispersion. 
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 The oversaturation delay caused when the arrival rate is greater than the service rate at 
the signal. 
 
Skabardonis and Geroliminis (60) further improved the model to account for long queues and 
queue spillovers later on. 
 
2.3.3 Steady-State Stochastic Model 
Steady-state stochastic models assume that vehicle arrivals follow a certain known distribution 
like a Poisson distribution, vehicles departure with a constant average headway, the system 
always remains under-saturated with a steady state, and vehicles decelerate and accelerate 
instantaneously.  If arrivals are platooned because of an upstream traffic signal, steady-state 
stochastic models cannot be applied.  The delays estimated by steady-state stochastic models 
tend to infinity as shown in Figure 13 when volume-to-capacity ratios approach 1. 
 
Heidemann (61) developed one of the many steady-state stochastic delay models.  One of the 
fundamental and most quoted models is the Webster’s delay formula (27) as shown in Equation 
21.  The first term represents the uniform delay, the second term considers the random or 
stochastic delay, and the third term is an empirical correction term.  The third term is usually 
around 10% of the sum of the first and the second terms. 
 
݀ ൌ ܥሺ1 െ
݃
ܥሻଶ
2ሺ1 െ ݃ܥ ܺሻ
൅ ܺ
ଶ
2ݒሺ1 െ ܺሻ െ 0.65 ሺ
ܥ
ݒଶሻ
ଵ
ଷ ܺଶାହ௚஼ Equation 21
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where 
݀ = average delay per vehicle for through movements at the signalized intersections 
(s), 
ܥ = cycle length (s), 
݃ = effective green time for lane group (s), 
ܺ = v/c ratio or degree of saturation for lane group, 
ݒ = lane group arrival flow rate (veh/h), and 
ܿ = lane group capacity (veh/h). 
 
2.3.4 Time-Dependent Stochastic Model 
Akcelik and Rouphail (62) developed one of the numerous time-dependent stochastic delay 
models based on the coordinate transformation technique.  As shown in Figure 13, delay 
calculated by steady-state stochastic models becomes infinite when the volume-to-capacity ratio 
is asymptotic to 1.  Kimber and Hollis (63) used the coordinate transformation technique to 
overcome the weakness of steady-state stochastic models so that delays estimated become 
asymptotic to the deterministic oversaturation model results.  Although there is no rigorous 
theoretical basis behind them, time-dependent stochastic models can produce reasonable results 
in practice.  This is the reason why time-dependent stochastic models have been incorporated 
into a number of capacity guides, such as the United States Highway Capacity Manual, Canadian 
Capacity Guide for Signalized Intersections and Australian Traffic Signals Capacity and Timing 
Analysis. 
 
2.3.5 Comparison of Delay Models 
Dion et al. (64) compared a variety of delay models at a pre-timed signalized intersection with 
traffic conditions ranging from undersaturated conditions to oversaturated conditions using 
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microscopic simulation.  The models compared included deterministic queueing models, shock 
wave models, steady-state stochastic models, and time-dependent stochastic models.  The results 
demonstrated that all of the models produced relatively consistent delay estimates while traffic 
was undersaturated with volume-to-capacity ratios below 0.6.  While traffic conditions were 
becoming oversaturated with volume-to-capacity ratios higher than 0.6, the delay estimate 
difference between models increased dramatically.  The following figure shows the relationships 
between the average approach delay and volume-to-capacity ratios for various models. 
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Figure 13  Average Approach Delay and Volume-to-Capacity Ratio Relationships  
(Cited from Dion et al. (64)) 
 
2.3.6 HCM 2000 Model 
The HCM 2000 model has been used widely in practice by various agencies in the United States 
for planning, design and operations involving traffic signals.  HCM 2010 was recently published 
and includes a slightly modified version of the HCM 2000 model.  Generally, there are two 
principal components of the total time that a vehicle spends on a segment of an urban street, 
which consists of running time and control delay at signalized intersections. 
 
2.3.6.1 Determining Running Time 
To compute the running time for a segment, the time mean speed data collected at midblock 
locations can be used as a space mean speed. 
 
ோܶ ൌ ܮܵ௦௘௡௦௢௥ 
Equation 22
 
where 
ܵ௦௘௡௦௢௥ = speed data collected at midblock locations (mi/h). 
 
2.3.6.2 Determining Control Delay 
Control delay is the total delay attributed to traffic signal operation at signalized intersections.  
Control delay defined by HCM 2000 includes initial deceleration delay, queue move-up time, 
stopped delay, and final acceleration delay.  The following formulas are HCM 2000 Equations 
16-9, 16-11, 16-12, and F16-1, respectively (1). 
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݀ ൌ ݀ଵሺܲܨሻ ൅ ݀ଶ ൅ ݀ଷ Equation 23
݀ଵ ൌ
0.5ܥሺ1 െ ݃ܥሻଶ
1 െ ሾminሺ1, ܺሻ ݃ܥሿ
 Equation 24
݀ଶ ൌ 900ܶ ቎ሺܺ െ 1ሻ ൅ ඨሺܺ െ 1ሻଶ ൅ 8݇ܫܺܿܶ ቏ Equation 25
݀ଷ ൌ 1800ܳ௕ሺ1 ൅ ݑሻݐܿܶ  Equation 26
 
where 
݀ = control delay for through movements at the signalized intersections (s), 
݀ଵ = uniform control delay assuming uniform arrivals (s), ݀ଶ = incremental delay to account for effect of random and oversaturation queues, adjusted for duration of analysis period and type of signal control (s), this delay 
component assumes that there is no initial queue for lane group at start of analysis 
period, 
݀ଷ = initial queue delay to account of effect of an initial queue to occur at the start of the analysis period (s), 
ܲܨ = progression adjustment factor, 
ܥ = cycle length (s), cycle length used in pretimed signal control, or average cycle 
length for actuated control, 
݃ = effective green time for lane group (s); green time used in pretimed signal 
control, or average lane group effective green time for actuated control,  
ܺ = v/c ratio or degree of saturation for lane group, 
ܶ = duration of analysis period (h), 
݇ = incremental delay factor that is dependent on controller settings, 
ܫ = upstream filtering/metering adjustment factor, 
ܿ = lane group capacity (veh/h), 
ܳ௕ = initial queue at the start of the analysis period (veh), ݐ = duration of unmet demand the analysis period (h), 
ݑ = delay parameter. 
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2.3.6.3 Improvements to HCM 2000 Model 
Extensive efforts have been done to improve the HCM 2000 model.  Wang and Hobeika (65) 
developed an intersection control delay estimation algorithm based on the HCM 2000 model.  
The algorithm performed slightly better than the HCM 2000 model according to the field test at a 
single intersection.  The calculation interval was one cycle, though the cycle length was not 
mentioned.  This calculation interval may be too long for congested short urban arterial segments 
between signals.  The algorithm computed the intersection control delay using the queue vs. time 
curve at the signal based on three simplified vehicle arrival cases.  The algorithm can become 
very complex and not feasible if every single arrival case is considered. 
 
Noroozi and Hellinga (66) developed a method to improve the HCM 2000 point delay estimates 
by calculating the distribution of average lane group delay with varying peak hour volumes. 
 
Li et al. (67) developed an analytical overflow delay model to incorporate the upstream signal 
filtering or metering effect.  Isolated intersection delay models usually assume random arrivals.  
However, with the upstream signal filtering or metering effect, closely spaced signals along a 
signalized arterial link cannot be assumed to have random arrivals. 
 
2.3.7 Route Travel Time 
Zheng and van Zuylen (68) developed a delay distribution model for an urban trip over a route 
with two consecutive fixed-time controlled signalized intersections.  The proposed model 
assumes uniformly distributed arrivals and departures at the first intersection.  Delay 
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distributions are analyzed for different signal coordination scenarios and under different degrees 
of saturation.  The estimated delay distributions are evaluated using microsimulation. 
 
Lei et al. (69) developed a method for estimating travel time distributions along corridors 
containing multiple bottlenecks.  The model calculates the number of queued vehicles ahead of a 
probe vehicle, along with the prevailing congestion level, queue discharge rates at the 
bottlenecks, and flow rates associated with merges and diverges.  The lane-by-lane delay at each 
bottleneck along the corridor is estimated to produce a route-level travel time distribution.  The 
model uses inputs including the entering and exiting flow rates and a sense of the lane-by-lane 
distribution of traffic at each bottleneck.  The model is evaluated using the NGSIM project data. 
 
2.3.8 Other Delay Models 
Daganzo (70, 71) developed the Cell Transmission Model (CTM) to describe various traffic 
conditions.  A section of a roadway is divided into a series of cells with equal lengths, which are 
equal to the distance vehicles travel in one time interval with the free flow speed.  Under free 
flow conditions, it is assumed that all vehicles in a cell can advance to the next cell within one 
time interval. 
 
݊௜ሺݐ ൅ 1ሻ ൌ ݊௜ሺݐሻ ൅ ݕ௜ሺݐሻ െ ݕ௜ାଵሺݐሻ Equation 27
ݕ௜ሺݐሻ ൌ ݉݅݊ሼ݊௜ିଵሺݐሻ, ܳ௜ሺݐሻ, ௜ܰሺݐሻ െ ݊௜ሺݐሻሽ Equation 28
 
where 
݊௜ሺݐ ൅ 1ሻ = the number of vehicles in cell ݅ at time ݐ ൅ 1, ݊௜ሺݐሻ  = the number of vehicles in cell ݅ at time ݐ, 
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ݕ௜ሺݐሻ  = the number of vehicles entering cell ݅ between time ݐ and ݐ ൅ 1, ݕ௜ାଵሺݐሻ = the number of vehicles entering cell ݅ ൅ 1 between time 	ݐ and ݐ ൅ 1, ݊௜ିଵሺݐሻ = the number of vehicles in cell ݅ െ 1 at time ݐ, ܳ௜ሺݐሻ  = the capacity flow into cell ݅ between time 	ݐ and ݐ ൅ 1, and 
௜ܰሺݐሻ = the maximum number of vehicles can be present in cell ݅ at time ݐ.  
If ݊௜ሺݐሻ ൐ ݕ௜ାଵሺݐሻ, then some vehicles in cell ݅ cannot advance to the next cell within one time 
interval.  The average delay for vehicles left in the cell is one time interval.  Various researchers 
have attempted to improve the CTM, such as using cell densities instead of cell occupancies to 
allow the CTM to include uneven cell lengths (72). 
 
Colyar and Rouphail (73) developed an experiential method (Equation 29) to estimate 
intersection control delay from second-by-second speed data collected by portable onboard 
emissions and engine diagnostics measurement devices.   
 
ܥ݋݊ݐݎ݋݈	ܦ݈݁ܽݕ ൌ 0.3 ൈ ܶ݋ݐ݈ܽ	ܦ݈݁ܽݕ ൅ 0.7 ൈ ܵݐ݋݌݌݁݀ ܦ݈݁ܽݕ  Equation 29
 
Akcelik et al. (74) developed an exponential queue discharge model to describe the queue 
discharge flow rate at traffic signals (Equation 30). 
 
ݍ௦ ൌ ݍ௡ൣ1 െ ݁ି௠೜ሺ௧ି௧ೝሻ൧ Equation 30
 
where 
ݍ௦ = queue discharge flow rate at time t (veh/h), ݍ௡ = maximum queue discharge flow rate (veh/h), ݉௤ = queue discharge model coefficient, 
ݐ = time since the start of the green phase (s), and 
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ݐ௥ = response time needed for the first vehicle to start moving since the start of the green phase (s). 
 
Fu and Hellinga (75) demonstrated an analytical model to fit delay under highly undersaturated 
and highly oversaturated conditions into a single curve. 
 
Liu et al. (76, 77) developed a State-Space Neural Network (SSNN) model to predict arterial 
travel time.  Trained by using the extended Kalman Filter approach, this model could produce 
reasonable short-term travel time predictions.  Generally, neural network based models require 
off-line training with extensive input and output data sets, which makes these models difficult to 
accommodate input data changes, output data changes or input-output mapping changes.  Models 
developed for one specific site cannot be implemented to different sites without completely 
retraining. 
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3 METHODOLOGY 
This research aims to explore the traffic flow characteristics on signalized arterials, identify 
practical methods to describe signalized arterial traffic flow status, and estimate queue lengths 
and travel time based on real-time short interval detector data. 
 
3.1 Major Hypothesis 
This study is mainly motivated by the following three major hypotheses: 
 Due to the dynamic nature of traffic flows on signalized arterials, detector volume, speed 
and time occupancy data do not necessarily form clear relationships as shown on 
freeways, but may still be correlated and can be used to describe traffic flow 
characteristics. 
 There is a simple and direct approach to estimate the vehicle queue length along a 
signalized arterial segment, which should be practical for daily operations without 
compromising estimation accuracy, and be able to utilize detector data that are widely 
available like volume, speed and occupancy. 
 There is a practical approach to estimate travel time with reasonable level of accuracy 
and reliability using volume, speed and time occupancy data collected by detectors.  This 
approach can provide travel time estimation close to travel time directly measured using 
detection technologies, but overcome the limitation and incompetency of these 
technologies. 
Detailed discussions of the hypotheses are described in the following sections. 
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3.1.1 Relationship between Volume, Speed and Occupancy 
Most traffic flow theories agree that for homogeneous and steady state traffic flows, a basic 
relationship exists between flow rate ݒ, density ݀ and space mean speed ݏ, as shown by Equation 
31.  Note that knowing any two variables would allow the third variable to be calculated. 
 
ݒ ൌ ݀ݏ Equation 31
where 
ݒ = flow rate (veh/hour), 
݀ = density (veh/mile/lane), and 
ݏ = space mean speed (miles/hour). 
 
In this research, this basic relationship will be explored first at the detector level and then at the 
link level between two detectors. 
 
In research and practice, time occupancy and space occupancy have been used interchangeably 
or their relationship has been treated as linear.  Various researchers have developed linear 
relationships between time occupancy and space occupancy and between time occupancy and 
density as shown by the following equations discussed in the literature review chapter. 
 
஺ܵ ൌ
ሺܮ௩ ൅ ܮௗሻ ൈ ܰ
ܶ ൈ ܱ  Equation 1
ܦ ൌ ܱ ൈ 5280ܮ௩ ൅ ܮௗ  Equation 4
ݍ௡ିଵ ൌ ܮ ൈ ݈݊ ൅ ܦ ൈ ܱ௡ିଵ Equation 6
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Other researchers (35 and 78) also developed similar linear relationships between time 
occupancy and space occupancy.  In addition, more studies (79 and 80) have been performed to 
investigate the relationship between time occupancy and density using limited access roadway 
detector data.  It was concluded that the relationship would be close to linear if the heavy vehicle 
percentage is low because the average physical vehicle length could have a significant impact on 
the relationship. 
 
However, the traffic condition on signalized urban arterials is more complex than that on 
freeways.  Traffic flow is periodically interrupted by traffic signals and vehicles go through 
deceleration, stop and acceleration constantly.  Traffic flow can no longer be considered as 
spatially homogeneous along a roadway segment with signals. 
 
By utilizing field data, this study will investigate whether the close to linear relationship between 
time occupancy and density remains for signalized arterials.  This analysis is critical as it is 
closely related to the final goal of estimating travel time. 
 
3.1.2 Vehicle Queue Length Estimation 
As presented in Section 2.2, four major types of queue estimation models have been studied by 
researchers, the simple input-output model, the Kalman filter model, the break point 
identification process, and probabilistic models.  Probabilistic models are not in the research 
scope of this dissertation because ATMS real time operations in practice are not ready to handle 
the probability distribution of queues as inputs. 
 
 
 
56 
 
The Kalman filter model provides better estimation than the simple input-output model, but the 
Kalman filter coefficient has different values for different intersections or different values for 
different time periods at the same intersection (3).  The simple input-output model is simple to 
implement in practice, but it cannot handle long queues exceeding beyond the input detector and 
tends to accumulate errors over time.  The break point identification process can estimate long 
queues extending beyond the input detector location with satisfactory accuracy, but it requires 
high-resolution event-based data or second-by-second data. 
 
A simple and direct approach to estimate the vehicle queue length should be as simple as the 
input-output model, but provide similar performance as the Kalman filter model.  In this 
research, improvements to the simple input-output model will be attempted and the improved 
model will be compared with the Kalman filter model to evaluate the model performance. 
 
3.1.3 Travel Time Estimation 
As summarized in Section 2.3, four major types of delay models have been developed to 
estimate delay at signalized intersections.  They are deterministic queueing models, shock wave 
models, steady-state stochastic models, and time-dependent stochastic models.  Although there is 
no rigorous theoretical basis behind them, time-dependent stochastic models can produce the 
most reasonable results among all models in practice.  This is the reason why time-dependent 
stochastic models have been widely used and incorporated into a number of national capacity 
guides.  However, time-dependent stochastic models are not intended for real-time operation 
purposes. 
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This research will develop a practical approach to estimate travel time using widely available 
volume, speed and time occupancy data collected by detectors.  The estimated travel time will be 
compared with the field travel time data to evaluate the level of estimation accuracy and 
reliability. 
 
3.2 Data Needs 
Field data are needed given the purposes of this study, from several perspectives. 
 Detector volume, speed and occupancy data are necessary.  Flow rate, density and space 
mean speed data along signalized arterial links are also necessary. 
 Short-time interval detector and queue data (e.g. 10 seconds) are needed to make the 
models useful in a real-time context. 
 To be able to study the dynamics of traffic flow under the influence of signals, distance to 
the signal would be a critical factor to be investigated.  In practice, detectors are usually 
placed at midblock and stop-bar.  In order to minimize the inputs to the models and 
maintain the model simplicity, signal timing data will not be used for the model 
development. 
 Field data could reflect the influence of average physical vehicle length and heavy 
vehicles on the correlation among different measurements of performance, which could 
help better identify the relationships and dynamics if any.  The vehicle length data are 
necessary. 
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3.3 Analysis Approach 
Given the research goals and the underlying hypotheses, it is very critical to clearly define all 
measurements of performance at the detector and link levels studied in this dissertation. 
 
3.3.1 Definition of Detector Volume, Speed and Occupancy 
Detector volume ௗܸ௘௧௘௖௧௢௥ is the number of vehicles passing the detection zone during a data 
collection time interval. 
 
Depending on detection technologies, the speed data collected by a detector may be directly 
measured using the Doppler Effect.  The arithmetic average of directly measured speeds of 
vehicles passing the detection zone is referred to as the time mean speed or the average spot 
speed.  The speed data collected by a detector can also be the space mean speed of vehicles 
traversing the detection zone, which is an average of vehicle speeds over a short roadway 
segment rather than a point during a data collection time period. 
 
There are several ways to collect the detector space mean speed (81).  This research uses the 
widely adopted method, known as the harmonic mean speed, as shown by Equation 32.  With per 
vehicle length and time data directly measured by a detector, Equation 32 provides the space 
mean speed as the harmonic mean of speeds of vehicles passing the detection zone. 
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ܵௗ௘௧௘௖௧௢௥ ൌ ܰ
ා ൮ 1ܮ௜ ൅ ܮௗݐ௜
൲
ே
௜ୀଵ
 
Equation 32
Where 
ܵௗ௘௧௘௖௧௢௥ = vehicle speed collected by a detector (ft/s), ܮ௜  = physical vehicle length of vehicle ݅ (ft), and  ݐ௜  = time the detector is occupied by vehicle ݅ (second).  
 
The average travel speed along an arterial street link is defined as the length of the link divided 
by the travel time of vehicles traversing the link, including all stopped delay times.  The link 
average travel speed is a space mean speed, which is often used as the link level performance 
measurement of signalized urban arterials. 
 
Occupancy collected by a detector is actually time occupancy ܱ௧௜௠௘, which is defined as the 
percentage of time the detection zone is occupied by a vehicle.  Depending on detection 
technologies, the time occupancy data collected by different technologies may be different.  
Time occupancy can be collected by summing the durations of all vehicles traversing the 
detection zone in the data collection time period and dividing the total duration by the time 
period, which is the method used in this research.  Time occupancy can also be calculated by 
using Equation 33, which estimates time occupancy based on directly measured per vehicle 
length and speed data (82). 
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ܱ௧௜௠௘ ൌ
෍ ቀܮ௜ ൅ ܮௗ௜ܵ ቁ
ே
௜ୀଵ
ܶ  Equation 33
 
where 
௜ܵ = detector directly measured speed of vehicle ݅ (ft/s). 
 
Theoretically, there are generalized definitions of flow rate, density and space mean speed 
developed by Edie (83 and 84) and Daganzo (85) that apply to all types of traffic conditions and 
all shapes of time-space regions.  Before describing the generalized definitions, it is necessary to 
start with vehicle trajectories and time-space diagrams, because the generalized flow rate, density 
and space mean speed are defined within a time-space region, where vehicle trajectories along 
both the time axis and the space axis are analyzed. 
 
3.3.2 Vehicle Trajectory 
When a vehicle travels along a roadway, the position of the vehicle can be expressed as a 
coordinate in time and space.  Spatial values usually indicate the distance from a specific point of 
the vehicle (like the front center of the vehicle) to an arbitrary selected roadway location.  
Temporal values usually present time of day or time that has passed from a selected time 
reference point, like the start of a green phase of a traffic signal. 
 
Figure 14 shows an example of a trajectory of a single vehicle.  The location of the front center 
of the vehicle is recorded at a time interval of ∆ݐ.  The ݔ axis shows timestamps when the 
vehicle location data are collected and the ݕ axis shows the longitudinal positions of the vehicle 
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along the roadway.  The vehicle length is shown in Figure 14.  If a vehicle is presented as a 
single point, then the trajectory of the vehicle becomes a curve like shown in Figure 15, which 
displays the field recorded trajectories of two vehicles passing through three traffic signals along 
a signalized arterial. 
 
In Figure 15, the vehicle trajectory can be represented mathematically with the vehicle spatial 
positions as a function of time (85).  At each specific point in time and space, a set of 
measurements can be studied, including vehicle speed, acceleration, space gap, time headway, 
etc.  It should be noted that vehicle trajectory models are deterministic models. 
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Figure 14  Trajectory of One Vehicle 
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Figure 15  Field Recorded Trajectories of Two Vehicles 
 
3.3.3 Time-Space Diagram 
Diagrams like Figure 14 and Figure 15 are called time-space diagrams, which is a common way 
to visualize, present, and analyze vehicle trajectories.  In time-space diagrams, direction has both 
time and space concepts.  Utilizing time-space diagrams, many studies have been performed to 
describe various point and link measurements of performance, including flow rate, speed, 
density, occupancy, queue length, delay, etc. 
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3.3.4 Generalized Definition of Flow, Density and Speed 
Edie (83 and 84) and Daganzo (85) developed a set of generalized definitions of flow rate, 
density and space mean speed within a finite time-space region.  In Figure 16, ݊ vehicles traverse 
a time-space region.  The time-space region can be any shape.  A rectangular region is used to 
simply the formulas, which represents vehicles travel over a roadway section of a length ܻ 
during a time interval ܶ.  Within this time-space region, each vehicle ݅ travels distance ݕ௜ during 
time ݐ௜.  Within this time-space region, the flow rate ݒ equals to the total distance traveled in the 
roadway section by all vehicles divided by the area of the region, as shown by Equation 34.  The 
density ݀ equals to the total time spent by all vehicles in the roadway section divided by the area 
of the region, as shown by Equation 35.  The space mean speed ݏ	is the total distance traveled by 
all vehicles in the roadway section divided by the total time spent by all vehicles in the roadway 
section, as shown by Equation 36. 
 
In addition, within this time-space region, the basic relationship between flow rate, density and 
space mean speed remains valid, as shown by Equation 31. 
 
Flow Rate ݒ ൌ ෌ ௬೔
೙
೔సభ
௒ൈ்  Equation 34
Density ݀ ൌ ෌ ௧೔
೙
೔సభ
௒ൈ்  Equation 35
Space Mean Speed ݏ ൌ ෌ ௬೔
೙
೔సభ
෌ ௧೔೙೔సభ
 Equation 36
ݒ ൌ ݀ݏ Equation 31
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where 
ݒ = flow rate within the time-space region, 
݀ = density within the time-space region, 
ݏ = space mean speed within the time-space region, 
ݕ௜ = distance traveled by vehicle ݅, ݐ௜ = time spent by vehicle ݅ within the time-space region, ܻ = length of a roadway section, and 
ܶ = observation time interval. 
 
 
Figure 16  A Time-Space Region with ࢔ Vehicle Trajectories 
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Different approaches used by different detection technologies will produce different results for 
the same performance measurement.  Furthermore, it is extremely critical to analyze the 
measurements within the same time-space region.  Many studies have been done to evaluate the 
fundamental relationship shown by Equation 31 with flow rate, space mean speed and density all 
defined in different time-space regions, and the analyses may or may not show the fundamental 
relationship exists, depending on the regions selected and the traffic conditions. 
 
Even within the same defined time-space region, different methods of data aggregation can result 
in very different conclusions.  The generalized definitions provide the best way to aggregate flow 
rate, space mean speed and density within a time-space region.  Theoretically, the generalized 
definitions are generalized so that they apply to all types of traffic conditions and all shapes of 
time-space regions. 
 
However, it is very difficult to collect the generalized flow rate, space mean speed and density 
data in the field.  Cassidy and Coifman (79) analyzed the generalized definitions using freeway 
detector data collected by dual loop detectors.  The study didn’t use a fixed data collection time 
period, instead the time period was selected to allow each defined rectangular time-space region 
to hold the trajectories of 25 vehicles approximately.  Kim and Hall (80) further investigated the 
generalized definitions using the detector data aggregated into groups of about 20 vehicles. 
 
From here on, all reference to flow rate, space mean speed and density will use the generalized 
definitions, unless otherwise noted. 
 
 
 
67 
 
4 DATA FOR ANALYSIS 
Data used in this dissertation include field data collected at three different project sites. 
 
4.1 NGSIM Peachtree Street Data 
4.1.1 Field Data 
As a part of the Federal Highway Administration Next Generation Simulation (NGSIM) program 
(86 and 87), vehicle trajectories on a segment of Peachtree Street in Atlanta, GA were collected 
between 4:00 PM and 4:15 PM on November 8, 2006.  Peachtree Street is an arterial running 
primarily north-south in Atlanta, GA.  The speed limit on Peachtree Street is 35 MPH.  The data 
were collected using video cameras mounted on a 30-story building, which is located at 1100 
Peachtree Street NE, Atlanta, GA. 
 
Figure 17 shows the project site where the vehicle trajectory data were collected.  The site is 
approximately 2,100 feet long, with four signalized intersections, one unsignalized intersection, 
and two to three arterial through lanes in each direction through the project area.  Video data 
were collected using eight video cameras over an approximate 6.5-hour period from 9:30 AM to 
1:30 PM and from 4:00 PM to 6:30 PM on November 8, 2006, and 4-hour period from 8:00 AM 
to 12:00 PM on November 9, 2006.  Complete vehicle trajectories were transcribed for two 15 
minute periods, one from 12:45 PM to 1:00 PM and the other from 4:00 PM to 4:15 PM, for a 
total of 30 minutes at a resolution of 10 frames per second.  The data used in this dissertation are 
the 4:00 PM to 4:15 PM dataset. 
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Figure 17  NGSIM Peachtree Street Project Area 
(Cited from Home of the Next Generation Simulation Community (87)) 
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Vehicle tracking was performed for the data from 4:00 PM to 4:15 PM.  Immediately after 4:15 
PM, new vehicle detection was stopped.  To account for full vehicle trajectories, tracking 
continued to allow the vehicles which were already detected to be tracked completely to the end 
of the study area.  The actual tracking time is from 4:00:00 PM to 4:17:13 PM. 
 
Every tenth of a second, a single data point for a vehicle is recorded and the record is specified 
by a unique number assigned to each vehicle .  Each record has twenty-four data fields, including 
vehicle, time, location, and movement information.  Table 1 shows the data fields used in this 
dissertation and the data description as explained in the vehicle trajectory data dictionary (87).  
Table 2 shows data record samples of a vehicle with Vehicle ID equal to 11.  Figure 18 shows 
the vehicle trajectories for all vehicles traveling southbound along Peachtree Street in the 
afternoon dataset, which includes 253,994 data records of 433 vehicles. 
 
Table 1  NGSIM Data Structure 
Data Field Unit Data Description 
Vehicle ID Number 
Vehicle identification number (ascending by time of entry into 
section) 
Global Time Millisecond Elapsed time since Jan 1, 1970 (midnight UTC/GMT) 
Local Y Feet 
Longitudinal (Y) coordinate of the front center of the vehicle along 
the median of Peachtree Street.  The start point is at the southern 
boundary of the study area. 
Vehicle Length Feet Length of vehicle 
Lane ID Number 
Current lane position of vehicle.  Lane numbering is incremented 
from the left-most lane, except for locations where left-turn or 
right-turn bays exist.  Left-turn bays are numbered starting from 11 
and are incremented from the left-most left-turn bay. 
Direction Number 
Moving direction of the vehicle. 1 - east-bound (EB), 2 - north-
bound (NB), 3 - west-bound (WB), 4 - south-bound (SB). 
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Table 2  NGSIM Data Record Sample 
Vehicle ID Time Local Y Vehicle Length Vehicle Speed Lane ID 
11 16:01:04.7 253.080 15.0 9.54 2
11 16:01:04.8 252.126 15.0 9.54 2
11 16:01:04.9 251.171 15.0 9.54 2
11 16:01:05.0 250.217 15.0 9.54 2
11 16:01:05.1 249.263 15.0 9.54 2
11 16:01:05.2 248.309 15.0 9.54 2
11 16:01:05.3 247.355 15.0 9.54 2
11 16:01:05.4 246.401 15.0 9.54 2
11 16:01:05.5 245.447 15.0 9.54 2
11 16:01:05.6 244.496 15.0 9.57 2
11 16:01:05.7 243.530 15.0 9.56 2
11 16:01:05.8 242.545 15.0 9.23 2
11 16:01:05.9 241.616 15.0 8.33 2
11 16:01:06.0 240.875 15.0 6.80 2
11 16:01:06.1 240.300 15.0 4.79 2
11 16:01:06.2 239.916 15.0 2.79 2
11 16:01:06.3 239.698 15.0 1.26 2
11 16:01:06.4 239.669 15.0 0.36 2
11 16:01:06.5 239.694 15.0 0.06 2
11 16:01:06.6 239.699 15.0 0.05 2
11 16:01:06.7 239.690 15.0 0.08 2
11 16:01:06.8 239.684 15.0 0.08 2
11 16:01:06.9 239.679 15.0 0.08 2
11 16:01:07.0 239.673 15.0 0.08 2
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Figure 18  NGSIM Peachtree Street Afternoon Dataset 
Southbound Traffic Vehicle Trajectories 
 
4.1.2 Detector and Link Placement 
The NGSIM Peachtree Street dataset does not include any short interval field detector data.  For 
the research goals of this paper, detector data with short data collection intervals are necessary.  
Thirty-three sets of virtual detectors are placed as shown in Figure 19 and Table 3.  Each set of 
detectors include a detector for each lane, even though only one detector is shown.  Six sets of 
virtual detectors are selected for analysis.  Detector Set #401 is 12-foot long located 6 feet from 
the stop bar, to present the common stop bar detection used in practice.  All other detectors are 6-
foot long.  Detector Set #407 is located at about 75% link length from the stop bar, to present the 
advanced detector commonly installed by signal operation agencies at mid-block locations.  
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Detector Set #411 is placed at 40 feet from the stop bar to compare with the stop bar Detector Set 
#401, and analyze the difference between traffic conditions at the stop bar and traffic conditions 
immediately upstream to the stop bar.  Detector Set #418 is placed very close to the upstream 
signal and used to analyze the potential dynamics caused by the upstream signal.  To compare 
the impacts between signalized intersections and unsignalized intersections, Detector Set #422 is 
placed at the center of the link upstream of a signalized intersection and Detector Set #430 is 
placed at the center of the link upstream of an unsignalized intersection. 
 
In the real world, traffic detectors are facing many challenges that can affect the detector data 
accuracy.  These challenges include roadway geometries like significant roadway vertical profile 
changes, roadway horizontal curves, or roadway uneven terrains.  Vehicles traveling on lane 
lines or changing lanes also cause detectors to double counts or miss counts.  Detectors can have 
sensitivity issues such that detectors may be activated even if vehicles are not inside the 
detection zone.  In addition, detector data are often processed by the detector internal software to 
achieve smoothed data.  All of these factors introduce additional errors to the analysis.  The 
virtual detector approach can prevent these additional errors being introduced so that the analysis 
can focus on the targeted problems. 
 
A link is defined in this study as the roadway segment between two virtual detectors, from 
downstream detector downstream edge to the upstream detector upstream edge.  Note the 
intersection stop bar locations used are not the original stop bar locations indicated in the 
NGSIM Peachtree Street dataset, but the improved and corrected locations by other researchers 
(88).  Table 4 shows the links selected for further analysis. 
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Figure 19  Detector Placement 
 
Table 3  Detector Positions 
Detector 
ID 
Stop 
Bar 
Detector 
Center 
Detector 
Length (ft) 
Detector 
Downstream Edge 
Detector 
Upstream Edge 
401 236 248 12 242 254
402 236 279 6 276 282
403 236 329 6 326 332
404 236 379 6 376 382
405 236 429 6 426 432
406 236 479 6 476 482
407 236 529 6 526 532
408 236 579 6 576 582
409 236 629 6 626 632
410 779 791 12 785 797
411 779 822 6 819 825
412 779 872 6 869 875
413 779 922 6 919 925
414 779 972 6 969 975
415 779 1022 6 1019 1025
416 779 1072 6 1069 1075
417 779 1122 6 1119 1125
418 779 1172 6 1169 1175
419 1247 1259 12 1253 1265
420 1247 1290 6 1287 1293
421 1247 1340 6 1337 1343
422 1247 1390 6 1387 1393
423 1247 1440 6 1437 1443
424 1247 1490 6 1487 1493
425 1247 1540 6 1537 1543
426 1620 1632 12 1626 1638
427 1620 1663 6 1660 1666
428 1620 1713 6 1710 1716
429 1620 1763 6 1760 1766
430 1620 1813 6 1810 1816
431 1620 1863 6 1860 1866
432 1620 1913 6 1910 1916
433 1620 1952 6 1949 1955
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Table 4  Link Positions 
Detector 
Set ID 
Stop 
Bar 
Detector 
Center 
Detector 
Length 
(ft) 
Detector 
Downstream 
Edge 
Detector 
Upstream 
Edge Link ID 
Link 
Length 
(ft) 
401 236 248 12 242 254 401-407 290 407 236 529 6 526 532
411 779 822 6 819 825 411-418 356 418 779 1172 6 1169 1175
422 1247 1390 6 1387 1393 422-430 429 430 1620 1813 6 1810 1816
 
4.1.3 Detector and Link Data Processing 
When a vehicle’s front falls inside a detector, the defined detector will be activated, until the 
vehicle’s rear leaves the detector.  The vehicle front position is directly available from the dataset 
defined as Local Y.  The vehicle rear position equals to the vehicle front positon plus the vehicle 
length.  To simply the data processing, vehicle lateral coordinates (Local X) are not considered.  
As long as the vehicle front or rear Local Y falls between the detector upstream and downstream 
edge Y coordinates, it is assumed the detector is activated by the vehicle.  This assumption 
produces the detector data that are more accurate than the real world detector data.  This is 
because given detectors are 6-foot wide and travel lanes are 12-foot wide, the real world detector 
tends to miscount when a vehicle travels on top of the lane line so that detectors on both lanes 
may fail to detect the vehicle. 
 
The detector data collection time interval uses 10 seconds to simulate the worst case scenario 
that a single heavy vehicle can significantly change the detector measurements.  In addition, the 
short time internal can keep the traffic flow randomness and dynamics from being smoothed by a 
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longer time interval.  As a result, the analysis time interval used this study is a fixed time 
interval, which is 10 seconds. 
 
The detector volume, speed, and time occupancy are generated every 10 seconds.  The detector 
volume is the number of vehicles crossed the detection zone in the data collection time interval.  
The detector speed is the harmonic mean speed.  The detector time occupancy is estimated as the 
total duration of all vehicles traversing the detection zone in the interval divided by the data 
collection time interval.  It should be noted that the NGSIM dataset includes the vehicle spot 
speed every tenth of a second.  But the spot speed data from the dataset are not used in this study, 
as pointed out by other researchers (89) that values in the velocity and acceleration fields of 
NGSIM datasets should be handled carefully, and it is suggested to directly estimate speeds from 
Local Y values whenever possible. 
 
The link volume, speed, and time occupancy are generated using the same method as the detector 
data, except the time occupancy can be over 100%, given there can be multiple vehicles traveling 
along the link during a data collection time interval.  For example, two vehicles traveled along 
the link during the 10-second data collection time interval.  If each vehicle spent 6 seconds 
traveling along the link, the link time occupancy of the time interval would be 120%. 
 
Figure 20 shows an example of the process to generate detector data from the vehicle trajectory 
data records during one data collection time period. 
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Figure 20  Detector Data Processing During a Data Collection Period 
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In addition, the generalized flow rate, speed and density data are also generated by using 
Equation 34, Equation 35 and Equation 36 in specifically defined time-space regions.  The 
generalized flow rate, speed and density data are difficult to collect in practice.  The NGSIM 
dataset provides the position of each vehicle every tenth of a second so that it is possible to 
measure the distance traveled by each vehicle and the time spent by each vehicle in a defined 
time-space region, with the accuracy of one tenth of a second.  The time-space region for each 
vehicle can be defined as where and when the vehicle front enters the detection zone and the 
vehicle rear leaves the detection zone.  The generalized flow rate, speed and density data are 
calculated every 10 seconds and used as the ground truth baseline for comparison. 
 
4.2 Field Data Collected in New York City 
Another set of field data used in this dissertation were collected as a part of the Beta Test for a 
large project to deploy microwave sensors and video image detectors along arterial streets 
(Figure 21) in Lower Manhattan by New York City Department of Transportation (NYCDOT).  
The data from these detectors are being provided to servers running TransSuite application 
software installed at the NYCDOT Transportation Management Center (TMC).  The data are 
processed and converted to average travel speed information for display on the NYCDOT 
developed “flow map”.  This “flow map” provides real time traffic condition information to New 
York City public agency staff to meet their operational needs and provide traveler information to 
the public via the World Wide Web. 
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Detector volume entering, speed and occupancy data were collected by microwave sensors 
installed at mid-block locations with a side-fire configuration.  Detector volume entering, speed 
and occupancy data were raw detector data recorded every 10 seconds.  Queue length data used 
were collected at two signalized intersections, Canal Street at Lafayette Street and Canal Street at 
Mercer Street.  At each intersection, a video image detector was installed on a pole downstream 
to the stop bar to cover the eastbound travel lanes.  The two video image detectors recorded and 
stored the video and detector volume exiting throughout the data collection time period.  An 
observer then reviewed the recorded video, and manually counted the total number of queued 
vehicles and recorded the number in spreadsheets every 10 seconds.  Because the available 
queue storage space is short for both intersections’ eastbound approaches, about 350 feet for 
Lafayette and 200 feet for Mercer, the collected ground truth queue data is reasonably reliable.  
Canal Street has two travel lanes and three travel lanes in the eastbound direction at Lafayette 
and Mercer, respectively.  Volume exiting data were also raw detector data recorded every 10 
seconds. 
 
All detector volume, speed, occupancy and queue length data sets were carefully synchronized.  
Data for one 24-hour period at each intersection are used for the analysis in this dissertation. 
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Figure 21  Detector Locations along Canal Street 
 
4.3 Metered On-ramp Data 
In addition to the NGSIM and New York City datasets, to further verify the analysis results this 
study also utilized field manually collected queue length data as a part of a larger project to 
evaluate ramp metering on Wisconsin freeways (90).  The purpose of this larger study was to 
determine the benefits of ramp meters in the Milwaukee area freeway system, to determine 
underlying relationships that permit evaluation of new ramp meters or ramp meter systems 
elsewhere, and to develop a coherent framework for performing evaluation of ramp meter 
effectiveness on a whole system.  Data collected included floating car runs, queue length counts, 
tube counts, origin-destination studies, questionnaires and archiving of a variety of loop detector 
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data (volumes, speeds and occupancies).  Queue length data were collected at four locations, US 
45 southbound on-ramps at Capitol Drive, Burleigh Street, North Avenue, and Wisconsin 
Avenue.  There was an observer physically presented at each location.  The observer manually 
counted the total number of on-ramp queue vehicles and recorded the number on a data 
collection sheet every 20 seconds, throughout the 1.5 hour morning and afternoon peak periods.  
Because the geometry is relatively simple and the ramp length is short at these four on-ramps, 
the field queue data is reasonably reliable.  Detector volume and occupancy data collected were 
raw loop detector data recorded every 20 seconds.  All data sets were carefully synchronized. 
 
4.4 Sample Size 
With a 5% margin of sampling error and a 95% confidence level, the sample size needed to 
develop a model for one detector or one link is calculated as shown in Equation 37.  According 
to the calculation, at least 385 10-second detector data records are needed to develop the model 
at one detector or one link.  Between 4:00:00 PM and 4:17:00 PM, there are 102 10-second time 
periods.  Each virtual detector of the NGSIM dataset has 102 10-second data records.  So data 
from a minimum of four detectors are needed for the analysis. 
 
݊଴ ൌ ܼ
ଶ݌ሺ1 െ ݌ሻ
݁ଶ ൌ 	
1.96ଶ ൈ 0.5 ൈ ሺ1 െ 0.5ሻ
0.05ଶ ൌ 384.2  Equation 37
 
where 
݊଴ = sample size without considering the finite population correction factor, ܼ = value based on confidence level, 1.96 for 95% confidence, 
݌ = estimated variance in population, 50% is used for the worst scenario, and 
݁ = margin of sampling error, 5% is used. 
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5 ANALYSIS OF FLOW, DENSITY, SPEED, AND OCCUPANCY 
This chapter starts with an analysis to examine the relationships among the detector volume, 
speed and time occupancy data, followed by the analysis to correlate the detector volume, speed 
and time occupancy to the generalized flow rate, density and space mean speed in a commonly 
used time-space region.  Within this time-space region, the analyses show that the generalized 
density has a strong correlation with the detector time occupancy.  However, using the equivalent 
hourly volume of the detector vehicle counts as the flow rate may introduce estimation errors 
during real-time traffic operations.  A new performance measurement defined as the traffic flow 
intensity is introduced to represent the traffic flow conditions for real-time traffic operation 
purposes.  All analyses will be done in specifically defined time-space regions.  Field data will 
be utilized to confirm the findings. 
 
5.1 Detector Volume, Speed and Time Occupancy 
Figure 22 shows the relationship between time occupancy and the ratio of flow to time mean 
speed for freeway traffic flow.  Cassidy and Coifman (79) demonstrated that harmonic mean 
speed was the ratio of flow to density and this relation held as an identity when the generalized 
definitions were followed.  There was also a close to linear relationship between detector time 
occupancy and the ratio of flow to time mean speed, if the vehicle lengths did not change much 
during the observation periods.  Freeway detector data collected by dual loop detectors were 
used for the analysis.  The study didn’t use a fixed data collection time period, instead the time 
period was selected to allow each defined rectangular time-space region to hold the trajectories 
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of 25 vehicles approximately.  The study also demonstrated that the identity relation might not 
hold if traffic variables were not defined by following the generalized definitions. 
 
 
Figure 22  Ratio of Flow to Time Mean Speed vs. Time Occupancy with 30-second Time 
Intervals 
(Cited from Cassidy and Coifman (79)) 
 
For comparison, Figure 23 shows the relationship between detector time occupancy and the ratio 
of detector volume to detector speed at the midblock location.  Figure 24 shows the relationship 
between detector space occupancy and the ratio of detector volume to detector speed at the stop 
bar location.  Both figures are plotted using the New York City dataset. 
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Figure 23  Ratio of Detector Midblock Volume to Speed vs. Time Occupancy 
(Plotted using New York City midblock detector data) 
 
For the New York City field data, only time occupancy is collected at midblock and only space 
occupancy is collected at stop bar.  This is because of the configurations of the video image 
detectors installed at stop bar, which cannot accurately collect and process time occupancy and 
space occupancy simultaneously in real time.  In addition, the video image detectors at stop bar 
were configured to collect both vehicle queue length and space occupancy data.  However, only 
queue length data were collected during red phases and only space occupancy data were 
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collected during green phases.  This is because video images detectors can only pick up queues 
when vehicles are not moving. 
 
 
Figure 24  Ratio of Detector Stop Bar Volume to Speed vs. Space Occupancy 
(Plotted using New York City stop bar detector data) 
 
Based on field observations, the traffic is constantly moving at the midblock location during off-
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traffic flow conditions, the diagram at midblock is much less scattered and better shaped than the 
diagram at stop bar.  However, the arterial diagrams are very different from the freeway diagram. 
 
In research and practice, this difference is often explained as traffic flow on signalized urban 
arterials is very different from that on freeways.  Traffic flow on signalized urban arterials is 
periodically interrupted by traffic signals and vehicles go through deceleration, stop and 
acceleration constantly.  Traffic flow can no longer be considered as spatially homogeneous 
along a roadway segment with signals.  The oversaturated traffic condition along signalized 
arterials is considered as another major factor. 
 
In addition, the ratio of detector volume to detector speed is usually used as density.  Space 
occupancy and density are considered as identical, which is the proportion of space of a roadway 
segment that is covered by vehicles.  Converting between time occupancy, space occupancy and 
density requires assuming average physical vehicle length and average space headway between 
vehicles.  Generally, time occupancy and space occupancy have been used interchangeably or 
their relationship has been treated as linear for both uninterrupted and interrupted traffic flow.  
Several articles in the literature do point out that the average physical vehicle length could play a 
critical role in the relationship of time occupancy and space occupancy. 
 
According to the generalized definitions of flow rate, density and space mean speed, the 
fundamental relationship, ݒ ൌ ݀ݏ, exists within a finite time-space region, which applies to all 
types of traffic conditions and all shapes of time-space regions, including signalized arterials.  
This means Figure 23 and Figure 24 should present a close to linear relationship, if the detector 
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volume, speed and time occupancy data follow the generalized definitions of flow rate, density 
and space mean speed within a defined time-space region.  The following section will examine 
the difference between the generalized definitions and the detector data. 
 
5.2 Vehicles Crossing a Detector 
Traffic detectors are placed at stop bars and midblock locations along signalized arterials.  
Detector volume, speed and occupancy data are measured with a very short detector length like 6 
feet over a very short detector data collection time interval like 10 seconds.  Detector volume is 
measured by counting the number of vehicles crossing the detection zone and detector speed is 
the harmonic mean speeds of all vehicles crossing the detection zone.  Density at the detector 
location cannot be directly measured by detectors, instead time occupancy is measured as the 
proportion of time when the detection zone is occupied by vehicles.  Figure 25 shows a detector 
in a time-space diagram during one 10-second data collection time period.  Figure 26 shows a 
close look when vehicles completely crosses a detector with a constant speed in a time-space 
diagram during one detector data collection time period. 
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Figure 25  Detector in Time-Space Diagram 
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Figure 26  Close Look at Vehicles Crossing a Detector 
 
In this case, the detector volume count ௗܸ௘௧௘௖௧௢௥ is ܰ as shown by Equation 38 and the detector 
time occupancy is ܱ௧௜௠௘ as shown by Equation 39.  The speed ܵௗ௘௧௘௖௧௢௥ collected by the detector 
is harmonic mean speed as shown by Equation 32 described in Section 3.1.1. 
 
ௗܸ௘௧௘௖௧௢௥ ൌ ܰ Equation 38
ܱ௧௜௠௘ ൌ ∑ ݐ௜
ே௜ୀଵ
ܶ ൈ 100% Equation 39
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ܵௗ௘௧௘௖௧௢௥ ൌ ܰ
ා ൮ 1ܮ௜ ൅ ܮௗݐ௜
൲
ே
௜ୀଵ
 
Equation 32
 
where 
ௗܸ௘௧௘௖௧௢௥ = vehicle counts collected by a detector, ܱ௧௜௠௘  = time occupancy collected by a detector (%), ݐ௜  = time spent by vehicle ݅ occupying the detection zone, ܶ  = time interval of detector data collection (second), 
ܮ௜  = physical vehicle length of vehicle ݅ (ft), and  ܮௗ  = detector detection zone length (ft).  
The rectangular ܴ݁݃݅݋݊	ܣܤܥܦ in Figure 26 is the region where and when vehicles’ fronts enter 
the detection zone and vehicles’ rears leave the detection zone.  The rectangular time-space 
ܴ݁݃݅݋݊	ܣܤܥܦ is defined in such a way that the time length ܶ equals to one data collection time 
interval and the space length ܻ is the average vehicle length plus the detector length, ܮ௩ ൅ ܮௗ.  
According to the generalized definitions, within the rectangular time-space ܴ݁݃݅݋݊	ܣܤܥܦ, for 
all vehicles, 
 
Total distance traveled is 	
෍ݕ௜
௡
௜ୀଵ
ൌ෍ሺܮ௩ ൅ ܮௗሻ
௡
௜ୀଵ
ൌ ሺܮ௩ ൅ ܮௗሻ ൈ ݊ Equation 40
Total time spent is  
෍ݐ௜
௡
௜ୀଵ
ൌ ܱ௧௜௠௘ ൈ ܶ Equation 41
Area of time-space region is  Equation 42
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ܻ ൈ ܶ ൌ ሺܮ௩ ൅ ܮௗሻ ൈ ܶ 
Flow Rate is 	
ݒ ൌ ∑ ݕ௜
௡௜ୀଵ
ܻ ൈ ܶ ൌ
∑ ݕ௜௡௜ୀଵ
ሺܮ௩ ൅ ܮௗሻ ൈ ܶ ൌ
݊
ܶ 
Equation 43
Density is 	
݀ ൌ ∑ ݐ௜
௡௜ୀଵ
ܻ ൈ ܶ ൌ
ܱ௧௜௠௘ ൈ ܶ
ሺܮ௩ ൅ ܮௗሻ ൈ ܶ ൌ
ܱ௧௜௠௘
ܮ௩ ൅ ܮௗ 
Equation 44
Space Mean Speed is  
ݏ ൌ ∑ ݕ௜
௡௜ୀଵ
∑ ݐ௜௡௜ୀଵ ൌ
ሺܮ௩ ൅ ܮௗሻ ൈ ݊
ܱ௧௜௠௘ ൈ ܶ  
Equation 45
 
where 
ݕ௜  = distance vehicle ݅ traveled in the time-space region (ft), ݊  = number of vehicles, 
ܮ௩  = average physical vehicle length (ft), ܮௗ  = detector detection zone length (ft), ݐ௜  = time vehicle ݅ spent in the time-space region (second), ܶ  = time interval of detector data collection (second), 
ܱ௧௜௠௘  = total percentage of the data collection time interval when the detection zone is occupied by vehicles (%), and 
ܻ  = space length of the time-space region defined. 
 
Equation 43, Equation 44 and Equation 45 are the most common methods used in research and 
practice, which provide a way to correlate the detector volume, speed and time occupancy to the 
generalized flow rate, density and space mean speed within the rectangular ܴ݁݃݅݋݊	ܣܤܥܦ as 
shown in Figure 26.  As a result, three sets of data become available for analysis as listed below.  
Analysis of these three sets of data will be conducted in the following sections. 
 The generalized flow rate, density and space mean speed data, generated by using 
Equation 34, Equation 35 and Equation 36 based on the NGSIM dataset. 
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 The detector volume, speed and time occupancy data, generated by using the NGSIM 
dataset as described in Section 4.1.3. 
 The estimated generalized flow rate, density and space mean speed data, calculated by 
using Equation 43, Equation 44 and Equation 45 with the detector volume, speed and 
time occupancy data. 
 
Figure 27 demonstrates that the fundamental relationship as described by Equation 31 holds 
valid at the stop bar location, when the generalized definitions are followed.   
 
 
Figure 27  Detector Set #401 Lane 1 Ratio of Generalized Flow Rate to Generalized Speed 
vs. Generalized Density 
(Plotted using NGSIM virtual detector data at stop bar) 
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5.2.1 Speed 
Figure 28 and Figure 29 show the relationships between the generalized speed and the detector 
speed at both stop bar and midblock locations.  Note the generalized space mean speed is defined 
within the rectangular ܴ݁݃݅݋݊	ܣܤܥܦ as shown in Figure 26.  As shown in Figure 19, Detector 
Set #401 is located at the stop bar and Detector Set #407 is located at midblock close to the 
upstream traffic signal.  With queueing caused by the traffic signal operation, the stop bar data 
present more scattering than the midblock data, with the ܴଶ values of 0.9434 and 0.9977 at stop 
bar and midblock, respectively. 
 
It is expected for the detector speed data to be close to the generalized space mean speed data, 
because the detector speed data used in this study is the harmonic mean speeds. 
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 Figure 28  Detector Set #401 Lane 1 Generalized Speed vs. Detector Speed 
(Plotted using NGSIM data at stop bar) 
 
 Figure 29  Detector Set #407 Lane 1 Generalized Speed vs. Detector Speed 
(Plotted using NGSIM data at midblock) 
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5.2.2 Density 
Figure 30 and Figure 31 demonstrate the relationships between the generalized density and the 
ratio of detector volume to detector speed at stop bar and midblock, respectively.  The time-
space region used for the generalized density is the rectangular ܴ݁݃݅݋݊	ܣܤܥܦ as shown in 
Figure 26.  The ܴଶ values are 0.027 and 0.5888 at stop bar and midblock, respectively. 
 
In Figure 30 and Figure 31, all data points are used to plot the diagrams, which present no 
correlation between the generalized density and the ratio of detector volume to detector speed.  If 
the outliers are removed from the analysis, the diagrams will be slightly better shaped, but still 
doesn’t present any apparent correlation.  Considering the detector speed data are very close to 
the generalized space mean speed data, it is almost certain that the detector volume is not 
equivalent to the generalized flow rate.  Further analysis is needed to examine the relationship 
between the detector volume and the generalized flow rate. 
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 Figure 30  Detector Set #401 Lane 1 Generalized Density vs. Ratio of Detector Volume to 
Speed 
(Plotted using NGSIM data at stop bar) 
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Figure 31  Detector Set #407 Lane 1 Generalized Density vs. Ratio of Detector Volume to 
Speed 
(Plotted using NGSIM data at midblock) 
 
According to Equation 44, the generalized density and the detector time occupancy has a perfect 
linear relationship if the average physical vehicle length remains constant.  This means if the 
percentage of heavy vehicles is very low like along the NGSIM project corridor, the scatter 
diagram of the generalized density and the detector time occupancy will present a strong linear 
correlation.  Figure 32 and Figure 33 prove this.  The reason that the perfect linear correlation is 
seldom seen in most previous studies is because most studies don’t have the generalized density 
data available and usually use the ratio of detector volume to detector speed as the estimated 
detector density. 
 
 Figure 32  Detector Set #401 Lane 1 Generalized Density vs. Detector Time Occupancy 
(Plotted using NGSIM data at stop bar) 
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 Figure 33  Detector Set #407 Lane 1 Generalized Density vs. Detector Time Occupancy 
(Plotted using NGSIM data at midblock) 
 
5.2.3 Flow Rate 
Equation 43 presents the most common method to convert detector volume to the flow rate at the 
detector location.  The equivalent hourly volume of the detector vehicle counts during the data 
collection time period is often treated as the flow rate.  With non-stationary traffic flow, simply 
converting detector volume counts to the flow rate may introduce estimation errors, given the 
volume counts collected by detectors can change dramatically between different data collection 
time periods.  In practice, flow rates are often collected by counting vehicles in a sub-hourly 
period, like 15 minutes, and converted to an equivalent hourly rate.  A peak hour factor is used to 
describe the flow rate variations in an hour, with lower peak hour factor values indicating greater 
variability of flow and higher values signifying less variations (91). 
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Figure 34 and Figure 35 show the relationships between the generalized flow rate and the 
detector volume at both stop bar and midblock locations.  With queueing caused by the traffic 
signal operation, the stop bar data present more scattering than the midblock data.  The ܴଶ values 
are 0.8514 and 0.9693 at stop bar and midblock, respectively. 
 
 Figure 34  Detector Set #401 Lane 1 Generalized Flow Rate vs. Detector Volume 
(Plotted using NGSIM data at stop bar) 
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 Figure 35  Detector Set #407 Lane 1 Generalized Flow Rate vs. Detector Volume 
(Plotted using NGSIM data at midblock) 
 
In Figure 34 and Figure 35, the detector volume data are not continuous values, one detector 
volume value may correspond to many generalized flow rate values, which means various traffic 
conditions with different generalized flow rates may have the same detector volume.  For 
example, there is only one vehicle crossing the detection zone within the data collection time 
period.  The flow rate of one vehicle spending 2 seconds crossing the detection zone should be 
different from the flow rate of one vehicle spending 4 seconds crossing the detection zone.  
However, with Equation 43, these two conditions will have the same flow rate.  In addition, as 
shown by Equation 46, the flow rate is the reciprocal of the average time headway.  It always 
assumes that vehicles would evenly spread across the data collection time period when crossing 
the detection zone. 
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݄௧ ൌ 1ܶ
݊
 Equation 46
 
where 
݄௧ = average time headway between vehicles (second).  
There are two assumptions made when Equation 43 is developed.  One is that vehicles cross the 
detector with a constant speed. The other is that the distance traveled by vehicles while crossing 
the detector equals to the detection zone length ܮௗ	plus the average physical vehicle length ܮ௩.  
Under the signalized arterial environment, these two conditions cannot always be met. 
 
In Equation 43, if vehicles don’t completely cross the detector during the data collection time 
period, the total distance traveled by all vehicles divided by the detection zone length ܮௗ	plus the 
average physical vehicle length ܮ௩, ෌ ௬೔
೙
೔సభ
ሺ௅ೡା௅೏ሻ, will not equal to the number of vehicles ݊.  In this 
case, the generalized flow rate will not be ௡். 
 
As a result, simply converting detector volume counts within one data collection time period to 
use as the generalized flow rate will introduce estimation errors.  The significance of the error is 
impacted by the traffic flow condition.  Especially with short data collection time intervals used 
for real-time operation purposes along signalized arterials, the equivalent hourly volume of the 
detector vehicle counts during the data collection time period should not be treated as the 
generalized flow rate.  To further analyze these situations, individual time-space regions will be 
defined for individual vehicles. 
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5.3 Time-Space Regions for Individual Vehicles 
The rectangular ܴ݁݃݅݋݊	ܧܨܩܪ in Figure 36 is the region where and when vehicle ݅ front enters 
the detection zone and vehicle ݅ rear leaves the detection zone.  The rectangular time-space 
ܴ݁݃݅݋݊	ܧܨܩܪ is defined in such a way that the time spent by the vehicle in the time-space 
region, ݐ௜, equals to the time spent by the vehicle occupying the detection zone.  The space 
length of the time-space region, ݕ௜, is the distance the vehicle traveled during time ݐ௜.  For each 
vehicle, a time-space region like ܴ݁݃݅݋݊	ܧܨܩܪ in Figure 36 can be defined. 
 
 Figure 36  Time-Space Regions for Vehicles Crossing a Detector 
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According to the generalized definitions, assuming vehicles completely cross the detector during 
one data collection time interval, within all time-space regions in Figure 36 combined, for all 
vehicles, 
 
Total distance traveled is 	
෍ݕ௜
௡
௜ୀଵ
ൌ෍ሺܮ௜ ൅ ܮௗሻ
௡
௜ୀଵ
ൌ ∑ ሺܮ௜ ൅ ܮௗሻ
௡௜ୀଵ
݊ ൈ ݊ ൌ ሺܮ௩ ൅ ܮௗሻ ൈ ݊ 
Equation 47
Total time spent is 	
෍ݐ௜
௡
௜ୀଵ
ൌ ܱ௧௜௠௘ ൈ ܶ Equation 48
Area of all time-space regions combined is 
෍ሺݕ௜ ൈ ݐ௜ሻ
௡
௜ୀଵ
ൌාሾሺܮ௜ ൅ ܮௗሻ ൈ ݐ௜ሿ
௡
௜ୀଵ
ൌ෍ሺܮ௜ ൈ ݐ௜ሻ
௡
௜ୀଵ
൅෎ሺܮௗ ൈ ݐ௜ሻ ൌ෍ሺܮ௜ ൈ ݐ௜ሻ
௡
௜ୀଵ
൅ ܮௗ ൈ෍ݐ௜
௡
௜ୀଵ
௡
௜ୀଵ
ൌ ܮ௧ ൈ ܱ௧௜௠௘ ൈ ܶ ൅ ܮௗ ൈ ܱ௧௜௠௘ ൈ ܶ ൌ ሺܮ௧ ൅ ܮௗሻ
ൈ ܱ௧௜௠௘ ൈ ܶ 
Equation 49
Flow rate is  Equation 50
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ݒ ൌ ∑ ݕ௜
௡௜ୀଵ
∑ ሺݕ௜ ൈ ݐ௜ሻ௡௜ୀଵ ൌ
ሺܮ௩ ൅ ܮௗሻ ൈ ݊
ሺܮ௧ ൅ ܮௗሻ ൈ ܱ௧௜௠௘ ൈ ܶ 
Density is  
݀ ൌ ∑ ݐ௜
௡௜ୀଵ
∑ ሺݕ௜ ൈ ݐ௜ሻ௡௜ୀଵ ൌ
ܱ௧௜௠௘ ൈ ܶ
ሺܮ௧ ൅ ܮௗሻ ൈ ܱ௧௜௠௘ ൈ ܶ ൌ
1
ܮ௧ ൅ ܮௗ 
Equation 51
Space mean speed is  
ݏ ൌ ∑ ݕ௜
௡௜ୀଵ
∑ ݐ௜௡௜ୀଵ ൌ
ሺܮ௩ ൅ ܮௗሻ ൈ ݊
ܱ௧௜௠௘ ൈ ܶ  
Equation 52
Average physical vehicle length is  
ܮ௩ ൌ ∑ ܮ௜
௡௜ୀଵ
݊  
Equation 53
Average vehicle length weighted by time is  
ܮ௧ ൌ ∑ ሺܮ௜ ൈ ݐ௜ሻ
௡௜ୀଵ
∑ ݐ௜௡௜ୀଵ ൌ
∑ ሺܮ௜ ൈ ݐ௜ሻ௡௜ୀଵ
ܱ௧௜௠௘ ൈ ܶ  
Equation 54
 
where 
݊  = number of vehicles, 
ܮ௜  = physical vehicle length of vehicle ݅ (ft), ܮௗ  = detector detection zone length (ft), ݐ௜  = time length of the time-space region defined for vehicle ݅, ܶ  = time interval of detector data collection (second). 
ݕ௜  = space length of the time-space region defined for vehicle ݅, ܮ௩  = average physical vehicle length (ft), and ܮ௧  = average vehicle length weighted by the time vehicle spent crossing the detection zone (ft). 
 
Equation 47 calculates the total distance traveled by all vehicles in the combined time-space 
regions.  Equation 48 is the total time spent by all vehicles in the combined time-space regions.  
Equation 49 is the total area of all time-space regions during the time period combined.  The 
generalized flow rate, density and speed can be estimated using the detector volume, time 
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occupancy and vehicle lengths, as shown by Equation 50, Equation 51 and Equation 52, 
respectively. 
 
Equation 53 is the arithmetic average of all vehicle lengths.  A special type of average vehicle 
length is introduced as shown by Equation 54.  The time weighted average vehicle length ܮ௧ is 
calculated by considering the time each vehicle spends crossing the defined time-space region.  
The time weighted average vehicle length ܮ௧ is equal to the total area of all time-space regions 
combined divided by the total time the detection zone is occupied by vehicles during the data 
collection time period.  The time weighted average vehicle length gives bigger weights in the 
average to cases such that heavy vehicles with longer vehicle lengths spend more time crossing 
the detection zone. 
 
One assumption made is that vehicles completely cross the detector.  The average distance 
traveled by vehicles while crossing the detector equals to the detection zone length ܮௗ	plus the 
time weighted average vehicle length ܮ௧.  During a data collection time period, all vehicles 
except one or two vehicles can completely cross the detector.  Considering the effective detector 
length is very short, if a vehicle doesn’t completely cross the detector, then the speed is very low 
and the vehicle is most likely in a stop condition.  With carefully selected detector speed or time 
occupancy thresholds, the stop condition can be very easily identified and filtered in the analysis, 
which will be further analyzed in Chapter 6.  Therefore, this assumption should not introduce 
significant estimation errors. 
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The generalized flow rate and density cannot be easily measured in the field.  Within time-space 
regions as defined in Figure 36, Equation 50, Equation 51 and Equation 52 provide a way to 
estimate the generalized flow rate, space mean speed and density using the detector volume 
count, harmonic mean speed and time occupancy data, along with the average physical vehicle 
length and the time weighted average vehicle length data.  The following sections will compare 
the generalized flow rate, space mean speed and density with the values estimated by using 
Equation 50, Equation 51 and Equation 52. 
 
5.3.1 Flow Rate 
Figure 37 and Figure 38 present the relationships between the generalized flow and the flow 
estimated using the detector data for two detectors, one at stop bar and the other at midblock.  
Although the stop bar data present some scattering, the ܴଶ values are very close to 1.  Within 
time-space regions defined in Figure 36, the flow estimated using the detector data with Equation 
50 is very close to the generalized flow generated by using Equation 34 based on the NGSIM 
dataset. 
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 Figure 37  Detector Set #401 Lane 1 Generalized Flow vs. Flow Estimated Using Detector 
Data 
(Plotted using NGSIM data at stop bar) 
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Figure 38  Detector Set #407 Lane 1 Generalized Flow vs. Flow Estimated Using Detector 
Data 
(Plotted using NGSIM data at stop bar) 
 
For this NGSIM dataset, the average physical vehicle length is approximately 16 feet, with very 
low volume of heavy vehicles and motorcycles.  As a result, the average physical vehicle length 
and the time weighted average vehicle length have very close values and ௅ೡା௅೏௅೟ା௅೏ is approximately 
equal to 1.  Equation 50 can be simplified to Equation 55.  The estimated results by Equation 55 
are shown in Figure 39 and Figure 40. 
 
Equation 55 produces almost the same results as Equation 50 using the vehicle length data.  
Considering the vehicle length data are not always available in the real world traffic operations, 
Equation 55 provides a very good and very easy approach to the generalized flow rate estimation 
in the time-space regions as defined in Figure 36.  The estimation is much better than directly 
using the detector volume counts divided by the data collection time interval as the flow rate.  
However, it should be noted that the reason Equation 55 could be as accurate as Equation 50 
could be because of the homogeneous vehicles in the NGSIM dataset used in this study. 
 
ݒ ൌ ௗܸ௘௧௘௖௧௢௥ܱ௧௜௠௘ ൈ ܶ Equation 55
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 Figure 39  Detector Set #401 Lane 1 Generalized Flow vs. Flow Estimated Using Detector 
Data Without Vehicle Lengths 
(Plotted using NGSIM data at stop bar) 
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Figure 40  Detector Set #407 Lane 1 Generalized Flow vs. Flow Estimated Using Detector 
Data Without Vehicle Lengths 
(Plotted using NGSIM data at stop bar) 
 
5.3.2 Speed 
It can be seen that Equation 45 and Equation 52 are the same.  The generalized space mean speed 
data in time-space regions as defined in Figure 36 are identical to the generalized space mean 
speed data in the time-space region as defined in Figure 26.  This is anticipated based on the 
definition that the generalized space mean speed is defined as the total distance traveled by all 
vehicles in the time-space region divided by the total time spent by all vehicles in the time-space 
region. 
 
As shown in Figure 28 and Figure 29, Figure 36 presents the correlation between the generalized 
space mean speed and the detector harmonic mean speed is very strong.  Given the defined time-
space region at the detector has a very small length (about 28 feet in the NGSIM dataset), the 
difference between the detector harmonic mean speed and the space mean speed should be very 
small, if any difference exists.  The stop bar data are more scattered than the midblock data, 
because vehicles frequently decelerate, stop and accelerate due to signal phasing changes and 
queueing at the signalized intersection. 
 
5.3.3 Density 
Density cannot be directly measured by detectors.  The generalized density has no linear 
relationship with the detector density that is calculated by Equation 51 assuming all vehicles 
completely crossing the detection zone during the data collection time period.  It is assumed that 
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during the data collection time period, when crossing the detection zone, the average distance 
traveled by vehicles is ෌ ௬೔
೙
೔సభ
௡  and equal to ܮ௧ ൅ ܮௗ, the time weighted average vehicle 
length	plus the detection zone length ܮௗ. 
 
 Figure 41  Detector Set #401 Lane 1 Average Distance Traveled vs. ࡸ࢚ ൅ ࡸࢊ (Plotted using NGSIM data at stop bar) 
 
In Figure 41, the average distance traveled by vehicles at the stop bar detector during one data 
collection time period is plotted with the corresponding time weighted average vehicle length.  
The time weighted average vehicle length is calculated using the NGSIM dataset. Significant 
difference exists between the two sets of values, which is more significant at the stop bar and less 
significant at midblock.  Given some vehicles may not completely cross the detector during the 
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data collection time period, the generalized density estimated directly from Equation 51 is very 
inaccurate.  Equation 51 assumes all vehicles travel the distance of ܮ௧ ൅ ܮௗ, even vehicles 
completely stop during the data collection time period.  An alternative approach is necessary. 
 
Considering the fundamental relationship, ݒ ൌ ݀ݏ, applies to all types of traffic conditions and 
all shapes of time-space regions, including signalized arterials as shown by Figure 27, the 
generalized density can be estimated using, ݀ ൌ ௩௦.  Given the generalized flow rate estimated 
using the detector data is ௏೏೐೟೐೎೟೚ೝை೟೔೘೐ൈ் , the generalized density can be calculated using Equation 56.  
ܵௗ௘௧௘௖௧௢௥ is the detector harmonic mean speed. 
 
݀ ൌ ௗܸ௘௧௘௖௧௢௥ܵௗ௘௧௘௖௧௢௥ ൈ ܱ௧௜௠௘ ൈ ܶ Equation 56
 
Figure 42 and Figure 43 show the results estimated using Equation 56, at both the stop bar and 
the midblock.  The ݔ axis presents the generalized density generated using the NGSIM dataset 
and the ݕ axis presents the ratio of ௏೏೐೟೐೎೟೚ೝை೟೔೘೐ൈ்  to the detector harmonic mean speed.  In the time-
space regions as defined in in Figure 36, Equation 56 provides an accurate approach to estimate 
the generalized density using the detector data. 
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Figure 42  Detector Set #401 Lane 1 Generalized Density vs. Estimated Detector 
Flow/Detector Speed 
(Plotted using NGSIM data at stop bar) 
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Figure 43  Detector Set #407 Lane 1 Generalized Density vs. Estimated Detector 
Flow/Detector Speed 
(Plotted using NGSIM data at midblock) 
 
5.4 Traffic Flow Intensity 
Detectors aggregate the individual vehicle data measured during the data collection time period 
to the aggregated detector volume, speed and time occupancy.  In time-space diagrams, detectors 
only provide actual measurements in the time-space regions as defined in Figure 36.  The most 
common approach currently used in research and practice is to analyze the detector data in the 
time-space region as the rectangular ܴ݁݃݅݋݊	ܣܤܥܦ defined in Figure 26.  This approach 
involves to average the measurements when detectors are occupied by vehicles with 
measurements when detectors are not occupied. 
 
For example, comparing Equation 55 with Equation 43, it is interesting to see that the two 
equations estimate the generalized flow rate in different time-space regions.  Equation 43 
estimates the generalized flow rate as if vehicles would evenly spread across the data collection 
time period when crossing the detection zone.  Equation 55 estimates the generalized flow rate 
only during the time when the detector is occupied by vehicles.  Equation 55 produces much 
more accurate results than Equation 43 does. 
 
However, Equation 55’s generalized flow rate does not represent the actual number of vehicles 
that have crossed the detection zone during the analysis time period.  It only indicates the 
number of vehicles that would have crossed the detection zone if the traffic condition has 
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remained the same as the traffic condition measured when detectors are occupied by vehicles, 
throughout the entire data collection time period. 
 
In some traffic flow theory literatures, the generalized traffic flow rate is also called as intensity.  
From here on in this dissertation, Equation 55’s generalized flow rate will be referred to as the 
intensity of the traffic flow.  This traffic flow intensity measurement is critical for this 
dissertation’s objective to develop methodologies that can be used for real-time traffic 
operations. 
 
When Equation 50, Equation 51 and Equation 52 developed in Section 5.3, the assumption made 
is that vehicles completely cross the detector during one data collection time interval.  In 
addition, the average physical vehicle length and the time weighted average vehicle length data 
are not always available during real-time operations.  Equation 50 is simplified to Equation 55 
and Equation 51 is transformed to Equation 56.  Although Equation 55 and Equation 56 provide 
accurate results as shown by the analysis of the NGSIM dataset, it can be argued that it is 
because the percentage of heavy vehicles is very low in the NGSIM dataset.  It is necessary to 
derive the equations without relying on the assumption and the vehicle length data. 
 
In the rectangular ܴ݁݃݅݋݊	ܧܨܩܪ in Figure 36, there is one vehicle during time ݐ௜.  The traffic 
flow rate in ܴ݁݃݅݋݊	ܧܨܩܪ is ଵ௧೔.  The traffic flow rate for all time-space regions combined can be 
seen as the time weighted average of each region’s flow rate, calculated as Equation 57. 
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ݒ ൌ෎൬1ݐ௜ ൈ
ݐ௜
ܱ௧௜௠௘ ൈ ܶ൰
௡
௜ୀଵ
ൌ෎൬ 1ܱ௧௜௠௘ ൈ ܶ൰
௡
௜ୀଵ
ൌ ௗܸ௘௧௘௖௧௢௥ܱ௧௜௠௘ ൈ ܶ 
 
Equation 57
 
Similarly, in the rectangular ܴ݁݃݅݋݊	ܧܨܩܪ in Figure 36, there is one vehicle during time ݐ௜.  
The density in ܴ݁݃݅݋݊	ܧܨܩܪ is ଵ௬೔.  ݕ௜ is the distance vehicle ݅ traveled in the time-space region 
during time ݐ௜ and equals to ௜ܵ ൈ ݐ௜, where ௜ܵ is vehicle ݅’s speed in the time-space region.  The 
density for all time-space regions combined can be seen as the time weighted average of each 
region’s density, calculated as Equation 58.  In Equation 58, ே
෎ ൬భೄ೔൰
೙
೔సభ
 is the detector harmonic 
mean speed, ܵௗ௘௧௘௖௧௢௥ and ܰ is the detector vehicle counts, ௗܸ௘௧௘௖௧௢௥. 
 
݀ ൌ෎൬ 1
௜ܵ ൈ ݐ௜ ൈ
ݐ௜
ܱ௧௜௠௘ ൈ ܶ൰
௡
௜ୀଵ
ൌ෎൬1
௜ܵ
ൈ 1ܱ௧௜௠௘ ൈ ܶ൰
௡
௜ୀଵ
ൌ
෍ ቀ1௜ܵቁ
௡
௜ୀଵ
ܱ௧௜௠௘ ൈ ܶ ൌ
ܰ
Sௗ௘௧௘௖௧௢௥
ܱ௧௜௠௘ ൈ ܶ ൌ
ௗܸ௘௧௘௖௧௢௥
Sௗ௘௧௘௖௧௢௥ ൈ ܱ௧௜௠௘ ൈ ܶ 
 
Equation 58
 
Equation 57 and Equation 58 provide another way to derive the formulas to estimate the traffic 
flow intensity and the corresponding density without assuming vehicles completely crossing the 
detector or using the vehicle lengths as inputs.  The traffic flow density will be used as an 
important input to the models developed in the next chapter. 
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6 QUEUE LENGTH AND TRAVEL TIME ALONG 
SIGNALIZED LINK 
This chapter starts with attempts to make improvements to the input-output technique for queue 
estimation along signalized links.  Based on analyses of the theoretical and experiential 
cumulative input-output diagrams, also known as the Newell Curves (92), two major 
improvements are proposed to improve the performance of the input-output technique.  The 
improvements will be tested using two sets of field data, the NGSIM data and metered on-ramp 
data.  Based on the traffic flow intensity and the improved queue estimation technique, a simple 
approach will be developed and evaluated for the signalized link travel time estimation. 
 
6.1 Input-Output Technique for Queue Estimation 
Various theories to model queueing at signalized intersections have been extensively studied, 
including input-output models, shock wave models, signal processing models, and probabilistic 
models.  However, most of these queueing models are very complex, and were developed and 
analyzed using microscopic traffic simulations.  Carefully performed empirical studies and 
models suitable for real-time operation purposes are very rare.  Furthermore, most of these 
queueing models estimate the queue lengths using input-output techniques when vehicle queues 
do not extend beyond the input or advanced detector. 
 
Input-output techniques are often used in research and practice because of their simplicity to 
implement and providing reasonable queue length estimates with balanced volumes.  However, 
the performance of the input-output technique estimation is not always satisfactory.  In addition, 
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generally, input-output techniques are facing two challenges, how to handle long queues 
extending beyond the input detector and how to remove accumulated errors over time.  Utilizing 
field queue length, detector vehicle counts and time occupancy, this dissertation focuses on 
improving the performance of the input-output technique and attempts to reduce the input-output 
technique accumulated errors over a long time period.  Improvements to handle long queues 
extending beyond the input detector is not discussed in this dissertation and is a future research 
topic.  This dissertation will improve the Kalman filter model to estimate long queues extending 
beyond the input detector. 
 
As shown below, Equation 10 described in Section 2.2.2.3 is the common formula of the input-
output calculation. 
 
ܳ௡ ൌ ܳ௡ିଵ ൅ ௜ܰ௡ െ ௢ܰ௨௧ Equation 10
where 
ܳ௡ = number of queued vehicles in the current time interval (veh), ܳ௡ିଵ = number of queued vehicles in the previous time interval (veh), 
௜ܰ௡ = vehicle counts entering the signalized link during a data collection time interval like 10 seconds (veh), and 
௢ܰ௨௧ = vehicle counts exiting the signalized link during the same time interval (veh).  
6.1.1 Cumulative Input-Output Diagram 
The cumulative input-output diagram, also known as the Newell Curve, provides a graphical 
representation of input-output techniques for queue estimation and is often used to describe the 
queueing process at traffic signals (92).  Figure 44 shows an example of the theoretical 
cumulative input-output diagram at an isolated traffic signal.  The traffic signal can be 
considered as a pulsed service provider that provides a high service rate during green phases and 
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periodically stops servicing during red phases.  The vehicle arrival curve simulates the constant 
arrival of vehicles during both red and green phases.  The vehicle departure curve indicates the 
queueing during red phases and the queue discharging during green phases.  In Figure 44, the 
queue is cleared during the green phase and there is no residual queue left at the end of the green 
phase.  The total aggregated delay incurred by all vehicles on a signalized intersection approach 
is determined as the total area between the arrival and departure curves.  At a specific time, the 
difference between the arrival curve and the departure curve along the Y axis is the number of 
vehicles in the queue.  Using input-output techniques to estimate the queue length is actually to 
calculate the difference between two curves along the Y axis in a cumulative input-output 
diagram. 
 
 
Figure 44  Cumulative Input-Output Diagram at Signalized Intersection 
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When the input-output technique is applied in research and in practice, two assumptions usually 
made are that vehicles do not change lanes after crossing the input detectors and the first-in-first-
out principle applies.  However, this is often not the case, since vehicles do change lanes and the 
first vehicle entering the link may not be the first vehicle to exit the link.  The consequence is 
that the input-output calculation introduces estimation errors.  Figure 45 shows the cumulative 
input-output diagram plotted using the NGSIM data, with Detector Set #401 Lane 2 located at 
the stop bar as the output detector and Detector Set #407 Lane 2 located close to midblock as the 
input detector. 
A detailed review of the NGSIM vehicle trajectory data reveals that there are queueing at this 
intersection during the red phases and the queues can be cleared during most of the green phases.  
In addition, the field cumulative input-output diagram shown in Figure 45 presents three major 
aspects that are different from the theoretical cumulative input-output diagram shown in Figure 
44.  The first aspect is the cumulative vehicle count difference between the output detector and 
the input detector increases significantly over a 16-minute time period.  The difference reaches 
61 vehicles at the end of the 16-minute time period, which cannot be explained as the number of 
vehicles in the queue and apparently is the accumulated estimation error increased over a longer 
time period. 
 
The second difference is that the departure curve is almost always above the arrival curve, which 
means the vehicle departure rate is faster than the vehicle arrival rate and no queues should be 
present even during the red phases.  This is contrary to the field condition, since vehicle queues 
do exist during every cycle. 
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The third difference is that the departure curve does not indicate red phases.  During red phases, 
the curve should be flat presenting vehicles stop and the cumulative number of vehicles does not 
increase as one or two vehicles stop on top of the output detector.  However, the arrival curve 
does show the alternating pattern of red and green phases. 
 
 
Figure 45  Cumulative Input-Output Diagram  
(Plotted using NGSIM data) 
 
6.1.2 Queueing in Time Space Diagram 
Input-output techniques estimate the number of vehicles between the input and output detectors, 
regardless the vehicles are moving or not.  Figure 46 shows the trajectories of vehicles traveling 
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along a link during three data collection time periods in a time-space diagram.  Note in Figure 
46, vehicles are traveling from top to bottom.  Each data collection time period can be defined as 
a time-space region.  Using the number of vehicles within the region to represent the traffic 
condition in the region can be very time-sensitive, given the number of vehicles constantly 
changes during the data collection time period.  For example, between 16:02:30 and 16:02:40, 
there are two vehicles traveling along the link at 16:02:30, but there are five vehicles traveling 
along the link at 16:02:40.  In addition, volume counts from the input and output detectors cannot 
accurately and consistently indicate the number of vehicles within the region.  This is because 
vehicles may enter the defined time-space region from the left side and exit the defined region 
through the right side, which can be explained as these vehicles may not cross the input detector 
or the output detector during the data collection period. 
 
As a result, to avoid introducing additional errors, a specific time during each data collection 
time period should be identified to collect the queue length data.  In this dissertation, the number 
of vehicles traveling along the link is recorded at the end of each data collection time period so 
that all vehicles crossing the input detector or the output detector during the data collection time 
period can be accounted for consistently. 
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Figure 46  Vehicle Trajectories during Three Data Collection Time Periods 
(Plotted using NGSIM data) 
 
6.1.3 Vehicle Count Adjustment Using Time Occupancy 
The detector volume or vehicle count is the number of vehicles crossed the detection zone in the 
data collection time interval.  A vehicle is detected or counted by a detector, when any part of the 
vehicle activates the detection zone.  This is an industry standard way to collect detector vehicle 
counts and is accurate for most detection technologies.  When a vehicle fully stops on top of the 
detector during the data collection time period, the vehicle count is one, the speed is zero and the 
time occupancy is 100% during the time period.  However, there is no vehicle actual movement 
during the time period.  For example, if a vehicle fully stops on top of the output detector and 
vehicles still cross the input detector to enter the link during a data collection time period, there 
0
100
200
300
400
500
600
16:02:20 16:02:30 16:02:40 16:02:50 16:03:00
Loc
al Y
Time
 
 
124 
 
should be no vehicles exiting the link.  In this case, the input-output technique underestimates the 
queue length by one vehicle, assuming the vehicle stopped on top of the output detector has left.  
If the vehicle stops on top of the detector for several data collection time periods, the input-
output technique would underestimate the queue length by several vehicles, assuming one 
vehicle exits during one data collection time period.  This underestimation has a larger impact to 
the estimation if a short time interval is used, as the queue length will be reduced by one for each 
time interval. 
 
In order to improve the input-output estimation, the detector vehicle counts including stopped 
vehicles should be identified.  There are many ways to filter the vehicle counts.  For example, the 
detector time occupancy or speed can be used to adjust the vehicle counts when vehicles stop on 
top of the detector.  A speed threshold can be selected such that when the speed is below the 
speed threshold, the vehicle counts will not be used as inputs or outputs for the estimation.  A 
time occupancy threshold can also be selected such that when the time occupancy is above the 
threshold, the vehicle counts will not be used as inputs or outputs for the estimation.  This study 
uses time occupancy to adjust the vehicle counts used by the input-output technique. 
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Figure 47  Cumulative Input-Output Diagram Plotted Using Adjusted Vehicle Counts 
(Plotted using NGSIM data) 
 
Figure 47 shows the cumulative input-output diagram plotted using the same detector data as 
those used by Figure 44, except the vehicle counts are adjusted based on a time occupancy 
threshold.  If the time occupancy of the input detector or the output detector is above 75% during 
the data collection time period, then the vehicle count used by the input-output technique will be 
adjusted to zero.  Compared to Figure 44, the departure curve in Figure 47 shows both red and 
green phases.  Figure 48 shows the ground truth queue, the queue estimated by the input-output 
technique using the vehicle counts adjusted based on time occupancy, and the queue estimated 
by the input-output technique using the raw vehicle counts without any adjustments.  The 
estimation is improved significantly when vehicle counts are adjusted based on time occupancy.  
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The Root Mean Squared Errors (RMSE) of the queue estimated using the adjusted vehicle counts 
is 0.71 vehicles and the RMSE of the queue estimated using the raw vehicle counts without any 
adjustments is 2.23 vehicles. 
 
 
Figure 48  Comparison between Ground Truth Queue and Estimated Queues  
(Queue Estimated using the NGSIM Data Set) 
 
The time occupancy threshold used in this study is selected by minimizing the RMSE between 
the estimated queue and the ground truth queue.  The time occupancy threshold is not 100% is 
because vehicles are not always fully stopped during the data collection time period.  In order to 
determine the time occupancy threshold, more research efforts are necessary to be performed 
with extensive data from various locations and various time periods. 
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Table 5  Time Occupancy Thresholds and Coefficients for Metered On-ramp Data 
Location Time Period 
Input Detector 
Time 
Occupancy 
Threshold 
Output Detector 
Time 
Occupancy 
Threshold 
Kalman Filter 
Coefficient (K) 
With 
Adjusted 
Volume 
With Raw 
Volume 
Capital 
Drive 
March 14 AM 16% 16% 0.02 0.26
March 14 PM 12% 19% 0.05 0.02
March 15 AM 17% 11% 0.10 0.19
March 16 AM 15% 19% 0.02 0.27
March 16 PM 14% 11% 0.17 0.00
 
As a comparison, similar adjustments are also made to adjust the input and output loop detector 
vehicle counts at the Capital Drive on-ramp in the metered on-ramp data set.  The occupancy 
thresholds selected are shown in Table 5.  The occupancy threshold values used to adjust the on-
ramp data are much lower than those occupancy threshold values used to adjust the signalized 
arterial data.  This can be explained as the traffic flow along the on-ramps is constantly moving, 
while the traffic flow along the signalized arterials stops completely during the red phase.  In 
addition, the metered on-ramp data set data collection time interval is 20 seconds, while the 
NGSIM virtual detector dataset has 10-second data collection time intervals.  It is more likely to 
have both stopped and moving vehicles within one data collection time interval when longer data 
collection time intervals are used.  When the input detector occupancy threshold values are 
higher than the output detector occupancy threshold values, it means vehicle queues have backed 
up to the output detector locations. 
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Figure 49  Comparison between Ground Truth Queue and Estimated Queues  
(Queue Estimated using the Metered On-ramp Data Set) 
 
Figure 49 shows an example of the comparison between the on-ramp ground truth queue and the 
queue estimated by the input-output technique.  With the vehicle counts adjusted based on time 
occupancy threshold values, the input-output technique estimation performs much better than the 
estimation using raw vehicle counts.  Table 6 lists Root Mean Squared Errors for four methods 
analyzed.  For comparison, with this specific set of data (37), the RMSE values of the queues 
estimated using the Kalman Filter model developed by Vigos et al. (32) are also included in 
Table 6.  The input-output technique using the adjusted vehicle counts has similar performance 
as the results estimated by the Kalman Filter model.  The performance of the Kalman Filter 
model is significantly improved when the vehicle counts are adjusted based on time occupancy 
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thresholds.  It should be noted that the occupancy threshold values shown in Table 5 are selected 
by minimizing the RMSE between the queue estimated using the input-output technique and the 
ground truth queue.  If the occupancy threshold values are optimized for the Kalman Filter 
model, the model will perform constantly better and the RMSE values will be slightly lower.  
Table 5 also lists the Kalman Filter coefficients used. 
 
Table 6  Root Mean Squared Errors of Estimated Vehicle Queues 
Location Time Period 
RMSE 
Input 
Output 
Input 
Output with 
Adjusted 
Volume 
Kalman 
Filter 
Kalman 
Filter With 
Adjusted 
Volume 
Capital 
Drive 
March 14 AM 10.10 6.21 7.37 2.60
March 14 PM 4.54 2.73 3.48 0.86
March 15 AM 10.53 7.27 6.38 2.24
March 16 AM 11.73 8.29 8.14 1.04
March 16 PM 7.04 7.48 7.18 1.13
 
6.1.4 Input-Output Technique Reset Mechanism 
The departure curve in Figure 47 is able to show patterns of the red phase and the green phase 
alternating.  However, when the analysis period extends longer, the error still starts to 
accumulate and the departure curve remains above the arrival curve.  The error may be caused by 
lane changing movements or vehicles entering or exiting the link between the input and output 
detectors.  If the cumulative number of exiting vehicles is more than the cumulative number of 
entering vehicles, the queue would be cleared.  When there is no vehicle queue present, the 
departure curve and the arrival curve should intersect, meaning all vehicles entered have exited 
and the cumulative number of exiting vehicles is equal to the cumulative number of entering 
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vehicles.  This specific time can be used as a correction point to remove the errors accumulated 
by the input-output technique over a certain time period. 
 
In this dissertation, when the cumulative number of exiting vehicles is more than the cumulative 
number of entering vehicles, the cumulative number of exiting vehicles is set to the value of the 
cumulative number of entering vehicles at the end of the last data collection time period.  Figure 
50 displays the cumulative input-output diagram with the departure curve reset multiple times.  
As a result, the modified cumulative input-output diagram matches the pattern of the theoretical 
cumulative input-output diagram shown in Figure 44.  The queue estimated using the modified 
cumulative input-output diagram has a RMSE of 0.68 vehicles, which is further improved the 
estimation comparing to the estimation only using the adjusted vehicle counts, which has a 
RMSE of 0.71 vehicles.  However, further analysis is necessary to determine whether the 
improvements have statistical significance.  This dissertation does not consider the initial queue 
in the analysis.  Ignoring the initial queue introduces initial estimation errors.  However, after the 
first reset point, the initial queue no longer plays any roles in the estimation results, as the queue 
has cleared and the cumulative number of exiting vehicles is set to the value of the cumulative 
number of entering vehicles. 
 
 
 
131 
 
 
Figure 50  Cumulative Input-Output Diagram Plotted with Correction Points  
(Plotted using NGSIM data) 
 
In Figure 51 and Figure 52, X axis is the ground truth queue and Y axis is the estimated queue.  
With a ܴଶ value of 0.9238, the estimation using the adjusted vehicle counts along with multiple 
correction points produces much better results than the estimation using just the raw vehicle 
counts, which has a ܴଶ value of 0.466. 
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Figure 51  Ground Truth Queue vs. Queue Estimated Using Adjusted Volume  
(Plotted using NGSIM data) 
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Figure 52  Ground Truth Queue vs. Queue Estimated Using Raw Volume  
(Plotted using NGSIM data) 
 
6.2 Travel Time Estimation 
As discussed in Chapter 5, the traffic flow intensity at detectors can be accurately estimated by 
using the detector volume counts divided by the detector time occupancy multiplied by the data 
collection time interval.  In addition, the vehicle queue length between the input detector and the 
output detector can be estimated using the improved input-output technique with the detector 
volume data adjusted based on the detector time occupancy data. 
 
According to the conservation equation, the total number of vehicles exiting a roadway segment 
equals to the total number of vehicles entering the roadway segment plus the number of vehicles 
traveling along the roadway segment.  Depending on the length of the roadway segment and the 
traffic flow conditions, vehicles may enter and exit the roadway segment within the same data 
collection time period, or it may take several data collection time periods.  If the initial queue 
exists, it should be included in the estimation to minimize errors. 
 
In Figure 53, vehicles are traveling from the input detector to the output detector along the link.  
Using the first in, first out (FIFO) method, vehicles enter the link at the input detector first will 
leave the link at the output detector first.  When the output detector vehicle counts is greater than 
or equal to the input detector vehicle counts plus the initial queue along the link, it can be 
considered that vehicles entering the link at the input detector have completely crossed the link 
and exited at the output detector.  This process may take several data collection time periods.  
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The number of data collection periods elapsed is the average vehicle travel time from the input 
detector to the output detector.  Because the detector data are collected and aggregated every data 
collection time period, the travel time estimated using this method can only be accurate to the 
data collection interval. 
 
 Figure 53  Link and Detector Flow 
 
In Equation 59, ܳ௜௡௜௧௜௔௟ is the number of vehicles traveling along the link at the beginning of the 
analysis time period.  ௜ܸ௡௣௨௧ is the traffic flow intensity at the input detector at the beginning of 
the analysis time period.  ௢ܸ௨௧௣௨௧	்೔ is the traffic flow intensity at the output detector during each 
data collection time period ௜ܶ.  Equation 59 estimates the number of data collection time periods 
݊ spent by vehicles entering at the input detector to exit at the output detector.  The number of 
data collection periods ݊ multiplied by the data collection interval ܶ is the average vehicle travel 
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time.  As discussed in Chapter 5, the traffic flow intensity is used because it is more accurate 
than using the equivalent hourly volume of the detector vehicle counts as the generalized flow 
rate. 
 
The travel time estimated using Equation 59 takes the approach delay into account.  The National 
Cooperative Highway Research Program (NCHRP) Project 3-79 (30) defines the approach delay 
of a vehicle as the delay time incurred due to deceleration, stop time and acceleration until the 
vehicle crosses the stop bar. 
 
෍൫ ௢ܸ௨௧௣௨௧	்೔ ൈ ܶ൯	
௡
௜ୀଵ
൒ ൫ ௜ܸ௡௣௨௧ ൈ ܶ൯ ൅ ܳ௜௡௜௧௜௔௟ Equation 59
where 
ܳ௜௡௜௧௜௔௟ = the number of vehicles traveling along the link at the beginning of the analysis time period (number of vehicles), 
ܶ = time interval of detector data collection (seconds),  
௜ܸ௡௣௨௧ = traffic flow intensity at input detector at the beginning of the analysis 
time period (vehicles per second), and 
௢ܸ௨௧௣௨௧	்೔ = traffic flow intensity at output detector of data collection time period ௜ܶ (vehicles per second). 
 
Figure 54 shows the field travel time and the estimated travel time for each 10-second data 
collection time period.  The field travel time is generated from the NGSIM dataset.  The travel 
time of a vehicle is measured from the moment the vehicle front enters the input detector to the 
moment the vehicle rear leaves the output detector.  The vehicle travel time is highly dependent 
on the vehicle departure time.  In addition, the travel time data usually present as a distribution of 
values falling within a certain range.  As discussed in the literature review chapter, many 
methods have been studied to filter the outliers and aggregate the travel time values into a single 
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number.  This dissertation uses the arithmetic average of the travel time values of all vehicles 
crossing the input detector during the data collection time interval. 
 
The estimated travel time are calculated as the number of the data collection time periods that 
vehicles are travelling within the link.  A link is defined in this study as the roadway segment 
between two virtual detectors, from downstream detector downstream edge to the upstream 
detector upstream edge. 
 
As shown in Figure 54, the estimated travel time changes follow the field travel time changes 
very closely.  Considering the data collection time period is 10 seconds, it is anticipated that the 
estimated travel time has a 10-second difference from the field travel time.  When comparing 
two sets of link performance measurements, it is important to compare each data point.  It is also 
critical to compare the patterns of changes, because the two sets of data may not be synchronized 
given the link performance measurement is an average value within a defined time-space region. 
 
In addition, in Figure 54, the vehicle queue length between the input detector and the output 
detector is estimated using the improved input-output technique with the detector volume data 
adjusted based on the detector time occupancy data.  If the Kalman Filter model is used to 
estimate the queue length, the queue length estimation is more accurate.  The RMSE value is 
1.25 vehicles for the Kalman Filter model and the RMSE value is 1.29 vehicles for the input-
output technique.  However, the travel time estimated in Figure 54 does not change, by using 
Equation 59 with the Kalman Filter model estimated queue length as the initial queue input.  The 
impacts of the initial queue will need further analysis for evaluating the model sensitivity. 
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 Figure 54  Link 401-407 Lane 1 Field Travel Time and Estimated Travel Time Using 
Equation 59  
(Plotted using NGSIM data) 
 
6.2.1 Comparison with NCHRP Project 3-79 Model 
The NCHRP Project 3-79 (30) estimated the total delay for vehicles in the queue during the 
previous cycle as the total area below the queue polygon.  The queue polygon was created by 
calculating the difference between the cumulative departure profile and the cumulative arrival 
profile.  The polygon defines the number of vehicles in the queue at any time in the cycle.  The 
average delay per vehicle is calculated as the total delay for all vehicles divided by the total 
number of vehicles crossed the input detector during the cycle. 
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The same method is used to estimate the average delay per vehicle per data collection time 
period in this study.  Figure 55 shows the comparison among the field travel time, the travel time 
estimated using Equation 59 and the travel time estimated using the NCHRP Project 3-79 delay 
model.  The NCHRP Project 3-79 travel time is estimated as the average delay per vehicle per 
data collection time period plus the free flow running time along the link.  In Figure 55, the free 
flow running time along Link 401-407 is about 7.5 seconds.  On a per data collection time period 
basis, Equation 59 performs much better than the NCHRP Project 3-79 delay model.  The RMSE 
of the Equation 59 estimation is about 14.18 seconds and the RMSE of the NCHRP Project 3-79 
delay model estimation is about 42.22 seconds. 
 
On a per cycle basis, the maximum delay time estimated by the NCHRP Project 3-79 delay 
model is close to the field travel time.  The maximum delay time tends to appear in the middle of 
the cycle, after the green phase starts and the queue starts to dissipate.  The NCHRP Project 3-79 
delay model estimation describes the magnitude of the delay during the cycle, but it cannot 
accurately identify the specific time during the cycle when the maximum delay happens.  Given 
travel time is highly dependent on the time of departure, Equation 59 provides more accurate 
estimations of both the magnitude of the delay and the temporal distribution of the delay. 
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 Figure 55  Link 401-407 Lane 1 Field Travel Time, Estimated Travel Time Using Equation 
59 and Estimated Travel Time Using NCHRP Project 3-79 Model  
(Plotted using NGSIM data) 
 
6.2.2 Comparison with Little’s Law 
As a comparison, Figure 56 shows the travel time estimated using Little’s Law.  Little’s Law is 
one of the most famous and useful laws in queueing theory, known as Equation 60, which 
describes that the average number of vehicles in the queue ܮ equals to the arrival rate ߣ 
multiplied by the average time ܹ vehicles spent in the queueing system.  In this case, the queue 
ܮ is the number of vehicles between the input and output detectors.  The arrival rate ߣ is the input 
detector traffic flow intensity.  The average time ܹ is the vehicle average travel time along the 
link. 
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ܮ ൌ ߣܹ Equation 60
 
 Figure 56  Link 401-407 Lane 1 Field Travel Time and Travel Time Calculated Using 
Little’s Law 
(Plotted using NGSIM data) 
 
Comparing Figure 54 with Figure 56, the travel time estimated using Equation 59 performs much 
better than the estimation using Little’s Law.  Figure 54 has a RMSE value of 14.18 seconds and 
Figure 56 has a RMSE value of 28.84 seconds.  Generally, in queueing models, it is assumed that 
vehicles do not occupy space and vehicle spatial locations are usually not considered. 
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6.2.3 Close Look at Individual Vehicle Travel Time 
A close look at the field travel time of vehicles travelling along the link reveals that it is very 
challenging to estimate the travel time vehicles spent crossing a link, which is very dependent on 
the time when the vehicle enters the link.  The exact time a vehicle entering the link cannot be 
accurately captured by the 10-second detector data.  In Figure 57, there are six vehicles entering 
the link during the 10-second data collection time period.  One vehicle does not have valid data.  
One vehicle had a green phase and four vehicles stopped at the signal during the red phase.  
Figure 58 shows the details of the vehicle trajectories.  The averaged field travel time is about 58 
seconds and the estimated travel time using Equation 59 is about 70 seconds. 
 
 Figure 57  Field Travel Time of Vehicles Travelling along Link 401-407 between 16:02:30 
and 16:02:40 
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 Figure 58  Trajectories of Vehicles Entering Link 401-407 between 16:02:30 and 16:02:40 
 
Equation 59 provides a simple approach to estimate travel time along a signalized link that can 
be used for real-time traffic operations.  It only uses the detector volume and time occupancy 
data.  It does not rely on signal timing data to estimate the control delay or a delay model to 
estimate the queueing delay.  In addition, neither roadway geometry nor vehicle length data are 
used. 
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7 CONCLUSION 
Aiming to solve real-time traffic operation problems in the real world, this dissertation attempts 
to develop simple and direct approaches to estimate the vehicle queue length and travel time 
along signalized arterial links for real-time traffic operations.  The approaches developed 
minimize modeling assumptions for implementation and utilize detector data that are commonly 
available like detector volume, speed and time occupancy. 
 
With smart phone users everywhere and connected/automated vehicles emerging, vehicle 
trajectory data will become widely available for traffic operation agencies.  This dissertation is 
the first to demonstrate a process using vehicle trajectory data to generate detector volume, speed 
and time occupancy data, along with the generalized flow rate, density and space mean speed 
data.  This approach improves detector data accuracy, and minimizes detector over-counting and 
miss-counting issues.  The detection zone can be of any shape or size and at any location along 
the trajectory.  In addition, the data collection time interval is flexible. 
 
7.1 Detector Volume, Speed and Time Occupancy 
The relationships among detector volume, speed and time occupancy along signalized arterials 
are analyzed theoretically and experientially.  They are different from the relationships of the 
freeway data.  The signalized arterial data are more scattered because traffic flow on signalized 
arterials is periodically interrupted by traffic signals and vehicles go through deceleration, stop 
and acceleration constantly.  However, if the generalized definitions of flow rate, density and 
space mean speed are used, the fundamental relationship, ݒ ൌ ݀ݏ, holds valid in a signalized 
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arterial environment.  Figure 27 demonstrates the fundamental relationship plotted using field 
signalized arterial data, which has not been seen in any of the literatures reviewed. 
 
In addition, within the defined time-space rectangular ܴ݁݃݅݋݊	ܣܤܥܦ as shown in Figure 26 and 
assuming vehicles completely crossing the detector during the data collection period, the 
generalized density and the detector time occupancy has a relationship of ݀ ൌ ை೟೔೘೐௅ೡା௅೏.  This means 
if the percentage of heavy vehicles is very low, the scatter diagram of the generalized density and 
the detector time occupancy will present a strong linear correlation.  The main reason that the 
perfect linear correlation is seldom seen in most previous studies is because most studies don’t 
have the generalized density data available and usually use the ratio of detector volume to 
detector speed as the estimated detector density. 
 
Simply converting detector volume counts within one data collection time period to use as the 
generalized flow rate will introduce estimation errors.  There are two major reasons.  In Equation 
43, if vehicles don’t completely cross the detector during the data collection time period, the total 
distance traveled by all vehicles divided by the detection zone length ܮௗ	plus the average 
physical vehicle length ܮ௩, ෌ ௬೔
೙
೔సభ
ሺ௅ೡା௅೏ሻ, will not equal to the number of vehicles ݊.  In this case, the 
generalized flow rate will not be ௡்.  Furthermore, converting detector volume counts to use as the 
generalized flow rate always assumes that vehicles would evenly spread across the data 
collection time period when crossing the detection zone.  This study provides a practical method 
to identify the minimum data collection time period needed to collect the accurate field flow rate 
data. 
 
 
145 
 
 
Traffic flow intensity is introduced and defined within the time-space regions as defined in 
Figure 36.  It represents the number of vehicles that would have crossed the detection zone if the 
traffic condition has remained the same as the traffic condition measured when detectors are 
occupied by vehicles, throughout the entire data collection time period.  Traffic flow intensity is 
calculated as ݒ ൌ ௏೏೐೟೐೎೟೚ೝை೟೔೘೐ൈ் .  It provides much more accurate description of the traffic flow 
condition than directly using the detector volume counts divided by the data collection time 
interval. 
 
Future research is needed to develop the arterial fundamental diagrams to describe the 
relationships among the detector volume, speed and time occupancy, and the generalized flow 
rate, space mean speed and density along signalized urban arterial links. 
 
7.2 Vehicle Queue Length 
Based on analyses of the theoretical and field cumulative input-output diagrams, two major 
improvements are proposed to improve the performance of the input-output technique.  The first 
improvement is to adjust the vehicle counts using time occupancy thresholds to take into account 
the condition that a vehicle stops on top of the detector.  In this dissertation, when the time 
occupancy is above the threshold, the vehicle counts will not be used as inputs or outputs for the 
estimation.  The second improvement is to reset the value of the number of entering vehicles, 
whenever the cumulative number of exiting vehicles is more than the cumulative number of 
entering vehicles.  Both improvements produce estimation results far better than the estimation 
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without using the proposed improvements.  Especially, the performance of the Kalman Filter 
model is significantly improved when the vehicle counts are adjusted based on time occupancy 
thresholds. 
 
In addition, based on the analysis of the time-space diagram, the queue length should be recorded 
at the end of each data collection time period so that all vehicles crossing the input detector or 
the output detector during the data collection time period can be accounted for consistently. 
 
Further research is needed in order to determine the optimum value of the threshold values used 
to adjust the vehicle counts.  In order to prove the statistical significance of the proposed 
improvements, more research efforts utilizing field data from various locations and various time 
periods are necessary.  In addition, input-output techniques can be further improved to handle 
long queues extending beyond the input detector. 
 
7.3 Travel Time 
A simple conservation law approach is developed to estimate travel time using widely available 
detector volume, speed and time occupancy data.  Inputs used include the traffic flow intensity at 
input and out detectors, plus the initial vehicle queue.  The estimated travel time is tested with 
the field travel time data generated using the NGSIM data to evaluate the performance of the 
estimation.  The estimated travel time changes follow the field travel time changes very closely.  
The developed model is also compared with the NCHRP Project 3-79 model and the Little’s Law 
queueing theory model.  The developed model performs much better for per short interval travel 
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time estimation.  Considering the data collection time period is 10 seconds, it is anticipated that 
the estimated travel time has a 10-second difference from the field travel time. 
 
The proposed approach only uses the detector volume and time occupancy data.  It does not rely 
on signal timing data to estimate the control delay or a delay model to estimate the queueing 
delay.  In addition, neither roadway geometry nor vehicle length data are used.  Further research 
is needed to estimate travel time along a signalized link, where the input detector is located at the 
mid-link location.  Further research is also needed to estimate travel time along an arterial route, 
composed of multiple signalized links. 
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