Dingwell JB, Smallwood RF, Cusumano JP. Trial-to-trial dynamics and learning in a generalized, redundant reaching task. If humans exploit task redundancies as a general strategy, they should do so even if the redundancy is decoupled from the physical implementation of the task itself. Here, we derived a family of goal functions that explicitly defined infinite possible redundancies between distance (D) and time (T) for unidirectional reaching. All [T, D] combinations satisfying any specific goal function defined a goal-equivalent manifold (GEM). We tested how humans learned two such functions, D/T ϭ c (constant speed) and D·T ϭ c, that were very different but could both be achieved by neurophysiologically and biomechanically similar reaching movements. Subjects were never explicitly shown either relationship, but only instructed to minimize their errors. Subjects exhibited significant learning and consolidation of learning for both tasks. Initial error magnitudes were higher, but learning rates were faster, for the D·T task than for the D/T task. Learning the D/T task first facilitated subsequent learning of the D·T task. Conversely, learning the D·T task first interfered with subsequent learning of the D/T task. Analyses of trial-to-trial dynamics demonstrated that subjects actively corrected deviations perpendicular to each GEM faster than deviations along each GEM to the same degree for both tasks, despite exhibiting significantly greater variance ratios for the D/T task. Variance measures alone failed to capture critical features of trial-to-trial control. Humans actively exploited these abstract task redundancies, even though they did not have to. They did not use readily available alternative strategies that could have achieved the same performance.
A FUNDAMENTAL QUESTION in motor neuroscience research is to determine how the human nervous system generates accurate and repeatable goal-directed movements in the face of multiple levels of redundancy (Bernstein 1967; Scott 2004; Todorov 2004) and inherent biological noise (Faisal et al. 2008; Mc-Donnell and Ward 2011; Osborne et al. 2005; Stein et al. 2005) . There are more mechanical degrees of freedom than required to complete most movement tasks, more muscles than necessary to move a given joint, more motor units than necessary to contract a given muscle, and so forth. This redundancy gives rise to equifinality, i.e., there are an infinite number of ways to perform the same action (Bernstein 1967; Cusumano and Cesari 2006; Todorov and Jordan 2002) . Redundancy thus permits individuals to perform complex tasks reliably and repeatedly while allowing variability in a movement's details. Likewise, there is ample evidence that the neuromuscular pathways and biological processes involved in movement are inherently noisy (Faisal et al. 2008; McDonnell and Ward 2011; Osborne et al. 2005; Stein et al. 2005; van Beers 2009 ). This also contributes to movement variability. Most optimization approaches predict average behavior (Collins 1995; Engelbrecht 2001; Harris and Wolpert 1998; Scott 2004) assuming that the nervous system minimizes variability as a limiting constraint (Harris and Wolpert 1998; Körding and Wolpert 2004; O'Sullivan et al. 2009 ). However, recent work demonstrates that humans instead often exploit redundancy to regulate variability in ways that help maximize task performance (Cusumano and Cesari 2006; Latash et al. 2002; Todorov and Jordan 2002) while minimizing control effort.
Two geometry-based approaches that address these issues experimentally are the uncontrolled manifold (UCM) analysis (Latash et al. 2002; Schöner and Scholz 2007) and the tolerance-noise covariation (TNC) analysis (Müller and Sternad 2004; Sternad et al. 2011) . Both methods postulate that the nervous system only corrects deviations orthogonal to some proposed subsurface (i.e., a "manifold") within a larger space of relevant variables. In UCM, this manifold is defined at each instant in time along an experimentally recorded average movement trajectory, based on the hypothesis that this trajectory then determines "what task-level variables are 'most important' for the nervous system" (Latash et al. 2010) . In contrast, the TNC approach (Müller and Sternad 2004; Sternad et al. 2011) analyzes data relative to a task manifold defined by some minimal subset of body-level variables required to achieve the external goal of the task itself (e.g., when throwing a ball, the position and velocity of the ball at release define exactly where the ball will land relative to some external target). In both methods, ratios of the variances orthogonal to and along the defined manifold are then analyzed and interpreted. In UCM analyses, one seeks to infer whether or not movements are "controlled" or "stabilized" (i.e., by limiting orthogonal variance) around the trajectory of interest (Latash et al. 2002; Schöner and Scholz 2007) . TNC analyses, where the manifold is defined with respect to the external task goal (which is fixed) instead of the recorded movement (which might vary), are used to explore how variance structure evolves over time during learning (Cohen and Sternad 2009; Pendt et al. 2011) .
While both UCM and TNC analyses have revealed many important features about how the nervous system regulates variability during movement, neither method is without some limitations. For example, Yang et al. (2007) applied UCM analyses to study subjects learning to make reaching movements in a viscous curl force field. This included analyzing variance relative to average recorded hand paths made during initial exposure to this force field and throughout the learning process. However, by hypothesizing that the central nervous system structures variance specifically around the average recorded hand path (Latash et al. 2002 (Latash et al. , 2010 Schöner and Scholz 2007) , UCM must also assume that this average hand path is somehow known to the nervous system in order for it to be used as the basis for controlling and/or structuring variance around it. In many contexts, this assumption is likely quite valid. However, for at least the initial exposure trials in Yang et al. (2007) , this seems highly unlikely because those recorded hand paths were significantly curved not because of any actions of the nervous system or the person performing the task, but instead because of the unanticipated external force field applied to the subject. Thus, for these movements in particular, the authors' conclusion that "the central nervous system makes use of kinematic redundancy . . . to adapt reaching performance . . . " (Yang et al. 2007 ) seems, at the very least, problematic. By defining manifolds based on recorded movement data, UCM conflates theory with data analysis, which can sometimes lead to ambiguous interpretations, as in the case described here. This suggests that the traditional interpretations of UCM analyses (Latash et al. 2002 (Latash et al. , 2010 Schöner and Scholz 2007) need to be carefully revisited if UCM is applied to tasks of this or similar nature.
The minimum intervention principle (MIP) offers a general theoretical basis for constructing computational models of movement (Liu and Todorov 2007; Scott 2004; Todorov 2004; Todorov and Jordan 2002) that provides a framework for exploring these issues more formally. The MIP ties the idea of task geometry to stochastic optimal control theory to construct computational models that predict how movements are regulated in redundant motor systems (Todorov and Jordan 2002; Valero-Cuevas et al. 2009 ). The related goal-equivalent manifold (GEM) approach provides an analysis that maps the observed dynamics of task performance, at the level of the body, onto an independently defined goal space (Cusumano and Cesari 2006; John and Cusumano 2007) . Thus, in the GEM approach, task manifolds are defined in a way more similar to the TNC approach than to the UCM approach. In the GEM approach, a clear distinction is made between the task being performed and the measured performance (i.e., movement) of the person executing the task. In the game of darts, for example, the goal of the task is to hit the bull's-eye. This goal exists independently of who throws the dart, how they throw it, or even if any dart is thrown at all. Thus, unlike UCM, which uses each subject's own average behavior to define manifolds for analysis, the GEM approach uses formal mathematical relationships between the body and the goal (i.e., goal functions) that are defined equivalently for any subject (Cusumano and Cesari 2006) . The GEM approach also makes no a priori assumptions about which variables are or are not "controlled" ).
An important advance introduced first by UCM and adopted by MIP, TNC, and GEM was the recognition that understanding how variance is structured yields important insights into how movements are controlled by the nervous system. Indeed, UCM, MIP, and TNC analyses have thus far relied solely on computing different measures (mostly ratios) of variance about a task manifold to draw such inferences. However, variance can be "structured" for a variety of (biomechanical and/or neurophysiological) reasons not related to task-relevant control Valero-Cuevas et al. 2009 ). Addition-ally, statistical measures of variance do not capture the temporal structure of observed intertrial fluctuations and so cannot quantify how errors evolve from trial to trial. One solution is to develop computational models that directly predict how variance becomes structured as a result of specific control policies John and Cusumano 2007; Todorov and Jordan 2002) . Experimentally, additional insights can be gained by supplementing variance analyses with more detailed temporal analyses that directly quantify how fluctuations on any one trial are subsequently corrected on the next . Indeed, for many tasks, movements on consecutive trials are correlated (Ganesh et al. 2010; Ranganathan and Newell 2010b) . Autocorrelation-based models have shown strong dependence of each consecutive movement on the immediately preceding movement for both reaching (Gates and Dingwell 2008; Scheidt et al. 2001 ) and walking . Indeed, there is a substantial literature indicating that such trial-to-trial analyses are essential to gaining a comprehensive understanding of motor learning and motor control processes (Cheng and Sabes 2007; Fine and Thoroughman 2007; Smith et al. 2006; Thoroughman et al. 2007; van Beers 2009; Verstynen and Sabes 2011) .
One important issue that has not yet been addressed is the degree to which prior experimental observations reveal truly general control strategies. Certainly, experimental evidence suggests that people exploit redundancy in many specific individual tasks (Cohen and Sternad 2009; Cusumano and Cesari 2006; Gates and Dingwell 2008; Hsu et al. 2007; Reisman et al. 2002; Yang and Scholz 2005; Yen and Chang 2010) . However, it is not known whether subjects exhibit learning and/or consolidation of learning (Brashers-Krug et al. 1996; Shadmehr and Brashers-Krug 1997; Shadmehr and Holcomb 1997) for more generalized or abstract tasks. Here we defined a family of similar tasks that share the same neural and biomechanical resources but use these resources to achieve very different (but still explicitly defined) task goals. The GEM analysis framework allowed us to directly compare behavior between these tasks to test the hypothesis that humans can learn to exploit task redundancies, when available, in a broad and general way, independent of the specific physical constraints of any one individual task. We thus determined the extent to which the strategy of exploiting redundancy can itself generalize (Krakauer et al. 2006; Poggio and Bizzi 2004) across multiple tasks. If exploiting redundancy is a generic motor control strategy, then learning one specified redundancy relationship might be expected to help facilitate learning of a different (but neurally and/or biomechanically similar) task (Braun et al. 2009 ). Alternatively, however, if subjects learned to use a redundancy that was specific to achieving a single task goal, then one might expect to see interference of learning (Krakauer et al. 2006; Shadmehr and Moussavi 2000; Wulf and Shea 2002) when subjects are asked to perform a similar task where they are given the option to exploit a very different redundancy involving the same task variables.
METHODS
Defining a family of generalized reaching tasks. Reaching to a fixed target in a fixed time (e.g., as in Newell 2010a, 2010b; Yang et al. 2007 ) allows for redundancy in the hand path used to perform the task (i.e., at the level of motor elements). However, the final goal of the task itself is not redundant. Here we instead defined a novel class of reaching tasks for which the goals were themselves inherently redundant, such that many combinations of reaching distance (D i ) and time (T i ) on any given movement i could equally achieve a variety of predefined task "goals." This class of reaching tasks was defined by the infinite family of goal functions (Cusumano and Cesari 2006) 
where m, n, and C are positive constants. The task was then to drive f(T i , D i ) to zero, or equivalently to achieve combinations of D i m ·T i n that remained constant (C) on average. Given Eq. 1, we then formulated concrete mathematical predictions regarding strategies people might use to achieve any given specific task (Cusumano and Cesari 2006; . Different tasks could be defined by different choices of the constants m, n, and C (Fig. 1) . The set of all combinations of T i and D i that satisfied Eq. 1 then defined the GEM for that specific task, i.e., all pairs [T i , D i ] that satisfy Eq. 1 lie on the GEM and correspond to perfect task execution. Varying m, n, and C changed the location and shape of the GEM within the [T i , D i ] plane (e.g., Fig. 1 ).
Here, we tested two specific goal functions from this class. The first was defined by n ϭ Ϫm and C ϭ c m , which defined the task of trying to maintain constant average speed (D/T ϭ c) from trial to trial. The second GEM was defined by n ϭ ϩm and C ϭ c m , which defined the task of trying to maintain constant D·T ϭ c from trial to trial. In both cases, each GEM was defined entirely by the corresponding task goal, completely independent of how subjects chose to move with respect to the GEM (Cusumano and Cesari 2006) . These two tasks were physically orthogonal in the [T, D] task space ( Fig. 1 ). They were also "conceptually" orthogonal since D/T has a direct physical interpretation (i.e., speed), while D·T has no simple physical interpretation. If the physical meaning of the D/T GEM is important for neural control (Hwang and Shadmehr 2005) , and not only as an intellectual construct, we might expect the D·T task to be much harder to learn. However, since both tasks could easily be achieved by making similar movements within the same range of the available workspace, it is also reasonable to expect that subjects could learn either task just as easily. We predicted that people would learn each of these two reaching tasks (i.e., performance would improve over time and consolidate across consecutive days), even though they involved far more abstract and ambiguous task goals than previous studies in which subjects were always given explicit goals (e.g., "hit the target") to achieve (Berret et al. 2011; Cohen and Sternad 2009; Cusumano and Cesari 2006; Schaefer et al. 2012; Schlerf and Ivry 2011; Todorov and Jordan 2002) . We also predicted that learning of either task first would facilitate subsequent learning of the second task, assuming that ac-quiring some prior experience at exploiting redundancies between D and T in general for either task should generalize to and therefore facilitate learning for the other task. Finally, we predicted that, for both tasks, people would exhibit specific trial-to-trial dynamics indicating that they adopted control strategies that actively exploited each task's unique redundancy relationship.
Subjects and protocol. Ten young healthy right-handed adults (Table 1) participated. Subjects were screened to exclude anyone who reported any history of orthopedic problems or recent upper extremity injuries or was taking medications that may have influenced his or her reaching and/or motor control. All participants provided written informed consent, as approved by the University of Texas Institutional Review Board. Handedness was determined with a modified version of the Edinburgh Inventory (Oldfield 1971) . A score of 0/10 indicated a complete left-handed preference, while a score of 10/10 indicated a complete right-handed preference. All subjects scored at least 8/10, indicating strong right-handed dominance.
Subjects were tested on two pairs of consecutive days. Days 1 and 2 and days 3 and 4 were on consecutive days, with days 2 and 3 being at least 5 days apart. On each pair of days, one of two different goal functions was used:
where m was a positive constant. These then defined the D/T GEM and the D·T GEM, respectively. These two goal functions were selected because their GEMs shared a common point of intersection ( Fig. 1 ) that corresponded to an easily reachable target, [T, D] ϭ [1.0 s, 0.45 m]. Thus, while different covariations between T and D led to very different errors for each goal function, the physical implementation of each task (i.e., muscles involved, average reaching parameters, etc.) was the same for both tasks. This allowed us to test qualitatively very different GEMs that could equally be solved with the same basic reaching movements. Changing the value of the exponent, m, did not alter the location or shape of either GEM but did allow us to vary the sensitivity (Cusumano and Cesari 2006) to errors along each GEM (see below). Odd-numbered subjects were given the D/T task first (days 1 and 2) and the D·T task second (days 3 and 4). Even-numbered subjects were presented with the same two tasks in reverse order. Subjects sat in a chair attached to the testing device ( Fig. 2A ). The height of the chair was adjusted so subjects' knees were at a 90°angle. Subjects rested their arm in the arm support and grasped a handle attached to a slider mounted on a low-friction rail ( Fig. 2A ). The height of the rail was adjusted so the top of the subject's right hand was aligned with the bottom of his/her shoulder when the handle was grasped close to the body with the elbow pointing out.
Subjects were instructed to start close to the body and to make smooth, continuous out-and-back reaching movements ( Fig. 2A ). They were instructed to reach as near or as far as they desired, at whatever speed they desired. Handle kinematics were recorded with a rotary encoder and analyzed with custom LabVIEW (National Instruments, Austin, TX) software. For the ith reaching movement, the software computed the net reaching distance (D i ) and the total time (T i ) required to reach out and back. These were then used to calculate the relative percent goal-level error (E i ) with respect to each specified GEM:
For both GEMs, the value of m determined the sensitivity to errors in T i and D i . For the same absolute body-level errors in T i and D i (i.e., deviations T i Ϫ T* and D i Ϫ D* from the closest point [T*,D*] on the GEM), smaller positive values of m led to smaller percent errors (E i ), while larger values of m led to larger percent errors. Thus varying m from smaller to larger values allowed us to directly manipulate the perceived level of difficulty of each task from easier to harder.
After each reach, subjects received feedback ( Fig. 2B) . On the display screen in front of them, the error was displayed and a marker was plotted in the [T, D] plane located at their reaching time (T i ) and distance (D i ). The color of the marker corresponded to the magnitude of their error. Errors with magnitudes |E i | Ͻ 5% were green, errors with magnitudes 5% Ͻ |E i | Ͻ 25% were yellow, errors with magnitudes 25% Ͻ |E i | Ͻ 50% were orange, errors with magnitudes 50% Ͻ |E i | Ͻ 75% were red, and errors with magnitudes |E i | Ͼ 75% were shown as red ϫs. For each error level, a different sound was also played, ranging from a pleasant sound for smaller errors to a very unpleasant sound for larger errors. The meaning of these colors and sounds was explained to each subject prior to each day's experiment. Most importantly, the GEM itself was never directly displayed to the subjects (Fig. 2B) . This is quite different from other recent experiments involving redundant reaching tasks, where subjects were explicitly shown line and/or arc-shaped targets to reach to (Berret et al. 2011; Schaefer et al. 2012; Schlerf and Ivry 2011) . Here, subjects were only told that there was a goal for the reaching movements, which was some combination of distance and time, and that more than one combination could achieve the goal. They were only instructed to minimize the errors, as presented to them on the screen.
Additionally, the experiments were broken up into blocks of 50 consecutive movements each. In addition to the error feedback, subjects also accumulated "points" for each reaching movement i, up to a maximum score, S b , of 100 points for trial block b, calculated as
Subjects were told that smaller errors would result in higher scores and to try to score as high as they could within each block of trials. A bar at the top of the video screen ( Fig. 2B ) tracked each subject's scores across each block of trials. This allowed subjects to observe any improvements in their own performance over longer periods of time, and thus provided greater motivation/incentive to improve.
Each of the 4 days of testing followed the same sequence of 4 phases: "Early Learning," "Exploration," "Late Learning," and "Testing" (Fig. 2C ). For Early Learning, each subject completed 4 blocks of 50 movements each, where the level of task difficulty was increased on each consecutive block by increasing the value of m in Eq. 2 across the values m ʦ {0.5, 0.7, 1.0, 1.35}. For both GEMs, since smaller (or larger) values of m generated smaller (or larger) E i (Eqs. 3) for the same movements, increasing m therefore increased the perceived difficulty of the task. Subjects were instructed to try to minimize their errors (and maximize their scores) within each trial/block. They were given visual feedback showing a running display of their five most recent reaching errors displayed on the [T, D] graph and showing their current overall scores (Fig. 2B ). For the Exploration phase, subjects completed 200 consecutive movements, all at m ϭ 1.35, where they were given cumulative visual [T, D] feedback about all 200 movements. Subjects were instructed to try and fill up the space on the [T, D] graph by making movements with a wide range of combinations of T and D. Subjects were not provided overall scores for this phase. For Late Learning, each subject completed 2 blocks of 50 movements each, all at m ϭ 1.35. Subjects were instructed to try to minimize their errors and maximize their scores within each block. They were again given visual [T, D] feedback about only their five most recent movements and about their overall scores (Fig. 2B ). Finally, for Testing, each subject completed 8 additional blocks of 50 movements each, all under the same conditions as Late Learning.
Data collection and analyses. Net reaching distances (D i ) and times (T i ) were recorded for all movements made during the Early Learning and Testing phases of each day. These data were all exported from LabVIEW to MATLAB (MathWorks, Natick, MA) for final processing and analysis. All statistical analyses were performed in Minitab 15 (Minitab, State College, PA). Fig. 2 . Experimental setup. A: schematic of the physical apparatus, with a test subject making a reaching movement during an experiment while receiving visual feedback on a video monitor mounted in front of him/her. B: schematic of the visual feedback provided to each subject during the "Early Learning," "Late Learning," and "Testing" phases of each experiment. The "Scoreboard" is shown at top, above the numerical display of the subject's current "error" and the indicator light. Bottom right: plot of the reaching distance (D) vs. reaching time (T) for each reaching movement. The color of each symbol corresponds to the magnitude of the error for that reaching movement. Here, the 5 most recent movements are shown. Note that no other information relative to the GEM was provided to the subjects. C: schematic of the timeline of trials completed during each day of the experiment. This same schedule was followed on each of the 2 consecutive days for each of the 2 GEM tasks (see text).
To quantify learning, the percent errors (Eqs. 3) from the first block of 50 reaches from the Early Learning phase of each experiment were plotted against trial number and fitted with an exponential (e.g., Fig. 3B) :
where Ê i was the predicted value of each percent error (Eqs. 3) and i was the trial number. Thus, a statistically defined the expected initial error at trial i ϭ 0 and defined the "mean lifetime" (in number of trials) over which subjects minimized their errors. Smaller values of thus indicated faster rates of learning. For each GEM, 95% confidence intervals for were computed across subjects for both day 1 and day 2. Significant decreases in E i over time, as reflected in values of Ͼ 0, were taken as evidence that subjects did indeed learn how to perform each of these abstract generalized reaching tasks. Consolidation of learning (Shadmehr and Holcomb 1997) was tested by comparing values of a from these exponential fits to determine whether subjects performed better 24 h after initial exposure to the task. Two-factor (day ϫ subject) mixed-effects, balanced analysis of variance (ANOVA) tests were performed on the a data for each GEM separately. Day (1 vs. 2) was the fixed factor, and subjects (n ϭ 10) was the random factor. Significant differences between the initial performance (a) on the first and second days of exposure to either GEM were taken as evidence that learning did consolidate over 24 h. Initial analysis of the residuals indicated that these a data should be log-transformed to meet the normality and linearity requirements of the ANOVA test. Therefore, these ANOVAs were repeated on the log(a) data.
Generalization of learning (Krakauer et al. 2006; Poggio and Bizzi 2004) was tested by comparing values of a from the initial exposure to each task on day 1. A two-factor (task ϫ order) fixed-effects, repeatedmeasures, balanced ANOVA was performed to determine whether performing either task (D/T vs. D·T) first either enhanced or interfered with subsequent learning of the other task. Here also, initial analysis of the residuals indicated that these a data should be log-transformed to meet the normality and linearity requirements of the ANOVA test. Therefore, this ANOVA was repeated on the log(a) data.
Finally, several tests were performed to quantify final task performance and to determine whether and to what extent subjects exploited the redundancy inherent in each task. These analyses were all conducted on the data from the final 400 reaching movements executed during the Testing phase (Fig. 2C ) of each day of exposure to each task (e.g., Fig. 6 ). To perform these analyses, we first rescaled the experimental data for each task to unit variance , i.e., T ϭ T i /(T) and D ϭ D i /(D), where (T) and (D) were the standard deviations of T and D, respectively, computed over the whole time series. For each relevant task, we then also rescaled each GEM accordingly. For the D/T GEM:
and for the D·T GEM: 
Therefore, by appropriately redefining the values of the relevant constants, we rescaled both each task definition and the experimental data into a space where ͑D͒ ϭ ͑T ͒ ϭ 1. This then provided our subsequent analyses with an intuitive reference for comparing other measures of variance . From these rescaled data, we then determined each subject's average performance, i.e., [T ,D ] . Since [T ,D ] may not lie exactly on the GEM, we then defined each subject's "preferred operating point" along the GEM, [T*,D*], as the point on the GEM that was closest to [T ,D ] . The trial-to-trial fluctuations in each subject's performance then constituted small deviations away from their preferred operating point, i.e., T i ' ϭ T i Ϫ T* and D i ' ϭ D i Ϫ D*. By linearizing around the preferred operating point, we then derived expressions to compute the deviations tangent to (␦ T ) and perpendicular to (␦ P ) the GEM (see APPENDIX). For the D/T GEM, this yielded
where c was the goal value for the D/T reaching task (Eq. 6a).
Following this same process for the D·T GEM (see APPENDIX) yielded
For both GEMs, the ␦ T deviations are "goal equivalent" because any deviations along either GEM do not affect the task goal. Conversely, the ␦ P deviations are directly "goal relevant" because any deviations perpendicular to the GEM will constitute an error with respect to the goal (Cusumano and Cesari 2006) . We then analyzed these ␦ T and ␦ P time series in two ways. First, we calculated the standard deviations () of each ␦ P and ␦ T time series to quantify the structure of these variance components (Cusumano and Cesari 2006; Schöner and Scholz 2007; Todorov 2004 ). Since the original D i and T i time series were already normalized to unit variance, we predicted that subjects would exhibit (␦ T ) Ͼ 1 and (␦ P ) Ͻ 1, consistent with trying to minimize those deviations that directly impacted task performance (i.e., ␦ P ) more than those that are irrelevant to task performance (i.e., ␦ T ).
However, standard deviations only quantify the average magnitude of differences across all trials, regardless of temporal order. They yield no information about how each trial affects subsequent trials (Dingwell and Cusumano 2000; . In repetitive tasks including reaching, each repetition of a movement is strongly influenced by the immediately preceding movement Scheidt et al. 2001) but not by movements farther in the past (Scheidt et al. 2001) . Such findings are consistent with many accepted models of single-step trial-to-trial learning (Cheng and Sabes 2007; Fine and Thoroughman 2007; Smith et al. 2006; van Beers 2009; Verstynen and Sabes 2011) . Therefore, to directly quantify the influence of each reaching movement on the subsequent movement, we modeled each time series as
where X indicated any of the relevant time series (X ʦ {D, T, ␦ P , ␦ T }) and was a noise term. The parameter can be interpreted as a stability multiplier (Dingwell and Kang 2007; Strogatz 1994 ) that quantifies the strength of the response to external disturbances. It also quantifies the correlation between consecutive movements. Ͼ 0 indicates statistical persistence: increases (or decreases) in X are more likely to be followed by further increases (or decreases) in X. ϭ 0 indicates uncorrelated "white" noise, and Ͻ 0 implies antipersistence: increases (or decreases) in X are more likely to be followed by subsequent decreases (or increases) in X. In the context of control, statistical persistence ( Ͼ 0) indicates variables that are less tightly regulated (i.e., they "drift" for several consecutive trials before being corrected) . Variables that are more tightly regulated will exhibit less persistence (smaller ) or possibly antipersistence ( Ͻ 0) . We therefore predicted that subjects would exhibit strong statistical persistence (large ) for both D i and T i time series for both tasks, because of the inherent redundancy between D and T in each task (Fig. 1) . We also predicted that subjects would exhibit much stronger statistical persistence for ␦ T time series than for ␦ P time series, i.e., (␦ T ) ϾϾ (␦ P ), consistent with actively correcting the relevant ␦ P fluctuations more rapidly than the irrelevant ␦ T fluctuations. In all cases, we anticipated that || Ͻ 1, as required for stable deviations about the operating point [T*,D*]. Thus the final dependent measures for each subject, for each task, for each day, consisted of the variances of the GEM variables, (␦ T ) and (␦ P ), and the one-step autocorrelations of both the original time series, (D i ) and (T i ), and the GEM variables, (␦ T ) and (␦ P ). For each reaching task (D/T vs. D·T), the data for (D i ) and (T i ) were first subjected to a four-factor (task ϫ variable ϫ day ϫ subject) mixed-effects, balanced ANOVA, where task (D/T vs. D·T), variable (D i vs. T i ), and day (1 vs. 2) were fixed factors and subjects (n ϭ 10) was a random factor. Similarly, the data for both (␦ T ) and (␦ P ) and (␦ T ) and (␦ P ) were first subjected to four-factor (task ϫ direction ϫ day ϫ subject) mixed-effects, balanced ANOVAs, where task, direction (␦ T vs. ␦ P ), and day (1 vs. 2) were fixed factors and subjects was the random factor. In all cases, there were no significant "day" effects, and so each analysis was rerun as a reduced three-factor model, treating the data from each of the two consecutive days as two repeated independent observations. These models tested for main effects for each factor and also for any interaction effects.
RESULTS
Learning of each task. When first exposed to both reaching tasks, subjects reduced their initial errors quickly (Fig. 3A) . Subjects also made much smaller initial errors at the beginning of day 2 (Fig. 3A) . Most of these decreasing error trends were well-fit with a decaying exponential function (Eq. 5; Fig. 3B ). Average time constants () ranged from ϳ30 trials to ϳ60 trials (Fig. 3C) , indicating that most subjects learned both tasks within the first one or two trial blocks. Of the 40 total trials analyzed (10 subjects ϫ 2 tasks ϫ 2 days), 4 trials yielded extreme outliers for and are not included in Fig. 3C . Each of these cases corresponded to subjects who exhibited very low initial errors (a) and so had little room to improve, producing very "flat" curve fits. Although initial errors (a) were higher for the D·T task than for the D/T task (Fig. 3A) , subjects also appeared to learn the D·T task slightly more quickly (i.e., slightly smaller ) than they did the D/T task (Fig. 3C ). However, these smaller values for the D·T task also at least partly reflect the much higher initial errors (a) that subjects also exhibited for this task.
Consolidation of learning. Subjects decreased their initial errors (a) from day 1 to day 2 for both the D/T task (Fig. 4A ) and the D·T task (Fig. 4B) . After log-transformation, the decreases in log(a) from day 1 to day 2 were statistically significant for both the D/T task (P ϭ 0.047; Fig. 4C ) and the D·T task (P ϭ 0.004; Fig. 4D ). These decreases in initial error from day 1 to day 2 for both tasks indicate that subjects did consolidate learning. Therefore, subjects both reduced their initial errors (Fig. 3) and exhibited consolidation across consecutive days (Fig. 4) , and thus learned each of these two abstract reaching tasks.
Generalization of learning. Initial examination of the task ϫ order comparisons (Fig. 5A) suggested differences between how subjects responded to the D/T and D·T reaching tasks when first exposed to the other task. After log-transformation ( Fig. 5B) , the ANOVA revealed both a highly significant main effect for task (P ϭ 9.3 ϫ 10 Ϫ6 ) and a highly significant task ϫ order interaction effect (P ϭ 0.007). Subjects who learned the D·T task second, after having learned the D/T task first, exhibited smaller initial errors than subjects who learned the D·T task first. Thus learning the D/T task first helped facilitate subsequent learning of the D·T task. Conversely, subjects who learned the D/T task second, after having learned the D·T task first, exhibited larger initial errors than subjects who learned the D/T task first. Thus learning the D·T task first interfered with subsequent learning of the D/T task.
Exploiting redundancy. Over the final 400 "Testing" trials ( Fig. 2C) for each task, subjects exhibited relatively consistent behavior across most trials (Fig. 6) . However, the raw data did typically exhibit statistical persistence in the form of lowfrequency oscillations like those seen in Fig. 6 . These trends were particularly noticeable in the D i , T i , and ␦ T time series, but less so in the ␦ P time series. This statistical persistence property of a time series cannot be quantified with summary statistical measures like standard deviations. However, these slow oscillations in these time series are important, as they reflect a weaker level of control , the degree of which can be quantified by (Eq. 8) .
Relative to the GEM for both tasks, standard deviations in the ␦ P direction were significantly smaller than standard deviations in the ␦ T direction (P ϭ 1.4 ϫ 10 Ϫ13 ; Fig. 7 ). Likewise, there was a highly significant GEM ϫ direction interaction effect (P ϭ 8.8 ϫ 10 Ϫ5 ), indicating that this difference was much greater for the D/T task than for the D·T task. Follow-up ANOVA tests conducted on the data from each task separately confirmed that these direction effects were significant for both the D/T task (P ϭ 5.4 ϫ 10 Ϫ6 ; Fig. 7A ) and for the D·T task (P ϭ 0.007; Fig. 7B ) individually. Variances in both directions were statistically indistinguishable at the end of learning between day 1 and day 2 for both tasks (P ϭ 0.957). Thus, for both tasks, the variance in the trial-to-trial data exhibited the largest deviations, on average, along the respective GEM and the smallest deviations, on average, perpendicular to it. However, these differences were far more pronounced for fluctuations relative to the D/T GEM.
For reaching distance D and time T, values of were all well above zero (Fig. 8) , indicating strong statistical persistence of trial-to-trial fluctuations in these time series. Across both tasks, subjects exhibited values of that were significantly greater for D than for T (P ϭ 0.006). However, there were no significant differences between the two GEM tasks (P ϭ 0.613) and no . Generalization from each reaching task to the other. Plots show data for initial % error values (i.e., a in Eq. 5) for the beginning of the Early Learning phase of each task. Solid lines represent the difference in initial % error for the D/T task between those who completed it first (left) and those who completed it second (right). Dashed lines represent the difference in initial % error for the D·T task between those who completed it "first" (left) and those who completed it "second" (right). Error bars denote Ϯ95% confidence intervals for each mean. A: initial % error for subjects tested on each task first vs. second. B: the same initial % error values as shown in A, after log transformation to meet requirements for statistical tests. Initial % errors were significantly different between the 2 tasks (P ϭ 9.3 ϫ 10 Ϫ6 ). There was also a significant task ϫ order interaction effect (P ϭ 0.007), indicating that learning of each task affected the initial responses to the other task differently. Error bars denote Ϯ95% confidence intervals. A and B: initial % error values (i.e., a in Eq. 5) for day 1 vs. day 2 for both reaching tasks. C and D: the same initial % error values as shown in A and B, after log transformation to meet requirements for statistical tests. Initial errors were significantly reduced at the beginning of day 2 relative to day 1 for both the D/T task and the D·T task. significant GEM ϫ variable interaction effects (P ϭ 0.186).
Likewise, there were no significant differences between day 1 and day 2 (P ϭ 0.550). Thus subjects regulated trial-to-trial fluctuations in both D and T in approximately the same way for both reaching tasks. For both tasks, values were relatively high, indicating that subjects did not correct deviations in either D or T very quickly.
Conversely, for the GEM-related variables, there was a highly significant main effect difference between the ␦ P and ␦ T directions across both tasks (P ϭ 1.8 ϫ 10 Ϫ13 ; Fig. 9 ). Follow-up ANOVA tests conducted on the data from each task separately demonstrated that these direction effects remained significant for both the D/T task (P ϭ 5.4 ϫ 10 Ϫ6 ; Fig. 9A ) and the D·T task (P ϭ 5.2 ϫ 10 Ϫ9 ; Fig. 9B ) individually. In contrast to the variability results (Fig. 7) , however, the GEM ϫ direction interaction effect here was not significant (P ϭ 0.173). There were likewise no differences between day 1 and day 2 (P ϭ 0.772). Although still positive, the values for were first normalized to unit variance prior to analysis, so the data here are shown relative to a standard deviation of 1. Subjects exhibited significantly greater variability along the GEM than perpendicular to it (P ϭ 1.4 ϫ 10 Ϫ13 ) for both the D/T task (A) and the D·T task (B). Likewise, there was a significant task ϫ direction interaction effect (P ϭ 8.8 ϫ 10 Ϫ5 ), indicating that the difference between the ␦ P and ␦ T directions was significantly greater for the D/T task than for the D·T task. 2C ) of each experiment for the D/T task (A) and the D·T task (B). Shown are box plots of values computed across all 400 movements of the final "Testing" phase of each day of each experiment for all subjects. Data points for individual subjects are shown as single dots. Subjects exhibited somewhat greater statistical persistence for D than for T across both tasks (P ϭ 0.006) but did not exhibit any differences between the D/T task (A) and the D·T task (B) (P ϭ 0.613).
fluctuations in the ␦ P direction were also substantially smaller than those for either of the original movement variables, D and T (Fig. 8) . Thus, from trial-to-trial, subjects corrected the GEM-relevant deviations in ␦ P significantly more quickly than they did the irrelevant ␦ T deviations along each GEM, and also more quickly than deviations in either D or T (Fig. 8) . Additionally, they did so in a similar manner for both GEM tasks.
DISCUSSION
Determining how humans generate accurate and repeatable goal-directed movements despite inherent redundancy (Bernstein 1967; Scott 2004; Todorov 2004 ) and biological noise (Faisal et al. 2008; McDonnell and Ward 2011; Osborne et al. 2005; Stein et al. 2005 ) remains a fundamental quest in motor neuroscience research. Here we constructed a novel class of reaching tasks, defined by a generalized goal function (Eq. 1), for which the end goal of each task was itself inherently redundant. Adopting the formal goal function approach (Cusumano and Cesari 2006) allowed us to objectively and unambiguously define the GEM for each specific individual task, independently of the performance of any individual performer. Furthermore, we extended previous work on learning of redundant tasks (Cohen and Sternad 2009; Müller and Sternad 2004) by testing whether humans would exhibit consolidation of learning (Brashers-Krug et al. 1996; Shadmehr and Brashers-Krug 1997; Shadmehr and Holcomb 1997) and/or generalization of learning (Krakauer et al. 2006; Poggio and Bizzi 2004; Shadmehr and Moussavi 2000) from either task to the other.
We tested the general hypothesis that humans would learn to exploit the task redundancies made available in each of these two tasks, even though there was no necessity to do so, nor any obvious performance advantage of doing so.
Most subjects in this study reduced their initial errors quickly after they were first exposed to each task (Fig. 3A) , thus indicating that they did indeed learn to improve their performance in each task. Moreover, subjects' initial errors were lower at the beginning of the second day of training for both tasks (Fig. 4) , indicating that there was significant consolidation of learning (Brashers-Krug et al. 1996) . These findings extend previous work (Cohen and Sternad 2009; Cusumano and Cesari 2006; Müller and Sternad 2004) by demonstrating that humans can learn redundant tasks defined by more abstract "goals" that do not have a direct physical meaning (e.g., "hit the target"). However, even though these two tasks could in theory be equally accomplished with the same, easily reachable movement strategy, clear differences in performance were also observed. The much higher initial errors for the D·T task ( Fig. 3) suggest that this task was more difficult to learn, and/or more novel, than the D/T task. This might be because the D/T task corresponded to maintaining the same average movement speed over consecutive trials. Such a task may be more intuitively easy to learn and/or simply easier to accomplish biomechanically. Because muscle spindles provide feedback on velocity (Grill and Hallett 1995) , the motor control system has an innate sense of velocity (Hwang and Shadmehr 2005) . This likely partly explains the observed differences between the two GEMs tested here: humans can innately sense their performance relative to the D/T GEM much more readily than they can relative to the D·T GEM. However, the learning rates (Fig. 3B) were also much faster for the D·T task. Therefore subjects were able to achieve roughly the same overall error rates for both tasks after only ϳ30 -60 trials (Fig.  3C) . Thus, despite its novelty, subjects still learned the D·T task relatively rapidly.
Interestingly, learning the D/T task first helped facilitate (Poggio and Bizzi 2004) subsequent learning of the D·T task, whereas learning the D·T task first interfered with (Krakauer et al. 2006 ) subsequent learning of the D/T task (Fig. 5 ). This finding is fully consistent with the differences in initial exposure errors (Fig. 3A) and further reinforces the idea that even though both tasks could be readily accomplished with very similar and easily achievable movements, the D·T task clearly presented a more novel experience for our subjects. Once they had readjusted their normal patterns of both perception and action to accomplish the D·T task, it was then more difficult to go back to the "simpler" task to be performed with the D/T GEM (Fig. 5 ). This strongly suggests that even though humans can generally learn to exploit task redundancy to help maximize performance while minimizing control effort (Cusumano and Cesari 2006; Todorov and Jordan 2002) , this ability can depend greatly on the specific task being performed. Thus neuromuscular (Grill and Hallett 1995; Hwang and Shadmehr 2005) , biomechanical (Darainy et al. 2009; Valero-Cuevas et al. 2009 ), and perceptual (Faisal and Wolpert 2009; Friston 2011; Osborne et al. 2005 ) factors need to be strongly considered when trying to determine whether, and to what extent, humans can exploit inherent task redundancies to perform any specific task. Shown are box plots of values computed across all 400 movements of the final "Testing" phase of each day of each experiment for all subjects. Data points for individual subjects are shown as single dots. Subjects exhibited significantly less statistical persistence (smaller ) for task-relevant ␦ P fluctuations than for task-irrelevant ␦ T fluctuations across both tasks (B: P ϭ 1.8 ϫ 10 Ϫ13 ). However, in contrast to the variability results (Fig. 7) , the GEM ϫ direction interaction effect here was not statistically significant (P ϭ 0.173).
Time series analyses of the final learned behaviors also yielded substantial evidence that subjects directly exploited the inherent redundancy between D and T in each task. For both tasks, subjects exhibited greater variability along each GEM than perpendicular to it (Fig. 7) , although this effect was significantly less pronounced for the D·T task (Fig. 7B ). More importantly, for both tasks, subjects actively corrected the ␦ P deviations perpendicular to each GEM more rapidly than the ␦ T deviations along each GEM (Fig. 9) . Remarkably, this effect was equally pronounced for both the D·T and D/T tasks (Fig.  9 ). This suggests that subjects exploited the redundancy presented by the D·T GEM just as much as that presented by the D/T GEM, despite the greater variance ratios observed for the D/T task (Fig. 7) . The similarity in the control strength for both GEMs (Fig. 9 ) also occurred despite the fact that the D·T task seemed perceptually harder to learn than the D/T task . This suggests that the observed differences in variability in the final learned performance (Fig. 7) were not related to the controller itself or how it was affected by this initial perceptual difference. The different variability structures for these two tasks might be due instead to differences in sensory/perceptual parameters that are used to define the desired action on each subsequent trial (Osborne et al. 2005) , or could possibly reflect how subjects trade off sensory uncertainty and movement uncertainty (Faisal and Wolpert 2009) .
Data analysis methods currently used to substantiate UCM (Schöner and Scholz 2007) , MIP (Todorov 2004) , and TNC (Cohen and Sternad 2009 ) predictions would not have captured these relevant features because they only consider how variability is structured in the data (e.g., Fig. 7) . Thus quantifying variance ratios alone may provide incomplete insights into control Valero-Cuevas et al. 2009 ). Our results demonstrate that these analyses should at least be supplemented with more detailed temporal analyses that directly quantify how fluctuations on each trial are corrected on the next Gates and Dingwell 2008) . This is consistent with many studies that highlight the importance of such trial-to-trial analyses (Cheng and Sabes 2007; Fine and Thoroughman 2007; Scheidt et al. 2001; Smith et al. 2006; Thoroughman et al. 2007; van Beers 2009; Verstynen and Sabes 2011) .
Of critical importance to this study is the fact that there was no explicit requirement, either physical or experimental, to exploit the redundancy available in either task presented. Subjects could have learned to minimize their errors without being aware of the presence of either GEM or exploiting the redundancies presented . Subjects were never explicitly told where the GEM was for either task, or even that there was one. They were only given minimal indirect feedback (Fig. 2B ) about which movements (i.e., combinations of D and T) led to what error magnitudes (larger vs. smaller). What they did with that information was entirely up to them. Subjects were never told how to reduce their errors, so they were free to reduce their errors using any strategy they chose. Thus there were no "constraints" imposed by either task on the possible solution strategies subjects could have chosen. Both tasks could easily have been achieved by using the same reaching movements with the same combinations of D and T (Fig. 1) . Thus there were also no neuromuscular or biomechanical differences in what movements subjects could have made to achieve equal success in either task. Subjects could have chosen any number of alternative strategies that simply "ignored" the redundancy defined by the GEM.
One simple and intuitive alternative strategy not utilized by our subjects would have been to minimize some relevant physiological parameter like energy cost. This would imply choosing a single (energetically "optimal") operating point, [T*,D*], along either GEM and then trying to minimize errors around that point . In that case, however, we would not expect to see the clear anisotropy in the variance distributions that we did (Fig. 7) . Likewise, subjects could have done this and achieved the same ultimate task performance. Imagine, for example, taking either data set shown in Fig. 1 and compressing the data only along the respective ê T direction, without making any changes in the corresponding ê P direction. These new data would exhibit the exact same sequence of ␦ P deviations from the GEM and thus the exact same sequence of errors. Had any subjects done this, they could have achieved the exact same performance in either or both tasks, except that they would have exhibited variance ratios much closer to 1 (or possibly even less than 1). Indeed, this type of behavior was observed in similar tasks where subjects were presented explicit line/arc-shaped targets (Schlerf and Ivry 2011) . However, our subjects clearly did not do this for either task here (Fig. 7) , most likely because to do so would have required additional control effort.
A second very reasonable possibility is that the variance observed in the data (Fig. 7) could have been structured for biomechanical or other reasons not related to trial-to-trial control of these movements Valero-Cuevas et al. 2009 ). For example, if the variance were structured for biomechanical reasons alone, we would expect those biomechanical factors to affect each reaching movement in the same way so that they would not vary from any one movement to the next. Indeed, one can create "surrogate" data (Dingwell and Cusumano 2000; Schreiber and Schmitz 2000; Theiler et al. 1992) to directly test this alternative hypothesis by taking the exact same set of [T i , D i ] data points for any given sequence of trials and shuffling them in random temporal order (Dingwell and Cusumano 2010). By construction, these surrogates would exhibit not only the exact same errors relative to the GEM, and thus the exact same performance with respect to the task, but also the exact same variance ratios as the original data (Fig. 7) . However, if the data were temporally uncorrelated in this way, we would expect to find (␦ T ) Ϸ (␦ P ) Ϸ 0 . However, subjects also clearly did not do this for either task (Fig. 9 ).
The nervous system estimates both motor errors and the sources of those errors to guide continued adaptation (Berniker and Körding 2008; Braun et al. 2009; Faisal et al. 2008) . Exposing humans to tasks that share similar structural characteristics but vary randomly can sometimes help facilitate the ability to generalize to novel tasks (Braun et al. 2009 ). The neural structures involved in decision making may even deliberately insert noise into the process to enhance adaptation (Carpenter and Reddi 2001; Reddi and Carpenter 2000) . Similar capacities were recently demonstrated even in highly learned ("crystallized") adult bird song (Tumer and Brainard 2007) , where residual variability in this skill represented "meaningful motor exploration" to enhance continued learning and performance optimization (Faisal et al. 2008; Grafton 2008; Tumer and Brainard 2007) . The present study specifi-cally sought to determine whether humans, when performing generalized, inherently redundant reaching tasks, would learn to exploit the redundancies available to selectively regulate the effects of neuromuscular noise and variability (Faisal et al. 2008; Harris and Wolpert 1998) in order to enhance task performance (Cusumano and Cesari 2006; Todorov 2004) . Our work demonstrates that humans can and do actively exploit such redundancies, even for the very abstract tasks presented here. This suggests that the ability of humans to explore the space of possible solutions to a task, and to identify and exploit redundancies they encounter in those task solutions, is likely a more broadly general strategy used for movement control than previously believed. edited and revised manuscript; J.B.D., R.F.S., and J.P.C. approved final version of manuscript; R.F.S. performed experiments; R.F.S. and J.B.D. analyzed data.
