We carry out the first complete calculation of kinematic power corrections ∼ t/Q 2 and ∼ m 2 /Q 2 to several key observables in Deeply Virtual Compton Scattering. The issue of convention dependence of the leading twist approximation is discussed in detail. In addition we work out representations for the higher twist corrections in terms of double distributions, Mellin-Barnes integrals and also within a dissipative framework. This study removes an important source of uncertainties in the QCD predictions for intermediate photon virtualities Q 2 ∼ 1-5 GeV 2 that are accessible in the existing and planned experiments. In particular the finite-t corrections are significant and must be taken into account in the data analysis.
I. INTRODUCTION
Deeply Virtual Compton Scattering (DVCS) is the cleanest process that gives access to generalized parton distributions (GPDs) [1] [2] [3] and is receiving a lot of attention, see, e.g., the reviews [4, 5] . In this process the photon virtuality Q is taken to be the largest scale which is at least of the order of 1-2 GeV. The existing experimental results come from HERA (H1 [6] [7] [8] [9] , ZEUS [10, 11] , HERMES [12] [13] [14] [15] [16] [17] [18] [19] ) at DESY and Jefferson Lab (CLAS [20] [21] [22] [23] and Hall A [24, 25] ) and many more measurements are planned after the Jefferson Lab 12 GeV upgrade and at COMPASS-II at CERN. DVCS plays also a virtual role in the physics case of proposed collider experiments, the Electron-Ion-Collider at RHIC or JLAB [26] and the Large-Hadron-Electron-Collider at CERN [27] .
The standard theoretical framework is based on collinear factorization which is proven in QCD to the leading power accuracy in the photon virtuality Q [28] . In this approach the DVCS amplitudes are written as convolutions of perturbatively calculable coefficient functions and nonperturbative GPDs that represent the nontrivial nucleon structure. The DVCS coefficient functions have been calculated including the next-to-leading-order (NLO) O(α s ) corrections [29] [30] [31] [32] [33] , and the scale-dependence of GPDs is known to the two-loop accuracy [34, 35] so that the complete NLO renormalizationgroup improved calculation of the amplitudes is possible [36] [37] [38] . Experimental observables -cross sections and asymmetries -are obtained from the amplitudes (either leading order (LO) or NLO) taking into account the interference with purely electromagnetic Bethe-Heitler (BH) bremsstrahlung process and including the relevant kinematic factors that are usually taken at face value (not expanded in powers of 1/Q). This approach, commonly referred to as the leading twist approximation, appears to be sufficient to describe unpolarized proton DVCS data [39] [40] [41] , raising the hope that a fully quantitative description is within reach [42] . The future data will have much higher statistics and allow one to extract at least some GPDs with controllable precision.
The leading-twist approximation is, however incomplete and in fact convention-dependent. It is well known that the leading twist DVCS amplitudes do not satisfy electromagnetic Ward identities. The Lorentz (translation) invariance is violated as well: The results depend on the frame of reference chosen to define the skewedness parameter and the helicity amplitudes. In all cases, the required symmetries are restored by contributions that are formally suppressed by powers of 1/Q, dubbed higher-twist corrections.
Such power corrections can be called kinematic as they are expressed in terms of the same GPDs that enter the leadingtwist amplitudes, i.e. do not involve new nonperturbative input. Their role, from the theory point of view, is to restore exact symmetries of the theory that are broken in the leading twist approximation and make the calculation unambiguous. By this reason one can expect that the subset of kinematical power corrections is factorizable for arbitrary twist.
The relevant twist-three contributions 1/Q have been studied in some detail [43] [44] [45] [46] [47] and it has been shown that kinematic twist-three corrections also restore the invariance under Lorentz rotations to the 1/Q accuracy [48] . Such corrections have been evaluated partially also at the NLO [49] . Phenomenological studies of the size of twist-three effects were attempted by various authors with the generic conclusion that these corrections are not negligible in the experimental accessible phase space.
Kinematic twist-four effects 1/Q 2 appear to be more complicated and their structure has been understood only recently. These contributions correspond to corrections to the DVCS amplitudes of the type m 2 /Q 2 , t/Q 2 , where m is the target (nucleon) mass and t = (p ′ − p) 2 is the momentum transfer to the target. Since the bulk of the existing and expected data is for photon virtualities Q 2 < 5 GeV 2 , such corrections may have significant impact on the data analysis and should be taken into account. The finite-t corrections are of special importance if one wants to access the three-dimensional pic-ture of the proton in longitudinal and transverse planes [50] in which case the t-dependence has to be measured in a sufficiently broad range.
The necessity of taking into account 1/Q 2 kinematic power corrections to DVCS is widely acknowledged [5, 43, 45, 47, [51] [52] [53] [54] [55] . This task proves to be nontrivial because in addition to Nachtmann-type contributions related to subtraction of traces in the leading-twist operators O µ1...µn one must take into account their higher-twist descendants obtained by adding total derivatives: O 1 ∼ ∂ 2 O µ1...µn , and O 2 ∼ ∂ µ1 O µ1...µn . The problem arises because matrix elements of the operator O 2 on free quarks vanish [56] . Thus in order to find its LO coefficient function in the operator product expansion of two electromagnetic currents one is forced to consider either more complicated (quark-antiquark-gluon) matrix elements, or stay with the quark-antiquark operators but go over to the next-to-leading order in α s . Either way the main challenge is the separation of the contribution of interest from the 'genuine' quark-gluon twist-four operators.
The guiding principle suggested in Ref. [57] is that a self-consistent separation can only be achieved if 'genuine', or 'dynamical' contributions do not get mixed with the descendants of the leading-twist operators by the QCD evolution. Explicit diagonalization of the twist-four mixing matrix (which is a formidable task) can be avoided [57, 58] using conformal symmetry which implies that LO coefficient functions of kinematic and genuine twist-four operators are mutually orthogonal with a proper weight function [59] . Using this approach Braun, Manashov and Pirnay (BMP) calculated the finite-t and target-mass corrections to DVCS for a scalar target [60] and for a spin-1/2 (nucleon) target [61] . In both cases the restoration of gauge-and translation-invariance to the O(1/Q 2 ) accuracy has been verified and also found that the structure of kinematic corrections proves to be consistent with collinear factorization.
In a parallel development, following or extending the work in Refs. [55, 62, 63] , Belitsky, Müller and Ji (BMJ) [64] suggested a new decomposition of the Compton hadronic tensor in terms of photon helicity-dependent Compton Form Factors (CFFs) that are free from kinematical singularities at the edges of the available phase space. Although the main motivation for this study has been different, namely to establish the connection of large-Q 2 description in terms of GPDs and small-Q 2 description in terms of generalized polarizabilities, the BMJ basis seems to be well suited for the study of higher twist effects.
In this paper we present the results of the first study of the numerical impact of kinematic twist-three and twist-four corrections on several key experimental observables in DVCS for the kinematics of the existing (and planned) measurements. Our calculation incorporates the BMP helicity amplitudes [61] and uses the BMJ CFF decomposition. Conventiondependence of the standard leading twist approximation is emphasized and illustrated on a few examples.
The presentation is organized as follows. In Sec. II we express the electroproduction cross section in terms of an exact BMJ parametrization of the DVCS amplitude and provide the formulae for some key observables. Sec. III contains an analysis of the generic structure of kinematical twist-three and twist-four corrections and the expected size of various contributions. We also explain and discuss the convention dependence of the leading-twist results. In Sec. IV we present an analysis of kinematic higher twist corrections for a selected set of measured observables, making use of a popular GPD model [65, 66] , refined by Goloskokov and Kroll [67, 68] . The final Sec. V is reserved for a summary and conclusions.
One appendix contains the original result of Ref. [61] and explains how to translate it in the conventions of Ref. [64] . In the three further appendices we give analytic expressions for the higher twist contributions in the double distribution and Mellin-Barnes integral representations, and also within a dissipative framework.
II. ELECTROPRODUCTION OF PHOTONS
The electroproduction of a photon, e.g., off a nucleon target,
receives contributions of the Bethe-Heitler (BH) bremsstrahlung process, whose amplitude T BH is parameterized in terms of two electromagnetic nucleon form factors, and the DVCS process
described by twelve complex valued helicity amplitudes T DVCS , specified below. The photons have momenta q i and helicities h i and the nucleon states the momenta p i and polarization vectors s i , where i = 1(2) refers to the initial (final) state. The full electroproduction amplitude is given by the sum
The five-fold differential cross section in the laboratory frame, where the incoming electron momentum has a positive x-component and the virtual photon travels along the negative z-direction [55, [62] [63] [64] , can be written as dσ = α 
Here α em = e 2 /4π is the electromagnetic fine structure constant, Q 2 = −q 2 1 is the (initial) photon virtuality, x B = Q 2 /2(p 1 · q 1 ) the Bjorken scaling variable and t = (p 2 − p 1 ) 2 the momentum transfer. The angle φ is defined as the azimuthal angle between the leptonic and reaction planes and, in the case of a transversely polarized nucleon, ϕ is the azimuthal angle of the polarization vector. Hereafter we use the notation
where m is the nucleon mass. The usual electron energy loss variable y = p 1 · q 1 /p 1 · k 1 is related to the other kinematical variables as Q 2 = yx B (s − m 2 ) where s is the center-of-mass energy. We add that nowadays often another laboratory frame is used, so-called Trento convention, where the azimuthal angle φ
Trento is related to the adopted here by
The BH amplitude T BH is electron charge even and real valued to the leading order in QED. The electroproduction amplitude squared appearing in Eq. (4) can therefore be decomposed as
The |T BH | 2 term is written in terms of the nucleon form factors. The corresponding expression can be found, e.g., in Ref. [62] . Most interesting for phenomenology is the interference term that is linear in DVCS amplitudes:
T DVCS is electric charge odd, i.e. this contribution has different sign for electron vs. positron scattering. The interference term has a rich angular structure and can be decomposed in unpolarized, longitudinal, and two transversely polarized parts as I = I unp (φ) + I LP (φ) cos θ
where θ is the polar angle of the nucleon polarization vector. The separate terms I S (φ) for the four polarization options S ∈ {unp, LP, TP + , TP − } are usually written as the harmonic expansion w.r.t. azimuthal angle φ of the form
where the φ-dependence of the electron propagators in the BH amplitude is contained in the prefactor 1/P 1 (φ)P 2 (φ) (see e.g. [62] ) and the sign +(−) refers to an electron (positron) beam. It is usually assumed that the lowest n ∈ {0, 1} harmonics come from photon helicity conserved processes related to the twist-two CFFs, the n = 2 harmonics from longitudinal-to-transverse spin flip contributions that give access to twist-three CFFs, and the n = 3 ones from transverse photon helicity flip contributions [62, 69] . This identification is, however, oversimplified [55, 63, 64] . We will illustrate below that in reality all helicity amplitudes contribute to any given harmonic in the interference term. Contributions of separate CFFs can be disentangled, generally speaking, by considering linear combinations of the harmonics c I n,S , s
for various polarizations options. There exist altogether eight (2 × 4) independent linear combinations for n ∈ {1, 2}, only four, however, exist for n = 3 as well as for n = 0.
The DVCS amplitude squared term, |T DVCS | 2 , can be expanded in contributions of unpolarized, longitudinally and two transversely polarized parts in complete analogy to Eq. (9), with each part having a harmonic expansion
The φ-independent n = 0 term in this expression is given by an incoherent sum of all contributions with and without photon helicity flip, see Eq. (33) below, the n = 1 harmonics originate from the interference of longitudinal-to-transverse helicity-flip amplitudes with the helicity-conserved and transverse helicity-flip ones, and the n = 2 terms arise from the interference of the helicity-conserved with the transverse helicity-flip contributions.
Starting from the fully differential cross section in Eq. (4) one can construct various observables. Availability of both electron and positron beams at HERA experiments allows one to separate the interference term in the cross section. In an unpolarized experiment, for example, one gains access to the four n ∈ {0, . . . , 3} cos(nφ)-harmonics of the interference term by measuring the cross section difference for e + and e − ,
, (12) and to the DVCS squared term from the sum
which, however, contains also the BH cross section that may overwhelm the DVCS contribution in the fixed target kinematics. The corresponding beam charge asymmetry defined as
is easier to measure. A drawback is that it depends nonlinearly on the DVCS amplitudes because of the denominator. One can further project the beam charge asymmetry on the various harmonics,
The A cos(nφ) C is governed by c I n,unp , however, because of the φ-dependent denominator in (14) , it is contaminated by all other harmonics as well.
In the case that only an electron beam is available, e.g., in JLAB experiments, one can use single spin flip asymmetries to access the interference term. First note that the beam spin summed electroproduction cross section differs from the charge even cross section in Eq. (13) by the interference term
.
The BH cross section, taken in QED LO approximation, drops out in the beam spin difference, however, the interference term (8) is contaminated by a sin(φ) modulation of the DVCS cross section,
The latter can at least in principle be distinguished from the interference term by means of the y-dependence. The single beam spin asymmetry, defined as
is dominated by the first harmonic, n = 1, of the interference term. To get rid of both the odd n = 1 harmonic in the squared DVCS term (17) and of the interference term in the denominator, one defines the charge-odd beam spin asymmetry
Nevertheless, in reality the beam spin asymmetries depend non-linearly on all twelve DVCS amplitudes. The corresponding odd harmonics,
appear to be only in approximate correspondence with the harmonics of the interference term (10) . At least in principle, there exist a (over)complete set of observables, measurable in unpolarized, single spin and double spin flip experiments with both e + and e − beams, which is sufficient to disentangle the imaginary and real parts of all twelve DVCS amplitudes [62] . Such an attempt has been undertaken by the DVCS program of the HERMES collaboration and it has been demonstrated recently that these asymmetry measurements can indeed be mapped into the space of DVCS amplitudes [42] .
It has been very common in the past to parameterize the DVCS amplitude by the expressions that arise from a partonic calculation (alias leading-twist QCD calculation at LO accuracy) in terms of GPDs. This procedure is, however, ambiguous and the results depend, e.g., on the choice of light-like vectors. In order to overcome this ambiguity one has to perform the analysis using a certain Lorentz-invariant decomposition of the Compton tensor, not bound to a partonic picture that is necessarily convention dependent. Such a physically motivated parametrization in terms of CFFs was proposed in Ref. [62] . Starting from this parametrization, the electroproduction cross section has been calculated recently by Belitsky, Müller and Ji (BMJ) [55, 64] for all possible polarization options of the initial electron and nucleon. The corresponding analytic expressions are exact (for massless electrons) and can also be used in the quasi-real photon regime. To the best of our knowledge the BMJ framework is presently the only complete, consistent, and published calculational scheme; we will be using it throughout this paper.
The starting point is the DVCS tensor
where ν (µ) refers to the initial (outgoing) photon. In the following the BMJ reference frame is taken to be the laboratory frame as specified above, for details see App. A 2. The BMJ photon helicity amplitudes are defined by the contraction of the DVCS tensor with the polarization vectors, given in Eqs. (A32) -(A34), and are further decomposed in terms of the bilinear spinors [64] as
Here, a ∈ {−, 0, +} labels the helicity of the (initial) virtual photon and the bilinear spinors read
where
and we use a shorthand notation σ q∆ = σ αβ q α ∆ β .
The coefficients H ab , . . . , E ab in the decomposition (22) are called photon helicity dependent CFFs. The CFFs are functions of the invariant kinematic variables, x B , t, and Q 2 . We will use a generic notation
2 ) with F ∈ {H, E, H, E}, a ∈ {−, 0, +}.
With the sign convention in Eq. (22) one obtains
Similar to the photon helicity amplitudes themselves, the photon helicity dependent CFFs are not Lorentz-invariant quantities; they depend on the chosen (BMJ) reference frame. The CFFs H ( H) and E ( E) can be viewed as nonlocal generalizations of the Dirac (axial-vector) and Pauli (pseudoscalar) form factor, respectively. They describe, loosely speaking, the proton helicity-conserved and helicity-flip transitions. QCD collinear factorization provides the following power counting scheme
which is not quite accurate as the transverse helicity flip CFFs also contain O(1/Q 0 ) terms in higher orders of perturbation theory induced by the so-called gluon transversity GPDs [69] [70] [71] [72] . These contributions are not relevant, however, for the subject of this study.
The BMJ helicity-flip CFFs satisfy certain kinematical constraints that ensure vanishing of some harmonics in the cross section at the phase space boundaries. These constraints apply to the 'electric' and 'magnetic' combinations of the CFFs
(and similar for H ab , E ab ) that are obvious generalizations of the Sachs form factors (or axial-vector and pseudo-scalar form factors). In particular, the 'electric' CFFs must have the following behavior for t → t min :
In contrast, the 'magnetic' CFFs M 0+ , M 0+ may contain a square root singularity 1/ (t min − t), and M −+ , M −+ do not necessarily vanish. In addition, the following constraints
and the similar ones for H, H → E, E have to be satisfied [64] . From these four combinations for longitudinal (or transverse helicity) flip, three are independent. A forth independent combination, suggested by the BMP result, is quoted in App. C. The harmonic coefficients of the interference (10) and DVCS amplitude squared (11) term that are directly related to experimental observables, e.g., Eqs. (12)- (20), can be calculated in terms of linear and bilinear combinations of CFFs (25) . The power counting scheme, given in Eq. (26) , implies that the n = 1 harmonics c 
where λ = ±1 is the electron polarization (helicity),
F 1 (t) and F 2 (t) are the Dirac and Pauli proton form factors, and K = O(Q 0 ) is a kinematical factor which has mass dimension one. This factor, defined in Eq. (A36), vanishes at the momentum transfer boundaries t = t min and t = t max ,
[upper (lower) sign correspond to the minimal (maximal) allowed value −t min (−t max )] as well as at the maximal allowed value of Bjorken variable x B max (t, Q 2 ), see discussion of Eq. (10) in Ref. [64] .
The linear combination (31) of CFFs is written in such a manner that the kinematical constraints (28) and (29) are implemented. The omitted terms O(1/Q 2 ) in Eq. (30) contain the contributions of the helicity-flip CFFs and some further kinematical corrections in which it is also ensured that the kinematical singularities in F 0+ are explicitly canceled. The complete formula for the unpolarized n = 1 odd harmonic (30) is provided below in Eq. (70) . Note that for typical DVCS kinematics (x B ≪ 1, −t ≪ 4m
2 ) the expression for C I unp (F ) in Eq. (31) is dominated by the first term which involves the 'electric' combination G of the CFFs (27) . Similar expressions can be derived for a polarized target; they can be found in Sec. 2.3 of Ref. [64] . However, only the unpolarized result (C ′I unp in the notations of [64] ) is presently available in a compact and explicitly kinematical singularity-free form.
The main contribution to the cross section of the DVCS amplitude squared term (11) comes from the constant n = 0 harmonics, e.g., for an unpolarized target one obtains the expression
where C
DVCS unp
stand for the bilinear combinations of CFFs
and the ratio of longitudinal to transversal photon flux is
For a typical DVCS experiment K 2 ≪ 4m 2 . In this case, taking into account the power counting rules (26) , c DVCS 0,unp is dominated at large Q 2 by the helicity conserving 'electric' CFFs G ++ and G ++ .
The n = 0 harmonic (33) is formally suppressed by an additional factor O(1/Q) as compared to the interference term, e.g., for the unpolarized case one infers from Eqs. (12), (13) , (30) , and (33) the relative factor ytP 1 (φ)P 2 (φ)/ KQ ∼ O(1/Q). Note that the interference term can get weakened by integration over φ and that there is no 1/Q-suppression if we compare the n = 0 harmonic (33) with those of the interference term.
The n = 1 harmonics in (11) originate from the interference of longitudinal helicity flip CFFs F 0+ with the transverse ones and the n = 2 harmonics arise from the interference of F −+ with F ++ . All of these harmonics can be expressed in terms of bilinear combinations of the CFFs, similar to Eq. (34) , and are listed in Sec. 2.2 of Ref. [64] . The power counting scheme (26) implies that these harmonics are formally suppressed by 1/Q 2 as compared to the corresponding ones of the interference term.
To summarize, although the power counting in Eq. (26) suggests that the properly chosen experimental observables are dominated by one particular CFF (e.g. the n = 1 harmonics of the interference term by photon helicity conserved and the n = 2 harmonics by the longitudinal-to-transverse helicity flip CFFs), exact expressions are rather intricate and contain contributions of all remaining CFFs as well. In the data analysis that is not restricted to the formal large Q 2 limit that, we believe, is not appropriate for both the existing and the expected future data, all such subleading contributions have to be taken into account. The point that we want to stress here is that the definition of the CFFs themselves is ambiguous to the 1/Q accuracy; this ambiguity is resolved at the level of physical observables only, in the sum of all contributions. Similarly, kinematical singularities in the helicity dependent CFFs cancel each other in the exact expressions for the amplitudes which can be rather lengthy.
Last but not least, we want to note that in present DVCS phenomenology only the non-flip CFF H ++ can be accessed from the n = 1 even and odd harmonics in unpolarized experiments [39] and its parity-odd analog H ++ is constrained by measurements on longitudinal polarized target [42, 73] . The nucleon helicity flip contributions, E ++ or E ++ , are essentially not constrained at all [42] . Furthermore, it is generally accepted that the photon helicity flip contributions, which are suppressed, are compatible with zero within the present day experimental errors.
III. POWER CORRECTIONS TO COMPTON FORM FACTORS

A. Partonic description of DVCS and beyond
The parton model corresponds to the LO QCD perturbative calculation to leading twist-two accuracy. At this level there are four CFFs F ∈ {H, E, H, E} that are given by convolution integrals of GPDs F ∈ {H, E, H, E} over the momentum fraction x with simple coefficient functions,
with an obvious correspondence
Here and below we assume that the GPDs are defined with the established conventions, e.g., given in [4] ,
is a signature factor, ξ ≃ x B /(2 − x B ) is the skewedness variable, and e q are the fractional quark charges. Note that only charge conjugation even C = +1 combinations of the GPDs
can contribute to the DVCS, which is reflected in Eq. (36) by the (anti)symmetrization of the coefficient function in x. Using this symmetry we can rewrite (36) as
where the (anti)symmetrized kernel is replaced by
and in the second line we have introduced a notation '⊛' for the (normalized) convolution integral, including the sum over the quark flavors. If the QCD calculation is done to the 1/Q 2 accuracy, the following complications occur and must be taken into account:
• The skewedness parameter ξ must be defined with a power accuracy
• The CFFs must be defined through a certain decomposition of the DVCS tensor (21) . The BMJ decomposition (22) is one possibility; the BMP decomposition discussed below is another valid option. In both cases the LO CFFs (36) are recovered as the scaling limit of the helicity-conserving CFFs, that is
where the expression for the O(1/Q, 1/Q 2 ) addenda depends both on the chosen form factor decomposition (e.g. BMJ vs. BMP) and on the convention used for the skewedness parameter.
• There are eight more CFFs F 0+ , F −+ corresponding to photon helicity flip transitions that must be taken into account in the same approximation.
In what follows we discuss the convention dependence of various elements in this setup in some detail. It is important to realize that the corresponding ambiguities only cancel at the level of physical observables. In the literature the skewedness variable ξ(x B , t, Q 2 ) is defined in various manners. This ambiguity is related to the choice of the reference frame in which one performs the calculation, see a discussion in Ref. [5] . The KM convention, used by Kumerički and Müller in global DVCS fits, is
It is known that the Vanderhaeghen-Guichon-Guidal (VGG) convention, used by Guidal, for local CFF fits is practically not very different from the KM one, a discussion for scalar target can be found in [63] , and those used by Kroll, Moutarde, and Sabatie in [74] . All these definitions are motivated by using a certain generalization of the standard DIS reference frame where the initial photon and proton momenta form the longitudinal plane. In contrast to this traditional approach, BMP [60, 61] define the longitudinal plane as spanned by the two photon momenta q 1 and q 2 , see App. A 1. For this choice the momentum transfer to the target ∆ = q 1 − q 2 is purely longitudinal and both -initial and final state -protons have the same nonvanishing transverse momentum P ⊥ ,
where ξ = ξ BMP is the BMP skewedness parameter defined with respect to the real (final state) photon momentum q 2 2 = 0:
and t min is exactly equivalent to the expression (32) . Consequently, the condition |P ⊥ | 2 ≥ 0 translates to the lower bound for the negative momentum transfer square, −t ≥ −t min .
The BMP choice is advantageous in two respects. First, it is easy to convince oneself that most contributions to the longitudinal-to-transverse helicity flip amplitudes (A16) and the transverse flip amplitudes (A17) are proportional to the first and the second power of |ξP ⊥ | ∝ √ t min − t, respectively, and also the remaining terms are compatible with the expected threshold behavior (28) and (29) . Second, as shown in Ref. [60] , the DVCS amplitudes on a scalar target have an expansion in t/Q 2 and |ξP ⊥ | 2 and do not contain any target mass corrections m 2 /Q 2 apart from those absorbed in |ξP ⊥ | through the expression for
This property can be viewed as the generalization of the wellknown result that target mass corrections in DIS are organized in terms of the Nachtmann variable and involve the expansion in powers of m 2 x 2 B rather than m 2 . An interesting feature of DVCS is that all such corrections contribute through the combination |ξP ⊥ | 2 ∝ (t min − t) so that in the physical region −t ≥ −t min Nachtmann-type target-mass corrections are always overcompensated by the finite-t effects, i.e., the sign of the overall kinematic correction is opposite. For spin-1/2 targets there are some additional mass corrections [61] that have a simple structure, however. They arise entirely from the algebra of spinor bilinears.
Another difference of the BMP and BMJ conventions is that the photon helicity amplitudes are defined in Ref. [60] with respect to a different set of polarization vectors ε
cf. Eq. (22) . The relation between the BMP CFFs (46) F ∈ {H, E, H, E} and the BMJ CFFs (22) F ∈ {H, E, H, E} is purely kinematical and can easily be worked out, see App. A 1:
with an obvious correspondence H ↔ H, etc. Here
Since
2 ), the relations (47), strictly speaking, are beyond the accuracy of the BMP calculation for the helicity amplitudes. For consistency one may use approximate relations (47) by terms proportional to 1/Q 3 and 1/Q 4 . However, using the exact transformation formulas from the BMP to the BMJ basis, Eq. (47), has the advantage that the results for physical observables expressed in terms of the BMJ CFFs coincide with the corresponding results which one would obtain by a direct calculation by means of the original BMP parametrization. We will stick to this 'exact' transformation in the following.
Explicit expressions for the BMP CFFs F ∈ {H, E, H, E} are collected in Eqs. (A23) -(A25). They include also some O(1/Q 3 ) and O(1/Q 4 ) corrections that are due to the transformation of the original BMP expressions (A13)-(A17) to the basis of spinor bilinears in Eq. (23) . The resulting ambiguity -to include such terms or leave them out -signals the uncertainty which is left. For example, the BMP result for the helicity conserved CFF H ++ reads
The first convolution integral on the r.h.s. of this equation corresponds to the leading-order parton model result (39) calculated using the BMP convention with the skewedness parameter ξ = ξ BMP (45) . The remaining terms are the kinematical twist-four corrections of order O(1/Q 2 ). They are given by similar convolution integrals that involve new coefficient functions T 1 (u), T 2 (u), . . . and, in general, other GPDs. These convolutions are also decorated by powers of the skewedness parameter and the derivatives ∂ ξ = ∂/∂ξ. The differential operator D ξ is defined as
The expressions for the other CFFs (A23) -(A25) have similar structure. The full list of the coefficient functions appearing in the BMP results is
where the notation follows Ref. [75] . These functions are holomorphic in the complex u-plane except for a pole at u = 1 in the LO kernel (51a) or rather harmless, logarithmic [1, ∞]-cuts for the kernels (51b)-(51d) which contribute to the higher twist corrections. All of them enter the convolution integrals with Feynman's causality prescription, as exemplified in (39) , that gives rise to a positive imaginary part. Hence, for a positive GPD the resulting imaginary part from the convolution is positive, too. Note that in contrast to all other kernels T (+) 1 (u), defined in (51b), does not vanish in the limit u → ∞, however, this peculiarity will be cured by applying the differential operator ∂ ξ ξ to the corresponding convolution integral.
B. GPD model
To gain some generic insights in the structure of power corrections in this Section we use a t-independent toy GPD model that is based on Radyushkin's double distribution ansatz (RDDA) [65, 66] ,
This model corresponds to the generically correct valence-like quark density q(x) = (35/32)x −α (1 − x) β with α = 1/2 and β = 3, normalized to one, and the so-called profile function (3/4)(1 − w 2 ) with w = z/(1 − y). The convolution of this GPD with the leading-order kernel T 0 provides a signatureindependent imaginary part ℑmF LO = πF q (ξ, ξ), where
In such a model the ξ → 1 behavior of F q (ξ, ξ) is determined by the profile function rather than the x → 1 behavior of the parton distribution function (PDF), in our case
1 . The small ξ-asymptotics is the same as for the PDF, corresponding to a 'Reggeon intercept' α = 1/2. Skewedness changes, however, the value of the residue.
We note in passing that it is possible to rewrite the BMP results [60, 61] directly in terms of the double distributions. This can be useful in the applications. The corresponding expressions are given in App. B.
The GPD on the cross-over line x = ξ (53) can be used to evaluate the real part of the convolution integral T 0 ⊛ F via signature-even or -odd dispersion relations [76] , which presents an alternative to a direct numerical calculation of the LO convolution integral (our notation will be consistent with those of Sec. 3.2 in Ref. [75] ).
A dissipative framework can be also used for the evaluation of power corrections. As the first step one calculates the imaginary parts,
that arise from the convolution with the imaginary parts of the kernels T ∈ {T 0 , T
For technical details and notation see Sec. 3.2 in [75] . The real parts of the photon helicity conserved CFFs F ++ can be recovered from dispersion relations, unsubtracted for the signature-odd CFFs and involving the D-term related subtraction constant for signature-even CFFs H ++ and E ++ , modified as compared to the leading-order leading twist result.
The BMP results for helicity flip CFFs can be treated in the same framework, however, it is desirable to remove first the kinematical constraints by suitable prefactors.
We add that the applicability of the dissipative framework was established for NLO corrections at leading twist-two and also for the LO result at twist-three level for a scalar target in Ref. [77] and Ref. [78] , respectively. In App. C we show that it holds for twist-four kinematical corrections as well.
The imaginary parts (54) only involve the GPD in the outer region with the argument ξ ≤ ξ/x ≤ 1. The corresponding expression is readily obtained from (52) and reads
For x = 1 this function is given by the GPD on the cross-over line, see (53) , while for x → ξ it has a PDF-like behavior,
characterized by a generic (1 − ξ/x) 3 falloff. Since all kernels in Eq. (55) except for the LO t 0 (x) have a constant behavior for x → 1, the convolution (54) weakens the ξ → 1 asymptotics compared to the GPD at the cross-over line by one power, i.e., in our model we obtain ∼ (1−ξ)
2 . The derivatives over skewedness in the expressions for the power corrections, (49), reduce the power again and restore the original ∼ (1 − ξ) behavior. Thus the higher-twist corrections have, generically, the same behavior at ξ → 1 as the LO term.
In the small ξ-region we read off from Eq. (56) the expected
Note that this function vanishes for x → 0 as √ x and approaches a constant for x → 1. With an exception of
which possesses a 1/x-singularity, the remaining kernels in Eq. (55) are regular at x = 0. Thus, apart from this singular case, one can safely set the lower limit of the integration in (54) to zero which reveals that the convolution integral behaves as 1/ √ ξ as well. The additional 1/x-singularity in t (+) 1 (x) yields an extra 1/ξ-pole, however, it is annihilated in the final expressions by the application of the differential operator ∂ ξ ξ.
The small-ξ and large-ξ behavior of various contributions to the power corrections can be studied in the similar manner for a more general RDDA such that the GPD on the cross-over line reads as
with parameters α > 0 and b > 0 governing the ξ → 0 and ξ → 1 asymptotics, respectively. We find that also in this case the small-ξ and large-ξ asymptotics of the twist-three and twist-four corrections will follow the LO behavior. This conclusion seems to be rather generic. For a large class of GPDs 
Imaginary parts of typical contributions to the CFFs, multiplied with ξ/π, from the toy GPD model (52): LO contribution
, acting on it with the differential operator ξ∂ ξ (solid) and ∂ ξ ξ (short-dashed), as well as ∂ ξ ξT
the convolutions (54) yield functions that monotonously decrease with ξ. The consequent application of the homogeneous differential operator ξ∂ ξ on a convolution integral changes the sign and leaves the functional form of F (ξ, ξ) roughly intact. Another possibility, the application of the differential operator ∂ ξ ξ = 1 + ξ∂ ξ yields a sum of positive and negative contributions such that the negative one overwhelms at large-ξ whereas for small-ξ the positive contribution dominates if 0 < α < 1. Some selected examples which illustrate this discussion are displayed for our toy model in Fig. 1 .
Closing this general discussion, we mention that for integer b (profile parameter) and β (PDF parameter), e.g., for our toy model with α = 1/2, all convolution integrals with the kernels in Eq. (55) can be calculated analytically in terms of elementary, logarithmic, and dilogarithmic functions. Starting from these expressions one can calculate the corresponding dispersion integrals, again in an analytic manner, and finally apply the corresponding differential operators. For the GPD model of Goloskokov and Kroll, which we will utilize below, the imaginary part can be analytically evaluated in terms of hypergeometric functions 2 F 1 . As shown in App. C, one can then utilize dispersion relations to calculate the real part in a direct manner, i.e. no differentiation of the real part is needed. We are now in a position to consider higher-twist power corrections to various (BMP) CFFs in some detail.
C. Helicity conserved CFFs F++
The original BMP results [61] for the photon helicityconserved CFFs, exactly transformed to the basis (46) , are collected in Eq. (A23). They can be written in a compact form as follows,
where F ++ ∈ {H ++ , E ++ , H ++ , E ++ }, δ F ′ F is the Kronecker symbol (equal to one if the CFFs F ′ and F coincide and zero otherwise), σ ≡ σ(F ) is the signature factor (37), and the 'electric' GPD G = H + (t/4m
2 ) E is defined in analogy to the 'electric' CFFs (27) . The differential operator D ξ is defined in Eq. (50) . Note that D ξ = ∂ ξ for t = t min , and
e. in the both limiting cases t-dependence drops out. The extra term ∼ m 2 /Q 2 in the second line in Eq. (58) has the same combination of coefficient functions as shown in the first line for σ = −1 and it contributes only to E ++ , however, is determined by the 'electric' GPD G. It arises from the rewriting of BMP bilinear spinors in the BMJ basis, clearly visible in Eq. (A20) of App. A 1 c. Note that this rewriting is also associated with an additional t/Q 2 correction, which is hidden
Strictly speaking the twist-six terms ∼ m 2 t/Q 4 and ∼ t 2 /Q 4 are beyond our accuracy, however, keeping them ensures that we discuss the original BMP result in another representation.
As can be expected on general grounds, signature-even (i.e. parity-even) and signature-odd (i.e. parity-odd) CFFs, H ++ , E ++ and H ++ , E ++ , arise only from the GPDs with the same signature (parity), H, E and H, E, respectively. The 4m 2 /Q 2 terms are absent in the target helicity conserved CFFs H ++ and H ++ so that their twist-four corrections are entirely proportional to −t/Q 2 (apart from the term in t min in D ξ which is numerically insignificant), whereas they do contribute to the target helicity flip CFFs E ++ and E ++ . Although there is no kinematical necessity, we observe that the terms in the third and forth line of Eq. (58) drop out in the 'electric' CFFs
that are expressed in terms of the 'electric' GPDs of the same signature (or parity)
so that for these combinations the whole twist-four contributions are proportional to −t/Q 2 as well. In order to quantify these corrections, we define the (relative) coefficients k
where the value k F ++ = 1 corresponds to a (enhanced) highertwist multiplicative correction factor (1 − t/Q 2 ) to the imaginary part of a given CFF F ++ with respect to the LO leadingtwist expression. As reference we take the original BMP result to leading twist accuracy, which is obtained from Eq. (58) by dropping the last two lines and all explicit t/Q 2 corrections in the first two lines,
The twist-four term ∼ m 2 /Q 2 in the CFF E ++ arises again from the transformation of bilinear spinors and is discussed in more detail in Sec. IV A, see Eq. (69a). A very important point here is also that the LO expression T 0 ⊛ F is calculated using BMP convention (45) for the skewedness parameter ξ = ξ BMP . The expansion of ξ BMP (x B , t/Q 2 ) in powers of t/Q 2 yields additional corrections that will be discussed separately. We choose to begin with the 'electric' combinations of the CFFs where the corrections have simpler structure. From Eqs. (58) and (59) one easily obtains
and
These two factors are displayed in Fig. 2 as functions of BMP skewedness parameter for the GPD model specified in Eq. (52) and two choices of the momentum transfer: −t ≫ −t min (solid curves) and t = t min (dashed curves). The difference between solid and dashed curves is marginal, which signals that the (t − t min )/t terms are numerically less important. We observe also that for ξ 0.1 the k ++ factors in the signature-even (thick curves) and -odd (thin curves) sector are rather similar and that all curves are rather flat and k
The limiting values at ξ → 0, which are not displayed, remain finite. They depend on model details and can be calculated analytically, see Sec. IV E.
Next, we consider the signature-even 'magnetic' combination, H + E. In this case an additional contribution proportional to 2ξ 2 (4m 2 − t)/Q 2 appears that involves a convolution with 'magnetic' GPD H + E. In a typical DVCS kinematics (Q 2 2m
2 ) this factor is roughly 2m (59) for the 'electric' signature-even F = G++ (thick) and signature-odd F = G++ (thin) CFFs evaluated for the GPD (52) . The solid and dashed curves are calculated for −t ≫ −tmin and t = tmin, respectively.
very important (at least in the valence region) and therefore k
It follows that the twist-four corrections to the CFFs H and E themselves are of the same order as for the 'magnetic' combination, k
Finally, we consider the signature-odd CFFs. The coefficient k H ++ of the −t/Q 2 proportional correction to H has the same structure as the corresponding coefficient for the signature-odd 'electric' CFF G (61), with an extra term
The ratio of imaginary parts in this expression is rather small because of the differential operator ∂ ξ ξ in the numerator, cf. analogous convolutions shown by short (for ∂ ξ ξT 1 ) and long dashes (for T 0 ) in Fig. 1 . Thus this extra contribution is not very significant. It follows that the −t/Q 2 corrections to H are positive and roughly of the same magnitude as for G shown in Fig. 2 . The −t/Q 2 corrections to ℑm E ++ are entirely determined by k G ++ ∼ 0.5, however, for this CFF the extra term
appears. For vanishing GPD E this term simplifies to −ℑm ∂ ξ ξ T 2 ⊛ H/ℑm T 0 ⊛ H, which as we have discussed is a smaller (positive) modification, which will decrease further for a positive ℑmT 0 ⊛ E. Note also that the corresponding spinor bilinearẽ contains also a small prefactor ∆·q/P ·q = −ξ/(1+t/Q 2 ), see Eq. (23), so that the full E ++ contribution is suppressed in the experimental observables by an additional factor ξ, which makes the effect of the 4m 2 /Q
D. Longitudinal-to-transverse helicity flip CFFs F0+
The longitudinal-to-transverse helicity flip CFFs F 0+ are twist-three, i.e. suppressed by 1/Q compared to the helicityconserving contributions, and the power corrections to them are twist-five, of order 1/Q 3 which is beyond our accuracy. The leading, twist-three, expressions are known since a decade, and have been confirmed once more in Ref. [61] . The BMP results for F 0+ in the representation (46) are collected in Eq. (A24) and can be cast in the following form
where the notation is similar to Eq. (58) and we neglected twist-five terms proportional to 
which vanishes at the phase space boundaries. Note that it can be expressed in terms of the kinematical factor K which is used in Ref. [64] . The contributions in the second and third lines in Eq. (62) are shown exactly as they arise from the BMP calculation (no approximation are done here). These terms have a kinematical 1/|ξP ⊥ | singularity which drops out in 'electric' combinations
as well as in H 0+ + ξ H 0+ and E 0+ + ξ E 0+ . These cancelations ensure that all angular harmonics in the cross section have the correct behavior at t → t min as discussed in Sec. II, cf. Eqs. (28) and (29) .
The size of these kinematical singularity free combinations of the twist-three CFFs is governed by the convolution of the corresponding combinations of GPDs with the kernel T 1 (51c), and applying a homogeneous differential operator ξ∂ ξ (signature-even) or ∂ ξ ξ (signature-odd). As we have seen already, such convolution integrals are rather mild. The corresponding imaginary parts normalized to the leading-twist helicity conserving contributions, are shown by the thick and thin short-dash-dotted curves in Fig. 3 , respectively. We see that these ratios are at most ∼ 1/2. Thus the magnitude of the singularity free combinations of the twist-three CFFs can be estimated as (t min − t)(1 − ξ 2 )/2Q 2 ℑmT 0 ⊛F , which for DVCS kinematics, say −4t/Q 2 1, is a reasonably small number. The numerical size of the addenda in the two last lines in Eq. (62) is determined by the convolution integral
where the H + E combination enters with an additional factor ξ. To exemplify the numerical size of the addenda we show in Fig. 3 the quantities
as thick and thin long dash-dotted curves, respectively. Note that for the signature-even combination H 0+ + E 0+ there is one more factor ξ in front. These terms will either disappear in physical observables or their kinematical singularities will be softened and they will be dressed with additional suppression factors, e.g. ξt/Q 2 .
E. Transverse helicity flip CFFs F−+
The CFFs F −+ , involving photon helicity flip by two units, are suppressed by two powers of the large momentum, i.e. they are twist-four (and include twist-six etc. corrections). They are interesting in their own right as a background to possible leading-twist gluon transversity GPD contributions to the same amplitudes and can be of phenomenological importance in this context [79] . The leading twist-four quark contribution to F −+ was calculated in Ref. [61] . The result is given in Eq. (A25) and can be cast in the following form
where we now neglected additional twist-six contributions to
1 ⊛ H, respectively, see Eqs. (A25a) and (A25d).
The general structure of the expression (65) resembles what we observed already for the longitudinal-to-transverse CFFs. The contributions in the first line vanish at the kinematic boundaries thanks to the prefactor
whereas the addenda in the second and the third lines drops out in 'electric' CFFs
as well in the H −+ + ξ H −+ and E −+ + ξ E −+ combinations. Hence these combinations vanish linearly as t → t min , in agreement with Eqs. (28) and (29) . The magnitude of these, kinematical singularity free, combinations of CFFs, in units of (t min − t)/Q 2 , is governed by the convolution of the corresponding GPDs with the kernels T (+) 1
(51b) and
(51c) decorated by the second order differential operators
ξ ξ 2 (signature-odd). According to our discussion in Sec. III B one should expect that the net results for the imaginary parts behave in the ξ → 0 and ξ → 1 limits similarly to the LO convolution integrals. In Fig. 4 we plot the corresponding ratios
by the thick and thin dashed curves, respectively. One sees that k
−+ changes sign at ξ ∼ 0.5 but becomes positive again at ξ → 0.
The addenda in the second and the third line in Eq. (65) has the same structure as for the longitudinal-to-transverse helicity flip CFFs F 0+ considered in the previous section, cf. Eq. (62) . Hence, it will disappear in physical observables or will be dressed with additional suppression factors like (t − t min )/Q 2 . The size of these contributions is governed by the convolution integral
The contribution of the 'magnetic' GPD combination H + E involves an extra factor ξ as compared to the second term so that its contribution is suppressed and less important for smaller ξ values, whereas the contribution of H possesses a node because of the differential operator ∂ ξ ξ. For illustration we show in Fig. 4 the ratios
ℑm ξ∂ ξ ξT
as thick and thin short-dashed curves, respectively.
IV. POWER CORRECTIONS TO DVCS OBSERVABLES
A. Mapping the BMP and BMJ Compton form factors
To evaluate observables, we need to express the electroproduction cross section (4) in terms of the BMP helicity dependent CFFs F ab . Instead of a new calculation one can overtake the results from Ref. [64] making use of the transformation (47) of the BMP CFFs to the BMJ basis, F ab → F ab . As we have already mentioned, these relations are purely kinematic and can be thought of as, loosely speaking, a Lorentz transformation to a different reference frame. The relations in Eq. (47) are exact (no approximation has been made) and contain terms proportional to 1/Q 3 and 1/Q 4 that are beyond the twist-four accuracy of the BMP amplitudes [61] . The corresponding ambiguity -use the exact relations or truncate them to 1/Q 2 accuracy -is part of the remaining uncertainty 1/Q 3 of our calculation. We have chosen to use exact transformations because in this way the results for physical observables expressed in terms of the BMJ CFFs coincide identically with the corresponding results which one would obtain by a direct calculation by means of the original BMP parametrization.
Since the BMJ CFF basis is designed to make absence of kinematic singularities explicit, using it at the intermediate step offers a useful insight in the threshold behavior of the results near kinematic boundaries, e.g. t → t min . It is easy to check that the coefficients κ 0 , κ, appearing in the relations between BMP and BMJ CFFs (47) and defined in Eq. (48), have the following behavior in this limit:
Thus, the admixture of the longitudinal-to-transverse helicityflip BMP CFFs F 0+ to the helicity-conserved F ++ or transverse helicity flip F −+ BMJ CFFs in the first line in Eq. (47) is proportional to (t min − t) 1/2 and in this way the kinematical singularities of F 0+ , see Eq. (62), (or the original BMP result in Eq. (A24)) are removed. The F ++ + F −+ admixture is multiplied with κ ∼ (t min − t)
1 and vanishes at the threshold. For the case of F −+ the contributions of the addenda in the last two lines in Eqs. (62) and (65) do not vanish at threshold, however, in physically observables they will be dressed with extra kinematical factors ∼ (t min − t). The expression for F 0+ in the second line of Eq. (47) is consistent with the threshold behavior as well.
An important issue that we want to discuss in detail is the ambiguity of the leading-twist (LT) calculations. Starting from the BMJ conventions, the LT approximation to LO accuracy can be summarized as follows:
i.e. the BMJ helicity-conserving CFF is calculated in the LO approximation using ξ KM = x B /(2 − x B ) for the skewedness parameter and the other CFFs are put to zero. This ansatz is used by Kumerički and Müller [39] [40] [41] [42] in global DVCS fits, and in practical terms it is not very different from the VGG convention, used by Guidal, (see a discussion in [63] ) and also the convention used by Kroll, Moutarde, and Sabatie in [74] . We will, therefore, refer to Eq. (68) as the 'standard' LO approximation in what follows. Starting instead from the BMP framework, the analogous LT LO approximation, derived from (A12), reads
for F ∈ {H, E, H}
As already said above, the more complicated expression for E ++ as compared to H ++ , E ++ , H ++ is due to the rewriting of the original BMP amplitudes in terms of the BMJ spinor 
. Including this correction in the LT approximation or adding it to the addenda of higher-twist contributions is mostly a matter of taste as only the sum is defined to the O(1/Q 2 ) accuracy, and is just another facet of the ambiguity of the twist separation. We include this correction in (69a) so that this ansatz corresponds literally to the leading-twist BMP amplitudes. Numerically, the difference is rather large for the CFF E ++ but appears to be very small for all observables that we consider below for unpolarized and longitudinally polarized targets. We stress that the full result including power suppressed contributions to the BMP amplitudes is well defined to this accuracy, only the separation of the LT part involves some freedom and is prescription dependent.
Finally, using the transformation rules (47), the approximation in Eq. (69a) is equivalent to LT BMP :
where the LT CFFs F ++ are specified in (69a) and ξ BMP = ξ BPM (x B , t, Q 2 ) is defined in Eq. (45). It is important to realize that the two LT ansätze in Eq. (68) and Eq. (69a) are perfectly legitimate. Their difference reveals that both the distinction between helicity-conserving and helicity-flip CFFs, and the expression for skewedness parameter in terms of kinematic invariants, depend to power 1/Q accuracy on the reference frame.
The resulting ambiguity is quite large because, first, the kinematic factors κ 0 and κ are sizable despite of being powersuppressed. For example, for −t/Q 2 ≃ 1/4 one obtains κ/2 ∼ 1/3. Second, ξ BMP < ξ KM , for practical purposes one can approximate 2 ) (left panel) and Ga+(xB, t, Q 2 ) (right panel), multiplied by (xB/π), in the photon helicity dependent CFF basis (25) with a = + (solid, dashed), a = 0 (dashed-dotted), and a = − (short dashed) versus xB at t = −0.375 GeV 2 and Q 2 = 1.5 GeV 2 . They are evaluated from the GPD model GK12 with kinematical corrections and compared to the leading twist-two BMP result (69) [dashed for a = + and otherwise thin curves] where ξBMP = xB(1 + t/Q 2 )/(2 − xB + xBt/Q 2 ) and to the leading twist-two KM result (68) [dotted curves] where ξKM = xB/(2 − xB).
larger t by the slope of the Regge-trajectory. The qualitative picture is illustrated for our toy GPD model (56) in Fig. 5 where we show the LT BMP predictions for the imaginary parts of the BMJ CFFs F ++ (dashed), F 0+ (dash-dotted) and F −+ (short-dashes) vs. x B for t = −0.375 GeV 2 and Q 2 = 1.5 GeV 2 . The LT KM result for F ++ is shown by dots for comparison. Note that the upper value of x B is bounded by t min (x B , Q 2 ) = −0.375 GeV 2 . One sees that the LT BMP prediction for ℑm F ++ is much larger than LT KM , and the induced longitudinal-to-transverse helicity flip CFF ℑm F 0+ for x B 0.25 is as large as the LT KM helicity-conserving CFF, whereas the transverse helicity flip CFF ℑm F −+ can be considered as small.
The ambiguity of the LT approximation is cured (to the 1/Q 2 accuracy) by adding the higher-twist addenda to the BMP CFFs that was studied in Sec. III. To illustrate the effect, we employ a realistic GPD model that is compatible with experimental data within the conventional LT setting. We have chosen the Goloskokov and Kroll model which we refer to as GK12 , as used in [74] . It is based on the popular RDDA [65] and also involves a certain model for the Q 2 dependence which we overtake in the numerical calculations presented below. Note, however, that the Q 2 evolution embedded in the GK12 model is not exactly the one predicted by the LO GPD evolution equations, especially in the small-x B region. Technically, this model is rather convenient since it uses mostly integer values for the profile parameters b i and PDF parameters β i so that all needed convolution integrals can be evaluated analytically. To be precise, we will be using the negative sea quark GPD E sea scenario. Unfortunately, we were unable to find out how the CFFs in Ref. [74] , evaluated at LO with the convention (68) , are connected to observables.
As an example, we consider kinematical singularity-free 'electric' CFF combinations G = H + (t/4m
2 )E, cf. Eq. (27) , which are the dominant contributions for the harmonics of the interference term (31) A qualitatively different x B -dependence of the signatureeven and -odd combinations is due to the built-in 'pomeronlike' growth of H and E at small x B whereas the increase in H and E is milder. Hence x B G a+ increases at x B → 0, whereas x B G a+ , on the contrary, vanishes in the same limit. Note that relevant GPD combinations are positive.
For the dominant CFF G ++ we see that inclusion of the 1/Q 2 addenda (solid curve) increases the LT BMP result (dashed) somewhat, which is in turn much larger than the commonly accepted LT≈LT KM approximation. Hence the two effects add up. The difference between the LT BMP expression and the full BMP result to the twist-four accuracy dies out in the small-x B region. This is due to a partial cancelation of the admixture of G 0+ and G −+ , as can be seen from Eq. (47) . The large positive LT BMP expression for G 0+ (thin dash-dotted curves), is significantly reduced so that the full result (thick dash-dotted curves) is much smaller. Finally the transverse helicity-flip BMJ CFF G −+ (short dashed curves), suppressed by −t/Q 2 , turns out to be rather stable with respect to the twist-four addenda (and remains small) which, again, can be traced to a cancelation of the corresponding contributions in Eq. (47) .
For the signature-odd CFF G ++ the difference between the LT BMP (thick dashed curve) and LT KM (dotted curve) approximations turns out to be smaller as compared to the signature-even CFF G ++ . This is mainly caused by a partial cancelation of 1/Q 2 corrections that arise from the transformation of bilinear spinors, cf. Eq. (69a), and photon helicity amplitudes, cf. Eq. (69a). Compared to CFF G ++ , we find again that the induced longitudinal helicity flip CFF G 0+ (dash-dotted curves) is rather sizeable while transverse helicity flip CFF G −+ is less important. The differences of the full BMP result and the LT BMP approximation are mild. In contrast to G a+ , the full BMP result for G ++ is smaller than the LT KM (for x B 0.3 also smaller than LT BMP ) and the kinematical corrections to the CFF G 0+ are tiny. The reason is twofold: the partial cancelation of 1/Q 2 corrections in this specific choice of CFF and the corresponding convolution integrals are in general smaller than in the signature-even sector.
To summarize, we want to stress that the distinction of 1/Q 2 corrections that are 'implicitly' taken into account by the BMP choice of the skewedness parameter ξ BMP = ξ BMP (x B , t, Q 2 ), and, thus, included in the LT BMP approximation (69), and 'explicit' higher-twist corrections ∼ t/Q 2 , m 2 /Q 2 to the BMP CFFs has no physical meaning. Only the sum of such corrections is well-defined and unambiguous to the claimed 1/Q 2 accuracy, although it can happen that one of them is numerically dominant in certain observables, see examples below.
B. From CFFs to DVCS observables
The power corrections to helicity-dependent CFFs that we have studied in the preceding sections do not necessarily propagate in a one-to-one correspondence to the observables. E.g. in the (unpolarized) DVCS cross section the corrections to various CFFs F a+ add incoherently, see Eqs. (33) and (34), and for the harmonics of the interference term the corrections might partially cancel or be amplified, so that there seems to be no simple general pattern.
For definiteness let us consider the n = 1 odd harmonic s I 1,unp which governs the size of the electron beam spin asymmetry (18) , for which we already quoted the approximate expressions in Eq. (30) . This example is sufficiently simple so that it can be discussed in analytic manner. Including all corrections that have been omitted in Eq. (30), we can write the exact BMJ result as
where the function C I unp (F ) is defined in Eq. (31) and the expression for ∆C I unp (F ) is given below. Using the transformation rules in Eq. (47) we can rewrite this result, equivalently, in terms of the BMP CFFs:
As already stated in Sec. II, the expression (31) for C I unp does not include the kinematical addenda that appear in the second and third lines of Eqs. (62) and (65) . These terms are absorbed in ∆C I unp so that the resulting expression
is free from kinematical singularities. Together with the accompanying kinematical prefactor −t(Q 2 + t)/Q 4 1 + γ 2 this twist-four term can be considered as a small correction.
The difference of the LT KM and LT BMP approximations can now be illuminated very clearly. We find for the imaginary parts of the relevant CFF combinations
respectively. As we have discussed already, practically we have F (ξ KM , ξ KM ) < F (ξ BMP , ξ BMP ), and the LT KM prediction is further reduced by the kinematical factor
whereas the LT BMP one is enhanced by the factor 1 + κ rather than 1 + κ/2 that is present in Eq. (69) . Thus the dominant n = 1 odd harmonic is larger with the LT BMP than the LT KM convention.
Furthermore, if we include higher twist corrections, a partial cancelation of these 1/Q 2 corrections in the argument of C I unp might take place, e.g., the transverse CFFs F −+ and longitudinal CFF κ 0 F 0+ contributions to the dominant 'electric' CFF G enter in Eq. (71) The expression for the n = 1 even harmonic is analogous to (70) , however, in this case additional power suppressed contributions appear that depend on the photon polarization parameter ε(y), defined in Eq. (35) . Moreover, the n = 0 harmonic may play a certain role, too, and the behavior of the real part of CFFs can be rather model dependent. For instance at larger values of x B it is determined by both valence and sea quarks as well as the D-term or pion-pole contributions, while at smallx B the real part is 'pomeron'-induced and is small compared to the imaginary part. Somewhere in the transition region of intermediate x B the negative real part of the 'pomeron' and the positive real part due to 'reggeon' exchanges in H cancel each other.
C. Fixed target kinematics (unpolarized proton)
The HALL A collaboration provided high statistic cross section measurements in dependence of the electron beam helicity [24] . These data, in particular for the unpolarized cross section, suggest that the DVCS cross section is larger than expected from popular GPD models and their description is widely regarded as challenging, see comments in [80] . The unpolarized cross section HALL A data can be described, nevertheless, in a global twist-two fit, if one assumes a large effective H and E scenario [41] .
The unpolarized cross section (16) data [24] , corrected for QED radiative effects, are shown in the two upper panels in Fig. 7 for the smallest −t = 0.17 GeV 2 [left panel] and the largest available −t = 0.33 GeV 2 [right panel], respectively. These data correspond to Q 2 = 2.3 GeV 2 and a rather large x B = 0.36 value. The data are compared with the QCD calculation using the GK12 GPD model in three different approximations: LT KM (dotted curves), LT BMP (dashed curves), and with the full account of kinematic twist-four effects (solid curves). The BH squared term is calculated using the formulae set from [62] with Kelly's electromagnetic form factor parametrization [81] . Because of this contribution, the differences of the predictions of the unpolarized cross section in different models or approximations are washed out.
In the conventional LT KM framework, the GK12 GPD model underestimates the data slightly for the smallest −t value and strongly for the large −t. Note that −t = 0.17 GeV 2 is very close to the kinematic boundary t min = −0.158 GeV 2 , so that the both relevant expansion parameters are small, (t min − t)/Q 2 ≪ −t/Q 2 ∼ 0.1. As the result, the difference in LT predictions using KM (dotted) and BMP (dashed) conventions is small as well and the effect of including extra 1/Q 2 corrections (solid) appears to be tiny. The power corrections for the large −t = 0.33 GeV 2 are much larger. In particular changing LT KM → LT BMP produces relative large enhancement of both the DVCS cross section and the interference term and the prediction becomes closer to the data, whereas kinematical twist corrections proportional to −t/Q 2 ≈ 0.14 remain to be hardly visible. Thus, for this observable, the LT BMP approximation alone captures the main part of the total kinematic power correction.
The electron helicity dependent cross section difference (17) is shown in Fig. 7 in the two lower panels. We take for this plot the data measured for the same values of the momentum transfer −t = 0. . This helicity dependent cross section difference is well described with standard GPD models, see also [80] , and it mainly arises from the n = 1 odd harmonic of the interference term (the deviation from a pure sin φ shape is induced by the additional φ-dependence of the electron propagators in the BH subprocess). For t = −0.17 GeV 2 with −t/Q 2 ∼ (t min − t)/Q 2 ∼ 0.1, both the LT KM vs. LT BMP difference and the additional twistfour corrections are of the same order of magnitude and rather small. For t = −0.33 GeV 2 with −t/Q 2 ≈ 0.22 and (t min − t)/Q 2 ≈ 0.35, the differences in the three predictions are clearly visible and affect significantly the shape of the φ-distribution. Having in mind the experimental errors, all of the predictions are, nevertheless, compatible with the data.
The CLAS collaboration measured the electron beam spin asymmetry (18) over a rather large −t interval [22] . In the conservative KM analysis only data were included which satisfy the criteria |t|/Q 2 0.25 with Q 2
GeV
2 and the CLAS data were well described in a global fit. The GK12 model predictions for this observable are compared to the data in Fig. 8 for the relatively low Q 2 = 1.37 GeV 2 and two values of the momentum transfer, −t = 0.13 GeV 2 and −t = 0.28 GeV 2 . Typical model GPD predictions have the tendency to overshoot the data in the framework of the standard LT analysis, as exemplified by the LT KM (dotted) curves in Fig. 8 (and, e.g., Fig. 5 in [74] ). Changing to LT BMP (dashed curves) the discrepancy becomes larger whereas adding the remaining 1/Q 2 power corrections (solid curves) has marginal effect. According to the left panel in Fig. 6 the dominant CFF G ++ which governs the size of the n = 1 odd harmonic in the interference term, is very weakly affected by these corrections. However, the DVCS cross section in the denominator of the asymmetry increases and also the interference terms can change so that the asymmetry may get slightly smaller.
The fixed target HERMES experiment had both e + and e (bottom panel) [22] . Curves are described in Fig. 7 .
with an unpolarized target of both beam spin asymmetry (20) , including the charge-odd ones, and beam charge asymmetry (15) . The main data set [12, 13, 15, 18] was extracted by using the missing mass technique, however, also fully exclusive measurements of the beam spin asymmetry were performed with a recoil detector [19] .
In Fig. 9 we display the data [18] for the n = 1 harmonics of the charge-odd electron beam spin asymmetry A increases with growing |t|, and thus the −t/Q 2 -ratio is for the highest available −t value −t/Q 2 ≃ 0.12. Furthermore, both asymmetries vanish at t = t min which is also the case for the predictions, however, it is not visible in the plots since our lowest value −t is still larger than −t min .
Typically for standard GPD model predictions, the beam spin asymmetry comes out to be too large (in absolute value) and the prediction increases further for larger −t values going over from LT KM (dotted curve) to LT BMP (dashed curve). As observed for CLAS kinematics, shown in Fig. 8 , adding the remaining corrections (solid curve) implies only a very slight change of the predictions for the beam spin asymmetry. Apart from the small changes of the dominant CFF G ++ , see solid and dashed curves in the left panel of Fig. 6 , the net result is also influenced, presumably, by the excitation of higher odd and even harmonics in the interference and DVCS square term, respectively. We remind that the denominator in the definition of asymmetries has a φ-dependence, and thus the n = 1 harmonics of the asymmetries are polluted by higher harmonics, see e.g. Eqs. (16)- (20) .
The beam charge asymmetry is shown in Fig. 9 , bottom panel. As explained above, the real part of the dominant CFF G ++ can be small in the valence-to-sea quark transition region, which is consistent with the measurements. Nevertheless, it is not automatically guaranteed that standard GPD models describe the HERMES data, as the GK12 model does, since the prediction depends very much on model details. The GK12 model prediction proves to be very stable against power corrections (compare dotted, dashed and solid curves), but this stability seems to be accidental rather than generic. We were not able to trace its precise origin.
D. Fixed target kinematics (polarized proton)
DVCS measurements on a polarized proton allow for a disentanglement of the various CFF species. The HERMES collaboration provided the most complete set of DVCS measure- 
The longitudinal proton spin asymmetry from CLAS (upper panel) [21] , measured with an electron beam at xB = 0.276 and Q 2 = 1.82 GeV 2 and HERMES (lower panel) [16] , measured with a positron beam at xB ∼ 0.1 and Q 2 ∼ 2.5 GeV 2 , versus −t. Curves are described in Fig. 7 . ments up to date in terms of asymmetry harmonics. Apart from the measurements on an unpolarized target, a transversely polarized target for both e + and e − beams was available [14, 17] and measurements on a longitudinally polarized target were performed with a positron beam [16] . The HER-MES data allow at least in principle to access the imaginary and real parts of all CFFs, where, however, suppressed contributions are very noisy, see the random variable map based on twist-two dominance hypothesis, described in Ref. [42] . Such an analysis shows that besides the CFF H ++ also the CFF H ++ is constrained by measurements on a longitudinal polarized target, see also local CFF fits [73] .
Proton spin dependent cross sections and single spin proton asymmetries are governed by the interference term and can be utilized to address the imaginary parts of further CFF combinations. In particular for a longitudinally polarized proton the interference term is governed by the n = 1 odd harmonic, which is very sensitive to G ++ (or H ++ ). single longitudinally polarized proton spin asymmetries A UL,··· (φ) and their Fourier coefficients are defined in full analogy to the single electron beam spin asymmetries in Eqs. (18)- (20), i.e., replace the beam spin by the target spin.
The single longitudinally polarized proton spin asymmetry A sin(φ) UL was measured by the CLAS collaboration [21] with an electron beam and by the HERMES collaboration [16] with a positron beam. These data are shown in the top and bottom panel in Fig. 10, respectively. (Again, this asymmetry vanishes at t = t min but this point is outside the plotted region.) For both the CLAS measurement at x B = 0.276 and Q 2 = 1.82 GeV 2 with −t/Q 2 ≤ 0.24 and HERMES measurements the difference between LT KM and LT BMP is rather large (compare dotted and dashed curve). Note that the robustness of G 0+ , demonstrated in the right panel of Fig. 6 , does not hold for the CFF H ++ , which increases if we change from LT KM to LT BMP . A closer look reveals also that the longitudinal helicity flip CFF H 0+ plays an important role in the dominant n = 1 odd harmonic s I 1,LP of the interference term. Adding the remaining kinematical higher-twist corrections (solid curve) reduces the difference between LT KM and LT BMP predictions for CLAS kinematics considerably, but has very little effect for HERMES kinematics, at least for the GK12 model that we employ here.
Let us add that the target helicity flip CFFs E ++ and E ++ are much less constrained. Because of the kinematical suppression factors that accompany these CFFs, mainly proportional to −t/m 2 , and the pollution by contributions of proton helicity conserving CFFs, we expect that kinematical twist corrections are rather important if one attempts to interpret transverse target observables in terms of GPDs E or E.
E. Collider kinematics
The dominant contribution in the small x B region arises from the 'pomeron' exchange, which is included in the small ξ behavior of sea-quark GPD H sea (and gluon GPD which enters explicitly at the NLO through the contribution of the box diagram). It remains an open problem, related to the nucleon spin puzzle, whether also the GPD E contains such a behavior. Not much is known phenomenologically about the small ξ behavior of GPD H. As a working hypothesis, we will assume that all of them and also the GPD ξ E are unimportant in the collider kinematics.
From Eqs. (58), (62), and (65) we find with t min ∝ x 2 B ≈ 0 for the CFFs is the BMP basis
and analogous relations for CFFs E a+ in terms of GPD E. Note that the 'pomeron' behavior of GPD H implies the similar behavior of both photon helicity-conserving and helicityflip amplitudes.
Going over to the BMJ CFF basis by means of the transformation rules in Eq. (47) , where the kinematical factors (48) can be safely approximated as
one obtains with Eq. (74) the following expressions
For this analysis we can assume that the GPD behaves (for α(t) > 0) as
where α ≡ α(t) is the effective leading Regge trajectory and r(x, t) is the residue function. It is model-dependent and can be calculated similarly to perturbative QCD corrections in, e.g., Sec. 5 of [75] . For a RDDA model such as the one used in GK12 , the x-dependence of the residue function is given by a hypergeometric function
where b is the so-called profile parameter and r(t) contains the residual t-dependence. Note that the small-ξ approximation (57) of our toy GPD model (52) follows by setting α = 1/2 and b = 1, where the hypergeometric function reduces to a combination of elementary functions. With this kind of models all kinematic twist corrections can be calculated analytically for general (positive) b and β values. To this end the convolution integrals in the imaginary parts (54) with the kernels (55) can be obtained from
where S k are the usual harmonic functions. The term proportional to 1/ξ in (79b) is annihilated by the application of the differential operator ∂ ξ ξ and does not contribute to the final answer.
The set of formulae (79) allows one to understand the behavior of twist corrections also for the special class of GPD models that were conjectured in Refs. [82] [83] [84] and the GPD models obtained from a t-decorated PDF by taking values b = α and b → ∞, respectively. The GK12 model corresponds to b = 2. It turns out that assuming the dominant effective 'pomeron' trajectory with 0.9 < α < 1.4 and b > 1, the corrections can be quoted, generically, as
Here the ellipses contain terms that are numerically less important, including those that are additionally suppressed in −t/(Q 2 + t) and are determined by the convolution with the T-kernel (75d). Such corrections are roughly two times larger for H 0+ compared to the other cases. Comparing these expressions with the LT BMP set in Eq. (69), we see that they essentially coincide for transverse CFFs H ++ and H −+ so that in these cases the remaining twist-four corrections (not included in LT BMP ) are small, however, they are significant and reduce the longitudinal CFF H 0+ . This generic behavior is illustrated for the GK12 model with −t/Q 2 = 1/4 in Fig. 6 [left panel] . In this case the term shown by the ellipses in (80b) is of order one, yielding H 0+ ≈ −2t
Hence, the full result to the twist-four accuracy is reduced w.r.t. LT BMP by the factor 1 + t/Q 2 = 3/4.
Since the intercept of the effective 'pomeron' exchange is larger than one, the DVCS cross section overwhelms at smallx B the BH cross section and the integration over φ suppresses the interference terms. Hence, in collider experiments one has access directly to the DVCS cross section. The unpolarized tdifferential DVCS cross section within the Hand convention −t GeV
The DVCS cross section versus −t for various Q 2 values from the H1 (squares, diamonds, triangles) [7, 9] and ZEUS (circles) [11] collaboration. Curves are described in Fig. 7. [85] is expressed by the n = 0 DVCS harmonic (33) ,
where the C-coefficient (34) can be approximated by
and the photon polarization parameter (35), i.e., the ratio of longitudinal to transverse photon flux, can be set to ε(y) = 2(1 − y)/(2 − 2y + y 2 ). The H1 [7, 9] and ZEUS [11] data are shown in Fig. 11 together with the GK12 model predictions versus −t ≤
In the LT KM approximation (68) [dotted curves] the GK12 model describes the data well (this RDDA model works at LO since GPD evolution is replaced by PDF evolution). Going over to LT BMP (69) (dashed curves) produces a huge correction for Q 2 = 3.2 GeV 2 and even at Q 2 = 8 GeV 2 the effect is large. This is mainly caused by the fact that BMP skewedness parameter is smaller than the KM one ξ BMP = (1 + t/Q 2 )ξ KM , which produces a significant enhancement of the helicity-conserving bilinear CFF combination
Numerically, e.g., for t = −0.8 GeV 2 and Q 2 = 3.2 GeV 2 this is an enhancement of roughly a factor three, whereas for Q 2 = 8 GeV 2 it is a factor ∼ 3/2. In addition, LT BMP approximation (69) includes helicity-flip contributions (if translated to the BMJ basis), which are commonly not considered in data analyzes. This induced longitudinal-to-transverse helicity-flip CFF can be estimated, according to the above discussion, as
and there is also a much smaller contribution bilinear in the transverse flip CFFs F −+ , proportional to t 2 /Q 4 . Taken together, these two effects produce at t = −0.8 GeV 2 the enhancement of the LT BMP predictions by roughly a factor of six (four) as compared to LT KM at Q 2 = 3.2 GeV 2 (Q 2 = 8 GeV 2 ), respectively, cf. dotted and dashed curves in Fig. 11 . The main effect of the remaining twistfour contributions is to reduce the longitudinal-to-transverse helicity-flip CFF, so that the full kinematic higher-twist correction to the cross section is somewhat reduced as well, compare the solid and dashed curves.
V. CONCLUSIONS
Our analysis has been based on the recent results in [57, 58, 60, 61] (BMP) where the DVCS tensor has been calculated in QCD to twist-four accuracy taking into account the descendants of the leading-twist operators. We refer to these corrections as kinematic as they are expressed in terms of the leading-twist GPDs. It has been checked that this addition restores gauge-and translation-invariance of the DVCS amplitudes at the considered order and their structure is consistent with QCD collinear factorization. The final result is presented in Ref. [61] as the expansion of the DVCS tensor in terms of scalar invariant functions that can be identified with photon helicity dependent Compton form factors (CFFs) in a certain reference frame. The twist expansion of the CFFs is organized in terms of two parameters
where the second one is related to the target transverse momentum in the BMP frame (44) . In the case of a scalar target all target mass corrections are absorbed in t min ∝ x 2 B m 2 whereas for the proton some additional terms in m 2 /Q 2 arise due to spinor algebra; their structure is strongly constrained by the requirement that certain harmonics in the cross section vanish for t → t min . In this work we present a detailed study of kinematic power corrections ∼ 1/Q, 1/Q 2 to several key DVCS observables that incorporates these developments.
Calculation of the observables starting from a given set of CFFs is by itself a nontrivial task. Instead of the direct calculation in terms of BMP CFFs we use another set of CFFs, suggested by Belitsky, Müller and Ji (BMJ) [55, 64] at the intermediate step. The transition between BMP and BMJ CFFs is a purely kinematic transformation that can be thought of as Lorentz transformation to a different reference frame. We do this transformation exactly, and also use exact expressions for the observables in terms of the BMJ CFFs available from Ref. [64] . In this way the results for physical observables are the same as the ones that one would obtain by a direct calculation employing the original BMP parametrization.
In order to discuss the impact of kinematic higher-twist corrections one has to formulate the leading-twist approximation that would serve as the reference. An important point that is often overlooked in phenomenological studies is that this choice is not unique as the leading-twist calculations are intrinsically ambiguous. The reason is that in the DVCS kinematics the four-momenta of the initial and final photons and protons do not lie in one plane. Hence the distinction of longitudinal and transverse directions is convention-dependent. In the Bjorken high-energy limit this is a 1/Q effect. The freedom to redefine large 'plus' parton momenta by adding smaller transverse components has two consequences. First, the relation of the skewedness parameter ξ appearing as an argument in GPDs to the Bjorken variable x B may involve power suppressed contributions. Second, such a redefinition generally leads to excitation of the subleading photon helicityflip amplitudes. Any attempt to compare the calculations with and without kinematic power corrections must start with specifying the precise conventions, i.e. the definition of what is meant by 'leading-twist' to the power accuracy. Viewed in this context, the kinematic power corrections calculated in [60, 61] are convention-dependent as well. This dependence exactly cancels the convention-dependence of the leading twist so that the full result is unambiguous (to the stated 1/Q 2 accuracy). The convention (68) used by Kumerički and Müller in global DVCS fits [39] [40] [41] [42] , adopting the BMJ cross section formula from Ref. [55, 64] , is in practical terms not very different from the VGG convention used by Guidal, and also the convention used by Kroll, Moutarde, and Sabatie in [74] . We have, therefore, overtaken Eq. (68) as the 'standard' leadingtwist LO approximation in our study. The conventions used by BMP in [60, 61] are quite different so that the corresponding leading-twist approximations that we refer to as LT BMP , defined in (69) vs. LT KM defined in (68) , are rather different as well. In particular the change in the definition of the skewedness parameter has a large effect. It turns out that at least for some observables this difference presents the main source (numerically) of kinematic corrections, whereas the remaining higher-twist contributions to the BMP CFFs are rather mild.
Let us conclude about what we have learned from our studies for the phenomenological description of DVCS measurements. Presently, the DVCS data are mainly discussed at LO and LT accuracy. Changing to the LT BMP convention (69) allows one to include the bulk of the calculated higher twist corrections and will increase the predicted value of (unpolarized) cross sections and longitudinal spin asymmetries with growing −t/Q 2 . For standard GPD model predications this is desired with respect to the unpolarized HALL A cross section measurements, shown in Fig. 7 , however, it will further increase the tension with respect to CLAS and HER-MES beam spin measurements, see Figs. 8 and 9. Implementing the BMP convention (69) in the global KM fitting framework [39] [40] [41] [42] , a hybrid of GPD model and dissipative approach, can be straightforwardly done at leading twist and should lead, effectively, to a reparametrization of the GPD extractions. In future phenomenological studies it is highly advisable to implement besides the kinematical corrections also perturbative next-to-leading order corrections and, certainly, GPD evolution must be taken properly into account. This requires a change to global fitting routines that are based on appropriate GPD model parametrizations. All this is partially done, and can be fully implemented in the KM routines that are based on Mellin-Barnes integral representation. Surely, one can work in any other representation, too, however, in this case the relevant technology, including a flexible GPD parametrization, has still to be developed. Let us also mention with respect to global GPD fitting, which includes nowadays also Deeply Virtual Meson Production in exclusive channels [86, 87] , that it remains a challenge to work out the kinematical corrections for Deeply Virtual Meson Production. Finally, we have learned that the corrections are generically of order O(−t/Q 2 ) (for some observables much smaller). Hence, keeping kinematical twist-four corrections under control requires an upper bound for the photon virtuality of the order of Q 2 −4t. This constrain provides an important requirement for addressing the three-dimensional picture of the proton in impact parameter space [50] , where one presumably needs to know the −t dependence of GPDs up to at least ∼ 1-2 GeV 2 . Thus, large Q 2 values are needed, which can be reached at proposed collider experiments such as eRHIC [26] , for a comprehensive model study see Ref. [88] .
To summarize our findings, the finite-t kinematic power corrections to DVCS observables are significant and must be taken into account in the data analysis aiming to extract GPDs at a quantitative level. This result removes an important source of uncertainties in the QCD predictions for intermediate photon virtuality square Q 2 ∼ 1-5 GeV 2 that are accessible in the existing and planned experiments.
BMP conventions and results
a. BMP conventions
The DVCS process (2) reads in BMP notation as [60, 61] 
The DVCS tensor A µν is defined by the following expression:
where j µ (z 1 x) and j ν (z 2 x) are the electromagnetic currents at the indicated space-time positions, z 1 , z 2 are real numbers and it is assumed that z 1 − z 2 = 1. Note that the tensor A µν should not depend on z 1 + z 2 . This property is referred to as translation invariance in Refs. [60, 61] and has been verified to the required (twist-four) accuracy by explicit calculation. BMP use the photon momenta, q and q ′ , to define a longitudinal plane spanned by the two light-like vectors
where τ = t/(Q 2 + t) with Q 2 = −q 2 . For this choice the momentum transfer to the target
is purely longitudinal and the both -initial and final stateproton momenta have a nonzero transverse component
Here, P is defined as average of nucleon momenta and the longitudinal momentum fraction in the t-channel is defined w.r.t. the light-like vector n = q ′ ,
|P ⊥ | 2 can equivalently be written in terms of kinematic invariants as
where the BMP skewedness parameter ξ can be expressed in terms of the Bjorken scaling variable as shown in Eq. (45) . BMP write the DVCS amplitude A µν as decomposition in scalar amplitudes in terms of the photon polarization vectors that are chosen as follows:
Normalization is such that ε
The pair ε ± µ form an orthonormal basis of two unit vectors in the transverse plane whereas ε 0 µ is a unit vector in longitudinal plane that is orthogonal to the real photon momentum q ′ . Explicit construction uses a two-component spinor formalism and is explained in Sec. IIb in [60] .
Using this basis, BMP write the DVCS amplitude A µν (A2) in terms of scalar (helicity) amplitudes defined as
Note that a term proportional to q ′ ν has been neglected since it does not contribute to any observable. Each helicity amplitude involves the sum over quark flavors, A = e 2 q A q , and is written in terms of the leading-twist GPDs H q , E q , H q , E q . For the GPD definitions BMP follow Ref. [4] . The results are written in terms of the vector and axial-vector bilinear spinors
using shorthand notations
BMP results for helicity amplitudes
At leading twist only the helicity-conserving amplitudes
contribute. To the LO accuracy they read
where the shorthand notation
for the 'magnetic' GPD combination is used. The notation F ⊗C stands for the convolution of a GPD F with a coefficient function C:
where the LO coefficient functions C ∓ 0 are given below in Eq. (A18). The LT result (A12) extends to the following general decomposition
where in DVCS kinematics the bilinear spinors behave as
The following expressions that include O(t/Q 2 ) and O(m 2 /Q 2 ) corrections present the main result of Ref. [61] :
The BMP results for longitudinal and transverse helicity-flip amplitudes read
respectively. The derivatives ∂ ξ = ∂/∂ξ and ∂
act onto the full expression to the right, i.e. on both GPDs and coefficient functions, which are given by the following expressions:
Note that C ± 0 have simple poles at x = ±ξ whereas C
have a milder (logarithmic) singularity at the same points. This ensures that the kinematic power corrections are factorizable, at least to the leading order in α s . The helicityconserving amplitudes (A15a) -(A15d) include leading contributions O(1/Q 0 ) and the corrections O(1/Q 2 ), whereas all terms in Eqs. (A16) and (A17) are of the order O(1/Q) and O(1/Q 2 ), respectively, as expected.
c. BMP amplitudes in terms of BMJ spinor bilinears
The BMP amplitudes (A13) -(A17) can be expressed in terms of the BMJ spinor bilinears (23) . We parameterize these amplitudes in analogy to the CFF decomposition in Eq. (22)
To find F ab ∈ {H ab , E ab , H ab , E ab } which, as we will explain below, differ from the CFFs in Eq. (25) , one has to express the BMP bilinear spinors, appearing in (A13) -(A17), in terms of the BMJ ones (23) . Note that the notation for particle momenta by BMJ and BMP is different as indicated in (2) and (A1), respectively, i.e., we have the correspondence
In addition some care is needed since
while ∆ BMJ = ∆ BMP and the same bilinear spinors are used. Making use of the free Dirac equation for the nucleon states, we find
Using these relations and the original BMP results in (A13) -(A17) we obtain the desired expressions for the BMP CFFs F ab that we rewrite here in a more compact form in terms of charge parity-even GPDs (38) replacing original BMP coefficients (A18) by those defined in (51) such that
where u = (ξ − iǫ + x)/2(ξ − iǫ). To shorten the notation we use the convolution symbol (39) where the summation over the quark flavors is included. One obtains
BMJ conventions
BMJ define the DVCS tensor in the notation of (2) as
Setting z 2 = −z 1 = 1/2 in the BMP definition (A2), one realizes that both tensors are consistent, except that µ refers to the outgoing photon rather to the incoming one, i.e.,
Note that to leading accuracy in 1/Q both tensors would look the same without additional interchange of Lorentz indices since BMJ, compared to BMP, use the opposite sign convention for the Levi-Civita tensor
In the BMJ reference frame the nucleon target is at rest, p µ 1 = (m, 0, 0, 0), and the incoming photon momentum is specified as
To avoid confusion with polarization vectors, we denote here the original variable ǫ ≡ ǫ BMJ as γ. The polarization vectors of the initial photon are defined as
where the phase is given by the azimuthal angle φ of the final state nucleon. The essential difference to BMP is that BMJ defines helicity amplitudes
where a ∈ {±1, 0}, in the specified target rest frame and, thus, the BMP and BMJ amplitudes differ from each other by 1/Q 2 suppressed terms. BMJ define the CFFs (25) using the parametrization of the helicity amplitudes of the form
in terms of the bilinear spinors (23) . Let us add that the corresponding sets of BMJ polarization vectors can be constructed from the four momenta
for the initial and
for the final state photons. Here, a kinematical variable K is employed that is related to |P ⊥ | in the BMP notation:
Another representation is [64] :
where t min and t max as function of x B and Q 2 are given in Eq. (32).
Mapping of BMJ and BMP helicity amplitudes
In order to use the BMP results from Sec. A 1 for the evaluation of the differential leptoproduction cross section [64] , one needs to express the helicity dependent BMJ CFFs F ab in terms of the BMP CFFs F ab in (A23) -(A25). The relation between the corresponding DVCS tensors (A27) implies that the BMP and BMJ helicity amplitudes (A30) are related as
The BMJ polarization vectors (A32), (A33) for the initial state photon ǫ 1,µ (a) can be written in terms of the BMP polarization vectors ε 0,± µ , cf. (A7), as follows:
where the kinematical factors
are of order κ 0 = O(1/Q) and κ = O(1/Q 2 ). In turn, the BMP (A34) and BMJ (A7) polarization vectors for the final state photon coincide up to terms proportional to q
which are irrelevant as they drop out because of current conservation. Using these expressions and the parametrization of the BMP tensor in (A9), we immediately read off Eq. (A37) the desired relations
and three more similar relations follow from the interchange of the final photon helicity + ↔ −.
Since we use the same expression for the parametrization of helicity amplitudes in terms of bilinear spinors, compare Eqs. (A19) and (A31), identical relations hold also between the BMJ and BMP CFFs. The result is quoted in (47) .
The DDs Φ, Φ can be represented in a somewhat more conventional form as
where f, g,f ,g are new functions which are also referred to as DDs, that are not defined uniquely. Using this representation one obtains
Time reversal invariance implies that all GPDs are even functions of ξ [4] . As a consequence the DDs h,h and Φ are even functions of z and Φ is odd:
Next, only charge conjugation even C = +1 combinations of the GPDs can contribute to DVCS. They are
and similar for E, E. In the forward limit these distributions are reduced to 'singlet' quark parton distributions H q (+) (x, ξ, t) = q(x) +q(x), as opposed to C = −1 combinations that are related to 'valence' quark densities H
Going over to the DD representation, this means that only the following C = +1 combinations can appear:
They correspond to matrix elements of the (anti)symmetrized over quark positions combinations of vector-and axialvector operators,
, that contribute, as well known, to the expansion of the product of electromagnetic currents. The subscript '±' indicates the symmetry behavior under the simultaneous sign change of the both arguments:
, etc. The calculation of finite-t and target mass corrections for DVCS for the nucleon follows closely the procedure explained in [60] for the scalar target, but becomes considerably more cumbersome. To this end it is convenient to define the following variable w = 1 2
We obtain for the helicity amplitudes (A15) -(A17) in the DD representation: 
Note that the leading-twist coefficient functions ∼ 1/(w − iǫ) and ∼ ln(w−iǫ) in the helicity-conserving amplitudes V k and A k have singularities at w = 0. The twist-four contributions ∼ S ± (w) have singularities at w = 0 as well and in addition the logarithmic branching point at w = 1 due to Li 2 (w + iǫ). Since w(−y, −z) = 1 − w(y, z) and thanks to symmetry properties of the DDs under the transformation (y, z) → (−y, −z), the two points w = 0 and w = 1 are, however, equivalent. It is possible to rewrite the results in Eq. (B9) in the form where all singularities are at the point w = 0 only.
It can be shown that the twist-four contributions (B9) -(B11) are well defined (finite), provided the integrals for the leading-twist contributions converge. The danger is that derivatives with respect to w might produce stronger singularities as compared to the leading terms. Notice that these derivatives are always accompanied by the prefactor y. Using Eq. (B8) one can rewrite y∂ w in terms of the derivative with respect to the asymmetry parameter ξ:
and move all ξ-derivatives out of the integral [93] . In this way one sees that the singularities of higher-twist coefficient functions are not enhanced as compared to the leading twist ones. The y, z-integrals converge and define smooth functions of ξ (away from ξ = 0). In order to recast the results in the DD representation, Eqs. (B9)-(B11), in terms of GPDs one can rewrite, e.g. under the y, z-integral and changing the order of integrations one arrives after some algebra to the expressions in Eqs. (A15)-(A17) of Ref. [61] . We add that in standard GPD models, used in phenomenology, the original DD distribution representation [1, 89] F (x, ξ, t) = dydz δ(x − y − ξz)f (y, z, t)
for F ∈ {H, E, H, E} is employed, where f ∈ {h, e, h, e} denote the corresponding DDs. Plugging this representation (B14) into convolution formulae as they appear in the kinematic twist corrections (A23) -(A25) (or in perturbative higher order corrections), they can be simply translated into the 'standard' DD representation by means of the equality 
where w(y, z) is defined in Eq. (B8) and f q (+) (y, z, t) are charge parity even DD functions with the symmetry properties spelled out above. Note that the homogeneous differential operator (ξ∂ ξ ) p acts in (A23) -(A25) also on the integral measure and that some care is needed with respect to the imaginary parts of the coefficient functions, which is inherited from the ξ − iǫ prescription, and translates in our notation (51) into T i (w + iǫ).
Finally, we add that the DD-representation (B14) is not complete for GPD H or E, however, it is complete for H + E. To fix this, a so-called D-term, which we write here as
is added or subtracted to the DD-representation (B14),
This term is antisymmetric in x, i.e., ϕ D (u, t) = −ϕ D (1 − u, t). In the similar manner the pion-pole contribution, appearing in GPD E, is modeled as [91, 92] E q π (x, ξ, t) = θ(|x| ≤ |ξ|)
which is symmetric in x, i.e., ϕ π (u, t) = ϕ π (1 − u, t). In our convolution formulae the integrals read 
Consequently, the D-term and pion-pole contribution are annihilated by the differential operators ∂ ξ and ∂ ξ ξ respectively.
Appendix C: Analyticity
In this appendix we show that the convolution formulae for BMP CFFs, given in Eqs. (A23) -(A25), can easily be converted into dispersion relation (DR) integrals. Such a dispersion representation is interesting in its own right and can be used in practice to evaluate CFFs numerically starting from a given GPD model. Without loss of generality, to simplify the derivation we employ here the DD-representation (B14) together with its D-term and pion-pole addenda.
First we demonstrate that the convolution integrals satisfy the DR 
This is evident for the imaginary part, where we can equate ℑm x + ξ + σ(x − ξ) ξ 2 − x 2 − iǫ = πδ(ξ − x) for x ≥ 0 , ξ ≥ 0, and the imaginary part on the l.h.s. is thus by definition equal to the r.h.s., see Eq. (57) . To show that (C1) holds true for the real part, we first exploit the symmetry, 
where the θ-function does not imply any further restrictions. Employing the definition t i (r) = ℑmT i ((1 + r)/2r)/(2πr), the r-integral can be written after the transformation of variables u = (1 + r)/2r in form of a DR integral 
where w(y/ξ, z) is specified in Eq. (B8) and we defined, without loss of generality, the coefficient functions in such a manner that they have only cuts on the real axis for u ≥ 1. Thus, this DR integral yields the functions T i (w + iǫ). Plugging Eq. (C3) into Eq. (C4) and using the DD convolution formula (B15) for p = 0 establishes Eqs. (C2) and (C1). We add that the kernel T
1 (u) needs a subtraction yielding an ambiguous term c/ξ that, as we have discussed in Sec. IV E, is at the end irrelevant.
Second, we explicitly show that the action of differential operators, appearing in the convolution formulae (A23) -(A25), acting on both the real and imaginary part is compatible with the DR-representation. The application of the homogeneous differential operator ξ 
where we assumed that the test function τ (x) vanishes at x = 1 and that x (1+σ)/2 xτ (x) vanishes at x = 0. With the same assumptions for the small-x behavior and supposing that ∂ x τ (x) vanishes at x = 1, we can reshuffle the relevant homogeneous differential operator of second order ξ 
and the terms proportional to ξ 2 can be treated algebraically,
This allows us to establish the equality 
where for even-signature an additional 'subtraction' term appears. In a similar manner, the last term in Eqs. (A23a) and (A23b) for H ++ and E ++ can be rewritten as, respectively,
Note that the additional constants in Eqs. (C8) and (C9) cancel each other in the 'magnetic' combination H ++ + E ++ .
Since convolution integrals can be converted into DRintegrals, and the application of differential operators can be reshuffled from the real to the imaginary parts up to a possible constant, we can rewrite the BMP convolution formulae (A23) -(A25) as DRs. Thereby, the existence of DR-integrals is ensured if we require that the GPDs for x = ξ vanish in the limit ξ → 1, i.e. convolution integrals for the imaginary parts are suppressed by one additional power (1 − ξ), and that GPDs possess the common 'Regge' behavior, see discussions in Secs. III B and IV E. The subtraction constants are calculated by means of Eq. (B18) and additional contributions, calculated from the imaginary parts, can only appear in H ++ and E ++ in form of a D-term addition. For the helicity conserving CFFs (A23) we find the DR-integral
where the imaginary part is calculated from (A23), e.g., by means of the convolution integral (54) , and the non-vanishing subtraction constants read (ξ/x, ξ, t) ,
where (n) a = n · · · (n+a−1) denotes the Pochhammer symbol. The transformationū → u in the coefficients corresponds to a multiplication with the factor (−1) n . For complex-valued conformal moments this sign alternating factor is replaced by −σ with the signature factor σ. The conformal moments of the coefficients (51) and the auxiliary ones are listed in Tab. I. This table allows one to translate easily the twist corrections (A23)-(A25) into the space of conformal moments. We add that the derivatives w.r.t. ξ in the expressions (A23)-(A25) act on the integrand in the Mellin-Barnes integrals, i.e., on ξ −j−1 f j (ξ, t, Q 2 0 ), where f j (ξ, t, Q 2 0 ) are conformal GPD moments. For integer j = n they are given by polynomials in ξ 2 of order (n ± 1)/2 [for signature-even n ∈ {1, 3, · · · }] or n/2 [for signature-odd n ∈ {0, 2, · · · }], respectively. Finally note that a transformation of BMP CFFs to the basis employed in the code used to calculate DVCS observables, e.g., to the BMJ basis given in (47) , is needed.
