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Resumen
En el presente trabajo se desarrolla un modelo de representacio´n de superfi-
cies parametrizadas en un dominio tetradimensional, basado en NURBS, al que
se ha denominado BSpline4D. Como el objetivo es la representacio´n y simulacio´n
dina´mica de superficies deformables basadas en el modelo propuesto, ha sido rea-
lizado un estudio previo de las ecuaciones del movimiento, asociando un funcional
de energ´ıa como potencial para medir la deformacio´n de los objetos, para deter-
minar la forma en que es posible adaptarlas al modelo, considerando los puntos de
control 4D como coordenadas generalizadas. Se ha realizado un estudio riguroso
sobre posibles me´todos de integracio´n, y de discretizacio´n tanto temporal como
espacial, para determinar su grado de adecuacio´n a la hora de resolver el sistema
de ecuaciones diferenciales que se genera. El movimiento y la simulacio´n dina´mica
de la deformacio´n de las superficies parametrizadas se realiza exclusivamente con
la determinacio´n de los puntos de control 4D en cada paso temporal. La estabi-
lidad nume´rica de la solucio´n propuesta ha resultado ser excelente y tambie´n la
eficiencia computacional en tiempo.
La determinacio´n del modelo BSpline4D, para representar los objetos defor-
mables, se ha realizado despue´s de un estudio de los diferentes modelos existentes
en la literatura para la representacio´n en el ordenador de objetos deformables,
sen˜alando las ventajas e inconvenientes de cada uno de ellos.
Finalmente, el modelo se ha utilizado para desarrollar un modelo de deforma-
ciones de formas libres (FFD), como una extensio´n del modelo Scodef de defor-
maciones geome´tricas basado en restricciones. Se han establecido las condiciones
para que puedan aplicarse restricciones que sigan trayectorias no rectil´ıneas, re-
presentadas por curvas B–Spline 4D. Con la solucio´n propuesta, la deformacio´n de
la superficie se adapta de forma precisa a la forma que describe la curva B–Spline.
Al modelo se le ha denominado N-Scodef.
Palabras clave
Simulacio´n, Dina´mica, Deformacio´n basada en f´ısica, NURBS, B-Splines, Sco-
def, Deformacio´n basada en restricciones, ecuaciones de movimiento de Lagrange,
Meca´nica, FFD, Free-Form Deformation
Resum
En el present treball es desenvolupa un model de representacio´ de superf´ıcies
parametritzades en un domini tetradimensional, basat en NURBS, al que s’ha no-
menat BSpline4D. Com que l’objectiu e´s la representacio´ i simulacio´ dina`mica de
superf´ıcies deformables basades en el model proposat, ha estat realitzat un estudi
previ de les equacions del moviment, associant un funcional d’energia com poten-
cial per mesurar la deformacio´ dels objectes, per a determinar la forma en que`
e´s possible adaptar-les al model, considerant els punts de control 4D com coor-
denades generalitzades. S’ha realitzat un estudi rigoro´s sobre possibles me`todes
d’integracio´, i de discretitzacio´ tant temporal com espacial, per a determinar el
seu grau d’adequacio´ a l’hora de resoldre el sistema d’equacions diferencials que
es genera. El moviment i la simulacio´ dina`mica de la deformacio´ de la superf´ıcie
parametritzada es realitza exclusivament amb la determinacio´ dels punts de con-
trol 4D en cada pas temporal. L’estabilitat nume`rica de la solucio´ proposada ha
resultat ser excel·lent i tambe´ l’eficie`ncia computacional en temps.
La determinacio´ del model BSpline4D, per a representar els objectes defor-
mables, s’ha realitzat despre´s d’un estudi de les diferents formes existents a la
literatura per a la representacio´ en l’ordinador d’objectes deformables, assenya-
lant els avantatges i inconvenients de cada una d’elles.
Finalment, el model s’ha utilitzat per a desenvolupar un model de deforma-
cions de formes lliures (FFD), com una extensio´ del model Scodef de deformacions
geome`triques basat en restriccions. S’han establert les condicions per que` puguin
aplicar-se restriccions que segueixin trajecto`ries no rectil´ınies, representades per
corbes B–Spline 4D. Amb la solucio´ proposada, la deformacio´ de la superf´ıcie
s’adapta de forma precisa a la forma que descriu la corba B–Spline. Al model se
l’ha nomenat N-Scodef.
Paraules clau
Simulacio´, Dina`mica, Deformacio´ basada en f´ısica, NURBS, B-Splines, Sco-
def, Deformacio´ basada en restriccions, equacions de moviment de Lagrange,
Meca`nica, FFD, Free-Form Deformation
Abstract
This document presents a model for the representation of surfaces parameteri-
zed in a four-dimensional domain. The model, based on NURBS, has been called
BSpline4D. The main goal is the representation and the dynamic simulation of
deformable surfaces based on the proposed model. To determine how the model
can be adapted, in order to achieve the main objective, it has been carried out
a preliminary study of the equations of motion. An associated energy functional
to express the potential to measure the deformation of the objects is attached to
the equations of motion; taking into account that the 4D control points of the
surfaces have to be considered as the generalized coordinates.
Also, there is a rigorous study of possible methods of integration and discre-
tization, both temporal and spatial, to determine their suitability to solve the
system of differential equations generated. The motion and dynamic deformation
simulation of the parameterized surfaces is performed only with the determination
of the 4D control points on each time step. The numerical stability of the propo-
sed solution has proved to be excellent, and also the computational efficiency in
time.
The model BSpline4D, to represent deformable objects, has been designed
after a study of the different existing solutions, in the current state of the art, for
a computer based representation of deformable objects, noting the advantages
and disadvantages of each one.
Finally, the model has been used to develop a free-form deformation model
(FFD) as an extension of the Scodef model of geometric constraint-based defor-
mations. There have been established the conditions to define restrictions with
non rectilinear trajectories, represented by 4D B-Spline curves. In the proposed
solution, the deformation of the surface adjusts precisely to the form described
by the B-Spline curve. The model has been called N-Scodef.
Keywords
Simulation, Dynamics, Physics based deformation, NURBS, B-Splines, Sco-
def, Constraints based deformations, Lagrange’s movement equations, Mechanics,
FFD, Free-Form Deformation
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Cap´ıtulo 1
Introduccio´n
La comunidad cient´ıfica ha encontrado en los ordenadores una herramienta
extremadamente versa´til. Gracias a su capacidad de proceso, acrecentada d´ıa
a d´ıa, es posible resolver problemas que de otra forma ser´ıan inabordables. De
entre todas las posibles aplicaciones, son de especial intere´s las que intentan
representar el comportamiento de la realidad. Los contextos en los que se hace
uso de estas aplicaciones pueden ser tan variados como la creacio´n de una pel´ıcula
de dibujos animados, el estudio de la estructura de un edificio o el ana´lisis de los
efectos de un terremoto. El objetivo buscado es representar con la mayor fidelidad
posible el mundo real sin tener que recurrir a modelos y maquetas muchas veces
dif´ıciles de elaborar y a menudo muy costosos. Por ello, la utilizacio´n de sistemas
informa´ticos para realizar simulaciones es un mecanismo muy pra´ctico, siempre
y cuando el comportamiento de la simulacio´n sea suficientemente semejante a la
realidad simulada.
Los objetos reales son siempre susceptibles de cambiar de forma en funcio´n
de algunas influencias externas. Si se desea representar la realidad sera´ preciso
disponer de medios para poder representar tal caracter´ıstica. Esto hace que la
complejidad a la hora de describir los objetos aumente, ya que adema´s de la
forma, posicio´n y dema´s caracter´ısticas que definen la apariencia del objeto es
necesario indicar tambie´n su rigidez. El comportamiento de un objeto flexible o
deformable sera´, pues, ma´s complejo que el de un objeto r´ıgido.
Hasta hace poco ma´s de una de´cada las limitaciones en la capacidad de pro-
ceso dificultaban en gran medida la posibilidad de crear, manipular y animar
objetos deformables de manera eficiente. En cambio, en la actualidad existen en-
tornos adecuados que permiten aplicar los modelos habituales para la generacio´n
de objetos deformables. Ello se debe en gran medida al aumento de la capaci-
dad de proceso de los ordenadores, pero tambie´n a los avances en el estudio del
comportamiento de los objetos deformables y a la mejora en las te´cnicas de re-
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presentacio´n de objetos. El objetivo del presente trabajo es estudiar una nueva
forma de simular mediante un sistema informa´tico la deformacio´n de objetos, o
ma´s concretamente, de superficies parametrizadas, de forma que el resultado sea
realista.
Partiendo de las siguientes definiciones obtenidas del Diccionario de la Real
Academia Espan˜ola de la Lengua:
Dina´mica Parte de la meca´nica que trata de las leyes del movimiento en relacio´n
con las fuerzas que lo producen.
Meca´nica Parte de la f´ısica que trata del equilibrio y del movimiento de los
cuerpos sometidos a cualquier fuerza.
Simulacio´n Accio´n de simular.
Simular Representar algo, fingiendo o imitando lo que no es.
A partir de estas definiciones se puede interpretar que la simulacio´n dina´mica
consiste en simular el movimiento, la deformacio´n y la interaccio´n entre objetos.
Los puntos principales a considerar son:
Representar el movimiento de un objeto en funcio´n de las fuerzas exter-
nas. Es posible plantear la solucio´n desde dos puntos de vista diferentes:
la Dina´mica directa, consistente en calcular el movimiento de un objeto a
partir de los momentos o de las fuerzas que inciden sobre e´l; y la Dina´mica
inversa que intenta determinar dichos momentos y fuerzas conociendo la
trayectoria y las deformaciones que sufre un objeto.
Representar el efecto de las fuerzas externas sobre la forma geome´trica de
un objeto.
Detectar las colisiones entre objetos.
Calcular las fuerzas que se derivan de dichas colisiones.
Calcular las fuerzas de friccio´n, esta´ticas y cine´ticas, entre dos objetos.
Para cada uno de estos aspectos existe una representacio´n que es la ma´s
conveniente para su resolucio´n. Es preciso encontrar una representacio´n que sea
apropiada para resolver todos estos apartados al mismo tiempo, o, alternativa-
mente, disen˜ar un sistema que realice la combinacio´n de todos estos aspectos de
una forma ra´pida.
Los simuladores dina´micos, en general son programas que realizan una gran
cantidad de operaciones. Para que un simulador dina´mico sea u´til en la pra´ctica
es preciso resolver los siguientes aspectos:
Optimizar la complejidad del sistema para reducir el tiempo de ejecucio´n.
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Minimizar el error cometido de forma que el resultado sea lo ma´s parecido
a la realidad que sea posible.
Encontrar un medio para poder describir el objeto real mediante una re-
presentacio´n utilizable por el simulador.
La clasificacio´n de los diferentes desarrollos se puede llevar a cabo segu´n cual
sea el problema a tratar (movimiento, deformacio´n, interaccio´n, . . . ) o segu´n el
dominio de la aplicacio´n. Las te´cnicas de base que permiten construir un simula-
dor dina´mico pueden ser divididas en tres grupos:
Te´cnicas que permiten calcular tanto el movimiento como las deformaciones
de un objeto. Tanto si dichos ca´lculos se realizan conjuntamente como si lo
hacen de forma separada.
Te´cnicas que permiten detectar la colisio´n entre dos o ma´s objetos.
Te´cnicas que permiten calcular la fuerza de una colisio´n.
Estos tres grupos describen aspectos diferentes de una misma realidad.
Como ya se ha comentado, en el presente trabajo se abordara´n aspectos rela-
cionados con la deformacio´n de objetos, dejando de lado aspectos tales como las
colisiones que se puedan producir como consecuencia de las deformaciones entre
diferentes objetos o de un objeto consigo mismo.
Dependiendo de la aplicacio´n, la apariencia de la deformacio´n puede ser ma´s
o menos importante que la precisio´n f´ısica del modelo considerado. En base a este
criterio se han clasificado habitualmente las te´cnicas de modelizacio´n de objetos
deformables en tres grandes categor´ıas. Dichas categor´ıas aparecen descritas en
el estudio realizado por Ng y Grimsdale, [NG96]. Aunque el a´mbito de dicho
estudio se cin˜e a la modelizacio´n de telas, por su generalidad esta clasificacio´n
es perfectamente aplicable a cualquier otro tipo de objeto deformable. Las tres
categor´ıas son:
Te´cnicas geome´tricas No incluyen las propiedades f´ısicas del objeto. Se cen-
tran en la apariencia de la deformacio´n y esta´n basadas en ecuaciones
geome´tricas. En consecuencia requieren un alto nivel de participacio´n por
parte del usuario (ve´ase [Wei86, AGT93]).
Estas te´cnicas no tienen en cuenta nada ma´s que la forma de los objetos. El
resultado final semejara´ tanto la realidad como pericia se tenga a la hora de
definir la animacio´n. Usualmente el a´mbito de utilizacio´n de estas te´cnicas
cubre aspectos en donde la realidad f´ısica es compleja o bien no existe, por
ejemplo:
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1. Generacio´n de transiciones, morphing . Esta te´cnica consiste en trans-
formar un objeto en otro (ve´ase [Dec96]). El cambio se realiza mediante
una correspondencia entre dos objetos, el inicial y el final, de manera
que es posible realizar cambios en la forma del objeto inicial hasta que
e´ste toma la forma del objeto final.
2. Deformaciones de formas libres, Free Form Deformation (FFD). Te´cni-
cas consistentes en deformar el espacio en donde se halla un objeto y
deformar el objeto segu´n los cambios de dicho espacio ([HHK92, RM93,
LW94, FvdPT97, CF01]).
Te´cnicas f´ısicas La deformacio´n del objeto se calcula en base a las ecuaciones
f´ısicas que controlan su comportamiento. El objeto se define teniendo en
cuenta sus propiedades f´ısicas (masa, rigidez, densidad, . . . ). El comporta-
miento del objeto se obtiene como resultado de la actuacio´n de feno´menos
externos (fuerzas, campos gravitatorios, tensiones, colisiones, . . . ) y de la
repercusio´n de dichos feno´menos en las tensiones internas del objeto estu-
diado.
Las te´cnicas que se pueden considerar como f´ısicas se pueden dividir a su
vez en dos grupos, las te´cnicas basadas en energ´ıas y las te´cnicas basadas en
fuerzas. En el primer grupo la idea es determinar la energ´ıa total del sistema
de manera que se pueda establecer co´mo debe comportarse el objeto para
obtener un estado de mı´nima energ´ıa ([Fey86, TPBF87, TQ94, PMG00]).
En el segundo, las fuerzas aplicadas provocan una serie de tensiones y fatigas
que hacen que el sistema cambie ([MMP97, MMP99, MMP00, GMM+01,
MMP02, Mas03]). Este segundo grupo sigue la l´ınea establecida por las
teor´ıas cla´sicas de la elasticidad.
Te´cnicas h´ıbridas E´sta u´ltima categor´ıa agrupa a las te´cnicas que combinan
modelos geome´tricos y f´ısicos. Mediante estas te´cnicas se intenta reducir el
coste computacional requerido por las te´cnicas f´ısicas utilizando aproxima-
ciones geome´tricas (ve´ase [Rud90, Tso91, CGD97, RC02]).
E´sta no es la u´nica clasificacio´n posible, algunos autores proponen solamente
dos categor´ıas [GM97], elimina´ndose la que agrupa a las te´cnicas h´ıbridas.
En general, para obtener una simulacio´n de la deformacio´n que sufre un objeto
sera´ necesario un modelo computacional que se obtendra´ a partir de un modelo
matema´tico, pudie´ndose contemplar en e´l las propiedades f´ısicas que caracterizan
al objeto; y un modelo gra´fico que permita poder construir una representacio´n
del objeto y de su entorno. Adema´s puede ser necesaria un interfaz gra´fica como
medio para poder configurar la simulacio´n. Tambie´n es posible la utilizacio´n de
secuencias de ima´genes reales con objeto de obtener informacio´n necesaria para
definir el comportamiento del objeto. Dichas ima´genes reales pueden ser utilizadas
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Figura 1.1: El modelo computacional se obtiene a partir de la informacio´n obtenida a
partir de un modelo matema´tico. El objeto se representa en un modelo gra´fico con el
que se puede interactuar mediante una interfaz, usualmente gra´fica. La informacio´n se
puede complementar, o bien contrastar, mediante ima´genes reales. El resultado obtenido
del modelo computacional es la simulacio´n del objeto deformable.
tambie´n para contrastar el comportamiento simulado de forma que se pueda
determinar el grado de precisio´n alcanzado.
En el presente trabajo se aborda el estudio, disen˜o e implementacio´n de mo-
delos computacionales que permitan la representacio´n y simulacio´n de deforma-
ciones de superficies parametrizadas. Para poder determinar la adecuacio´n del
modelo propuesto se han desarrollado una serie de programas informa´ticos que
han permitido la creacio´n de las ima´genes con las que este documento esta´ ilustra-
do. Adema´s se ha utilizado un programa de manipulacio´n algebraica para realizar
comprobaciones nume´ricas relacionadas con los modelos matema´ticos desarrolla-
dos.
Aparte del cap´ıtulo actual que sirve de introduccio´n, el contenido del presente
trabajo se organiza de la siguiente forma:
En el cap´ıtulo 2 se abordan los fundamentos f´ısicos necesarios para poder
realizar la simulacio´n de la deformacio´n de objetos. El estudio describe los
conceptos fundamentales de la meca´nica cla´sica y de e´l se obtiene el modelo
matema´tico que permitira´ construir un modelo de deformaciones.
Para poder tratar de forma adecuada y obtener los resultados esperados
con un modelo de deformaciones, en el cap´ıtulo 3 se realiza un ana´lisis
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pormenorizado de los me´todos de integracio´n aplicables y se aplica dicho
estudio al modelo de deformaciones planteado originalmente en [TPBF87].
El objetivo es determinar la adecuacio´n tanto de los me´todos de integracio´n
al modelo como del modelo mismo.
La simulacio´n de la deformacio´n de objetos requiere representar los mismos
como un modelo informa´tico. En el cap´ıtulo 4 se examinan las posibles
formas de representacio´n de objetos deformables. El estudio de las ventajas
e inconvenientes de cada una de ellas permitira´ establecer el modelo de
deformacio´n que se utilizara´ en los siguientes cap´ıtulos.
Los estudios realizados en los cap´ıtulos anteriores permitira´n proceder, en
el cap´ıtulo 5, a proponer el uso de un modelo alternativo de representacio´n
de superficies parametrizadas, buscando la facilidad de implementacio´n, la
sencillez de representacio´n y de los ca´lculos; as´ı como la versatilidad, que
permitira´, adaptando las ecuaciones descritas en los cap´ıtulos 2 y 3, la
simulacio´n dina´mica de la deformacio´n de las mismas.
La representacio´n y el modelo propuestos en el cap´ıtulo anterior son va´lidos
no solo para las te´cnicas descritas anteriormente, sino que son perfectamen-
te aplicables a modelos geome´tricos. En el cap´ıtulo 6 se muestra co´mo es
posible aplicar el modelo para la obtencio´n de deformaciones de formas
libres, FFD.
Finalmente, en el cap´ıtulo 7 se procede a realizar una revisio´n del trabajo
presentado destacando las contribuciones realizadas y detallando posibles
l´ıneas de estudio que se pueden desarrollar a partir de los resultados obte-
nidos.
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Cap´ıtulo 2
Estudio f´ısico
El objetivo a conseguir en el presente trabajo es el de simular, mediante un
sistema informa´tico, el comportamiento de un objeto al cual se le aplican fuerzas
de diversa ı´ndole de manera que dicho objeto cambie a lo largo del tiempo tanto
de forma como de posicio´n en el espacio. Interesa simular co´mo se comportar´ıa
en la realidad el objeto simulado, de la manera ma´s precisa posible.
El realismo puede ser conseguido de varias formas; por ejemplo, intentando
mediante ensayos sucesivos obtener una apariencia realista de un objeto que apa-
rentemente se parece al objeto real a base de ir ajustando una serie de para´metros.
Sin embargo es posible decantarse por otro tipo de solucio´n, posiblemente ma´s
compleja y dif´ıcil de atacar, pero tambie´n mucho ma´s precisa en cuanto al resul-
tado obtenido: utilizar un modelo f´ısico para representar el objeto y realizar una
simulacio´n para determinar los cambios que se producen en el cuerpo a lo largo
del tiempo.
Al tratarse del estudio del movimiento, y deformacio´n, de objetos sujetos a
la accio´n de las fuerzas que se les apliquen parece razonable buscar un modelo
f´ısico aplicable en el a´mbito de la Meca´nica cla´sica.
A continuacio´n se describen los conceptos ba´sicos relacionados con la Meca´ni-
ca que permitira´n establecer el modelo f´ısico que regira´ el movimiento y defor-
macio´n de objetos tal y como se ha planteado, el desarrollo se basa en un estudio
de los trabajos [Gol80] y [Sha88]([Sha13]).
2.1. Modelizacio´n segu´n la meca´nica cla´sica
El cuerpo, Ω, al que se aplicara´ la simulacio´n puede ser considerado como un
conjunto de m part´ıculas situadas en el espacio:
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C
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~F ~F
Figura 2.1: El movimiento en el espacio del cubo, r´ıgido, como consecuencia de la aplica-
cio´n de fuerzas no modifica las distanciasAB,AC niBC. En cambio la esfera, deformable,
s´ı que sufre cambios de forma al serle aplicadas fuerzas.
Ω =
{
ri ∈ R3 | i = 1 . . .m
}
.
Con esta consideracio´n, si se desea determinar la posicio´n del cuerpo sera´ pre-
ciso determinar la posicio´n de cada una de las part´ıculas que lo forman, por lo
tanto en un espacio R3 ser´ıan necesarias 3 ·m inco´gnitas, una para cada una de
las componentes de las coordenadas de cada una de las part´ıculas.
Si se considera al cuerpo como un so´lido r´ıgido, entonces la posicio´n relativa
de cada una de las part´ıculas no cambiara´ a lo largo del tiempo. Por lo tanto una
vez conocida la posicio´n de una determinada part´ıcula, para conocer la situacio´n
de cualquier otra sera´ suficiente con determinar dos a´ngulos de rotacio´n que
indiquen, respecto de dos ejes arbitrarios, la ubicacio´n de la segunda part´ıcula.
Una tercera part´ıcula puede ser localizada mediante un tercer a´ngulo de rotacio´n.
Todas las dema´s part´ıculas quedan ya localizadas.
As´ı pues, en el caso de un so´lido r´ıgido en realidad es suficiente con seis
inco´gnitas para determinar su ubicacio´n. Sin embargo, el hecho de tratarse de un
so´lido r´ıgido, con una posicio´n relativa de las part´ıculas fija hace incompatible
dicho modelo con el hecho de que se desea que el objeto a tratar pueda deformarse
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durante la simulacio´n.
En realidad al tratarse de un cuerpo, las diferentes part´ıculas que lo forman
no tienen un comportamiento independiente unas de otras, sino que tienen algu´n
tipo de ligadura que las relaciona. Estas ligaduras pueden servir para definir la
configuracio´n del sistema con un nu´mero menor de inco´gnitas que las que se
necesitar´ıan en el caso de no considerarse dichas ligaduras. Dependiendo de la
forma en que se manifiestan dichas ligaduras se pueden establecer dos grupos:
ligaduras holo´nomas: aque´llas que pueden ser expresadas en funcio´n de la po-
sicio´n de las part´ıculas y, posiblemente, del tiempo.
f(r1, r2, . . . , rm, t) = 0 (2.1)
ligaduras no holo´nomas: las que dependan de otros factores que no sean la
posicio´n de las part´ıculas y, posiblemente, el tiempo.
En ambos casos puede hacer aparicio´n una dependencia expl´ıcita del tiem-
po, en cuyo caso se habla de ligaduras reo´nomas, en caso contrario se trata de
ligaduras esclero´nomas.
Un ejemplo sencillo de ligadura holo´noma es precisamente un solido r´ıgido,
en el cual la posicio´n de las part´ıculas que lo forman permanece inalterable.
Adema´s, dicha ligadura no depende del tiempo, con lo que es tambie´n una ligadura
esclero´noma. Una forma de representar una ligadura de este tipo es:
(ri − rj)2 − C2i,j = 0 ∀i, j ∈ 1..n, i 6= j.
Las ligaduras establecen relaciones entre las diferentes part´ıculas que forman
el objeto, por lo tanto las diferentes ecuaciones que determinan el movimiento de
cada part´ıcula no son independientes. Si el sistema es tal que las ligaduras son
holo´nomas, entonces es posible replantear el sistema de ecuaciones de manera
que el comportamiento del mismo venga dado por un conjunto de para´metros
diferente. Es decir, se expresa la posicio´n de cada part´ıcula en el espacio como
una funcio´n de una serie de para´metros:
ri = ri (q1, q2, . . . , qn, t) = ri (qj , t) ∀ i = 1 . . .m, j = 1 . . . n. (2.2)
Los para´metros que sirven para determinar un´ıvocamente la configuracio´n
del sistema se denominan coordenadas generalizadas. Dichos para´metros pueden
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ser de cualquier magnitud, por ejemplo un radio y un a´ngulo pueden definir la
posicio´n de una part´ıcula que se mueve en un plano alrededor de un punto fijo.
Se denomina grado de libertad a cada una de las inco´gnitas que aparecen en
un sistema. En el caso de un so´lido definido como un conjunto de m part´ıculas
habra´ un total de 3 ·m grados de libertad, las coordenadas de cada part´ıcula en
R3. Si existen ligaduras holo´nomas, que se expresen mediante k ecuaciones de la
forma (2.1), entonces es posible utilizar dichas ecuaciones para reducir el nu´mero
de grados de libertad a un total de 3 ·m− k.
Un conjunto de coordenadas generalizadas se denomina libre si cada una pue-
de variar de forma independiente de las dema´s. La ventaja de utilizar coordenadas
generalizadas libres es que a partir de ellas se puede plantear un sistema de ecua-
ciones compatible determinado, es decir resoluble.
Adema´s, la libertad que ofrece un planteamiento basado en coordenadas gene-
ralizadas permite escoger para cada caso la mejor manera de representar el objeto
a simular de acuerdo con los criterios y restricciones que se puedan plantear.
Es usual denominar configuracio´n a la solucio´n de un sistema, por ello el
espacio donde se definen dichas soluciones suele denominarse espacio de confi-
guraciones. En el caso de utilizar coordenadas generalizadas, la configuracio´n
instanta´nea, es decir, para un instante de tiempo, sera´ un punto en el espa-
cio de configuraciones. As´ı como vaya transcurriendo el tiempo la configuracio´n
vendra´ siendo siempre representada por un punto. Por lo tanto con el tiempo
la configuracio´n definira´ una trayectoria. Es importante notar que cada uno de
estos puntos representara´ la ubicacio´n de todas las part´ıculas del objeto. Por lo
tanto el espacio real en donde se halla el objeto simulado es diferente del espacio
de configuraciones, aunque esta´n relacionados.
2.1.1. Principio de D’Alembert
Partiendo de la segunda ley de Newton, expresada para cada part´ıcula, que
postula que el movimiento viene descrito por la ecuacio´n diferencial:
Fi = p˙i ∀i = 1 . . .m. (2.3)
Siendo Fi la resultante de las fuerzas aplicadas sobre la part´ıcula, y pi la cantidad
de movimiento de dicha part´ıcula; y por definicio´n, la cantidad de movimiento
de una part´ıcula equivale al producto de su masa por su velocidad: pi = mi · vi.
La ecuacio´n (2.3) se puede escribir, para expresar un equilibrio dina´mico, de la
siguiente forma:
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Fi − p˙i = 0 ∀i = 1 . . .m,
si el sistema esta´ en equilibrio, en un instante de tiempo infinitesimal (es decir,
tan pequen˜o que la variacio´n del tiempo se puede considerar despreciable) el
desplazamiento tambie´n sera´ infinitesimal, virtual, y el trabajo virtual realizado,
δW , sera´ nulo para el conjunto de las part´ıculas:
δW =
m∑
i=1
(Fi − p˙i) δri = 0
Debe tenerse en cuenta que un desplazamiento virtual de una part´ıcula, δri,
representa una variacio´n infinitesimal de las coordenadas que es compatible con
las fuerzas y ligaduras que este´n presentes en el sistema en un instante dado,
t. Dicho desplazamiento no puede tomar en consideracio´n el tiempo debido a
que, a lo largo de e´ste, las fuerzas aplicadas y las ligaduras pueden variar, lo que
contradice el planteamiento.
Considerando que las fuerzas que se manifiestan se dividen en dos grupos, las
fuerzas externas, Fei y las fuerzas de ligadura, F
c
i :
Fi = F
e
i + F
c
i ,
se puede expresar δW como
δW =
m∑
i=1
(Fi − p˙i) · δri
=
m∑
i=1
(Fei + F
c
i − p˙i) · δri
=
m∑
i=1
(Fei − p˙i) · δri +
m∑
i=1
Fci · δri = 0.
Ahora bien, las fuerzas de ligadura no realizan ningu´n trabajo debido a que o
bien aparecen de manera que la accio´n de algunas de ellas compensa la de otras,
o bien se manifiestan de manera que su accio´n es perpendicular al desplazamiento
virtual, y por lo tanto su producto sera´ nulo.
m∑
i=1
Fci · δri = 0,
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como consecuencia el trabajo virtual se puede expresar como
δW =
m∑
i=1
(Fei − p˙i) · δri = 0 (2.4)
que es el conocido Principio de D’Alembert.
2.1.2. Ecuaciones de Lagrange
Ser´ıa interesante poder plantear el sistema de ecuaciones de (2.4) de manera
que las ecuaciones sean independientes unas de otras, al mismo tiempo tambie´n
seria deseable poder reducir el nu´mero de ecuaciones. Si se trata de un sistema
holo´nomo, el desplazamiento infinitesimal de la coordenada ri, δri, puede ex-
presarse fa´cilmente en funcio´n de las coordenadas generalizadas. As´ı de (2.2) se
obtiene:
δri =
∂ri
∂q1
δq1 +
∂ri
∂q2
δq2 + · · ·+ ∂ri
∂qn
δqn =
n∑
j=1
∂ri
∂qj
δqj ∀i ∈ 1 . . .m.
Evidentemente este desplazamiento virtual expresado en funcio´n de las coor-
denadas generalizadas no contempla el tiempo, es decir δt = 0.
Si se plantea el Principio de D’Alembert utilizando la expresio´n anterior,
m∑
i=1
(Fei − p˙i) ·
n∑
j=1
∂ri
∂qj
δqj =
n∑
j=1
m∑
i=1
(Fei − p˙i) ·
∂ri
∂qj
δqj = 0
que, convenientemente arreglada, queda
n∑
j=1
(
m∑
i=1
Fei ·
∂ri
∂qj
−
m∑
i=1
p˙i · ∂ri
∂qj
)
δqj = 0, (2.5)
entonces se ponen de manifiesto las fuerzas generalizadas, es decir, las fuerzas
externas aplicadas en la base de las coordenadas generalizadas:
Qj =
m∑
i=1
Fei ·
∂ri
∂qj
∀j = 1 . . . n. (2.6)
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Cabe remarcar que el concepto de fuerzas generalizadas no tiene por que´ coincidir
con el concepto habitual de fuerzas, ya que son expresiones que esta´n relacionadas
con las coordenadas generalizadas. Solamente en el caso en que las coordenadas
generalizadas correspondan a coordenadas espaciales entonces s´ı que sera´n identi-
ficables como fuerzas. En todo caso, lo que s´ı es cierto siempre es que el producto
de las fuerzas generalizadas con los desplazamientos virtuales de las coordenadas
generalizadas debe dar como resultado un trabajo.
Para expresar la ecuacio´n (2.5) de forma conveniente, se pueden tener en
cuenta las siguientes consideraciones. Por una parte:
r˙i =
n∑
j=1
∂ri
∂qj
∂qj
∂t
+
∂ri
∂t
=
n∑
j=1
∂ri
∂qj
q˙j +
∂ri
∂t
,
de donde
∂r˙i
∂q˙j
=
∂
∂q˙j
(
n∑
k=1
∂ri
∂qk
q˙k +
∂ri
∂t
)
=
n∑
k=1
∂
∂q˙j
(
∂ri
∂qk
q˙k
)
+
∂
∂q˙j
(
∂ri
∂t
)
=
∂ri
∂qj
,
y considerando tambie´n que
d
dt
(
∂ri
∂qj
)
=
∂
∂qj
(
dri
dt
)
=
∂
∂qj
(
n∑
k=1
∂ri
∂qk
q˙k +
∂ri
∂t
)
=
n∑
k=1
∂2ri
∂qj∂qk
q˙k +
∂2ri
∂qj∂t
=
∂r˙i
∂qj
entonces, considerando que la energ´ıa cine´tica es la energ´ıa que posee un cuerpo
debido a su movimiento y que representa el trabajo necesario para poder acele-
rar dicho cuerpo hasta que e´ste alcanza la velocidad que posee, y que se puede
expresar dicha energ´ıa mediante la expresio´n:
T =
m∑
i=1
1
2
mir˙
2
i , (2.7)
se puede expresar el trabajo realizado por la variacio´n en el tiempo de la cantidad
de movimiento que aparece en (2.5) como
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m∑
i=1
p˙i
∂ri
∂qj
=
m∑
i=1
mir¨i
∂ri
∂qj
=
d
dt
(
m∑
i=1
mir˙i
∂r˙i
∂q˙j
)
−
m∑
i=1
mir˙i
∂r˙i
∂qj
=
d
dt
(
∂T
∂q˙j
)
− ∂T
∂qj
,
con lo que (2.5) se convierte en
d
dt
(
∂T
∂q˙j
)
− ∂T
∂qj
= Qj . (2.8)
A dichas ecuaciones se las denomina ecuaciones de Lagrange. Si las fuerzas pro-
vienen de un campo escalar: F ei = −∇iV , las fuerzas generalizadas se pueden
expresar de la forma:
Qj =
m∑
i=1
F ei ·
∂ri
∂qj
= −
m∑
i=1
∇iV · ∂ri
∂qj
= −∂V
∂qj
,
y la ecuacio´n (2.8) puede escribirse como
d
dt
(
∂T
∂q˙j
)
− ∂(T − V )
∂qj
= 0. (2.9)
Dicha ecuacio´n no impone que el sistema sea conservativo1. Ahora bien, si
V no depende de las velocidades generalizadas, q˙j , se podra´ introducir V en el
primer te´rmino de la expresio´n, y por lo tanto se puede reescribir (2.9) como
d
dt
(
∂(T − V )
∂q˙j
)
− ∂(T − V )
∂qj
= 0
Si se define la funcio´n lagrangiana, L(q, q˙, t), como:
L = T − V. (2.10)
1Cuando el campo de fuerzas es tal que el trabajo requerido para trasladarse de un punto
a otro es el mismo para todo camino posible que una los dos puntos, se dice que el sistema es
conservativo
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Entonces la ecuacio´n (2.8) se puede escribir como:
L(q, q˙, t) =
d
dt
(
∂L
∂q˙j
)
− ∂L
∂qj
= 0. (2.11)
Au´n cuando las fuerzas externas no procedan de un potencial, siempre que se
puedan expresar las fuerzas generalizadas en funcio´n de una funcio´n de potencial
generalizado, U(qj , q˙j), de manera que
Qj = −∂U
∂qj
+
d
dt
(
∂U
∂q˙j
)
,
se podra´ obtener la ecuacio´n (2.11) a partir de (2.8), cambiando (2.10) por
L = T − U.
2.1.3. El principio de Hamilton
Tanto el Principio de D’Alembert como la ecuaciones de Lagrange obteni-
das parten de un planteamiento diferencial es decir, considerando estados ins-
tanta´neos y desplazamientos virtuales. Es posible obtener los mismos resultados
partiendo de un enfoque diferente, considerando el movimiento del sistema entre
dos instantes de tiempo dados, es lo que se denomina un planteamiento integral.
Como se ha comentado anteriormente, en el espacio de configuraciones se de-
fine la trayectoria formada por el movimiento en dicho espacio de la configuracio´n
resultante para cada instante de tiempo. El tiempo se convierte entonces en un
para´metro de dicha curva. Si en una situacio´n tal como la descrita todas las fuer-
zas derivan de un potencial escalar, generalizado, que depende solamente de las
coordenadas de posicio´n, entonces el sistema sera´ conservativo.
El principio de Hamilton postula que la trayectoria del sistema entre dos
instantes de tiempo, t1 y t2, es tal que la integral
I =
∫ t2
t1
Ldt, (2.12)
siendo L = T − V , tiene un valor estacionario para el camino del movimiento
correcto. A I se le suele llamar integral de accio´n. Una forma equivalente de decir
lo mismo es que el movimiento es tal que la variacio´n de I para el intervalo de
tiempo indicado es nula:
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δI = δ
∫ t2
t1
L(q1, . . . , qn, q˙1, . . . , q˙n, t)dt = 0. (2.13)
La importancia del principio de Hamilton reside en que si el sistema es holo´no-
mo entonces (2.13) es una condicio´n necesaria y suficiente para las ecuaciones de
Lagrange (2.9). Adema´s, es posible deducir el principio de Hamilton a partir de
las ecuaciones de Lagrange, por lo tanto es posible construir toda la Meca´nica
basa´ndose en el principio de Hamilton en lugar de hacerlo en las leyes de Newton
del movimiento. Hacerlo de esta forma conlleva dos ventajas:
La integral de accio´n (2.12) es invariante al sistema de coordenadas gene-
ralizadas utilizadas para expresar L, (2.9). Las ecuaciones del movimiento
deben tener siempre la forma de Lagrange independientemente de como se
transformen las coordenadas generalizadas.
La formulacio´n en funcio´n de un principio variacional permite describir
sistemas aparentemente no meca´nicos con las formas matema´ticas de la
meca´nica cla´sica.
Por lo tanto utilizar el principio de Hamilton en lugar de utilizar directamente las
leyes de Newton o las ecuaciones de Lagrange permitira´ poder obtener modelos
ma´s sencillos con los que sera´ ma´s fa´cil trabajar. Es bastante usual encontrar
trabajos teo´ricos relacionados con la Meca´nica Cla´sica que se basan en el principio
de Hamilton, de la misma forma que tambie´n es usual encontrar expresiones en
la forma de Lagrange para el desarrollo de modelos concretos.
2.1.4. Sistemas no conservativos
Si las fuerzas que se aplican al sistema no proceden de un potencial, las
ecuaciones de Lagrange se pueden escribir como
d
dt
(
∂L
∂q˙j
)
− ∂L
∂qj
= Qj . (2.14)
Donde L contiene el potencial de todas las fuerzas conservativas del sistema,
mientras que Qj representa las fuerzas que no provienen de un potencial.
Este planteamiento permite contemplar situaciones en las que haya pe´rdidas
o disipaciones de energ´ıa, por ejemplo debido a un rozamiento,
F rri = −k(ri) · r˙i.
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Es bastante usual que dichas disipaciones sean proporcionales a la velocidad
de las part´ıculas. Las fuerzas que se ajustan a dicho modelo se pueden deducir a
partir de la funcio´n de disipacio´n de Rayleigh:
FR =
1
2
m∑
i=1
(
k(ri) · r˙i2
)
. (2.15)
Con lo que
F r = −∇r˙i · FR,
de lo que se deduce que el trabajo realizado por el sistema para contrarrestar las
fuerzas de rozamiento puede expresarse como
dWRri = −FRri · dri = −FRri · r˙idt =
(
k(ri) · r˙2i
)
ddt.
La fuerza generalizada correspondiente a la fuerza de disipacio´n es:
Qj =
m∑
i=1
F rri ·
∂ri
∂qj
= −
m∑
i=1
∇r˙iFR ·
∂ri
∂qj
= −
m∑
i=1
∇r˙iFR ·
∂r˙i
∂qj
= −∂F
R
∂q˙j
.
Con lo que las ecuaciones de Lagrange quedan de la siguiente forma:
d
dt
(
∂L
∂q˙j
)
− ∂L
∂qj
+
∂F
∂q˙j
= 0. (2.16)
Aplicando el mismo planteamiento pero a partir de la ecuacio´n (2.8), se ob-
tiene
d
dt
(
∂T
∂q˙j
)
− ∂T
∂qj
+
∂F
∂q˙j
+
δU
δqj
= Qj . (2.17)
De esta forma, si las coordenadas generalizadas se escogen de manera que
formen un conjunto libre, se conseguira´ el objetivo de obtener las ecuaciones que
describen el movimiento de un cuerpo deformable sujeto a fuerzas de todo tipo
de manera que el sistema de ecuaciones resultante sera´ compatible determinado.
En particular, si se toma en consideracio´n como coordenadas generalizadas
que representan al objeto a tratar al conjunto de coordenadas, pi ∈ Rn ∀ i =
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1, . . . ,m, de cada una de las m part´ıculas que lo forman, entonces se puede
expresar la energ´ıa cine´tica de forma parecida a la expresada en (2.7)
T =
m∑
i=1
1
2
mip˙
2
i , (2.18)
asumiendo que cada part´ıcula pueda tener una masa diferente.
A partir de (2.18) se pueden desarrollar los te´rminos de (2.17) uno a uno:
Primer te´rmino, ddt
(
∂T
∂p˙i
)
:
d
dt
(
∂T
∂p˙i
)
=
d
dt
(
∂
∂p˙i
(
m∑
i=1
1
2
mip˙
2
i
))
=
d
dt
1
2
m∑
i=1



7
0
∂mi
∂p˙i
p˙2i +mi
∂p˙2i
∂p˙i


=
d
dt
1
2
2

0
...
mip˙i
...
0
 =

0
...
d
dt (mip˙i)
...
0
 =

0
...

>
0
dmi
dt p˙i +mi
dp˙i
dt
...
0

=

0
...
mip¨i
...
0
 ,
asumiendo que la masa de las part´ıculas no var´ıa. El resultado, expresado
en forma matricial, para todo i es:
d
dt
(
∂T
∂p˙i
)
= Mp¨, (2.19)
siendo M una matriz diagonal que representa la masa asociada a cada punto
y p¨ el vector que representa la aceleracio´n de cada punto.
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Segundo te´rmino, ∂T∂pi :
∂T
∂pi
=
∂
∂pi
 m∑
j=1
1
2
mj p˙
2
j
 = 1
2
m∑
j=1

 
 
 
0
∂mj
∂pi
p˙2j +mj
∂p˙2j
∂pi

=
1
2
2

0
...
mi
∂p˙i
∂pi
...
0
 =

0
...
mi
∂
∂pi
d
dtpi
...
0
 =

0
...
mi
d
dt
∂pi
∂pi
...
0

=

0
...
mi
d
dt1
...
0
 = 0 ,
es decir, el segundo te´rmino se anula.
Tercer te´rmino, ∂F∂p˙i . Aplicando la funcio´n de disipacio´n de Rayleigh, (2.15):
∂F
∂p˙i
=
∂
∂p˙i
1
2
m∑
j=1
(
k(pj)p˙
2
j
)
=
1
2
m∑
j=1



>
0
∂k(pj)
∂p˙j
p˙2i + k(pj)
∂p˙2j
∂p˙i

=
1
2
2

0
...
k(pi)p˙i
...
0
 .
Considerando k(pi) constante, el resultado obtenido puede expresarse de
forma matricial, como en el caso del primer te´rmino:
∂F
∂p˙i
= Dp˙. (2.20)
Cuarto te´rmino, δUδqj : En este caso, a falta de una descripcio´n concreta del
funcional de energ´ıa que vaya a ser utilizado, no se hace ningu´n desarrollo,
simplemente se expone que es de esperar que el funcional que en cada caso
se utilice sea tal que la expresio´n pueda ser convenientemente desarrollada
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para obtener una expresio´n compatible con las ya obtenidas para el primer
y tercer te´rmino. Es decir:
δU
δqj
≈ Kp. (2.21)
De esta forma la expresio´n (2.17) puede expresarse como
Mp¨ + Dp˙ + Kp = fp (2.22)
siempre y cuando las coordenadas generalizadas que se utilicen para representar
el objeto sean como las descritas. Adema´s, fijada las condiciones iniciales y si las
matrices M , D y K esta´n formadas por coeficientes con el grado de suavidad
necesario se puede garantizar que existe una solucio´n u´nica, al estar trabajando
en un dominio compacto.
2.2. Conclusiones
En este cap´ıtulo se ha obtenido la ecuacio´n diferencial (2.17) que describe el
movimiento y deformacio´n de un objeto sujeto a un conjunto de fuerzas externas.
A partir de ella, se ha desarrollado la expresio´n (2.22), que representa un siste-
ma lineal de ecuaciones diferenciales de segundo orden. Este sistema es resoluble
mediante las te´cnicas tradicionales de resolucio´n de ecuaciones diferenciales. Ob-
viamente, el te´rmino de la energ´ıa interna no desarrollado desempen˜ara´ un papel
fundamental en la forma en que se comportara´ el objeto.
Por lo tanto, si es posible asumir que las matrices M y D no dependen del
tiempo, y disponiendo de una representacio´n del objeto deformable compatible
con la descripcio´n utilizada, mediante (2.22) se tiene la posibilidad de calcular
su deformacio´n a lo largo del tiempo mediante te´cnicas ya conocidas. Se trata
ahora de estudiar y determinar cual es la mejor forma de abordar la solucio´n del
sistema de ecuaciones que representa (2.22), as´ı como la forma ma´s conveniente
para representar los objetos deformables.
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Cap´ıtulo 3
Solucio´n de la ecuacio´n de
equilibrio
Cuando la solucio´n de las ecuaciones diferenciales que describen el movimiento
y deformacio´n de un sistema dina´mico, como el representado por (2.22), no puede
ser obtenida de forma anal´ıtica es preciso utilizar un me´todo nume´rico para poder
obtener los resultados deseados. Tal es el caso de la ecuacio´n (2.17), que solamente
es resoluble de forma anal´ıtica para algunos casos simplificados. Existe una gran
variedad de me´todos de integracio´n que permiten aproximar la solucio´n, todos
ellos comparten dos caracter´ısticas:
no satisfacen las ecuaciones para un valor t continuo, sino que lo hacen en
incrementos discretos de tiempo, ∆t, y
en cada incremento ∆t debe asumirse un tipo de variacio´n del desplaza-
miento, p, la velocidad, p˙ y la aceleracio´n p¨.
As´ı pues, es posible disponer de diferentes esquemas de integracio´n nume´rica
en funcio´n del tipo de variacio´n asumida para p, p˙ y p¨ en cada intervalo de
tiempo ∆t.
De entre todas las posibles te´cnicas interesan aque´llas que ofrezcan una mayor
eficacia [Bat82, GdJB94, Bat96, Cha04a, Cha04b, Cha09, SBS96].
3.1. Me´todos basados en la integracio´n directa
Los me´todos basados en la integracio´n directa se distinguen por utilizar un
proceso de integracio´n nume´rica paso a paso sin que se realice ninguna transfor-
macio´n a la ecuacio´n para expresarla de otra forma.
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Estos me´todos buscan resolver la ecuacio´n (2.22) no en cada instante de tiem-
po, t, sino en unos valores discretos de tiempo, ti = t0 + i ·∆t, i = 1, . . ..
Por otra parte, en estos me´todos se asume que en cada instante de tiempo
considerado, ti, existe una variacio´n en los desplazamientos, las velocidades y
las aceleraciones. Esta variacio´n sera´ la que establecera´ la precisio´n as´ı como la
estabilidad y el coste del me´todo.
En general se considera que debe calcularse la solucio´n de la ecuacio´n (2.22)
entre los instantes de tiempo 0 y T , siendo T el tiempo total dividido en n
intervalos de tiempo iguales entre s´ı, es decir ∆t = Tn . Los me´todos obtienen la
solucio´n para el siguiente intervalo de tiempo a partir de los datos previamente
obtenidos para los intervalos anteriores. Es decir, se intenta determinar la solucio´n
para el intervalo de tiempo t+ ∆t una vez conocida la solucio´n para los instantes
0,∆t, 2∆t, 3∆t, · · · , t−∆t, t, en un esquema claramente iterativo. Si el objetivo
es la simulacio´n de un proceso de deformacio´n a lo largo del tiempo, este tipo de
planteamiento es ido´neo si es posible que los intervalos de tiempo, ∆t, puedan ser
ajustados para poder ofrecer una cierta continuidad temporal a la representacio´n.
En esta categor´ıa entran a formar parte todos aquellos me´todos que contem-
plan a la ecuacio´n (2.22) como una ecuacio´n diferencial ordinaria con coeficientes
constantes. Por lo tanto puede ser utilizada cualquier aproximacio´n mediante
diferencias finitas de las velocidades y aceleraciones. Por supuesto, se trata de
determinar cuales de estas aproximaciones son las ma´s adecuadas.
3.1.1. El me´todo de las diferencias centradas
Este me´todo consiste en considerar que la velocidad y la aceleracio´n se expre-
san en te´rminos de p y del tiempo t como:
p¨t ≈ p
t+∆t − 2pt + pt−∆t
∆t2
,
p˙t ≈ p
t+∆t − pt−∆t
2∆t
, (3.1)
siendo el error nume´rico del orden de ∆t2.
Por lo tanto, la ecuacio´n (2.22) para el instante t+ ∆t se expresa a partir de
la solucio´n en el instante t:
Mp¨t + Cp˙t + Kpt = f tp, (3.2)
y sustituyendo p¨t y p˙t por sus valores en (3.1) se obtiene
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M
pt+∆t − 2pt + pt−∆t
∆t2
+ C
pt+∆t − pt−∆t
2∆t
+ Kpt = f tp
que, convenientemente arreglada, se puede expresar como
(
M
∆t2
+
C
2∆t
)
pt+∆t = f tp +
(
2M
∆t2
−K
)
pt +
(
C
2∆t
− M
∆t2
)
pt−∆t. (3.3)
Esta forma de plantear la solucio´n al sistema se basa en determinar las con-
diciones de equilibrio en el instante de tiempo t. Los me´todos que siguen este
planteamiento se denominan me´todos de integracio´n expl´ıcitos. En este tipo de
me´todos, la matriz de rigidez, K, no necesita ser factorizada ya que no forma
parte de la matriz del sistema. Si se considera que la matriz de masas, M, y de
amortiguacio´n, C, no var´ıan con el tiempo entonces esto significa que la matriz
del sistema no cambiara´ y por lo tanto debe ser calculada una u´nica vez para
todo el proceso de simulacio´n.
El principal inconveniente que aparece en el uso del me´todo de las diferencias
centradas es que el incremento de tiempo considerado, ∆t, debe ser inferior a un
cierto intervalo cr´ıtico, ∆tcr. En la pra´ctica esta limitacio´n hace que el nu´mero
de iteraciones necesario para conseguir simular el comportamiento del objeto a
tratar pueda llegar a ser excesivamente grande. Los esquemas de integracio´n que
requieren incrementos de tiempo menores que un cierto umbral se denominan
condicionalmente estables ya que, para valores de ∆t mayores que ∆tcr la inte-
gracio´n es inestable obtenie´ndose generalmente un error excesivo en el resultado.
3.1.2. El me´todo de las diferencias centradas impl´ıcito
Puede plantearse una variacio´n del me´todo anterior consistente en tomar en
consideracio´n las condiciones de equilibrio en el instante de tiempo t + ∆t. Por
lo tanto se plantea un me´todo de integracio´n impl´ıcito en el cual K, tomada en
tiempo t, debe ser factorizada ya que pasa a formar parte de la matriz del sistema
al considerar que se aplica en el instante t+ ∆t. La expresio´n de (3.2) siguiendo
un esquema basado en un me´todo de integracio´n impl´ıcito ser´ıa
M
pt+∆t − 2pt + pt−∆t
∆t2
+ C
pt+∆t − pt−∆t
2∆t
+ Kpt+∆t = f tp,
es decir(
M
∆t2
+
C
2∆t
+ K
)
pt+∆t = f tp +
(
2M
∆t2
)
pt +
(
C
2∆t
− M
∆t2
)
pt−∆t. (3.4)
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Para calcular la solucio´n en el instante t + ∆t el me´todo de las diferencias
centradas impl´ıcito necesita las soluciones para los instantes t y t−∆t. Por ello en
el inicio es preciso conocer p0 y p−∆t. Si se conoce la posicio´n y la velocidad del
objeto en el instante 0 (p0 y p˙0 respectivamente) se puede inferir su aceleracio´n,
p¨0, directamente de la ecuacio´n (2.22), y la posicio´n en el instante −∆t (es decir
p−∆t) se puede obtener aplicando Taylor:
Mp¨0 = f0p −Dp˙0 −Kp0,
p−∆t = p0 −∆tp˙0 + ∆t
2
2
p¨0.
Este planteamiento representa suponer que el objeto a deformar ya se en-
cuentra en movimiento en el instante inicial. Otra posibilidad es la de calcular
los valores p0 y p1 as´ı como p¨1 y p˙1 con algu´n otro me´todo y con estos valores
continuar los ca´lculos. Una tercera opcio´n consiste en considerar que el objeto
esta´ en reposo en el instante t = 0 y por lo tanto p−∆t = p0, p¨ = 0 y p˙ = 0.
3.1.3. El me´todo de Houbolt
El me´todo de integracio´n de Houbolt es muy parecido en su planteamiento al
me´todo de las diferencias centradas. En este caso la expresio´n de la velocidad y
la aceleracio´n en funcio´n de la posicio´n y el tiempo se expresan de la siguiente
forma
p¨t+∆t =
2pt+∆t − 5pt + 4pt−∆t − pt−2∆t
∆t2
,
p˙t+∆t =
11pt+∆t − 18pt + 9pt−∆t − 2pt−2∆t
6∆t
(3.5)
que, como en el caso del me´todo de las diferencias centradas, tiene un error
nume´rico del orden de ∆t2. Cabe destacar el detalle que las expresiones de p˙ y
p¨ se evalu´an en el instante de tiempo t+ ∆t. Por lo tanto el me´todo de Houbolt
es un me´todo impl´ıcito. As´ı pues la solucio´n para el instante t+ ∆t se obtiene a
partir de la ecuacio´n (2.22) expresada en el instante t+ ∆t:
Mp¨t+∆t + Cp˙t+∆t + Kpt+∆t = f t+∆tp . (3.6)
24
3.1. Me´todos basados en la integracio´n directa
Sustituyendo (3.5) en la expresio´n anterior
M
(
2pt+∆t − 5pt + 4pt−∆t − pt−2∆t
∆t2
)
+ C
(
11pt+∆t − 18pt + 9pt−∆t − 2pt−2∆t
6∆t
)
+ Kpt+∆t = f t+∆tp ,
es decir(
2M
∆t2
+
11C
6∆t
+ K
)
pt+∆t =f t+∆tp +
(
5M
∆t2
+
3C
∆t
)
pt−(
4M
∆t2
+
3C
2∆t
)
pt−∆t +
(
M
∆t2
+
C
3∆t
)
pt−2∆t.
(3.7)
El me´todo de Houbolt es uno de los primeros esquemas impl´ıcitos de integra-
cio´n para la solucio´n de problemas dina´micos. Es un esquema lineal multipaso
incondicionalmente estable. De todas formas si el incremento de tiempo es muy
grande la solucio´n obtenida no se ajustara´ bien a la solucio´n exacta.
Para conocer el valor de pt+∆t el me´todo de Houbolt requiere conocer los
valores pt, pt−∆t y pt−2∆t. Por lo tanto para empezar a utilizar este me´todo
sera´ preciso empezar con un valor conocido para p−∆t y p−2∆t. Con frecuencia
se utilizan otros me´todos de integracio´n, principalmente el me´todo de las diferen-
cias centradas, para calcular los valores p∆t y p2∆t y con estos valores empezar a
utilizar el me´todo de Houbolt a partir del instante t = 3∆t en adelante. Sin em-
bargo tambie´n es razonable suponer que el objeto se encuentra en reposo hasta el
instante anterior a t0, momento en el que empiezan a actuar las fuerzas definidas,
es decir p−2 = p−1 = p0.
3.1.4. El me´todo Wilson θ
Este me´todo se basa en la suposicio´n que la aceleracio´n a lo largo del tiempo
es lineal. Concretamente el me´todo Wilson θ considera que la aceleracio´n entre
los instantes t y t+ θ∆t es lineal, siendo θ ≥ 1.0.
El razonamiento sobre el que se basa este me´todo es el siguiente. Sea τ el
incremento de tiempo considerado, siendo 0 ≤ τ ≤ θ∆t, entonces en el intervalo
de tiempo [t, t+ θ∆t] puede considerarse que la aceleracio´n en el instante de
tiempo τ es de la forma
p¨t+τ = p¨t +
τ
θ∆t
(
p¨t+θ∆t − p¨t
)
, (3.8)
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τ
t
p¨t
t+ ∆t t+ θ∆t
p¨t+∆t
p¨t+θ∆t
Figura 3.1: La asuncio´n de una aceleracio´n constante es la base de algunos me´todos,
entre ellos se encuentran el me´todo Wilson θ y el me´todo Newmark β.
expresio´n que, una vez integrada, permite obtener el valor de p˙t+τ y de pt+τ :
p˙t+τ = p˙t + τ p¨t +
τ2
2θ∆t
(
p¨t+θ∆t − p¨t
)
,
pt+τ = pt + τ p˙t +
τ2
2
p¨t +
τ3
6θ∆t
(
p¨t+θ∆t − p¨t
)
(3.9)
y, en consecuencia, en el instante de tiempo t+ θ∆t
p˙t+θ∆t = p˙t +
θ∆t
2
(
p¨t+θ∆t + p¨t
)
,
pt+θ∆t = pt + θ∆tp˙t +
θ2∆t2
6
(
p¨t+θ∆t + 2p¨t
)
,
a partir de pt+θ∆t se puede obtener la expresio´n de la velocidad y de la aceleracio´n
en el instante t+ θ∆t:
p¨t+θ∆t =
6
θ2∆t2
(
pt+θ∆t − pt
)
− 6
θ∆t
p˙t − 2p¨t,
p˙t+θ∆t =
3
θ∆t
(
pt+θ∆t − pt
)
− 2p˙t − θ∆t
2
p¨t (3.10)
entonces, considerando que la aceleracio´n var´ıa linealmente, la ecuacio´n de mo-
vimiento se convierte en
Mp¨t+θ∆t + Cp˙t+θ∆t + Kpt+θ∆t = θf t+∆tp + (1− θ)f tp. (3.11)
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Aplicando a la ecuacio´n (3.11) los resultados obtenidos en la ecuacio´n (3.10)
se obtiene el valor de pt+θ∆t(
6M
θ2∆t2
+
3C
θ∆t
+ K
)
pt+θ∆t =θf t+∆tp + (1− θ)f tp +
(
6M
θ2∆t2
+
3C
θ∆t
)
pt+(
6M
θ∆t
+ 2C
)
p˙t +
(
2M +
θ∆tC
2
)
p¨t,
(3.12)
el valor obtenido para pt+θ∆t puede aplicarse a las ecuaciones (3.10) para obtener
el valor de p¨t+θ∆t y p˙t+θ∆t. Una vez conocidos dichos valores se pueden aplicar a
las ecuaciones (3.8) y (3.9) considerando τ = ∆t para de esta forma obtener los
valores de p¨t+∆t, p˙t+∆t y pt+∆t.
A diferencia de otros me´todos, el me´todo Wilson θ no necesita estimar valores
para instantes de tiempo anteriores a t = 0 ya que todos los valores en un instante
dado, t + ∆t, se expresan exclusivamente en funcio´n de las cantidades calcula-
das para el instante anterior, t. Wilson θ es tambie´n un me´todo de integracio´n
impl´ıcito incondicionalmente estable cuando θ ≥ 1.37.
3.1.5. El me´todo Newmark β
Como el me´todo Wilson θ, el esquema de integracio´n de Newmark β puede ser
considerado como una extensio´n del me´todo de las diferencias centradas impl´ıcito
ya descrito en el apartado 3.1.2.
t t+ ∆t
p¨t
p¨t+∆t
( 1
2
− β)p¨t + βp¨t+∆t
Figura 3.2: Segu´n el planteamiento del me´todo Newmark β la aceleracio´n en un instante
dado se plantea como una ponderacio´n entre dos valores extremos.
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El me´todo parte de una expresio´n de la velocidad y de la posicio´n como sigue:
p˙t+∆t = p˙t +
(
(1− γ)p¨t + γp¨t+∆t)∆t,
pt+∆t = pt + p˙t∆t+
((
1
2
− β
)
p¨t + βp¨t+∆t
)
∆t2, (3.13)
donde β y γ son dos para´metros que permiten determinar la precisio´n y la esta-
bilidad del me´todo (0 ≤ β, γ ≤ 1). Los valores de γ y β representan la influencia
que tienen p¨t y p¨t+∆t en el ca´lculo de p˙t+∆t y de pt+∆t respectivamente. En
particular si β = 16 y γ =
1
2 el me´todo Newmark β equivale al me´todo de la
aceleracio´n lineal :
p˙t+∆t = p˙t +
(
(1− 1
2
)p¨t +
1
2
p¨t+∆t
)
∆t
= p˙t +
1
2
(
p¨t + p¨t+∆t
)
∆t,
pt+∆t = pt + p˙t∆t+
((
1
2
− 1
6
)
p¨t +
1
6
p¨t+∆t
)
∆t2
= pt + p˙t∆t+
1
6
(
2p¨t + p¨t+∆t
)
∆t2.
Para estos valores el me´todo es condicionalmente estable, ve´ase el apartado
3.2.1, su intere´s radica en que a partir de este planteamiento se derivo´ el me´todo
Wilson θ ([Bat82, Bat96]).
El caso en que se considera β = 14 y γ =
1
2 es conocido como el me´todo
trapezoidal, tambie´n conocido como me´todo de la aceleracio´n media . En este
caso se considera que la aceleracio´n en el intervalo [t, t + ∆t] es constante y su
valor es a¨
t+a¨t+∆t
2 :
p˙t+∆t = p˙t +
(
(1− 1
2
)p¨t +
1
2
p¨t+∆t
)
∆t
= p˙t +
1
2
(
p¨t + p¨t+∆t
)
∆t,
pt+∆t = pt + p˙t∆t+
((
1
2
− 1
4
)
p¨t +
1
4
p¨t+∆t
)
∆t2
= pt + p˙t∆t+
1
4
(
p¨t + p¨t+∆t
)
∆t2.
El me´todo Newmark β parte de un planteamiento impl´ıcito, para la ecuacio´n
(3.2), en donde a partir de (3.13), se puede expresar p¨t+∆t en funcio´n de pt y p˙t
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exclusivamente.(
1
β∆t2
M +
γ
β∆t
C + K
)
pt+∆t =f t+∆tp
+
((
1
2β
− 1
)
M + ∆t
(
γ
2β
− 1
)
C
)
p¨t
+
(
1
β∆t2
M +
(
γ
β∆t
− 1
)
C
)
p˙t
+
(
1
β∆t2
M +
γ
β∆t
C
)
pt.
(3.14)
Acto seguido se puede volver a (3.13) sustituyendo p¨t+∆t por la expresio´n
obtenida, de esta forma se puede determinar el valor de p˙t+∆t y de pt+∆t. Para
valores de γ 6= 12 se introduce en el sistema una amortiguacio´n superflua [Paz92],
por ello es usual que el valor de γ sea siempre fijado en 12 . Considerando γ =
1
2
y β = 14 se obtiene el mayor grado de estabilidad y la ecuacio´n (3.14) se expresa
de la siguiente forma
(
4
∆t2
M +
2
∆t
C + K
)
pt+∆t =f t+∆tp + Mp¨
t +
(
4
∆t2
M +
(
2
∆t
− 1
)
C
)
p˙t
+
(
4
∆t2
M +
2
∆t
C
)
pt
(3.15)
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La forma de construir la matriz del sistema para los distintos me´todos de
integracio´n determina las ventajas e inconvenientes de cada uno de ellos. Gene-
ralmente un planteamiento expl´ıcito produce una matriz de sistema diagonal, con
lo que su resolucio´n es muy sencilla, ello es debido a que la matriz del sistema se
construye con los valores de las matrices de masas, M, y de amortiguacio´n, C.
Esto es as´ı siempre y cuando se considere que tanto la masa como el coeficiente
de amortiguacio´n se mantengan constantes en el tiempo.
El mayor inconveniente surge del mismo concepto, un planteamiento expl´ıcito
no permite un ana´lisis esta´tico ya que si se plantea un ana´lisis de este tipo, es
decir sin considerar los componentes de la dina´mica, se obtiene una matriz de
sistema nula.
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Por otro lado los me´todos impl´ıcitos forman su matriz de sistema con las
matrices de masas, M, de amortiguacio´n, C, y de rigidez, K. Este cambio de
forma permite que este tipo de me´todos sean u´tiles para un ana´lisis esta´tico. El
inconveniente surge del hecho que la matriz del sistema ya no tiene por que´ ser
diagonal y por lo tanto el coste de la resolucio´n del sistema sera´ mayor. Adema´s
la matriz de rigidez puede variar a lo largo de la simulacio´n con lo que puede ser
preciso que tenga que ser recreada en cada paso de la simulacio´n.
3.2.1. Estabilidad y precisio´n
Uno de los aspectos ma´s importantes a la hora de escoger un me´todo u otro
es la estabilidad que ofrece cada uno. La estabilidad de un me´todo de integracio´n
se determina en funcio´n del comportamiento de la solucio´n nume´rica a partir
de unas condiciones iniciales arbitrarias. Se dice que un me´todo de integracio´n
es incondicionalmente estable si el error en la solucio´n obtenida para cualquier
condicio´n inicial no crece sin l´ımite para cualquier incremento de tiempo ∆t, en
particular cuando ∆tT es grande. En cambio un me´todo es solamente condicional-
mente estable si lo anterior se cumple solamente para el caso en que ∆tT sea menor
o igual a un cierto valor, el denominado l´ımite de estabilidad.
En [Bat82, Bat96] se realiza un estudio detallado de la estabilidad de los
diferentes esquemas de integracio´n. De dicho estudio se concluye que:
El me´todo de las diferencias centradas es condicionalmente estable. La es-
tabilidad requiere que ∆t ≤ Tnpi siendo Tn el valor del menor modo de
vibracio´n, el menor valor propio, del sistema.
El me´todo de Houbolt es incondicionalmente estable independientemente
del valor del paso del tiempo.
El me´todo Wilson θ es incondicionalmente estable si θ ≥ 1.37.
El me´todo Newmark β es incondicionalmente estable si γ ≥ 12 y adema´s
β ≥ 14(γ + 12)
2
.
Adema´s en el me´todo Newmark β segu´n sea el valor de β puede producirse una
amortiguacio´n espuria proporcional a
(
β − 12
)
, de manera que si β < 12 entonces
se produce una amortiguacio´n negativa, con lo que se aumenta la vibracio´n del
modelo, en cambio si β > 12 entonces se produce una amortiguacio´n mayor que
la esperada [GdJB94].
De todas formas cabe remarcar que los me´todos descritos como incondicio-
nalmente estables pueden pasan a ser condicionalmente estables en determinadas
circunstancias, como por ejemplo si se aplican a sistemas no lineales.
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Para poder comparar los diferentes me´todos estudiados se ha procedido prime-
ramente a aplicarlos para resolver un pequen˜o problema (basado en un ejercicio
enunciado en [Bat96]), que consiste en resolver el sistema representado por:
M =
(
2 0
0 1
)
, C =
(
0 0
0 0
)
, K =
(
6 −2
−2 1
)
y fp =
(
0
10
)
,
considerando p0 = {0, 0} y p˙0 = {0, 0} y con T = 14 y ∆t = 0.28. La solucio´n
exacta viene dada por la expresio´n:
p(t) =
 53 (1− cos (√2t))+ 23 (−1 + cos (√5t))
5
3
(
1− cos (√2t))− 43 (−1 + cos (√5t))
 . (3.16)
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Figura 3.3: Visualizacio´n de los resultados obtenidos en la comparativa para cada com-
ponente. La primera columna muestra los valores correspondientes a la primera compo-
nente y la segunda columna hace lo propio con la segunda componente. En la primera
fila se muestran los resultados para cada me´todo, para poder comparar la exactitud del
resultado obtenido tambie´n se muestra el valor exacto calculado a partir de (3.16). En
la segunda fila se muestra la diferencia de los valores de cada me´todo respecto del valor
exacto calculado.
Los resultados obtenidos para cada me´todo descrito se muestran en la tabla
3.1 y visualmente en la figura 3.3. Como puede observarse, para ∆t = 0.28 el
me´todo que ma´s se ajusta al valor exacto es el me´todo de diferencias centradas. El
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∆t 2∆t 3∆t 4∆t 5∆t 6∆t 7∆t
exacta
0.0025 0.0381 0.1756 0.4860 0.9964 1.6570 2.3382
0.3819 1.4116 2.7809 4.0936 4.9962 5.2905 4.9857
diferencias centradas
0.0000 0.0307 0.1675 0.4871 1.0170 1.7009 2.3969
0.3920 1.4451 2.8338 4.1441 5.0152 5.2570 4.9009
diferencias centradas
impl´ıcito
0.0000 0.0573 0.2003 0.4395 0.7571 1.1093 1.4385
0.3920 0.9021 1.6958 2.5445 3.2703 3.7714 4.0210
Houbolt
0.0000 0.0307 0.1675 0.4659 0.9360 1.5298 2.1453
0.3920 1.4451 2.8338 4.1657 5.1301 5.5522 5.4143
Wilson θ
0.0060 0.0525 0.1960 0.4896 0.9516 1.5425 2.1623
0.3663 1.3393 2.6394 3.9235 4.8793 5.3093 5.1781
Newmark β
0.0067 0.0504 0.1894 0.4846 0.9613 1.5805 2.2328
0.3637 1.3510 2.6833 3.9954 4.9497 5.3366 5.1296
8∆t 9∆t 10∆t 11∆t 12∆t 13∆t 14∆t
exacta
2.8608 3.0517 2.8057 2.1306 1.1572 0.1095 −0.7583
4.2766 3.4575 2.8062 2.4843 2.4888 2.6724 2.8224
diferencias centradas
2.9134 3.0714 2.7711 2.0368 1.0223 −0.0288 −0.8539
4.1677 3.3683 2.7783 2.5354 2.6008 2.7949 2.8920
diferencias centradas
impl´ıcito
1.6881 1.8175 1.8107 1.6788 1.4553 1.1868 0.9223
4.0494 3.9181 3.6958 3.4414 3.1967 2.9858 2.8193
Houbolt
3.4942 3.8007 3.6193 2.9220 1.8026 0.4617 −0.8368
5.9213 4.4211 2.9491 1.8259 1.2192 1.1230 1.3904
Wilson θ
2.6702 2.9226 2.8182 2.3340 1.5415 0.5956 −0.3018
4.6064 3.8182 3.0605 2.5233 2.2862 2.3078 2.4588
Newmark β
2.7607 3.0035 2.8505 2.2840 1.3968 0.3752 −0.5474
4.4781 3.6424 2.8967 2.4352 2.3129 2.4433 2.6483
Tabla 3.1: Comparativa de los valores obtenidos segu´n el me´todo de integracio´n.
resultado para los dema´s me´todos claramente diverge del valor real y es de esperar
que para un tiempo T grande las diferencias puedan llegar a ser considerables.
Por otro lado, tambie´n es muy importante el grado de exactitud del me´todo
escogido. El grado de exactitud esta´ ligado al coste requerido para alcanzarlo. Se
tiene que conseguir un equilibrio entre el coste y la precisio´n.
En los me´todos basados en la integracio´n directa, el coste en tiempo para
obtener la solucio´n del sistema vendra´ determinado por el nu´mero de iteraciones
a realizar. Si se utiliza un sistema condicionalmente estable, como es el caso del
me´todo de las diferencias centradas, probablemente sera´ necesario establecer cual
es el mayor valor que puede tomar ∆t. Dicho valor establecera´ el nu´mero pasos de
tiempo que debera´n realizarse para poder calcular toda la simulacio´n. El uso de
sistemas condicionalmente estables se reservara´ entonces para aquellos casos en
los que se pueda garantizar un valor para ∆t suficientemente grande como para
que el coste del ca´lculo de la solucio´n sea aceptable.
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En cambio, los me´todos incondicionalmente estables no tienen tal dependencia
del valor ∆t, aunque para garantizar la estabilidad sea preciso que el valor de ∆t
sea menor que algunos de los modos de vibracio´n mayores, es decir que los mayores
valores propios de la matriz del sistema.
Una vez descritos los diferentes me´todos de integracio´n cabe analizar su ade-
cuacio´n para la simulacio´n de objetos deformables ela´sticamente. Se ha escogido
el trabajo descrito originalmente en [TPBF87] y que ha sido un referente en
incontables trabajos. La idea es desarrollar algor´ıtmicamente el planteamiento
detallado en dicho art´ıculo y realizar la integracio´n nume´rica con cada uno de los
me´todos estudiados para poder determinar su adecuacio´n para la simulacio´n de
objetos deformables ela´sticamente.
3.3. Estudio de los me´todos de integracio´n en un caso
complejo
En la amplia bibliograf´ıa relacionada con el modelado y la animacio´n de ob-
jetos deformables, se puede constatar que las te´cnicas basadas en la f´ısica pueden
ser utilizadas para crear y animar objetos deformables para obtener resultados
realistas. A tal fin, el modelo continuo que describe la evolucio´n en el tiempo
puede ser aproximado mediante me´todos de discretizacio´n tales como el me´todo
de diferencias finitas o el me´todo de elementos finitos (ve´ase [SBS96], y adema´s
[MMP99] para este u´ltimo me´todo). Para el caso de la discretizacio´n mediante
diferencias finitas, un objeto deformable es aproximado utilizando un mallado
de puntos de control. En e´ste los puntos pueden moverse unos respecto a otros
aunque manteniendo la conexio´n con sus vecinos. La forma en que los puntos pue-
den moverse determina las propiedades del objeto deformable. Dentro de estos
me´todos se incluyen aque´llos que intentan determinar el movimiento del objeto
utilizando el modelo lagrangiano, ecuacio´n (2.17), y definiendo para el objeto un
potencial de energ´ıa que determine la forma en que puede ser deformado. Di-
cho funcional puede basarse en el teorema fundamental de las superficies de la
Geometr´ıa Diferencial, tal y como se detalla en [TPBF87] y en [TW88] (ve´ase
tambie´n [GO94], [Gre94] y [KSS96]). El modelo escogido para evaluar los me´todos
de integracio´n estudiados pertenece a esta misma categor´ıa.
3.3.1. Ecuacio´n de un modelo deformable ela´sticamente
Sea Ω un objeto. Supo´ngase que Ω es una superficie con coordenadas locales
p = (x1, x2) siendo (x1, x2) ∈ [0, 1] × [0, 1] (suponiendo que el dominio de para-
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metrizacio´n de Ω es el cuadrado unitario). La posicio´n de un punto del objeto en
el tiempo t sera´
r(p; t) := r(x1, x2; t) = (r1(x1, x2; t), r2(x1, x2; t), r3(x1, x2; t)),
y la posicio´n inicial del objeto sera´
r0(p) := r0(x1, x2) = (r
0
1(x1, x2), r
0
2(x1, x2), r
0
3(x1, x2)).
Para que el objeto sea deformable el siguiente paso sera´ introducir la energ´ıa
de deformacio´n. Para ello se debera´ tener en cuenta el teorema fundamental de las
superficies: dos superficies tienen la misma forma si su tensor me´trico G, primera
forma fundamental, y su tensor de curvatura B, segunda forma fundamental, son
iguales, siendo
Gij = Gij(r(x1, x2; t)) =
∂r
∂xi
· ∂r∂xj ,
Bij = Bij(r(x1, x2; t)) = ~n · ∂2r∂xi∂xj ,
y ~n es un vector unitario normal a la superficie. Ve´ase [dC76] para una detallada
discusio´n acerca de la geometr´ıa diferencial de curvas y superficies. Utilizando
los tensores anteriores, se define la energ´ıa de deformacio´n para el objeto Ω en el
instante t como:
ε(r) =
2∑
i,j=1
∫
Ω
[
ηij
(
Gij −G0ij
)2
+ ξij
(
Bij −B0ij
)2]
dx1dx2, (3.17)
donde ηii representa la resistencia del objeto a deformaciones longitudinales, η12 =
η21 representan la resistencia del objeto a la deformacio´n por cizalladura, ξii
representa la resistencia del objeto a la deformacio´n por doblamiento y ξ12 = ξ21
representan la resistencia del objeto a la deformacio´n por retorcimiento. Por lo
tanto la energ´ıa vendra´ dada como una ponderacio´n de la diferencia de los tensores
me´trico y de curvatura en cada instante dado respecto del instante inicial.
Como ya se ha constatado en el cap´ıtulo 2, la ecuacio´n del movimiento para
un objeto deformable puede ser escrita con una formulacio´n lagrangiana (ve´ase
[Gol80, Sha88, GdJB94]). La ecuacio´n (2.22) puede ser completada haciendo uso
del funcional antes descrito, como
∂
∂t
(
µ
∂r
∂t
)
+ γ
∂r
∂t
+
δε(r)
δr
= f(r, t), (3.18)
en donde δε(r)δr es la primera derivada variacional para el funcional de deformacio´n
y f(r, t) es la resultante de las fuerzas externas aplicadas sobre el objeto. El primer
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te´rmino representa la fuerza inercial debida a la distribucio´n de masas, el segundo
te´rmino es la fuerza de amortiguacio´n debida a la disipacio´n de la energ´ıa, y el
tercer te´rmino representa la fuerza ela´stica debida a la deformacio´n del objeto
respecto de su forma natural.
Para poder crear animaciones mediante el modelo descrito, la ecuacio´n dife-
rencial de movimiento puede ser discretizada mediante la aplicacio´n de aproxi-
maciones basadas en me´todos de diferencias finitas y resolviendo el sistema de
ecuaciones diferenciales ordinarias encadenadas resultante que describe el movi-
miento. Aunque previamente es preciso simplificar la primera derivada variacional
del funcional ε(r). Respecto a la aproximacio´n de δε(r)δr se puede comprobar en
[TPBF87] que
δε(r)
δr
≈
2∑
i,j=1
− ∂
∂xi
(
αij
∂r
∂xj
)
+
∂2
∂xi∂xj
(
βij
∂2r
∂xi∂xj
)
, (3.19)
siendo αij = ηij(p; t)
(
Gij −G0ij
)
y βij = ξij(p; t)
(
Bij −B0ij
)
.
3.3.2. Resolucio´n nume´rica del modelo de deformacio´n
La ecuacio´n (3.18), que representa tanto el movimiento de la superficie como
su deformacio´n, puede ser resuelta mediante el uso de diferencias finitas tanto
en el dominio espacial como en el temporal. Para ello, se deben aproximar las
derivadas espaciales para transformar la ecuacio´n en derivadas parciales (3.18)
en una ecuacio´n diferencial ordinaria.
Mediante el uso de un me´todo de integracio´n directa, como los descritos en
la seccio´n 3.1, es posible expresar la funcio´n sobre el mallado r(m,n) como un
vector de dimensio´n MN , r simplificando la notacio´n. Por lo tanto, se transforma
la ecuacio´n en derivadas parciales (3.18) en la siguiente ecuacio´n diferencial:
M
d2r
dt2
+ C
dr
dt
+ K(r)r = fr, (3.20)
en donde M es la MN ×MN matriz diagonal de masas, C es la MN ×MN
matriz diagonal de amortiguacio´n y K(r) es la MN × MN matriz de rigidez
que contiene toda la informacio´n relativa a las propiedades de la deformacio´n
del objeto. No´tese que M es la matriz de masas siendo µ(m,n) los elementos de
la diagonal, y que C es construida de forma semejante a partir de los valores
de γ(m,n). Como se podra´ comprobar, la matriz K(r) es la ma´s importante en
la resolucio´n nume´rica de la ecuacio´n (3.20) ya que aporta la informacio´n de la
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deformacio´n. Cabe remarcar que la expresio´n obtenida es equivalente a (2.22)
considerando un funcional concreto.
3.3.3. Discretizacio´n temporal
Con independencia del esquema de diferencias finitas utilizado para discretizar
las coordenadas espaciales, para resolver la ecuacio´n (3.20) se debe utilizar un
me´todo de integracio´n temporal adecuado para la ecuacio´n diferencial ordinaria:
A · r (t+ ∆t) = b (t), (3.21)
en principio cualquiera de los me´todos de integracio´n descritos en este cap´ıtulo es
aplicable. Por ejemplo, si se utiliza un esquema en diferencias centradas, para re-
solver la ecuacio´n diferencial, se utilizan las siguientes aproximaciones temporales
discretas:
dr
dt
≈r (t+ ∆t)− r (t−∆t)
2∆t
,
d2r
dt2
≈r (t+ ∆t)− 2r (t) + r (t−∆t)
∆t2
.
de manera que
A =
M
∆t2
+
C
2∆t
y
b (t) = f (t)−
(
K(r (t))− 2M
∆t2
)
r (t) +
(
C
2∆t
− M
∆t2
)
r (t−∆t).
El sistema (3.21) es fa´cilmente resoluble toda vez que la matriz A es diagonal.
Puede escribirse
r (t+ ∆t) = A−1 · b (t) = S · b (t),
en donde Sij = 0, si i 6= j y Sii =
(
mii
∆t2
+ cii2∆t
)−1
. De esta forma la ecuacio´n en
derivadas parciales no lineal original, (3.18), se ve reducida a una secuencia de
sistemas algebraicos diagonales representados por (3.21).
El planteamiento original de [TPBF87] para la integracio´n nume´rica a lo lar-
go del tiempo se basa en un procedimiento de integracio´n semi-impl´ıcito, ve´ase
[TPBF87, TW88, GO94], equivalente al me´todo de las diferencias centradas
impl´ıcito descrito en el apartado 3.1.2:
A(t) · r (t+ ∆t) = gt, (3.22)
siendo
A(t) = K(r (t)) +
(
M
∆t2
+
C
2∆t
)
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y
gt = ft +
2M
∆t2
· r (t) +
(
C
2∆t
− M
∆t2
)
· r (t−∆t).
En lugar de aplicar solamente el modelo propuesto, en el presente estudio
se procedera´ a utilizar cada uno de los me´todos de integracio´n descritos en la
seccio´n 3.1 para poder determinar la adecuacio´n de cada uno de ellos a este tipo
de problemas.
3.3.4. Discretizacio´n espacial
Para resolver nume´ricamente la ecuacio´n (3.18) se han utilizado los opera-
dores en diferencias finitas esta´ndar. En primer lugar se ha utilizado un esquema
basado en diferencias finitas centradas. De manera que para una funcio´n fijada,
h, los operadores en diferencias para h son los siguientes
∂h
∂x1
≈h(x1 + ∆x1, x2)− h(x1 −∆x1, x2)
2∆x1
,
∂h
∂x2
≈h(x1, x2 + ∆x2)− h(x1, x2 −∆x2)
2∆x2
,
∂2h
∂x21
≈h(x1 + ∆x1, x2)− 2h(x1, x2) + h(x1 −∆x1, x2)
∆x21
,
∂2h
∂x22
≈h(x1, x2 + ∆x2)− 2h(x1, x2) + h(x1, x2 −∆x2)
∆x22
,
∂2h
∂x1∂x2
≈ 1
∆x1∆x2
(−h(x1 −∆x1, x2 + ∆x2) + h(x1 + ∆x1, x2 + ∆x2)
+ h(x1 −∆x1, x2)− h(x1 + ∆x1∆x1, x2)).
y as´ı hasta la derivadas de cuarto orden. Con este planteamiento el error en la
aproximacio´n es de orden 2.
A continuacio´n se ha utilizado un esquema en diferencias finitas no centradas
con un error en la aproximacio´n de orden 1. E´ste u´ltimo me´todo fue el utilizado en
[TPBF87] y [TW88] (ve´ase tambie´n [GO94]). Se definen los siguientes primeros
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operadores hacia adelante y hacia atra´s:
D+1 h(x1, x2) =
h(x1 + ∆x1, x2)− h(x1, x2)
∆x1
,
D−1 h(x1, x2) =
h(x1, x2)− h(x1 −∆x1, x2)
∆x1
,
D+2 h(x1, x2) =
h(x1, x2 + ∆x2)− h(x1, x2)
∆x2
,
D−2 h(x1, x2) =
h(x1, x2)− h(x1, x2 −∆x2)
∆x2
.
A partir de estos operadores en diferencias se pueden definir los operadores
de segundo orden:
D+12h(x1, x2) = D
+
21h(x1, x2) = D
+
1 (D
+
2 h(x1, x2)),
D11h(x1, x2) = D
−
1 (D
+
1 h(x1, x2)),
D−12h(x1, x2) = D
−
21h(x1, x2) = D
−
1 (D
−
2 h(x1, x2)),
D22h(x1, x2) = D
−
2 (D
+
2 h(x1, x2)).
Ahora, partiendo de una malla de puntos que represente a la superficie conti-
nua, en la que se aplicara´ la deformacio´n, se pueden discretizar los componentes de
la ecuacio´n (3.18) utilizando la aproximacio´n de la derivada variacional descrita
en (3.19).
Otro aspecto a tener en cuenta en el proceso de discretizacio´n de la ecua-
cio´n (3.18) son las condiciones de contorno. Se han tenido en cuenta dos tipos
de condiciones de contorno. Por una parte se han introducido unas condiciones
de contorno naturales en los bordes de la superficie en donde los operadores de
diferencias intentan acceder a variables nodales fuera del dominio discreto, asig-
nando el valor cero a dichos operadores. Esto equivale a desplazar el contorno de
manera que se ampl´ıe el dominio cuadrado [0, 1] × [0, 1] y convertir los valores
r(x1, x2) del contorno antiguo en nuevos valores r(x1, x2) del nuevo contorno. Por
otra parte, se han considerado regiones de discretizacio´n en el contorno. Se ha
dividido en cuadrado unitario [0, 1]× [0, 1] en nueve regiones, como puede obser-
varse en la figura 3.4. En cada una de las regiones se ha definido un conjunto de
operadores de diferencias de primer y de segundo orden espec´ıfico. Por ejemplo,
para la zona VIII de la figura las siguientes expresiones son las aproximaciones a
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V
VII VIII IX
IV VI
I II III
Figura 3.4: Regiones de discretizacio´n del contorno para poder calcular los operadores
en diferencias finitas.
los operadores de diferencias:
∂h
∂x1
≈3h(x1, x2)− 4h(x1 −∆x1, x2) + h(x1 − 2∆x1, x2)
2∆x1
,
∂h
∂x2
≈h(x1, x2 + ∆x2)− h(x1, x2 −∆x2)
2∆x2
,
∂2h
∂x21
≈ 1
∆x21
(2h(x1, x2)− 5h(x1 −∆x1, x2) + 4h(x1 − 2∆x1, x2)
− h(x1 − 3∆x1, x2)),
∂2h
∂x22
≈h(x1, x2 + ∆x2)− 2h(x1, x2) + h(x1, x2 + ∆x2)
∆x22
,
∂2h
∂x1∂x2
≈ 1
4∆x1∆x2
(h(x1, x2)− 2h(x1 −∆x1, x2) + 3h(x1 −∆x1, x2 −∆x2)
− h(x1 −∆x1, x2 + ∆x2)− 2h(x1, x2 −∆x2) + h(x1, x2 + ∆x2)
+ h(x1 − 2∆x1, x2)− h(x1 − 2∆x1, x2 −∆x2)),
y as´ı en cada una de las regiones y para cada una de las derivadas que aparecen
en la ecuacio´n (3.18). En el caso de tener en cuenta derivadas de tercer y cuarto
orden se debera´n contemplar un total de veinticinco regiones diferentes.
As´ı pues, desde el punto de vista de la discretizacio´n espacial, existen cuatro
formas de resolver la ecuacio´n en diferencias (3.18):
39
Solucio´n de la ecuacio´n de equilibrio
(i) diferencias finitas centradas con contorno libre (natural),
(ii) diferencias finitas centradas con contorno organizado en zonas,
(iii) diferencias finitas no centradas con contorno libre (natural) y
(iv) diferencias finitas no centradas con contorno organizado en zonas.
Para encontrar una aproximacio´n nume´rica a la expresio´n (3.19), se puede
escribir:
e(x1, x2) =
2∑
i,j=1
−Di(pij)(x1, x2) +Dij(qij)(x1, x2), (3.23)
en donde
pij(x1, x2) = αij(x1, x2) ·Djr(x1, x2)
y
qij(x1, x2) = βij(x1, x2) ·Dij(r)(x1, x2)
y Di, Dj y Dij son operadores en diferencias finitas.
Tal y como se ha comentado anteriormente, utilizando cualquiera de estos
cuatro me´todos se puede transformar la ecuacio´n (3.18) en la ecuacio´n diferencial
ordinaria (3.20), y, haciendo uso de la aproximaciones de las derivadas discre-
tizadas temporalmente, se puede integrar dicha ecuacio´n a lo largo del tiempo
mediante un procedimiento paso a paso, resolviendo el sistema algebraico lineal
(3.21). La solucio´n dina´mica puede evolucionar, lo que en definitiva corresponde
a la simulacio´n de la deformacio´n de la superficie, desde unas condiciones iniciales
para el instante t = 0 resolviendo el sistema lineal algebraico para las configura-
ciones instanta´neas r(t+ ∆t) utilizando las soluciones precedentes ya calculadas
que sean necesarias segu´n sea el me´todo de integracio´n escogido.
3.3.5. Estudio de la estabilidad
Para poder determinar cual es la mejor forma de resolver el sistema (3.21) es
preciso estudiar la estabilidad del sistema en funcio´n de la matriz K(r (t)) que se
este´ utilizando y segu´n cual sea el me´todo de integracio´n escogido.
En el proceso de simulacio´n se realizan los ca´lculos en una serie de instantes
de tiempo (∆t, 2∆t, 3∆t, . . . n∆t = T ) de manera que a lo largo del ca´lculo de la
simulacio´n se ira´n obteniendo una serie de valores: r0 = el objeto sin deformar,
r1 = r(∆t), . . . , rn−1 = r((n−1)∆t), rn = r(n∆t) = r(T ), uno para cada instante
de tiempo contemplado.
El radio espectral, ρ, esta´ estrechamente relacionado con el comportamien-
to de la convergencia de la secuencia potencial de una matriz. Para cualquier
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x0 ∈ Rn la sucesio´n {xk}k≥0 definida por xk = Lxk−1 + c ∀k ≥ 1, siendo L un
operador, converge a una solucio´n u´nica solamente si ρ(L) < 1. Para determinar
la estabilidad del sistema, obtenido tras la aplicacio´n de los diferentes me´todos de
integracio´n estudiados, es preciso establecer algu´n tipo de estrategia que permita
poder obtener una relacio´n que exprese el valor de rn en funcio´n r0:
rn = Gnr0 + gn. (3.24)
Considerando que r0 = r−1, toda vez que se supone que el objeto inicialmente
esta´ en reposo y sin que actu´en sobre e´l fuerzas de ningu´n tipo, debera´ encontrarse
una expresio´n adecuada para la matriz Gn y el vector gn en te´rminos de los valores
de las iteraciones anteriores y segu´n cual sea el me´todo de integracio´n utilizado;
es decir: definiendo una recurrencia. De esta forma se podra´ expresar el valor de
rn en funcio´n de los valores obtenidos para los pasos anteriores y de r0.
Si es posible obtener los valores adecuados para Gn y gn entonces la ecuacio´n
(3.24) indica que es posible representar los valores de cada instante a partir de
los valores del instante inicial. Por lo tanto se desprende que la estabilidad del
sistema se puede medir mediante el estudio del radio espectral de la matriz Gn,
ρ(Gn). Es decir, el sistema sera´ estable si y solamente si l´ım
n→∞ ρ(Gn) < 1.
En definitiva si el valor de Gn se puede establecer en funcio´n de los valores de
los pasos inmediatamente anteriores, entonces puede establecerse un mecanismo
que permita determinar para cada iteracio´n la estabilidad del sistema, as´ı es
posible comprobar la evolucio´n de la estabilidad del sistema a lo largo de toda la
simulacio´n.
Estudio del modelo de las diferencias centradas
Segu´n la ecuacio´n (3.3) que describe este modelo, las operaciones que se pue-
den realizar se describen a continuacio´n.
En primer lugar se definen
rn := r(n∆t),
fn := f(n∆t),
A :=
(
M
∆t2
+
C
2∆t
)
,
B(rn) :=
(
2M
∆t2
−K(rn)
)
y
D :=
(
C
2∆t
− M
∆t2
)
,
41
Solucio´n de la ecuacio´n de equilibrio
de manera que la ecuacio´n (3.3) puede escribirse
Arn+1 = fn + B(rn)rn + Drn−1,
y por lo tanto
rn+1 = A
−1fn + A−1B(rn)rn + A−1Drn−1,
o lo que es lo mismo
rn = A
−1fn−1 + A−1B(rn−1)rn−1 + A−1Drn−2,
de (3.24) se tiene
rn−1 = Gn−1r0 + gn−1,
rn−2 = Gn−2r0 + gn−2
y, en consecuencia
rn = A
−1fn−1 + A−1B(rn−1)(Gn−1r0 + gn−1) + A−1D(Gn−2r0 + gn−2),
que convenientemente arreglado queda
rn = A
−1(B(rn−1)Gn−1 + DGn−2)r0 + A−1(fn−1 + B(rn−1)gn−1 + Dgn−2),
entonces si se define
Gn :=A
−1(B(rn−1)Gn−1 + DGn−2), (3.25a)
gn :=A
−1(fn−1 + B(rn−1)gn−1 + Dgn−2), (3.25b)
se consigue obtener una expresio´n recurrente que permite expresar rn en funcio´n
de r0. Se puede considerar que G−1 y G−2 son la matriz identidad ya que se
considera al objeto en reposo en el instante inicial.
Estudio para el me´todo de las diferencias centradas impl´ıcito
Este modelo permite expresar la ecuacio´n del movimiento (2.22) en la forma
de la ecuacio´n (3.4) que puede ser tratada de una forma semejante a como se ha
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hecho en el apartado anterior, con la salvedad de que K pasa a formar parte de
la matriz del sistema. Por lo tanto, si se define
A :=
(
M
∆t2
+
C
2∆t
+ K
)
,
B :=
(
2M
∆t2
)
,
y
D :=
(
C
2∆t
− M
∆t2
)
,
se obtendra´n unas expresiones para Gn y gn equivalentes a las mostradas en
(3.25a) y (3.25b) respectivamente.
Estudio para el me´todo de Houbolt
Con el me´todo de Houbolt se obtiene una expresio´n para la ecuacio´n del
movimiento como la mostrada en la ecuacio´n (3.7). Para este me´todo se definen
A :=
(
2M
∆t2
+
11C
6∆t
+ K
)
,
B :=
(
5M
∆t2
+
3C
∆t
)
,
D :=−
(
4M
∆t2
+
3C
2∆t
)
,
y
E :=
(
M
∆t2
+
C
3∆t
)
,
de manera que de la ecuacio´n (3.7) se obtiene la expresio´n
rn+1 = A
−1f + A−1(Brn + Drn−1 + Ern−2),
por lo tanto
rn = A
−1f + A−1(Brn−1 + Drn−2 + Ern−3),
si se expresa rn−1, rn−2 y rn−3 en la forma de (3.24)
rn−1 = Gn−1r0 + gn−1,
rn−2 = Gn−2r0 + gn−2,
rn−3 = Gn−3r0 + gn−3,
43
Solucio´n de la ecuacio´n de equilibrio
se puede escribir
rn = A
−1f +A−1 (B(Gn−1r0 + gn−1) +
D(Gn−2r0 + gn−2) +
E(Gn−3r0 + gn−3)),
que convenientemente arreglada se convierte en
rn = A
−1 (BGn−1 + DGn−2 + EGn−3) r0 +
A−1 (f + Bgn−1 + Dgn−2 + Egn−3) ,
por lo tanto
Gn =A
−1(BGn−1 + DGn−2 + EGn−3), (3.26a)
gn =A
−1(f + Bgn−1 + Dgn−2 + Egn−3), (3.26b)
y en consecuencia para el me´todo de Houbolt tambie´n se ha podido obtener una
matriz y un vector expresados en forma recurrente que permiten expresar rn en
funcio´n de r0, teniendo presente que G−1 = G−2 = G−3 = I, siendo I la matriz
identidad.
Estudio para el me´todo de Newmark β
Tal y como puede comprobarse en la ecuacio´n (3.14), el me´todo de Newmark β
no solamente utiliza r, sino que en la ecuacio´n adema´s aparecen te´rminos rela-
cionados con la velocidad r˙ y con la aceleracio´n r¨. Por ello no resulta adecuado
un razonamiento como el seguido para los modelos anteriores.
Si se combina en un solo sistema de ecuaciones la ecuacio´n (2.22) junto con
(3.13) se obtienen
Ar¨n+1 + C r˙n+1 +Krn+1 = f ,
r˙n+1 − r˙n − (1− γ)∆tr¨n − γ∆tr¨n+1 = 0 ,
rn+1 − rn −∆tr˙n − (12 − β)∆t2r¨n − β∆t2r¨n+1 = 0,
que expresado de forma matricial quedan
 A C K−γ∆tI I 0
−β∆t2I 0 I
r¨n+1r˙n+1
rn+1
−
 0 0 0(1− γ)∆tI I 0
(12 − β)∆t2I ∆tI I
r¨nr˙n
rn
 =
f0
0
 (3.27)
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siendo I la matriz identidad. La expresio´n anterior para rn se puede expresar
como
A˜r˜n − B˜r˜n−1 = f˜ , (3.28)
siendo
r˜i =
r¨ir˙i
ri
 , A˜ =
 A C K−γ∆tI I 0
−β∆t2I 0 I
 ,
f˜ =
f0
0
 y B˜ =
 0 0 0(1− γ)∆tI I 0
(12 − β)∆t2I ∆tI I
 ,
segu´n lo cual
r˜n = A˜
−1f˜ + A˜−1B˜r˜n−1. (3.29)
Para poder establecer una relacio´n de recurrencia, en los mismos te´rminos que
para los modelos anteriores, sera´ preciso extender la ecuacio´n (3.24) de manera
que se contemple tambie´n la velocidad y la aceleracio´n:
r˜n = G˜nr˜0 + g˜n, (3.30)
de manera que se puede expresar (3.29) como
r˜n = A˜
−1f˜ + A˜−1B˜(G˜n−1r˜0 + g˜n−1),
por lo tanto
r˜n = A˜
−1f˜ + A˜−1B˜g˜n−1 + A˜−1B˜G˜n−1r˜0,
as´ı que si se define
G˜n :=A˜
−1B˜G˜n−1, (3.31a)
g˜n :=A˜
−1f˜ + A˜−1B˜g˜n−1, (3.31b)
se obtiene una expresio´n recurrente que permite expresar r˜n en funcio´n de r˜0.
Estudio para el me´todo de Wilson θ
Al igual que en el me´todo de Newmark β, en el me´todo de Wilson θ se debe
tener en cuenta el valor de la aceleracio´n y el de la velocidad en cada instante
de tiempo para poder realizar los ca´lculos. Adema´s, como se desprende de la
ecuacio´n (3.12), conocido el valor para un instante de tiempo t los valores se
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calculan nuevamente para el instante de tiempo t + θ∆t para posteriormente
calcular los valores deseados para t+ ∆t.
En primer lugar, de (3.8) y (3.9), fijando τ = ∆t se obtiene
r¨t+∆t =
θ − 1
θ
r¨t +
1
θ
r¨t+θ∆t,
r˙t+∆t =r˙t + ∆t
(
1− 1
2θ
)
r¨t +
∆t
2θ
r˙t+θ∆t,
rt+∆t =rt + ∆tr˙t + ∆t2
(
3θ − 1
6θ
)
r¨t +
∆t2
6θ
r¨t+θ∆t,
expresado en forma matricialr¨t+∆tr˙t+∆t
rt+∆t

︸ ︷︷ ︸
r˜t+∆t
=
 1θ I 0 0∆t
2θ I 0 0
∆t2
6θ I 0 0

︸ ︷︷ ︸
M˜
r¨t+θ∆tr˙t+θ∆t
rt+θ∆t

︸ ︷︷ ︸
r˜t+θ∆t
+
 θ−1θ I 0 0∆t (1− 12θ) I I 0
∆t2 3θ−16θ I ∆tI I

︸ ︷︷ ︸
N˜
r¨tr˙t
rt

︸ ︷︷ ︸
r˜t
(3.32)
es decir
r˜t+∆t = M˜r˜t+θ∆t + N˜r˜t. (3.33)
Para intentar obtener unos valores adecuados para Gn y gn se puede pro-
ceder de forma semejante a como se ha hecho para el me´todo de Newmark β,
construyendo un sistema de ecuaciones en funcio´n de (3.10) y (3.11):
Mr¨t+θ∆t + Cr˙t+θ∆t + Krt+θ∆t =θf t+θ∆tr + (1− θ)f tr ,
r¨t+θ∆t − 6
θ2∆t2
rt+θ∆t +
6
θ2∆t2
rt +
6
θ∆t
r˙t + 2r¨t =0,
r˙t+∆t − 3
θ∆t
rt+θ∆t +
3
θ∆t
rt + 2r˙t +
θ∆t
2
r¨t =0,
cuya representacio´n matricial esM C KI 0 −6
θ2∆t2
I
0 I −3θ∆tI

︸ ︷︷ ︸
A˜
r¨t+θ∆tr˙t+θ∆t
rt+θ∆t

︸ ︷︷ ︸
r˜t+θ∆t
+
 0 0 02I 6θ∆tI 6θ2∆t2 I
θ∆t
2 I 2I
3
θ∆tI

︸ ︷︷ ︸
B˜
r¨tr˙t
rt

︸ ︷︷ ︸
r˜t
=
θf t+θ∆t + (1− θ)f t0
0

︸ ︷︷ ︸
f˜
(3.34)
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es decir
A˜r˜t+θ∆t + B˜r˜t = f˜ . (3.35)
Si en la expresio´n anterior se sustituye r˜t+θ∆t por su valor segu´n (3.33) se
obtiene
r˜t+θ∆t = A˜−1
(
f˜ − B˜r˜t
)
, (3.36)
y
r˜t+∆t = M˜A˜−1
(
f˜ − B˜r˜t
)
+ N˜r˜t. (3.37)
En general se puede obtener el valor para r˜t a partir de la expresio´n anterior,
y si adema´s se sustituye el valor r˜t−∆t por una expresio´n basada en r˜0
r˜t−∆t = G˜t−∆tr˜0 + g˜t−∆t,
se obtiene
r˜t = M˜A˜−1f˜ +
(
N˜− M˜A˜−1B˜
)(
G˜t−∆tr˜0 + g˜t−∆t
)
,
que se puede arreglar
r˜t = M˜A˜−1f˜ +
(
N˜− M˜A˜−1B˜
)
g˜t−∆t +
(
N˜− M˜A˜−1B˜
)(
G˜t−∆tr˜0
)
,
que una vez reescrito con la misma notacio´n que la utilizada con los modelos
anteriores queda
r˜n = M˜A˜
−1f˜ +
(
N˜− M˜A˜−1B˜
)
g˜n−1 +
(
N˜− M˜A˜−1B˜
)(
G˜n−1r˜0
)
,
as´ı que si se define
G˜n =
(
N˜− M˜A˜−1B˜
)
G˜n−1, (3.38a)
g˜n =M˜A˜
−1f˜ +
(
N˜− M˜A˜−1B˜
)
g˜n−1, (3.38b)
se concluye que con este me´todo tambie´n es posible obtener una expresio´n recu-
rrente que permita expresar r˜n en funcio´n de r˜0.
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Resultados
Una vez obtenidas las expresiones para calcular de forma recurrente el valor
de los puntos en cada instante de tiempo considerado y para cada modelo, se
dispone de un mecanismo que permite calcular la estabilidad de cada uno de los
me´todos estudiados, utilizando la estimacio´n del radio espectral de la matriz Gn
en cada uno de los instantes de tiempo.
Otro valor que puede ser u´til a la hora de determinar la bonanza de los
me´todos es el nu´mero de condicio´n de la matriz Gn, toda vez que el nu´mero
de condicio´n es una medida de la sensibilidad de la solucio´n de un sistema de
ecuaciones lineales a los errores presentes en los datos. Es decir, da una indicacio´n
de la precisio´n de los resultados de una matriz inversa y por lo tanto de la solucio´n
de un sistema de ecuaciones lineales. En definitiva, con el nu´mero de condicio´n se
podra´ estimar el grado de exactitud de las soluciones que se obtengan a lo largo
del tiempo.
Para comparar los diferentes me´todos se han realizado tres simulaciones dife-
rentes sobre un mismo objeto. Las caracter´ısticas comunes a las tres simulaciones
son:
el objeto a deformar es un cuadrado unitario, plano,
la discretizacio´n espacial del objeto se ha realizado de manera que e´ste se
divide en 11 filas y 11 columnas de puntos,
cada punto tiene un coeficiente de amortiguacio´n y una masa unitarios,
las fuerzas aplicadas corresponden a un campo gravitatorio normal a la
superficie del objeto y que afecta a todo el objeto exceptuando aquellos
puntos que hayan sido fijados,
el campo empieza a actuar en el instante t = 0s; anteriormente no se aplica
ningu´n tipo de fuerzas al objeto y por lo tanto e´ste permanece en reposo
con velocidad y aceleracio´n nulas.
el tiempo total simulado es de 2 segundos.
Para poder determinar en que´ medida afecta el incremento de tiempo en
cada uno de los me´todos cada una de las simulaciones se ha realizado tomando
en consideracio´n dos valores diferentes para ∆t. En concreto se ha utilizado los
valores ∆t = 0.01s y ∆t = 0.001s.
Las simulaciones realizadas han sido las siguientes:
1) Deformacio´n del objeto sujeto por sus cuatro esquinas con un coeficiente
ηij = 1.0 y ξij = 0.0 ∀i, j ∈ {1, 2}. Los resultados pueden verse en la tabla
3.2 para ∆t = 0.01 y 3.3 para ∆t = 0.001.
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Radio espectral. Diferencias centradas. ∆t = 0.01
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1) 2) 3)
Figura 3.5: Gra´ficas del radio espectral en los experimentos basados en el me´todo de las
diferencias centradas con ∆t = 0.01s. En el eje horizontal, se representa la iteracio´n n, y
en el vertical, el radio espectral de la matriz Gn.
Nu´mero de condicio´n. Diferencias centradas. ∆t = 0.01
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Figura 3.6: Gra´ficas del logaritmo del nu´mero de condicio´n en los experimentos basados
en el me´todo de las diferencias centradas con ∆t = 0.01s. En el eje horizontal, se repre-
senta la iteracio´n n, y en el vertical, el logaritmo del nu´mero de condicio´n de la matriz
Gn.
2) Deformacio´n del objeto sujeto por todo su contorno tambie´n con unos coe-
ficientes ηij = 1.0 y ξij = 0.0 ∀i, j ∈ {1, 2}. Los resultados pueden verse en
la tabla 3.4 para ∆t = 0.01 y 3.5 para ∆t = 0.001.
3) Deformacio´n del objeto sujeto por todo su contorno con un coeficiente ηij =
10.0 y ξij = 0.0 ∀i, j ∈ {1, 2}. Los resultados pueden verse en la tabla 3.6
para ∆t = 0.01 y 3.7 para ∆t = 0.001.
Es decir, se ha intentado deformar un objeto comprobando su comportamiento
en funcio´n de lo sujeto que este´ (comparacio´n de las simulaciones 1 y 2) y en
funcio´n de su rigidez (comparacio´n de las simulaciones 2 y 3).
En las figuras, desde la 3.5 hasta la 3.22, se muestra la evolucio´n del radio
espectral y del nu´mero de condicio´n para cada uno de los me´todos considerados
y cada una de las tres simulaciones previamente descritas.
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Radio espectral. Diferencias centradas impl´ıcito. ∆t = 0.01
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Figura 3.7: Gra´ficas del radio espectral en los experimentos basados en el me´todo de
las diferencias centradas impl´ıcito con ∆t = 0.01s. En el eje horizontal, se representa la
iteracio´n n, y en el vertical, el radio espectral de la matriz Gn.
Nu´mero de condicio´n. Diferencias centradas impl´ıcito. ∆t = 0.01
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Figura 3.8: Gra´ficas del logaritmo del nu´mero de condicio´n en los experimentos basados
en el me´todo de las diferencias centradas impl´ıcito con ∆t = 0.01s. En el eje horizontal,
se representa la iteracio´n n, y en el vertical, el logaritmo del nu´mero de condicio´n de la
matriz Gn.
Como puede verse en la figura 3.5 el radio espectral para el me´todo de las
diferencias centradas no cambia en los tres experimentos. Esto es as´ı debido a
que el coeficiente de amortiguacio´n y la masa no var´ıan entre los diferentes ex-
perimentos, y al ser e´stos los u´nicos elementos que forman la matriz Gn, e´sta no
cambiara´. El nu´mero de condicio´n crece a medida que la simulacio´n avanza en el
tiempo, como puede verse en la figura 3.6, aun as´ı los resultados obtenidos son
adecuados.
Por otra parte, como se observa en la figura 3.7, el radio espectral para el
me´todo de las diferencias centradas impl´ıcito se mantiene pra´cticamente constan-
te a lo largo de todo el tiempo de simulacio´n, con lo que parece que este me´todo
es adecuado para realizar este tipo de simulaciones. Sin embargo el nu´mero de
condicio´n indica que los resultados obtenidos pueden divergir del resultado ideal.
Au´n as´ı los valores obtenidos parecen aceptables.
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Radio espectral. Houbolt. ∆t = 0.01
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Figura 3.9: Gra´ficas del logaritmo del radio espectral en los experimentos basados en el
me´todo de Houbolt con ∆t = 0.01s. En el eje horizontal, se representa la iteracio´n n, y
en el vertical, el logaritmo del radio espectral de la matriz Gn.
Nu´mero de condicio´n. Houbolt. ∆t = 0.01
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Figura 3.10: Gra´ficas del logaritmo del nu´mero de condicio´n en los experimentos basados
en el me´todo de Houbolt con ∆t = 0.01s. En el eje horizontal, se representa la iteracio´n
n, y en el vertical, el logaritmo del nu´mero de condicio´n de la matriz Gn.
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Radio espectral. Wilson θ. ∆t = 0.01
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Figura 3.11: Gra´ficas del logaritmo del radio espectral en los experimentos basados en
el me´todo de Wilson θ con ∆t = 0.01s. En el eje horizontal, se representa la iteracio´n n,
y en el vertical, el logaritmo del radio espectral de la matriz Gn.
Nu´mero de condicio´n. Wilson θ. ∆t = 0.01
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Figura 3.12: Gra´ficas del nu´mero de condicio´n en los experimentos basados en el me´todo
de Wilson θ con ∆t = 0.01s. En el eje horizontal, se representa la iteracio´n n, y en el
vertical, el nu´mero de condicio´n de la matriz Gn.
Para la simulacio´n con el me´todo de Houbolt se obtienen unos valores para
el radio espectral y el nu´mero de condicio´n, figuras 3.9 y 3.10 respectivamente,
que muestran claramente que este me´todo no resulta adecuado para este tipo de
simulacio´n ya que el radio espectral crece linealmente mientras que el nu´mero de
condicio´n parece que llega a acotarse, aunque su valor es considerable.
Con el me´todo de Wilson θ se obtiene un nu´mero de condicio´n pro´ximo a
1.0, figura 3.12, sin embargo el radio espectral 3.11 sen˜ala claramente que este
me´todo tampoco parece adecuado.
El u´ltimo de los me´todos estudiados, Newmark β, muestra un comportamiento
similar al me´todo de Wilson θ, con un nu´mero de condicio´n razonable pero con
un radio espectral sin acotar, figuras 3.13 y 3.14.
Para la simulacio´n con ∆t = 0.001s el modelo de la diferencias centradas no
muestra un comportamiento diferente al observado para ∆t = 0.01s, como se
constata al comparar las gra´ficas para este caso, figura 3.15 y figura 3.16, con las
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Radio espectral. Newmark β. ∆t = 0.01
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Figura 3.13: Gra´ficas del logaritmo del radio espectral en los experimentos basados en
el me´todo de Newmark β con ∆t = 0.01s. En el eje horizontal, se representa la iteracio´n
n, y en el vertical, el logaritmo del radio espectral de la matriz Gn.
Nu´mero de condicio´n. Newmark β. ∆t = 0.01
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Figura 3.14: Gra´ficas del nu´mero de condicio´n en los experimentos basados en el me´todo
de Newmark β con ∆t = 0.01s. En el eje horizontal, se representa la iteracio´n n, y en el
vertical, el nu´mero de condicio´n de la matriz Gn.
Radio espectral. Diferencias centradas. ∆t = 0.001
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Figura 3.15: Gra´ficas del radio espectral en los experimentos basados en el me´todo de
las diferencias centradas con ∆t = 0.001s. En el eje horizontal, se representa la iteracio´n
n, y en el vertical, el radio espectral de la matriz Gn. No hay diferencias entre los tres
experimentos.
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Nu´mero de condicio´n. Diferencias centradas. ∆t = 0.001
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Figura 3.16: Gra´ficas del logaritmo del nu´mero de condicio´n en los experimentos basados
en el me´todo de las diferencias centradas con ∆t = 0.001s. En el eje horizontal, se
representa la iteracio´n n, y en el vertical, el logaritmo del nu´mero de condicio´n de la
matriz Gn.
Radio espectral. Diferencias centradas impl´ıcito. ∆t = 0.001
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Figura 3.17: Gra´ficas del radio espectral en los experimentos basados en el me´todo de
las diferencias centradas impl´ıcito con ∆t = 0.001s. En el eje horizontal, se representa la
iteracio´n n, y en el vertical, el radio espectral de la matriz Gn.
anteriores, figura 3.5 y figura 3.6. Segu´n esto no es necesario un incremento de
tiempo tan pequen˜o para realizar simulaciones con e´ste me´todo de integracio´n.
En la figura 3.17 se muestra que para el me´todo de integracio´n de las diferen-
cias centradas impl´ıcito el radio espectral se mantiene aun ma´s cercano a 1 para
un valor de ∆t = 0.001, mientras que el nu´mero de condicio´n se mantiene (ve´ase
la figura 3.18). Por lo tanto este me´todo de integracio´n puede ser utilizado con
valores de ∆t grandes o pequen˜os en funcio´n de la necesidad de precisio´n que se
requiera en cada caso.
El me´todo de Houbolt mejora sensiblemente con la aplicacio´n de un incremen-
to de tiempo menor, ∆t = 0.001s. Sin embargo, como puede observarse en las
figuras 3.19 y 3.20, el radio espectral obtenido sigue sin estar acotado y el nu´me-
ro de condicio´n sigue siendo elevado. Todo ello hace pensar que este me´todo no
ofrecer´ıa buenos resultados en caso de ser utilizado para simular largos periodos
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Nu´mero de condicio´n. Diferencias centradas impl´ıcito. ∆t = 0.001
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Figura 3.18: Gra´ficas del logaritmo del nu´mero de condicio´n en los experimentos basados
en el me´todo de las diferencias centradas impl´ıcito con ∆t = 0.001s. En el eje horizontal,
se representa la iteracio´n n, y en el vertical, el logaritmo del nu´mero de condicio´n de la
matriz Gn.
Radio espectral. Houbolt. ∆t = 0.001
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Figura 3.19: Gra´ficas del logaritmo del radio espectral en los experimentos basados en
el me´todo de Houbolt con ∆t = 0.001s. En el eje horizontal, se representa la iteracio´n n,
y en el vertical, el logaritmo del radio espectral de la matriz Gn.
Nu´mero de condicio´n. Houbolt. ∆t = 0.001
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Figura 3.20: Gra´ficas del logaritmo del nu´mero de condicio´n en los experimentos basados
en el me´todo de Houbolt con ∆t = 0.001s. En el eje horizontal, se representa la iteracio´n
n, y en el vertical, el logaritmo del nu´mero de condicio´n de la matriz Gn.
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Radio espectral. Wilson θ. ∆t = 0.001
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Figura 3.21: Gra´ficas del logaritmo del radio espectral en los experimentos basados en
el me´todo de Wilson θ con ∆t = 0.001s. En el eje horizontal, se representa la iteracio´n
n, y en el vertical, el logaritmo del radio espectral de la matriz Gn.
Nu´mero de condicio´n. Wilson θ. ∆t = 0.001
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Figura 3.22: Gra´ficas del nu´mero de condicio´n en los experimentos basados en el me´todo
de Wilson θ con ∆t = 0.001s. En el eje horizontal, se representa la iteracio´n n, y en el
vertical, el nu´mero de condicio´n de la matriz Gn. Para 1) el valor representado es el del
logaritmo del nu´mero de condicio´n.
de tiempo.
El me´todo de Wilson θ tambie´n ofrece mejores resultados con valores ∆t
pequen˜os, pero como en el caso del me´todo de Houbolt no ofrece garant´ıas de
una estabilidad para simulaciones largas. Las figuras 3.21 y 3.22 justifican esta
conclusio´n.
Para el me´todo de Newmark β el comportamiento es ana´logo al de los me´todos
de Houbolt y de Wilson θ. El radio espectral obtenido, figura 3.23, indica poca
estabilidad, aunque el nu´mero de condicio´n, figura 3.24, se mantiene muy cercano
a 1 o no crece indefinidamente.
De los experimentos realizados para ∆ = 0.001s se puede concluir que los re-
sultados obtenidos son mejores que cuando se considera ∆t = 0.01s. Sin embargo,
si el intervalo de tiempo a simular es considerable entonces los resultados sera´n
aceptables solamente en el caso de que el me´todo de integracio´n utilizado sea el
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Radio espectral. Newmark β. ∆t = 0.001
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Figura 3.23: Gra´ficas del logaritmo del radio espectral en los experimentos basados en
el me´todo de Newmark β con ∆t = 0.001s. En el eje horizontal, se representa la iteracio´n
n, y en el vertical, el logaritmo del radio espectral de la matriz Gn.
Nu´mero de condicio´n. Newmark β. ∆t = 0.001
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Figura 3.24: Gra´ficas del nu´mero de condicio´n en los experimentos basados en el me´todo
de Newmark β con ∆t = 0.001s. En el eje horizontal, se representa la iteracio´n n, y en
el vertical, el nu´mero de condicio´n de la matriz Gn. Para 1) el valor representado es el
del logaritmo del nu´mero de condicio´n.
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de las diferencias centradas o el de las diferencias centradas impl´ıcito. Se puede
llegar a esta conclusio´n como resultado de la observacio´n de las figuras 3.15, 3.17,
3.19, 3.21 y 3.23, en donde se comprueba que los radios espectrales obtenidos
esta´n acotados solamente en el caso del me´todo de las diferencias centradas y en
el de las diferencias centradas impl´ıcito.
Influencia de la discretizacio´n espacial
Parece extran˜o que los me´todos de integracio´n que a priori se postulan como
los ma´s adecuados cuando son aplicados resulten muy poco efectivos. El problema
no puede hallarse en los modelos en s´ı, en el apartado 3.2.1 se ha constatado que
se ajustan lo suficientemente bien al modelo teo´rico, sino que dicho problema debe
estar en algu´n otro factor. Ahora bien, la u´nica otra cosa que puede afectar al
comportamiento del modelo es la discretizacio´n espacial, descrita en el apartado
3.3.4.
Para comprobar hasta que´ punto afecta la discretizacio´n espacial al compor-
tamiento de los me´todos de integracio´n se ha procedido a realizar un experimento
en el que se ha realizado la misma simulacio´n cambiando el objeto tratado y la
discretizacio´n espacial. As´ı pues se ha procedido a realizar los experimentos con
un objeto cuadrado plano de dimensio´n 1.0×1.0 discretizado con M = {16, 11, 6},
otro cuadrado plano de dimensio´n 4.0 × 4.0 con M = 5, otro ma´s de dimensio´n
10.0× 10.0 con M = 8 y, finalmente, un cuadrado plano de dimensio´n 20.0× 20.0
con M = 11, por lo tanto las distancias entre dos puntos vecinos sera´n respecti-
vamente {0.06667, 0.1000, 0.2000, 1.000, 1.429, 2.000}. Los datos del experimento,
exceptuando los ya indicados, son los mismos que los ya citados para la simulacio´n
del objeto sujeto por las cuatro esquinas y ∆t = 0.01. Los diferentes resultados
pueden verse en las tablas 3.8, 3.9, 3.10, 3.11, 3.12 y 3.13.
Como puede observarse en la figura 3.25, el radio espectral para el me´todo
de las diferencias centradas no cambia significativamente en ninguno de los ca-
sos, exceptuando el caso en que la distancia entre puntos es muy pequen˜a. En
definitiva, el comportamiento del me´todo de las diferencias centradas no mejora
su comportamiento sea cual sea la discretizacio´n espacial que se haya aplicado
y solamente para distancias muy pequen˜as no se obtienen resultados aceptables.
En s´ı mismo, esto no es un problema, ya que los resultados obtenidos con este
me´todo se encuentran entre los mejores, adema´s de ser el ma´s ra´pido.
Para el me´todo de las diferencias centradas impl´ıcito, figura 3.26, los resulta-
dos obtenidos son muy buenos, el radio espectral se mantiene constante y aunque
el nu´mero de condicio´n crece el resultado de las simulaciones siempre es aceptable.
El me´todo de Houbolt, figura 3.27, tiene un comportamiento tal que el radio
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Figura 3.25: Gra´ficas de los logaritmos del a) radio espectral y b) el nu´mero de con-
dicio´n para los experimentos basados en el me´todo de las diferencias centradas. Se han
superpuesto los resultados para las diferentes distancias entre puntos.
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Figura 3.26: Gra´ficas de los logaritmos del a) radio espectral y b) el nu´mero de condicio´n
para los experimentos basados en el me´todo de las diferencias centradas impl´ıcito. Se han
superpuesto los resultados para las diferentes distancias entre puntos.
espectral crece linealmente y de forma indefinida a medida que avanza la simula-
cio´n. Por lo tanto, con estos me´todos no se obtiene ninguna mejora sea cual sea
la forma en que se realiza la discretizacio´n espacial. Con los resultados obteni-
dos para el me´todo de Houbolt se puede aseverar que dicho me´todo no resulta
adecuado para este tipo de simulaciones.
De la observacio´n de las figuras 3.28 y 3.29 se puede destacar que tanto el
me´todo de Wilson θ como el de Newmark β mejoran mucho sus resultados cuando
las distancias entre puntos aumentan.
De todo ello se puede concluir que el me´todo de integracio´n ma´s adecuado
para ser utilizado conjuntamente con un esquema de discretizacio´n espacial ba-
sado en diferencias, de la forma descrita en el apartado 3.3.4, es el me´todo de
las diferencias centradas impl´ıcito, ya que su comportamiento es el mejor con
independencia de la distancia entre puntos y el incremento de tiempo utilizado.
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Figura 3.27: Gra´ficas de los logaritmos del a) radio espectral y b) el nu´mero de condicio´n
para los experimentos basados en el me´todo de Houbolt. Se han superpuesto los resultados
para las diferentes distancias entre puntos.
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Figura 3.28: Gra´ficas de los logaritmos del a) radio espectral y b) el nu´mero de condi-
cio´n para los experimentos basados en el me´todo de Wilson θ. Se han superpuesto los
resultados para las diferentes distancias entre puntos.
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Figura 3.29: Gra´ficas de los logaritmos del a) radio espectral y b) el nu´mero de condicio´n
para los experimentos basados en el me´todo de Newmark β. Se han superpuesto los
resultados para las diferentes distancias entre puntos.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
32
64
96
128
160
196
Tabla 3.2: Evolucio´n de las simulaciones para los diferentes modelos con ∆t = 0.01,
resultados para el caso 1). En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t, si los resultados son excesivamente erro´neos no se muestra
la correspondiente imagen.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
32
64
96
128
160
196
Tabla 3.3: Evolucio´n de las simulaciones para los diferentes modelos con ∆t = 0.001,
resultados para el caso 1) En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t, si los resultados son excesivamente erro´neos no se muestra
la correspondiente imagen.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
32
64
96
128
160
196
Tabla 3.4: Evolucio´n de las simulaciones para los diferentes modelos con ∆t = 0.01,
resultados para el caso 2) En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t, si los resultados son excesivamente erro´neos no se muestra
la correspondiente imagen.
63
Solucio´n de la ecuacio´n de equilibrio
n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
32
64
96
128
160
196
Tabla 3.5: Evolucio´n de las simulaciones para los diferentes modelos con ∆t = 0.001,
resultados para el caso 2). En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t, si los resultados son excesivamente erro´neos no se muestra
la correspondiente imagen.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
32
64
96
128
160
196
Tabla 3.6: Evolucio´n de las simulaciones para los diferentes modelos con ∆t = 0.01,
resultados para el caso 3). En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t, si los resultados son excesivamente erro´neos no se muestra
la correspondiente imagen.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
32
64
96
128
160
196
Tabla 3.7: Evolucio´n de las simulaciones para los diferentes modelos con ∆t = 0.001,
resultados para el caso 3). En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t, si los resultados son excesivamente erro´neos no se muestra
la correspondiente imagen.
66
3.3. Estudio de los me´todos de integracio´n en un caso complejo
n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
32
64
96
128
160
196
Tabla 3.8: Evolucio´n de las simulaciones para los diferentes modelos con la distancia
entre puntos de 0.06667. En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t, si los resultados son excesivamente erro´neos no se muestra
la correspondiente imagen.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
32
64
96
128
160
196
Tabla 3.9: Evolucio´n de las simulaciones para los diferentes modelos con la distancia
entre puntos de 0.100. En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t, si los resultados son excesivamente erro´neos no se muestra
la correspondiente imagen.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
32
64
96
128
160
196
Tabla 3.10: Evolucio´n de las simulaciones para los diferentes modelos con la distancia
entre puntos de 0.200. En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t, si los resultados son excesivamente erro´neos no se muestra
la correspondiente imagen.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
32
64
96
128
160
196
Tabla 3.11: Evolucio´n de las simulaciones para los diferentes modelos con la distancia
entre puntos de 1.000.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
32
64
96
128
160
196
Tabla 3.12: Evolucio´n de las simulaciones para los diferentes modelos con la distancia
entre puntos de 1.429.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
32
64
96
128
160
196
Tabla 3.13: Evolucio´n de las simulaciones para los diferentes modelos con la distancia
entre puntos de 2.0.
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Para probar la forma en que influye la discretizacio´n espacial en los resultados
se debe comprobar tambie´n la forma en que se calcula dicha discretizacio´n.
Tal y como se describe en la seccio´n 3.3.4 se han definido dos conjuntos de
operadores en diferencias finitas, y tambie´n se han definido dos condiciones de
contorno, con lo que existen cuatro posibles formas de calcular la discretizacio´n
espacial.
Para determinar la adecuacio´n de cada una de las combinaciones se han reali-
zado dos tipos de experimentos. En ambos casos se han aplicado los cinco modelos
de discretizacio´n temporal estudiados y se han utilizado modelos con diferentes
distancias entre puntos. De esta forma se ha podido estudiar la mayor o menor
adecuacio´n de las cuatro formas planteadas para la discretizacio´n espacial.
Los experimentos realizados han consistido en la deformacio´n de un plano
con un contorno fijo y el mismo plano con solamente las cuatro esquinas fijas.
Se ha realizado una simulacio´n para un tiempo total T de 2 segundos con un
incremento de tiempo de 0.01 segundos. En las figuras 3.30, 3.31, 3.32, 3.33 y
3.34 se muestran los resultados obtenidos para el experimento del plano con el
contorno fijo y en las figuras 3.35, 3.36, 3.37, 3.38 y 3.39 los correspondientes
para el caso del plano sujeto por las cuatro esquinas.
Se han definido tres variantes de cada experimento definidas sobre un cuadra-
do unitario, discretizado en M filas y en M columnas, siendo M = {16, 11, 6}, lo
que ha determinado una distancia entre puntos de 0.0666, 0.1 y 0.2 respectiva-
mente. Adema´s se ha realizado una cuarta variante, esta vez sobre un cuadrado
10 × 10 con M = 11, determina´ndose as´ı una distancia entre puntos de 1.0. En
todos los casos se ha utilizado una masa y un coeficiente de amortiguacio´n de 1.0
unidad en cada punto. La resistencia a la deformacio´n horizontal (η11), vertical
(η22) y de cizalladura (η12) tambie´n tienen como valor 1 en cada punto en el
caso del experimento en el que se sujeta el plano por sus cuatro esquinas y de
10.0 unidades para el experimento en el que el plano permanece sujeto en todo
su contorno. En las figuras se muestra la evolucio´n del radio espectral a lo largo
de las simulaciones. En cada figura se muestra conjuntamente el comportamiento
del radio espectral para cada una de las variantes.
Del estudio de los resultados de los experimentos se puede confirmar que
la estabilidad de todos los me´todos de integracio´n mejora cuanto mayor es la
distancia entre puntos, siendo esta mejora muy significativa si dicha distancia es
mayor o igual a 1.
Otra conclusio´n a la que se llega es que el me´todo de discretizacio´n espacial
basado en diferencias centradas ofrece menor estabilidad que el me´todo basado en
diferencias no centradas. Adema´s las condiciones de contorno libres, naturales,
73
Solucio´n de la ecuacio´n de equilibrio
0 50 100 150 200
1000
106
109
1012
0 50 100 150 200
10
100
1000
104
105
Caso (i) Caso (ii)
0 50 100 150 200
100
104
106
0 50 100 150 200
2
5
10
20
50
100
Caso (iii) Caso (iv)
1.0
0.20
0.10
0.067
distancia
entre
puntos
Figura 3.30: Gra´ficas del radio espectral en los experimentos en donde se fija el contorno.
En el eje horizontal, se representa la iteracio´n n, y en el vertical, el radio espectral de la
matriz Gn. En el proceso de simulacio´n se ha utilizado el me´todo de las diferencias cen-
tradas. En cada gra´fico se superponen los resultados conseguidos en cuatro experimentos
diferentes, cada uno con diferentes distancias entre puntos.
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Figura 3.31: Gra´ficas del radio espectral en los experimentos en donde se fija el contorno.
En el eje horizontal, se representa la iteracio´n n, y en el vertical, el radio espectral de
la matriz Gn. En el proceso de simulacio´n se ha utilizado el me´todo las diferencias
centradas impl´ıcito. En cada gra´fico se superponen los resultados conseguidos en cuatro
experimentos diferentes, cada uno con diferentes distancias entre puntos.
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Figura 3.32: Gra´ficas del radio espectral en los experimentos en donde se fija el contorno.
En el eje horizontal, se representa la iteracio´n n, y en el vertical, el radio espectral de la
matriz Gn. En el proceso de simulacio´n se ha utilizado el me´todo de Houbolt. En cada
gra´fico se superponen los resultados conseguidos en cuatro experimentos diferentes, cada
uno con diferentes distancias entre puntos.
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Figura 3.33: Gra´ficas del radio espectral en los experimentos en donde se fija el contorno.
En el eje horizontal, se representa la iteracio´n n, y en el vertical, el radio espectral de
la matriz Gn. En el proceso de simulacio´n se ha utilizado el me´todo de Newmark β. En
cada gra´fico se superponen los resultados conseguidos en cuatro experimentos diferentes,
cada uno con diferentes distancias entre puntos.
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Figura 3.34: Gra´ficas del radio espectral en los experimentos en donde se fija el contorno.
En el eje horizontal, se representa la iteracio´n n, y en el vertical, el radio espectral de la
matriz Gn. En el proceso de simulacio´n se ha utilizado el me´todo de Wilson θ. En cada
gra´fico se superponen los resultados conseguidos en cuatro experimentos diferentes, cada
uno con diferentes distancias entre puntos.
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Figura 3.35: Gra´ficas del radio espectral en los experimentos en donde se fijan solamente
las cuatro esquinas. En el eje horizontal, se representa la iteracio´n n, y en el vertical, el
radio espectral de la matriz Gn. En el proceso de simulacio´n se ha utilizado el me´todo
de las diferencias centradas. En cada gra´fico se superponen los resultados conseguidos en
cuatro experimentos diferentes, cada uno con diferentes distancias entre puntos.
79
Solucio´n de la ecuacio´n de equilibrio
0 50 100 150 200
10-240
10-192
10-144
10-96
10-48
1
0 50 100 150 200
0.001
10
105
109
Caso (i) Caso (ii)
0 50 100 150 200
1.0
2.0
1.5
0 50 100 150 200
1.0
2.0
1.5
Caso (iii) Caso (iv)
1.0
0.20
0.10
0.067
distancia
entre
puntos
Figura 3.36: Gra´ficas del radio espectral en los experimentos en donde se fijan solamente
las cuatro esquinas. En el eje horizontal, se representa la iteracio´n n, y en el vertical,
el radio espectral de la matriz Gn. En el proceso de simulacio´n se ha utilizado el me´to-
do de las diferencias centradas impl´ıcito. En cada gra´fico se superponen los resultados
conseguidos en cuatro experimentos diferentes, cada uno con diferentes distancias entre
puntos.
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Figura 3.37: Gra´ficas del radio espectral en los experimentos en donde se fijan sola-
mente las cuatro esquinas. En el eje horizontal, se representa la iteracio´n n, y en el
vertical, el radio espectral de la matriz Gn. En el proceso de simulacio´n se ha utilizado el
me´todo de Houbolt. En cada gra´fico se superponen los resultados conseguidos en cuatro
experimentos diferentes, cada uno con diferentes distancias entre puntos.
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Figura 3.38: Gra´ficas del radio espectral en los experimentos en donde se fijan solamente
las cuatro esquinas. En el eje horizontal, se representa la iteracio´n n, y en el vertical, el
radio espectral de la matriz Gn. En el proceso de simulacio´n se ha utilizado el me´todo
de Newmark β. En cada gra´fico se superponen los resultados conseguidos en cuatro
experimentos diferentes, cada uno con diferentes distancias entre puntos.
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Figura 3.39: Gra´ficas del radio espectral en los experimentos en donde se fijan solamente
las cuatro esquinas. En el eje horizontal, se representa la iteracio´n n, y en el vertical,
el radio espectral de la matriz Gn. En el proceso de simulacio´n se ha utilizado el me´to-
do de Wilson θ. En cada gra´fico se superponen los resultados conseguidos en cuatro
experimentos diferentes, cada uno con diferentes distancias entre puntos.
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ofrecen un mejor comportamiento que el obtenido mediante las condiciones de
contorno organizadas en zonas.
Adema´s se confirma que, de los cinco me´todos de integracio´n estudiados, el que
mejores resultados ofrece en cuanto a estabilidad es el me´todo de las diferencias
centradas impl´ıcito.
3.3.6. Influencia de los coeficientes η y ξ sobre la deformacio´n
Un u´ltimo aspecto a considerar es el de los valores que pueden tomar η y ξ, los
coeficientes con los que se ponderan las diferencias respecto al objeto en reposo de
los tensores me´trico y de curvatura respectivamente. En definitiva, η representa
la influencia que tiene la deformacio´n por elongacio´n del objeto mientras que ξ
es la influencia que tiene la deformacio´n por doblamiento.
Una primera conclusio´n a la que se puede llegar es que ambos valores no
deben ser negativos. Efectivamente, un valor negativo representar´ıa una energ´ıa
negativa, es decir: cuanto ma´s deformado estuviera el objeto menor resistencia
(menor energ´ıa) tendr´ıa. Si el objeto representado debe semejar un objeto real,
tal situacio´n requerir´ıa contemplar aspectos tales como que el objeto se derrita
o que pierda la elasticidad y se convierta en una deformacio´n pla´stica. En todo
caso no parece que sea la forma adecuada en que se deba abordar este tipo de
comportamiento.
Parece claro tambie´n que cuanto ma´s pro´ximos a 0 definan dichos valores
menor sera´ la influencia de la componente ela´stica en el sistema de ecuaciones.
Esto conlleva considerar que cada elemento discreto sobre el que se realizan los
ca´lculos se encuentra poco relacionado con los que se encuentran en su entorno,
en definitiva cada uno se comportara´ como una part´ıcula independiente, si los
coeficientes son 0, o casi independiente, si no son 0 pero no son suficientemente
grandes.
Otro aspecto a tener en consideracio´n es la posible interrelacio´n que pueda
haber entre la masa, el coeficiente de amortiguacio´n y los para´metros η y ξ.
Por u´ltimo, un detalle que no puede ser obviado es el hecho de que se ha
constatado que el comportamiento de la simulacio´n esta´ muy relacionado con la
distancia entre puntos.
Para determinar el rango de valores aceptables para todos estos para´metros se
ha procedido a la realizacio´n de un conjunto de simulaciones, variando los valores
de η y ξ para poder determinar la influencia de ambos valores e intentando ajustar
los para´metros de masa y coeficiente de amortiguacio´n para intentar obtener
resultados aceptables.
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Estudio de la elongacio´n de una la´mina
El objetivo de este estudio es el de determinar si es posible conseguir repre-
sentar una la´mina que, estando sujeta por uno de sus lados y suspendida en un
campo gravitatorio uniforme, se comporte de manera que quede colgando pero
manteniendo sus proporciones; es decir, sin que cambie su taman˜o.
Para conseguir dicho efecto η debera´ ser suficientemente grande. En cambio
ξ debe valer 0, toda vez que no interesa restringir el posible doblamiento de la
la´mina sino solamente su posible estiramiento o encogimiento.
El efecto obtenido var´ıa en funcio´n de la distancia entre los puntos del mallado.
Por ello se han estudiado dos casos, uno con una distancia entre puntos de 0.1 y
el otro con una distancia de 1.0. Tanto en un caso como en el otro no se ha podido
conseguir una rigidez absoluta, en la figura 3.40 puede observarse el porcentaje
de elongacio´n en funcio´n del valor de η. Se ha procedido a realizar un total de 100
simulaciones en cada caso. En cada una se ha variado el valor de η entre 0 hasta un
valor ma´ximo obtenido emp´ıricamente. En cada simulacio´n se ha determinado el
valor de la ma´xima elongacio´n y el valor de la elongacio´n al cabo de 10 segundos.
Un aspecto a destacar es el hecho que los valores ma´ximos para los que se
han conseguido deformaciones aceptables var´ıa en funcio´n de la distancia entre
puntos. As´ı en el experimento con una distancia de 0.1 el valor ma´ximo ha sido
de 24.0 en cambio para el experimento con una distancia de 1.0 el valor ma´ximo
ha sido mayor que 1.05× 109.
Como puede observarse en la figura 3.40 el porcentaje de elongacio´n disminuye
en todos los casos, pero nunca llega a ser nulo, con lo que se puede concluir que
siempre habra´ un cierto grado de estiramiento en los objetos que se deformen.
Simulacio´n de una la´mina r´ıgida
Se ha intentado obtener la simulacio´n de una la´mina cuadrada r´ıgida sujeta
por dos lados adyacentes. El objetivo de este experimento es intentar determinar
si es posible obtener una combinacio´n de valores que minimice el doblamiento de la
la´mina a la vez que no var´ıen sus dimensiones. Por lo tanto ξ debera´ impedir que la
la´mina se doble y η que encoja. Cabe destacar que en ningu´n caso se ha conseguido
un comportamiento semejante al de una la´mina r´ıgida. El hecho de contemplar
una cierta resistencia al doblamiento hace que el sistema se vuelva inestable.
Para una la´mina de taman˜o unitario con masa 1 y coeficiente de amortiguacio´n
1 en cada punto, que como se ha indicado en el apartado anterior, admite un
valor para η de 24.0, solamente permite un valor para ξ aproximadamente cuatro
o´rdenes de magnitud menos que el valor de η. El resultado es que la la´mina tiene
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Figura 3.40: El experimento de dejar colgando una la´mina permite concluir que siempre
cabe esperar un cierto grado de elongacio´n en los objetos deformados. En rojo se muestra
la distancia ma´xima alcanzada y en azul la distancia tras una simulacio´n de 10 segundos.
El eje de abscisas representa los valores que toma η en cada simulacio´n. En a) se muestra
la elongacio´n de un objeto suspendido con una distancia entre puntos de 0.1, la masa de
cada punto es 1.0 y el coeficiente de amortiguacio´n tambie´n es 1.0. En b) el objeto tiene
una distancia entre puntos de 1.0 es taman˜o es 10×10, la masa de cada punto es 100 y el
coeficiente de amortiguacio´n tambie´n es 100. Como puede observarse el comportamiento
es semejante en ambos casos, pero la magnitud de η cambia considerablemente.
una ligera resistencia al doblamiento, aunque dicha resistencia resulta totalmente
insuficiente para impedir que e´ste se produzca. Para el caso de una distancia entre
puntos mayor se observa que los valores de ξ pueden ser mayores, para valores
de η = 5.5 × 106 se pueden llegar a utilizar valores para ξ de aproximadamente
un orden de magnitud menos, aunque sigue siendo insuficiente para impedir el
doblamiento de la superficie.
Se ha realizado un experimento con una la´mina de dimensio´n unitaria sujeta
como se ha descrito, con los valores η = 24.0, ξ = 0.0006, m = 1.0 y γ = 1.0, se
ha realizado una simulacio´n de 20 segundos. La distancia entre puntos es de 0.1.
Se ha procedido a medir la distancia del punto en la esquina del objeto que no
esta´ sujeta respecto de la posicio´n original sin deformar. En la figura 3.41.a se
muestra la diferencia entre la simulacio´n con una la´mina en la que el valor de ξ es
0, es decir, no tiene resistencia alguna al doblamiento. Como puede observarse hay
una diferencia en el comportamiento. En la figura 3.41.b se muestra la distancia
respecto a la posicio´n sin deformar del punto estudiado.
Se ha realizado el mismo experimento con una la´mina de dimensiones 10.0×
10.0 y una distancia entre puntos de 1.0, con los valores η = 5.5 × 106, ξ =
1.18×105,m = 100.0 y γ = 100.0. En la figura 3.42.a se muestra la diferencia entre
la simulacio´n con una la´mina que no tiene resistencia alguna al doblamiento, es
decir, con ξ = 0. Como puede observarse hay una diferencia en el comportamiento.
En la figura 3.42.b se muestra la distancia respecto a la posicio´n sin deformar del
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Figura 3.41: El experimento de sujetar una la´mina por dos lados adyacentes y determinar
la medida en que se mantiene r´ıgida permite comprobar que con el modelo de deformacio´n
estudiado no cabe esperar tal comportamiento. Para el caso de una la´mina de dimensio´n
1.0 × 1.0 con una distancia entre puntos de 0.1 una masa de 1.0 y un coeficiente de
amortiguacio´n de 1.0 en cada punto y η = 24.0 y ξ = 0.0006 . En a) se muestra la
diferencia en cuanto al comportamiento respecto de una la´mina sin ninguna resistencia
al doblamiento. En b) se muestra la distancia respecto a la posicio´n del punto estudiado
cuando e´ste no esta deformado.
punto estudiado.
De todo este estudio se puede concluir que el modelo de deformacio´n es acep-
table para representar objetos que no opongan una gran resistencia a la defor-
macio´n. Adema´s, la dependencia de la distancia entre puntos hace que el rango
de valores que se pueden aplicar a los coeficientes η y ξ var´ıe enormemente, difi-
culta´ndose la seleccio´n de los valores adecuados para cada caso.
3.3.7. Coste computacional del comportamiento del modelo
Otro de los aspectos a considerar a la hora de determinar la adecuacio´n de los
diferentes modelos es el referente al coste que representa su implementacio´n. Se
tomara´ en consideracio´n el problema de la obtencio´n del coste computacional del
comportamiento para cada uno de los modelos estudiados. Ma´s precisamente, se
considerara´ el estudio relacionado con la simulacio´n en el caso de una superficie
discretizada en M filas y N columnas, es decir M ×N en el plano.
Previamente al proceso de simulacio´n propiamente dicho es preciso construir
los vectores y matrices necesarios para resolver nume´ricamente la ecuacio´n di-
ferencial ordinaria. Como el coste computacional para obtener cada uno de los
vectores y/o matrices es O(M×N), entonces el coste computacional total de este
proceso es tambie´n O(M ×N).
Cabe recordar que en cada caso las ecuaciones relacionadas vienen dadas
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Figura 3.42: El experimento de sujetar una la´mina por dos lados adyacentes y determinar
la medida en que se mantiene r´ıgida permite comprobar que con el modelo de deformacio´n
estudiado no cabe esperar tal comportamiento. Para el caso de una la´mina de dimensio´n
10.0 × 10.0 con una distancia entre puntos de 1.0 una masa de 100.0 y un coeficiente
de amortiguacio´n de 100.0 en cada punto y η = 5.5 × 106 y ξ = 1.18 × 105 . En a) se
muestra la diferencia en cuanto al comportamiento respecto de una la´mina sin ninguna
resistencia al doblamiento. En b) se muestra la distancia respecto a la posicio´n del punto
estudiado cuando e´ste no esta deformado.
para el me´todo de las diferencias centradas por(
M
∆t2
+
C
2∆t
)
pt+∆t = f tp +
(
2M
∆t2
−K
)
pt +
(
C
2∆t
− M
∆t2
)
pt−∆t ,
para el me´todo de las diferencias centradas impl´ıcito por(
M
∆t2
+
C
2∆t
+ K
)
pt+∆t = f tp +
(
2M
∆t2
)
pt +
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2∆t
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)
pt−∆t ,
para el me´todo de Houbolt por(
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11C
6∆t
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)
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para el me´todo Wilson θ por(
6M
θ2∆t2
+
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θ∆t
+ K
)
pt+θ∆t =θf t+∆tp + (1− θ)f tp +
(
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+
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θ∆t
)
pt+(
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+ 2C
)
p˙t +
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2M +
θ∆tC
2
)
p¨t
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y finalmente para el me´todo Newmark β por(
1
β∆t2
M +
γ
β∆t
C + K
)
pt+∆t =f t+∆tp
+
((
1
2β
− 1
)
M + ∆t
(
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)
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)
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+
(
1
β∆t2
M +
(
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− 1
)
C
)
p˙t
+
(
1
β∆t2
M +
γ
β∆t
C
)
pt
estas ecuaciones se pueden expresar de una forma ma´s breve:
para el me´todo de las diferencias centradas:
S1p
t+∆t = f tp +A1p
t +B1p
t−∆t ,
para el me´todo de las diferencias centradas impl´ıcito:
S2p
t+∆t = f tp +A2p
t +B2p
t−∆t ,
para el me´todo de Houbolt:
S3p
t+∆t = f t+∆tp +A3p
t −B3pt−∆t + E3pt−2∆t ,
para el me´todo Wilson θ:
S4p
t+θ∆t = θf t+∆tp + (1− θ)f tp +A4pt + F4p˙t +G4p¨t
y para el me´todo Newmark β:
S5p
t+∆t = f t+∆tp +A5p
t + F5p˙
t +G5p¨
t
A continuacio´n se procedera´ a analizar el coste computacional, en tiempo, del
proceso de simulacio´n de los sistemas algebraicos lineales descrito. En el caso del
me´todo de las diferencias centradas, para obtener la matriz K(r (t)) primeramente
se necesita calcular las expresiones implicadas en la ecuacio´n (3.19), este proceso
requiere un tiempo que es del orden de O(M ×N). El proceso de construccio´n de
la matriz requerira´ un tiempo del orden de O(M ×N), ya que no se debe rellenar
la matriz entera, sino que solamente se toman en consideracio´n los puntos que
esta´n relacionados en la deformacio´n y movimiento de cada uno de los puntos de
la superficie discreta. Por lo tanto el tiempo necesario para este proceso es del
orden O(M ×N).
89
Solucio´n de la ecuacio´n de equilibrio
Como las matrices S1 y B1 son diagonales, tambie´n se requiere un tiempo
del orden de O(M × N) para calcularlas. E´ste tambie´n es el orden del tiempo
necesario para calcular la matriz A1, ya que resulta de la diferencia entre K(r (t))
y 2M
∆t2
, que son matrices diagonales.
Por otro lado, el producto de un vector por una matriz requiere, en general,
un tiempo que esta´ en el orden de O((M ×N)2). Por lo tanto, e´ste es el tiempo
necesario para calcular A1 · r (t). Pero para calcular B1 · r (t −∆t) es necesario
solamente un tiempo del orden de O(M ×N), debido a que B1 es diagonal. Por
lo tanto se tiene un coste en tiempo del orden de O((M × N)2) para obtener
rr −A1 · r (t) + B1 · r (t−∆t).
Finalmente debe resolverse el sistema algebraico lineal diagonal
S1 · r (t+ ∆t) = fr −A1 · r (t) + B1 · r (t−∆t).
Al ser S1 diagonal, es posible calcular su inversa en un tiempo lineal y a la
vez se puede calcular su producto por rr −A1 · r (t) + B1 · r (t−∆t), por lo que
el coste computacional de todo este proceso es O((M ×N)2).
En el planteamiento del me´todo de las diferencias centradas impl´ıcito se deben
calcular las matrices A2 y B2 (que es igual a B1), dicho proceso que es del orden
de O(M ×N), y se necesita el mismo orden de tiempo para obtener la matriz S2.
Para resolver el sistema algebraico lineal
S2 · r (t+ ∆t) = rr + A2 · r (t) + B2 · r (t−∆t),
se necesita calcular el vector rr+A2 ·r (t)+B2 ·r (t−∆t) y en este caso se requiere
un tiempo de ca´lculo del orden de O(M ×N) ya que la matriz es diagonal.
En cambio la matriz S2 no es diagonal y depende de K(r(t)). Por lo tanto es
preciso invertirla en cada paso de integracio´n. El tiempo requerido para ello es
en general muy elevado. Por lo tanto es necesario utilizar un me´todo de descom-
posicio´n para obtener S2
−1. Estos procesos son de orden cu´bico en el mejor de
los casos, por lo que el coste computacional de todo el proceso es O((M ×N)3).
Los me´todos de Houbolt, Wilson θ y Newmark β requieren un proceso de
ca´lculo semejante al descrito para el caso del me´todo de las diferencias centradas
impl´ıcito, al fin y al cabo todos ellos son me´todos impl´ıcitos y comparten la
caracter´ıstica que la matriz K forma parte de la matriz del sistema, por ello en
todos estos casos el medio para resolver els sistema es del orden de O((M ×N)3).
A modo de resumen, en la tabla 3.3.7 se muestran los costes para cada uno
de los modelos.
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Diferencias
centradas
Diferencias
centradas
impl´ıcito
Houbolt Wilson θ Newmark β
Ai O(M×N) O(M×N) O(M×N) O(M×N) O(M×N)
Bi O(M×N) O(M×N) O(M×N) O(M×N) O(M×N)
Ei O(M×N)
Fi O(M×N) O(M×N)
Gi O(M×N) O(M×N)
Si O(M×N) O(M×N) O(M×N) O(M×N) O(M×N)
total O((M×N)2) O((M×N)3) O((M×N)3) O((M×N)3) O((M×N)3)
Tabla 3.14: Comparativa del coste computacional de los me´todos de integracio´n.
Con todo esto se puede concluir que el procedimiento de integracio´n a lo largo
del tiempo de la ecuacio´n diferencial ordinaria representada por la ecuacio´n (3.21)
es ma´s eficiente, asinto´ticamente hablando, que el procedimiento representado por
la ecuacio´n (3.22), en cuya categor´ıa se englobar´ıan los me´todos de las diferencias
centradas impl´ıcito, de Houbolt, de Wilson θ y de Newmark β.
3.3.8. Ejemplos de simulacio´n
Una implementacio´n de estos modelos ha sido realizada sobre diferentes pla-
taformas utilizando el lenguaje de programacio´n C++ y tambie´n la librer´ıa de
co´digo abierto Coin3D, basada en OpenInventor, una herramienta de modelado
3D que simplifica las tareas de visualizacio´n y composicio´n de escenas.
Las siguientes dos figuras muestran animaciones art´ısticas de secuencias de
objetos deformables. Las animaciones han sido obtenidas con el me´todo expl´ıci-
to utilizando el esquema en diferencias finitas centradas con las condiciones de
contorno libres (naturales).
La primera, figura 3.43, representa un pan˜uelo sujeto por sus cuatro esquinas
y situado en un campo gravitatorio constante. Despue´s de dos segundos, una de
las esquinas es soltada, por lo que el punto fijo queda tambie´n sujeto al campo
gravitatorio. El pie de figura indica los para´metros del experimento. Cabe destacar
que la discretizacio´n de la tela esta´ representada con un mallado de 21 filas y 21
columnas.
La segunda figura, figura 3.44, representa un mantel cayendo sobre una mesa.
El mallado es el mismo que en el caso anterior. La colisio´n entre el mantel y la
mesa no se ha simulado, sino que previamente se ha calculado el momento en el
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que las dos superficies entran en contacto y se han establecido restricciones en los
puntos del mallado que tocan la mesa a partir del instante en que esto sucede.
Los para´metros del experimento se muestran en el pie de la figura.
Cabe destacar la diferente evolucio´n de los bordes en los dos experimentos,
en el primer caso (figura 3.43) es ma´s ela´stico que en el segundo (figura 3.44).
3.4. Resumen y conclusiones
El modelado f´ısico es preciso si se desea crear animaciones realistas. Los mo-
delos f´ısicos ampl´ıan los descriptores geome´tricos y an˜aden nuevas caracter´ısticas
a la descripcio´n de los objetos, que son los utilizadas para la creacio´n y desarro-
llo de los modelos. Para construir el modelo y la ecuacio´n diferencial asociada
con e´l, se pueden utilizar diferentes te´cnicas, como pueden ser la ecuaciones de
movimiento de Langrange utilizando una fuerza ela´stica interna, que se resista a
la deformacio´n, basada en geometr´ıa diferencial. Despue´s de construir las ecua-
ciones de movimiento y deformacio´n para los modelos, las ecuaciones deben ser
resueltas lo ma´s ra´pidamente posible utilizando me´todos nume´ricos.
En los apartados anteriores se ha estudiado un sistema para animar modelos
deformables utilizando una aproximacio´n f´ısica. Se ha analizado como resolver
la ecuacio´n diferencial en derivadas parciales utilizando diferentes operadores en
diferencias finitas, para poder estudiar el movimiento y la deformacio´n de los
objetos simulados. Se ha estudiado el desarrollo de cuatro esquemas de resolu-
cio´n en diferencias finitas (espaciales) que var´ıan en la estimacio´n del error y el
tratamiento de los contornos y teniendo en consideracio´n las ventajas e incon-
venientes de cada formulacio´n. Para realizar la integracio´n a lo largo del tiempo
se ha realizado un estudio de cinco modelos para intentar establecer cual es el
ma´s adecuado desde el punto de vista de la estabilidad nume´rico y la precisio´n
de las simulaciones, as´ı como tambie´n del coste computacional que requiere su
implementacio´n. De dicho estudio se han mostrado ejemplos nume´ricos.
Tambie´n se ha realizado un estudio de cual es la mejor forma de abordar
la discretizacio´n espacial segu´n un planteamiento basado en diferencias finitas.
Obviamente, un esquema en diferencias finitas con una aproximacio´n de orden
O(h2) depende directamente del punto implicado, y no se han estudiado todos
ellos, solamente los ma´s apropiados; es decir: los esquemas que utilizan el entorno
del punto en consideracio´n para calcular la derivada.
Es perfectamente posible desarrollar enfoques diferentes. Por ejemplo se podr´ıa
realizar la discretizacio´n de la ecuacio´n (3.19) utilizando una estrategia diferen-
te a partir de la ecuacio´n (3.23); desarrollando las expresiones implicadas en la
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0.0 s 0.6 s 1.2 s
1.8 s 2.4 s 3.0 s
3.6 s 4.2 s 4.8 s
5.4 s 6.0 s 6.6 s
7.2 s 8.0 s 10.0 s
Figura 3.43: Un ejemplo de simulacio´n, el pan˜uelo colgado. Un trozo de tela sujeto por
sus cuatro esquinas, despue´s de 2 s una esquina es soltada. Puede verse la evolucio´n a
lo largo de 10 s, los para´metros f´ısicos de la tela son η11 = 1, η12 = η21 = 1, η22 = 1,
ξi,j = 0 ∀ i, j, la masa y el coeficiente de amortiguacio´n son iguales a 1 en cada punto
del mallado discreto, y el paso de simulacio´n es de 0.01 s.
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0.0 s 0.56 s 0.72 s
1.0 s 1.28 s 1.6 s
2.4 s 3.0 s 4.0 s
4.8 s 6.0 s 10.0 s
Figura 3.44: Un ejemplo de simulacio´n, la mesa del restaurante. Un mantel cae sobre
una mesa. El tiempo de simulacio´n total es de 10 s dividido en incrementos de 0.01s,
los para´metros f´ısicos de la tela son η11 = 4, η12 = η21 = 4, η22 = 4, ξi,j = 0 ∀ i, j, la
masa y la densidad de amortiguacio´n son iguales a 1 en cada punto del mallado discreto.
El efecto de colisio´n ha sido realizado fijando los puntos afectados despue´s de 0.5 s de
tiempo de simulacio´n, el tiempo requerido para que el mantel alcance la mesa.
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ecuacio´n (3.19) para poder obtener una nueva expresio´n para la aproximacio´n
nume´rica. As´ı pues, suponiendo ηij constante, en el caso del primer te´rmino se
obtendr´ıa:
δε(r)
δr ≈ −
2∑
i,j=1
−ηij
((
∂2r
∂x2i
· ∂r∂xj + ∂r∂xi · ∂
2r
∂xi∂xj
)
∂r
∂xj
+(
∂r
∂xi
· ∂r∂xj −G0ij
)
∂2r
∂xi∂xj
)
,
obtenie´ndose una expresio´n similar para el segundo te´rmino. A continuacio´n se
aplicar´ıan los operadores en diferencias finitas para obtener la correspondiente
expresio´n (3.23) para el primer te´rmino:
e(x1, x2) = −
2∑
i,j=1
−ηij ((Dii(r) ·Dj(r) +Di(r) ·Dij(r))Dj(r) +(
Di(r) ·Dj(r)−G0ij
)
Dij(r)
)
,
y una expresio´n equivalente para el segundo te´rmino. Las ventajas de este nuevo
enfoque son que se mantendr´ıa el mismo orden de aproximacio´n para los me´todos
(i) y (ii), descritos en la pa´gina 39, pero en este caso se necesitar´ıan menos
puntos vecinos cerca del punto central (x1, x2). Con lo que cabr´ıa esperar mejores
resultados que los obtenidos. De todas maneras ser´ıa deseable un modelo no tan
condicionado como el estudiado de manera que fuera aplicable con independencia
de conceptos tales como la proximidad de los puntos.
Adema´s se puede establecer que aunque cualquiera de los modelos de integra-
cio´n estudiados en principio resuelve el problema, su adecuacio´n depende de otros
factores. De todos ellos el mejor parece ser el me´todo de las diferencias centradas
impl´ıcito ya que ofrece los mejores resultados en todas las pruebas realizadas.
Aun as´ı cabe tener en consideracio´n que el menor coste computacional del me´to-
do de las diferencias centradas hace que pueda ser una alternativa interesante si
las condiciones de la simulacio´n permiten su uso.
Del estudio realizado se desprende que la discretizacio´n espacial es un compo-
nente esencial que no puede ser obviado. Para paliar los problemas derivados se
podr´ıan estudiar nuevas formas de realizar esta discretizacio´n, pero lo ma´s proba-
ble es que no se consiguiera hallar un modelo aplicable en todas las situaciones.
Ser´ıa interesante poder disponer de un modelo de representacio´n que permitiera
poder minimizar los efectos negativos detectados.
Por otro lado, del estudio del modelo descrito originalmente en [TPBF87] se
comprueba que la aplicacio´n de la Geometr´ıa Diferencial como mecanismo para
estimar la rigidez del objeto a deformar da como resultado un comportamiento
muy ela´stico, poco adecuado si se desea representar un objeto que tenga un cierto
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1. Determinacio´n de los me´todos de integracio´n nume´rica
que se quieren utilizar para resolver la ecuacio´n (2.22)
asociada al funcional de energ´ıa considerado.
2. Discretizacio´n temporal.
3. Determinacio´n de las discretizaciones espaciales.
4. Expresio´n del sistema de ecuaciones que se tiene que
resolver en la forma dada en la seccio´n 3.3.5 para cada
uno de los modelos determinados en el paso 1.
5. Determinacio´n de los experimentos necesarios para es-
tudiar la influencia de las discretizaciones temporales
y espaciales.
6. Estudio del nu´mero de condicio´n y del radio espectral
para cada experimento del paso 5 y cada expresio´n
recurrente determinada en el paso 4.
7. Estudio del coste computacional para cada me´todo.
8. Para los mejores me´todos determinados por la intersec-
cio´n de 6 y de 7, evaluar la influencia de los coeficientes
del funcional de energ´ıa, si los tuviese.
Tabla 3.15: Metodolog´ıa para la validacio´n de me´todos de integracio´n.
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grado de rigidez. Ser´ıa interesante disponer de medios alternativos que permitan
tal tipo de representacio´n.
Otro aspecto a destacar es que se ha establecido una metodolog´ıa para validar
el me´todo de integracio´n elegido para resolver el sistema de ecuaciones diferen-
ciales ordinarias derivado de la ecuacio´n (2.22), o la ecuacio´n (3.20), ya que el
estudio realizado no depende del funcional de energ´ıa considerado, ve´ase la ecua-
cio´n (3.17), para medir la deformacio´n del objeto y a partir del cual se obtiene
la matriz K de rigidez del sistema. Esta metodolog´ıa pasa por los pasos descri-
tos en la tabla 3.15. Con esta metodolog´ıa es posible comparar objetivamente
que´ me´todos de integracio´n son los ma´s adecuados en cada caso.
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Cap´ıtulo 4
Representacio´n de objetos
deformables
Para poder realizar la simulacio´n de la deformacio´n de objetos en un sistema
informa´tico es preciso poder representar la forma de dichos objetos. Para ello
sera´ necesario describir la geometr´ıa de dichos objetos y tambie´n determinar la
evolucio´n de dicha geometr´ıa durante el proceso de deformacio´n, [MDSA00].
Entre las publicaciones relacionadas con modelos deformables han aparecido
numerosos estudios comparativos, de entre los que cabe destacar algunos cla´sicos
[MT96, GM97], y otros ma´s recientes [GB08, NMK+06] as´ı como algunos que
tratan en profundidad algunos temas ma´s espec´ıficos [Far92, Pie91, CF01, BS08,
Ter11].
En este cap´ıtulo se estudiara´n los enfoques, en cuanto a la representacio´n de la
geometr´ıa de los objetos deformables, que a lo largo del tiempo se han planteado.
En cada caso se indicara´n los aspectos para los que resultan ma´s adecuados.
Una primera clasificacio´n de los modelos de representacio´n de objetos es-
tablece que dichos modelos pueden ser continuos o discretos. En el caso de la
representacio´n discreta la forma se infiere de un conjunto finito de puntos conoci-
dos sobre su superficie. El conocimiento es incompleto, por lo que pueden surgir
problemas nume´ricos a la hora de realizar determinados ca´lculos diferenciales
(normales en un punto dado, derivadas, . . . ). Es bastante usual considerar como
discretas las representaciones que solo tienen continuidad C0 en la superficie. Por
el contrario, en una representacio´n continua se conoce toda la superficie, con lo
que, en principio, todos los para´metros geome´tricos esta´n bien definidos y son co-
nocidos en cualquier punto de la superficie. Este segundo enfoque no esta´ exento
de inconvenientes, ya que si se desea un tratamiento computacional sera´ precisa
una discretizacio´n espacial del modelo.
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Dentro de los modelos de representacio´n continua a su vez se puede estable-
cer una distincio´n entre los modelos parame´tricos, los modelos expl´ıcitos y los
modelos impl´ıcitos, ve´ase la figura 4.1.
Modelos
Deformables
Modelos
Discretos
Modelos
Contínuos
Representación
Discreta
Representación
Paramétrica
Representación
Explícita
Representación
Implícita
Sistemaszdezpartículas
Modeloszmasa-resorte
Malladoszpoligonales
Cilindroszgeneralizados
Modeloszdezcontornoszactivos
Objetoszcontínuos
Superficieszalgebraicas
Isosuperficies
Level sets
Sampled object representation
Supercuádricas
Descomposiciónzmodal
Superficieszdezsubdivisión
Bézier
B-splines
NURBS
T-splines
Figura 4.1: Una clasificacio´n de la representacio´n geome´trica de los objetos deformables.
4.1. Modelos discretos
Este tipo de representacio´n de objetos ha sido utilizado desde mucho antes de
la aparicio´n de los ordenadores. Durante el renacimiento, de la mano de Leonardo
da Vinci, Luca Paccioli, o Paolo Uccello1, ya aparecen representaciones geome´tri-
cas de objetos tridimensionales en forma de lo que actualmente se denominar´ıan
mallados poligonales (ve´ase la Figura 4.2).
Estos modelos permiten la representacio´n de los objetos de una forma ma´s sen-
cilla que la mayor´ıa de los otros modelos, ya que se prescinde de los para´metros
presentes en los dema´s modelos y, por lo tanto, evitando tambie´n los inconve-
nientes que dichos para´metros conllevan. Sin embargo, no todo son ventajas ya
1Una de cuyas obras aparece en la portada de la revista Computer Aided Geometric Design.
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que aunque por un lado se solventan buena parte de las dificultades que tienen
los otros modelos, tambie´n es cierto que estos modelos conducen a un esque-
ma nume´rico expl´ıcito que puede acarrear problemas nume´ricos debido a que las
ecuaciones de movimiento obtenidas no permiten la regularizacio´n de la superficie
y puede ser necesario tener que imponer restricciones.
a) b) c)
Figura 4.2: Los modelos discretos son, de hecho, anteriores a la informa´tica. Se encuentra
claramente documentada su utilizacio´n desde el siglo XV: a) Paolo Uccello, Estudio
de perspectiva de un ca´liz, alrededor de 1450, la´piz sobre papel, Galer´ıa de los Uffizzi,
Florencia, Italia. b) Un ejemplo de intarsia, mosaico formado por madera taraceada,
realizada por Fra Giovanni Pacioli para la catedral de Santa Mar´ıa en Organo, Verona,
Italia, a principios del siglo XVI. En e´l se pueden apreciar algunas formas geome´tricas
obtenidas a partir de dibujos realizados por Leonardo da Vinci, como el rombicuboctaedro
elevado, c), que aparece en De Divina Proportione del mismo Pacioli impreso en 1509.
4.1.1. Mallados poligonales
Un mallado poligonal,M, permite describir un objeto a partir de un conjunto
discreto de puntos y una relacio´n de conectividad entre ellos de manera que para
cada punto se tiene una relacio´n de puntos vecinos. Por lo tanto un mallado se
define como un par, M = 〈V,N〉, de manera que
V es el conjunto de ve´rtices, definidos en un espacio Rd:
V = {Pi}i∈I .
N es la funcio´n conectividad del mallado:
N : V −→ V∗
Pi 7→ {Pi,1, Pi,2, . . . , Pi,mi} ,
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a) b)
Figura 4.3: En a se muestra un mallado poligonal y en b se muestra la funcio´n de conec-
tividad; mostrando, para el ve´rtice de color rojo, sus vecinos (los ve´rtices amarillos) y las
aristas que los unen, (en azul). No´tese que solamente los ve´rtices conectados mediante
una arista son considerados como vecinos. En la imagen, los dos ve´rtices grises no son
considerados vecinos.
en donde V∗ es el conjunto de las partes finitas de V y mi(mi ≥ 2) indica
el nu´mero de vecinos del ve´rtice Pi. La figura 4.3 aclara el concepto.
Si dos ve´rtices esta´n unidos, lo esta´n por una sola arista:
∀i ∈ I, Pi,j 6= Pi,k∀j, k : 1 ≤ j, k ≤ mi ∧ j 6= k.
Un ve´rtice no esta´ unido a s´ı mismo:
∀i ∈ I, Pi 6∈ N (Pi).
Se define el conjunto de aristas del mallado poligonal, E , como:
E = {(Pi, Pi,j) ∀Pi ∈ V, ∀Pi,j ∈ N (Pi)} ,
a partir de E se define el conjunto de pol´ıgonos P como:
P = {f = (ei1,i2 , ei2,i3 , . . . , eil,i1), eik,ik+1 ∈ E} ⊆ E∗. (4.1)
Existen mu´ltiples te´cnicas de generacio´n de mallados poligonales a partir de
objetos definidos mediante algu´n otro me´todo de representacio´n. En [MTG04] los
objetos se definen con mallados cu´bicos (es decir se divide el espacio en cubos
regulares, de forma ana´loga a como se definir´ıa una superficie) el mallado se genera
automa´ticamente a partir del mallado poligonal de las superficies que definen el
objeto
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Si el valor de l en (4.1) es siempre 3, entonces todos los pol´ıgonos que definen
mallado son tria´ngulos, y al mallado se le suele llamar triangulacio´n. Utilizar
tria´ngulos ofrece una serie de ventajas, por ejemplo la convexidad de cada uno
de los pol´ıgonos y el detalle de que los tres ve´rtices sean coplanarios, hace que los
algoritmos de representacio´n de superficies definidas mediante triangulacio´n sean
muy sencillos y eficientes. En [THMG04] se plantea un me´todo de representacio´n
de objetos basado en mallados triangulares y tetrae´dricos (es decir, mallados
triangulares que definen objetos, no superficies de objetos), la particularidad de
su propuesta es que el modelo permite definir objetos complejos sin un coste
computacional elevado.
Otras aproximaciones basadas en este modelo son, entre otras: [AS10] en
donde se propone un mecanismo de segmentacio´n de ima´genes basado en mallados
triangulares que adaptan su topolog´ıa para ajustarse a los objetos de la imagen.
Los modelos expl´ıcitos son dif´ıciles de utilizar cuando la topolog´ıa de los
objetos representados puede variar durante el proceso de deformacio´n. Aunque
hay algunos trabajos en esta direccio´n. En [SOG09] se presenta un modelo que
utiliza mallados triangulares para representar objetos capaces de ser divididos o
rotos. Adema´s, en [WTGT09] los objetos tambie´n pueden ser divididos, y adema´s
pueden ser mezclados o combinados unos con otros.
Otra forma en la que el objeto deformable es representado es descrita en
[KP11], en donde los objetos deformables esta´n formados por un esqueleto sobre
el que se dispone un mallado que determina el volumen y la forma.
Otra aplicacio´n interesante de este modelo se encuentra en [NISA07], en don-
de se describe un herramienta gra´fica, FiberMesh, con la que un usuario puede
disen˜ar de forma fa´cil objetos con te´cnicas de deformaciones de formas libres
(FFD), mediante la interpolacio´n de curvas 3D y el uso de algunas operaciones
ba´sicas (creacio´n de curvas, corte, extrusio´n, tunelado).
A pesar de la ventaja que representa su simplicidad, este tipo de represen-
tacio´n tiene algunos inconvenientes. Entre ellos el ser dependiente de la escala o
nivel de aproximacio´n del objeto.
Triangulacio´n de Delaunay
Una de las formas en que se puede establecer un mallado y que adema´s compu-
tacionalmente es muy efectiva es la conocida como triangulacio´n de Delaunay y
su problema dual, los diagramas de Voronoi:
Dado un conjunto de puntos del plano, P, una triangulacio´n del conjunto
es una subdivisio´n de su envolvente convexa en regiones triangulares mediante
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Figura 4.4: Para un conjunto de puntos en un espacio 2D, a, el espacio puede ser dividido
en un diagrama de Voronoi b, es decir, dividido en regiones tales que los puntos de cada
regio´n esta´n ma´s pro´ximos a su correspondiente punto del conjunto que al resto. A su
vez, los puntos pueden ser interpretados como ve´rtices de una triangulacio´n de Delaunay,
c. El diagrama de Voronoi y la triangulacio´n de Delaunay esta´n relacionados, como puede
verse en d.
aristas cuyos ve´rtices son puntos del conjunto. De todas ellas, la triangulacio´n de
Delaunay es la que verifica que ([She02], [She05]):
Todos los tria´ngulos son tales que la circunferencia que pasa por sus ve´rtices
no contiene a ningu´n otro punto de P.
Todas las aristas que forman la triangulacio´n son tales que existe una cir-
cunferencia que pasa por sus extremos y que no contiene a ningu´n otro
punto del conjunto.
El mı´nimo a´ngulo entre aristas es maximal. Es decir, cualquier otra trian-
gulacio´n posible tiene aristas con un a´ngulo menor.
Adema´s se cumple que la triangulacio´n de Delaunay de un conjunto de puntos
es el grafo dual del diagrama de Voronoi de dicho conjunto, ve´ase la figura 4.4.
Un diagrama de Voronoi es una teselacio´n del plano basada en la distancia de los
puntos del plano a los puntos del conjunto P, ya que representa una particio´n del
plano en regiones de manera que a cada punto del conjunto se le asocia el lugar
geome´trico de los puntos del plano que son ma´s cercanos a e´l que a cualquier otro
punto de P.
Mallados simples
Los mallados simples son representaciones discretas de objetos caracterizadas
por que la conectividad entre ve´rtices es constante ([Del94, Del97]). Para la re-
presentacio´n de superficies se utilizan los mallados 2−simple, ve´ase la figura 4.5.
En uno de estos mallados cada punto esta´ unido mediante aristas a exactamen-
104
4.1. Modelos discretos
te tres puntos diferentes2. Al tener una conectividad entre ve´rtices constante la
geometr´ıa es muy sencilla.
Un mallado k−simple, (M), definido en Rd representa un mallado de conec-
tividad k+1. La principal diferencia respecto a los otros los mallados poligonales
reside en que la funcio´n de conectividad se define como:
N : V −→ {V }k+1
Pi ∈ V −→ (N1(i), N2(i), . . . Nk+1(i)).
Estos mallados constituyen un tipo particular de mallado en donde todos los
ve´rtices tienen exactamente el mismo nu´mero de vecinos. Lo que hace interesante
este planteamiento es:
Su generalidad: es posible representar cualquier tipo de superficie orienta-
ble, pudie´ndose representar deformaciones de superficies k−dimensionales
mediante mallados k + 1−simples
Su fa´cil y eficiente implementacio´n.
Su adaptabilidad: es posible refinar el mallado para aumentar el nu´mero de
ve´rtices en a´reas con gran curvatura. Si la superficie a construir esta´ basada
en una serie de puntos dados, tambie´n es posible refinar el mallado para
corregir valores o adaptarlo para crear contornos en donde los datos son
incompletos.
Adema´s se puede demostrar, [Del94], que una triangulacio´n es equivalente a
un mallado simple en el que las caras que forman las aristas son planas. Tambie´n
es posible definir un modelo con ambos enfoques, de esta forma es posible tener
las mejores caracter´ısticas de cada uno combinadas, [GJ10].
Se utiliza este tipo de representacio´n en la segmentacio´n de ima´genes me´dicas
[MDSA00, GPE+10]. Este modelo tambie´n puede ser utilizado en la segmenta-
cio´n de ima´genes en general, en [Del99] se propone un algoritmo general de re-
construccio´n de ima´genes volume´tricas y de barrido basado en mallados simples
deformables. Los objetos obtenidos pueden tener cualquier topolog´ıa y, adema´s,
es posible dividir un objeto en mu´ltiples partes.
4.1.2. Sistemas de part´ıculas
Los sistemas de part´ıculas parten del concepto de que cada objeto a represen-
tar se encuentra formado por un conjunto de part´ıculas que se pueden caracteri-
2Existe una dualidad entre la representacio´n mediante triangulaciones y la de mallados sim-
ples
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Figura 4.5: Dualidad entre una triangulacio´n y un mallado 2−simple. a) representacio´n
de una superficies mediante una triangulacio´n regular. b) mallado 2−simple, en azul,
sobre la misma superficie, existe un problema en el contorno. c) se corrige el mallado
incorporando el dual del contorno de la triangulacio´n, en rojo. d) el mallado 2−simple
acabado con el contorno.
zar por un conjunto de para´metros f´ısicos (masa, posicio´n, velocidad, aceleracio´n,
. . . ). El comportamiento de las part´ıculas viene determinado por las leyes de la
meca´nica newtoniana. La interaccio´n de las part´ıculas se realiza por medio de
fuerzas de atraccio´n/repulsio´n mediante las que es posible obtener una cierta
organizacio´n.
Por su concepcio´n los sistemas de part´ıculas son muy adecuados para la re-
presentacio´n de fluidos o de objetos viscosos [CKO01]. Aunque tambie´n han si-
do utilizados para representar el comportamiento de telas [BHG91, BHW94a,
BHW94b, EWS96].
En [ST92] se propone un modelo, el de part´ıculas orientadas, basado en
part´ıculas a las que se les an˜aden funciones de potencial que favorecen la or-
ganizacio´n de las part´ıculas en determinadas formas. Cada part´ıcula tiene aso-
ciada una matriz de rotacio´n respecto de un sistema de referencia. Con dicha
matriz, juntamente con un vector normal asociado a cada part´ıcula, se consiguen
potenciales que inducen a las part´ıculas a disponerse segu´n unas restricciones
predeterminadas de coplanariedad, conormalidad y cocircularidad. De este modo
es posible conseguir la representacio´n de superficies de forma fa´cil.
La utilizacio´n de los sistemas de part´ıculas en combinacio´n con otras te´cnicas
ha sido utilizada para la representacio´n de objetos a partir de datos obtenidos
emp´ıricamente. En [JSV98], se utilizan primeramente curvas parame´tricas pa-
ra definir el contorno de o´rganos obtenidos a partir de ima´genes me´dicas. Una
vez obtenido el contorno, el interior es creado utilizando part´ıculas de diferentes
taman˜os y pesos que se organizan en capas. En [BN04] se utilizan part´ıculas y
superficies impl´ıcitas para la representacio´n de nubes, de manera que cada nube
se define mediante sucesivos niveles formados por part´ıculas, sobre cada nivel se
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definen las part´ıculas del nivel siguiente. La forma final de la nube se obtiene
mediante una formulacio´n impl´ıcita.
Los sistemas de part´ıculas combinados con otras te´cnicas han sido utiliza-
dos para representar objetos a partir de informacio´n obtenida emp´ıricamente.
En [JSV98], se utilizan primero curvas parame´tricas para definir el contorno de
o´rganos obtenidos a partir de ima´genes me´dicas. Una vez obtenido el contorno, el
interior es creado utilizando part´ıculas, de diferentes taman˜os y pesos, organiza-
das en capas. En [HLTC10] se presenta un proceso de modelado para producir la
simulacio´n de multitudes de personas basa´ndose en un sistema de part´ıculas. En
particular, los feno´menos no deliberativos emergentes de multitudes, es decir: la
auto–organizacio´n de un grupo de personas de manera que el colectivo muestra
un comportamiento no detectado en los individuos por separado. Finalmente, en
[MTBV09] los sistemas de part´ıculas se utilizan como modelo para la represen-
tacio´n de formas unidimensionales y bidimensionales, como pueden ser el pelo y
la ropa.
El mayor inconveniente que plantean los modelos basados en part´ıculas re-
side en la dificultad que representa obtener medidas precisas de la forma de los
objetos representados (por ejemplo: la curvatura de una superficie). Otro de los
inconvenientes es el coste computacional inherente, que suele ser bastante elevado.
4.1.3. Modelos masa–resorte
Los modelos masa–resorte son una de las te´cnicas f´ısicas ma´s utilizadas. Un
objeto representado con este modelo consiste en una serie de masas puntuales
conectadas mediante una serie de resortes, con masa despreciable y con una lon-
gitud determinada, que forman una estructura deformable. Los resortes suelen ser
lineales, basa´ndose en la Ley de Hooke, aunque es posible utilizar cualquier otro
modelo de comportamiento para los mismos. El comportamiento de los objetos
durante su deformacio´n vendra´ establecido por la aplicacio´n de segunda ley de
Newton a cada de las masas puntuales. Las fuerzas que actu´en sera´n las definidas
externamente por el usuario y tambie´n las que se generen por el estiramiento
de los diferentes resortes como resultado del movimiento de las masas, [GOT97],
[PDA00].
Las masas puntuales pueden estar conectadas mediante resortes de manera
ma´s o menos compleja, Figura 4.6. Por ejemplo, en [Pro95] se establecen tres
tipos diferentes de resorte: los resortes estructurales, los resortes de cizalladura
y los resortes flexurales; cada tipo de resorte actu´a frente a un tipo de tensio´n
determinado (traccio´n–compresio´n, cizalladura y doblamiento respectivamente).
Estos modelos son utilizados frecuentemente para representar tejidos ya que
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Figura 4.6: Diferentes configuraciones de masas y resortes. a) configuracio´n simple:
cada masa esta´ conectada mediante resortes con sus vecinos inmediatos. b) configuracio´n
propuesta en [Pro95]: cada masa esta´ conectada mediante los resortes estructurales (1),
los resortes de cizalladura (2) y los resortes flexurales (3).
la estructura de las telas, formada por una malla y una urdimbre, hace fa´cil su
descripcio´n representando la superficie mediante una serie de puntos, el lugar en
donde se entrecruzan las fibras del tejido, unidos cada uno con sus vecinos por una
serie de ligaduras que confieren al conjunto una cierta elasticidad y flexibilidad
([DGPR97], [MDDB01]).
No es e´sta la u´nica forma en que se utiliza este modelo. En [TV91, VT92]
se utilizan masas y resortes, los denominados mallados adaptativos, para la re-
construccio´n de objetos a partir de ima´genes. En la misma l´ınea, en [NA93] se
utiliza un modelo masa–resorte para realizar la segmentacio´n de ima´genes y el
seguimiento de los objetos detectados en las mismas.
Lejos de ser abandonado, e´ste modelo se mantiene como un to´pico de gran
actualidad. As´ı, en [McD01] se utiliza, parado´jicamente, para representar objetos
r´ıgidos con un alto grado de realismo en su movimiento. En [JL04], se parte de las
part´ıculas orientadas, [ST92], para plantear un sistema en el que las part´ıculas
mantienen unos vectores de referencia que permiten representar objetos con una
gran estabilidad sin que sea necesario tener que an˜adir una gran cantidad de
resortes para garantizar dicha estabilidad.
En general es muy dif´ıcil determinar los para´metros de elasticidad adecuados
para representar el comportamiento real de un objeto, aunque en [NCC¸10] se
propone un me´todo automa´tico para ello.
En [SIGGMT11] los objetos deformables se definen como mallados simples,
aunque en realidad representan masas (por lo que se trata en realidad un modelo
de masa–resorte). La evolucio´n viene dirigida por una imagen y el resultado es la
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segmentacio´n de dicha imagen.
En un enfoque diferente, [SLF08] utiliza un modelo masa–resorte para repre-
sentar cientos de miles de cabellos en una cabeza humana. Este modelo tiene
en consideracio´n las interacciones entre los diferentes cabellos mediante te´cnicas
f´ısicas.
4.2. Modelos expl´ıcitos
Los modelos expl´ıcitos parten de la base que los objetos pueden ser repre-
sentados de manera que puede conocerse cualquier punto de los mismos. Para
conseguir este objetivo es usual describirlos matema´ticamente mediante una serie
de para´metros que determinan su forma. As´ı un objeto, Sq, se puede describir
a partir de un vector de para´metros3 de forma, q = (q1, . . . , qnq)
>, de mane-
ra que si Ω es el espacio parame´trico en el que se define el objeto, entonces la
representacio´n del objeto sera´:
Sq : R
nq × Ω −→ R3
(q1, . . . , qnq ,u) −→ (x(q,u),y(q,u), z(q,u)). (4.2)
Las caracter´ısticas de la forma obtenida, y de las deformaciones que podra´ ex-
perimentar, sera´n unas u otras en funcio´n del tipo de para´metros escogidos. As´ı,
por ejemplo, si los para´metros permiten controlar deformaciones locales, es de-
cir, deformaciones que afectan a una pequen˜a parte de los objetos, sera´ posible
obtener objetos con formas muy elaboradas, pero a cambio de un esfuerzo compu-
tacional importante. En cambio si los para´metros controlan el objeto globalmente,
entonces el coste computacional sera´ menor y tambie´n lo sera´ la complejidad de
los objetos que se podra´n obtener con ellos.
En general, este modelo tiene una serie de inconvenientes:
Al ser modelos continuos necesitan una discretizacio´n en el espacio pa-
rame´trico, esta discretizacio´n conllevara´ un cierto grado de error.
La descomposicio´n del espacio parame´trico en intervalos regulares no con-
duce necesariamente a una descomposicio´n regular de la superficie.
La representacio´n expl´ıcita requiere que se introduzcan condiciones de con-
torno para poder definir la topolog´ıa del objeto.
3Bastantes autores consideran a los modelos expl´ıcitos dentro de grupo de los modelos pa-
rame´tricos. Sin embargo, algunas de las caracter´ısticas espec´ıficas permiten tambie´n considerar-
los como un grupo independiente.
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Por otra parte, la representacio´n de los objetos tiende a ser sencilla. En las
primeras aproximaciones a los objetos deformables era frecuente que el modelo de
representacio´n de dichos objetos siguiera un planteamiento que se puede clasificar
como modelo expl´ıcito.
4.2.1. Cilindros generalizados
De entre las primeras representaciones de objetos deformables cabe destacar
las que se basaron en la forma en que un contorno evolucionaba a lo largo de una
curva, figura 4.7.
Los cilindros generalizados consisten en una curva en el espacio, el eje, y un
conjunto de secciones transversales que se describen en este eje. Permiten describir
de forma natural e intuitiva piezas que poseen elongacio´n, o que tienen simetr´ıa
axial. Los cilindros generalizados pueden ser unidos entre s´ı de diversas maneras
para formar objetos complejos [Agi72]. La forma en que se obtiene el so´lido es
mediante el barrido de una curva a lo largo del eje, de este barrido se obtienen las
secciones transversales que definen la forma. La curva se puede deformar mediante
una funcio´n de escalado mientras evoluciona a lo largo del eje, esta funcio´n de
escalado puede describirse como una curva secante y perpendicular a la curva que
servira´ de modelo para las secciones transversales, ver figura 4.7.
Las primeras referencias de trabajos que utilizan este modelo se remontan a
principios de los an˜os 70 del siglo XX, [Agi72]. En [AB76] los cilindros generaliza-
dos se utilizan para reconstruir la forma de objetos reales obtenidos mediante un
esca´ner 3D primitivo. La recuperacio´n de objetos a partir de los datos recogidos
a partir de ima´genes de objetos reales utilizando cilindros generalizados ha sido
utilizado en otros trabajos con posterioridad, por ejemplo en [TWK88, CAL+04].
Mediante la combinacio´n de varios cilindros generalizados es posible cons-
truir figuras complejas. Sin embargo, no siempre es fa´cil representar una forma
mediante un eje y un contorno; tampoco es la forma ma´s intuitiva de describir
objetos, con lo que no parece que sea un modelo adecuado para ser utilizado con
asiduidad.
El concepto de cilindros generalizados ha sido adoptado como base para otros
modelos, tal es el caso de las denominadas swung surfaces, [QT95], y las superfi-
cies de barrido (swept surfaces, [PT97]) que en realidad son superficies parame´tri-
cas aunque en esencia siguen el planteamiento de los cilindros generalizados.
Recientemente han aparecido algunas nuevas aplicaciones de los cilindros ge-
neralizados. Por ejemplo, [FNMMG12] utiliza cilindros generalizados para mo-
delar las microestructuras del suelo. El a´mbito de los cilindros generalizados ha
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Figura 4.7: Un cilindro generalizado se forma a partir de una curva que sirve de eje, a),
sobre el que otra curva, el contorno, evoluciona, b), para generar la forma del so´lido, c).
sido extendido para incluir aspectos tales como la representacio´n de ima´genes
me´dicas. En [MC10] se utilizan los cilindros generalizados para segmentar y re-
construir a´rboles vasculares 3D. En el mismo campo de aplicacio´n, en [WXXL12]
los cilindros generalizados son utilizados para representar tendones, ligamentos y
suturas quiru´rgicas (en el mismo art´ıculo, otros tejidos biolo´gicos son modelados
mediante mallados triangulares y cuadrangulares).
Una aproximacio´n equivalente a los cilindros generalizados aparece en [LLC10],
donde se presenta un modelo capaz de representar tubos huecos con secciones
transversales deformables.
4.2.2. Modelos de contornos activos
Propuestos en [KWT88], los modelos de contornos activos, comu´nmente co-
nocidos como snake, son curvas que modifican su forma buscando ajustarse a una
imagen dada. El mecanismo de ajuste dependera´ de una serie de para´metros que
impondra´n restricciones. La evolucio´n de los snake permite localizar los contornos
y l´ıneas as´ı como otras caracter´ısticas de objetos representados en ima´genes. En
principio los snake son curvas unidimensionales que pueden adaptarse a contor-
nos, seguir movimientos, etc, respondiendo a las tensiones internas que se oponen
al estiramiento y doblamiento, a las fuerzas que el usuario pueda imponer y a
las que se puedan inferir de las ima´genes. Otros autores, [CC93], han extendido
los modelos de contornos activos de manera que pueden ser aplicados tambie´n en
entornos 3D.
Los snake son utilizados asiduamente para el realzado y la deteccio´n de o´rga-
nos en ima´genes me´dicas [BN94, BN95, BNC96]. En [RAH97] se utilizan para
extraer la informacio´n necesaria para reconstruir con un modelo parame´trico el
ventr´ıculo izquierdo del corazo´n. La segmentacio´n de ima´genes es pues el a´mbito
natural de este modelo.
En la misma l´ınea, en [LLS+11] se propone un me´todo alternativo para recons-
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truir defectos craneales. Los autores combinan informacio´n me´dica, ima´genes de
baja resolucio´n y los modelos de contornos activos para suprimir defectos de volu-
men parcial. El resultado es que partiendo de un cra´neo con una parte defectuosa
se obtiene una representacio´n del mismo con la parte defectuosa reconstruida.
En general, los modelos de contornos activos son computacionalmente cos-
tosos. Este inconveniente se ve parcialmente reducido en [ZFT09], su propuesta
consiste en analizar el flujo de gradiente de la curva para poder estudiar la evo-
lucio´n del contorno activo. Cuando la curva se encuentra alejada del objeto se le
aplica un traslacio´n global, y cuando se encuentra cerca del objeto se le aplica
una deformacio´n local. Con este enfoque la evolucio´n del contorno activo es ma´s
eficiente y menor es el esfuerzo computacional requerido. Otro planteamiento se
propone en [dVL09], consiste en discretizar el espacio, reemplazando la curva
continua mediante un pol´ıgono, y definiendo la energ´ıa interna como una funcio´n
basada en el pol´ıgono de menor longitud.
Otro problema de los modelos de contornos activos, en el campo de la seg-
mentacio´n de ima´genes, es que no resulta fa´cil discriminar objetos adyacentes.
En [BH12] se propone un modelo de contornos activos basado en grafos, los de-
nominados network snakes. La idea principal consiste en tratar de identificar los
objetos que aparecen en una imagen y tambie´n las relaciones que puedan exis-
tir entre ellos de manera que se pueden diferenciar objetos adyacentes de forma
correcta.
4.2.3. Objetos continuos
Los modelos basados en una representacio´n continua consideran el objeto
definido en un subconjunto Ω del espacio 2D o 3D. El planteamiento es va´lido
tanto para curvas como para superficies. Algunos de los art´ıculos con mayor
trascendencia en el contexto de la representacio´n de objetos deformables han
planteado modelos que siguen este planteamiento [TPBF87, TW88, TF88b].
Los objetos representados segu´n este modelo se encuentran ubicados en el
espacio eucl´ıdeo 3D segu´n un marco de referencia, Φ. En un instante t la posicio´n
de cada punto u ∈ Ω, x(u, t), se define de diferentes formas.
En una primera formulacio´n, [TPBF87], denominada formulacio´n primal en
[TF88a], la posicio´n de cada punto material se define directamente como:
x(u, t) = (x1(u, t), x2(u, t), x3(u, t))
>
Esta formulacio´n lleva a obtener objetos que pueden deformarse y moverse
libremente, aunque existe siempre un cierto riesgo de obtener un sistema mal
112
4.2. Modelos expl´ıcitos
Objeto sin deformar Objeto deformado
Objeto sin deformar
Objeto deformado
a) b)
Figura 4.8: Representacio´n de un objeto expl´ıcito: a) definido a partir de un sistema
de referencia y b) definido como un desplazamiento r´ıgido respecto a un sistema de
referencia y una deformacio´n.
condicionado tal y como se pone de manifiesto en [PMG00]. Ello hace que para
la representacio´n de objetos con un cierto grado de rigidez esta formulacio´n no
sea del todo adecuada.
Existe una segunda formulacio´n, la formulacio´n h´ıbrida, descrita en [TW88],
que plantea una combinacio´n de conceptos de dina´mica de cuerpos r´ıgidos y de
objetos deformables. En esta segunda formulacio´n la posicio´n, q, de cada punto
de un objeto vendra´ definida a partir de un sistema de referencia local al objeto,
φ, de manera que dichas posiciones se representan como
q(u, t) = r(u, t) + e(u, t),
en donde r(u, t) es una componente de referencia, que define la forma del objeto
sin que este´ sujeto a deformaciones, y e(u, t) es la componente de deformacio´n,
que an˜ade a la componente de referencia el desplazamiento relativo de cada punto
en cada instante de tiempo. Tanto r como e se definen respecto a φ, que se ubica
en el centro de masas del objeto, c(u, t), cuya posicio´n a su vez se define respecto
al sistema de referencia inercial Φ (ve´ase la figura 4.8). Dicho centro de masas se
mueve de acuerdo a las leyes de la dina´mica de los cuerpos r´ıgidos.
Esta formulacio´n h´ıbrida no tiene los problemas de mal condicionamiento
que aparecen en la formulacio´n primal, pudie´ndose representar con ella objetos
con un alto grado de rigidez. Cuanto mayor sea la rigidez de los objetos, mejor
condicionado estara´ el sistema. Por otro lado este sistema no obtiene buenos
resultados a la hora de simular objetos flexibles (telas, objetos ela´sticos, . . . ).
Sin embargo, en [TF88b] los autores consiguen representar el comportamiento
de materiales viscoela´sticos y pla´sticos as´ı como fracturas mediante el uso de
funcionales spline generalizados.
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4.3. Modelos impl´ıcitos
Otra forma diferente de representar la forma de un objeto, Sf , es tomando
los valores nulos de una funcio´n a valores reales dada, f :
f : R3 −→ R
Sf =
{
p ∈ R3 | f(p) = 0} (4.3)
De hecho, la ecuacio´n (4.3) define la frontera del objeto, su superficie. Depen-
diendo de cual sea el tipo de funcio´n utilizada se tendra´ ma´s o menos capacidad
de representacio´n.
4.3.1. Superficies algebraicas
Si la funcio´n f de la ecuacio´n (4.3) es un polinomio, entonces las superficies
que se obtienen se denominan superficies algebraicas. Este tipo de superficies es
muy utilizado aunque el uso de ciertos tipos de polinomio puede dar lugar a
problemas. Por ejemplo, el determinar los ceros de una funcio´n polinomial no es
un problema sencillo. Adema´s el nu´mero de formas que pueden ser representadas
no es tan extenso como ser´ıa deseable.
Supercua´dricas
De entre todas las superficies algebraicas, la familia de las supercua´dricas goza
de bastante popularidad ya que con ellas se pueden obtener superficies sime´tricas
con gran facilidad. Fue precisamente por este hecho por lo que, alrededor de 1965,
se convirtieron en uno de los primeros modelos de superficie utilizados para definir
fuselajes de aeronaves. El nombre de supercua´drica fue propuesto por Alan Barr,
[Bar81], para definir a todo un conjunto de superficies definidas en R3 obtenidas
como el producto esfe´rico de dos curvas definidas en R2 ([JLS00]), ve´ase la figura
4.9. Por ejemplo si se define el semic´ırculo s(φ), definido en el plano (y, z):
s(φ) =
(
cosφ
sinφ
)
, −pi2 ≤ φ ≤ pi2 ,
y el c´ırculo c(θ), definido en el plano (x, y):
c(θ) =
(
cos θ
sin θ
)
, −pi ≤ θ ≤ pi ,
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a) b) c)
Figura 4.9: Esfera definida como una superficie supercua´drica. a) Dos curvas definidas
en un plano. Del producto esfe´rico de ambas se genera una superficie de revolucio´n, b),
que finalmente genera la esfera, c).
entonces del producto esfe´rico4 de s(φ) y de c(θ) se obtiene la superficie esfe´rica
r(φ, θ):
r(φ, θ) = s(φ)
⊗
c(θ) =
 cosφ cos θcosφ sin θ
sinφ
 , −pi2 ≤ φ ≤ pi2 ,−pi ≤ θ ≤ pi.
Si en lugar de la ecuacio´n de un semic´ırculo se utiliza la de una elipse, se
obtiene un elipsoide en lugar de una esfera. Tambie´n se puede hacer uso de una
funcio´n de exponenciacio´n con signo y utilizar diferentes para´metros para definir
las dos curvas. En su trabajo Barr deduce que los superelipsoides son solo un tipo
de supercua´drica. En general una superficie supercua´drica se define como:
Q(φ, θ) = s
 a1C11 (φ)C22 (θ)a2C11 (φ)S22 (θ)
a3S
1
1 (φ)
 (4.4)
Siendo a1, a2, a3 ∈ R y s, 1, 2 ∈ R+
⋃{0}; de manera que s es un factor de
escala, a1, a2, a3 son para´metros para controlar la proporcionalidad de la figura
y 1 y 2 son los coeficientes que controlan la forma, de manera que para valores
menores que 1.0 la forma tiende a ser rectangular con las esquinas ma´s o menos
redondeadas y para valores mayores que 1.0 la forma se asemeja ma´s a la de la
figura 4.10.
En general la forma de una supercua´drica vendra´ dada por las funciones C1(φ),
C2(θ), S

1(φ) y S

2(θ). Segu´n cuales sean estas funciones se suelen establecer cuatro
4El producto esfe´rico,
⊗
, se define como:
(
X1
X2
)⊗( Y1
Y2
)
=
 X1Y1X1Y2
X2
.
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tipos de supercua´dricas:
1. Superelipsoides:
C11 (φ) = cosφ
1 , C22 (θ) = cos θ
2 ,
S11 (φ) = sinφ
1 , S22 (θ) = sin θ
2 ,
−pi2 ≤ φ ≤ pi2 ,
−pi ≤ θ ≤ pi.
(4.5)
2. Superhiperboloides de una hoja:
C11 (φ) = secφ
1 , C22 (θ) = cos θ
2 ,
S11 (φ) = tanφ
1 , S22 (θ) = sin θ
2 ,
−pi2 ≤ φ ≤ pi2 ,
−pi ≤ θ ≤ pi.
(4.6)
3. Superhiperboloides de dos hojas:
C11 (φ) = secφ
1 , C22 (θ) = sec θ
2 ,
S11 (φ) = tanφ
1 , S22 (θ) = tan θ
2 ,
−pi2 ≤ φ ≤ pi2 ,
−pi2 ≤ θ ≤ pi2 (hoja 1),
pi
2 ≤ θ ≤ 3pi2 (hoja 2).
(4.7)
4. Supertoroides:
C11 (φ) = a4 + cosφ
1 , C22 (φ) = cosφ
1 ,
S11 (θ) = a4 + sin θ
2 , S22 (θ) = sin θ
2 ,
−pi ≤ φ ≤ pi,
−pi ≤ θ ≤ pi,
a4 =
R√
a21+a
2
2
.
(4.8)
Siendo la exponenciacio´n una operacio´n con signo definida de la siguiente
forma:
ab = sgn(a)|a|b,
sgn(a) =
{ −1, si a < 0,
1, si a ≥ 0 .
Ahora bien, una superficie definida mediante una supercua´drica es regular y
sime´trica, a priori no parece adecuada para representar un objeto deformable. Sin
embargo, algunos trabajos ([TM91]) plantean supercua´dricas a las que se an˜ade
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a) b)
Figura 4.10: Un ejemplo de superficie supercua´drica: un superelipsoide con para´metros
s = a1 = a2 = a3 = 1.0, 1 = 2 = 5.0. a) Forma normal, b) Con una deformacio´n.
una componente de perturbacio´n local, de forma que un objeto vendra´ expresado
por:
Q˜(φ, θ) = c + R(Q(φ, θ) + d(φ, θ)). (4.9)
Siendo c el centro de inercia de la supercua´drica Q(φ, θ), R una matriz de
rotacio´n, y d(φ, θ) un campo de desplazamientos sobre la superficie. El resultado
obtenido es el de una forma regular excepto en los puntos en donde el campo de
desplazamiento modifica la forma de la supercua´drica.
La representacio´n de supercua´dricas puede definirse tambie´n a partir de fun-
ciones impl´ıcitas5, [BCA95, BCA98]:
1. Superelipsoides:
F (x, y, z) =
((
x
a1
) 2
2
+
(
y
a2
) 2
2
) 2
1
+
(
z
a3
) 2
1
. (4.10)
2. Superhiperboloides de una hoja:
F (x, y, z) =
((
x
a1
) 2
2
+
(
y
a2
) 2
2
) 2
1
−
(
z
a3
) 2
1
. (4.11)
5Tambie´n es posible representar a las supercua´dricas como funciones parame´tricas. Por tanto
tambie´n se cuentan entre los modelos parame´tricos.
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3. Superhiperboloides de dos hojas:
F (x, y, z) =
((
x
a1
) 2
2 −
(
y
a2
) 2
2
) 2
1
−
(
z
a3
) 2
1
. (4.12)
4. Supertoroides:
F (x, y, z) =
(( x
a1
) 2
2 −
(
y
a2
) 2
2
) 2
2
− a4

2
1
−
(
z
a3
) 2
1
. (4.13)
En [XY12] este modelo se utiliza juntamente con el modelo de geones (un
modelo volume´trico que permite extraer propiedades cualitativas) para obtener
geones supercua´dricos, que pueden ser utilizados para definir partes de objetos
3D y adema´s las relaciones topolo´gicas entre las diferentes partes. Por otro lado,
en [PSDS09] se propone una solucio´n al problema de detectar contactos entre
supercua´dricas convexas mediante el uso de ecuaciones impl´ıcitas.
Aunque las superficies supercua´dricas proporcionan una buena aproximacio´n
global, las formas que se pueden representar mediante esta familia de superficies
esta´n muy limitadas para poder representar de forma precisa formas complejas,
[BCA95, BCA98].
El modelo de supercua´dricas tambie´n se utiliza para extraer informacio´n a
partir de ima´genes [BVW10]. Ve´ase tambie´n [ZYF+09], en donde se propone un
modelo de segmentacio´n 3D h´ıbrida basado en deformaciones de formas libres
(FFD) y supercua´dricas.
Hipercua´dricas
Las superficies hipercua´dricas se proponen como una extensio´n de las super-
cua´dricas, [Han88]. Una superficie hipercua´drica se define de la siguiente forma:
fq(p) =
n≥3∑
j=1
|ajpx + bjpy + cjpz + dj |j = 1, (4.14)
siendo j > 0 ∀ j y q = (a1, b1, c1, d1, 1, . . . , an, bn, cn, dn, n)>. Para un valor
de n mayor que 3 esta ecuacio´n no tiene una representacio´n expl´ıcita. La forma
representada se encuentra inscrita en la envolvente convexa definida por los planos
ajpx + bjpy + cjpz + dj = ±1. El coeficiente j es un para´metro de ajuste de
la superficie a su envolvente. La cantidad de formas representables mediante
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este tipo de superficies es mayor que la cantidad representable con superelipses,
aunque solamente es posible definir formas homeomo´rficas con una esfera, [CC94].
4.3.2. Isosuperficies
Otro posible planteamiento es definir la superficie a partir de una funcio´n de
potencial, es decir una funcio´n que a cada punto del espacio le hace corresponder
un valor nume´rico:
F : R3 −→ R.
Con dicha funcio´n se puede definir una superficie como el conjunto de puntos
del espacio en donde la funcio´n toma un cierto valor, v.
Sv = {p ∈ R3 | F (p) = v} (4.15)
Para una misma funcio´n se pueden obtener multitud de superficies simple-
mente cambiando el valor v, ve´ase la figura 4.11. Las superficies que se generen
dependera´n de la funcio´n F utilizada. Por ejemplo, si se define F (p) = p2x+p
2
y+p
2
z,
entonces para cada posible valor de v > 0, Sv definira´ la superficie de una esfera
de radio
√
v.
A este tipo de superficies y segu´n sea la funcio´n de potencial utilizada se las
denomina:
1. Blobs: superficies descritas inicialmente en [Bli82] con una funcio´n de po-
tencial que estaba inspirada en el comportamiento de los a´tomos al unirse
entre s´ı para formar mole´culas:
F (p) =
∑
i
bie
−air2i , (4.16)
siendo ri la distancia del punto p al centro de la mole´cula i-e´sima. Para
cada mole´cula, se define una campana de Gauss centrada en ri con una
altura ai y una desviacio´n esta´ndar bi. El potencial para cada punto del
espacio vendra´ expresado por la contribucio´n de cada una de las part´ıculas.
2. Metaballs: planteamiento algo posterior, [NHK+85], define la funcio´n de
potencial para cada una de las metaballs como:
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wi(p) =

di
(
1− 3
(
ri
bi
)2)
, 0 ≤ ri < bi3 ,
3di
2
(
1− ribi
)2
, bi3 ≤ ri < bi,
0, bi ≤ ri,
(4.17)
en donde ri es la distancia del punto p al centro de la i-e´sima metaball, bi
es su radio y di es un coeficiente de ponderacio´n.
Si se define M como un conjunto de metaballs que se combinan, un fusion
cluster, entonces la funcio´n de potencial sera´:
F (p) =
∑
mi∈M
wi(p). (4.18)
3. Soft objects: una evolucio´n de las mole´culas blob ([WMW86a, WMW86b])
en donde la funcio´n de potencial es aproximada con un polinomio cuyo valor
es nulo a partir de una cierta distancia, el radio de influencia:
Ci(p) =
{
−49
(
ri
Ri
)6
+ 179
(
ri
Ri
)4 − 229 ( riRi)2 , ri ≤ R,
0, ri > R.
(4.19)
En este caso ri es la distancia del punto p a cada uno de los puntos clave y
Ri es el radio de influencia del punto clave i-e´simo. Por lo tanto si se desea
calcular el campo potencial que corresponde a un conjunto de puntos clave,
la funcio´n de potencial sera´:
F (p) =
∑
i
Ci(p) (4.20)
a) b) c) d)
Figura 4.11: Isosuperficie definida a partir de tres esferas equidistantes con un un radio
de influencia expresado como porcentaje de sus respectivos radios: en a) del 99 %, en b)
del 45 % , en c) del 30 % y en d) del 25 %.
Los tres modelos descritos son muy parecidos, aunque existen diferencias no-
tables entre unos y otros. As´ı, en el modelo de blobs para calcular la intensidad
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del campo en cada punto del espacio es necesario calcular la aportacio´n de cada
una de las mole´culas, lo que puede hacer que el ca´lculo sea demasiado costoso.
Originalmente el problema se resolvio´ determinando una esfera de influencia para
cada una de las mole´culas, despreciando su efecto en las zonas externas a dicha
esfera. En el modelo de metaballs y de soft objects el problema no es tal debido a
la forma de las funciones, ya que e´stas convierten el potencial de cada elemento
en un valor nulo a partir de una cierta distancia. Sin embargo, una funcio´n po-
linomial, como es el caso de las ecuaciones (4.17) y (4.19), es menos costosa que
una funcio´n exponencial, caso de (4.16). Los soft objects tienen como principal
ventaja el hecho de que su funcio´n de potencial es la ma´s sencilla de evaluar ya
que incluso la ra´ız cuadrada impl´ıcita en el ca´lculo de las distancias puede verse
simplificada gracias a los exponentes de la funcio´n.
Posteriormente han aparecido modelos definidos a partir de formas geome´tri-
cas ma´s complejas que una esfera. En realidad ya en los trabajos seminales se
plantean variaciones y posibles extensiones. A posteriori se han planteado isosu-
perficies a partir de un esqueleto geome´trico ma´s o menos elaborado.
Existe otro aspecto asociado a las isosuperficies: la representacio´n de las mis-
mas. Uno de los algoritmos ma´s utilizados es el de marching cubes, [LC87]. Ba´si-
camente el algoritmo consiste en dividir el espacio a tratar en pequen˜os cubos
o voxels; cuanto ma´s pequen˜os mayor suavidad tendra´ la superficie. Entonces
se recorren todos los ve´rtices de los cubos determinando si el valor del campo
escalar es mayor o menor que el umbral marcado. Una vez realizado el recorrido,
cada uno de los ocho ve´rtices de cada cubo tendra´ un valor cierto o falso segu´n
haya resultado la comparacio´n. En total existen 256 posibles combinaciones de
valores cierto y falso de los ocho ve´rtices6. Cada combinacio´n determina una po-
sible forma de la superficie buscada en ese cubo concreto. Por lo tanto, lo que se
tiene que hacer es sustituir cada cubo por el trozo de superficie que determine su
combinacio´n.
El resultado del algoritmo es la isosuperficie de un determinado valor en el
campo escalar. La suavidad dependera´ del taman˜o escogido para los cubos. En
la figura 4.12 se muestran dos mole´culas blobs representadas con el algoritmo
descrito y con diferentes taman˜os de cubo. Otros planteamientos en esta misma
l´ınea aparecen en [Blo88, BS91, She99].
Este tipo de superficies puede ser utilizado para definir contornos deformables,
en [CD97] se utilizan isosuperficies definidas a partir de un esqueleto.
En trabajos recientes, [BN04], se utiliza esta te´cnica para modelar nubes a
6En la pra´ctica es suficiente con 16 combinaciones diferentes, el resto se puede obtener a
partir de transformaciones afines.
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partir de un conjunto de part´ıculas.
Figura 4.12: Dos blobs ([Bli82]) representadas, de izquierda a derecha, con un nivel de
detalle mayor.
Otro de los aspectos en los que la utilizacio´n de este me´todo ofrece ventajas,
es en la representacio´n de objetos a partir de datos de ima´genes, o de mecanismos
de medida que generan nubes de puntos con un cierto ruido. En [IF03] se hace
uso de un mecanismo h´ıbrido, parte modelo expl´ıcito y parte impl´ıcito, con el que
se pueden generar superficies a la vez que se pueden deformar.
4.3.3. Conjuntos de nivel
Los conjuntos de nivel, tambie´n conocidos como level sets, fueron planteados
originalmente por Osher y Sethian, [Set87, OS88, She99]. Su funcio´n es la de
seguir el contorno de objetos que cambian de forma, este planteamiento es muy
similar al propuesto en los modelos de contornos activos introducido en 4.2.2.
Ba´sicamente su planteamiento consiste en ubicar el objeto a deformar en un
espacio con un mayor nu´mero de dimensiones. Si el objeto cambia de forma, la
funcio´n de movimiento debera´ tambie´n proyectarse.
As´ı pues, si Γ(t) representa el objeto, entendido como una hipersuperficie
cerrada, en movimiento:
Γ(t) : [0,∞)→ Rn,
entonces sea F la velocidad de desplazamiento de Γ. Puede considerarse que el
desplazamiento se realiza en direccio´n normal al objeto, sea ±d la distancia al
frente de propagacio´n. Suponiendo que el frente de propagacio´n es el conjunto
de nivel 0 de una funcio´n, φ, definida en el espacio de dimensio´n superior, se
tiene que φ(x ∈ Rn, t = 0) = ±d. Entonces se puede plantear una ecuacio´n en
derivadas parciales que describa la evolucio´n de φ:
φt + F |∇φ| = 0,
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Figura 4.13: Los level set visualmente pueden ser interpretados como los contornos de
la interseccio´n de dos superficies. En la imagen, de izquierda a derecha puede verse, en la
fila superior, co´mo una superficie 3D genera una forma 2D (el level set) sobre un plano.
Segu´n sea el desplazamiento de la superficie 3D, la forma 2D generada cambia.
para un φ(x ∈ Rn, t = 0) dado, F representa la velocidad de Γ, ve´ase la Figura
4.13.
Una de las principales ventajas de este modelo es que el level set sigue siendo
va´lido aunque la hipersuperficie cambie su topolog´ıa. Los dema´s modelos descritos
se basan en la determinacio´n de la posicio´n de algunos puntos del contorno y
en calcular la forma de dicho contorno a partir de los puntos calculados. Este
planteamiento no suele ser aplicable si se producen cambios en la topolog´ıa de
los objetos, como por ejemplo cuando se producen roturas.
El planteamiento es perfectamente aplicable a superficies. Sin embargo su
a´mbito de aplicacio´n es el de la segmentacio´n de ima´genes, [MRYT08], y el de las
ima´genes me´dicas. Se trata pues de un modelo alternativo al de contornos activos.
Un reciente estudio sobre los level set aplicados a ima´genes me´dicas 2D/3D se
encuentra en [SLS+02].
En el mismo campo de las ima´genes me´dicas, [MRA04] utiliza los level set
para identificar y rastrear ce´lulas biolo´gicas utilizando te´cnicas de microscop´ıa
electro´nica. Otra aportacio´n interesante se puede encontrar en [SNM07] en donde
se propone un mecanismo automa´tico para la segmentacio´n de pulmones a partir
de ima´genes me´dicas.
Adema´s [Act01, AM00a, AM00c, AM00b] utilizan los level set para la seg-
mentacio´n de ima´genes y la deteccio´n de contornos. En estos trabajos se pre-
senta una propuesta basada en operadores morfolo´gicos implementados mediante
algoritmos muy eficientes, de manera que se reduce significativamente el coste
computacional asociado con este modelo, ve´ase tambie´n [LPL07].
Aunque los level set son utilizados mayoritariamente en los a´mbitos ya indica-
dos, no se restringe a ellos su utilizacio´n. En [YXSN11] los level set son utilizados
para reconstruir modelos 3D complejos utilizando un campo de fuerzas externo
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que determina la evolucio´n del sistema. Adema´s, este modelo tambie´n puede ser
utilizado para describir fluidos, y otros objetos complejos (humo, fuego, ...) [SS03].
4.3.4. Representacio´n de Objetos por Muestreo
La representacio´n de objetos a partir de muestra o SOR (Sampled Object
Representation) consiste en la representacio´n de objetos utilizando informacio´n
obtenida a partir de un proceso de muestreo. En este proceso se obtiene un
conjunto de muestras de posiciones discretas en el espacio con la intencio´n de
obtener informacio´n geome´trica y f´ısica de uno o varios objetos reales, [CCI+07].
Esta te´cnica no permite disponer de la informacio´n topolo´gica, geome´trica o
sema´ntica que es necesaria de cara a poder manipular los objetos de una manera
adecuada. Dicha informacio´n debera´ ser obtenida de alguna otra forma.
Algunas propiedades de esta te´cnica son:
Informacio´n geome´trica limitada. Aunque no tiene por que´ ser siempre as´ı,
es usual que los datos muestreados no contengan informacio´n geome´trica y
esto, aunque representa una cierta limitacio´n, permite describir fa´cilmente
objetos amorfos – humo, fuego, polvaredas – que son especialmente dif´ıciles
de modelar con otros modelos.
Informacio´n topolo´gica limitada. La u´nica informacio´n topolo´gica disponi-
ble es la de la ordenacio´n espacial o temporal en que se han obtenido las
muestras.
Informacio´n sema´ntica limitada. La informacio´n muestreada dif´ıcilmente
puede contener informacio´n sema´ntica de los objetos origen de las muestras.
Canales de datos mu´ltiples. Los datos obtenidos pueden ser de muy diversos
tipos: temperaturas, ima´genes, sonidos, . . .
Canales de datos multivaluados. Los valores de las muestras pueden dar pie
a una cierta incertidumbre debido al tipo de datos que describen.
Segu´n sea la informacio´n concreta a tratar este modelo hace uso de otros para
poder generar los objetos.
4.4. Modelos parame´tricos
Una forma tradicional de plantear la deformacio´n de superficies consiste en
determinar que dichas superficies deben ajustarse de acuerdo con ciertas restric-
ciones. Por lo tanto, partiendo de una superficie inicial, ma´s o menos ajustada a
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la forma final deseada, deben realizarse las modificaciones oportunas para que la
superficie se ajuste los ma´s posible al resultado final. Las restricciones se plan-
tean en base a funciones matema´ticas que se combinan con la definicio´n de la
superficies para obtener un sistema de ecuaciones. La definicio´n de la superficie
debera´ tener suficientes grados de libertad para que dicho sistema de ecuaciones
pueda ser resuelto ([Gre94]).
Con este modelo, la representacio´n de los objetos es ma´s restrictiva que la
obtenida mediante los modelos expl´ıcitos. Ello es debido a las restricciones que
deben imponerse. Sin embargo, mediante la modelizacio´n parame´trica se simpli-
fica mucho la representacio´n.
La representacio´n parame´trica de un objeto, matema´ticamente hablando, es
aque´lla en que cada punto es representado separadamente mediante una funcio´n
expl´ıcita de un conjunto de para´metros independientes. As´ı, una superficie pa-
rame´trica se representa como una aplicacio´n, S, definida en un dominio Ω ⊆ R2
de manera que a cada punto, (u, v), del dominio se le hace corresponder un punto
de R3, (x(u, v), y(u, v), z(u, v)):
S : Ω ⊆ R2 −→ R3
S(u, v) −→ (x(u, v), y(u, v), z(u, v)). (4.21)
La representacio´n no es u´nica, de echo existen mu´ltiples representaciones pa-
rame´tricas para un objeto dado, de todas las posibles interesa la familia de re-
presentaciones que [PT97]:
Sea capaz de representar con precisio´n todas las formas que el usuario que
las utilice requiera.
Se pueda implementar de forma eficiente en un sistema informa´tico; es
especialmente importante que:
• el ca´lculo de puntos y derivadas sea eficiente,
• las operaciones de ca´lculo sean robustas, sin problemas de error nume´ri-
co, y
• no requieran demasiado espacio de almacenamiento.
Sean simples y bien entendidas desde el punto de vista matema´tico.
De entre las diferentes representaciones que se han planteado la ma´s sencilla es
la de los polinomios, aunque existen numerosos objetos que no son representables
mediante e´stos.
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4.4.1. Supercua´dricas
Las supercua´dricas, descritas en el apartado 4.3.1, son susceptibles de ser
representadas de forma parame´trica. Los coeficientes sera´n, en este caso, los va-
lores que caracterizan a la supercua´drica en cuestio´n. En [TM91] se utilizan para
representar objetos 3D deformables.
4.4.2. Descomposicio´n modal
La esencia de estos modelos consiste en considerar el objeto a representar
como incluido en un espacio donde se pueda expresar como combinacio´n lineal de
una base ortonormal de dicho espacio. Los coeficientes de la combinacio´n lineal
sera´n los para´metros que definan al objeto. La ventaja de esta representacio´n
es que es posible obtener una aproximacio´n del objeto mediante un subconjunto
finito de los coeficientes.
As´ı pues, si un objeto, f , puede ser considerado como un elemento de un
espacio de Hilbert, H, un espacio con un producto escalar, 〈·, ·〉. El objeto, f , se
podra´ expresar como:
f =
∑
n∈Z+
αnφn,
donde {φn}n∈Z+ es una base ortonormal de H y
αi = 〈f, φi〉 ∀i ∈ Z+.
Para un cierto valor, p ∈ Z+, una aproximacio´n de f sera´
f ≈
p∑
k=1
αkφk,
de manera que el vector (α1, α2, . . . , αp) forma el conjunto de para´metros que
definen la forma del objeto con un cierto grado de aproximacio´n. Evidentemente,
a mayor nu´mero de para´metros mayor sera´ la exactitud de la representacio´n.
En [SD96] se plantea el uso de bases de Fourier, de manera que son los coefi-
cientes de Fourier los que determinan la forma de los objetos. La esencia de este
trabajo consiste en plantear el objeto en el espacio de frecuencias. Cada una de
las ondas de frecuencia que describen un objeto esta´ formada por un conjunto
de armo´nicos. La representacio´n de objetos de forma parame´trica siguiendo el
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planteamiento de la descomposicio´n requiere que los para´metros sean los pesos
correspondientes a dichos armo´nicos. El objeto se podra´ aproximar ma´s o menos
segu´n el nu´mero de armo´nicos utilizado. En la pra´ctica interesa reducir al ma´ximo
dicho nu´mero, siempre y cuando el modelo representado se ajuste suficientemente
al objeto que se desea representar.
En [PW89] se utiliza este modelo para la representacio´n de modelos dina´micos
simplificados, consiguiendo la reduccio´n de la complejidad en la representacio´n
y una simplificacio´n gracias a la eliminacio´n de los modos de vibracio´n de ma-
yor frecuencia. El precio a pagar es una cierta limitacio´n en las deformaciones
posibles.
Mediante el ana´lisis modal es posible descomponer una objeto deformable en
partes u´tiles, requiriendo solamente una u´nica entrada, [HWAG09]. El ana´lisis
modal es capaz de determinar que´ partes tienden a moverse r´ıgidamente y es
posible determinar el campo de deformaciones asociado al objeto.
Otra aplicacio´n del ana´lisis modal puede verse en [DRBR09], en donde se pre-
senta un me´todo que permite la animacio´n en tiempo real de escenas complejas
compuestas por miles de a´rboles sujetos a la accio´n de un viento controlado por
el usuario. Los principales modos de la deformacio´n son precalculados y utiliza-
dos posteriormente para deformar los a´rboles segu´n la accio´n del viento. Esta
propuesta puede ser implementada de forma eficiente sobre hardware gra´fico y
requiere un esfuerzo computacional reducido.
4.4.3. Superficies de subdivisio´n
La idea general de subdivisio´n de curvas y superficies es la siguiente: dado un
conjunto inicial de puntos de control p0 formando una malla, donde
p0 =

...
p0−2
p0−1
p00
p01
p02
...

,
(los valores p0i son puntos de R2 o R3 dependiendo de si se considera el plano o el
espacio) y una matriz denominada matriz de subdivisio´n S, se halla el siguiente
conjunto de puntos de control p1 de la forma siguiente: p1 = Sp0. Y, en general,
se halla la sucesio´n de puntos pk como pk+1 = Spk.
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Los puntos pk se consideran una aproximacio´n de nivel k de la curva o super-
ficie.
Figura 4.14: Ejemplo de subdivisio´n de una superficie, mostrando 3 niveles sucesivos de
refinamiento [ZS00]. A la izquierda, un mallado triangular inicial como primera aproxi-
macio´n a la superficie. Cada tria´ngulo se divide en 4 de acuerdo a una regla de subdivisio´n
particular. A la derecha de la malla se subdivide una segunda vez siguiendo el mismo
esquema.
Cuando se define una subdivisio´n hay que tener en cuenta:
Los valores propios de la matriz S. Para que haya convergencia, todos los
valores propios λi de S deben verificar: |λi| ≤ 1, ∀i. Para que haya inva-
riancia af´ın, S debe tener el valor propio 1 con vector propio (1, . . . , 1)>.
En el caso de curvas, asumiendo que λ0 = 1 < λ1 < λi. Supo´ngase que
p0 =
n1∑
i=0
aixi donde xi es el vector propio correspondiente al valor propio
λi. Entonces el vector tangente de la curva en p
k para k suficientemente
grande se puede aproximar por a1. (ai son vectores de R2 o R3).
En el caso de superficies, si se supone que λ0 = 1 < λ1 = λ2 < λi y
p0 =
n 1∑
i=0
aixi, los vectores que generan el plano tangente en p
k para k
suficientemente grande se pueden aproximar por a1 y a2.
Regularidad de la superficie generada por subdivisio´n. Como los puntos de
control pk forman una malla, se denomina valencia del punto de control pki
al nu´mero de aristas de la malla que inciden en e´l. Se considera que el punto
de control pki es extraordinario si tiene una valencia distinta a los dema´s de
la malla donde haya regularidad. En los puntos donde hay regularidad la
superficie generada por subdivisio´n es C1 pero en los puntos extraordinarios,
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la superficie puede dejar de ser C1.
Mapa caracter´ıstico. A partir de los vectores propios x1 y x2 (que depen-
den del esquema de subdivisio´n) y de los vectores a1 y a2 (que dependen
de la malla inicial p0 de la subdivisio´n) se puede hacer un estudio local de
la superficie generada por subdivisio´n en pk para k suficientemente gran-
de. A partir de dicho estudio, es posible definir el mapa caracter´ıstico que
indicara´ la regularidad de la superficie en un entorno de pk.
Los or´ıgenes de este modelo aparecen en [Cha74] en donde se plantea un
algoritmo para representar curvas suaves a partir de un pol´ıgono de control.
Ba´sicamente se trataba de recortar las esquinas de dicho pol´ıgono de control para
generar otro pol´ıgono, para cada ve´rtice del pol´ıgono original se formaban dos en
el nuevo que, a su vez, pod´ıa ser recortado nuevamente. El proceso recursivamente
hac´ıa que los pol´ıgonos de control convergieran hacia una curva cada vez ma´s
suave. El proceso se deten´ıa cuando la distancia entre los ve´rtices del pol´ıgono
era menor que un cierto umbral, por ejemplo la resolucio´n del dispositivo en
donde se representaba la figura.
Las primeras referencias a este modelo son [CC78] y [DS78], aunque el con-
cepto ha sido desarrollado ampliamente con posterioridad. De hecho ejemplos
de este tipo de objetos pueden ser vistos asiduamente en cualquier pel´ıcula de
animacio´n actual, para un ejemplo ve´ase la figura 4.14.
Los me´todos basados en subdivisio´n se pueden clasificar en categor´ıas segu´n
cuatro criterios [ZS00]:
Tipo de regla de refinamiento: divisio´n de ve´rtices o divisio´n de caras.
Tipo de malla generada: triangular o cuadrilateral.
Tipo de esquema: aproximacio´n o interpolacio´n.
Continuidad de las superficies obtenidas (C1, C2, . . . ).
A continuacio´n se muestra una clasificacio´n de algunos de los me´todos ma´s
comu´nmente utilizados:
Divisio´n de caras
Mallados triangulares Mallados cuadrangulares
Aproximacio´n Loop [Loo87]: C2 Catmull–Clark [CC78]: C2
Interpolacio´n Butterfly [DLG90]: C1 Kobbelt [Kob96]: C1
Divisio´n de ve´rtices
Doo–Sabin [DS78]: C1
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Una aplicacio´n de este modelo puede verse en [AWO+10], una aproximacio´n
a la representacio´n de objetos deformables libre de mallados. Los objetos son re-
presentados como un conjunto desordenado de nodos cuya separacio´n se describe
de una forma similar al descrito como fast marching method [Set99]. La defor-
macio´n se expresa mediante el uso de te´cnicas de descomposicio´n modal, 4.4.2.
Los resultados muestran que este modelo es capaz de manejar formas comple-
jas en tiempos que permiten pensar en una interactividad con los usuarios y al
mismo tiempo que permiten representar formas 3D deformables y en movimiento
realistas.
Este modelo es comu´nmente utilizado en el contexto de las deformaciones de
formas libres (FFD), aunque debido a su elevado coste computacional requiere
una conversio´n final a otro modelo poligonal. Especialmente cuando existe una
restriccio´n de tiempo real, como puede ser en el caso de los videojuegos. Para
solventar este ha´ndicap es posible utilizar hardware espec´ıfico, como por ejemplo
GPU (Graphic Processing Units), a pesar de que este tipo de procesadores esta´n
especialmente disen˜ados para acelerar ca´lculos polinomiales, aunque mucho se ha
avanzado en este sentido [LSNC09].
4.4.4. Curvas de Be´zier
Las curvas de Be´zier fueron estudiadas independientemente por Be´zier y por
de Casteljau en la misma e´poca (finales de la de´cada de 1950 para el caso de
de Casteljau y principios de la de 1960 para el de Be´zier). Su solucio´n, nunca
hasta entonces planteada, se baso´ en el uso de los polinomios de Bernstein, cuyo
origen se remonta a principios del siglo XX, y de los denominados pol´ıgonos de
control. El planteamiento fue revolucionario: no se defin´ıa la curva a partir de los
puntos que se situaban sobre la curva, sino de algunos puntos cercanos a la misma,
el llamado pol´ıgono de control; en lugar de modificar la curva directamente se
modificaban algunos puntos del pol´ıgono de control y, al hacerlo, la curva segu´ıa el
movimiento de una forma intuitiva. Los trabajos de ambos investigadores fueron
desarrollados con posterioridad y se constato´ que eran equivalentes.
Una curva de Be´zier de grado n se define como
C(u) =
n∑
i=0
Bi,n(u)Pi 0 ≤ u ≤ 1. (4.22)
Siendo Bi,n(u) los polinomios de Bernstein de grado n:
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Bi,n(u) =
(
n
i
)
ui(1− u)n−i = n!
i!(n− i)!u
i(1− u)n−i. (4.23)
Todos los puntos de control influyen en mayor o menor medida en la forma
de la curva, el grado de influencia viene dado por los polinomios de Bernstein,
ve´ase la figura 4.15.
0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
0.8
1
Figura 4.15: Los polinomios de Bernstein establecen la influencia que cada punto de
control tiene en cada punto de la curva. En la imagen aparecen los cuatro polinomios de
Bernstein que corresponder´ıan a una curva de grado 3.
Los coeficientes geome´tricos, {Pi ∈ R3, 0 ≤ i ≤ n}, son los denominados pun-
tos de control . El pol´ıgono que se forma uniendo los puntos de control mediante
l´ıneas rectas es el denominado pol´ıgono de control y resulta ser una aproximacio´n
de la curva. Los puntos de control tambie´n definen una envolvente convexa de la
curva. Otra caracter´ıstica interesante es que la curva pasa por el primer y u´ltimo
punto de control.
Dentro del a´mbito de la representacio´n de objetos deformables, en [VW96]
se propone la utilizacio´n de parches triangulares de Be´zier para la representa-
cio´n de superficies construidas a partir de restricciones segu´n un planteamiento
variacional.
De entre todas las formas que existen para realizar la representacio´n de super-
ficies parame´tricas una de las ma´s utilizadas es la basada en el producto tensorial.
En este caso, las funciones ba´sicas bivariantes, funciones de las variables u y v,
se construyen como productos de las respectivas funciones ba´sicas univariantes.
Los coeficientes geome´tricos se ordenan en una red, y el producto de tensores
tendra´ la forma:
S(u, v) =
n∑
i=0
m∑
j=0
fi(u) · gj(v) · bij ,

bij = (xij , yij , zij),
a ≤ u ≤ b,
c ≤ v ≤ d,
que expresado en forma matricial queda:
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S(u, v) = [fi(u)]
> [bij ] [gj(u)].
Siendo [fi(u)]
> un vector fila, [gj(u)] un vector columna, representando ambos
las bases univariantes. A su vez, [bij ] es una matriz (n+ 1)× (m+ 1) de puntos
tridimensionales.
El dominio de (u, v) es el recta´ngulo [a, b] × [c, d] ⊆ R2, aunque es bastante
usual utilizar el recta´ngulo [0, 1] × [0, 1] como dominio, ya que ello no supone
ninguna restriccio´n y en cambio permite realizar algunas simplificaciones.
En el caso concreto de superficies de Be´zier el producto tensorial adoptara´ la
forma:
S(u, v) =
n∑
i=0
m∑
j=0
Bi,p(u) ·Bj,q(v) ·Pij 0 ≤ u, v ≤ 1. (4.24)
Los puntos de control forman un poliedro, el poliedro de control, que resulta
ser una aproximacio´n lineal de la superficie. Las propiedades que satisfacen las
superficies de Be´zier son ana´logas a las descritas para las curvas, extendie´ndose
para espacios parame´tricos de dos dimensiones.
Tanto las curvas como la superficies de Be´zier, al ser representaciones polino-
miales, tienen una serie de inconvenientes:
Se requiere un grado muy elevado para el polinomio si la forma a representar
tiene que ajustarse a un nu´mero elevado de restricciones (en general para
satisfacer n restricciones se requiere un polinomio de grado n−1). Lo mismo
ocurre si la forma es compleja. Los algoritmos de representacio´n son menos
eficientes cuanto mayor es el grado. Adema´s existe el problema que a mayor
grado mayor es la inestabilidad nume´rica.
El control de la forma no es local. La manipulacio´n de cualquier punto de
control afecta a la forma entera de forma poco intuitiva. Esto hace que sean
poco atractivas para su utilizacio´n en entornos interactivos.
Existe una gran conjunto de formas que no pueden ser representadas me-
diante una curva polinomial: las co´nicas y cua´dricas (c´ırculos, conos, esfe-
ras, . . . ). Una extensio´n a las formas de Be´zier son las formas de Be´zier
racionales propuestas en [Far83]. Mediante el uso de polinomios de Be´zier
racionales se solventan algunas de las limitaciones comentadas ya que es
posible definir co´nicas con este tipo de curvas.
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4.4.5. B-Splines
Una solucio´n a los problemas planteados por los esquemas de Be´zier pasa por
utilizar funciones polinomiales a trozos.
La idea consiste en construir una forma compleja mediante la unio´n de dife-
rentes trozos con estructura polinomial de grado reducido, sin los inconvenientes
derivados de la utilizacio´n de polinomios de grado elevado. As´ı pues, una curva se
plantea como un conjunto de segmentos polinomiales unidos uno tras otro. Las
uniones entre segmentos son los llamados puntos de ruptura, ma´s conocidos como
nudos. Cada uno de los segmentos es independiente de los otros de manera que
entre dos nudos consecutivos se define cada uno de los segmentos polinomiales.
Las uniones se realizan de manera que se pueda garantizar un cierto grado de
continuidad a lo largo de toda la curva (ve´ase la figura 4.16).
Las B-Splines se definen a partir de las denominadas funciones de base B-
Spline. Dado un conjunto de valores reales U = {a = u0, u1, . . . , um = b} tales
que ui ≤ ui+1∀i ∈ {0 . . .m − 1}, se define recursivamente la i−e´sima funcio´n de
base B-Spline de grado p como7:
Ni,0(u) =
{
1 si ui ≤ u ≤ ui+1,
0 en otro caso.
Ni,p(u) =
u−ui
ui+p−uiNi,p−1(u) +
ui+p+1−u
ui+p+1−ui+1Ni+1,p−1(u).
(4.25)
Cada funcio´n de base, Ni,p(u), esta´ definida en R, aunque el intere´s se centra
en el intervalo [u0, um]. Es usual que el conjunto de nudos se defina de manera
que u0 = 0 y um = 1.
Figura 4.16: Las curvas definidas como formas polinomiales a trozos se forman como
resultado de la unio´n de los segmentos de curva que cada forma polinomial representa.
En la imagen aparecen los segmentos diferenciados.
7Existe la posibilidad de obtener un cociente de la forma 0
0
o ·
0
que, a efectos del desarrollo
algor´ıtmico, se considera como 0.
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A partir de las funciones de base B-Spline se definen las curvas y superficies
B-Spline. En concreto, dado un conjunto de nodos:
U = {a, . . . , a︸ ︷︷ ︸
p+1
, up+1, . . . , um−p−1, b, . . . , b︸ ︷︷ ︸
p+1
}, (4.26)
y un conjunto de puntos, {Pi ∈ R3, i = 0 . . . n}, se define la curva B-Spline de
grado p como:
C(u) =
n∑
i=0
Ni,p(u)Pi. (4.27)
Los polinomios de Bernstein, (4.23), pueden obtenerse a partir de las funciones
de base B-Spline, (4.25), si el conjunto de nudos se define como:
U = {0, . . . , 0︸ ︷︷ ︸
p+1
, 1, . . . , 1︸ ︷︷ ︸
p+1
},
por lo que puede considerarse a las curvas y superficies de Be´zier como un caso
particular de las B-Spline. Sin embargo las capacidad de representacio´n de las B-
Spline es superior. Ello es debido a algunas de las caracter´ısticas que las definen.
De hecho las formas B-Spline resuelven los problemas comentados para las formas
de Be´zier:
1. La construccio´n de las formas B-Spline como formas polinomiales a trozos
se realiza precisamente para reducir la complejidad y el grado de las formas
de Be´zier.
2. El soporte local proviene del hecho de que una determinada funcio´n de base,
Ni,p(u), tiene valores no nulos exclusivamente en el intervalo [ui, ui+p+1).
En la pra´ctica, esto hace que la influencia de cada uno de los puntos de
control se reduzca a solo un intervalo de la forma. En concreto el punto de
control Pi afecta al intervalo [ui, ui+p+1) de la forma representada. Por lo
tanto, el cambio en un punto de control solo afectara´ a una parte y no a la
totalidad de la forma.
3. Otro de los problemas, el de la dificultad a la hora de definir formas comple-
jas, se soluciona debido a que es posible definir formas con a´ngulos agudos
e incluso sin continuidad visual, gracias a que la multiplicidad de los puntos
de control puede ser mayor que 1. Ve´ase la figura 4.17.
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Figura 4.17: Diferentes curvas B-Spline y sus correspondientes pol´ıgonos de control.
De la misma forma que mediante el producto tensorial se obtienen superficies
de Be´zier a partir de curvas, (4.24), tambie´n se pueden obtener superficies B-
Spline. Una superficie B-Spline, S(u, v), de grados p en una dimensio´n y q en la
otra, con los conjuntos de nudos
U = {0, . . . , 0︸ ︷︷ ︸
p+1
, up+1, . . . , um−p−1, 1, . . . , 1︸ ︷︷ ︸
p+1
}, V = {0, . . . , 0︸ ︷︷ ︸
q+1
, vq+1, . . . , vs−q−1, 1, . . . , 1︸ ︷︷ ︸
q+1
},
y con los puntos de control
{Pij ∈ R3, i = 0 . . . n, j = 0 . . .m}
de manera que r = n+ p+ 1 y s = m+ q + 1, se define como:
S(u, v) =
n∑
i=0
m∑
j=0
Ni,p(u) ·Nj,q(v) ·Pij 0 ≤ u, v ≤ 1. (4.28)
Tambie´n es posible definir objetos so´lidos utilizando B-Splines. La forma seria
a partir de un producto tensorial tridimensional:
S(u, v, w) =
I∑
i=0
J∑
j=0
K∑
k=0
Ni,p(u) ·Nj,q(v) ·Nk,r(w) ·Pijk 0 ≤ u, v, w ≤ 1.
(4.29)
Este planteamiento es seguido en [RAH97] para la representacio´n a partir de
ima´genes me´dicas del ventr´ıculo izquierdo del corazo´n humano. Para ma´s detalles
relativos a curvas y superficies B-Spline ve´ase por ejemplo [Far93] y [PT97].
Las formas B-Spline son utilizadas tambie´n en otros a´mbitos, como puede
ser en algoritmos de registro, es decir, clasificacio´n. En [RAH+06] se propone
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un me´todo de registro difeomo´rfico basado en la composicio´n de secuencias de
deformaciones de formas libres (FFD) basadas en B-Splines.
Otros art´ıculos interesantes relacionados con este modelo son [GHJCMNB08]
en donde se propone una solucio´n anal´ıtica basada en un modelo evolutivo para
deformar superficies B-Spline. En [GHMN06] se introduce un modelo de evolucio´n
dina´mico para deformar superficies parame´tricas. Finalmente, en [GHJiCMNB10]
se propone un me´todo para deformar superficies parame´tricas no planas basadas
en B-Splines. Para desarrollar este me´todo se hace uso de un funcional de energ´ıa
expresada con una formulacio´n variacional.
Aunque la variedad de objetos que se pueden representar mediante B-Splines
es mucho ma´s amplia que mediante el uso de los esquemas de Be´zier, siguen sin
poderse representar las co´nicas y las cua´dricas, formas que aparecen con asiduidad
en entornos de simulacio´n, animacio´n, disen˜o, etc. Por este motivo es necesario
buscar un esquema, que siendo ma´s general, permita representar dichas formas.
4.4.6. NURBS
Los objetos NURBS aparecen como solucio´n a una necesidad dentro del mun-
do del disen˜o asistido por ordenador, CAD, y de la manufactura asistida por
ordenador, CAM : la necesidad de representacio´n de elementos geome´tricos dife-
rentes de una forma unificada.
Figura 4.18: Una superficie NURBS, los puntos de control son los puntos azules, conec-
tados por el mallado de control, las l´ıneas rojas.
Considerando la formulacio´n establecida en el apartado 4.4.5, una curva NURBS,
C(u), se define como:
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C(u) =
n∑
i=0
Ni,p(u) · ωiPi
n∑
i=0
Ni,p(u) · ωi
, (4.30)
ana´logamente, una superficie NURBS, S(u, v), se define como:
S(u, v) =
n∑
i=0
m∑
j=0
Ni,p(u) ·Nj,q(v) · ωij ·Pij
n∑
i=0
m∑
j=0
Ni,p(u) ·Nj,q(v) · ωij
0 ≤ u, v ≤ 1, (4.31)
siendo ωi y ωij valores reales denominados pesos.
Los objetos NURBS (Non–Uniform Rational B-Spline) se han convertido en
un esta´ndar de facto en el a´mbito de la representacio´n de objetos, ve´ase la figura
4.18. Algunas de las caracter´ısticas que han promovido este hecho son:
Permiten representar un amplio rango de formas, desde formas anal´ıticas
hasta formas libres, proporcionando un modelo unificador. Esto hace que al-
goritmos que combinen diferentes objetos, tales como la interseccio´n, unio´n
y dema´s, sean generales.
Los algoritmos son ra´pidos y nume´ricamente estables, [PT97].
Se pueden representar discontinuidades tales como doblamientos, marcas,
retorcimientos, etc.
Son invariantes para las transformaciones afines.
Tienen una semi invarianza proyectiva.
Tanto las curvas y superficies de Be´zier como las B-Spline son casos parti-
culares de las NURBS.
Son intuitivos, en el sentido en que las modificaciones que se puedan realizar
sobre la forma a representar se corresponden con naturalidad a cambios en
los elementos que los definen.
Las primeras referencias a las NURBS datan de mediados de los an˜os 1970, de
la mano de Versprille, [Ver75]. A principios de los an˜os 1980 aparecen los primeros
modeladores basados en NURBS. El intere´s que despiertan en el a´mbito de la
aerona´utica, del mundo acade´mico y de las entidades relacionadas con estructuras
en general es grande.
La incorporacio´n de NURBS dentro de los esta´ndares gra´ficos de la e´poca
(PHIGS+, IGES) as´ı como sus caracter´ısticas especiales han permitido una gran
aceptacio´n en el a´mbito de CAD/CAM.
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Algunas de las caracter´ısticas que presentan las NURBS son las siguientes:
Se sustentan en un modelo matema´tico que permite representar tanto for-
mas libres (FFD) como formas anal´ıticas (co´nicas, cua´dricas, . . . ). Al ser
una extensio´n de las formas B-Spline, tambie´n es posible representar formas
parame´tricas de Be´zier y B-Spline.
Manipulando los puntos de control y los pesos se consigue poder representar
una gran cantidad de formas. Adema´s la manipulacio´n es local, es decir el
cambio en un peso o en un punto de control solo afecta a una parte de la
figura, esto hace que la modificacio´n de la forma sea fa´cil.
En general, los algoritmos son estables nume´ricamente.
La interpretacio´n geome´trica es intuitiva, lo que hace ma´s fa´cil su utiliza-
cio´n.
Existe un extenso conjunto de operaciones que se pueden aplicar a las
NURBS, con lo que es posible realizar ajustes y adaptarlas a mu´ltiples
formas de una manera sencilla.
Son invariantes ante transformaciones afines y perspectivas, lo que las con-
vierte en la herramienta ideal para el disen˜o.
Aunque las ventajas que representa trabajar con NURBS son muchas, este
tipo de elementos tiene una serie de inconvenientes:
La parametrizacio´n depende de los pesos asignados, una aplicacio´n inco-
rrecta de los mismos provoca deficiencias en la forma.
No todas las operaciones geome´tricas se ajustan adecuadamente para tra-
bajar con NURBS. Determinar la interseccio´n de objetos, o la deteccio´n de
contactos, son operaciones que requieren algoritmos computacionalmente
bastante costosos.
Algunos algoritmos, en particular el que determina los para´metros corres-
pondientes a un punto de la superficie, son inestables nume´ricamente y
requieren algoritmos con un coste computacional elevado, [PT97].
Algunas representaciones elementales (c´ırculos, cuadrados, . . . ) requieren
una mayor cantidad de datos utilizando NURBS que utilizando otras formas
de representacio´n.
Este modelo ha sido ampliamente utilizado en diversas a´reas, como por ejem-
plo obtencio´n de formas a partir de ima´genes [LW94, MBPD00, BARB01], de-
formaciones libres de forma [LW94, Juh99, LGRG07, CGMP08] y en muchas
ma´s [BS96, KML96, LC96], incluso en el a´mbito de las ima´genes biome´dicas. Por
ejemplo, en [CG11] se propone un me´todo de representacio´n parame´trica y de
medidas funcionales de formas card´ıacas 3D basadas en NURBS deformables.
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Para mejorar el rendimiento, este modelo puede ser implementado para mos-
trar superficies NURBS en tiempo real mediante el uso de procesadores gra´ficos
(GPU) [YY09].
4.4.7. T–Splines
Cuando se unen dos superficies NURBS, surge el problema de la combinacio´n
de los mallados de control de ambas. Mediante NURBS, es preciso an˜adir filas y
columnas de puntos de control en el mallado en donde sea preciso. El nuevo ma-
llado obtenido permite representar la forma de las dos superficies unidas, aunque
es computacionalmente costoso y con frecuencia requiere un esfuerzo adicional a
los usuarios. Adema´s, aparece otro problema en el momento en el que se desea
an˜adir un punto de control. En este caso se tiene que an˜adir al mallado de control
una fila o una columna entera debido a la regularidad requerida en dicho mallado.
El modelo de T-Splines [SZBN03] permite representar superficies B-Spline
no uniformes con T–junctions. Con este modelo es posible insertar puntos en
el mallado de control sin que ello provoque que se tenga que an˜adir toda una
fila o columna. Adema´s es factible combinar dos T-Splines sin ningu´n esfuerzo
adicional [SS10]. De esta forma, la regularidad impuesta al mallado de control en
el modelo de NURBS puede ser evitada.
El principio de las T-Splines se basa en las denominadas B-Splines basadas
en puntos, PB–Splines. La ecuacio´n de una PB–Spline es
P (s, t) =
∑n
i=1 Pi ·Bi(s, t)∑n
i=1Bi(s, t)
(s, t) ∈ D, (4.32)
en donde Pi son los puntos de control, y Bi(s, t) las funciones de base:
Bi(s, t) = N
p
i0(s) ·N qi0(t),
siendo Npi0(s) la funcio´n de base de grado p asociada con el vector de nudos
si = si0, si1, . . . sip, sip+1 y N
q
i0(t) la funcio´n de base de grado q asociada con el
vector de nudos ti = ti0, ti1, . . . tiq, tiq+1. De esta manera, para cada punto de
control se debe suministrar un vector de nudos.
El dominio D en (4.32) es la unio´n de los dominios de cada punto de control
individual:
D ⊆ D1 ∪D2 ∪ . . . Dn = ∪ni=1Di,
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Figura 4.19: Un mallado T–mesh. Las l´ıneas punteadas representan los s–edges y los
t–edges. Los puntos son los puntos de control, de los que los de color rojo representan
los puntos de control regulares y los amarillos son los T–junctions.
D no tiene por que´ ser rectangular, solamente debe ser conexo y tal que:
n∑
i=1
Bi(s, t) > 0 ∀s, t ∈ D.
La T-Splines son PB-Splines con un mallado de control, T-mesh, que impone
algu´n tipo de organizacio´n a los puntos de control. El mallado de control permite
manipular ma´s fa´cilmente a los puntos de control de lo que el planteamiento to-
talmente libre de las PB-Splines permite. Este mallado de control permite adema´s
tener un mecanismo de ca´lculo de los nudos de control si y ti para cada funcio´n
de base.
El aspecto fundamental es que cada punto de control en un mallado de control
NURBS, exceptuando los puntos de los bordes de dicho mallado, tiene exactamen-
te dos vecinos en cada direccio´n del mallado, tanto horizontal como verticalmente.
Sin embargo, en un mallado de control T-mesh es posible tener un punto de con-
trol con solamente un vecino horizontal o vertical, este punto es conocido como
unio´n en T , T-junction.
Un mallado T-mesh es ba´sicamente un mallado rectangular que permite T-
junctions. Cada arista en un T-mesh representa un segmento de l´ınea para un
valor constante s, un s-edge, o t, un t-edge. Un T-junction es un ve´rtice compar-
tido por un s-edge y dos t-edge o bien por dos s-edge y un solo t-edge, ve´ase la
figura 4.19.
Cada arista en un T-mesh esta´ etiquetada en un intervalo de nudos, segu´n las
siguientes reglas:
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1. La suma de los intervalos de aristas opuestas en cualquier cara debe ser
igual. De esta forma, para la cara F de la figura 4.19: r2 = r5 + r6 y
c2 + c4 = c5.
2. Si una T-junction en una arista de una cara puede ser conectada a una
arista opuesta de la cara (dividie´ndose de esta forma la cara en dos) sin que
se transgreda la primera regla, entonces dicha arista puede ser incluida en
el T-mesh.
Para determinar los vectores de nudos, si y ti, de un punto de control Pi se
utilizan dos l´ıneas en el espacio parame´trico. Sean (sij , tik) las coordenadas de Pi
en dicho espacio, entonces la l´ınea R(α) = (sij +α, tik) intersecara´ con los s-edge
y dicha interseccio´n suministrara´ los nudos si. Los nudos ti se obtienen de forma
ana´loga. Por ejemplo, en la figura 4.19, para el punto de control P , y si el grado
es 2, entonces los nudos en la direccio´n s son: s = {s1, s2, s2 + r5, s3}.
En definitiva, las superficies T-Spline tienen las mismas ventajas que las
NURBS, pero requieren un modelo de representacio´n ma´s versa´til. Representan
pues un modelo de representacio´n muy interesante. En esta l´ınea, en [NTNXBR11]
se presenta una alternativa al ana´lisis isogeome´trico basado en NURBS que per-
mite un refinamiento local. Adema´s, en [LEB+10] se investigan funciones de grado
elevado y continuidad en ana´lisis estructural isogeome´trico con grandes distorsio-
nes del poliedro de control y con mallados f´ısicos.
En [SZBN03] se propone una extensio´n de las T-Splines, las denominadas T-
NURCCS. Ba´sicamente son una extensio´n de las superficies NURBSS presentadas
en [SZSS98]. Las T-NURCCS son superficies racionales no uniformes compatibles
con el modelo de subdivisio´n de Catmull–Clark (NURCC) que permiten el uso
de T–junctions en sus mallados de control, de una forma ana´loga en la descrita
para las T-Splines.
Mediante este planteamiento es posible tener un modelo que combine NURBS
y superficies de subdivisio´n, ya que ambos modelos ser´ıan casos particulares del
modelo de superficies T-NURCC, y dicho modelo adema´s tendr´ıa una formulacio´n
simple.
4.5. Conclusiones
Existen mu´ltiples formas en las que los objetos pueden ser representados. Una
clasificacio´n visual de los modelos descritos se muestra en la tabla 4.1.
La respuesta a la cuestio´n acerca de que´ modelo debe ser utilizado depen-
dera´ de cada caso en particular. Aunque es posible establecer una regla general:
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Clasificacio´n Propiedades
Categor´ıa Representacio´n Modelo R
ec
on
st
ru
cc
io´
n
a
p
ar
ti
r
d
e
d
at
o
s
G
en
er
ac
io´
n
si
n
te´
ti
ca
C
on
tr
ol
lo
ca
l
d
el
ob
je
to
Discretos Discreta
Mallados poligonales X X X
Sistemas de part´ıculas X
Masa–resorte X X X
Continuos
Expl´ıcita
Cilindros generalizados X X
Contornos activos X
Objetos continuos X
Impl´ıcita
Superficies algebraicas X
Isosuperficies X X X
Level sets X X X
Sampled Object Representation X
Parame´trica
Supercua´dricas X
Descomposicio´n modal X X
Subdivisio´n X X
Be´zier X X
B-Splines X X X
NURBS X X X
T-Splines X X X
Tabla 4.1: Una clasificacio´n de los modelos de representacio´n de objetos descritos.
si los objetos pueden ser modificados o cambiados para ajustarse a algu´n tipo
de restriccio´n, entonces es preferible tener un control local de la deformacio´n.
Adema´s hay que tener presente el hecho de que los objetos puedan ser genera-
dos sinte´ticamente o, por el contrario, puedan ser generados a partir de datos
obtenidos de objetos reales.
No todos los modelos pueden ser utilizados en la misma forma. Adema´s cada
uno puede ser utilizado con ventajas respecto de los dema´s para algunos casos
particulares. Sin embargo, tal y como se resume en la tabla 4.1: los modelos
parame´tricos continuos, en particular los modelos basados en B-Splines, NURBS
y T-splines son una buena eleccio´n y pueden ser considerados como modelos
deformables de propo´sito general.
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Cap´ıtulo 5
BSpline4D un nuevo modelo
de representacio´n
La representacio´n de objetos mediante NURBS ha sido estudiada profusa-
mente por multitud de investigadores. Aunque la representacio´n de deformaciones
basada en modelos f´ısicos sobre una representacio´n NURBS puede dar buenos re-
sultados, el hecho de que las formas NURBS tengan una componente racional hace
que su manipulacio´n computacional pueda ser compleja, [QT95, QT96, QT97].
En este cap´ıtulo se desarrolla una hipo´tesis que permite reformular las formas
NURBS para que dicha manipulacio´n pueda simplificarse en gran medida.
5.1. Hipo´tesis
La utilizacio´n de una superficie NURBS descrita como una superficie B-Spline
en un espacio R4 simplifica la representacio´n de las ecuaciones que expresan la
deformacio´n de dicha superficie. A dicha representacio´n se la denominara´ BSpli-
ne4D.
5.2. Desarrollo
La demostracio´n de la hipo´tesis requerira´ inicialmente la formulacio´n de las
superficies con las nuevas condiciones para acto seguido utilizar esta nueva formu-
lacio´n para expresar las ecuaciones del movimiento. Finalmente restara´ contrastar
los resultados obtenidos con los de los dema´s modelos estudiados para poder de-
terminar si la hipo´tesis es correcta.
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5.2.1. Formulacio´n
Una superficie NURBS en R3 se expresa como un cociente:
S (u, v) =
m∑
i=0
n∑
j=0
Pi,jwi,jNi,k (u)Nj,l (v)
m∑
i=0
n∑
j=0
wi,jNi,k (u)Nj,l (v)
, (5.1)
siendo Pi,j =
(
Pi,jx , Pi,jy , Pi,jz
)
∈ R3 los puntos de control. Los valores wi,j son
los pesos asociados a dichos puntos de control (wi,j ∈ R+). Por su parte, Ni,k(u)
y Nj,l(v) ∈ R son las funciones de base B-Spline de grados k y l respectivamente,
ve´ase (4.25).
Ahora bien, esta representacio´n corresponde a la proyeccio´n en el espacio R3
de una superficie B-Spline definida en R4:
S (u, v) =
m∑
i=0
n∑
j=0
Pwi,jNi,k (u)Nj,l (v), (5.2)
en donde Pwi,j =
(
Pwi,jx , P
w
i,jy
, Pwi,jz , P
w
i,jw
)
∈ R4 son los puntos de control. En esta
ocasio´n los valores wi,j de (5.1) aparecen expresados como la cuarta coordenada
de los puntos de control, mientras que las otras tres coordenadas se obtienen del
producto del peso asociado a cada punto por la correspondiente coordenada; es
decir:
Pwi,jx = wi,j · Pi,jx ,
Pwi,jy = wi,j · Pi,jy ,
Pwi,jz = wi,j · Pi,jz ,
Pwi,jw = wi,j .
Por otra parte, Ni,k(u) y Nj,l(v) ∈ R, siguen siendo las funciones de base de
grados k y l respectivamente. Su valor dependera´ exclusivamente del valor del
para´metro, u o v, y del vector de nudos asociado. El vector de nudos de una
curva B-Spline de grado k con n puntos de control tendr´ıa la siguiente forma:
U = {
n+k+1︷ ︸︸ ︷
u0, . . . , u0︸ ︷︷ ︸
k+1
, u1, u2, . . . , um, . . . , um︸ ︷︷ ︸
k+1
} ui ≤ ui+1 ∀i ∈ 0, . . .m− 1. (5.3)
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Cabe remarcar que el nu´mero de nudos, n+ k+ 1 en el ejemplo, esta´ relacionado
con el grado y con el nu´mero de puntos de control, pero no con el valor de los
puntos.
Si se desea obtener Pi,j a partir de P
w
i,j entonces se tiene que utilizar una
aplicacio´n, H : R4 −→ R3:
H
(
Pwi,j
)
=

(
Pwi,jx
Pwi,jw
,
Pwi,jy
Pwi,jw
,
Pwi,jz
Pwi,jw
)
si Pwi ,jw 6= 0 ,
direccio´n
(
Pwi ,j x ,P
w
i ,j y
,Pwi ,j z
)
si Pwi ,jw = 0 .
(5.4)
Recue´rdese que wi,j es directamente la cuarta componente de P
w
i,j :
wij = P
w
i,jw
.
La forma de las superficies depende de los puntos de control que, a su vez,
pueden cambiar a lo largo del tiempo.
p(t) ≡ Pwi,j ∀i ∈ 0..n, j ∈ 0..m (5.5)
Para hacer expl´ıcita la dependencia de la superficie de los puntos de control,
que dependen del tiempo t, se expresara´ la superficie dada en (5.2) de la forma
S(u, v, p), donde p es el vector obtenido al concatenar todos los puntos Pwi,j de la
forma
P =
(
Pw0,0, P
w
0,1, . . . , P
w
m,n
)>
,
que a su vez dependen del tiempo1. Por lo tanto, la ecuacio´n (5.2) puede expre-
sarse como:
S (u, v,p) = J · p, (5.6)
siendo J la concatenacio´n de las matrices jacobianas de S(u, v), dada por la
ecuacio´n (5.2), con respecto a Pwi,j =
(
Pwi,jx , P
w
i,jy
, Pwi,jz , P
w
i,jw
)
.
Como Pwi,j es un vector de cuatro componentes, el jacobiano para cada punto
sera´ a su vez una matriz 4 × 4 cuyos elementos sera´n todos nulos salvo en la
diagonal, que tomara´ los valores:
1Obse´rvese que la dependencia tendr´ıa que ser expresada finalmente como
S
(
u, v, Pw0,0, P
w
0,1, . . . , P
w
m,n, t
)
. Sin embargo, al expresarla como S(u, v, p) se tiene una
forma ma´s compacta y clara, lo que permitira´ simplificar, como se vera´ ma´s adelante, ca´lculos
ulteriores.
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∂S
∂Pwi,j
=
∂
∂Pwi,j
 m∑
i=0
n∑
j=0
Pwi,jNi,k (u)Nj,l (v)
 = Ni,k (u)Nj,l (v) .
De hecho, al ser Pwi,j un vector de cuatro componentes:
∂S
∂Pwi,j
=
(
∂S
∂Pwi,jx
,
∂S
∂Pwi,jy
,
∂S
∂Pwi,jz
,
∂S
∂Pwi,jw
)
,
la expresio´n debe desarrollarse para cada una de ellas:
∂S
∂Pwi,j
=
∂S
∂Pwi,jx
=
∂S
∂Pwi,jy
=
∂S
∂Pwi,jz
=
∂S
∂Pwi,jw
= Ni,k (u)Nj,l (v) .
Se denotara´ por Ji,j el elemento del jacobiano correspondiente a punto de
control Pwi,j :
Ji,j =

∂S
∂Pwi,j
0 0 0
0 ∂S∂Pwi,j
0 0
0 0 ∂S∂Pwi,j
0
0 0 0 ∂S∂Pwi,j
 .
el vector J se obtiene concatenando los diferentes valores Ji,j
J = (J0,0J0,1 · · ·Jm,n) .
El vector J es en realidad la siguiente matriz de dimensio´n 4×4(m+1)(n+1):
J =

∂S
∂Pw0,0
0 0 0 · · · ∂S∂Pwi,j 0 0 0 · · ·
∂S
∂Pwm,n
0 0 0
0 ∂S∂Pw0,0
0 0 · · · 0 ∂S∂Pwi,j 0 0 · · · 0
∂S
∂Pwm,n
0 0
0 0 ∂S∂Pw0,0
0 · · · 0 0 ∂S∂Pwi,j 0 · · · 0 0
∂S
∂Pwm,n
0
0 0 0 ∂S∂Pw0,0
· · · 0 0 0 ∂S∂Pwi,j · · · 0 0 0
∂S
∂Pwm,n

.
Ahora bien, ¿es cierto que S(u, v,p) = J ·p? La respuesta es afirmativa, como
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se puede comprobar en el siguiente desarrollo:
J · p =
· · ·
∂S
∂Pwi,j
0 0 0
0 ∂S∂Pwi,j
0 0
0 0 ∂S∂Pwi,j
0
0 0 0 ∂S∂Pwi,j
· · ·
 ·

(
Pw0,0x , P
w
0,0y
, Pw0,0z , P
w
0,0w
)
...
...(
Pwm,nx , P
w
m,ny
, Pwm,nz , P
w
m,nx
)

=

m∑
i=0
n∑
j=0
∂S
∂Pwi,j
Pwi,jx
m∑
i=0
n∑
j=0
∂S
∂Pwi,j
Pwi,jy
m∑
i=0
n∑
j=0
∂S
∂Pwi,j
Pwi,jz
m∑
i=0
n∑
j=0
∂S
∂Pwi,j
Pwi,jw

=

m∑
i=0
n∑
j=0
Ni,k (u)Nj,l (v)P
w
i,jx
m∑
i=0
n∑
j=0
Ni,k (u)Nj,l (v)P
w
i,jy
m∑
i=0
n∑
j=0
Ni,k (u)Nj,l (v)P
w
i,jz
m∑
i=0
n∑
j=0
Ni,k (u)Nj,l (v)P
w
i,jw

=
m∑
i=0
n∑
j=0
Ni,k (u)Nj,l (v) P
w
i,j = S(u, v,p).
Ser´ıa tambie´n interesante poder demostrar
S˙(u, v, p) = J · p˙. (5.7)
ahora, gracias a la ecuacio´n (5.6) la correspondencia es muy simple:
S(u, v,p) = J · p =⇒ S˙(u, v,p) = J˙ · p + J · p˙,
como J = Ni,k(u) ·Nj,l(v) ∀ i = 0, ..,m, j = 0, .., n, no depende de t, su derivada
respecto al tiempo sera´ ide´nticamente nula. Por lo tanto:
J˙ =
dJ
dt
= 0, (5.8)
y entonces
S˙(u, v, p) = J˙ · p + J · p˙ = 0 + J · p˙ = J · p˙.
As´ı, una superficie NURBS se podra´ expresar de la forma
S(u, v, p) = J · p,
donde p es el vector dado por la concatenacio´n de los puntos de control de R4, y J
es la concatenacio´n de las matrices jacobianas de S(u, v) con respecto a Pwi,j , que
depende exclusivamente de (u, v) y de las funciones de base B-Spline. Adema´s se
tiene que
S˙(u, v, p) = J · p˙.
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de ahora en adelante, como ya se conocen las dependencias, se escribira´ S en
lugar de S(u, v, p) y S˙ en lugar de S˙(u, v, p).
De lo anterior se concluye que es posible expresar una superficie NURBS en
funcio´n de los puntos de control definidos en un espacio R4. Por lo tanto, es
razonable plantearse la representacio´n de superficies deformables basadas en el
modelo BSpline4D.
Ecuacio´n del movimiento
El siguiente paso a dar es el de escribir las ecuaciones, que rigen el movimiento
y deformacio´n de las superficies descritas, en funcio´n de sus puntos de control
definidos en R4, es decir, las coordenadas generalizadas que se utilizara´n sera´n
los puntos de control de la superficie Spline4D.
Partiendo de la ecuacio´n obtenida en 2.17:
d
dt
(
∂T
∂p˙i
)
− ∂T
∂pi
+
∂F
∂p˙i
+
∂U
∂pi
= fi, (5.9)
se adapta dicha ecuacio´n para contemplar las particularidades de las coordena-
das generalizadas, que en definitiva son los puntos de control de la superficie
BSpline4D. Los te´rminos T , F y U tienen el siguiente desarrollo:
Energ´ıa cine´tica T :
T =
1
2
∫∫
µS˙>S˙dudv =
1
2
∫∫
µ (Jp˙)> (Jp˙) dudv
=
1
2
p˙>
∫∫
µJ>Jdudvp˙ =
1
2
p˙>Mp˙,
(5.10)
siendo
M (p) =
∫∫
µJ>Jdudv (5.11)
Disipacio´n de Rayleigh F :
F =
1
2
∫∫
γS˙>S˙dudv =
1
2
∫∫
γ (Jp˙)> (Jp˙) dudv
=
1
2
p˙>
∫∫
γJ>Jdudvp˙ =
1
2
p˙>Dp˙
(5.12)
con
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D (p) =
∫∫
γJ>Jdudv (5.13)
Energ´ıa de deformacio´n, U . Del estudio realizado en 3.3 se concluye que
utilizar el funcional de energ´ıa basado en la Geometr´ıa Diferencial conlleva
serios problemas nume´ricos ([TPBF87], [WW92]). Una solucio´n razonable
es la de utilizar un funcional alternativo que presenta un mejor comporta-
miento, el denominado thin plate under tension, [WW92, TQ94], que puede
ser interpretado como una simplificacio´n del primero:
ε(r) =
2∑
i,j=1
∫
Ω
[
αij
∂r
∂xi
· ∂r
∂xj
+ βij
(
∂r2
∂xi∂xj
)2]
dx1dx2. (5.14)
En dicho funcional los coeficientes αij representan la tendencia de la super-
ficie a encogerse mientras que los valores βij representan la tendencia que
tiene la superficie a mantenerse plana.
Por lo tanto la energ´ıa de deformacio´n en base a (5.14) se desarrolla como
sigue:
U =
1
2
∫∫
α1,1
∂S
∂u
>∂S
∂u
+ α2,2
∂S
∂v
>∂S
∂v
+ β1,1
∂2S
∂u2
>
∂2S
∂u2
+ β1,2
∂2S
∂u∂v
>
∂2S
∂u∂v
+ β2,2
∂2S
∂v2
>
∂2S
∂v2
dudv
=
1
2
∫∫
α1,1
∂ (Jp)
∂u
>∂ (Jp)
∂u
+ α2,2
∂ (Jp)
∂v
>∂ (Jp)
∂v
+ β1,1
∂2 (Jp)
∂u2
>
∂2 (Jp)
∂u2
+ β1,2
∂2 (Jp)
∂u∂v
>
∂2 (Jp)
∂u∂v
+ β2,2
∂2 (Jp)
∂v2
>
∂2 (Jp)
∂v2
dudv
(5.15)
y como p no depende expl´ıcitamente ni de u ni de v entonces sus derivadas
se anulara´n. As´ı pues
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∂ (Jp)
∂u
=
∂J
∂u
p +
 
 
 
0
J
∂p
∂u
=
∂J
∂u
p, (5.16)
∂ (Jp)
∂v
=
∂J
∂v
p +
 
 
 
0
J
∂p
∂v
=
∂J
∂v
p, (5.17)
∂2 (Jp)
∂u2
=
∂2J
∂u2
p +
 
 
 
0
Ju
∂p
∂u
=
∂2J
∂u2
p, (5.18)
∂2 (Jp)
∂u∂v
=
∂2J
∂u∂v
p +
 
 
 
0
Ju
∂p
∂v
=
∂2J
∂u∂v
p, (5.19)
∂2 (Jp)
∂v2
=
∂2J
∂v2
p +
 
 
 
0
Jv
∂p
∂v
=
∂2J
∂v2
p, (5.20)
y la expresio´n para U queda de la siguiente forma:
U =
1
2
∫∫
α1,1p
>∂J
∂u
>∂J
∂u
p + α2,2p
>∂J
∂v
>∂J
∂v
p + β1,1p
>∂2J
∂u2
>
∂2J
∂u2
p
+ β1,2p
> ∂2J
∂u∂v
>
∂2J
∂u∂v
p + β2,2p
>∂2J
∂v2
>
∂2J
∂v2
pdudv, (5.21)
es decir
U =
1
2
p> ·
∫∫
α1,1
∂J
∂u
>∂J
∂u
+ α2,2
∂J
∂v
>∂J
∂v
+ β1,1
∂2J
∂u2
>
∂2J
∂u2
+β1,2
∂2J
∂u∂v
>
∂2J
∂u∂v
+ β2,2
∂2J
∂v2
>
∂2J
∂v2
dudv · p, (5.22)
si se define
K (p) =
∫∫
α1,1
∂J
∂u
>∂J
∂u
+ α2,2
∂J
∂v
>∂J
∂v
+ β1,1
∂2J
∂u2
>
∂2J
∂u2
+β1,2
∂2J
∂u∂v
>
∂2J
∂u∂v
+ β2,2
∂2J
∂v2
>
∂2J
∂v2
dudv, (5.23)
entonces
U =
1
2
p>Kp. (5.24)
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Cabe recordar que p es el conjunto de puntos de control, que dependen de t,
y que se expresa como un vector columna:
p (t) =
 p0,0 (t)...
pm,n (t)
 , p˙ (t) =
 p˙0,0 (t)...
p˙m,n (t)
 ,
por consiguiente, los vectores transpuestos sera´n:
p (t)> =
(
p0,0 (t) · · · pm,n (t)
)
,
p˙ (t)> =
(
p˙0,0 (t) · · · p˙m,n (t)
)
.
de cara a simplificar la notacio´n, cada coordenada generalizada del vector p se
designara´ a partir de ahora como pi.
Las fuerzas aplicadas a la superficie tambie´n deben expresarse en funcio´n de
los puntos de control, as´ı pues
fp =
∫∫
J>f (u, v)dudv. (5.25)
Ahora bien, cabe preguntarse cual es el valor que debera´ tomar la cuarta
componente de cada punto de control para cada fuerza, ya que e´stas se describen
en un espacio de tres dimensiones. Toda vez que no esta´ prevista la variacio´n de
los nudos ni de otros aspectos geome´tricos de las superficies BSpline4D, parece
razonable tambie´n suponer que las fuerzas no afecten a los puntos de control ma´s
alla´ de sus componentes R3. En consecuencia, se puede fijar la cuarta componente
de las fuerzas con el valor 0.0, lo que representa que no hay ninguna fuerza
externa que afecte a los pesos de los puntos de control de la superficie. Si dichos
pesos cambian a lo largo de la simulacio´n sera´ como resultado de la energ´ıa
interna proveniente de las tensiones que se produzcan como consecuencia de la
deformacio´n.
Finalmente, la ecuacio´n (5.9), que expresa el movimiento y deformacio´n de un
objeto, aplicada a una superficie parametrizada con las coordenadas generalizadas
escogidas, los puntos de control de la superficie BSpline4D, y despue´s de los
ca´lculos realizados, puede ser escrita de la siguiente forma:
d
dt
∂
(
1
2 p˙
>Mp˙
)
∂p˙i
− ∂
(
1
2 p˙
>Mp˙
)
∂pi
+
∂
(
1
2 p˙
>Dp˙
)
∂p˙i
+
∂
(
1
2p
>Kp
)
∂pi
= fp. (5.26)
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A continuacio´n se desarrollan cada uno de los sumandos de la parte izquierda
de la igualdad (5.26). Primero se desarrollara´n las derivadas parciales respecto a
pi y a p˙i.
Primer sumando,
∂( 12 p˙
>Mp˙)
∂p˙i
. Puede desarrollarse:
∂
(
1
2 p˙
>Mp˙
)
∂p˙i
=
1
2
∂p˙>
∂p˙i
Mp˙ +
1
2
p˙>
∂M
∂p˙i
p˙ +
1
2
p˙>M
∂p˙
∂p˙i
entonces, analizando el valor que toman ∂M∂p˙i ,
∂p˙
∂p˙i
y ∂p˙
>
∂p˙i
:
∂M
∂p˙i
= 0,
∂p˙
∂p˙i
=

0
...
1
...
0
← componente i−e´sima,
∂p˙>
∂p˙i
=
(
0 · · · 1 · · · 0 ) ,
↑
componente i−e´sima
se obtiene:
∂
(
1
2 p˙
>Mp˙
)
∂p˙i
=
1
2
(
0 · · · 1 · · · 0 )Mp˙ + 1
2
p˙>M

0
...
1
...
0
 .
Al ser M una matriz sime´trica, ve´ase la ecuacio´n (5.11), obtenida por el
producto de un vector por s´ı mismo, entonces:
∀i ∈ 0 . . . (m+ 1)(n+ 1),
(Mp˙)i =
(m+1)(n+1)∑
k=0
Mi,kp˙k
=
(m+1)(n+1)∑
k=0
p˙kMk,i =
(
p˙>M
)
i
y por lo tanto:
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∂
(
1
2 p˙
>Mp˙
)
∂p˙i
=
(
0 · · · 1 · · · 0 )Mp˙.
Segundo sumando,
∂( 12 p˙
>Mp˙)
∂pi
. Tambie´n tiene un desarrollo:
∂
(
1
2 p˙
>Mp˙
)
∂pi
=
1
2
∂p˙>
∂pi
Mp˙ +
1
2
p˙>
∂M
∂pi
p˙ +
1
2
p˙>M
∂p˙
∂pi
,
que se simplifica de la siguiente forma:
∂p˙
∂pi
=
∂
∂pi
dp
dt
=
d
dt
∂p
∂pi
=
d
dt

0
...
1
...
0
 = 0,
y otro tanto ocurre con ∂p˙
>
∂pi
. Entonces
∂
(
1
2 p˙
>Mp˙
)
∂pi
=
1
2
p˙>
∂M
∂pi
p˙.
Tercer sumando,
∂( 12 p˙
>Dp˙)
∂p˙i
. Se puede desarrollar de la misma forma con la
que se procede con el primero, por lo tanto
∂
(
1
2 p˙
>Dp˙
)
∂p˙i
=
(
0 · · · 1 · · · 0 )Dp˙.
Cuarto sumando,
∂( 12p
>Kp)
∂pi
. Tiene un desarrollo algo diferente:
∂
(
1
2p
>Kp
)
∂pi
=
1
2
∂p>
∂pi
Kp +
1
2
p>
∂K
∂pi
p +
1
2
p>K
∂p
∂pi
,
en este caso
∂p
∂pi
=

0
...
1
...
0
← componente i−e´sima,
∂p>
∂pi
=
(
0 · · · 1 · · · 0 ),
↑
componente i−e´sima
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y por lo tanto
∂
(
1
2p
>Kp
)
∂pi
=
1
2
(
0 · · · 1 · · · 0 )Kp + 1
2
p>
∂K
∂pi
p +
1
2
p>K

0
...
1
...
0
 ,
por el mismo razonamiento que el utilizado en los sumandos primero y
tercero, al ser K sime´trica
∂
(
1
2p
>Kp
)
∂pi
= (0 · · · 1 · · · 0) Kp + 1
2
p>
∂K
∂pi
p.
Finalmente hay que considerar la derivada respecto a t del primer sumando:
d
dt
∂
(
1
2 p˙
>Mp˙
)
∂p˙i
=
d
dt
((0 · · · 1 · · · 0) Mp˙)
= (0 · · · 1 · · · 0) M˙p˙ + (0 · · · 1 · · · 0) Mp¨
Por lo tanto, la ecuacio´n que rige el movimiento para una coordenada gene-
ralizada, pi, sera´:
(0 · · · 1 · · · 0) Mp¨ + (0 · · · 1 · · · 0) M˙p˙− 1
2
p˙>
∂M
∂pi
p˙
+ (0 · · · 1 · · · 0) Dp˙ + (0 · · · 1 · · · 0) Kp + 1
2
p>
∂K
∂pi
p = fpi .
De donde se puede inferir la representacio´n matricial siguiente
Mp¨ + M˙p˙−
[
. . .
1
2
p˙>
∂M
∂pi
p˙ . . .
]>
+ Dp˙ + Kp +
[
. . .
1
2
p>
∂K
∂pi
p . . .
]>
= fp,
o lo que es lo mismo:
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Mp¨+Dp˙+Kp = fp+
[
. . .
1
2
p˙>
∂M
∂pi
p˙ . . .
]>
−M˙p˙−
[
. . .
1
2
p>
∂K
∂pi
p . . .
]>
. (5.27)
La ecuacio´n (5.27) posee algunos te´rminos que deben ser estudiados. Prime-
ramente, la expresio´n [
. . .
1
2
p>
∂K
∂pi
p . . .
]>
se anula, como se puede ver a continuacio´n. Primeramente, hay que recordar que
p=p(t) no depende de los puntos (u,v). Adema´s, K(p) toma su valor segu´n lo
expresado en la ecuacio´n (5.23)
1
2
p>
∂K
∂pi
p =
1
2
p>
∂
∂pi
(∫∫ (
α1,1J
>
u Ju + α2,2J
>
v Jv
+ β1,1J
>
uuJuu + β1,2J
>
uvJuv + β2,2J
>
vvJvv
)
dudv
)
p. (5.28)
Como formalmente se demostrara´, cada uno de los sumandos de la integral se
anula.
1
2
p>
∂
∫∫
α1,1J
>
u Jududv
∂pi
p =
1
2
∫∫
α1,1p
>∂
(
J>u Ju
)
∂pi
pdudv,
p> ∂(J
>
u Ju)
∂pi
p = p> ∂J
>
u
∂pi
Jup + p
>J>u
∂Ju
∂pi
p = p>
(
∂Ju
∂pi
)>
Jup + p
>J>u
∂Ju
∂pi
p
=
(
∂Ju
∂pi
p
)>
Jup + p
>J>u
∂Ju
∂pi
p,
ahora bien, J no depende de pi para ningu´n i, por lo tanto
∂J
∂pi
= 0, (5.29)
entonces
∂Ju
∂pi
p =
∂
∂pi
∂J
∂u
p =
∂
∂u
∂J
∂pi
p = 0,
y, as´ı,
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p>
∂
(
J>u Ju
)
∂pi
p = 0
⇒ 1
2
∫∫
α1,1p
>∂
(
J>u Ju
)
∂pi
pdudv = 0
⇒ 1
2
p>
∂
∂pi
(∫∫
α1,1J
>
u Jududv
)
p = 0,
y lo mismo ocurre con los otros sumandos, en consecuencia:
1
2
p>
∂K
∂pi
p = 0.
Los otros dos sumandos correspondientes a la parte derecha de la ecuacio´n
(5.27)
[
. . .
1
2
p˙>
∂M
∂pi
p˙ . . .
]>
− M˙p˙,
tambie´n se anulan. En primer lugar, de la definicio´n de M vista en la ecuacio´n
(5.11) se deduce que, siempre que µ no dependa de t:
M˙ =
∫∫
µJ˙>Jdudv +
∫∫
µJ>J˙dudv,
siendo la derivada de J con respecto al tiempo ide´nticamente nula, ecuacio´n (5.8),
se determina que tambie´n lo sera´ M˙ por lo que
M˙p˙ = 0,
el sumando restante tambie´n se anula, si se tiene en consideracio´n que
∂M
∂pi
=
∂
∂pi
(∫∫
µJ>Jdudv
)
=
∫∫
µ
∂J>
∂pi
Jdudv +
∫∫
µJ>
∂J
∂pi
dudv,
y por (5.29):
∂M
∂pi
=
∫∫
µ 0 Jdudv +
∫∫
µJ> 0 dudv = 0.
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Eliminando los te´rminos que se anulan en la ecuacio´n que rige el movimiento
y deformacio´n de la superficie, (5.27), dicha ecuacio´n puede expresarse como
Mp¨ + Dp˙ + Kp = fp. (5.30)
Como puede observarse, la ecuacio´n (5.30) tiene una forma equivalente a la ecua-
cio´n (2.22). Por consiguiente, todos los estudios y desarrollos que se han mostrado
en el cap´ıtulo 3 aplicados a la ecuacio´n (2.22) son aplicables a la ecuacio´n (5.30).
5.3. Deformacio´n del modelo BSpline4D
Una vez determinada la forma en que se pueden representar las superficies
mediante el modelo de BSpline4D y obtenida la ecuacio´n que representa el movi-
miento y la deformacio´n de dichas superficies, cabe estudiar la forma en que todo
ello se puede utilizar para obtener la simulacio´n de la deformacio´n a lo largo del
tiempo de dichas superficies.
5.3.1. Discretizacio´n temporal
En el cap´ıtulo 3 se han estudiado algunos de los me´todos de integracio´n que
pueden ser aplicados para la resolucio´n nume´rica de sistemas de ecuaciones di-
ferenciales como la obtenida en el apartado anterior, (5.30). En dicho estudio se
concluye que, de entre todos los modelos estudiados, el modelo de las diferencias
centradas impl´ıcito es el ma´s aconsejable. La cuestio´n que surge es si para un mo-
delo de representacio´n como el descrito en el presente cap´ıtulo seguira´ siendo as´ı.
La respuesta requerira´ estudiar el comportamiento de los me´todos de integracio´n
con el nuevo modelo.
5.3.2. Discretizacio´n espacial
El modelo de representacio´n basado en BSpline4D comparte las propiedades
de las formas B-Spline. Por ello, cada punto de una superficie B-Spline corres-
ponde a una combinacio´n lineal de las funciones de base. En consecuencia la
superficie es infinitamente diferenciable en cualquier punto de la superficie que se
corresponda con unas coordenadas del espacio parame´trico tales que no coincidan
con un nodo en ninguna de las dos dimensiones parame´tricas. Adema´s, en aque-
llos puntos que coincidan con un nodo, la superficie es diferenciable p − k veces
en la dimensio´n a la que pertenece el nodo, siendo p el grado correspondiente
y k la multiplicidad de dicho nodo. As´ı pues, es posible asegurar la continuidad
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necesaria en todo punto de la superficie. A tal fin sera´ preciso establecer que la
superficie tenga un grado suficientemente alto en cada dimensio´n.
Como se ha visto en (5.6) la expresio´n de las superficies se puede representar
como el producto del jacobiano, formado exclusivamente a partir de las funcio-
nes de base B-Spline, y los puntos de control. En el desarrollo de la ecuacio´n
del movimiento se ha obtenido la expresio´n (5.30) utilizando como coordenadas
generalizadas los puntos de control de la superficie.
De cara a la resolucio´n de la expresio´n (5.30) es precisa la resolucio´n de las
integrales definidas descritas en (5.11), (5.13), (5.23) y (5.25). Las expresiones que
definen las funciones de base son tales que no permiten determinar una forma
expl´ıcita para las integrales, por lo tanto se hace preciso utilizar me´todos de
integracio´n nume´rica para poder resolver las integrales.
Cuadratura de Gauss–Legendre
Los me´todos de cuadratura ma´s precisos son los que encajan en la fo´rmula
de cuadratura de Gauss [DB74, BF10]. La principal caracter´ıstica de este tipo
de me´todos es que los puntos que se toman en consideracio´n no se encuentran
repartidos uniformemente a lo largo del intervalo de integracio´n. La forma general
que describe la cuadratura de Gauss se puede representar mediante la siguiente
expresio´n:
∫ 1
−1
f(x)dx ≈
n∑
i=1
wif(xi) , (5.31)
para un conjunto discreto xi de valores y un conjunto wi de pesos asociados.
El primer aspecto a considerar es que, si el intervalo sobre el que se debe
realizar la integracio´n no es [−1, 1], es preciso realizar un cambio de la variable
de integracio´n que permita ajustar el intervalo. As´ı pues, si la integral a calcular
se expresa como ∫ b
a
f(x)dx,
se puede realizar el cambio
x =
b− a
2
z +
a+ b
2
,
de manera que se obtiene
dx =
b− a
2
dz, (5.32)
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de manera que ∫ b
a
f(x)dx =
∫ 1
−1
b− a
2
f
(
b− a
2
z +
a+ b
2
)
dz, (5.33)
con lo que (5.31) se puede reescribir∫ 1
−1
f(x)dx ≈ b− a
2
n∑
i=1
wif
(
b− a
2
zi +
a+ b
2
)
. (5.34)
Existen varias opciones para determinar los valores xi y los pesos asociados,
wi. La utilizacio´n de las ra´ıces de los polinomios de Legendre es una forma comu´n
de hacerlo. Un polinomio de Legendre de grado n se puede expresar como
Pn(x) =
1
2nn!
d
(
x2 − 1)n
dxn
(5.35)
Estos valores tambie´n pueden ser obtenidos de forma recurrente mediante la
siguiente expresio´n:
Pn(x) =

1, si n = 0,
x, si n = 1,
(2n−1)x
n Pn−1(x)− n−1n Pn−2(x), si n ≥ 2.
(5.36)
En la figura 5.1 se puede observar la representacio´n de los polinomios de Legendre
hasta el grado 7. Para cada uno de los puntos, zi, es preciso calcular el valor del
correspondiente peso, wi, para ello se utiliza la expresio´n:
wi =
2(
1− z2i
)
(P ′n(zi))
2 . (5.37)
El nu´mero de puntos y pesos utilizado para realizar la aproximacio´n de las inte-
grales determinara´ la precisio´n del resultado obtenido. En general, una cuadratura
de Gauss–Legendre de n+1 puntos es exacta para funciones polinomiales de gra-
do menor o igual a 2n+ 1. As´ı pues, si la deformacio´n representada requiere una
cierta continuidad Cp, p > 0, entonces sera´ suficiente con establecer un nu´mero
de puntos, n, proporcional:
p = 2n+ 1 ⇒ n =
⌈
p− 1
2
⌉
A modo de ejemplo, si la superficie debe tener una continuidad C4 ser´ıa suficien-
te con 2 puntos para calcular la cuadratura. Cabe destacar aqu´ı que lo descrito
159
BSpline4D un nuevo modelo de representacio´n
−1.0
−0.5
1.0
0.5
P0(x)
P1(x)
P2(x)
P3(x)
P4(x)
P5(x)
P6(x)
P7(x)
0.5−0.5−1.0 1.0
Figura 5.1: Representacio´n de los polinomios de Legendre hasta el grado 7. Puede obser-
varse la simetr´ıa respecto al origen de los polinomios y tambie´n la propiedad que tienen
consistente en que entre dos ra´ıces consecutivas de un polinomio de grado n existe una
u´nica ra´ız del polinomio de grado n− 1.
respecto del grado hace referencia al grado de la expresio´n polino´mica que des-
cribe la superficie y no al concepto de grado de la representacio´n BSpline4D. En
definitiva, la forma de la superficie determina el nu´mero de puntos de cuadratura
que deben ser utilizados para poder calcular la deformacio´n. Idealmente, en cada
paso del ca´lculo de la simulacio´n se podr´ıa estimar cual es el nu´mero de puntos
a utilizar para que el resultado sea el ma´s exacto posible, otra opcio´n es la de
permitir que el usuario establezca el nu´mero de puntos de cuadratura que desea
utilizar.
Para probar el comportamiento del modelo en funcio´n del nu´mero de puntos
de cuadratura se ha disen˜ado un experimento en el que se simula la deformacio´n
de un plano, sujeto por sus cuatro esquinas y sujeto a un campo gravitatorio
perpendicular. Para unos mismos valores (α11 = α22 = 1.0, βij = 0.5), se ha
probado una simulacio´n de 2 segundos, con un incremento de tiempo ∆t de 0.01
segundos. El plano se ha representado mediante una superficie BSpline4D de
grado 3 y 11 puntos de control en cada dimensio´n. Se han realizado tres pruebas,
cada una con un nu´mero de puntos de cuadratura diferente: 4×4, 8×8 y 11×11
puntos. En las tres pruebas el comportamiento ha sido estable, aunque el resultado
ha sido diferente; a mayor nu´mero de puntos mejor ha sido el resultado. En la
figura 5.2 se muestra el radio espectral de las tres pruebas y en la tabla 5.1 se
muestra la evolucio´n a lo largo del tiempo de los tres experimentos.
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n 4× 4 8× 8 11× 11
32
64
96
128
160
196
Tabla 5.1: El resultado de la simulacio´n puede verse afectado por el nu´mero de puntos de
cuadratura de Gauss–Legendre que se utilicen. En las ima´genes se muestra el resultado
obtenido para una misma simulacio´n en funcio´n del nu´mero de puntos de cuadratura
utilizados, de izquierda a derecha: 4 × 4, 8 × 8 y 11 × 11 puntos. Puede verse que los
mejores resultados se obtienen para este u´ltimo caso.
161
BSpline4D un nuevo modelo de representacio´n
50 100 150 200
0.21
0.22
0.23
0.24
11× 11
8× 8
4× 4
Figura 5.2: En funcio´n del nu´mero de puntos de cuadratura utilizados, el radio espectral
es uno u otro. En cualquier caso, el radio espectral se mantiene constante a lo largo de
toda la simulacio´n. En la imagen se muestra el radio espectral de los tres experimentos
descritos en el texto.
5.3.3. Imposicio´n de restricciones
A la hora de resolver problemas de ingenier´ıa es frecuente tener que imponer
algu´n tipo de restriccio´n a algunas de las variables que forman el espacio de confi-
guraciones del problema a tratar. Usualmente las restricciones suelen representar
la imposicio´n de un determinado valor o el establecimiento de algu´n tipo de rela-
cio´n entre ciertas variables de manera que la solucio´n del sistema de ecuaciones
obtenida sea tal que dichas condiciones se mantengan.
En el presente trabajo las restricciones se han utilizado para fijar la posicio´n de
algunos puntos de control de manera que no queden afectados por la deformacio´n.
Esto ha permitido desarrollar los experimentos descritos en los que se ha fijado
uno o ma´s puntos.
La idea es representar el sistema mediante la expresio´n
1
2
p>Hp = p>f, (5.38)
y el conjunto de restricciones como
Ap = b . (5.39)
Las restricciones geome´tricas descritas en (5.39) se imponen como funciones
lineales sobre los grados de libertad expl´ıcitos del sistema original sin restricciones.
Cada funcio´n representa una restriccio´n, y expresa una combinacio´n lineal de los
valores de las coordenadas generalizadas. El correspondiente valor de b representa
el valor que dicha combinacio´n lineal debe tomar. El sistema no tiene por que´ tener
una solucio´n u´nica, aunque de hecho es deseable que as´ı sea, toda vez que este
hecho sera´ el que permita que el me´todo sea ma´s u´til.
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En definitiva, la idea es expresar (5.38) como
1
2
p˜>H˜p˜ = p˜>f˜ , (5.40)
de manera que se puedan obtener los valores de p a partir de los valores obtenidos
para p˜ minimizando la expresio´n (5.38) de forma que se cumpla la igualdad (5.39)
al mismo tiempo. Lo interesante es que (5.40) representa un sistema de ecuaciones
sin restricciones, que sera´ mı´nimo cuando su derivada sea 0, por tanto
∂p˜>H˜p˜− p˜>f˜
∂p˜
= H˜p˜− f˜ = 0. (5.41)
Existen diferentes formas de obtener p˜, y existen una gran cantidad de tra-
bajos las describen ([Bat96, Cel90, CW92, FB97, MT92, MT93, MT96, PB88,
QT95, QT96, QT96, Sha13, TQ94, TWK88, WFB87] entre muchos otros). A
continuacio´n se describen algunos de los ma´s utilizados.
Los multiplicadores de Lagrange
El me´todo de los multiplicadores de Lagrange es probablemente el me´todo
ma´s general que puede ser aplicado. La idea es crear un nuevo funcional que
combine de alguna forma (5.38) y (5.39). Para ello se an˜ade para cada restric-
cio´n, representada por las filas de A, lo que se conoce como un multiplicador de
Lagrange, λi; que, en definitiva, viene a ser una nueva variable del sistema, es
decir un nuevo grado de libertad. Por lo tanto se trata de minimizar:
1
2
p>Hp− p>f + (Ap− b)>λ, (5.42)
por lo tanto su derivada respecto de p y de λ deber ser igual a 0 y, en consecuencia,
Hp+A>λ = f
Ap = b
(5.43)
que expresado de forma matricial queda(
H A>
A 0
)(
p
λ
)
=
(
f
b
)
(5.44)
La resolucio´n del sistema obtenido es tal que asegura unos valores de p com-
patibles a la vez con (5.38) y con (5.39).
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Los principales inconvenientes de este planteamiento, [Met96], son que las
restricciones se deben cumplir en el instante inicial y, principalmente, que el
sistema obtenido en un instante dado puede tener una matriz que no sea definida
positiva, con lo que la resolucio´n del sistema se podr´ıa complicar. Adema´s, al
sistema se le an˜aden tantas inco´gnitas como restricciones haya.
Por otra parte, el resultado es preciso y adema´s permite contemplar todo tipo
de restricciones, tanto lineales como no lineales.
El me´todo de penalizacio´n
E´ste es un me´todo parecido al de los multiplicadores de Lagrange, pero a
diferencia de e´ste, no se an˜aden nuevas variables sino que se fuerza cada restriccio´n
imponiendo un peso de valor mucho mayor que cualquier valor relacionado con
la variable en cuestio´n. El sistema a minimizar queda de la siguiente forma:
1
2
p>Hp− p>f + α
2
(Ap− b)2 (5.45)
Con lo que el mı´nimo se consigue si
Hp− f + αAp− αb = 0
o, lo que es lo mismo:
(H + αA)p = f + αb (5.46)
Cuanto mayor sea el valor de α tanto mejor se ajustara´ el resultado obtenido a
las restricciones que se hayan impuesto. El problema surge del hecho que aumen-
tar el valor de α puede provocar que el sistema resultante este´ mal condicionado
y si el valor no es suficientemente elevado entonces no tiene por que´ obtenerse
un resultado que cumpla estrictamente con las restricciones. A su favor tiene el
hecho que no se an˜aden ma´s variables.
El me´todo de proyeccio´n sobre el espacio nulo
Otra posible forma de imponer restricciones lineales mediante la proyeccio´n
del sistema de ecuaciones en el subespacio que contiene las soluciones que son
compatibles con las restricciones impuestas, [Bjo¨96], usado por algunos autores,
[Cel90, CW92, TQ94]. El me´todo de proyeccio´n sobre el espacio nulo trata de
encontrar la solucio´n a un problema de mı´nimos cuadrados con restricciones de
igualdad, [Bjo¨96]. El problema a tratar se considerara´ escrito en la forma (5.41):
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min
p
‖Hp− fp‖2 (5.47a)
sujeto a Ap = b, (5.47b)
donde H ∈ Rn×n y A ∈ Rr×n, siendo r el nu´mero de restricciones. Como el siste-
ma debe tener algu´n movimiento se tiene que r < n. El problema tiene solucio´n
solamente en el caso en que (5.47b) sea consistente. Una condicio´n suficiente para
asegurar la consistencia es que las filas de A sean linealmente independientes. La
solucio´n de (5.47) es u´nica si y solo si se dan los siguientes rangos:
R(A) = r
R
(
H
A
)
= n.
(5.48)
Asumiendo que el rango de A es r (R(A) = r), se puede calcular una matriz
ortogonal QA ∈ Rn×n tal que
Q>AA
> =
(
RA
0
)
, (5.49)
donde RA ∈ Rr×r es una matriz triangular superior y no singular. Sea
QA = (Q1, Q2) Q1 ∈ Rn×r, Q2 ∈ Rn×(n−r),
entonces el espacio nulo de A es igual al rango de Q2, N (A) = R(Q2), es decir,
Q2 proporciona una base ortogonal para el espacio nulo de A. Cualquier vector
que satisfaga (5.47b) puede entonces ser representado como
p = p1 +Q2p2, p1 = A
†b = Q1
(
R>A
)−1
b, (5.50)
Al ser A una matriz no cuadrada no es posible obtener su matriz inversa, con A†
se representa la pseudoinversa de A:
A† = (A>A)−1A>
En definitiva, p1 es una solucio´n particular de (5.47b) y p2 es libre y su valor
puede ser calculado a partir de (5.47a). Por lo tanto
Hp− fp = Hp1 +HQ2p2 − fp, p2 ∈ Rn−r, (5.51)
con lo que el sistema que debe ser resuelto es el sistema reducido
min
p2
‖ (HQ2) p2 − (fp −Hp1) ‖2. (5.52)
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Sea p2 la mı´nima distancia de (5.52):
p2 = (HQ2)
† (fp −Hp1) , (5.53)
o, lo que es lo mismo
p2 = ((HQ2)
T (HQ2))
−1(HQ2)T (fp −Hp1),
y sea p definido como (5.50). Al ser p1 ortogonal a Q2p2, se comprueba que
‖p‖22 = ‖p1‖22 + ‖Q2p2‖22 = ‖p1‖22 + ‖p2‖22,
y por lo tanto p es la solucio´n mı´nima del problema de mı´nimos cuadrados con
restricciones de igualdad planteado.
Si el rango de la matriz
C =
(
A
H
)
QA =
(
R>A 0
HQ1 HQ2
)
es igual a n, entonces todas las columnas de C deben ser linealmente indepen-
dientes. Por lo tanto el rango de HQ2 es n−r. En tal caso la condicio´n expresada
en (5.48) se cumple y, en consecuencia, la solucio´n obtenida es u´nica.
En definitiva, A determina dos subespacios complementarios. El primero es
aque´l formado por los vectores de dimensio´n r obtenidos por las combinaciones
lineales de las columnas de A y el segundo sera´ el formado por los vectores
ortonormales a las columnas de A para un cierto valor y, es decir
A0y = 0
siendo A0 la matriz del subespacio nulo de A.
La idea es que el vector de estados, las variables, representado por p debe ser
atra´ıdo al subespacio representado por (5.47b) y debera´ desplazarse por dicho
subespacio hasta determinar el menor valor de (5.47a) en el subespacio. Las
soluciones se restringen a un conjunto de las soluciones posibles para el problema
planteado sin restricciones.
Con este me´todo se obtiene un sistema bien condicionado aunque el radio
espectral de H sea grande, siempre y cuando el radio espectral de A y de HQ2
sean pequen˜os, [Bjo¨96]. Experimentalmente se ha constatado que es as´ı.
Como el sistema representado por (5.39) es no homoge´neo toda solucio´n x
sera´ de la forma
x = A0y + x0 (5.54)
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siendo x0 una solucio´n particular, y un conjunto reducido de valores, de dimensio´n
r, y A0 el espacio nulo de A, de dimensio´n n× r.
Para obtener el valor de A0 se puede proceder aplicando Gauss–Jordan, se
trata de convertir Ap = b en A˜p = b˜ siendo
A˜ =
(
Idr×r|Rr×(n−r)
)
(5.55)
Sea pp una solucio´n particular. Entonces toda solucio´n p de A˜p = b˜ sera´ de la
forma p = pp + y siendo y ∈ N (A) ya que
A˜(pp + y) =
>
b˜
A˜pp + 
 
0
A˜y = b˜.
Como A˜y = 0 entonces(
Idr×r R
)( yr
yn−r
)
= 0,
siendo yr las r primeras componentes de y y yn−r las u´ltimas n− r componentes
de y. Por lo tanto
yr +Ryn−r = 0
y as´ı
yr = −Ryn−r.
As´ı pues,
y =
( −Ryn−r
yn−r
)
=
( −R
Id
)
yn−r = A0yn−r,
siendo A0 una matriz n× (n− r).
Por lo tanto, toda solucio´n de A˜p = b˜ sera´ de la forma p = pp+A
0yn−r, siendo
yn−r libre.
A continuacio´n se debera´ resolver el problema
min
p solucio´n de A˜p = b˜
‖Hp− fp‖2, (5.56)
que es lo mismo que
min
yn−r
‖HA0yn−r − (fp −Hpp)‖2, (5.57)
cuya solucio´n es (
HA0
)> (
HA0
)
yn−r =
(
HA0
)>
(fp −Hpp) ,
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o lo que es lo mismo
yn−r =
(
HA0
)†
(fp −Hpp) . (5.58)
As´ı pues el valor de p sera´:
p = pp +A
0
(
HA0
)†
(fp −Hpp) (5.59)
Este me´todo tiene la ventaja de reducir el nu´mero de grados de libertad, y
por lo tanto de inco´gnitas a calcular. Adema´s se preserva la estabilidad nume´rica
y da resultados exactos.
Un inconveniente del me´todo es que las restricciones no deben influir las
unas sobre las otras. Con todo y con eso este me´todo es preferible al me´todo de
penalizacio´n, [Cel90].
Este modelo ha sido el escogido como me´todo de representacio´n de restric-
ciones lineales para el desarrollo de las pruebas del modelo de representacio´n de
superficies BSpline4D.
Adema´s, si las restricciones (5.39) se mantienen, el valor de A0 permanece
inalterado, el valor de pp tampoco cambiara´, a no ser que manteniendo el valor
de A en (5.39) se modifique el valor de b. Por lo tanto se puede plantear una
implementacio´n que tenga precalculado el valor de A0 y pp con lo que aumentar´ıa
el rendimiento.
5.4. Estabilidad
De cara a determinar la estabilidad nume´rica del modelo propuesto se ha pro-
cedido a evaluarlo mediante un conjunto de experimentos ana´logo al descrito en el
apartado 3.3.5. Con el conocimiento previo del comportamiento de los diferentes
modelos de integracio´n se ha reducido el nu´mero de modelos estudiado, en este
caso se ha procedido a evaluar el modelo de deformacio´n solamente con el me´todo
de las diferencias centradas, el me´todo de las diferencias centradas impl´ıcito y con
el me´todo de Newmark β.
Se ha realizado un experimento equivalente en la medida de lo posible al
descrito en el apartado 3.3.5. Por lo tanto las caracter´ısticas comunes a las tres
simulaciones son:
el objeto a deformar es un cuadrado unitario, plano,
el objeto se ha descrito como una superficie BSpline4D de grado 3 en cada
dimensio´n con 4× 4 puntos de control,
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cada punto tiene un coeficiente de amortiguacio´n y una masa unitarios,
las fuerzas aplicadas corresponden a un campo gravitatorio normal a la
superficie del objeto y que afecta a todo el objeto exceptuando aquellos
puntos que hayan sido fijados,
el campo empieza a actuar en el instante t = 0s; anteriormente no se aplica
ningu´n tipo de fuerzas al objeto y por lo tanto e´ste permanece en reposo
con velocidad y aceleracio´n nulas.
el tiempo total simulado es de 2 segundos.
De cara a mantener los mismos criterios cada una de las simulaciones se ha
realizado con dos valores diferentes para ∆t. Los valores han sido ∆t = 0.01s y
∆t = 0.001s.
Las tres simulaciones realizadas han sido:
1) deformacio´n del objeto sujeto por sus cuatro esquinas con un coeficiente
α11 = α22 = 1.0, α12 = 0.0 y βij = 0.5 ∀i, j ∈ {1, 2}. Los resultados pueden
verse en la tabla 5.2 para ∆t = 0.01 y 5.3 para ∆t = 0.001.
2) Deformacio´n del objeto sujeto por todo su contorno con un coeficiente α11 =
α22 = 1.0, α12 = 0.0 y βij = 0.5 ∀i, j ∈ {1, 2}. Los resultados pueden verse
en la tabla 5.4 para ∆t = 0.01 y 5.5 para ∆t = 0.001.
3) Deformacio´n del objeto sujeto por todo su contorno con un coeficiente α11 =
α22 = 1.0, α12 = 0.0 y βij = 0.0 ∀i, j ∈ {1, 2}. Los resultados pueden verse
en la tabla 5.6 para ∆t = 0.01 y 5.7 para ∆t = 0.001.
Una vez mas, se ha intentado deformar un objeto comprobando el comporta-
miento en funcio´n de lo sujeto que este´ (comparacio´n de las simulaciones 1 y 2)
y en funcio´n de su rigidez (comparacio´n de las simulaciones 2 y 3).
Como puede observarse en las figuras, el resultado obtenido es el mismo con
independencia del intervalo de tiempo considerado y del me´todo de discretizacio´n
temporal utilizado.
Para determinar la estabilidad nume´rica del me´todo descrito se ha procedido
a realizar un conjunto de pruebas. Concretamente se ha estudiado el compor-
tamiento variando el grado de la superficie, el nu´mero de puntos de control y
el nu´mero de puntos de cuadratura de Gauss–Legendre utilizados. El las tablas
5.8 se muestran las diferentes combinaciones de grado y puntos de control que
se han probado. Para los tres me´todos de integracio´n utilizados se han realizado
pruebas con diferente nu´mero de puntos de cuadratura de Gauss–Legendre, con-
cretamente se han utilizado las combinaciones de 4× 4, 6× 6 y 8× 8 puntos de
cuadratura.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Newmark β
32
64
96
128
160
196
Tabla 5.2: Evolucio´n de las simulaciones para los diferentes modelos con ∆t = 0.01,
resultados para el caso 1). En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Newmark β
32
64
96
128
160
196
Tabla 5.3: Evolucio´n de las simulaciones para los diferentes modelos con ∆t = 0.001,
resultados para el caso 1). En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Newmark β
32
64
96
128
160
196
Tabla 5.4: Evolucio´n de las simulaciones para los diferentes modelos con ∆t = 0.01,
resultados para el caso 2). En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Newmark β
32
64
96
128
160
196
Tabla 5.5: Evolucio´n de las simulaciones para los diferentes modelos con ∆t = 0.001,
resultados para el caso 2). En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Newmark β
32
64
96
128
160
196
Tabla 5.6: Evolucio´n de las simulaciones para los diferentes modelos con ∆t = 0.01,
resultados para el caso 3). En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t.
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n Diferencias
centradas
Diferencias
centradas
impl´ıcito
Newmark β
32
64
96
128
160
196
Tabla 5.7: Evolucio´n de las simulaciones para los diferentes modelos con ∆t = 0.001,
resultados para el caso 3). En cada fila, para cada modelo, se muestra el resultado de la
simulacio´n en el instante n∆t.
175
BSpline4D un nuevo modelo de representacio´n
Puntos de control
g
ra
d
o 3 4× 4 6× 6 8× 8
4 6× 6 8× 8 10× 10
5 6× 6 8× 8 10× 10
Tabla 5.8: En esta tabla se muestran las diferentes combinaciones de grado, puntos de
control que se han utilizado para constatar el grado de adecuacio´n del modelo.
El comportamiento desde el punto de vista nume´rico es ma´s que aceptable,
el radio espectral y el nu´mero de condicio´n se mantienen constantes a lo largo de
todo el proceso de simulacio´n. A modo de ejemplo, en la figura 5.3 se muestra el
radio espectral del experimento consistente en deformar una superficie de grado
5 sujeta por los cuatro extremos. La deformacio´n se produce al someter la super-
ficie a un campo gravitatorio perpendicular a la superficie. Los para´metros que
determinan el comportamiento ela´stico son α11 = α22 = 1.0 y βij = 0.5. Se han
realizado un total de 9 experimentos diferentes, variando el nu´mero de puntos de
control y el nu´mero de puntos de cuadratura de Gauss–Legendre segu´n los valores
descritos en la tabla 5.8, para los tres me´todos de discretizacio´n temporal utili-
zados las combinaciones de puntos de cuadratura de Gauss–Legendre indicadas
anteriormente.
En todos los casos se ha constatado que el radio espectral y el nu´mero de
condicio´n se ha mantenido inalterado a lo largo de todo el proceso de ca´lculo. Sin
embargo, no todos los experimentos han resultado satisfactorios. El me´todo de
diferencias centradas se ha mostrado como poco fiable, el nu´mero de condicio´n
obtenido en los experimentos con grado 4 y 5 ha sido siempre muy elevado,
indicando de esta forma que el sistema obtenido estaba mal condicionado. En
cambio tanto el me´todo de diferencias centradas impl´ıcito como el de Newmark
β han dados unos resultados adecuados.
Aun en los casos peor condicionados, el modelo BSpline4D ha mostrado un
comportamiento robusto. Es una muestra ma´s de la adecuacio´n del modelo. A
modo de ejemplo, en la figura 5.3 se muestra el nu´mero de condicio´n para el
caso de la simulacio´n de una superficie de grado 5. Cabe destacar que, como se
observa en la figura citada, a mayor nu´mero de puntos de control y de puntos de
cuadratura de Gauss–Legendre utilizados, mejor condicionado resulta el sistema.
5.4.1. Influencia de los coeficientes en el funcional de energ´ıa
Como ya se ha comentado, el funcional de energ´ıa utilizado (5.14) busca re-
presentar el modelo descrito como thin plate under tension, este modelo describe
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4× 4 6× 6 8× 8
Figura 5.3: El nu´mero de condicio´n cambia con cada combinacio´n de grado, nu´mero de
puntos de control y nu´mero de puntos de cuadratura. Sin embargo en todos los casos
se mantiene constante a lo largo de toda la simulacio´n. En las ima´genes se muestran
los resultados para una superficie sujeta por los cuatro extremos, colgando en un campo
gravitatorio perpendicular a la superficie, α11 = α22 = 1.0 y βij = 0.5. En la imagen
aparecen los resultados para la superficie de grado 5 con los diferentes puntos de control
descritos en la tabla 5.8, en rojo para 6×6 puntos, en amarillo para 8×8 puntos y en azul
para 10× 10 puntos. La simulacio´n en los tres casos se basa en el modelo de integracio´n
de diferencias centradas impl´ıcito. Cada imagen tiene indicada la cantidad de puntos de
cuadratura de Gauss–Legendre utilizados. No´tese que el nu´mero de condicio´n disminuye
cuanto mayor es el nu´mero de puntos de cuadratura.
un comportamiento parecido al de una membrana ela´stica.
El comportamiento de una membrana ela´stica es tal que ofrece poca resisten-
cia al doblamiento, solamente ofrece una resistencia considerable a los esfuerzos
de traccio´n, es decir de estiramiento.
El funcional descrito contempla dos tipos de para´metros.
αij . Determina la tensio´n de la superficie. A mayor valor, mayor tendencia a
minimizar su superficie, ofrece por lo tanto mayor resistencia a la elongacio´n.
βij . Determina la resistencia al doblamiento. A mayor valor, mayor rigidez
tendra´ la superficie.
Los valores de αij y βij determinaran el comportamiento ela´stico de las su-
perficies. Como en el caso ya estudiado en el apartado 3.3.6, tampoco ahora es
razonable que estos coeficientes tengan valores negativos. El valor mı´nimo que
ambos para´metros pueden tener es 0.0, en cuyo caso se anular´ıa la aportacio´n
correspondiente, y por lo tanto la resistencia a la deformacio´n que pudiera tener
la superficie seria tambie´n nula.
En el estudio realizado para el modelo basado en Geometr´ıa Diferencial se
concluye que con el modelo basado en mallados poligonales y con el funcional
basado en la Geometr´ıa Diferencial no era posible conseguir una superficie que,
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Figura 5.4: En el estudio de la evolucio´n de una la´mina sujeta por un lado se puede
comprobar que no se consigue una rigidez completa, aunque es posible alcanzar un grado
de rigidez notable. El valor de α11 y α22 se han fijado en 5.0 y el de βij varia des de 0.0
hasta 300. La superficie tiene grado 3 en cada dimensio´n y esta´ formada por 4×4 puntos
de control. En a) se muestra en color rojo la elongacio´n ma´xima por cada valor de βij ,
en azul se muestra el valor alcanzado tras 10 segundos de simulacio´n. En b) se muestra
la variacio´n de la forma de la superficie respecto de la forma ideal inalterada.
colgando por un lado, se mantuviera vertical sin sufrir ninguna elongacio´n. Tam-
bie´n se ha intentado determinar unos coeficientes ηij y ξij que permitan mantener
una la´mina r´ıgida, sin doblamientos perceptibles. Ambos escenarios han resultado
imposibles. Se trata ahora de evaluar el comportamiento del modelo BSpline4D
para determinar si es posible conseguir los objetivos descritos y no alcanzados
anteriormente. En todos los casos la superficie tratada es de taman˜o unitario con
masa 1 y coeficiente de amortiguacio´n 1 por unidad de superficie. El grado de la
superficie es 3 en cada dimensio´n y con un total de 4× 4 puntos de control.
Estudio de la elongacio´n de una la´mina BSpline4D
Se ha procedido a sujetar una la´mina por uno de sus lados y se la ha deja-
do colgando. Fijando el valor de α11 y α22 a 5.0, valor emp´ıricamente calculado.
Variando los valores de βij desde 0 hasta 300, se ha procedido a medir la deforma-
cio´n longitudinal de la superficie y se ha podido constatar que para βij = 300 la
elongacio´n de la superficie tras 10 segundos de simulacio´n es de aproximadamente
un 1.97 %. Para valores de βij mayores no se ha conseguido una mejora apreciable
en el resultado. En la figura 5.4 se muestra la evolucio´n en la elongacio´n de la
la´mina en funcio´n del valor de βij .
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Figura 5.5: El experimento de sujetar una la´mina por dos lados adyacentes y determinar
la medida en que se mantiene r´ıgida es plenamente satisfactorio. En a) se muestra en color
rojo la elongacio´n ma´xima por cada valor de βij , en azul se muestra el valor alcanzado
tras 10 segundos de simulacio´n. En b) se muestra la variacio´n de la forma de la superficie
respecto de la forma ideal inalterada.
Simulacio´n de una la´mina BSpline4D r´ıgida
Tambie´n se ha intentado obtener la simulacio´n del comportamiento de una
la´mina cuadrada r´ıgida sujeta por dos lados adyacentes. A diferencia del resultado
descrito en el apartado 3.3.6, en este caso el comportamiento de la la´mina ha sido
estable. Ha sido posible simular el comportamiento de una la´mina r´ıgida mediante
los valores de α11 = α22 = 5.0 y βij = 1500. El doblamiento de la la´mina
ha resultado ser pra´cticamente imperceptible, aproximadamente un 0.28 % de
variacio´n en el extremo libre.
Los resultados obtenidos, como se puede observar en la figura 5.5, permiten
establecer que el modelo permite realmente representar superficies con un grado
de rigidez muy elevado.
5.5. Comparacio´n con otros modelos de representa-
cio´n
El modelo BSpline4D parece ser una buena forma de representar superficies
susceptibles de ser deformadas. Se podr´ıa aducir que el resultado no es comparable
con el estudio realizado en 3.3 toda vez que el funcional de energ´ıa utilizado en
los dos casos no es el mismo y por tanto las deformaciones obtenidas no pueden
ser nume´ricamente equiparables.
Como ya se ha comentado, el funcional de energ´ıa basado en la Geometr´ıa
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Diferencial puede presentar problemas nume´ricos. Por ello se ha descartado el
intentar obtener una expresio´n del funcional (3.17) coherente con las coordena-
das generalizadas utilizadas en el modelo BSpline4D. En su lugar, lo que se ha
buscado es otro modelo de representacio´n de superficies alternativo sobre el que
implementar el funcional de energ´ıa thin plate under tension, (5.14). El modelo
escogido se basa en una representacio´n NURBS de las superficies y se detalla en
[TQ94]. A continuacio´n se describe co´mo es dicho modelo.
5.5.1. Representacio´n de superficies deformables basada en NURBS
Como ya se ha indicado en (5.1) una superficie NURBS de grados k y l se
representa como:
S(u, v) =
m∑
i=0
n∑
j=0
Pi,j(t)wi,j(t)Ni,k(u)Nj,l(v)
m∑
i=0
n∑
j=0
wi,jNi,k(u)Nj,l(v)
(5.60)
En donde Pi,j(t) ∈ R3 representa los puntos de control y wi,j(t) ∈ R son
los pesos asociados a cada uno de estos puntos, en cada instante de tiempo.
Combinando ambos valores:
P˜i,j(t) = (Pi,j(t) | wi,j(t)) =
(
Pi,jx(t), Pi,jy(t), Pi,jz(t), wi,j(t)
)
∈ R4,
se obtendra´n valores que pueden servir como coordenadas generalizadas. As´ı, se
puede expresar S en te´rminos de P˜ , expresando de esta forma la dependencia de
la superficie NURBS de los puntos de control y los pesos asociados:
S(u, v, p˜) = Jp˜, (5.61)
S˙(u, v, p˜) = J˜˙p. (5.62)
Siendo J el Jacobiano, cuya forma es:
Jpi,j(u, v, p˜) =
∂S
∂pi,j
=
wi,jNi,k (u)Nj,l (v)
m∑
c=0
n∑
d=0
wc,dNc,k (u)Nd,l (v)
, (5.63)
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Jwi,j(u, v, p˜) =
∂S
∂wi,j
=
m∑
c=0
n∑
d=0
(pi,j − pc,d)wc,dNc,k (u)Nd,l (v)Ni,k (u)Nj,l (v)(
m∑
c=0
n∑
d=0
wc,dNc,k (u)Nd,l (v)
)2 .
(5.64)
Entonces concatenando Jpi,j y J
w
i,j , se puede plantear
J(u, v, p˜) =
[
Jp0,0|Jw0,0 · · · Jpm,n|Jwm,n
]
. (5.65)
Es decir J es una matriz de 3×4(m+1)(n+1) componentes. Ma´s precisamente,
es un vector de N = (m+ 1)(n+ 1) componentes cada uno de los cuales es una
matriz 3× 4:
Ji,j =

(
∂s
∂Pi,j
)
x
0 0
(
∂s
∂wi,j
)
x
0
(
∂s
∂Pi,j
)
y
0
(
∂s
∂wi,j
)
y
0 0
(
∂s
∂Pi,j
)
z
(
∂s
∂wi,j
)
z
 . (5.66)
Con una expresio´n como la obtenida es perfectamente posible realizar un desa-
rrollo equivalente al realizado para expresar (2.22) en funcio´n de las coordenadas
generalizadas del modelo BSpline4D. En este caso, las coordenadas generalizadas
sera´n los valores de los puntos de control expresados en la forma p˜ indicada.
Las expresiones obtenidas son las siguientes:
Primer te´rmino: ddt
∂T
∂ ˙˜pi
.
dT
dt =
1
2
˙˜p>M ˙˜p,
M =
∫ ∫
µJTJdudv,
dT
dt = M
¨˜p.
Segundo te´rmino: ∂T
∂ ˙˜pi
. Se anula.
Tercer te´rmino: ∂F
∂ ˙˜pi
.
F = 12
˙˜p>D ˙˜p,
D =
∫ ∫
γJTJdudv,
∂F
∂ ˙˜pi
= D ˙˜p.
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Cuarto te´rmino: ∂U∂pi . Aplicando el concepto de thin plate under tension ya
descrito.
U = 12
˙˜p>K ˙˜p,
K =
∫ ∫ (
α1,1J
>
u Ju + α2,2J
>
v Jv+
β1,1J
>
uuJuu + β1,2J
>
uvJuv + β2,2J
>
vvJvv
)
dudv,
∂U
∂pi
= ∂∂pi
(
1
2 p˙
>Kp˙
)
=
1
2
(
0 · · · i1 · · · 0
)>
Kp˙ + 12 p˙
>Kp˙ + 12 p˙
>K
(
0 · · · i1 · · · 0
)
.
Te´rmino independiente:
fp =
∫ ∫
J>f(u, v, t)dudv.
Por lo tanto (2.22) se puede expresar como
Mp¨+Dp˙+Kp = fi+
[
· · · 1
2
p˙>
∂M
∂pi
p˙ · · ·
]>
−M˙p˙−
[
· · · 1
2
p˙>
∂K
∂pi
p˙ · · ·
]>
(5.67)
que tambie´n se puede escribir
Mp¨ + Dp˙ + Kp = fp − Ip˙
I(p) =
∫ ∫
µJ>J˙dudv
(5.68)
siendo fp un vector de N componentes, cada uno de los cuales es un punto
en coordenadas generalizadas. Por su parte, I(p) es una matriz N × N cuyos
elementos son matrices 4× 4.
Para poder comparar los dos modelos se ha procedido a aplicar la misma
deformacio´n a una superficie con ide´nticas caracter´ısticas utilizando los dos mo-
delos como u´nico elemento diferenciador. La simulacio´n realizada es la de una
superficie plana de grado 3 con 4× 4 puntos de control y 4× 4 puntos de cuadra-
tura de Gauss. La superficie ha sido sujetada por las cuatro esquinas y se la ha
sometido a un campo gravitatorio perpendicular a la superficie, los coeficientes
aplicados son α11 = α22 = 1.0 y βij = 0.5, la duracio´n de la simulacio´n es de 2
segundos con ∆t = 0.01. Se ha utilizado el me´todo de integracio´n de diferencias
centradas impl´ıcito. En la figura 5.6 se muestra el radio espectral y el nu´mero de
condicio´n calculado para cada iteracio´n. Puede observarse que la estabilidad del
modelo basado en BSpline4D es claramente mayor, por lo tanto, aunque visual-
mente los resultados obtenidos mediante los dos modelos son muy semejantes,
ve´ase la figura 5.7, nume´ricamente el modelo BSpline4D se muestra mucho ma´s
so´lido.
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Figura 5.6: Al comparar el modelo de representacio´n basado en BSpline4D con el basado
en NURBS se llega a la conclusio´n que el modelo BSpline4D es mejor desde el punto de
vista nume´rico. Para el experimento descrito en el texto se muestra, en a), el radio
espectral de las dos simulaciones y, en b), el correspondiente nu´mero de condicio´n.
50 100 150 200
0.01
0.02
0.03
0.04
0.05
Figura 5.7: Aunque el resultado obtenido con cada modelo no es exactamente el mismo,
la diferencia es poca. Para el experimento descrito se ha procedido a determinar para
cada iteracio´n la distancia eucl´ıdea entre el valor de cada punto de control calculado con
los dos modelos, en la gra´fica se muestra en azul la media de los valores y en rojo la
desviacio´n esta´ndar.
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5.6. Estudio del coste computacional del modelo BS-
pline4D
En el apartado 3.3.7 se ha realizado el estudio del coste computacional, en
tiempo, de los diferentes modelos de integracio´n estudiados. Al ser los mismos
modelos los que se han aplicado con el modelo BSpline4D, los razonamientos
planteados siguen siendo aplicables. De todas formas, con el modelo BSpline4D
existen algunas particularidades que se detallara´n a continuacio´n.
Primeramente, el uso como coordenadas generalizadas de los puntos de
control. El nu´mero de puntos de control requeridos para representar una
superficie BSpline4D no tiene por que´ ser muy elevado. Por lo tanto el
nu´mero total de inco´gnitas sera´ reducido en comparacio´n con la cantidad
de inco´gnitas necesaria para representar una superficie mediante un mallado
poligonal que tenga una apariencia semejante.
El valor de J no var´ıa si no cambian las propiedades geome´tricas de la
superficie. Por lo tanto su valor, junto con el de todas las derivadas que
sean precisas pueden ser calculadas una u´nica vez.
Para poder determinar los valores de las matrices M , D y K y del vector
f que aparecen en (5.30) se utiliza el proceso de cuadratura de Gauss–
Legendre. Para poder establecer cada uno de los valores de sera´ preciso
realizar los ca´lculos para cada uno de los puntos de cuadratura que se hayan
establecido.
La propiedad de soporte local de las superficies BSpline4D permite que
para cada punto de cuadratura no sea preciso calcular los valores corres-
pondientes para todas las coordenadas generalizadas, sino solamente para
un subconjunto de ellas, en funcio´n del grado de la superficie.
El me´todo escogido para el establecimiento de restricciones permite reducir
el rango del sistema que debera´ resolverse, pero a cambio de tener que
realizar ma´s ca´lculos para obtener el resultado.
En definitiva, el rendimiento computacional, en tiempo, esperado para el mo-
delo de deformaciones basado en BSpline4D es mucho mejor que el rendimiento
de un sistema basado en mallados poligonales, como el descrito en la seccio´n 3.3.7.
Adema´s, el modelo basado en NURBS introducido en la seccio´n 5.5.1, que podr´ıa
ser considerado como equivalente al modelo BSpline4D tiene un coste compu-
tacional mayor al tener una representacio´n racional de la superficie. Es decir, el
modelo BSpline4D tambie´n es ma´s eficiente que el modelo basado en NURBS.
Por lo tanto, se puede considerar al modelo BSpline4D como una alternativa muy
interesante para representar superficies deformables.
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5.7. Conclusiones
La ecuacio´n (5.30), que describe el movimiento y deformacio´n de una super-
ficie BSpline4D basada en los puntos de control definidos en R4, ha mostrado
un comportamiento nume´rico muy satisfactorio. Su forma es ma´s sencilla que
la correspondiente ecuacio´n, (5.68), obtenida para una representacio´n basada en
NURBS. Por an˜adidura, y como se ha constatado, figura 5.6, tambie´n es ma´s
estable.
Adema´s, como se deduce de la funcio´n de proyeccio´n (5.4) las superficies
NURBS definidas en R3 pueden expresarse siempre como superficies B-Spline
definidas en R4. Por lo tanto, toda superficie NURBS deformable puede ser re-
presentada mediante BSpline4D.
Finalmente, computacionalmente es un modelo muy eficiente, con lo que su
utilizacio´n permitira´ poder representar modelos ma´s complejos que los que se
podr´ıan elaborar basa´ndose en otros medios.
En definitiva, el modelo BSpline4D se presenta como una alternativa viable
para la representacio´n de superficies deformables.
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Cap´ıtulo 6
Deformaciones simples basadas
en restricciones
Una vez desarrollado el modelo de representacio´n basado en B-Splines de-
finidas en R4 y comprobada su adecuacio´n para la representacio´n de objetos
deformables cabe preguntarse si este modelo de representacio´n resulta adecuado
para su utilizacio´n con otros modelos de deformacio´n. Este cap´ıtulo se dedica a
dar respuesta a dicha cuestio´n.
Posiblemente una de las maneras ma´s sencillas que hay para crear un objeto,
infogra´ficamente hablando, sea partir de una forma ma´s o menos simple a la que
se van efectuando cambios, deformaciones, hasta conseguir la forma deseada para
dicho objeto. La deformacio´n simple de objetos puede ser entendida como una
forma computacionalmente poco costosa de deformar objetos de manera que se
adapten a un patro´n determinado. Los procesos que permiten realizar tal tarea
se dividen en dos grupos:
Me´todos iterativos que aplican transformaciones espec´ıficas a los objetos a
tratar. El proceso de deformacio´n se realiza repetidamente hasta que los
objetos tratados alcanzan un grado de estabilidad tal que los cambios que
sufren en su forma son tan pequen˜os que se puede considerar que los objetos
ya no cambian. Los me´todos de esta categor´ıa suelen asociarse con los mode-
los basados en las caracter´ısticas de los objetos, [TPBF87], [QT95], [QT96],
[MMP00]. En definitiva en esta categor´ıa se pueden ubicar los desarrollos
planteados en el cap´ıtulo 3.
Me´todos independientes de los objetos a tratar. La deformacio´n se aplica a
todo el espacio en donde se encuentran los objetos. Al ser todo el espacio el
que se deforma, tambie´n se deforman los objetos que se encuentran ubicados
en este espacio. Dentro de esta categor´ıa se encuentran, entre otros muchos,
los me´todos propuestos en [Bar84], en donde se aplican transformaciones en
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R3 tanto afines (escalado, rotacio´n, sesgado) como no afines (retorcimiento,
doblamiento, aplastamiento) o como en [SP86] en donde se plantea por
primera vez el me´todo conocido como Free–Form Deformation. Es en esta
categor´ıa para la que se intentara´ determinar la adecuacio´n del modelo
BSpline4D.
Esta segunda categor´ıa tiene como principal ventaja el relativamente bajo cos-
te computacional que requiere su aplicacio´n respecto de otras soluciones. Ahora
bien, en general todos los me´todos de esta categor´ıa tienen el inconveniente de
la dificultad a la hora de manipular los objetos y el espacio circundante para
conseguir el resultado deseado, principalmente cuando los objetos a deformar
tienen una forma compleja y tienen que ser deformados por partes. Sin embar-
go existen algunas propuestas que permiten soslayar en parte el problema de la
manipulacio´n.
Generalmente la manera en que se pueden realizar dichas deformaciones de-
pende del modelo de representacio´n de los objetos. En la actualidad, la mayor
parte de los sistemas se basa en un sistema de mallado; sin embargo, existen
alternativas igualmente va´lidas, como pueden ser las superficies parame´tricas.
Los objetos basados en modelos discretos, como son los mallados, pueden
deformarse con facilidad seleccionando un ve´rtice del objeto y, desplaza´ndolo a
continuacio´n, el objeto se deforma en consecuencia. Esto es as´ı ya que se supone
que se mantienen las conexiones con los ve´rtices vecinos, los que definen las
mismas caras que el seleccionado. Tambie´n es posible definir unos pesos asociados
a cada ve´rtice y otras muchas variantes que facilitan, en mayor o menor medida,
el proceso de deformacio´n. El inconveniente de este sistema es que aunque la
modificacio´n de un ve´rtice pueda parecer sencilla, conseguir la deformacio´n de un
objeto para conseguir que tenga una cierta forma concreta ma´s o menos compleja
puede ser una tarea harto tediosa.
Tambie´n existe la opcio´n consistente en aplicar primitivas simples (rotacio´n,
torsio´n, . . . ) a objetos aplicando una o ma´s matrices de transformacio´n a sus
ve´rtices, [Bar84], para ver un ejemplo ve´ase la figura 6.1.
El resto de este cap´ıtulo se dedicara´ al estudio de la forma en que se puede
aplicar el modelo de BSpline4D a las deformaciones libres de forma, en particular
para las deformaciones basadas en restricciones. La estructura del cap´ıtulo sigue
con una primera introduccio´n a las deformaciones de formas libres, para luego
pasar al estudio de las deformaciones basadas en restricciones para posteriormente
elaborar un modelo de deformaciones basado en restricciones compatible con
el modelo de BSpline4D. Finalmente se procedera´ a extender el modelo para
contemplar trayectorias no lineales en las restricciones.
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Figura 6.1: Deformacio´n de objetos por aplicacio´n de matrices de deformacio´n a los
ve´rtices utilizando primitivas simples. Ejemplos extra´ıdos de [Bar84].
6.1. Deformaciones de formas libres
Las deformaciones de formas libres (FFD o Free–Form Deformations) permi-
ten modelar objetos de una manera sencilla. Segu´n este modelo, la deformacio´n
se basa en la definicio´n de espacios descritos mediante mallados volume´tricos
basados generalmente en las ecuaciones de Bernstein–Be´zier; dentro de estos es-
pacios se situ´an los objetos a deformar. El proceso de deformacio´n se aplica al
espacio volume´trico y los objetos que en e´l se han situado se deforman de manera
coherente. Los objetos susceptibles de ser deformados con esta te´cnica pueden
ser representados tanto con series de ve´rtices, es decir con objetos polie´dricos o
mallados (en definitiva con modelos discretos) como con formas parame´tricas e
incluso con formas impl´ıcitas, aunque con la pe´rdida de la funcio´n matema´tica
que las define. En esencia es posible utilizar gran parte de las representaciones
descritas en el cap´ıtulo 4.
En general debe tenerse en cuenta que las propiedades o caracter´ısticas intr´ınse-
cas de los objetos pueden perderse en el proceso de deformacio´n. Un ejemplo claro
es que partes que originalmente son interiores pueden convertirse en exteriores,
otro ejemplo es el de las autointersecciones, en donde parte del objeto deformado
se cruza consigo mismo. Es preciso pues tener presente que la utilizacio´n de estos
modelos de deformacio´n puede permitir una modelizacio´n visualmente aceptable
aunque requerira´ de un elevado grado de responsabilidad por parte de quien los
utilice a la hora de realizar la manipulacio´n para que la deformacio´n sea adecuada.
Los objetos polie´dricos, descritos en razo´n de sus ve´rtices y caras, son los
ma´s utilizados con estos modelos debido a que al estar su estructura definida por
la relacio´n de los ve´rtices formando aristas, y e´stas a su vez formando caras, es
fa´cil mantener la relacio´n de vecindad entre los ve´rtices y por tanto mantener de
alguna forma la esencia del objeto pese a su deformacio´n.
El principio de estos modelos es simple, los ve´rtices del objeto a deformar
se definen en un sistema de coordenadas que determina el entorno a deformar.
Dicho entorno suele representarse como un mallado regular. La modificacio´n de
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este sistema de coordenadas, su deformacio´n, provocara´ que deba recalcularse la
posicio´n de los ve´rtices del objeto a tratar y, en consecuencia, e´ste es a su vez
deformado. A partir de los trabajos de Sederberg y Parry [SP86] ha habido una
considerable aportacio´n por parte de diversos investigadores en el a´rea ([DHI91],
[CF01], [RGLG07]).
En [Coq90] se propone una extensio´n al modelo FFD (Extended Free–Form
Deformation o EFFD). Su propuesta consiste en modificar la forma de una super-
ficie a trave´s de su adaptacio´n a un espacio definido por un mallado con formas
arbitrarias. El espacio viene definido por un volumen Be´zier. El usuario define la
forma del mallado que a su vez determina la forma de la deformacio´n. El pro-
ceso es equivalente al definido para el modelo FFD a excepcio´n de la forma del
mallado original. De forma parecida, en [LW94] el espacio en el que se inscri-
be el objeto a deformar se describe como un volumen NURBS. En cambio en
[CR94] se propone una variante en la que la deformacio´n se plantea en base a
una generalizacio´n del algoritmo de de Casteljou, por la aplicacio´n iterativa de
transformaciones afines, en donde el objeto a deformar se adapta a una curva
de Be´zier que sirve como referencia a la deformacio´n. Desde el punto de vista
computacional su planteamiento resulta ma´s eficiente que el modelo original de
[SP86].
En [MQ00] se plantea la utilizacio´n de un espacio volume´trico basado en
el esquema de subdivisio´n de Catmull-Clark, [CC78], la deformacio´n se obtiene
mediante la aplicacio´n recursiva de la subdivisio´n sobre un entramado de ve´rtices
de control especificados por el usuario.
Un enfoque diferente es el que aparece en [Cel90] y [CG91] en donde se propone
un modelo basado en elementos finitos. El me´todo de elementos finitos es utilizado
para generar primitivas que permitan la construccio´n de objetos deformables a
los que aplicar un nuevo estilo de modelizacio´n de formas libres. Las primitivas
se deforman auto´nomamente para minimizar un funcional de energ´ıa sujeto a las
restricciones geome´tricas impuestas por el usuario y a las cargas que se definan.
Esta aproximacio´n requiere una menor interaccio´n por parte del usuario debido
a que el objeto manipulado puede ser parametrizado independientemente de los
grados de libertad necesarios para describir su forma.
En algunos casos, [HHK92], el entorno en el que se integra el objeto a deformar
queda oculto y se plantea la deformacio´n a partir de la manipulacio´n directa de
dicho objeto, de manera que los puntos del espacio a deformar cambian gracias
a una aproximacio´n por mı´nimos cuadrados.
En [RM93] y [RNM95] se utilizan las FFD para aproximar objetos a partir de
nubes de puntos obtenidas mediante te´cnicas de digitalizacio´n, como por ejemplo
tomograf´ıas. Algo parecido se propone en [MMT97] en donde se describe un
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modelo de representacio´n de la musculatura, en particular del movimiento de
una mano. En [FvdPT97] se plantea un modelo dina´mico, es decir, se dota de
movimiento a los objetos de manera que la deformacio´n que se les aplique no
sea instanta´nea sino que se produzca dicha deformacio´n durante un periodo de
tiempo. El resultado busca dotar a los objetos de un movimiento al estilo de los
dibujos animados.
Dentro de lo que se entiende como Free–Form Deformations es en donde se
encuadran los modelos simples de deformaciones basadas en restricciones, Scodef,
[BR94], [RND98].
En este cap´ıtulo se realiza un estudio de un modelo simple de deformaciones
basado en restricciones geome´tricas. Dicho modelo se basa en el propuesto en
[BR94] extendiendo el mismo para contemplar deformaciones a lo largo de tra-
yectorias no rectil´ıneas. El estudio puede ser considerado como una extensio´n del
trabajo descrito en [CGMP08].
6.2. Scodef - Simple Constrained Deformations
En el trabajo descrito en [BB91], que puede ser considerado como un trabajo
seminal, se propone un modelo que permite representar deformaciones basadas
en restricciones establecidas por los usuarios. El sistema implementado, denomi-
nado DOGME por los autores, ha seguido evolucionando con el tiempo con la
contribucio´n de otros trabajos. El planteamiento parte de la consideracio´n de que
tanto el espacio original como el deformado son espacios n-dimensionales, Rn, que
en realidad son proyecciones de un espacio Rm de dimensio´n superior (es decir
m ≥ n), algunos autores citan al modelo como nD–defomations. La deformacio´n
se define como la composicio´n de una funcio´n F : Rn −→ Rm, que se encarga de
transformar los puntos del espacio original en Rn en puntos del espacio Rm, con
una proyeccio´n (T : Rm −→ Rn, con una matriz de proyeccio´n M) del espacio
Rm al espacio deformado Rn, ve´ase la figura 6.2. Es decir, si n es la dimensio´n del
espacio en donde se encuentra el objeto a deformar S, entonces la deformacio´n
de S, D(S), se caracteriza por la funcio´n de deformacio´n D : Rn −→ Rn
D(S) = S + d(S) = S˜, (6.1)
siendo S˜ el objeto deformado y d : Rn −→ Rn la composicio´n de una funcio´n F :
Rn −→ Rm, que especifica co´mo se aplica la deformacio´n a cada uno de los puntos
del objeto a deformar, con la transformacio´n lineal M : Rm −→ Rn, representada
por su matriz y calculada de manera que se satisfagan todas las restricciones
establecidas, combina´ndolas de manera adecuada. La matriz de proyeccio´n puede
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Figura 6.2: Modelo de proyecciones Scodef. Un objeto definido en un espacio Rn es
proyectado a un espacio Rm de dimensio´n superior mediante una funcio´n F y luego es
proyectado nuevamente a Rn mediante otra funcio´n, T .
calcularse de manera que se cumplan ciertas restricciones, previamente impuestas,
en el desplazamiento de algunos puntos respecto del espacio original. As´ı pues
S˜ = S + (M ◦ F)(S) = S +M F(S),
y por consiguiente
d(S) = M F(S), (6.2)
en donde se representa con M la matriz de la aplicacio´n lineal M .
Con este planteamiento se consigue una deformacio´n con las siguientes carac-
ter´ısticas:
Se deforma todo el espacio en el que se inscribe el objeto.
La deformacio´n se puede definir interactivamente con facilidad, simplemente
desplazando algunos puntos, las restricciones.
Las restricciones impuestas pueden dar lugar a ma´s de una deformacio´n,
para calcular la matriz de proyeccio´n M sera´ preciso utilizar algu´n meca-
nismo de optimizacio´n, como puede ser el de minimizar la distancia a un
punto dado o bien minimizar los desplazamientos.
La forma de la funcio´n de deformacio´n, F , puede permitir deformaciones
globales, es decir que afectan a todo el espacio, o bien a deformaciones
locales, que restringen su a´mbito de aplicacio´n a una parte del espacio y de
los objetos o partes de los mismos que en ella se encuentren. Si F se define
como una funcio´n de base B-Spline puede conseguirse fa´cilmente el efecto
de deformacio´n local.
El modelo es aplicable a objetos de cualquier dimensio´n.
Este planteamiento puede ser considerado como perteneciente a la categor´ıa
de FFD, en donde todo el espacio es deformado, pero en este caso solamente se
realizan ca´lculos para los puntos de intere´s.
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Este mismo concepto se desarrolla en [BR94] que puede ser considerado como
el primer trabajo sobre Scodef. En e´l se formaliza el concepto de Scodef tal y
como es conocido en la actualidad. Las funciones de deformacio´n se definen como
funciones de base B-Spline y se introduce el concepto de radio de influencia de
las deformaciones, es decir: las deformaciones se aplican afectando a un punto del
objeto y a un entorno del mismo en el espacio en el que esta´ inmerso. Adema´s se
plantea la posibilidad de aplicar dos o ma´s restricciones que actu´en simulta´nea-
mente sobre el objeto. La funcio´n de deformacio´n d : Rn −→ Rn para cada una
de las restricciones se describe como:
fi(Q) = Bi
( ||Q− Ci||
Ri
)
, (6.3)
siendo fi la funcio´n de deformacio´n que se aplica al punto Q del objeto a deformar,
Ri es el radio de influencia, Ci es la restriccio´n y Bi es una funcio´n de base B-
Spline centrada en 0 y tal que Bi(0) = 1 y Bi(1) = 0. De esta forma los puntos que
este´n a una distancia de Ci mayor que Ri no quedara´n afectados y los puntos que
este´n ma´s cerca sufrira´n una deformacio´n proporcional a su distancia al punto Ci.
Surge un problema si dos restricciones aplicadas son tan pro´ximas entre s´ı que la
distancia entre sus puntos de aplicacio´n es menor que el radio de influencia de al
menos una de ellas, feno´meno que puede dar lugar a singularidades nume´ricas que
pueden provocar efectos no deseados en la deformacio´n resultante. Para minimizar
el problema se plantea la definicio´n de un segundo radio de influencia para poder
limitar el efecto negativo del solapamiento de las restricciones.
Adema´s se proponen una serie de extensiones al modelo ba´sico como son:
1. La aplicacio´n de la restriccio´n no se realiza solamente sobre un punto del
objeto sino que se aplica a una regio´n del mismo, todos los puntos que este´n
a una distancia menor que ri del punto Ci se deforman igual. La forma de
la funcio´n de deformacio´n cambia:
fi(Q) =
{
1, ||Q− Ci|| ≤ ri,
Bi
( ||Q−Ci||−ri
Ri
)
, ||Q− Ci|| > ri.
2. La definicio´n de zonas de influencia con diferentes para´metros para cada
dimensio´n:
fi(Q) =
√√√√ n∑
j=1
(Qj − Cij)2
R2ij
.
3. Utilizar una parametrizacio´n local de las deformaciones, definie´ndose un
sistema de referencia de coordenadas para cada restriccio´n. De esta forma
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el resultado de las deformaciones es mucho ma´s preciso aunque el coste
computacional es mucho ma´s elevado.
6.2.1. Extensiones al modelo Scodef
Trabajos posteriores han extendido la funcionalidad original de las deforma-
ciones basadas en restricciones. En [RND98] se describen una serie de extensiones
para las Scodef, las e-Scodef. En dicho trabajo se propone un modelo general para
la funcio´n de deformacio´n, f . Establecie´ndose tres restricciones que debe cumplir
dicha funcio´n:
1. fi(Ci) = 1 para satisfacer la restriccio´n de Ci.
2. fi(Ci + Ri) = 0 segu´n la definicio´n del radio de influencia, que puede ser
considerado como un desplazamiento.
3. f debe ser continua para asegurar la continuidad de la deformacio´n.
En el trabajo se define tambie´n una extensio´n del radio de influencia, defi-
nie´ndose, en lugar de una regio´n circular centrada en el punto de aplicacio´n de la
restriccio´n, lo que se denomina un contorno de influencia que virtualmente puede
ser de cualquier forma. En particular, en el trabajo se propone la utilizacio´n de
supercua´dricas y tambie´n de formas estrelladas1. Este planteamiento permite que
si una restriccio´n Ci engloba en su contorno de influencia el punto de aplicacio´n
de otra de las restricciones, Cj , es decir si ambas restricciones son no disjuntas,
entonces se puedan recortar los contornos de influencia mediante un hiperplano
ortogonal a CiCj de manera que se mantenga la convexidad de los contornos y a
la vez se elimine el problema del solapamiento de las restricciones.
Hasta el trabajo de [RNJ99] no se plantea la posibilidad de que la deformacio´n
aplicada por la restriccio´n siga una trayectoria. En este trabajo se propone mo-
dificar el modelo de e-Scodef para que tambie´n se pueda definir una trayectoria
que debera´n seguir las partes del objeto sujetas a deformacio´n. El nuevo modelo
de desplazamiento se formula de la siguiente forma:
d(U) = Mg(U) ∀ U ∈ Rn, (6.4)
siendo g(U) una nueva funcio´n de deformacio´n que combina el efecto de una
funcio´n de desplazamiento, T , con la funcio´n de deformacio´n (6.3):
g(U) = T (f(U)) ∀ U ∈ Rn.
1Un objeto n-dimensional A tiene una forma estrellada respecto a un punto H si para cual-
quier punto M de A el segmento MH pertenece a A.
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T representa la trayectoria que debera´ seguir el punto asociado a la restriccio´n.
En el trabajo se propone que T sea una curva de Be´zier, de manera que el primer
punto de control se asocia con el punto Ci del objeto y el u´ltimo punto con el
lugar en donde debe ir a parar dicho punto como resultado de la deformacio´n;
los puntos intermedios permiten describir la trayectoria y por tanto la forma de
la deformacio´n. Este planteamiento permite combinar muy fa´cilmente T y f .
Segu´n como se defina la trayectoria, los objetos deformados con este plantea-
miento pueden resultar aplastados. En [RNJ00] se propone una solucio´n que pal´ıa
en parte el problema mediante el desplazamiento del lugar al que va a parar cada
punto segu´n el vector normal al punto correspondiente de la curva de la trayecto-
ria. Adema´s se contempla la posibilidad de la aplicacio´n de mu´ltiples restricciones
mediante la reescritura de (6.4), aplicando a cada punto del objeto el resultado
de la influencia de todas las restricciones definidas. As´ı, si hay r restricciones, el
desplazamiento del punto Q sera´:
d(Q) =
r∑
i=1
Ti(Mifi(Q)).
En [BG03] se refina el mismo planteamiento de deformaciones siguiendo trayec-
torias curvas ampliando el concepto para definir deformaciones curva–curva, en
donde, en lugar de definir un punto al que se aplica una restriccio´n, se define
una curva sobre el objeto a deformar que determina el conjunto de puntos a los
que se aplica la restriccio´n. Dicha restriccio´n puede seguir una trayectoria curva.
Tambie´n se describe la forma de definir volu´menes de influencia, que se corres-
ponden con el interior de cualquier poliedro. El modelo presentado, una extensio´n
de DOGME, ha sido disen˜ado e implementado para su uso en entornos virtuales,
[BG04].
Otras extensiones del modelo se han centrado en la definicio´n de diferentes
me´todos para representar el a´rea de influencia, [JLP00], o sobre diferentes mode-
los de representacio´n de las superficies, por ejemplo en [LRN06] se aplican Scodef
sobre superficies de subdivisio´n. Otro planteamiento muy interesante es el pro-
puesto en [LG05] y en [LGRG07] en donde se aplican Scodef sobre superficies
NURBS estableciendo el desplazamiento, m(i, j) de cada punto de control de la
superficie, P (i, j) segu´n la expresio´n:
m(i, j) =
f(i, j)∑n
k=0
∑m
l=0Rk,l(u, v)f(k, l)
e, (6.5)
siendo e = MMˆ el vector que une el punto M , el lugar original de la restriccio´n,
con el punto Mˆ , el destino de dicho punto. La funcio´n f representa el medio para
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determinar que´ puntos de control quedan afectados por la restriccio´n, Rk,l(u, v)
se define como:
Rk,l(u, v) =
Nk,p(u)Nl,q(v)wk,l∑n
i=0
∑m
j=0Ni,p(u)Nj,q(v)wi,j
,
siendo N las funciones de base B-Spline de la superficie NURBS y wi,j el peso
asociado al punto de control Pi,j . Para el caso de deformaciones compatibles con
el ideal Scodef, f(k, l) = Rk,l(u, v).
En el mismo trabajo se propone tambie´n la deformacio´n de superficies NURBS
siguiendo una trayectoria realizando el proceso de deformacio´n a lo largo de una
serie de pasos y en cada uno de ellos calculando una restriccio´n puntual adecuada
para realizar una deformacio´n utilizando (6.5). La trayectoria viene definida por
una curva NURBS, C(t), t ∈ [0, 1] de manera que el punto M , lugar en donde
se fija la restriccio´n marca el lugar del primer punto de la curva (y por lo tanto
del primer punto de control) y el lugar a donde debe ir a para dicho punto
corresponde con el u´ltimo punto la curva (y por lo tanto del u´ltimo punto de
control). La curva es recorrida iterativamente en una serie, N , de pasos discretos
(los autores proponen como valor de N diez veces el producto del grado de la
curva por el nu´mero de puntos de control de la misma), a cada paso se define una
restriccio´n temporal para hacer que los puntos de control cambien para ajustar
la superficie. Surge el problema de la cantidad de puntos de control necesarios
para poder ajustar de una forma adecuada la deformacio´n de la superficie a la
curva de trayectoria. Adema´s, la superficie resultante deja de ser una superficie
NURBS.
6.3. N–Scodef
A continuacio´n se detalla un me´todo generalizado de deformaciones basado en
Scodef que permite su aplicacio´n a superficies BSpline4D, permitiendo que e´stas
mantengan sus propiedades. El me´todo propuesto permite la utilizacio´n de un
elevado nu´mero de funciones de deformacio´n que podra´n ser aplicadas al conjunto
de restricciones impuestas por el usuario con una gran cantidad de diferentes
zonas de influencia. Adema´s se realizara´ el estudio de un conjunto de normas y
distancias para determinar su adecuacio´n a la hora de calcular la deformacio´n
y las zonas de influencia de las restricciones, de manera que se pueda conseguir
representar el mayor nu´mero posible de formas de aplicar las deformaciones.
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6.3.1. N-Scodef una extensio´n de Scodef
Partiendo de la notacio´n expresada originalmente en [BB91] y despue´s utili-
zada en [BR94] a la hora de definir las deformaciones simples basadas en restric-
ciones (Scodef ) la deformacio´n de un objeto se define mediante la manipulacio´n
de las denominadas restricciones, puntos seleccionados por el usuario que deben
tener un determinado comportamiento durante la deformacio´n del objeto a tratar.
A partir de la funcio´n de deformacio´n escogida y de las restricciones definidas
por el usuario se calcula la matriz de proyeccio´n, M , con la que se podra´ asegurar
que las restricciones impuestas se cumplan.
La zona de influencia de una restriccio´n se define como el conjunto de puntos
del modelo de referencia, el objeto original, cuya distancia a la restriccio´n es menor
que un cierto valor, el denominado radio de la zona de influencia. Evidentemente,
la forma de la zona de influencia cambiara´ dependiendo de la forma en que se
calcule dicha distancia y de la manera en que se determine el radio de influencia.
El proceso de deformacio´n se descompone en tres fases:
1. Seleccio´n por parte del usuario de los desplazamientos, Di, del conjunto de
restricciones, Ci, as´ı como la definicio´n de la zona de influencia de cada
restriccio´n. Eleccio´n del radio de influencia, Ri, y de la formulacio´n de
F . De esta forma, dado cualquier punto Q ∈ Rn se puede determinar su
desplazamiento respecto de las restricciones definidas mediante:
d(Q) =
r∑
i=1
Mi fi(Q), (6.6)
en principio fi(Q) puede ser tal y como se define en (6.3) o bien cualquiera de
sus extensiones. La ecuacio´n (6.6) puede ser reescrita como d(Q) = MF(Q)
siendo M una matriz de n filas y r columnas, una para cada una de las
restricciones, F(Q) es un vector de dimensio´n r formado por las funciones
fi para cada una de las restricciones.
2. Ca´lculo de la matriz de proyeccio´n, M , de manera que se satisfagan las
restricciones impuestas por el usuario. Es decir, se debe resolver el sistema
de ecuaciones lineal; d(Ci) = M F(Ci), 1 ≤ i ≤ r, siendo r el nu´mero
de restricciones y F = (f1, f2, . . . , fr). La influencia que una restriccio´n
pueda tener sobre otra dependera´ principalmente de la forma de la regio´n de
influencia y del radio de influencia. Si existe un solapamiento en las regiones
de influencia puede darse el caso que la deformacio´n no se desarrolle como es
de esperar, entonces debera´ establecerse un mecanismo que permita paliar
el problema, este aspecto se estudia con mayor detalle en el apartado 6.3.2.
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a) b) c)
Figura 6.3: Aplicacio´n de una deformacio´n simple basada en restricciones. a) El objeto
a deformar: un cilindro. b) Las restricciones mostradas como un punto sobre la superficie
del cilindro y el lugar al que debe ir a parar el punto, tambie´n se muestra la zona de
influencia como una esfera de puntos. c) El cilindro una vez aplicada la deformacio´n.
3. Con la matriz de proyeccio´n M ya calculada se puede proceder a deformar
el objeto a manipular aplicando las ecuaciones (6.1) y (6.2).
En la figura 6.3 se muestra un ejemplo en el que se aplican varias deforma-
ciones sobre un cilindro.
En el trabajo presentado en [BR94] las restricciones corresponden a puntos
definidos sobre la superficie del objeto a deformar o cercanos a e´sta. Para cada
uno de estos puntos se define un desplazamiento, de manera que se indica cual
sera´ la posicio´n que dicho punto ocupara´ una vez que la deformacio´n del obje-
to se haya realizado. El desplazamiento se expresa como un vector lineal, pero
tambie´n podr´ıa ser especificado mediante una curva ([RNJ99], [RNJ00], [BG03],
[LGRG07]).
El objetivo es deformar un objeto (en principio una curva o superficie) BSpli-
ne4D, S, de una forma interactiva y siguiendo el esquema descrito previamente.
El usuario tiene que definir los puntos sobre el objeto sujetos a restricciones y sus
desplazamientos, que pasara´n a formar parte de la funcio´n de deformacio´n que
se aplicara´ sobre S.
La deformacio´n se expresa, de acuerdo con (6.2) de la siguiente forma: sea
d : Rn −→ Rn (usualmente n = 2, 3 o 4) la funcio´n de deformacio´n que representa
el desplazamiento de los puntos de una superficie BSpline4D, d(S(u, v)) siendo
(u, v) ∈ [0, 1]2. La funcio´n es de la forma:
∀(u, v) ∈ [0, 1]× [0, 1] d(S(u, v)) =
r∑
i=1
Mi fi(S(u, v)),
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1
1
-1 0
a) b) c) d)
Figura 6.4: Elementos de una deformacio´n basada en restricciones y su accio´n sobre
una superficie NURBS. a) La funcio´n de deformacio´n, b) Restriccio´n seleccionada (punto
amarillo sobre la superficie) y desplazamiento de dicha restriccio´n, la esfera de puntos
muestra la zona de influencia, c) muestra la superficie deformada con la restriccio´n su-
perpuesta, y d) muestra la deformacio´n tal cual resulta.
siendo
r el nu´mero de restricciones impuestas por el usuario.
Mi la i-e´sima columna de la matriz M .
f˜i : R −→ R una funcio´n escalar mono´tonamente decreciente definida de
manera que f˜i(0) = 1 y f˜i(x) = 0 ∀x : |x| ≥ 1. Adema´s esta´ asociada a la
restriccio´n Ci. Dicha funcio´n determina la influencia de la restriccio´n sobre
cada punto de la superficie S(u, v). De esta forma la funcio´n fi : R
n −→ R
dependiente de las restricciones Ci y de los radios de influencia Ri de cada
una de ellas, se define como:
fi(S(u, v)) = f˜i
(‖S(u, v)− Ci‖
Ri
)
. (6.7)
De manera que para cada punto Q = S(u, v) se cumple
fi(Q) =

1, si ‖Q− Ci‖ = 0,
0, si ‖Q− Ci‖ ≥ Ri,
0 ≤ fi(Q) ≤ 1, en otro caso.
(6.8)
De cara a asegurar la continuidad de la superficie deformada, f˜i debe a su vez
ser continua. En este caso la funcio´n F = (f1, f2, . . . , fr) es una funcio´n vectorial
cuyas componentes son funciones continuas.
En la figura 6.4 se muestran gra´ficamente los componentes descritos. Tanto
la zona de influencia como la funcio´n de deformacio´n son calculadas utilizando
la distancia eucl´ıdea. Si un punto de la superficie se encuentra dentro de la zona
de influencia de la restriccio´n entonces dicho punto es deformado con lo que su
ubicacio´n en el espacio cambia. La deformacio´n se aplica exclusivamente sobre
los puntos que se encuentran originariamente en la zona de influencia de una
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c) d)
Figura 6.5: Algunas funciones de deformacio´n aplicables a las deformaciones basadas en
restricciones. Se definen a partir de una funcio´n de base B-Spline de grado 3, 2, 1 y 0
respectivamente.
restriccio´n quedando el resto inalterados. La deformacio´n de los puntos sigue la
forma de la funcio´n de deformacio´n escogida, tal y como se puede ver en la figura
6.4.
Es posible definir una gran variedad de funciones de deformacio´n que satisfa-
gan las condiciones descritas. Ve´ase la figura 6.5 en donde se muestran algunas
funciones de deformacio´n basadas en funciones de base B-Spline, en particular la
figura 6.5.a se corresponde con la funcio´n de deformacio´n introducida en [BR94]
y denominada radial deformation ya que permite una propagacio´n isotro´pica de
la deformacio´n. Obviamente la forma de cada funcio´n de deformacio´n, f˜i, influye
directamente en la forma en que se deforma el objeto, tal y como se puede obser-
var en la figura 6.6. De cara a ofrecer una mejor funcionalidad, un usuario podr´ıa
escoger la funcio´n deseada dentro de un conjunto de funciones ya definidas.
Sin embargo no es solamente la forma de las funciones, f˜i, lo que determina
la forma en que se deformara´ el objeto sino que, teniendo en cuenta la ecuacio´n
(6.7), la norma escogida y el radio de influencia de la regio´n son tambie´n aspectos
a tener en cuenta. El usuario debe poder cambiar ambos de manera interactiva ya
que de esta forma se consigue aumentar considerablemente el rango de posibles
deformaciones aplicables.
El concepto de radio de influencia, tal y como es introducido en [BR94], es
de gran ayuda en el proceso de deformacio´n ya que controla la localidad de las
deformaciones, limitando la influencia espacial de la restriccio´n [RNJ00]. El efecto
del radio de influencia puede observarse en la figura 6.7 en donde aparece una
superficie BSpline4D a la que se aplica una deformacio´n utilizando una regio´n de
influencia esfe´rica con diferentes radios y utilizando una distancia eucl´ıdea.
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a) b) c)
Figura 6.6: La forma de la funcio´n de deformacio´n afecta a la manera en que la defor-
macio´n se produce. En a) se puede apreciar el mismo objeto a deformar, un c´ırculo, en
donde se ha seleccionado un punto y con la misma zona de influencia (esfera de puntos
alrededor). El resultado difiere: en b) la funcio´n de deformacio´n es la que aparece en la
figura 6.5.a y en c) la funcio´n es la que aparece en la figura 6.5.c.
a) b) c
Figura 6.7: El efecto del radio de influencia: una superficie NURBS es deformada en el
punto central con un radio de influencia esfe´rico, en a) el radio es menor y en c) mayor.
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Zona 1: Zona 2:
||P−Q||1=
∑n
i=1 |Pi−Qi| ||P−Q||2=
√∑n
i=1(Pi−Qi)
2
Zona 3: Zona 4:
||P−Q||3= 3
√∑n
i=1(Pi−Qi)
3 ||P−Q||∞=ma´xni=1 (|Pi−Qi|)
Figura 6.8: Diferentes formas para determinar las zonas de influencia y sus respectivas
distancias. Estas formas son las que han sido utilizadas en las figuras 6.11 y 6.12.
Es posible utilizar zonas de influencia con formas no esfe´ricas, y tambie´n es po-
sible utilizar distancias no euclidianas [RND98, RNJ99, RNJ00, JLP00, LGRG07,
CGMP08]. En la figura 6.8 se muestran diferentes formas posibles para determi-
nar las zonas de influencia as´ı como las correspondientes distancias que pueden
ser aplicadas para calcular (6.7). Es posible utilizar envolventes definidas por su-
percua´dricas en la misma forma en que se detalla en [BCA98] de forma que se
puedan definir fa´cilmente diferentes envolventes. El usuario puede modificar la
forma de la superficie simplemente cambiando unos pocos para´metros. De esta
forma pueden conseguirse con suma facilidad restricciones con zonas de influencia
anisotro´picas aplicables sobre los objetos a deformar.
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6.3.2. Interaccio´n entre diferentes restricciones
Las deformaciones descritas segu´n el modelo detallado en el apartado anterior
son continuas ya que se definen mediante un aplicacio´n Rn −→ Rn definida como
una combinacio´n lineal de funciones continuas, definidas por la ecuacio´n (6.7).
De hecho el grado de suavidad de la superficie deformada depende del grado de
suavidad de las funciones definidas en (6.7). As´ı, para un punto Q de la superficie
a deformar, la funcio´n dada en (6.7) puede expresarse, por ejemplo, como:
fi(Q) = Bi
( ||Q− Ci||
Ri
)
, (6.9)
siendo Q el punto considerado, Ci una restriccio´n, Ri el radio de influencia de la
deformacio´n y Bi una funcio´n de base B-Spline centrada en 0 y que es igual a 0
en -1 y en 1. Es decir, fi es una funcio´n de distancia que vale 1 si Q = Ci y que
vale 0 si ||Q− Ci|| ≥ Ri, de acuerdo con la ecuacio´n (6.8).
Cabe recordar que las restricciones imponen el lugar en donde deben ir a
parar los puntos, Ci, sobre las que son aplicados los vectores de desplazamiento
Di. Para ello debera´ determinarse cual es la forma de la matriz M . Para satisfacer
la restriccio´n Ci, M debe ser tal que:
Di = d(Ci) = M F(Ci) ∀i ∈ 1..r,
y as´ı el desplazamiento de Ci se correspondera´ con la restriccio´n definida. Si n
es la dimensio´n del espacio considerado y r el nu´mero de restricciones definidas,
entonces M es una matriz n × r y F(Ci) es un vector columna de dimensio´n r;
y por lo tanto Di es un vector columna de dimensio´n n, siendo cada componente
el valor del desplazamiento en la correspondiente coordenada del espacio.
Sea Dij la j-e´sima coordenada de Di y sea Mj la j-e´sima fila de M , entonces
de la expresio´n anterior se obtiene que
Dij = Mj F(Ci) = F>(Ci) ·M>j ∀ i ∈ 1, . . . , r,
y esto para cada una de las restricciones. Combinando todas las restricciones en
una ecuacio´n; se obtiene para la j-e´sima coordenada que
Dj(C) =
 D1j...
Drj
 =
 F
>(C1)
...
F>(Cr)
 M>j = XM>j , (6.10)
donde X es una matriz r × r obtenida a partir del producto de los valores de
F = (f1, f2, . . . , fr) por las restricciones. Como puede observarse, el valor de X
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no depende de j en absoluto; lo que permite definir un sistema de ecuaciones
lineales para cada coordenada, siendo la solucio´n la correspondiente fila de M .
Por lo tanto, la solucio´n para la coordenada j-e´sima sera´ la fila Mj .
En caso de que se decida utilizar ma´s de una restriccio´n, dependiendo del
radio de influencia de cada una de ellas pueden darse dos casos, el primero es que
las restricciones no interfieran entre s´ı:
∀i, j ∈ 1, . . . , r, i 6= j fj(Ci) = 0,
con lo que X = I y por lo tanto
d(Q) =
r∑
i=1
Di f(Q),
es decir, que el desplazamiento de un punto Q se corresponde con la media pon-
derada de los desplazamientos de las restricciones. El peso o influencia de cada
restriccio´n sera´ inversamente proporcional a su distancia respecto a Q.
El segundo caso es el que contempla que las restricciones interfieran las unas
con las otras:
∃i, j ∈ 1, . . . , r, i 6= j | fj(Ci) 6= 0
lo que en definitiva significa que las restricciones se aplican a puntos afectados
por la zona de influencia de otras restricciones:
d(Q) =
r∑
i=1
Mi fi(Q).
Mientras que el primer caso no representa ningu´n problema an˜adido, no sucede
lo mismo con el segundo. En general, el desplazamiento de un conjunto de r
restricciones no disjuntas puede expresarse segu´n la siguiente expresio´n:
(d(C1) . . . d(Cr)) = M
f1(C1) · · · f1(Cr)... . . . ...
fr(C1) · · · fr(Cr)
 , (6.11)
que representa un sistema de ecuaciones siendo M = (M1,M2, . . .Mr) las inco´gni-
tas. Suponiendo el caso de una Scodef con solamente dos restricciones que tengan
el mismo radio de influencia, que e´ste sea mayor que la distancia que separa ambas
restricciones y que por lo dema´s sean ide´nticas; entonces se puede expresar:
f2(C1) = f1(C2) = a
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y por lo tanto la ecuacio´n (6.11) se reduce a:
(d(C1) d(C2)) = M
(
1 a
a 1
)
= (M1 M2)
(
1 a
a 1
)
,
de manera que para conocer el valor de M = (M1 M2) sera´ preciso resolver el
sistema:
(d(C1) d(C2))
(
1 a
a 1
)−1
= (M1M2)
(
1 a
a 1
) (
1 a
a 1
)−1
= (M1 M2) I = (M1 M2)
siendo (
1 a
a 1
)−1
=
( 1
1−a2
−a
1−a2−a
1−a2
1
1−a2
)
,
entonces el valor de M = (M1M2) es:
M1 =
1
1− a2d(C1)−
a
1− a2d(C2),
M2 =
−a
1− a2d(C1)−
1
1− a2d(C2),
suponiendo que d(C1) = −d(C2) entonces
M1 = −M2 = 1
1− ad(C1)
y por lo tanto
d(Q) =
d(C1)
1− a (f1(Q)− f2(Q))
De este desarrollo se deduce que:
Si la distancia entre las restricciones tiende a 0, entonces a tiende a 1, los
valores de M pueden crecen enormemente.
Si d(C1) 6= d(C2) y las restricciones coinciden (a = 1) entonces no existe
ninguna M que pueda satisfacer las restricciones, ya que lo que representa
tal situacio´n es que un mismo punto acaba en dos lugares diferentes una
vez aplicada la deformacio´n, figura 6.9.f.
Como la magnitud de d(C1) es independiente de f1(Q) − f2(Q), un punto
Q pro´ximo a las restricciones, puede resultar desplazado muy lejos. Lo que
visualmente puede apreciarse como una rotura del espacio, esta situacio´n
puede producirse cuando la distancia entre dos restricciones es mucho menor
que la magnitud de los radios de influencia de las mismas. Ve´ase la figura
6.9.e.
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a) b)
c) d)
e) f)
Figura 6.9: Comportamiento de un Scodef con dos restricciones. a) las restricciones,
disjuntas, antes de aplicar la deformacio´n y despue´s, b). En c) y d) las restricciones esta´n
cada vez ma´s cerca la una de la otra. En e) las dos restricciones se aplican a puntos muy
pro´ximos entre s´ı. Finalmente en f) las dos restricciones se aplican al mismo punto, no
existe ninguna M que pueda satisfacer las restricciones.
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El sistema planteado en (6.10) tiene una solucio´n u´nica, si no fuera as´ı el
usuario tendr´ıa la posibilidad de escoger de entre todas las posibilidades la que
se ajustara ma´s a sus intereses. Por ello, en [BR94] se propone un duplicado
de las restricciones, con lo que se incrementan los grados de libertad de (6.10).
El resultado de ello es que para cada restriccio´n se dispone de dos radios de
influencia que el usuario puede manipular de forma independiente y as´ı conseguir
ajustar la deformacio´n en las zonas donde puedan surgir solapamientos. Para cada
restriccio´n el radio mayor determina el radio de influencia de la restriccio´n y el
radio menor determina hasta que´ punto la restriccio´n influye sobre los puntos.
El inconveniente de esta solucio´n es que la matriz X se convierte en singular y
para la solucio´n del sistema de ecuaciones se hace preciso utilizar el ca´lculo de su
pseudoinversa.
En cambio, en [RND98] el problema se soluciona definiendo unas nuevas fun-
ciones de deformacio´n, parametrizando la zona de influencia de las restricciones
y an˜adiendo una regla de no influencia de las restricciones unas respecto de las
otras. Cada zona de influencia se delimita mediante una envolvente de influencia.
Para evitar las singularidades se separan las restricciones no disjuntas estable-
ciendo que las envolventes de influencia puedan ser cortadas por un hiperplano,
mantenie´ndose as´ı la convexidad. Para ello se realiza una comprobacio´n para cada
restriccio´n para determinar si existe otra que este´ afectando a su punto de apli-
cacio´n, es decir, que la interseccio´n de las envolventes de influencia es no nula,
y en el caso de que as´ı sea la envolvente es cortada por un hiperplano ortogonal
al segmento que une las dos restricciones afectadas, de manera que cada punto
quede afectado solamente por una u´nica restriccio´n, ve´ase la figura 6.10 para ver
un ejemplo en R2. El me´todo es el siguiente:
Para cada i, j, i 6= j, sean Ci y Cj dos restricciones, y sean E(Ci) y E(Cj) las
correspondientes envolventes. Si Ci ∈ E(Cj):
a) Se determina el hiperplano P que pasa por Ci y es ortogonal a la recta
Ci + λ CiCj .
b) Si p ∈ E(Ci) ∩ E(Cj) y adema´s p se encuentra en el semiespacio que no
contiene a Cj entonces p queda en la zona de influencia de Ci.
c) Si p ∈ E(Ci)∩E(Cj) y adema´s p se encuentra en el semiespacio que contiene
a Cj entonces p queda en la zona de influencia de Cj .
Con este me´todo se consigue que la restriccio´n Cj no afecte a Ci y, en conse-
cuencia, se puede asegurar que todas las restricciones sera´n disjuntas. La ventaja
de este planteamiento es que no requiere el ca´lculo de pseudoinversas y por lo
tanto cabe esperar que sea ma´s ra´pido.
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Cj
E(Cj)
E(Ci)
Ci Cj
E(Cj)
E(Ci)
Ci
P
a) b)
Cj Ci
E(Cj)
E(Ci)
P
Cj Ci
E(Cj)
E(Ci)
c) d)
Figura 6.10: Proceso para la separacio´n de restricciones no disjuntas mediante hiper-
planos. En a) se muestran dos restricciones Ri y Rj aplicadas a los puntos Ci y Cj
respectivamente y cuyas envolventes de influencia son E(Ci) y E(Cj), puede observarse
que Ci ∈ E(Cj) por lo que las restricciones son no disjuntas. En b) se determina la recta
P que pasa por Ci y es ortogonal a CiCj , los puntos de E(Ci)∩E(Cj) que se encuentran
en el semiplano que contiene a Ci pertenecen a E(Ci), mientras que los que se encuentran
en el semiplano que no contiene a Ci pertenecen a E(Cj), c). Finalmente, en d) puede
verse como quedan definidos E(Ci) y E(Cj).
En [LG05] se plantea una solucio´n iterativa que converge hacia la solucio´n
o´ptima. En dicho trabajo se comenta, aunque no se demuestra, que en el caso
que haya restricciones no disjuntas el resultado es que los puntos afectados tienen
un comportamiento equivalente a la sustitucio´n de todas las restricciones por
una u´nica situando el punto de destino en el baricentro de todas las restricciones
afectadas.
6.3.3. Particularidades de la implementacio´n sobre BSpline4D
Todo lo descrito hasta aqu´ı es perfectamente aplicable a cualquier tipo de
objeto sin tener en cuenta el modelo de deformacio´n utilizado. El inconveniente
de utilizar modelos basados en BSpline4D es que la manipulacio´n de los mismos
a trave´s de Scodef provoca la pe´rdida de la relacio´n entre el objeto representado
y su estructura, tal y como se puede observar en la figura 6.7 en donde la super-
ficie cambia, pero los puntos de control de la misma permanecen inalterados. El
objetivo u´ltimo de este apartado es el de la aplicacio´n de Scodef sobre superficies
BSpline4D con la condicio´n de que e´stas mantengan sus propiedades.
Para que una deformacio´n basada en restricciones de una superficie BSpline4D
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Figura 6.11: Deformacio´n de una esfera.
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Figura 6.12: Las mismas deformaciones de la figura 6.11 pero aplicadas a un c´ırculo. En
esta figura se muestran tambie´n las restricciones aplicadas.
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sea tal, un punto de la superficie debera´ ser trasladado a otro lugar del espacio, el
resto de puntos que se encuentren dentro del entorno de influencia de la restriccio´n
debera´n ser trasladados segu´n sea la funcio´n de deformacio´n elegida. Si adema´s
la superficie resultante debe seguir siendo una superficie BSpline4D, entonces los
puntos de control debera´n ser modificados de forma coherente. Si la deformacio´n
es puntual, es decir el punto en donde se aplica la restriccio´n se traslada a otro
lugar del espacio directamente, entonces el planteamiento descrito en [LG05] y en
[LGRG07] es ma´s que suficiente.
Para una superficie BSpline4D S(u, v) de grado p y q con m × n puntos de
control a la que se desea aplicar una deformacio´n basada en restricciones, sea C
el punto de la superficie en donde se aplica la restriccio´n y sea C˜ el punto al
que debe ir a parar, de manera que D = C˜ − C es el desplazamiento de dicho
punto como resultado de la deformacio´n. La superficie resultante S˜(u, v) sera´ una
superficie BSpline4D de grados p y q y con m × n puntos de control de manera
que si S(u, v) = C entonces S˜(u, v) = C˜.
En general la ubicacio´n de cada punto de una forma BSpline4D no queda
afectada por todos los puntos de control de la misma. Supo´ngase el caso de una
superficie BSpline4D, al punto del espacio parame´trico (u, v) le corresponde el
punto del espacio S(u, v), el valor de dicha funcio´n (ve´ase la ecuacio´n (4.31),
en la pa´gina 137) depende de las funciones de base B-Spline (4.25), que, en
definitiva, determinan el grado de influencia de cada punto de control en la
ubicacio´n de (u, v). El valor de una funcio´n de base B-Spline, Ni,p(u), es 0 si
u 6∈ [Ui, Ui+p+1). Por lo tanto para un valor dado u ∈ [Ui, Ui+1) las u´nicas funcio-
nes de base con valor no nulo son Ni−p,p(u) . . . Ni,p(u). Por lo tanto, para el caso
de una superficie, si el punto del espacio parame´trico (u, v) pertenece al intervalo
[Ui, Ui+1)× [Vj , Vj+1), entonces su ubicacio´n dependera´ solamente de los puntos
de control Pkl, i−p ≤ k ≤ i, j−q ≤ l ≤ j siendo p y q los grados de la superficie.
As´ı pues, para convertir S en S˜, se debera´ modificar cada punto de control
original, Pij , an˜adie´ndole un cierto desplazamiento,m(i, j), para obtener un nuevo
punto de control desplazado P˜ij :
P˜ij = Pi,j +m(i, j). (6.12)
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Por lo tanto
C˜ = S˜(u, v) =
n∑
i=0
m∑
j=0
Ni,p(u)Nj,q(v)P˜ij
=
n∑
i=0
m∑
j=0
Ni,p(u)Nj,q(v)(Pij +m(i, j))
=
n∑
i=0
m∑
j=0
Ni,p(u)Nj,q(v)Pij +
n∑
i=0
m∑
j=0
Ni,p(u)Nj,q(v)m(i, j)
=S(u, v) +
n∑
i=0
m∑
j=0
Ni,p(u)Nj,q(v)m(i, j)
=C +D,
de donde se deduce que
D =
n∑
i=0
m∑
j=0
Ni,p(u)Nj,q(v)m(i, j). (6.13)
Queda por definir co´mo debe ser m(i, j) para que la igualdad (6.13) se verifique.
De forma general, es preciso determinar que´ puntos de control quedan afecta-
dos por la restriccio´n, y por lo tanto debera´n modificarse. Cada restriccio´n tiene
una influencia sobre el punto C = S(u, v) y los puntos de control que le afectan.
Para definir esta influencia se utilizara´ lo que pasara´ a denominarse funcio´n de
restriccio´n de localizacio´n, fˆ(i, j), que controlara´ la influencia de la restriccio´n
sobre el conjunto de puntos de control que afectan a C. Es decir se define la fun-
cio´n fˆ(i, j) para que, a la hora de definir la superficie resultado de la deformacio´n,
solamente los puntos de control que sea preciso modificar realmente cambien. La
funcio´n se define de manera que cada punto de control que influye sobre C puede
quedar ma´s o menos afectado por la deformacio´n:
fˆ : {0, . . . , n} × {0, . . . ,m} −→ R+. (6.14)
Existe adema´s un condicionante adicional, consistente en que al menos algunos
puntos de control que cambien debera´n pertenecer a la envolvente convexa del
punto, es decir:
∃ (i, j) ∈ {0, . . . , n} × {0, . . . ,m} | Ni,p(u)Nj,q(v)fˆ(i, j) 6= 0. (6.15)
En definitiva, fˆ(i, j) indica que´ puntos de control son afectados por una restric-
cio´n y en que´ medida lo son. En principio cualquier funcio´n que satisfaga las
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condiciones anteriores puede servir, en [LG05] se proponen varias, por ejemplo:
fˆ(i, j) =cos(i)cos(j),
fˆ(i, j) =
1
2piσ2
e−
i2+j2
σ2 .
Una forma sencilla de determinar el valor de esta funcio´n es estableciendo que
dicha restriccio´n venga dada por las propias caracter´ısticas de la superficie a
tratar, de manera que las propias funciones de base utilizadas para expresar la
superficie sean utilizadas para determinar la funcio´n de localizacio´n, es decir:
fˆ(i, j) = Ni,p(u)Nj,q(v). (6.16)
Incorporando el concepto de restriccio´n de localizacio´n definido, se puede
definir el desplazamiento de los puntos de control, m(i, j), de la siguiente forma:
m(i, j) =
fˆ(i, j)
n∑
k=0
m∑
l=0
Nkp(u)Nlq(v)fˆ(k, l)
D, (6.17)
demostra´ndose la igualdad (6.13):
D =
n∑
i=0
m∑
j=0
Ni,p(u)Nj,q(v)m(i, j)
=
n∑
i=0
m∑
j=0
Ni,p(u)Nj,q(v)f(i, j)
n∑
k=0
m∑
l=0
Nkp(u)Nlq(v)f(k, l)
D
=D.
Si se utiliza (6.16) entonces
m(i, j) =
Ni,p(u)Nj,q(v)
n∑
k=0
m∑
l=0
(Nkp(u)Nlq(v))2
D. (6.18)
Observando las expresiones (6.16) y (6.17) se puede comprobar la exigencia
de que la funcio´n de restriccio´n de localizacio´n deba satisfacer (6.14) y (6.15).
En la figura 6.13 pueden verse algunos ejemplos de deformaciones obtenidas me-
diante el me´todo descrito, en la figura se puede observar el resultado de aplicar
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a)
b)
c)
d)
Figura 6.13: Dos ejemplos de deformacio´n de una superficie mediante la aplica-
cio´n de una restriccio´n lineal. a) la superficie con la restriccio´n definida; b) la
deformacio´n mostra´ndose los puntos de control y la restriccio´n; c) la superficie
deformada con la restriccio´n; d) la superficie tal cual resulta.
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la restriccio´n en un punto coincidiendo con un punto de control, ima´genes de la
izquierda, y tambie´n en un punto arbitrario, ima´genes de la derecha.
En definitiva, mediante la utilizacio´n de la funcio´n de restriccio´n de locali-
zacio´n, fˆ(i, j), se consigue que para cada punto de control, Pi,j , cuya imagen
parame´trica2 caiga fuera de la zona parame´trica de influencia3 se mantengan
inalterados ya que fˆ(i, j) = 0. En cambio, para los puntos de control cuya ima-
gen parame´trica caiga dentro de la zona parame´trica de influencia, f(i, j) repre-
sentara´ la medida en que Pij debera´ cambiar, tanto ma´s cuanto ma´s cerca se
encuentre la imagen parame´trica de Pij del punto del espacio parame´trico al que
se aplica la restriccio´n. Si en la zona parame´trica de influencia no hay suficientes
puntos de control como para realizar la deformacio´n, previamente a su ca´lculo se
debera´ proceder a an˜adir los suficientes puntos de control para poder asegurar
que la deformacio´n se podra´ realizar de forma correcta.
6.3.4. Restricciones sobre trayectorias
La definicio´n de una deformacio´n basada en restricciones siguiendo una tra-
yectoria sobre una superficie BSpline4D de manera que e´sta preserve sus propie-
dades es un trabajo no del todo resuelto. Un planteamiento como el descrito en
[LG05] y en [LGRG07] no parece suficiente. En esta seccio´n se propone una forma
alternativa para realizar esta operacio´n.
Los principales elementos a considerar para poder definir una deformacio´n
basada en restricciones segu´n una trayectoria son los siguientes:
La curva de trayectoria, Ct, que determinara´ la trayectoria que debera´ se-
guir la deformacio´n. Vendra´ dada por una curva BSpline4D.
La curva de perfil, Cp, que determinara´ el contorno de la deformacio´n. En
lugar de definir un entorno de influencia mediante algu´n tipo de funcio´n
matema´tica, se puede definir mediante una curva BSpline4D, en principio
cerrada, que determinara´ el a´rea a deformar. La curva bien puede ser indi-
cada mediante un proceso interactivo con el usuario, en el que se dibujar´ıa
dicha curva sobre el propio objeto, o bien puede ser seleccionada una curva
ya definida que ser´ıa aplicada sobre el objeto en la zona a deformar.
Las curvas implicadas pueden tener el espacio parame´trico definido entre cua-
lesquiera dos valores reales a y b, con la u´nica restriccio´n que a < b (aunque por
2La imagen parame´trica de un punto de control Pij se define como el punto (u, v) del espacio
parame´trico de la superficie para el que la influencia de Pij es ma´xima.
3La regio´n del espacio parame´trico cuyos valores tienen una imagen que se encuentra en la
zona de influencia de la restriccio´n.
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simplicidad se supondra´ a = 0 y b = 1), con cualquier grado, nu´mero de nodos y
nu´mero de puntos de control.
La idea es que la curva de perfil seguira´ el camino definido por la curva de
trayectoria orienta´ndose segu´n el plano normal, ve´ase la figura 6.15, en cada
punto y escalada segu´n una funcio´n ana´loga a la funcio´n de deformacio´n (6.3),
de forma parecida a la que se muestra en la figura 6.16. El recorrido sera´ desde
el punto Ct(0) hasta el punto Ct(1). En aras de la generalidad se supondra´ que
tanto las curvas suministradas como la superficie a deformar pueden ubicarse en
cualquier lugar del espacio. Por lo tanto la curva de trayectoria puede que no
este´ en contacto con la superficie. El punto, x, de aplicacio´n de la restriccio´n
sobre la superficie S sera´ el correspondiente al de mı´nima distancia entre Ct(0)
y S.
Al ser una curva cualquiera, la curva de perfil no tiene por que´ tener un
taman˜o acorde con la regio´n sobre la que se va a realizar la deformacio´n ni
tampoco tiene por que´ estar situada en el lugar deseado. Por ello, para que la
curva de perfil determine el contorno de deformacio´n, primeramente debera´ ser
orientada de manera que se situ´e sobre S en el lugar en donde se vaya a realizar la
deformacio´n, el punto x antes descrito. Sin pe´rdida de generalidad se procedera´ a
trasladar Cp de manera que el baricentro de los puntos de control coincida con
x, aunque podr´ıa utilizarse cualquier otro criterio.
De cara a ajustar la dimensio´n de Cp se definira´ tambie´n una funcio´n de
distancia que determinara´ el a´rea de la superficie que quedara´ afectada por la
deformacio´n. Esta distancia fijara´ un factor de escala para Cp de manera que
e´sta se ajuste de forma adecuada. As´ı, si se determina que el radio de influencia
de la restriccio´n es r, y x se encuentra a una distancia l de Ct(0), entonces la
distancia efectiva que determina la escala de la curva sera´ d =
√
r2 − l2. Por
lo tanto, Cp quedara´ inscrita en la circunferencia de radio d centrada en x y
orientada segu´n el plano rectificante de S en x. Si la distancia l es mayor que
el radio r la superficie no se vera´ afectada por la restriccio´n. En la figura 6.14
se muestran los elementos indicados, en esta figura se representa Cp como un
c´ırculo.
Por lo tanto para calcular la deformacio´n se debera´ proceder a ajustar los
puntos de control de la superficie de manera que la regio´n que se encuentre a
una distancia menor o igual a d del punto x, de mı´nima distancia entre S y
Ct, se ajuste a Cp. La distancia que separe cada uno de los puntos del punto x
servira´ para determinar el lugar al que debe ir a parar, para ello se utilizaran
funciones del estilo de la descrita en (6.3).
La forma que adoptara´ la superficie en la zona deformada y la manera en que
lo hara´ recuerda la te´cnica descrita en [PT97] para la generacio´n de superficies de
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r l
d
Cp
Ct(u)
x
Ct(1)
Ct(0)
Figura 6.14: Elementos a considerar para realizar una deformacio´n sujeta a una trayec-
toria.
plano osculador
plano rectificante
plano normalT
N B
curva
u
Figura 6.15: Para cada punto, u de una curva definida en el espacio se definen tres
vectores ortogonales, T , el vector tangente a la curva, N , el vector normal y B el vector
binormal.
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a) b) c)
Figura 6.16: Para una curva en el espacio, en cada punto es posible determinar cuales
son los vectores tangente (en rojo), normal (en amarillo) y binormal (en azul) y por ello
es posible determinar el plano normal en cada punto, c). De esta forma es posible conocer
la orientacio´n de la curva en cada punto.
barrido (swept surfaces). Por ello se realizara´ primeramente un estudio de dicha
te´cnica para determinar su adecuacio´n al modelo BSpline4D y a la deformacio´n
de las superficies basada en restricciones.
Superficies de barrido
Una superficie de barrido se define a partir de una curva de trayectoria, Ct(v),
y una curva de perfil, Cp(u), cualesquiera:
S(u, v) = Ct(v) +A(v)E(v)Cp(u) (6.19)
siendo
E(v) una matriz de escalado que permite ajustar el taman˜o de Cp(u) en
funcio´n de v,
A(v) es una matriz de transformacio´n que permite pasar de un sistema de
referencia global a uno local orientado segu´n sea conveniente.
Si se expresa
Ct(v) =
n∑
j=0
Nj,p(v)P
t
j , (6.20)
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y
Cp(u) =
m∑
i=0
Ni,q(u)P
p
i , (6.21)
entonces
S(u, v) =
n∑
j=0
Nj,p(v)P
t
j +A(v)E(v)
m∑
i=0
Ni,q(u)P
p
i
=
n∑
j=0
Nj,p(v)P
t
j +
m∑
i=0
Ni,q(u)A(v)E(v)P
p
i ,
(6.22)
teniendo en cuenta la propiedad particio´n de la unidad de las funciones de base
B-Spline:
m∑
i=0
Ni,q(u) = 1,
n∑
j=0
Nj,p(v) = 1,
se puede arreglar la expresio´n:
n∑
j=0
Nj,p(v)P
t
j +
m∑
i=0
Ni,q(u)A(v)E(v)P
p
i =
m∑
i=0
Ni,q(u)
n∑
j=0
Nj,p(v)P
t
j +
n∑
j=0
Nj,p(v)
m∑
i=0
Ni,q(u)A(v)E(v)P
p
i =
m∑
i=0
n∑
j=0
Ni,q(u)Nj,p(v)P
t
j +
n∑
j=0
m∑
i=0
Nj,p(v)Ni,q(u)A(v)E(v)P
p
i ,
y por lo tanto
S(u, v) =
m∑
i=0
n∑
j=0
Ni,q(u)Nj,p(v)
(
P tj +A(v)E(v)P
p
i
)
. (6.23)
Por lo tanto los puntos de control de S(u, v) se obtienen a partir de los puntos
de control de Ct(v) (P tj j = 0, . . . ,m) y de C
p(u) (P pi i = 0, . . . , n):
Pi,j = P
t
j +A(v)E(v)P
p
i i = 0, . . . , n j = 0, . . . ,m. (6.24)
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Si el desarrollo se realiza para superficies NURBS, partiendo de curvas NURBS
la expresio´n que se obtiene es
S(u, v) =
m∑
i=0
n∑
j=0
Ni,q(u)Nj,p(v)wiwj
(
P tj +A(v)E(v)P
p
i
)
m∑
i=0
n∑
j=0
Ni,q(u)Nj,p(v)wiwj
. (6.25)
En este caso, los pesos NURBS de la superficie se corresponden con el producto
de los pesos de Ct(v) (wtj j = 0, . . . ,m) y de C
p(u) (wpi i = 0, . . . , n):
wi,j = w
t
jw
p
i i = 0, . . . , n j = 0, . . . ,m. (6.26)
Dependiendo de cuales sean las curvas elegidas, la funcio´n (6.23) puede dar como
resultado superficies con formas no deseadas. Segu´n sea la forma de A(v) es
posible incluso que la forma obtenida no sea NURBS. Sin embargo con el me´todo
que se describira´ en este apartado la generacio´n de superficies produce resultados
razonables.
Evidentemente, el resultado dependera´ de como sean las curvas elegidas, si
la torsio´n o la curvatura de la curva de trayectoria son grandes es posible que el
resultado no tenga la continuidad que ser´ıa deseable, adema´s segu´n sea la tra-
yectoria, es posible que se produzcan autointersecciones. Todos estos efectos no
deseables pueden ser subsanados por el usuario que defina la superficie modifi-
cando convenientemente los para´metros de las curvas.
La idea es determinar una serie de curvas de interpolacio´n C˜pi (u) obtenidas a
partir de Cp(u) desplazadas y orientadas convenientemente a lo largo de Ct(v).
La superficie S(u, v) se obtendra´ a partir de la interpolacio´n de las curvas C˜pi (u)
calculadas.
Para el ca´lculo de A(v) sera´ preciso determinar para cada punto de control
de Ct cual es su proyeccio´n sobre la propia curva Ct de manera que se pueda
determinar cual es el triedro de Frenet para dicho punto. El valor de los puntos
de Ct(v) para cada una de las curvas C˜pi (u) sera´ el de mı´nima distancia entre la
curva y el correspondiente punto de control. Por lo tanto sera´ la misma curva de
trayectoria, con sus caracter´ısticas, la que determinara´ la cantidad de curvas de
interpolacio´n necesarias. As´ı pues, para cada punto de control P tj siendo 0 ≤ j ≤
m se debera´ determinar el para´metro vj ∈ [Vj−q, Vj+1) tal que:
∀ v ∈ [Vj−q, Vj+1) ||P tj − Ct(vj)|| ≤ ||P tj − Ct(v)||.
Conocido vj es posible determinar el triedro de Frenet para el punto C
t(vj), y de
esta forma es posible conocer el plano normal, definido por los vectores normal
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y binormal, y el vector tangente; y con ellos se podra´ conocer la orientacio´n que
debe tener la curva C˜pj . Si T (C(vj)), N(C(vj)) y B(C(vj)) son, respectivamente,
los vectores tangente, normal y binormal de la curva Ct en el punto vj , entonces
el valor de la matriz de transformacio´n A(vj) para C˜
p
j (u) sera´:
A(vj) =
 T (vj)x N(vj)x B(vj)xT (vj)y N(vj)y B(vj)y
T (vj)z N(vj)z B(vj)z
−1 . (6.27)
Esta expresio´n es valida para orientar puntos definidos en R3. Teniendo en cuenta
que los puntos de las formas BSpline4D son de R4 y que la cuarta dimensio´n
representa los pesos de los puntos de control, que no deben variar, la expresio´n
(6.27) debe ser modificada para contemplar puntos de R4 de manera que la cuarta
dimensio´n no quede alterada:
A(vj) =

T (vj)x N(vj)x B(vj)x 0
T (vj)y N(vj)y B(vj)y 0
T (vj)z N(vj)z B(vj)z 0
0 0 0 1

−1
. (6.28)
Si el objetivo es orientar la curva de perfil segu´n el plano normal, la aplicacio´n
de A(vj) a los puntos de control de C
p(u) directamente no es suficiente ya que si
el baricentro de los puntos de control de Cp(u) no se encuentra en el origen de
coordenadas el resultado no es el esperado. Por lo tanto previamente a su orien-
tacio´n, los puntos de control debera´n ser trasladados de forma que el baricentro
se situ´e en el origen de coordenadas. A tal fin, resulta conveniente modificar E(v)
para que adema´s de escalar la curva de perfil proceda a trasladarla de manera
que el baricentro, Pc, de la misma coincida con el origen de coordenadas. Si el
baricentro de los puntos de control se puede expresar como
Pc =
1
m+ 1
m∑
i=0
P pi , (6.29)
entonces, teniendo presente las consideraciones que han llevado a (6.28):
E(vj) =

Sj,x 0 0 Pc,x
0 Sj,y 0 Pc,y
0 0 Sj, z Pc,z
0 0 0 1
 . (6.30)
Una vez orientados, sera´ preciso trasladar nuevamente los puntos para con-
seguir que el baricentro se situ´e en el lugar en donde se encuentra el punto de
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a
b
c
Ptj
Ct(vj)
Cp
Ct
Figura 6.17: Orientacio´n de la curva de perfil. Una curva de perfil es trasladada al origen
de coordenadas, a. A continuacio´n se procede a cambiar su orientacio´n segu´n los valores
calculados para P tj , b. Finalmente se traslada la curva para que su baricentro coincida
con Ct(vj), c.
control P tj . As´ı pues:
Pi,j = P
t
j +A(vj)
P pi −
n∑
k=0
P pk
n+ 1
 , 0 ≤ j ≤ m,0 ≤ i ≤ n.
En la figura 6.17 puede verse de forma gra´fica este proceso.
La generacio´n de superficies con este me´todo permite obtener como resultado
superficies suaves. En las ima´genes 6.18, 6.19 y 6.20 pueden verse ejemplos de
superficies generadas con este modelo.
Como puede observarse en la figura 6.20 la curvatura y la torsio´n de la curva
de trayectoria pueden ser determinantes a la hora de generar la superficie. Es
posible que si dichos valores son grandes, entonces no sea suficiente con establecer
que haya tantas curvas C˜pj como puntos de control tenga C
t. En la imagen de
la izquierda, la curva de trayectoria es suficientemente suave como para que la
superficie generada sea a su vez suave, en cambio, en la imagen de la derecha esto
no es as´ı. La curva de trayectoria tiene un segmento con un importante cambio
en la torsio´n que provoca que la superficie generada tenga un aplastamiento en
la regio´n correspondiente. Es posible compensar dicho efecto mediante el proceso
de an˜adir uno o ma´s puntos de control en las zonas de la curva de trayectoria
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Figura 6.18: Dos superficies obtenidas a partir de la misma curva de trayectoria pero con
diferentes curvas de perfil. La curva de perfil mantiene sus dimensiones desde el principio
al final.
Figura 6.19: Dos superficies obtenidas a partir de la misma curva de trayectoria pero
con diferentes curvas de perfil. La curva de perfil disminuye su taman˜o de acuerdo con
(6.3). Las superficies se han generado con un cierto grado de transparencia para que se
pueda apreciar la curva de trayectoria sobre la que se han generado.
223
Deformaciones simples basadas en restricciones
a) b)
Figura 6.20: En general si la forma de la curva de trayectoria es suficientemente suave
los resultados son siempre razonables, a). Sin embargo, si la curva de trayectoria tie-
ne cambios grandes en su curvatura o torsio´n se pueden producir efectos como el del
aplastamiento de la curva de perfil que se puede apreciar en la figura b).
que tengan una curvatura o una torsio´n excesivos. De esta forma el algoritmo
no cambia, simplemente se precisa establecer un preprocesamiento previo para
determinar si tal modificacio´n es precisa, figura 6.21.
Una vez desarrollada la te´cnica de generacio´n de superficies de barrido, falta
ahora plantear la posibilidad de extender el me´todo para poder obtener la defor-
macio´n de una superficie previamente definida en lugar de tener la libertad de
ubicar puntos de control sin ninguna restriccio´n adicional.
Deformacio´n de superficies mediante restricciones con trayectorias
Para definir las superficies segu´n el modelo basado en curvas de barrido ante-
riormente descrito, y de acuerdo con (6.23), se ha establecido que para cada punto
de control de la curva de trayectoria se debe obtener una curva de interpolacio´n
a partir de la curva de perfil. Tomando en consideracio´n que no se trata ahora de
generar una superficie completamente nueva sino que lo que se busca es modificar
una superficie ya existente, es muy posible que la superficie no disponga de sufi-
cientes puntos de control en la regio´n a deformar para poder ajustar dicha regio´n
a la forma deseada. Por lo tanto sera´ preciso asegurar la existencia de suficientes
puntos de control de cara a obtener un resultado correcto.
En la figura 6.22 se muestra un ejemplo ilustrativo: una superficie BSpline4D
a la que se desea aplicar una deformacio´n basada en una restriccio´n con rela-
tivamente pocos puntos de control, concretamente se trata de una superficie de
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a) b) c) d)
Figura 6.21: Para aquellas curvas de trayectoria cuya torsio´n o curvatura pro-
voquen efectos visualmente poco deseables, a), es posible realizar un preproce-
samiento de las mismas para an˜adir puntos de control adicionales que permitan
paliar, al menos en parte, el efecto no deseado. En la fila superior se muestran
superficies generadas con las mismas curvas de trayectoria y perfil, a medida que
se an˜aden puntos de control en la zona afectada el efecto se reduce. En la fila
inferior se muestran las correspondientes curvas de trayectoria con su pol´ıgono
de control.
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a) b)
Figura 6.22: Restriccio´n aplicada a una superficie BSpline4D. En a) se muestra la su-
perficie BSpline4D con sus puntos de control (esferas grises) y una restriccio´n definida
mediante una curva de trayectoria B-Spline, en azul, y una regio´n de influencia definida
mediante una curva de perfil B-Spline, en rojo. En b) se muestra el detalle de la zona de
influencia, en su interior no aparecen suficientes puntos de control de la superficie como
para conseguir que e´sta se ajuste a la curva de trayectoria.
grado 3 en ambas dimensiones parame´tricas y con 4 × 4 puntos de control. La
deformacio´n debe seguir la trayectoria definida por una curva BSpline4D de gra-
do 3 con 5 puntos de control. El problema surge con la zona que debe quedar
afectada por la restriccio´n, el c´ırculo de color rojo en la figura, que resulta ser tal
que no incluye suficientes puntos de control de la superficie (las esferas de color
gris) en su interior, escasamente 4 puntos de control se encuentran en la regio´n
definida por Cp, con los que no es posible obtener una forma tan elaborada como
la que sugiere la curva de trayectoria. Si el objetivo es conseguir una superficie
BSpline4D, necesariamente debera´n an˜adirse ma´s puntos de control.
Todos los intentos para determinar un modelo que permita insertar uno o ma´s
puntos de control en una superficie sin cambiar su forma han resultado infructuo-
sos toda vez que siempre se ha obtenido un sistema de ecuaciones indeterminado.
Ello parece lo´gico toda vez que, en definitiva, se trata de an˜adir puntos de con-
trol situados en literalmente cualquier lugar del espacio y pretender que dicha
operacio´n no afecte en absoluto a la forma de la superficie.
Descartado un me´todo directo para realizar la insercio´n de los puntos de con-
trol necesarios se constata que el me´todo para realizar dicha operacio´n debera´ ser
mediante un planteamiento indirecto como puede ser el de la obtencio´n de nuevos
puntos de control a trave´s del proceso de refinamiento de nodos, [PT97]. Utilizar
este me´todo para obtener nuevos puntos de control tiene el problema de que los
puntos de control obtenidos no tienen por que´ ajustarse exactamente al lugar
previsto, sino que pueden verse desplazados respecto del lugar en el cual ser´ıa
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superficie y restriccio´n primer punto segundo punto
tercer punto cuarto punto quinto punto
Figura 6.23: Sucesivos refinamientos de los puntos de control de una superficie. Los
puntos de control originales de la superficie son modificados para poder disponer de sufi-
cientes puntos de control para satisfacer la restriccio´n y segu´n sean la curva de trayectoria
y de perfil.
deseable que estuvieran.
En cuanto a la forma en que dicho proceso puede realizarse, de entrada podr´ıa
parecer razonable an˜adir a la vez todos los puntos de control que sean precisos
para representar toda la deformacio´n. Sin embargo este modo de actuar no es
aconsejable toda vez que el modelo propuesto busca la generalidad. Como no es
previsible la forma que pueda tener la curva de perfil, resulta dif´ıcil determinar
a priori que´ puntos deben ser an˜adidos y cuales no. Descartada esta opcio´n, la
estrategia adoptada se basa en un planteamiento iterativo, insertando primera-
mente los puntos de control necesarios para poder ajustar la superficie segu´n el
primer punto de control de la curva de trayectoria, una vez insertados los puntos
necesarios se procede a determinar que´ puntos son precisos para el segundo punto
de control para poder insertar aque´llos para los que no se disponga de puntos en
la superficie. Se procedera´ de esta forma para todos y cada uno de los puntos de
control de la curva de trayectoria. En la figura 6.23 se puede apreciar el resultado.
El refinamiento sucesivo de los puntos de control provoca una serie de efectos
no esperados y que deben ser tenidos en consideracio´n:
Los puntos de control se obtienen como consecuencia del refinamiento del
vector de nodos correspondiente a uno de los dos para´metros de la super-
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ficie. Al an˜adirse un nodo es preciso an˜adir tambie´n un punto de control
para mantener el grado4. Al tratarse de una superficie el punto de control
no puede ser u´nico debido a que la forma del poliedro de control de la su-
perficie BSpline4D, al igual que el resto de superficies B-Spline, requiere un
nu´mero igual de elementos en cada fila y en cada columna. Por lo tanto
debera´ an˜adirse una fila o una columna completas de puntos de control.
El proceso de refinamiento de nodos, adema´s de crear un punto de control,
afecta a la ubicacio´n de un cierta cantidad de puntos control ya existentes,
en nu´mero igual al grado del para´metro de la superficie para el cual se crea
el nodo. Inevitablemente esto provoca un desplazamiento de los puntos de
control que debera´ ser tenido en cuenta si es preciso identificar lo puntos
segu´n sea su ubicacio´n esperada.
El me´todo iterativo descrito hace que la cantidad de puntos de control
implicados en la deformacio´n aumente de forma considerable. Para cada
paso de la iteracio´n se an˜aden los puntos de control previstos para deformar
la superficie de acuerdo con un determinado punto de control de la curva de
trayectoria, y adema´s pueden aumentar los puntos destinados a deformar la
superficie segu´n los puntos de control de la curva de trayectoria previamente
calculados. Esto es as´ı tambie´n como consecuencia de tener que an˜adir toda
una fila o columna de puntos de control.
Por lo tanto el nu´mero de puntos de la superficie puede ser superior al
previsto. Esto hace que la correspondencia entre los puntos de control de
la superficie y los puntos de control de la curva de perfil, objetivo de todo
este proceso, deje de existir. Este hecho requerira´ que, a la hora de defor-
mar convenientemente los puntos, sea preciso realizar un refinamiento de
los puntos de control de la curva de perfil para que nuevamente sea posible
realizar la correspondencia entre e´stos y los de la superficie. En la figura
6.23 se muestran las curvas de perfil asociadas a cada paso, escaladas conve-
nientemente y orientadas segu´n el plano normal de la curva de trayectoria
en el punto de la misma de mı´nima distancia respecto del correspondiente
punto de control. La curva de perfil original es una curva NURBS de grado
2 con 9 puntos de control (el primero y el u´ltimo se solapan), sin embar-
go puede verse claramente que a medida que se calculan nuevas curvas, el
nu´mero de puntos de control para las anteriores debe aumentar. El nu´mero
de puntos de cada una se corresponde con el nu´mero de puntos de control
de la superficie asociados a esa curva en concreto.
La forma en que se realice el refinamiento de Cp puede provocar que la
superficie obtenida tenga unas caracter´ısticas o unas otras. Por ejemplo,
si a la hora de insertar los nuevos nodos se opta por repartirlos por todo
4Gracias a este efecto colateral es por lo que esta te´cnica resulta u´til en este caso.
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el rango de valores sin tener en consideracio´n la situacio´n de los nodos
ya existentes, entonces es posible que se obtenga un vector de nodos con
algunos de ellos solapados. Como es sabido, dada una curva NURBS de
grado q, dicha curva es continua Cq en los nodos de multiplicidad 1 y Cq−k
en los nodos de multiplicidad k, la curva es infinitamente diferenciable en
todo punto del espacio parame´trico que no coincida con un nodo. Por lo
tanto si el refinamiento de nodos provoca el solapamiento de uno o ma´s de
ellos, en dichos nodos la continuidad de la superficie obtenida disminuira´,
con lo que el resultado de la deformacio´n obtenida puede mostrar efectos
inesperados.
El u´ltimo punto de control de la curva de trayectoria requiere un tratamiento
diferente debido a que en principio se corresponde con el lugar en donde debe ir
a parar el punto de la superficie original asociado a la restriccio´n.
Considerando que en una superficie NURBS los puntos de control se encuen-
tran en cualquier lugar del poliedro de control y considerando tambie´n la propie-
dad de envolvente convexa que tienen los poliedros de control ([PT97]), no es de
esperar que, de forma natural, la superficie pase por un punto de control; a no
ser que se trate de uno situado en los extremos del poliedro de control. Por lo
tanto el lugar a donde debe ir a parar el u´ltimo punto de control a deformar, en
principio, no tiene por que´ ser el lugar en do´nde se encuentra el u´ltimo punto de
control de la curva de trayectoria.
Para conseguir ajustar la superficie, no parece adecuado un planteamiento
parecido al propuesto para el caso de restricciones lineales aplicando (6.17) para
determinar el desplazamiento de los puntos de control, toda vez que no es po-
sible desplazar los puntos de control ya fijados sin que la superficie cambie de
forma. Existen dos posibilidades para modificar solamente un punto de control y
conseguir cambiar la forma de la superficie:
1. Modificar la ubicacio´n del punto de control aleja´ndolo siguiendo el sentido
definido por la tangente de la curva de trayectoria en el u´ltimo punto de la
misma hasta que la superficie alcance el punto deseado. Con esta solucio´n
no se consigue un resultado adecuado, toda vez que los puntos de control
ya calculados ejercen una influencia que no consigue eliminarse.
2. Modificar el peso del punto de control para hacer que su influencia sea
mucho mayor que la del resto de puntos de control. Esta solucio´n permite
conseguir que la superficie pase por el lugar deseado, pero si la distancia
entre el u´ltimo punto de control y los anteriores es suficientemente grande
entonces el u´ltimo tramo de la deformacio´n puede divergir de la forma de la
curva de trayectoria. Esto se podr´ıa paliar refinando Ct de manera que se
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a) b)
Figura 6.24: El extremo de una deformacio´n puede mejorarse si se procede a an˜adir un
punto de control pro´ximo al extremo final de la curva de trayectoria. En a) se puede ob-
servar una deformacio´n sin modificar la curva de trayectoria, en b) la misma deformacio´n,
pero an˜adiendo un punto de control adicional en el extremo de la curva de trayectoria.
Puede observarse que la forma de b) es mucho mas suave.
an˜adiera un punto de control en un lugar pro´ximo al u´ltimo. Emp´ıricamente,
se ha estimado que, para obtener un buen resultado, el peso del u´ltimo punto
de control, wij , debe ser al menos igual a la suma de los pesos de los puntos
de control que afectan al punto de aplicacio´n de la restriccio´n, S(u, v):
(u, v) ∈ [Uk−p, Uk)× [Vl−q, Vl)
wij ≥
k∑
k1=k−p
l∑
l1=l−q
wk1l1
Aunque la segunda opcio´n se ha mostrado como la ma´s adecuada, no deja
de ser una aproximacio´n que puede dar un resultado ma´s o menos satisfactorio
en funcio´n de las caracter´ısticas de la curva de trayectoria. Si la distancia pa-
rame´trica entre los dos u´ltimos puntos de control de la curva de trayectoria es
suficientemente grande, la forma resultante es muy lineal en el extremo, si la
distancia entre los dos u´ltimos puntos es pequen˜a este efecto se minimiza. Por
ello una buena forma de suavizar el resultado final es an˜adir un punto de control
adicional a la curva de trayectoria muy cerca de su extremo final. Para an˜adir un
punto de control, ya se ha indicado que el me´todo utilizado es el de refinamiento
de nodos. En este caso se ha optado por an˜adir un nuevo nodo en una posicio´n
distante en el espacio parame´trico un 1 % del extremo final de la curva de trayec-
toria. En la figura 6.24 se puede apreciar la diferencia en una deformacio´n con y
sin la adicio´n de un punto de control al final.
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Orientacio´n de los puntos de la superficie
La cuestio´n de como ubicar los puntos de control de la superficie se resuelve
determinando para cada punto de control de Ct, P ti , cual es su imagen parame´tri-
ca, um, que es el punto para el que C
t(um) es el valor de C
t ma´s pro´ximo a P ti
que se encuentra dentro del entorno local del punto de control. As´ı si la curva de
trayectoria es de grado p se cumple:
∀ u ∈ [U ti . . . U ti+p+1) pti − Ct(um) < pti − Ct(u), um ∈ [U ti . . . U ti+p+1),
siendo U t el vector de nodos correspondiente a la curva de trayectoria Ct.
Una vez conocido Ct(um) es preciso conocer cuales son los vectores tangente,
T t, normal, N t, y binormal, Bt, a dicho punto:
T t =
Ct
′
(um)
||Ct′(um)||
,
Bt =
Ct
′
(um)× Ct′′(um)
||Ct′(um)× Ct′′(um)||
,
N t =Bt × T t,
(6.31)
siendo Ct
′
(um) y C
t′′(um) la primera y segunda derivadas de Ct(u) evaluadas en
el punto um. El plano normal es el definido por B
t y N t y es ortogonal a T t. Los
vectores T t, N t y Bt forman una base ortonormal.
Para realizar un cambio de base y pasar del sistema de referencia a otro se
pueden utilizar las expresiones (6.27) o (6.28). Adema´s, si se desea orientar un
conjunto de puntos segu´n el plano definido por dos vectores, v y w, de forma que
n sea el vector normal de la superficie sera´ preciso multiplicar cada punto de los
puntos por una matriz de orientacio´n en R3:
mo(n, v, w) =
nx vx wxny vy wy
nz vz wz
−1, (6.32)
o para el caso de R4
mo(n, v, w) =

nx vx wx 0
ny vy wy 0
nz vz wz 0
0 0 0 1

−1
, (6.33)
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que tienen la misma forma que (6.27) y (6.28). Por lo tanto a la hora de crear la
matriz de cambio de base, escogiendo el orden en que se colocara´n los valores de
los vectores tangente, normal y binormal se puede conseguir el resultado deseado.
Para situar la curva de perfil, Cp sobre una superficie, S, centrada en un punto
p = S(u, v) sera´ preciso determinar el plano rectificante y el vector normal a la
superficie en dicho punto:
Ts =
Su(u, v)
||Su(u, v)||
Bs =
Sv(u, v)
||Sv(u, v)||
Ns =Bs × Ts
(6.34)
siendo Su(u, v) y Sv(u, v) las derivadas parciales de S respecto de los para´metros
u y v respectivamente evaluadas en el punto p. Los vectores Ts y Bs determinan
el plano rectificante y Ns el vector normal. El baricentro de los puntos de control
se trasladara´ a p y cada uno de los puntos de control se trasladara´ y rotara´ en
consecuencia.
As´ı pues, la curva de perfil C˜p, orientada y trasladada al punto p, sera´ obtenida
modificando los puntos de control de Cp:
P˜i = mo(Ns, Bs, Ts)(Pi − pc) + p, (6.35)
siendo
pc =
1
n+ 1
n∑
i=0
Pi
el baricentro de los puntos de control.
El problema de las rectas
Uno de los casos particulares que se pueden dar con relativa facilidad es el de
que la curva de trayectoria sea realmente una recta, bien sea en toda su extensio´n
o bien sea solo en una parte de la misma, en cuyo caso tres o ma´s puntos de control
consecutivos son colineales. El problema surge a la hora de determinar cual es el
plano normal en esos puntos de control, ya que el producto vectorial de la primera
y segunda derivadas es nulo y por lo tanto no es posible determinar cuales son
los vectores normal y binormal a partir de las ecuaciones (6.34) directamente. En
la figura 6.25 se ilustra el problema as´ı como la solucio´n planteada.
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a) b)
c) d)
Figura 6.25: El problema de las tangentes. Cuando una curva tiene tres o mas puntos
de control consecutivos y colineales, a), aparece un problema a la hora de calcular los
vectores normal y binormal si se aplican directamente las expresiones (6.34), b). Una
solucio´n es determinar arbitrariamente un vector perpendicular al vector tangente, pero
existe la dificultad an˜adida de la discrepancia de la orientacio´n que surge respecto de
otros segmentos de la curva, c). La solucio´n escogida busca cual es el primer segmento
con una curvatura adecuada para determinar cual es la direccio´n que debera´n tomar los
vectores normal y binormal, d).
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Una primera solucio´n, consiste en establecer que el vector binormal sea un
vector cualquiera perpendicular al vector tangente. El problema radica en que los
vectores normal y binormal obtenidos no tienen por que´ tener una orientacio´n
compatible con la del resto de vectores obtenidos para la parte de la curva en
donde se puedan calcular de forma directa ambos vectores, ve´ase la figura 6.25.c.
Una aproximacio´n mucho mejor es la de buscar en la curva el primer punto de
control no colineal y a partir de e´l determinar el primer punto de la curva en
el que influye este punto de control, conocido dicho punto se procede a calcular
el vector binormal correspondiente y con e´l se aproxima el vector binormal para
los puntos problema´ticos. Conocido el vector binormal se procede a determinar
el vector normal como ya se ha indicado en (6.34), el resultado obtenido puede
apreciarse en la figura 6.25.d.
6.3.5. Resultados
La aplicacio´n de este modelo es factible para cualquier superficie y cuales-
quiera curvas de trayectoria y de perfil. En la figura 6.27 se muestran algunos
resultados obtenidos utilizando diferentes curvas de trayectoria y de perfil.
Una vez descritos todos los aspectos que han sido tenidos en consideracio´n ca-
be solamente pasar a analizar los resultados obtenidos. En la figura 6.26 se mues-
tran dos ima´genes: una superficie deformada y los puntos de control resultantes.
Se puede observar claramente que la cantidad de puntos de control generados es
considerable, la cantidad de puntos dependera´ del nu´mero de puntos de control
que tengan las curvas de trayectoria y de perfil.
La forma concreta que resulta de la aplicacio´n del modelo depende en buena
medida del me´todo descrito para realizar la deformacio´n. Quedan aspectos no
contemplados que pueden dejarse perfectamente a la discrecio´n del usuario que
pueda utilizar el modelo. Entre ellos, el grado de ajuste de la zona deformada
con la zona de influencia, como puede observarse en las ima´genes mostradas, la
influencia de los puntos de control que afecta a la zona a deformar tienen tambie´n
cierta influencia en la zona que queda fuera de dicha zona. Para evitar este efecto
se puede ofrecer al usuario la opcio´n de modificar la cardinalidad de los puntos
limı´trofes de manera que la influencia externa de los puntos de control quede
truncada.
Segu´n sea la curva de trayectoria es posible que la deformacio´n de la superficie
se introduzca en la propia superficie. Ello es debido a que la curvatura y la torsio´n
de la curva de trayectoria as´ı como su posicio´n respecto de la superficie a deformar
hagan que la forma en que se deforma la superficie se introduzca en s´ı misma,
para evitar el efecto se puede optar por no orientar la primera de las curvas de
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Figura 6.26: El poliedro de control de una superficie deformada puede tener un
nu´mero considerable de puntos de control, segu´n sean las curvas de superficie y
de control.
interpolacio´n, C˜p0 . Si la primera de la curvas de interpolacio´n se situ´a en su lugar,
pero se orienta segu´n el plano rectificante de la superficie en lugar de hacerlo con
el plano normal de la curva de trayectoria, se consigue que los puntos control
correspondientes queden sobre la superficie.
En definitiva es posible utilizar el modelo aplica´ndole a conveniencia los ma-
tices que se puedan juzgar necesarios para ajustar de forma precisa la manera en
que se producira´ la deformacio´n.
6.4. Conclusiones
En este cap´ıtulo se ha procedido al estudio de la adecuacio´n del modelo de
representacio´n BSpline4D para la deformacio´n de objetos basada en restriccio-
nes. Para ello se ha realizado un estudio detallado del modelo original y se ha
adaptado el mismo para su aplicacio´n al modelo BSpline4D. Adema´s se ha ex-
tendido el modelo de deformaciones para que sea posible plantear la deformacio´n
de superficies basada en restricciones no lineales.
Como todo modelo geome´trico la aplicacio´n del mismo resulta sencilla a la
par que computacionalmente muy eficiente. El modelo es esta´tico, aunque es po-
sible plantear una animacio´n en base a realizar interpolaciones de la deformacio´n
en diferentes estadios. El problema del ajuste de las curvas para obtener mejores
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Figura 6.27: El modelo planteado no impone ninguna restriccio´n en la forma que
puedan tener las curvas utilizadas.
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a) b)
Figura 6.28: Segu´n sea la curva de trayectoria es posible que la deformacio´n de
la superficie se introduzca en la propia superficie. En a) no se establece ningu´n
control, en b) la primera curva de interpolacio´n no se ha orientado segu´n la
curva de trayectoria sino que se orienta segu´n el plano rectificante de la propia
superficie.
resultados, o, en todo caso, los resultados que el usuario desee, es considerable-
mente menos complejo que el que pueden presentar otros modelos que pertenecen
a la misma categor´ıa de deformaciones libres de forma.
Se puede concluir por tanto que la utilizacio´n de BSpline4D conjuntamen-
te con el modelo de deformaciones basadas en restricciones no lineales es una
alternativa viable para la representacio´n de objetos deformables.
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Cap´ıtulo 7
Conclusiones
Acabada la tarea de proponer ideas, conjeturar hipo´tesis, desarrollar concep-
tos, realizar demostraciones y analizar resultados, llega el momento de realizar
un repaso al trabajo realizado.
Una vez establecido el modelo f´ısico que permite realizar la animacio´n y si-
mulacio´n de objetos deformables mediante la ecuacio´n (2.17), se ha desarrollado
un estudio de los me´todos de integracio´n aplicables. De resultas de este estudio
se ha desarrollado una metodolog´ıa de validacio´n aplicable de forma general a to-
do modelo de deformacio´n que, usando la ecuacio´n (2.17) en combinacio´n con un
funcional de energ´ıa, que describa la forma en que se puede deformar la superficie,
pueda ser descrito mediante una ecuacio´n de la forma (2.22).
Tras el estudio de los me´todos de integracio´n y conocida su adecuacio´n se ha
procedido a examinar las diferentes formas de representacio´n de objetos defor-
mables. Del estudio se ha concluido que los me´todos basados en formas parame-
trizadas son los que ofrecen mejores cualidades de cara a poder desarrollar un
modelo de representacio´n de superficies deformables.
De las diferentes representaciones parametrizadas, las formas NURBS son las
ma´s versa´tiles. Sin embargo, el hecho de que sean formas racionales an˜ade una
componente de complejidad a la hora de realizar los ca´lculos que ser´ıa deseable
poder evitar.
Por este motivo se ha propuesto el uso de un modelo alternativo interpretando
las formas NURBS mediante una representacio´n B–Spline en 4 dimensiones. El
modelo, al que se ha denominado BSpline4D, ha demostrado tener las mismas
capacidades de representacio´n que un modelo basado en NURBS. Adema´s, la
adecuacio´n de la ecuacio´n (2.17) al nuevo modelo ha resultado tener unas propie-
dades nume´ricas mucho mejores. Para poder realizar la simulacio´n dina´mica se ha
desarrollado la ecuacio´n (2.17) para poder ser aplicada con los puntos de control
de las superficies BSpline4D considerados como coordenadas generalizadas. La
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estabilidad nume´rica de la ecuacio´n obtenida, (5.30), ha resultado ser excelente.
Adema´s, la eficiencia computacional del modelo presentado es mejor que la de
los otros modelos estudiados.
Del estudio realizado en el cap´ıtulo 3 y en el cap´ıtulo 5 se infiere que, para
resolver la ecuacio´n del movimiento y deformacio´n de una superficie parametri-
zada, en combinacio´n con un funcional de energ´ıa que mida la deformacio´n de la
superficie, de entre los me´todos nume´ricos estudiados los mejores son el me´todo
de diferencias centradas impl´ıcito y el me´todo de Newmark β.
Evidentemente, el a´mbito de aplicacio´n del modelo BSpline4D no se limita a
la representacio´n de superficies deformables mediante la aplicacio´n de la ecuacio´n
(5.30). El modelo es perfectamente aplicable a cualquier a´mbito. En particular
se ha realizado una adaptacio´n del modelo de deformaciones simples basadas en
restricciones geome´tricas, Scodef, para que dicho modelo sea aplicable sobre una
representacio´n BSpline4D, a dicho modelo se le ha denominado N-Scodef. Tam-
bie´n se ha realizado una extensio´n del modelo para poder realizar deformaciones
basadas en restricciones que siguen una trayectoria arbitraria, lo que constitu-
ye una aportacio´n completamente original. Se han resuelto diversos problemas
relacionados con la interpretacio´n BSpline4D y, en particular, se han propuesto
soluciones en el caso en que la deformacio´n de la superficie siga una trayectoria
descrita mediante una curva B-Spline. Se ha probado la conveniencia de alguna
de ellas y para otras se ha dejado como una posibilidad de trabajo futuro. El
objetivo era que la superficie se adaptase lo mejor posible a la forma de la curva,
y se ha alcanzado de forma muy satisfactoria.
En definitiva, se ha descrito un modelo de representacio´n que puede ser consi-
derado como una mejora frente a los otros modelos que actualmente esta´n siendo
utilizados.
El presente trabajo es original; es decir, no ha sido publicado en ningu´n a´mbito
con anterioridad. Sin embargo, se han publicado algunos resultados preliminares.
Por supuesto dichos trabajos han sido sometidos a la evaluacio´n y cr´ıtica de los
diferentes revisores, y el hecho de que hayan sido publicados es un primer indicio
de la calidad del trabajo realizado.
Las publicaciones son las siguientes:
[PMG00]: Este trabajo describe una primera aproximacio´n al estudio de los
me´todos de integracio´n; en e´l ya se perfilan algunos de los resultados a los
que se ha llegado en el cap´ıtulo 3.
[GMM+01]: Este art´ıculo contiene parte de los primeros desarrollos reali-
zados.
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[CGMP08]: Se muestran aqu´ı las primeras aproximaciones a las deforma-
ciones N–Scodef.
[PMGH13]: Es un cap´ıtulo de un libro, es ba´sicamente el estudio de los
diferentes modelos de representacio´n detallados en el cap´ıtulo 4.
El objetivo principal de toda investigacio´n cient´ıfica es la de profundizar en
el conocimiento dentro del a´mbito en el que se realiza. Pero tal esfuerzo puede
resultar inu´til si no se puede sacar provecho de e´l. Si nadie aprovecha la inves-
tigacio´n realizada para sustentar su propia actividad investigadora, entonces las
aportaciones que se hayan podido realizar no habra´n servido para nada.
En este sentido debe sen˜alarse que las publicaciones antes mencionadas han
sido citadas por terceras personas como justificacio´n y fundamento de sus propios
trabajos. Cabe destacar que se citara´n a continuacio´n exclusivamente aquellos
trabajos en los que no existe ningu´n tipo de relacio´n personal con los autores.
Por lo tanto se puede inferir que sus citas se basan exclusivamente en el provecho
que han podido obtener en base al contenido de las publicaciones.
Publicaciones que citan a [PMG00]
• [Zar03]: Es una tesis doctoral que trata acerca de la aplicacio´n de algo-
ritmos paralelos para el ca´lculo y representacio´n de telas basa´ndose en
modelos f´ısicos, utilizando modelos basados en sistemas de part´ıculas
y masa–resorte. Utilizan [PMG00] como referencia a la posibilidad de
utilizar otros medios de representacio´n, en este caso continuos.
• [Dob05]: Otra tesis doctoral, esta busca la representacio´n de tejidos
blandos y su animacio´n realista para representar cuerpos humanos
en movimiento. Plantean un modelo basado en diferencias finitas y
utilizan [PMG00] para justificar la eleccio´n de los operadores en di-
ferencias. Utilizan nuevamente al art´ıculo para confirmar el hecho del
mal condicionamiento del modelo.
• [DF06]: Publicacio´n derivada del trabajo anterior, utilizan los mismos
argumentos
• [HGB11]: Este trabajo propone un modelo para la representacio´n de
telas, utilizando como funcional una expresio´n equivalente a (3.17).
Utilizan [PMG00] citando las conclusiones principales a las que se llega
en el art´ıculo.
Publicaciones que citan a [CGMP08]
• [CSJ10]: En este trabajo los autores proponen un modelo de represen-
tacio´n basado en metaballs con restricciones ha´pticas. En este trabajo
se cita a [CGMP08] como referencia a la extensio´n del modelo Scodef
a superficies NURBS.
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El haber podido aportar algo de conocimiento al trabajo de investigacio´n de
otros, incluso de algunas tesis doctorales, es un motivo ma´s para poder determinar
la calidad del trabajo realizado.
Pero no se trata solamente de determinar que´ es lo que se ha hecho, ni siquiera
si esta´ bien hecho, tampoco quie´n lo esta´ utilizando. Tambie´n es importante poder
determinar que´ l´ıneas de trabajo se pueden seguir a partir de lo que hasta el
momento se ha conseguido.
El modelo BSpline4D desarrollado puede ser extendido y ampliado en mu´lti-
ples facetas, a continuacio´n se mencionan aque´llas que se han planteado hasta el
momento.
Desarrollar el modelo de simulacio´n de deformaciones para poder ser uti-
lizado en entornos de computacio´n de alto rendimiento. Mediante la uti-
lizacio´n de las cada vez mayores facilidades para la supercomputacio´n, es
posible poder abordar el problema de la simulacio´n de formas de gran com-
plejidad. Aunque el rendimiento del modelo BSpline4D es muy bueno, su
eficiencia asinto´tica sigue marcada por el nu´mero de coordenadas generali-
zadas que deben ser utilizadas para representar las superficies. Por ello, si
la complejidad en la forma de dichas superficies exige un elevado nu´mero
de puntos de control, necesariamente el tiempo de ca´lculo para realizar la
simulacio´n sera´ proporcionalmente elevado. Replantear el algoritmo para
poder utilizar algu´n tipo de multiprocesamiento, utilizando procesadores
con mu´ltiples nu´cleos, basa´ndose en GPU o utilizando las nuevas tenden-
cias en computacio´n, cloud computing, cluster computing ; sera´ la forma de
poder minimizar el coste en tiempo. Existen varios trabajos en esta l´ınea,
[Mac97, Zar03, YY09, SIGGMT11] y muchos otros, que habra´ que evaluar.
De cara a reducir el nu´mero puntos de control para el desarrollo de Scodef
basado en BSpline4D ser´ıa interesante intentar adaptar el modelo a otros
conceptos, como por ejemplo T–Splines, [SZBN03, NTNXBR11], de manera
que el nu´mero de puntos de control que forman el poliedro de control de la
superficie resultante no sean tan elevado.
Los modelos de representacio´n de la energ´ıa de la deformacio´n, bien sea el
basado en la Geometr´ıa Diferencial, (3.17), o el modelo thin plate under
tension, (5.14), no son las u´nicas opciones posibles. Una l´ınea de trabajo
en la que, de hecho, ya se esta´ trabajando es la de la aplicacio´n de otros
funcionales de energ´ıa al modelo BSpline4D para poder simular otros com-
portamientos [Cia80, Gre94].
El desarrollo formal del modelo BSpline4D puede ser dado a conocer me-
diante la publicacio´n de trabajos de investigacio´n, pero adema´s ser´ıa muy
interesante buscar una forma alternativa de difusio´n del modelo que per-
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mitiera poner al alcance de ma´s gente los resultados obtenidos. A tal fin,
ser´ıa de gran intere´s poder desarrollar mo´dulos que implementen el modelo
y que puedan ser integrados en herramientas de modelizacio´n ya existentes.
En resumen, el modelo BSpline4D es una solucio´n muy interesante y cabe
esperar grandes resultados de su aplicacio´n. Es hora de seguir desarrollando el
concepto.
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