We propose a least-squares reverse time migration (LSRTM) method that uses an energy-based imaging condition to obtain faster convergence rates when compared with similar methods based on conventional imaging conditions. To achieve our goal, we also define a linearized modeling operator that is the proper adjoint of the energy migration operator. The proposed modeling and migration operators use spatial and temporal derivatives that attenuate acquisition artifacts and deliver a better representation of the reflectivity and of the scattered wavefields. We apply the method to two Gulf of Mexico field datasets: a 2D towed-streamer benchmark dataset and a 3D oceanbottom node dataset. We show the LSRTM resolution improvement relative to RTM images, as well as the superior convergence rate obtained by the linearized modeling and migration operators based on the energy norm, coupled with inversion preconditioning using image-domain non-stationary matching filters.
INTRODUCTION
Wavefield migration delivers an image of the subsurface structures using wavefield extrapolation methods (Sun et al., 2003; Biondi, 2012) . For complex geological settings, the twoway wave equation is generally used for extrapolation and the migration procedure is known as reverse time migration (RTM) (Baysal et al., 1983; McMechan, 1983; Lailly, 1983; Levin, 1984; Zhang and Sun, 2009 ). In practice, however, data recording are always incomplete and possibly aliased and irregular, causing wavefield migration to degrade image quality and resolution especially for greater depths (Zhang et al., 2015) . Such degradation occurs because migration represents the adjoint operator of single-scattering modeling, and therefore it is not a good approximation of the inverse operator that correctly reverses propagation of seismic data (Claerbout, 1992) .
Considering these imaging quality issues, least-squares migration (LSM) is proposed to deliver images with more accurate amplitudes, illumination compensation, and reduced footprint of the acquisition geometry (Chavent and Plessix, 1999; Nemeth et al., 1999; Kuhl and Sacchi, 2003; Aoki and Schuster, 2009 ). If the RTM engine is used for migration, the method is called least-squares reverse time migration (LSRTM) (Dai et al., 2010; Yao and Jakubowicz, 2012; Dai and Schuster, 2012; Dong et al., 2012) . Least-squares mi-gration involves a forward operator (single-scattering modeling), an adjoint operator (migration), and an objective function which work together to achieve an image that best explains in a least-square sense the reflection data acquired at receivers. The objective function has the role of comparing observed data with modeled data using the image as reflectivity. In order to achieve the least-squares solution, we employ effiecient gradient methods that decrease the objective function iteratively (Hestenes and Stiefel, 1952; Scales, 1987) .
Because of the high computational cost of LSRTM, which is at least an order of magnitude higher than RTM, techniques that expedite LSRTM convergence towards the true reflectivity model lead to reduction in computational cost while also achieving a satisfying solution in fewer iterations. For instance, a common procedure to obtain faster rates of convergence is to use an approximate of the Hessian operator (Aoki and Schuster, 2009; Tang, 2009; Dai et al., 2010; Kazemi and Sacchi, 2015; Huang et al., 2016; Hou and Symes, 2016) . Here, we demonstrate that modeling and migration operators based on an imaging condition that delivers more accurate amplitudes and attenuates artifacts, such as the one derived from the energy norm (Douma et al., 2010; Whitmore and Crawley, 2012; Brandsberg-Dahl et al., 2013; Pestana et al., 2013; Rocha et al., 2016) also expedites convergence. This migration operator attenuates low-wavenumber artifacts, delivering a better representation of subsurface reflectivity. The corre-sponding modeling operator uses spatial and temporal derivatives based on the wave equation itself to generate scattered wavefields from the energy image. We also incorporate preconditioning with an approximation of the Hessian operator in our inversion, which expedites LSRTM convergence even more. This approximation of the Hessian is achieved by a non-stationary multidimensional filter that corrects the blurring effect in the image caused by the wavefield modeling and migration operators (Guitton, 2004; Aoki and Schuster, 2009; Fletcher et al., 2016) .
THEORY
We can define acoustic wavefield migration as an operator such that
where L T is the migration operator based on some imaging condition, dr is single-scattered data recorded at receiver locations, and m is an image (representing reflectivity). The operator L T involves back-propagation of dr through an Earth model, thus generating a receiver wavefield Ur, and the application of an imaging condition comparing with a Ur with the source wavefield Us. One generally considers the migration operator as the adjoint operator of single-scattering modeling (or commonly known as linearized modeling). Therefore, L is the linearized modeling operator such that
which generates single-scattering data dr at receiver locations using an image containing reflectors that act as sources under the action of the source wavefield Us. Therefore, we define m as reflectivity that depends on a certain imaging condition and is not necessarily defined in terms of contrasts in the Earth model. The same principle applies to the linearized modeling operator L, which we define as an adjoint operator to a certain imaging condition, and this operator is not directly related to the physics of single scattering.
Conventional imaging condition and linearized modeling
The conventional imaging condition is defined as the zero-lag cross-correlation between source and receiver wavefields Us and Ur:
Since we know both wavefields are generated by extrapolation using an Earth model and truncated data at receivers, we can rewrite equation 3 as
where E+ and E− are forward and backward extrapolator operators, and Ks and Kr are source and receiver injection operators (see Appendix A), respectively. Note two important relations between the extrapolator operators: E+ = E T − and E− = E T + . Then, one can write equation 4 similarly to equation 1:
where
We can obtain the operator L (adjoint of L T ) if we apply the adjoint for each individual operator and reverse the order of operators. Therefore, conventional linearized modeling is defined as
In other words, single-scattered data dr are obtained by extraction at the receiver locations (K T r ), and wavefield extrapolation (E+) with Usm as the source term.
Energy imaging condition and linearized modeling
The energy imaging condition for acoustic isotropic wavefields Us and Ur is defined as (Rocha et al., 2016) 
Using the operators in equation 4, equation 9 becomes
Since equation 10 is a function of dr, we can write the corresponding migration operation as
Therefore, the linearized modeling operation based on the energy norm is defined as
In other words, single-scattered data dr are obtained by extraction at the receiver locations (K T r ), and wavefield extrapolation (E+) with T Usm as the source term, which for a point in space and time can be written explicitly as
The same procedure to find a proper adjoint operator is applicable to other imaging conditions. For instance, applying a Laplacian operator on a conventional image is theoretically equivalent to the application of the energy imaging condition (Douma et al., 2010) . Knowing that the Laplacian operator is self-adjoint, the imaging condition with Laplacian filtering can be written as
The corresponding linearized modeling is written as
The source term for this case is Us∇ 2 m and can be written explicitly for each point in space and time as
2.3 Least-squares migration and preconditioning with an approximation of the Hessian A pair of linearized modeling and migration operators enables us to compute an image that minimizes the L2 norm of the difference between observed and modeled data:
and such image is mathematically described by
To find m LS , one generally employs iterative procedures that exploit the direction of the gradient of the objective function in equation 20 at a given iteration i:
and the model update at each iteration in steepest descent and conjugate gradient methods is a scaled version of the gradient
In equation 21, the term L T L is known as the Hessian operator of E (m). If the inverse of the Hessian is applied to the RTM image L T dr, the least-squares solution is achieved. However, in practice, the Hessian operator cannot be explicitly computed for least-squares migration problems. As suggested by Guitton (2004) , we can obtain an approximation of the Hessian operator if we compute an image
where m0 = L T dr is the standard RTM image. The operator B that minimizes
is a good approximation of the inverse of the Hessian L T L −1 according to equation 24. We can define the operator B as a multidimensional convolutional operator in along all spatial axes.
Once we obtain the approximation of the inverse of the Hessian, we can expedite convergence in least-squares inver-sion by preconditioning the gradient with the operator B before updating the model at each iteration. Incorporating the preconditioning, equation 23 becomes
EXAMPLES
In order to show how LSRTM with proper imaging operators can get faster convergence rates relative to conventional methods, we perform a LSRTM experiment using a 2D Gulf of Mexico (GOM) dataset, used by many authors in the past as a benchmark dataset (Dragoset, 1999; Guitton and Cambois, 1999; Hadidi et al., 1999; Lamont et al., 1999; Lokshtanov, 1999; Verschuur and Prein, 1999) , and described by Guitton et al. (2012) . Standard pre-processing is applied to the dataset prior to LSRTM, such as surface-related multiple suppression. We use 71 of the original 1001 shot records, with the first source location at x = 4000m and the last at x = 22670m, resulting in a source spacing of approximately 267m. The shot decimation decreases the computational cost of the entire experiment but also introduces truncation artifacts, which are useful to test the effectiveness of the proposed LSRTM in attenuating acquisition artifacts. A standard RTM migration (Figure 1(a) ) exhibits low-wavenumber artifacts and poor illumination in the subsalt area. We test two alternative LSRTM's, one using modeling and migration with the Laplacian operator (equations 16 and 18), and the other based on the energy norm (equations 12 and 14). For this experiment, the final images from the Laplacian and energy LSRTM's are similar in quality and resolution, and we show the final energy LSRTM image in Figure 1(b) . Also, the objective functions (Figure 1(c) ) of both alternative LSRTM's decrease faster than the one from conventional LSRTM, with the one based on the energy norm decreasing slightly faster when compared to its Laplacian counterpart. Although the two alternative LSRTM's are theoretically equivalent, the discretization in wavefield extrapolation imposes more loss of accuracy of the numerical derivatives in image domain compared to wavefield domain. As suggested, the energy migration and modeling operators applied either on wavefield domain (equation 15) or on image domain in the form of a Laplacian operator provide faster convergence rates towards the final reflectivity model. We apply our method to a 3D ocean-bottom node (OBN) dataset from the Gulf of Mexico. We process the dataset to obtain only the down-going pressure component and perform mirror imaging (Godfrey et al., 1998; Ronen et al., 2005) of shallow geological structures. We use 37 node gathers with sources densely distributed at the water surface (Figure 2(a) ), and the velocity model used in shown in Figure 2(b) . Based on the fact that conventional LSRTM has a worse performance in the preceding example, we perform three LSRTM experiments: Laplacian based LSRTM, energy-norm based LSRTM with and without preconditioning. The energy LSRTM has a slightly smaller objective function value over iterations compared to its Laplacian counterpart, similarly to the preceding example. We compute the matching filter for the precon- ditioning using the energy RTM image m0 = L T dr and m1 = L T Lm0, where the modeling (L) and migration (L T ) operators are based on the energy norm. We use the preconditioning at the two first iterations and switch it off at the second iteration, since the matching filter is based on the image at the first iteration (energy RTM image), and is not effective for images at later iterations. However, we obtain a significant speed-up in the convergence rate over all iterations just by applying the preconditioning at the first iterations. The image in Figure 3 compares the RTM and LSRTM images side-by-side, and shows the increase in illumination and frequency content (especially towards low frequencies) in the LSRTM image. Figure 4 compares observed and predicted data at the last iteration, and the difference (residual) between the two for a gather of traces sorted by increasing offset at a particular node location (x = 214.5km, y = 44.9km). Note that the main reflections at near-and mid-offsets are correctly predicted, but the far-offset amplitudes are not matched mainly because of anisotropy, which is not being accounted for by our acoustic imaging operators. With a number of iterations corresponding to two orders of magnitude of the standard RTM computational cost, we obtain LSRTM images that exhibit more focused diffractions and delineated structures, as shown by the depth slices in Figure 5 .
CONCLUSIONS
We demonstrate that using proper linearized modeling and migration operators expedites LSRTM, which otherwise suffers from high computational cost. We test modeling and migration operators based on the energy norm, and we obtain faster convergence rates for LSRTM inversion, since the energy operators attenuate artifacts that do not properly characterize subsurface reflectivity. In addition, a preconditioning operator that utilizes a multidimensional non-stationary matching filter decreases the objective function substantially at the first iterations, allowing a significant speed-up for the following iterations. Our field data examples show significant image quality improvement within less than 10 inversion iterations by using an accelerated LSRTM compared to regular RTM.
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