Face aging, which aims at aesthetically rendering a given face to predict its future appearance, has received significant research attention in recent years. Although great progress has been achieved with the success of Generative Adversarial Networks (GANs) in synthesizing realistic images, most existing GAN-based face aging methods have two main problems: 1) unnatural changes of high-level semantic information (e.g. facial attributes) due to the insufficient utilization of prior knowledge of input faces, and 2) distortions of low-level image content including ghosting artifacts and modifications in age-irrelevant regions. In this paper, we introduce A 3 GAN, an Attribute-Aware Attentive face aging model to address the above issues. Facial attribute vectors are regarded as the conditional information and embedded into both the generator and discriminator, encouraging synthesized faces to be faithful to attributes of corresponding inputs. To improve the visual fidelity of generation results, we leverage the attention mechanism to restrict modifications to age-related areas and preserve image details. Moreover, the wavelet packet transform is employed to capture textural features at multiple scales in the frequency space. Extensive experimental results demonstrate the effectiveness of our model in synthesizing photorealistic aged face images and achieving state-of-the-art performance on popular face aging datasets.
INTRODUCTION
F ACE aging, also known as age progression, refers to rendering a given face image with realistic aging effects while still preserving personalized features [1] , [2] , [3] . Applications of face aging techniques range from social security to digital entertainment, including predicting the contemporary appearance of lost individuals or wanted suspects based on outdated photos and bringing improvements to face recognition systems in the cross-age verification scenario. Because of the significant practical value, face aging has received considerable research attention but remains challenging due to its intrinsic complexity.
In the last two decades, face aging has witnessed impressive progress and a large number of approaches have been proposed to address this problem, which could be generally divided into two categories: physical model-based methods [4] , [5] , [6] , [7] , [8] , [9] and prototype-based methods [10] , [11] , [12] , [13] , [14] . Physical model-based methods simulate the profile growth mechanically via parameterized models of facial shape and texture, while prototype-based methods render aging effects by applying learned translation patterns between prototype faces (averaged faces of pre-defined age groups) to the test image. Although obvious aging signs could be synthesized using these two types of methods, they suffer from extremely high computational expenses and limited generalization ability [3] .
In recent years, with the great success of Generative Adversarial Networks (GANs) [15] in image synthesis and translation tasks, many studies resort to GAN-based frameworks to solve the face aging problem [3] , [16] , [17] , [18] . These methods model the mapping function between distributions of young and old face images and directly translate test faces into the target age group via learned mappings. The most remarkable advantage of GAN-based methods over previous conventional approaches (physical modelbased and prototype-based methods) is that synthesized face images are much more visually plausible and have fewer ghosting artifacts. Moreover, GAN-based models could be trained in an end-to-end manner, which significantly reduces the overall complexity of the algorithm.
Since multiple face images of the same subject at different ages are prohibitively expensive to collect in practice, most GAN-based methods resort to unpaired face aging data to train the model. However, these approaches mainly focus on simulating mappings between image contents while neglecting other critical semantic conditional information of the input (e.g., facial attributes), and thus fail to regulate the training process accordingly. Concretely, a given young face image might map to multiple elderly face candidates in unpaired scenarios, which may mislead the model to establish translation patterns other than aging if no high-level conditional information is considered. Consequently, serious ghosting artifacts and even incorrect facial attributes may appear in synthesized face images, which seriously reduces the authenticity and rationality of generation results. For example, Fig. 1 shows several face aging results with mismatched attributes. In the rightmost face aging result under 'Gender', the beard is mistakenly attached to the input female face image, which is almost impossible to happen in the natural aging process. This is because the model learns that growing a beard is a typical arXiv:1911.06531v1 [cs.CV] 15 Nov 2019 Fig. 1 . Examples of face aging with mismatched facial attributes generated by face aging model without facial attribute embedding. Four attributes (Race, Gender, Glasses, and Bald) are considered and three sample results are presented for each. Labels of 'Race' and 'Gender' are all obtained via the public face analysis API of Face++ [19] and placed under each image. sign of aging, but fails to recognize that this does not happen to a woman since no conditional information of the test face is involved in the training process.
In order to preserve personalized characteristics of input faces, many recent face aging studies attempt to regulate generation results by enforcing the identity consistency [3] , [16] , [17] , [18] . However, as shown in Fig. 1 , the identity of the test face is well preserved in the output for all sample results, nevertheless, unnatural changes of facial attributes could still be observed. This suggests that well-maintained identity information does NOT imply reasonable aging results when training with unpaired data. Therefore, merely enforcing identity consistency is insufficient to eliminate matching ambiguities, and thus fails to achieve satisfactory face aging performance in unpaired training scenarios.
In addition to undesired changes of facial attributes, another critical problem of existing GAN-based face aging method is that image contents irrelevant to age progression (e.g., image background) are not well preserved in the output, resulting in obvious ghosting artifacts and color distortions. Basically, from the perspective of conditional image translation, face aging could be considered as adding representative signs of aging (e.g., wrinkles, eye bags, and laugh lines) to the input face image. Therefore, image modifications are supposed to be restricted to those regions highly relevant to age changes and image contents should be well preserved elsewhere. However, most existing GANbased face aging methods do not enforce the constraint on regions of modification, instead, the pixel at each spatial location of the synthesis result is re-estimated by the generator. Consequently, unintended correspondences between image contents other than age translation (e.g. clothes and accessories) would be inevitably established, which heavily increases the chance of introducing age-irrelevant image modifications and ghosting artifacts.
To solve the above-mentioned issues, in this paper, we propose A 3 GAN, a GAN-based framework for Attribute-Aware Attentive face aging. Different from existing methods in the literature, we involve semantic conditional information of the input by embedding facial attribute vectors into both the generator and discriminator, so that the model could be guided to output elderly face images with attributes faithful to the corresponding input. To improve the visual quality of synthesized face images, we leverage the attention mechanism to restrict modifications to age-related areas and preserve details in input images. Furthermore, to enhance aging details, based on the observation that signs of aging are mainly represented by wrinkles, eye bags, and laugh lines, which could be treated as local textures, we employ wavelet packet transform in the critic network to extract features at multiple scales in the frequency space efficiently.
Main contributions of this study are summarized as follows:
• An effective end-to-end GAN-based network, A 3 GAN, is proposed to solve the face aging problem. Specifically, facial attributes are embedded as the semantic conditional information into both the generator and discriminator to enforce more finegrained consistency between input and generation results. Besides, a wavelet packet transform module is adopted to extract features of aging textures at multiple scales in the frequency domain for generating more realistic details of aging effects.
•
To improve the quality of synthesized images and suppress ghosting artifacts, attention mechanism is introduced to help restrict image modifications to age-related image regions.
Extensive experiments have been conducted to demonstrate the ability of the proposed method in rendering accurate aging effects and preserving information of both identity and facial attributes. Quantitative comparison with other four advanced face aging benchmarks indicates that our method achieves state-of-the-art performance.
Compared to our previous work in [20] , this paper has the following extensions: 1) attention mechanism is introduced to help improve the visual quality of generation results via restricting modifications to image regions closely related to age progression; 2) generalization ability of the proposed method is investigated by testing the trained model on other widely used face datasets, including FG-NET [21] and CelebA [22] . 3) we refined our model to obtain better results, and a thorough comparison with four GANbased benchmark methods is provided to demonstrate the effectiveness of the proposed model in achieving reasonable and lifelike face aging results.
The rest of this paper is organized as follows: Section 2 briefly reviews related works on face aging and attention mechanism. Detailed descriptions of the proposed method is provided in Section 3. Experimental results are reported 
Method

Main Features Evaluation Metrics Remarks
Conditional Adversarial Autoencoder (CAAE) [16] Age and identity translation are achieved by traversing on a low-dimensional manifold M.
Identity permanence and visual fidelity (user study).
Only subtle aging textures are generated, which are insufficient to reflect associated age changes.
Global and Local Consistent Age GAN (GLCA-GAN) [17] Three face patches are translated via dedicated subnetworks besides the global generator.
Face verification on age progression/regression (LightCNN-29 [23] ) Extra network structures in the generator and accurate face patch cropping are required.
Identity Preserved
Conditional GAN (IPCGAN) [18] A pre-trained AlexNet [24] is adopted to preserve the identity information in the feature space.
Face verification and age classification (user study); Inception Score (feature extracted by VGG [25] ).
Training and testing face images are in low resolution (128× 128).
Pyramid-Structured
Discriminator GAN (PSD-GAN) [3] A VGG-16 network [25] is used to extract multi-level agerelated features for discrimination.
Age estimation and face verification (public face analysis tools of Face++ [19] )
The VGG-16 network in the discriminator requires pre-training on an age estimation task.
Attribute-aware Attentive GAN (A 3 GAN, our model) Facial attributes are involved as conditional semantic information, and attention mechanism is adopted to further refine image quality.
Age estimation, face verification, and attribute preservation (public face analysis tools of Face++ [19] ) Wavelet packet transform is employed in the discriminator to compute multi-scale textural features in the frequency space.
in Section 4 presents. Section 5 concludes this work and discusses possible future research directions.
RELATED WORKS
Face Aging
In the last few decades, face aging has been a very popular research topic and a great number of algorithms have been proposed to solve this problem. In general, these methods could be divided into two categories: physical model-based methods and prototype-based methods.
Physical model-based methods are the initial explorations of face aging and they simulate changes of facial appearance w.r.t. time by modeling both geometrical and textural features of human faces. As one of the earliest attempts, Todd et al. [4] model the profile growth via the revised cardioidal strain transformation. Subsequent works investigate the problem from various biological aspects including muscles and overall facial structures [5] , [6] , [7] , [8] , [9] . However, physical model-based algorithms are computationally expensive and difficult to generalize as they heavily depend on specific empirical aging rules.
As for data-driven prototyping approaches, Burt et al. [10] propose to divide faces into age groups, each represented by an average face (the prototype), and regard differences between average faces as aging patterns. Following [10] , many prototype-based methods are proposed to improve the face aging result [11] , [12] , [13] , [14] . However, the main problem of prototype-based methods is that personalized features are eliminated when calculating averaged faces thus the identity information is not well preserved in aging results. Moreover, since the pattern of age progression is largely determined by the averaged face of each age group, the diversity of visual effects of face aging is quite limited.
With the rapid development of deep learning theory, deep generative models with temporal architectures are proposed to model age progression with hierarchically learned representations [26] , [27] , [28] . However, in most of these works, face image sequence over a long age span for each subject is required thus their potential in practical application is limited.
Recently, Generative Adversarial Networks (GANs) [15] have achieved remarkable success in generating visually plausible images, and many efforts have been made to solve the problem of face aging taking the advantage of adversarial learning [3] , [16] , [17] , [18] . Zhang et al. [16] propose a conditional adversarial autoencoder (CAAE) to achieve age progression and regression by traversing in a low-dimensional feature manifold. Li et al. [17] attend to three manually selected facial patches where age effects are likely to appear, and separate generators are adopted to model the appearance change in these areas. By incorporating a conditional age vector, Wang et al. [18] achieve age progression to multiple target age groups with a single model. Using a pre-trained deep model in the discriminator network, Yang et al. [3] propose a GAN-based framework with pyramid-structured discriminator (PSD-GAN) to render aging effects. A comprehensive summary of GAN-based face aging methods and comparisons between our method and previous state-of-the-art is provided in TABLE. 1.
Attention Mechanism
Attention plays an important role in the human visual system as it serves as a high-level understanding of the scene and could guide the bottom-up processing of detailed objects [29] , [30] , [31] . In recent years, numerous attempts GANmodel. An hourglass-shaped generator G learns the age mapping and outputs lifelike elderly face images. A discriminator D is employed to distinguish synthesized face images from generic ones, based on multi-scale wavelet coefficients computed by the wavelet packet transform module. The N-dimensional attribute vector describing the input face image is embedded to both the generator and discriminator to reduce matching ambiguity inherent to unpaired training data.
have been made to embed the attention mechanism into deep neural networks to improve the performance. Attention mechanism has been successfully applied to recurrent neural networks (RNN) and long short-term memory (LSTM) to tackle problems with sequential input, including neural machine translation [32] , [33] , visual question answering [34] , [35] , [36] , and caption generation [37] . As for vision-related tasks, attention mechanism could be naturally introduced to guide the model to focus on specific image regions closely related to the target task. Wang et al. [38] propose a residual attention network which could generate attention-aware features for image classification. Woo et al. [39] explore the effectiveness of a light-weight general attention module, Convolutional Block Attention Module (CBAM), in improving the performance of deep models in various vision tasks. Albert et al. [40] adopt the spatial attention mechanism to synthesize face images with target expression. Attention is also widely used in solving image captioning [41] and saliency detection problems [42] , [43] , [44] , [45] , [46] .
THE PROPOSED METHOD
Overview of the Framework
In an unpaired face aging dataset, a given young face image might map to many elderly face candidates during the training process, which may mislead the model into learning translations other than aging if no conditional information is considered. To solve this problem, we present a GAN-based face aging model that takes both young face images and their semantic information (i.e. facial attributes) as input and outputs visually plausible aged faces with consistent facial attributes.
Our model mainly consists of two key components: an attribute-aware attentive generator G and a wavelet-based multi-pathway discriminator D. The generator G takes a young face image I y ∈ R H×W ×C as input and predict the corresponding aged face I o , while the discriminator D encourages generation results to be indistinguishable from generic face images. Unlike most existing face aging methods, the attribute of the input (denoted as α ∈ R N , where N is the number of facial attributes to be preserved) is considered as the conditional information and embedded into both G and D to ensure the attribute consistency. An overview of the proposed framework is shown in Fig. 2 .
Attribute-aware Attentive Generator
Most existing GAN-based face aging methods [3] , [16] , [17] , [18] have two main problems: 1) Only images of young faces are taken as input to learn mappings between age groups, regardless of any prior knowledge that may have an influence on the visual pattern of age progression. Although constraints on identity information and pixel values are usually adopted to restrict modifications made to input images, facial attributes may still undergo unnatural translations (as shown in Fig. 1 ). 2) Although signs of aging concentrate on certain facial regions which only take up a small percentage of the entire image, pixel at each spatial location is re-estimated in the generation result. Consequently, unintended correspondences between image contents other than age translation (e.g. background textures) would be inevitably established, which increases the chance of introducing age-irrelevant changes and ghosting artifacts.
To solve these problems, in this paper, we propose an attribute-aware attentive generator G to achieve finegrained face aging (detailed structure is shown in Table 2 ). We employ an hourglass-shaped fully convolutional network as the backbone of the generator, which has achieved success in previous image translation studies [47] , [48] . Specifically, it consists of three key components: an encoder network, a decoder network, and six residual blocks in between as the bottleneck. Unlike previous works, we propose to incorporate both low-level image data (pixel values) and high-level semantic information (facial attributes) into the face aging model to regulate image translation patterns and reduce the ambiguity of mappings between unpaired young and aged faces. Concretely, the input facial attribute vector is replicated along the spatial dimension and then concatenated with the output of the last residual block (ResBlock6), as they both contain high-level representations of the input image.
Considering the fact that age progression is essentially the gradual emergence of aging signs, we naturally introduce the attention mechanism to guide the generator to concentrate more on image regions that aging signs are likely to appear. This is achieved by estimating an attention mask describing the contribution of each pixel in the input image I y to the final generation result. As shown in Fig. 2 , the decoder network outputs two feature maps, an attention mask M A ∈ [0, 1] H×W ×C and an image map M I ∈ R H×W ×C . These two feature maps are then fed into a fusion layer along with the input image I y to obtain the aged face image I o , which could be formulated as,
where denotes element-wise product and M A is replicated along the channel dimension to match the size of M I and I y .
Intuitively, the attention mask M A indicates the proportion of the original input image being retained at each spatial location, or in other words, to what extent the image map M I contributes to the final output. For example, as shown in Fig. 2 , brighter areas in M A suggest those regions of the final output I o retain more information from the input I y , which are precisely image contents irrelevant to Fig. 2 ). The greatest advantage of adopting attention mechanism is that the generator could be guided to focus only on rendering age changing effects within specific regions, and pixels irrelevant to age progression could be directly obtained from the original input, resulting in more fine-grained image details with fewer ghosting artifacts.
Wavelet-based Multi-pathway Discriminator
In face aging tasks, a discriminator network D is introduced to distinguish synthetic aged face images from generic ones, and the generator learns to confuse D with outputs of high visual fidelity.
In order to generate more accurate and lifelike aging details, Yang et al. [3] exploit a deep network with VGG-16 structure [25] pre-trained on an age classification task to extract age-related features conveyed by faces. Although multi-scale representations could be obtained, storing and forwarding through a deep network would damage the efficiency of the model. Besides, pre-training also requires extra effort and might potentially limit the generalizability of the model due to the bias towards training dataset.
To overcome this issue, since typical signs of aging, e.g. wrinkles, laugh lines, and eye bags, could be regarded as local image textures, we adopt wavelet packet transform (WPT) to transform the input image to the frequency domain and capture textural features. Specifically, multi-level WPT (see Fig. 3 ) is performed to provide a more comprehensive analysis of textures at multiple scales in the given image. Compared to extracting multi-scale features using a sequence of convolutional layers as in [3] , the advantage of using WPT is that the computational cost is significantly reduced since wavelet coefficients could be calculated by simply forwarding through a single convolutional layer. Therefore, WPT greatly reduces the number of convolutions performed in each forwarding process. Although this part of the model has been simplified in terms of network structure, it still takes the advantage of multi-scale image texture analysis, which helps improve the visual fidelity of generated images. The overall structure of D is shown in Tabel 3. Specifically, WPT is applied to input images to perform wavelet decomposition, and coefficients at each decomposing level are concatenated along the channel dimension before fed into separate convolutional pathways for feature extraction. To make D gain the ability to tell whether attributes are preserved in generated images, the attribute vector α y is also replicated and concatenated to the output of an intermediate convolutional block of each pathway. At the end of D, same-sized outputs of all pathways are fused to form a single tensor and then fed into a fully connected network to produce the final rating score for the authenticity of input images.
Objective Functions and Training Procedure
The training objective of the proposed model consists of three parts: an adversarial loss to encourage the distribution of generated images to be indistinguishable from that of real images, an identity loss to preserve personalized characteristics of the input image, and a pixel-level loss to reduce the gap between the input and output of the generator in the image space.
Adversarial Loss
The adversarial process between the generator G and discriminator D encourages synthetic results to be photorealistic and indistinguishable from real ones. Besides visual fidelity, attribute consistency is also guaranteed by involving the attribute of input face images as conditional information in the adversarial process.
To achieve these two goals, unlike existing face aging methods, our discriminator network D is designed to take pair-wise input, i.e. aged face images and their corresponding attributes. Our goal is to make D gain the ability to discriminate generated aged face images from real ones and telling whether the input face image contains the desired attribute. Therefore, to train the discriminator network, data pairs of real aged faces with attributes same as I y , denoted by Formally, the objective function for training the discriminative network D consists of two parts, that is, L adv att for checking the attribute consistency and L adv auth for image authenticity discrimination. Therefore, the adversarial loss could be formulated as,
where the parameter λ att controls the relative importance between L adv att and L adv auth , which is initialized as 0 and then linearly increased during the training process. This enables D to firstly focus on discriminating fake images from real ones and then gradually adapts to the task of checking attribute consistency, which is critical for stabilizing the training process. We follow WGAN [49] and use the Wasserstein distance to measure the discrepancy between two data distributions. Therefore, L adv att and L adv auth are formulated as follows,
where P y and P o stand for the distribution of generic face images of young and old subjects, respectively. The generator network G is trained to confuse D with visually plausible synthetic images, and the objective function could be written as,
Notably, since our model aims at rendering lifelike aging effects rather than transferring attributes of input face images, only correct attribute of young face images are fed into the generator in the training process.
Identity Preservation Loss and Pixel-level Loss
Although the goal of face aging is to modify a given face image to present aging effects, one key requirement is to preserve the identity-related information of the input. To this end, we adopt the identity preserving loss to minimize the distance between input and output of the generator in the feature space embedding personalized characteristics. Specifically, we employ a pre-trained LightCNN model [23] , denoted as φ id , as the feature extractor and fix the parameters during the training process. To be concrete, the identity preserving loss is defined on the output of both the last pooling layer and the fully connected layer of φ id , which could be formulated as,
where φ pool id and φ f c id denote the output of the last pooling layer and the fully connected layer, respectively. Additionally, a pixel-level loss is also adopted to maintain the consistency of low-level image content between the input and output of the generator, which could be written as,
Overall objective
To generate photo-realistic aged face with attributes faithful to the corresponding input, the the overall objective function for optimizing the discriminator D could be formulated as
where D L ≤ 1 denotes the 1-Lipschitz constraint [49] imposed on D, and is implemented by gradient penalty as proposed in WGAN-GP [50] . The objective for the generator G could be written as
where λ id and λ pix are hyperparameters for balancing the importance of L id and L pix w.r.t. the adversarial loss term, respectively. G and D are trained alternatively until reaching the optimality.
EXPERIMENTS
Extensive experiments are conducted to validate the proposed A 3 GAN in generating realistic and attributeconsistent aged face images. In this section, we first introduce face aging datasets and then present implementation details of our model. After that, extensive qualitative and quantitative results are reported to demonstrate the effectiveness of the proposed method. Finally, ablation study is conducted to further explore the contribution of each component of our model.
Face Aging Datasets
Two publicly available face aging datasets, MORPH [51] and CACD [52] , are employed in our experiments for both training and testing. MORPH contains 55,134 face images of 13,000 people, covering an age span of 16 to 77. Face images in MORPH capture near-frontal faces of collaborative subjects under uniform and moderate illumination with simple background. CACD contains 163,446 photos of 2,000 celebrities obtained in much less controlled (in-thewild) conditions compared to MORPH. Consequently, large variations in terms of pose, illumination, and expression (PIE variations) exist in CACD. Besides, due to the fact that images in CACD are collected via Google Image Search, there are mismatches between faces and associated labels provided (i.e. name and age), making it a very challenging dataset for accurate modeling of the face aging process. Another two face datasets, FG-NET [21] and CelebA [22] , are employed as test datasets to validate the generalization ability of the proposed model. FG-NET contains 1,002 face portraits of 82 subjects and is widely adopted in the test phase of previous works [3] , [12] , [14] , [16] . CelebA is a large-scale face dataset featuring diverse facial attributes, which contains 202,599 face images with 40 attribute annotations for each sample. Similar to CACD, images in CelebA are also captured in the wild and cover large pose variations as well as background clutter.
Implementation Details
Image Normalization. Following the convention of previous studies [3] , [16] , [17] , [26] , [28] , we adopt the age span of 10 years for each age group and only consider adult aging as both MORPH and CACD do not contain images of children. In this way, faces are divided into four groups in terms of age, i.e. 30-, 31-40, 41-50, 51+, and only age translations from 30-to the other three age groups are considered. All face images in MORPH and CACD are aligned according to eye locations detected using MTCNN [53] and then cropped into size 256 × 256 × 3. After face normalization, 51,822 and 163,355 face images from MORPH and CACD are used in the experiments, respectively. As for FG-NET and CelebA, images are normalized according to facial landmarks provided along with the dataset. In total, 984 faces from FG-NET and 10,000 images randomly sampled from CelebA are used as testing data in the cross-dataset validation experiment.
Facial Attribute Labeling. As for facial attribute labeling, MORPH provides researchers with labels including age, gender, and race for each image. We choose 'gender' and 'race' to be the attributes required to be preserved, since these two attributes are guaranteed to remain unchanged during the natural aging process, and are relatively objective compared to attributes such as 'attractive' or 'chubby' used in CelebA. For CACD, we go through the name list of celebrities and label corresponding images accordingly. This introduces noise in attribute labels due to the mismatching between annotated names and actual faces presented, which further increases the difficulty for our method to achieve a satisfying performance on this dataset. Since face images with race other than 'white' only take a small portion of the entire dataset, we only select 'gender' as the attribute to preserve. Facial attributes of FG-NET are detected via public face analysis APIs of Face++ 1 [19] , and for CelebA, we simply adopt facial attribute annotations provided along with the dataset. It is worthwhile to note that the proposed model is highly expandable, as researchers may choose whatever attributes to preserve by simply incorporating them in the conditional facial attribute vector.
Training Configurations. We choose Adam to be the optimizer of both G and D with learning rate 1e −4 . As for trade-off parameters, λ att , λ pix and λ id are set to 0.75, 8.0 and 0.02, respectively. The identity preserving loss is applied at every generator iteration, and the pixel-level loss is employed every 5 generator iterations, creating sufficient room for the generator to manipulate the input image. On both MORPH and CACD, the model is trained with batchsize of 16 for 30 epochs, and all experiments are conducted under 5-fold cross-validation.
Benchmark Methods
To demonstrate the effectiveness of our model in performing lifelike and accurate age progression, six benchmark methods (CONGRE [54] , HFA [55] , CAAE [16] , GLCA-1. According to API documentations on the official website of Face++ (https://console.faceplusplus.com), the latest update of face APIs (Analyze API and Compare API) was in March, 2017. All quantitative results from Face++ API were obtained in August, 2019. GAN [17] , IPC-GAN [18] , and PSD-GAN [3] ) are selected for comparison. Specifically, CONGRE [54] and HFA [55] do not adopt GAN-based framework thus only participate in the comparison of visual results for fairness, and results of other methods are considered as benchmarks for both qualitative and quantitative comparisons. As for CAAE and IPC-GAN, code provided by corresponding authors 2 3 are used for reproducing results, and hyper-parameters are fine-tuned to obtain the optimal results. Since GLCA-GAN requires finegrained cropping of facial components, original experimental results are obtained from the authors and directly used for evaluation. As for PSD-GAN, we re-implemented the model and the VGG network in the discriminator is pretrained on the same set of training samples as the entire GAN-based framework. are synthesized aged faces in age group 31-40, 41-50 and 51+, respectively. Although input face images cover a wide range of gender, race, pose, and expression, the proposed method could generate visually appealing face aging results with coherent and diverse signs of age progression, including bald forehead, white hair, laugh lines, etc. Notably, compared to MORPH, generated faces in CACD present more fine-grained and subtler signs of aging, especially for female subjects. This observation reflects the difference in data distributions of MORPH and CACD, as CACD mainly contains face images of celebrities with apparent make-up, 
Qualitative Evaluation of A 3 GAN
Face aging results on MORPH and CACD
Demonstration of Spatial Attention Maps
The attention mechanism is employed in our model to restrict image modifications within age-related regions. Fig. 6 shows sample face aging results with corresponding attention maps, indicating the contribution of input images to generated aged faces. It could be observed that darker regions, which represent image areas receiving more attention in the generation process, are distributed mainly in facial areas closely related to signs of aging (e.g. hair, forehead, and mouth). Image content in these areas is modified to reflect age changes. On the other hand, pixels located in brighter regions are mainly retained from the original input image. This enables the generator to focus on synthesizing signs of aging, which is helpful for both preserving finegrained textural details in the input image and improving the visual fidelity of generation results.
Comparison with Prior Work
To further demonstrate the effectiveness of our model, performance comparison is conducted between the proposed method and prior work on MORPH and CACD. Six face aging methods, including both traditional (CONGRE [54] and HFA [55] ) and GAN-based models (CAAE [16] , GLCA-GAN [17] , IPC-GAN [18] , and PSD-GAN [3] ), are considered as benchmarks, and comparison results are shown in Fig. 7 . Clearly, CONGRE and HFA only render subtle aging effects within the facial area while our method could also vividly simulate the process of hair whitening and hairline receding. As for CAAE, due to its incapability in jointly modeling age progression and identity translation, oversmoothed faces are generated and signs of aging could hardly be observed.
Although more obvious aging effects could be seen in results of GLCA-GAN and IPC-GAN, they are originally designed for face images of size 128 × 128 while our method works on higher resolution (2×) with rich and enhanced details. In addition, GLCA-GAN adopts local generator networks to emphasize aging patterns in facial patches of forehead, eyes, and mouth, but it overlooks the importance of the hair region which is also critical in reflecting age changes.
With the aid of multi-level face representations extracted by the pre-trained deep network in the discriminator, PSD-GAN is able to generate aged faces with high visual fidelity. However, they suffer from obvious color distortions (hair and background) since the value of every single pixel is reestimated by the generator rather than retained from the input image. Moreover, due to the lack of prior knowledge of input faces, masculine facial characteristics (e.g. stubble above the mouth) emerge in the aged faces, making the generation results look much less natural.
Cross-dataset Validation
To evaluate the generalization ability of our model, crossdataset validation experiments are conducted on FG-NET and CelebA with the model trained on CACD and results are shown in Fig. 8 . Although input faces are sampled from data distributions different from the training set, visually plausible aging results could still be obtained via Fig. 7 . Performance comparison with prior work on MORPH and CACD. Samples results of six benchmark methods are presented in the second row with the target age (group) labeled below. Test face images and results obtained by the proposed model are shown in the first and last row, respectively. Zoom in for a better comparison of aging details. the proposed method, demonstrating its effectiveness in dealing with unseen face images. Notably, although test faces follow different data distributions, activated regions in the attention map still concentrate on facial areas closely related to aging effects (e.g. white hair and laugh lines), which helps improve the visual quality of generation results by restricting the image region being modified.
Quantitative Evaluation
Apart from visual fidelity, the performance of the proposed model could also be quantitatively evaluated in the following aspects:
• Aging Accuracy: Synthesized aged faces are expected to present accurate aging signs that make them fall into the target age group.
• Identity Preservation: Personal characteristics of input faces are supposed to be preserved in generation results.
• Attribute Consistency: Besides identity, facial attributes that should remain stable in the natural aging process, such as gender and race, are expected to be consistent between input and generated faces.
To evaluate the performance of the proposed method objectively, measurements of all metrics are conducted via the public face analysis API of Face++ [19] . To unify the evaluation criteria, all metrics are computed based on results obtained by the Face++ API, rather than annotations provided along with the dataset. For each evaluation metric, the results of four other GAN-based frameworks (CAAE, GLCA-GAN, IPC-GAN, and PSD-GAN) are also reported for comparison.
Aging Accuracy
The goal of face aging is rendering a given face with aging effects to predict its appearance in the future. Therefore, the age distribution of generated aged faces should match that of real faces from the same age group to represent accurate age simulation. In this experiment, age distributions of both generic and synthetic faces are estimated and compared for all three target age groups (31-40, 41-50, 51+ Compared to our method, CAAE produces oversmoothed face images with subtle changes of appearance on both datasets, leading to insufficient facial changes and large errors in estimated ages. Although much more obvious aging signs could be synthesized by GLCA-GAN, on MORPH, stitching outputs of several local aging networks introduce additional ghosting artifacts in generation results of age group 31-40, causing large errors (+5.19) in estimated ages. With the aid of a pre-trained VGG network adopted in the discriminator, PSD-GAN could effectively extract multilevel age-related representations and generate faces with clear aging signs. However, due to the matching ambiguity of facial attributes, translations in gender (female to male) take place when synthesizing aged faces, causing the overall age of generation results to be higher than generic faces, especially on CACD. This observation could be confirmed by the visual comparison between our method and PSD-GAN shown in Fig. 7 as well as preservation rate of 'gender' on CACD reported in TABLE 6.
Further comparisons between detailed age distributions between real and generated face images are shown in Fig. 9 . For each age group, it could be observed that the age distribution on MORPH is more concentrated than that on CACD by comparing Fig. 9 (c) and Fig. 9 (d) . This is because faces in CACD are obtained online via image search engine thus contain noisy age labels. By comparing Fig. 9 (a) and Fig. 9 (c) as well as Fig. 9 (b) and Fig. 9 (d) , it is clear that age distributions of faces generated by our model well match that of real faces, indicating the effectiveness of the proposed method in rendering accurate age translations.
Identity Preservation
Besides rendering representative signs of aging, a face aging model is also expected to preserve personalized characteristics embedded in the input young face when synthesizing the corresponding aged face. To this end, face verification experiments are carried out to measure the similarity between real faces from age group 30-and their ageprogressed counterparts in age group 31-40, 41-50, and 51+, respectively.
Results of face verification, including confidence scores and verification rates (threshold set to 73.395@FAR=1e-5 for all experiments), are reported in TABLE 5. On MORPH, our model achieves verification rates of 100.00%, 100.00%, and 99.53% on translation to age group 31-40, 41-50, and 51+, respectively. Although there are larger variations in pose, expression, and background textures in images of CACD, face verification rates of 99.94%, 99.61%, and 98.85% are obtained on three age groups, demonstrating the effectiveness of the proposed method in preserving identity information. Notably, as the time interval of age progression increases, both confidence scores and verification rates gradually decrease. This is reasonable since a larger age gap is reflected in more obvious aging signs (e.g. deeper wrinkles and eye bags), which may lower the similarity between faces from different age groups.
As for benchmark methods, personalized facial features are failed to be preserved in heavily blurred aging results generated by CAAE, causing poor face verification performance. To preserve as many facial details in the input face image as much, a residual connection is adopted in GLCA-GAN by adding the input face image to the output of the generator. However, separate translations of different facial components inevitably introduce extra distortions and ghosting artifacts, which lead to a slightly lower verification rate on generated face images of 51+. The performance of PSD-GAN on identity preservation is very close to ours, and the verification rate between 30-and 51+ on MORPH (99.42%) is clearly higher than reported in [3] (93.09%), indicating the quality of our re-implementation.
Facial Attribute Preservation
In this experiment, the performance of facial attribute preservation is evaluated by comparing attributes of generic and synthetic faces estimated by the Face++ API, and results are shown in According to TABLE 6 , it could be observed that the proposed method consistently outperforms other bench-marks by a clear margin in all cases, demonstrating the effectiveness of our model in preserving facial attributes beyond identity information during the face aging process. Specifically, gender characteristics are lost along with identity information in faces generated by CAAE, causing large errors in preservation rate on 'Gender'. Among all four benchmarks, GLCA-GAN and IPC-GAN give better performance on maintaining facial attribute consistency. This is because they are applied to face images of lower resolution (128 × 128) with less textural details, which reduces the chance of introducing distortions of fine-grained image content. Although PSD-GAN achieves good results on aging accuracy and face verification, it suffers from inconsistent facial attributes between input and generated faces, due to the lack of prior knowledge regarding the input image.
Ablation Study
In this subsection, experiments are carried out to comprehensively analyze the contribution of each component of the proposed model, namely, facial attribute embedding (FAE), wavelet-based multi-pathway discriminator (WMD), and attention mechanism (AM). Specifically, 'w/o FAE' denotes the setting that no facial attribute is considered as the conditional information, and both the generator and discriminator only receive image data as input. For 'w/o WMD', the proposed wavelet-based multi-pathway discriminator is replaced with an ordinary PatchGAN discrminator [56] .
Moreover, 'w/o AM' refers to the variant without attention mechanism, where the generator works on synthesizing pixel at each location of the entire output image. The impact of excluding each of these factors is studied in terms of visual fidelity, aging accuracy, identity verification, and facial attribute preservation. Generation results obtained by different variants of the proposed model are shown in Fig. 10 . It could be observed that aged faces synthesized via the baseline model have severe ghosting artifacts (e.g. hair area) and color distortion (e.g. facial skin). Since no semantic prior knowledge of the input face is considered in the aging process, masculine facial characteristics emerge and gender reversal takes place. Similarly, results obtained under the setting 'w/o FAE' also suffer from unnatural translations of facial attributes due to the lack of conditional information. However, it could be noticed that involving WMD and AM helps to capture more representative age-related facial features (e.g. beard in Fig. 10 (a) , white hair and mustache in Fig. 10 (b) ) and preserving image content in the input, respectively. Notably, although aged faces generated under setting 'baseline' and 'w/o FAE' have limitations in maintaining the consistency of facial attributes, this is not clearly reflected in results of age estimation or face verification shown in TABLE 7  and TABLE 8 . Therefore, it could be concluded that merely enforcing identity consistency is insufficient in synthesizing aged faces reasonable in terms of facial attributes.
After adopting FAE, the unnatural translation of gender characteristics is greatly suppressed, as could be observed from results under 'w/o WMD' and 'w/o AM' in Fig. 10 . However, closer inspect would clearly reveal that replacing WMD with ordinary PatchGAN discriminator ('w/o WMD') damages the performance of the model in capturing age-related texture details, resulting in relatively larger errors in estimated ages. As for results obtained under 'w/o AM', distortions of color and image content (e.g. facial contour and textual details of the hair area in Fig. 10 (b) ) as well as ghosting artifacts (e.g. mouth and hair region in Fig. 10 (a) ) could be observed, leading to lower verification confidence and even incorrect facial attribute recognition results. This confirms the contribution of the attention mechanism, that is, improving the visual fidelity of generation results by only attending to specific image regions closely related to age progression, and retaining textual details from the input face for the rest image areas.
Quantitative results for ablation study are reported in TABLE 7 and TABLE 8. According to results in TABLE 8 , removing the facial attribute embedding component ('w/o FAE' and 'Baseline') would cause obvious performance drop in preservation rate for both 'gender' and 'race'. From another perspective of view, while face verification rates have already reached a high level (over 98.00% for most cases), there is still relatively large room for improvement on preservation rates of facial attributes. Therefore, we could conclude that facial attribute consistency is complementary to identity permanence in rendering natural and reasonable face aging results with high visual fidelity.
In addition, from results in TABLE 7, it could be concluded that adopting wavelet-based multi-pathway discriminator (WMD) reduces the gap between age distributions of real and synthesized faces for all age mappings. This demonstrates the ability of WMD in capturing discriminative representations of age progression which is helpful in rendering more accurate signs of aging. Moreover, introducing the attention mechanism helps comprehensively improve the performance of the model on all experiments, indicating its effectiveness in generating aged faces with high visual quality.
CONCLUSION AND FUTURE WORK
In this paper, an attribute-aware attentive face aging model, named as A 3 GAN, is proposed to overcome two major limitations of existing face aging methods, i.e. unnatural translations of facial attributes and modifications to image contents irrelevant to age progression. Specifically, facial attributes of input images are considered as conditional information and embedded to both the generator and discriminator to encourage attribute consistency. Besides, the attention mechanism is adopted to restrict modifications to age-related regions and preserve image details from the input image for the rest area, improving the visual fidelity of generation results. Moreover, a wavelet packet transform module is employed to extract textural features, and a multipathway discriminator is designed to capture age-related representations in multiple scales. Extensive experimental results on MORPH and CACD demonstrate the effectiveness of the proposed model in rendering accurate aging effects while maintaining identity permanence and facial attribute consistency.
Although the proposed method achieves state-of-the-art performance in various experiments, it indeed has some limitations. Since existing face aging datasets are heavily biased towards White and Black people, aging patterns of other ethnic groups (e.g. Asian and Hispanic) receive much less attention. Besides, child aging is not investigated in this work due to insufficient data of child faces at different ages. Considering the above issues, collecting large-scale highquality face images covering various ethnic and age groups could be one working direction in the future.
