For natural selection to progress, there must be a sufficiently large evolutionary space to explore. In systems with template-based replication, this space is combinatorially large in the length of the information-carrying molecules. Previous work has shown that it is also possible for heredity to occur in much less structured chemistries; this opens the question of how the structure of a reaction network relates to the number of heritable states it can support, and in particular, how the number of heritable states scales with system size for a given network topology. Answering this question would allow us to map out the space of possible chemical mechanisms for heredity, and to identify places where they might be found in the space of organic chemistries that might have been found on the early Earth. We show that by linearising around a fixed point in a chemical reaction network and solving the corresponding eigenvalue problem, it is possible to detect the set of independent autocatalytic subnetworks that can operate in the vicinity of that point. We investigate an upper bound on the scaling of the number of such "autocatalytic cores" with the number of distinct chemical species, and show that the number of cores scales at best as log N in the case of unstructured networks, but that adding a strong energy constraint on the network topology allows it to scale linearly, which is the best possible case.
Introduction
How can natural selection emerge from chemistry? Out of the possible ways it can happen, which is easiest? These questions are important in the origins of life because an easier mechanism is a more parsimonious explanation for its historical occurrence on Earth, as well as a more probable route for it to emerge elsewhere.
There have been two major mechanisms proposed for heredity in the context of prebiotic systems. One, templatebased replication, is familiar and well-studied from the point of view of modern organisms. The conditions for sustaining novel variation in template-based replicators have a solid theoretical basis (in the form of Eigen's error threshold), which can be used to understand the interplay between mutation and the ability to sustain novel variations.
Other proposed mechanisms have not yet received the same level of systematic treatment. In particular, several specific models have been proposed that exhibit compositional or attractor-based heredity (Segré et al., 1998; Szathmáry, 2000) . Of particular note is the mechanism presented by Fernando and Rowe (2007) and refined using a different model by Vasas et al. (2012) , in which heredity emerges from network autocatalysis. In these models, a chemical system has multiple attractors depending on which species are present, and rare events ("slow reactions") can add single molecules of a new species, thus shifting the system to a new attractor with a different composition and a different fitness.
We wish to know whether an evolutionary path can start out along the 'easy' route of composition-based heredity and then later evolve the more finely-tuned but higher-fidelity hereditary mechanisms we see in biology. As it stands, we have no systematic understanding of what determines or limits the degree of heredity in any given chemical system. Without this understanding, we lack the tools to evaluate whether such an evolutionary transition is feasible starting from a particular chemical system as a precursor. Even with the aid of numerical and laboratory experiments, this evaluation is limited by considerations of scale: there is a wide gap between the degree of evolutionary exploration that can be achieved in a lab-scale experiment versus the geological spatial and temporal scales involved in the origins of life.
To bridge this gap, we must understand how the degree of heredity -the number of heritable states -scales with the size of the system. If a system can support only a handful of heritable states and has no mechanism by which this number can increase, then very quickly it will explore all possibilities available to it and reach the limit of its evolution. On the other hand, a system in which the number of available heritable states scales with its size may be able to access a practically unlimited evolutionary search space. Even if a small version of such a system fails to discover a transition to unlimited heredity, a sufficiently scaled-up version may be able to do so.
Here we build upon previous work Virgo et al., 2014, Virgo et al., in press ) by considering the dynamics of an arbitrary chemical system in the Nathaniel Virgo, Nicholas Guttenberg (2015) Heredity in Messy Chemistries. Proceedings of the European Conference on Artificial Life 2015, pp. 325-332 vicinity of a thermodynamically unstable fixed point; that is, one in which there is a concentration of 'food' that can be consumed but no species present that can consume it. We show that the dynamics near such a fixed point may be decomposed into the dynamics of sets of species that we call "cores," some of which are can be identified as autocatalytic cores in the sense of Vasas et al. (2012) . This result comes from a simple application of the Perron-Frobenius theorem.
We then apply this approach to distributions of chemical networks with different structural constraints to investigate how the number of cores scales with the size of the network. This gives only an upper bound on the number of autocatalytic cores, and hence on the amount of heredity the system can support; but nevertheless our work represents the beginning of a research programme in which the potential for heredity is assessed through the development of a systematic theory, rather than the analysis of a few particular models.
Our recipe for identifying autocatalytic cores boils down to an eigenvalue problem to which Perron-Frobenius theory can be applied. This means it can be done in polynomial time, in spite of Andersen et al.'s (2012) result that finding all autocatalytic subnetworks of a reaction network is NPcomplete. There is no contradiction here, since our algorithm solves an easier task: it seeks only first-order autocatalytic networks, and only those that feed directly on the food set, rather than on other species generated from it.
Chemical Reaction Networks
In this paper we use the formalism of chemical reaction networks along with mass action kinetics. This is a fairly standard way to specify the dynamics of chemical systems, as used informally by both chemists (see, e.g. Kondepudi and Prigogine, 1998) and mathematicians. A substantial amount of mathematical theory has been developed around the subject, starting with the papers of Feinberg (e.g. 1987) ; we will use only a little of this formalism, and we will present it informally through examples. For the more rigorously-mined, a good recent review is (Gunawardena, 2003) .
The main assumption behind this type of model is that the chemistry takes place in a "well-mixed reactor," meaning that the concentrations don't vary over space. We will also assume that the concentrations are large enough that we do not need to consider stochastic effects, and that the species we care about are dilute enough that mass action kinetics are a good approximation.
A reaction network consists of a set of chemical species with their concentrations, together with a set of reactions between them. The reaction network represents the set of species that could in principle exist within the system, and the set of all reactions that would occur if the appropriate combination of reactants were present. Because concentrations may be zero, the set of species that are actually present and the reactions that actually occur may be very small subsets of the full network.
We consider the time-dependent vector of concentrations of chemical species x A (t), x B (t), etc., with dynamics given by the standard assumption of mass action kinetics. Under this assumption a reaction A+2 B ! 3 C proceeds at a rate kx A x 2 B , where k is a rate constant assigned to this particular reaction. This reaction will consume A at a rate of kx A x 2 B moles per unit time, consume B at a rate of 2kx A x 2 B , and produce C at a rate of 3kx A x 2 B moles per time unit. In a regime where the free energy differences between species are small, every reaction is accompanied by a reverse reaction that converts the products back into the reactants, and thermodynamic principles constrain the ratio between the rates of the forward and backward reaction. This puts constraints on the dynamics of chemical reaction networks in the absence of a driving force: they must always eventually reach a single stable equilibrium state, and the approach to this equilibrium cannot be oscillatory. When the differences in free energy become large (the "irreversible regime") the reverse reactions occur at negligible rates, constraining reactions to flow only 'downhill' in the direction of decreasing free energy. We will make use of this below.
In addition, for any realistic chemistry, conservation laws will constrain the concentration vector to always lie within some subset of the space of possible values. However, there can also be fixed points on the boundary of the invariant polyhedron. Previous work (Virgo et al., 2014) showed that in the reversible regime these fixed points are always unstable and thus always lead to autocatalysis. In the next section we will concentrate on what can happen when linearising the dynamics around a boundary fixed point, whether in the reversible regime or not. We will show that such fixed points can be unstable along multiple different directions, corresponding to "autocatalytic cores," which can readily be identified from the network structure. Vasas et al. (2012) present their work in terms of the concept of an "autocatalytic core." We will show how the autocatalytic cores of a chemical reaction network can be identified given the structure of the network and its kinetic constants. Understanding the connection between network structure and the number of autocatalytic cores helps us to understand what properties a chemical system must have in order for it to exhibit limited heredity; and perhaps more importantly, it will help us to understand the circumstances under which this mechanism for "limited" heredity might not be so limited after all.
Autocatalytic Cores and Peripheries
A key assumption in Vasas et al. (2012) is that the system is initially empty except for some "food set" of species, which is assumed always to be present at high concentration. Under such circumstances there will in general be some reactions that create other species directly from the food set; such species are called "food-generated." However, there may be other species whose concentrations remain at zero. There may be subsets of these non-food generated species for which adding a small concentration of any member of the set will cause the concentration of every member of the set to increase exponentially (or super-exponentially). These are the autocatalytic cores; they are sets of species which are autocatalytic, but which are also not food-generated, and hence they will be produced in the system only if they are seeded by some external process. Vasas et al. (2012) propose a time-scale separation, whereby cores are "ignited" by slow reactions that have only a limited probability of occurring during the lifetime of a droplet; these slow reactions play a role analogous to rare mutations. We do not consider these slow reactions as part of the reaction network. In general an autocatalytic core will have side-products -species that are produced by reactions from the members of the core but whose presence will not ignite it. The set of all side-products, and all species that can be created from them, is called the core's "periphery."
Below we will assume that there are no food-generated species. This can be justified by saying that any reactions that can generate new species directly from the food set have already gone to completion, and the species thus generated have been incorporated into a new food set. In order for this situation to be interesting, we must also assume that some species' concentrations remain at zero.
These assumptions put us at a fixed point on the boundary of the invariant polyhedron of a reaction network, as defined in the previous section. We are on the boundary because some of the species' concentrations are zero, and we are at a fixed point because of our assumption that no reaction will proceed without the addition of some other species.
Our question concerns what happens when small amounts of these species are added to the system.
The food set may consist of many species, but in general we will not care about distinguishing between them, and so in the chemical equations below we will use the symbol F to represent one or more members of the food set. Italic letters other than F will be used to represent sets of one or more species that are not members of the food set.
Our assumption that there are no food-generated species amounts to saying that the network contains no reactions of the form F ! X or F ! F + X. Instead, all reactions must be of forms such as X ! Y or F + X ! F + Y that have at least one non-food species on the left-hand side. This guarantees that the state in which all non-food species have zero concentration is a fixed point.
We are interested in the behaviour of the system near this fixed point. The usual procedure for investigating dynamics near a fixed point is to write down the ordinary differential equation representing kinetics of the whole system, then do a first-order expansion around the fixed point to obtain an equation of the formẋ = Jx, where J is the Jacobian matrix. Below we give a recipe for constructing this Jacobian matrix directly from the network structure and the food concentrations.
Our first step is to note that in the vicinity of the fixed point, we only really care about the species with low concentrations, and not about the concentrations of the members of the food set. This is because each species contributes a term in the dynamics proportional to its concentration, so infinitesimal changes in the food set's concentrations have no appreciable effect on the dynamics of the near-zero species. Therefore we re-define the vector x so that its elements are the concentrations of the non-food species; the concentrations of the food species will be considered constant.
We then note that some reactions will not make any contribution to the linear approximation around the fixed point. A reaction such as A + B ! C adds terms into the kinetic equations of the form kx A x B . This is second-order in the concentrations and hence will not appear in the Jacobian matrix. In the standard terminology of chemical kinetics, these are called second-order reactions. A reaction of the form F + A ! B, however, produces a term of the form kx F 1 . . . x F n x B , which although nonlinear in the concentrations, is linear in the concentrations of non-food species. (Such reactions are termed "pseudo first-order.") Thus, the only reactions that need to be considered in forming the Jacobian are the first-order and pseudo first-order ones, i.e. the reactions that contain exactly one non-food species on the left-hand side.
As an example, let us suppose that reaction i has the form F 1 + F 2 + A ! B + 2 C, where F 1 and F 2 are members of the food set. This reaction has only one non-food species, A, on the left-hand side. It will proceed at a rate R i = K i x A , where K i = k i x F 1 x F 2 is assumed to be a constant in the regime we're considering. We therefore have thaṫ
where the ellipses represent terms corresponding to other reactions. Similarly, we have thatẋ
Differentiating by x A , we see that reaction i adds a term K i to the element of the Jacobian corresponding to @ẋ A /@x A , and terms K i and 2K i to the elements corresponding to @ẋ B /@x A and @ẋ C /@x A .
This gives a general procedure for producing the Jacobian matrix around the fixed point corresponding to a given food set. First we identify all the reactions for which there is only one non-food reactant. Starting with a matrix whose entries Nathaniel Virgo, Nicholas Guttenberg (2015) Heredity in Messy Chemistries. Proceedings of the European Conference on Artificial Life 2015, pp. 325-332 are all zero, we iterate over every such reaction i. We calculate the value of K i , given by k i multiplied by the concentrations of any reactants that are members of the food set. We then subtract K i from the diagonal element corresponding to the one non-food reactant, and add multiples of K i , determined by the stoichiometric coefficients, to the elements corresponding to the partial derivative of the rate of change of the products with respect to the non-food reactant.
A matrix constructed by this procedure will be real, will not in general be symmetric, and will have negative elements only on the diagonal 1 , with the other elements being either be positive or zero.
The dynamics near the fixed point depend on the eigenvalues and eigenvectors of the Jacobian. We know (by assumption) that this fixed point is stable along directions that correspond to changing only the concentrations of food species. However, it may be unstable along directions that correspond to adding small amounts of non-food species. Moreover, it can be unstable along multiple different directions, which correspond to adding different species to the system. In the remainder of this section we present a recipe for identifying these directions using Perron-Frobenius theory, and we then tie the resulting picture back to the notion of an autocatalytic core presented by Vasas et al. (2012) .
Perron-Frobenius theory requires a matrix with only nonnegative entries, but in fact this is not a problem. The linear approximation to the dynamics is given by dx dt = Jx, where J is the Jacobian matrix constructed as above. If we integrate this for a finite time period t, we obtain x t = e J t x 0 . For small enough t, the matrix e J t has no negative values. (This can be seen by noting that it is approximated by I + J t for small t, which also has no negative entries when t is sufficiently small.) The eigenvectors of e J t are the same as the eigenvectors of J, and its eigenvalues are given by e i t , where i is an eigenvalue of J. Thus, although J has negative entries on its diagonal, we can apply the Perron-Frobenius theorem to it as though it were a nonnegative matrix of period 1.
We next state some fundamental results that follow from the application of the Perron-Frobenius theorem to this matrix. Formal proofs will be deferred to a future publication, but most follow immediately from the application of the Perron-Frobenius theorem, details of which may be found in any advanced linear algebra textbook, and an excellent overview is available online 2 . In doing this we will make much use of the directed graph corresponding to the matrix. 1 The diagonal elements may be positive, since a reaction might have the form F + A ! 2 A + X would add a positive term to the diagonal element of the Jacobian corresponding to xA. Since our main interest is in how network autocatalysis emerges from the interaction between several species, we typically assume that such single-step autocatalysis reactions are absent from the network.
2 http://en.wikipedia.org/wiki/Perron%E2% 80%93Frobenius_theorem, accessed 16 th March 2015.
In this graph, each node represents a species, and an edge is drawn from node A to node B if the corresponding (offdiagonal) element of J is non-zero, i.e. if a reaction takes one molecule of A as its sole non-food reactant, and has any amount of B as a product. It should be noted that this graph is a distinct entity from the reaction network itself; the graph encodes only partial information about the reactions, and only gives information about one fixed point. The great advantage in defining it is that a graph is a much simpler type of object to deal with than a reaction network. It should also be noted that the results below apply regardless of any thermodynamic considerations. The first result is that if the matrix J is irreducible, meaning that the corresponding directed graph is strongly connected, then J will have a single eigenvector ⌫ whose entries are all positive. The corresponding eigenvalue of J will be real, and its real part will be larger than the real part of all other eigenvalues of J. (This follows from the fact that the corresponding eigenvalue of e J t has the largest absolute value.) If this 'leading' eigenvalue is negative then the fixed point is stable. (This can only happen in the irreversible regime, since this is a boundary fixed point). If the eigenvalue is zero then we need to go beyond the linear approximation to determine what happens, as discussed below.
The case of most interest is when the leading eigenvalue is positive, in which case the fixed point is unstable along the direction corresponding to ⌫. This eigenvector may be seen as a concentration profile; adding any amount of any species will cause all the concentrations to grow exponentially, while tending towards the same concentration profile ⌫, at least until they grow large enough that the linear approximation is no longer valid. Thus the system contains only one autocatalytic core, which consists of every single species in the system. This explains and generalises one of the key results of Virgo et al. (2014) .
However, more generally the matrix J may be reducible. In this case the basic version of the Perron-Frobenius theorem does not apply. However, a reducible matrix may (by reordering of the rows and columns corresponding to the species) be written in "block upper-triangular" form, in which the blocks on the diagonal are irreducible. These irreducible blocks correspond to the strongly connected components of the digraph corresponding to J. We propose to refer to these as "cores," for reasons to be made clear below.
The eigenvalue spectrum of J is simply the union of the spectra of its cores. In particular, each core has its own dominant eigenvalue, which corresponds to an eigenvector in which all of the species that comprise the core have positive concentrations. A core's dominant eigenvalue may be positive, negative or zero; we refer to these as autocatalytic cores, sub-catalytic cores and neutral cores, respectively. We claim that this definition of autocatalytic cores corresponds to the concept proposed by Vasas et al. (2012) . (But note that we are slightly modifying their terminology, in that their term 'core' is simply short for autocatalytic core, whereas we allow cores that are not autocatalytic.) A core may have nodes that can be reached from it but from which there is no path back to the members of the core; in keeping with Vasas et al.'s terminology, we call these its periphery. If a core is autocatalytic then adding any amount of any of its constituent species will cause all of them to increase in concentration exponentially. However, a subtlety arises because the cores are not necessarily independent of one another. If species A and B are members of different cores, there can be a link in the graph from A to B (i.e. a first-order reaction with A as a reactant and B a product), as long as there is not also a path from B back to A. If both cores are autocatalytic then adding a member of the core containing A will ignite both cores, whereas adding a member of B's core will not ignite the core containing A.
One may thus draw a "dependency graph" between the cores; this is a directed acyclic graph (DAG), with a node corresponding to each core. This recovers the set of possible dependencies between autocatalytic cores that was identified in a less formal way by Vasas et al. (2012) . Note that all cores participate in this dependency graph, not just autocatalytic cores.
There is another set of subtleties that must be covered, regarding the case of a neutral core. As in dynamical systems theory more generally, a neutral largest eigenvalue does not by itself tell us whether the fixed point is stable; instead it indicates that the linear terms have cancelled and nonlinear terms must be taken into account. Some of the consequences of this for reaction networks may be understood through a simple example: consider a network whose first-order reactions are F + A ! B and B ! A + P, where F is the only member of the food set, and P is an inert product. Constructing the Jacobian matrix for the non-food species A, B and P gives ✓ K1 K1 0 k2 k2 0 0 0 0 ◆ , which has two cores, {A, B} and {P}, each with a leading eigenvalue of zero. If these are the only reactions then the fixed point really is neutrally stable, and we call {A, B} a catalytic core, since the effect of adding A and/or B is to begin converting F into P without further affecting the total concentration of A and B. However, if there are second-order reactions in this network then the situation may be different. For example, if there is a reaction A + B + F ! A + 2 B then despite the inherent slowness of such a reaction (it is termolecular, and moreover depends on the product of the concentrations of two rare species) the concentrations will eventually be able to increase, moving away from the fixed point with "hyperbolic" (super-exponential) kinetics. On the other hand, if there is a reaction A + B ! P then the concentrations will decay sub-exponentially instead.
This completes our exposition of the linear dynamics of chemical systems near fixed points, and how the concepts of autocatalytic cores and their peripheries and dependencies can be identified from the topology and kinetic constants of the network. In the sections below, we will consider what properties the Jacobian matrix must have in order for a large number of different autocatalytic cores to be accessible from a given fixed point, and what structure might be required at the network level in order for a fixed point to have such properties.
It is worth first mentioning that there is a whole host of phenomena relevant for the origin of life and heredity that can only occur outside of the linear regime that we consider. The linear regime allows catalytic cores, which catalyse the conversion of food into other species, but it does not permit the consideration of catalysts that convert one nonfood species into another, since the binding of a catalyst to its substrate is a second-order reaction. The systems that this excludes from our analysis include Eigen and Schuster's (1979) concept of a hypercycle, as well as models based on Kauffman's (1986) autocatalytic set model. It also excludes any system in which the recycling of nutrients is important, as well as systems containing "parasitic" cores that feed on previously ignited cores rather than the original food set. Nevertheless, we believe that a systematic investigation of the linear case is a good place to start in mapping out the space of possible chemical mechanisms for limited heredity.
When is limited heredity unlimited?
Up until how we have been concerned with the question of how many cores (and in particular, autocatalytic cores) a given network will have. We will now turn our attention to an important generalisation: given not a single network but a family of possible networks, how does the number of cores correlate with the size of the network?
This question is important because some forms of limited heredity are presumably less limited than others. A heredity mechanism that offers only a small, fixed number of attractors seems unlikely to lead to the evolution of sophisticated mechanisms like the genetic code that can allow the rate of information transmission to increase further. On the other hand, we might imagine a form of heredity that is "unlimited enough" to lead to the evolution of truly unlimited heredity.
Limited heredity is usually contrasted with the "unlimited" heredity provided by template replication (i.e. mechanisms resembling the replication of DNA), which can provide a number of heritable states that is exponential in the length of the string. For moderately long strings this can quickly become larger than the number of individuals that will ever be physically realised. We say the number of heritable states scales with 2 n , where n is the length of the strings; or simply that it scales with N , where N is the number of possible molecules.
It is easy to construct a contrived reaction network in which the number of autocatalytic cores scales with N . Trivially, we can let every reaction take the form F + A ! 2 A, in which case every species is an autocatalytic core by it-self and the number of autocatalytic cores is equal to N . Indeed, a simple model of template replication without mutation would also have this form.
In order to avoid putting into our models the very thing we wish to get out, we begin our investigation with an analysis of the number of cores (strongly connected components) that can be found in random directed graphs. That is to say, we imagine that a reaction network has been generated through some process, and that a linearisation has been taken around a boundary fixed point. We further imagine that the Jacobian matrix formed by linearising around this fixed point has no systematic pattern, and in particular has no correlation between the zero and non-zero entries.
We do not suppose that such an uncorrelated random matrix would arise from linearising around a fixed point of any actual reaction network. Rather, we make this assumption because it represents the least possible structure that could be put into any model. Given that we do not know what form the correlations are likely to take for real chemistries, it is the most parsimonious assumption available.
Under this assumption, we show numerically that the number of cores increases at most logarithmically with the number of species. (For a binary string chemistry, this would be equivalent to scaling linearly rather than exponentially with the strings' length.) Thus, any system that scales better than log N must have a Jacobian whose elements are systematically correlated in some specific way, and our next task is to show which kinds of correlations might give better scalings than log N , and how they might arise without requiring the underlying reaction network to have an unreasonable amount of structure.
One possibility is that energetic considerations can help with this situation. Irreversible reactions must always flow downhill in terms of G , the difference in free energy between the products and the reactants. Reactions involving the food set can put energy into the system, allowing energetically uphill links in the directed graph. However, we show that if we limit the amount of energy that can be provided per food molecule then this constraint is enough for the number of cores to scale with N . As before, we arrive at this result by directly constructing a random matrix to be interpreted as the Jacobian, rather than by first generating a reaction network and then linearising around a fixed point.
It should be noted that our analysis in terms of random graphs does not distinguish between autocatalytic cores (the object of interest) and neutral or sub-catalytic cores. In the case of the energetic constraint we consider, one might expect most or all of the cores to be catalytic rather than autocatalytic, since when a molecule fissions there is no particular reason to expect both products to have a similar energy to the original molecule. Understanding the relationship between what is necessary to obtain an O(N ) upper bound while also causing a significant portion of the cores to be autocatalytic will be the focus of future work. 
Numerical Simulations
In order to test these ideas, we create randomly connected directed graphs, subject to constraints such as the energy differences in the reaction. Once we have generated a particular graph, we can extract the strongly connected components (SCC) of the graph using Tarjan's algorithm (Tarjan, 1972) . We count the number of components of size greater than 1 (components of size 1 correspond to isolated nodes or compounds which do not participate in cycles). This tells us the number of catalytic cores in that particular reaction network.
The first case we consider is one in which we only specify the average number of links per node, c, but do not impose constraints on the directionality of reactions based on their G . This corresponds to the case of food molecules with a very large available energy from conversion. The resulting network is comparable to an Erdős-Rényi random graph (Erdős and Rényi, 1959) , but is a directed graph rather than an undirected graph.
We generate many such networks of different sizes and compute the average number of catalytic cores as a function of network size (Fig. 1) . Similar to the Erdős-Rényi case, we observe that there is a critical value of c which produces a maximum number of catalytic cores. However, even when considering graphs which are tuned to the optimum value of c, we find that the number of cores obtained scales as O(log N ) in the number of nodes.
Next, we examine the case in which the food set has a Nathaniel Virgo, Nicholas Guttenberg ( very low available energy compared to the energy range of the substrate molecules. We assign the substrate molecules random energies uniformly sampled in the range [0, 1], and require that links can at most increase the energy of the product by a constant denoted E. (Each link exists with constant probability Nc, unless it would violate this constraint, in which case the link is not added to the graph.) We find that as we make E increasingly small, we can obtain a number of cores which scales as O(N ) in the number of nodes at the optimal c value (Fig. 2) . However, at large N this scaling reverts to a slower scaling for finite E or for non-optimal values of c. This may be because as the network grows, there is an increasing chance to find ways to chain together uphill reactions to create long loops in the energy space. It should be noted again that we have not shown whether these cores can be autocatalytic, since this would require a model of the full reaction network. Finally, we consider what happens if we take the above system and add a high-energy food molecule that is very unreactive, in the sense that it reacts with only a few very specific molecules. This amounts to adding to the Jacobian a small number of non-zero terms that violate the energy constraint, connecting a node to one with a much greater energy; we implement this by simply adding completely random, uncorrelated links to the network with a fixed per-node probability d. If such a reaction connects between a pair of catalytic cores, then those two cores and all cores which connect between them via downstream links will merge and become a single core. This means that the more interconnected the downstream part of the DAG, the more sensitive Figure 3 : Scaling of the number of catalytic cores for graphs with a low-energy food set ( E = 0.01), but with a small number of additional random links parameterized by d. As before, c is tuned to optimise the number of cores.
it will be to disruption by structural 'noise' of this form. On the other hand it is possible for two cores not to be connected to each other even in a downstream direction. e.g. at the coarse-grained level, each core might be a completely isolated part of the graph. In this limit, a single random link can destroy at most a single core.
In the limit of a disconnected network, so long as the number of random links added scales more slowly than N , the overall coarse-grained structure can retain an O(N ) scaling. If the number of random links scales faster than N , it will dominate at large N and result in an approach to the random graph limit. When the number of additional links scales linearly with N (that is, each node has a certain fixed probability of having a reaction involving the high energy food set molecule), then the question is whether new cores are produced more quickly than they are destroyed as the graph increases in size. This means that there is a relationship between the chemical specificity (the average number d of reactions per node associated with that molecule) and the average core size s, such that if d is less than a quantity proportional to 1/s we can expect the O(N ) scaling to persist, whereas if it is greater then the graph will eventually be driven to the random graph limit.
In Fig. 3 , we fix E = 0.01 and vary d. We find that for small graphs, this does not strongly influence the scaling of the number of catalytic cores, but as the graph size grows we observe an increasing separation into two distinct branches -one with the scaling of the structured graph, and one with the structure of the random graph. 
Discussion
We have outlined a mathematical theory that determines how many distinct first-order autocatalytic cores can feed upon a given food set in a chemical reaction network. This theory may be stated in terms of the strongly connected components, or "cores" of a directed graph whose structure is determined by the network's topology; some of these cores may be autocatalytic cores in the sense of Vasas et al. (2012) .This analysis gives us some insight about the kind of structure that must exist at the network level in order for the dynamics to be strongly dependent on the history of which species were added to the system, at least as long as the dynamics remain in the linear regime.
There are several reasons to be interested in such a question, but our main motivation in this work has been the mechanism for limited heredity proposed by Fernando and Rowe (2007) and Vasas et al. (2012) . Those papers proposed specific but somewhat contrived artificial chemistry models that exhibited multiple autocatalytic cores; we have begun to answer the more general question of what structural properties a network must have in order to exhibit heredity through this mechanism. It is only by answering this question that we will be able to address the question of where limited heredity can be found in the space of organic chemistries that could have been instantiated on the early Earth.
However, we have also gone beyond the question of limited heredity by addressing the question of scaling. If the number of attractors in a system scales linearly with the number of possible molecules, then this "limited" heredity mechanism is just as unlimited as the heredity provided by template replication (i.e. DNA).
There are some strong limitations involved in studying only the linear behaviour around a fixed point. Perhaps the most severe of these is that our analysis does not allow "parasitic" cores that feed on previously ignited autocatalytic cores rather than the food set. A key point in both Fernando and Rowe (2007) and Vasas et al. (2012) is that a parasitic core may catalyse the production of the species on which it feeds, thus increasing rather than decreasing the fitness of its host. (See also for an example where this occurs due to spatial patterning.) It would be useful to ask not only how the number of cores scales with the network size, but also how it scales with the number of cores that have already been ignited. Such questions would require an analysis of the full network rather than a single fixed point.
It is worth concluding our discussion with a brief mention of the Graded Autocatalysis Replication Domain (GARD) model (Segré et al., 1998; Markovitch and Lancet, 2012) . On the face of it, this model offers a very different mechanism for limited heredity than that proposed by Vasas et al. However , GARD is at heart a linear model (with an additional nonlinear normalisation term), and the entries in the matrix are typically chosen to span several orders of magnitude, approximating the time scale separation between 'fast' and 'slow' reactions that Vasas et al. assume. Thus, it may be that an analysis similar to ours can be applied to GARD, showing that it exhibits limited heredity through the same mechanism after all. However, this is complicated by the fact that discrete, stochastic dynamics also seem to be important in GARD, and so we leave testing this hypothesis as a task for future work.
