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Resumo
Durante longos períodos de atividade cognitiva é comum a sensação de cansaço e falta de energia, acompanhada
de um decréscimo de desempenho. Este estado, geralmente denominado de fadiga mental, é considerado uma das
principais causas de erro humano. Os efeitos da fadiga mental no desempenho de tarefas complexas e que requerem
altos níveis de concentração devem ser estudados e antecipados de forma a minimizar erros. Exemplo disto é o caso
da aviação, ou medicina onde pequenas distrações podem gerar graves acidentes.
O impacto negativo da fadiga mental na performance, saúde e bem estar dos indivíduos, torna-se, desta forma,
um dos principais motivos que leva ao desenvolvimento de metodologias de deteção destes estados mentais, de forma
a preveni-los. Efetivamente, ao longo do tempo diversas metodologias de deteção de fadiga têm sido desenvolvidas,
contudo a maioria é pouco objetiva ou requer um grande investimento económico.
A presente monografia apresenta um estudo de um sistema de aprendizagem não supervisionada de casos de
fadiga mental, utilizando padrões de interação homem-computador, recolhidos através da sensorização de rato e teclado.
Este estudo permitiu uma classificação correta de 83,3% de novos casos de fadiga mental.
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Abstract
During long periods of cognitive activity it is common to have a feeling of tiredness and lack of energy, which is
followed by a performance decrease. This state, commonly defined as mental fatigue, is considered one of the major
causes of human error. Mental fatigue effects on tasks that require high levels of concentration should be studied and
anticipated to minimize errors. Aviation and medicine are good examples of these tasks because small distractions
could lead to severe consequences.
The negative impact of mental fatigue on individuals performance, health and well-being, as well as the consequen-
ces of it, makes it necessary to develop strategies that detect these mental states. During the past years many methods
have been developed. However, the majority of these methods are not very objective and requires a large economic
investment.
The following dissertation presents a non-invasive automatize system for unsupervised learning in mental fatigue,
by using human-computer interaction patterns, collected through mouse and keyboard sensing.This study allowed a
correct classification of 83.3 % of new cases of mental fatigue.
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Acrónimos
ADMSL Average distance of the mouse to the straight line
AED Average excess of distance
DCD Double click duration
DMSL Distance of the mouse to the straight line
ECG electrocardiograma
EEG electroencefalograma
EMG electromiografia
HCI Interação Homem-Computador
IA Inteligência artificial
KDT Key Down Time
MA Mouse acceleration
MV Mouse velocity
PAM Partition Around Medoids
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Capítulo 1
Introdução
A fadiga trata-se de um fenómeno complexo e de experiência pessoal que envolve um vasto leque de componentes
e processos psicológicos e comportamentais. Este conceito apresenta diversas abordagens, sendo que esta monografia
se foca na fadiga mental [73].
A fadiga mental trata-se de uma forma de manifestação de fadiga experiênciada geralmente após longos períodos
cognitivos, mas não só. Este é um problema que afeta o dia-a-dia, que se manifesta através de cansaço, perda de
performance e problemas de concentração [12]. Esta é considerada o principal motivo de falha humana, sendo que
por isso deve ser atempadamente solucionada [43].
Ao longo do tempo tem aumentado a preocupação em solucionar este problema, no entanto as soluções desen-
volvidas apresentam um elevado grau de subjetividade ou a necessidade de utilização contínua de dispositivos que
nem sempre se apresentam confortáveis ou estéticos [49]. Assim, com vista a colmatar estas limitações, é necessário
o desenvolvimento de uma estratégia automatizada dotada da capacidade de identificar cenários de fadiga mental,
sonolência e/ou carga de trabalho mental, de forma totalmente não invasiva. É neste ponto que a análise de padrões
de Interação Homem-Computador (HCI), associados à Inteligência artificial (IA), nomeadamente à aprendizagem não
supervisionada, podem-se revelar muito úteis.
O conceito de HCI surgiu em 1980 e trata-se de um campo de estudo que analisa a forma como os utilizadores
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interagem com os computadores, objetivando melhorar a interação homem-máquina [21] .De forma a compreender
este sistema de interação é necessário perceber como o homem se relaciona e interage, com o intuito de tornar a
interação com o computador e tecnologias relacionadas, o mais natural possível.
O homem relaciona-se de uma forma muito mais profunda do que apenas um relação física com os objetos. É
sabido que o ser humano interage com o computador através das suas interfaces. Duas das mais tradicionais interfaces
de comunicação homem-máquina referem-se ao rato e ao teclado [35]. O recurso a estes dispositivos com o intuito de
reconhecer emoções, estados afetivos e identificação de usuários, já foi alvo de estudo no passado [37],[50, 51]. Para
tal, no caso da utilização do rato, são obtidos dados como a velocidade, tempo entre cliques ou distâncias percorridas.
No que se refere ao uso do teclado, medidas como o tempo de pressão das teclas, velocidade de digitação, número de er-
ros podem ser extraídas [51, 56]. Os dados recolhidos são posteriormente processados de modo a reconhecer padrões.
Uma das forma possíveis formas de análise de dados e reconhecimento de padrões, utiliza o recurso à aprendi-
zagem não supervisionada, também denominada de clustering [14]. Esta abordagem distingue-se da aprendizagem
supervisionada na medida em que o sistema aprende de forma independente e sem a intervenção de um “supervisor”.
Este modo de aprendizagem consiste na utilização dos dados de entrada do sistema, não classificados, de forma a
que a rede encontre as regu|laridades estatísticas entre eles. Para tal ser concretizável, os dados devem apresentar
redundância. Desta forma, é então possível reconhecer padrões que levam ao seu agrupamento em clusters [31, 14].
A aprendizagem não supervisionada possui diversas aplicações, são exemplo disso a segmentação de imagens,
muito úteis em imagiologia, ou o reconhecimento de objetos. Outras aplicações com igual destaque, referem-se à sua
utilização na recuperação de informação na WEB e no processo de Data Mining [31].
Com base nos conceitos apresentados, pretende-se, então, elaborar um sistema automatizado não invasivo, para
aprendizagem não supervisionada de casos de fadiga, utilizando padrões de interação homem-máquina, recolhidos
através da sensorização de rato e teclado.
1.1. MOTIVAÇÃO 3
1.1 Motivação
A fadiga mental é notória no dia-a-dia, após longos períodos de grande esforço mental, tratando-se de um dos
grandes problemas da atualidade [73]. Esta pode ser vista como um fator que afeta negativamente o desempenho
dos trabalhadores e é ainda considerada um dos principais motivos de erro humano [43]. Exemplo disto é o caso da
aviação, ou medicina onde pequenas distrações podem gerar graves acidentes [76].
A influência da fadiga mental no desempenho de tarefas diárias, torna-se, desta forma, um dos principais motivos
que leva ao desenvolvimento de metodologias de deteção destes estados mentais, de forma a preveni-los. Hoje, estas
abordagens estão geralmente relacionadas com o uso de questionários e mais recentemente recorrendo a sensores.
No entanto, se por um lado a primeira abordagem torna-se muito subjetiva e pouco precisa na medida em que é difícil
ter consciência do seu próprio estado, por outro lado, é notório que nem sempre os utilizadores estão disponíveis para
responder a questionários, e a fazê-lo da forma mais honesta possível. Relativamente à segunda abordagem, apesar
de bastante mais precisa, o investimento económico necessário ou a necessidade de recorrer a aparelhos estranhos
ao quotidiano, por vezes incómodos, pode-se tornar uma grande desvantagem. [51]
Este dissertação é então motivada pela necessidade de colmatar as limitações anteriormente referidas. Uma vez
que nos dias de hoje muitos profissionais passam grande parte do seu tempo, ou a totalidade do mesmo, em frente a
um computador, parte-se do principio que se poderá adaptar esta ferramenta com o qual já estão ambientados para
proceder à deteção de fadiga, sem que com isto traga incómodos ou grandes custos. Este tipo de ferramenta tornar-
se-ia útil não só para uma melhoria da qualidade de vida, assim como um aumento da produtividade, mas também
contribuiria para a existência de menos erros associados à fadiga.
1.2 Objetivos
O objetivo principal desta dissertação trata-se da utilização de algoritmos não supervisionados para aprendizagem
de padrões de HCI com o intuito de identificar cenários de fadiga mental, sonolência ou carga de trabalho mental,
através da sensorização do rato e teclado (usando biométricas comportamentais) de forma totalmente não invasiva.
De seguida enumera-se de forma mais específica os objetivos do trabalho proposto:
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• Revisão bibliográfica da área, de forma a caraterizar o domínio de investigação;
• Avaliar o desempenho das diferentes abordagens e a aplicabilidade no domínio de investigação;
• Desenvolvimento de uma abordagem não supervisionada para detecção de fadiga mental, sonolência e ou carga
de trabalho mental.
• Teste e validação do modelo desenvolvido.
• Comparação entre modelos supervisionados e não supervisionados;
1.3 Metodologia de Investigação
Na realização desta monografia foi adotada uma metodologia ação-pesquisa. Esta metodologia consiste na identi-
ficação e caraterização do problema de forma a que possa posteriormente ser resolvido.
Desta forma, efetuou-se uma coleta de informação com relevância para o problema em questão, posteriormente
procedeu-se a uma organização da mesmo. Foi necessário ter em consideração a constante evolução sentida na área
de forma a acompanhar a mudança do conteúdo cientifico constante. Após a correta identificação do problema em
causa foi concebida uma hipótese de resolução. Após a validação desta hipótese procedeu-se ao seu desenvolvimento
e aplicação. Por último foram tiradas conclusões de forma a avaliar os resultados obtidos. Resumidamente o projeto
passou pelas fases de:
1. Identificação do problema em questão;
2. Coleta de informação relativa ao estado da arte;
3. Desenvolvimento de uma solução e posterior implementação;
4. Análise e discussão dos resultados;
5. Validação da solução.
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1.4 Estrutura do Documento
O presente documento apresenta-se organizado da seguinte forma: no Capítulo 2 apresenta-se o conceito de
fadiga e mais especificamente o conceito de Fadiga Mental, problemas associados e revisão dos estudos e sistemas
de deteção já existentes e implementados. O Capítulo 3 aborda a definição de HCI e principais requisitos da interação
homem-computador. No Capítulo 4 apresenta-se o conceito de inteligência artificial e aprendizagem, com destaque
para aprendizagem não supervisionada e algoritmos de clustering que serão utilizados no Capítulo 6.No Capítulo 5
apresenta-se o caso de estudo, e uma análise detalhada do conjunto de dados cedido pela startup Performetric. No
Capítulo 6 apresenta-se a aplicação dos algoritmos não supervisionados, comparações entre os demais e respetivas
conclusões.O documento é finalizado com o Capítulo 7 onde estão descritas as principais conclusões sobre o trabalho
efetuado, assim como o futuro trabalho planeado.
 
Capítulo 2
Fadiga
De uma forma geral, a fadiga pode ser definida como um estado que engloba dimensões físicas e/ou mentais e que
resulta num impacto negativo na performance e processamento de informações. Estas dimensões estão estritamente
relacionadas e não devem ser tratadas de forma independente. Este estado, é considerado uma das principais causas
de erro humano, sendo que o seu impacto já foi estudado em diversas áreas, desde aviação, medicina, entre outras.
Para além do impacto imediato, a fadiga também pode ter consequências a longo prazo na saúde mental e física dos
indivíduos.
2.1 Conceito de fadiga
A fadiga trata-se de um fenómeno complexo e subjetivo, que envolve uma série de processos psicossociais e com-
portamentais. Como resultado,ao longo do tempo, diversos conceitos têm sido apresentados, sendo que não existe
um unicamente aceite [62, 17]. Uma das possíveis definições apresenta-se como ”... uma enorme sensação de
cansaço, perda de energia e exaustão, associada de uma diminuição do desempenho físico e do funci-
onamento cognitivo ...” [62].
Apesar da definição anteriormente apresentada, existem diversas linhas literárias que fazem a distinção entre
diferentes conceitos de fadiga, recorrendo a uma dualidade entre definições. As mais comuns distinguem fadiga aguda
de fadiga crónica, fadiga física de fadiga mental e ainda fadiga central de fadiga periférica [62]. Estas distinções serão
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abordadas mais pormenorizadamente nas seguintes secções.
2.1.0.1 Fadiga crónica vs fadiga aguda
A fadiga crónica, também designada por síndrome da fadiga crónica (SFC), carateriza-se por uma sensação inex-
plicável de fadiga que se prolonga há pelo menos seis meses, que não melhora após o repouso, e que afeta os níveis
de atividade social, pessoal, educacional e ocupacional do índividuo. Associados a estes sintomas, devem, ainda, ser
detectáveis pelo menos quatro dos seguintes sínais: perturbações de memória e concentração, sono não revitalizante,
dores musculares, dores nas articulações sem inchaço ou vermelhidão aparente, ganglios linfáticos cervicais e axilares
”moles”, dores de cabeça diferentes do habitual, mal estar após esforço que dura mais de 24 horas e dores de garganta
frenquentes [17, 42]. O diagnóstico da SFC exige atenção ao historial clínico e o despiste de um conjunto de doenças
que se podem assemelhar nos sintomas, nomeadamente doenças relacionadas com a tiroide, anemia e depressão [42].
A fadiga aguda, por outro lado, surge em índividuos saudáveis como resultado de uma defesa natural do corpo.
Esta manifesta-se após algum tipo de esforço e que desaparece após o descanso. O seu impacto no dia-a-dia é mínimo
[62].
Assim sendo, as principais distinções entre os conceitos anteriormente apresentados assentam na duração da
manifestação da fadiga e nas consequências que apresentam. Isto porque, quanto mais se prolongar o estado de
fadiga, não só maior é a gravidade da situação, mas também implica um tratamento mais complexo.
2.1.0.2 Fadiga física vs fadiga mental
A fadiga física compreende uma diminuição na performance física e o aumento da dificuldade de cumprir um
exercício ou atividade. De um ponto de vista muscular, trata-se da incapacidade para manter o nível necessário de
força durante os exercícios. Esta denota-se ao fim de algum tempo de esforço físico e pode ser detetável através de
electromiografia [2, 62, 43].
A fadiga mental, por sua vez, trata-se de um estado complexo e multifacetado que envolve mudanças na motiva-
ção, humor e nível cognitivo. Este tipo de fadiga tem um profundo impacto na performance mental e é considerado
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um das principais causas de erro e acidente [28]. A fadiga mental pode ser experienciada após longos períodos de
atividade cognitiva, onde os indivíduos apresentam uma menor capacidade de manter concentração e processamento
de informação. Isto resulta num menor envolvimento com a tarefa e numa diminuição da capacidade de resposta e de
ignorar informações irrelevantes [10, 12]. No entanto, estudos mostraram que nem sempre um maior número de horas
de atividade leva necessariamente a fadiga. Para além do tempo, esta envolve também uma componente motivacional
para do indivíduo no cumprimento da mesma. Por outras palavras, uma alta carga de trabalho pode resultar em fadiga,
se associado estiver uma pequena recompensa [11].
Apesar de dois conceitos distinguíveis, a fadiga mental e fadiga física, estão intrinsecamente relacionadas e forte-
mente dependentes. Esta relação suporta a existência de um outro conceito de fadiga: a fadiga total. A fadiga total
pode ser vista como a associação de duas dimensões: a fadiga mental e a fadiga física, associadas a perturbações do
sono, stress, e fatores psicológicos como o humor [6].
2.1.0.3 Fadiga central vs fadiga periférica
A origem da fadiga muscular pode dever-se a causas relacionadas com o cérebro (mecanismos centrais), assim
como causas relacionadas com os próprios músculos (mecanismos periféricos) [2].
A fadiga central, apesar de ainda pouco explorada e com mecanismo que ainda não foram completamente desven-
dados, relaciona-se com o aumento da concentração de serotonina, um neurotransmissor,que se acumula em certas
regiões cerebrais após períodos de atividade física prolongados. Isto resulta numa falha da condução do impulso
nervoso, seguindo-se uma diminuição do número de unidades motoras recrutadas para a execução do movimento, e
consequentemente um decréscimo da performance [2].
Por outro lado, a fadiga periférica carateriza-se por fenómenos que decorrem do exercício a nível muscular, que
levam a uma diminuição da força de contração das fibras musculares e alteração dos mecanismos de transmissão do
potencial de ação. As alteração anteriormente referidas são principalmente devidas a perturbações do movimento de
iões de cálcio, acumulação de fosfato e diminuição da adenosina trifosfato (ATP) disponível [2].
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2.2 Fadiga mental
A fadiga mental, como já foi referido anteriormente, trata-se de um tipo de fadiga bastante comum no dia a dia,
que se relaciona com a incapacidade de cumprir determinada tarefa cognitiva [10].
Durante longos períodos de atividade cognitiva é comum a sensação de cansaço e falta de energia, acompanhada
de um decréscimo de desempenho [10, 12, 43]. Este estado, é considerado uma das principais causas de erro humano
[76]. Os efeitos da fadiga mental no desempenho de tarefas complexas e que requerem altos níveis de concentração
devem ser estudados e antecipados de forma a minimizar erros. Exemplo disto é o caso da aviação, ou medicina onde
pequenas distrações podem gerar graves acidentes [10, 73].
A influência da fadiga mental no desempenho de tarefas diárias, torna-se, desta forma, um dos principais motivos
que leva ao desenvolvimento de metodologias de deteção e monitorização destes estados mentais, de forma a preveni-
los.
2.2.1 Fatores da fadiga mental
A fadigamental é definida como um estadomanifestado após longos períodos de atividade cognitiva [68]. Manifesta-
se como uma redução na performance do indivíduo. No entanto, estes não são afetados de igual forma. Ao longo do
tempo, estudos demonstraram uma relação entre a fadiga mental e diversos parâmetros comportamentais, sociais e
psicológicos e do perfil individual que são influenciadores e influenciados por estes estados mentais. Estes parâmetros
serão, então abordados de seguida.
2.2.1.1 Performance mental
A fadiga mental afeta de forma crítica a performance mental numa variedade de atividades. Tal como já mencio-
nado, a fadiga mental manifesta-se através de um decréscimo de desempenho durante o cumprimento de determinada
tarefa, sendo que as mais complexas são mais afetadas do que as simples [65]. Assim, a performance mental é cara-
terizada pela incapacidade de alocar os recursos necessários para a conveniente realização das tarefas que se está a
desempenhar [64, 40]. Esta relaciona-se com algumas capacidades cognitivas como o tempo de reação, a memória,
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a atenção e a precisão. Sendo que o conjunto destes parâmetros avaliam o nível de performance mental do indivíduo.
De seguida estes parâmetros serão discutidos individualmente.
• Memória de trabalho: A memória de trabalho pode ser definida como a capacidade cerebral de recolher, or-
ganizar, armazenar e recuperar informações. Esta é um alicerce fundamental na aprendizagem e tomadas
de decisões. Uma das formas de manifestação de fadiga mental trata-se da diminuição da capacidade de
armazenamento de novas informações, assim como dificuldades na recuperação das mesmas [71, 32].
• Reação: A reação carateriza-se como um comportamento manifestado em relação a um determinado estímulo.
Este comportamento pode manifestar-se de várias formas quer através de um movimento ou alteração de sinais
vitais. A associação da fadiga mental com o cansaço resultam num aumento do tempo de reação e consequen-
temente numa menor capacidade de reação [11].
• Atenção: Quando as pessoas se sentem fatigadas reportam queixas relacionadas com dificuldades em mante-
rem o foco na tarefa que estão a desempenhar. A atenção não só influência o processamento das informações
recolhidas como auxilia na concentração daquilo que é essencial, desviando o interesse de informações ou si-
tuações irrelevantes. Assim, em termos de fadiga mental, os indivíduos apresentam dificuldades em manter a
atenção durante a execução das tarefas que lhe são apresentadas [10, 11].
• Precisão: A capacidade de obter resultados dentro do expectável denomina-se de precisão. Esta capacidade que
pode ser expressa através do número de erros obtidos e encontra-se relacionada com a fadiga mental. Assim,
quando estamos perante de um quadro de fadiga mental, existe uma maior probabilidade de se cometerem
erros, logo a precisão é menor [10].
2.2.1.2 Perfil do indivíduo
O perfil individual de cada um é determinante no processo de deteção de fadiga. Fatores como a idade e o sexo e
doenças associadas deverão ser tidos em conta [24].
• Idade: A idade é um fator preponderante que influência a fadiga mental. Como já foi referido com o avançar
da idade, as capacidades cognitivas e físicas vão se deteriorando o que se manifesta num maior frequência de
sensação de fadiga [24] .
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• Neuropatologias: A fadiga mental está muitas vezes associada a doenças do campo neuronal. Em quadros
clínicos de Parkinson, depressão, esclerose múltipla, entre outras, os pacientes apresentam queixas relativas
a uma sensação de cansaço e fadiga muito mais precocemente do que quando comparados com indivíduos
saudáveis [16, 24].
2.2.1.3 Outros
Para além dos fatores já apresentados, existem ainda um conjunto de parâmetros que não tendo uma relação
direta com a fadiga mental, devem ser tidos em conta de forma a caraterizar melhor o domínio da fadiga mental. Estes
devem ser considerados como potenciais causadores destes estados, como é o caso da sonolência, motivação, stress
e má alimentação. Estes apresentam-se discutidos de seguida.
• Sonolência: A sonolência é descrita como sinal que antecede o sono.Esta apresenta-se muitas vezes relacionada
com o conceito de fadiga mental, sendo difícil distingui-los. Facto é que a sonolência é um dos principais
indicadores de fadiga, e esta por sua vez, encontra-se relacionada com queixas de sono não reparadores [5, 47].
• Motivação: A fadiga pode ser vista como um desequilibro entre o esforço e a recompensa. Um indivíduo manterá
o seu nível de desempenho se o esforço que está a aplicar no desempenho da tarefa for recompensado. No
entanto quando o esforço é demasiado grande e a recompensa já não acompanha o mesmo nível, a motivação
desvanece e o indivíduo sente-se fatigado mais rapidamente [11].
• Stress: O stress relaciona-se com a ansiedade, excesso de trabalho, medo e preocupação. O stress pode
potenciar a manifestação de sintomas de fadiga mental, além disso poderá ser a causa, ou potênciar, falta de
atenção aos detalhes, más decisões e erros não intencionais [23].
• Alimentação: Tal como já referido, uma das manifestações de fadiga mental é a sensação de perda de energia.
Assim, esta sensação pode relacionar-se com uma alimentação pobre em glucose. Uma alimentação cuidada
pode ajudar a prevenir erros e distrações assim como manter o nível de produtividade, evitando desta forma a
sensação de fadiga [23].
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2.3 Deteção de fadiga mental : Estado da arte
Uma vez que o conceito de fadiga mental é complexo e extenso, ao longo do tempo têm surgido diversas formas de
deteção destes estados, que variam consoante o seu propósito. A forma como é feita esta deteção divide-se essencial-
mente em três: de forma subjetiva recorrendo maioritariamente a questionários, através da análise de comportamentos
(expressões faciais, piscar de olhos, movimentos da boca entre outros) e por fim através de sinais fisiológicos [55]. Atu-
almente grande parte dos sistemas de deteção de fadiga mental têm a sua aplicação na viação, no entanto já existem
outros sistemas com diferentes aplicações. De seguida encontra-se uma análise de cada um dos sistemas.
2.3.1 Sistemas baseados em avaliações subjetivas
Como já referido, as escalas subjetivas avaliam o nível de fadiga através de um questionário, onde são colocadas
questões e o indivíduo responde a cada item colocado dentro de um intervalo. Posteriormente, as respostas são
avaliadas e chega-se a uma quantificação da fadiga mental dentro de uma escala. Estes questionários, na sua maioria
não só abordam a deteção de fadiga mental, mas também incluem outras dimensões como é o caso da fadiga crónica
e fadiga física. O facto de se tratar do indivíduo a auto-classificar introduz um grande nível pessoal de subjetividade
[48, 29]. Para além disso, não permitem uma monitorização ao longo do tempo, apenas uma avaliação pontual.
De seguida apresenta-se algumas das escalas de fadiga mais utilizadas.
• Visual Analog Scale for Fatigue (VAS-F): Esta trata-se de uma escala destinada a adultos entre os 18 e 55 anos
composta por 18 itens de avaliação da fadiga e níveis de energia, tanto em indivíduos saudáveis como em
paciente que apresentam falta de sono. Em cada item, o indivíduo deve classificar-se com um ”X”, numa escala
visual de 0 a 10 que representam dois extremos (por exemplo: ”nada cansado”e ”extremamente cansado”).
A vantagem desta escala está no facto de não exigir muito esforço de leitura, ser extremamente rápida de
responder [4].
• The Chalder Fatigue scale (CFQ 11): O propósito desta escala é a classificação da fadiga em geral, sendo
composta por 11 níveis. Para obtenção desta classificação os indivíduos deverão responder a um questionário
dividido em dois grandes grupos de questões: questões relacionadas com fadiga mental e questões relacio-
nadas com fadiga física. No primeiro tema de questões são colocadas perguntas como: ”Tem problemas de
concentração?”, ”Como está a sua memória?”. No segundo tema, são colocadas questões como: ”Sente-se
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fraco?”, ”Precisa de descansar mais?”. Cada uma das questões é respondida dentro de um intervalo de quatro
níveis, em que o mais baixo significa ”Não mais que o habitual”, e o ponto mais alto representa ”Mais do que
o habitual”[30].
• USAFSAM Mental Fatigue Scale: Esta escala, desenvolvida em 1982 pela School of Aerospace Medicine
visa a avaliação de fadiga experienciada durante voos. A partir da análise de fadiga e da performance manifes-
tada durante turnos exaustivos, foi possível o desenvolvimento de um sistema de quantificação destes estados.
Esta escala compreende 7 níveis, e cada nível descreve um estado:
1. Completamente alerta, acordado e responsivo;
2. Alerta, mas não na sua totalidade;
3. Níveis normais de resposta e alerta;
4. Cansado e pouco responsivo;
5. Moderadamente cansado;
6. Extremamente cansado;
7. Completamente exausto. Sem possibilidade de cumprir a função.
Esta escala tenta não só quantificar o nível de fadiga, mas a forma como esta afeta a performance do trabalhador
[57].
2.3.2 Sistemas baseados em parâmetros comportamentais
A deteção da fadiga mental através da análise de comportamentos são geralmente baseados no pressuposto de
que a fadiga se relaciona com o cançaso e sonolência, sendo que esta ser detetada através da análise de mudanças
na face e olhos. Nestes casos, os indivíduos apresentam níveis de alerta reduzidos, evidenciam movimentos lentos das
pálpebras, baixo nível de abertura dos olhos (ou até mesmo olhos fechados), bocejos e expressões faciais lentas [34].
Dentro dos comportamentos apresentados, o mais bem estudado trata-se da abertura dos olhos, que pode ser medido
através do Percentage of Eye Closure (PERCLOS). O PERCLOS calcula a proporção de tempo em que os olhos estão
fechados 80 % ou mais de um intervalo temporal especificado [75].
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Estes sistemas, na sua maioria, recorrem a câmeras implementadas nos carros que permitem a monitorização do
condutor [34]. No entanto a maior limitação do uso deste tipo de câmeras prende-se na iluminação. Estas geralmente
apresentam má qualidade em cenários pouco iluminados [8]. Assim, de forma a ultrapassar esta questão foi estudada
a possibilidade de utilizar um díodo emissor de luz infravermelho (LED) [8]. No entanto, apesar das melhorias intro-
duzidas em cenários de pouca luz, durante o dia o mesmo não ocorre. Quando comparadas com câmeras anteriores
apresentam pior desempenho [26]. Assim, uma das opções encontradas foi a utilização de uma câmera convencional
durante o dia, e uma câmera de infravermelhos durante a noite [63, 19].
Um dos grandes desafios da deteção da utilização de vídeo na deteção de fadiga, trata-se do seu posterior proces-
samento. Assim, depois de recolhidas, as imagens, são em tempo real processadas, e aplicados filtros, de forma a
detetar o rosto e olhos e boca do condutor [8]. Posteriormente, os comportamentos registados são geralmente classifi-
cados em dois ou três níveis de fadiga ou cansaço. Nesta classificação das imagens são geralmente usados acSVM e
redes neuronais. Apesar dos bons resultados obtidos, em alguns casos perto dos 100%, há necessidade de ressaltar,
que alguns destes estudos foram conduzidos em ambiente de simulação e que não foram estudados indivíduos que
utilizam óculos [8].
De forma a estender a deteção de fadiga mental a outras áreas, em 2013 surgiram os primeiros estudos que re-
lacionam a fadiga com a utilização do rato e teclado. Nestes estudos foram recolhidas métricas como a velocidade do
rato, tempo de pressão de teclas, duração de cliques entre outros. Estes foram posteriormente processados de forma
a obter 5 níveis de fadiga mental. Para isso foi utilizado o algoritmo do vizinho mais proximo (KNN) como algoritmo su-
pervisionado para reconhecimento dos padrões [51]. Este estudo foi evoluindo, algumas das métricas utilizadas foram
eliminadas ou substituídas por outras com melhor relação com a fadiga mental.Recentemente, em 2015, foi publicado
um novo estudo. Neste estudo, os níveis de deteção de fadiga mental foram enquadrados segundo a escala de fadiga
USAFSAM. Na base da deteção de fadiga mental, encontra-se uma rede neuronal capaz de aumentar a precisão da
deteção quando comparado com estudos anteriores.
Os estudos apresentados encontram-se esquematizados na tabela 2.1. Alguns dos estudos apresentados, evolui-
ram e tornaram-se produtos comercializados. De seguida, apresentam-se alguns dos desses produtos que estão no
mercado [33].
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Tabela 2.1: Tabela resumo dos trabalhos realizados no âmbito da deteção de fadiga com sistemas baseados em parâ-
metros comportamentais
Referência Ano Parâmetros Método de recolha Classificador Precisão
[25] 2001 - PERCLOS Câmera Rede neuronalnão paramétrica -
[8] 2006
-PERCLOS
-Duração do fecho dos olhos
-Frequência do pestanejo
Posição da face
Câmera e
infravermelhos Classificador de fuzzy 99,9%
[74] 2007
-Pestanejar
-Bocejo,
-Movimento de cabeça
Câmera de vídeo
digital SVM 96%
[59] 2008 - Boca- Bocejo Câmera SVM 80%
[19] 2010 PERCLOS
Duas câmeras
(uma para a noite
, outra no dia)
SVM [91%-98%]
[63] 2012 Deteção da pupila Micro câmera cominfravermelhos
Rácio entre olhos abertos
e olhos fechados 92%
[51] 2013 Interações através de rato eteclado
Computador
(rato e teclado) KNN 85%
[50] 2015 Interações atravésde rato e teclado
Computador
(rato e teclado)
Rede neuronal
supervisionada 81%
• Onguard
Este trata-se de um dos primeiros sistemas apresentados para deteção de fadiga em condução. O Onguard
funciona com base na abertura dos olhos, sendo que emite um feixe de luz infravermelha no olho e mede a
luz refletida. Este sistema, implementado em óculos faz soar um alarme quando o tempo de fecho dos olhos
é superior a 0.5 segundos. A principal desvantagem deste sistema apresentado trata-se da necessidade de
utilização de uns óculos para implementação do hardware,Haworth1991
• Driver Fatigue Monitor (DFM)
O DD850 Driver Fatigue Monitor trata-se de um dispositivo desenvolvido pela empresa Attention Technology,
Inc para deteção da fadiga com base no PERCLOS. Este sistema utiliza uma câmera instalada no veículo e
luz infravermelha para identificação por contraste da pupila com o resto do rosto. De seguida, com base na
medida PERCLOS faz soar um alarme quando as percentagens detetadas sejam consideradas inseguras. O DFM
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apresenta algumas desvantagens e limitações sobretudo no que toca ao seu funcionamento. Este dispositivo,
encontra-se limitado à sua utilização em ambientes bem iluminados e o seu utilizador não deve usar óculos
[75].
• Driver State Monitor
Em 2005 a DELPHI apresentou o Driver State Monior, este sistema trata-se de um avanço em relação ao
anterior uma vez que utiliza uma câmera central e duas fontes de iluminação ultravioleta. Este sistema não só
deteta a fadiga através do fecho dos olhos, mas também o nível de distração do condutor através da posição
da cabeça. As principais melhorias verificadas encontram-se na utilização em diferentes iluminações e com
utilização de óculos [22].
• faceLAB
Apresentado em 2009 pela Seeing Machines, trata-se de um sistema que têm sido utilizado em grande escala
tanto em automóveis, como em camiões, aviões e submarinos. O faceLAB faz um rastreamento da cabeça
recolhendo informações relativas ao movimento dos olhos, abertura da pálpebra e tamanho da pupila. Para
além disto, este sistema funciona mesmo com o uso de óculos, lentes ou óculos de sol [60].
• NapZapper
O NapZapper consiste num pequeno aparelho que se coloca numa orelha e que soa um alarme quando a cabeça
começa a inclinar-se e atinge um determinado ângulo. A principal desvantagem deste dispositivo trata-se do
facto de não atuar de forma preventiva na deteção da fadiga e sonolência 1.
• Performetric
A Performetric trata-se de um software de monitorização e deteção de fadiga mental. Para isso usa o rato e
teclado como sensores e um sistema que recorre à inteligência artificial para processamento dos dados. Para
além de ser um sistema não invasivo e não intrusivo, não requer dados extras e adapta-se a qualquer tipo de
utilizador. No entanto necessita de um período curto de aprendizagem 2.
1http://www.napzapper.com
2https://performetric.net
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2.3.3 Sistemas baseados em parâmetros fisiológicos
Existem uma série de parâmetros fisiológicos que podem ser associados com a fadiga. Destes parâmetros destaca-
se a atividade cerebral detetada através do electroencefalograma (EEG), a atividade electródermica medida través de
electromiografia (EMG) ou a frequência cardíaca detetada através de electrocardiograma (ECG), em alguns casos tam-
bém se recorre à medição dos movimentos oculares através de electro-ocolograma (EoG) [45].
A deteção de fadiga com base em parâmetros fisiológicos trata-se da forma de deteção mais precisa e confiável.
No entanto a medição de sinais fisiológicos encontra-se muito propensa à introdução de ruído e artefactos. Isto deve-se
ao movimento natural do corpo no desempenho das tarefas do dia-a-dia [44, 55]. De forma a eliminar o ruído têm
sido utilizadas diversas abordagens de pré-processamento, dos quais se destacam o uso de filtros passa-baixo. Uma
série de características estatísticas são então extraídas do sinal processado usando várias técnicas de extração de ca-
racterísticas, incluindo transformadas discretas de Wavelet e transformadas de Fourier [78, 39]. Posteriormente as
caraterísticas extraídas são classificadas recorrendo a redes neuronais, SVM, análises discriminantes lineares (LDA) e
ainda outros métodos [39, 41, 58, 77].
No entanto a sua natureza muitas vezes intrusiva para a medição dos parâmetros fisiológicos, associado ao custo
dos dispositivos afasta a sua utilização. De forma a contornar esta situação, têm sido utilizados dispositivos sem fio
para medição de sinais fisiológicos de maneira menos intrusiva. Desta forma, são colocados elétrodos no corpo, sendo
que os sinais são enviados via Bluetooth para o telemóvel ou outro dispositivo. Existem ainda estudos onde se optou
pela utilização integrados nos bancos, volantes. Apesar disso, esta solução apresenta uma diminuição da precisão,
uma vez que estão mais sujeitos a artefactos e erros de contacto [55].
Estes estudos encontram-se resumidos na tabela 2.2
Tabela 2.2: Tabela resumo dos trabalhos realizados no âmbito da deteção de fadiga com sistemas baseados em
parâmetros fisiológicos
Referência Ano Sensor Classificador Precisão
[77] 2008 EEG SVM 99.3%
[39] 2011 EEG, ECG, EoG LDA,SVM,KNN 95-97%
[41] 2013 Variação do ritmo cardíaco SVM 95%
[58] 2016 ECG LDA _
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2.3.3.1 Sistemas de deteção de fadiga baseados na atividade cerebral
Os sistemas de deteção de fadiga baseados na atividade cerebral recorrem à utilização do EEG. O funcionamento
destes sistemas, geralmente depende de electrodos acoplados ao couro cabeludo. O EEG permite identificar quatro
tipos de ondas sinosoidais: a alfa, beta, teta e delta. As ondas delta encontram-se até aos 4 Hz e são caraterísticas do
sono profundo. As ondas teta encontram-se entre os 4Hz e 8 Hz e estão associados com estados de sonolência. Por
sua vez, as ondas alfa, entre os 8Hz e 13 Hz, caraterizam estados mentais de relaxamento. Por último, as ondas beta,
acima dos 13Hz, ocorrem no estado normal de vigília [6, 69]. Desta forma, o EEG permite a identifição de estados
mentais associados a sonolência e fadiga com bastante eficácia. Nestes casos são observáveis aumento na proporção
das ondas teta e alfa e uma diminuição de ondas beta [6, 1, 69].
Com base nestes princípios vários sistemas de deteção têm sido propostos. No entanto, estes sistemas podem ser
considerados um pouco intrusivos, uma vez que exigem a utilização de um acessório acoplado à cabeça. De seguida
seguem-se dois exemplos de sistemas já existentes e comercializados.
• SMARTCAP
O SMARTCAP trata-se de um sistema implementado num chapéu, gorro ou capacete para monitorização da
fadiga destinado essencialmente a condutores e operadores. Este sistema possuí a capacidade de ler a atividade
elétrica cerebral através do uso de EEG.Os dados são enviados via Bluetooth desde o dispositivo instalado no
chapéu para monitores instalados dentro do veículo. Emite um alarme quando é detetada fadiga 3.
• U-WAKE
O U-WAKE trata-se de um sistema destinado fundamentalmente a condutores, composto por uma banda colo-
cada em volta da cabeça para recolha de EEG. Os dados recolhidos são posteriormente enviados via Bluetooth
para a aplicação móvel associada ao dispositivo. A aplicação processa, analisa e classifica os níveis de fadiga,
exibindo uma pontuação de 0 a 100. Quando a classificação se encontra acima de 80 é emitido um alarme de
aviso4.
3http://smartcaptech.com
4http://u-wake.com/en.html
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2.3.3.2 Sistemas de deteção de fadiga baseados em atividade eletrodérmica
A condutância de corrente elétrica na pele, também designada de atividade eletrodérmica, refere-se à facilidade
com que com uma corrente elétrica é conduzida na pele. Esta altera-se em resposta à ativação do sistema nervoso
simpático. Vários estudos têm comprovado a relação entre a atividade electródermica e o estado emocional dos paci-
entes, assim como com o seu estado mental, nomeadamente estados de fadiga.
De seguida apresentam-se dois exemplos da aplicação deste parâmetro fisiológica na deteção de fadiga. À seme-
lhança da deteção de fadiga com EEG, a deteção de fadiga através da atividade eletrodérmica exige o uso continuado
de dispositivos em contacto com o corpo.
• StopSleep
O StopSleep trata-se de um dispositivo que se usa como se fosse um anel. Este sistema têm como principal
objetivo a deteção de fatiga e sonolência em condutores. Para tal, utiliza oito sensores de forma a detetar a
atividade electrodérmica. Quando o sistema deteta sonolência ou redução de reação, avisa o utilizador. Este
aviso pode ser feito através de um sinal vibratório, ou através de um sinal misto de som e vibração que depende
do nível de perigo. O seu público alvo tratam-se dos condutores. 5
• Sleepman
O Sleepman encontra-se neste momento em crowdfunding e trata-se de um dispositivo com formato de relógio
que mede a atividade electrodermal para deteção não só de fadiga, mas também para análise do sono ajudando
o utilizador a acordar na fase de sono mais correta. 6
2.3.3.3 Sistemas de deteção de fadiga baseados na frequência cardíaca
A frequência cardíaca, detetado através de um eletrocardiograma, trata-se do número de batimentos do coração
por um intervalo de tempo, geralmente minutos. Esta é regulada pelo sistema nervoso autónomo. Alguns estudos
relacionam a freqência cardiaca com a fadiga mental, aferindo que esta leva a diminuição dos batimentos cardíacos
por minutos registados. Desta forma é então possível a sua deteção [41].
5http://www.stopsleep.biz
6http://sleeptrackers.io/sleepman-wearable-kickstarter/
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2.4 Conclusão
Ao longo deste capítulo foi apresentado o conceito de fadiga que como se verificou que pode ser abordado de
diversas perspetivas. No entanto o foco desta monografia é a fadiga mental. Este apresenta-se um conceito subjetivo,
pessoal e complexo que se manifesta no dia-a-dia e que muitas vezes é ignorado. No entanto é necessária a sua ante-
cipação já que este pode ser a causa de falhas, falta de concentração e diminuição de performance.
Apesar da subjetividade inerente ao conceito de fadiga mental, várias formas de deteção têm sido desenvolvidas.
De uma forma geral, as técnicas de deteção destes estados mentais podem ser divididos em três formas distintas:
• Forma subjetiva: inclui questionários, que posteriormente podem ser convertidos em escalas de medição de
fadiga. Estes métodos apresentam como principal desvantagem o grau de subjetividade introduzido e não
permitirem uma monitorização contínua.
• Sistemas baseados em parâmetros comportamentais: Neste caso em concreto recorre-se a comportamento e
baseiam-se no facto que a fadiga mental altera as reações face ao meio envolvente. Nestes sistemas destaca-se
a utilização de medidas relacionadas com as mudanças na face e olhos.
• Sistemas baseados em parâmetros fisiológicos: Estes sistemas apresentam-se como sendo os mais precisos
uma vez que medem alterações relacionadas com a frequência cardíaca, atividade cerebral ou atividade ele-
trodérmica. No entanto, são na sua maioria os mais difíceis de usar, uma vez que necessitam de sensores
acoplados ao corpo. Além disso, necessitam de o investimento económico pode ser elevado.
Apesar dos estudos já realizados na área da deteção de fadiga, pode-se afirmar que a esmagadora maioria das
soluções se encontra muito centrado no sector automóvel. Pode-se então afirmar que a proposta presente nesta dis-
sertação é inovadora e permite uma monitorização não invasiva, objetiva da fadiga metal, com aplicação em ambientes
informatizados, onde se recorre à utilização de um computador.
 
Capítulo 3
Interação Homem-Computador
A HCI aborda o estudo da relação do Homem com o computador. Esta relação, ou interação, abrange uma série
de áreas tais como design, ergonomia, psicologia, sociologia, ciências da computação e afins. Esta interação ocorre
através do hardware e software que compõem a interface Homem-computador.
A tecnologia deve ser usada sempre para maximizar nossas habilidades, e o uso de computadores deve ser o mais
simples, seguro e agradável possível. A criação de sistemas difíceis de usar pode inviabilizar o sucesso de softwares
que poderiam ser bastante úteis [21]. É neste campo que atua a HCI, objetivando a melhoria dos sistemas de forma a
torna-los mais próximos dos seres humanos.
3.1 Conceito de HCI
O avanço tecnológico permitiu que o recurso a computadores pessoais se tornasse algo cada vez mais comum e
enraizado na nossa cultura e dia-a-dia. É dificil imaginar um contexto, profissional ou não em que o computador não
esteja presente, de forma directa ou indirecta. Consequentemente, o tempo dispensado na utilização destes objetos
também aumentou, sendo que em muitas situações se torna superior ao tempo dispensado na interação com os cole-
gas de trabalho, família ou amigos. Esta interação desenvolveu-se e aprofundou-se de tal forma que deu origem a um
novo campo de estudo, a HCI [15, 21].
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Assim, este conceito nasceu em 1980, impulsionado pela expansão dos computadores e o seu uso em massa
[20]. A HCI apresenta-se como um campo de estudo que relaciona uma série de áreas desde o design, ciências da
computação,ergonomia e sociologia e têm como objeto de estudo a forma como os usuários interagem com os compu-
tadores de forma a simplificar essa relação. Desta forma, almeja-se uma adaptação dos computadores, quer ao nível
de software, quer ao nível de hardware, caminhado ao encontro das necessidades do seu utilizador [21].
De facto, os computadores são máquinas complexas, mas flexíveis e adaptáveis, assim melhorar a qualidade da in-
teração Homem-computador é um dos campos de estudo da HCI. Existe um esforço para que a tecnologia se torne cada
vez mais acessível a todos. Uma análise eficiente da interação entre o Homem e o computador pode ser de tal forma per-
tinente, que por exemplo, pode significar a diferença entre as pessoas utilizarem ou não determinada aplicação [13, 35].
Tal como o conceito indica, a HCI baseia-se na relação de três conceitos essências: o Homem como utilizador, o
computador como máquina e a sua relação. De seguida serão discutidos cada um dos intervenientes assim como a
sua relevância no estudo da HCI.
3.1.1 O Homem
O Homem, o utilizador final, é considerado a personagem central em qualquer sistema em que intervém, uma vez
que este se apresenta como o elemento prioritário das suas interações. Os requisitos de qualquer sistema, devem,
então, ser definidos em função deste, considerando as suas capacidades e limitações. Deve, ainda, ir ao encontro da
forma como o Homem interpreta e se relaciona com o mundo ao seu redor, tal como a forma como este armazena e
processa informações. Assim, a maneira como o Homem se relaciona com o computador pode ser entendida sob o
ponto de vista de um modelo que engloba três sistemas:
• O Sistema percetivo: este incluí os sentidos: a visão, o tacto, a audição, o paladar e o cheiro. Nesta interação
especifica com o computador, o paladar e o cheiro ficam um pouco de parte, uma vez que não assumem um
papel preponderante.
• O sistema motor: que controla os movimentos oculares, cabeça, braços, membros. Destes elementos, os dedos
têm o principal destaque, uma vez que lhes é atribuída a tarefa da digitação e manipulação do rato.
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• sistema cognitivo: este sistema fornece o processamento necessário para conectar os dois anteriores. Deste
sistema destaca-se a memória, aprendizagem e raciocínio. As informações recolhidas são armazenadas na me-
mória, e posteriormente usada pelo raciocínio de forma a resolver os problemas. Situações familiares recorrentes
permitem adquirir habilidades num determinado domínio à mediada que as suas estruturas de informação se
tornam mais definidas [21] .
Apesar do modelo apresentado incluir as principais caraterísticas da interação do Homem com o computador, este
pode ainda ser estendido e incluir mais duas componentes essenciais :
• Emoções: Os humanos são seres complexos que ultrapassam apenas as dimensões do cognitivo. As nossas
ações são, em muito, influenciadas pelas nossas emoções. Por exemplo, emoções positivas incentivam-nos
a resolver problemas mais complexos ou a ser mais criativos. Por outro lado emoções como a frustração ou
o medo tendem a prejudicar o nosso desempenho. Desta forma, a maneira como nos relacionamos com o
computador é influenciada pelas emoções que estamos a experienciar. Muitas das vezes o que nos leva a
gostar de determinada aplicação é a sua interface, e em alguns casos isso deve-se às emoções positivas que
estas, de algumas forma, nos está a transmitir, quer pela sua usabilidade, quer pelo seu lado estético.
• Perfil individual: No desenho ou conceção de um programa temos de assumir que todos os seres humanos são
individuais. Assim deve-se considerar caraterísticas como sexo, capacidades físicas, capacidades intelectuais e
conhecimento informáticos . É útil, assim, ter em consideração o público alvo para um maior encontro entre o
Homem e o computador.
3.1.2 O computador
Os computadores, tal como já referido, tratam-se de um objeto completamente popularizado nos dias de hoje,
presente na maioria das nossas casas. Estes tratam-se de um dispositivo que pode ser visto de um ponto de vista mais
tradicional como um conjunto de um ecrã, um teclado e um rato. No entanto os computadores hoje em dia entram nas
nossas vidas com vários formatos, seja através dos smartphones, tablets ou ”camuflados”sob a forma de um ecrã
num frigorífico ou numa máquina de lavar roupa.
Para uma compreensão total de como os seres humanos interagem com o computador, é necessário compreender
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esta interação como um todo. Nesta secção o foco será o computador mais tradicional e as suas interfaces mais
comuns de interação: o rato e teclado uma vez que se trata do objeto de estudo da presente monografia. No entanto
é necessário considerar que poderão existir muitas outras interfaces como são exemplo canetas stylus, impressoras,
scanners, webcam, entre outros [21, 61].
3.1.2.1 Rato
O rato trata-se de um periférico de input que têm como principal função mover um apontador no pelo ecrã do
computador. Este começou por possuir uma esfera na sua parte inferior que fazia girar dois discos no seu interior,
permitindo mapear o meu movimento num eixo xy. Atualmente este tipo de funcionamento já se encontra ultrapassado,
tendo sido substituídos por funcionamento ótico.
Geralmente os ratos apresentam quatro tipos de funções essenciais: clique simples, duplo clique, movimento e
arrastar e largar. É com base nestas funções que assenta a interação com este dispositivo [21].
3.1.2.2 Teclado
Um teclado trata-se de um conjunto de teclas utilizado com o objetivo de introduzir dados no computador. Este
possui números, letras e outros símbolos, onde cada tecla pode possuir um ou mais destes símbolos. Dependendo do
sistema operativo,ou modelo, este pode apresentar algumas variações. Este dispositivo possui para além da função
básica de digitação de texto, a possibilidade de aceder a uma vasta gama de atalhos [21].
3.1.3 A interação
Uma das principais teorias da interação Homem-computador foi apresentada por Norman em 1986. Este denomi-
nou esta teoria como ”O ciclo de execução-avaliação”, sendo composto por dois golfos: a da execução e a da avaliação
[61]. O golfo da execução abrange o esforço cognitivo do utilizador para planear a sua ação mediante as informações
que foram recebidas do sistema. Por outro lado, o golfo da avaliação, trata-se do momento em que o utilizador avalia
os resultados por comparação com o plano inicial e determina as suas novas ações. Entre estes dois golfos podem ser
ultrapassados através de uma estratégia de sete passos:
Relativamente às sete fases referidas, estas apresentam-se como:
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1. Estabelecer um objetivo;
2. Formular a intenção;
3. Especificar a sequência de ação;
4. Executar a ação;
5. Percecionar o estado do sistema;
6. Interpretar o estado do sistema;
7. Avaliar o estado do sistema relativamente às metas e objetivos;
Cada etapa apresentada trata-se de um exercício do utilizador. Este ciclo inicia-se com uma sequência de etapas 1
a 4 que culmina na ultrapassagem do primeiro golfo, o da execução. Assim, primeiramente, este formula um objetivo de
alto nível (1). Estado o objetivo definido é necessário formular a intenção, ou seja, tomar a decisão de agir na busca do
objetivo com base no atual estado do sistema(2). Posteriormente deve estabelecer quais as configurações do sistema
que correspondem ao estado final desejado, especificando desta forma a sequência da ação. Isto exige um esforço
mental de organização temporal das ações a posteriormente executar.(3) Neste ponto o utilizador encontra-se apto a
executar a ação, ou conjuntos de ações de forma a atingir o objetivo (4). Após a execução da ação,sistema atualiza
o seu estado e estamos perante o domínio do golfo da avaliação, onde devem ser executadas as etapas 5-7. Numa
primeira fase, este irá percecionar quais as modificações ocorridas no sistema (5), posteriormente, o utilizador deverá
interpretar essas modificações (6) de forma a avaliar se o estado do sistema está a ir ao encontro dos seus objetivos
(7). Em caso positivo a interação foi bem sucedida. Caso contrário, o usuário deve formular uma nova meta e repetir
o ciclo [21]. Este ciclo pode então ser resumidamente representado pela figura 3.1
3.2 HCI na avaliação de estados mentais
A forma como o Homem interage com o computador têm, ao longo do tempo, sido alvo de estudo de forma não
só a melhora-la, mas também com o intuito de extrair padrões de interação. Esses padrões depois de devidamente
extraídos e processados podem ser úteis de forma a obter informações relevantes. Especificamente a forma como
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Figura 3.1: Etapas de atividades entre o golfo da execução e ação
o utilizador interage com o rato e o teclado têm sido estudada de forma a analisar a sua personalidade, deteção de
emoções, estados afetivos e fadiga. Nestes estudos, são retiradas métricas como velocidade do rato, tempo de cli-
ques, distâncias percorridas pelo rato, velocidades de digitação entre outras métricas. Os dados são posteriormente
analisados de maneira a relacionar estes estados mentais com a interação com o rato e teclado. A utilização de pa-
drões de HCI na deteção destes estados mentais, serão, então, abordadas mais especificamente nas próximas secções.
3.2.1 Emoções e estados afetivos
As emoções podem ser consideradas como todo um conjunto de reações biológicas, químicas e neurológicas que
ajudam na sobrevivência dos seres vivos, originando comportamentos rápidos e eficazes. Desta forma, pode-se dizer
que as emoções estão estritamente relacionadas com fatores comportamentais e afetam a tomada de decisão [18].
Assim, os computadores devem conseguir oferecer uma experiência adaptativa, capaz de lidar com as emoções e
estados dos utilizadores. Em particular um estudo com base no movimento do rato foi apresentado, onde se verificou
que movimentos mais rápidos por exemplo estavam relacionados com estados de entusiasmo.[70]. Também um
estudo que apenas considerou interações através do teclado foi apresentado, que concluiu que 70% dos utilizadores
diminuem a velocidade de escrita quando se encontram em estados emocionais negativos [38]. Mais tarde, em 2014,
foi apresentado um outro estudo mas neste caso foram consideradas tanto as interações através do rato como as
interações através do teclado. Neste último estudo foram recolhidos 42 métricas relativas ao teclado e 96 métricas
relativas ao rato e relacionados os resultados com a escala de Self-Assessment Manikin (SAM) [56].
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3.2.2 Personalidade
A personalidade pode ser vista como sendo um conjunto de padrões de comportamento consistente e processos
interpessoais com origem num indivíduo. Assim, é do conhecimento comum a existência de diversas personalidades
como pessoas introvertidas que preferem estar sozinhas, pessoas extrovertidos que se relacionam facilmente, a título
de exemplo. A compreensão da personalidade pode ser útil, por exemplo, na conceção de interfaces personalizadas.
Os estudos de HCI elaborados nesta área mostraram uma correlação entre a personalidade de cada pessoa e a forma
como interagiam com o rato e teclado. Nomeadamente foi possível detetar traços de personalidades como confiança,
simpatia, excitação [36].
3.2.3 Fadiga Mental
A fadiga, o estado mental de interesse nesta dissertação, tal como já foi mencionado apresenta-se como um
fenómeno complexo subjetivo e pessoal que pode ser refletida através de uma diminuição de desempenho ou diminuição
da motivação. É também a responsável, em muitos casos por erros. O estudo da deteção fadiga mental, através do rato
e teclado, foi iniciado como já referido em 2013. Neste estudo, como já referido, através de um conjunto de métricas
inspiradas nas biométricas comportamentais foi possível detetar fadiga mental através da manipulação do rato e do
teclado. Ainda foi provada uma relação direta entre a fadiga e uma diminuição da performance através do aumento do
número de erros [50, 52, 51].
3.3 Conclusão
A interação do Homem com o computador trata-se de uma problemática atual e crescente nos dias de hoje, uma
vez que o recurso a estas máquinas está cada vez mais enraizado nos nossos hábitos e dia-a-dia. O Homem tem um
papel principal nesta interação, e o desenho dos computadores e das suas interfaces deve tornar a sua interação o
mais natural e fluída possível.
Das interfaces mais tradicionais do computador, destacam-se o rato e o teclado. Estas interfaces já foram estu-
dadas no passado de forma a reconhecer emoções, estados afetivos e fadiga mental. Nestes casos métricas como
velocidade, tempo entre cliques, distâncias percorridas, tempo de pressão de teclas, velocidade de digitação foram
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extraídos. Posteriormente a análise destas métricas permitiu reconhecer padrões.
Assim, conclui-se que através da recolha de padrões de HCI, quando devidamente extraídos e tratados, é possível
a sua análise de forma a obter informações relevantes. Mais concretamente na área da fadiga mental, estudos prévios
já conseguiram estabelecer uma relação entre esses padrões e estes estados mentais. É então possível afirmar que a
deteção de fadiga através de padrões de HCI possível e viável.
Capítulo 4
Aprendizagem não supervisionada
A IA define-se como uma disciplina que tem como objetivo o estudo e construção de entidades artificiais com capa-
cidades cognitivas semelhantes às dos humanos [46]. A inteligência é evidênciada nas mais variadas formas, seja pela
compreensão de uma linguagem, raciocínio ou resolução de problemas. Mas sem dúvida que uma das formas mais
explicitas de inteligência trata-se da capacidade de aprendizagem, ou seja o processo através do qual as competências,
comportamentos, conhecimentos são alterados através da experiências, raciocínio e observação. Posto isto, facilmente
se compreende a importância da aprendizagem no domínio da IA [54].
Geralmente aceita-se a existência de dois paradigmas centrais na aprendizagem : a aprendizagem supervisionada
e a aprendizagem não supervisiona. A última abordagem distingue-se da primeira na medida em que o sistema aprende
de forma independente e sem a intervenção de um “supervisor”. Este modo de aprendizagem consiste na utilização
dos dados de entrada do sistema, não classificados, de forma a que a rede encontre as regularidades estatísticas entre
eles [54].
Ao longo do presente capítulo serão distinguidos as duas formas de aprendizagem e aprofundado o conceito de
aprendizagem não supervisionada, uma vez que se trata da forma de aprendizagem utilizada nesta dissertação.
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4.1 Inteligência Artificial
A IA refere-se a um campo de estudo que nasceu em 1956, utilizado pela primeira vez por McCarthy [46]. Desde
essa altura, e até aos dias de hoje diferentes correntes de pensamento têm tentado encontrar uma definição para este
conceito. Estas correntes são geralmente divididas em quatro linhas de pensamento distintas:
1. Sistemas que pensam como seres humanos;
2. Sistemas que atuam como seres humanos;
3. Sistemas que pensam racionalmente;
4. Sistemas que atuam racionalmente.
De uma forma simplificada as linhas 1 e 3 baseiam-se no pensamento e raciocínio, enquanto que as linhas 2 e 4
baseiam-se no comportamento. Por outro lado, as correntes de pensamento 1 e 2 aceitam que se trata de uma busca
com o objetivo da semelhança com o ser humano, enquanto que as restantes comparam com um ideal de inteligência
denominado racionalidade. Apesar da distinção entre correntes, há um ponto comum entre elas, a reprodução de uma
característica denominada por inteligência. Esta pode ser entendida como a habilidade para compreender e aprender
novos conhecimentos, resolver problemas e tomar decisões. A inteligência manifesta-se nas mais diferentes formas,
seja na compreensão de uma linguagem, no raciocínio ou na resolução de problemas [54, 72].
Introduzida a ideia de inteligência, compreende-se que ficou por esclarecer um conceito essencial para um sistema
seja denominado de inteligente, ou possua inteligência: a sua capacidade de aprendizagem. A aprendizagem trata-se
da capacidade de adaptação, de modificação das estruturas internas na busca da melhoria do comportamento, e con-
sequentemente das suas respostas. Esta é sem dúvida uma das caraterísticas mais importantes de um ser ou sistema
inteligente [54].
Assim, aceita-se que o principal objetivo da IA, enquanto ciência, seja fazer com que as máquinas, ou sistemas,
reproduzam comportamentos ou pensamentos que exigiriam inteligência quando executados por seres humanos.
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4.1.1 Aprendizagem
Como já foi referido a capacidade de aprendizagem releva a inteligência de um sistema para aprender novos inputs
e responder adequadamente aos menos. Assim, inspirados nas diferentes formas de aprendizagem evidenciadas
nos seres humanos, convenciona-se que existem três principais formas de aprendizagem em sistemas inteligentes:
aprendizagem não supervisionada, aprendizagem supervisionada e aprendizagem por reforço [46]. Estes conceitos
serão mais aprofundados de seguida.
4.1.1.1 Aprendizagem por reforço
A aprendizagem por reforço apresenta-se como uma das vertentes da IA que permite que um agente computacional
aprenda a partir da interação com o ambiente no qual se encontra inserido. Para tal recorre-se ao uso de recompen-
sas. Este tipo de aprendizagem É especialmente útil quando se pretende obter um determinado comportamento, sem
conhecimento da função que modela o mesmo [46, 14].
4.1.1.2 Aprendizagem supervisionada
Este trata-se do método de aprendizagem mais comum no treino das redes neuronais artificiais. Denomina-se de
aprendizagem supervisionada porque a entrada e saída desejadas para a rede são fornecidas por um supervisor (tam-
bém denominado professor). Desta forma o professor tem conhecimento sobre o ambiente indicando explicitamente o
que é considerado um comportamento bom e mau para a rede [14].
O principal objetivo é ajustar os paramentos da rede de forma a encontrar encontrar uma ligação entre os parâmetro
fornecidos. As saídas calculadas são comparadas com as entradas solicitadas, é calculado o erro e este é comunicado
à rede. O processo é repetido para cada entrada, ajustando-se os pesos das conexões, de forma a diminuir o erro.
Quando o erro é inexistente podemos dispensar o uso do professor e deixar a rede neuronal lidar com o ambiente por
si mesma.
A principal desvantagem deste tipo de aprendizagem assenta no facto de que na ausência de treinador a rede não
consegue aprender novas estratégias para situações não abrangidas pelos exemplos de treinamento da rede [53].
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4.1.1.3 Aprendizagem não supervisionada
Neste caso de aprendizagem não existe qualquer entidade ou professor que supervisione o processo de aprendi-
zagem. Neste caso somente os padrões de entrada estão disponíveis para a rede. A partir do momento em que a rede
estabelece uma harmonia com as regularidades estatísticas da entrada de dados, desenvolve-se nela uma habilidade
de formar representações internas para codificar caraterísticas da entrada e criar novas classes ou grupos automatica-
mente [53, 14].
Existem duas principais técnicas de aprendizagem não supervisionada: a associação e o clustering [68]. Sendo que
esta monografia se foca na segunda técnica e nos seus algoritmos.
4.2 Clustering
Esta técnica é uma das principais abordagens ao problema da aprendizagem não supervisionada, o clustering
ou análise de clusters têm como principal objetivo organizar os dados disponíveis em subgrupos homogéneos, tam-
bém denominados de clusters, que partilham caraterísticas semelhantes. Assim, procura-se encontrar a mínima
variabilidade dentro dos clusters -homogeneidade- e a máxima distância -separação- entre os mesmos [68]. Deve-se
igualmente ter em consideração que sendo uma técnica de aprendizagem não supervisionada, não há indicação sobre
os membros dos grupos. Por estas razões a tarefa de análise de clusters pode tornar-se árdua e envolve uma análise
detalhada dos grupos formados e das relações entre eles. De forma a ilustrar a natureza desta técnica considere-se
Figura 4.1: Exemplo de agrupamento [68]
a figura 4.1, onde podemos verificar a existência de 20 pontos. Tal como podemos averiguar, apenas neste exemplo
pode-se encontrar 3 representações diferentes de agrupamentos dos objectos iniciais. A figura 4.2 apresenta uma
divisão em 2 clusters, a figura 4.3 em 4 e por último a figura 4.4 apresenta 6 clusters. Não se pode afirmar que
nenhuma esteja incorreta ou certa, são formas diferentes de agrupamento por isso considera-se que a forma mais
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correta de agrupamento depende em muito da natureza dos dados, e do objetivo que se pretende atingir [3, 68].
Figura 4.2: Agrupamento com dois clusters [68] .
Figura 4.3: Agrupamento com quatro clusters [68].
Figura 4.4: Agrupamento com seis clusters [68] .
A aplicação desta técnica é vasta e contempla diferentes áreas, desde a biologia, meteorologia, psicologia, medicina,
classificação de documentos, entre muitas outras. Posto isto, tendo em consideração todas as áreas de aplicação,
a ambiguidade presente na representação dos clusters, e os diferentes tipos de dados, ao longo do tempo foram
desenvolvidos diferentes medidas de similaridade, diversos algoritmos de clustering e distintas formas de avaliar a
qualidade dos clusters [68]. De seguida serão abordados as medidas, algoritmos e métricas úteis à compreensão do
caso de estudo.
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4.2.1 Medidas de similaridade
Um dos tópicos que possui uma maior relevância na análise de clusters trata-se da definição de uma medida de
distância entre os objetos, ou seja, uma medida de similaridade. São diversos os fatores que se deve ter em conta
aquando da escolha de uma medida de similaridade, tal como a quantidade de dados, o tipo de dados e o domínio do
problema.
As medidas de similaridade definem o grau de semelhança entre dois objetos e permitem posteriormente o agru-
pamento desses objetos com base no resultado obtido. Existe uma grande variedade de medidas de similaridade, no
entanto nesta monografia serão abordadas as duas métricas mais usuais e mais citadas pela literatura: a Distância
Euclidiana e a Distância de Manhattan [67, 68].
4.2.1.1 Distância Euclidiana
A distância Euclidiana é a distância mais utilizada e por isso a mais comum. Esta diz respeito à distância geométrica
entre dois pontos baseada no teorema de Pitágoras. Quanto menor a distância entre esse pontos, maior a similaridade
entre eles. Esta métrica é expressa pela equação 4.2.1
dij =
q
pk=1(xik   xjk)2 (4.2.1)
Em que a distância entre o ponto i e j é dado pela soma da raiz quadrada da diferença de cada coordenada. É de
notar que a distância Euclidiana é fortemente afetada por variáveis de grandes dimensões ou com grandes dispersões,
sendo que se apresenta imprecisa. Por este motivo é recomendada a normalização das variáveis de forma a diminuir
o impacto das diferenças entre dimensões [67].
4.2.1.2 Distância Manhattan
A distância de Manhattan, contrariamente à distância à distância euclidiana, computa a distância necessária per-
corrida entre os dois pontos. Desta forma esta distância apresenta-se como a soma das diferenças entre i e j em cada
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dimensão, representada pela seguinte equação:
dij = 
p
k=1jxik   xjkj (4.2.2)
Na figura 4.5 podemos verificar a diferença gráfica entre as duas métricas. A azul encontra-se assinalada a distância
de Manhattan entre o ponto i e j, enquanto que a verde está assinalado a distância euclidiana entre os dois pontos já
referidos [67].
Figura 4.5: Distância de manhattan e distância euclidiana para o ponto i e j
4.2.2 Técnicas de clustering
Tal como já foi mencionado existem diversos algoritmos de clustering com diferentes propósitos. A escolha do
algoritmo de clustering mais apropriado depende em muito do tipo de dados e do objetivo. Se a análise de cluster
for usada como ferramenta de exploração é possível o teste de diferentes algoritmos de forma a descobrir o que levará
a melhores resultados. Os algoritmos de clustering podem ser essencialmente divididos em 5 grupos: métodos
de partição, métodos hierárquicos, métodos com base em densidade, métodos baseados em grelha e baseados em
modelos. Os métodos hierárquicos e de partição serão o foco da presente monografia [31].
4.2.2.1 Métodos de partição
Os métodos por partição ou não hierárquicos baseiam-se no conceito que os objetos (dados) serão agrupados em k
grupos, onde k é um número conhecido e definido previamente. É também convencionado que o número de k é menor
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ou igual ao número de objetos existentes, sendo que desta forma cada cluster deve conter pelo menos um objeto.
Neste tipo de abordagem, depois de convencionado o número k chega-se ao número de partições iniciais, posteri-
ormente o método aloca iterativamente os objetos até estarem agrupados numa ”boa partição”. Neste caso, uma boa
partição é aquela em que os objetos dentro do mesmo cluster estão o mais próximo possível uns dos outros, enquanto
que os objetos pertencentes a clusters diferentes estão o mais distante possível..
A função de minimização do erro mais frequentemente usada nos métodos particionais trata-se da soma dos
quadrados dos erros, que é especialmente eficaz quando os clusters são compactos e bem separados. Assim, o erro
quadrático para um agrupamento X, composto por um conjunto de objetos L é dado por:
e2(X;L) =
kX
j=1
njX
i=1
jjxji   cjjj2 (4.2.3)
onde xji é o in objeto pertencente ao jn cluster e cj trata-se do centróide do jn do cluster [31].
De uma forma genérica existem dois principais métodos de partição que utilizam este erro como critério a minimi-
zar. Estes distinguem na forma como obtém a melhor partição. Estes métodos, k-means e e k-medoids, serão descritos
de seguida.
k-means:O algoritmo k-means é de um dos algoritmos mais simples e por isso um dos mais utilizados. Este
inicia-se pela escolha de k centros, onde k é um parâmetro definido pelo utilizador e como já referido reflete o número
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de agrupamentos que se pretende obter como resultado. O algoritmo está, então, apresentado em 1.
Algoritmo 1: k-means
Entrada: O número de grupos k e os N objetos
Saída: k grupos
1 início
2 Escolher de forma aleatória k objetos do conjunto inicial, como os centros iniciais dos grupos;
3 repita
4 Atribuir cada elemento ao grupo ao qual o elemento é mais similar (mais próximo), de acordo com o
valor médio dos elementos no grupo;
5 Atualizar as médias dos grupos, calculando o valor médio dos elementos para cada grupo;
6 até que não haja mudanças de elementos de um grupo para outro, ou minimizar o erro
calculado em 4.2.3;
7 fim
Devido à forma como se inicializa este algoritmo, o k-means pode não convergir para a melhor partição, uma vez
que a escolha inicial dos k objetos que vão constituir os centros iniciais pode influenciar o resultado. Desta forma os
grupos obtidos apenas representam um local ótimo da função de avaliação para aquela inicialização. Uma forma de
contornar este problema é repetir o algoritmo para distintos centros iniciais. Também são dadas como soluções uma
escolha criteriosa dos centros, ou a utilização de outros algoritmos de clustering como os métodos hierárquicos [68].
Relativamente à complexidade, este é um algoritmo na ordem de tempo de O(I k n) e uma complexidade de espaço
na ordem O(k), onde n refere-se ao número de dados e I o número de iterações necessárias até que não haja mudanças.
Isto significa que a nível de espaço, este é assim considerado um algoritmo modesto, da mesma forma também não
é computacionalmente exigente ao nível de tempo, sendo o que apresenta um comportamento linear relativamente ao
número de objetos (visto que k e I são geralmente fixados à priori) [31].
Algumas das caraterísticas gerais deste agrupamento são a sua sensibilidade ao ruído, uma vez que trabalha com
médias e ainda sua tendência para formar grupos esféricos e de tamanho semelhante [68].
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k-medoids Este método contrariamente ao k-means utiliza um ponto central para representar o centro do cluster,
sendo que este ponto se denomina de medoide. Assim, o objetivo à semelhança do k-means é encontrar um medoide
representativo para cada k, onde cada objeto é atribuído ao medoide mais semelhante. O algoritmo relativo a este
método encontra-se descrito em 2.
Algoritmo 2: k-medoid
Entrada: O número de grupos k e os N objetos
Saída: k grupos
1 início
2 Escolher de forma aleatória k objetos do conjunto inicial, como os centros iniciais dos grupos;
3 repita
4 Atribuir cada elemento ao grupo ao qual o elemento é mais similar (mais próximo), de acordo com
medoide do grupo;
5 Aleatoriamente, selecione um elemento que não esteja como medóide, r;
6 Calcule o custo total de trocar o medóide atual pelo elemento r;
7 Se o custo for menor então troque o medóide atual por r
8 até que não haja mudanças de elementos de um grupo para outro.;
9 fim
Algumas das principais caraterísticas deste agrupamento são, à semelhança do k-means, a sua tendência para
encontrar grupos esféricos. No entanto possui um processamento mais custoso que o anterior método e por isso não
é aplicável a grandes bases de dados. Ainda assim, é mais robusto que o k-means a lidar com outliers. Uma das
formas alternativas para aplicação do algoritmo k-medoids a grandes bases de dados é o algoritmo CLARA uma vez
que utiliza apenas uma parte dos objetos como uma amostra representativa da população e escolhe nesses dados os
medóides. No caso da amostra ser selecionada de forma aleatória, esta deverá representar bem o conjunto de dados
originais, e desta forma garante bons resultados.
Fuzzy c-means A grande parte das abordagens de clustering definem que cada objeto pertence unicamente a
um grupo. No métodos de fuzzy, define-se que cada objeto pode ter um grau de pertinência a cada cluster. Sendo
assim, os objetos não pertencem rigidamente a um agrupamento. Este grau de pertinência varia entre 0 e 1, dado que
quando perto de 1 o objeto é similar ao seu agrupamento e 0 não o é.
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Dos métodos de fuzzy, o mais bem estudado e mais aplicado trata-se do fuzzy-c-means, uma extensão do método
k-means para o domínio de fuzzy. [66] Neste caso, a função a minimizar trata-se de :
J(X) =
nX
i=1
KX
k=1
umik:jjxi   ckjj2 (4.2.4)
ondeX representa o o índice de desempenho do agrupamento, n o número total de objetos do conjunto, xi é o
objeto i desse conjunto, ck representa o centro do agrupamento k e o uik trata-se do valor de pertinência do objeto
i ao agrupamento k. Assim, esta função permite obter o valor das somas de cada objeto ao centro do cluster.No
entanto, de forma a completar a equação acima é necessário encontrar o grau de pertinência que é atualizado a cada
iteração. A atualização de cada grau de pertinência segue a seguinte equação:
ut+1ik = [
KX
j=1
(
jjxi   ctkjj2
jjxi   ctjjj2
)
1
m 1 ] 1 (4.2.5)
Enquanto que cada centro de cada agrupamento é dado por:
c =
Pn
k=1 u
m
ij :xkPn
k=1 u
m
ij
(4.2.6)
Algoritmo 3: Fuzzy-c-means
Entrada: N objetos, k grupos e expoente de fuzzilização m, matriz de partição aleatória inicial U e  critério
de paragem
Saída: k grupos, matriz de pertinência U
1 início
2 repita
3 Calcular o centro dos k agrupamentos pela equação 4.2.6
4 Atualizar a matriz de similaridade U t+1 onde t é a iteração atual, segundo a equação 4.2.5
5 até Calcular " = jjU t+1   U tjj, Se " <  final do algoritmo;
6 fim
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4.2.2.2 Métodos hierárquicos
Os métodos hierárquicos criam uma hierarquia entre os conjuntos de objetos. Existem duas formas distintas de
agrupamento: a aglomerativa ou bottom-up e a divisiva ou top-down. A primeira distingue-se da segunda na medida
em que inicia a decomposição hierárquica a partir de um conjunto de elementos isolados, enquanto que a segunda
começa com um grande conjunto e vai dividindo-os em partes até obter elementos isolados. Neste tipo de método não
é necessária a definição do número de grupos [68] [3].
Nos métodos hierárquicos, os grupos são frequentemente representados por diagramas denominado dendograma.
Na figura 4.6 pode-se verificar um exemplo do mesmo. Neste exemplo de diagrama cada ramo representa um objeto, e
quanto mais se sobe , menos divididos os objetos estão. A tracejado azul, encontra-se um exemplo de uma distância de
corte. Esta distância de corte pode ser especificada conforme o objetivo final. Neste exemplo em concreto, a distancia
de corte origina três clusters [3].
Figura 4.6: Exemplo de dendograma
Métodos aglomerativos Estes são dos métodos mais comuns dentro dos métodos hierárquicos. Tal como já refe-
rido, nesta abordagem cada elemento inicia no seu agrupamento, e a cada passo, os grupos vão-se ligando de acordo
com a sua similaridade, obtendo por fim, um grande grupo com todos os elementos.
Uma das caraterísticas destes métodos, trata-se, de que uma vez dado um passo de divisão ou junção, este já não
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é reversível, sendo o principal responsável pelo seu baixo custo. No entanto, o cálculo das matrizes de similaridade,
dependendo do tamanho, podem requer muita memória e tempo de processamento.
De forma geral, o procedimento geral para os algoritmos aglomerativos pode ser descrito pelo algoritmo 4.
Algoritmo 4: Método hierárquico aglomerativo
Entrada: n objetos
Saída: Conjunto de grupos
1 início
2 Iniciar o algoritmo com n grupos, sendo que cada elemento representa um grupo e uma matriz de
similaridadeDnn
3 repita
4 Localizar a menor distância, ou seja a maior similaridade entre o objeto x1 e x2 ,Dx1x2;
5 atualizar a matriz de similaridadeD, retirando os objetos x1 e x2;
6 atualizar a matriz adicionando as novas distancias do grupo encontrado (x1; x2);
7 até n-1, quando todos os objetos pertencem ao mesmo grupo;
8 fim
Existe uma variedade de algoritmos aglomerativos, sendo os mais utilizados os single-link e complete-link.
Estes distinguem-se na forma como definem as distâncias entre grupos. No primeiro caso é definida como a menor
distância entre ou objetos, enquanto que no complete-link é calculada a maior distância. [68] [31]
Métodos divisivos Estes tratam-se dos métodos menos utilizados, uma vez que são pouco eficientes e exigirem um
esforço computacional superior aos métodos aglomerativos. Contrariamente aos anteriores, estes iniciam-se com todos
os objetos juntos no mesmo grupo, e vão gradualmente sendo divididos até que exista um objeto por agrupamento.
Este algoritmo encontra-se descrito em 5 .
Como se pode verificar a exigência da divisão de todas as possíveis combinações dos dados em dois clusters
pode ser computacionalmente muito exigente, sobretudo quando há um grande número de dados. Nesses casos pode
ser quase impraticável.
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Algoritmo 5: Método hierárquico divisivo
Entrada: N objetos
Saída: Conjunto de grupos
1 início
2 Inicia-se com um único grupo contendo todos os objetos
3 repita
4 Computa-se a matriz de similaridade D entre todos os possíveis pares de agrupamentos
5 Ocorre a formação de um novo agrupamento pela divisão dos objetos com menor grau de similaridade
6 até os passos anteriores até que no final se obtenha um objeto por cluster;
7 fim
4.2.3 Avaliação dos clusters
A avaliação dos clusters têm como objetivo final aferir sobre a qualidade dos agrupamentos encontrados. Essen-
cialmente, esta avaliação pode ser feita recorrendo a métricas internas ou métricas externas. Enquanto que as métricas
internas medem a qualidade com base nos agrupamentos encontrados, não utilizando para isso informações externas,
as métricas externas utilizam os classes pré-definidas para aferir se estes encontram-se bem ou mal agrupados.
4.2.3.1 Métricas internas
• Índice de Silhueta: Cada cluster pode ser representado como uma silhueta , este índice fornece informações
sobre a coesão e separação dos agrupamentos. A silhueta de um cluster pode ser dada como:
si =
bi   ai
max(ai; bi)
onde ai representa a dissimilaridade média entre o objeto i em relação aos restantes objetos do cluster A ao
qual i pertence, bi trata-se da dissimilaridade média do objeto i em relação aos objetos do cluster que lhe está
mais próximo e é denominado de B. Um valor de si próximo de 1 indica que os dados estão bem agrupados
e separados, se próximo de 0 indica que os agrupamentos encontrados podem não ser estáveis. Por último,
quando perto de -1 indica que os dados estão mal agrupados. A largura média geral da silhueta para todo o
conjunto de dados é a média de si para todos os pontos do conjunto de dados.
• Índice de Davies-Bouldin: Este índice tenta minimizar a distância média entre cada cluster e o mais semelhante
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a ele. É dado por:
DB =
1
k
kX
i=1
maxi 6=j =
diam(ci) + diam(cj)
d(ci; cj)
Pequenos valores de DB correspondem a grupos mais compactos.
• Índice de Dunn: Este índice, tenta encontrar os clusters mais compactos e bem separados. Um índice de
Dunn mais elevado corresponde a clusters melhor separados. Este é dado por:
ID =
d(CiCj)
diam(Ch)
onde d(CiCj) representa a distância entreCi eCj representa eCh trata-se da classe com o maior diâmetro.
4.2.3.2 Métricas externas
• Precisão e Revocação: A precisão e a revocação são duas métricas amplamente usadas na avaliação externa
da qualidade dos resultados nas mais variadas áreas. Considere-se para tal a matriz de confusão expressa na
tabela 4.1.
Tabela 4.1: Exemplo de matriz de confusão
Saudável Doente
Diagnóstico
saudável
Verdadeiro
Positivo
Falso
Positivo
Diagnóstico
doente
Falso
Negativo
Verdadeiro
Negativo
Nesta matriz é considerado o exemplo do diagnóstico de pacientes contra a classificação real de saudável ou
doente. Assim, um verdadeiro positivo é aquele diagnosticado como saudável e que realmente está saudável. Um
verdadeiro negativo são aqueles que estão doentes e o diagnóstico coincidiu. Por outro lado, um falso negativo é
aquele cujo o diagnóstico era doente mas afinal revelou-se estar saudável, por último um falso positivo é aquele
cujo o diagnóstico era saudável mas afinal deu-se como doente.
Com base nestas aferições é possível calcular a precisão e a revocação. [9] Sendo que a primeira é dada como
:
Preciso =
V P
V P + FP
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Enquanto que a revocação é dada como [9]:
Revocao =
V P
V P + FN
• F1: Esta métrica é dada pela média harmónica ponderada da precisão e revocação e é dada como [9]:
F1 =
2  P R
R + P
4.3 Conclusão
A técnica de clustering trata-se de uma abordagem não supervisionada onde os algoritmos são agrupados de
forma a eles próprios criarem as suas próprias classes produzindo vários subgrupos, segundo a especificação do uti-
lizador. A grande diferença relativamente à aprendizagem não supervisionada prende-se no facto de que estes não
necessitam de classes já previamente definidas.
Para aplicação desta técnica existe um largo espectro de algoritmos sendo que os abordados nesta monografia se
prendem aos algoritmos de partição e hierárquicos. Enquanto que no primeiro os utilizadores devem referenciar um
parâmetro k, que indica o numero de subgrupos a procurar, no caso do segundo método não existe a necessidade
deste parâmetro e os algoritmos seguem uma abordagem bottom-up e top-down.
A tarefa de Clustering trata-se de uma operação que requer uma exploração de dados muito exigente, sendo que
por isso trata-se de uma tarefa complexa de temporalmente dispendiosa.
Capítulo 5
Caso de Estudo
Como já foi apresentado, a presente dissertação tem como objetivo um estudo da aplicação de algoritmos não
supervisionados com o intuito de detetar casos de fadiga mental. Para a concretização deste objetivo, foi proposto a
utilização de padrões de HCI, recolhidos através da sensorização de rato e teclado. Assim, um conjunto de dados, do
domínio em questão, foi cedido pela startup Performetric para ser o ponto de partida deste estudo.
A abordagem utilizada passou por um estudo detalhado dos dados cedidos, seguidos da aplicação de aprendiza-
gem não supervisiona para resolução do problema proposto. Os resultados foram posteriormente comparados com
metodologias já estudadas e implementadas.
Neste capítulo é apresentada a metodologia e incide ainda sobre toda a preparação dos dados, assim como o
estudo aprofundado do dataset.
5.1 Metodologia
A metodologia adotada para a resolução do problema passou por várias fases sequências que culminaram na
deteção de fadiga mental. Para isso foi utilizada uma abordagem iterativa baseado no processo de aprendizagem,
adaptado à problemática em questão. Desta forma, a metodologia divide-se em 4 fases:
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• Preparação do dados:Esta tratou-se da primeira fase do processo, e possuiu um impacto bastante significativo
no resultado final. Nesta fase foram selecionados os dados com relevância para o problema, sobre os quais
os algoritmos de aprendizagem não supervisionada incidiram. Foi igualmente durante esta fase que os dados
sofreram uma limpeza e a eliminação de outliers, uma vez que é normal o aparecimento de dados redundantes,
incoerentes e observações atípicas.
Desta forma compreende-se a necessidade de uma abordagem bastante cautelosa durante esta fase, uma vez
que a qualidade dos dados resultantes vai determinar a eficiência dos algoritmos aplicados.
• Aprendizagem não supervisionada: Nesta etapa foram aplicados os algoritmos não supervisionados de
forma a descobrir padrões existentes nos dados. Os algoritmos escolhidos nesta fase possuem igualmente uma
enorme importância, uma vez que estes devem adequar-se ao tipo e à estrutura que os dados apresentam.
• Interpretação e avaliação: Neste ponto os resultados dos diferentes algoritmos foram interpretados e compa-
rados entre si de forma a tirar conclusões sobre os agrupamentos encontrados. Os resultados foram igualmente
comparados com avaliações subjetivas dadas pelos utilizadores sobre o seu nível de fadiga.
• Aplicação do modelo a novos casos: Após uma avaliação dos agrupamentos encontrados, foram selecio-
nados aqueles que apresentaram os melhores resultados com o objetivo que estender o modelo na deteção de
novos casos de fadiga.
5.2 Preparação dos dados
O ponto de partida do desenvolvimento da parte experimental da presente dissertação tratou-se, como já mencio-
nado, de um dataset fornecido pela startup Performetric. O dataset cedido resultou da monitorização de utilizadores
familiarizados com o uso corrente do computador. Esta monitorização, foi totalmente não invasiva e traduziu-se na
recolha de métrica relacionadas com a interação dos utilizadores com o rato e teclado. Ao longo da interação dos utili-
zadores com o computador, a aplicação correu em background sem qualquer perturbação das tarefas que estavam
a ser executadas, sendo que foram recolhidas oito métricas de 5 em 5 minutos. As métricas foram recolhidas, durante
o período determinado, com base em duas componentes estatísticas: a média e a variância. O dataset apresentava,
então, as seguintes métricas:
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• Key Down Time (KDT) : Considera a etiqueta temporal para a pressão de uma tecla.
• Time between keys (TBK): Etiqueta temporal decorrido entre pressionar duas teclas.
• Mouse velocity (MV): Velocidade do rato, medida em pixeis por milissegundos.
• Mouse acceleration (MA): Aceleração do rato, ou seja velocidade (pixeis/milissegundos) pelo tempo (milis-
segundos).
• Time between clicks (TBC) : Etiqueta temporal decorrido entre dois clicks do rato.
• Double click duration (DCD) : Etiqueta temporal decorrido entre duplos clicks do rato.
• Average excess of distance (AED): É dado pela divisão entre distância real percorrida pelo rato e distância
em linha reta entre os dois clicks
• Average distance of the mouse to the straight line (ADMSL): Esta medida oferece a distância média
entre as coordenadas do caminho real que o rato percorre e o ponto mais próximo desse caminho em linha reta.
• Distance of the mouse to the straight line (DMSL): É calculado da mesma forma que a variável anterior,
mas neste caso em vez de se calcular a média da distância entre o caminho real e o caminho em linha reta,
apresenta-se o somatório das distâncias.
Para cada uma das métricas supramencionadas, o dataset inclui, ainda, uma autoavaliação aferida pelos próprios
utilizadores para cada um dos vetores de dados recolhidos. Para a concretização desta autoavaliação, foi pedido aos
utilizadores que se classificassem numa escala de sete níveis sobre o seu estado de fadiga mental, seguindo desta
forma os níveis propostos pela escala USAFSAM.
Além do resultado da autoavaliação, o dataset, ainda incluía a tarefa que o utilizador estaria a desempenhar no
momento da recolha da das métricas. No momento da inscrição do utilizador no sistema de monitorização, foram igual-
mente recolhidas informações pessoais sobre os mesmos. Estas informações incluíam o nome, a data de nascimento,
o género e a ocupação. [50]
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5.2.1 Processamento dos dados
Numa primeira fase, após a obtenção do dataset, foi necessário proceder a uma limpeza do mesmo, uma vez
que foi possível detetar algumas incoerências nos dados entre as quais: dados duplicados, entradas classificadas com
níveis de fadiga incoerentes (como por exemplos níveis negativos), e ainda métricas com valores nulos.
Concluída a limpeza de valores incoerentes, partiu-se para a deteção de outliers. Apesar de estar implementado
pelo sistema de recolha e transformação dos dados da Performetric um primeiro tratamento de valores anómalos,
foi ainda assim verificada a existência de valores aberrantes nas métricas em estudo, tal como pode ser verificado na
figura 5.1, onde a título de exemplo se apresenta um gráfico de caixa onde é possível observar a existência de valores
de ADMSL atípicos.
Figura 5.1: Diagrama de caixa para a métrica ADMSL
Posto isto, foi necessário definir uma abordagem para a deteção dos outliers. Uma vez que se tratam de dados
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provenientes de diferentes utilizadores, em diferentes níveis de cansaço, uma simples abordagem de eliminação dos
valores extremos aberrantes pode não ser suficiente. Assim sendo, optou-se por uma abordagem diferente. Uma vez
que cada métrica era composta por duas componentes: média e variância, optou-se pelo cálculo do coeficiente de
variação de Pearson expresso pela equação:
cv =
S
x
(5.2.1)
onde S se trata do desvio padrão e x trata-se da média [7]. Assim,foi possível obter uma medida de dispersão
relativa que permitiu aferir se durante o intervalo em que foram extraídos os dados, a média obtida é o resultado de
valores homogéneos, ou se pelo contrário existiram valores muito heterogéneos. Esta informação pode ser muito útil
uma vez que altos valores de variância podem indicar instabilidade das métricas, e poderão afetar o estudo em causa.
Após o calculo desta medida para cada uma das métricas, os dados foram organizados por utilizadores e para cada
grupo formado foi aplicado o algoritmo pcout, disponibilizado na biblioteca domvoutlier1. Este algoritmo de remoção
de outliers é especialmente útil na tarefa de lidar com datasets com multi variáveis, uma vez que as técnicas mais
usadas como a identificação com recurso a gráficos caixa apenas considera uma dimensão das variáveis de cada vez.
5.3 Pré análise dos dados
O dataset final é então proveniente de 18 utilizadores distintos, 10 homens e 8 mulheres, com idades compreen-
didas entre os 23 e os 50 anos, composto por 77 entradas, 11 de cada nível. O resumo das métricas em estudo está
então apresentado na tabela 5.1
Tabela 5.1: Síntese dos dados
Variável Média Mediana Valor máximo Valor mínimo
KDT 90.69 96.10 242.79 0.00
MA 0.64158 0.64677 1.61946 0.04477
MV 0.61367 0.58680 1.66119 0.09049
TBC 2710 1775 20412 0.00
DDC 160.46 101.07 984.85 0.00
DMSL 25416171 20474550 128572013 0.00
AED 2.048 1.845 10.677 0.00
ADMSL 223366 204408 805350 0.00
1https://cran.r-project.org/web/packages/mvoutlier/mvoutlier.pdf
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Com um intuito de fazer um estudo da influência da fadiga nas métricas anteriormente apresentadas, optou-se por
dividir inicialmente o dataset em dois grupos com base nas respostas da autoavaliação do estado de fadiga aferidos
pelos utilizadores. Os grupos resultantes foram denominados de ”não fatigado”e ”fatigado”e equivalem respetivamente
aos níveis 1 a 3 e níveis 4 a 7 da escala USAFSAM . O principal objetivo desta abordagem foi compreender se todas
as métricas em estudo eram realmente influenciadas pela fadiga. Uma vez que não se está a lidar com nenhuma
distribuição particular dos dados, foi necessário recorrer a um teste não paramétrico.
Sendo assim, o teste adotado tratou-se do teste de Mann-Whitney. Este teste não paramétrico é aplicado a amos-
tras independentes. Neste caso, quis-se provar a independência entre as amostras provenientes de estados mentais
de fadiga e estados mentais normais. O teste de Mann-Whitney assenta no teste de hipótese, onde posteriormente é
tomada uma decisão de aceitar ou rejeitar a hipótese. Desta forma, a hipótese nula assumida neste teste é a seguinte:
H0 as medianas das duas distribuições são iguais , sendo que por cada uma das amostras em comparação
é retornado um p-value, que quanto menor, menor a probabilidade de ocorrer a hipótese nula. Nos testes efetuados
assumiu-se um nível de significância , , de 0.05, sendo que quando o p-value <  considerou-se a existência de
diferenças entre os grupos e a H0 foi rejeitada. Desta forma recorreu-se a este teste para inferir a existência de uma
diferença significativa entre os estados mentais normais e estados de fadiga, e assim verificar se a variável em questão
é realmente um bom indicador de fadiga.
Na tabela 5.2 pode-se observar o resultado obtido da aplicação do teste de Mann-Whitney para cada uma das com-
ponentes em estudo. Pode-se verificar que as componentes de MA e MV tratam-se das métricas com mais diferença
significativa entre os dois grupos, seguindo-se da ADMSL,KDT ,DDC e DMSL que também tiveram o mesmo comporta-
mento, uma vez que apresentaram um p-value< 0.05. Relativamente às métricas do TBC e DMSL o teste revelou que
a H0 foi aceite, e que esta métrica não têm diferença significativa entre o dataset de estados mentais não fatigados,
e estados mentais de fadiga.
Uma vez verificada a existência de uma relação entre os dois estados em consideração e as métricas em estudo,
realizou-se um estudo equivalente para os sete níveis aferidos pelos utilizadores. Para o efeito recorreu-se ao teste de
Kruskal-Wallis, uma extensão do teste de Mann-Whitney que permite a comparação de duas ou mais distribuições. À
semelhança do teste de Mann Whitney a sua função é testar a hipótese nula de que as populações em estudo possuem
a mesma distribuição, contra a hipótese que pelo menos duas distribuições têm distribuições diferentes. Desta forma,
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Tabela 5.2: Resultado da análise de Mann-Whitney
Variável p-value H0
KDT 0.0176 Rejeitada
MA 0.0016 Rejeitada
MV 0.0004 Rejeitada
TBC 0.2571 Aceite
DDC 0.0052 Rejeitada
DMSL 0.0691 Aceite
AED 0.0007 Rejeitada
ADMSL 0.0152 Rejeitada
o dataset foi reorganizado em 7 grupos de 11 instâncias de cada nível (de 1 a 7), em que foi posto à prova a seguinte
hipótese nulaH0: as medianas das distribuições são iguais. De forma semelhante ao teste anterior é retornado
um p-value, que quanto menor, menor a probabilidade da hipótese nula se verificar. Assumiu-se igualmente um  de
0.05, sendo que quando se verificou a premissa p-value <  a hipótese foi rejeitada.
Tabela 5.3: Resultado da análise de Kruskal-Wallis
Variável p-value H0
KDT (média) 0.4118 Aceite
MA (média) 0.0461 Rejeitada
MV (média) 0.0144 Rejeitada
TBC (média) 0.1208 Aceite
DDC (média) 0.1051 Aceite
DMSL (média) 0.0563 Aceite
AED (média) 0.0029 Rejeitada
ADMSL (média) 0.0151 Rejeitada
Como se pode analisar na tabela 5.3 a hipótese nula foi rejeitada no caso da MA, MV , AED e ADMSL. Isto significa
que estas métricas apresentam as diferenças mais significativas entre os grupos, enquanto que nas restantes não foram
encontradas diferenças segundo a hipótese formulada.
Considerando-se os resultados obtidos, foram analisados detalhadamente cada um das distribuições em função
das métricas para o qual a Hipótese Nula foi rejeitada. Optou-se então, por não considerar na análise de estados de
não fadiga mental vs estados de fadiga mental as métricas TBC e DMSL, uma vez que como já estudado não teriam
influência na distinção dos grupos. Relativamente à análise segundo a escala USAFSAM, optou-se por não se considerar
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as variáveis KDT, TBC, DDC e DMSL, pelas mesmas razões. De seguida apresenta-se a análise individual de cada uma
das variáveis.
5.3.1 Key Down Time
Esta métrica, tal como já foi referido, mede o tempo de pressão de uma tecla. É expectável que quanto mais
fatigados os utilizadores se apresentem, maior seja o KDT obtido. Isto deve-se ao facto que um movimento mais lento
pode estar associado a estados de fadiga, resultando, desta forma, num maior tempo de pressão das teclas.
5.3.1.1 Ausência de fadiga vs estado de fadiga mental
A figura 5.2 e tabela 5.4 apresentam o resultado da análise dos dois estados mentais: não fatigado e fatigados.
Assim, tal como esperado, é notório um aumento da média de 78.78 milissegundos, no grupo ”não fatigado”, para
98.99 milissegundos para o grupo de ”fatigado”. Este aumento também foi verificado na mediana, de 83.01 para
102.73 e no valor máximo extremo.
Os resultados experimentais verificam, assim, as suposições iniciais, verificando que um maior tempo de pressão das
teclas está associado a um estado de fadiga mental.
Figura 5.2: Histograma e diagrama de caixa para a distribuição ”Não Fatigado”e ”Fatigado”, relativas ao KDT
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Tabela 5.4: Valores médios dos dados para o KDT
Estado Mental Média Mediana Máximo Mínimo
Não Fatigado 78.78 83.04 151.64 0.00
Fatigado 98.99 102.73 242.79 0.00
5.3.2 Mouse aceleration
Relativamente à aceleração do rato é expectável que esta métrica possua menores valores nos estados de fadiga
mental, uma vez que este movimento se encontra relacionado com a reação, memória e precisão associados, por sua
vez, à diminuição de performance caraterísticos de estados de cansaço.
5.3.2.1 Ausência de fadiga vs estado de fadiga mental
Confrontados os grupos ”fatigado”e ”não fatigado”, conclui-se que contrariamente ao que seria esperado o gráfico
5.3 e tabela 5.5 evidencia um claro aumento da MA em estados de fadiga mental. Este aumento é observado na
média, que sofre um acréscimo de 0.52450 pixeis/milissegundo2 para 0.72905 pixeis/milissegundo2 ,
assim como na mediana que sofre um incremento muito semelhante. Tal comportamento também é evidenciado pelo
aumento do ponto de extremo máximo.
Assim, conclui-se que neste caso o comportamento de uma pessoa fatigada, contrariamente ao previsto não sofre uma
diminuição na aceleração do rato, mas sim um aumento.
Tabela 5.5: Valores médios dos dados para o MA
Estado Mental Média Mediana Máximo Mínimo
Não Fatigado 0.52450 0.52341 1.03432 0.04477
Fatigado 0.72905 0.72148 1.61946 0.06929
5.3.2.2 Escala USAFSAM
A tabela 5.6 e figura 5.4 evidenciam a análise dos 7 níveis de fadiga mental para a métrica em estudo. Verifica-se
que não existe uma relação linear entre a aceleração do rato e os níveis de fadiga, sendo que o nível que apresenta os
valores médios e medianos mais baixos trata-se do nível 3, enquanto que o nível que apresenta os valores médios e
medianos mais elevados trata-se do nível 5.
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Figura 5.3: Histograma e diagrama de caixa para a distribuição ”Não Fatigado”e ”Fatigado”, relativas ao MA
Tabela 5.6: Análise dos grupos USAFSAM para a métrica MA
Nível de fadiga mental Média Mediana Máximo Mínimo
1 0.52311 0.48847 1.03432 0.08145
2 0.59930 0.56316 1.00006 0.07477
3 0.45248 0.48649 0.87741 0.06929
4 0.60916 0.68911 1.05801 0.04477
5 0.8165 0.7510 1.6195 0.4230
6 0.7092 0.6468 1.0687 0.5105
7 0.7814 0.7305 1.3281 0.5954
5.3.3 Mouse velocity
Uma vez que a velocidade e aceleração tratam-se de dimensões que estão relacionadas, espera-se um comporta-
mento semelhante. Tal como na aceleração do rato, seria previsível a obtenção de uma velocidade inferior nos casos
de fadiga mental.
5.3.3.1 Ausência de fadiga vs estado de fadiga mental
Tal como ocorreu com com a aceleração do rato, na velocidade do rato é notório um aumento da média, mediana,
e pontos extremos. O que indica, que contrariamente ao suposto inicialmente, a velocidade do rato aumenta com o
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Figura 5.4: Histograma e diagrama de caixa para a distribuição segundo a escala USAFSAM, relativas ao MA
aumento da fadiga.
Tabela 5.7: Valores médios dos dados para o MV
Estado Mental Média Mediana Máximo Mínimo
Não Fatigado 0.48595 0.45726 0.90573 0.09049
Fatigado 0.7054 0.6909 1.6612 0.2209
5.3.3.2 Escala USAFSAM
Na tabela 5.8 e figura 5.6 podemos verificar o resultado da análise das distribuições para os 7 níveis de fadiga
mental da escala USAFSAM relativamente à métrica mouse velocity. Verifica-se que o nível que possui a média e
mediana mais elevado trata-se do nível 5, com um valor médio de 0.7949 e mediana 0.7315. Por outro lado verifica-se
que o nível com um valor médio e mediana mais baixo trata-se que do nível 1. À semelhança da análise análoga para
a aceleração do rato, verifica-se que não foi encontrada uma relação linear entre a velocidade do rato e os níveis.
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Figura 5.5: Histograma e diagrama de caixa para a distribuição ”Não fatigado”e ”Fatigado”, relativas ao MV
Tabela 5.8: Valores médios segundo a escala USAFSAM, relativas ao MV
Nível de fadiga mental Média Mediana Máximo Mínimo
1 0.4696 0.4464 0.8619 0.2279
2 0.5287 0.5321 0.8441 0.1769
3 0.47594 0.48656 0.90573 0.09049
4 0.6059 0.6441 1.0343 0.2209
5 0.7939 0.7315 1.6612 0.3675
6 0.6775 0.6099 1.1347 0.3997
7 0.7442 0.7271 1.1874 0.5642
5.3.4 Double Click Duration
A métrica DCD, tal como referido, mede a duração dos clicks duplos do rato. Esta medida pode relacionar-se
com a reação e os tempo de resposta de um utilizador. Assim espera-se que nos casos de fadiga mental, esta métrica
adquira valores mais elevados, uma vez que a reação é mais lenta, e os tempos de resposta mais elevados.
5.3.4.1 Ausência de fadiga vs estado de fadiga mental
A observação dos dados obtidos pelos utilizadores, como se pode verificar na figura 5.7 e tabela 5.9, indica que
a média, mediana e valor máximo aumentou quando se compara os grupos ”Não fatigado”e ”Fatigado”. Isto vai ao
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Figura 5.6: Histograma e diagrama de caixa para a distribuição segundo a escala USAFSAM, relativas ao MV
Tabela 5.9: Valores médios dos dados para o DCD
Estado Mental Média Mediana Máximo Mínimo
Não Fatigado 101.193 61.977 4 697.400 0.000
Fatigado 202.87 135.13 984.85 0.000
encontro daquilo que seria expectável.
5.3.5 Average Excess of Distance
Esta métrica mede excesso de distância que foi percorrido pelo rato entre dois pontos. Assim, é expectável que
utilizadores fatigados tendam a percorrer distâncias maiores entre dois pontos, uma vez que a estes estados está
associado uma menor precisão e falha de memória assim como menores níveis de concentração.
5.3.5.1 Ausência de fadiga vs estado de fadiga mental
Neste caso, na análise experimental, evidenciadas na tabela5.10 e figura 5.8 verificou-se que um aumento do AED
está associado a estados de fadiga mental. Tal facto é evidenciado pela média, em que o seu valor aumenta de 1.683
nos casos de ausência de fadiga, para 2.321 nos casos de fadiga mental. Na mediana, a diferença é ainda mais
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Figura 5.7: Histograma e diagrama de caixa para a distribuição ”Não fatigado”e ”Fatigado”, relativas ao DCD
expressiva, em que este caso aumenta de 1.633 para 1.998 . Relativamente aos pontos extremos, no caso de fadiga
mental estes também são superiores aos casos normais.
Tabela 5.10: Valores médios dos dados para o AED
Estado Mental Média Mediana Máximo Mínimo
Não Fatigado 1.683 1.633 2.048 0.000
Fatigado 2.321 1.998 10.678 1.300
5.3.5.2 Escala USAFSAM
Nesta análise verificou-se, tal como se pode observar na figura 5.9 e tabela 5.11, o nível de fadiga 5 trata-se do
nível com a maior média e mediana, de 3.399 e 2.544 respetivamente. O nível com menor valor médio e mediano
trata-se do nível 1 com 1.682 e 1.474. É possível ainda observar que o nível 1, 2 e 3 possuem valores médios muito
semelhantes. À semelhança da análise efetuada para o MA e MV, não existe uma relação linear explicita entre o AED e
o aumento do nível de cansaço.
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Figura 5.8: Histograma e diagrama de caixa para a distribuição ”Não Fatigado”e ”Fatigado”, relativas ao AED
Tabela 5.11: Valores médios segundo a escala USAFSAM, relativas ao AED
Nível de fadiga mental Média Mediana Máximo Mínimo
1 1.682 1.474 2.941 1.223
2 1.686 1.681 2.048 1.357
3 1.684 1.688 2.889 0.000
4 2.079 1.996 2.644 1.606
5 3.399 2.544 10.677 1.364
6 1.810 1.845 2.204 1.300
7 1.994 1.797 3.132 1.419
5.3.6 Average Distance of the Mouse to the Straight Line
Nesta métrica, em que se avalia o comportamento do utilizador face à distância do rato até à linha reta. Neste
sentido, espera-se a manifestação de uma menor precisão quando o utilizador está num estado de fadiga e por isso o
aumento da distância média entre o caminho em linha reta o ponto onde o rato está posicionado.
5.3.6.1 Ausência de fadiga vs estado de fadiga mental
Através dos resultados obtidos, apresentados na figura 5.10 e tabela 5.12 pode-se verificar que tanto a média como
a mediana sofrem um aumento quando são comparados utilizadores com estados mentais de fadiga, com utilizadores
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Figura 5.9: Histograma e diagrama de caixa para a distribuição segundo a escala USAFSAM, relativas ao AED
com estados de ausência de fadiga. No caso da mediana o aumento é mais acentuado, sendo que o seu valor aumenta
de 121774 para 237387 pixeis, e no caso da média de 175479 para 260747 pixeis. Os extremos também aumentaram
o seu valor.
Tabela 5.12: Valores médios dos dados obtidos para o ADMSL
Estado Mental Média Mediana Máximo Mínimo
Não Fatigado 121774 175479 121774 486174
Fatigado 237387 260747 237387 805350
5.3.6.2 Escala USAFSAM
Relativamente à análise com base nos níveis aferidos pela escala de USAFSAM, verificou-se que o nível com maior
média e mediana trata-se do nível de fadiga 4, onde a média assume o valor de 319517 e a mediana o valor de 300674.
Por outro lado verificou-se que o nível que toma a média mais baixa trata-se do nível 5, enquanto que a mediana mais
baixa pertence ao nível 1. Verificou-se também que o ponto extremo mais elevado pertence ao 4, enquanto que o ponto
extrema mais baixo pertence ao nível 5.
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Figura 5.10: Histograma e diagrama de caixa para a distribuição ”Não fatigado”e ”Fatigado”, relativas ao ADMSL
Novamente, pode-se concluir que não existe uma relação explicita entre o aumento do nível de fadiga com o
aumento da ADMSL.
Tabela 5.13: Valores médios segundo a escala USAFSAM, relativas ao ADMSL
Nível de fadiga mental Média Mediana Máximo Mínimo
1 181344 104689 486174 43459
2 226892 274788 396164 83213
3 112336 57103 431595 486174
4 319517 300674 805350 107529
5 171226 164773 484294 8047
6 253431 236665 427090 128804
7 298814 253985 708700 60075
5.4 Conclusão
Após a finalização do estudo foi concluído que, para o dataset em questão a distinção entre um estado de fadiga
mental e um estado de ausência de fadiga foi possível com base nas métricas KDT, MA, MV, DDC, AED e ADMSL, sendo
que as métricas com mais influência foram pelo a MA e a MV. Relativamente à distinção entre os sete níveis de fadiga,
segundo a escala USAFSAM o teste aplicado não permite aferir com exatidão que os sete níveis estão perfeitamente
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Figura 5.11: Histograma e diagrama de caixa para a distribuição segundo a escala USAFSAM, relativas ao ADMSL
distinguíveis, uma vez que apenas permite indicar que pelo menos duas amostras têm diferenças significativas. Apesar
disso o teste tornou-se útil para despistar logo à partida quais as métricas que não teriam influência na distinção de
qualquer nível. Desta forma, concluí-se que neste caso as métricas KDT, TBC, DDC, DMSL não teriam influência no
estudo. Sendo assim, também foi concluído que as métricas consideradas relativas ao teclado não têm influência na
distinção dos sete níveis de fadiga.
Com a análise efetuada foi também possível concluir que os comportamentos registados nem sempre foram de
encontro ao expectado para cada métrica, o que indica que será erróneo a um pré-conceito acerca do valores registados,
uma vez que a fadiga é um fenómeno muito complexo e difícil de caraterizar.
Para além disto também foi possível verificar que não existe uma relação linear óbvia entre os níveis de fadiga se-
gundo a escala USAFSAM e as métricas em estudo. Isto pode em parte ser devido ao facto que o dataset é proveniente
de diferentes utilizadores, e não haver uma homogeneidade, assim como não se ter tido em conta a atividade que os
utilizadores estavam a desempenhar.
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Dados os resultados obtidos, pode-se ainda concluir que a utilização do rato em cenários de fadiga mental de-
monstrou um aumento das métricas relativas às distâncias percorridas, nomeadamente AED e ADMSL e uma aumento
da velocidade e aceleração do rato, expressas através da MV e MA, o que poderá indicar que em cenários de fadiga
mental, o utilizador tende a executar movimentos rápidos mas imprecisos. Relativamente às métricas relacionadas com
o tempo KDT e DCD, verificou-se um aumento do tempo de resposta em casos de fadiga mental caraterísticos de perfis
destes estados.
 
Capítulo 6
Processo de aprendizagem
Uma vez finalizada a análise dos dados, iniciou-se a implementação de algoritmos não supervisionados de forma
a detetar casos de fadiga mental. Com a aplicação dos algoritmos de aprendizagem não supervisionada pretendeu-se
testar o agrupamento dos dados com base nas relações que os mesmos apresentam.
Tal como já foi referido, a deteção de fadiga mental é um processo muito complexo e subjetivo, por isso previamente
foi definido uma estratégia de abordagem ao problema, com vista a obter os melhores resultados.Para tal, uma série
de algoritmos não supervisionados foram escolhidos para o estudo de forma a compreender quais os que descreveriam
o melhor comportamento. Posteriormente foram escolhidos os melhores modelos e implementados com o intuito de
deteção de novos casos de fadiga.
6.1 Análise de agrupamentos
Numa primeira abordagem optou-se por uma análise de clusters com base nos estados mentais de ausência de
fadiga e estados mentais de fadiga. Sendo assim, os dados foram agrupados em dois clusters segundo os algoritmos
escolhidos. Após a obtenção dos grupos, foi importante uma análise detalhada dos mesmos de forma a identificar uma
possível relação entre os agrupamentos obtidos e a classificação dos usuários. Esta relação foi possível, uma vez que
o comportamento de cada estado mental, em função de cada métrica, já foi estudado na secção anterior.
67
68 CAPÍTULO 6. PROCESSO DE APRENDIZAGEM
Posteriormente, um outro dataset de igual dimensão ao anterior, foi criado apenas com instâncias pertencentes
a um único utilizador. Como já mencionado anteriormente, os estados de fadiga mental são influenciados pelo perfil
individual do utilizador. Sendo assim, o objetivo deste estudo passou por procurar uma melhoria da performance
dos agrupamentos quando comparado com um modelo geral, onde são incluídos instâncias provenientes de vários
utilizadores.
De seguida apresenta-se uma análise dos agrupamentos para os algoritmos não supervisionados selecionados.
6.1.1 K-means
Este algoritmo particional foi implementado com recurso à biblioteca stats 1 do R, mais especificamente à função
kmeans. Optou-se pela inclusão deste algoritmo no estudo uma vez que se trata de um dos algoritmos mais simples,
mas também um dos mais utilizados em aprendizagem não supervisionada.
6.1.1.1 Ausência de fadiga vs Estados de fadiga Mental
O algoritmo k-means foi aplicado a cada um dos datasets anteriormente referidos, com um k=2 e um nstart=20.
Isto significa que serão obtido dois clusters (k), e serão testados vinte combinações diferentes de inicialização (nstart),
sendo que posteriormente a função opta pela inicialização que demonstre menos variação dentro do agrupamento. O re-
sultado apresenta-se na matriz de confusão representadas na tabela 6.1 que confronta o a classificação dos utilizadores,
com o resultado do agrupamento obtido para cada um dos modelos testados.
Tabela 6.1: Matrizes de confusão para o algoritmo K-means, na distinção entre estados de ausência de fadiga e estados
de fadiga mental
Modelo Geral Modelo Individual
Normal Fadiga Normal Fadiga
Grupo A 26 17 Grupo A 25 8
Grupo B 7 27 Grupo B 8 31
Na tabela 6.2 pode-se observar a média das variáveis resultantes para os agrupamentos obtidos a partir do algoritmo
k-means para o modelo individual e geral. Verifica-se no grupo A, à exceção do KDT para o modelo geral, todas as
variáveis possuemmenores valores quando comparado com o grupo B. Relativamente ao Modelo individual, a diferenças
1https://stat.ethz.ch/R-manual/R-devel/library/stats/html/00Index.html
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entre as médias do grupo A e B não são tão significativas. Isto pode dever-se ao facto dos dados serem provenientes do
mesmo individuo e consequentemente as métricas possuem menos variância, sendo por isso os valores mais próximos.
No entanto pode-se verificar que em todas as métricas o grupo B, estas assumem uma média superior.
Tabela 6.2: Médias dos agrupamentos para o algoritmo K-means, na distinção entre ausência de fadiga e estados de
fadiga mental
KDT MA MV DDC AED ADMSL
Grupo A 91.43 0.45912 0.44151 127.901 1.917 140473Modelo
Geral Grupo B 89.75 0.8723 0.8314 201.63 2.213 328201
Grupo A 87.41 0.62 0.59 104.045 1.776 202288Modelo
Individual Grupo B 93.88 0.6645 0.6359 215.42 2.313 243904
De forma a avaliar a qualidade dos agrupamentos encontrados foram adotadas índices de avaliação interna e externa
de forma a compreender o quão úteis os agrupamentos encontrados são. Na tabela 6.3 encontra-se a avaliação interna
dos clusters encontrados. Pode-se verificar que a qualidade dos agrupamentos encontrados não é elevada, sendo que
os agrupamentos encontrados não estão claramente definidos, nem separados. No entanto, verifica-se que o modelo
geral apresenta resultados ligeiramente superiores aos resultados do modelo individual. Apesar disso as diferenças
entre os dois modelos não são significativas.
Tabela 6.3: Medidas de avaliação interna para o algoritmo k-means na comparação na distinção entre ausência de
fadiga e estados de fadiga mental.
índice de Dunn índice de Davies-Bouldin índice de silhouetta
Modelo Geral 0.08 1.67 0.26
Modelo Individual 0.11 1.96 0.20
Relativamente à avaliação externa dos clusters, verificou-se que o modelo individual apresenta um melhor agrupa-
mento, aproximando-se mais dos resultados aferidos pelos utilizadores. Das 77 instâncias utilizadas em cada modelo, o
modelo geral agrupou corretamente 53, enquanto que o modelo individual agrupou 56 instâncias corretamente. Desta
forma, como se pode observar na tabela 6.4, o modelo individual obteve melhores resultados.
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Tabela 6.4: Medidas de avaliação externa para o k-means
Instâncias bem agrupadas Instâncias mal agrupadas Precisão Revocação F1
Modelo Geral 68.8% 31.2% 0.794 0.614 0.692
Modelo Individual 72.7% 27.3% 0.795 0.795 0.795
6.1.2 PAM
O algoritmo Partition Around Medoids (PAM) foi aplicado aos datasets em questão recorrendo à livraria cluster
2 do R, mais especificamente à função PAM. Com a utilização deste algoritmo procurou-se melhorar os resultados
relativamente ao K-means, uma vez que se trata de um algoritmo menos suscetível a outliers.
6.1.2.1 Ausência de fadiga vs Estados de fadiga Mental
Este algoritmo foi então aplicado aos dois datasets com um k=2, à semelhança do k-means. A matriz de confusão
obtida da aplicação deste algoritmo apresenta-se na tabela 6.5. Como se pode verificar, no modelo geral, foi obtido um
agrupamento com 30 instâncias (grupo A) e um outro grupo com 47 instâncias (grupo B). Relativamente ao modelo
individual, o grupo A possui 27 instâncias, enquanto que o grupo B engloba 50 instâncias.
Tabela 6.5: Matrizes de confusão para o algoritmo PAM, na distinção entre estados de ausência de fadiga e estados de
fadiga mental
Modelo Geral Modelo Individual
Normal Fadiga Normal Fadiga
Grupo A 22 8 Grupo A 21 6
Grupo B 11 36 Grupo B 12 38
Analisando a média dos dados de cada um dos grupos, observa-se que à semelhança do k-means, o grupo B
possui em ambos os modelos, uma média de todas as métricas mais elevada do que o grupo A, tal como demonstra
a tabela 6.6.
Através da análise de avaliação dos índices internos, conclui-se mais uma vez que os agrupamentos encontrados
não estão claramente definidos e separados, apresentado baixa performance para todos os índices em estudos. Quando
se compara em concreto o Modelo Geral com oModelo Individual verifica-se que as diferenças entre ambos são mínimas.
Relativamente à análise das medidas externas conclui-se que o Modelo individual se aproxima mais dos resultados
2https://cran.r-project.org/web/packages/cluster/cluster.pdf
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Tabela 6.6: Médias dos agrupamentos para o algoritmo PAM, na distinção entre estados de ausência de fadiga e estados
de fadiga mental
KDT MA MV DDC AED ADMSL
Grupo A 79,60 0.405 0.396 98.93 1.8 118457Modelo
Geral Grupo B 97.76 0.7929 0.7525 199.7 2.203 290329
Grupo A 83.01 0.54777 0.53533 92.386 1.777 190832Modelo
Individual Grupo B 94.83 0.69224 0.6560 197.21 2.194 240935
Tabela 6.7: Medidas de avaliação interna para o algoritmo PAM
índice de Dunn índice de Davies-Bouldin índice de silhouetta
Modelo Geral 0.069 1.67 0.21
Modelo Individual 0.066 2.08 0.16
aferidos pelos utilizadores, apesar da diferença ser muito pouco significativa. Como se pode verificar, que no modelo
geral agrupou corretamente 58 instâncias, contra as 59 instâncias bem agrupadas do modelo individual.
Tabela 6.8: Medidas de avaliação externa para o PAM
Instâncias bem agrupadas Instâncias mal agrupadas Precisão Revocação F1
Modelo Geral 75.3% 24.7% 0.766 0.818 0.791
Modelo Individual 76.6% 23.4% 0.760 0.864 0.808
6.1.3 Método hierárquico aglomerativo
Este método hierárquico foi implementado com recurso à função hclust 3 disponibilizada na biblioteca stats do
R. No estudo efetuado foi utilizado como método a ligação simples. A principal razão para a inclusão deste algoritmo
na presente dissertação foi a possibilidade de ser sensível a clusters com formas irregulares.
6.1.3.1 Ausência de fadiga vs Estados de fadiga Mental
Com o objetivo de obter dois agrupamentos, foi utilizada a função cuttree, que ”corta”o dendrograma no número
de grupos designado. Desta forma, a matriz de confusão obtida encontra-se evidenciada na tabela 6.9, onde se pode
verificar que no modelo geral, foram obtidos dois grupos, denominados A e B, onde o grupo A possui 42 instâncias,
3http://stat.ethz.ch/R-manual/R-devel/library/stats/html/hclust.html
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enquanto que o grupo B possui 35 instâncias. Relativamente ao modelo individual, o grupo A possui 28 instância,
enquanto que o grupo B possui 49 instâncias.
Tabela 6.9: Matrizes de confusão para o algoritmo hierárquico aglomerativo, na distinção entre estados de ausência de
fadiga e estados de fadiga mental
Modelo Geral Modelo Individual
Normal Fadiga Normal Fadiga
Grupo A 25 17 Grupo A 17 11
Grupo B 8 27 Grupo B 16 33
Relativamente à média de cada um dos grupos encontrados, presente na tabela 6.10, verifica-se que no Modelo
Geral, o agrupamento B possui uma média superior em todas as variáveis à exceção do DDC, onde o comportamento
é inverso. Em relação ao Modelo Individual, verifica-se que não há uma tendência muito definida, sendo que os valores
médios estão muito próximos. Apesar disso, verifica-se que o grupo A possui uma média mais elevada para as variáveis
KDT, DDC, AED e ADMSL. Assim sendo, considerou-se que as caraterísticas dos agrupamentos B em cada um dos
agrupamentos mais semelhantes com os dados de utilizadores com fadiga mental.
Tabela 6.10: Medias dos agrupamentos para o algoritmo hierárquico aglomerativo, na distinção entre estados de au-
sência de fadiga e estados de fadiga mental
KDT MA MV DDC AED ADMSL
Grupo A 94,93 0.452 0.438 186.40 1.931 153658Modelo
Geral Grupo B 85.59 0.8692 0.8245 129.32 2.188 307015
Grupo A 90.44 0.6366 0.6109 90.879 1.891 195370Modelo
Individual Grupo B 90.85 0.6282 0.5935 162.23 1,959 225094
Na tabela 6.11 encontra-se uma avaliação interna dos agrupamentos. Pela análise da tabela concluí-se mais uma
vez que os índices revelam uma baixa qualidade de agrupamentos, sendo que os clusters não se encontram nem bem
compactados, nem bem separados. Apesar disso, verifica-se que o Modelo Geral possui melhor resultados em todos
os índices e por isso melhores agrupamentos.
Tabela 6.11: Medidas de avaliação interna para o algoritmo hierárquico aglomerativo
índice de Dunn índice de Davies-Bouldin índice de silhouetta
Modelo Geral 0.092 1.73 0.23
Modelo Individual 0.078 4.512 0.016
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Relativamente aos resultados obtidos da avaliação externa, verificou-se que contrariamente aos restantes algorit-
mos, o Modelo Geral obteve melhores resultados nas métricas em estudo quando comparado com o Modelo Individual.
Sendo que, no Modelo Geral foram agrupadas corretamente 52 instâncias, enquanto que no Modelo Individual apenas
foram agrupadas corretamente 50 instâncias.
Tabela 6.12: Medidas de avaliação externa para o método hierárquico aglomerativo
Instâncias bem agrupadas Instâncias mal agrupadas Precisão Revocação F1
Modelo Geral 67.53% 32.47% 0.771 0.613 0.683
Modelo Individual 64.93% 35.07% 0.763 0.750 0.709
6.1.4 Fuzzy c-means
O algoritmo fuzzy c-means foi implementado recorrendo à livraria e1071 4, mais concretamente à função cmeans.
A vantagem da inclusão deste algoritmo passa pela capacidade de ligar com clusters sobrepostos.
6.1.4.1 Ausência de fadiga vs Estados de fadiga Mental
De forma a obter dois agrupamentos foi utilizado um k=2. O resultado obtido deste algoritmo encontra-se na tabela
de confusão 6.13 que confronta o resultado do agrupamento obtido com as classes aferidas pelos utilizadores. Pode-se
verificar que do Modelo Geral resultaram dois grupos, um denominado Grupo A que engloba 43 das 77 instâncias
iniciais, e um outro, o Grupo B que abrange 34 das instâncias iniciais. Relativamente ao Modelo Individual, verifica-se
que o Grupo A inclui 39 instâncias, enquanto que o Grupo B abrange 38 instâncias.
Tabela 6.13: Matrizes de confusão para o algoritmo fuzzy c-means, na distinção entre estados de ausência de fadiga e
estados de fadiga mental
Modelo Geral Modelo Individual
Normal Fadiga Normal Fadiga
Grupo A 26 17 Grupo A 25 14
Grupo B 7 27 Grupo B 8 30
Pela a análise das médias de cada grupo, presente na tabela 6.14, podemos concluir que no caso do Modelo Geral,
o valor de todas as métricas sofre um acréscimo quando comparado o Grupo A com o Grupo B. Apenas não se observa
4https://cran.r-project.org/web/packages/e1071/e1071.pdf
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este comportamento para a variável KDT. Em relação ao Modelo Individual, observa-se que o Grupo B possuí valores
de todas as variáveis mais elevados, quando comparados com o Grupo A, apesar disso as diferenças entre as médias
dos dois grupos é mais evidente no Modelo Geral do que no Modelo Individual.
Tabela 6.14: Médias dos agrupamentos para o algoritmo fuzzy c-means, na distinção entre ausência de fadiga e estados
de fadiga mental
KDT MA MV DDC AED ADMSL
Grupo A 91.43 0.459 0.442 127.901 1.917 140473Modelo
Geral Grupo B 89.75 0.8723 0.8314 201.63 2.213 328201
Grupo A 88.21 0.6314 0.6023 140.04 1.765 213254Modelo
Individual Grupo B 93.22 0.652 0.6254 181,41 2,338 233744
Na avaliação interna deste agrupamento, foi considerado, adicionalmente, o índice silhueta de fuzzy, uma vez que
o índice de silhueta convencional não considera a sobreposição que poderá existir entre os grupos. Assim, na tabela
6.15 podemos verificar os resultados da avaliação interna aplicada aos modelos. Verifica-se mais uma vez que os
agrupamentos não são satisfatórios do ponto de vista estrutural. Apesar disso, observa-se que o índice de silhueta de
fuzzy obteve um melhor resultado, quando comparado com o índice de silhueta comum, o que poderá indicar que os
dois agrupamentos encontrados se encontram sobrepostos.
Tabela 6.15: Medidas de avaliação interna para o algoritmo fuzzy c-means
índice de Dunn índice de Davies-Bouldin índice de silhouetta índice de silhouetta de fuzzy
Modelo Geral 0.077 1.67 0.38 0.45
Modelo Individual 0.103 1.97 0.29 0.38
Tendo em consideração a avaliação externa pode-se verificar que o Modelo Individual obteve melhores resultados
nas métricas em questão. Desta forma o Modelo Geral apresentou 53 instâncias bem agrupadas contra e 24 mal
agrupadas, enquanto que o Modelo Individual agrupou 55 instâncias corretamente e 22 instâncias mal agrupadas. Os
resultados dos índices de avaliação externa apresentam-se na tabela 6.16.
Tabela 6.16: Medidas de avaliação externa para o algoritmo fuzzy c-means
Instâncias bem agrupadas Instâncias mal agrupadas Precisão Revocação F1
Modelo Geral 63.53% 36.47% 0.794 0.614 0.692
Modelo Individual 71.42% 28.58% 0.789 0.682 0.731
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6.2 Previsão de fadiga
Uma vez concluído o estudo de agrupamento dos dados, partiu-se para a previsão de novas instâncias de forma
a compreender a eficácia dos modelos encontrados na deteção de fadiga mental. Para tal, foram selecionadas as
situações que apresentaram um melhor agrupamento dos dados segundo as avaliações externas efetuadas. Assim,
verificou-se que os algoritmos que apresentaram melhores performances trataram-se do K-means e PAM, na distinção
entre estados de ausência de fadiga e estados de fadiga mental.
Na previsão das novas instâncias foram utilizadas 30 novas instâncias 15 de cada estado mental, para cada um dos
modelos em questão.
6.2.1 k-means
Com o intuito de classificar as novas instâncias foi utilizada a menor distância entre o ponto médio encontrado
durante a fase de agrupamento, e o novo ponto, usando para isso o calculo da distância euclidiana.
Desta forma um ponto pertence ao cluster cuja a distância euclidiana seja a menor entre esse mesmo ponto e o centro
do cluster. Na tabela 6.17 e 6.18 pode-se observar o Modelo de Classificação Individual apresenta uma precisão
mais elevada, sendo que conseguiu classificar corretamente 25 instâncias, enquanto que o Modelo de Classificação
Geral classificou 22 instâncias corretamente. Isto traduziu-se em 83.3% de classificações corretas contra 73.3 % .
Relativamente ao índice de concordância (Kappa s) verifica-se igualmente que o Modelo Individual obteve um melhor
resultado. Observou-se igualmente, através do RMSE e MAE que o Modelo Individual também obteve menos erros de
classificação.
Tabela 6.17: Matriz de confusão na previsão de novos casos de fadiga para o algoritmo k-means
Modelo Geral Modelo Individual
Normal Fadiga Normal Fadiga
Grupo A 13 6 Grupo A 13 3
Grupo B 2 9 Grupo B 2 12
Tabela 6.18: Índices de avaliação de previsão dos novos casos para o algoritmo k-means
Classificação correta Classificação Incorreta RMSE MAE Kappa s
Modelo Geral 73.3% 26.7% 0.491 0.241 0.51
Modelo Individual 83.3% 16.7% 0.365 0.133 0.73
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6.2.2 PAM
Nesta caso, para a classificação dos novos casos, foi utilizado o mesmo raciocínio que foi explicado para o k-means,
no entanto não foi utilizado a média do cluster para o calculo da distância, mas sim o ponto central, centroide.
A tabela 6.19 e 6.20 o Modelo de Classificação Individual apresenta uma melhor performance na distinção entre estados
mentais de fadiga e estados de ausência de fadiga. Observa-se que o Modelo geral obteve mais classificações corretas
e menos classificações incorretas. Verifica-se, no entanto, que no geral os resultados não são tão satisfatórios quantos
os obtidos pelo K-means, o que poderá indicar que a representação do centro do clusters com um ponto, ao contrário
da utilização de uma média, poderá introduzir mais erros durante a previsão e deteção de fadiga em novos casos.
Tabela 6.19: Matriz de confusão na previsão de novos casos de fadiga para o algoritmo PAM
Modelo Geral Modelo Individual
Normal Fadiga Normal Fadiga
Grupo A 8 5 Grupo A 10 1
Grupo B 7 10 Grupo B 5 14
Tabela 6.20: Índices de avaliação de previsão dos novos casos para o algoritmo PAM
Classificação correta Classificação Incorreta RMSE MAE Kappa s
Modelo Geral 60.0% 40.0% 0.615 0.379 0.25
Modelo Individual 80.0% 20.0% 0.483 0.23 0.53
6.3 Discussão de resultados
Neste capitulo foram apresentados os resultados relativos ao agrupamento de casos de fadiga mental e posteri-
ormente a previsão de novos casos. Relativamente à distinção entre casos de fadiga mental e estados de ausência
de fadiga, pode-se concluir que apesar das métricas internas apresentarem resultados muito baixos, foi possível obter
resultados razoáveis na distinção entre estes dois grupos, sendo por isso possível a sua distinção através de algoritmos
não supervisionados. Devido à discrepância dos resultados entre as métricas internas e externas pode-se concluir, que
neste caso, as métricas internas não são um bom índice de qualidade dos agrupamentos encontrados. Isto porque não
têm em consideração o output esperado e apenas a estrutura interna dos agrupamentos.
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Relativamente aos modelos em estudo : geral e individual verificou-se que à exceção do algoritmo hierárquico
aglomerativo de ligação simples, todos os restantes apresentaram uma melhor avaliação externa para o modelo indivi-
dual, tal encontra-se evidenciado na tabela 6.21 e tabela 6.22. Verificou-se, ainda, que os melhores resultados foram
apresentados pelo PAM, onde foram agrupadas corretamente 76.6% no modelo individual e 72.7 % no modelo geral,
seguido pelo k-means com 72.2% das instâncias bem agrupadas para o modelo individual. Sendo assim, concluí-se
que a deteção de fadiga mental poderá passar pelo desenho de um modelo ajustado a cada individuo. Apesar disso,
deve-se considerar que o estudo em causa apenas foi efetuado para um dos utilizadores, o que poderá levantar alguma
reserva face aos resultados.
Tabela 6.21: Tabela comparativa para o modelo geral
Algoritmo Instânciasbem agrupadas
Instâncias
mal agrupadas Precisão Revocação F1
K-means 68.8% 31,2% 0.794 0.614 0.692
PAM 75.3% 24.7% 0.766 0.818 0.791
Fuzzy-c-means 65.53% 36.47% 0.794 0.614 0.692
Ligação-Simples 67.53% 32.47% 0.771 0.613 0.683
Tabela 6.22: Tabela comparativa para o modelo individual
Algoritmo Instânciasbem agrupadas
Instâncias
mal agrupadas Precisão Revocação F1
K-means 72.7% 27.3% 0.795 0.795 0.795
PAM 76.6% 23.4% 0.760 0.864 0.808
Fuzzy c-means 71.42% 28.58% 0.789 0.682 0.731
Ligação-Simples 64.93% 35.07% 0.763 0.750 0.709
Tendo em consideração os resultados obtidos na previsão de novos casos de fadiga, concluí-se que o algoritmo
que apresentou uma maior eficácia na previsão de novas instâncias foi k-means, tal como pode ser verificado na tabela
6.23, e que novamente o modelo individual apresentou melhores resultados destacando-se assim a importância do
perfil do utilizador na deteção de fadiga.
Apesar dos resultados satisfatórios apresentados na distinção entre agrupamentos de casos de fadiga mental e casos
de ausência de fadiga, o mesmo não foi conseguido na distinção entre os sete níveis de fadiga da escala USAFSAM.
Uma vez que esta se trata de uma escala com muitos níveis, os métodos não supervisionados não se revelaram efi-
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Tabela 6.23: Tabela resumo da previsão de novos casos de fadiga
Classificação
Correta
Classificação
Incorreta
Modelo Geral 73.3% 26.7%K-means Modelo Individual 83.3% 16.7%
Modelo Geral 60% 40%PAM Modelo Individual 80% 20%
cazes em encontrar distinções entre os níveis. Por este motivo, apesar dos esforços foi impraticável esta distinção.
Isto pode dever-se não só ao facto de que o aumento do números dos níveis estar inerente uma menor precisão na
auto-avaliação dos indivíduos, mas também a uma sobreposição entre os dados dos diferentes níveis que poderá só
ser resolvido recorrendo a aprendizagem supervisionada. Um exemplo do clustering obtido para o algoritmo k-means
é apresentado em Apêndice A . Apesar do que já foi discutido, este resultado vai ao encontro da grande maioria dos
estudos, que também apenas implementou uma deteção de fadiga com em dois níveis: ausência ou presença de fadiga.
Comparando com os resultados anteriores efetuados na área, considera-se que os resultados encontram-se en-
quadrados com o estado da arte relativo à deteção de fadiga recorrendo ao uso de teclado e rato. No entanto, nestes
estudos existe uma deteção de fadiga enquadrada dentro de 5 e 7 níveis, o que no caso do presente estudo, como já
referido, apenas foi possível a deteção entre dois níveis. Apesar disso deve-se considerar que estes estudos recorreram
ao uso de aprendizagem supervisionada o que pode explicar o seu enquadramento dentro de uma escala de fadiga com
mais níveis.
Capítulo 7
Conclusões e Trabalho Futuro
A fadiga mental apresenta-se como um conceito complexo, multifacetado e subjetivo, conhecido como uma sensa-
ção de cansaço e perda de performance após longos períodos de atividade cognitiva. De facto, esta problemática surge
naturalmente no desempenho das tarefas diárias, sendo que muitas vezes é ignorada e olhada com alguma ”leveza”.
Certo é que a fadiga mental afeta negativamente o nosso desempenho e produtividade, gerando situações de risco que
podem estar na origem de graves falha humanas. Assim, surge a necessidade da conceção de sistemas capazes de
detetar e monitorizar estes estados mentais. Atualmente a deteção de fadiga é efetuada recorrendo a questionários o
que torna a sua avaliação subjetiva e não permite uma monitorização continuada. Apesar do campo da viação já contar
com uma vasta gama de soluções para a monitorização da problemática em causa, estas, na sua maioria, necessitam
de algum tipo de hardware que se pode tornar incomodo ou dispendioso.
Os computadores são devices cada vez mais presentes no nosso quotidiano, raro é o local de trabalho, ou casa,
onde não estejam presentes. Consequentemente o tempo dispensados na interação com os mesmos é cada vez maior.
Esta interação está de tal forma desenvolvida que deu origem a um novo campo de estudo, a HCI. Duas das interfaces
mais tradicionais de interação entre o homem e o computador trata-se do rato e do teclado. A interação baseada na
utilização destas interfaces permite a recolha de métricas que já se revelaram úteis no passado na deteção de esta-
dos de fadiga mental através de métodos supervisionados. Apesar dos bons resultados alcançados, esta abordagem
apresenta como principal desvantagem a necessidade da auto-avaliação por parte dos utilizadores. Assim, a presente
monografia têm como proposta o estudo de um sistema não supervisionado de fadiga mental que permita a sua deteção.
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7.1 Considerações sobre o trabalho
O sistema desenvolvido pela startup Performetric foi o ponto de partida para a presente monografia. Ao longo
da mesma foi avaliado e estudado um conjunto de métricas de forma a compreender quais as que teriam relevância
para a problemática em causa. Após a aplicação de testes não paramétricos como foi o caso do teste de Mann-Whitney
para a distinção entre estados de fadiga e estados de ausência de fadiga e o teste e Kruskal-Wallis na distinção dos
sete níveis de fadiga segunda a escala USAFSAM, foi possível retirar algumas conclusões a cerca da forma como as
métricas se relacionam com estes estados:
• Na distinção entre os estados de fadiga mental e estados de não fadiga as métricas TBC e DMSL não têm
relação com estes estados;
• As métricas MA e MV são aquelas que possuem uma maior relação na distinção dos estados anteriormente
referidos;
• Conseguiu-se estabelecer uma relação entre a diminuição de performance associadas à fadiga mental que se
refletiram através do aumento das métricas DCD, AED, ADMSL e KDT. Apesar disso as métricas MV e MA
revelaram um comportamento oposto ao que seria expectável. Assim, relativamente às métricas recolhidas pelo
rato um aumento da AED e ADMSL acompanhado de um aumento do MV e MA, sugere que quando fatigados,
os utilizadores apresentam comportamentos de manipulação do rato apesar de rápidos, imprecisos.
• Relativamente à relação entre as métricas em estudo e a sua relação com a escala USAFSAM, concluiu-se
que estas não apresentam um comportamento linear, ou seja, um aumento de nível de fadiga não segue um
comportamento linear de acordo com a métrica em estudo
Considerando a deteção de fadiga mental através de aprendizagem não supervisionada, conclui-se primeiramente
que um modelo de deteção baseado nos sete níveis aferidos pela escala USAFSAM foi impraticável. Apesar disso foi
possível uma deteção binária e a distinção entre estados de fadiga mental e de ausência de fadiga.Tendo em conside-
ração os quatro algoritmos selecionados, conclui-se que o algoritmo mais eficiente tratou-se do K-means tendo obtido
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83,3% de novos casos bem classificados.
Por último, conclui-se, que o perfil individual de cada utilizador terá um enorme peso numa correta deteção de
fadiga mental, sendo que os sistemas deverão ser o mais personalizados e individualizados possíveis.
7.2 Trabalho futuro
Embora se considere que foram atingidos grande parte dos objetivos da proposta dissertação, considera-se que
existem melhorias que deveriam ser estudadas, e portanto algum trabalho futuro é deixado como consideração:
• Estudar de novas métricas e parâmetros relevantes para a problemática em causa. Também seria interessante
a análise de cada device de input individualmente, e a comparação com o seu desempenho em conjunto;
• Alargar a amostra da população sobre o qual o estudo incide uma vez que esta pode ser considera pequena;
• Analisar a manifestação de outras componentes muito importantes e que por vezes poderão confundir-se com
fadiga mental, como é o caso do cansaço, sonolência, emoções.
• Testar outro tipo de algoritmos não supervisionados não explorados nesta dissertação, nomeadamente redes
neuronais não supervisionas;
• Implementar um sistema distribuído baseado no modelo cliente-servidor de forma a que qualquer utilizador
consiga fazer uso destas de um sistema não supervisionado de deteção automática de fadiga mental.
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Apêndice A
Clustering segundo a escala USAFSAM
Tabela A.1: Tabela k-means segundo a escala USAFSAM
Modelo Geral Modelo Individual
1 2 3 4 5 6 7 1 2 3 4 5 5 7
A 1 2 3 2 0 0 0 A 1 0 0 5 2 5 2
B 0 0 0 0 1 0 0 B 0 1 2 0 0 0 2
C 1 1 0 2 1 1 3 C 6 5 3 3 5 0 0
D 1 1 4 0 1 1 4 D 0 0 0 1 0 0 0
E 6 1 2 2 3 1 1 E 2 2 1 0 0 0 2
F 1 3 1 2 5 2 1 F 1 0 3 0 3 1 0
G 1 3 1 3 0 6 3 G 1 3 2 2 2 5 5
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