The notion of hypergraph cyclicity is crucial in numerous fields of application of hypergraph theory (e.g. in computer science, in relational database theory and constraint programming). Surprisingly, while this notion has been well studied during last thirty years, no relevant definition of cycles in hypergraphs has been proposed by the community.
Definition 5.
A hypergraph H is connected iff there is a path between each pair of hyperedges. 
Definition 6. CC ⊂ E is a connected component of H iff H[V ]
, with V = e∈CC e, is a connected hypergraph and there is no set CC such that CC CC and H[V ], with V = e∈CC e, is a connected hypergraph.
From this point forward, we will consider only connected hypergraphs.
Definition 7.
Let E be a connected, reduced set of partial hyperedges, e 1 and e 2 two elements of E and q = e 1 ∩ e 2 . q is an articulation of E if its removal from all hyperedges of E disconnects this set.
In Fig. 1 , q = e 4 ∩ e 6 = {x 12 , x 13 } is an articulation of E.
Definition 8 ([1]).
A hypergraph H = (X, E) is α-acyclic if every set of partial hyperedges being connected, reduced, induced by a subset of vertices, and admitting no articulation, is trivial (contains only one element).
The hypergraph H presented in Fig. 1 is not α-acyclic because the set of partial hyperedges {{x 1 , x 2 , x 3 , x 4 }, {x 1 , x 2 , x 5 , x 6 }, {x 4 , x 6 , x 8 }} is connected, reduced, not trivial, and does not admit an articulation. On the contrary, the hypergraph of Fig. 2 is α-acyclic. This definition admits several equivalent formulations presented in [1] . We restate here two of them that are important for our purpose.
Definition 9.
A join tree of a hypergraph H = (X, E) is a tree T whose nodes are the hyperedges of H and such that if a vertex x ∈ X belongs to two hyperedges e i and e j , it is contained in all nodes of the unique path of T connecting e i to e j .
So, the set of nodes containing x induces a connected sub-tree of T . Fig. 3 presents a join tree of the hypergraph given in Fig. 2 . Definition 10. H satisfies the running intersection property if there exists an ordering σ on hyperedges such that for all 2 ≤ σ (i) ≤ |E|, there exists σ (i 0 ) < σ (i) such that e σ (i) ∩ ( σ (j)<σ (i) e σ (j) ) ⊂ e σ (i 0 ) .
The intersection of a hyperedge with the ones preceding it in the ordering is contained in one of these hyperedges.
The hypergraph in Fig. 2 satisfies the running intersection property. With the ordering σ = (e 2 , e 3 , e 1 , e 5 , e 4 , e 6 ), the intersection of a hyperedge with the ones preceding it in the ordering is contained in one of them.
Theorem 1 ([1]). H is α-acyclic iff:
• H admits a join tree • H satisfies the running intersection property
Note that we call a hypertree a connected hypergraph that is α-acyclic. Surprisingly, the definition of α-acyclicity in hypergraphs in terms of cycles has not been really studied. Most of the equivalent definitions are based on articulations in hypergraphs or cycles in a graph representation of hypergraphs related to connections of hyperedges. We have found only one definition proposed in the literature, in [8] . This definition of cycles in hypergraphs gives an equivalence between α-acyclicity and the absence of cycles.
Definition 11 ([8] 
This definition, which is really simple, includes sequences of hyperedges called pseudo-cycles, because they do not require α-acyclicity of hypergraphs. Indeed, pseudo-cycles do not satisfy the running intersection property of hypergraphs, which is equivalent to the α-acyclicity one (Theorem 1). Nevertheless, it is possible to show that the existence of a pseudocycle implies the existence of an ''essential cycle'' for the property of α-acyclicity.
Cyclicity on graphical minimal representation of hypergraphs
We propose, here, a definition of a cycle for hypergraphs, called an α-cycle, which allows us to define α-cyclicity. To introduce them, we must recall the definition of minimal intergraphs and some important properties we need to prove our central theorem.
Definition 12 ([2]
). R = (E, B), with B = {{e i , e j }|e i , e j ∈ E, e i = e j and e i ∩ e j = ∅}, is called the line graph of H.
The vertices of the line graph of H are hyperedges of H, and there is an edge between two vertices of R if their intersection is not empty. R represents the intersections in H.
Definition 13 ([3]
). Let R = (E, B) be the line graph of H. A graph G = (E, A) is an intergraph of H, if A ⊂ B and ∀e i , e j ∈ E such that e i ∩ e j = ∅, there is a path (e i = e u 1 , e u 2 , . . . e u P = e j ) such that ∀1 ≤ k < P, e i ∩ e j ⊂ e u k ∩ e u k+1 . The set of intergraphs of H will be denoted I(H).
Definition 14. An intergraph
The condition on minimal intergraphs is similar to the one on join trees. The minimal intergraphs of a hypergraph satisfy a property related to their number of edges.
The number of edges in the minimal intergraphs is an invariant for hypergraphs. As a consequence, we can remark that an intergraph whose number of edges is equal to the number of edges of a minimal intergraph is necessarily minimal. Moreover, there is equivalence between the α-acyclicity of hypergraphs and the acyclicity of their minimal intergraphs. 
Theorem 3 ([1]). H is α-acyclic iff all its minimal intergraphs are acyclic.
If a minimal intergraph of H is acyclic, then all the other minimal intergraphs are also acyclic. Fig. 2 presents a hypergraph whose line graph is depicted in Fig. 4 . The graph of Fig. 5 is a minimal intergraph of this hypergraph. Since it is acyclic, the hypergraph is α-acyclic.
A new definition of cycles in hypergraphs
Now, we define the α-neighboring hyperedge and the α-path notions in a hypergraph H = (X, E). These definitions are based on minimal intergraphs. Thus, e u and e v are α-neighboring if there is a minimal intergraph of H that contains an edge between e u and e v . For example, the hypergraph given in Fig. 2 contains two hyperedges e 1 and e 2 with a non-empty intersection that are not α-neighboring because (e 1 , e 3 , e 2 ) is a sequence of neighborhood connecting e 1 and e 2 . The minimal intergraph given in Otherwise, there is an α-path between e i l and e i l+1 strictly containing e i l ∩ e i l+1 thanks to the first part of this proof. Thus, the sequence of hyperedges containing the α-path between e u = e i 1 and e i 2 , followed by the one between e i 2 and e i 3 , and so on, until the one between e i K −1 and e i K = e v , is an α-path between e u and e v , which strictly contains e u ∩ e v = ∅.
Corollary 2. H is connected iff it is α-connected.
Proof. Suppose that H is α-connected. Let e u and e v be two hyperedges of H. There exists an α-path connecting e u and e v . Now, the consecutive hyperedges of an α-path have a non-empty intersection. Thus, this α-path is a sequence of hyperedges of non-empty intersections that connects e u and e v . H is connected. Now, we will prove that a hypergraph is α-acyclic iff it does not contain an α-cycle. To do that, we have to prove first that if a hypergraph contains an α-cycle then it is not α-acyclic since this α-cycle induces a cycle in a minimal intergraph. Then, we will show that if a hypergraph is α-cyclic then it contains an α-cycle. This second part is slightly more difficult even though it is based on a simple idea. So, we try to explain it on an example.
Let us consider an α-cyclic hypergraph H. There is a cycle in a minimal intergraph of H depicted in Fig. 6 . We claim that this cycle induces an α-cycle or another cycle in another minimal intergraph, with fewer nodes. If there are no a and b, In the example depicted in Fig. 7 , we suppose a, a + 1, b and b + 1 are all different (otherwise, the method is simpler and is given farther). There exists necessarily a path connecting e u a and e u b+1 and containing their intersection. We suppose this path contains the edge {e u a , e u a+1 } (dotted lines). Replacing the edge {e u a , e u a+1 } by {e u a , e u b+1 } preserves properties related to connection because e u a and e u a+1 are connected by the path (e u a , e u b+1 , . . . , e u a+1 ), which contains e u a ∩ e u a+1 . So we always have an intergraph with the same number of edges thus it is minimal. Moreover, (e u a , e u a−1 , . . . , e u b+1 , e u a ) is a cycle of this minimal intergraph with fewer elements than the first one.
If the path does not contain the edge {e u a , e u a+1 } (as depicted in Fig. 8 In all these previous cases, either the new cycle induces an α-cycle or it can be reduced. The number of elements in the first cycle being finite, this procedure could be repeated only a finite number of times. The last step gives an α-cycle in H. The following theorem establishes more formally this equivalence between α-acyclicity of a hypergraph and existence of α-cycle.
Theorem 6. H is α-acyclic iff it does not contain an α-cycle.
Proof. 1. We start by showing that if H is α-acyclic then it does not contain an α-cycle.
Suppose that H is α-acyclic. ( (e u 1 , e u 2 , . . . , e u K , e u 1 ) induces the existence of an α-cycle in H or the existence of a cycle whose length is strictly smaller in another minimal intergraph. For the case where it induces a smaller cycle, we can repeat the operation on the latter. The number of elements in the first cycle being finite, this procedure could be repeated only a finite number of times. The last step allows us to deduce the existence of an α-cycle in H.
Furthermore, in the case of graphs, an α-cycle is a cycle.
Our goal here was to define explicitly the concept of cycles in hypergraphs. Indeed, while the concept of cyclicity is important in this field, only acyclicity has been studied by the community, independently from the notion of cycle. This is because acyclicity of hypergraphs is very important in many domains of computer science as relational database theory, constraint programming and probabilistic reasoning (topology of Bayesian networks). More precisely, this work was motivated by the need for a formal tool defining explicitly the concept of cycle to facilitate the management of acyclic constraint networks (acyclic hypergraphs) for solving constraint satisfaction problems [6] . In this framework, it is important to identify the α-neighborhood of a hyperedge in order to compute incrementally join trees of an acyclic hypergraph. This was not possible with the previous definitions of acyclicity or the one given in [8] .
