Abstract-A new information-theoretic model is proposed for underlay-based cognitive radio (CR), which imposes rate limitation on the secondary user (SU), whereas the traditional systems impose either interference or transmit power limitations. The channel is modeled as a twin-user interference channel constituted by the primary user (PU) and the SU. The achievable rate of the SU is derived based on the inner bound formulated by Han and Kobayashi, where the PU achieves the maximum attainable rate of the single-user point-to-point link. We show that it is necessary for the SU to allocate its full power for the "public" message that can be decoded both by the SU and by the PU. We also demonstrate that it is optimal for the PU to allocate its full power for the "private" message that can only be decoded by the PU if the level of interference imposed by the PU on the SU is "ergodically strong." Similarly, it is optimal for the PU to allocate its full power for the public message that can be decoded both by the SU and PU if this interference is "ergodically weak." These findings suggest that this power allocation is independent of the level of interference imposed by the SU on the PU. Furthermore, the achievable rate is analyzed as a function of the average level of interference. An interesting observation is that if the level of interference imposed by the SU on the PU is "ergodically weak," the achievable rate becomes a monotonically increasing function of this interference, and it is independent of the level of interference imposed by the PU on the SU. Furthermore, we analyze the realistic imperfect channel estimation scenario and demonstrate that the channel estimation errors will not affect the optimal nature of the SU's power allocation.
Cognitive radio (CR)-based spectrum sharing is seen as a possible solution to the problem of inefficient spectrum utilization [2] [3] [4] . There are various notions of spectrum sharing. One of the most popular versions is the underlay-based spectrum sharing [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . In underlay, the basic cognition is associated with near-instantaneously estimating the interfering link's gain at the receivers but, in the advanced scenario, interfering link's gain at the transmitters is also included. Moreover, the traditional approach of underlay-based CR introduces a new parameter for characterizing the interference temperature defined in [3] , which limits the aggregate interference that the CRs may inflict upon the primary user (PU), so that the PU still achieves data rates that satisfy its quality-of-service (QoS) requirement. This interference temperature limit can either be imposed as a peak interference constraint or as an average interference constraint. These constraints directly translate to the corresponding peak transmit power or average transmit power constraints to be assigned at the transmitters.
The objective of this paper is to quantify the achievable rates of the secondary user (SU) without inflicting any rate loss upon the PU. This requires us to consider the PU-SU system from an information-theoretic perspective. In contrast to the traditional interference limitation or transmit power limitation constraints imposed on the SU in [5] , [7] , [8] , [12] , and [13] , we impose a rate constraint on the SU. This constrained rate would be the maximum rate that the SU is capable of achieving without affecting the PU's transmission rate, namely the rate at which the PU is capable of reliably transmitting in the singleuser point-to-point scenario. Indeed, a rate constraint has been imposed on the SU also in some of previous contributions [15] , [16] ; however, the aim in those prior contributions was to maximize the SU's rate over the different possible beamforming vectors, whereas the interference imposed both on the SU and PU was assumed additive noise. The informationtheoretic literature routinely exploits that when the interference level is high, it can be readily canceled. Hence, in this CR scenario, this assumption would imply that both the PU and the SU succeed in partially canceling the interference and thereby become capable of increasing their individual rates. This line of thought was adapted for example in [6] , albeit the authors' aim was to quantify the penalty that had to be tolerated by the PU when subjected to the interference imposed by the SU. In other contributions [9] [10] [11] , [17] , an interference temperature constraint was imposed, which led to a more meaningful outage constraint that had to be satisfied by the PU.
The proposed rate limitation differs from the existing interference temperature and outage constraint model in terms of the following five aspects.
• The rate limitation observed by the SU allows the PU to communicate at the full rate of the point-to-point scenario, which is not possible when an interference constraint is imposed, as explicitly noted in [6] .
• The rate limitation approach relies on the idealized simplifying assumption of using perfect capacity-achieving coding techniques at both the SU and the PU, which allows us to detect, decode, and subtract the interference at both the SU and PU. By contrast, in the case of the interference-limited approach, this interference removal is not exploited since the interference is treated as noise [5] , [8] ; hence, the advantages of the aforementioned sophisticated coding techniques cannot be readily exploited for interference cancelation. However, in contrast to the overlay CR concept [14] , [18] no causal or noncausal message of the PU is available at the SU. • It will be shown that this approach allows for the SU rate to vary according to the average interference levels, even when the channel information is unknown at the transmitter. By contrast this is not possible in the interferencetemperature-based model, which treats both the PU and SU channels as an additive white Gaussian noise channel and treats the interference as additional noise.
• By contrast, our approach of limiting the rate allows us to evaluate the simultaneously achievable rates of the PU and SU. In contrast to most existing contributions on underlay-based CR, which do not consider the effect of any ongoing PU transmission at the SU receiver [13] , [19] , we are able to do so. This is also another beneficial feature of our solution.
• In contrast to the outage constraint, the PU always maintains a reliable ergodic achievable rate in the context of the rate-limited model.
To quantify the achievable rates of the SU, the Han-Kobayshi achievable rate region [20] , [21] is invoked. This rate region was derived for a scenario having fixed channel coefficients, which is also in line with the capacity estimates of [22] , [23] . Moreover, in all the regimes where either the capacity [26] , [27] or the sum capacity is known [28] , this achievable rate region turns out to be tight. For the fading scenario, the optimality of many of the results remains an open challenge to prove analytically. However, the results in [29] and [30] indicate that the Han-Kobayashi region extended to the fading case may be approximately optimal in various scenarios.
In light of these discussions, the major contributions of this paper are as follows.
• The achievable rates are determined for the SU without inflicting any rate loss upon the PU.
• It is shown that, in the specific scenarios, when the interference imposed by the PU on the SU is ergodically strong, regardless of the level of interference inflicted by the SU on the PU, then it is optimal to detect, demodulate, and cancel the interference imposed by the SU on the PU. By contrast, in the opposite scenario, it is better to treat this interference as noise.
• It is also shown that the achievable rate of the SU is an increasing function of the interference imposed by the SU on the PU, when the level of this interference is ergodically weak 1 and that the SU rate is independent of the level of interference imposed by the PU on the SU. If, however, the level of interference imposed by the SU on the PU is ergodically strong, the achievable rate of the SU is shown to be a decreasing function of the level of interference imposed by the PU on the SU, provided that the PU interference is ergodically weak. The opposite trend prevails if this interference is ergodically strong.
• Analysis for the case when there is error in the channel state estimation process is also studied. It is shown that the conditions under which it is optimal to detect, demodulate, and cancel the interference imposed by the SU on the PU in the case with error in estimation is the same as when there is no error. The only difference that arises is in the structure of the achievable rates in certain regimes (described in detail later) and in the effective noise variances at the PU and the SU receiver that appear in the expressions of the achievable rates.
This paper is structured as follows. Section II describes the system model and introduces the problem followed by our main results presented in Section III. In Section IV, the analysis of the derived results sheds light on their nature. In Section V analyzes the achievable rate when there is error in channel state information. Finally, we conclude in Section V.
II. SYSTEM MODEL AND PROBLEM STATEMENT
Let us consider an underlay CR system, where the PU is transmitting at random instants, where p is the probability that the PU is silent. The SU transmits at a low rate, so that the PU and SU can communicate simultaneously without the PU having to reduce its transmission rate.
The channel is shown in Fig. 1 , which is modeled as follows:
where Y p and Y s are the outputs at the PU and the SU receivers, respectively, in response to the inputs X p at the PU and X s at the SU. We state that the PU's receiver faces ergodically strong interference from the SU if b > 1, whereas it faces ergodically weak interference if b ≤ 1. Similarly, the SU receiver faces ergodically strong interference from the PU if a > 1, and it faces ergodically weak interference if a ≤ 1.
The question that we ask now is as follows: What rates can be achieved for the SU subject to the fact that the PU rate is the same as that in the point-to-point single-link case, when no interference arrives from the SU? The answer to this is derived from the Han-Kobayashi achievable region [20] , [21] , [23] , [30] for the twin-user interference channel. The two users of the interference channel in our case are the PU and the SU. The scheme proposed by Han and Kobayashi [20] , [23] involves splitting of the messages of both the PU and SU into two parts, namely the part which is decoded at both the receivers and the other which is only decoded at its respective desired receivers. The messages that are decoded at both the receivers are referred to as "public" messages, whereas those that are decoded only at the respective receiver are termed as the "private" message. Accordingly, the PU assigns a fraction α of the power P p to its private message, whereas the SU dedicates a fraction β of the power P s to its private messages. The fractions α and β are referred to as rate sharing parameters. For the PU to achieve its full single-user transmission rate, the PU should be able to perfectly decode the interference; hence, all the SU messages should be public messages. This requires that the rate sharing parameter at the SU be zero, i.e., β = 0. We now formulate the following proposition that quantifies the Han-Kobayashi achievable rate region for β = 0. The complete rate region with partial side information is given in [30] .
Proposition 1: The Han-Kobayashi achievable rate region of a two-user Gaussian fading interference channel is characterized in [30] , which is reproduced for β = 0 using the following notation:
Let us now provide an interpretation of (3)- (9), where (3) and (4) describe the individually achievable rates of the PU and SU, respectively. This is followed by the three sum-rate constraints
, where the first term in (5) represents the public message of the PU decoded at the PU receiver, whereas the second term represents the private message of the PU and the complete message (public and private both) of the SU decoded at the SU. The sum rate constraint in (6) represents the complete message decoding process of both the PU and the SU at the PU receiver. In (7), the first term represents the private message of the PU and the complete message of the SU decoded at the PU receiver, whereas the second term represents the public message of the PU decoded at the SU receiver. The first term of the constraint in (8) represents the private message of the PU decoded at the PU receiver, the second term represents the complete message of both the PU and the SU decoded at the PU receiver, and the third term represents the public message of the PU decoded at the SU receiver, resulting in a rate of (2R p + R s ). Finally, in (9) the first term represents the private message decoding process of the PU and the complete message decoding of the SU at the PU receiver, whereas the second term represents the public message decoding process of the PU and the complete message decoding process of the SU at the SU receiver, resulting in the rate of (R p + 2R s ). All the PU rate constraints R p arise either because the PU decodes its private message at its receiver and its public message at the SU receiver or because it decodes its complete message at its receiver. However, the SU rate constraint R s is a consequence of the PU ability to decode the full message of the SU at its receiver.
Our aim is to find what is the maximum achievable SU rate C sm subject to the PU rate given in (3) and to find the corresponding rate sharing parameter at the PU that achieves this. The solution is obtained by solving the following proposition.
Proposition 2: The achievable rate C sm of the SU is given by
{min(r 1 , r 2 , r 4 , r 5 , r 6 )} where r i , i = {1, 2, 3, 4, 5, 6}, are as given in the following:
Proof: All the rate expressions r i , i = {1, . . . , 6} are obtained by substituting (8) Note that the interpretations of (10)- (15) remain similar to those mentioned earlier regarding (3)- (8) .
The achievable rate of our underlay CR system then becomes
The term (1 − p) in the PU rate is a result of the fact that the PU is not always active. However, if the PU were to be always active, i.e., if p = 0, then the rate of the PU would be
. This would not affect the SU rate since the basic premise of underlay CR is the assumption of having no spectrum sensing at the SU transmitter and hence being unaware of the PU presence. In our system model, this situation is taken into account by assuming that the SU transmitter and receiver are unaware of S p .
In the following, we discuss and characterize our main results in more detail.
III. MAIN RESULTS
Our main result is essentially derived from the Han-Kobayshi achievable rate region [20] , [21] , which is known to be tight in all those interference regimes where the capacity is known.
As noted earlier, a necessary condition for operating at the full single-user rate for the PU is that the rate sharing parameter at the SU is chosen to be β = 0, i.e., the SU has to assign all of its power for the public message that can be perfectly decoded, demodulated, and canceled out not only at the SU receiver but also at the PU receiver. We will now demonstrate that the rate sharing parameter α of the PU also has a simple structure.
Theorem 1: If a ≤ 1, then it is optimal to select α = 1, whereas if a > 1, then it is optimal to select α = 0.
Proof: See Appendix B. It is thus clear that the value of β is zero (as dictated by the requirement of achieving the full rate for the PU) and that of α is unity if the interference imposed by the PU on the SU is ergodically weak (i.e., a ≤ 1), and it is zero if the interference is ergodically strong (a > 1). This implies that if the interference at the SU is weak, then treating the interference as noise is best; hence, the interference is not canceled. However, when the interference at the SU is strong, the interference is perfectly canceled out. An important point to note is that the result does not have any generic structure for α, such as α = α * , where α * ∈ (0, 1) represents the optimal rate sharing parameter at the PU that maximizes the SU rate. This implies that partial cancelation of the interference is not optimal in any case. In the following, we quantify the achievable rates associated with α = 0 or 1 and β = 0.
Theorem 2: The achievable rate of the SU, which is subject to the condition that the required rate of the PU of
where C sm is formulated as follows:
where, we have Proof: See Appendix C.
IV. DISCUSSIONS
To quantify the SU rate associated with various parameters, we structure our analysis based on the value of average interference coefficients in Table I as follows:
• The interference at the PU is ergodically weak, i.e., we have b ≤ 1. We refer to this as Regime I in Table I. • The interference at the PU is ergodically strong and that at the SU is ergodically very weak, i.e., we have b > 1 and a ≤ a 1 , where for a given b, a 1 is that specific value of a, where C s1 = C s2 . We refer to this as Regime II in Table I. • The interference at the PU is ergodically strong and that at the SU is ergodically weak, i.e., we have b > 1 and a 1 < a ≤ 1. We refer to this as Regime III in Table I. • The interference at the PU is ergodically strong and that at the SU is also ergodically strong, i.e., we have b > 1 and 1 < a ≤ a 2 , where for a given b, a 2 is that specific value of a, where C s1 = C s4 . We refer to this as Regime IV in Table I. • The interference at the PU is ergodically strong, and that at the SU is ergodically moderately strong, i.e., we have b > 1 and a 2 < a ≤ a 3 , where for a given b, a 3 is that specific value of a, where C s4 = C s3 . We refer to this as Regime V in Table I. • The interference at the PU is ergodically strong, and that at the SU is ergodically very strong, i.e., b > 1 and a > a 3 . We refer to this as Regime VI in Table I .
We now analyze the behavior of the achievable rate in each regime. The achievable rate C sm of the SU obeys the following trend:
1) Regime I of Table I : For b ≤ 1, the value of C sm is increasing with b, and it is constant for a given a. We have shown mathematically as to why C s1 holds in this regime. From a conceptual perspective, we try to understand this by dividing this regime into two parts: 1) a ≤ 1, and 2) a > 1. Since the interference is ergodically weak for a < 1, we imagine a compound channel [23] from the SU's perspective. Both the PU and the SU receivers want to recover the SU message and hence treat the PU message as noise. Since we have a ≤ 1 and b ≤ 1, the SU-PU link is more noisy than the SU-SU link; hence, the SU-PU link determines the achievable rate. On the other hand, for a > 1 imagine a pair of multiple access channels, namely MAC1 comprised of the PU-SU and SU-SU links, and MAC2 comprised of the PU-PU and SU-SU links. Fig. 2(a) shows the capacity region for these MACs. It is clear from Fig. 2(a) that the capacity region of MAC2 is completely contained within that of MAC1 if a > 1 and b ≤ 1. Hence, again, C s1 is a corner point of the MAC1 capacity region where PU achieves its full rate. Hence, for b ≤ 1, C sm is a monotonically increasing function of b. 2) Regime II of Table I : Based on the compound channel explanation above for b > 1 and a ≤ a 1 < 1, the weak link is the SU-PU link; hence, C s1 is cached. Hence, the PU receiver perfectly decoding the SU message completely by treating its own message as noise is the determining achievable rate. 3) Regime III of Table I : For b > 1 and a 1 < a ≤ 1, again, based on the above compound channel explanation, the weak link the is SU-SU link; hence, C s2 holds. Hence, the SU receiver decoding the SU message by treating the PU message as noise determines the achievable rate. 4) Regime IV of Table I: For b > 1 and 1 < a ≤ a 2 , again, imagine the same two aforementioned MACs. Fig. 2(b) shows the capacity region for these two MACs. Unlike for the case above, the MAC2 capacity region is not completely contained in MAC1, as shown in Fig. 2(b) . In fact, for this regime, we have to consider the intersection of the two MACs. This turns out to be the achievable point-to-point rate for both the SU and the PU, which constitutes as their individual constraint and the sum constraint arising from MAC1 (because 1 < a ≤ a 2 ). Hence, the constraint C s4 holds, which is the corner point of this region obtained by the specific intersection where the PU attains its full rate and the SU gets C s4 . 5) Regime V of Table I-b > 1 and a 2 < a ≤ a 3 : The same discussions as above are valid, with the individual rate constraints being the same but with the only difference being that the sum rate constraint is now due to MAC2 and not MAC1 (because a 2 < a ≤ a 3 ). Hence, the constraint C s1 holds, which is the corner point of this region obtained by intersection, where the PU attains full rate, and the SU gets C s1 .
6) Regime VI of Table I -b > 1 and a > a 3 : This regime is ergodically very strong; hence, the sum-rate constraints are not binding. Each channel behaves as if it was interference free. Hence, both the PU and SU both achieve their full single-user rate. A summary of the discussion above about the behavior of achievable rate of SU with various parameters is provided in Table I . Fig. 3 Fig. 3 . Observe that the system's behavior with respect to a and b is as characterized in Table I . The curves recorded for a = a 1 and a = a 2 are marked on the plot. The curve for a = a 3 occurs at very strong interference levels; hence, it is not visible in the selected range of a and b values. The curve a 1 can be seen to be a monotonically decreasing function of b; this is because when the value of b increases, the values of a for which C s1 < C s2 also decreases. Similarly, a 2 is an increasing function of b because when the value of b increases the value of a for which we have C s4 < C s1 increases.
V. ACHIEVABLE RATES UNDER IMPERFECT CHANNEL STATE ESTIMATION
Earlier, the idealized simplifying assumption of having perfect channel knowledge of all the links at all the receivers was assumed. Naturally, in practice, this is not the case. The receivers in practice use m training symbols for estimating the channel. This technique implicitly assumes that the channel's envelope remains constant not only over the m pilot symbol duration but also during the entire transmission burst to be detected. This process is then repeated for all new bursts. Having said this, powerful decision-directed joint iterative channel and data estimators are capable of operating close to the perfectchannel scenario for the desired link, as documented in [24] and [25] . Accordingly, we consider two specific cases, namely: 1) when an estimation error is imposed only on the interfering links; and 2) when the estimation error contaminates all the links. The error in the cross links is modeled as follows. LetĤ ps andĤ sp represent the estimates of H ps and H sp , namely, that of the link between the PU and the SU and vice versa, respectively. Let furthermore E ps and E sp be the errors associated with a single channel use. Then, by performing maximum likelihood (ML) estimation over a block of m symbol duration and by applying the central limit theorem, we have [31] H ps = H ps + 1 mP p E ps (23)
Note that the both E ps and E sp are zero-mean and unitvariance standard Gaussian RVs, i.e., they are distributed as N (0, 1). The error scaled by 1/ √ mP suggests that performing the estimation over multiple symbol duration and relying on an increased training sequence power reduces the effects of estimation error. Thus, the baseband equations that we have are the following:
where 1+ (1/ mP p ) ). This suggests that the effect of channel estimation errors simply increases the effective noise. The impact of these errors will depend upon the average transmit powers of the PU and the SU. Let
Similarly, if there are estimation errors in all the four links, then, in addition to (23) and (24), for the direct links, we havê
Similar to E ps and E sp , E pp and E ss are also zero-mean and unit-variance standard Gaussian RVs, i.e., they are distributed as N (0, 1). Thus, the baseband equations that we have are the following:
where
This increase in noise power requires us to characterize the achievable rates described in (3)- (9) in terms of the noise. Let N p and N s be the noise variance at the PU and the SU. To formulate the achievable rate regions, we replace the unit variance of the noise by N p if the rate constraint was due to decoding at the PU and by N s , if the rate constraint was due to decoding at the SU. Then, the achievable region is formulated as
Consequently, the expressions for r i , i = {1, . . . , 6} are as follows:
Now, since N p2 = N s2 , when there are estimation errors on each link then N p = N p2 = N s = N s2 . Hence, we recover the results mentioned in Theorems 1 and 2 with only a small change in Theorem 2 as described in the following.
Theorem 3:
The achievable rate of the SU, i.e., subject to the condition that the required rate of the PU of
is met under imperfect channel estimation on all four links, is given by
where C sma is formulated as follows:
where, we have
Proof: The proof follows from the proof of Theorem 2. This is because all the results in Lemmas 1, 2, and 3 and the proof for Theorem 1 do not depend upon the ordering or the value of N p and N s .
When only the cross links are contaminated by the channel estimation error, then there are two possibilities: Either N p1 ≤ N s1 or N p1 > N s1 . The condition N p1 ≤ N s1 translates to P p ≥ P s , which can be assumed to be reasonable. In this case, again, the results of Theorems 1 and 2 hold.
Theorem 4: The achievable rate of the SU, subject to the condition that the required rate of the PU of
is met under imperfect channel estimation only on the interfering links with P p ≥ P s , is given by
where C smi is formulated as follows:
Proof: The proof follows from the proof of Theorem 2 and the fact that the conditions r 2 | α=1 > r 3 for a, b ≤ 1, and r 2 | α=0 > r 3 for a> 1, b ≤ 1 are satisfied only when N p1 ≤ N s1 .
For the case when we have N p1 < N s1 , the conditions r 2 | α=1 > r 3 for a, b ≤ 1, and r 2 | α=0 > r 3 for a > 1 and b ≤ 1 are not necessarily true. Hence, we have the following result.
Theorem 5: The achievable rate of the SU, subject to the condition that the required rate of the PU of
is met under having imperfect channel estimation only for the interfering links with P p < P s is given by
where C sme is formulated as follows:
where we have
Proof: The expressions of the achievable rates under b ≤ 1 and b > 1 turn out to be the same, which is the minimum of min(C s1e , C s2e ). Hence, unlike the previous results in Theorems 2-4, the achievable rate for b ≤ 1 does not have the same expression, whereas now for a ≤ 1, the characterization is the same.
Hence, the effect of channel estimation errors does not change the optimal structure of the rate sharing parameter described in Theorem 1. Moreover, when all the links have estimation errors and when only the cross-links have estimation error associated with P s ≥ P p , then the formulation of the achievable rate remains similar to that of the perfect estimation scenario, with the only difference being the addition of the general noise variance terms of N p and N s instead of unity. When only the cross-links have an estimation error associated with P s ≥ P p , then the description of the achievable rate changes in the regimes of a ≤ 1, b > 1, and a > 1, b ≤ 1 regimes.
Note that the extra terms in the variance, i.e., (1/ mP p ) + (1/ √ mP s ) that arise are quite small, particularly when the value of m is high. However, a high-Doppler fading channel will change substantially for a large value of m. Nevertheless, if the average transmit power values P p and P s are high enough, the impact of channel estimation errors can be reduced to a small value. By contrast, if the transmit power values are insufficiently high and they are combined with a small value of m, this might affect the achievable rates significantly.
VI. CONCLUSION
In this paper, a new information-theoretic model was con ceived for underlay-based CR. By extending the Han-Kobayashi achievable rate region to fading interference channels, we determined the optimal rate sharing parameters for both the SU and the PU that satisfy the relevant constraints and maximize the achievable rates. Furthermore, we provided a detailed analysis of the binding constraints accompanied by their conceptual interpretation. Then, we provided an analysis of the realistic imperfect channel estimation scenario. It was demonstrated that, despite having channel estimation errors, the optimal structure of the rate sharing parameter remains the same.
APPENDIX A SUPPORTING LEMMAS
Lemma 1: r 1 is a monotonically decreasing function of α for all a, whereas r 2 and r 5 are monotonically decreasing functions of α for a > 1 and are monotonically increasing functions of α for a ≤ 1.
Proof: This follows from the fact that the log(1 + x) function is a strictly increasing function of x. Hence, for a pair of bounded RVs X and
A rigorous proof involving differentiations can be provided for any of the known fading distributions.
Lemma 2: From (10)- (15), it is sufficient to consider only the three rate constraints r 2 , r 3 , and r 5 for a < 1 and four rate constraints r 1 , r 2 , r 3 , and r 5 for a > 1.
Proof:
We have to show that the constraint of r 1 for a < 1 is redundant, whereas the constraints of r 4 and r 6 are always redundant.
For r 1 , we show that, if we have a < 1, then r 1 ≥ r 2 . From Lemma 1, if a < 1, then r 2 is a monotonically increasing function of α, whereas r 1 is always a monotonically decreasing function of α. Furthermore, we have r 1 | α=1 = r 2 | α=1 . Hence, for a < 1, r 1 ≥ r 2 is satisfied.
For r 4 {min(r 2 , r 5 , )} = 1.
Since r 3 is independent of α, if the constraint r 3 is binding, we can select α = 1 as the default value. Hence, α = 1 is optimal for a ≤ 1.
Following the same line of argument, we can establish that α = 0 is optimal for a > 1.
APPENDIX C PROOF OF THEOREM 2
For the condition of a > 1 and b > 1, the value of C sm is obtained by selecting the minimum of r 1 , r 2 , r 3 and r 5 evaluated at α = 0. It can be shown that r 5 | α=0 > r 3 for a > 1. Hence, for a > 1 and b > 1, we have C sm = min (r 1 | α=0 , r 2 | α=0 , r 3 ) .
For the condition of a ≤ 1 and b > 1, the value of C sm is obtained by taking the minimum of r 2 , r 3 and r 5 evaluated at α = 1. Since, we have r 5 | α=1 = r 3 , hence, for a ≤ 1 and b > 1, we arrive at C sm = min(r 2 | α=1 , r 3 ).
For the condition of b ≤ 1 and a ≤ 1, r 2 | α=1 ≥ r 3 holds. Hence, C sm = r 3 .
For the condition of b ≤ 1 and a > 
