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Abstract
Robustness and fault-tolerance are desirable properties for hydraulic working machines and field robots.
In applications where service personnel do not have easy access to the machine, it is important that the
machine can continue its operation despite single machinery faults. Digital hydraulics enables a design which
is inherently fault-tolerant by having each hydraulic actuator controlled by a number of parallel on/off valves.
The exact state operation of a digital hydraulic system enables model based diagnostics of the hydraulic
components and the possibility to compensate for identified faults. This paper presents an approach for
identifying faulty valves based on combination of pressure measurements made during the normal operation
of the machine and a mathematical model describing the flow balance of the hydraulic system.
Keywords: Fault identification; Fault diagnosis; Digital hydraulics; L1-Optimization
1. Introduction
Modern field robots and work machines are
highly automated and are often used for tasks which
require high precision. In some applications, such
as operation in hazardous areas, a field robot is not
only required to complete its tasks without the pres-
ence of an operator, but also to continue its opera-
tion despite single machinery faults. This need for
fault-tolerance requires machines with redundant
hardware, the ability to perform online diagnostics
identifying the faulty machine parts, and a control
system that can compensate for the faults. Dig-
ital hydraulics addresses this need for fault toler-
ance by using simple and robust components which
have precise and known control states [18]. By con-
trolling each hydraulic flow path by several parallel
connected valves, a controller which is aware of a
faulty valve can find an alternative control state
that compensate for the fault.
A digital valve system uses a number of sim-
ple on/off-valves to achieve discrete controllability
of hydraulic actuators. For each flow path, tradi-
tional valves are replaced with digital flow control
units (DFCU) which consist of a number of parallel
binary on/off-valves. When the flow capacities of
the N valves of a DFCU follow powers of two, the
flow path can be controlled with 2N unique control
states. A typical system, like the one shown in Fig-
ure 1, having four DFCUs with five valves each thus
provides 220 (1,048,576) unique control states. Ef-
ficient control of a digital hydraulic system can be
achieved by evaluating and choosing control states
that optimize the operation of the machine accord-
ing to different criteria [8, 20]. One jammed valve
implies that the machine has to be controlled with
the remaining 219 control states.
The exact operation of digital valves makes it
possible to control a digital hydraulic system with a
model based controller which evaluates the steady
state of a hydraulic actuator for several different
valve states and chooses the best candidate. In a
similar fashion, an exact model of the system makes
it possible to observe the difference between the
measured behavior of the machine and the expected
behavior predicted by the steady state model. In
this paper we show that it is possible to identify a
broken valve and the position in which it is jammed,
by simply analyzing the pressures in a cylinder’s
chambers and the supply pressure. This is an im-
portant feature as it enables diagnostics, of the dig-
ital valve system, without requiring any additional
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Figure 1: A hydraulic actuator with four DFCUs each con-
taining five binary valves. pA and pB are the pressures in
the cylinder chambers while pS is the supply pressure and
pT is the pressure in the tank.
sensors, instead we only need the sensors that al-
ready are present in a system.
The approach presented in this paper operates
online, during the normal operation of a hydraulic
machine, by passively analyzing the pressure mea-
surements and control signals without interfering
with the machine operation. The approach is tar-
geted towards analyzing the performance of a large
number of valves while only sampling a relatively
small number of pressure signals. In our example
case we have 20 valves for which we consider single
faults in both open and closed positions, thus we
have 40 potential faults, while we only use three
pressure sensors. The measurements from these
few pressure sensors are collected over short periods
(e.g. a hundred samples corresponding to one sec-
ond) during various conditions and control states.
This enables us to compute a likely cause for a de-
viation between the model and the measurements,
which in turn enables the machine to quickly iden-
tify failing components and to automatically com-
pensate for this without interrupting the current
task. In case service is possible, our method pro-
vides information regarding which valve is malfunc-
tioning.
2. Background and Related Work
In work machines, a component failure is both
a safety and cost concern. For a modern work ma-
chine, with a large number of components, it can be
expected that parts such as valves and hoses break.
As it is not possible to completely avoid faults, a
fault-tolerant design can be used to guarantee that
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Figure 2: The interaction between controller, hydraulic sys-
tem and online diagnostics. The diagnostics uses the three
available pressure sensors and the control signal to estimate
the performance of the hydraulic actuator in Figure 1.
the system is fully operational despite single ma-
chinery faults [2]. For a digital hydraulic system
to continue its operation despite broken valves, the
faults need to be identified and compensated for
by the control algorithm. This can be achieved by
using simple and robust parallel connected on/off
valves which operation can be modeled exactly.
This enables both fault identification based on an
exact machine model and the compensation for the
fault by searching for alternative control states.
2.1. Fault Detection Procedures
It is crucial that machinery faults can be iden-
tified, either by online diagnostics during the nor-
mal operation of the machine or by interrupting
the machine to run a diagnostics procedure. An ap-
proach for identifying faulty digital hydraulics com-
ponents by a diagnostics procedure is presented in
[26, 25]. Siivonen et al. [26] consider five different
cases where a valve may be jammed in either open,
closed, or intermediate position, or where the valve
does not open or close completely. Compared to
this method, the approach we present here analyses
the machine performance during normal operation
of the machine and provides a probabilistic answer
to whether any valve is faulty in either its open or
closed position. Clearly, the quality of the online
fault identification of a valve depends on the activ-
ity of that valve during the analyzed time frame.
The main components of our approach are pre-
sented in Figure 2. The hydraulic system has as its
input signal the desired state of each of the on/off
valves (u1..u20) while its outputs are the pressures
measured at the hydraulic supply pump pS and the
two cylinder chambers pA and pB (compare Fig-
ure 1). The pressure difference in the cylinder’s
chambers results in the movement of the piston
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with velocity v, which also depends on the exter-
nal force F . The state of the hydraulic system x
represents the actual performance of the hydraulic
valves while the state xˆ represents the valve perfor-
mance predicted by the model of the system. This
prediction is based on a steady state model that
describes a balance of the hydraulic flows in the
system, where a broken valve will cause an imbal-
ance which is identifiable by finding the fault that
minimizes the difference between the model and the
measured behavior of the system.
2.2. Model-Based and Data-Driven Fault Diagnosis
Fault-detection techniques are typically based on
monitoring measurable variables of a process, gen-
erating alarms if a limit-value is reached. Based on
the measured variables, fault diagnosis techniques
are then used to identify the fault and to take coun-
termeasures. Model-based techniques provide the
fault diagnosis with more in-depth information of
the process by describing dependencies between dif-
ferent measurable variables [13].
Model-based fault diagnosis methods are based
on having a mathematical model of the monitored
process. The model is usually constructed from
physical principles or by system identification [9].
When the process parameters are known, state or
output observers can be used to produce an esti-
mate of the real system’s state or output respec-
tively [13]. The difference between the outputs of
the physical system and the expected outputs, i.e.
the residual, is monitored by diagnosis algorithms
to detect symptoms of a fault. To isolate several dif-
ferent faults, a bank of observers can be used where
a single residual is designed to be sensitive to a spe-
cific fault while robust against other faults [9, 12].
In our case, using observers could mean that we
monitor the pressures pA and pB and detect a fault
in one or more of the valves by comparing the esti-
mated pressures to measured pressures. This would
enable us to detect but not to identify a valve fault.
Instead our goal is to model each of the hydraulic
flows in the system and estimate how each of these
match the measurements. The challenge here is
that we only measure three pressure values while
we estimate 40 variables.
An alternative to model-based fault detection
based on observers is parameter estimation [13]. In
this approach, some parameters of the process are
estimated online and these estimates are compared
to the expected parameters of the process [9]. Our
approach can be regarded as a parameter estima-
tion fault diagnosis method with a large number
of parameters to be estimated. As the number of
parameters to be estimated is significantly larger
than the number of sensors it is necessary to es-
timate the parameters based on data from a time
frame rather than a single time instance. The es-
timation is an optimization problem where the ob-
jective is to minimize the residual for the collected
data. The estimated variables will then describe
the most likely fault of the system. This focus on
data makes our approach resemble data-driven fault
diagnosis methods.
Data-driven fault detection methods as opposed
to model-driven methods do not typically model the
process they monitor but base the analysis on data
collected from the process. These methods can be
divided into supervised and unsupervised. Super-
vised methods train a classifier with historical data
for both normal and faulty conditions. Representa-
tives of methods that have been used in supervised
data-driven fault detection are Support Vector Ma-
chines (SVM) [30, 5] and Neural Networks [27].
With unsupervised methods, the normal operation
of a process is modeled while faults are detected
from deviations from the normal operation. Un-
supervised fault detection methods are threshold
based and identify some key features in the ana-
lyzed data where a deviation from the normal value
indicate a fault. Some important methods are Prin-
cipal Component Analysis (PCA) [15, 22], Indepen-
dent Component Analysis (ICA) [16] and Partial
Least Squares [22]. A comparison of supervised and
unsupervised data-driven methods and their ability
to detect faults that is not present in the training
data is presented in [10].
Our method is data-driven in the sense that it
performs fault identification on measurements from
a time frame of one to a few seconds, and identi-
fies the fault that matches the data. Compared to
the other mentioned data-driven approaches, our
system model is not constructed from data but
is constructed as in model-based fault diagnosis
techniques. The model combined with the mea-
sured data forms the optimization problem describ-
ing likely faults. This optimization problem resem-
bles problems from sparse optimization and com-
pressive sensing, and, as we will show later in this
paper, similar methods produce a sufficiently pre-
cise estimate of the faults in our case.
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2.3. Compressive Sensing
Measuring the three pressure sensors during the
operation of the machine enables us to approximate
the flow through each of the 20 valves indicated
with q in Figure 1. The pressure is thus measured
for a number of valve combinations which gives dif-
ferent pieces of information for us to determine the
state of the system. This makes our approach re-
lated to compressive sensing (or compressive sam-
pling) [4, 6].
Compressive sensing makes use of the fact that
sparse signals can be recovered from far less sam-
ples than what is stated by the Shannon-Nyquist
sampling theorem [28, 3]. The original signal can
then be reconstructed by using l1 optimization to
find solutions to an underdetermined linear equa-
tion system. Such techniques has been used for e.g.
reconstructing images for applications such as mag-
netic resonance imaging [21] and single pixel cam-
eras [7, 11].
The problem statement for online diagnostics is
similar to that of compressive sensing, in that we
look for a likely explanation to few observations.
Similar to compressive sensing, we also use l1 opti-
mization to solve an linear equation system which
is based on measurements, however, in our case the
equation system is constructed based on the com-
bination of pressure measurements and the steady
state model of the hydraulic system. Another dif-
ference is that the goal of compressive sensing is to
enable the reconstruction of a signal from a small
number of samples while our goal is to identify a
fault from a few sensors where the number of sam-
ples is not required to be small.
3. Steady State Model
The model based diagnostics approach is closely
related to model based control of the same sys-
tem. As the steady state equations are more in-
tuitive in relation to controlling the system, we
will start by describing the model based control
approach. The control system’s task is to choose
a control signal that makes the hydraulic actua-
tor follow a desired trajectory as closely as possible
while simultaneously minimizing quantities such as
energy consumption and valve switching. As an ex-
ample, a digital valve system may have a number
of valve combinations resulting in almost identical
movements of the piston but with some combina-
tions having worse energy efficiency due to short
circuits such as opening valves on both DFCU PA
and DFCU AT simultaneously (see Figure 1).
The efficiency of a control signal for a hydraulic
system depends on several objectives where the de-
sired trade-off can be described with a penalty func-
tion. Finding the optimal control state includes
evaluating the steady state achieved by different
valve state combinations and finding the best com-
bination with respect to the penalty function. The
hydraulic system is described by the steady-state
in (1), where the first two equations describe that
the difference in flow in and out of a chamber equals
the change in the volume of the chamber (move-
ment of the piston). The third equation describes
the balance between the external force F and the
pressures in the cylinder chambers.
QPA −QAT = AA · v
QPB −QBT = −AB · v
F = AA · pA −AB · pB
(1)
In these equations, the flows Q are given for the
path between the supply pump, the cylinder cham-
bers, and the tank. As an example, the flow from
the pump to chamber A is given by:
QPA =
5∑
i=1
ui ·Kv,i · SP (pS − pA)αi
where ui denotes the 0/1 state of the i-th valve,
α and Kv are valve parameters and SP (x)α is the
signed power. For a precise model, each valve has
individual parameters for α and Kv.
The unknown variables in the steady state equa-
tions are the piston velocity v and the pressures in
the two cylinder chambers pA and pB for the new
state. The pressures pA and and pB are measured
for hte current state and used to compute the ex-
ternal force F but are computed for the prospective
next state. The controller’s task is hence to find the
valve state such that the velocity is close to the de-
sired velocity, the pressures pA and pB are within
some given limits while minimizing other undesired
properties. The steady state describes a balance in
the pressures and the flows through the different
flow paths.
The steady state in (1) is not known to have an
analytical solution. Instead we need to use numeri-
cal methods to find a solution [17]. As an exam-
ple, a controller evaluating all 220 control states
and choosing the optimal one in real-time using
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Newton-Raphson is presented in [8]. By using the
model of the system to predict the effect of a spe-
cific valve state, the controller can then choose a
state that have desired properties.
The balance we are interested in from a diag-
nostic point of view, is the balance between the
pressure and the hydraulic flows, which can be de-
scribed as
QPA −QAT
AA
+ QPB −QBT
AB
= 0 (2)
where the velocity and the external force have been
eliminated from Equation 1 and we are left with the
balance between the flows and the pressures. This
means that there is a balance between valve states
and the pressures pS , pA and pB . The pressure dif-
ference causes the piston to move, which increases
the volume of one cylinder chamber as the other
decreases. Equation (2) simply says that the inflow
should be proportional to the outflow, and with the
measured pressures the flows through the valves can
be predicted.
4. Fault Estimation
For fault-tolerance, a machine should be able to
identify malfunctioning components. Faulty valves
and sensors make the machine work differently than
what is predicted by the model based controller,
and by estimating these errors a faulty valve can
be identified and compensated for. In this section
we evaluate a model based error estimation where
a sequence of measurements from a few sensors are
used to estimate how valves deviate from their ex-
pected discrete on/off states. The idea is that this
information is collected over every control period
(e.g. every 10 ms) while the actual computation
of the error estimate can run at a slower rate (e.g.
once every second).
4.1. Deviation between model and measurements
Starting from Equation (2) where the unknown
variables are pA and pB , we can revert the prob-
lem to known pressures and unknown valve states.
With the measured pressures and the correspond-
ing valve states, Equation (2) should ideally hold.
In practice, however, we can expect a small resid-
ual rerr which represents the difference between the
model and the actual behavior of the machine.
QPA −QAT
AA
+ QPB −QBT
AB
= rerr (3)
A faulty valve will cause a considerable residual
when the valve is in the faulty state (e.g. the valve
is set to be open but is actually closed). To make
the model match the actual system better, we eval-
uate how to introduce a deviation in the discrete
control states of the valves, such that the residual
is minimized. To make this more general, we evalu-
ate both how a valve deviates from its closed state
and its open state.
To start with, we consider only a single time in-
stant and a single evaluation of the balance equa-
tion. If we split Equation (3) into flows through
individual valves, the flow through a single open
valves of PA can be described as:
qPA,i = ui ·Kv,i · SP (pS − pA)αi
where the variable ui is 1 when the valve is set to
be open. When the valve is closed the flow should
equal 0, but to enable us to evaluate the error of
a valve that does not close properly introduce the
complement flow:
qcPA,i = (1− ui) ·Kv,i · SP (pS − pA)αi
which describes the valve when it is set to be closed.
As the control signal to the valve ui is a binary
variable, only one of these two equations will have
a nonzero value. With these two variables we can
model the error for both a closed and an open valve.
The hydraulic flow through one DFCU can be
described as the ideal flow through the valve and a
deviation from the two possible states of the valve.
We add two variables for estimating the error of
each valve, xo for a valve which is open and xc for
a closed valve, which should have the values 0 when
the valve is working properly and approach 1 when
the valve is jammed in the corresponding state. The
flow through a DFCU with N valves can then be
described as:
Q′PA =
N∑
i=1
(
qPA,i − qPA,i · xoi + qcPA,i · xci
)
= QPA −QoPA +QcPA
(4)
Here the first term describes the expected behav-
ior of the valve while the second and third describe
the possible faults of the valve. The variables xo
only have an impact on the equation when the par-
ticular valve is open and xc when the valve is closed.
4.2. Describing the most likely fault
We can describe the steady state equation with
prediction of errors by substituting QPA in Equa-
tion (2) with Q′PA from Equation (4), performing
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similar substitutions for QAT , QPB , and QBT . We
can further reorganize the equation such that we
can substitute the terms QPA, QAT , QPB , and
QBT with Equation (3) giving us the following
equation:
QoPA
AA
− −Q
c
PA
AA
+ ...+ Q
c
BT
AB
= rerr (5)
To approximate the source of the residual we
need to solve Equation (5) and thereby approximate
the size of the error variables xo and xc. With the
40 variables we get from modeling 20 valves, there
is an arbitrary number of solutions for the error.
However, with many samples, say K = 100, we can
find a solution which minimizes the error for all the
samples.
For the whole system, we write the equation sys-
tem in matrix form Ax = b, where each row of
A corresponds to one sample of Equation (5) with
the corresponding pressure measurements and valve
states.

q1,1 q1,2 · · · q1,40
q2,1 q2,2 · · · q2,40
...
... . . .
...
qk,1 qk,2 · · · qk,40
p1 0 · · · 0
0 p2 · · · 0
...
... . . .
...
0 0 · · · p40


xo1
xo2
...
xo20
xc1
xc2
...
xc20

=

rerr
rerr
...
rerr
0
0
...
0

(6)
In Equation (6), qk,n indicates one flow param-
eter of the k-th sample. The number of unknown
variables are 40 as we may have faults both on open
and closed valves, and as a consequence the qm,n is
given by the potential flow through the respective
valves with the measured pressures according to the
left hand side terms of Equation (5) as follows:
qk,n =

qPA,i/AA for xo1..xo5
−qBT,i/AB for xo6..xo10
−qAT,i/AA for xo11..xo15
qPB,i/AB for xo16..xo20
−qcPA,i/AA for xc1..xc5
qcBT,i/AB for xc6..xc10
qcAT,i/AA for xc11..xc15
−qcPB,i/AB for xc16..xc20
Ideally, with more samples than unknowns, we
get an overdetermined equation system with the un-
known vector ~x which describes the error of each of
Figure 3: Example of Quantile Regression where the valve
AT3 is jammed in closed position. It can be seen that error
open is close to one (i.e. indicating fault) during the periods
when the valve is actively used. Also AT1 indicates a fault
for a short period, however, it can be statistically identified
not to have significance.
the valves. In practice, it may be underdetermined
as the elements in the sensing matrix Am,n is a re-
sult of the control signal to the machine and many
of its rows may be identical or linear combinations
of each other implying that rank(A) < min(m,n).
To determine the performance of the valves from
Equation (6), we can use regression to find the er-
rors that best explain the observations.
To enforce a solution where the errors are as close
as possible to no error, we add the lower part of
the matrix in Equation (6), introducing a penalty
for leaving the no error area. Here the parameters
in and pn are tuned such that an error gives a clear
offset while no error keeps the error variables close
to 0. In our particular case p1 to p20 correspond to
average values of the corresponding flows q, while
p21 to p40 are 1.
4.3. Fault identification by Regression
A solution to Equation (6) approximates how
much the valves deviate from the discrete on/off
setting. An example of the result with one jammed
valve is shown in Figure 3, where the linear equa-
tion system is solved for time frames of one second
by Quantile Regression (QR) [14]. The results in
Figure 3 show the obtained predictions of the faults
for each of the valves in DFCU AT as well as the
valve state of each of these valves. In this example,
the cable between the valve AT3 and the controller
has been physically unplugged which results in the
valve being jammed in its closed state. We can
see that during intervals where valve AT3 is set to
open, the error open is close to 1.
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Figure 4: The measured pressures showing noise and both
plateaus and spikes in the chamber pressures. The spikes
cause false positives in the fault identification.
To obtain the solution for Equation (6), we want
to minimize the absolute deviations (i.e. l1 regres-
sion) meaning that we compute the median of the
(conditional) distribution. Finding the median is a
special case of QR, where QR is defined by
min
xi∈0..1
ρτ (b−Ax)
where
ρτ (u) =
∑
ui ·
{
τ, ui ≥ 0
τ − 1, ui < 0
giving the weighted sum of absolute residuals,
which in our case simply is the median as we use the
parameter τ = 0.5. This minimization problem can
be solved efficiently by linear programming [14, 29].
While we obtain good results with this approach,
we observe that also other valves occasionally show
deviation, e.g. due to noise in the pressure mea-
surements. For this reason it is necessary to collect
more information about each valve and, based on
the history, approximate the error.
5. Experimental Validation
There are various scenarios where the identifica-
tion described in the previous section will cause
false positives. Already by studying Figure 3 we
can see a disturbance at around sample 1500 on the
valve AT1 which is caused by a fast change of piston
direction which causes oscillations in the measured
pressures. During these circumstances, the steady
state model does not properly describe the behavior
of the physical system. This means that the esti-
mated error is the error between the physical sys-
tem and the steady state model instead of a faulty
valve. For this reason it is important not to draw
conclusions based on a single deviation between the
model and the measurements.
Another important observation, which also is vis-
ible in Figure 3, is that actual faults are constantly
present when there is activity of the broken valve
while false positives seems to occur more sporad-
ically (e.g. see AT1 at 1500 ms in Figure 3). In
practice, we know that the false positives often are
a result of fast changes in pressure. By combin-
ing this information, we can eliminate many of the
false positives by removing samples around pressure
peaks (see Figure 4) and by estimating faults based
on evidence collected during a longer time period.
The results from solving the equation system in
Equation (6) gives the predicted state of the valves
for periods of 100 samples (which corresponds to
one second in our case). To make the predic-
tion more robust against noise and thus avoiding
false positives, the diagnostics should not be based
on single periods but instead slowly evolve during
many periods. For this purpose we filter the fault
approximation of each valve such that the impact
of old data receive less weight with time.
In practice we implement a filter that com-
putes the Exponentially Weighted Moving Average
(EWMA) [23]. This is simply an infinite impulse
response (IIR) filter
yk = λ · uk + (1− λ) · yk−1
where y is the prediction, u is a new measurement,
and λ is the weighting factor which determines how
fast the filter reacts to new data. To get an accurate
prediction of the valve operation, a new prediction
of the specific valve is only computed from periods
where the estimated property of the valve has been
active. As an example, if we estimate the error of a
valve in open position, the evidence collected during
a period where the valve never was in open position,
is not useful. For this reason, the estimate of a sin-
gle valve fault is only used from periods where the
proportion of samples with evidence of that fault
reaches a threshold (10% in the presented results).
The results in Table 1 show the impact of using
a filter with λ = 0.10 (Filtered) compared to the
largest errors shown in the input to the filter (Not
filtered). The experiment includes four sample runs
of a hydraulic excavator boom where all valves work
properly and five runs where one valve has been
jammed in closed position by physically unplugging
the control signal. In the table, the columns named
Fault represent the estimation of the actual fault
while the columns named False represent the larges
fault shown on a properly working valve. As we
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Table 1: Comparison of identified faults and the largest fault
shown for valves working properly. Values close to 1 identi-
fies a fault. Applying a filter effectively removes the problem
of false positives. The asterisk means synthetic data.
Q-Regress Filtered Not filtered
Scenario Fault False Fault False
No fault 1 - 0.12 - 0.37
No fault 2 - 0.08 - 0.40
No fault 3 - 0.13 - 0.87
No fault 4 - 0.11 - 0.76
Closed AT1 0.40 0.14 1.0 0.71
Closed AT3 0.92 0.15 1.0 1.0
Closed AT5 0.96 0.33 1.0 1.0
Closed PA3 0.91 0.18 1.0 1.0
Closed PB3 0.90 0.18 1.0 1.0
Open PB3* 0.91 0.10 0.97 0.22
can see, the filter effectively removes false positives
when the system is working properly while letting
the actual faults slowly appear when present.
For completeness, a single experiment based on
synthetic data for a valve jammed in open position
was added to verify that the approach can identify
both types of faults. The synthetic data for Open
PB3 was created from the parts of the measured se-
quences where PB3 was in the open state while the
control signal to this valve was a random sequence.
This means that the precision of the fault identifica-
tion in Open PB3 is not interesting, instead it only
shows that the approach can distinguish between
both types of faults.
The results presented in Table 1 are based om
measurements collected from an excavator boom
and analyzed with Matlab. The used measurements
including measured pressures of the excavator boom
with the corresponding valve states and control sig-
nals are available at [19]. The corresponding func-
tionality was also implemented on NVIDIA Jetson-
tk1 [24], which was connected to the excavator
boom’s control system through a CAN-bus. A
demonstration video of running the fault identifica-
tion during normal operation of the machine while
a valve becomes broken (by being unplugged) can
be viewed at [1].
6. Conclusion
In this paper we present an approach to iden-
tify faults in the operation of a large number of
hydraulic on/off valves based on sampling a small
number of pressure sensors during the normal op-
eration of a machine. The approach does not re-
quire adding new sensors to the hydraulic system,
but only uses sensors that are needed for control-
ling the hydraulic actuator. A steady state model
of the hydraulic system is used to estimate the hy-
draulic flow through the valves, based on the mea-
sured pressures. When the difference between the
hydraulic system and the model is large, the most
probable cause for the deviation is computed using
quantile regression.
The experiments, performed on an excavator
boom, show that jammed valves can be precisely
identified almost in real-time while the machine op-
erates. This enables more efficient service as the
faulty component is automatically identified poten-
tially before the operation notices the fault. It also
enables utilizing the redundancy of digital hydraulic
systems, enabling a machine to be fully operational
despite a faulty valve, as a controller which is aware
of a fault can choose to control the hydraulic actu-
ator with control states which are not affected by
the fault.
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