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Abstract We analyze backward step control globalization for finding zeros of Gaˆ-
teaux-differentiable functions that map from a Banach space to a Hilbert space. The
results include global convergence to a distinctive solution characterized by prop-
agating the initial guess by a generalized Newton flow with guaranteed bounds on
the discrete nonlinear residual norm decrease and an (also numerically) easily con-
trollable asymptotic linear residual convergence rate. The convergence theory can
be exploited to construct efficient numerical methods, which we demonstrate for the
case of a Krylov–Newton method and an approximation-by-discretization multilevel
framework. Both approaches optimize the asymptotic linear residual convergence
rate, either over the Krylov subspace or through adaptive discretization, which in
turn yields practical and efficient stopping criteria and refinement strategies that bal-
ance the nonlinear residuals with the relative residuals of the linear systems. We apply
these methods to the class of nonlinear elliptic boundary value problems and present
numerical results for the Carrier equation and the minimum surface equation.
Keywords Newton-type methods, globalization, Hilbert space, backward step
control
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1 Introduction
Let U be a Banach space with norm ‖.‖U and V be a Hilbert space (we discuss
generalizations to Banach spaces in section 2.8) with inner product (., .)V and norm
‖v‖V =
√
(v,v)V for v ∈ V . For some open subset D ⊆ U , let F : D→ V be con-
tinuously Gaˆteaux differentiable [30, 3.1.1. Def.] with derivative F ′ : D×U → V ,
i.e.,
F ′(u,δu) = lim
h→0
1
h
(F(u+hδu)−F(u))
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2 A. Potschka
exists for all u∈D, δu∈U and F ′ is continuous as a function from the product space
D×U to V (which is a weaker requirement than continuity of F ′ considered as a map
from D to L (U,V ), the Banach space of all bounded linear operators from U to V ).
Note that continuous Gaˆteaux differentiability implies linearity of F ′ in the second
argument [30, 3.2.5 Thm.]. In the following, we write A(u)δu shorthand for A(u,δu)
whenever an operator A is linear in the second argument. We consider the problem of
finding an unknown u ∈ D such that
F(u) = 0V (1)
with a Newton-type iteration: Given u0 ∈ D, find a suitable approximation M : D×
V→U (linear in the second argument) of the inverse of F ′(u) and a step size sequence
(tk)k∈N satisfying tk ∈ [0,1] such that the iteration
uk+1 = uk + tkδuk with δuk =−M(uk)F(uk) (2)
converges to a solution u∗ ∈D of (1). The first and main part of this article is devoted
to finding a suitable step size sequence (tk)k∈N in section 2. Out of the many ways to
construct M(u), we elaborate on two choices in section 3. For convenience, we define
the negative generalized Newton flow f : D→U as
f (u) = M(u)F(u).
As in [41], our convergence analysis will be based on generalized Newton paths uk :
[0,∞)→U , which are defined as the solutions of the initial value problems
duk
dt
(t) =− f (uk(t)) for t ∈ [0,∞) with uk(0) = uk. (3)
We shall prove existence and uniqueness of solutions to (3) in our setting in Theorem
1. Note that (2) is an explicit Euler discretization of (3) with step sizes (tk)k∈N. If M
is chosen as the inverse of F ′ then (2) is a damped Newton method and (3) is the
Davidenko differential equation [14]. The equivalence of the Newton method with
explicit Euler on the Davidenko differential equation has been exploited by various
authors (see, e.g., [17,13,3,12,19]).
In the theory and the numerics below, the operator M does not appear explicitly
anymore and only the function f will be required, which implicitly defines M(u) in
the direction F(u). As it turns out, all other directions of M(u) are not important. This
observation leads to crucial improvements in the assumptions stated in [41].
The convergence theory below lends itself immediately to the construction of
numerical algorithms for the approximate solution of (1) via (2). In particular, it can
be used to construct M(u) from F ′(u) by finite-dimensional approximation, which
can then be exploited to construct adaptive discretization schemes that optimize the
contraction rate of the algorithm in V . In the case of Finite Element analysis, our
approach delivers a multi-level Newton adaptive mesh refinement algorithm [32] that
can be used straight-forward as another tool complementing refinement strategies
based on a posteriori error estimation (see, e.g., [27,1,8]).
Historically, Newton-type methods come in two flavors: Either, we do not solve
the linearized systems with operator F ′(uk) and right-hand side −F(uk) exactly,
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which is usually known under the name inexact Newton method [15,47]. Alterna-
tively, we apply an approximation M(u) of the inverse of F ′(u) directly, an approach
which is sometimes called approximate Newton method and which is the classical
form of Quasi-Newton methods [16]. As pointed out by Bank and Rose [6], the two
flavors are in fact different formulations of the same class of methods. As mentioned
above, our analysis is based on the approximate Newton formulation in order to de-
fine the generalized Newton path (3), but the control of the linearized residual in the
sense of inexact Newton methods emerges as the κ-condition A2, which is identical
to a choice of ηk = κ < 1 for the residual forcing sequence (ηk) first proposed in
[15]. In turn, the classical analysis of the local rates of convergence in [15] carries
over to our setting if κ is allowed to be reduced from iteration to iteration in the sense
of a forcing sequence once we are close to a solution. This shall, however, not be the
focus of this paper, where we focus on the preasymptotic global convergence and are
content with locally linear convergence rates.
Similar to [18], we base our globalization approach on a continuous curve, but we
substitute here the exact Newton path (obtained with the choice M(u) =F ′(u)−1 from
(3)) by a generalized Newton path, which is allowed to have M(u) 6=F ′(u)−1. Follow-
ing ideas of [32], we can use the (contravariant) κ-condition A2 to design a multilevel
Newton-type method for the construction of M based on adaptive discretization. This
leads to adaptive discretizations solely based on balancing the discretization residual
with the nonlinear residual of the Newton-type method. We remark that this conve-
nient black-box approach might be inferior to more involved schemes that balance the
discretization errors and nonlinear errors (instead of residuals) [42] or exploit under-
lying (energy) minimization properties [20] for particular problem classes. Nonethe-
less, our method is the first for which convergence to the closest solution in the sense
of the generalized Newton flow (3) can be proven.
Contributions In this article, we extend the convergence analysis of backward step
control for (2) from the finite-dimensional to the Hilbert space setting. We provide
reasonable assumptions and convergence results for (2) with backward step control.
The main result is convergence to a distinct solution characterized by the propagation
of the initial guess by the generalized Newton flow (3) provided that no singularity
of the problem interferes. In addition, we prove an a priori bound on the nonlinear
reduction of the residual norm. The convergence theory can be exploited to construct
efficient numerical algorithms, which we discuss for the case of a Krylov–Newton
method and a Finite Element approximation. Both are based on the optimization of
the residual contraction constant, which yields in the latter case an efficient adaptive
mesh refinement strategy. The results are demonstrated for the numerical solution of
the Carrier equation and the minimal surface equation.
Overview In section 2, we discuss the general assumptions, derive and motivate the
method of backward step control, provide reasons why implicit and higher-order time
stepping methods for (3) are not advisable, provide step size bounds, and establish the
notion of generalized Newton paths, which are the central ingredient for the analysis
of local and global convergence of backward step control. We then discuss extensions
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to Banach spaces and present an algorithmic realization with a minimal working Mat-
lab example code for the solution of arctan(u) = 0. In section 3, we exploit the con-
vergence analysis to construct two Newton-type methods, a Krylov–Newton method
and a method based on approximation-by-discretization. We apply these methods in
section 4 to the class of nonlinear elliptic boundary value problems and provide nu-
merical results for the Carrier equation and the minimum surface equation.
Notation We denote the open ball of radius r > 0 around u ∈U by B(u,r) and the
Laplace operator by ∆ = ∇ ·∇. As usual, we write C0 for the space of continuous
functions, H10 (Ω) for the Sobolev space of square integrable functions on a bounded
domain Ω ⊂ Rn that vanish at the boundary and admit square integrable derivatives,
and H−1(Ω) for its dual space. The Euler number is denoted by e = ∑∞k=0
1
k! .
2 Convergence analysis
The overall structure of the backward step control convergence analysis in Hilbert
spaces is similar to the finite-dimensional case [41]. The intricate interplay of the
changes in the details, however, advises us to present the convergence analysis in a
self-contained fashion.
2.1 Discussion of assumptions
We start with the following definitions.
Definition 1 The level function T : D→ R is T (u) = 12 ‖F(u)‖2V .
Definition 2 The level set of u ∈ D is T˜ (u) = {u¯ ∈ D | T (u¯)≤ T (u)} .
Definition 3 The path connected level set of u ∈ D is
T (u) =
{
u¯ ∈ T˜ (u) | ∃c ∈C0
(
[0,1],T˜ (u)
)
with c(0) = u,c(1) = u¯
}
.
Definition 4 For r ∈ (1,∞) the set of r-regular points is
Rr =
{
u ∈ D | r−1 ‖F(u)‖V < ‖ f (u)‖U < r‖F(u)‖V
}
.
Definition 5 The set of ∞-regular points isR∞ =
⋃
r∈(1,∞)Rr.
We remark that if u ∈ D \R∞, which means that u 6∈ Rr for all r ∈ (1,∞), then
M(u) is either not bounded or does not admit a bounded inverse [46, §I.6, Cor. 2, 3].
The contrary is, however, not true: M(u) may be unbounded or not admit a bounded
inverse although u ∈Rr for some r ∈ (1,∞), because in the definition ofRr only the
action of M(u) in direction F(u) is of interest.
We require the following assumptions to hold true:
A1. There exists an r ∈ (1,∞) such that u0 ∈Rr, and ‖F(u0)‖V > 0.
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A2. There exists a κ < 1 such that for all u ∈Rr ∩T (u0)∥∥F(u)−F ′(u) f (u)∥∥V ≤ κ ‖F(u)‖V .
A3. There exists an ω < ∞ such that for all u ∈T (u0), t ∈ [0,1]∥∥[F ′(u)−F ′(u− t f (u))] f (u)∥∥V ≤ ωt ‖ f (u)‖U ‖F(u)‖V .
A4. There exists an L< ∞ such that for all u, u¯ ∈T (u0)
‖ f (u)− f (u¯)‖U ≤ L‖u− u¯‖U .
A5. For all η > 0 there exist constants γ , tγ > 0 such that for all t ∈ [0, tγ ],
u ∈Rr ∩T (u0) with ‖ f (u)‖U > η
‖ f (u− t f (u))− f (u)‖U ≥ γt.
The main difference in the assumptions here compared to the finite-dimensional
setting in [41] is the weakening of A2 and A3 from a formulation with matrices to a
formulation which requires the properties to hold only in the direction of the residual
F(u). Thus, all requirements can be postulated without using norms for operators that
map between U and V . Apart from the avoidance of operator norms, we had to replace
all arguments based on compactness of bounded sets by other means for the proofs
in the Hilbert space case. The discussion of the assumptions in [41] still applies to a
large extent here: We require in A1 that u0 is an r-regular point but not a solution. The
central κ-condition A2 is a contravariant version of Bock’s covariant κ-condition [11]
in the sense that it quantifies on the one hand the deviation of the inexact increment
δu = −M(u)F(u) from the Newton increment δuNewton = −F(u)−1F(u) in the V -
norm ∥∥F ′(u)[δuNewton−δu]∥∥V = ∥∥F(u)−F ′(u) f (u)∥∥V ≤ κ ‖F(u)‖V
in comparison to Bock’s covariant κcov < 1 in the U-norm (see also [40, section 5.2])∥∥M(u− f (u))[F(u)−F ′(u) f (u)]∥∥U ≤ κcov ‖ f (u)‖U . (4)
On the other hand, κ in A2 characterizes the asymptotic Q-linear convergence rate
of the residual norms ‖F(uk)‖V , whereas κcov in (4) characterizes the asymptotic R-
linear convergence rate of the error ‖uk−u∗‖U if u∗ = limk→∞ uk (for a discussion of
different affine invariances see [19]). The ω-condition A3 measures a combination of
the nonlinearity and the well-posedness of (1) because if F ′ is Lipschitz continuous
with Lipschitz constant L′, then we obtain∥∥[F ′(u)−F ′(u− t f (u))] f (u)∥∥V ≤ L′t ‖ f (u)‖2U
and boundedness of M(u) in direction F(u)with constant C implies A3 withω =CL′.
The Lipschitz condition A4 is classical. The nonstandard assumption A5 follows, for
instance, if f is bi-Lipschitz with constant `
‖ f (u− t f (u))− f (u)‖U ≥ `t ‖ f (u)‖U
with γ = η` and tγ arbitrary.
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2.2 Backward step control
Newton-type methods (2) are explicit Euler discretizations with step sizes tk of the
generalized Newton flow (3). Thus, the convergence of Newton-type methods is
strongly connected to the stability problem of the explicit Euler method. Implict Eu-
ler, in contrast, has ideal stability properties: It is an L-stable method (see, e.g., [29]).
Hence, in order to determine tk, we consider the backward iterate
u¯k(tk) := uk+1+ tk f (uk+1) = uk + tkg(uk, tk) with g(u, t) := f (u− t f (u))− f (u).
The point u¯k(tk) is the starting point of a (stable) implicit Euler step for (3) that arrives
exactly at uk+1, the result of a possibly unstable explicit Euler step starting from uk.
The idea of backward step control is based on a backward error argument: If a small
perturbation of the starting point uk can be found from which a stable implicit Euler
step arrives exactly at uk+1, we can accept the step size. We thus require that the
distance between uk and u¯k(tk) is bounded by some fixed constant H > 0 through the
choice
tk = minBH(uk) whereBH(u) = {t ∈ [0,1] | H = t ‖g(u, t)‖U}∪{1}, (BSC)
which implies ‖u¯k(tk)−uk‖U ≤ H (with equality for tk < 1) by continuity of g.
2.3 Implicit and higher-order time stepping methods
The question whether explicit Euler is really the best method to solve (3) arises nat-
urally. We can answer this question affirmatively for two reasons: First, all implicit
methods have the drawback that an approximated inverse of an operator involving
derivatives of the approximated inverse M(u) would be required, e.g., in the case of
the implicit Euler method
0 = uk+1+ tk f (uk+1)−uk,
with a local Newton corrector
ui+1k+1 = u
i
k+1−
[
IU + tk f ′(uik+1)
]−1 (
uik+1+ tk f (u
i
k+1)−uk
)
,
which is not readily available and would require higher regularity of M than guar-
anteed by the assumptions above. Second, higher order methods would destroy the
well-known locally quadratic convergence of the Newton method, where M(u) =
(F ′(u))−1. This can be seen from the homotopy formulation
F(u(t))− e−tF(u0) = 0, (5)
which we can differentiate with respect to t to arrive exactly at (3) provided that
F ′(u(t)) stays invertible. Thus, the second order truncation error of explicit Euler is
required to obtain locally quadratic convergence, because higher consistency orders
would result in the locally linear convergence dictated by (5).
We have not explored multi-step methods of order one further. The possible out-
come of this line of research is unfortunately unclear at present and exceeds the scope
of this paper.
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2.4 Step size bounds
Lemma 1 If A1 and A4 hold, then (BSC) delivers full steps tk = 1 in the vicinity of a
solution u∗ ∈Rr ∩T (u0).
Proof Let uk ∈ B(u∗,L−2H). Hence, it holds for all t ∈ [0,1] that
t ‖g(uk, t)‖U
A4≤ Lt2 ‖ f (uk)‖U = Lt2 ‖ f (uk)− f (u∗)‖U
A4≤ L2t2 ‖uk−u∗‖U < H.
Thus,BH(uk) = {1} and tk = 1 by virtue of (BSC). uunionsq
Lemma 2 If A1 and A4 hold, then (BSC) generates for all uk ∈ Rr ∩T (u0) step
sizes that are either tk = 1 or have the lower bounds
tk ≥
√
H√
L‖ f (uk)‖U
>
√
H√
rL‖F(uk)‖V
≥
√
H√
rL‖F(u0)‖V
.
Proof If tk < 1, then
t2k
(BSC)
=
tkH
‖g(uk, tk)‖U
A4≥ H
L‖ f (uk)‖U
>
H
rL‖F(uk)‖V
≥ H
rL‖F(u0)‖V
. uunionsq
Lemma 3 Let A1 and A5 hold and let t¯ ∈ (0,1) and η > 0. Then there exists an
H > 0 such that for all H ∈ (0,H] and u ∈Rr ∩T (u0) with ‖ f (u)‖U ≥ η it holds
that minBH(u)≤ t¯ .
Proof by contradiction We assume to the contrary that for all H > 0 there exists an
H ∈ (0,H] and a u ∈Rr∩T (u0) satisfying ‖ f (u)‖U ≥ η and minBH(u)> t¯. Then,
A5 guarantees the existence of γ , tγ > 0 such that for t :=min{tγ , t¯}<minBH(u) we
obtain from (BSC) that
H ≥ H ≥ t ‖g(u, t)‖U ≥ γt2 > 0.
Because η and thus γ and t are independent of H, we obtain a contradiction for
H→ 0. uunionsq
Lemma 4 Let A1, A4, and A5 hold and let η > 0. Then there exists an H > 0 such
that for all H ∈ (0,H] and u ∈Rr ∩T (u0) it holds that
‖ f (u)‖U minBH(u)≤ η .
Proof We choose t¯ ∈ (0,1) sufficiently small so that it satisfies r‖F(u0)‖V t¯ ≤ η .
Then, Lemma 3 yields the existence of an H > 0 such that for all H ∈ (0,H] and all
u ∈Rr ∩T (u0) with ‖ f (u)‖U ≥ η it holds that minBH(u)≤ t¯. Hence,
‖ f (u)‖U minBH(u)
A1
< r‖F(u)‖V t¯ ≤ r‖F(u0)‖ t¯ ≤ η .
For the remaining u ∈Rr∩T (u0) the assertion holds by virtue of ‖ f (u)‖U < η . uunionsq
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2.5 Finite arclength of generalized Newton paths
In the next step, we study the generalized Newton paths given by (3).
Lemma 5 If A1, A2, A4 and uk ∈Rr ∩T (u0) hold, then there exists t¯ > 0 such that
(3) has a unique local solution uk(t) ∈Rr ∩T (uk) for t ∈ [0, t¯) which satisfies∥∥∥F(uk(t))∥∥∥
V
≤ e−(1−κ)t ‖F(uk)‖V for all t ∈ [0, t¯).
Proof The Picard–Lindelo¨f theorem [2, II.7, exercise 3] yields with A4 the existence
of a unique local solution uk(t) to (3) in some neighborhood (−t¯, t¯) of t = 0. Without
loss of generality, t¯ > 0 is small enough to ensure uk(t) ∈ Rr for t ∈ [0, t¯) because
Rr is open. For ease of notation, we abbreviate uk(t) by u. The Cauchy–Schwarz
inequality and A2 show that the level function is nonincreasing along this solution
because
d
dt
T (u) =
(
F(u),F ′(u)
du
dt
)
V
=−(F(u),F ′(u) f (u))V
=−‖F(u)‖2V +
(
F(u),F(u)−F ′(u) f (u))V
≤−‖F(u)‖2V +κ ‖F(u)‖2V =−2(1−κ)T (u)≤ 0.
Gronwall’s inequality (see, e.g., [2]) yields
T (uk(t))≤ e−2(1−κ)tT (uk)
and thus uk(t) ∈ T (uk) for t ∈ [0, t¯). The assertion follows after multiplication by
two and taking square roots. uunionsq
We show in Theorem 1 below that the quantities in the following definition are
well-defined under suitable assumptions.
Definition 6 For r ∈ (1,∞), we define the r-regular part ukr of the generalized New-
ton path uk as the solution to the initial value problem
dukr
dt
(t) =
{
− f (ukr(t)) for ukr(t) ∈Rr,
0 otherwise,
for t ∈ [0,∞), with ukr(0) = uk.
We denote its limit by u∗k = limt→∞ u
k
r(t) and define t
∗
k = inf{t ∈ [0,∞) | ukr(t) 6∈Rr}
with the usual convention that inf∅= ∞.
Theorem 1 Let A1, A2, and A4 hold. If uk ∈Rr ∩T (u0), then the r-regular part of
the generalized Newton path exists uniquely and has a finite arclength `(ukr) satisfying
‖uk−u∗k‖U ≤ `(ukr)<
r
1−κ ‖F(uk)‖V <
r2
1−κ ‖ f (uk)‖U .
If u∗k ∈Rr, then F(u∗k) = 0.
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Proof The unique local solution of Lemma 5 can be extended uniquely in T (uk)
by repeated application of the Picard–Lindelo¨f theorem either until uk(t) 6∈ Rr for
some t = t∗k or to the whole interval t ∈ [0,∞). In the first case, the r-regular part is
uniquely determined by ukr(t) = u
k
r(t
∗
k ) for all t ≥ t∗k . We can now use the definition
ofRr and Lemma 5 in order to show
`(ukr) =
∫ ∞
0
∥∥∥∥dukrdt (t)
∥∥∥∥
U
dt =
∫ t∗k
0
∥∥∥ f (uk(t))∥∥∥
U
dt < r
∫ t∗k
0
∥∥∥F(uk(t))∥∥∥
V
dt
≤ r
∫ ∞
0
e−(1−κ)tdt ‖F(uk)‖V =
r
1−κ ‖F(uk)‖V <
r2
1−κ ‖ f (uk)‖U .
We obtain the lower arclength bound by noting that the shortest path between uk and
u∗k has arclength
∥∥uk−u∗k∥∥U . If u∗k ∈Rr, then t∗k = ∞ and Lemma 5 reveals
‖F(u∗k)‖V ≤ limt→∞e
−(1−κ)t ‖F(uk)‖V = 0. uunionsq
2.6 Local convergence
We use the next lemma to prove discrete descent of the residual norm.
Lemma 6 A2 holds if and only if for all u ∈Rr ∩T (u0) and t ∈ [0,1]∥∥F(u)− tF ′(u) f (u)∥∥V ≤ [1− (1−κ)t]‖F(u)‖V .
Proof As in [41], the nontrivial direction of the proof follows from the convexity of
the functional ϕ(t) = ‖F(u)− tF ′(u) f (u)‖V and A2 according to
ϕ(t)≤ (1− t)ϕ(0)+ tϕ(1)≤ [(1− t)+κt]‖F(u)‖V . uunionsq
Lemma 7 Let A1, A2 and A3 hold. If uk ∈Rr ∩T (u0), then
‖F(uk+1)‖V ≤
[
1− (1−κ)tk + ω2 ‖ f (uk)‖U t
2
k
]
‖F(uk)‖V .
Furthermore, if there exists a θ < 1 such that the step size sequence satisfies
ωtk ‖ f (uk)‖U ≤ 2θ(1−κ),
then
‖F(uk+1)‖V ≤ [1− (1−θ)(1−κ)tk]‖F(uk)‖V .
Proof Because F ′ is continuously Gaˆteaux differentiable, we can apply [30, 3.2.2. Thm.
and 2.1.4. Thm.] to show that for u ∈ D and δu ∈U
F(u+ tkδu)−F(u) =
∫ 1
0
F ′(u+ τtkδu)tkδudτ
τ= ttk=
∫ tk
0
F ′(u+ tδu)δudt.
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Using Lemma 6 and A3 we obtain the first assertion from
‖F(uk+1)‖=
∥∥∥∥F(uk)−∫ tk0 F ′(uk− τ f (uk)) f (uk)dτ
∥∥∥∥
V
=
∥∥∥∥F(uk)− tkF ′(uk) f (uk)+∫ tk0 [F ′(uk)−F ′(uk− τ f (uk))] f (uk)dτ
∥∥∥∥
V
≤ ∥∥F(uk)− tkF ′(uk) f (uk)∥∥V +∫ tk0 ∥∥[F ′(uk)−F ′(uk− τ f (uk))] f (uk)∥∥V dτ
≤
[
1− (1−κ)tk + ω2 ‖ f (uk)‖U t
2
k
]
‖F(uk)‖V .
The second assertion follows immediately. uunionsq
We can now state a local convergence theorem.
Theorem 2 Let A1, A2, and A3 hold. If there exists a t¯ ∈ (0,1) such that tk ≥ t¯ for all
k ∈ N and if there exists a θ ∈ (0,1) such that for some k ∈ N the iterate uk satisfies
T (uk)⊆Rr and ωr‖F(uk)‖V ≤ 2θ(1−κ),
then (uk)k∈N converges to some point u∗ ∈T (uk) with F(u∗) = 0.
Proof Because tk ∈ [0,1], we have
ωtk ‖ f (uk)‖U ≤ ω ‖ f (uk)‖U
A1≤ ωr‖F(uk)‖V ≤ 2θ(1−κ).
Hence, repeated application of Lemma 7 yields for all j ∈ N∥∥F(uk+ j)∥∥V ≤ q j ‖F(uk)‖V with q := 1− (1−θ)(1−κ)t¯. (6)
Because q< 1, ‖F(uk)‖V converges geometrically. In addition, we obtain that (uk)k∈N
is a Cauchy sequence by virtue of∥∥uk−uk+ j∥∥U ≤ j−1∑
i=0
‖uk+i−uk+i−1‖U =
j−1
∑
i=0
tk+i ‖ f (uk+i)‖U
≤ r
j−1
∑
i=0
‖F(uk+i)‖V ≤ r‖F(uk)‖V
∞
∑
i=0
qi =
r
1−q ‖F(uk)‖
k→∞−→ 0.
Thus, (uk)k∈N converges to some u∗ ∈T (uk)⊆Rr and (6) implies F(u∗) = 0. uunionsq
For the rate of convergence, we obtain the following result:
Lemma 8 Under the assumptions of Theorem 2, ‖F(uk)‖V converges linearly with
asymptotic linear convergence rate κ < 1.
Proof Because uk ∈Rr, it follows that ‖ f (uk)‖U ≤ r‖F(uk)‖V → 0. Hence, there is
a sequence (θK)K∈N with θK ∈ [0,1) and θK → 0 such that
ωtk ‖ f (uk)‖U ≤ 2θK(1−κ) for all k ≥ K.
Lemma 1 and repeated application of Lemma 7 then deliver
‖F(uK+1)‖V ≤ [1− (1−θK)(1−κ)]‖F(uK)‖V ,
where 1− (1−θK)(1−κ)→ κ as K→ ∞. uunionsq
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In order to obtain methods with guaranteed superlinear or quadratic local conver-
gence, it is necessary to appropriately drive κ to zero as F(uk)→ 0 as exhaustively
described by the means of forcing sequences ηk = κ in [15].
2.7 Global convergence
The following lemmas are required for the main theorem, which assures convergence
of the iterates to u∗0. As a prerequisite, we prove that every neighborhood of an iso-
lated zero u∗ of F contains a path connected level set that contains a neighborhood of
u∗.
Lemma 9 Let A1, A2, and A4 hold. If there exist ε > 0 and u∗ ∈ D such that u∗ is
the only zero of F on B(u∗,ε)⊆Rr ∩T (u0), then there exists an ε˜ > 0 with⋃
u∈B(u∗,ε˜)
T (u)⊆ B(u∗,ε).
Proof by contradiction We assume to the contrary that there exists a sequence
(un)n∈N with ‖un−u∗‖U < ε2n and T (un) 6⊆ B(u∗,ε). Hence, there exists a sequence
(v˜n)n∈N with v˜n ∈ T (un) and ‖v˜n−u∗‖U ≥ ε . Because T (un) is path connected,
there exist continuous functions cn : [0,1]→ T (un) with cn(0) = un and cn(1) = v˜n.
Because ‖cn(0)−u∗‖U < ε2 and ‖cn(1)−u∗‖U ≥ ε , the intermediate value theorem
yields the existence of vn = cn(τn) ∈T (un) for some τn ∈ [0,1] satisfying
‖vn−u∗‖U =
ε
2
. (7)
By Theorem 1, we obtain for the distance to the limit v∗n of the r-regular part of the
generalized Newton path emanating from vn that
‖vn− v∗n‖U ≤ `(vnr )<
r
1−κ ‖F(vn)‖V ≤
r
1−κ ‖F(un)‖V <
r2
1−κ ‖ f (un)‖U
=
r2
1−κ ‖ f (un)− f (u
∗)‖U ≤
r2L
1−κ ‖un−u
∗‖U <
r2Lε
2(1−κ)n → 0,
which implies for some sufficiently large n that v∗n ∈ B(u∗,ε)⊆Rr and thus F(v∗n) =
0. By (7) we get v∗n 6= u∗ in contradiction to the uniqueness of u∗. uunionsq
We also need a bound on the deviation of two neighboring generalized Newton
paths emanating from uk and uk+1.
Lemma 10 Let A4 hold. If uk(tk + τ), uk+1(τ) ∈T (uk) for all τ ∈ [0, t], then∥∥∥uk(tk + t)−uk+1(t)∥∥∥
U
≤ 1
2
‖ f (uk)‖U LeL(tk+t)t2k .
Proof We use the integral form of the Gronwall inequality as in [41, Lem. 8.5]. uunionsq
In order to prove an a priori bound on the decrease of the nonlinear residual for
(BSC), we need the following Lemma.
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u∗0
u0
(
∑k−1i=0 ti
)
B(u∗0,
ε
2 )
Nε
N ε˜
u0 (
t)
Fig. 1 The idea of the proof of
Theorem 3 is based on steering an
iterate uk into the ε˜-ball around
u0
(
∑k−1i=0 ti
)
, which is fully con-
tained in the ε-ball around the so-
lution u∗0, the region of local con-
vergence. The short black vertical
dashes on the generalized Newton
path u0(t)mark the points u0(T∗−1)
and u0(T∗).
Lemma 11 Let h> 0. If a sequence (ak)k∈N of nonnegative numbers satisfies a2k+1 ≤
a2k−2hak for all k ∈ N, then ak ≤max{a0− kh,0} for all k ∈ N.
Proof If ak ≤ 2h, it follows that ak+1 = 0 by virtue of 0≤ a2k+1 ≤ ak(ak−2h)≤ 0. If
ak > 2h, we immediately obtain a2k+1 ≤ a2k−2hak+h2 = (ak−h)2. Taking the square
root completes the proof. uunionsq
We can now prove the main theorem of this article.
Theorem 3 Let A1, A2, A3, A4, and A5 hold. If there exists an ε > 0 such that
Nε :=
⋃
t∈[0,∞)
B(u0(t),ε)⊆Rr
and u∗0 is an isolated zero of F, then there exist constants H > 0, K < ∞, and c > 0
such that the following statements hold true:
1. For all H ∈ (0,H] iteration (2) with step size selection (BSC) converges to u∗0.
2. After k¯ = dK/√He steps, uk¯ lies in the region of local full step convergence.
3. The sequence of residual norms ‖F(uk)‖V decreases geometrically and satisfies
the additional a priori bound√
‖F(uk)‖V ≤
√
‖F(u0)‖V − kc
√
H
for all k ∈ {i ∈ N | t j < 1, j = 0, . . . , i}, which includes k = k¯.
Proof Because u∗0 is an isolated zero of F , we can assume without loss of generality
that ε > 0 was chosen small enough such that u∗0 is the only zero of F inNε . Let now
θ ∈ (0,1). We further assume without loss of generality ε to be sufficiently small to
satisfy ωr2Lε ≤ 2θ(1−κ). It follows with A1 and A4 that for all u ∈ B(u∗0,ε)
ωr‖F(u)‖V < ωr2 ‖ f (u)‖U = ωr2 ‖ f (u)− f (u∗0)‖U
≤ ωr2L‖u−u∗0‖U < ωr2Lε ≤ 2θ(1−κ).
Thus, Theorem 2 establishes that B(u∗0,ε) is contained in the region of local full step
convergence. By possibly reducing ε further according to Lemma 9, we can guarantee
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that if uk ∈ B(u∗0,ε) for some k ∈N, then (uk)k converges to the unique zero u∗0 inNε .
For the first statement, it now remains to show that uk ∈ B(u∗0,ε) for some k ∈ N.
To this end, we choose T∗ < ∞ such that∥∥u0(t)−u∗0∥∥U ≤ ε2 for all t ≥ T∗−1.
Because u∗0 is the only zero of F onNε , we can choose an ε˜ ∈ (0, ε2 ) such that there
is an η > 0 satisfying
‖ f (u)‖U > η for all u ∈T (u0)∩Nε˜ , whereNε˜ :=
⋃
t∈[0,T∗]
B(u0(t), ε˜).
From A5 we obtain the existence of constants γ > 0 and tγ ∈ (0,1) such that
‖g(u, t)‖U ≥ γt for all t ∈ [0, tγ ] and u ∈Nε˜ . (8)
We can then use t¯ = tγ in Lemma 3 to obtain a constant H > 0 such that
minBH(u)≤ tγ < 1 for all H ∈ (0,H] and u ∈Nε˜ . (9)
In anticipation of a later argument in the proof, we can assume without loss of gener-
ality that H is sufficiently small to satisfy
T∗eLT∗ (rL‖F(u0)‖V )
3
2 H
1
2 ≤ 2γε˜. (10)
Combining the inequalities (8) and (9) with (BSC), we see that
γt2k ≤ tk ‖g(uk, tk)‖U ≤ H for all H ∈ (0,H] and uk ∈Nε˜ . (11)
We now choose an H-dependent k¯ ∈ N that satisfies
T∗−1≤
k¯−1
∑
i=0
ti ≤ T∗
and show by induction that uk ∈ T (u0)∩Nε˜ for all k ≤ k¯, which clearly holds true
for k = 0 because u0 = u0(0) ∈ B(u0, ε˜). We can now assume inductively that ui ∈
T (u0)∩Nε˜ for all i≤ k−1 with k ≤ k¯ in order to show uk ∈T (u0)∩Nε˜ . Because
Nε˜ ⊆Rr, it follows from (9) that ti < 1. Hence, Lemma 2 yields
T∗ ≥
k−1
∑
i=0
ti ≥ k
√
H√
rL‖F(u0)‖V
,
which implies the bound
k ≤ T∗
√
rL‖F(u0)‖V√
H
. (12)
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We then obtain by a telescope argument, Lemma 10, A1, (11), (12), and (10) that∥∥∥∥∥u0
(
k−1
∑
i=0
ti
)
−uk
∥∥∥∥∥
U
≤
k−1
∑
j=0
∥∥∥∥∥u j
(
k−1
∑
i= j
ti
)
−u j+1
(
k−1
∑
i= j+1
ti
)∥∥∥∥∥
U
≤
k−1
∑
j=0
1
2
∥∥ f (u j)∥∥U LeLT∗t2j < rLeLT∗ ‖F(u0)‖V2γ Hk
≤ T∗e
LT∗ (rL‖F(u0)‖V )
3
2
2γ
√
H ≤ ε˜.
Because ∑k−1i=0 ti ≤ T∗, we have established by induction that uk ∈T (u0)∩Nε˜ for all
k ≤ k¯. Finally, uk¯ ∈ B(u∗0,ε) by virtue of
‖u∗0−uk¯‖U ≤
∥∥∥∥∥u∗0−u0
(
k¯−1
∑
i=0
ti
)∥∥∥∥∥
U
+
∥∥∥∥∥u0
(
k¯−1
∑
i=0
ti
)
−uk¯
∥∥∥∥∥
U
<
ε
2
+ ε˜ < ε.
This proves the first statement. The second assertion follows from (12) by choosing
K = T∗
√
rL‖F(u0)‖V for k = k¯. For the third statement, we obtain from the lower
step size bound of Lemma 2 and Lemma 7 that for all k with tk < 1 it holds that
‖F(uk+1)‖V ≤ [1− (1−θ)(1−κ)tk]‖F(uk)‖V ≤ ‖F(uk)‖V −2c
√
H ‖F(uk)‖V ,
with c =
(1−θ)(1−κ)
2
√
rL
> 0.
Hence, the residual norm sequence converges geometrically and Lemma 11 yields the
a priori bound with ak =
√‖F(uk)‖V and h= c√H. Because we established uk ∈Nε˜
for all k≤ k¯ in the proof of the first statement, we obtain tk < 1 for all k≤ k¯ from (9),
which completes the proof. uunionsq
2.8 A note on generalizations to Banach spaces
The only step in the convergence proof that exploits the Hilbert space structure of
V is Lemma 5. All remaining steps can be carried out even if V is only a Banach
space. The general approach here is to modify the used level function and to require
an additional assumption akin to condition A2.
In this section, we shortly present the necessary modifications for the special
case of the Lebesgue space V = Lp(Ω) of real-valued p-integrable functions with
2< p< ∞ and Ω ⊂ Rn. First, we need to consider a different level function
Tp(u) =
1
p
‖F(u)‖pV =
1
p
∫
Ω
|F(u)(s)|p ds,
with analogously defined level sets Tp(u). In addition to A2, we require pointwise
that[
F(u)−F ′(u) f (u)](s)≤ κ |F(u)(s)| for almost all s∈Ω and all u∈Rr∩Tp(u0).
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Standard arguments on the differentiability of p-norms (see, e.g., [36, Thm. 2.6]) then
deliver with the abbreviation u = uk(t) that
d
dt
Tp(uk(t)) =−
∫
Ω
|F(u)(s)|p−2 [F(u)(s) · (F ′(u) f (u))(s)]ds
=−
∫
Ω
|F(u)(s)|p ds+
∫
Ω
|F(u)(s)|p−2 [F(u)(s) · (F(u)−F ′(u) f (u))(s)]ds
≤−pTp(u)+
∫
Ω
|F(u)(s)|p−1 (F(u)−F ′(u) f (u))(s)ds
≤−p(1−κ)Tp(u)≤ 0.
After application of Gronwall’s inequality, multiplication by p and taking the p-th
root, we establish the result of Lemma 5∥∥∥F(uk(t))∥∥∥
V
≤ e−(1−κ)t ‖F(uk)‖V .
2.9 Algorithmic realization
The algorithmic realization of (BSC) can be carried over verbatim from the finite-
dimensional setting laid out in [41, section 10] with the use of ‖.‖U for all occur-
ing norms. As in [41], we do not use monotone iterations [24] for numerical com-
putations here but use the bisection procedure with exponentially smoothed step
size prediction. For convenience, we sketch it again: In order to determine tk from
(BSC), we approximately compute a zero of the Lipschitz continuous scalar function
t 7→ t ‖g(uk, t)‖U −H by a bracketing procedure. Numerically, we are content with a
tk that satisfies
H ′k := tk ‖g(uk, tk)‖U ∈ [H l,Hu] or tk ≈ 1 and H ′k < H l, (13)
where H l < H and Hu > H are close to H.
For illustration purposes, we provide in Table 1 example code in Matlab, which
computes for the real-valued function F(u) = arctan(u) the iterates u1, . . . ,u5 of it-
eration (2) with M(u) = F ′(u)−1 = u2 + 1 and step sizes tk satisfying (13), starting
from u0 = 2 for H = 0.8. Full step Newton diverges for this choice of u0. For the sake
of brevity, the remaining algorithmic parameters suggested in [41, section 10.2] are
used as explict values in the code and termination and error checks are omitted.
We display the output in Table 2. Each line in the output corresponds to one eval-
uation of f (u) = M(u)F(u), not counting the initial evaluation of f (u0). We observe
that for k = 0, two bisection steps are required to reduce t0 to 14 . For k = 1, one bisec-
tion step is required to increase t1 to above 0.6. For k≥ 2, the predicted step sizes are
accepted without further bisection steps. The iterate u5, which is known already at the
end of iteration 4, is an acceptable solution candidate, because ‖δu5‖2 ≈ 1.3 ·10−14.
The smoothed step size prediction in line 5 is vital for reducing the number of
bracketing steps. The predicted step size often already satisfies (13) in all but a few
iterations and thus almost no extra computational effort in terms of increment eval-
uations f (uk), which typically comprise setting up and solving one linear system, is
required for the globalization procedure in most iterations.
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Table 1 Example Matlab code for solving arctan(u) = 0 from u0 = 2 with backward step control.
1 f = @(u) (u . ˆ2 + 1) ∗ atan (u ) ;
2 u = 2; du = −f (u ) ; H = 0.8; Hprime = H; t = 1;
3 fprintf ( ’%3s %7s %9s %9s %9s %9s\n’ , ’k’ , ’ t ’ , ’u ’ , ’du’ , ’dup’ , ’Hprime’ )
4 for k = 0:5
5 t = min(1 , t ∗ (0.8 + 0.2∗H/Hprime ) ) ;
6 t l = 0; tu = 1;
7 while 1 % bisection
8 up = u + t ∗ du; dup = −f (up ) ;
9 Hprime = t ∗ norm(dup − du ) ;
10 fprintf ( ’%3d %7.4f %9.1e %9.1e %9.1e %9.1e ’ , k , t , u , du , dup , Hprime)
11 i f Hprime < 0.1 ∗ H && t < 0.999
12 t l = t ; t = 0.5 ∗ ( tu + t ) ; fprintf ( ’ increase t\n’ )
13 e l se i f Hprime > 2.0 ∗ H
14 tu = t ; t = 0.5 ∗ ( t l + t ) ; fprintf ( ’ decrease t\n’ )
15 else fprintf ( ’ accept t\n’ ) , break , end
16 end
17 u = up; du = dup;
18 end
Table 2 Output of the Matlab code from Table 1. The columns display the iteration number k, the current
step size tk , the current iterate uk , the current increment δuk , the next trial increment δu+k and the value
H ′k = tk ‖g(uk, tk)‖2 = tk
∥∥δu+k −δuk∥∥2, which must be in [H l,Hu] for tk < 1 to be accepted.
k t u du dup Hprime
0 1.0000 2.0e+00 -5.5e+00 1.7e+01 2.3e+01 decrease t
0 0.5000 2.0e+00 -5.5e+00 1.0e+00 3.3e+00 decrease t
0 0.2500 2.0e+00 -5.5e+00 -7.6e-01 1.2e+00 accept t
1 0.2335 6.2e-01 -7.6e-01 -4.9e-01 6.3e-02 increase t
1 0.6168 6.2e-01 -7.6e-01 -1.5e-01 3.8e-01 accept t
2 0.7543 1.5e-01 -1.5e-01 -3.4e-02 8.6e-02 accept t
3 1.0000 3.4e-02 -3.4e-02 2.7e-05 3.4e-02 accept t
4 1.0000 -2.7e-05 2.7e-05 -1.3e-14 2.7e-05 accept t
5 1.0000 1.3e-14 -1.3e-14 -0.0e+00 1.3e-14 accept t
2.10 Discussion of drawbacks
Backward step control appears to suffer from two substantial drawbacks: First, it
depends on a problem specific parameter H > 0 that needs to be chosen sufficiently
small for convergence, but not too small to cause unecessarily many iterations and
thus inefficiency of the method. Second, it may not converge in one step on affine
linear problems. We argue here that these two seemingly detrimental properties are
actually necessary for the class of methods that converge to the closest solution (in
the sense of the Newton flow): Let us assume we want to solve a one-dimensional
nonlinear equation F(u) = 0, F : R→ R, with a certain parameter-free nonlinear
method. Assume it produces a sequence of iterates (uk)k∈N ⊂ R that converges to
some u∗ 6= u0. Because u0 cannot be an accumulation point of (uk)k∈N, we can find
the closest iterate u j to u0 for some j∈N. Any function that differs from F only on the
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Fig. 2 Any method that solves affine
linear functions with evaluations of F
in u0 and u∗ only, i.e., in one step, will
generate the iterate u1 = u∗ = 1 for the
function F(u) = 1− x (dashed graph).
Thus, it will produce the same iterates
for the function F modified smoothly
on (−1,1) as indicated by the solid
curve. Consequently, it will miss the ze-
ros closer to u0 indicated with + marks.
open interval I between u0 and u j will inevitably lead to the same iterates (uk)k∈N if
we apply the parameter-free nonlinear method to it. Thus, we can modify F smoothly
on I to introduce zeros of F that are closer to u0 than u∗. We illustrate this construction
for an affine linear F in Fig. 2. We conclude that any method that provably converges
to the closest zero must depend on a parameter such as H to account for problem
specific quantities that are virtually impossible to estimate numerically.
Moreover, existing globalization methods [18,32,20,19] are not parameter free
either, because they require an initial step size guess t0 that needs to be sufficiently
small.
3 Design of Newton-type methods
The convergence analysis of backward step control lends itself immediately to the
design of globally convergent Newton-type methods. The two required steps are:
1. Define M (or directly f ) respecting the κ-condition A2.
2. Use (BSC) to determine the step size sequence (tk).
The second step is generic. For the first step, we give two important examples in
the following two sections. Both methods find approximations δuk of the Newton
increment δuNewtonk determined by the (infinite-dimensional) linear system
F ′(uk)δuNewtonk =−F(uk). (14)
We emphasize that the operator M(uk) is implicitly determined by requiring δuk =
−M(uk)F(uk). It is not required to actually compute M(uk), as long as we have δuk.
However, we need to make sure that f is Lipschitz continuous with respect to u.
3.1 Krylov–Newton methods
Krylov subspace methods like CG, MINRES, or GMRES [31,39,43] for the iterative
solution of linear systems, originally developed for large but finite-dimensional sparse
systems, can also be stated for infinite-dimensional linear operators. The convergence
theory is more complicated in the infinite-dimensional case (see, e.g., [37,25]). The
structure of the linear mapping F ′(uk) : U → V does usually not immediately admit
the application of Krylov subspace methods, unless a left preconditioner Pk : V →
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U is available, such that Ak := PkF ′(uk) is an endomorphism on U . Then, the m-th
iterate δumk of a Krylov subspace method applied to (14) is an approximate solution
restricted to the (at most m-dimensional) m-th Krylov subspace
K m(Ak,PkF(uk)) = {q(Ak)PkF(uk) | q is a polynomial of degree less than m} .
We now focus on residual minimizing Krylov subspace like GMRES and MINRES,
which are constructed on the basis of the additional optimality requirement
δumk = arg min
δu∈K m(Ak,PkF(uk))
‖PkF(uk)+Akδuk)‖U . (15)
As in [28], we investigate the important special case where V =U∗. In this setting,
we can choose Pk as the Riesz isomorphism and immediately obtain
‖PkF(uk)+Akδuk)‖U =
∥∥Pk [F(uk)+F ′(uk)δuk]∥∥U
=
∥∥F(uk)+F ′(uk)δuk)∥∥V . (16)
In the light of (15) and (16), the κ-condition A2 is nothing but the classical relative
termination condition used by Krylov subspace methods with given relative toler-
ance κ . In other words, GMRES and MINRES choose from the Krylov subspace the
increment that achieves the smallest left-hand side in the condition of A2 and thus
yield (with Lemma 8) an asymptotic linear convergence rate bounded above by κ
for the nonlinear Krylov–Newton method. Also for other Krylov space methods like
preconditioned CG, the most commonly used termination criterion is that of the rel-
ative residual, even though the relative residual is not guaranteed to decrease mono-
tonically. Thus, the backward step convergence theory of section 2 delivers suitable
termination criteria for the inner linear iterations. In particular, a rather loose relative
stopping criterion of, say, κ = 110 delivers asymptotically already one decimal digit
of accuracy per nonlinear iteration.
With this approach, there is one theoretic gap we need to close: The increment
− f (uk) =−M(uk)F(uk) = δumk depends on the number of Krylov subspace iterations
m, which is determined adaptively. As a concatenation of a finite number of Lipschitz
continuous operations, the m-th Krylov iterate depends Lipschitz continuously on uk,
but changes in m from one nonlinear k-iteration to another can lead to discontinu-
ities in the operator M. However, a small modification of the above approach can
make sure that M(u) and thus f (u) are Lipschitz continuous with respect to u, as
required for A4: Instead of using the final iterate δumk , we could use a linear combi-
nation f (uk) = (1−αk)δum−1k +αkδumk of the two last iterates such that instead of
the inequality A2 the equality
ν(αk) :=
∥∥F(uk)+F ′(uk)[(1−αk)δum−1k +αkδumk ]∥∥V = κ ‖F(uk)‖V
holds for some αk ∈ [0,1]. This is always possible by virtue of the intermediate value
theorem applied to the continuous function ν(α), which satisfies ν(0) > κ ‖F(uk)‖
and ν(1) ≤ κ ‖F(uk)‖ because the Krylov subspace method has terminated in step
m but not yet in step m− 1. If we now assume that there is an upper bound on the
number of Krylov iterations required to satisfy the relative termination criterion A2
on the level set of u0, we can establish Lipschitz continuity of M.
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Based on our experience in practical computations, however, it is more efficient to
always use αk = 1 and robustify the bisection procedure for the approximate solution
to (BSC) against discontinuities of g by relaxing the lower bound H l in (13) closer to
zero. This might give rise to smaller than necessary step sizes tk, which has not been
observed to be problematic in practical computations, but usually delivers faster local
residual contraction once tk = 1.
We report numerical results of a Krylov–Newton method for the Carrier equation
in section 4.1.1.
3.2 Approximation by discretization
Following the multilevel Newton approach of [32], we can also compute an approx-
imate solution δuk by first discretizing (14) and then (approximately) solving the
discretized system. The κ-condition A2 yields a computable criterion for checking if
the approximation is accurate enough to ensure convergence in U . If not, we need to
improve the discretization (and possibly the accuracy of the approximate solution to
the resulting finite-dimensional linear system).
In this conceptually simple approach, challenges can arise in the evaluation of the
V -norms in A2. We address these issues for the case of an elliptic partial differential
equation in section 4.2.3. Moreover, the evaluation of the V -norm in A2 can provide
a means to adaptively discretize (14) and in turn also the original nonlinear problem.
As in section 3.1, the procedure for approximating a solution to (14) usually in-
volves some discrete decisions, for instance the marking and refinement of certain
discretization cells as k increases. Thus, the so constructed f (u) is not Lipschitz con-
tinuous. A smoothed formulation akin to the interpolation construction in section 3.1
exceeds the scope of this article and shall be investigated in future work.
4 Numerical examples from nonlinear elliptic boundary value problems
In this section, we illustrate the general paradigms presented in section 3.2 for the
class of elliptic boundary value problems on a bounded domainΩ ⊂Rn with continu-
ously differentiable boundary ∂Ω that can be cast as nonlinear root-finding problems
(1) with the Sobolev spaces U = H10 (Ω) and V = H
−1(Ω).
Based on the Poincare´ inequality (see, e.g., [22]), we can use the inner product
(u,v)U =
∫
Ω
∇u ·∇v
for the Hilbert space U . For the Hilbert space V , we can then compute norms via the
Riesz representation theorem [46, §III.3]: For every v ∈ V , there exists a uniquely
determined rv ∈U such that
(u,rv)U =
∫
Ω
vu for all u ∈U and ‖v‖V = ‖rv‖U . (17)
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We investigate the numerical performance of backward step control on two non-
linear elliptic boundary value problems on bounded domains Ω with continuously
differentiable boundary.
All algorithmic parameters of backward step control are chosen as in [41] unless
otherwise stated.
4.1 Preconditioned Krylov subspace methods
We first illustrate the general Krylov subspace method approach presented in sec-
tion 3.1. As our focus in the case of Krylov–Newton methods here lies on a concise
algorithmic statement rather than ultimate computational speed, we use Chebfun [7,
21] as an algorithmic tool for the numerical results in section 4.1.1, because it allows
to compute numerically with functions (represented as adaptively truncated Cheby-
shev expansions) instead of numbers [44] and supports the automatic computation of
Fre´chet derivatives by the use of automatic differentiation in function space [10].
Because the linear operators in Chebfun are implemented in strong form, we also
use the strong form of the inner product in U
(u,v)U =−
∫ 1
−1
u∆v =−
∫ 1
−1
v∆u,
(which requires u or v to have square integrable second derivatives). It follows from
(17) that
−
∫ 1
−1
u∆rv = (u,rv)U =
∫ 1
−1
vu for all u ∈U,
and, thus, rv =−∆−1v and
‖v‖2V = ‖rv‖2U =
∥∥−∆−1v∥∥2U .
In Chebfun, ∆−1 can be evaluated efficiently using ultraspherical spectral collocation
[38]. Based on these prerequisites, we modified Chebfun’s builtin GMRES to use the
inner product and norm of U (instead of L2(Ω)) in combination with ∆−1 as a pre-
conditioner, which yields the correct residual norm
∥∥∆−1v∥∥U = ‖v‖V . We note that
we could have used MINRES or even CG because the resulting left-preconditioned
linear system is self-adjoint and positive definite in the case at hand [28]. This does
not affect our results dramatically, because GMRES produces the same iterates as
MINRES for self-adjoint systems. However, the current version of Chebfun does not
ship a MINRES implementation. The numerical results for the Carrier equation in
section 4.1.1 indicate that using the Riesz isomorphism as a preconditioner works
satisfactorily in our example.
4.1.1 Application to the Carrier equation
For ε > 0, we want to determine a real-valued function u(x) on x ∈ [−1,1] that solves
the nonlinear second order boundary value problem
ε∆u+2(1− x2)u+u2 = 1, u(±1) = 0, (18)
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Fig. 3 The local solutions to the Carrier equation with ε = 10−3 obtained by a GMRES–Newton method
with backward step control for κ = 10−2 and varying values of Hrel (0.1: solid, 0.05 and 0.01: dotted).
which—according to [9, §9.7]—is due to Carrier. For small ε , it becomes challenging
to solve (18) because of the existence of many local solutions (compare Fig. 3).
We apply the GMRES–Newton method described in section 4.1 to (18) and illus-
trate the convergence of the method in Fig. 4 for ε = 10−3, κ = 10−2, and varying
values of H = Hrel ‖δu0‖U , where we choose Hrel ∈ {0.5,0.1,0.05,0.01}. The ini-
tial guess is u0 = 0 and the termination criterion is ‖F(xk)‖V ≤ 10−11. The relative
GMRES termination tolerance κ was chosen rather large but at the same time small
enough to ensure sufficiently fast local convergence with two decimal digits per it-
eration. We first observe that no convergence can be obtained for Hrel = 0.5, even
though ‖F(u41)‖V drops below 2.6 · 10−5 and ‖δu7‖U ≈ 0.28. From these numbers
we can estimate the nonlinearity of the problem in terms of ω and its well-posedness
in terms of r based on Lemma 7, which yields
ω ≥ 2(1−κ)/(t7 ‖ f (u7)‖U )≈ 7.1 and ωr≥ 2(1−κ)/(t41 ‖F(u41)‖V )≈ 7.6 ·104
and shows that the problem is highly nonlinear.
For the remaining choices of Hrel we obtain convergence, albeit a different local
solution is found for Hrel = 0.1 than for the others (compare Fig. 3), which nicely
confirms the theory of Theorem 3. As guaranteed by Lemma 1, full steps tk = 1 are
taken in the vicinity of a solution and we can clearly observe the asymptotic linear
convergence rate of κ = 10−2 for the residual norm predicted by Lemma 8. The final
increment norms seem rather large because we do not compute δuk if ‖F(uk)‖V is
already below 10−11. Thus, the last increment norm lags behind by one iteration and
would be much smaller if we computed it again for the final iterate.
In Fig. 5, we see that the number of GMRES iterations needed in each nonlin-
ear iteration stays moderately small. In each GMRES iteration, one operator-vector-
multiplication must be carried out, which we compute via Chebfun as a directional
derivative of F . In total, 1255 (Hrel = 0.1), 1455 (Hrel = 0.05), and 2471 (Hrel = 0.01)
directional derivatives of F are required to solve the problem.
In addition, we can observe from Fig. 5 that the predicted step size tk needs to be
corrected only in few iterations k by the backward step control bisection procedure
outlined in section 2.9. In the first iteration, four (Hrel = 0.1,0.05) and five (Hrel =
0.01) bisection steps are required to reduce the initial step size guess t0 = 1. In all
other iterations marked by • in Fig. 5, only one additional bisection step is necessary,
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Fig. 4 The residual and increment norms and the step size sequence for a GMRES–Newton method with
backward step control applied to the Carrier equation with ε = 10−3 for κ = 10−2 and varying values of
Hrel.
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Fig. 5 The average number of
GMRES iterations for a GMRES–
Newton method with backward step
control for κ = 10−2 and varying
values of Hrel for the Carrier equa-
tion with ε = 10−3. Only in the iter-
ations marked with •, the backward
step control bisection procedure per-
forms extra iterations to determine
tk−1 and δuk and the plotted GM-
RES iterations are averaged over the
number of bisection steps.
except in iteration k= 8 for Hrel = 0.1 and k= 21 for Hrel = 0.01, where two bisection
steps need to be taken. This backs up our claim that the computational overhead of
backward step control is small.
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4.2 Approximation by Finite Elements
In contrast to section 4.1, we now explicitly discretize the increment δuk and the step
determination equation by Finite Elements: To this end, let C be a partition of Ω into
cells C ∈ C . We can then construct the finite-dimensional Finite Element subspace
U pC =
{
u ∈C0(Ω) | u is a polynomial of degree p on each C ∈ C}⊂U.
The increment is then determined by finding δuk ∈U pC such that
(F ′(uk)δuk)ϕ =−F(uk)ϕ for all ϕ ∈U pC . (19)
By fixing a nodal basis of U pC , we obtain a linear system with a large but sparse
(typically symmetric positive definite)
∣∣U pC ∣∣-by-∣∣U pC ∣∣ matrix.
4.2.1 Computation of norms in V
The discretization in the previous paragraph is completely standard. We now describe
the non-standard part, which comprises the computation of
‖F(uk)‖V and κk :=
‖F(uk)+F ′(uk)δuk‖V
‖F(uk)‖V
(20)
in the space V = H−1(Ω). To this end, we use again the Riesz representation (17).
However, using the same Finite Element subspace U pC for the discretization of (17)
would yield the wrong value κk = 0 because the numerator vanishes. Moreover, using
U pC would also give wrong results for ‖F(uk)‖V because the residual projected on U pC
converges locally quadratic (as a Newton method on a finite-dimensional space) if we
solve (19) exactly, but does not see the discretization error. Thus, we need to solve
(17) on richer Finite Element spaces. The numerical results in section 4.2.3 indicate
that choosing U p+1C seems to be sufficient for good estimates of the required V -norms.
4.2.2 Adaptive mesh refinement to minimize the contraction rate κ
Using p-refinement for the solution of (17) instead of refinement of C has two ad-
vantages: First, the increase in the degrees of freedom |U p+1C | with respect to
∣∣U pC ∣∣ is
only moderate if p is moderately large, e.g., p = 3. Second, the squared norm ‖rv‖2U
can then be written as a sum of contributions from each cell C ∈ C , which indicate
which cells should ideally be refined if κk is larger than a desired residual contraction
rate κ < 1 prescribed by the user. The cellwise contributions κk can be treated in the
same fashion as existing cellwise error indicators.
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4.2.3 Application to the minimum surface equation
In this section, we consider the classical minimum surface problem in the following
special form: Let |.| denote the Euclidean norm inR2 and letΩ = {x ∈ R2 | |x|2 < 1}
and u∂ (x) = sin(2pi(x1 + x2)). We seek a function u on Ω that equals u∂ on ∂Ω and
minimizes the area of its graph
min I(u) =
∫
Ω
√
1+ |∇u|2 s.t. u∣∣∂Ω = u∂ ∣∣∂Ω .
With the spaces U = H10 (Ω) and V = H
−1(Ω) as before, the minimum is described
as the solution u ∈ u∂ +U to the variational problem
F(u)ϕ :=
∫
Ω
∇ϕ ·g(∇u) = 0 for all ϕ ∈U, where g(v) := (1+ |v|2)− 12 v.
Thus, F maps u∂ +U to V . Its Gaˆteaux derivative F ′ : (u∂ +U)×U →V can then be
expressed as (
F ′(u)δu
)
ϕ =
∫
Ω
∇ϕ ·g′(∇u)∇δu,
where the Jacobian of g is given by
g′(v) =
1√
1+ |v|2
(
I2− 11+ |v|2 vv
T
)
.
We recall that F is continuously Gaˆteaux differentiable from U =H10 (Ω) (with norm
‖u‖2U =
∫
Ω |∇u|2) to V =H−1(Ω). To see this, we use the chain rule [30, 3.3.4. Thm.]
on the continuously Gaˆteaux differentiable L2(Ω ,R2) inner product and the Ne-
mytskii operator defined by g. The Nemytskii operator defined by g mapping from
L2(Ω ,R2) to itself is continuously Gaˆteaux differentiable by virtue of [26, Thm. 8,
Rem. 6], because g and its Jacobian are uniformly bounded |g(v)| ≤ 1 and |g′(v)|2×2≤
1 (where |.|2×2 denotes the spectral norm of 2-by-2 matrices), implied by the eigen-
values
1√
1+ |v|2
(
1− |v|
2
1+ |v|2
)
and
1√
1+ |v|2 ,
of g′(v) corresponding to the eigenspace spanned by v and its complement. We re-
mark here that F does not satisfy the stronger property of being continuously Fre´chet
differentiable as a mapping from H10 (Ω) to H
−1(Ω) as noted in [45].
We solve the resulting system (19) only approximately with a preconditioned
Conjugate Gradient (PCG) method [31]. The resulting inexactness also contributes to
the computations of κk in (20).
All computations were obtained with the software package deal.II [4,5].
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Fig. 6 Left: The initial mesh for the solution of the minimum surface equation has 425 cells. With p = 3,
the resulting Finite Element space has 2929 degrees of freedom. Right: The accepted and discarded values
of κk in the numerical solution of the minimum surface equation. Discarded values are marked with ◦
at fractional iteration numbers, the values of κk on the finally successful mesh are marked with × at
integer iteration numbers. The discarded values of κk converge to 1, while the accepted ones approach
approximately 0.08.
4.2.4 Efficient computation of Riesz representations
As described in section 4.2, the Riesz representations rv need to be computed from
(17) in order to compute the V -norms entering κk. The following algorithmical and
computational approaches are important to prevent the computation times for the
solution of (17) on the richer Finite Element subspace U p+1C from dominating the
overall computational effort:
1. We found that PCG with a symmetric Gauss–Seidel smoother as preconditioner
delivers good results. In the computations reported below, we employed a Cheby-
shev smoother of degree four because it yields a slightly better performance than
Gauss–Seidel when running the code on several processors in parallel. The use
of multigrid does not pay off because it usually involves a rather expensive setup
machinery on unstructured meshes (see, e.g., [33]) and the right-hand sides of
(17) consist mainly of high-frequency residuals in U p+1C \U pC , the low frequency
residuals having been mostly eliminated on U pC already.
2. In order to avoid a possible memory bottleneck caused by storing the stiffness
matrix discretized on the high-dimensional space U p+1C , we use a matrix-free re-
alization of the Laplacian [35].
3. Because the resulting computation times are then dominated by the bandwidth of
the access to main memory, we perform all computations involved in the (matrix-
free) matrix-vector products for the solution of (17) only with single instead of
double precision floating point arithmetic. The numerical results below indicate
that this approach is still sufficiently accurate, while being considerably faster.
4. Because κk only steers the algorithm but does not affect the quality of the iterates
xk directly, it can be computed with rather low accuracy requirements in the PCG
method. We use relative stopping criteria of 0.1 and 0.05 for the numerator and
the denominator of κk in (20).
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Fig. 7 Convergence of the residuals for backward step control κ-optimizing mesh refinement (black) and
mesh refinement based on the Kelly indicator for varying values of the required reduction ρ on the current
mesh for the minimum surface equation.
4.2.5 Details about the numerical setup
We discretize (19) and (17) by nodal Finite Elements of order p = 3 and p+ 1 = 4,
respectively, on quadrilaterals with tensor product polynomials using Gauss–Lobatto
nodes. For the elements on the curved boundary, we employ polynomial tranforma-
tions of degree seven from the reference cell to the physical cells. The relative toler-
ance of PCG for the solution of (19) is 0.001 (in the Euclidean norm on the discretized
vectors).
As a starting guess, we let u0 be the Finite Element interpolation of u∂ on the
coarsest mesh depicted in Fig. 6. In a first phase, we iterate until the increment
norm in U is below 0.01 without computing any V -norms. This first phase is a
finite-dimensional Newton method (κ = 0) globalized with backward step control
(Hrel = 0.05, t0 = 1) on the Finite Element subspace U
p
C belonging to the initial mesh.
For the successive phase of nonlinear adaptive mesh refinement described in sec-
tion 4.2, we choose κ = 0.5. If κk > κ , we mark all cells for refinement that have
a contribution of more than 2−p times the maximum cell contribution to κk, up to
a given maximum number of 200,000 cells. The resulting number of cells might be
slightly higher in the final mesh due to mesh smoothing in deal.II.
In the first eight iterations, the step size is gradually increased from t0 = 0.0625
to t7 = 0.9738. All other iterations are performed with full steps tk = 1. The mesh is
refined for the first time in iteration 11, kept for iteration 12, and then successively
refined in each further step until the maximum number of cells is reached in iteration
21. We can furthermore observe from Fig. 6 that from iteration 16 on, the first trial
value of κk before the refinement is always one (up to three decimal digits), which
shows that no further improvement can be achieved by performing more nonlinear
iterations on the current discretization, which is automatically detected correctly by
the algorithm.
Backward step control for Hilbert space problems 27
We compare in Fig. 7 the convergence of the residual norm ‖F(uk)‖V (computed
afterwards with high accuracy on a refined mesh, which is generated by one ad-
ditional global refinement step of the triangulation of the final mesh) of backward
step control κ-optimizing adaptive mesh refinement with the convergence when us-
ing mesh refinement with the deal.II builtin Kelly error indicator [34,23]. In contrast
to the theory of backward step control, there is no theoretical guideline for the Kelly
indicator on how many nonlinear iterations to run before another round of refinement
is triggered. We choose to refine as soon as the increment norm ‖δuk‖U becomes less
than or equal to a factor ρ > 0 of the error estimate returned on the last mesh by the
Kelly indicator. Fig. 7 shows that κ-optimizing adaptive mesh refinement delivers
the best ratio of residual norm versus CPU time and versus the number of degrees
of freedom compared to mesh refinement based on the Kelly indicator for varying
values of ρ = 0.5,0.1,0.01.
The computations for the solution of the minimum surface equation with a final
number of 1.5 million degrees of freedom using κ-optimizing mesh refinement took
112 s wall clock time on the four cores of a mid 2012 MacBook Pro, 2.3 GHz Intel
Core i7, 8 GB. Out of this grand total, the computations necessary for estimating κk
took only 18 s, even though they need to be performed on the high-dimensional Finite
Element space U p+1C .
5 Conclusions
We presented a comprehensive convergence analysis for (BSC), a method that glob-
alizes the convergence of Newton-type methods (2) for the solution of (1) in a Hilbert
space setting. We proved that under the reasonable assumptions A1–A5 the iterates
uk either leave the region of r-regular pointsRr (in which case we need to adjust M or
embed F in a suitable homotopy in order to prevent attraction to singularities) or con-
verge to the distinctive solution u∗0 (the initial guess u0 propagated by the generalized
Newton flow (3)) provided that H > 0 is chosen sufficiently small. Moreover, we pro-
vided an H-dependent a priori bound on the decrease of ‖F(uk)‖V and characterized
the asymptotic linear residual convergence rate by κ . We provided efficient numerical
methods based on the blueprint of bounding and optimizing κ in each iteration, either
over a finite-dimensional subspace in a Krylov–Newton method or through an adap-
tive Finite Element discretization, in order to balance the nonlinear residual norm
with the residual norm of the linear systems. We applied these methods to the class
of nonlinear elliptic boundary value problems and presented numerical results for the
Carrier equation in a Chebfun implementation and for the minimum surface equation
in deal.II. The challenge to efficiently compute norms in V = H−1(Ω) via the Riesz
preconditioner can be addressed by suitable numerical methods and techniques.
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