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る、映像内容全体の中の 1 つ 1 つのシーンに関する目次、インデクスにあたる
情報を生成する必要がある。社会的信頼やスポンサー企業の意向を考慮しなが
ら、1つ 1つのシーン自体が、1つの作品として、一定の情報クオリティを満足
























SceneCabinet / NBSを用いて、制作済の番組映像、また、SceneCabinet / NBS 



















































第 4章 テロップ文字認識によるメタデータ自動生成 












第 5章 制作済番組向けメタデータ生成の作業コスト削減 
放送した番組映像をネット配信向けに 2 次利用するケース、すなわち、制作
済番組を対象とし、メタデータ生成の作業コストの削減方法の提案、実験結果、




















SceneCabinet / Live! は、メタデータ生成の作業者が、音声で情報入力するだ
けで、メタデータ生成可能なユーザインタフェースを提供する。ライブ野球中











































































更に 1 つ 1 つのシーン単位で検索してから視聴したり、あるいは、盛り上がり
のシーンを繋げて、ダイジェストの形で視聴したりする等、多様な視聴スタイ
ルの形で発展してきた。 





















































































































































































































































































































































































































































































































































① 人手作業の必要性  
② 作業コストの内容と削減の可能性  






































































































































































































































① 人手作業の必要性  
② 作業コストの内容と削減の可能性  

















作業を削減する道具立て」に、3.1.4 項の図 3.1.4-2 で示した、ユーザインタフ
ェースのデザイン要件を満たす仕組みを導入する。 











図 3.2-1 提案方式の 2ステップ 
 
 
3.3  具体的な個別検討テーマ 



































































いった視覚特徴を用いた区間メタデータの自動生成が特徴である。    










時間の比較実験の結果と考察を述べる。 ⇒ 第 6章で述べる。 
 
 

















































































































































































































































































図 4.3.2.4-1： エッジ画像の例（テロップが表示されている画像の場合） 
 
 




























𝜌𝜌0 ≤  
𝜌𝜌ℎ + 𝜌𝜌𝑣𝑣
𝑠𝑠
       かつ、 
 
𝑟𝑟0 ≤  
𝜌𝜌ℎ
𝜌𝜌𝑣𝑣
 ≤  
1
𝑟𝑟0
     ・・・エッジペア密集度条件(1) 
 









ℎ  =  ∑ 𝑏𝑏𝑚𝑚,𝑘𝑘 𝑁𝑁𝑘𝑘=1 ≥  𝐴𝐴0   または、 
 
𝐴𝐴𝑛𝑛
𝑣𝑣 =  ∑ 𝑏𝑏𝑘𝑘,𝑛𝑛𝑀𝑀𝑘𝑘=1  ≥  𝐴𝐴0    ・・・文字列表示条件(2) 
 
ここで、𝑏𝑏𝑚𝑚,𝑛𝑛 はブロック(m, n) のエッジペア密集度条件(1) の判定結果（=1：
テロップ候補ブロック、=0：テロップなし）であり、𝐴𝐴𝑚𝑚ℎ  及び𝐴𝐴𝑛𝑛𝑣𝑣  は、部分ブロ
























のサイズは 40×40画素（ブロック数 12×16）、𝜌𝜌0 = 0.015、𝑟𝑟0 = 0.1、𝐴𝐴0 = 𝐷𝐷0 
= 2 とした。時間的な継続性の評価の際の後続のフレーム画像との時間間隔は











































































































 手順 1： 入力テロップ画像の水平ライン毎に輝度分布の二値化を行う（二
値画像 A）。 
 手順 2： 入力テロップ画像の垂直ライン毎に輝度分布の二値化を行う（二
値画像 B）。 




 手順 3 の結果においては、文字サイズが 30 画素×30 画素くらい以下の範囲
の比較的低解像度な場合、文字領域の輪郭がギザギザになることがある。これ


































図 4.3.3.5-1 ライン単位二値化の各手順の結果の例 
 
２枚のライン単位二値化画像を比較・組み合わせ
(a) 入力画像 (b) 水平ライン単位二値化結果





(a) ライン二値化     (b) 膨張領域      (c) 輪郭平滑化 




































































 手順 1： 仮の文字列矩形内で文字列方向のライン毎に文字列特徴値を求
める。 
 手順 2： 文字列特徴値の上位M個の平均値 Aveを求める。 
 手順 3： 閾値 Th = Ave / N 以上の文字列特徴値を持つラインを文字列ラ
インとして残す。 

















 提案手順の実データへの適用結果を述べる。図 4.3.4.5-1に結果の例を示す。 
 
 
図 4.3.4.5-1 テロップ文字列矩形抽出の実験結果の例 
 
 


































































































































































































































100% （= 34 / 34）
87% （＝65 / 75） 100% （＝65 / 65）
100% （= 34 / 34）
93% （＝25 / 27） 61%（＝25 / 41）
65 
 
4.5 Telop on demand システム 
我々は、テレビ放送映像全チャンネル分を録画蓄積しながら、並行して、リ
アルタイムに、4.3 節で述べた、テロップ文字の認識処理を実行するシステム




on demand のメタデータデータベースに格納される。 
Telop on demand は、テロップ文字の認識に関する一連の処理が実装されて
























図 4.5-1 Telop on demand のユーザ向け画面例① 
 
 















































































































5.2 メタデータ生成システム「SceneCabinet / NBS」  
5.2.1 機能概要 
 メタデータ生成用のユーザインタフェースシステム「SceneCabinet / NBS」
の機能概要を述べる。なお、SceneCabinetは筆者らの研究プロダクトのシリー
ズ名称であり、NBSは ”Next-generation Broadcasting System”の略である。
前世代システム SceneCabinet [Taniguchi] との機能差分を含め、SceneCabinet 
/ NBS が備える主な機能を以下に示す。 
 
 


















































































































































































(a) Titles of each topic in a news program
（ｂ）野球中継の得点数字のテロップ





































































































(1) 提案モデル A：SceneCabinet / NBSを利用（関連テキスト無し） 
(2) 提案モデル B：SceneCabinet / NBSを利用（関連テキスト利用） 
(3) 従来モデル 
44000, 119000, 再開発地区の建設ラッシュ, 現在、東京都内各地では、建設ラッシュが進んでいます。…
119000, 200000, 解決するには？交通渋滞, 次は、今も続く都心の渋滞問題についてです。…
200000, 306000, 洪水と戦った土木の神様,それでは今日の特集です。今、いろいろなところで…
（ａ） ニュースの読み原稿
(a) Script of news topic




(b) Score sheet of soccer game
80 
 


























































である。提案モデル Aは映像時間の約 1.8倍、提案モデル Bは約 1.3倍、従来








































































































は提案モデル A, Bが従来モデルの作業時間を約 43%削減できた結果となった。 





































































比べ、提案モデル A, B の作業時間が短く済んだ（図 5.4.2.1.1-1）。特に、提案
モデル Bは従来モデルの作業時間を約 69%削減できた結果が得られた。 






















































































































































































































































































































































































































































SceneCabinet / NBS をライブ放送用に拡張した「SceneCabinet / Live!」を開
発した。 

























































































































































実際の SceneCabinet / Live! の操作方法について述べる。メタデータ生成対
象のシーンに対し、作業者が発話音声をマイク入力すると、音声認識結果され
た結果が図 6.3.1-2の SceneCabinet / Live! の右側の音声認識結果ブラウザ上
に表示される。作業者は、表示された音声認識結果ブラウザ上のテキストを、












後のタイミングで実施する。すると、SceneCabinet / Live! のシステム上は、
音声認識の結果のテキストと共に、区間メタデータの終了時間も同時に記録さ
れる。 
SceneCabinet / Live! の音声認識結果ブラウザには、区間メタデータの終了























前節までに述べた、SceneCabinet / Live! を用いた、ライブ番組向けのメタ
データ生成の作業モデルを活用し、ライブ野球中継（全国都市対抗野球）1試合
分の全てのバッターシーンを対象にメタデータを生成する作業のコスト評価実
験を行った。具体的には、SceneCabinet / Live! を用いる提案方法と全て手作
業で行う方法の作業効率を比較する実験を行った。 
実験は複数の作業者によって行い、それぞれの作業モデル毎の作業効率を評
価した。以降、におい本節では、SceneCabinet / Live! を用いるメタデータ生
成の作業モデルを「作業モデル A」、手作業で全てのメタデータ生成を行う作業












 タイトル： バッターの名前、打席の結果、イニング数 
 概要文： バッターの名前、打席の結果、イニング数の他、アウト数、
ランナー出塁状況、ピッチャーの名前を含む文章 
 キーワード： タイトルと概要文に含まれる名詞と固有名詞 
 














している。図 6.4.2-1と図 6.4.2-2共に、6つのラインが描かれているが、1つ 1
つのラインが各作業者の作業時間を示すものである。 
図 6.4.2-1は、SceneCabinet / Live! を利用する作業モデル Aの結果であり、
野球中継が進行しても、6人全ての作業者について、同一作業者においては、メ
タデータ生成時間がほぼ一定であったことを示している。1人の打者に対するメ













ては、13 人目の打者のメタデータ生成は、ライブ映像に対し、約 35 分遅れで
完了している。この場合、図 6.2.1-1でしめした、メタデータ活用したライブ番
組の提供にあたって、サービス要件が満たせない可能性が高い状態となる。 





業モデル B のメタデータ生成の時間を比較すると、例えば、9 番目の打者シー
ンに対しては、作業モデル A における 6 人の作業者の平均作業時間は 6 分 17
秒であったのに対し、作業モデル B では 17 分 18 秒であった。これは 
SceneCabinet / Live! を用いた作業モデルによる作業時間は、手作業のみの作
業モデルの時間を 64%削減していることになる。 
更には、作業者 no.5の作業者においては、21番目の打者シーンのメタデータ
生成には、作業モデル Aで 3分 10秒、作業モデル Bで 17分 1秒である。作業





図 6.4.2-1 作業モデル Aにおけるメタデータ生成時間の遅延時間 
 





た」「大変だった」との意見が得られ、SceneCabinet / Live! を利用する作業モ
デル A は「大変ではなかった」との意見が得られた。特に、概要文の入力作業
に関しては、SceneCabinet / Live! を利用した場合は、野球中継の状況から目
を離さず、音声を入力するだけで実施できるため、手作業に比べ、非常に効率
的にメタデータ生成が実施できたとの意見が得られた。 
























































































































































































































































表 7-1 で示した各種メディア解析技術、及び、SceneCabinet / NBS と
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