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Esta dissertac¸a˜o aborda a tema´tica da interacc¸a˜o homem-ma´quina no controlo,
comando e supervisa˜o de ve´ıculos auto´nomos. O to´pico de Supervisa˜o tem vindo
a ganhar importaˆncia com o surgimento de novos e florescentes nichos de mer-
cado para aplicac¸a˜o de sistemas robo´ticos tais como a monitorizac¸a˜o ambiental
e a monitorizac¸a˜o de infra-estruturas, onde se destaca, a t´ıtulo de exemplo, a
robo´tica submarina que tem sido impulsionada pela indu´stria extractiva em off-
shore e pela indu´stria da construc¸a˜o de infraestruturas costeiras ou em off-shore.
As funcionalidades apresentadas por estes sistemas ainda dependem fortemente
da supervisa˜o do utilizador humano. As caracter´ısticas da supervisa˜o, por sua
vez, dependem do grau de autonomia com que estes sistemas sa˜o capazes de
desempenhar as tarefas que lhes sa˜o atribu´ıdas. As questo˜es de supervisa˜o ja´
ha´ algum tempo teˆm despertado em si alguma atenc¸a˜o por parte da comuni-
dade robo´tica motivo pelo qual se assiste a` transfereˆncia de projectos do seio da
comunidade de ”I&D”para a comunidade de desenvolvimento e servic¸os, onde
a problema´tica da supervisa˜o assume um papel fundamental para o sucesso das
aplicac¸o˜es dos sistemas robo´ticos. O trabalho desenvolvido permitiu a apre-
sentac¸a˜o de uma arquitectura para a supervisa˜o de sistemas auto´nomos. O
contributo do trabalho apresentado nesta dissertac¸a˜o alicerc¸a-se numa aborda-
gem experimental, que atrave´s da ana´lise de casos de estudo, ocorre ao longo de
duas linhas de trabalho: uma de cara´cter conceptual dirigida ao projecto e que
resulta numa proposta de arquitectura orientada para a supervisa˜o; e outra que
resulta em linhas orientadoras das interfaces de comando homem-ma´quina. A
motivac¸a˜o para este trabalho surge como resposta aos desafios colocados pelos
projectos que ocorrem no LSA/ISEP/IPP que protagonizam um papel relevante
na interacc¸a˜o homem ma´quina, e que sa˜o por exemplo o futebol robo´tico, a re-
iv
colha de dados oceanogra´ficos (batimetria) executada por um ASV (Ve´ıculo
Auto´nomo de Superf´ıcie) e a localizac¸a˜o de ”tags”(dispositivos identificadores)
dentro de edif´ıcios fechados usando pontos de acesso de redes sem fio.
Complementarmente a` soluc¸a˜o conceptual para a supervisa˜o desenvolvemos
diferentes e variadas interfaces gra´ficas como elementos integrantes da interacc¸a˜o
homem - sistema auto´nomo e que resultaram na implementac¸a˜o do sistema de
supervisa˜o da equipa de futebol robo´tico ISePorto e do sistema de batimetria
com o ve´ıculo ROAZ. Os resultados obtidos, confirmaram que os paradigmas de
supervisa˜o tendo em conta a iniciativa mista, promovem soluc¸o˜es mais versa´teis
e operacionalmente mais eficazes.





The main focus of this dissertation is the man-machine interaction problem in
autonomous vehicles control and supervision. The Supervision topic has been
gaining importance with the arise of new and growing market niches for robotic
systems applications in environmental and infrastructures monitoring like sub-
marine robotics supported by both off-shore extractive industry and off-shore
and coast infrastructure construction industry. The systems functionalities are
still strongly dependent on human supervision. The supervision characteristics
are, in return, dependent on the autonomy degree of the systems capability of
performing the designated tasks. The supervision problematic have gathered the
attention of the robotics community for some time, in terms of the project trans-
fer from the R&D community to service and development community, where su-
pervision takes a fundamental role in robotic systems applications success. This
dissertation’s contribute is based in an experimental approach, by analysis of
study cases, along two work lines: one, of conceptual character and project dri-
ven, results in a supervision guided architecture proposal; and the other results
in man-machine command interfaces guidelines. This works’ motivation comes
as an answer to the challenges placed by the projects in LSA/ISEP/IPP that
take a relevant part in man-machine interaction, like robotics football, ocean
data recovery (bathymetry) executed by an ASV (Autonomous Surface Vehicle)
and the localization of tags (identifying devices) inside closed buildings using
wireless net points.
Complementary to the conceptual solution for supervision were developed se-
veral different graphical interfaces as integration elements in a human-autonomous
system interaction and that result from ISePorto robotic football team super-
vision systems and the bathymetry systems with the vehicle ROAZ.
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The results obtained have confirmed that the supervision paradigms, consi-
dering a mixed initiative, promote more versatile and operationally more effec-
tive solutions.
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1.1 Problema
A utilizac¸a˜o de roboˆs em cena´rios na˜o estruturados tem vindo a crescer sig-
nificativamente nos u´ltimos anos [16, 17, 18]. Este crescimento, deve-se na˜o
so´ pelo aumento da per´ıcia, do desempenho e da autonomia dos roboˆs mas
tambe´m pela emergeˆncia de metodologias e te´cnicas que permitem a utilizac¸a˜o
de equipas de roboˆs em cena´rios de operac¸a˜o mais complexos. Contudo, grande
parte do desenvolvimento de sistemas robo´ticos com elevado grau de autonomia
ainda ocorre (domı´nio de aplicac¸o˜es limitado) no seio de programas de inves-
tigac¸a˜o e desenvolvimento [6, 17, 18, 19, 20] ou no seio da indu´stria orientada
ao espac¸o e a` seguranc¸a [16, 21, 22, 23]. Tem-se assistido nos u´ltimos anos ao
emergir de novos e florescentes nichos de mercado para a aplicac¸a˜o destes sis-
temas robo´ticos como sa˜o na monitorizac¸a˜o ambiental [24] e a monitorizac¸a˜o
de infra-estruturas, onde se destaca a t´ıtulo de exemplo, a robo´tica submarina
[25] impulsionada pela indu´stria extractiva em off-shore e pela indu´stria da
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construc¸a˜o de infra-estruturas costeiras ou em off-shore.
As funcionalidades apresentadas por estes sistemas, ainda dependem forte-
mente da supervisa˜o do utilizador humano [16, 17, 18, 22]. As caracter´ısticas da
supervisa˜o por sua vez dependem do grau de autonomia com que estes sistemas
sa˜o capazes de desempenhar as tarefas que lhe foram atribu´ıdas. Consequente-
mente, surge na primeira linha de pensamento a seguinte questa˜o: como deve
ser a interacc¸a˜o de um utilizador com um sistema multi-robo´tico para que o
elemento humano o possa supervisionar, controlar e comandar de modo a que
as deciso˜es tomadas sejam as mais adequadas? Torna-se enta˜o necessa´rio, entre
outros, formalizar a especificac¸a˜o das misso˜es, a supervisa˜o de todo o sistema e
ainda a forma de intervenc¸a˜o durante a execuc¸a˜o de uma missa˜o.
Na Figura 1.1 pode observar-se um diagrama que ilustra as poss´ıveis inte-
racc¸o˜es entre o homem e os agentes1 e estes entre si, e as poss´ıveis acc¸o˜es de
supervisa˜o.
Figura 1.1: Diferentes n´ıveis de interacc¸a˜o entre o homem e as ma´quinas
A interacc¸a˜o entre o humano e os sistemas robo´ticos pode ocorrer em diversas
1Um agente e´ um elemento na˜o humano que integra um sistema robo´tico podendo ser uma
pec¸a de software ou mesmo um roboˆ em si e que desempenha autonomamente determinadas
tarefas.
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fases que aqui sumariamente definimos: no ”desenvolvimento do sistema”; no
setup do sistema; e/ou durante a sua execuc¸a˜o.
Na fase de ”desenvolvimento do sistema”, esta interacc¸a˜o ocorre quase sem-
pre atrave´s de especialistas, e geralmente as questo˜es que a comunidade aborda,
sa˜o ao n´ıvel das ferramentas de desenvolvimento, das ferramentas de simulac¸a˜o
como auxiliares a` implementac¸a˜o, das ferramentas de especificac¸a˜o como au-
xiliares no design e concepc¸a˜o de comportamentos e funcionalidades e mais
recentemente, auxiliares de implementac¸a˜o baseado em case tools.
Na fase de setup geralmente sa˜o utilizadas ferramentas de detecc¸a˜o de falhas
e diagno´stico [26, 27, 28] e ferramentas de especificac¸a˜o de misso˜es e comporta-
mentos [29, 30, 31, 32] que permitem ao utilizador/operador preparar o sistema
para a funcionalidade projectada.
Para a fase em que o sistema esta´ em execuc¸a˜o, geralmente sa˜o utilizadas
ferramentas que permitem va´rios tipos de interacc¸a˜o que va˜o desde a supervisa˜o
do sistema [33], passando pela teleprogramac¸a˜o [22] ate´ uma interacc¸a˜o mais
”directa”como e´ a teleoperac¸a˜o [21].
O crescente aumento dos domı´nios de aplicac¸a˜o e o continuado enriqueci-
mento funcional dos sistemas robo´ticos tem conduzido esta a´rea para um espec-
tro de aplicac¸o˜es em que o utilizador humano ocupa simultaneamente o papel
de um agente do sistema e o papel de supervisor, denominando-se este tipo de
aplicac¸o˜es de iniciativa mista [34, 35, 36, 37, 38, 39, 40].
As questo˜es de supervisa˜o ja´ ha´ algum tempo teˆm atra´ıdo em si alguma
atenc¸a˜o por parte da comunidade robo´tica em func¸a˜o da transfereˆncia de pro-
jectos do seio da comunidade de ”I&D”para a comunidade de desenvolvimento e
servic¸os, onde a problema´tica da supervisa˜o assume um papel fundamental para
o sucesso das aplicac¸o˜es dos sistemas robo´ticos. O contributo desta dissertac¸a˜o
alicerc¸a-se numa abordagem experimental, que atrave´s da ana´lise de casos de
estudo, ocorre ao longo de duas linhas de trabalho: uma de cara´cter concep-
tual dirigida ao projecto e que resulta numa proposta de arquitectura orientada
para a supervisa˜o; e outra que resulta em linhas orientadoras das interfaces de
comando homem-ma´quina, conforma se pode observar pela Figura 1.2.
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Figura 1.2: A interface homem roboˆ discutida nesta tese
1.2 Motivac¸a˜o e enquadramento
Desde o ano 2000 que o Laborato´rio de Sistemas Auto´nomos (LSA) do ISEP/IPP
(Instituto Superior de Engenharia do Porto - Instituto Polite´cnico doPorto) tem
vindo a desenvolver va´rios sistemas robo´ticos, contribuindo para um conjunto
de soluc¸o˜es aplicado a um variado elenco de cena´rios tais como, por exemplo, o
caso do futebol robo´tico, a monitorizac¸a˜o ambiental ou vigilaˆncia mar´ıtima.
A consolidac¸a˜o da experieˆncia tem ocorrido no desenvolvimento de projectos
aplicados aos cena´rios anteriormente referenciados permitiram identificar um
conjunto de problemas que urge resolver no sentido de facilitar e promover o
uso de sistemas multi-robo´ticos. Uma das questo˜es mais importantes surge na
chamada interacc¸a˜o homem-ma´quina. Esta interacc¸a˜o so´ por si lanc¸a desafios ao
n´ıvel da optimizac¸a˜o das respectivas interfaces mas, de uma forma mais vasta,
ao n´ıvel da arquitectura organizacional e funcional destes sistemas.
A motivac¸a˜o para este trabalho surge como resposta aos desafios colocados
pelos projectos que ocorrem no LSA/ISEP/IPP que protagonizam um papel re-
levante na interacc¸a˜o homem ma´quina, e que sa˜o os seguintes: o futebol robo´tico,
onde uma equipa com va´rios roboˆs terrestres de forma coordenada jogam fu-
tebol; a recolha de dados oceanogra´ficos (batimetria) executada por um ASV
(Ve´ıculo auto´nomo de superf´ıcie); a detecc¸a˜o precoce de fogos florestais com re-
curso a um ou mais UAV; e a localizac¸a˜o de ”tags”(dispositivos identificadores)
dentro de edif´ıcios fechados usando pontos de acesso de redes sem fio.
O futebol robo´tico da Middle Size League (MSL) promovido pela ROBO-
CUP [20] e´ um cena´rio onde um grupo de roboˆs joga um jogo de futebol de
forma auto´noma tendo as regras com as quais se regem sido adaptadas previ-
amente. O ISePorto [41] tem vindo a participar ao longo dos u´ltimos anos no
campeonato da MSL. Apesar da equipa ser auto´noma durante o jogo, a para-
1.3 Objectivos e contribuic¸o˜es 5
metrizac¸a˜o de alguns elementos, tal como o nu´mero de jogadores, as ta´cticas
iniciais e a aplicac¸a˜o das regras de jogo sa˜o sempre com recurso a humanos.
Do mesmo modo a supervisa˜o dos dados que permitem caracterizar o estado
da equipa durante o jogo e´ tambe´m realizado por um operador humano. Ha´
tambe´m ainda a referir que durante o desenvolvimento dos algoritmos do joga-
dor e´ necessa´ria a existeˆncia de ferramentas que permitam que o humano aceda
a` malha de controlo, que efectue manobras usando a teleoperac¸a˜o e visualize
algumas varia´veis internas da aplicac¸a˜o do roboˆ.
A recolha de dados oceanogra´ficos e´ realizada pelo ASV ROAZ [42] e´ feita
de forma auto´noma onde, atrave´s de uma consola de operac¸o˜es, um operador
define a missa˜o a ser executada e envia-a para o ASV atrave´s do link de co-
municac¸o˜es existente. No processo de recolha de dados com ASV e´ necessa´rio
comec¸ar por definir uma a´rea de trabalho e o tipo de dados que sera˜o objecto
de estudo/recolha. Este cena´rio de operac¸a˜o e´ definido no in´ıcio da missa˜o mas
pode ser estendido dinamicamente caso haja essa necessidade. Durante uma
recolha de dados t´ıpica e´ usada a manobra do tipo ’corta-relva’ onde se torna
necessa´rio definir as distaˆncias e o raio de cada curvatura entre cada perfil.
O supervisor da aplicac¸a˜o, durante uma missa˜o, tem necessidade de verificar
o estado actual da missa˜o, altera´-la em tempo real e verificar se os mo´dulos
necessa´rios a` conclusa˜o da missa˜o permanecem a funcionar correctamente.
O sistema ”Wireless Positioning System”consiste numa plataforma mo´vel
para efectuar mapas de poteˆncias de sinais de access points WiFi, para poste-
rior utilizac¸a˜o na localizac¸a˜o e posicionamento de pessoas atrave´s de ”tags”ou
computador de bolso. Na localizac¸a˜o de ”tags”em edif´ıcios fechados, numa
fase inicial, torna-se necessa´rio criar mapas de poteˆncias dos access points dis-
pon´ıveis. Para tal e´ fundamental a existeˆncia de um mecanismo que permita
que um operador fac¸a o registo dessas poteˆncias para posterior utilizac¸a˜o.
1.3 Objectivos e contribuic¸o˜es
O objectivo deste trabalho e´ o de fornecer directivas que permitam a cons-
truc¸a˜o de equipas de roboˆs, no seus diversos componentes. Consequentemente,
pretende-se contribuir para o desenvolvimento de um modelo de refereˆncia que
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permita abordar de forma uniformizada e sistema´tica a interacc¸a˜o homem-
sistema auto´nomo. Desta forma pretende-se que este trabalho deˆ alguns contri-
butos tais como:
1. Avaliac¸a˜o de diferentes casos de estudo com o objectivo de sistematizar
acc¸o˜es de supervisa˜o;
2. Definic¸a˜o de uma arquitectura de interacc¸a˜o homem-roboˆ que abranja
diferentes n´ıveis de autonomia;
3. Propor soluc¸o˜es de supervisa˜o de sistemas robo´ticos;
4. Desenvolver a interacc¸a˜o homem-sistema auto´nomo.
Figura 1.3: Abordagem a` interacc¸a˜o homem-sistema auto´nomo
A metodologia para s´ıntese e definic¸a˜o do modelo referido parte da ana´lise
dos diferentes esta´gios de desenvolvimento, bem como dos elementos estruturan-
tes de um sistema robo´tico e do qual resultara´ uma arquitectura para o sistema.
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Apo´s esta fase resultaram tambe´m orientac¸o˜es para a definic¸a˜o de requisitos e
estrate´gias para o modelo de interface homem-sistema auto´nomo, tal como se
pode observar na Figura 1.3.
1.4 Organizac¸a˜o da tese
Esta dissertac¸a˜o esta´ organizada da seguinte forma:
• No cap´ıtulo 2 comec¸a-se por descrever as arquitecturas que permitem
desenvolver sistemas multi-robo´ticos que envolvem equipas de roboˆs ho-
moge´neos ou heteroge´neos, detalhando ainda os blocos principais de um
ambiente deste ge´nero. Sa˜o ainda referidos alguns pontos relativos a` ini-
ciativa mista.
• No cap´ıtulo 3 sa˜o apresentados treˆs casos de estudo diferentes sobre os
quais recaira´ a parte pra´tica desenvolvida.
• No cap´ıtulo 4 sa˜o discutidos alguns aspectos de implementac¸a˜o de inter-
faces de supervisa˜o, onde e´ definida uma arquitectura de implementac¸a˜o,
bem como as directivas principais no desenvolvimento de aplicac¸o˜es para
Iniciativa Mista.
• No cap´ıtulo 5 sa˜o apresentados os desenvolvimentos pra´ticos da interface
de supervisa˜o bem como muitos detalhes de implementac¸a˜o.
• O cap´ıtulo 6 e´ constitu´ıdo por alguns comenta´rios, bem como algumas
sugesto˜es para melhorias futuras do trabalho aqui apresentado.
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2.1 Introduc¸a˜o
Ainda esta´ longe o cena´rio que permita atrave´s de uma especificac¸a˜o formal
de objectivos e propriedades (f´ısicas, lo´gicas, operativas e temporais), obter de
forma automa´tica o projecto de um sistema auto´nomo que seja soluc¸a˜o de uma
determinada especificac¸a˜o. Contudo, enquanto na˜o se estabelecem essas me-
todologias, existe um grande conjunto de ”processos rotineiros”que ajudam na
realizac¸a˜o de uma forma na˜o automa´tica o projecto de sistemas auto´nomos. O
largo conjunto de to´picos e problemas ainda em aberto (exemplo: s´ıntese de
controladores, verificac¸a˜o, navegac¸a˜o, sensores, actuadores, arquitecturas com-
putacionais, RTOS, etc.) associados a este processo construtivo, e´ ainda um
obsta´culo para que a vertente ”de como fazer”aparec¸a como uma abordagem
integrada, surgindo quase sempre limitada ao to´pico teo´rico ou tecnolo´gico ob-
jecto de investigac¸a˜o. No entanto, os grupos de investigac¸a˜o teˆm vindo a focar
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a questa˜o do desenvolvimento do projecto quase atrave´s da descric¸a˜o da orga-
nizac¸a˜o proposta para as relac¸o˜es dos componentes atrave´s do que normalmente
se identifica como a arquitectura [1, 2, 3, 4, 5, 6].
Ja´ existem esforc¸os para o desenvolvimento de metodologias formais que orien-
tam a poss´ıvel aplicac¸a˜o da verificac¸a˜o formal e da s´ıntese automa´tica de contro-
ladores do comportamento. Contudo, estes esforc¸os na verificac¸a˜o e na s´ıntese
automa´tica teˆm-se limitado a desenvolvimentos em n´ıveis de grande abstracc¸a˜o
e geralmente aplicam-se a abordagens conceptuais, na˜o sendo ainda o seu uso ge-
neralizado a sistemas de elevada complexidade e heterogeneidade. Com o ritmo
crescente de inovac¸a˜o tecnolo´gica tem-se assistido a` multiplicac¸a˜o de projectos
de desenvolvimento de sistemas auto´nomos e, consequentemente, a` tentativa de
automatizar o projecto, ou, numa perspectiva interme´dia, definir ferramentas
que suportam o projecto e promovam a s´ıntese automa´tica de alguns componen-
tes. Exemplo muito concreto foi o esforc¸o levado a cabo pelo projecto ”Smart
Vehicle”[18] que teve por objectivo o desenvolvimento de uma metodologia que
integra ferramentas que auxiliam o projecto de sistemas ligados a` indu´stria da
automac¸a˜o.O ”Smart Vehicle”integra tecnologia a desenvolvida no projecto Mo-
BIES [43]. O ambiente que o MoBIES pretende proporcionar e´ caracterizado
por: modelizac¸a˜o e simulac¸a˜o de sistemas h´ıbridos, ana´lise e s´ıntese de sistemas
de controlo, prototipagem de controladores, gerac¸a˜o automa´tica de co´digo, ve-
rificac¸a˜o de co´digo via simulac¸a˜o e verificac¸a˜o de componentes electro´nicos via
”Hardware-in-the-Loop”. O grande desafio do projecto ”Smart Vehicle”sera´ o
de proporcionar a`s equipas de projecto um conjunto de ferramentas que permita
melhorar performances do projecto em paraˆmetros como a qualidade e o ”time-
to-market”, bem como uma abordagem de ”modelo u´nico”nas mu´ltiplas vistas.
Este modo, permite aos engenheiros das diferentes disciplinas trabalhar no seu
domı´nio espec´ıfico e, simultaneamente, manter a consisteˆncia e a eficieˆncia de
uma abordagem de modelo u´nico. Outro aspecto fundamental deste projecto
consiste na utilizac¸a˜o de modelos dos componentes no desenvolvimento de mo-
delos dos sistemas, facilitando desta forma a reutilizac¸a˜o de co´digo nas diversas
fases de projecto.
Como facilmente se constata na˜o e´ ainda fa´cil distinguir de forma clara a
abrangeˆncia de cada um dos to´picos de investigac¸a˜o associados a` robo´tica e
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identificar a respectiva contribuic¸a˜o para a supervisa˜o de sistemas auto´nomos.
A nossa abordagem ao estado da arte realizar-se-a´ essencialmente na ana´lise
das arquitecturas e da forma de como estas enderec¸am a interacc¸a˜o homem-
ma´quina.
Figura 2.1: Principais to´picos de desenvolvimento em sistemas multi-robo´ticos
A descric¸a˜o destas arquitecturas, bem como o trabalho associado, tem sem-
pre em vista todos os elementos que possam contribuir para a definic¸a˜o mais
clara e concisa de como podera´ ser constru´ıda uma interface de supervisa˜o para
va´rios ve´ıculos auto´nomos, cujo objectivo principal seja o desempenho com su-
cesso de uma determinada missa˜o. A Figura 2.1 apresenta um esboc¸o dos cam-
pos que teˆm sido mais abordados.
2.2 Arquitecturas
A sequeˆncia das abordagens aqui descritas visam apenas tipificar os diferentes
paradigmas existentes e a forma como estas sa˜o utilizadas. Algumas das abor-
dagens a` organizac¸a˜o de sistemas auto´nomos parecem possuir caracter´ısticas
muitos distinta. Contudo, estas aparentes diferenc¸as resultam mais da perspec-
tiva de quem as descreve do que da sua respectiva esseˆncia.
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A arquitectura subsumption
Subsumption [1] e´, no que respeita a arquitecturas de roboˆs, uma das mais
conhecidas e aquela que marcou um ponto de viragem na definic¸a˜o de arqui-
tecturas da robo´tica actual. Sendo uma arquitectura definida por diferentes
n´ıveis e´ caracterizada por ser reactiva. O seu autor, Rodney Brooks, comec¸a
por alterar e decompor de uma forma vertical o modelo ate´ enta˜o usado, Figura
2.2.
Figura 2.2: Forma vertical aplicada na robo´tica ate´ enta˜o [1].
Ao fazer esta alterac¸o˜es o autor ficou com uma arquitectura com diferentes
n´ıveis em que, cada vez que se vai subindo de n´ıvel, as func¸o˜es associadas ao
mesmo se tornam mais abstractas, Figura 2.3. A mais valia desta arquitectura
e´ a de poder introduzir outros n´ıveis de competeˆncia, em que cada n´ıvel de com-
peteˆncia funciona independentemente do n´ıvel que lhe esta´ acima, mas necessita
do n´ıvel que esta´ imediatamente abaixo para funcionar correctamente.
Na documentac¸a˜o conhecida desta arquitectura na˜o se conhecem refereˆncias
ao supervisor/operador provavelmente porque quando surgiu esta arquitectura,
em 1986, ainda na˜o se dava muita eˆnfase ao humano como supervisor do sistema
robo´tico.
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Figura 2.3: Modelo idealizado em subsumption por Brooks [1].
A arquitectura DAMN
A arquitectura DAMN [2] funciona de forma eleitoral, todos os comportamentos
distribu´ıdos teˆm votos, quer contra quer a favor, para que se execute uma de-
terminada acc¸a˜o, fazendo desta arquitectura uma arquitectura na˜o hiera´rquica.
Estes votos sa˜o enviados para um a´rbitro central.
Figura 2.4: Arquitectura DAMN [2].
O DAMN ARBITER, comforme e´ esquematizado na Figura2.4, e´ responsa´vel
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por combinar todos os votos dos diferentes comportamentos sendo o resultado
e´ enviado ao controlador do ve´ıculo. O a´rbitro consegue determinar as necessi-
dades principais do ve´ıculo atrave´s dos pesos que sa˜o atribu´ıdos aos diferentes
comportamentos. Por exemplo, as func¸o˜es responsa´veis pela detecc¸a˜o e desvio
de obsta´culos devera˜o ter um peso maior do que qualquer outra tarefa. Os
autores desta arquitectura na˜o referem nem relacionam os comportamentos do
roboˆ face a` interacc¸a˜o homem-ma´quina na˜o estando a arquitectura pensada para
poder ser usada em sistemas robo´ticos que necessitem de supervisa˜o. Eventu-
almente so´ atrave´s dos ”Mode Manager”e´ que um supervisor poderia actuar na
configurac¸a˜o dos pesos que sa˜o atribu´ıdos aos comportamentos.
A arquitectura desenvolvida no LAAS
A arquitectura desenvolvida no LAAS [3] e´ uma arquitectura hiera´rquica com
treˆs n´ıveis distintos. Temos o n´ıvel funcional, o n´ıvel de execuc¸a˜o e o n´ıvel de de-
cisa˜o. Esta arquitectura e´ provida de capacidades de planeamento e capacidades
de reacc¸a˜o. O esquema da arquitectura LAAS tem os seguintes n´ıveis:
• O n´ıvel funcional que e´ o responsa´vel por toda a parte de acc¸a˜o e percepc¸a˜o
do roboˆ. Acc¸a˜o, porque e´ daqui que, por exemplo, partem os comandos
para os motores. Percepc¸a˜o porque e´ a partir daqui que e´ feito o modelo
do mundo atrave´s da informac¸a˜o que e´ fornecida pelos sensores.
• O n´ıvel de execuc¸a˜o que controla e coordena a execuc¸a˜o das func¸o˜es de
acordo com os comandos que recebe sobre as tarefas que sa˜o necessa´rias
efectuar. Estas tarefas sa˜o geradas pelo n´ıvel de decisa˜o.
• O n´ıvel de decisa˜o que e´ responsa´vel pelo planeamento e monitorizac¸a˜o
das func¸o˜es que sa˜o necessa´rias executar para o cumprimento da missa˜o.
Este n´ıvel esta´ sempre atento aos eventos que possam surgir dos outros
n´ıveis.
Como se pode observar na Figura 2.5 o operador ja´ e´ tido em conta no
processo de supervisa˜o. Neste caso, o operador e´ responsa´vel pela definic¸a˜o da
missa˜o e pela supervisa˜o dos dados fornecidos pelas pec¸as de software. Esta
abordagem ainda na˜o menciona como e´ que o operador poderia interagir com
uma equipa de ve´ıculos .
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Figura 2.5: Arquitectura desenvolvida no LAAS [3].
A layered arquitecture for coordination of mobile robots (LACMR)
Esta arquitectura [4] divide o controlo dos roboˆs em treˆs camadas, o planea-
mento, a execuc¸a˜o e os comportamentos. A camada planeamento e´ responsa´vel
pelas deciso˜es de modo a que se cumpra a missa˜o. A camada de execuc¸a˜o e´
responsa´vel pela execuc¸a˜o e monitorizac¸a˜o das tarefas necessa´rias para cumprir
o que foi decidido pelo planeamento. A camada comportamento, neste caso,
funciona como a ligac¸a˜o entre o software e o hardware.
Esta arquitectura faz refereˆncia expl´ıcita ao cena´rio dos mu´ltiplos roboˆs. Na
Figura 2.6 podemos observar que a informac¸a˜o pode ser trocada entre os va´rios
n´ıveis, e entre roboˆs. A coordenac¸a˜o entre os va´rios roboˆs e´ feita atrave´s da co-
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Figura 2.6: A Layered Arquitecture for Coordination of Mobile Robots [4].
municac¸a˜o entre os mesmos n´ıveis de diferentes roboˆs. No caso da comunicac¸a˜o
entre os mo´dulos de planeamento dos diferentes roboˆs temos a coordenac¸a˜o entre
toda a missa˜o e aquilo que cada roboˆ tem de executar. A decisa˜o da divisa˜o das
tarefas e´ realizada entre todos os roboˆs, e´ aquele que e´ mais capaz que a executa.
A execuc¸a˜o necessita da comunicac¸a˜o com os outros roboˆs por motivos de sin-
cronizac¸a˜o. Enquanto que o n´ıvel anterior funciona como n´ıvel de decisa˜o entre
roboˆs, este funciona como sincronizac¸a˜o das tarefas. O comportamento permite
a ligac¸a˜o dos sensores de um roboˆ aos actuadores de outro e vice-versa. Esta
estrate´gia pode funcionar como um master-slave no caso de roboˆs homoge´neos.
Na documentac¸a˜o na˜o se encontram refereˆncias a` supervisa˜o, sendo que o
operador apenas pode definir a missa˜o a executar pelos mu´ltiplos ve´ıculos.
A arquitectura ALLIANCE
A arquitectura ALLIANCE [5] baseia o seu desempenho na atribuic¸a˜o aos agen-
tes que compo˜em, os atributos impacieˆncia e a aquiesceˆncia de modo a que a
selecc¸a˜o das acc¸o˜es se torne tolerante a falhas. A impacieˆncia e aquiesceˆncia
destes agentes aumentam ou passam a nulas consoante as tarefas que existam
para serem realizadas. A comunicac¸a˜o e´ importante mas na˜o e´ fundamental. A
aquiesceˆncia pode fazer com que um agente desista de realizar uma determinada
tarefa e a aquiesceˆncia faz com que um agente acabe a tarefa que na˜o foi con-
clu´ıda pelo outro agente. Os roboˆs teˆm motivac¸o˜es, que teˆm como input os dois
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estados internos ja´ referidos (aquiesceˆncia e impacieˆncia) e mais dois factores
externos que sa˜o a comunicac¸a˜o e os seus sensores.
Figura 2.7: Arquitectura Alliance [5].
Esta arquitectura, Figura 2.7, e´ orientada ao comportamento na˜o tendo por-
tanto em atenc¸a˜o o factor humano. Os sistemas que usam esta arquitectura teˆm
que ter uma autonomia muito elevada. Pode dizer-se que a supervisa˜o ja´ e´ rea-
lizada pelos roboˆs atrave´s da aquiesceˆncia e da impacieˆncia.
A arquitectura CAMPOUT
A arquitectura CAMPOUT [6] e´ baseada na ALLIANCE e define va´rias camadas
para o comportamento dos roboˆs.
Esta arquitectura, ao dividir os comportamentos em diferentes n´ıveis, faz
com que o controlo de alto n´ıvel apenas se preocupe em tomar deciso˜es para
a finalizac¸a˜o da missa˜o e os outros n´ıveis se encarreguem por exemplo da na-
vegac¸a˜o segura ou da comunicac¸a˜o.
O n´ıvel de comportamentos prima´rios ou ba´sicos, e´ onde esta˜o armazenados
todos os comportamentos que o roboˆ em causa consegue executar. Os compor-
tamentos compostos, na˜o sa˜o mais do que a junc¸a˜o de va´rios comportamentos
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Figura 2.8: Arquitectura CAMPOUT desenvolvida no JPL - Jet Propulsion
Laboratory [6] .
ba´sicos para a execuc¸a˜o de uma manobra mais complexa. A comunicac¸a˜o serve
para que possa existir uma interacc¸a˜o entre os mu´ltiplos agentes. Os compor-
tamentos escondidos sa˜o uma espe´cie de base de dados de informac¸o˜es sobre os
comportamentos dos outros roboˆs, apesar de serem tratados como comporta-
mentos normais. Esta base de dados pode requerer comunicac¸a˜o entre eles.
A cooperac¸a˜o e coordenac¸a˜o sa˜o realizadas atrave´s dos comportamentos
ba´sicos, compostos e os escondidos. Esta arquitectura funciona como se de
um roboˆ apenas se tratasse. Os comportamentos de cada roboˆ sa˜o considerados
por todos os outros como se fossem eles que os estivessem a fazer atrave´s do uso
dos comportamentos escondidos.
A arquitectura CAMPOUT e´ orientada a` supervisa˜o de mu´ltiplos ve´ıculos
(Figura 2.8). Esta arquitectura foi desenvolvida com o intuito de ser usada na
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explorac¸a˜o espacial, onde um grupo de ve´ıculos executam misso˜es com algum
grau de autonomia e interacc¸a˜o entre eles, sendo sempre supervisionados por
um ou mais operadores a partir de uma estac¸a˜o base em terra. As misso˜es a
executar sa˜o definidas sempre atrave´s de um operador.
2.3 Interacc¸a˜o homem-roboˆ
Ao longo do (pouco) tempo de estudo e desenvolvimento de controlo de mu´ltiplos
roboˆs, cedo se percebeu que uma arquitectura hiera´rquica podia prover bons re-
sultados. As arquitecturas hiera´rquicas por norma dividem determinadas partes
do controlo em diferentes n´ıveis onde cada n´ıvel e´ responsa´vel por determi-
nadas tarefas habitualmente distintas umas das outras. As arquitecturas na˜o
hiera´rquicas na˜o sa˜o ta˜o usadas mas tambe´m existem, como o caso da DAMN
cuja aplicac¸a˜o pra´tica tambe´m surtiu bons resultados.
Outro to´pico de discussa˜o e´ o facto de se descentralizar o controlo dos agen-
tes. A descentralizac¸a˜o da´ ao sistema uma boa redundaˆncia para o caso de
falhas, no entanto torna complicado o controlo e coordenac¸a˜o dos agentes,
tornando-se assim necessa´ria a comunicac¸a˜o, apesar de existirem arquitectu-
ras, como a ALLIANCE [5], que preveˆem soluc¸o˜es para o caso de um controlo
descentralizado e falhas nas comunicac¸o˜es. A centralizac¸a˜o do controlo pode
ser, no entanto, fundamental para que este responda bem. Na˜o e´ necessa´rio que
cada agente seja responsa´vel por decidir as suas acc¸o˜es, podendo este agente
responder perante um coordenador superior que, por sua vez pode estar depen-
dente de outro de uma forma hiera´rquica e assim sucessivamente. Este tipo
de arquitectura permite que no topo da hierarquia esteja apenas um agente,
embora seja poss´ıvel ter va´rios agentes no topo. Este tipo de controlo e´ muito
usado em formac¸a˜o de avio˜es.
Como esta a´rea de sistemas distribu´ıdos ainda esta´ numa fase embriona´ria,
na˜o se pode ainda afirmar qual das formas e´ melhor que a outra, ja´ que tudo
depende da aplicac¸a˜o em causa. A formac¸a˜o de avio˜es e´ um bom exemplo disso
ja´ que uma autonomia total de um dos avio˜es pode levar a` cata´strofe. No
entanto outras aplicac¸o˜es existem em que um agente completamente auto´nomo
possa tomar as suas pro´prias deciso˜es.
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Um dos factores a definir pela arquitectura consiste em permitir o controlo
de agentes apenas homoge´neos ou na˜o. A homogeneidade de uma equipa pode
levar a resultados melhores em termos de controlo ja´ que cada agente sabe per-
feitamente como funciona o outro podendo por isso gerar comandos para serem
executados pelos outros elementos de equipa. Por exemplo, se tivermos dois
agentes iguais a realizar uma tarefa conjunta, podemos ter apenas um destes
agentes a efectuar o controlo enquanto que o outro fica apenas a executar os
comandos decididos. Sistemas deste tipo, que fazem o controlo do tipo master-
slave, podem permitir uma o´ptima coordenac¸a˜o. O controlo de uma equipa de
roboˆs homoge´neos e´ realizada consoante as tarefas que sa˜o necessa´rias imple-
mentar na altura, as core skills de cada roboˆ sa˜o exactamente iguais pelo que so´
depende da disponibilidade de cada agente. No caso dos roboˆs heteroge´neos, as
tarefas podem agora ser atribu´ıdas consoante a capacidade do roboˆ. Em suma
o que uns roboˆs podem fazer podem outros na˜o o conseguir. Esta diferenc¸a de
controlo pode gerar dificuldade no caso de se ter um controlo descentralizado, ja´
que cada roboˆ tem que saber o que e´ que os outros sa˜o capazes de lhe oferecer.
Arquitecturas como o caso da ALLIANCE [5] permitem o controlo de roboˆs
heteroge´neos.
Quando se pretende desenvolver uma arquitectura para controlo de sistemas
distribu´ıdos na˜o se pode deixar o problema da interacc¸a˜o homem/ma´quina de
parte. Com efeito o risco que se corre e´ o de ter que se alterar alguns dos con-
ceitos de base dessa arquitectura mais tarde para que se consiga esta interacc¸a˜o.
Quando se fala em sistemas auto´nomos, podemos afirmar que o sistema deveria
ser completamente auto´nomos. No entanto, numa fase inicial, e´ necessa´rio que
o homem tenha controlo sobre todo o sistema, por exemplo durante a respectiva
fase de desenvolvimento. Poderemos ainda pretender que as misso˜es a executar
sejam entre humanos e roboˆs, o que implica que tenha de existir uma interface
entre eles. Actualmente os agentes ainda na˜o sa˜o completamente auto´nomos
quanto a` definic¸a˜o de misso˜es (e´ preciso que lhes digam o que e´ preciso fazer
para que o fac¸am), havendo arquitecturas que necessitam que se introduzam
manualmente determinados paraˆmetros. Existem no entanto algumas arquitec-
turas que usam sistemas dos mais variados tipos para que o roboˆ aprenda com
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experieˆncias anteriores. Assim o learning usado pela ma´quina pode em alguns
casos substituir o homem neste tipo de alterac¸o˜es.
O problema que se levanta e´ o da interacc¸a˜o ao n´ıvel da coordenac¸a˜o entre
a ma´quina e o homem, ou seja, como se coordena uma equipa formada por
ma´quinas e humanos para executarem uma determinada tarefa. A Figura 2.9
mostra o anel de controlo em que se pode observar onde e´ que entra a interface e
respectiva interacc¸a˜o do homem bem como a malha de realimentac¸a˜o dos roboˆs
[44].
Figura 2.9: Interacc¸a˜o homem-roboˆ. Adaptado de [7].
2.4 Interfaces de comando e controlo
A interacc¸a˜o homem-ma´quina ainda esta´ longe se se tornar igual a` interacc¸a˜o
homem-homem. Existem ja´ algumas caracter´ısticas na interacc¸a˜o homem-ma´quina,
tais como o processamento e sintetizac¸a˜o da voz ou reconhecimento facial, que se
assemelham a` relac¸a˜o entre humanos mas ainda numa fase muito embriona´ria.
As interfaces de comando e controlo sa˜o produto do se´culo XX, teˆm sido
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usadas essencialmente para a telero´botica, e habitualmente sa˜o dedicadas apenas
a um ve´ıculo cujo grau de autonomia e´ nulo. Podemos encontrar estes ve´ıculos
radio comandados em UAV tais como o Predator, em ve´ıculos terrestres (UGV)
para inspecc¸a˜o de locais remotos ou cata´strofe tais como o Lunokhod [21], ou
em ve´ıculos subaqua´ticos tais como os ROV’s [45]. A interacc¸a˜o t´ıpica entre o
utilizador e o ve´ıculo pode ser facilmente esquematizada tal como se encontra
na Figura 2.10.
Figura 2.10: Arquitectura gene´rica da teleoperac¸a˜o de um ve´ıculo [8].
Apenas recentemente se comec¸aram a tornar interfaces de supervisa˜o para
deixarem a parte do controlo do lado do ve´ıculo. Em termos gene´ricos o conceito
mais comum da interacc¸a˜o homem-ma´quina rege-se conforme o esquema da
Figura 2.11 [8].
Figura 2.11: Arquitectura gene´rica da interacc¸a˜o homem-ma´quina. Adaptado
de [8].
Existe ainda outro tipo de interfaces que na˜o pressupo˜em o uso de um GUI
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para controlo, pelo menos de forma directa. Os comandos podem ser realiza-
dos usando linguagem gestual, voz ou outro tipo de sinais gerados pelo corpo
humano. Este tipo de interfaces ainda sa˜o muito limitadas quer no desenvolvi-
mento quer no seu uso. Na˜o e´ verdadeiramente poss´ıvel usar, por exemplo, um
comando de voz quando se usa um ve´ıculo num cena´rio de cata´strofe. Quando
se executa uma operac¸a˜o remota, em que o ve´ıculo deixa de estar em linha de
vista, o feedback sera´ atrave´s um computador (ou outra forma ideˆntica), isto se
quisermos ter imagem visual do que se passa a` distaˆncia, ou mesmo se quiser-
mos saber algo sobre o estado interno no roboˆ. Este tipo de forma de interacc¸a˜o
pode ser u´til numa fase inicial unicamente como apoio ao ja´ existente, uso de
interface gra´fica, mas na˜o sera´, por enquanto, crucial no comando e controlo de
um qualquer equipa de roboˆs.
2.5 Iniciativa mista
Na Iniciativa mista o homem esta´ sempre no ciclo de controlo, podemos conside-
rar iniciativa mista tudo o que vai desde a simples teleoperac¸a˜o ate´ a` supervisa˜o
de um sistema auto´nomo. E´ assim importante que existam ferramentas que per-
mitam ao homem intervir, interagir ou simplesmente supervisionar. Do mesmo
modo e´ importante e´ que o homem fac¸a parte da questa˜o e que essa parte assuma
uma forma que esteja previamente definida no sistema .
Torna-se assim incontorna´vel caracterizar a que n´ıveis o homem pode actuar,
n´ıveis esses que va˜o desde teleoperac¸a˜o passando pela teleprogramac¸a˜o ate´ a`
autonomia completa.
Na teleoperac¸a˜o todos os roboˆs sa˜o operados directamente por um utilizador,
podera´ mesmo na˜o haver absolutamente nenhum sensor a bordo. Habitualmente
a complexidade deste tipo de sistemas e´ muito baixa e a interacc¸a˜o com o
utilizador e´ muito elevada. Todos os movimentos sa˜o executados pelo operador
usando para isso interfaces adequadas que podera˜o ir desde as simples interfaces
gra´ficas, aos joysticks, a consolas ou exoesquelestos [8].
Na teleprogramac¸a˜o o operador manda executar manobras pre´-definidas, ou
vai elaborando os planos da missa˜o a executar em tempo real. Hbitualmente
sempre que o ambiente muda, ou existe algo imprevisto, o operador tem de
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actuar. Neste caso os sensores ja´ permitem a construc¸a˜o de manobras mais
elaboradas como, por exemplo, o desvio de obsta´culos. A complexidade deste
tipo de sistema e´ me´dia e a interacc¸a˜o do operador e´ bastante menor, apesar de
ainda existir alguma.
Na autonomia completa o homem apenas tem a necessidade de supervisio-
nar os acontecimentos. Neste caso a complexidade do sistema e´ extremamente
elevada e a intervenieˆncia por parte do operador e´ nula.
A Figura 2.12 representa os diferentes tipos de iniciativa mista indicando a
complexidade do sistema relativamente a` interacc¸a˜o humana.
Figura 2.12: Complexidade versus interacc¸a˜o de treˆs tipos de sistemas. Adap-
tado de [8].
Os cena´rios de aplicac¸a˜o da iniciativa mista sa˜o os mais variados. A aplicac¸a˜o
deste tipo de estrate´gia pode ser verificada em locais como:
• Operac¸o˜es militares;
• Cena´rios de busca e salvamento;
• Aplicac¸o˜es industrias;
• Caracterizac¸a˜o de cena´rios perigosos a` distaˆncia;
• Explorac¸a˜o de outros planetas (p.e. Marte).
Uma das grandes plataformas de testes do uso de Iniciativa mista sa˜o as com-
petic¸o˜es internacionais, competic¸o˜es essas que podem ser ta˜o diferentes quando
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o Robocup Rescue [20] ou o ELROB/MELROB [19]. Sa˜o descritos tambe´m
algumas das experieˆncias em cena´rios militares [38], onde sa˜o abordados os as-
pectos do controlo de uma equipa de tanques na˜o tripulados, ou de misso˜es
ae´reas como o caso do MICA [37] que pretendia estudar a configurac¸a˜o, e recon-
figurac¸a˜o em caso de avaria de um dos elementos de uma esquadra de avio˜es na˜o
tripulados em misso˜es de reconhecimento. Existe ainda algumas abordagens a
operac¸o˜es de desminagem [39] ou operac¸o˜es em zonas que sejam altamente peri-
gosos [35]. Existem ainda cena´rios cuja complexidade tambe´m e´ relativamente
elevada como o exemplo das misso˜es a outros planetas sendo ultimamente dado
um grande eˆnfase a Marte [40].
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3.1 Introduc¸a˜o
Os casos de estudo apresentados resultam de treˆs cena´rios bem distintos. Sa˜o
abordados treˆs exemplos da interacc¸a˜o homem-ma´quina associados a cena´rios
cuja autonomia dos sistemas varia consideravelmente no seu grau de autono-
mia. No primeiro caso, a equipa de futebol robo´tico ISePorto [46], temos uma
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equipa de roboˆs cuja autonomia e´ bastante elevada. O segundo caso aborda
uma aplicac¸a˜o do ve´ıculo ROAZ [42] (onde o operador fecha por vezes o ciclo
de controlo) que resulta na utilizac¸a˜o de um ASV para recolha de dados ba-
time´tricos. Por fim e´ apresentado um caso cuja a autonomia e´ muito reduzida
e que exige uma grande actuac¸a˜o por parte do operador, o proto´tipo WPS.
3.2 Equipa de futebol robo´tico ISePorto
Interessa definir o enquadramento da equipa de futebol antes de entrarmos na
aplicac¸a˜o em si mesma. A iniciativa ROBOCUP [47], e mais propriamente as
ligas de futebol robo´tico, pretendem promover a robo´tica abordando um tema de
grande actualidade - o futebol. Este projecto revela-se de grande interesse uma
vez que grande parte dos algoritmos, software e hardware que sa˜o resultado
destas aplicac¸o˜es sa˜o muitas vezes aplicadas a outros cena´rios. Os principais
to´picos de desenvolvimento sa˜o a fusa˜o sensorial, navegac¸a˜o auto´noma, controlo
h´ıbrido na˜o linear e coordenac¸a˜o.
Um jogo de futebol robo´tico tem o mı´nimo de intervenc¸a˜o. O jogo comec¸a
com a colocac¸a˜o em campo dos jogadores das duas equipas que, depois de es-
tarem prontos a jogar, sa˜o ligados a um a´rbitro central constitu´ıdo por um
computador que envia os sinais aos jogadores atrave´s de uma ligac¸a˜o sem fios.
O campo e´ constitu´ıdo por duas balizas e um relvado verde com as marcac¸o˜es
t´ıpicas de um campo real. Os jogadores sa˜o maioritariamente de cor preta em
que cada equipa tem uma marca diferente pre´-definida (magenta ou ciano).
Apo´s o a´rbitro dar in´ıcio ao jogo, a intervenc¸a˜o humana passa a ser pratica-
mente nula, existindo apenas quando se detecta uma anomalia num jogador. E´
ainda poss´ıvel ter um treinador a funcionar num computador externo ao jogo. O
treinador pode receber mensagens globais dos roboˆs e actuar em conformidade.
Apesar da equipa ser auto´noma durante o jogo, a parametrizac¸a˜o de alguns
elementos, tais como o nu´mero de jogadores, ta´cticas iniciais e aplicac¸a˜o das
regras de jogo, sa˜o sempre feitas com recurso a humanos. Ha´ tambe´m ainda a
referir que, durante o desenvolvimento dos algoritmos do jogador, e´ necessa´ria a
existeˆncia de ferramentas que permitam que o humano entre na malha de con-
trolo, que efectue manobras usando a teleoperac¸a˜o e visualize alguns varia´veis
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internas da aplicac¸a˜o do roboˆ [46].
Os principais requisitos para a supervisa˜o da equipa de futebol robo´tico
podem agrupar-se em quatro to´picos:
• Visualizac¸a˜o modal dos dados
• Comunicac¸a˜o em tempo real
• Configurac¸a˜o das estrate´gias de controlo
• Debug, teste e avaliac¸a˜o de desempenho
A interface de supervisa˜o necessita de permitir a visualizac¸a˜o modal de to-
dos os dados. So´ se pode efectuar uma boa supervisa˜o se se puder visualizar os
dados da aplicac¸a˜o de va´rias formas e a diferentes n´ıveis. A aplicac¸a˜o de super-
visa˜o, ale´m de ter de conseguir gerir uma grande quantidade de dados, tera´ de
os conseguir apresentar de forma a que um utilizador humano consiga retirar
informac¸a˜o que lhe permita avaliar o estado global ou pequenos pormenores de
um roboˆ em tempo u´til. E´ importante que seja poss´ıvel ver a posic¸a˜o de todos
os graus de liberdade (f´ısicos) bem como o seu estado interno e como ele veˆ
o mundo a` sua volta. Estas necessidades surgem por diferentes factores, seja
durante a fase de desenvolvimento em que e´ necessa´rio garantir que o algoritmo
produz os resultados satisfato´rios, seja durante um jogo para posterior ana´lise
dos dados obtidos. Um exemplo pra´tico e´ o de teste da procura de linhas do
campo por parte de um roboˆ. Depois dos ca´lculos feitos e´ necessa´rio referen-
ciar essa mesma linha no mundo e posteriormente perceber se o resultado e´ o
correcto. Preferencialmente sera´ interessante poder visualizar esta imagem em
tempo real. E´ poss´ıvel extrapolar este caso para todos os objectos do campo,
nunca esquecendo que na representac¸a˜o tem se ser poss´ıvel a distinc¸a˜o dos ob-
jectos por roboˆ.
A necessidade da visualizac¸a˜o modal dos dados, ou seja, a visualizac¸a˜o de
diferentes tipos e perspectivas da informac¸a˜o do roboˆ, torna necessa´rio ter es-
trate´gias de comunicac¸a˜o que permitam que tal acontec¸a em tempo real.
Cada ve´ıculo envia dados como posic¸a˜o actual, tipo de manobra, onde esta´
a bola e ainda dados de coordenac¸a˜o, a referee box envia eventos de jogo e o
treinador mensagens de coordenac¸a˜o. E´ necessa´rio criar n´ıveis diferentes de
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dados que circulam em cada um destas linhas de transfereˆncia. Existem dados
que teˆm de chegar em tempo u´til e necessitam de confirmac¸a˜o de entrega, por
exemplo as mensagem de coordenac¸a˜o. Existe outro tipo de mensagens que sa˜o
enviadas periodicamente e que na˜o ha´ necessidade de confirmac¸a˜o e reenvio da
mesma mas sim de uma nova actualizac¸a˜o desse dado, por exemplo a posic¸a˜o
actual do roboˆ. Existe ainda outro tipo de informac¸a˜o que na˜o e´ necessa´ria
chegar a todos os roboˆs, mas apenas a´queles interessados, por exemplo quando
se executa uma manobra coordenada de ataque. Existem ainda dados que teˆm
de ser enviados em broadcast tais como os eventos gerados pela referee box.
Daqui se depreende que um sistema com estas caracter´ısticas necessita do
envio de dados perio´dicos, na˜o perio´dicos, com confirmac¸a˜o de entrega e com
requisitos temporais bem definidos. Durante o desenvolvimento ha´ que ter em
conta ainda os logs. Estes dados sa˜o muito importantes, seja para visualizar
em tempo real como se uma folha de ca´lculo se tratasse, seja para uso posterior
com o recurso a ana´lise gra´fica. A referenciac¸a˜o dos dados adquiridos em tempo
real e´ etiquetada temporalmente o que implica que todos os sistemas tenham de
estar com os relo´gios sincronizados. Existe ainda outro factor importante que
sa˜o os sensores de visa˜o, este tipo de sensores precisa de func¸o˜es especiais para
mostrar a informac¸a˜o. Devera´ ser poss´ıvel mostrar a imagem real, bem como a
sobreposic¸a˜o de imagens processadas. Estes dois u´ltimos exemplos teˆm de per-
mitir que seja reservada uma grande largura de banda para o uso em tempo real.
Durante a fase debug que e´ feito numa equipa de roboˆs surgem sempre grande
quantidade de informac¸a˜o para posterior ana´lise. Este tipo de informac¸a˜o tem de
poder ser ligada e desligada consoante a utilizac¸a˜o. Durante os jogos conve´m na˜o
estrangular a rede, que tipicamente e´ wireless a/b/g. Durante a fase de testes
pode ser u´til observar a evoluc¸a˜o de alguns dados e determinadas varia´veis.
Nas comunicac¸o˜es os principais aspectos/requisitos a salientar sa˜o:
• Grande quantidade de informac¸a˜o;
• Necessidade de preservar a rede;
• Possibilidade de diferentes sa´ıdas para a mesma informac¸a˜o: ficheiro, rede
e uso interno;
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• Dados do tipo event-triggered e time-triggered ;
• Envio de dados em determinadas janelas temporais pre´-definidas.
As configurac¸o˜es da estrate´gias de controlo necessitam de ser realizadas antes
de cada jogo e precisam de um conjunto de comandos na interface de supervisa˜o.
As configurac¸o˜es neste tipos de estrate´gias necessitam de ser realizadas rapida-
mente, podendo para isso ser usado um preview ou simulador do que se ira´
passar com a configurac¸a˜o actual.
3.2.1 Princ´ıpio de funcionamento - user case
A operac¸a˜o da equipa de futebol robo´tico ISePorto, Anexo C, pode ser divi-
dida em va´rias fazes: ’Setup’, ’Briefing’, ’Debug’, ’Game’, ’Debriefing’ e ’Close’.
Com o objectivo de se perceber cada fase torna-se importante definir as enti-
dades envolvidas numa equipa de Futebol. Sa˜o elas o team leader que toma
deciso˜es antes de cada jogo sobre cada jogador, o supervisor que monitoriza
todos os dados durante o jogo e identifica poss´ıveis falhas, o te´cnico que coloca
e retira fisicamente o roboˆ de jogo e o programador que desenvolve software
para os roboˆs. As outras entidades sera˜o o computador de supervisa˜o, treina-
dor (computador que recolhe e analisa todos dados de jogo, podendo participar
fornecendo directivas aos jogadores de campo) a equipa de roboˆs e a referee box.
A Figura 3.1 esquematiza as entidades envolvidas e a forma como se interligam
entre si.
Figura 3.1: Arquitectura gene´rica da equipa de futebol robo´tico
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Setup
A fase de ’Setup’ na˜o e´ mais do que todo o processo que se inicia no momento
de desempacotar os roboˆs ate´ os ligar e colocar em campo prontos a jogar.
Procede-se enta˜o da seguinte forma nesta fase:
• O te´cnico ”assembla”os roboˆs e monta poss´ıveis partes que tenham sido
desmontadas para o transporte. Faz verificac¸o˜es em todas os contactos de
encaixe bem como ligac¸o˜es e conectores. Insere os conjuntos de baterias
nos roboˆs.
• O te´cnico configura as ligac¸o˜es wireless de todos os roboˆs para que estes
se liguem a uma rede pro´pria que sera´ usada por todas as equipas durante
os jogos.
• O te´cnico monta e liga o servidor central que contem as aplicac¸o˜es/Sistemas
operativos. O servidor tambe´m e´ configurado para ligar a` mesma rede wi-
reless dos roboˆs.
• O supervisor arranca a aplicac¸a˜o de supervisa˜o e configurac¸a˜o da equipa.
• O te´cnico liga os roboˆs num bota˜o pro´prio para o efeito.
• O supervisor faz desencadear uma se´rie de testes de software e hardware
remotamente para verificac¸a˜o do estado dos roboˆs.
• Quando o supervisor detecta uma falha coloca o te´cnico ao corrente da
situac¸a˜o para resoluc¸a˜o da mesma.
• Quando o supervisor verifica que os roboˆs esta˜o operacionais em temos de
software e hardware permite a passagem para a fase seguinte.
Briefing
O ’Briefing’ e´ uma fase de transic¸a˜o onde sa˜o parametrizadas todas as opc¸o˜es
que dependem de externos, o a´rbitro e a outra equipa.
• O team leader juntamente com o a´rbitro de jogo define qual a cor da
equipa e que metade do campo sera´ usada no in´ıcio de jogo.
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• O team leader notifica o supervisor da cor e que metade do campo sera´
usada.
• O supervisor configura a cor e a´rea de jogo da equipa atrave´s da aplicac¸a˜o
de supervisa˜o.
• O supervisor liga a consola ao a´rbitro electro´nico (referee box ) que sera´
usado durante o jogo. Esta referee box tem um enderec¸o IP e um porto
de ligac¸a˜o que podera´ variar consoante os jogos.
• O team leader informa o supervisor do tipo de estrate´gia a usar, definindo
os defesas, atacantes, guarda-redes e se o treinador sera´ usado ou na˜o.
• O supervisor indica que tudo esta´ configurado e pronto a passar a` fase
seguinte que sera´ a de ’Game’ ou de ’Debug’.
Game
A fase de ’Game’ representa tudo o que se passa durante o jogo antes e apo´s o
intervalo.
• O operador indica na aplicac¸a˜o de supervisa˜o que os roboˆs esta˜o prontos
para jogar.
• O supervisor e o team teader supervisionam o que se vai passando na
equipa. E´ necessa´rio supervisionar a posic¸a˜o dos roboˆs e respectiva con-
fianc¸a em campo, o heartbeat do roboˆs, a orientac¸a˜o de cada roboˆ e a
confirmac¸a˜o da recepc¸a˜o de comandos da referee box.
• O team teader, depois de pedir ao a´rbitro, pede ao te´cnico para retirar um
roboˆ de jogo caso seja detectada uma anomalia.
• O te´cnico pressiona um bota˜o que indica que o roboˆ fica fora de jogo caso
seja necessa´rio.
• O team leader, depois de pedir ao a´rbitro, pede ao te´cnico para colocar
um roboˆ em jogo caso seja necessa´rio.
• O te´cnico pressiona um bota˜o que indica que o roboˆ fica imediatamente
em jogo.
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• Durante esta fase a equipa apenas reage a eventos da referee box. O
procedimento do uso ou programac¸a˜o das regras sa˜o aqui omitidos para
simplificar a ana´lise da supervisa˜o.
Debug
A fase de ’Debug’ permite validar software ou partes de hardware.
• O programador pode ligar um simulador ou um player que representa um
jogo entretanto gravado.
• O programador pode alocar uma largura de faixa que permita enviar todos
os dados em tempo real e disponibiliza´-los na aplicac¸a˜o de debug.
• Depois do ’Debug’ terminado, o programador pode passar para a fase de
’Briefing’ novamente ou para o ’Close’.
• O operador pode teleoperar ou teleprogramar cada roboˆ individualmente.
Debriefing
O ’Debriefing’ serve para verificac¸a˜o do que correu eventualmente mal.
• O supervisor copia a informac¸a˜o que ficou armazenada sob forma de log
nos roboˆs para imediata ou posterior verificac¸a˜o.
• O team teader informa se a fase seguinte e´ um novo jogo e passa para
’Briefing’, ou se ja´ na˜o ha´ mais jogos e passa para ’Close’.
Close
O ’Close’ e´ para as tarefas finais, tais como desligar, desmontar e embalar.
• O supervisor desliga os roboˆs remotamente.
• O te´cnico retira as baterias.
• O te´cnico desmonta (o necessa´rio) e embala os roboˆs ou sa˜o arrumados
para o pro´ximo jogo.
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3.2.2 Resultados da aplicac¸a˜o da equipa de futebol robo´tico
Como resultado final da aplicac¸a˜o de futebol e´ necessa´rio que as ferramentas
descritas permitam que a equipa jogue cumprindo todos os regulamentos e regras
definidas pela ROBOCUP [47]. Entende-se nesta fase que a equipa se ligue e
interprete os comandos do a´rbitro (referee box ), e mediante os comandos execute
as jogadas em conformidade.
3.3 Batimetria e monitorizac¸a˜o com ASV
No processo de recolha de danos e monitorizac¸a˜o com ASV e´ necessa´rio comec¸ar
por definir uma a´rea de trabalho e o tipo de dados que sera˜o objecto de estudo.
Esta definic¸a˜o e´ feita recorrendo a um mapa. Este cena´rio de operac¸a˜o e´ definido
no in´ıcio da missa˜o mas pode ser estendido dinamicamente caso haja necessi-
dade. Durante uma recolha de dados t´ıpica e´ usada a manobra do ’corta-relva’,
Figura 3.2, onde se torna necessa´rio definir as distaˆncias e eventualmente o raio
de cada curvatura entre cada perfil.
Figura 3.2: Manobra do tipo ’corta-relva’ t´ıpica na recolha de dados batime´tricos
de um ASV no ”Google Earth”r.
Os requisitos do sistema passam pela possibilidade da teleoperac¸a˜o, visu-
alizac¸a˜o modal dos dados, comunicac¸o˜es mo´veis, especificac¸o˜es das misso˜es e
mecanismo de teste e debug :
• Teleoperac¸a˜o e teleprogramac¸a˜o;
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• Consola de Operac¸a˜o;
• Visualizac¸a˜o modal dos dados;
• Comunicac¸o˜es;
• Especificac¸o˜es das misso˜es;
• Debug e teste.
Na teleoperac¸a˜o e´ necessa´rio o mapa do local, imagem de v´ıdeo em tempo
real e uma forma de controlo f´ısico, tipicamente joystick. Tendo um ASV carac-
ter´ısticas de outdoor e´ importante uma georeferenciac¸a˜o da posic¸a˜o actual do
mesmo com representac¸a˜o em cima de um mapa. A mesma interface devera´ ser
capaz de poder suportar a gesta˜o de misso˜es. A` semelhanc¸a do que havia sido
referido para o ISePorto, e´ fundamental uma boa estrutura de logs ja´ que um
dos objectivos principais e´ o de recolha de dados.
A consola de operac¸a˜o e´ um computador sun light readable podendo ser
usado um mini computador de bolso (p.e. Nokia n770 ou n800). A aplicac¸a˜o de
controlo devera´ ser modular de tal forma que se adequ´e facilmente aos diferentes
tipos de consolas de operac¸a˜o. A portabilidade do co´digo tambe´m e´ importante
visto poder ter que correr em plataformas computacionais distintas (i.e i386,
ARM, etc.). Os controlos devera˜o ser o mais simples poss´ıvel e devera˜o evitar
os erros humanos. No caso da execuc¸a˜o de uma missa˜o, devera´ ser poss´ıvel
gerar as respectivas misso˜es oﬄine recorrendo ao uso de pontos e linhas ou
usando manobras compostas mais espec´ıficas que sa˜o enviadas para o ve´ıculo.
Durante a execuc¸a˜o da missa˜o deve ser poss´ıvel mudar a missa˜o, fazer pausa, ou
simplesmente abortar a missa˜o. Deve existir tambe´m a possibilidade da ra´pida
imobilizac¸a˜o do ve´ıculo ou uma comutac¸a˜o ra´pida entre o controlo auto´nomo e
teleoperac¸a˜o.
A comunicac¸a˜o entre o ve´ıculo e a consola terrestre e´ feita atrave´s de uma
antena wireless IEEE 802.11 a b/g usando a rede A a 5GHz. Existe a necessidade
de haver um sinal de heartbeat entre o ve´ıculo e a consola. Quando o sinal na˜o
esta´ presente o ve´ıculo deve entrar numa manobra que o leve a` u´ltima posic¸a˜o
conhecida com link ou ficar simplesmente imobilizado. Os comandos enviados
pela consola devera˜o ser repetidos ate´ que exista um heartbeat por parte do
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ve´ıculo. Este tipo de sinais sa˜o similares aos que sa˜o enviados pelo ve´ıculo
quando um qualquer evento ocorre (i.e. mudanc¸a de manobra). A informac¸a˜o
do estado do ve´ıculo e´ enviada a uma taxa pre´ definida. Estes dados na˜o sa˜o
reenviados caso na˜o cheguem a` consola, e´ sempre prefer´ıvel enviar um novo sinal
do que reenviar um antigo. Nesta categoria devem considerar-se todos os dados
que da˜o origem a` actualizac¸a˜o da informac¸a˜o na consola.
Figura 3.3: Direcc¸a˜o das comunicac¸o˜es entre a interface e o ASV
Apesar da decisa˜o de parar ou abortar uma missa˜o ser realizada com os dados
que sa˜o constantemente actualizados na consola, e´ poss´ıvel dividir os dados que
sa˜o fornecidos pelos sensores em duas categorias, os dados que sa˜o usados para
o controlo do ve´ıculo e os dados da aplicac¸a˜o, por exemplo batimetria. Os dados
cr´ıticos devem ser mostrados de uma forma clara e sempre que poss´ıvel a cores
diferentes. O outro tipo de dados pode ser mostrado noutro tipo de janelas
da aplicac¸a˜o. A informac¸a˜o do link tais como poteˆncia e actividade devem
estar sempre presente. E´ a u´nica forma de se poder ter alguma confianc¸a nas
manobras a executar bem como a que distaˆncia se pode ir. Deve ser fornecido
um mapa do local da missa˜o com a indicac¸a˜o das coordenadas de GPS.
A missa˜o deve ser criada num interface pro´prio, onde devera´ haver a possibili-
dade de a guardar e alterar. Deveram ser fornecidas ferramentas que permitam
criar as misso˜es facilmente, adicionar ao mapa pontos, linhas, poligonos, que
mais tarde dara˜o origem a` missa˜o. Depois da missa˜o ser executada, devera´ ape-
nas poder ser abortada, parada ou em alternativa acrescentadas novas directivas
a` missa˜o que esta´ a correr.
Os dados de log podera˜o ser guardados a bordo do ve´ıculo ou enviados para
a consola em tempo real. E´ preciso relembrar que existem dados cujas taxas
sa˜o ta˜o elevadas que na˜o podem ser enviados em tempo real. Ha´ que contar
tambe´m com poss´ıveis falhas na comunicac¸o˜es que podem levar a` na˜o integridade
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de alguns dos dados. Os dispositivos de log a bordo deste tipo de ve´ıculos na˜o
devem conter partes mo´veis, i.e. disco duros, devera˜o ser utilizados, por exemplo
carto˜es de memo´ria.
3.3.1 Princ´ıpio de funcionamento - user case
Sendo o ASV, Anexo C, um ve´ıculo que funciona essencialmente associado a
aplicac¸o˜es de dados batime´tricos, torna-se necessa´rio descrever o cena´rio de
operac¸a˜o, seja ela auto´noma (execuc¸a˜o de misso˜es) ou teleoperada. Podemos
enta˜o dividir o uso do sistema de recolha de dados batime´tricos e monitorizac¸a˜o
nas seguintes fases: ’Setup’, ’Briefing’, ’Debug’, ’Pre´-Mission’, ’Mission’, ’Po´s-
Mission’, ’Debriefing’ e ’Close’. As entidades envolvidas neste tipo de cena´rios
sa˜o o mission leader, o operador e o te´cnico. Ale´m do ASV para concretizac¸a˜o
da missa˜o tambe´m e´ poss´ıvel contar com um Barco de apoio.
Figura 3.4: Arquitectura gene´rica de recolha de dados com ASV
Setup
O ’Setup’ do ROAZ resulta das acc¸o˜es necessa´rias ate´ a` colocac¸a˜o do ASV na
superf´ıcie aqua´tica pronto a dar in´ıcio a` preparac¸a˜o da missa˜o.
• O te´cnico Assembla a consola de terra e o ve´ıculo ROAZ.
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• O te´cnico liga o sistema computacional a bordo do ROAZ. O sistema com-
putacional ficara´ ligado a uma rede Ad Hoc que comec¸ara´ imediatamente
a disponibilizar informac¸a˜o para essa mesma rede;
• O operador verifica graficamente na consola de operac¸o˜es que o sistema
computacional a bordo do ROAZ esta´ a funcionar, bem como cada mo´dulo
necessa´rio para a execuc¸a˜o da missa˜o;
• O te´cnico coloca o ve´ıculo na a´gua juntamente com o barco de apoio.
• O operador verifica os mo´dulos de hardware cr´ıticos para o sucesso da
missa˜o (link de comunicac¸o˜es, propellers, etc);
• O operador em consonaˆncia com o mission leader autorizam o in´ıcio da
fase de definic¸a˜o da missa˜o.
Briefing
O ’Briefing’ e´ uma fase onde sa˜o parametrizadas todas as opc¸o˜es que dependem
de elementos externos ao sistema. Em u´ltimo caso serve para que seja verificado
a operacionalidade de todos os mo´dulos.
• O operador define a missa˜o na, consola, num mapa de misso˜es. Esta
missa˜o podera´ ter sido previamente definida. O operador define a a´rea de
trabalho, bem como o tipo de percurso a efectuar.
• O operador envia a missa˜o para o ROAZ.
• O operador notifica que esta´ tudo operacional e configurado, podendo
passar-se a` fase seguinte.
Pre´-Mission
Por questo˜es de operacionalidade, na maioria da misso˜es, o local onde ocorre a
fase de ’Briefing’ na˜o corresponde ao local da a´rea de missa˜o e por simplicidade
e´ necessa´rio ”levar”o ve´ıculo de um local para o outro.
• O team leader informa o barco de apoio, caso seja necessa´rio, para que
este reboque o ve´ıculo ate´ o cena´rio de operac¸a˜o.
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Mission
A ’Mission’ representa a actividade que e´ realizada ate´ que a missa˜o definida no
’Briefing’ termine (com sucesso ou por interrupc¸a˜o anormal).
• O operador da´ in´ıcio da missa˜o a pedido do mission leader.
• O operador monitoriza os dados dos sistemas cr´ıticos a bordo, quer dos
sensores que permitem executar a missa˜o quer dos sensores que sa˜o usados
apenas como recolha de dados.
• O operador informa o team leader, caso existam alarmes provenientes do
ASV. Os alarmes dispon´ıveis sa˜o do tipo: baterias fracas, inoperacionali-
dade funcional de alguns mo´dulos e falha de link de comunicac¸o˜es.
• O operador verifica que existe coereˆncia e integridade dos dados que sera˜o
o resultado da missa˜o.
• O operador pode abortar ou parar ou fazer continuar a missa˜o.
• O operador pode passar para modo manual permitindo a teleoperac¸a˜o
remota ou teleprogramac¸a˜o.
• O operador pode alocar temporariamente uma largura de banda para vi-
sualizar os dados que esta˜o a ser registados a bordo do ASV.
• O mission leader e´ informado pelo Operador que a missa˜o terminou e
indica a passagem para a fase seguinte.
Po´s-Mission
Como o local de te´rmino da missa˜o pode na˜o ser o mesmo do local de ’Briefing’,
e´ necessa´rio levar o ve´ıculo novamente para o local de recolha.
• O team leader informa o barco de apoio, caso seja necessa´rio, para que
este reboque o ve´ıculo ate´ o local de recolha.
Debriefing
O ’Debriefing’ serve para avaliar a missa˜o antes de dar por terminada a missa˜o
definitivamente.
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• O operador envia os dados obtidos durante a missa˜o para a consola de
operac¸o˜es para serem analisados.
• O mission leader define se e´ para executar uma nova missa˜o e passa-se
para o ’Briefing’ ou se e´ para terminar e se se segue para o ’Close’.
Close
O ’Close’ e´ o esta´gio do fim de missa˜o
• O operador desliga o ASV remotamente.
• O te´cnico desliga as baterias.
• O te´cnico desmonta os componentes amov´ıveis sendo, de seguida, o ASV
colocado no reboque.
3.3.2 Resultados da aplicac¸a˜o de monitorizac¸a˜o e batime-
tria de um ASV
Como resultado da missa˜o com o ASV teremos um conjunto de dados etiqueta-
dos temporalmente e georeferenciados. Este conjunto de dados pode ser passado
para aplicac¸o˜es externas que permitam, por exemplo, a reconstruc¸a˜o 3D do ma-
peamento realizado na missa˜o.
3.4 Levantamento de poteˆncias de sinais wifi
O Sistema ”Wireless Positioning System”, Anexo C, consiste numa plataforma
mo´vel para efectuar mapas de poteˆncias de sinais de access points wifi, para pos-
terior utilizac¸a˜o na localizac¸a˜o e posicionamento de pessoas atrave´s de ”TAG”ou
computador de bolso.
E´ poss´ıvel dividir a plataforma no sistema de baixo n´ıvel e na unidade com-
putacional que executa a interface de operac¸a˜o.
O sistema de baixo n´ıvel tem como objectivo a medic¸a˜o da velocidade e
posic¸a˜o por hodometria. Estes valores sa˜o enviados para o sistema computaci-
onal que e´ responsa´vel pela interligac¸a˜o de todos os dispositivos mo´veis PDAs
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e TAGs, com o respectivo ca´lculo da poteˆncia do sinal wireless a todos os ac-
cess points dispon´ıveis. Depois de toda a informac¸a˜o fundida e´ enviada para
a consola central a informac¸a˜o relevante como a posic¸a˜o actual, as poteˆncias e
nu´mero de Access Points.
A interface de operac¸a˜o esta´ dispon´ıvel no sistema computacional do ve´ıculo
ou num computador porta´til ligado ao mesmo. A interface e´ responsa´vel pela
configurac¸a˜o do sistema, referenciac¸a˜o automa´tica em tempo real do local de
trabalho mediante um mapa fornecido e representac¸a˜o do estado do ve´ıculo com
identificac¸a˜o visual da direcc¸a˜o e local do mesmo. Existem va´rios n´ıveis de in-
formac¸a˜o que sa˜o fornecidas a pedido pelo utilizador. A Figura 3.5 esquematiza
o sistema na sua aplicac¸a˜o.
Figura 3.5: Arquitectura gene´rica do Wireless Positioning System
Neste caso comec¸a-se por criar a missa˜o que mais tarde sera´ executada. A
interface tera´ por objectivo gerir a missa˜o como se de um projecto de software
fosse, ou seja, criac¸a˜o de projecto, inserc¸a˜o de ficheiros, extracc¸a˜o de informac¸a˜o
dos ficheiros, manipulac¸a˜o dos ficheiros e por fim guardar todo o projecto. Duas
perspectivas de utilizac¸a˜o da interface podem desde ja´ ser definidas, a do ope-
rador que efectuara´ no terreno a missa˜o e o programador que criara´ a missa˜o.
No o´ptica do programador, depois de serem inseridos os mapas dos locais,
e´ necessa´rio marcar os pontos por onde a estrutura tera´ de passar registando
os valores das poteˆncias dos access points. A u´nica ferramenta dispon´ıvel e´ a
inserc¸a˜o de pontos no mapa que tera˜o va´rias indicac¸o˜es visuais, por exemplo:
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verde se ja´ foram analisados, vermelho se ainda na˜o foram analisados. Os pontos
ja´ devem estar dispon´ıveis no mapas formando grelha com dimenso˜es que possam
ser configura´veis pelo operador. Depois de todos os pontos marcados em todos
os mapas fornecem-se os ficheiros do projecto ao operador.
O operador usara´ a mesma interface para execuc¸a˜o da missa˜o, depois de lidos
os ficheiros fornecidos pelo programador. Devera˜o estar dispon´ıveis controlos
que permitam iniciar, parar ou abortar a missa˜o de forma clara. No mapa
ver-se-a´ a indicac¸a˜o da posic¸a˜o actual da estrutura bem como a sua direcc¸a˜o
depois desta ser inicializada no local. Depois de se carregar no bota˜o de in´ıcio
de missa˜o, empurra-se a estrutura ate´ ao primeiro ponto. Quando se chega ao
primeiro ponto, ficara´ dispon´ıvel um bota˜o adicional de inicio de log. Quando se
termina o log de um ponto continua-se ate´ outro ponto e assim sucessivamente
ate´ terminar o nu´mero de pontos no mapa.
E´ importante que na interface surjam diferentes tipos de informac¸a˜o, por
exemplo o estado da bateria, o estado de cada bloco do dispositivo, de tal forma
que o operador perceba se a missa˜o esta´ a correr conforme planeado ou na˜o.
A interface tera´ no final que poder manipular os dados de log, gravar, alterar,
apagar e envia´-los para uma base da dados.
3.4.1 Princ´ıpio de funcionamento - user case
Pode-se dividir o sistema de levantamento de poteˆncias de sinais wifi em cinco
fases de operac¸a˜o, o ’Setup’, ’Briefing’, ’Mission’, ’Debriefing’ e ’Close’. As
entidades envolvidas sa˜o o operador e o ve´ıculo.
Setup
• O operador retira da caixa de transporte a estrutura e ”assembla”poss´ıveis
partes que tenham sido desmontadas para o transporte. Insere as baterias
no sistema.
• O operador liga a plataforma computacional no ve´ıculo e executa a aplicac¸a˜o
de configurac¸a˜o e execuc¸a˜o.
• O operador verifica que todos os blocos da plataforma esta˜o funcionais
atrave´s da aplicac¸a˜o gra´fica.
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Briefing
• O operador abre os ficheiros de missa˜o pre´-definidos, ou cria uma missa˜o
nova
• O operador inicializa no mapa a posic¸a˜o actual do sistema.
• O operador da´ in´ıcio a` missa˜o atrave´s da interface gra´fica.
Mission
• O operador empurra o ve´ıculo ate´ ao ponto seguinte especificado pela
missa˜o onde se dara´ o inicio ao registo de valores de poteˆncias de sinais
wifi;
• O ve´ıculo regista os valores de poteˆncias dos sinais wifi de todos os access
points dispon´ıveis nessa zona;
• Quando o log acaba de ser feito naquele ponto, empurra-se novamente o
ve´ıculo ate´ ao novo ponto e repete-se o procedimento ate´ ao u´ltimo ponto
especificado na missa˜o;
• O operador, durante a aquisic¸a˜o do sinal, devera´ verificar o estado do
processo a decorrer e verificar eventuais alarmes vindos do ve´ıculo.
• A interface devera´ dar a informac¸a˜o de que todos os sinais foram registados
em todos os pontos.
• O operador pode abortar, parar ou continuar uma missa˜o a qualquer al-
tura.
Debriefing
• O Operador remove o carta˜o de memo´ria com os dados ou envia os dados
para uma computador como forma de backup.
• O Operador define se passa para o ’Close’ ou se volta ao ’Briefing’ para
uma nova missa˜o.
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Close
• O operador desliga remotamente a estrutura;
• O operador remove as baterias;
• O operador desmonta (o necessa´rio) e embala a estrutura para o trans-
porte.
3.4.2 Resultados da aplicac¸a˜o do levantamento de poteˆncias
de sinais wifi
Como resultado desta aplicac¸a˜o deveremos obter um ficheiro ou uma base de
dados com um conjunto de dados que permita calcular a posic¸a˜o de pessoas ou
bens que disponham uma TAG identificadora dentro de um edif´ıcio fechado.
3.5 Caracter´ısticas comuns em todas as aplicac¸o˜es
Pode dizer-se que existem muitos aspectos em comum em todas as aplicac¸o˜es
atra´s descritas. Existe um tronco comum a partir do qual e´ poss´ıvel descrever
uma arquitectura gene´rica para todos os ambientes. As particularidades de cada
aplicac¸a˜o sera˜o, depois de trac¸ada a linha comum, discutidas caso o caso em
func¸a˜o das funcionalidades e das caracter´ısticas pretendidas na implementac¸a˜o.
• As fases de execuc¸a˜o de todos os sistemas sa˜o muitos ideˆnticas: ’Setup’,
’Briefing’, ’Mission’, ’Debriefing’ e ’Close’. E´ poss´ıvel, atrave´s de uma
aplicac¸a˜o, saber qual a etapa actual e se ja´ e´ poss´ıvel ou na˜o passar para
a etapa seguinte caso as condic¸o˜es estejam todas satisfeitas.
• As comunicac¸o˜es sa˜o um dos pontos comuns, a estrutura de comunicac¸o˜es
sa˜o, em grande parte, um dos temas a considerar nos ambientes multi-
robo´ticos. Nas comunicac¸o˜es ha´ que considerar a passagem de informac¸a˜o
entre as diferentes aplicac¸o˜es que correm no pro´prio roboˆ bem como as
interacc¸a˜o entre os diferentes roboˆs e poss´ıveis consolas centrais.
• Todas as aplicac¸o˜es definem a necessidade de existeˆncia de alarmes cr´ıticos,
orientados ao evento, que devem chamar a atenc¸a˜o do supervisor ou ope-
rador.
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• Simulac¸a˜o das equipas de roboˆs. Quando a estrutura de teste e debug e´
muito grande, a melhor forma, antes de passarmos a` pra´tica, de testar o
co´digo e´ por interme´dio da simulac¸a˜o evitando assim uma grande log´ıstica.
A simulac¸a˜o devera´ contemplar a dinaˆmica de um roboˆ apenas bem como
a de uma equipa inteira ou apenas um pequeno aspecto de um roboˆs como
um sensor apenas.
• Aplicac¸a˜o de controlo deve ser modular por forma a garantir que e´ in-
dependente do ve´ıculo. A especificac¸a˜o da API e´ um passo importante
por forma a garantir a abstracc¸a˜o de va´rios factores tais como a inde-
pendeˆncia da tracc¸a˜o do ve´ıculo, a independeˆncia da plataforma f´ısica, em
termos gene´ricos, e se garantirmos plataformas computacionais ideˆnticas,
garantir uma abstracc¸a˜o dos sensores e actuadores.
• As ferramentas de controlo e visualizac¸a˜o de dados podera˜o ter um func¸a˜o
comum, por exemplo, na apresentac¸a˜o dos dados. Considerando os GPS,
mesmo que sejam de fabricantes e modelos diferentes e protocolos diferen-
tes, os dados a mostrar na consola sera˜o sempre iguais (e´ poss´ıvel extra-
polar este tipo de descric¸a˜o para outro tipo de sensores).
• O grau de autonomia da aplicac¸a˜o esta´ relacionado directamente com a
complexidade da interface e do empenho do supervisor. A etapa de ’Brie-
fing’ e´ tanto mais complexa quanto mais elevada e´ a autonomia do sistema.
• O resultado de quase todas as aplicac¸o˜es, quer seja da missa˜o ou de
operac¸a˜o, e´ um conjunto elevado de dados que pode ser trabalhado pos-
teriormente.
• As entidades envolvidas nos treˆs casos apresentados teˆm func¸o˜es muitos
semelhantes entre si.
As caracter´ısticas comuns apresentadas fornecem directivas na definic¸a˜o de
uma arquitectura que possa conter itens comuns aos discutidos mas que, ao
mesmo tempo, seja de fa´cil flexibilizac¸a˜o e expansa˜o para qualquer outro tipo
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4.1 Introduc¸a˜o
E´ sabido que um total controlo sobre um ve´ıculo que permita a teleoperac¸a˜o e´
uma tarefa muito complexa e requeria, se tal fosse poss´ıvel, um grande treino por
parte do indiv´ıduo que o fosse teleoperar. Todavia a existeˆncia de um ve´ıculo ou
mu´ltiplos ve´ıculos que executem uma dada missa˜o de uma forma completamente
auto´noma e´ tambe´m algo de muito complexo e na˜o pratica´vel actualmente. A
iniciativa mista propo˜e neste campo a junc¸a˜o entre a autonomia na execuc¸a˜o de
determinadas manobras com a teleoperac¸a˜o para resolver os problemas que as
duas abordagens teriam. Ha´ ainda de notar que a teleoperac¸a˜o apenas permite
o controlo de um ve´ıculo de cada vez, para a teleoperac¸a˜o de mu´ltiplos ve´ıculos
seria necessa´rio o empenho de um nu´mero de indiv´ıduos igual ao nu´mero de
ma´quinas. A iniciativa mista pressupo˜e sempre a existeˆncia de um humano (ou
mais) no ciclo de controlo. Todas as misso˜es sa˜o controlados tendo em conta o
elemento humano, nem que seja apenas na supervisa˜o.
Uma das formas de medir a efica´cia dos me´todos apresentados consiste no
recurso a` medida da efica´cia da execuc¸a˜o da missa˜o relativamente ao descuido
por parte do operador [9] conforme representa o gra´fico da Figura 4.1
Figura 4.1: Efica´cia versus negligeˆncia por parte do operador. Adaptado de [9].
Pode observar-se pela Figura 4.1 a diferenc¸a entre o factor humano e a
auseˆncia dele em func¸a˜o da atenc¸a˜o que esse mesmo elemento humano tem
sobre o estado geral da missa˜o.
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4.2 Entidades envolvidas
E´ poss´ıvel diferenciar as entidades envolvidas na iniciativa mista. As entidades
que surgem na sistematizac¸a˜o dos casos de estudo sa˜o as seguintes:
• O operador e´ uma entidade que devera´ ter algum conhecimento, mas
na˜o necessariamente um conhecimento de desenvolvimento da aplicac¸a˜o.
Devera´ ter algum treino para executar determinadas misso˜es. Os dados
de que necessita sa˜o apenas do estado corrente de toda a missa˜o e dos
ve´ıculos. A decisa˜o de algo cr´ıtico e´ sempre do operador.
• O te´cnico ajuda nas tarefas de montagem e desmontagem dos roboˆs e
consolas de operac¸o˜es.
• O programador e´ algue´m que pode substituir o operador, desde que na˜o
tenha que tomar deciso˜es cr´ıticas. O tipo de dados de que necessita sa˜o,
na grande maioria das vezes, de teste e debug.
• O ve´ıculo auto´nomo e´ algo que consegue executar determinadas ma-
nobras sem uma teleoperac¸a˜o total, e que pode interpretar misso˜es que
necessitem de manobras complexas baseadas nas manobras ba´sicas.
• O supervisor humano e´ algue´m que analisa um conjunto de informac¸a˜o
de um sistema robo´tico/multi-robo´tico podendo ou na˜o tomar deciso˜es
que afectam a execuc¸a˜o da missa˜o do mesmo sistema.
• O supervisor roboˆ e´ uma pec¸a de software que analisa um conjunto de
informac¸o˜es de um sistema robo´tico/multi-robo´tico podendo ou na˜o tomar
deciso˜es que afectam a execuc¸a˜o da missa˜o do mesmo sistema.
• A equipa de ve´ıculos e´ um conjunto de ve´ıculos auto´nomos que consegue
executar misso˜es que na˜o seriam poss´ıveis com um ve´ıculo apenas.
• O l´ıder da missa˜o e´ algue´m que sabe toda a missa˜o que sera´ executada
e o que fazer em cada altura ou em situac¸o˜es na˜o previstas.
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4.3 Interacc¸a˜o homem-ma´quina
Na interacc¸a˜o homem-ma´quina, e tendo em conta as entidades envolvidas, e´
poss´ıvel caracterizar diferentes tipos de manipulac¸a˜o. Ja´ se sabe que o operador
faz parte do ciclo de controlo, no entanto podemos descrever os diferentes tipos
de func¸o˜es que tem, bem como o n´ıvel de empenho que ele tem que ter em cada
uma delas por forma a conseguir executar a missa˜o. Existem dois n´ıveis de
operac¸a˜o entre o homem e a ma´quina, a manipulac¸a˜o directa e a manipulac¸a˜o
baseada na interacc¸a˜o.
4.3.1 Manipulac¸a˜o directa
Na manipulac¸a˜o directa, estamos na presenc¸a da teleoperac¸a˜o pura. O humano
esta´ sempre pro´ximo do roboˆ dando-lhe instruc¸o˜es. Todos os graus de liberdade
do roboˆ sa˜o controlados pelo humano, fazendo com que o roboˆ funcione como
uma extensa˜o do pro´prio humano na execuc¸a˜o de tarefas que exijam precisa˜o.
Na˜o e´ necessa´ria a existeˆncia de sensores.
4.3.2 Manipulac¸a˜o baseada na interacc¸a˜o
A manipulac¸a˜o baseada na interacc¸a˜o pressupo˜e que os operadores baseiem os
seus comandos na ana´lise dos valores apresentados pelos sensores que equipam o
roboˆ em causa. Existe continuamente um feedback dos valores gerados a partir
dos sensores que auxiliam o operador na execuc¸a˜o das manobras.
4.4 Interfaces gra´ficas
A forma mais comum de um humano interagir com uma ma´quina e´ a interface
gra´fica computacional (GUI). Existem outras formas como a voz, percepc¸a˜o
do movimento ou mesmo atrave´s das sensac¸o˜es. No entanto um sistema deste
ge´nero apenas iria fazer com que a especificac¸a˜o do problema se tornasse bem
mais complexa. A interface computacional permite sem du´vida uma mais fa´cil
monitorizac¸a˜o e controlo ainda que se trate de equipas com diferentes roboˆs.
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4.4.1 Desenho de uma interface gra´fica
Uma interface gra´fica gene´rica, mesmo para o desenvolvimento de aplicac¸o˜es
computacionais que na˜o requeiram nenhuma interacc¸a˜o com uma ma´quina a
na˜o ser aquela com a qual interagimos ao usa´-la (computador pessoal), tera´ um
aspecto ideˆntico a` Figura 4.2.
Figura 4.2: Construc¸a˜o de uma interface gene´rica aplicada ao controlo de
ve´ıculos robo´ticos
4.4.2 Trac¸os gene´ricos para interface iniciativa mista
Sa˜o descritos em [48] por forma a estabelecer algumas linha gerais de trabalho
para o desenvolvimento de aplicac¸o˜es gra´ficas para o uso na iniciativa mista. A
maior parte destas directivas va˜o de encontro com as ferramentas de pensamento
visual. Alguns dos principais to´picos sa˜o descritos a seguir.
Necessidade que o roboˆ ou a equipa possua a`
partida servic¸os automatizados que fornec¸am
uma mais valia a` teleoperac¸a˜o.
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Ter atenc¸a˜o nas tarefas criticas e na forma
como o utilizador e´ alertado.
Emprego do dia´logo com o utilizador quando
na˜o ha´ certeza de que os processos au-
toma´ticos sa˜o o que o utilizador de facto pre-
tende.
Existeˆncia de meios que permitam forc¸ar que
o ve´ıculo termine uma acc¸a˜o automa´tica.
As acc¸o˜es e os tempos devem ser sempre con-
trola´veis atrave´s de alterac¸o˜es que sejam facil-
mente observa´veis na interface.
Permitir sempre que o utilizador tenha meios
de fornecer ao ve´ıculo ainda mais directivas
ou parametrizac¸o˜es do que aquelas que esta˜o
presentes por omissa˜o, tornando a tarefa mais
precisa ou com mais graus de liberdade.
4.5 Arquitectura gene´rica proposta
A arquitectura proposta, conforme se pode observar na Figura 4.3, para o uso
em equipas de ve´ıculos, tem como principal objectivo responder aos principais
problemas enunciados nas diferentes a´reas abordadas e permite ainda fornecer
linhas orientadoras para a construc¸a˜o da interface final. O objectivo principal
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Figura 4.3: Vista geral da iniciativa mista
e´ o de observar na interface o estado global da equipa de roboˆs mas tambe´m,
por exemplo, as alterac¸o˜es existentes numa determinada varia´vel dentro das
aplicac¸o˜es de controlo, sempre que desejado. E´ ainda pensada a forma de como
uma equipa real possa interagir com uma equipa simulada, ou pelo menos parte
dela, simulac¸a˜o essa que pode ser de um roboˆ inteiro ou apenas de um sensor.
Por fim ha´ que acrescentar as comunicac¸o˜es, sendo o protocolo RTPS (Real
Time Publish Subscride) o escolhido para estes casos. Todos os tipos de da-
dos, com todas as suas caracter´ısticas, que circulam neste tipo de equipas sa˜o
contemplados neste protocolo.
4.5.1 Arquitectura dos roboˆs
A arquitectura apresenta uma forma de controlo dos roboˆs organizada numa
rede de auto´matos h´ıbridos. O uso de sistemas h´ıbridos permite a descric¸a˜o
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dos processos cont´ınuos em conjunto com as alterac¸o˜es discretas dos eventos
que va˜o sucedendo. Esta rede de auto´matos fornece as manobras ba´sicas de
cada roboˆ permitindo a` aplicac¸a˜o de controlo seleccionar a que pretende usar ou
configurar uma associac¸a˜o de manobras que resultam numa manobra composta
bastante mais complexa. Este facto e´ de extrema importaˆncia quando se faz
um controlo auto´nomo, principalmente quando o ve´ıculo tem de interpretar o
cena´rio em que actua na execuc¸a˜o de misso˜es. Esta arquitectura deve abstrair-
se de toda a plataforma, principalmente em termos de locomoc¸a˜o. A gerac¸a˜o
de mapas virtuais dos cena´rios deve ser ideˆntico em todas as aplicac¸o˜es, bem
como a biblioteca de manobras simples ou compostas. A forma de tracc¸a˜o dos
ve´ıculos em questa˜o e´ que deve fazer com que exista um conjunto de func¸o˜es
espec´ıficas aos controladores/actuadores em causa.
4.5.2 Arquitectura de simulac¸a˜o
O problema de grandes equipas de roboˆs reside da sua disponibilidade para
o teste de um algoritmo acarretar uma log´ıstica muito grande. A simulac¸a˜o
pode resolver em parte este problema. A arquitectura proposta coloca os roboˆs
simulados com a mesma interligac¸a˜o ao mundo que teˆm os roboˆs reais. Na
arquitectura apresentada e´ poss´ıvel que uma equipa de roboˆs simulados interaja
com a equipa real. A API de comunicac¸o˜es deve estar preparada para que o fluxo
de informac¸a˜o siga, por exemplo, para o simulador dos actuadores ou para os
actuadores em si mesmo, permitindo assim o hardware no ciclo de simulac¸a˜o. A
simulac¸a˜o assume assim um papel fundamental pelo que se torna incontorna´vel
o desenvolvimento de uma soluc¸a˜o ou a utilizac¸a˜o de simuladores gene´ricos tais
como o Player/Stage ou CARMEN.
4.5.3 Comunicac¸a˜o RTPS
A comunicac¸a˜o recorrendo ao protocolo Real Time Publish Subscribe (RTPS), e´
aquela que permite toda a elasticidade pretendida na simulac¸a˜o dos diferentes
componentes de um roboˆ, quer na simulac¸a˜o de uma equipa inteira, quer na
interacc¸a˜o existente entre os roboˆs na˜o simulados, ou ainda no fluxo de dados
interno na aplicac¸a˜o de controlo dos roboˆs.
O protocolo RTPS permite, devido aos seus princ´ıpios, diminuir facilmente
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a largura de faixa utilizada, tendo assim uma maior flexibilidade em redes de
ve´ıculos devido a` forma inovadora de publicac¸a˜o/subscric¸a˜o da informac¸a˜o.
4.5.4 Interface homem-ma´quina
A interface homem-ma´quina devera´ permitir as seguintes operac¸o˜es:
• Visualizac¸a˜o de dados;
• Operac¸a˜o Remota;
• Gesta˜o das misso˜es;
• Gravac¸a˜o de dados (logs).
4.5.5 Visualizac¸a˜o de dados
A visualizac¸a˜o de dados pode ser independente das restantes operac¸o˜es. Permite
saber a posic¸a˜o geoespacial dos ve´ıculos ou outro informac¸a˜o gene´rica do que esta´
a ser realizado por cada um. Este tipo de informac¸a˜o deve poder ser replicada
por va´rios visualizadores independentes. Neste caso na˜o ha´ iterac¸a˜o poss´ıvel por
parte de quem visualiza esta informac¸a˜o. Este tipo de dados pode ser mostrado
em tempo real em aplicac¸o˜es conhecidas tais como o ”Google Maps”r.
O visualizador da interface devera´ permitir mostrar a informac¸a˜o com dife-
rentes graus de acesso. Tem de ser poss´ıvel, pela observac¸a˜o da interface, saber a
todo o instante o estado e posic¸a˜o dos ve´ıculos. A informac¸a˜o mais cr´ıtica para o
desenrolar da missa˜o devera´ estar sempre presente se se pretende fazer log de um
sistema inercial e´ necessa´rio ter um feedback do bom funcionamento do mesmo
durante toda a missa˜o. Os dados menos relevantes devera˜o ser mostrados em
janelas da interface que sejam chamadas por menus, e na˜o apresentadas direc-
tamente na janela principal. Este tipo de dados inclui as ferramentas de debug,
por exemplo uma janela que indique o que se passa no auto´mato da aplicac¸a˜o
de controlo.
4.5.6 Operac¸a˜o remota
Os comandos de teleoperac¸a˜o devem existir, seja para debug da aplicac¸a˜o ou
uso durante uma missa˜o. A teleoperac¸a˜o e´ realizada pela interface gra´fica di-
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rectamente ou atrave´s de dispositivos que permitam o controlo sem olhar para
o monitor tais como rato ou joystick.
4.5.7 Gestor de misso˜es
A fa´cil integrac¸a˜o de um gestor de misso˜es numa arquitectura deste ge´nero
e´ extremamente importante. A rede de auto´matos h´ıbridos da aplicac¸a˜o de
controlo torna a integrac¸a˜o de um gestor de misso˜es relativamente fa´cil. Uma
missa˜o na˜o e´ mais que um conjunto de manobras simples e/ou complexas pre´-
definidas ate´ ser atingido um dado objectivo. A interface tera´ que fornecer
as ferramentas adequadas a` gerac¸a˜o da missa˜o no local, bem como o tipo de
manobras que cada ve´ıculo consegue efectuar.
A secc¸a˜o seguinte aborda as funcionalidades da interface desenvolvida em
func¸a˜o da arquitectura proposta, bem como a descric¸a˜o de algumas misso˜es
efectuadas onde foram usadas as interfaces com os respectivos resultados.
4.5.8 Arquitectura de logs
A arquitectura de logs foi pensada para se poder efectuar registos da aplicac¸a˜o de
controlo por si so´ ou da informac¸a˜o que e´ o objecto dessa mesma aplicac¸a˜o. Os
sistema de registo de dados apresentado na Figura 4.4 permite criar diferentes
n´ıveis de logs e reencaminha´-los consoante a sua natureza e destino.
A Figura 4.5 descreve o fluxo de dados bem como a forma de o configurar.
Depois dos dados gerados, estes passam por um filtro que verifica quais os dados
que esta˜o indicados para serem registados e passarem a` fase seguinte. Os dados
sa˜o depois encaminhados para os mo´dulos de software correspondentes que sa˜o:
a network, carta˜o de memo´ria ou fila de mensagens para servirem como input
para outra aplicac¸a˜o.
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Figura 4.4: Arquitectura de logs e respectiva ligac¸a˜o a` interface
Figura 4.5: Fluxo dos dados para registo
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5.1 Desenvolvimento das interfaces de supervisa˜o
5.1.1 GTK+ graphical toolkit
Os ambientes gra´ficos foram criados usando a toolkit GTK+ [49]. O GTK+
e´ uma das ferramentas mais populares na criac¸a˜o de interfaces gra´ficas para o
sistema operativo Linux. Todavia, desde ha´ alguns anos a esta parte que esta
ferramenta se tornou multi-plataforma, podendo correr em ambientes como o
Windowsr. Apesar de ser escrita completamente em linguagem C, o GTK+
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fornece uma API em va´rias linguagens sendo as mais comuns o C, o C++, o C#
e o Python. Um dos principais factores que levaram a` escolha do GTK+, ale´m
de ser multi-plataforma e ter uma API para diferentes linguagens, foi o facto de
ter uma licenc¸a GNU LGPL. A gerac¸a˜o do sistema de janelas da interface foi
criada, em parte, pelo software Glade [50].
Figura 5.1: Interface de desenvolvimento Glade
O sistema operativo usado no desenvolvimento e teste das interfaces de su-
pervisa˜o foi a distribuic¸a˜o de Linux Fedora 7, sendo poss´ıvel, no entanto, o uso
de outra distribuic¸a˜o qualquer com X (ambiente gra´fico) e com o ambiente de
desenvolvimento GTK+.
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5.1.2 Arquitectura das aplicac¸o˜es desenvolvidas
Fazer uma abstracc¸a˜o completa das aplicac¸o˜es para as quais seriam desenvolvi-
das as interfaces, iria fazer com que o produto final na˜o fosse utiliza´vel. Optou-se
enta˜o por desenvolver um modelo de aplicac¸a˜o gene´rico e de seguida, construir
pequenos blocos em que o funcionamento fosse ideˆntico para as va´rias interfa-
ces de operac¸a˜o e supervisa˜o, tais como: as comunicac¸o˜es, o sistema de logs, o
sistema de alertas, etc. A parte da visualizac¸a˜o de dados geoespaciais sofreu
algumas alterac¸o˜es entre aplicac¸o˜es ja´ que em, alguns casos, pretende-se fazer
representac¸o˜es em coordenadas de GPS e noutros usando distaˆncias em metros.
De seguida sera˜o referenciadas algumas caracter´ısticas de funcionamento das
interfaces de supervisa˜o em func¸a˜o dos treˆs casos de estudo.
5.1.3 Interface da equipa de futebol: Ipshell
Como a plataforma de teste e´ a equipa de futebol robo´tico e´ necessa´rio ter
sempre presente que a interface tera´ de supervisionar todos os jogadores, o
treinador e o a´rbitro. Ale´m disto, e´ indispensa´vel que a interface consiga ter
modos de operac¸a˜o quando se esta´ na fase de desenvolvimento e quando se
pretende configurar as estrate´gias de controlo. Na Figura 5.2 e´ poss´ıvel observar
o posicionamento dos roboˆs enquanto carregam baterias num intervalo de um
jogo. Neste modo de funcionamento e´ poss´ıvel observar perfeitamente quantos
jogadores esta˜o em jogo, quais sa˜o os suplentes e quantos esta˜o oﬄine (i.e. em
reparac¸a˜o ou simplesmente desligados).
Ferramentas de teste, debug e supervisa˜o
As ferramentas de teste e debug na IPShell esta˜o maioritariamante relacionadas
com a visa˜o, o auto´mato de jogo, os barramentos de comunicac¸a˜o internos ao
roboˆ e o link de comunicac¸o˜es externo. Relativamente ao auto´mato de jogo, sa˜o
disponibilizados um conjunto de opc¸o˜es para mudar o seu estado interno, seja,
em posic¸a˜o no campo, papel de jogador, coordenac¸a˜o de jogadas e se o jogador
esta´ em jogo ou fora de jogo (por exemplo em reparac¸a˜o). Todo este conjunto
de informac¸a˜o e´ apresentado sob forma de tabela, esta informac¸a˜o serve apenas
para ser usada oﬄine ou para gerar gra´ficos em tempo real (por exemplo, os
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Figura 5.2: Posicionamento do roboˆs durante um intervalo no ROBOCUP 2006
em Bremen, Alemanha
gra´ficos da estimativa do erro da posic¸a˜o do roboˆ). Durante um jogo, ou mesmo
durante a fase de teste e debug, torna-se complicado observar e compreender, em
tempo u´til, os dados provenientes dos roboˆs. Como tal, adoptou-se uma forma
de representar a informac¸a˜o mais relevante de forma gra´fica de modo a que o
supervisor possa identificar claramente, por exemplo, se o jogador se encontra
ou na˜o funcional, se na˜o e´ usado por opc¸a˜o, se esta´ apenas como suplente ou se
esta´ a cumprir um tempo fora de jogo por expulsa˜o, Figura 5.3.
A Figura 5.3 representa a forma como e´ mostrada a informac¸a˜o sobre o roboˆ
que e´ independente da sua posic¸a˜o em campo. Na distinc¸a˜o do estado do jogador
e´ usado ainda um co´digo de cores e o seu posicionamento em determinadas zonas
do campo conforme mostram a Figura 5.3 no caso da posic¸a˜o da bola vista por
cada um.
Em termos de debug, pode ainda referir-se o erro de posic¸a˜o (confianc¸a do
roboˆ) relativamente a` sua posic¸a˜o actual. Na Figura 5.3 podem ver-se repre-
sentadas as elipses a` volta dos roboˆs que mostram o erro associado, em X e
Y.
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Com a excepc¸a˜o do u´ltimo ano, em que a definic¸a˜o das balizas e cores do
equipamento da equipa e´ realizado atrave´s de uma ferramenta controlada pelo
a´rbitro, eram os operadores das equipas que forneciam esta indicac¸a˜o aos roboˆs.
Sendo esta informac¸a˜o vital para o sucesso do jogo, ja´ que, com a cor da baliza
trocada poderiam surgir auto golos, dotou-se a interface com avisos gra´ficos
bastante relevantes que deixavam de alertar o operador quando as configurac¸o˜es
estivessem bem definidas (faixa vermelha que se veˆ na Figura 5.3).
Figura 5.3: Informac¸a˜o visual usando co´digo de cores
Quando e´ necessa´rio monitorizar dados em tempo real respeitantes ao hard-
ware, em que a informac¸a˜o e´ recebida a uma taxa muito elevada, optou-se
por mostrar tabelas com actualizac¸o˜es constantes da informac¸a˜o. Estas actua-
lizac¸o˜es podem ser time triggred ou event triggered conforme o tipo de dados.
Um exemplo pra´tico da necessidade de ver os dados a fluir em tempo real para
detecc¸a˜o de algum problema e´ o das placas de controlo dos motores e a mo-
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nitorizac¸a˜o da temperatura por parte de quem esta´ a desenvolver a aplicac¸a˜o
de controlo. Neste caso ficamos com uma simples janela onde os valores sa˜o
visualizados conforme se mostra na Figura 5.4.
Figura 5.4: Janelas de ferramentas e debug.
Sendo a visa˜o um dos blocos principais da equipa, tambe´m esta foi dotada
de ferramentas que permitam uma interpretac¸a˜o mais ra´pida do que se esta´ a
passar. Foram implementadas as funcionalidades de visualizac¸a˜o das imagens
das caˆmaras dos roboˆs (duas), com os respectivos controlos, onde e´ poss´ıvel ver
a imagem real e a imagem processada (Figura 5.5).
Relativamente a` visualizac¸a˜o gra´fica em tempo real, a interface foi dotada
de opc¸o˜es que permitem ligar/desligar a visualizac¸a˜o de todos os objectos que
os roboˆs veˆm, a bola, os outros elementos da equipa, os adversa´rios, as linhas
5.1 Desenvolvimento das interfaces de supervisa˜o 65
Figura 5.5: Desenho das linhas de a´rea do roboˆ na interface juntamente com
uma imagem obtida de umas das caˆmaras
do campo e as balizas. Esta funcionalidade permite que o operador possa alocar
um determinada largura de banda do link de comunicac¸o˜es e, em func¸a˜o disso,
percepcionar em tempo real a calibrac¸a˜o f´ısica do roboˆs. A Figura 5.5 representa
o desenho em tempo real das linhas de grande e pequena a´rea relativamente ao
roboˆ juntamente com uma imagem obtida por uma das caˆmaras.
Configurac¸a˜o da estrate´gia de controlo da equipa
A figura 5.6 representa a forma como e´ configurada a estrate´gia de controlo da
equipa.
A configurac¸a˜o na˜o e´ realizada directamente em func¸a˜o dos jogadores, e´ con-
figurado em primeiro lugar os pape´is que se pretendem que existam na equipa,
de seguida e´ atribu´ıdo cada um dos pape´is a um jogador que melhor se adequ´e
ao papel tendo em conta a sua disponibilidade. Durante o jogo, caso o jogador
seja expulso ou fique sem funcionar, o treinador, seguindo uma hierarquia con-
figurada previamente, troca esse mesmo papel para outro jogador. A Figura 5.6
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Figura 5.6: Configurac¸a˜o de uma jogo de futebol
mostra o aspecto da ferramenta de selecc¸a˜o e configurac¸a˜o de pape´is e atribuic¸a˜o
dos mesmos aos jogadores.
5.1.4 Interface do ROAZ
A interface de operac¸a˜o foi testada em cena´rios de aplicac¸a˜o reais. De seguida
sa˜o descritas treˆs das misso˜es realizadas.
Recolha de dados no rio Tua
Durante a recolha de dados dados batime´tricos no rio Tua a interface, Figura5.7,
serviu de suporte a` teleoperac¸a˜o, navegac¸a˜o e supervisa˜o do ROAZ, bem como
de recolha de dados batime´tricos.
Testes do ROAZ com radar numa missa˜o conjunta com a a Em-
presa ”CriticalSoftware”
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Figura 5.7: Recolha de dados do rio Tua - representac¸a˜o do local de passagem
do ROAZ
O objectivo da missa˜o no Porto de Leixo˜es foi o de fazer a detecc¸a˜o de
obsta´culos no mar (outros barcos) recorrendo a um radar montado na estrutura
do ROAZ. A interface (Figura 5.8) serviu mais uma vez de apoio a`s operac¸o˜es.
Figura 5.8: Porto de Leixo˜es - testes com radar
Como acre´scimo, e por forma a diminuir toda a log´ıstica deste tipo de
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operac¸o˜es, foi ainda testada com um computador de bolso, o Nokia N770, Fi-
gura 5.9 e N800, Anexo D. O mapa representado na fotografia e´ o Porto de
Leixo˜es. A aplicac¸a˜o a correr neste modelo e´ a mesma apresentada na consola
principal.
Figura 5.9: Interface a correr num Nokia N770
Recolha de dados batime´tricos no Oceano Atlaˆntico
A missa˜o de recolha de dados na costa norte portuguesa foi feita ja´ de uma
forma auto´noma por parte do ROAZ. Durante a missa˜o o mar apresentava ondas
com cerca de 1-2 metros e um per´ıodo de 15 segundos. Esta missa˜o revelou
que, usando um gestor de misso˜es, este permite tornar o erro introduzido na
teleoperac¸a˜o bem menor. As linhas a vermelho, na Figura 5.10, mostram os
perfis que sera˜o alvo de estudo. O ROAZ tem a sua trajecto´ria marcada a
tracejado.
Na Figura 5.11 e´ poss´ıvel observar um excerto de uma trajecto´ria (topo)
juntamente com a sua representac¸a˜o na interface. A interface esta´ dotada de
definic¸a˜o exacta de waypoints bem como a informac¸a˜o da orientac¸a˜o do ve´ıculo
durante a missa˜o.
O gra´fico da Figura 5.12 traduz o resultado final obtido com todos os subsis-
temas integrados a funcionar. Os quatros pontos correspondem a uma manobra
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Figura 5.10: Interface com a representac¸a˜o de alguns perfis batime´tricos
Figura 5.11: Missa˜o auto´noma com 4 waypoints e respectiva imagem da inter-
face.
composta. O valor de threshold e´ de 10 metros indicados pelos c´ırculos repre-
sentados no mesmo referencial.
Figura 5.12: Manobra de ’Lista de Waypoints’ com threshold de 10 metros
70 Cap´ıtulo 5. Interfaces de supervisa˜o homem-ma´quina
5.1.5 Interface do wireless positioning system
Wireless Positioning System
A interface, Figura 5.13, integra um produto que permite fazer o mapea-
mento de poteˆncias de sinais de access points dentro de edif´ıcios, para serem
posteriormente usados na localizac¸a˜o de pessoas e objectos dentro desses mes-
mos edif´ıcios.
Figura 5.13: Aspecto da interface usada no Wireless Positioning System
5.1.6 Detalhes de implementac¸a˜o
A base de trabalho, em termos gra´ficos, e´ relativamente ideˆntica entre as aplicac¸o˜es
do ROAZ e do Wireless Positioning System. Quanto ao ISePorto, apesar de
bastante diferente em termos de aspecto, manteˆm-se em comuns grande parte
das caracter´ısticas, das quais se podem enta˜o destacar:
• Representac¸a˜o dos blocos de funcionamento tipo sema´foro (funciona/na˜o
funciona);
• Informac¸a˜o de rede actualizada para misso˜es cr´ıticas;
• Informac¸a˜o gene´rica do estado actual do ve´ıculo na interface principal;
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• Possibilidade de ver informac¸a˜o espec´ıfica do estado actual do ve´ıculo;
• Forma de abortar toda a missa˜o, ou a manobra actual de uma forma
ra´pida;
• Possibilidade de registar valores importantes, que tenham altos de´bitos,
em ficheiro;
• Sistema de alertas de problemas cr´ıticos bem vis´ıvel;
• Representac¸a˜o colorida em func¸a˜o do nu´mero de ve´ıculos;
De seguida, e baseada na interface do ROAZ, Figura 5.14, podem verificar-
se onde se encontram os comandos associados a cada um dos item referidos
anteriormente.
Figura 5.14: Detalhes de implementac¸a˜o da interface WPS/ROAZ
• 1 - Barra de Menus. Esta barra tem os menus t´ıpicos de gesta˜o da aplicac¸a˜o
relativamente ao Sistema Operativo, as ferramentas que possam ser inte-
gradas tais como o Gestor de Misso˜es, opc¸o˜es de debug e acesso a`s janelas
de dados que na˜o sa˜o importantes durante a execuc¸a˜o de uma missa˜o.
• 2 - Barra de ferramentas ra´pidas do projecto/mapa. Este menu e´ um menu
ra´pido com opc¸o˜es de projecto ou mapa tais como: abertura de projecto
e zoom in/zoom out de mapa.
• 3 - Barra de ferramentas da missa˜o. Opc¸o˜es de uso ra´pido na criac¸a˜o de
uma missa˜o.
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• 4 - Zona de mapa de missa˜o. Este mapa devera´ georeferenciar a posic¸a˜o do
ve´ıculo podendo ser configura´vel consoante a informac¸a˜o enviada, medidas
em metros, GPS, etc. Em alternativa podera´ contar com uma janela de
um link de v´ıdeo proveniente do ve´ıculo ou com desenho 2D/3D da atitude
do ve´ıculo.
• 5 - Barra de estado. Esta barra tem como func¸a˜o disponibilizar pequenas
mensagens na˜o muito importantes para a missa˜o.
• 6 - Barra de informac¸a˜o visual. Esta barra disponibiliza em tempo real
informac¸a˜o de forma visual sobre o estado de alguns blocos do ve´ıculo.
• 7 - Barra de informac¸a˜o do ve´ıculo com informac¸a˜o de aux´ılio a` teleo-
perac¸a˜o.
• 8 - Menu de teleoperac¸a˜o. Este bloco pode variar consoante o ve´ıculo ou
na˜o existir caso na˜o seja necessa´rio.
• 9 - Bloco com informac¸a˜o gene´rico de sensores. Este bloco na˜o e´ necessa´rio,
no entanto pode funcionar tambe´m como apoio a` teleoperac¸a˜o ou ao debug
do co´digo.
• 10 - Blocos gene´ricos com outro tipo de informac¸a˜o.
• 11 - Controlo para imobilizar o ve´ıculo.
5.1.7 Misso˜es onde foram usadas as interfaces
As interfaces foram usadas em algumas misso˜es realizadas em ambiente real.
Relativamente a` IPShell, que e´ usada desde o ROBOCUP 2004, ainda que na˜o
totalmente desenvolvida na altura, ate´ a` u´ltima competic¸a˜o, o ROBOCUP 2009
em Graz, A´ustria, pode dizer-se que foi o foco central de desenvolvimento da
maior parte de mo´dulos para os outros casos de estudo.
Listam-se de seguida todas as misso˜es onde se tem usado as interfaces de
supervisa˜o (algumas delas sa˜o competic¸o˜es nacionais e internacionais de robo´tica
e outras sa˜o cena´rios operacionais descritos nos casos de estudo).
• ROBOCUP 2004, 2006 e 2009;
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• German Open 2004, 2005, 2008;
• Festival Nacional de Robo´tica 2004, 2005, 2006, 2007, 2008 e 2009;
• Manobras de docagem de submarinos no Rio Douro 2006 e 2007;
• Testes e experieˆncia no Porto de Leixo˜es (va´rias misso˜es), 2007 e 2008;
• Recolha de dados batime´tricos do Rio Tua, Julho 2008;
• Proto´tipo de produto ”Wireless Positioning System”desenvolvido para
uma empresa, 2008;
• Recolha de dados batime´tricos na costa norte portuguesa, Dezembro 2008.





Nesta dissertac¸a˜o apresenta-se um modelo que permitiu abordar de forma uni-
formizada a interacc¸a˜o homem-sistema auto´nomo. A metodologia para s´ıntese
e definic¸a˜o do modelo referido parte da ana´lise das aplicac¸o˜es, dos diferentes
esta´gios de desenvolvimento, bem como dos elementos estruturantes. A meto-
dologia seguida conduziu a` definic¸a˜o de uma arquitectura de interacc¸a˜o homem-
roboˆ que abrange sistemas com diferentes n´ıveis de autonomia. Caracteriza-se
e avalia-se diferentes cena´rios e modeliza-se com sucesso diferentes modos de
interacc¸a˜o. Em consequeˆncia sistematiza-se os mecanismos de supervisa˜o, de
onde resultaram propostas implementadas de supervisa˜o. De notar que no caso
do futebol robo´tico, a supervisa˜o foca o estado do roboˆ e no caso da batimetria a
supervisa˜o foca o estado da missa˜o. A ortogonalidade dos dois cena´rios, permi-
tiu concluir que, no caso dos sistemas auto´nomos, assumem igual importaˆncia
e devem ser analisadas da mesma forma, as caracter´ısticas intr´ınsecas (roboˆ) e
as extr´ınsecas (missa˜o) para o bom desempenho da aplicac¸a˜o.
Desenvolveu-se diferentes e variadas interfaces gra´ficas como elementos in-
tegrantes da interacc¸a˜o homem-sistema auto´nomo. Deste trabalho resultou a
implementac¸a˜o do sistema de supervisa˜o da equipa de futebol robo´tico ISePorto,
e do sistema de batimetria com o ve´ıculo ROAZ.
Os resultados obtidos confirmaram que no actual n´ıvel de desenvolvimento,
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os paradigmas de supervisa˜o tendo em conta a iniciativa mista, promovem
soluc¸o˜es mais versa´teis e operacionalmente mais eficazes.
Relativamente ao trabalho futuro, e´ essencial contribuir para o estabele-
cimento de um conjunto de ferramentas de desenvolvimento e implementac¸a˜o
baseada numa modelizac¸a˜o u´nica, bem como na criac¸a˜o de estruturas abstractas
de supervisa˜o que garantam que a introduc¸a˜o do homem no ciclo de controlo
permita a utilizac¸a˜o de sistemas robo´ticos em ambientes mais complexos sem
perda de propriedades como a seguranc¸a e liveness.
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A.1 Ferramentas de modelizac¸a˜o
As diferentes linguagens para modelizac¸a˜o dos sistemas h´ıbridos sa˜o muitas
das vezes desenvolvidas especificamente para a aplicac¸a˜o em causa, no entanto
existem algumas que integram ou utilizam ambientes de desenvolvimento. O
CheckMate [51] por exemplo usa como ambiente de desenvolvimento o Stateflow
e o Simulink do MATLAB para a partir da´ı proceder a` verificac¸a˜o formal. Nestes
casos e´ usada uma aplicac¸a˜o gra´fica para criar e editar o modelo do sistema, no
entanto, existem ferramentas que permitem a descric¸a˜o de uma forma textual
ou ambientes que permitem o uso das duas formas a gra´fica e textual como o
caso do CHARON [31, 52, 53] que define Architectural hierarchy onde e´ feita a
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descric¸a˜o do sistema dividido por va´rias hierarquias, Behaviour hierarchy define
os diferentes modos dos va´rios agentes assim como os diferentes sub-modos e as
transic¸o˜es entre eles, Discrete uptdates sa˜o as passagens entre os va´rios modos e
sub modos respeitando as transic¸o˜es especificadas e Continuous updates sa˜o as
varia´veis que variam de uma forma continua dentro de cada modo e sub modo
[31]. Ou mesmo ferramentas como UPPALL [26, 54] que tem as duas formas
de editar os modelos do sistema. O projecto FRESCO [27] usa o Masaccio [55]
para a definic¸a˜o formal do sistema. Masaccio e´ uma ferramenta que permite
a descric¸a˜o de um modelo formal para sistemas h´ıbridos dinaˆmicos que usa
as componentes discretas e cont´ınuas. O HYCharts consiste em dois modelos
formais diferentes para definir a arquitectura e comportamento dos sistemas
h´ıbridos o HyACharts e o HySCharts [56] sendo cada um deles baseado em
hierarchical graphs recorrendo ao uso de operadores. A func¸a˜o do HyACharts
e´ a da representac¸a˜o visual dos blocos de estado, o HySChartes e´ responsa´vel
pelas transic¸o˜es e o fluxo de dados entre os blocos de estado. O ambiente de
desenvolvimento ORCCAD [57, 29] e´ constitu´ıdo por quatro blocos diferentes.
A interface gra´fica serve para se construir Robot Tasks (RT) e Robot Procedures
(RP) a partir de mo´dulos simples.
Figura A.1: Ambiente de desenvolvimento Stateflow
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A.1.1 Formalismos para a modelizac¸a˜o de comportamen-
tos
Os fundamentos de sistemas discretos permitem a compreensa˜o das ferramentas
estudadas. Este tipo de sistemas permite uma maior reduc¸a˜o da complexidade
que e´ proporcionada pelos modelos h´ıbridos pois permite a modelizac¸a˜o de sis-
temas dinaˆmicos em va´rios n´ıveis de abstracc¸a˜o. Outra raza˜o e´ o aparecimento
dos computadores no anel de controlo, que promove a interacc¸a˜o de dispositivos
digitais com um mundo cont´ınuo. Os sistemas h´ıbridos sa˜o sistemas dinaˆmicos
cujo comportamento e´ determinado pela interacc¸a˜o de dinaˆmicas cont´ınuas e
discretas. Estes sistemas tipicamente sa˜o compostos por varia´veis e sinais que
evoluem num domı´nio infinito, e varia´veis que evoluem num domı´nio discreto.
O estudo de sistemas h´ıbridos como disciplina da a´rea de controlo surge cla-
ramente nos anos 90 [58] [59] [60, 61, 62] em sequeˆncia de a´reas predecessoras
como o sliding mode, switch mode control e controlo digital. No entanto abor-
dagens a sistemas h´ıbridos podera˜o ser encontrados em anos anteriores [63] e
abordagens predecessoras como em Arbib, 1968 [64] Teorias enderec¸ando sis-
temas h´ıbridos teˆm surgido recentemente com grande vigor e em consequeˆncia
se um enderec¸amento cruzado entre a teoria de controlo e as cieˆncias da com-
putac¸a˜o resultou em diferentes paradigmas matema´ticos para a modelizac¸a˜o de
sistemas h´ıbridos. O trabalho desenvolvido na linha de Tavernini [65] que baseia
a modelizac¸a˜o de sistemas h´ıbridos em diferential automata, Nerode e Khon [66]
que fundados na teoria da composic¸a˜o de auto´matos apresentaram uma modelo
em que equac¸o˜es diferenciais interactuam com auto´matos finitos, Antsanklis [67]
desenvolveu um modelo baseado na abordagem dos sistemas de acontecimentos
discretos, Alur [58] o auto´mato h´ıbrido como uma extensa˜o do timed automata.
Com a consolidac¸a˜o da a´rea surgem modelos unificados como em Desphande
[59] e Anuj Puri [60, 61, 62]. Tradicionalmente a teoria de controlo baseia-se em
mapas cont´ınuos que relacionam as variac¸o˜es na entrada em variac¸o˜es na sa´ıda.
A extensa˜o desta metodologia foi utilizada no projecto de mapas analo´gicos-
digitais. Branicky (1995) introduziu um modelo unificado, que inclui transic¸o˜es
na˜o controladas na dinaˆmica do sistema, quando este atinge determinadas fron-
teiras, ou controladas em resposta a uma solicitac¸a˜o de uma acc¸a˜o de controlo.
A Figura A.2 representa uma auto´mato h´ıbrido gene´rico [68].
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Figura A.2: Auto´mato h´ıbrido gene´rico
Um sistema h´ıbrido e´ um sistema dinaˆmico de tempo cont´ınuo, caracteri-
zado por estados discretos e transic¸o˜es instantaˆneas. Os estados discretos sa˜o
caracterizados por restric¸o˜es nas trajecto´rias cont´ınuas identificados na Figura
A.2 como inv(q). Estas restric¸o˜es, designadas normalmente por invariantes, de-
finem o espac¸o de estado va´lido para o estado corrente do sistema. As transic¸o˜es
podem ocorrer por dois mecanismos: um externo simbolizado pela etiqueta ’in-
terrupc¸a˜o’ que permite a sincronizac¸a˜o deste auto´mato, com outro causal da
transic¸a˜o; o outro mecanismo de cara´cter aleato´rio ocorre quando o domı´nio
da guarda e da invariante se interceptam. Quando o conjunto da intercepc¸a˜o e´
composto so´ por um ponto esta transic¸a˜o chama-se emergente. Quanto ocorre
uma transic¸a˜o pode-se ”emitir”um sinal por forma, a que outros auto´matos pos-
sam sincronizar e efectuar o ”Reset”de uma ou mais varia´veis. O mecanismo de
sincronizac¸a˜o que pode ocorrer e´ de 1:N.
O Auto´mato especificado na Figura A.2 e´ usado essencialmente para criar
um modelo matema´tico para a ana´lise e implementac¸a˜o dos sistemas h´ıbridos.
Um auto´mato h´ıbrido (H) consiste enta˜o em H = (Q,X, Init, f, Inv,E,G, R)
sendo cado um dos seus componentes o seguinte:
• Varia´veis
Existe um nu´mero finito de varia´veis onde: X e´ um nu´mero de varia´veis
cont´ınuas
X = {x1, x2, ..., xn} (A.1)
Q e´ um nu´mero de varia´veis discretas
Q = {q1, q2, ..., qn} (A.2)
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Derivada das varia´veis cont´ınuas durante as alterac¸o˜es cont´ınuas
X˙ = {x˙1, x˙2, ..., x˙n} (A.3)
Valores das varia´veis cont´ınuas na conclusa˜o das alterac¸o˜es discretas:
Varia´veis cont´ınuas:















• Gra´ficos de controlo
Um gra´fico de controlo e´ representado por (V, E), onde V sa˜o os chamados
modos de controlo (estados discretos) e o E sa˜o alterac¸o˜es de controlo (dinaˆmica
discreta)
• Condic¸o˜es iniciais
Init ⊆ Q ∗X sa˜o os estados iniciais.
• Vectores de campo
f : Q ∗X → TX sa˜o os vectores de campo.
• Condic¸o˜es de invariaˆnica
Inv : Q → 2x atribui a cada q ∈ Q uma lista de invariaˆncias.
• Condic¸o˜es de salto
E ⊂ Q ∗Q lista de transic¸o˜es discretas.
• Guardas
G : E → 2x atribui a cada e ⊂ (q, q′) ∈ E uma guarda
• Reset
R : E ∗X → 2x atribui a cada e ⊂ (q, q′) ∈ E e x ∈ X uma relac¸a˜o de reset.
Um exemplo simples, e´ o do termostato. Neste caso [69] pretende-se que a
temperatura de uma sala se situe entre os 18 e os 22 graus (inclusive). Para
este caso sabe-se que:
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• A temperatura inicial e´ 20 graus.
• Com o termostato a temperatura baixa seguindo a equac¸a˜o: x˙ = −0.1x.
• Com o termostato temperatura sobe consoante a seguinte equac¸a˜o: x˙ =
5− 0.1x.
• O controlador apenas liga ou desliga o termo´stato.
Figura A.3: Termostato representando um sistema discreto
Ficamos enta˜o com o seguinte auto´mato constitu´ıdo por dois modos on/off
cuja transic¸a˜o e´ discreta (atrave´s de saltos entre os modos) e com a dinaˆmica
cont´ınua de alterac¸a˜o da temperatura (fluxo).
• Varia´vel cont´ınua, X = {x}, x ∈ ℜ (temperatura neste caso)
• Varia´vel discreta, Q = {q}, q ∈ {ON, OFF}
• Estados inicias, Init = Q ∗X
• Vectores de campo, f(q, x) =


−0.1x if q == OFF
5− 0.1x if q == ON
• Invariaˆncia, Inv(q) =


{x ∈ ℜ : x > 18} if q == OFF
{x ∈ ℜ : x 6 22} if q == ON
• Condic¸o˜es de guarda, G(e) =


{x ∈ ℜ : x = 18} if e == (ON,OFF )
{x ∈ ℜ : x = 22} if e == (ON,OFF )
• Transic¸o˜es discretas, E = {(ON,OFF ), (OFF,ON)}
• Reset, R(e,x)=x
A.2 Ferramentas de simulac¸a˜o 93
As ferramentas de desenvolvimento de sistemas h´ıbridos, que implementam






A.2 Ferramentas de simulac¸a˜o
A robo´tica e os sistemas multi-robo´ticos teˆm-se caracterizado por permitirem
a execuc¸a˜o de tarefas em cena´rios reais, com roboˆs reais, havendo sempre uma
grande interacc¸a˜o com todos os objectos envolventes no mundo. O desenvol-
vimento de um sistema robo´tico, apenas com um roboˆ ou com uma equipa de
roboˆs, levanta sempre grandes questo˜es na fase inicial de desenvolvimento, mais
ainda quando de trata de uma grande equipa de roboˆs. O custo total, o espac¸o
necessa´rio para testes, a ma˜o de obra e o tempo necessa´rio sa˜o uma desvan-
tagem para a discussa˜o da construc¸a˜o sistema de um sistema robo´tico. Toda
esta log´ıstica torna menos atraente o objectivo final. Tipicamente comec¸a-se
por desenvolver um proto´tipo de um roboˆ que, depois de validado, passa para
uma produc¸a˜o em se´rie por forma a criar a equipa de roboˆs. No caso da uma
equipa heteroge´nea de roboˆs tudo fica ainda mais complicado. Nos sistemas com
apenas um roboˆ o problema pode surgir na colocac¸a˜o/disposic¸a˜o dos sensores
ou mesmo em termos da forma mecaˆnica do chassi. O problema da fase de
testes de um sistema multi-robo´tico centra-se na log´ıstica. Ter uma equipa de
roboˆs completamente funcional para a execuc¸a˜o de uma manobra pode tornar-se
numa tarefa muito complicada. O espac¸o e´ outro factor importante, nem sempre
existe a disponibilidade de espac¸o suficiente para efectuar testes. O local espe-
cifico para a execuc¸a˜o das manobras pode ser long´ınquo ou inacess´ıvel durante
os testes. Encontram-se exemplos muito facilmente nos roboˆs que sa˜o usados
na inspecc¸a˜o de outros planetas, que efectuam misso˜es em locais perigosos ou
em locais com ambientes imprevis´ıveis a` partida [40, 35]. A acrescentar a este
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facto, no caso de uma equipa de roboˆs, nem sempre e´ poss´ıvel ter dispon´ıvel
toda uma equipa para efectuar os testes.
O desenvolvimento do software, e os testes necessa´rios ao controlo e coor-
denac¸a˜o, tambe´m sa˜o evidentes. Na˜o e´ pratica´vel, sempre que se ajusta um
diferente paraˆmetro, ter a equipa funcional para fazer a validac¸a˜o desse mesmo
paraˆmetro. Por vezes, um pequeno ajuste necessitaria de horas de teste. Mesmo
antes do sistema existir fisicamente, a validac¸a˜o do co´digo de controlo e coor-
denac¸a˜o, deveria ser poss´ıvel.
As ferramentas que teˆm vindo a ser desenvolvidas permitem, essencialmente,
efectuar verificac¸o˜es lo´gicas de uma determinada arquitectura. O grande eˆnfase
que tem sido atribu´ıdo aos sistemas multi-robo´ticos tem passado pelo desenvol-
vimento, de uma forma conceptual, de arquitecturas de controlo e coordenac¸a˜o.
O objectivo e´ fazer com que seja poss´ıvel realizar determinadas tarefas, recor-
rendo a equipas de roboˆs, em ambientes completamente inconstantes. Conseguir
cumprir misso˜es em ambientes que mudam constantemente, sem se ter conhe-
cimento pre´vio do mundo, tem sido uma das a´reas a` qual se tem dado muita
atenc¸a˜o.
A simulac¸a˜o de roboˆs tem, hoje em dia, sido alvo de grande desenvolvimento,
quer pela simulac¸a˜o de um roboˆ, quer pela simulac¸a˜o de pequenas parte do roboˆ,
seja ela, sensores, dinaˆmica ou hardware. A evoluc¸a˜o na simulac¸a˜o de sistemas
multi-robo´ticos tem passado por va´rias fases. A simulac¸a˜o pura da dinaˆmica
do roboˆ tem sido modificada por algo mais abrangente. As ferramentas que
teˆm surgido [36, 11], permitem fazer a simulac¸a˜o de va´rias equipas de roboˆ,
simular sensores individualmente, simular equipas de roboˆ virtuais com roboˆ
reais, acrescentar partes simuladas ao roboˆ real, comunicac¸a˜o com todos os
roboˆ, a existeˆncia va´rios n´ıveis de abstracc¸a˜o do hardware e a simulac¸a˜o usando
o hardware do roboˆ real. A simulac¸a˜o na robo´tica, permite resolver os problemas
referidos acima, com a capacidade de ca´lculo de um simples computador ja´ e´
poss´ıvel fazer simulac¸o˜es bastante fidedignas e com grande qualidade.
O teste de toda a arquitectura atrave´s da simulac¸a˜o que permita o desen-
volvimento de proto´tipos de roboˆs de uma forma simples, clara e de uma forma
abstracta do tipo de roboˆ e aplicac¸a˜o assim como o teste de mu´ltiplos agen-
tes sem ter que recorrer ao hardware espec´ıfico torna-se u´til quando de trata
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de grandes equipas de roboˆs em termos de espac¸o-tempo. A simulac¸a˜o pode
no entanto tornar-se complexa quando se fala de termos de simulac¸a˜o de sen-
sores, actuadores e dinaˆmica de um ve´ıculo com grande exactida˜o. Na˜o se
pretende uma aproximac¸a˜o realista mas uma aproximac¸a˜o que permita tirar
concluso˜es sobre que tipo de problemas com que nos possamos deparar na re-
alidade. Ale´m disso, uma simulac¸a˜o que permita uma reutilizac¸a˜o do co´digo
directamente sobre a arquitectura real de controlo tornam-se imperativos. O
nu´cleo da simulac¸a˜o, ao implementar o auto´mato de controlo usado nos ve´ıculos
reais, permite uma maior versatilidade assim como a minimizac¸a˜o do tempo de
desenvolvimento. No entanto, o conjunto de ferramentas a desenvolver torna-se
maior em simulac¸a˜o:
Em trac¸os gerais a simulac¸a˜o de ambientes robo´ticos servem para:
• Simulac¸a˜o de diferentes arquitecturas para controlo e coordenac¸a˜o numa
mesma ferramenta;
• Evitar a existeˆncia de mu´ltiplos roboˆs quando se trabalha com equipas de
roboˆs;
• Simulac¸a˜o de cena´rios aos quais e´ imposs´ıvel ou dif´ıcil aceder;
• Resoluc¸a˜o dos problemas construtivos dos roboˆs, (p.e. disposic¸a˜o de sen-
sores);
• Desenvolvimento mais ra´pido de software.
Principais problemas existentes na robo´tica quando se usam equipas de
roboˆs:
• Cena´rios aos quais e´ imposs´ıvel ou dif´ıcil aceder: Marte, locais perigosos,
etc;
• Necessidade da existeˆncia de va´rios roboˆs;
• Desenvolvimento do co´digo fica muito dificultado quando se precisam e
fazer testes, que seriam imposs´ıveis se na˜o fosse de uma forma simulada;
• Obrigac¸a˜o de construc¸a˜o de cena´rios reais.
As mais valias da simulac¸a˜o sa˜o:
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Figura A.4: Arquitectura gene´rica de um sistema robo´tico simulado
• simulac¸a˜o de diferentes arquitecturas para controlo e coordenac¸a˜o numa
mesma ferramenta;
• resoluc¸a˜o dos problemas construtivos dos roboˆs, (p.e. disposic¸a˜o de sen-
sores);
• desenvolvimento mais ra´pido de software;
• Simulac¸a˜o da dinaˆmica de um roboˆ;
• Simulac¸a˜o de mu´ltiplos ve´ıculos;
• Comunicac¸a˜o entre ve´ıculos (se for poss´ıvel correr o co´digo real no roboˆ
simulado);
• hardware in-the-loop;
• Simulac¸a˜o de va´rias equipas numa mesma ma´quina.
Desde a introduc¸a˜o e verificac¸a˜o da dificuldade de implementac¸a˜o dos ambi-
entes multi-robo´ticos comec¸aram a aparecer frameworks de trabalho para a si-
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mulac¸a˜o desde um sensor apenas ou um actuador ate´ a` equipa inteira de ve´ıculos.








Na simulac¸a˜o de uma equipa de roboˆs, cada roboˆ deve poder ter diferentes
n´ıveis de abstracc¸a˜o. Sabendo a` partida que a dinaˆmica do roboˆ e´ parte es-
sencial, os sensores, actuadores, hardware e software devem poder ser vistos a
diferentes patamares. E´ necessa´rio que o simulador seja constitu´ıdo por diferen-
tes pequenas partes que simulam os diferentes sensores, os diferentes actuadores,
a dinaˆmica ou mesmo que emulem o co´digo dor roboˆ. Essas pequenas partes teˆm
de poder ser facilmente configura´veis ja´ que na maioria dos casos a frequeˆncia
de sa´ıda dos dados e´ diferente.
Alguns dos ambientes de desenvolvimento ou a combinac¸a˜o destes com al-
gumas linguagens permitem simular a dinaˆmica de um sistema. A ferramenta
CHARON [31], assim como Times [32], ou a variante do Mocha [28], o jMocha
teˆm integrado um simulador da dinaˆmica do sistema. Estas aplicac¸o˜es podem
ainda ser usados como o TeamBots (que e´ uma aplicac¸a˜o baseada em Java para
a investigac¸a˜o relacionada com a cooperac¸a˜o entre mu´ltiplos agentes) onde o
simulador integrado executa o co´digo gerado para execuc¸a˜o, da mesma forma
acontece com o Mission Lab [30].
Existem ainda linguagens orientadas simplesmente para a simulac¸a˜o como
e´ o caso da linguagem SHIFT [71] que permite descrever redes dinaˆmicas de
auto´matos h´ıbridos. Esta linguagem surgiu da necessidade de se criar uma
ferramenta que suportasse sistemas h´ıbridos dinaˆmicos e reconfigura´veis para
uma aplicac¸a˜o bem definida, os ve´ıculos auto´nomos em auto-estradas, apesar
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Algorithm 1 Exemplo de um termo´stato em CHARON [70].
gent thermostat()
mode top = thermostatTop()
mode thermostatTop()
private analog real x;
mode on = onOff(-10000000000.0, 82.0, 100.0);
mode off = onOff(68.0, 10000000000.0, 0.0);
trans toSubMode from default to on when true do x= 73
trans fromOnToOff from on to off when x ¿ 80.0 do
trans fromOffToOn from off to on when x ¡ 70.0 do
mode onOff(real a, real b, real c)
readWrite analog real x;
inv invOnOff x ¿ a and x ¡ b
diff dOnOff d(x) == -x + c
de poder ser aplicado a coordenac¸a˜o entre ve´ıculos auto´nomos sejam terrestres
mar´ıtimos ou ae´reos. Outras como Stateflow que por si so´ sa˜o ferramentas de
simulac¸a˜o de sistemas do tipo event-driven, permitem ainda obter soluc¸o˜es para
aplicac¸o˜es em sistemas embebidos usando Stateflow Coder. Esta ferramenta
esta´ integrada no software MATLAB tal como o Simulink que permite simular
sistemas do tipo cont´ınuo e discreto. Com o aux´ılio das ferramentas associa-
das ao MATLAB foi desenvolvido ainda uma outra ferramenta, o CheckMate
[51]. Ferramentas como o ORCCAD [57, 29] geram co´digo para simuladores
espec´ıficos, ou seja o co´digo gerado para o simulador e´ diferente do usado nas
aplicac¸o˜es.
O projecto Player/Stage/Gazebo [11] fornece dois simuladores multi-robo´ticos:
o Stage e o Gazebo. Como os dois sa˜o compat´ıveis com o Player, os programas
clientes podem utilizar os dois com poucas ou nenhumas alterac¸o˜es. A diferenc¸a
principal entre estes dois simuladores e´ a de que o Stage foi implementado para
simular uma grande equipa de roboˆs com uma baixa fidelidade e o Gazebo foi
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Figura A.5: Simulac¸a˜o SHIFT/Smart-AHS para aplicac¸a˜o em ve´ıculos
auto´nomos em auto-estradas [10].
implementado para simular uma pequena equipa de roboˆs com grande fideli-
dade. Como tal os utilizadores podem alterar entre um e outro consoante as
suas necessidades.
O Player fornece um mecanismo client-servidor pelos quais torna poss´ıvel
interagir entre com robots e sensores reais.
Gazebo e´ um simulador de robo´tica para ambientes externos. Tal como o
Stage, e´ capaz de simular uma populac¸a˜o de roboˆs, sensores e objectos, mas
fa´-lo de uma forma tridimensional. O Gazebo consegue gerar dados realistas
de sensores e simulac¸o˜es f´ısicas entre os agentes e os objectos. O Gazebo ao
funcionar com o Player, permite fornecer dados de sensores simulados em vez
de dados de sensores reais. Idealmente os clientes na˜o devera˜o distinguir se os
roboˆs sa˜o reais ou simulados.
O Gazebo tambe´m pode ser controlado por uma interface de baixo n´ıvel
(libgazebo). Esta biblioteca permite que terceiros consigam integrar o Gazebo
nos roboˆs que na˜o sejam baseados no Player.
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Figura A.6: Player/Stage/Gazebo [11]
Outro exemplo ideˆntico ao Player/Stage, e´ o CARMEN [72], sendo um soft-
ware que permite fazer desenvolvimento para sistemas robo´ticos. Tendo uma es-
trutura modular tem ja´ implementados algoritmos de localizac¸a˜o, planeamento
de trajecto´rias, mapeamento e desvio de obsta´culos. Tem ja´ implementado
tambe´m um simulador 2D que permite simular todo o roboˆ ou apenas senso-
res. A` semelhanc¸a do Player/Stage o Carmen tambe´m suporta alguns tipos de
hardware (Receptor GPS e Sick Laser).
A.3 Ferramentas de verificac¸a˜o
A verificac¸a˜o de propriedades dos sistemas h´ıbridos, teˆm sido uma das prin-
cipais motivac¸o˜es para o desenvolvimento de ferramentas que permitem fazer
a verificac¸a˜o formal. Estas ferramentas servem essencialmente a verificac¸a˜o de
determinadas caracter´ısticas como a safety e a liveness [73]. Estas propriedades
normalmente representam especificac¸o˜es fornecidas.
UPPALL consiste numa ferramenta para verificac¸a˜o automa´tica das propri-
edades da seguranc¸a dos sistemas de tempo real [26]. E´ ainda realizada uma
verificac¸a˜o sinta´ctica depois da descric¸a˜o textual do sistema. Esta verificac¸a˜o
sinta´ctica permite que se detectem erros de sintaxe de varia´veis mal declaradas
ou usadas de uma forma errada. Obe Checkmate [51, 74] usa o ambiente gra´fico
do Stateflow e Simulink para a modelizac¸a˜o dos sistemas juntamente com dois
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Figura A.7: Software UPPAAL [12].
comandos, um de explorac¸a˜o e um de verificac¸a˜o. O comando explore, comec¸a
por verificar se as especificac¸o˜es do sistema sera˜o verdadeiras para qualquer es-
tado inicial, e o comando verify verifica todas as trajecto´rias poss´ıveis desde
os estados iniciais ate´ aos estados finais. Times [32, 75] faz uma ana´lise do es-
calonamento, para verificar se e´ poss´ıvel escalonar todas tarefas cumprindo as
deadlines depois de de definirem as propriedades do sistema. Outra ferramenta
para verificac¸a˜o dos requisitos temporais do sistema a HyTech (Hybrid TecHno-
logy Tool) [76, 77, 78, 79] que e´ uma ferramenta de ana´lise simbo´lica de sistemas
embebidos para verificac¸a˜o automa´tica dos requisitos temporais de um sistema
h´ıbrido linear. Os sistemas h´ıbridos lineares sa˜o uma subclasse dos auto´matos
h´ıbridos. O HyTech consegue, na sua ana´lise, determinar os paraˆmetros que sa-
tisfazem determinadas condic¸o˜es temporais para um determinado sistema sendo
ainda capaz de lidar com sistemas de qualquer dimensa˜o. SPeeDI [80] tem como
principal ferramenta a da verificac¸a˜o onde se podem definir as condic¸o˜es iniciais
e finais de modo a que a ferramenta verifique se tal e´ admiss´ıvel. Mocha [28] e
as suas duas variantes cMocha e jMocha, cuja principal diferenc¸a e´ a linguagem
de programac¸a˜o usada C e Java respectivamente, usa para a verificac¸a˜o dos re-
quisitos do sistema a ATL (Alternating Temporal Logic) [28]. Esta ferramenta
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verifica ainda a implementac¸a˜o seguindo a ligac¸a˜o existente entre os mo´dulos
de especificac¸a˜o e implementac¸a˜o. O processo de simulac¸a˜o em CHARON [31]
inicia sempre o procedimento pela verificac¸a˜o formal. A ferramenta KRONOS
[81, 82] foi desenvolvida com o intuito de verificar sistemas de tempo-real com-
plexos, esta ferramenta permite a implementac¸a˜o ou a gerac¸a˜o de co´digo au-
toma´tico a partir de modelos de especificac¸a˜o. No entanto verifica se o modelo
especificado por auto´matos temporizados satisfaz as propriedades temporais es-
pecificadas pela fo´rmula da lo´gica temporal (TCTL). KRONOS e´ usado ainda
juntamente com TAXYS [83] usada para validar software de telecomunicac¸o˜es
de tempo-real. Existe tambe´m a ligac¸a˜o entre DIADEM e KRONOS [84] onde
DIADEM [85] e´ uma plataforma para implementac¸a˜o de sistemas tempo real
com atendimento de acontecimentos.
Figura A.8: Especificac¸a˜o de um controlador de passagens de n´ıvel por forma
a garantir que sempre o comboio esteja a 10 m da passagem a barreira esteja
garantidamente fechado [13].
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A.4 Ferramentas para a implementac¸a˜o
Nem todos os ambientes de desenvolvimento possuem ferramentas que permi-
tam a implementac¸a˜o ou a gerac¸a˜o de co´digo automa´tico a partir de modelos de
especificac¸a˜o. No entanto mais recentemente com o desenvolvimento sucessivo
de alguns ambientes de desenvolvimento comummente usados para a simulac¸a˜o
e verificac¸a˜o surgiram algumas ferramentas que permitem a implementac¸a˜o dos
sistemas em ambientes computacionais particulares, ou ainda a gesta˜o da imple-
mentac¸a˜o. TeamBots e´ uma ferramenta que permite criar co´digo para aplicac¸o˜es
em equipas de roboˆs com o objectivo de estudar a cooperac¸a˜o entre eles. O pa-
cote de software foi desenvolvido na Carnegie Mellon University sendo usado
no futebol robo´tico. O Mission Lab [30], e´ baseado na CDL (Configuration Des-
cription Language) seguindo a Social Agent Theory que diz que quer humanos
quer animais possuem controladores baseados em comportamentos tornando-
nos numa grande sociedade de agentes. A CDL serve para definir a inicializac¸a˜o
e coordenac¸a˜o das primitivas do sistema mas na˜o a sua implementac¸a˜o. A ferra-
menta Times (Tool and Implementation of Embedded Systems) [32] gera co´digo
para uma plataforma espec´ıfica: LegoOS. Existem ainda ferramentas que jun-
tam diferentes paradigmas para a implementac¸a˜o como o projecto FRESCO
[27] que usa o Masaccio [55] como o modelo formal para a definic¸a˜o do sistema
e o Giotto [86, 87, 88] fornece um modelo para implementac¸a˜o do controlo de
sistemas embebidos gerando co´digo para aplicac¸o˜es hard real-time. O Giotto
baseia-se numa time-triggered API. O ORCCAD gera co´digo C++ [57] que e´
independente da plataforma sendo mais usado em Solaris e VxWorks.
A ferramenta DIADEM [85] fornece uma estrutura de software orientada aos
objectos para a implementac¸a˜o de sistemas de controlo. Possui como modelo
de desenvolvimento o de uma rede dinaˆmica de auto´matos h´ıbridos. Permite
a existeˆncia de eventos s´ıncronos ou ass´ıncronos bem como a reconfigurac¸a˜o
dinaˆmica da propagac¸a˜o de eventos entre os componentes permitindo desta
forma a reconfigurabilidade da rede. O co´digo gerando e´ ligado a um conjunto
de classes base e a um escalonador fornecido, sendo constru´ıda uma aplicac¸a˜o
monol´ıtica. Esta aplicac¸a˜o pode correr num dos sistemas operativos definidos
(Linux, SunOs e QNX).
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A.5 Ana´lise a`s ferramentas existentes
A parte conceptual de uma arquitectura se um sistema robo´tico e´ extremamente
importante, da´ı se dar tanto eˆnfase a` modelizac¸a˜o e verificac¸a˜o lo´gica das al-
goritmos de controlo. Este tipo de ana´lise permite saber se estamos perante
um sistema, por exemplo, tolerante a falhas, se o seu objectivo pode ou na˜o
ser atingido ou mesmo se e´ poss´ıvel respeitar as restric¸o˜es temporais do mesmo.
A implementac¸a˜o de sistemas que respeite completamente os modelos definidos
teoricamente ainda na˜o sa˜o poss´ıveis ate´ porque existe muitos problemas que
na˜o entram no processo de modelizac¸a˜o e verificac¸a˜o, nestes casos podemos in-
cluir os erros de hardware. Muitas das vezes a pro´pria implementac¸a˜o em si na˜o
corresponde ao verdadeiro modelo conceptual por falhas na construc¸a˜o. Daqui
se percebe a raza˜o de ainda muitos dos paradigmas serem apenas testados em
simulac¸a˜o e na˜o num ambiente real.
Existem ainda muitas limitac¸o˜es nas quais esta˜o subjacentes algumas ar-
quitecturas e que ainda na˜o foram resolvidas, muitas prendem-se com a sim-
ples comunicac¸a˜o ma´quina-ma´quina outras porque fazem uma abstracc¸a˜o das
ma´quinas em si e outras porque ainda na˜o foram validadas ja´ que o seu objecto
de estudo na˜o permite simulac¸a˜o (por exemplo explorac¸a˜o de outros planetas).
O facto de existirem algumas arquitecturas que permitem a implementac¸a˜o, e
apesar de na˜o serem validadas conceptualmente, permitem ja´ o teste e resoluc¸a˜o
de problemas espec´ıficos, no entanto, estes problemas sa˜o diferentes de arqui-
tectura em arquitectura e nenhuma delas tenta a formalizac¸a˜o gene´rica de um
sistema deste ge´nero. Daqui se pode observar facilmente que ainda na˜o existe
nenhuma arquitectura que permita iniciativa mista global.
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B.1 Middleware e os sistemas robo´ticos
Com a introduc¸a˜o de maiores desafios nos sistemas que usam equipas de roboˆs,
foram aparecendo va´rios middlewares que permitem uma maior integrac¸a˜o de
todos os componentes que equipam os sistemas robo´ticos discutidos ate´ aqui. No
entanto, ainda na˜o existe nenhum que seja um dado adquirido e que funcione
em qualquer sistema multi-robo´tico. A interacc¸a˜o entre o homem e o roboˆ e´
deixada para segundo plano por parte dos middlewares aqui descritos.
O recurso a middlewares permite [44]:
• Simplificac¸a˜o desenvolvimento;
• Estrutura de comunicac¸o˜es melhorada;
• Eficieˆncia em todos os recursos envolvidos (p.e. reutilizac¸a˜o do co´digo);
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• Permitir uma maior abstracc¸a˜o do hardware;
• Existeˆncia em muito casos de ambientes de simulac¸a˜o.
Os middlewares apresentados de seguida na˜o pretendem ser um apanhado
de todos existentes mas algumas das abordagens existentes mais representativas
e onde onde o desenvolvimento ainda se verifica bastante activo.
B.1.1 Orocos
Figura B.1: Orocos [14]
O projecto Open Robot Control Software, Orocos [14], propo˜e um conjunto
de componentes que permite uma maior rapidez do desenvolvimento de roboˆs.
O Orocos e´ constitu´ıdo pelos seguintes mo´dulos:
• Real-Time Toolkit (RTT);
• Orocos Components Library (OCL);
• Orocos Kinematics and Dynamics Library ;
• Orocos Bayesian Filtering Library.
Os mo´dulos podem ser usados individualmente ou em conjunto nas aplicac¸o˜es
de quem desenvolve sistemas robo´ticos, por si so´ os mo´dulos na˜o funcionam sozi-
nhos, mas conseguem integrar-se e interligar-se nas aplicac¸o˜es onde sa˜o usados.
B.1 Middleware e os sistemas robo´ticos 107
Figura B.2: Ocera [15].
B.1.2 Ocera
O Ocera, Open Components for Embedded Real-time Applications [15], e´ um
projecto que se foca nos componentes de tempo real para aplicac¸o˜es embebidas
utilizando um kernel Linux. Os componentes desenvolvidos podem agrupar-se
em quatro grandes a´reas:




Todas os componentes desenvolvidos teˆm caracter´ısticas de tempo real, se-
jam hard ou soft sendo que alguns na˜o podem ser usados separadamente, teˆm
que ser obrigatoriamente usadas dentro da framework Ocera.
B.1.3 Comunicac¸o˜es
As comunicac¸o˜es mais comummente usadas nos sistemas robo´ticos, ou seja o
fluxo de dados que e´ normal existir nestes sistemas, sa˜o sumariadas na Figura
B.3. O tipo de dados que circulam nestes ambientes necessitam, na maior parte
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dos casos, de comunicac¸o˜es de tempo real, redes bastante complicadas, controlo
da largura de faixa, dados descentralizados, garantia de entrega dos dados, di-
ferentes tipos de dados e alocac¸a˜o dinaˆmica de dispositivos. Em termos de
implementac¸a˜o pra´tica, apesar de existirem outros protocolos de comunicac¸o˜es,
bluetooth, zigbee, ou outros protocolos com fios que tenham mecanismos de serem
usados sem fio, sa˜o as redes wireless Ethernet que teˆm maior aplicac¸a˜o.
Figura B.3: Tipos de comunicac¸o˜es usadas em ambientes multi-robo´ticos
O tipo de dados que circulam nestes tipos de ambientes podem ser listados
da seguinte forma:
• Comandos necessitam de ser entregues apenas uma vez mas de uma
forma garantida e a ordem de chegada deve ser coerente com a ordem de
envio;
• Sinais sa˜o valores que variam no tempo. Podem ser cr´ıticos no tempo,
e, apesar de ser importante o reenvio em caso de falha, e´ ainda mais
importante o envio de novos dados;
• Eventos sa˜o gerados sempre que e´ necessa´rio iniciar manobras que exi-
jam coordenac¸a˜o, e´ necessa´rio que exista a garantia da entrega e que se
enquadrem num espac¸o temporal cr´ıtico;
• Estados fornecem a indicac¸a˜o da realidade actual dos roboˆs. Na˜o sa˜o
cr´ıticos em termos temporais e podem ser repetidos.
• Pedidos sa˜o dados essencialmente de quem esta´ a desenvolver;
• Logs (registos de dados organizados num formato conhecido) sa˜o dados
que podem implicar uma grande largura de banda quando esta˜o a ser
enviados, nos logs o tempo na˜o e´ cr´ıtico, mas a garantia de entrega de
alguns e a sequeˆncia correcta de chegada pode ser importante;
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Figura B.4: Comunicac¸a˜o t´ıpicas cliente-servidor (esquerda) e ma´quina a
ma´quina (direita)
Existe ainda o broadcast e multicast para envio de dados. Este tipo de es-
trate´gia faz com que toda a informac¸a˜o que seja precisa circule na rede sendo
enviada a todas as ma´quinas, mesmo quando na˜o e´ necessa´ria ou quando ape-
nas uma das ma´quinas a vai usar. Este facto faz com que o tra´fego de rede
seja muito elevado. Considerando estes cena´rios e´ poss´ıvel verificar que existem
essencialmente duas camadas de comunicac¸a˜o, as TCP e UDP. O uso de cada
uma delas depende essencialmente da aplicac¸a˜o. E´ sabido que as redes TCP
permitem a garantia de entrega de dados, mas requer um desenvolvimento mais
complexo, a UDP, apesar de ser de implementac¸a˜o simples na˜o garante a en-
trega dos dados. De notar ainda que as comunicac¸o˜es ethernet na˜o garantem
entrega de dados em tempo real nem garante a sequeˆncia de envio. A Figura
B.4 mostra o tipo de arquitectura mais comum de comunicac¸o˜es. No caso de
existir problemas no servidor, os dados permanecem inacess´ıveis.
Todas estas implicac¸o˜es levam a que sejam propostas novos paradigmas de
comunicac¸a˜o, como ocaso RTPS [89, 90]. A arquitectura Real Time Publish
Subscribe e´ orientada a` informac¸a˜o e e´ implementada atrave´s de um middleware.
A ma´quina que fornece os dados e´ responsa´vel pela sua entrega, a Figura B.5
esquematiza o funcionamento de um destes middlewares [91, 92].
E´ poss´ıvel dividir a informac¸a˜o, interna ou externa, em duas categorias, men-
sagens do tipo event triggered ou time triggered. As mensagens time triggered
sa˜o que podem ser controladas, sendo apenas definido o tempo entre cada men-
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Figura B.5: Comunicac¸o˜es publish-subscribe
sagem fazendo com que o tra´fego local seja determin´ıstico. As event triggered
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C.1 Caracter´ısticas da equipa de futebol robo´tico
ISePorto
A equipa de futebol robo´tico e´ constitu´ıda por 6 jogadores, um guarda-redes
e cinco jogadores de campo. Em termos de hardware e software, os jogadores
(Figura C.1) teˆm as seguintes caracter´ısticas:
• Dois sensores de visa˜o, um no topo e outro no chutador;
• Cinco graus de liberdade, tracc¸a˜o diferencial, caˆmara do topo, chutador e
corpo rotativo;
• Rede CAN entre os diferente no´s de controlo dos motores;
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Figura C.1: Futebolista robo´tico do ISePorto
• Board computacional (industrial);
• Pack de 4 baterias 3600mAh/4200mAh;
• Chutador mecaˆnico;
• Sistema operativo Linux sem X (Ambiente gra´fico);
• Aplicac¸a˜o multi threaded com controlo hiera´rquico;
• Jogadas pre´-definidas: controlo de bola, defesa, ataque, chuto a` baliza;
• Possibilidade de construc¸a˜o de jogadas complexas baseadas nas jogadas
simples;
• Biblioteca de comunicac¸o˜es unicast/multicast ;
• Biblioteca de visa˜o;
• Biblioteca dos controladores de poteˆncia.
C.2 Caracter´ısticas do ve´ıculo ROAZ
O projecto de desenvolvimento ROAZ [42] tem como objecto de estudo a robo´tica
mar´ıtima no desenvolvimento de ve´ıculos auto´nomos de superf´ıcie sendo diri-
gido o trabalho para dois grandes to´picos, a recolha de dados e monitorizac¸a˜o e
inspecc¸a˜o mar´ıtima. O programa conta ja´ com dois ve´ıculos uma pequena em-
barcac¸a˜o catamara˜ ROAZ I e uma outra relativamente maior ROAZ II, ambos
com uma grande variedade de sensores a bordo tais como caˆmaras termogra´ficas,
sonar e CTD.
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As principais a´reas de trabalho sa˜o a monitorizac¸a˜o ambiental, batimetria,
recolha de dados oceanogra´ficos, busca e salvamento de pessoas e misso˜es de
seguranc¸a e reconhecimento. Todas estas tarefas consomem hoje em dia recursos
humanos muito elevados. Ve´ıculos deste ge´nero com algum grau de autonomia
conseguem realizar as tarefas descritas apenas com um elemento humano.
O ROAZ C.2 e´ constitu´ıdo por:
Figura C.2: Aspecto do ROAZ II
• Embarcac¸a˜o catamara˜ de 4m;
• Sensores: caˆmaras de filmar (streaming de video), caˆmara termogra´fica,
GPS, radar, sidescan sonar e alt´ımetro;
• Board computacional;
• Dois motores de propulsa˜o ele´ctricos com controlador;
• Sistema operativo Linux sem X (ambiente gra´fico);
• Aplicac¸a˜o multi threaded com controlo hiera´rquico;
• Algumas manobras ja´ implementadas;
• Possibilidade de execuc¸a˜o de manobras baseadas nas manobras mais sim-
ples;
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• Completamente teleopera´vel a partir de uma estac¸a˜o base.
C.3 Caracter´ısticas da plataforma Wireless Po-
sitioning System
A plataforma de recolha de valores de poteˆncias de sinais wireless e´ constitu´ıda
essencialmente por:
• Rodas com encoders;
• ARM Cortex;
• Sistema computacional Linux;
• Rede de comunicac¸a˜o CAN;





Principais caracter´ısticas dos computadores de bolso utilizados como consola de
operac¸o˜es porta´til:
• Peso: 230 g
• Dimenso˜es: 141 x 79 x 19 mm
• Ecra˜ ta´ctil 800x480 com 65.536 cores
• Memo´ria DDR RAM de 64 MB e Flash 128 MB
• Processador ARM9
• Memo´ria: Flash 128 MB
• Sistema Operativo Internet Tablet 2005
• Wireless LAN : 802.11b/g
