In this paper are presented some recent advances in multiscale splitting methods, based on additive and iterative schemes and applied to deterministic and stochastic differential equations.
INTRODUCTION
Splitting methods were, historically, designed to reduce the needed computational time by decomposing delicate differential equations into simpler solvable equations, see the overview papers of Strang [48] and Marchuk [37] , who were the first pioneers.
Concentrating on the methods related to the time-splitting of ordinary differential equations (ODEs) and partial differential equations (PDEs), one could classically distinguish three important steps (see [39] ). Consider the differential equation (1) A is an operator on W, as follows:
• Choosing a set of operators A i such that
• Integrating each operator A i exactly or approximately;
• Coupling the solutions to obtain an integrator for A. See the introduction of [39] . For modern splitting methods, we have to modify those three steps and adapt to the novel challenges. For multiscale splitting methods, see [20] and further in Section 3, we have to add two more steps, i.e., a restriction and an interpolation step to couple the differential equations with respect to their microscopic and macroscopic behavior.
Let us consider a multiscale differential equation,
where A 1 is an operator in the microscopic scale on Ω f and A 2 is an operator in the macroscopic scale on Ω c and I (Ω c ) = Ω f . We can decouple it into the following microscopic and macroscopic differential equations:
where A 1 is an operator on Ω f and A 2 is an operator on Ω c , and we have the following components:
• Choosing a set of operators A 1i , A 2i , such that and ;
• Defining the coupling operators for the coarse and fine domains, restriction operator R and interpolation operator I ; • Integrating each micro-and macro-equation operator A 1i , A 2 , i exactly or approximately; • Coupling the solutions to obtain an integrator for the fine A 1 and coarse A 2 operator; • Initializing each fine and coarse equation for the next time step. See the applications in [20] . Here we obtain additional steps for the splitting scheme to couple the microand macroscales together.
The extension of the classical splitting methods are important for studying novel models, which are not based on only one scale, e.g., stochastic models or multiscale models.
For example, the study of stochastic differential equation solvers is extremely useful for researchers, who have been troubled by multiple body/ particle simulation algorithm designs and computations, see [43] .
Furthermore, extensions of decomposition methods for multiphysics and multiscale problems are important in the numerical solution of deterministic/ stochastic partial differential equations.
The following imperatives should be considered for advances in splitting methods:
• Reduce the computational burden of multiscale and multiphysics problems.
• Decompose into simple physical problems and solve each reduced part more efficiently.
• Split into one-or single-scale problems, while decomposing into slow and fast scales, which can be solved independently. Methodologically, splitting methods are decomposition methods, which are in the class of numerical solvers. The main idea of decomposition methods are related to decoupling differential equations into equation parts that are simpler and more quickly solvable, see [39] . Another aspect is that of the non-iterative and iterative splitting methods, which are developed to gain higher order decomposition schemes and reduce the splitting error, see [49] and [19] .
Splitting methods are designed and analyzed for various fields of applications, for example, 1. Computational Fluid Dynamics (CFD), see [46] , [29] , which are given as exponential splitting schemes to decouple the analytical given exponential function.
2. Rigid body dynamics (Hamiltonian systems), see [8] , [25] [7] , which are designed as Hamiltonian splitting schemes to conserve the symplecticity of the problems. 3. Particle Tracking with Collision, see [53] , [44] , which are related to stochastic splitting schemes to decouple the deterministic and stochastic terms. 4. Multiscale Problems, see [1] , [10] and [11] , which are designed to effectively compute and decompose the microscopic and macroscopic behavior. The criteria that a splitting method must meet in order to solve physical and engineering models, are as follows:
• Conservation of the physics, e.g. symplecticity, energy conservation, irreversibility, mass conservation, as well it is important to omit errors of the physical constraints.
• Accuracy of the method, e.g. higher order splitting scheme or adaptive splitting schemes, these being useful for reducing the numerical errors.
• Fast implementation and separation to simpler computable parts are necessary to reduce the computational time and combine programmed and fast standard methods for the simpler equation parts.
• Flexibility of the splitting scheme is important for adapting the method to modifications of a physical model, e.g. time-, spatial-dependent, nonlinear dependent or stochastic operators. Here, we can reduce the implementation time and development time for an updated splitting scheme. In the present paper, we concentrate on the advances for multiscale splitting schemes, which arose from standard splitting schemes, e.g. [48] , [37] and [52] .
The present paper is organized as follows. In Section 2 will discuss the classical splitting methods and Section 3 will discuss modern multiscale methods. The error analysis of the multiscale iterative splitting method is discussed in Section 4. In Section 5, numerical examples are presented with regard to stochastic differential equations; the conclusions are given in Section 6.
Non-iterative operator splitting methods are based on decomposing the exact solution (e.g. the flow) in a composition method, e.g. exponential splitting. For example, the ODE , whose solution is given by u(t) = exp(At)u(0), can be composed into:
for , which is a splitting scheme accurate to first order:
, see [50] . Based on such a decomposition, there are several related ideas for achieving higher accuracy approximations to the exact solution: non-iterative schemes in the literature include, e.g. Strang splitting [48] , higher order exponential schemes, e.g. [30] , [26] , and more. A graphical visualization of such non-iterative splitting scheme is given in Figure 1 . The iterative operator splitting methods are based on iterative methods used to solve coupled operators by using a fixed point or relaxation scheme, see [51] and [19] . These schemes integrate each underlying equation with respect to the last iterated solution. Therefore, the quality of the starting solution in each iterative equation is important in order to guarantee quick convergence or a higher order of accuracy. A graphical visualization of such an iterative splitting scheme is given in Figure 2 .
Introduction to the Classical Splitting Schemes
In the following, we deal with semi-discretized PDE systems and assume that we have posed an abstract Cauchy problem:
where c = (c 1 , ..., c n ) t and the spatially discretized matrices have embedded the boundary conditions. Furthermore, we assume we have semi-discretized the scheme with optimal software code, e.g.: A (heat transfer matrix) is computed by a CFD (computational fluid dynamics) software package, see [21] B (fluid flow and radiation) is computed by a different specialized software package, see [21] .
The classical schemes are as follows:
• The A-B splitting (Lie-Trotter splitting) is given by the following scheme:
∂ t c * = Ac * with c * (t n ) = c n ,
where c(t n+1 ) = c ** (t n+1 ) (e.g. [48] and [33] . The splitting error err global = c -c AB is Figure 2 . Visualization of the Splitting Methods (iterative).
This error is related to the commutator [B, A], see [48] and [47] .
• The Strang splitting, see [48] and [38] , is an improvement on the Lie-Trotter splitting, and is given by where t n+1/2 = t n + 0.5τ n and .
The splitting error err global = c -c strang is
This error is related to the higher commutators [B, [B, A] ], see [48] and [47] .
• The iterative operator splitting methods in the classical version, see [19] and [13] , is, for the Cauchy problem (6), given by the fixed point scheme where i = 1, 3, . . . , 2m + 1 are the iterative steps and c 0 (t) is a given fixed solution for the initialisation of the iterations. The splitting error is err i = c -c i and is of order 2m + 1 for (7) where K m = ||B m ||||A m || (higher order matrix polynomials).
Parallelization for Splitting Schemes
For modern problems, large scale computations are important. Therefore, parallelization is important for a splitting scheme: one decomposes it into serial (cheaply computable) parts and parallel parts (which are expensive to compute). Figure 3 presents the time-parallel idea with respect to the windowing algorithm, see [51] . The windowing idea is applied in the following, briefly discussed Parareal algorithm, see [21] , [36] and [14] , which is a time-parallel algorithm.
c t t Ac t Bc t with c t u
We have a partition of the time interval, i.e.,
We have two solvers: a coarse propagator G(T n , T n-1 , x) and a fine propagator F(T n , T n-1 , x), which compute coarse and fine approximations to the solution U n of the equation (9) It is crucial that the coarse integrator be computationally much faster than the fine integrator, but the fine integrator should be more accurate.
Algorithm 2.1 1.) Initialization: Parareal uses the coarse integrator in a serial fashion to provide initial conditions for each time slice Ω n :
2.) The fine propagator is used to integrate independently (i.e., in parallel) N initial value problems
(n = 1, 2, . . ., N), yielding new approximations for the initial conditions for the subsequent time slices.
3.) In each iteration k, the corrections are then again quickly propagated using the coarse integrator:
n n n n 
Some Extensions to Non-Iterative and Iterative Splitting Schemes
For greater flexibility and for ease of recoding the given standard code to adapt it for any novel model problems, many variants of the non-iterative and iterative splitting schemes have been made, see the overview article [39] and books [28] , [19] and [16] .
Here, only an overview of such extensions to the non-iterative and iterative splitting schemes can be presented, in Figures 4 and 5.
Remark 2.1 The extensions are made with regard to the dimension splitting, which is important for decomposing the problem into different one-dimensional problems, and also for decompositions involving deterministic and stochastic approaches. While non-iterative schemes are more classically applied in the areas of CFD (computational fluid dynamics), iterative schemes are additionally
Journal extended to more or less nonlinear approaches, while the origins of such schemes are in fixed point approaches, see [40] and [41] and [42] .
Another extension of the iterative schemes is given in the following example of multiple operator splitting.
Example 2.2 In the following, we discuss an extension to a multi-iterative splitting scheme, see [34] and [18] , which is the equivalent of a non-iterative splitting based on compositions of exponential operators, see [26] and [30] . Such a scheme allows generalizing the iterative splitting scheme to multiple operators.
The problem is given as
The multi-iterative approach is 
where (higher order matrix polynomials).
We next discuss the benefits and drawbacks of non-iterative splitting methods, which are developed into composite schemes.
Their advantages are • No initialization process, • Explicit scheme with no iterations, • Fast computation of exponential matrices. Figure 5 . Some extensions to the iterative splitting schemes.
Their disadvantages are
• Non-commuting operators can have large constants and require an unrealistically small splitting time-step, • Splitting the original problem into different sub-problems with one operator (i.e., neglecting the other components) is physically questionable. On the other hand, the iterative schemes also have their strengths and weaknesses.
Their advantages are • Simple implementation of a fixed point scheme.
• Increasing the order with an additional iterative step.
• Extensions are possible to multi-operators.
• Full physical problem is solved. Their disadvantages are
• Expensive integral formulations.
• Initialization process needed to obtain good starting solution.
SPLITTING METHODS APPLIED TO MULTISCALE PROBLEMS
Classical splitting methods for multiscale problems have to be modified to take into account any multiscale behavior. Based on the different scales, we concentrate on a microscopic and macroscopic scale, we have different physical behaviors on each scale that have to be considered, see [9] . We have to deal with local microscopic solutions and also global microscopic solutions which influence the macroscopic solutions. Often such small and dislocated microscopic structures, e.g. 10 -6 [m], can influence a stable large structure, e.g. 1 [m], see [3] and [10] .
Introduction
Classical multiscale methods have their roots in multigrid methods, where we decompose into different spatial grids and optimally resolve the grid error, see [24] and [4] . Furthermore, in fast multipole methods the multiscale idea is to approximate with Green's functions for each different scale, see [45] . One of the next classical multiscale methods is based on decomposing the domains, the so called Domain Decomposition Method, see [6] . There are also adaptive mesh refinement (AMR) methods, which apply hierarchical refinements to decouple the different scales and solve each multiscale solution on its corresponding mesh, see [2] . At least one further method is based on a multi-resolution representation, which decouples into scaled test functions, so called hierarchical functions, e.g. wavelets, see [27] .
One of the main drawbacks of such classical methods are the linear scaling of the computational time (O(N) ), while at the end the finest scale is fully resolved. Therefore the time consuming components are fully representative of the globally finest solution.
Modern multiscale methods are based on such classical multiscale methods, but reduce the globally amount of resolving only partial parts of the finer scale solutions. They have additional components in the algorithms to couple the different scales and reduce the fully resolved scales by reconstruction, extrapolation, and averaging schemes, see [9] There exists several methods, some of the most significant will be introduced. One extension of the multiscale methods is the so-called extended multigrid method, with an additional step to embed the microscopic scales in an equilibration. Such a further step allows reducing the computational time of the classical version, see [5] . Another interesting approach is the Equation-free method (EFM), which is a bottom-up method. That means, one applies extrapolation schemes to reconstruct the macroscopic solutions with the embedded and approximated microscopic solutions, see [15] and [32] . An alternative idea is based on the top-down approach, that starts from a macroscopic equation and reconstructs the missing microscale parameters with the help of the microscale equation, see [12] . Such a method is called a heterogeneous multiscale method (HMM), which combines the reconstruction and compression of the macro-and the micro-scale with approximated local events, see [10] and [9] . A new approach is based on a modification of the classical iterative splitting methods, see [19] . The multiscale iterative splitting method (MISM) decomposes the problem into scale-dependent equations, e.g., micro-and macro-equations; then it defines some coupling operators, e.g., interpolation and restriction operators, and iteratively couples the micro-and macroscales together, see [22] and [20] . These ideas are sketched in Figure 6 .
The main advantage of these novel multiscale methods is based on the superlinear scaling of the computational time (O (ln(N) ), while the finer structures (solutions) are only partially resolved.
In the following, we discuss the components of each multiscale method. They are given as
• Macroscopic Equation (coarse scale):
The macroscopic equations are important for reconstructing the physical behavior on the macroscopic scale. Here we can apply a macroscopic step, e.g. a time-step Dt that is large, instead of the microscopic step.
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• Microscopic Equation (fine scale):
The microscopic equations are applied to update and reconstruct the missing local information to the macroscopic equation, e.g. material laws or fast oscillating parameters. Here we have to apply very fine microscopic steps, i.e., δt << Dt.
• Coupling of the Equations:
This is the most significant part of the multiscale method, and has to be managed very carefully. It couples the microscopic and macroscopic equations, with the following parts: -Interpolation or Compression (Macro  Micro), e.g. an interpolation operator, see [9] . -Restriction or Reconstruction (Micro  Macro). e.g. an extrapolation or averaging operator, see [9] .
Multiscale Splitting Schemes
In the following, we apply these considerations to a two-scale problem in order to give an overview of the multiscale iterative splitting method. The equation is given in operator form: 
Coupling of Micro− and Macroscales

B(n)
...... Figure 6 . Reduction of computational time of the multiscale methods via partially refined scales.
B(n+2) B(n+1) A(n) A(n+2) A(n+1)
where u = (x, y) t , while x is the slow variable and y is the fast variable, also, A is the macroscopic and B the microscopic operator. The multiscale iterative splitting scheme is related to the classical iterative splitting scheme, see Section 2, and applies the coupling components of the heterogeneous multiscale method, see [11] .
The HMM is treated in the following algorithm 3.1.
Algorithm 3.1 We apply the multiscale equation (13) and deal with the components:
• The microscale equation is solved:
where
• The macroscale equation is solved:
The local microscopic events are solved around the macroscopic events and based on the partially resolved microscale, something which reduces the computational time needed.
The MISM is discussed in the following: we combine the components of the classical iterative splitting method and the HMM.
First we deal with the iterative splitting components. Based on Equation (13), we decouple the problem into an iterative splitting scheme.
The iterative splitting scheme or Picard-Lindelöf iterative scheme is where i = 0, 2, . . . , 2I and R is the restriction operator (e.g. averaging) and I is the interpolation operator (e.g. extrapolation). The iteration scheme is given Figure 7 . The MISM is treated in the following algorithm 3.2. Algorithm 3. 2 We apply the multiscale equation (13) and deal with the components:
• Initialization: 
I x t x t x t x t t t t t ( ( ))= ( ) ( ) ( ) .
ERROR ANALYSIS
In the error analysis, we present am extension of the classical iterative splitting approach, see [19] . First we have to make the following assumptions 4.1.
Assumption 4.1 The operators in the Cauchy problem (13) may be defined, without loss of generality, as follows. (21) (22)
We have to embed the coupling operators into the different scales and assume that the operators are given by (23) (24) where I is the interpolation and R the restriction operator.
The convergence theorem of the MISM is given in the following Theorem 4.1. Theorem 4.1 We assume the linearized operator equation (13) and deal with the abstract Cauchy problem in a Banach space X (25) where A, B, A + B : X → X are given operators and c 0  X is a given element. Then the iteration process (19) - (20) is convergent. where t  (t n ,t n-1 ] and (27) for i = 1, 2, 3, . . . , with e 0 (0) = 0 and e -1 (t) = u(t).
Proof 4.1 We assume that the problem (25) has a unique solution u(t).
For the local splitting error, we have e i (t)
= u(t) -u i (t) = u(t) -I˜(u i ) + I˜(u i ) -u i ,
which means we have a splitting and a scale error (Interpolation and Restriction error):
We estimate the approximation error of F :
and the splitting error of F :
and we obtain
We assume a bound on the operators and t = t n+1 :
where Dt = t n+1 -t n , and hence, we have the relation (33) where 2 (second order approximation operators with .
In the next section, we discuss the application of the multiscale iterative splitting scheme. 
NUMERICAL RESULTS AND ENGINEERING APPLICATIONS
In the following numerical simulations, we present two different multiscale problems:
• A technical apparatus for the deposition of thin films, where we have two different spatial and time scales.
• A physical process for a collision problem in a test domain, where we have time-oscillating scales. For both problems, we can apply the same multiscale methods but have to decompose into different macro-scopic and microscopic scales.
Multiscale Modeling of a PE-CVD Apparatus
The technical apparatus is a plasma-enhanced chemical vapor deposition (PE-CVD) apparatus. This process is used to deposit thin films of metallic or ceramic materials, such as SiC or a mixture of SiC and TiC. To sim-ulate such processes, we have to deal with delicate multiscale models and decouple the microscopic (reactive behavior) from the macroscopic (transport behavior). The PE-CVD apparatus deposits a thin film of SiC on a metallic surface, see Figure 8 .
For the multiscale model, we use two different software packages. The macroscopic model is solved with a computational fluid dynamics (CFD) software based on a transport-reaction model (referred to as the macro-scopic model). The microscopic model, which is a nonlinear reaction model, is simulated with ordinary differential equations (ODE) software.
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• The macroscopic equations is given as a transport equation: (34) where c i is the concentration of species i and λ i is the macroscopic reaction.
• The microscopic equation is given as a chemical reaction equation:
• For the coupling we have to analytically embed the microscopic equation into the macroscopic equation. The idea of the embedding algorithm is given in the following overview. 
3 gas 3 solid 4 gas 2 gas gas
Then we embed the microscale equation into the macroscopic equation based on the upscaling idea that allows skipping the fast reaction scales. Microscopic reactions can be upscaled to the macroscopic reactions as presented in Figure 9 . We obtain the macroscopic reaction equation: (39) and the reaction rates are obtained from real lab experiment, see [17] and equilibrated as:
(restriction operator). Figure 10 presents the results of the macroscopic simulations.
3 gas 3 gas solid 4 gas 2 gas 
Remark 5.1 The macroscopic experiment is done with moving point sources.
We apply 100 time-steps and obtain a deposition of the layer, which was homogeneous (1:1), see also [23] . The upscaled microscopic equations allow reducing the computational time with respect to the large scales of the macroscopic equations.
Coulomb Test-Particle Problem
In the following example, we want to concentrate on the collision operator related to a Fokker-Planck equation, see [35] . We deal with the Coulomb test-particle problem as a set of stochastic differential equations in spherical coordinates, where the Fokker-Planck equation is written in Ito form as a dragdiffusion equation (forward Kolmogorov):
where the scaling is A Coulomb test-particle is described by the following Langevin equation (a nonlinear SDE problem):
where the functions and derivatives of the convection and diffusion operators are given by
where we assume that the initial condition are given by n 0 = 1.0, μ 0 = 1.0, φ 0 = 1.0. In vectorial form, the equation becomes (47) where v(t) = (υ, μ, φ) t and the vectors and matrix are
We apply the following schemes:
• Standard Euler-Maruyama scheme:
n n a n n a n n 1
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where N i (0, 1) = rand, i = {υ, μ, φ} are three independent normally distributed random variables.
• Iterative splitting scheme: Fixed point idea: We relax the nonlinear part, which embedded the nonlinearity, and is given as: (53) with the solution vector .
Then the fixed point scheme is given as:
• Fixed point iterative version with Taylor expansion of the nonlinear part
where we have v i = (υ i , μ i , φ i ) t is the solution vector in the ith version, ã is the vector and A(t n ) the Jacobian matrix coming from the linearization, and 
+B d t (v ) W( ),
i dW(t) = (dW u (t), dW μ (t), dW φ ; (t)) t is a three-dimensional Wiener process. We linearize the convective part, where the matrices are given as: (57) (58) (59)
The fixed point scheme is
For the errors, we apply the following schemes:
• Strong Convergence:
• Weak Convergence:
where err i , v , Dt, t = 1 are i = 1, . . . , N independent errors of the solution v.
The results of the schemes are presented in Figure 11 . 
CONCLUSION
The extension of the popular classical splitting schemes was discussed, concentrating on their extension to multiscale problems. The resulting multiscale methods are designed with additional operators, the so-called coupling operators, and the underlying classical iterative splitting method could be extended to a multiscale scheme. An error analysis was presented and the different coupling operator behaviors analyzed. These new multiscale splitting schemes take into account the finer resolutions of the microscale equations and embed their solutions into coarser macroscopic equations. These schemes provide more flexibility since each iterative step improves the accuracy of the numerical results, while standard schemes are limited to one fixed order of convergence. numerical experiments of simplified real-life Applications to deterministic and stochastic differential equations were presented, and the improvements due to the new multiscale iterative schemes were visible. In the future, the coupling operators and the convergence analysis of the iterative and non-iterative schemes will be discussed in detail.
