Abstract-Traveling salesman problem (TSP) is one of the most famous combinational optimization problems. Today, many solutions have been offered by using different methods to solve this problem. Each one of these solutions has its own advantages and disadvantages and a comprehensive solution which proves itself as the most optimum one is not presented yet. But we are still waiting for better solutions which solve the problem in more optimum ways. In this paper we have proposed a hybridization solution using the two GA and AS for TSP solving and we have called it GA-AS. The results of this new solution which is presented in experimental results, shows that TSP is solved by using our proposed combinational solution (GA-AS) has better results than TSP solved only by using standard GA. Another new idea considered in this paper is to change the current GA generation in order to reach a better generation and therefore a better answer which is explained schematically.
I. INTRODUCTION
The Genetic Algorithm (GA) is an optimizing algorithm that models the processes of natural evolution [1] . The traditional GA usually consists of some operators such as crossover, selection and mutation which are simulated from biological and genetic processes. However, the traditional GA is inefficient for solving large optimization problems [2] .
The GA is applied to the TSP which is a well known and important combinatorial optimization problem. In the TSP, each distance between two cities is given for a set of n cities. The goal is to find the shortest tour that visits each city exactly once and then returns to the starting city. Many books and papers introduce the procedure of how to find the shortest tour usually called as the optimum solution in TSP search algorithms [3] .
A common application of the TSP is the movement of people, equipment and vehicles around tours of duty to minimize the total traveling cost. For example, in a school bus routing problem, it is required to schedule a school bus to pick up waiting students from the pre-specified locations. Post routing is another application of the TSP. The postman problem is modeled as traversing a given set of streets in a city, rather than visiting a set of specified locations. Moreover, the TSP plays an important role in general post problem, where the houses or streets are far away from each other [3] .
A particularly successful metaheuristic is inspired by the behavior of real ants. Starting with Ant System, a number of algorithmic approaches based on the very same ideas were developed and applied with considerable success to a variety of combinatorial optimization problems from academic as well as from real-world applications [4] .
The TSP is a typical example NP-hard combinatorial optimization problem which has pulls a very significant amount of research (Johnson & McGeoch, 1997; Lawler et al., 1985; Reinelt, 1994) . The TSP has played a central role in ACO, because it was the application problem chosen when proposing the first ACO algorithm called Ant System (Dorigo, 1992; Dorigo, Maniezzo, & Colorni, 1991b , 1996 and it was used as a test problem for almost all ACO algorithms proposed later [4] .
In this paper, after a brief explanation about the combination of evolutionary algorithms, we have classified the combinatorial algorithms. Then we have explained our proposed method and in the experimental results section we have proved our claim on GA-AS method being more optimum to resolve the TSP problem than standard GA method. Finally we have analyzed a new idea in GA algorithm schematically, in order to change the present generation to a better generation and therefore to find a better answer.
II. COMBINATION OF EVOLUTIONARY ALGORITHMS
In recent years, much attention has been paid to the combination of algorithms to solve problems. Hybrid algorithms have proved their ability to find local optimal points. But still optimal use of hybrid algorithms is early in his way [5] . The combination of algorithms as experimental and change of the Commixtures of these algorithms has shown their efficiency, but there is still no clear and definite reason for amount of efficiency of a hybrid algorithm [6] .
In order to justify the rational and scientific combination of algorithms first the search space structure must be investigated and efforts should be done to connect with the justifications and efficiency of algorithms. Then with regard to this knowledge, behavior of search algorithms will be investigated and some methods in designing hybrid algorithms should be represented [7] .
III. CLASSIFYING HYBRID ALGORITHMS
All evolutionary algorithms in fact simulate a natural process. The main character of this process is the population that process is working on, the other is convergence (i.e., the algorithm converging to a final goal or in other words all the candidate solution ways becoming one) is that it should be completely monotonous [9] . If this process began with a Random Population, after a certain period of time we will have a collection of members exactly similar to each other [6] . Monotony of members is related to fixing the amount of fitness capability average of population (another name of this fitness capability is fitness function). If we Tsp Solving by Hybridization of GA and AS
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IV. SEQUENTIAL HYBRIDIZATION
With an experimental point of view, it will be determined that after a period of time, the population remains quite monotonous and its fitness amount will not increase much. Also the difference of fitness amounts related with each member of collection is very low. This shows that process has got stuck in a local optimal point and the possibility that it can escape from this local optimal point would be very low. These points lead us to identifying and solving the two aspects of problem [6] :
When the algorithm gets stuck in these points, it cannot distinguish between Global Optimum (point) and local optimal points. So we need to find a way to exit the local optimal points in order to find other optimal points.
Using the current optimal point in order to find any more effective and more impressive Global Optimum point in the near. We have represented the mean fitness of the population (plain line) as well as the fitness of the best solution found so far (dashed line). This evolution is typical, regardless of the problem that is solved, the representation of individuals, or the operators that are used. This evolution is a fundamental property of the process at work in Evolutionary algorithms [6] .
First aspect may be solved by restarting EA with a new population in the hope that this algorithm will not get stuck in previous local optimal point. This purpose may be achieved by several different execution of the algorithm. about the second aspect, as experimental point of view, it is clear that other optimal points near to the found optimal point can be found by other algorithms (except EA) to be quite effective. Therefore using a local search algorithm, like Hill Climbing algorithm (HC) or Tabu Search (TS) or the combination of one of these two algorithms with EA can be effective and appropriate [9] .
Such issues are suitable for the Sequential Hybridization (SH), i.e. using of a collection of algorithms that result of one algorithm is used as input to another algorithm. In this design, an Initial Population can be prepared for EA using a greedy algorithm. The considerable point in SH algorithm is the time that one algorithm stops and another algorithm starts. This starting and stopping time can lead to undesirable results if it takes a long time [9] . Experimentally, it should not be a long time. " Fig. 2,"   Fig. 2 . Sequential hybridization three instances of hybridization scheme are represented. There may be more than three algorithms to be pipelined [6] .
V. SEQUENTIAL HYBRIDIZATION OF EA ALGORITHMS
With regard to the problem size (TSP), parallel implementation of EA algorithms can be useful.
Therefore different EA implementation should be used.
A. Parallel Synchronous Hybridization (PSH)
The idea of this method is to replace EA operators with search methods. In this situation instead of using a blindly operator, related to fitness and applying it to main instances, a search algorithm is used. It investigates main instances, and replaces the old instances with new obtained ones. This search algorithm can be a SA algorithm or TS algorithm or any kind of them. Since different algorithms act exactly synchronous, this kind of algorithm is called PSH (See Fig. 3) .
B. Parallel Asynchronous Hybridization (PAH)
In this kind of combination, several different algorithms are used in the search Space which cooperates with each other to find the optimal points. Finally PAH acts much better than algorithms which cooperate in hybridization.
There are two different type of PAH: • Homogeneous: all colleague algorithms are similar.
• Heterogeneous: a state that different algorithms are being used.
Another point of view, we can investigate three types of cooperation:
• Global: in this position, all algorithms search similar search space. The goal here is to expand search space as much as possible. As an example, one Global PAH, consisting of EA and TS [10] , has been proposed to solve the problem of designing network. The population used by EA is being updated by TS asynchronous algorithm. The best answer has been achieved by using several TS algorithms in generating an Elite Population. A similar strategy to expand the search space is using several different search algorithms, which any of them has its own view of the problem. Then the results of different searches are being compared with each other.
• Partial: in this case the main problem is divided to some sub-problems which any of them has its own search space. Then each algorithm is allocated to one of these search spaces. Then each algorithm is allocated to one of these search spaces. In general, the combination of these sub-problems in order to find an optimal point is overshadowed by the limitations of algorithms which have participated in hybridization. Therefore algorithms cooperate with regard to these limitations and find a single solution for the problem [6] .
• Functional: in this case, algorithms solve different problems. For example, to solve Quadratic Assignment Problem (QAP) parallel TS are used, while a genetic algorithm (GA) has to formulate the problem to reach an optimal answer. A frequency memory saves information related to all of the observed solutions while executing TS. Referencing to this memory, GA generates solutions which are in unexpanded areas (see Fig. 4 ).
• The main point in all this kind of hybridization is the connection facility that allows different algorithms to exchange information (see Fig. 5 ). This aspect may be propounded as following: • What elements are exchanged?
• How?
• How these elements are used by other algorithms?
The classification of various types of algorithms hybridizations has been shown in general schematic in Fig.  6 . Fig. 3 . Parallel synchronous hybridization. for instance, a tabu search is used as a mutation operator in an EA [6] . 
VI. GA-AS
In this paper, we have proposed a compound solution using the combination of Genetic Algorithm (GA) and Ant System (AS) [4] to solve the Traveling Salesman Problem (TSP). The results of this new solution shows that TSP solving by using this compound algorithm has better results than TSP solving only by using GA. In here, we have used hybrid 2optGA algorithm [9] for implementing GA algorithm.
The manner of using 2optGA is as follows: • Mutation by using 2opt: 2opt method is one of the most famous methods in local search for TSP algorithms. This method improves the length of the tour by moving the edges of a Tour (by tour we mean a sub-Graf having cycle) and reversing the sub-tours (see Fig. 7 ). For example consider a tour like this [11] : At first, and edges will be eliminated. Then direction of tour from b to c will be reversed, and and edges will be added to the tour. This action is useful while cd bd is correct. This action will be applied to all the pair of edges which have this condition and the length of the tour will be improved. This action will be repeated until there is no more improvement to be done [12] .
• Greedy Crossover: While a 2opt method is applied to a solution, it is possible that the solution get stuck in the local optimal point. In this case applying 2opt has no influence on making the condition better [12] . For example, suppose that there are two tours, that each one is an optimal local solution for the main problem; the better solution will be achieved by combination of these two possible solutions (see Fig.8 and Fig.9 ). The combination of these two tours and creating new ones
International Journal of Computer and Electrical Engineering, Vol. 4, No. 6, December 2012 is possible by using Greedy Crossover algorithm. The way this algorithm works is as follows [7] , [9] , As it is clear, GA starts with an initial random population and after operating Crossover and Mutation and producing the next generation, continues its work. After producing next generations as many as enough, the algorithm will be stopped and the best chromosome in last generation (a chromosome that has a higher fitness than the other ones) will be elected as a solution.
Other algorithm is Ant System (AS) which is called by GA in the process of producing initial random population. The initial generation in GA includes ants that have enough knowledge about the problem (which have better quantity of fitness function) and have been the best of their own generation. The hybridization of these solutions (ants) and creating new solutions by using GA can lead to better and more useful results.
VII. EXPERIMENTAL RESULTS
We have compared our proposed method that is combinatorial GA-AS algorithm, with standard GA algorithm. In this comparison we have used random produced models to evaluate the effectiveness of these two algorithms (see Fig. 10 ). In presented chart the result of this comparison is shown. In this chart, the horizontal axis shows number of cities and vertical axis represents fitness value related to each of the algorithms. In both algorithms, this amount is obtained by reversing the Euclidean Distance, which is achieved by the algorithms (I.e. fitness value = 1/Euclidean Distance). According to the chart for all the tested instances, the results of our proposed algorithm are better than the standard GA results. The results are obtained by executing both of the algorithms on a similar system with the memory of 1 GB and core2due processor with the frequency of 2 GHz. Worth mentioning point in these observations is that in instances with less number of cities, executing time of every two algorithm (GA-AS, GA) is almost equal but with increasing the number of cities (problems with great size) execution time of the GA-AS method is considerably longer than the standard GA execution time and this is one of the weakness points of our proposal method (GA-AS). Certainly taking a long time in GA-AS method is due to AS which causes a considerable delay in execution of this algorithm. Another point which can be observed in the chart is that the number of anomalies in GA-AS chart is much less than the number of anomalies in the chart of GA and GA-AS chart has more predictable treatment. 
VIII. PRODUCE A BETTER GENERATION
Another new work that has been done in this paper is to change the present generation of GA in order to achieve a better generation and eventually to find a better answer. The manner of doing this work is that the present generation will be mutated to a new generation with a less possibility, and then the present generation's elements will be compared to the next generation's elements and the best elements of this collection will be elected for the next future generation and this action will be repeated for the other next generations (see Fig. 11) .
Schematically, the way we do this work and reach a solution to the case will be as following: 1) producing the initial population as random 2) Applying AS algorithm on the initial Population and improving proposed solutions 3) a) Applying GA algorithm and creating the next temporary generation b) Applying a mutation on the present generation and creating a better generation if possible 4) Comparing the result population of stage 3.1 with the result population of stage 3.2 and selecting the best chromosomes of both generations and creating the next generation 5) Replacing the current population with the new one 6) Considering the criteria of the problem and decide whether to continue solving the problem or to finish it.
IX. CONCLUSION
Two new ideas have been put forward in this paper. The first idea is to resolve the TSP problem in more optimum ways that we have called it GA-AS and we have proved our claim in experimental results section.
The second idea is to change the present generation of GA and to reach a generation with better chromosomes and eventually to find a better answer, which has been explained schematically. Research in Genetic Algorithm and Ant System is being continued and we are still waiting for more optimum solutions for TSP solving to be presented.
