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hðAÞhðBÞhðCÞ ¼ 0 for all A;B;C in algL with AB¼ BC ¼ 0 and
hðIÞ ¼ I, then h is an isomorphism. For a J -subspace lattice L on
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Let X be a complex Banach space and X be the topological dual of X. We denote by BðXÞ the set of
all bounded linear operators on X and by FðXÞ the set of all ﬁnite-rank operators in BðXÞ. In this paper,
a subspace of X is a closed linear manifold. By a subspace lattice on X, we mean a collection L of
subspaces of X with 0 and X in L such that for every family fMrg of elements of L, both \Mr and3Mr
belong to L, where 3Mr denotes the closed linear span of fMrg. A totally ordered subspace lattice is
called a nest. If e 2 X and f 2 X, then the rank-one operator x/f ðxÞe is denoted by e f . If L is a
subspace lattice and E 2 L, we deﬁne
E- ¼3fF 2 L : EJFg if Ea0; Eþ ¼ \ fF 2 L : FJEg if EaX:H. All rights reserved.
SF of China and the Ruth and Ted Braun Fellowship from the Saginaw
@svsu.edu (Z. Pan), zhoujiren1983@163.com (J. Zhou).
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of L invariant and J L denotes the subset of L deﬁned by J L ¼ fL 2 L : Lað0Þ and L-aXg. A subspace
lattice L on X is called a J -subspace lattice if L- \ L¼ 0 for any L 2 J L, X ¼3fL : L 2 J Lg and
\fL- : L 2 J Lg ¼ f0g, see [19].
When X is a Hilbert space we change it to H. For a Hilbert space, we do not distinguish subspaces
and the orthogonal projections onto them. A subspace lattice on a Hilbert H is called a commutative
subspace lattice if it consists of mutually commuting projections.
Let A be an algebra and letM be an A-bimodule. A is called locally matric if every ﬁnite subset of
A is contained in a subalgebra of Awhich is isomorphic toMnðCÞ. An additive mapping T from A into
M is called a left (right) multiplier if TðabÞ ¼ TðaÞb ðTðabÞ ¼ aTðbÞÞ and T is called a left (right) Jordan
multiplier if Tðx2Þ ¼ TðxÞx ðTðx2Þ ¼ xTðxÞÞ.
An additive (linear) mapping d from A intoM is called a Jordan derivation if dða2Þ ¼ dðaÞaþadðaÞ
for every a in A and d is called a derivation if dðabÞ ¼ dðaÞbþadðbÞ for all a; b in A. It is clear that every
derivation is a Jordan derivation, but the converse is not true in general. We say that a Jordan
derivation is non-trivial if it is not an ordinary derivation. An additive (linear) mapping d from A
into M is called a generalized derivation if there exists a derivation t from A into M such that
dðabÞ ¼ dðaÞbþatðbÞ and d is called a generalized Jordan derivation if there exists a Jordan derivation t
from A intoM such that dða2Þ ¼ dðaÞaþatðaÞ. An additive (linear) mapping d from A intoM is called
a local Jordan derivation if for any a 2 A there exists a Jordan derivation da from A intoM such that
dðaÞ ¼ daðaÞ and d is called a local derivation if for any a 2 A there exists a derivation da from A into
M such that dðaÞ ¼ daðaÞ. For more information on derivatives and Jordan derivatives, we refer to
[1–4,11,12].
In Section 2, we study linear mappings h from an algebra A to an algebra B satisfying the
following condition:
hðAÞhðBÞhðCÞ ¼ 0 for all A;B;C 2 A with AB¼ BC ¼ 0: ðÞ
This condition is closely related local derivations. We show that for a commutative subspace
lattice L on a Hilbert space, if a bounded bijective linear mapping h from algL onto a unital Banach
algebra B satisﬁes ðÞ and hðIÞ ¼ I then h is an isomorphism.
In Section 3, we show that if A is the unital subalgebra of algL generated by ﬁnite-rank operators,
where L is a J -subspace lattice on a Banach space, then all generalized Jordan derivations from A to
a unital A-bimodule are generalized derivations.
2. Isomorphisms
Throughout this section, we let R be the algebra generated by all idempotents in A and I be an
ideal of A contained in R.
Theorem 2.1. Suppose L is a commutative subspace lattice and A¼ algL. If h is a bounded bijective
linear mapping from A onto a unital Banach algebra B satisfying ðÞ and hðIÞ ¼ I, then h is an
isomorphism.
For clarity, we break the proof of Theorem 2.1 into a few lemmas. We proceed by ﬁrst gathering
some equations to aid our proofs.
By [4, Theorem 3.1], if h is a linear mapping from an algebra A to an algebra B satisfying ðÞ and
hðIÞ ¼ I then
hðrxsÞþhðrÞhðxÞhðsÞ ¼ hðrxÞhðsÞþhðrÞhðxsÞ ð2:1Þ
for r; s 2 R and x 2 A.
It follows that h is a homomorphism on R. In particular, if e 2 I then hðexsÞ ¼ hðexÞhðsÞ; this,
combining with Eq. (2.1), implies
hðeÞhðxÞhðsÞ ¼ hðeÞhðxsÞ ð2:2Þ
for e 2 I , s 2 R and x 2 A.
J. Li et al. / Expositiones Mathematicae 28 (2010) 365–373 367Similarly, we have hðrxeÞ ¼ hðrÞhðxeÞ; which, combining with Eq. (2.1), gives
hðrÞhðxÞhðeÞ ¼ hðrxÞhðeÞ ð2:3Þ
for e 2 I , r 2 R and x 2 A.
For e; f 2 I and x 2 A we have hðexf Þ ¼ hðexÞhðf Þ ¼ hðeÞhðxf Þ. Combining with Eq. (2.1), yields
hðexf Þ ¼ hðeÞhðxÞhðf Þ ð2:4Þ
for e; f 2 I , and x 2 A.
For any T 2 algL, deﬁne Aðh; TÞ ¼ fA 2 algL : hðTAÞ-hðTÞhðAÞ ¼ 0g. Our goal is to show
Aðh; TÞ ¼ algL for any T 2 algL.
Lemma 2.2. Let L, A and h be as in Theorem 2.1 and let R be the norm closure of R. Then
hðABÞ ¼ hðAÞhðBÞ for any A;B 2 R.
Proof. By Eq. (2.1), hðEFÞ-hðEÞhðFÞ ¼ 0, for any idempotents E; F 2 A. The conclusion follows from the
linearity and continuity of h. &
Similar to that of [16], we deﬁne I ¼ spanfPðalgLÞP? : P 2 Lg. It follows that I is an ideal of algL.
Let Q be the projection onto the closure of the linear span of fPTP?H : P 2 L; T 2 alg Lg. Then Q 2 L.
Lemma 2.3. If L is a commutative subspace lattice then for any A 2 A¼ algL, AQ? 2 R.
Proof. Since PTP? ¼ P-ðP-PTP?Þ and P-PTP? is an idempotent, every element in I is a linear
combination of idempotents in algL. Write AQ? ¼QAQ?þQ?AQ?. We only need to show
Q?AQ? 2 R.
For any P 2 L, since Q ;A 2 algL, we get
Q?AQ?P¼ PQ?AQ?P: ð2:5Þ
On the other hand,
Q?AQ?P? ¼Q?PAP?Q?þQ?P?AQ?P? ¼ 0þQ?P?AQ?P? ¼ P?Q?AQ?P?: ð2:6Þ
By (2.5) and (2.6), we have Q?AQ?P¼ PQ?AQ?; so Q?AQ? 2 L0, the commutant of L. Note that a
von Neumann algebra is the norm closure of the linear span of its projections. &
Lemma 2.4. Let L, A and h be as in Theorem 2.1 and let R be the norm closure of R. Then for any E 2 I
and A 2 A, hðEÞhðAÞ ¼ 0 implies EA¼ 0. Similarly, hðAÞhðEÞ ¼ 0 implies AE¼ 0.
Proof. By Lemmas 2.2, 2.3, and Eq. (2.2), we have
hðEAQ?Þ ¼ hðEÞhðAQ?Þ ¼ hðEÞhðAÞhðQ?Þ ¼ 0:
Thus EAQ? ¼ 0.
By Eq. (2.4), for any T 2 A and P 2 L,
hðEAPTP?Þ ¼ hðEÞhðAÞhðPTP?Þ ¼ 0:
Thus EAPTP? ¼ 0, which implies EAQ ¼ 0.
Combining EAQ? ¼ 0 and EAQ ¼ 0, we get EA¼ 0.
The proof of the other conclusion is similar. &
Lemma 2.5. Let L, A and h be as in Theorem 2.1 and let R be the norm closure of R. If A 2 A satisﬁes
hðAÞhðQ?Þ ¼ 0, and hðAÞhðPTP?Þ ¼ 0 for all T 2 A and P 2 L, then A¼ 0.
Proof. By hðAÞhðPTP?Þ ¼ 0 and Lemma 2.4, we have APTP? ¼ 0. Thus AQ ¼ 0, so A¼ AQ?. By Lemma
2.3, hðAÞhðQ Þ ¼ hðAQ?ÞhðQ Þ ¼ hðAQ?Q Þ ¼ 0.
Now hðAÞhðQ Þ ¼ 0 and hðAÞhðQ?Þ ¼ 0 imply hðAÞ ¼ 0. &
Lemma 2.6. Let L, A and h be as in Theorem 2.1 and let R be the norm closure of R. Then
hðEAÞ-hðEÞhðAÞ ¼ 0 and hðAEÞ-hðAÞhðEÞ ¼ 0 for all E 2 I and A 2 A.
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Write A¼ AQ?þAQ . By Lemma 2.3, AQ? 2 Aðh;EÞ.
It remains to show AQ 2 Aðh; EÞ.
Since h is surjective, let B 2 algL so that hðBÞ ¼ hðEAQ Þ-hðEÞhðAQ Þ.
Since I is an ideal of A generated by idempotents in A, for any T in A and any P 2 L, APTP? 2 I . By
Eq. (2.4) and Lemma 2.3,
hðEAQ ÞhðPTP?Þ-hðEÞhðAQ ÞhðPTP?Þ ¼ hðEAQPTP?Þ-hðEAQPTP?Þ ¼ 0:
It follows hðBÞhðPTP?Þ ¼ ½hðEAQ Þ-hðEÞhðAQ ÞhðPTP?Þ ¼ 0.
By Eq. (2.1), we have
hðBÞhðQ?Þ ¼ ½hðEAQ Þ-hðEÞhðAQ ÞhðQ?Þ ¼ ½hðEAÞhðQ Þ-hðEÞhðAÞhðQ ÞhðQ?Þ ¼ 0:
Combining hðBÞhðPTP?Þ ¼ 0 and hðBÞhðQ?Þ ¼ 0, we get B¼ 0 by Lemma 2.5. &
Lemma 2.7. Let L, A and h be as in Theorem 2.1 and let R be the norm closure of R. Then
hðCAÞ-hðCÞhðAÞ ¼ 0 and hðACÞ-hðAÞhðCÞ ¼ 0 for all C 2 R and A 2 A.
Proof. First we show that for any E 2 R and A 2 A, we have A 2 Aðh; EÞ.
Write A¼ AQ?þAQ . By Lemma 2.3, AQ? 2 Aðh;EÞ. We still need to show AQ 2 Aðh; EÞ.
For any T 2 A; P 2 L, by Lemma 2.6,
hðEAQPTP?Þ ¼ hðEAQ ÞhðPTP?Þ
and
hðEAQPTP?Þ ¼ hðEÞhðAQPTP?Þ ¼ hðEÞhðAQ ÞhðPTP?Þ:
Thus ½hðEAQ Þ-hðEÞhðAQ ÞhðPTP?Þ ¼ 0.
Since h is surjective, let B 2 algL so that hðBÞ ¼ hðEAQ Þ-hðEÞhðAQ Þ. It follows hðBÞhðPTP?Þ ¼ 0. By Eq.
(2.1), we have
hðBÞhðQ?Þ ¼ ½hðEAQ Þ-hðEÞhðAQ ÞhðQ?Þ ¼ ½hðEAÞhðQ Þ-hðEÞhðAÞhðQ ÞhðQ?Þ ¼ 0:
Combining hðBÞhðPTP?Þ ¼ 0 and hðBÞhðQ?Þ ¼ 0, we get B¼ 0 by Lemma 2.5. The conclusion now
follows from the continuity of h. &
Proof of Theorem 2.1. For any A;C; T 2 A and P 2 L, write C ¼ CQ?þCQ . By Lemmas 2.3 and 2.7,
CQ? 2 Aðh;AÞ.
It remains to show CQ 2 Aðh;AÞ.
By Lemma 2.6,
hðACQPTP?Þ ¼ hðACQÞhðPTP?Þ
and
hðACQPTP?Þ ¼ hðAÞhðCQPTP?Þ ¼ hðAÞhðCQÞhðPTP?Þ:
Thus ½hðACQ Þ-hðAÞhðCQ ÞhðPTP?Þ ¼ 0.
By Lemma 2.7, ½hðACQ Þ-hðAÞhðCQÞhðQ?Þ ¼ hðACQQ?Þ-hðAÞhðCQQ?Þ ¼ 0.
An appeal to Lemma 2.5 gives hðACQ Þ-hðAÞhðCQ Þ ¼ 0. &
An ideal I of an algebra A is called a separating set of A if 8m 2 A, mI ¼ f0g implies m¼ 0 and
8n 2 A, In¼ f0g implies n¼ 0. The following simple result has many corollaries.
Theorem 2.8. Suppose I is a separating set of a unital algebra A and I is contained in R. If h : A-B
is a bijective linear mapping from A to a unital algebra B satisfying ðÞ and hðIÞ ¼ I, then h is an
isomorphism.
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have b0 ¼ hða0Þ for some a0 2 A. By (2.4), it follows that
hðIa0I Þ ¼ hðI Þhða0ÞhðI Þ ¼ f0g:
Since h is injective, Ia0I ¼ f0g. Since I is a separating set, a0 ¼ 0. Hence b0 ¼ 0.
Similarly, we can show that if b0 2 B and b0hðI Þ ¼ f0g, then b0 ¼ 0.
By (2.3) and (2.4), hðI ÞðhðxvÞ-hðxÞhðvÞÞ ¼ f0g for every x 2 A and v 2 I . Thus hðxvÞ ¼ hðxÞhðvÞ. Hence,
for x; y 2 A;v 2 I , hðxyvÞ ¼ hðxyÞhðvÞ. On the other hand, hðxyvÞ ¼ hðxÞhðyvÞ ¼ hðxÞhðyÞhðvÞ. Hence
ðhðxyÞ-hðxÞhðyÞÞhðI Þ ¼ f0g. Hence hðxyÞ ¼ hðxÞhðyÞ for every x; y 2 A. &
We do not know whether the conclusion of Theorem 2.1 remains valid without the assumption
that h is bounded. The assumption is not needed for some special CSL algebras as indicated below by
Corollaries 2.9 and 2.11.
A subspace lattice is called completely distributive if its subspaces satisfy the identity
^
i2I
_
j2J
Lij ¼
_
f2JI
^
i2I
Lif ðiÞ;
where JI denotes the set of all f : I-J.
Corollary 2.9. Let L be a completely distributive commutative subspace lattice on H. If h is a bijective
linear mapping from algL onto a unital algebra B satisfying ðÞ and hðIÞ ¼ I, then h is an isomorphism.
Proof. Let I ¼ spanfT : T 2 algL; rank T ¼ 1g. Then I is an ideal of algL. From [8, Lemma 2.3], IDR.
By [14, Theorem 3], it follows that I is a separating set of algL. By Theorem 2.8, h is an
isomorphism. &
Lemma 2.10 (Pearcy and Topping [22]). Every operator in BðHÞ is a sum of ﬁnite number of idempotents.
Let L be a commutative subspace lattice. If P;Q 2 L with PD! Q , then Q-P is called an interval. Nests
included in L are independent if the product of non-zero intervals, one taken from each nest, is again
non-zero. Applying some techniques from [7], we can get the following corollary.
Corollary 2.11. Let L be a commutative subspace lattice generated by ﬁnitely many independent nests
L1; . . . ;Ln on H. If h is a bijective linear mapping from algL onto a unital algebra B satisfying ðÞ and
hðIÞ ¼ I, then h is an isomorphism.
Proof. LetO¼ fi : I has no immediate predecessor in Lig and ~O ¼ fi : 0 has no immediate successor in
Lig.
We divide the proof into four cases.
Case 1: Suppose that O¼ | and ~O ¼ |. Let Ii- be the immediate predecessor of I in Li and let 0iþ be
the immediate successor of 0 in Li. Deﬁne P¼
Qn
i ¼ 1 0iþ , Q ¼
Qn
i ¼ 1ðIi-Þ? and
I ¼ spanfPA;BQ : A;B 2 BðHÞg:
Case 2: Suppose that Oa| and ~Oa|.
Let P1 ¼
Q
i=2 ~O0i þ and let Q1 ¼
Q
i=2OðIi-Þ?. If i 2 ~O, t 2 O choose Pi;ja0;Qt;jaI, Pi;j 2 Li, Qt;j 2 Lt , Pi;j-0
and Qt;j-I in strong operator topology as j-1. Let Mj ¼
Q
i2 ~OPi;j and Nj ¼
Q
i2OQi;j. Deﬁne
I ¼ spanfMjP1AM?j ;NjBQ1N?j : A;B 2 BðHÞ; j¼ 1;2 . . .g:
Case 3: Suppose that Oa| and ~O ¼ |.
Deﬁne Q1 and Nj the same as in Case 2. Let P1 ¼
Qn
i ¼ 1 0iþ .
Deﬁne
I ¼ spanfP1A;NjBQ1N?j : A;B 2 BðHÞ; j¼ 1;2 . . .g:
Case 4: Suppose that O¼ | and ~Oa|.
Deﬁne P1 and Mj the same as in Case 2. Let Q1 ¼
Qn
i ¼ 1ðIi-Þ?.
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I ¼ spanfMjP1AM?j ;BQ1 : A;B 2 BðHÞ; j¼ 1;2 . . .g:
If P is any projection in L, by PBðHÞ ¼ PBðHÞP?þPBðHÞP and Lemma 2.10, we have that PBðHÞ is a
linear span of its idempotents. Similarly, we can show that for any projection Q in L, BðHÞQ is a linear
span of its idempotents.
From Cases 1 to 4 and the previous paragraph, it can be veriﬁed that I is a separating set of algL.
Now Theorem 2.8 implies h is an isomorphism. &
In [13], Laurier gives an example of a commutative subspace lattice generated by two independent
nests which is not completely distributive, thus Corollaries 2.9 and 2.11 are independent. Note that
an isomorphism between a CLS algebra and any Banach algebra is automatically continuous, see [6].
For more on automatic continuity, we refer to [5].
Lemma 2.12 (Longstaff [18]). Let L be a subspace lattice and E 2 L.(i) If e 2 E and f 2 ðE-Þ?, then e f 2 algL.
(ii) If e 2 Eþ and f 2 E?, then e f 2 algL.Corollary 2.13. Let L be a subspace lattice with 0þaf0g and X-aX. If h is a bijective linear mapping
from algL onto a unital algebra B satisfying ðÞ and hðIÞ ¼ I, then h is an isomorphism.
Proof. Let I ¼ spanfe f ; g  h : e 2 0þ ; f 2 X; g 2 X;h 2 X?- g. By Lemma 2.12, IDalgL. It is not hard
to check that I is a separating set of algL.
Suppose g 2 X;h 2 ðX-Þ?. If hðgÞa0, then ðhðgÞÞ-1g  h is an idempotent.
If hðgÞ ¼ 0, choose x 2 X such that hðxÞ ¼ 1, then ðgþxÞ  h and x h belong to algL and are
idempotents and g  h¼ ðgþxÞ  h-x h.
Suppose that e 2 0þ ; f 2 X. Similarly, we can prove that e f is a linear combination of some
idempotents in algL.
By Theorem 2.8, we have that h is an isomorphism. &
Applying Theorem 2.8 to J -subspace lattices, one can have the following.
Corollary 2.14. Let L be a J -subspace lattice on X. If h is a bijective linear mapping from algL onto a
unital algebra B satisfying ðÞ and hðIÞ ¼ I, then h is an isomorphism.
Proof. Let I ¼ spanfT : T 2 algL; rank T ¼ 1g. By [8,17], I is a separating set of algL and every
element of I can be expressed as a linear combination of idempotents in alg L. Thus by Theorem 2.8,
we have that h is an isomorphism. &
Corollary 2.15. Let D be a factor von Neumann algebra on H and let N be nest in D. Suppose that h is a
bijective linear mapping from A¼ ðalgN Þ \D onto an unital algebra B satisfying ðÞ and hðIÞ ¼ I, then h is
an isomorphism.
Proof. By the proof of [9, Theorem 2.18], A has a separating set I and every element of I can be
expressed as a linear combination of idempotents in A. &
3. Derivations and generalized derivations
It is well-known that if A is a 2-torsion free prime ring and d is a Jordan derivation on A, then d is
a derivation. In [12], Johnson gives a class of algebras which do not have non-trivial Jordan
derivations. In this section, we study a class of non-selfadjoint algebras which do not have non-trivial
Jordan derivations.
Suppose that L is a J -subspace lattice on X. Denote FL the set of all ﬁnite-rank operators in algL.
For K 2 J L, let FK ¼ spanfx f : x 2 K; f 2 K?- g.
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from FL into M such that dðPÞ ¼ dðPÞPþPdðPÞ, for every idempotent P in FL and let K and M be two
distinct elements in J L. If A¼ x f and B¼ y g, where x 2 K ; f 2 K?- ; y 2 M; g 2 M?- are nonzero, then
AB¼ BA¼ 0 and dðAÞBþAdðBÞ ¼ 0.
Proof. Since L is a J -subspace lattice, K and M belong to J L, we have that KJM and MJK. Thus
MDK- and KDM-, and it follows that AB¼ BA¼ 0.
We divide the proof of the lemma into four cases.
Case 1: f ðxÞ ¼ gðyÞ ¼ 1. Then A¼ A2 and B2 ¼ B. Thus ðAþBÞ2 ¼ AþB. By the assumption, we have
that
dðAÞB¼ ðdðAÞAþAdðAÞÞB¼ AdðAÞB; AdðBÞ ¼ AðdðBÞBþBdðBÞÞ ¼ AdðBÞB;
dðAþBÞ ¼ dðAþBÞðAþBÞþðAþBÞdðAþBÞ
¼ dðAÞAþAdðAÞþdðAÞBþAdðBÞþdðBÞAþBdðAÞþdðBÞBþBdðBÞ
¼ dðAÞþdðAÞBþAdðBÞþdðBÞAþBdðAÞþdðBÞ:
Thus
dðAÞBþAdðBÞþdðBÞAþBdðAÞ ¼ 0: ð3:1Þ
By (3.1),
dðAÞBþAdðBÞ ¼ AdðAÞBþAdðBÞB¼ A½dðAÞBþAdðBÞþdðBÞAþBdðAÞB¼ 0:
Case 2: f ðxÞ ¼ 0; gðyÞ ¼ 1. Since K3K- ¼ X and fa0, we can take u 2 K such that f ðuÞ ¼ 1. Let
C ¼ u f . Then AþC ¼ ðxþuÞ  f and f ðxþuÞ ¼ 1. By Case 1, we have
dðCÞBþCdðBÞ ¼ 0; dðAþCÞBþðAþCÞdðBÞ ¼ 0:
Thus dðAÞBþAdðBÞ ¼ 0.
Case 3: f ðxÞ ¼ 1; gðyÞ ¼ 0. Similar to the proof in Case 2, we can show dðAÞBþAdðBÞ ¼ 0.
Case 4: f ðxÞ ¼ gðyÞ ¼ 0. Choose w inM such that gðwÞ ¼ 1. Let D¼w g. Then BþD¼ ðyþwÞ  g and
gðyþwÞ ¼ 1. By Case 2,
dðAÞDþAdðDÞ ¼ 0; dðAÞðBþDÞþAdðBþDÞ ¼ 0:
Hence dðAÞBþAdðBÞ ¼ 0. &
Lemma 3.2. Let A¼MnðCÞ and M be an A-bimodule. If d : A-M is a linear mapping such that
dðPÞ ¼ dðPÞPþPdðPÞ for every idempotent P in A, then d is a derivation.
Proof. By [2, Lemma 1], it follows that d is a Jordan derivation. By [12, Theorem 7.1], we have that d
is a derivation. &
Lemma 3.3. Let L be a J -subspace lattice on X and M be an FL-bimodule. Suppose d : FL-M is a
linear mapping such that dðPÞ ¼ dðPÞPþPdðPÞ for every idempotent P in FL, then d is a derivation. In
particular, every linear local Jordan derivation from FL to M is a derivation.
Proof. For every A;B 2 FL, by [17, Theorem 3.2], we have that A¼ A1þ    þAn and B¼ B1þ    þBm,
where Ai and Bj are rank-one operator in FL. By Lemma 2.12, there exist Ki;Mj 2 J L such that xi 2 Ki,
fi 2 Ki?- , yj 2 Mj, gj 2 Mj?- , Ai ¼ xi  fi, Bj ¼ yj  gj, i¼ 1; . . . ;n and j¼ 1; . . . ;m.
By linearity of d, to show dðABÞ ¼ dðAÞBþAdðBÞ, we only need to show that for Ki;Mj 2 J L
dðAiBjÞ ¼ dðAiÞBjþAidðBjÞ:
Let A¼ x f and B¼ y g such that x 2 K; f 2 K?- and y 2 M; g 2 M?- are nonzero and K;M 2 J L.
Case 1: MaK. By Lemma 3.1, AB¼ BA¼ 0 and dðAÞBþAdðBÞ ¼ 0.
Case 2: K ¼M. Let FK ¼ spanfx f : x 2 K; f 2 K?- g. Then FK is an ideal of algL. By [21, Lemma 3.6],
we have that FK is a locally matrix algebra.
Since A;B 2 FK , by Lemma 3.2, we have that dðABÞ ¼ dðAÞBþAdðBÞ. &
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every idempotent P in FL, then T is a left multiplier.
Proof. For A 2 FL and m 2M, deﬁne Am¼ 0. Then M is an FL-bimodule. By Lemma 3.3, we have
that T is a left multiplier. &
The following lemma is essentially contained in [23].
Lemma 3.5. Let A be a unital algebra andM be a unital A-bimodule. If f is a left Jordan multiplier from
A into M, then f is a left multiplier.
Proof. Since f is a left Jordan multiplier, we have that for every x 2 A, f ðx2Þ ¼ f ðxÞx. So
f ððxþyÞ2Þ ¼ ðf ðxþyÞÞðxþyÞ ¼ f ðxÞxþ f ðyÞxþ f ðxÞyþ f ðyÞy ð3:2Þ
and
f ððxþyÞ2Þ ¼ f ðx2þxyþyxþy2Þ ¼ f ðxÞxþ f ðxyÞþ f ðyxÞþ f ðy2Þ: ð3:3Þ
By (3.2) and (3.3), it follows that
f ðyÞx¼ -ðf ðxyÞ-f ðxÞyÞ:
So f ðxÞ-f ðIÞx¼ -ðf ðxIÞ-f ðxÞIÞ ¼ 0. Hence f ðxÞ ¼ f ðIÞx. For all x; y 2 A, f ðxyÞ ¼ f ðIÞxy¼ f ðxÞy. &
Theorem 3.6. Let L be a J -subspace lattice on X, A be the unital subalgebra of algL generated by FL,
and M be a unital A-bimodule. Then every linear generalized Jordan derivation from A to M is a
generalized derivation.
Proof. Since d is a generalized Jordan derivation, it follows that dðA2Þ ¼ dðAÞAþAtðAÞ, where t is a
Jordan derivation from algL into itself. Let T ¼ d-t. We have
TðA2Þ ¼ dðA2Þ-tðA2Þ ¼ dðAÞAþAtðAÞ-ðtðAÞAþAtðAÞÞ ¼ dðAÞA-tðAÞA¼ ðdðAÞ-tðAÞÞA¼ TðAÞA
for every A 2 algL.
So T is a left Jordan multiplier from algL into M. By Lemma 3.5, we have TðABÞ ¼ TðAÞB, for all
A;B 2 algL. Thus
dðABÞ-tðABÞ ¼ dðAÞB-tðAÞB: ð3:4Þ
Since t is a Jordan derivation, it follows from Lemma 3.3 that t is a derivation. By (3.4), it follows that
dðABÞ ¼ dðAÞBþtðABÞ-tðAÞB¼ dðAÞBþAtðBÞ:
Hence d is a generalized derivation. &
Remark 3.7. For any unital algebra A and a unital A-bimoduleM, if all additive (linear) Jordan
derivations from A to M are derivations then all additive (linear) generalized Jordan derivations
from A to M are generalized derivations by Lemma 3.5 and the proof of Theorem 3.6.
We conclude this section by listing a few observations.
Since all additive Jordan derivations from a nest algebra on a Banach space X into BðXÞ are
derivations [15, Theorem 3.4], by Remark 3.7 we have the following corollary which generalizes the
main result of [11].
Corollary 3.8. If N is a nest on a Banach space X then every additive generalized Jordan derivation from
algN into BðXÞ is a generalized derivation.
Since all Jordan derivations from a CSL algebra to itself are derivations [20], by Remark 3.7 we have
Proposition 3.9. If L is a commutative subspace lattice then every linear generalized Jordan derivation
from algL into itself is a generalized derivation.
J. Li et al. / Expositiones Mathematicae 28 (2010) 365–373 373Lemma 3.10 (Herstein [10]). Let d be an additive Jordan derivation from an algebra A into an
A-bimodule. Then the following equalities hold.(1) dðabþbaÞ ¼ dðaÞbþadðbÞþdðbÞaþbdðaÞ,
(2) dðabaÞ ¼ dðaÞbaþadðbÞaþabdðaÞ,
(3) dðabcþcbaÞ ¼ dðaÞbcþadðbÞcþabdðcÞþdðcÞbaþcdðbÞaþcbdðaÞ for all a; b; c 2 A.Applying Lemma 3.10 together with some minor changes of the arguments used in the proofs of
[15, Theorems 3.1 and 3.3], one can obtain the following.
Proposition 3.11. Suppose A is a Banach subalgebra of BðXÞ such that either A contains fx f : x 2 Xg,
where 0af 2 X, or A contains fx f : f 2 Xg, where 0ax 2 X. If d : A-BðXÞ is a linear Jordan
derivation, then d is a derivation.
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