In this paper, we present and study a new family of continuous distributions, called the type II power Topp-Leone-G family. It provides a natural extension of the so-called type II Topp-Leone-G family, thanks to the use of an additional shape parameter. We determine the main properties of the new family, showing how they depend on the involving parameters. The following points are investigated: shapes and asymptotes of some important functions, quantile function, some mixture representations, moments and derivations, stochastic ordering, reliability and order statistics. Then, a special model of the family based on the inverse exponential distribution is introduced. It is of particular interest because the related probability functions are tractable and possess various kinds of asymmetric shapes. Specially, reverse J, left skewed, near symmetrical and right skewed shapes are observed for the corresponding probability density function. The estimation of the model parameters is performed by the use of three different methods. A complete simulation study is proposed to illustrate their numerical efficiency. The considered model is also applied to analyze two different kinds of data sets. We show that it outperforms other well-known models defined with the same baseline distribution, proving its high level of adaptability in the context of data analysis.
Introduction
Among the existing distributions with support over the unit interval, the so-called Topp-Leone distribution, introduced by [1] , is one of the most useful. This success is explained by the tractability of the corresponding functions, only depending on a single parameter α > 0. More precisely, its cumulative distribution function (cdf) and probability density function (pdf) are given by, respectively, F o (x; α) = x α (2 − x) α , x ∈ (0, 1) and
This last function is known to be a perfect example of bounded J-shaped pdf. Also, the corresponding hazard rate function (hrf) is given by
A feature of this hrf is to be of great flexibility; it can have bathtub shape or be non-increasing, depending on the values of α. Other nontrivial properties on the Topp-Leone distribution can be found in, e.g., [2] [3] [4] . For the use of the Topp-Leone distribution in different applied statistical settings, we refer the reader to [5] [6] [7] [8] . Some extensions of the Topp-Leone distribution can be found in [9, 10] . On the other side, in the recent years, the Topp-Leone distribution reveals to be particularly efficient to define general families of distributions enjoying nice properties, including a great ability to model different practical data sets. Among these families, there are the Topp-Leone-G family studied via different approaches by [11] [12] [13] [14] , the Topp-Leone-G power series family by [15, 16] , the type II Topp-Leone-G family by [17] , the Topp-Leone odd log-logistic family by [18] , the type II generalized Topp-Leone-G family by [19] , the Fréchet Topp-Leone-G family by [20] , the exponentiated generalized Topp-Leone-G family by [21] and the transmuted Topp-Leone-G family by [22] . Now, for the purposes of this paper, let us describe the general family introduced by [23] . It is based on the so-called power Topp-Leone distribution defined with the cdf and pdf given by, respectively,
The power Topp-Leone distribution corresponds to the distribution of the random variable Y = X 1/β , where X is a random variable following the Topp-Leone distribution (with parameter α). Obviously, the role of the parameter β is to give more flexibility to the former Topp-Leone distribution. In order to take benefit of this new parameter and open new perspectives, ref. [23] developed the power Topp-Leone-G family defined by the following cdf: F(x; α, β, ξ) = F * (G(x; ξ); α, β), x ∈ R, where G(x; ξ) denotes the cdf of a continuous distribution depending on a parameter vector ξ.
In this paper, we explore a new direction of work by investigating the type II version of the power Topp-Leone-G family. Indeed, we define the type II power Topp-Leone-G (TIIPTL-G) family by the cdf given by F(x; α, β, ξ) = 1 − F * (1 − G(x; ξ); α, β) , x ∈ R, i.e., F(x; α, β, ξ)
To the best of our knowledge, the mathematical foundations of this family has no equivalence in the statistical literature, opening the door of new modelling. Let us just notice that, for β = 1, the corresponding cdf is reduced to F(x; α, β, ξ) = 1 − 1 − G(x; ξ) 2 α , which corresponds to the cdf of the type II Topp-Leone-G family developed by [17] . In this sense, the TIIPTL-G family can be viewed as a generalization of the type II Topp-Leone-G family. The overall motivations behind the TIIPTL-G family are to • create distributions with different shapes for the pdf and hrf,
• transform symmetrical distributions into skewed distributions,
• construct heavy-tailed distributions,
• increase the flexibility of the mode(s), mean, variance, skewness and kurtosis of the baseline distribution,
• provide better fits than other general families (including those based on the Topp-Leone distribution) with the same baseline distribution and possibly more complex (with more parameters).
Most of these points are developed in detail in our study, with the consideration of the inverse exponential distribution as baseline. In order to motivate this choice of baseline, let us recall that the inverse exponential distribution was introduced by [24] as a suitable alternative to the standard exponential distribution. In particular, the inverse exponential model is more appropriated than the exponential one when lifetime data present an inverted bathtub failure rate. We refer to [25] for a complete discussion in this regard. As indicated by its name, if X denotes a random variable following the exponential distribution with parameter θ > 0, the inverse of X, i.e., Y = X −1 , follows the inverse exponential distribution with parameter θ. That is, the corresponding cdf and pdf are given by, respectively,
and
Thanks to the structure of the TIIPTL-G family, we significantly increase the practical properties of the inverse exponential distribution (more flexible shapes for the corresponding pdf, hrf, mode, skewness, kurtosis, etc.). In particular, we show that the resulting distribution can have better results in fitting data sets than seven adversary distributions, including five also based on the inverse exponential distribution.
The rest of the paper is arranged as follows. Section 2 defines the TIIPTL-G family, with a focus on the special member previously mentioned, i.e., using the inverse exponential distribution as baseline. In Section 3, some of general mathematical properties of the TIIPTL-G family are derived, including the quantile function, mixture representations of the corresponding cdf and pdf, several kinds of moments, stochastic ordering, reliability and order statistics. The Section 4 is devoted to the special TIIPTL-G model using the inverse exponential distribution as baseline, with estimation of the model parameters via three different well-established methods: the maximum likelihood, percentile and right-tail Anderson-Darling methods. The TIIPTL-G models aim to be used in a data analysis setting. In this regard, Section 5 is devoted to the analyzes of two practical data sets, with comprehensible comparison to seven other models having the same baseline distribution. The discussion ends in a conclusion presented in Section 6.
Definition of the TIIPTL-G Family
The definition and essential functions of the TIIPTL-G family are set in this section.
Important Functions
We recall that the TIIPTL-G family is defined with the cdf given by
with α, β > 0 and G(x; ξ) denotes any cdf of a continuous distribution with parameter vector ξ. The corresponding survival function (sf) is given by S(x; α, β, ξ) = 1 − F(x; α, β, ξ), i.e.,
Upon differentiation of F(x; α, β, ξ), with some algebra, we show that the pdf of the TIIPTL-G family is expressed as (4) where g(x; ξ) is the pdf corresponding to G(x; ξ).
The cumulative hazard rate function (chrf) of the TIIPTL-G family is given by
Upon differentiation of H(x; α, β, ξ), with some algebra, the corresponding hrf is given by
These functions will play a central role in the next, mainly f (x; α, β, ξ) and h(x; α, β, ξ), motivating the study of their curvature features in the next section.
Asymptotes and Shapes
First of all, let us investigate the effects of the parameters α, β and ξ on the asymptotes of F(x; α, β, ξ), f (x; α, β, ξ) and h(x; α, β, ξ). Using (2), (4) and (5) , when G(x; ξ) → 0, we have
Also, when G(x; ξ) → 1, we have
We see that the asymptotes of f (x; α, β, ξ) are strongly impacted by α, β and ξ, mainly when G(x; ξ) → 1.
We now present the basics on the critical points for f (x; α, β, ξ) and h(x; α, β, ξ). Any critical point
The nature of x * can be determined according to the sign of
The nature of x * * can be determined according to the sign of φ * * = {log[h(x; α, β, ξ)]} | x=x * * .
Here, x * and x * * are not necessary unique; the presented equations may have several roots, depending on G(x; ξ), α and β.
Special Members of the Family
Many special members of the TIIPTL-G family are of potential interest, for tractability of the related functions and flexibility reasons. Some of them are listed in Table 1 , defined with their sfs for the sake of place. Table 1 . Some special members of the TIIPTL-G family defined with their sfs.
Distribution
Name of G(x; ξ) ξ Support S(x; α, β, ξ)
The TIIPTLIEx Distribution
Among the presented special members in Table 1 , we put emphasis on the TIIPTLIEx distribution, corresponding to the TIIPTL-G defined with the cdf of the inverse exponential distribution with parameter θ > 0 as baseline, as defined by (1) . That is, the corresponding cdf, sf, pdf, chrf and hrf are, respectively, given by
We thus introduce a new three-parameters lifetime distribution, with potential new features in probability and statistics. Among them, we claim that the TIIPTLIEx distribution possesses flexible functions. Since this aspect is hard to handle with theoretical tools, illustrations are proposed in Figures 1 and 2 , with plots of the pdf and hrf. Figure 2 shows that the hrf of the TIIPTLIEx distribution is increasing, decreasing and upside down bathtub shaped. All these observations are strong signs that the TIIPTLIEx distribution enjoys a great flexibility in the modelling of various lifetime data sets.
Some Properties of the TIIPTL-G Family
This section shows important distributional and structural properties satisfied by the TIIPTL-G family.
Quantile Function
The quantile function (qf) Q(u; α, β, ξ) of the TIIPTL-G family satisfies the nonlinear equation
After some algebra, it comes:
is the quantile function corresponding to G(x; ξ). The closed-form of the qf is one of the advantages of the TIIPTL-G family. Indeed, the qf plays a central role; it allows to determine the three first quartiles of the TIIPTL-G family, including the median defined by
The qf is also useful to generate values from the TIIPTL-G family at a given baseline cdf G(x; ξ). Indeed, for any independent realizations u 1 , . . . , u n from a random variable U following the uniform distribution over the unit interval, then x 1 , . . . , x n with x i = Q(u i ; α, β, ξ) are independent realizations of a random variable X following corresponding TIIPTL-G distribution.
Finally, let us precise the qf of the TIIPTLIEx distribution; after some algebra, it expressed as
From this expression, the simulation of values from the TIIPTLIEx distribution is possible. This result will be used in Section 4.
Mixture Representation
The following result presents a mixture representation of the cdf and pdf of the TIIPTL-G family.
Let us introduce the cdf and pdf of the exponentiated-G family defined by, respectively,
we have the following expansion for F(x; α, β, ξ):
• we have the following expansion for f (x; α, β, ξ):
, the generalized binomial formula can applied and gives
By applying again the generalized binomial formula, we get
By combining all the above equalities, we obtain the desired mixture expansion for F(x; α, β, ξ). The one for f (x; α, β, ξ) is derived upon differentiation, excluding the term in = 0 in the sum since its vanishes. This completes the proof of Theorem 1.
Some Kinds of Moments
Here, we derive some kinds of the moments for the TIIPTL-G family. It is supposed that all the introduced quantities are well-defined (convergent if any. . . ), depending on G(x; ξ), α, β and other introduced functions-parameters.
Moments and Central Moments
First of all, for any positive integer r, the r-th moment is given by
This integral can be calculated numerically by using any scientific software. A series expression is possible by applying Theorem 1; we have
where
The r-th central moment is given by
From this formula, one can deduce the mean, the variance, the standard deviation, the cumulants, the coefficients of skewness and kurtosis, and so on.
Inverted Moments
When the moments are not well defined, inverted moments can be of interest. Here, the r-th inverted moment is given by
Then, the previous arguments hold; by applying Theorem 1, we have
In the context of the TIIPTLIEx distribution, we have
Incomplete Moments
For any positive integer r and t ∈ R, the r-th incomplete moment is given by
Again, one can determine it numerically. A series expression of it follows from Theorem 1; we have
From this formula, one can deduce the mean deviations about the mean and the median, the mean residual life function, the Bonferroni and Lorenz curves, and so on.
In the context of the TIIPTLIEx distribution, for any t > 0, we have
where Γ(s, x) = +∞ x y s−1 e −y dy (the so-called upper incomplete gamma function). Hence, in this case, we can write
Stochastic Ordering
When we deal with a general family of distributions, for practical purposes, it is of interest to identify the inherent stochastic ordering of these members according to the parameters. In this regard, one can use some distributional functions, as the cdf, hrf, likelihood ratio function. . . . Here, we focus on the likelihood ratio order defined as follows. For two random variables X and Y, we say that X lr Y if and only if the ratio of the two corresponding pdfs (the one of X divided by the one of Y) is a decreasing function in x. For the complete theory, we refer the reader to [26] . The following result is about the likelihood ratio order related to the TIIPTL-G family, with fixed β. Proposition 1. Let X 1 and X 2 be two random variables such that X 1 and X 2 have the pdfs of the TIIPTL-G family given by f (x; α 1 , β, ξ) and f (x; α 2 , β, ξ), respectively. Then, we have X 1 lr X 2 .
Proof. By using (4), we have
Hence, we get
is decreasing. This proves the desired likelihood ratio.
Reliability
One of the most common measure in the context of reliability is the coefficient R given by
where X 1 and X 2 are two random variables modeling the lifetime of a component in two different states. Numerous statistical applications have been investigated, pioneered by [27] . Here, we determine R in the context of the TIIPTL-G family. The first result is given in the following proposition. Proposition 2. Let X 1 and X 2 be two independent random variables such that X 1 and X 2 have the cdfs of the TIIPTL-G family given by F(x; α 1 , β, ξ) and F(x; α 2 , β, ξ), respectively. Then, we have
Proof. Since X 1 and X 2 are independent, by using (2) and (4), after some algebra, we have
The proof of Proposition 2 is ended.
We have R = 0.5 by taking α 1 = α 2 , the standard value immediately obtained by the definition of R and the fact that X 1 and X 2 are independent and identically distributed.
The following result generalizes Proposition 2, but with a less tractable series expression. Proposition 3. Let X 1 and X 2 be two independent random variables such that X 1 and X 2 have the cdfs of the TIIPTL-G family given by F(x; α 1 , β 1 , ξ) and F(x; α 2 , β 2 , ξ), respectively. Then, we have
Proof. By applying Theorem 1, we can write
Hence, since X 1 and X 2 are independent, by using these expressions, we have
The proof of Proposition 3 is completed.
Order Statistics
We now provide some distributional results on order statistics in the setting of the TIIPTL-G family. Let X 1 , . . . , X n be a random sample from the TIIPTL-G family, i.e., X 1 , . . . , X n are independent and identically distributed having the common cdf given by (2) , and X i:n be the i-th order statistic. The following result shows that the pdf of X i:n can be expressed as a finite mixture of pdfs of the TIIPTL-G family.
Proposition 4. Let f i:n (x; α, β, ξ) be the pdf of X i:n . Then, we can write
Proof. By using a well-known general result, the pdf of X i:n is given by
By applying the standard binomial formula, we get
Now, owing to (4) and (3), let us notice that
By putting the above equalities together, the proof of Proposition 4 is completed.
Some properties of X i:n can be easily derived to Proposition 4 and the already shown properties of the TIIPTL-G family in Section 3. As example, the r-th moment of X i:n is defined by
Then, owing to Proposition 4, we have
, β, ξ)dx can be expressed as in (11).
Estimation and Simulation
In this section, we discuss the inferential properties of the TIIPTLIEx model (see Section 2.4). The model parameters, i.e., α, β and θ, are investigated by three different methods: the maximum likelihood, percentile and right-tail Anderson-Darling methods, with a simulation study illustrating their convergence properties. Hereafter, we consider a random variable X following the TIIPTLIEx distribution, as well as n independent realizations x 1 , . . . , x n of X and their rearrangements in increasing order denoted by x (1) , . . . x (n) .
Maximum Likelihood Method of Estimation
In the context of the TIIPTLIEx model, by using (7), the likelihood function is given by
The maximum likelihood estimates (MLEs) are given by maximizing this function according to α, β and θ. They are also defined as the maximum of the log-likelihood function defined by
That is, the MLEs are the solutions of the three following equations: ∂ (α, β, θ)/∂α = 0, ∂ (α, β, θ)/∂β = 0 and ∂ (α, β, θ)/∂θ = 0, where
The solutions of these equations have no close form; mathematical software must be used to have a numerical evaluation of the MLEs. In this study, we use the R software (see [28] ).
Percentile Method of Estimation
We now explore the percentile method of estimation pioneered by [29] . By using the qf of the TIIPTLIEx distribution given by (10), we introduce the following function:
where p i = i/(n + 1). Then, the percentile estimates (PCEs) of α, β and θ are obtained by minimizing U(α, β, θ) according to α, β and θ, which is equivalent to solve the three following equations simultaneously: ∂U(α, β, θ)/∂α = 0, ∂U(α, β, θ)/∂β = 0 and ∂U(α, β, θ)/∂θ = 0, where
For practical purposes, these PCEs can evaluated numerically.
Right-Tail Anderson-Darling Method of Estimation
We now discuss the right-tail Anderson-Darling estimates (RTADEs) of α, β and θ pioneered by [30] . First of all, by using the cdf and chrf of the TIIPTLIEx distribution given by (6) and (8), respectively, we introduce the following function:
Then, the RTADEs can be obtained by minimizing R(α, β, θ) according to α, β and θ, which is equivalent to solve the three following equations simultaneously: ∂R(α, β, θ)/∂α = 0, ∂R(α, β, θ)/∂β = 0 and ∂R(α, β, θ)/∂θ = 0, where
,
and ∂R(α, β, θ) ∂θ
The quantities η
Numerical solutions are available in R to evaluate these RTADEs.
A Simulation Study
Here, we perform a simulation study giving numerical results to compare the performance of the previously presented estimation methods. Our methodology is described as follows. By using the corresponding qf, we generate N = 1000 random samples of size n = 50, 100, 200 and 500 from the TIIPTLIEx distribution. Then, four sets of the parameters are assigned as: Set1: (α = 2, θ = 1.5, β = 2), Set2: (α = 3, θ = 1.5, β = 2), Set3: (α = 2, θ = 1.5, β = 3) and Set4: (θ = 3, θ = 1.5, β = 3). Then, we consider the following measures: the (mean) estimates and the corresponding mean squared errors (MSEs) defined as follows:
where = α, θ or β, andˆ i is the estimates of i for i = 1, . . . , N via the considered method: MLE, PCE or RTADE. The obtained numerical results are documented in Tables 2-5 . One can observe from Table 6 that the maximum likelihood method outperforms the other methods (with the final score of 20.5). Therefore, the use of the MLEs to estimate the TIIPTLIEx model parameters is justified. (α = 2, θ = 1.5, β = 2).
MLEs
PCEs RTADEs Table 6 . Ranks of all the three methods of estimation for the considered sets of parameters. 
Sets

Applications
This section shows the potential of the TIIPTL-G family distribution in a practical setting. We consider the TIIPTLIEx model and all the consider model parameters will be estimated by the maximum likelihood method, with the use of the R software. We compare the TIIPTLIEx model with seven three(or less)-parameter models connected to the IEx model, namely: the Kumaraswamy inverse exponential (KIEx) model (see [31] ), beta inverse exponential (BIEx) model (see [32] ) by keeping shape parameter is equal to one, alpha-power inverse Weibull (AIW) model (see [33] ), logistic inverse exponential (LIEx) model (see [34] ), inverse Weibull inverse exponential (IWIEx) model (see [35] ), type II Topp-Leone generalized inverse Rayleigh (TIR) model (see [36] ) and standard IEX model.
Two practical data sets are analyzed. The first data set contains the ball bearing data, which indicates the number of revolutions before failure for ball bearing (see [37] ). The data are as follows: 33 .00, 68.64, 173. 40, 41.52, 42.12, 68.64, 68.88, 45.60, 48.48, 84.12, 93.12, 98.64, 105.12, 105.84, 51.84, 51.96, 54.12, 17.88, 55.56, 127.92, 128 .04, 67.80, 67.80, 28.92.
The second considered data set contains the waiting times (in seconds), between 65 successive eruptions of the Kiama Blowhole. These values were recorded by Jim Irish on July 12, 1998 , and recently has been referenced by [38] . The data are as follows: 83, 51, 87, 60, 28, 95, 8, 27, 15, 10, 18, 16, 29, 54, 91, 8, 17, 55, 10, 35, 47, 77, 36, 17, 21, 36, 18, 40, 10, 7, 34, 27, 28, 56, 8, 25, 68, 146, 89, 18, 73, 69, 9, 37, 10, 82, 29, 8, 60, 61, 61, 18, 169, 25, 8, 26, 11, 83, 11, 42, 17, 14, 9, 12. The MLEs of the model parameters are documented in Tables 7 and 8 for the first and second data sets, respectively. The standard goodness-of-fit measures are computed in Tables 9 and 10 , indicating the estimated log-likelihood (ˆ ), Akaike information criterion (AIC), corrected Akaike information criterion (CAIC), Bayesian information criterion (BIC), Hannan-Quinn information criterion (HQIC), Cramer-von Mises (W*) statistic and Anderson-Darling (A*) statistic. The lower the values of these numerical criteria, the better the fit. We thus see that the TIIPTLIEx model is the best. With a focus on the TIIPTLIEx model, the P-P (Probability-Probability) plot and various fits involving estimated cdfs, sfs and pdfs over for the first and second data sets can be seen in Figures 3 and 4 . All of them illustrate the nice fits of the TIIPTLIEx model, showing its potential of interest for the practitioner in an analysis of data setting. We complete these analyzes by showing the fits of the estimated pdfs in Figures 5 and 6 over the histograms of the first and second data sets, respectively. On the other hand, estimated cdfs over the empirical cdf can be seen in Figures 7 and 8 for the first and second data sets, respectively. As remark, from the fits of the plain red line (TIIPTLIEx) and the dashed black line (IEx) in the above figures, one can notice that the TIIPTLIEx model significantly increases the flexible properties of the former IEx model, reaching new perspectives of statistical modelling for various kinds of data sets. 
Conclusions
A new family of distributions is proposed in this paper, called the type II power Topp-Leone-G (TIIPTL-G) family. It extends, in some senses, the so-called type II Topp-Leone-G family by the add of a new shape parameter. The main properties of the TIIPTL-G family are discussed, proving several essential results on the quantile function, mixture representation of the cdf and pdf, moments, stochastic ordering, reliability and order statistics. A focus is put on the special member defined with the inverse exponential distribution as baseline, introducing a new three-parameter lifetime distribution. We perform an inferential study on the related model, called the TIIPTLIEx model, including the use of several estimation methods for the model parameters. Then, we apply this new model to two practical data sets, by adopting the maximum likelihood method of estimation. Seven competitors models are considered but no one perform better to the TIIPTLIEx model in terms of standard goodness-of-fit measures. Thus, the TIIPTL-G family of distribution has a straightforward utilization within the errors-in-variables models, especially for an application in calibration (see [39] ) or within the change-point analysis (see [40] ). We therefore believe that the TIIPTL-G family has a promising usefulness for future applications beyond the scope of this paper. 
