The current methodology for estimating genetic parameters for SCC (SCS) does not account for the difference in SCS between healthy cows and cows with an intramammary infection (IMI). We propose a two-component finite mixed normal mixture model to estimate IMI prevalence, separate SCS subpopulation means, individual posterior probabilities of IMI, and SCS variance components. The theory is presented and the expectation-conditional maximization algorithm is utilized to compute maximum likelihood estimates. The methodology is illustrated on two simulated data sets based on the current knowledge of SCS parameters. Maximum likelihood estimates of IMI prevalence and SCS subpopulation means were close to simulated values, except for the estimate of IMI prevalence when both subpopulations were almost confounded. Individual posterior probabilities of IMI were always higher among infected than among healthy cows. Error and additive variance components obtained under the mixture model were closer to simulated values than restricted maximum likelihood estimates obtained assuming a homogeneous SCS distribution, especially when subpopulations were completely separated and when mixing proportion was highest. Convergence was linear and rapid when priors were chosen with caution. The advantages of the methodology are demonstrated, and its feasibility for large data sets is discussed. (Key words: mixed normal mixture model, expectation-conditional maximization, SCC) Abbreviation key: ECM = expectation-conditional maximization, EM = expectation-maximization, mixture-ML = maximum likelihood under mixture model, SCS = log 2 -transformed SCC.
INTRODUCTION
Milk SCC are so economically important that several countries have started national genetic selection pro-grams for this trait. Although somatic cell production deviance (20) and other traits have been used in studies, routine genetic evaluations are currently based either on lactation average of monthly linear SCC (SCS = log 2 -transformed SCC) or on individual test-day data (11) . Lactation models account for nongenetic effects such as parity and season. Models based on the results of individual test days have the advantage of accounting for numerous short-term environmental effects (6) . With these models, REML estimates of heritability range from 0.05 to 0.27 for lactation average SCS (30) and from 0.09 to 0.11 for test-day records for SCC (28) . Although SCS increase when a cow is infected, the accuracy of milk SCS as a measurement of IMI susceptibility and the methods actually used to estimate milk SCC genetic parameters are still debated.
Indeed, lactation average and individual test-day models ignore the infection status of the gland, because it is usually unknown. Thus, SCS breeding values are computed by giving equal weights to observations from infected or healthy cows. However, the SCS vector is not symmetrically distributed about its expected value when the prevalence of IMI is different from 0.5. This may adversely impact the goal of selection for resistance to IMI because many animals free of infection (IMI−) have SCS similar to infected animals (IMI+), as revealed by the low sensitivity of SCS as an indicator for IMI (7) . Indeed, culture negative quarters include not only quarters with no mastitis pathogens but also quarters not shedding bacteria (intermittent cases of IMI) and quarters in early phases of an infection.
Another potential drawback of current SCS genetic models is that identical nongenetic effects are considered whether cows are IMI− or IMI+. However, research has shown little change in SCC of culture-negative milk, either as a cow ages or as a lactation progresses (18) and significant changes in SCC of culture-positive milk with the type of mastitis pathogens, the stage of lactation, and the age of infected cows (7, 33) . Therefore, breeding values may be inaccurate when the same nongenetic effects are included in models for IMI+ and IMI− cows.
Finally, it has been postulated that selection against cows with high SCC may be helpful in enhancing resis-tance to IMI, as evidenced by the positive genetic correlation found between measures of IMI and SCS (20, 31) . However, most somatic cells in infected mammary glands are neutrophils that are essential for protecting the mammary gland against infection. Indeed, several studies have identified number and chemotaxis activity of blood neutrophils prior to infection as important predictors of the severity of coliform mastitis (17, 29) . High milk SCC may also increase the resistance to IMI, as evidenced by the protective effect of intramammary devices (26) in preventing IMI.
In this study, we considered a two-component finite normal mixture model to obtain a more accurate measurement of IMI status than milk SCS and to improve estimation of SCS genetic parameters. Indeed, mixtures have been widely used to separate heterogeneous populations into more homogeneous subpopulations (8, 21, 27, 32) . The model can be used for situations in which it is unknown how to classify individuals between subpopulations, as is the case when analyzing SCS data, because it is typically unknown which animals are infected. The mixture model can assign cows to one or more subpopulations with probabilities estimated from the data, thereby accounting for the fixed effect of IMI status on SCS. In its simplest form, the mixture model for analyzing SCS data might consist of one component representing SCS data from IMI− cows and one component representing SCS data from IMI+ cows. Unlike other methods, this model provides estimates of IMI prevalence, of SCS means for IMI− and IMI+ cows, and of the posterior probability for a cow to be infected given its own SCS.
Objectives of this study were 1) to present the theory and an algorithmic approach for computing estimators of a two-component finite normal distribution, 2) to illustrate the theory with two small-scale examples based on the current knowledge of SCS parameters, and 3) to compare estimates obtained assuming homogeneous and heterogeneous SCS distributions. The feasibility of the proposed methodology for finding new indicators of mastitis resistance is also discussed.
MATERIALS AND METHODS

The Normal Mixed Mixture Model
Let i = 1,2, … n index cows, T denote the transpose, E(X) = expected value of X, and tr(X) = trace of a matrix X. With a normal mixture model-based approach for drawing inferences from SCS data, each SCS is assumed to be the realization of the vector y of size n from a distribution F(y,g|θ) with density function ƒ(y,g|θ) on the form , γ is the unobserved (prior) mixing probability of being IMI− with restriction γ> = 0, and ƒ 0 and ƒ 1 denote the normal probability density functions of (y, g) in the IMI− and IMI+ subpopulations, respectively. For each group separately, the density function is ƒ z (y,g|µ z ,σ 
Maximum Likelihood Estimation
Under the mixture model, an appropriate root of the likelihood equation provides maximum likelihood (mixture-ML) estimators:
where L(θ) is the likelihood function for θ.
Proceeding as in Dempster et al. (5), we can solve the log-likelihood equations within the expectation-maximization (EM) framework by introducing a zero-one random vector (n × 1) z. Conditional on observed y and current fitted parameters, each element z i of z is defined to be one if y i arises from the IMI− component of the mixture and to be zero otherwise. Thus, conditional on observed y and current fitted parameters, z 1 , z 2 , …, z n are independent and identical realizations from a binomial distribution with probability γ. For this specification, the complete-data density function is: ƒ(y,z,g|θ) = z{ƒ 0 (y,g|µ 0 ,σ 
Thus, the introduction of missing variables allows the logarithm to be moved inside resulting in a number of separate minimization problems for each mixture component.
Combining data augmentation and model reduction leads to the expectation-conditional maximization algorithm (ECM) (23) . In this algorithm, the original Mstep of the EM algorithm is replaced by CM-steps in which the expected complete-data log-likelihood Q(θ|θ (k) ) is maximized conditionally on previous estimates of the unknown parameters.
Thus, on the (k+1)th iteration, the E-step requires the calculation of Q(θ|θ (k) ) = E {log L c (θ)| y obs ,)} the conditional expectation of the complete-data log likelihood, given the observed data vector and using the current fit θ (k) of θ. Since log L c (θ) is a linear function of the unobservable vector z, the E-step is effected by replacing z with its conditional expectation given y, using θ (k) for θ. That is, each element z i of z is replaced (using Bayes' rule) by:
It is the current estimate of the posterior probability that the ith cow with SCC = y i belongs to the IMI− group. Substituting the expected values of the missing variable in Q gives (in matrix notation):
where w(y;θ (k) ) is the vector of w(y i ;θ (k) ) and ƒ z = ƒ z (y, On the M-step of the (k + 1)th iteration, each CM step is solved by maximizing Q(θ|θ (k) ), successively conditional on previous parameter estimates. Components means and variances are given explicitly by:
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where # is the Hadamard product (which is the elementby-element product of corresponding elements of the two same-order vectors), a z (k+2/3)
, and e z (k+2/3)
− Za z (k+2/3) , for z = 0, 1.
Small-Scale Examples
For illustrative purposes, small data sets were generated for 12 different combinations of parameters. An unrelated base population of 23 sires and 200 dams was simulated with breeding values sampled from a normal population with a mean of zero and genotypic variance of h 2 σ 2 p . Breeding value a i of descendant i was sampled from a normal distribution with mean of midparental value and variance of 0.5 σ 2 a (inbreeding was ignored). The environmental deviation e i was sampled from a normal population with a mean of zero and variance of (1 − h 2 )* σ 2 p . Three generations were simulated. All females reared a single offspring and no selection was applied. We considered only data from generations two and three.
Phenotypic values were generated as p i = µ 0 + a i + e i for a healthy animal i, and as µ 1 + a i + e i for an infected cow i. Parameters chosen for generating phenotypes were from a review of the mastitis literature. They consisted of all combinations of γ = (0.60, 0.70, 0.80) that are representative of IMI prevalence found in various studies (10, 34, 36) . Expected SCS mean in IMI− cows was µ 0 = 2.0 and corresponds to SCS for which no milk loss is detected (31, 36) . In IMI+ cows, expected SCS were µ 1 = (3.0, 4.0, 5.0, 6.0) and compared to values observed in cows infected with various pathogens (2). After assigning animals randomly to IMI− or IMI+ subpopulations, the same IMI+ animals were utilized for each value of µ 1 . Chosen heritability values were 0.10 and 0.20 (3, 20, 30, 35) .
We used the simulated data to obtain mixture-ML and REML estimators. The REML estimates of genetic parameters were obtained with the program JSPFS (22) as if SCS data were from a single population (homogeneous case). So, the model for estimation by REML was simply y = 1 µ + Z g + e, where µ is the fixed population mean and var(y) = Z A Z T σ 2 a + I σ 2 e . Approximate standard errors were obtained from the inverse of the Fisher information matrix of the REML log-likelihood.
The mixture-ML estimators were obtained with the ECM algorithm, and we used γ
and µ 1 (k = 0) = 4, and the REML estimates for σ 2 e , and σ 2 a as initial values. We ran the ECM algorithm for a maximum of k = 500 iterations and we recorded three convergence criteria: (σ
− σ 2 a (k) ), and differences between quadratic forms {(QF 0 − QF 1 )
} where
Approximate standard errors were obtained from the inverse of the Fisher information matrix of the complete-data log-likelihood.
RESULTS AND DISCUSSION
The mixture model arises as a simple and natural way to model heterogeneity typically observed in SCS data. The mixture model has some advantages over other models. Firstly, the mixing proportion (γ) is estimated without knowledge of subpopulations membership (here, the IMI status). This is particularly useful in the case of mastitis because reports indicated that 25 to 40% of all clinical mastitis milk samples are negative on routine culturing (25) . Clinically healthy cows may also be truly infected. On 11,453 quarter-milk samples collected on 2084 clinically healthy cows located in 154 Belgian herds, 58% were culture-positive (7).
Secondly, the mixture model provides estimates (1 − w(y i ;θ)) of the posterior probability for each cow to be infected given its own SCS (= y i ). Each w(y i ;θ) is computed according to the Bayes's rule of allocation which maximizes the overall allocation rate (8) and a cow with a particular SCS value is assigned to the group to which it has the highest probability of belonging. Also, biases associated with procedures that impute only zero-one values and that insist on outright subpopulation membership for each observation are avoided because fractional values are computed for the unobservable indicator variable z i at each cycle of the ECM algorithm (21). Thus, (1 − w(y i ;θ (k) )) may be considered as an indicator of IMI in cows and, as such, it could be considered as a trait for genetic selection against IMI susceptibility. Breeding values obtained from this indicator are theoretically more appropriate than those obtained from SCS. Indeed, the greatest factor of SCS variation is the presence of an IMI, so SCS may be considered as a 'byproduct' of an IMI. Factors other than IMI influence SCS (12) and may affect breeding values prediction against susceptibility to IMI. Individual (1 − w(y i ;θ)) can also be used for screening cows and identify those with suspicion of IMI so they can be further examined for definitive diagnosis (e.g., bacteriological tests). In this scenario, the number and cost of routine bacteriological milk examinations are reduced, and more data on the bacteriological status of the gland are available. When some of the observations are of known origin (e.g., known IMI status), the likelihood equations used for the mixture model can be modified easily by replacing each element (1 − w(y i ;θ)) by the true indicator variable z i . Hosmer (15) showed substantial decrease in variances and mean square errors of the mixture-ML estimates when as little as 10% of the total sample is of known origin.
Finally, the mixture model provides separate estimates of SCS means for each subpopulation, and those are not available under the homogeneous assumption. It also provides weighted estimates of variance components. Indeed, the right-hand sides of the likelihood equations can be considered as a weighted average of two separate ML estimates for each subpopulation, in which variance and covariance elements are weighted by the posterior probability of being IMI, given their SCC value. Inversely, in the current REML estimation, the restricted likelihood function is constructed from linearly independent error contrasts K′y, where K′y is equivalent to a vector of residuals obtained after fitting the overall mean µ (13), and not the weighted average of both subpopulations means µ 0 and µ 1 . Those REML estimators are thus biased when γ ≠ 0.5, or µ 0 ≠ µ 1 , or both, as is often observed in SCS data.
Although the asymptotic properties of mixture-ML estimates may not be satisfactory in our small working examples, we will discuss those estimates obtained for each combination of simulated parameters (Tables 1  and 2 ). When sample size is <300, Hosmer (15) reported high variance and mean squared errors for ML-estimates in a Monte Carlo study of two univariate normal densities. Bias increases when component densities are poorly separated (27) or when a mixing proportion is close to zero (8) . Therefore, the purpose of this article is not to discuss attributes of mixture-ML estimators but rather to illustrate the interest and feasibility of the mixture methodology for evaluating SCS. These small-sample problems should decrease in analyses of very large data sets, as found commonly in routine genetic evaluation. The mixture model is still computationally tractable in a large data set because the calculation of w(y i ;θ) is reduced after some algebraic manipulation, to the logistic function:
w(y i ;θ) = 1 Mixture-ML estimates obtained as if SCS were from a two-component mixture population. Thus, w(y i ;θ) approximates γ when both quadratic forms are similar, approximates zero when the difference between quadratic forms is high and positive, and approximates one when the difference between both quadratic forms is high and negative.
Estimates of Prevalence and Subpopulation Means
Firstly, we noted the general similarity between simulated mixing proportions and subpopulation means with their mixture-ML estimates (Tables 1 and 2) . As an example, for simulated γ = 60.26%, µ 0 = 2, and µ 1 = 6, we achieved after 500 iterations, γ 
When simulated subpopulations were closely intricated (µ 0 = 2 and µ 1 = 3), differences between γ and γ (500) ranged from 28.48% for γ = 60 to 8.4% when γ = 80% (Table 1) . This was expected because γ is not identifiable when µ 0 = µ 1 (1). When µ 0 approximated µ 1 , estimates for γ were on the boundary of the parameter space (γ (500) > 80%), as was observed by others (4, 15) . Indeed, large sample sizes are necessary to obtain reliable estimates when subpopulation densities are poorly separated (27) .
Estimates of the Posterior Probability
Estimates of the individual posterior probability of being IMI+ (1 − w(y i ;θ (500) )) were averaged over each SCS unit, and then plotted on Figure 1 together with the frequency distributions of SCS in both subpopulations. Averages were close to 100% in IMI+ cows with high SCS (greater than 4) and they were almost null for IMI− and IMI+ cows with low SCS (lower than 1). Posterior probabilities were always significantly (P < 0.01) higher for IMI+ than for IMI− cows. The differences in (1 − w(y i ;θ (500) )) between IMI+ and IMI− cows increased when mixing proportion (γ) increased. This was expected because (1 − w(y i ;θ)) is proportional to the probability of belonging to the IMI+ group (Bayes' theorem).
Variance Components for SCS
As can be seen in Tables 1 and 2 , mixture-ML estimates for additive variances were always closer to simulated values than REML estimates. Mixture-ML estimates for additive variances were closest to simulated values when both subpopulations were completely separated, and when mixing proportion γ was highest. Differences between true and REML estimates for additive variances increased sharply when mixing proportion and distance between subpopulation means increased. For the estimates of error variances, both REML and mixture-ML estimates increased when differences between IMI− and IMI+ means increased. However, this augmentation was slower than the one observed for REML estimates of additive variances.
Differences between parameters and REML estimates were expected because REML estimates were computed under the assumption of a homogeneous population. Hence, these differences increased when departures from the assumptions increased. Differences between parameters and mixture-ML estimates may be connected to the assumptions underlying our mixture model. To have only one SCS heritability estimate for both IMI− and IMI+ cows, equal variance components were assumed in both subpopulations. In this case, the likelihood function has a global maximum in the interior of the parameter space (21) . However, this assumption of normal components with a common (co)variance matrix was not verified in the simulated data, especially when γ reached 80% with only 77 observations in IMI+ subpopulation. The mixture-ML estimates of variance components take no account of the loss in degrees of freedom that result from estimating the fixed effects (9, 13) . However, this effect is not severe when the number of fixed effects is low (14) , as in the mixture model considered here (only one fixed effect per subpopulation).
ECM Algorithm
Because it can be viewed as an incomplete-data problem, ML estimation in mixture distributions is a classical example of a problem simplified by the idea behind the EM algorithm (5) . When compared with other algorithms, the EM algorithm has the advantages of low cost per iteration, numerical stability, economy of storage, and ease of programming (21, 24, 27) . Also, it produces sequences of iterates on which the log-likelihood function increases monotically, but it can be extremely slow to converge. To speed up total computing time, Meng and Rubin (23) developed the ECM version of the algorithm by replacing the M-step by computationally simpler conditional maximization steps.
In our working examples, the ECM algorithm made the most of its progress in reaching the maximum value of the log likelihood function during the first few iterations (Figure 2 ). After 10 iterations, differences between successive quadratic forms were equal to 0.22, 0.52, and 0.92 for µ 1 = 4, µ 1 = 5, and µ 1 = 6, respectively. After 100 iterations, differences between quadratic forms were equal to 0.003, 0.01, and 0.07 for µ 1 = 4, µ 1 = 5, and µ 1 = 6, respectively. But the problem became more difficult to converge when the mixing components were not well separated. After 500 iterations, differ- ences between quadratic forms were around 10 −3 and 10 −9 for µ 1 = 3 and µ 1 = 4, respectively. This is a wellknown problem connected with mixture models of restricted size (1). Care must also be taken in the choice of initial values for use on the E-step of the first iteration of the ECM algorithm. In the case of mixtures of densities belonging to some exponential family, Redner and Walker (27) proved that EM algorithm is ensured to converge to the consistent ML estimates when initial priors are close enough to true parameters. But, when priors are far from the true values, multiple local maxima of the likelihood function may occur (1). In our case, REML estimates (based on the whole distribution, without knowledge of mixing proportion) of variance components were 
CONCLUSIONS
Current methodology for obtaining SCS genetic parameters and for selecting cows against susceptibility to IMI seems too strict to capture the variation over both healthy and infected subpopulations in the presence of unequal proportion of IMI+ and IMI− cows. We have demonstrated the utility of the mixture model in the estimation of IMI prevalence, SCS subpopulation means, individual posterior probabilities of IMI given SCS, and SCS variance components. We have illustrated the methodology on small and simulated (close to reality) data sets. Although sample size was moderate, the mixture-ML estimators were closer to simulated parameters than the homogeneous density REML estimators. We showed that the methodology may be applied in large data sets, but it still needs to be examined on real-life data sets. Further studies are also necessary to examine methods for accelerating the EM algorithm (4, 16, 24) and more reliable methods for estimating the (co)variance matrix of the mixture-ML estimates, such as the one proposed by Louis (19) and extended to the multivariate case by Meng and Rubin (in 21). More rigorous simulations should be performed to compare the behavior of mixture models to alternative models on large data sets with different structures, and to evaluate bias and sampling variation in estimates of breeding values and individual posterior probabilities of being IMI. Models based on SCC instead of SCS, models with more than two components, models with different fixed effects, and models not restricted to equal (co)variance matrix should also be considered. The mixture model should also be validated with SCS data on cows with known IMI status. Finally, advantages of modeling the variation in individual posterior probability of being IMI need to be addressed as a better alternative for selection against susceptibility to IMI than modeling variation in crude SCS.
