We study a programming language with a built-in ground type for real numbers 
Introduction
This is a contribution to the problem of sequential computation with real numbers, where real numbers are taken in the sense of constructive mathematics [2] . It is fair to say that the computability issues are well understood [17] . Here we focus on the issue of designing programming languages with a built-in, abstract data type of real numbers. Recent research, discussed below, has shown that it is notoriously difficult to obtain sufficiently expressive languages with sequential operational semantics and corresponding denotational semantics that articulate the data-abstraction requirement. Based on ideas arising from constructive mathematics, Boehm and Cartwright [3] proposed a compelling operational solution to the problem. However, the proposal falls short of providing a full solution to the data abstraction problem, as it is not immediately clear what the corresponding denotational interpretation would be. A partially successful attempt of solving this problem has been developed by Edalat, Potts and Sünderhauf [5] , as discussed below.
The purpose of this paper is two-fold: (1) to establish the intrinsic difficulties of providing a denotational model of Boehm and Cartwright's operational approach, and (2) to show how it is possible to cope with the difficulties. Before elaborating this research programme, we pause to discuss previous work.
Di Gianantonio [11] , Escardó [6] , and Potts et al. [24] have introduced various extensions of the programming language PCF with a ground type for real numbers. In the three cases, the real numbers type is interpreted as a variation of the interval domain introduced by Scott [25] . In the presence of a certain parallel conditional [22] , all computable first-order functions on the reals are definable in the languages [11, 7] . By further adding Plotkin's parallel existential quantifier [22] , all computable functions of all orders become definable in the languages [11, 7, 9] . In the absence of the parallel existential quantifier, the expressivity of the languages at second-order types and beyond is not known. Partial results in this direction are developed by Normann [20] .
It is natural to ask whether the presence of such parallel constructs is an artifact of the languages or they are needed for intrinsic reasons. Escardó, Hofmann and Streicher [8] have shown that, in interval models, the parallelism is in fact unavoidable: weak parallel-or is definable from addition and other manifestly sequential unary functions, which indicates that addition, in these models, is an intrinsically parallel operation. Moreover, Farjudian [10] has shown that if the parallel conditional is removed from the language, only piecewise affine functions on the reals are definable.
Essentially, the problem is the following. Because computable functions on the reals are continuous (see e.g. [17] ), and because the real line is a connected space, any computable boolean-valued relation on the reals is constantly true or constantly false unless it diverges for some inputs. Hence definitions using the sequential conditional produce constant total functions or else partial functions. If one allows the boolean-valued relations to diverge at some inputs, then non-trivial predicates are obtained, and this together with the parallel conditional allow us to define non-trivial total functions [6] .
This phenomenon had been anticipated by Boehm and Cartwright [3] , who also proposed a solution to this problem. In this paper, we develop the proposed solution and study its operational and denotational semantics. The idea is based on the following observations. In classical mathematics, the trichotomy law "Ü Ý , Ü Ý or Ü Ý " holds for any pair of real numbers Ü and Ý, but, as is well known, it fails in constructive (and in classical recursive) mathematics. However, the following alternative cotransitivity law holds in constructive settings: for any two numbers and any number Ü, at least one of the relations Ü and Ü holds. Equivalently, one has that ½ µ ´ ½µ Ê. Boehm It is important here that evaluation never diverges for a convergent input. If the real number Ü happens to be in the interval´ µ, then the specification of ÖØ ×Ø ´Üµ allows it to evaluate to true or alternatively to false. The particular choice will depend on the particular implementation of the real number Ü and of the construct ÖØ ×Ø (cf. [18] ), and is thus determined by the operational semantics.
As an application of the construction, we give an example of a recursive definition of a sequential program for addition, which is single-valued at total inputs, as required, but multi-valued at partial inputs. Thus, by allowing the output to be multi-valued at partial inputs, we are able to overcome the negative results of Escardó, Hofmann and Streicher mentioned above.
We take the view that the denotational value of ÖØ ×Ø ´Üµ lives in a suitable powerdomain of the booleans.
Thus (1) if
Ü then the denotational value would be the set ØÖÙ Ð× , (2) if Ü and Ü then it would be the set ØÖÙ , and (3) if Ü and Ü then it would be the set Ð× . Technically, one has to be careful regarding which subsets of the powerset are allowed, but this is postponed to the body of the paper. One of our main results is that the Hoare powerdomain gives a computationally adequate denotational semantics. Unfortunately, the Plotkin and Smyth powerdomains do not even make the ÖØ ×Ø construction continuous. These and other examples of powerdomains are discussed in the body of the paper.
As is well known, Hoare semantics can be used in order to establish partial correctness only. Because computations on the reals are infinite, one cannot decompose total correctness into the conjunction of partial correctness and termination, as is usually done for discrete data types. We instead introduce a suitable operational notion of strong convergence and show that total correctness can be proved by establishing partial correctness (using denotational methods) and strong convergence (using operational methods). The technique is illustrated by a proof of total correctness of our sequential program for addition. Further applications are discussed in the concluding section.
Related work. Edalat, Potts and Sünderhauf [5] have previously considered the denotational counterpart of Boehm and Cartwright's operational solution. However, they restrict attention to what can be referred to as single-valued, total computations. In particular, their computational adequacy result for their denotational semantics is restricted to this special case. Although it is indeed natural to regard this case as the relevant one, we have already met compelling examples, such as the fundamental operation of addition, in which sequentiality cannot be achieved unless one allows e.g. multi-valued outputs at partial inputs.
For their denotational semantics, they consider the Smyth powerdomain of a topological space of real numbers (which they refer to as the upper powerspace). Thus, they consider possibly non-deterministic computations of total real numbers, restricting their attention to those that happen to be deterministic. In the work reported here, we instead consider non-deterministic computations of total and partial real numbers. In other words, instead of considering a powerdomain of a space of real numbers, we consider a powerdomain of a domain of partial real numbers. Our computational adequacy result holds for general computations, total or partial, and deterministic or not. For our domain of partial real numbers, we consider the interval domain proposed by Scott [25] , but the work reported here is expected to apply to many possible notions of domain of partial real numbers.
Di Gianantonio [12] also discusses the problem of sequential real-number computation in the presence of data abstraction, with some interesting negative results and translations of parallel languages into sequential ones.
Organization. Section 2 presents a running example that motivates the technical development that follows. Section 3 introduces some background. Section 4 studies the ÖØ ×Ø construction from the point of view of powerdomains. Section 5 develops a programming language with the ÖØ ×Ø construction and establishes computational adequacy for the denotational semantics developed in Section 4. Section 6 applies this to develop techniques for correctness proofs and gives a sample application. Section 7 summarizes the main results and discusses open problems and ongoing work.
Running example
In order to motivate the multi-valued construction discussed in the introduction, we give an example showing how it can be used to avoid the parallel constructions used in previous work on real-number computation. We take the opportunity to introduce some basic concepts and constructions studied in the technical development that follows.
In the programming language considered in [6] , the av-
can be implemented as follows: 
Ø Ð ´ ÓÒ× ´Üµµ Ü
Because equality on real numbers is undecidable, the relation Ü is undefined (or diverges, or denotes ) if Ü . In order to compensate for this, one uses a parallel conditional such that
The intuition behind this program is the following. If both Ü and Ý are in the interval Ä, then we know that Ü¨Ý is in the interval Ä, if both Ü and Ý are in the interval Ê, then we know that Ü¨Ý is in the interval Ê, and so on. The boundary cases are taken care of by the parallel conditional. For example, ½ ¾ is both in Ä and Ê, and an unfolding of the program for Ü Ý ½ ¾ gives
All branches of the conditionals evaluate to ½ ¾, but in an infinite number of steps. This can be seen as follows. A repeated unfolding of ½¨½ gives the infinite expression ÓÒ× Ê´ ÓÒ× Ê´ ÓÒ× Ê´ µµµ. Denotationally speaking, the program computes the unique fixed point of ÓÒ× Ê , which is ½. Operationally speaking, the first unfolding says that the result of the computation, whatever it is, lives in the interval Ê, because, by definition, the image of ÓÒ× Ê is Ê; the second unfolding says that the result is in the right half of the interval Ê, i.e. in the interval ¿ ½ ; the third unfolding tells us that the result is in the interval ½ , and so on. Thus, the operational semantics applied to ½¨½ produces a shrinking sequence of intervals converging to ½. The other cases are analogous.
Of course, a drawback of such a recursive definition is that, during evaluation, the number of parallel processes is exponential in the number of unfoldings. In order to overcome this, we switch back to the usual sequential conditional, and we replace the partial less-than test by the multivalued test discussed in the introduction:
where of the previous program splits into two points
and this time we choose
The intuition behind this program is similar. What is interesting is that, despite the use of the multi-valued construction ÖØ ×Ø, the overall result of the computation is single valued. In other words, different computation paths will give different shrinking sequences of intervals, but all of them will shrink to the same number. A proof of this fact and of correctness of the program is provided in Section 6, using the techniques developed below.
Background
For domain-theoretic concepts, the reader is referred to [1, 23] , and for topological concepts to [28, 29] (see also [13] ). Here we briefly summarize the notions and facts that are relevant for our purposes.
Continuous Domains
Let È be a set with a preorder Ú. For a subset of È and an element Ü ¾ È we write
We also say that is a lower set iff , and that is an upper set iff .
Let Ü and Ý be elements of a directed complete partial order (dcpo 
The Interval Domain
The set Ê of non-empty compact subintervals of the Euclidean real line ordered by reverse inclusion, A basis for Ê is given by the intervals with distinct rational (alternatively dyadic) end-points.
The set Á of all non-empty closed intervals contained in the unit interval ¼ ½ is a bounded complete, countably based continuous domain, referred as the unit interval domain. The bottom element of Á is the interval ¼ ½ .
Powerdomains
Powerdomains [21, 26, 27] are usually constructed as ideal completions [15] of finite subsets of basis elements. For our purposes, it is more convenient to work with their topological representations [23, 1, 16] , which we now summarize. It is enough for our purposes to restrict attention to -continuous dcpos, which we refer to as domains in this subsection.
A subset of a dcpo is called Scott closed if it is closed in the Scott topology, that is, if it is a lower set and is closed under the formation of suprema of directed subsets. We use the notation Ð´ µ for the topological closure of , i.e. the smallest Scott closed set containing . A lense is a non-empty set that arises as the intersection of a Scott-closed set and a Scott compact upper subset. Here the notion of Scott compact set is to be understood in the topological sense (every cover consisting of Scott open sets has a finite subcover). On the set of lenses of a dcpo , we define the topological Egli-Milner ordering, Ú Ì Å by Ã Ú Ì Å Ä if Ä Ã and Ã Ð´Äµ. Notice that in a finite domain such as the flat domain of booleans, the lenses are just order-convex sets, and that the topological Egli-Milner order coincides with the usual order-theoretical one [13] . This is because in a finite domain the closed sets are precisely the lower sets, and all sets are compact.
The Plotkin powerdomain È È of a domain consists of the lenses of under the Egli-Milner order, and the formal-union operation is given by actual union followed by topological convex closure (intersection of all convex closed sets containing it). There is a natural topological embedding È È given by Ü Ü . The Smyth powerdomain È Ë consists of the set of nonempty Scott-compact upper subsets ordered by reverse inclusion, with formal union given by actual union. In this case, we have a natural topological embedding È Ë given by Ü Ü
The Hoare powerdomain È À consists of all nonempty Scott-closed subsets of ordered by inclusion. Because we use this to obtain a denotational model of our language, we consider it in more detail. Least upper bounds are given by
The construction is the functor part of a monad, with action on continuous maps given by 
Semantics of the Multi-valued Construction
In order to make the development of the introduction precise, we assume that we are given a functorial powerdomain Because in our language there will be computations on the reals that diverge or fail to fully specify a real number, we need to embed the real line into a domain of total and partial real numbers. We choose to work with the domain Ê , where Ê is the interval domain introduced in Section 3.
Similarly, as usual, we enlarge the domain Ì of booleans with a bottom element. Hence we have to work with an extension Ê ÈÌ of the above function, which we denote by the same name:
For the moment, we do not insist on any particular extension. However, in order for a powerdomain construction to qualify for a denotational model of the language, the minimum requirement is that it makes the ÖØ ×Ø function continuous. Thus, only powerdomains satisfying the above two inequalities qualify. In particular, this rules out the Plotkin and Smyth powerdomains. In fact, for the Plotkin powerdomain one has that ´ØÖÙ µ ØÖÙ and ´ Ð× µ Ð× , and their formal union is ØÖÙ Ð× because this set is order-convex, but the sets ØÖÙ and ØÖÙ Ð× are incomparable in the Egli-Milner order. For the Smyth powerdomain, the same sets are obtained by the embedding, formal union is given by actual union, and hence the inequalities do not hold because the order is given by reverse inclusion. We omit routine proofs of the fact that e.g. the mixed [14] and the sandwich [4] powerdomains also fail to make the ÖØ ×Ø construction continuous.
On the other hand, for the Hoare powerdomain, the inequalities do hold. In fact, As we want to match our model with the operational semantics of the construction, it would be desirable to distinguish between the elements ØÖÙ and ØÖÙ in the model. However, the Hoare powerdomain does not distinguish them, and, on the other hand, as we have just seen, other powerdomains do not give a continuous interpretation of our construction. In order to overcome this problem when the Hoare powerdomain is used as a denotational model, one usually decomposes proofs of program correctness into partial correctness and termination. A related approach is considered in Section 6.
From now on, we denote ÖØ ×Ø À Ê È Ì simply by ÖØ ×Ø . In our applications, we are only interested in the situation 
A Programming Language for Sequential Real-Number Computation
We introduce the language LRT for the ÖØ ×Ø construction, which amounts to the language considered by Escardó [6] with the parallel conditional removed and a constant for ÖØ ×Ø added. We remark that this is a call-byname language. Because real-number computations are infinite, and there are no canonical forms for partial realnumber computations, it is not clear what a call-by-value operational semantics ought to be. We leave this as an open problem.
Syntax.
The language LRT is an extension of PCF with a ground type for real numbers and suitable primitive functions for real-number computation. Its raw syntax is given by
where the subscripts of the constructs ÓÒ×, Ø Ð are rational intervals and those of ÖØ ×Ø are rational numbers. (We apologize for using the letters and to denote numbers and intervals in different contexts.) Terms of ground type Á are intended to compute real numbers in the unit interval.
It is convenient for our purposes to first define the denotational and then the operational semantics.
Denotational Semantics. The ground types ÓÓÐ Ò Ø and Á are interpreted as the Hoare powerdomain of the domains of natural numbers, booleans and intervals, and function types are interpreted as function spaces in the category of dcpos:
This reflects the fact that we are considering a call-by-name language.
The interpretation of constants in LRT is defined as follows: 
Operational Semantics
We consider a small-step style operational semantics for our language. The rules are those given in [6] , with the cases for the parallel conditional removed and the following added:
Notice that if the interval is contained in the interval the first two rules can be applied. Of course, the role of the third rule is to obtain more information when the first and second rules cannot be applied. For that purpose, the following rule from [6] plays a crucial role:
Here the interval is defined to be ÓÒ× ´ µ, where ÓÒ× is the extension to the interval domain of the function defined in Section 2. This rule is justified by the associativity law ´ Üµ ´ µÜ. The idea is that both and give partial information about a real number, and is the result of gluing the partial information together in an incremental way. We now introduce a notion of operational meaning of a term, where the operational values are taken in a powerdomain too. The difference of this operational semantics with the denotational semantics given above is that the former is obtained by reduction but the latter is obtained, as usual, by compositional means.
Definition 3. Firstly, we define the operational meaning of closed terms Å of ground type in steps of computation, written Å , which is to be an element of the domain ÂÃ.
If Å Á, then we define Of course, only in the case of the ground type of real numbers this definition is non-trivial, but it is convenient to have a uniform treatment for all types.
Computational Adequacy. In our setting, computational adequacy amounts to the equation Å ÂÅ Ã for all closed terms Å of ground type, where Å is the operational meaning of Å and ÂÅ Ã is the denotational meaning of Å defined above.
For a deterministic language such as PCF, soundness of the denotational semantics follows from the fact that Å AE implies ÂÅ Ã ÂAE Ã. For our non-deterministic language, we rely on the following:
Proof. By structural induction on Å . Proof. By induction on the length of the evaluation using the previous lemma. In order to establish completeness, we proceed as in [22, 6] .
Lemma 6 (Soundness

Definition 7. We define a notion of computability for closed terms by induction on types as follows:
A Proof. See [1] or [13] .
Lemma 10 (Completeness). Every term is computable.
Proof. The proof is by structural induction on the formation rules of terms. Here we only consider the constant ÖØ ×Ø . We have to show that if Å is computable, then so is ÖØ ×Ø Å. 
Program Correctness
In this section, we assume that during evaluation, no redex can be infinitely delayed. Intuitively, this means that the reduction rule 3 for ÖØ ×Ø cannot be applied infinitely often, giving rise to a divergent computation, unless rules 1 and 2 are never applicable. This restriction to the operational semantics could have been imposed in the formulation of computational adequacy, but it does not make any difference, because is always a possible denotational value of any term.
Computational adequacy allows us to prove partial correctness, but given that denotationally is always a possible result, it does not allow us to prove total correctness. To overcome this problem, we introduce a generalization of the notion of termination. Proof. By case analysis of the reduction rules for ÓÒ× .
According to the complete set of rules that define the operational semantics [6] , if the reduction is in zero steps we are done, otherwise there are two cases: Proof. The proof is by induction over the number of reduction steps. The first is trivial, but the second is not.
As an application, we indicate how the program Ú Ö defined in Section 2 can be shown to be correct using our denotational semantics and the notion of strong convergence. In view of computational adequacy, partial correctness of the program can be formulated as follows:
Lemma 17. Â Ú Ö Ã´ ´Üµ ´Ýµµ ´Ü¨Ýµ for all total Ü Ý ¾ Á .
To prove this, we use the following lemma. [8] show that the diagram cannot be completed with a sequentially computable down arrow Á ¢ Á Á . Thus, we overcome the problem by allowing our program to be multi-valued at partial inputs. Lemma 18 shows that the single-valued output of the program at a total input arises as the least upper bound of multi-valued partial outputs. In other words, there are different computation paths that give different, but consistent partial results at finite stages, but all of them converge to the same total real number.
Conclusion and Ongoing Work
The sample application given in Section 6 illustrates two important ideas discussed in the introduction:
1. By considering a multi-valued or non-deterministic construction, it is possible to have sequential programs for important functions that only admit parallel realizations in the (singled-valued) interval-domain model, overcoming the problem identified by Escardó, Hofmann and Streicher [8] .
2. In order to obtain total correctness from partial correctness, a generalization of the notion of termination is needed in the case of real-number computations.
Regarding 1, we know that, in fact, all computable firstorder functions are definable in the language, and we have some partial results regarding definability of second-order computable functionals such as definite integration. This will be reported elsewhere, but we remark that the ideas regarding 2 are applied for that purpose.
It is an open problem to find a denotational semantics which would allow to prove total correctness without the need of resorting to operational methods such as strong convergence. As we have seen, the Plotkin and Smyth powerdomains cannot be used for that purpose either. In fact, the results of Section 4 immediately imply that even other powerdomains such as the sandwich and the mixed powerdomain cannot be used. Moreover, it is easy to verify that any of the known powerdomains which do not arise as the composition of powerdomains with the Hoare powerdomain as the last component in the composition cannot be used.
