We propose and study properties of an estimator of the forecast error variance decomposition in the local projections framework. We find for empirically relevant sample sizes that, after being bias-corrected with bootstrap, our estimator performs well in simulations. We also illustrate the workings of our estimator empirically for monetary policy and productivity shocks.
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Introduction
Macroeconomists have been long interested in estimating dynamic responses of output, inflation, and other aggregates to structural shocks. While many analyses use vector autoregressions (VARs) or dynamic stochastic general equilibrium (DSGE) models to construct estimated responses, an increasing number of researchers focus on a single structural shock and employ single-equation methods to study the dynamic responses. This approach allows concentrating on well-identified shocks and leaving other sources of variation unspecified. In addition, these approaches often impose no restrictions on the shape of the impulse response function. As a result, the local projections (LP) method (Jordà 2005, Stock and Watson 2007) has gained prominence in applied macroeconomic research.
The properties of impulse responses estimated with these methods are well studied (see, e.g., Coibion 2012, Kilian and Kim 2011) , but little is known about how one can reliably estimate the quantitative significance of shocks in the single-equation framework. While some methods for constructing the forecast error variance decompositions (FEVDs) have been suggested, it usually has been done without investigation of their econometric properties, especially for empirically relevant sample sizes. 1 As a result, the vast majority of studies using single-equation approaches do not report the FEVD for the variable of interest, and hence one does not know if a given shock accounts for a large share of variation for the variable. This practice contrasts sharply with the nearly universal convention to report FEVDs in VARs and DSGE models. In this paper, we propose and study finite-sample and asymptotic properties of a method to construct forecast error variance decompositions in the local projections framework.
We show that local projections lead to a simple and intuitive way to assess the contribution of identified shocks to the variation of forecast errors at different horizons. While there are several options to implement this insight, we mostly focus on an estimator based on the coefficient of determination, or . To illustrate the properties of this method, we use several data generating processes (DPGs), including the Smets and Wouters (2007) model. These DGPs cover main profiles 1 For example, Jordà (2005) suggests an estimator close in spirit to LP-A and LP-B estimators that we cover in Section 3.1 and Appendix B. Our baseline estimator of FEVDs performs better than these estimators for empirically relevant sample sizes. Another method is to compute FEVDs by using VARs that directly include a structural shock (PlagborgMøller and Wolf 2018) . While this method identifies the same population FEVDs, it requires a large number of lags (Baek and Lee 2019) , a feature that may be too costly in practice given the curse of dimensionality in VARs and the noise generated by many estimated parameters.
2 Coibion et al. (2017) is among the very few papers reporting FEVDs based on the local projection method.
of FEVDs documented in previous works. We show that estimated contributions to the variation of forecast errors may be biased in small samples and one should use bootstrap to correct for possible biases in the FEVDs estimated by local projections. We also show that, in simulations, our estimator performs better than alternative approaches based on sums of squared estimates of impulse responses. We further illustrate the performance of our method with actual data and commonly used identified shocks. In short, our contribution is to develop a new estimator of FEVDs and to assess finite-sample properties of our estimator and alternative estimators.
We assume in this paper that the researcher has a series of identified shocks. However, these shocks may be measured with error in practice because, e.g., they are estimated rather than directly observed. We show that our estimator of FEVDs is downward biased when the shocks are imperfectly observed. Thus, our point estimates are conservative and likely provide a lower bound.
In a concurrent and complementary work, Plagborg-Møller and Wolf (2017) provide set-identified FEVDs given measurement errors in the local projections framework. Their partially identified untestable bounds could be useful tools for the researcher who is interested in upper bounds of the FEVDs.
The rest of the paper is structured as follows. Section 2 lays out a basic setting to derive the estimator. Section 3 introduces our estimator and illustrates its econometric properties. Section 4 presents simulation results for bivariate and multivariate settings. Section 5 applies our method to measuring the contribution of monetary policy and productivity shocks to the forecast error variance of output and inflation in the local projections framework. Section 6 concludes.
Basics of the forecast error variance decomposition
Consider a generic setup encountered in studies using local projections. Let be an endogenous variable of interest. An identified white-noise shocks series has mean zero and variance .
We assume that variation in due to is represented by ∑ , , where coefficients , provide us with the impulse response function of to . The forecast error for the h-period ahead value of the endogenous variable is given by
where |Ω is the projection of on the information set Ω ≡ Δ , , Δ , , … . To keep the exposition as simple as possible, we focus only on a single shock and a single endogenous variable for now, but in Section 3.6 we consider the case where the information set includes other ("control") variables. We can decompose the forecast errors due to innovations in and other sources of variation as follows:
where | is the error term due to innovations orthogonal to , , … , and Ω .
Following Sims (1980) , we can define the population share of the variances explained by the contemporaneous and future innovations in to the total variations in
In what follows, we propose and evaluate a method to estimate based on equation (3).
Note that, if we use definitions of Plagborg-Møller and Wolf (2017) , the object of our analysis is the forecast variance ratio. Although this definition of seems natural, one should bear in mind several caveats. First, depends on Ω : adding more control variables changes the population parameter (see Section 3.6). Second, the forecast error variance decomposition for a structural VAR model or a DSGE model is usually defined given an information set which includes all structural shocks, while above is purely based on the observables. These two definitions might not coincide if two information sets differ. For example, if a data generating process is not invertible for structural shocks (the shocks are not recoverable from the history of observable variables), forecast variance ratio is different from variance decomposition (see Plagborg-Møller and Wolf (2017) for details on this point).
Estimator
In this section, we introduce our estimator of FEVDs using the coefficient of determination, or of local projections. We discuss asymptotic properties of our estimator and address issues that may be encountered in practice. Those issues include measurement errors in , small-sample refinements with a focus on biases, and other control variables in the information set.
method
Let , … , ′. It can be shown with some algebra that equation (3) To separate issues from truncation and estimation of the forecast errors, we now assume that and are large enough, and the population residual of equation (5) is the true forecast error. In other words, we assume that , Δ follows a finite-order Markov process and focus on the variability in due to the estimation of the forecast errors.
For a simple notation, we rewrite equation (5) Proposition 3. Given the assumptions above, the followings hold for any , 1.
For a formal proof, please see Appendix D. Proposition 3(a) covers the forecast error variance, which is the denominator of in equation (4). The result implies that the econometrician's forecast error variance is greater than that based on the full information set. Furthermore, one can
show that the equality holds only for (uninteresting) special cases such as 0, , 1, and 0. We discuss the numerator of in Proposition 3(b). When estimated without taking into consideration, the econometrician's numerator in equation (4) . Similarly, the difference reduces when , 's are close to 0, when the observable component and the unobservable component are highly correlated, and when the variance of the unobservable component is small. Because the econometrician's denominator is greater and the numerator is less than those based on the full information set, the econometrician's FEVDs are downward biased to zero as illustrated in Proposition 3(c). In other words, our point estimate is conservative in favor of the hypothesis 0.
Small-sample refinements
While ̂ is asymptotically unbiased as illustrated in Proposition 1 and 2, there may exist substantial finite-sample biases. Note that the OLS estimator in equation (6) is obtained by maximizing the sum of explained variation, or , which may lead to an upward bias in ̂ (Cramer 1987).
To correct for potential small-sample biases in the estimates of and to enhance coverage rates for confidence bands, we employ a VAR-based bootstrap, where the VAR includes two variables , Δ . We use a VAR-based bootstrap to address challenges associated with bootstrapping highly persistent data but researches may utilize alternative approaches.
3,4
We now discuss the details of the bootstrap procedure. First, we need to choose the order of the VAR model . In simulations below, we rely on the Hannan-Quinn information criterion (HQIC) for the purpose. We simulate the estimated model ̂ Φ ⋯ Φ to generate artificial time series times, where ≡ , Δ . And we use this model to compute * , the true contribution of to the forecast error variance of at the horizon ℎ for this data generating process. For each , we randomly choose between 1 and to initiate the simulation. Then , Δ , … , , Δ are used as , … , .
Given the initial condition, we randomly draw from the estimated reduced form residuals 3
One may use alternative implementations of bootstrap to refine asymptotic inference. We tried the block bootstrap for local projections following Kilian and Kim (2011) . However, this block bootstrap method performs worse than the VAR-based bootstrap in simulations. Results are in Appendix E1. 4 Our bootstrap procedure implicitly assumes homoscedasticity of shocks. If a researcher suspects important heteroskedasticity in shocks, one should use alternative bootstrap methods (e.g. Gonçalves and Kilian 2004 ). An extensive discussion of practical considerations for various bootstrap methods is in Kilian and Lütkepohl (2017, Ch. 12 
Standard errors and confidence intervals
We have several options to construct standard errors and confidence intervals. For example, one may directly estimate , in equations (12) and (13) to make the confidence interval centered around the estimated FEVD with biascorrection.
Extension
While our analysis has focused on the bivariate case, this framework can be readily generalized to include more controls in equation (5):
where is the vector of control variables which may include lags of additional variables and structural shocks other than . In the base case, consists only of Δ . Note that for VAR-based bootstraps, one has to include and all variables in to simulate data.
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One should bear in mind that, although including or excluding or changing the composition of variables in should make little difference of impulse responses estimated with local projections (provided is uncorrelated with other shocks), what goes in is potentially important for FEVDs. Intuitively, by including more controls in (that is, information set Ω expands), we (weakly) reduce the size of the forecast error, and hence the amount of variation to be explained shrinks. In other words, the regressand in equation (6) and therefore change with the list of variables in . Thus, one should not be surprised to observe that the share of variation explained by shocks , … , may be sensitive to .
Similar to the simple case considered in Section 3.1, for equation (6), one may want to use residuals from projecting on lags of and rather than the "raw" shock . For example, when the Cholesky orderings are an identifying assumption, such a procedure is essential to guarantee that forecastable movements in , … , are not used to account for variation in | . In practice, however, shocks are constructed in ways to ensure that is not predictable
by current values and lags of macroeconomic variables. As a result, we find in our simulations and applications that purifying structural shocks in this manner makes little difference.
As the number of variables in increases, the number of parameters in the VAR increases rapidly. When is a large vector, or when a VAR is not a good representation of the DGP for control variables, VAR-based bootstrap might not be an appealing option. In this case, one may consider other forms of bootstrap (e.g., block bootstrap). Alternatively, one may correct for biases by simulating asymptotic distributions of primitive quantities in equations (3), (7), and (7') such as , , , and | . By considering as a non-linear function of those parameters, such simulations would detect biases due to the non-linearity. See Appendices A and B for implementation and F and G for the results.
3.7.
Taking stock: A cookbook for FEVDs
To summarize our discussion so far, we suggest that the researcher should take the following steps to estimate FEVDs:
Step 1: Estimate the forecast errors for the horizon ℎ from local projections (5) or (14) depending on the information set.
Step 2: Regress the estimated forecast errors on the shocks from to ℎ as in equation (6). The of this regression measures the share of the forecast error variance explained by the shock at the horizon ℎ.
Step 3: To improve the small-sample performance of the estimator, a bias-correction step is recommended for empirically relevant sample sizes. One may rely on a VARbased bootstrap to do so, where the lag order can be selected via an information criterion.
Step 4: For inference, we can calculate the standard error from either the analytical expression for the asymptotic variance in equation (12) or the distribution of the bootstrap estimates in Step 3. Similarly, we may construct the confidence interval by using either the standard error or the quantiles of the bootstrap distribution. We recommend using bootstrap to construct confidence bands, but one may choose a different approach depending on the data generating process and the sample size.
Simulations
This section presents two sets of simulations. The first set shows results for the baseline bivariate case and studies the performances of R2 methods and VARs for various profiles of the contribution of to the forecast error variance of at different horizons. The second set uses the estimated Smets and Wouters (2007) model to investigate the performance in a setting with many control variables.
For each data generating process (DGP), we simulate data 2,000 times. When we employ bootstrap to correct for biases, the number of bootstrap replications is set to B=2,000 and 100. As a benchmark, we also report results based on a corresponding VAR. This benchmark corresponds to the practice of including shocks into VARs directly (e.g., Basu et al. 2006 , Ramey 2011 , Barakchian and Crowe 2013 , Romer and Romer 2004 , 2010 We also considered percentile-t bootstrap and found similar results.
DGP1 is characterized by hump-shaped and . We assume that follows an 100 process with the maximum response of 3 after 8 periods.
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The resulting profile of is consistent with e.g., predictions about how monetary shocks contribute to variation in output: there is little to no response of output in the short-run due to various rigidities, then the response is strong in the medium-run, and the long-run response is zero due to nominal neutrality (e.g., Christiano et al. 2005 ). DGP2 has a strong response of to only in the short-run, and thus the shape of is downward-sloping. This profile is consistent with e.g., how temporary fiscal shocks influence output: the effect of a government spending increase or a tax cut is large on impact but then the effect gradually wears out (e.g., Smets and Wouters 2007) . Finally, DGP3 assumes lim
so that has persistent effects on and the shape of is upward-sloping. This profile is consistent with e.g., models emphasizing that technology shocks are a key (or even exclusive) source of variation in output at long horizons (e.g., Blanchard and Quah 1989) . Table 1 For DGP1, we find ( Table 2 ) that local projections capture the hump-shaped impulse response correctly but ̂ without bias-correction fails to match the hump-share dynamics of :
̂ tends to monotonically increase with the horizon. When we use a VAR to estimate impulse responses and FEVDs, the VAR misses the hump both in the impulse response and FEVDs as HQIC selects too few lags (on average the number of lags is 1.24). Confidence bands yield poor coverage rates. This performance reflects the fact that, by construction, contributes little to the forecast error variation in for this DGP at short horizons with ℎ 4. Since is between zero and one, we effectively have estimates close to the boundary, and therefore standard methods are likely to fail. While bootstrap appears to provide some improvement (e.g., the bias at long horizons as ℎ 12 when accounts for a larger share of the forecast error variance in is corrected),
does not perform consistently better in terms of the coverage rates because the parameter is at the boundary. When we allow to explain 5 percent or more of the forecast error variance in at short horizons, bootstrap brings coverage rates close to nominal (results are available upon request).
This value and pattern are motivated by a 3 percent response of real GDP to a 100bp monetary policy shock estimated in Coibion (2012) . 8 The bias can be further reduced by using higher values of and by reducing errors in | due to the truncation.
Note that, although the VAR estimators ̂ are strongly biased, they tend to have smaller variances so that the root mean squared error (RMSE) is similar in magnitude to that of the ̂ estimator. The large RMSEs underscore difficulties in estimating (Cramer 1987) and hence .
Because DGP2 permits an exact, finite-order VAR representation, 9 ̂ has good properties in terms of bias, RMSE, and coverage rates (Table 3 ). The local projections recover the impulse responses properly, but the estimates of FEVDs again overstate the contribution of to the unforecasted variation in at long horizons as ℎ 12. Note that bootstrap can correct for this bias. Given that the VAR nests the DGP and that the VAR is more parsimonious than local projections, the VAR has a better performance than the ̂ estimators.
In the case of DGP3, has long-lasting effects on and the VAR underestimates the responses at long horizons as ℎ 16 in small samples. Impulse responses estimated with local projections perform better but also exhibit a downward bias at long horizons. In a similar spirit, ̂ shows a strong downward bias and ̂ is downward biased by a smaller, but still considerable amount (this is the case even after we use bootstrap to correct for possible biases). This performance reflects the fact that HQIC chooses a low number of lags (1.29 lags on average across simulations).
As a result, VARs used to simulate bootstrap samples fail to capture the degree of persistence in the data. To demonstrate the importance of the lag order, we report results (Table 4) when we use VAR(5) and VAR(10) for bootstrap. As the number of lags increases, we observe some improvement (e.g., the remaining bias in the bias-corrected ̂ is smaller for VAR(10) than VAR(5)), but these enhancements are achieved at the price of higher variances in the estimates (e.g., the RMSEs of the bias-corrected ̂ are similar for both VARs used for bootstrap). These results suggest that one may want to overfit VAR for persistent processes at the bootstrap stage.
In summary, we find for small samples that estimating precisely is not easy.
Nonetheless, we also note that the ̂ estimator performs reasonably well across the DGPs and that bootstrap helps to improve the estimator's properties. In contrast, VARs that include structural shocks tend to perform poorly when a DGP is not nested in a small-order VAR.
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Given the parameter values in Table 1 , Δ 1 1 0.9 1 0.9 . By pre-multiplying 1 0.9 , we have Δ 0.1 0.9Δ .
Smets-Wouters model
While the bivariate DGPs provide important insights on how the estimator performs, researchers face potentially more complex DGPs and often have more information in practice. In this section, we use the Smets and Wouters (2007) model to study the performance of our estimator in an environment with multiple shocks and many control variables.
As discussed above, different information sets determine different population . In the simulations, we assume that the researcher is interested in explaining variation in output and that the researcher observes output growth rate, inflation, federal funds rate, and monetary policy shocks.
10
This choice of variables is motivated by the popularity of small VARs which include output, inflation, and a policy rate to study the effects of monetary policies on the economy. In this exercise, the shock is ordered first because the Smets-Wouters model allows contemporaneous responses of macroeconomic variables to policy shocks. When estimating impulse responses using local projections, we augment equation (14) with , on the right-hand side.
We find (Figure 2 ) that local projections correctly recover the responses of output to monetary policy shocks, while a low order VAR (lag length is chosen with HQIC) fails to capture the transitory effect of monetary shocks on output. Consistent with our bivariate analysis, ̂ increase with the horizon while the true exhibits hump-shaped dynamics. estimated with a VAR also fails to capture the true dynamics as ̂ flattens out after about ℎ 5. Similar to our results in the previous section, we find that bias correction helps ̂ to recover the true hump-shaped profile of . Coverage rates are close to nominal at all horizons after bias-correction. Again, although the VAR estimator of is strongly biased, the variance of the estimator is low so that RMSEs are broadly similar across methods. We conclude that our proposed methods to estimate
FEVDs work reasonably well in more complex settings.
For this information set, we construct the true FEVD using a stationary Kalman filter similar to the method in Appendix C. We also tried various combinations of shocks and endogenous variables in the information set and found similar results. Figures for inflation and results with large samples are in Appendix G. Note that monetary policy shocks are nearly invertible in the Smets-Wouters model (see Wolf 2017 for more details). While this may be a problem if we use shocks identified and recovered from a DSGE model, the spirit of our exercise is to assume that we have access to other information (as in e.g. Romer and Romer 2004 ) so that we can observe monetary policy shocks directly.
Application
To illustrate the properties of our estimators, we use two structural shocks identified in the literature. The first shock is the monetary policy (MP) innovation identified as in Romer and Romer (2004) and extended in Coibion et al. (2017) . The second shock is the total factor productivity (TFP) change identified as in Fernald (2014) .
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The sample autocorrelations and the sample partial autocorrelations at non-zero lags are close to zero for both shocks, that is, the shocks are white noises. The correlation between the shocks is -0.059. Our objective is to quantify the contribution of these shocks to the variation of output and inflation. The sample covers 1969Q1-2008Q4 which excludes the period of binding zero lower bound. The set of variables for local projections includes inflation (annualized growth rate of GDP deflator, i.e., 400Δln
), annual GDP growth rate (400Δ ln ), federal funds rate, and both identified shocks. We set 4 in equation (14) and add control variables similarly when estimating impulse responses. In the benchmark VAR, we have all five variables and allow four lags.
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Consistent with previous studies, we find ( Figures 3 and 4 ) that a contractionary monetary policy shock lowers output and prices, and that a positive TFP shock raises output and lowers prices.
Impulse responses estimated with a VAR and local projections are similar at horizons ℎ 4. However, the estimated impulse responses differ at longer horizons, and therefore the peak effects Appendix H presents results for military spending shocks constructed in Ramey and Zubairy (2018) .
The ordering of variables in the VAR is TFP measure (from Fernald 2014), output growth rate, inflation, monetary policy innovations (from Coibion et al. 2017) , and fed funds rate. For the VAR-based analysis, we follow the practice and compute FEVDs using shocks in these variables where shocks are identified recursively from reduced-form residuals. percent without bias-correction) and only 3.5 percent according to the VAR estimate at the 5-year horizon. Similarly, the VAR estimate of the contribution of MP shocks to inflation at the 5-year horizon is less than 20 percent, which is a surprising result given Milton Friedman's "inflation is always and everywhere a monetary phenomenon." In contrast, the R2 estimate of the same FEVD with bias-correction amounts to 44 percent. Also, while the profile of ̂ for output is generally flat after ℎ 5, ̂ has richer dynamics. This is consistent with what we find in our simulations for DGP1: when the true is close to zero for small ℎ's, ̂ fails to match the shape, while ̂ is much more successful. The profiles of ̂ and ̂ for output also differ remarkably for TFP shocks. While ̂ increases in ℎ, ̂ flattens around 10 percent after ℎ 10. At the 5-year horizon, TFP shocks contribute to 28 percent of the forecast error variance of output based on the R2 estimate after bias-correction, where the VAR estimate without bias-correction is only 11 percent.
Concluding remarks
Single-equation methods can offer flexibility and parsimony that many economists seek. The increasing popularity of these methods, specifically the local projections, calls for further development of these tools. An important limitation for practitioners using this framework has been a lack of simple tools with well-known econometric properties especially in small samples to assess quantitative significance of a given set of shocks, that is, the contribution of the shocks to the forecast error variance of the variable of interest. We propose a method to provide such a metric. In a series of simulation exercises, we document that our method has good small-sample properties. We also show that conventional approaches to assess the quantitative significance of two popular structural shocks (monetary policy shocks and total factor productivity shocks) could have understated the importance of these two shocks. 3. Real GDP. Sample: 1969 :Q1-2008 Notes: We estimate impulse responses and forecast error variance decompositions (FEVDs) of real GDP in Section 5. We focus on total factor productivity (TFP) shocks identified as in Fernald (2014) and monetary policy (MP) shocks of Romer and Romer (2004) extended by Coibion et al. (2017) . The first row covers the estimated impulse responses and 90% bootstrap confidence intervals in response to a one standard deviation shock to TFP and MP. We depict the results for VARs (top-left panel) and local projections (LP, top-right panel) . The unit of the y-axis is annualized percent. The second row shows ̂ and 90% bootstrap confidence intervals with and without bias-correction. The last row is for ̂ and 90% bootstrap confidence intervals with and without bias-correction. 4. Inflation. Sample:1969 :Q1-2008 Notes: We estimate impulse responses and forecast error variance decompositions (FEVDs) of inflation in Section 5. We focus on total factor productivity (TFP) shocks identified as in Fernald (2014) and monetary policy (MP) shocks of Romer and Romer (2004) extended by Coibion et al. (2017) . The first row covers the estimated impulse responses and 90% bootstrap confidence intervals in response to a one standard deviation shock to TFP and MP. We depict the results for VARs (top-left panel) and local projections (LP, top-right panel) . The unit of the y-axis is annualized percentage points. The second row shows ̂ and 90% bootstrap confidence intervals with and without bias-correction. The last row is for ̂ and 90% bootstrap confidence intervals with and without bias-correction. 
