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ABSTRACT 
Injection velocity has been recognized as a key variable in thermoplastic injection molding. Its 
closed-loop control is, however, difficult due to the complexity of the process dynamic 
characteristics. The basic requirements of the control system include tracking of a pre-determined 
injection velocity curve defined in a profile, load rejection and robustness. It is difficult for a 
conventional control scheme to meet all these requirements. Injection velocity dynamics are first 
analyzed in this paper. Then a novel double-controller scheme is adopted for the injection velocity 
control. This scheme allows an independent design of set-point tracking and load rejection and has 
good system robustness. The implementation of the double-controller scheme for injection velocity 
control is discussed. Special techniques such as profile transformation and shifting are also 
introduced to improve the velocity responses. The proposed velocity control has been 
experimentally demonstrated to be effective for a wide range of processing conditions.  
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1. Introduction 
Injection molding is a key process in the polymer processing industry. The process is 
economical and efficient and produces a wide range of plastic parts for industrial, agricultural, 
electronic, and household usage.  
An injection molding machine consists of an injection (and plastication) unit, a mold 
clamping unit, a hydraulic unit, and a control unit. Plastic resin is melted by heating and shearing in 
the injection unit. The melt is injected under pressure into a mold cavity that is held by the mold 
clamping unit. By application of cooling, the material solidifies. The hydraulic unit serves as a 
manipulator for the injection unit and the control unit supervises the process and provides over-all 
control and sequencing of the machine. Figure 1 show a basic injection molding machine together 
with important process and machine variables.  
Injection molding is a typical cyclic process. Each cycle consists of three separate phases: 
filling, packing and holding, and cooling. In the filling phase, the mold is closed first, then the 
nozzle moves forward and comes into contact with the mold orifice, and injection begins with a 
screw axial movement with a velocity profile and a continuous increase of the cavity pressure. At 
the time when the cavity is completely filled, the process switches to the packing and holding phase 
in which the pressure in the injection cylinder is maintained to compensate for material shrinkage. 
After that, the process enters the cooling phase during which the plastic melt is cooled and solidified 
in the mold cavity, and when the product reaches a significant rigidity, the mold opens and the 
product is ejected. In the cooling phase, the polymer is also plasticized in the injection unit by a 
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screw rotation for a period of time. The process repeats for the next cycle. A complete description of 
the injection molding process can be found in a number of books, including Rubin [1].  
The dynamic behaviors of injection molding are determined by a complex interaction among 
material properties, mold and machine geometry, and a number of process variables including 
injection velocity, cavity pressure, nozzle pressure, hydraulic pressure, a group of barrel 
temperatures, nozzle temperature, etc. Among these variables, the injection velocity plays a critical 
role in injection molding quality. It indicates the rate of the polymer melt flowing to the mold cavity 
during the filling phase. The velocity significantly affects the cavity pressure and consequently the 
product quality with regard to residual stress, shrinkage, impact strength, product morphology and 
surface characteristics. Productivity is also directly related to the velocity setting.  
Efforts have been made in setting a proper velocity profile, for example, the works of Yao et 
al. [2] and Chao and Maul [3]. On the other hand, keeping the actual injection velocity to track a 
desired profile is difficult due to the complex effects of many factors on the velocity dynamics. A 
high precision and robust control of the injection velocity is, therefore, important in improving the 
quality of the products and in reducing the quality variation from cycle to cycle. 
Open-loop injection velocity control is common at present. Due to the complexity of the 
process dynamics and inevitable disturbances, it is difficult for open-loop control to yield 
satisfactory performance. Usually, an open-loop control algorithm developed for one injection 
molding machine and/or one mold can not be applied to another machine and/or another mold due 
to the differences in dynamics in different machines and molds. Even for the same machine and 
mold, the open-loop control performance deteriorates when operating conditions such as the barrel 
temperature and the material change. The optimization of the velocity profile is thus useless unless 
the actual velocity can track the desired curve accurately in different production environments. 
Hence, a closed-loop control of the velocity is vital to improvements of the velocity control 
performance and the product quality.  
There have been some reports on closed-loop control of the injection velocity. Experimental 
control has been demonstrated by Zhang et al with adaptive control [4] and by Tsoi & Gao with 
fuzzy logic control [5]. The designs of these control schemes are, however, complicated for 
industrial implementation. Injection molding is cyclic; its dynamics are nonlinear and time-varying 
with uncertainties. These process natures make it difficult to design a simple controller with fast set-
point tracking, good load rejection and robustness.  
A novel double-controller scheme has been proposed recently by Tian and Gao [6]. It has 
been shown to have a simple structure but a high system performance. The double-controller scheme 
is adopted in this project to control the injection velocity. In addition, special techniques are also 
introduced to improve the control performance during the initial injection period and to compensate 
for the process delay. Before introducing the double-controller scheme, let us first discuss the 
injection velocity dynamics in the next section. 
 
2. Analysis of Injection Velocity Dynamics 
The injection velocity has been known to behave with nonlinear and time-varying 
characteristics. It is possible to investigate the dynamic behaviors of the injection velocity based on 
physical analysis. Chiu et al  [7] and Rafizadeh et al [8] have made attempts in this direction. 
Despite a physical model giving insight into the process, it is difficult to obtain a general expression 
of a nonlinear and time-varying differential equation model as mold geometry, material properties 
and operation conditions affect the structure and/or parameters of the differential equation. 
Furthermore, a complicated nonlinear and time-varying model results in a complex control system 
design unfavorable to industrial implementation. In contrast, an identification-based input-output 
process model is easily used for control system design. A brief summary on identification-based 
input-output model can be found in Tsoi [9]. 
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Experiments are now described to illustrate the dynamics of injection velocity. They were 
conducted with a Chon-Hsong reciprocating screw injection molding machine at the Hong Kong 
University of Science and Technology. In these experiments, the front barrel temperature was set at 
200°C. A cup mold as shown in Figure 2 was used. The plastic material was HDPE. As excitations 
to the injection process, step changes in servo-valve opening were introduced at specified injection 
times, as shown in Figure 3. Open-loop injection velocity responses were then measured, recorded 
and analyzed.  
It is seen from Figure 3 that a positive step change in the servo-valve opening is first 
introduced into the process at time t0. A negative step change is then imposed on the process at time 
t1. The magnitudes of both step changes are set to be (ua – 20) (%). Different values of ua, t0 and t1 
are configured in the experiments to investigate the nonlinear and time varying nature of the 
injection velocity dynamics. Values of ua, t0 and t1 are tabulated in Tables 1 and 2. For t0 = 0.8s and 
t1 = 1.3s, Figure 4 shows five open-loop velocity responses for ua = 30%, 40%, 50%, 60% and 70% 
respectively. Figure 5 depicts the open-loop velocity responses under the same values of ua with 
corresponding t0 = 0.6s and t1 = 1.1s. 
It can be observed from Figures 4 and 5 that the injection velocity dynamics have the 
following characteristics: 
1) Delayed response. The injection velocity has a delayed response to the servo-valve 
opening. This delay results from a pure time delay and/or a higher-order process 
dynamics; this delay should be considered in modeling the injection velocity process. A 
pure time delay has to be introduced into the model if a lower-order process model 
structure is adopted. Otherwise, a higher-order process model structure has to be used.  
2) Nonlinearity. At the same injection times of t0 or t1, different values of ua give velocity 
responses with amplitude changes not proportional to the amplitude changes in the servo-
valve opening. 
3) Time varying. With the same step change of ua, different injection times of t0 or t1 result 
in velocity responses with slightly different raising times and steady injection velocity 
values.  
These characteristics will be quantitatively verified later in this section. 
Compared to a lower-order process model, a higher-order model may give a better 
description of the velocity dynamics under a model-order selection criterion. However, a higher-
order process model may result in an over-estimation and lead to complexities in the design, tuning 
and implementation of the process control. Thus, a simple model structure is often chosen in 
industrial process control. First- and second-order plus delay models are the two most widely used 
model structures due to the model simplicities and the fact that a large number of higher-order 
processes can be reasonably approximated by these two models. Many controller design guidelines 
can be found in the literature for first- and second-order plus delay processes. A first- or second-
order plus delay description is then investigated for the velocity dynamics.  
The first-order plus delay model structure is described by a transfer function from input u 
(servo valve opening) to output y (velocity) 
dsds
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where G is the delay-free part of P(s); and K, T and d are process gain, time constant and delay time 
respectively. Here the process output y represents the injection velocity v. The second-order plus 
delay model takes the general expression 
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where K is the process gain; ω denotes the process natural frequency with the unit of rad/s; and ζ is 
a positive and dimensionless damping coefficient. The denominator of equation (2) can be factored 
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when ζ ≥ 1. Corresponding to ζ >1, =1 and <1, the process is over-damped, critically damped and 
under-damped respectively. A response resulting from an over-damped second-order model is 
similar to that resulting from a first-order plus delay model. However, there is a topological 
difference between the response of an under-damped second-order plus delay model and that of a 
first-order plus delay model.  
Tables 1 and 2 show identified results of first- and second-order plus delay models for the 
injection velocity. Akaike’s information criterion (AIC) is used in deriving these results. Akaike’s 
final predictive errors (FPE) are also shown in the tables. The sampling period is 5ms. The results of 
Tables 1 and 2 were obtained by employing the least squares (LS) method and the Matlab software 
with the system identification toolbox. By using Tables 1 and 2, the injection velocity process 
characteristics discussed previously can be verified quantitatively as follows.  
1) Both first- and second-order plus delay models contain a pure time delay. The delay time 
is about 15ms in most cases, implying the delayed response characteristic of the injection 
velocity dynamics. The identified delay times are multipliers of the sampling period.  
2) The identified damping coefficient ζ of the second-order plus delay model is close to 1 in 
most cases, indicating that the dynamics of the injection velocity are close to critical 
damping.  
3) Minimizing the FPEs in the same column of Tables 1 and 2 gives a choice between a 
first-order model and a second-order model. There is no clear evidence in the tables to 
support the selection of a second-order plus delay model, which is slightly complicated 
for controller design compared to a first-order plus delay model. A first-order plus delay 
process model is, therefore, adopted in this work for controller design. 
4) Each open-loop velocity response to a step change in the servo valve opening has a clear 
sharp peak in the initial stage. The magnitude of the peak is larger than the steady state 
value.  Such a phenomenon may lead to some overshoot in the closed-loop response. A 
first-order plus delay model is found to be still more suitable than a second-order plus 
delay model under the FPE criterion as analyzed above. The velocity control in this 
initial duration is difficult. This control problem has not been reported with the existing 
literature and will be discussed in this work later. 
5) Under the same t0 and t1, the process model gain, K, is largely dependent on the 
excitation magnitude. For example, corresponding to t0 = 0.8s, the identified K for 
positive step change excitation is approximately equal to 1.116, 0.955, 0.830, 0.713 and 
0.588 for ua equals to 30%, 40%, 50%, 60% and 70%, respectively, as shown in Table 1. 
The nonlinearity of the velocity dynamics is thus obvious.  
6) With the same excitation magnitude, the model parameters vary slightly with the time at 
which the excitation is introduced. For example, when ua is set to be 30%, the process 
model gain K for positive step change excitation varies from 1.116 to 1.127 with t0 
changing from 0.8s to 0.6s, as shown in Tables 1 and 2. This clearly illustrates the time 
varying characteristic of the velocity dynamics. 
7) Tables 1 and 2 show that positive and negative step changes of the valve opening with 
the same magnitude result in different parameters of the process model. Again, the 
nonlinearity of the process is clearly shown. 
Compared to the model gain K, other parameters of the process model have relatively small 
variations. Therefore, attention has to be paid to the characteristics of the nonlinearity and time 
varying of the model gain K. To cope with the nonlinear and time varying process dynamics, on-line 
model identification and adaptive methods can be applied to the velocity control. The corresponding 
algorithm is, however, complicated. In addition, the identification windup is often a problem when 
the process excitation is limited. 
It is also noted that the velocity control requires a fast tracking of a specified profile. 
Inevitable load disturbances are required to be rejected simultaneously. In addition, system 
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robustness is a very important requirement in injection molding as the control system is required to 
work with different materials, molds and other operation conditions. These differences in operation 
conditions sometimes result in strong variations in the process dynamics. It is difficult for a 
conventional single controller scheme to meet all requirements as stated above. The double-
controller scheme recently proposed by Tian and Gao [6] is, therefore, adopted for the velocity 
control in this project. An introduction to the double-controller scheme is given in the next section. 
 
3. Double-Controller Scheme 
Set-point tracking, load rejection and system robustness are three major objectives in 
designing a control system. These objectives are, however, often conflicting. In a conventional 
feedback control system, a single controller is expected to meet these conflicting requirements. If 
set-point changes and load disturbances are both likely to occur as in injection velocity control, a 
performance compromise has to be made, as discussed in detail by Tian and Gao [6] and Seborg, 
Edgar and Mellichamp [10]. A compromise between set-point tracking and load rejection is clearly 
accompanied by a sacrifice of the system performance. 
To obtain fast set-point tracking and good load rejection simultaneously and to improve 
system robustness, a novel double-controller scheme was proposed by Tian and Gao recently [6]. As 
shown in Figure 6, the double-controller scheme has two alternative structures depending on 
whether the process delay is dominant or not. The structure of Figure 6 (a) is applied to a process 
without dominant delay, while the structure of Figure 6 (b) is designed for a process with dominant 
delay. Symbols R and L denote set-point and load respectively. Process dynamics are represented by 
P(s) = Gp(s)e-ds, consisting of a delay-free part Gp(s) and a pure delay term e-ds, where d is the 
process delay. The process model is expressed by P*(s) = sdp esG
*)(* − which is also composed of a 
delay-free part )(* sG p  and a pure delay term sde
*
−
. Symbols Y and Y* are process output and model 
output respectively. Two controllers Gc1 and Gc2 are respectively designed for set-point tracking and 
load rejection. Gc1(s) is then called the set-point controller and Gc2 the load controller by Tian and 
Gao[6]. 
It can be observed from Figure 6 that the double-controller scheme has the following two 
structural features:  
1) The set-point controller does not employ any variable that may be affected by load 
disturbances. Instead, load-free process model output is fed back to the set-point 
controller; and  
2) The load rejection loop does not contain the set-point controller. 
The transfer function from L(s) to Y(s) for both Figure 6 (a) and (b) is: 
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It is clear from the above equation that for load rejection, the double-controller scheme is simplified 
to a conventional single controller scheme. The load controller is, therefore, designed and tuned only 
for load rejection.  
With regard to the transfer function from R(s) to Y(s), we respectively have  
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for Figure 6 (b). Equation (5) is the same as equation (4) except a pure delay term sde *−  has been 
removed from the denominator, resulting in improved closed-loop system performance especially 
for a process with dominant delay. It is also seen that with a good process model, i.e., P s P s*( ) ( )≈ , 
Equations (4) and (5) are respectively reduced to 
*
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The simplified transfer function (6) represents a conventional single controller scheme with a 
process delay. The simplified transfer function (7) can be viewed as a pure delay term plus a 
conventional single controller scheme without any process delay. This relation in equation (7) is the 
same as that in the popular dominant delay compensator-- Smith predictor [11]. 
The above analysis indicates that: 
1) The load response of the double-controller scheme is determined by the load controller 
and independent of the set-point controller and the process model; and 
2) With a good process model, the set-point response of the double-controller scheme is 
determined by the set-point controller and is independent of the load controller. 
As a result, the set-point and load responses are separated from each other and can be designed 
independently. This separation allows an independent design of the two responses. Furthermore, it is 
seen that any model mismatch resulting from deviation of process dynamics from the nominal case 
is compensated by the model-free load rejection loop, leading to good system robustness. Therefore, 
the double-controller scheme outperforms conventional single controller schemes including the 
Smith predictor, as demonstrated by Tian and Gao [6]. 
Tuning of the double-controller scheme is briefly reviewed below. Two different control 
structures of Figure 6 (a) and Figure 6 (b) are respectively considered. According to the previous 
discussions on the overall transfer function from R or L to Y, in each of the two structures, either set-
point controller or load controller is tuned as for a conventional single controller scheme.  
In the control structure of Figure 6 (a) for processes without dominant time delay, both the 
set-point controller and the load controller are taken to be PID or PI type. ITAE criterion is a good 
choice for controller tuning. The set-point controller is tuned for set-point tracking, while the load 
controller is tuned for load disturbance rejection.  
Different tuning methods have been proposed for the control structure of Figure 6 (b) for 
processes with dominant time delay [6]. A PI control law is suggested by Tian and Gao [6] for the 
load controller. It is tuned through modifying Haalman’s formulae [12]. For a first-order plus delay 
process model with gain *K , time constant *T , and dominant delay d*, the PI controller settings are 
recommended by Tian and Gao to be 
*
2**
*
2  ,
3
2 kTT
dK
TkK ic == ,                                                        (8) 
where Kc2 and Ti2 are load controller gain and integral time respectively, and 1≥k  is a proportional 
coefficient that can be easily determined by trial and error.  
Tuning the set-point controller of Figure 6 (b) for processes with dominant time delay is also 
easy and straightforward. Equation (7) resulting from Figure 6 (b) can be viewed as a combined 
series of a pure delay and a conventional feedback control loop without process delay. In this case, 
the direct synthesis technique, which is one of the methods given by Rivera, Skogestad and Morari 
[13], is suitable for set-point controller design. Suppose the desired set-point response of the closed-
loop system is Hre(s) = Gr(s) e-ds. Letting Hre(s) equal to Hr(s) of equation (7) yields  
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For a first-order plus delay process model with gain K*, time constant T*, and delay d*, if Gr(s) is set 
to be first-order with unit gain and time constant Te, i.e., 
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the resulting set-point controller settings are 
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This is a standard PI controller with the controller gain Kc1 and the integral time Ti1 of the values 
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Comparisons of the double-controller and conventional control schemes including the Smith 
predictor can be found in Tian and Gao [6]. The applications of the double-controller scheme to the 
velocity control are discussed in detail in the succeeding sections. The injection velocity process 
contains time delay, but the delay is not dominant. Therefore, the control structure of Figure 6 (a) 
and the ITAE PI type of control law are adopted.  
 
4. Implementation of the Double-Controller Scheme 
With the process model developed in Section 2, a double-controller scheme can now be 
designed and tuned for the injection velocity. The structure of Figure 6 (a) is adopted as the process 
delay is not dominant with respect to the process time constant. A first-order plus delay model is 
chosen for the controller design, as discussed in Section 2. There is an inevitable model mismatch as 
the process dynamics are nonlinear and time varying. To assure the stability of the closed-loop 
control system, the control scheme is designed and tuned under the near-to-the-worst case. 
Therefore, the values of the model gain, time constant and delay time are chosen to be close to their 
maximum, minimum and medium values respectively. According to the analysis in Section 2, the 
parameters of the first-order plus delay model (1) are selected to be 
K* = 0.0011 m⋅s-1/%, T* = 0.007 s, d* = 0.015 s.                              (13) 
Figures 4 and 5 show that the velocity measurements are contaminated by intense noises to 
which derivative control actions are sensitive. The PI control law is, therefore, adopted for the 
velocity control. Corresponding to the structure of Figure 6 (a) for processes without dominant time 
delay, the two PI controllers in the double-controller scheme are tuned by the ITAE criterion, rather 
than by equations (8) through (12) for the structure of Figure 6(b) for processes with dominant time 
delay. The set-point controller is tuned for set-point tracking and the load controller is tuned for load 
rejection. The resulting controller settings for the process parameters of Equation (13) are 
.01744.0 ,371            :controller  Load
 ,01035.0 ,265    :controllerpoint -Set 
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It can be observed from Tables 1 and 2 that the process delay time d changes in only one 
sampling period (5ms). The process gain K varies from 0.00057 ~ 0.00118 m⋅s-1/%. The relative 
changes of K to the value of 0.0011m⋅s-1/% at which the control system is tuned are about –48.2% ~ 
7.3%. The process time constant T also deviates from the nominal value in many cases. It is difficult 
for a conventional control system without adaptive strategies or compensations to accommodate 
such large variations of the process gain and time constant. However, the double-controller scheme 
behaves with strong robustness and gives acceptable performances, as shown later in the 
experimental section.  
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5. Profile Transformation and Shifting 
As analyzed in Section 2, the injection velocity response to a step change behaves with a 
sharp peak at the initial stage. The magnitude of the peak is relatively large as shown in Figures 4 
and 5. The identified process model is, however, a first-order one without such a behavior. This 
peak behavior has been found to result in an initial long-time overshoot in the closed-loop velocity 
response.  
Figure 7 shows a closed-loop velocity response (solid line) to a step change (dotted line). 
The control action u, i.e., the servo valve opening (%), is also plotted in the figure with a dashed 
line. The corresponding experiment is conducted with the flat mold shown in Figure 2 (b), the 
material of HDPE and the barrel temperature of 200 °C. It can be seen that under closed-loop 
control, once the velocity responds to the step change excitation, it increases quickly and a long-time 
overshoot occurs. To overcome the overshoot, the control signal u needs to be reduced. However, 
even when the control action is continuously reduced from about 40% to about 30% over a period of 
0.1s, the closed-loop velocity response still increases. This phenomenon does not result from the 
process delay and time constant because the duration in which the control action decreases while the 
overshoot increases is much larger than the sum of the process delay (about 0.015s) and the time 
constant (about 0.007s). The velocity control in the above mentioned initial duration is thus difficult, 
and has  been ignored in the existing literature.  
Solving this control problem relies on a deep understanding of the process physics. We 
believe that the long-time overshoot is related to the static and dynamic frictions between the melt 
and the screw. This situation is similar to that of moving a mass on a surface. Unfortunately, this 
initial long-time overshoot phenomenon is difficult to describe physically and mathematically. A 
technique is proposed here to avoid the initial long-time overshoot phenomenon. The technique is to 
transform the desired step change excitation into one with a smaller step change plus a ramp change, 
as shown in Figure 8 with the dash-dotted line. In our experiments, the step change is reduced by 
25% compared to the untransformed step change. The ramp change starts from 0.03m/s at 0s to 0.04 
m/s at 0.18s. With the proposed method, the initial long-time overshoot of the injection velocity 
response has been eliminated, as shown in Figure 8. This indicates the effectiveness of the proposed 
method. In Figure 8, the solid, dashed, dotted and dash-dotted lines are the velocity response v, the 
valve opening u (%), the desired injection velocity r and its transformation respectively. All velocity 
curves are in the unit of m/s and are multiplied by 103. 
On the other hand, the velocity profile is available before the control action is imposed on 
the process, any changes in the velocity set-point can thus be shifted forward by a period of the 
process delay to compensate for this delay and consequently to speed up the closed-loop response.  
In the succeeding experiments, it is assumed that the velocity profile has been properly 
transformed into one with an initial ramp change and shifted by three sampling intervals (0.015s).  
 
6. Experiments 
A summary of the closed-loop experiments is shown in Table 3. The experimental conditions 
are first discussed below.  
Three types of velocity profiles, shown in Figure 9 in solid lines, are set to test the tracking 
performance of the closed-loop system and to guide the design of the velocity profile. These profiles 
contain all essential features that may be used in industry. The velocity profile of Figure 9 (a) 
includes a large step change, while Figure 9(b) contains two smaller step changes in the velocity 
profile. The velocity profile of Figure 9 (c) includes a ramp change. All these profiles are 
transformed into ones with initial ramp changes from 0.03 m/s to 0.04 m/s over 0s to 0.18s to avoid 
the initial long-time overshoot in closed-loop responses, as discussed in the last section. The three 
velocity profiles are also shifted by three sampling periods (0.015s) to compensate for the process 
delay and consequently to speed up the closed-loop velocity response. Corresponding to the three 
types of velocity profiles, the transformed and shifted velocity profiles are also plotted in Figure 9 
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with the dash-dotted lines. Corresponding to the selected process parameters of equation (13), the 
controller settings of Equation (14) are used and remain fixed in the double-controller scheme for all 
experiments.  
To demonstrate the robustness of the closed-loop system, the operating conditions including 
barrel temperature, material and mold are changed in the experiments. The barrel temperature 
affects the melt viscosity and consequently the melt flow property and the process dynamics. Two 
materials with different melt flow index, HDPE and PP, are used, resulting in different process 
dynamical behaviors. Two different molds, cup and flat molds shown in Figure 2, are used, which 
have different geometry and consequently lead to different process dynamics.  
The first three experiments are conducted with the cup mold, HDPE and the barrel 
temperature of 200°C. Three types of velocity profiles of Figure 9 are respectively used. Figures 10 
through 12 show the closed-loop control results, where the velocity set-points and responses are 
depicted in plots (a) in the figures, and the control variables u, u1 and u2 are illustrated in plots (b) in 
the figures.  
It can be seen from Figures 10 through 12 that with the proposed technique of the set-point 
transformation, no initial long-time overshoots are observed. The tracking of the velocity responses 
to the profiles is quick. For a step change excitation, the velocity response reaches the new set-point 
in about 0.045s or nine sampling periods, and then tracks the set-point, as shown in Figure 10. In 
Figure 11, the closed-loop velocity response tracks the excitation with two smaller step changes very 
well and behaves with similar response speed to Figure 10. Figure 12 shows that the closed-loop 
velocity response tracks a ramp change excitation very well.  
According to the discussions on process dynamics in Section 2, the velocity process behaves 
with different velocity dynamics for the three types of profiles shown in Figure 9. No matter what 
process parameters are chosen, there is an inevitable model mismatch. However, it is seen from 
Figures 10 through 12 that the control system works well with good and nearly consistent 
performance, indicating the good robustness of the double-controller scheme. If the process model is 
perfect, the predictive error and consequently the output of the load controller tend toward zero. 
Therefore, the output of the load controller, u2, reflects the degree of the model mismatch.  
Now the system performance is tested for different operation conditions leading to different 
process dynamics. The barrel temperature is first changed from the nominal value of 200°C to 
180°C and 220°C respectively. The velocity profile of Figure 9 (b) is adopted. Other conditions such 
as mold and material are kept unchanged. Figure 13 shows the closed-loop control results. A 
comparison between Figures 13 and 11 with the velocity profile reveals that the control scheme 
works well for a large range of barrel temperatures. Figure 14 gives comparisons of control signals 
for different barrel temperatures: 200°C (solid lines), 180°C (dotted lines), and 220°C (dash-dotted 
lines), which respectively correspond to Figures 11, 13 (a), and 13 (b). Clear different evaluations in 
the manipulated variable, u, imply significant changes in process dynamics for different barrel 
temperatures. 
The material of HDPE is now replaced by PP, while the velocity profile and the mold are 
unchanged. The barrel temperature is set to be 220°C. The closed-loop control results are shown in 
Figure 15. The fast tracking of the velocity response to the profile is clearly shown. Only about 
0.050s, i.e., the time of ten sampling periods, is required to track a step change in set-point. 
Comparisons of control signals for different materials of HDPE (solid lines) and PP (dotted lines), 
respectively corresponding to Figures 11 and 15, are shown in Figure 16. Resulting from different 
materials, clear different evaluations in the manipulated variable, u, reveal significant changes in 
process dynamics. Again, the good robustness of the control scheme is clearly shown from this 
experiment.  
The last experiment is conducted with a different mold. The flat mold of Figure 2 (b) is now 
used. Different from the velocity profile of Figure 9 (b) used in the previous experiments, the 
velocity profile of Figure 9 (a) is used in this experiment. This is because the injection phase for this 
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flat cup is much shorter than that for the cup mold. The barrel temperature is set to be 200°C. The 
material used in this experiment is HDPE. Figure 17 shows the experimental results. Figure 18 gives 
comparisons of control signals for different molds: cup and flat molds, respectively corresponding to 
Figures 10 and 17. Again, clear different evaluations in the manipulated variable, u, reveal 
significant changes in process dynamics for different molds. It is clear from Figure 17 that the 
tracking performance of the velocity response to the set-point is good even when the process 
dynamics are significantly changed. 
All above experiments show that the proposed method for injection velocity control of 
thermoplastic injection molding is effective with good robustness.  
 
7. Conclusions 
Closed-loop control is judged to be necessary for the injection velocity of thermoplastic 
injection molding. To develop an effective control system, the dynamics of the velocity have been 
investigated. The investigation shows that the process has the characteristics of nonlinearity, delayed 
response and time variation. There is a sharp peak in the initial response of the open-loop injection 
velocity, while the most satisfactory process model is first-order plus delay. This peak in the open-
loop response has been shown to lead to an initial long-time overshoot in the closed-loop velocity 
response.  This has been suppressed by transforming the step change set-point into one with a 
smaller step change plus a ramp change. Because the velocity profile is available before the injection 
cycle starts, the profile is thus shifted forward by a period equivalent to the process delay to 
compensate for the process delay and consequently to speed up the velocity response. The 
transformed and shifted velocity profile has been tested in the closed-loop control system with good 
results. 
The novel double-controller scheme has been employed in the velocity control to obtain a 
good load rejection performance as well as a fast set-point tracking performance. Two controllers, 
set-point controller and load controller, are independently designed based on a first-order plus delay 
process model. In addition to the good load rejection performance and the fast set-point tracking 
performance, the double-controller scheme has been shown to be robust to operating conditions 
affecting the process dynamics. Changes in mold geometry, barrel temperatures, materials, and/or 
velocity profiles that result in, sometimes significant, changes of process dynamics do not clearly 
affect the closed-loop control performance. This system robustness is due to the structure of the 
double-controller scheme.  
Extensive tests have been conducted for experimental verification of the proposed velocity 
control strategy. It has been shown that the control system tuned under one operating condition 
works well for a large range of operating conditions without adjusting the controller settings. The 
proposed method is, therefore, a promising control strategy for the injection velocity of 
thermoplastic injection molding. 
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Illustration Captions 
 
Table 1:  Model identification for t0 = 0.8s, t1 = 1.3s. 
Table 2:  Model identification for t0 = 0.6s, t1 = 1.1s. 
Table 3:  A summary of experiments. 
 
Figure 1: A schematic diagram of an injection molding machine. 
Figure 2  Two molds used in experiments: (a) cup mold, and (b) flat mold. 
Figure 3  Step changes in servo-valve opening. 
Figure 4  Open-loop responses corresponding to Table 1 (from bottom to top: ua = 30%, 40%, 50%, 
60%, and 70%, respectively).  Mold: cup mold; Material: HDPE; Barrel temperature: 
200 °C. 
Figure 5  Open-loop responses corresponding to Table 2 (from bottom to top: ua = 30%, 40%, 50%, 
60%, and 70%, respectively). Mold: cup mold; Material: HDPE; Barrel temperature: 
200 °C. 
Figure 6: Two alternative structures of the double-controller scheme for process (a) without 
dominant delay and (b) with dominant delay. 
Figure 7 The closed-loop injection velocity response without the set-point profile transformation. 
Profile:  Figure 9(a); Mold: flat mold; Material: HDPE; Barrel temperature: 200 °C. 
Figure 8 The closed-loop injection velocity response with the transformed excitation. Profile: 
Figure 9(a); Mold: flat mold; Material: HDPE; Barrel temperature: 200 °C. 
Figure 9  Three types of injection velocity set-points. 
Figure 10  Control results for a step change excitation: (a) v and (b) u, u1 and u2. Profile: Figure 
9(a); Mold: cup mold; Material: HDPE; Barrel temperature: 200 °C. 
Figure 11  Control results for an excitation with two step changes: (a) v and (b) u, u1 and u2. 
Profile: Figure 9(b); Mold: cup mold; Material: HDPE; Barrel temperature: 200 °C. 
Figure 12  Control results for a ramp change excitation: (a) v and (b) u, u1 and u2. Profile: Figure 
9(c); Mold: cup mold; Material: HDPE; Barrel temperature: 200 °C. 
Figure 13  Control results for excitations with two step changes at the barrel temperatures of  (a) 
180°C and (b) 220°C. Profile: Figure 9(b); Mold: cup mold; Material: HDPE. 
Figure 14  Comparisons of control signals for different barrel temperatures: 200°C (solid lines), 
180°C (dotted lines), and 220°C (dash-dotted lines), respectively corresponding to 
Figures 11, 13 (a) and 13 (b). Profile: Figure 9(b); Mold: cup mold; Material: HDPE. 
Figure 15  Control results for an excitation with two step changes. Profile: Figure 9(b); Mold: cup 
mold; Material: PP; Barrel temperature: 220 °C. 
Figure 16  Comparisons of control signals for different materials: HDPE (solid lines) and PP 
(dotted lines), respectively corresponding to Figures 11 and 15. Profile: Figure 9(b); 
Mold: cup mold; Barrel temperature: 200°C.  
Figure 17  Control results for a step change excitation. Profile: Figure 9(a); Mold: flat mold, 
respectively corresponding to Figures 10 and 17; Material: HDPE; Barrel temperature: 
200 °C. 
Figure 18  Comparisons of control signals for different molds: cup mold (solid lines) and flat mold 
(dotted lines). Profile: Figure 9(a); Material: HDPE; Barrel temperature: 200°C. 
 ~ 13 ~
Table 1  Model identification for t0 = 0.8s, t1 = 1.3s. 
 
ua (%) 30 40 50 60 70 
1st-order + delay 
model (K, T, d)  
// Akaike’s FPE 
Up (1.116, 5.09, 
15) // 0.279 
(0.955, 5.48, 
15) // 0.425 
(0.830, 8.74, 
15) // 0.687 
(0.713, 7.65, 
15) // 0.661 
(0.588, 7.35, 
15) // 0.844 
Down (1.162, 9.39, 
15) // 0.277 
(0.999, 12.40, 
15) // 0.568 
(0.870, 12.64, 
15) // 0.669 
(0.770, 17.23, 
15) // 0.781 
(0.623, 15.78, 
20) // 1.255 
2nd-order + delay 
model (K, ω, ζ, d)  
// Akaike’s FPE 
Up (1.123, 133.2, 
1.192, 10) // 
0.300 
(0.954, 154.6, 
1.026, 15) // 
0.429 
(0.780, 133.3, 
1.158, 15) // 
0.628 
(0.710, 133.6, 
0.961, 15) // 
0.622 
(0.586, 135.7, 
0.904, 15) // 
0.723 
Down (1.166, 130.0, 
1.228, 15) // 
0.265 
(1.002, 117.7, 
1.244, 15) // 
0.562 
(0.868, 112.1, 
1.092, 15) // 
0.666 
(0.763, 93.1, 
1.005, 15) // 
0.668 
(0.626, 88.4, 
1.213, 15) // 
1.365 
Comments K: (m⋅s
-1/%) × 103;  T , d: s × 103 (i.e., ms);  ω: rad/s;  ζ: dimensionless; Sampling 
period: 5ms 
 
 
Table 2  Model identification for t0 = 0.6s, t1 = 1.1s. 
ua (%) 30 40 50 60 70 
1st-order + delay 
model (K, T, d)  
// Akaike’s FPE 
Up (1.127, 3.43, 
15) // 0.282 
(0.968, 5.54, 
15) // 0.554 
(0.861, 8.86, 
15) // 1.629 
(0.736, 8.79, 
15) // 1.167 
(0.621, 11.29, 
15) // 1.553 
Down (1.179, 11.25, 
10) // 0.284 
(0.997, 7.12, 
20) // 0.629 
(0.847, 9.52, 
15) // 0.454 
(0.744, 9.66, 
20) // 0.657 
(0.624, 15.50, 
15) // 0.719 
2nd-order + delay 
model (K, ω, ζ, d)  
// Akaike’s FPE 
Up (1.128, 175.1, 
1.047, 15) // 
0.282 
(0.967, 152.9, 
1.002, 15) // 
0.559 
(0.858, 128.5, 
0.953, 15) // 
1.533 
(0.742, 124.3, 
1.030, 20) // 
1.033 
(0.615, 111.3, 
0.899, 15) // 
1.256 
Down (1.184, 122.1, 
1.255, 10) // 
0.274 
(0.974, 122.8, 
1.212, 15) // 
0.679 
(0.846, 126.2, 
1.068, 15) // 
0.457 
(0.742, 124.3, 
1.030, 20) // 
0.646 
(0.623, 103.2, 
1.171, 15) // 
0.724 
Comments K: (m⋅s
-1/%) × 103;  T , d: s × 103 (i.e., ms);  ω: rad/s;  ζ: dimensionless; Sampling 
period: 5ms 
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Table 3  A summary of experiments. 
 
No. Mold Material Barrel 
temperature 
Set-point Closed-loop response 
1 Cup HDPE 200 °C Figure 9 (a) Figure 10 
2 Cup HDPE 200 °C Figure 9 (b) Figure 11 
3 Cup HDPE 200 °C Figure 9 (c) Figure 12 
4 Cup HDPE 180 °C &  220 °C Figure 9 (b) Figures 13 & 14 
5 Cup PP 220 °C Figure 9 (b) Figures 15 & 16 
6 Flat HDPE 200 °C Figure 9 (a) Figures 17 & 18 
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Figure 1: A schematic diagram of an injection molding machine. 
Mold 
Screw Displacement 
Hopper 
Rotational Motor 
Barrel Temperature Heater Screw 
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Oil Tank 
Pump 
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Figure 2  Two molds used in experiments: (a) cup mold, and (b) flat mold. 
 ~ 17 ~
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3  Step changes in servo-valve opening.
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Figure 4  Open-loop responses corresponding to Table 1 (from bottom to top: ua = 30%, 40%, 50%, 
60%, and 70%, respectively).  Mold: cup mold; Material: HDPE; Barrel temperature: 200 °C. 
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Figure 5  Open-loop responses corresponding to Table 2 (from bottom to top: ua = 30%, 40%, 50%, 
60%, and 70%, respectively). Mold: cup mold; Material: HDPE; Barrel temperature: 200 °C. 
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Figure 6:  Two alternative structures of the double-controller scheme for process  (a) without  
  dominant delay, and (b) with dominant delay.
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Figure 7:  The closed-loop injection velocity response without the set-point profile transformation.  
Profile: Figure 9(a); Mold: flat mold; Material: HDPE; Barrel temperature: 200 °C.
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Figure 8 The closed-loop injection velocity response with the transformed excitation. Profile: 
Figure 9(a); Mold: flat mold; Material: HDPE; Barrel temperature: 200 °C. 
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Figure 9  Three types of injection velocity set-points. 
(a)                                                                   (b) 
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Figure 10  Control results for a step change excitation: (a) v and (b) u, u1 and u2. 
Profile: Figure 9(a); Mold: cup mold; Material: HDPE; Barrel temperature: 200 °C. 
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Figure 11  Control results for an excitation with two step changes: (a) v and (b) u, u1 and u2. 
Profile: Figure 9(b); Mold: cup mold; Material: HDPE; Barrel temperature: 200 °C. 
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Figure 12  Control results for a ramp change excitation: (a) v and (b) u, u1 and u2. 
Profile: Figure 9(c); Mold: cup mold; Material: HDPE; Barrel temperature: 200 °C. 
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Figure 13  Control results for excitations with two step changes at the barrel temperatures 
of  (a) 180°C and (b) 220°C. Profile: Figure 9(b); Mold: cup mold; Material: HDPE. 
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Figure 14  Comparisons of control signals for different barrel temperatures: 200°C (solid 
lines), 180°C (dotted lines), and 220°C (dash-dotted lines), respectively corresponding to 
Figures 11, 13 (a) and 13 (b). Profile: Figure 9(b); Mold: cup mold; Material: HDPE. 
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Figure 15  Control results for an excitation with two step changes. Profile: Figure 9(b); 
Mold: cup mold; Material: PP; Barrel temperature: 220 °C. 
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Figure 16  Comparisons of control signals for different materials: HDPE (solid lines) and PP 
(dotted lines), respectively corresponding to Figures 11 and 15. Profile: Figure 9(b); Mold: cup 
mold; Barrel temperature: 200°C . 
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Figure 17  Control results for a step change excitation. Profile: Figure 9(a); Mold: flat 
mold; Material: HDPE; Barrel temperature: 200 °C. 
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Figure 18  Comparisons of control signals for different molds: cup mold (solid lines) and flat 
mold (dotted lines), respectively corresponding to Figures 10 and 17. Profile: Figure 9(a); 
Material: HDPE; Barrel temperature: 200°C. 
