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Abstract
We present a theory of Cayley maps, i.e., embeddings of Cayley graphs into oriented surfaces
having the same cyclic rotation of generators around each vertex. These maps have often been used to
encode symmetric embeddings of graphs.We also present an algebraic theory of Cayley maps and we
apply the theory to determine exactly which regular or edge-transitive tilings of the sphere or plane
are Cayley maps or Cayley graphs. Our main goal, however, is to provide the general theory so as to
make it easier for others to study Cayley maps.
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1. Introduction
One of the central topics in the algebraic theory of graphs and maps is transitivity. In
graphs, there are two extreme cases. The weakest kind of transitivity is vertex transitivity
(or edge-transitivity). In a way, the simplest vertex-transitive graphs are Cayley graphs, i.e.,
graphs whose automorphism group contains a subgroup acting regularly on their vertex set.
The importance of Cayley graphs for the study of transitivity was probably ﬁrst realized in
the pioneering paper [37]. It is by far not true that every vertex-transitive graph is a Cayley
graph (for a survey of constructions of vertex-transitive non-Cayley graphs we refer to
[33,34]); however, Cayley graphs play an important role here in that every vertex-transitive
graph is a quotient of some Cayley graph.
At the other extreme, the strongest kind of transitivity is commonly measured in two
ways: the number of elements of the automorphism group (where complete graphs are
undisputed winners) and in terms of s-transitivity. Recall that a graph is s-transitive if for
any two s-arcs there is a graph automorphism that maps one s-arc onto the other. It has been
known for a long time [43] that a 3-valent graph can be at most 5-transitive, and inﬁnitely
many examples of such graphs have been constructed by coverings in [10] (see also [6]). In
general, by a remarkable result of [46] based on sophisticated group theoretic machinery, a
graph of valence 4 can be at most 7-transitive.
For maps on oriented surfaces, the investigation of transitivity is similar at the lower end
of the “transitivity spectrum’’ but quite different at the upper end. Again, the weakest kind
of transitivity in maps is represented by vertex-transitive maps. The simplest examples of
such maps are Cayley maps (the subject of this paper), which are oriented maps whose map
automorphism group contains a subgroup that acts regularly on the vertex set. But as the
map automorphism group of any oriented map acts semi-regularly on the dart set (i.e., the
set of edges with directions) of the map, the highest degree of transitivity is achieved by the
regular maps such that for any two darts there exists exactly one orientation-preservingmap
automorphism that takes one dart onto the other. In the language of s-transitivity, oriented
maps can be at most 1-transitive, and the 1-transitive oriented maps are regular maps.
Regular maps can be (sometimes surprisingly) encountered in a number of areas within
mathematics. In geometry they appear as regular tessellations of the hyperbolic plane.
The groups of orientation-preserving hyperbolic isometries that leave such tessellations
invariant are the hyperbolic triangle groups that were well known to leadingmathematicians
of the 19th century. Hyperbolic triangle groups also act on the complex upper half-plane as
discontinuous groups of conformal isometries; therefore quotients of such triangle groups
turn out to be (conformal)map automorphism groups of the corresponding quotient maps on
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the resulting Riemann surfaces. Maps on Riemann surfaces are further related to complex
curves deﬁned over ﬁelds of algebraic numbers and actions of the Galois groups of these
ﬁelds on the maps; more information about such connections can be found in the excellent
survey papers [23,25].
The term “Cayley maps’’ appeared ﬁrst in the 1972 paper of Biggs [5] as a name for a
class of maps that are now known as “balanced Cayley maps’’. However, maps that in the
current terminology are known as Cayley maps have been used in constructions of regular
maps prior to that date (in fact, since the end of the 19th century [30]). Perhaps the most
important example is the solution of the famous Heawood map coloring problem (see [36]
and references therein): the cases n ≡ 0, 4 and 7 (mod 12) of the solution rely (in current
terminology) on constructing a triangular Cayley map of the complete graph of order n
(see also [13]). Another example involving complete graphs where Cayley maps play an
important role is the classiﬁcation of regular maps of complete graphs; by a result in [21],
all such maps are balanced Cayley maps. A substantial discussion of Cayley maps (under
the name “strong symmetric embeddings of Cayley graphs’’) can be found in [13,42] in the
context of determining the genus of a group.We also note that a number of constructions of
genus embeddings of some important classes of graphs (see e.g. [13]) are actually Cayley
maps.
In the beginning of the 1990s a two-part series [40,41] was devoted to a systematic
study of Cayley maps, with emphasis on balanced and antibalanced Cayley maps. For
example, it was shown in [41] that regularity of balanced Cayley maps is equivalent to the
existence of certain automorphisms of the Cayley group (thus extending earlier results of
[7]).A similar characterization of regular antibalanced Cayley maps can be found in [40]; in
both papers the corresponding map automorphism groups are determined. In general, map
automorphism groups of arbitrary Cayley maps have been described in [17,18]. Balanced
Cayleymapswere also used in [1] to provide a self-dual embedding of the (2n)-dimensional
cube.
All these previous works on or using Cayley maps appear to have been done in isolation
from one another. In this work we present a substantial and coherent algebraic theory of
Cayley maps. In Sections 2 and 3 we lay the elementary algebraic foundations for our
study, with particular emphasis on homomorphisms of maps (or, equivalently, branched
coverings). Section 2 provides the characterization of Cayley maps by the existence of
a group of automorphisms acting regularly on the vertex set of the map, while Section
3 explains the algebraic context of maps forming the backdrop for this entire work with
emphasis on the “rotation’’ and “direction-reversing’’ permutations on the set of darts.
In Section 4, d-valent Cayley maps are characterized by the existence of certain kinds
of homomorphisms from their “dart group’’ and automorphism group to the symmetric
group on d symbols. Section 5 gives an introduction to the special classes of balanced and
antibalanced Cayley maps and relates our results to these maps.
Section 6 contains a detailed study of the automorphism group of a Cayley map, thereby
generalizing the results in [17,18,40,41]. Section 7 deals with homomorphisms of Cayley
maps onto arbitrary maps and, furthermore, shows that every ﬁnite map is the homomorphic
image of a ﬁnite regular Cayley map.
Section 8 provides a discussion of existence of covering maps with speciﬁed valences
and covalences relative to the valences and covalences of the covered map. This section is
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a survey of material relevant to, but beyond the scope of, this work. We include in Section
8 a method for constructing Cayley maps with given valence and covalences.
The same construction is then used in Section 9 to prove the sufﬁciency of some nec-
essary conditions for the existence of a Cayley map with given valence and covalences.
In Section 10 these conditions are applied to characterize the regular or edge-transitive
planar tilings that are Cayley maps, and, furthermore, which have Cayley graphs as their
underlying graph. We conclude with a list of open problems for future research.
2. Cayley graphs and Cayley maps
Informally, a Cayley map is an embedding of a Cayley graph of a groupH in whichH has
a natural vertex-transitive action on the resulting map. The goal of this section is to show
that there is a strong analogy between fundamental characterizations of Cayley graphs and
Cayley maps.
Graphs in this work are connected and undirected but there are no other restrictions;
we allow parallel (i.e., multiple) edges, (multiple) loops, and also (multiple) semiedges,
that is, edges with just one vertex (the other end of a semiedge is “dangling’’, and is not
considered as a vertex of the graph). Our graphs may be ﬁnite as well as inﬁnite, but in the
latter case they are of bounded valence, that is, for some c all valences are bounded above
by c. Each edge that is not a semiedge can be assigned one of two possible directions (from
one endvertex to the other); if e is an edge with a direction, then e denotes the same edge
but with the opposite direction. Semiedges are not assigned any direction; however, it is
convenient to extend the mapping  by setting e = e if e is a semiedge. For brevity,
we refer to edges with directions together with semiedges as darts; the dart e is the
reverse of e. Throughout this work D denotes the set of darts of a graph , that is, D
contains all the directed edges, two for each edge of  and one for each semiedge. The
involutory permutation  ofD leaves the semiedges invariant and reverses the non-semiedge
darts.
An important link between graph theory and group theory is provided by Cayley graphs.
Formally, let H be a group and let X be a ﬁnite sequence x1, x2, . . . , xd of elements of H
that generate H. We emphasize here the word sequence, which means that it may happen
that xi = xj for some i = j . We also allow that some of the xi’s are equal to 1H , the unit
element of the group H. Assume further that an involution  on the set [d] = {1, 2, . . . , d}
is given, with the property that xi = x−1i for each i ∈ [d]. The Cayley graph C(H,X, )
has vertex set H, and for each g ∈ H and each i ∈ [d] there is a dart (g, i) emanating from
the vertex g. The dart (g, i) is a semiedge if xi = 1H and i = i; it is a directed loop at
g if xi = 1H and i = i; and it is a directed edge incident with two distinct vertices if
xi = 1H . In the last two cases, the terminal vertex of the dart (g, i) is the vertex gxi and
the corresponding reverse dart is (gxi, i). For the dart-reversing involution  we therefore
have (g, i) = (gxi, i); note that this formula is valid for semiedges as well. Except for
the semiedge case xi = 1H and i = i, the pair of darts (g, i) and (g, i) gives rise to an
undirected edge; hence the Cayley graph C(H,X, ) is an undirected graph (possibly with
semiedges) whose darts are labelled by the indices of the generating sequence X. The group
H is the Cayley group and the involution  is the distribution of inverses.
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Note that the sequential arrangement of the elements in X is inessential in the following
sense. Let  be any permutation of the set [d] and letX′ denote the sequence x′1, x′2, . . . , x′d
where x′i = xi for each i ∈ [d]. Furthermore, let ′ be the involution on [d] deﬁned by
′ = −1. Then the Cayley graphs C(H,X, ) and C(H,X′, ′) are identical. (To check
this, note that x′
i′ = xi′ = xi−1 = xi = (xi)−1 = (x′i )−1.)
Cayley graphs are sometimes introduced in two other (and equivalent) ways, for which
we need to introduce a few more concepts from algebra. A group action G on a set D
is a group homomorphism  : G → Sym[D]. We will think of G as acting on D on
the right, so that if  ∈ G and e ∈ D, then e ∈ D is the element such that ()
moves e to e. Therefore, if ,  ∈ G, then e() is the image of e in the permutation
(). Since  is a homomorphism, () = ()(). We read the product from left
to right, so that e() = (e())(). This is strictly a matter of convention on our
part.
The group action G on a set D is semi-regular if, for any e, e′ ∈ D, there is at most one
 ∈ G such that e = e′. Some authors use the term free as a synonym of semi-regular. The
action is transitive if, for any e, e′ ∈ D, there is at least one  ∈ G such that e = e′. The
action is regular if it is both semi-regular and transitive. (We will return to group actions in
Section 3. See [9] or [32] for more on group actions.)
We pause here to comment that we have made every effort to be consistent in the use of
notation in this work. Thus, H (along with H1, etc.) is only used for the Cayley group of a
Cayley graph or Cayley map. The symbol D (along with D′, D1, etc.) is reserved for the
set of darts of a graph or map. There are many other examples of this effort, which we hope
will help the reader.
Observe that for each h ∈ H the left translation Ah that sends a dart (g, i) onto the dart
(hg, i) is an automorphism of the Cayley graph  = C(H,X, ). This shows, for example,
that every Cayley graph is vertex-transitive (but not vice versa, the smallest counterexample
being the notorious Petersen graph). The group of left translations HL = {Ah: h ∈ H }
(isomorphic to H) is a subgroup of the automorphism group Aut() of the Cayley graph
acting regularly on the vertex set. (Of course, strictly speaking, the automorphisms act on
the darts, rather than the vertices. However, they naturally induce an action on the vertices;
we shall always use this induced action when speaking of the action of automorphisms
on the vertices. It will be helpful to the reader to realize that a vertex determines and is
determined by the set of darts emanating from it.)
Let ˜ and  be graphs with dart sets D˜ and D and dart-reversing involutions ˜ and ,
respectively. A function f : D˜ → D is a graph homomorphism if (1) (f (e˜)) = f (e˜˜)
for all e˜ ∈ D˜ and (2) for all e˜1, e˜2 ∈ D˜ emanating from the same vertex of ˜, f (e˜1) and
f (e˜2) emanate from the same vertex of . Note that a graph homomorphism can collapse
parallel edges into a single edge and an edge into a semiedge or a loop.We sometimes write
f : ˜→  rather than the more formal f : D˜ → D.
A graph homomorphism f : ˜→  is a graph covering if it is surjective and, for each
vertex v ∈ V () and each vertex v˜ in the preimage f−1(v), the set of darts emanating from
v˜ is mapped by f bijectively onto the set of darts emanating from v. (We note that if  is
connected, then the assumption about preimages implies that f is surjective.) The notion
of graph covering corresponds to the topological notion of covering except when f takes
an edge of ˜ to a semiedge of ; then the edge is folded at its midpoint. The covering f is
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regular if there exists a subgroup K˜ of Aut(˜) that simultaneously acts regularly on f−1(e),
for every dart e of .
We now consider an important special case. Let C(H,X, ) be a Cayley graph, let 〈1H 〉
be the trivial group and let Y = y1, y2, . . . , yd , where yi = 1H for all i ∈ [d]. The Cayley
graph C(〈1H 〉, Y, ) has just one vertex with loops and/or semiedges attached to it. It will
help the reader later to recognize that, inC(〈1H 〉, Y, ), if i = i, then the dart (1H , i) is the
dart of a semiedge, while if i = i, then (1H , i) and (1H , i) are the two darts associated
with a loop.
Note that the graphsC(H,X, ) andC(〈1H 〉, Y, ) have the same distribution of inverses
. The homomorphism f that sends the dart (g, i) to the dart (1H , i) is clearly a regular graph
covering C(H,X, )→ C(〈1H 〉, Y, ) associated with the groupHL = {Ah: h ∈ H }  H
of left translations.
We have seen that each Cayley graph contains a group of automorphisms that is regular
on the vertex set; at the same time, each Cayley graph gives rise to a regular covering of a
one-vertex graph. These two properties are, in fact, characteristic for Cayley graphs, as is
formally stated below in Theorem 2.1. We note that the equivalence of (1) and (2) below
is a classical result by Sabidussi [37]; for the equivalence of (1) and (3) see [13]. In both
cases, the prior work considered classes of graphs more restricted than we have here, but
the proofs readily extend to graphs with multiple edges, loops, and semiedges.
Theorem 2.1. Let  be a connected graph. Then the following three statements are equiv-
alent:
(1) The graph  is a Cayley graph.
(2) The group Aut() contains a subgroup that acts regularly on the vertex set of .
(3) The graph  regularly covers a one-vertex graph.
For the purpose of this article, a surface is a connected (not necessarily compact) oriented
2-manifoldwithout boundary.AmapM is a 2-cell embedding of a graph as a closed subset
of a surface S, with all valences and covalences being ﬁnite. The graph  is the underlying
graph ofM. (The term “2-cell’’means that each component of the complement of the graph
in the surface is homeomorphic to the interior of the unit disc and “closed’’ implies that
the graph has no accumulation points as a topological subspace of the surface. The length
of a face boundary—i.e., the number of edges in a walk once around the perimeter of the
face—is the covalence of the face.)We note that the underlying graph of amap is necessarily
connected; a disconnected graph does not have a 2-cell embedding. Equivalently,M can be
viewed as a cellular decomposition of the surface S. The 0-, 1- and 2-cells are the vertices,
edges and faces of the map, and the 1-skeleton (that is, the union of 0- and 1-cells) is the
underlying graph of the map. A map is d-valent if all its vertices have valence d in the
underlying graph. Let D be the set of darts of the underlying graph  of M (which we will
also refer to as the darts of M).
A map M is described algebraically in terms of two permutations of the dart set D [13].
For deﬁniteness, we assume throughout that the surface S is oriented clockwise. The ﬁrst
permutation is , the dart-reversing involution associated with the underlying graph  (so
 is independent of the embedding). The other permutation is the rotation  deﬁned by: for
each dart e ∈ D emanating from a vertex, e is the clockwise next dart of the embedded
R.B. Richter et al. / Journal of Combinatorial Theory, Series B 95 (2005) 189–245 195
eU
eL
eD
eR
Fig. 1.
graph emanating from the same vertex. The pair ,  of permutations of the dart set D
carries full information about the embedding in the following sense. Vertices, edges, and
faces (in terms of face boundaries) are in a 1–1 correspondence with orbits (i.e., cycles) of
the permutations, , and , respectively; incidence between these elements coincideswith
non-empty intersection of the corresponding orbits. In what follows, we use the extended
notation M = M(, ) for a map whenever necessary for clarity. In the case M is inﬁnite
(that is, when its underlying graph is inﬁnite), wewill assume thatM has bounded covalence,
i.e., all orbits of  have bounded size.
Example. The following two examples are used throughout this work to help illustrate the
theory. The ﬁrst is a one-vertex mapM1 with two loops embedded in the torus. We can
label the four darts eU , eR , eD and eL. (The superscripts are for “up’’, “right’’, “down’’ and
“left’’.) In this case,  = (eUeReDeL) and  = (eUeD)(eReL) (Fig. 1).
The second is the mapMm,n, whose underlying graph is the Cartesian product Cm×Cn
of two cycles, also embedded in the torus. The vertices ofMm,n are labelled vi,j , (i, j) ∈
Zm × Zn, with v0,0 in the lower left-hand corner and vm−1,n−1 in the upper right-hand
corner (Fig. 2). (The cyclic group of order d is Zd , with elements 1, 2, . . . , d ≡ 0.) The
darts ofMm,n incident with vi,j are labelled eUi,j , eRi,j , eDi,j , eLi,j , for i ∈ [m] and j ∈ [n].
The rotation  is the product of all the 4-cycles (eUi,j e
R
i,j e
D
i,j e
L
i,j ) and  is the product of all
the transpositions (eUi,j e
D
i,j+1) and (eRi,j eLi,j+1).
It is easy to verify that ()4 = 1 (corresponding to the faces of the map). For later
consideration it will be helpful to know the cycle structure of 2 and its conjugate .
We have eUi,j
2 = eUi,j+1, eRi,j2 = eRi+1,j , eDi,j2 = eDi,j−1, and eLi,j2 = eLi−1,j . That
is, 2 moves U-darts up one step, R-darts right one step, D-darts down one step and L-
darts left one step. Thus, 2 has n cycles of length m consisting of R-darts, n cycles of
length m of L-darts, m cycles of length n of U-darts, and m cycles of length n of D-darts.
Similarly,  moves U-darts right one step, R-darts down one step, D-darts left one step,
and L-darts up one step. Thus,  has the same cycle structure as 2 (it is a conjugate)
with U replacing R, R replacing D, D replacing L, and L replacing U. Note that this implies
2 and  commute with each other. (This last assertion can also be veriﬁed using the
fact that ()4 = 1.)
It follows that 2 and  both have order the least common multiple of m and n.
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Fig. 2.
Among the many ways that a Cayley graph may be embedded in a surface we focus
on those embeddings that “look the same’’ at each vertex. A precise formulation of this
type of local homogeneity leads to the concept of a Cayley map, which is the subject of
this exposition. Let C(H,X, ) be a Cayley graph with Cayley group H, a generating se-
quence X = x1, x2, . . . , xd , and a distribution of inverses . The Cayley map CM(H,X, )
is the map M(, ) whose underlying graph is the Cayley graph C(H,X, ) with the ob-
vious dart-reversing involution (g, i) = (gxi, i) and with rotation  given at each vertex
g ∈ H by (g, i) = (g, i + 1), where the second coordinate is understood modulo d.
Thus, in a Cayley map, the clockwise cyclic order of “generators emanating from a ver-
tex’’ is the same at every vertex. As with Cayley graphs, H is the Cayley group of the
map.
Example. The mapMm,n is the Cayley map CM(H,X, ), where H = Zm × Zn,X =
(x1, x2, x3, x4) = ((0, 1), (1, 0), (0,−1), (−1, 0)), and  = (1 3)(2 4).
Clearly, unlike the situation for Cayley graphs, different sequential arrangement of the
generators appearing in the generating sequence may now lead to different embeddings and
hence to different Cayley maps. We shall use the notation X = (x1, x2, . . . , xd) for the
(cyclic) generating sequence of a Cayley map. Setting  = (1 2 . . . d), it is easy to see
that the permutation −1 is the same as  except that all the numbers are increased by 1
(mod d), i.e., for i ∈ [d], i(−1) = (i + 1)− 1. Thus, CM(H, (x′1, x′2, . . . , x′d), −1)
with x′i = xi+1 is the same Cayley map as CM(H,X, ), with X = (x1, x2, . . . , xd).
More generally, the Cayley map CM(H, (x1+j , x2+j , . . . , xd+j ), j −j ) is the same as
CM(H,X, ).
For an arbitrary  ∈ Sym[d], the Cayley graph C(H,X′, −1) obtained by setting
x′i = xi is isomorphic to the Cayley graph C(H,X, ), but the Cayley maps CM(H,X, )
and CM(H,X′, −1) are typically not isomorphic as maps. The above comment shows,
however, that for  a power of  the Cayley maps are isomorphic.
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Given two maps M˜ = M˜(˜, ˜) andM = M(, ) with dart sets D˜ and D, respectively,
a map homomorphism is a graph homomorphism f : D˜ → D of the underlying graphs
such that f (e˜˜) = (f (e˜)) for each dart e˜ ∈ D˜. We will often write f : M˜ → M rather
than f : D˜ → D. From a topological viewpoint, a map homomorphism f : M˜ → M
deﬁnes a branched covering from the surface underlying M˜ to the surface underlying M
with branch points possibly at the vertices, “centers’’ of faces and the “dangling’’ ends of
semiedges ofM . Conversely, such a branched covering determines a map homomorphism.
For more about branched coverings, see Section 8. The inﬂuence of the branched covering
terminology is reﬂected in our saying that, if f : M˜ → M is a map homomorphism, then
the map M˜ is a cover of and coversM , whileM is covered by M˜ .
Note that, since the underlying graph of M is connected, a map homomorphism is au-
tomatically onto; if it is also one-to-one, then it is an isomorphism of the maps M˜ andM .
Furthermore, if M˜ = M , then an isomorphism is an automorphism of the map M . The
automorphism group Aut(M) ofM = M(, ) is thus formed by all permutations A of the
dart setD that commute with both  and , that is,A(e) = (A(e)) andA(e) = (A(e)),
for each e ∈ D. It is easy to see (cf. [13]) that, since M is connected, the action of an
automorphism on any given dart in D determines uniquely its action on all of D and we
emphasize, for later use, that every dart has a trivial stabilizer in Aut(M). We also note for
later reference that the equationA(e) = (A(e)) implies that automorphisms preserve the
orientation of the surface.
Example. The function from the darts of Mm,n to M1 deﬁned by eJi,j → eJ , J ∈{U,R,D,L}, i ∈ [m], j ∈ [n] is a map homomorphism.
The functions A and B on the dart set ofMm,n deﬁned by eJi,j → eJi+1,j and eJi,j →
eJi,j+1, respectively, are automorphisms ofMm,n; the automorphism A is a translation by
one step right, while B translates one step up.
Also, the function C(eJi,j ) = eJ	−i,−j , where 	 = (U D)(R L) is also an automorphism;
it corresponds to a 180◦ rotation about the vertex v0,0. If m = n, there is a further au-
tomorphism E corresponding to a 90◦ rotation about v0,0. The formula for E is not so
simple.
The concept of a regular homomorphism of maps (or, equivalently, of a regular branched
covering of the corresponding surfaces, discussed in Section 8) can be introduced in a way
analogous to what we saw for graphs; note that the semi-regularity is now automatic and
need not be imposed. That is, a map homomorphism f : M˜ → M is regular if there
exists a subgroup K˜ of Aut(M˜) such that, for any two darts e˜1, e˜2 of M˜ , f (e˜1) = f (e˜2) if
and only if e˜2 = A˜(e˜1) for some map automorphism A˜ ∈ K˜ . Again this means that K˜ is
regular on each ﬁber f−1(e), e ∈ D. In such a case the target mapM is isomorphic to the
quotient map M˜/K˜ whose dart set is the set of orbits K˜e˜, e˜ ∈ D˜, and whose rotation 
K˜
and dart-reversing involution 
K˜
are deﬁned by (K˜e˜)
K˜
= K˜(e˜˜) and (K˜e˜)
K˜
= K˜(e˜˜);
the isomorphism M˜/K˜ → M is simply given by K˜e˜ → f (e˜).
Conversely, for any subgroup K of Aut(M), the natural projection f : M → M/K ,
f (e) = Ke is a regular homomorphism of maps. Given the regular homomorphism f , K
is the subgroup of Aut(M) associated with f .
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We have seen in Theorem 2.1 that Cayley graphs can be conveniently characterized in
three equivalent ways. The same holds true for Cayley maps, as we shall soon see. Observe
ﬁrst that, for each h ∈ H , the left translation Ah given by Ah(g, i) = (hg, i) is a map
automorphism of the Cayley map M = CM(H,X, ), and so the automorphism group
Aut(M) of the Cayley map contains a subgroup (namely, the group HL  H of left
translations) that is regular on the vertex set.
Example. InMm,n, the automorphism A described above is left-addition by (1,0) and B
is left-addition by (0,1). Therefore, we may choose HL = 〈A,B〉.
Second, we may embed the one-vertex Cayley graph C(〈1H 〉, ) as a Cayley map with
rotation ′ and dart-reversing involution ′ deﬁned as expected, that is, (1H , i)′ = (1H , i+
1) and (1H , i)′ = (1H , i). Observe that the dart set of CM(〈1H 〉, Y, ) can be identiﬁed
with the set [d] and the permutations ′ and ′ then correspond to the cyclic permutation
 = (1 2 . . . d) and the involution , respectively. The Cayley graph homomorphism from
C(H,X, ) to C(〈1H 〉, Y, ) given by (g, i) → i is a regular homomorphism of the map
CM(H,X, ) onto the one-vertex Cayley map CM(〈1H 〉, Y, ) of the same valence. As
indicated, these two properties are characteristic for Cayley maps.
Theorem 2.2. Let M be a d-valent map. Then the following three statements are
equivalent:
(1) M is a Cayley map.
(2) Aut(M) contains a subgroup that acts regularly on the vertex set.
(3) There is a regular map homomorphism fromM to a one-vertex d-valent map.
Proof. Implication (1)⇒ (3) is clear from the above discussion.
(3)⇒ (2): Let f : M(, )→ M ′(′, ′) be a regular homomorphism of d-valent maps,
whereM ′ has just one vertex. By deﬁnition of regularity, there is a subgroupK of Aut(M)
acting regularly on each ﬁber f−1(e′), e′ a dart ofM ′. Since f (e) and f (e) are incident
with the same vertex ofM ′ and both maps are d-valent, the darts in f−1(e′) emanate from
distinct vertices of M and, since M ′ has just one vertex, every vertex of M is the tail of
precisely one dart in f−1(e′). Therefore, K acts regularly on the vertices ofM .
(2) ⇒ (1): Let H be the subgroup of Aut(M) that acts regularly on the vertex set of
M . Since automorphisms ofM are automorphisms of its underlying graph , Theorem 2.1
implies that  is a Cayley graph for H with generating sequence X. In this case, the darts
may be represented in the form (A, i), with A ∈ H .
The generators from X label the darts incident with, in particular, the vertex 1M , the
identity automorphism of M . Let e1 be any dart and let x1 ∈ X be the label on this dart.
For 1 < id, let ei = e1i−1 be labelled with xi . Thus, X = (x1, x2, . . . , xd) is the cyclic
sequence of generator-labels on darts incident with 1M .
LetA ∈ H be themap automorphism that, as a graph automorphism, is left multiplication
byA. Thus, for anyA′ ∈ H ,A(A′, i) = (AA′, i). In particular, (A, i) = A(1M, i). Because
A is a map automorphism, (A, i) = (A(1M, i)) = A((1M, i)). By the preceding
paragraph, (1M, i) = (1M, i + 1). Hence, (A, i) = (A, i + 1), soM has Cayley group
H . 
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3. Maps and homomorphisms
In order to be able to build on statement (3) of Theorem 2.2, we now introduce more
concepts and facts related to maps and (regular) map homomorphisms. Further results on
Cayley maps to be presented in Section 4 turn out to be consequences of the general theory
of maps and map homomorphisms. The theory itself (at various levels and in various terms)
can be found, for example, in [13,24,44]. Some of the facts are conveniently explained in
the language of group actions, for which we refer to [9,32]. The group of interest to us is the
dart group of a map, which is the permutation group G = 〈, 〉 generated by the rotation
 and the involution . Others [22,23] call G the monodromy group or the cartographic
group.
Example. In Section 2 we showed that inMm,n we have 4 = 1, 2 = 1, ()4 = 1 and
(2)k = 1, where k = lcm{m, n}. It follows that the dart group ofMm,n is a quotient of
G(k) = 〈x, y : x4 = y2 = (yx)4 = (yx2)k = 1〉.
By deﬁnition, the underlying graph of any map M = M(, ) is connected. Thus, if e,
e′ are darts of M , it is easy to ﬁnd a sequence of darts e = e0, e1, . . . , em = e′ such that
ei is obtained from ei−1 either by applying some power of , because they have a common
end, or by applying , to move to an adjacent vertex nearer to the tail of e′. Therefore the
dart group G = 〈, 〉 is transitive on the dart set D. This group acts faithfully on D, i.e.,
if e = e for all e ∈ D, then  = 1G.
The pair (D,G)—and hence the map M itself—is just a particular instance of a right
G-space, that is, a set endowed with a transitive right group action (which, in our case, is
given by permutations in G of the set D). The general theory of group actions [9,32] is
available to us, but we shall make use only of more elementary aspects, which we include
next for the sake of completeness.
We henceforth let Ge = {v ∈ G : e = e} denote the stabilizer in G of a ﬁxed dart
e ∈ D. Then e = e′ if and only if ′−1 ∈ Ge, that is, Ge = Ge′. Thus, the
mapping e → Ge deﬁnes a bijection between the elements of D and the right cosets
of Ge in G, and this correspondence respects the right action by G. This correspondence
showsM = M(, ) (i.e., the rightG-space (D,G)) is isomorphic to the right coset space
(G/Ge,G).
An automorphism of the right coset space (G/Ge,G) is a permutation A of G/Ge such
that A(Ge) = (A(Ge)) for every  ∈ G. The automorphism group of (G/Ge,G) is the
group of all automorphisms of (G/Ge,G).
If A ∈ Aut(M), then, for any e ∈ D, one has A(e) = (A(e)) and A(e) = (A(e)),
or, equivalently,
A(e) = (A(e)), for each  ∈ G.
Thus, automorphisms of M correspond to automorphisms of (G/Ge,G). We shall take
advantage of this identiﬁcation and show Aut(M)  N(Ge)/Ge, where N(Ge) is the
normalizer of Ge in G.
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Let  ∈ N(Ge). Then Ge = Ge, which means that left multiplication by  of G
permutes the right cosets of Ge by (Ge) = Ge(). Such a left multiplication respects
the right action ofG on the right cosets ofGe and hence, by the above formula, induces an
automorphism of the coset space (G/Ge,G). Formally, using the abbreviated notation ¯ =
Ge for  ∈ N(Ge), we denote this automorphism byA¯; we thus haveA¯(Ge) = Ge()
for each  ∈ G. Since Ge = Ge if and only if  ∈ Ge, the assignment ¯ → A¯ deﬁnes
a mapping from N(Ge)/Ge into Aut(G/Ge,G), the automorphism group of (G/Ge,G).
This function is a group homomorphism, since A¯(A
¯(Ge)) = A¯(Ge
) = Ge
 =
A
(Ge), for all , 
 ∈ N(Ge).
To show that the function is onto, let A ∈ Aut(G/Ge,G) and let  ∈ G be such that
A(Ge) = Ge (since A takes right cosets of Ge to right cosets of Ge, such a  exists).
We prove that  ∈ N(Ge) and A = A¯. Indeed, if  ∈ Ge, we have Ge = A(Ge) =
A(Ge) = (A(Ge)) = Ge. In particular, −1 ∈ Ge, so Ge−1 ⊆ Ge. The proof of
the reverse inclusion follows from the observation that ifA(Ge) = Ge, then we haveGe =
A−1(Ge) = (A−1(Ge)), that is, A−1(Ge) = Ge−1. The same argument as above shows
−1Ge ⊆ Ge, so we conclude  ∈ N(Ge). For  ∈ G we have A(Ge) = (A(Ge)) =
(Ge) = A¯(Ge), so A = A¯, as claimed. In view of all the correspondences explained
earlier we have proved the ﬁrst two items in the following [9,32]:
Proposition 3.1. LetM = M(, ) be a map with dart group G = 〈, 〉 and let e be any
dart. Then:
(1) Aut(M)  Aut(G/Ge,G)  N(Ge)/Ge;
(2) an isomorphism from N(Ge)/Ge onto Aut(M) is given by ¯→A¯ where A¯(e) =
e for any  ∈ G; and
(3) for any two darts e, e′, there is an A ∈ Aut(M) such that A(e) = e′ if and only if
Ge = Ge′ .
Proof. (3) If A(e) = e′, then  ∈ Ge implies e′ = (A(e)) = A(e) = A(e) = e′. Thus,
Ge ⊆ Ge′ . Using A−1, we obtain the reverse inclusion.
Conversely, supposeGe = Ge′ . SinceG acts transitively on the dart set, there is a  ∈ G
such that e = e′. For any v ∈ Ge, e′−1 = e = e = e′, so −1 ∈ Ge′ = Ge.
Thus,  ∈ N(Ge), so A(e) = e deﬁnes an automorphism that maps e to e′. 
Example. With the aid of Proposition 3.1, we can compute the dart groupG ofMm,n from
which we will compute its automorphism group.
Let k = lcm{m, n}. We have already shown that the dart groups of the mapsMm,n and
Mk,k are both quotients of the group
G(k) = 〈x, y : x4 = y2 = (yx)4 = (yx2)k = 1〉.
On the other hand, consider a vertical dart e = eJi,j , J ∈ {U,D}. We noted when we
introduced the mapMm,n that e = e(2)n = e()m. Recall that 2 and  commute
and both have order k. Let m′ = k/m and n′ = k/n. Then Ge contains a subgroup
isomorphic to the abelian group Zm′ × Zn′ .
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We begin by showing that |G(k)|4k2. Let u = yx2 and v = xyx. There are three crucial
properties we need. We note that the ﬁrst two of these can be “seen” by considering how
particular group elements act on an arbitrary dart ofMm,n, but we need to prove them for
G(k).
Property 1. uv = vu.
Note that vu = (xyx)(yx2) = (xyxyx)x. Since 1 = (xy)4, (xyxyx) = (yxy)−1 =
yx−1y. Therefore, vu = (yx−1y)x = (yx3y)x = (yx2)(xyx) = uv.
Property 2. (a) x−1ux = v−1; (b) x−1vx = u; (c) yuy = u−1; and (d) yvy = v−1.
For (a), x−1ux = x−1yx3 = x−1yx−1 = v−1. For (b), x−1vx = yx2 = u. For (c),
yuy = x2y = u−1. For (d), yvy = yxyxy = x−1yx−1 = v−1.
Property 3. LetK = 〈u, v〉 andKm,n = 〈um, vn〉. ThenK is normal inG(k) and ifm = n,
then N(Km,n) is generated by u, v and x2.
That K is a normal subgroup of G(k) follows immediately from Property 2. For Km,n,
note that Property 2 implies x−1Km,nx = Kn,m (indices are switched) and yKm,ny = Km,n
(indices are not switched). Thus, if w is a word x and y and m = n, then w ∈ N(Km,n) if
and only if w−1Km,nw = Km,n if and only if the sum of the exponents of x in w is even.
A simple induction on the number of y’s in w shows all such w are generated by u = x2y,
v = xyx and x2.
Note that u and v are conjugates and the order of u is obviously a divisor of k, so they
both have order a divisor of k. By Property 1, K is abelian. Therefore, |K|k2. Since
yx2 = u ∈ K , Kyx2 = K , or Ky = Kx2. Therefore the quotient G(k)/K is generated by
Kx, so G(k)/K has order at most 4. Thus, |G(k)| = |G(k)/K‖K|4k2, as required.
Clearly |G| |G(k)| and |Ge|m′n′. Since (D,G) is isomorphic to (G/Ge,G), we know
that 4nm = |D| = |G|/|Ge|4k2/(m′n′) = 4mn. Therefore, equality holds throughout,
namely |G| = |G(k)| = 4k2 and |Ge| = |Zm′ ,×Zn′ |. Consequently, G = G(k) and
Ge = Zm′ × Zn′ .
It also follows that |K| = k2, |G(k)/K| = 4, each of u and v has order k,Ge  Km,n and
|Km,n| = k2/(mn). Moreover, G(k) is the split extension of the normal abelian subgroup
K  Zk × Zk by the cyclic subgroup 〈x〉  Z4, where conjugation by x takes u to v
and v to u−1. Furthermore, if m = n, then Property 3 shows N(Km,n) is generated by
u, v, and x2. It follows that Aut(Mm,n)  N(Ge)/Ge  N(Km,n)/Km,n is the split
extension of the abelian group Zm × Zn (generated by the images of u and v) by Z2
(generated by x2), where conjugation by Z2 inverts all the elements of Zm×Zn. Thus, the
automorphismsA,B, andC ofMm,n given in the previous section generateAut(Mm,n), as
expected.
Cayley maps for which there is an edge e with Ge = {1G} will be of particular interest
to us later. For such group actions we have the following facts.
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Proposition 3.2. LetG be a group that acts transitively on a setD. Consider the following
ﬁve statements:
(1) For some e ∈ D, Ge = {1G}.
(2) For every e ∈ D, Ge = {1G}.
(3) The correspondence ↔ A¯ is an isomorphism between G and Aut(D,G).
(4) Aut(D,G) acts transitively on D.
(5) For every e, e′ ∈ D, Ge = Ge′ .
Then (1)–(3) are equivalent, (4) and (5) are equivalent, (1) implies (4), and ifG is faithful,
then (4) implies (1).
Proof. Implication (2)⇒ (1) is trivial.
(1)⇒ (3): Suppose that, for the dart e, Ge = {1G}. Then the action of G is faithful and
N(Ge) = G, so Aut(D,G)  N(Ge)/Ge  G. In particular, the function f deﬁned by
f () = A¯ is an isomorphism between G and Aut(D,G).
(3)⇒ (2): Let e ∈ D. If f is an isomorphism, then, in particular, it is an injection. Since
A¯ = A¯ whenever Ge = Ge, f is an injection only if Ge = {1G}. Thus, if f is an
isomorphism, then Ge = {1G}.
(1) ⇒ (4): Suppose Ge is trivial. For e′ ∈ D, by transitivity there is a  ∈ G such that
e′ = e. Then A¯(e) = A¯(e1G) = e1G = e = e′, so Aut(D,G) acts transitively on
D.
(4)⇔ (5): This is immediate from Proposition 3.1(3).
(5) ⇒ (1): Since the action by G is faithful, ∩e∈DGe = {1G}, and the result
follows. 
Let M˜,M be two maps with dart groups G˜ = 〈˜, ˜〉 and G = 〈, 〉, respectively. Let
f : M˜ → M be a map homomorphism. The ﬁrst observation is that f gives rise to a group
homomorphism  : G˜ → G: given ˜ ∈ G˜, we simply write ˜ as a word in ˜ and ˜ and
deﬁne (˜) to be the same word but in  and .
To see that  is well-deﬁned, suppose that ˜ is a word in ˜ and ˜ such that ˜ = 1
G˜
. We
show that for the corresponding word  in  and  we have  = 1G. For any dart e˜ ∈ D˜,
we have f (e˜) = f (e˜˜) = f (e˜) and hence  ﬁxes every dart in D. But the action of the
dart group G on D is faithful and therefore  = 1G.
Therefore by Dyck’s Theorem [11], is also a group homomorphism. (We comment that
we shall use Dyck’s theorem several times and will not make speciﬁc reference to it again.)
Note also that f (e˜˜) = f (e˜)(˜), for each dart e˜ ∈ D˜ and each ˜ ∈ G˜.
If e = f (e˜), then the relation f (e˜˜) = e(˜), for all ˜ ∈ G˜, shows that ˜ ∈ G˜e˜ implies
(˜) ∈ Ge, that is, (G˜e˜)(Ge). Conversely, if  : G˜ → G is a group homomorphism
such that (˜) = ,(˜) =  and (G˜e˜)Ge, then, for any ˜, ˜′ ∈ G, from e˜˜ = e˜˜′ we
have ˜′˜−1 ∈ G˜e˜, and as (˜′˜−1) ∈ Ge we see that e(˜) = e(˜′). This shows that the
assignment e˜˜ → e(˜), ˜ ∈ G˜, gives a well-deﬁned map homomorphism M˜ → M that
sends e˜ onto e.
Note that since  and  generate G,  is a surjection.
The preceding paragraphs are summarized in the ﬁrst part of the following result.We use
the usual notation KG to indicate K is a normal subgroup of G.
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Proposition 3.3. Let M˜ andM bemaps with dart sets D˜ andD and dart groups G˜ = 〈˜, ˜〉
and G = 〈, 〉, respectively. Let e˜ ∈ D˜ and e ∈ D. There exists a map homomorphism
f : M˜ → M with f (e˜) = e if and only if there is a group epimorphism  : G˜ → G
taking ˜ onto  and  onto  such that (G˜e˜)Ge, in which case the following diagram
commutes:
D˜
f−−→ D

  ()
D˜
f−−→ D
Moreover, f is a regular homomorphism if and only if G˜e˜−1(Ge), in which caseM 
M˜/K˜ where K˜  −1(Ge)/G˜e˜.
Proof. We need only prove the “Moreover” assertion. Suppose the map homomorphism
f : M˜ → M is regular, with associated subgroup K˜ of Aut(M˜); in particular, for eˆ ∈ D˜,
f (e˜) = f (eˆ) if and only if eˆ = A˜(e˜) for some automorphism A˜ ∈ K˜ .
Invoking Proposition 3.1(2) and the ﬁrst part of this proposition, there exists a uniquely
determined subgroup G˜
K˜
ofN(G˜e˜) such that G˜K˜/G˜e˜ is isomorphic to K˜ via the assignment
¯ → A˜¯, where A˜¯(e˜) = e˜ for all  ∈ G˜.
Now f (e˜) = f (eˆ) if and only if eˆ = A˜(e˜) for some A˜ ∈ K˜ if and only if eˆ = e˜ for
some  ∈ G˜
K˜
. Note that if also eˆ = e˜, for some  ∈ G˜, then −1 ∈ G˜e˜ ⊂ G˜K˜ and so
 ∈ G˜
K˜
as well. We therefore have f (e˜) = f (e˜) if and only if  ∈ G˜
K˜
.
Furthermore, for  ∈ G˜, f (e˜) = f (e˜)(), and hence f (e˜) = f (e˜) if and only if
() ∈ Gf(e˜). It follows that  ∈ G˜K˜ if and only if() ∈ Gf(e˜), that is, G˜K˜ = −1(Gf (e˜)),
and hence G˜e˜−1(Gf (e˜)).
Conversely, let  have the property that G˜e˜−1(Gf (e˜)). Using the relation f (e˜) =
f (e˜)(), we see that f (e˜) = f (e˜′) if and only if (′−1) ∈ Gf(e˜), that is, ′−1 ∈
−1(Gf (e˜)). Consequently, for  = ′−1, ¯ = G˜e˜ ∈ −1(Gf (e˜))/G˜e˜N(G˜e˜)/G˜e˜. Let
A˜¯ be the corresponding automorphism. From above, we have f (e˜) = f (e˜′) if and
only if A˜¯(e˜) = e˜′, which shows that f is a regular homomorphism associated with the
subgroup K˜ = {A˜¯ : ¯ ∈ −1(Gf (e˜))/G˜e˜} of Aut(M˜). 
Example. The map homomorphism eJi,j → eJ fromMm,n toM1 is associated with the
group homomorphism from the dart groupG = 〈,  : 4 = 2 = ()4 = (2)k = 1〉 to
Z4 obtained by adding the relation 2 = 1.
It should be noted in Proposition 3.3 that  need not take Ge onto G′e′ ; in fact, it is
possible for  : G→ G′ to be an isomorphism and not induce a map automorphism.
Example. Let M be the icosahedron described as follows. We identify the darts ot M
with the elements of A5 = 〈, 〉, the alternating group on the set {1, 2, 3, 4, 5}, where
 = (1 2 3 4 5) and  = (1 2)(3 4)(5). Deﬁne  and  on D so that, for  ∈ D, () = 
and () = . Then  is the rotation and  is the dart-reversing involution. Observe that
the orbits of  are the 12 5-cycles (corresponding to the 12 vertices of M), the orbits of 
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are 30 2-cycles (corresponding to the 30 edges ofM), and the orbits of  are 20 3-cycles
(corresponding to the 20 triangular faces).
Let M ′ be the one-vertex, ﬁve-valent map with dart set D′ = {1, 2, 3, 4, 5}, rotation
′ = (1 2 3 4 5) and dart-reversing involution ′ = (1 2)(3 4)(5). SinceG andG′ = 〈′, ′〉
are both isomorphic to A5, the group homomorphism  : G → G′ deﬁned by () = ′
and () = ′ is a group isomorphism. Given e ∈ D and e′ ∈ D′, Ge is trivial while G′e′
consists of the elements of G′ that ﬁx e′, and hence G′
e′  A4. Thus,  takes Ge into a
proper subgroup of G′
e′ . Since Ge is trivially normal in 
−1(G′
e′), by Proposition 3.3, 
induces a regular map homomorphism fromM ontoM ′. Moreover, as preserves valences,
by Theorem 2.2 we see thatM , the map of an icosahedron, is a Cayley map (with Cayley
group −1(G′
e′)/Ge  A4).
The map of the icosahedron, like the map of any Platonic solid, has the property that
its automorphism group acts transitively on its dart set. We shall focus on maps with this
property for the remainder of this section. As mentioned earlier the automorphism group of
any map acts semi-regularly on its dart set. A mapM is a regular if its map automorphism
groupAut(M) acts transitively (and hence regularly) onD. Thus, ifM is a regular mapwith
dart group G, then, for any e ∈ D, there is a bijection Aut(M)→ D given by A → A(e)
for all A ∈ Aut(M). We point out that Proposition 3.2 provides several statements about a
mapM that are all equivalent toM being regular.
Example. We claim that the map Mm,n is regular if and only if m = n. In particular,
suppose there is an automorphism F ofMm,n that takes eU0,0 to eR0,0. Then eR0,0 = F(eU0,0) =
F(eU0,0(
2)n) = (F (eU0,0))(2)n = eR0,0(2)n = eRn,0 and so m|n. On the other hand,
eR0,0 = F(eU0,0) = F(eU0,0()m) = eR0,−m, so n|m. Hence m = n.
From what we have seen earlier, the mapMn,n is regular.
For a regular map M , we may identify the dart set of M with its dart group G so that
the speciﬁc dart e corresponds to the unit element of G; the right action of G on itself is
then the usual action of the dart group G = 〈, 〉 on the dart set D = G, whereas the
left action of G on D = G (by left multiplication) can be identiﬁed with the action of the
automorphism groupAut(M). In other words, we may identify the regular mapM with the
rightG-space (D,G) whereD = G, that is, with theG-space (G,G). Clearly, in a regular
map all vertices have the same valence d and all faces have the same covalence ); the dart
group G ofM has a presentation of the form 〈,  : d = 2 = ()) = · · · = 1G〉.
Conversely, let G be any group with a presentation of the form 〈x, y : xd = y2 =
(yx)) = · · · = 1G〉. The map Map〈x, y〉 has as darts the elements of G, and  and  are
deﬁned by z = zx and z = zy. The corresponding right G-space is (G,G), and so
Map〈x, y〉 is regular. In this sense, the study of regular maps is equivalent to the study of
groups generated by two elements, one of which is an involution. This connection is used
throughout the remainder of this work.
Now letM be an arbitrary map (with arbitrary ﬁnite valences and covalences) with dart
group G = 〈, 〉. Following [22], the generic regular cover of M is the map Map〈, 〉.
(This use of the word “cover’’ will be justiﬁed by Proposition 3.4)
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Example. The icosahedron is the generic regular cover of the one-vertex map having  =
(1 2 3 4 5) and  = (1 2)(3 4)(5). The generic regular cover of Mm,n is Mk,k , where
k = lcm{m, n}.
We note that if M = M(, ) is not regular, then the map homomorphism from the
generic regular coverMap〈, 〉 toM induces a group isomorphism between the (identical)
dart groups, butM and Map〈, 〉 are not isomorphic (cf. Proposition 3.3).
Proposition 3.4. LetM be a map with dart group G = 〈, 〉.
(1) The identity group isomorphism G : G→ G deﬁnes a regular map homomorphism
fG : Map〈, 〉 → M . The homomorphism fG is an isomorphism if and only if M is
regular.
Suppose further that M˜ is a regular map and f˜ : M˜ → M is a map homomorphism.
Then:
(2) f˜ is a regular homomorphism;
(3) f˜ factors throughMap〈, 〉, i.e., there is a map homomorphism f : M˜ → Map〈, 〉
such that f˜ = fG ◦ f . (In other words, Map〈, 〉 is the smallest regular map that
covers M.)
(4) Let K be the subgroup of Aut(M˜) associated with f˜ . Then M is regular if and
only if KAut(M˜). Moreover, if KAut(M˜), then Aut(M)  Aut(M˜)/K and if A is an
automorphism ofM , then there is an automorphism A˜ of M˜ such that f˜ A˜ = Af˜ .
Proof. (1) Since M ′ = Map〈, 〉 is regular, Ge = {1G} for every dart e of M ′. Thus,
Ge−1(Gf (e)). By Proposition 3.3, fG is a regular map homomorphism.
If fG is an isomorphism, then the regularity of Map〈, 〉 obviously implies that M
is regular. Conversely, if M is regular, Proposition 3.3 implies M  Map〈, 〉/K , with
K = −1(Gf (e))/Ge. By regularity ofM , Gf(e) is {1G}, showing that K = {1G}, whence
fG is an isomorphism.
(2) Let : G˜→ G be the group homomorphism from the dart group G˜ of M˜ toG. Since
M˜ is regular,Ge is trivial for every e in the dart set D˜ of M˜ . Thus, (Ge)Gf(e), for every
e ∈ D˜. By Proposition 3.3, f˜ is regular.
(3) By (2), f˜ is regular. Fix e˜1 and let f˜ (e˜1) = e1. By Proposition 3.3, there is a
group homomorphism  : G˜ → G such that (G˜e˜1)Ge1 . Since G˜e˜1 = {1G˜}, the same
proposition implies there is a map homomorphism f : M˜ → Map〈, 〉. Let eˆ1 be a dart of
Map〈, 〉 such that fG(eˆ1) = e1. Since M˜ is regular, wemay choose f so that f (e˜1) = eˆ1,
from which it follows that f˜ = fG ◦ f .
(4) Since f˜ is regular, by Proposition 3.3 the associated subgroupK ofAut(M) is isomor-
phic to−1(Gf (e))/G˜e. Since M˜ is regular, G˜e = {1G˜}. IfM is regular, thenGf(e) = {1G},
so K  Ker()G˜  (Aut(M˜)).
Conversely, suppose K(Aut(M˜)). The darts of M  M˜/K are the orbits of the darts
of M˜ under the left action by K . If e˜, e˜′ ∈ D˜, then there exists an A˜ ∈ Aut(M˜) such that
A˜(e˜) = e˜′. Since KAut(M˜), A˜(Ke˜) = K(A˜(e)) = Ke˜′. Thus,M is regular.
Moreover, this last argument shows how automorphisms ofM lift to automorphisms of
M˜ and, more precisely, Aut(M)  Aut(M˜)/K . 
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Automorphism groups of (not necessarily regular) Cayley maps are studied more fully
in Section 6.
4. Characterizations of Cayley maps
In this section, we present various characterizations of Cayley maps. In general, the same
map M may be isomorphic to a Cayley map CM(H,X, ) for different groups H of the
same order; even for the same group H , different generating sequences X (and different
distributions of inverses ) may still yield isomorphic maps. Therefore, in what follows, the
statement “M is a Cayley map’’means that there exists a groupH , a generating sequenceX,
and a distribution of inverses  such thatM is isomorphic to the Cayley map CM(H,X, ).
We start with a general characterization of d-valent Cayley maps in terms of certain
homomorphisms into Sym[d], the symmetric group on the set [d]. For a subgroup L of
Sym[d], we denote by Lj the stabilizer in L of the symbol j ∈ [d], that is, the subgroup of
all  ∈ L such that j = j . The identity of Sym[d] is denoted 1[d] and we continue to use
 for the d-cycle (1 2 . . . d).
Theorem 4.1. LetM be a d-valent map with dart group G = 〈, 〉, and let e be a dart of
M . ThenM is a Cayley map if and only if there is a group homomorphism :G→ Sym[d]
taking  to the cycle  such that Ge−1((G)j ) for some j ∈ [d]. In such a case,M is
a Cayley map with Cayley group −1((G)j )/Ge and distribution of inverses  = ().
Proof. By Theorem 2.2,M is a Cayley map if and only if there is a regular homomorphism
f from M onto a d-valent one-vertex map M ′ = M ′(′, ′). However, as pointed out in
the paragraph preceding Theorem 2.2, the dart set ofM ′ can be identiﬁed with the set [d]
and we may set ′ = ; the dart group G′ = 〈′, ′〉 of M ′ then becomes a subgroup
of Sym[d]. Let j ∈ [d] be the dart for which f (e) = j . According to Proposition 3.3, a
regular homomorphism f : M → M ′ with f (e) = j exists if and only if there is a group
homomorphism  : G → Sym[d] such that () = ′, () = ′, and Ge−1((G)j );
moreover, f is then associated with the subgroup H  −1((G)j )/Ge. Recalling the
proof of Theorem 2.2, the map M has Cayley group H and distribution of inverses given
by the (involutory) permutation ′ = () ∈ Sym[d]. 
Example. We know from the example following Proposition 3.1 that the dart group G of
Mm,n is
G(k) = 〈,  : 4 = 2 = ()4 = (2)k = 1〉,
where k = lcm{m, n}, that K = 〈2, 〉G(k) and that K  Zk × Zk . Since G/K is
isomorphic to the cyclic group 〈〉, we can view the canonical isomorphism as mapping 
to  and  to 2 = (1 3)(2 4). We have also shown for a U-dart e that Ge = 〈2, 〉.
Therefore, as expected,Mm,n is a Cayley map CM(H,X, )withH  K/Ge  Zm×Zn
and distribution of inverses  = (1 3)(2 4).
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If we wish to specify the distribution of inverses in advance, we have the following
obvious corollary.
Corollary 4.2. LetM be a d-valent map with dart groupG = 〈, 〉 and let e be a dart of
M . ThenM is a Cayley map with a given distribution of inverses  if and only if there is a
group homomorphism  : G → Sym[d] for which () =  and () =  and such that
Ge−1((G)j ), for some j ∈ [d].
The above results can be turned into a characterization of Cayley maps stated purely in
terms of dart groups, without reference to any homomorphisms, as follows.
Theorem 4.3. LetM be a map with dart groupG = 〈, 〉 and let e be a dart ofM . Then,
M is a Cayley map if and only if there exists a subgroup K of G such that K · 〈〉 = G,
K ∩ 〈〉 = {1G}, and GeK . In such a case the Cayley group is K/Ge.
Proof. Let M be a d-valent Cayley map. By Theorem 4.1 there is group homomorphism
 : G → Sym[d] for which () =  and such that, for some j ∈ [d], Ge−1((G)j ).
Set K = −1((G)j ); then GeK .
Suppose i ∈ K , for some i ∈ [d]. Then we have i = (i ) ∈ (G)j , that is,
j = j ((i )) = ji . This is possible only if i = d, whence K ∩ 〈〉 = {1G}.
Let  be an arbitrary element of G and let i ∈ [d] be such that j() ≡ j + i(mod d).
Then, j(−i ) = (j + i)(−i ) = j , and so (−i ) ∈ (G)j , that is, −i ∈ K , and
 ∈ Ki . This shows that⋃i∈[d]Ki = G, i.e., K · 〈〉 = G.
Conversely, let G contain a subgroup K such that K · 〈〉 = G, K ∩ 〈〉 = {1G}, and
GeK; let d be the order of  in G. Deﬁne  : G → Sym[d] by letting () be the
permutation  that is deﬁned by Ki = K(i). It is easy to see that  is a group
homomorphism. Taking  = , we get i = i + 1, so () = .
Moreover, since d = 1, for each  ∈ G we have d = d if and only if  ∈ K . Thus,
K coincides with −1((G)d). As GeK = −1((G)d), the homomorphism  has all
the properties stated in Theorem 4.1, which proves thatM is a Cayley map. 
LetM be a d-valent Cayleymapwith dart groupG. It is not completely obvious how to re-
cover the generating sequenceX (i.e., a representation ofM as a Cayley mapCM(H,X, ))
from the homomorphism  : G→ Sym[d]. Before we explain how to recover X, note that
Theorem 4.1 impliesH = K/Ge, whereK = −1((G)j ). Therefore, the left translations
in the representationM = CM(H,X, ) to be constructed will correspond to the map au-
tomorphisms A¯ : e → e, for  ∈ K (and for any  ∈ G). In particular, if we make u
the vertex that is labelled 1H in the Cayley map, then the generators in X will correspond
to the left translations that take u onto its neighbors.
More explicitly, let e′ = ei be a dart from u to some other vertex v. Our goal is to
compute the generator that labels e′. Let  ∈ K be such that v¯ = vGe yields the left
translation A¯ that takes u to v. Since e′ emanates from v, A−1v¯ (e′) emanates from u, so
there is an i′ ∈ [d] such that A−1¯ (e′) = ei
′
.
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By the deﬁnition of A¯, ei = e′ = A¯(ei′) = ei′ . Thus, e = ei−i′ . SinceGe
is normal in K , Ge = (i−i′)Ge. Thus, in the Cayley representation ofM , the dart ei
is assigned the label ¯ = (i−i′)Ge.
Butwe can bemore precise and determine i′. The grouphomomorphism : G→ Sym[d]
induces a regular map homomorphism f :M → M1, whereM1 is the one-vertex map with
dart set {1, 2, . . . , d}, rotation 1 = , and dart-reversing involution 1 = () = .
Explicitly, f is given by ﬁrst choosing j ∈ [d] such that Ge−1((G)j ), deﬁning f (e)
to be j , and, for ∈ G,f (e) = f (e)(). (To see thatf iswell-deﬁned, suppose e = e′.
Then ′−1 ∈ Ge, so j(′−1) = j , i.e., f (e)(′−1) = f (e). Thus, f (e) = f (e′),
as required.)
If A is any left translation, then A(ei′) = ei if and only if f (ei′) = f (epi). Since
f (e) = j and f (e) = f (e)(), we have (modulo d) that j + i′ = ji′1 = f (e)(i
′
) =
f (ei
′
) = f (ei) = f (e)(i) = ji1 = (j + i). Thus, i′ = (j + i) − j , and the
generator on the dart ei is i(j−(j+i))Ge ∈ H .
If Ge−1((G)j ) and e′ = ed−j , then Ge′ = jGe−j and −1((G)d) =
j−1((G)j )−j , so Ge′−1((G)d). Therefore, we can choose e so that j = d, in
which case the generator on the dart ei has the form i−iGe. Now the cyclic sequence
of generators around the vertex u is simply −1Ge, 2−2Ge, . . . , d−dGe.
Wecanget evenmore information from this. It is an easy induction to verify that {i−i :
i = 1, 2, . . . , d} is a generating set for −1((G)d). Furthermore, assuming Ge is a sub-
group of −1((G)d), it is a normal subgroup if and only if, for each  ∈ Ge and each
i ∈ [d], ei−i  = ei−i. Letting ei = ei−i, this is equivalent to ei = ei .
Thus, Ge is a normal subgroup of −1((G)d) if and only if, for each i, Ge = Gei . This
in turn is equivalent, by Proposition 3.1(3), to the existence, for each i, of automorphisms
taking e to each ei .
In summary, we have:
Proposition 4.4. For any mapM = M(, ) with dart groupG and group homomorphism
 : G→ Sym[d] such that () =  and () = :
(1) The elements i−i generate −1((G)d).
(2) Let e be a dart such that Ge−1((G)d). Then Ge is a normal subgroup of −1
((G)d) if and only if, for each i, there is an automorphism of M taking e to ei−i.
(3) If Ge−1((G)d), then M = CM(H,X, ), with H = −1((G)d)/Ge and X =
(x1, x2, . . . , xd), where, for i = 1, 2, . . . , d, xi = i−iGe.
Example. We can use the above information to determine all the ways in which the maps
Mm,n can be Cayley maps. By Corollary 4.2, it sufﬁces to determine all the homomor-
phisms  : G → Sym[4] such that  = (). Since  is an involution,  = () (which,
together with , completely determines the homomorphism) must also be an involution. Up
to conjugation by , there are only the ﬁve possibilities  = 1[4], (1 2), (1 3), (1 2)(3 4) and
(1 3)(2 4). In each case, we must determine whether  actually is a homomorphism and if
Ge−1((G)4).
Cayley maps in the torus have a long history and are discussed in detail by Gross and
Tucker [13]. In particular, Theorem 6.3.3 in [13] classiﬁes by partial presentations all groups
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having a toroidal Cayley map, and the corollary of this result relates these groups to Eu-
clidean space (or crystallographic) groups. In each ot the cases below, we give a partial
presentation for the underlying Cayley group H , together with a reference to the corre-
sponding presentation from [13] (e.g., GTb1 means presentation (b1) from Theorem 6.3.3)
and the corresponding Euclidean space group (using the standard notation p1, p2, etc., as
in [13] or [8]).
For J ∈ {U,R,D,L}, let J denote the set of all darts ot the form eJi,j , i ∈ [m], j ∈ [n].
If, e, e′ ∈ U ∪D or e, e′ ∈ R ∪ L, then there is an automorphism ofMm,n taking e to e′.
The function e → e stabilizes both U ∪ D and R ∪ L, while e → e interchanges
U ∪ D and R ∪ L. Thus  ∈ G stabilizes both U ∪ D and R ∪ L if and only if the sum
of the exponents of  in  (when expressed as a word in  and ) is even. Recall that
k = lcm{m, n}.
Case 1:  = 1[4]. We see that ()4 = 1[4]. However,
(2)k = 2k,
which is 1[4] if and only if k is even. Since  /∈ (G)4, −1((G)4) is generated by ,
3, 22 and 3. Note that this implies  ∈ −1((G)4) if and only it the sum of the
-exponents of  is divisible by 4.
ForGe to be a subgroup of −1((G)4), we must have both (2)n and ()m to be in
−1((G)4). This happens exactly when m and n are both even. Since all the elements of
−1((G)4) have even sum of -exponents, Ge is a normal subgroup of −1((G)4).
It is possible to show that theCayley groupH = −1((G)4) is isomorphic to the iterated
split extension ((Zm/2 × Zn/2) ∗1 Z2) ∗2 Z2, where (((a, b), c), d) ∗ (((a′, b′), c′), d ′) =
(((a + (−1)c((−1)da′ + dc′), b + (−1)c((−1)db′ − dc′)), c + c′), d + d ′), and X =
(x1, x2, x3, x4), where x1 = (((0, 0), 0), 1), x2 = (((0, 0), 1), 0), x3 = (((1, 0), 0), 1), and
x4 = (((0, 1)1), 0).
Thus, a partial presentation of H is
H = 〈x1, x2, x3, x4 : x21 = x22 = x23 = x24 = x1x2x3x4 = 1, . . .〉.
(This is presentation GTb1 with x1 = x, x2 = y, x3 = z, and x4 = xyz; it is space group
type p2.)
Case 2:  = (12). Note that  = (2 3 4), so ()4 = 1[4]. Thus, is not a homomorphism.
Case 3:  = (13). In this case,  = (1 2)(3 4) and 2 = (24), so  is a homomorphism
if and only if k is even.We know that−1((G)4) is generated by , , 22 and 33.
Hence ()t is in−1((G)4) for every t ; in order forGe to be a subgroup of−1((G)4),
we need (2)n (or (2)m) to be in −1((G)4). We note that (2)2s = (22)s is
in −1((G)4), while (2)2s+1 = (2)2s2 is not in −1((G)4), since 2 is not in
−1((G)4). Since k is even, at least one of m and n is even, so at least one of GeU0,0 and
GeR0,0
is a subgroup of −1((G)4).
Moreover, every element of −1((G)4) has even sum of -exponents, so any Ge that
is a subgroup of −1((G)4) is a normal subgroup.
In this case, we may assume without loss of generality that n is even. The groupH is the
semidirect product (Zm×Zn/2)∗Z2, where ((a, b), c)∗ ((a′, b′), c′) = ((a+ (−1)ca′, b+
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(−1)cb′), c + c′), X = (x1, x2, x3, x4), with x1 = ((−1, 0), 0), x2 = ((0, 0), 1), x3 =
((1, 0), 0), and x4 = ((0, 1), 1).
Thus, a partial presentation for H is
〈x1, x2, x4 : x22 = x24 = (x2x1)2 = (x4x1)2 = 1, . . .〉.
(This is presentation GTb2 with x1 = x−13 = x, x2 = y, and x4 = z; it is space group type
p2.)
Case 4:  = (1 2)(3 4). It is easy to check that  is a homomorphism as long as k is even.
Here −1((G)4) is generated by , 2, 23, and 3. Since these do not have even
sum of -exponents,Mm,n can be a Cayley map only if it is regular, i.e., only if m = n.
Since k is even, m = n must be even.
In the regular case, all the Ge are trivial, so they are automatically normal subgroups of
−1((G)4).
It turns out the Cayley group H is the semidirect product (Zm/2 × Zm/2) ∗ Z4, where
((a, b), c) ∗ ((a′, b′), c′) = ((a + (−1)c/2a′, b + (−1)c/2b′), c + c′) if c is even, and
((a, b), c) ∗ ((a′, b′), c′) = ((a + (−1)(c−1)/2b′, b + (−1)(c+1)/2a′), c + c′) if c is odd.
The generating sequence X = (x1, x2, x3, x4) has x1 = ((0, 0), 1), x2 = ((0, 0), 3),
x3 = ((1, 0), 1), and x4 = ((0, 1), 3). (This is partial presentation GTd with x1 = x−12 and
x3 = x−14 = u, where the generator y in GTd is given by y = xu; it is space group type
p4.)
Case 5:  = (1 3)(2 4). This case has been studied earlier, following Theorem 4.1. The
Cayley groupH  Zm×Zn is abelian and is generated by x1 = x−13 = x and x2 = x−14 = y
(which is presentation GTa and space group p1).
Theorem 4.3 has a “mate” stated in terms of subgroups of the map automorphism group;
however, one has to assume vertex-transitivity.
Theorem 4.5. Let M be a vertex-transitive map and let QAut(M) be the stabilizer of
some vertex ofM . ThenM is a Cayley map if and only if there is a subgroup K of Aut(M)
such that K ·Q = Aut(M) and K ∩Q = {1M}.
Proof. IfM = CM(H,X, ), then we may take K = HL, the group of left translations.
Conversely, suppose Q stabilizes the vertex v, and w is any vertex of M . There is an
automorphism of the form kq, for some k ∈ K and q ∈ Q, such that w = kq(v) = k(v),
so K is transitive on vertices. Now suppose that k ∈ K and k(w) = w. There is a k¯ ∈ K
such that k¯(v) = w, so k¯−1kk¯(v) = v. Hence k¯−1kk¯ ∈ K ∩Q, so k¯−1kk¯ = 1M , whence
k = 1M . 
Theorem 4.5 yields the “automorphism mate” of Theorem 4.1, as follows.
Theorem 4.6. Let M be a vertex-transitive map, let QAut(M) be the stabilizer of some
vertex ofM and let q = |Q|, ThenM is a Cayley map if and only if there is a homomorphism
 : Aut(M)→ Sym[q] andQ = 〈B〉 for some automorphism B ∈ Q such that (B) = .
Proof. By Theorem 4.5,M is a Cayley map if and only if Aut(M) contains a subgroup K
such that K · Q = Aut(M) and K ∩ Q is trivial, where Q is the stabilizer in Aut(M) of
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some vertex v of the map. Since map automorphisms preserve orientation, the only map
automorphisms in Q are rotations about v, and hence the group Q is cyclic; let B be a
generator ofQ (of order q).
Using the same method as in the proof of Theorem 4.3 it is now easy to show that
the existence of the subgroup K and Q = 〈B〉 is equivalent to the existence of a group
homomorphism  : Aut(M)→ Sym[q] such that (B) = . 
Example. Consider the mapMm,n for m = n. Its automorphism group is generated by
the automorphisms A (eJi,j → eJi+1,j ), B (eJi,j → eJi,j+1), and C (eJi,j → eJ	−i,−j ) (recall
	 = (UD)(RL)). Since AC = CA−1, BC = CB−1, and AB = BA, Aut(Mm,n) is
isomorphic to the split extension (Zm × Zn) ∗ Z2 in which
(i, j, k) ∗ (i′, j ′, k′) = (i + (−1)ki′, j + (−1)kj ′, k + k′),
via the identiﬁcation A = (1, 0, 0), B = (0, 1, 0), and C = (0, 0, 1).
We see that C generates the stabilizer of v0,0 and has order 2. Thus we are looking
for homomorphisms  : Aut(M) → Sym[2] such that (C) = (1 2). There are only
four possibilities: A,B → 1[2]; A → 1[2], B → (1 2); A → (1 2), B → 1[2]; and
A,B → (1 2).
Case 1: A,B → 1[2]. Here H = −1((Aut(M))2) = 〈A,B〉  Zm × Zn.
Case 2: A → 1[2], B → (1 2). Since B has order n, we must have n even for this to be a
homomorphism. This time,H = −1((Aut(M))2) = 〈A,B2, BC〉  (Zm×Zn/2) ∗Z2,
where ((i, j), k) ∗ ((i′, j ′), k′) = ((i + (−1)ki′, j + (−1)kj ′), k + k′).
Case 3: A → (1 2), B → 1[2]. Completely analogous to Case 2.
Case 4:A,B → (1 2). Here bothm and nmust be even.We seeH = −1((Aut(M))2)
= 〈A2, B2, BC,AC〉  ((Zm/2×Zn/2)∗1Z2)∗2Z2, where (((i, j), k), ))∗ (((i′, j ′), k′),
)′) = (((i + (−1)k((−1))i′ + )k′), j + (−1)k((−1))j ′ − )k′), k + k′), )+ )′).
In the event m = n, the automorphism E that rotates 90◦ about v0,0 replaces C in
the above discussion. Here E has order 4, so Sym[4] replaces Sym[2] as the range of the
homomorphism. We leave the analysis of this case to the interested reader.
5. Balanced maps and antibalanced maps
Two types of distributions of inverses  have received particular attention in the study of
CayleymapsM = CM(H,X, ).A distribution of inverses is balanced if the inverse x(i+1)
of the successor xi+1 of xi is the successor xi+1 of the inverse xi of xi , and antibalanced
if the inverse x(i+1) of the successor xi+1 of xi is the predecessor xi−1 of the inverse
xi of xi . (Thus, when there are no repeated generators, if x, y is a consecutive pair in the
sequence of generators, then “balanced’’ implies x−1, y−1 is also a consecutive pair, while
“antibalanced’’ implies y−1, x−1 is a consecutive pair.) For d2, these notations coincide.
In order for later claims about antibalanced maps to be correct, we shall further require that
d3 holds for amap to be antibalanced. IfX = (x1, x2, . . . , xd) has distribution of inverses
, then M is balanced if (i + 1) ≡ i + 1 (mod d) for each i ∈ [d] and antibalanced if
(i+ 1) ≡ i− 1(mod d) for any i ∈ [d]. (The two notions were introduced in [40,41] and
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the corresponding Cayley maps were characterized in terms of certain automorphism-like
bijections of H onto itself which we shall mention in Section 6.)
Example. The Cayley map for Mm,n with  = (1 3)(2 4) is balanced. The map of the
icosahedron introduced earlier has  = (1 2)(3 4)(5), which is neither balanced nor an-
tibalanced. Following Proposition 7.7, we will show that no Cayley map isomorphic to the
icosahedron is balanced or antibalanced.
Example. The Cayley map forMm,n when  = (1 3) (so at least one of m and n must be
even—see Case 3 of the long example in Section 4) is antibalanced.
It is useful to interpret “balanced’’ and “antibalanced’’ in terms of  and  as elements
of Sym[d]. Since right multiplication by  takes i to i + 1, the equation (i + 1) = i+ 1
is equivalent to i = i, i.e., the distribution of inverses being balanced is equivalent to
 = . The only elements of Sym[d] conjugating  to itself are powers of  (recall that
since  = (1 2 . . . d), for any  ∈ Sym[d], −1 = (1 2 . . . d)). Thus, a map is
balanced if and only if  = 1[d] or  = d/2. If one views the symbols 1, 2, . . . , d arranged
in a circle, the case  = d/2 corresponds to a rotation through 180◦. In both balanced cases,
the subgroup of Sym[d] generated by  and  is cyclic of order d.
Similarly, a map is antibalanced if and only if  = −1. Thus, a map is antibalanced if
and only if the subgroup of Sym[d] generated by  and  is dihedral of order 2d. In terms
of a circular arrangement of the symbols 1, 2, . . . , d, a map is antibalanced if and only if 
is a reﬂection across a diameter of this circle.
This gives us our characterization of balanced and antibalanced Cayley maps.We hence-
forth denote by Dd the dihedral group 〈a, b : ad = b2 = (ab)2 = 1〉 of order 2d.
Theorem 5.1. Let M be a d-valent map with dart group G = 〈, 〉 and dart e. Then:
(1) M is a balanced Cayley map if and only if there is a homomorphism  : G → Zd
such that () = 1 and GeKer().
(2) If d3, thenM is an antibalanced Cayley map if and only if there is a homomorphism
 : G→ Dd such that () = a, () = b, and Ge−1({1, bak}) for some k ∈ [d].
Proof. This is an immediate consequence of Theorem 4.1 and the interpretation of balanced
and antibalanced in terms of the subgroup of Sym[d] generated by  and . 
From the ﬁrst part of the previous theorem we have the following corollary.
Corollary 5.2. Let M be a map with dart group G = 〈, 〉 and let e be a dart of M. Then
M is a balanced Cayley map if and only if there exists a normal subgroup K of G such that
K · 〈〉 = G, K ∩ 〈〉 = {1G} and Ge is normal in K.
Proof. LetM be a balanced Cayley map.According to part (1) of Theorem 5.1, there exists
a homomorphism  : G → Zd such that () = 1 and Ge is normal in Ker(). Let
K = Ker(), so KG and GeK . It is easy to check that K ∩ 〈〉 is trivial and that the
union of the cosets K,K, . . . , Kd−1 is G.
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Conversely, suppose KG, K · 〈〉 = G, K ∩ 〈〉 = {1G} and GeK . Then the
homomorphism  : G → G/K = {K,K, . . . , Kd−1}  Zd , in conjunction with part
(1) of Theorem 5.1, shows thatM is a balanced Cayley map. 
In the ﬁnal part of this section we turn our attention to regular Cayley maps. As easy
consequences of Theorems 4.1 and 4.3 we have:
Corollary 5.3. Let M be a regular d-valent map with dart group G = 〈, 〉. Then, the
following three statements are equivalent:
(1) M is a Cayley map.
(2) There exists a subgroup K of G such that K · 〈〉 = G and K ∩ 〈〉 = 1G.
(3) There exists a group homomorphism  : G→ Sym[d] such that () = .
Proof. By Proposition 3.2, the map M is regular if and only if the stabilizer Ge is trivial.
Equivalence (1)⇔ (2) now follows from Theorem 4.3 and (1)⇔ (3) from Theorem 4.1.

In the special case of regular Cayley maps that are balanced or antibalanced, we have the
following characterization.
Corollary 5.4. Let M be a regular d-valent map with dart group G = 〈, 〉. Then,M is a
balanced (antibalanced, if d3) Cayley map if and only if there exists a homomorphism
 : G→ Sym[d] such that () =  and (G) is a cyclic group of order d (dihedral group
of order 2d). Furthermore, M is a balanced Cayley map if and only if there is a normal
subgroup K of G such that K · 〈〉 = G and K ∩ 〈〉 = {1G}.
Proof. For regular maps Ge is trivial, so the result is an immediate consequence of Corol-
laries 5.2 and 5.3. 
An automorphism-type characterization of balanced regular Cayley maps will also be
handy later.
Corollary 5.5. Let M = CM(H,X, ) be a regular Cayley map. Then M is balanced if
and only if the group HL  H of left translations is a normal subgroup of Aut(M).
Proof. As Ge is trivial, in the isomorphism G → Aut(M) given by Proposition 3.1, the
group HL corresponds to a subgroup K of the dart group G such that K · 〈〉 = G and
K ∩ 〈〉 = 1G. The result follows from Corollary 5.4. 
We conclude this section with a few facts about regular tessellations of simply connected
surfaces. For given positive integers d and ) the group T (d, )) = 〈x, y : xd = y2 =
(xy)) = 1〉 is the (d, ))-triangle group. It is a ﬁnite group if and only if 1/d + l/) > 1/2.
See [8].
Consider now the regular map M = Map〈x, y〉 of valence d and covalence ) that
corresponds to the right G-space (G,G) for G = T (d, )). Due to the fact that in the
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presentation of G = T (d, )) there are no additional independent relations, the supporting
surface for the map M is simply connected; it is the sphere, Euclidean plane, or hyper-
bolic plane, depending on whether 1/d + 1/) is greater than, equal to, or less than 1/2,
respectively.
In all cases this regularmapM is theuniversal (d, ))-tessellation; it is (up to isomorphism)
uniquely determined by the parameters d and ) (see further comments in Section 8). It
follows from the above discussion that every d-valent, )-covalent regular map is regularly
covered by the universal (d, ))-tessellation. In this sense every regular map has a geometry
associated with it, and understanding regular maps is the same as understanding normal
subgroups of triangle groups. See [24].
Example. The (4,4)-tessellation is the integer lattice in the plane. Its dart group (which is
isomorphic to its automorphism group) is the triangle group 〈x, y : x4 = y2 = (yx)4 = 1〉.
To obtain the dart groupG ofMm,n, we have to divide out by the normal closure of (yx2)k
where k = lcm{m, n}. The generic regular map forMm,n isMk,k .
We shall see that if a Cayley map is covered by a particular universal tessellation, then
the tessellation is also Cayley (Proposition 7.1). Thus, it is of interest to know when a
universal tessellation is a Cayley map. Our previous results have made this quite straight-
forward.
Corollary 5.6. Let  be an involution on the set [d]. The universal (d, ))-tessellation M
is a Cayley map with distribution of inverses  if and only if the order of  divides ). In
particular, there exists a  such that M is a balanced Cayley map if and only if either d
divides ), or d/2 is odd and d/2 divides ). For d3, there exists a  such that the map M
is an antibalanced Cayley map if and only if ) is even.
Proof. The dart group of the universal (d, ))-tessellation M is the (d, ))-triangle group
G = 〈,  : d = 2 = ()) = 1〉. Let k be the order of the product of the permutations 
and . SinceM is regular, everyGe is trivial. Thus, by Corollary 4.2,M is a Cayleymapwith
 as its distribution of inverses if and only if there is a homomorphism : G→ Sym[d] such
that() =  and() = . The assignment →  and  →  extends to a homomorphism
G→ Sym[d] if and only if the relations given forG are satisﬁed in Sym[d], which is clearly
the case if and only if k is a divisor of ).
To clarify the balanced and the antibalanced cases we use Corollary 5.4, according to
which the (regular) mapM is balanced if and only if there exists a homomorphism  from
G onto Sym[d] that takes  to  and  either to the identity or to m if d = 2m. Now, a
homomorphism  as above that takes  to the identity (which corresponds to the involutory
balanced case) exists if and only if the relation corresponding to ()) = 1 is satisﬁed when
 and  are replaced by the identity and , that is, if and only if ) = 1, which is equivalent
to the condition that d divides ). Similarly, if d = 2m, a homomorphism  as above for
which () = m (the other balanced case) exists if and only if (m)) = 1, which happens
if and only if d = 2m divides (1 + m)). If m is even then this happens if and only if 2m
divides ), since 2m and (1+m) are relatively prime. If m is odd, this happens if and only
if m divides ), since (1+m) is even.
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Finally, the map M is antibalanced if and only if there is a homomorphism from G to
the dihedral group 〈a, b : ad = b2 = (ab)2 = 1〉 taking  to a and  to b; clearly this is
possible if and only if 2 divides ). 
As a consequence of the method used in the ﬁrst part of the preceding proof we have
a simple but useful necessary condition for a map of given valence and covalence to be a
Cayley map.
Corollary 5.7. Let d3 and )2. If a d-valent and )-covalent map is a Cayley map, then
) has a divisor t such that 2 td .
We note that the assertion fails for d = 2, as the examples of the odd polygons in the
plane show.
Proof. Let a mapM of valence d3 and covalence )2 with dart group G = 〈, 〉 be a
Cayley map for some distribution of inverses . By Corollary 4.2, there exists a homomor-
phism  : G→ Sym[d] such that () =  and () = .
As ()) = 1G, a necessary condition for the existence of  is that the order k of  be
a divisor of ). Since d3, ()() is not the identity, so in this product there is at least
one cycle of length t such that 2 td , and so k (and hence )) is divisible by t . 
In Theorem 10.1 we will, among other things, show that the converse holds for universal
tessellations: for d3, )2, the universal (d, ))-tessellation is a Cayley map if and only
if ) has a nontrivial divisor not exceeding d . Note that by Corollary 5.7 the dodecahedron
is not a Cayley map; in fact, it is known that the underlying graph for the dodecahedron
map is not even a Cayley graph. This latter fact also follows from our results in Section
10. Since the icosahedron is a Cayley map, we see that dual maps of regular Cayley maps
need not be Cayley maps. Other questions of a similar type will be considered in Section 8
as well.
6. Isomorphisms and automorphisms of Cayley maps
In the previous section, we found necessary and sufﬁcient conditions for a map M to
be a Cayley map. In particular, we found conditions for deciding whether a regular map
is a Cayley map. In the reverse direction it would be of interest to have necessary and
sufﬁcient conditions for a Cayley map to be regular. Although the problems sound very
similar, we shall see that the answers are quite different. One reason for this is that in the
second problem we have the Cayley map as input, and so we expect conditions in terms of
the Cayley group, the generating set and the dart-reversing involution only. The results turn
out to be consequences of a detailed investigation of the automorphism groups of Cayley
maps.We begin here with addressing the problem of isomorphism of Cayley maps ﬁrst; this
will provide a natural setting for the study of the structure of the automorphism groups of
Cayley maps later in this section. This section is largely based on the paper by Jajcay and
Širánˇ [20].
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Let M1 = CM(H1, X1, 1) and M2 = CM(H2, X2, 2) be two d-valent Cayley maps,
with X1 = (x(1)1 , x(1)2 , . . . , x(2)d ) and X2 = (x(2)1 , x(2)2 , . . . , x(2)d ). For j = 1, 2, let Dj be
the dart set of Mj and let j and j be the rotation and dart-reversing involution of Mj .
Recall that a map isomorphism of M1 and M2 is a bijection f : D1 → D2 such that
f ((h, i)1) = (f (h, i))2 and f ((h, i)1) = (f (h, i))2 for any dart (h, i) ∈ D1. (We
point out that f may exist also in the case when the groupsH1 andH2 are not isomorphic, as
we saw when determining Cayley groups for the mapsMm,n in Section 4.) In what follows
we investigate the properties of such an isomorphism f more fully.
Deﬁne the functions  : D1 → H2 and m : D1 → Zd by f (h, i) = ((h, i),m(h, i)).
Since f ((h, i)1) = f (h, i + 1) = ((h, i + 1),m(h, i + 1)) and (f (h, i))2 = ((h, i),
m(h, i))2 = ((h, i),m(h, i)+ 1) for each dart (h, i) ∈ D1 we have
(h, i + 1) = (h, i) and m(h, i + 1) = m(h, i)+ 1.
Thus, is independent of i and we can deﬁne : H1 → H2 by(h) = (h, i). As f is an
isomorphism,  is a bijection from H1 onto H2. Also, we can deﬁne |h| by |h| = m(h, d),
from which we get m(h, i) ≡ |h| + i (mod d). With this new notation, we have
f (h, i) = ((h), |h| + i) for any (h, i) ∈ D1. (1)
By vertex-transitivity we may assume that f takes the vertex labelled 1H1 to the vertex
labelled 1H2 . Let t ∈ [d] be such that f (1H1 , d) = (1H2 , t). Then (1H1) = 1H2 and
|1H1 | = t .
Similarly, we have f ((h, i)1) = f (hx(1)i , i1) = ((hx(1)i ), |hx(1)i |+i1) and (f (h, i))
2 = ((h), |h| + i)2 = ((h)x(2)|h|+i , (|h| + i)2). Therefore, for each dart (h, i) of M1
we obtain (hx(1)i ) = (h)x(2)|h|+i and
|hx(1)i | + i1 = (|h| + i)2. (2)
Motivated by these observations, for Cayley maps M1 = CM(H1, X1, 1) and M2 =
CM(H2, X2, 2), a function | · | : H1 → Zd is a (1, 2)-norm if
|hx(1)i | + i1 ≡ (|h| + i)2 for each h ∈ H1 and i ∈ Zd .
The associated rotary function is a bijection  : H1 → H2 such that for every h ∈ H1 and
i ∈ Zd ,
(1H1) = 1H2 and (hx(1)i ) = (h)x(2)|h|+i . (3)
An important point to note is that these deﬁnitions make no reference to map isomorphisms.
We can now state the basic result on isomorphisms of Cayley maps.
Theorem 6.1. The mapsM1 = CM(H1, X1, 1) andM2 = CM(H2, X2, 2) of valence d
are isomorphic if and only if there exists a (1, 2)-norm | · | : H1 → Zd and an associated
rotary function  : H1 → H2.
Proof. Necessity follows from the analysis above. For sufﬁciency, a routine veriﬁcation
shows that the function f deﬁned by f (h, i) = ((h), |h| + i) is an isomorphismM1 →
M2. 
R.B. Richter et al. / Journal of Combinatorial Theory, Series B 95 (2005) 189–245 217
To note an immediate consequence of Theorem 6.1, assume that M1 contains a pair
of repeated generators x(1)i = x(1)j for i = j . Then for any rotary function  and any
h ∈ H1 we have (hx(1)i ) = (hx(1)j ), which implies that (h)x(2)|h|+i = (h)x(2)|h|+j , and
so x
(2)
|h|+i = x(2)|h|+j . It follows that any Cayley mapM2 isomorphic toM1 must also have a
pair of repeated generators. (This observation is also clear from the observation that repeated
generators is equivalent to parallel darts, whosemap homomorphic images are still parallel.)
Example. From the discussion in Section 4 we have seen that the map Mm,n can be
endowed with a Cayley structure in four essentially different ways. To get an idea what
the corresponding norms and rotary functions look like, let m = n be even and let M1 =
CM(H1, X1, ) andM2 = CM(H2, X2, 2) be the Cayley maps referred to as Cases 4 and
5, respectively, in the example following Proposition 4.4. There we had H1 = (Zm/2 ×
Zm/2) ∗ Z4, X1(x(1)1 , x(1)2 , x(1)3 , x(1)4 ), where x(1)1 = ((0, 0), 1), x(1)2 = ((0, 0), 3), x(1)3 =
((1, 0), 1), x(1)4 = ((0, 1), 3) for M1 with 1 = (1 2)(3 4), and H2 = Zm × Zm, X2 =
(x
(2)
1 , x
(2)
2 , x
(2)
3 , x
(2)
4 ), x
(2)
1 = (1, 0), x(2)2 = (0, 1), x(2)3 = (−1, 0), x(2)4 = (0,−1) forM2,
where 2 = (1 3)(2 4).
To see that the two maps are isomorphic using Theorem 6.1 one can take the (1, 2)-
norm deﬁned by |((a, b), c)| = c ∈ Z4. The associated rotary function  : H1 → H2 is
then given by ((a, b), c) = (−2a,−2b) + c where c = (0, 0), (1,0), (1,1) or (0,1) for
c = 0, 1, 2, or 3, respectively.
One of the most interesting questions here is under what conditions a map isomorphism
of two Cayley maps reduces to a group isomorphism of the corresponding Cayley groups.
To the best of our knowledge this question has not been considered before in such generality.
One special casewas proved in [41],where it is shown that twobalanced regularCayleymaps
CM(H,X1, 1) and CM(H,X2, 2) of valence d on the same group and with 1 = 2 are
isomorphic if and only if there exists a group automorphism ofG such that(x(1)i ) = x(2)i+t
for all i ∈ [d] and some ﬁxed t . We generalize this by removing the regularity assumption
and allowing the two groups to be different.
Theorem 6.2. LetM1 = CM(H1, X1, 1)andM2 = CM(H2, X2, 2)be balancedCayley
maps of valence d, with 1 = 2. Then M1 is isomorphic to M2 if and only if there exists
a group isomorphism  : H1 → H2 such that (x(1)i ) = x(2)i+t for all i ∈ [d] and a ﬁxed
t ∈ [d].
It follows that two balanced Cayley maps that have the same “pattern of balance’’ but
different Cayley groups can never be isomorphic.
Proof. Let M1 and M2 be isomorphic and let | · | : H1 → Zd and  : H1 → H2 be
the corresponding (1, 2)-norm and rotary function that satisfy (2) and (3). Because the
Mi are balanced, i1 = i2 = i + c, where either c = 0 or c = d/2. Thus, (2) implies
|hx(1)i | = |h| for all h ∈ H1 and x(1)i ∈ X1 which means that |h| ≡ t , for some t ∈ [d].
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From (3) we obtain (hx(1)i ) = (h)x(2)i+t , which easily implies that the rotary function  :
H1 → H2 is a group homomorphism. Since any rotary function is a bijection,  is a group
isomorphism.
Conversely, suppose  : H1 → H2 deﬁned by (hx(1)i ) = (h)x(2)t+i is a group isomor-
phism. Deﬁne | · | : H1 → Zd by |h| = t . Then Theorem 6.1 shows that M1 and M2 are
isomorphic. 
We comment that everything that has been done to this point can also be done for homo-
morphisms rather than isomorphisms. In particular, in Theorem 6.2 there is a map homo-
morphism fromM1 ontoM2 if and only if there is a corresponding group homomorphism
from H1 onto H2.
If bothM1 andM2 are regular, then the computations leading to Theorem 6.1 show that
we may take t = d; we state this as a separate result.
Corollary 6.3. Let M1 = CM(H1, X1, 1) and M2 = CM(H2, X2, 2) be regular bal-
anced Cayley maps of valence d, with 1 = 2. ThenM1 is isomorphic toM2 if and only if
there exists a group isomorphism  : H1 → H2 such that (x(1)i ) = x(2)i for all i ∈ [d].
The examples Mm,n—in particular, Cases 1 and 5 discussed after Proposition 4.4—
show that one cannot omit the assumption 1 = 2 in Theorem 6.2. Nevertheless, there is an
important class of Cayley maps where even this assumption may be dropped provided that
the Cayley groups are Abelian; the result is a slight generalization of Theorem 2 of [26]. A
map is complete if its underlying graph is a (simple) complete graph.
Theorem 6.4. LetM1 = CM(H1, X1, 1) andM2 = CM(H2, X2, 2) be complete Cayley
maps of valence d,whereH1 andH2 are Abelian.ThenM1 is isomorphic toM2 if and only if
for some ﬁxed t ∈ [d] there is a group isomorphism  : H1 → H2 such that (x(1)i ) = x(2)t+ifor each i ∈ [d].
Consequently, any two complete Cayley maps with different Abelian Cayley groups are
automatically non-isomorphic.
Proof (Cf. Korzhik and Voss [26]). Let f (h, i) = ((h), |h| + i) be an isomorphism
M1 → M2 as given by Theorem 6.1. In particular, from the second part of (3) we see that
x
(2)
|h|+i = (h)−1(hx(1)i ) (4)
for each h ∈ H1 and each i ∈ [d].
Since d < |H1| = d + 1, the norm | · | : H1 → [d] cannot be injective, and so there
exist g∗, h∗ ∈ H1 such that g∗ = h∗, h∗ = 1H1 , and |g∗| = |h∗|. By (4), for each i ∈ [d]
we then have (g∗)−1(g∗x(1)i ) = (h∗)−1(h∗x(1)i ). As M1 is a complete map, each
non-identity element of H1 is in X1 and therefore the last equality can be written in the
form (g∗z) = (g∗)(h∗)−1(h∗z) for each z ∈ H1. Taking z = h∗−1, we see that
(g∗h∗−1) = (g∗)(h∗)−1, which yields (g∗z) = (g∗h∗−1)(h∗z) for each z ∈ H1.
Invoking completeness of M1 again, we have g∗h∗−1 = x(1)k for some k ∈ [d]. Denoting
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h∗z by b, we have g∗z = x(1)k b, and so
(x(1)k b) = (x(1)k )(b) for each b ∈ H1. (5)
Now the assumption that both H1 and H2 are Abelian allows us to rewrite (5) in the form
(b)−1(bx(1)k ) = (x(1)k ) for each b ∈ H1. But by (4) the left side of this last equality is
x
(2)
|b|+k , which means that x
(2)
|b|+k = (x(1)k ) for each b ∈ H1. Since X2 contains no repeated
generators it follows that |b| = t for some ﬁxed t and each b ∈ H1.
Letting h = 1H1 in (4), we have (x(1)i ) = x(2)t+i , which together with (4) implies that
(hx(1)i ) = (h)(x(1)i ) for each h ∈ H1 and each i ∈ [d]. It is now easy to see that the
bijection  is an isomorphism of H1 to H2 with the property (x(1)i ) = x(2)t+i for a suitable
t ∈ [d] and each i ∈ [d].
Conversely, if such an isomorphism  : H1 → H2 exists, then the function f : M1 → M2
deﬁned on darts ofM1 by f (h, i) = ((h), t + i) is an isomorphism of the two maps. 
We now proceed to investigate the structure of the automorphism group of a Cayley map.
Much of the material here relies on the ideas of [17], where the theory was developed for
maps whose underlying graph is simple (i.e., without loops, parallel edges or semiedges).
Special attention will be paid to balanced and antibalanced Cayley maps, the regular cases
thereof generalizing slightly the results of [40,41].
The automorphism groupAut(M) of a CayleymapM = CM(H,X, ) has two important
subgroups: the group HL  H of left translations and the stabilizer Q of an arbitrary but
ﬁxed vertex v, which we might as well assume to be the unit element 1H ofH . By Theorem
4.5, HL ∩Q = {1M} and HL ·Q = Aut(M). Thus, in a sense, Aut(M) is a product of HL
andQ. Our objective is to describe this product and identify the automorphisms ofM from
properties of H and  only, without direct reference toM .
We start by investigatingQ. Let e be any dart emanating from 1H and let t be the smallest
positive integer for which there is an automorphism B ∈ Q such that B(e) = et . Then t
is the rotary index ofM . It is easy to see (cf., [17]) that t divides the valence d ofM and B
generatesQ, with order d/t . The automorphism B is the basic generator ofQ.
Example. The mapMm,n has rotary index 2 whenm = n and rotary index 1 whenm = n.
There are two special cases to note immediately.
Observation 6.5. Let M be a map with rotary index t.
(1) t = 1 if and only if M is regular.
(2) If t = d, thenQ = {1M} and Aut(M) = HL.
We shall consider the regular case in further detail at the end of this section.
Now we apply the theory developed for isomorphisms of Cayley maps to the basic
generator B ofQ, interpreting B as an isomorphismM → M that ﬁxes the vertex 1H . By
Theorem 6.1 we have
B(h, i) = ((h), |h| + i)
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for each h ∈ H and each i ∈ [d], where | · | : H → Zd is a -norm that satisﬁes relations
(2) for 2 = 1 = , and  : H → H is the associated rotary function fulﬁlling (3) with
 in place of . (We will reserve the symbol  for rotary functions in the automorphism
context while  will be used in connection with isomorphisms.) Note that the rotary index
t is equal to |1H |.
Since HL ∩ Q = {1M} and HL · Q = Aut(M), each element of Aut(M) is uniquely
expressible as a productAhBk for someAh ∈ HL and k ∈ Zd/t . In particular, the automor-
phism BkAh is Ah′Bk
′
, for some h′ and k′ depending on both h and k.
Note that since BkAh(1H , i) = Bk(h, i), it would be useful to know more about Bk . As
B(h, i) = ((h), |h| + i), for all h and i, a straightforward induction shows Bk(h, i) =
(k(h), |k−1(h)|+|k−2(h)|+· · ·+|(h)|+|h|+i). Set |h|k = |k−1(h)|+|k−2(h)|+
· · · + |(h)| + |h|, so that Bk(h, i) = (k(h), |h|k + i). Thus,
BkAh(1H , i) = Bk(h, i) = (k(h), |h|k + i)
and we see that h′ = k(h).
The “extension’’ of the group HL by the group Q described above was called a rotary
extension in [17]. It was proved in [19] that every ﬁnite group, with the exceptions of Z3
andZ2×Z2, is isomorphic to Aut(M), for some Cayley mapM whose underlying graph is
simple. The group Z3 is the automorphism group for the Cayley map consisting of a single
vertex incident with three semiedges. The group Z2 × Z2 is the automorphism group for
the Cayley map consisting of two vertices joined by two parallel edges and each incident
with two non-consecutive semiedges. Thus we have the following.
Theorem 6.6. Every ﬁnite group is isomorphic to the automorphism group of some Cayley
map.
This theorem suggests that there is unlikely to be an explicit general formula for k′ as
a function of h and k deﬁned by the relation BkAh = Ah′Bk′ . However, there are some
important special cases.
A Cayley mapM = CM(H,X, ) is normal if HLAut(M). An analogous notion was
introduced for Cayley graphs in [49]. Clearly, M is normal if and only if BAhB−1 is in
HL for every h ∈ H . That is, M is normal if and only if, for every h, h′ ∈ H and i ∈ Z ,
BAhB
−1(h′, i) = (h′′, i) for some h′′ ∈ H .
From our previous calculations, it is easy to see that ifM has rotary index t , then
B−1(1H , i) = (1H ,−t + i),
so that BAhB−1(1H , i) = ((h), |h| − t + i). Therefore, M is normal if and only if
|h| = t , for every h ∈ H . In this case, BAhB−1(1H , i) = ((h), i) and, more generally,
BkAhB
−k(1H , i) = (k(h), i) = Ak(h)(1H , i). Since at most one automorphism canmap
(1H , i) to (k(h), i), we must have
BkAhB
−k = Ak(h).
In this case, h′ = k(h) and k′ = k.
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Next we show that ifM is normal, then the rotary function  is a group automorphism of
H . Since |h| = t for all h ∈ H , the general relations(xi) = xt+i and(hxi) = (h)x|h|+i
are combined to show that (hxi) = (h)(xi). Thus, an easy induction on the length of h
as a word in the elements of X shows that  is a group homomorphism. Since  is always
a bijection,  is an automorphism of H .
As HL ∩ Q = {1M} and HL · Q = Aut(M), normality of M is equivalent to Aut(M)
being a split extension of the groupHL by the stabilizerQ. In this case, (AhBk)(Ah′Bk
′
) =
Ah(B
kAh′B−k)Bk+k
′ = A
hk(h′)B
k+k′
.
Thus, ifM is normal, then Aut(M) is the semi-direct product ofH with the cyclic group
Zd/t  Q. The elements of Aut(M) are the pairs (h, k) ∈ H × Zd/t and multiplication is
given by (h, k)(h′, k′) = (hk(h′), k + k′).
We saw above that the -norm | · | of a normal Cayley map with rotary index t satisﬁes
| · | ≡ t . We claim that | · | ≡ t is equivalent to (i+ t) ≡ i+ t (mod d), for every i ∈ Zd .
To see the necessity, set h = 1H in (2) (with  in place of 1 and 2) to deduce that
t + i = (t + i). For the sufﬁciency, we know |1H | = t . We proceed to show |h| = t by
induction on the length of the word h in terms of generators from X. We have |hxi | + i =
(|h| + i). The hypothesis (t + i) = t + i and the inductive assumption |h| = t imply
|hxi | = (t + i)− i = t , as required.
Cayley maps with the property that (i + t) = i + t (mod d), for all i ∈ Zd , are t-
balanced; equivalently, a map is t-balanced if t = t (recall  = (1 2 . . . d)). Clearly
“1-balanced’’ and “balanced’’ are synonymous. From the deﬁnitions, a mapM is a normal
1-balanced Cayley map if and only ifM is a regular balanced Cayley map. In [29], Martino
and Schultz deﬁne a CayleymapM to be t-antibalanced if  = t . Thus “1-antibalanced’’
is “balanced’’and “(−1)-antibalanced’’ is “antibalanced’’. They show, for a regular d-valent
Cayley map M with n vertices, that if gcd(d, n) = 1 and Aut(M) is solvable, then M is
t-antibalanced.
The following connections between these concepts generalize slightly a result in [17].
Theorem 6.7. Let M = CM(H,X, ) be a Cayley map with rotary index t. Then the
following three statements are equivalent:
(1) M is a normal Cayley map.
(2) The -norm is identically t.
(3) M is t-balanced.
Any of (1)–(3) implies:
(4) The corresponding rotary function is an automorphism of H.
In any of cases (1)–(3), Aut(M) is isomorphic to a split extension of H and Zd/t , with
multiplication (h, k)(h′, k′) = (hk(h′), k + k′), and each automorphism of M is a lift of
an automorphism of the one-vertex quotientM/HL.
Moreover, if there are no repeated elements in the generating sequence X, then (4) is
equivalent to each of (1)–(3).
Proof. Everything is already done except, in the case when X has no repetitions, that (4)
implies (2). Since (hxi) = (h)x|h|+i , (xi) = xt+i , and (hxi) = (h)(xi), we
222 R.B. Richter et al. / Journal of Combinatorial Theory, Series B 95 (2005) 189–245
deduce that x|h|+i = xt+i . Since X has no repeated generators, |h| + i ≡ t + i (mod d),
and, therefore, |h| = t , as required. 
If X contains repeated generators, then (4) need not imply (1)–(3), as the following
example shows.
Example. Consider the mapM = CM(H,X, ), withH = Z2 = {0, 1},X = (x1, x2, x3)
= (1, 1, 1) and  = (1 2)(3). For simplicity, we use i to denote the dart (0, i) and i′ to
denote the dart (1, i). Then  = (1 2 3)(1′ 2′ 3′) and  = (1 2′)(2 1′)(3 3′). (Thus, M
consists of three parallel edges in the sphere.)
The group of left translations isHL = {1M,A}, for A = (1 1′)(2 2′)(3 3′). Furthermore,
the rotary index is 1 (it is easy to check that M is regular) and the basic generator is B =
(1 2 3)(1′ 3′ 2′). The composition AB (read from right to left) is AB = (1 2′)(2 3′)(3 1′).
Consequently, Aut(M) = 〈A,B : A2 = B3 = (AB)2 = 1M 〉  Sym[3]. But Z2  HL
is not a normal subgroup of Sym[3], although  ≡ 1M is an automorphism of H . We note
thatM is not 1-balanced and |1H | = 2.
We note the following interesting consequence of Theorem 6.7.
Corollary 6.8. Let M = CM(H,X, ) be a complete Cayley map of an Abelian Cayley
group H. Then M is normal. If in addition M is regular, then it is balanced.
Proof. Let B be the basic generator of the stabilizer of the vertex 1H in the group Aut(M)
and let t be the corresponding rotary index. From Theorem 6.4 it follows that the rotary
function  associated with B is an automorphism of H such that (xi) = xt+i . Therefore
M is t-balanced and hence normal, by Theorem 6.7. Moreover, ifM is regular then t = 1
which means thatM is balanced. 
The last part of this section deals with regular Cayley maps. In order to state our general
result, let M = CM(H,X, ) be a Cayley map, with X = (x1, x2, . . . , xd). A skew-
morphism of H is a bijection  : H → H such that (1H ) = 1H and there is a -norm
| · | : H → Zd satisfying |1H | = 1 and (hh′) = (h)|h|(h′). We emphasize that this
deﬁnition is not in terms of automorphisms ofM .
Our goal for the remainder of this section is to prove the following, together with corol-
laries treating the special cases of balanced and antibalanced Cayley maps.
Theorem 6.9. Let M = CM(H,X, ), with X = (x1, x2, . . . , xd). Then M is regular if
and only if there is a skew-morphism  : H → H such that, for each i ∈ Zd , xi+1 = (xi).
We invite the reader to compare this result, i.e., a characterization of Cayley maps that
are regular, with, for example, Corollary 5.3, which characterizes which regular maps are
Cayley maps.
Proof. Suppose ﬁrst thatM is regular. By Observation 6.5, this is equivalent to the rotary
index t of M being 1, so |1H | = t = 1. Thus, for the basic generator B, B(1H , i) =
(1H , i + 1).
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The automorphism A(h)−1BAh takes (1H , i) to (1H , |h| + i). Since the automorphism
B |h| also takes (1H , i) to (1H , |h| + i), they must be equal, i.e., for every h′ ∈ H and
i ∈ [d], B |h|(h′, i) = A(h)−1BAh(h′, i). In particular, |h|(h′) = (h)−1(hh′), which
shows  is a skew-morphism.
For the converse, suppose there is a skew-morphism  of H such that (xi) = xi+1, for
all i ∈ Zd . We show thatM is regular.
By deﬁnition, there is a -norm | · | such that |1H | = 1 and (hh′) = (h)|h|(h′), for
every h, h′ ∈ H . We note that (xi) = xi+1, for all i, implies j (xi) = xi+j , for all i, j .
Deﬁne the functionB on the set of darts byB(h, i) = ((h), |h|+i). Since  is a bijection,
so is B; we proceed to show B is an automorphism. The computations are straightforward:
B((h, i)) = B(h, i + 1) = ((h), |h| + i + 1) = ((h), |h| + i) = (B(h, i))
and
B((h, i))=B(hxi, i) = ((hxi), |hxi | + i)
= ((h)|h|(xi), (|h| + i))
= ((h)x|h|+i , (|h| + i)) by (2)
= ((h), |h| + i) = (B(h, i)).
Evidently, B(1H , i) = ((1H ), |1H | + i) = (1H , i + 1), so M has rotary index 1.
Observation 6.5 impliesM is regular. 
From Theorem 6.9, we can deduce results in [40,41] concerning regular balanced and
antibalanced Cayley maps.
Corollary 6.10. LetM = CM(H,X, ) be a Cayley map withX = (x1, x2, . . . , xd). Then
M is a balanced regular Cayley map if and only if there exists an automorphism  of H such
that (xi) = xi+1, for every i ∈ Zd . In such a case, the group Aut(M) is isomorphic to a
split extension of H by Zd (or, equivalently, by the automorphism ), where multiplication
is given by (h, k)(h′, k′) = (hk(h′), k + k′).Moreover, every automorphism of M is a lift
of an automorphism ofM/HL.
Proof. The skew-morphism of Theorem 6.9 is an automorphism if and only if |h| = 1,
for every h ∈ H . But | · | ≡ 1 if and only if (by Theorem 6.7) M is 1-balanced. Since
1-balanced is equivalent to balanced, the skew-morphism is an automorphism if and only
ifM is balanced.
The remaining parts follow easily from Theorem 6.7 and the discussion of regular maps
preceding Proposition 3.4. 
Corollary 6.11. Let M = CM(H,X, ) be a d-valent Cayley map, with d3 and X =
(x1, x2, . . . , xd). Then M is an antibalanced regular map if and only if there exists a skew-
morphism  of H such that (xi) = xi+1, for all i ∈ Zd and the corresponding -norm
satisﬁes |xi | = d − 1, for all i ∈ Zd .
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Proof. By Eq. (2) (with 1 = 2 =  and h = 1H1 ), we have |xi | = (i + 1) − i. Thus,
|xi | = d − 1 for all i, if and only if (i + 1) ≡ i+ d − 1 ≡ i− 1 (mod d). 
Observe that if |xi | = d − 1 for all i, then it is easy to use the relations |1H | = 1
and |hxi | = (|h| + i) − i to prove that |g| = (−1)n, where n is the number of factors
in the product g = xi1xi2 · · · xin . Thus, the map h → |h| is a homomorphism from H
onto the multiplicative group Z2 = {−1, 1}. The associated skew-morphisms are called
antiautomorphisms in [40].
We conclude this section by discussing two prominent classes of maps that have been
among the ﬁrst examples of regular Cayley maps in the literature (e.g. [7]): the complete
maps and the complete bipartite maps with underlying graph Kn,n. Let us begin with three
regular embeddings of the complete bipartite graph.
Let H1 = Dn = 〈a, b : an = b2 = (ab)2 = 1〉 be the dihedral group of order 2n,
and let X1 = (x(1)1 , x(1)2 , . . . , x(1)n ), where x(1)i = aib for each i ∈ [n]. The distribution of
inverses 1 is the identity on [n]—each x(1)i is an involution—andM1 = CM(H1, X1, 1)
is a balanced Cayley map whose underlying graph is the complete bipartite graph Kn,n.
The bijection 1 : (aibj ) → ai+j bj for i ∈ [n] and j = 0, 1, is an automorphism of the
groupDn such that 1(x(1)i ) = x(1)i+1 for each i (mod n). It follows from Corollary 6.10 that
M1 is a (balanced) regular Cayley map. It can be checked that the covalence of M1 is 2n;
more precisely, each face boundary is a Hamiltonian cycle.
Next consider the group H2 = Zn × Z2, the generating sequence X2 = (x(2)1 , x(2)2 , . . . ,
x
(2)
n ) where x(2)i = (i, 1), and the distribution of inverses 2 on [n] given by i2 = −i
(with 0 = n). The mapM2 = CM(H2, X2, 2) is again a Cayley map for the graph Kn,n,
and again of covalence 2n but this time it is antibalanced. One can see that the function
2 : (i, j) → (i + j, j) is an antiautomorphism of the group H2 with the property
2(x
(2)
i ) = x(2)i+1, which shows (by Corollary 6.11) thatM2 is a regular Cayley map.
A third way to construct a CayleymapM3 withKn,n as the underlying graph can be based
on the group H3 = Z2n. Here we take the generating sequence X3 = (x(3)1 , x(3)2 , . . . , x(3)n )
with x(3)i = 2i − 1, and deﬁne the involution 3 on [n] by i3 = n + 1 − i. The function
3 deﬁned by 3(2i − j) = 2i + j (mod 2n), where j ∈ {0, 1}, turns out to be an
antiautomorphism of M3 such that 3(x
(3)
1 ) = x(3)1+1 for each i ∈ [n]. We thus have one
more construction of an antibalanced regular map forKn,n, which was originally proposed
for further study in the Project 5.6.7 of [7].
As the mapsM1,M2, andM3 all have 2n vertices, n2 edges, and n faces, their genus is
1
2 (2−2n+n2−n) = 12 (n−1)(n−2). For n = 3,K3,3 is the underlying graph of a regular
balanced Cayley map of Sym[3] on the torus and also of a regular antibalanced Cayley map
of Z3 × Z2  Z6, also on the torus.
In fact, the three maps are isomorphic (despite different groups H1, H2 and H3), as can
be seen by applying Theorem 6.1. For the isomorphism of M1 and M2 a corresponding
(1, 2)-norm is given by |aibj |1,2 = (−1)j · 2i, and for the associated rotary function
1,2 : H1 → H2 we have 1,2(aibj ) = ((−1)j+1i, j). To see that M2 is isomorphic to
M3 it is sufﬁcient to take a (2, 3)-norm deﬁned by |(i, j)|2,3 = j (taking only two values
0 and 1, considered as elements of Zn); the associated rotary function 2,3 : H2 → H3 is
given by 2,3(i, j) = 2i − j .
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We also note that this regular map for Kn,n is frequently used to illustrate lifting con-
structions based on ordinary voltage assignments (see [47] for details).
Unlike the complete bipartite case, for regular complete maps we do have a classiﬁcation
of the regular maps having a complete graph as underlying graph [21]. To use the results
of this paper for the classiﬁcation, we still need a substantial input from the theory of
permutation groups and two auxiliary results proved in [21].
Let M = M(, ) be a regular map with dart group G whose underlying graph is Kn.
Because of regularity we may identifyM with the generic mapMap(, ) and Aut(M)with
G, acting on itself by left multiplication. ThenG acts regularly on the set of ordered pairs of
distinct vertices of the map (i.e., G is doubly transitive). It follows from a deep theorem of
Zassenhaus [50] that in this case the action ofG on the vertex set ofKn can be identiﬁedwith
the action of the 1-dimensional afﬁne groupAGL(1, F ) = {z → az+b : a, b ∈ F, a = 0}
on the elements z of a ﬁeld F of order n; hence n = ps for some prime p. With this action,
the group F+ = {z → z + b : b ∈ F }, isomorphic to the additive group of the ﬁeld F , is
a normal subgroup of AGL(1, F ).
We therefore may identify the vertex set ofM with F and the group G  Aut(M) with
AGL(1, F ) so that Zassenhaus’ normal subgroup F+ acts regularly on the vertex set of the
map. But then Theorem 2.2 implies that M is a Cayley map for the Abelian group F+.
Furthermore using the fact that M is complete and invoking Corollary 6.8, we see that M
is necessarily a balanced Cayley map. Thus, M = CM(F+, X, ) where X = F+\{1F+}
and i = i + (n − 1)/2 or  = 1[n−i], depending on whether n is odd or even. In what
follows we describe the possible cyclic sequences X.
In the above identiﬁcation, the generators  and  of G will correspond to a pair of
functions g, h ∈ AGL(1, F ) of orders n − 1 and 2. The order restrictions imply that these
functions must have the form g : z → z + b for a primitive element  ∈ F , and
h : z → −z + c (with c = 0 if n is a power of 2); up to conjugacy in AGL(1, F ) we
may assume [21] that b = 0 and c = 1. To reveal X we use part (3) of Proposition 4.4;
identifying with g and with hwe have xi = gihg−i. However, one should keep in mind
that the generators are considered to be elements of Aut(M) and therefore they will act on
the left, and so the above composition is to be read from right to left. The evaluation then
gives xi : z → z+ i for i ∈ [n− 1], which determines our cyclic sequence X = X.
We have seen that each regular complete map is a balanced Cayley map of the form
CM(F+, X, ) for some primitive element  of a ﬁnite ﬁeld F of order n = ps . All
primitive elements of F have the form k for k coprime to n − 1; we therefore have a
total of (n− 1) primitive elements in F (where  is Euler’s function), and so a potential
of (n − 1) Cayley maps CM(F+, X, ). To complete the classiﬁcation it remains to
check for which pairs of primitive elements ,  ∈ F the mapsM = CM(F+, X, ) and
M = CM(F+, X, ) are isomorphic. By Corollary 6.3 this happens if and only if there
exists an automorphism  of the group F+ such that for each i ∈ [n − 1],  sends the
function z → z + i onto the function z → z + i . In particular, this is equivalent to the
existence of an automorphism of the additive group of the Galois ﬁeld F = GF(ps)which
sends i onto i for each i. As was shown in [21], such an automorphism is necessarily a
ﬁeld automorphism, that is, it belongs to the Galois group ofGF(ps). It is well known that
this group is cyclic of order s and is generated by the Frobenius automorphism i → (i )p.
Therefore the only wayM andM can be isomorphic is that  = (p)j for some j ∈ [s].
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This way each primitive element of F gives rise to s mutually isomorphic maps, and hence
the number of pairwise non-isomorphic regular complete maps of order n = ps is equal to
(n− 1)/s.
7. Homomorphic images of Cayley maps
In this section, we show that regular Cayley maps are universal objects in the context
of map homomorphisms: for every map M , there is a regular Cayley map M˜ and a map
homomorphism f : M˜ → M , IfM is ﬁnite, then M˜ can also be chosen to be ﬁnite. Since
a map homomorphism is a graph covering if all vertices have the same valence and there
are no semiedges, we deduce results about regularly covering d-valent graphs by d-valent
regular Cayley graphs. It may be helpful to remember throughout this section that map
homomorphisms correspond to branched coverings of the underlying surfaces. Thus in all
the results of this section, one can replace “map homomorphism’’ by “branched covering’’.
For Cayley maps with a given distribution of inverses, we start with the fact that a regular
map inherits a Cayley structure from a Cayley homomorph.
Proposition 7.1. Let M˜ → M be a homomorphism of d-valent maps,where M˜ is a regular
map. If M is a Cayley map with distribution of inverses , then so is M˜ .
Proof. Let G = 〈, 〉 be the dart group of M . According to Corollary 4.2 there is a
homomorphism  : G → Sym[d] such that () =  and () = . There is also
a homomorphism ˜ from the dart group G˜ = 〈˜, ˜〉 of M˜ onto G such that ˜(˜) = 
and (˜) = . Thus ˜ : G˜ → Sym[d] is a homomorphism taking ˜ to  and ˜ to .
Since M˜ is regular, Ge is trivial. By Corollary 4.2 M˜ is a Cayley map with distribution of
inverses . 
Corollary 7.2. LetM = M(, ) be a Cayley map with distribution of inverses . Then its
generic regular cover Map〈, 〉 is a Cayley map with the same distribution of inverses .
We continue with a reﬁnement of the well known fact that every map is covered by a
regular map (cf. Proposition 3.4).
Theorem 7.3. Let M be a ﬁnite map and let d be the least common multiple of all valences
in M. Let  be an involution on the set [d]. Then there is a ﬁnite regular d-valent Cayley
map M˜ with distribution of inverses  and a map homomorphism f : M˜ → M .
Proof. Let M = M(, ). Then Map〈, 〉 is d-valent, and let ) denote its covalence.
Let k be the order of the product in Sym[d] of the permutations  and . Furthermore, let
G˜ = T (d, k)) = 〈x, y: xd = y2 = (xy)k) = 1〉 be the (d, k))-triangle group and let
M˜ = Map〈x, y〉 be the regular map corresponding to the right G˜-space (G˜, G˜), so M˜ is the
universal (d, k))-tessellation.
Since k divides k) and :G → Sym[d] deﬁned by (x) =  and (y) =  is a
homomorphism, Corollary 5.6 implies that the tessellation M˜ is a CayleymapCM(H,X, )
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for some group H, generating sequence X, and distribution of inverses may be chosen to
be .
The group homomorphism  induces a map homomorphism f : M˜ → Map〈, 〉. By
Proposition 3.4 f is regular, and hence Map〈, 〉  M˜/K for the subgroup K of Aut(M˜)
associated with f. We also have another subgroup of Aut(M˜) at hand, namely, the subgroup
HL  H of left translations of the Cayley map M˜ that acts regularly on the vertex set of
M˜ .
Let J be the core of the subgroupK∩HL in the groupAut(M˜), that is, J is the intersection
of all conjugates of K ∩HL by elements of Aut(M˜); obviously J is normal in Aut(M˜). The
group HL has index d in Aut(M˜), and K has ﬁnite index in Aut(M˜) becauseM is ﬁnite. We
conclude from elementary group theory that J has ﬁnite index in Aut(M˜).
Proposition 3.4(4) shows that the quotient map M ′ = M˜/J is a regular map, with
Aut(M ′)  Aut(M˜)/J . If v′ is a vertex ofM ′, then v′ is the set J (v) = {j (v): j ∈ J }, for
some vertex v of M.
Set H ′ = HL/J . For h′ ∈ H ′, h′ = Jh. If h′(v′) = h′(w′), then Jh(v) = Jh(w),
so h(v) ∈ Jh(w). Since hJ = Jh, v ∈ J (w), since HL is semiregular on V (M). But
then v′ = w′, so H ′ is semiregular on V (M ′). Furthermore, if v′, w′ ∈ V (M ′), there is an
h ∈ HL such that h(v) = w, so Jh(v′) = w′ andH ′ acts transitively onM ′. Therefore,M ′
is a Cayley map.
More precisely,M ′ can be identiﬁed withCM(H ′, X′, )where the generating sequence
X′ arises from X = (x1, x2, . . . , xd) by replacing xi with the coset Jxi ; note that Jxi =
(Jxi)
−1 and so we have the same distribution of inverses . It follows that M ′ is a ﬁnite
regular Cayley map with  as its distribution of inverses; it remains only to show that M ′
covers M.
As J is a normal subgroup of Aut(M˜), and hence of K, we have an epimorphism :
Aut(M˜)/J → Aut(M˜)/K . Both M˜/J  M ′ and M˜/K  Map〈, 〉 are regular maps, and
so their automorphism groups can be identiﬁed with their dart groups; hence  induces a
map homomorphismM ′ → Map〈, 〉. Composing this homomorphism with the covering
Map〈, 〉 → M ﬁnishes the proof. 
Theorem 7.3 can be extended to simultaneous coverings ofmaps byCayleymaps. Indeed,
letM1,M2, . . . ,Mt be a ﬁnite collection of ﬁnite maps with dart groupsGj = 〈j , j 〉 and
letMap〈j , j 〉 be the corresponding generic regular maps of valence dj and covalence )j ,
1j t . Let d and ) be the least common multiple of the dj ’s and of the )j ’s, respectively.
As in the previous proof, the generic map M˜ = Map〈x, y〉 associated with the triangle
group T (d, k)) is a regular Cayley map for some groupH, and the regular homomorphisms
j : M˜ → Mj correspond to subgroups Kj of Aut(M˜). Deﬁne J to be the core of the
subgroup K1 ∩K2 ∩ · · · ∩Kt ∩ HL and continue exactly as in the above proof. Thus, we
have the following.
Theorem 7.4. Let M1,M2, . . . ,Mt be a ﬁnite collection of ﬁnite maps and let d be the
least common multiple of all valences appearing in the maps in the collection. Let  be an
involution on the set [d]. Then there exists a ﬁnite regular d-valent Cayley map M ′ with
distribution of inverses  and homomorphisms fi :M ′ → Mi , i = l, 2, . . . , t .
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A graph G is 1-transitive if, for any edge e incident with a vertex v and any other edge
e′ incident with a vertex v′, there is an automorphism A of G such that A(e) = e′ and
A(v) = v′. A consequence of Theorem 7.4 is the following, which reﬁnes the result of [2].
Corollary 7.5. If G1,G2, . . . ,Gk are all ﬁnite graphs, then there is a ﬁnite 1-transitive
Cayley graph that simultaneously covers all the Gi .
An immediate consequence of the above results is:
Corollary 7.6. Let d be any positive integer. There is a regular d-valent map M such that,
for every involution  ∈ Sym[d], M is isomorphic to a Cayley map with distribution of
inverses .
Corollary 7.6 shows that some regular maps are “Cayley’’ in all possible ways. On the
other hand, there are regular maps that are Cayley in only one way. It seems difﬁcult in
general to say whether a regular map can be Cayley in two different ways. We use the
notation Alt[d] to denote the alternating group on d symbols.
Proposition 7.7. Let d2 be an integer and let  = (1 2 . . . d). Suppose  ∈ Sym[d] is an
involution such that either 〈, 〉 = Sym[d] or d is odd and 〈, 〉 = Alt[d]. Then Map〈, 〉
is isomorphic to a Cayley map CM(H,X, ′) if and only for some i ∈ [d], ′ = i−i .
Proof. Since M = Map〈, 〉 is regular and there is obviously a homomorphism from its
dart group to Sym[d] taking  =  to  and  =  to ,M is a Cayley map with distribution
of inverses . It follows that M is also a Cayley map with distribution of inverses i−i ,
for all i ∈ [d].
For the converse, we ﬁrst suppose 〈, 〉 = Sym[d]. SupposeM is also a Cayley map with
distribution of inverses ′. By Corollary 4.2 there is an epimorphism : 〈, 〉 → 〈, ′〉
such that () =  and () = ′.
The image of  has order at least d and, for d3, the only proper normal subgroup of
Sym[d] isAlt[d]. Thus, is an automorphism of Sym[d]. For d = 6, the only automorphisms
of Sym[d] are inner, so () =  implies ′ is a conjugate of  by a power of .
For d = 6,  is an automorphism of Sym[d] that takes 2, the product of two 3-cycles,
to itself. This implies [38] that  is inner, and we are done as above.
We leave the case d = 2 for the reader.
In the case of Alt[d], we note that for d = 6 all automorphisms of Alt[d] are conjugation
by an element of Sym[d]. The remaining details are left to the reader. 
Proposition 7.7 cannot be easily generalized to cases when 〈, 〉 is neither Sym[d] nor
Alt[d]. For example, if d = 6 and  = (1 4)(2 5), then the normal closure of  in 〈, 〉
consists of just 1[6], , (2 5)(3 6), and (3 6)(4 1). Thus, there is a homomorphism from 〈, 〉
to Sym[d] taking  to  and  to 1[6], which shows Map〈, 〉 is isomorphic to a balanced
Cayley map. (We thank Marston Conder for this example.)
The octahedron is the Cayley map CM(Sym[3], X, (1 2)) and so by Proposition 7.7
all of its “Cayley distributions of inverses’’ are conjugate to (1 2). Similarly, the icosa-
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hedron is CM(Alt[4], X, (1 2)(3 4)), so its only possible Cayley distributions of inverses
are conjugate to (1 2)(3 4). (Note that the octahedron is the smallest example of a reg-
ular Cayley map that is not isomorphic to either a balanced or an antibalanced Cayley
map.)
Initially, we were interested in discovering regular Cayley maps that could not be rep-
resented as either balanced or antibalanced Cayley maps. It is easy to see that a regular
balanced d-valent Cayley map has covalence a multiple of either d/2 or d. Antibalanced
maps have even covalences. This gives a very easy way to show that a Cayley map can be
neither balanced nor antibalanced. For example, if  = (1 2), then  = (2 3 . . . d), in
which case for d even,Map〈, 〉 is not isomorphic to either a balanced or an antibalanced
Cayleymap. Similarly, if d5 is odd and r = (1 2)(3 4), thenMap〈, 〉 is neither balanced
nor antibalanced.
In general, it may not be easy to exhibit a ﬁnite regular Cayley map with given covalence
and given distribution of inverses. The problem is that due to a nonconstructive step in the
proof of Theorem 7.3, it may be difﬁcult to explicitly describe the subgroups H and K and
hence the resulting ﬁnite mapM ′. In what follows we therefore give a purely constructive
proof of a strengthening of Corollary 7.6 that also includes the feasible covalences of a
regular Cayley map with a given distribution of inverses.
To this end, let  be any involution on [d] and let M1 be the one-vertex Cayley map
CM(〈1〉, X, ) (so X is necessarily a cyclic sequence all of whose entries are 1). We may
identify the dart set of M1 with [d], the dart-reversing involution with , and the rotation
with the d-cycle . The faces ofM1 are the orbits of  = . Let the orbit of  containing i
have )i elements and let ) be the order of  in Sym[d] (so ) is the least common multiple
of the )i).
Now letCM(H,X, ) be aCayleymap of valence dwith dart groupG = 〈, 〉. Cycles of
the permutation  give the face boundaries of the map. If we concentrate just on the second
coordinates of the darts on an arbitrary face boundary, i.e., if we apply the permutation 
on any dart (h, i) and disregard the ﬁrst coordinate, we obtain a sequence of the form i,
ir + 1, (ir + 1) + 1 etc.; this sequence is just i, i, i2, . . .. Therefore the length of the
-orbit of a dart (h, i), that is, the covalence of the face that appears on the left side of the
dart (h, i), is a multiple of )i .
It is obvious from the above discussion that ifCM(H,X, ) is regular, then its covalence is
necessarily amultiple of ), the order of . (We have encountered this quantity in Corollaries
5.6 and 5.7 as well as in the proof of Theorem 7.3 where it was denoted by k.) Conversely,
we have:
Theorem 7.8. Let  be an arbitrary involution on the set [d] where d2. Then for any
given multiple ) of ) there exists a regular Cayley map M of valence d and covalence )
whose distribution of inverses is .
We remark that this theorem is a consequence of Theorem 8.1 in the next section, about
the existence of regular branched covering with given branching information. Theorem 8.1,
however, is not at all constructive and depends heavily on topological and algebraic results
beyond the scope of this paper. The proof of Theorem 7.8 given here is via an explicit
construction.
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Proof. The result is easy for d = 2, as shown by Cayley maps of valence two for cyclic
( = (1 2)) and dihedral ( = 1[2]) groups. We therefore assume that d3 and distinguish
two cases depending on the properties of the involutory permutation  of the set [d]. Let
M1 denote the one-vertex map CM(〈1〉, X, ).
Case 1:M1 has at least two faces. Then there is some edge ofM1 separating two faces,
so if j ∈ [d] is one of the two darts assigned to this edge, j and j are in the boundaries
of different faces of M1. In other words, j and j are in different -orbits. In particular,
j = j.
Let ) be the given multiple of ), say, ) = q). Let )′ = lcm{)j , )j} and let k = q)/)′.
Furthermore, let L = {)i : i /∈ {j, j}} ∪ {k)j , k)j}.
We claim that the least common multiple of the collection L is equal to ) = q). Indeed,
setting L− = L\{k)j , k)j} and realizing that 1cm(L−) divides ), we have lcm(L) =
lcm(L−, k)j , k)j) = lcm(L−, k)′) = lcm(L−, q)) = q) = ).
LetM = CM(H,X, ) be the Cayley map for the (additive) cyclic group H = Zk and
generating sequence X = (x1, x2, . . . , xd) where xj = 1, xj = −1, and xi = 0 for the
remaining i ∈ [d], with distribution of inverses . (The underlying graph of M is just a
k-circuit with loops and semiedges at every vertex.)
The face boundary ofM containing (0, j) is the  orbit containing (0, j). Since j never
appears as the second coordinate of a dart in this orbit and )j is the smallest positive integer
such that j)j = j , this orbit is
{(0, j), (1, j), . . . , (1, j)j−1), (1, j), (2, j), . . . ,
(k − 1, j), (0, j), . . . , (0, j)j−1 )},
which has length k)j . Similarly, the  orbit containing (0, j) has length k)j. If (h, i) is
in neither of these orbits, then the orbit containing (h, i) is
{(h, i), (h, i), . . . , (h, i)i−1 )},
which is of length )i . Therefore the covalences of M are exactly the numbers appearing
in L.
By Corollary 7.2,Map〈, 〉 is a regular Cayley map with  as its distribution of inverses.
Moreover, we know that the covalence of Map〈, 〉 is the least common multiple of the
covalences of M, which is equal to lcm(L) = ), as required.
Case 2: M1 has only one face. In this case,  has only one orbit. In particular, for each
i ∈ [d], there exists an mi0 such that imi = i. Thus, ) = d. Let ) = qd be the given
multiple of ). We consider two subcases.
(a)There are at least two semiedges inM1: That is, there exist distinct symbols j, j ′ ∈ [d]
such that j = j and j ′ = j ′.
Let M = CM(Dq,X, ) be the Cayley map for the dihedral group Dq = 〈a, b: aq =
b2 = (ab)2 = 1〉 of order 2q with generating sequence X = x1, x2, . . . , xd where xj = b,
xj ′ = ba, and xi = 1 for the remaining i ∈ [d]. (The underlying graph of M is just a
(2q)-circuit with loops and semiedges at every vertex.)
The dart (1, j) is in the ()-orbit
{(1, j), (b, j), . . . , (b, j ′), (a, j ′), . . . ,
(a, j), (ab, j), . . . , (a2, j ′), . . . , (aq, j ′), . . .},
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which has length qd. The dart (b, j) is in a different ()-orbit, which is also of length qd.
These are the only ()-orbits.
Thus, M has exactly two faces, both of covalence ) = qd, so by Corollary 7.2 the
generic mapMap〈, 〉 is the desired regular Cayley map with distribution of inverses  and
covalence ).
(b)M1 has at most one semiedge: Thus, at most one symbol of [d] is ﬁxed by . As d3,
there exists a smallest positive integer s such that js = j for some j ∈ [d], j = j; in
what follows we ﬁx such a j.
Since j = j + 1 we see that s2. Moreover, in the case when (j) = j we have
s3, because then j2 = (j) = (j)+ 1 = j+ 1 = j+ 2 = j. Let
j ′ =
{
j if (j) = j,
j2 if (j) = j
as  ﬁxes at most one symbol of [d] we always have j ′ = j ′.
By the deﬁnition of j ′ and theminimality of s, it now follows that the four distinct symbols
j, j, j, j ′ appear in the cycle (j, j, j2, . . . , jd−1) in the order (j, . . . , j ′, . . . , j,
. . . , j ′, . . .). This time letM beCM(D2q,X, ) for the dihedral groupD2q = 〈a, b: a2q =
b2 = (ab)2 = 1〉 of order 4q, generating set X = (x1, x2, . . . , xd) such that xj = xj = b,
xj ′ = xj ′ = ba, and xi = 1 for the remaining i ∈ [d]. (It is not so clear what the underlying
graph of M is in this case, except to say it is 4-valent plus loops and semiedges.)
As in the previous cases, it is not hard to check that the ()-orbits containing the darts
(1, j), (a, j), (b, j), and (ba, j) are distinct, all have length ) = qd, and are all the ()-
orbits. Hence the mapM has exactly four faces, all of length ). Again, by Corollary 7.2, the
generic mapMap〈, 〉 is the required regular Cayleymapwith covalence ) and distribution
of inverses . 
8. Existence of Cayley maps with given quotient information
Map homomorphisms correspond topologically to branched coverings of the underlying
surfaces. A continuous function f : S˜ → S, where S˜ and S are surfaces, is a covering map
if, for each point x ∈ S, there is a neighborhood N of x such that, for each x˜ ∈ f−1(x), if
N˜ is the component of f−1(N) containing x˜, then f : N˜ → N is a homeomorphism. The
continuous function f : S˜ → S is a branched covering if there is a discrete set B˜ of points
in S˜ such that f is a covering map when restricted to S˜ − B˜. It is a theorem in topology
(cf. [24]) that, for every b ∈ B˜, there is an integer r > 0 such that f wraps (in the sense of
winding number) some neighborhood of b precisely r times around f (b). Points in both B˜
and f (B˜) are branch points (the term comes from the theory of Riemann surfaces); r is the
branching order at the branch point and may be different at different branch points.
An automorphism of a branched covering f : S˜ → S is a homeomorphism h: S˜ → S˜
such that f ◦ h = f . The set of automorphisms is obviously a group Aut(f ). The branched
covering is regular if, for every non-branch point x ∈ S, Aut(f ) acts transitively (and
hence regularly, because two automorphisms either disagree on every non-branch point or
are equal, cf., Lemma V.6.1 in [32]) on f−1(x). It follows that if f is a regular branched
covering and b1, b2 ∈ B˜ are such that f (b1) = f (b2), then the integer r is the same for
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both b1 and b2. (In what follows, the reader should recall that in this work surfaces are
connected.)
A map homomorphism f : M˜(˜, ˜) → M(, ) takes cycles of ˜ and ˜˜, namely the
vertices and faces of M˜ , and wraps them an integral number of times around cycles of 
and , namely the vertices and faces ofM. Thus we can associate to f a branched covering
of the underlying surfaces for the maps with branch points at vertices and centers of faces;
if f takes an edge e˜ of M˜ to a semiedge inM, then there is also a branch point of order two
at the center of the edge e˜. A common situation in this work is that the vertices in both M˜
andM have the same valence. In such a case, the associated branched covering has branch
points only inside the faces and in edges taken to semiedges; if M has no semiedges, then
the branched covering is actually a covering when restricted to the underlying graphs of the
maps. It is not hard to see, conversely, that any branched covering of surfaces is induced by
a map homomorphism of maps in the surfaces, although the maps are not at all unique (any
map situated appropriately with respect to the branch points will do).
LetM = CM(H,X, ) and letM1 = M/HL be the one-vertex quotient. Then there is a
regular branched covering f from M to M1, and we can identify the edges of M1 with the
generators in X and the dart-reversing involution  of M1 with . For each face F of M1,
there is the collection of faces f−1(F ) ofM, each of which is wrapped by f the same number
t of times around F; t is the branching order around a point in the interior of F (t = 1 means
there is no branching). The one-vertex quotient mapM1 together with the branching orders
for each face is the quotient information for the Cayley map M. In this section we consider
the problem of determining when given quotient information is realizable by some Cayley
map.
There is an obvious way of trying to realize given quotient information by using the
information to deﬁne the group H. We simply let (x1, . . . , xd) be the generating sequence
for H, where xi = x−1j if and only if i = j . Each face Fj of M1 corresponds to a word
Wj in the generators, obtained by tracing out the boundary of the face (i.e., looking at the
cyclic order in each orbit of ). In order to have branching order tj in face Fj , we need
W
tj
j = 1 in the group H. Thus we should begin with the following presentation for H:
H = 〈x1, . . . , xd :∀i xixi = 1, ∀j Wtjj = 1〉.
Call H the universal group for the given quotient information. Note that since all relations
in this presentation correspond to faces, the resulting Cayley map is simply connected,
that is, the surface for the map is the plane or sphere. There is one problem: how do we
know such a group exists where the true orders of the words Wj are really tj ? This is not
always the case, and this problem is in general a nontrivial question in combinatorial group
theory.
Example. Suppose M1 is a single loop embedded in the sphere. Then X = (x1, x2) and
 = (12), and there are two faces, one bounded by the x1-dart and the other by the x2-dart.
Suppose we want the branching order to be 3 in the ﬁrst face and 5 in the second face. Since
in our group H we have both x31 = 1 and x−51 = 1, we must have x1 = 1. The true order of
x1 is then neither 3 nor 5, but 1.
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Rather than becoming entangled in group theory, we look at the problem in terms of
branched coverings. We are fortunate that this problem has already been solved, but unfor-
tunately the methods are beyond the scope of the current work. In this section, we give a
summary of the results we need. Details can be found in [3,4,27,31,38,42,48].
Given the surface S1 containing the one-vertex map M1, we want to regularly branch
cover the surface by the plane or sphere in such a way that there are prescribed branching
orders at speciﬁed points (the centers of the faces or the nonvertex ends of semiedges). Does
such a regular branched covering exist? If so, then the inverse image of the bouquet of loops
and semiedges of the mapM1 is a Cayley graph in the covering surface, since the group of
covering transformations acts regularly on the inverse image of the single vertex. In fact,
the covering transformations also preserve the cyclic ordering at each vertex, so we have a
Cayley map whose group is the covering transformation group and whose quotient is M1
with the prescribed branching.
The existence of regular branched coverings of this type has been known for some time.
To describe the situation, we recall the Riemann–Hurwitz equation for an n-sheeted regular
branched covering from a surface S˜ a surface S. Suppose there are m branch points in S
of branching orders t1, . . . , tm. Take any map in S such that every branch point is a vertex.
Every edge and face in the map gives rise to n edges or faces in S˜, and so does every vertex
not at a branch point. A branch point in S of branching order ti , however, gives rise to only
n/ti vertices in S˜ (and thus is deﬁcient in inverse images by n(1− 1/ti)). Thus if  denotes
Euler characteristic, we have the Riemann–Hurwitz equation:
(S˜) = n
[
(S)−m+
m∑
i=1
(1/ti)
]
. (6)
The right side is negative, except if: (1) there is no branching and S is the torus; (2) S is the
sphere and there are two or fewer branch points; (3) S is the torus and either there are three
branch points of branching orders (3, 3, 3), (2, 4, 4), or (2, 3, 6), or there are four branch
points all of branching order 2; or (4) S is the sphere and there are three branch points either
of branching orders (2, 3, r)2 < r < 6, or of orders (2, 2, s), 2s. Notice that in the case
where S is the sphere, there cannot be only one branch point. (For if there is one branch
point of branching order t, then 2(S˜) = n + n/t , which is possible only if n = t = 1,
but then the covering is the identity and there is no branching.) Finally, if S˜ is the sphere and
there are two branch points, then 2(S) = n/t1 + n/t2, but since the branching orders
t1 and t2 divide the number n of sheets, we must have t1 = t2 = n. Thus, we see why the
example above is one of the exceptions.
We conclude that the Riemann–Hurwitz equation for n-sheeted regular branched cover-
ings allows any quotient information with two exceptions: (1) the quotient surface is the
sphere and there is just one branch point with branching order greater than 1; and (2) the
quotient surface is the sphere and there are exactly two branch points with branching orders
greater than 1 and these two orders are different.
Call the quotient information allowable in all cases except for the two exceptions. The
important result we need is that allowable quotient information is realizable by a regular
branched covering of the quotient surface S by the plane, if the right side of the Riemann–
Hurwitz equation is non-positive, or by the sphere, if the right side is positive.
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The proof involves exhibiting a group acting appropriately on either the sphere, plane
or hyperbolic plane. The case where the right side is negative is a question about Fuchsian
groups, or, more generally, non-Euclidean crystallographic groups. The existence of such
groups comes down to the existence of polygons in the hyperbolic plane with prescribed
internal angles (whose area is related to the right side of the Riemann–Hurwitz equation).
When the right side is zero, the groups are the 17 Euclidean crystallographic groups.When
the right side is positive, we get the spherical crystallographic groups for regular prisms or
platonic solids.
Thus we conclude that all allowable quotient information can be realized by simply
connected maps.What about ﬁnite maps?Again, the work has already been done.What we
need to do is to add enough relations to the universal group for given quotient information so
that the group becomes ﬁnite, but so that the orders of the face-words remain as prescribed.
In other words, we want the universal group to have a homomorphism onto a ﬁnite group
such that each face wordWi still has order ti in the ﬁnite group.
A groupG is residually ﬁnite if, given any ﬁnite set of non-identity elements g1, . . . , gn,
there is a homomorphism from G to a ﬁnite group which takes none of g1, . . . .gn to
the identity. From our previous discussion, we know that the universal group for given
possible quotient information is a crystallographic group, either hyperbolic, Euclidean, or
spherical. It is known that all of these groups are residually ﬁnite. Spherical groups are ﬁnite
and therefore residually ﬁnite by default; the ﬁnite quotients of Euclidean crystallographic
groups are not hard to describe (see [13]); Mal’cev proved that ﬁnitely generated subgroups
of SLn(F ), where n2 and F is any inﬁnite ﬁeld, are residually ﬁnite and therefore the
non-Euclidean crystallographic groups are residually ﬁnite [28], To obtain the desired ﬁnite
quotient group for a given universal group G, just take the homomorphism from G onto a
ﬁnite group which takes none of the elements Wsi , s < ti , to the identity. Since this list is
ﬁnite and G is residually ﬁnite, such a homomorphism exists.
We summarize our discussion with this theorem:
Theorem 8.1. Any quotient information is realizable by a Cayley map, except if the quo-
tient map M1 is the sphere and either exactly one branching order is greater than one or
exactly two branching orders are greater than one and they are unequal (each semiedge
has branching order two). The Cayley map can be chosen to be either simply connected
(that is, in the sphere or plane) or ﬁnite.
Thus, suppose we are given a one-vertex mapM1 with k faces having covalences )i, i =
1, 2, . . . , k. Suppose further that we are given the list T = t1, t2, . . . , tk of respective
branching orders. Then the map MT = CM(H,X, ) is the covering map induced by the
quotient information (M1, T ), where
H = 〈x1, . . . , xd : ∀ ixixi = 1, ∀j Wtjj = 1〉,
X = (x1, . . . , xd)with xi , assigned to the dart i ∈ [d], and  is the dart-reversing involution
ofM1.
With just the two exceptions, the map MT is a Cayley map with covalences )j tj , j =
1, 2, . . . , k. This Cayley map is in a simply connected surface and so is either in the sphere
(when H is ﬁnite) or the plane (when H is inﬁnite).
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In terms of actually constructingCayleymaps, themethod described above is impractical.
It turns out to be difﬁcult to describe maps with one vertex. It is more convenient to describe
their duals, i.e., the maps with one face. In the plane, these are just trees. Since this is the
actual construction that we will use in the next section to exhibit Cayley maps, we describe
it here.
Dual quotient information method. Let M be a locally ﬁnite map with one face in an
oriented surface. For each dart e of M , let xe be the label assigned to e. Each vertex v of
M has a cyclic rotation of the darts (e1, e2, . . . , edv ) emanating from it. LetWv denote the
product xe1xe2 . . . xedv . (We may arbitrarily choose any of the dv possibilities, up to cyclic
rotation, forWv .)
For each vertex v ofM , we associate a positive integer tv and we note that, sinceM has
a single face,  has a single cycle (1 2 . . . n), where n is the covalence of M . We set
X = (x1, x2, . . . , xn) and
G = 〈x1, x2, . . . , xn : ∀ixixi = 1, ∀v Wtvv = 1〉.
This gives us the Cayley map CM(H,X, ), with valence n and covalences dvtv . This is
precisely the covering map MT induced by the quotient information (M∗, T ), where M∗
is the dual ofM and T = (tv) are the branching orders. (There are still the two exceptions
described earlier.)
The reader familiar with voltage and current constructions will recognize our original
description of the construction as a voltage construction and the dual quotient information
method as the corresponding current construction.
9. Existence criteria for Cayley maps
We begin this section with necessary and sufﬁcient conditions for the existence of a
Cayley map with given valence and covalences. This will then be used to construct planar
Cayley maps. In particular, we are interested in planar tilings (see, for example, the book
[15]). Such tilings have a long history of motivating mathematical research. For us, they
provide a convenient class of maps on which to display the utility of our methods. We will
see in the next section exactly which regular and edge-transitive tilings of the plane are
Cayley maps.
Theorem 9.1. Let d3 be an integer and let )1, )2, . . . , )k be distinct positive integers, all
at least 3. There is a d-valent Cayley map whose set of covalences is exactly {)1, )2, . . . , )k}
if and only if for each i ∈ [k] there exist a positive integer ri and (not necessarily distinct)
divisors di,1, di,2, . . . , di,ri of )i , such that
∑k
i=1 ri1+$d/2% and d =
∑k
i=1
∑ri
j=1 di,j .
Proof. Necessity: Suppose M = CM(H,X, ) is a d-valent Cayley map and distinct
covalences )1, )2, . . . , )k . Then there is a homomorphism from M to a d-valent 1-vertex
mapM1. In particular, ifX = (x1, x2, . . . , xd), we can label the darts ofM1 with 1, 2, . . . , d
so that the rotation of M1 is (1, 2, . . . , d) and dart i is the image of all darts (h, i) of M .
ThenH = 〈x1, . . . , xd : ∀i xixi = 1H , ∀F WtFF = 1H , . . .〉, whereWF is the word in the
xi’s obtained by tracing the boundary of the face F ofM1.
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Let ri be the number of faces ofM1 each covered by a face ofM having covalence )i and
let di,1, di,2, . . . , di,ri be the covalences of these faces ofM1. Clearly, for each i ∈ [k] and
j ∈ [ri], there is a unique face F ofM1 such that di,j tF = )i . Thus, each di,j is a divisor
of )i . Furthermore, d =∑ki=1 ∑rij=1 di,j , since every dart ofM1 is counted in exactly one
face ofM1.
For maps with loops, parallel edges and semiedges, Euler’s formula still holds, as long
as we do not count semiedges. That is v − e + f =  holds with v, e, and f , respectively
the number of vertices, edges (including loops and parallel edges, but not semiedges),
and faces. Since, for the map M1, v = 1, f = r , ed/2, and 2, we have 2 =
v − e + f 1− (d/2)+ r , as required.
Sufﬁciency: Suppose we have positive integers ri and di,j satisfying the inequality
k∑
i=1
ri1+
1
2
k∑
i=1
ri∑
j=1
dij
 .
We shall exhibit an appropriate tree embedded in the sphere upon which to use the dual
quotient information method.
The number of vertices in the tree is to be r =∑ki=1 ri . For each i ∈ [k] and j ∈ [ri], we
have one vertex vi,j which is to have valence di,j . Set d =∑ki=1∑rij=1 di,j . Suppose ﬁrst
that every di,j = 1. Then d = r so d1+ $d/2%, which implies that d2, contradicting
the hypothesis d3.
In the remaining case, some di,j > 1. Arbitrarily form a path using exactly the vertices
vi,j for which di,j > 1.
For each (i, j) for which di,j = 1, we add an edge to the tree joining vi,j to a vertex of
the path in such a way as to let no vertex vi′,j ′ in the path have valence > di′,j ′ .
To see that this is always possible, suppose there are u vertices vi,j for which di,j = 1,
so u < r . In this case, we need that d − u− 2(r − u− 1)u, since the sum of the valences
available to vertices in the path is d − u and we have placed r − u− 1 edges into the tree
already. Since r1+ $d/2%, we have 2r2+ d , as required.
Now, a vertex vi,j on the original path may not yet have valence di,j . In this case, we add
enough semiedges incident with vi,j to bring its valence up to di,j . This gives the tree T .
Note that the sum of the valences of T is the covalence of T , so the covalence of T is d,
as required.
The parameter ti,j associated with the vertex vi,j is the ratio )i/di,j . It is easy to see
that, since d3 and all covalences are at least 3, there are at least three branch points, so
Theorem 8.1 implies that the constructed map has the desired covalences. 
There are a handful of cases not covered by Theorem 9.1. In the event d2, the only
possible Cayley maps are:
(1) d = 1:M is either a semiedge with one vertex or an edge joining distinct vertices of
degree 1;
(2) d = 2: M is either two semiedges incident with a single vertex, or an edge joining
distinct vertices, each incident with one semiedge, or a circuit.
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For d3, covalence 1 can occur only if there is an i ∈ [d] such that i = i + 1 and
xi = 1H . In other words, we have a loop with trivial generator and the ends are consecutive
in the rotation. Deleting these generators (alternatively, removing the loops) gives a simpler
map, but the covalences have changed, so we cannot easily give an arithmetic condition as
in Theorem 9.1.
Covalence 2 can occur only if there exists an i such that xi = xi+1 and (i+1)+1 = i.
In such a case, the repeated generators xi, xi+1 can be merged into one (or the parallel
edges can be merged into one). Repeating this operation as often as necessary removes all
covalence 2 faces without changing the covalences of the remaining faces. Thus, Theorem
9.1 applies fairly directly to this situation.
We note that Theorem 9.1 is a reﬁnement of Corollary 5.7, which is the case k = 1.
It would be very interesting to provide more detail about the cyclic sequence of cova-
lences. For example, the reader may verify that there is no Cayley map with the cyclic
sequence (8,8,10,10,8,10) of covalences around each vertex. However, as we shall see in
the next section, there is one with (8,10,8,10,8,10). (The latter sequence yields an edge-
transitive map [14], while the former does not.) Thus, it is not just the numbers or even
their multiplicities, but the order of the numbers that determines whether or not a given
covalence sequence can be achieved in a Cayley map. Since the submission of this work,
cyclic sequences of length 5 that are realizable as Cayley maps as well as non-Cayley
maps whose underlying graphs are Cayley graphs have been characterized by Šiagiová and
Watkins [51].
Amap is simply connected if every cycle is contractible. Since the only simply connected
surfaces are the sphere and the plane, a map is simply connected if and only if the supporting
surface of the map is the sphere or the plane. We shall also refer to such maps as planar,
with the understanding that they might be in the sphere (if they are ﬁnite). We note that if
M is generated by the dual quotient information method, thenM is simply connected and
therefore is planar.
In the following result, we obtain an analog of Theorem 9.1 for a planar map whose
underlying graph is a Cayley graph.
Theorem 9.2. Let M be a 3-connected planar map with ﬁnite covalences whose underlying
graph is the Cayley graph with Cayley group H and generating sequence X . Let d = |X|
be the valence of M and let )1, )2, . . . , )k be the distinct covalences that occur in M. Then
either M is a Cayley map for H and some cyclic orientation of X or for each i ∈ [k] there
exist divisors di,1, . . . , di,ri of )i such that
∑k
i=1
∑ri
j=1 di,j = 2d and
∑k
i=1 rid.
Proof. Since M is 3-connected and planar, every graph automorphism extends to a map
homeomorphism (i.e., either a map automorphism or a map automorphism composed with
a reﬂection of the plane or sphere). In particular, the left translations by elements of H
are examples of such homomorphisms. For each h ∈ H , left multiplication by h either
preserves the orientation of the surface or reverses it. Let K be the subgroup of H con-
sisting of those h that preserve orientation. If K = H , then M is a Cayley map. Oth-
erwise, K has precisely two cosets in H and the map M2 = M/K has just two ver-
tices, both of valence d , with an orientation-reversing homeomorphism that interchanges
them.
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Let ri be the number of faces ofM2 covered by faces ofM having covalence )i and let
di,1, . . . , di,ri be the covalences of these faces of M2. Clearly, each di,j is a divisor of )i
and
∑k
i=1
∑ri
j=1 di,j = 2d , since every dart ofM2 occurs in exactly one face ofM2.
To see that
∑k
i=1 rid , note thatM2 is a map in a surface with Euler characteristic 2,
two vertices, at most d edges (again we ignore semiedges) and r = ∑ki=1 ri faces. Thus,
22− d + r , or, equivalently, rd . 
We have the following analog of Corollary 5.7.
Corollary 9.3. Let M be a 3-connected planar map whose underlying graph is the Cayley
graph with Cayley group H and generating sequence X. Let d = |X| be the valence of M
and let M have constant covalence ) <∞. Then ) has a prime divisor at most d.
Proof. If M is a Cayley map, then we apply Corollary 5.7. Otherwise, by Theorem 9.2,
there are divisors d1, d2, . . . , dr of ) such that
∑
di = 2d and rd. Since 2d > d, some
di > 1. Thus, 2di2d . It will sufﬁce to show that if di > d , then di is even, which will
in turn imply that ) is even and 2 is the required divisor of ).
Let F be a face ofM2 of covalence di . Note that since there are only 2d darts, F is the
only face that has covalence di .
Since di > d, there is a pair of darts of F , one at each vertex ofM2, that are equivalent
under the orientation-reversing map homeomorphism  of M2 that interchanges the two
vertices. Hence the boundary of F is mapped to itself by , and so it uses the same number
of darts incident with each vertex ofM2. Thus, di is even. 
10. Classifying planar tilings as Cayley maps and Cayley graphs
In this section, we begin the classiﬁcation of planar tilings that are Cayley maps or
have a Cayley graph as their underlying graph. The book by Grünbaum and Shephard [15]
on planar tilings and the memoir by Graver and Watkins [12] on edge-transitive planar
maps help provide motivation, along with the fact that all maps with bounded valences and
covalences have such tilings as covers.
We start by classifying the regular tilings. Note that a simply connected map of valence
d and covalence ) must be the universal (d, )) tessellation of the plane or sphere.
Theorem 10.1. Let d and ) be positive integers and let M be the universal
(d, ))-tessellation. The following are equivalent:
(1) M is a Cayley map.
(2) The underlying graph of M is a Cayley graph.
(3) Either d2 or ) has a prime divisor p such that pd.
Proof. We begin by dealing with the degenerate cases d2 or )2. For d = 1, we have
either one vertex incident with one semiedge or two vertices each incident with an edge
joining them. For d = 2, we have either a 1-vertex map incident with two semiedges or a
circuit. In all these cases the map is a Cayley map.
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If )2 and d3, then ) = 2 and M is a 2-vertex map in the sphere with d parallel
edges between the two vertices. This is a Cayley map. Thus, the theorem holds in all these
degenerate cases, so in the following we may assume d3 and )3:
(1)⇒ (2): This is trivial.
(2)⇒ (3): Let T (d, )) = 〈, 〉 be the (d, ))-triangle group, soM = Map〈, 〉. Suppose
the underlying graph  ofM is a Cayley graph. By Corollary 9.3, ) has a prime divisor p
such that pd.
(3) ⇒ (1): For d3, we use the dual quotient information method (which applies by
Theorem 9.1 since d3 and )3). The ﬁrst step is to ﬁnd a suitable tree in the sphere.Write
d = qp + r , with 0r < p, and let T be any tree in the sphere obtained as follows. Start
with a path (v1, e2, v2, e3, . . . , eq, vq). To v1 add p− 1 semiedges, to each of v2, . . . , vq−1
add p − 2 semiedges, and to vq add r pendant edges and p − 1− r semiedges.
The tree T has q+r vertices, of which q have degree p and r have degree 1. Set tv = )/p
for each p-valent vertex v of T and set tv = ) for each 1-valent vertex v of T .
The covalence of T is the sum of its valences, and so is qp + r = d. Thus, the Cayley
map constructed by the dual quotient information method has all covalences ) and valence
d. This map is simply connected and therefore is the universal (d, ))-tessellation. 
We would like to extend Theorem 10.1 to include more general planar tilings. A natural
class consists of the edge-transitive ones, which are completely classiﬁed in [12]. If a 3-
connected planar map is edge-transitive, then it has at most two valences and at most two
covalences. In the case of two different covalences, the two covalences of the incident faces
must alternate about each vertex. Therefore, the valences are even. If the map is a Cayley
map or has a Cayley graph as an underlying graph, then there is only one valence. Just as
the universal (d, ))-tessellation of the plane or sphere is the unique simply connected map
of valence d and covalence ), there is a universal tessellation of the plane or sphere that is
the unique simply connected map of valence d = 2c and covalences )1 and )2 alternating
around each vertex. We denote that universal tessellation byM(2c; )1, )2).
The goal of the remainder of this section is to prove the following result.
Theorem 10.2. Let c2 be an integer, let )1 and )2 be distinct positive integers, each at
least 3, and let M = M(2c; )1, )2).
(1) A necessary and sufﬁcient condition for M to be a Cayley map is that at least one of the
following holds:
(a) )1 or )2 is a multiple of c;
(b) each of )1 and )2 has a prime divisor at most c and at least one of )1 and )2 is even;
(c) c is odd and each of )1 and )2 has a prime divisor at most c.
(2) The underlying graph of M is a Cayley graph but M is not a Cayley map if and only if
c is even and each of )1 and )2 is odd and has a prime divisor at most c.
Proof. Necessity: SupposeM = CM(H,X, ).We claim that there is no i such that i = i.
For if such an i exists, the vertex 1H ∈ H is incident with a face F1 containing the dart
(1H , i).Also incidentwithF1 are the darts (x(i−1), (i−1)) and (xi, i+1). Now (1H , i−1),
(1H , i), (1H , i + 1) are consecutive in the rotation of darts about 1H , so F1 has covalence
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)1, say, while the face F2 containing the darts (xi, i) and (1H , i+1) has covalence )2. Since
M is a Cayley map, F2 is taken by the isomorphism h → xih to F1, so F1 has covalence
)2 also. This contradicts the assumption that )1 = )2.
By Theorem 9.1, there are numbers r1 and r2 and divisors di,j of )i, i ∈ [2], j ∈ [ri]. In
this case, d = 2c, so r1+ r21+ c. It is clear that, for a ﬁxed k ∈ [d], all the darts ofM of
the form (h, k) are in faces of the same covalence and that the darts of the form (h, k + 1)
are all in faces of the other covalence. Therefore, for i = 1, 2,∑rij=1 di,j = c. If every d1,j
is 1, then we have r1 = c and r2 = 1. Thus, d2,1 = c and condition (1)(a) is satisﬁed.
Otherwise we can assume d1,12 and d2,12. It follows that each of )1 and )2 has a
prime divisor at most c. If either )1 or )2 is even, then condition (1)(b) holds. If both )1 and
)2 are odd, we show that c is also odd.
LetM1 be the one-vertex (2c)-valentmapCM({1H }, X′, ). It follows from the preceding
paragraphs that M1 consists of c loops incident with the single vertex. Furthermore, since
every covalence ofM1 is odd, the number f of faces is even. By Euler’s formula, 1− c+ f
is even, so c must be odd, as claimed.
Finally, suppose that the graph underlyingM(2c; )1, )2) is a Cayley graph and condition
(1) does not pertain. By the foregoing argument,M(2c; )1, )2) is not a Cayley map, and so,
by Theorem 9.2 there are divisors d1,1, . . . , d1,r1 of )1 and d2,1, . . . , d2,r2 of )2 such that
r1 + r22c and∑2i=1 ∑rij=1 di,j = 4c. More precisely, half the darts of M1 are in faces
covered by )1-covalent faces ofM, while the other half are in faces covered by )2-covalent
faces of M. Thus for i = 1, 2,∑rij=1 di,j = 2c.
Since both r1 and r2 are positive integers, we must have d1,j1 > 1 and d2,j2 > 1, for
some j1, j2. Thus, each of )1 and )2 has the required prime divisor. The only possibility,
since condition (1) does not pertain, is that c is even and both )1 and )2 are odd.
Sufﬁciency: For the sufﬁciency of (1) yielding a Cayley map, we use the dual quotient
information method. In each case, since the constructed map is simply connected, it must
be the universal tessellationM(2c; )1, )2).
(a) Suppose c|)1. Let T be the star K1,c. The c-valent vertex gets parameter )1/c, while
all the 1-valent vertices get parameter )2.
(b) Suppose 2|)1 and p|)2, with pc. Write c = qp + r , with 0r < p. Let T be the
tree obtained as follows. Start with a path on 2q − 1 vertices. By adding pendant edges,
alternately make the vertices have degrees p and 2, so the terminal vertices of the path have
degree p. This creates a tree with pq edges. Now to r of the neighbors of a vertex with p−1
leaf neighbors, add a single new edge with a new neighbor.
The tree is bipartite. One of the parts has all vertices with valences p or 1 and the other
part has all vertices with valences 2 or 1. The corresponding parameters, for the ﬁrst set,
are )2/p and )2, respectively, while for the second set they are )1/2 and )1, respectively.
(c) We can assume without loss of generality that p1p2, where, for i = 1, 2, pi |)i . If
c = p2, then we are in case (a), so we may assume c > p2.
We begin by writing c = 	(p2 + 1)+ , with 	 and  integers such that 0 < p2 + 1.
As c and p2 are both odd (or else we are in case (b)),  is odd, so 0 < p2. Also c > p2,
whence 	 > 0. Let+1 = (+1)(p1−1)−, with  and  integers such that 0 < p1−1.
Since  and p1 are both odd,  is even. Therefore, p1 − 3.
We construct a graph as follows. Start with a path (u1, v1, u2, v2, . . . u	, v	) and replace
each edge uivi, 1 i < 	, withp1−2 parallel edges. Replace u	v	 with +1 parallel edges.
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To each vertex ui add enough pendant edges to give ui degree p2. To each vi, 1 i < 	,
add a single pendant edge, so these vi have degree p1. To v	 add p1 − (1 + ) pendant
edges.
Finally, to each of  of the degree 1 vertices adjacent to u	 (other than v	 if  = 0), we
add p1 − 1 pendant edges. This is our graph. Its only cycles are of length two and between
any pair of adjacent vertices there is an odd number of parallel edges. It is easy to see that
such a graph has a one-face embedding in an orientable surface. (For example, embed it in
the sphere in a natural way. That the number of faces is odd is an easy exercise. For two
consecutive parallel edges, add a handle that uses only those two edges. This increases the
genus by one and decreases the number of faces by two. Repeat until there is only one face.)
The construction requires that  +  + 1p2 − 1. To see that this inequality holds, we
have the following chain of inequalities:
(p2 − p1)(p1 − 2)  0
⇐⇒ p1p2 − p21 − 2p2 + 2p1  0
⇐⇒ (p1 − 1)(p2 − 1)  p2 + 1+ p1(p1 − 3)
)⇒ (p1 − 1)(p2 − 1)  + 1+ p1
⇐⇒ (p2 − 1)  + 1
p1 − 1 +
(p1)
(p1 − 1)
= (+ 1)
(p1 − 1) +

(p1 − 1) + + 1− 1
= + + 1.
We obtain the required parameters as in (b). Note that  is bipartite, with one class of
vertices having all valences 1 or p1 and the other class having all valences 1 or p2. The
corresponding parameters are )1, )1/p1, )2 and )2/p2.
(2) Suppose c is even, )1 and )2 are both odd and, for i = 1, 2, there is a prime divisor
pi of )i such that pic. We construct our graph as follows.
Use the construction of case 1(c) on the parameters c + 1, p1 and p2. This produces a
graph 1 that has c + 1 edges. It is easy to see (by checking the distinct cases 	 = 1 and
	 > 1) that both u1 and v1 are incident with pendant edges. Obtain the graph  by deleting
one pendant edge from each of u1 and v1 and adding another edge between u1 and v1.
The graph  has an orientable embedding with two faces and, by adding a crosscap in
any edge that separates these two faces, we obtain a nonorientable embedding with one
face. (See the remarks below.) Note that the covalence is 2c. The graph is bipartite, with all
vertices in one part having valencesp1 or 1, and all vertices in the other part having valences
p2 or 1. The same dual quotient information method produces a map with all valences being
d = 2c and all covalences being either )1 or )2. This map is 3-connected and planar for
all the same reasons the maps in the oriented construction have these properties. By the
foregoing “necessity’’ argument, it is not a Cayley map. On the other hand, the dual of the
1-face map is a 1-vertex map. Ignoring the embedding, we have an assignment of group
elements to its darts that produces the graph underlying M , showing that this graph is a
Cayley graph. 
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As an example, the mapM(12; 9, 15) is not a Cayley map, but its underlying graph is a
Cayley graph.
The sudden appearance of a crosscap in the proof of part (2) of this theorem should not
be surprising. If the underlying graph of the planar map is a Cayley graph C(H,X, ), by
3-connectivity the action of H on the graph extends to the plane. If this action always pre-
serves orientation, then the map is a Cayley map. Thus, in part (2), the action must include
some homomorphisms that would reverse orientation of the oriented surface. Therefore the
quotient surface is nonorientable. Orientation-reversing loops in the quotient map corre-
spond to generators whose action on the plane reverses orientation. To be complete, we
note that Theorem 8.1 on realizability of quotient information generalizes to nonorientable
surfaces and that the resulting map is in a simply connected surface, which in particular is
orientable, exactly the situation in Theorem 10.2.
It is important to note that Theorems 10.1 and 10.2 are connected via Corollary 4.6 to
questions about factoring long cycles in symmetric groups. By Theorem 4.6, we know that
the (d, ))-tessellation is a Cayley map if and only if there is a homomorphism  from
its automorphism group T (d, )) = 〈x, y : xd = y2 = (xy)) = 1〉 to Sym[d] such that
(x) = . For d3, the image (xy) ∈ Sym[d] must contain a non-trivial cycle of length
p, with pd. Thus, the order of (xy), and, consequently ), must have a prime divisor at
most d. (Compare with Corollary 5.7.)
Conversely, suppose we know that if pd , then there is a permutation of order p (cor-
responding to xy) whose product with some involution (corresponding to y) is the cycle .
Since T (d, )) has so few relations, this is all that is needed to obtain the required homo-
morphism.
Thus, Theorem 10.1, parts (1) and (3), are equivalent to the statement: given 2pd,
the cycle (1 2 . . . d) can be written in Sym[d] as a product of two permutations, one of
order p and the other of order either 1 or 2. This statement is a theorem of Miller [35]. We
conclude that Theorem 10.1 provides a new proof of Miller’s Theorem, and, conversely,
Miller’s Theorem provides an alternative proof of Theorem 10.1.
Similarly, the (2c; )1, )2)-tessellation has T (2c; )1, )2) = 〈x, y : x2c = y)1 =
(xy))2 = 1〉 for its automorphism group. Thus, it is a Cayley map if and only if, in the
symmetric group on 2c symbols, we can factor the cycle (1 2 . . . 2c) into permutations of
appropriate orders, as described in Theorem 10.2, conditions 1(a)–(c). We do not know of
any such result in the literature on permutation groups.
We conclude this section with the following example.
Example. Consider the mapM = M(4; 3, )), where )4. If ) is odd, then we can show
in two ways that the underlying graph  of M is not even a Cayley graph. One way is
immediate by using Theorem 10.2. The other way is to note that  is the derived graph (line
graph) of the universal tessellationM ′ = Map〈, 〉 whose dart group is the triangle group
T (3, )) = 〈, 〉. SinceM ′ is odd-valent, non-bipartite, and both vertex- and edge-transitive,
it follows by Corollary 3.2 of [45] that  is not a Cayley graph.
On the other hand, suppose that ) is even. The edge-set of every circuit in M ′ is the
symmetric difference of the edge-sets of a ﬁnite collection of its face boundaries. Hence
M ′ is bipartite, and the result in [45] does not apply. We see, however, that in this case
M satisﬁes condition 1(a) of Theorem 10.2 and hence is a Cayley map. In fact, M is the
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antibalanced Cayley map CM(H,X, ), where  = (1 4)(2 3) and H  〈x1, x2 : x31 =
x32 = (x1x−12 ))/2 = 1〉.
11. Final words
In this last section we propose a number of questions which we feel merit further
research.
1. For which groups H is there a regular Cayley map CM(H,X, )?
This question seems to be interesting even for Abelian groups. It is easy to provide such
maps for cyclic groups, but typically they have parallel edges. So we reﬁne this question
as follows.
2. For which groupsH is there a regular Cayley mapCM(H,X, )without parallel edges?
Except for trivial maps, regular maps cannot have either loops or semiedges. This ques-
tion seems to be interesting even for cyclic groups.
The existence of a regular map of valence d3 and covalence )3 in a surface of genus
g > 1 is equivalent to the existence of a group of order 2d)(2g − 2)/(d) − 2d − 2))
having a presentation of the form 〈x, y : xd = y2 = (yx)) = 1, . . .〉. For example, this
is where the list of regular maps of genus 2 in [8] comes from.When a map is generated
this way by purely algebraic methods, it may have multiple edges. Detecting multiple
edges algebraically in the dart group is easy.
Proposition 11.1. LetM be a regularmapwith dart groupG = 〈, 〉.ThenMhasmultiple
edges if and only if 〈〉 contains a non-trivial normal subgroup of G. Also, M has loops or
semiedges if and only if  generates G, that is the map has only one vertex.
Proof. In a not necessarily regular map, the dart e is parallel to the dart e′ if and only if,
for some i, j ∈ [d] {d}, ei = e′ and ej = e′. That is, if and only if, for some i, j ,
ei = ej . IfM is regular, then this implies i = j. Thus, the subgroup 〈i , j 〉 of
〈〉 is invariant under conjugation by ; equivalently, it is a normal subgroup of G.
Similarly, if e is the dart of a semiedge or one of the two darts of a loop, then there is
an i such that ei = e. For a regular map, this is equivalent to  ∈ 〈〉, which in turn is
equivalent to G = 〈〉. In particular, G has just one vertex. 
The following variants might be easier.
3. For which groups H is there a regular balanced Cayley map (without parallel edges)?
4. For which groups H are the only regular Cayley maps balanced (with out parallel
edges)?
5. Which regular maps of small genus are Cayley maps?
6. Which small (or otherwise easily understood) groups have regular Cayley maps?
7. Let  ∈ Sym[d] be an involution and letMap() denote the generic regular cover of the
one-vertex Cayley map CM({1}, X, ). For which involutions , ′ ∈ Sym[d] is there a
homomorphism/isomorphism f : Map()→ Map(′)?
This seems to be a question about subgroups of Sym[d] and homomorphisms/isomor-
phisms taking  to .
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8. With  as in the preceding question, how many non-isomorphic maps are there whose
dart group is 〈, 〉Sym[d]?
9. Which sequences of covalences are possible in a Cayley map?
We have results in this work about sets of covalences.
10. How can Theorems 6.2 and 6.4 be generalized?
Interesting examples that show how they do not generalize would be quite welcome.
11. IfM is regular, can the rotary function be (nicely) expressed in terms of  and ?
12. Under what circumstances can we conclude that if M˜ is a Cayley map and f : M˜ → M
is a map homomorphism, thenM is a Cayley map?
One example occurs in the proof of Theorem 7.3, which implicitly uses the following
very easy fact:
Proposition 11.2. Let M = CM(H,X, ) be regular and let KH be such that KL is
normal in Aut(M). ThenM/KL is a regular Cayley map with distribution of inverses .
13. How far can the theory of Cayley maps be developed in the orientable case when we
allow that at each vertex either  or −1 gives the rotation? Another way of asking the
question is: what happens when we allow orientation-reversing automorphisms.
14. What is the theory of Cayley maps in nonorientable surfaces?
Presumably here we mean that a map M is a Cayley map if there is a subgroup of
Aut(M) that acts regularly on the vertex set.
15. In [16] are applications of regular balanced Cayley maps to interconnection networks.
Can that theory be generalized to all regular Cayley maps?
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