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Abstract
Computability of Banach spaces is discussed. A compatible relation is shown to hold between
the complex interpolation spaces of Calder)on (Studia Math. 24 (1964) 113) and the computability
structures introduced by Pour-El and Richards (Computability in Analysis and Physics, Springer,
Berlin, 1989). Namely, it is veri5ed that Calder)on’s original construction of the complex inter-
polation functor is valid in the context of computability if a mild e7ective separability condition
is ful5lled by a compatible couple of Banach spaces. c© 2002 Elsevier Science B.V. All rights
reserved.
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1. Introduction
As is well-known, mathematical analysis is built on the topologies coming from the
completeness of the real numbers. Thus, mathematical analysis seems rather inappro-
priate in the context of computer science. However, Pour-El’s proposal (Pour-El and
Richards [7]) of the computability in Banach spaces is not very far from ordinary
analysts’ intuitive ideas, though not every proposition that analysts consider true can
be translated into the computability arguments.
As a topic at the very crossing of classical function spaces and Pour-El’s com-
putability notion, we take interpolation functors (see, e.g., [1]). The di=culty is that
computability cannot be expected without a certain very strong underlying structure
since operations of in5ma and suprema of in5nite series are inevitable. In the case of
the complex interpolation method, an auxiliary space consisting of Banach space val-
ued holomorphic functions is introduced, and an interpolation space is essentially the
image of the evaluation mapping de5ned on the auxiliary space. Calder)on’s original
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argument ([2]) is quite constructive in describing this auxiliary space (See Lemma 2.1
below). It suggests an e7ectively generating set for this space and also one for the
interpolation space, by which delicate computations of norms of related spaces can be
bypassed as will be expounded below (see Lemma 4.2, Theorems 5.1 and 5.2).
Pour-El’s computability in Banach spaces ([7]) can be interpreted by the domain
theory (Edalat and SGunderhauf [4, 3]). Our present discussion can also be carried out
in the context of the domain theory. Here, however, we only present the arguments
following Pour-El and Richards.
2. The complex interpolation functor
First, we brieJy discuss the notion of interpolation spaces (see [1] for more detail).
Let two Banach spaces A0 and A1 be continuously embedded in one and the same
topological vector space X whose topology enjoys the Hausdor7 separation axiom.
Such Banach spaces are said to make up a compatible couple.
Then the intersection A=A0 ∩A1 and the sum A=A0 + A1 are de5ned within
X and they become Banach spaces continuously embedded in X. Thus,
A = {a; a ∈ A0 ∩ A1};
with the norm
‖a‖ = max{‖a‖0; ‖a‖1}:
Here ‖‖0 and ‖‖1 denote, respectively, the norms of A0 and A1. We suppose in the
sequel the set A0 ∩A1 is dense in each of A0 and A1. Now
A = {a0 + a1; a0 ∈ A0; a1 ∈ A1};
with the norm
‖a‖ = inf{‖a0‖0 + ‖a1‖1; a = a0 + a1}:
An intermediate space A of A0 and A1 is a Banach space satisfying A ⊂ A ⊂ A.
An interpolation functor  is the one which assigns to a compatible couple A0 and
A1 its intermediate space A=(A0;A1) in the following way: if B0 and B1 is another
compatible couple of Banach spaces, then, for any bounded linear operator T from Ak
to Bk (k =0; 1), an interpolation functor  should guarantee boundedness of T from
(A0;A1) to (B0;B1).
The complex interpolation functor (in the present abstract setting)
{A0;A1} → A = [A0;A1]
(depending on a parameter 0¡¡1) was formulated by Calder)on [2] based on
Hadamard’s Three Line Theorem. [A0;A1] are called the complex interpolation spaces
(of A0 and A1).
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Introduce the auxiliary spaceF(A0;A1) of all the A -valued bounded and continuous
functions f(z) de5ned on the strip 0 6 	z 6 1 such that f(z) are holomorphic for
0¡	z¡1 while on the boundary f(t+√−1y) are At-valued for each of t=0; 1, and
enjoy the limiting behaviors
‖f(t +√−1y)‖t → 0 as |y| → ∞; t = 0; 1:
The auxiliary space F(A0;A1) is a Banach space with the norm
‖f‖F = max
{
sup
y
‖f(√−1y)‖0; sup
y
‖f(1 +√−1y)‖1
}
:
The intermediate space [A0;A1]; (0¡¡1), is then de5ned as the set of values f
at z= 
[A0;A1] = {a; a = f() for some f ∈F(A0;A1)};
which is a Banach space with the norm
‖a‖ = inf{‖f‖F;f() = a; f ∈F(A0;A1)}:
Let G(A0;A1) be the set of linear combinations of the functions of the form
ez
2 N∑
n=1
enzan; (1)
where n ∈R; ¿0 and an ∈A0 ∩A1, N =1; 2; : : : . Calder)on [2] observed the
following.
Lemma 2.1. G(A0;A1) is dense in F(A0;A1).
The proof will be reviewed in the context of e7ective separability (Section 5. See
Corollary 5.1).
It follows in particular that A0 ∩A1 is dense in [A0;A1] for each 06 6 1. Since
we have assumed denseness of A0 ∩A1 in A0 and in A1, we have
[A0;A1]0 = A0; [A0;A1]1 = A1
in the present situation.
Example 2.1. The most classical example is the Riesz–Thorin Theorem for the
Lebesgue spaces (of complex valued measurable functions on the real line R; say):
Lr = [Lp;Lq];
1
r
=
1− 
p
+

q
; 1 ¡ p; q ¡∞; 0 ¡  ¡ 1;
(see [2]; [1]).
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Recall
Lp  f ⇔
∫
R
|f(y)|p dy ¡ +∞:
For a discrete version, see also [5], p. 305.
3. Computability structure in Banach spaces
Now we recall the notion of computability structure in a Banach space X (with norm
‖ ‖X) of Pour-El and Richards [7]. They de5ned a computability structure as a family
S of computable sequences which satisfy the following three axioms:
A1. Linear sum axiom: Suppose {xn} and {yn} are computable sequences. For any
computable sequences of scalars {nk}; {nk} and any recursive function d :N→ N,
zn =
d(n)∑
k=0
{nkxk + nkyk}
de5nes a computable sequence {zn}.
A2. Limit axiom: If a computable (double) sequence {xnk} e7ectively converges to
a sequence {xn} with respect to k and n, then {xn} is computable.
A3. Norm axiom: If {xn} is a computable sequence, then the sequence of norms
{‖xn‖X} is a computable real sequence.
The 5nal axiom is based on the computability structure of the real numbers and
apparently most di=cult in handling with.
Let us denote by C0(X) the space of continuous functions on the real line, −∞¡y¡
+∞, with values in a Banach space X, which satisfy
‖f(y)‖X → 0; |y| → ∞:
Lemma 3.1. If X admits a computable structure then so does C0(X).
Proof. We de5ne a computable sequence {fn} ⊂ C0(X) such that {fn(yk)} is a com-
putable double sequence of X for any computable sequence of real numbers {yk} and
that there is a recursive function d :N3 → N with
‖fn(y)− fn(y′)‖X 6 2−N whenever |y − y′|6 1d(n;M; N )
for any y; y′ ∈ [−M;M ]. It is readily veri5ed that this de5nition satis5es the three
axioms on computability (cf. [7], p. 26–27).
Suppose n ¿ 1. Let Cper; n(X) be the Banach space of X-valued continuous func-
tions f(y) on the real line, which is periodic of period n :f(y + n)=f(y). Then
an analogous (but simpler) de5nition of a computability sequence as above yields the
following.
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Lemma 3.2. If X admits a computability structure then so does Cper; n(X) for each
n=1; 2; : : : .
An e7ectively generating set of a Banach space X with a computability structure S
is a computable sequence {en} such that its linear span is dense in X. If there is an
e7ectively generating set, then X (with S) is said e7ectively separable.
Here is a typical case.
Lemma 3.3. Let X be a Banach space. For 1 6 p¡+∞; let Lp(X) be the space
of X-valued functions on the real line −∞¡y¡+∞; which are strongly p-Bochner
integrable. If X is e8ectively separable; then so is Lp(X) for each computable 16
p¡+ ∞.
In fact, let {en} be an e7ectively generating set of X. Let G= {g(y)} be a sequence
of 5nitely supported step functions on the real line, taking computable linear combi-
nations of {en} as values, whose jumping points make up a computable sequence of
rational numbers. Recall that an X-valued function f(y) is strongly p-Bochner inte-
grable if there is a sequence of 5nite X-valued step functions f(y) such that∫ +∞
−∞
‖f(y)− f(y)‖pX dy → 0
as →∞. p-Bochner integrability of f(y) is equivalent to p-Lebesgue integrability of
the norm ‖f(y)‖X (see [8]). Therefore, approximating f(y) by g(y)∈G, we see G
is in fact an e7ectively generating set of Lp(X) since a parallel reasoning to the cases
of real valued Lebesgue spaces is valid (cf. [7], p. 84). In view of Lemma 3.1 and
the de5nition of p-Bochner integrability, we de5ne that a sequence {fn(y)}⊂Lp(X)
is computable provided
∫ +∞
−∞
‖fn(y)− fnk(y)‖pX dy → 0 as k →∞
e7ectively in k and n. Here {gnk(y); n¿1; k¿1} is a sequence consisting of X-valued
functions gnk(y) vanishing for |y|¿k and such that, for each k, {gnk(y); n¿1} is a
computable sequence in C0(X) (compare with De5nition A, [7], p. 84).
4. Statement of the problem
Consider a compatible couple of Banach spaces A0 and A1. Suppose A0 and A1
admit computability structures S0 and S1, respectively. We suppose A = A0 ∩A1 is
dense in each of At ; t = 0; 1:
We then question whether [A0;A1]; 0¡¡1; admits a computability structure, say,
S, and, in the case of the a=rmative, how S and S0; S1 are related.
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Lemma 4.1. If S =S0 ∩S1; then S is a computability structure of A.
In fact, note the fact that the mapping
R2  (x; y) → max{x; y} ∈ R
is computable (see [7], p. 21). Consequently, three axioms A1, A2, A3 for S are im-
mediate combinations of those for S0 and S1. Recall that {0; 0; : : :}∈ S by de5nition.
Denote by S(A0;A1) the totality of sequences {fn} in F(A0;A1) such that, for
each t = 0; 1, {fn(t +
√−1y)} is a computable sequence in C0(At).
Recall that each fn(∈F(A0;A1)) is related to its boundary values by Poisson’s
formula. Let
gnt(y) = fn(t +
√−1y) ∈ C0(At); t = 0; 1;
be the boundary values of fn. Then Poisson’s formula says
fn(x + iy) =
1∑
k=0
∫ ∞
−∞
 k(x; y − !)gnk(!) d! (2)
for 0¡x¡1 (See [1, 2]). Here
 k(x; y) =
1
2
sin("x)
cosh("y)− cos "(k + x) ; k = 0; 1:
However, for given gnt(y)∈C0(At); t = 0; 1; (2) does de5ne an element in F(A0;A1)
only if it satis5es non-trivial compatibility conditions derived from the Cauchy–Riemann
equation. This fact reduces the utility of the formula (2) in our later discussions.
Lemma 4.2. S(A0;A1) is a computable structure of F(A0;A1).
The veri5cation is quite a routine because of the de5nition of the norm in F(A0;A1).
In particular, we do not need to explicitly employ the norm in A = A0 + A1.
It would then be natural to introduce the set S′ of sequences {xn} in [A0;A1] such
that xn = fn() for some {fn}∈S(A0;A1).
Now we have the following questions:
Q1. How the computability structure S(A0;A1) and those of At ; t = 0; 1; are
related ?
Q2. Is S′ a computable structure of [A0;A1] for a computable  ?
5. Computability of interpolation functor
We answer basically in the a=rmative to the two questions Q1, Q2 as stated at
the end of Section 4. Let us assume Lemma 4.1, i.e., each At ; t = 0; 1; admits a
computability structure St such that S =S0 ∩S1 is one for A = A1 ∩A1. We further
assume A is e7ectively separable, admitting an e7ectively generating set G ∈S.
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To begin with, we show an e7ective version of Lemma 2.1, that is, Theorem 5.2
below, which states F(A0;A1) is e7ectively separable. A candidate of a generating set
is given by the elements of the form (1) with computable entries. Such a statement thus
appears quite obvious by simply mimicking the proof in [2] of the corresponding result
to Lemma 2.1 since merely denseness is at the stake. However, a close examination of
intermediate spaces reveals that every involved step admits a computable interpretation.
Let n¿1. Let Fper; n(A0;A1) be the totality of A0+A1-valued holomorphic functions
f(z) of z; 0¡	z¡1, continuous on 06	z61, periodic of period √−1n, and for each
t = 0; 1;
gt(y) = f(t +
√−1y) ∈ Cper; n(At):
Then Fper; n(A0;A1) is a Banach space with the norm
‖f‖per; n = max
t=0;1
max
06y6n
‖f(t +√−1y)‖t :
If A0 and A1 admit computable structures, then, as is readily seen, each of Cper; n(At);
t = 0; 1; admits a computable structure. Consequently, Fper; n(A0;A1) also admits one,
say Sper; n(A0;A1). Elements of Sper; n(A0;A1), when restricted to the line x = t, are in
a computable structure of Cper; n(At); t = 0; 1.
In order to describe its generating set, we need a certain functional analytic property
of the space Fper; n(A0;A1).
Let k = 0;±1;±2; : : : and 06x61. Following [2], consider the integrals
ak;m(x) =
1
2mn
∫ mn
−mn
g(x +
√−1y) e−(2"=n)k(x+
√−1y) dy; (3)
where m = 1; 2; : : : ; and g(z)∈Fper; n(A0;A1). Note ak;m(x) are actually independent of
x, i.e.,
ak;m(x)− ak;m(x′) = 0; 06 x; x′ 6 1 (in A0 + A1)
for each m since the left-hand side turns out
√−1
2mn
∫ x
x′
(g(&+
√−1mn)− g(&−√−1mn)) e−(2"=n)k& d& = 0
by Cauchy’s theorem because of holomorphicity and periodicity of the integrand. Fur-
thermore, for each x and k, ak;m(x) is independent of m since the integrand is of
period n. We may thus write 'k(g) instead of ak;m(x). Observe ak;m(t) converges in
At for each t=0; 1 since g(t +
√−1y)∈At ; t = 0; 1; and the integral (3) converges
in At on the line x = t; t = 0; 1. Thus, 'k(g)∈A = A0 ∩A1, and
Fper; n(A0;A1)  g → 'k(g) = ak;m(t) ∈ At
is bounded for each t = 0; 1.
Summarizing, we have shown.
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Lemma 5.1. For each k = 0;±1;±2; : : : ; the linear mapping
g(z) → 'k(g) = 12n
∫ n
−n
g(x +
√−1y)e−(2"=n)(x+
√−1ky) dy
is bounded from Fper; n(A0;A1) to A.
Every element g(x +
√−1y)∈Fper; n(A0;A1) admits a Fourier series expansion of
the form
g(x +
√−1y) =
∞∑
k=−∞
e(2"=n)(x+
√−1y)kak ; ak = 'k(g);
which is, however, not necessarily e7ectively uniformly convergent ([6, 7]). Let
(N (g; z) =
N∑
k=−N
(
1− |k|
N + 1
)
e(2"=n)zkak
be its CesQaro mean (N = 1; 2; : : :). Then F)ejer’s theorem and its classical proof assert
that, for each t = 0; 1,
(N (g; t +
√−1y)→ g(t +√−1y) in At (4)
is e7ectively uniformly convergent ([6]. cf. also [2]).
Rewriting the above arguments, in particular, incorporating the convergence (4) and
e7ective separability of A, we have the following.
Corollary 5.1. Let G be an e8ectively generating set in A. For each n¿1; Fper; n
(A0;A1) is e8ectively separable with a generating set Gper; n(A0;A1) consisting of the
elements of the form
gN (z) =
N∑
k=−N
e(2"=n)kzak ;
where ak ∈G(⊂A).
Together with the 5rst main theorem ([7]), Lemma 5.1 and Corollary 5.1 yield the
following.
Corollary 5.2. For each k = 0;±1;±2; : : : ; the linear operator
g(z) → 'k(g)
maps each computable element of Fper; n(A0;A1) onto a computable element of A.
Now we have an e7ective version of Lemma 2.1.
Theorem 5.1. F(A0;A1) is e8ectively separable. Its generating set E(A0;A1) is given
by elements of the form (1) with computable entries ; n; an.
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Proof. We essentially reproduce Calder)on’s argument, supplying considerable technical
details originally omitted ([2], pp. 132–133). First observe that, for any ¿0, the
mapping
L : f(z) → ez
2
f(z)
is linear and bounded from F(A0;A1) to itself. For any R¿0, let
Nt(f; R) = sup
|y|6R
‖f(t +√−1y)‖t :
Then, for t = 0; 1,
Nt((1− L)f; R)6 Nt(f; R) max|y|6R |1− e
(t+
√−1y)2 |;
whence the right-hand side tends to 0 as → 0 on any bounded interval of y. Recall
that, for each f∈F(A0;A1),
lim
R→+∞
Nt(f; R) = 0;
where
Nt(f; R) = sup
|y|¿R
‖f(t +√−1y)‖t :
It follows
lim
→0
‖f − Lf‖F = 0; f ∈F(A0;A1) (5)
since, for R large enough,
‖f − Lf‖F 6 max
t=0;1
{2Nt(f; R) + Nt((1− L)f; R)}:
We also note that, for any n¿ 1 and ¿0, the mapping
SnL :f(z) →
∞∑
j=−∞
Lf (z +
√−1nj)
de5nes a bounded linear operator from F(A0;A1) to Fper; n(A0;A1), i.e.,
‖SnLf‖per; n 6
(
2 +
√
"

1
n
)
e‖f‖F (6)
since
∞∑
j=0
e−j
2n2 6 1 +
∫ ∞
0
e−n
2x2 dx = 1 +
1
2n
√
"

:
Note also that, for any R′¿0,
Nt(SnLf − Lf; R′)6 Nt(f; R′) e(t
2+R′2)
√
2"

1
n
: (7)
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In fact, since −2njy62y2 + 12n2j2,
Nt(SnLf − Lf; R′)6 2Nt(f; R′) e(t
2+R′2)
∞∑
j=1
e−n
2j2=2
and
∞∑
j=1
e−n
2j2=2 6
∫ ∞
0
e−n
2x2=2 dx =
1
n
√
"
2
:
Incidentally, we have
Nt(Lf; R′)6 e(t
2−R′2)Nt(f; R′) (8)
and
Nt(L′SnLf; R′)6 e
′(t2−R′2)‖SnLf‖per; n: (9)
Now we are ready for summing up the estimates (5)–(9). Let, for any ¿0; ′¿0
and n¿ 1,
M′ ; n; ; t(f) = sup
−∞¡y¡∞
‖L′SnLf(t +
√−1y)− Lf(t +
√−1y)‖t ;
where f∈F(A0;A1). Observe that
M′ ; n; ; t(f)6 Nt(Lf; R′) + Nt(L′SnLf; R′) + Nt(Lf − L′SnLf; R′)
for any R′¿0. If ′′= − ′¿0, then
Nt(Lf − L′SnLf; R′)6 e
′t2Nt(L′′f − SnL′L′′f; R′)
6 e
′t2{Nt(L′′ − SnL′′ ; R′) + Nt(SnL′′(L′ − 1)f; R′)};
whence, by (6) and (7), the last term is further dominated by
6 e
′
{
e
′′(1+R′2)
√
2"
′′
1
n
‖f‖F +
(
2 +
√
"
′′
1
n
)
e
′′‖(L′ − 1)f‖F
}
:
With (8) and (9), we have, for t=0; 1,
M′ ; n; ; t(f)6 e(1−R
′2)‖f‖F + e′(1−R′2)
(
2 +
√
"

1
n
)
e‖f‖F
+e
′
{
e
′′(1+R′2)
√
2"
′′
1
n
‖f‖F
+
(
2 +
√
"
′′
1
n
)
e
′′‖(L′ − 1)f‖F
}
:
Therefore, for a given ,¿0, by choosing ′¿0 small enough, then R′ large enough,
and 5nally n large enough, we can realize
‖Lf − L′SnLf‖F = max
t=0;1
M′ ; n; ; t(f)6
,
2
: (10)
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Now let
f′ ; n; (z) = L′SnLf (z); 06 	z 6 1; f∈F(A0;A1)
for n¿ 1; ¿′¿0. Summarizing (5) and (10), we have, for any ,¿0,
‖f − f′ ; n; ‖F ¡ , (11)
with an appropriate choice of ¿′¿0 and n. (11) means that the class of functions
f′ ;n; is dense in F(A0;A1). Noting that the elements of E(A0;A1) are of the form
L′gn;, we further need to show that SnLf∈Fper; n(A0;A1) are approximated by linear
combinations of elements gn; ∈Gper; n(A0;A1). But this is guaranteed by Corollary 5.1.
Now by E7ective Density Lemma and Stability Lemma ([7]), F(A0;A1) has an
essentially unique computability structure containing the generating set E(A0;A1). Since
E(A0;A1) is determined by trigonometric polynomials with coe=cients from G⊂A,
this computability structure is determined by that of A. Therefore, we answer to the
question Q1 in the a=rmative that if A is e7ectively separable, then the computability
structure S(A0;A1) is uniquely determined.
Recall
S′ = {{fn()}; {fn} ∈S(A0;A1)}:
Let E= {g(); g∈E(A0;A1)}: Then E ∈S′ . By Hadamard’s three line theorem, we
see that the linear span of the elements E is dense in [A0;A1]. Therefore, S′ de5nes
a computable structure in [A0;A1] for a computable , which is unique as containing
E. This answers the question Q2.
Summarizing, we have formulated the following answers to questions Q1, Q2.
Theorem 5.2. Suppose A0 and A1 are e8ectively separable with an e8ectively gener-
ating set G⊂A0 ∩ A1. Then for computable ; 0¡¡1; the complex interpolation
space [A0;A1] is e8ectively separable. Its computability structure S′ is essentially
unique; and is derived from the computability structure S(A0;A1) of F(A0;A1) by
taking the values of its elements at .
Suppose X is an e7ectively separable Banach space. Then for each computable
16p¡+∞, Lp(X) admits a computability structure SLp(X) and is e7ectively sepa-
rable, with a generating set ⊂⋂p¿1 Lp(X) (Lemma 3.3). We take A0 =Lp(X) and
A1 =Lq(X), 1¡p; q¡+∞; p = q: Recall the Riesz–Thorin Theorem (Example 2.1).
Then A=Lr(X), 1=r=(1 − )=p + =q. Now the previous problem reduces to ask
whether S′ , as obtained from S(L
p(X);Lq(X)), coincides with SLr(X).
Corollary 5.3. Suppose p; q and  are computable. In the above setting; we have
S′ =SLr(X).
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