Dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) represents an established method for the detection and diagnosis of breast lesions. While mass-like enhancing lesions can be easily categorized according to the Breast Imaging Reporting and Data System (BI-RADS) MRI lexicon, a majority of diagnostically challenging lesions, the so called non-mass-like enhancing lesions, remain both qualitatively as well as quantitatively difficult to analyze. Thus, the evaluation of kinetic and/or morphological characteristics of non-masses represents a challenging task for an automated analysis and is of crucial importance for advancing current computer-aided diagnosis (CAD) systems. Compared to the well-characterized mass-enhancing lesions, non-masses have no well-defined and blurred tumor borders and a kinetic behavior that is not easily generalizable and thus discriminative for malignant and benign non-masses. To overcome these difficulties and pave the way for novel CAD systems for non-masses, we will evaluate several kinetic and morphological descriptors separately and a novel technique, the Zernike velocity moments, to capture the joint spatio-temporal behavior of these lesions, and additionally consider the impact of non-rigid motion compensation on a correct diagnosis.
Introduction
Breast cancer is one of the leading causes of death among women in the western hemisphere. Contrast-enhanced magnetic resonance imaging (MRI) of the breast was reported to be a highly sensitive method for the detection of invasive breast cancer [1] . Different investigators described that certain dynamic signal intensity (SI) characteristics (rapid and intense contrast enhancement followed by a washout phase) obtained in dynamic studies are a strong indicator for malignancy [2] . Morphological criteria have also been identified as valuable diagnostic tools [3] . Recently, combinations of different dynamic and morphological characteristics have been reported [4, 5] that can reach diagnostic sensitivities up to 97% and specificities up to 76.5%. Many of these studies were performed in the preoperative staging of patients with suspicious lesions (Breast Imaging Reporting and Data System (BI-RADS) 4 and 5) including predominantly tumors with an extension greater than 2 cm. In such cases, MRI reaches a very high sensitivity in the detection of invasive breast cancer due to both the typical appearance (ill-defined shape, stellate borders, and rim enhancement) of malignant tumors and characteristic SI time courses of contrast enhancement. Recent clinical research has shown http://asp.eurasipjournals.com/content/2013/1/172 that ductal carcinoma in situ (DCIS) with small invasive carcinoma can be adequately visualized in MRI [6] and that MRI provides an accurate estimation of invasive breast cancer tumor size, especially in tumors of 2 cm or smaller [7] .
However, more than 40% of the false-negative MR diagnosis are associated with non-mass-like enhancing lesions, thus indicating a lower sensitivity of MRI for these cases. It has been shown that double reading achieves a higher sensitivity but is time-consuming, and as an alternative, a computer-assisted system was suggested [8] . The success of computer-aided diagnosis (CAD) in conventional X-ray mammography [9] [10] [11] [12] [13] motivates furthermore the research of similar automated diagnosis techniques in breast MRI.
Non-mass-enhancing lesions exhibit a heterogeneous appearance in breast MRI with high variations in kinetic characteristics and typical morphological parameters [14] [15] [16] and have a lower reported specificity and sensitivity than mass-enhancing lesions. The diagnosis of non-mass-like enhancement lesions is thus far more challenging. Malignant lesions such as DCIS and invasive lobular cancer (ILC) exhibit a segmental or linear enhancement pattern, and benign lesions such as fibrocystic changes present as well a non-mass-like enhancement [17] . However, a systematic classification of non-masslike enhancing lesions is not in place. A classification of such lesions would be highly beneficial since they may reduce the biopsies' numbers. The morphological parameters with the highest predictive value in nonmass-enhancing lesions were reported in [15] as segmental distribution, clustered ring enhancement, and a clumped internal architecture. Another study has shown that including kinetic data on dynamic contrast-enhanced imaging and diffusion-weighted MRI imaging in addition to morphological characteristics showed a high diagnostic accuracy in the characterization of these lesions [16] .
Research initiatives have been focused on automated analysis of mass lesions [18] [19] [20] [21] [22] [23] [24] , while very few studies investigated the characterization of the morphology and/or enhancement kinetic features of non-mass lesions [17, [25] [26] [27] . The studies showed a much lower sensitivity and specificity for non-mass-like enhancement lesions compared with masses and suggested the need for more advanced algorithms for the diagnosis of non-mass-like enhancement.
Current CAD systems are specialized for automated detection and diagnosis of mass-enhancing lesions that are well characterized by shape and kinetic descriptors according to the BI-RADS lexicon. To overcome these problems and revolutionize the state of the art of CAD in breast MRI, we need to focus on correctly capturing and analyzing the unique spatio-temporal behavior of non-mass-enhancing lesions.
In this paper, we present novel techniques for establishing the automated diagnosis of non-mass-enhancing lesions and thus improve the quality of breast MRI postprocessing and reduce the number of missed or misinterpreted cases leading to false-negative diagnosis. In an automated step, we will extract both morphological and kinetic features and use them as potential cues for nonstandard lesion detection. Furthermore, we will apply a novel concept -the Zernike velocity moments [28] -as a unique descriptor that captures the simultaneous behavior of the spatio-temporal behavior of these lesions. We will evaluate quantitatively and qualitatively based on automated classification the utility of novel feature extraction approaches to diagnostically challenging lesions in breast MRI.
Materials and methods

Patients
The database for non-mass-enhancing lesions includes a total of 84 patient images, all female, with non-massenhancing tumors. All patients had a histopathologically confirmed diagnosis from needle aspiration/excision biopsy and surgical removal. Histologic findings were malignant in 61 and benign in 23 lesions.
MR imaging
MRI was performed with a 1.5 T system (Magnetom Vision, Siemens, Erlangen, Germany) equipped with a dedicated surface coil to enable simultaneous imaging of both breasts for both types of lesions. The patients were placed in a prone position.
Transversal images were acquired with a short TI inversion recovery (STIR) sequence (TR = 5,600 ms, TE = 60 ms, FA = 90°, IT = 150 ms, matrix size 228 × 182 pixels, slice thickness 3 mm). Then, a dynamic T1-weighted gradient echo sequence (3-D fast low-angle shot sequence) was performed (TR = 4.9 ms, TE =1.83 ms, FA = 12°) in transversal slice orientation with a matrix size of 352 × 352 pixels and an effective slice thickness of 1 mm. The dynamic study consisted of five measurements with an interval of 1.4 min. The first frame was acquired before injection of paramagnetic contrast agent (gadopentatate dimeglumine, 0.1 mmol/kg body weight, Magnevist TM , Schering, Berlin, Germany) immediately followed by the four other measurements.
Motion compensation and lesion segmentation
Automatic motion correction represents an important prerequisite to a correct automated small lesion evaluation [29] . Motion artifacts are caused either by the relaxation of the pectoral muscle or involuntary patient motion and invalidate the assumption of same spatial location within the breast of the corresponding voxels in the acquired volumes for assessing lesion enhancement. We employ a motion compensation algorithm based on the technique described in [30] and use separate robustification in the data term. It has been shown that this method yields very good results as it is robust against noise, which is very important for our purposes.
We show in Figure 1 an example of how the motion compensation algorithm works. The flow field between the pre-and post-contrast image is shown in color code, i.e., the color represents the direction of the motion field at a specific location, whereas the brightness corresponds to the magnitude. Note that the three-dimensional image is represented by the middle transverse slice as usual. Furthermore, the motion-compensated post-contrast image is visualized. Although the magnitude of the depicted displacement field is relatively small, it is still very useful to remove small artifacts in the subtraction image. Due to the motion compensation, the images are more aligned with each other, and thus, the boundary of the breast becomes also less visible since it is not enhanced. Similar improvements can also be observed in the tumor itself and the surrounding tissue. Note that the images as well as the flow consist of three dimensions. This means that the algorithm tries to find the best possible displacement in all three directions. This is the reason why the structures in the original and the motion-compensated image can look differently when only considering one slice, because parts from different slices, not visible in the example, can have an influence on the depicted slice and vice versa.
Tumor segmentation represents the correct identification of the spatial location of a tumor. Manual segmentation performed by a radiologist is considered the gold standard. However, expert segmentation is not highly precise and prone to inter-observer and intra-observer variability, and it might include also non-enhancing tissue. It is time-consuming by viewing both spatial and temporal profiles and thus examining many series of enhanced data and profiles of pixels while determining the lesion boundary. To overcome these problems, we employ as an automatic segmentation method an active contour segmentation without edges as proposed by Chan and Vese [31] and improve the algorithm by taking into account the three-dimensional image sequence and by adding a smoothness assumption to level set function:
Using finite difference methods (FDM) and solving the following Hamilton-Jacobi equation (Euler Lagrange equation corresponding to active contour without edges) give the boundary of target with the given initial level set function φ 0 (x, y, z).
.,n is the image sequence for a given case consisting of n three-dimensional images. In our case, n = 5. c in = (c in 1 , . . . , c in n ) T are the average gray values for each image for the inside region, and similarly, c out = (c out 1 , . . . , c out n ) for the outside region. Since the contrast agent has a certain in-take-time, the consecutive images will be weighted more. The weighting factors γ 1 , . . . , γ n ≥ 0 take into consideration accordingly this information content of an image. We also use δ (x) := 1 2 1 + 2 π arctan x , n := outer normal direction of ∂ , and scalar parameters μ, λ 1 , λ 2 .
Let φ N (x, y, z) be the Nth step evolution of φ(t, x, y, z) in FDM. Then, the curve γ for detected boundary is defined
where τ is the tolerance. To get a good approximation of a global optimizer of this non-convex problem, we make use of a coarse-to-fine multigrid implementation of the algorithm. The parameter η ∈[0.5, 1) thereby determines the downsampling factor. For the numerical simulation, we choose the following parameters: 
Enhancement kinetic features
While mass-enhancing lesions exhibit a typical kinetic behavior that is distinctive for malignant and benign lesions, non-mass-enhancing lesions have kinetic characteristics that are far less well characterized and of limited accuracy in discriminating between malignant and benign behavior [26] . As a dynamical feature, the slope of the relative signal intensity enhancement (RSIE) is used in most current CAD systems. Very few studies exist for analyzing the kinetics of non-masses.
Besides the description of the texture, we also want to characterize the enhancement of the tumor due to the contrast agent. We are focusing on this in the following mainly by considering the mean gray values of each tumor region and how it develops over time. Therefore, we consider trivial facts like the magnitude of the enhancement as well as more sophisticated methods like the Fourier transform or regression methods. All these approaches are described in the following.
Slope of mean values
A simple but important feature is the slope of the enhancement. For a given image f, we consider the mean value inside the tumor region:
Here, p ∈ T represent the pixels within a tumor region T. Computing the mean for each of the I images belonging to one tumor yields the mean values μ 1 , .., μ I , from which we consider the difference between subsequent values
where t denotes the time between the images. We take these values as additional features. This is the same as computing the average of all slopes between single pixels. 
Regression methods
In order to get better descriptors of the enhancement, we are now considering different classes of functions and perform regression, i.e., we try to find parameters of the given model which approximate the given points best. Instead of just considering the mean values, we consider the mean values of the post-contrast images in relation to the pre-contrast image. We therefore define the relative enhancement (RE) as
Given the points {(t i , s i ) } i=1,...,I with t i = i t, we to try apply regression with different functions described below.
Linear function
This feature is also known as the relative signal intensity enhancement and was already used by Retter and Steinbrücker for mass-like tumors [32] [33] [34] . The idea behind it is that in the beginning, both benign and malignant tumors have the same behavior by absorbing a lot of the contrast agent leading to a rapid enhancement. However, the temporal behavior can be highly diagnostic for the type of the tumor. While benign mass tumors tend to have a further increase of the enhancement, malignant tumors are prone to have a rapid washout effect. The question is if this idea can be transferred to the nonmass-like tumors. Jansen et al. found out in their experiments that this criteria is not valid anymore in this case [35] . However, we want to examine if it is also the case for our data set, and therefore, we are incorporating this feature in the classification process, too.
The idea is to approximate the last three values of the relative enhancement by a linear function g(t) = at + b in order to describe the enhancement behavior towards the end. We set I = 5 as it is the case in our data set. The parameters a and b have to be optimized in order to fit the given values. We are, however, only interested in the ascend of the function a. The optimal value can be computed as the solution of the following least squares regression: After some computations, we get for a the following result which is used as a feature:
Exponential function
Exponential functions have the potential to fit the points of the relative enhancement better and are therefore used in several papers. Jansen et al. [35] , for example, used the following function
with the parameters A, α, and β. An example of the fitted function can be seen in Figure 3 . It is now possible to fit the values instead of approximating them as it is the case with linear functions. The parameters of the nonlinear fitting function can be gained using an iterative algorithm. We used the Nelder-Mead method [36] , which is already implemented in Matlab®. Having these values, Jansen et al. proposed to compute some properties based on the function as features:
• Initial area under the curve until a specified time τ . We use τ = 3 t for our experiments. • Time to peak enhancement
• Curvature at the peak
In contrast to the original paper of Jansen et al., we also include the parameters A, α, and β in the feature list.
Morphological features
Morphological characteristics contain valuable information about a lesion's type. Combined with kinetic properties, one could expect a higher accuracy. Furthermore, non-mass-enhancing lesions such as DCIS or ICS can be better differentiated based on morphological properties [25] . In a previous work [37] , we have considered features that describe the geometric characteristics of the shape and local moments such as Krawtchouk to identify the non-smooth surface.
In this section, we will focus on features that are solely based on the morphology of the tumor, i.e., we will study the geometric structure without considering the gray values. As a result of the segmentation algorithm, we have a binary image telling us which pixels belong to the tumor and which do not. This representation, however, is not sufficient for our needs. A better representation would be a triangulation of the surface points. This is done using the built-in method in Matlab®. It uses an edge-based algorithm and returns for a given binary tumor image a set of vertices V consisting of 3-D points and faces F defining the triangles connecting the vertices in V. Based on this representation, we can compute the following features.
Writhe number
The writhe number describes to which extent a surface is twisted and coiled in itself. It has been introduced by Fuller for the description of the writhing of curves in space [38] . Lauric et al. used this idea and transferred it to surfaces [39, 40] . Their application to the analysis of intracranial aneurysms yielded promising results. The Writhe number is computed for vertices along the surface of the tumor and represents geometrically the surface asymmetries. Additionally, it has an interesting physical interpretation: it describes the 'twisting force' acting on an object. The writhe number quantifies the twisting force that acts at each point on the surface of a lesion. Given a surface S, they defined a relationship w between two different points p, p ∈ S as
where n p , n p denote the surface normals at the points p and p and [a, b, c] := a (b×c). Thereby, b×c denotes the cross product of the vectors b and c. The writhe number of a point p ∈ S is then given as
The discrete counterpart is
The value p is the area assigned to the point p .
We now want to compute the writhing number for the vertices in S = V . Let a face in the set F be given by the three vertices v 1 , v 2 , v 3 ∈ V . We can then compute the area A and normal n for this face as
The normal of each vertex is then computed by averaging the normals of the faces containing the vertex. Similarly, to obtain a measurement of the value p of a vertex p, the areas of the faces containg p are averaged.
Having these values, we can compute the writhe number for every vertex. Finally, we compute the first-order statistics of the values.
Krawtchouk moments
Krawtchouk moments represent a set of orthonormal polynomials associated with the binomial distribution. Their mathematical derivation is exemplarily described in [41] .
Weighted 3-D Krawtchouk moments [42] have several advantages compared to other known methods: (1) they are defined in the discrete field and thus do not introduce any discretization error like spherical harmonics defined in a continuous field, and (2) low-order moments can capture abrupt changes in the shape of an object. These moments form a very compact descriptor of a tumor, achieved in a computationally efficient way. In our previous work [43] , we have extended them to capture the three-dimensional properties of a shape. The resulting moments are given by
where the image f is represented in the radial polar system. To make them rotationally invariant, one considers the norm of the moments. The function K n refers to the Krawtchouk polynomial of order n. The notations and detailed mathematical derivations are described in [43] .
Zernike velocity moments
Velocity moments (Zernike or Cartesian) are based around the statistical center of mass (COM) of an image and are primarily designed to describe a moving and/or changing shape in an image sequence. The method enables the structure of a moving shape to be described, together with any associated motion information, and so they are termed spatio-temporal moments. They are formulated as a weighted sum of moments over a sequence of frames of length T, where the weight factor is a real-valued scalar function of the displacement of the COM between consecutive frames. Zernike velocity moments are based on orthogonal Zernike polynomials, and so the moments are less correlated and require a lower precision for their calculation in comparison to their Cartesian counterparts. Zernike velocity moments are defined as
where P i xy is the pixel at location x, y of the ith image in the sequence. They are bounded so that (x 2 + y 2 ) ≤ 1, while the shape's structure contributes through the orthogonal complex Zernike polynomials [44] 
and velocity is introduced using the COM [44] :
where x i is the current COM in the x direction, while x i−1 is the previous COM in the x direction, and y i and y i−1 are the equivalent values for the y direction. Velocity moments have been previously applied to analyze human motion [28] . Here we use the Zernike velocity moments to describe the breast MRI image sequences. These spatiotemporal moments (or descriptors) allow us to capture the spatial variation of contrast enhancement over time within the image sequence (i.e., they capture the changes in signal intensity and shape between scans).
Classification techniques
The following section gives a description of classification methods applied to evaluate the effect of automated classification of diagnostically challenging breast MRI lesions such as foci and non-mass-enhancing lesions based on several feature extraction methods.
Let us assume that x describes a K-dimensional feature vector and that there are J classes and N j samples available in group j. The mean in group j is given by μ j , and the covariance matrix is given by j .
As classification techniques, we employ support vector machines (SVM) with different kernels.
Support vector machines
SVMs represent an important technique for lesion classification in medical imaging. The key point of this technique is to determine a hyperplane H = av + b that separates the feature vectors v i , i = 1, . . . , n in their d dimensional domain in two classes v i ∈ {M, B}. First, let us assume that our data set is linearly separable and that we can find a pair ( w, b) that fulfills
Furthermore, we want both inequalities to be sharp. The best hyperplane is the one that maximizes the distance (margin) of the two parallel hyperplanes defined in (5). Since the distance of a hyperplane to the origin is 
Of course this only works if all the variables are linearly separable, which cannot be assumed. This problem is solved by introducing positive slack variables θ i , i = 1, . . . , n which leads us to a minimization of
An additional challenge appears if there is a non-linear function that separates the variable, since the common approach would fail under these circumstances. Aizerman et al. refined this method by using non-linear kernel functions instead of the scalar product which maps the variables onto another space [45] . The optimal hyperplane computed corresponds to a non-linear function in the original feature space.
Experimental results
We analyze both quantitatively and qualitatively the effect of the previously introduced features for nonmass-enhancing lesions in a computer-aided diagnosis system. We choose as a classifier a SVM with different kernels as described in ROC curve (AUC) will serve as a quantitative evaluation measure for the proposed CAD system. Figure 4 gives an overview of the classification results for both motion-compensated data (blue bars) as well as uncompensated data (red bars). The most important fact is that motion compensation improves in most cases the AUCs, suggesting that motion artifacts play an important role in correct diagnosis of non-mass-enhancing lesions. The dynamical features such as parameters extracted from the approximation of the RSIE curves (see Figure 4a) yield the best results, while morphological features like the Writhe number (see Figure 4e ) are close to the dynamical features. The averaged Zernike descriptors provide a lower classification rate; however, it is higher than the slope of the mean values as shown in Figure 4d .
A recent study for mass-like-enhancing lesions [5] has shown that both morphological and kinetic features outperform spatiotemporal features. The morphological features were the most discriminative, suggesting that the lesion's morphology -in concordance with clinical practice -determines the further evaluation based on a needle biopsy. Kinetic features, on the other hand, seem to be more discriminative in the case of non-mass-like enhancing lesions followed by the morphological ones.
Conclusion
We have implemented and tested the most comprehensive computer-aided diagnosis system for non-massenhancing lesions in the literature consisting of motion compensation, segmentation, and feature extraction and classification. These types of lesions are diagnostically challenging since typical kinetic or morphological descriptors are not known so far. The present paper evaluated the discriminative power of a novel joint spatiotemporal technique, the Zernike velocity moments, versus single kinetic or shape descriptors for the diagnosis of these lesions in combination with or without motion compensation. Motion compensation proved in most cases to be diagnostically relevant. The best discriminative features are based on the dynamical properties of an approximation of the RSIE curve, suggesting that kinetics such as wash-in and washout parameters plays a key role in correctly diagnosing non-mass-enhancing lesions and confirms existing studies. The next best feature set is represented by the Writhe number computed for vertices along the surface of the tumor, describing the surface asymmetries. Intuitively, our results for the Writhe number have shown that the more twisted the surface of a lesion is, the greater the likelihood for malignancy is. The spatio-temporal moments, alone, seem to provide an independent characterization of the tumor, and we suspect that in combination with morphological and kinetic features, they will improve their discriminative power. Future studies will be necessary to evaluate in a large trial the effectiveness of these novel descriptors for non-mass-enhancing lesion diagnosis.
