Abstract. Arbieto and S. recently used atomic decomposition to study transfer operators. We give a long list of old and new expanding dynamical systems for which those results can be applied, obtaining the quasi-compactness of transfer operator acting on Besov spaces of measure spaces with a good grid.
In S. [33] we defined Besov spaces on measure spaces endowed with a "good grid". This allowed Arbieto and S. [2] to give sufficient conditions for the transfer operator of maps acting on these measure spaces to be quasi-compact and to satisfy the Lasota-Yorke inequality. Many nice statistical properties of Besov observables follow.
Bestiaries were popular in the Middle Ages in Europe. Those were a compendium of wonderful animals. We offer a compendium of exquisite piecewise expanding maps, and we prove (sometimes conditioned to a priori estimate) the quasi-compactness and Lasota-Yorke inequalities for their transfer operator acting on Besov spaces. We list most of the examples in Table 1 .
We order our presentation in such way we go from the simplest one, a linear expanding maps of the circle, to the most complex example, piecewise expanding maps on R D . Our first examples are Markovian expanding maps and conformal expanding maps. They do not have discontinuities and their branches have large images. This allows us to give precise estimates to the essential spectral radius for the transfer operator. These class of examples includes subshifts of finite type and hyperbolic rational maps acting on its Julia sets.
Intervals maps are our next class of examples. Those include piecewise C 1+ -diffeomorphism expanding maps, piecewise Bi-Lipchitz maps with p-bounded variation jacobian and Lorenz maps. We also obtain results for piecewise Bi-Lipchitz maps with certain Besov jacobians, a very general class of potentials, but we need a priori estimate in this case.
The last example is given by generic piecewise C 1+ -diffeomorphisms on R D . This is a more complex situation because large iterations deforms shapes in a more extreme way.
We focus ourselves to obtain the quasi-compactness and the Lasota-Yorke inequality for the transfer operator acting on Besov spaces. With the exception of the a recent result by Nakano and Sakamoto [26] (see also Baladi and Holschneider [4] ) for smooth expanding maps on manifolds (no discontinuities) and the the work on Thomine [35] on transfer operators of piecewise C 1+ expanding maps on manifolds acting on Sobolev spaces, all our results are new, in particular the results for Besov spaces on phases spaces with very low regularity, as either symbolic spaces or hyperbolic Julia sets.
Moreover often these results imply that Besov observables have nice statistical properties, as the almost sure invariance principle and exponential decay of correlations. We refer to Arbieto and S. [2] for these consequences.
Another consequence for most of the examples here is that the support of every absolutely continuous invariant measure is an open subset of phase space (up to a set of zero measure). This, as far as we know, it is also a new result in some cases, as for generic piecewise C 1+ expanding maps in R D . One may wonder if the atomic decomposition methods in [2] could be applied to more classes of maps, as measure expanding solenoidal attractors studied by Tsujii [38] , Avila, Gouëzel, Tsujii [3] , Bamón, Kiwi, Rivera-Letelier, Urzúa [5] , and maps with critical points. In the latter class there is a previous study of the Besov regularity of the density of invariant measures by Chazottes, Collet and Schmitt [13] . Table 1 . The Bestiary. The first column describes for each values of p the transfer operator is quasi-compact on B s p,q . The second column tells us if we need an a priori estimate as an assumption. The last column says if we allow discontinuities on the maps under consideration.
II. THE MAIN INGREDIENTS
1. Regular Branches 1.1. Bilipschitz maps on Ahlfors-regular quasi-metric spaces. Let I be a metric space with a quasi-metric d and a finite measure m. Then (I, d, M ) is an Ahlfors-regular quasi-metric space if there is D, C 1 and r 0 with the following property. For every x ∈ I and r ∈ (0, r 0 )
There is a good grid P in I and there is η, C 2 , C 3 , C 4 , C 5 ≥ 0 and λ 1 ∈ (0, 1) with the following property (see Proposition 2.1 in [34] ). For every Q ∈ P k there is z Q ∈ Q satisfying
We can consider the space B s p,q associated with (I, m, P). If η > sp then B s p,q indeed does not depend on the particular good grid we choose and it is called the Besov space of (I, m). A classical example to keep in mind is [0, 1] n endowed with the euclidean metric and the Lebesgue measure. In this case we can take the usual dyadic good grid and η = 1. Proposition 1.1. Suppose Dsp <η. There is C 6 with the following property. Let Ω, Ω ⊂ I be open sets and h : Ω → Ω be a bilipschitz map. In particular there is C 7 , C 8 > 0 such that for every x, y ∈ Ω (1.5)
and there is C 9 , C 10 > 0 such that for every measurable set A ⊂ Ω (1.6) C 9 ≤ |h(A)| |A| ≤ C 10 .
Let Q ⊂ I be an open subset such that there is z Q ∈ Q satisfying
and (1.8) m{x ∈ Q : d(x, I \ Q) ≤ C 12 t diam d Q} ≤ C 13 tηm(Q)
for some C 11 , C 12 , C 13 , andη > 0. Then there is z h(Q) such that
and m({x ∈ h(Q) : d(x, I \ h(Q)) ≤ C 12 C 7 C 8 t diam d h(Q)}) ≤ C 13 C 10 C 9 tηm(h(Q)).
)-regular domain, with
Suppose that x ∈ h(Q) and it satisfies
and finally
By (1.9), (1.10) and Proposition 2.2 in [34] it follows that h(Q) is a (1−sp, C 14 , λη
Proof. Note that
where x 0 ∈ R D and B = {v 1 , . . . , v n } is a basis of R D . We can consider the Lebesgue measure m K on K normalized such that m K (K) = 1 and the dyadic grid
Alhfors regular metric space and P = D k is good grid on it that satisfies (1.2), (1.3) and (1.4), with η = 1 and the constants that appears there may be chosen such that they do not depend on the the chosen orthonormal basis and D-cube K.
, coincides with the classical Besov space in the homogeneous space (K, m K ) (see [34] ). Proposition 1.2. Let (K, m K , P) be a measure space with a good grid where K is a compact subset of R D , m K is the Lebesgue measure up to a scaling factor and P is a good grid satisfying (1.1),(1.2), (1.3) and (1.4) taking d as the euclidean distance multiplied by a factor. Then there is C 17 , that depends only on the constants that appears in these conditions, such that the following holds. Let
Proof. Note that if C 18 −1 d is the euclidean distance then (1.1) implies
for every measurable set A, where the constant C 19 is universal and m is the Lebesgue measure (without any normalization). Moreover
We claim that
It is enough to prove the claim for the case F = Id. We have that
This proves the claim. Define F k (Q) ⊂ P k recursively as
for every P ∈ F k (Q), we have that
We conclude that
where it is worth noting that C 17 does not depend on the normalising factor C 18 . 
. The constant C 21 depends only on δ and the constants in (1.2), (1.3) and (1.4) for the good grid P considering d as either the euclidean distance or a multiply of it.
Proof. LetB = {v 1 , . . . , v n } be a orthonormal basis of
is also an orthonormal basis. Consider a DcubeK with sides parallels to the basisB such that Q ⊂K. Then (K, dK, DK) is measure space with a good grid satisfying (1.2), (1.3) and (1.4) with η = 1, λ 1 = 1/2 and the other constants that appears there may be chosen such that they do not depend on the chosen orthonormal basis and D-cubeK. By Proposition
Cη 12 C D
11
. and C 6 does not depend on the chosen orthonormal basis and D-cubeK, that is , we can find familiesF
Note that for every P ∈ ∪ jF j (W ) we have that A(P ) is a set as in Proposition 1.2, where
and
We have m(A(P )) = α 1 · · · α D m(P ). Let C 22 −1 d and C 23 −1d be the euclidean metric. Note that (replacing the constants if necessary) we may assume that both W and elements of DK satisfy (1.7). There is C 24 such that for every open set Q that satisfies (1.7) we have
in particular (1.11) gives (1.12)
and the same inequality holds replacing m by m K . Proof. Since O 1 is compact we can write
and D x h is invertible for every x ∈ O 1 , it is easy to see that there there is δ 1 > 0 such that A. Suppose that Ω ⊂ I is an interval and the function
for every x, y ∈ Ω. Then there if W ∈ P is such that W ⊂ Ω and
B. If additionally the function g is the jacobian of h, that is, there
for every measurable set A. If W, Q ∈ P be such that W ⊂ J, Q ⊂ I and h(W ) ⊂ Q and
Proof. Let W, Q ∈ P be such that W ⊂ J, Q ⊂ I and h(W ) ⊂ Q. The function φ : I → R given by φ(x) = 0 if x ∈ W , and
This implies that
where C 27 depends only on the good grid P.
Proof of A. We have
Proof of B. Note that for every 
So if
To simplify the notation we denote γ = α − 1 ∈ (0, ∞).
Proof. Consider 0 ≤ y < x and
Of course T (0, x) = 1 for every x > 0. Note that T (λx, λy) = T (x, y) for every λ > 0, so sup 0<y<x T (x, y) = sup 1<x T (1, x). It is easy to see that
If c = 0 then
Note that for every λ > 0 and c > 0 we have
Proposition 2.4. Suppose that β < min{1, γ}. Then there is C 29 such that the following holds. Let W and Q be intervals such that
Proof. We consider two cases:
We claim that φ is a (β, β + δ, p)-Hölder atom supported on W . Indeed
and for every x, y ∈ W we have
Consequently by Lemma 2.3
and for every x, y ∈ W = [a, b], with 0 ≤ x < y, we have
and now we can complete the proof exactly as in Case A. A. Suppose that the function g : Ω → R has finite 1/(β + )-bounded variation. Then there is a finite partition by intervals
B. Suppose additionally that the function g is the jacobian of h, that is,
for every measurable set A. Then if W, Q ∈ P be such that W ⊂ Ω, Q ⊂ Ω i for some i, and h(W ) ⊂ Q then
Proof. Let W ∈ P, with W ⊂ Ω. Define the function
Of course
Since the 1/(β + )-bounded variation of g is finite, we can find a finite partition by intervals {Ω 1 , . . . , Ω n } of Ω such that for each i
where the sup runs over all possible finite sequences x k < x k+1 and
Proof of B. Note that for every
Some strongly regular domains in R D
Let (I, m, P) be a measure space with a good grid. Recall that a subset Ω ⊂ I is a (α, C 31 , t)-strongly regular domain (see [33] ) if for every Q ∈ P i , i ≥ t and
It is easy to prove that
Moreover assume that for every x ∈ ∂K there is r x > 0 such that
Then there is r 0 such that for every x ∈ K and r ∈ (0, r 0 ) we have
Here m D−1 denotes the (D − 1)-dimensional Hausdorff measure. We emphasize that C 32 does not depend on K.
is an open subset of R D for which ∂P is compact and there a finite number of (
and such that for every x ∈ ∂P there is r x > 0 satisfying #{i : B(x, r) ∩ M i = ∅} ≤ N for every r < r x . A simple example of a N -good C r domain is a convex set defined as the intersection of a finite number of half-spaces in R D . We say that N -good C 1 domain has a regular Whitney stratification if we can choose the the manifolds with boundary M i such that ∪ i M i has a Whitney regular C 1 stratification. We will not need this property in this section, however it will be useful to study generic piecewise expanding maps on R D in Section 12 following an argument similar to Cowieson [16] . 
Proof. This follows from Proposition 3.1 and Proposition 4.1 in [34] .
Remark 3.2. The class of strongly regular domains in R D is much wider than the class of N -good C 1 domains. For instance a domain whose boundary K is a cone with circular base is a strongly regular domain since it satisfies (3.15) if we replace C 32 for some appropriated constant. Indeed certain domains with fractal boundary are also strongly regular domains (see Remark 4.2 in [34] ). However the advantage of N -good C 1 domains is that C 32 does not depend on the particular domain we are considering, that is very handy for estimate the essential spectral radius of transfer operators. . That is, we will find j > 0, C > 0 and λ ∈ (0, 1) such that
III. THE TOY MODEL.

Linear expanding map acting on the circle
. This is not a new result, however the we with this example since its simplicity allows us to give a very detailed and yet short proof of the Lasota-Yorke inequality that illustrate the methods of this paper.
Consider the Ruelle-Perron-Frobenious operador
We have that D 1 is a markovian partition for f . Moreover
By Proposition 2.5 in [2] there is C GC such that for every P ∈ D there are linear
In particular
Since L j = L j , we can choose j large enough to have
so we obtain the Lasota-Yorke inequality.
IV. THE BESTIARY.
Markovian expanding maps
Markovian maps arise in the very beginning of the study of the metric theory of expanding maps, as the Gauss map and the linear expanding maps on the circle. The work of Ruelle [29] deals with the one-sided shift, another example of such maps.
Sinai [32] constructed Markov partitions for expanding maps on manifolds [30] and hyperbolic diffeomorphisms, See Bowen [7] and Parry and Pollicott [27] for more details.
Let (I, m) be a probability space. Suppose that there is collection of subsets {I 1 , . . . , I n } of I,with n ≥ 2, a transformation Moreover inf w > 1.
D. For every i the set f (I i ) is a union of at least two elements of {I 1 , . . . , I n }. Then we can define a sequence of partitions of I recursively as P 0 = {I}, P 1 = {I 1 , . . . , I n } and for k ≥ 1
, where Q ∈ P k and Q ⊂ f (I i )}.
Note that P = (P k ) k is a nested sequence of partitions and every element of P k has at least two children. Of course the j-th iteration f j of f has similar properties. Indeed for every P ∈ P j we have that
is a bijection with Jacobian
and a measurable inverse, denoted h P . Moreover
and there is C 34 > 0 such that 1
for every x. Define for each P ∈ P k the function w P : P → R + as
It easily follows that there is C 35 > 0 such that for every x, P, k satisfying x ∈ P ∈ P
and P is a good grid. We can define a metric in I as
Then (I, m, d) is an Ahlfors-regular metric space (D = 1). Note that every inverse branch h P , with P ∈ P j is bi-Lipchitz and satisfies (1.6) for some C 10 (j) that may depend on j. Now assume additionally F. There is some C such that w satisfies
for every x, y ∈ I i , i ≤ n.
Theorem 5.1. Let f be a Markovian map as above. Then
In particular r ess (Φ) ≤ (inf w) −s < 1.
Proof. We have that
is the Jacobian of h P . Using the usual bounded distortion argument one can show that there is C 36 such that
In particular if Q ⊂ P ,
Moreover the Mean Value Theorem gives
Choose i 0 ≥ 2 such that diam R < δ for every R ∈ P i0 . Define Λ j = P j+i0 . Given R ∈ Λ j , leth R be the restriction of h P to f j (R), where P ∈ P j satisfies R ⊂ P . Note thath −1 R (R) is a union of elements of P i0 . In an analogous way, defineg R as the restriction of g P to f j (R). Then the Ruelle-Perron-Frobenious of f j can be written as (
By Proposition 2.1.B There is C 27 , that depends only on the good grid P (in particular it does not depend on j) with the following property. If
Due the Bowen condition we have that
where
, where C 37 does not depend on R ∈ Λ j and j.
Of course R ∈ Λ j is a (1 − βp, 1, j)-strongly regular domain. Moreover for every Q ∈ P k , with k ≥ j we have that
Furthermore for every Q ∈ P k satisfying Q ⊂ R ∈ Λ j we have thath
In particular we have thath
, where C DGD1 = 1 and λ DGD2 ∈ (0, 1) can be chosen so close to 0 as we want to.
Finally note that if a R = j for R ∈ Λ j then
for every Q ∈ P satisfying Q ⊂ R. If we choose λ DGD2 small enough we obtain
By Proposition 11.2, the Ruelle-Perron-Frobenious Φ j has a (C GSR C 39 (j), C GSR C 40 (j), γ DRS3 )-essential slicing, for some constant C 39 (j) and
Since there is C > 0 such that |h
Corollary 10.1 in [2] tell us that we can write Φ j = K j +R j , whre K j is a finite-rank operator and
where C GBS , C GC depends only on the good grid. It follows that the essential spectral radius of Φ is at most lim inf
and since γ DRS3 can be taken arbitrarily small we obtained the upper bound
for the essential spectral radius of Φ. It is easy to see that
Corollary 5.1. Suppose that every branch of f is onto, that is, f (P ) = I for every P ∈ P 1 . Consider the transfer operator defined by
ThenΦ : L ∞ → L ∞ is a bounded operator and
in the case that f is continuous in a topological space with a borelian measure m we have
where P top denotes the topological pressure with respect to f .
Proof. The Bowen condition implies that
for some C 42 that does not depend on j, so we obtain
A problem with the above approach for Markovian maps is that B s p,q (I, m, P) a priori depends on the Markov partition P 1 under consideration (and consequently depends on f ). So the space B s p,q is a ad hoc space in this approach. On the other hand, we can use this approach with many situations we have a symbolic dynamics acting on subshift of finite type, as in full shifts, expanding maps on compact sets (in particular, expanding maps on compact manifolds) without discontinuities and Markov expanding interval maps.
Conformal expanding repellers
Let I be a compact set in Riemann sphere C endowed with the spherical metric and suppose that f : I → I is an (open) expanding repeller such that f has an conformal extension to a neighbourhood of I in C. We call f : I → I a conformal expanding repeller (as in Przytycki and Urbański [28] ). An important example is obtained taking f as a hyperbolic rational map and I as its Julia set. Let D be the haussdorff dimension of I. Let m the D-dimensional Haussdorff measure restrict to I and normalized such that m(I) = 1. Then |f | D is the Jacobian of f with respect to m, that is, if A ⊂ I is borellian set with small diameter then
Moreover m is geometric measure, that is, it satisfies (1.1) if we take d as the spherical metric. We could now consider a Markov partition for (f, I) and use the methods there using a ad hoc space B s p,q . We will use a new method here. Since (I, d, m) is an Alhfors-regular space (so in particular a homogeneous space), there is a Besov space B s p,q that does not depend one the particular choice of a Markov partition. Indeed, using Christ [14] one can construct a good grid P for I with the following properties. There are constants η, C 43 , C 44 , C 45 , C 46 ≥ 0 and λ 2 ∈ (0, 1) such that for every Q ∈ P k , with k ≥ 1, there is z Q ∈ Q satisfying (6.20)
See Proposition 2.1 in S. [34] for details. If sp < η then B [18] . From now one we assume s ∈ (0, 1), p ≥ 1 and sp < min{1, η}. Here B s p,q is the Besov space of the homogenous space (I, m, d). Proof. Since f is expanding and conformal, there is δ 0 > 0 and α > 1 with the following property. For every x ∈ I we can find a domain V x such that
is conformal and its inverse h x is a contraction, that is
for every x, y inB C (f (x), 2δ 0 ). In particular
and we can define the inverse branches of f
Using Koebe Lemma one can prove there is C 47 such that for every x ∈ I and j
for every y, z ∈ B C (f j (x), δ 0 ). Using arguments quite similar to those in Section 5 we can show that there is
Note that (use Koebe again) there isk with the following property. For every j and m-almost every x ∈ I there is P x,j ∈ ∪ k P k such that
x ∈ P x,j and f j (P x,j ) contains at least one element of Pk. In particular there is δ 2 > 0 such that m(f j (P x,j )) ≥ δ 2 for every x, j. Since P is a nested sequence of partitions of I one can find a finite family Λ j ⊂ {P x,j } x∈I that is a partition of I. For every R ∈ Λ j denote by h R and g R the restrictions of h x,i and g x,i to R. So if Q ⊂ R then
, Note that this map h R has bounded distortion in the sense that for every Q ⊂ P , with Q ∈ P we have that f j (Q) is an (1 − sp, C DGD1 , λ DGD2 )-regular domain, where C DGD1 , λ DGD2 does not depend on j. Indeed since f j is conformal, so using Koebe Lemma one can show that in every small open sets close to I the map f j can be written as f j (x) = h(αe iθ x), where h is a bilipchitz function that satisfies (1.5), and C 8 does not depend on j. Then we can use an argument similar to Proposition 1.1, noticing that the D-dimensional Haussdorff measure behaves quite well under the action of scalings and rotations.
We can see the Ruelle-Perron-Frobenious operator of f j as
Let k j = max{k 0 (R) : R ∈ Λ j }. Then for every Q ∈ P k , with k ≥ k j we have that
for appropriated constants C 50 , C DC1 . Indeed due the bounded distortion of h R we have
and consequently
so define
Take λ DC2 (R) = λ D 2 . Now we cannot choose λ DGD2 to be close to zero anymore. But we can choose small enough such that
Then the Θ R has expression identical to the expression in Section 5, so we can use the same arguments to conclude that
The nature of Λ j is more mysterious here, however Λ j is a partition of I, so we can yet obtain the estimate
Piecewise Bi-Lipchitz maps on the interval with 1/(β + )-bounded variation potentials
That is our first class examples of maps that do not have a Markov partition. The study of ergodic theory of piecewise monotone maps on the interval is quite long. Lasota and Yorke [23] studied C 2 expanding maps on the interval. Keller and Hofbauer [20] [19] considered maps with bounded variation jacobian. Keller [21] studied of transfer operators with p-bounded variation jacobians, which includes piecewise C 1+ -diffeomorphisms. In particular he obtained statistical properties for certain bounded observables.
Consider a map f : ∪ i∈Λ I i → I where I = [0, 1] and I i are intervals and Λ is finite, where Λ 1 = {I i } is a partition of I. We assume that f : I i → I is continuous and there is α, β > 0 satisfying for every i ∈ Λ and x, y
Suppose that w : ∪ i → I is a 1/(β + )-bounded variation function such that inf w > 0. Note that w also have finite 1/(β + )-bounded variation for every < , and sometimes it will be useful to reduce . Of course f j is also a piecewise expanding map with a corresponding dynamical partition of I by intervals Λ j .
As usual denote by h J the inverse of f j : J → f j (J) and the induced potential by g J , that has 1/(β + )-bounded variation on J. Let D be the dyadic good grid of I. Denote
To simplify the notation, denote
Note that m(J) and M (J) are finite since the branches of f j are bi-Lipchitzian maps.
By Proposition 2.5.A, we can replace the partition Λ j by a finer finite partition Λ j such that for every W ∈ D and W ⊂ f j (J), with J ∈ Λ j , we have
Note that branches of f j takes intervals to intervals, and every interval in I is a (1 − sp, C DGD1 , λ DGD2 )-regular domain and (1 − βp, C 53 , 0)-strongly regular domain, where the constants does not depend on the interval. For every interval A ⊂ I we have
Let J ∈Λ j and consider an interval Q ⊂ J. If j is large enough we have
so we can take C DC1 = 4 and λ DC2 (P ) = 1/2. Moreover we can choose
We can take small enough such that
So in this case
Moreover there is k j such that for every Q ∈ P k , with k ≥ k j we have that
By Proposition 11.2 in [2] , the Ruelle-Perron-Frobenious Φ j of f j has a (C GSR C 55 (j), C GSR C 56 (j), γ DRS3 ) essential slicing, for some constant C 55 (j) and
Corollary 10.1 in [2] tell us that we can write Φ j = K j + F j , whre F j is a finite-rank bounded operator in B s p,q and
In particular Φ j is a bounded operator acting on B s p,q , for every s < β, β < 1/p and q ∈ [1, ∞). To study the quasi-compactness of Φ j is trickier, since we do not have any control over the quantities m(J), M (J) under the current assumption. So lets assume additionally that f is also a 1/(β + )-bounded variation function. Then h J is also an 1/(β + )-bounded variation and if necessary we can refine Λ j such that
for every x, y ∈ h J (J) and J ∈ Λ J . This implies that there is C 57 such that
and we get the more friendly estimate
where C 58 does not depend on j. So to get |K j | < 1 on B s p,q we need
for the case p > 1 and 2C
for the case p = 1.
Theorem 7.1. Consider w = |f |, that is, g J = |h J |, and inf |f | > 1. Then
We can also have the quasi-compactness of Φ on B Note that the constants C 53 , C 58 may depend on . Since f is expanding (inf |f | > 1) then
and we get
Taking → 0 we obtain r ess (Φ, B s 1,q ) ≤ (inf |f |) s < 1. We can also obtain the quasi-compactness of Φ on B s p,q , provided p is close to 1.
Continuous C 1+β+ -piecewise expanding maps on the interval
Here we show that Theorem 8.1. In the setting of the Section 7 we may consider the case when f is continuous and every branch of f is a C 1+β+ -diffeomorfism that is expanding (α > 1) and with w = |f |. Then
where h top (f ) denotes the topological entropy of f . In particular Φ acts as a quasicompact operator on B s p,q for p ∼ 1. Proof. In Section 7 we started defining Λ j as the partition given by the intervals of monotonicity of f j . It is well know that the rate of the grow of the cardinality of Λ j is related with the topological entropy of f . Indeed
But in Section 7 we needed to replace Λ j by a refinement of it. This makes harder to understand the growth of #Λ j . But in the case of continuous C 1+β+ -piecewise expanding case, we may also need to do a similar procedure, but in a more orderly fashion. Indeed, using the same bounded distortion arguments we used in Section 5 one can prove that there is δ > 0 such that for every j and every maximal monotone inverse branch h J with J ∈ Λ j we have that (7.24) holds for every W ∈ D such that W ⊂ f j (J) and diam W < δ and (7.28) holds for every x, y ∈ f j (J) such that |x − y| < δ. So to obtain the appropriated refinementΛ j such that (7.24) holds W ⊂ f j (J) we just need to cut every interval of Λ j in subintervals in such way that the image of each subinterval by f j has diameter smaller than δ. This can be made in such way that the number of elements in the new partition has at most the number of elements in the original partition times 1 + 1/δ. In particular (8.29) remains true. Using the results of Section 7 one can show that The class of jacobians for which the quasi-compactness of the transfer operator is obtained in this section is, as far as we know, of the lowest regularity in the literature. The setback is that we need that the dynamics satisfies an a priori estimate.
We consider here I = [0, 1] with the good dyadic grid D.
Theorem 9.1. There is C 62 > 0 such that the following holds. Let Λ be a finite set, θ r ∈ (0, 1) for every r ∈ Λ. Let {I r } r∈Λ be a finite partition of I = [0, 1] by intervals satisfying |I r |θ
then there is δ > 0 with the following property.
Choose a collection of intervals {J r } r∈Λ in I such that θ r = |I r |/|J r | < 1 for every r. α r + θ r dm.
Consider the piecewise expanding map The class of jacobians for which the quasi-compactness of the transfer operator is obtained in this section is, as far as we know, of the lowest regularity in the literature. The setback is that we need that the dynamics satisfies an a priori estimate.
We consider here I = [0, 1] with the good dyadic grid D. α r + θ r dm.
Consider the piecewise expanding map Proof. We can assume that max{θ r } r < 1/10. The jacobian of h r is g r (x) = α r (x) + θ r . Recall that by Proposition 18.10 in [33] there is C 60 such that for every
for every interval W ∈ I. In particular
for every interval Q ⊂ I r , r ∈ Λ. Consequently |k 0 (h
, so we can take C DC1 = 1 and λ DC2 = 1/2 and a r = 1. Recall that every interval in is a (1 − sp, C DGD1 , λ DGD2 )-regular domain, provided we choose C DGD1 > 0, λ DGD2 ∈ (0, 1) properly, and in particular this holds for intervals such as F (Q), where Q is an interval inside I r for some r. Fix ∈ (0, 0 ) such that 1/p − s + < 1 and
so we take C DRP (r) = 2θ
Let t be such that
Note that every interval, and in particular the intervals in the partition {I r } r are (1 − βp, C 33 , t)-strongly regular domain, for some universal C 33 . We can apply Theorem 12.4 in [2] with p = 1 to conclude that Φ has a (C GSR C 61 , C GSR C 62 , t) given by α(x) = sin(2π
where a Q (x) = 1 P (x) is the (1/p, p)-Souza's atom supported on Q, c I = 0 and
and c Q = 0 for every
In particular we can construct α r using α in such way to satisfy Theorem 9.1 (See Figure 1) .
Infinitely many branches with small images
There are three main motivations for the family of expanding maps we study in this section. First, we provided examples of maps with jacobian in B 1/p p,∞ but without absolutely continuous invariant probabilities and whose transfer operator is not quasi-compact on B s p,q . Secondly it also provides examples of expanding maps with infinitely many branches and whose images of most of the branches are very small, and yet the transfer operator is quasi-compact. Moreover the maps in this family have a dynamical behaviour quite similar to induced maps of unimodal TRANFERS OPERATORS, ATOMIC DECOMPOSITION AND THE BESTIARY 31
Figure 2. On the left side. Example of a map G α,ζ,k 0 . On the right side. Close to 0 the map G 1,1,k 0 is conjugate to a skewproduct generated by the map g 1,1 . If α ∼ 1 and ζ ∼ 1 then G α,ζ,k 0 is conjugate to skew-product generated by a map g α,ζ very close to g 1,1 , represented by the dashed lines.
maps that appears in the study of the existence of wild attractors. See Bruin, Keller, Nowicki and van Strien [6] , Keller and Nowicki [19] , Bruin, Keller and St. Pierre [7] , and Moreira and S. [22] .
Lemma 10.1. There is C 66 such that for every Λ ⊂ N the set
Proof. Given Q ∈ D k , for some k, there are three cases.
This proves the Lemma.
Let i 0 ∈ N. For each j = 0, 1, 2, 3 let Pierre [9] , and Moreira and S. [25] .
Lemma 10.1. There is C 63 such that for every Λ ⊂ N the set
Let i 0 ∈ N. For each j = 0, 1, 2, 3 let
Note that G α,ζ,i is continuous, monotone and |G α,ζ,i | ≥ 4α/3 for every α > 0 and
For every α > 0 we have that F α,ζ,j,i0 is injective.
Fix α > 0 and choose where F α,ζ,k0 (x) = G α,ζ,j,i0 (x) for x ∈ I j , if j ≥ 0, and
is an onto affine map if j < 0. In particular |G α,ζ,k0 | ≥ k 0 on I j for j < 0. Denote the inverse of F α,ζ,k0 on I j by h j and J j = F α,ζ,k0 (I j ).
Theorem 10.2. We have
A. The Dirac mass supported in {0} is the unique physical measure of G 1,1,k0 and its basin of attraction is the whole I (up to a set of zero Lebesgue measure), so in particular for every n
is not a quasi-compact operator and it does not satisfy the Lasota-Yorke inequality for the pair (B So if the basin of attraction of the Dirac mass supported in {0} has positive Lebesgue measure then it has full Lebesgue measure since its complement is backward invariant. Note that G 1,1,k0 is conjugated with a skew product close to 0. Indeed
Consider the skew product 
Let C DRP = C 66 /α 1−1/p+s− . We can take as usual C DC1 = 1 and λ DC2 = 1/2 and
Choosing small enough we have
for every i = 0, 1, 2, 3. By Theorem 12.5 in [2] we have that Φ 2 is a bounded operator in B 
Lorenz maps with non-flat singularities
One of the the motivation to the results Keller [21] is to study Lorenz maps, an important class of examples that appears in the study of singular hyperbolic flows.
Here we obtain the quasi-compactness in a spaces of functions with more general class of observables, that includes unbounded ones.
Proposition 11.1. Let Λ 1 be a collection of pairwise disjoint intervals ofÎ = [a, b] and F : ∪ J∈Λ1 J →Î be a map with following property. For every J ∈ Λ 1 we have that the restriction of
In this case we say that F : J → F (J) is a Lorenz branch. Then the Ruelle-Perron-Frobenious operator Φ of F with g J = |h J | is a bounded operator in B 
Here α = inf |F |. In partcular if α is large enough we have that Φ is quasi-compact in B s 1,q . Proof. To deal with the non-Lorenz branches, we will use methods similar to those in Section 7. Proposition 2.1.B we can refine Λ 1 (that is, replace intervals in Λ 1 by finite collections of pairwise disjoint intervals that covers the original intervals) in such way that for every non-Lorenz branch F : J → f (J) we have
for every Q, J ∈ D such that Q ⊂ J and W ⊂ f (Q). Here g J = |h J | and h J is the corresponding inverse branch and C 27 depends only on the good grid D.
On the other hand if J ∈ Λ 1 is a Lorenz branch then by Proposition 2.4 we have
where Q and W satisfy the same conditions as before.
Note that (7.25) and (7.26) also holds (with j = 1) for every J ∈ Λ 1 . Taking small enough we obtain
and consequently (11.32) holds.
Corollary 11.1. Let f : ∪ J∈Λ1 J → I be a map with following property. For every J ∈ Λ 1 we have that the restriction of
for x ∈ J = [a J , b J ] and β < min{1, γ}, and φ J , ψ J are C 1+β+ -diffeomorphisms. If α = inf |f | > 1 then Φ is a quasi-compact operator acting on B -We have
In particular if Φ Fi : B 
where the constant C may depends on but does not depend on j. It is easy to see that the inclusion 
It remains to prove the claim. Let J 1 , . . . J k be an enumeration of the elements J ∈ Λ such that f j : J → f j (J) is a branch of Type II. We are going to define recursively a family of intervals {U 1 , . . . , U k }, intervals
and respective partitions Λ i of I i by intervals and maps
such that J ∈ Λ i and f i = f j on J for every > i. Define f 0 = f j , I 0 = I and Λ 0 = Λ j . Assume we have defined f i , I i , and
, with D ∈ {D J } J∈Λ1 , and a = 0 for 1 < < n, and moreover there is C 70 such that 1
for every j, and every branch J ∈ Λ j of f j that is not a diffeomorphism, and every < n.
Assume that φ 0 (a 1 ) = 0 (the case φ 0 (b 1 ) = 0 is similar). Now define
, and recursivelyR =Ẽ (R ) and R +1 = ω +1 (R ). If δ > 0 is small enough we have min min{ min
Let π , with 1 ≤ ≤ n + 1, andπ , with 0 ≤ ≤ n, be affine isometries, where π n+1 (x) =π 0 (x) = x, and such that
is a family of pairwise disjoint intervals outside I i such that 
is a partition of an interval I i+1 and
We conclude that |f i+1 | ≥ α everywhere. This completes the recursive construction of f k .
Due (11.34) we have |I I+1 \ I i | ≤ 2 −i |I|, so |I k | ≤ 2|I| and I k ⊂Î. To conclude the proof of the claim, take [16] for details) then the map F has an absolutely continuous invariant probability and whose density has bounded variation. We improve this result with 
and x Q is an arbitrary element of Q. Here we must choose x ∈ Q. Replacing {I n r } r∈Λn by an appropriated finer partition and increasing B if necessary we can additionally assume that diam I n r < δ for every r ∈ Λ n and that for every Q ∈ D, satisfying Q ⊂ I n r , r ∈ Λ n and n we have that h 
.
for some C 72 and every Q ∈ I n r , r ∈ Λ n , with Q ∈ D. On the other hand we have 1
for some C 73 . In particular (12.37) |k 0 (h
and if
Since the Jacobian g r (x) = |Det Dh r | is (β + )-Hölder and F is piecewise expanding, one can use the same argument as in the proof of Theorem 5.1 to conclude that
r Q, with Q ⊂ I n r , where
, and C 18 does not depend on r ∈ Λ n and n. Here we may need to refine the partition {I n r } r∈Λn again. Finally we obtain
In particular for p = 1 we have
Let t n be such that
for every n. Due Corollary 3.1 we can increase t n such that every I n r , with r ∈ Λ n , is a (1 − 1 D , C 33 , t n )-strongly regular domain. We can apply Theorem 12.4 in [2] with p = 1 and
and Corollary 13.1 therein we conclude that Φ n has a (C DRSF R , C DRSES )-essential slicing with C DRSES ≤ C 76 (inf
so it has a a similar upper bound for its essential spectral radius bounded and consequently (since can be taken arbitrarily small)
Moreover by Theorem 14.1 in [2] shows that the operator Φ n satisfies the LasotaYorke inequality for the pair (L 1 , B such that F : I r → Q r is an affine bijection and Q r is choose to be one of the rectangles in the l.h.s. of Figure 2 (the largest square in the picture is [0, 1] 2 ). If k 0 is large enough then the "Winky Face" map F is piecewise metric-expanding map that satisfies the conclusions of Theorem 12.1. Nakano and Sakamoto [26] proved the quasi-compactness of the transfer operator of smooth expanding maps on manifolds with no discontinuities and they gave an estimate to the essential spectral radius. The estimate in (12.35) is quite similar to their estimate in that case. One of main features of our methods it that it allows us to give a very good description of the support of the invariant measure. This is quite rare in high-dimensional settings, except if some additional transitivity assumption holds.
One may wonder if the results for all piecewise expanding affine maps by Buzzi [12] in the plane and Tsujii [37] (in R D ), as well results for all piecewise expanding real analytic maps by Buzzi [11] and Tsujii [36] can be generalised for Besov spaces.
Consider solenoidal attractors as studied in Tsujii [38] and Avila, Gouëzel and Tsujii [3] . This is an interesting case of study since these maps are measureexpanding but not metric-expanding maps.
Avila, Gouëzel and Tsujii [3] proved that for generic solenoidal attractors the support of the absolutely continuous invariant measure of a generic solenoidal attractor has non empty interior and Bamón, Kiwi, Rivera-Letelier and Urzúa [6] proved that on certain conditions the support is an open set. It is an interesting question if one can use atomic decomposition methods to study transfer operators in this setting. Bellow we show to the reader that the class of observables for which we obtain results for the quasi-compactness of the transfer operator and also good statistical properties is quite wide, and often include previous function spaces that appears in the literature on transfers operators. Note that we do not claim that functions of Besov spaces on measure spaces with good grid always have good statistical properties for all the dynamical systems the cited authors took under consideration.
Keller's spaces
The most influential result in the study of transfer operators for potentials with low regularity (p-bounded variation potentials) in one-dimensional dynamics was obtained by Keller [21] . Following Keller's notation, given an interval I and y ∈ I define S (y) = {x ∈ I : |x − y| < }. and Keller considered a piecewise expanding map of the interval I with a finite partition and such that 1/f has p-bounded variation. He proved the such transfer operator acts as a quasi-compact operator on BV p,1/p . The relation with our Banach spaces is given by So by Theorem 15.1 in [33] we have that f ∈ B s 1,∞ .
Thomine's result for Sobolev spaces
Thomine [35] studied the action of the transfer operator of certain piecewise expanding maps on R n on the classical Sobolev spaces
Here F is the Fourier transform on R n . It is well known that H ≤ 4||f || Bs .
We complete the proof applying Theorem 15.1 in [33] .
