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Let A and B be two Jordan algebras. In this paper, we investigate the
additivity of maps φ from A onto B that are bijective and satisfy
φ(a ◦ b) = φ(a) ◦ φ(b),
for all a, b ∈ A. If A contains an idempotent which satisﬁes some
conditions, then φ is additive. This result generalizes all results
about additivity of Jordan maps in [1,3,4,5,6,7,8,9,11].
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1. Introduction
Throughout this paper all algebras will be algebras over a ﬁeld F of characteristic not two. Note
that we do not assume algebras to be associative or commutative unless explicitly stated. Let A be
an algebra with the product written (a, b) −→ a ◦ b. A is called a Jordan algebra if the following two
identities are satisﬁed for all a, b ∈ A:
a ◦ b = b ◦ a,
a ◦ (b ◦ a2) = (a ◦ b) ◦ a2.
Consider any associative algebra A. If a, b ∈ A, let a ◦ b = 1
2
(ab + ba). Then AJ , which by definition
is the vector space A with the product ◦, is a Jordan algebra. By a Jordan subalgebra of A we mean a
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subalgebra of AJ , i.e. a linear subspace of A which is closed under the product ◦. Any Jordan algebra
isomorphic to a Jordan subalgebra of Awill be called a special Jordan algebra.
In the following, denote by ◦ the Jordan product on Jordan algebra. For a general discussion of
Jordan algebras we refer to [2].
Deﬁnition 1. Let A and B be Jordan algebras. Consider a bijection φ : A −→ B. If
φ(x ◦ y) = φ(x) ◦ φ(y) for x and y of A,
then we call φ a Jordan map.
It is an interesting problem to study the interrelation between the multiplicative and the additive
structure of a ring or algebra. It is Martindale who ﬁrst established a condition on a ring R such that
every multiplicative bijective map on R is additive [10, Theorem]. Recently, the question of whether
(general) Jordanmaps on associative algebras or rings are additive is studied bymanymathematicians
(cf. [3-5,7-9,11]). In [1], An and Hou proved that every Jordan map on B(H)s is additive using an
approach in term of spectral theory. In [6], we proved that every Jordan map from a standard Jordan
operator algebra onto an arbitrary Jordan algebra is additive using a purely algebraic approach, which
generalizes the results in [1]. Note that all algebras in those papers are special Jordan algebras. It is an
interesting problem to study the additivity of Jordan maps between general Jordan algebras. In this
paper, we prove that every Jordan map φ : A −→ B from Jordan algebra A onto Jordan algebra B is
additive if A contains an idempotent which satisﬁes some conditions. This result generalizes almost
all results about additivity of Jordan maps in [1,3-9,11].
2. Preliminaries
Some notations and facts in this section can be found in [2]. Throughout this section A will be a
Jordan algebra. For a ∈ A, we deﬁne the multiplication operator Ta : A −→ A by
Tab = a ◦ b,
for b ∈ A. Two elements a, b in A are said to operator commute if the operators Ta, Tb commute, i.e. if
(a ◦ c) ◦ b = a ◦ (c ◦ b) for all c ∈ A.
For a, b, c ∈ A, we deﬁne the Jordan triple product {abc} of a, b, c by
{abc} = (a ◦ b) ◦ c + (c ◦ b) ◦ a − (a ◦ c) ◦ b.
We shall write Ua,c for the operator
Ua,c(b) = {abc},
and Ua = Ua,a. It is well known that Ua = 2T2a − Ta2 .
Let p be an idempotent in A, i.e. p2 = p. Clearly, if a ∈ A operators commute with p, then UpTa =
TaUp. Let
U0 = τ + Up − 2Tp and U 1
2
= 2(Tp − Up),
where τ : A −→ A is the identity map of A. Clearly, if A has identity element 1, then U0 = U1−p and
U 1
2
= 2Up,1−p.
Theorem 2.1 (Macdonald’s theorem [2]). Any polynomial identity in three variables,with degree at most
1 in the third variable, and which holds in all special Jordan algebras, holds in all Jordan algebras.
In the case that A is unital, the following results can be found in [2]. In the case that A does not have
an identity element, some proof of these results is similar to the case the A is unital. Here we only give
the proof that is different from the unital case.
Lemma 2.2. Let p be a non-trivial idempotent in A. Then
(a) Tp = Up + 12U 12 + 0U0;
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(b) U2p = Up, U21
2
= U 1
2
, U20 = U0;
(c) TpUp = UpTp = Up, TpU0 = U0Tp = 0, TpU 1
2
= U 1
2
Tp = 12U 12 ;
(d) UpU0 = U0Up = 0, UpU 1
2
= U 1
2
Up = 0,U0U 1
2
= U 1
2
U0 = 0.
Proof. FromMacdonald’s theoremwe have U2p = Up and TpUp = UpTp = Up. Nowwe show the other
identities hold
U20 =
(
τ + Up − 2Tp) (τ + Up − 2Tp)
= τ + Up − 2Tp + Up + U2p − 2UpTp − 2Tp − 2TpUp + 4T2p
= τ − Up − 4Tp + 4T2p = τ − Up − 2Tp + 2
(
2T2p − Tp
)
= τ − Up − 2Tp + 2Up = τ + Up − 2Tp = U0,
U21
2
= 4 (Tp − Up) (Tp − Up) = 4
(
T2p − TpUp − UpTp + U2p
)
= 4
(
T2p − Up − Up + Up
)
= 2
(
2T2p − Tp
)
+ 2Tp − 4Up
= 2Up + 2Tp − 4Up = 2 (Tp − Up) = U 1
2
,
TpU0 = Tp (τ + Up − 2Tp) = Tp + TpUp − 2T2p
= Up −
(
2T2p − Tp
)
= Up − Up = 0.
Similarly, U0Tp = 0.
TpU 1
2
= 2Tp (Tp − Up) = 2T2p − 2TpUp = 2T2p − Tp + Tp − 2Up
= Up + Tp − 2Up = Tp − Up = 1
2
U 1
2
.
Similarly, U 1
2
Tp = 12U 12 .
UpU0=Up (τ + Up − 2Tp) = Up + U2p − 2UpTp = Up + Up − 2Up = 0,
UpU 1
2
=2Up (Tp − Up) = 2UpTp − 2U2p = 2Up − 2Up = 0,
U 1
2
U0=2 (Tp − Up) (τ + Up − 2Tp) = 2
(
Tp + TpUp − 2T2p − Up − U2p − 2UpTp
)
=2
(
Tp + Up − 2T2p
)
= 2 (Up − Up) = 0.
Similarly, we can prove that U0Up = 0, U 1
2
Up = 0 and U0U 1
2
= 0. 
Lemma 2.3. Let A be a Jordan algebra and p an idempotent in A. For any a ∈ A the following conditions
are equivalent:
(i) a and p operator commute,
(ii) Tpa = Upa,
(iii) a = (Up + U0)a,
(iv) a and p generate an associative subalgebra of A.
Moreover, UpA and U0A are subalgebras of A, and a ◦ b = 0 if a ∈ UpA, b ∈ U0A.
Proof. (ii)⇒(iii): From (ii), we get (Up + U0)a = (Up + τ + Up − 2Tp)a = a.
(iii)⇒(i): As the proof of Lemma 2.5.5 of [2], for b ∈ A, we have
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2[Tp, Tp◦b] = [Tp, Tb], (2.1)
where [Te, Tf ] = TeTf − Tf Te for all e, f ∈ A. By Lemma 2.2, we see that p ◦ (U0a) = (TpU0)a = 0 and
p ◦ (Upa) = (TpUp)a = Upa. So (2.1) implies [Tp, TU0a] = 2[Tp, Tp◦(U0a)] = 0 and [Tp, TUpa] =
2[Tp, Tp◦(Upa)] = 2[Tp, TUpa]. Thus [Tp, TUpa] = 0. Hence [Tp, Ta] = [Tp, T(Up+U0)a] = [Tp, TUpa] +[Tp, TU0a] = 0, i.e. a operator commutes with p.
Now we prove the ﬁnal statement of the lemma. Let c, d ∈ UpA. Since Up is an idempotent and
UpU0 = 0, we have c = (Up + U0)c and d = (Up + U0)d. Hence c and d operator commute with
p, and then UpTc = TcUp andUpTd = TcUd. Therefore Up(c ◦ d) = Up(Tcd) = Tc(Upd) = c ◦ d. This
shows that UpA is closed under Jordan product and is therefore a subalgebra of A. Similarly, U0A is also
a subalgebra of A.
The rest of the proof of this lemma is similar to that of [2, Lemma 2.5.5], we leave it to reader. 
From Lemma 2.2 we conclude that Up, U 1
2
and U0 are mutually orthogonal idempotent mappings
with sum τ , and that Tp has eigenvalues 1,
1
2
and 0. Thus we have the following vector space decom-
position:
A = A1 ⊕ A 1
2
⊕ A0,
where Ai is the eigenspace corresponding to the eigenvalue i (i = 1, 12 , 0). This is called the Peirce
decomposition of Awith respect to p. From Lemma2.2, it follows thatUp,U 1
2
andU0 are the projections
on the direct summands A1, A 1
2
and A0 respectively.
From now, ai means an element of Ai
(
i = 1, 1
2
, 0
)
. Clearly Tpai = p ◦ ai = iai
(
i = 1, 1
2
, 0
)
.
Using Lemma 2.3, as the proof of Lemma 2.6.3, we can prove the following lemma.
Lemma 2.4. Let A be a Jordan algebra and p a non-trivial idempotent in A. Let A = A1 ⊕ A 1
2
⊕ A0 be the
Peirce decomposition of A with respect to p. Then we have the following multiplication rules:
A0 ◦ A0 ⊆ A0; A1 ◦ A1 ⊆ A1; A1 ◦ A0 = 0;
(A1 ⊕ A0) ◦ A 1
2
⊆ A 1
2
; A 1
2
◦ A 1
2
⊆ A1 ⊕ A0.
If a ∈ A1, b ∈ A0, then a and b operator commute.
3. Additivity
Our result in this section is the following.
Theorem 3.1. Let A and B be Jordan algebras and p a non-trivial idempotent in A. Let A = A1 ⊕ A 1
2
⊕ A0
be the Peirce decomposition of A with respect to p. If A satisﬁes the following conditions:
(i) Let ai ∈ Ai(i = 1, 0). If ai ◦ t 1
2
= 0 for all t 1
2
∈ A 1
2
, then ai = 0;
(ii) Let a0 ∈ A0. If a0 ◦ t0 = 0 for all t0 ∈ A0, then a0 = 0;
(iii) Let a 1
2
∈ A 1
2
. If a 1
2
◦ t0 = 0 for all t0 ∈ A0, then a 1
2
= 0;
then every Jordan map from A onto B is additive.
The main technique we will use is the following argument which will be termed a “standard argu-
ment”. It should be mentioned that this method is modeled by Lu in [8]. Suppose, x, y, s ∈ A are such
that φ(s) = φ(x) + φ(y). Multiplying this equality by φ(t), we get
φ(s) ◦ φ(t) = φ(x) ◦ φ(t) + φ(y) ◦ φ(t).
It follows that
φ(s ◦ t) = φ(x ◦ t) + φ(y ◦ t).
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Moreover, if
φ(x ◦ t) + φ(y ◦ t) = φ(x ◦ t + y ◦ t),
then by injectivity of φ, we have that
s ◦ t = (x + y) ◦ t.
The proof will be organized in a series of lemmas. We begin with the following trivial one.
Lemma 3.2. φ(0) = 0.
Proof. Since φ is surjective, there exists an x ∈ A such that φ(x) = 0. Therefore φ(0) = φ(x ◦ 0) =
φ(x) ◦ φ(0) = 0 ◦ φ(0) = 0. 
Lemma 3.3. Let ai ∈ Ai, i = 1, 12 , 0. Then φ(a1 + a 12 + a0) = φ(a1) + φ(a 12 ) + φ(a0).
Proof. Since φ is surjective, we can ﬁnd an element s = s1 + s 1
2
+ s0 ∈ A such that
φ(s) = φ(a1) + φ(a 1
2
) + φ(a0). (3.1)
For p, applying a standard argument to (3.1), we get
φ(p ◦ s) = φ(p ◦ a1) + φ(p ◦ a 1
2
) + φ(p ◦ a0).
Since p ◦ s = Tps = s1 + 12 s 12 , p ◦ a1 = Tpa1 = a1, p ◦ a 12 = Tpa 12 =
1
2
a 1
2
and p ◦ a0 = 0, the equa-
tion above implies
φ
(
s1 + 1
2
s 1
2
)
= φ(a1) + φ
(
1
2
a 1
2
)
+ φ(0) = φ(a1) + φ
(
1
2
a 1
2
)
. (3.2)
For t0 ∈ A0, applying a standard argument to (3.2) and using Lemma 2.3, we have
φ
(
1
2
t0 ◦ s 1
2
)
= φ
(
t0 ◦
(
s1 + 1
2
s 1
2
))
= φ(t0 ◦ a1) + φ
(
1
2
t0 ◦ a 1
2
)
= φ
(
1
2
t0 ◦ a 1
2
)
.
Therefore, 1
2
t0 ◦ s 1
2
= 1
2
t0 ◦ a 1
2
for every t0 ∈ A0. It follows from Theorem 3.1(iii) that s 1
2
= a 1
2
.
For t 1
2
, applying a standard argument to (3.2), we have
φ
(
t 1
2
◦ s1 + 1
2
t 1
2
◦ s 1
2
)
= φ(t 1
2
◦ a1) + φ
(
1
2
t 1
2
◦ a 1
2
)
.
For p, applying a standard argument to the equation above, we get
φ
(
1
2
t 1
2
◦ s1 + 1
2
p ◦ (t 1
2
◦ s 1
2
)
)
= φ
(
p ◦
(
t 1
2
◦ s1 + 1
2
t 1
2
◦ s 1
2
))
= φ(p ◦ (t 1
2
◦ a1)) + φ
(
1
2
p ◦ (t 1
2
◦ a 1
2
)
)
= φ(1
2
t 1
2
◦ a1) + φ
(
1
2
p ◦ (t 1
2
◦ a 1
2
)
)
. (3.3)
For t0 ∈ A0, applying a standard argument to (3.3), we have that
φ
(
1
2
t0 ◦ (t 1
2
◦ s1) + 1
2
t0 ◦ (p ◦ (t 1
2
◦ s 1
2
))
)
= φ
(
1
2
t0 ◦ (t 1
2
◦ a1)
)
+ φ
(
1
2
t0 ◦ (p ◦ (t 1
2
◦ a 1
2
))
)
. (3.4)
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By Lemmas 2.3 and 2.4, we see that t0 ◦ (p ◦ (t 1
2
◦ s 1
2
)) = t0 ◦ (p ◦ (t 1
2
◦ a 1
2
)) = 0. Thus (3.4) implies
φ
(
1
2
t0 ◦ (t 1
2
◦ s1)
)
= φ
(
1
2
t0 ◦ (t 1
2
◦ a1)
)
.
Therefore, 1
2
t0 ◦ (t 1
2
◦ s1) = 12 t0 ◦ (t 12 ◦ a1) for all t 12 ∈ A 12 and t0 ∈ A0. It follows from Theorem
3.1(i, iii) that s1 = a1.
For t0, applying a standard argument to (3.1), we get
φ(s0 ◦ t0 + s 1
2
◦ t0) = φ(s ◦ t0) = φ(a1 ◦ t0) + φ(a 1
2
◦ t0) + φ(a0 ◦ t0)
= φ(a 1
2
◦ t0) + φ(a0 ◦ t0) + φ(0) = φ(a 1
2
◦ t0) + φ(a0 ◦ t0). (3.5)
For t 1
2
, applying a standard argument to (3.5), we have
φ((s0 ◦ t0) ◦ t 1
2
+ (s 1
2
◦ t0) ◦ t 1
2
) = φ((a 1
2
◦ t0) ◦ t 1
2
) + φ((a0 ◦ t0) ◦ t 1
2
). (3.6)
Since (s0 ◦ t0) ◦ t 1
2
, (a0 ◦ t0) ◦ t 1
2
∈ A 1
2
and (s 1
2
◦ t0) ◦ t 1
2
, (a 1
2
◦ t0) ◦ t 1
2
∈ A1 ⊕ A0, we have
p ◦ ((s0 ◦ t0) ◦ t 1
2
) = 1
2
((s0 ◦ t0) ◦ t 1
2
), p ◦ ((a0 ◦ t0) ◦ t 1
2
) = 1
2
((a0 ◦ t0) ◦ t 1
2
), and p ◦ ((s 1
2
◦ t0) ◦
t 1
2
), p ◦ ((a 1
2
◦ t0) ◦ t 1
2
) ∈ A1. For p, applying a standard argument to (3.6), we get
φ
(
1
2
((s0 ◦ t0) ◦ t 1
2
) + p ◦ ((s 1
2
◦ t0) ◦ t 1
2
)
)
= φ(p ◦ ((s0 ◦ t0) ◦ t 1
2
+ (s 1
2
◦ t0) ◦ t 1
2
))
= φ(p ◦ ((a0 ◦ t0) ◦ t 1
2
)) + φ(p ◦ ((a 1
2
◦ t0) ◦ t 1
2
))
= φ
(
1
2
((a0 ◦ t0) ◦ t 1
2
)
)
+ φ(p ◦ ((a 1
2
◦ t0) ◦ t 1
2
)). (3.7)
For t′0 ∈ A0, since p ◦ ((s 1
2
◦ t0) ◦ t 1
2
), p ◦ ((a 1
2
◦ t0) ◦ t 1
2
) ∈ A1, we have that t′0 ◦ (p ◦ ((s 1
2
◦ t0) ◦
t 1
2
)) = 0 and t′0 ◦ (p ◦ ((a 1
2
◦ t0) ◦ t 1
2
)) = 0. Thus for t′0 ∈ A0, applying a standard argument to (3.7),
we have that
φ
(
1
2
((s0 ◦ t0) ◦ t 1
2
) ◦ t′0
)
= φ
((
1
2
((s0 ◦ t0) ◦ t 1
2
) + p ◦ ((s 1
2
◦ t0) ◦ t 1
2
)
))
◦ t′0
= φ
(
1
2
((a0 ◦ t0) ◦ t 1
2
) ◦ t′0
)
+ φ((p ◦ ((a 1
2
◦ t0) ◦ t 1
2
)) ◦ t′0)
= φ
(
1
2
((a0 ◦ t0) ◦ t 1
2
) ◦ t′0
)
.
Therefore, 1
2
((s0 ◦ t0) ◦ t 1
2
) ◦ t′0 = 12 ((a0 ◦ t0) ◦ t 12 ) ◦ t
′
0 for all t 1
2
∈ A 1
2
and t0, t
′
0 ∈ A0. It follows from
Theorem 3.1(i, ii, iii) that s0 = a0. Thus s = a1 + a 1
2
+ a0. 
Lemma 3.4. Let a 1
2
, b 1
2
∈ A 1
2
and a0 ∈ A0. Then φ(a 1
2
◦ a0 + b 1
2
) = φ(a 1
2
◦ a0) + φ(b 1
2
).
Proof. Compute
(2p + a 1
2
) ◦ (a0 + b 1
2
) = 2p ◦ b 1
2
+ 2p ◦ a0 + b 1
2
◦ a 1
2
+ a 1
2
◦ a0 = b 1
2
+ b 1
2
◦ a 1
2
+ a 1
2
◦ a0.
By Lemmas 3.3 and 3.2, we have φ(c0 + c1) = φ(c0) + φ(c1) for all c0 ∈ A0 and c1 ∈ A1. Hence it
follows from Lemma 3.3 that φ(c0 + c1 + c 1
2
) = φ(c0) + φ(c1) + φ(c 1
2
) = φ(c0 + c1) + φ(c 1
2
) for
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all c0 ∈ A0, c1 ∈ A1 and c 1
2
∈ A 1
2
. By Lemma 2.4, we see that a 1
2
◦ a0 ∈ A 1
2
and b 1
2
◦ a 1
2
∈ A0 ⊕ A1.
Hence b 1
2
+ a 1
2
◦ a0 ∈ A 1
2
. Consequently
φ (b 1
2
+ a 1
2
◦ a0) + φ(b 1
2
◦ a 1
2
) = φ(b 1
2
+ a 1
2
◦ a0 + b 1
2
◦ a 1
2
)
= φ((2p + a 1
2
) ◦ (a0 + b 1
2
))
= (φ(2p) + φ(a 1
2
)) ◦ (φ(a0) + φ(b 1
2
))
= φ(2p) ◦ φ(a0) + φ(a 1
2
) ◦ φ(a0) + φ(2p) ◦ φ(b 1
2
) + φ(a 1
2
) ◦ φ(b 1
2
)
= φ(2p ◦ a0) + φ(a 1
2
◦ a0) + φ(2p ◦ b 1
2
) + φ(a 1
2
◦ b 1
2
)
= φ(a 1
2
◦ a0) + φ(b 1
2
) + φ(a 1
2
◦ b 1
2
).
Thus, φ(a 1
2
◦ a0 + b 1
2
) = φ(a 1
2
◦ a0) + φ(b 1
2
).
Lemma 3.5. Let a 1
2
, b 1
2
∈ A 1
2
. Then φ(a 1
2
+ b 1
2
) = φ(a 1
2
) + φ(b 1
2
).
Proof. Choose s = s1 + s 1
2
+ s0 ∈ A such that
φ(s) = φ(a 1
2
) + φ(b 1
2
). (3.8)
For t0 ∈ A0, applying a standard argument to (3.8) and using Lemma 3.4, we get
φ(s ◦ t0) = φ(a 1
2
◦ t0) + φ(b 1
2
◦ t0) = φ(a 1
2
◦ t0 + b 1
2
◦ t0).
Hence (s0 + s 1
2
) ◦ t0 = s ◦ t0 = (a 1
2
+ b 1
2
) ◦ t0 forevery t0 ∈ A0. Since s0 ◦ t0 ∈ A0 and s 1
2
◦ t0, (a 1
2
+
b 1
2
) ◦ t0 ∈ A 1
2
, we have s0 ◦ t0 = 0 and s 1
2
◦ t0 = (a 1
2
+ b 1
2
) ◦ t0 for every t0 ∈ A0. By Theorem 3.1(ii)
and (iii), we obtain that s0 = 0 and s 1
2
= a 1
2
+ b 1
2
.
For t 1
2
, applying a standard argument to (3.8) again, we have
φ(s1 ◦ t 1
2
+ s 1
2
◦ t 1
2
) = φ(s ◦ t 1
2
) = φ(a 1
2
◦ t 1
2
) + φ(b 1
2
◦ t 1
2
).
For p, applying a standard argument to the equation above, we get that
φ
(
1
2
s1 ◦ t 1
2
+ p ◦ (s 1
2
◦ t 1
2
)
)
= φ(p ◦ (s1 ◦ t 1
2
+ s 1
2
◦ t 1
2
))
= φ(p ◦ (a 1
2
◦ t 1
2
)) + φ(p ◦ (b 1
2
◦ t 1
2
)). (3.9)
For t0 ∈ A0, applying a standard argument to (3.9), we have
φ
(
1
2
(s1 ◦ t 1
2
) ◦ t0
)
= φ
((
1
2
s1 ◦ t 1
2
+ (p ◦ (s 1
2
◦ t 1
2
))
)
◦ t0
)
= φ((p ◦ (a 1
2
◦ t 1
2
)) ◦ t0) + φ((p ◦ (b 1
2
◦ t 1
2
)) ◦ t0) = 2φ(0) = 0.
Hence (s1 ◦ t 1
2
) ◦ t0 = 0 for every t 1
2
∈ A 1
2
and t0 ∈ A0. By Theorem 3.1(iii, i), it follows that s1 = 0.
Consequently, s = s 1
2
= a 1
2
+ b 1
2
. 
Lemma 3.6. Let a1, b1 ∈ A1. Then φ(a1 + b1) = φ(a1) + φ(b1).
Proof. Choose s = s1 + s 1
2
+ s0 ∈ A such that
φ(s) = φ(a1) + φ(b1). (3.10)
For t0 ∈ A0, applying a standard argument to (3.10), we see that
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φ(s 1
2
◦ t0 + s0 ◦ t0) = φ(s ◦ t0) = φ(a1 ◦ t0) + φ(b1 ◦ t0) = 2φ(0) = 0.
Therefore, s 1
2
◦ t0 + s0 ◦ t0 = 0 for every t0 ∈ A0. Since s 1
2
◦ t0 ∈ A 1
2
and s0 ◦ t0 ∈ A0, we get that
s 1
2
◦ t0 = 0 and s0 ◦ t0 = 0 for every t0 ∈ A0. By Theorem 3.1(ii, iii), we have that s 1
2
= 0 and s0 = 0.
So s = s1.
Now there remains to prove that s1 = a1 + b1. For t 1
2
, applying a standard argument to (3.10) again
and using Lemma 3.5, we get
φ(s1 ◦ t 1
2
) = φ(s ◦ t 1
2
) = φ(a1 ◦ t 1
2
) + φ(b1 ◦ t 1
2
) = φ(a1 ◦ t 1
2
+ b1 ◦ t 1
2
).
Therefore, s1 ◦ t 1
2
= (a1 + b1) ◦ t 1
2
for every t 1
2
∈ A 1
2
. It follows from Theorem 3.1(i) that s1 = a1 +
b1. Consequently s = a1 + b1. 
Lemma 3.7. Let a0, b0 ∈ A0. Then φ(a0 + b0) = φ(a0) + φ(b0).
Proof. Choose s = s1 + s 1
2
+ s0 ∈ A such that
φ(s) = φ(a0) + φ(b0). (3.11)
For p, applying a standard argument to (3.11), we see that
φ
(
1
2
s 1
2
+ s1
)
= φ(s ◦ p) = φ(a0 ◦ p) + φ(b0 ◦ p) = 2φ(0) = 0.
Therefore, 1
2
s 1
2
+ s1 = 0. Hence s 1
2
= 0, s1 = 0 and s = s0.
Now there remains to prove that s0 = a0 + b0. For t 1
2
, applying a standard argument to (3.11) again,
we get by Lemma 3.5 that
φ(s0 ◦ t 1
2
) = φ(a0 ◦ t 1
2
) + φ(b0 ◦ t 1
2
) = φ(a0 ◦ t 1
2
+ b0 ◦ t 1
2
).
Therefore, s0 ◦ t 1
2
= (a0 + b0) ◦ t 1
2
for every t 1
2
. It follows from Theorem 3.1(i) that s0 = a0 + b0.
Consequently s = a0 + b0. 
Proof of Theorem 3.1. Let a = a1 + a 1
2
+ a0, b = b1 + b 1
2
+ b0 ∈ A. Then Lemmas 3.3–3.7 are all
used in seeing the equalities
φ(a + b) = φ((a1 + b1) + (a 1
2
+ b 1
2
) + (a0 + b0))
= φ(a1 + b1) + φ(a 1
2
+ b 1
2
) + φ(a0 + b0)
= φ(a1) + φ(b1) + φ(a 1
2
) + φ(b 1
2
) + φ(a0) + φ(b0)
= φ(a1 + a 1
2
+ a0) + φ(b1 + b 1
2
+ b0)
= φ(a) + φ(b)
hold true. That is, φ is additive on A. 
4. Corollaries
The following corollary generalizes the results in [9]. Here it does not need the condition (iii) in [9,
Theorem 1.1].
Corollary 4.1. Let A and A′ be algebras over the ﬁeld Q of rational numbers. Suppose that A contains an
idempotent e1 which satisﬁes
(i) eixejAel = 0 or elAeixej = 0 implies eixej = 0 (1 i, j, l 2),where e2 = 1 − e1 (A need not have
an identity element).
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(ii) If e2te2xe2 + e2xe2te2 = 0 for each t ∈ A, then e2xe2 = 0.
Let k be a ﬁxed nonzero rational number. Suppose thatφ : A −→ A′ is a k-Jordanmap, i.e. φ is bijective
map satisfying φ(k(ab + ba) = k(φ(a)φ(b) + φ(b)φ(a)) for all a, b ∈ A. Then φ is additive.
Proof. For a, b ∈ A or A′, let a ◦ b = k(ab + ba). Then (A, ◦) and (A′, ◦) are Jordan algebras, and φ :
(A, ◦) −→ (A′, ◦) is a Jordan map from (A, ◦) onto (A′, ◦). Clearly, if the idempotent e1 satisﬁes the
conditions (i) and (ii), then A and e1 satisfy the conditions of Theorem 3.1. Hence φ is additive. 
Corollary 4.2 [7]. Let F be the real number or the complex number ﬁeld. Let A be a standard subalgebra
of a nest algebra T (N ) on a Hilbert space H over F of dimension greater than 1 and R be an algebra over
the ﬁeld of rational numbers. Let k be a nonzero rational number. Suppose φ : A −→ R is a bijective map
φ(k(ab + ba) = k(φ(a)φ(b) + φ(b)φ(a)) for all a, b ∈ A. Then φ is additive.
Proof. As the proof of Corollary 4.1, for a, b ∈ A or B, let a ◦ b = k(ab + ba). Then (A, ◦) and (B, ◦) are
Jordan algebras, and φ : (A, ◦) −→ (B, ◦) is a Jordan map from (A, ◦) onto (B, ◦). By Lemmas 2–4 of
[7], there is an idempotent in A satisfying the conditions of Theorem 3.1. Hence φ is additive. 
Corollary 4.3. Let A be a unital Jordan algebra and p a non-trivial idempotent in A. Let B be a Jordan
algebras. Let A = A1 ⊕ A 1
2
⊕ A0 be the Peirce decomposition of A with respect to p. If A satisﬁes the
following conditions:
(i) Let ai ∈ Ai (i = 1, 0)). If ai ◦ t 1
2
= 0 for all t 1
2
∈ A 1
2
, then ai = 0,
then every Jordan map from A onto B is additive.
Proof. Let a0 ∈ A0. If a0 ◦ t0 = 0 for all t0 ∈ A0, since (1 − p) ∈ A0, we have a0 = a0 ◦ (1 − p) = 0.
Thus the condition (ii) of Theorem 3.1 holds.
Let a 1
2
∈ A 1
2
. If a 1
2
◦ t0 = 0 for all t0 ∈ A0, since 2(1 − p) ∈ A0, we get that a 1
2
= 2(1 − p) ◦ a 1
2
=
0. Thus the condition (iii) of Theorem 3.1 holds. By Theorem 3.1, every Jordan map from A onto B is
additive. 
For a Hilbert space H, we write B(H) and F(H) for the algebra of all linear bounded operators on H
and the algebra of all ﬁnite rank operators on H, respectively. For a ∈ B(H), denote by a∗ the adjoint
operator of a. If a = a∗, a is called a self-adjoint operator on H. Denote by B(H)s and F(H)s the real
linear space of all self-adjoint operators on H and the real linear space of all self-adjoint ﬁnite rank
operators on H, respectively. Clearly, B(H)s and F(H)s are speacial Jordan subalgebra of B(H). A Jordan
subalgebra of B(H)s is called a standard Jordan operator algebra on H if it contains F(H)s.
Theorem 4.4 [6]. Let H be a Hilbert space of dimension > 1 and suppose that A is a standard Jordan
operator algerba on H. Let B be an arbitrary Jordan algebra. Then every Jordan map φ from A onto B is
additive.
Proof. Lemma 2.3 of [6], there is an idempotent in A satisfying the conditions of Theorem 3.1. Hence
φ is additive. 
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