Background {#Sec1}
==========

Large amounts of genomic information have accumulated for nearly all livestock species and its use has led to increases in the accuracy of estimated breeding values (EBV) \[[@CR1]\]. These increases are mainly due to improved inferences on relationships between individuals and linkage disequilibrium (LD) between quantitative trait loci (QTL) and markers \[[@CR2]\]. Higher accuracies are obtained when relationships between animals in the training population are weak and the relationship between the training and validation populations is high \[[@CR3]\].

Questions about how the genotyped population should be structured and which animals should be used in the training population are still a matter of debate in all species. In dairy cattle, for example, phenotypes for production traits are collected on females and combined with genotypes of males for successful genomic evaluation. According to Rendel and Robertson \[[@CR4]\], genetic progress in a population is a combination of the progress in each of the four paths of selection. In dairy cattle, selection intensities are highest for elite sires of bulls and elite dams of bulls \[[@CR5]\] because strong selection pressure can be applied in both these pathways. With genomic selection, very young females can be chosen (e.g., even heifers) as dams of bulls, and elite cows are often genotyped \[[@CR6]\]. Although accurate genomic breeding values for females are highly relevant, including female genotypes and phenotypes in the training population resulted in very small increases in the accuracy of evaluation of young dairy bulls \[[@CR6], [@CR7]\]. For instance, adding 17 000 female genotypes to 7000 male genotypes increased the accuracy of evaluation of young bulls from 0.70 to 0.72 \[[@CR8]\]. This small increase is due to female phenotypes being largely redundant, since these phenotypes are already included in their sire's information, either explicitly in the form of pseudo-phenotypes, or implicitly, as in the single-step genomic best linear unbiased predictor (ssGBLUP). However, in dairy cattle, genotyping females is useful for intra-herd selection of females \[[@CR9]\] and for identifying elite females to produce future sires.

In species such as broiler chickens or pigs, the number of progeny is smaller per male and larger per female than in dairy cattle. Therefore, the impact of female paths on genetic progress is potentially stronger. Also, when phenotypes are recorded on both sexes (e.g., body weight), then not only can female phenotypes contribute to male evaluations but male phenotypes can also contribute to female evaluations. For this reason, genotyping females in these species can make a substantial contribution to accuracy and genetic progress.

Realized accuracies of genetic values can be obtained from the correlation between true and estimated breeding values for the validation population \[[@CR10]\]. There are large discrepancies between theoretical accuracy (e.g., by inversion of the coefficient matrix of the mixed model equations) and realized accuracy of EBV in populations under selection, where the latter is noticeably smaller \[[@CR11]\]. For genetic values obtained through genomic BLUP methods (GBLUP), the accuracies that are obtained by inversion of the coefficient matrix depend on the assumed allele frequencies \[[@CR12]\], although scaling of genomic relationships for compatibility with pedigree relationships \[[@CR13], [@CR14]\] reduces this dependency.

The objective of our work was to analyze a commercial broiler chicken population and determine the gains in the accuracy of genomic evaluations on males and females due to the use of genotypes and phenotypes of males, females, or both sexes.

Methods {#Sec2}
=======

Data {#Sec3}
----

The dataset and variance components used in this study were provided by Cobb-Vantress Inc. (Siloam Springs, AR). The dataset consisted of phenotypes recorded on purebred broiler chickens across four generations for four production traits referred to as T1, T2, T3, and T4; heritabilities for all traits ranged from 0.22 to 0.49, genetic correlations ranged from −0.02 to 0.21 and phenotypic correlations from −0.02 to 0.46 (Table [1](#Tab1){ref-type="table"}). The first trait (T1) was recorded on 196 613 birds, whereas the three other traits (T2, T3 and T4) were recorded on 26, 5, and 26 % of the birds with records for T1, respectively. Traits T1 and T3 were measured on birds at 35 days of age, whereas traits T2 and T4 were measured within a 2-week period after 35 days of age. Multiple measurements for T2 and T4 were combined into a unique record for T2 and for T4. Thus, each trait was analyzed as a single record. The number of birds in the pedigree relationship matrix (**A**) was 198 915.Table 1Heritabilities (diagonal), genetic correlations (above the diagonal), and phenotypic correlations (below the diagonal) for the four traitsTraitT1T2T3T4T10.28−0.050.070.16T2−0.020.25−0.020.21T30.46NA^a^0.49−0.19T40.300.00NA0.22^a^NA: no pairwise phenotype is available between two traits

Genotypes from the 60 k SNP (single nucleotide polymorphism) panel developed by Groenen et al. \[[@CR15]\] were available for 15 723 birds. Quality control of genomic data retained SNPs with call rates greater than 0.9, minor allele frequencies greater than 0.05, and departures from Hardy-Weinberg equilibrium (difference between expected and observed frequency of heterozygous) less than 0.15. Parent-progeny pairs were tested for discrepant homozygous SNPs, and progenies were eliminated when the conflict rate was greater than 1 %. Also, SNPs with an unknown position or located on sex chromosomes were excluded from the analyses. After quality editing, 39 102 autosomal SNPs for 15 723 birds remained for analysis. The genotype file was split by sex and the three genotype datasets (males, females, and both sexes) were used in different analyses. The total numbers of genotyped males and females were 6149 and 9574, respectively and the numbers of genotyped birds with phenotypes for each trait are in Table [2](#Tab2){ref-type="table"}.Table 2Number of genotyped birds with phenotypes for each traitTraitBirdsAllMalesFemalesT112 74846488100T2956720107557T3221322130T4962420177607

The birds that were genotyped were chosen randomly or based on phenotypes, depending on the trait. The dataset available for this study was split into training and validation populations according to date of birth. Thus, 2975 birds born in generation 4 were chosen as validation animals and their phenotypes were removed from the analyses.

Model and analysis {#Sec4}
------------------

For traditional pedigree-based and genomic evaluations, the following multiple-trait animal model was used:$$\documentclass[12pt]{minimal}
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where t is for traits T1 to T4; **y**, **b**, **u**, and **e** are vectors of phenotypes, fixed effects of sex and generation-hatch interaction, random additive direct genetic effects, and random residuals, respectively; **X** and **Z** are incidence matrices for **b** and **u**, respectively. A vector of random maternal permanent environmental effects was added for T1. Although sex effect was fitted in the model, no sexual dimorphism was considered and the traits on males and females were assumed to have a genetic correlation of 1, which may not always be the case in practice \[[@CR16]\].

Genomic evaluations were conducted using ssGBLUP. In this method, the inverse of the numerator relationship matrix (**A**^−1^) in the mixed model equations was replaced by the inverse of the realized relationship matrix (**H**^−1^) \[[@CR17], [@CR18]\], which was written as:$$\documentclass[12pt]{minimal}
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where **G** is the genomic relationship matrix that was constructed as in VanRaden \[[@CR13]\], using observed allele frequencies; **A**~**22**~^‐ 1^ is the inverse of the pedigree-based relationship matrix for genotyped animals. Weights were assigned for **G** (α = 0.95) and **A**~**22**~ (β = 0.05) to avoid singularity problems \[[@CR13]\]. Coefficients a and b were used to match pedigree and genomic relationships \[[@CR14], [@CR19], [@CR20]\]. Different **H** matrices were used based on different **G** that contained 2975 birds from the validation population plus one of the three training populations: males (n = 4648), females (n = 8100), and both sexes (n = 12 748).

Traditional and genomic evaluations were computed using the software BLUP90IOD \[[@CR21], [@CR22]\]. The convergence criterion was set to 10^−14^ for all evaluations. Variance components used in all analyses were pre-computed by Cobb-Vantress Inc. using the same data and model as presented here.

### Composition of genomic estimated breeding values from ssGBLUP {#Sec5}

We used the composition of genomic estimated breeding values (GEBV) and some general rules to better understand some of our results. In traditional BLUP evaluations, the EBV for an animal i can be expressed as \[[@CR23]\]:$$\documentclass[12pt]{minimal}
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where PA~i~ is the parent average EBV for animal i, YD~i~ is the yield deviation (phenotype adjusted for the model effects' solutions other than additive genetic effects and errors) for animal i, and PC~i~ is the progeny contribution for animal i. When both parents are known, the phenotype is available, and each progeny has a known mate, weights w~1~ to w~3~ sum to 1. The decomposition of EBV can be derived by analyzing a row of the mixed model equations for a given animal. More specifically, YD is based on own phenotypic information, PA is the average of the parental EBV, and PC is the sum of the differences between the EBV of any progeny of animal i minus one half of the EBV of each progeny's dam (or the mate of animal i).

The EBV for an animal i when genomic information is available (GEBV) is \[[@CR24]\]:$$\documentclass[12pt]{minimal}
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where GI~i~ contains information from genotypes of animal i and all weights sum to 1. According to VanRaden and Wright \[[@CR24]\], the weight for GI is:$$\documentclass[12pt]{minimal}
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where g^ii^ and a~22~^ii^ are the diagonal elements of **G**^−1^ and **A**~**22**~^‐ 1^, respectively; den = 2 + n~r~/α + n~p~/2 + g^ii^ ‐ a~22~^ii^, where n~r~ is the number of records, α is the variance ratio (residual variance over additive genetic variance), and n~p~ is progeny size. Aguilar et al. \[[@CR17]\] showed that in ssGBLUP, GI consists of two components:$$\documentclass[12pt]{minimal}
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where DGV is the portion of prediction due to the genomic information, which comes from **G,** and PP is pedigree prediction that comes from **A**~**22**~. The weights $\documentclass[12pt]{minimal}
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where g^ij^ and a~22~^ij^ are the off-diagonal elements of **G**^−1^ and **A**~**22**~^‐ 1^, respectively; u^j^ is the inverse EBV of animal j.

In general, PP accounts for the part of PA that is explained by DGV; when all animals are genotyped, **A** = **A**~22~, PA and PP cancel out and DGV explains a larger fraction of the GEBV; when a genotyped animal is unrelated to the genotyped population, PP = 0 and DGV explains a smaller portion of the GEBV; when both parents are genotyped, PP will include a large part of PA. The accuracy of DGV differs between animals, depending on how many ancestors of that animal are genotyped, as reported by Mulder et al. \[[@CR25]\]. When a genotyped animal has many progeny, w~3~ ≈ 1 and its GEBV is mainly driven by PC; however, genotyping those animals is useful since they are usually included in the training population. When an animal is not genotyped, w~4~ = 0 and predictions can be improved due to improved PA and PC if its relatives are genotyped. When an animal is not genotyped and has no phenotypes and no progeny, the GEBV is driven by PA and, in most cases, only a slight improvement in prediction is achieved based on genotyped relatives \[[@CR17], [@CR18], [@CR26]\].

### Validation {#Sec6}

Validation of EBV was based on that proposed by Legarra et al. \[[@CR10]\]; predictive ability of traditional and genomic evaluations was defined as the correlation between (G)EBV and trait phenotypes corrected for fixed effects (Y) for birds in the validation population:$$\documentclass[12pt]{minimal}
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where (G)EBV can be either EBV or GEBV.

Accuracy, as determined by the correlation between true and predicted breeding values, was calculated as r/h; where h is the square root of heritability \[[@CR10]\]. Accuracy was obtained for young birds in the validation population, with and without splitting them into groups according to sex (Fig. [1](#Fig1){ref-type="fig"}). Accuracy of GEBV was used to assess the benefit of including genotypes for different sets of birds on predictive ability of birds with the same sex, opposite sexes, and combined; accuracy of EBV was the benchmark used to compare the gain in predictive ability due to genomic information.Fig. 1Cross-validation scheme representing birds in training and validation populations

### Correlation between EBV and GEBV {#Sec7}

Correlations between EBV and GEBV using genotypes for both sexes were calculated for sires with large (≥500) and small (\<50) progeny groups, and for dams with large (≥50) and small (\<5) progeny groups to check the importance of progeny size versus genomic information on EBV of proven parents.

Results and discussion {#Sec8}
======================

A summary of the population structure is in Table [3](#Tab3){ref-type="table"}. About half of all parents were genotyped, but in the validation population, 96 % of the parents were genotyped. According to Pszczola et al. \[[@CR3]\], animals in the validation population should be closely related to at least some of the animals in the training population in order to obtain more accurate direct genomic values (DGV). In ssGBLUP, the accuracy of GEBV is less affected by genotype structure, because GEBV includes PA (from **A**) and additional pedigree information (from **A**~**22**~), and the latter accounts for a different level of relationship between a given genotyped animal and the genotyped population. In general, additional information due to genomic data is approximately proportional to the square of the difference between pedigree and genomic relationships \[[@CR27]\]; the standard deviation of such differences increases for animals that are more related \[[@CR28]--[@CR30]\], but this increase is not equal for all classes of animals since full-sib groups presented greater standard deviation than parent-offspring groups \[[@CR30]\], for instance.Table 3Family structure for all birds and for genotyped birds in the datasetSiresDamsNumber of parents in the dataset5515185Average progeny per parent35738Number of genotyped parents in the training population2762752Average progeny per parent45147Total parents of the validation population87762Number of genotyped parents of the validation population83730Average progeny per parent344

For quality control, Fig. [2](#Fig2){ref-type="fig"} contains the distribution of genomic relationships for full-sibs. The quality of genomic relationships can also be evaluated for other groups of siblings or by checking all genomic relationships against all pedigree relationships. Broiler chickens have large full-sib families and a greater gain in accuracy is expected from genomic evaluations over traditional evaluations in this case, provided genomic relationships are based on high-quality SNP genotypes. Although the expected relationship among full-sibs in the absence of inbreeding is equal to 0.50, the average (SD) genomic relationship for this dataset was 0.47 (0.05). The standard deviation of 0.05 and the skewed shape agree with theory \[[@CR12], [@CR23]\]. However, if the distribution of genomic relationships is not centered on the expected relationship and is long-tailed, genotyping and pedigree errors are present. For the most recent generations, for which stricter quality controls were imposed, such as checking for heritability of gene content as proposed by Forneris et al. \[[@CR31]\], the distribution of genomic relationships among full-sibs was nearly normal and centered on 0.5 (data not provided).Fig. 2Distribution of genomic relationships for full-sibs among the 15 748 genotyped birds. The expected relationship based on pedigree information is 0.5 (black vertical line)

Accuracies and genomic contributions {#Sec9}
------------------------------------

Correlations between EBV and GEBV were equal to 0.97 and 0.93 for sires with more than 500 and less than 50 progeny, respectively, whereas correlations for dams with more than 50 and less than 5 progeny were equal to 0.89 and 0.88, respectively. Correlations for dams were lower because they have less progeny than males and, as a result, the weight on genotypic information is greater than the weight on PC for dams. For sires, even if there was some re-ranking between EBV and GEBV by including genomic information, the accuracy of the GEBV of sires with many progeny came mostly from PC, because the contribution from other sources was small or null. Although genomic information had a smaller impact on the GEBV of parents with large numbers of progeny, genotyping those birds was helpful to improve predictions from related birds.

Accuracies for traditional and genomic evaluations are in Fig. [3](#Fig3){ref-type="fig"}. Genomic evaluations were derived using three different sets of genotyped birds (only males, only females, and both sexes) in the training population. In all analyses, phenotypes were included for all genotyped animals, except for the youngest chickens that had hatched later in the last generation. In addition, validation sets were also created for young males, young females, and young chickens from both sexes. When the training and validation populations included both sexes, the accuracy of genomic evaluations was always greater (on average, 17 percentage points) than that of traditional evaluations. However, when the genotypes of only one sex for the training population and for both sexes in the validation population were considered, the impact on the accuracy of GEBV differed by trait. For traits T1 and T3, using only female genotypes for the training population resulted in only a slight change in accuracy, whereas using only male genotypes had a much greater impact on accuracy. The opposite was true for traits T2 and T4, for which using only female genotypes had a greater impact than using only male genotypes. These differences can be partially attributed to the number of phenotypes available for genotyped chickens and can be better explained when evaluations of males and females are considered separately.Fig. 3Accuracy of evaluation for all birds, males, and females in the validation population when different sets of genotyped birds were used to construct the **G** matrix. BLUP did not include genotypes and T3 females had no phenotypes

Traits for which male genotypes had a greater impact (T1 and T3) had either a larger number of phenotypes compared to the other traits, or females had no phenotypes such as T3 (Table [2](#Tab2){ref-type="table"}). For T1, the number of phenotypes on males was 57 % of the number of phenotypes on females, but for T2 and T4 the number of phenotypes on males was roughly 27 % of the number of phenotypes on females. In contrast to using a training population with only males, using genotypes for both sexes improved accuracies for all traits except for T3, for which females had no phenotypes. When males were evaluated, including only female genotypes increased the accuracy only slightly. Also, when females were evaluated, including male genotypes hardly increased accuracies. The same trend was observed by Cooper et al. \[[@CR32]\] in a study on the US Holstein population.

Table [4](#Tab4){ref-type="table"} shows accuracies for pedigree and genomic PA for genotyped and non-genotyped birds. For all traits, accuracies of pedigree PA for non-genotyped birds were greater than for genotyped birds. For non-genotyped birds, the accuracy of genomic PA was very similar to that of pedigree PA for all traits, except for T3, for which the accuracy of genomic PA was greater. For T3, which was measured only on males and for which there were fewer phenotypes than for the other traits, including genomic information improved the accuracy of the GEBV of parents. When the progeny is not genotyped but parents are, realized Mendelian sampling terms from parents to offspring cannot be accurately estimated and gains in accuracy are lower \[[@CR33]\]. The gains in accuracy are mainly due to improved accuracy of PA if only the parents are genotyped or also of PC if both parents and progeny are genotyped. Genotyping parents of non-genotyped birds may result in greater benefit for sex-limited traits or when trait recording is limited to a small number of birds. Comparisons between accuracies of genomic PA (Table [4](#Tab4){ref-type="table"}) and genomic EBV (Fig. [3](#Fig3){ref-type="fig"}) show that genomic information on genotyped young birds contributes significantly to accuracy of evaluation. Pszczola et al. \[[@CR33]\] showed that accuracies of GEBV increased when progenies were genotyped and parents were not, compared to the opposite situation; but still the highest accuracy was achieved when a large portion of the population was genotyped. According to Mulder et al. \[[@CR25]\], the number of genotyped ancestor generations affects the accuracy of genomic predictions.Table 4Accuracy for pedigree and genomic^a^ parent average for genotyped and non-genotyped birdsStatusParent averageT1T2T3T4GenotypedPedigree0.220.360.330.43Genomic0.230.390.340.47Non-genotypedPedigree0.250.480.360.49Genomic0.230.470.430.51^a^Genomic parent average included genomic information on both sexes; validation was done in both sexes

For males in the validation population, accuracy improved significantly when male genotypes were added to the training population (Fig. [3](#Fig3){ref-type="fig"}). Similarly, for females, accuracy improved significantly when female genotypes were added. Consequently, genotypes for a particular sex that are linked to phenotypic information benefit the genotyped birds of that sex. Cooper et al. \[[@CR32]\] showed that using only female genotypes in the training population, opposed to using genotypes only on males, was advantageous for predicting the GEBV for cows, and the same was true for bulls; however, adding female genotypes to an already existing training population of bulls resulted in a very small benefit.

In our study, when genotypes of both sexes were included, opposed to using genotypes for one sex, there was an additional increase in accuracy for each sex (Fig. [3](#Fig3){ref-type="fig"}). This may be caused by the contribution of males versus females to the population being different in broiler chickens than in dairy cattle, in which males have a much greater impact on the population due to larger progeny groups. Part of this increase is likely due to the use of the ssGBLUP method, which can model phenotypes and genotypes from both sexes when genotypes are not available for the entire population. This method weights the records of males and females and avoids double-counting of phenotypic and pedigree information. It also establishes connections among more animals with independent information (since it avoids double-counting) through genomic relationships, and combines PA and pedigree prediction.

The increase in accuracy from including genotypes of the opposite sex was greater for validation males than for validation females (Fig. [3](#Fig3){ref-type="fig"}). This could be due to several factors: (1) the number of genotypes for females was much larger than that for males and consequently more links were established through **H** (as **G** is identical by state) and estimates of DGV and PP were improved; (2) genetic correlations between phenotypes on males and females differ from 1 (our study assumes a correlation of 1); or (3) genomic imprinting is present and thus gene expression depends on the parental origin of the allele \[[@CR34]\].

The relative increase in accuracy for females from adding male genotypes was larger for trait T1 than for T4 because T1 had a larger number of male phenotypes (4648) than trait T4 (2017 male phenotypes) (Table [2](#Tab2){ref-type="table"} and Fig. [3](#Fig3){ref-type="fig"}). Since accuracy was computed as the correlation between EBV or GEBV and phenotypes corrected for fixed effects, no accuracy could be computed for T3 for females because this trait was only recorded for males. Therefore, there was no improvement in accuracy of GEBV from adding female genotypes for T3. In fact, the accuracy deteriorated slightly from 0.50 to 0.46, although adding genotypes is not expected to decrease accuracy if the model is correct, the genomic information is accurate, and all selection is accounted for. Thus, the observed decrease in accuracy could be due to modeling issues, e.g., insufficient modeling of factors associated with T3, structure of the validation population, unaccounted selection, or sexual dimorphism \[[@CR35]\].

Our study ignored sexual dimorphism \[[@CR16], [@CR35], [@CR36]\] because genetic correlations between sexes were assumed to be equal to 1. If this assumption does not hold, realized accuracies could be higher with proper modeling. Follow-up research is required to evaluate the change in ranking for animals evaluated for different traits when sexual dimorphism is accounted for and genomic information is available.

Realized accuracy and accuracy from the inverse of the coefficient matrix of the mixed model equations {#Sec10}
------------------------------------------------------------------------------------------------------

In spite of a large number of genotyped birds, the overall accuracies obtained for the dataset used in this study were below expectations. The maximum theoretical accuracy with PA is 0.71; however, the average accuracy was only 0.35 for BLUP and 0.54 for ssGBLUP with birds from both sexes in the training population. VanRaden et al. \[[@CR1]\] obtained, respectively, 0.44 and 0.60 for dairy bulls. Realized accuracies in selected populations are smaller than accuracies by inversion of the coefficient matrix of the mixed model equations, if selection is not accounted for \[[@CR1], [@CR11]\], with lower realized accuracies under stronger direct selection \[[@CR37]\]. In this study, traits T2 and T4 had similar numbers of phenotypes (within a gender) and genotypes, and similar heritabilities. Yet, average accuracies of EBV were up to 48 % higher for T4 than for T2, with differences being larger for females. This suggests that differential selection pressure is placed on these two traits. Indeed, T2 was strongly selected for, while genetic trends for T4 showed no selection pressure in any direction (Fig. [4](#Fig4){ref-type="fig"}). While accuracies of EBV and GEBV for a weakly selected trait such as T4 were higher for females than for males, accuracies for females were slightly lower than for males for T2 and much lower for T1. Parents of the validation population were selected in a generation in which the selection pressure for females was higher than for males for T1 and T2. The very low accuracy for females for T1, especially with BLUP, was due to strong phenotypic preselection of females based on T1; in case of extreme selection, the realized accuracy tends towards zero. When selection takes place, cross-validation accuracy differs from accuracy obtained by inversion of the coefficient matrix of the mixed model equations, and adjusting the latter is notoriously difficult since it would require selection differentials; however, selection is a multiple trait and possibly multistage process but the exact process is unknown, and selection intensity varies depending on the selection pathway \[[@CR11]\].Fig. 4Genetic trends based on traditional EBV for all traits for genotyped males and females. Trends are shown over generations and were obtained from a multi-trait model of all four traits

Conclusions {#Sec11}
===========

Accuracies in genomic selection depend on the number, distribution, and contributions of genotypes and phenotypes to the genomic evaluation. Contrary to what has been reported for dairy cattle, in this chicken population, the gain in accuracy of GEBV for young genotyped animals was higher when the training population included genotypes for both males and females. We also observed that when the training population has only animals from one sex, the greatest benefit is for young genotyped animals from the same sex. However, when both sexes are genotyped, the amount of genomic information increases greatly and accuracy of GEBV also increases. Thus, genotyping both sexes may be a suitable option in species and production systems for which not only males but also females have a high reproductive impact. For highly selected traits, realized accuracy of GEBV is smaller because it accounts for selection.
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