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ABSTRACT 
A ~'ery important problem is that of capturing the information contained in a set of 
data. When these data come from repeated trials of a gicen experiment, statistical 
methods based on the frequency of appearance of some kinds of patterns eem to be 
particularly interesting. Howeuer, no definition of frequency is available to handle the 
cases where the base domain is fuzzy but the observations, being elements of the same 
referential set, may be members of a different domain (even crisp). This paper deals 
with defining an extended model of frequency able to manage fuzzy information. The 
aim of this study is to provide a tool able to find regularities in a fuzzy system. We 
introduce a frequency concept hat can be a cery useful tool in this respect. We study 
the properties of this frequency, and we show that out" definition is within the belief- 
plausibility model. 
KEYWORDS: fuzzy domains; frequency; uncertainty modeling; data analy- 
sis; system analysis 
1. INTRODUCTION 
In most cases, scientific methods try to capture the information con- 
tained in a set of experimental data. Often, uncertainty is present in the 
conclusions of this data analysis because data are not reliable or is ill 
established (bad observations, noisy channels, partially lost information, 
etc.) and thus tools and models to represent and handle uncertain informa- 
tion are needed. Probability theory, possibility theory [4, 9], and the 
Dempster-Shafer theory of evidence [1, 7] have been developed with this 
purpose. 
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People are used to relating concepts by their repetition through a 
considerable number of experiences, and the notion of frequency has been 
and is basic for uncertainty modeling. 
The quotient 
numbers of favorable cases 
number of possible cases 
(1) 
provides an assessment of the uncertainty that is a common approach to 
computing a probability measure. For example, by analyzing a set of 
medical records we can obtain the following information: "for 94% of 
these records, when X = a and Y = b was true then Z = c was also true." 
This information can be translated to this probabilistic rule: "if X = a and 
Y = b then Z = c with a probability of = 0.94." 
In this work, we are interested in proposing and studying definitions of 
frequencies able to manage fuzzy information. The aim of this study is to 
find regularities in a fuzzy system, and the frequency on fuzzy domain will 
be a very useful tool to find these regularities. One of the most interesting 
applications of these definitions is the use of frequencies to identify fuzzy 
systems [2, 3]. 
As a first attempt, we can try to use the classical frequency defined by 
(1). However, there are cases of repetitive xperiences for which the above 
quotient cannot be used. 
Let us assume that we have a finite domain D = {a~, a 2 . . . . .  a n} of a 
variable X and a sequence E = {el, e2,.. .  , e h} of h observations about X. 
There is no problem in calculating the frequency of an element of the 
domain if any e i of E is a value of D. But, if we consider D to be a 
domain composed of fuzzy sets on a referential set U, and E to be 
composed of elements belonging to U, computing the frequency is not 
straightforward. For example, let us consider for a variable X the hierar- 
chical structure of linguistic values given in Figure 1. 
Here negative (positive) fuzzy sets mean fuzzy sets with the referential 
negative (positive) real number set. Let us assume that domain D is the 
level 2 of the above tree (see Figure 2), i.e. 
D = {HN, MN, SN, Z, SP, MP, HP}, 
where HN = High-Negative, MN = Medium-Negative, SN = Small- 
Negative, Z = Zero, SP = Small-Positive, MP = Medium-Positive, and 
HP = High-Positive. We suppose that the example set E is composed of 
elements from any level of the hierarchy. 
These situations may appear in those problems where a concrete level 
for the rules is fixed, but the data can be obtained in many different ways, 
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F I • ] 
Small Medium High Zero Small Medium High 
I 
Negative fuzzy sets Fuzzy sets on [-1,1] Positive fuzzy sets 
Negative real numbers [- l , l l  Positive real numbers 
F igure 1. Hierarchy of labels. 
from experts (usually in terms of fuzzy labels) or by the simulation of the 
system (as real numbers). 
When we are dealing with a system under the aforementioned circum- 
stances, to use the classical definition of frequency is quite inappropriate, 
since the information contained in the example set may be captured in a 
deformed manner. For instance, the number 27 must increase the frequen- 
cies of SP and MP, but this number fits SP better than MP, and the 
increase of frequency must not be the same for both labels. 
From this example, we can say that the point is the separability of the 
domain, that is, in our case, 
a i ~ a/ * 0, a~, aj E D. 
HN MN SN Z SP MP HP 
- 100 -50 -25 0 25 50 100 
F igure 2. Domain at level 2. 
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Thus, when the elements a i of the domain D are crisp and precisely 
separated, then we can classify any example as an element of the domain. 
In this case, we get an absolute classification, that is, each example belongs 
to exactly one of the elements of the domain. But when the elements of 
the domain are not separated, as happens in fuzzy domains, an example 
may belong to two or more elements of the domain. For absolute classifi- 
cations the frequency given by (1) is appropriate, but in other cases we 
don't have a clear frequency concept. 
This paper is divided into five sections. In Section 2 we introduce the 
kind of domains and examples we use in the rest of the paper, and we 
introduce a frequency definition in a simple case. Section 3 is devoted to 
defining the concept of frequency for fuzzy domains, and the following 
section shows the main properties of this definition. In order to generalize 
our definition, in Section 5 we extend this definition to multidimensional 
spaces. Finally, an example and some conclusions end the paper. 
2. DOMAINS AND EXAMPLES 
Two main components must be taken into account in order to compute 
a frequency: the elements of the domain and the examples. The elements 
of the domain are the elements we have decided to use in our problem, 
which can be numbers, crisp sets, or fuzzy sets. On the contrary, the 
examples are usually obtained in a way in which we do not take part, and 
their nature depends on the problem. 
In this work, we are interested in defining a frequency concept for fuzzy 
domains. Therefore the first component, in the above sense, is a fuzzy 
domain, that is, for a referential U, a fuzzy domain D is a finite set of 
fuzzy sets on U such that 
Vx ~ U ~, I~A(x) >_ O. 
A~D 
We have not specified the nature of the examples yet, and in our general 
problem they can be any element of the referential set U. In many cases, e 
will be an element of U or a subset of U; in other cases, e could be an 
element of U but not sufficiently perceived or well known, and therefore 
could be represented as a fuzzy set on U. Since this case includes the other 
ones as particular cases, we assume that e is a fuzzy set of U, that is, 
e E/:;(U). 
Therefore, this paper deals with the problem of defining a frequency of 
an event a if both a and examples e 1, e 2 . . . . .  e h are fuzzy sets on a 
referential set U. As a first step towards this general case, let us consider 
the case when a _c D and the examples are crisp sets. The reason for 
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beginning with this intermediate case is to justify and clarify the general 
definitions we propose in the next section. 
In order to define the frequency of a crisp event a c_ D given the set of 
examples 
E = {el, e 2 . . . .  , eh}, 
we use two different notions: s(a) and S(a). Both numbers are defined as 
the ratio of the numbers of all favorable cases to the total numbers h of all 
cases. This definition keeps the philosophy of (1), but now we have two 
ways of defining the notion of "favorable case." We consider a situation as 
favorable for S(a) if an event a could happen for an example e, and we 
consider it favorable for s(a) only if we are sure that a happened for e. In 
mathematical terms, the example is favorable for S(a) if a n e 4= ~, and it 
is favorable for s(a) if e _ a. So we get 
Ehi=l 7r(a, e i) 
S(a) = , (2) 
h 
where 
7r(a,e i )= 1 iff 3xsuchthatx~e~andx~a;  (3) 
a similar formula can be written for s(a). These functions s(.) and S(.) 
form a particular case of a Dempster-Shafer measure, and they can be 
interpreted as belief and plausibility functions respectively. 
If, instead of the sets ei, we know the actual values x i ~ ei, then the 
actual frequency of the event a becomes a number between s(a) and S(a). 
Moreover, the interval [s(a), S(a)] can be easily proved to be the set of all 
possible values of this frequency. 
If we take crisp and disjoint a i and simple examples e, ~ U, then s(a) 
and S(a) become the classical model of frequency shown in (1). 
3. A CONCEPT OF FREQUENCY FOR FUZZY DOMAINS 
Fuzzy domains have two main characteristics. The first is that the 
elements of the domain are subsets of the referential U, and the second is 
that they are fuzzy subsets. Because of the first characteristic we can use 
the ideas stated above for frequency on crisp sets, but now including the 
second characteristic. A natural way to do this is to use (2), but generalize 
the definition of ~-(a, e) given by (3) as the truth value of the formula "3x  
such that x ~ e and x ~ a." This truth value can be considered as a 
compatibility degree between two fuzzy sets, and in fuzzy logic this value 
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usually has the following expression: 
7r(a, e) = sup/za(x)* ].£e(X), (4) 
xEU 
where/z a and ]'£e denote the membership functions of the fuzzy sets a and 
e respectively, and * is t-norm. When e is an element of U, then ~(a, e) 
coincides with /za(e). 
Now we can give the following general definition of frequency on fuzzy 
sets. 
DEVINITION 3.1 Let D = {a 1, a 2 . . . .  , a n} be the domain of  a variable X,  
where a i are fuzzy sets on a referential set U. Let E = {e 1, e 2 . . . . .  e n} be a 
sequence of  examples of  the variable X such that e ~ P(U).  The frequency 
of  any element of  the domain a ~ D through the set of  examples E is 
E/h=1 7r(a, el) 
fre(a) = 
h 
This definition keeps the structure given in (2) but modifies the function 
defined by (3) to an extended function (4) able to manage fuzzy sets. 
The value of fre(a) is related to S(a). In order to obtain a measure 
associated to this value we need to extend this definition to subsets of 
elements of the domain. This extension is not straightforward, since it 
requires an extension of ~r(a, e). The simplest way to do this is to change 
our definition of rr(a, e) in order to include it in a well-known context, as 
in possibility theory. 
Thus, an alternative definition of compatibility degree between two fuzzy 
sets is 
zr(a, e) 
H(a, e) = (5) 
supb~ o 7r(b, e) " 
The function II also represents the truth value of the formula "3x  such 
that x ~ e and x c a," but now this truth value can be interpreted as the 
possibility of the fuzzy element of domain a given the evidence contained 
in example e, that is, 
I I(a, e) = Poss (a /e ) .  
In this way, we interpret he compatibility degree between an example e 
and an element of the fuzzy domain a as the conditional possibility of the 
event a given the example e. 
Therefore, it is very easy now to get an extension of II to subsets of the 
domain 
H(A,  e) = sup I I(a, e) VA ___ D, 
aEA 
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and we propose the following modified definition of frequency on fuzzy 
domains. 
DEFINITION 3.2 Let D = (a l ,  a 2 . . . . .  a,,} be the domain ofa tTariable X, 
where a i are fuzzy sets on a referential set U. Let E = {e I, e 2 . . . . .  e,,} be a 
sequence of examples of the variable X such that e i ~ P(U). The frequency 
of any subset of the domain A c_ D through the set of examples E is 
uf (A)  = 
E j'i~l I I (A ,  el) 
This definition is related to S(.) again, but now we can get a dual 
expression for Uf(A) through 
Lf(A)  = 1 -U f (A)  = 1 - 
zl,_, H(y, e,) 
h 
Obviously Lf(A) is related to s(.). From now on we speak of upper 
frequency for Uf(A) and lower frequency for Lf(A). 
The frequency we have defined above is connected with the general 
framework of the pseudofrequencies suggested by Klir [5]. 
Let us denote by [AI = Ex~V I~A(X) the cardinality of a fuzzy set. Then 
the lower- and upper-frequency definitions can be rewritten as 
IE,,:(A)I 
L f (A)  - - - ,  
IEI 
IEu(A)I  
Uf (A)  - - - ,  
IEI 
where 
Eu(A)  = {(e, N(A,  e)) l e ~ E}, 
E~(A)  = {(e, H(A ,  e)) l e ~ E}, 
with N(A,  e) = 1 - I I (A,  e). The fuzzy sets EN(A) and EH(A) represent 
the subsets of favorable examples to A in the sense of necessity and of 
possibility respectively. 
Thus, the frequency concept we have defined above can be interpreted 
as the ratio of the number of all favorable cases to the total number of all 
cases, with a different interpretation of favorable cases for E N and E H. 
Obviously EN(A) c_ En(A)  VA ~ D, and so 
Lf (A)  _< Uf(A) .  
166 
Therefore the interval 
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[Lf(A), Uf(A)] 
represents in this context he frequency of A on the set of examples. 
4. PROPERTIES OF THE FREQUENCY 
In the previous ection we have defined a concept of frequency on fuzzy 
domains. Now we are interested in knowing the theoretical properties of 
such a frequency. Firstly, we want to know if this concept extends the 
classical one. Next, we try to choose a theoretical framework for this 
frequency in the following sense: the probability measure is the reference 
measure for the classical frequency, and we are interested in knowing the 
reference measure for this frequency. 
With regard to the first question, obviously, when the elements of the 
domain and the examples belong to U, then the concepts of lower and 
upper frequency extend the classical frequency in the following sense: 
L f (A)  = Uf (A)  = f(A) 
where f (A )  is the classical frequency of A. 
With regard to the second question, we will show that the reference 
measure for the lower and the upper frequency is the belief-plausibility 
measure. In this work we use the concept of belief-plausibility measures 
within the context of the interpretation of lower and upper probabilities 
[6], but we do not refer here to the theory of belief functions, the main 
inference tool of which is Dempster's rule of combination [7, 8]. 
Firstly, the following proposition shows that (Lf, Uf) is a pair of ordered 
fuzzy measures. 
PROPOSITION 4.1 The lower and upper frequencies verify the following 
properties: 
(i) Lf(A) > 0, Uf(A) > J~ VA g D. 
(ii) Lf(D) = Uf(D) = 1. 
(iii) Lf(A) < Lf(B), Uf(A) < Uf(B) if A _c B VA, B __ D. 
(iv) Lf(A) < Uf(A) VA _ D. 
Proof (i): Since II(a, e i) > 0, this property is obvious. 
(ii): This property follows because II(D, e i) = 1 and it is clear that 
II(~, e i) = O. 
(iii): Since II(A, e i) <_ II(B, e i) if A _c B, this property can be easily 
proved. 
(iv): This property was shown in the previous ection. • 
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The following proposition gives the theoretical framework to the upper 
frequency. 
PROPOSITION 4.2 The upper frequency is a plausibility function. 
Proof This result follows from two facts: 
• Uf is a convex combination of possibility measures, that is, 
h Poss(A/ei)  
Uf(A) = 
h i=1  
and each Poss(A/e i) is a possibility measure. 
• Any possibility measure is a plausibility measure, and the convex 
combination of plausibility functions is a plausibility function, too. • 
However, Uf is not a possibility measure, since in general 
Uf(A ~J B) + max{Uf(A), Uf(B)}. 
Obviously, the dual measure Lf is a belief function, and the following 
corollary summarizes these two results. 
COROLLARY 4.1 The pair of dual measures (Lf, Uf) is a belief-plausibility 
pair. 
This result is interesting for two reasons: 
• It provides a theoretical framework for frequencies on fuzzy domains 
that allows us to consider them as an appropriate generalization of 
classical ones. We should point out that when the examples are 
elements of the domain, then the lower and upper frequencies are 
classical frequencies which induce probability measures, which is a 
particular case of a plausibility function such that Lf = Uf, and the 
uncertainty is assessed by a single real value. Otherwise, when the 
data values are not necessarily elements of the domain, we obtain a 
generalized frequency, the associated measure model of which is a 
general belief-plausibility pair, and the uncertainty is assessed by 
means of a real interval. (See Figure 3.) 
• The lower and upper frequencies can be considered as a computa- 
tional model for a particular subset of the lower and upper probabili- 
ties, that is, for the belief and plausibility measures. The above 
corollary allows us to compute evidence through raw data when we 
can assume that at least a fuzzy domain exists. 
5. THE FREQUENCY ON CARTESIAN PRODUCTS 
Section 3 introduced a definition for frequency on fuzzy domains. This 
definition has been proposed for one-dimensional sets. This section tries to 
extend the concept of frequency to multidimensional spaces. We are 
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interested in this extension because the frequency can be a very useful tool 
for finding regularities in a system, and we may want to find such 
regularities among vectors of fuzzy sets. 
In order to get this extension we use the process followed in Section 3. 
First of all, we need to define a compatibility degree between two vectors 
of fuzzy sets, and then we will define upper and lower frequencies through 
the ratio of numbers of favorable cases to the total numbers of all cases. 
Let us assume m fuzzy domains D~, D 2 . . . . .  D m and the cartesian 
product 
D = D~ × D2 × ... × D,~. 
The extension of the frequency (Lf, Uf) to D is not easy, and we propose 
two different extensions: 
EXTENSION 1 The first extension is restricted to managing vectors of 
fuzzy sets, so that 
A =A l XA 2 X " "  XA m I A i c_D i .  
In this case, the main idea is to combine the adaptation of each compo- 
nent of the example to its respective vector component of the domain 
elements by means of a t-norm. Therefore, we propose the following 
compatibility degree: 
I l l (A ,  e) = * I l (A  i, el), 
i 
where A = (A1, A2, . . .  , Am)  , A i CO i ;  e = (e l ,  e 2 . . . . .  era), e ~ tS(Ui), 
with U/ the referential set of Di; * is a t-norm; and the function H was 
defined in (5). 
The function II1 verifies the following properties: 
(i) I l l (A,  e) >_ 0 VA c_ D, 
(ii) I I I(D, e) = 1, 
(iii) I I I(A, e) _< I l l (B, e) if A _c B, 
and therefore 171 is a fuzzy measure; but I l l  is not necessarily a possibility 
measure, since the combination of possibilities measured through a t-norm 
is not in general a possibility measure. Thus, the structure of the function 
Il is lost, and therefore the upper frequency defined by 171 through the 
expression 
E~= l I I I (A ,  e i) 
U f l (A )  = 
h 
is obviously a fuzzy measure; but now it is not easy to prove that this 
quotient is a plausibility measure. Moreover, this extension has problems 
in defining the dual measure of Ufl(A),  that is, Lf l(A), since A is not a 
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vector of fuzzy sets. However, this extension works very well with regard to 
the marginalization operation, that is, 
111(A i, e) = 11(Ai, ei), 
with A i = (D  I . . . .  , Di i, Ai,  Di+ i . . . . .  Om)" 
EXTENSION 2 The second extension is able to manage any subset of D, 
that is, 
A IAGD.  
Obviously, this extension allows us to use more general subsets than the 
first one. In this case, the main idea is to achieve an extension which keeps 
the possibility-measure structure. Thus, we propose the following exten- 
sion: 
112(A, e) = 
sup,~ ,4 *i 7r(ai, el) 
suph~ o *i "n'(bi, ei) ' 
where a = (a I, a2, . . . ,am) ,  a i E Di; b = (bl, b 2 . . . . .  bin); b i E Oi; e = 
(e~, e z . . . . .  e,,), e ~/;(U/), with U/the referential set of Di; * is a t-norm; 
and the function rr was defined in (4). 
Obviously, this extension keeps the structure of 11, since II2 is a 
possibility measure. Therefore, the upper frequency defined by 
Eh= i 112(A, el) 
Uf2(A)  = 
h 
is a plausibility measure again, and now we can define the dual measure of 
I12, 
Lf2(A, e) = 1 - IJ2(.zl, e), 
which is a belief function. 
The main drawback of 112 is its behavior against marginalization, since 
in general 
112(A i, e) 4: 11(Ai ,  e i) 
with A i = (D  a . . . . .  Di I, Ai,  Di+ I . . . . .  Din)" 
In any case, the extension of the frequency concept o multidimensional 
spaces is not a very easy task. We have not found a definition with all 
desirable properties. However, Extensions 1 and 2 can be considered as 
two proposals which call for further study with respect o each particular 
problem. 
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EXAMPLE Let us assume we have information about the age and study 
situation of eight people. This information is shown in Table 1. We decide 
to use for the age variable the domain represented in Figure 4 and 
composed of the trapezoidal fuzzy sets of Table 2. 
The domain of the age variable is 
Oag e = {Very-Young, Young, Adult, Old, Very-Old}. 
The fuzzy value of the age variable of e~ is represented by the triangular 
fuzzy set 
about 40 = (40, 4(1, 2, 2). 
The student variable has the following crisp domain: 
D~tudcn  t = {stud-yes, tud-no}. 
The meaning of stud-yes is that the item e, is a student, and stud-no is the 
opposite. 
Firstly, we want to compute the frequency of each element of Dag e on 
the set of examples E = {el, e2, e3, e4, es, e6, eT, es}. Table 3 shows the 
partial calculus of the functions rr [rr(example) = (Tr(example-1), 7r(exam- 
pie-2) . . . .  , ~r(example-8))] and 17 [ I I (example)= (H(example-1), II(exam- 
pie-2) . . . .  , II(example-8))] on each example. By using the information from 
Table 3 we can obtain the values of the lower and upper frequency 
represented in Table 4. 
Moreover, we can compute the frequency of any subset of D,g c. For 
example, the frequency of {Young, Adult} is 
[Lff{Young, Adult}), Uf({Young, Adult})] = [0.93, 1 ]. 
Table 1. Information about Age and Study Situation 
Item Age Student 
e I 24 yes 
e 2 30 no 
e 3 about 41) no 
e 4 young yes 
e 5 45 no 
e 6 33 no 
e 7 18 yes 
e 8 23 no 
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VY Y A 0 VO 
0 25 50 75 100 
Figure 4. A fuzzy domain for the age variable. 
Table 2. Trapezoidal Fuzzy Sets of Oag e 
Label Definition 
Very-Young (0, 0, 0, 25) 
Young (25, 25, 25, 25) 
Adult (50, 50, 25, 25) 
Old (75, 75, 25, 25) 
Very-Old (100, 100, 25, 0) 
Table 3. Partial Calculus of the Functions 7r and II on Each Example 
Example ~" II 
24 (0.04, 0.96, 0, 0, 0) (0.04, 1, 0, 0, 0) 
30 (0.8, 0.2, 0, 0, 0) (0, 1, 0.25, 0, 0) 
about 40 (0, 0.44, 0.64, 0, 0) (0, 0.7, 1, 0, 0) 
young (0, 1, 0, 0, 0) (0, 1, 0, 0, 0) 
45 (0, 0.2, 0.8, 0, 0) (0, 0.25, 1, 0, 0) 
33 (0, 0.68, 0.32, 0, 0) (0, 1, 0.47, 0, 0) 
18 (0.28, 0.72, 0, 0, 0) (0.39, 1, 0, 0, 0) 
23 (0.08, 0.92, 0, 0, 0) (0.09, 1, 0, 0, 0) 
Table 4. Lower and Upper  Frequencies for the Age Variable 
Label Belief-Plausibility 
Very-Young [0, 0, 0.6] 
Young [0.56, 0.87] 
Adult [0.13, 0.34] 
Old [0, O] 
Very-Old [0, O] 
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This result shows that the vast majority of our population is either young 
or adult. Obviously, the frequency of {Very-Young, Young, Adult) is 
[Lf({Very-Young, Young, Adult)), Uf({Very-Young, Young, Adult))] 
= [1,  1].  
This last result shows that in our population there are neither old nor very 
old people. 
The frequency calculus with the second variable is very simple, since it is 
a crisp one, and in this case our frequency definition is the same as the 
classical one. Thus, we obtain the values represented in Table 5. 
If we want now to know the proportion of people (in our small popula- 
tion) that are very young or young and moreover are students, we need the 
frequency on multidimensional spaces. In this case, Extensions 1 and 2 
give the same result for the upper frequency (the reason is the crispness of 
the student variable): 
Ufl({Very-Young, Young), stud-yes) 
= Uf2({Very-Young, Young), stud-yes) = 0.375; 
for Extension 2 we can moreover calculate the lower frequency, and we 
obtain the following value: 
Lf2({Very-Young, Young}, stud-yes) = 0.375. 
Notice that this proportion coincides with the ratio of people that are 
studying, and we can say that every member of our population that is 
either very young or young is studying. 
6. CONCLUDING REMARK 
In this paper we have introduced a concept of frequency on fuzzy 
domains. Our definition is able to compute frequencies from fuzzy infor- 
mation. This frequency is a very useful tool for finding regularities in a 
fuzzy system, and therefore it can be of interest for identifying fuzzy 
systems. Initially, this identification was our main goal, and we have 
applied this frequency concept in several papers [2, 3]. 
Table 5. Lower and Upper Frequencies for the Study-Situation Variable 
Label Interval 
stud-yes [0.375, 0.375] 
stud-no [0.625, (t.625] 
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However, the main problems appear in the extension to multidimen- 
sional spaces, and in our general context we have not found a unified 
proposal for such extension. In any case, the multidimensional extension 
needs to be studied further in practical situations. 
On the other hand, the lower and upper frequencies allow us to 
compute evidence in a more general sense than the probabilistic one. 
Thus, when we can assume that at least a fuzzy domain exists, we can 
obtain an interpretation of a particular model of the lower and upper 
probabilities, as the belief and plausibility measures. 
Finally, the frequency concept defined in this paper was thought up for 
system identification problems, but we think that it is an interesting tool 
which can be applied to various problems, namely, all those which need to 
compute with frequencies and fuzzy information. 
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