Bayesian models of cognition hypothesize that human brains make sense of data by representing probability distributions and applying Bayes' rule to find the best explanation for any given data. Understanding the neural mechanisms underlying probabilistic models remains important because Bayesian models essentially provide a computational framework, rather than specifying processes at the algorithmic level. Here, we propose a constructive neural-network model which estimates and represents probability distributions from observable events -a phenomenon related to the concept of probability matching. We use a form of operant learning, where the underlying probabilities are learned from positive and negative reinforcements of inputs. Our model is psychologically plausible because, similar to humans, it learns to represent probabilities without receiving any representation of them from the external world, but rather by experiencing individual events. Moreover, we show that our neural implementation of probability matching can be paired with a neural module applying Bayes' rule, forming a comprehensive neural scheme to simulate human Bayesian learning and inference. Our model also provides novel explanations of several deviations from Bayes, including base-rate neglect and overweighting of rare events.
Introduction
Bayesian models are becoming prominent across a wide range of problems in cognitive science including inductive learning (Tenenbaum et al., 2006) , language acquisition (Chater and Manning, 2006) , and vision (Yuille and Kersten, 2006) . These models characterize a rational solution to problems in cognition and perception in which inferences about different hypotheses are made with limited data under uncertainty. In Bayesian models, beliefs are represented by probability distributions and are updated by Bayesian inference as additional data become available. For example, we generally assume that the probability that someone has cancer is very low because only a small portion of people have cancer. On the other hand, a lot more people have heartburn or catch colds. These beliefs are represented by assigning high prior probabilities to cold and heartburn and low prior probabilities to cancer. Now, imagine that we see someone coughing and want to infer which of the three mentioned diseases she most probably has. Coughing is most likely caused by cancer or cold rather than heartburn. Thus, cold is the most probable candidate as it has high probability (belief) assigned to it both before and after the observation of coughing. Bayesian models of cognition state that humans make inferences arXiv:1501.03209v1 [cs.NE] 13 Jan 2015 in a similar fashion. More formally, these models hypothesize that humans make sense of data by representing probability distributions and applying Bayes' rule to find the best explanation for any given data.
Forming internal representations of probabilities of different hypotheses (as a measure of belief) is one of the most important components of several explanatory frameworks. For example, in decision theory, many experiments show that participants select alternatives proportional to their reward frequency. This means that in many scenarios, instead of maximizing their utility by always choosing the alternative with the higher chance of reward, they match the underlying probabilities of different alternatives. For a review, see (Vulkan, 2000) .
There are several challenges for Bayesian models of cognition as suggested by recent critiques (Jones and Love, 2011; Eberhardt and Danks, 2011; Bowers and Davis, 2012; Marcus and Davis, 2013) . First, these models mainly operate at Marr's computational level (Marr, 1982) , with no account of the mechanisms underlying behaviour. That is, they are not concerned with how people actually learn and represent the underlying probabilities. Jones and Love characterize this neglect of mechanism as "the most radical aspect of Bayesian Fundamentalism" (Jones and Love, 2011, p. 175) . Second, in current Bayesian models, it is typical for cognitive structures and hypotheses to be designed by human programmers, and for Bayes' rule to select the best hypothesis or structure to explain the available evidence (Shultz, 2007) . Such models often do not explain or provide insight into the origin of such hypotheses and structures. Bayesian models are also under-constrained in the sense that they can predict multiple outcomes depending on assumed priors and likelihoods (Bowers and Davis, 2012) . Finally, it is shown that people can be rather poor Bayesians and deviate from the optimal Bayes' rule due to biases such as base-rate neglect, the representativeness heuristic, and confusion about the direction of conditional probabilities (Kahneman and Tversky, 1996; Eberhardt and Danks, 2011; Marcus and Davis, 2013) .
In this paper, we address these challenges by providing a psychologically plausible neural framework to explain probabilistic models of cognition at Marr's implementation level. First, we introduce an artificial neural network framework which can be used to explain how the brain could learn to represent probability distributions in neural circuitry, even without receiving any direct representations of these probabilities from the external world. We offer an explanation of how the brain is able to estimate and represent probabilities solely from observing the occurrence patterns of events, in a manner suggesting probability matching. In the context of Bayesian models of cognition, such probabilitymatching processes could explain the origin of the prior and likelihood probability distributions that are currently assumed or constructed by modelers. Probability matching also addresses the issue of under-constrained models by providing a neural mechanism for learning the probability distributions from examples. In contrast to current literature that proposes probability matching as an alternative to Bayesian models (Bowers and Davis, 2012; Eberhardt and Danks, 2011) , we use probability matching as part of a larger Bayesian framework to learn prior and likelihood distributions which can then be used in Bayesian inference and learning of posterior distributions.
The question of how people can perform any kind of Bayesian computations (including probability representations) can be answered at two levels (Marr, 1982) . First, it can be explained at the level of psychological processes, showing that Bayesian computations can be carried out by modules similar to the ones used in other psychological process models (Kruschke, 2006) . Second, probabilistic computations can also be treated at a neural level, explaining how these computations could be performed by a population of connected neurons (Ma et al., 2006) . Our artificial neural network framework combines these two approaches. It provides a neurally-based model of Bayesian inference and learning that can be used to simulate and explain a variety of psychological phenomena.
We use this comprehensive modular neural implementation of Bayesian learning and inference to explain some of the well-known deviations from Bayes' rule, such as base-rate neglect, in a neurally plausible fashion. In sum, by providing a psychologically plausible implementation-level explanation of probabilistic models of cognition, we integrate some seemingly opposite accounts within a unified framework.
The paper is organized as follows. First, we review necessary background material and introduce the problem's setup and notation. Then, we introduce our proposed framework for realizing probability matching with neural networks. Next, we present empirical results and discuss some relevant phenomena often observed in human and animal learning. Finally, we propose a neural implementation of Bayesian learning and inference, and show that base-rate neglect can be implemented by a weight-disruption mechanism.
Probability Matching with Neural Networks

Probability Matching
The first objective of this paper is to provide a neural-network framework capable of implementing probability matching, by which we mean learning the underlying probabilities for possible outcomes. (We discuss the relation of our work to probability matching literature in a later section.) The goal of probability-matching neural networks is to learn a probability distribution function over a set of inputs from observations. Although an observer does not receive direct representation of these probabilities from the external world, the probabilities are estimated from input instances occurring at various frequencies. For example, for a stimulus, s, reinforced on k out of its total n presentations in the training set, probability matching yields P (s) = k/n.
We assume the task of learning a probability mass function P : H → [0, 1], where H is a discrete hypotheses space. In a realistic probability matching problem, the training set consists of a collection of input instances reinforced with a frequency proportional to an underlying probability function; i.e., observations for hypothesis h i are sampled from Bernoulli (P (h i )). Then, the problem of probability matching reduces to estimating the actual probabilities from these 0 or 1 observations.
Artificial Neural Networks
Artificial neurons are the constitutive units in artificial neural networks. In essence, they are mathematical functions conceived as an abstract model of biological neurons. In a network, each unit takes a weighted sum of inputs from some other units and, using its internal activation function, computes its output. These outputs are propagated through the network until the network's final outputs are computed in the last layer. Classical feed-forward neural-network models in artificial intelligence are mathematical models implementing a function mapping inputs to outputs, f : X → Y . To achieve this goal, a learning algorithm modifies the network's connection weights (synapses) to reduce an error metric. This optimization is based on a training set consisting of sample inputs paired with their correct outputs.
More specifically, through a supervised learning procedure, the input/output pairs are presented to the network and the network's connection weights are modified in order to reduce the sum-of-squared error:
where o i is the network's output when x i is presented at the input layer, and y i is the correct output. In classical artificial neural networks, the target values are fixed and deterministically derived from the underlying function f and the corresponding inputs. However, in probability matching, we do not have access to the final, fixed targets (i.e., the actual probabilities). Instead, the training set is composed of input instances that are reinforced with various frequencies. In the next section, we propose a new mechanism for neural networks which addresses this challenge and successfully implements probability matching.
Neural Networks with Probabilistic Targets
In real-world scenarios, observations are in the form of events which can occur or not (represented by outputs of 1 and 0, respectively) and the learner does not have access to the actual probabilities of those events. An important question is whether a network can learn the underlying probability distributions from such 0, 1 observations. And if yes, how? First, we show that the answer to the first question is positive, and then explain how it is done.
A unit's activation function is an abstraction computing a neuron's average firing rate. The most commonly used activation function in artificial neural networks is the asigmoid function defined as s(t) = 1/(1 + e −t ). The output of this differentiable function is in the range of [0, 1] -similar to probability values. We train the network with realistic observations. In each training epoch, we present a sample input, x i , to the network and then probabilistically set the target output to either 1 (positive reinforcement) or 0 (negative reinforcement). The frequency of the reinforcement (outputs of 1) is determined by the underlying probability distribution. We show that after this kind of training, the network learns the underlying distribution: if we present a sample input, the output of the network would be its probability of being reinforced. Note that we never present this probability explicitly to the network. This means that the network learns and represents the probability distributions from observing patterns of events.
Comparison with Other Neural Network Models
Our proposed scheme differs from the classical approach to neural networks in that there is no one-to-one relationship between inputs and output. Instead of being paired with one fixed output, each input is here paired with a series of 1s and 0s presented separately at the output unit. Moreover, in our framework, the actual targets (underlying probabilities) are hidden from the network and, in the training phase, the network is presented only with inputs and their probabilistically varying outputs.
The relationship between neural network learning and probabilistic inference has been studied previously. One approach is to use networks with stochastic units that fire with particular probabilities. Boltzmann machines (Ackley et al., 1985) and their various derivatives, including Deep Learning in hierarchical restricted Boltzmann machines (RBM) (Hinton and Osindero, 2006) , have been proposed to learn a probability distribution over a set of inputs. RBM tries to maximize the likelihood of the data using a particular graphical model. In an approach similar to Boltzmann machines, Movellan and McClelland introduced a class of stochastic networks called Symmetric Diffusion Networks (SDN) to reproduce an entire probability distribution (rather than a point estimate of the expected value) on the output layer (Movellan and McClelland, 1993) . In their model, unit activations are probabilistic functions evolving from a system of stochastic differential equations. McClelland (1998) showed that a network of stochastic units can estimate likelihoods and posteriors and make "quasi-optimal" probabilistic inference. More recently, it is shown that a multinomial interactive activation and competition (mIAC) network, which has stochastic units, can correctly sample from the posterior distribution and thus, implement optimal Bayesian inference (McClelland et al., 2014) . However, the presented mIAC model is specially designed for a restricted version of the word recognition problem and is highly engineered due to preset biases and weights and preset organization of units into multiple pools.
Instead of assuming stochastic units, we show how probabilistic representations can be constructed with deterministic units where probabilities are represented as the output of a population of units. In contrast to the work reviewed in last paragraph, we show that producing probability distributions on the output can be done by units with fixed, deterministic activations. In our model, representation of probability distributions emerges as a property of a network of deterministic units rather than having individual units with activations governed by some probability distribution. Moreover, models with stochastic units such as RBM "require a certain amount of practical experience to decide how to set the values of numerical meta-parameters" (Hinton, 2010) , which makes them neurally and psychologically implausible for modeling probability matching in the relatively autonomous learning of humans or animals. On the other hand, as we see later, our model implements the probability matching in a relatively autonomous, neurally-plausible fashion, by using simple deterministic units and learning biases, weights, and the network topology from data.
Probabilistic interpretations of deterministic back-propagation (BP) learning have also been studied (Rumelhart et al., 1995) . Under certain restrictions, BP can be viewed as learning to produce the most likely output, given a particular input. To achieve this goal, different cost functions (for BP to minimize) are introduced for different distributions (McClelland, 1998) . This limits the plausibility of this model in realistic scenarios, where the underlying distribution might not be known in advance, and hence the appropriate cost function for BP cannot be chosen a priori. Moreover, the ability to learn probabilistic observations is only shown for members of the exponential family where the distribution has a specific form. In contrast, our model is not restricted to any particular type of probability distribution, and there is no need to adjust the cost function to the underlying distribution in advance. Also, unlike BP, where the structure of the network is fixed in advance, our constructive network learns both weights and the structure of the network in a more autonomous fashion, resulting in a psychologically plausible model.
Neural networks with simple, specific structures have been proposed for specific tasks (Shanks, 1990 (Shanks, , 1991 Lopez et al., 1998; Dawson et al., 2009; Griffiths et al., 2012a; McClelland et al., 2014) . For instance, (Griffiths et al., 2012a ) considered a specific model of property induction and observed that for certain distributions, a linear neural network shows a similar performance to Bayesian inference with a particular prior. Dawson et al. proposed a neural network to learn probabilities for a multiarm bandit problem (Dawson et al., 2009 ). The structure of these neural networks is engineered and depends on the structure of the problem at hand. In contrast, our model is general in that it can perform probability matching for any problem structure. Also, unlike previous models proposing neural networks to estimate the posterior probabilities (Hampshire and Pearlmutter, 1990) , our model does not require explicit representations of the probabilities as inputs. Instead, it constructs an internal representation based on reinforced observations.
Theoretical Analysis
The statistical properties of feed-forward neural networks with deterministic units have been studied as non-parametric density estimators. Denote the inputs of a network with X and the outputs with Y (both can be vectors). In a probabilistic setting, the relationship between X and Y is determined by the conditional probability P (Y |X). (White, 1989) and (Geman et al., 1992) showed that under certain assumptions, feed-forward neural networks with a single hidden layer can consistently learn the conditional expectation function E(Y |X). However, as White mentions, his analyses "do not provide more than very general guidance on how this can be done" and suggest that "such learning will be hard" (White, 1989, p. 454) . Moreover, these analyses "say nothing about how to determine adequate network complexity in any specific application with a given training set of size n" (White, 1989, p. 455) . In our work, we first extend these results to a more general case with no restrictive assumptions about the structure of the network and learning algorithm. Then, we propose a learning algorithm that automatically determines the adequate network complexity in any specific application.
In the following, we state the theorem and our learning technique for the case where Y ∈ {0, 1}, since in this case E(Y = 1|X) = P (Y = 1|X). Thus, learning results in representing the underlying probabilities in the output unit. The extension of the theorem and learning algorithm to more general cases is straightforward.
Theorem 1. Assume that P : H → R is a probability mass function on a hypothesis space, H, and we have observations {(h i , r ij ) | r ij ∼ Bernoulli(P (h i )), h i ∈ H}. Define the network error as the sum-of-squared error at the output:
where o i is the network's output when h i is presented at the input, and r ij is the probabilistic output determining whether the hypothesis h i is reinforced (r ij = 1) or not (r ij = 0). Then, any learning algorithm that successfully trains the network to minimize the output sum-of-squared error yields probability matching (i.e., reproduces f in the output).
Proof. Minimizing the error, we have:
According to the strong law of large numbers o * i a.s.
→ denotes almost sure convergence. Therefore, the network's output converges to the underlying probability distribution, P , at all points. Although the theorem is presented only for discrete probability measure, it can easily be extended to the continuous case by defining discrete hypotheses as narrow slices of the continuous space.
Theorem 1 shows the important point that neural networks with deterministic units are able to asymptotically estimate an underlying probability distribution solely based on observable reinforcement rates. Unlike previous similar results in literature (White, 1989; Geman et al., 1992; Rumelhart et al., 1995) , Theorem 1 does not impose any constraint on the network structure, the learning algorithm, or the distribution being learned. However, an important assumption in this theorem is the successful minimization of the error by the learning algorithm. As pointed out earlier, two important questions remain to be answered: (i) how can this learning be done? and (ii) how can adequate network complexity be automatically identified for a given training set? In the next two subsection we address these problems and propose a learning framework to successfully minimize the output error. We consider a neural network with a single input unit (taking h i ) and a single output unit. Thus, our goal is to learn a network that outputs P (h i ) when h i is presented at the input.
Learning Cessation
In artificial neural networks, learning normally continues until the error metric is less than a fixed small threshold. However, that approach may lead to overfitting and also would not work here, because in the probability matching problem, the least possible error is a positive constant instead of zero. We use the idea of learning cessation to overcome these limitations . The learning cessation method monitors learning progress in order to autonomously abandon unproductive learning. It checks the absolute difference of consecutive errors and if this value is less than a fixed threshold multiplied by the current error for a fixed number of consecutive learning phases (called patience), learning is abandoned. This technique for stopping deterministic learning of stochastic patterns does not require the psychologically unrealistic validation set of training patterns (Prechelt, 1998; Wang et al., 1993) .
Our method (along with the learning cessation mechanism) is presented in Algorithm 1. In this algorithm, we represent the whole network (units and connections) by the variable N et. Also, the learning algorithm we use to train our network is represented by the operator train one epoch, where an epoch is a pass through all of the training patterns. We can use any algorithm to train our network, as long as it successfully minimizes the error term in (2). We discuss the details of the learning algorithm in the following.
The Learning Algorithm
Theorem 1 proves that the minimization of the output sum-of-squared error yields probability matching. However, the unusual properties of the training set we employ (such as the probabilistic Algorithm 1 Probability matching with neural networks and learning cessation Input:
Checking the learning progress
nature of input/output relations) as well as the fact that we do not specify the complexity of the underlying distribution in advance may cause problems for some neural learning algorithms. The most widely used learning algorithm for neural networks is Back Propagation, also used by Dawson et al., (2009) in the context of probability matching. In Back Propagation (BP), the output error is propagated backward and the connection weights are individually adjusted to minimize this error. Despite its many successes in cognitive modeling, we do not recommend using BP in our scheme for two important reasons. First, when using BP, the network's structure must be fixed in advance (mainly heuristically). This makes it impossible for the learning algorithm to automatically adjust the network complexity to the problem at hand (White, 1989) . Moreover, this property limits the generalizability and autonomy of BP and also, along with back-propagation of error signals, makes it psychologically implausible. Second, due to their fixed design, BP networks are not suitable for cases where the underlying distribution changes over time. For instance, if the distribution over the hypotheses space gets much more complicated over time, the initial network's complexity (i.e., number of hidden units) would fall short of the required computational power.
Instead of BP, we use a variant of the cascade correlation (CC) method called sibling-descendant cascade correlation (SDCC) which is a constructive method for learning in multi-layer artificial neural networks (Baluja and Fahlman, 1994) . SDCC learns both the network's structure and the connection weights; it starts with a minimal network, then automatically trains new hidden units and adds them to the active network, one at a time. Each new unit is employed at the current or a new highest layer and is the best of several candidates at tracking current network error.
SDCC offers two major advantages over BP. First, it constructs the network in an autonomous fashion (i.e., a user does not have to design the topology of the network, and also the network can adapt to environmental changes). Second, its greedy learning mechanism can be orders of magnitude faster than the standard BP algorithm (Fahlman and Lebiere, 1990 ). SDCC's relative autonomy in learning is similar to humans' developmental, autonomous learning (Shultz, 2012) . With SDCC, our method implements psychologically realistic learning of probability distributions, without any preset topological design. The psychological and neurological validity of cascade-correlation and SDCC has been well documented in many publications (Shultz, 2003 (Shultz, , 2013 . These algorithms have been shown to accurately simulate a wide variety of psychological phenomena in learning and psychological devel-opment. Like all useful computational models of learning, they abstract away from neurological details, many of which are still unknown. Among the principled similarities with known brain functions, SDCC exhibits distributed representation, activation modulation via integration of neural inputs, an S-shaped activation function, layered hierarchical topologies, both cascaded and direct pathways, long-term potentiation, self-organization of network topology, pruning, growth at the newer end of the network via synaptogenesis or neurogenesis, weight freezing, and no need to back-propagate error signals.
Empirical Results and Applications
Probability Matching
Through simulations, we show that our proposed framework is indeed capable of learning the underlying distributions. We consider two cases here, but similar results are observed for a wide range of distributions. First, we consider a case of four hypotheses with probability values 0.2, 0.4, 0.1, and 0.3. Also, we consider a Normal probability distribution where the hypotheses correspond to small intervals on the real line from −4 to 4. For each input sample we consider 15 randomly selected instances in each training epoch. As before, these instances are positively or negatively reinforced independently and with a probability equal to the actual underlying probability of that input. We use SDCC with learning cessation to train our networks. Fig. 1, plotted as the average and standard deviation of the results for 50 networks, demonstrates that for both discrete and continuous probability distributions, the network outputs are close to the actual distribution. Although, to save space, we show the results for only two sample distributions, our experiments show that our model is able to learn a wide range of distributions including Binomial, Poisson, Gaussian, and Gamma (Kharratzadeh and Shultz, 2013) . Replication of the original probability distribution by our model is important, because, contrary to previous models, it is done without stochastic neurons and without any explicit information about the actual distribution or fitting any parameter or structure in advance. Moreover, it is solely based on observable information in the form of positive and negative reinforcements. 
Overweighting Rare Events
A common phenomenon observed in both discrete and continuous cases in Fig. 1 is overweighting of rare events. In Fig. 1(a) , the probability assigned to h3 is overweighted. The same is true for the tails of the Normal distribution in Fig. 1(b) where the learned probabilities are higher than the actual ones. This, in fact, is one of the known results in the context of probability matching by humans. Psychological studies have shown that while making decisions based on descriptions (similar to our case), "people make choices as if they overweight the probability of rare events" (Hertwig et al., 2004, p. 534) . The fact that our model can capture these phenomena suggests that neural networks (at least SDCC) could form suitable implementation-level models to describe probabilistic computations. It is not clear that other learning algorithms would naturally make such errors while being generally successful.
Examining the reason for this behaviour in neural networks reveals some interesting insights. As mentioned earlier, we employ a learning cessation mechanism. This ensures that the unproductive learning is autonomously stopped. We show that this is the main cause of assigning higher probabilities to events with low probabilities. In Fig. 2 , we present the results of learning with no cessation mechanism for both discrete and continuous examples described above. In this case, learning continues for a longer time; 2000 epochs is long enough for these examples (learning with cessation takes less than 1000 epochs in most cases). We observe that the networks successfully learn the probabilities whether they are small or large. Therefore, the phenomenon of overweighting the rare events disappears as the learning cessation mechanism is removed, a prediction that could be tested with biological learners. In sum, we can explain the overweighting of rare events as follows. Because of employing the learning cessation mechanism, our probability-matching neural networks form a satisficing representation of the underlying probabilities by stopping the learning before completely learning the input patterns. In the learning process, they initially and mainly focus on capturing the probabilistic behavior of more frequent phenomena. For events with low probability, a rough representation of the probabilities is made and because of the network's generalizations from high-frequency events to low-frequency events, these low probabilities are generally overweighted (i.e., closer to the probabilities of more frequent events).
Adapting to Changing Environments
In many naturally-occurring environments, the underlying reward patterns change over time. For example, in a Bayesian context, the likelihood of an event can change as the underlying conditions change. Because humans are able to adapt to such changes and update their internal representations of probabilities, successful models should have this property as well. We examine this property in the following example experiment. Assume we have a binary distribution where the possible outcomes have probabilities 0.2 and 0.8, and these probabilities change after 400 epochs to 0.8 and 0.2, respectively. In Fig. 3(a) , we show the network's outputs for this scenario. We perform a similar simulation for the continuous case where the underlying distribution is Gaussian and we change the mean from 0 to 1 at epoch 800; the network's outputs are shown in Fig. 3(b) . We observe that in both cases, the network successfully updates and matches the new probabilities.
We also observe that adapting to the changes takes less time than the initial learning. For example, in the discrete case, it takes 400 epochs to learn the initial probabilities while it takes around 70 epochs to adapt to the new probabilities. The reason is that for the initial learning, constructive learning has to grow the network until it is complex enough to represent the probability distribution. However, once the environment changes, the network has enough computational capability to quickly adapt to the environmental changes with a few internal changes (in weights and/or structure). We verify this in our experiments. For instance, in the Gaussian example, we observe that all 20 networks recruited 5 hidden units before the change and 11 of these networks recruited 1 and 9 networks recruited 2 hidden units afterwards. We know of no precise psychological evidence for this reduction in learning time, but our results serve as a prediction that could be tested with biological learners. This would seem to be an example of the beneficial effects of relevant existing knowledge on new learning. In summary, we propose that many of the hypotheses and structures currently designed by Bayesian modelers could be autonomously built by constructive artificial networks that learn by observing the occurrence patterns of discrete events.
Discussion on Probability Matching
So far, we have shown that our neural-network framework is capable of learning the underlying distributions of a sequence of observations. The main point is to provide an explanation of how the prior and likelihood probability distributions required for Bayesian inference and learning can be formed. (More on this in the next section.) This learning of probability distributions is closely related to the phenomenon of probability matching. The matching law states that the rate of a response is proportional to its rate of observed reinforcement and has been applied to many problems in psychology and economics (Herrnstein, 1961 (Herrnstein, , 2000 . A closely related empirical phenomenon is probability matching where the predictive probability of an event is matched with the underlying probability of its outcome (Vulkan, 2000) . This is in contrast with the reward-maximizing strategy of always choosing the most probable outcome. This apparently suboptimal behaviour is a long-standing puzzle in the study of decision making under uncertainty and has been studied extensively.
There are numerous, and sometimes contradictory, attempts to explain this choice anomaly. Some suggest that probability matching is a cognitive shortcut driven by cognitive limitations (Vulkan, 2000; West and Stanovich, 2003) . Others assume that matching is the outcome of misperceived randomness which leads to searching for patterns even in random sequences (Wolford et al., 2004 (Wolford et al., , 2000 . It is shown that as long as people do not believe in the randomness of a sequence, they try to discover regularities in it to improve accuracy (Unturbe and Corominas, 2007; Yellott Jr, 1969) . It is also shown that some of those who perform probability matching in random settings have a higher chance of finding a pattern when one exists (Gaissmaier and Schooler, 2008) . In contrast to this line of work, some researchers argue that probability matching reflects a mistaken intuition and can be overridden by deliberate consideration of alternative choice strategies (Koehler and James, 2009 ). In (James and Koehler, 2011) , the authors suggest that a sequence-wide expectation regarding aggregate outcomes might be a source of the intuitive appeal of matching. It is also shown that people adopt an optimal response strategy if provided with (i) large financial incentives, (ii) meaningful and regular feedback, or (iii) extensive training (Shanks et al., 2002) .
We believe that our neural-network framework is compatible with all these accounts of probability matching. Firstly, in many settings probability matching is the norm; for instance, among many other examples, in animals (Behrend and Bitterman, 1961; Kirk and Bitterman, 1965; Greggers and Menzel, 1993) or in human perception (Wozny et al., 2010) . It is clear that in these settings agents who match probabilities form an internal representation of the outcome probabilities. Even for particular circumstances where a maximizing strategy is prominent (Gaissmaier and Schooler, 2008; Shanks et al., 2002) , it is necessary to have some knowledge of the distribution to produce optimal-point responses. Having a sense of the distribution provides the flexibility to focus on the most probable point (maximizing), sample in proportion to probabilities (matching), or even generate expectations regarding aggregate outcomes (expectation generation), all of which are evident in psychology experiments.
Bayesian Learning and Inference
The Basics
The Bayesian framework addresses the problem of updating beliefs in a hypothesis in light of observed data, enabling new inferences. Assume we have a set of mutually exclusive and exhaustive hypotheses, H = {h 1 , . . . , h N }, and want to infer which of these hypotheses best explains observed data. In the Bayesian setting, the degrees of belief in different hypotheses are represented by probabilities. A simple formula known as Bayes' rule governs Bayesian inference. This rule specifies how the posterior probability of a hypothesis (the probability that the hypothesis is true given the observed data) can be computed using the product of data likelihood and prior probabilities:
The probability with which we would expect to observe the data if a hypothesis were true is specified by likelihoods, P (d|h i ). Priors, P (h i ), represent our degree of belief in a hypothesis before observing data. The denominator in (5) is called the marginal probability of data and is a normalizing sum which ensures that the posteriors for all hypotheses are between 0 and 1 and sum to 1.
In the Bayesian framework, we assume there is an underlying mechanism to generate the observed data. The role of inference is to evaluate various hypotheses about this mechanism and choose the most likely mechanism responsible for generating the data. In this setting, the generative processes are specified by probabilistic models (i.e., probability densities or mass functions).
Modular Neural-network Implementation of Bayesian Learning and Inference
Here, we use our probability matching module to model uncertainty over the hypotheses space and eventually aid Bayesian inference and learning. Bayesian models of cognition hypothesize that human brains make sense of data by representing probability distributions and applying Bayes' rule to find the best explanation for any given data. One of the main challenges for Bayesian modellers is to explain how these two tasks (representing probabilities and applying Bayes' rule) are implemented in the brain's neural circuitry (Perfors et al., 2011) . We address this challenge by introducing a two-module artificial neural system to implement Bayesian learning and inference. The first module estimates and represents the underlying probabilities (priors and likelihoods) based on experienced positive or negative reinforcements as described earlier (i.e., probability matching). Given these internally-represented probabilities, the second module reproduces the posterior distribution by applying Bayes' rule.
Assume that we have two mutually exclusive and exhaustive hypotheses, H = {h 1 , h 2 }, and want to infer which of these hypotheses better explains the observed data, d. Extending this problem for any finite number of hypotheses is straightforward. Module 1 (i.e., the probability matching module) forms an internal representation of the likelihoods, P (d|h i ), and priors, P (h i ), based on the previously observed data, d (i.e., experienced reinforcements). For instance, in a coin flip example, assume h 1 is the hypothesis that a typical coin is fair. A person has seen a lot of coins and observed the results of flipping them. Because most coins are fair, hypothesis h 1 is positively reinforced most of the times in those experiences (and very rarely negatively reinforced). Therefore, based on the binary feedback on the fairness of coins, our probability matching module forms a high prior (close to 1) for hypothesis h 1 . This is in accordance with the human assumption (prior) that a typical coin is most probably fair. Likelihood representations could be formed in a similar fashion based on binary feedback; in the coin example, h 1 is reinforced if the number of observed heads and tails in small batches of coin flips (available in the short-term memory) are approximately equal and negatively reinforced otherwise.
Then, module 2, shown in Fig. 4(a) , takes these distributions as inputs, applies Bayes' rule, and produces the posterior distribution, p(h 1 |d), as the output. When data are observed in consecutive rounds, posteriors at one round are used as priors for the next round. In this way, beliefs are continually updated in light of new observed data. We model this by mapping the output of module 2, P (h 1 |d), to the input corresponding to the prior, P (h 1 ).
The representation of uncertainty of the parameter space lies at the heart of Bayesian inference. So far, we have analysed the first module and explained how it can represent this uncertainty by discovering underlying probability distributions based on observed data. What remains for a fully Bayesian inference framework is the application of Bayes' rule. Here, we show that neural networks can in fact learn Bayes' rule (implemented in module 2). In essence, Bayes' rule (for the case of two hypotheses) is a non-linear function with three inputs (the likelihoods of each of the two hypotheses producing the observed new data, and the prior of hypothesis 1) and one output (the posterior probability of hypothesis 1). As with other functions, a neural network can learn to implement it. Here, the training is done by using a set of sample inputs paired with their probabilistic correct outputs. After training, we examine the performance of the network by comparing its output for a test set with the correct outputs given by Bayes' rule. In Fig. 4(b) , we plot the network's outputs against the correct outputs. The high correlation between these two values as well as the close-to-one slope and close-to-zero y-intercept of the fitted line show that module 2 is successful in implementing Bayes' rule. By combining modules 1 and 2, we get a comprehensive neural-network system for Bayesian learning and inference.
Unlike module 1, where its training set has a plausible psychological interpretation as observed reinforcements, the training set of module 2 might seem unrealistic and without any specific interpretation. We are currently agnostic about the origin of the units and weights in module 2 for human brains. Here, for convenience, we train them with examples, but it is conceivable that Bayes' rule could have evolved in some species, including humans, and therefore is an innate construct. For present purposes, we need a neural representation of Bayesian inference, and this is conveniently supplied by training constructive neural networks on examples of Bayes rule. This may not be the way it happens in biological learners, but for now it suffices to show that neural networks can represent Bayes' rule. We can illuminate this issue regarding the origin of Bayesian competencies of our model by agent-based simulations of evolution of Bayesian inference and learning. Preliminary results in the context of social learning strategies show that evolution favours Bayesian learning, based on passing posteriors, over imitation and environment sampling (Montrey and Shultz, 2010) . In-progress results suggest that a combination of environment sampling and theory passing of posterior distributions is particularly favored in evolution. More precise details of possible evolution of Bayes' rule need to be worked out in The idea of introducing a modular neural network implementing Bayesian learning and inference has two important benefits. First, it is an initial step towards addressing the implementation of the Bayesian competencies in the brain. Our model is built in a constructive and autonomous fashion in accordance with accounts of psychological development (Shultz, 2012) . It uses realistic input in the form of reinforcements, and it successfully explains some phenomena often observed in human and animal learning (probability matching, adapting to environmental changes, and overweighting the probability of rare events).
The second benefit of our modular neural network is that it provides a framework that unifies the Bayesian accounts and some of the well-known deviations from it, such as base-rate neglect. In the next section, we show how base-rate neglect can be explained naturally as a property of our neural implementation of Bayesian inference.
Base-rate Neglect as Weight Disruption
Given likelihood and prior distributions, the Bayesian framework finds the precise form of the posterior distribution, and uses that to make inferences. This is used in contemporary cognitive science to define rationality in learning and inference, where it is frequently defined and measured in terms of conformity to Bayes' rule (Tenenbaum et al., 2006) . However, this appears to conflict with the Nobelprize-winning work showing that people are somewhat poor Bayesians due to biases such as base-rate neglect, representativeness heuristic, and confusing the direction of conditional probabilities (Kahneman and Tversky, 1996) . For example, by not considering priors (such as the frequency of a disease), even experienced medical professionals deviate from optimal Bayesian inference and make major errors in their probabilistic reasoning (Eddy, 1982) . More recently, it has been suggested that base rates (i.e., priors) may not be entirely ignored but just de-emphasized (Prime and Shultz, 2011; Evans et al., 2002) .
In this section, we show that base-rate neglect can be explained in our neural implementation of the Bayesian framework. First, we show how base-rate neglect can be interpreted by Bayes' rule. Then, we show that this neglect can result from neurally-plausible weight disruption in a neural network representing priors. Our weight disruption idea can cover several ways of neglecting base rates: immediate effects such as deliberate neglect (as being judged irrelevant) (Bar-Hillel, 1980) , failure to recall, partial use or partial neglect, preference for specific (likelihood) information over general (prior) information (McClelland and Rumelhart, 1985) , and decline in some cognitive functions (such as memory loss) as a result of long term synaptic decay or interference (Hardt et al., 2013) .
Base-rate neglect is a Bayesian error in computing the posterior probability of a hypothesis without taking full account of the priors. We argue that completely ignoring the priors is equivalent to assigning equal prior probabilities to all the hypotheses which gives:
This equation can be interpreted as follows. We can assume that in the original Bayes' rule, all the hypotheses have equal priors and these priors are cancelled out from the numerator and denominator to give equation (6). Therefore, in the Bayesian framework, complete base-rate neglect is translated into assuming equal priors (i.e., equi-probable hypotheses). This means that the more the true prior probabilities (base rates) are averaged out and approach the uniform distribution, the more they are neglected in Bayesian inference. A more formal way to explain this phenomenon is by using the notion of entropy, defined in information theory as a measure of uncertainty. Given a discrete hypotheses space {h 1 , . . . , h N } with probability mass function P (·), its entropy is defined as:
In our setting, P (·) represents the prior distribution. Entropy quantifies the expected value of information contained in a distribution. It is easy to show that a uniform distribution has maximum entropy (equal to log 2 N ) among all discrete distributions over the hypotheses set (Cover and Thomas, 2006) . We can conclude that in the Bayesian framework, base-rate neglect is equivalent to ignoring the priors in the form of averaging them out to get a uniform distribution, or equivalently, maximizing their entropy.
We model the effects of attention, memory indexing, and relevance by a weight disruption mechanism. There is an attention unit in our model which applies specific weight factors to the various probability-matching modules. This is shown in Fig. 5 for the case where we have two hypotheses. The attention module multiplies all the connection weights of a module by an attention parameter ratio, r, between 0 and 1. (Note that the disruption is applied to the connections in the network and not directly to the output.) For r = 1, the weights of a module remain unchanged, while r = 0 sets all the weights to zero, causing a flat output (see equation (8) below). This weight-disruption factor reflects the strength of memory indexing or lack of relevance in a specific instance of inference, without permanently affecting the weights. It could also simulate long-term synaptic decay or interference which creates more permanent weight disruption in a neural network. In our model, the attention parameter could be 1 for likelihoods because they are learned based on new evidence in an inference task and hence most noticed. For priors, we could allocate an attention factor less than 1 to reflect complete or partial neglect. Therefore, in Fig. 5 , we have r 3 = r 4 = 1, 0 ≤ r 1 < 1, and 0 ≤ r 2 < 1.
In the next section, we describe the mathematical details of this weight disruption and show that its application to prior probability-matching modules in our model results in anything from full use to partial use to complete neglect of the priors. This means that after the probability matching network learns the prior distributions from input reinforcements, weight disruption of its connections-caused by the attention module-results in averaging out these learned probabilities and therefore causes baserate neglect. In other words, we can take priors as the states of a learning and inference system. As weights are modulated by the attention factor, the system can move towards higher entropy.
We conclude that we can model base-rate neglect in the Bayesian framework by an attention module imposing weight disruption in our brain-like network, after implementing probability matching to construct priors and likelihoods. Note that weight disruption in our neural system could potentially simulate a range of biological and cognitive phenomena such as decline in attention or memory (partial use), deliberate neglect, or other ways of undermining the relevance of priors (Bar-Hillel, 1980) . The weight disruption effects could be all at once as when a prior network is not recalled or is judged irrelevant, or could take a long time reflecting the passage of time or disuse causing synaptic decay. Interference, the other main mechanism of memory decline, could likewise be examined within our neural-network system to implement and explain psychological interpretations of base-rate neglect.
Results
As mentioned earlier, given a set of hypotheses, the probability matching module can form an internal representation of the priors and likelihoods based on previously experienced reinforcements. To model the effects of the attention module, after the learning process, we update a prior or likelihood network's connection weights as follows:
where W 's are the connection weights, r ∈ (0, 1) is the attention factor imposed by the attention module, and t ∈ {1, 2, 3, . . . } is the number of times r is applied. For instantaneous disruptions, such as the cases where a prior network is not recalled or is judged irrelevant, t = 1 and r is a low number, considerably less than 1. For long-term decay, r would be slightly less than 1, while t would be large (modeling slow synaptic decay over long time). For higher values of t and lower values of r, the weight disruption is more severe; with r = 1, the weights remain unchanged, while with r = 0, they are set to zero.
To examine the effects of weight disruption, we perform a set of simulations where the network learns different probability distributions such as Gaussian, Beta, Gamma, Binomial, etc. As mentioned before, the probability-matching module can successfully learn and represent these distributions based on observed reinforcements. Then we perform the weight disruption process as outlined in Equation (8) on the learned network. Results for the Binomial distribution are shown in Fig. 6(a) . The results for other distributions are very similar and hence we do not include them here. Although we consider 400 hypotheses to better analyze the effect of disruption, the results are similar with smaller, more realistic hypothesis spaces. Fig. 6(a) shows that for larger disruptions (either due to lower value attention factor or higher frequency of its application), entropy is higher and therefore priors approach a uniform distribution and depart farther from the original Binomial distribution (the limit of the entropy is log 2 400 = 8.64 which corresponds to the uniform distribution). Also, Fig. 6(b) shows that as disruption increases (with fixed r = 0.8 and increasing t), the output distribution approaches a uniform distribution. This implements the phenomenon of base-rate neglect as described in the last section. For large enough disruptions, the entropy reaches its maximum, and therefore the prior distribution becomes uniform, equivalent to complete base-rate neglect. (b) The distribution of the priors approaches uniform as disruption increases (with r = 0.8 and t increasing). Because the prior probabilities must add to 1 and we have 400 hypotheses, the final uniform distribution has very low probabilities (1/400). This figure shows the effects of long-term weight decay. In conclusion, we show that the proposed neural network model contributes to the resolution of the discrepancy between demonstrated Bayesian successes and failures by modeling base-rate neglect as weight disruption in a connectionist network implementing Bayesian inference modulated by an attention module. This is done by showing that, as weights are more disrupted, the prior distribution approaches uniformity as its entropy increases.Thus, variation in the attention parameters can represent anything from complete use to partial use to complete neglect of priors.
Discussion
In a recent debate between critics (Bowers and Davis, 2012) and supporters (Griffiths et al., 2012b) of Bayesian models of cognition, probability matching becomes one of the points of discussion. Griffiths, et al. mention that probability matching phenomena have a "key role in explorations of possible mechanisms for approximating Bayesian inference" (Griffiths et al., 2012b, p. 420 ). On the other hand, Bowers and Davis consider probability matching to be non-Bayesian, and propose an adaptive network that matches the posteriors as an alternative to the "ad hoc and unparsimonious" Bayesian account.
We propose a framework which integrates these two seemingly opposing ideas. Instead of the network Bowers and Davis suggest to match the posterior probabilities, we use probability matching to construct prior and likelihood distributions. These distributions are later used in inferring posteriors. Therefore, in our approach, probability matching is a module and part of the whole Bayesian framework. We show that our constructive neural network performs probability matching naturally and in a psychologically realistic fashion through observable reinforcement rates rather than being provided with explicit probabilities or stochastic units. We argue that probability matching with constructive neural networks provides a natural, autonomous way of introducing hypotheses and structures into Bayesian models. Recent demonstrations suggest that the fit of Bayes to human data depends crucially on assumptions of prior, and presumably likelihood, probability distributions (Marcus and Davis, 2013; Bowers and Davis, 2012) . Bayesian simulations would be less ad hoc if these probability distributions could be independently identified in human subjects rather than assumed by the modelers. The ability of neural networks to construct probability distributions from realistic observations of discrete events could likewise serve to constrain prior and likelihood distributions in simulations. Whether the full range of relevant hypotheses and structures can be constructed in this way deserves further exploration. The importance of our model is that, at the computational level, it is in accordance with Bayesian accounts of cognition, and at the implementation level, it provides a psychologically-realistic account of learning and inference in humans. To the best of our knowledge, this is a novel way of integrating these opposing accounts.
The question of the origins of Bayes' rule in biological learners remains unresolved. Future work on origins will undoubtedly examine the usual suspects of learning and evolution. Here we show that constructive neural networks can learn Bayes' rule from examples, the main point being that this rule can be implemented in a plausible neural format. Our other in-progress work shows that simulated natural selection often favors a combination of individual learning and a Bayesian cultural ratchet in which a teacher's theory (represented as a distribution of posterior probabilities) serves as priors for a learner. Thus, both learning and evolution are still viable suspects, but many details of how they might act, alone or in concert, to produce Bayesian inference and learning are yet to be worked out.
The question of which kinds of neural networks could support Bayesian processing is an interesting one that should be further explored. Here, we found that the popular and often successful BP algorithm had difficulty converging on probability matching. Similar difficulties of BP convergence have been noted before, both in deterministic (Shultz, 2006) and stochastic (Berthiaume et al., 2013) problems. On probability matching problems, BP often gets stuck in local error minima or in oscillation patterns across a local error minimum because of its static, pre-set structure. In contrast, SDCC and other members of the CC-algorithm family are able to escape from these difficulties by recruiting a useful hidden unit which effectively adds another dimension in connection-weight space, re-enabling gradient descent and hence error reduction.
In this introduction of our model, we deal with only a few Bayesian phenomena: probability matching, Bayes' rule, base-rate neglect, overweighting of rare events, and relatively quick adapting to changing probabilities in the environment. There is a rapidly increasing number of other Bayesian phenomena that could provide interesting challenges to our neural model. So far, we are encouraged to see that the model can cover both Bayesian solutions and deviations from Bayes, promising a possible theoretical integration of disparate trends in the psychological literature. A number of apparent deviations from Bayesian optimality are listed elsewhere (Marcus and Davis, 2013) . In the cases we so far examined, deeper learning can convert deviations into something close to a Bayesian ideal, again suggesting the possibility of a unified account.
With no doubt, Bayesian models provide powerful analytical tools to rigorously study deep questions of human cognition that have not been previously subject to formal analysis. These Bayesian ideas, providing computation-level models, are becoming prominent across a wide range of problems in cognitive science. The heuristic value of the Bayesian framework in providing insights into a wide range of psychological phenomena has been substantial, and in many cases unique. Our neural implemen-tation of Bayes addresses a number of recent challenges by allowing for the constrained construction of prior and likelihood distributions and greater generality in accounting for deviations from Bayesian ideals. As well, connectionist models offer an implementation-level framework for modeling mental phenomena in a more biologically plausible fashion. Providing network algorithms with the tools for doing Bayesian inference and learning could only enhance their power and utility. We present this work in the spirit of theoretical unification and mutual enhancement of these two approaches. We do not advocate replacement of one approach in favour of the other, but rather view the two approaches as being at different and complementary levels.
