We show that for the most general adaptive noiseless estimation protocol, where Uϕ = e iϕΛ is a unitary map describing the elementary evolution of the probe system, the asymptotically saturable bound on the precision of estimating ϕ takes the form ∆ϕ ≥
Introduction and the main result. The Heisenberg limit (HL) is the central concept for the whole field of quantum metrology research as it epitomizes the potential of optimal quantum metrology protocols to surpass standard schemes that are restricted by the so-called standard quantum limit (SQL) [1] [2] [3] [4] [5] [6] [7] [8] [9] . In the context of optical interferometry these two limits are expressed in terms of the number of photons used and the HL for phase estimation precision is conventionally given by 1/n, while the SQL corresponds simply to the 1/ √ n shot-noise precision limit. The HL can be reached either using entangled photon states [10] or multi-pass scenarios [11] where in both cases the essential feature is that phase is being accumulated coherently over the n uses of the probe system, unlike in standard schemes where each probe (photon) interferes only with itself and the whole procedure is repeated n times gathering statistics that leads to 1/ √ n improvement of precision.
In a generalized phase estimation scenario, evolution of a probe system is given by a unitary U ϕ = exp(iϕΛ), where Λ is an arbitrary Hermitian generator of the transformation. In what follows, we will only require that the spectrum of Λ is bounded from above and from below, but apart from this the spectrum is arbitrary. Hence, ϕ is a parameter not necessarily restricted to the [0, 2π) interval. Analysis of the problem using the concept of the quantum Fisher information (QFI) and the quantum Cramér-Rao (CR) bound leads to the following SQL and HL respectively [1] :
where k is the number of repetitions of the experiment, n is the number of applications of the unitary U ϕ in a single repetition of the experiment, while λ + , λ − are the maximal and minimal eigenvalues of the generator Λ. The SQL corresponds to the situation when n independent interrogations of the probe system are performed in a single experiment, while the HL takes into account the most general interrogation scheme involving n uses of U ϕ . That may include coherent sequential probes, entangled probes, as well as the most general adaptive schemes. Interestingly, in such noiseless unitary parameter estimation scenarios there is no advantage to using adaptive strategies, as the simplest sequential scenario where the phase is being coherently imprinted on a single probe n times already leads to the above stated HL. The fundamental advantage that entanglement and adaptiveness offer emerge only when noise is present [12] .
Importantly, by the nature of the CR bound, the above bounds are guaranteed to be saturable only in the limit of many repetitions, k → ∞. This does not affect the content of the SQL bound since in this case the k and n parameters play equivalent roles as all the n probes are measured independently in a single experimental run. Therefore we may set k = 1 and take instead the large probe number limit, n → ∞, and the bound will still be saturable. This is not the case, however, when we consider the HL bound and therefore it is not clear if the bound is saturable in the k = 1, n → ∞ limit. This is a highly relevant issue if we really think of the optimal use of the total available resources. Notice that when considering k repetitions, the total number of unitary operations involved (or e.g. photon passes through the sample in an optical interferometry experiment) is kn and if we insist on reaching the HL in terms of the total resources consumed we should insist on reaching the 1/(kn) rather than 1/( √ kn) scaling [13] . That is, the most general allocation of total resources clearly corresponds to setting k = 1.
In this Letter, we prove that the asymptotically tight HL includes an additional π factor:
More formally, lim n→∞ n∆ϕ HL ≥ π λ+−λ− . The above formula has been conjectured in [14] , but the argument was indirect and restricted to the standard parallel qubit phase estimation scheme with Gaussian prior and, moreover, the potential impact of adaptiveness has not been analyzed. Since the HL is the key benchmark against which any theoretically conceived or experimentally implemented quantum-enhanced strategy is compared, it is essential to phrase it as an actual attainable limit, unlike its most commonly encountered form, Eq. (1), which is not achievable even in principle. Our result is also timely, given the recent revival of interest in quantumarXiv:1907.05428v1 [quant-ph] 11 Jul 2019 error correction inspired metrological protocols which allow estimation with HL scaling even in the presence of some particular noise types [15] [16] [17] [18] . The proper phrasing of the HL is vital not only for idealized noiseless metrological scenarios but also in the case of more realistic noisy ones.
Proof. In the proof we adopt the Bayesian perspective and assume that p(ϕ) describes the prior probability distribution of the parameter ϕ. Here we only assume that the prior is regular enough so it may be well approximated as a weighted sum of flat priors with nonzero finite width δ > 0:
where Θ is the Heaviside step function. This allows us to exclude singular priors such as delta functions, which can in principle lead to arbitrarily high precision. Provided this regularity condition is valid, the actual form of the prior will not have any impact on the final precision. The intuition behind this result is that, in the limit of n → ∞, the amount of data that can potentially be gathered on the parameter ϕ is unlimited and hence overwhelms any impact of the prior on the final precision.
Let us consider the most general adaptive estimation scheme, Fig. 1 
(i).
Here |ψ is the input state of a probe system potentially entangled with an arbitrary number of ancillary systems, and V i , i ∈ {1, . . . , n} are control unitary operations applied between interrogation steps where the unknown parameter is imprinted on the probe system. The final state at the output ψ n ϕ is measured using a generalized measurement described by a positive operator valued measure {Mφdφ}, where the index represents the estimated value of the parameter upon attaining that outcome from the measurement. The minimal Bayesian estimation variance reads:
Let us analyze the structure of the state |ψ as it evolves through the subsequent gates and control operations. Each gate multiplies components of the state, as decomposed in the Λ eigenbasis, by one of the e iϕλ factors (λ represents some eigenvalue of Λ), while control operations V i perform a basis change. In the end, after n coherent interrogations of the unknown parameter ϕ, the final state will have the following structure:
where c(µ) are complex amplitudes and |g µ are some normalized vectors which in general will not be orthogonal.
We will now lower bound the minimal cost in the case that the prior is actually a single rectangular prior of width δ. Note that this will also be a legitimate lower bound for the original problem where the prior is a weighted sum of such rectangular priors, as the optimal strategy for this original problem cannot perform better than the optimal strategy when we additionally know to which δ interval the value of our parameter is restricted.
First, it is known that in all single-generator unitary estimation problems with quadratic cost one may restrict the class of measurements to rank-one projective ones [19, 20] . Let us assume for a moment a fixed input state |ψ and measurement basis {|χ } with some corresponding estimatorφ χ . The corresponding cost reads
For the purposes of the proof, let us rewrite the above expression in a slightly different form. Let p δ χ be the total probability of measuring |χ ,
and for any state |χ and estimator valueφ let
be the conditional cost. Using this notation we may write
where conditional cost is calculated atφ =φ χ for every |χ . In other words, we simply state that for given measurement and estimator the total cost is always greater than the lowest of all the conditional costs. From the above, it is obvious that the minimal achievable cost may be fundamentally bounded by ∆ 2 ϕ HL ≥ min |ψ ,|χ ,φ C δ χ,φ . Unfortunately, such a bound is not very tight, as choosing an estimated value at the edge of the prior ϕ = ±δ/2 and an appropriate |χ one could have atypical low cost but also with a very low probability p δ χ . Luckily, a more useful bound may be derived:
where N = n(λ + − λ − ) and ζ = N −2/3 . This bound is
, which we will show to be true later on. The expression on the right hand side corresponds to the minimal possible conditional cost for a flat prior of width ζ centered at ϕ = 0 for the estimated valuẽ ϕ = 0. Here we just sketch the main steps leading to (9), while a rigorous proof is given in details in the Supplemental Material.
The scheme of the reasoning is depicted in Fig. 1 (ii). First we prove that, provided the measurement estimation strategy yields the Heisenberg scaling (HS) (we say HS instead of HL whenever the specific constant factor is not relevant for the actual reasoning), terms in (8) for which |φ χ ± δ/2| ≤ ζ/2-estimators returning estimated values close to the edges of the prior distribution-contribute a negligible amount to the total probability. Hence we may focus only onφ χ from the (ii) The cost of the parallel protocol with rectangular prior may be lower bounded using the concept of minimal conditional costs corresponding to a given estimated parameter valuẽ ϕχ and an appropriately narrowed prior. restricted region [
] provided we renormalize the cost. Thanks to the fact that we are now shifted away from the edges of the original prior distribution we may treat all the conditional costs corresponding toφ χ within this restricted interval as equivalent provided we narrow their respective priors to be at most of ζ width which guarantees that such priors will stay well inside the original prior and we will avoid any boundary effects. This equivalence is the reason why (9) involves just a single term corresponding toφ = 0.
To simplify notation, let us define
iϕµ dµ and
We now rescale µ and ν to x = (µ/n − λ − )/(λ + − λ − ) and y = (ν/n − λ − )/(λ + − λ − ), to get
where we have redefined f to be a function of the rescaled variable. Equivalently, we could regard variables x, y as extending from −∞ to +∞, but with the additional constraint that f (x) = 0 outside [0, 1] . In what follows we will require f (0) = f (1) = 0, so boundary terms are zero when integrating by parts. Using the fact that d 2 dydx e iϕ(x−y) = ϕ 2 e iϕ(x−y) , integrating by parts and performing the integral over ϕ we arrive at
Recall that
in the weak convergence sense. Therefore, assuming that the form of optimal f (x) converges in the limit of N → ∞, we have
Therefore, in this limit, minimization of N 2 C 0 amounts to:
with boundary conditions f (0) = f (1) = 0. Note that by definition of f (x), the minimization over this function is the minimization over both the initial state |ψ n 0 and the measurement |χ . This problem is equivalent to the problem of finding the minimum energy eigenstate in an infinite potential well, and hence the minimum is achieved for f (x) = √ 2 sin(πx) and the corresponding value is π 2 . We then get
Now (9) is satisfied provided min C 0 scales as N −2 , which we have just shown to be correct. Therefore we obtain
That gives
which after taking the square root of both sides proves Eq. (2).
Having derived the bound let us now discuss its saturability. It is known that in the case of a standard phase estimation problem with u ϕ = e iϕσz/2 applied in parallel to N qubits the optimal Bayesian strategy for flat prior distribution p(ϕ) = 1 2π
(ϕ ∈ [−π, π]) in the limit of large N yields ∆ϕ → π/N [21] . Note also, that the optimal strategy involves application of the so called covariant measurements [22] , and a covariant measurement strategy will yield the same average cost irrespective of the form of prior. Hence the π/N limit is saturable in the case of an arbitrary prior as well. In the case of an estimation problem with a general generator Λ, we can say that provided the prior is supported on an interval smaller than 2π/(λ + − λ − ) we can directly adapt the reasoning from the standard qubit phase estimation scheme by considering our elementary system as a qubit with only two accessible states being the eigenstates of Λ corresponding to λ + and λ − . This way we obtain ∆ϕ = π/[(λ + − λ − )n]. If, however, our prior is broader, then clearly using this strategy we will not be able to discriminate between phases that differ by a multiple of 2π/(λ + − λ − ) as they effectively would lead to the same output state. In order to discriminate between these phases we would need to use additional eigenstates of Λ corresponding to intermediate eigenvalues λ (provided they are available)-if we use levels corresponding to eigenvalues that differ by , we may discriminate between all phases which differ by less than 2π/ . Note that for our purposes, the minimal level splitting may be effectively obtained as a difference between sums of certain finite number of energy levels = i∈{i1,...,is} λ i − j∈{j1,...,js} λ j , and a result may be smaller than the minimal level splitting in the Λ itself. Since the discrimination error drops exponentially with the number of resources used, we may sacrifice sublinear (in n) uses of the channel for the purpose of this additional discrimination task and this will not affect the final scaling.
The phase estimation problem may be viewed as a special case of a more general frequency estimation problem, where the probe system is allowed to be interrogated for the total interrogation time T and the goal is to estimate a frequencylike parameter ω entering into the Hamiltonian of the system as H = ωG, with G being some Hermitian operator. The total interrogation time T may be split into a number of shorter evolution steps each lasting time t = T /n. Assuming the prior distribution p(ω) satisfies the regularity assumption and can be written as a sum of rectangular priors of some finite width δ ω we may repeat the whole reasoning as presented above by formally identifying ϕ = ωt, Λ = −G, n = T /t and arrive at
This is the valid asymptotically saturable bound for the most general frequency estimation adaptive strategies in the limit of long total interrogation time T . In particular in all the cases where, despite presence of noise, the HS is being recovered via e.g. application of quantum error-correction inspired techniques [15] [16] [17] [18] [23] [24] [25] , it is the above bound that should be used as a operationally meaningful figure of merit of such protocols and not the standard QFI based one. 
Supplemental Material
Proof of the bound
Here we prove, that for the problem (5), the minimal Bayesian estimation variance is bounded by: 
We will prove bounds on these two terms separately. For any |χ the total probability of measuring it may be divided into two integrals: 
which, after integration dχ 
To restrict the second one we use 
which gives: 
