This paper is a continuation of the paper [4] . In [4] it was shown that there exists a duality Ψ a between the category DSkeLC (introduced there) and the category SkeLC of locally compact Hausdorff spaces and continuous skeletal maps. We describe here the subcategories of the category DSkeLC which are dually equivalent to the following eight categories: all of them have as objects the locally compact Hausdorff spaces and their morphisms are, respectively, the injective (respectively, surjective) continuous skeletal maps, the injective (surjective) open maps, the injective (surjective) skeletal perfect maps, the injective (surjective) open perfect maps. The particular cases of these theorems for the full subcategories of the last four categories having as objects all compact Hausdorff spaces are formulated and proved. The DSkeLC-morphisms which are LCA-embeddings and the dense homeomorphic embeddings are characterized through their dual morphisms. For any locally compact space X, a description of the frame of all open subsets of X in terms of the dual object of X is obtained. It is shown how one can build the dual object of an open subset (respectively, of a regular closed subset) of a locally compact Hausdorff space X directly from the dual object of X. Applying these results, a new description of the ordered set of all, up to equivalence, locally compact Hausdorff extensions of a locally compact Hausdorff space is obtained. Moreover, generalizing de Vries Compactification Theorem ([2]), we strengthen the Local Compactification Theorem of Leader ([10]). Some other applications are found.
Introduction
This paper is the second part of the paper [4] . In [4] , the category DSkeLC of all complete local contact algebras and all complete Boolean homomorphisms between them satisfying two simple conditions (see [4, Definition 2.10] ) was defined and it was shown that there exists a duality Ψ a : DSkeLC −→ SkeLC, where SkeLC is the category of all locally compact Hausdorff spaces and all skeletal (in the sense of Mioduszewski and Rudolf [11] ) continuous maps between them. In the first section of the present paper, we find the subcategories of the category DSkeLC which are dually equivalent to the following eight subcategories of the category SkeLC: all of them have as objects the locally compact Hausdorff spaces and their morphisms are, respectively, the injective (respectively, surjective) continuous skeletal maps (see Theorem 1.6 (resp., Theorem 1.3)), the injective (surjective) open maps (see Theorem 1.12 (resp., Theorem 1.13)), the injective (surjective) skeletal perfect maps (see Theorem 1.10 (resp., Theorem 1.8)), the injective (surjective) open perfect maps (see Theorem 1.15 (resp., Theorem 1.16)). In the theorems mentioned above, the particular cases for the full subcategories of the last four categories having as objects all compact Hausdorff spaces are formulated as well.
In the second section, we prove that ϕ is a DSkeLC-morphism and an LCAembedding iff f = Ψ a (ϕ) is a quasi-open semi-open perfect surjection (see Theorem 2.4). The dense homeomorphic embeddings are characterized through their dual morphisms as well (see Theorem 2.2). For any locally compact Hausdorff space X, a description of the frame of all open subsets of X in terms of the dual to X complete local contact algebra is obtained (see Theorem 2.8) . It is shown how one can build the dual object of an open subset (respectively, of a regular closed subset) of a locally compact Hausdorff space X directly from the CLCA dual to X (see Theorem 2.9 (respectively, Theorem 2.10)).
The third section is devoted to some immediate applications of the theorems obtained above. A new description of the ordered set of all (up to equivalence) Hausdorff locally compact extensions of a locally compact Hausdorff space is obtained in the language of normal contact relations (see Theorem 3.11). The normal contact relations which correspond to the Alexandroff (one-point) compactification and to the Stone-Čech compactification of a locally compact Hausdorff space are found (see Theorem 3.12) . The Wallman-type compactifications of discrete spaces are described as well (see Theorem 3.25). Generalizing de Vries Compactification Theorem ( [2] ) (see Corollary 3.23), a theorem is obtained (see Theorem 3.20) which strengthen the Local Compactification Theorem of Leader ([10] ). Some other applications are found.
In this paper we use the notations introduced in the first part of it (see [4] ), as well as the notions and the results from [4] . If A is a Boolean algebra then we denote by Atoms(A) the set of all atoms of A. If (A, ≤) is a poset and a ∈ A then ↓ a is the set {b ∈ A | b ≤ a}. If f : X −→ Y is a function and M ⊆ X then f ↾ M is the restriction of f having M as a domain and f (M) as a codomain. Finally, we will denote by ID the set of all dyadic numbers of the interval (0, 1).
Surjective and Injective Mappings
Notations 1.1 We denote by:
• InSkeLC the category of all locally compact Hausdorff spaces and all continuous skeletal injective maps between them;
• SuSkeLC the category of all locally compact Hausdorff spaces and all continuous skeletal surjective maps between them.
In the sequel we will use similar notations without more explanations, i.e. if K is a category introduced in [4] , then by InK (resp., SuK) we will denote the category having the same objects as the category K and whose morphisms are only the injective (resp., surjective) morphisms of K. Definition 1.2 Let DSuSkeLC be the category whose objects are all complete local contact algebras (see [4, 1.14] ) and whose morphisms are all DSkeLC-morphisms (see [4, 2.10] Proof. Let f : X −→ Y be a surjective continuous skeletal map between two locally compact Hausdorff spaces and ϕ = Ψ t (f ). Then ϕ : RC(Y ) −→ RC(X) and ϕ Λ (F ) = cl(f (F )), for every F ∈ RC(X) (see the proof of [4, Theorem 2.11]). Let u be a bounded ultrafilter in RC(Y ). Then there exists G 0 ∈ CR(Y ) ∩ u. Hence there exists y ∈ {G | G ∈ u}. Since f is a surjection, there exists x ∈ X such that f (x) = y. Let v be an ultrafilter in RC(X) which contains ν x (see [4, (3) ] for ν x ). Then, obviously, v is a bounded ultrafilter in (RC(X), ρ X , CR(X)). By [4, (51) 
Then σ is a bounded cluster in (A, C ρ ). Hence there exists a bounded ultrafilter u in (A, ρ, IB) such that σ = σ u . By (IS), there exists a bounded ultrafilter v in (B, η, IB ′ ) such that ϕ Λ (v)ρu. Thus ϕ Λ (v)C ρ u. Therefore, by [4, 1.5, (36), (37)], and [4, (35) 
We will show thatφ is an injection. We have that, for every
Suppose that there exists a point x ∈ F \G. Then there exists an open neighborhood Ox of x such that Ox∩G = ∅. Obviously, there exists a point y ∈ Ox ∩ int(F ). Then
Since f is a surjection, we obtain a contradiction. Hence F ⊆ G. Analogously we prove that G ⊆ F . Therefore F = G. So,φ is an injection. Now, using Theorem 1.3, we get that ϕ is an injection. Definition 1.5 Let DInSkeLC be the category whose objects are all complete local contact algebras (see [4, 1.14] ) and whose morphisms are all DSkeLC-morphisms (see [4, 2.10] ) ϕ : (A, ρ, IB) −→ (B, η, IB ′ ) which satisfy the following condition:
. It is easy to see that DInSkeLC is indeed a category. Proof. Let f : X −→ Y be an injective continuous skeletal map between two locally compact Hausdorff spaces X and Y . Set ϕ = Ψ t (f ) (see [4, (31) ] for Ψ t (f )). The function ϕ Λ : RC(X) −→ RC(Y ) is defined by ϕ Λ (F ) = cl(f (F )), for every F ∈ RC(X) (see [4, (32) and (33)]). Hence, for F ∈ CR(X), ϕ Λ (F ) = f (F ). Since f is an injection, it becomes obvious that ϕ satisfies condition (LS) from 1.5. By [4, Theorem 2.11], Ψ t (f ) is a DSkeLC-morphism. Thus we get that Ψ t (f ) is a DInSkeLC-morphism.
Let ϕ : (A, ρ, IB) −→ (B, η, IB ′ ) be a morphism of the category DInSkeLC and let f = Ψ a (ϕ) (see [4, (35) ] for Ψ a (ϕ)). We will show that f is an injection. Let σ and σ ′ be two bounded clusters in (B, C η ) (see [4, 1.16] for C η ) and
is a locally compact Hausdorff space, we obtain, using [4, (24) 
Then ϕ is an injection. Hence ϕ Λ (ϕ(a)) = a, for every a ∈ A. We will show that ϕ satisfies condition (IS) from 1.2. Let u be a bounded ultrafilter in (A, ρ, IB). Then there exists a ∈ u ∩ IB. Since ϕ is an injection, ϕ(u) is a filter base in B. Hence, there exists v ∈ Ult(B) such that ϕ(u) ⊆ v. By the condition (L3) from [4] , we obtain that the categories SuSkePerLC and DSuSkePerLC are dually equivalent. In particular, the categories SuSkeC and DSuSkeC are dually equivalent. Definition 1.9 Let DInSkePerLC be the category whose objects are all complete local contact algebras (see [4, 1.14] ) and whose morphisms are all DSkePerLCmorphisms (see [4, 2.14] ) which satisfy condition (LS) (see 1.5) .
Let DInSkeC be the category whose objects are all complete normal contact algebras (see [4, 1.1] ) and whose morphisms are all DSkeC-morphisms (see [4, 2.12] ) ϕ : (A, C) −→ (B, C ′ ) which satisfy the following condition: Note that since the morphisms of the category InSkePerLC are closed maps, in the definition of the category DInSkePerLC (see 1.9) we can substitute condition (LS) for the following one: Proof. Let us show that every DInOpLC-morphism is a DInSkeLC-morphism. 
, and the injectivity of f implies that 
Embeddings. Open sets. Regular closed sets
We will need a lemma from [1] :
are Boolean isomorphisms between Boolean algebras RC(X) and RC(Y ), and
Theorem 2.2 If a function f between two locally compact Hausdorff spaces is a dense homeomorphic embedding then ϕ = Ψ t (f ) is a DInOpLC-morphism and a Boolean isomorphism. Conversely, if a function ϕ is a DInOpLC-morphism and a Boolean isomorphism then
Proof. Let f be a dense homeomorphic embedding of X in Y . Then f (X) is a locally compact dense subspace of Y and hence it is open in Y . Thus f is an open injection, i.e. f is an InOpLC-morphism. Therefore, by Theorem 1.12, ϕ is a DInOpLCmorphism. Put Z = f (X) and let i :
, we obtain that ϕ is a Boolean isomorphism as well.
Conversely, if ϕ : (A, ρ, IB) −→ (B, η, IB ′ ) is a DInOpLC-morphism and a Boolean isomorphism then, by Theorem 1
Then f is a homeomorphic embedding iff ϕ = ϕ 1 • ϕ 2 where ϕ 1 is a DInSkePerLC-morphism and ϕ 2 is a Boolean isomorphism and a DInOpLC-morphism.
. Now, the fact that f is a skeletal map and [4, Lemma 2.4] imply that f 2 is a skeletal map. Hence, f i , i = 1, 2, are SkeLC-morphisms. Set ϕ i = Ψ t (f i ), i = 1, 2. Then ϕ = ϕ 1 • ϕ 2 and Theorem 2.2 together with Theorem 1.10 show that ϕ i , i = 1, 2, are as required.
Conversely, let ϕ = ϕ 1 • ϕ 2 , where ϕ 1 is a DInSkePerLC-morphism and ϕ 2 is a DInOpLC-morphism and a Boolean isomorphism. Setf = Ψ a (ϕ) and Recall that a continuous mapping
The following assertion is a slight generalization of [7, Theorem 6] . . We will show that ϕ c is an NCA-embedding. Indeed, for any a, b ∈ A, we have that aCb iff aρb or a, b ∈ IB; since ϕ is an LCA-embedding, we obtain that aCb iff ϕ c (a)C ′ ϕ c (b). So, ϕ c is an NCA-embedding and an DSkeC-morphism. Then, by Theorem 6 of Fedorchuk's paper [7] , ′ then, by (L2), a = ϕ Λ (ϕ(a)) ∈ IB. Using (L3), we obtain that a ∈ IB iff ϕ(a) ∈ IB ′ . Since (L1) takes place, it remains only to prove that aρb implies ϕ(a)ηϕ(b), for all a, b ∈ A. Setφ = Ψ t (f ). Let F, G ∈ RC(X),
. Indeed, suppose that y ∈ cl(f −1 (U)). Then there exists an open neighborhood Oy of y such that Oy ∩ f −1 (U) = ∅. Thus f (Oy) ∩ U = ∅. Since x ∈ cl(U) and x ∈ int(f (Oy)), we obtain a contradiction. Hence y ∈ cl(f −1 (U)). Analogously we can show that y ∈ cl(f −1 (V )). Therefore,
are two δ-ideals of (A, ρ, IB) then we put I 1 ≤ I 2 iff I 1 ⊆ I 2 . We will denote by (I(A, ρ, IB), ≤) the poset of all δ-ideals of (A, ρ, IB). Fact 2.6 Let (A, ρ, IB) be a CLCA. Then, for every a ∈ A, the set {b ∈ IB | b ≪ ρ a} is a δ-ideal. Such δ-ideals will be called principal δ-ideals.
Proof. The proof is obvious.
Recall that a frame is a complete lattice L satisfying the infinite distributive law a ∧ S = {a ∧ s | s ∈ S}, for every a ∈ L and every S ⊆ L. Proof. It is well known that the set Idl(A) of all ideals of a distributive lattice forms a frame under the inclusion ordering (see, e.g., [9] ). It is easy to see that the join in (Idl(A), ⊆) of a family of δ-ideals is a δ-ideal and hence it is the join of this family in (I(A, ρ, IB), ≤). The meet in (Idl(A), ⊆) of a finite family of δ-ideals is also a δ-ideal and hence it is the meet of this family in (I(A, ρ, IB), ≤). Therefore, (I(A, ρ, IB), ≤) is a frame. Note that the meet of an infinite family of δ-ideals in (I(A, ρ, IB), ≤) is not obliged to coincide with the meet of the same family in (Idl(A), ⊆). 
Then, as it is easy to see, IB U is a δ-ideal of (A, ρ, IB). Since Y is a locally compact Hausdorff space, ι(IB U ) = U. Hence, ι is a surjection. We will show that ι is an injection as well. Indeed, let I 1 , I 2 ∈ I(A, ρ, IB) and ι(I 1 ) = ι(I 2 ). Set ι(I 1 ) = W and put
. . , k}). This implies that b ≤ {a i | i = 1, . . . , k} and hence b ∈ I 1 . So, we have proved that I 1 = IB W . Analogously we can show that I 2 = IB W . Thus I 1 = I 2 . Therefore, ι is a bijection. It is obvious that if I 1 , I 2 ∈ I(A, ρ, IB) and
, then, as we have already seen,
is an isomorphism of posets. This implies that ι is also a frame isomorphism.
Let
Then, as we have already seen, IB U is a δ-ideal and ι(IB U ) = U. Since F ∈ RC(Y ), we have that IB U = {b ∈ IB | b ≪ ρ a * }. Hence IB U is a principal δ-ideal. Conversely, if I is a principal δ-ideal then U = ι(I) is a regular open set in Y . Indeed, let a ∈ A and I = {b ∈ IB | b ≪ ρ a}. It is enough to prove that Recall that if A is a Boolean algebra and a ∈ A then the set ↓ a endowed with the same meets and joins as in A and with complements ¬b defined by the formula ¬b = b * ∧ a, for every b ≤ a, is a Boolean algebra; it is denoted by A|a. If J =↓ a * then A|a is isomorphic to the factor algebra A/J; the isomorphism h : A|a −→ A/J is the following:
, for every b ≤ a (see, e.g., [14] If I = {0} then U = ∅, a I = 0, B = {0} and X = ∅; hence, in this case the assertion of the theorem is true. Thus, let us assume that I = {0}.
We will first check that (B, η, I) is a CLCA, i.e. that conditions (C1)-(C4) and (BC1)-(BC3) from [4] are fulfilled.
Let Therefore, the axiom (BC3) is checked as well. Clearly, the axioms (C2) and (C3) are satisfied. Using condition (K2) from [4] , we obtain that the axiom (C4) is also fulfilled.
Let a ∈ I, c ∈ B and a ≪ η c. Then, for every σ ∈ Y , we have that either a ∈ σ or (c * ∧ a I ) ∈ σ. Since a ∈ IB, we get that a(−C ρ )(c * ∧ a I ) (see [19, Lemma 20] ). Using again the fact that a ∈ IB, we obtain that a ≪ ρ (c ∨ a * I ). Then there
Let us note that if σ is a cluster in (A, C ρ ), a ∈ σ and b
Indeed, there exists an ultrafilter u such that a ∈ u ⊆ σ. Then b * ∈ u and hence b ∈ u. Therefore a ∧ b ∈ u. Thus a ∧ b ∈ σ. So, (1) is proved.
Let a, b ∈ B and aηb. Then there exist c ∈ I and σ ∈ Y such that a, b, c ∈ σ. Since I is a δ-ideal, there exists
So, we have proved that (B, η, IB ′ ) is a CLCA. We will show that ϕ satisfies axioms (L1), (L2) and (LO) from [4] . Note first that, for every a ∈ B, ϕ Λ (a) = a. (2) This observation shows that ϕ satisfies condition (L2). For checking condition (EL1) from [4] (which is equivalent to the condition (L1)), let a, b ∈ B and aηb. Then there exist c ∈ I and σ ∈ Y such that a, b, c ∈ σ. Since I is a δ-ideal, there exists
. Therefore, aρb. So, ϕ satisfies condition (EL1). Let us prove that the axiom (LO) is fulfilled as well. Let a ∈ A, b ∈ I and aρb. Then aC ρ b and since b ∈ IB, Lemma 20 from [19] implies that there exists σ ∈ Y such that a, b ∈ σ. There exists d ∈ I such that b ≪ ρ d (because I is a δ-ideal). Then b ≪ Cρ a I . Thus a * I ∈ σ. Now, (1) implies that a ∧ a I ∈ σ. Hence ϕ(a)ηb. Therefore, condition (LO) is checked. So, ϕ satisfies axioms (L1), (L2) and (LO). Then, by Theorem 1.12, f : X −→ Y is an open injection and hence f is a homeomorphism between X and f (X). Let us show that f (X) = U.
Then, by the definition of U, there exists b ∈ I such that σ ∈ λ g A (b) ⊆ U. Hence b ∈ σ and a * I ∈ σ. There exists u ∈ Ult(A) such that b ∈ u ⊆ σ and σ = σ u . Since a * I ∈ σ, we obtain that a I ∈ u. Thus, for every c ∈ u, c ∧ a I = 0. Therefore, ϕ(c) = 0, for every c ∈ u. This implies that ϕ(u) is a basis of a bounded filter in B. Then there exists v ∈ Ult(B) such that
We will now show how one can build the CLCAs corresponding to the regular closed subsets of a locally compact Hausdorff space Y from the CLCA Ψ t (Y ). Proof. We have that B is a complete Boolean algebra, ϕ is a complete Boolean homomorphism and ϕ Λ (a) = a, for every a ∈ B. Set ψ = λ g A •ϕ Λ . We will show that
is a CLCA; it is isomorphic to the CLCA (RC(F ), ρ F , CR(F )). For showing that f : X −→ Y is a homeomorphic embedding and f (X) = F , note that ϕ satisfies conditions (L1)-(L3) from [4] and condition (LS), and hence, by Theorem 1.10, f is a quasi-open perfect injection, i.e. f is a homeomorphic embedding. From [4, (45)] we get that, for every
Some applications
We start with a proposition which has a straightforward proof. 
Proof. It follows easily from 3.1 and the fact that
The next proposition has an easy proof which will be omitted. 
Since Y is a regular space, [4, (24) ] implies that X is dense in Y . Notation 3.6 Let X be a Tychonoff space. We will denote by L(X) the set of all, up to equivalence, locally compact Hausdorff extensions of X (recall that two (locally compact Hausdorff) extensions (Y 1 , f 1 ) and (Y 2 , f 2 ) of X are said to be equivalent iff there exists a homeomorphism h :
iff there exists a continuous (resp., continuous surjective) mapping h :
Definition 3.7 Let X be a locally compact Hausdorff space and Ψ t (X) = (A, ρ, IB). We will denote by L a (X) the set of all LCAs of the form (A, ρ 1 , IB 1 ) which satisfy the following conditions: (LA1) ρ ⊆ ρ 1 ; (LA2) IB ⊆ IB 1 ; (LA3) for every a ∈ A and every b ∈ IB, bρ 1 a implies bρa.
We will define two orders on the set L a (X). If (A, ρ i , IB i ) ∈ L a (X), where i = 1, 2, we set (A, ρ 1 , IB 1 ) (A, ρ 2 , IB 2 ) (respectively, (A, ρ 1 , IB 1 ) s (A, ρ 2 , IB 2 )) iff ρ 2 ⊆ ρ 1 and IB 2 ⊆ IB 1 (and, respectively, in addition, for every bounded ultrafilter u in (A, ρ 1 , IB 1 ) there exists b ∈ IB 2 such that bρ 1 u). 
Proof. If X is compact then everything is clear. Thus, let X be a non-compact space.
Then it is not difficult to show that µ is a well-defined order preserving map between the ordered sets (L(X), ≤) and (L a (X), ).
Let (A, ρ 1 , IB 1 ) ∈ L a (X). Then the identity map i : (A, ρ 1 , IB 1 ) −→ (A, ρ, IB) is a Boolean isomorphism and a DInOpLC-morphism. [4, (26) ] for the definition of the homeomorphism t X :
is an order preserving map.
Using [4, Theorem 2.11] , it is not difficult to prove that the compositions µ • µ ′ and µ ′ • µ are identities. Finally, we will show that the same map µ, which will be now denoted by µ s , is an isomorphism between the ordered sets (L(X), ≤ s ) and (L a (X), s ). This can be proved easily using Theorem 1.3 and [5, Proposition 3.2] (the last proposition says that if (B, η) is a CA and F 1 , F 2 are two filters in B such that F 1 ηF 2 then there exist ultrafilters u 1 , u 2 in B such that F i ⊆ u i , where i = 1, 2, and u 1 ηu 2 ).
This completes the proof of our theorem.
Recall that if X is a set and P(X) is the power set of X ordered by the inclusion, then a triple (X, ρ, IB) is called a local proximity space (see [10] ) if (P(X), ρ) is a CA, IB is an ideal (possibly non proper) of P(X) and the axioms (BC1),(BC2) from [4, Proof. Recall that, for every a, b ∈ A, aC ρ b iff either aρb or a, b ∈ IB. Obviously, C ρ ∈ K a (X). It is easy to see that if C ∈ K a (X) then C ⊆ C ρ . Hence, by Corollary 3.11, µ c ([(αX, α)]) = C ρ .
The proof that C βρ ∈ K a (X) is straightforward. Let C ∈ K a (X). We will show that C βρ ⊆ C. Remark 3.13 The definition of the relation C βρ in Proposition 3.12 is given in the language of contact relations. It is clear that if we use the fact that all happens in a topological space X then we can define the relation C βρ by setting for every a, b ∈ A, a(−C βρ )b iff a and b are completely separated.
Proposition 3.14 Let X be a locally compact non-compact Hausdorff space. Let
and for each m ∈ M, and (2) for any two elements
Proof. The proof is straightforward.
Remark 3.15 Note that if X is an infinite discrete space and Ψ t (X) = (A, ρ, IB) then A is the power set of X ordered by the inclusion, IB is the set of all finite subsets of X and ρ is the smallest normal contact relation on A. Hence, in this case, ρ = C βρ .
Note also that Propositions 3.14 and 3.12 imply that (K a (X), c ) is a complete lattice. Now, using Corollary 3.11, we obtain a new proof of the well-known fact that, for every locally compact space X, (K(X), ≤) is a complete lattice. Lemma 3.16 Let (X, ρ i , IB i ), i = 1, 2, be two separated local proximity spaces on a Tychonoff space (X, τ ) such that IB 1 ∩ RC(X) = IB 2 ∩ RC(X) and ρ 1 | RC(X) = ρ 2 | RC(X) (i.e., for every F, G ∈ RC(X), F ρ 1 G ⇐⇒ F ρ 2 G). Then ρ 1 = ρ 2 and
Proof. Let (Y i , f i ) be the locally compact extension of X generated by (X, ρ i , IB i ), where i = 1, 2 (see [10] ). Let B ∈ IB 1 . Then cl 
Using the symmetry, we obtain that ρ 1 = ρ 2 .
Definition 3.17 Let (X, τ ) be a Tychonoff space. An LCA (RC(X, τ ), ρ, IB) is said to be admissible for (X, τ ) if it satisfies the following conditions: (A1) if F, G ∈ RC(X) and F ∩ G = ∅ then F ρG (i.e. ρ X ⊆ ρ (see [4, 1.10] for ρ X )); (A2) if F ∈ RC(X) and x ∈ int X (F ) then there exists G ∈ IB such that x ∈ int X (G) and G ≪ ρ F .
The set of all LCAs which are admissible for (X, τ ) will be denoted by
Proof. The fact that (RC(X, τ ), ρ ′ , IB ′ ) is an LCA is proved in [19, Example 40] . The rest can be easily checked. Proof. The proof that (X, ρ, IB) is a separated local proximity space on (X, τ ) is straightforward. The uniqueness follows from Lemma 3.16. 
Remark 3.21
The preceding theorem strengthen Leader Local Compactification Theorem ( [10] ) because the relation ρ is now given only on the subset RC(X) of the power set of X and the same is true for the boundedness IB. Using Remark 3.9, we see also that it is a generalization of the first part of Theorem 3.8 (i.e. that one concerning the ordered set (L(X), ≤)). In the Leader's paper [10] there is no analogue of the second part of the Theorem 3.8 (i.e. that one concerning the ordered set (L(X), ≤ s )). As far as we know, another description of the ordered set (L(X), ≤ s ) (even for an arbitrary Tychonoff space (X, τ )) is given only in [3, Theorem 5.9] where this is done by means of the introduced there special kind of proximities, called LC-proximities.
Definition 3.22 Let (X, τ ) be a Tychonoff space. An NCA (RC(X, τ ), C) is said to be admissible for (X, τ ) if it satisfies the following conditions: (AK1) if F, G ∈ RC(X) and F ∩ G = ∅ then F CG (i.e. ρ X ⊆ C); (AK2) if F ∈ RC(X) and x ∈ int X (F ) then there exists G ∈ RC(X) such that x ∈ int X (G) and G ≪ C F . The set of all NCAs which are admissible for (X, τ ) will be denoted by K ad (X, τ ) (or simply by K ad (X)). If (RC(X), C i ) ∈ K ad (X), where i = 1, 2, then we set (RC(X), C 1 ) ad (RC(X), C 2 ) iff C 2 ⊆ C 1 .
Corollary 3.23 ([2])
If X is a Tychonoff space then the ordered sets (K(X), ≤) and (K ad (X), ad ) are isomorphic.
Proof. It follows immediately from Theorem 3.20.
Recall that O. Frink [8] introduced the notion of a Wallman-type compactification and asked whether every Hausdorff compactification of a Tychonoff space is a Wallman-type compactification. This question was answered in negative by V. M. Ul'janov [18] . We will give a necessary and sufficient condition for a compactification of a discrete space to be of a Wallman type (recall that, according to the Reduction Theorem of L. B.Šapiro [13] (see also [16] ), it is enough to investigate the Frink's problem only in the class of discrete spaces). Our criterion follows easily from the following result of O. Njåstad: Proof. Note that condition (2) may be substituted for the following one: (2 ′ ) for any a, c ∈ A, a ≪ C c implies that there exist b 1 , b 2 ∈ B such that a ≤ b 1 ≤ b * 2 ≤ c. Now, applying Remark 3.9 and Theorem 3.24, we complete the proof.
