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Hybrid Automatic-Repeat-reQuest Systems for Cooperative Wireless Communications
by Hoang Anh Ngo
As a beneﬁt of achieving a diversity gain and/or a multiplexing gain, MIMO techniques are capable
of signiﬁcantly increasing the achievable throughput and/or the network coverage without additional
bandwidth or transmit power. For the sake of striking an attractive trade-oﬀ between the attainable
diversity gain and/or multiplexing gain, in this thesis the novel Space-Time-Frequency Shift Keying
(STFSK) concept is proposed for the family of MIMO systems. More speciﬁcally, in order to gen-
erate space-time-frequency domain codewords, the STFSK encoding schemes activate one out of Q
dispersion matrices, and the associated address bits are then combined with a classic time-domain and
frequency-domain modulation scheme. The resultant arrangements impose no inter-symbol interfer-
ence and are capable of eliminating the inter-antenna interference, hence oﬀering a range of beneﬁts
over other classic MIMO arrangements. Additionally, a soft-output STFSK demodulator is designed
for iterative detection and the complexity of both the hard- as well as soft-decision demodulators is
quantiﬁed. Furthermore, the STFSK performance is studied in both the single-user and the multiple-
user multi-cell environment in order to investigate the eﬀects of these techniques on the performance
of the holistically optimized systems.
Furthermore, we studied the H-ARQ systems advocated in the context of cooperation-aided wire-
less networks, where the MIMO elements are constituted by the individual elements of separate net-
work nodes. Both perfect and imperfect coherent detection as well as non-coherent detection aided
cooperative H-ARQ schemes are considered. In the perfect coherent detection based pilot symbol
assisted scheme, a novel relay-switching aided H-ARQ scheme is proposed for mitigating the eﬀects
of correlation in fading wireless channels, followed by a H-ARQ scheme employing systematic Luby
transform codes. In contrast to the unrealistic perfect coherent detection, realistic imperfect coherent
schemes are studied, where the channel impulse responses are imperfectly estimated. Furthermore,
non-coherent diﬀerential detection aided cooperative H-ARQ schemes are proposed and compared
to their coherent detection assisted counterparts. Finally, a novel cooperative H-ARQ arrangement
based on distributed space-time codes is proposed for the sake of improving the attainable system
throughput, while reducing the system’s complexity..
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Overview of Wireless Communications
1.1 Wireless Communications
The era of wireless communications began with Marconi’s pioneering discoveries in radio communica-
tions. Since then it has played an important role in society, wealth-creation as well as in the telecom-
munication sector in particular. Wireless communications encompasses diverse types of ﬁxed, mobile,
and portable two-way radios, cellular telephones, personal digital assistants, and wireless network-
ing. The International Telecommunication Union (ITU) estimated that the penetration of telephone
subscribers will have reached 67 per 100 inhabitants across the globe by the end of 2010 [9]. The
TeleGeography’s GlobalComms Database showed a record increase of 196 million mobile subscribers
globally in the fourth quarter of 2010, surpassing the record of nearly 190 million new subscribers
set at the same time of 2007. The total number of mobile subscribers stood at over 5.3 billions in
2010, an increase of almost 690 million compared to the year before [9,10]. Other types of wireless
communications, such as WiFi, WiMAX, bluetooth, etc., have also developed intensively during the
past two decades.
A mobile communication system consists of radio transmitters and receivers communicating over
the wireless channel. In the transmitter, the source information, including analogue signals such as
voice, or digital signals, such as binary data, is ﬁrst encoded by the source encoder, which typically
uses fewer digital bits to represent the original signal. Then, the channel encoder attaches redundant
bits to the source encoded sequence for the sake of correcting errors imposed by the propagation
environments. Then the modulator turns the encoded sequences into a suitable intermediate passband
waveform for transmission. In order to transmit the signal to a distant destination, the intermediate
passband waveform is further converted to the radio frequency, before being passed to the transmit
antenna. When travelling through the wireless channel, the signal will be corrupted by the channel’s
fading, noise and interference. The radio frequency signal received at the receiver is converted and
demodulated to the baseband signal. After error detection and/or correction, the signal is passed to
the source decoder to recover the original signal, such as the voice, video signal or binary data. The
block diagram of a typical wireless communication system is portrayed in Fig. 1.2.
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Figure 1.1: The penetration of the global ICT developments during the period 2000-2010 ( c °ITU
World Telecommunication/ICT Indicators database [9], p.1).
1.1.1 Wireless Channel
The communications channels play an important role in predetermining the attainable performance
of every communication system. Understanding the channel characteristics facilitates the design of
eﬃcient communication systems. Therefore, in this section we will study the characteristics of various
channel models as well as standardized channels, which are extensively employed by the research and
industrial communities.
When simulating a communication link, a model of the channel’s behaviour is required, which
typically consist of three components: the path-induced attenuation, the log-normal shadow fading
and the multipath fading. If the transmit signal is x(t), then the received signal y(t) may be modelled
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as
y(t) = h(t) ∗ x(t), (1.1)
where h(t) represents the Channel Impulse Response (CIR), with each tap obeying a speciﬁc distri-
bution and ∗ denotes the convolution.
1.1.1.1 Gaussian Channel
The ubiquitous Additive White Gaussian Noise (AWGN) represents the simplest type of Light-of-
Sight (LOS) radio channels. The noise imposed by the channel is assumed to have a constant power
spectral density over the channel bandwidth and a Gaussian amplitude distribution given by [11]
f(x) =
1
σ
√
2π
e−(x−µ)2/(2σ2), (1.2)
where µ represents the mean value, while σ2 denotes the variance of the variable x.
The Gaussian channel is a typical model for many satellite and deep space communication links.
It is not a generally suitable model for terrestrial radio links imposing multipath propagation, fading,
interference, etc. However, again in micro-cells having a LOS with no multipath propagation, the
AWGN channel model may be applicable. Even when multipath propagation exists but the Mobile
Station (MS) is stationary and there is no other moving objects, the mobile channel may still be
considered to be Gaussian with a path loss representing the eﬀects of fading.
1.1.1.2 Fading Channel
1. Rayleigh Fading Channels: The Rayleigh fading channel is often used to model dense scat-
tering environments, such as built-up urban areas where the radio signals reach the receiver
via multiple paths. If each multipath component is received independently at the receiver, the
Probability Distribution Function (PDF) of its envelope will follow the Rayleigh distribution
given by [11]
f(x) =
(
x
σ2exp
³
− x2
2σ2
´
: 0 ≤ x < ∞
0 : x < 0
, (1.3)
where σ is the root mean square of the received signal before envelope detection and σ2 is the
time-averaged power of the received signal before envelope detection.
2. Ricean Fading Channel: When a strong LoS-path is dominant among the multiple paths
arriving at the receiver, the Ricean fading channel may be more suitable than the Rayleigh
channel, which has a PDF given by [12]
f(x) =
(
x
σ2exp
³
− x2+ν2
2σ2
´
I0
³
xν
σ2
´
: 0 ≤ x < ∞
0 : x < 0
, (1.4)
where ν denotes the peak amplitude of the dominant LOS signal and I0(·) represents the modiﬁed
zero-order Bessel function of the ﬁrst kind.1.1.1. Wireless Channel 4
The Ricean PDF is often described in terms of the parameter K, which is the ratio between
the power in the direct LoS path and the other scattered paths, yielding K = ν2/σ2. Note that
when K = 0, the channel becomes Rayleigh, whereas if K = ∞, the channel is Gaussian.
3. Flat-Fading and Frequency-Selective-Fading Channels:
• Due to the eﬀects of multipath propagation caused by the reﬂections of radio signals from
the surrounding objects, the frequency components of a wideband received signal experience
diﬀerent attenuations and/or phase changes. This eﬀect is typically termed as ‘frequency-
selective fading’.
• When the transmitters and/or receivers roam around in the network, the radio channel
imposes time-varying attenuations on the individual multipath components, i.e. on the
CIR taps. This eﬀect is generally termed as ‘time-selective fading’.
• For a simple scenario, where all individual frequency components are attenuated by the
same amount, the channel is referred to as ‘ﬂat fading’.
4. Slow- and Fast-Fading Channels: Each fading channel may be characterized by the so-called
coherence time, which characterises the time-varying nature of the channel’s frequency dispersion
in the time domain. More simply, it is deﬁned as the minimum time-domain, over which the
fading envelope remains fairly correlated, or - synonymously - time required for the magnitude
change between the two consecutive instants of the channel to become uncorrelated.
The mobility of a user roaming in the network imposes a Doppler-induced frequency change on
the signal, resulting in a frequency shift, generally known as the Doppler shift. The signal com-
ponents travelling in diﬀerent paths may have diﬀerent Doppler shifts. The diﬀerence between
the Doppler shifts is deﬁned as the Doppler spread. In general, the coherence time is deﬁned as
the reciprocal of the maximum Doppler spread, approximately expressed as
Tc ∼
1
BD
, (1.5)
where Tc is the coherence time and BD is the maximum Doppler spread. Depending on the
relationship between the channel’s coherence time Tc and the signal’s coherence time Ts, the
channel may be categorized as ‘slow-fading’ or ‘fast-fading’.
• Slow-fading: occurs when the symbol-durations is equivalently lower than the channel’s
coherence time, or Ts << Tc.
• Fast-fading: occurs when the channel’s envelope ﬂuctuates rapidly during a single complex
envelope symbol period, i.e. we have Ts > Tc. In case of extremely rapid fading the
channel’s consecutive samples become uncorrelated, hence this channel may be referred to
as an uncorrelated fading channel.
To reﬂect the rate of change in the channel, the so-called (maximum) Doppler frequency fD is
speciﬁed based on the velocity v of the MS and the carrier frequency fc as
fD =
v
λ
=
vfc
c
, (1.6)
where λ denotes the wavelength, while c represents the speed of light.1.1.2. Wireless Communications Systems 5
In order to evaluate the eﬀects of fading imposed on diﬀerent systems under fair conditions,
where the systems might have diﬀerent symbol-durations, the normalized Doppler frequency FD
may be employed, which is expressed as
FD = fD · Ts. (1.7)
1.1.1.3 Standardized Wireless Channel Models
In order to simulate practical wireless channels, a number of channels were standardized, such as for
example,
1. ITU Channel Model: The ITU-Recommendation M.1225 channel speciﬁes a model [13], which
is a measurement based channel model proposed for the 3GPP WCDMA system. The recommen-
dation speciﬁes three diﬀerent test environments: Indoor oﬃce, outdoor-to-indoor or pedestrian
and vehicular - high antenna scenarios. Since the delay spread may vary signiﬁcantly, the rec-
ommendation speciﬁes two diﬀerent delay spreads for each test environment: low delay spread
(A), and medium delay spread (B), resulting in six channels models. Each of the models has a
multipath tap delay proﬁle, which is speciﬁed in Tables 1.1-1.3 of Appendix I.1.
2. COST-207 Channel Model: The COST-207 [13] models are capable of characterising diverse
typical propagation environments, which may be classiﬁed into rural area (Rural Area - RA),
areas typical for cities and suburbs (Typical Urban - TU), densely built-up urban areas imposing
hostile propagation conditions (Bad Urban - BU), and for hilly terrains (Hilly Terrain - HT).
For example, a number of COST-207 channel models are shown in Table 1.4 of Appendix I.2.
3. COST-259 Channel Model: The COST-259 models [14,15] were proposed in order to replace
the older models such as ITU-R and COST-207, which were characteristic of narrowband systems
or the power delay proﬁles of the second-generation digital wideband systems. The COST-
259 recommendations set out to develop channel models, which allowed researchers to generate
simulation results that were in good agreement with measurements, while exhibiting consistency,
simplicity as well as completeness. The COST-259 models were categorized for macro-cells,
micro-cells and pico-cells, each of which includes further sub-categories. For example, a number
of COST-259 channel models are shown in Table 1.5 of Appendix I.3.
1.1.2 Wireless Communications Systems
1.1.2.1 Cellular Mobile Technologies
The ﬁrst-generation mobile communications network (1G) used analogue frequency modulation and
was limited to voice only services. One of the ﬁrst 1G networks was launched in 1979 by the Nippon
Telegraph and Telephone (NTT) corporation in Japan. It was followed by a number of other systems,
such as the Nordic Mobile Telephone (NMT) system in the Northern European countries, the Advanced
Mobile Phone System (AMPS) used in North America and Australia, and so on.
The second-generation mobile communications network (2G), marked by the launch of the Global
System for Mobile (GSM) communications [16], employed digital technology instead of its analogue1.1.2. Wireless Communications Systems 6
1G counterpart, resulting in a higher capacity and better voice quality. Owing to the employment
of digital technology, the 2G systems are also capable of supporting data services, such as the Short
Message Service (SMS) and Electronic Mail Service (Email), as well as enhancing their information
security. The 2G systems are widely deployed. The GSM system [11] employs Time Division Multiple
Access (TDMA) to separate users, while the Code Division Multiple Access (CDMA) distinguishes
users by employing direct-sequence CDMA in combination with Phase Shift Keying (PSK) modulation
and channel coding.
The 2G systems also include several evolutionary successors. For example, the employment of
High-Speed Circuit-Switched Data provides higher data rates for circuit-switched services by reserving
several time slots in each TDMA frame. The Generic Packet Radio Service (GPRS) [17] increases
the peak data rate up to 140 kbps, when users occupy all time slots. Furthermore, the system known
as the Enhanced Data rate for GSM Evolution (EDGE) system [18] oﬀers a peak data rate of up to
384 kbps owing to employing high-level adaptive modulation and coding.
The 2G systems were succeded by the third-generation systems (3G) in early 2000s [19]. Along
with the voice and data services of the 2G systems, the 3G systems additionally support mobile
Internet access, video calls as well as mobile TV. The ﬁrst 3G standard, which was the direct succesor
of the GSM system, was referred to as Universal Mobile Telecommunications System (UMTS) [20]
by the 3GPP in 2001, where the air interfaces options include Wideband CDMA (WCDMA) using a
5 MHz bandwidth, Time Division CDMA (TD-CDMA) and Time Division Synchronous CDMA (TD-
SCDMA) [20]. The cdma-2000 system [21] using a 1.25 MHz bandwidth represents a further evolution
of the classic CDMA principle.
The cdma-2000 system further evolved into the cdma-2000 1xEV-DO [22] arrangement by intro-
ducing the high rate packet data mode, which is capable of enabling a high data rate beyond 2 Mbps
and relies on packet-switched techniques. The WCDMA concept evolved further by the introduction
of the High-Speed Downlink Packet Access (HSDPA) in 2001 and then the High-Speed Uplink Packet
Access (HSUPA) in 2005, that provided higher data speed rates up to 13 Mbps. The combination of
HSDPA and HSUPA is known as HSPA at the time of writing [19]. By employing Multiple-Input-
Multiple-Output (MIMO) techniques [23] combined with high-order modulation such as 16-QAM,
HSPA further evolved into HSPA+ [23], that is capable of supporting peak data rates up to 84 Mbps
in the downlink and 22 Mbps in the uplink per 5 MHz carrier.
More recently, the Long Term Evolution (LTE) standard [24] was ratiﬁed and is being rolled out at
the time of writing. LTE is an all-IP based network architecture, utilizing cutting-edge hardware and
digital signal processing techniques, such as MIMO, Orthogonal Frequency Division Multiple (OFDM)
and so on. LTE is capable of supporting multiple bandwidths ranging from 1.4 MHz to 20 MHz, with
a downlink peak data rate of at least 100 Mbps and uplink peak rates of at least 50 Mbps. The LTE
system is often referred to the 3.9G arrangement.
The 2G and 3G systems may be expected to be replaced by the fourth-generation (4G) system,
which is expected to provide a comprehensive and secure all-IP based mobile broadband solution to
laptop computer based wireless modems, smart-phones and other mobile devices. The target of the
4G systems is to provide a peak data rate of up to 100 Mbps for high-mobility communication (such
as from trains and cars) and up to 1 Gbps for low-mobility communication (such as pedestrians and1.1.2. Wireless Communications Systems 7
stationary users).
1.1.2.2 Other Broadband Wireless Technologies
The so-called Wireless Fidelity (WiFi) system [25] provides another solution for broadband wireless
access. The popular WiFi standards are based on the IEEE 802.11 family of standards [26, 27],
employed primarily for Wireless Local Area Networking (WLAN). The 802.11a/b/g WiFi system
operates in the unlicensed carrier bands of 2.4GHz and 5 GHz, supporting a peak data rate of 54 Mbps
for both indoor and outdoor coverage over a range of a few hundred meters. Therefore, they can create
a wireless communication infrastructure for small coverage areas such as an enterprise, an airport
or hotel networks. Due to employing a simple so-called Carrier Sense Multiple Access scheme and
operating in unlicensed carrier bands, the performance of WiFi is limited to small areas and low-speed
mobility.
In order to overcome the constraints of the WiFi network, the Worldwide Interoperability for Mi-
crowave Access (WiMAX) system speciﬁed by the IEEE 802.16 standard [28] was developed for Wire-
less Metropolitan Area Networks (WMAN). WiMAX employs advanced communication techniques,
such as Adaptive Modulation and Coding (AMC), Hybrid Automatic Repeat reQuest (H-ARQ), fast
packet scheduling and bandwidth eﬃcient handovers. Therefore, it is capable of oﬀering peak data
rates of up to 1 Gbps. Mobile WiMAX, an evolution of WiMAX based on the IEEE 802.16e stan-
dard [29], is capable of supporting both ﬁxed and mobile applications, while improving the users’
integrity, throughput and mobility.
The evolution of wireless standards is illustrated in Fig. 1.8.
Figure 1.3: The evolution of wireless standards ( c °Ali-Yahiya [30], p.3).1.1.3. Co-located and Cooperative MIMO Systems 8
1.1.3 Co-located and Cooperative MIMO Systems
1.1.3.1 Co-located MIMO Systems
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Figure 1.4: A typical MIMO communication.
In radio frequency communications, the term ‘Multiple-Input-Multiple-Output’ (MIMO) indicates
the employment of multiple antennas at both the transmitter and receiver for the sake of improving the
attainable performance. In a MIMO system, as seen in Fig. 1.4, the transmit signals are preprocessed
and then sent simultaneously using several transmit antennas, before being separated at the receiver
with the aid of advanced algorithms. The principle of MIMO communications oﬀers the following
advantages:
• Increasing the data throughput (more bits per second per Hertz of bandwidth) since multiple
symbols are transmitted at the same time.
• Providing an improved transmission quality, since the fading eﬀects are reduced by the diversity
gain attained.
• Extending the network’s coverage as a beneﬁt of higher-signal-quality reception.
• Improving the user position estimation with the aid of the reference arriving from various paths
at an improved signal quality.
Despite its advantages, MIMO systems also have their disadvantages, namely:
• Increasing the system’s complexity, since more components as well as advanced processing algo-
rithms are required for separating the desired signals.
• Increasing the physical dimension of mobile devices, because a signiﬁcant distance has to be
maintained between the antenna elements, in order to guarantee the independent fading of the
transmitted signals of each antenna.
MIMOs may be divided into three main categories, as follows:
• Beamforming: In wireless transmissions the transmitted signals propagate via several paths and
hence arrive at the receiver from diﬀerent directions. If the directions of the propagation paths1.1.3. Co-located and Cooperative MIMO Systems 9
are known at the transmitter or receiver, beamforming techniques may be employed in order to
form a directional beam pattern towards a speciﬁed antenna. In other words, the signal is emitted
from each of the transmit antennas with appropriate phase (and sometimes gain) weighting, so
that the transmitted signal power is maximized in the direction of the receiver, while less power is
wasted in other directions. Hence, signiﬁcant SNR gains, which are also termed as ‘array gains’,
can be achieved in comparison to a single-antenna aided system. Additionally, beamforming is
capable of reducing the co-channel interference or multi-user interference, since the transmitted
signal’s beam is directed towards the desired receiver, rather than interfering with others.
• Spatial multiplexing: In spatial multiplexing the source bit sequence is split into Nt sequences,
which are processed and transmitted simultaneously from Nt antennas using the same frequency.
At the receiver, interference cancelation is employed for separating the transmitted sequences.
Spatial multiplexing is a powerful technique of increasing the attainable channel capacity at
higher SNRs, which may be employed both with and without the knowledge of the channel of
each antenna element.
• Diversity-oriented MIMOs: In transmit diversity arrangements the transmitted signal is pro-
cessed by space-time coding and then transmitted from multiple antennas. An SNR gain, also
known as diversity gain, may be achieved by exploiting the independent fading of the multiple
antenna links.
Owing to these properties, MIMOs constitute an important part of wireless communication stan-
dards, such as IEEE 802.11n (WiFi), 3GPP LTE, WiMAX as well as the forthcoming 4G scheme. In
this thesis the classic MIMO systems are employed, where multiple transmit and/or receive antennas
are invoked at a speciﬁc transmitter and/or receiver. These arrangements may be referred to as MI-
MOs having co-located elements, in order to distinguish them from the family of distributed MIMOs,
also known as ‘cooperative’ MIMOs. The scenario of cooperating distributed antenna elements will
be detailed in Section 1.1.3.2, where the transmit and/or receive antennas may belong to diﬀerent
transmitters and/or receivers.
1.1.3.2 Cooperative MIMO Systems
As mentioned in Section 1.1.3.1, MIMO techniques require a substantial spacing amongst the antennas
to achieve the maximum attainable diversity gains. This requirement makes the employment of MIMOs
in compact mobile handsets impractical. Cooperative MIMO communications, which allow single-
antenna aided mobiles to reap some of the beneﬁts of MIMO systems, emerges as a solution. The
basic idea is that single-antenna aided mobiles operating in a multi-user scenario can “share” their
antennas in a manner that creates a virtual MIMO system. The cooperative arrangements allow
the system to approach the maximum attainable diversity gain as well as the multiplexing gain of
co-located MIMOs. However, to achieve the potential beneﬁts of co-located MIMOs, the cooperative
MIMOs have to address a range of challenges, such as the throughput loss of the cooperating mobiles,
the increased interference in the network, cooperating partner assignment and hand-overs, fairness of
the system, etc.
The technical description and historic evolution of both co-located and cooperative MIMOs will1.2. Hybrid Automatic-Repeat-reQuest Protocol 10
be detailed in Chapter 2.
1.2 Hybrid Automatic-Repeat-reQuest Protocol
1.2.1 ARQ Protocol
The Automatic-Repeat-reQuest (ARQ) protocol [31] constitutes a beneﬁcial error-control method
conceived for data communication over hostile channels. Its operation relies on both packet acknowl-
edgement and time-out mechanisms. More particularly, if an acknowledgement from the receiver does
not reach the transmitter before the elapse of its time-out period, the packet will be retransmitted
until an acknowledgement is received or the predeﬁned number of retransmissions has been exhausted.
There are three main types of the ARQ protocol, including:
• Stop-and-wait ARQ: In this type, the transmitter sends one packet at a time and waits for
the acknowledgement. If the acknowledgement is received, a new packet will be transmitted.
Otherwise, a retransmission is activated.
• Go-Back-N ARQ: The transmitter continuously sends a number of packets speciﬁed by a window
size of N. The receiver will observe the packet index. If a packet’s index is not as expected, a
negative acknowledgement will be returned to the transmitter, which contains this index and all
the following packets will be ignored. The transmitter will retransmit the packets, commencing
from the most recent positively acknowledged packet. If the acknowledgement is missing, all the
packets belonging to the speciﬁc window size will be retransmitted.
• Selective Repeat ARQ: Unlike the Go-Back-N ARQ, this type will continue to process the packets
after the expected packet index, which was missing. As a result, only the speciﬁc packets, which
are missing or corrupted, are retransmitted.
1.2.2 H-ARQ Protocol
In order to improve the achievable ARQ eﬃciency in wireless channels, the ARQ protocol is usually
combined with Forward Error Correcting (FEC) and detection codes. This combination is known as
the Hybrid-ARQ (H-ARQ) protocol. This technique was introduced in the 1960s by Wozencraft and
Horstein [31,32], for both error detection and error correction combined with retransmission requests.
If the channel quality is suﬃciently good and all transmission errors are correctable, the receiver
will request a new packet’s transmission. On the other hand, if not all transmission errors may be
corrected at the receiver, the received coded data block is rejected and a retransmission is requested by
the receiver, similar to basic ARQ philosophy [33]. This system is now known as the Type-I H-ARQ.
An improved version of this system, known as the Type-II H-ARQ, was invented by Lin and Yu [34],
which was then modiﬁed in [35]. In the Type-II H-ARQ system, the transmitter sends additional parity
bits to the receiver instead of simply retransmitting the original packet, when a retransmission request
is issued. If packet still cannot be correctly decoded, the consecutive transmissions may provide further
parity information [33].1.3. Outline of the Thesis and Novel Contributions 11
Naturally, the combination of FEC codes and the classic ARQ protocol is capable of improving
the achievable throughput and of reducing the number of retransmissions, hence the delay. Type-I
H-ARQ typically suﬀers from a throughput loss due to rejecting erroneous packets, which may be
partially recoverable. By contrast, Type-II H-ARQ does not, because only additional parity bits are
transmitted and combined with subsequent transmissions attempts in order to improve the probability
of error-free detection. Under favourable propagation conditions, Type-II H-ARQ performs as well as
standard ARQ in terms of its throughput. By contrast, in poor signal conditions, Type-II H-ARQ
performs as well as standard FEC dispensing with retransmissions.
Diverse FEC schemes may be employed in H-ARQ systems. In the early stages of development,
simple channel codes, such as Golay codes or the Reed-Solomon (ReS) codes were combined with
ARQ. The development of further advanced codes such as Turbo Codes [36] or Low Density Parity
Check (LDPC) [37] rendered H-ARQ schemes more attractive in terms of improving the system’s
eﬃciency. More recently, the family of rateless codes, which are powerful erasure-ﬁlling codes, includ-
ing Luby Transform (LT) codes [38] and Raptor codes [39] were also employed in H-ARQ systems
for transmission over wireless networks. The H-ARQ principle is widely employed in contemporary
communication systems, such as the UMTS and the 3GPP LTE standards [19] or in the IEEE 802.16
mobile WiMAX systems [29].
1.3 Outline of the Thesis and Novel Contributions
1.3.1 Outline of the Thesis
In this thesis, the performance of H-ARQ systems will be investigated in the context of cooperative
wireless communications networks. First, the family of MIMO techniques is reviewed brieﬂy in Chap-
ter 2 in order to understand their advantages as well as disadvantages when employed in practical
systems. A range of recent cooperative communication techniques will also be detailed and catego-
rized in this chapter. In Chapter 3, systems utilizing coherent detection will be studied in order to
evaluate the potential performance beneﬁts of an H-ARQ system in cooperative environments. We
will demonstrate that apart from their beneﬁcial diversity gain, cooperative schemes are also capable
of improving both the achievable throughput and power eﬃciency. Chapter 4 analyses the impact of
channel estimation (CE) accuracy on coherent detection aided H-ARQ schemes, using FEC coding for
transmission over both the conventional direct transmission aided and cooperative communication net-
works, since naturally, perfect CE is not possible in practical systems. Furthermore, in order to avoid
the detrimental eﬀects of channel estimation errors in coherent detection aided schemes, non-coherent
detection schemes combined with H-ARQ are also investigated in Chapter 5. Our comparisons be-
tween the coherent and non-coherent detection arrangements are also included in Chapter 5. Finally,
our conclusions and future research suggestions are oﬀered in Chapter 6. The organization of the
thesis is summarized in Fig. 1.5 and detailed as follows:
• Chapter 2: Multiple-Input-Multiple-Output Systems Using Co-located and Dis-
tributed Antenna Elements
– In this chapter the well-known transmit and receive diversity based MIMO techniques will1.3.1. Outline of the Thesis 12
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be reviewed in Sections 2.2.1-2.2.3. They are followed by the introduction of the novel
Space-Time-Frequency Shift Keying (STFSK) concept, where a beneﬁcial diversity gain
may be gleaned from three diﬀerent domains, namely the Space-, Time- and Frequency-
Domain (SD, TD, FD) in Section 2.2.4. In Section 2.2.4.4 we propose the soft-output
STFSK demapper concept, which is a crucial element conceived for supporting iterative
detection, while the decoding complexity of both soft- and hard-detections is considered in
Section 2.2.4.7. Furthermore, the performance of the proposed STFSK scheme is detailed
in Section 2.2.4.9. More particularly, STFSK is ﬁrst investigated in single-user interference-
limited environments. Then the philosophy of STFSK is developed into a multi-user, multi-
cell Slow Frequency Hopping Multiple Access (SFHMA) system in order to investigate the
eﬀects of these techniques on the performance of the holistically optimized system. The
proposed system’s area spectral eﬃciency is investigated in various cellular frequency reuse
structures. Additionally, it is compared to both classic Gaussian Minimum Shift Keying
(GMSK) aided SFHMA as well as to GMSK assisted Time Division/ Frequency Division
Multiple Access (TD/FDMA). The more sophisticated third-generation WCDMA and the
LTE systems are also included in our comparisons.
– Apart from co-located MIMO elements, we also introduced the concept of cooperative
communications in Section 2.3. The most popular cooperation techniques are described in
Section 2.3.2, while the class of cooperative protocols will be detailed in Section 2.3.3. In
Section 2.3.4 a number of performance results are provided, where both uncoded and dis-
tributed space-time coded systems are considered. We will demonstrate in Section 2.3.4 that
the employment of MIMO techniques in cooperative wireless networks achieves diversity
and/or multiplexing gains, as in the traditional co-located MIMO systems, but these bene-
ﬁts are oﬀset by the throughput-reduction imposed by invoking some of the time/frequency
slots for cooperation.
• Chapter 3: Coherent Detection for H-ARQ Aided Cooperative Wireless Communi-
cations
– In this chapter we combine the advantages of cooperative wireless networks with those of
H-ARQ systems employing coherent detection, where perfect CSI is assumed to be available
at the receivers. We commence in Section 3.2 by investigating the attainable performance
of cooperative ARQ solutions in both uncorrelated and correlated fading channels, where a
novel relay-switching regime is proposed for mitigating the detrimental eﬀects of correlated
fading without unduly increasing the system’s complexity and delay. In Section 3.2.5 we
demonstrate that the proposed relay-switching scheme not only improves the system’s BER
and FER performance, but additionally reduces the number of retransmission. Hence, this
proposal may reduce the transmit power, delay as well as interference imposed, despite
increasing the achievable throughput. Furthermore, in Section 3.3 a novel relay-switching
regime is proposed and intrinsically amalgamated with turbo coded H-ARQ schemes for
achieving further improvements. In this relay-switching turbo coded H-ARQ regime the
so-called Selective-Segment-Repeat (SSR) [23] technique is employed for transmission over
fading channels.
– We continue in Section 3.4 by studying H-ARQ systems employing Systematic Luby Trans-1.3.1. Outline of the Thesis 14
form codes (SLT) [38, 40], which constitute a family of rateless codes in the context of
cooperative wireless networks. First, in Section 3.4.1 we conceive a novel system based
on the concatenation of SLT codes and 16-QAM, where the decoder and the demodulator
iteratively exchange extrinsic information. We will demonstrate in Section 3.4.4 that the ar-
rangement advocated is capable of providing a signiﬁcant coding gain for transmission over
Rayleigh fading channels compared to the system, where the SLT coding scheme and the
demodulator operate independently. Moreover, a sophisticated H-ARQ aided SLT coded
16-QAM scheme using iterative detection is introduced in a relay-aided wireless network.
The proposed scheme provides an increased spatial diversity gain for the signals received at
the destination. As a result, the achievable Bit Error Ratio (BER) performance is enhanced.
Additionally, in Section 3.4.4 we investigate the best transmit power sharing between the
source and the relay stations and determine the best location for both AF and DF relaying
schemes. Furthermore, we introduce an ‘actively-cooperative’ SLT coded 16-QAM aided
H-ARQ scheme in Section 3.4.2 in order to reduce the number of incremental redundancy
transmissions required. This arrangement may reduce the system’s total transmit power
as well as may increase the attainable throughput, as detailed in Section 3.4.4. Analytical
expressions are provided in Section 3.4.3 for characterizing the system.
• Chapter 4: Imperfect Coherent Detection for H-ARQ Aided Cooperative Wireless
Communications
– Direct Communications Systems: In Section 4.2 the associated goodput equation is derived
based on the achievable throughput and the accepted packet error ratio (APER). Owing
to the dependence of both the throughput and the APER on the CE, we demonstrate in
Section 4.2.3.1 that the goodput also varies in accordance with the CE. Thus, the accuracy
of the CE has an important role in determining the achievable goodput. The Mean Square
Error (MSE) of the channel estimates is utilized as a quality metric. Moreover, it is plausible
that the channel estimates’ accuracy depends on the energy of pilot symbols. Thus, a power
sharing between the uncoded pilot and coded data bits will be proposed in Section 4.2.3.2
in order to maximize the system’s goodput. The results of Section 4.2.4 will quantify the
impact of CE accuracy on the ReS/H-ARQ systems’ performance.
– Cooperative Communications Systems: The investigations cast in the context of direct com-
munications systems in Section 4.2 will be further developed to cooperative communication
networks in Section 4.3. The proposed system will then be studied in the context of both
AF and DF relaying networks, where the beneﬁts of multiple cooperative stations will also
be quantiﬁed. Similar to direct communication systems, the corresponding bit error prob-
ability and goodput will be characterized in Section 4.3.2 in order to theoretically evaluate
the entire system’s performance. The eﬀects of several components on the CE accuracy
will also be considered. Furthermore, the results of Section 4.3.3 will be employed to ﬁnd
optimal solutions both for minimizing the BEP and for maximizing the system’s attainable
goodput. Finally, both relay-position selection and source-relay power allocation arrange-
ments will be suggested, based on the procedures of Section 4.3.3, in order to maximize the
overall achievable performance.
• Chapter 5: Non-coherent Detection for H-ARQ Aided Cooperative Wireless Com-1.3.2. Novel Contributions 15
munications
– In order to avoid channel estimation, non-coherent detection schemes will be proposed for
H-ARQ systems in this chapter. The ﬁrst non-coherent detection technique studied in
Section 5.2 is based on classic Diﬀerential Phase Shift Keying (DBPSK), where both the
single-symbol and multiple-symbol diﬀerential detection are compared. These investigations
are followed by the comparison of both perfect and imperfect channel estimation aided, as
well as of non-coherent detection assisted schemes in Section 5.2.3.
– Furthermore, non-coherent FSK aided H-ARQ arrangements are proposed in Section 5.3.
In this section, we propose and characterize a ReS coded SFH M-FSK system, which
is subjected to both partial-band interference and Rayleigh fading in the context of a
cooperative wireless network. An Erasure Insertion (EI) scheme conceived for error-and-
erasure ReS decoding based on the joint Maximum Output - Ratio Threshold Test (MO-
RTT) technique will be invoked. In Section 5.3.1.3 the related decision statistics will be
analysed and the corresponding analytical expressions of the ReS codeword error probability
as well as of the bit error ratio (BER) of error-and-erasure decoding will be derived. The
performance of our relay-aided ReS coded SFH M-FSK system using EI techniques will
be characterized in Section 5.3.1.4. Moreover, we compare the attainable performance
of the proposed ReS coded system to that of convolutional codes and LDPC codes [37],
both of which support eﬃcient iterative detection at the cost of relying on sophisticated
transceiver designs. As a further study, in Section 5.3.2 non-coherent FSK is combined with
convolutional coding in order to carry out iterative detection in the context of cooperative
wireless communications.
– Finally, in order to mitigate the throughput loss imposed by the cooperative phase of
relaying networks, in Section 5.4 we propose a novel system design based on diﬀerential
space-time-block codes [41] and cooperative H-ARQ. The system design and its analysis
are detailed in Section 5.4.1.2, while its performance is characterized in Section 5.4.1.3.
• Chapter 6: Conclusions and Future Research
The last chapter includes summaries and conclusions on the main ﬁndings of this thesis. They
are followed by a number of suggestions for my future research.
1.3.2 Novel Contributions
The thesis is based on 8 publications and 4 submitted papers, which [1–8,42–45] cover the following
novel aspects.
• In Section 2.2.4 the novel STFSK concept [5] is proposed, where a beneﬁcial diversity gain may be
gleaned from three diﬀerent domains, namely the SD, the TD, and the FD. This scheme is capable
of striking a ﬂexible diversity versus multiplexing tradeoﬀ, while reducing the eﬀects of both inter-
channel interference as well as of inter-symbol interference. The design also includes the soft-
output STFSK demodulator conceived for iterative detection in Section 2.2.4.4. Furthermore,
the decoding complexity of both the hard- and soft-decision aided STFSK demodulator is derived
in Section 2.2.4.7, followed by its detailed performance characterization in Section 2.2.4.9 [44].1.3.2. Novel Contributions 16
• In Section 2.2.4.9 the STFSK concept is further developed into a multi-user, multi-cell SFHMA
system in order to investigate the eﬀects of these techniques on the performance of the holistically
optimized system. The resultant system is compared to standardized wireless communication
systems, such as the GSM, the WCDMA and the LTE systems [43,45].
• In order to mitigate the detrimental eﬀects of correlated fading without unduly increasing the
system’s complexity and delay, in Section 3.3 a novel relay-switching regime is proposed and
intrinsically amalgamated with turbo coded H-ARQ schemes for the sake of achieving additional
improvements. Furthermore, this turbo coded relay-switching H-ARQ scheme is combined with
the SSR [23] technique for the sake of exploiting the block-error characteristics of turbo codes,
when communicating over fading channels. This arrangement improves both the attainable BER
as well as FER performance, while reducing the number of retransmissions. Hence, the overall
system throughput is improved [7].
• In Section 3.4 we conceive a novel system based on the concatenation of SLT codes and 16-
QAM [2,4,6], where the decoder and the demodulator iteratively exchange extrinsic information,
as detailed in Section 3.4.1. As demonstrated in Section 3.4.4, the arrangement is capable
of providing a signiﬁcant coding gain for transmission over Rayleigh fading channels over the
system, where the SLT coding scheme and the demodulator operate independently. Moreover, a
sophisticated H-ARQ aided SLT coded 16-QAM scheme using iterative detection is introduced
in our relay-aided wireless network, where the best transmit power sharing regime between the
source and the relay stations as well as the best location of both AF and DF relays is identiﬁed
as part of a novel resource allocation regime. Furthermore, we proposed an ‘actively-cooperative’
SLT coded 16-QAM aided H-ARQ scheme in Section 3.4.2 in order to reduce the system’s total
transmit power, while increasing the attainable throughput.
• In Section 4.2 we conceived a frame work for analysing the impact of imperfect CSI on a H-ARQ
scheme. In particular, both the goodput and the APER are derived in Section 4.2.3.1 based on
the MSE of channel estimation. Moreover, a power-sharing regime between the uncoded pilots
and the coded data bits will be proposed in Section 4.2.3.2 in order to maximize the system’s
goodput [1].
• Based on the process proposed for the conventional direct communication based systems, the
impact of imperfect CSI on a relay-aided H-ARQ scheme [7] is investigated in Section 4.3. The
proposed system is considered in the context of both AF and DF relaying networks, where the
eﬀects of multiple cooperating stations are also studied. Similarly, the goodput and the APER
are characterized in Section 4.3.2 based on the MSE of channel estimation. These investigations
recommend optimal solutions both for minimizing the BEP and for maximizing the system’s
attainable goodput. Additionally, both relay-position selection and source-relay power allocation
arrangements are found in Section 4.3.3, in order to maximize the achievable performance.
• In Section 5.3.1, we propose and characterize a ReS coded SFH M-FSK system, which is sub-
jected to both partial-band interference/jamming and to Rayleigh fading in the context of our
cooperative network [8,42]. An EI scheme conceived for error-and-erasure ReS decoding based
on the joint MO-RTT technique is invoked. The related decision statistics are analysed and1.4. Chapter Summary 17
the corresponding analytical expressions of the ReS codeword error probability as well as of the
BER is derived in Section 5.3.1.3.
• We propose a novel system design based on diﬀerential space-time-block codes [41] and co-
operative H-ARQ in Section 5.4. This arrangement only invokes retransmissions during the
cooperation phase, instead of splitting the original single timeslot into two phases, as in tradi-
tional cooperation. Moreover, the initial transmission is also exploited as one of the components
of the STBC. As a result, the proposed scheme may signiﬁcantly improve the system’s overall
performance in terms of the BER and FER performance as well as the throughput.
1.4 Chapter Summary
In this chapter we provided an overview of wireless communications systems. Initially, simple wire-
less channels, including both theoretical models and standardized channels, were introduced in Sec-
tion 1.1.1 in order to review their characteristics, which have signiﬁcant eﬀects on the attainable
performance of wireless systems. Then the well-known wireless standards and their historic evolu-
tion was reviewed in Section 1.1.2. Section 1.1.3 brieﬂy discussed both co-located and distributed
MIMO elements and their beneﬁts. Furthermore, the ARQ and H-ARQ protocols were introduced in
Section 1.2. Finally, Section 1.3 provided the outline of the thesis and its novel contributions.1.4. Chapter Summary 18
Appendix I.
I.1. ITU Channel Models
Table 1.1: ITU channel model for indoor oﬃce
Tap Channel A Channel B
Relative Delay (ns) Average Power (dB) Relative Delay (ns) Average Power (dB)
1 0 0 0 0
2 50 -3.0 100 -3.6
3 110 -10.0 200 -7.2
4 170 -18.0 300 -10.8
5 290 -26.0 500 -18.0
6 310 -32.0 700 -25.2
Table 1.2: ITU channel model for outdoor to indoor and pedestrian test environment
Tap Channel A Channel B
Relative Delay (ns) Average Power (dB) Relative Delay (ns) Average Power (dB)
1 0 0 0 0
2 110 -9.7 200 -0.9
3 190 -19.2 800 -4.9
4 410 -22.8 1200 -8.0
5 - - 2300 -7.8
6 - - 3700 -23.9
Table 1.3: ITU channel model for vehicular test environment
Tap Channel A Channel B
Relative Delay (ns) Average Power (dB) Relative Delay (ns) Average Power (dB)
1 0 0.0 0 -2.5
2 310 -1.0 300 0.0
3 710 -9.0 8900 -12.8
4 1090 -10.0 12900 -10.0
5 1730 -15.0 17100 -25.2
6 2510 -20.0 20000 -16.0
I.2. COST-207 Channel Models1.4. Chapter Summary 19
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Figure 1.6: The channel impulse response of the ITU channel model for the indoor of oﬃce of Table 1.1.
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Figure 1.7: The channel impulse response of the ITU channel model for the outdoor to indoor and
pedestrian test environment of Table 1.2.
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Figure 1.8: The channel impulse response of the ITU channel model for the vehicular test environment
of Table 1.3.1.4. Chapter Summary 20
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I.3. COST-259 Channel Models
Table 1.5: COST-259 channel models for Rural Area (RA), Typical Urban (TU) and Hilly Terrain
(TU) environments.
Tap COST-259-TUx COST-259-RAx COST-259-HTx
Relative Delay Average Power Relative Delay Average Power Relative Delay Average Power
(ns) (dB) (ns) (dB) (ns) (dB)
1 0 -5.7 0 -5 0 -13
2 217 -7.6 42 -6.4 356 -8.9
3 512 -10.1 101 -8.4 441 -10.2
4 514 -10.2 129 -9.3 528 -11.5
5 517 -10.2 149 -10.0 546 -11.8
6 674 -11.5 245 -13.1 609 -12.7
7 882 -13.4 312 -15.3 625 -13.0
8 1230 -16.3 410 -28.5 842 -16.2
9 1287 -16.9 469 -20.4 916 -17.3
10 1311 -17.1 528 -22.4 941 -17.7
11 1349 -17.4 15000 -17.6
12 1533 -19.0 16172 -22.7
13 1535 -19.0 16492 -24.1
14 1622 -19.8 16876 -25.8
15 1818 -21.5 16882 -25.8
16 1836 -21.6 16978 -26.2
17 1884 -22.1 17615 -29.0
18 1943 -22.6 17827 -29.9
19 2048 -23.5 17849 -30.0
20 2140 -24.3 18015 -30.7.Chapter 2
Multiple-Input-Multiple-Output
Systems Using Co-located and
Distributed Antenna Elements
2.1 Introduction
The family of multiple-input-multiple-output (MIMO) arrangements designed for wireless communi-
cations has attracted substantial research attention owing to its potential to increase the attainable
capacity without requiring additional bandwidth. The class of spatial division multiplexing, such as
the family of BLAST schemes [46], is capable of increasing the transmission rate, i.e the multiplexing
gain, at the cost of signiﬁcantly increasing the decoding complexity. By contrast, the low complexity
Space-Time-Block-Codes (STBC) [47,48] are capable of maximizing the attainable diversity order,
but fail to attain a multiplexing gain. A tradeoﬀ between the two schemes can be achieved by em-
ploying the Linear Dispersion Codes (LDC) proposed in [49]. Furthermore, Haas and his team [50,51]
proposed the Spatial Modulation (SM), while the team of Ghrayaeb and Szczecinski [52] introduced
the Space Shift Keying (SSK) concept into MIMO communications. The philosophy of these schemes
is to activate only a single transmit antenna at any instant in order to maintain a low complexity,
whilst avoiding any inter-antenna interference and inter-antenna synchronization. Motivated by the
above concepts, the authors of [53] conceived Space-Time Shift Keying (STSK), which strikes an im-
proved diversity versus multiplexing tradeoﬀ. Additionally, it results in a reduced-complexity system
operating at a higher capacity than the SM/SSK and BLAST schemes. All of the well-known MIMO
techniques are summarized in Table 2.1 and brieﬂy reviewed in this chapter.
Against this backcloth, Section 2.2.4 of this chapter describes the novel Space-Frequency Shift
Keying (SFSK) concept, where the transmit signal is spread across both the space and frequency
domains, as well as the further evolved Space-Time-Frequency Shift Keying (STFSK) concept, where
a beneﬁcial diversity gain may be gleaned from three diﬀerent domains, namely the Space-, Time- and
Frequency-Domain (SD, TD, FD). In addition to the advantages provided by STSK modulation, the
STFSK scheme also avoids the Inter-Symbol Interference (ISI) imposed by frequency-selective fading
channels. In Section 2.2.4.4 we propose the soft-output STFSK demapper concept, which is a crucial
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Table 2.1: Major MIMO techniques
Year Author(s) Contribution
1959 Brennan [54] Provided analyses of three types of diversity combining
systems, namely Selection Combining (SC), Maximal-Ratio
Combining (MRC), and Equal-Gain Combing (EGC).
1991 Wittneben [55] Proposed a base station modulation diversity scheme which
employs multiple BSs transmitting the same signals in order
to gain a bandwidth eﬃciency.
1993 Wittneben [56] Proposed and analysed a system employing several trans-
mit antennas, which have diﬀerent modulation parameters,
to achieve diversity at the beneﬁt of no bandwidth expansion.
1994 Winters [57] Demonstrated that the number of transmit antennas may pro-
vide the same diversity beneﬁt as the scheme proposed in [55].
1996 Foschini [46] Invented the diagonal BLAST providing the MIMO multiplex-
ing gain.
1998 Wolniansky [58] Proposed the V-BLAST architecture, which reduces the com-
plexity of the diagonal ones.
Alamouti [47] Introduced a two-transmit antenna diversity scheme with sim-
ple linear detection.
Tarokh et al. [48] Studied the design criteria to achieve maximum diversity and
coding gains, along with proposing the STTCs.
1999 Tarokh et al. [59–61] Generalized Alamouti’s scheme [47] for a system equipped
with more than two transmit antennas, constituting STBCs.
Guey et al. [62] Proposed design criteria to achieve maximum transmit diver-
sity gain.
2001 Hochwald et al. [63] Presented the Space-Time-Spreading scheme.
Jafarkhani [64] Developed the quasi-orthogonal STBC, which achieves rate-
one coding and partial diversity gain.
2002 Hassibi and Hochwald [49] Proposed and analysed the LDCs, which oﬀer a ﬂexible trade-
oﬀ between the diversity gain and multiplexing gain.
2008 Mesleh et al. [51] Developed the SM, which provides a low-complexity imple-
mentation, whilst avoiding any inter-antenna interference and
inter-antenna synchronization.
2010 Sugiura et al. [53,65] Conceived the STSK, which strikes an improved diversity ver-
sus multiplexing trade-oﬀ, while oﬀering a higher-capacity
than the SM and BLAST schemes.2.2. Co-located MIMO Elements 25
element conceived for supporting iterative detection, while the decoding complexity of both soft- and
hard-detections is considered in Section 2.2.4.7.
Furthermore, in Section 2.2.4.9 the philosophy of STFSK is developed into a multi-user, multi-
cell Slow Frequency Hopping Multiple Access (SFHMA) system in order to investigate the eﬀects
of these techniques on the performance of the holistically optimized system. More particularly, the
proposed system’s area spectral eﬃciency is investigated in various cellular frequency reuse structures.
Additionally, it is compared to both classic Gaussian Minimum Shift Keying (GMSK) aided SFHMA as
well as to GMSK assisted Time Division/ Frequency Division Multiple Access (TD/FDMA). The more
sophisticated third-generation WCDMA and the LTE systems are also included in our comparisons.
In Section 2.3 we will introduce cooperative communications and some of its relevant aspects,
such as the types of cooperation and the class of cooperative protocols. In Section 2.3.4 a number of
performance results are provided where both the uncoded systems and distributed space-time coded
systems are considered. We will demonstrate in Section 2.3.4 that the employment of MIMO techniques
in wireless cooperative networks may reduce the network resources consumed, while retaining the
diversity and/or multiplexing gains of the traditional co-located MIMO systems.
2.2 Co-located MIMO Elements
2.2.1 Spatial Diversity
2.2.1.1 Receive Antenna Diversity
Receive antenna diversity is a classic low-complexity diversity technique, where multiple antennas are
employed at the receiver. The independent signal paths received at the receive antenna are combined
before recovering the transmit signal. In order to allow the received multiple-antenna-signal to be
independent, the separation among the receive antennas must be suﬃciently high. This condition
makes the receive diversity techniques suitable for the Uplink (UL) where the base station is capable
of accommodating multiple receive antennas.
Another factor aﬀecting the system’s performance is the choice of diversity combining techniques,
each of which treats the treatment of the combined signals’ phase and amplitude diﬀerently at the
receiver. The receive diversity combining techniques are often divided into four main categories [66,67],
as follows
• Selection Combining (SC): The block diagram of the SC scheme [54], where nR antennas are
employed at the receiver, is shown in Fig. 2.1, where the signal having the highest instantaneous
SNR out of nR received signals is selected at every symbol interval as the output, implying the
detection of the best incoming signal. In reality, the signal with the highest power at the receiver
is often selected, since it is hard to estimate the SNR. Naturally, this combining scheme does
not perform well in the low SNR region, because it is likely to select the signal contaminated
by the highest noise power. This technique does not require CSI. Hence, it can be employed in
both coherent and non-coherent modulation schemes.
• Switched Combining (SwC): In the switched combining scheme [68], the receiver scans all2.2.1. Spatial Diversity 26
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Figure 2.1: Selection combining.
signal paths received at the nR antennas and chooses a particular path, which has an SNR higher
than a predeﬁned SNR threshold. The chosen path is detected and remained, until its signal’s
SNR becomes lower than the threshold. In this case, the receiver will scan the received multipath
signal again and will switch to another path, where the signal power is higher than the threshold
value. In contrast to the SC scheme, which scans all received signal paths continuously and
selects the path with the highest SNR value, the SwC scheme only detected the selected path
upon its SNR still higher than the SNR threshold. Thus, it can reduce the system’s complexity
at the cost of an inferior performance, since the signal associated with the highest SNR might
be ignored. Similar to the SC, the switched combining scheme can be employed in conjunction
with both coherent and non-coherent modulation schemes.
• Equal Gain Combining (EGC): The EGC technique [54] does not require the knowledge of
the fading amplitude at the receiver. Thus, the weighting factor wi is simpliﬁed to [66]
wi = e−jφi, (2.1)
where φi is the phase of the channel coeﬃcients. Compared to MRC, the EGC’s performance is
only slightly inferior, but its complexity is signiﬁcantly reduced, since the knowledge of the fading
amplitudes is not required. This technique is known as suboptimal. For coherent detection, the
EGC can only be applied in conjunction with modulation schemes having identical symbol
energies. If coherent detection is unavailable, the EGC must rely on non-coherent detection
techniques such as Frequency Shift Keying (FSK) or DPSK modulation.
• Maximum Ratio Combining (MRC): When accurate CSI is available at the receiver, the
most potent MRC linear combining method [54] may be employed. As shown in Fig. 2.2,
the signals received from nR antennas are individually weighted, before being phase-coherently
combined. The weighting factor wi (i = 1,2,...,nR) may be chosen as [66]
wi =
h∗
i
nR P
i=1
h∗
i · hi
, (2.2)
where hi is the channel coeﬃcient at branch i. This combining technique is capable of maximizing
the output SNR [66]. Thus it is known as the optimum receive diversity combining method.
Due to the requirement of accurate CSI, the technique is only applicable to systems employing
coherent detections.2.2.1. Spatial Diversity 27
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Figure 2.2: Maximum ratio combining, where the weighting factors are inserted before the adder,
which replaces the logic selector in Fig. 2.1.
2.2.1.2 Transmit Antenna Diversity
Exploiting multiple transmit antennas is another diversity technique, which requires the signals to
be preprocessed or precoded before being allocated to the transmit antennas for transmission. Due
to its substantial space requirements and signal preprocessing, the arrangement is more suitable for
Downlink (DL) scenarios.
Consider a MIMO system equipped with nT transmit and nR receive antennas. Assuming that
the data stream is encoded into a ST codeword of size (nT × T), where T is the ST block length, the
signal vector received in time-slot t (t = 1,2,...,T) is given by
y[t] = Hs[t] + n[t], (2.3)
where H represents the (nR × nT)-element channel matrix, while n is the AWGN vector associated
with a covariance matrix of N0InR. All the T vectors may be stacked together, yielding
Y = HS + N, (2.4)
where Y = [y[1] y[2]···y[T]] and N = [n[1] n[2]···n[T]] are matrices of size (nR × T).
When the CSI is available and the ML detector is employed at the receiver, the estimated codeword
may be obtained as
ˆ S = arg min
S
¯ ¯¯ ¯Y − HS
¯ ¯¯ ¯2 = arg min
S
T X
t=1
¯ ¯¯ ¯y[t] − Hs[t]
¯ ¯¯ ¯2. (2.5)
If the receiver detects a codeword other than a transmitted codeword, an error will occur.
a. Space-Time Block Codes
One of the renowned transmit diversity schemes is constituting by STBC, which was conceived by
Alamouti [47] for a two-transmit antenna aided system. This scheme was then further developed by
Tarokh et al. [48] for multiple transmit antennas.
An STBC may be represented by an (nT × T)-element encoding matrix, where each column rep-
resents a time slot and each row represents a speciﬁc antenna’s transmission time slot. For example,2.2.1. Spatial Diversity 28
Alamouti’s coding matrix for a two-transmit antenna aided system may be formulated as
S =
¯ ¯ ¯
¯ ¯
s1 −s∗
2
s2 s∗
1
¯ ¯ ¯
¯ ¯
,
where ∗ denotes the complex conjugate. In the ﬁrst transmission time slot, the symbols s1 and s2 are
transmitted by antenna 1 and antenna 2, respectively. In the next slot, the signal -s∗
2 is sent from
antenna 1, while the signal s∗
1 is from antenna 2.
In order to achieve the maximum attainable diversity gain, the STBC has to satisfy the so-called
orthogonal design criterion, which was derived by Tarokh et al. in [48]. Brieﬂy, the encoding matrices
have to satisfy the orthogonal property, which may be mathematically represented as
S.SH = c(|s1|2 + |s2|2 + ··· + |snT|2)InT, (2.6)
where c is a constant, while InT represents an (nT × nT) identity matrix.
Each STBC is also represented by a code rate of
R =
k
T
, (2.7)
where k is the number of symbols in each encoding block while T is the number of time slots used.
The studies of [59,69,70] showed that only Alamouti’s orthogonal STBC design is capable of achieving
the maximum attainable rate of unity, which is also often termed as having full-rate. By contrast,
other space-time codes have to sacriﬁce some proportion of their data rate for the sake of maximizing
the diversity gain.
In contrast to the family of orthogonal STBC codes, which suﬀers throughput loss, the class
of quasi-orthogonal STBCs and their design criteria was proposed by Jafarkhani [64]. The design
allows a higher achievable code rate at the cost of imposing Inter-Symbol Interference (ISI) owing
to the non-orthogonal transmissions from the diﬀerent antennas/time-slots, which degrades the BER
performance.
b. Space-Time Trellis Codes
STTCs were ﬁrst proposed by Tarokh et al. [48,60], which constitute further development of the
conventional trellis codes [71] for multiple antenna aided systems. These codes are designed to achieve
both a diversity gain and a coding gain. The design criteria conceived for PSK modulation are detailed
in [72], while the general design criteria are described in [73]. Similar to classic trellis codes, each STTC
is described by a trellis, where the number of nodes in the trellis diagram corresponds to the number
of encoder states. Each node has a speciﬁc number of groups of symbols, which is known as the
constellation size while each group consists of nT entries corresponding to the symbols transmitted
from nT transmit antennas.
For instance, the trellis diagram of a 4-QAM scheme associated with a four-state trellis code and
two-transmit antennas is illustrated in Fig. 2.3. The trellis has four nodes corresponding to four states.
Each node has four legitimate entries constituted by two symbols, which are the outputs assigned to
the two transmit antennas. The outputs {0,1,2,3} are mapped to the 4-QAM modulated symbols
{1,j,−1,−j}. More particularly, observe in Fig. 2.3 that assuming the current symbols are 03 and
the current state is 0, the output of 3 and 0 are assigned to antenna 1 and antenna 2, respectively,2.2.2. Spatial Multiplexing 29
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Figure 2.3: Trellis diagram for a 4-QAM, four-state trellis code
which are mapped to the modulated symbols of −1 and 1. If the incoming symbols are 23, the trellis
state will change to state 3.
At the receiver, ML sequence estimation using the Viterbi algorithm [74] may be employed for
decoding the received signal. The studies of [48,73] showed that increasing the number of states is
capable of increasing the coding gain, while increasing the number of receive antennas may increase
both the coding gain and the diversity gain.
2.2.2 Spatial Multiplexing
The family of space-time codes oﬀers an improved BER performance for MIMO systems owing to
possessing a diversity gain. However, they are unable to approach a tight lower bound on the MIMO
channel capacity. Foschini [46] proposed a Layered Space-Time (LST) architecture, also known as a
spatial multiplexing, which exploits the MIMO channels for the sake of improving the transmission rate
rather than the BER. The throughput performance improvement due to employing spatial multiplexing
is often referred to as having a multiplexing gain. In practice, there is a trade-oﬀ between the diversity
gain and the multiplexing gain, when designing MIMO systems.
2.2.2.1 Layered Space-Time Transmitters
Horizontal Layered Space-Time Coding
The schematic of the Horizontal Layer Space-Time (HLST) coding scheme is shown in Fig. 2.4. In
HLSTs, the bit stream is ﬁrst demultiplexed into nT separate streams by a serial-parallel converter.
Subsequently, each stream is independently encoded, interleaved and modulated before being trans-
mitted from a speciﬁc antenna, hence, the spatial throughput becomes rs = nT. When the receiver
employs nR receive antennas, the HLST may achieve a diversity order of nR, since each symbol is
only transmitted from a single antenna and received by nR antennas. Therefore, the simple HLST
constitutes a sup-optimal architecture. In order to increase the attainable diversity order as close to
the expected value of (nT × nR), two modiﬁed arrangements, namely the Diagonal LST (DLST) [46]2.2.2. Spatial Multiplexing 30
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Figure 2.4: The HLST architecture using separate channel codes in each layer.
and the threaded LST (TLST) [75] arrangements, were proposed.
• DLST: The DLST scheme, which is often known as D-BLAST, was proposed by Foschini [46].
Observe by comparing Figs. 2.4 and 2.5 that the initial signal processing in this scheme is similar
to that of HLST. However, the demultiplexed streams of Fig 2.4 are passed through a ‘stream
rotator’, which rotates the frame in a round-robin fashion before passing it to the transmit
antenna. The codewords have to be of appropriate length to ensure that they are mapped
to and transmitted over all nT transmit antennas. Again, the D-BLAST encoding scheme is
illustrated in Fig. 2.5. According to the ﬁgure, there is an unexploited space-time area in the
concept of D-BLAST, which is beneﬁcial from a diﬀerent perspective, since it facilitates optimal
decoding at the receiver, as demonstrated in Chapter 11 of [73].
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Figure 2.5: The DLST architecture using separate channel codes in each layer. In contrast to Fig. 2.4,
a stream rotator is inserted between the modulators and transmit antennas.
• TLST: The TLST scheme of Fig. 2.6 constitutes another version of HLST, where a spatial
interleaver is inserted after the modulators. Owing to the spatial interleaver, the resultant
codeword extends beyond the diagonal of the space-time stripe and wraps around, whilst creating
multiple stripes, as shown in Fig. 2.6. This LST type oﬀers an improved temporal diversity.
However, the joint decoding of multiple threads is required, resulting in a higher implementation
complexity than both the general HLST scheme of Fig 2.4 and the D-BLAST scheme of Fig. 2.5.2.2.2. Spatial Multiplexing 31
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Figure 2.6: The TLST architecture using a single joint channel code for multiple layers. In contrast to
the DLST architecture of Fig. 2.5, in TLST the encoder is incorporated in front of the demultiplexer,
while the spatial-domain interleaver replaces the stream rotator.
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Figure 2.7: The VLST architecture using a single joint channel code for multiple layers, where a
time-domain interleaver is arranged between the encoder and the modulator, instead of having a
spatial-domain interleaver between the modulators and transmit antennas, as in Fig. 2.6.
The Vertical Layered Space-Time (VLST) philosophy, also known as V-BLAST, was proposed
by Wolniansky et al. [58]. In the VLST architecture shown in Fig. 2.7 the bit stream is channel
encoded along the temporal domain, interleaved and modulated before being demultiplexed into nT
sub-streams. This type of LST has the beneﬁt of spreading its information bits across all antennas.
However, the VLST’s joint decoding of the bit streams signiﬁcantly increases the receiver’s complexity.
Again, the scheme is capable of achieving a spatial rate of rs = nT and a diversity order higher
than nR, since the information symbols are spread over more than one antenna. The attainable coding
gain depends on the choice of the temporal-domain channel codes employed and an array gain of nR
is achievable.2.2.2. Spatial Multiplexing 32
2.2.2.2 Layered Space-Time Receivers
The spatial multiplexing imposes spatial interference on the receive antennas at the receiver side. The
interference-contaminated signal at the receiver may be represented by the following matrix operation
y = Hs + n, (2.8)
where y represents the received (nR × 1)-element vector, H is the channel matrix of size (nR × nT),
s denotes the (nT × 1)-element transmit vector and n is the AWGN. Numerous decoding algorithms
may be used at the receiver, which are brieﬂy described below.
Maximum Likelihood Receiver
In the Maximum Likelihood (ML) receiver, the estimated symbol vector ˆ s is decided by solving
the following problem:
ˆ s = arg min||y − Hs||2. (2.9)
The ML receiver searches for the entire space of legitimate transmit vectors. Therefore, the search
complexity is proportional to MnT, where M is the number of the modulation levels. This type of
receiver is referred to as the optimal ML receiver. In order to reduce its decoding complexity, the
sphere decoding technique detailed in [76,77] may be employed.
Zero-Forcing Receiver
The Zero-Forcing (ZF) receiver may be viewed as a linear ﬁlter, which separates the signal streams
and decodes each stream independently, hence it is referred to as a linear receiver. The estimated
symbol vector ˆ s may be obtained as [46]
ˆ s = (HHH)−1y = (HHH)−1(Hs + n) = H‡s + (HHH)−1n, (2.10)
where H denotes the complex conjugate transpose and ‡ indicates the pseudoinverse of a matrix [78].
As shown in [73], this scheme attains a diversity order of (nR − nT + 1) for each stream and hence it
is suboptimal.
Minimum-Mean-Square-Error Receiver
The Minimum-Mean-Square-Error (MMSE) receiver concept is based on minimizing the square of
the estimation error caused by fading, noise and interference amongst cochannel signals. The estimated
symbol vector ˆ s is formulated as [79]
ˆ s =
µ
1
γ
InR + HHH
¶−1
HHy, (2.11)
where γ is the SNR.
Successive-Cancellation Receiver
Instead of jointly decoding the stream, the Successive-Cancellation (SuC) algorithm generally
detects signals on a row-by-row basis. The eﬀect of each detected and remodulated row is cancelled
from the received signal, in order to reduce the interference. If the information of each layer is detected
correctly, there is no error propagation. However, when the weakest stream’s signal is detected ﬁrst, the
errors might be propagated to the other stream during the decoding process, resulting in a degraded2.2.3. Tradeoﬀ between Spatial Coding and Spatial Multiplexing 33
performance. To avoid this problem, the signal associated with the highest SNR is detected ﬁrst,
based on a signal-strength-aided ordering, as proposed in [80]. The SuC algorithm is often combined
with the ZF or MMSE algorithms in the V-BLAST receivers.
2.2.3 Tradeoﬀ between Spatial Coding and Spatial Multiplexing
As a beneﬁt of the channel-coding redundancy imposed by the associated trellis codes, STTC is capable
of providing both fading- and noise-resistance at the cost of an increased detection complexity, while
the family of STBCs imposes a lower complexity at the cost of a reduced BER performance. At
high data rates, which is typically achieved with the aid of a high number of antennas, these STBCs
generally exhibit a degraded performance due to the interference between the data streams. By
contrast, the class of SM schemes, such as V-BLAST schemes, oﬀers both an attractive performance
as well as simple encoding and decoding at a throughput as high as dozens of bits/sec/Hz. However,
their performance signiﬁcantly degrades, when the number of receive antennas is less than the number
of transmit antennas. Hence, the employment of SM is more beneﬁcial for UL communication, where
the BS may employ a suﬃciently high number of antennas. Furthermore, the SM schemes often suﬀer
from deep fades because their data streams are transmitted independently without invoking spatial
spreading and/or coding. Therefore, there is a tradeoﬀ between the achievable BER performance
and eﬀective throughput in the context of MIMO system designs, which is often referred to as the
diversity/multiplexing gain trade-oﬀ. In order to resolve this design-dilemma, Hassibi et al. [49,81,82]
conceived the Linear Dispersion Coding (LDC) concept in order to handle any arbitrary conﬁguration
of transmit and receive antennas, while achieving the required eﬀective throughput and diversity gains
despite its decoding simplicity.
Linear Dispersion Codes
The concept of the Linear Dispersion Codes (LDC) is to invoke a matrix-based linear modulation
framework, where the transmitted space-time spreading matrix S is generated by linearly combining
Q dispersion matrices, each of which is weighted by one of Q symbols acting as weighting factors.
More particularly, let K = [s1,s2,...,sQ]T (superscript T indicates matrix transpose) be a set of scalar
symbols from an arbitrary complex-valued modulation constellation that are to be transmitted and
Aq be a speciﬁc dispersion matrix from the set of ζnT×T. Then the transmitted space-time matrix S
is attained by superposition of weighted dispersion matrices weighted by the scalar symbols, yielding
S =
Q X
q=1
Aqsq. (2.12)
Fig. 2.8 shows the space-time codeword S, which should satisfy the power constraint given by
tr
· Q X
q=1
AH
q Aq
¸
= T, (2.13)
where tr indicates the matrix trace operation.
Subsequently, the signal Y received at the destination may be presented in scalar form as
Y = HχK + V , (2.14)2.2.4. Space-Time-Frequency Diversity 35
In summary, LDCs oﬀer the following advantages:
• LDCs subsume both the family of SM schemes and STBCs, while striking an arbitrary trade-oﬀ
between the achievable diversity and multiplexing gain.
• LDCs are capable of supporting an arbitrary number of transmit and receive antennas as well
as modulation types, hence facilitating a high degree of system design ﬂexibility.
• As demonstrated in [83], LDCs are capable of attaining a maximum diversity order of nR ×
min(nT,T), which implies that the diversity order cannot be increased upon increasing the
number of time slots T beyond the number of transmit antennas nT. By contrast, the diversity
order will be decreased, if the number of time slots T is less than nT.
2.2.4 Space-Time-Frequency Diversity
All of the MIMO techniques mentioned above spread the transmitted signal across the SD and the
TD. By contrast, a novel concept, which spread the signal in three domains, namely the SD, TD and
FD, is proposed in this section.
Again, consider an (nT × nR)-element MIMO system, where the transmitter and receiver employ
nT and nR antennas, respectively. The channel is assumed to impose frequency-selective Rayleigh
fading. Generally, a transmission block-based system model may be described as:
Y (i) =
J−1 X
j=0
H(i − j,j)S(i − j) + V (i), (2.20)
where i indicates the block index and j represents the tap index of the tapped-delay-line channel model,
which consists of J taps. Naturally, ﬂat fading is encountered for J = 1. Furthermore, Y ∈ CnR×T
represents the signals received by the nR antennas and S ∈ CM×T denotes the signal transmitted
from the nT antennas in T time slots. Furthermore, H(i,j) ∈ CnR×nT characterizes the coeﬃcients
of the ith symbol at the jth channel tap, each obeying correlated frequency-selective Rayleigh fading.
Finally, V denotes the complex-valued zero-mean Gaussian distribution of CN(0,N0), where N0 is the
noise variance. It is also assumed that both the fading and noise coeﬃcients remain constant during
each time slot.
Let us now brieﬂy review the STSK modulation concept proposed in [53]. Moreover, we introduce
two novel modulation schemes, namely the SFSK as well as the STFSK regimes, where the signal is
spread across the Space-Time-Frequency (STF) domain.
2.2.4.1 Space-Time Shift Keying
Fig. 2.9 illustrates the transmitter of the STSK scheme, where the information bits are divided into
two parallel bits streams. The ﬁrst bit stream is mapped by Q pre-deﬁned dispersion matrices Aq ∈
CnT×T (q = 1,2,...,Q), while the second is mapped to sl(i) symbols (l = 1,2,...,L) by a conventional
modulation scheme, such as L-PSK or L-QAM. Then, the resultant streams are multiplied together
in order to create the space-time block S(i) ∈ CnT×T, which consists of a total of log2(Q · L) source
bits, yielding
S(i) = s(i)A(i). (2.21)2.2.4. Space-Time-Frequency Diversity 39
Table 2.2: Example of STFSK modulation scheme, mapping 3 bits per Space-Time-Frequency block
Options 000 001 010 011 100 101 110 111
K = 1 fk f1 f1 f1 f1 f1 f1 f1 f1
L = 1 sl s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1
Q = 8 Aq A1 A2 A3 A4 A5 A6 A7 A8
K = 1 fk f1 f1 f1 f1 f1 f1 f1 f1
L = 2 sl s1 = 1 s2 = ejπ s1 = 1 s2 = ejπ s1 = 1 s2 = ejπ s1 = 1 s2 = ejπ
Q = 4 Aq A1 A1 A2 A2 A3 A3 A4 A4
K = 1 fk f1 f1 f1 f1 f1 f1 f1 f1
L = 4 sl s1 = 1 s2 = ej π
2 s3 = ej 2π
2 s4 = ej 3π
2 s1 = 1 s2 = ej π
2 s3 = ej 2π
2 s4 = ej 3π
2
Q = 2 Aq A1 A1 A1 A1 A2 A2 A2 A2
K = 1 fk f1 f1 f1 f1 f1 f1 f1 f1
L = 8 sl s1 = 1 s2 = ej π
4 s3 = ej 2π
4 s4 = ej 3π
4 s5 = ej 4π
4 s6 = ej 5π
4 s7 = ej 6π
4 s8 = ej 7π
4
Q = 1 Aq A1 A1 A1 A1 A1 A1 A1 A1
K = 2 fk f1 f1 f1 f1 f2 f2 f2 f2
L = 1 sl s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1
Q = 4 Aq A1 A2 A3 A4 A1 A2 A3 A4
K = 2 fk f1 f1 f1 f1 f2 f2 f2 f2
L = 2 sl s1 = 1 s2 = ejπ s1 = 1 s2 = ejπ s1 = 1 s2 = ejπ s1 = 1 s2 = ejπ
Q = 2 Aq A1 A1 A2 A2 A1 A1 A2 A2
K = 2 fk f1 f1 f1 f1 f2 f2 f2 f2
L = 4 sl s1 = 1 s2 = ej π
2 s3 = ej 2π
2 s4 = ej 3π
2 s1 = 1 s2 = ej π
2 s3 = ej 2π
2 s4 = ej 3π
2
Q = 1 Aq A1 A1 A1 A1 A1 A1 A1 A1
K = 4 fk f1 f2 f3 f4 f1 f2 f3 f4
L = 1 sl s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1
Q = 2 Aq A1 A1 A1 A1 A2 A2 A2 A2
K = 4 fk f1 f2 f3 f4 f1 f2 f3 f4
L = 2 sl s1 = 1 s1 = 1 s1 = 1 s1 = 1 s2 = ejπ s2 = ejπ s2 = ejπ s2 = ejπ
Q = 1 Aq A1 A1 A1 A1 A1 A1 A1 A1
K = 8 fk f1 f2 f3 f4 f5 f6 f7 f8
L = 1 sl s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1 s1 = 1
Q = 1 Aq A1 A1 A1 A1 A1 A1 A1 A12.2.4. Space-Time-Frequency Diversity 41
where Zk
1 and Zk
0 represent the sub-space of the legitimate equivalent signals Z, satisfying Zk
1 ≡
{Kq,l,k ∈ Z : bk = 1} and Zk
0 ≡ {Kq,l,k ∈ Z : bk = 0}, respectively, while La(·) represents the a priori
information expressed in terms of the LLRs of the corresponding bits.
In order to dramatically reduce the computational complexity of the demodulator, the max-log
approximation was proposed [90], which transfers the recursions into the logarithmic domain and
invokes an approximation, which is formulated as:
ln
µX
i
exi
¶
= max
i
(xi). (2.41)
When employing Eq. (2.41), Eq. (2.40) may be simpliﬁed to
Le(bk) = max
Kq,l,k∈Z
k
1
2
4−
||Y k − HχKq,l,k||2
N0
+
X
j6=k
bjLa(bj)
3
5
− max
Kq,l,k∈Z
k
0
2
4−
||Y k − HχKq,l,k||2
N0
+
X
j6=k
bjLa(bj)
3
5. (2.42)
2.2.4.5 Binary EXIT Chart Analysis
EXtrinsic Information Transfer (EXIT) charts were proposed by S. ten Brink [89,91], which constitute
powerful tools designed for the analysis of iterative decoding schemes. This tool allows designers to
graphically visualize the characteristics of a demodulator/decoder based on the soft-input soft-output
decisions, which are exchanged between the decoder components. More explicitly, the EXIT chart
describes the dependence of the extrinsic information on the a-priori information, which is typically
quantiﬁed in terms of the mutual information expressed in the form of the LLRs. For the EXIT chart
analysis, we assume that [23]:
• The a-priori LLRs are fairly uncorrelated, which may be achieved by employing long interleavers,
• The a-priori LLRs obey a Gaussian PDF.
a. EXIT Characteristics of the Demodulator
According to Fig. 2.12, the demodulator’s input consists of the a-priori information La,M fed back
from the outer channel decoder and of the contaminated channel-output information, while its output
is the a-posteriori information Lp.M. Observe from Fig. 2.12 that the a-priori information La,M is
subtracted from Lp,M to generate the extrinsic information Le,M. Based on the above assumptions,
the a-priori information La,M may be modelled using the independent zero-mean Gaussian random
variable nA having a variance of σ2
A [92]. For the outer channel coded and interleaved bits b ∈ {0,1}
of Fig. 2.13, or equivalently for x ∈ {−1,+1}, the a-priori information La,M may be written as [89]
La,M =
σ2
A
2
· x + nA, (2.43)
while its conditional PDF is given as
pA(ζ|X = x) =
1
√
2πσA
exp
·
−
(ζ − (σ2
A/2) · x)2
2σ2
A
¸
, (2.44)2.2.4. Space-Time-Frequency Diversity 43
Table 2.3: Parameters of modulation schemes.
Scheme Identiﬁer nTnRTQ L-PSK K-FSK bits/block bits/slot η
1 4/1/4/2 2 16 6 1.5 0.19
2 4/1/4/2 4 8 6 1.5 0.38
3 4/1/4/2 8 4 6 1.5 0.75
4 4/1/4/2 16 2 6 1.5 1.50
5 4/1/4/4 2 8 6 1.5 0.38
6 4/1/4/4 4 4 6 1.5 0.75
7 4/1/4/4 8 2 6 1.5 1.50
8 4/1/4/8 2 4 6 1.5 0.75
9 4/1/4/8 4 2 6 1.5 1.50
10 4/1/4/16 2 2 6 1.5 1.50
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Figure 2.14: The EXIT functions of various STFSK schemes of Table 2.3 using soft-demodulation
(B = log2(K × Q × L) = 3 bits/block). The corresponding BER curves are shown in Fig. 2.22 of
Section 2.2.4.9.
b. Extrinsic Information Transfer Charts
The EXIT chart [89, 91] visualizes the extrinsic information exchanged between two decoding
components, such as the soft demodulator and the outer channel decoder by portraying the EXIT
characteristics of both the components in a joint diagram. The outer channel decoder’s extrinsic
output IED, which is independent of the Eb/N0 value (IED = TM(IAD) presented on the x-axis
becomes the demodulator’s a-priori input IAM. Similarly, the demodulator’s extrinsic output IEM
scaled on the y-axis becomes the outer channel decoder’s a-priori input IAD. However, in order to
be consistent with the original EXIT chart concept, the horizontal and vertical axes of the outer
channel decoder are swapped in the joint diagram in comparison to the inner component, so that the
extrinsic information is scaled on the horizontal axis, while the a-priori information is represented on
the vertical axis, as shown in Fig. 2.15.2.2.4. Space-Time-Frequency Diversity 44
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Figure 2.15: EXIT chart of the RSC coded STFSK scheme of Fig. 2.12 using iterative decoding
and recorded at Eb/N0 = −1 dB, where the system parameters are provided in Table 2.7. The
corresponding BER performance is shown in Fig. 2.20.
For example, Fig. 2.15 shows the EXIT chart of turbo-detection exchanging extrinsic information
between the STFSK soft demodulator and the RSC channel decoder, when communicating over a
frequency-ﬂat Rayleigh fading channel. Ideally, the EXIT curves of the STFSK soft demodulator and
of the RSC channel decoder should not intersect before reaching the (1,1) point of the EXIT chart at
the Eb/N0 value considered, which results in an open ‘convergence tunnel’ [89,91] between the two
decoding components’ EXIT curves. The narrower the EXIT-tunnel, the more iteration are required to
reach the point of perfect decoding convergence at (1,1), which again increases the iterative decoding
complexity. If the two curves intersect at a point close to the (1,1) point, a low BER may still be
achieved. Based on the EXIT chart, other properties are also achieved [94]
• The area under the demodulator’s EXIT curse is given by the code-rate.
• The area in the open EXIT tunnel is proportional to discrepancy between the system’s capacity
and the speciﬁc Eb/N0 value, where the BER suddenly drops to a vanishingly low value.
• If an intercept point exists between the EXIT curves and hence there is no open tunnel leading
to the (1,1) point, then a residual BER ﬂoor is expected.
2.2.4.6 Achievable Throughput
STFSK
For an STFSK system activating K orthogonal frequencies, each STFSK block consists of log2(KLQ)
bits, which are transmitted during T symbol periods. Hence, the normalized throughput of STFSK
may be expressed as
ηSTFSK =
2log2(KLQ)
KT
(bits/Ts/frequency). (2.49)
STSK
An STSK system may be considered as a simpliﬁed STFSK arrangement having a single transmit2.2.4. Space-Time-Frequency Diversity 45
frequency (K = 1). Therefore, the normalized throughput of STSK may be expressed as
ηSTSK =
log2(LQ)
T
(bits/Ts/frequency). (2.50)
It is noted that Eq. (2.50) is identical to Eq. (3) of [53].
SFSK
Similarly, an SFSK scheme may be considered as a simpliﬁed STFSK system employing K transmit
frequencies and a single-symbol PSK/QAM modulation scheme (L = 1). Therefore, the normalized
throughput of SFSK may be calculated as
ηSFSK =
2log2(KQ)
KT
(bits/Ts/frequency). (2.51)
For instance, the normalized throughput of some schemes are shown in Table 2.4.
Table 2.4: Parameters of LDC, STSK, SFSK and STFSK schemes.
Parameters nTnRTQ L K bits/block bits/slot Throughput
LDC 4/1/4/16 N/A N/A 4 1
STSK 4/1/4/4 4 N/A 4 1
SFSK 4/1/4/8 N/A 2 4 1 1 bit/Ts/freq
STFSK 4/1/4/2 4 2 4 1
LDC 4/1/2/16 N/A N/A 4 2
STSK 4/1/2/4 4 N/A 4 2
SFSK 4/1/2/8 N/A 2 4 2 2 bit/Ts/freq
STFSK 4/1/2/4 2 2 4 2
STSK 4/1/2/64 N/A N/A 6 3
STSK 4/1/2/8 8 N/A 6 3
SFSK 4/1/2/32 N/A 2 6 3 3 bit/Ts/freq
STFSK 4/1/2/8 4 2 6 3
LDC 4/1/1/16 N/A N/A 4 4
STSK 4/1/1/4 4 N/A 4 4
SFSK 4/1/1/8 N/A 2 4 4 4 bit/Ts/freq
STFSK 4/1/1/4 2 2 4 4
2.2.4.7 Detection Complexity
Let us quantify the computational complexity imposed by both the ML hard-detection and the soft-
detection of STFSK schemes, which is given by the number of real-valued multiplications and real-
valued additions. We make the following assumptions:
• Each complex-valued addition is equivalent to two real-valued additions.
• Each complex-valued multiplication is equivalent to four real-valued multiplications plus two
real-valued addition.2.2.4. Space-Time-Frequency Diversity 46
• Each square of absolute value calculation carried out for a complex number is equivalent to two
real-valued multiplication and one real-valued addition.
a. Hard Demodulator
a.1. STFSK: First, we consider the complexity of the FSK detector. If the square-law FSK detector
is employed as mentioned in Sec. 2.2.4.3, then the number of multiplications, C×, and the number of
additions, C+, may be obtained as
C× = 2K, (2.52)
C+ = K. (2.53)
In order to evaluate the complexity of the STSK detector, Eq. (2.28) can be utilized, where the
product of χK involves the multiplication of two matrices, where one has a dimension of (nT × Q),
while the other has a dimension of (Q×1). However, the vector K has only a single non-zero element.
Therefore, instead of carrying out the matrix multiplication, the encoder may select the elements of
χ at the speciﬁc positions corresponding to the non-zero element in K. This reduces the decoding
complexity imposed. As a result, the number of multiplications and the number of additions required
for evaluating the decision matrix is equal to
C× = (4nTT + 4nTTnRT + 2nRT)QL, (2.54)
C+ = [2nTT + 2(2nTT − 1)nRT + 2JnRT + 2nRT − 1]QL. (2.55)
Note that J denotes the number of taps describing our fading model, where the decoder has to eliminate
the interfering signals dispersed from the previous symbol intervals. For a ﬂat-fading channel, we have
J = 1.
Since the vector K host both the FSK symbols and the PSK/QAM symbols, the encoder requires
additional multiplications and addition, which are quantiﬁed as
C× = 4QL, (2.56)
C+ = 2QL. (2.57)
Each STFSK block consists of log2(K · Q · L) bits. Hence, by employing Eqs. (2.52-2.57), the
average number of multiplications, ¯ C×, and the average number of additions, ¯ C+, required for each
bit of a STFSK scheme is given by
¯ C× =
2K + (4nTT + 4nTTnRT + 2nRT)QL + 4QL
log2(KQL)
, (2.58)
¯ C+ =
K + [2nTT + 2(2nTT − 1)nRT + 2JnRT + 2nRT − 1]QL + 2QL
log2(KQL)
. (2.59)
a.2. STSK: STSK is a special case of STFSK, where K = 1, no FSK detector is necessary. Further-
more, the vector K now only contains PSK/QAM symbols. Hence, the average number of multipli-
cations and additions for each bit of a STSK scheme may be reduced to
¯ C× =
(4nTT + 4nTTnRT + 2nRT)QL
log2(QL)
, (2.60)
¯ C+ =
[2nTT + 2(2nTT − 1)nRT + 2JnRT + 2nRT − 1]QL
log2(QL)
. (2.61)2.2.4. Space-Time-Frequency Diversity 47
a.3. SFSK: Similarly, SFSK is another special case of STFSK, where we have L = 1 and the vector
K now only hosts FSK symbols. Therefore, the average number of multiplications and additions for
each bit of a SFSK scheme may be reduced to
¯ C× =
2K + (4nTT + 4nTTnRT + 2nRT)Q
log2(KQ)
, (2.62)
¯ C+ =
K + [2nTT + 2(2nTT − 1)nRT + 2JnRT + 2nRT − 1]Q
log2(KQ)
. (2.63)
a.4. LDC: LDC is a special case of STSK, where we have L = 1. Thus, the vector K is redundant
in the decision metric of Eq. (2.28). Hence, the average number of multiplications and additions for
each bit of a LDC scheme may be simpliﬁed to
¯ C× =
(4nTTnRT + 2nRT)QL
log2(QL)
, (2.64)
¯ C+ =
[2(2nTT − 1)nRT + 2JnRT + 2nRT − 1]QL
log2(QL)
. (2.65)
b. Soft Demodulator
b.1. STFSK: In a soft STFSK demodulator each computation of Eq. (2.42) consists of two evaluations
of Eq. (2.28) plus log2(QLK) multiplications and log2(QLK) additions required for adding the a-
priori information. However, the search-space may be halved. Therefore, the average number of
multiplications and additions becomes equivalent to
¯ C× =
[4nTT + 4nTTnRT + 2nRT + 4 + log2(QLK)]QLK
log2(QLK)
, (2.66)
¯ C+ =
[2nTT + 2(2nTT − 1)nRT + 2JnRT + 2nRT + log2(QLK)]
log2(QLK)
. (2.67)
b.2. STSK: Similar to the hard-decision STSK demodulator, the soft-decision STSK demodulator
only has to process PSK/QAM symbols, where K = 1. Hence, the average number of multiplications
and additions for each bit of a STSK scheme may be reduced to
¯ C× =
[4nTT + 4nTTnRT + 2nRT + log2(QL)]QL
log2(QL)
, (2.68)
¯ C+ =
[2nTT + 2(2nTT − 1)nRT − 2 + 2JnRT + 2nRT + log2(QL)]
log2(QL)
. (2.69)
b.3. SFSK: Similarly, the average number of multiplications and additions required for each bit of a
soft-decision SFSK scheme, where we have L = 1, may be reduced to
¯ C× =
[4nTT + 4nTTnRT + 2nRT + log2(QK)]QK
log2(QK)
, (2.70)
¯ C+ =
[2nTT + 2(2nTT − 1)nRT − 2 + 2JnRT + 2nRT + log2(QK)]
log2(QK)
. (2.71)
b.4. LDC: Finally, the average number of multiplications and additions associated with each bit of
a soft-decision LDC scheme becomes
¯ C× =
[4nTTnRT + 2nRT + log2(Q)]Q
log2(Q)
, (2.72)
¯ C+ =
[2(2nTT − 1)nRT − 2 + 2JnRT + 2nRT + log2(Q)]
log2(Q)
. (2.73)2.2.4. Space-Time-Frequency Diversity 48
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Figure 2.16: Complexity versus the normalized throughput of the LDC, STSK, SFSK and STFSK
schemes, where the system parameters are provided in Table 2.4.
Table 2.5: Complexity of STFSK schemes.
Scheme nTnRTQ L-PSK K-FSK η Hard-decision Soft-decision
Identiﬁer ¯ C× ¯ C+ ¯ C× ¯ C+
1 4/1/4/2 2 16 0.1875 227 201 3605 3221
2 4/1/4/2 4 8 0.375 445 397 3605 3221
3 4/1/4/2 8 4 0.75 887 793 3605 3221
4 4/1/4/2 16 2 1.5 1771 1584 3605 3221
5 4/1/4/4 2 8 0.375 455 397 3605 3221
6 4/1/4/4 4 4 0.75 887 793 3605 3221
7 4/1/4/4 8 2 1.5 1771 1584 3605 3221
8 4/1/4/8 2 4 0.75 887 793 3605 3221
9 4/1/4/8 4 2 1.5 1771 1584 3605 3221
10 4/1/4/16 2 2 1.5 1771 1584 3605 32212.2.4. Space-Time-Frequency Diversity 49
The complexity results of the STFSK, STSK and SFSK schemes summarized in Table 2.4 are
shown in Fig. 2.16, where the continuous and the dashed lines portray the detection complexity of
the hard- and soft- demapper, respectively. As seen in Fig. 2.16, the complexity of the hard-decision
STFSK schemes is comparable to that of the SFSK schemes in term of the number of multiplications
and additions. By contrast, the hard-decision STSK schemes have doubled the complexity of the
hard-decision STFSK and SFSK arrangements, when considering the same normalized throughput,
while the number of multiplications and additions required by the hard-decision LDC demappers is
50% higher than those of the hard-decision STFSK schemes. Observe furthermore from Fig. 2.16 that
the complexity of the soft-decision STSK, SFSK and STFSK demappers is comparable, while they
are slightly more complex than the soft-decision LDC demapper. Furthermore, we found that in case
of the SFSK and STFSK schemes the soft demappers doubled the complexity of the hard demappers,
whilst in case of the STSK and LDC schemes the complexity of the soft- and hard-demappers remain
comparable.
Furthermore, the complexity of the hard- and the soft-decision STFSK schemes of Table 2.3 is
summarized in Table 2.5, where the block size of 6 bits per symbol is employed. The following
observations may be made:
• For the hard-decision, the complexity of decoder is reduced, when the number of frequencies, K,
is increased.
• For a given value of K and for a given value of the product QL, all possible combinations of Q
and L exhibit the same decoding complexity when hard-decision is employed.
• In case of hard-decision, the complexity of a STFSK scheme increases upon increasing the
normalized throughput.
• The complexity of a soft-decision STFSK demodulator depends only on the product of Q×L×K,
rather than on all possible combinations of Q, L and K.
2.2.4.8 Parameter Selection
The STFSK is a sophisticated scheme, which beneﬁcially transforms the binary bits in the STF-domain
signal. Therefore, appropriately conﬁguring the system parameters is important.
For a system having a relatively narrow bandwidth and operating in a ﬂat-fading channel, STSK,
which represents STFSK associated with K = 1, constitutes a suitable selection. This is because
FSK only exhibits substantial advantages in frequency-selective fading channels, where transmission
during prolonged fades are avoided by hopping to an independently faded tone outside the coherence
bandwidth. Moreover, a tight bandwidth constraint does not allow a suﬃciently high number of
frequencies to be selected. The parameter conﬁguration process conceived for the STSK scheme was
detailed in [53].
By contrast, when a suﬃciently high bandwidth is available, the STFSK concept (K ≥ 2) may
signiﬁcantly improve the attainable system performance, as a beneﬁt of spreading the signal over
the STF domain. Moreover, it can also oﬀer a high system conﬁguration ﬂexibility. Let us brieﬂy
exemplify the mapping rules of our STFSK scheme, where a ﬁxed number of B = log2(KLQ) = 32.2.4. Space-Time-Frequency Diversity 50
bits per STF block S is transmitted. As demonstrated in Table 2.2, we can use one of the following
combinations:
B = log2(KLQ) = 3bits
⇔
8
> > > > <
> > > > :
K = 1,(L,Q) = (1,8;2,4;4,2;8,1)
K = 2,(L,Q) = (1,4;2,2;4,1)
K = 4,(L,Q) = (1,2;2,1)
K = 8,(L,Q) = (1,1).
(2.74)
Clearly, for a ﬁxed number of 3 bits per transmitted block, the STFSK scheme may oﬀer ten diﬀerent
system conﬁguration choices, compared to the four STSK options of [53].
According to Eq. (2.49), as the value of K or T increases, the throughput of the system linearly
decreases. At the same time, the throughput is increased relatively slowly, namely as a function
of log2(K · L · Q) with the product (K · L · Q). Again, the classic tradeoﬀ between the achievable
diversity and multiplexing gain has to be considered here. Moreover, increasing K also leads to an
increased complexity at the demodulator, since more matched ﬁlters are required. As shown in [66,87],
the incremental BER improvement slows down for high values of K, namely for K > 4. Therefore,
the values of K = {2,4} constitute reasonable choices in order to mitigate the eﬀects of frequency-
selective fading, while maintaining a high throughput. Finally, the number of transmit antennas
employed should obey nT ≤ T, as mentioned above.
2.2.4.9 Performance of Space-Time-Frequency Shift Keying
a. Performance in Interference-Limited Environments
In this section, the BER performance of the STSK, SFSK and STFSK modulation schemes will
be investigated and compared. The modulation parameters of the three schemes are provided in
Table 2.6, where the normalized throughput of 1 bit/Ts/frequency is applied to all schemes in order
to make a fair comparison. At the receiver, the square-law detector [66] is employed to detect the
FSK symbols, while the maximum likelihood STSK detector is utilized to detect both the PSK/QAM
symbols and the LDC matrices.
Table 2.6: Parameters of LDC, STSK, SFSK and STFSK schemes, employing 1 bit/Ts/freq.
Parameters nTnRTQ L K Throughput
LDC 4/1/4/16 N/A N/A 1 bit/Ts/freq
STSK 4/1/4/4 4 N/A 1 bit/Ts/freq
SFSK 4/1/4/8 N/A 2 1 bit/Ts/freq
STFSK 4/1/4/2 4 2 1 bit/Ts/freq
Fig. 2.17 shows the BER performance of the four schemes of Table 2.6, when the channels are
assumed to be uncorrelated and frequency-ﬂat Rayleigh faded, where STSK achieves a power gain of
about 3 dB over SFSK across the Eb/N0 range considered. This may be explained by the fact that
STSK is not aﬀected by the frequency-ﬂat fading. As an additional beneﬁt, it may glean a diversity
gain from the time domain, which SFSK fails to achieve. Hence, STSK may outperform SFSK. At2.2.4. Space-Time-Frequency Diversity 51
the same throughput, the STSKs performance also dominates that of the conventional LDC. More
particularly, as shown in Fig. 2.17, the LDC achieved a BER of 3.104 at the Eb/N0 of 20 dB, while
the STSK further reduced the BER to 4.106 at the same Eb/N0 value. However, its BER performance
is still worse than that of STFSK. More particularly, STFSK oﬀers a power gain of 3 dB over STSK.
This may be explained by observing that STFSK transmits Q = 2 symbols in T = 4 Ts, compared to
the Q = 4 symbols transmitted in T = 4 Ts by the STSK scheme. Therefore, STFSK is capable of
gleaning a higher diversity gain from the TD.
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Figure 2.17: The performance of the hard-decision LDC, STSK, SFSK and STFSK modulation
schemes for uncorrelated frequency-ﬂat Rayleigh fading channels, where the system parameters are
provided in Table 2.6.
The performance of the three schemes in the frequency-selective fading environment considered
is characterized in Fig. 2.18. The 4-tap ITU-A channel model [13] having a normalized Doppler
frequency of 0.001 is employed here. As shown in the ﬁgure, STFSK outperforms the STSK and
SFSK schemes. It is also observed that the performance of the STFSK and the SFSK systems remains
more-or-less unaﬀected in the face of the frequency-selective fading channels considered, while the
STSK’s performance degrades by 1 dB, since the STSK scheme attains no diversity gain in the FD.
Therefore, the STSK signal is contaminated by the ISI imposed by the frequency-selective fading.
Additionally, we investigate the scenario, when the ISI imposes a more grave impact on the at-
tainable system performance by introducing the 6-tap COST207 rural area channel model [13], which
is detailed in Section 1.1.1.3. According to Fig. 2.18, the performance of the STFSK and the STSK
schemes recorded for the 6-tap COST207 channel becomes more degraded in the low Eb/N0 region,
namely below 10 dB, than for the 4-tap ITU-A channel but in the rest of the Eb/N0 region, they per-
form comparably well. By contrast, the STSK’s performance continues to degrade. More particularly,
the gap between the BER curves of the STSK and the SFSK schemes is reduced by 2 dB, compared
to the uncorrelated frequency-ﬂat fading scenario, resulting in a power gain of 1 dB.
Furthermore, we evaluated the attainable BER performance of the three schemes seen in Table 2.6,
when the Channel State Information (CSI) is imperfect at the receiver. The 6-tap COST207 rural area2.2.4. Space-Time-Frequency Diversity 52
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Figure 2.18: The performance of the hard-decision STSK, SFSK and STFSK modulation schemes for
frequency-selective Rayleigh fading channel with the normalized Doppler frequency of 10−1, where
the system parameters are provided in Table 2.6. The corresponding performance over frequency-ﬂat
Rayleigh fading is shown in Fig. 2.17.
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Figure 2.19: The performance of the hard-decision STSK, SFSK and STFSK modulation schemes
under the 6-tap COST207 rural area channel model with the normalized Doppler frequency of 10−1
when the CSI is imperfect at the receiver, where the system parameters are provided in Table 2.6.
The coressponding performance under the perfect CSI is shown in Fig. 2.18.2.2.4. Space-Time-Frequency Diversity 53
channel model is continued to be used, while a Gaussian CSI estimation error of 10% is assumed here.
The BER performance of the scenario is shown in Fig. 2.19. In contrast to the results of Fig. 2.18,
at the CSI error of 10% the STSK scheme performs worse than SFSK, since the BER performance of
the latter was only slightly degraded. As seen in Fig. 2.19, the BER performance of STFSK is also
signiﬁcantly degraded, requiring an approximately 3 dB higher channel SNR for maintaining a speciﬁc
BER, when a realistic CSI error is imposed.
In the following, we consider the achievable iterative detection aided performance, when the
soft STFSK demapper iteratively exchanges extrinsic information with the Recursive-Systematic-
Convolutional (RSC) decoder. The RSC codec employs a half-rate, constraint-length-3 code having
the generator polynomial of 1+Z−2
1+Z−1+Z−2. The STFSK scheme’s parameters are provided in Table 2.7.
Observe from Fig. 2.20 that the achievable performance is signiﬁcantly improved, when the number of
iterations between the soft demapper and the RSC decoder was increased. Quantitatively, an Eb/N0
improvement of 3 dB was achieved at the BER of 10−4, when the number of iterations was increased
from one to ﬁve.
Table 2.7: Parameters of the RSC coded STFSK schemes.
Parameter Value
Information/Encode bits 600/1200
Channel code RSC(5,7)
STFSK modulation 4/1/4/2-4-2
Demodulator type Soft-decision
Decoding type Iterative-detection
Number of iterations I = 1...5
Channel type ﬂay-Rayleigh fading
The results of Fig. 2.20 are further supplemented by the EXIT charts of Fig. 2.21. As seen in
Fig. 2.21(a), at the Eb/N0 value of -3 dB the intersection of the two EXIT curves is at the point of
(0.75,0.55) and up to this point a gradually narrowing tunnel exists between the two EXIT curves.
Hence, at this value of Eb/N0, only an insigniﬁcant improvement is obtained upon increasing the
number of decoding iterations between the STFSK demodulator and the RSC decoder. By contrast,
the tunnel is more widely open in case of Eb/N0 = −1 dB in Fig. 2.21(b) and the extrinsic information
gleaned increases signiﬁcantly, when the number of iterations increases from one to three. This explains
why the attainable BER performance improves rapidly for the ﬁrst three iterations, while the BER
improvement signiﬁcantly reduces for the fourth and ﬁfth iteration.
Fig. 2.22 characterizes the attainable performance of all the ten STFSK schemes of Table 2.3,
where all other system parameters are provided in Table 2.7. The performance conﬁrms the EXIT-
chart based performance predictions of Fig. 2.14. More particularly, based on the results, the ten
schemes may be divided into four groups. The ﬁrst group, including Schemes {1,2,3}, exhibits the
best performance, achieving a BER of 10−4 at an Eb/N0 value around 0 dB. The EXIT functions of
the demappers in these three schemes are shown at the top of Fig. 2.14, where a signiﬁcant advantage
is shown in comparison to the remaining schemes. The second group consisting Schemes {4,5,6,7}
achieved the same BER, namely 10−4, at the Eb/N0 of about 2.5 dB. The EXIT functions of these2.2.4. Space-Time-Frequency Diversity 54
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Figure 2.20: The performance of the soft-decision RSC-coded STFSK(4/1/4/2) with the aid of QPSK
and BFSK modulations, where the system parameters are provided in Table 2.7 and the corresponding
EXIT charts are shown in Fig. 2.21.
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Figure 2.21: EXIT charts of the RSC coded STFSK using iterative decoding, where the system
parameters are provided in Table 2.7 and the associated BER performance is shown in Fig. 2.20.2.2.4. Space-Time-Frequency Diversity 55
schemes remained signiﬁcantly below those of the ﬁrst group. The third group contained Scheme 8
and Scheme 9, whose EXIT functions remained further below those of Schemes {4,5,6,7} in Fig. 2.14.
They achieved the BER of 10−4 around the Eb/N0 value of 5.5 dB. Finally, Scheme 10, which has
the demapper EXIT function at the bottom of Fig. 2.14, acquired the same BER around the Eb/N0
value of 9.5 dB.
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Figure 2.22: The performance of the soft-decision aided RSC-coded STFSK schemes of Table 2.3,
where the other system parameters are provided in Table 2.7, while the EXIT functions of the STFSK
demodulators recorded at Eb/N0 = 0 dB are shown in Fig. 2.14.
b. Performance in Multi-user and Multi-cell Environments
One of the disadvantage of the STFSK scheme is the vulnerability of its FSK component to the co-
channel interference. By contrast, the co-channel interference may be diminished by employing Slow
Frequency Hopping Multiple Access (SFHMA) [95], which not only provides inherent frequency diver-
sity but also advantageously randomises the eﬀects of cochannel interference. Furthermore, SFHMA
is capable of avoiding the problem of prolonged fades typically experienced by stationary or slow
moving Mobile Stations (MS) because hopping to another independently faded frequency might cur-
tail fading. The classic SFH900 mobile system [96,97] which was based on “mixed” Slow Frequency
Hopping (SFH) combined with time division demonstrated the beneﬁts of SFHMA.
Motivated by its substantial beneﬁts, in this section we develop the single-link STFSK philosophy
into a multi-user, multi-cell SFHMA system in order to investigate the inter-play of these techniques
and their impact on the performance of the holistically optimized system. The novelty and rationale
of our proposed scheme is summarized as follows:
1. First, we intrinsically amalgamate the STFSK with SFHMA and then investigate the achievable
Area Spectral Eﬃciency (ASE) of a realistic multi-user, multi-cell wireless environment under
diﬀerent cellular frequency reuse structures.
2. The study in Chapter 7 of [11] showed that the SFHMA system is superior in comparison to
the Time Division/ Frequency Division Multiple Access (TD/FDMA) benchmarker for a low-2.2.4. Space-Time-Frequency Diversity 56
complexity 16 kbit/s subband speech codec combined with Reed-Solomon coding. By contrast, in
this section we demonstrate that the SFHMA system becomes inferior to the TD/FDMA system
when state-of-the-art components, such as the Advanced Multi-rate (AMR) speech codec and the
convolutional coding are employed.
3. Finally, we demonstrate that by intrinsically amalgamating low-complexity STFSK and SFHMA,
we attained an improved ASE, compared to those of TD/FDMA and WCDMA. However, this
ASE remains lower than that of the more complex LTE system, when the same convolutional
channel code and the same system bandwidth are employed.
b.1. Slow Frequency Hopping Multiple Access
Slow Frequency Hopping Multiple Access Protocols
The Slow Frequency Hopping Multiple Access (SFHMA) technique employs SFH relying on unique,
user-speciﬁc pseudo-random hopping sequences for supporting multiple users. The SFH family may
be divided into three categories, as follows:
• Orthogonal: a set of orthogonal sequences of length Nc are allocated to each cell to permit
access to Nc frequencies. In any hop, each active user within a cell is assigned one of these
sequences, which allows the user to transmit on a particular frequency. In adjacent cells or-
thogonal transmissions are ensured by allocating distinct sets of frequencies. As in any cellular
network, frequency reuse can be employed by assigning the same set of frequencies to the cells,
whose geographic separation is not lower than the aﬀordable reuse distance.
• Random: each active user is assigned a unique frequency-hopping sequence, which is uncorre-
lated with all other sequences. This arrangement allows the generation of a signiﬁcantly higher
number of sequences, hence potentially allowing more users to join the network. As a price, due
to the eroded orthogonality between the hopping sequences, cochannel interference will appear
even in non-dispersive propagation scenarios. However, in each hop a diﬀerent subset of active
users will generate the interference, which randomizes its eﬀects. In other words, it spreads the
interference over all the frequencies, hence reducing its power-spectral density and therefore it
can make the employment of frequency reuse based cellular planning unnecessary.
• Mixed: Based on the above two arrangements, a mixed protocol is proposed, in which a pair
of uncorrelated sequences of length Nc facilitate hopping to the same frequency in only one of
the Nc hops. This arrangement reduces the eﬀects of cochannel interference and hence becomes
capable of supporting a high number of users. As a beneﬁt of providing an increased freedom
in system design and of its improved spectral eﬃciency [96, 97], the above-mentioned mixed
protocol will be considered in the following sections.
Cellular Reuse Structure
The basic form of the reuse structure, which has three basic frequency-sets, also often referred
to as ‘colours’ is illustrated in Fig. 2.23 for the SFHMA system detailed in [96,97]. Each colour is
represented by one of the letters A, B, C and each contains a set of Nc frequencies. For a given
reference cell associated with colour A, all other cells marked A are full-reuse cells, relying on the2.2.4. Space-Time-Frequency Diversity 57
same set of frequencies. For the full-reuse structure, an active user in the reference cell will experience
interference from an active user in the reuse cell, during one of each sequence of Nc hops, when they
happen to use the same frequency. Each additional active user from the same or other reuse cell will
impose the same frequency collision probability, but at a diﬀerent frequency in the reference user’s
sequence. Therefore, the so-called ‘frequency collision rate’ is deﬁned as the proportion of the hopping
sequence, when a ‘hit’ by an identical-frequency active user is encountered. For a full reuse cluster
size Cc, the frequency collision rate equals to Cc/3Nc.
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Figure 2.23: Three-colour cellular frequency reuse structure.
By constrast, in a fractional reuse structure, each colour is divided into Mc overlapping sub-sets of
Lc groups of frequencies, which are referred as ‘shades’ of that colour, or ‘pseduo-colour’ [96]. Hence,
the frequency-reuse cluster contains 3Mc cells divided into Mc sub-clusters of size 3, each using a
diﬀerent shade of 3 colours. This is known as a 3Mc/Lc fractional structure [96], where Lc/Mc is the
fraction of the Nc frequencies making up a colour, which is constituted by the set of shades. Fig 2.24
shows an example of a 21/3 reuse structure, where we have Mc = 7 and Lc = 3. A shade allocation
for colour A is given in Table 2.8, which indicates the fractional overlap of hopping frequencies of 1/3.
The characteristics of other classic fractional reuse structures are summarized in Table 2.9. Finally,
the frequency collision rate is expressed as
y =
Mck
LcNc
, (2.75)
where k is the fractional overlap factor. Note that we have k = 0 for cells of diﬀerent colours, while
k = 1 for cells of the same colour and shade. Other values of k may be found in Table 2.9.
b.2. Spectral Eﬃciency of STFSK Aided SFHMA
Spectral Eﬃciency of the SFHMA system
In this section, the method proposed in [11,97] will be employed for evaluating the ASE of the
proposed STFSK aided SFHMA system. Furthermore, the spectral eﬃciency of the STFSK aided
SFHMA, the GMSK aided SFHMA and the conventional GMSK aided TD/FDMA systems will be
compared. In this study we focus our attention on the base-to-mobile DownLink (DL).
In order to calculate the ASE of the entire system, we ﬁrst consider the probability of correct
reception of a hop, qc, ensured by the FEC coding and by the audio/video codec of a multimedia2.2.4. Space-Time-Frequency Diversity 58
12
A1
21
A1
21
A1
A5
A7
A4
A1
3
3 9
12
21
A1
A5
A2
A4
A1
9 3
12
A1 A7 A6
A1
A3
9 3
21
3
12 9
21
21
12
A2
12
9
A3
3
A6
9
Partial reuse cells:
1
st ring
k=1/3
2
nd ring
k=1/3
Full reuse cells:
1
st ring
k=1
Reference cell
Figure 2.24: Frequency reuse cells of a 21/3 fractional reuse structure. The ‘A’ cells associated with
the same colours and shades are full-reuse cells, while those with the same colours but diﬀerent shades
are fractional reuse cells. In contrast to Fig. 2.23, all ‘A’ cells have the same colours and shades,
resulting in only full reuse cells.
Table 2.8: Shade allocation for a 21/3 frequency reuse structure
Frequency Shade
group A1 A2 A3 A4 A5 A6 A7
f1 * * *
f2 * * *
f3 * * *
f4 * * *
f5 * * *
f6 * * *
f7 * * *
Table 2.9: Fractional reuse structure characteristics
Cluster Mc Lc k y
size fractional full
9/2 3 2 1/2 9/4Nc 3/2Nc
12/2 4 2 1/2 1/Nc 2/Nc
12/3 4 3 2/3 8/9Nc 4/3Nc
21/3 7 3 1/3 7/9Nc 7/3Nc
21/4 7 4 1/2 7/8Nc 7/4Nc2.2.4. Space-Time-Frequency Diversity 59
session for the sake of guaranteeing an acceptable service quality. This probability may be achieved,
when the signal’s Carrier-to-Interference Ratio (CIR) at the receiver is lower than an Eb/N0 value,
which corresponds to a speciﬁc BER threshold. According to [97], a qc value of 0.7 is capable of
guaranteeing an acceptable speech quality for a system utilizing the Reed-Solomon (RS) (8,4) channel
code and a 16 kbit/s sub-band codec, resulting in an ReS-decoded BER of approximately 3×10−3. It is
worth nothing that the state-of-the-art Advanced Multi-Rate (AMR) speech codec [98] provides a good
speech quality even at BER = 10−2. However, in order to facilitate reliable system synchronization,
the target BER of 10−3 is chosen in this study. The probability qc of correct reception of a hop may
be formulated as [97]:
qc = Prob{λ ≥ γ}, (2.76)
where γ presents the Eb/N0 value corresponding to the BER threshold and λ is the CIR at the receiver
considered, where the interference is imposed by all the adjacent cells. Note that the CIR depends
on the received power, on the shadowing and fast-fading parameters, as well as on the interference
imposed by other cells in the network. More particularly, if a reference cell is interfered by MI adjacent
cells, then the probability qc of correct reception will be the product of MI probabilities, each of which
is the probability of correct reception conditioned on the CIR Λi corresponding to the ith cell. Hence,
Eq. (2.76) may be further expressed as [11]
qc =
MI Y
i=1
µ
1 −
piγ
Λi + γ
¶
, (2.77)
where pi presents the frequency-collision probability.
In line with [11], we assume that the locations of MSs are random in the reference cell. Therefore,
qc may be calculated for various values of the tele-traﬃc load, X, which is also known as the average
number of users actively engaged in calls per MHz per cell. In the analysis of [11], the ‘90% worst case
value’, q90, deﬁned as the speciﬁc value of qc, which is exceeded with a probability of 90%, is utilized.
The study of [97] suggested that the speciﬁc operating point where we have q90 = 0.7 in the graph
of q90 versus X should be selected in order to ensure an acceptable reception quality. However, the
analysis of [11] indicated that q90 = 0.8 might be a better choice for the minimum q to determine the
ASE. Hence, the value of q90 = 0.8 is considered in our following analysis.
The ASE calculation may then be simpliﬁed to:
η = acell/W = X, (2.78)
where acell is the traﬃc load and W is the total allocated bandwidth. Furthermore, the frequency-
collision probability may be expressed as
pi =
yiraWX
ntncall
, (2.79)
where nt is the number of slots per TDM frame and ncall is the number of calls per timeslot, while
ra is the Voice Activity Ratio (VAR), typically assumed to be 0.5 for the downlink [97]. For a full-
reuse cell cluster of size Cc, the frequency-collision rate yi becomes Cc/3Nc. By contrast, we have
yi = kiMc/LcNc for the 3M/L fractional reuse structure. As regards to the channel spacing fs, the
number of hopping frequencies assigned to each of the three basic colours is given by
N =
W
3fs
. (2.80)2.2.4. Space-Time-Frequency Diversity 60
Hence, Eq. (2.79) may be simpliﬁed to
pi =
CXrafs
ntncall
, (2.81)
for the full-reuse cells and
pi =
3kiMXrafs
Lntncall
, (2.82)
for fractional reuse.
In reality, most cellular systems employ ﬁxed beam-forming-based angular sectorization, at least
near the cell-edge. Thus, in the scenario of 120o sectorization only 3 of 6 neighbour cells impose inter-
ference on the reference cell. However, there are only two cells, which contribute the full interference.
Moreover, the authors of [97] demonstrated that the probability of the event, when the worst-case
value q90 occurs is comparable to the probability of Λ90, which is deﬁned as the ‘90% worst-case value’
CIR, in other words, Prob(qc > q90) = Prob(Λ > Λ90) = 90%. Hence, q90 may be expressed as
q90 =
KI Y
i=1
µ
1 −
piγ
2Λi + γ
¶2
, (2.83)
where KI is the number of cellular rings using a diﬀerent frequency set around the reference cell.
Fig. 2.25 shows the BER performance of both GMSK and STFSK(4/1/4/2-4-2), where we employ
M/N/T/Q = 4/1/4/2, 4-PSK and 2-FSK modulation for transmission over the COST-207 rural area
channel model [13], when assuming a maximum multipath delay of 20 µs, corresponding to an Inter-
Symbol Interference (ISI) of 6 symbols at a bit rate of about 300 kbits/s. The half-rate channel codes
ReS(8,4) [11] and the recursive systematic convolutional code RSC(23,33) using the octally represented
generator polynomials of 23 and 33 [99] are considered. For RSC-coded system, soft-decision were used
at the receiver. The system parameters are summarized in Table 2.10. According to Fig. 2.25, the
target BER of 10−3 was achieved at the Eb/N0 value of γ =26.0 dB, 19.0 dB and 8.5 dB for the
uncoded, ReS coded and RSC coded GMSK schemes, respectively. For the same coding schemes
invoked for the STFSK transceiver, the corresponding values are γ =9.5 dB, 7.5 dB and 1.5 dB,
respectively. All of these values will be used for computing the system’s q90 values as well as its ASE.
Table 2.10: Parameters of the SFHMA schemes.
Parameters Values
Channel codes ReS(8,4)/RSC(23,33)
Code rate 0.5
Modulation type GMSK/STFSK(4/1/4/2-4-2)
Channel model 6-tap COST-207 - RA
For a basic 3-cell structure using the above values of γ as well as Λ90 from Table 2.11 and assuming
a frequency spacing of fs = 1/7 MHz, the values of q90 versus the average number of users, X, are
presented in Fig. 2.26. The curves were plotted for the following conditions:
• Nearest reuse ring (cluster-size 3) only is marked by the circles.2.2.4. Space-Time-Frequency Diversity 61
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Figure 2.25: BER versus Eb/N0 performance of the GMSK and the STFSK(4/1/4/2-4-2) schemes
employing ReS and RSC channel codes for transmission over the 6-tap COST-207 rural area channel
model subjected to Rayleigh fading and AWGN. The associated system parameters are summarized
in Table 2.10.
Table 2.11: Values of Λ90 versus reuse cluster size [11,97]
Size 3 9 12 21 27 36 39 48
Λ90 (dB) 5.2 13.0 14.5 18.2 20.6 22.9 23.5 25.1
• Nearest reuse ring plus two nearest rings of cells of the other colours which impose adjacent-
channel interference, for which the values of Λ90 taken from [97] are RAC+2 dB and RAC+9 dB,
where RAC = 17 dB is the adjacent-channel interference rejection for fs = 1/7 MHz. This
scenario is indicated by the down-facing triangles.
• The second reuse ring (size 9) only, as indicated by the upwards triangles.
• The ﬁrst ﬁve reuse rings (size 3,9,12,21,27), as marked by the squares.
As seen in the ﬁgure, the tiny gaps between the circle-marked curves and the down-facing-marked
curves indicate that the adjacent channel interference insigniﬁcantly aﬀect the cell’s performance. By
contrast, due to the co-channel interference, the cell’s tele-traﬃc load X is reduced by approximately
1.5 users/cell/MHz at q90 = 0.8 when the number of reuse rings increases from one to ﬁve.
Further values of q90 recorded for the various reuse structures of the 27-cell network are provided
in Fig. 2.27, when the uncoded, the ReS(8,4) coded and the soft-decision RSC(23,33) coded STFSK
schemes are considered. Observe from the ﬁgure that the soft-decision RSC coded STFSK scheme
signiﬁcantly improved the cell’s performance compared to the hard-decision-aided RS coding scheme.
Based on the q90 curves of Fig. 2.27, it is possible to ﬁnd the system’s ASE, ηsys, by spotting the X
value, where we have q90 = 0.8. Note that the ASE is quantiﬁed in terms of Erlang/cell/MHz, or as
Erl/cell/MHz for short.
Theoretically, the probability of frequency collision, pi, depends on three factors, namely the2.2.4. Space-Time-Frequency Diversity 62
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Figure 2.26: q90 versus X for GMSK and STFSK(4/1/4/2-4-2) employing RSC channel code for the
full-reuse cluster size of 3 and ra = 0.5. The Eb/N0 values γ correspoding to the target BER = 10−3
were extracted from Fig. 2.25. The associated system parameters are summarized in Table 2.10.
fractional overlap between the sets of frequencies in the reuse and reference cell, the VAR and the
mean channel utilization, U. Thus, pi can be expressed as
pi = kiUra. (2.84)
Note that U = 1.0, when all channels are occupied. Using the condition U = 1.0 and Eqs. (2.78-2.79),
the maximum ASE may be obtained as
ηmax =
nt
Ccfs
(2.85)
for the full-reuse structure and as
ηmax =
Lcnt
3Mcfs
(2.86)
for fractional reuse structure.
In practice, the achievable spectral eﬃciency, ηach, of a system, which may be achieved with the
aid of the Erlang B formula [100], depends additionally on the number of channels per cell, nch, and
on the tolerable blocking probability, PB. The achievable ASE may be obtained as
ηach = Uach × ηmax, (2.87)
where Uach may be determined by the Erlang B equation, where we have the following relationship [100]
PB =
U
nch
ch
nch!
Pnch
i=0
Ui
ch
i!
. (2.88)2.2.4. Space-Time-Frequency Diversity 63
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Figure 2.27: q90 versus X for Uncoded, ReS coded and RSC coded STFSK(4/1/4/2-4-2) schemes
under the assumption of the 27-cell network of Fig. 2.24.The Eb/N0 values γ correspoding to the
target BER = 10−3 were achieved from Fig. 2.25. The associated system parameters are summarized
in Table 2.10.
Table 2.12 shows the maximum as well as the achievable spectral eﬃciency of various reuse structures,
where we have W = 24 MHz, fs = 1/7 MHz and PB = 2%.
Consequently, the attainable ASE of a speciﬁc system is given by
ηatt = min{ηsys,ηach}. (2.89)
The attainable ASE of various reuse structures is provided in Table 2.13. As seen in the table, the
STFSK aided SFHMA system may triple the ASE compared to the one employing classic GMSK,
when no channel coding is employed. When the hard-decision ReS(8,4) channel code was employed,
the ASE of the STFSK system is still as twice as high as that of GMSK. Furthermore, with the aid
of the soft-decision RSC(23,33) the STFSK may approach the maximum achievable ASE for all the
reuse structures considered. By contrast, this was only possible for the full-reuse cluster size of 9 and
for the fractional-reuse cluster size 21/3 in case of the RSC(23,33) coded GMSK.
In summary, the attainable ASE can be estimated by the following steps:
• Step 1: Determine the Eb/N0 threshold, γ, from Fig. 2.25 which oﬀers the target BER.
• Step 2: Compute the frequency collision probability, pi, from Eq. (2.81) or Eq. (2.82).
• Step 3: Calculate q90 from Eq. (2.83).
• Step 4: Determine the system’s ASE, ηsys by looking for the operating point in Fig. 2.26, where
we have the target q90, i.e q90 = 0.8 in the graph of q90 versus X.2.2.4. Space-Time-Frequency Diversity 64
Table 2.12: Maximum values of channel utilization and spectral eﬃciency (Erl/cell/MHz): PB = 2%
Cluster ηmax nch Uach ηach
size (U = 1)
3 7.00 168 0.901 6.31
9 2.33 56 0.803 1.87
9/2 4.67 112 0.872 4.07
12/2 3.50 84 0.846 2.96
12/3 5.25 126 0.881 4.63
21/3 3.00 71 0.831 2.49
21/4 4.00 96 0.859 3.44
• Step 5: Calculate the achievable spectral eﬃciency, ηach, from Eq. (2.87).
• Step 6: Determine the system’s attainable ASE, ηatt, which is the lower of the pair ηsys and
ηach.
Comparison between the SFHMA and TD/FDMA systems
Finally, we compare the attainable performance of STFSK aided SFHMA to that of conventional
GMSK aided TD/FDMA, to that of the third-generation WCDMA system, as well as to the per-
formance of the fourth-generation LTE system. The system parameters considered are provided in
Table 2.14. In order to support a voice channel employing the AMR speech codec [98] operated for
example at 12.2 kbps, in the 5 MHz-bandwidth WCDMA system a maximum of 98 users can be sup-
ported, when using a spreading factor of 128 [20]. For the same bandwidth of 5 MHz, the LTE system
is capable of supporting up to 200 users [24]. Naturally, both the WCDMA and the LTE as well as the
STFSK system are capable of supporting a signiﬁcantly higher data rate than the 12.2 kbps speech
rate. However, in this investigation we focussed our attention on the classic voice telephony service.
Therefore, the voice data rate of 12.2 kbps is selected for all the systems considered. As a beneﬁt
of employing CDMA in WCDMA and OFDM in LTE, both systems are capable of operating at full
frequency reuse in all the adjacent cells.
The performance of the three systems recorded at an Eb/N0 of 30 dB is shown in Fig. 2.28 in
terms of the BER versus the mean CIR. Based on Fig. 2.28, the threshold BER of 10−3 is achieved
at the mean CIR of Λth=12 dB, 6.5 dB and -1.0 dB for GMSK-aided TD/FDMA, for GSMK-assisted
SFHMA and TSFSK-aided SFHMA, respectively. These values will be used for determining the
minimum reuse cluster size. More particularly, the selected reuse cluster size’s Λ90 must be higher
than the threshold mean CIR Λth. In other words, the interference power imposed by frequency-
reuse cells on the reference cell must be lower than the critical threshold interference level, which
may be calculated from the threshold mean CIR Λth. For instance, in order to satisfy the condition
of Λ90 > (Λth = 10.0dB), the TD/FDMA’s smallest reuse cluster size must be the full-reuse 9-cell
cluster, where we have Λ90 = 13.0 dB based on Table 2.11. Similarly, observe from this table that the
minimum cluster size is 3 for both the GMSK and the STFSK aided SFHMA system.2.2.4. Space-Time-Frequency Diversity 65
Table 2.13: Spectral eﬃciency (Erl/cell/MHz) for various reuse structures: ra = 0.5; PB = 2%;
q90 = 0.8; ncall = 1
Cluster ηach ηsys ηatt U%
size Uncoded-GMSK Uncoded-STFSK Uncoded-GMSK Uncoded-STFSK Uncoded-GMSK Uncoded-STFSK
3 6.31 0.44 1.55 0.44 1.55 6 22
9 1.87 0.39 2.28 0.39 1.87 17 80
9/2 4.07 0.43 1.70 0.43 1.70 9 36
12/2 2.96 0.40 1.37 0.40 1.37 11 39
12/3 4.63 0.44 1.64 0.44 1.64 8 31
21/3 2.49 0.41 1.77 0.41 1.77 14 59
21/4 3.44 0.42 1.67 0.42 1.67 11 42
ReS-GMSK ReS-STFSK ReS-GMSK ReS-STFSK ReS-GMSK ReS-STFSK
3 6.31 0.59 2.07 0.59 2.07 8 30
9 1.87 0.58 3.40 0.58 2.33 25 80
9/2 4.07 0.60 2.31 0.60 2.31 13 49
12/2 2.96 0.51 1.85 0.51 1.85 15 53
12/3 4.63 0.60 2.20 0.60 2.20 11 42
21/3 2.49 0.60 2.41 0.60 2.41 20 80
21/4 3.44 0.60 2.25 0.60 2.25 15 56
RSC-GMSK RSC-STFSK RSC-GMSK RSC-STFSK RSC-GMSK RSC-STFSK
3 6.31 1.78 6.04 1.78 6.04 25 86
9 1.87 2.77 > 7.0 1.87 1.87 80 80
9/2 4.07 1.97 6.98 1.97 4.07 42 87
12/2 2.96 1.59 5.53 1.59 2.96 45 85
12/3 4.63 1.88 6.50 1.88 4.63 36 88
21/3 2.49 2.05 > 7.0 2.05 2.49 68 83
21/4 3.44 1.92 6.64 1.92 3.44 48 862.2.4. Space-Time-Frequency Diversity 66
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Figure 2.28: BER versus mean CIR for GMSK aided TD/FDMA, GMSK aided SFHMA and
STFSK(4/1/4/2-4-2) aided SFHMA systems where RSC channel codes are employed in a Rayleigh
fading AWGN channel at Eb/N0 = 30 dB. All other system parameters are summarized in Table 2.14.
Table 2.14: Spectral eﬃciency (Erl/cell/MHz) for various systems: Eb/N0 = 30dB; PB = 2%. The
Eb/N0 values γ correspoding to the target BER = 10−3 were achieved from Fig. 2.28.
System parameters TD-FDMA SFHMA WCDMA LTE
GMSK GMSK STFSK
Speech codec AMR AMR AMR AMR AMR
(12.2kbps) (12.2kbps) (12.2kbps) (12.2kbps) (12.2kbps)
Channel code type RSC(23,33) RSC(23,33) RSC(23,33) RSC(23,33) RSC(23,33)
Modulation type GMSK GMSK STFSK QPSK QPSK
(4142-4-2)
Antenna conﬁg. (nT/nR) 1/1 1/1 4/1 1/1 4/1
System bandwidth (MHz) W 5 5 5 5 5
Cluster size C 9 9 3 1 1
No. of timeslots nt 8 3 3 1 1
No. of call per timeslot ncall 4 4 4 1 1
Freq. spacing (MHz) fs 0.200 0.143 0.143 5 5
No. of freq./system nfs 25 35 168 1 1
Spreading factor 1 1 1 128 512
No. of channels/cell nch 89 47 140 98 200
Traﬃc/channel (erl) ach 0.841 0.768 0.883 0.860 0.912
Traﬃc/cell (erl) acell 74.85 35.80 123.48 84.31 182.43
Spectral eﬃciency ηatt 14.958 7.161 24.697 16.86 36.487
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Applying the 6-step process outlined above, the various systems’ ASEs are shown in the last line
of Table 2.14. According to the table, the GMSK aided TD/FDMA system does not perform as well
as the GMSK aided SFHMA arrangement in terms of the ASE, which is in contrast to the results of
Chapter 7 in [11]. The reason for this fact is that when strong channel codes, such as the RSC or
turbo codes, are employed, the reference BER value can be reduced, resulting in smaller reuse cluster
sizes. The advantage of the small reuse cluster sizes in the SFHMA system becomes less dominant.
Moreover, owing to the employment of SFH, the SFHMA system requires a longer time slot for each
user. Hence, the GMSK aided SFHMA system performs less eﬃciently than GMSK aided TD/FDMA.
However, the cell’s performance may be signiﬁcantly improved by employing STFSK. Quantitatively,
STFSK aided SFHMA attained a spectral eﬃciency of 24.7 Erl/cell/MHz, outperforming the ASE of
15.0 Erl/cell/MHz recorded for the GMSK aided TD/FDMA system. This ASE is also signiﬁcantly
higher than the WCDMA’s ASE of 16.9 Erl/cell/MHz, which is only slightly better than that of the
GMSK aided TD/FDMA system. Finally, the LTE system achieves an ASE of 36.5 Erl/cell/MHz,
hence exhibiting a substantially better ASE than all the remaining systems considered.
2.3 Cooperative MIMOs
As mentioned in Section 2.2, space-time coding or spatial multiplexing schemes require suﬃciently
high antenna-separation for ensuring independent fading. This fact essentially limits the employment
of multiple antennas to the BS. In order to overcome the limitation, the wireless cooperative network
philosophy, which is also referred to as the distributed MIMO regime, was proposed, where single-
antenna-sided mobiles cooperate to form a virtual MIMO.
The basic idea of cooperative communications can be traced back to the relay channel proposed
by Van der Meulen [101] in 1971, which was further characterized by Cover and Gamal in [102].
In [103] Sendonaris et al. proposed the conventional relay model for multiple nodes, where the nodes
transmit both their own signals as well as relay the others’ signals. In [104] the authors developed
an energy-eﬃciency cooperative diversity protocol based on the classic relay channel by exploiting the
space-diversity gain of distributed antennas in order to improve the achievable data rate as well as
to reduce the sensitivity of the system to channel variations. Hunter and Nosratinia [105] introduced
channel coding methods into cooperative communications. At the same time, Dohler et al. [106]
proposed concept of virtual antenna arrays by emulating the STBC codes for single-antenna-aided
cooperating users. A range of other space-time codes and cooperative diversity protocols were pro-
posed by Laneman and Warnell [107] for achieving an improved spectral eﬃciency. Furthermore, the
analysis and comparison of various cooperative strategies were detailed in [108,109]. More recently,
the soft information relaying concept was proposed in [110,111] for improving the reliability of the
relay links. On the other hand, Xiao et al. [112] introduced the concept of network coding into co-
operative communications, which was further developed in [113] for mitigating the throughput loss,
while attaining the full diversity gain. In contrast to physical-layer cooperation, cooperation at the
media access control layer was described in [114].
In principle, a typical cooperative network, as shown in Fig. 2.29 contains a Source Station (SS),
a single- or multiple Relay Stations (RS) and a Destination Station (DS). In the ﬁrst cooperative
phase, the SS broadcasts its data to both the RSs and the DS. Then, depending on the relaying type2.3. Cooperative MIMOs 68
Table 2.15: Major cooperative MIMO techniques (Part 1).
Year Author(s) Contribution
1971 Van der Meulen [101] Investigated the three-node relay channel incorporating a trans-
mitter, a relay and a receiver employing a time-sharing approach.
1979 Cover and Gamal [102] Theoretically characterized the relay channel.
1985 Willems [115] Proposed a partially cooperative communications scenario and
derived the capacity region of the multiple access channel with
partially cooperating.
1998 Sendonaris et al. [103] Generalized the relay model to multiple nodes, where each node
works as the transmitter as well as the relay for others.
2001 Laneman et al. [104] Developed an energy-eﬃcient cooperative diversity protocol
built upon the classical relay channel and exploit space diver-
sity at distributed antennas through coordinated transmission
and processing by cooperating radios.
2002 Hunter and Nosra-
tinia [105]
Proposed a user cooperation scheme employing channel coding
for wireless cooperation.
Dohler et al. [106] Introduced the concept of virtual antenna arrays that emulate
STBC for single-antenna-aided cooperating users.
2003 Sendonaris at al. [116,
117]
Proposed an user-cooperation methodology based on a DF sig-
nalling scheme using CDMA.
Laneman and War-
nell [107]
Presented space-time coded cooperative protocols for exploiting
spatial diversity in a cooperation scenario.
2004 Laneman et al. [108] Analysed and compared cooperative protocols, such as the AF,
DF, selection relaying and incremental relaying.
Nabar et al. [109] Analysed the spatial diversity performance of various coopera-
tive signalling protocols
Stefanov and
Erkip [118]
Analysed the performance of channel codes that are capable of
achieving full diversity provided by user cooperation in the pres-
ence of inter-user interference.
2005 Azarian at al. [119] Proposed the diversity-multiplexing trade-oﬀ amongst coopera-
tive signalling protocols.
Sneessens and Vanden-
porpe [110]
Proposed a soft DF signalling strategy.
Hu and Li [120] Proposed distributed source coding technologies based on
Splepian-Wolf cooperation for wireless cooperative communica-
tions.
2006 Hunter et al. [121,122] Derived BER and FER bounds and the outage probability of
coded cooperation.
Hu and Li [123] Presented Wyner-Ziv cooperation as a generalization of the
Splepian-Wolf cooperation for a compress-and-forward strategy.2.3. Cooperative MIMOs 69
Table 2.16: Major cooperative MIMO techniques (Part 2).
Year Author(s) Contribution
2007 Bui and Yuan [111] Proposed the soft information relaying where the relay’s LLR
values are quantiﬁed, encoded and superimposedly modulated
before being forwarded to the destination.
Khormuji and
Larssin [124]
Improved the performance of the DF relaying by rearranging the
constellation in the source and the relay.
Bao and Li [125] Presented the decode-amplify-forward, taking the beneﬁts of
both the AF and the DF relaying.
Xiao et al. [112] Proposed the concept of network coding in cooperative commu-
nications.
Fan et al. [126] Introduced successive relaying using repetition coding for reduc-
ing multiplexing loss.
2008 Yue et al. [127] Compared the multiplexed coding and the superposition coding
in the coded cooperation.
Wang and Gian-
nakis [113]
Presented the complex ﬁled network coding that can mitigate
the throughput loss in the conventional signalling schemes while
retaining the full diversity gain.
2009 Shan et al. [114] Investigated distributed cooperative medium access control pro-
tocol design for multihop wireless networks.
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Figure 2.29: Relaying schematic2.3.1. Path-loss Related Power Gain 70
employed, the appropriate signal processing will be carried out at the RS and then the signal will be
forwarded to the DS in the second cooperative phase. Finally, the multiple versions of signal received
at the DS, which are spatially diverse, are combined and recovered. Owing to the assistance of relays,
typically a better link quality is expected than in a direct single-link based communication system.
Additionally, the RS may reduce the signal energy loss imposed by shadow-fading. Therefore, relay-
aided systems are capable of increasing the attainable data rate, especially in the cell-edge region,
where the MSs typically suﬀer both from low-power reception and from severe inter-cell interference.
2.3.1 Path-loss Related Power Gain
In a non-dispersive, single-user wireless channel, where both the multipath eﬀects and multi-user
interference are absent, there are four basic factors aﬀecting the signal propagation, including the
path-loss, shadowing and fast fading, as well as the AWGN. Since typically there is a signiﬁcant
distance among the source, the RS and the DS, their fading process and AWGN become independent,
and so is their path-loss. The path-loss of the free-space propagation model is expressed in dB as [11]
Lpl = −10log10
µ
Pr
Pt
¶
= −10log10
"
GTGR
µ
c
4πdf
¶2#
, (2.90)
where Pr and Pt are the transmit and receive power, GT and GR are the transmit and receive antenna
gains, c is the speed of light, f is the carrier frequency and d is the distance from the transmitter to
the receiver.
However, Eq. (2.90) only describes the unobstructed LOS path, while in reality the received signal
is usually constituted by the sum of many reﬂected multipath components, possibly including the LOS
component. Thus, the ground reﬂection model is often used in practice [11]
Lpl = −10log10
µ
Pr
Pt
¶
= −10log10
"
GTGR
µ
hTxhRx
d2
¶2#
, (2.91)
where hTx and hRx are the transmit and receive antenna height.
Clearly, the received power is proportional to d2 and d4 in the free-space and in the ground
reﬂection propagation models of Eqs. (2.90) and (2.91), respectively. More accurate and practical
path-loss models are based on Hata’s models [11]. Brieﬂy, the path-loss based on the geometrical
distance may also be modelled by [128]:
Lab =
K
dα
ab
, (2.92)
where K is a constant depending on the environment, dab is the geometrical distance from node a to
node b and α is the path-loss exponent. Again, we have α = 2 for the free-space model of Eq. (2.90),
while α = 4 for the ground reﬂection model of Eq. (2.91). The relationship between the energy received
at the RS, Esr, and at the DS, Esd, during the ﬁrst time slot may be expressed as
Esr =
Lsr
Lsd
Esd = GsrEsd, (2.93)
where Gsr may be referred to as the path-loss-related power gain for the Source-to-Relay (SR) link.
When taking into account Eq. (2.92), Gsr is equal to
Gsr =
µ
dsd
dsr
¶2
. (2.94)2.3.2. Cooperation Types 71
Similarly, the path-loss-related power gain for the Relay-to-Destination (RD) link is expressed as
Gsr =
µ
dsd
drd
¶2
. (2.95)
2.3.2 Cooperation Types
In this section, we only consider a conventional single-relay-aided cooperative scenario, where two
orthogonal phases are employed in order to avoid interference. These phases may be created by either
in TDMA or FDMA.
• In phase 1, the SS broadcasts information to both the RS and the DS.
• In phase 2, the RS can assist the SS by forwarding or retransmitting the information to the DS.
Figure 2.30: Conventional single-relay-aided network.
Fig. 2.30 depicts a general relay channel, where the source transmits at a power of PS and the
relay transmits at a power of PR. During the ﬁrst phase, the source broadcasts its signal, x, to both
the destination and to the relay. Hence, the signals ySD and ySR received at the destination and the
relay, respectively, may be written as
ySR =
p
PSGSRhSRx + nSR, (2.96)
ySD =
p
PSGSDhSDx + nSD, (2.97)
where GSD and GSR are the path-loss-related-power gains detailed in Section 2.3.1, while hSR and
hSD represent the coeﬃcients of the SR and SD links’ fading processes associated with a variance of
σ2
f, while nSD as well as nSR represent the AWGN noise associated with a zero mean and a variance
of σ2
n.
In phase 2, the relay forwards a processed version of the source’s signal to the destination, which
may be modelled as
yRD =
p
PRGRDhRDΦ(ySD) + nRD, (2.98)
where the function Φ(·) deﬁnes the operation carried out at the relay. Again, hRD represents the
coeﬃcients of the RD link’s fading process having a variance of σ2
f, while nRD represents the AWGN
noise having a zero mean and a variance of σ2
n.
2.3.2.1 Amplify-and-Forward
In AF relaying, the RS ampliﬁes the signal received from the SS and forwards it to the DS, while
aiming for eliminating the eﬀects of the channel fades between the SS and the RS. This can be achieved2.3.2. Cooperation Types 72
by simply scaling the received signal by a factor that is inversely proportional to the received power.
When the channel coeﬃcients are available at the RS, the associated |hSD|-dependent gain may be
expressed as [109]
β =
1
p
PSGSR|hSD|2 + σ2
n
. (2.99)
By contrast, when only the variance of the fading process is known at the RS, the |hSD|-independent
gain may be expressed as [108]
β =
1
q
PSGSRσ2
f + σ2
n
. (2.100)
Subsequently, the signal received at the DS during the second phase is given by
yRD = β
p
PRGRDhRDySR + nRD
= β
p
PRGRDhRD(
p
PSGSRhSRx + nSR) + nRD
= β
p
PRGRDhRD
p
PSGSRhSRx + n0
RD, (2.101)
where we have
n0
RD = β
p
PRGRDhRDnSR + nRD. (2.102)
If the noise terms nSD and nRD are independent, then the equivalent noise nRD is a zero-mean,
complex-valued Gaussian random variable having a variance of
σ2
n
0 = (β2PRGRD|hRD|2 + 1)σ2
n =
µ
PRGRD|hRD|2
PSGSR|hSR|2 + σ2
n
+ 1
¶
σ2
n. (2.103)
As seen in Eq. (2.103), the unwanted noise is also ampliﬁed at the relay, imposing a degraded
performance at the destination, when compared to the corresponding co-located MIMO. According
to [23,129], the relay should be close to the source in order to reduce the eﬀects of noise ampliﬁcation.
The destination receives two versions of the transmitted signal x through the SD and RD links.
As discussed in Section 2.2.1.1, various diversity combining techniques may be employed at the des-
tination. If the channel knowledge is available at the destination, the optimal MRC technique may
be employed for maximizing the overall signal-to-noise ratio. By contrast, the SC or EGC combining
should be considered, when no channel information is available.
Given the knowledge of the channel coeﬃcients hSD and hRD, the output of the MRC detector at
the destination may be expressed as
y = w1ySD + w2yRD, (2.104)
where w1 and w2 represent the weighting factor of the MRC. As optimized in [130], the weighting
factors w1 and w2 are given by
w1 =
√
PSh∗
SD
σ2
n
w2 =
βPRPSh∗
SRh∗
RD
(β2PRGRD|hRD|2 + 1)σ2
n
. (2.105)
Therefore, the instantaneous SNR of the MRC’s output is expressed as
γ = γ1 + γ2, (2.106)2.3.2. Cooperation Types 73
where we have
γ1 =
|w1PSGSDhSD|2
|w1|2σ2
n
=
PSGSD|hSD|2
σ2
n
(2.107)
γ2 =
|w2β
√
PS
√
PRhSRhRD|2
|w2|2σ2
n
0 =
1
σ2
n
PSPRGSDGRD|hSR|2|hRD|2
PSGSD|hSR|2 + PRGRD|hRD|2 + σ2
n
. (2.108)
2.3.2.2 Decode-and-Forward
In contrast to simply amplifying and forwarding data to the destination as in AF relaying, in DF
relaying the relay fully decodes the received signal, before re-encoding and forwarding it to the desti-
nation. Assuming that ˆ x is the decoded signal at the relay, the signal received at the destination via
the RD link may be expressed as
yRD =
p
PRGRDhRDˆ x + nRD. (2.109)
Consequently, given the knowledge of the channel coeﬃcients hSD and hRD, the output of the MRC
detector at the destination may be expressed as
y = w1ySD + w2yRD, (2.110)
where we have
w1 =
√
PSh∗
SD
σ2
n
w2 =
√
PRh∗
RD
σ2
n
. (2.111)
The the instantaneous SNR at the MRC output is obtained as
γ = γ1 + γ2, (2.112)
where we have
γ1 =
|w1PSGSDhSD|2
|w1|2σ2
n
=
PSGSD|hSD|2
σ2
n
(2.113)
γ2 =
|w2PRGRDhRD|2
|w2|2σ2
n
=
PRGRD|hRD|2
σ2
n
. (2.114)
As seen in Eq. (2.114), DF relaying has an advantage over AF relaying, since it is capable of
reducing the eﬀects of noise at the relay. However, if the relay incorrectly decodes and forwards the
signal to the destination, then it imposes error propagation that may degrade the performance of the
system. In this case, the DF scheme achieves a spatial diversity order of one, since the performance
of the system is limited by the worst link in the set of the SR and SD links.
2.3.2.3 Compress-and-Forward
In contrast to AF and DF relaying, in compress-and-forward relaying the relay transmits a quantized
and compressed version of the received signal. Therefore, the DS will combine the message received
from the SS and its quantized as well as compressed version received from the RS. The quantization
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At the DS, an estimate of the quantized and compressed message is obtained by decoding the received
sequence of symbols. This decoding operation simply involves the mapping of the received symbols
into a set of values that estimate the transmitted signal. This mapping process typically imposes
distortion on the original transmitted signal that may be considered as a form of noise.
The nature of wireless networks is predetermined by the mobility of communicating nodes. In
other words, the distances among the source, relay and destination nodes are time-variant. Therefore,
an adaptive relaying scheme should be employed, instead of a ﬁxed strategy at each relay. Such an
adaptive scheme was proposed in [125,131], while the condition of switching between the AF and DF
was further investigated in [23,129].
2.3.3 Relaying Protocols
2.3.3.1 Traditional Relaying
As illustrated in Fig. 2.31, traditional relaying schemes require four communication phases: two for
the UL and two for the DL. In the UL, the signal transmitted from the MS is broadcast to both the
RS and the BS and then it is forwarded from the RS to the BS. The process is similar in the DL, but
in the reverse-direction. The relaying protocol may be applied to all the above-mentioned relaying
types.
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Figure 2.31: Traditional four-phase relaying
The four-phase relaying protocol provides a high diversity gain as well as an improved link quality
at the cost of halving the eﬀective throughput. However, the employment of relays is capable of
oﬀering an improved link quality owing to the presence of LOS paths. Consequently, an improved
bandwidth eﬃciency may be achievable by exploiting higher-order, higher-throughput modulation and
high-rate FEC codes.
2.3.3.2 Successive Relaying
In order to reduce the number of slots required, the successive relaying technique [126, 132] was
proposed, which relies on at least two relay stations. The DL communications of a two-relay aided
network is illustrated in Fig. 2.32. According to the ﬁgure, in the ﬁrst phase the BS broadcasts2.3.3. Relaying Protocols 75
message m1 and RS1 listens. In the second phase, RS1 processes m1 and then forwards it to the
MS. Meanwhile, the BS broadcasts the next message m2 while RS2 listens. In the third phase, the
BS broadcasts message m3 and the RS1 listens again, while RS2 relays message m2 to the MS. The
process continues in a manner that the two relays alternatively listen and transmit.
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Figure 2.32: Three-phase successive relaying, which requires at least an extra relay compared to the
traditional four-phases relaying of Fig. 2.31.
It may be readily realized that to transmit N messages, (N +1) slots are required. Therefore, the
successive relaying philosophy may signiﬁcantly reduce the throughput loss compared to the traditional
four-phase relaying protocol, while the diversity order of two is still retained in case of two relays aided.
Moreover, a speciﬁc drawback of this protocol is the presence of interference among messages. For
instance, message m2 is broadcast by the BS the same time as message m1, which is relayed from RS1.
Consequently, the two messages interfere with each other, resulting in a degraded overall performance
at the MS. Moreover, the extra relay required increases the overall infrastructure cost.
2.3.3.3 Network Coding Aided Three-Phase Relaying
In order to avoid the requirement of an extra relay as in the successive relaying protocol, the Network
Coding (NC) aided relaying protocol was designed in [133,134]. As shown in Fig. 2.33, this protocol
requires three communication slots. In the ﬁrst two time slots, the MS and BS transmits the codeword
c1 and c2 to the RS, respectively. The two corresponding signals y1 and y2 received at the RS are
decoded and then combined into a single stream. More particularly, the bit-wise exclusive OR (XOR)
operation of the two decoded codewords is executed at the RS to obtain the composite codeword
c3 = c1 ⊕ c2. Thereafter, the codeword c3 is sent to both the MS and the BS. Note that either zero
padding or repetition coding has to be employed, when the lengths of c1 and c2 are diﬀerent.
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Figure 2.33: Network coded three-phase relaying, which avoids the requirement of an extra relay, as
in the three-phase successive relaying of Fig. 2.32.
At the destinations, the signal received is the combination of the UL and DL packets. To recover2.3.3. Relaying Protocols 76
the desired packet, the a-priori knowledge of the transmit packet in the previous slot is employed at
each destination node. For instance, the BS ﬁrst computes the LLRs of the network-coded bits. To
extract the soft information related to the UL packet, the sign of the network-coded bit LLR is ﬂipped,
when the corresponding DL bit was a logical 1 based on the XOR function, otherwise its magnitude
is maintained. In order to achieve a diversity gain, the signal received during the third slot is often
combined with the signal directly received from the source in the previous slots.
Due to requiring three time slots, the protocol obviously reduces the eﬀective throughput by a third
compared to the traditional direct communications. Similar to the four-phase relaying protocol, the
high-order modulation and high-rate coding should be employed to improve the achievable throughput.
2.3.3.4 Two-Phase Relaying
To further reduce the number of communication time slots required, the two-phase relaying protocols,
which invoke the AF relaying, Denoise-and-Forward (DNF) [132,135] or DF relaying, were proposed.
BS MS RS
Phase 1
BS MS RS
Phase 2
Figure 2.34: Network coded two-phase relaying, which eliminates one of the transmission phases
compared to the network coded three-phase relaying regime of Fig. 2.33, albeit this is achieved at the
cost of degrading the signal quality.
Two-phase AF relaying
In ﬁrst phase, the MS and the BS simultaneously transmit their signal to the RS. At the relay, the
superposition of the two signals is ampliﬁed and adjusted to conform with a power constraint before
being forwarded to both the MS and the BS. Since the MS and the BS have their own knowledge about
the previous transmitted signal, they can subtract the so-called back-propagation self-interference
prior to decoding, provided that the Channel Impulse Response (CIR) of all links is available at the
MS’s and BS’s receivers. In order to relay the composite signal, the RS has to increase the transmit
power. Furthermore, the noise and interference ampliﬁcation is unavoidable in this relaying protocol.
Therefore, the overall BER performance of this protocol becomes signiﬁcantly degraded compared to
those of the above-mentioned protocols , which is the price paid for the reduction in the number of
time slots employed.
NC aided two-phase relaying
Similar to the two-phase AF relaying, in the DNF relaying the BS and the MS simultaneously
transmit their signal to the RS during the ﬁrst phase of cooperating. Instead of amplifying the
superposition based signal, the RS detects the modulated symbols received and generates a combined
signal by employing the XOR-ed operation of the UL and the DL packet, which is the same as the
corresponding operation of the NC aided three-phase relaying. This process of detecting the symbols
is known as the denoising operation and hence the resultant relaying protocol is referred to as NC
aided DNF relaying. As a beneﬁt of the denoising process, the relaying protocol typically oﬀers a2.3.4. Performance of Wireless Cooperative Networks 77
better BER performance than simple two-phase AF relaying.
In contrast to the NC aided two-phase DNF relaying, the NC aided two-phase DF relaying exploits
the FEC code to further reduce the potential error propagation. More particularly, the signals are
decoded and error correction is used after demodulation. Thereafter, they are combined, modulated
and forwarded to both the MS and BS. Despite employing FEC decoding, the two-phase DF relaying
protocol remains inferior to the three-phase DF relaying regime.
A summary of the relaying protocol is shown in Table 2.17.
Table 2.17: Comparison of relaying protocols
Relaying protocol One-way relaying Two-way relaying
4-AF 4-DF Successive 3-DF 2-AF 2-DNF 2-DF
Spectrum eﬃciency Low Low High Medium High High High
Eﬀective SINR Low High Medium High Very low Medium High
System constraint Low Low High Medium Low Medium Very high
Number of relays 1 1 2 1 1 1 1
Complexity Low High High High Low Medium High
2.3.4 Performance of Wireless Cooperative Networks
2.3.4.1 Uncoded Systems
First we study the performance of uncoded wireless cooperative networks. The performance of systems
employing PSK/QAM schemes assisted by a single relay station, where the system parameters are
summarized in Table 2.18, is shown in Fig. 2.35. Both the AF and DF relaying protocols are considered.
According to the ﬁgure, all of the relaying schemes outperform the conventional direct communication
scenario, since a diversity order of two was achieved by these relaying systems. As seen in the ﬁgure,
the DF protocol is superior to the AF protocol in the high-Eb/N0 region.
Furthermore, we vary the relay’s position in order to observe its impact on the achievable system
performance. Fig. 2.36 shows the performance of the system at Eb/N0 = 15 dB, when the ratio
between the source-to-relay distance and the source-to-destination distance varies from 0.1 to 0.9.
The results indicate that the relay using the DF protocol should be close to the source while it should
Table 2.18: Parameters of the uncoded PSK/QAM aided cooperative communications.
Parameters Value
Modulation type {2,4,8,16}-PSK/{4,16,64}-QAM
Relay type ﬁxed AF/DF
No of relays L=1
Normalized dSRl/dRlD 0.5/0.5
Source’s transmit power ES = Eb
Grd+1
Relays’ transmit power ERl = GrdEb
Grd+1
Channel model frequency-ﬂat Rayleigh fading2.3.4. Performance of Wireless Cooperative Networks 78
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Figure 2.35: Performance of cooperative communication using PSK/QAM modulation transmitted
over frequency-ﬂat Rayleigh fading channels, where the relays are at the half-way position. The other
system parameters are summarized in Table 2.18. The eﬀects of relay position and source-relay power
allocation are shown in Figs. 2.36 and 2.37, respectively.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
10
−4
10
−3
10
−2
10
−1
d
sr/d
sd
B
E
R
PSK Modulation: E
b/N
0 = 15 dB
 
 
2−PSK
4−PSK
8−PSK
DF
AF
(a) PSK Modulation
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
10
−4
10
−3
10
−2
10
−1
d
sr/d
sd
B
E
R
QAM Modulation: E
b/N
0 = 15 dB
 
 
4−QAM
16−QAM
64−QAM
DF
AF
(b) QAM Modulation
Figure 2.36: Performance of cooperative communication using PSK/QAM modulation transmitted
over frequency-ﬂat Rayleigh fading channels, when the relays are at diﬀerent positions. The other
system parameters are summarized in Table 2.18. The attainable BER performance is shown in
Fig. 2.35, while the eﬀects of source-relay power allocation are shown in Fig. 2.37.2.3.4. Performance of Wireless Cooperative Networks 79
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Figure 2.37: Performance of cooperative communication using PSK/QAM modulation transmitted
over frequency-ﬂat Rayleigh fading channels, when diﬀerent power allocations are employed. The
other system parameters are summarized in Table 2.18. The attainable BER performance is shown in
Fig. 2.35, while the eﬀects of relay position are shown in Fig. 2.36.
be close to the destination in case of AF relaying. In DF relaying the relay may reduce the number of
decoded errors, which are forwarded to the destination, when the relay is close to the source. Hence,
the overall BER at the destination is also expected to be reduced. By contrast, in the AF protocol a
relay roaming close to the destination may reduce the noise ampliﬁcation eﬀects and hence the overall
BER at the destination may be reduced.
Let us now consider the achievable system’s performance when the ratio between the source’s
transmit power and the system’s total transmit power is varied from 0.1 to 0.9. According to Fig. 2.37,
most of the transmit power should be allocated to the source in both the AF and DF relaying protocols.
The reason for this phenomenon is that using a high transmit power at the source has the potential of
reducing the number of decoded errors at the relay in case of DF relaying, while it mitigate the noise
ampliﬁcation at the relay in case of AF relaying.
Below, we will characterises the eﬀect of the number of relays on the overall performance. In this
scenario, orthogonal subchannels are created with the aided of TDMA at the cost of a reduced spectral
eﬃciency. The performance of QPSK modulation employing various number of relays is shown in
Fig. 2.38. According to the ﬁgure, the performance of the system improves upon increasing the number
of relays. However, when the total transmit power is kept constant, the incremental improvement is
gradually reduce upon increasing the number of relays. The fact is that upon increasing the number
of relays, the source’s transmit power will be reduced for the sake of keeping the total power the same.
Hence, the relays may forward more decoding errors to or amplifying their noise more dramatically.2.4. Chapter Summary 80
0 2 4 6 8 10 12 14 16 18 20
10
−4
10
−3
10
−2
10
−1
10
0
E
b/N
0 (dB)
B
E
R
 
 
1 relay aided
2 relays aided
3 relays aided
4 relays aided
5 relays aided
AF
DF
Figure 2.38: Performance of cooperative communication using PSK modulation transmitted over
frequency-ﬂat Rayleigh fading channels, when diﬀerent numbers of relays aided are employed. The
other system parameters are summarized in Table 2.18. The eﬀects of relay position and source-relay
power allocation are shown in Figs. 2.36(a) and 2.37(a), respectively.
2.3.4.2 Distributed Space-Time Coded Systems
In order to mitigate the interference amongst the signals received at the destination upon increasing
the number of relay nodes, the multiple-relay-assisted schemes require orthogonal subchannels for the
relay node transmissions. The required orthogonality may be created in the TD, FD or SD with the
aid of TDMA, FDMA, CDMA, SDMA, and so on. However regardless of the implementation, this
results in a reduction of the system’s spectral eﬃciency. A popular solution is constituted by the so-
called distributed space-time coding (DSTC) philosophy [107,136], where the relays are permitted to
simultaneously transmit over the same channel by emulating a classic space-time code. This distributed
conﬁguration is capable of retaining the DSTC system’s diversity order as well as throughput [107,136].
Fig. 2.39 shows the attainable performance of DF relaying using the orthogonal DSTC of [137,138]
and the diagonal DSTC of [139]. Furthermore, the AF relaying aided regime using an orthogonal
DSTC, a diagonal DSTC, and distributed linear dispersion coding [136] are also characterized in
Fig. 2.39. Again, the DF relaying protocols oﬀer a better BER performance than their AF-aided
counterparts, especially in the high Eb/N0 region. Also as seen in the ﬁgure, the distributed linear
dispersion code perform worst among the DSTC schemes considered, which is a price paid for its
ﬂexible system design.
2.4 Chapter Summary
In this chapter, several MIMO arrangements designed for wireless communications were considered.
We brieﬂy described the well-known transmit and receive diversity techniques. In the context of receive
diversity, the MRC, the EGC, the SC and the switched combining were reviewed. By contrast, in2.4. Chapter Summary 81
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Figure 2.39: Performance of DSTC aided cooperative communication using two relays at the half-
way position and communicating over frequency-ﬂat Rayleigh fading channels. The other system
parameters are summarized in Table 2.18. The corresponding performances of the uncoded cooperative
communication schemes are shown in Figs. 2.35-2.38.
the scenario of transmit diversity schemes, such as STBC and STTC arrangements were summarised.
Furthermore, the spatial multiplexing schemes, such as the BLAST family, attains a multiplexing gain.
Amalgamating the two transmit MIMO families led to the design of the LDC.
Following the review of the well-known MIMO techniques, we proposed a novel concept, known as
STFSK modulation, where a beneﬁcial diversity gain may be gleaned from three diﬀerent domains,
namely the space-, time- and frequency-domain. The STFSK concept oﬀers the following advantages:
• Similar to the STSK [53], the STFSK is capable of achieving both the transmit as well as the
receive diversity.
• The single-antenna based detection is possible due to no inter-channel interference.
• Owing to spreading signal on the frequency domain, the STFSK may reduce the negative eﬀect
of dispersive channels, which consist of ISI.
• Like the SM/SSK schemes, the STFSK is capable of supporting asynchronous MIMO transmis-
sions.
• Moreover, the STFSK may be conﬁgured to support an arbitrary number of transmit and receive
antennas without losing substantial information.
Based on the investigations of Section 2.2.4, the following issues should be considered when de-
signing a STFSK system:
• Setting the number of frequencies to two or four constitutes a reasonable choice, which is capable2.4. Chapter Summary 82
of mitigating the eﬀects of frequency-selective fading without unduly compromising the spectral
eﬃciency.
• The number of transmit antennas, nT, should be less than or equal to the number of timeslots
used since no further capacity gain may be achieved for nT > T.
For a hard-decision based detector, there are additional issued to be considered
• The complexity of the detector is reduced, when the number of frequencies, K, increases.
• For a given number of K and a given value of the product QL, any possible combination of Q
and L results in the same decoding complexity.
• The complexity of a STFSK scheme increases upon increasing the normalized throughput.
For soft-decision based detectors, three further remarks should be considered.
• The complexity of a soft-decision STFSK detector depends only on the product of Q × L × K,
rather than on each component Q, L and K.
• Increasing the number of frequencies, K, may increase the extrinsic information at the cost of
extending the bandwidth occupied.
• Increasing the number of dispersion matrices, Q, reduces the amount of extrinsic information,
when the same number of frequencies, namely K, is employed .
The system’s performance recorded in Figs. 2.17-2.19 of Section 2.2.4.9 in a single-user interference
limited environment showed that STFSK may oﬀer a better performance than the STSK and SFSK
schemes, regardless, whether the channel is frequency-selective or frequency-ﬂat. More particularly,
observe in Fig 2.18 that for transmission over the 6-tap COST207 channel model, STFSK achieves
gains of 5 dB and 6 dB over STSK and SFSK, respectively, as shown in Fig. 2.18 at the BER of
10−4. Additionally, STSK suﬀered from the ISI imposed by the frequency-selective fading channel,
requiring a 2 dB power boost when changing the channel model from uncorrelated ﬂat-fading to the
6-tap COST207 rural area model. We also concluded that STSK and SFSK constitute special cases
of STFSK. A performance summary is detailed in Table 2.19. Finally, we investigated the STFSK
performance in the context of iteratively exchanging extrinsic information with the channel decoder.
The results of Fig. 2.20 showed that an Eb/N0 gain of 3 dB is achieved at the BER of 10−4, when the
number of iterations between the soft STFSK demapper and the RSC decoder was increased from one
to ﬁve.
Furthermore, in Section 2.2.4.9 the ASE of the proposed STFSK aided SFHMA system was inves-
tigated in the multi-user and multi-cell environment. The results of Table 2.13 showed that the
proposed system may double the attainable ASE compared to GMSK aided SFHMA, when the
RS(8,4) channel codes are employed for transmission over the 6-tap COST-207 rural area channel
model associated with Rayleigh fading and AWGN. Additionally, the soft-decision RSC(23,33) coded
STFSK aided SFHMA may approach the maximum achievable ASE in various frequency reuse clus-
ter sizes, as seen in Table 2.13. By contrast, this is only possible for the full-reuse cluster size of 92.4. Chapter Summary 83
Table 2.19: Summary of the space-time-frequency diversity schemes of Table 2.6, where the corre-
sponding performances are shown in Figs. 2.17-2.19.
LDC STSK SFSK STFSK
Schematic – Fig. 2.9 Fig. 2.10 Fig. 2.11
Conﬁguration 4/1/4/16 4/1/4/4-4 4/1/4/8-2 4/1/4/2-4-2
Hard-decision (2.64): C× = 1056 (2.60): C× = 1312 (2.62): C× = 657 (2.58): C× = 665
complexity per bit (2.65): C+ = 1052 (2.61): C+ = 1180 (2.63): C+ = 591 (2.59): C+ = 565
Channel model Frequency-ﬂat Rayleigh fading - Fig. 2.17
CSI perfect perfect perfect perfect
Eb/N0 required ' 28 dB ' 19 dB ' 22 dB ' 16 dB
at BER = 10−5
Channel model Frequency-selective Rayleigh fading - 4-tap ITU-A - Fig. 2.18
CSI perfect perfect perfect perfect
Eb/N0 required ' 21 dB ' 22 dB ' 16 dB
at BER = 10−5
Channel model Frequency-selective Rayleigh fading - 6-tap COST-207RA - Fig. 2.18
CSI perfect perfect perfect perfect
Eb/N0 required ' 21.5 dB ' 22 dB ' 17 dB
at BER = 10−5
Channel model Frequency-selective Rayleigh fading - 6-tap COST-207RA - Fig. 2.19
CSI CSI error = 10% CSI error = 10% CSI error = 10% CSI error = 10%
Eb/N0 required ' 23 dB ' 22 dB ' 19.5 dB
at BER = 10−5
and for the fractional-reuse cluster size of 21/3 in case of the soft-decision RSC(23,33) coded STFSK
aided SFHMA. Furthermore, the system’s ASE was compared to that of the soft-decision RSC coded
GMSK aided TD/FDMA regime. We demonstrated in Fig. 2.28 and Table 2.14 that the soft-decision
RSC(23,33) coded STFSK aided SFHMA system is capable of exceeding the ASE of the RSC(23,33)
coded GMSK aided TD/FDMA as well as that of WCDMA. Despite this signiﬁcant improvement, the
ASE of the STFSK aided SFHMA remains only 60 % of that of the more complex LTE system, when
the same RSC(23,33) channel code and a system bandwidth of 5 MHz are employed. Hence in our
future research we will ﬁnd appropriate upper-layer techniques for STFSK in the interest of increasing
its ASE.
In Section 2.3, we discussed the family of distributed wireless MIMO systems in the context of
wireless cooperative communications. Following the system model of Section 2.3.2 and the portrayal of
relaying protocols described in Section 2.3.3, our performance results were provided in Figs. 2.36-2.39
of Section 2.3.4. Based on the analysis and results, a number of remarks may be summarized as in
Table 2.20 below.2.4. Chapter Summary 84
Table 2.20: Summary of the cooperative communication systems of Section 2.3.4, where the corre-
sponding performances are shown in Figs. 2.36-2.39.
Eﬀect Figure Remark
Relay position 2.36 The relay station should be close to the source in order to avoid error
propagation, when the DF relaying protocol is employed. By con-
trast, when the relay station is close to the destination, AF relaying
should be preferred.
Source-relay
power allocation
2.37 A signiﬁcant amount of transmit power allocated to the source station
may avoid the errors and/or noise ampliﬁcation at the relay.
The number of re-
lays
2.38 The system’s performance improves upon increasing the number of
the relays at the cost of increasing system complexity as well as re-
ducing the system’s spectral eﬃciency.
Space-time codes 2.39 The DSTC was proposed in order to avoid wasting the network’s
resources, such as the time slots and/or frequencies.Chapter 3
Coherent Detection for H-ARQ Aided
Cooperative Wireless Communications
3.1 Introduction
Communications over wireless channels in mobile networks typically has to tolerate a higher BER
than that in a wireline-based network due to the eﬀects of fading and interference. In order to combat
the eﬀects of the BER and to avoid the retransmissions of erroneous data blocks by the transport
layer’s error-control mechanism, the ARQ protocol is typically combined with channel codes at the
physical layer, hence creating a cross-layer H-ARQ protocol. Along with the beneﬁts of cooperative
communications, which oﬀers signiﬁcant diversity and/or multiplexing gains as described in Chapter 2,
relay-aided H-ARQ arrangements potentially further improve the integrity of wireless systems.
Hence, relay-aided H-ARQ arrangements have attracted substantial research attention. For ex-
ample, Zhao and Valenti [140] proposed a relay-aided network including a source, a destination and
multiple relays, which retransmitted the packets instead of the more distant source station. This sys-
tem exhibited a signiﬁcant improvement in terms of the energy-latency trandoﬀ, when compared to
conventional multihop protocols implemented as a cascade of point-to-point links. The outage prob-
ability of a cooperative wireless network invoking H-ARQ and coded cooperation amongst the nodes
was derived in [141]. Furthermore, Hasan and Aygolu [142] presented a cooperative H-ARQ transmis-
sion scheme based on superposition modulation and incremental relaying, while Stanojev et al. [143]
investigated the energy eﬃciency of H-ARQ protocols in a single-user link as well as with the assis-
tance of relay stations. Cross-layer operation assisted superposition coding aided multiplexed H-ARQ
techniques were studied by Zhang and Hanzo [144]. By contrast, Harsini et al. [145] characterized the
performance of cross-layer designs conceived for H-ARQ protocols employing adaptive modulation and
coding as well as adaptive cooperative diversity. A range of other contributions related to relay-aided
ARQ and H-ARQ are summarized in Table 3.1.
In this chapter we combine the advantages of cooperative wireless networks with those of H-ARQ
systems employing coherent detection, as illustrated in Fig. 3.1, where perfect CSI is assumed to be
available at the receivers. The CSI may be achieved by employing the pilot symbol assisted schemes
proposed by Cavers in [146]. We commence in Section 3.2 by investigating the attainable performance
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Figure 3.1: Transceiver schematic employing perfect coherent detection aided H-ARQ.
of cooperative ARQ in both uncorrelated and correlated fading channels, where a novel relay-switching
regime is proposed for mitigating the detrimental eﬀects of correlated fading without unduly increasing
the system’s complexity and delay. We demonstrate that the proposed relay-switching scheme not
only improves the system’s BER and FER performance, but additionally reduces the number of
retransmissions. Hence, this proposal may reduce the transmit power, delay as well as interference.
Furthermore, in Section 3.3 a novel relay-switching regime is proposed and intrinsically amalgamated
with turbo coded H-ARQ schemes for achieving further improvements. In this relay-switching aided
turbo coded H-ARQ scheme the Selective-Segment-Repeat (SSR) technique of [23] is employed for
transmission over a fading channel.
We continued in Section 3.4 by studying H-ARQ systems employing Systematic Luby Transform
codes (SLT) [38,40], which constitute a family of rateless codes in the context of wireless coopera-
tive networks. We demonstrate that when iterative detection is employed for exchanging extrinsic
information between the SLT decoder and the demodulator, the proposed system may provide a sig-
niﬁcant gain for transmission over wireless Rayleigh fading channels, compared to the system where
the decoder and demodulator operate independently. This gain is further increased in the presence
of assisting relay stations. In Section 3.4.2, a modiﬁed relay-aided H-ARQ protocol using incremental
redundancy was amalgamated with SLT codes in order to enhance the achievable throughput and
energy eﬃciency of cooperative networks.3.1. Introduction 87
Table 3.1: Major cooperative ARQ and H-ARQ contributions.
2005 Zhao and Valenti [140] Proposed a practical networks comprising multiple relays operat-
ing over orthogonal time slots based on a generalization of H-ARQ.
Nam et al. [147] Proposed cooperative communication through ARQ, attaining
both full-diversity and full-rate.
2006 Dianati et al. [148] Proposed a node-cooperative ARQ scheme for wireless ad-hoc net-
works, which is suitable for mobile wireless channels with high and
correlated frame-error proﬁle.
Yu et al. [149] Analysed and compared the data link layer packet error rate of
diﬀerent ARQ protocols, including the incremental relaying and
the selection relaying.
2007 Krikidis [150] Proposed a distributed truncated ARQ protocol in user coopera-
tive networks.
Mahinthan et al. [151] Studied the performance of adaptive relaying schemes in coopera-
tive diversity systems equipped with ARQ.
Tomasin et al. [141] Derive the expressions of the outage probability for a wireless net-
work that integrates H-ARQ and coded cooperation among nodes.
2008 Azarian et al. [152] Analysed the performance of the ARQ-dynamic decode and for-
ward cooperation protocol in the single-relay-dedicated scenario
and the two-user-cooperation scenario.
Le and Hossain [153] Presented an analytical model for a general ARQ cooperative di-
versity scheme in cluster-based multi-hop wireless networks.
Weng and Murch [154] Derived the optimal diversity-multiplexing-delay tradeoﬀ in the
cooperative broadcast for arbitrary number of receive nodes and
arbitrary maximum number of ARQ rounds.
2009 Mahinthan et al. [155] Proposed a cross-layer design of a wireless communication system
where a quadrature signalling-based cooperative diversity system
employs truncated stop-and-wait ARQ for error control.
Alcaraz and Garcia [156] Investigated the performance of cooperative ARQ algorithms in
cellular access networks.
Hasan and Aygolu [142] Presented a cooperative transmission scheme based on superposi-
tion modulation and incremental relaying, which is provided by a
H-ARQ type feedback channel.
Stanojev et al. [143] Investigated the energy eﬃciency of truncated H-ARQ protocols
in a single-user link or with the assistance of a relay station.
2010 Choi et al. [157] Proposed an adaptive multi-node incremental relaying technique
in cooperative communications with AF relays.
Zhang and Hanzo [144] Proposed cross-layer super position coding aided multiplexed H-
ARQ techniques.
Narasimhan et al. [158] Analysed a two-user uplink interference channel with H-ARQ and
base station cooperation.
2011 Harsini et al. [145] Presented performance analysis and cross-layer design approaches
for H-ARQ protocols, employing adaptive modulation and coding
and adaptive cooperative diversity.3.2. ARQ Aided Cooperative Networks 88
3.2 ARQ Aided Cooperative Networks
3.2.1 System Model
We will consider an ARQ scenario, where the source station (SS) broadcasts its data to both the relay
station (RS) and the destination station (DS) in the ﬁrst time slot and then the RS ampliﬁes and
forwards the data to the DS. It is assumed that the Source-to-Relay (SR), Source-to-Destination (SD)
and Relay-to-Destination (RD) channels suﬀer from correlated fading, but there is no correlation
among the SD and RD channels, owing to the substantial physical separation of the stations.
The signal received at the RS may be expressed as
yR[i] = GSRhSR[i]x[i] + nSR[i], (3.1)
where i is the symbol index; x[i] is the transmit signal of the SS with power PS and yR[i] is the signal
received at the RS; nSR[i] represents the zero-mean complex-valued AWGN with a variance of σ2
n;
hSR[i] denotes the non-dispersive CIR between the SS and the RS, which is modelled as a wide-sense
stationary (WSS) zero-mean complex Gaussian (ZMCG) random process with variance of σ2
SR; and
GSR is the path-loss-related power gain for the Source-to-Relay (SR) link.
The RS ampliﬁes yR[i] and forwards it to the DS, which receives
yD[i] =
·
GSDhSD[i]x[i] + nSD[i]
¸
+
·
GRDhRD[i]A[i]
µ
GSRhSR[i]x[i] + nSR[i]
¶
+ nRD[i]
¸
, (3.2)
where, again, yD[i] is the signal received at the DS; hRD[i] is the channel between the RD link, which
is modelled as a WSS ZMCG process with a variance of σ2
RD, while nRD[i] is the zero-mean complex
AWGN process having a variance of σ2
n. Furthermore, GRD is the path-loss-related power gain for the
RD link. Finally, AR is the ﬁxed relay gain, which is expressed as [159]
AR[i] =
s
PR
P
£
|yR[i]|2¤ =
s
GSRPR
GSRPSσ2
SR + σ2
n
, (3.3)
where PR is the transmit power of the RS.
The received packet is then decoded at the DS’s receiver and then checked for the presence of resid-
ual bit errors by using error detection codes, such as the classic Cyclic Redundancy Checking (CRC)
codes. If no error is detected, a positive acknowledgement is returned to the source to trigger the
transmission of a new packet. Otherwise, a negative acknowledgement is fed back in order to ask for
the packet’s retransmission. Accordingly, the SS sends the packet again. Consequently, the combined
signal received at the DS’s receiver may be expressed as
yL
D[i] =
L X
l=0
(·
GSDhl
SD[i]x[i] + nl
SD[i]
¸
+
·
GRDhl
RD[i]AR[i]
³
GSRhl
SR[i]x[i] + nl
SR[i]
´
+ nl
RD[i]
¸)
, (3.4)
where L is the number of retransmissions, hence L = 0 indicates that no retransmission is required.
3.2.2 Single-Relay Aided ARQ
The single-relay aided ARQ scheme assigns a single ﬁxed relay to assist the SS in its transmission
attempts. If the channels are assumed to experience highly correlated fading, there is little diﬀerence3.2.3. Relay-Switching Aided ARQ 89
between the consecutive values of channel coeﬃcients, which suggests that the retransmitted packets
may also be corrupted. As a result, there is no substantial spatial diversity gain. Nonetheless, an
improved performance may be attained owing to the power-gain gleaned from the reduced-distance
relaying.
3.2.3 Relay-Switching Aided ARQ
When the channel experiences slow fading, the single-relay aided ARQ protocol may prove to be
ineﬀective, because the retransmitted versions may be subjected to fading, which is correlated with
the versions received before. In order to further improve the attainable performance of the H-ARQ
scheme considered, a novel relay-switching philosophy is proposed here. A top-level view of the scheme
is illustrated in Fig. 3.2. According to this scheme, the SS will send the retransmitted packet through
another RS every time, when a retransmission request is received. As a beneﬁt of the independence of
the channels between the SS, the RSs and the DS, there is no correlation between the signals received
from the RSs at the DS’s receiver. Thus, in addition to achieving a reduced-distance-based power
gain, the proposed scheme also achieves a spatial diversity gain for the received signals.
Initial Transmission 1-st Retransmission n-th Retransmission
Figure 3.2: Relay-switching aided ARQ
3.2.4 Capacity
The instantaneous capacity of the relay-aided ARQ scheme may be formulated as [102]
C = min{C1,C2}, (3.5)
where C1 represents the sum capacity of the SD and SR links and C2 represents the sum capacity of
the RD and SD links, which are illustrated in Fig. 3.3.
hSD
hSR hRD
C1 C2
relay
source
destination
Figure 3.3: Relaying topology used for relay capacity calculation.3.2.4. Capacity 90
According to the Shannon-Hartley’s theorem, the channel capacity C is given as
C = Blog2
µ
1 +
S
N
|h|2
¶
, (3.6)
where B is the channel’s bandwidth in Hertz and S/N is the SNR at the receiver, while h represents
the channel’s fading coeﬃcient. For convenience, we set B = 1 in this study and hence B is dropped
from the following expressions.
Substituting the Shannon-Hartley formula of Eq. (3.6) into our equivalent system models of
Eqs. (3.1) and (3.4), the instantaneous sum capacities may be formulated as
C1 = log2
µ
1 +
PsourceGSD
PL
l=0 |hl
SD|2
N0
+
PsourceGSR
PL
l=0 |hl
SR|2
N0
¶
, (3.7)
and
C2 = log2
µ
1 +
PsourceGSD
PL
l=0 |hl
SD|2
N0
+
PrelayGRD
PL
l=0 |hl
RD|2
N0
¶
. (3.8)
In order to achieve the ergodic capacity, the capacities C1 of Eq. (3.7) and C2 of Eq. (3.7) are
weighted by their speciﬁc probability of occurrences quantiﬁed by the joint Probability Density Func-
tion (PDF) of channel coeﬃcients and then they are averaged - i.e. integrated over their entire dynamic
range, yielding:
¯ C1 =
Z ∞
0
Z ∞
0
···
Z ∞
0 | {z }
2(L+1)−fold
C1 · F{|h0
SD|,...,|hL
SD|} · F{|h0
SR|,...,|hL
SR|} · d0
SD...dL
SD · d0
SR...dL
SR, (3.9)
and
¯ C2 =
Z ∞
0
Z ∞
0
···
Z ∞
0 | {z }
2(L+1)−fold
C2 · F{|h0
SD|,...,|hL
SD|} · F{|h0
RD|,...,|hL
RD|} · d0
RD...dL
RD · d1
SR...dL
SR, (3.10)
where F{|h0
SD|,...,|hL
SD|}, F{|h0
SR|,...,|hL
SR|} and F{|h0
RD|,...,|hL
RD|} are the joint PDFs of the chan-
nel coeﬃcients hl
SD, hl
SR and hl
RD (l = {0...L} is the number of retransmission), respectively.
Consequently, the ergodic capacity of the system may be formulated as
¯ C = min{ ¯ C1, ¯ C2}. (3.11)
Single-Relay Aided ARQ: The joint PDF of the single-relay assisted scheme depends on the corre-
lation of channels encountered, but more speciﬁcally on the particular correlation between the retrans-
mitted channel envelopes at the speciﬁc instants, when the data packets were actually transmitted.
For example, in case of correlated Rayleigh fading channels and when only a single retransmission
is available (L = 1), the joint PDF of the channel coeﬃcients h0
RD of the ﬁrst transmission and h1
RD
of the retransmission for the RD link may be formulated as [160]
F{|h0
RD|,|h1
RD|} =
4|h0
RD||h1
RD|e−[Ω0|h0
RD|2+Ω1|h1
RD|2/Ω0Ω1(1−ρ)]
Ω0Ω1(1 − ρ)
√
Ω0Ω1ρ
· I0
(
2
√
ρ|h0
RD||h1
RD|
(1 − ρ)
√
Ω0Ω1
)
, (3.12)
where we have Ω0 = |h0
RD|2, Ω1 = |h1
RD|2 and ρ =
cov(|h0
RD|2,|h1
RD|2) √
var(|h0
RD|2)var(|h1
RD|2) (0 < ρ < 1) represents the
channel envelope’s correlation, which depends on the time-lag between two transmission attempts, i.e
on the coeﬃcients h1
RD and h2
RD.3.2.5. Performance of ARQ Aided Cooperative Networks 91
Relay-Switching Aided ARQ: As a beneﬁt of the relay-switching action between the retransmis-
sions, there is no correlation between the channel coeﬃcients of the retransmitted and original data
packet. Therefore, the joint PDF of the relay switching scheme may be simpliﬁed to the product of
the individual PDFs. For example, the joint PDF of transmission attempts for the RD link may be
formulated as:
F{h0
RD,...,hL
RD} =
L Y
l=0
f(hl
RD), (3.13)
where f(hl
RD) is the PDF of the Rayleigh distribution.
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Figure 3.4: Capacity of relay aided H-ARQ
The capacity of both the single-relay-aided and twin-relay-aided schemes is shown in Fig. 3.22. This
ﬁgure demonstrates that the relay-switching scheme provides a higher capacity than the single-relay
scheme.
3.2.5 Performance of ARQ Aided Cooperative Networks
The BER and FER performance of the cooperative ARQ, where system’s parameters are provided
in Table 3.2, over the uncorrelated Rayleigh fading channels are shown in Fig. 3.5. According to
the ﬁgure, the cooperative ARQ may achieve a power gain of approximately 2 dB at the FER of
10−3, compared to the conventional direct transmission based ARQ systems. Additionally, as shown
in Fig. 3.6(a), the cooperative ARQ systems are capable of reducing the number of retransmissions.
Consequently, the system’s eﬀective throughput is signiﬁcantly improved. More particularly, as seen
in Fig. 3.6(b), at the Eb/N0 value of 20 dB the DF cooperative ARQ may double the throughput of
the direct transmission based ARQ scheme while the AF cooperative ARQ’s throughput is 50% higher
than that of the direct transmission based ARQ regime.
Note that for the selective-repeat ARQ, the system’s throughput may be quantiﬁed as [161]
ηSR = M
Kinf
Ntra
(1 − Pframe), (3.14)
where M is the number of bits per modulated symbol; Kinf and Ntra is the number of information bits3.2.5. Performance of ARQ Aided Cooperative Networks 92
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Figure 3.5: Simulation-based BER and FER performance of ARQ aided direct, AF and DF cooperative
transmissions over the uncorrelated Rayleigh fading channels. All other parameters are summarized
in Table 3.2.
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Figure 3.6: The average number of retransmissions and the throughput performance of ARQ aided
direct, AF and DF cooperative transmissions over the uncorrelated Rayleigh fading channels. All
other parameters are summarized in Table 3.2.3.3. Relay Switching Aided TC Hybrid-ARQ in Correlated Fading Channels 93
Table 3.2: Basic parameters of ARQ aided cooperative networks
Parameter Value
Information bits per frame Kinf = 1000
Modulation type BPSK
Relay type Direct/AF/DF
No of relays L=1
Normalized dSRl/dRlD 0.5/0.5
Source’s transmit power ES = Eb
Grd+1
Relays’ transmit power ERl = GrdEb
Grd+1
Channel model frequency-ﬂat Rayleigh fading
Maximum number of retransmissions 5
per frame and the number of transmitted bits, which is the product of Kinf and the average number
of retransmissions, i.e. as in Fig. 3.6(a), while Pframe is the FER, i.e. as in Fig. 3.5(b).
Furthermore, we investigate the performance of cooperative ARQ systems for transmission over
correlated Rayleigh fading channels. The corresponding BER and FER performance results are shown
in Fig. 3.7 and may be contrasted to the uncorrelated fading results of Fig. 3.5. According to Fig. 3.7,
the single-relay-aided DF cooperative ARQ achieved a power gain in excess of 5 dB at the FER of
10−3. When relay switching is employed, a further gain of 5 dB may be gleaned at the same FER
value. By contrast, the AF cooperative ARQ only achieved an improved FER performance in the
low Eb/N0 region, namely below 10 dB for single-relay aided and below 2 dB for relay-switching
aided DF cooperation - fortunately in the region, where it was most needed. For higher Eb/N0,
their FER performances were close to the conventional direct ARQ’s performance. Again, the average
number of retransmissions is shown in Fig. 3.8(a). As seen from the ﬁgure, the relay-switching assisted
ARQ schemes are capable of reducing the number of retransmissions, compared to the single-relay
aided schemes. As a result, their throughput was further improved, as seen in Fig. 3.8(b). Hence,
it may be concluded that in correlated fading channels the relay-switching aided ARQ may improve
the system’s performance in all four aspects considered, namely in terms of the BER, the FER, the
number of retransmission as well as the eﬀective throughput.
3.3 Relay Switching Aided Turbo Coded Hybrid-ARQ in Correlated
Fading Channels
Again, observe by comparing Figs. 3.5 and 3.7 that the channel characteristics substantially aﬀect the
attainable system performance. For instance, correlated fading may corrupt consecutive retransmis-
sions, especially when using Chase combining [162], since the transmitted replica may also experience
a deep fade. In this scenario the spatial diversity of MIMO systems [23] may mitigate the problem.
However, employing co-located MIMO elements at the mobile station, which has compact physical
dimensions, may also become ineﬀective in the presence of spatially correlated fading, even when
employing long interleavers. To overcome this potential drawback, we investigate distributed MIMOs
relying on single-antenna based mobiles sharing their antennas by invoking cooperative relaying. We3.3. Relay Switching Aided TC Hybrid-ARQ in Correlated Fading Channels 94
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Figure 3.7: BER and FER performance of ARQ aided direct, AF and DF cooperative transmissions
over the correlated Rayleigh fading channels at the normalized Doppler frequency of 10−4. All other
parameters are summarized in Table 3.2. The corresponding uncorrelated fading results are seen in
Fig. 3.5.
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Figure 3.8: The average number of retransmissions and the throughput performance of ARQ aided
direct, AF and DF cooperative transmissions over the correlated Rayleigh fading channels at the
normalized Doppler frequency of 10−4. All other parameters are summarized in Table 3.2. The
corresponding uncorrelated fading results are seen in Fig. 3.6.3.3.1. Relay-Switching Aided Turbo Coded Hybrid-ARQ 95
exploit the ﬂexibility of cooperative networks [116,117] by advocating a novel relay-switching regime,
where the speciﬁc relay activated is changed after each transmission attempt, in order to overcome
the spatial correlation eﬀects. Additionally, we combine the proposed relay-switching regime with the
H-ARQ relying on Segment Selective Repeat technique of (SSR) [163], where not all, but only the
most error-infested segments are retransmitted, in order to further improve the overall performance
of the system.
3.3.1 Relay-Switching Aided Turbo Coded Hybrid-ARQ
3.3.1.1 TC-HARQ Using Chase Combining
In the H-ARQ scheme of Fig. 3.1, the ARQ protocol is combined with convolutional turbo coding. A
CRC code is used in order to produce a positive or negative acknowledgement. More particularly, at
the SS a Q-bit CRC code deﬁned over the Galois Field GF(2) is attached to (K − Q) information
bits, resulting in the bit sequence of x = {x1,x2,...,xK}. This bit sequence is then passed to a (K,N)
turbo encoder, which turns K uncoded input bits into N encoded bits. The resultant bits are then
punctured. Following modulation, the packet is transmitted to both the RS and the DS.
In the DS’s receiver of Fig. 3.1, the received packet is decoded and checked for bit errors. If there is
no decoding error, the SS proceeds by transmitting a new packet. Otherwise, the same packet will be
retransmitted. In case of the conventional single-relay aided scheme, the routes of the retransmitted
packets are the same as those of the original ones. By contrast, the routes are alternated in case of
the relay-switching aided schemes. When the retransmitted packets arrive at the DS’s decoder, they
are amalgamated with the previous versions using the Chase Combining (CC) technique [162].
3.3.1.2 TC-HARQ using Incremental Redundancy
In contrast to the above-mentioned TC-HARQ arrangement, in case of the TC-HARQ using IR, the
SS will send additional parity bits, which are unknown to the DS, whenever a negative ACK is fed
back. As a beneﬁt of additional parity bits, a coding gain will be achieved at the DS’s channel decoder.
However, the studies of [164] demonstrated that the HARQ using IR has an inferior performance in
comparison to that of the H-ARQ using CC, when the systematic bits in the ﬁrst transmission are
corrupted by deep fades and no more systematic bits were received during the retransmission sessions.
In order to avoid the above-mentioned detrimental eﬀect, the H-ARQ scheme of Fig. 3.1 using IR
should include part of the systematic information in the IR transmission.
Indeed, the TC-HARQ scheme of Fig. 3.1 using IR may achieve three diﬀerent types of gains,
including the usual relay-aided reduced-distance-based power gain, a spatial diversity gain achieved
by the relay-switching scheme and channel-coding gain, which is also referred to as time-diversity gain.
3.3.1.3 TC-HARQ Using Segment Selective Repeat
The studies provided in Chapter 5 of [165] showed that the residual decoding errors found in turbo
codes usually form some error-burst, or clusters in a packet. In order to exploit this phenomenon, the
authors of [163] proposed a turbo coded hybrid ARQ scheme relying on segment selective repeat (SSR)3.3.2. Performance of Relay-Switching Aided Turbo Coded Hybrid-ARQ 96
in order to improve the attainable system performance. According to this scheme, the entire packet
is divided into smaller segments, each having an identical length. Once the decoder fails, the most
severely corrupted segments have to be retransmitted. In the soft-decoding scenarios, our conﬁdence
in the symbol-estimates is typically determined by the Log-Likelihood Ratio (LLR). The higher the
LLRs, the more conﬁdent the symbol-estimates are. Therefore, the LLR values and the number
of LLR polarities toggled from one iteration to another is considered to be the speciﬁc criterion for
determining how severely corrupted a segment is. Hence, the segments having the lowest mean absolute
LLR values and/or associated with the highest number of LLR polarity swap operations are likely to
be retransmitted.
As analysed in the previous section, the relay-switching scheme is capable of providing an increased
spatial diversity gain for the ARQ scheme. Thus, it is of high potential to combine the turbo coded
Hybrid-ARQ arrangement of Fig. 3.1 using SSR with the relay-switching scheme in order to further
improve the system’s performance.
3.3.2 Performance of Relay-Switching Aided Turbo Coded Hybrid-ARQ
Table 3.3: The parameters of TC-HARQ schemes of Fig. 3.1. The corresponding scheme outline is
shown in Fig. 3.9.
Parameters Scheme Scheme Scheme Scheme Scheme Scheme
A-1 A-2 A-3 B-1 B-2 B-3
No of information bits 300 300 300 300 300 300
No of bits of 1st trans. 600 600 600 600 600 600
No of bits per re-/IR-trans. 200 200 200 200 200 200
No of re-/IR-trans. 3 3 3 3 3 3
H-ARQ Combining Type CC CC CC IR IR IR
Relaying type none AF AF- none AF AF-
switching switching
Normalized Psource/Prelay 1.0/0.0 0.5/0.5 0.5/0.5 1.0/0.0 0.5/0.5 0.5/0.5
Normalized Gsd/Gsr/Grd 1/4/4 1/4/4 1/4/4 1/4/4 1/4/4 1/4/4
In this section, we will investigate the achievable performance of the relay switching aided TC-
HARQ regime of Fig. 3.1 and compare the diverse schemes considered. The generator polynomial of
the half-rate Recursive Systematic Convolutional (RSC) turbo code component is given by:
G =
1 + D + D3
1 + D2 + D3. (3.15)
In Scheme A-x, the ﬁrst transmissions include 300 systematic bits and 300 parity bits, while the
200-bit retransmitted packets include 100 systematic bits and 100 parity bits, as shown in Fig. 3.3.
Similarly, the IR transmissions of Scheme B-x contain 100 systematic bits and 100 new parity bits.
The remaining parameters of each scheme are detailed in Table 3.3, while the outline of schemes is
shown in Fig. 3.9. Observe in the table that the total transmit power is normalized to unity and the3.3.2. Performance of Relay-Switching Aided Turbo Coded Hybrid-ARQ 97
normalized path-loss gains represent a relay positioned halfway between the SS and the DS, which
using a path-loss exponent of two.
Scheme A-
Chase Combining
Scheme B-
Incremental Redundancy
1
Non-cooperative
2
Amplify-and-Forward
3
Switching
Amplify-and-Forward
Figure 3.9: Schematic for characterising the comparisons of Table 3.3.
The BER performance of the six schemes characterized in Table 3.3 are shown in Fig. 3.10(a).
It may be seen from the ﬁgure that the TC-HARQ schemes of Fig. 3.1 using IR, or Scheme B-x of
Table 3.3 performs better than the schemes using CC, or Scheme A-x of Table 3.3. Furthermore, the
TC-HARQ of Fig. 3.1 assisted by a single relay, namely Scheme A-2 may provide an approximately 5
dB gain at the BER of 10−3 against Scheme A-1 operating without the assistance of a relay. Observe
furthermore from Fig. 3.10(a) that an extra 1 dB may be gleaned by Scheme A-3, where the relays
are switched after each retransmission.
The average number of re-/IR-transmissions of the four H-ARQ schemes of Table 3.3 are shown in
Fig. 3.11(a). According to the ﬁgure, the average number of re-/IR-transmissions is comparable for
the considered schemes. This means that the relay-switching schemes do not impose any further delay
compared to the conventional single-relay aided scheme. Indeed, the relay-switching aided TC-HARQ
schemes not only reduce the BER, but they also increase the attainable throughput of the system
without increasing its delay, namely above 2 dB as seen in Fig. 3.11(b).
Fig. 3.12 shows the eﬀect of the channel’s correlation on the performance of the systems. According
to the ﬁgure, the relay-switching schemes, namely Scheme A-3 of Table 3.3, exhibits an improved
performance in case of highly correlated channels. Explicitly, at the normalized Doppler frequency of
10−3, Scheme A-3 may achieve a gain of 1.5 dB at the BER of 10−7. Furthermore, this gain increased
to 2 dB and 3 dB at the same BER value, when the normalized Doppler frequency was 10−4 and 10−5,
respectively. In other words, the attainable gain improved, when the normalized Doppler frequency
was reduced, i.e the channel became more correlated. This was a direct beneﬁt of the increased spatial
diversity, when the relays of consecutive retransmissions were switched. At low Doppler frequencies
the correlation between the channel envelopes of retransmissions was high, hence the single-relay aided
schemes operated less eﬀectively than relay-switching. As a result, the gains of the single-relay schemes
recorded for highly correlated channels were lower than those of the less correlated channels.
Finally, we investigated the performance of turbo-coded H-ARQ of Fig. 3.1 using SSR in the
relaying network. The detailed parameters are provided in Table 3.4, while the outline of scheme
comparison is shown in Fig. 3.13. In the SSR schemes considered, the entire packet was divided into
15 segments, each having a length of 100 bits, where the ﬁve segments having the lowest absolute
average LLR values were retransmitted. The attainable BER and FER performances are shown in
Fig. 3.14, while the average number of retransmission and the throughput performances are shown3.3.2. Performance of Relay-Switching Aided Turbo Coded Hybrid-ARQ 98
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Figure 3.10: BER and FER performance of turbo coded H-ARQ of Fig. 3.1 employing direct, AF
and DF cooperative transmissions over correlated Rayleigh fading channels at the normalized Doppler
frequency of 10−3. All other parameters are summarized in Table 3.3. The corresponding results of
the uncoded ARQ are shown in Fig. 3.7.
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Figure 3.11: The average number of retransmissions and the throughput performance of turbo coded
H-ARQ of Fig. 3.1 employing direct, AF and DF cooperative transmissions over the correlated Rayleigh
fading channels at the normalized Doppler frequency of 10−3. All other parameters are summarized
in Table 3.3. The corresponding results of the uncoded ARQ are shown in Fig. 3.8.3.3.2. Performance of Relay-Switching Aided Turbo Coded Hybrid-ARQ 99
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Figure 3.12: BER performance of TC-HARQ of Fig. 3.1, when operating in correlated Rayleigh
fading channels at the normalized Doppler frequency of fDTs = {10−3,10−4,10−5}. The remaining
parameters were provided in Table 3.3.
Table 3.4: Parameters of TC-HARQ schemes of Fig. 3.1, where a third-rate turbo code using CC and
SSR is employed instead of a half-rate turbo code using CC and IR of Table 3.3. The corresponding
scheme outline is shown in Fig. 3.13.
Parameters Scheme Scheme Scheme Scheme Scheme Scheme
C-1 C-2 C-3 D-1 D-2 D-3
No of information bits 500 500 500 500 500 500
No of bits of 1st trans. 1500 1500 1500 1500 1500 1500
No of bits per re-/IR-trans. 500 500 500 500 500 500
No of re-/IR-trans. 3 3 3 3 3 3
H-ARQ Combining Type CC CC CC SSR SSR SSR
Relaying type none AF AF- none AF AF-
switching switching
Normalized Psource/Prelay 1.0/0.0 0.5/0.5 0.5/0.5 1.0/0.0 0.5/0.5 0.5/0.5
Normalized Gsd/Gsr/Grd 1/4/4 1/4/4 1/4/4 1/4/4 1/4/4 1/4/43.3.2. Performance of Relay-Switching Aided Turbo Coded Hybrid-ARQ 100
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Figure 3.13: Schematic for characterising the comparisons of Table 3.4.
−2 0 2 4 6 8 10 12
10
−4
10
−3
10
−2
10
−1
10
0
E
b/N
0 (dB)
B
E
R
 
 
Scheme C−1
Scheme D−1
Scheme C−2
Scheme D−2
Scheme C−3
Scheme D−3
(a) BER vs Eb/N0
−2 0 2 4 6 8 10 12
10
−4
10
−3
10
−2
10
−1
10
0
E
b/N
0 (dB)
F
E
R
 
 
Scheme C−1
Scheme D−1
Scheme C−2
Scheme D−2
Scheme C−3
Scheme D−3
(b) FER vs Eb/N0
Figure 3.14: BER and FER performance of turbo coded H-ARQ of Fig. 3.1 employing direct, AF and
DF cooperation employing CC and SSR for transmissions over the correlated Rayleigh fading channels
at the normalized Doppler frequency of 10−3. All other parameters are summarized in Table 3.4. The
corresponding results of the uncoded ARQ are shown in Fig. 3.7.
in Fig. 3.15. It may be seen from Fig. 3.14(a) that when there is no relay-switching, relay aided
H-ARQ using SSR may have a modest gain of 0.5 dB compared to the conventional Scheme C-2 of
Table 3.4 using CC. This result is similar to that of the direct transmission Scheme C-1 of Table 3.4.
By contrast, Scheme D-3, which employs SSR, may achieve an approximately 1.5 dB gain, when the
relays are switched during the retransmission attempts. Furthermore, as seen in Fig. 3.15(b), the
throughput curve of Scheme D-3 suggests that an approximately 2 dB lower Eb/N0 is required than
that of Scheme C-3 in the Eb/N0 region between 0 dB to 5 dB. This implies that Scheme D-3 may
increase the attainable throughput of the system.3.4. Systematic Luby Transform Coded H-ARQ in Wireless Cooperative Network 101
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Figure 3.15: The average number of retransmissions and the throughput performance of turbo coded
H-ARQ of Fig. 3.1 employing direct, AF and DF cooperation employing CC and SSR for transmissions
over the correlated Rayleigh fading channels at the normalized Doppler frequency of 10−3. All other
parameters are summarized in Table 3.3. The corresponding results of the uncoded ARQ are shown
in Fig. 3.8.
3.4 Systematic Luby Transform Coded H-ARQ in Wireless Coop-
erative Network
Recently, a number of researchers have focused their attention on the employment of rateless codes
in relay-aided networks for the sake of increasing the achievable communication eﬃciency and robust-
ness [166–169]. Brieﬂy, a rateless code has a rate determined by the number of transmitted symbols
required before the decoder become capable of decoding the received information. In contrast to the
ﬁxed-rate block codes, the rate is unknown a priori. Typically, they are characterized by a single
parameter K, the length of the information block in bits. By comparison, ﬁxed-rate block codes, such
as the family of Reed-Solomon and turbo codes, are often characterized by the parameter pair (K,N),
where N deﬁnes the codeword length. The transmission of a rateless codeword is terminated, when
the receiver successfully decodes the message and uses a feedback channel to return an ACK to the
transmitter. Therefore, a rateless code does not have a ﬁxed rate, but rather the rate is determined
‘on the ﬂy’ by the codeword-length, which becomes suﬃciently long for the receiver to decode the
message.
The family of fountain codes [170] not only has a low complexity, but it is also capable of ap-
proaching the capacity for diverse classes of channel models. Luby Transform (LT) codes, introduced
by Luby in [38] were shown to approach the capacity of Binary Erasure Channels (BEC). However,
LT codes might exhibit an error ﬂoor for a small block length K. In order to eliminate the error ﬂoor,
Raptor codes were proposed by Shokrollahi in [39], which invoke LT codes as an inner code, while a
high-rate LDPC code is employed as the outer code of a two-stage concatenated architecture. This
arrangement is capable of approaching capacity for the BEC, despite its modest linear-time encoding3.4.1. Iterative Decoding Aided Systematic Luby Transform Codes 102
and decoding complexity. By contrast, Nguyen et al. [40] proposed Systematic LT codes (SLT), which
invoke iterative decoding for preventing the potential avalanche-like inter-packet error propagation.
Other rateless codes have been proposed in [166,171,172] for both the AWGN channel and for various
types of fading channels. As shown in [166,171,172], rateless codes are capable of reliably operating for
transmissions over diverse classes of channels, since they are capable of adapting their coding rates to
the channel quality without any knowledge of the channel state information or even channel statistics
at the transmitter.
Since they are capable of adapting to the channel conditions without requiring any channel knowl-
edge at the transmitter, existing rateless codes are beneﬁcial in relay-aided networks. Castura and
Mao [166–168] proposed a coding framework for wireless relay channels based on rateless codes. Fur-
thermore, Nikjah and Beaulieu [173,174] studied the average throughput of DF based half-duplex
as well as full-duplex rateless coded relaying schemes under a speciﬁc peak power constraint and an
average power constraint. The development of rateless codes as well as their applications in relay net-
works is summarized in Table 3.5. In line with the prevalent trends, in this section we will investigate
the performance of SLT codes in the context of cooperative wireless networks. Furthermore, their
iterative detection will be proposed in order to improve the relay-aided system’s performance, where
the soft-output SLT decoder exchanges soft information with the 16-QAM modem.
3.4.1 Iterative Decoding Aided Systematic Luby Transform Codes
3.4.1.1 Systematic Luby Transform Codes
LT codes [38] were originally designed for the BEC [11], where each packet is either perfectly re-
ceived, or lost for example owing to network-congestion at one of the routers. The LT codes transmit
an appropriately designed number of redundant packets in order to ﬁll these packet erasure events.
However, when LT codes are employed for transmission over wireless channels, which impose both
fading and inter-symbol interference, in addition to packet erasures, each LT codeword might become
corrupted, which results in catastrophic inter-packet error propagation during LT decoding [182]. As
illustrated in Fig. 3.16, the errors of the ﬁrst packet after the ﬁrst LT decoding cycle are propagated
to the second and third packets after ﬁve decoding cycles. As a result, more and more decoding
errors appear, when the number of decoded packets increases. In order to mitigate the deleterious
eﬀects of error propagation, LT codes have been frequently combined with classic physical-layer FEC
codes [182,183]. The idea of combining classic FEC codes with LT codes by directly amalgamating
them was proposed in [40], where systematically concatenated parity bits were incorporated in order
to create the family of SLT codes.
The soft-output LT decoding process is based on the classic concept of LDPC decoding [37]. Given
a LT code C, a generator matrix G of C is a matrix whose rows generate all the elements of C, i.e.,
if G = (g1 g2 ... gk)T, then every codeword w of C can be uniquely represented as
G = c1g1 + c2g2 + ... + ckgk = cG, (3.16)
where we have c = (c1 c2 ... ck). Then the Parity Check Matrix (PCM) H of a LT code, which checks
a codeword c is in C if and only if the following matrix-vector product satisﬁes Hc = 0, which is
calculated similarly to procedures of a classic LDPC code. More speciﬁcally, a LT code’s generator3.4.1. Iterative Decoding Aided Systematic Luby Transform Codes 103
Table 3.5: Major rateless code contributions and their applications in cooperative wireless communi-
cations.
2002 Luby [38] Introduced LT codes, the ﬁrst rateless erasure codes.
2004 Shokrollahi [39,175] Introduced Raptor codes, an extension of LT-codes with linear
time encoding and decoding.
2005 MacKay [170] Presented Fountain codes that are ‘record-breaking’ sparse-graph
codes for channels subjected to packet erasures.
2006 Castura and Mao [166] Proposed a framework for communication over fading channels
utilizing rateless codes.
2007 Castura and Mao [167,
168]
Proposed a coding framework for wireless relay channels based on
rateless codes.
Puducheri et al. [169] Designed distributed LT codes for wireless relaying networks.
Nguyen et al. [40] Presented systematic LT codes and their soft decoding.
2008 Nikjah and Beaulieu
[173,174]
Studied the average throughput of DF half-duplex as well as of DF
full-duplex rateless coded relaying schemes under a speciﬁc peak
power constraint and an average power constraint.
Yuan and Ping [176] Proposed a family of systematic rateless codes that are capacity-
approaching on a binary erasure channel, regardless of the chan-
nel’s erasure rate.
2009 Liu and Lim [130] Discussed cooperative protocols based on Fountain codes in a relay
network.
Bonello [177,178] Proposed reconﬁgurable rateless codes, that are capable of varying
the block length as well as adaptively modifying their encoding
strategy.
Cheng et al. [179] Designed Raptor codes for binary-input AWGN channels using the
mean-LLR-EXIT chart approach presented.
2010 Gong et al. [180] Considered the code design for a half-duplex 4-node joint relay
system with two sources, one relay, and one destination, employing
superposition coding and Raptor coding.
Fan et al. [181] Studied the performance limits and design principles of rateless
codes over MIMO fading channels.3.4.1. Iterative Decoding Aided Systematic Luby Transform Codes 104
Figure 3.16: An example of error propagation in the LT hard-decoding process, when the LT decoder
receive packets corrupted by channel noise ( c °Nguyen et al. [40]).
Figure 3.17: Tree-based representation of LT codes3.4.1. Iterative Decoding Aided Systematic Luby Transform Codes 105
matrix G(K×N) is partitioned into two matrices, namely A and B having a size of (K × K) and
(K × M) elements, respectively. If A is a non-singular matrix, then the PCM is calculated as [37]
H(M×N) = [(BT · (AT)−1)(M×K)|I(M×M)], (3.17)
where I(M×M) is (M × M)-element identity matrix.
An LT PCM can be represented by a classic Tanner graph [171]. To elaborate a little further,
the ﬁlled circles and the ﬁlled squares of Fig. 3.17 represent the variable nodes - or synonymously
the information nodes - and the parity check nodes of the LT code, respectively, while the horizontal
lines connected to the variable nodes correspond to the intrinsic information provided by the channel’s
output. Let us assume that the circular node at the top of Fig. 3.17 represents the kth variable node
in the block of N single-bit LT encoded packets, which is also termed as a root node. The root node
receives extrinsic parity-check information from the speciﬁc check nodes that are directly connected
to it at the tree-level immediately below it, as seen in Fig. 3.17. Similarly, these check nodes also
receive extrinsic information from the speciﬁc variable nodes they are directly connected to at the
next level down in Fig. 3.17, etc. The dotted lines in Fig. 3.17 indicate that the above process is
repeated further by expanding the tree. The number of connections associated with a variable node of
the LT code - excluding the line representing the intrinsic information - indicates the column weight
of this particular message node, while the number of connections associated with an LT check node
represent the corresponding row weight. The column weight and row weight of the LT PCM are
related to the degree distribution of LT packets. The LT decoding process is implemented in the same
way as the classic LDPC decoding procedure. Initially, the LT decoder’s soft values are set to a value
corresponding to the demodulator’s soft output. The decoder’s soft values of Ra
i,j and Qa
i,j, which
denote the LLRs - as detailed in Section 2.2.4.4 of Chapter 2 - are then passed from the check nodes
to the variable nodes and vice versa, which are then iteratively updated after each decoding iteration
as follows [40]:
tanh
³Ri,j
2
´
=
Y
n∈{Ci},n6=i
tanh
³Qn,j
2
´
. (3.18)
The LT decoder outputs its tentative hard decision values after each iteration and then checks whether
the product of the corresponding codeword and the transpose of the PCM H is equal to zero, i.e
whether a legitimate codeword was produced. If not, the LT decoding process will be continued in an
iterative fashion, until the output codeword becomes legitimate or the maximum aﬀordable number
of iterations is exhausted.
In order to improve the achievable performance, the LT code’s degree distribution, which will
be detailed below, is created by expanding its (K × N)-element generator matrix A with the aid of
attaching a unity matrix having a size of (K × K), resulting in a systematic code [40]. For example,
if we have a generator matrix GK×N = [IK×K|AK×M], where (N = K + M), as shown in Fig. 3.18,
then the PCM H is calculated as
H = [AT|I0]. (3.19)
3.4.1.2 Degree Distributions
Each SLT code is characterized by the distributions of the degree of message nodes, dm and the degree
of the parity nodes dc, which represents the number of connections or ‘edges’ between the received3.4.1. Iterative Decoding Aided Systematic Luby Transform Codes 106
Matrix I Matrix A
Figure 3.18: SLT generator matrix.
Figure 3.19: Decoding of a LT code having K = 3 source packets and N = 4 transmitted packet each
containing three bits, where the decoding cycles are shown in Fig. 3.16 ( c °Tee et al. [182]).
packets and the original source packets, as seen in Fig. 3.19. A number of diﬀerent degree distributions
have been proposed in [38,182,184] for the parity nodes of LT as well as SLT codes. The most simple
distribution termed as the ‘ideal soliton distribution’ was proposed in [38]
ρ(dc) =
(
1/K for dc = 1,
1
dc(dc−1) for dc = 2,3,...,K,
. (3.20)
When no degree-one packet is recovered at any state of Fig. 3.19 of the consecutive LT decoding cycle
seen in Fig. 3.16, the decoding process is terminated and the remaining packets may not be recovered,
unless a high number of redundant packets are received. In order to overcome this problem, Luby [38]
proposed the so-called ‘Robust Solition Distribution’ (RSD), which increases the number of degree-one
encoded packets to S , c · ln(K/δ)
√
K, where the parameter δ denotes the probability of decoding
failure imposed by the lack of the degree-one packets, while c represents a constant. Furthermore, the
following term is deﬁned as
τ(dc) =
8
> <
> :
S
K
1
dc for dc = 1,2,.., K
S − 1,
S
Kln
¡S
δ
¢
for dc = K
S ,
0 for dc > K
S .
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Then the RSD µ(dc) is obtained by combining the ‘ideal soliton distribution’ ρ(dc) with τ(dc) of
Eq. (3.21), yielding
µ(dc) =
ρ(dc) + τ(dc)
Z
, (3.22)
where Z =
P
dc ρ(dc) + τ(dc) represents the normalization factor of the denominator.
In order to improve the achievable LT coding performance, in [182] the ‘Improved Robust Soliton
Distribution’ (IRSD) was proposed by introducing the extra factor of:
ν =
X
µ(dc,i) · K, (3.23)
where dc,i represents the degree-i term of the distribution, satisfying the following conditions
8
<
:
1
dc(dc−1)+ S
K
1
dc
Z · K < 1 for 2 ≤ dc ≤ K
S − 1,
1
dc(dc−1) · K
Z < 1 for
¡K
S + 1
¢
≤ dc ≤ K,
. (3.24)
Consequently, the IRSD is deﬁned as [182]
D(dc) =
8
> > > > <
> > > > :
1+S+ν
ZK for dc = 1,
1
Z
¡ 1
dc(dc−1) + S
K · 1
dc
¢
for 2 ≤ dc < K
S ,
S
ZK · lnS
δ for dc = K
S ,
0 for dc > K
S ,
. (3.25)
where we have Z =
P
dc ρ(dc) + τ(dc) + ν(dc).
In order to achieve further improvements, Nguyen et al. [184] proposed the ‘Truncated Degree
Distribution’ (TDD) of
Ω(dc) =
8
> > > > <
> > > > :
1
Z
£
1 + S
K + ν(dc)
¤
for dc = γ,
1
Z
£ γ
d(
γ
d+1) + S
K
γ
d for dc = 2γ,··· ,
Kγ
S − 1,
S
ZKlnS
δ for dc =
Kγ
S ,
0 for dc >
Kγ
S or dc = 1,
. (3.26)
where we have Z =
P
dc[ρ(dc)+τ(dc)]+ν(γ), while γ is an integer number higher than one, which is
required for ensuring that the degree distribution becomes a truncated degree distribution.
As demonstrated in [184], SLT codes using the TDD achieved a better BER performance than
conventional quasi-regular LDPC codes in single-antenna aided systems. Therefore, the TDD will be
employed in our investigations in this section.
Finally, the degree distribution of the message nodes dm is deﬁned as
D[dm(¯ dc)] =
K
N
, (3.27)
where ¯ dc denotes the average degree of the parity nodes.
3.4.1.3 ID-SLT Coded 16-QAM Aided H-ARQ
When utilizing Soft Input and Soft Output (SISO) information for iterative decoding, the SLT decoder
exchanges extrinsic information with the 16-QAM demodulator, which also uses SISO information in3.4.2. H-ARQ with Incremental Redundancy for ID-SLT Coding 108
its bit-to-symbol demapping process, through a pair of interleaver and de-interleaver components.
This model is shown in Figure 3.20, where the soft output of the demodulator is fed forward to the
SLT decoder. After carrying out SLT decoding using the procedures of Section 2.2.4.4, the resultant
extrinsic information is fed back to the demodulator as the a-priori information. The demodulator
then exploits both the a-priori information and the channel’s output information, which is demapped
to bits and passed to the SLT decoder of Section 3.4.1.1 again. This process continues, until the
syndrome checking condition of the SLT decoder is satisﬁed, indicating that a legitimate SLT code-
word was received or the aﬀordable number of iterations was exhausted. The exchange of extrinsic
information with the demodulator will enhance the attainable decoding performance of the SLT de-
coder. Consequently, a signiﬁcant coding gain is achieved by the system. The performance of the
iterative decoding process might be beneﬁcially visualized by EXIT charts [89], which was detailed in
Section 2.2.4.4.
Figure 3.20: Block diagram of the ID-SLT coded 16-QAM H-ARQ scheme, which employs the iterative
detection philosophy detailed in Section 2.2.4.4.
Typically, the classic Gray bit-to-symbol mapping scheme is the best in non-iterative arrangements,
but it does not beneﬁt from iterative decoding [23]. Hence, in this study a more beneﬁcial bit-to-symbol
mapping scheme relying on a philosophy reminiscent of Ungerboeck’s classic set-partitioning (SP) [185]
based mapping scheme was chosen for the demodulator.
3.4.2 H-ARQ with Incremental Redundancy for ID-SLT Coding
As discussed in Chapter 1, there are two basic types of H-ARQ schemes, namely the Type-I H-ARQ
and the Type-II H-ARQ. The transmitter of the classic Type-I H-ARQ scheme typically retransmits
all the information and parity bits of corrupted packets, when a negative acknowledgement (ACK) is
received, while the receiver simply drops erroneous packets [186]. In the H-ARQ type II scheme, the
information part and the parity part are sent together during the ﬁrst transmission attempt. However,
during the second transmission attempt no previously sent information is retransmitted - instead,
additional parity information is transmitted. There are also two ways of information combining
in H-ARQ protocol, namely Chase Combining [162] and Incremental Redundancy (IR-HARQ) [187]3.4.2. H-ARQ with Incremental Redundancy for ID-SLT Coding 109
exploitation. When the diﬀerent received replicas are combined in the soft-value domain, the resultant
technique is referred to as the H-ARQ scheme using Chase Combining. In fact, the method simply
boosts the received SNR after Chase combining, but it does not provide an additional coding gain nor
does it increase the achievable eﬀective throughput. By contrast, the Type-II H-ARQ relies on the
above-mentioned IR-HARQ exploitation, where the transmitter sends additional redundancy during
the retransmission stages. The receiver combines the additional redundant bits with those received
before, in order to recover the original information bits. Naturally, in contrast to Chase combining, this
method is expected to provide an increased coding gain at the receiver. Based on these advantages,
in this section the SLT coded H-ARQ scheme using IR is invoked for our system.
Figure 3.21: IR-HARQ algorithms conceived for cooperative relay networks:
a. The passive-cooperative IR-HARQ,
b. The active-cooperative IR-HARQ, where the relay directly activates retransmission, instead of
waiting for retransmitted packets from the relay.
The IR-HARQ aided SLT coding scheme is shown in Fig. 3.20. As shown in this ﬁgure, the
information bits are FEC encoded and modulated, before they are passed to the puncturing and
buﬀering components. A carefully selected fraction of the parity bits is punctured, i.e. simply not
transmitted, in order to achieve the highest possible code rate during the ﬁrst transmission, while
storing the untransmitted punctured bits for later IR transmissions, as and when needed. In the
receiver, the SLT decoder and the syndrome checking block will generate a status signal in order
to inform the transmitter about the outcome of the CRC check operation. If a positive ACK is
received corresponding to a legitimate decoded code word, the buﬀered parity bits that were previously3.4.3. Achiveable Capacity and Transmit Power 110
punctured will be deleted. Otherwise, additional IR is transmitted, until we reach the maximum
aﬀordable number of IR transmissions. In this treatise, the original cooperative IR-HARQ scheme is
termed as the “passively-cooperative IR-HARQ”.
Additionally, an “actively-cooperative IR-HARQ” scheme is proposed for cooperative wireless net-
works. There, both the relay’s and the destination’s receivers feed their decoding status back to the
source. If negative ACKs are received from both the RS and the DS, the IR transmission is carried out
as usual. By contrast, if a negative ACK is received from the DS and a positive ACK is received from
the RS, the IR transmissions are activated only at the relay, while the source remains idle. Clearly,
this arrangement requires the collaboration among all stations, especially the assistance of the RS.
Note that this IR-HARQ procedure is only suitable for the DF cooperative scheme and that the IR
transmissions require extra timeslots, which improves the achievable transmission integrity at the cost
of reducing the delay.
During the IR transmissions of the actively-cooperative IR-HARQ scheme, only a single version of
the signal may have arrived from the RS to the DS. Thus, there may not be any spatial diversity gain.
To compensate for the resultant diversity loss, the relay may choose to increase its transmit power.
This power allocation may be deemed fair, because the source has not utilized its power during the
IR transmissions, provided of course that the total transmit power remains constant. The associated
power consumption will be quantiﬁed in the next section.
The actively-cooperative scheme here can be seen as an instance of the Harbinger protocol [140].
However, the scheme does not always prove to be more eﬀective than its passively cooperative coun-
terpart. Hence, in the following section we will investigate the conditions under which the actively-
cooperative scheme performs better.
3.4.3 Achiveable Capacity and Transmit Power
The achievable capacity and power requirements of both the passively- and actively-cooperative IR-
HARQ schemes of Fig. 3.21 are quantiﬁed in this section. Based on these quantitative results, we will
propose measures to assist the “actively-cooperative” scheme in performing more eﬃciently at a lower
transmit power than the “passively-cooperative” one. For the sake of a convenient analysis, in the
actively cooperative IR-HARQ scheme, the IR transmissions are divided into two time slots as well.
During the ﬁrst time slot, the RS’s transmit power is set to P0
R, while in the second slot, it is set to
PR.
Let us assume that during the ﬁrst transmission of the passively-cooperative scheme, the source
transmits mc bits, and in each IR transmission it transmits additional lc bits, while the number of
IR transmissions is n ∈ {1,2,...nmax}, where nmax is the maximum number of IR transmissions. For
the actively-cooperative scheme, the ﬁrst transmission is the same as that of the passive cooperative
scheme. The number of IR transmissions at both the source and the RS is denoted as ns, while the
number of IR transmissions at the RS only is nr. Also note that we have to obey ns+nr = n to make
the comparison between the two systems a fair one.3.4.3. Achiveable Capacity and Transmit Power 111
3.4.3.1 Achievable Capacity
Passively-cooperative scheme
As detailed in Section 3.2.4, the instantaneous capacity of the ﬁrst transmission of a passively-
cooperative single-relay-aided IR-HARQ system in fading channels may be expressed as
C1st,passive = min{C1
1st,passive,C2
1st,passive}, (3.28)
with
C1
1st,passive =
1
2
log2
µ
1 +
PS|hsr|2
dα
srN0
+
PS|hsd|2
dα
sdN0
¶
, (3.29)
C2
1st,passive =
1
2
log2
µ
1 +
PS|hsd|2
dα
sdN0
+
PR|hrd|2
dα
rdN0
¶
. (3.30)
Averaging Eqs. (3.29) and (3.30) over the probability density function of the Rayleigh distribution
and applying the same processes as in [188], the average capacity of the ﬁrst transmission becomes
¯ C1st,passive = min
(
f
µ
PS
dα
srN0
¶
, f
µ
PS
dα
sdN0
+
PR
dα
rdN0
¶)
, (3.31)
where we have [188]
f(x) = −log2e · e−1/xEi
µ
−1
x
¶
= −log2e · e−1/x
Z ∞
1
e−txdt
t
, (3.32)
with Ei(y) being the exponential-integral function [188].
Similarly, the average capacity of each IR transmission of a passively-cooperative single-relay-aided
IR-HARQ system in fading channels is given by
¯ CIR,passive = min
(
f
µ
PS
dα
srN0
¶
, f
µ
PS
dα
sdN0
+
PR
dα
rdN0
¶)
. (3.33)
Hence, the average capacity of a passively-cooperative single-relay-aided IR-HARQ system in fad-
ing channels may be expressed as
¯ Cpassive =
mc
mc + nlc
¯ C1st,passive +
nlc
mc + nlc
¯ CIR,passive
=
mc
mc + nlc
¯ C1st,passive +
nslc
mc + nlc
¯ CIR,passive +
nrlc
mc + nlc
¯ CIR,passive. (3.34)
Actively-cooperative scheme
When the relay succeeded in decoding a packet correctly and actively transmitted the requested
IR information only, the system’s instantaneous capacity is given by
CIR,active =
1
2
log2
µ
1 +
P0
R|h0
rd|2
dα
rdN0
+
PR|hrd|2
dα
rdN0
¶
. (3.35)3.4.3. Achiveable Capacity and Transmit Power 112
Subsequently, its average capacity during the active IR transmission is expressed as
¯ CIR,active = f
µ
P0
R
dα
rdN0
+
PR
dα
rdN0
¶
. (3.36)
Noted that the source stop sending IR information only, when the decoding process at the relay
is successful. Therefore, the average capacity of an actively-cooperative single-relay-aided IR-HARQ
system in fading channels may be expressed as
¯ Cactive =
mc
mc + nlc
¯ C1st,passive +
nslc
mc + nlc
¯ CIR,passive +
nrlc
mc + nlc
¯ CIR,active. (3.37)
Capacity Comparison of Active and Passive H-ARQ Cooperation
The diﬀerence between Eqs. (3.34) and (3.37) manifests itself in the third term. Therefore, the
capacity of the actively-cooperative scheme is higher than or equal to that of the passively-cooperative
one, if ¯ Cactive ≥ ¯ Cpassive. In other words, the relay’s allocated power and its position have to satisfy
the following condition,
(
f
µ
P0
R
dα
rdN0
+
PR
dα
rdN0
¶)
≥ min
(
f
µ
PS
dα
srN0
¶
, f
µ
PS
dα
sdN0
+
PR
dα
rdN0
¶)
. (3.38)
3.4.3.2 Transmit Power of Active and Passive H-ARQ Cooperation
The average total transmit energy of each symbol of the passive cooperative single-relay-aided IR-
HARQ system is expressed as
¯ Ppassive = PS + PR
=
(mc + nlc)(PS + PR)
mc + nlc
=
(mc + nslc)(PS + PR)
mc + nlc
+
nrlc(PS + PR)
mc + nlc
, (3.39)
while that of the actively-cooperative single-relay-aided IR-HAQR system is calculated by replacing
PS in the second term of Eq. (3.39) by P0
R, yielding
¯ Pactive =
(mc + nslc)(PS + PR)
mc + nlc
+
nrlc(P0
R + PR)
mc + nlc
. (3.40)
It may be inferred from Eqs. (3.39) and (3.40) that ¯ Ppassive ≥ ¯ Pactive if the following condition is
satisﬁed
P0
R ≤ PS. (3.41)
Based on the analysis provided above, it is concluded that both Inequalities (3.38) and (3.41) must
be satisﬁed to allow the ”actively-cooperative scheme” achieve a higher capacity with less transmit
power compared to the ”passively-cooperative scheme”, if the three stations collaborate.
The channel capacity of the passively- and actively-cooperative schemes is shown in Figure 3.22,
where we have Psource = 0.67, Prelay = 0.33, P0
relay = 0.33 and dsr = drd = 0.5dsd. Clearly, the
actively-cooperative scheme may achieve the same or higher capacity than the passively-cooperative3.4.4. Performance of Relay-Aided ID-SLT Coded H-ARQ 113
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Figure 3.22: Channel capacity of cooperative schemes communicating in uncorrelated Rayleigh fading
channels: Psource = 0.67, Prelay = 0.33, P0
relay = 0.67, dsr = drd = 0.5dsd
one. This fact implies that the relay’s position and power arrangement in the actively-cooperative
scenario indeed satisﬁed the required conditions.
Both these schemes impose, however, a factor two multiplexing loss due to splitting a time slot
into the broadcasting and relaying phases, as described in Section 3.4.2. In order to recover the
multiplexing loss, the so-called successive relaying [126,189], which was described in Section 2.3.3.2,
may be applied to our scheme.
3.4.4 Performance of Relay-Aided ID-SLT Coded H-ARQ
The BER performance of the ID-SLT coded 16QAM scheme of Figure 3.20 is shown in Figure 3.23.
The half-rate SLT code {1200,2400} is used for all three investigated schemes, including the direct
transmission, AF and DF arrangements. The detailed parameters of each scheme can be seen in
Table 3.6. It is observed in Figure 3.23 that there is an approximately 2.5dB gain, when the 16-QAM
mapper and the SLT decoder iteratively exchange their extrinsic information in the context Scheme-1
of Table 3.6. Introducing AF relaying in Scheme-2 provides only a slightly improvement of about
0.2dB. As mentioned before, AF relaying simply ampliﬁes the received signal at the relay and then
forwards it. Thus it does not beneﬁt from the coding gain of SLT coding. A clearer view is provided by
the EXIT chart [23] of Figure 3.24. There is only a tiny gap between the EXIT functions of Scheme-1
and Scheme-2 of Table 3.6, which explains why AF relaying provides only insigniﬁcant beneﬁts for
the ID-SLT coded 16-QAM system. By contrast, Scheme-3 of Table 3.6 ﬁrst recovers and then re-
encodes the source’s bits at the relay. Thus, this process beneﬁts from the coding gain of the SLT3.4.4. Performance of Relay-Aided ID-SLT Coded H-ARQ 114
Table 3.6: ID-SLT coded 16-QAM schemes’ parameters. The system architecture is shown in Fig. 3.20.
Parameters Scheme-1 Scheme-2 Scheme-3
Relaying type none AF DF
No of data bits 1200 1200 1200
SLT code rate 1/2 1/2 1/2
Degree distribution type TDD TDD TDD
Modulation type 16-QAM 16-QAM 16-QAM
No of outer iterations 8 8 8
of SLT decoders
No of inner iterations between SLT decoder unavailable unavailable 0, 2 & 4
& 16-QAM demapper at Relay
No of inner iterations between SLT decoder 0 & 4 0 & 4 0 & 4
& 16-QAM demapper at Destination
Channel type uncorrelated uncorrelated uncorrelated
Rayleigh Rayleigh Rayleigh
code. Therefore, its performance becomes substantially better than that of the two previous schemes.
More particularly, a 3dB gain was achieved for the same system even without inner iterations between
the SLT decoder and the 16-QAM symbol-to-bit demapper. There is a further gain of approximately
2.5dB, when four inner iterations are applied at the relay. Further insights are provided by Figure 3.25.
In this ﬁgure, the EXIT chart reveals that at Eb/N0 = 4dB there is a widely open EXIT-tunnel for
Scheme-3, which is not the case for Scheme-1 and Scheme-2. This implies that the DF relaying scheme,
namely Scheme-3 of Table 3.6, is expected to outperform the two remaining schemes.
Although not explicitly shown here, we found that changing the number of inner decoding iterations
at the relay also aﬀects the signal quality at the destination. When increasing the number of inner
iterations from one to two without increasing the number of inner iterations at the destination’s
receiver, the required SNR is reduced by about 1dB. However, no additional obvious improvements
are attained, when the number of iterations is further increased, as evidenced by the two overlapped
curves of Scheme 3 in Fig 3.23. This fact may be explained by the EXIT chart of Figure 3.26, where
an open tunnel does exist, when there are two or four inner iterations at the relay, while it does not
appear for a single iteration. Explicitly, an open tunnel emerges at 2dB for two or more iterations.
However, the diﬀerence between the EXIT functions of two and four iterations is extremely small.
This is why the performance does not substantially improve, when there are four iterations between
the demapper and SLT decoder of Fig. 3.20 at the relay.
Figure 3.27 illustrates our BER results for Scheme-2 and Scheme-3 of Table 3.6 at diﬀerent source
powers Psource. We assumed that the total transmit power was ﬁxed to unity, and the position of the
RS is ﬁxed right at the mid-point between the source and the DS. In Scheme-2, the BER degrades,
when the sources’ power is increased. An Eb/N0 diﬀerence of 2dB emerges, when increasing the
sources’ power from 0.33 to 0.80. However, the system performs best at Psource = 0.5 in the context
of Scheme-3. Both increasing and decreasing the sources’ power will degrade the BER.3.4.4. Performance of Relay-Aided ID-SLT Coded H-ARQ 115
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Figure 3.23: BER of the ID-SLT coded 16-QAM schemes as shown in Fig. 3.20 using the parameters
of Table 3.6. Notes:
• Scheme A - x: Scheme A uses x inner iterations between the SLT decoder and 16-QAM demapper.
• Scheme B - y/z: Scheme B uses y inner iterations between the SLT decoder and 16-QAM demapper at the
DS; and uses z inner iterations between the SLT decoder and 16-QAM demapper at the RS.
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Figure 3.24: EXIT chart for the ID-SLT coded 16-QAM schemes as shown in Fig. 3.20 using the
parameters of Table 3.6 for transmissions over uncorrelated Rayleigh fading channels at Eb/N0 = 5dB.
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Figure 3.25: EXIT chart for the ID-SLT coded 16-QAM schemes as shown in Fig. 3.20 using the
parameters of Table 3.6 for transmissions over uncorrelated Rayleigh fading channels at Eb/N0 = 4dB.
The corresponding BER performance is shown in Fig. 3.23.
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Figure 3.26: EXIT chart for the ID-SLT coded 16-QAM schemes as shown in Fig. 3.20 using the
parameters of Table 3.6 as well as DF cooperation (Scheme-3) for transmissions over uncorrelated
Rayleigh fading channels at Eb/N0 = 2dB. The corresponding BER performance is shown in Fig. 3.23.3.4.4. Performance of Relay-Aided ID-SLT Coded H-ARQ 117
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Figure 3.27: BER of the ID-SLT coded 16-QAM scheme as shown in Fig. 3.20 using the parameters
of Table 3.6 for transmissions over uncorrelated Rayleigh fading channels in conjunction with AF
and DF cooperation using diﬀerent normalized source powers of Psource = {0.33,0.50,0.67,0.80} and
Prelay = 1 − Psource; and normalized distance of dsr = 0.5 and drd = 1 − dsr. The BER performance
of the equal source-relay power allocation using relays at the mid-point is shown in Fig. 3.23.
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Figure 3.28: BER of the ID-SLT coded modulation scheme as shown in Fig. 3.20 using the parameters
of Table 3.6 for transmissions over uncorrelated Rayleigh fading channels in conjunction with AF
and DF cooperation using normalized source powers of Psource = 0.50 and Prelay = 1 − Psource; and
diﬀerent normalized distance of dsr = {0.33,0.50,0.67} and drd = 1 − dsr. The BER performance of
the equal source-relay power allocation using relays at the mid-point is shown in Fig. 3.23.3.4.4. Performance of Relay-Aided ID-SLT Coded H-ARQ 118
Table 3.7: HARQ/ID-SLT coded 16-QAM schemes’ parameters
Parameters Scheme-A Scheme-B Scheme-C
Relaying type none passive DF active DF
No of data bits 1000 1000 1000
SLT code rate 1/3 1/3 1/3
No of bits of 1st transmission 2000 2000 2000
Maximum no of IR transmissions 5 5 5
No of bits per IR transmission 200 200 200
Degree distribution type TDD TDD TDD
Modulation type 16-QAM 16-QAM 16-QAM
No of outer iter. 8 8 8
No of inner iter. at RS unavailable 4 4
No of inner iter. at DS 4 4 4
Rayleigh fading type uncorrelated uncorrelated uncorrelated
In Figure 3.28 we assumed that the transmit powers at both the source and relay were 0.5, and
the normalized distance between the source and the destination is unity. It can be observed in
the ﬁgure that Scheme-2 performs slightly better, when the relay gets closer to the source, i.e. for
dsr = 0.33. Explicitly, an Eb/N0 improvement of 0.5dB is seen, when changing the source-to-relay
distance from 0.67 to 0.33. This observation suggests that Scheme-2 performs better for a relatively
high received signal quality than for a lower quality, because in the latter case, it may suﬀer from
excessive noise ampliﬁcation. By contrast, as observed in Figure 3.28, the best location for Scheme-3
appears at dsr = 0.5, where relaying achieves a good balance between correcting errors and avoiding
error propagation.
Below we will characterize the attainable performance of IR-HARQ aided SLT coding in our
wireless relay network. In these simulations, the SLT code {1000,3000}, encoding 1000 uncoded
bits into 3000 coded bits was chosen, while the other parameters were provided in Table 3.7. The
ﬁrst transmission employs the SLT code {1000,2000}, and each IR transmission includes 200 extra
bits. The maximum number of IR transmissions is ﬁve, which hence corresponds to the SLT code
{1000,3000}. The source’s and relay’s transmit powers are 0.67 and 0.33, respectively. If an IR
transmission is required and the codeword recovered at the relay is legitimate, the relay will forward
the data at a power of P0
relay = Psource. It is also noted that these parameters allow the system to
satisfy the conditions outlined in Section 3.4.3.
Fig. 3.29 shows the frame error ratio (FER) for the three scenarios listed in Table 3.7. According
to Fig. 3.29, the performances of the actively- and passively-cooperative schemes are comparable,
while they both outperformed the classic H-ARQ scheme dispensing with relaying. More particularly,
observe in Fig. 3.29 that a power gain in excess of 3 dB may be achieved by the cooperative schemes
of Fig. 3.21 compared to direct H-ARQ transmissions. The number of IR transmissions for these
schemes is shown in Fig. 3.30. Despite sending an equal number of IR transmissions from the relay,
the actively-cooperative Scheme-C of Table 3.7 is capable of signiﬁcantly reducing the number of IR
transmissions at the source in the low Eb/N0 region, namely below 4dB. Consequently, the actively-3.4.4. Performance of Relay-Aided ID-SLT Coded H-ARQ 119
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Figure 3.29: FER of the ID-SLT coded 16-QAM schemes as shown in Fig. 3.20 using the parameters
of Table 3.7 for transmissions over uncorrelated Rayleigh fading channels.
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Figure 3.30: The number IR transmissions of the ID-SLT coded 16-QAM schemes as shown in Fig. 3.20
using the parameters of Table 3.7 for transmissions over uncorrelated Rayleigh fading channels. The
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Figure 3.31: Throughput of the ID-SLT coded 16-QAM schemes as shown in Fig. 3.20 using the pa-
rameters of Table 3.7 for transmissions over uncorrelated Rayleigh fading channels. The corresponding
FER performance is shown in Fig. 3.29, while the number IR transmissions is shown in Fig. 3.30.
cooperative scheme of Fig. 3.21(b) improves both the throughput and transmit power eﬃciency for
the entire system.
The throughput of the three schemes of Table 3.7 is characterized in Fig. 3.31 as a direct conse-
quence of Fig. 3.29 and 3.30. The throughput of Scheme-B and Scheme-C of Table 3.7 is signiﬁcantly
increased in the Eb/N0 region between 3 dB and 7 dB, compared to Scheme-A, where no cooperation
was employed. Furthermore, Scheme-C may oﬀer a slightly higher throughput than Scheme-B, despite
its lower power consumption. The total transmit power requirements are revealed in Fig. 3.32. In
accordance with the number of IR transmission at the source, Scheme-C is capable of reducing the
total transmit power by about 5% in the Eb/N0 region between 2 dB and 3.5 dB, but eventually it
approaches that of Scheme-C around 6.5 dB.
3.5 Chapter Summary
In this chapter the relay-switching scheme aided ARQ system of Fig. 3.2 was proposed for transmis-
sion over correlated Rayleigh fading channels, which improved the attainable system performance by
reducing the eﬀects of channel envelope correlation, hence providing an increased spatial diversity for
signals received at the destination. The results of Figs. 3.5-3.6 demonstrated that the proposed relay-
switching scheme not only improves the system’s BER as well as FER performance, but additionally
reduces the number of retransmissions. Hence, this proposal may beneﬁcially increase the system’s
performance, reduce transmit power, delay as well as interference. Our performance comparisons
amongst the direct as well as relay-aided schemes are brieﬂy summarized in Table 3.8 and Table 3.9.
The relay-switching regimes of Fig. 3.2 was further employed in combination with cooperative TC-
HARQ of Fig. 3.1 for transmission over correlated fading channels. The results of Fig. 3.10 showed
that an Eb/N0 gain of about 1 dB may be achieved at the BER of 10−5 at a modestly increased system3.5. Chapter Summary 121
2 3 4 5 6 7 8 9 10 11 12
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
E
b/N
0 (dB)
N
o
r
m
a
l
i
z
e
d
 
P
o
w
e
r
Transmit Power of HARQ/ID−SLT coded 16−QAM over Uncorrelated Rayleigh Fading channels
 
 
non−cooperative HARQ
passively−cooperative HARQ
actively−cooperative HARQ
Figure 3.32: Average transmit energy of the ID-SLT coded 16-QAM schemes as shown as shown in
Fig. 3.20 using the parameters of Table 3.7 for transmissions over uncorrelated Rayleigh fading chan-
nels. The corresponding FER performance and the number IR transmissions are shown in Fig. 3.29
and Fig. 3.30, respectively, while the throughput performance is shown in Fig. 3.31.
Table 3.8: Performance summary of relay-aided ARQ for transmissions over uncorrelated Rayleigh
fading channels. The system parameters are provided in Table 3.2.
Figure Direct AF DF
Eb/N0 at BER = 10−4 3.5(a) ≥ 3.0 dB ≥ 1.5 dB ≥ 1.5 dB
Eb/N0 at FER = 10−3 3.5(b) ≥ 7.0 dB ≥ 5.1 dB ≥ 4.8 dB
Eb/N0 at ηmax = 2 3.6(b) À 30.0 dB ≥ 30.0 dB ≥ 25.0 dB
ηmax represents the maximum achievable throughput (bits/symbol).
Table 3.9: Performance summary of relay-switching aided ARQ for transmissions over correlated
Rayleigh fading channels at the normalized Doppler of 10−3. The system parameters are provided in
Table 3.2.
Figure Direct AF DF AF-switching DF-switching
Eb/N0 at BER = 10−4 3.7(a) ≥ 12.5 dB ≥ 7.0 dB ≥ 7.0 dB ≥ -0.8 dB ≥ 2.5 dB
Eb/N0 at FER = 10−3 3.7(b) ≥ 17.0 dB ≥ 17.0 dB ≥ 10.5 dB ≥ 16.0 dB ≥ 6.0 dB
Eb/N0 at ηmax = 2 3.8(b) ≥ 30.0 dB ≥ 30.0 dB ≥ 25.0 dB ≥ 30.0 dB ≥ 25.0 dB
ηmax represents the maximum achievable throughput (bits/symbol).3.5. Chapter Summary 122
complexity. Additionally, we introduced the TC-HARQ of Fig. 3.1 using SSR and the relay-switching
regime of Fig. 3.2 in order to further improve the attainable performance. More particularly, as seen
in Fig. 3.14, a gain of approximately 2 dB was achieved across the Eb/N0 region spanning between
0 dB to 5 dB, when the TC-HARQ scheme using SSR was assisted by relay-switching. Our further
results are summarized in Table 3.10 and Table 3.11.
Table 3.10: Performance summary of relay-switching aided turbo coded H-ARQ of Fig. 3.1 employing
CC and IR combining techniques for transmissions over correlated Rayleigh fading channels at the
normalized Doppler of 10−3. The system parameters are provided in Table 3.3, while the schematic
rationale of our comparisons is portrayed in Fig. 3.9.
Figure Scheme
A-1 A-2 A-3 B-1 B-2 B-3
Relaying type 3.2 none AF AF- none AF AF-
switching switching
Combining type CC CC CC IR IR IR
Eb/N0 required 3.10(a) ≥ 13.7 dB ≥ 7.8 dB ≥ 7.0 dB ≥ 13.5 dB ≥ 7.5 dB ≥ 6.5 dB
at BER = 10−4
Eb/N0 required 3.10(b) À 12.0 dB ≥ 9.0 dB ≥ 7.8 dB À 12.0 dB ≥ 8.8 dB ≥ 7.5 dB
at FER = 10−3
Eb/N0 required 3.11(b) À 12.0 dB ≥ 12.0 dB ≥ 12.0 dB À 12.0 dB ≥ 12.0 dB ≥ 12.0 dB
at ηmax = 0.5
ηmax represents the maximum achievable throughput (bits/symbol).
Furthermore, we conceived the system of Fig. 3.20, which was based on the concatenation of SLT
codes and 16-QAM, where the decoder and the demodulator iteratively exchange extrinsic informa-
tion. We demonstrated that the arrangement is capable of providing a signiﬁcant coding gain for
transmission over wireless Rayleigh fading channels, compared to the system where the SLT cod-
ing scheme and the demodulator operate independently. More particularly, the simulation results of
Figs. 3.23-3.26 showed that when AF and DF relayings were employed along with the proposed SLT
coded 16-QAM scheme, the system achieved a gain of about 2.5 dB and 6 dB, respectively, at the
BER of 10−5, compared to the non-iterative detection scheme operating without the relay’s assistance.
Moreover, we found from Fig. 3.28 that the AF relaying aided SLT coded 16-QAM scheme beneﬁts
more substantially, when the relay station is roaming close to the source. By contrast, the DF relaying
aided scheme achieves its best performance near the mid-point, as seen in Fig. 3.28. Further results
and remarks are provided in Table 3.12. Finally, we improved the system’s performance by employ-
ing the actively cooperative ARQ protocol of 3.21(b) combined with SLT coding. This arrangement
allows the system’s total transmit power to be reduced, while increasing its attainable throughput.
Speciﬁcally, it reduces the number of IR transmissions by approximately 30%, while the total transmit
power was reduced by about 5% in the Eb/N0 region between 2 dB and 4 dB. The summary of these
actively and passively cooperative is additionally provided in Table 3.13.3.5. Chapter Summary 123
Table 3.11: Performance summary of relay-switching aided turbo coded H-ARQ of Fig. 3.1 employing
CC and SSR combining techniques for transmissions over correlated Rayleigh fading channels at the
normalized Doppler of 10−3. The system parameters are provided in Table 3.4, while the schematic
rationale of our comparisons is portrayed in Fig. 3.13.
Figure Scheme
C-1 C-2 C-3 D-1 D-2 D-3
Relaying type 3.2 none AF AF- none AF AF-
switching switching
Combining type CC CC CC SSR SSR SSR
Eb/N0 required 3.14(a) ≥ 7.0 dB ≥ 4.3 dB ≥ 3.5 dB ≥ 6.5 dB ≥ 4.2 dB ≥ 3.0 dB
at BER = 10−4
Eb/N0 required 3.14(b) ≥ 9.0 dB ≥ 5.4 dB ≥ 4.5 dB ≥ 8.8 dB ≥ 5.3 dB ≥ 4.2 dB
at FER = 10−3
Eb/N0 required 3.15(b) ≥ 12.0 dB ≥ 8.0 dB ≥ 8.0 dB ≥ 12.0 dB ≥ 8.0 dB ≥ 8.0 dB
at ηmax = 0.33
ηmax represents the maximum achievable throughput (bits/symbol).
Table 3.12: Performance summary of relay-aided ID-SLT coded H-ARQ for transmissions over uncor-
related Rayleigh fading channels. The system parameters are provided in Table 3.6.
Figure Parameter Scheme-2: AF Scheme-3: DF Remark
3.23 dsr 0.5 0.5
The AF relaying provided only
insigniﬁcant beneﬁts for the ID-SLT
coded 16-QAM scheme. By contrast,
the DF relaying outperforms both the
direct and the AF relaying schemes.
drd 0.5 0.5
PS 0.5 0.5
PR 0.5 0.5
Eb/N0 at 7.2 dB 3.9 dB
BER = 10−5
3.27 dsr 0.5 0.5 For AF scheme, a higher power
allocated to the source may avoid the
noise ampliﬁcation, while the
equal-power source-relay allocation in
DF relaying may strike a balance
between the errors being corrected
and forwarded.
drd 0.5 0.5
PS {0.3,0.5,0.7,0.8} {0.3,0.5,0.7,0.8}
PR 1 − PS 1 − PS
Eb/N0 at {8.5,7.0,6.5,6.4} {4.9,3.5,4.6,5.6}
BER = 10−5 dB dB
3.28 dsr {0.33,0.50,0.67} {0.33,0.50,0.67}
For AF scheme, the performance
slightly changes, when dsr varies
from 0.33 to 0.67. By contrast, the
relay should stay at the mid-point in
the DF scenario.
drd 1 − dsr 1 − dsr
PS 0.5 0.5
PR 0.5 0.5
Eb/N0 at {7.1,7,2,7.4} {5.6,3.6,5.6}
BER = 10−5 dB dB3.5. Chapter Summary 124
Table 3.13: Performance summary of relay-aided ID-SLT coded H-ARQ employing passive- and active-
DF-cooperation for transmissions over uncorrelated Rayleigh fading channels. The system parameters
are provided in Table 3.7.
Figure Scheme-A Scheme-B Scheme-C
Relaying type none passive DF Active DF
Algorithm 3.21(a) 3.21(b)
Eb/N0 at FER = 10−3 3.29 ≥ 7.5 dB ≥ 4.1 dB ≥ 4.1 dB
Eb/N0 at η = 1.5 3.31 ≥ 6.8 dB ≥ 4.0 dB ≥ 4.0 dB
Eb/N0 at ηmax = 2 3.31 ≥ 7.5 dB ≥ 7.0 dB ≥ 7.0 dB
ηmax represents the maximum achievable throughput (bits/symbol).Chapter 4
Imperfect Coherent Detection for
H-ARQ Aided Cooperative Wireless
Communications
4.1 Introduction
Coherent detection is routinely employed in numerous contemporary wireless communication systems,
namely in the 3G DS/CDMA [190], HSPA [19] and IEEE 802.11 standards, since it has a 3 dB
better power eﬃciency, than non-coherent schemes. The coherent detectors typically utilize pilot
sequences, which are known to both the transmitter and receiver, in order to estimate the channel
state information (CSI). The ﬁrst practical solution was proposed by Cavers [146] in the form of pilot
symbol assisted modulation (PSAM). Naturally, the pilots are contaminated by fading, noise and
interference. Therefore, the CSI estimation at the receiver is often imperfect, resulting in a degraded
performance.
Substantial research eﬀorts have been dedicated to characterising the eﬀects of imperfect detection
on the system’s performance. For example, the authors of [191,192] analysed the eﬀects of imperfect
Channel Estimation (CE) on the BER of diﬀerent modulation schemes, such as PSK and QAM. By
contrast, [193] concentrated on the wide-band CDMA systems, while that of Sheng and Haimovich [194]
investigated the impact of CE errors on Ultra-Wideband (UWB) systems. The authors of [195] and
[196] studied the eﬀects of CE on soft decisions in the context of the turbo decoding principle. More
recently, the impact of imperfect CSI on ARQ systems was studied in [197,198] for transmission over
Rayleigh fading channels, when using no error correction coding - only an error detection code along
with the ARQ protocol was invoked. A number of major contributions, which studied the impact of
imperfect CE on the system’s performance, are summarized in Table 4.1. In contrast to the systems
investigated before, many practical wireless systems employ the H-ARQ protocol combined with a
strong FEC code. Therefore, in this chapter we ﬁrst investigate an H-ARQ scheme using Reed-
Solomon (ReS) codes for conventional direct transmission over a block-fading Rayleigh channel. The
general transceiver schematic is shown in Fig. 4.1. The proposed arrangement is referred to as the
ReS/H-ARQ scheme.
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Table 4.1: Major contributions on imperfect-coherent detection.
Year Author(s) Contribution
1991 Cavers [146] Presented PSAM on a solid analytical basis and provided
closed-form expressions for the BER of BPSK and QPSK,
as well as a tight upper bound on the SER of 16-QAM.
1998 Schramm and Muller [191] Analysed the loss due to imperfect CE and proposed the an-
alytical optimization of pilot symbol spacing for pilot symbol
assisted BPSK for fading channels relying on diversity.
1999 Tang et al. [192] Analysed the BER of M-QAM in ﬂat Rayleigh fading
combined with imperfect Channel Estimation (CE), where
PSAM was employed.
2000 Kuo [193] Derived the analytical BER performance of direct-sequence
CDMA, including imperfect CE, while considering the ef-
fects of pathloss as well as Rician fading and co-channel
interference.
Frenger [195] Derived a new metric for turbo decoding aided transmissions
over Rayleigh fading channels in conjunction with imperfect
channel estimates.
2002 Wang et al. [199] Studied the eﬀects of imperfect channel knowledge on the
attainable soft decision performance.
2004 Cao and Beulieu [200] Derived the BER of M-QAM relying on PSAM aided CE in
static and Rayleigh fading channels for both single branch
reception and maximal ratio combining diversity receivers.
2005 Cai and Giannakis [201] Analysed the eﬀects of linear Minimum Mean Square Er-
ror (MMSE) CE and prediction on the BER of adaptive
PSAM.
2006 Tan and Beaulieu [202,203] Analysed the BER of OFDM systems in the presence of
CE errors for transmission over Rayleigh and Ricean fading
channels.
2007 Sheng and Haimovich [194] Investigated the impact of imperfect estimates on ultra-
wideband (UWB) system, when path delays and path am-
plitudes are jointly estimated.
2009 Cao et al. [197,198] Evaluated the performance of an ARQ system as a function
of the accuracy of CE.4.1. Introduction 127
Table 4.2: Major contributions on imperfect-coherent detection in co-located MIMO communications.
Year Author(s) Contribution
2002 You et al. [204] Provided a time-domain analysis of imperfect CE on OFDM-
based spatial multiplexing systems.
2003 Gu and Leung [196] Derived closed-form expressions for the BER of the simple
Alamouti transmit diversity scheme subjected to receiver CE
errors.
Taricco and Biglieri [205–207] Examined the eﬀects of imperfect CE on the error prob-
ability of a frequency-ﬂat slow Rayleigh fading channel in
conjunction with multiple transmit and receive antennas.
Ni et al. [208] Analysed the eﬀects of both imperfect CE and of the fading
correlation on the performance of ST transmit diversity over
correlated Nakagami fading channels.
2004 Wang and Wang [209] Studied the eﬀects of imperfect CE on the achievable trans-
mit diversity gain based on STBC for the DL of direct-
sequence CDMA.
Chong and Milstein [210] Analysed the uplink of ST spreading aided CDMA in con-
junction with dual transmit and dual receive antennas sub-
jected to the eﬀect of imperfect CE.
Baccarelli and Biagi [211] Focused on the design and performance evaluation
of multiple-antenna aided block-coded systems using
imperfect-coherent ML decoding.
2005 Xiao and Dong [212] Presented an analysis of diversity selection combining on
the attainable performance in Rayleigh fading channels with
imperfect CE.
2007 Li and Kam [213,214] Provided the receiver design, performance analysis and code
design for STTC for transmission over fading channels with
imperfect CSI.
2008 Bizaki and Falahati [215] Considered the eﬀect of CE error on Tomlinson-Harashima
Precoding (THP) and optimising THP ﬁlters together with
channel estimators.
2009 Amihood et al. [216] Evaluated the eﬀects of CE errors on the performance of a
system employing THP and the QR decomposition, operat-
ing over multiple antenna frequency-ﬂat fading channels.
2010 Teimouri at al. [217] Provided error probability bounds for concatenated trellis
coded modulation or bit-interleaved coded modulation with
orthogonal STBC under imperfect CE.4.1. Introduction 128
Channel
Encoder p Modulator
Information 
Bits Pilot 
Insert
Data 
transmitter
ACK 
receiver
Puncturer
 & Buffer
ACK 
transmitter
Data 
receiver
De-puncturer
 & Buffer
Channel 
Estimator
Coherent 
Detector
1 p
- Channel
Decoder
Codeword 
Check
Estimation 
Errors
Figure 4.1: Transceiver schematic employing imperfect coherent detection aided H-ARQ. Observe the
presence of the channel estimation errors in comparison to Fig.3.1.
We derive the associated goodput equation based on the achievable throughput and the accepted
packet error ratio (APER). Due to the dependence of both the throughput and the APER on the CSI,
the goodput also varies in accordance with the CSI. Thus, the accuracy of the CSI estimation has an
important role in determining the achievable goodput. We use the mean square error (MSE) of the
channel estimates as our quality metric. Moreover, it is plausible that the channel estimates’ accuracy
depends on the energy of pilot symbols. Thus, a power sharing between the uncoded pilot and coded
data bits will be proposed in order to maximize the system’s goodput.
In the MIMO era, the investigation of imperfect-coherent detection on MIMO systems also at-
tracted a lot of attention. For instance, Cao and Beaulieu [200] investigated the family of imperfect-
coherent PSAM systems relying on receive diversity, while Gu and Leung [196] investigated Alamouti’s
transmit diversity scheme, which was further explored by Wang et al. [209] under a more sophisticated
system based on STBC and CDMA. Additional contribution are listed in Table 4.2. The investiga-
tions have also been further extended to the research area of cooperative MIMO communications. For
instance, the authors of [159] have proposed a channel estimator for AF relaying, while a single-relay-
aided scenario relying on both orthogonal and non-orthogonal cooperative protocols was considered
in [218]. Other major contributions on the imperfect-coherent detection schemes for cooperative com-
munications are provided in Table 4.3. These contributions, however, only considered uncoded systems,
albeit all contemporary communication systems employ forward-error-correction (FEC) coding [219].
Against the above-mentioned background, we further investigated the operation of a ReS coded
system employed in both AF and DF cooperative networks. Both the Bit Error Probability (BEP)
and goodput equations are derived in the context of correlated Rayleigh fading channels in order
to analyse the attainable performance of the proposed system. Furthermore, the most appropriate4.2. Direct Communications System 129
Table 4.3: Major contributions on imperfect-coherent detection in cooperative MIMO communications.
Year Author(s) Contribution
2007 Patel and Stuber [159] Addressed the MIMO CE design, the required pilot symbol
spacing based upon realistic channel models of cooperative
networks, and provided an approximate BER analysis ac-
counting for imperfect CE.
2009 Gedik and Uysal [218] Investigated the BER performance of AF relaying with im-
perfect CE, when a single-relay scenario relying on both or-
thogonal and non-orthogonal AF cooperative protocols was
considered.
Wu and Patzold [220] Investigated the eﬀects of linear MMSE CE errors on the
Symbol-Error-Rate (SER) of a cooperative system operating
in AF mode.
Muhaidat et al. [221] Investigated the eﬀects of imperfect CE on the performance
of distributed STBCs invoking AF relaying.
Han et al. [222] Evaluated the BER of AF cooperative transmissions using
ﬁxed- and variable-gain relaying in the presence of imperfect
CE.
2010 Ikki et al. [223,224] Investigated the BER performance of a cooperative network
using adaptive DF relaying for communication over time-
selective frequency-ﬂat Rayleigh fading channels.
2011 Zhang and Gong [225] Investigated the impact of imperfect CSI at the transmitter
on the diversity gain in dynamic DF relaying and proposed a
power control scheme based on imperfect CSI for improving
the achievable diversity gain.
Ferdinand and Rajatheva [226] Presented the performance analysis of a two-hop MIMO
beamforming scheme assisted by an AF ﬁxed gain relay sys-
tem using imperfect CE.
number of pilot symbols and the corresponding pilot power were determined.
4.2 Direct Communications System
4.2.1 System Model
We will consider an H-ARQ scheme of Fig. 4.1 operating with the assistance of ReS coding. At
the transmitter, the information bits are grouped into blocks of m bits ﬁrst, generating a symbol.
Then a group of K information symbols is forwarded to an (N,K,t) ReS encoder, which is deﬁned
over the ﬁnite Galois ﬁeld GF(2m) and has the code rate of R = K/N. Subsequently, the encoded
bits are concatenated to Np pilot bits, which are known to both the transmitter and receiver. No
error detection code is required as a beneﬁt of the ReS code’s capability of both error detection and4.2.1. System Model 130
correction [11], provided that the code is suﬃciently long [11]. Consequently, as seen in Fig. 4.2, each
transmitted packet includes K m-bit information symbols, (N −K) m-bit parity symbols and Np pilot
bits. Following modulation, the packet is transmitted over the channel. To focus our attention on the
H-ARQ scheme, simple BPSK modulation is proposed.
m m m . . . . .
m x k
m m m . . . . .
Uncoded Data
m x n + Np x Lp
Ts
Tp = Tpmin/Lp
RS Coded Data
Pilot Added Data
m x n
Figure 4.2: Packet structure
The classic Selective Repeat ARQ scheme employing packet buﬀers both at the transmitter and
the receiver is used. Additionally, a block-fading Rayleigh channel is assumed. Then, the received
signal may be expressed as
yp[k] =
p
Ephxp[k] + n[k],k = 1,...,Np, (4.1)
ys[k] =
p
Eshxs[k] + n[k],k = Np + 1,...,Np + n,
where k is the symbol index, yp[k], ys[k] are the received pilot and data symbols; xp[k], xs[k] are
the transmitted pilot and data symbols; n[k] is the zero-mean complex AWGN with power spectral
density of N0; h represents the Rayleigh fading channel coeﬃcients of having the real part of Re(h)
and the imaginary part of Im(h), which are independently and identically distributed (i.i.d) Gaussian
random variables with a mean of zero and variance of σ2/2. Note that h remains constant during a
block, since a block-fading Rayleigh channel is assumed.
At the receiver of Fig. 4.1, the pilot symbols are recovered ﬁrst in order to estimate the channel
gains. Then, the encoded bits are demodulated with the aid of the estimated channel coeﬃcients
before being passed to the ReS decoder. The decoder ﬁrst evaluates the syndromes and checks for
errors. If errors are detected, the error correction process is activated. Provided that all errors were
successfully corrected, a positive acknowledgement is returned to the transmitter, requesting a new
packet. Otherwise, a negative ACK is sent back to request retransmissions.
To recover the channel coeﬃcients, the Np pilot symbols are fed into the channel estimator, such
as a Wiener ﬁlter, for generating the estimated version ˆ h of h. According to [227], the minimum mean
square error (MMSE) estimate of the Channel Impulse Response (CIR) ˆ h may be obtained as
ˆ h =
NP X
k=1
w[k]yp[k], (4.2)4.2.2. APER and Goodput 131
where w[k] = σ2p
Ep(Npσ2Ep+N0)−1 is the kth ﬁlter coeﬃcient, which remains constant for all values
of k due to the block-fading assumption. The resultant CIR estimation MSE is [227]
E[|ˆ h − h|2] = V 2 =
σ2
1 + Np
σ2Ep
N0
. (4.3)
The estimate ˆ h is a complex Gaussian random variable with zero mean and a variance of (σ2 − V 2).
4.2.2 APER and Goodput
The performance of an ARQ system is typically evaluated in terms of two basic parameters, namely
its reliability and throughput. With the assistance of FEC schemes, the reliability of a system may
be quantiﬁed in terms of the APER, which is deﬁned in [161] as
PE =
Pue
1 − Pde
, (4.4)
where Pue is the probability of an undetected packet error and Pde is the probability of a detected
packet error (or probability of retransmission).
The throughput η is expressed as [161]
η = Re(1 − Pde) =
Km
Nm + Np
(1 − Pde), (4.5)
where Re = Km
Nm+Np denotes the eﬀective rate of each packet, since the code-rate of k/n is further
reduced by the pilots. Additionally, the probability of retransmission is obtained by subtracting the
probability Pue of an undetected packet error from the probability Pe that a received packet contains
at least one symbol error. Hence, we have
Pde = Pe − Pue. (4.6)
To evaluate the impact of both the APER and the achievable throughput, the so-called goodput is
used, which is deﬁned as the ratio between the expected number of information bits that were correctly
received and the number of bits transmitted in a given period of time. In other words, it reﬂects the
ratio of correctly received packets as a fraction of the total throughput, since the latter may contain
undetected packet errors. Hence, the goodput ηg may be expressed as
ηg = (1 − PE)η. (4.7)
4.2.3 Impact of Imperfect CE on ReS coded H-ARQ Systems
4.2.3.1 Analysis of CE Error on ReS coded H-ARQ systems
In this section the APER and the goodput of the ReS coded H-ARQ systems subjected to the CE
error are derived. The analysis process is based upon the following steps.4.2.3. Impact of Imperfect CE on ReS coded H-ARQ Systems 132
• Step 1. Pe - Compute the BEP of M-PSK modulated transmission [228].
↓
• Step 2. Pue - Estimate the probability of an undetectable codeword error [11].
↓
• Step 3. Pde - Estimate the probability of retransmission [11].
↓
• Step 4. PE - Calculate the accepted packet error ratio [161].
↓
• Step 5. ηg - Calculate the goodput [161].
Owing to its direct impact on all of the above-mentioned probabilities, the BEP pe will be evaluated
ﬁrst. According to [228], if the optimal detection satisfying the minimum symbol error probability
criterion is employed at the receiver, the conditional BEP evaluated with the aid of imperfect estimates
of the channel gain ˆ h is given by
pe =
1
2
erfc
0
@
s
Es | ˆ h |2 ·cos2α
EsV 2 + N0
1
A, (4.8)
where erfc is the complementary error function [66]; Es is the mean received energy per symbol per
diversity channel, ˆ h is the channel coeﬃcient estimate and α is some angle [228], where the symbol
is able to be correctly decoded. For example, α is 0, π/4 and 3π/8 for BPSK, QPSK and 8-PSK
modulation, respectively [229].
We assume that the block-fading channel estimate ˆ h follows the Rayleigh distribution, which has
the Probability Density Function (PDF) of [11]
f(ˆ h) =
ˆ h
σ2e
−
ˆ h2
2σ2 . (4.9)
Averaging the BEP expression of Eq. (4.8) over the entire range of Rayleigh faded channel esti-
mates, while taking into account their speciﬁc probability of occurance described by the PDF of (4.9),
the average BEP may be expressed as
¯ pe =
∞ Z
0
p · f(|ˆ h|) · d|ˆ h| (4.10)
=
∞ Z
0
1
2
erfc
0
@
s
Es|ˆ h|2
EsV 2 + N0
1
A |ˆ h|
σ2 − V 2 · e
−
|ˆ h|2
2(σ2−V 2)d|ˆ h|.
By using the Chernoﬀ bound of erfc(x) < e−x2
[197], the upper bound of the average BEP may
be expressed as
¯ pe ≤
∞ Z
0
1
2
e−c|ˆ h|2
· 2b|ˆ h| · e−b|ˆ h|2
d|ˆ h|, (4.11)4.2.3. Impact of Imperfect CE on ReS coded H-ARQ Systems 133
where we have
b =
1
2(σ2 − V 2)
, c =
Es
EsV 2 + N0
. (4.12)
Substituting z = |ˆ h|2 into the above inequality, we have
¯ pe ≤
b
2
∞ Z
0
e−(b+c)zdz =
−b
2(b + c)
e−(b+c)z
¯ ¯
¯
∞
0
=
1
2
·
b
b + c
. (4.13)
A ReS-coded symbol becomes erroneous, when one or more of its m bits is incorrectly received.
Thus, the probability of an erroneous ReS-coded symbol is obtained as
ps = 1 − (1 − ¯ pe)m. (4.14)
The behaviour of a (N,K,t) ReS code may be analysed by assuming that a speciﬁc codeword
is transmitted, for example the all-zero codeword. The concept of geometric coding space can be
employed for visualizing the decoding situation. For example, Fig. 4.3 demonstrates the coding space
containing (qt)N words, where only (qt)K codewords are legitimate. When the received codeword
contains less than t errors, it is within the all-zero codeword’s decoding sphere and hence, it is cor-
rectable. Thus, the probability of correct decoding is represented by the probability that the received
codeword is within the all-zero decoding sphere. By contrast, if the received codewords contains more
than t errors, it is uncorrectable, resulting in the incorrect decoding. Then the incorrect decoding
is represented by the probability that the received codeword lies within the union of the non-zero
codeword sphere. The probability Pde of a detectable ReS-codeword now is that of codewords being
received outside the union of all the legitimate decoding sphere, yielding
Pde = 1 − Pue − Pcd, (4.15)
where Pcd is the probability of correct decoding, while Pue represents the undetectable probability of
decoding into another legitimate codeword.
Figure 4.3: Representation of codewords in coding space ( c °Steele and Hanzo [11], p.445).4.2.3. Impact of Imperfect CE on ReS coded H-ARQ Systems 134
An (N,K,t) ReS decoder, designed to correct t = bN−K
2 c symbol errors, makes a correct codeword
decision, when there are less than t symbol errors in a received packet. Therefore, the probability of
correct decoding is given as [11]
Pcd =
n−k
2 X
h=0
µ
n
h
¶
ph
s(1 − ps)n−h. (4.16)
By contrast, the probability of an undetectable ReS-codeword error is obtained as [11]
Pue =
n X
h=d
2
4
µ
n
h
¶
(2m − 1)
h−d X
j=0
(−1)j
µ
h − 1
j
¶
(2m)h−d−j
3
5
·
d−1
2 X
s=0
h+s X
g=h−s
z=zmax X
z=zmin
µ
h
h − s + z
¶µ
s − z
g − h + s − 2z
¶
·
µ
n − h
z
¶
(2m − 2)g−h+s−2z(2m − 1)z
·
1
(2m − 1)g[1 − (1 − ¯ pe)m]g[(1 − ¯ pe)m]n−g, (4.17)
where we have d = n − m + 1, zmin = max{0,g − h} and zmax = b
g−h+s
2 c.
Substituting Eq. (4.16) and Eq. (4.17) into Eq. (4.15), the probability Pde of retransmission for a
given received packet is rewritten as
Pde = 1 − Pue −
n−k
2 X
h=0
µ
n
h
¶
ph
s(1 − ps)n−h (4.18)
= 1 − Pue −
n−k
2 X
h=0
µ
n
h
¶
[1 − (1 − ¯ pe)m]h[(1 − ¯ pe)m]n−h.
Substituting Eqs. (4.14) and (4.17) into Eq. (4.18) yields an explicit formula for the goodput as
follows
ηg =
Km
Nm + Np
µ
1 −
Pue
1 − Pde
¶
(1 − Pde) (4.19)
=
km
nm + Np
n−k
2 X
h=0
µ
n
h
¶
[1 − (1 − ¯ pe)m]h[(1 − ¯ pe)m]n−h.
It may be readily shown that the probability Pde of retransmission in Eq. (4.18) is a monotonically
decreasing function of the average BEP of ¯ pe, which will be further elaborated on below. When taking
into account the upper bound of the average BEP in Eq. (4.13), the goodput may be shown to be
lower bounded by
ηg ≥
km
nm + Np
n−k
2 X
h=0
µ
n
h
¶
·
·
1 −
µ
1 −
b
2(b + c)
¶m¸h ·µ
1 −
b
2(b + c)
¶m¸n−h
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4.2.3.2 Power Allocation
Let us assume that the amount of total transmit energy ET is constant, regardless of the number of
pilot symbols transmitted as well as of the number of transmit and receive antennas employed. This
assumption implies that the higher the pilot symbols’ energy, the lower the data symbols’ energy and
vice versa. In order to characterize this relationship, let us deﬁne a power-allocation factor ², which
quantiﬁes the percentage of pilot energy in the total transmit energy. Given this assumption, the
amount of energy allocated to pilot symbols becomes ²ET = NpEp, while the remaining energy of
(1 − ²)ET = nEs is assigned to the data and parity symbols.
Naturally, assigning a large fraction of the total energy to the pilot symbols, which is equal to the
product of Np and Ep, is expected to reduce the MSE of channel estimation. However, this automat-
ically reduces the energy of the useful payload data, hence reducing the average SNR. Consequently,
the BEP will increase. Therefore, a speciﬁc power allocation scheme is required here, which optimizes
the attainable system performance.
As mentioned above, the goodput of the ReS/H-ARQ system is a monotonically decreasing function
of the BEP ¯ pe. However, it may be observed from Eq. (4.13) that the BEP ¯ pe is reduced, when the
ratio c/b increases. This implies that the goodput is a monotonically increasing function of the variable
c/b. In order to maximize the goodput of the ReS/H-ARQ system, it is necessary to ﬁnd the maximum
value of c/b in Eq. (4.12). This problem may be simpliﬁed to ﬁnding the best power-allocation factor
of ² by solving the optimization problem of
εopt = arg max
0<²<1
{ηg} = arg max
0<²<1
nc
b
o
. (4.21)
This problem was solved in [197] for an uncoded scenario. More particularly, setting the derivative
of c/b with respect to ε equal to zero and solving the resultant quadratic equation, the optimal power-
allocation factor εopt may be obtained as
εopt =
n + γ −
p
n2 + nγ + n2γ + nγ2
−(nγ − γ)
, (4.22)
where γ = ETσ2/N0 represents the ratio of the total transmit power to the noise experienced at the
receiver.
As detailed in Appendix IV.A, the value of ²opt is limited as
1 −
√
n
1 − n
≤ εopt ≤ 0.5. (4.23)
4.2.4 Numerical Results and Discussions
As mentioned in Section 4.2.2, the goodput reﬂects the combined impact of both the APER and the
throughput. Thus, in this section, we will focus our attention on the goodput results to evaluate
the performance of the proposed ReS/H-ARQ system of Fig. 4.1, where the system parameters are
provided in Table 4.4.
Fig. 4.4 shows the dependence of the goodput on the normalized CSI MSE and the energy per bit
to noise power spectral density ratio for three diﬀerent code rates, namely for R = {0.92,0.88,0.84},4.2.4. Numerical Results and Discussions 136
Table 4.4: Basic parameters of BPSK aided ReS Coded H-ARQ system of Fig. 4.1.
Parameters Value
Reed-Solomon code: m/K/N 8/223/255
Modulation type BPSK
Number of pilot symbols: Np 8
Channel model uncorrelated Rayleigh block-fading
while ﬁxing the ReS codeword length to 255 symbols (n = 255), each of which has 8 bits per symbol
(m = 8). Fig. 4.4 indicates that the goodput degrades rapidly, when the normalized CSI MSE is above
the critical value of 10−2 for our simulation. This CSI MSE value is achieved at a received Eb/N0
value of around 10dB, when an equal pilot-data power per symbol is allocated.
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Figure 4.4: Lower bound of the goodput for the ReS/H-ARQ scheme of Fig. 4.1 for transmission over
a block-fading, independent Rayleigh channel: m = 8, n = 255, NP = 8. The system parameters are
provided in Table 4.4.
In Fig. 4.5, the goodput of a range of code rates is quantiﬁed with the aid of the thin lines for the
range of R = {0.22,...,0.98} in steps of 0.02. The maximum achievable goodput at a speciﬁc Eb/N0
value and a given value of R is presented by the bold curve marked with ﬁlled circles. A more detailed
picture emerges by observing the three-dimensional graph of Fig. 4.6. Clearly, the attainable goodput
depends on both the code rate and the Eb/N0. More explicitly, when considering the maximum
goodput curve marked by the bold line. Taking a point on the curve and mapping it to the x and
y axes, we could identify the best code rate, which provides the maximum goodput at a given value
of Eb/N0. It is interesting to note that the goodput does not improve further, when the code rate is
reduced below 0.45. Therefore, the code-rate range of 0.45 ÷ 1 may be deemed appropriate for the
ReS/H-ARQ system associated with m = 8 and n = 255.
Next, we will investigate the eﬀect of the power allocation regime suggested in Section 4.2.3.2.
It can be observed in Fig. 4.7 that the goodput monotonically decreases with the BEP, which has4.2.4. Numerical Results and Discussions 137
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Figure 4.5: Goodput at diﬀerent ReS code rates for the system of Fig. 4.1 for transmission over a
block-fading, independent Rayleigh channel: m = 8, n = 255, NP = 8, the code rate was varied
between R = 0.22 and R = 0.98 in steps of 0.02. The 3-dimension illustration is shown in Fig. 4.6.
The system parameters are provided in Table 4.4.
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Figure 4.6: Goodput at diﬀerent ReS code rates for the system of Fig. 4.1 for transmission over a
block-fading, independent Rayleigh channel: m = 8, n = 255, NP = 8, the code rate was varied
between R = 0.22 and R = 0.98 in steps of 0.02. The 2-dimension illustration is shown in Fig. 4.5.
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conﬁrmed our predictions outlined in the previous section. The optimal power-allocation fraction ²opt
is shown in Fig. 4.8. Three diﬀerent ReS codes were investigated, namely the {255/223;97/85; 32/28}
codes, which have the same code rate of 0.875 but diﬀerent codeword lengths. As expected, a larger
fraction of the power is assigned to the pilot symbols in the low Eb/N0 region. Additionally, when
increasing the codeword length, the system has to assign a larger amount of transmit energy, but relies
on the same number of pilot symbols. Hence, this leads to the relative reduction of the power assigned
to pilot symbols. This may be observed in Fig. 4.8.
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Figure 4.7: The dependence of goodput on the bit error probability for the system of Fig. 4.1 for
transmission over a block-fading, independent Rayleigh channel: m = 8, n = 255, NP = 8. The
system parameters are provided in Table 4.4.
Based on using the value of ²opt characterized in Fig. 4.8, the overall goodput performance of
ReS/H-ARQ systems is examined in Fig. 4.9. Clearly, the optimized pilot-versus-data power allocation
scheme assists the system in achieving an improved goodput. It is also interesting to note that the
longer the ReS codeword, the higher the goodput. When the proposed optimum power allocation is
employed, there is an approximately 1.75dB improvement for the (32/28) ReS code, while this value
is about 2.5dB for the (255/223) ReS code. Additionally, the longer codewords achieve the maximum
attainable goodput at lower Eb/N0 values than the short ones.
4.3 Cooperative Communications Systems
4.3.1 System Model
• At the Source Station: In this section, we will consider an H-ARQ scheme operating with
the assistance of ReS coding. The same encoding procedure is applied here as in the direct
communications systems of Section 4.2 is applied here. The Np pilot bits, which are known to
both the transmitter and receiver of Fig. 4.1, are inserted into the encoded bit stream. The
choice of the pilot symbol spacing Tp will be detailed in Section 4.3.2.1. As a result, each4.3.1. System Model 139
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Figure 4.8: The factor of power allocation for the system of Fig. 4.1: m = 8, NP = 8. The corre-
sponding goodput is shown in Fig. 4.9. The system parameters are provided in Table 4.4.
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Figure 4.9: Lower bound of goodput based on both equal and optimized power allocation schemes for
the system of Fig. 4.1 for transmission over a block-fading, independent Rayleigh channel: m = 8,
NP = 8. The corresponding power allocation factors are shown in Fig. 4.9. The system parameters
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transmitted packet of Fig. 4.2 includes K m-bit information symbols, (N − K) parity symbols
and Np pilot bits. The packet’s structure is shown in Fig. 4.2. Following modulation, the packet
is transmitted to the RSs and the DS .
• At the Relay Station: The classic SR-ARQ scheme employing packet buﬀers at all the stations
is used. The channels are assumed to be subjected to correlated Rayleigh fading. Then the
signals received at the RSs of Fig 4.10 may be expressed as
yRl[k] = GSRlhSRl[k]x[k] + nSRl[k], (4.24)
where k is the symbol index, l = 1,2,...,L is the RS index; x[k] is the transmit signal at the SS
with energy
√
ES and yRl[k] is the signal received at the RS Rl; nSRl[k] represents the zero-mean
complex-valued AWGN with a variance of σ2
n; hSRl[k] represents the channel between the SS and
the RS Rl, modelled as a wide-sense stationary (WSS) zero-mean complex Gaussian (ZMCG)
random process with a variance of σ2
SRl; ﬁnally, GSRl is the path-loss-related power gain for the
lth Source-to-Relay (SRl) link.
SS DS
R1
R2
Rl
GSD, hSD, nSD
GSRl, hSRl, nSRl
GSR2, hSR2, nSR2
GSR1, hSR1, nSR1 GR1D, hR1D, nR1D
GR2D, hR2D, nR2D
GRlD, hRlD, nRlD
Figure 4.10: Relay schematic using the transceiver of Fig. 4.1.
– For AF relaying: The RSs amplify yRl[k] and forward them to the DS, which receives
yD[k] =
L X
l=0
ωlyRlD[k]
=
L X
l=0
ωl
n
GRlDARl[k]hRlD[k]yRl[k] + nRlD[k]
o
=
L X
l=0
ωl
n
GRlDARl[k]hRlD[k]hSRl[k]x[k] + GRlDARl[k]hRlD[k]nSRl[k] + nRlD[k]
o
=
L X
l=0
ωl
n
hl[k]x[k] + GRlDARl[k]hRlD[k]nSRl[k] + nRlD[k]
o
, (4.25)
where, again, yD[k] is the signal received at the DS; ωl is the maximum ratio combining
receiver’s weighting coeﬃcient; hRlD[k] represents the channel between the lth Relay-to-
Destination (RlD) link, modelled as a WSS ZMCG process with a variance of σ2
RlD and4.3.2. Impact of Imperfect CE on ReS coded H-ARQ Systems 141
nRlD[k] is the zero-mean complex AWGN with a variance of σ2
n; ﬁnally, GRlD is the path-
loss-related power gain for the lth RlD link. The overall relay channel is represented by
hl[k] = GRlDARl[k]hRlD[k]hSRl[k], where A[k] is the ﬁxed relay gain, which is expressed
as [159]
ARl[k] =
s
ERl
E
£
|yRl[k]|2¤ =
s
GSRlERl
GSRlEEσ2
SRl + σ2
n
. (4.26)
In Eq. (4.25), the direct Source-to-Destination link is represented by l = 0, where we have
hR0[k] = hSD[k], GR0D = GSR0 = 1, ARl[k] = 1, nSR0[k] = nSD[k] and nR0D[k] = 0.
– DF relaying: At the relays’ receivers, the pilot symbols are recovered ﬁrst in order to esti-
mate the complex-valued channel envelope. Then, the encoded bits are demodulated with
the aid of the estimated channel coeﬃcients before being passed to the ReS decoders. The
decoders evaluate the ReS code’s syndromes and checks for errors. If errors are detected,
the relays become idle and wait for new packets from the source. Otherwise, they re-encode
the messages and then forward them to the Destination Station (DS). Consequently, the
signal received at the DS may be expressed as
yD[k] =
L X
l=0
ωl
n
Glhl[k]xl[k] + nl[k]
o
. (4.27)
• At the Destination Station: Similar to the relays’ receivers in DF relaying, at the DS’s
receiver the pilot symbols are recovered ﬁrst in order to estimate the complex-valued channel
envelope. Then, the encoded bits are demodulated with the aid of the estimated channel co-
eﬃcients, before being passed to the ReS decoder. The DS’s decoder evaluates the ReS code’s
syndromes and checks for errors. In contrast to the relay, the error correction process is ac-
tivated, if errors are detected. Provided that all errors were successfully corrected, a positive
acknowledgement (ACK) is returned to the transmitter, requesting a new packet. Otherwise, a
negative ACK is sent to request retransmissions.
4.3.2 Impact of Imperfect CE on ReS coded H-ARQ Systems
4.3.2.1 Channel Estimation
• Pilot Insertion Period: To estimate the CSI, a certain number of pilot symbols have to be
inserted into the data symbol stream using the schematic of Fig. 4.1. However, the pilot-overhead
has to be minimized in oder to avoid wasting power as well as to prevent the reduction of the
eﬀective data rate. According to the Nyquist sampling theorem, the minimum period for pilot
insertion in correlated fading channel must satisfy
Tp ≤
µ
Tpmin =
1
2FmaxTs
¶
, (4.28)
where Fmax is the maximum Doppler frequency of the fading channel hl[k] and Ts is the modu-
lated symbol duration.
– AF relaying: When the relays are stationary, the maximum Doppler frequency of the
overall channel is equal to the sum of two component Doppler frequencies, while in the case4.3.2. Impact of Imperfect CE on ReS coded H-ARQ Systems 142
of mobile relays a lower Tp value, i.e. a high sampling frequency is required due to faster
fading. Subsequently, in a down-link scenario the maximum Doppler frequency Fmax for
an AF scheme is equal to [159]
Fmax =
½
fSRl + fRlD, for stationary relays
2fSRl + fRlD, for mobile relays
(l = 1,2...,L), (4.29)
where fSRl and fRlD are the maximum Doppler frequencies of the SRl and RlD links,
respectively.
– DF relaying: In contrast to the AF relaying, in DF relaying the pilot symbols only cope
with a single channel (SR channel or RD channel). Therefore, the value of Fmax is given
by [159]
Fmax =
½
max{fSRl,fRlD}, for stationary relays
2 · max{fSRl,fRlD}, for mobile relays
(l = 1,2...,L). (4.30)
Let us now deﬁne the pilot oversampling factor as the ratio between the actual number of inserted
pilots Np and the minimum number of required pilots Npmin of an ReS-codeword, where the latter
is determined by the Nyquist theorem:
Lp =
Np
Npmin
=
Tpmin
Tp
. (4.31)
• Channel Estimation Error: To recover the channel coeﬃcients, the inserted pilot symbols
are fed into the channel estimator of Fig. 4.1, such as a Wiener ﬁlter [230], for generating the
estimated version ˆ hl[k] of h[kl]. According to [227], the ﬁlter outputs, which are estimated from
M1 preceding and M2 succeeding pilot symbols in Fig. 4.1, are expressed as
ˆ hl[k] =
M2 X
i=−M1
w∗
ihl[k − i], (4.32)
where the asterisk superscript denotes complex conjugation and wi represents the ﬁlter coeﬃ-
cients. As quantiﬁed in [231], the resultant MSE of the channel estimates in a correlated fading
channel is obtained as
E[|ˆ hl − hl|2] = σ2
el =
σ2
hl
1 + 1
2FmaxTp ·
Ep
N0
, (4.33)
where σ2
hl is the variance of the overall relay channel ˆ hl.
4.3.2.2 Analysis of CE Error on ReS coded H-ARQ systems
Similar to the system proposed in Section 4.2, the ﬁve-step analysis process detailed in Section 4.2.3.1
may be applied here to derive the system’s goodput. However, there are a few further considerations:
• For the DF relaying, the last two steps calculating the APER and the goodput are unnecessary
at the relay due to the assumption that the relay will refrain from forwarding a packet to the
destination, when it detects codeword errors.4.3.2. Impact of Imperfect CE on ReS coded H-ARQ Systems 143
• In the direct communication system the PDF-based approach of BEP approximation [67] was
employed, while in cooperative communications the Moment Generation Function (MGF) based
technique will be employed for approximating the BEP [67] due to the unavailability of the PDF
at the destination, where the noise and fading processes no longer follow speciﬁc analytically-
formulated distributions, such as the Gaussian or Rayleigh distributions.
• AF relaying: As a result of the CE error analysed above, Eq. (4.25) may be rewritten as
yD[k] =
L X
l=0
ωl
n
ˆ hRl[k]x[k] + zRlD[k]
o
, (4.34)
zl[k] = el[k]x[k] +
p
GRlDARl[k]hRlD[k]nSRl[k] + nRlD[k], (4.35)
where zl[k] is the total AWGN imposed on the received signal, which has the variance deﬁned
as
σzl = ESσ2
el + GRlDA2
Rlσ2
RlDσ2
n + σ2
n. (4.36)
Owing to its direct impact on all of the above-mentioned probabilities, the BEP pe will be
evaluated ﬁrst. As mentioned in [67], the PDF-based approach of BEP approximation has
limitations, especially in multi-path fading scenarios. Hence, instead of using the Q-function
based solution, we invoke the MGF based technique to approximate the BEP. According to [67],
the BEP of M-PSK modulated transmission may be obtained as
pe =
1
π
(M−1)π/M Z
0
L Y
l=0
Mγl
µ
s =
1
sin2(θ)
¶
dθ, (4.37)
where Mγl is the MGF of γ, which is expressed as [159]
Mγl(s) =
1
¯ γls
exp
³ 1
¯ γls
´
∞ Z
¯ γls
e−x
x
dx, (4.38)
and
¯ γl =
E2
S|ˆ hl[k]|2
σ2
zl
=
E2
S(σ2
hl − σ2
el)
σ2
zl
, (4.39)
is the instantaneous received symbols SNR, which is conditioned upon ˆ hl[k].
Substituting the value BEP pe of Eq. (4.37) into Eq. (4.20), we arrive at the goodput expression
of the ReS/H-ARQ system for the AF relaying network.
• DF relaying:
– At the RSs: The BEP of M-PSK modulated transmissions at a particular RS may be
formulated as [67]
peRl =
2
max(log2M,2)
·
1
π
(M−1)π/M Z
0
MγRl
µ
s =
sin2(π/M)
sin2(θ)
¶
dθ, (4.40)
where MγRl is the MGF of γ corresponding to Rayleigh channels, which is expressed as [67]
MγRl(s) = (1 − sγRl)−1, (4.41)4.3.3. Numerical Results and Discussions 144
and
¯ γRl =
E2
S|ˆ hSRl[k]|2
σ2
nSRl
=
E2
S(σ2
hSRl
− σ2
eSRl)
σ2
nSRl
, (4.42)
is the instantaneous received symbols SNR, which is conditioned upon ˆ hl[k], and σ2
eSRl is
the channel estimation error at the lth RS. Then, the probability of an erroneous ReS-coded
symbol at a speciﬁc RS is obtained as
psR = 1 − (1 − peR)m. (4.43)
Therefore, the probability of correctly decoding an ReS codeword at a RS is equal to
PRc =
n−k
2 X
h=0
µ
n
h
¶
ph
sR(1 − psR)n−h. (4.44)
Finally, the relay will forward the data to the DS with the forwarding probability of
PRf = PRc + PRue, (4.45)
where PRue is given by Eq. (4.17).
– At the DS: According to Eq. (9.15) of [67] and Eq. (4.45) above, the BEP at the DS may
be approximated as
pe =
L X
Lc=0
µ
L
Lc
¶
PLc
Rf(1 − PRf)L−Lc ·
2
max(log2M,2)
·
1
π
(M−1)π/M Z
0
Lc Y
l=0
Mγl
µ
s =
sin2(π/M)
sin2(θ)
¶
dθ, (4.46)
where Lc is deﬁned as the number of relays forwarding messages to the DS and Mγl is given
by Eq. (4.41). It is noted that when we have PRf = 1, because for example the RSs are
extremely close to the DS, the network becomes similar to a classic multiple-input-single-
output system. Hence, Eq. (4.46) may be simpliﬁed to Eq. (9.15) of [67].
Again, substituting the BEP pe of Eq. (4.46) into Eq. (4.20), we arrive at the goodput formula
of the ReS/H-ARQ system for the DF relaying network.
4.3.3 Numerical Results and Discussions
In this section, we investigate the achievable system performance of diverse network conﬁgurations.
The basic parameters of Table 4.5 are employed for the schematic of Fig. 4.1, unless otherwise stated.
To characterize the ReS/H-ARQ system’s overall performance, let us consider both the BEP and the
achievable goodput.
4.3.3.1 Eﬀect of Doppler frequency
The eﬀects of diﬀerent Doppler frequencies are shown in Figs. 4.11-4.14. In this case, the normalized
Doppler frequencies of the SR link as well as of the RD link were set to {0.001, 0.005, 0.01, 0.02, 0.03}.4.3.3. Numerical Results and Discussions 145
Table 4.5: Basic parameters of ReS coded cooperative H-ARQ system of Fig. 4.1.
Parameters Values
m/k/n 8/223/255
Modulation type BPSK
Relay type ﬁxed
No of relays L=2
Normalized dSRl/dRlD 0.5/0.5 for AF
0.3/0.7 for DF
Data-pilot power allocation scheme Equal
Source’s transmit power EsS = EpS = mk
mn+Np · Eb
2
Relays’ transmit power EsRl = EpRl = mk
mn+Np · Eb
2L
Channel model correlated Rayleigh fading
Normalized Doppler freq. of SD link fSDTs = 0.002
Normalized Doppler freq. of SRl link fSRlTs = 0.001
Normalized Doppler freq. of RlD link fRlDTs = 0.001
Pilot oversampling factor Lp = 10
Observe in Eq. (4.40), that when the channel was less correlated, the BEP was reduced. This was
because each ReS-coded word experienced more-or-less random uniformly distributed errors, which
was more beneﬁcial for the ReS code than having some near-error-free and some badly contaminated
codewords. It is also interesting to note that Fig. 4.13 may be divided into three Eb/N0 regions based
on the cooperation opportunities of the relays. More particularly, the BEP reduced slowly in the ﬁrst
Eb/N0 region, below 10 dB, while it changed more rapidly in the region between 10 dB and 16 dB.
This may be explained by considering that due to the high BEP experienced by the relays in the
ﬁrst Eb/N0 region, they cannot successfully recover the messages and thus, they are typically turned
oﬀ during the cooperative phase. By contrast, they cooperate more frequently in the second Eb/N0
region. Hence, the BEP is signiﬁcantly reduced. When the SNR is suﬃciently high, for instance it is
above 16 dB, the relays get involved in forwarding data almost all the time. Therefore, the BEP is
gradually decreased in this Eb/N0 region.
On the other hand, the number of pilots has to be increased in order to adequately sample the
higher-Doppler channel. As a consequence, the goodput of the entire system was actually reduced.
Quantitatively, the goodput was reduced by a factor of two for AF relaying in Fig. 4.12, when the
normalized Doppler frequency was increased from 0.001 to 0.03. Meanwhile, the goodput decreased
by a third for DF relaying for the same change of the normalized Doppler frequency, as shown in
Fig. 4.14.
4.3.3.2 Eﬀect of Pilot Oversampling Factor
In [159], the authors characterized both the eﬀects of pilot spacing and those of the number of pilots
separately. Moreover, both of these eﬀects can be treated jointly as those of the pilot power. Therefore,
below we characterize the eﬀects of diﬀerent pilot powers. As shown in Section 4.3.2.1, both the number4.3.3. Numerical Results and Discussions 146
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Figure 4.11: Eﬀect of Doppler frequencies on BEP in the ReS coded H-ARQ system of Fig. 4.1 for
AF relaying: fSRlTs = fRlDTs = {0.001,0.005,0.01,0.02,0.03}, fSDTs = 2fSRlTs, the remaining
parameters provided as in Table 4.5. The corresponding goodput results evaluated from Eq. (4.20)
are shown in Fig. 4.12.
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Figure 4.12: Eﬀect of diﬀerent normalized Doppler frequencies on the achievable goodput in the ReS
coded H-ARQ system of Fig. 4.1 using AF relaying, where we have fSRlTs = fRlDTs = {0.001,
0.005,0.01,0.02,0.03}, fSDTs = 2fSRlTs, the remaining parameters are provided in Table 4.5. The
corresponding BEP results evaluated from Eq. (4.37) are shown in Fig. 4.11.4.3.3. Numerical Results and Discussions 147
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Figure 4.13: Eﬀect of Doppler frequencies on BEP in the ReS coded H-ARQ system of Fig. 4.1 using
DF relaying: fSRlTs = fRlDTs = {0.001,0.005,0.01,0.02,0.03}, the remaining parameters provided as
in Table 4.5. The corresponding goodput results evaluated from Eq. (4.20) are shown in Fig. 4.14.
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Figure 4.14: Eﬀect of diﬀerent normalized Doppler frequencies on the achievable goodput in the ReS
coded H-ARQ system of Fig. 4.1 using DF relaying, where we have fSRlTs = fRlDTs = {0.001,
0.005,0.01,0.02,0.03}, the remaining parameters are provided in Table 4.5. The corresponding BEP
results evaluated from Eq. (4.46) are shown in Fig. 4.13.4.3.3. Numerical Results and Discussions 148
of pilots and their spacing are related to the pilot oversampling factor of Eq. (4.31). The same power
is assigned to all the data and pilot symbols. Hence, we will study the eﬀect of the pilot oversampling
factor Lp instead of the pilots’ power.
It is plausible that increasing the pilot oversampling factor Lp, or - equivalently - the number
of pilots, is expected to reduce the CE MSE. However, this automatically reduces the useful data
symbols’ energy at a ﬁxed total power budget. Consequently, the BEP would be increased. Hence,
the optimal pilot oversampling factor Lopt has to be determined.
In a mobile relaying aided network, the available number of cooperating nodes, their position and
channel characteristics are time-variant. Thus, optimizing the pilot oversampling factor for the SS is
feasible. As shown in Eq. (4.40), the BEP is a monotonically decreasing function of the instantaneous
received SNR ¯ γ. Therefore, we have to ﬁnd the highest value of ¯ γ in Eq. (4.42) in order to minimize
the BEP. As demonstrated in Appendix IV.B, the optimal pilot oversampling factor Lpopt should be
set to
Lpopt =
v u u
tσ2
e0 · mk · mn · Eb
N0 + (mn)2
mk · 1
2FmaxTpmin · Eb
N0
. (4.47)
The BEP for the proposed AF system of Fig. 4.1 is shown in Fig. 4.15 . It can been seen that
there is a gain of 2 dB in the BEP, when the optimization process was employed. The number of
pilot symbols required for three diﬀerent normalized Doppler frequencies is portrayed in Fig. 4.16. As
shown in the ﬁgure, the number of symbols required decreases in accordance with the increases of the
Eb/N0 values and the normalized Doppler frequencies.
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Figure 4.15: Eﬀect of the pilot oversampling factor Lp on BEP in the ReS coded H-ARQ system of
Fig. 4.1 using AF relaying, where we have Lp = {1,3,Lpopt for BEP,20,50}, the remaining parameters
are provided in Table 4.5. The corresponding goodput results evaluated from Eq. (4.20) are shown in
Fig. 4.17 while the corresponding optimized number of pilots is shown in Fig. 4.18.
The goodput performance of the ReS coded AF relaying aided H-ARQ system of Fig. 4.1 is further
characterized in Fig. 4.17, but in contrast to Fig. 4.12, it is now parameterized by Lp. According to4.3.3. Numerical Results and Discussions 149
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Figure 4.16: Eﬀect of Doppler frequencies on the optimized and minimum number of pilots in the
ReS coded H-ARQ system of Fig. 4.1 using AF relaying, where we have fSRlTs = fRlDTs = {0.001,
0.01,0.02}, fSDTs = 2fSRlTs, the remaining parameters are provided in Table 4.5.
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Figure 4.17: Eﬀect of the pilot oversampling factor Lp on the achievable goodput in the ReS coded
H-ARQ system of Fig. 4.1 using AF relaying, where we have Lp = {1,3,50,150,Lpopt for BEP,Lpopt
for G}, the remaining parameters are provided in Table 4.5. The corresponding BEP evaluated from
Eq. (4.37) results are shown in Fig. 4.15 while the corresponding optimized number of pilots is shown
in Fig. 4.18.4.3.3. Numerical Results and Discussions 150
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Figure 4.18: Optimized number of pilots in the ReS coded H-ARQ system of Fig. 4.1 using AF relaying,
where we have Lp = {Lpopt for BEP,Lpopt for G,1}, the remaining parameters are provided in
Table 4.5. The corresponding BEP results evaluated from Eq. (4.37) are shown in Fig. 4.15 while the
goodput results evaluated from Eq. (4.20) are shown in Fig. 4.17.
the ﬁgure, the optimized value of Lp shifts the goodput curve to the left, which is illustrated by the
asterisk-dashed line, but its maximum value is lower than those of Lp = 1 and Lp = 5. This can be
explained by the fact that upon minimizing the BEP by optimizing Lp, the eﬀective rate Re is also
reduced. Thus, the goodput of the optimized scenario is also reduced. This problem may be overcome
by optimizing the Lp value in Eq. (4.20) instead of that in Eq. (4.40). The results of this optimization
process are also shown in Fig. 4.17. Clearly, the optimized goodput curve represented by the bold
continuous line in the ﬁgure indeed reaches the maximum achievable goodput value of unity. The
number of pilot symbols per ReS codeword versus Eb/N0 curves seen in Fig. 4.18 provides a clearer
view. During the BEP optimization, the SS kept the number of pilot symbols constant, even when
the BEP was low. By contrast, the number of pilots was reduced during the goodput optimization,
resulting in an increased goodput.
Similar results were obtained for the DF relaying schemes. As shown in Fig. 4.20, the system
may save 2 dB power at a given BEP, when the optimized pilot oversampling factor is employed.
However, the goodput, which is represented by the thin continuous line in Fig. 4.20, does not reach
its maximum value, when the optimization process is applied. This can be explained by the fact that
upon employing the above optimization procedure, the eﬀective rate Re is also reduced. Therefore,
the goodput cannot increase, even when the channel conditions are improved. In order to improve
the achievable goodput, a modiﬁed optimized pilot oversampling factor should be implemented, which
is based on Eq. (4.20). The modiﬁed results are also shown in Figs. 4.20, and 4.21. It can be seen
from these ﬁgures that the value of Lp remains constant in the high-SNR region, namely above 10 dB
during the BEP optimization. Meanwhile, during the goodput optimization process the value of Lp
continues to be reduced, until reaching its minimum value, resulting in an increased goodput.4.3.3. Numerical Results and Discussions 151
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Figure 4.19: Eﬀect of the pilot oversampling factor Lp on BEP in the ReS coded H-ARQ system
of Fig. 4.1 using DF relaying, where we have Lp = {1,5,50,100,Lpopt for BEP, Lpopt for G}, the
remaining parameters are provided in Table 4.5. The corresponding goodput results evaluated from
Eq. (4.20) are shown in Fig. 4.20, while the optimized number of pilots is shown in Fig. 4.21.
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Figure 4.20: Eﬀect of the pilot oversampling factor Lp on the achievable goodput in the ReS coded
H-ARQ system of Fig. 4.1 using DF relaying, where we have Lp = {1,5,50,100,Lpopt for BEP,
Lpopt for G}, the remaining parameters are provided in Table 4.5. The corresponding EBP results
evaluated from Eq. (4.46) are shown in Fig. 4.19, while the optimized number of pilots is shown in
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Figure 4.21: Optimized number of pilots in the ReS coded H-ARQ system of Fig. 4.1 using DF
relaying where we have Lp = {1,Lpopt for BEP,Lpopt for G}, the remaining parameters are provided
in Table 4.5. The corresponding goodput results evaluated from Eq. (4.20) are shown in Fig. 4.19,
while the corresponding goodput results are shown in Fig. 4.20.
4.3.3.3 Eﬀect of the Number of Relays
In these investigations we assumed for the relay-aided network that the SS was assigned half of the
transmit power, compared to the single direct transmission, while the remaining power was equally
allocated to the RSs. Fig. 4.22 shows the BEP, when the number of the RSs is increased. Clearly, at
each value of Eb/N0, there is an optimal number of relays. For instance, the twin-relay aided scheme
provides a lower BER, than the multiple-relay aided schemes, when the Eb/N0 is below 1 dB. The
reason for this is that when the number of the RSs increases, the symbols’ transmit power at the RSs
is reduced according to our assumptions. As a result, the CE MSE increases, while the useful data
symbol power decreases. Finally, the BEP may be reduced, even when there are more relays aided.
The trends are similar also in terms of the goodput achieved in Fig. 4.23. It can be observed
that there is a cross-over point at 6 dB between the curves of the nine-relay- and ﬁfteen-relay-aided
schemes. This is because in the high Eb/N0 region, for example above 6 dB, the higher-order diversity
gain may compensate for the relay-power reduction, when relying on an increased number of relays.
In contrast to AF relaying, in the DF relaying scenario the BEP always decreases, when the number
of relays increases. The reason for this observation is that in the low Eb/N0 region, namely below
8 dB in Fig. 4.24, the probability that a relay forwards a packet to the destination is low. Owing to
the potential presence of errors, this procedure is necessary to avoid propagating more errors to the
DS. When the Eb/N0 is high, the relay forwards correct packets more frequently and hence the BEP
is reduced at the DS. Consequently, the goodput always improves in accordance with the number of
assisting relays, as shown in Fig. 4.25.4.3.3. Numerical Results and Discussions 153
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Figure 4.22: Eﬀect of the number of relays on BEP in the ReS coded H-ARQ system of Fig. 4.1 for
AF relaying: L = {1,2,3,9,15}, the remaining parameters provided as in Table 4.5. The goodput
evaluated from Eq. (4.20) results are shown in Fig. 4.23.
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Figure 4.23: Eﬀect of the number of relays on goodput in the ReS coded H-ARQ system of Fig. 4.1 for
AF relaying: L = {1,2,3,9,15}, the remaining parameters provided as in Table 4.5. The corresponding
BEP results evaluated from Eq. (4.37) are shown in Fig. 4.22.4.3.3. Numerical Results and Discussions 154
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Figure 4.24: Eﬀect of the number of relays on BEP in the ReS coded H-ARQ system of Fig. 4.1 for DF
relaying: L = {1,2,3,9,15}, the remaining parameters provided as in Table 4.5. The corresponding
goodput results evaluated from Eq. (4.20) are shown in Fig. 4.25.
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Figure 4.25: Eﬀect of the number of relays on goodput in the ReS coded H-ARQ system of Fig. 4.1 for
DF relaying: L = {1,2,3,9,15}, the remaining parameters provided as in Table 4.5. The corresponding
BEP results evaluated from Eq. (4.46) are shown in Fig. 4.24.4.3.3. Numerical Results and Discussions 155
4.3.3.4 Eﬀect of Relay Position
The direct calculation of the optimal positions for the RSs in a relay network based on the pure math-
ematical process of Eq. (4.40) is challenging. However, if we assume a power allocation scheme similar
to that in the previous subsection, the appropriate relay positions may be found by an experimental
process. As shown in Fig. 4.26 and Fig. 4.27, the relay position should satisﬁed the following condition
in order to minimize the BEP,
dRlD ≈
1
1 + L
. (4.48)
In contrast to the AF relaying schemes, Fig. 4.28 shows that BEP of the DF schemes considered
may be minimized at a speciﬁc relay position, regardless of the number of assisting relays. More
particularly, the normalized Source-Relay distances is around the value of 0.15 in Fig. 4.28, when
the number of relays is varied in the range of {1,2,3,9}. The corresponding goodput results may be
observed from Fig. 4.29.
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Figure 4.26: Eﬀect of relay positions on BEP in the ReS coded H-ARQ system of Fig. 4.1 for AF
relaying: L = {1,2,3,4,9}, the remaining parameters provided as in Table 4.5. The corresponding
goodput results evaluated from Eq. (4.20) are shown in Fig. 4.27.
4.3.3.5 Eﬀect of Source-Relay Power Allocation
Finding the optimal solution for power allocation among the communication nodes of a relay network
is also not challenging. Instead of employing a pure analytical approach, we continue by invoking an
experimental process here. For convenience, the power allocation factor κ, which is deﬁned as the
ratio of the source’s power to the system’s total transmit power, is proposed here. It may be shown
that to minimize the BEP, κ should satisfy
κ ≈
1
1 +
L P
l=1
dRlD
. (4.49)4.3.3. Numerical Results and Discussions 156
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Figure 4.27: Eﬀect of relay positions on goodput in the ReS coded H-ARQ system of Fig. 4.1 for AF
relaying: dRlD = {0.90,0.70,0.45,0.33,0.20,0.10}, the remaining parameters provided as in Table 4.5.
The corresponding BEP results evaluated from Eq. (4.37) are shown in Fig. 4.26.
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Figure 4.28: Eﬀect of relay positions on BEP in the ReS coded H-ARQ system of Fig. 4.1 for DF
relaying: L = {1,2,3,4,9}, the remaining parameters provided as in Table 4.5. The corresponding
goodput results evaluated from Eq. (4.20) are shown in Fig. 4.29.4.3.3. Numerical Results and Discussions 157
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Figure 4.29: Eﬀect of relay positions on goodput in the ReS coded H-ARQ system of Fig. 4.1 for
AF relaying: dRlD = {0.05,0.10,0.15,0.20,0.30,0.50,0.80}, the remaining parameters provided as in
Table 4.5. The corresponding BEP results evaluated from Eq. (4.37) are shown in Fig. 4.24.
Fig. 4.30 portrays the BEP results for the system, where there are one- as well as two-relays and
the normalized frequency is equal to 10−3. Fig. 4.31 showed similar trends, when the normalized
Doppler frequency was 0.01. It can be seen from these ﬁgures that the proposed scheme’s BEP curves
indicated by the plus-marker are always beneath those of the others, which implies that the proposed
scheme is capable of reducing the BEP. Fig. 4.32 shows the attainable goodput performance. It is clear
that the system is capable of achieving an improved goodput, when the proposed power allocation
scheme is employed.
4.3.3.6 Eﬀect of Frame Length
Fig. 4.33 characterizes the achievable goodput performance for three diﬀerent ReS codeword lengths,
when the code rate was ﬁxed at 0.87. It was found from Fig. 4.33 that a shorter ReS codeword length
of 63 symbols provided a higher goodput in the lower Eb/N0 region, namely below 10 dB, while the
longer codeword of 255 symbols proved to be more eﬃcient in the rest of Eb/N0 region. This trend may
be explained by the characteristic behaviour of the component
Pn−k
2
h=0
¡n
h
¢
[1−(1−pe)m]h[(1−pe)m]n−h
in Eq. 4.20. In terms of the physical interpretation, in the low-SNR region even the longer and hence
more potent, but more complex codes fail to correct the errors. It is widely recognized that when the
longer codes are overwhelmed by an excessive number of errors, they in fact inﬂict a more dramatic
BER degradation than their shorter counterparts. This is due to opting for the wrong legitimate long
codeword, which has a higher minimum distance than a short code.4.3.3. Numerical Results and Discussions 158
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Figure 4.30: Eﬀect of power allocation between nodes on BEP in the ReS coded H-ARQ system
of Fig. 4.1 for AF relaying: fRlDTs = 0.001, L = {1,2}, dRlD = {0.33,0.50,0.67}, the remaining
parameters provided as in Table 4.5. The corresponding goodput results evaluated from Eq. (4.20)
are shown in Fig. 4.32. By contrat, when fRlDTs = 0.01, the BEP results evaluated from Eq. (4.37)
are shown in Fig. 4.31.
4.3.3.7 Eﬀect of Code Rate
The code rate of R = k/n has a substantial impact on the achievable system performance. Reducing
the coding rate provides the system of Fig. 4.1 with a better chance to correct errors imposed during
transmissions, but reduces the eﬀective throughput. Therefore, selecting the most appropriate code
rate is necessary. Fig. 4.34 and Fig. 4.35 characterize the goodput performance of our ReS coded
H-ARQ system of Fig. 4.1, when the code rate is varied from 0.3 to 0.98 in steps of 0.02. It can be
observed that the system performs worse, when the code rate is lower than 0.6. Depending on the
channel quality, the optimal code rate may be selected from the curve, which ranges from 0.6 to 1, as
seen in Fig. 4.35.
4.3.3.8 Comparison between AF and DF Relaying
Furthermore, we compared the performance of the proposed ReS/H-ARQ system of Fig. 4.1 employed
in the context of both AF and DF relaying networks. In relaying schemes, the relays’ position plays
an important role in determining the achievable performance at the destination. For DF relaying, the
relays should be close to the source, to avoid avalanche-like error propagation, while upon roaming
close to the destination, we should opt for the AF relaying scheme. Therefore, in these investigations
we activate speciﬁc relays in those particular positions, which may be capable potentially providing4.3.3. Numerical Results and Discussions 159
3.5 4 4.5
10
−1
(a.1) 1 relay: d
R
l
D = 0.33
 
 
3.5 4 4.5
10
−1.1
10
−1.02
(a.2) 1 relay: d
R
l
D = 0.50
 
 
3.5 4 4.5
10
−1.11
10
−1.02
(a.3) 1 relay: d
R
l
D = 0.67
 
 
3.5 4 4.5
10
−1.2
10
−1.1
(b.1) 2 relays: d
R
l
D = 0.33
 
 
3.5 4 4.5
10
−1.28
10
−1.16
(b.2) 2 relays: d
R
l
D = 0.50
 
 
3.5 4 4.5
10
−1.3
10
−1.2
(b.3) 2 relays: d
R
l
D = 0.67
 
 
α = 0.40
α = 0.60
α = 0.70
α = 0.30
α = 0.42
α = 0.50
α = 0.55
α = 0.66
α = 0.75
α = 0.40
α = 0.50
α = 0.60
α = 0.65
α = 0.75
α = 0.85
α = 0.50
α = 0.60
α = 0.75
Figure 4.31: Eﬀect of power allocation between nodes on BEP in the ReS coded H-ARQ system
of Fig. 4.1 for AF relaying: fRlDTs = 0.01, L = {1,2}, dRlD = {0.33,0.50,0.67}, the remaining
parameters provided as in Table 4.5. By contrast, when fRlDTs = 0.01, the BEP results evaluated
from Eq. (4.37) are shown in Fig. 4.30.
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Figure 4.32: Eﬀect of power allocation between nodes on goodput in the ReS coded H-ARQ system of
Fig. 4.1 for AF relaying: fRlDTs = 0.001, L = 2, dRlD = {0.33,0.50,0.67}, the remaining parameters
provided as in Table 4.5. The corresponding BEP results evaluated from Eq. (4.37) are shown in
Fig. 4.30.4.3.3. Numerical Results and Discussions 160
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Figure 4.33: Eﬀect of codeword length on the achievable goodput in the ReS coded H-ARQ system of
Fig. 4.1 using AF relaying where we have k/n = {223/255,111/127,55/63}, the remaining parameters
are provided in Table 4.5.
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Figure 4.34: Eﬀect of code rate on the achievable goodput in the ReS coded H-ARQ system of Fig. 4.1
using AF relaying where we have k/n = 0.3÷0.98 in steps of 0.02, the remaining parameters provided
in Table 4.5. The corresponding 3-dimensional illustration is shown in Fig. 4.35.4.4. Chapter Summary 161
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Figure 4.35: Eﬀect of code rate on the achievable goodput in the ReS coded H-ARQ system of Fig. 4.1
using AF relaying where we have k/n = 0.3 ÷ 0.98 in steps of 0.02, while the remaining parameters
are provided in Table 4.5. The corresponding 3-dimensional illustration is shown in Fig. 4.34.
the best performance for each scheme. According to Fig. 4.36, the normalized distances dsr should be
0.1 for the DF scenario and 0.7 for the AF relaying. Naturally, since the relays are mobile, a beneﬁcial
hybrid relay should activate the DF and AF protocols according to their speciﬁc positions. All system
parameters are provided in Table 4.5.
Our goodput results were portrayed in Fig. 4.37. As seen in the ﬁgure, the AF scheme may achieve
a power gain of 2 dB at a given goodput, when compared to the DF regime. However, it becomes
slightly inferior to the DF scheme in the high Eb/N0 region, namely above 15 dB. The fact is that
in support of the AF scheme, the system has to use an increased number of pilots to deal with the
detrimental eﬀects of the combined channel, which included fading of both the SR link and the RD
links. This may be observed in Fig. 4.38, where the number of pilots in the AF scheme is three times
higher than that in the DF regime in the Eb/N0 region above 15 dB.
4.4 Chapter Summary
In Section 4.2 we have studied the eﬀects of imperfect CSI on the achievable goodput of the ReS/H-
ARQ system of Fig. 4.1. The associated goodput equation based on the achievable throughput and the
APER was derived in Section 4.2.3.1. The results of Fig. 4.9 demonstrated that the accuracy of CSI
estimation plays an important role in recovering the received signal. Furthermore, in Section 4.2.3.2 the
power allocation between the pilot and data symbols has been optimized for achieving the maximum
attainable goodput. More particularly, a power-allocation factor ²opt, which ranges from
1−
√
n
1−n to4.4. Chapter Summary 162
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Figure 4.36: Goodput versus normalized distance dsr of the ReS coded H-ARQ system of Fig. 4.1
using Direct, AF and DF relaying communications with pilot optimization at Eb/N0 = 12dB. The
remaining parameters are provided in Table 4.5.
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Figure 4.37: Goodput versus Eb/N0 of the ReS coded H-ARQ system of Fig. 4.1 using Direct, AF and
DF relaying communications with pilot optimization, where the normalized distance of dsr = 0.70 was
used for AF, and dsr = 0.10 for DF relaying. The remaining parameters are provided in Table 4.5.
The corresponding number of pilots employed is shown in Fig. 4.38.4.4. Chapter Summary 163
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Figure 4.38: The number of pilot symbols employed by the ReS coded H-ARQ system of Fig. 4.1 using
Direct, AF and DF relaying communications with pilot optimization, where the normalized distance
of dsr = 0.70 was used for AF, and dsr = 0.10 for DF relaying. The remaining parameters are provided
in Table 4.5. The corresponding goodput results evaluated from Eq. (4.20) is shown in Fig. 4.37.
half of the total transmit power, has been deﬁned and optimized in order to maximize the system’s
goodput. It was found from Fig. 4.9 that the system achieved a 2.5dB Eb/N0 gain at a given goodput
for the 255/223 ReS code, when the proposed power allocation scheme was utilized.
In Section 4.3 we have further investigated the impact of imperfect CE on the ReS/H-ARQ system
of Fig. 4.1, when operating in cooperative wireless networks. Again, the system’s BEP and goodput
were derived analytically in order to evaluate the achievable performance. Based on these expressions,
the pilot-versus-data symbol power allocation was optimized in order to minimize the BEP and to
maximize the system’s goodput. More particularly, an optimum pilot power allocation scheme was
proposed, which reduced the required bit-energy by 4 dB and 2 dB, as seen in Figs. 4.32 and 4.20
when the (255/223) ReS code deﬁned over the Galois ﬁeld (256) was employed in the AF and DF
cooperative networks, respectively. Furthermore, we studied the eﬀects of various factors, such as
the Doppler frequency, the number of relays, and so on, on the performance of the proposed ReS/H-
ARQ system operating in cooperative networks. The major trends are summarized in Table 4.6 and
Table 4.7.
Finally, in Section 4.3.3.8 we compared the performance of the proposed ReS/H-ARQ system of
Fig. 4.1, when employed in the context of both AF and DF cooperative networks. As seen in Fig. 4.37,
the AF scheme may achieve a power gain of 2 dB in the Eb/N0 region between 8 dB and 12 dB, when
compared to the DF regime. However, it becomes slightly inferior to the DF scheme in the high Eb/N0
region, namely above 15 dB, since the AF scheme has to use an increased number of pilots to deal
with the detrimental eﬀects of the combined channel, which includes fading of both the SR link and
the RD link. This may be observed in Fig. 4.38, when the number of pilots in the AF scheme is three
times higher than that of the DF regime in the Eb/N0 region above 15 dB.4.4. Chapter Summary 164
Table 4.6: Eﬀects of factors on the performance of imperfect ReS/H-ARQ in cooperative networks.
Eﬀect Type Figure Remark
Doppler
frequency
AF 4.11-4.12 Both the BEP and the goodput are signiﬁcantly reduced when the
Doppler frequency decreases.
DF 4.13-4.14 In the low Eb/N0 region the BER changes only insigniﬁcantly with
the Doppler frequency. By contrast, in the high Eb/N0 region
the BER is signiﬁcantly reduced, when the Doppler frequency de-
creases. When the Doppler frequency increases, the goodput is
signiﬁcantly reduced due to the increase in the number of pilots
required.
Pilot over-
sampling
factor
AF 4.15-4.18 Increasing the pilot oversampling factor, Lp, is expected to reduce
the CE MSE, but this automatically reduces the useful data sym-
bols’ energy at a ﬁxed total power budget. Therefore, the optimal
pilot oversampling factor Lpopt should be set to
Lpopt =
v u
u tσ2
e0 · mk · mn · Eb
N0 + (mn)2
mk · 1
2FmaxTpmin ·
Eb
N0
.
DF 4.19-4.21 Furthermore, the optimal pilot oversampling factor for the goodput
can be achieved by solving Eq. (4.20).
Number
of relays
AF 4.22-4.23 When the transmit power at the relays is identical, there is an
optimal number of relays at each value of Eb/N0, which minimizes
the BEP as well as maximizes the goodput.
DF 4.24-4.25 In contrast to AF relaying, in DF relaying the BEP and goodput
always decreases, when the number of relays increases and equal-
power allocation is employed among the relays.
Relay
positions
AF 4.26-4.27 The relay position should satisfy the following condition in order
to minimize the BEP as well as to maximize the goodput
dRlD ≈
1
1 + L
.
DF 4.28-4.29 The BEP of the DF schemes considered is minimized at a speciﬁc
relay position, regardless of the number of assisting relays.4.4. Chapter Summary 165
Table 4.7: Eﬀects of factors on the performance of imperfect ReS/H-ARQ in cooperative networks.
Source-
relay
power
location
AF 4.30-4.32 To minimize the BEP as well as to maximize the goodput, the
power allocation factor κ, deﬁned as the ratio of the source’s trans-
mit power to the system’s total transmit power, should satisfy
κ ≈
1
1 +
PL
l=1 dRlD
.
Frame
length
AF 4.33 A shorter ReS codeword provides a higher goodput in the low
Eb/N0 region, while longer codewords prove to be more eﬃcient
in the high Eb/N0 region.
Code rate AF 4.34-4.35 Reducing the coding rate provides system with a better chance
of correcting errors imposed during transmissions, but reduces the
eﬀective throughput. Observe that the system performs worse,
when the code rate is lower than 0.6. Depending on the channel
quality, the optimal code rate may be selected from the curve,
which ranges from 0.6 to 1, as seen in Fig. 4.35.
Appendix IV.A
Let x = γ/n, then Eq. (4.22) becomes
εopt =
1 + x −
√
1 + x + nx2 + nx
x − nx
. (4.50)
Taking the derivative of εopt with respective to x, we have
dεopt
dx
=
(n − 1)[2
√
1 + x + nx2 + nx − (nx + x + 2)]
2
√
1 + x + nx2 + nx(x − nx)2 . (4.51)
It may be readily found that dεopt/dx ≤ 0, since we have the following relationship
2
p
1 + x + nx2 + nx = 2
p
(1 + x)(1 + nx) ≤ (1 + x) + (1 + nx) = 2 + n + nx. (4.52)
Hence, εopt is a monotonically decreasing function, which has the upper and lower limits expressed as
follows
lim
x→∞
εopt(x) ≤ εopt lim
x→0
εopt(x). (4.53)
The lower limit can be obtained as
lim
x→∞
1 + x−1 −
√
x−2 + x−1 + nx−1 + n
1 − n
=
1 −
p
(n)
1 − n
, (4.54)
and applying the L’Hospital rule, the upper limit is expressed as
lim
x→∞
1 − 0.5(1 + n + 2nx)(1 + nx2 + nx + x)−1/2
1 − n
= 0.5. (4.55)4.4. Chapter Summary 166
Appendix IV.B
Expressing the value of ¯ γ from Eq. (4.42) for the SS, we have
¯ γ =
EsS
N0 σ2
hsd · 1
2FmaxTp · EsS
N0
EsS
N0 σ2
hsd + 1 + 1
2FmaxTp · EsS
N0
. (4.56)
If the pilot symbol energy and the encoded data symbol energy are set to be equal, then the
received SNR of the SD link can be expressed as
EsS
N0
=
EpS
N0
=
mk
mn + NpminLp
·
Eb
N0
. (4.57)
Upon taking into account Tp = Tpmin/Lp, Eq. (4.56) can be rewritten as
¯ γ =
³
mk
mn+NpminLp · Eb
N0
´2
· 1
2FmaxTpmin · σ2
e0Lp
mk
mn+NpminLp ·
Eb
N0 ·
³
σ2
e0 + 1
2FmaxTpmin · Lp
´
+ 1
. (4.58)
Setting the derivative of ¯ γ with respect to Lp equal to zero and solving the resultant equation, we
can obtain the optimal value Lpopt as
Lpopt =
v u u tσ2
e0 · mk · mn ·
Eb
N0 + (mn)2
mk · 1
2FmaxTpmin ·
Eb
N0
. (4.59)Chapter 5
Non-coherent Detection for H-ARQ
Aided Cooperative Wireless
Communications
5.1 Introduction
In Chapter 3 and Chapter 4 coherent HARQ systems based on PSAM were investigated. However,
when rapidly ﬂuctuating fading occurs, the PSAM schemes may become ineﬃcient due to the larger
pilot-overhead required for channel estimation. Furthermore, channel estimation imposes a high com-
plexity, which may become unaﬀordable at the relays. To overcome these impediments, non-coherent
detection schemes may be considered as a design alternative, which do not require CSI at the receiver.
The general schematic of a non-coherent detection aided H-ARQ system is illustrated in Fig. 5.1.
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Figure 5.1: Transceiver schematic employing non-coherent detection aided H-ARQ. Observe the ab-
sence of the channel estimator in comparison to Fig. 4.1.
Non-coherent systems using diﬀerentially encoded modulation designed for cooperative networks
were presented for example by Tarasak et al. [232], while Yiu et al. [233] proposed distributed Diﬀer-
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ential STBCs (DSTBC). Jing and Jafarkhani [234] further developed the diﬀerential philosophy for
employment in cooperative wireless communications, demonstrating that diverse space-time codes,
such as Alamouti’s scheme [47], the orthogonal design of [59], and the so-called Sp(2) design of [235],
may be employed in relay-aided networks. Furthermore, Wang and Hanzo [129] proposed diﬀerentially
encoded and Multiple-Symbol Diﬀerential Sphere-Detection (MSDSD) aided schemes for improving
the system’s performance, while reducing the decoding complexity of the classic Multiple-Symbol Dif-
ferential Detector (MSDD) [236]. By contrast, Farhadi and Beaulieu [237] advocated a non-coherent
low-complexity detection scheme based on M-FSK modulation. The salient MIMO techniques pro-
posed for cooperative wireless communications are summarized in Table 5.1.
Table 5.1: Major non-coherent distributed MIMO techniques
Year Author(s) Contribution
2005 Tarasak et al. [232] Introduced a diﬀerentially encoded modulation scheme for a
two-user DF cooperative diversity aided system which, does
not require CSI.
Himsoon et al. [238] Proposed a diﬀerential AF transmission scheme for a two-user
cooperative communications system.
Annavajjala et al. [239] Presented receiver structures of non-coherent AF communica-
tion employing on-oﬀ keying (OOK) and binary FSK modu-
lation as well as maximum-likelihood (ML) detection.
Yiu et al. [233] Proposed diﬀerential distributed space-time block coding.
2006 Wang et al. [240] Designed diﬀerential distributed space-time modulation for
cooperative networks.
2008 Jing and Jafarkhani [234] Designed distributed space-time coding for wireless relay net-
works.
2009 Oggier and Lequeu [241] Implemented diﬀerentially encoded distributed space-time
codes for an arbitrary number of relay nodes.
2010 Farhadi and Beaulieu [237] Proposed a low-complexity non-coherent system based on M-
FSK conceived for AF cooperative wireless networks.
Wang and Hanzo [129] Proposed sphere-detection for the AF cooperative UL in or-
der to reduce complexity of classic multiple-symbol diﬀerential
detectors.
Unfortunately, all of the contributions mentioned above were investigated without the assistance
of either the ARQ protocol or channel codes. Hence, in this chapter we will study the performance
of HARQ systems employing non-coherent detection in the context of wireless cooperative networks.
In Section 5.2, the popular Diﬀerential PSK (DPSK) aided HARQ schemes will be studied, where
both single- and multiple-symbol detectors will be considered, followed by the comparison of perfect
and imperfect channel estimation aided, as well as non-coherent detection schemes in Section 5.2.3.
Furthermore, non-coherent FSK aided HARQ arrangements are proposed in Section 5.3. Finally, a
novel distributed space-time coding aided HARQ scheme combined with non-coherent detection will
be proposed in Section 5.4 for cooperative wireless networks.5.2. Diﬀerential Phase Shift Keying Aided H-ARQ 169
5.2 Diﬀerential Phase Shift Keying Aided H-ARQ
5.2.1 Diﬀerential Phase Shift Keying Relying on Reed-Solomon Codes
5.2.1.1 Single-Symbol Diﬀerential Detection
a. System Description
The transceiver of ReS coded DPSK systems is illustrated in Fig. 5.2. The information-bit stream
b(i) is ReS encoded and then interleaved in the block π of Fig. 5.2 to create the encoded-bit stream
s(i). Then s(i) is mapped to the symbols r(i) before diﬀerential modulation, which may be described
as
x(i) = x(i − 1) · r(i), (5.1)
where x(i) represents the diﬀerentially modulated symbols and x(0) is the reference symbol, which
is known at both the transmitter and the receiver. Finally, the symbols are transmitted to both the
relay and to the destination.
DPSK Modulator
Reed-Solomon
Encoder p
Information 
Bits
(a) Transmitter
Reed-Solomon
Decoder
DPSK
Demodulator
Information 
Bits
(b) Receiver
1 p
-
Figure 5.2: Transceiver schematic of ReS coded DPSK scheme
Depending on the speciﬁc type of relaying, the signals received at the relay will be appropriately
processed. If AF relaying is employed, the signal will be ampliﬁed by the gain-factor given in Eq. (4.26)
before being forwarded it to the DS. By contrast, in case of DF relaying the signals will be decoded
and checked for errors. If errors are detected in the decoded packet, the relay will turn to the idle
state. Otherwise, it will re-encode and re-modulate the packet for forwarding it to the DS.
At the destination, the signals received are ﬁrst passed to the demodulator. For Single Symbol
Diﬀerential Detection (SSDD), the phase of the two consecutive received symbols is compared and
used for determining the value of the symbols. Mathematically, the symbols may be expressed as
z(t) = y(t) · y∗(t − 1), (5.2)
where the superscript ∗ denotes complex conjugation, y(t) represents the symbols received at the desti-
nation, which are contaminated by fading and noise, while z(t) denotes the diﬀerentially demodulated
symbols.
Subsequently, the demodulated signals of both the source and of the relay are combined. In non-
coherent detection, the MRC technique cannot be invoked owing to the unavailability of the CSI.5.2.1. Diﬀerential Phase Shift Keying Relying on Reed-Solomon Codes 170
Table 5.2: Basic parameters of DPSK aided ReS coded H-ARQ system
Parameters Value
Rees-Solomon code: m/k/n 8/223/255
Modulation type DBPSK
Relay type ﬁxed
No of relays L=1
Normalized dSRl/dRlD 0.7/0.3 for AF
0.3/0.7 for DF
Source’s transmit power ES =
Eb
Grd+1
Relays’ transmit power ERl = GrdEb
Grd+1
Channel model correlated Rayleigh fading
Normalized Doppler freq. of SD link fSDTs = {0.001,0.03}
Normalized Doppler freq. of SRl link fSRlTs = {0.001,0.03}
Normalized Doppler freq. of RlD link fRlDTs = {0.001,0.03}
Maximum number of retransmissions 5
Thus, typically EGC and SC are employed. After deinterleaving, the combined signal is decoded
and checked for the presence of errors. Owing to the ReS codes’ capability of detecting errors, the
error-detecting codes may be omitted here. If an error is detected, then the retransmissions will be
activated. Otherwise, a new packet will be transmitted, as usual.
b. Performance Results
In the following, the performance of the DPSK aided ReS coded HARQ system of Fig. 5.2 using
non-coherent detection will be investigated. The basic simulation parameters are provided in Table 5.2.
The performance results are shown in Figs. 5.3-5.5. In these ﬁgures, the left hand side illustration
was recorded for the normalized Doppler frequency of 10−3 Hz, while the right hand side ﬁgures
for 3.10−2 Hz. According to these ﬁgures, the relaying schemes provide a better BER performance
than conventional direct transmissions. Relaying also reduces the number of retransmissions, whilst
increasing the eﬀective throughput.
In case of uncoded ARQ systems, it may be observed from Fig. 5.3 that the AF and DF relaying
schemes achieve gains of 2 dB and 3 dB in terms of the Eb/N0, respectively, at the BER of 10−5,
compared to the direct transmission. Additionally, the performance of uncoded systems was only
slightly aﬀected, when the Doppler frequency was varied from 10−3 Hz to 3.10−2 Hz. However, the
results became signiﬁcantly diﬀerent in case of the ReS coded schemes. When the Doppler frequency
was 0.001 Hz, the ReS coded AF and DF relaying schemes performed similarly and achieved only
1 dB better Eb/N0 than both the non-cooperative ReS coded scheme and the uncoded DF relaying.
Meanwhile, ReS coded DF relaying achieved a gain of 2 dB and 3 dB, compared to the ReS coded
AF and to the non-cooperative ReS coded schemes, respectively at the BER of 10−5, although the
ReS coded AF relaying and the direct transmission did not perform very diﬀerently. Moreover, at the
normalized Doppler frequency of 0.03 Hz the coded DF relaying scheme exhibited a BER of 10−5 at
the Eb/N0 of 10 dB, compared to the Eb/N0 value of 12 dB in the same system conﬁguration operating
at the Doppler frequency of 0.001 Hz. Hence, we concluded that the cooperative ReS coded HARQ5.2.1. Diﬀerential Phase Shift Keying Relying on Reed-Solomon Codes 171
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Figure 5.3: BER performance of DBPSK aided HARQ for non-cooperative and cooperative networks,
where the transceiver schematic is shown in Fig. 5.2 and the system parameters are provided in
Table 5.2.
schemes were capable of reducing the BER, when the Doppler frequency increased.
Moreover, according to Fig. 5.4, the DF relaying aided ReS coded HARQ is capable of achiev-
ing a better BER performance at higher Doppler frequencies at the cost of an increased number of
retransmissions. More particularly, at an Eb/N0 of 20 dB all the observed schemes have to double
the number of retransmissions in case of fD = 0.03 Hz, compared to the same schemes operating at
fD = 10−3 Hz. However, the emergent trend is that the relaying schemes are capable of signiﬁcantly
reducing the number of retransmissions required.
As a result of the increased number of retransmissions, the eﬀective throughput of the system
signiﬁcantly decreases, as observed in Fig. 5.5. Similarly, as seen in Fig. 5.5, at the Eb/N0 of 20 dB
the throughput was reduced by a third, when the Doppler frequency increased from 10−3 Hz to
3.10−2 Hz.
5.2.1.2 Multiple-Symbol Diﬀerential Detection
The conventional diﬀerential PSK is an appealing simple detection technique, which operates without
carrier acquisition and tracking in the receiver. However, it suﬀers from a performance penalty com-
pared to its higher-complexity coherent counterpart. This performance penalty is further increased
for high-Doppler scenarios, when the fading envelope changes substantially between the consecutive
symbols. Hence, the Multi-Symbol Diﬀerential Detection (MSDD) philosophy was proposed by Di-
vsalar and Simon [236]. In this section, we will study the performance of the MSDD scheme assisting
the ReS coded HARQ system in the context of wireless relaying aided networks.
The system structure of the MSDD-aided schemes is similar to the SSDD schemes of Fig. 5.2,
except for the demodulator at the receiver. Instead of simply comparing the received phases between
two consecutive symbols in order to make a decision, the MSDD detector makes a joint decision based
on multiple received symbols. For transmission over fading channels, the ML detector is based on the5.2.1. Diﬀerential Phase Shift Keying Relying on Reed-Solomon Codes 172
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Figure 5.4: Number of retransmissions of DBPSK aided HARQ for non-cooperative and cooperative
networks, where the transceiver schematic is shown in Fig. 5.2 and the system parameters are provided
in Table 5.2.
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Figure 5.5: Throughput of DBPSK aided HARQ for non-cooperative and cooperative networks, where
the transceiver schematic is shown in Fig. 5.2 and the system parameters are provided in Table 5.2.
following decision [242]
ˆ s = arg min
s
©
yHRyyy
ª
, (5.3)
where ˆ s represents the estimated version of the corresponding N symbol vector s and y indicates the
vector of N consecutive received symbols, while Ryy denotes the correlation matrix, which is given
by
Ryy , ε{yyH|s} = diag{s}Cdiag{s∗}, (5.4)
where C , ε{hhH} + σ2
nIN. Hence, Eq. (5.7) may be rewritten as
ˆ s = arg min
s
©
(diag{r}s∗)HC−1(diag{r}s∗)
ª
. (5.5)
The matrix C has real-valued entries and it is symmetric as well as positive deﬁnite, hence we may
apply the Cholesky decomposition [243] of the inverse matrix, yielding
C = LLH, (5.6)5.2.1. Diﬀerential Phase Shift Keying Relying on Reed-Solomon Codes 173
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Figure 5.6: BER performance of MSDD-DBPSK aided HARQ for non-cooperative and cooperative
networks, where the MSDD has a window size of 3 and the other system parameters are provided in
Table 5.2.
where L is a lower triangular matrix. If we deﬁne furthermore U , (LHdiag{r})∗, where U is the
upper triangular matrix, then the ML decision rule of (5.5) is ﬁnally simpliﬁed to
ˆ s = arg min
s
©
||Us||2ª
. (5.7)
Although the MSDD technique enhances the system’s resilience against increased Doppler frequen-
cies, the decoding complexity is exponentially increased with the number of simultaneously detected
symbols, or - synonymously - with the width of the detection window. To reduce the associated search
complexity, the sphere detection philosophy [244] may be combined with the MSDD scheme in the
demodulator.
For a convenient comparison between the SSDD and the MSDD schemes, all the simulation pa-
rameters in this part are the same as those of Table 5.2. A detection window size of Nw = 3 is chosen
for the MSDD.
Based on Figs. 5.6-5.8, we found that most of our discussions provided for the SSDD DPSK aided
HARQ systems in Section 5.2.1.1 may also apply to the MSDD scenario. However, an interesting
point was observed, namely that the AF relaying aided schemes are capable of outperforming the DF
relaying arrangements in terms of both the number of retransmissions and the achievable throughput
in the high Eb/N0 region, namely above 12 dB in our simulations. This observation may be explained
by the fact that the MSDD receiver is capable of averaging multiple noise samples, hence tending to
a zero mean and to a reduced inﬂuence.
Comparing the results of Figs. 5.3-5.8, it may be clearly recognized that the MSDD observed
in Figs. 5.3 and 5.6 signiﬁcantly improves the system’s performance in all three observed aspects,
compared to the SSDD scheme. Numerically, observe in Figs. 5.3 and 5.6 that the MSDD aided
HARQ scheme is capable of providing a gain of up to 10 dB over the SSDD ones in terms of reducing
the transmit power without degrading the system’s performance .5.2.2. Diﬀerential Phase Shift Keying with Iterative Decoding 174
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Figure 5.7: Number of retransmissions of MSDD-DBPSK aided HARQ for non-cooperative and co-
operative networks, where the MSDD has a window size of 3 and the other system parameters are
provided in Table 5.2.
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Figure 5.8: Throughput of MSDD-DBPSK aided HARQ for non-cooperative and cooperative networks,
where the MSDD has a window size of 3 and the other system parameters are provided in Table 5.2.
5.2.2 Diﬀerential Phase Shift Keying with Iterative Decoding
As a further advance, the soft-output MSDD designed for DPSK is combined with convolutional
coding [25] in order to exploit the powerful principle of turbo detection. The transceiver schematic
of the DPSK aided convolutional coded HARQ system is shown in Fig. 5.9, which may be contrasted
to the non-iterative scheme of Fig. 5.2. Additionally, a Unity Rate Code (URC) having an Inﬁnite
Impulse Response (IIR) is inserted between the convolutional codec and the DPSK modulator, because
it was demonstrated in [25] that URCs substantially improve the convergence of iterative receivers
owing to their ability to eﬃciently spread the extrinsic information without increasing the delay of
the turbo interleaver π1.
The received signals are detected with the aid of iterative information exchange between the
three-detector components, namely the MSDD demodulator, the URC decoder and the convolutional5.2.2. Diﬀerential Phase Shift Keying with Iterative Decoding 175
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Figure 5.9: Transceiver schematic of convolutional coded DPSK scheme, which may be contrasted to
the non-iterative scheme of Fig. 5.2.
decoder of Fig. 5.9.b. Following the last iteration, hard decisions are carried out and are checked for
the presence of residual errors. Due to the lack of a reliable error detection capability for the family
of convolution codes, an error-detecting code, such as a Cyclic Redundancy Check (CRC) code is
concatenated with the detector. The main parameters used in our simulations are shown in Table 5.3,
where the half-rate RSC code substitutes for the (225,255,16) ReS code as in Table 5.2.
Table 5.3: Basic parameters of DPSK aided convolutional coded H-ARQ system.
Parameters Values
information/encoded bits 500/1000
Modulation type DBPSK
Relay type ﬁxed
No of relays L=1
Normalized dSRl/dRlD 0.7/0.3 for AF
0.3/0.7 for DF
Source’s transmit power ES = Eb
Grd+1
Relays’ transmit power ERl =
GrdEb
Grd+1
Channel model correlated Rayleigh fading
Maximum number of retransmissions 5
Fig. 5.10 characterizes the attainable performance of the convolution coded HARQ scheme oper-
ating in a relaying aided network. According to the ﬁgure, in case of an uncoded system the relaying
schemes allow the transmit power to be reduced by approximately 6 dB without degrading the attain-
able BER performance. When convolutional coding is introduced, the power-reduction can be further
increased by 3 dB. Furthermore, there is 1 dB performance discrepancy between AF and DF aided
relaying.
Similarly, the eﬀective throughput seen in Fig. 5.10(b) is also signiﬁcantly improved, when the
convolutional coding aided relaying schemes are employed. Again, observe in Fig. 5.10(b) that above
the Eb/N0 values of 3 dB and 5 dB for the coded and uncoded schemes, respectively, the AF relaying5.2.3. Comparison of Coherent and Non-Coherent Detection 176
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Figure 5.10: MSDD DBPSK aided convolutional coded HARQ for non-cooperative and coopera-
tiveAF/DF networks, where the MSDD has a window size of 3 and the other system parameters are
provided in Table 5.3.
arrangement achieved a better throughput than the DF regime.
5.2.3 Comparison of Coherent and Non-Coherent Detection
The performance of the H-ARQ schemes employing perfect- and imperfect-CSI-based-coherent detec-
tion were presented in Chapter 3 and 4, respectively, while a number of the H-ARQ schemes utilizing
non-coherent detection were investigated in Sections 5.2.1 and 5.2.2. In order to provide an insightful
comparison among these detection schemes in the context of cooperative scenarios, we consider three
cases. The ﬁrst one employs coherent detection with the assistance of pilot symbols, which are as-
sumed to be perfectly recovered at the destination’s receiver. More practically, the second scenario
assumed that the pilot symbols are imperfectly recovered, resulting in CSI errors at the destination’s
decoders. Lastly, the non-coherent detection scheme using diﬀerential modulation and MSDD is con-
sidered. The details of the three schemes are provided in Table 5.4. The channels are assumed to have
three diﬀerent Doppler frequencies, namely fD = 10−1, 10−2 and 10−3.
The BER and FER performances of the three considered schemes of Table 5.4 are shown in
Fig. 5.11. According to the ﬁgure, the performance of the PSA schemes degrades in accordance with
the reduction of the channel’s correlation. More particularly, the performance of the imperfect-PSA-
aided-coherent detection is 1 dB worse than that of the perfect-PSA-based scheme at the BER of 10−6
as well as at the FER of 10−3, when the channel’s normalized Doppler frequency was 10−3. When
the Doppler frequency increased to 10−2 and 10−1, the degradation was approximately 3 dB and
4 dB, respectively. The reason is that upon increasing the channel’s normalized Doppler frequency, an
increased number of pilot symbols is required to estimate the CSI. Therefore, this reduces the eﬀective
SNR of the data bits and hence degrades the performance.
In contrast to the imperfect-coherent detection schemes, at fD = 10−2 the performance of the5.2.3. Comparison of Coherent and Non-Coherent Detection 177
Table 5.4: Basic parameters of convolutional coded BPSK aided H-ARQ schemes.
Detection Scheme Perfect Coherent Imperfect Coherent Non-Coherent
Information/Encoded bits 500/1000 500/1000 500/1000
Channel code type RSC RSC RSC
Generator polynomial (5,7) (5,7) (5,7)
Modulation type BPSK (assisted by BPSK (assisted by DBPSK
Pilot Symbols) Pilot Symbols)
Demodulation type Coherent with Coherent with MSDD with
perfect CSI imperfect CSI Window Size of 3
No of Pilot Symbols 1000 · 2 · fD 1000 · 2 · fD N/A
Detection type Iterative detection Iterative detection Iterative detection
Relay type AF AF AF
No of relays aided 1 1 1
Normalized dSR/dRD 0.7/0.3 0.7/0.3 0.7/0.3
Source’s transmit power ES =
Eb
Grd+1 ES =
Eb
Grd+1 ES =
Eb
Grd+1
Relays’ transmit power ER = GrdEb
Grd+1 ER = GrdEb
Grd+1 ER = GrdEb
Grd+1
Channel model correlated correlated correlated
Rayleigh fading Rayleigh fading Rayleigh fading
Max. no of retrans. 5 5 5
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Figure 5.11: Performance of convolution coded BPSK aided HARQ for cooperative networks employing
perfect-, imperfect- and non-coherent MSDD, where the system conﬁgurations are detailed in Table 5.4.5.2.3. Comparison of Coherent and Non-Coherent Detection 178
non-coherent scheme using MSDD is better than those operating at fD = 10−1 and fD = 10−3. This
fact may be explained by noting that the operation of MSDD beneﬁts from the correlation between
the channel coeﬃcients. Thus, when the channel’s correlation is low, i.e we have fD = 10−1, the
MSDD performs ineﬃciently. By contrast, as analysed in [245], the mutual information penalty of
ignoring the phase distortion correlation may be smaller than that of the slower time-varying channel.
Therefore, the degraded performance of the MSDD at fD = 10−3 is not unexpected.
Furthermore, it is clearly seen from Fig. 5.11 that the non-coherent MSDD schemes only perform
comparably to the imperfect-coherent detection scheme for the moderate-correlation fading channels,
namely for fD = 10−2. In the other channels, coherent detection outperforms the non-coherent
schemes.
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Figure 5.12: The eﬀective throughput of convolution coded BPSK aided HARQ for cooperative net-
works employing perfect-, imperfect- and non-coherent MSDD, where the system conﬁguration was
detailed in Table 5.4.
Furthermore, the eﬀective throughput of the three detection schemes of Table 5.4 is shown in
Fig. 5.12. As seen in the ﬁgure, for the rapidly time-varying fading channels coherent detection
should be employed in the low Eb/N0 region, while the non-coherent MSDD should be utilized in the
high Eb/N0 region in order to avoid reducing the system’s throughput due to the employment of a
large number of pilot symbols. In moderately correlated fading channels, i.e. for fD = 10−2 in the
above-mentioned scenarios, the non-coherent MSDD should be chosen due to its ability to perform
comparably to the coherent scheme, especially, since it is capable of providing an increased throughput
for Eb/N0 values above 6 dB. By contrast, in slow-fading channels, the transmission schemes based
on coherent detection have the edge.5.3. Frequency Shift Keying Aided H-ARQ 179
5.3 Frequency Shift Keying Aided H-ARQ
5.3.1 Reed-Solomon Coded Non-coherent Frequency Shift Keying
Frequency Shift Keying (FSK) [66] constitutes another non-coherent detection scheme, which has ben-
eﬁts in the context of wireless cooperative networks. In order to mitigate the performance degradation
imposed by the channel noise, interference and fading, FSK may be combined both with FEC, such
as the ReS codes, as well as with the Slow Frequency Hoping (SFH) Spread Spectrum (SFH/SS)
concept [246–249]. Owing to the FSK’s capability of detecting erased and corrupted symbols, the
‘error-and-erasure’ decoding is preferable to the ‘error-correction-only’ decoding in the context of ReS
coded SFH/SS systems employing M-ary FSK modulation, since a reduced BER can be achieved, pro-
vided that a reliable erasure insertion scheme is invoked. This is because as detailed in [11], an ReS
(N,K) code is capable of correcting t = bN−K
2 c symbol errors, or alternatively, it can ﬁll 2t = (N −K)
erased symbols - provided that the receiver can conﬁdently inform the ReS decoder, which symbols
were erased by the channel. Several erasure insertion (EI) techniques assisting error-and-erasure ReS
decoding were proposed in [250,251], namely the ratio-threshold test (RTT), the output threshold
test (OTT), and the joint maximum output and ratio threshold test (MO-RTT).
In this section, we propose and characterize a the ReS coded SFH M-FSK system, which is sub-
jected to both partial-band interference and Rayleigh fading in the context of a the wireless cooperative
network. An EI scheme conceived for error-and-erasure ReS decoding based on the joint MO-RTT
technique will be invoked. The related decision statistics will be analysed and the corresponding an-
alytical expressions of the ReS codeword error probability as well as of the bit error ratio (BER) will
be derived, after the concept of erasure decoding was introduced. Our results show that the EI ReS
decoding scheme may signiﬁcantly enhance the achievable overall system performance in the context
of wireless relaying networks.
Furthermore, we compared the attainable performance of the proposed ReS coded system in wire-
less cooperative networks to those of convolutional codes and Low Density Parity Check (LDPC)
codes [37], which support eﬃcient iterative detection at the cost of relying on sophisticated transceiver
designs. Our results demonstrated that although the proposed ReS coding scheme is capable of out-
performing convoluational codes in the context of short-packet based transmissions, the LDPC code
considered had an edge. Therefore, the ReS coded systems using error-and-erasure decoding may be
deemed to constitute an attractive design option for low-complexity as well as low-latency systems.
5.3.1.1 Error Detection Techniques Based on Frequency Shift Keying Modulation
FSK belongs to the family of orthogonal modulation schemes. For example, in M-ary FSK a group of
b = log2(M) information bits is mapped and transmitted by one of M frequencies.
If the signal waveform is represented as
si(t) = Re[sli(t)ej2πfct], (i = 1,2,...,M), (5.8)
where sli(t) is the equivalent lowpass signal, the matched-ﬁlter-type demodulator generates the M5.3.1. Reed-Solomon Coded Non-coherent Frequency Shift Keying 181
Then a pre-set threshold, λT, is chosen and the ratio, λ = Y2/Y1, of the ‘second’ largest decision
variable is compared to the maximum to decide a decision-reliability bit Q, as follows
Q =
(
0 : λT ≥ λ (high)
1 : λT < λ (low),
(5.12)
where Q = 0 and Q = 1 indicate a high- and low-reliability detection, respectively.
b. Output Threshold Test
In contrast to the RTT, the Output Threshold Test (OTT) [252] simply makes decision based on
the maximum of the demodulator output, which is deﬁned as
Y1 = Ymax = max{U1,U2,...,UM}. (5.13)
Therefore, it is not the optimum decision metric. Nonetheless, the results of [252] showed that the OTT
may outperform the RTT, when communicating over the dispersive channels, despite its simplicity.
c. Joint Maximum Output and Ratio Threshold Test
The joint Maximum Output and Ratio Threshold Test (MO-RTT) proposed by Yang and Hanzo [251]
is a further development of the RTT and the OTT. In the context of the joint MO-RTT the erasure
detection is based on both the observation of the maximum Y1 and the ratio λ.
The properties of the erasure detection schemes may be characterized by the joint PDFs of Y1 and
Y2, namely by fY1,Y2(y1,y2|H1) and fY1,Y2(y1,y2|H0), given that the associated demodulated symbol is
correct (H1) and incorrect (H0), respectively. These PDFs will allow us to evaluate the performance
of the erasure insertion scheme in the forthcoming sections. According to [251], the joint PDFs can
be expressed as
fY1,Y2(y1,y2|H1) =
M − 1
PNn(H1)
fU1(y1)fUm(y2)
·Z y2
0
fUj(y)dy
¸M−2
, (5.14)
fY1,Y2(y1,y2|H0) =
M − 1
PNn(H0)
(
fUm(y1)fU1(y2)
·Z y2
0
fUj(y)dy
¤M−2
+(M − 2)fUm(y1)fUj(y2)
·Z y2
0
fU1(y)dy
¸·Z y2
0
fUk(y)dy
¸M−3)
, (5.15)
(y1 ≥ y2 ≥ 0;2 ≤ j ≤ M,j 6= m;1 ≤ k ≤ M,k 6= m,j),
where PNn(H1) and PNn(H0) indicate the probability that the demodulator output is correct and
incorrect, respectively, at a given noise value of Nn. Furthermore, fU1() represents the PDF of the
decision variable matched to the transmitted symbol, while fUm() and fUj() denote the PDFs of the
decision variables mismatched to the transmitted symbol.
For the MO-RTT, let Y1 = Y and Y2 = Y λ. Then the above joint PDFs may be rewritten as
fY,λ(y,r|H1) =
(M − 1)y
PNn(H1)
fU1(y)fUm(yr)
·Z yr
0
fUj(x)dx
¸M−2
, (5.16)
fY,λ(y,r|H0) =
(M − 1)y
PNn(H0)
(
fUm(y)fU1(yr)
·Z yr
0
fUj(x)dx
¤M−2
+(M − 2)fUm(y)fUj(yr)
·Z yr
0
fU1(x)dx
¸·Z yr
0
fUk(x)dx
¸M−3)
, (5.17)
(0 ≤ y < ∞;0 ≤ r ≤ 1).5.3.1. Reed-Solomon Coded Non-coherent Frequency Shift Keying 182
The PDFs of the RTT may be found by integrating both sides of (5.16) and (5.17) in terms of the
variable λ from zero to one, while those of the OTT may be evaluated by integrating both sides of
(5.16) and (5.17) in terms of the variable y from zero to inﬁnity.
5.3.1.2 Cooperative SFH FSK System Description
The system considered consists of a source station, L relay stations and a destination station, as
seen in Fig. 2.29, communicating over Rayleigh fading channels, which are additionally subjected to
Partial-Band Gaussian Interference (PBGI). The cooperative communication process is divided into
two time slots. In the ﬁrst slot, the SS broadcasts its packets to all the RSs and the DS. In the second
slot, each RS will forward the re-encoded packet to the DS, provided that it correctly decoded the
received information. Otherwise, the packet will not be forwarded by RS.
Reed-Solomon
Encoder
p M-FSK
Modulator
SFH-CDMA
Spreading
Information 
Bits
Figure 5.14: The transmitter block diagram of the Source Station using Reed-Solomon coded SFH
M-ary FSK.
At the SS, the data bits are ﬁrst encoded by the (N,K) ReS code constructed over the Galois
ﬁeld GF(2b), which turns K b-bit uncoded symbols into N b-bit encoded symbols as seen in Fig. 5.14.
Subsequently, the encoded symbols are passed to an M-ary FSK modulator of Fig. 5.14. We assume
that M = N = 2b ≥ 4, so that each b-bit ReS coded symbol describes an M-ary FSK symbol. Finally,
the frequency synthesizer of Fig. 5.14, which operates under the control of a pseudo noise (PN)
generator, generates a sequence of random hopping frequencies, one of which is activated during each
hop interval of duration Th, or symbol interval Ts, where we assume Th = Ts. In order to facilitate
non-coherent detection at the receiver, the bandwidth of a speciﬁc frequency hopping (FH) tone is set
to B = 1/Th. The signal transmitted by the SS may be modelled as
xi(t) =
p
2EsRccos{2π(fn + fi)t + ϕn + ϕi}, (5.18)
where Es is the bit-energy at the SS, Rc = K/N is the ReS code-rate; fn is the hopping frequency
during the nth FH interval and fi is the ith tone’s frequency associated with the ith transmitted
MFSK/ReS symbol. Finally, ϕn and ϕi are random phases during the nth FH interval and the ith
symbol interval.
The modulated signal of each FH tone is assumed to be transmitted over non-dispersive fading
channels obeying the Rayleigh distribution having the probability density function of [66]
f(|h|) =
2|h|
Ω
e−|h|2/Ω, (5.19)
where Ω = E[|h|2].
Furthermore, the communication channels are assumed to be contaminated by both PBGI and
additive white Gaussian noise (AWGN). The PBGI occupies a fraction of ρ ≤ 1 of the total frequency
band, having the power spectral density of NI/2ρ, while the AWGN has the power spectral density of5.3.1. Reed-Solomon Coded Non-coherent Frequency Shift Keying 184
represented by l = 0, where we have hi,0 = hi,sd, Gi,0 = Gi,sd and ni,0 = ni,sd. Again, it is assumed that
the fading and noise variances of the RD links are identical. Furthermore, El represents the transmit
power of the relay. In order to make the comparison between the equal-gain combining technique and
the selection combining technique at the destination’s receiver convenient, El is set to Es
Gl
G0.
The ReS channel decoders at both the RS of Fig. 5.15 and the DS of Fig. 5.16 employ the error-and-
erasure decoding [251] in order to improve the achievable performance. In this section, our analysis
will be focused on the MO-RTT technique [251], which outperforms both the OTT and the RTT
techniques [251,253].
5.3.1.3 ReS-Coded SFH FSK Using Error-and-Erasure Decoding
In this section we derive the SEP, the BEP as well as the goodput of the proposed ReS-coded SFH
FSK scheme using error-and-erasure decoding. Similar to Section 4.2.3.1, the analysis process, which
may be applied to both the RS and the DS, is detailed as follows
• Step 1. Calculate both the average erroneous probability, PN0(H0), and the correct symbol
probability PN0(H1) of M-FSK [66].
↓
• Step 2. Calculate both the symbol erasure probability, Pe, and the random symbol error
probability, Pt, before ReS decoding [251].
↓
• Step 3. Compute the Codeword decoding Error Probability (CEP), Pw [254].
↓
• Step 4. Compute the SEP, Ps [11].
↓
• Step 5. Compute the BEP, Pb [66].
↓
• Step 6. Compute the goodput, ηg, using Eq. (4.20).
Due to the earlier assumption that the packets are only forwarded to the destination, when they
are correctly decoded, Steps {4,5,6} will be omitted at the RS.
a. At the Relay
The transmissions from the SS to the relays of Fig. 2.29 rely on the schematic of Fig. 5.14, similarly
to the traditional direct communication between two nodes. Again, a t-error-correction ReS(N,K,t)
code can actually correct up to 2t = N − K erroneous symbols, provided that the position of the
erroneous symbols are known. Hence, according to [254], the codeword decoding error probability
after “errors-and-erasures” ReS(N,K,t) decoding at the lth relay can be expressed as:
Pw =
N X
i=0
N−i X
j=j0(i)
µ
N
i
¶µ
N − i
j
¶
Pi
t,lP
j
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where j0(i) = max{0,N − K + 1 − 2i}, while Pe,l and Pt,l represent the symbol erasure probability
and random symbol error probability before ReS decoding, which are given for the MO-RTT as [251]
Pe,l = (1 − ρ)Pe,l(N0,l,YT1,l,λT1,l) + ρPe,l(N0,l + NI,l/ρ,YT2,l,λT2,l) (5.23)
= (1 − ρ)
"
PN0,l(H1)
YT1,l Z
0
1 Z
λT1,l
fY1,λ,l(y,r|H1)drdy + PN0,l(H0)
YT1,l Z
0
1 Z
λT1,l
fY1,λ,l(y,r|H0)drdy
#
+ρ
"
PN0,l+NI,l/ρ(H1)
YT2,l Z
0
1 Z
λT2,l
fY1,λ,l(y,r|H1)drdy
+ PN0,l+NI,l/ρ(H0)
YT2,l Z
0
1 Z
λT2,l
fY1,λ,l(y,r|H0)drdy
#
,
Pt,l = (1 − ρ)Pt,l(N0,l,YT1,l,λT1,l) + ρPt,l(N0,l + NI,l/ρ,YT2,l,λT2,l) (5.24)
= (1 − ρ)PN0,l(H0)
"
1 − PN0,l/ρ(H0)
YT2,l Z
0
1 Z
λT2,l
fY1,λ,l(y,r|H0)drdy
#
+ ρPN0,l+NI,l/ρ(H0)
"
1 − PN0,l+NI,l/ρ(H0)
YT2,l Z
0
1 Z
λT2,l
fY1,λ,l(y,r|H0)drdy
#
,
where PN0,l(H0) and PN0,l(H1) are the average erroneous and correct symbol probabilities of M-ary
orthogonal systems at the relay l for a given noise value of N0,l, while fY1,λ,l(y,r|H1) and fY1,λ,l(y,r|H0)
present the joint PDFs of (5.16) and (5.17). Finally, (YT1,l,λT1,l) and (YT2,l,λT2,l) denote the optimized
threshold pairs of the MO-RTT, as deﬁned in [251].
Consequently, the probability of the lth relay forwarding packets to the DS is given by
PRf = 1 − Pw. (5.25)
b. At the Destination
1. Symbol Error Probability (SEP): The choice of the combining technique at the destination’s
receiver signiﬁcantly aﬀects the SEP performance. For non-coherent detection aided systems,
the EGC and SC are frequently employed. Hence, we will investigate the SEP of these two
combining techniques here.
EGC: Based on the assumption detailed in Section 5.3.1.2, the outputs of the square-law detector
of Fig. 5.16 employed at the DS’s receiver may be expressed as
U1 =
Lf X
l=0
|Glhl
p
PlRce−jφl + n1,l|2, (5.26)
Ui = |ni,l|2, i = 2,3,...,M, (5.27)
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According to [255], the p.d.fs of the outputs U1 and Ui are given as
fU1(y) =
yLf
(1 + ¯ γl)Lf+1 · Lf!
exp
µ
−
y
1 + ¯ γl
¶
, y ≥ 0, (5.28)
fUi(y) =
yLf
Lf!
exp(−y), i = 2,3...M; y ≥ 0, (5.29)
where ¯ γl = |¯ h|2Ps/Nn.
When Lf relays are capable of forwarding packets to the DS of Fig. 2.29, the average erroneous
symbol probability of PNn,Lf(H0) encountered at the DS can be expressed as [66]
PNn,Lf(H0) = 1 −
Z ∞
0
fU1(y)
·Z y
0
fU2(x)dx
¸M−1
dy
=
1
Lf!
M−1 X
m=1
(−1)M−1¡M−1
m
¢
(1 + m + m¯ γl)Lf+1 (5.30)
·
mLf X
k=0
βkm(Lf + k)!
µ
1 + ¯ γl
1 + m + m¯ γl
¶k
,
where βkm is the set of coeﬃcients satisfying the following condition
µ Lf X
k=0
Uk
1
k!
¶k
=
mLf X
k=0
βkmUk
1. (5.31)
SC: The outputs of square-law detector at the DS’s receiver may be expressed as
U1 = max{U1,l}, l = 0,1,..,Lf, (5.32)
Ui = max{Ui,l}, i = 2,3,...,M, (5.33)
where U1,l = |Glhl
√
PlRce−jφl + n1,l|2 and Ui,l = |ni,l|2.
According to [256], the p.d.fs of the outputs U1 and Ui are given as
fU1(y) =
Lf + 1
1 + γl
exp
µ
−
y
1 + γl
¶·
1 − exp
µ
−
y
1 + γl
¶¸Lf
, y ≥ 0, (5.34)
fUi(y) = (Lf + 1)exp(−y)[1 − exp(−y)]Lf, i = 2,3...M; y ≥ 0. (5.35)
Furthermore, when there are Lf relays forwarding packets to the DS, the average erroneous
symbol probability of PNn,Lf(H0) at the DS can be expressed as [11]:
PNn,Lf(H0) = 1 −
Lf+1 X
l=1
(−1)l+1
µ
Lf + 1
l
¶ (Lf+1)(M−1) Y
m=1
m
m + l/(1 + γc)
. (5.36)
SEP: The average erroneous symbol probability of PNn(H0) at the DS is given by
PNn(H0) =
L X
Lf=0
µ
L
Lf
¶
PLc
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while the correct symbol probability is
PNn(H1) = 1 − PNn(H0). (5.38)
Since the fraction ρ of the band is contaminated by the interference, the average erroneous and
correct symbol probabilities may ﬁnally be expressed as
P(H0) = (1 − ρ)PN0(H0) + ρPN0+Ni/ρ(H0), (5.39)
P(H1) = 1 − P(H0). (5.40)
2. Statistics of the Erasure Insertion Related Variables: Let {U1,l,U2,l,...,UM,l} represent the de-
cision variables input to the MFSK demodulator of Fig. 5.16. We denote the maximum and the
“second” maximum of {U1,l,U2,l,...,UM,l} by
Y1 = max1{U1,l,U2,l,...,UM,l}, (5.41)
Y2 = max2{U1,l,U2,l,...,UM,l}, (5.42)
and the ratio of the “second” maximum to the maximum is formulated as
λ =
Y2
Y1
, 0 ≤ λ ≤ 1. (5.43)
In the context of the joint MO-RTT, the erasure insertion is based on the observation of both the
maximum Y1 of (5.41) and the ratio of λ of (5.43). Therefore, the joint p.d.fs of fY1,λ(y,r|H1)
and fY1,λ(y,r|H0) have to be found, in order to evaluate the error-and-erasure ReS decoding
performance in terms of the joint MO-RTT erasure insertion scheme.
EGC: As shown in the Appendix V, when EGC is employed, the joint p.d.fs of Y1 and λ = Y2/Y1
under the hypotheses H1 of correction decision and H0 of erroneous decision, respectively, can
be expressed as
fY1,λ(y,r|H1) =
(M − 1)y
PNn(H1)
·
y2LfrLf
(1 + ¯ γl)Lf+1 · (Lf!)M e
¡
−
1+r+r ¯ γl
1+ ¯ γl
y
¢
·
·
Lf! − e−yr
Lf X
k=0
k!
µ
Lf
k
¶
(yr)Lf−k
¸M−2
, (5.44)
and
fY1,λ(y,r|H0) =
(M − 1)y
PNn(H0)
·
y2LfrLf
(1 + ¯ γl)Lf+1 · (Lf!)M
(
e
¡
−
1+r+r ¯ γl
1+ ¯ γl
y
¢
·
·
Lf! − e−yr
Lf X
k=0
k!
µ
Lf
k
¶
(yr)Lf−k
¸M−2
+ (M − 2)e−(r+1)y
·
·
(1 + ¯ γl)Lf+1Lf! − e
¡
−
yr
1+ ¯ γl
¢ Lf X
k=0
(1 + ¯ γl)k+1k!
µ
Lf
k
¶
(yr)Lf−k
¸
·
·
Lf! − e−yr
Lf X
k=0
k!
µ
Lf
k
¶
(yr)Lf−k
¸M−3)
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SC: By contrast, when the SC is employed, the corresponding expressions derived in Appendix
V are
fY1,λ(y,r|H1) =
(M − 1)y
PNn(H1)
·
(Lf + 1)2
1 + γl
e
¡
−
1+r+rγl
1+γl
y
¢·
1 − e
¡
−
y
1+γl
¢¸Lf
,
·[1 − e−yr](Lf+1)(M−2)+Lf (5.46)
and
fY1,λ(y,r|H0) =
(M − 1)y
PNn(H1)
·
(
(Lf + 1)2
1 + γl
e
¡
−
1+r+rγl
1+γl
y
¢·
1 − e
¡
−
y
1+γl
¢¸Lf
·[1 − e−yr](Lf+1)(M−2)+Lf + (M − 2) ·
(Lf + 1)3
2
e(−yr−y)[1 − e−y]Lf
·
·
1 − e
¡
−
yr
1+γl
¢¸2
[1 − e−yr](Lf+1)(M−3)+Lf
)
. (5.47)
3. Codeword Error Probability: Based on the statistics above, the symbol erasure probability, Pe,
and the random symbol error probability, Pt, corresponding to the noise power spectral of Nn,
and the given thresholds of YT and λT, may be expressed as [251]
Pe(Nn,YT,λT) = PNn(H1)
Z YT
0
Z 1
λT
fY1,λ(y,r|H1)drdy
+PNn(H0)
Z YT
0
Z 1
λT
fY1,λ(y,r|H0)drdy, (5.48)
Pt(Nn,YT,λT) = PNn(H0)
·
1 −
Z YT
0
Z 1
λT
fY1,λ(y,r|H0)drdy
¸
. (5.49)
Due to the eﬀect of the PBGI, the symbol erasure probability and the random symbol error
probability after erasure decoding at the destination may be presented as [251]
Pe = (1 − ρ)Pe(N0,YT,λT) + ρPe(N0 + NI/ρ,YT,λT), (5.50)
Pt = (1 − ρ)Pt(N0,YT,λT) + ρPt(N0 + NI/ρ,YT,λT). (5.51)
As a result, the codeword error probability Pw at the destination may be expressed as [11]
Pw =
N X
i=0
N−i X
j=j0(i)
µ
N
i
¶µ
N − i
j
¶
Pi
tPj
e(1 − Pt − Pe)N−i−j, (5.52)
where j0(i) = max{0,N − K + 1 − 2i}.
Subsequently, the symbol error probability Ps after error-and-erasure ReS decoding may be
expressed as [11]
Ps =
1
N
N X
i=0
N−i X
j=j0(i)
(i + j)
µ
N
i
¶µ
N − i
j
¶
Pi
tPj
e(1 − Pt − Pe)N−i−j, (5.53)
and the bit error probability Pb may be approximated as [66]
Pb =
2b−1
M − 1
Ps. (5.54)5.3.1. Reed-Solomon Coded Non-coherent Frequency Shift Keying 189
4. Goodput: Employing Eq. (4.20) in Chapter 4 and Eqs. (19) and (20) of [257], the goodput -
which was deﬁned in Section 4.2.2 - of the ReS coded HARQ using the SFH FSK scheme of
Figs. 5.14-5.16 may be simpliﬁed to
ηg =
k
n
"
1 −
N X
i=0
N−i X
j=j0(i)
µ
N
i
¶µ
N − i
j
¶
Pi
tPj
e(1 − Pt − Pe)N−i−j
#
=
k
n
(1 − Pw). (5.55)
5.3.1.4 Performance of SFH M-ary FSK Aided Reed-Solomon Coded Systems
Based on the expressions of Section 5.3.1.3, we will investigate the performance of the FFH MFSK
ReS coded systems operating in the cooperative network. For all the results below, the channels are
assumed to be Rayleigh ﬂat-faded. The signal power to interference noise ratio is set to 10 dB, while
the portion of the band interfered by the PBGI is set to 0.15. All relays of Fig. 2.29 are assumed to be
at the mid-point of the source-to-destination link. The system parameter are provided in Table 5.5.
Table 5.5: Basic parameters of M-ary FSK aided ReS coded H-ARQ system
Parameters Values
Channel code type ReS(31,20,6)
Modulation type M-ary FSK
Relay type ﬁxed DF
No of relays L=1
Normalized dSRl/dRlD 0.5/0.5
Source’s transmit power ES =
Eb
Grd+1
Relays’ transmit power ERl =
GrdEb
Grd+1
Channel model Rayleigh fading
Maximum number of retransmissions 5
Fig. 5.17 portrays the relay’s codeword error probability at Eb/N0 = 8dB, when utilizing the joint
MO-RTT decoding technique, where the 32-ary FSK modulation and ReS(31,20) code are employed.
According to the ﬁgure, there exists an optimum threshold value of YT or λT, which minimizes the
codeword error probability. Observe that at YT = 0 or λT = 1, the error-and-erasure scheme performs
identically to the error-correction-only decoder, since no erasure insertion is employed. If the threshold
value of YT is too high and simultaneously, the threshold value of λT is too low, the system will perform
worse than the error-correction-only decoder.
The packet forward probabilities versus Eb/N0 at the relay are seen in Fig. 5.18. Three schemes
were considered, namely the uncoded scheme, error-correction-only decoding as well as the error-
and-erasure decoding. Naturally, both FEC decoding schemes outperform the uncoded scheme. As
expected, when the error-and-erasure decoding is employed, a packet has a higher chance of being
forwarded, compared to error-correction-only decoding.
Similar to Fig. 5.17, the codeword decoding error probability at the destination is shown in
Fig. 5.19, when the value of Eb/N0 is 8dB. It may also be seen from the ﬁgure that there is an
optimum threshold value of YT or λT, which minimizes the decoding error probability.5.3.1. Reed-Solomon Coded Non-coherent Frequency Shift Keying 190
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Figure 5.17: Codeword decoding error probability at the relay versus the amplitude threshold, YT and
the ratio threshold, λT for the ReS(31,20) FEC coded system of Figs. 5.14 and 5.15 using ”error-and-
erasure” decoding based on the MO-RTT erasure insertion scheme of Section 5.3.1.2 for transmission
over an uncorrelated Rayleigh ﬂat-fading channel, when using the parameters of ρ = 0.15,M =
32,Eb/N0 = 8dB,Eb/NI = 10dB,ReS(31,20),L = 1,Gsr = Grd = 4Gsd. The remaining parameters
are provided in Table 5.5.
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Error−and−Erasures
Figure 5.18: Packet forwarding probability at the relay for the ReS(31,20) FEC coded system obey-
ing the schematics of Figs. 5.14 and 5.15 using both “error-correction-only” and “error-and-erasure”
decoding based on the MO-RTT erasure insertion scheme of Section 5.3.1.2 for transmission over an
uncorrelated Rayleigh ﬂat-fading channel. The results were evaluated from (5.25) using the param-
eters of ρ = 0.15,M = 32,Eb/NI = 10dB, ReS(31,20),L = 1,Gsr = Grd = 4Gsd. The remaining
parameters are provided in Table 5.5.5.3.1. Reed-Solomon Coded Non-coherent Frequency Shift Keying 191
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Figure 5.19: Codeword decoding error probability at the destination versus the amplitude thresh-
old, YT and the ratio threshold, λT for the ReS(31,20) FEC coded system obeying the schematics
of Figs. 5.14 and 5.16 using ”error-and-erasure” decoding based on the MO-RTT erasure insertion
scheme of Section 5.3.1.2 for transmission over an uncorrelated Rayleigh ﬂat-fading channel. The
results were evaluated from (5.52) using the parameters of ρ = 0.15,M = 32,Eb/N0 = 8dB,Eb/NI =
10dB,ReS(31,20),L = 1,Gsr = Grd = 4Gsd. The remaining parameters are provided in Table 5.5.
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Codeword Error Probability at Destination
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M=32, RS(31,20)
Figure 5.20: Codeword decoding error probability at the destination for the various ReS FEC coded
systems obeying the schematics of Figs. 5.14 and 5.16 using both “error-correction-only” and “error-
and-erasure” decoding based on the MO-RTT erasure insertion scheme of Section 5.3.1.2 for transmis-
sion over an uncorrelated Rayleigh ﬂat-fading channel. The results were evaluated from (5.52) using
the parameters of ρ = 0.15,Eb/NI = 10dB,L = 1,Gsr = Grd = 4Gsd. The remaining parameters are
provided in Table 5.5.5.3.1. Reed-Solomon Coded Non-coherent Frequency Shift Keying 192
Fig. 5.20 compared the performance of the erasure-aided and error-correction-only decoding schemes,
when diﬀerent FSK/ReS schemes are employed. As anticipated, the erasure insertion schemes outper-
form the error-correction-only arrangements. When employing the ReS(31,20) code combined with
32-FSK modulation and a single relay, the error-and-erasure decoding scheme achieved 3dB gain at the
BER of 10−4 over the error-correction-only arrangement. Moreover, the ReS codes constructed over
high order Galois ﬁelds and combined with high-order FSK modulation performed signiﬁcantly better
in the high-Eb/N0 region, namely above 5dB, than those using lower-order Galois ﬁeld combined with
FSK modulation.
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Figure 5.21: Codeword decoding error probability at the destination for the ReS(31,20) FEC coded
systems obeying the schematics of Figs. 5.14 and 5.16 using “error-and-erasure” decoding based on
the MO-RTT erasure insertion scheme combined with the EGC and SC techniques of Section 5.3.1.2
for transmission over an uncorrelated Rayleigh ﬂat-fading channel. The results were evaluated from
(5.52) using the parameters of ρ = 0.15,M = 32,Eb/N0 = 8dB,Eb/NI = 10dB,ReS(31,20),L =
1,Gsr = Grd = 4Gsd. The remaining parameters are provided in Table 5.5.
The system performances of the EGC and SC techniques are compared in Fig. 5.21. According to
the ﬁgure, the EGC schemes exhibit a lower codeword error probability than SC. More particularly,
the EGC scheme may achieve 1.5 dB gain at Eb/N0 of 10−6, compared to the SC scheme, when assisted
by a single relay. Likewise, the resultant gain is 1.0 dB, when there are two assisting relays. This is
because the EGC technique is the optimal diversity combining scheme for non-coherent detection.
The beneﬁcial eﬀect of the number of relays is shown in Fig. 5.22. Observe that below Eb/N0 of 2
dB, the schemes relying on a higher number of relays might in fact perform worse than those relying
on a lower number of relays. This is because the total available power is distributed amongst the
source and the relays for the sake of a fair comparison. As a result, the transmit power of both the
source as well as the relays may become insuﬃcient for their successful decoding and hence, the packet
forward probability at the relay reduced. In other words, the number of relays forwarding data to the
destination is reduced. When the Eb/N0 value increases, more relays forward data to the destination.
Thus, the schemes associated with a higher number of relays perform better than those relying on less5.3.1. Reed-Solomon Coded Non-coherent Frequency Shift Keying 193
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Codeword Error Probability at Destination
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Figure 5.22: Codeword decoding error probability at the destination for the ReS(31,20) FEC coded
systems obeying the schematics of Figs. 5.14 and 5.16 using ”error-and-erasure” decoding based on the
MO-RTT erasure insertion scheme of Section 5.3.1.2 for transmission over an uncorrelated Rayleigh
ﬂat-fading channel, when varying the number of relays. The results were evaluated from (5.52) using
the parameters of ρ = 0.15,M = 32,Eb/N0 = 8dB,Eb/NI = 10dB, ReS(31,20),L = {1,2,3,5},Gsr =
Grd = 4Gsd. The remaining parameters are provided in Table 5.5.
relays. However, the BER gain associated with employing more than two relays gradually becomes
insigniﬁcant upon increasing the number of relays. The attainable performance becomes similar to
that of the co-located MIMO system upon increasing the number of transmit antennas.
The eﬀects of interference are characterized in Fig. 5.23, when the partial-band interference fraction
ρ is varied. As expected, the codeword error probability increases as a function of ρ, i.e when imposing
more interference on the signal’s band. More particularly, at Eb/N0 of 7 dB and Eb/NI of 5 dB, PW
increases from 10−4 to 0.5 upon increasing ρ from 0.1 to 0.9.
Furthermore, we validate the performance of the systems subjected to theoretical analysis in Sec-
tion 5.3.1.3 by computer simulations. The results of Fig. 5.24 showed that there is a slight gap of
approximately 0.5 dB between the analysis and simulations. This can be explained by the fact that
the theoretical analysis employs some simplifying approximations, such as those applied to the p.d.fs
of the detector’s outputs [251,255], which are given in Eqs. (5.28, 5.29, 5.34, 5.35) or to the average
erroneous symbols probability of Eq. (5.30) [66]. Additionally, as seen in Figs. 5.17 and 5.19, the CEP
depends on the values of the thresholds, YT and λT. For a given received SNR, there is an optimum
pair of YT and λT values, which provides the lowest CEP. In the analysis we use the average received
SNR for evaluating the CEP, while in the simulations, a given pair of YT and λT values is used for all
the instantaneous received SNRs, which varied in accordance with the channel coeﬃcients. Therefore,
the simulation results are not perfectly accurate either.
Finally, we compare the performance of the proposed ReS coded scheme using error-and-erasure
decoding to that of other coding schemes, such as the classic convolutional and LDPC codes in
the context of wireless cooperative networks. The Recursive Systematic Covoluational (RSC) code,5.3.1. Reed-Solomon Coded Non-coherent Frequency Shift Keying 194
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Figure 5.23: Codeword decoding error probability at the destination for the ReS(31,20) FEC coded
systems obeying the schematics of Figs. 5.14 and 5.16 using ”error-and-erasure” decoding based on the
MO-RTT erasure insertion scheme of Section 5.3.1.2 for transmission over an uncorrelated Rayleigh
ﬂat-fading channel, when varying the interference fraction ρ. The results were evaluated from (5.52)
using the parameters of M = 32,ReS(31,20),L = {1,2,3,5},Gsr = Grd = 4Gsd. The remaining
parameters are provided in Table 5.5.
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Figure 5.24: Codeword decoding error probability at the destination for the ReS(31,20) FEC coded
systems obeying the schematics of Figs. 5.14 and 5.16 using ”error-and-erasure” decoding based on the
MO-RTT erasure insertion scheme of Section 5.3.1.2 for transmission over an uncorrelated Rayleigh
ﬂat-fading channel. The results were generated both by simulations and from (5.52) using the param-
eters of ρ = 0.15,M = 32,Eb/NI = 10dB,ReS(31,20),L = {1,2,},Gsr = Grd = 4Gsd. The remaining
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Figure 5.25: Codeword decoding error probability at the destination for the RSC(23,33) coded, LDPC
codes and the ReS(31,20) FEC coded systems of Figs. 5.14 and 5.16 using ”error-and-erasure” decoding
based on the MO-RTT erasure insertion scheme of Section 5.3.1.2 for transmission over an uncorrelated
Rayleigh ﬂat-fading channel, when varying the interference fraction ρ. The results were evaluated from
(5.52) using the parameters of M = 32,ReS(31,20),L = {1,2,3,5},Gsr = Grd = 4Gsd. The remaining
parameters are provided in Table 5.5.
RSC(23,33), using the octally represented generator polynomials of 23 and 33 [66] is considered and
a regular LDPC code [37] is employed. For a fair comparison, the same coding rate and the same
packet size are employed for all three coding schemes. For the RSC code and the LDPC code, iterative
detection is employed at the cost of a potentially increased complexity and latency imposed on the
systems. As seen in Fig. 5.25, the LDPC coded scheme outperforms both the ReS coded and the RSC
coded scheme. More particularly, it achieves a power gain of 3 dB compared to the ReS coded scheme
at the CEP of 10−6. By contrast, the RSC coded scheme performs better than the ReS coded scheme
only in the low Eb/N0 region, namely below 7 dB and no ‘turbo cliﬀ’ exists, even when iterative
detection is employed for the RSC scheme. This may be explained by the fact that the iterative
detection aided RSC codes only performs well, when the packet size is long, which is not the case in
the cooperative scenario considered.
5.3.2 Iterative Decoding Aided Non-coherent Frequency Shift Keying
As a further study, the non-coherent FSK is now combined with convolutional coding in order to
carry out iterative detection. The transmitter schematic of the system is the same as that of the ReS
coded HARQ seen in Fig. 5.14, albeit the ReS codec was replaced by the convolutional codec. At
the receiver, the erasure detecting block is removed and replaced by the iterative decoding structure
relying on the convolutional decoder, as shown in Fig. 5.26. The main simulation parameters of the
system under our consideration are provided in Table 5.6.
The performance of the convolutional coded HARQ using FSK modulation in our relay-aided5.4. Distributed Space-Time Coding Aided H-ARQ 197
Table 5.6: Basic parameters of FSK aided convolutional coded H-ARQ system obeying schematics of
Figs. 5.14 and 5.26, where the RSC code substitutes the ReS code of Table 5.5. Both the AF and DF
relaying schemes were invoked.
Parameters Values
Information/encoded bits 500/1000
Channel code type RSC(5,7)
Modulation type 4-ary FSK
Relay type ﬁxed
No of relays L=1
Normalized dSRl/dRlD 0.7/0.3 for AF
0.3/0.7 for DF
Source’s transmit power ES = Eb
Grd+1
Relays’ transmit power ERl = GrdEb
Grd+1
Channel model Rayleigh fading
Maximum number of retransmissions 5
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Figure 5.28: The average number of retransmissions of convolutional coded FSK aided HARQ in
AF and DF relaying assisted networks. The receiver schematic is illustrated in Fig. 5.26 and system
parameters are provided in Table 5.6.5.4.1. Distributed Diﬀerential Space-Time Block Coding 198
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Figure 5.29: The eﬀective throughput of convolutional coded FSK aided HARQ in AF and DF relaying
assisted networks. The receiver schematic is illustrated in Fig. 5.26 and system parameters are provided
in Table 5.6.
have a low-complexity implementation, when the number of relays increases, orthogonal subchannels
have to be created for the relay node’s transmissions. These orthogonal relaying subchannels may be
created by employing TD, FD or SD subchannels with the aid of TDMA, FDMA, CDMA, SDMA.
However, regardless of the speciﬁc choice of TD, FD or SD, this results in a reduction of the sys-
tem’s spectral eﬃciency. A popular solution is constituted by the so-called distributed space-time
coding (DSTC) philosophy [107,136], where the relays are permitted to simultaneously transmit over
the same channel by emulating a classic space-time code.
In order to achieve the classic MIMO-aided diversity gain in cooperative networks, the schemes
proposed in [233,234] rely on single-antenna-aided mobiles sharing their antennas in a cooperative
fashion. Hence, they rely on two-slot transmissions, invoking the ﬁrst slot for the source-to-relay
transmissions and the second slot for the relay-to-destination transmissions. As a result, a throughput-
loss is inevitable. When the ARQ protocol is employed, the throughput loss is further increased.
In order to mitigate this drawback, in this section we propose a novel system design based on a
combination of DSTBC codes [41] and cooperative HARQ. Furthermore, non-coherent detection is also
invoked, in order to reduce the system complexity imposed by the requirement of channel estimation
at both the relays as well as at the destination. This proposal allows us to achieve an improved BER
as well as throughput.
5.4.1 Distributed Diﬀerential Space-Time Block Coding
5.4.1.1 Conventional Distributed DSTBC Aided H-ARQ
The transmission process of the conventional distributed DSTBC aided H-ARQ is illustrated in
Fig. 5.30, which will be further detailed with the aid of Figs. 5.31-5.33. During the ﬁrst trans-
mission, the source’s data packets are encoded by the RSC and URC encoders of Fig. 5.32(a), where5.4.1. Distributed Diﬀerential Space-Time Block Coding 199
STBC is omitted during the ﬁrst transmission. Then they are modulated and transmitted to both the
relay and to the destination stations, where both the relay and the destination will decode the packet
received. If the packet is correctly decoded at the destination, a positive acknowledgement (ACK) is
fed back to the source to ask for a new packet. Otherwise, a negative ACK is returned to request
a retransmission. When a retransmission is required, the source and the (N − 1) relays will carry
out DSTBC encoding and then, each node will transmit one column of the N-column encoded data
matrix as the distributed DSTBC scheme of [234]. The structures of the source’s transmitter and the
relay’s transceiver are provided in Fig. 5.32(a) and Fig. Fig. 5.32(b), while the signal combination
and decoding process at the destination’s receiver is detailed in Fig. 5.32(c).
DS SS
RS
RS
DS SS
RS
RS
a. 1
st transmission  b. retransmission 
Figure 5.30: Conventional distributed DSTBC aided H-ARQ employing three distributed antennas.
In the 1st phase, the SS broadcasts both to the RS and to the DS, while in the 2nd phase the dis-
tributed DSTBC codeword is transmitted to DS, for example using the three-antenna based orthogonal
STBC (DG3) scheme of [41].
5.4.1.2 Enhanced distributed DSTBC Aided H-ARQ
In contrast to the conventional distributed DSTBC HARQ scheme of Fig. 5.30, the data packets are
encoded by the channel encoder and transmitted by the modulator with the aid of DSTBC encoding,
as detailed in Fig. 5.33. Speciﬁcally, observe in the ﬁgure that the ﬁrst column of the N-column
encoded data matrix is transmitted to both the relays’ and to the destination’s receivers. If a negative
ACK is received, the source will send the second column of the DSTBC encoded data matrix, while
the (N − 2) relays will forward the remaining (N − 2) columns of the matrix to the destination,
as shown in Fig. 5.31. For instance, when using the DSTBC scheme of Fig. 5.33 relying on three
transmit antennas (N = 3), the source will transmit the ﬁrst column during its ﬁrst transmission.
During the retransmission session, the source continues by transmitting the second column, while the
relay transmits the third column of the DSTBC encoded matrix, as illustrated in Fig. 5.33.
At the destination’s receiver, the signals are combined, as shown in Fig. 5.32(d). Our novel design
may be summarized as follows:
• The signal received after the ﬁrst transmission is combined with the retransmitted signal before
its decoding in order to create the full DSTBC signal for the second decoding process.
• The received signal corresponding to the ﬁrst transmission is decoded and then fed into the RSC
decoder during the retransmitted information’s decoding process. This arrangement allows the
RSC to receive more reliable extrinsic information during the retransmission phase.
• As described above the ﬁrst column of the N-column encoded matrix is transmitted during the
ﬁrst transmission phase, while the remaining (N −1) columns of the N-column encoded matrix5.4.1. Distributed Diﬀerential Space-Time Block Coding 200
DS SS
RS
DS SS
RS
a. 1
st transmission  b. retransmission 
Figure 5.31: Enhanced distributed DSTBC aided H-ARQ employing three distributed antennas: In
the 1st phase, the SS broadcasts the ﬁrst column of the DG3 distributed DSTBC to both the RS
and to the DS, while in the 2nd phase the two remaining columns of the DG3 distributed DSTBC
codeword are transmitted to the DS.
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(c) Destination’s Receiver for Conventional DSTBC HARQ
(d) Destination’s Receiver for Novel DSTBC HARQ
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Table 5.7: Basic parameters of distributed DSTBC aided H-ARQ schemes
Scheme A Scheme B-1 Scheme C-1 Scheme B-2 Scheme C-2
Inf./Enc. bits 500/1000 500/1000 500/1000 500/1000 500/1000
Channel code RSC (5,7) RSC (5,7) RSC (5,7) RSC (5,7) RSC (5,7)
Modulation DBPSK BPSK BPSK BPSK BPSK
Space-Time code N/A DSTBC-DG3 DSTBC-DG3 DSTBC-DG4 DSTBC-DG4
Demodulation MSDD - 3 MSDD - 3 MSDD - 3 MSDD - 3 MSDD - 3
Detection type Iterative det. Iterative det. Iterative det. Iterative det. Iterative det.
Relay type N/A DF DF DF DF
No of relays aided N/A 2 1 3 2
dRD/dSD N/A 1.0/1.0 1.0/1.0 1.0/1.0 1.0/1.0
Source-Relay Tx N/A Equal Equal Equal Equal
power allocation
Channel model correlated correlated correlated correlated correlated
Rayleigh fad. Rayleigh fad. Rayleigh fad. Rayleigh fad. Rayleigh fad.
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Figure 5.34: BER and FER performance of the direct transmission H-ARQ and of the distributed
DSTBC aided H-ARQ schemes. The transceiver schematics employing distributed DSTBC are shown
in Fig. 5.32 and system parameters are detailed in Table 5.7.5.5. Chapter Summary 203
below 3 dB.
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Figure 5.35: The eﬀective throughput of the direct transmission H-ARQ and of the distributed DSTBC
aided H-ARQ schemes. The transceiver schematics employing distributed DSTBC are shown in
Fig. 5.32 and system parameters are detailed in Table 5.7.
5.5 Chapter Summary
In this chapter we investigated the performance of diverse non-coherent detection aided H-ARQ sys-
tems in the context of wireless relaying network, which operated without any channel knowledge. First,
the popular DPSK aided H-ARQ scheme was studied. Section 5.2.1.1 characterized the performance of
the DBPSK aided ReS coded H-ARQ scheme employing SSDD, when an assisting relay was employed.
The results of Fig. 5.3 showed that as a beneﬁt of the relay station’s assistance, the system’s BER
performance was improved, while the number of retransmissions was reduced. Accordingly, observe
in Fig. 5.5 the overall system’s throughput was increased. The system was then further extended by
employing MSDD in Section 5.2.1.2. The performance trends quantiﬁed in terms of BER, the number
of retransmissions as well as the system’s throughput were characterized in Figs. 5.6-5.8, when MSDD
and a relaying station were employed. Observe from Fig. 5.6 that the MSDD allows the transmit
power to be reduced by approximately 10 dB compared to conventional SSDD, without degrading the
system’s BER performance. A brief comparison between the two above-mentioned systems is provided
in Table 5.8.
In contrast to the DPSK aided H-ARQ employing hard demodulation in Section 5.2.1, the DPSK
aided H-ARQ employing soft demodulation and iterative decoding for cooperative communications was
presented in Section 5.2.2. The performance results of Fig. 5.10 demonstrated that in the context of
the convolutional coded HARQ scheme of Fig. 5.9 using the parameters of Table 5.3 for the AF aided
cooperative HARQ scheme may achieve a higher throughput than its DF cooperative counterpart,
despite its higher BER. Furthermore, our comparison between the perfect- and imperfect-PSA as
well as non-coherent detection schemes was presented in Section 5.2.3. According to Fig. 5.11 and
Fig. 5.12, when the Doppler frequency increases, the performance discrepancy between the perfect-5.5. Chapter Summary 204
Table 5.8: Performance comparison of SSDD and MSDD detection aided HARQ employing ReS
coding, obeying the schematics of Fig. 5.2 where the system parameters are detailed in Table 5.2 and
the corresponding performance results are shown in Figs. 5.3-5.8.
fD = 0.001
Detection scheme SSDD MSDD
Relaying type no AF DF no AF DF
Eb/N0 required ≥ 13.0 dB ≥ 13.0 dB ≥ 13.0 dB ≥ 8.0 dB ≥ 4.0 dB ≥ 2.0 dB
Throughput achieved ' 0.22 ' 0.18 ' 0.18 ' 0.30 ' 0.22 ' 0.22
at BER = 10−5
Eb/N0 required at À 20.0 dB À 20.0 dB À 20.0 dB À 20.0 dB 20.0 dB 20.0 dB
Maximum throughput 0.875 0.875 0.875 0.875 0.875 0.875
fD = 0.030
Detection scheme SSDD MSDD
Relaying type no AF DF no AF DF
Eb/N0 required ≥ 12.50 dB ≥ 12.0 dB ≥ 10.1 dB ≥ 4.8 dB ≥ 2.0 dB ≥ 0.5 dB
Throughput achieved ' 0.13 ' 0.14 ' 0.15 ' 0.17 ' 0.17 ' 0.17
at BER = 10−5
Eb/N0 required at À 20.0 dB À 20.0 dB À 20.0 dB À 20.0 dB 22.0 dB 17.0 dB
Maximum throughput 0.875 0.875 0.875 0.875 0.875 0.875
PAS-based-coherent detection schemes and the imperfect-PSA-based-coherent schemes as well as the
non-coherent arrangement also increases. Encountering rapidly fading channels makes the degradation
of the system’s performance more severe, as observed in Fig. 5.12. Moreover, it was found in Fig. 5.11
and Fig. 5.12 that in the slow fading scenario of fD = 0.001, the imperfect-PSA-based-coherent
detector may achieve a better performance than the diﬀerential non-coherent ones in terms of both
the BER and the throughput attained. When the Doppler fading frequency is moderate, say fD = 0.01,
the performance of the two detection schemes was found comparable in Fig. 5.11 and Fig. 5.12. By
contrast, in the fast fading scenario of fD = 0.1, the imperfect-PSA-based-detection scheme only
performs better than the diﬀerential ones in the low Eb/N0 region, while it is inferior in the high Eb/N0
region of Fig. 5.12, because a high pilot overhead is required. A brief summary of the comparison
among the pilot-assisted perfect-, imperfect- and diﬀerential non-coherent detectors is provided in
Table 5.9.
In Section 5.3, the non-coherent HARQ based M-FSK scheme of Figs. 5.14-5.16 was investigated.
In order to exploit the M-FSK scheme’s capability of detecting erased symbols, an ReS-coded system
using error-and-erasure decoding was proposed in Section 5.3.1. The corresponding mathematical
expressions were derived in Section 5.3.1.3 in order to quantify the attainable performance of the
proposed system. The results of Fig. 5.20 showed that the error-and-erasure ReS decoding scheme
outperforms the error-correction-only ReS decoding arrangement. More particularly, the ReS(31,20)
coded system combined with 32-FSK modulation employing error-and-erasure decoding may achieve
an Eb/N0 gain of approximately 3dB at a CEP Pw of 10−4, compared to the same system using error-
correction-only decoding. Moreover, we have compared the achievable performance of the system,5.5. Chapter Summary 205
when employing both the EGC and the SC techniques at the receiver. It was found in Fig. 5.21 that
the EGC scheme assisted by one or two relays, is capable of achieving an Eb/N0 gain of 1.5 dB or
1.0 dB, respectively, at Pw of 10−6, compared to the SC scheme. Additionally, we demonstrated in
Fig. 5.25 that the performance of the proposed ReS coded scheme is inferior to that of the LDPC codes
considered, but it is capable of outperforming convolutional codes, when short packet transmissions
are considered. Furthermore, non-coherent FSK aided HARQ was considered in Section 5.3.2. For
the convolutional coded H-ARQ arrangement detailed in Table 5.6, the relaying scheme may achieve
a gain of 3 dB in terms of transmit power without degrading the system’s performance.
Finally, the novel distributed DSTBC scheme of Fig. 5.31 was proposed for a cooperative HARQ-
aided system in Section 5.4. In contrast to the conventional distributed DSTBC, the proposed solution
not only improved the system’s performance, but also reduced the number of relays required by one.
More particularly, as shown in Fig. 5.34, the proposed distributed DSTBC scheme achieved a gain of
3 dB and 5 dB in terms of the transmit power at the BER of 10−5, compared to the conventional
distributed DSTBC, when the DG3 and DG4 DSTBCs are employed, respectively. Consequently, the
attainable throughput is signiﬁcantly increased in the Eb/N0 region below 6 dB, as seen in Fig. 5.35.5.5. Chapter Summary 206
T
a
b
l
e
5
.
9
:
P
e
r
f
o
r
m
a
n
c
e
c
o
m
p
a
r
i
s
o
n
o
f
p
e
r
f
e
c
t
-
,
i
m
p
e
r
f
e
c
t
-
a
n
d
n
o
n
-
c
o
h
e
r
e
n
t
d
e
t
e
c
t
i
o
n
s
c
h
e
m
e
s
,
w
h
e
r
e
s
y
s
t
e
m
p
a
r
a
m
e
t
e
r
s
a
r
e
d
e
t
a
i
l
e
d
i
n
T
a
b
l
e
5
.
4
a
n
d
p
l
o
t
s
a
r
e
s
h
o
w
n
i
n
F
i
g
.
5
.
1
1
a
n
d
F
i
g
.
5
.
1
2
.
f
D
=
0
.
0
0
1
f
D
=
0
.
0
1
f
D
=
0
.
1
D
e
t
e
c
t
i
o
n
s
c
h
e
m
e
P
e
r
f
e
c
t
-
I
m
p
e
r
f
e
c
t
-
N
o
n
-
P
e
r
f
e
c
t
-
I
m
p
e
r
f
e
c
t
-
N
o
n
-
P
e
r
f
e
c
t
-
I
m
p
e
r
f
e
c
t
-
N
o
n
-
C
o
h
e
r
e
n
t
C
o
h
e
r
e
n
t
C
o
h
e
r
e
n
t
C
o
h
e
r
e
n
t
C
o
h
e
r
e
n
t
C
o
h
e
r
e
n
t
C
o
h
e
r
e
n
t
C
o
h
e
r
e
n
t
C
o
h
e
r
e
n
t
D
e
t
e
c
t
i
o
n
t
y
p
e
p
e
r
f
e
c
t
i
m
p
e
r
f
e
c
t
d
i
ﬀ
e
r
e
n
t
i
a
l
p
e
r
f
e
c
t
i
m
p
e
r
f
e
c
t
d
i
ﬀ
e
r
e
n
t
i
a
l
p
e
r
f
e
c
t
i
m
p
e
r
f
e
c
t
d
i
ﬀ
e
r
e
n
t
i
a
l
C
S
I
C
S
I
C
S
I
C
S
I
C
S
I
C
S
I
E
b
/
N
0
r
e
q
u
i
r
e
d
≥
3
.
0
d
B
≥
4
.
0
d
B
≥
5
.
6
d
B
≥
2
.
2
d
B
≥
5
.
1
d
B
≥
5
.
2
d
B
≥
2
.
1
d
B
≥
5
.
4
d
B
≥
6
.
9
d
B
T
h
r
o
u
g
h
p
u
t
a
c
h
i
e
v
e
d
'
0
.
3
1
'
0
.
2
7
'
0
.
3
0
'
0
.
3
1
'
0
.
3
8
'
0
.
2
0
'
0
.
2
3
'
0
.
2
7
'
0
.
2
5
a
t
B
E
R
=
1
0
−
6
E
b
/
N
0
r
e
q
u
i
r
e
d
≥
3
.
0
d
B
≥
4
.
0
d
B
≥
5
.
3
d
B
≥
1
.
8
d
B
≥
5
.
1
d
B
≥
5
.
1
d
B
≥
2
.
1
d
B
≥
5
.
5
d
B
≥
6
.
9
d
B
T
h
r
o
u
g
h
p
u
t
a
c
h
i
e
v
e
d
'
0
.
3
1
'
0
.
2
7
'
0
.
2
7
'
0
.
2
9
'
0
.
3
8
'
0
.
2
0
'
0
.
2
3
'
0
.
2
7
'
0
.
2
5
a
t
F
E
R
=
1
0
−
3
E
b
/
N
0
r
e
q
u
i
r
e
d
a
t
≥
9
.
0
d
B
≥
1
0
.
0
d
B
≥
1
4
.
0
d
B
≥
7
.
0
d
B
≥
1
0
.
0
d
B
≥
1
0
.
0
d
B
≥
6
.
0
d
B
≥
8
.
0
d
B
≥
1
2
.
0
d
B
M
a
x
i
m
u
m
t
h
r
o
u
g
h
p
u
t
'
0
.
4
9
9
'
0
.
4
9
9
0
.
5
0
0
'
0
.
4
9
0
'
0
.
4
9
0
0
.
5
0
0
'
0
.
4
1
7
'
0
.
4
1
7
0
.
55.5. Chapter Summary 207
Appendix V
In this appendix we drive the joint conditional p.d.fs of Y1 and λ = Y2/Y1 in the context of the MO-
RTT, when the relay-aided SFH-MFSK system operates in non-dispersive Rayleigh fading channels.
According to [251], the joint conditional p.d.fs fY1,λ(y,r|H1) and fY1,λ(y,r|H0) associated with the
MO-RTT based erasure insertion scheme may be expressed as
fY1,λ(y,r|H1) =
(M − 1)y
PNn(H1)
fU1(y)fUm(yr)
·Z yr
0
fUj(x)dx
¸M−2
,
0 ≤ y < ∞,0 ≤ r ≤ 1 (5.57)
and
fY1,λ(y,r|H0) =
(M − 1)y
PNn(H0)
(
fUm(y)fU1(yr)
·Z yr
0
fUj(x)dx
¸M−2
+(M − 2)fUm(y)fUj(yr)
·Z yr
0
fU1(x)dx
¸
·
·Z yr
0
fUk(x)dx
¸M−3)
, 0 ≤ y < ∞,0 ≤ r ≤ 1, (5.58)
where fU1(y) presents the p.d.f of (5.28) and (5.34), while, fUm(y), fUj(y) and fUk(y) represent the
p.d.f of (5.29) and (5.35).
Equal Gain Combining:
Substituting (5.28) and (5.29) into Eqs. (5.57) and (5.58) above and employing the function (2.321.2)
of [260], we have
fY1,λ(y,r|H1) =
(M − 1)y
PNn(H1)
·
y2LfrLf
(1 + ¯ γl)Lf+1 · (Lf!)2e
¡
−
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y
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0
xLf
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e−xdx
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y2LfrLf
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¡
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y
¢
·
·
Lf! − e−yr
Lf X
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µ
Lf
k
¶
(yr)Lf−k
¸M−2
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and
fY1,λ(y,r|H0) =
(M − 1)y
PNn(H0)
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y2LfrLf
(1 + ¯ γl)Lf+1 · (Lf!)2e
¡
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0
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. (5.60)
Selection Combining:
Substituting (5.34) and (5.35) into Eqs. (5.57) and (5.58), we have
fY1,λ(y,r|H1) =
(M − 1)y
PNn(H1)
·
Lf + 1
1 + γl
e
¡
−
y
1+γl
¢·
1 − e
¡
−
y
1+γl
¢¸Lf
(Lf + 1)e(−yr)[1 − e(−yr)]Lf
·
·Z yr
0
(Lf + 1)e−x(1 − e−x)Lfdx
¸M−2
(5.61)
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Conclusions and Future Research
In this concluding chapter, a summary of the thesis and the main ﬁndings of our investigations will
be presented. This will be followed by a number of research topics for potential future studies.
6.1 Summary and Conclusions
In this treatise, we have investigated the family of H-ARQ systems in the context of cooperative wire-
less communications. More particularly, diverse MIMO techniques were combined with cooperative
H-ARQ protocols, where various detection schemes were compared, namely both perfect- and real-
istic imperfect-coherent detection as well as non-coherent detection were investigated, as outlined in
Fig. 1.5.
• Chapter 1:
Chapter 1 provided a rudimentary overview of wireless communication systems and of the classic
H-ARQ protocol. More particularly, we described the operation of typical wireless systems and
then various wireless channel models were discussed in Section 1.1.1, followed by the historic
development of commercial wireless systems in Section 1.1.2, which were summarized in Fig. 1.8.
A brief introduction to classic co-located MIMO techniques was oﬀered in Section 1.1.3.1, while
MIMO-aided cooperative communications was introduced in Section 1.1.3.2. Furthermore, Sec-
tion 1.2.1 described the ARQ protocol and its common types, namely the Stop-and-wait ARQ,
Go-Back-N ARQ and Selective Repeat ARQ. The H-ARQ protocol, where the ARQ is combined
with channel codes was introduced in Section 1.2.2. Finally, the thesis’ organization, which was
outlined in Fig. 1.5, and the main investigations were highlighted in Section 1.3.
• Chapter 2:
Chapter 2 further detailed the co-located as well as distributed MIMO techniques. In Sec-
tion 2.2.1.1 receive diversity techniques, namely MRC, EGC, SC and SwC were described, while
the class of transmit diversity techniques employing space-time codes, such as STBC and STTC
were reviewed in Section 2.2.1.2. In contrast to the spatial transmit and receive diversity tech-
niques, multiplexing schemes, such as the HLST and VLST arrangements were detailed in Sec-
tion 2.2.2. The trade-oﬀs between the achievable diversity gain of the spatial diversity schemes
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and the multiplexing gain of the multiplexing schemes were detailed in Section 2.2.3, leading to
the introduction of LDC codes.
In order to conceive more ﬂexible MIMO designs, we proposed the novel STFSK concept, where
the signals are spread in the three domains, namely the TD, FD and SD. The STFSK system
concept was detailed in Section 2.2.4.3. Furthermore, the soft-output STFSK demodulator was
proposed in Section 2.2.4.4 for iterative detection, which was investigated by EXIT charts in
Section 2.2.4.5. Since the STFSK schemes spread the transmit signal across three domains, their
normalized throughput was quantiﬁed in Section 2.2.4.6. Additionally, the decoding complexity
of both hard-decision and soft-decision aided STFSK schemes was studied in Section 2.2.4.7.
Finally, the system parameters were detailed in Section 2.2.4.8 based on the aspects considered
in the previous sections. The STFSK schemes’ features were summarized in Table 2.6, while
their relationship to other MIMO techniques is outlined here in Fig. 6.1.
MIMO
Diversity 
Coding
Spatial 
Multiplexing
Beamforming
Tradeoff
STFSK STBC, STTC
STSK SFSK
LDC
HLST VLST
DLST TLST
Figure 6.1: MIMO techniques.
The performance of the STFSK schemes is studied in Section 2.2.4.9 in single-user interference-
limited environments, both for frequency-ﬂat Rayleigh fading channels as well as for frequency-
selective fading channels, using the COST-207 and the ITU channel models of Chapter 1. The
results of Figs. 2.17-2.19 demonstrated that STFSK oﬀered a better performance than the STSK,
the SFSK as well as the LDC schemes, regardless whether the channel was frequency-selective
or frequency-ﬂat. Moreover, an iterative detection aided the soft-output STFSK was conceived.
The results of Fig. 2.20 showed that an Eb/N0 gain of 3 dB is achieved at the BER of 10−4,
when the number of iterations between the soft STFSK demapper and the RSC decoder was
increased from one to ﬁve. Fig. 2.22 also demonstrated that at a ﬁxed number of bits per symbol,
using an increased number of frequencies K results in an improved BER performance. Naturally,
this improvement is achieved at the cost of a throughput loss due to increasing the bandwidth
occupied.
Furthermore, the STFSK schemes is also investigated in terms of its ASE, when it is com-
bined with the SFHMA system of Section 2.2.4.9 for operating in a multi-user and multi-cell
environment. The results of Table 2.13 showed that the proposed system may double the at-
tainable ASE compared to GMSK aided SFHMA, when the ReS(8,4) channel code is employed
for transmission over the 6-tap COST-207 rural area channel model associated with Rayleigh
fading and AWGN. Additionally, the soft-decision RSC(23,33) coded STFSK aided SFHMA of6.1. Summary and Conclusions 211
Table 6.1: Summary of STFSK schemes
Aspects Figure, Table Remarks
& Equation
System design Figs. 2.9-2.11;
Table 2.2
Each STFSK scheme relies on the parameters (nT,nR,T,Q,L,K),
which are deﬁned as follows:
• The values (nT,nR,T,Q) describe an LDC scheme, where nT
transmit antennas and nR receive antennas are employed to trans-
mit Q symbols spread across T timeslots;
• The value of L speciﬁes L-PSK/QAM modem conveying log2(L)
bits;
• The value K speciﬁes K-FSK component representing log2(K)
bits.
For L = 1, STFSK becomes STSK [53]. By contrast, when K = 1,
STFSK becomes SFSK [261].
Soft STFSK
demodulator
& EXIT chart
Figs. 2.12-2.15;
Eqs.2.38-2.48;
Table 2.3
• Increasing the number of FSK frequencies, K, may increase the
extrinsic information at the cost of extending the bandwidth used.
• Increasing the number of dispersion matrices, Q, reduces the
extrinsic information, when the same number of frequencies, K,
is employed.
Throughput Eqs. 2.50-2.51,
Table 2.4
• As the value of K or T increases, the throughput of the system
linearly decreases.
• By contrast, the throughput is increased relatively slowly,
namely as a function of log2(K·L·Q) with the product (K·L·Q).
Decoding
complexity
Fig. 2.16;
Eqs. 2.52-2.73;
Tables 2.4-2.5
• For hard-decisions, the complexity of the decoder is reduced,
when the number of frequencies, K, is increased.
• For a given value of K and for a given value of the product QL,
all possible combinations of Q and L exhibit the same decoding
complexity when hard-decision is employed.
• In case of hard-decision, the complexity of a STFSK scheme
increases upon increasing the normalized throughput.
• The complexity of a soft-decision STFSK demodulator depends
only on the product of Q×L×K, rather than on each individual
parameter Q, L and K.
Parameter se-
lection
• The values of K = {2,4} constitute reasonable choices in order
to mitigate the eﬀects of frequency-selective fading, while main-
taining a high throughput.
• The number of transmit antennas employed should obey nT ≤ T,
since no further capacity gain may be achieved for nT > T.
• To maintain orthogonality, the frequency between the adjacent
signalling tones of the FSK modulator has to be separated by at
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Section 2.2.4.9 may approach the maximum achievable ASE in various frequency reuse cluster
sizes, as seen in Table 2.13. For further study, the STFSK system’s ASE was compared to that
of the soft-decision assisted RSC coded GMSK aided TD/FDMA regime. As demonstrated in
Fig. 2.28 and Table 2.14, the soft-decision RSC(23,33) coded STFSK aided SFHMA system is
capable of outperforming the RSC(23,33) coded GMSK aided TD/FDMA as well as WCDMA
in terms of its ASE. Despite this signiﬁcant improvement, the ASE of the STFSK aided SFHMA
remains only 60 % of that of the more complex LTE system, when the same RSC(23,33) channel
code and a system bandwidth of 5 MHz are employed.
As a conceptual extension of the class of co-located MIMO techniques, the family of wireless
MIMO systems relying on the distributed antenna elements of the single-antenna mobiles was
introduced in Section 2.3 in the context of wireless cooperative communications. The system
model and the various popular cooperation types, such as the AF, DF and CF were described
in Section 2.3.2. They were followed by a discussion of the associated relaying protocols in Sec-
tion 2.3.3, including traditional relaying, successive relaying, network coding aided three-phase
relaying as well as two-phase relaying. The performance results provided in Figs. 2.36-2.39 of
Section 2.3.4 demonstrated that cooperative communication exhibits a number of beneﬁts over
conventional direct communications. More particularly, in order to achieve a good performance,
the relay station should be close to the source for avoiding DF-relaying-induced error propaga-
tion, when the DF relaying protocol is employed. By contrast, in AF relaying the relay station
is less prone to error propagation, even when it roams close to the destination. Furthermore,
the results of Fig. 2.39 suggested that the DSTC of Section 2.3.4.2 should be employed in order
to avoid wasting network resources, such as time slots and/or frequencies occupied for the sake
of improving the achievable performance.
• Chapter 3:
In Chapter 3 we focused our attention on coherent detection, exploiting the idealized simpli-
fying assumption that perfect CSI was available at the receiver for H-ARQ aided cooperative
communications. We commenced in Section 3.2 by investigating the attainable performance
of cooperative ARQ in both correlated and uncorrelated fading channels, where a novel relay-
switching regime was proposed for mitigating the detrimental eﬀects of correlated fading without
unduly increasing the system’s complexity and delay. More particularly, the system model and
its rationale were introduced in Sections 3.2.1-3.2.3. They were followed by our capacity deriva-
tion, where the relay-switching aided ARQ outperformed the single-relay aided ARQ in term
of its achievable capacity. The performance of relay-switching aided ARQ was characterized in
Section 3.2.5. According to the results of Figs. 3.5-3.8, the proposed relay-switching scheme
improved both the system’s BER and FER performance, and additionally, it reduced the num-
ber of retransmissions. Hence, our solution reduced the transmit power, delay as well as the
interference it inﬂicted. Furthermore, in Section 3.3 a novel relay-switching regime was pro-
posed, which was intrinsically amalgamated with turbo coded H-ARQ schemes for the sake of
achieving further improvements. The TC-HARQ concept using Chase combing, IR and SSR was
described in Section 3.3.1, while its performance characterization followed in Section 3.3.2. As
seen in Figs. 3.10-3.15, the relay-aided schemes signiﬁcantly improved the system’s performance
in terms of all metrics considered, namely the BER, the FER, the number of retransmissions6.1. Summary and Conclusions 213
as well as the achievable throughput. The results of Figs. 3.10, 3.11, 3.14, 3.15 also showed
that the TC-HARQ schemes employing both the IR and the SSR techniques may outperform
the TC-HARQ using Chase combining. Our related comparisons are further summarised in
Table 6.2.
Table 6.2: Summary of relay-switching aided TC-HARQ.
TC-HARQ schemes Parameters BER FER Throughput
Comparison between CC and IR Table 3.3 Fig. 3.10(a) Fig. 3.10(b) Fig. 3.15(b)
Comparison between CC and SSR Table 3.4 Fig. 3.14(a) Fig. 3.14(b) Fig. 3.15(b)
Inspired by the beneﬁts of rateless codes [170], which are capable of adapting to time-variant
channel conditions without requiring channel knowledge at the transmitter, in Section 3.4.1 we
conceived a novel system based on the concatenation of SLT codes and 16-QAM, where the de-
coder and the demodulator iteratively exchange extrinsic information. The SLT codes [40] were
brieﬂy reviewed in Section 3.4.1.1, while their degree distributions, which play an important role
in predetermining their performance were characterized in Section 3.4.1.2. The ID-SLT coded
16-QAM aided H-ARQ design of SLT codes and 16-QAM was detailed in Section 3.4.1.3, followed
by the proposal of an actively-cooperative ID-SLT H-ARQ scheme employing IR in Section 3.4.2.
The achievable capacity and transmit power equations were formulated in Section 3.4.3 for a
convenient comparison between the proposed passively- and actively-cooperative schemes. Our
comparisons showed that the actively-cooperative scheme improves the achievable throughput
despite reducing the total transmit power, hence also reducing the interference imposed by it.
The performance of the ID-SLT coded 16-QAM aided H-ARQ arrangement was evaluated in Sec-
tion 3.4.4. More particularly, the simulation results of Figs. 3.23-3.26 showed that when AF and
DF relayings were combined with the proposed SLT coded 16-QAM scheme, the system achieved
a gain of about 2.5 dB and 6 dB, respectively, at the BER of 10−5, compared to the non-iterative
detection scheme operating without the relay’s assistance. Moreover, we found from Fig. 3.28
that the AF relaying aided SLT coded 16-QAM scheme beneﬁts more substantially, when the
relay station is roaming close to the source. By contrast, the DF relaying aided scheme achieves
its best performance near the mid-point, as seen in Fig. 3.28. Observe in Fig. 3.31 and 3.32
that the actively cooperative ARQ protocol of 3.21(b) combined with SLT coding reduced the
number of IR transmissions by approximately 30%, while the total transmit power was reduced
by about 5% in the Eb/N0 region between 2 dB and 4 dB.
• Chapter 4:
Chapter 3 investigated the class of coherent detection aided cooperative H-ARQ schemes, where
the CSI was assumed to be perfectly known at the receiver. Naturally, this idealized simpli-
fying assumption is unrealistic. A large number of researchers have considered the impact of
imperfect CSI [191–198], but none of them studied it in the context of H-ARQ. Therefore, in
Section 4.2 of Chapter 4, we proposed a framework for investigating the impact of imperfect
CSI on the performance of ReS coded H-ARQ systems. Our system model was presented in
Section 4.2.1, while the APER and the goodput metrics employed for evaluating the attainable
performance of H-ARQ systems in the context of imperfect CSI were deﬁned in Section 4.2.2.6.1. Summary and Conclusions 214
Table 6.3: Summary of the factors aﬀecting the performance of imperfect ReS/H-ARQ in the context
of cooperative networks.
Eﬀect Type BEP Goodput
Doppler frequency
AF Fig. 4.11 Fig. 4.12
DF Fig. 4.13 Fig. 4.14
Pilot oversampling factor
AF Fig. 4.15 Fig. 4.18
DF Fig. 4.19 Fig. 4.21
Number of relays
AF Fig. 4.22 Fig. 4.23
DF Fig. 4.24 Fig. 4.25
Relay positions
AF Fig. 4.26 Fig. 4.27
DF Fig. 4.28 Fig. 4.29
Source-relay power location AF Fig. 4.30 Fig. 4.32
Frame length AF Fig. 4.33
Code rate AF Fig. 4.34 Fig. 4.35
The redeﬁnitions were followed by the derivation of mathematical expressions for characterising
the eﬀects of imperfect CSI on the system’s APER and on the goodput in Section 4.2.3.1. Based
on these expressions, an optimized pilot-versus-data power-allocation scheme was proposed in
Section 4.2.3.2. The analysis was veriﬁed by the simulation results of Section 4.2.4, which showed
that the results showed that for a speciﬁc Eb/N0 value, there is an optimized code rate, which
maximizes the achievable goodput. The optimized power allocation allows the system to signif-
icantly reduce the total transmit power without degrading the APER as well as the achievable
goodput.
The impact of imperfect CSI was further analysed then in the scenario of the cooperative wireless
communications in Section 4.3. Again, the system model was presented in Section 4.3.1, while the
analysis of both AF and DF relaying was provided in Section 4.3.2. The associated performance
results were provided in Section 4.3.3. Our related ﬁndings are summarised in Table 6.3.
Furthermore, a comparison between the AF and DF relaying cast in the context of imperfect CSI
was studied in Section 4.3.3.8. The results of this section showed that AF relaying outperforms
DF relaying in the low Eb/N0 region, while in the high Eb/N0 region the AF scheme is inferior
to its DF counterpart, since it requires a higher number of pilot symbols.
• Chapter 5:
In contrast to the coherent detection based PSAM schemes of Chapter 3 and Chapter 4, Chapter
5 investigated the performance of non-coherent detection aided H-ARQ in cooperative wireless
communications. Section 5.2 considered the popular DPSK aided H-ARQ, where both the SSDD
and MSDD schemes were employed. More particularly, the DPSK aided ReS coded H-ARQ
scheme employing hard-decisions was detailed in Section 5.2.1. The results of Figs. 5.3-5.5 in
Section 5.2.1.1 showed that as a beneﬁt of relaying, the DPSK aided cooperative H-ARQ may
reduce both the BER as well as the number of retransmissions, hence increasing the achievable
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the BER and the throughput remained unaﬀected, as seen from Figs.5.6-5.8 of Section 5.2.1.2. By
contrast, DPSK aided cooperative H-ARQ employing soft-demodulation aided iterative decoding
was detailed in Section 5.2.2. The performance results of Fig. 5.10 demonstrated that in the
context of the convolutional coded HARQ scheme of Fig. 5.9 using the parameters of Table 5.3
the AF aided cooperative HARQ may achieve a higher throughput than its DF based cooperative
counterpart, despite its lower BER. In order to evaluate the performance of various detection
schemes in the context of cooperative wireless networks, our comparison between the perfect-
and imperfect-PSA as well as non-coherent detection schemes was presented in Section 5.2.3.
According to Fig. 5.11 and Fig. 5.12, the performance discrepancy between the perfect-PAS-
based-coherent detection schemes and the imperfect-PSA-based-coherent schemes as well as
the non-coherent arrangement also increases upon increasing of the Doppler frequency. The
results also suggested that in slow fading scenarios the imperfect-PSA-based-coherent detector
is preferred, while in fast fading channels, the diﬀerential detection might be preferred, since
there is no throughput loss due to a high pilot overhead. For moderate Doppler frequencies, the
imperfect-PSA and the diﬀerential non-coherent schemes perform comparably in terms of both
their BER and their achievable throughput. Our comparisons are summarised in Table 6.4.
Table 6.4: Summary of coherent versus non-coherent detection schemes in the context of cooperative
H-ARQ
Detection types Schematic BER FER Throughput
Perfect coherent detection aided H-ARQ Fig. 3.1
Imperfect coherent detection aided H-ARQ Fig. 4.1 Fig. 5.11(a) Fig. 5.11(b) Fig. 5.12
Non-coherent detection aided H-ARQ Fig. 5.1
In Section 5.3, non-coherent HARQ based M-FSK schemes were investigated in the context of
cooperative wireless networks. In order to exploit the M-FSK scheme’s capability of detecting
erased symbols, an ReS-coded system using error-and-erasure decoding was proposed in Sec-
tion 5.3.1. The corresponding mathematical expressions derived for relaying networks using
EGC and SC diversity reception techniques were derived in Section 5.3.1.3 in order to quan-
tify the attainable performance of the proposed system. The results of Fig. 5.20 showed that
the error-and-erasure ReS decoding scheme outperforms the error-correction-only ReS decoding
arrangement. Moreover, we have compared the achievable performance of the system, when
employing both EGC and SC techniques at the receiver. It was found in Fig. 5.21 that the EGC
scheme assisted by one or two relays is capable of outperforming the SC scheme. Additionally,
we demonstrated in Fig. 5.25 that despite the employment of error-and-erasure decoding, the
performance of the proposed ReS coded scheme remained inferior to that of the LDPC codes,
when the same system parameters were considered. However, the ReS coded system using EI
decoding was capable of outperforming convolutional codes, when short packet transmissions
are considered. Furthermore, non-coherent FSK aided HARQ employing iterative detection
was considered in Section 5.3.2. For the convolutional coded H-ARQ arrangement detailed in
Table 5.6, the relaying scheme may halve the required transmit power without degrading the
system’s performance, compared to the non-iterative benchmark detection schemes.6.1. Summary and Conclusions 216
Finally, the novel distributed DSTBC scheme of Fig. 5.31 was proposed for a cooperative H-ARQ
aided system in Section 5.4. For the proposed DSTBC scheme the ﬁrst column of the N-column
encoded matrix was sent during the ﬁrst transmission slot, while the remaining (N−1) columns of
the N-column encoded matrix were transmitted during the retransmission slots, while requiring
(N − 2) relays. At the receiver the N-column signals were combined for DSTBC decoding. In
contrast to the conventional distributed DSTBC, the proposed solution not only improved the
system’s performance, but also reduced the number of relays required by one. More particularly,
as shown in Fig. 5.34, the proposed distributed DSTBC scheme achieved a gain of 3 dB and 5 dB
in terms of the transmit power at the BER of 10−5, compared to the conventional distributed
DSTBC, when the DG3 and DG4 DSTBCs were employed, respectively. Consequently, the
attainable throughput was signiﬁcantly increased in the Eb/N0 region below 6 dB, as seen in
Fig. 5.35.
Based on the investigations of Chapters 1-5, our design guide-lines inferred for an H-ARQ aided
cooperative systems may be summarized as follows:
• Select an appropriate channel code: Speciﬁcally, in the system requiring a low-complexity
and low latency, maximum-minimum-distance block codes, such as ReS codes, may be employed.
By contrast, more sophisticated but often more complex channel codes, such as convolutional
codes, turbo codes and LDPC codes, which are capable of exploiting the power of soft-decision
algorithms and iterative decoding, may be employed in order to reduce the BER at the des-
tination. Furthermore, as discussed in Section 3.4, the family of rateless codes, such as LT,
SLT codes, etc., are also attractive channel codes in the context of H-ARQ systems owing to
their capability of adapting to time-variant channel conditions without requiring any channel
knowledge at the transmitter.
• Select a detection type: In Chapters 3-5, we have investigated the family of coherent as
well as non-coherent detection aided cooperative H-ARQ schemes. We demonstrated that the
pilot symbol assisted coherent detection aided H-ARQ schemes proposed in Chapters 3 and
4 provide a low-complexity solution at the cost of reducing the eﬀective throughput due to
employing pilot symbols. By contrast, the non-coherent schemes proposed in Chapter 5 may
avoid the pilot-related throughput loss, which partially oﬀsets their typical 3 dB power loss.
Alternatively, the frequency bandwidth employed has to be extended in case of non-coherent
FSK. Our comparisons between the perfect- and imperfect-PSA as well as non-coherent detection
schemes provided in Section 5.2.3 demonstrated that the performance discrepancy between the
perfect-PAS-based-coherent detection schemes and the imperfect-PSA-based-coherent schemes
as well as the non-coherent arrangement also increases upon increasing the Doppler frequency.
In slow-fading scenarios the imperfect-PSA-based-coherent detector is preferred, while in fast
fading channels, diﬀerential detection might be preferred, since there is no throughput loss
due to a high pilot overhead. However, diﬀerentially detection systems also exhibit an eroded
performance at high Doppler frequencies, which may require the employment of multiple-symbol
sphere detection [23]. For moderate Doppler frequencies, the imperfect-PSA and the diﬀerential
non-coherent schemes perform comparably in terms of both their BER and their achievable
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• Select an ARQ-retransmission type: As mentioned in Section 1.2.1, there are three main
ARQ protocol types, namely Stop-and-wait ARQ, Go-Back-N ARQ and Selective Repeat ARQ.
Owing to their capability of improving the system throughput, Selective Repeat ARQ is preferred
to its other two counterparts, which has been extensively employed in contemporary H-ARQ
aided communication systems.
• Select a HARQ-combining type: As detailed in Section 3.3.1.1, the speciﬁc choice of the
H-ARQ receiver combining techniques plays a crucial role in predetermining the performance of
H-ARQ schemes. By combining multiple version of the same transmit packet, the CC technique
of Section 3.3.1.1 oﬀers a simple power-gain based combining solution, albeit its simplicity comes
at the cost having no coding gain. By contrast, the IR techniques achieve a beneﬁcial coding gain
owing to the additional parity bits gleaned from retransmissions. However, the HARQ scheme
using IR has an inferior performance in comparison to that of the H-ARQ arrangement using
CC, when the systematic bits in the ﬁrst transmission are corrupted by deep fades and no more
systematic bits were received during the retransmission sessions [164]. For some channel codes,
such as turbo codes, the residual decoding errors may occur in error-bursts, or in error clusters
of a received packet [165]. In this scenario H-ARQ schemes relying on SSR may be invoked in
order to improve the attainable system performance.
• Choice of the cooperation type: The cooperation type of relay station plays an impor-
tant role in predetermining the performance of H-ARQ systems in the context of cooperative
networks. As described in Section 2.3.2, AF relaying constitutes a low-complexity cooperative
scheme, where the relay simply ampliﬁes and forwards its received signal to the destination.
By contrast, DF relaying imposes a higher complexity on the relay during the decoding and re-
encoding process, in the hope of improving the signal quality. Our investigations in Section 2.3.4
demonstrated that the relay station should invoke the the DF relaying, when it roams close to
the source in order to avoid error propagation. By contrast, when the relay station is close to
the destination, AF relaying should be activated.
• Choice of the relaying protocol: The relaying protocol, which was discussed in Section 2.3.3
constitutes another important aspect to be considered in the design of a cooperative system. The
traditional four-phase relaying protocol attains a high diversity gain and hence an improved link
quality at the cost of halving the eﬀective throughput. The throughput loss imposed by four-
phase relaying may be reduced by utilizing the successive relaying technique of Section 2.3.3.2. A
speciﬁc drawback of this protocol is the potential presence of interference imposed. Furthermore,
network coded two-phase relaying may be employed to reduce the number of transmission phases
required, albeit this is achieved at the cost of degrading the signal quality.
• Choice of the cooperative multiple access scheme: In order to mitigate the interference
amongst the signals received at the destination upon increasing the number of relay nodes, the
multiple-relay-assisted schemes require orthogonal subchannels for the relay node transmissions.
The required orthogonality may be created in the TD, FD or SD with the aid of TDMA, FDMA,
CDMA, SDMA, and so on. However regardless of its speciﬁc implementation, this results in a
reduction of the system’s spectral eﬃciency. A popular solution is constituted by the so-called
distributed space-time coding (DSTC) philosophy [107,136], where the relays are permitted to6.2. Suggestions for Future Research 218
simultaneously transmit over the same channel by emulating a classic space-time code having
co-located antenna elements. This distributed conﬁguration is capable of retaining the DSTC
system’s diversity order as well as throughput [107,136].
All of the factors aﬀecting the cooperative H-ARQ system design are illustrated in Fig. 6.2.
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Figure 6.2: Factor aﬀecting a cooperative H-ARQ system design.
6.2 Suggestions for Future Research
6.2.1 Capacity of Space-Time-Frequency Shift Keying
The STFSK concept was proposed in Section 2.2.4. Our related investigations included its system
design, decoding complexity as well as performance. However, the capacity of STFSK is still unknown
and hence require further study. This investigation will be based on the combination of the capacity
of the STFSK scheme characterized in [53] and that of MIMO channels relying on multi-dimensional
signal sets, as detailed in [262]. The knowledge of the capacity, along with the associated decod-
ing complexity, will allow us to optimize parameter selection in order to achieve the best possible
performance.
6.2.2 Space-Time-Frequency Shift Keying Optimization
In our STFSK schemes proposed in Chapter 2, we employ the combination of PSK/QAM symbol
sets and LDC dispersion matrices, where the latter is based on a random search method for the6.2.3. STFSK Aided SFHMA for Multi-user, Multi-cell Data Networks 219
sake of simplicity. Therefore, the optimized combination of the signalling alphabet and dispersion
matrix is worth investigating in order to improve the overall performance. A number of dispersion-
matrix optimization approaches have been proposed. For example, the Generic Algorithm of [263]
may be useful for optimizing the dispersion matrices of the LDC codes of Section 2.2.3. Diverse QAM
arrangements were detailed in [230], while their soft detection was presented in [230,264]. Hence, the
combined joint optimization of the components requires further research.
6.2.3 STFSK Aided SFHMA for Multi-user, Multi-cell Data Networks
In Section 2.2.4.9 we investigated the performance of STFSK aided SFHMA in a multi-user, multi-cell
environment and compared it to other networks, such as the 2G TD/FDMA GSM, the 3G WCDMA
and well as the advanced LTE system in the context of voice services. However, both the LTE and the
forthcoming future networks tend to employ the all-IP based techniques. Therefore, a new framework
has to be proposed in order to investigate the packet data services of these networks.
6.2.4 Pilot-Assisted Soft Decoding Aided H-ARQ
As detailed in Chapter 3, pilot symbol assisted modulation schemes [146] potentially improve the
achievable BER performance at the cost of reducing the eﬀective throughput. In order to exploit the
beneﬁts of pilots further, the authors of [265] proposed a so-called pilot symbol assisted coding scheme.
In this proposal instead of inserting pilots after the modulation stage as in classic PSAM [146], the
pilot symbols are combined with the information bits at a predeﬁned rate before carrying out channel
encoding. At the receiver employing iterative decoding, the pilots not only provide CSI but also
provide valuable parity information for the decoder. As a result, the achievable decoding performance
may be further improved.
In the context of cooperative networks and HARQ protocols, the pilot symbol assisted coding
scheme is particularly worthwhile investigating, since it may be exploited for quantifying, when there
are beneﬁcially contributing relays. Secondly, the H-ARQ scheme using diﬀerent retransmission tech-
niques, such as the CC, IR and SSR arrangements of Section 3.3, also requires further investigations,
when combined with pilot symbol assisted coding [265].
6.2.5 Cross Layer Optimization for Cooperative Communications
All of the operational data networks rely on the seven-layer Open Systems Interconnection (OSI)
model [266] or on the four-layer TCP/IP model [266], where the layers exchange information through
common interfaces, but the performance of a speciﬁc layer is independent of that of the others. These
models were conceived for wireline-based computer networks in the 1980s. When they are applied
to wireless networks, some problems arise due to the characteristics of the hostile wireless channel.
These problems degrade the overall performance of the wireless networks. Recently, a vast number
of researchers focused their eﬀorts on cross layer optimization [267–269] in order to improve the
performance of networks, especially that of relay-aided wireless networks.
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munications may be considered a cross-layer optimization process, where the physical and MAC layers
are involved. More particularly, in Chapter 3 and 4 we considered the beneﬁts of pilot symbols as well
as of channel codes on the physical layer performance of the system employing the H-ARQ protocol,
which is a constituent component of the MAC layer. Then the pilot-symbol power allocation as well
as channel code rate optimization was proposed in order to maximize the achievable BER and FER
performance, while reducing the number of retransmission. However, in cooperative networks, the
reliability of the signalling and routing messages amongst the cooperative nodes play a crucial role
in the network’s high-integrity operation. Therefore, cross layer operation between the physical, the
MAC, the network as well as the application layers must be jointly studied for the sake of achieving
further improvements.
6.2.6 H-ARQ Performance in Multi-User Cooperation
In practice all mobile stations operate in multi-user environments, where co-channel interference is
unavoidable. The authors of [107] proposed repetition-based cooperative protocols for a multi-user
network by allowing each user to collaborate with all other users. However, the full-scale exploitation
of this assumption is unrealistic and therefore, it was modiﬁed by the authors of [270] to the scenario,
where each user can limit his/her attention to a group of partners. Furthermore, Shan et. al. [114]
proposed a distributed cooperative MAC for multihop wireless networks.
The HARQ protocol is part of the MAC layer. Therefore, investigating the performance of H-
ARQ schemes in multi-user environments is vital. Moreover, the actively-cooperative HARQ scheme
of Chapter 2 has to be further investigated in order to understand how eﬀective it might remain when
there are multiple users simultaneously communicating.
6.2.7 Network Coding Aided Cooperative H-ARQ
Recently, network coding [271,272] has attracted substantial research eﬀorts. The network coding
schemes conceived for cooperative communication [112] allow the communication nodes to transmit
their own information as well as to forward the other’s data simultaneously. Hence. they are attractive
for cooperative communications. The analysis of network coded cooperative wireless networks was
considered, for example in [273,274].
A joint network/channel coding scheme was conceived in [275] for multi-user H-ARQ, where net-
work coding was employed for combining the retransmission of the source to multiple users. In this
paper, the authors demonstrated that the proposed scheme using iterative network-channel decoding
signiﬁcantly improved the attainable throughput compared to separate decoding, while the per-user
complexity was also reduced at the same time. However, this study only focused on the classic direct
communication scenario. Hence, a similar approach applied to cooperative wireless communications
is worth adopting.6.2.8. Base Station Cooperation Aided H-ARQ 221
6.2.8 Base Station Cooperation Aided H-ARQ
The cooperative networking philosophy is not limited to mobile station cooperation. Recently, base
station (BS) cooperation, or multi-cell cooperation, has also attracted intense research eﬀorts [276].
The multi-cell cooperation approach implies that a number of diﬀerent BSs preprocessed jointly trans-
mit their signals to the MSs. The collaborating BSs may signiﬁcantly improve the attainable spectral
eﬃciency. Multi-cell cooperation may be arranged, for example using dirty paper coding [276,277],
Tomlinson-Harashima precoding [278], etc. Hence, HARQ aided multi-cell cooperation holds substan-
tial promise..Glossary
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