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Abstract: Using the Design Science framework, and acknowledging the success of 
recommenders in e-commerce settings, this paper proposes the design and implementation of a 
recommender in a physical retail store (Pingo Doce & Go Nova). It allows to assess if the 
recommender can influence customers’ decisions, increase sales, the number of unique products 
acquired, and understanding the customers. To develop it, the data was collected, curated, 
recommendation strategies were designed (loyalty, novelty, and related) and the customers 
were split into groups. The recommender will be deployed in the store app and, after, the results 
from the metrics will be analyzed. 
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The evolution of technology, computers, and the associated computing power, to be more 
specific, enabled the appearance of several solutions to previously existing problems, but it also 
allowed the debut and rise of non-existing heretofore businesses and business models. One such 
case is e-commerce businesses/platforms, that have been thriving in the past years, which 
endured the adverse effects of the Covid-19 pandemic has had on the world's economy, adapted 
to the new conditions, and led to a boost in their performance. For instance, Amazon.com, Inc. 
reported that its net income in the first quarter of 2020 was smaller than that of the previous 
year, despite the increase of its net sales in the same period (Amazon.com, Inc. 2020). However, 
in the second and third quarters of 2020, its net sales and net income surpassed the registered 
levels in 2019 (Amazon.com, Inc. 2020; Amazon.com, Inc. 2020). 
However, even before the Covid-19 pandemic, e-commerce platforms have been taking 
advantage of recommenders to help customers search through their "virtual inventory" of 
hundreds of thousands, if not millions, of products (Hinz and Eckert 2010). Despite the 
customers having an initial idea about the type of product they want, the set of available options 
is astonishing, forcing them to deal with the "paradox of choice" (Schwartz 2015). By retrieving 
relevant information for the customers to match their preferences, the recommenders help the 
customers reduce the search costs and the uncertainty associated with the information search 
(Ariely 2000). Furthermore, customers are not the only ones benefiting from that technology, 
as retailers can also capture value from its use. On the one hand, sales can be increased when 
recommenders augment up-selling and cross-selling chances. On the other, the customer's 
perception of the retailer's usefulness and loyalty can be improved (Schafer, Konstan and Riedl 
2001; Pathak et al. 2010). 
This technology enabled the success of e-commerce platforms, and in this paper, it will be 
presented and discussed how a recommender can influence the physical retailing industry, 
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which is being threatened by the fall of profit margins, by rising cost pressures and more 
competition from online retailers (Brynjolfsson and Smith 2000; Brynjolfsson, Hu and Rahman 
2009; Lieber and Syverson 2012). For that purpose, in partnership with the company Jerónimo 
Martins (JM), a recommender will be developed to be deployed at the Pingo Doce & Go Nova 
(PD&Go Nova) store, located on the campus of Nova School of Business and Economics. 
Furthermore, this paper will follow the Design & Development Centered Approach of the 
Design Science Research Process, presented by Peffers et al. (2006) also discussed by Hevner 
et al. (2004). The Design Science Research Process has been used to describe the development 
of other applications/technologies inserted in the Information Systems field, “the intersection 
of IT and (business) organizations” (Peffers et al. 2006). With this framework, one can frame 
the creation and the development process within the following structure: "problem 
identification and motivation," i.e., in which the problem is identified and how a solution can 
provide value; "objectives of a solution," in which the objectives of the proposed solution to the 
problem are announced; "design and development," in which it is described the creation process 
of the solution; "evaluation," in which it is discussed the metrics to evaluate the solution and 
how well it addresses the proposed objectives. Peffers et al. (2006) proposed two extra sections 
("Demonstration" and "Communication"), which will not be addressed. Figure 1 presents the 
whole Design Science Research Process inherent to this project. However, outside that 
framework, this paper will include two other sections: Limitations and Challenges (discussion 
about the project limitations) and Future Steps (how the future should be approached and what 








Problem Identification and Motivation 
The first step of the Design Science Research Process is identifying the problem to be 
tackled and why addressing it matters. The first thing to be acknowledged is that the goal of 
every firm is to make a profit, thus a tool that enables this is a desirable one. At PD&Go Nova, 
there are no cashiers, and the few employees working there are either responsible for preparing 
food for the customers or for replacing items, apart from a security guard. With this setting, it 
is possible to see that this store is different from a typical store of the physical retail industry, 
where one would be able to ask an employee for help to find a product. Also, since this store is 
in a university, its usual clientele, composed mostly of students, and their needs, are not similar 
to what one would find in a typical physical retail store. 
As discussed before, e-commerce platforms use recommenders not only to help customers 
find the most adequate item for their needs (Hinz and Eckert 2010) but also to increase their 
sales and to develop a better perspective of them in the eyes of their shoppers (Schafer, Konstan 
and Riedl 2001; Pathak et al. 2010). Unlike that setting, this store has a lower set of unique 
articles to be purchased (around 2,000), a number which highly contrasts with the e-commerce 
platforms' numbers. Another difference that should be noted is that, in a physical retailer, the 
5 
 
customer can touch and feel the product, while e-commerce customers solely rely on the 
information provided. Additionally, in the physical retail store, the customer also has the onus 
of going to the store and grab the article, which is not something required with e-commerce 
platforms, as the only thing required from the customers are a few clicks or taps. Nevertheless, 
PD&Go Nova can take advantage of the recommender the same way as e-commerce platforms 
and to show the customers some products they did not know that was available there. 
One additional detail about this store is that, on average, a customer takes 4 minutes from 
the moment he enters the store until he leaves it. Once again, such duration is quite different in 
comparison with a "regular" physical retail store, in which their journey takes about 46 minutes, 
according to Zeballos (2020), referring to the Americans who were 15 years or older while 
grocery shopping in the period of 2014 to 2017. Such duration indicates the customers tend to 
have a formed idea about what they want to purchase, which turns the task of the recommender 
into a very challenging one. Furthermore, from the gathered data, most of the transactions 
included only a handful of products (Table 1), which also helps explain such duration. Despite 
the recommendations being available, even if the customers are not inside the store, the app that 
allows them to enter the store and add products to their basket seems to be relevant only when 
they are waiting to enter the store and when they are inside it. For that reason and considering 
the small amount of time the customer is in the store, it is possible to comprehend why such a 
task is a difficult one. 
Despite the demanding setting, a recommender is a tool with the potential to increase JM’s 
profits, as it may trigger the customers to visit the store more frequently, and/or to purchase a 
wider variety of products, increasing the chances of the customers to spend more money. 
 
Objectives of a Solution 
The second step of the Design Science Research Process is defining the objectives of a 
solution to the problem identified before. Hence, in addition to an increase in JM's profits, the 
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recommender can be used to understand the customers better, as different recommendation 
strategies can be applied. Another goal is to assess if the recommender can influence people's 
purchasing behavior. Additionally, with different strategies, one may be able to distinguish and 
segment customers. One more goal is to increase the time the customer spends in the store; that 
is, the customer can spend more time within the store, not due to waiting in lines, but rather to 
travel more inside the store and grab products from areas he usually does not visit. 
 
Design and Development 
The next step of the Design Science Research Process is describing the creation of the 
solution to address the problem identified and fulfill the objectives aforementioned. 
The data used for the recommender was provided by JM. It concerns the transactions that 
happened at the PD&Go Nova, which ranges from October 3, 2019, until December 27, 2020. 
Moreover, also provided was the dataset containing information related to the products 
according to Pingo Doce’s market structure. Additionally, the dataset about the information of 
the customers, which was anonymized, was also provided. In Figures 2, 3, and 4, one can see a 
sample of the transactions’, market structure, and customers’ datasets, respectively. Although 
there were a wide variety of columns, only some were used, which can be found in Table 2 
along with their descriptions. 
Although “NIFCOUNTRY” has several missing values, this column still has value because 
it can help identify which customers are Portuguese and which ones are not, which was not 
explicit in the collected data. Table 3 describes the creation process of the “Portuguese” column. 
In terms of data curation, repeated customer identifiers were removed, so that the three 
datasets could be merged, due to the common columns in the datasets. Then, commas were 
replaced by dots; the column “full_transaction_date” was created by combining the columns 
“ID_DIA” and “HORA_TXS”; and the lines with missing values were removed. 
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As some lines of the dataset corresponded to returns (when the values in the QTE column 
were negative, as zeroes corresponded to products in promotions), they were removed. This 
procedure brings an inherent limitation: by removing the returns without removing the 
corresponding purchases, the quality of the recommendations may be flawed, as keeping the 
returns and acknowledging them as an active feedback mechanism could be beneficial. 
However, it was not possible to do so because there were several cases with returns without a 
matching purchase or returns that happened before a purchase. 
During the time in which the data was collected, there were items whose identifier (values 
of the ID_ARTIGO column) was changed and it was necessary to ensure it was up to date so 
that outdated items were not recommended or that the same product was not suggested twice. 
Table 4 shows the process to fix the problem of the items with more than one identifier. 
Many recommenders suffer from the cold start problem, i.e., when the algorithm is required 
to make personalized recommendations to customers with no prior purchases or to recommend 
articles which were not previously considered by the recommender. To mitigate this issue, 
especially from the new customers' perspective, the recommender will not attempt to provide 
tailored recommendation to customers responsible for less than five transactions. The process 
to do the task mentioned before is described in Table 5. 
The last task of preprocessing the data was to remove the entries related with the oven 
service, which is a service the customers can acquire when they purchase a pizza, and the 
recycling incentive from Nova SBE associated to several packages. Both are cases of products 
which should not be recommended. 
 
Descriptive Statistics and Exploratory Data Analysis 
After all these procedures, one can see a sample of the final dataset in Figure 5. Table 6 
shows the descriptive statistics of the curated dataset, with products in each row. The main 
conclusion one can take from it is that the data is skewed to the right, that is the customers buy 
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few products and do not spend much money on each transaction. After analyzing Table 1, with 
the data grouped by the transactions, the conclusions that can be drawn are very similar. The 
picture does not change if the data is grouped by customers or even by products, only the 
perspective and the interpretation vary a bit: most of the customers are responsible for few 
transactions in which not much money is spent and, for the products, the majority of them sold 
only some dozens of units, while there are some outliers with thousands of units sold.  Tables 
7 and 8 show the aforementioned information, respectively. When considering the number of 
unique products acquired by customers, the situation holds: the majority of the customers 
acquired a few dozens of products, while few acquired more than a hundred. To illustrate that 




The simplest recommendation strategy developed was named loyalty. In this paper, loyalty 
is the strategy to which the recommended articles were bought more times by the customers, 
with the underlying objective of assessing the value of reminding the customers of the products 
they buy more frequently. Therefore, the recommendations a customer assigned to this group 
will be as follows: the top recommendation will be the item he bought the most times, followed 
by the second most frequent, and so on until the k-th, being k the number of personalized 
recommendations. 
Unless the customer has had a bad experience, one can suppose these are the articles the 
customers like: sporadic purchases or items the customer disliked, which are likely to be 
products without many repeated purchases, will not be the top recommendations. On the other 
hand, the articles the customer keeps purchasing repeatedly should be the ones they like the 
most and/or find more valuable. 
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This strategy is flawed in terms of diversity, as only products acquired by the customers 
will be recommended. From this perspective, it is clear that in addition to the cold start problem 
referring to new items (those added to the available set), the rules behind the generation of the 
recommendations will not be able to suggest items never purchased by the customer, either 
already existing or new ones. Another limitation is that, due to the setup of this strategy, the 
number of tailored recommendations depends directly on the number of unique products the 
customer has previously purchased. For instance, a customer who only bought 6 different 
products will not be able to have 10 tailored recommendations. 
 
Novelty 
In this paper, the novelty strategy is not related to new products added to the set of available 
ones. Instead, it follows the same principle of the loyalty strategy, i.e., the recommendations 
are the items the customer has purchased before, sorted by the number of times they were 
acquired in descending order. The difference between the loyalty and novelty strategies is that 
the latter includes a time restriction of 30 days, i.e., a customer assigned to this group will be 
only recommended products not acquired in the previous 30 days. 
The goal of this strategy is different from the loyalty one: while the latter aims to assess 
the value of recommending the products the customer acquires the most, the former aims at 
studying the impact of recommending items the customer has not bought in some time. 
Moreover, as this strategy is built in the same way as the loyalty one, it suffers from the 
same flaws already discussed in the previous section. In the loyalty strategy case, there can be 
customers whose number of tailored recommendations does not reach k (the desired number of 
recommendations), due to the reduced number of different articles acquired. In the novelty case, 
the time restriction can restrict even further the possibility of providing the k recommendations 
because, in this case, the recommendations can only concern products that were not purchased 
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in the previous 30 days. It is worth mentioning that the number 30 was chosen arbitrarily, 
meaning that such value could be subject to be tested, to see which timeframe is the best. 
 
Related 
The last recommendation strategy is called related. The algorithm used to generate the 
recommendations of this strategy was Neural Collaborative Filtering (NCF), which can be 
found in Microsoft's Recommenders' GitHub repository ("Microsoft/Recommenders" 2020), 
which was based on He et al. (2017). Unlike the previous cases, in which the customers were 
considered individually, the algorithm behind this strategy is a Collaborative Filtering (CF) one; 
that is, it is an algorithm that uses "similarities between users and items simultaneously" 
("Collaborative Filtering" 2020). This approach assumes that if a person has the same 
opinion/taste like a second one, it is more likely that the first's opinion/taste about another 
subject is more similar to the one of the second person than to that of a randomly chosen 
individual. Moreover, this algorithm is a deep-learning model, which “generalizes the matrix 
factorization problem with multi-layer perceptron” (González-Fierro 2018). 
It was necessary to create one column with the "ratings," which had only one value (1) to 
note that there was an interaction (a transaction in this case) between the customer and the 
product in the cause. This was done because the only available data is the purchase history, and 
it is not possible to clearly identify what would be the negative purchase history, i.e., the items 
the customer considered buying but ended up leaving on the shelf. Naturally, more value would 
be gained if there was a rating/review system in place for the customers to classify how satisfied 
they were with the items they have bought.  
The necessary columns for this algorithm were: customer identifier, product identifier, and 
the ratings column. However, one underlying assumption when developing these models is that 
the future will resemble the past, so the full_transaction_date will also be used to split the data 
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for the training and test sets, leaving the first 70% of the transactions for the former and the 
remaining 30% for the latter. 
Before discussing the hyperparameters of the model, it is essential to note that the output 
is a list of the articles the customer has never purchased with the corresponding probability of 
them being recommended to that customer on a scale ranging from 0 to 1. Despite NCF's ability 
to recommend previously purchased products, their inclusion would overlap with the other 
recommendation strategies, which would prevent a clear analysis of the effect of the different 
strategies. 
The hyperparameters available in this algorithm to be tuned are described in Table 10 along 
with the chosen values. To choose the values for each hyperparameter, several models were 
built, and evaluated according to the hit rate at k, being k the top number of items. In this setting, 
the transactions in the test set for each customer were looked at, and it was a "hit" whenever 
one of the articles acquired was the same as one of the recommended for that customer. In the 
end, the number of "hits" is divided by the number of transactions in the test set (Li 2019). 
Unlike the previous recommendation strategies, the clients belonging to the related group 
will not see the products they have previously acquired as recommended. Instead, they will only 
see those which they have never purchased before. Furthermore, in this case, a lack of tailored 
recommendations can only occur if a customer has acquired all the available articles but k. 
 
Experiment Groups 
The context in which this store is inserted allows assessing if a recommender system works 
and to test which recommendation strategies are better. To measure that, the customers were 
randomly and uniformly assigned into four different groups, in which three will receive 
personalized recommendations according to the strategies described earlier and the other one 
will receive random recommendations and serve as the control group. As this store is inserted 
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in a school of a university and most of the customers are students, only customers who were 
active after September 1, 2020 were considered, both to save resources in generating 
recommendations and to provide more statistical significance to future results. 
Although the experiment groups will be only composed of active customers, the purchase 
history from the inactive customers will be kept for training. The appearance of Covid-19 with 
its new rules and limitations could have been a force that led to covariate shift; that is, the input 
dataset changed (Quiñonero-Candela et al. 2009; Shimodaira 2000). In this case, the input 
dataset is mostly related to the transactions, and Covid-19 might have changed the way and the 
products the customers bought. However, that was not noticeable because when using the 
transactions pre-Covid-19 as the training set to generate recommendations, the hit rate at k for 
the customers pre-Covid-19 and “post”-Covid-19 were very similar. If there was indeed 
covariate shift, it would be likely that there would be noticeable differences in the test set for 
the customers before and after the pandemic. 
As for the actual process of sampling the customers into the different groups, PlanOut, 
developed by Facebook to run experiments on its platform ("Facebook/Planout" 2020) was 
used. Despite its many functionalities, the sampling was done in a uniform way to the four 
groups according to the customer identifier. After sampling, it was checked if the customers 
were balanced in regard to the Portuguese variable and, although it was not directly involved in 
the sampling process, the customers were split evenly, as it can be seen in Table 11, thus it is 
believed there will be no issues regarding bias stemming from that variable. 
Because some customers belonging to the loyalty and novelty groups cannot receive the k 
tailored recommendations from their assigned strategy, they will be removed from the 
experiment. Such measure is necessary, as more recommendations (default ones) will be 
presented to them to fill the remaining recommendation slots. Because of that, if a customer 
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purchases articles linked to the default recommendations, it signals the recommender may work, 
but it does not provide any insights regarding the effects of the strategy. 
 
Data and Recommendations Update 
It is necessary that the data (new transactions) is updated so that the recommendations are 
updated too. This is necessary because new customers can become active and new products can 
be bought, which can help improve the quality of the recommendations, especially those of the 
NCF algorithm. Due to the nature of the CF algorithms, one known limitation is the cold-start 
problem due to the lack of past information about customers and/or products in the system. In 
the first case, the absence of data about a customer prevents the system from generating tailored 
recommendations to unseen customers. The second case can arise when new products are added 
to the set of available products, which cannot be recommended if there is no prior information 
about them. 
In this setting, personalized recommendations are only presented to customers responsible 
for more than 5 purchases, meaning that the new user problem is not directly addressed but it 
will not arise either. On the other hand, in terms of items, the cold-start problem was not 
addressed nor mitigated. 
Updating the data allows customers which were not being showed personalized 
recommendations to be showed if they pass the 5 transactions threshold. Also, having more 
transactions from more customers allows a decrease of data sparsity. Additionally, due to the 
possibility of new articles being added to the set, updating the data allows for them to be 
considered and, consequently, recommended. 
Due to the relatively low number of customers, items, and transactions, updating the data 
and generating recommendations can be done on a weekly basis. Such conditions allow for the 
NCF model to be retrained every week with the whole dataset: the training time only increases 
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about 20 to 30 seconds every week. Such practice would not be advisable, or even possible, on 
a larger scale, that is, if we were considering a larger store with more customers, products, and 
transactions, or multiple stores. 
 
Deployment 
After processing and curating the data, the recommendations should be displayed to the 
store's customers in one page of the PD&Go Nova app, which is necessary for the customers to 
enter the store and add products to their baskets. That platform is the most desirable due to the 
compulsory nature it has in the customers' journey in the store. Additionally, in case the 
recommender and the recommendations were to generate a new and optional app, the impact of 
the recommendations would be lowered, as the customers would have the onus of downloading 
it and only if they desired. 
By placing the recommendations in an existing app which needs to be used, and making 
them visible as a default option removes friction from this process and makes the customers 
more likely to pay attention to them. Such choice is derived from one study in which it was 
observed that countries with “'Opt Out' Policies Increase Organ Donation”. This happened not 
because the people were unwilling to donate them, as that is unknown, but rather because the 
default option was that they were volunteers for the organ donation (Davidai, Gilovich and Ross 
2012). As in that case, by taking advantage of people’s inertia of changing settings, it is possible 
to increase the impact of some measures due to predefined options. 
However, if the app was unable to accommodate the recommender and to keep the friction 
of the process as low as possible, an alternative would be that the app redirected the customer 
into a web page where he could see and interact with the recommendations. In order to turn 
such a scenario into reality, one could use a combination of FastAPI, Streamlit and Docker 
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(Shaji 2020). With those tools, it was possible to generate a prototype that served as a 
demonstration of how the recommender could be deployed. 
With FastAPI, one would develop the backend of the infrastructure, which could be used 
to handle data preprocessing, splitting the customers into the experiment groups, and generating 
the recommendations. However, to simplify the process and make the backend faster, the only 
necessary method is a Get, which implies that the backend is only responsible for returning the 
generated recommendations, while all the previous process until the recommendations’ 
generation is handled by another tool (like Jupyter Notebook or a Python Script). In the 
developed prototype, get_recommendations_by_customer was the name of the method and it 
would accept as parameters a customer identifier (provided by the app); a recommendation 
strategy; and the number of recommendations to be displayed ("Fastapi" 2020; Shaji 2020). 
As all the recommendations were previously generated, combined together into a single 
dataset (a sample from the December 27, 2020 can be seen in Figure 7), and turned into a file, 
such a file needs to be provided to the backend. Then the Get method would return the top k 
recommendations for the customer using all the logic described for each recommendation 
strategy as a JSON file. Unfortunately, as not all products had a picture, these were not included. 
In Figures 8 and 9, one can see the Swagger of the get_recommendations_by_customer method, 
with an example of 4 recommendations for a customer belonging to the related group. 
With Streamlit, one can generate a web page that would show the customers their 
recommendations. As it works as a mixture of HTML/CSS and Python, the generated page can 
be adjusted to the language the customer has chosen to use in his app. In addition to that, it is 
possible that the customers interact with the recommendations. In the prototype, the customers 
could check the boxes with the articles they liked and, at the bottom of the page, they could 
submit it, which would store the list of the items they were interested in. In Figure 10, it is 
possible to see how the web page could look on a smartphone. In it, there are two 
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recommendations, with space for the respective images, the "interest" checkboxes, and the 
"submission” button (Shaji 2020; "Streamlit 0.73.0 Documentation" 2020). 
 
Recommender System Evaluation 
The final step for this project with the Design Science Research Process is evaluating the 
recommender to assess how it behaved in addressing the problem identified in the beginning 
and how well it achieved the proposed goals of increasing sales, increasing the number of 
unique products acquired by customer, and of influencing the customer’s decisions. 
Unfortunately, as the recommender has not yet been deployed, the results of some metrics 
discussed below can only be taken from a theoretical standpoint and not from real data. 
Using the experiment groups as defined above, evaluating the recommender can be done 
from different perspectives. As the recommendations are to be presented on a weekly basis, the 
evaluation should also be considered in those terms. One criterion to evaluate the recommender 
and its strategies is to assess how many different items are acquired by each customer, on 
average. Although this metric is not directly related to the "accuracy" of the algorithm, it should 
be considered because the customers are inserted in a physical setting in which they are 
responsible for picking up the items they want to purchase. The rationale to include this metric 
is that, while searching for recommended products, the customers are likely to look at other 
articles, which they had not thought about until that point, which they may end up buying. 
Furthermore, such metric can aid distinguishing the recommendation strategies leading to a 
larger number of different products being purchased. 
Before the deployment of this technology, the discussion of the results from this metric can 
only be done in an abstract manner, as there is no indication of how the customers will behave. 
For instance, it is not possible to predict if the customers will buy a more diversified set of 
products because they are being recommended articles they have never purchased before but 
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that other customers like them had acquired (related strategy) or because they are willing to try 
new products which were randomly recommended (control group). However, it is also possible 
that the customers start buying a narrower set of products because they find the 
recommendations not relevant or that they do not bring them more value. However, as already 
mentioned, while the recommender is not deployed, these scenarios are only speculative ones, 
and "true" conclusions can only be drawn after data is collected while the recommender system 
is being used.  
Another metric that can be taken into consideration when evaluating the recommender is 
to look at the revenue each customer generates, on average. The logic and factors behind this 
metric are similar to that of the previous one, but its goal is different, as it allows to assess 
which recommendation strategies lead to higher revenues. Again, predicting results from this 
metric before the deployment can only be a mental exercise. As the conclusions stem from 
theoretical scenarios, and not real data, further actions shall not be taken because, currently, 
there are no signals on how the recommender or the strategies would impact the customers and, 
consequently, the revenues. 
Thus, despite the loyalty and novelty strategies suggest products the customers have 
previously acquired, one cannot say if these clients will end up purchasing more than those 
belonging to the control or the related groups. Furthermore, as it is not possible to predict the 
behavior of the customers toward recommendations of items they have not purchased or toward 
random ones, one cannot say if they will end up spending more, because those are products 
they have not considered before, or less, since they do not find the recommendations valuable 
or interesting. 
In addition to the metrics enunciated, whose results before the deployment cannot be 
discussed to draw conclusions, there is a more traditional metric that can be used to judge the 
recommender: the hit rate, described before (Li 2019). In the previous cases, discussing the 
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results could only be a mental exercise about what to expect in the future. However, for the hit 
rate, it is possible to draw conclusions based on the results from historical data. 
In this case, the hit rate 6 was utilized, as it was the number of tiles with recommendations 
on the home page of the PD&Go Nova app. The method followed to calculate the hit rate was 
the same discussed above, with the necessary adjustments for each of the defined strategies. 
Specifically, for the novelty and loyalty strategies, the top 6 recommendations were those items 
with the highest number of purchases, sorted in descending order; for the related strategy, the 
top 6 were those with the highest "prediction", sorted in descending order. As the 
recommendations are generated for a week, the test set for each set of recommendations are the 
transactions that occurred in the week after their generation. As the starting date of the 
recommendations was November 15, 2020, the test set for this set of recommendations included 
the transactions ranging from November 16 until December 27, split by week. 
Table 12 displays the hit rate at 6 for the 4 experiment groups, from November 15 until 
December 27, 2020. From the table, one can see that the hit rate at 6 for the control group is the 
lowest, being always below 1%. The related strategy is the treatment group with the lowest hit 
rate at 6, with around 3%. The novelty group is the one with the second-highest levels of hit 
rate at 6, ranging from around 6.71% up to about 14.31%. The loyalty group is the one with the 
highest hit rate at 6 values, ranging from about 28.28% up to around 36.70%. 
Although the customers’ behavior may change after the deployment of the recommender 
and despite the reduced period under analysis, personalized recommendations, regardless of the 
chosen strategy, appear to yield better results in what concerns the hit rate at 6, as the values 
for all the treatment groups outperformed that of the control group. 
Always bearing in mind the caveats mentioned in the paragraph above, one could believe 
that the simpler strategies (loyalty and novelty) have a higher hit rate at 6. However, it is 
important to remember that the recommendations presented to the related group are only of 
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items the customers have not purchased, while for the other two treatment groups, the 
recommendations are items they have acquired before. 
One preliminary conclusion is that comparing the two loyalty strategies (since the novelty 
strategy follows the same principles as the loyalty one), having a time restriction hinders the hit 
rate at 6 performance. As both strategies try to gauge the importance of the customers being 
reminded of the articles they have already purchased, only after the recommender is deployed 
is it possible to understand the true impact. However, even before deployment, one could 
predict that up to a certain level of k, the hit rate at k for the loyalty strategy would keep 
outperforming the novelty one, due to the time restriction imposed during the setup. 
Another conclusion to which one could be led is that the algorithms based on heuristics are 
better than the one which uses machine learning techniques, especially if the only metric under 
consideration is the hit rate at k. However, it is important to consider the differences between 
the type of recommendations. Hence, before making such claims, it is necessary to let the 
recommender be deployed so that "true" conclusions can be drawn. 
From the situation above, it is noticeable how evaluating the recommender, and the 
strategies with only one metric can lead one to sub-optimal conclusions. For that reason, one 
should consider this set of metrics to make the best decisions and to prove this point, it is 
necessary to resort to unobserved, yet possible, scenarios. When considering the set of unique 
products acquired by the customers as the only metric, it is possible that the group assigned to 
the related strategy will have the highest number of different products acquired per customer 
because the recommendations that the group sees are all of items not previously purchased. 
However, if the hit rate at k is added to the equation, the scenario changes, as that strategy is 
the one with the lowest values. In this scenario, picking one of the two metrics would be a 
mistake instead of analyzing both within the context. It is possible one could be before a case 
in which the recommendation in week 1 was a product the customer did not use to buy. In 
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addition to the usual set of items he already purchased, such a recommendation might lead him 
to repeat that purchase across many weeks after the customer saw the recommendation. With 
the hit rate, only in week 1 will that recommendation be acknowledged as a hit, and will the 
strategy be "rewarded." To make the analysis more complete and "fair," adding more 
perspectives is advisable. In this specific case, in addition to the usual amount of revenue that 
customer generated, there was an increase due to that new product. Without the number of 
different articles acquired and the revenues, this effect would not be recognized, and the strategy 
could be deemed not worthy of being used in the future. 
These are the three different metrics that can be used to evaluate the recommender and to 
evaluate different aspects of the customers' behavior. Despite the discussion of the speculative 
scenarios associated with the first two metrics and the analysis of the preliminary results from 
the hit rate, more definitive conclusions can only be taken after the recommender is inserted in 
the app and some time passes in order to provide them with more robustness. Once more, it is 
fundamental that the analysis is not solely focused on one metric at a time but that the three are 
taken together along with the context in which they are inserted. 
 
Limitations and Challenges 
Despite the many potentialities of this project, there are equally some limitations and 
challenges which need to be considered. 
The first one is that there are no strategies involving content-based filtering algorithms or 
hybrid ones. Concerning the content-based filtering algorithms, it was not possible to 
implement one. It was not because it was unfit for the context, as it would be appropriate to 
study how that strategy would perform in comparison with the others. The reason why it was 
not developed was that there was not enough data and/or features that would allow its creation. 
Regarding the hybrid recommender, despite the tendency to perform better than both the 
content-based filtering and the collaborative filtering algorithms, it could not be correctly 
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implemented. LightFM was the model that was attempted to be turned into a recommender, but 
it did not perform as required. It was supposed to generate a list of recommendations which 
would be sorted according to the corresponding probability/likelihood of the customers to 
purchase them ("Microsoft/Recommenders" 2020; "Lightfm - Lightfm 1.15 Documentation" 
2020). It was observed that the top recommended articles were products which had been 
previously acquired. The issue, however, was that products the customers had never acquired 
had no assigned probability or likelihood to be acquired. In other words, after the products 
which had been previously purchased, the following recommendations would have as much 
quality as those generated for the control group, as they would be randomly sorted. Therefore, 
having a dedicated experiment group for an algorithm with this behavior would, essentially, be 
a diversion of time (it would be necessary to prepare the data and train the algorithm); 
computing power (to curate the data and train the model); and statistical significance (as there 
would be less customers receiving tailored recommendations from the other strategies). 
Another limitation of this project is also a factor that can increase its success: the fact that 
the customers need to physically go to the store and grab the products from the shelf. Since the 
reasons why such factor can be considered a boosting aspect were already mentioned, they will 
not be reiterated. On the other hand, it can be considered a hindrance because the customers 
may not be able to find where the recommended articles are. Following that line of thought, if 
the customers are unable to find their desired items, they will not purchase them, which hinders 
the performance of the recommender. 
Such factor is also related to the search costs the customers incur when looking for the 
recommended products. If it is true that the recommender can be useful for the customers to 
discover items which they did not know about or that they had never thought of, it is also true 
that if the search costs are too high, i.e., the articles are not easily accessible, some 
recommendations may never become a sale. 
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In addition to the already identified limitations, it is also necessary to consider how to 
attribute sales directly to the recommendations. As it happens with ads, especially in an online 
setting, it is very difficult to attribute a sale to a specific ad. As the purchasing journey starts 
when the need for a product is born, and it does not end right after the purchase is made (Court 
et al. 2009), due to the display of different ads in more than one place during the journey, it is 
not easy to directly assign a sale to a specific ad. To prove that, such attribution can be done in 
more than one way (Gupta and Davin 2015). Despite A/B testing being the gold standard and 
one of the most reliable ways to attribute actions to certain circumstances, it only allows the 
identification of the effects of the recommendation strategies. Nonetheless, as the customers do 
not interact with the recommendations, by clicking them, for instance, which could be a feature 
to add to the app in the future, that would reveal the customer’s interest, it is not possible to 
know if the recommendations had a role in influencing the customer’s purchase decision. 
Furthermore, it is necessary to remember the importance of having an explanation of how 
the recommendations are generated. On the one hand, it is possible to argue that the ideal 
number of recommendations being presented for all the recommendation strategies is chosen 
from an A/B testing perspective or from heuristics. The same rationale can be applied for the 
time restrictions of the novelty algorithm. When considering the loyalty, the novelty, and the 
control group, one can easily explain how the recommendations are generated. However, 
although one can explain the architecture and how the NCF algorithm works, that model is 
considered a black box model: after the input of the data, one only sees its output without being 
truly able to understand what the process was that led to the outcome. Currently, explaining 
how the algorithms work is of the utmost importance, as it is necessary that the customers keep 
trusting this technology and the company so that they keep using it and they keep being 
customers at PD&Go Nova. 
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One more limitation which needs to be considered is the covariate shift. This phenomenon 
was not noticeable, as the hit rate at k using the same recommendation strategies for a different 
set of customers ("old," the customers from the last academic year, and the "new" ones, those 
active during the semester of Fall 2020/21) was very similar. Although it did not happen from 
the previous academic year to this year, one cannot guarantee that it will not be observed in the 
future, as it is possible that the customers’ behavior in the store may change, which would mean 
that the purchase history of previous customers will not be helpful to generate meaningful and 
interesting recommendations for new customers. 
The last challenge which needs to be noted is a metric that would aid in evaluating the 
performance of the recommender, which is spatial distribution. To see the spatial distribution 
of the sales, concerning the number of transactions, or the number of products sold, or just the 
sales value, a planogram (document/file which displays how a store and its items are organized) 
was necessary. Although there is a planogram, when merging it with the transactions' data, it 
resulted in a large number of missing values (around 80%). This situation happened because 
the planogram had only about 1,000 unique products, while more than 2,000 were present in 
the transactions’ dataset. As only about 50% of the transactions’ unique items are represented 
in the planogram, representing only around 20% of all the transactions, the analysis of values 
associated with a spatial distribution metric would not provide valuable insights that could be 
turned into future actions. 
 
Future steps 
Besides the deployment of the recommender engine, which will allow a proper evaluation 
of the recommender by itself along with the different recommendation strategies, improving 
the quality of the data regarding the products' features is of paramount importance because it 
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would allow the development of a content-based recommender. Having such an algorithm 
would add yet another perspective to the analysis and fill some gaps which were not addressed. 
Moreover, updating the planogram is fundamental; otherwise analyzing the spatial 
distribution of sales will not be possible. Without this metric and its analysis, it is not possible 
to know if the store is organized and is displaying the products in an optimized way, being it in 
terms of sales, number of unique items acquired per customer, or any other relevant metric. 
Without it, it is not possible to challenge the status quo and to infer if it is indeed the superior 
way to organize and display the products or if there is a better way. 
Linked to the layout and the organization of the products, one could implement the logic 
behind the recommendation strategies of the app in a complete offline setting. The decision of 
which recommendation strategy(ies) should be transposed from the online to the offline (and 
their order if they cannot all be applied at the same time) could stem from the analysis of the 
existing recommendation strategies set in place, which are the ones described in this paper. 
With this procedure in mind, one can understand why covering as much as possible of the 
recommendation strategy spectrum is important and why having a content-based recommender 
would matter. Despite its differences, one could take Amazon as an example, with its online 
platform, to which the proposed recommender engine would very roughly correspond, and its 
physical store where such techniques are applied and tested, whose correspondence would be 
the physical PD&Go Nova store. 
Furthermore, the recommendations presented to the related group are only of products the 
customers have not bought before, which was done with the purpose of isolating the effect of 
solely recommending such articles. However, since the NCF algorithm can generate 
recommendations of items that the customers have previously acquired, it can be considered to 
be an option for the recommender, as it is able to include the effect of repeated purchases and 
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use the Collaborative Filtering “setting” to take advantage of similarities between customers to 
suggest products not yet purchased by them. 
Lastly, this project can be the first step for the physical retail industry to reinvent itself, as 
techniques and strategies used in the online setting can be ported into the offline one, which can 
impact how the stores are managed, both in terms of their layout (the shelves and the products 
in them) and in terms of the set of products and their quantities in the store. Moreover, this 
recommender can also be disruptive in terms of the customer experience, as it becomes hybrid, 
in the sense that their journey can include aspects from both the online environment (with the 
recommendations, and possibly more and more information about the products) and from the 
offline settings (as they will still go to the stores and have the ability to touch and feel the 
products). Again, with the possibility of the customer experience changing, companies from 
this industry and managers have are new opportunities to seize and challenges to address. 
 
Conclusion 
To sum up, as recommenders have been thriving and delivering great results in e-commerce 
settings, this paper proposes implementing one in the physical retailing industry. It can serve 
the purpose of increasing sales, the number of unique products purchased by the customers, as 
well as understanding the customers and their shopping behavior better. To do so, the customers 
were split randomly and uniformly into four different groups to test three different 
recommendation strategies (loyalty, novelty, and related) against a control group. After the 
recommender is deployed in the PD&Go Nova app and the customers use it, the recommender 
can be evaluated afterward, using metrics such as the number of unique items acquired by the 
customers, the sales values, and the hit rate at k. After its analysis, more steps can be taken to 
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Table 1 - Descriptive Statistics for the curated dataset grouped in transactions and summed 
 
Observation: the minimum values of QTE and VALOR_PVP refer to products inserted in 
promotion settings. 
 






Figure 3 - Sample of the Market Structure Dataframe 
 
 





Table 2 - Columns used from the three dataframes and respective description 
Column Name Description 
ID_ARTIGO Identification number of the product 
QTE Number of products acquired 
CARD_NUMBER Hashed identification of the customer 
HORA_TXS 
Time when the transaction occurred (hours, minutes, 
seconds) 
ID_DIA Date when the transaction happened 
VALOR_PVP Sales value (price paid by the customers) 
COD_ARTIGO 
Identification number of the product (equal to 
ID_ARTIGO) 
DESC_ARTIGO Name of the product 
USERID Number identification of the customer 
LOYALTYCARDNUMBER 
Hashed identification of the customer (equal to 
CARD_NUMBER) 
CUSTOMERGUID Hashed identification of the customer 
NIFCOUNTRY Country indicator of the customer's fiscal number 
PHONECOUNTRY Country indicator of the customer's phone number 
LOCALE Language of the customer's app 
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Table 3 - Creation Process of the Portuguese Column 
Step Description Reasoning 
Step 1 




If the NIFCOUNTRY value was 351 (country code indicator of 
Portugal), the customer was considered Portuguese, if not it 
would be considered Non-Portuguese. 
As the fiscal number is the most likely indicator of a person's 
nationality, if a customer had a fiscal number, it would be 
considered Portuguese or Non-Portuguese. 
Step 3 
If the customer did not have a fiscal number associated, it was 
looked at the PHONECOUNTRY column: if the value was 
different from 351, it would be considered Non-Portuguese. If it 
was 351 it would pass to the next step. 
Many Non-Portuguese kept their phone numbers due to new 
Roaming policies in Europe, but there are customers who did not 
come from Europe and that chose to change their phone number. 
Step 4 
If the language of the app was Portuguese, they were considered 
Portuguese and if it was English they would be considered Non-
Portuguese. 
The majority of this cases are customers which do not come from 
former Portuguese colonies, hence only these will be misclassified 
as Portuguese (if they have the app in English) and Portuguese 
customers will be considered Non-Portuguese if they do not have a 
fiscal number associated and the app in English 
 
Observation: as this information is not explicit and it is just a proxy, there may be customers who are misclassified. Either Non-Portuguese ones 
who were considered Portuguese (which can be the case of customers from former Portuguese colonies which have a Portuguese phone number 
and their app in Portuguese as well) or Portuguese customers who were considered Non-Portuguese (customers without an associated fiscal number, 




Table 4 - Process to Fix the ID_ARTIGO column (products with more than one identifier 
Step Description 
Step 1 
Identify the products with the same name (DESC_ARTIGO) but with more than 
one identifier (ID_ARTIGO). 
Step 2 
The products whose identifier changed in a clean way (i.e., one identifier until a 
certain day and another from the following day onward) were immediately 
replaced. The other cases moved to the next step to manual analysis. 
Step 3 
There were cases alike the ones described in Step 2 but whose identifiers co-
existed during 1-2 days. These products had their identifiers also standardized. If 
the situation was different, they were considered exceptions. Until December 27, 
2020, there were 2 exceptions. 
 
Table 5 - Process to identify and remove customers responsible for less than 5 transactions 
Step Description 
Step 1 Select the lines corresponding to each customer 
Step 2 
Get the number of different values of the full_transaction_date column (remember 
that the dataset does not have transactions per line, but rather products) 









Table 6 - Descriptive Statistics of the Curated Dataset 
 
 




Table 7 - Descriptive Statistics for the curated dataset grouped by customers and summed 
 
 






Table 9 - Descriptive Statistics for the curated dataset considering the unique products 
acquired by the customers 
 
 





Table 10 - Hyperparameters of the NCF algorithm 
Hyperparameter Chosen Values Description 
model_type Neumf 
How the matrix factorization will be handled and it can take as values gmf (Generalized Matrix 
Factorization), mlp (Multi-Layer Perceptron) and neumf (Neural Matrix Factorization, which is a 
combination of gmf and mlp) (He et al. 2017; González-Fierro 2018; Sharma 2019). 
n_factors 4 
"It controls the dimension of the latent space," and it refers to the number of layers in the model (He et 
al. 2017; Graham 2018). 
layer_sizes [16,8,4] "Sizes of the input layer (and hidden layers) of MLP" (He et al. 2017; Graham 2018). 
n_epochs 25 
Number of times the “dataset is passed forward and backward through the neural network” (He et 
al. 2017; Sharma 2017). 
batch_size 7500 “Total number of training examples present in a single batch” (He et al. 2017; Sharma 2017). 



































Figure 10 - Smartphone web page prototype created with Streamlit 
 
 
Table 12 - Hit rate at 6 for the period from November 15, 2020 until December 27, 2020 
 
