This paper presents an end-to-end solution for MRI thigh quadriceps segmentation. This is the first attempt that deep learning methods are used for the MRI thigh segmentation task. We use the state-of-the-art Fully Convolutional Networks with transfer learning approach for the semantic segmentation of regions of interest in MRI thigh scans. To further improve the performance of the segmentation, we propose a post-processing technique using basic image processing methods. With our proposed method, we have established a new benchmark for MRI thigh quadriceps segmentation with mean Jaccard Similarity Index of 0.9502 and processing time of 0.117 second per image.
Introduction
There are over 600 skeletal muscles in the human body which play important roles in: 1) thermoregulation by generating heat as a product of their contraction and metabolism; 2) whole-body energy balance by utilizing and storing fatty acids, glucose and amino acids consumed as part of the diet to provide energy for movement and other cellular processes; and 3) paracrine and endocrine functions as they release growth hormones and other factors into circulation [1] . However, * Authors Contributed Equally the most important functions of muscles are to provide support for posture and to make movement possible by applying force while shortening to bones and joints.
The muscles of the arms and legs principally allow us to interact with and move around the environment. Of all the limb muscles, those located in the thigh are amongst the largest and most powerful. The thigh is divided into three main compartments: 1) the quadriceps muscle group on the anterior aspect; 2) the adductor muscles that bring the thigh toward the mid-line and rotate it (on the medial section); and 3) the hamstrings on the posterior aspect.
Skeletal muscles are highly adaptable to their habitual use: regular exercise will induce muscles growth, while sedentary living or other types of disuse leads to muscle atrophy. Indeed, any disease or other long-term condition causing low muscle mass and strength can result in mobility impairments. The normal ageing process is one such condition. During ageing, physical activity levels decrease [2] and the consequent disuse alongside other biological processes such as hormonal and/or other endocrine changes contribute to muscle wasting [3] .
Another study has revealed that leg muscles of older people begin to accumulate fatty adipose tissue. There is very little information currently available showing how adipose tissue accumulates in leg muscles. Quantification of the changes in adipose tissue with ageing coupled with more detailed analysis of muscle biopsy samples could help to identify the regulatory mechanisms leading to loss of muscle mass and strength in older age because fatty adipose tissue can emit proteins that promote the breakdown of surrounding tissue [4] . Hence,
The study of thigh muscles is a priority due to their importance in locomotion, mobility and metabolism and the extent of their deterioration in ageing and disease.
Artificial Intelligence is showing improvements in the autonomous and unsupervised learning systems, which in turn, revolutionize many industries and bring significant shifts in society through developments in healthcare analysis and treatment [5, 6, 7] . Technological advances in medical imaging over the past three decades have led to greater accessibility to advanced imaging techniques 2 in clinical practice and research settings. Such technologies include magnetic resonance imaging (MRI), dual-energy X-ray absorptiometry, ultrasonography and computed tomography. They are widely used by clinicians to scan body segments to diagnose injury or disease [8, 9] . These imaging techniques are also used by researchers interested in studies of human anatomy and physiology in health and disease across the lifespan. These techniques produce precise, high-quality distinctions between different tissue and cell types.
In computer vision analysis and medical imaging, semantic segmentation is an attempt to partition meaningful parts that belong to the same object class of an image together and is mostly applied in object detection and localization [10, 11] . In this work, five state-of-the-art semantic segmentation deep learning architectures for regions of interest (ROI) in MRI of thigh muscles are reviewed.
The significant contributions of this work are:
1. To provide a review of current state-of-the-art image processing, traditional machine learning and deep learning approaches for segmentation of MRI thigh muscles.
2. We present the largest dataset of MRI thigh muscles with annotated ROI that consists of quadriceps, bone and marrow as ground truths from the experts.
3. To date, this is the first time deep learning methods are used to segment the ROI from the MRI of thigh muscles and results are compared with the traditional methods.
4. We propose a post-processing technique which helps in further refinement of segmentation of ROI in MRI of thigh muscles.
Related Work
From 2002 until 2015, twelve automated segmentation attempts on the MRI thigh muscles have been recorded [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23] Next, in [25] , the same authors worked on the introduction of linear sub-spaces constraints within RW segmentation framework, where the novel knowledge or prior-based quadriceps segmentation was proposed, contributing to a slightly improved in segmentation output accuracy, compared to [24] . The technique was developed based on RW formulation, where the concatenation of all the node's (or seed's) probability is proliferated by block diagonal matrix (depending on the quantity of the label); combined with prior knowledge to the respective RW to small muscle components (e.g. Gracilis muscle and tensor fasciae latae), due to large registration errors on the same muscle assumption.
Another fully automatic segmentation method for thigh MRI was demonstrated by Andrews et al. [27] . This technique provides a good accuracy for individual muscle segmentation of the thigh, by using energy minimizing probabilis- results from all steps above were integrated into a globally minimized convex energy functional by the mean of primal-dual method to generate a probabilistic segmentation. As the system was mainly designed to tackle issues related to segmentation accuracy, the major drawback is that the average segmentation time took 50 ± 4.3 minutes per image to run. The mean DSC by using this method is 0.808 ± 0.074, which is quite promising, considering the procedure and analysis were done to all muscles, individually, on MRI of the thigh.
In 1992, Morrison et al. [29] made an attempt on MRI thigh segmentation 6 by using neural network. The network model integrates a probabilistic neural network to facilitate the generation of probability estimates at each pixel for use in an iterative segmentation process. This preliminary study on MRI thigh segmentation by using one of the simplest forms of neural network reported that the segmentation result is unaffected by the quality of the training dataset.
Today, the concept of neural network has been revolutionised and diversely applied, including in segmentation of medical imaging.
Recently, deep learning has provided various end-to-end solutions for the semantic segmentation of abnormalities such as breast cancer, brain tumour, skin lesions, foot ulcers in various image modalities of medical imaging [30, 31, 32] . At the time of writing, there is no other study has been made in the segmentation of MR images of human thigh muscles with deep learning methods.
Current state-of-the-art methods, especially image processing based techniques,
are not robust, due to their nature of reliance on specific regulators and rules, with certain assumptions. In contrast to conventional machine learning, deep learning methods do not require such strong assumptions and have demonstrated superiority in region and object segmentation and classification, which suggests that the robust fully automated MRI segmentation of human thigh muscles may be achieved, by adopting such approach. Moreover, the segmentation output performance from most recent applications of network models in MRI of different domains [33, 34, 35] , in association with image processing technique [36] and in conjunction with the utilization of better and upgradable graphics processing unit (GPU), is remarkably accurate and fast.
Methods
This section discusses the MRI datasets of thigh muscles, the preparation of ground truth annotation and the proposed methods for experimentation of semantic segmentation.
MRI Datasets of Thigh Muscles
All MRI scans of the thigh were collected from men and women aged 18-90 years [37] by using the same T1-weighted Turbo 3D sequences from a 0. 2 In this work, we created three types of MRI thigh datasets. The first dataset is labelled as mid-scan (MD), where a single middle-scanned MRI is selected from each dataset of 110 different subjects, i.e. MRI scan number 7 of individual subject with 13 scans (Figure 1 ) and MRI scan number 13 of individual subject with 26 scans (Figure 2 ). The second dataset is labelled as whole-scan (WD), which is the combination of all scans from both 13 and 26 scans datasets of 50 individual subjects to form a WD dataset with 1000 MR images. The third dataset is labelled as all-scan (AD), which is a combination of both MD and WD datasets. single-channel paletted images) [11] .
In this Pascal VOC format, 0 maps are indexed to black pixels corresponding to the background and 1 (in red) denotes the ROI (consists of quadriceps, femur and marrow). This procedure is illustrated in Figure 3 below.
Deep Learning Architectures for Semantic Segmentation
This section provides the brief description of deep learning architectures used for the semantic segmentation of ROI in the MRI thigh muscles. 
Transfer Learning
Having a sufficient amount of data is crucial to effectively train a deep neural network. However, in reality especially for medical imaging, it is not often possible to have large datasets and this is why the idea of transfer learning has emerged in recent years to produce significant results for smaller medical imaging datasets. Instead of training the deep learning methods from scratch, transfer learning is a method that uses the weights from pre-trained models and then, fine-tuning the network with the new dataset.
In this work, the weights associated to these pre-trained models are subsequently used to fine-tune the deep learning methods for training the thigh MRI datasets. This transfer learning process is demonstrated in Figure 4 . 
Results and Discussion
Two datasets including a total of 1110 MR images were manually labelled by the domain experts. These datasets of MRI are then trained, validated and tested by and Dice Similarity Coefficient (DSC) indexes were also employed as the performance metrics for the evaluation of segmented ROI. MCC [44] is defined as:
where TP, TN, FP and FN denote True Positives, True Negatives, False Positives and False Negatives, respectively. Table 1 summarizes the mean index of semantic segmentation results of all the deep learning models on mid-scan (MD) and whole-scan (WD) datasets. 
FCN-8s model with different solver types for MD and WD
Stochastic Gradient Descent (SGD) [43] is arguably predominantly used to train deep learning models, mainly due to its strength of simplicity in implementation and fast processing, even for problems (or datasets) with many training patterns.
Semantic segmentation results in Table 1 also generated by the application of SGD as its solver type in all pre-trained models. Table 2 demonstrates the performance impact on the application of different solver methods used for semantic segmentation in thigh MR datasets by FCN-8s model. From Table 2 , the various applications of solver types on FCN-8s during the training and validation suggested that Adam solver generally performs better for the semantic segmentation of ROI in thigh MRI, with both MD and WD datasets having a JSI performance increment of 0.0297 (2.97%) and 0.0153 (1.53%) in terms of accuracy, respectively compared to FCN-8s with SGD solver.
Unfortunately, none of the results can be generated with AdaDelta solver [49] on FCN-8s due to the lower percentage (≈ 70%) of learning accuracy and higher loss during the training, even after the number of epoch was increased.
Segmentation of MRI thigh muscle on All-scan Dataset
The main intention of distributing the dataset into two (MD and WD) is to observe for any significance in JSI performance index for the semantic segmentation task of the ROI of the thigh MRI due to the substantial differences of the total number of images in these datasets (110 and 1000 images for MD and WD, respectively). As it was proven by the results in the previous sections, the performance of each model is marginally improved with the increased number of images in the WD dataset.
We further investigate the performance of these models by combining the MD and WD to form an all-scan dataset (AD). For this purpose, 1000 images of WD are used for training and validation, whereas 110 images of MD are used for testing. The new training, validation and testing configurations for AD are then segregated as 900, 100 and 110 images, respectively. The hypothesis of forming this dataset is that the testing performances for each model should be improved as more images are incorporated in training the models, compared to MD and WD datasets. Table 3 shows the results of this procedure, with results of both MD and WD are also included, for comparisons. The average processing time to inference a single MRI of thigh muscle also stands as an important performance indication for the means of evaluation of all models. Table 4 depicts the average processing (semantic segmentation testing) time (in seconds) for a single thigh MR image for all proposed models. [51] . In correlation to the best performer in terms of accuracy (FCN-8s with Adam solver in WD; average processing time of 0.1 sec per image), the processing time was 30, 170 and 220 times faster than the frameworks in [37] , [50] and [51] , respectively. This indicates that in general, the FCN-8s model is ideal for the domain of semantic segmentation as it is not only accurate, but also considerably fast. Overall, the application of any pre-trained model for testing (semantic segmentation) the ROI of thigh MRI is reliable in terms of processing time, with FCN-8s (with Adam solver in MD) taking the longest time -0.64 sec. And that still is 4.7 times faster than the proposed method in [37] .
This was also confirmed: 1) the general influence of utilizing the simplicity of update value formulation of the weight W t+1 [43] for SGD, evidently results in faster computation, compared to the complexity of Adams's weight update [46] ; and 2) vice-versa for the accuracy department, as Adam generally performed better throughout all datasets, compared to SGD.
Post-processing
Notwithstanding the promising results set out above, there is still a need to Figure 5 demonstrates the significance of the inclusion of this stage and Table 5 shows the mean JSI performance index with the implementation of post-processing stage by image processing techniques described earlier. The results above demonstrated that by incorporating the proposed postprocessing stage, the semantic segmentation output can be enhanced. The overall accuracy performances are increased throughout all of the datasets, with FCN-8s (Adam solver in WD) achieved the best result. However, the performance increment was minimal, due to the fact that only < 1% (or 0.86% to be exact across output in Table 5 ) of semantically segmented images are affected and all-scan (AD) datasets, without and with post-processing, respectively.
FCN-8s
Without 
Comparison with benchmark algorithms
The closest state-of-the-art segmentation methods using the similar definition of ROIs were done by Ahmad et. al. [50, 37, 51] . They first established a semi-automated segmentation method for mid-scan ROI segmentation [50] and achieved a mean JSI of 0.95 (or 95%). The work was further investigated towards the automatic segmentation of sequential MR images in a dataset (of a single subject) [37] by the combination frameworks of the earlier method in [50] and image processing techniques and achieved an average JSI of 0.9334 (or 93.34%). Although both frameworks yield reliable and accurate segmentation results, these frameworks still need minimal supervision to precisely delineate the muscle borders. A fully automated segmentation method was later developed in [51] by the integration of statistical analysis, image processing and computer vision algorithms, which requires no interactions from the user and offers good performance in terms of segmentation accuracy (mean JSI of 0.8526) of the ROI (quadriceps, femur and marrow) and processing time.
This paper has demonstrated that FCN-8s with post-processing has outperformed the benchmark algorithms and therefore warrants the in-depth analysis before further application. In addition, in terms of processing time, it was 26, 145 and 188 times faster than the frameworks in [37] , [50] and [51] , respectively.
Conclusion
In (or 95%) set in [50] for the semi-automatic segmentation framework. However, this semi-automatic segmentation framework suggested in [50] requires manual tuning of image processing parameters for the individual cases which can be very tedious work especially for domain experts. Whereas, the deep learning models present end-to-end solution with quick processing time for inferencing.
The output performance of FCN-8s (without the inclusion of post-processing stage) i.e. 0.947 (or 94.7 %) is comparable to the previous benchmark achieved.
In the future work: 1) to explore other potential deep learning architec-20 tures that are used for the semantic segmentation task (such as U-Net [52] , SegNet [53] and FCN-DenseNet [54] ) and investigate, evaluate and compare their performances with the current benchmark method; and 2) the prospect of developing novel deep learning architecture that specifies and optimizes to the ROI segmentation with post-processing technique included in it.
