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Abstract—Deep face recognition has made remarkable ad-
vances in the last few years, while the training scheme still
remains challenging in the large-scale data situation where many
hard cases occur. Especially in the range of low false accept
rate (FAR), there are various hard cases in both positives (i.e.
intra-class) and negatives (i.e. inter-class). In this paper, we study
how to make better use of these hard samples for improving the
training. The existing training methods deal with the challenge by
adding margins in either the positive logit (such as SphereFace,
CosFace, ArcFace) or the negative logit (such as MV-softmax,
ArcNegFace, CurricularFace). However, the correlation between
hard positive and hard negative is overlooked, as well as the
relation between the margin in positive logit and the margin in
negative logit. We find such correlation is significant, especially
in the large-scale dataset, and one can take advantage from
it to boost the training via relating the positive and negative
margins for each training sample. To this end, we propose
an explicit cooperation between positive and negative margins
sample-wisely. Given a batch of hard samples, a novel Negative-
Positive Cooperation loss, named NPCFace, is formulated, which
emphasizes the training on both the negative and positive hard
cases via a cooperative-margin mechanism in the softmax logits,
and also brings better interpretation of negative-positive hardness
correlation. Besides, the negative emphasis is implemented with
an improved formulation to achieve stable convergence and
flexible parameter setting. We validate the effectiveness of our
approach on various benchmarks of large-scale face recognition
and outperform the previous methods especially in the low FAR
range.
Index Terms—Face Recognition, Deep Learning, Training Loss
I. INTRODUCTION
Face recognition is a widely studied topic in computer
vision and video analysis. With the advances of deep learning
for face recognition [1], [2], [3], increasing research inter-
est focuses on the large-scale face recognition whose major
challenge falls in the recognition accuracy at the low false
accept rate (FAR) range. There are many factors leading to
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hard cases at the low FAR, such as large pose, age gap, non-
uniform lightening, occlusion, and so forth (Fig. 1). These
cases are often regarded as hard samples, and form not only
hard positives but also hard negatives. Here, positive and
negative denote intra-class and inter-class, respectively. Many
prior methods [3], [4], [5], [6] aims to select training samples
from the hard cases to gain performance improvement. Rather
than study how to identify hard samples from the dataset, in
this paper, given a definition of hard sample (such as the mis-
classified samples), our objective is to study how to make
better use of them to boost the training.
Recently, many methods are proposed to optimize the
training supervision from the perspective of either positive
or negative, and achieve great progress on the mainstream
benchmarks. Some of them [7], [8], [9], [10], [11], [12] aim
to enlarge the gap between different classes by adding an
angular margin in the positive logit of softmax. Liu et al. [7],
[8] introduces the idea of angular margin at the first time.
CosFace [9] and AM-softmax [10] propose an additive margin
for better optimization. ArcFace [11] improves the geometric
interpretation of the margin and achieves better performance.
AdaptiveFace [12] encourages to learn an adaptive margin for
each class. The above methods can be regarded as the category
of hard positive mining, because they aim to emphasize the
training on those samples away from their ground-truth center
by adding margin in the positive logit of softmax. In contrast,
some other methods [13], [14], [15] consider to employ hard
negative mining by adding margin from the negative (non-
ground-truth) view. MV-softmax [13] proposes to identify the
mis-classified samples and exploit them by adding margin in
the negative logits. ArcNegFace [14] also studies on margin-
involved negative logits in a similar way. Based on MV-
softmax, CurricularFace [15] adaptively adjusts the relative
importance of easy and hard samples during different training
stage by modulating the negative logits.
The above-mentioned methods study to improve the training
from either the positive view or negative view. To further
make full use of the hard samples from positive perspective
and negative perspective simultaneously, a straightforward idea
is to add margins in both positive and negative logits, such
as the manner in [13], [14], [15]. However, such straight
combination has a shortcoming: the margins are imposed
independently in positive and negative logits, which is a sub-
optimal choice of setting the margin for each hard sample in
training. We argue that the margins should be related between
negative and positive in a cooperative way, sample-wisely.
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2Fig. 1: The top and second row form hard positives (i.e. intra-class), the second and bottom row form hard negatives (i.e.
inter-class). Many factors, such as large pose, expression, occlusion, age gap etc., result in hard cases in not only positives but
also negatives.
The reason is that, given a face dataset, a sample, which acts
as a hard positive, will generally act as a hard negative as
well. Such case widely exists in the face dataset, especially
when the dataset is of large-scale. For example, as shown in
Fig. 2b, when dataset is of large-scale, “Class 1” is surrounded
by many neighboring classes, and the hard positive sample
could easily find a neighboring class to form a hard negative.
More formally, the hard positives and hard negatives have
high correlation in large-scale face dataset. This phenomenon
is verified on the datasets CASIA-WebFace [16] and MS-
Celeb-1M [17] in Section IV-A (Fig. 3). This observation is
consistent with the intuition, but has been overlooked in the
prior methods for face recognition.
To address this issue, we propose the Negative-Positive
Cooperation loss (NPCFace): applying the hard negative-
positive correlation to the training loss formulation, and so
taking the benefit of it via a cooperative margin scheme
for better supervision. Specifically, we formulate an explicit
cooperation of the margins in the positive and negative logits.
The margin in the positive logit will be enlarged by the
cooperation if the negative logit is enlarged. This cooperation
scheme is implemented sample-wisely: it will be activated
when the sample is identified as a hard sample by an off-the-
shelf criterion; otherwise, the cooperation will be deactivated,
and the positive logit and negative logit will be calculated
independently. Through this cooperation scheme, NPCFace
emphasizes the supervision of the hard samples from both the
positive and negative perspective. A training sample, which
acts as a hard case from the negative view, will also give extra
contribution to the supervision from the positive view. Resort-
ing to the cooperation scheme, our NPCFace achieves better
exploitation of large-scale training data of face recognition,
and pushes the frontier in low FAR range.
Furthermore, we improve the margin formulation in the
negative logits in order to guarantee the stable convergence
and flexible parameter setting. The experiments on different
network architectures and training datasets show that one can
easily adopt our method to conduct effective training and
further study.
The contributions of this paper are summarized as follows:
• We propose a novel supervision loss, named NPCFace,
to improve the use of hard samples in the large-scale
training. It performs a cooperative training emphasis on
hard positives and hard negatives sample-wisely, and is
implemented via an explicitly related margin formulation
in the softmax logits. Benefiting from the correlation
between hard positive and hard negative, NPCFace makes
better use of the hard samples for training deep face
model.
• We improve the margin formulation in the negative logits
to achieve stable convergence and flexible parameter
setting. These benefits are validated on various network
architectures and face datasets. One can easily train the
deep networks with NPCFace on large-scale face datasets.
• We evaluate our approach on extensive face recognition
benchmarks, including LFW, BLUFR, CALFW, CPLFW,
CFP-FP, AgeDB-30, RFW, IJB-B, IJB-C, MegaFace and
Trillion-Pairs. Resorting to the above improvements,
NPCFace achieves leading performance on them, espe-
cially in the low FAR range.
II. RELATED WORK
A. Loss Function
Loss function is an essential research topic in deep super-
vision for face recognition. There are mainly two routines in
the previous works. The first consists in feature embedding.
Contrastive loss [18], [19], [2] calculates pairwise Euclidean
distance and optimizes it in feature space, while Triplet loss [3]
selects the triplet samples and measures the relative Euclidean
distance of them. The second includes classification loss
functions, such as Taigman et al. [1] which aims to make
the different identities separate. Furthermore, face feature
representation should be compact in intra-class and separate
in inter-class simultaneously. Therefore, Center loss [20] de-
velops a method to constrain the intra-class compactness.
RegularFace [21] aims at enlarging inter-class separability
between different class centers by an exclusive regularization.
3L-softmax [7] and SphereFace [8] introduce the angular mar-
gin to obtain significant improvement. NormFace [22] studies
the effectiveness of the feature and weight normalization.
Afterward, CosFace [9] and AM-softmax [10] propose an
additive margin to the positive logit which can be optimized
steadily. ArcFace [11] employs an additive angular margin,
which has a more clear geometric interpretation and achieves
further improvement. AdaCos [23] introduces an adaptive
scale parameter to reformulate the mapping between cosine
similarity and classification probability. More recently, MV-
softmax [13], ArcNegFace [14], CurricularFace [15] propose
to add margins in the negative logits. However, seldom has
yet accomplished thorough study on the cooperation between
positive and negative.
B. Hard Sample Usage
There are many prior works that study the mining approach
for hard samples, such as OHEM [24], SmartMining [25],
HDC [26] and some others [4], [5], [6] for face and general
learning. However, there are fewer literatures of discussion
about how to use the selected hard samples. FaceNet [3]
selects the hard positive and negative samples to construct each
mini-batch. EDM [27] proposes to use the moderate positive
and hard negative in a related manner. MV-softmax [13]
chooses the mis-classified sample as hard one and enlarges
the corresponding loss value by adjusting the margins explic-
itly. Similarly, ArcNegFace [14] proposed a margin-involved
negative logits to emphasis the hard samples. Based on MV-
softmax, CurricularFace [15] adaptively adjusts the relative
importance of easy and hard samples during different training
stages by modulating the negative logits. Earlier, a series of
methods propose to exploit the hard samples in a more implicit
way. These methods, such as CosFace [9], AM-softmax [10],
ArcFace [11], mainly adopt the margins in loss function, so the
training supervision automatically focuses on the hard sample.
AdaptiveFace [12] makes the model to learn the adaptive
margin for each class and focus on hard classes with a small
number of hard prototypes in each training iteration.
III. OUR METHOD
A. Revisiting Softmax
The softmax loss is the most widely used training loss
function, which includes a fully connected layer, the softmax
function and the cross-entropy loss. At the fully connected
layer, the output wTj xi is obtained by the inner product
of the i-th feature xi and the j-th class weight wj . After
l2 normalization on features and weights, the inner product
equals to the cosine similarity wTj xi = cos (θi,j). Thus, the
softmax loss can be formulated as follows:
L = − 1
N
N∑
i=1
log
es cos(θi,y)
es cos(θi,y) +
∑C
j=1,j 6=y es cos(θi,j)
, (1)
where N is the batch size, C is the class number, s is a
re-scaling parameter, and y is the ground-truth label of the
i-th sample. We denote the positive and negative logits as
fy and fj , which are computed as fy = s cos (θi,y) and
fj = s cos (θi,j) |j 6=y , respectively. So, the softmax loss can
be further formulated as:
L = − 1
N
N∑
i=1
log
efy
efy +
∑C
j=1,j 6=y efj
. (2)
Then, the gradient with respect to the positive logit and
negative logits is calculate as:
∂L
∂fk
=
{
pk − 1 if k = y,
pk if k 6= y,
(3)
where pk is the predicted probability on the k-th class, which
is defined by the softmax function:
pk =
efk∑C
j=1 e
fj
. (4)
Given
∑C
k pk = 1 for the total C classes, the gradient
summation of each sample with respect to each class always
equals to the constant zero:
C∑
k
∂L
∂fk
= 0. (5)
Considering pk is a probability that being less than 1, the
gradient with respect to the positive logit (pk − 1) and that
with respect to the negative logit (pk) have the opposite sign.
Therefore, for each training sample, given the loss function
of softmax, the supervisions on the ground-truth class and
non-ground-truth class have strong correlation in terms of
magnitude, since their sum equals to zero. In other words, if
a training sample leads to a strong supervision on the ground-
truth class, then it will bring strong supervision on the non-
ground-truth classes as well. This property is brought about
by the normalization of softmax function.
B. Revisiting Margin-based Variants
Many prior works attempt to impose a margin in the positive
logit to emphasize the supervision on the ground-truth class.
Without loss of generality, we take the ArcFace formulation
as an example. The positive logit fy = s cos (θi,y +m) is
equipped with a non-negative margin m, so the positive logit
is decreased than the original version fy = s cos (θi,y), as well
as the probability:
pk|k=y = e
s cos(θi,y+m)
es cos(θi,y+m) +
∑C
j=1,j 6=y es cos(θi,j)
<
es cos(θi,y)
es cos(θi,y) +
∑C
j=1,j 6=y es cos(θi,j)
. (6)
Then, according to Eqn. 3, the supervision on the ground-
truth class is amplified. While the positive margin brings the
benefit on ground-truth supervision, it will impair the non-
ground-truth supervision. The reason is as follows. According
to the property above-mentioned, the supervision on the non-
ground-truth classes is emphasized by:
4(a) (b)
Fig. 2: (a) An example of hard positive in small-scale dataset. (b) In large-scale dataset, the hard positive has higher chance
to be also a hard negative. This is verified by high correlation computed in Section IV-A (Fig. 3). Best viewed in color.
pk|k 6=y = e
s cos(θi,k)
es cos(θi,y+m) +
∑C
j=1,j 6=y es cos(θi,j)
>
es cos(θi,k)
es cos(θi,y) +
∑C
j=1,j 6=y es cos(θi,j)
. (7)
Unfortunately, such emphasis is activated to all the non-
ground-truth classes indiscriminately. Thus, the hard non-
ground-truth class, which deserved stronger supervision than
the other classes, is, however, relatively weakened by the indis-
criminate emphasis. More recently, MV-softmax, ArcNegFace
and CurricularFace argue to perform an extra margin in the
negative logits, and such scheme compensates the supervision
on hard non-ground-truth class and alleviates the above issue.
We take MV-softmax as an example, the logit of hard non-
ground-truth class is reformulated as:
fj = s(t cos (θi,j) + t− 1), (8)
where t > 1 can be regarded as the extra margin in the
negative logit. We can see the logit is enlarged, and so the
corresponding supervision is emphasised independently.
C. Improved Hard Negative Emphasis
In the above formulation (Eqn. 8) of non-ground-truth logit,
the margin is implemented via the parameter t in the negative
logit. By further developing the gradient from Eqn. 3 with
respect to the class weight wj ,
∂L
∂wj
|j 6=y = ∂L
∂fj
∂fj
∂wj
= pj
∂fj
∂wj
= pj
∂s(t cos (θi,j) + t− 1)
∂wj
= pj
∂s(twTj xi + t− 1)
∂wj
= pjstxi, (9)
we can see the supervision on the non-ground-truth class is
determined by the predicted probability pk and the parameter
t, while pk is also determined by t (Eqn. 8). So, a slight
increase of t will lead to large increase of gradient, and thus
bad solution or even unstable convergence (Fig. 9). But if
we decrease t to gain better convergence, the emphasis on
the hard non-ground-truth class will be weakened instead. In
order to alleviate the conflict between the stability and hard
emphasis, we propose to disentangle the multiplicative margin
and additive margin. To this end, the logit of non-ground-truth
class is reformulated as:
f
Mij
j = (1−Mi,j) · s(cos θi,j) +Mi,j · s(t cos θi,j + α),
(10)
where the mask Mi,j ∈ {1, 0} indicates whether the sample xi
is hard to the j-th class. The choice of hard sample can be any
of the off-the-shelf definition, such as mis-classification [13],
OSM [28], DE-DSP [4] etc. More importantly, we disentangle
the multiplicative margin and additive margin, and define them
by t and α, respectively. t and α represent the scale and
5the shift modulation. For hard samples, we emphasize the
supervision on the hard non-ground-truth class by tuning α
and t together, so we can obtain the stable convergence while
keeping hard supervision. This is an improved formulation
with more flexible parameter setting. One can refer to Sec-
tion V-B and find our formulation leads to stable convergence.
D. Cooperation in Hard Positive
As discussed in Section I, when we train face recognition
model on large-scale dataset, we can observe high correlation
between hard positive and hard negative. In this section, to
further improve the training supervision, we explore to take
advantage of the correlation between the hard positive and
hard negative. We argue that the margin formulated in the
positive logit should be related to the negative logits for
each sample. The hard samples are generally far away from
their ground-truth class, and closer to the non-ground-truth
classes. In other words, a sample which acts as hard case in
positive perspective, also generally acts as hard one in negative
perspective. We will discuss more about their correlation in
Section IV-A.
Therefore, we develop an explicit cooperation between
positive and negative logits for each sample. Specifically, a
cooperative margin m˜i is defined for the positive logit of
the i-th sample. Two factors are involved in the definition of
cooperative margin: (1) the similarity to the non-ground-truth
class cos (θi,j)|j 6=y is involved to implement the cooperation;
(2) the mask Mi,j is involved to enable the cooperation if it
is a hard sample:
m˜i =

m0+
∑C
j=1,j 6=y(Mi,j cos (θi,j))∑C
j=1,j 6=yMi,j
m1, if
∑C
j=1,j 6=yMi,j 6=0
m0, if
∑C
j=1,j 6=yMi,j=0
,
(11)
where m0 > 0 is a constant which maintains a basic margin for
each sample, and m1 > 0 controls the range of the cooperative
margin. We can see that the cooperative margin is related to
the averaged hard negative logits. If the sample acts as a hard
case from negative perspective, the cooperative margin m˜i will
increase; if it is not a hard case, m˜i will reduce to the basic
margin.
The cooperative margin can be applied in any positive-
margin-based methods ( e.g, [8], [9], [10], [11]). Here, we
take ArcFace as an example, and the positive logit can be
formulated as:
fMijy = s cos (θi,y + m˜i) . (12)
When the sample has more hard negatives, then the coopera-
tive margin m˜i will increase, the positive logit will decrease
and thus the loss value will increase. Notice that each sample
has its own cooperative margin m˜i with respect to its hardness.
In Section IV-C, we will provide more discussion about the
role of Mi,j in the cooperative margin.
Fig. 3: Correlation of hard positive and hard negative of
CASIA-WebFace and MS-Celeb-1M during the training.
E. Negative-Positive Cooperation Loss
The Negative-Positive Cooperation (NPCFace) loss function
incorporates the improved hard negative emphasis and the
cooperation in hard positive emphasis, which is formulated
as:
L=− 1
N
N∑
i=1
log
ef
Mij
y
ef
Mij
y +
∑C
j=1,j 6=y e
f
Mij
j
. (13)
As mentioned above, the choice of hard sample Mij can be
any off-the-shelf definition, and we follow MV-softmax to
employ the mis-classified samples. The cooperation comes
from the important observation: a sample which is observed
as a hard case in positive perspective, generally acts as hard
one as well in negative perspective. So, NPCFace not only
combines the emphasis from two views, but also benefits from
the correlation between hard positive and hard negative for
boosting the supervision. The following sections will give
more discussion on NPCFace and show its superiority on face
recognition.
IV. ANALYSIS
A. Correlation between Hard Positive and Negative
As mentioned above, the important observation is that a
sample which is observed as a hard case from positive view,
most likely will act as a hard case from negative view as
well. This is the motivation of NPCFace that make use of
this correlation for better training supervision. To verify this
argument, we calculate the correlation between the hard posi-
tives and hard negatives. Specifically, we calculate the distance
from the mis-classified samples to their ground-truth class,
and the distance to the nearest non-ground-truth class; we
calculate the correlation of the two distances of the samples,
each of which has such two distance values; we find the
two distances are negatively correlated throughout the training
(Fig. 3). Note that this correlation is not the same item of
the correlation between positive gradient and negative gradient
in Section III-A. Here, the correlation indicates the samples
which have smaller distance to the non-ground-truth class (i.e.
hard negative), will have larger distance to the ground-truth
class (i.e. hard positive). Also, we can see the correlation
6is more significant when the dataset has larger scale (MS-
Celeb-1M is larger than CASIA-WebFace), which verifies the
phenomenon in Fig. 2b.
B. Sample-wise Margin
The most prior works of margin-based methods, such as
CosFace, AM-softmax, ArcFace etc., setup the margin with
fixed value for all the training samples. Afterward, Adaptive-
Face proposes to learn a margin for each class of the softmax
classification. More recently, MV-softmax, ArcNegFace and
CurricularFace set the margin in a sample-wise way, which
means each training sample computes the loss with a specific
margin with respect to the sample itself. This is a more rea-
sonable routine because: (1) each training sample has different
extent of hardness; (2) the hardness of a sample varies as the
network being updated. Therefore, the sample-wise definition
of margin is a better way. NPCFace also designs the margin in
such sample-wise way, and employs this sample-wise routine
for both positive margin and negative margin; however, MV-
softmax, ArcNegFace and CurricularFace adopt the sample-
wise margin only in the negative logits.
C. Selecting Hard Sample
There are many existing criteria for selecting hard samples
for deep training. In this paper, we choose the mis-classified
samples as hard case rather than the one with large distance to
the ground-truth center. Fig. 4 demonstrates the case in which
the mis-classified sample has smaller distance to the ground-
truth than the well-classified one. As discussed in [27], this
is caused by the highly-curved manifold in the feature space.
To verify this, we analyze the cosine similarity distribution
between the training samples and their ground-truth centers
throughout the training process (Fig. 5). The red distribution
corresponds to the mis-classified samples, while the blue one
corresponds to the well-classified samples. Their overlap rates
are shown in Fig. 6. At the start of training, almost all the
samples are mis-classified because the network is trained from
scratch. Meanwhile, the overlap is the highest because the
feature manifold is most distorted at this stage. As the network
gradually converging, the training samples become closer to
their positive centers. The red area decreases and the blue area
increases because of less and less are mis-classified. Besides,
we can observe that, as the network gradually converging,
there is still an overlap between mis-classified samples and
well-classified samples, which means it is improper if we
directly use sample distance to identify hard samples.
D. Robustness to Feature Dimension
When embedding face images to feature space, the feature
dimension plays an important role in metric computation.
Here, we explore the effect of different dimension settings
in NPCFace scheme. The dimension is determined by the last
layer of the network. We set the last layer to 128, 256, 512
and 1,024 in four networks (with the same backbone), respec-
tively. Then, we train the networks and extract the features,
and calculate the cosine similarity distributions between mis-
classified samples and their nearest negative centers. Fig. 7
Fig. 4: An illustration of mis-classified case in the feature
space. The distance from Class 2 center to mis-classified
sample (d1) is smaller than to a well-classified one (d2).
Fig. 5: Blue: distribution of cosine similarity between well-
classified samples and their ground-truth center throughout the
training. Red: the counterpart between mis-classified samples
and their ground-truth. Best viewed in color.
shows the distributions of the negative similarity under the
four different feature dimension settings. We can find that the
hard negative similarity distributions are almost unchanged
when the dimensionality increases from 128 to 1,024. The
stability could be attributed to the margin formulation in the
negative logit of NPCFace, which performs effective scaling
and shifting in the training process.
V. EXPERIMENT
This section is structured as follows. Section V-A introduces
the datasets and experimental settings. Section V-B studies
the convergence of NPCFace and its flexibility on parameter
setting. Section V-C includes the ablation study which vali-
dates the negative margin, the cooperative positive margin and
the combination. Section V-D demonstrates the comprehensive
evaluation on a wide range of datasets and comparison with
the state-of-the-art methods.
A. Datasets and Experimental Setting
Training Data. We use two public datasets to train the
networks. Specifically, we use cleaned CASIA-WebFace [16]
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Fig. 7: Cosine similarity distribution between mis-classified
samples and their nearest non-ground-truth centers. The four
networks have different dimensionalities of the last layer, but
result in similar distributions.
for training in stability analysis and ablation study, and we also
utilize MS1M-v1c [29] (cleaned version of MS-Celeb-1M [17]
) for large scale comparison experiments. Note that we follow
the lists of the [30] and [13] to remove the overlapped
identities between the employed training datasets and the
test datasets. As a result, the CASIA-WebFace remains 9,879
identifies with 0.38M images and the MS1M-v1c remains
72,690 Identities and 3.28M images.
Test Data. For a thorough evaluation, we use eleven test
benchmarks, including LFW [31], BLUFR [32], AgeDB-
30 [33], CFP-FP [34], CALFW [35], CPLFW [36], RFW [37],
MegaFace [38], Trillion-Pairs [29], IJB-B [39], IJB-C [40].
Among these test data, AgeDB-30 and CALFW focus on
the large age gap face verification. CFP-FP and CPLFW
aim at the large pose face verification. RFW focuses on the
face verification for different races. BLUFR fully exploits
all the LFW face images for the large-scale face recognition
evaluation with focus at low FARs. MegaFace and Trillion-
Pairs evaluate the performance of face recognition at the
million scale of distractors. IJB-B and IJB-C contain images
and videos for set-based face recognition.
Preprocessing. All face images are detected by Face-
Boxes [41]. Then, we align the faces by five facial land-
marks [42] and crop them to 120×120 RGB. During the
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Fig. 8: The loss value of NPCFace with different CNN
architectures along training iterations. Best viewed in color.
training, we horizontally flip all the faces with probability 0.5
for data augmentation. Besides, each pixel in RGB images is
normalized by subtracting 127.5 and then divided by 128.
CNN Architecture. In the stability analysis and ablation
study, we use MobileFaceNet [43] as backbone to verify the
effectiveness of each component of our method. Then, we
adopt Attention-56 [44] as the backbone of NPCface and all
of the counterparts in the comparison experiments, so we
can make a fair comparison while keeping the performance
contrast between methods. The output of network gives a 512-
dimension feature. In addition, we also employ extra CNN
architectures (Fig. 8), including VGG-19 [45], SE-ResNet-
50 [46], ResNet-50 and -101 [47], Attention-92 [44] to prove
the convergence of our approach with various architectures.
Training and Evaluation. We train the networks from
scratch on four NVIDIA Tesla P40 GPUs. On CASIA-
WebFace, the batch size is 128 and the learning rate begins
with 0.1 and is divided by 10 at the 16, 24, 28 epochs and
finished at 30 epochs. On MS1M-v1c, We set the batch size
as 512, and the learning rate starts form 0.1 and is divided
by 10 at the 8, 14, 18 epochs and finish at 20 epochs. We
set momentum to 0.9 and weight decay to 0.0005. According
to the validation on LFW, we set t = 1.1 and α = 0.25
in negative emphasis, and m0 = 0.4 and m1 = 0.2 in
cooperative margin. In the evaluation stage, we extract features
from the last layer, and compute the cosine similarity as the
similarity metric. For a fair and precise evaluation, all the
overlapping identities between training and test datasets are
removed according to the overlapping list [30] and [13].
Compared Methods. The original softmax is em-
ployed as baseline. The classification loss counterparts in-
clude SphereFace [8], CosFace [9], ArcFace [11], AdaM-
softmax [12], AdaCos [23]. In addition, we also compare
with some recent softmax-based loss with hard mining im-
provement, such as MV-softmax [13], ArcNegFace [14] and
CurricularFace [15]. OHEM (HM-softmax [24]) and Focal loss
(F-softmax [48]) are involved as the hard mining counterparts.
We re-implement them following every details in their orig-
inal literature, and conduct fair comparison under the same
experimental setting.
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Fig. 9: The results on LFW and BLUFR with different t and α.
The red line is the performance of MV-softmax with different
t . The blue line is the performance of NPCFace with different
α and t = 1.1. Best viewed in color.
B. Stable Convergence and Flexible Setting
To demonstrate the stable convergence in the training, we
employ NPCFace to train on five prevailing CNN architectures,
including MobileFaceNet [43], VGG-19 [45], ResNet-50 and
-101 [47], SE-ResNet-50 [46] and Attention-56 and -92 [44].
As illustrated in Fig. 8, the loss values gradually drop along
with training iterations. To demonstrate the flexible parameter
setting of our improved formulation in the negative logits,
we conduct a comparison experiment with NPCFace and MV-
softmax. As shown in Fig. 9, the red line is the performance of
MV-softmax and blue line is the NPCFace. We can find there
is a large decrease both in LFW and BLUFR (VR@FAR=1e-
5) when t = 1.3 for MV-softmax, because MV-softmax’s
shift parameter is entangled with t. But for NPCFace, we can
fix t in an appropriate range (e.g. t = 1.1) and enlarge α
to obtain further performance improvement. So, NPCFace is
more flexible to determine favorable training parameters.
C. Ablation Study
In this subsection, we analyse the two improvements of
NPCFace and validate their effectiveness. Table I shows the
results on BLUFR and MegaFace. The baseline (i.e. the top
row) is the original ArcFace [11]. “Neg.” represents the em-
ployment of our improved negative logits. The improvement
TABLE I: Ablation study: performance (%) on BLUFR and
MegaFace. On BLUFR, we report the verification rate at
FAR of 1e-4 and 1e-5. On MegaFace, “Id.” refers to face
identification rank-1 accuracy with 1M distractors, and “Veri.”
refers to face verification TAR at 1e-6 FAR.
Neg. Pos. BLUFR MegaFace1e-4 1e-5 Id. Veri.
- - 92.74 83.52 72.89 77.64
X - 94.31 86.84 77.49 80.86
- X 94.29 86.31 75.33 79.58
X X 94.82 88.15 77.76 82.29
by negatives (second row) is significant by every evaluation
metric. “Pos.” refers to the cooperative margin for positive
logit. We also observe the obvious improvement (third row)
compared with the baseline. By the joint advantage of the
two components, NPCFace (bottom row) can obtain further
performance improvement, especially at the low FARs.
D. Comparison Experiments
The comparison experiments aims to evaluate NPCFace
against various challenges, and show the results compared with
state-of-the-art methods.
Recognition against large pose and age gap. Table II
includes the performance on LFW, CPLFW, CFP-FP, CALFW
and AgeDB-30. For LFW evaluation, NPCFace has a small
improvement, since state of the art on LFW is almost saturated.
The other four benchmarks (CPLFW, CFP-FP, CALFW and
AgeDB-30) aim at the evaluation when encountering hard
cases of large face pose and large age gap. From the results,
we can see that NPCFace is better than the baseline softmax
loss and other competitors in all evaluation, which prove the
effectiveness of our negative-positive cooperation.
Recognition for various races. The RFW benchmark
includes four testing subsets, i.e. Caucasian, Asian, Indian
and African. Each contains about 3,000 individuals with 6,000
image pairs for face verification. As shown on right half of
Table II, NPCFace achieves the highest accuracy in the four
testing subsets, especially in the challenging subsets of Asian
and African. It indicates the good generalization ability of
NPCFace training for various races.
Recognition at low FAR. Table III includes the perfor-
mance at low FARs. First, we conduct the evaluation on
BLUFR protocol and compare the verification rate at FAR
of 1e-4 and 1e-5. We can see that our method is obviously
superior to all the competitors. Further, we compare the
performance in the MegaFace Challenge, which is one of
the most challenging benchmark for large scale face identi-
fication and verification. Following the official protocol, we
use FaceScrub [49] as the probe set. Compared with the
baseline softmax loss, our method achieves at least 4 percents
improvements on both the Rank-1 identification rate and
the verification TAR@FAR=1e-6. Compared with the recent
state-of-the-art methods (CosFace, ArcFace, MV-AM-softmax,
AdaCos, AdaM-softmax and ArcNegFace etc.), our method
also keeps the superiority, which proves the effectiveness of the
cooperative margins. The Trillion-Pairs Challenge [29] is also
9TABLE II: Performance (%) comparison on the LFW, AgeDB-30, CFP-FP, CALFW, CPLFW and RFW.
Method LFW AgeDB CFP-FP CALFW CPLFW RFWCaucasian Indian Asian African
softmax 99.45 96.58 92.67 93.52 86.27 95.35 91.63 87.80 89.45
HM-softmax [24] 99.67 96.43 93.33 94.02 86.95 94.77 90.65 87.35 87.47
F-softmax [48] 99.65 96.60 94.11 93.87 87.17 94.95 90.72 86.82 88.00
SphereFace [8] 99.70 96.43 93.86 94.17 87.81 95.95 91.95 89.72 90.48
CosFace [9] 99.73 97.53 94.83 95.07 88.63 97.98 94.93 93.80 94.88
ArcFace [11] 99.75 97.68 94.27 95.12 88.53 98.22 95.68 93.97 94.95
AdaCos [23] 99.68 97.15 94.03 94.38 87.03 97.37 92.00 90.15 91.92
AdaM-softmax [12] 99.74 97.68 94.96 95.05 88.80 98.22 95.13 93.77 94.58
MV-AM-softmax [13] 99.72 97.73 93.77 95.23 88.65 98.28 95.08 93.50 94.57
ArcNegFace [14] 99.73 97.37 93.64 95.15 87.87 98.07 95.73 93.35 95.05
CurricularFace [15] 99.72 97.43 93.73 94.98 87.62 98.23 95.37 93.60 94.73
NPCFace 99.77 97.77 95.09 95.60 89.42 98.58 95.98 94.78 95.52
TABLE III: Performance (%) comparison on BLUFR,
MegaFace and Trillion-Paris.
Method BLUFR MegaFace Trillion-Paris1e-4 1e-5 Id. Veri. Id. Veri.
softmax 99.43 97.62 92.27 93.77 51.21 47.91
HM-softmax [24] 99.50 97.77 91.45 93.51 49.78 46.66
F-softmax [48] 99.58 97.40 91.59 92.93 45.69 41.58
SphereFace [8] 99.51 98.03 92.54 94.23 55.09 54.42
CosFace [9] 99.79 98.73 96.65 97.25 72.33 70.98
ArcFace [11] 99.80 98.53 97.04 97.38 75.68 74.80
AdaCos [23] 99.63 97.44 94.27 96.04 53.59 52.33
AdaM-softmax [12] 99.81 98.89 96.80 97.37 71.76 70.70
MV-AM-softmax [13] 99.81 99.25 97.13 97.50 75.34 74.34
ArcNegFace [14] 99.78 98.49 96.85 97.35 75.48 73.77
CurricularFace [15] 99.79 98.85 96.80 97.24 75.07 73.45
NPCFace 99.83 99.36 97.75 98.07 77.53 77.01
a large scale face recognition challenge, which is consisted
of 5,700 identities for recognition and 1.58 million faces as
distractors. Table III also displays the performance comparison
in the Trillion-Pairs Challenge. From the results, we find that
the hard mining methods [24], [48] do not work well in
the extreme low FAR range (i.e. 1e-9), while the margin-
improved methods (NPCFace, ArcFace, MV-AM-softmax etc.)
shows the advantage on exploiting hard samples. Besides, we
observe that our NPCFace is able to push the limit of deep
face recognition in the extreme low FAR range and achieve
the leading performance among all the competitors both in
identification and in verification.
In addition, we also report the performance of face verifi-
cation task on IJB-B [39] and IJB-C [40] datasets. The IJB-
B dataset consists of 1,845 subjects with 21,798 images and
55K video frames. For face verification task, there are 10,270
positive matches and 8M negative matches. The IJB-C dataset
composes of 3,531 subjects with 31,334 images and 117,542
video frames, which provides 19,557 genuine matches and
15,638,932 impostor matches. For the IJB-B and IJB-C face
verification evaluation, we obtain the set-based representations
by averaging the image features without any specific strategies
for set-based face recognition. From the results in Table IV, we
can find NPCFace also keep the leading performance on IJB-B
and IJB-C datasets, which shows our methods can obtain more
discriminate and generalized features than the counterparts.
TABLE IV: Performance (%) comparison on IJB-B and IJB-C.
Method IJB-B IJB-C1e-4 1e-5 1e-4 1e-5
softmax 85.66 73.63 86.62 76.48
HM-softmax [24] 85.81 73.79 87.26 77.76
F-softmax [48] 85.10 73.67 86.98 77.53
SphereFace [8] 86.67 74.75 87.92 78.77
CosFace [9] 90.60 82.28 91.72 86.68
ArcFace [11] 90.83 82.68 91.82 85.75
AdaCos [23] 86.04 73.34 87.53 78.91
AdaM-softmax [12] 90.54 82.70 91.64 86.84
MV-AM-softmax [13] 90.67 83.17 92.03 87.52
ArcNegFace [14] 90.62 81.59 90.91 85.64
CurricularFace [15] 90.04 81.15 90.95 84.63
NPCFace 92.02 85.59 92.90 88.08
(a) IJB-B (b) IJB-C
Fig. 10: The ROC curves of NPCFace and the counterparts on
IJB-B and IJB-C. Best viewed in color.
VI. CONCLUSION
In this paper, we propose a novel training supervision,
namely Negative-Positive Cooperation (NPCFace) loss, to
address the challenges in large-scale face recognition. The
contribution consists in two folds. First, a cooperative training
emphasis on hard positives and hard negatives is developed
to make full use of them for better training. Second, the
improved margin formulation in the negative logits leads
to stable convergence and flexible parameter setting. The
two components can jointly bring advantages to the training
of deep face recognition. Consequently, NPCFace achieves
favorable performance in the low FAR range and various hard
cases, and shows it superiority over the prior methods.
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