We performed numerical simulation of the kinetic equation describing behavior of an ensemble of random-phase, spatially homogeneous gravity waves on the surface of the infinitely deep ocean. Results of simulation support the theory of weak turbulence not only in its basic points, but also in many details. The weak turbulent theory predicts that the main physical processes taking place in the wave ensemble are down-shift of spectral peak and "leakage" of energy and momentum to the region of very small scales where they are lost due to local dissipative processes. Also, the spectrum of energy right behind the spectral peak should be close to the weak turbulent Kolmogorov spectrum which is the exact solution of the stationary kinetic (Hasselmann) equation. In a general case, this solution is anisotropic and is defined by two parameters-fluxes of energy and momentum to high wave numbers. Even in the anisotropic case the solution in the high wave number region is almost proportional to the universal form ω −4 . This result should be robust with respect to change of the parameters of forcing and damping. In all our numerical experiments, the ω −4 Kolmogorov spectrum appears in very early stages and persists in both stationary and non-stationary stages of spectral development. A very important aspect of the simulations conducted here was the development of a quasi-stationary wave spectrum under wind forcing, in absence of any dissipation mechanism in the spectral peak region. This equilibrium is achieved in the spectral range behind the spectral peak due to compensation of wind forcing and leakage of energy and momentum to high wave numbers due to nonlinear four-wave interaction. Numerical simulation demonstrates slowing down of the shift of the spectral peak and formation of the bimodal angular distribution of energy in the agreement with field and laboratory experimental data. A more detailed comparison with the experiment can be done after developing of an upgraded code making possible to model a spatially inhomogeneous ocean.
Introduction
The phenomenon of wind-generated gravity waves on the sea surface is a very interesting object not only for oceanographers, naval architects and coastal engineers. It is also a subject of fundamental interest for physicists. The ocean waves are the most conspicuous natural example of weakly nonlinear waves in a strongly dispersing media.
Indeed, on a deep water the dispersion relation is ω = √ gk, thus the dispersion is very strong. The level of nonlinearity could be measured by the characteristic steepness, µ = ka (k is an average wave number and a is a wave amplitude). Numerous observational data show that typically, µ 0.1 (see for instance [1] ). Even in the condition of a strong storm, µ rarely exceeds this limit. Meanwhile, the critical steepness of the Stokes waves is µ 0.45. Thus, the level of nonlinearity of the ocean waves is small or at least moderate. This statement is very much enhanced by the predictions of the weakly nonlinear statistical theory. According to this theory a characteristic time of evolution of the wave spectrum is τ 1 ωµ 4 .
Even for µ 0.1 this time is equal to 10 4 wave periods.
The weakly nonlinear statistical ensemble of surface gravity waves can be described by the theory of weak turbulence. This theory is quite universal and is applicable to a very broad scope of physical phenomena, including waves in plasmas, waves in liquid super-fluid helium, Rossby waves, and acoustic waves. The references can be found in the monograph [2] . And this list is far from being complete.
The theory of weak turbulence is far advanced analytically. In this theory the evolution of basic correlation functions is described in terms of kinetic equations for the wave action. These kinetic equations are nothing but standard kinetic equations for bosons, traditionally used in statistical physics since 1920s. The new point is the following: we deal now not with thermodynamically equilibrium solutions, which are not relevant for description of a real wave turbulence, but focus our interest on Kolmogorov-type solutions. These solutions carry a finite amount of constants of motion (energy, momentum, wave numbers) from the region in k-space, where they are generated, to the region where they are accumulated or absorbed by some kind of dissipation mechanism. In the theory of weak turbulence we study these equations in the limit of very high occupation numbers, where the equations become homogeneous with respect to the distribution function (quadratic, cubic, etc). As a result, in most physical situations the Kolmogorov-type solutions are power-like functions.
The analytical theory of weak turbulent Kolmogorov solutions has been studied in detail, but the experimental and the numerical justifications of this theory cannot be considered as being sufficient. There is only one physical situation, the capillary wave turbulence, where the weak turbulent theory is strongly supported by the experiment and the numerical simulation [3] [4] [5] .
It is extremely challenging and attractive to apply the theory of weak turbulence to such a great natural laboratory as the world ocean. In this paper we make a step in this direction. We present here our numerical experiments on the solution of the Hasselmann's kinetic equation for gravity waves on a deep sea. We show that these experiments completely confirm the prediction of the wave turbulent theory. First of all, they confirm the fundamental role of the universal Kolmogorov spectrum ε ω ω −4 , which was found by Zakharov and Filonenko in 1966 [6] . They make it possible to explain in a natural way a lot of experimental data accumulated in the physical oceanography for decades.
General consideration
Let η( r, t) be a surface elevation, ψ( r, t) be a potential on the surface. We assume that density of the fluid ρ = 1. The complex amplitude of propagating waves is given by the formula:
In the pair of correlation functions,
where N k is a spectral density of the wave action. This definition of wave action is common in oceanography. It has dimension N k ∼ L 4 T . The Hamiltonian describing the motion of fluid is a functional that includes terms of all orders in expansion on a k , a * k . One can perform the canonical transformation to new variables b k , excluding the cubic terms in the Hamiltonian. For new variables b k we have
2)
The complex amplitude a k is expressed through b k as the power series, as well as N k through n k . Their cumbersome coefficients are presented in Appendix A (see also [33] ). The difference between N k and n k on a deep water is of the order µ 2 , and can be neglected. In shallow water this difference is much more important. If the nonlinearity is weak, the fluid is described by the Hamiltonian
Here T is a homogeneous function of third order,
The explicit formula for
The kinetic equation for n k reads
This equation was derived by Hasselmann in 1962 [7, 8] , and broadly applied in oceanography. Hasselmann erroneously considered that Eq. (2.4) is written for N k , and this view is shared until now by most oceanographers. While the difference between n k and N k is relatively small for deep water, it becomes significant for shallow water. In (2.4)
The function γ k describes the active forcing by the wind and the damping due to the wave breaking. Due to complexity of these processes, this function should be found from the experiments. For large and moderate scales γ k is dominated by the interaction with the wind. Due to the large difference between air and water densities, γ k is small and is of order
From (2.4) one obtains µ 1/4 , in accordance with experimental data. For the rate of the spectrum evolution one has
Applicability of the weak turbulent theory in a final degree comes from the small value of .
Hereafter the polar coordinates ω = √ gk, θ in k-plane are used. The wind velocity V defines the characteristic frequency ω 0 = g/V . Even for weak wind, V 1-2 m/s, characteristic frequency is by the order of magnitude less than the frequency ω c 30 Hz, where the effects of capillarity become important. For ω < ω 0 , γ is negative, small and unknown. It is defined by friction between sea surface and turbulent air boundary layer. For ω > ω 0 , γ is positive due to Cherenkov-type excitation of waves by the wind. According to Donelan et al. [9] , one can put
This expression can be trusted up to ω equal to 5-6ω 0 . For higher frequencies experimental data are scarce, and the expression for γ(ω, θ) is not clearly known. If the wind is weak enough, U < 5 m/s, a wave breaking is absent, the sea surface is smooth, and γ > 0 at least up to ω ω cap . For stronger winds, the effects of micro-scale and macro-scale (white capping) wave breaking make γ < 0 in the high enough frequency region (see [10] ). In both cases there is an effective sink of wave energy in small scales. In the absence of wind velocity, this sink is realized either by excitation of capillary waves and their viscous dissipation, or by the wave breaking.
Existence of this sink leads to a conjecture that real physics of wind-driven waves on the sea surface can be compared with the physics of turbulence in the incompressible fluid at high Reynolds numbers.
It is well known that kinetic equation (2.4), if γ = 0, has constants of motion. In the isotropic case they are
and a wave action
In the general case it also preserves momentum
In reality neither energy nor momentum are the constants of motion. They "leak" to the region of high wave numbers (similar situation takes place in turbulence of incompressible fluid). Only wave action is the true constant of motion.
Other conservation laws (of energy and momentum) are just formal. The problem of non-conservation of formal motion constants is discussed in detail in the paper of Pushkarev and Zakharov [15] . The effect of the "leakage" of energy to high wave numbers is clearly demonstrated practically by all numerical experiments of the Hasselmann equation, since pioneering works of Hasselmann et al. [16] . In a typical case the angle-averaged S nl
is a "two-lobe" function. It has only one zero at ω = ω p and f(ω) > 0 for 0 < ω < ω p , while f(ω) < 0 for ω > ω p . Preservation of both wave action and energy means that f(ω) satisfies simultaneously two conditions:
Apparently, it is impossible if f(ω) is a "two-lobe" function. Integral (2.13) must be negative. We denote
Here P is the flux of energy to high wave numbers. The inevitable presence of the flux lead us to a theory of Kolmogorov style.
In the Kolmogorov theory of turbulence the spectra are governed by fluxes of the constants of motion. Due to the presence of two constants of motion, even in the isotropic case, the turbulence of gravity waves is qualitatively similar to turbulence of two-dimensional incompressible fluid, which is governed by fluxes of energy and enstrophy.
We should stress here the fundamental difference between weak (wave) and strong (hydrodynamic) turbulence. In the theory of turbulence Kolmogorov spectra are just a plausible hypothesis, which is not supported properly by rigorous arguments. In the theory of weak turbulence, Kolmogorov spectra appear as exact solution of the equation
For gravity waves on the surface of a fluid the most important Kolmogorov spectrum, describing the direct cascade of energy to high frequencies has a form [12] and then propagated by Kitaigorodskii [13] .
Weak turbulent Kolmogorov spectra
In this section we summarize the basic facts on weakly turbulent Kolmogorov spectra. We discuss solutions of Eq. (2.15) and present these facts without detailed analytical justification. This justification is referred to Appendix C in a brief form.
Naively, one can think that this equation has thermodynamic solutions of the form
In fact, in the considered case of gravity waves these solutions do not exist because of divergence of the integral (2.5) at large wave numbers. Let us call a function n k "allowed" if the integrals in the operator S nl [n k ] are converged for both k → ∞ and k → 0.
To determine the class of allowed functions one put k 1 → ∞, k 3 → ∞. From the conditions
one can see that at k 1 → ∞, k 3 → ∞, k 2 remains finite (|k 2 | ∼ |k|).
The contribution S (1) nl to the integral (2.5) comes from integration over large k 1 , and can be written approximately as follows:
4)
where (·, ·) means scalar product. As far as (see Appendix B)
at k → ∞. Thermodynamic solutions do not satisfy the condition (3.6). Let k 1 → 0. Due to (3.2) k 2 → 0 as well. The contribution S (2) nl provided by integration over small k 1 , k 2 reads
The integrand should be expanded in Taylor series over k 1 , k 2 . The first term of the expansion vanishes due to the symmetry. In the second approximation kinetic equation transforms to the diffusion equation
Suppose that n k k −s . Integral (3.9) converges if s < 19/4. Thus n k must satisfy the condition
Conditions (3.6) and (3.10) define the class of allowed functions. In particular, the power-like function n k = k −x is allowed if:
Let us formulate the central results of the theory of weak turbulence. Suppose that an ensemble of weakly nonlinear waves in the space of dimension d is described by kinetic equation (2.4) . Suppose that the following conditions are satisfied:
1. Eq. (2.4) is invariant with respect to rotations in d-dimensional k-space. This condition implies that the dispersion law depends only on the modulus of k: ω = ω(|k|). 2. There is no characteristic length in the system. It implies that ω is a power-like function, while T is a homogeneous function of its arguments ω = |k| α :
In this case equation (2.15) has no more than four power-like solutions:
13)
14)
The solutions are
To find a real amount of power-like solutions, one should determine the class of functions, allowed by the S nl . If this class does not include power-like functions, neither of solutions (3.15)-(3.18) is relevant for description of a real physical simulation. Suppose that power-like functions n k = k −x are allowed if
The power-like solution n k k −x i is physically relevant if x i belongs to this interval
In the case of gravity waves on deep water the conditions (3.6) and (3.10) are obviously satisfied and α = 1/2, β = 3. Hence
According to (3.6) and (3.10)
One can see that s 1 < x 1 < s 2 and s 1 < x 2 < s 2 , while x 3 < s 1 , x 4 < s 1 . Hence, the only solutions which can be used for description of real physical situations are the solutions corresponding to x 1 and x 2 . These solutions are weak turbulent Kolmogorov spectra. We define spectral density of energy by relation
In terms of energy density Kolmogorov spectra read:
In (3.23) and (3.24) , P is the energy flux to high wave numbers, Q is the wave action flux to small wave numbers. C 0 and q 0 are dimensionless Kolmogorov constants. According to (3.22 )
From (2.1) one obtains
Here I k = I −k is the spatial spectrum. For deep water one can neglect the difference between N k and n k and put according to (3.25) , (3.26) and (3.28)
Power-like isotropic Kolmogorov spectra are not unique solutions of Eq. (2.15). One has to expect that this equation has also an anisotropic power-like Kolmogorov spectrum
Here M is the flux of momentum along the x-axis to high-frequency region. In (3.31) f(θ) is an unknown function of the angle with respect to the real axis which cannot be found analytically in a general case. It can be done for a special "diffusion" model (see [14] ). Moreover, from the symmetry consideration one has
hence his function is not positively defined and cannot be a model of any real spectrum. More general Kolmogorov-type solutions are governed by more than one flux of motion constants. Even in the isotropic case a general solution of (2.15) must have a form
where F(ξ) is some unknown positive function, satisfying the conditions ξ = ωQ/P. Here P is the flux of energy originated by sources concentrated at k → ∞, Q is the flux of wave action, coming from infinity. Then
Spectrum (3.33) describes the situation when there is the source of energy P in small frequencies and source of wave action Q in high frequencies.
The most general Kolmogorov solution of the equation S nl = 0 has the form
Here G is some function of three variables to be found numerically by solution of the system of nonlinear integral equations imposed on the Fourier component of angular-frequency spectrum (see Appendix C). We plan to undertake a full-scale numerical experiment for definition of this function. Some particular properties of this function, however, can be found analytically. General Kolmogorov spectrum (3.36) appears in the case when one has sources of energy and momentum P, M at small wave numbers together with the source of wave action Q at high wave numbers. In the situation we are discussing (direct cascade) there is no flux of wave action from infinity, and Q = 0. In this case one has
Let us introduce dimensionless parameter ξ = gM/ωP. For completely isotropic spectrum M = 0, hence ξ = 0. One can say that the value of ξ characterizes the degree of anisotropy. For small values of ξ function H can be expanded in a Taylor series
Apparently, H 0 (θ) = C 0 does not depend on θ. This is just the Kolmogorov constant, introduced in (3.23). One can prove that H 1 (θ) = C 1 cos θ [2] . The constants C 0 , C 1 can be called the first and and the second Kolmogorov constants. We established that for small ξ
This case is realized at any values of M, P if ω → ∞. Hence the spectrum (3.36) becomes completely isotropic at large values of ω.
One can determine H(ξ, θ) at very large values of ξ. In this "extremely" anisotropic case the spectrum is governed by a single parameter M and its dependence on the flux of energy P should drop out. It means that in this limit H(ξ, θ) → ξ 1/3 f(θ) at ξ → ∞ and formula (3.37) goes to the formula (3.31).
In reality the simple formula (3.39) gives a reasonable approximation to observed spectra. Banner [1] found, by analysis of the experimental data, that the averaged by angles spectrum behave like ω −4 , while the one-dimensional slice at θ = 0 goes to zero faster. Banner assumes that its behavior obeys the Phillips law ω −5 . Another words, according to Banner
According to our formula (3.39)
This is the decreasing function of ω as well and our results coincide with Banner's results at least on a qualitative level. However, the difference due to presence of constant C 0 in our formula (3.41) is very essential. C 0 is the Kolmogorov constant, which certainly cannot be zero.
Matching with sources and non-stationary behavior
Now we discuss under what conditions weak turbulent Kolmogorov spectra can be realized in a physical situation. We will discuss only the "direct cascade", which is described in a general anisotropic case by the spectrum (3.37). First and foremost condition for realization of this spectrum is an efficient sink in the high-frequency domain. For surface waves this sink is provided by generation of capillary waves or wave breaking. In the framework of the model (2.4) the sink is described by
Like in the Kolmogorov theory of turbulence in incompressible fluid, a detailed shape of γ(k) is not important. Damping coefficient γ(k) just must absorb fluxes of energy and momentum coming from the small frequency region. In the conditions of full absorption
The ideal conditions for realization of Kolmogorov spectrum (3.37) takes place if the region of instability, where γ(k) > 0, is localized in the domain
and k 1 k d . To provide absorption of the inverse cascade which is forming at k < k 0 , one should have damping
In this situation one can expect formation of a stationary spectrum, obeying the equation
A shape of the spectrum in the region 0 < k < k 1 cannot be predicted from the general principles. But in the "window of transparency"
one expects the appearance of a Kolmogorov spectrum (3.37), defined by the fluxes P, M. By integrating (4.4) one has
In a similar way
Thus we have three different ways for calculation of the fluxes P, M. We want to point out that localization of instability in small wave number is the sufficient, but not the necessary condition for forming of the Kolmogorov spectrum of the inverse cascade. The income of energy ε + , defined by the formula
Let us suppose that there is no damping in small k. In this case no stationary state can be established. In the region k < k 0 one will observe formation of the inverse cascade, propagating of a front toward k → 0. Meanwhile, in k ≥ k 0 a stationary state will be reached in a finite time. Formulae (4.1) and (4.2) as well as (4.7)-(4.9) remain valid, while formulae (4.6) and (4.8) are not correct anymore.
Propagation of the inverse cascade front is described by the self-similar solution of the equation
It has the following self-similar solution
where α and β are connected by the relation
To determine α, β one should use some additional information about the solution. In the case of inverse cascade this information can be extracted from the fact that there is no flux of wave action to high frequencies if k 1 k d . All gained wave action is deposited to the wave ensemble. Assuming that in the instability region k ∼ k 0 the stationary state is reached, one has
(4.14)
Hence
Solution (4.12) takes a form 16) and the front propagates to small k according to the law
The region k ∼ 0 has "infinite capacity" and can absorb infinite amount of wave energy. At k k 1 solution (4.12) should be matched with the Kolmogorov spectrum (3.37) with some fluxes P, M which are formed in the instability region.
Another important self-similar solution describes the evolution of "swell" or water waves in the absence of any type of sources. In this case wave action is preserved, while energy and momentum leak to k → ∞. Preservation of N implies α = 2β, β = The self-similar solution has the form
It describes down-shift of wave maximum Finally we discuss a self-similar solution describing formation of direct cascade Kolmogorov spectrum. An additional constrain on α, β can be found from the assumption that at small k Kolmogorov spectrum is already established. In this area n does not depend on time, and U ξ −4 ∼ 1/k 4 . It might happen only if
The corresponding solution has a form
Formula (4.23) describes propagation of the "shock" wave to the high-frequency region. A trajectory of the shock
This shock is self-accelerating. It reaches infinity in a finite time and Kolmogorov spectrum ω −4 is established in an explosive way. On the other hand,
Hence, P is defined by the formulae (4.6) and (4.7). Let us assume that Comparing with (3.22) one can see that we obtained again Zakharov-Filonenko spectrum ε ω 4 . Due to convergence of S nl , λ is finite and C 0 = 0. Note that for the Phillips spectrum ε ω ω −5 gives λ = 9/2. In this case
and
In other words, Phillips asymptotic means that energy is preserved and there is no leakage of energy to small scales. This point is in contradiction with the Kolmogorov picture of weak turbulence. We would like to make clear that the Phillips asymptotic ω −5 never can be obtained as the solution of the Hasselmann's equation. Anyway, experimentalists systematically observe ω −5 tails in spectra of gravity waves, both in laboratory and in the ocean [13, 26] . On our opinion, these tails appear in the conditions when local steepness is close to critical and the kinetic Hasselmann's equation in this case is not applicable, because the level of nonlinearity is very high.
Our slogan is "Hasselmann equation and ω −5 spectrum are incompatible things".
Numerical simulation
Numerical integration of kinetic equation for gravity waves on deep water (Hasselmann equation) was the subject of considerable efforts for last three decades. The "ultimate goal" of the effort-creation of the operational wave model for wave forecast based on direct solution of the Hasselmann equation-happened to be an extremely difficult computational problem due to mathematical complexity of the S nl term, which requires calculation of a three-dimensional integral at every advance in time.
Historically, numerical methods of integration of kinetic equation for gravity waves exist in two "flavors". The first one is associated with works of Hasselmann et al. [16] , Dungey and Hui [17] , Masuda [18, 19] , Lavrenov [20] , Polnikov [21] and is based on transformation of 6-fold into 3-fold integrals using δ-functions . Such transformation leads to the appearance of integrable singularities, which creates additional difficulties in calculations of the S nl term.
All numerical experiments show that the angle-averaged S nl is a "two-lobe" function and consequently support the Kolmogorov scenario of wave turbulence. In some experiments [18, 19, 21] the Kolmogorov asymptotic ω −4 was observed.
The second type of models developed in works of Webb [22] and Resio and Perrie [23] uses direct calculation of resonant quadruplet contribution into S nl integral based on the following property: given two fixed vectors k, k 1 , another two k 2 , k 3 are uniquely defined by the point "moving" along the resonant curve-locus.
Numerical simulation in the current work was performed with the help of modified version of the second type algorithm. Calculations were made on grid 71 × 36 points in the frequency-angle domain [ω, θ] with exponential distribution of points in the frequency domain and uniform distribution of points in the angle direction.
We performed two series of experiments. In the first one we put in Eq. (2.4) an "artificial" driving and damping, which provide relatively broad "window of transparency". We assumed that damping is isotropic while instability can be either isotropic or anisotropic. These experiments are purely "academic". Their results cannot be applied to physical oceanography directly. They are designed to examine applicability of the weak turbulent theory and to validate a fundamental importance of weak turbulent Kolmogorov spectra. In these experiments we measure the approximate value of the first and the second Kolmogorov constants. Second series of experiments is modeling of the realistic case where Eq. (2.4) is supplied with wind-driven instability.
All cases of simulation started from uniformly distributed low level noise. Having in mind an application to real wind-driven sea waves we calibrate time of evolution in hours. The criterion for stop of the calculations was reaching of stationary or asymptotic regimes. Simulation was performed on Compaq Presario 1700 notebook computer featuring 850 Pentium III CPU with 256 MB of RAM. Typical time of calculations varied between several dozen hours and several days.
Isotropic case
In the isotropic case frequency damping terms, the only purpose of which is to absorb direct (energy) and inverse (wave action) cascades. Constants D 2 and D 3 as well as the frequencies ω = 0.63 and 5.65 are defined experimentally from the conditions of the effectiveness of the fluxes absorption and maximization of the inertial (forcing/damping rates free) interval with respect to ω. Fig. 1 shows evolution of wave action as a functions of time. The picture indicates that there are three main stages associated with system evolution: instability development, saturation at t = 3.7 h, and final evolution into the stationary state. Energy demonstrates similar behavior. Fig. 2 shows logarithm of energy distribution against logarithm of frequency at different moments of time. One can see formation of ω −4 asymptotic at finite moment of time. We interpret this fact as a vigorous support of the weak turbulent theory. We should stress that ω −4 asymptotic is very robust. Actually it appears in all our experiments. According to the predictions of Section 4, the ω −4 asymptotics develops in the explosive way. Energy spectra taken in four moments of time, close to the moment of explosion are shown in Fig. 3 .
Next two figures display Kolmogorov flux of energy as a function of time measured in two different ways, by formula (4.1) (see Fig. 4 ) and (4.6) (see Fig. 5 ).
On the first stage energy grows exponentially until the "shock wave" in k-space reaches the Kolmogorov asymptotic. Then dissipation in high wave numbers explodes and the level of energy falls and reaches its stationary asymptotic value. .3) Fig. 6 shows that in the stationary state the spectrum has two different components-the Kolmogorov tail ω −4 and the sharp peak concentrated near the frequency ω 0.6, corresponding to the lower edge of the instability region. Similar coexistence of "peak" and "tail" components is typical for wind-driven wave spectra, observed in the real ocean. In the standard JONSWAP spectrum a special parameter determining peakedness is provided (see also [9] ). 
Anisotropic case
In the anisotropic case
where D i , i = 1, 2, 3 are positive constants, selected similarly to isotropic case. Fig. 7 shows distribution of damping and instability defined by (5.4). This numerical simulation was motivated by the following reasons:
1. We want to be assured that weak turbulent Kolmogorov spectra are realized not only in the isotropic case. We would like to be completely sure that they play the same key role for essentially anisotropic spectra as well. 2. We planned to check once more the value of the first Kolmogorov constant C 0 and be sure that it is the same as in the isotropic case. 3. We want to trace the difference between the angle-averaged spectrum and its slice at θ = 0. We want also to find the value of the second Kolmogorov constant C 1 .
The experiment shows that the stationary state is established similarly to the isotropic case. Typical saturation time for given forcing and damping is t 0.68 h.
Figs. 8-10 display line-levels of energy distribution at different moments of time. One can see that the stationary picture is bimodal and has double spike. A similar double spike picture is typical for experimental results [24, 25] . Fig. 11 demonstrates a set of angle-averaged energy distribution taken in different moments of time. They are very close to a ω −4 law. Fig. 12 presents one-dimensional slices at θ = 0 for the energy distribution at the same times. Fig. 13 presents ratio of one-dimensional slices of spectra to angle-averaged spectra. One can see that one-dimensional spectra decay at ω → ∞ faster than the averaged energy spectrum, in accordance with Banner's observations [1] . We cannot identify, however, one-dimensional spectra with Phillips spectrum ω −5 . Their decay is more slow and not uniform in ω. In the anisotropic case we also saw explosive formation of spectra tails, similar to the isotropic case. Fig. 14 shows the energy spectrum development at four close equidistant time moments. As in the isotropic case one can notice that Kolmogorov spectrum establishment is strongly non-uniformly in space and time and looks like the "shock" propagation, in accordance with (4.16). Figs. 16 and 17 show that in the anisotropic case we have again a combination of the spectral peak and the Kolmogorov-type tail.
Wind forcing case
In this section we present the results of modeling of the situation which is close to reality in maximum degree. We studied the surface waves excited by the wind in the angle-frequency domain 0 < θ < 2π and ω min < ω < ω max , Fig. 13 . Dimensionless ratio of one-dimensional slice ε(ω, θ = 0) to angle-averaged wave energy density ε(ω, θ) θ versus ω (rad/s) for different moments of time. experimentally from the condition of the effectiveness of the energy flux absorption at high frequencies. As in reality, we did not provide any damping at small wave numbers. Fig. 18 shows distribution of damping and instability defined by (5.9).
We started our calculation from low-level noise and stopped them, when sea was close to its "mature state". As far as we know, nobody has performed similar experiments before.
The main purpose of our experiments is to prove that the weak turbulent four-wave interaction of gravity waves is a powerful enough mechanism to stabilize the wind-driven instability at relatively low level ka 0.1-0.2 and to provide fast enough down-shift of the peak of spectral density. This viewpoint is far from being widely accepted. Some authors consider that the random phase four-wave interaction is too weak a process to explain the rate of spectral evolution observed in the real ocean. Many authors traditionally believe that stationary spectra could appear only as a result of saturation of the instability by wave-breaking.
To argue with these points, we deliberately did not include the effects of wave-breaking in our consideration. We will show that the income of energy and momentum from wind is mostly compensated by Kolmogorov fluxes of these constants of motion. Income of wave action cannot be stabilized, thus the whole process is non-stationary. But at large times all spectral growth is concentrated in very small wave numbers, while at finite wave numbers it reaches a quasi-stationary state, which slowly changes in time. We should stress that at the current stage of our work we cannot perform detailed comparison of our theory with experiments, because in the most real cases spectra are non-uniform in space. They depend essentially on "fetch" (distance from the shore) and are "fetch-limited". Experimental data, pertaining to the spatially uniform ocean ("duration limited fetch") are scarce and not quite accurate. Some of this data are reviewed in the recent monograph of Young [41] .
We performed comparison of our results with this data and found quite good coincidence. Anyway, we plan to perform the full-scale comparison of our numerical results with field and laboratory experiments as soon as we will have in our possession a numerical algorithm for modeling of non-stationary limiting fetch situation. Then we will consider more carefully the possible role of wave-breaking in balance of energy in the wind-driven sea.
In our experiments the wind velocity was 10.4 m/s. The total duration of simulation was about 4 h of physical time. We discuss below the results of these experiments.
First of all, one can see that four-wave interaction is a very powerful and fast mechanism of the instability saturation. Fig. 19 presents total wave action as a function of time. After few minutes of exponential growth, described by linear theory, wave action stabilizes and turns into a linear function of time.
Total energy H and significant wave height a s defined by the standard formula [41] .
One should stress that 4 h of physical time of numerical experiment is a moderate time-frame, and even at the end of our calculations the waves are relatively young. Recently we performed longer calculations and can pre-announce some new results. After 10 h of physical time, the average frequency ω down-shifts to 0.6 rad/s, while slope decreases down to µ 0.1, in accordance with estimates obtained from analysis of experimental data. Fig. 26 presents level-lines of the spectral density at the end of calculations. The spectral peak is narrow in angle and is concentrated inside the range δθ < 30 • . The spectral tail is broader. Fig. 27 presents evolution of averaged spectra in logarithmic scale. It is clear that spectral tail is close to ω −4 . In Fig. 28 "compensated" spectra ω 4 ε ω are plotted in natural scale. Fig. 29 presents one-dimensional slices of wave energy in different moments of time. Fig. 30 presents the ratio of one-dimensional spectra to averaged spectrum in natural scale. One can see that one-dimensional spectra decay faster than average in accordance with Banner's observation.
Figs. 31-33 demonstrate different terms in the equation
for three time moments. One can see that in the area of spectral maximum ∂n/∂t is almost equal to S nl and forcing terms are small even in the initial stage of the process. On the contrary, in the area of spectral tail ∂n/∂t is very small, and the instability term γ k n k is compensated by the nonlinear interaction term S nl . In this case the spectrum Weak turbulent theory predicts that at t → ∞ ratios
where λ is some constant.
In other words, for very developed sea waves almost all energy and momentum are transferred from air to sea and carried by Kolmogorov fluxes to high frequency region. Our calculation clearly demonstrates this tendency.
Conclusions
The method presented here for numerical solution of Hasselmann's kinetic equation for gravity waves makes it possible to solve this equation in a broad domain that covers more than two decades in frequency. This algorithm makes it possible to perform 10 4 -10 5 time steps without accumulating significant error or developing any instabilities. Results based on the numerical simulations conducted here support the theory of Kolmogorov spectra for weak turbulence not only in its basic points but also in many details. Some key conclusions from our investigation are as follows:
1. In accordance with weak turbulence theory, we found that energy and momentum of the wave ensemble are not preserved. Both of these quantities are "leaked" to the region of very small scales where it is assumed that they are lost due to local dissipative processes (wave breaking, generation of capillary waves, etc.). This leakage is an important part of the formation of the universal Kolmogorov spectrum. 2. Directional energy spectra in the equilibrium range are proportional to ω −4 . This result is very persistent and in all numerical experiments, the ω −4 Kolmogorov spectrum appears in very early stages of the simulation and persists in both stationary and non-stationary stages of spectral development. 3. A very important aspect of the simulations conducted here was the development of a quasi-stationary wave spectrum under wind forcing, without the need for a dissipation mechanism in the spectral peak region. Previous investigations (for example [35, 36] ) have been unable to achieve this result and consequently concluded that wave breaking in the spectral peak region must be an important component in developing fully developed seas. Our results suggest that primary wave dissipation region is most likely located only in the high-frequency tail of the spectrum.
4. Fluxes of momentum and energy through the equilibrium range (Kolmogorov region) of the wave spectrum are observed to produce a bimodal angular distribution of energy at high frequencies. This is consistent with observations of sea waves in nature [24] .
It should be recognized here that our results are consistent with several previous empirical investigations. First of all, behavior of integral characteristics of wave ensemble (average energy and mean frequency) is in accordance with experimental data on limited duration observations. Laboratory data from the classic study of Toba [11] clearly showed that wave spectra at laboratory scales contain characteristic ω −4 equilibrium ranges, rather than the ω −5 form initially hypothesized by Phillips [37] and adopted in many early spectral parameterizations of ocean spectra [38, 39] . More recent studies, including Mitsuyasu et al. [29] , Forristall [26] , Donelan et al. [9] and Battjes et al. [31] (see also [27, 28, 30, 32] ), have all shown that the equilibrium range in deep-water ocean waves follows an ω −4 form. Resio et al. [40] have shown that the infinite-depth form for the equilibrium form is k −5/2 , which is also consistent with the Kolmogorov spectrum and asymptotically approaches ω −4 form in deep water.
The findings here are quite robust and hopefully will be applied to the practical problems. Present wave prediction models are based on fairly crude parameterizations of the nonlinear energy transfers. In large part due to inaccuracies in these parameterizations, these models have had to include strong dissipation in the spectral peak region to inhibit wave growth as full development is approached. Possibly because of the dominance of the dissipative term in the energy balance near full development, these models consistently under-predict wave heights in larger storms. Results from this study could be used to reformulate the complete energy balance equation for wave generation, propagation and decay, which could lead to substantially improved predictions in the near future. 
In the one-dimensional case the formula (B.1) becomes remarkably simple (see [34] ):
In a general case T 12 has the asymptotic A general Kolmogorov spectrum is defined by the following system of equations: and turn (C.5)-(C.7) into an infinite system of nonlinear integral equations imposed on N n (ω).
