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Nowadays, there exists a huge amount of information on the World Wide Web 
and since every day is mainly generated a lot of text data, the problem of 
information overload arise. In this way, the task of extracting meaningful information 
from text has gained the significant attention of researchers. In this paper, we 
propose a collaborative tagging system to help users in the task of highlighting 
important information in plain text files. Additionally, it allows converting tagged 
texts into a structured format. The web-based system is proposed in order to exploit 
the relevant content information provided by tagger users, since actual 
collaborative tagging systems suffer from issues such as tag scarcity or ambiguous 
labeling. Approaches such as the proposed here can facilitate to obtain better 
quality in tags and in any domain, allowing to achieve significant improvements in 
information extraction through named entities extraction, avoiding the noise of 
information overload. 
Keywords: Collaborative tagging, information extraction, information overload, 
named entities, web-based tagger. 
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Resumen 
Hoy en día existe una gran cantidad de información en Internet y ya que cada 
día se genera mucha información principalmente en forma de texto, el problema 
de sobrecarga de información se hace presente. En este sentido, la tarea de 
extraer información significativa de los textos ha ganado la atención de 
investigadores. En este artículo, proponemos un sistema de etiquetamiento 
colaborativo para ayudar a los usuarios en la tarea de resaltar información 
importante en archivos de texto plano. Adicionalmente, el sistema permite convertir 
textos etiquetados a un formato estructurado. El sistema basado en web es 
propuesto con el fin de explotar el contenido relevante de la información 
proporcionada por los usuarios etiquetadores, ya que los sistemas de 
etiquetamiento colaborativos actuales sufren de algunos problemas tales como la 
escasez de etiquetas o el etiquetado ambiguo. Enfoques como el propuesto aquí 
pueden facilitar la obtención de etiquetas con mejor calidad y en cualquier dominio, 
permitiendo lograr mejoras significativas en la extracción de información a través 
de la extracción de entidades nombradas, evitando el ruido en la sobrecarga de 
información. 
Palabras Claves: Entidades nombradas, etiquetamiento colaborativo, etiquetador 
basado en web, extracción de la información, sobrecarga de información. 
 
1. Introduction 
Most of the existing information in the world is presented in a textual form which 
is unstructured information. In this way, information is significantly harder for 
machines to understand because of the complexity of natural language. So, with a 
huge amount of textual data, the information overload problem comes resulting 
important the extraction of meaningful data over the noise. Here is when the task 
of extracting information takes importance since Information Extraction (IE) is 
responsible for allowing to build a very general representation of meaning from 
unrestricted text [Bird, 2009]. 
IE is considered as a limited form of full natural language understanding, where the 
information we are looking for is known beforehand. So, IE includes two 
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fundamental tasks, namely, named entity recognition and relation extraction 
[Allahyari, 2017]. The effective identification of Named Entities (NE) represents an 
important aspect in Information Retrieval (IR) related tasks.  
In the last years, the task of extracting meaningful data of text has gained the 
attention in researcher and industry fields. Collaborative tagging systems have 
emerged as a solution for avoiding noise on information content since every day a 
huge amount of information is generated, and the majority is textual data. 
Collaborative tagging consists in assigning labels to a set of information resources. 
After that, tags can be used for many purposes such as retrieval, browsing, and 
categorization [Bischoff, 2008]. 
There exists some works presenting alternatives as a solution in the problem of 
highlighting relevant information over the information overload, one of them are 
some actual works in collaborative tagging systems, however, they have some 
issues in quality of tags such as scarcity or ambiguous labeling. As a result, the 
quality of recommendations is far to be excellent. 
Previously, researchers proposed several wrapper inductions approaches for the 
rapid generation of extractors for Web pages, where the wrapper induction 
programs provide users with a GUI to click and highlight strings on a rendered Web 
page to produce a training example. This action of clicking and highlighting is 
referred to as “labeling” [Chang, 2003]. 
On the other hand, Halpin et al claimed that there are three main entities in any 
tagging system: users, items, and tags. They produced a generative model of 
collaborative tagging in order to understand the basic dynamics behind tagging.  
So, they showed how tag co-occurrence networks for a sample domain of tags can 
be used to analyze the meaning of particular tags given their relationship to others 
tags [Halpin, 2012]. In this way, [Nanopoulos, 2011] proposed to model data from 
collaborative tagging systems with three-mode tensors, in order to capture the 
three-way correlations between users, tags, and items. He said that by applying 
multiway analysis, latent correlations are revealed, which help to improve the 
quality recommendations. He also developed a hybrid scheme that additionally 
considers content-based information that is extracted from items.  
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In the task of universal semantic tagging, [Abzianidze, 2017] contributes to better 
semantic analysis for wide-coverage multilingual text. The authors said that, 
besides their application in semantic parsing demonstrated in the PMB project, 
sem-tags can contribute to other NLP tasks, e.g. POS tagging, or research lines 
rooted in compositional semantics. In their work, the authors have shown that the 
tags provide semantically fine-grained information, and they are suitable for cross-
lingual semantic parsing. 
In this way, getting better tags can improve the recommender systems 
performance, since the philosophy behind the success of recommendation 
technology is the fact that it is human tendency to rely on experiences of their 
neighbors and friends prior to making decision of any kind, especially regarding 
purchase of any items, taking admissions in institutes for higher education, opting 
an apartment for rent or buying it, spending weekend at some holiday places, etc 
[Saquib, 2017]. Font et al, proposed a general scheme for building a folksonomy-
based tag recommendation system to help users tagging online content resources. 
They achieved this by using 3 independent steps: 1) Getting candidate tags, 
selecting a number of candidate tags for every input tag based on a tag-tag 
similarity matrix derived from a folksonomy, then 2) Aggregating candidate tags, 
assigning scores to the candidates of step 1 and merging them all in a single list of 
candidates tags, and finally 3) Selecting which tags to recommend, automatically 
selecting the candidates that will be part of the final recommendation by 
determining a threshold and filtering out those candidates whose score is below the 
threshold [Font, 2013]. In the task of recommending items, the classification and 
prediction have an important role by analyzing data. It is important to know what 
classification algorithm to use depending on the application to be developed. As 
noted by Sheshasaayee & Thailambal, Classification is in supervised Learning of 
Machine Learning where a set of correctly predicted observation is available 
[Sheshasaayee, 2017]. 
Chavaltada et al, proposed a framework for automatic product categorization and 
explained that each classification method is affected in the efficiency of the model 
since each method have different the parameters [Chavaltada, 2017].  
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The rest of this paper is organized as follows. First, we show the methods used and 
methodology followed. After we present a use of the Web-based Tagger developed, 
followed by the discussions. Finally, we present the conclusions of this paper. 
 
2. Methods 
Since most of the textual data exist in an unstructured form it is important to 
produce structured data ready for post-processing, which is crucial to many 
applications of text mining such as text categorization, entity extraction, learning 
relations between named entities, etc. That is why the proposed web-based tool 
aims to help users in the task of highlighting the relevant information in plain text 
files and then by producing a structured version of the data ready to be used as 
corpora in the training of some models such as NERclassifiers. 
There are so many reasons to have the tool tagger based on the web because it 
allows access to information at any device with internet connection. Also, it 
facilitates a huge number of users who can tag different text files simultaneously, 
increasing the number of tagged texts to be used as training data. 
 
Tokenization scheme 
In order to prepare the training data to be used in text mining applications, a 
fundamental step is tokenization of the text. Tokenization is the task of breaking up 
a string into identifiable linguistic units that constitute a piece of language data 
(words and punctuation) [Bird, 2009]. 
The tagged data is formatted by the web-based tool into a predefined format by the 
Sanford NLP Group, where data needs to be in tab-separated columns, with word 
tokens in one column and the class labels in another column [NLP, 2018]. An 
original plain text file is converted into a tab-separated columns format by tokenizing 
the continuous text into one column and then in a second column by assigning the 
class labeled for each word, if a token has not been labeled in one of the classes 
as a named entity, then the value in the second column for that token should be 0. 
A short illustration of the format is shown in figure 1, where the text has been labeled 
in 3 classes (Organization, Person and Location). 
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Figure 1 Stanford highlighted format (tab-separated columns). 
 
Learning algorithm 
The need to segment and label sequences arises in many different problems in 
several scientific fields. In the field of computer sciences, some generative models 
such as Hidden Markov Models (HMMs) and stochastic models have been applied 
in a wide variety of problems in text and speech processing. However, these 
generative models are not the most optimal in the task of labeling data. 
 
Conditional random fields  
Conditional random fields (CRFs) are a probabilistic framework for labeling and 
segmenting structured data, such as sequences (that is why the tokenization 
scheme presented in this work is important since the tokenized plain text file by the 
web-based tool is a continuous text). The CRF model presents some advantages 
over the HMMs, and the main advantage is their conditional nature, resulting in the 
relaxation of the independence assumptions required by HMMs in order to ensure 
tractable inference. CRFs avoid the label bias problem, a weakness exhibited by 
maximum entropy Markov models (MEMMs) [Lafferty, 2001].  
The mathematics behind this model are defined as follows, considering to X as a 
random variable over data sequences to be labeled, and Y is a random variable 
over corresponding label sequences. All components 𝑌𝑌𝑖𝑖 of 𝑌𝑌 are assumed to range 
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over a finite alphabet 𝜆𝜆. For example, 𝑋𝑋 might range over natural language 
sentences and 𝑌𝑌 range over part-of-speech tagging of those sentences, with λ the 
set of possible part-of-speech tags [Lafferty, 2001].  
Definition: Let 𝐺𝐺 =  (𝑉𝑉,𝐸𝐸) be a graph such that 𝑌𝑌 =  (𝑌𝑌𝑣𝑣)𝑣𝑣 ∈ 𝑣𝑣, so that 𝑌𝑌 is indexed 
by the vertices of 𝐺𝐺. Then (𝑋𝑋,𝑌𝑌) is a conditional random field in case, when 
conditioned on 𝑋𝑋, the random variables Yv obey the Markov property with respect 
to the graph: 𝑝𝑝(𝑌𝑌𝑣𝑣|𝑋𝑋,𝑌𝑌𝑌𝑌,𝑌𝑌 ≠ 𝑣𝑣)  =  𝑝𝑝(𝑌𝑌𝑣𝑣 | 𝑋𝑋,𝑌𝑌𝑌𝑌,𝑌𝑌 ∼  𝑣𝑣), where 𝑌𝑌 ∼  𝑣𝑣 means 
that w and v are neighbors in G. 
So, a CRF is a random field globally conditioned on the observation X. 
 
Proposed system 
As there are three main entities in any tagging system: users, items, and tags 
[Halpin, 2012], the proposed work takes into consideration the affirmation. On the 
other hand, since the main task of tagging is to get identified concepts for users, 
and in any kind of domains, so, the web-based tool needs to allow access to many 
users and from any place they are. Also, users should download the tagged files 
when they need it. On the other hand, it needs to facilitate the creation of new 
labels, since there exist a lot of domains in which users can tag concepts. Following 
these statements, the system architecture is illustrated in figure 2. 
 
 
Figure 2 System architecture. 
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Figure 2 shows the flow of the system, where users first need to authenticate and 
depending on the type of user they are, is the flow they will follow.  
There are two types of users: Administrator and Tagger. If the authenticated user 
is an administrator, then the user is able to create, modify and delete as many users 
and labels as necessary; and also he can assign permissions of which labels can 
use every user depending on the domain they will be working.  
If the user is authenticated as a tagger, then the user can upload plain text files in 
his account, as well as search and open a specific plain text file to start tagging the 
keywords in that document. After that, the user is able to download the tagged plain 
text files in 3 different formats: InlineXML, Stanford highlighted (tab-separated 
columns) and a special format where the file includes the words preceding and 
proceeding the keywords tagged, so it can help to understand the context in which 
the keywords are taking place. In the next sections, we describe a more detailed 
explanation related to each part of the system. 
 
User authentication  
As there is a huge number of people tagging text files, it is necessary to 
authenticate the user session to know what plain text files and classes are allowed 
to use for a specific user. On the other hand, it facilitates access from any device, 
it means, once a text file was uploaded, the user can use it at any time, in any place 
and any device. 
 
Tagger user 
Taggers are main generators of high quality tagged data, since they have a good 
understanding in finding key concepts in textual data, differentiating from one and 
another context.  
Once they are logged in the system, they are allowed to: upload, search and select 
specific plain text files, tag keywords or concepts in the text and then download 
tagged files. Alternatively, tagged files are available to download in three formats:  
• InlineXML format. It is a conversion of the original text into an XML 
representation where the output file contains the complete original text, but 
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where each previously tagged concept appears between tags (similar to the 
HTML style) where the tag is the same that was assigned by the tagger user. 
• Stanford format (tab-separated columns). The original text is converted into a 
structured format established by the NLP Group, where the first column 
contains the tokens of the plain text file and the second column contains the 
belonging to each token. The first thing that the web-based tool makes is 
tokenizing the whole text into words and punctuation. After each token is 
stored in the first column of the output file, in this way if the token is part of a 
tagged concept then the second column will store the class assigned to that 
concept, in another way the token will have the value of 0 as the class in the 
second column. 
• The context of Keyword. This format is similar to the tab-separated columns 
format, however, only the tagged concepts are exported. In this format, the 
first column contains the class and the second column contains the tagged 
concept as well as the words that proceed and precede to that concept. It is 
because the meaning of the concept can be different depending on the 
context in which it is identified. 
 
With this approach is possible to obtain more consistent tagged texts, avoiding 
some problems as tag scarcity, the use of multiple labels to refer to a single 
concept, and the ambiguity in the meaning of certain labels. In figure 3 is displayed 
the interface built for the tagger user, and it is composed of eight sections. The first 
section (denoted by the circle with the number 1 inside) indicates if the selected 
plain text file is available to be tagged by other users since every owner decides if 
he allows each one of his files to be tagged collaboratively. If the owner does not 
allow his files to be tagged collaboratively, then each of his files will only be visible 
in reading mode to other users, however, any user can download the generated 
formats of any file, because it can be used as training data. Section two contains a 
search field in order to help the users in finding a specific plain text file. 
Section three contains the classes (as buttons) allowed to each user in the task of 
tagging plain text files, however, if the user selects a plain text file that belongs to 
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other user and it is not enabled to be tagged collaboratively, then the user will not 
have active buttons to tag this plain text file. 
Section four allows the users to upload plain text files in order to be tagged. Every 
tagger user can upload files as needed. Section five is one of the most important 
sections since it offers the possibility to download the formatted plain text files in 
each one of the three available formats. This section also displays the information 
of the current plain text file selected, such as the name, the owner and the 
possibility to delete the file in case that the owner is the current user. Section six 
have been integrated in order to provide help to each user at the time of highlighting 
the most important concepts in the text. When a user selects one keyword or 
concept in the text, he can omit part of the complete real concept so in that case, 
the web-tool offers an alternative to the highlighted text, such as in figure 3, where 




Figure 3 Tagger Interface. 
 
Section seven is the most important of all since it displays the content of the 
selected plain text file to be tagged. Additionally, when the user has tagged a key 
concept then it is highlighted in the text with font bold and with the color assigned 
to the class with which the concept was tagged. This special feature helps to 
improve the reading of the text. 
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Finally, in section eight, a list with the tagged key concepts as well as the class 
assigned to each one are shown. Additionally, the user can delete one or more of 
the tagged concepts with the possibility of reassigning it to other class. 
 
Administrator user 
An administrator is allowed to create, modify and delete users, as well as 
administrate and assign classes (kind of labels) to each tagger. The administrator 
has an important role because he allows users to have access only to certain 
classes, and he can create as many as classes are required for users, allowing to 
get tagged texts with high quality in tags through human feedback. Additionally, the 
administrator is allowed to view the plain text files and is allowed to change the user 
tagger password if the tagger asks for that. 
In figure 4 the administration panel for classes is shown. When a new class is 
created it needs five features to be considered:  
• Name. It denotes the name of the class and will be used to format the output 
files in each one of the three available. 
• Short identifier. It can be a little contraction to represent the class when the 
original name is too long. 
• Color. The color is used to highlight the tagged concepts by the tagger user 
in the text (displayed in section seven). It facilitates the reading to the users. 
• Description. A short description needs to be provided in order to guide users 
to understand the meaning of the class, since sometimes some classes can 
be similar, e.g. skill and aptitude. 
• Examples. In order to facilitate help for taggers, some examples should be 
included. 
 
In figure 5 the interface corresponding to the administrator user is shown. In this 
screen, an administrator can assign permissions of classes to every tagger. This is 
because not all users will be working in the same domains, so they can request the 
creation and assignment of new classes to expand and improve the accuracy of 
the labeling for each text. 
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Figure 4 Screen to administrate the classes. 
 
 
Figure 5 Panel to assign labeling permissions for users. 
 
3. Results 
This section shows the use of the system applied in an example scenario where 
the main task is to highlight the skills, values, and knowledge in some plain text 
files. 
In order to tag the text, the procedure followed was (as illustrated in figure 6):  
• First, the user david@correo.com logged into the system. 
• Then, in section four he uploaded a plain text file called Djob77.txt. 
• After, in section five he selected the file to be displayed. 
• Once the content file was displayed in section seven, the user started to 
identify and highlight the relevant concepts in the text by assigning one of the 
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classes allowed. The user had recommendations for the selected text every 
time that the web-based tool identified the selection as incomplete. On the 
other hand, the user always had the possibility to delete some key concepts 
already tagged.  
 
 
Figure 6 The web-based tagger tool in use. 
 
Since the goal of the web-based tagger tool is to convert the unstructured 
information in the texts into structured data, users are interested in obtaining the 
keywords and their labels to which each one belongs in a structured form. That is 
why the next step is to get the plain text files formatted in one of the three available 
formats by the web-based tool.   
So, after tagger users identified the most important concepts of the text related to 
skill, knowledge, and value they can use the generated file (structured data) for 
identifying named entities in new text files. Named entity recognition [NLP, 2018] 
have the main task of label sequences of words in a text, which are the keywords 
of interest. So, the web-based tagger allows us to download the named entities in 
the InlineXML format as well as the Stanford format as illustrated in figures 7 and 
8, respectively. And the special format which includes the words preceding and 
proceeding the tagged keywords is illustrated, in figure 9. 
As it is possible to observe obtained results demonstrate the advantage of using 
the web-based tagger tool in order to convert unstructured information from texts 
into structured information.  After, this structured data can be used in some tasks 
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such as the training of some classifiers in the recognition of named entities, since 
the web-based tagger allow us to obtain the data in two formats from those offered 
by the Stanford named entity tagger [http://nlp.stanford.edu:8080/ner/, 2018]. 
 
 
Figure 7 InlineXML format of named entities in web-based tagger tool. 
 
 
Figure 8 Stanford format (tab-separated columns). 
 
 
Figure 9 Context of keyword format. 
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4. Discussion 
The problem of information overload and poor quality in tags affecting 
recommender systems has been examined. The Stanford named entity tagger has 
been studied since it represents a widely used tool by training models of labeled 
data. However, the low quality in tags affects to classification models in improving 
the recommendations. With the proposed web-based tagger is possible to improve 
the quality of tags in key concepts since these are labeled by people, it means, is 
achieved a human feedback, in this way better tags can help to improve 
recommender systems. On the other hand, as was mentioned in the section of 
tokenization scheme, the provided format (tab-separated columns) by the web-
based tool tagger allows us to use the generated structured data in the training 
some classifier models in the task of named entities recognition. 
 
5. Conclusion 
The proposed system offers some advantages in the improving quality of tags 
and in a fast way, as follows: 
• The web-based tagger makes the information accessible since any device, 
allowing us to create as many labels as necessary to work in any domain. 
Additionally, the administrator can create as many users as necessary. 
• Since tags are provided by humans, the quality of tags is high, in this way 
recommender systems can improve their recommendations. 
• In the task of information extraction, the web-based tagger allows downloading 
the representation of the original text into structured data, in 3 possible 
formats: InlineXML, Stanford format (tab-separated columns), and a special 
format to knowing the context of a keyword. 
 
Future work considers new features, such as the recognition of named entities 
immediately upon uploading a new plain text file for labeling. On the other hand, 
future work involves the use of these named entities in job descriptions and 
resumes, where through the use of classification algorithms and a recommender 
system, the companies can find the best applicant for each job offer.  
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