Abstract. The moduli space of smooth real binary octics has five connected components. They parametrize the real binary octics whose defining equations have 0, 1, . . . , 4 complex-conjugate pairs of roots respectively. We show that the GIT-stable completion of each of these five components admits the structure of an arithmetic real hyperbolic orbifold. The corresponding monodromy groups are, up to commensurability, discrete hyperbolic reflection groups, and their Vinberg diagrams are computed. We conclude with a simple proof that the moduli space of GIT-stable real binary octics itself cannot be a real hyperbolic orbifold.
Introduction
A (complex) binary octic refers to a hypersurface of degree eight in the complex projective line CP 1 . One can think of a binary octic as an 8-point configuration in CP 1 , counting multiplicity. A binary octic is said to be smooth if it is smooth as a hypersurface in CP 1 ; equivalently, it is smooth if the eight roots of any of its defining polynomials are pairwise distinct. The GIT-stable (or more briefly, stable) binary octics are those with at worst triple-point singularities. A real binary octic is a binary octic that is preserved by complex conjugation on CP 1 . Using periods of certain branched covers of CP 1 , Deligne-Mostow [DM86] , Terada [Ter85, Ter83] , MatsumotoYoshida [MY93] have described the arithmetic hyperbolic 5-ball quotient structure of the moduli space M s of stable complex binary octics. The use of periods of curves is classical, for instance, in the construction of the moduli space of elliptic curves and Picard curves [Pic83] . Kondō [Kon05] produced the same description of M s using periods of K3 surfaces.
Following the approach of Allcock-Carlson-Toledo in [ACT07] for real cubic surfaces and [ACT05] for real binary sextics, this paper describes how the Deligne-Mostow construction of the moduli space of complex binary octics gives rise to an arithmetic real hyperbolic orbifold structure on the GIT-stable completion of each of the components of the moduli space of smooth real binary octics. Unlike in [ACT07] and [ACT05] , the scalar ring involved here is the Gaussian integers and the lattice involved is no longer unimodular. These lead to considerable added computational complexities, as well as the unforeseen semi-direct product structure of one of the monodromy groups. Another key result in [ACT07] (respectively [ACT05] ) is that the completions of the individual components of the moduli space of smooth real cubic surfaces (respectively real binary sextics) glue together nicely to give the moduli space of GIT-stable real cubic surfaces (respectively real binary sextics) the structure of a non-arithmetic real hyperbolic orbifold. This nice property is however not shared by the moduli space of stable real binary octics. In fact, this paper concludes with a simple proof that the latter space cannot be a real hyperbolic orbifold at all.
The Moduli Space of Complex Binary Octics as an Arithmetic Quotient of CH

5
Let P 0 be the space of smooth binary octic forms (homogeneous binary polynomials of degree eight) and P s be the space of stable binary octic forms. We take the covering F 0 → P 0 corresponding to the kernel PΓ of a certain representation π 1 (P 0 ) ρ −→ Isom(CH 5 ). Then, PΓ acts on F 0 as deck transformations, and on CH 5 via ρ. On the other hand, a certain group G, derived from PGL(2, C), acts on P s , preserving P 0 , such that M s ∼ = P s /G and M 0 ∼ = P 0 /G. Let F s → P s be the Fox completion [Fox57] of F 0 → P 0 . Then, the actions of G and PΓ on F 0 naturally extend to F s such that F s /G ∼ = CH 5 and PΓ\F s ∼ = P s . Roughly, the complex 5-ball quotient structure on M s arises as follows: M s ∼ = P s /G ∼ = (PΓ\F s ) /G ∼ = PΓ\ (F s /G) ∼ = PΓ\CH 5 . We remark that, in this way, M s and PΓ\CH 5 are isomorphic as complex analytic (quasi-projective) varieties, but not as complex analytic orbifolds.
In this section, we give some details of the above constructions and state the known properties of the ball quotient PΓ\CH 5 which will be useful in the sequel. We refer to the literature for proofs whenever possible.
2.1. The fibration of cyclic covers branched over octics and the Hermitian structure of the cohomology of its fiber. Define X := ( p , [x 0 : x 1 : y] ) ∈ P × P(1, 1, 2) y 4 − p(x 0 , x 1 ) = 0 , where P is the space of all binary octic forms and P(1, 1, 2) is the weighted projective space of weights (1, Let X 0 := Π −1 (P 0 ). Then, for each p ∈ P 0 , the fiber X p := Π −1 (p) = [x 0 : x 1 : y] ∈ P(1, 1, 2) | y 4 − p(x 0 , x 1 ) = 0 is a (smooth) compact Riemann surface. The map σ : X −→ X is a cyclic action on X of order 4. σ preserves every fiber of Π, hence restricting to a cyclic action of order 4 on each fiber X p := Π −1 (p), p ∈ P 0 . The map π : X −→ CP 1 is well-defined since [0 : 0 : 1] ∈ P(1, 1, 2) − X. Observe that for each p ∈ P 0 , the restricted map π| Xp : X p −→ CP 1 is a cyclic cover of CP 1 of degree 4 branched over the eight distinct roots of p(x 0 , x 1 ) in CP 1 , and it has exactly eight ramification points, each with ramification index 4. By the Riemann-Hurwitz theorem, g(X p ) = h 1,0 (X p ) = 9, for each p ∈ P 0 . Thus, X 0 Π −→ P 0 is a fibration whose fiber over each p ∈ P 0 is the compact Riemann surface X p := Π −1 (p), which has genus 9 and is a cyclic covering of CP 1 branched over the roots in CP 1 of the polynomial p(x 0 , x 1 ). Next, for each p ∈ P 0 , define
Then σ| Λ(Xp) satisfies σ 2 + 1 = 0. Consequently, if we define multiplication by −i in Λ(X p ) by The above Hermitian form induces a Gaussian lattice structure on Λ(X p ), as the following Proposition shows:
(2) Let h be the pull-back to Λ(X p ) of the Lorentzian-Hermitian form 
where Ω : (2) is abstractly isometric to the following Z[ i ]-lattice:
The proofs of all three statements follow by direct computations. The proof of (2) is similar to that in paragraph (4.3) in [ACT02] , while that of (3) can be easily inferred from the results in [MY93] .
2.2. The space of framed octic forms. In this section, we describe the space of framed smooth octic forms and its Fox completion [Fox57] , the space of framed stable octic forms. They are the domains of the period maps described in the subsequent sections. The complex ball quotient structure of M s arises through these period maps. We omit all proofs, but refer to [ACT02] , which treats the analogous case of the complex cubic surfaces. Let Λ(X 0 ) be the sheaf over P 0 associated to the presheaf U → H 1 σ 2 =−1 (Π −1 (U ), Z). Proposition 2.1.2(3) implies that Λ(X 0 ) is a sheaf over P 0 of Z[ i ]-Hermitian modules, with stalks isomorphic to the rank-six Z[ i ]-lattice Λ. Let PHom(Λ(X 0 ), P 0 × Λ) be the sheaf of projective equivalence classes of sheaf homomorphisms from Λ(X 0 ) to P 0 × Λ.
Definition 2.2.2.
The space F 0 of framed smooth octic forms over P 0 is the subsheaf of PHom(Λ(X 0 ), P 0 × Λ) consisting of projective equivalence classes of sheaf homomorphisms Λ(X 0 ) → P 0 × Λ which restrict to an isometry on each stalk. F 0 is a complex manifold and its stalks are the framed smooth octic forms, as defined in Definition 2.2.1. F 0 can be alternatively described as the Galois covering of P 0 associated to the kernel of the "projectivized monodromy representation"
which of course derives from the standard monodromy representation
where p 0 ∈ P 0 is an arbitrary but fixed smooth octic. It is clear from this description of F 0 as a Galois covering over a path-connected base space that it is connected. The monodromy group -and the deck transformation group -ρ(π 1 (P 0 , p 0 )) ⊂ PIsom(Λ) turns out to be all of PIsom(Λ). So, PΓ := PIsom(Λ) acts on F 0 as deck transformations, and PΓ\F 0 ∼ = P 0 .
Let G := GL(2, C)/ all eighth roots of unity . G acts naturally on P 0 (by "linear change of variables") and this action extends to a free action on F 0 via induced action on cohomology.
Next, let P s be the space of all stable binary octic forms and F s be the Fox completion (see [Fox57] ) of the covering F 0 → P 0 . F s is a branched covering of P s with four-fold branching over ∆ 1 s ⊂ P s , the locus in P s corresponding to octics with one double point and no other singularities. Intuitively, F s coincides with F 0 over P 0 , and, for a singular octic p ∈ ∆ 1 s , F s retains information about the vanishing cohomology corresponding to the singularities of p. We call F s the space of framed stable octic forms.
The actions of G and PΓ on F 0 extend naturally to F s , and it can be shown that PΓ\F s ∼ = P s .
2.3. The complex period map and the CH 5 quotient structure of M s . The period map of interest to us is defined as follows:
.
Note that PΓ = PIsom(Λ) naturally acts on
The period map p turns out to be holomorphic, invariant under the action of G on F 0 , and it is equivariant with respect to the actions of PΓ = PIsom(Λ) on F 0 and CH 5 . The period map p extends holomorphically to F s to a (G F s )-invariant and PΓ-equivariant map, also denoted by p. The map p therefore descends to a map p : F s /G −→ CH 5 , which turns out to be an isomorphism of complex manifolds. Furthermore, p maps F 0 bijectively to (CH 5 − H), where
r is a vector in Λ of squared norm −2 , restricting also to an isomorphism of complex manifolds 
We stress that M s and PΓ\CH 5 are isomorphic only as complex analytic varieties, but not as complex analytic orbifolds.
The Allcock-Carlson-Toledo Construction of M R s
As shown in the last section, the moduli space M s of stable binary octics is isomorphic as complex analytic varieties to the ball quotient PΓ\CH 5 . It turns out that periods in CH 5 corresponding to real octics lie on a certain collection of copies of real hyperbolic 5-space RH 5 inside CH 5 . Roughly speaking, the AllcockCarlson-Toledo construction of M R s is simply to extract this collection of copies of RH 5 and re-assemble them according to the "expected" quotient structure of M R s . 3.1. Complex conjugation and the antipodal map on CP 1 and their related maps. We are interested in the moduli space of stable real binary octics, namely, binary octics whose coefficients are real. We can also view these as those (a priori complex) octics that are invariant under the action induced on the space of binary octic forms by the "usual" antiholomorphic involution on CP 1 , i.e. complex conjugation κ : CP 1 −→ CP 1 . Up to PGL(2, C)-conjugacy, there is exactly one more antiholomorphic involution on CP 1 , namely, the antipodal map α : CP 1 −→ CP 1 . (See [Kol] .) For reasons that will become apparent shortly, we need to deal with the octics which are preserved by α as well.
Definition 3.1.1.
Define the maps κ : C 2 −→ C 2 , and α : C 2 −→ C 2 respectively by κ(x 0 , x 1 ) := ( x 0 , x 1 ), and α(x 0 , x 1 ) := ( x 1 , −x 0 ).
Let ν : C 2 −→ C 2 be either κ or α as in Definition 3.1.1. We define the action of ν on the space of complex binary octic forms P as follows: Let GL(2, C) ′ be the group of all linear and antilinear automorphisms of C 2 ; note that GL(2, C) ′ = GL(2, C) ⋊ κ . Let every linear element g ∈ GL(2, C) ′ and every antilinear element ν ∈ GL(2, C)
′ act on C 3 respectively by:
We will also consider elements of GL(2, C) ′ as automorphisms of P(1, 1, 2) via the representation GL(2, C)
is the automorphism group of P(1, 1, 2) induced by linear and antilinear automorphisms of C 3 .
Straightforward calculations show that G R = GL(2, R)/ ±1 and
By an anti-isometry on a Z[ i ]-Hermitian lattice ( V , ·, · ) (or a complex vector space equipped with a Hermitian inner product), we mean a bijective antilinear map ν : V −→ V such that ν(x), ν(y) = x, y , for all x, y ∈ V . 
Note that, for p ∈ P R 0 and g ∈ G R (respectively p ∈ P antip 0 and g ∈ G antip ), we have the the following commutative diagrams:
The deformation types of real and antipodal smooth octics and forms. There are five distinct deformation types of smooth real binary octics, in the sense that a real octic, of any fixed deformation type, cannot be deformed to a real octic of a different type through the space O has no real roots. This proves that P R,4 0 has two connected components. Next, consider the following 1-parameter family of binary polynomials:
Then, q 3 (x 0 , x 1 ; 0) = x 0 x 1 , whereas q 3 (x 0 , x 1 ; π/2) = −x 0 x 1 . Let r(x 0 , x 1 ) be any smooth real binary sextic form with no real roots. Then,
Similarly, we may define continuous paths in P R,i 0 , i = 0, 1, 2, whose endpoints are negatives of each other by using the following three families in place of q 3 :
0 , and P R,2 0 are connected. Lastly, we conclude that P antip 0 is also connected by noting that q 0 (x 0 , x 1 ; θ 0 ) is a family of antipodal octic forms (in addition to being real).
In summary, P R 0 has six connected components, i.e., , both κ p and α p on X p are defined.
1 The author wishes to express his gratitude to Dr. János Kollár for pointing out the author's earlier overlooking of this fact in a private communication.
, and let ν p be κ p or α p , whichever is defined on X p . Then the antiholomorphic involution
Lemma 3.3.1.
(1) The map ν OUTLINE OF PROOF Since ν p is antiholomorphic, the pullback ν * p switches Hodge types of C-valued differential forms; similarly, complex conjugation on C-valued differential forms switches Hodge types. Hence, ν ′ p preserves Hodge types. To prove that ν ′ p preserves σ-eigenspaces, we first state two facts: σ • ν p = ν p • σ 3 , and that the action of σ * on C-valued differential forms commutes with complex conjugation of differential forms. Both of these facts can be verified with straightforward calculations. Using these two facts, another straightforward calculation will show that ν ′ p preserves the σ-eigenspace decomposition of H 1 (X p , C). The second statement also follows from a direct computation.
Notation 3.3.2. We denote by IAI(Λ(X p )) and IAI(Λ) the sets of all involutive anti-isometries of Λ(X p ) and Λ, respectively.
We define the map
, where i is any frame over p.
Definition 3.3.4.
We also define 
3.4.
Integral copies of RH 5 in CH 5 . It can be readily checked that, for each χ ∈ IAI(Λ), the metric on Λ restricts to a metric on the Z-module Fix(χ) ∼ = Z 6 of signature (1+, 5−). Thus Fix(χ) ⊗ Z R ∼ = R 1+,5− , and
Hence, we may make the following
3.5. "Real" octics have "real" periods; "antipodal" octics have "antipodal" periods. Recall that, for any smooth p ∈ P 0 ,
On the other hand, consider an ordered pair (p, ν p ), where either p ∈ P R 0 and ν p = κ p , or p ∈ P antip 0
preserves both the Hodge decomposition and the σ-eigenspace decomposition. Since H 1,0
, and a fixed choice of ν p (= κ p or α p ), the complex period i(H 1,0
. It now makes sense to introduce the following two definitions:
Let a representative χ ∈ [ χ ] ∈ PIAI(Λ) be fixed. It is straightforward to see that we have the equality
It is also easy to see that given any 
5 was an important ingredient towards constructing the CH 5 quotient structure for the moduli space M s of stable complex binary octics. We make use of it again to study the moduli space M R s of real binary octics. Definition 3.6.1.
The real period map is the map
defined by . In other words, it descends to a map, also denoted by
This induces an action of PΓ on codomain(p
Furthermore, the real period map p R restricts to a PΓ-equivariant real-analytic diffeomorphism as follows:
Corollary 3.6.6. The map defined in Definition 3.3.4
is surjective. Consequently, the cardinality of PIAI(Λ)/PIsom(Λ) is at most seven.
The proofs of Lemmas 3.6.4, 3.6.5, Corollary 3.6.6, as well as Proposition 3.6.11 involve unravelling the various definitions, the G-invariance and PΓ-equivariance of the complex period map, and the fact that κ * p commutes with elements of G R while α * p commutes with elements of G antip . Their complete proofs can be found in [Chu06] , and they are straightforward adaptations of the proofs of the corresponding results in [ACT07] .
Lemma 3.6.7.
The images of π 0 (P R 0 ) and π 0 (P antip 0
) under the map in Definition 3.3.4 are disjoint in PIAI(Λ)/PIsom(Λ).
OUTLINE OF PROOF
This essentially follows from the observation that every octic form in P R 0 can deform to a nodal octic (i.e., a singular octic with one double root and no other singularities), whereas an octic in P antip 0 can only deform to singular octics with at least two double points. Recall that periods of nodal octics lie on the collection H ⊂ CH 5 of hyperplanes which are orthogonal complements of vectors in Λ of squared norm −2. (See Section 2.3.) By the preceding observation, we see that a copy of RH 5 consisting of real periods must intersect H at smooth points of H, whereas a copy of RH 5 consisting of antipodal periods cannot intersect H at smooth points of H.
By Lemma 3.6.7, it makes sense to introduce the following:
), respectively, of the map
as in Corollary 3.6.6.
When we take into account the calculations in Section 6, we furthermore have the following: Lemma 3.6.9.
The values of P
as in Definition 3.3.4 are pairwise distinct.
PROOF
The beginning of section 6 exhibits five involutive anti-isometries of Λ. In section 6.3, it is shown that their fixed Z-lattices have pairwise distinct Vinberg diagrams. Hence, they represent five distinct PIsom(Λ)-conjugacy classes in PIAI(Λ)/PIsom(Λ). Sections 6.4 and 6.5 show that all five are induced by real octics and identify their deformation types.
Remark 3.6.10.
We stress that Lemma 3.6.9 does not assert that P 
descends to the following real-analytic orbifold isomorphism:
In particular,
The decomposition of D R 0 and its projection to M R 0 are illustrated in Figure 3 .6.1. Combining Lemmas 3.6.5, 3.6.7, 3.6.9, and Proposition 3.6.11, we get the following 
where
3.7. The Allcock-Carlson-Toledo construction of M R s . We will not give the full details of this construction. Roughly speaking, it can be described as follows:
Here, PIAI(Λ)
R stands for the collection of all involutive anti-isometries of Λ induced by smooth real binary octic forms of types 0, 1, 2, 3, and 4+. F R,0
, respectively. The quotient K s is considered as a metric space, where the equivalence relation ≈ on the disjoint union [χ] is defined so that we get a real-analytic homeomorphism
R , via standard arguments as in [ACT07] . The Allcock-Carlson-Toledo construction is the metric space PΓ \ K s , and it endows the moduli space M R s with a metric-space structure via the real-analytic homeomorphism mentioned above. The crux of this construction therefore lies in explicitly describing the metric space K s (i.e., how the disjoint copies RH
[χ]
are glued together) and the quotient PΓ\K s . 
A(Fix χ)
−A(Fix χ) i A(Fix χ) −i A(Fix χ) Fix(χ) Fix(χ) Fix(−χ) Fix(−χ) Fix(−χ) Fix(−χ) Fix(χ) Fix(χ) Fix(i χ) Fix(i χ) Fix(−i χ) Fix(−i χ) Fix(−i χ) Fix(−i χ) Fix(i χ) Fix(i χ)
Relationship between
Stab PIsomΛ RH 5 [χ] and PStab IsomΛ (Fix χ) In this section, we need to work simultaneously with projective equivalence classes of vectors, isometries and anti-isometries in various Z-lattices and Z[ i ]-lattices. For the sake of clarity, we will use slightly more cumbersome notation such as [v ] C ∈ CH 5 , [ A ] G ∈ P G Isom Λ or [ A ] Z ∈ P Z Isom(Fix χ) toindicate that the projectivization is done over C, G = Z[ i ] and Z, respectively.
Characterization of Stab
Furthermore, β is in fact a unit Gaussian integer.
OUTLINE OF PROOF
From the preceding remark, we know that for each given v ∈ Fix(χ) ⊗ Z R, there exists a unique unimodular β ∈ C * such that χ(A(v)) = β A(v). Furthermore, β is a unit Gaussian integer whenever v is primitive in the Z-lattice Fix(χ). So, it remains to show only that β is in fact the same for all v ∈ Fix(χ) ⊗ Z R. For this, let b 1 , . . . , b 6 be a Z-basis for Fix(χ) and let v ∈ Fix(χ) ⊗ Z R. Then, there exist unit Gaussian integers β 1 , . . . , β 6 ∈ Z[ i ] such that χ(A(b k )) = β k A(b k ), unique for each k = 1, . . . , 6. Also, there exists unique unimodular β ∈ C * such that χ(A(v)) = β A(v). Now, recall that Fix(χ) ⊗ Z R is a totally real subspace of C 1,5 . In particular, b 1 , . . . , b 6 are linearly independent over C. This observation and a simple calculation show that we must in fact have β 1 = · · · = β 6 = β, which completes the proof. 
We seek an even more algebraically transparent expression for Stab PGIsom Λ (RH
5
[χ] ) in terms of P Z Stab Isom Λ (Fix χ). 
It is already clear that either
We will next show, under the further assumption that P Z Stab Isom Λ (Fix χ) is a reflection group, that the following short exact sequence
is split (Proposition 4.1.11). We start with the following general result, the proof of which follows from standard arguments and we therefore omit:
Proposition 4.1.9. 
Let G be a discrete subgroup of Isom(RH n ). Suppose that H is a normal subgroup of G which is generated by reflections. (H need not be the full reflection subgroup of G.) Fix a fundamental domain P of H, and let
Remark 4.1.12. Any representative T ∈ Isom(Λ) of the type II and order-two element
maps Fix(χ) to Fix(i χ), rather than back to Fix(χ) itself. T induces an action on RH
by identifying RH(Fix(i χ)⊗ Z R) with RH(Fix(χ)⊗ Z R) via scalar multiplication by (1−i)/ √ 2; more explicitly,
This identification is canonical due to the following observation:
We emphasize that while T preserves the R-span of Fix(χ) via the above canonical induced action, it fails to preserve the Z-lattice Fix(χ) itself due to the occurrence of the 1/ √ 2 factor above.
A sufficient condition for the nonexistence of isometries of type II. Note that
is merely the subgroup of the isometry group P Z Isom(Fix χ) of the abstract Z-lattice Fix(χ) consisting of elements that extend to an action on the whole Z[ i ]-lattice Λ. In the case where P Z Stab IsomΛ (Fix χ) is a reflection group and Stab PGIsom Λ RH
[χ]
contains type II elements, we see that we have the following commutative diagram:
is an element of type II and order two. Proposition 4.1.9 therefore implies the following:
Corollary 4.2.1.
Suppose P Z Isom(Fix χ) is generated by reflections, and suppose one of the following conditions holds:
• The fundamental domain of P Z Isom(Fix χ) admits no (Z/2Z)-symmetries.
• It admits (Z/2Z)-symmetries, but none of them induces an order-two element of Stab PGIsomΛ RH was mistakenly identified with P Z Stab IsomΛ (Fix χ) in general, which need not be the case as we saw in this section. The main results stated there are nonetheless correct, since for the specific cases therein (i.e. χ = χ 0 , χ 1 , χ 2 , χ 4 ), the above equality indeed holds.
Distinguishing the Deformation Types
In this section, we describe a strategy to identify the deformation types of the real octics that give rise to the involutive anti-isometries of Λ. (1 + i) is an F 2 -valued quadratic form on V . It turns out that the orthogonal group O(V, q) is isomorphic to S 8 , the symmetric group on eight objects.
We will not give complete proofs of the above assertions but refer the reader to [Chu06] and [CCN + 85]. However, we give an intuitive description of the isomorphism between O(V, q) and S 8 .
Since dim F2 (V ) = 6, we immediately see that the cardinality of V is 2 6 = 64. Let P 8 := {1, . . . , 8}. Here, we simply consider P 8 to be any set of the eight distinct objects. It turns out that, as a set, V is in one-to-one correspondence with
Each element of W can be considered as a pair of even-cardinality subsets of P 8 , where the two subsets in each such pair are complements of each other. The cardinality of W is also 64. The F 2 -valued quadratic form on V corresponds to the F 2 -valued function on W given by:
Furthermore, elements of O(V, q) correspond to maps from P 8 to itself which preserve the cardinality of every even-cardinality subset of P 8 . Such a map is just a permutation of P 8 , namely, an element of the symmetric group S 8 . It turns out that this map O(V, q) −→ S 8 is an isomorphism of groups. We denote its inverse by Φ : S 8 −→ O(V, q).
Two useful invariants of involutions in S 8
. Recall that the eight distinct roots of a smooth real binary octic are preserved as a set by complex conjugation κ on CP 1 . The collection P 8 of roots comprises a number 2n ∈ {0, 2, 4, 6, 8} of real points (lying on RP 1 = R ∪ {∞} ⊆ CP 1 ) together with a number (8 − 2n)/2 of complex conjugate pairs. The number 2n determines the deformation type of a real binary octic.
On the other hand, note that when κ is restricted to the collection P 8 of the eight distinct roots of a real binary octic, it becomes an order-two permutation on P 8 . Table 5 .2.1 shows the one-to-one correspondence between the deformation types of octics with the cycle structures of κ| P8 .
Of course the cycle structure of κ| P8 determines an element (more precisely, a conjugacy class) in S 8 . Now we make the following observations:
• κ induces an involutive antiholomorphic diffeomorphism κ : X p −→ X p on the 4-sheeted cyclic cover X p −→ CP 1 branched over the roots of a smooth real binary octic form p. κ in turn induces an involutive anti-isometry on the
• The above "abstract" isomorphism O(V, q) ∼ = S 8 is geometrically realized by the permutation of the eight ramification points of the branched cover of X −→ CP 1 . This fact is an immediate consequence of the fact that the monodromy group PΓ = PIsom(Λ) is generated by transposing pairs of roots by "continuous half turns." See [MY93] .
• An involutive anti-isometry of Λ descends to an involutive isometry of (V, q) (because complex conjugation on Z[ i ] descends to the identity on The above observations show the following: Given χ ∈ IAI(Λ), we can determine the deformation type of the real binary octic that gives rise to χ in the first place by determining the element (or conjugacy class) in S 8 ∼ = O(V, q) that χ descends to. In order to do this, it is sufficient to examine two invariants: OUTLINE OF PROOF Let P 8 = {1, 2, . . . , 8}. Recall that norm-one vectors in V correspond to cardinality-two subsets of P 8 . The computations for all the cases are similar; we show only those for τ 6 : The number of even-cardinality subsets of P 8 fixed by τ 6 = (1)(2)(3)(4)(5)(6)(78) Hence, dim F2 Fix(Φ(τ 6 )) = log 2 2 × 32 2 = log 2 (2 5 ) = 5. And,
the number of norm-one vectors in Fix(Φ(τ6))
the number of cardinality-two subsets preserved by τ6 
Computations
Define the map χ 2 : Λ −→ Λ by
Clearly, χ 2 ∈ IAI(Λ). Next, define 
Figure 6.3.1.
It is straightforward to verify that A 0 , . . . , A 4 ∈ Isom(Λ), and χ 0 , . . . , χ 4 ∈ IAI(Λ). As the notation suggests, χ 0 , . . . , χ 4 correspond to real binary octics of types 0, . . . , 4 respectively. Appealing to the theory developed in the preceding sections, we now present a series of straightforward computational results in the following subsections which will establish this correspondence. We will omit the details of these computations due to their routine nature. . 6.2. The induced integral quadratic forms on Fix(χ 0 ), . . . , Fix(χ 4 ). These are determined by inner product matrices of B 0 , . . . , B 4 , which are given respectively by . 6.3. The Vinberg diagrams. TheVinberg diagrams [Vin75] of the reflection subgroups of the (integral) isometry groups PIsom(L 0 ), . . . , PIsom(L 4 ) are shown in Figure 6 .3.1. In these diagrams, the following convention is used: No bond between two nodes means the two corresponding hyperplanes meet orthogonally; a single bond means they meet with interior angle π/3; a double bond means the interior angle is π/4; a triple bond means the interior angle is π/6; a bond marked with ∞ means the two hyperplanes are parallel; a dotted bond means they are ultraparallel. The number of subdivisions within each node is minus one-half of the squared norm of the corresponding root. The labeling of the nodes of the diagrams for L 2 and L 3 will be used in sections 6.6 and 6.7. The common labeling of these two sets of nodes is for economy of notation; the two sets otherwise have no relation to each other. Each of these five Vinberg diagrams has no symmetries,
number of norm-one vectors in Fix( · ) 6.5. χ 4 is induced by real binary octics of type 4. We can determine that χ 4 is induced by real binary octics of type 4 (rather than by antipodal binary octics) by the following observations:
• Recall that the collection H of discriminant hyperplanes in CH 5 consists of orthogonal complements of vectors in Λ of squared norm −2, and that the smooth points of H correspond to nodal binary octics, i.e. singular binary octics with one double point and no other singularities.
• One of the roots of L 4 is of the form (1 + i) w, where w is a primitive vector in Λ of squared norm −2.
The fundamental domain of PIsom(L 4 ) therefore has one discriminant wall, and octics parametrized by RH
5
[χ4] can deform to nodal ones.
• Antipodal octics can only deform to octics which are more singular than the nodal ones. (See the proof of Lemma 3.6.7.) It is now clear that χ 4 is induced by real binary octics of type 4.
Remark 6.5.1.
As already mentioned in subsection 6.3, we have
It remains to determine, for χ = χ 2 , χ 3 , whether Stab PIsomΛ (RH where the roots r 1 , r 2 , . . . , r 7 are labeled according to order of appearance in the Vinberg Algorithm. The above diagram has only one symmetry (ignoring norms of roots): it is the (Z/2Z)-symmetry determined by exchanging the following 1-dimensional subspaces:
Recall also that the natural identification map (induced by projectivizing over C) from Fix(i χ 2 ) ⊗ Z R back to Fix(χ 2 ) ⊗ Z R is given by scalar multiplication by 1 − i. Taking all the above observations into account, we see that the group Stab PIsomΛ RH (1 − i) T (r 1 ) = ± √ 2 r 1 , (6.6.1)
where the signs of the right-hand-sides must be either all positive or all negative. Either case leads to a contradiction, which shows that Stab PIsomΛ RH
[χ2] has no type II elements. We derive the contradiction for only the first case, the other case being completely analogous. We now make the following:
CLAIM: There exists no such T ∈ Isom(Λ). When expressed in the "standard" basis of Λ, the roots r 1 , . . . , r 7 are given, respectively from left to right, by the column vectors of the following matrix: 2 6 6 6 6 6 4
Note that r 7 = r 2 + 2 r 3 − r 4 − r 5 + r 6 . Hence, the last condition in (6.6.1) implies
which yields this alternative expression for r 7 : r 7 = r 2 − 2 r 3 + r 4 − r 5 + r 6 . Comparing with the original expression for r 7 in terms of r 2 , . . . , r 6 , we see that r 2 + 2 r 3 − r 4 − r 5 + r 6 = r 7 = r 2 − 2 r 3 + r 4 − r 5 + r 6 =⇒ 2 r 3 = r 4 , which is a contradiction, since r 3 and r 4 are linearly independent over Z[ i ], in particular, over Z. (Fix χ 3 ) . Recall the Vinberg diagram in this case from Figure 6 .3.1. Again, the roots r 1 , r 2 , . . . , r 8 are labeled according to order of appearance in the Vinberg Algorithm. In terms of the "standard" basis for Λ, these roots are given, respectively from left to right, by the column vectors of the following matrix: 2 6 6 6 6 6 4
The only symmetry (ignoring norms of roots) here is the (Z/2Z)-symmetry determined by exchanging the following 1-dimensional subspaces: 
Straightforward calculations now show that the above (overdetermined) set of conditions indeed defines such a T ∈ Isom(Λ) and we conclude that
Is Not a Real Hyperbolic Orbifold A (singular) complex binary octic is said to be cuspidal if it has exactly one triple point and no other singularities. Note that the antipodal map on CP 1 cannot preserve any cuspidal octic, and smooth antipodal octics cannot deform to a cuspidal octic.
In this section, we show that M R s is not a hyperbolic orbifold by proving that its metric-space structure around moduli points in the stratum ∆ 0,1 R cannot be described as the quotient of (an open subset of) a Riemannian manifold by the action of a finite group of isometries, where ∆ 0,1 R denotes the stratum of moduli points that corresponds to real cuspidal octics.
7.1. The vanishing (σ 2 = −1)-cohomology of X p for a cuspidal octic p. 
OUTLINE OF PROOF We can describe locally the deformation from a smooth real binary octic to a singular real cuspidal octic by examining:
as a 0 , a 1 → 0, where a 0 , a 1 ∈ R, and r(x) is a polynomial in x of degree five with real coefficients and has no common roots with x 3 + a 1 x + a 0 . Recall that our Hodge-theory set-up arises from the (σ 2 = −1)-eigenspace of the cyclic action on the cohomology of the four-fold cyclic cover X p of CP 1 branched over the roots of any smooth binary octic p. The intersection form of the vanishing (σ 2 = −1)-homology of X p corresponding to the singularity of one triple point and no other singularities can be described locally by the corresponding vanishing (σ 2 = −1)-homology of the singularity of p 0,0 (x) above. A simple pictorial argument shows that this (σ 2 = −1)-homology indeed has the Z[ i ]-lattice structure of Λ 0 .
Remark 7.1.2.
A combinatorial argument shows that Isom(Λ 0 ) has 96 elements; see [Chu06] . In fact, Isom(Λ 0 ) is isomorphic to the group B 3 (4), the group obtained from the braid group B 3 on three strands by imposing an order-four condition on the "standard" generators. This fact is intuitively clear since Λ 0 is the intersection form of the vanishing (co)homology (strictly speaking, a certain eigensubspace of it) of an order-four branched cyclic cover of CP 1 corresponding to a singularity of the coalescence of three branch points.
7.2. The local quotient structure near the period of a generic cuspidal octic. Let x ∈ CH 5 be the period of a generic cuspidal real binary octic p. Since a triple point can be thought of as the "limit" of two nodes, it is intuitively clear that the vanishing (σ 2 = −1)-cohomology Λ 0 (p) corresponding to the singularity of p has Z[ i ]-rank two, and that the corresponding local monodromy group should have a natural representation on
2 . Proposition 7.1.1 asserts that Λ 0 (p) is indeed isometric to the abstract Z[ i ]-lattice Λ 0 and the corresponding local monodromy group is isomorphic to Isom (Λ 0 ).
Since p is real and singular, its period x ∈ CH 5 lies on a collection of (more than one) integral copies of RH 5 . The common intersection of this collection of integral copies of RH 5 is a totally real copy of RH 3 in CH 5 . Since cuspidal octics are stable, we know from Geometric Invariant Theory that Stab PIsom Λ (x) is a finite group. Being isometries of Λ, elements of Stab PIsom(Λ) (x) preserve both Λ 0 (p) and Λ 0 (p) ⊥ individually. Similarly, involutive anti-isometries of Λ that preserve Λ 0 (p) must also preserve Λ 0 (p)
⊥ . Each such anti-isometry of Λ of course restricts to an involutive anti-isometry on Λ 0 (p) and Λ 0 (p) ⊥ individually. Furthermore, genericity of p implies that Stab PIsom Λ (x) acts trivially on Λ 0 (p) ⊥ . All of the above implies that the real period x has a neighborhood U in K s which is homeomorphic to an open neighborhood of (origin, generic point) in We emphasize however that the natural metric-space structure on U (i.e. the one inherited from that of K s ) is not isometric to the product metric space of the two factors in (7.2.2). The action of Stab PIsom Λ (x) on U gives rise to a local quotient homeomorphic to an open neighborhood of the image of (origin, generic point) in
the union of the fix-point-sets of all involutive anti-isometries of Λ0
We may choose coordinates on CP 1 so that the triple point of the real cuspidal octic p(z) occurs at 0 ∈ CP 1 = C ∪ {∞}. In non-homogeneous coordinates, we may write p(z) = z 3 · r(z), where r(z) is a polynomial in z of degree 5 with distinct roots, each distinct from 0 ∈ CP 1 . Then the first factor in (7.2.3) describes the desingularization of the triple point into smooth real 3-point configurations, whereas the second factor describes the deformation of the roots of r(z).
The first factor in (7.2.3) turns out to be a flat two-real-dimensional cone, obtained by gluing together two flat two-dimensional wedges. Similarly, the subspace of U that topologically corresponds to this first factor can be abstractly described by gluing together two real-hyperbolic two-dimensional wedges. We may therefore consider the cone angles at the vertices of these two cones (the former is flat; the latter is not). Noting that T x CH 5 is isometric to the orthogonal complement of x in C 1,5 , we see that these two cone angles are equal. We will show in the following subsections that the common cone angle value is 3π/4.
The 3π/4 cone angle shows that x cannot be a real-Riemannian orbifold point of M R s , since otherwise the cone angle would have to be an integral submultiple of π. This in particular implies that the AllcockCarlson-Toledo construction M R s of the moduli space of stable real binary octics cannot be a real-hyperbolic orbifold, in contrast to the cases of real cubic surfaces [ACT07] and real sextics [ACT05] .
7.3. The two isometry classes of involutive anti-isometries of Λ 0 . We now begin the computation of the cone angle of the first factor in (7.2.3). 
OUTLINE OF PROOF is a 90
• -wedge, whereas Stab Isom Λ 0 (Fix κ 3 ) \ (Fix κ 3 ⊗ R) is a 45
• -wedge. Now, define 3 , where C is a real-two-dimensional cone. Furthermore, the induced metric-space structure on C × {generic point} is such that the cone angle at the vertex is 3π/4.
OUTLINE OF PROOF
The local topological product structure is given by (7.2.3). Lemmas 7.3.2, 7.3.3, and 7.4.1 together imply that the first factor in (7.2.3) is isometric to an open neighborhood of the vertex in the real-two-dimensional cone obtained from gluing a Euclidean 45
• -wedge with a Euclidean 90
• -wedge along the edges as shown in Figure 7 .4.1. We remark that the only non-manifold point in the above construction is the "vertex"; in particular, the points along the edges spanned by u 1 (or v 3 ) and u 2 (or v 2 ) are manifold points (except the vertex itself).
We now see the cone angle at the vertex of the non-flat cone C × {generic point} is 3π/4 from the fact that the flat cone constructed in the preceding paragraph is the infinitesimal representation of C × {generic point} at the vertex. The other main result of this paper is Corollary 7.4.4, which states that M R s is not a real-hyperbolic orbifold.
