Abstract. We extend the Gaussian scale mixture model of dependent subspace source densities to include non-radially symmetric densities using Generalized Gaussian random variables linked by a common variance. We also introduce the modeling of skew in source densities and subspaces using a generalization of the Normal Variance-Mean mixture model. We give closed form expressions for subspace likelihoods and parameter updates in the EM algorithm.
Introduction
The Gaussian scale mixture representation can be extended to vector subspaces to yield a model of non-affine dependency, sometimes referred to as "variance dependency" [8] . Hyvärinen [8, 9] has recently proposed such a model for Independent Subspace Analysis of images. A similar approach is developed by Eltoft, Kim et al. [11, 6] , which is referred to as Independent Vector Analysis (IVA). In the IVA model, the EM algorithm is used with a particular case of the multivariate Gaussian scale mixture involving a Gamma mixing density.
In [10] a method is proposed for convolutive blind source separation in reverberative environments using a frequency domain approach with sources having variance (scale) dependency across frequencies. Typically in the frequency domain approach to blind deconvolution, the "permutation problem" arises when the signals are unmixed separately at each frequency. Due to the permutation ambiguity inherent in ICA [1] , the frequency components of each source are output in arbitrary order at each frequency, and some matching heuristic must be employed to reconstruct the complete spectra of the sources. The IVA model allows the modeling of dependency of the frequency components of sources, while maintaining the mutual independence of the sources.
Variance dependency also arises in EEG/MEG analysis. In particular, the electromagnetic signals generated by muscles in the scalp, face, and ears will commonly activate together in various facial expressions. In this case, the individual muscle signals are not related or dependent in phase, but their variance increases and decreases together as the components are activated and deactivated together. Variance dependency may also exist among cortex regions that are simultaneously active in certain contexts.
The densities employed in models proposed previously for speech use only a particular dependent subspace density model, which may limit the flexibility of the model in application to more general domains such as communications and biological signal processing. We propose a general method for constructing multivariate Gaussian scale mixtures, giving an example of a multivariate dependent Logistic density.
We also propose a scale mixture of Generalized Gaussians model, in which a generalized Gaussian random vector with independent components, is multiplied by a common scalar variance parameter, which is distributed Generalized Inverse Gaussian. This yields a generalization of the generalized hyperbolic density of Barndorff-Nielsen [3] .
Finally we show how to use the Normal variance-mean mixtures to model skew in dependent subspaces. The location and "drift" parameters can be updated in closed form using the EM algorithm and exploiting the conditional Gaussianity and closed form formula for the posterior moment in terms of derivatives of the multivariate density function.
General Dependent Gaussian Scale Mixtures
In this section we show how general dependent multivariate densities can be derived using scalar Gaussian scale mixtures,
where z is a standard Normal random variable, and ξ is a non-negative random variable.
Example densities
Examples of Gaussian scale mixtures include the generalized Gaussian density, which has the form,
It is a Gaussian scale mixture for 0 < ρ ≤ 2. The scale mixing density is related to a positive alpha stable density of order ρ/2.
The generalized Cauchy has the form,
The Generalized Cauchy is a Gaussian scale mixture for ν > 0 and 0 < α < 2. The scale mixing density is related to the Gamma density.
The generalized Logistic, also called the symmetric Fisher's z distribution [3] , has the form,
The Generalized Logistic is a Gaussian scale mixture for all α > 0. The scale mixing density is related to the Kolmogorov-Smirnov distance statistic [2, 3, 7] .
Multidimensional analogues
If x is distributed according to the Gaussian scale mixture density p(x), then,
We can construct a random vector by multiplying the same scalar random variable ξ
by a Gaussian random vector,
where z ∼ N (0, I). For the density of x we then have,
If ξ −1 is a Gamma random variable, then the density of x can be written in terms of the modified Bessel function of the second kind [6] .
In general, taking the kth derivative of both sides of (1), we find,
and we can write the density of p(x)
For even d, the density of p(x) can be written formally in terms of the Weyl fractional derivative. However as the fractional derivative is is not generally obtainable in closed form, we consider a modification of the original univariate scale density p(ξ),
With this modified scale density, the density of x evaluated at √ x becomes,
where,
Proceeding as we did for odd d, taking the kth derivative of both sides of (3), with k = d/2, we get,
Posterior moments of Gaussian Scale Mixtures
To use scale mixtures in the EM context, it is necessary to calculate posterior moments of the scaling random variable. This section indicates how this is accomplished [5] . Differentiating under the (absolutely convergent) integral we get,
Thus, with p(x) = exp(−f (x)), we see that,
Similar formulae can be derived for higher order posterior moments, and moments of multivariate scale parameters. These results are used in deriving EM algorithms for fitting univariate and multivariate Gaussian scale mixtures.
Example: 3D Dependent Logistic
Suppose we wish to formulate a dependent Logistic type density on R 3 . The scale mixing density in the Gaussian scale mixture representation for the Logistic density is related to the Kolmogorov-Smirnov distance statistic [2, 3, 7] , which is only expressible in series form. However, we may determine the multivariate density produced from the product, x = ξ 1/2 z where x, z ∈ R 3 , and z ∼ N (0, I). Using the formula (2) with d = 3, we get,
3 Non-radially symmetric dependency models A possible limitation of the Gaussian scale mixture dependent subspace model is the implied radial symmetry of vectors in the subspace, which leads to non-identifiability of features within the subspace-only the subspace itself can be identified. However, a similar approach using multivariate Generalized Gaussian scale mixtures can be developed, in which the multivariate density becomes a function of the p-norm of the subspace vector rather than the radially symmetric 2-norm, maintaining the directionality and identifiability of the within-subspace features, while preserving their (non-affine) dependence.
The mixing density of the generalized hyperbolic distribution is the generalized inverse Gaussian, which has the form,
where K λ is the Bessel K function, or modified Bessel function of the second kind. The moments of the generalized inverse Gaussian [6] are given by,
The isotropic generalized hyperbolic distribution [3] in dimension d,
is derived as a Gaussian scale mixture with N † (δ, κ, λ) mixing density. Now, for a generalized Gaussian scale mixture,
with N † mixing density p(ξ), the posterior density of ξ given x is also N † ,
wherep is the harmonic mean d/ i p −1 i , and
For x we then get the anisotropic hypergeneralized hyperbolic distribution,
Using (7) and (10), we have,
The EM algorithm does not require that the complete log likelihood be maximized at each step, but only that it be increased, yielding the generalized EM (GEM) algorithm [4, 13] . We employ this method here to increase the complete likelihood in (9) (see [13, 12] ).
4 Skew models
Construction of multivariate skew densities from Gaussian scale mixtures
Given a Gaussian scale mixture x = ξ 1/2 z,
we have, trivially, for arbitrary β,
where ϕ(t) = E exp tξ is the moment generating function of ξ. Now (13) can be written,
where,p
We have thus constructed a skewed densityp(x) in terms of the isotropic density p(x) and the moment generating function ϕ of the scale mixing density p(ξ). The skewed density is a that of a location-scale mixture [3] of the Gaussian z ∼ N (0, Σ ,
EM algorithm posterior updates
We now assume arbitrary location parameter µ, along with drift β, and structure matrix Σ. To use the EM algorithm with the Gaussian complete log likelihood in (14), we need to calculate posterior expectation of ξ −1 . We do this using the method of §2.3. If we take the derivative of − log p(x − µ) with respect to
Thus, from (2) and (4), with k d/2 (the greatest integer less than d/2) we have,
where p (k) is kth derivative of the univariate scale mixture p(x).
Closed form parameter updates
Given N observations {x k } N k=1 , the µ that maximizes the complete log likelihood is found to be,
where γ k = E(ξ −1 |x k ). The estimation equation to be solved for β, which does not involve the posterior estimate of ξ k , is, ϕ
where c = 1 N k x k . This gives β in terms of µ up to a scale factor. Given µ, the optimal β, denoted β * , may be found by first determining ζ 1 2 β * 2
assuming that the univariate function h is invertible. Then β * is given as,
Given β * , we may determine the optimal µ * by substituting β * into (15). Repeated iteration constitutes a coordinate ascent EM algorithm for µ and β.
An alternative method suggests itself: if we fix the norm of β in the mixing density, then we can solve for new estimates of µ and β simultaneously. Let, For the structure matrix, Σ, setting the complete log likelihood gradient to zero, we get,
