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Resumen: 
La reproducción de características topológicas de redes reales en esce-
narios virtuales, es una tecnología reciente y en constante desarrollo. 
Esta virtualización, comprende “máquinas”, escenarios, herramientas 
y demás factores que dimensionan la prestación de servicios de redes. 
En este trabajo, se examina la implementación de una plataforma de 
virtualización de los servicios de los usuarios en una empresa cuya 
sede principal en Colombia, se encuentra en la ciudad de Bogotá. Di-
cha plataforma afecta de manera directa el ancho de banda de los ca-
nales de las sucursales de la empresa, afectando la productividad de 
los usuarios y de la empresa misma. Este artículo describe  el estudio 
del impacto de la virtualización, desde la perspectiva del tráﬁ co, con la 
ﬁ nalidad de evidenciar qué sucursales son susceptibles a ampliación 
en la capacidad del canal y cuales podrían soportar la virtualización con 
la capacidad actual, de modo que  no se generen gastos innecesarios, 
acarreados al ampliar los canales de forma indiscriminada.
Palabras clave: 
Tráﬁ co, virtualización, ancho de banda, 
OpenNMS, NS2, QoS.
Abstract:  
Copy topologies characteristics of real net-
works in virtual scenario, it is a recent tech-
nology and in constant development. This 
virtualization, get “machines”, scenarios, 
hardware and other factors size the service 
of services of networks. In this investigation, 
there is examined the implementation of a 
virtualization platform of users services in a 
company which principal head ofﬁ ce in Co-
lombia, It is in the Bogota city. The platform 
suffering from a direct way the bandwidth of 
the company’s branches channels, affecting 
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the user s productivity and the company it-
self. This article describes the study of the 
virtualization impact, from the trafﬁ c pers-
pective, with the purpose of demonstrating 
that company’s branches are capable to en-
largement in the channel capacity and which 
ones might support the virtualization with 
the current capacity, so that unnecessary 
expenses are not generated, transported on 
having extended the channels of indiscrimi-
nate form.
Key Words: 
Trafﬁ c, Virtualization, Bandwidth, Open-
NMS, NS2, QoS.
Introducción
Las necesidades actuales en el medio de 
las telecomunicaciones están llevando a las 
empresas a esforzarse por brindar un mejor 
servicio a los usuarios con el ﬁ n de que la 
producción laboral sea cada vez más eﬁ cien-
te, esto sin sacriﬁ car parámetros tan impor-
tantes como calidad y costos que acarrea 
la instalación y mantenimiento de una red 
corporativa tan importante para los ﬁ nes de 
negocio de cualquier entidad. 
Por esta razón se lleva a cabo la implemen-
tación de la plataforma de virtualización, 
que consiste en un  particionamiento lógico 
de un equipo físico en múltiples máquinas 
virtuales, para compartir recursos de hard-
ware, como CPU, memoria y dispositivos de 
entrada y salida, esto con la ﬁ nalidad de te-
ner total control y centralización de los datos 
de la entidad además de ahorrar costos en 
licenciamiento, actualizaciones, hardware y 
seguridad. [1], [2]
En el marco de la puesta en marcha de dicha 
implementación, se tienen en cuenta diver-
sos factores, entre ellos el más importante 
es el ancho de banda de los enlaces de cada 
una las sedes de la empresa, de este modo 
se intenta dilucidar los inconvenientes que 
podría tener la red además de esto brindar 
soluciones concretas que ayuden a mejorar 
el desempeño de la misma en cinco de las 
52 sedes de la empresa correspondientes 
a la segunda etapa del ambicioso proyecto 
de la entidad. Se presenta la propuesta que 
consiste en realizar un estudio de tráﬁ co 
sobre estas cinco sedes en el cual se deter-
mine qué impacto tendría la virtualización 
de los recursos y de qué modo se podrían 
solucionar los posibles inconvenientes a 
presentar, se cuenta  con el antecedente de 
la primera etapa del proyecto en el cual se 
tuvo diversos problemas con la saturación 
de los enlaces de comunicaciones.
La propuesta presentada consta de 3 etapas 
fundamentales: La primera consiste en to-
mar la red antes de realizar cualquier imple-
mentación y modelar sus características en 
un software de simulación de redes con el 
ﬁ n de recopilar datos importantes como el 
porcentaje de uso del canal o inconvenien-
tes de saturación, a la vez que se instalará y 
conﬁ gurará un software de monitoreo con 
el ﬁ n de tomar datos correspondientes al 
tráﬁ co de los enlaces día a día. 
En la segunda etapa con la ayuda de los da-
tos anteriormente recopilados, el software 
de simulación y los antecedentes encontra-
dos en la red, se evaluará el impacto que 
pueda tener la virtualización sobre estas 
sedes, con el ﬁ n de brindar soluciones pre-
vias a la implementación de la plataforma y 
de esta forma no tener un impacto negativo 
sobre el funcionamiento de la red y el SLA 
(acuerdo de nivel de servicio) pactado al 
usuario ﬁ nal.
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Por último, se realizará la medición en el en-
torno real y simulaciones para  evaluar si las 
soluciones brindadas fueron satisfactorias y 
los usuarios no tuvieron inconvenientes de 
funcionamiento posterior a la implementa-
ción de la plataforma de virtualización.
2.  Etapas del estudio
2.1  Evaluación Del Escenario Inicial
Se evaluó el escenario propuesto en la red de 
la empresa antes de la implementación de la 
virtualización, este proceso se realizo en dos 
etapas. Mediante la captura de datos de capa-
cidad y latencia con ayuda del software libre 
OpenNMS además de veriﬁ car los orígenes y 
destinos de la información basándonos en el 
comando de IOS Cisco IP accounting y reali-
zando la simulación con parámetros caracte-
rísticos de cada una de las sedes con el soft-
ware libre NS2 (Network Simulator). [3], [4]
2.1.1 Captura de Datos de Capacidad   
   y Latencia utilizando OpenNMS
El software OpenNMS es un software de 
supervisión de red de grado empresarial de 
fuente abierta (Open Source). [5]
Se toma como ejemplo la sede de Tunja, el 
mismo proceso fue realizado en las cuatro 
restantes dentro del marco del proyecto.
Esta sede cuenta con cinco terminales y un 
Ancho de Banda de conexión hacía el Data-
Center de  256Kbps mediante un router Cis-
co 2811. Ver ﬁ gura 1.
Luego de capturar los datos se realizo la ta-
bulación de los mismos mediante una herra-
mienta oﬁ mática, esto nos arroja datos tales 
como la cantidad de información enviada 
por cada una de las terminales (Ver ﬁ gura 
2), capacidad y factor de uso del canal (Ver 
ﬁ gura 4) en la cual se observan de arriba 
hacia abajo los siguientes datos: Ancho de 
banda de Canal (BW), valor máximo (Max), 
valor promedio (Promedio) y valor mínimo 
(Mín) que se reﬂ eja en la capacidad del 
cana; al igual que la cantidad de información 
enviada por clases de Traﬁ co, esta clasiﬁ ca-
ción se realizo según el destino de la infor-
mación de tres formas 1. Internet (IP publi-
cas) 2.Correo (Servidor Correo Exchange) 
3.Traﬁ co corporativo (IP internas de la enti-
dad). Ver ﬁ gura 3.
Figura 1: Topología red sede Tunja
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Figura 2: Información enviada de cada terminal sede Tunja
Figura 3:  Tipo de información cursada sede  
 Tunja
Figura 4:  Frontera de capacidad en la sede  
 de Tunja
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2.1.2 Simulación de la red mediante Network  
 Simulator (NS2)
Para realizar las simulaciones de la red se 
instalo el software libre NS2 (Network Si-
mulator) en una plataforma Linux y sistema 
operativo Ubuntu 9.10. [6] 
El script para el modelamiento de cada sede 
se basa en programación C++ y Otcl, en el 
cual se conﬁ guran los protocolos a utilizar, 
estructura física, tipo de tráﬁ co, orden de los 
eventos, ancho de banda de los canales, tipo 
de cola, entre otras características. [7]
El paquete NAM se inicia por línea de co-
mandos desde la terminal de Ubuntu, este 
muestra los resultados de la simulación de 
una forma graﬁ ca, adicionalmente el soft-
ware guarda toda la información detallada 
de los paquetes enviados, recibidos y des-
cartados en el sistema, en un archivo (.tr), 
dicho archivo se exporta a una herramienta 
oﬁ mática para realizar un análisis estadístico 
de cada sede.
En la ﬁ gura 5 se puede observar el modela-
mieto de la sede de Tunja.
2.2 Modelamiento Matemático de la red
El modelamiento matemático se realiza por 
medio de la cola M/M/N (Ver ﬁ gura 6), 
la cual se escogió debido a que se modela 
como un sistema de retardo, además dicha 
cola cuenta con disciplina de servicio FIFO 
que es la misma que utilizan los routers de 
cada una de las sedes.
Figura 5: Modelo sede Tunja
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Se modelarán parámetros característicos de 
las sedes en tres distintos escenarios, real, 
peor escenario, utilizando las ecuaciones (1)
(2)(3)(4) y (5),  y por ultimo se modela lue-
go de generada la virtualización, [8].
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Se realiza dicho modelamiento en tres dis-
tintos escenarios 
2.2.1 Escenario Normal
A continuación se muestra la información 
real de la cantidad de datos generada por 
cada estación en el lapso de un mes labo-
ral (Ver tabla 1). De esta manera se cal-
cula la tasa de arribos por estación (lEn) 
y luego la sumatoria de cada una de ellas 
(lET).
2.2.3 Peor Escenario
Para realizar el modelo matemático en el 
peor de los casos, se tomó la cantidad de 
información más alta de los días en los que 
se realizaron las muestras. Para este caso 
fue el día 10 en el cual se transmitió un total 
de 70 MBytes, como se puede deducir en 
la ﬁ gura No 7. Dividiéndose la cantidad de 
información transmitida cada dirección IP 
de la siguiente manera: 10.194.128.3 (63%), 
10.194.128.2 (0%), 10.194.128.7 (11%), 
10.194.128.11 (25%) y 10.194.128.21 (1%).
Figura 6: Diagrama de estados de una cola M/M/N.
Estación TOTAL (MBytes) Porcentaje
10.194.128.3 487.933 54,6%
10.194.128.2 1.563 0,2%
10.194.128.7 75.424 8,4%
10.194.128.11 312.825 35%
10.194.128.21 15.886 1,8%
Tabla 1: Cantidad de información por estación 
sede Tunja
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2.2.3 Escenario Virtualizado
Con el ﬁ n de modelar el canal de datos con 
el posible impacto generado por la virtuali-
zación, se realizará un aumento en la canti-
dad de información del 40%.
En la tabla 2, se resumen los resultados ob-
tenidos en el modelamiento matemático en 
los tres distintos escenarios para cada una 
de las sedes.
2.3 Evaluación Del Impacto
En esta etapa se evalúa el posible impacto 
que generara la plataforma virtualizada, por 
lo tanto, se buscaron en la red corporativa 
sedes ya virtualizadas y que tuvieran las mis-
Figura 7: Cantidad de información transmitida por día sede Tunja
Tabla 2: Resumen modelamiento matemático
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mas características que las sedes en estudio, 
con el ﬁ n de observar el aumento de paque-
tes antes y después de dicha implementa-
ción, y con esto tener un porcentaje aproxi-
mado para modelar nuevamente cada sede y 
simular el impacto a generarse.
Para la sede de Tunja se tomó como referen-
cia la sede de Bogotá  Calle 69 que  consta 
de 5 terminales y el mismo BW en el enlace 
de datos, se realizo la captura de datos an-
tes y después de implementada la virtuali-
zacion para esta sede y posteriormente la 
simulación. Según el análisis generado se 
obtiene un aumento del 40% en la cantidad 
de paquetes (ver tabla 3) con este dato se 
simula y se observa un porcentaje en el fac-
tor de uso del 85%, es decir, un aumento de 
25% en referencia con el escenario inicial. 
Ver ﬁ gura 8.
2.4 Implementación De Soluciones
Con base en los resultados obtenidos me-
diante la toma de datos y las simulaciones 
se deﬁ ne como solución para las sedes im-
plementar una QoS en los elementos de 
red. [9]
Según el proveedor de servicios las priorida-
des están dadas según la tabla 4.
Para este caso no se usaran las clases de 
Voz y Video, se trabajar con las de datos 
ANTES VIRTUALIZACIÓN DESPUÉS VIRTUALIZACIÓN
IP Paquetes IP Paquetes
10.194.32.3 71432 10.194.32.10 8377
10.194.32.2 18 10.194.32.50 68146
10.194.32.7 13005 10.194.32.51 141854
10.194.32.11 145863 10.194.32.52 56039
10.194.32.21 8563 10.194.32.54 62407
Total 238881 Total 336823
Porcentaje 100% Porcentaje 141%
Tabla 3: Cantidad de paquetes Sede Bogotá Calle 69
Figura 8:  Simulación pronóstico    
 de virtualización sede Tunja
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cuyo orden de prioridad se observa en la 
gráﬁ ca anterior.
Como primera medida se realiza el marcado 
de paquetes, como se sabe previamente los 
servidores de alto impacto de la virtualiza-
ción se encuentran en la red 10.192.33.0/26 
y las tareas más delicadas se realizan hacia 
los puertos TCP 1494 y 2598, los aplicativos 
principales de la compañía están alojados 
en las direcciones 10.192.32.6, 10.192.32.4, 
10.192.32.8 con base en esta información se 
clasiﬁ cará la información en prioridades se-
gún lo encontrado en el análisis previo.
Con base en los datos recopilados se deﬁ nen 
una serie de clases con sus respectivos valo-
res para cada una de las sedes dichos datos 
se encuentran resumidos en la tabla 5.
La anterior asignación de BW correspon-
de a los porcentajes de uso de canal y las 
clases de tráﬁ co encontradas en la primera 
etapa del proyecto. [10]
Terminada la implementación y veriﬁ ca-
ción de la QoS basada en el estudio previo 
de tráﬁ co sobre los elementos de red CPE 
se procede con la tercera y última parte 
del proyecto que consiste en veriﬁ car en la 
práctica si posterior a la implementación de 
la virtualización y la QoS el canal de comu-
nicaciones se comporta de forma óptima y 
sin generar indisponibilidades de servicio 
por saturación.
Tabla 4: Prioridades QoS del ISP
CoS Prioridad Descripción de las clases de servicios
Voz Real Time Tráfico Multimedia Voz sobre IP
Video Video
Tráfico Video: Video conferencia, video sobre demanda, video “broad-
cast”
Datos
Platina Tráfico Datos Alta Prioridad: SNA, SAP, Aplicaciones muy críticas
Oro Tráfico Datos Media Prioridad: Aplicaciones críticas, LAN to LAN, e-mail
Plata Tráfico de Datos baja prioridad: Intranet
Bronce Tráfico de Datos Best Effort: Internet
SEDE BW TOTAL PLATINO ORO DEFAULT
TUNJA 256Kbps 224Kbps 0 32Kbps
CÚCUTA 256Kbps 192Kbps 32Kbps 32Kbps
BUCARAMANGA 512Kbps 460Kbps 0 52Kbps
PALMIRA 256Kbps 224Kbps 0 32Kbps
NEIVA 512Kbps 460Kbps 0 52Kbps
Tabla 5: Asignación de BW en las cinco sedes.
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2.4.1 Clasificación de información
Para la sede de Tunja se tienen dos distintas 
clases.
Clase Platino: A la cual se le asignaran 224 
Kbps es decir un valor aproximado al 90% de 
la capacidad total de la sede, en ésta clase 
estará el tráﬁ co correspondiente a la virtua-
lización y tareas de alto impacto para la dis-
ponibilidad del servicio.
Clase Default: Por último se asignaran los 
restantes 32Kbps correspondientes a el 10% 
de la capacidad, en ésta clase estará el tráﬁ -
co restante en el que se encuentra el propio 
de navegación además de actualizaciones de 
enrutamiento y encripción, esto con el ﬁ n de 
que dicho tráﬁ co no compita en la red con el 
tráﬁ co de virtualización.
No se crea una tercera clase debido a que 
los servicios de correo también estarán vir-
tualizados, además la navegación será más 
restringida por los administradores de la 
red, para este caso no es de gran importan-
cia que la navegación compita con las actua-
lizaciones de enrutamiento.
Los paquetes que se priorizarán son marca-
dos en los elementos de red mediante listas 
de acceso, el número usado para la clase 
platino es el 150 como una lista de acceso 
extendida. [11] 
access-list 150 permit ip host 10.192.32.6 
any
access-list 150 permit ip host 10.192.32.4 
any
access-list 150 permit ip any 10.192.33.0 
0.0.0.63
access-list 150 permit tcp any 10.192.33.0 
0.0.0.63 eq 1494
access-list 150 permit tcp any 10.192.33.0 
0.0.0.63 eq 2598
2.4.2 Marcación De Paquetes
El proveedor de comunicaciones en este 
caso Telefónica Telecom debe realizar una 
priorización del tráﬁ co en el core de la red 
con el ﬁ n de que la implementación en los 
CPE surja el efecto esperado, para esto se 
realiza la consulta.
El proveedor indica que realiza la prioriza-
ción mediante el método de precedencia IP 
marcando la clase platino como af31, con 
base en esto se realiza la marcación de la 
misma forma en el router CPE.
class marc-platino
set dscp af31
class class-default
set dscp default
2.4.3 Configuración de la QoS Sobre los   
 Routers CPE
Con base en la documentación consultada 
se realiza la conﬁ guración de la QoS sobre 
los elementos marca Cisco mediante la in-
terface de línea de comando (CLI), al rea-
lizar dicha conﬁ guración el resultado es el 
siguiente.
class-map match-all marc-platino
match access-group 150
class-map match-all platino
match dscp af31
!
!
policy-map ip-wan-qos
class platino
bandwidth 224
class class-default
bandwidth 32
policy-map marcacion-ip
class marc-platino
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set dscp af31
class class-default
set dscp default
policy-map shape-256
class class-default
shape peak 256000 2560 0
service-policy ip-wan-qos
!
Como segundo paso se debe aplicar la políti-
ca de entrada sobre la interfaz LAN y de sa-
lida sobre la interfaz WAN de tal modo que 
sean marcados los paquetes entrantes pro-
venientes de los usuarios para su posterior 
clasiﬁ cación y priorización.
LAN
interface FastEthernet0/1
description LAN_TUNJA
ip address 10.194.128.1 255.255.255.0
ip helper-address 10.192.32.200
ip nat inside
ip virtual-reassembly
duplex auto
speed auto
service-policy input marcacion-ip
WAN
interface Serial0/0/0.126 point-to-point
description CONEXION WAN DATOS DA-
TACENTER
ip address 172.25.0.146 255.255.255.252
ip nat outside
ip virtual-reassembly
no ip route-cache
no ip mroute-cache
frame-relay interface-dlci 126
service-policy output shape-256
2.4.4 Verificación Mediante Comandos   
 de la Configuración Aplicada
Primero se veriﬁ ca que en la interface de en-
trada se esté realizando la marcación de los 
paquetes mediante la lista de acceso exten-
dida numero 150.
TUNJA#sh policy-map interface input
FastEthernet0/1
Service-policy input: marcacion-ip
Class-map: marc-platino (match-all)
12216918 packets, 754016474 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 150
QoS Set
dscp af31
Packets marked 12216918
Class-map: class-default (match-any)
17700031 packets, 5021641772 bytes
QoS Set
dscp default
Packets marked 17700031
Se observa como los paquetes que tienen 
coincidencia con la lista de acceso 150 se 
marcan mediante el método de precedencia 
IP con el valor af31. [9]
Si se aplica el mismo comando pero de sali-
da se observa cuántos paquetes marcados se 
están priorizando, esto nos lleva a concluir 
que la QoS conﬁ gurada está funcionando de 
manera correcta. 
TUNJA#sh policy-map interface output
Service-policy output: shape-256
Class-map: class-default (match-any)
44342176 packets, 9879283826 bytes
5 minute offered rate 16000 bps, drop rate 0 
bps
Match: any
Queueing queue limit 64 packets
(queue depth/total drops/no-buffer drops) 
0/15119/0
(pkts output/bytes output) 
44359430/8486255537
shape (peak) cir 256000, bc 2560, be 0
target shape rate 256000
lower bound cir 0, adapt to fecn 0
Service-policy : ip-wan-qos
Class-map: platino (match-all)
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21304337 packets, 1676082500 bytes
5 minute offered rate 13000 bps, drop rate 0 
bps
Match: dscp af31 (26)
Queueing
queue limit 64 packets
(queue depth/total drops/no-buffer drops) 
0/0/0
(pkts output/bytes output) 
21304337/1966780132
bandwidth 224 kbps
Class-map: class-default (match-any)
23037856 packets, 8203203663 bytes
5 minute offered rate 1000 bps, drop rate 0 
bps
Match: any
Queueing queue limit 64 packets
(queue depth/total drops/no-buffer drops) 
0/15119/0
(pkts output/bytes output) 
23055093/6519475405
bandwidth 32 kbps
2.5 Evaluación de la investigaciòn
Se observa por medio de ﬁ guras la compa-
ración de las características del enlace antes 
y después de la implementación del proceso 
de virtualización. La primera ﬁ gura muestra 
la capacidad del canal antes y después de 
conﬁ gurada la plataforma.
Se  puede observar, por medio de una tabla 
comparativa, el aumento o disminución de 
cada tipo de información transmitido des-
pués de virtualizar las terminales.
Se mostrarán las ﬁ guras de los resultados de 
la simulación de la conﬁ guración de QoS en 
cada router, en las cuales se evidencian los 
porcentajes de uso del canal para cada clase. 
Las simulaciones en NS2 se realizaron cam-
biando la cola del enlace entre los routers 
por una de tipo CQB que es una implemen-
tación de colas basado en clases.
Gráfica 9: Comparación capacidad promedio antes y después virtualización sede Tunja
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Dependiendo de qué nodo envíe un paquete 
se le asignara una clase u otra, esto hará que 
cada clase tenga un tratamiento distinto a las 
demás.
Se puede observar como en todas las sedes 
a pesar de que la cantidad de información 
enviada subió, la capacidad en las interfaces 
de los routers se mantiene óptima para el co-
rrecto funcionamiento de los enlaces. 
Se evidencia que la cantidad de información 
subió en un valor cercano al 12% (ver tabla 
6) pero no se observa saturación sobre las 
interfaces, esto es gracias al encolamiento 
que realiza la QoS y a la priorización que se 
da al tráﬁ co de virtualización. En la gráﬁ ca 
9, se detalla que el tráﬁ co siguió estable, en 
la mayor parte del día laboral, con excepción 
en las horas de la mañana que hubo un au-
mento del 110%, pero en términos generales 
el promedio diario es de 87Kbps.
2.5.1 Graficas QoS
Los resultados de las simulaciones mostra-
dos a continuación reﬂ ejan el efecto que tie-
ne la conﬁ guración de QoS en la priorización 
del tráﬁ co cursado en cada sede, brindando 
a cada clase de información un porcentaje 
especíﬁ co del ancho de banda del canal.
En el software de simulación (NS2) se efec-
túa el cambio de tipo de cola en el router, por 
una de tipo CBQ que realiza la clasiﬁ cación 
de información y le otorga el porcentaje esti-
pulado del BW del enlace de datos.
En la ﬁ gura 10 se contempla cómo se dis-
tribuye el ancho de banda del canal para la 
clase platino y default cursado, en la sede de 
Tunja. La clase platino se aproxima a un 85% 
y el default esta en la línea del 15%.
Tabla 6: Aumento cantidad información después de virtualización sede Tunja
Servicio
ANTES ACTUAL  
Porcentaje de diferencia
Promedio Promedio
INTERNET 4233 2578 -1656 39,1%
CORREO 965 4707 3742 387,8%
TRÁFICO CORPORATIVO 39909 31432 -8477 21,2%
TRAFICO VIRTUALIZACIÓN 0 11848 11848 100,0%
TOTAL 45108 50565 5457 12,1%
Figura 10: Simulación QoS sede Tunja
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2.5.2 Comparación Latencia
En la ﬁ gura 11 se muestra cómo en los tiem-
pos de respuesta no surgen cambios brus-
cos, aunque por motivos logísticos la sede 
de Tunja estuvo 5 días activa con la virtua-
lización y sin implementar QoS; las gráﬁ cas 
nos exponen que los tiempos de respuesta 
aumentaron notablemente durante este pe-
riodo y que bajaron hacia el día 2 de agosto 
fecha en la cual se implemento QoS.
3. Resultados 
Se evidencia, que a través de la planeación, 
se puede mitigar el efecto del aumento de 
información transaccional en una sede cor-
porativa, esto con la ayuda oportuna de 
Figura 11: Comparación latencia sede Tunja
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herramientas tecnológicas como la QoS y 
simuladores de red.
Los antecedentes de la implementación de 
la primera etapa mostraban cómo los cana-
les de comunicaciones sufrieron inconve-
nientes graves con respecto a saturación, 
esto a su vez causó una indisponibilidad a 
los usuarios ﬁ nales, razón por la cual se de-
bió ampliar la capacidad con la ﬁ nalidad de 
mitigar los problemas presentados.
En la etapa experimental, se evidenció 
cómo los canales de Tunja, Cúcuta, Palmi-
ra y Neiva presentaban características que 
permitían virtualizar los servicios sin mayor 
inconveniente, esto por el porcentaje de uso 
del canal, sin embargo, la implementación 
de QoS sobre estas sedes, se realizó con el 
ﬁ n de prever inconvenientes con horas pico 
y aumento de usuarios activos.
Mientras que la sede de Bucaramanga pre-
sentaba un uso superior al 80% razón por la 
cual se solicita una ampliación en la capaci-
dad del enlace, con la ayuda de la QoS el ca-
nal se encuentra funcionando sin dicha am-
pliación aunque presenta un uso de casi 90%, 
la ampliación para esta sede se encuentra en 
trámite por parte del proveedor de comuni-
caciones. Ver tabla No 7.
Con la ayuda de el software libre de simula-
ción Network Simulator 2 y la recopilación 
de datos gracias al software libre OpenNMS 
se logro establecer una tendencia de tráﬁ co 
y entregar soluciones que luego al veriﬁ car-
las fueron satisfactorias en la totalidad de los 
casos, se simularon las sedes con los datos 
reales recopilados y luego aumentando en 
una proporción la cantidad de información 
esto con el ﬁ n de prever cómo se comporta-
ría el canal con la virtualización.
Luego de implementadas la totalidad de las 
soluciones propuestas a excepción de las 
que tenían que ver con la manipulación de 
la QoS, se analizaron nuevamente los datos 
de capacidad e información reales y se com-
pararon con las simulaciones de NS2 imple-
mentando colas de QoS, en estas se eviden-
cia la similitud marcada que tienen los datos 
reales con los simulados. 
Los resultados obtenidos en la investiga-
ción, enseña cómo se logro solucionar el 
inconveniente presentado con la virtualiza-
ción y la saturación de los enlaces median-
Sede
Uso del canal
Aumento BW [Kbps] RecomendaciónEscenario 
Inicial
Escenario 
Virtualizado
Tunja 40% 48% 20% 256 Ninguna
Cúcuta 35% 41% 17% 256 Ninguna
Bucaramanga 52% 81% 56% 512 Upgrade (640Kbps)
Palmira 37% 45% 22% 256 Ninguna
Neiva 35% 38% 9% 512 Downgrade (384Kbps)
Tabla 7: Uso de canal antes y después de la virtualización.
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te soluciones brindadas para elementos de 
red de marca CISCO®, exclusivamente, 
basados en conﬁ guraciones avanzadas de 
parámetros de marcación y clasiﬁ cación de 
paquetes IP, y con la ayuda de software libre 
de simulación y monitoreo de red.
Se presenta la tabla No 8 en la cual se resu-
men el factor de uso de  los canales interve-
nidos, en el entorno real, simulado y además 
los datos arrojados por el análisis matemáti-
co basado en la teoría de colas.
La tabla nos muestra cómo, en la totalidad 
de las sedes, los valores arrojados por la in-
vestigación son bastante similares, y que los 
porcentajes luego de la virtualización fueron 
menores en la realidad gracias a la imple-
mentación de la QoS sobre los elementos de 
red.
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