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SMOOTHING AND GLOBAL ATTRACTORS FOR THE
MAJDA-BIELLO SYSTEM ON THE TORUS
E. COMPAAN
Department of Mathematics, University of Illinois, Urbana, IL
Abstract. In this paper, we consider the Majda-Biello system, a coupled KdV-type sys-
tem, on the torus. In the first part of the paper, it is shown that, given initial data in a
Sobolev space, the difference between the linear and the nonlinear evolution almost always
resides in a smoother space. The smoothing index depends on number-theoretic properties
of the coupling parameter in the system which control the behavior of the resonant sets.
In the second part of the paper, we consider the forced and damped version of the system
and obtain similar smoothing estimates. These estimates are used to show the existence
of a global attractor in the energy space. We also show that when the damping is large in
relation to the forcing terms, the attractor is trivial.
1. Introduction
This paper studies the following system of coupled KdV-type equations on the torus

ut + uxxx +
1
2 (v
2)x = 0, x ∈ T
vt + αvxxx + (uv)x = 0,
u0, v0 ∈ Hs(T).
(1)
This system was introduced by Majda and Biello, [23], [5], as a simplified asymptotic
model for the behavior of certain atmospheric Rossby waves. Rossby waves are long at-
mospheric or oceanic waves which have important effects on weather patterns and ocean
currents. The system (1) models such waves in the upper atmosphere. In the model, u
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2 DYNAMICS OF THE MAJDA-BIELLO SYSTEM
corresponds to a Rossby wave with significant energy in the midlatitudes and v corresponds
to a Rossby wave confined to the equatorial region. The system is designed to capture the
nonlinear interactions between the waves under specific physical conditions – such interac-
tion is relevant in both theoretical atmospheric science and weather prediction. Majda and
Biello obtained numerical estimates of 0.899, 0.960, and 0.980 for the coupling parameter
α in the physical cases they considered. We note that in the case of atmospheric waves, the
periodic problem is physically relevant.
Solutions of the Majda-Biello system have momentum conservation. They also satisfy
conservation laws at the L2 andH1 levels. Specifically, the following quantities are constant:
E1 =
∫
u dx E2 =
∫
v dx E3 =
∫
u2 + v2 dx E4 =
∫
u2x + αv
2
x − uv2 dx. (2)
The last integral above is the Hamiltonian conservation law. However, unlike the KdV,
the system is not completely integrable, even in the relatively simple case α = 1. It was
recently shown by Vodova´-Jahnova´ that there are no higher conservation laws [30]. The
system scales like the KdV, leading to a critical Sobolev index of −32 .
Coupled KdV-type systems have been extensively studied, see e.g. [18], [2], [22], [27], [1],
but little of the work addresses periodic problems with coupling parameter α 6= 1 such as
appears in (1). For the Majda-Biello system on R, and systems with similar coupling, more
is known. For the related Gear-Grimshaw system [15], a model of gravity waves in stratified
fluids, Bona, Ponce, Saut, and Tom proved local well-posedness results in Hs(R)×Hs(R) for
s ≥ 34 [6]. In [14], the same result for the Hirota-Satsuma system, another similar coupled
KdV system, is proven. In [25], Oh proved global well-posedness for the Majda-Biello
system on R with s ≥ 0.
The well-posedness of (1) on T was also studied in [25], and local well-posedness in Hs for
s above a threshold s∗ established. The value of s∗ is dependent on the arithmetic properties
of α, leading to well-posedness results of markedly different types depending on the nature
of α. When α = 1, the resonant interactions in the system simplify significantly. In this
case, the methods used by Kenig, Ponce, and Vega in [21] to prove the local well-posedness
of the KdV equation can be applied; see [25]. This gives local well-posedness in H−
1
2 ×H− 12
for mean zero initial data. A further argument gives the result for general initial data [25].
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Oh also shows that for α < 0 and α > 4, the resonant interactions are easier to control and
the KdV theory can be applied.
For α ∈ (0, 1)∪(1, 4], the behavior is more complex. Oh used the restricted norm method
of Bourgain [7] to prove local well-posedness in Hs×Hs for s ≥ min{1, 12+ 12 max{νc, νd}+}
with the assumption that the initial data u0 is mean zero. The values νc and νd are number-
theoretic parameters which depend on the properties of α; generically νc = νd = 0 for almost
every α. Introducing these parameters gives control over the resonant sets which arise in
Bourgain space estimates. For any α, local well-posedness extends to global for s ≥ 1 due
to conservation of the Hamiltonian E4. This implies that the system is globally well-posed
in Hs for s ≥ 1 regardless of the value of α. In [24], global well-posedness for s > s∗(α) ≥ 57
was established using the I-method. Here again, the threshold value depends on properties
of α. In the special case α = 1, global well-posedness holds for s > −12 .
This paper is concerned with the dynamics of solutions to the Majda-Biello system. In the
first part, we demonstrate that the difference between the linear evolution and the nonlinear
evolution resides in a higher-regularity space. The result follows from a combination of the
method of normal forms of Babin, Ilyin, and Titi [4] and the restricted norm method. This
approach was first used by Erdog˘an and Tzirakis in [11] and [13] on the KdV and the
Zakharov system. The difficulty in applying their methods to this particular system comes
from the complexity of the resonance relations. The coupling of the equations through α
makes the resonances significantly more complex than those of the KdV and the Zakharov
system. Unlike the KdV case, the resonance equations do not factor neatly, and the coupling
interactions are considerably more difficult to control than those of the Zakharov system.
The normal form transformation eliminates the derivative nonlinearity and replaces it
with a third-order power nonlinearity. Controlling this requires trilinear Xs,b estimates,
in contrast to the bilinear estimates necessary for well-posedness. The local theory used
multipliers of the form
k〈k〉s〈k1〉−s〈k2〉−s
〈τ − k3〉1−b〈τ1 − αk31〉1/2〈τ2 − αk32〉1/2
,
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whereas the smoothing results require control over multipliers such as
k(k1 + k2)〈k〉s1〈k1〉−s〈k2〉−s〈k3 〉−s
(k3 − α(k1 + k2)3 − αk33)〈τ − k3〉1−b〈τ1 − k31〉1/2〈τ2 − αk32〉1/2〈τ3 − αk33〉1/2
.
For the latter, we want s1 > s to obtain smoothing. This means we have no a priori bound
on 〈k〉s1〈k1〉−s〈k2〉−s〈k − k1 − k2〉−s. Furthermore, the differentiation by parts introduces
the term k3−α(k1+ k2)3−α(k− k1− k2)3 in the denominator. Unlike the bracketed terms
which appear in the local theory multiplier, this can be arbitrarily small. The estimates
require precise control of multiple terms to ensure that the multiplier remains bounded.
Depending on the characteristics of α, we obtain different levels of smoothing, with a gain
of up to 12 for α 6= 1. Again, the results improve if α = 1; the KdV results in [11] can be
applied to get a gain of up to 1 derivative.
In the second part of the paper, we consider the behavior of the system when forcing and
weak damping terms are included:

ut + uxxx + γu+
1
2(v
2)x = f
vt + αvxxx + δv + (uv)x = g
(3)
We take initial data u0, v0 ∈ H1; the functions f and g are in H1 with mean zero and the
coefficients γ and δ are positive. We investigate the long-time dynamics of this equation,
and show that for almost every α, all solutions will eventually enter a compact set, the global
attractor, which is an invariant set of the evolution. The existence of such sets has been
studied extensively, particularly for dissipative systems. For the KdV, global attractors
were first studied by Ghidaglia in H2 [16]. Further work by other authors has established
the existence below the L2 level; see the discussion and references in [12]. To obtain an
attractor for the Madja-Biello system, we use the method of [12] and [13] along with our
smoothing estimate to decompose the solution into two parts: the linear part which decays
over time thanks to the damping terms, and the nonlinear part. We then apply smoothing
estimates to the nonlinear part to show that it resides in a smoother space. This gives a
global attractor for almost every α ∈ (0, 1). For α = 1, the estimates in [12] can be applied
directly and one can obtain an L2 attractor.
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One reason for the interest in global attractors is that they can be finite-dimensional even
when the phase space of the equation is not, making them useful tools in understanding
the dynamics of a system. In the last part of the paper, we show that the attractor for
the Majda-Biello system is trivial, consisting of a single pair of functions (p, q) ∈ H5 ×H5,
if the damping coefficients δ and γ are sufficiently large in relation to the forcing terms.
This is motivated by the corresponding result for the forced and damped KdV [9] and for
the Zakharov system [10]. We show that for any α, as long as γ and δ are sufficiently
large in relation to ‖f‖H1 and ‖g‖H1 , the time-independent version of (3) has a solution in
H1. For values of α at which the system exhibits smoothing, we show that the solutions
to (3) converge to this stationary solution in H1. The proof uses a modified version of H1
conservation law to obtain control over the difference between a solution and the stationary
evolution. We also prove a similar result for the L2 attractor in the case α = 1.
1.1. Notation. The Fourier sequence of a function u ∈ L2(T) is defined by
uk =
1
2π
∫ 2π
0
u(x)e−ikx dx for k ∈ Z.
We use Sobolev spaces Hs(T), with their norms given by
‖u‖Hs = ‖〈k〉suk‖ℓ2k ,
where 〈k〉 = (1+|k|2)1/2. The notation H˙s indicates the mean-zero counterpart of this space,
i.e. H˙s =
{
u ∈ Hs | ∫ u dx = 0}. The estimates use the Bourgain spaces corresponding to
the u and v evolutions. These are defined as follows:
‖u‖
Xs,b1
= ‖〈k〉s〈τ − k3〉buk(τ)‖L2τ ℓ2k
‖v‖
Xs,bα
= ‖〈k〉s〈τ − αk3〉bvk(τ)‖L2τ ℓ2k .
We also define restricted versions of the norms:
‖u‖
Xs,b1,δ
= inf
u=u˜, |t|≤δ
‖u˜‖
Xs,b1
‖v‖
Xs,bα,δ
= inf
v=v˜, |t|≤δ
‖v˜‖
Xs,bα
.
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The expressions e−t∂
3
xu0 and e
−αt∂3xv0 denote the solutions to the linear problems
 ut + uxxx = 0u(0) = u0 and

 vt + αvxxx = 0v(0) = v0
respectively. We write U(t) for the semigroup operator corresponding to the Majda-Biello
evolution. The phase space of this operator is H˙s × Hs for α 6= 1; when α = 1 we work
with the phase space L˙2 × L˙2.
The notation
∑∗ indicates summation over all terms for which the denominator of the
summand is nonzero. We write a . b to indicate that there is an absolute constant C such
that a ≤ Cb. The symbols & is used similarly. The expression a ≈ b means that a . b and
a & b. The notation a ≃ b is used to indicate that |a− b| ≤ δ for some small δ determined
by the context. We write a− for a − ǫ when ǫ > 0 is arbitrary; similarly we write a+ for
a+ ǫ. To simplify calculations, we use the notation O(ǫ) to denote a constant of the form
Cǫ, where C may depend on α, but not on any of the variables in the calculation.
2. Statement of Results
2.1. Background. To study well-posedness, Oh in [25] used the minimal type index νρ,
a parameter which quantifies how “close” the number ρ is to being rational. Quantities
of this type are heavily studied in the theory of diophantine approximations to irrational
numbers. In our case, it is important in controlling the resonances which arise in estimates.
Definition 2.1 ([3], [25]). A number ρ ∈ R is said to be of type ν if there exists K > 0
such that for all m,n ∈ Z, ∣∣∣ρ− m
n
∣∣∣ ≥ K|n|2+ν .
The minimal type index of a number ρ is defined to be
νρ =


∞ ρ ∈ Q
inf{ν > 0 | ρ is of type ν} ρ /∈ Q.
Dirichlet’s approximation theorem implies that νρ ≥ 0 for every real number ρ. Further-
more, it is known that νρ = 0 for almost every ρ ∈ R [3]. In general, though, determining
the minimal type index of a specific number is difficult. In fact, it is not even known whether
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there is any ρ such that 0 < νρ < ∞. However, for irrational algebraic numbers we have
νρ = 0 due to the Thue-Siegel-Roth theorem [26].
The local theory depends on the minimal type index of certain parameters c1, c2, d1, and
d2 which arise in the resonance equations. The X
s,b estimates yield resonance equations of
the form k3−αk31−α(k− k1)3 and αk3− k31−α(k− k1)3. The roots of the former equation
are k1 = c1k, k1 = c2k, and k = 0, where
c1 =
1
2
+
√
−3 + 12/α
6
c2 =
1
2
−
√
−3 + 12/α
6
.
Note that these are the roots of the quadratic 3αx2− 3αx+α− 1, so they are algebraic for
rational α. The solutions to the second resonance equation are k1 = d1k, k1 = d2k, and k1 =
0, where d1 = c
−1
1 and d2 = c
−1
2 . These are the roots of the quadratic (1−α)x2+3αx− 3α.
For α outside [0, 4], the roots are not real, meaning that the resonances don’t cause
trouble in the estimates. In this case, the local theory is like that of the KdV. The problem
for α ∈ (1, 4] can be treated in the same way as that for α ∈ (0, 1). For simplicity, we state
results for α ∈ (0, 1).
To give the local theory precisely, define
νc = νc1 = νc2 and νd = max{νd1 , νd2}.
Theorem 2.2 ([25]). Let α ∈ (0, 1). For s ≥ min{1, 12+ 12 max{νc, νd}+}, the Majda-Biello
initial value problem is locally well-posed in H˙s × Hs. In particular, for any (u0, v0) ∈
H˙s ×Hs, there exists T & (‖u0‖Hs + ‖v0‖Hs)−3 such that there is a unique solution (u, v)
to (1) satisfying
(u, v) ∈ C([−T, T ];Hsx(T))× C([−T, T ];Hsx(T))
and
‖u‖
X
s,1/2
1,T
+ ‖v‖
X
s,1/2
α,T
. ‖u0‖Hs + ‖v0‖Hs .
2.2. Smoothing Estimate. The smoothing result for the nonlinear part of the Majda-
Biello evolution is as follows.
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Theorem 2.3. Fix α ∈ (0, 1) and s > 12 . Consider the solution of (1) with initial data
(u0, v0) ∈ H˙s ×Hs. Let
s∗ < min
{
s− νc, s− νd, 2s − 1− νc, 2s − 1− νd
}
.
If α = q2/(3p(p − q) + q2) for some p, q ∈ Z with p > q, we must instead take s∗ ≤
min{12−, s− 1}. Then for s1 = s+ s∗, we have
u(t)− e−t∂3xu0 ∈ C0tHs1x
v(t)− e−αt∂3xv0 ∈ C0tHs1x .
In particular, for almost every α, the above statements hold with s1 − s < min{12 , s− 12}.
If there is a growth bound
‖u(t)‖Hs + ‖v(t)‖Hs . (1 + |t|)g(s),
then we also have
‖u(T )− e−T∂3xu0‖Hs1 + ‖v(T ) − e−αT∂3xv0‖Hs1 ≤ CT 1+6g(s),
where C = C(s, s1, α, ‖u0‖Hs , ‖v0‖Hs).
Remark 2.4. When α is a rational number which cannot be written in the form q2/(3p(p−
q) + q2) for some integers p > q, the coefficients ci and di are irrational algebraic numbers,
implying that νc = νd = 0. In this case, the best possible smoothing given by Theorem 2.3
is attained. In contrast, for rationals of the form q2/(3p(p − q) + q2), the theorem gives no
smoothing unless s > 1. For examples of such rationals, notice that no rational of the form
ℓ/3k, where ℓ is not divisible by 3, can be written as q2/(3p(p−q)+q2). Thus these rationals
form a dense subset of [0, 1]. The rationals which are of the form q2/(3p(p − q) + q2) are
also dense.
Remark 2.5. For α = 1, the smoothing results for the KdV contained in [11] can be applied
to the system directly as long as we take initial data in H˙s × H˙s. This implies that for any
s > −12 the nonlinear part of the evolution is in C0tHs1x for s1 ≤ min{3s, s + 1}.
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Remark 2.6. For s ≥ 1, well-posedness holds for any choice of α. However, the smoothing
in the theorem above is dependent on α, even for large s. It can be shown that the methods
used to prove this smoothing cannot be applied to get smoothing for α such that νc or νd is
large and finite, regardless of the size of s. The problem of obtaining smoothing for all α
when s is large remains open. The difference between the LWP results and the smoothing
arises since well-posedness is proved in Xs,b spaces, requiring estimates of multipliers such
as
k〈k〉s
〈k3 − αk31 − α(k − k1)3〉1−b〈k1〉s〈k − k1〉s
.
For sufficiently large s, the estimates can be completed without a contribution from the
resonant term, i.e., one can estimate 〈k3 −αk31 −α(k− k1)3〉 & 1. However, the smoothing
estimates are proved using differentiation by parts, which introduces multipliers of the form
k〈k〉s1
(k3 − αk31 − α(k − k1)3)1−b〈k1〉s〈k − k1〉s
.
In this case, the denominator can be arbitrarily small, and the estimates cannot be completed
without controlling it in some way.
Smoothing estimates can be used to obtain rough bounds on higher-order Sobolev norms
by an iterative argument. Such bounds are of particular interest since the system is not
completely integrable and no high regularity conservation laws exist.
Corollary 2.7. For almost every α ∈ (0, 1) and for any s ≥ 1, the global solution of (1)
with H˙s ×Hs initial data satisfies the growth bound
‖u(t)‖Hs + ‖v(t)‖Hs ≤ C(1 + |t|)C˜ ,
where C = C(s, α, ‖u0‖Hs , ‖v0‖Hs) and C˜ = C˜(s).
Proof. For s = 1, the solution is bounded in H1 for all time by the conservation of the
Hamiltonian. Take α such that νc = νd = 0. Assume inductively that the statement of
the corollary holds for some s0 ≥ 1. Then for s ∈ (s0, s0 + 12) and initial data in H˙s ×Hs,
solutions satisfy
‖u(t)‖Hs + ‖v(t)‖Hs ≤ ‖u0‖Hs + ‖u(t)− e−t∂3xu0‖Hs + ‖v0‖Hs + ‖v(t) − e−αt∂3xv0‖Hs
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≤ C(‖u0‖Hs , ‖v0‖Hs) + C(s, s0, α, ‖u0‖Hs0 , ‖v0‖Hs0 )|t|1+6C(s0).
Repeating this argument, we can obtain the statement of the corollary for any s ≥ 1. 
Polynomial bounds for higher Sobolev norms of solutions to the KdV equation have been
studied by Bourgain [8] and Staffilani [28]. Their methods use careful Xs,b space estimates
and are much more refined than the simple induction used to prove Corollary 2.7. More
recently, Kappeler, Schaad, and Topalov obtained uniform bounds for KdV solutions in all
Sobolev spaces Hs with s ≥ 0 using perturbative expansions of the Fourier coefficients [20].
Their methods used Birkhoff normal forms, relying on the integrability of the KdV.
2.3. Existence of a Global Attractor. We use smoothing estimates for the dissipative
version of the Majda-Biello system to derive the existence of a global attractor. In the
following, U(t) will denote the evolution operator corresponding to (3). Note that the
notion of a global attractor is only reasonable when the system is globally well-posed. For
the forced and weakly damped system, global well-posedness holds by the restricted norm
argument of Bourgain using the estimates established in [25]; see Section 2 of [12] for a
similar argument. We begin with the definition of a global attractor.
Definition 2.8 ([29]). A compact subset A of the phase space H is called a global attractor
for the semigroup {U(t)}t≥0 if A is invariant under the flow of U and
lim
t→∞ d(U(t)u0,A) = 0 for every u0 ∈ H.
Using energy estimates, we show that all solutions eventually enter a bounded subset of
H˙1 ×H1. Such a set is called an absorbing set for the evolution U(t):
Definition 2.9 ([29]). A bounded subset B0 of H is called absorbing if for any bounded
B ⊂ H, there exists a time T = T (B) such that U(t)B ⊂ B0 for all t ≥ T .
Our global attractor will be the ω-limit set of B0, which is defined by
ω(B0) =
⋂
s≥0
⋃
t≥s
U(t)B0.
Notice that it is immediate that the existence of a global attractor implies the existence
of an absorbing set. The converse does not hold, though; an absorbing set may not be
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invariant under the flow and need not be compact. A partial converse is true, however, and
will be used to show that the ω-limit set is indeed a global attractor.
Theorem 2.10 ([29]). Let H be a metric space and U(t) be a continuous semigroup from H
to itself for all t ≥ 0. Assume that there is an absorbing set B0. If the semigroup {U(t)}t≥0
is asymptotically compact, i.e. for every bounded sequence {xk} ⊂ H and every sequence
tk →∞, the set {U(tk)xk}k is relatively compact in H, then ω(B0) is a global attractor.
We will prove asymptotic compactness using a smoothing estimate for the dissipative
system, yielding the following result.
Theorem 2.11. For almost every α ∈ (0, 1), the dissipative Majda-Biello system (3) has a
global attractor in H˙1 ×H1. Moreover, the global attractor is a compact subset of Hs ×Hs
for any s < 32 .
Remark 2.12. For α = 1 and forcing terms in L˙2, the arguments in [12] immediately yield
a global attractor in L˙2 × L˙2 which is compact in Hs ×Hs for any s < 1.
When the damping terms are sufficiently large in relation to the forcing, the attractor is
trivial:
Theorem 2.13. Assume min{γ, δ} ≥
√
αC3
8 , where C the norm of the embedding H
1 →֒ L∞.
If ‖f‖H1 , ‖g‖H1 ≪
(
min{γ, δ})4/3, the global attractor given by Theorem 2.11 consists of a
single pair of functions (p, q) ∈ H5(T)×H5(T).
Remark 2.14. When α = 1 and the forcing terms f and g are in L˙2, the statement of the
theorem holds if ‖f‖L2 , ‖g‖L2 ≪ min{γ, δ}.
This theorem is proved using a modification of the Hamiltonian conservation law to
show that a solution to (3) converges to the solution of the corresponding time-independent
system as t→∞.
3. Proof of Theorem 2.3
To prove the smoothing estimate, we begin by establishing an equivalent formulation
of (1) via differentiation by parts. This formulation decomposes the equation into several
terms which will be estimated separately.
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Proposition 3.1. Assume u0 ∈ H˙s. The system (1) can be written in the following form:

∂t
[
e−ik
3t(uk +B1(v, v)k)
]
= e−ik
3t
[
ρ1(v, v)k +R1(u, v, v)k
]
∂t
[
e−iαk3t(vk +B2(u, v)k)
]
= e−iαk3t
[
ρ2(u, v)k +R2(v, v, v)k +R3(u, u, v)k
]
,
where
B1(u, v)k = −k
2
∗∑
k1+k2=k
uk1vk2
k3 − αk31 − αk32
B2(u, v)k = −k
∗∑
k1+k2=k
uk1vk2
αk3 − k31 − αk32
R1(u, v, w)k = − i
3α
∗∑
k1+k2+k3=k
(k1 + k2)uk1vk2wk3
(k1 + k2 − c1k)(k1 + k2 − c2k)
R2(u, v, w)k =
ik
2
∗∑
k1+k2+k3=k
(k1 + k2)uk1vk2wk3
αk3 − (k1 + k2)3 − αk33
R3(u, v, w)k = ik
∗∑
k1+k2+k3=k
(k2 + k3)uk1vk2wk3
αk3 − k31 − α(k2 + k3)3
ρ1(u, v)k = −ik
(
uc1kvc2k
)
ρ2(u, v)k = −ik
(
ud1kv(1−d1)k + ud2kv(1−d2)k
)
.
Proof. Taking the spatial Fourier transform of (1) yields

∂tuk − ik3uk + ik
2
∑
k1+k2=k
vk1vk2 = 0
∂tvk − iαk3vk + ik
∑
k1+k2=k
uk1vk2 = 0.
Change variables by setting mk(t) = e
−ik3tuk(t) and nk(t) = e−iαk
3
vk(t). Then the
system becomes 

∂tmk =
−ik
2
∑
k1+k2=k
e−it(k
3−αk31−αk32)nk1nk2
∂tnk = −ik
∑
k1+k2=k
e−it(αk
3−k31−αk32)mk1nk2 .
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Differentiate the equation for ∂tmk by parts to obtain
∂tmk =
k
2
∗∑
k1+k2=k
∂t(e
−it(k3−αk31−αk32)nk1nk2)
k3 − αk31 − αk32
−k
2
∗∑
k1+k2=k
e−it(k3−αk31−αk32)∂t(nk1nk2)
k3 − αk31 − αk32
− iknc1knc2k.
Recall that the constants c1 and c2 arise from the solving k
3 − αk31 − αk32 = 0. The k = 0
solution does not appear in the resonant term since we assume that u0, and hence u, is
mean zero. Furthermore, the resonant term only appears when c1 and c2 are rational and
c1k is an integer. In particular, c1, c2 ∈ Q only if α = q2/(3p(p − q) + q2) for some p, q ∈ Z
with p > q.
Using the differential equation, we find that the second sum in ∂tmk is
ik
∗∑
k1+k2+k3=k
(k1 + k2)
e−it(k3−k31−αk32−αk33)mk1nk2nk3
k3 − α(k1 + k2)3 − αk33
= − i
3α
∗∑
k1+k2+k3=k
(k1 + k2)
e−it(k3−k31−αk32−αk33)mk1nk2nk3
(k1 + k2 − c1k)(k1 + k2 − c2k) .
Moving to the equation for ∂tn, differentiate by parts again to find
∂tnk = k
∗∑
k1+k2=k
∂t(e
−it(αk3−k31−αk32)mk1nk2)
αk3 − k31 − αk32
− k
∗∑
k1+k2=k
∂t(mk1nk2)e
−it(αk3−k31−αk32)
αk3 − k31 − αk32
−ikmd1kn(1−d1)k − ikmd2kn(1−d2)k.
Here again, the last terms in the equality only appear when d1 and d2 are rational and
d1k, d2k ∈ Z. Using the differential equation, rewrite the second sum in ∂tnk as
ik
2
∗∑
k1+k2+k3=k
e−it(αk
3−αk31−αk32−αk33) (k1 + k2)nk1nk2nk3
αk3 − (k1 + k2)3 − αk33
+ik
∗∑
k1+k2+k3=k
e−it(αk
3−k31−k32−αk33) (k2 + k3)mk1mk2nk3
αk3 − k31 − α(k2 + k3)3
.
Collecting all these terms and returning to u and v variables gives the statement of the
proposition. 
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We use the transformed system to get bounds on the norm of the difference between the
linear and nonlinear evolution. First, integrate the new system from 0 to t to obtain

uk(t)− eik3tuk(0) = −B1(v, v)k(t) + eik3tB1(v, v)k(0)
+
∫ t
0 e
ik3(t−r) [R1(u, v, v)k(r) + ρ1(v, v)k(r)] dr
vk(t)− eiαk3tvk(0) = −B2(u, v)k(t) + eiαk3tB2(u, v)k(0)
+
∫ t
0 e
iαk3(t−r) [R2(v, v, v)k(r) +R3(u, u, v)k(r) + ρ2(u, v)k(r)] dr.
To control these expressions, we use the following estimates. Propositions 3.2 and 3.3 are
proved in Section 6; Proposition 3.4 is immediate from the definitions of ρ1 and ρ2.
Proposition 3.2. If s > 12 and s1 − s < min{1, s − νc}, then
‖B1(u, v)‖Hs1x . ‖u‖Hsx‖v‖Hsx .
When α = q2/(3p(p− q)+ q2) for some p, q ∈ Z with p > q, we only require that s1− s ≤ 1.
Proposition 3.3. Let u ∈ H˙s. If s > 12 and s1 − s < min{1, s − νd}, then
‖B2(u, v)‖Hs1x . ‖u‖Hsx‖v‖Hsx .
When α = q2/(3p(p−q)+q2) for some p, q ∈ Z with p > q, we only need s1−s ≤ min{1, s−}.
Proposition 3.4. If s1 − s ≤ s− 1, then
‖ρ1(u, v)‖Hs1x . ‖u‖Hsx‖v‖Hsx and ‖ρ2(u, v)‖Hs1x . ‖u‖Hsx‖v‖Hsx .
Using Propositions 3.2-3.4 on the equations found above, write, for s1 − s sufficiently
small,
‖u(t)− e−t∂3xu0‖Hs1x . ‖v(t)‖2Hsx + ‖v(0)‖2Hsx +
∫ t
0
‖v(r)‖2Hsx dr
+
∥∥∥∥
∫ t
0
e−(t−r)∂
3
xR1(u, v, v)(r) dr
∥∥∥∥
H
s1
x
‖v(t) − e−αt∂3xv0‖Hs1x . ‖u(t)‖Hsx‖v(t)‖Hsx + ‖u(0)‖Hsx‖v(0)‖Hsx +
∫ t
0
‖u(r)‖Hsx‖v(r)‖Hsx dr
+
∥∥∥∥
∫ t
0
e−α(t−r)∂
3
x [R2(v, v, v)(r) +R3(u, u, v)(r)] dr
∥∥∥∥
H
s1
x
.
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To complete the estimates, we need the following bounds for R1, R2, andR3. See Section 6
for proofs.
Proposition 3.5. Let u ∈ H˙s. For b− 12 sufficiently small, s > 12 , and s1−s < min{1, 2s−
1− νc1 , s− 12 , s + 12 − νc1}, we have
‖R1(u, v, w)‖Xs1 ,b−11 . ‖u‖Xs,1/21 ‖v‖Xs,1/2α ‖w‖Xs,1/2α .
When α = q2/(3p(p− q) + q2) for p, q ∈ Z with p > q, we only need s1− s ≤ min{1, s− 12}.
Proposition 3.6. For b− 12 sufficiently small, s > 12 , and s1−s < min{2s−1−νd, s+ 12−νd},
‖R2(u, v, w)‖Xs1 ,b−1α . ‖u‖Xs,1/2α ‖v‖Xs,1/2α ‖w‖Xs,1/2α .
When α = q2/(3p(p − q) + q2) for p, q ∈ Z with p > q, we only need s1 − s ≤ 1.
Proposition 3.7. Let u ∈ H˙s. For b− 12 sufficiently small, s > 12 , and s1− s < min{12 , s−
1
2 , 2s − 1− νd, s+ 12 − νd},
‖R3(u, u, v)‖Xs1 ,b−1α . ‖u‖
2
X
s,1/2
1
‖v‖
X
s,1/2
α
.
When α = q2/(3p(p−q)+q2) for p, q ∈ Z with p > q, we only need s1−s ≤ min{12−, s− 12}.
We will use these estimates, the embeddings Xs1,b1 , X
s1,b
α →֒ L∞t Hs1x for b > 12 , and the
following standard lemma to complete the proof. Here η is a smooth function supported on
[−2, 2] with η = 1 on [−1, 1], and ηδ is defined by ηδ(t) = η(t/δ).
Lemma 3.8 ([17]). For b ∈ (12 , 1], we have∥∥∥∥η(t)
∫ t
0
e−(t−r)∂
3
xF (r) dr
∥∥∥∥
X
s1,b
1
. ‖F‖
X
s1,b−1
1,δ∥∥∥∥η(t)
∫ t
0
e−α(t−r)∂
3
xF (r) dr
∥∥∥∥
X
s1,b
α
. ‖F‖
X
s1,b−1
α,δ
.
Let δ be the existence time for the system from the local theory. Then for t ∈ [−δ/2, δ/2],
we have ∥∥∥∥
∫ t
0
e−(t−r)∂
3
xR1(u, v, v)(r) dr
∥∥∥∥
H
s1
x
≤
∥∥∥∥ηδ(t)
∫ t
0
e−(t−r)∂
3
xR1(u, v, v)(r) dr
∥∥∥∥
L∞t H
s1
x
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.
∥∥∥∥ηδ(t)
∫ t
0
e−(t−r)∂
3
xR1(u, v, v)(r) dr
∥∥∥∥
X
s1,b
1
. ‖R1(u, v, v)‖Xs1 ,b−11,δ . ‖u‖Xs,1/21,δ ‖v‖
2
X
s,1/2
α,δ
.
Similarly, from the second equation we find∥∥∥∥
∫ t
0
e−α(t−r)∂
3
x [R2(v, v, v)(r) +R3(u, u, v)(r)] dr
∥∥∥∥
H
s1
x
≤
∥∥∥∥ηδ(t)
∫ t
0
e−α(t−r)∂
3
x [R2(, v, v, v)(r) +R3(u, u, v)(r)] dr
∥∥∥∥
L∞t H
s1
x
.
∥∥∥∥ηδ(t)
∫ t
0
e−α(t−r)∂
3
x [R2(v, v, v)(r) +R3(u, u, v)(r)] dr
∥∥∥∥
X
s1,b
α
. ‖R2(v, v, v)‖Xs1 ,b−1α,δ + ‖R3(u, u, v)‖Xs1 ,b−1α,δ . ‖v‖
3
X
s,1/2
α,δ
+ ‖u‖2
X
s,1/2
1,δ
‖v‖
X
s,1/2
α,δ
.
Thus, collecting these estimates, we have
‖u(t)− e−t∂3xu0‖Hs1x . ‖v(t)‖2Hsx + ‖v(0)‖2Hsx +
∫ t
0
‖v(r)‖2Hsx dr + ‖u‖Xs,1/21,δ ‖v‖
2
X
s,1/2
α,δ
‖v(t) − e−αt∂3xv0‖Hs1x . ‖u(t)‖Hsx‖v(t)‖Hsx + ‖u(0)‖Hsx‖v(0)‖Hsx +
∫ t
0
‖u(r)‖Hsx‖v(r)‖Hsx dr
+ ‖v‖3
X
s,1/2
α,δ
+ ‖u‖2
X
s,1/2
1,δ
‖v‖
X
s,1/2
α,δ
.
Combining the estimates for the two equations, we may write
‖u(t)− e−t∂3xu0‖Hs1x + ‖v(t) − e−αt∂
3
xv0‖Hs1x .
(‖u(0)‖Hsx + ‖v(0)‖Hsx)2
+
(‖u(t)‖Hsx + ‖v(t)‖Hsx)2 +
∫ t
0
(
‖u(r)‖Hsx + ‖v(r)‖Hsx
)2
dr +
(
‖u‖
X
s,1/2
1,δ
+ ‖v‖
X
s,1/2
α,δ
)3
.
We demonstrate the polynomial growth bound and then the continuity. Fix T large. For
t ≤ T , we have the bound
‖u(t)‖Hsx + ‖v(t)‖Hsx . (1 + |t|)g(s) . T g(s).
Then for δ ∼ T−3g(s) and any j ≤ T/δ ∼ T 1+3g(s), we have
‖u(jδ) − e−t∂3xu((j − 1)δ)‖Hs1x + ‖v(jδ) − e−αt∂
3
xv((j − 1)δ)‖Hs1x . T 3g(s),
using the local theory bound
‖u‖
X
s,1/2
1,[(j−1)δ,jδ]
+ ‖v‖
X
s,1/2
α,[(j−1)δ,jδ]
. ‖u((j − 1)δ)‖Hs + ‖v((j − 1)δ)‖Hs . T g(s).
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Now let J = T/δ ∼ T 1+3g(s) and write
‖u(Jδ) − e−Jδ∂3xu0‖Hs1 ≤
J∑
j=1
‖u(jδ) − e−t∂3xu((j − 1)δ)‖Hs1x . T 1+6g(s).
The corresponding estimate for v completes the proof of the growth bound.
To prove continuity, write
uk(t)− uk(t′) = (eik3t − eik3t′)
[
uk(0) +B1(v, v)k(0)
]
+B1(v, v)k(t
′)−B1(v, v)k(t)
+
∫ t
0
eik
3(t−r)R1(u, v, v)k(r) dr −
∫ t′
0
eik
3(t′−r)R1(u, v, v)k(r) dr
+
∫ t
0
eik
3(t−r)ρ1(v, v)k(r) dr −
∫ t′
0
eik
3(t′−r)ρ1(v, v)k(r) dr.
The continuity follows by applying the estimates stated previously along with the continuity
of u in Hs; see [11]. Continuity of v is proved in the same way.
4. Proof of Existence of Global Attractors
We will consider the forced and damped version (3) of the Majda-Biello system with
γ, δ > 0. For simplicity, take γ = δ; minor modifications to the calculations extend them
to the general case. The first step is to obtain bounds on the H1 norms for the dissipative
system. This will imply the existence of an absorbing set (see Definition 2.9). Recall the
conservation laws (2) for the original Majda-Biello system. To get a bound in the dissipative
case, we study E3 and E4 in the presence of dissipation.
Lemma 4.1. Solutions to (3) satisfy
‖u(t)‖H1 + ‖v(t)‖H1 ≤ C = C(‖u0‖H1 , ‖v0‖H1 , ‖f‖H1 + ‖g‖H1 , γ, α).
Proof. In the following manipulations, C and C˜ are positive constants whose value may
change from one side of an inequality to the other. Recall that E3 =
∫
u2 + v2 dx. Then
∂tE3 + 2γE3 = 2
∫
fu+ gv dx ≤ 2‖f‖L2‖u‖L2 + 2‖g‖L2‖v‖L2 ≤ 4
(‖f‖L2 + ‖g‖L2)√E3.
Let F3 = e
2γtE3. The above inequality gives ∂tF3 ≤ 4eγt
(‖f‖L2 + ‖g‖L2)√F3, or
∂t
√
F3 ≤ 2eγt
(‖f‖L2 + ‖g‖L2).
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Integrating this inequality and rewriting F3 in terms of u and v norms gives√
‖u(t)‖2
L2
+ ‖v(t)‖2
L2
≤ e−γt
√
‖u0‖2L2 + ‖v0‖2L2 + 2
‖f‖L2 + ‖g‖L2
γ
(1− e−γt)
≤ C = C(‖u0‖L2 , ‖v0‖L2 , (‖f‖L2 + ‖g‖L2), γ).
Thus the L2 norms of the u and v are bounded in the dissipative case. Next consider
E4 =
∫
u2x + αv
2
x − uv2 dx. First notice that E4 is bounded below due to the bound on
‖v‖L2 and the embedding H1 →֒ L∞. To get an upper bound, use the embedding again to
write
∂tE4+2γE4 = 2
∫
fxux + gxvx dx−
∫
fv2 + guv dx+ γ
∫
uv2 dx
. ‖f‖H1‖ux‖L2 + ‖g‖H1‖vx‖L2 + ‖f‖H1‖v‖2L2 + ‖g‖H1‖u‖L2‖v‖L2 + ‖u‖H1‖v‖2L2
≤ C + C˜(‖ux‖L2 + ‖vx‖L2).
The constants in second inequality depend on the bounds on ‖u‖L2 and ‖v‖L2 and on the
value of ‖f‖H1 . Now note that
‖ux‖2L2 + α‖vx‖2L2 = E4 +
∫
uv2 dx ≤ E4 + C‖v‖2L2‖u‖H1
≤ E4 + C(‖ux‖2L2 + C)1/2 ≤ (E4 + C) + C˜‖ux‖2.
The second inequality uses the L2 bounds on u and v. Then we have
‖vx‖L2 .
√(‖ux‖L2 − C˜/2)2 + α‖vx‖2L2 ≤
√
E4 + C + C˜2/4 .
√
|E4|+ C,
and similarly
‖ux‖L2 − C˜/2 .
√(‖ux‖L2 − C˜/2)2 + α‖vx‖2L2 .√|E4|+ C.
This implies that ‖ux‖L2 + ‖vx‖L2 .
√|E4| + C. Using this bound with the change of
variables F4 = e
2γtE4, we have
∂tF4 ≤ eγt
[
Ceγt + C˜
√
|F4|
]
.
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Then
E4(t) ≤ e−2γtE4(0) +C 1− e
−2γt
2γ
+ C˜
∫ t
0
e−2γ(t−s)
√
|E4(s)| ds
≤ E4(0) + C + C˜‖
√
E4‖L∞([0,t]).
Now take M ≫ 1, and suppose E4 attains the value M . Let t be the first time the value
is attained. Then M ≤ C + C˜√M , which is impossible for sufficiently large M . Thus E4 is
bounded above. 
With this lemma, we conclude that solutions of the dissipative Majda-Biello system
remain in a ball, say B0, in the space H1 ×H1. We now show that the ω-limit set of the
ball,
ω(B0) =
⋂
s≥0
⋃
t≥s
U(t)B0,
is a global attractor in the sense of Definition 2.8. Lemma 4.1 gives the existence of an
absorbing set for (3), so by Theorem 2.10 we only need prove asymptotic compactness of
U(t). To do so, we use the following general smoothing estimate. Notice that it gives a
bound on the nonlinear evolution minus a correction involving the resonant terms ρi. In
Theorem 2.11, we consider only the full-measure set of α such that ρ1 = ρ2 = 0. In this
situation, the correction terms vanish.
Theorem 4.2. Consider the solution of (3) with initial data (u0, v0) ∈ H˙1×H1. Then for
any a < min{1− νc, 1− νd}, we have∥∥∥∥u(t)− e−t∂3x−γtu0 −
∫ t
0
e(−∂
3
x−γ)(t−r)ρ1(v, v)(r) dr
∥∥∥∥
H1+a
+
∥∥∥∥v(t)− e−αt∂3x−γtv0 −
∫ t
0
e(−α∂
3
x−γ)(t−r)ρ2(u, v)(r) dr
∥∥∥∥
H1+a
≤ C(a, γ, ‖f‖H1 , ‖g‖H1 , ‖u0‖H1 , ‖v0‖H1).
Proof. Taking the Fourier transform of (3) yields

∂tuk − ik3uk + γuk + ik
2
∑
k1+k2=k
vk1vk2 = fk
∂tvk − iαk3vk + γvk + ik
∑
k1+k2=k
uk1vk2 = gk.
20 DYNAMICS OF THE MAJDA-BIELLO SYSTEM
Change variables by setting mk = e
−ik3t+γtuk and nk = e−iαk
3t+γtvk, with pk(t) =
e−ik
3t+γtfk and qk(t) = e
−iαk3t+γtgk. After the change of variables, the system is

∂tmk = − ik
2
∑
k1+k2=k
e−it(k
3−αk31−αk32)nk1nk2 + pk
∂tnk = −ik
∑
k1+k2=k
e−it(αk
3−k31−αk32)mk1nk2 + qk.
Then differentiating by parts as before gives the equivalent formulation

∂t
[
e−ik
3t+γt
(
uk +B1(v, v)k
)]
= e−ik
3t+γt
[
ρ1(v, v)k +R1(u, v)k +B1(g, v)k + fk
]
∂t
[
e−iαk
3t+γt
(
vk +B2(u, v)k
)]
=
e−iαk3t+γt
[
ρ2(u, v)k +R2(v, v, v)k +R3(u, u, v)k +B2(f, v)k +B2(g, u)k + gk
]
,
where ρj, Bj , and Rj are defined as in Proposition 3.1. Integrating from 0 to t yields the
equations
uk(t)− eik3t−γtuk(0) = −B1(v, v)k + eik3t−γtB1(v0, v0)
+
∫ t
0
e(ik
3−γ)(t−s)
[
ρ1(v, v)k + fk +R1(u, v)k +B1(v, g)k
]
ds
vk(t)− e−αk3t−γtvk(0) = −B2(u, v)k(t) + eiαk3t−γtB2(u0, v0)
+
∫ t
0
e(iαk
3−γ)(t−s)
[
ρ2(u, v)k +B2(f, v)k +B2(u, g)k +R2(v, v, v)k +R3(u, u, v)k + gk
]
ds.
Note that ∥∥∥∥
∫ t
0
e(ik
3−γ)(t−s)fk ds
∥∥∥∥
Hs+a
=
∥∥∥∥∥e
(ik3−γ)t − 1
ik3 − γ fk
∥∥∥∥∥
Hs+a
. ‖f‖Hs−2 .
This, the corresponding estimate for e(iαk
3−γ)(t−s)gk, the estimates used for the previous
smoothing result, and Lemma 4.1 give the following estimates for t < δ, where δ is the
existence time from the local theory:∥∥∥∥u(t)− e−t∂3x−γtu0 −
∫ t
0
e(−∂
3
x−γ)(t−r)ρ1(v, v)(r) dr
∥∥∥∥
H1+a
≤ C
(
a, γ, ‖f‖H1 , ‖g‖H1 , ‖u0‖H1 , ‖v0‖H1
)
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∫ t
0
e(−α∂
3
x−γ)(t−r)ρ2(u, v)(r) dr
∥∥∥∥
H1+a
≤ C
(
a, γ, ‖f‖H1 , ‖g‖H1 , ‖u0‖H1 , ‖v0‖H1
)
.
This bound extends to large times by breaking the time interval down into δ-length pieces.
Due to the dissipation, the norm over the short intervals decays over time so that the sum
remains uniformly bounded. For details of the argument, see Section 6 in [13]. 
We now show that Ut is asymptotically compact, i.e., for any bounded sequence
{
(u0,k, v0,k)
}
in H˙1 × H1 and sequence of times tk → ∞, the sequence
{
U(tk)(u0,k, v0,k)
}
k
has a con-
vergent subsequence in H˙1 × H1. It suffices to consider sequences {(u0,k, v0,k)} which lie
within the absorbing set B0. By Theorem 4.2, for any α such that the resonant terms ρ1
and ρ2 are zero (i.e. ci, di /∈ Q), we have
Utk(u0,k, v0,k) = (e
−tk∂3x−γtku0,k, e−αtk∂
3
x−γtkv0,k) +Ntk(u0,k, v0,k),
where Ntk(u0,k, v0,k) is in a ball in H
1+a×H1+a. Note we can take a = 12− for almost every
α. In the following, we assume a = 12−.
By Rellich’s theorem, there is a subsequence of
{
Ntk(u0,k, v0,k)
}
which converges in H1×
H1. Furthermore
‖e−tk∂3x−γtku0,n‖H1x + ‖e−αtk∂
3
x−γtkv0,n‖H1x . e−γtk
(
‖u0,n‖H1x + ‖v0,n‖H1x
)
. e−γtk
converges to zero uniformly as k → ∞. Thus Utk(u0,k, v0,k) has a convergent subsequence
and Ut is asymptotically compact.
To show that the attractor is compact in H1+a ×H1+a, it suffices, by Rellich’s theorem,
to show that it is is bounded in H1+a+ǫ × H1+a+ǫ for some ǫ > 0. To do this, choose
ǫ > 0 small so that the nonlinear part of the solution lies in H1+a+ǫ × H1+a+ǫ, e.g. take
ǫ = (12−a)/2. We show that the attractor is contained in a closed ball, say Bǫ, in this space.
Define Vτ = ∪t≥τUtB0 so that the attractor is
⋂
τ≥0
⋃
t≥τ
UtB0 =
⋂
τ≥0
Vτ .
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Using the smoothing result again, elements in Vτ can be broken into two pieces – the linear
evolution which is converging uniformly to zero in H1 by the argument above, and the
nonlinear evolution which lives in some ball in H1+a+ǫ ×H1+a+ǫ.
Thus as a subset of H˙1 ×H1, the set Vτ is contained in a δτ -neighborhood Nτ of a ball
Bǫ in H1+a+ǫ ×H1+a+ǫ. The uniform convergence of the linear parts to zero implies that
δτ → 0 as τ →∞. Therefore the attractor is inside Bǫ:
⋂
τ≥0
Vτ ⊂
⋂
τ≥0
Nτ = Bǫ.
5. Trivial Attractor for γ, δ Large
In this section, we show that when the damping is large relative to the forcing terms
in the dissipative system (3), the global attractor consists of a single function, namely the
solution to the time-independent system. We focus on the α 6= 1 case with a global attractor
in H˙1 × H1, noting along the way where the argument differs for α = 1 and the L˙2 × L˙2
attractor.
Consider the stationary version of the forced and weakly damped Majda-Biello system:

pxxx + γp+ qqx = f
αqxxx + δq + (pq)x = g.
(4)
We will take γ = δ to simplify the notation; the arguments can be applied to the general
case by replacing γ by min{γ, δ} in the estimates. The first step is to demonstrate the
existence of a solution to (4) under certain conditions on γ, f , and g.
Proposition 5.1. If ‖f‖H1 ≪ α1/3γ4/3 and ‖g‖H1 ≪ α1/2γ4/3, then (4) has a unique
solution on a ball in H2(T). The same statement holds if ‖f‖L2 ≪ α1/3γ and ‖g‖L2 ≪
α5/6γ.
Proof. The proof uses a fixed point argument. To construct the contraction operator, begin
by taking the Fourier transform of the stationary system:

−ik3pk + γpk + (qqx)k = fk
−iαk3qk + γqk + ((pq)x)k = gk
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Define Fourier multiplier operators M1 and M2 as follows:
M1 : wk 7→ wk
γ − ik3 M2 : wk 7→
wk
γ − iαk3 .
We have ‖M1w‖Hs+1 . 1γ2/3 ‖w‖Hs and ‖M2w‖Hs+1 . 1α1/3γ2/3 ‖w‖Hs . To see this, write
‖M1w‖Hs+1 =
∥∥∥∥〈k〉s+1wkγ − ik3
∥∥∥∥
ℓ2
≤
∥∥∥∥ 〈k〉γ − ik3
∥∥∥∥
ℓ∞
‖w‖Hs
≤ 1
γ2/3
∥∥∥∥ 〈k〉(γ − ik3)1/3
∥∥∥∥
ℓ∞
‖w‖Hs ≤
√
2
γ2/3
‖w‖Hs .
The constant in the last inequality is
√
2 and not max{(1/γ)1/3,√2} because we’re working
with mean zero functions. The arguments go through without this assumption, but the
power of γ will change slightly. The other estimate is proved in the same way. Now notice
that a solution to (4) must satisfy p = M1(f − qqx). Substituting this into the evolution
equation for q, we find that q must satisfy
q =M2(g − (pq)x) =M2
(
g − (M1(f − qqx)q)x
)
.
Let T (q) =M2
(
g − (M1(f − qqx)q)x
)
. We will find a fixed point of T . Estimate T (q) as
follows:
‖T (q)‖H2 .
1
α1/3γ2/3
‖g − (M1(f − qqx)q)x‖H1 ≤
1
α1/3γ2/3
(
‖g‖H1 + ‖M1(f − qqx)q‖H2
)
≤ 1
α1/3γ2/3
(
‖g‖H1 + ‖M1(f − qqx)‖H2‖q‖H2
)
≤ 1
α1/3γ2/3
(
‖g‖H1 +
1
γ2/3
‖(f − qqx)‖H1‖q‖H2
)
.
‖g‖H1
α1/3γ2/3
+
‖q‖H2
α1/3γ4/3
(
‖f‖H1 + ‖q‖2H2
)
.
Now we make the contraction estimate:
‖T (w) − T (w˜)‖H2 =
∥∥∥∥M2
((
M1(f − w˜w˜x)w˜ −M1(f − wwx)w
)
x
)∥∥∥∥
H2
.
1
α1/3γ2/3
∥∥∥M1(f − w˜w˜x)w˜ −M1(f − wwx)w∥∥∥
H2
=
1
α1/3γ2/3
∥∥∥M1(f − w˜w˜x)(w˜ − w) +M1((w − w˜)wx + w˜(w − w˜)x)w∥∥∥
H2
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≤ 1
α1/3γ4/3
(
‖f − w˜w˜x‖H1‖w − w˜‖H2 + ‖(w − w˜)wx‖H1‖w‖H2 + ‖w˜(w − w˜)x‖H1‖w‖H2
)
.
‖w − w˜‖H2
α1/3γ4/3
(
‖f‖H1 + ‖w˜‖2H2 + ‖w‖2H2 + ‖w˜‖H2‖w‖H2
)
.
Thus to close the contraction on a ball {q ∈ H2 : ‖q‖H2 ≤ R}, two inequalities must hold:
‖g‖H1
α1/3γ2/3
+
‖f‖H1R+R3
α1/3γ4/3
≤ R
C
and
‖f‖H1 + 3R2
α1/3γ4/3
<
1
C
.
These can be satisfied by taking R = 1
2
√
C
α1/6γ2/3 as long as ‖f‖H1 < 14Cα1/3γ4/3 and
‖g‖H1 ≤ 14C3/2α1/2γ4/3.
The proof for the L2 statement is similar. The only difference is that one uses the
estimates ‖M1f‖Hs+2 ≤ 1γ1/3 ‖f‖Hs and ‖M2g‖Hs+2 ≤ 1α2/3γ1/3 ‖g‖Hs . 
Remark 5.2. If g = 0, the existence of a stationary solution is trivial; the solution is
(M1(f), 0). The convergence arguments are also greatly simplified in this case.
We now show that solutions to (3) converge to the stationary solution under certain
conditions on f , g, and γ, implying that the attractor is trivial. Let (u, v) be a solution of
the dissipative Majda-Biello system (3) and define y = u− p and z = v − q. We show that
if f and g are small relative to γ, then y and z converge to zero in H1 if u, v ∈ H1. Notice
that y and z satisfy 

yt + yxxx + γy + zzx + (qz)x = 0
zt + αzxxx + γz + (yz)x + (pz + qy)x = 0.
(5)
Recall that
∫
u2+v2 dx and
∫
u2x+αv
2
x−uv2 dx are conserved for the original Majda-Biello
system. Our estimates will be based on these conservation laws. Recall E3 =
∫
y2+ z2 dx.
Then we have
∂
∂t
E3 = −2
∫
y
(
γy + (qz)x
)
+ z
(
γz + (pz + qy)x
)
dx
= −2γE3 − 2
∫
qyzx + qxyz + pxz
2 + pzzx + qyxz + qxyz dx
= −2γE3 − 2
∫
2qxyz + q(yz)x +
1
2
pxz
2 dx
= −2γE3 −
∫
2qxyz + pxz
2 dx
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≤ −2γE3 + ‖px‖L∞‖z‖2L2 + 2‖qx‖L∞‖y‖L2‖z‖L2
≤ (−2γ + C‖p‖H2 + C‖q‖H2)E3.
So to ensure that E3 → 0 as t → ∞, i.e. that (u, v) → (p, q) in L2, we need C‖p‖H2 +
C‖q‖H2 < 2γ. The contraction argument for the existence of q was carried out in a ball of
radius R = 1
2
√
C
α1/6γ2/3, so we have C‖q‖H2 < γ as long as γ1/3 >
√
Cα1/6
2 . Also notice
that
C‖p‖H2 ≤
C
γ2/3
(‖f‖H1 + ‖qqx‖H1) ≤
C
γ2/3
(‖f‖H1 + ‖q‖2H2).
This is bounded by γ when C‖f‖H1 < γ
5/3
2 and 8γ > α. So we have a stationary solution
and L2 convergence to it whenever ‖f‖H1 , ‖g‖H1 ≪ γ4/3 and γ >
√
C3α/8. The same holds
when ‖f‖L2 , ‖g‖L2 ≪ γ and γ >
√
C3α/8, which completes the proof for the α = 1 case.
For the H1 convergence, we use a modification of the Hamiltonian integral E4:
H4 =
∫
y2x + αz
2
x − yz2 − 2qyz − pz2 dx.
The last two terms are added to make the time derivative well-behaved. Calculating this
derivative, we find
∂
∂t
H4 = −2
∫
yx
(
γyx + (qz)xx
)
dx− 2α
∫
zx
(
γzx + (pz + qy)xx
)
dx
+
∫
z2
(
γy + (qz)x
)
dx+ 2
∫
yz
(
γz + (pz + qy)x
)
dx
+ 2
∫
qy
(
αzxxx + γz + (yz)x + (pz + qy)x
)
dx
+ 2
∫
qz
(
yxxx + γy + zzx + (qz)x
)
dx+ 2
∫
pz
(
αzxxx + γz + (yz)x + (pz + qy)x
)
dx
= −2γH4 + γ
∫
yz2 dx.
Notice that ∫
yz2 dx . ‖y‖H1‖z‖2L2 . e−at
by the embedding L∞ →֒ H1, the bound on the H1 norm of y (which follows from Lemma
4.1), and the decay of the L2 norm of z. Here a = −2γ + C‖p‖H2 + C‖q‖H2 > 0. Thus we
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have
∂t[e
2γtH4] . e
−at.
Integrating this inequality gives H4(t) . e
−2γt. Furthermore, since ‖y‖2L2 + ‖z‖2L2 → 0 as
t→∞ and the L2 norms of p, q, y, and z are bounded, we have∣∣∣∣
∫
yz2 + 2qyz + pz2 dx
∣∣∣∣ . ‖y‖H1‖z‖2L2 + 2‖q‖H1‖y‖L2‖z‖L2 + ‖p‖H1‖z‖2L2 → 0 as t→∞.
Thus we have∣∣∣∣
∫
y2x + αz
2
x dx
∣∣∣∣ ≤ |H4|+
∣∣∣∣
∫
yz2 + 2qyz + pz2 dx
∣∣∣∣→ 0 as t→∞.
This, along with the L2 convergence show above, implies that y = u − p and z = v − q
converge to zero in H1.
6. Proofs of Smoothing Estimates
To begin, we state a standard calculus lemma which will be used repeatedly. See, e.g.,
the appendix of [13] for proofs of similar results.
Lemma 6.1. (a) If β ≥ γ > 1, then
∑
n
1
〈n− k1〉β〈n− k2〉γ . 〈k1 − k2〉
−γ .
(b) If β > 13 , then ∑
n
1
〈n3 + an2 + bn+ c〉β . 1,
with implicit the constant independent of a, b, and c.
The proofs for the cases where α = q
2
3p(p−q)+q2 are much easier than those for the general
cases, and are therefore not explicitly included.
6.1. Proof of Proposition 3.2. By symmetry, it suffices to consider |k1| & |k2|. Then we
need to bound ∥∥∥∥∥∥∥∥
∗∑
k1+k2=k
|k1|&|k2|
〈k〉1+s1uk1vk2
k3 − αk31 − αk32
∥∥∥∥∥∥∥∥
ℓ2k
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Case 1. |k1 − c1k| ≥ 12 and |k1 − c2k| ≥ 12
Note that
|k3 − αk31 − αk32 | = |3αk(k1 − c1k)(k1 − c2k)| & |k| ·max{|k1 − c1k|, |k1 − c2k|}
& |k| · (c1 − c2)|k| & |k|2.
Then using |k1| & k, the assumption that s1 − s− 1 ≤ 0, and Young’s inequality, we find
‖B1(u, v)‖Hs1x .
∥∥∥∥∥∥∥∥
∑
k1+k2=k
|k1|&|k2|
〈k〉s1−s−1 |uk1 |〈k1〉
s|vk2 |〈k2〉s
〈k2〉s
∥∥∥∥∥∥∥∥
ℓ2k
≤
∥∥∥∥∥∥
∑
k1+k2=k
|uk1 |〈k1〉s|vk2 |〈k2〉s
〈k2〉s
∥∥∥∥∥∥
ℓ2k
≤ ‖u‖Hsx
∥∥∥∥vk〈k〉s〈k〉s
∥∥∥∥
ℓ1k
≤ ‖u‖Hsx‖v‖Hsx‖〈k〉−s‖ℓ2k . ‖u‖Hsx‖v‖Hsx .
Case 2. |k1 − c1k| < 12 or |k1 − c2k| < 12
Assume that |k1 − c1k| < 12 . The other case is parallel. Note that |k1 − c1k| ≥
Mǫ0 |k|−1−νc1−ǫ0 for any ǫ0 > 0, where νc1 is the minimal type index of c1. This holds
because
|k1 − c1k| = |k|
∣∣∣∣k1k − c1
∣∣∣∣ ≥ |k| Mǫ0|k|2+νc1+ǫ0
for any positive ǫ0 by definition of the minimal type. Therefore
|k3 − αk31 − αk32 | = 3α|k(k1 − c1k)(k1 − c2k)| ≥ 3αMǫ0 |k|−νc1−ǫ0
(
(c1 − c2)|k| − 1
2
)
& |k|1−νc1−ǫ0 .
In this region there is only one term in the sum – the one with k1 ≃ c1k and k2 ≃ (1− c1)k.
Using Cauchy-Schwartz with the fact that |k| ≈ |k1| ≈ |k2|, we get for this part of the sum
‖B1(u, v)‖Hs1x .
∥∥〈k〉s1+νc1+ǫ0uk1vk2∥∥ℓ2k .
∥∥∥〈k〉(s1+νc1+ǫ0)/2uk∥∥∥
ℓ4k
∥∥∥〈k〉(s1+νc1+ǫ0)/2vk∥∥∥
ℓ4k
.
∥∥∥〈k〉(s1+νc1+ǫ0)/2uk∥∥∥
ℓ2k
∥∥∥〈k〉(s1+νc1+ǫ0)/2vk∥∥∥
ℓ2k
. ‖u‖Hsx‖v‖Hsx ,
where the third inequality holds when s1 − s < s− νc1 .
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6.2. Proof of Proposition 3.3. Write
‖B2(u, v)‖Hs1x .
∥∥∥∥∥∥
∗∑
k1+k2=k
〈k〉1+s1uk1vk2
αk3 − k31 − αk32
∥∥∥∥∥∥
ℓ2k
.
Case 1. |k1 − d1k|, |k1 − d2k| ≥ ǫ and |k1| ≥ ǫ|k|
In this case, |k1| & |k2| and
|αk3 − k31 − αk32 | = |(1− α)k1(k1 − d1k)(k1 − d2k)| & |kk1|.
The argument in Case 1 of the B1 estimate gives the bound when s1 − s ≤ 1 and s > 12 .
Case 2. |k1| ≤ ǫ|k|
Recall that k1 6= 0 since u is mean zero and write
k1 = µk for some |µ| ∈ [1/|k|, ǫ].
Then
|αk3 − k31 − α(k − k1)3| = |µk3||3α(1 − µ)− µ2(1− α)| ≥ k2
(
3α(1 − ǫ)− ǫ2(1− α)) & k2.
Apply the argument from Case 1 of the B1 proof again to get the bound when s1 − s ≤ 1
and s > 12 .
Case 3. |k1 − d1k| ≤ ǫ or |k1 − d2k| ≤ ǫ, with |k1| ≥ ǫ|k|
Assume |k1−d1k| ≤ ǫ. The other case is parallel. Note that in this region |k| ∼ |k1| ∼ |k2|
and the values of k1 and k2 are determined by k. We need only bound the following sum,
where k1 ≃ d1k and k1 + k2 = k,(∑
k
〈k〉2(s1+νd1+ǫ0)u2k1v2k2
)1/2
.
∥∥〈k〉s1+νd1+ǫ0u2k∥∥1/2ℓ2k
∥∥〈k〉s1+νd1+ǫ0v2k∥∥1/2ℓ2k
=
∥∥∥〈k〉(s1+νd1+ǫ0)/2uk∥∥∥
ℓ4k
∥∥∥〈k〉(s1+νd1+ǫ0)/2vk∥∥∥
ℓ4k
≤
∥∥∥〈k〉(s1+νd1+ǫ0)/2uk∥∥∥
ℓ2k
∥∥∥〈k〉(s1+νd1+ǫ0)/2vk∥∥∥
ℓ2k
. ‖u‖Hsx‖v‖Hsx .
The last inequality holds when s1 + νd + ǫ0 ≤ 2s, i.e. when s1 − s < s− νd.
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6.3. Proof of Proposition 3.5. We need to establish∥∥∥∥∥∥
∗∑
k1+k2+k3=k
(k1 + k2)uk1vk2wk3
(k1 + k2 − c1k)(k1 + k2 − c2k)
∥∥∥∥∥∥
X
s1,b−1
1
. ‖u‖
X
s,1/2
1
‖v‖
X
s,1/2
α
‖w‖
X
s,1/2
α
. (6)
Define the following functions
f(k, τ) = 〈k〉s〈τ − k3〉1/2uk
g(k, τ) = 〈k〉s〈τ − αk3〉1/2vk
h(k, τ) = 〈k〉s〈τ − αk3〉1/2wk.
Then (6) amounts to showing that∥∥∥∥∥∥∥
∫
∑
τi=τ
∗∑
∑
ki=k
M f(k1, τ1)g(k2, τ2)h(k3, τ3) dτ1 dτ2 dτ3
∥∥∥∥∥∥∥
2
L2τ ℓ
2
k
. ‖f‖2L2τ ℓ2k‖g‖
2
L2τ ℓ
2
k
‖h‖2L2τ ℓ2k (7)
where the multiplier M = M(k1, k2, k3, k, τ1, τ2, τ3, τ) is
M =
(k1 + k2)〈k〉s1〈k1〉−s〈k2〉−s〈k3〉−s
(k1 + k2 − c1k)(k1 + k2 − c2k)〈τ − k3〉1−b〈τ1 − k31〉1/2〈τ2 − αk32〉1/2〈τ3 − αk33〉1/2
.
Apply Cauchy-Schwartz in the τ1, τ2, τ3, k1, k2, and k3 variables to bound the left-hand
side of (7) by
sup
k,τ
( ∫
∑
τi=τ
∗∑
∑
ki=k
M2
)∥∥∥∥∥∥∥
∫
∑
τi=τ
∗∑
∑
ki=k
f2(k1, τ1)g
2(k2, τ2)h
2(k3, τ3) dτ1 dτ2 dτ3
∥∥∥∥∥∥∥
L1τ ℓ
1
k
Using Young’s inequality twice bounds the L1ℓ1 norm above by ‖f‖2
L2τ ℓ
2
k
‖g‖2
L2τ ℓ
2
k
‖h‖2
L2τ ℓ
2
k
.
Thus it suffices to show that the supremum on the left is finite. We can further simplify
matters by repeatedly using the calculus estimate∫
R
1
〈x〉β〈x− b〉 dx . 〈b〉
−β ,
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which holds for β ∈ (0, 1] (see [13] for a proof), to eliminate the τ dependence and bound
the supremum by
sup
k
∗∑
k1,k2
〈k〉2s1〈k1〉−2s〈k2〉−2s〈k − k1 − k2〉−2s|k1 + k2|2
(k1 + k2 − c1k)2(k1 + k2 − c2k)2〈k3 − k31 − αk32 − α(k − k1 − k2)3〉2−2b−
,
or equivalently, using the change of variables k2 7→ n− k1,
sup
k
∗∑
k1,n
〈k〉2s1〈k1〉−2s〈n − k1〉−2s〈n− k〉−2sn2
(n− c1k)2(n− c2k)2〈k3 − k31 − α(n − k1)3 − α(k − n)3〉2−2b−
.
We will show that this supremum is finite by considering a number of cases. In the following,
to simplfiy notation we will write 2 − 2b instead of the technically correct 2 − 2b−. Since
we take b = 12+, this ǫ-difference has no effect on the calculations.
Case 1. k1 = k
In this case, the supremum becomes
sup
k
∗∑
n
〈k〉2s1−2s〈n− k〉−4sn2
(n− c1k)2(n− c2k)2 .
Case 1.1. kn > 0
Since c2 < 0, we cancel n
2 with (n− c2k)2 to obtain
sup
k
∗∑
n
〈k〉2s1−2s〈n− k〉−4s
(n− c1k)2 .
If |n− c1k| ≥ ǫ, with ǫ small but fixed, then the supremum is bounded by
sup
k
〈k〉2s1−2s
∑
n
〈n− k〉−4s
〈n− c1k〉2 . supk
〈k〉2s1−2s〈(c1 − 1)k〉−2 . sup
k
〈k〉2s1−2s−2,
which is finite for s1 − s ≤ 1. In the first inequality, we used Lemma 6.1(a).
If |n − c1k| < ǫ, then there’s only one term in the sum since n ≃ c1, and we have
|n− k| & |k|. Using the minimal type index, the supremum is bounded by
sup
k
〈k〉2s1−6s+2+2νc1+2ǫ0 ,
which is finite when s1 − s < 2s − 1− νc1 .
Case 1.2. kn < 0
For this case, cancel n2 with (n− c1k)2 and repeat the argument from Case 1.1.
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Case 1.3. kn = 0
The supremum is immediately bounded in this case.
Case 2. kn > 0 with k1 6= k
In this region, the supremum is bounded by
sup
k
∗∑
k1,n
〈k〉2s1〈k1〉−2s〈n − k1〉−2s〈n− k〉−2s
(n− c1k)2〈k3 − k31 − α(n − k1)3 − α(k − n)3〉2−2b
.
Case 2.1 |n− c1k| ≥ ǫ|k|
Here the supremum is bounded by
sup
k
〈k〉2s1−2
∑
k1,n
〈k1〉−2s〈n− k1〉−2s〈n − k〉−2s . sup
k
〈k〉2s1−2−2s <∞
for s1 − s ≤ 1. This estimate comes from applying Lemma 6.1(a) repeatedly.
Case 2.2. ǫ ≤ |n− c1k| < ǫ|k|
Note that |n| ∈ ((c1 − ǫ)|k|, (c1 + ǫ)|k|). Choose ǫ < c1 − 1 so that |n − k| & |k|. The
supremum is then bounded by
sup
k
〈k〉2s1−2s
∑
k1,|n|≥|k|
〈k1〉−2s〈n− k1〉−2s . sup
k
〈k〉2s1−2s
∑
|n|≥|k|
〈n〉−2s . sup
k
〈k〉2s1−4s+1.
This is finite when s1 − s ≤ s− 12 .
Case 2.3. |n− c1k| < ǫ
Case 2.3a. |k1|, |k1 − n| ≥ ǫ|k|
In this case, the supremum is bounded by
sup
k
〈k〉2s1+2+2νc1+2ǫ0−6s
∑
k1
(n≃c1k)
〈k3 − k31 − α(n− k1)3 + α(n − k)3〉−(2−2b)
. sup
k
〈k〉2s1+2+2νc1+2ǫ0−6s,
which is finite for s1 − s < 2s− 1− νc1 . This estimate comes from Lemma 6.1(b).
Case 2.3b. |k1| < ǫ|k|
Note that in this case
|k1 − n| ≥ c1|k| − |n− c1k| − |k1| > (c1 − ǫ)|k| − ǫ
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so that |k1 − n| & |k|. Recall k1 6= 0 by the mean zero assumption on u, and write
n = c1k + δ for some |δ| < ǫ, k1 = µk for some |µ| ∈ [1/|k|, ǫ).
Then use the fact that 1− α = 3αc1(c1 − 1) to calculate that
|k3 − k31 − α(n − k1)3 + α(n − k)3|
= |k − k1|
∣∣µk2[(1 − α)(1 + µ) + 3αc1] + 3αδ[1 + µ− 2c1]k − 3αδ2∣∣
≥ |k − k1|
[
(3αc1 + (1− α)(1− ǫ))|k| − 3αǫ(2c1 + ǫ− 1)|k| − 3αǫ2
]
& |k1 − k||k|.
Using Lemma 6.1(a) again, the supremum is bounded by
sup
k
〈k〉2s1+2+2νc1+2ǫ0−4s
∑
k1
〈k1〉−2s
〈(k − k1)k〉2−2b
. sup
k
〈k〉2s1+2+2νc1+2ǫ0−4s−(2−2b)
∑
k1
〈k1〉−2s
〈k − k1〉2−2b . supk
〈k〉2s1+2+2νc1+2ǫ0−4s−2(2−2b),
which is finite when s1 − s < s+ 1− 2b− νc1 .
Case 2.3c. |n− k1| < ǫ|k|
In this case we have |k1| ≥ |n|−|n−k1| ≥ (c1−ǫ)|k|−ǫ so that |k1| ≥ |k|. The supremum
is bounded by
sup
k
〈k〉2s1+2+2νc1+2ǫ0−4s
∑
k1
n≃c1k
〈n− k1〉−2s
〈k3 − k31 − α(n − k1)3 − α(k − n)3〉2−2b
.
We may assume, since (k, k1, n)→ (−k,−k1,−n) is a symmetry for the supremum, that
k1 > 0. Then in our case of kn > 0, we must have k, n > 0, since otherwise |k1−n| > |n| ≃
c1|k|.
Notice that the following three inequalities hold:
k2 + k1k + k
2
1 ≥ k2, 3αn > 0, and k1 − (n− k) ≥ (1− ǫ)k − 2ǫ.
Thus we have
(1− α)(k2 + kk1 + k21)− 3αn(n− n− k1) & k2,
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which implies that
k3 − k31 − α(n − k1)3 − α(k − n)3 & |k − k1|k2.
The supremum is therefore bounded by
sup
k
〈k〉2s1+2+2νc1+2ǫ0−4s
∑
k1
n≃c1k
〈n− k1〉−2s
〈k2(k − k1)〉2−2b . supk
〈k〉2s1+2+2νc1+2ǫ0−4s−6+6b,
which is finite if s1 − s < s+ 2− 3b− νc1 .
Case 3. kn < 0 and k1 6= k
In this case, the supremum can be bounded by
sup
k
〈k〉2s1−2s
∗∑
k1>0
n
〈k1〉−2s〈n− k1〉−2s
(n− c2k)2〈k3 − k31α(n− k1)3 − α(k − n)3〉2−2b
.
Case 3.1. |n− c2k| ≥ ǫ|k|
If s > 12 and s1 − s ≤ 1, the supremum is bounded by
sup
k
〈k〉2s1−2s−2
∑
k1>0
n
〈k1〉−2s〈n − k1〉−2s . sup
k
〈k〉2s1−2s−2 <∞,
.
Case 3.2. ǫ ≤ |n− c2k| < ǫ|k|
Note that |n| ≥ (|c2| − ǫ)|k| ≈ |k|. When s1 − s ≤ s− 12 , the supremum is bounded by
sup
k
〈k〉2s1−2s
∑
k1>0
|n|&|k|
〈k1〉−2s〈n− k1〉−2s < sup
k
〈k〉2s1−2s
∑
|n|&|k|
〈n〉−2s <∞.
Case 3.3. |n− c2k| < ǫ
Case 3.3a. |k1|, |k1 − n| ≥ ǫ|k|
As in Case 2.3a, the supremum is finite if s1 − s < 2s − 1− νc1 .
Case 3.3b. |k1| < ǫ|k|
Here |k1 − n| ≥ (|c2| − ǫ)|k| − ǫ, so |k1 − n| & |k|. Write
k1 = µk for some |µ| ∈ [1/|k|, ǫ), n = c2k + δ for some |δ| < ǫ.
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Expanding the resonance equation with this notation gives
|k3 − k31 − α(n − k1)3 − α(k − n)3|
= |k − k1|
∣∣µk2(3αc22 + µ(1− α)) + 3αδ(1 + µ− 2c2)k − 3αδ2∣∣
≥ |k − k1|
[(
3αc22 − ǫ(1− α)− 3αǫ[1 + ǫ− 2c2]
) |k| − 3αǫ2] & |k − k1||k|.
Notice that, depending on α, we may have |c2| ≪ 1, but by choosing ǫ small enough, we
can ensure that
[(
3αc22 − ǫ(1− α)− 3αǫ[1 + ǫ− 2c2]
) |k| − 3αǫ2] & |k|
to get the last inequality above. Then as in Case 2.3b, the supremum is finite if s1 − s <
s+ 1− 2b− νc1 .
Case 3.3c. |k1 − n| ≤ ǫ|k|
Note |k1| ≥ |n| − |k1 − n| ≥ (|c2| − ǫ)|k| − ǫ, so for ǫ small enough, |k1| ≥ ǫ|k|. Write
n− k1 = µk for some |µ| ∈ {0} ∪ [1/|k|, ǫ], n = c2k + δ for some |δ| < ǫ.
With this notation,
|k3 − α(n − k1)3 − α(k − n)3| =
∣∣α(c32 − µ3)k3 + 3αδ(1 − c2)2k2 − 3αδ2(1− c2)k + αδ3∣∣
≥ α(|c2|3 − ǫ3)|k|3 − 3αǫ(1 − c2)2k2 − 3αǫ2(1− c2)|k| − αǫ3 & |k|3,
for ǫ small. Then the supremum is finite for s1− s < s+2− 3b− νc1 by the same reasoning
as before.
Case 4. kn = 0
The bound is immediate in this case.
6.4. Proof of Proposition 3.6. As in the previous proof, it suffices to show that the
supremum of the following quantity is finite:
〈k〉2+2s1
∗∑
k1,k2
〈k1〉−2s〈k2〉−2s〈k − k1 − k2〉−2s|k1 + k2|2
(αk3 − (k1 + k2)2 − α(k − k1 − k2)3)2〈α(k3 − k31 − k32 − (k − k1 − k2)3)〉2−2b
.
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We will work with the equivalent supremum
sup
k
〈k〉2+2s1
∗∑
k1
n 6=0
〈k1〉−2s〈n− k1〉−2s〈n− k〉−2s
(n− d1k)2(n− d2k)2〈(k − k1)(k + k1 − n)n〉2−2b ,
which results from changing variables k2 7→ n − k1 and canceling a factor of n2 from the
quotient.
Case 1. k1 = k
In this case, the supremum becomes
sup
k
〈k〉2+2s1−2s
∗∑
n 6=0
〈k − n〉−4s
(n− d1k)2(n− d2k)2 .
Repeat the arguments from Case 1 of the R1 estimate to show that the supremum is finite
if s1 − s ≤ 1 and s− s1 < 2s− νd − 1.
Case 2. n− k1 = k
The supremum becomes
sup
k
〈k〉2+2s1−2s
∗∑
n 6=0
〈n − k〉−4s
(n − d1k)2(n− d2k)2 ,
which is the same as that in Case 1.
Case 3. (k − k1)(k + k1 − n)n 6= 0
In this case, the supremum is bounded by
sup
k
〈k〉2+2s1
∗∑
k1
n 6=0
〈k1〉−2s〈n− k1〉−2s〈n− k〉−2s
(n− d1k)2(n− d2k)2〈k − k1〉2−2b〈k + k1 − n〉2−2b〈n〉2−2b .
Case 3.1. kn > 0
Here |n− d2k| > k, so the supremum is bounded by
sup
k
〈k〉2s1
∗∑
k1
n 6=0
〈k1〉−2s〈n− k1〉−2s〈n− k〉−2s
(n − d1k)2〈k − k1〉2−2b〈k + k1 − n〉2−2b〈n〉2−2b .
Case 3.1a. |n− d1k| ≥ ǫ|k|
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In this case we have the bound
sup
k
〈k〉2s1−2
∑
k1
n 6=0
〈k1〉−2s〈n− k1〉−2s〈n− k〉−2s . sup
k
〈k〉2s1−s−2.
This is finite if s1 − s ≤ 1.
Case 3.1b. ǫ ≤ |n− d1k| < ǫ|k|
Note that |n| ∈ [(d1 − ǫ)|k|, (d1 + ǫ)|k|]. Thus for ǫ small, |n − k| & |k|. The supremum
is finite when s1 − s ≤ 3− 3b:
sup
k
〈k〉2s1−2s−2+2b
∑
k1
n 6=0
〈k1〉−2s〈n− k1〉−2s
〈k − k1〉2−2b〈k + k1 − n〉2−2b . supk
〈k〉2s1−2s−4+4b
∑
k1
〈k1〉−2s
〈k − k1〉2−2b
. sup
k
〈k〉2s1−2s−6+6b <∞
Case 3.1c. |n− d1k| < ǫ
The supremum can be estimated by
sup
k
〈k〉2s1+2+2νd1+2ǫ0−2s−(2−2b)
∑
k1
(n≃d1k)
〈k1〉−2s〈n− k1〉−2s
〈k − k1〉2−2b〈k + k1 − n〉2−2b .
If all four factors in the summation are of order at least |k|, this is easy to estimate.
Furthermore, if any one factor in the summation is of order ≪ |k|, then the other three
factors are all & |k|. This implies that the sum over k1 can always be controlled by a sum
of the form
〈k〉−2(2−2b)−2s
∑
m
〈m〉−2s . 〈k〉−2(2−2b)−2s,
which means that the supremum is finite whenever
2s1 + 2 + 2νd1 + 2ǫ0 − 4s − 3(2− 2b) < 0,
which holds when s1 − s < s+ 12 − νd1 .
Case 3.2. kn < 0
Cancel 〈k〉2 with (n− d1k)2 and repeat the arguments from Case 3.1.
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6.5. Proof of Proposition 3.7. Decompose R3 into two sums based on whether or not
k1 + k2 is zero:
R3(u, v)k = ik
∗∑
k1+k2+k3=k
k1 6=0
uk1uk2vk3(k2 + k3)
αk3 − k31 − α(k2 + k3)3
= ik
∗∑
k1+k2+k3=k
k1+k2 6=0
k1 6=0
uk1uk2vk3(k2 + k3)
αk3 − k31 − α(k2 + k3)3
+ ikvk
∗∑
k1 6=0
uk1u−k1(k − k1)
αk3 − k31 − α(k − k1)3
= ik
∗∑
k1+k2+k3=k
k1+k2 6=0
k1 6=0
uk1uk2vk3(k2 + k3)
αk3 − k31 − α(k2 + k3)3
+ ikvk
∗∑
k1>0
|uk1 |2
[
k − k1
αk3 − k31 − α(k − k1)3
+
k + k1
αk3 + k31 − α(k + k1)3
]
= I + II.
To bound II in Xs1,b−1α , note that the bracketed sum is equal to
2(1− α)k41
k21(k1 − d1k)(k1 − d2k)(k1 + d1k)(k1 + d2k)
and by an application of Cauchy-Schwartz and Young’s inequalities, it suffices to show that
sup
k
〈k〉2+2s1−2s
∗∑
k1>0
〈k1〉4−4s
(k1 − d1k)2(k1 − d2k)2(k1 + d1k)2(k1 + d2k)2 <∞.
Case 1. k > 0
In this case, |k1 − d2k|, |k1 + d1k| > k1, k and the supremum can be estimated by
sup
k
〈k〉2s1−2s
∗∑
k1>0
〈k1〉2−4s
(k1 − d1k)2(k1 + d2k)2 .
Case 1.1. |k1 − d1k|, |k1 + d2k| ≥ ǫk
Here we have the estimates |k1| ≤
[
(|d1|+ǫ)/ǫ
]
|k1−d1k| and |k1| ≤
[
(|d2|+ǫ)/ǫ
]
|k1+d2k|.
The supremum can thus be bounded by
sup
k
〈k〉2s1−2s−2
∑
k1>0
〈k1〉−4s <∞
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for s1 − s ≤ 1.
Case 1.2. |k1 − d1k| ≥ ǫk, ǫ ≤ |k1 + d2k| < ǫk (or vice versa)
In this case, note that k1 ≥ (d1 − ǫ)k and bound the supremum by
sup
k
〈k〉2s1−2s−1
∑
k1&k
〈k1〉−4s+1 . sup
k
〈k〉2s1−2s−1−4s+2 <∞
when s1 − s ≤ 2s− 12 .
Case 1.3. |k1 − d1k| ≥ ǫk, |k1 + d2k| < ǫ (or vice versa)
There is only one term in the sum in this case since k1 ≃ −d2k. The supremum can be
bounded by
sup
k
〈k〉2s1−6s+2+2νd2+2ǫ0 ,
which is finite when s1 − s < 2s − 1− νd2 .
This exhausts the cases with k > 0 since by choosing ǫ small, we may ensure that
|k1 − d1k| ≤ ǫk and |k1 + d2k| ≤ ǫk cannot occur simultaneously.
Case 2. k < 0
Note that |k1 − d1k|, |k1 + d2k| > k1, |k| and proceed as in Case 1. This completes the
proof of the estimate for II.
To complete the proof, we must bound I in Xs1,b−1α . As before, it suffices to show that
the following supremum is finite:
sup
k
〈k〉2+2s1
∑
k1 6=0,k2
k1+k2 6=0
〈k1〉−2s〈k2〉−2s〈k − k1 − k2〉−2s|k − k1|2
(αk3 − k31 − α(k − k1)3)2〈αk3 − k31 − k32 − α(k − k1 − k2)3〉2−2b
,
or equivalently
sup
k
〈k〉2+2s1
∑
k1 6=0
n 6=0
〈k1〉−2s−2〈n− k1〉−2s〈n− k〉−2s|k − k1|2
(k1 − d1k)2(k1 − d2k)2〈αk3 − k31 − (n− k1)3 − α(k − n)3〉2−2b
.
Case 1. |k1 − d1k| < ǫ or |k1 − d2k| < ǫ
Assume that |k1 − d1k| < ǫ. The other case is parallel. Note that
|k1 − d2k| ≥ (d1 − d2)|k| − |k1 − d1k|
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so that |k1−d2k| & |k|. Also we have |k1−k| ≤ |k1−d1k|+ |d1−1||k| . |k|. The supremum
may thus be bounded by
sup
k
〈k〉2s1+2+2νd1+2ǫ0−2s
∑
n 6=0
(k1≃d1k)
〈n− k1〉−2s〈n− k〉−2s
〈αk3 − k31 − (n − k1)3 − α(k − n)3〉2−2b
.
Case 1.1. |n− k1| ≥ ǫ|k|, |n− k| ≥ ǫ|k|
In this case, the supremum is bounded by
sup
k
〈k〉2s1+2+2νd1+2ǫ0−6s
∑
n 6=0
(k1≃d1k)
〈αk3 − k31 − (n− k1)3 − α(k − n)3〉−(2−2b).
This is finite when 2s1 + 2 + 2νd1 − 6s < 0, i.e. when s1 − s < 2s− 1− νd1 .
Case 1.2. |n− k| < ǫ|k|
Note that in this region |n− k1| & |k| since
|n− k1| ≥ (1− d1)|k| − |k − n| − |k1 − d1k| > (1− d1 − ǫ)|k| − ǫ.
Write
n− k = µk for some |µ| < ǫ, k1 = d1k + δ for some |δ| < ǫ.
Then
|αk3 − k31 − (n− k1)3 − α(k − n)3| =
∣∣αk3 − (d1k + δ)3 − [(1− d1 + µ)k − δ]3 + αµ3k3∣∣
=
∣∣k3[α− 1 + 3d1 − 3d21 +O(ǫ)] +O(ǫ)k2 +O(ǫ2)k +O(ǫ3)∣∣ & |k3|.
The supremum is bounded by
sup
k
〈k〉2s1+2+2νd1+2ǫ0−4s
∑
n 6=0
(k1≃d1k)
〈n− k〉−2s
〈αk3 − k31 − (n− k1)3 − α(k − n)3〉2−2b
. sup
k
〈k〉2s1+2+2νd1+2ǫ0−4s
∑
n 6=0
〈n − k〉−2s
〈k3〉2−2b . supk
〈k〉2s1+2+2νd1+2ǫ0−4s−6+6b <∞,
for s1 − s < s+ 2− 3b− νd1 .
Case 1.3. |n− k1| < ǫ|k|
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In this case, |n− k| & |k|. Write
n− k = µk for some |µ| ∈ [1/|k|, ǫ] k1 − d1k = δ for some |δ| < ǫ.
Then
|αk3 − k31 − (n− k1)3 − α(k − n)3| = |αk3 − (d1k + δ)3 − [(1− d1 + µ)k − δ]3 + αµ3k3|
=
∣∣[α− 1 + 3d1 − 3d21 +O(ǫ)]k3 +O(ǫ)k2 +O(ǫ2)k +O(ǫ3)∣∣ & |k3|.
Thus the supremum is finite when s1 − s < s+ 2− 3b− νd1 :
sup
k
〈k〉2s1+2+2νd1+2ǫ0−4s
∑
n 6=0
(k1≃d1k)
〈n− k1〉−2s
〈k3〉2−2b . supk
〈k〉2s1+2+2νd1+2ǫ0−4s−6+6b <∞.
Case 2. ǫ ≤ |k1 − d1k| < ǫ|k| or ǫ ≤ |k1 − d2k| < ǫ|k|
Assume that ǫ ≤ |k1−d1k| < ǫ|k|; the other case is similar. Note that we have |k1−k| . |k|
and |k1 − d2k| & |k| so that the supremum is bounded by
sup
k
〈k〉2s1
∑
|k1|&|k|
n 6=0
〈k1〉−2s〈n− k1〉−2s〈n− k〉−2s
〈αk3 − k31 − (n− k1)3 − α(k − n)3〉2−2b
.
Case 2.1. |n− k1| ≥ ǫ|k|, |n− k| ≥ ǫ|k|
Here the supremum is bounded for s1 − s ≤ 2s− 12 :
sup
k
〈k〉2s1−4s
∑
|k1|&|k|
n 6=0
〈k1〉−2s
〈αk3 − k31 − (n− k1)3 − α(k − n)3〉2−2b
. sup
k
〈k〉2s1−4s
∑
|k1|&|k|
〈k1〉−2s . sup
k
〈k〉2s1−4s−2s+1 <∞.
Case 2.2. |n− k| < ǫ|k|
In this case, notice that |n− k1| ≥ |k1 − k| − |n− k| ≥ (1− d1 − 2ǫ)|k| & |k| and write
n− k = µk for some |µ| < ǫ k1 − d1k = µ′k for some |µ′| < ǫ.
Then
|αk3 − k31 − (n− k1)3 − α(k − n)3| = |k3[α− (d1 + µ′)3 − (1− d1 + µ− µ′)3 + αµ3]|
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= |k3[(1− α) + 3(d21 − d1) +O(ǫ)]| & |k|3.
Thus the supremum is bounded by
sup
k
〈k〉2s1−2s
∑
|k1|&|k|
|n|.|k|
〈k1〉−2s
〈k3〉2−2b . supk
〈k〉2s1−2s+1−3(2−2b)−2s+1 <∞
if s1 − s ≤ s+ 2− 3b.
Case 2.3. |n− k1| < ǫ|k|
Here |n− k| & |k|, so the supremum can be estimated as follows for s1 − s ≤ s− 12 :
sup
k
〈k〉2s1−2s
∑
|k1|&|k|
n 6=0
〈k1〉−2s
〈αk3 − k31 − (n− k1)3 − α(k − n)3〉2−2b
. sup
k
〈k〉2s1−2s−2s+1 <∞.
Case 3. |k1 − d1k| ≥ ǫ|k|, |k1 − d2k| ≥ ǫ|k|
In this case, we need to bound
sup
k
〈k〉2s1−2
∑
k1 6=0
n 6=0
〈k1〉−2s−2〈n− k1〉−2s〈n− k〉−2s|k − k1|2
〈αk3 − k31 − (n− k1)3 − α(k − n)3〉2−2b
.
Case 3.1. |k1| ≥ ǫ|k|
Here we have |k − k1| . |k1| so that for s1 − s ≤ 1, the supremum can be estimated by
sup
k
〈k〉2s1−2
∑
k1 6=0
n 6=0
〈k1〉−2s〈n− k1〉−2s〈n− k〉−2s . sup
k
〈k〉2s1−2s−2 <∞.
Case 3.2. |k1| ≤ ǫ|k|
Here the supremum may be bounded by
sup
k
〈k〉2s1
∑
k1 6=0
n 6=0
〈k1〉−2s−2〈n − k1〉−2s〈n− k〉−2s
〈αk3 − k31 − (n− k1)3 − α(k − n)3〉2−2b
.
Case 3.2a. |n− k1| ≤ ǫ|k|
Note that we have |n− k| ≥ |k1 − k| − |k1 − n| ≥ (1− 2ǫ)|k| and write
k1 = µ1k for some |µ1| ∈ [1/|k|, ǫ]
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n− k1 = µ2k for some |µ2| ∈ [1/|k|, ǫ]
µ = µ1 + µ2 where |µ| ∈ [1/|k|, 2ǫ].
The lower bounds on µ1 and µ2 are positive because of the mean zero assumption on u.
The lower bound on µ comes from the fact that n 6= 0. With this notation,
∣∣αk3 − k31 − (n− k1)3 − α(k − n)3∣∣ = |µk3| ∣∣(α− 1)µ2 + 3α(1 − µ) + 3µ1µ2∣∣ & |k2|.
Then the supremum is bounded by
sup
k
〈k〉2s1−2s
∑
k1 6=0
|n|.|k|
〈k1〉−2s−2
〈k2〉2−2b . supk
〈k〉2s1−2s−4+4b
∑
k1 6=0
|n|.|k|
〈k1〉−2s−2
. sup
k
〈k〉2s1−2s−4+4b+1
∑
k1 6=0
〈k1〉−2s−2 . sup
k
〈k〉2s1−2s−4+4b+1,
which is finite for s1 − s ≤ 32 − 2b.
Case 3.2b. |n− k| ≤ ǫ|k|
In this case, note that |n− k1| ≥ |k − k1| − |k − n| ≥ (1− 2ǫ)|k| & |k| and write
k1 = µ1k for some |µ1| ∈ [1/|k|, ǫ], n− k = µ2k for some |µ2| ∈ [0, ǫ].
Then
α
∣∣k3 − k31 − (n− k1)3 − α(k − n)3∣∣ = |k3| ∣∣α− µ31 − (1− µ1 + µ2)3 + αµ32∣∣
= |k3| |1− α+O(ǫ)| & |k3|.
Thus for s1 − s ≤ 52 − 3b, the supremum is bounded:
sup
k
〈k〉2s1−2s
∑
k1 6=0
|n|.|k|
〈k〉−2s−2
〈k3〉2−2b . supk
〈k〉2s1−2s−6+6b+1
∑
k1 6=0
〈k1〉−2s−2
. sup
k
〈k〉2s1−2s−6+6b+1 <∞.
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