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Abstract
We establish relations of stochastic comparison among point processes elements of the set of alpha-
permanental point processes. This set contains in particular, the determinantal point processes, the Poisson
point processes and the permanental point processes. We show that these three classes of point processes
can be ordered according to the increasing stochastic order. Elementary particles provide illustrations of
some of the obtained relations of stochastic comparison.
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1. Introduction
Our primary aim is to establish relations of comparison among point processes elements of the
set of alpha-permanental point processes (also called the alpha-determinantal point processes).
The elements of this set are characterized by the fact that their correlation functions are equal to
alpha-determinants. More precisely, for a locally compact metric state space of points E , with
σ -algebra B, denote by λ a Radon measure on (E,B). LetQ be the space of nonnegative integer-
valued Radon measures (locally finite configurations with integer weights on points) on (E,B)
and F the σ -algebra generated by the counting variables on Q: NA(ξ) = ξ(A), for relatively
compact A in B. A point process is a random integer-valued Radon measure on (E,B), its
distribution is a probability on (Q,F).
E-mail address: nathalie.eisenbaum@upmc.fr.
0304-4149/$ - see front matter c⃝ 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2011.11.006
N. Eisenbaum / Stochastic Processes and their Applications 122 (2012) 952–967 953
A point process is an alpha-permanental point process if it admits correlation functions with
respect to λ and they are given by
ρ(ξ) = detα(K (x, y)(x,y)∈ξ×ξ ) (1.1)
where α is a real number, (K (x, y), (x, y) ∈ E × E) is the kernel of an integral operator K on
L2(E, λ), (K (x, y)(x,y)∈ξ×ξ ) denotes the matrix indexed by the elements of ξ with repetitions
according to their weights, and for any n × n-matrix M
detα M =

σ∈Sn
αn−m(σ )Π ni=1 Mi,σ (i)
where the summation is taken over the set of permutations of {1, 2, . . . , n} and m(σ ) is the
number of cycles of the permutation σ .
Such a point process, whose distribution is denoted by µα,K , exists under some assumptions
on α and K . We recall some of them in Section 2 and give an equivalent characterization of µα,K
in terms of Laplace transform due to Shirai and Takahashi [16].
For α = −1, one obtains the subset of determinantal point processes. This subset contains
the configurations of fermionic particles (see [14]); the joint distribution of the eigenvalues of a
GUE random matrix (see [17] for many other examples).
For α = 1, one obtains the subset of permanental point processes. The point processes
corresponding to configurations of bosonic particles belong to this subset.
As noticed by Shirai and Takahashi [16], by letting α tend to 0, one obtains the Poisson point
processes. The distribution of a Poisson process with intensity K (x, x)λ(dx) is hence denoted
by µ0,K .
The usual order on Q is defined as follows. For θ, ξ in Q: θ ≤ ξ iff for every A ∈ B, θ(A) ≤
ξ(A). A real-valued measurable function F on Q is an increasing function if F(θ) ≤ F(ξ)
whenever θ ≤ ξ .
For two point processes χ and χ˜ with respective distribution µ and µ˜, one says that χ
stochastically dominates χ˜ iff for every increasing function F on Q: E(F(χ)) ≥ E(F(χ˜)).
One writes then µ ≻ µ˜, or µ˜ ≺ µ.
According to Strassen Theorem, this is equivalent to the existence of a coupling of χ and χ˜
supported by the set {(θ, ξ) ∈ Q×Q : θ ≥ ξ}.
We want to provide some answers to the two following general problems.
Problem 1: To stochastically compare as α varies the distributions µα,K for a fixed K .
Problem 2: To stochastically compare for a fixed α,µα,K and µα,K˜ for two operators K and K˜ .
Concerning the first problem, consider µ−1,K , µ0,K and µ1,K , when they exist, for a given
K . Looking at their respective correlation functions, the only possible stochastic ordering of this
point processes should be:
µ−1,K ≺ µ0,K ≺ µ1,K .
We will see in Section 3, that this relation is not true in general. Nevertheless, we will show that
the three classes of point processes, determinantal point processes, Poisson point processes and
permanental point processes, are stochastically ordered in the following sense.
• Given a permanental point process distribution µ1,K , there exists a Poisson point process
distribution stochastically dominated by µ1,K . But a Poisson point process can never
stochastically dominate a permanental point process.
954 N. Eisenbaum / Stochastic Processes and their Applications 122 (2012) 952–967
• Given a determinantal point process distribution µ−1,K , there exists a Poisson point process
distribution that stochastically dominates µ1,K (this is a result of Georgii and Yoo [8]). But a
Poisson point process can never be stochastically dominated by a determinantal point process.
Section 3 also presents some stochastic comparisons between Poisson point processes and
α-permanental point processes with α positive and distinct from 1.
Section 4 is devoted to the second problem. We mostly have three results. The first one
stochastically compares determinantal point processes and is based on a result of Lyons [13].
The two others stochastically compare permanental point processes.
In Section 5, as an illustration of this comparisons, we show that the point processes
corresponding to the configurations of elementary particles (bosons or fermions) are
stochastically increasing with the mean density of the particles. We emphasize on the fact that this
is not an obvious property. Besides, we show that the occurrence of percolation for a population
of bosons is not correlated to the occurrence of a Bose–Einstein condensation.
Section 2 is a preliminary section where sufficient conditions of existence of α-permanental
point processes are reminded. We also set some tools to prove the above stochastic comparisons.
2. Preliminaries
As presented by Shirai and Takahashi [16], the alpha-permanental point processes are
characterized by their Laplace transform. In the definition below, an operator K on L2(E, λ)
is locally bounded if for every compact subset of E, A, the operator K A = PA K PA is bounded
(PA denotes the projection from L2(E, λ) to L2(A, λ)). The function Det denotes the Fredholm
determinant. The determinant of a square matrix M is written as |M |.
Definition 2.1. For K a locally bounded integral operator on L2(E, λ) and α a fixed number, the
distribution µα,K on Q satisfies, when it exists
Q
µα,K (dξ) exp(−⟨ξ, f ⟩) = Det(I + αKφ)−1/α (2.1)
for every nonnegative measurable function f with compact support on E, Kφ stands for the trace
class operator defined by
Kφ(x, y) =

φ(x)K (x, y)

φ(y)
and
φ(x) = 1− exp(− f (x)).
The distributions µα,K are characterized by their correlation functions (1.1). For a complete
presentation of these functions, we recommend Lenard’s papers [10,11].
2.1. Existence of µα,K
According to the computation of Shirai and Takahashi [16], the following condition (2.2) is a
sufficient condition for the existence of µα,K .
For every compact A ⊂ E , denote by K A the restriction of K to A, then,
Det(I + αK A) ≥ 0
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and for every n,Π ni=1λ(dxi ) a.e. x ∈ En
detα((Jα[A](xi , x j ))1≤i, j≤n) ≥ 0 (2.2)
where Jα[A] = K A(I + αK A)−1.
Here are several sufficient conditions on the couple (α, K ) for the realization of (2.2).
(A) α = −1, K is positive semi-definite locally trace class operator and its spectrum is included
in [0, 1].
(B) α > 0 and the integral operator K is such that Jα = K (I + αK )−1 is well defined with a
nonnegative kernel.
(C) α > 0, and there exists a positive process (ψα(x), x ∈ E) with finite-dimensional Laplace
transforms for ξ = (x1, x2, . . . , xn) in En
E(e−
1
2
n
i=1 yiψα(xi )) = |I + yKξ |−1/α
for any (yi )1≤i≤n element of Rn+ where y denotes the diagonal matrix with yi i = yi and
Kξ = (K (xi , x j ))1≤i, j≤n .
Here are some comments on these assumptions. For (ψ(x), x ∈ E) a nonnegative process, we
denote by Πψ,λ the distribution of the Cox process driven by (ψ, λ) i.e. its Laplace transform is
given by
Q
Πψ,λ(dξ)e−⟨ξ, f ⟩ = E

exp

−

E
(1− e− f (x))ψ(x)λ(dx)

.
In particular, when ψ is deterministic, one obtains the distribution of the Poisson process with
intensity ψ(x)λ(dx).
1. Under (C), µα,K is equal to Π α2 ψα,λ. The process ψα is a so-called real permanental process
with kernel (K (x, y), (x, y) ∈ E × E) and index α. Its joint moments are equal to alpha-
permanents, which means that
E(Π ni=1ψα(xi )) = per1/α

(K (xi , x j ))1≤i, j≤n

where per1/α

(K (xi , x j ))1≤i, j≤n
 = 1
αn
detα((K (xi , x j ))1≤i, j≤n). In [22], necessary and
sufficient conditions of existence of ψα are established. The assumption (C) implies the
existence of µα,q K for every q > 0. This does not imply that µα,K is infinitely divisible.
2. Shirai and Takahashi have established the sufficiency of (B). Moreover, they have noticed that
under (B), µα,K is always infinitely divisible. Note that under (B), the process ψα might not
exist and in that case µα,K cannot be the law of a Cox process.
3. Assumption (A) has been first established by Macchi [14], completed then by Soshnikov [17]
and is a necessary and sufficient condition for the existence of µ−1,K when K is a positive
definite locally trace class operator. The distribution µ−1,K is not a Cox process and it is not
infinitely divisible.
Remark 2.2. Note that Jα[A] is not the restriction of Jα to the compact A. Indeed, as precisely
noticed by Shirai and Takahashi [16], we have
Jα[A] = (Jα)A + α(Jα)A,Ac (I − α(Jα)Ac )−1(Jα)Ac,A
where (Jα)A = PA JαPA and (Jα)A,Ac = PA JαPAc .
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2.2. A sufficient condition for stochastic domination
To compare stochastically two point processes, we will use the extension of the Fortuin–
Ginibre–Kasteleyn–Holley–Preston inequality established by Georgii and Ku¨neth [7]. Their
result relies on the notion of Papangelou conditional intensity. To introduce it for a point process
µ, denote by Cµ the reduced Campbell measure of µ defined on the product space E ×Q by
Cµ(D) =

Q
µ(dξ)

x∈ξ
1D(x, ξ \ x) (2.3)
for D in the field generated by B × F .
The point process µ is said to satisfy condition (

λ) if
Cµ ≪ λ⊗ µ. (2.4)
Any Radon–Nikodym density c of Cµ with respect to λ⊗µ is called the Papangelou conditional
intensity of µ.
Definition 2.3. Let µ and µ˜ be the distributions of two point processes satisfying (

λ) with
respective Papangelou conditional intensities c and c˜. One says that µ˜ strongly stochastically
dominates µ if for every θ, ξ in Q such that θ ≤ ξ and every x element of E outside ξ \ θ :
c(x, θ) ≤ c˜(x, ξ). (2.5)
One writes then, µ≺strong µ˜, or µ˜≻strong µ.
This definition makes sense since we have
[µ≺strong µ˜] H⇒ [µ ≺ µ˜].
Indeed in the case λ is finite, Georgii and Ku¨neth have shown that (2.5) is a sufficient condition
for µ˜ to stochastically dominate µ. But one easily checks that it is still true when λ is infinite.
Note that strong stochastic domination is not an order relation because it is not reflexive.
Define the deterministic measure L on Q by
Q
f (ξ)L(dξ) =
∞
n=0
1
n!

En
f (x1, x2, . . . , xn)λ(dx1)λ(dx2) · · · λ(dxn)
for any measurable function f from Q to R+.
For any relatively compact set A of E , we set L A(dξ) = 1(ξ⊂A)L(dξ).
For µ point process distribution, denote by µA the restriction of µ to QA (QA = {ξ ∈ Q :
support ξ ⊂ A}).
Let µ be a point process distribution locally absolutely continuous with respect to L . For A
compact subset of E , the density σA of µA with respect to L A is called the Janossy density.
One shows (see for example [8]) that µA satisfies the condition (

λ) (denoted (

λA
)) iff the
set {σA = 0} is increasing.
In case (

λA
) is satisfied, the Papangelou intensity cA of µA is given (see for ex. Remark 2.7
of [8]) by
cA(x, ξ) = σA(x ∪ ξ)/σA(ξ)
for almost all (x, ξ) ∈ A ×QA such that σA(ξ) ≠ 0, and taken to be 0 if σA(ξ) = 0.
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In case (

λ) is satisfied, the Papangelou intensity c of µ satisfies for almost all couple (x, ξ)
in E ×Q
c(x, ξ) = lim
n→∞ c∆n (x, ξ∆n ), in L
1 and a.s. (2.6)
for every (∆n)n≥0, increasing sequence of compact subsets of E , increasing to E (one sees
that using for example the argument developed by Georgii and Yoo in the proof of their
Theorem 3.6 [8]).
As soon as condition (2.2) is realized, µα,K is locally absolutely continuous with respect to L
and admits as Janossy densities with respect to L A (see [16])
σA(x1, x2, . . . , xn) = Det(I + αK A)−1/α detα(Jα[A](xi , x j )1≤i, j≤n). (2.7)
When µα,K A satisfies condition (

λA
), one can hence choose for the Papangelou intensity cA
cA(x, ξ) = detα(Jα[A]({x} ∪ ξ))/ detα(Jα[A](ξ)) (2.8)
for almost all (x, ξ) ∈ A×QA, if detα(Jα[A](ξ)) ≠ 0 and is taken to be 0 if detα(Jα[A](ξ)) = 0.
Note that in general, condition (B) does not imply condition (

λA
) for µα,K . Condition (A)
implies (

λ) for µ−1,K when the spectrum of K is included in [0, 1) (see [8]).
If (α, K ) satisfies (C), then it satisfies (

λ). Indeed any Cox process satisfies (

λ).
3. Some answers to Problem 1
Assume that K satisfies (A). Hence it also satisfies (C) for α = 1. In order to compare the three
point processes µ1,K , µ0,K and µ−1,K , one first compares the respective correlation functions of
these processes. Indeed, one easily checks from the definition of correlation functions (see [11])
that an increasing order relation between the correlation functions is a necessary condition for an
increasing stochastic order relation between the corresponding point processes. Since:
det(K (xi , x j ))1≤i, j≤n ≤ Π ni=1 K (xi , xi ) ≤ per(K (xi , x j ))1≤i, j≤n,
the only possible order is
µ−1,K ≺ µ0,K ≺ µ1,K .
In case the measure λ has at least one atom, this relation cannot hold. Indeed, denote this atom
by b. The above relation would lead to the following assertion on real variables
Bernoulli(K (b, b)) ≺ Poisson(K (b, b)) ≺ Geometric(K (b, b))
which is never satisfied (just compare the probabilities to be greater than 1). Hence the above
relation cannot be true in general. But Georgii and Yoo [8] have shown, under the assumption
that the spectrum of K is included in [0, 1), that a Poisson point process, stochastically bigger
than µ0,K , dominates µ−1,K :
µ−1,K ≺ µ0,J−1 .
Using their arguments (their Theorems 3.1 and 3.6 in [8]), one can actually show that
µ−1,K ≺strong µ0,J−1 . (3.1)
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The following theorem establishes an analogous relation for permanental point processes. Indeed,
µ1,K does not dominate in generalµ0,K , but we show that it does dominate another Poisson point
process stochastically smaller than µ0,K .
Theorem 3.1.
(i) Assume that K is a positive definite integral operator; then
µ0,J1 ≺strong µ1,K .
(ii) Assume that a linear operator K with a continuous kernel satisfies (C) for every α > 0;
then for every α > 0
µ0,Jα ≺strong µα,K .
If moreover, K is symmetric, then
µ2,K ≺strong µ2,K .
(iii) Let K be a linear operator satisfying (B) for some α > 0. Assume moreover, that the kernel
of Jα is positive. We have then
µ0,Jα ≺strong µα,K .
Proof. (i) This is the consequence of (2.8) and of Lieb’s inequality [12] that is available for every
positive semi-definite matrix M , namely for every partition {I, J } of {1, 2, . . . , n}:
per(M(xi , x j )1≤i, j≤n) ≥ per(M(xi , x j )i, j∈I )per(M(xi , x j )i, j∈J ).
For every compact A, we have cA(x, ξ) ≥ J1[A](x, x). But thanks to (2.2), we have
J1[A](x, x) ≥ (J1)A(x, x). This leads to (µ0,J1)A ≺strong(µ1,K )A. In case E is not compact,
we use (2.6) to claim that for (An)n≥0 increasing sequence of compact subsets of E , increasing
to E , we have
c(x, ξ) = lim
n→∞ cAn (x, ξAn ) ≥ limn→∞(J1)An (x, x) = J1(x, x).
(ii) For every α > 0, we have µα,K = Π α2 ψα,λ, where ψα is the permanental process with
kernel (K (x, y), (x, y) ∈ E × E) and index α. By assumption for every α,ψα is infinitely
divisible. In particular, for every compact subset A of E, (ψ2(x))x∈A is infinitely divisible. It
has been shown in [3,4], that (K A(x, y), (x, y) ∈ A × A), the kernel of that infinitely divisible
permanental process, must satisfy
K A(x, y) = D(x)g(x, y)D(y)−1,
where g is the Green function of some transient Markov process with state space A and D is a
measurable function with values on R∗.
Hence,
Jα[A](x, y) = D(x)gα(x, y)D(y)−1, (3.2)
where gα is the α-resolvent associated to g. Its kernel must be hence nonnegative.
We note then that for any configuration ξ of A: detα(Jα[A](ξ)) = detα(gα(ξ)). Since the
kernel of gα is nonnegative one obtains cA(x, ξ) ≥ Jα[A](x, x). Consequently, cA(x, ξ) ≥
(Jα)A(x, x), which leads, thanks to (2.6), to µ0,Jα ≺strong µα,K .
Assume now that (K (x, y), (x, y) ∈ E × E) is symmetric. This implies that for every
compact A, K A is positive definite, and consequently J2[A] is positive definite. Let (ηx , x ∈ A)
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be a centered Gaussian process with covariance J2[A]. Thanks to (3.2) and [3] we know that
(η2x , x ∈ A) is infinitely divisible. This implies that for every finite sequence (x1, x2, . . . , xn) of
A, (J2[A](xi , x j ))1≤i, j≤n is a M-matrix (see [1]). But thanks to [9], this last property implies
that f the density with respect to the Lebesgue measure on Rn+ of (η2xi )1≤i≤n satisfies for every
y, z in Rn+
f (y) f (z) ≤ f (y ∧ z) f (y ∨ z).
Let I and J be two subsets of {1, 2, . . . , n}. Define the function β on Rn+ by β(y) = Πi∈I∩J yi .
Note that the product fβ satisfies
fβ(y) fβ(z) ≤ fβ(y ∧ z) fβ(y ∨ z) (3.3)
and that fβ
Rn+ f (x)β(x)dx
is a density function onRn+. Denote by φ a random vector ofRn+ admitting
fβ
Rn+ f (x)β(x)dx
for density. Thanks to (3.3), we see that φ satisfies the so-called FKG-inequality
and consequently (see [5]) for every couple (h, k) of increasing functions on Rn+, we obtain
E(h(φ)k(φ)) ≥ E(h(φ))E(k(φ)).
We choose the functions h(x) = Πi∈IrJ xi and k(x) = Πi∈JrI xi , to obtain
E(Πi∈I∩Jη2xi )E(Πi∈I∪Jη
2
xi ) ≥ E(Πi∈Iη2xi )E(Πi∈Jη2xi ).
Using the fact that for every subset I : E(Πi∈Iη2i ) = det2(J2[A](xi , x j )i, j∈I ) (see for exam-
ple [22]) we then obtain for any ξ and ζ finite configurations of points of A such that ξ ≤ ζ , and
any x element of A such that x ∉ ζ \ ξ :
det2(J2[A](x ∪ ξ)) (det2(J2[A](ζ ))) ≤ det2(J2[A](x ∪ ζ )) (det2(J2[A](ξ))).
We conclude that for every A: (µ2,K )A ≺strong(µ2,K )A, which leads, thanks to (2.6) to:
µ2,K ≺strong µ2,K .
(iii) Thanks to Remark 2.2, Jα[A] has also a positive kernel. Consequently the set {σA = 0}
is empty and condition (

λA
) is thus satisfied. Still because Jα[A] has a positive kernel, we
have cA(x, ξ) ≥ Jα[A](x, x). Hence cA(x, ξ) ≥ (Jα)A(x, x). We conclude as in the cases above
thanks to (2.6). 
In view of the result of Georggi and Yoo together with Theorem 3.1, one can ask whether
given a permanental point process distribution, one could find a Poisson point process that would
dominate it. Similarly given a determinantal point process distribution µ−1,K , is there a Poisson
point process distribution that µ−1,K would dominate? The answer is negative, and given by the
following theorem.
Theorem 3.2.
(i) Let K be an integral operator with continuous kernel whenever λ is diffuse. A determinantal
process with distribution µ−1,K cannot dominate a Poisson point process.
(ii) Let (α, K ) be a couple satisfying (C); then the α-permanental process µα,K cannot be
dominated by any Poisson point process.
Proof. (i) In case λ has at least one atom, it is immediate. Indeed assume that there exists a
non trivial nonnegative function (θ(x))x∈E such that the Poisson point process with intensity
θ(x)λ(dx) is stochastically dominated by µ−1,K (i.e. θ(x) > 0 as soon as K (x, x) > 0). For
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any a such that λ({a}) > 0 and K (a, a) > 0, we should have the stochastic domination of an
exponential variable by a Bernoulli variable, which obviously cannot hold.
In case λ is diffuse, assume moreover that (θ(x)x∈E ) is a continuous function. Thanks to the
continuity of the kernels, the respective correlation functions of µ−1,K and the Poisson point
process distribution, must be ordered according to the same ordering. Hence for any distinct x1
and x2 in the support of λ, we have θ(x1)θ(x2) ≤ det(K (xi , x j ))1≤i, j≤2λ a.e. (x1, x2). Using the
continuity of θ and K (·, ·), we should have θ(x1)2 = 0 which has been excluded.
(ii) Assume that there exists (α, K ) satisfying (C) and a nonnegative measurable deterministic
function θ on E such that µα,K ≺ Πθ,λ. We have µα,K = Πψ,λ, where ψ = α2ψα . For a compact
B such that

B ψ(x)λ(dx) > 0, we denote by χ1(B) (resp. χ2(B)) the number of points of
the random configuration with distribution µ1,K (resp. Πθ,λ) that fall in B. Then by Strassen’s
Theorem one would obtain χ1(B) ≺ χ2(B), and hence for every y > 0,
E[eyχ1(B)] ≤ E[eyχ2(B)] = e(ey−1)

B θ(x)λ(dx) <∞. (3.4)
But K B is a nonnegative operator. Let k0 be one of its eigenvalue and choose y such that
k0 = (ey − 1)−1. For that choice, we have Det(I + (1 − ey)K B) = 0, and E[eyχ1(B)] = ∞,
which contradicts (3.4). 
4. Some answers to Problem 2
In the case when E is discrete and λ is the counting measure, Lyons [13] has shown that for
K and K˜ , two positive contractions such that K − K˜ is positive and K and K˜ commute, we have
µ−1,K ≻ µ−1,K˜ . Based on this result, the following proposition compares two determinantal
point processes in the case when E = Rd and λ is the Lebesgue measure.
Proposition 4.1. Assume E = Rd and λ is the Lebesgue measure on Rd . Let K and K˜ be
two integral operators such that there exists a positive semi-definite integral operator M with
continuous kernel such that
K = cM(I + cM)−1 and K˜ = c˜M(I + c˜M)−1
where c and c˜ are two positive constants such that c ≥ c˜. Then µ−1,K and µ−1,K˜ exist and
µ−1,K ≻ µ−1,K˜ .
Proof. The existence of µ−1,K and µ−1,K˜ can be seen as a consequence of the work of Shirai
and Takahashi (Section 6.5 of [16]). Let A be a compact subset of E . Without loss of generality,
we can assume that A = Π di=1[a, b]. For every integer p, let (y pk )1≤k≤p a subdivision of [a, b]
such that y pi+1 − y pi = b−ap . We set ε = b−ap . Let m be the counting measure on ∪∞p=1 Ip where
Ip = {y pk , 1 ≤ k ≤ p}d . We write µ−1,K ,λ instead of µ−1,K to show the dependency with
respect to the reference measure λ. Define Mε = (M(z, y))(z,y)∈Ip×Ip and
Kε = cεd Mε(I + cεd Mε)−1
and similarly
K˜ε = c˜εd Mε(I + c˜εd Mε)−1.
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Since (I − Kε)(I + cεd Mε) = I, cεd Mε is the quasi inverse of Kε. Similarly c˜εd Mε is the
quasi inverse of K˜ε. Note that Kε and K˜ε satisfy the assumptions of the result of comparison of
Lyons [13], hence
µ−1,Kε,m ≻ µ−1,K˜ε,m . (4.1)
For any nonnegative continuous function f on Rd with compact support in A, we have
Q(Ip)
µ−1,Kε,m(dξ)e−⟨ξ, f ⟩ = det(I − Kε)
∞
n=0
1
n!

z∈I np
εdne−⟨z, f ⟩ det(cM(zi , z j ))1≤i, j≤n .
Thanks to the continuity of the kernel of M and the continuity of f and by dominated
convergence, the sum in the above equation converges to
∞
n=0
1
n!

An
e−⟨x, f ⟩ det(cM(xi , x j ))1≤i, j≤ndx
which equals Det(I + ce− f/2 MAe− f/2), where MA is the restriction of M to A. Note then that
for every ε:
1 = |(I − Kε)|
∞
n=0
1
n!

z∈I np
εdn det(cM(zi , z j ))1≤i, j≤n
hence |(I − Kε)| converges to (Det(I + cMA))−1 as ε tends to 0. Consequently the sequence
(µ−1,Kε,m)ε>0 converges weakly as ε tends to 0 to the probability measure µ
(A)
cM onQ(A) defined
by
µ
(A)
cM (dx1 · · · dxn) =
1
Det(I + cMA) det(cM(xi , x j ))1≤i, j≤ndx on A
n .
Similarly the sequence (µ−1,K˜ε,m)ε>0 converges weakly as ε tends to 0 to the probability
measure µ(A)c˜M as ε tends to 0. Since weak convergence preserves the relation of domination
(see e.g. [6, Corollary 4.7]), one obtains
µ
(A)
cM ≻ µ(A)c˜M .
We use now the statistical–mechanical approach of the determinantal probabilities done by Shirai
and Takahashi. Indeed, thanks to Theorem 6.17 in [16], as A increases to Rd , µ(A)cM (resp. µ
(A)
cM )
weakly converges to µ−1,K ,λ (resp. µ−1,K˜ ,λ). This leads to µ−1,K ,λ ≻ µ−1,K˜ ,λ. 
The following theorem is the counterpart of Proposition 4.1 for permanental point processes.
Theorem 4.2. Assume that E = Rd and λ is the Lebesgue measure on Rd . Let G and G˜ be two
positive definite integral operators such that there exists a positive semi-definite integral operator
M with continuous kernel such that
G = cM(I − cM)−1 and G˜ = c˜M(I − c˜M)−1
where c and c˜ are two positive constants such that c ≥ c˜. Then we have
µ1,G ≻ µ1,G˜ .
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Proof. We use the same kind of approximation as to prove Proposition 4.1. The only problem is
to establish the analogue of the result of comparison of Lyons. Indeed, with the notation of the
proof of Proposition 4.1, we set
Gε = cεd Mε(I − cεd Mε)−1
and similarly
G˜ε = c˜εd Mε(I − c˜εd Mε)−1
and note that both Gε and G˜ε are positive semi-definite. Hence (1,Gε) and (1, G˜ε) satisfy
(C). Consequently the point processes µ1,Gε,m and µ1,G˜ε,m exist and are Cox processes driven
respectively by (ψ,m) and (ψ˜,m). The vectors ψ and ψ˜ are permanental vectors with index 1
and respective kernels Gε and G˜ε. We want to show that
µ1,Gε,m ≻ µ1,G˜ε,m . (4.2)
To do so we are going to show that ψ stochastically dominates ψ˜ which means that for every
increasing bounded functional F on the set of measurable functions from R|Ip |+ to R:
E(F(ψ˜)) ≤ E(F(ψ)).
There exist two permanental vectors ψ1 and ψ˜1 with respective kernel cεd Mε and c˜εd Mε and
index 1. Obviously we have c˜ψ1
(law)= cψ˜1. Hence ψ1 stochastically dominates ψ˜1. Now note that
for every x = (x1, x2, . . . , xn) in Rn+, we have
I + xGε = I + xcεd Mε(I − cεd Mε)−1 = (I + (x − 1)cεd Mε)(I − cεd Mε)−1
where (x − 1) means (x1 − 1, x2 − 1, . . . , xn − 1). Taking the determinant of each part of this
equation and then the power (−1) gives
|I + xGε|−1 = E(Xe− 12
n
i=1 xiψ(i))
where X is the positive random variable with expectation 1:
X = exp

1
2
n
i=1
ψ1(i)

E

exp

1
2
n
i=1
ψ1(i)

.
This shows that the density f (resp. f˜ ) – with respect to the Lebesgue measure – of the
distribution of ψ (resp. ψ˜) satisfies f (y) = f1(y)g(y) (resp. f˜ (y) = f˜1(y)g(y)), where f1
(resp. f˜1) is the density of the distribution of ψ1 (resp. ψ˜1) and g is the increasing function:
g(y) = cste e 12
n
i=1 yi . Consequently for every increasing function F on RN (N is the cardinal
number of Ip) we have
E[F(ψ)] = E[F(ψ1)g(ψ1)]
≥ E[F(ψ˜1)g(ψ˜1)]
= E[F(ψ˜)].
Consequently ψ stochastically dominates ψ˜ . One easily checks then that this leads to (4.2).
Now for any nonnegative continuous function h on Rd with compact support in A, we have
Q(Ip)
µ1,Gε,m(dξ)e
−⟨ξ,h⟩ = 1
det(I + Gε)
∞
n=0
1
n!

z∈I np
εdne−⟨z,h⟩per(cM(zi , z j ))1≤i, j≤n .
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As ε tends to 0, the sum in the above equation converges to
∞
n=0
1
n!

An
e−⟨x,h⟩per(cM(xi , x j ))1≤i, j≤ndx
which equals Det(I − ce−h/2 MAe−h/2)−1. One shows then that (det(I + Gε))−1 converges to
Det(I − cMA) and concludes that (µ1,Gε,m)ε>0 converges weakly to a probability measure ν(A)cM
on Q(A) defined by
ν
(A)
cM (dx1 . . . dxn) = Det(I − cMA)per(cM(xi , x j ))1≤i, j≤ndx on An .
Similarly the sequence (µ1,G˜ε,m)ε>0 converges weakly as ε tends to 0 to the probability measure
ν
(A)
c˜M as ε tends to 0. We have
ν
(A)
cM ≻ ν(A)c˜M ,
and one concludes then as in the proof of Proposition 4.1. 
For K integral operator on L2(E, λ), define K + b as the integral operator with kernel
(K (x, y)+b, (x, y) ∈ E×E). The following theorem presents a sufficient condition to compare
the distributions µ1,K+b as b varies in R+.
Theorem 4.3. Let K be an integral operator on L2(E, λ) such that (1, K ) satisfies
condition (B) and there exists b > 0 such that (1, K + b) satisfies condition (C) and
E
J1(y, x)λ(dy) ≤ 1 λ(dx) a.e. (4.3)
and 
E
J1(x, y)λ(dy) ≤ 1 λ(dx) a.e.; (4.4)
then for every b ≥ 0, µ1,K+b exists and for every (b, b′) ∈ R2+ such that b ≤ b′, we have
µ1,K+b ≺ µ1,K+b′ .
If moreover (K (x, y), (x, y) ∈ E × E) is symmetric, denote by (ηx , x ∈ E) a centered
Gaussian process with covariance (K (x, y), x, y ∈ E). We have then Π 1
2 (η+r)2,λ is increasing
with r ≥ 0 with respect to the stochastic order.
Proof. Thanks to Corollary 2.5 in [4], for every b ≥ 0, (1, K + b) satisfies assumption (C),
i.e. there exists a nonnegative permanental process ψ(K + b) with kernel (K (x, y)+ b, (x, y) ∈
E × E) and index 1. Hence
µ1,K+b = Π 1
2ψ(K+b),λ.
One adds a point a to E . One sets then K (a, a) = 0 = K (a, x) = K (x, a) for every x in E , and
define the measure λε on E ∪ {a} by
λε = λ+ εδa .
We show that for every ε > 0, and for 0 < b ≤ b′:
Π 1
2ψ(K+b),λε ≺ Π 12ψ(K+b′),λε . (4.5)
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Let F be an increasing function on Q, we have, thanks to Proposition 2.4 in [4],
Π 1
2ψ(K+b),λε (F) =
 ∞
0
Π 1
2ψ(K+b)|ψ(K+b)(a)=r

,λε
(F)P(ψ(K + b)(a) ∈ dr)
=
 ∞
0
Π 1
2ψ(K+b)|ψ(K+b)(a)=r

,λε
(F)P(e(1/b) ∈ dr)
where e(1/b) is an exponential variable with parameter 1/b, independent ofψ(K+b). Moreover,
still thanks to Proposition 2.4 in [4], we know that Π
( 12ψ(K+b)|ψ(K+b)(a)=r),λε is independent of
b > 0, hence the expression:
g(r) = Π 1
2ψ(K+b)|ψ(K+b)(a)=r

,λε
(F)
is independent of b. To show (4.5) is hence equivalent to show that
E(g(e(1/b))) ≤ E(g(e(1/b′))).
Since obviously e(1/b′) stochastically dominates e(1/b), it is sufficient to show that g(r) is an
increasing function of r . We use now the assumption that J1 has a nonnegative kernel and satisfies
(4.3) and (4.4) to claim thanks to Proposition 2.4 in [2], that (1, K +1) satisfies (B). This implies
that Π 1
2ψ(K+1),λε is infinitely divisible. Copying line after line the argument developed in [2] to
prove Theorem 2.3 (more precisely that (ii) implies (iii) in Theorem 2.3), we obtain for every
r > 0 the existence of a point process with distribution νr such that
Π 1
2ψ(K+1)|ψ(K+1)(a)=r

,λε
= Π 1
2ψ(K ),λε
∗ νr ;
moreover, (νr )r>0 satisfies νr ∗ νr ′ = νr+r ′ . Consequently, Π( 12ψ(K+1)|ψ(K+1)(a)=r),λε is
increasing with r ≥ 0 with respect to the stochastic order. In particular, g(r) increases with
r and (4.5) is established.
If (K (x, y), (x, y) ∈ E × E) is symmetric, then one takes directly advantage of Theorem 2.3
in [2] to obtain the existence for every r of a point process with distribution κr2 such that
Π 1
2 (η+r)2,λ = Π 12 η2,λ ∗ κr2
with κa2 ∗ κb2 = κa2+b2 which leads for |b| ≥ |a| to
Π 1
2 (η+b)2,λ = Π 12 (η+a)2,λ ∗ κb2−a2
and hence to the announced monotonicity. 
5. The case of elementary particles
Consider a system of N identical particles following the Bose–Einstein statistics in a finite
box of Rd , with volume V at a fixed temperature 1/β. Denote by B(N , V ) the distribution
of the point process which describes the location of this particles. As N and V tend to ∞
with N/V → ρ, B(N , V ) converges to a limit bρ (see for eg. [20]). Hence the distribution
bρ corresponds to the configuration of an infinite population of bosons in Rd with density ρ
at temperature 1/β. It depends on the position of ρ with respect to ρc =

Rd
dx
(2π)d
e−β|x |2
1−e−β|x |2
(ρc <∞ only when d > 2) as follows.
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(1) If ρ < ρc: bρ = µ1,Kρ where Kρ = ℓ(ρ)J1(I − ℓ(ρ)J1)−1, J1 is the linear operator with
kernel J1(x, y) = 1(4πβ)d/2 exp(−|x−y|2/4β)with respect to the Lebesgue measure onRd , ℓ
is a positive increasing continuous function on (0, ρc] taking the value 1 at ρc and such that
limρ→0 ℓ(ρ) = 0.
(2) If ρ ≥ ρc and d > 2: bρ = µ1,K ∗ νρ−ρc where K = Kρc = J1(I − J1)−1, and for every
r > 0, νr is characterized by the following Laplace transform
Q
νr (dξ)e
−⟨ξ, f ⟩ = exp{−r(

1− e− f , (I + Kφ)−1

1− e− f )}
with Kφ =
√
1− e− f K√1− e− f .
One checks that the 1-correlation of bρ is given in both cases by ρ, i.e. bρ(A) = ρLeb(A).
In the case (2), a Bose–Einstein condensation occurs. Several authors have established
the simultaneity of the Bose–Einstein condensation and the so-called long range percolation
(see [18,21]). Here we naively ask the question of the connection of this phenomenon of
Bose–Einstein condensation with continuum percolation. One defines percolation of a point
process as the occurrence of an infinite cluster when one places virtual unit spheres centered
on the random points of the point process. The following proposition answers this question.
Proposition 5.1.
(i) The sequence (bρ)ρ>0 is increasing with respect to the stochastic order.
(ii) The occurrence of percolation for a population of bosons is not correlated to the occurrence
of a Bose–Einstein condensation.
Proof. (i) In the case when ρ ≥ ρ′ ≥ ρc, we have bρ = bρc ∗νρ−ρc and bρ′ = bρc ∗νρ′−ρc which
gives bρ = bρ′ ∗ νρ−ρ′ , and hence we obtain bρ ≻ bρ′ .
For all the remaining cases, it is sufficient to establish that if ρc ≥ ρ ≥ ρ′, then µ1,Kρ ≻
µ1,Kρ′ , which is precisely Theorem 4.2.
(ii) We show that a percolation phenomena might occur without presence of BEC and
conversely. First we know, thanks to Theorem 3.1, that µ1,Kρ stochastically dominates a Poisson
point process with intensity ℓ(ρ)
(4πβ)d/2
dx . Note then that the occurrence of an infinite cluster is an
increasing event (its indicator is an increasing function). There exists a positive constant γc such
that the percolation probability of a Poisson point process with intensity γ dx , is 0 if γ < γc and
1 if γ > γc (see [15]). One can fix the temperature 1β big enough such that 1 > (4πβ)
d/2γc.
Then one can choose the density ρ such that
(4πβ)d/2γc < ℓ(ρ) < 1.
For that choice, one obtains a percolation phenomena without Bose–Einstein condensation.
Conversely, we choose an extreme situation: a population of bosons with density ρ < γc, at 0
temperature. The distribution of the configurations of this population is a Poisson point process
with intensity ρdx (see for e.g. [2]). In this case, there is no percolation but all the population is
in a Bose–Einstein condensation state. 
Consider now a system of N identical particles following the Fermi statistics in a finite
box of Rd with volume V at a given temperature 1/β. Denote by F(N , V ) the distribution
of the point process which describes the location of this particles. As N and V tend to ∞ with
N/V → ρ, F(N , V ) converges to a limit fρ (see for e.g. [19]). Hence fρ is the distribution of
the configuration of an infinite population of fermions with density ρ. As in the bosonic example,
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ρ corresponds to the mean density of fρ . Similarly to Proposition 5.1(i), we have the following
result.
Proposition 5.2. The sequence ( fρ)ρ>0 is increasing with ρ for the stochastic order.
Indeed, we remind that fρ = µ−1,K˜ρ , where K˜ρ = m(ρ)J1(I + m(ρ)J1)−1, J1 is the linear
operator with kernel J1(x, y) = 1(4πβ)d/2 exp(−|x − y|2/4β), with respect to the Lebesgue
measure on Rd , and m is a positive increasing continuous function on R+ taking the value 0
at 0 and such that limρ→+∞ m(ρ) = +∞. Thanks to extension of the result of Lyons [13]
presented in Proposition 4.1 we have µ−1,K˜ρ ≻ µ−1,K˜ρ′ . 
Proposition 5.3. For every ρ > 0, there exists ρ′ in (0, ρ) such that
fρ′ ≺ bρ .
Proof. Assume first that ρ ≤ ρc. There exists ρ′ such that m(ρ′) = ℓ(ρ). We have ρ′ =
m−1(ℓ(ρ)) < ρ. Indeed, the functions m and ℓ satisfy (see [19])
ρ =

Rd
dx
(2π)d
m(ρ)e−β|x |2
1+ m(ρ)e−β|x |2 dx
ρ =

Rd
dx
(2π)d
ℓ(ρ)e−β|x |2
1− ℓ(ρ)e−β|x |2 dx .
Thanks to (3.1), due to Georgii and Yoo and Theorem 3.1(i), one obtains the result in this case.
For ρ > ρc, bρ ≺ bρc ≺ fρ′ , where ρ′ satisfies m(ρ′) = 1. 
Note that for every fixed ρ > 0, there exists no ρ′ big enough such that one would have
bρ ≺ fρ′ . Indeed this relation would contradict Theorem 3.2(ii) and (3.1).
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