Introduction
We are concerned with the computation of 'max weighted score' estimators that 
where t y is a binary (0-1) dependent variable, t x is an explanatory variable (a p+1- This objective function is closely related to certain objectives that are by now classic in the optimization literature, especially the 'weighted max-sat' objective (e.g., Borchers and Furman, 1999) and the max weighted feasible linear subsystems objective (e.g., Amaldi, Pfetsch and Trotter, 2003) .
When 1 t w = this estimator is the maximum score estimator of Manski (1975) estimator for the sign of the regression of v on x, as shown by Skouras (2001) . These estimators are of wide applicability, with the max score estimator having been used in empirical studies of, inter alia, work-trip mode choice (Horowitz, 1993) , residential mobility determination (Bartik et al, 1992) , idling of cement kilns (Das, 1991) , entitlement of housing benefits (Blundell et al, 1988) , forecasting of basketball games outcomes (Caudill, 2003) , contingent valuation of forest resources (Li, 1996) and welfare
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3 consequences to adult children due to taking care of their elderly parents (Kniesner et al, 2001 ). The estimator for the regression sign in the context of forecasting financial returns maximizes profits of a simple forecast-based investment strategy and is used for this purpose by traders (Skouras, 2001b) .
The difficulty in computing these estimators arises because they are step functions of the parameters which furthermore will usually have a large number of local maxima (see Pinkse, 1993 and Skouras, 2003 for visualizations of such functions). This means standard optimization algorithms will perform poorly if they tend to get trapped in local maxima or may not be applicable, for example if they require analytical gradients. These observations are well known in the context of max score estimator computation which has attracted considerable interest (see Pinkse, 1993) , and the treatment of the more general max weighted score estimators is very similar.
The most popular and probably the only widely available computational algorithm for computing max score estimators seems to be Manski and Thompson's (1986) 'great circle search algorithm' (GCS) which is implemented in LIMDEP. This is a heuristic algorithm (it does not guarantee a global optimum but is 'intuitively appealing') that has low computational complexity but does not guarantee global convergence (see Pinkse, 1993, p. 192 ) and as we shall see has poor performance in actual applications . As far as we are aware, it is the only algorithm that has been used in empirical applications of max score estimators (see Table C in our online appendix). An alternative heuristic is the smoothing procedure discussed in Skouras (2003) which however leads to exact solutions only under difficult to verify conditions. In the context of computing estimators, heuristic algorithms that guarantee only local optima are problematic because the statistical
4 properties of such procedures can differ from those of exact estimates in arbitrary ways, a point emphasized by Andrews (1997) . Unfortunately, Andrews' method for dealing with this problem is inapplicable here due to the unusual nature of the weighted score objective function. The algorithm for exact computation of the maximum score estimator suggested by Pinkse (1993) compares scores at the intersections of the T hyperplanes We suggest a new method for exact computation of max weighted score estimators by reformulating them as a mixed integer programming problem (MIP). Our method has been designed to be more efficient than HI in realistic contexts, is based on MIP solvers available in many numerical mathematics packages and is therefore very easy to implement. Intuitively, the reason our estimator can achieve an exact optimum more efficiently than HI is because it determines parameter regions in which performance is low and avoids searching in those regions (see the example of Section 2). While MIP is still rarely used by economists, the fact that MIP reformulations of economic problems can be efficient was observed at least as early as Dantzig (1960) The proposed MIP reformulation of max weighted score estimators is provided in the next section together with a very simple example that illustrates its effectiveness. In
Section 3.1 we use our software to re-compute the estimates in Horowitz's (1993) 
Mixed Integer Programming formulation of max weighted score estimators
For simplicity in what follows we will assume that the sign of 0 β is known on a priori grounds to be positive so 0 β =1 (this negative case can be handled by multiplying x 0 by minus one). This is quite usual in practice and will often be the basis for choosing which variable will have the normalized parameter (i.e. be assigned to x 0 ). However, if such a priori information does not exist for any variable we would need to solve the max weighted score estimation problem twice, one for each possible value of 0 β .
It is straightforward to verify that an equivalent expression for the max weighted score estimator is:
( 1 2 Notice that this objective function is linear in decision variables (the step function has been eliminated) while some, but not all, decision variables are now constrained to be integer (in fact binary) variables. This linear mix of integer and continuous variables together with the disjunctive constraints represents a reformulation of our objective as a classic 'mixed integer linear program with disjunctive constraints' (Nemhauser and Wolsey 1999, p. 12) .
Notice that if we relax the constraints on the z t 's they become continuous variables in [0,1] and the optimization problem becomes a standard linear programming problem which is easy to solve. The maximum of the relaxed problem will always be larger than 7 the maximum of the actual (more constrained) problem and this is exploited by standard MIP solvers such as brand-and-bound to easily eliminate directions of search in which the actual objective must be small since even the relaxed objective is small. In what follows we illustrate with a very simple example how the reformulated max weighted score estimation problem can be solved with a simple branch-and-bound algorithm, noting that the solvers used by our code are sophisticated refinements of the same approach.
Example: Consider data such that
and B = [-5,5 ]. In such a trivially small max score estimation problem a solution can be obtained effectively in a number of ways. The purpose of this example is only to illustrate the mixed integer linear program with disjunctive constraints formulation and how it can be solved; according to (2), max score estimation requires the solution of and comparing these eight maxima to find the global maximum. A more intelligent branch-and-bound solution method with relaxations involves searching along the eight combinations by solving only four linear programs as follows:
Step 1: Solve the linear program (LP) produced by fixing z 1 to 1 and relaxing variables Step 2: Now fix also z 2 to 1 allowing z 3 to be in Step 3 Step 4: In addition to the above, fix also z 3 to 1 to try a combination that satisfies all the constraints of the actual problem. A (non-unique) solution is at [1,0,1,-2] with score 2.
Step 5: A solution with [z 1 , z 2 , z 3 ]=[1,0,0] would have a score of one which is less than that at the parametrization of Step 4 so we do not need to solve the LP for this combination.
Step 6: Analogously to Step 1, we now fix z 1 at 0 and relax variables z 2 ,z 3 to take any value in [0, 1] . This LP is solved at [0,0.75,1,1] with a score of 1.75. This is lower than the solution of
Step 4 which provides us with a score maximizing parameter β 1 =-2 since imposing constraints on z 2 , z 3 cannot possibly help.
We see that max score estimation was achieved using a branch-and-bound algorithm that required solving four trivial LP problems and just a few additional operations. In fact, MIP solvers will typically use heuristic refinements on branch-and-bound that can achieve large reductions in computation time.
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Application: Computation of max score estimates
In order to assess the practical usefulness of the MIP formulation of the max weighted score estimator, we study in detail the computation underlying Horowitz's (1993) widely cited max score estimation of a work-trip mode choice model for Washington DC (also appearing in Horowitz (2004) , Gozalo et al (2000) and McDonald (1996) ). Our aim is to
show that in a relevant problem the computational procedure we propose is practical, effective and a significant improvement over currently used methods. In our online appendix B we also provide results based on simulated data which agree qualitatively with the conclusions drawn in the context of this application.
The results reported below solve our MIP with disjunctive constraints formulation of max weighted score estimators by calling GAMS XPRESS -a widely available commercial solver for MIP problems (using a branch-and-cut technique, a variant of the branch-and-bound algorithm described in the example of section 2; see e.g. Williams (1985) , pp.157-161). The code for obtaining these results has been included in the GAMS model library since Distribution 22.6 and is also available together with a similar opensource Fortran implementation in our online appendix. Commercial MIP solvers tend to be faster than the best open-source competitors, hence we have provided code that works with either. A convenient feature of wither implementation is that they also provide the user with an upper bound on the underperformance relative to the global optimum should there be a computation time constraint that does not allow the computation of the global optimum. Table 1 reports published computed estimates from Horowitz (1993) , estimates based on the LIMDEP implementation of the max score estimator (which uses essentially the same algorithm as Horowitz), and our own exact results. Horowitz reports computing these using code provided by Manski and Thompson that has been widely used, including Manski and Thompson (1986) , Bartik et al (1992) and Das (1991) . In order to impose a plausible constraint on B, we standardized variables to mean zero and unit standard deviation and (very conservatively) allowed each parameter to be in the range [-10, 10 ] so that parameters were allowed to be an order of magnitude larger than the standard deviations in the raw data. Estimates obtained after this normalization also facilitate comparison of the relevance of each variable on the score.
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Evidently, the published analysis would lead to the conclusion that DCOST and CARS are the most significant determinants of work-trip mode choice; we might easily arrive at the conclusion that DCOST is by far the most significant determinant of work-
11 trip mode choice since its parameter is twenty time larger than the next largest parameter (for CARS) with standardized data. This conclusion is also likely to emerge from LIMDEP estimates which however are even more puzzling in that they suggest the effect of CARS is negative; we have not attempted to evaluate statistical significance of the estimates because it is now known -as opposed to the time of publication of the original study -that standard errors for max score estimates are difficult to estimate, even with bootstrapping (Abrevaya et al, 2005) . In contrast, our exact estimates indicate that CARS is by far the most important variable, and that probably the only factor of any relevance to work-trip mode choice is whether at least one car is owned -if CARS is one or larger the other variables must take on extremely negative values for the model to predict that 
Performance analysis of MIP approach
Having shown in the previous section that applications of the max score estimation should be based on exact estimates and that these can be achieved using a MIP approach, we now examine its time-performance. The computation of exact estimates using the GAMS XPRESS MIP solver (version 15.25) required significant computation time: on a standard (Windows XP) notebook with a 1.73 GHz Pentium M processor and 512MB
RAM it took approximately 10.5 hours (37,516 CPU seconds to solve approximately 5 million linear programs). The total computation time depends on the quality of the solver used and we observed significant speed-ups with the CPLEX 11 solver and slow-down with the open-source SCIP solver. It is also crucial to note that in our experiments we observed that the exact maximum can often be obtained very quickly, within a few
minutes, but what takes longer is for the algorithm to prove that the maximum found is indeed exact; this suggests that satisfactory results are obtainable even with severe computation constraints.
It is relevant to address the issue of how algorithm performance scales across the range of sizes of realistic applications and compare this with the performance of the only alternative available algorithm for computing exact estimates, i.e. Pinkse's (1993) HI algorithm, implemented by us in Fortran. As we discussed in the introduction for problems of the order of the work-trip mode choice application the HI algorithm will be unacceptably slow for most users with access to standard technology. Indeed, the exact HI Fortran algorithm took 658,001 CPU seconds to solve approximately 21 billion 4-by-4
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13 linear systems -which is an order of magnitude slower than the MIP approach. In what follows, we evaluate the robustness of this result in realistically sized applications. We do not provide comparisons to results from GCS computations since we have already seen that such computations tend to be extremely inaccurate.
As it happens, the work-trip mode choice application of the previous subsection is average sized relative to the published literature. In order to gauge the scalability and randomness in performance across realistic applications, we performed a small Monte Carlo study the results of which are reported in Table 2 . Specifically, ten samples of size 250, 500 and 1000 were randomly constructed by sampling without replacement from the data of the previous subsection. Since the original data contained only 842 observations, From Table 2 two clear qualitative conclusions emerge: First, even for very small estimation problems the HI algorithm has no advantage over the MIP formulation. More importantly, it scales much worse than the MIP formulation and is probably impractical for most users if there are either more than 500 observations or more than three estimated parameters (the performance differential increases much more dramatically with the number of estimated parameters than sample size). Second, the MIP performance can 14 vary significantly from one data set to another, whereas the HI algorithm's performance is practically constant. This is not surprising since the MIP algorithm exploits samplespecific features of each optimisation to avoid unnecessary computations whereas the HI algorithm involves computations the number of which is invariant across problems of the same size.
Without emphasising quantitative differences in algorithm performance (since these can depend significantly on our software and hardware implementations which however are almost certainly advantageous for the HI algorithm) we can confirm what is expected from complexity considerations, i.e. that for medium sized problems the HI algorithm becomes impractical. But exact rather than heuristic computation of max score estimators is definitely necessary so computing max score estimators as MIP may be the only viable approach in realistically sized applications.
Concluding remarks
The purpose of this note is to communicate the observation that max weighted score estimators can be computed exactly using mixed integer programming methods and that this is practical in realistic applications. We apply our proposed MIP approach to max score estimation of a widely cited work-trip mode choice model and find our exact estimates lead to a different economic interpretation than published approximate estimates. In particular, for the vast majority, commuting by car occurs if and only if at least one car is owned, presumably because the decision to buy a car is very closely tied with the desire to drive to work; contrary to what was previously believed, travel costs and the total number of cars add no additional information. This illustrates the importance of exact computation of estimators emphasized also by Andrews (1997) Horowitz (1993) as computed by an alternative implementation of GCS. The parameters are reported for raw and standardised (to mean zero and unit standard deviation) data. In an auxiliary analysis we exhaustively searched the parameter space (for the standardized regressors) and found that the parameter region in which the exact maximum and near maxima are achieved is both narrow and unique. In total, 4,955,300 nodes are solved and account for 37516 CPU sec. The run was executed on a notebook with a Pentium M technology processor of 1.73 GHz and 512MB RAM running Windows XP using GAMS XPRESS software.
