We prove the equivalence between the Ring Learning With Errors and Polynomial Learning With Errors problems for some infinite families of cyclotomic number fields. Likewise, we give an asymptotic weakened version of this equivalence for all but finitely many degrees of cyclotomic polynomials.
Introduction
The Ring Learning With Errors problem in its several fashions (primal, dual and polynomial, decisional or search) are the foundations of some of the most promising and versatile public key cryptosystems, signature and key exchange protocols for the postquantum era. This is easily seen in the list of the surviving contenders (at the time of writing) in the last NIST public contest, which started in November 2017: in January 2019, the results of its second round were made public and taking into account the attacks and feedback to the surviving proposals of the first round, 26 proposals passed this new sieve. The numbers of remaining proposals (at the time of writing) within each category are listed in the following table:
As we can see, the lattice-ased category, and within it, the RLWE/PLWE subcategory remains the strongest contender in terms of number of surviving proposals. 1 These numbers justify the enormous interest in the investigation of the various open ends and problems in RLWE. One of these open ends is the relation between two of its versions: the RLWE problem, which is formulated in terms of rings of integers of algebraic number fields and the PLWE version, in terms of rings of polynomials. Even when the number field is monogenic, namely, the rings defining the two problems are isomorphic, the error distributions are very different in both scenarios. Although equivalences between dual/primal RLWE, dual/primal PLWE, decisional/search RLWE and decisional/search PLWE have been established (see [10] and [3] ), the equivalence between RLWE and PLWE has only been shown for a restricted (although infinite) class of number fields. Even in the cyclotomic case, the first introduced in RLWE in the seminal paper [6] , very little is known -or formally proved and published-apart from the power of two case, for which the distortion between the canonical and the coordinate embedding is a scaled isometry. This problem, even for the cyclotomic cases seems a difficult one. The ideas in [3] can be applied to show the equivalence for cyclotomic number fields of degree 2 k p or 2 k pq with p, q primes and q < p as well as to give a proof of a subexponential equivalence (in terms of noise growth). But if by tight equivalence we understand that a solution for PLWE can be turned in polynomial time into a solution for RLWE with a noise increase which is polynomial in the degree, we are far from a general solution even for cyclotomic number fields. And there is a good reason to be interested in such an equivalence: in [1] , it is shown how the arithmetic of several polynomials rings leads to very efficient cryptographic designs, making the polynomial rings more amenable for computer implementations than ideals in rings of integers of number fields.
Our contribution is as follows: first, we prove that RLWE and PLWE are equivalent via a polynomial noise increase in the cases where the degree is the product of arbitrary powers of at most three primes and show that the general power case can be reduced to the square-free case in a surprising way: up to a square factor in the degree, only the radical (the product of its different primes) contributes to the noise increase. We suspect that this is the case in general but at the moment a proof seems very far off. Secondly, after highlighting the main obstruction to prove the equivalence for arbitrary degree, we give a proof of an asymptotic subexponential equivalence. Our methods are different from those in [3] , since we purely use several known algebraic properties of the cyclotomic polynomials, some delicate bounds and arithmetic estimates for the divisor and Euler's φ function and a careful analysis of the coefficients of the cyclotomic polynomials in terms of the roots via Vieta's formulas, an idea which was used in [10] in their proof of the equivalence for the family considered there, which we also recall here in Section 3, but the precise shape of the polynomials they start with makes the use of Vieta's formulas more or less direct, something which does not happens in the cyclotomic case.
The organisation of our work is as follows: in Section 2 we give a summary of the key concepts and facts of algebraic number theory necessary to introduce the RLWE/PLWE problem, which we recall here. We focus on the study of cyclotomic number fields for obvious reasons. Section 3 explains what is understood by equivalence, and how it relates to the monogeneicity property and the condition number of a certain Vandermonde matrix. We recall the equivalence for the power of two cyclotomic case (and give a proof for the convenience of the reader) and for the family studied in [10] . Section 4 contains our main theorems: Theorem 3.9 for prime powers, Theorem 3.12 for products of two prime powers and Theorem 3.15 for products of three prime powers. We highlight what is the main obstruction to tackle the general case with our methods: the Bunger-Lehmer's Theorem (as well as newer results, like Theorem 3.16), which sadly ensure that the coefficients of cyclotomic polynomials can grow very fast, so that our bounds do not hold beyond products of three primes. We close by proving that at least, for all but finitely degrees the condition number and hence the noise increase is subexponential (Theorem 3.20). Our proof uses a theorem by Hardy-Wright (Theorem 3.17) and some asymptotic estimates for the prime divisor function ω.
Prolegomena
We start with the definition of lattice that we will use in our study: Definition 2.1. A lattice is a pair (Λ, ρ), where Λ is a finitely generated abelian group and ρ : Λ → (R n , +) is a group monomorphism. When the rank of Λ is n, the lattice is said to have full rank. Problem 2.2 (SVP). The shortest vector problem (SVP) is, on input of a full rank arbitrary lattice Λ together with a basis, to determine a vector x ∈ Λ with length 2 λ 1 (Λ). For γ > 0, the γ-approximate shortest vector problem (γ-SVP) is to determine a non-zero vector x ∈ Λ with length smaller than γλ 1 (Λ)
In [2] is proved that SVP is NP-hard. Hence, if P = N P , this problem cannot be solved in polynomial time. In [9] , the NP-hard nature of SVP is used to produce a provably secure lattice based-cryptosystem based on the Learning With Errors Problem (LWE). 3 However, this cryptosystem presents a quadratic overhead in the size of the public key which renders it unfeasible in scenarios where high speed computations are required over a very large plaintext set, such as election systems (e-voting/i-voting). To tackle this unfeasibility, Lyubashevsky et al ( [6] ) introduced the RLWE and PLWE problems, whose security is backed on a restricted version of SVP, as we will recall in Section 2.2.
2.1.
Relevant facts of algebraic number theory. Readers who are familiar with this material can safely skip it; all our notations are standard. Readers who are not so familiar are referred to [12] , Chapter 2 for more details.
2.1.1. Algebraic number fields. An algebraic number field is a field extension K = Q(θ)/Q of some finite degree n, where θ satisfies a relation f (θ) = 0 for some irreducible polynomial f (x) ∈ Q[x], which is monic without loss of generality. The polynomial f is called the minimal polynomial of θ, and n is also the degree of f . Notice that K is in particular an n-dimensional Q-vector space and the set {1, θ, ..., θ n−1 } is a Q-basis of K called the power basis. Notice that associating θ with the indeterminate x yields a natural isomorphism between K and Q[x]/f (x).
A number field K = Q(θ) of degree n has exactly n field embeddings (field monomorphisms) fixing the base field Q, which we denote σ i : K → Q, where Q stands for an algebraic closure of Q, fixed from now on. These embeddings map θ to each of the roots of its minimal polynomial f . The number field is said to be Galois if K is the splitting field of f , or equivalently if the images of all the embeddings coincide.
An embedding whose image lies in R is called a real embedding; otherwise it is called a complex embedding. Since non-real roots of f come in conjugate pairs, so do the complex embeddings. The number of real embeddings is denoted s 1 and the number of pairs of complex embeddings is denoted s 2 , so we have n = s 1 + 2s 2 . The canonical embedding σ : K → R s 1 × C 2s 2 is then defined as
3. An algebraic integer is an element of Q whose minimal polynomial over Q has integer coefficients.
Let O K ⊂ K denote the set of all algebraic integers in K. This set forms a ring under addition and multiplication in K ( [12] , Theorem 2.9), called the ring of integers of K. It happens that O K is a free Z-module of rank n, i.e., it is the set of all Z-linear combinations of some (non-unique) basis B = {b 1 , ..., b n } ⊂ O K of K ( [12] , Theorem 2.16). Such a set B is called an integral basis.
Example 2.4. Let n > 1 be an integer. The set of primitive n-th roots of unity (those of the form θ k = exp(2πi)k/n, with 1 ≤ k ≤ n coprime to n) forms a multiplicative group of order m = φ(n). The n-th cyclotomic polynomial is
This is the minimal polynomial of θ k for each k, so that K = Q(θ k ) is an algebraic number field of degree m. It can be proved ( [12] 
Proposition 2.5. Let q be any prime. Then: a) If p = 2, then for any k ≥ 2, it is
Proof. For p = 2, X 2 k−1 + 1 is irreducible via Eisenstein criterion after change of variable X = Y + 1. Likewise, this polynomial vanishes at each 2 k -th primitive root of unity. A similar argument holds for p > 2 and k = 1, and using properties of the geometric series, we can reduce to this argument for each k ≥ 1. For details, check [13] Ch. II.
The following result will also be useful later on: 
In addition, if we write m = q r 1 1 · · · q r l l with q 1 , · · · , q l different primes and denote rad(m) := p 1 · · · p l , then
for some α ∈ K is said to be monogenic.
The defect in being monogenic is measured somehow by the following ideal:
, the conductor ideal is defined as
2.1.2. Norm, trace and discriminant. Definition 2.9. Let K be a number field of degree n, and O K its ring of integers. Given an element α ∈ K, its norm is defined as the product
and it trace is
The discriminant of K 4 , denoted ∆ K is the square of the determinant of the following matrix: 
where {θ 1 , ...θ n } is an integral basis of O K . Since lattice base-change matrices are unimodular, the definition does not depend on the choice of the basis.
2.1.3. Ideals and ideal lattices. If R is a discrete ring (free and finitely generated as abelian group), for an embedding σ : R → R n , (R, σ) is a lattice. An ideal lattice for (R, σ) is a pair (I, σ| I ) for I an ideal of R. When R = O K for a number field K, the canonical embedding σ provides in a natural way an ideal lattice for each ideal I of R.
Notice that for the canonical embedding, multiplication and addition are preserved component-wise. For instance, for the ring Z[X]/(X m +1), for m = 2 l , the coordinate embedding does not preserve addition and multiplication componentwise: multiplying by X, for instance, is equivalent to shifting the coordinates and negate the independent term. This is one of the advantages of using the canonical embedding.
2.2.
Ring learning with errors in its several variants. Let K = Q(α) be a number field of degree n fixed for the rest of the section unless otherwise stated, and let O K be its ring of integers.
The restriction of the canonical embedding to this suborder provides also a lattice. A very common choice is f (X) = Φ p k (X), the p k -th cyclotomic polynomial for p prime, and among this family is even more common the choice p = 2 (see [11] ). . Let K be the m-th cyclotomic number field of degree n = φ(m) and R = O K its ring of integers. Let α < log n/n and let q = q(n) ≥ 2, q ≡ 1 (mod m) be a prime bounded by a polynomial in n such that αq ≥ ω( √ log n). There is a polynomial time quantum reduction fromÕ( √ n/α)-SVP on ideal lattices of K to the decisional RLWE problem for K and χ α , where χ α is a discrete Gaussian of 0 mean and variance-covariance matrix with diagonal elements bounded in absolute value by αn 1/4 . 5
In [8] Theorem 6.2, the authors build on the same number-theoretical kind of arguments as in [6] to prove an analogue of 2.12 for non-cyclotomic Galois number fields.
Equivalence between formulations
In [6] , the RLWE problem for cyclotomic number fields K is defined via the
with respect to the trace map. Working with this ring involves certain technicalities that he have avoided here. In any case, both problems, the one presented here and the original one are proved equivalent ([10] Theorem 2.13). Moreover, in [10] , the equivalence between RLWE and PLWE is studied and proved for certain families of polynomials. By equivalence we mean that every solution for PLWE can be turned in polynomial time into a solution for RLWE (and viceversa), incurring in a noise increase which is polynomial in the number field degree.
The ring Z[X]/(f (X)) is identified with a subring of O K via evaluation at θ. They are isomorphic precisely when K is monogenic. But, as lattices, Z[X]/(f (X)) is endowed with the coordinate embedding while O K is endowed with the canonical embedding, and the evaluation morphism causes a distortion between both. Explicitly, the transformation between the cofficient embedding and the canonical embedding induced by evaluation at θ is given by
where θ = θ 1 , θ 2 , ..., θ n are the Galois conjugates of θ. Namely, the transformation V f is given by a Vandermonde matrix.
The noise growth will remain limited whenever ||V f || jointly with ||V −1 f ||, or equivalently ||V f ||||V −1 f || are relatively small (by || || we denote here the Frobenius matrix norm, namely, ||A|| = T r(AA * ), where A * is the conjugate transposed of A). Due to its central role in the analysis of the PLWE/RLWEequivalence, the following definition is in order: In the monogenic case, the problem of the equivalence is reduced to show that Cond(V f ) = O(n r ) for some r independent of n. The non-monogenic case is more delicate and can be split in two subproblems: The P LW E σ problem is defined exactly as the RLW E problem but the samples are taken from integral elements which are polynomial expressions in θ (with coefficients in Z), and the discrete Gaussian is supported on the lattice corresponding to the Galois embedding (see [10] Section 4 for details). As for the RLW E/P LW E σ -equivalence, the following result is useful: ). Let Σ be a positive definite real n × n matrix corresponding to a Gaussiann distribution χ and assume that t ∈ C O is such that tC O −1 + qO K = O K . Then the map (a, b) → (ta, t 2 b) transforms a RLW E oracle A s,χ to a P LW E σ -oracle B ts,χt , where χ t is a zero mean Gaussian with variance-covariance matrix Σ t = diag(|σ(t i )| 2 )Σdiag(|σ(t i )| 2 ).
Hence, to ensure equivalence in this first layer, we need to produce an element t ∈ C O with small norm, namely, such that N (t) = O(n r ) for some r independent of n. It is easy to prove that N (f ′ (θ)) = [O K : O]∆ K ∈ C O but this number increases very fast with n, hence we cannot gran a polynomial bound. A probabilistic argument to produce such a t with non-negligible probability can be found in [10] Thm. 3.1., which together with Prop. 3.2 solves this layer equivalence. Remark 3.3. A tentative non-probabilistic approach might be as follows: starting from t = N (f ′ (θ)), choose a non-torsion unit ε ∈ O * K , which can be taken without loss of generality to have ||ε|| < 1. By Dirichlet's units theorem, this is possible for n ≥ 3 (or for real fields if n ≥ 2). It is left to choose k ≥ 1 such that N (ε k t) ≤ 1, which can be easily done. The difficult task is to produce a non-torsion unit.
3.1.
A warm-up example and some consequences [cf. [10] , Section 4]. Denote φ n,a (X) = X n − a, with a ∈ Z \ {0} square-free, and let K φn,a be its splitting field. RLW E/P LW E σ . Example 3.4. There is equivalence between RLWE and PLWE for K φn,a : although this field need not be monogenic, use Prop. 3.2 and the probabilistic argument of [10] Thm. 3.1 to show the equivalence of RLW E/P LW E σ for this field. Secondly, one can bound the condition number of the corresponding Vandermonde matrix polynomially in n.
In fact, Example 3.4 can be used to produce a family of polynomials where RLWE-PLWE equivalence is attained. The idea is to add to φ n,a a certain family of polynomials with degree smaller than n and to approximate the roots via Rouché theorem: . There is a polynomial quantum reduction algorithm from decision (resp search) RLWE in K to decision (resp. search) PLWE for f (x), where K is the splitting field of f (x), for an infinite family of polynomials, in particular for the family x n + xp(x) − r where n ≥ 1, p(x) runs over polynomials with deg(p(x)) < n/2 and r runs over primes such that 25||p|| 2 1 ≤ r ≤ s(n) 6 , with s(x) a polynomial. Notice that there is a trivial reduction from PLWE to RLWE.
3.2.
The cyclotomic case. As seen in Example 2.4, the n-th cyclotomic field K n is monogenic, and the morphism of evaluation at ζ is an isomorphism between Z[X]/(Φ n (X)) and O Kn . But, as lattices Z[X]/(Φ n (X)) is endowed with the coordinate embedding while O Kn is endowed with the canonical embedding, and the evaluation morphism causes a distortion between the embeddings. Explicitly, the transformation between the cofficient embedding and the canonical embedding induced by evaluation at ζ (recall that m = φ(n)) is given by the Vandermonde matrix
It is immediate to check that
The expression of V −1 Φn in terms of the adjoint-transposed of V Φn , together with the formula for the Vandermonde determinant gives, writing V Φn = (w ij ),
where e m−i (ζ j ) is the m−i-th elementary symmetric polynomial in m−1 variables evaluated at (ζ 1 , ..., ζ j−1 , ζ j+1 , ...ζ m ).
Remark 3.6. Notice that the denominator equals Φ ′ n (ζ j ).
For general moduli n it seems difficult to upper bound these numerators, since coefficients of cyclotomic polynomials can vary very irregularly with n. In the next subsections we tackle several doable cases. We will use the following helpful result: 
Proof. For i = 1, m the result is obvious, as E 1 (ζ) and E m (ζ) are respectively the trace and norm of any of the ζ k . For 1 < i < m, E i (ζ) is the sum of a) products of polynomial expressions in the roots of degree i containing ζ j , namely ζ j e i−1 (ζ j ) and b) products of expressions, also of degree i not containing ζ j , namely e i (ζ j ).
3.2.1.
The 2-power case. The case where n = 2 k , so that m = 2 k−1 , is far easier. First, from Prop. 2.5 a) we have that Φ n (X) = X m + 1. Proof. To see that V Φn is a scaled isometry, observe that when we multiply V Φn by its conjugate transposed, the elements over the diagonal in the product matrix are identically m, and outside the diagonal, the element in position (i, j) in the product matrix equals
But since ζ i are n-primitive roots (and so are ζ i ), then ζ m i = −1 and the sum vanishes. Hence, it is V Φn V * Φn = mId, and m −1/2 V Φn is an isometry. For the condition number, we write V −1 Φn = m −1 V * Φn , hence ||V −1 Φn || = 1. By Eq. 3.3, the result follows.
3.2.2.
The p-power case. The case n = p k , with p ≥ 3 prime is more complicated but still doable; in particular, V Φn is not a scaled isometry any more. Denote as usual m = φ(n) = p k−1 .
Let us tackle first the case k = 1, p ≥ 3. First E i = 1 for 1 ≤ i ≤ p − 1. So, applying Eq.3.5 backwards, we obtain:
Hence by Rem. 3.6, differentiating the expression Φ p (X) = X p −1 X−1 and evaluating at ζ j , we obtain:
Next, we tackle the general power case.
Theorem 3.9. Let n = p k and m = φ(n) = p k−1 (p − 1) for a prime p > 2 and k ≥ 1. Then Cond(V Φn ) =≤ 2(p − 1)m.
Assume k > 1. By Prop. 2.5 b) we have that E jp k−1 = 1 for 0 ≤ j ≤ p − 1 and E r = 0 for the rest of indices 1 ≤ r ≤ (p − 1)p k−1 − 1. So, applying Eq.3.5 recursively and backwards, we obtain:
again for 1 ≤ r ≤ p k−1 . Iterating the argument, we have:
for 1 ≤ r ≤ p k−1 and for 1 ≤ l ≤ p − 1. Hence, notations as in 3.4,
Φn || ≤ 2(p − 1). Now the result follows.
3.2.3.
Other cyclotomic cases. Beyond the p-power cyclotomic case, there are two essential difficulties to control the condition number: first, not having a small bound on the coefficients of the cyclotomic polynomial makes difficult to treat the symmetric functions e j (ζ j ) in Eq 3.4. Second, the denominator Φ ′ n (ζ j ) is also difficult to control, due to the number of possible divisors of n. The problem of deciding for which families of cyclotomic polynomials the condition number is polynomially bounded seems a difficult one. Next we examine two cases where we can still control it.
First, when n is the product of at most two odd prime factors, by a 1883 result by Migotti, the coefficients of the cyclotomic polynomial belong to the set {0, ±1}. In this case we have the following resul: Proposition 3.10. For n = pq and m = (p − 1)(q − 1), it is
Proof. By the same argument as in the previous subsection, Eq. 3.6, it is
Remark 3.11. If n = 2pq, for odd p and q, it is easy to see that Φ n (X) = Φ pq (−X), so a minor modification of our previous analysis still applies and Cond(V Φn ) ≤ 2m 3 .
So, for the general power case, we have the following result.
Theorem 3.12. Let n = p k q l , with odd primes p and q and n = φ(n). Then
Cond(V Φn ) ≤ 2φ(rad(n))m 2 .
Proof. The case k = l = 1 has been tackled above, so now, we use Prop. 2.6:
hence by Migotti's theorem, the coefficients of Φ n (X) lie in {0, ±1} and by using recursively Eq. 3.5 we have the (very pessimistic but enough) upper bound
Hence
which by Prop 2.5, equals
hence ||V −1 Φn || ≤ 2φ(rad(n))m and the result follows.
The coefficients of cyclotomic polynomials Φ pqr were studied by Bang in 1895. Namely, if for the n-th cyclotomic polynomial Φ n we define A(n) as the maximum of the coefficients of Φ n in absolute value, the following holds: Theorem 3.13 (Bang, 1895). For three different odd prime numbers p < q < r, it is
In this case, we have:
Proof. Applying recursively Lemma 3.5, we obtain that |e i (ζ j )| ≤ (m − i)(p − 1). To bound the denominators in Eq. 3.4, we apply the Prop. 2.6, which is our case gives:
Now, taking the derivative and evaluating at ζ j , we obtain:
.
Hence, a pessimistic but valid upper bound is:
And for the general power case:
Proof. The case k = l = t = 1 has been treated above and we can assume k, l, t > 1. In this case, by applying Eq. 3.5 as usual we upper-bound
As for the denominator, from Prop. 2.6:
and since ζ p k−1 q l−1 r t−1 j is a primitive pqr-root of unity, by Eq. 3.8, and by Eq. 3.7we can write
and the result follows.
As stated before, the general case seems much more difficult due to the Bunger-sLehmer Theorem, which states that the cyclotomic polynomials, taken over all products of three distinct primes, contain arbitrarily large coecients, or more discouragingly, the more recent result: Theorem 3.16 (Maier [7] ). For any N > 0, there are c(N ) > 0 and x 0 (N ) ≥ 1 such that for all x ≥ x 0 (N ), it is |{n ≤ x : A(n) ≥ n N }| ≥ c(N )x.
3.2.4. Asymptotic subexponential equivalence. On the opposite direction to Bungers-Lehmer's Theorem and Theorem 3.16, we have the following result at our hand, which allows us to close our exposition with a proof of an asymptotic RLWE/PLWE subexponential equivalence, meaning that the increase in noise from both problems, as described by the condition number is at most subexponential in the degree.
Theorem 3.17 ( [5] , Sections 22. 10-22.11) . For each function Ψ : N → R such that lim n→∞ Ψ(n) = ∞, there exists n 0,Ψ ≥ 1 such that for n ≥ n 0,Ψ , it is A(n) ≤ n Ψ(n) . Lemma 3.18. For each n ≥ 2, denote m = φ(n) and by e i,n (ζ j ) the i-th elementary symmetric polynomial in m−1 variables evaluated at (ζ 1 , ..., ζ j−1 , ζ j+1 , ...ζ m ), where {ζ k } m k=1 are the m-th primitive roots of unity. Then, there exists n 0 ≥ 1 such that for n ≥ n 0 , it is |e i,n (ζ j )| ≤ m 4log(m)+1 .
Proof. Take Ψ(n) = log(n) in Thm. 3.17. By Eq. 3.5 it is |e i,n (ζ j )| ≤ mA(n) ≤ mn log(n) by Theorem 3.17. Now by the well-known estimate φ(n) ≥ √ n the result follows.
In the next result we are going to use the following: It is well known that ω(m) = O(log(m)/log(log(m)). An argument for this is as follows: for any x ∈ R denote by x♯ its primorial, namely, the product of all the primes below x. Then (3.9) ω(n) ≤ ω(log(n)♯) = π(log(n)) ≈ log(n) log(log(n)) ,
where π(n) stands for the number of primes below n and the asymptotic last approximation is due to the Prime Number Theorem, and also by expression of the residue in the Prime Number Theorem gives ω(m) = O(log(m)/log(log(m)).
Theorem 3.20. There exists n 0 ≥ 1 such that for n ≥ n 0 , it is Cond(V Φn ) = O(m km ), where m = φ(n) and k m ≤ 5log(m) + 3.
Proof. Due to Lem. 3.18, it is enough to show that 1/|Φ ′ n (ζ j )| = O(m rm ) where r m ≤ log(m). We are going to show that indeed we can take r m = ω(m).
We tackle first the square-free case by induction over the number of prime factors, r = ω(n). For r = 1, 2 and 3 the result has been proved in propositions 3.10 and 3.14. Now, assuming the result for r = k, using Prop. 3.5, and taking the derivative at ζ j , we have
