Canonical forms are described for pairs of quaternionic matrices, or equivalently matrix pencils, where one matrix is symmetric and the other matrix is skewsymmetric, under strict equivalence and symmetry respecting congruence. The symmetry is understood in the sense of a fixed involutory antiautomorphism of the skew field of the real quaternions; the involutory antiautomorphism is assumed to be nonstandard, i.e., other than the quaternionic conjugation. Some applications are developed, such as canonical forms for quaternionic matrices under symmetry respecting congruence, and canonical forms for matrices that are skewsymmetric with respect to a nondegenerate symmetric or skewsymmetric quaternion valued inner product.
Introduction
In this paper we obtain canonical forms for pairs of quaternionic matrices which are mixed symmetric-skewsymmetric with respect to nonstandard involutory antiautomorphisms of the skew field of real quaternions, under strict equivalence and symmetry respecting congruences. Here, an involutory antiautomorphism is said to be nonstandard if it is different from the standard quaternionic conjugation. These forms are further applied to canonical forms for quaternionic matrices that are skewsymmetric with respect to nondegenerate symmetric or skewsymmetric quaternion valued inner products.
The theory of canonical forms of pairs of real and complex matrices with various symmetry properties, and numerous applications, is classical and well known, see for example, the books [17, 7, [9] [10] , and expository papers [24, 14, 15] , where an extensive bibliography is given as well. In contrast, the literature on quaternionic forms is not nearly as extensive. Nevertheless, it goes back at least six decades; a list (far from complete) of relatively recent works includes [4, 5, 13, [21] [22] [23] ; we mention also the books [2, 3] ; the latter contains a detailed treatment of the subject. Recently, there has been a renewed interest in the general area of quaternionic linear algebra, and several works have appeared, see for example [13, 25, 28, 6, 1] ; also [18] , which was motivated by applications in systems theory. A recent paper [20] contains canonical forms for symmetric pairs of quaternionic matrices, and for skew-symmetric pairs of quaternionic matrices, with respect to a fixed nonstandard involutory antiautomorphism.
If φ is an involutory antiautomorphism of the skew field of quaternions H (see Section 2 for more details), and A ∈ H m×n (the set of m × n matrices with quaternionic entries), we denote by A φ the n × m quaternionic matrix obtained by applying φ entrywise to the transposed matrix A T . A matrix A ∈ H n×n is called φ-symmetric, resp. φ-skewsymmetric, if A φ = A, resp. A φ = −A. For φ the standard antiautomorphism, i.e., φ(x) = x, x ∈ H, we have that A is φ-symmetric if and only if A is hermitian: A = A * , and A is φ-skewsymmetric if and only if A is skewhermitian: A = −A * . Two square size quaternionic matrices A and B are said to be φ-congruent if A = S φ BS for some invertible quaternionic matrix S.
In this paper we study the following main problem: Problem 1.1. For a fixed nonstandard involutory antiautomorphism φ, study the canonical forms, their properties and applications for pairs n × n quaternionic matrices (A, B), where A is φ-symmetric and B is φ-skewsymmetric, under two equivalence relations:
(1) Strict equivalence:
(A, B) −→ (TAS, TBS), T , S invertible quaternionic matrices; (2) Simultaneous φ-congruence: (A, B) −→ (S φ AS, S φ BS), S invertible.
In particular, we obtain canonical forms for pairs of matrices as in Problem 1.1, under strict equivalence, and under simultaneous φ-congruence. The main results of the present paperTheorems 3.1 and 3.4 -are stated in Section 3; the lengthy proofs are relegated to Section 7. Comparison and contrasts of the strict equivalence and the simultaneous φ-congruence relations are discussed in Section 4. Using the main results, in Section 5 we derive a canonical form of general square size quaternionic matrices under φ-congruence:
A ∈ H n×n −→ S φ AS, S invertible quaternionic matrix.
A quaternionic n × n matrix A is said to be skewsymmetric with respect to a φ-symmetric or φ-skewsymmetric quaternionic valued inner product [·, ·] on H n×1 if the equality [Ax, y] = −[x, Ay] is valid for all x, y ∈ H n×1 ; here φ is a nonstandard involutory antiautomorphism of H. As another application of the main results, we give in Section 6 canonical forms of matrices that are skewsymmetric with respect to φ-symmetric or φ-skewsymmetric quaternionic inner products, provided that these products are regular, i.e., [x 0 , y] = 0 for all y ∈ H n×1 is possible only for x 0 = 0. A review of some basic facts of quaternionic linear algebra is given in Section 2. Throughout the paper, R, C and H stand for the real and complex fields and the skew field of real quaternions, respectively. The standard imaginary units in H will be denoted i, j, k; thus, i 2 = j 2 = k 2 = −1 and jk = −kj = i, ij = −ji = k, ki = −ik = j. In the sequel, C will be often identified with R + iR. For a quaternion x = a 0 + a 1 i + a 2 j + a 3 k, a 0 , a 1 , a 2 , a 3 ∈ R, we let R(x) := a 0 and V(x) := a 1 i + a 2 j + a 3 k be the real and the vector parts of x, respectively. The conjugate quaternion a 0 − a 1 i − a 2 j − a 3 k is denoted byx, and |x| = a 2 0 + a 2 1 + a 2 2 + a 2 3 stands for the norm of x. Matrix notation used in the present paper is standard, for example, 0 u×v stands for the u × v zero matrix. Also, we denote by diag(X 1 , X 2 , . . . , X p ), or by X 1 ⊕ X 2 ⊕ · · · ⊕ X p , the block diagonal matrix with diagonal blocks X 1 , . . . , X p (in that order). The set H n×1 of ncomponent columns with quaternionic entries will be considered as a right quaternionic vector space. The standard Euclidean inner product on H n×1 is defined by (x, y) := y * x ∈ H, where x, y ∈ H n×1 and y * := y T ∈ H 1×n .
Preliminaries on quaternions
In this section we recall basic facts about the quaternionic algebra, almost all without proofs. For more information and proofs, we refer the reader to [3, 25, 28, 20, 6, 19] , among many other sources.
where T is a 3 × 3 real orthogonal matrix with det T = 1, resp. det T = −1.
(b) φ is an involutory antiautomorphism if and only if φ has the form (2.1), where either
T = −I 3 or T is a 3 × 3 real orthogonal symmetric matrix with eigenvalues 1, 1, −1.
If the former case of (b) holds, then φ is the standard conjugation, and we say that φ is standard. If the latter case of (b) holds, then we have a family of involutory antiautomorphisms parameterized by unit vectors (eigenvectors of T corresponding to the eigenvalue −1) in R 3 , and we say that these involutory antiautomorphisms are nonstandard.
Let φ be an involutory antiautomorphism, in short iaa, of H. If X ∈ H m×n , then φ(X) ∈ H m×n stands for the matrix obtained from X by applying φ to X entrywise. For A ∈ H m×n , we let
where A T is the transpose of A. We have: If φ is a nonstandard iaa, we denote by Inv(φ) the set of quaternions left invariant by φ:
Inv(φ) := {x ∈ H : φ(x) = x}.
Clearly, Inv(φ) is a 3-dimensional real vector space spanned by 1 and a pair of quaternions q 1 and q 2 satisfying the equalities q 2 1 = q 2 2 = −1 and q 1 q 2 = −q 2 q 1 .
Quaternionic linear algebra
In this subsection we present basic and mostly well-known facts on quaternionic matrices. We start with useful embeddings of quaternionic matrices into the algebras of real and complex matrices.
An ordered triple of quaternions (q 1 , q 2 , q 3 ) is said to be a units triple if
2)
It turns out that (q 1 , q 2 , q 3 ) is a units triple if and only if there exists a 3 × 3 real orthogonal matrix P = [p α,β ] 3 α,β=1 with determinant 1 such that
In particular, for every units triple (q 1 , q 2 , q 3 ) the quaternions 1, q 1 , q 2 , q 3 form a basis of the real vector space H. With every units triple q = (q 1 , q 2 , q 3 ) we associate an embedding of H m×n into R 4m×4n , as follows. Write x ∈ H as a linear combination
Then we define
and for
The algebraic properties of the map q,R are well known:
Proposition 2.4. The map q,R is a one-to-one * -homomorphism of real algebras:
Next, let q = (q 1 , q 2 , q 3 ) be a units triple. Write X ∈ H m×n in the form
where X 11 , X 12 , X 21 , X 22 ∈ R m×n . Then we define
Again, the map q,C is a * -homomorphism:
Proposition 2.5. The map q,C is a one-to-one * -homomorphism of real algebras:
We note the following connection between the action of a nonstandard iaa and the complex representation q,C : Proposition 2.6. Let φ be a nonstandard iaa, and let q = (q 1 , q 2 , q 3 ) be a units triple such that
Then for the map q,C (X) : H m×n −→ C 2m×2n given by (2.4) we have
The proof is by a straightforward verification. Next, we consider eigenvalues. A quaternion α is said to be an eigenvalue of A ∈ H n×n if Ax = xα for some nonzero x ∈ H n×1 . We denote by σ (A) ⊆ H the spectrum, i.e., the set of eigenvalues of A. It is well known that σ (A) is nonempty, and if α ∈ σ (A) and β ∈ H is similar to α, then also β ∈ σ (A). Introduce the Jordan blocks
where λ ∈ H. We will also use the real Jordan blocks
where a ∈ R and b ∈ R \ {0}.
The Jordan form of a quaternionic matrix is given next:
Proposition 2.7. Let A ∈ H n×n . Then there exists an invertible S ∈ H n×n such that
Moreover, the right hand side of (2.6) is uniquely determined by A, up to permutation of diagonal blocks, and up to replacement of each α j with any similar quaternion β j .
Jordan form for quaternions and other linear algebra over the quaternions may be found in many sources, for example, [28] , and earlier papers [27, 26] .
The elements α 1 , . . . , α r in (2.6) are obviously eigenvalues of A. It is easy to see that every eigenvalue of J m (α) must be similar to α. Thus:
By the complex Jordan form, resp. real Jordan form, of a complex, resp., real, matrix X we mean the familiar Jordan form under similarity X → S −1 XS, where S is an invertible complex, resp. real, matrix.
is a Jordan form of A ∈ H n×n , then 
Corollary 2.9. The matrices A ∈ H n×n and A φ have the same spectrum, for every iaa φ.
The proof follows from Proposition 2.7 using the observation that J m j (φ(α j )) T is similar to J m j (α j ) over H, a property that can be proved using Propositions 2.1 and 2.2. 
A proof may be given based on the map q,R and the familiar fact (given in [7] or [16] , for example) that the result of Proposition 2.10 holds for real matrices, see [20] for details.
We conclude this subsection with canonical forms for φ-symmetric and φ-skewsymmetric matrices (see, for example, [20] for proofs).
Let φ be an iaa of H. A matrix A ∈ H n×n is said to be symmetric with respect to φ, or φ-symmetric, if A φ = A. Clearly, if A is φ-symmetric, then so is S φ AS for any invertible matrix S ∈ H n×n . Canonical forms with respect to this action for nonstandard iaa's are given as follows (see [20] for a proof).
Theorem 2.11. Let φ be a nonstandard iaa.
(a) For every φ-symmetric A ∈ H n×n there exists an invertible S such that
for a nonnegative integer r n. Moreover, r is uniquely determined by A. (b) Let β ∈ H be such that φ(β) = −β, |β| = 1. Then for every φ-skewsymmetric matrix A ∈ H n×n there exists an invertible S ∈ H n×n such that
Moreover, the integers p and q are uniquely determined by A. Proof. By Theorem 2.11(a) there exists ω ∈ H, |ω| = 1, such that φ(ω)α 0 ω is real positive. The quaternion φ(ω)βω is φ-skewsymmetric. The condition |ω| = 1 implies that φ(ω)βω = ±β, and Theorem 2.11(b) guarantees that we must have the sign +.
The Kronecker form
Consider pencils of quaternionic matrices A + tB, where A and B are m × n matrices with entries in H, and t is an independent real variable; in particular, t commutes with the quaternionic matrices. Canonical form of the pencil A + tB under strict equivalence:
where P ∈ H m×m and Q ∈ H n×n are invertible matrices, is known as the Kronecker form. Equivalently, it is the canonical form of ordered pairs of matrices (A, B) under the group action (A, B) −→ (PAQ, PBQ), with invertible quaternionic matrices P and Q.
We describe the Kronecker form of quaternionic matrix pencils next. Introduce the following standard real symmetric matrices:
Note the equalities
Define also standard pencils of real ε × (ε + 1) matrices:
Theorem 2.13. Every pencil A + tB ∈ H(t) m×n is strictly equivalent to a matrix pencil with the block-diagonal form:
where 
is uniquely determined by A and B up to a permutation of the diagonal blocks and up to replacing each α j with any quaternion similar to α j .
The result of Theorem 2.13 is known, see [21] and [4] , where it is stated in a less explicit form. A detailed proof of Theorem 2.13, following the standard approach for matrix pencils over fields as in [7] or [8] , is given in [20] .
We use the following terminology in connection with the Kronecker form (2. 
Canonical forms for symmetric-skewsymmetric matrix pencils
We fix a nonstandard iaa φ throughout this section. A matrix pencil A + tB, where A, B ∈ H n×n , is said to be φ-symmetric-skewsymmetric, in short φ-sss, if A φ = A and B φ = −B. In this section we formulate the canonical forms for φ-sss matrix pencils under strict equivalence and φ-congruence.
We start with a list of primitive forms of φ-sss pencils. We fix β ∈ H such that φ(β) = −β and |V(β)| = 1. Note that such β is unique up to multiplication by −1. It will be convenient to introduce the following matrices: 
shows that the β-signature (cf. Theorem 2.11(b)) of m for odd m is equal to
and to
We consider the following primitive φ-sss pencils:
(sss0) a square size zero matrix.
where s is odd and ρ is real positive. (sss6)
where s is even, and ρ is real positive. The matrices G k and G /2 can be used in (sss2), (sss3), and (sss4), in place of G k and G /2 , respectively.
We also remark that the block (sss4) is φ-congruent to (sss4) in which α is replaced by −α. Thus, in (sss4) one may replace the condition R(α) > 0 with the condition R(α) < 0. Indeed, we have
where X and Y are invertible real /2 × /2 matrices such that
Such real matrices X and Y obviously exist because GF = J /2 (0) and J /2 (0) is similar to its negative. The verification of equality (3.5) is straightforward. It will be convenient to denote
Thus, the primitive form (sss5) is s (ρ) + t s , and the primitive form (sss6) is s + t s (ρ). Remark 3.2. The proof of Theorem 3.1 will show that in the form (3.6) the blocks of types (sss5) and (sss6) may be replaced by more general types, as follows: Fix α 0 , α 0 ∈ H \ {0} such that φ(α 0 ) = α 0 and φ(α 0 ) = α 0 . Then (3.6) can by replaced by the form
Theorem 3.1. (a) Every φ-sss matrix pencil A + tB is strictly equivalent to a φ-sss matrix pencil which is a direct sum of blocks of types (sss0)-(sss6).

The direct sum is uniquely determined by A and B up to permutation of the diagonal blocks, and up to a replacement of each α in blocks of type (sss4) with a similar quaternion β ∈ Inv(φ). (b) Every φ-sss matrix pencil A + tB is φ-congruent to a φ-sss matrix pencil of the form
where x j 's and y j 's are real positive numbers, and all other parameters are as in Theorem 3.1. The form (3.7) is unique up to a permutation of diagonal blocks. In particular, one can take α 0 = α 0 = −1 in (3.7) which amounts to the requirement that ρ is real negative in (sss5) and (sss6), rather than real positive.
The rather lengthy proof of Theorem 3.1 is relegated to Section 7.
Observe that the forms (sss5) and (sss6) involve only quaternions that are real linear combinations of 1 and β. This circumstance allows one to compare these forms with the canonical forms of complex hermitian-skewhermitian matrix pencils, by means of the real linear map 
The sign ± depends only on s and on the sign (positive or negative) of ρ. (b) For the φ-sss matrix pencil s + t s (ρ), where ρ be a nonzero real number, and s is even, there exists an invertible matrix S with entries in Span{1, β} such that
where the sign ± depends only on s and on the sign of ρ.
Proof. We will prove (b) only, the proof of (a) being completely analogous. Define the complex matrices H and G by the equalities
with the map χ applied entrywise. Then H and G are hermitian and invertible. Moreover, H −1 G is similar to J s (−ρ). Now the well-known canonical form for pairs of complex hermitian matrices (see, for example, [10, Section 5.10]) yields existence of an invertible complex matrix W such that
Letting S = χ −1 (W ), formula (3.9) follows. That the sign in (3.10) depends only on s and on the sign of ρ, follows from the perturbation theory of sign characteristic (see [10, Theorem 5.9 .1]).
Using Lemma 3.3 and Remark 3.2, the main result of Theorem 3.1, part (b), may be reformulated as follows:
Theorem 3.4. Every φ-sss matrix pencil A + tB is φ-congruent to a φ-sss matrix pencil of the form
where the parameters have the following properties:
(1) the integers k j 's are even, and j 's are odd,
is block diagonal with the diagonal blocks consisting of blocks of the types (sss0), (sss1), (sss4), (sss2) of odd sizes, and (sss3) of even sizes.
The uniqueness properties of the form (3.11) are the same as those of (3.6).
The signs ε j 's, κ j 's, δ j 's in (3.11) or in (3.6) constitute the sign characteristic of the φ-sss pencil A + tB. Thus, the sign characteristic assigns a sign ± to every Jordan block in the Kronecker form of A + tB with a nonzero eigenvalue having zero real part, to every Jordan block of A + tB with zero eigenvalue and odd size, and to every block corresponding to the eigenvalue at infinity of even size. The uniqueness statements of Theorems 3.1 and 3.4 leads naturally to equivalence of sign characteristics: two sign characteristics are said to be equivalent if for every eigenvalue τβ of A + tB, 0 τ ∞, and for every positive integer k, the number of signs +1 (or, equivalently, of signs −1) associated with the blocks of size k and eigenvalue τβ is the same in both sign characteristics (k is assumed to be odd if τ = 0 and even if τ = ∞). We obtain from Theorems 3.1 and 3.4 that two φ-sss matrix pencils are φ-congruent if and only if they are strictly equivalent and have equivalent sign characteristics.
Strict equivalence vs φ-congruence
In this section we develop some applications of the canonical form of Theorem 3.1 regarding the relations between strict equivalence and φ-congruence for φ-sss matrix pencils. As before, we fix a nonstandard iaa, and we fix β ∈ H such that φ(β) = −β and |β| = 1.
Clearly, φ-congruent φ-sss matrix pencils are strictly equivalent, but the converse is generally false. It turns out that every strict equivalence class contains only finitely many φ-congruent classes (when restricted to φ-sss pencils), and the number of these can be identified in terms of the Kronecker form of the pencils: Theorem 4.1. Let A + tB be an n × n φ-sss quaternionic matrix pencil. Let For the proof of Corollary 4.3 observe that for a fixed n the maximal value of w in (4.1) is 2 n which is attained for any φ-sss pencil A + tB with n nonreal eigenvalues with distinct norms of their vector parts (cf. [14, Section 6] , where an analogous statement is given in the context of complex matrix pencils).
Canonical form of matrices under φ-congruence
As another application of Theorem 3.1, we derive a canonical form of matrices A ∈ H n×n under the φ-congruence relation; recall that two matrices X, Y ∈ H n×n are called φ-congruent if Y = S φ XS for some invertible S ∈ H n×n . Using the decomposition
, the problem reduces to the problem of a canonical form of the φ-sss pencil B + tC.
It will be convenient to work with suitably modified blocks (sss1)-(sss6). As before, β is fixed such that φ(β) = −β and |V(β)| = 1.
(sss1 )
where the size of the matrix is s × s, ρ is real positive, and s may be even or odd.
In the forms (sss1 )-(sss5 ) modifications are possible, analogous to the modifications in the forms (sss1)-(sss6) discussed in Section 3.
Invoking Theorem 3.1, the following result is obtained:
Theorem 5.1. Every matrix A ∈ H m×m is φ-congruent to a matrix in the form
(1) the integers k j 's are even, and the j 's are odd, 
Symmetric and skewsymmetric inner products
Canonical forms for linear transformations that are symmetric or skewsymmetric with respect to nondegenerate symmetric, skewsymmetric, or sesquilinear inner products in finite dimensional real or complex vector spaces are well-known; see, for example, [10, 9] for the case of symmetric transformations with respect to symmetric and sesquilinear inner products in real or complex vector spaces, and [14, 15] . The papers [14, 15] , and especially [24] also contain numerous additional references on the subject, among which we mention here only the early textbook [17] .
In this section, we address the canonical forms of skewsymmetric linear transformations (represented as matrices) in the context of nondegenerate symmetric and skewsymmetric quaternionic inner products, with the symmetry induced by a nonstandard iaa.
Let H ∈ H n×n be an invertible matrix such that
1) where φ is a fixed nonstandard iaa. The matrix H defines a symmetric inner product (or Hsymmetric inner product, if H is to be emphasized) on H n×1 by the formula
(The symmetric inner product depends also on φ, of course; we suppress this dependence in our notation.) The following properties of the H -symmetric inner product are immediate:
or equivalently if the equality H A = −A φ H holds. It is easy to see that the pair (H, A) , where H is φ-symmetric and invertible and A is H -skewsymmetric, is transformed to another pair ( H , A) with the same properties via φ-congruence-similarity:
To describe the canonical form for the equivalence relation of φ-congruence-similarity, it will be convenient to identify the primitive forms first. As before, we fix β ∈ H, such that φ(β) = −β and |β| = 1.
(sss2 ) H = εF k , A = βJ k (0), where ε = 1 if k is odd, and ε = ±1 if k is even.
where α ∈ H satisfies the conditions φ(α) = α and R(α) > 0.
, where τ is positive real and δ = ±1. Alternatively, one can assume that τ is negative real, rather than positive real, in (sss5 ). Also, the condition R(α) > 0 in (sss4 ) may be replaced by R(α) < 0. 
and
Proof. We exhibit S in the following form:
is lower triangular: s j,k = 0 if j < k, and for j k, the entries s j,k have the form
The constants f j,k and s 1,1 are to be determined so that equalities (6.3) and (6.4) are satisfied. We rewrite (6.4) as follows:
To start with, we let
It is easy to see that (6.5) amounts, in view of (6.6), to the equalities 
is equal to zero. Note also that the matrix in (6.8) is symmetric. We prove by induction on m that one can chose f 2,1 , . . . , f m,1 so that (6.6), (6.7), and (A) hold true. For m = 2, the choice f 2,1 = −1/2 satisfies the required properties. Assume by induction that f 2,1 , . . . , f m−1,1 have been already selected so that (6.6), (6.7), and (A) hold true (with m replaced by m − 1). We prove that f m,1 can be selected so that (6.6), (6.7), and (A) hold true for m. The equality (6.7) implies that
and therefore by the induction hypotheses the (j, k)th entries in (6.8) are zeros provided j + k m and j > 1. By the symmetry of the matrix (6.8), the same holds also for the (j, k)th entries provided j + k m and k > 1. It remains to fix f m,1 so that
and we are done. The forms (a) and (c) clearly lead to (sss2 ) and (sss5 ), respectively. We conclude the proof by showing that the pair (H, A) given by (6.9) is φ-congruent-similar to the pair ( H , A) , where
Proof of Theorem 6.2. Use the observation that
It will be convenient to do this in two steps. First, we show that (6.9) is φ-congruent-similar to
Let q ∈ H be a square root of −1 such that α ∈ Span{1, q} and φ(q) = q. Identifying Span{1, q} with C and using Lemma 6.3, we find S ∈ H × such that
In an analogous fashion a canonical form for matrices that are symmetric with respect to a skewsymmetric inner product is obtained. We state the necessary definitions and formulate the result. An invertible φ-skewsymmetric matrix L ∈ H n×n defines a skewsymmetric inner product on H n×1 by the formula
A matrix is said to be L-skewsymmetric if 
, where δ = ±1 and τ is a negative real number. One can replace "negative" by "positive" in (sss5 ).
Theorem 6.4. Let A ∈ H n×n be L-skewsymmetric, where L ∈ H n×n is invertible and φ-skewsymmetric. Then there exists an invertible quaternionic matrix S such that S φ LS and S −1 AS have the following block diagonal form:
S φ LS = L 1 ⊕ L 2 ⊕ · · · ⊕ L m , S −1 AS = A 1 ⊕ A 2 ⊕ · · · ⊕ A m ,(6.
10) where each pair (L i , A i ) has one of the forms (sss3 ), (sss4 ), (sss5 ). Moreover, the form (6.10) is uniquely determined by the pair (L, A), up to a permutation of blocks and up to a replacement of each α in the form (sss4 ) with a similar quaternion α such that φ(α ) = α .
Proof. In view of Theorem 3.4, we need only to verify the following statements:
(
1) If the pair (L , A ) is defined by the equality L A + tL = κ(G k + tβF k ), t ∈ R, where κ is as in (sss3 ), then (L , A ) is φ-congruent-similar to the pair (L, A) defined in (sss3 ). (2) If (L , A ) is defined by
where α is as in
To verify the statements (1) and (3), consider the unital R-linear map χ defined by (3.8), and
Then χ( L) is Hermitian and invertible, and χ( A) is χ( L)-selfadjoint
(in the terminology of complex indefinite inner product spaces; see, for example, [10] ). Now the well-known canonical form of the pair (χ ( L), χ ( A)) under the transformation of complex similarity-congruence (which is give in many sources, see, e.g., [10, Theorem 5.1.1]), when transformed back by χ −1 , leads to the desired φ-congruence-similarities. We omit further details here. The statement (2) is clear, because
which is easily seen to be φ-congruent-similar to (sss4 ).
Proof of Theorem 3.1
For convenience, the proof will be separated into several parts.
Proof of part (a)
Lemma 7.1. Let A + tB ∈ H n×n , where A is φ-symmetric and B is φ-skewsymmetric. Then:
1) the left indices of the pencil A + tB coincide with its right indices; (2) for every eigenvalue α with nonzero real part of A + tB, the indices of A + tB that correspond to α are paired with the indices of A + tB that correspond to −α. In other words, if α is an eigenvalue of A + tB with a nonzero real part, then −α is also an eigenvalue of A + tB, and for every positive integer k, the number of blocks tI j + J j (α j )
in the Kronecker form of A + tB for which j = k and α j is similar to α coincides with the number of blocks tI j + J j (α j ) for which j = k and α j is similar to −α.
Proof. Let (2.13) be the Kronecker form of A + tB, thus
for some invertible matrices S and T . Let q := (q 1 , q 2 , q 3 ) be a units triple such that Inv(φ) = Span R {1, q 1 , q 3 }. We may (and do) assume without loss of generality that α 1 , . . . , α s ∈ Span R {1, q 1 }. We now apply the map q,C to the equality (7.1). Using the definition of the map q,C and Theorem 2.8, after a permutation of blocks and similarity with a complex similarity matrix (if necessary), we obtain that the complex pencil q,C (A) + t q,C (B) is strictly equivalent (over the field of complex numbers) to the following complex pencil:
By Proposition 2.6, the matrix q,C (A) is (complex) symmetric, and the matrix q,C (B) is skewsymmetric. By the known properties of symmetric-skewsymmetric complex matrix pencils (see [24] 
, for example), the left and right indices of q,C (A) + t q,C (B) coincide, and for every nonzero eigenvalue α ∈ C of q,C (A) + t q,C (B), the complex number −α is also an eigenvalue of q,C (A) + t q,C (B), and the indices of α as the eigenvalue of q,C (A) + t q,C (B)
coincide with those of −α. The result of Lemma 7.1 now follows.
We are now ready to prove Theorem 3.1, part (a). Indeed, in view of Lemma 7.1 we may assume that the Kronecker form of the φ-sss pencil A + tB has the following form:
Here α 1 , . . . , α s ∈ Inv(φ); the real parts of α 1 , . . . , α m are equal to zero; and the real parts of α m+1 , . . . , α s are nonzero. It remains to show that each block in (7.2) is strictly equivalent to one of the blocks (sss0)-(sss6). This is trivial for 0 u×u . For (sss1), we have
Here the ε × (ε + 1) matrix pencil
is strictly equivalent to L ε×(ε+1) (−t) which in turn is strictly equivalent to L ε×(ε+1) (t). Indeed,
, ±1) = L ε×(ε+1) (−t). (7.4)
The block I k + tJ k (0) is strictly equivalent to (sss2):
Analogously, the block tI + J (0) is strictly equivalent to a block (sss3) (of the same size × ):
If the real part of α is nonzero, then (tI /2 + J /2 (α)) ⊕ (tI /2 + J /2 (−α)) is strictly equivalent to (sss4):
and note that −J /2 (α) is similar to J /2 (−α). Finally, consider a block tI s + J s (α)
, where α ∈ Inv(φ) \ {0} and the real part of α is zero. We show that for odd s this block is strictly equivalent to (sss5), and for even s it is strictly equivalent to (sss6 (3.4) . This completes the proof of the existence part of Theorem 3.1(a).
The proof of uniqueness of Theorem 3.1(a) follows from the uniqueness of the Kronecker form of the φ-sss pencil A + tB, and from proof (given above) that each block in (7.2) is strictly equivalent to one, in fact exactly one, of the blocks (sss0)-(sss6).
Proof of existence in part (b)
The proof of the part (b) will follow a general outline of the proof of [20, Theorem 8.1] ; this in turn is based on a similar approach for real and complex matrix pencils with symmetries, that was used in many sources, see, for example, [24, 14, 15] . The details are however specific to Theorem 3.1, so we present the proof with reasonably complete details.
In this subsection we focus on the proof of the existence part of statement (b) of Theorem 3.1; the uniqueness part will be dealt with in the next subsection.
First, we identify those blocks among (sss0)-(sss6) that are φ-congruent to their negatives. Besides being useful in the proof of Theorem 3.1, these results are of interest in their own right. We leave aside the trivial case of block of type (sss0). Proof. Part (a) is evident from the easily verified equalities
Part (b). Assume p is odd, and let (q 1 , q 2 , q 3 ) be a units triple such that Inv(φ) = Span R {1, q 1 , q 2 } and β = q 3 . Letting α = q 1 (or α = q 2 ), we have αβα = β, and the following equality is easily verified:
Now assume p is even, and arguing by contradiction suppose that
for some (necessarily invertible) S ∈ H p×p . Thus
Taking inverses in the first equation in (7.7) we obtain
We prove by induction on m that
if m is even, and
if m is odd. The base of induction, when m = 0, is given in (7.7). Assuming (7.9) is proved for m − 1, and assuming first that m is odd, we have
where to obtain the last equation we have used the induction hypothesis, equality (7.8) , and the second equality in (7.7). Thus,
as required for odd m. If m is even, we argue analogously:
which is equal to −β(G p F p ) m G p , as required for even m. In particular,
Note that H has 1 in the top left corner and zeros everywhere else. In particular, H is positive semidefinite and nonzero. Let (q 1 , q 2 , q 3 ) be a units triple such that φ(q 1 ) = q 1 , φ(q 2 ) = q 2 and
and Eq. (7.11) takes the form
Equating the coefficient of β in the left and in the right hand sides of (7.12), we obtain
This equality is contradictory because the left hand side is positive semidefinite in view of the inertia theorem, whereas the right hand side is negative semidefinite and nonzero. This proves part (b). Part (c) is proved similarly to part (b): If p is even, then
as in (7.6). If p is odd, then arguing by contradiction assume that
We now prove by induction on m, as in the proof of the part (b), that 14) and for some invertible quaternionic matrix S. Note that
Taking the inverses in the first equation in (7.16), and using (7.17), we obtain
On the other hand, a calculation shows that
and therefore (B 0 A 0 ) m is an upper triangular Toeplitz matrix with elements
on the main diagonal, first superdiagonal, etc., and the upper right corner, respectively. Consider the limit
where the limit is taken over the set of positive integers m divisible by 4. It follows that X is a matrix all of whose entries except for the upper right corner are equal to zero, and the upper right corner is equal to (−βρ) −s+1 . Thus,
Using (7.18) we have
On the other hand, note that Y is φ-skewsymmetric. Equality (7.19) shows that the β-signature of Y is equal to (1, 0, s − 1) if s is divisible by 4, and to (0, 1, s − 1) if s is not divisible by 4. Now (7.20) contradicts with Theorem 2.11(b).
We now prove the existence part of Theorem 3.1(b). Let A + tB be an n × n φ-sss matrix pencil. Using Theorem 3.1(a), we find invertible matrices P and Q such that (A + tB)Q = P (A 0 + tB 0 ), (7.21) where A 0 + tB 0 is a direct sum of blocks of the forms (sss0)-(sss6). We will show that A + tB and A 0 + tB 0 are φ-congruent, for some choice of the signs ε j , κ j , δ j , and μ j . Without loss of generality assume Q = I (otherwise, consider Q φ (A + tB)Q in place of A + tB). Then we have
and therefore
23) for every scalar polynomial F (t) with real coefficients.
Several cases with respect to P may occur. Case 1. P has only real eigenvalues, there is only one distinct real eigenvalue of P , and this eigenvalue γ is positive.
From the Jordan form of P it easily follows that for the polynomial with real coefficients (t − γ −1 ) n , we have (P −1 − γ −1 ) n = 0. By Hua's lemma (attributed to [12] ; see [24, 14] for statement and proof of this lemma) there exists a polynomial f n (t) with real coefficients such that 2 , and since P −1 itself is a polynomial of P with real coefficients, we have P −1 = (f (P )) 2 for some polynomial f (t) with real coefficients. Let R = f (P ), and use (7.23) to obtain 24) and the existence of the form (3.6) under φ-congruence follows.
Case 2. P has only real eigenvalues, there is only one distinct real eigenvalue of P , and this eigenvalue is negative.
Arguing as in the preceding paragraph for −P rather than P , it is found that (−P ) −1 = (f (−P )) 2 for some polynomial f (t) with real coefficients. As in (7.24) it follows that R(A + tB)R φ = −(A 0 + tB 0 ), where R = f (−P ). Thus, to complete the proof of existence of the form (3.6) in Case 1, it remains to show that each of the blocks of types (sss1), (sss4), F p + tβG p with p odd, and G p + tβF p with p even, is φ-congruent to its negative. This follows from Lemma 7.2. Case 3. All eigenvalues of P have equal real parts, and their vector parts are non zero and have equal Euclidean lengths.
Let β ∈ H be an eigenvalue (necessarily nonreal) of P . Denote α = (β ) −1 . In view of the Jordan form of P , for some positive integer w (which may be taken the largest size of Jordan blocks in the Jordan form of P ) we have g(P −1 ) = 0, where g(t) = ((t − β )(t − β )) w is a polynomial with real coefficients. Using Hua's lemma again, we find a polynomial g w (t) with real coefficients such that t = (g w (t)) 2 (mod g(t) ). Then P −1 = (g w (P −1 )) 2 . Since P is itself a matrix root of a polynomial with real coefficients, namely, g(P ) = 0, where
it follows that P −1 is also a polynomial of P with real coefficients. Now argue as in Case 1.
Case 4. All other possibilities (not covered in Cases 1-3).
In this case, using the Jordan form, P can be written in the form
where S is an invertible quaternionic matrix and P 1 , . . . , P r are matrices of sizes n 1 × n 1 , . . . , n r × n r , respectively, such that any pair of eigenvalues λ of P j and μ of P i (i / = j) satisfies the following condition:
We also have r 2 (the situations when r = 1 are covered in cases 1, 2, and 3). Substituting (7.25) in the equality A + tB = P (A 0 + tB 0 ), we obtain
where
Partition the matrix A:
where M ij is of the size n i × n j . Since A and A 0 are φ-symmetric, (7.27) implies the equality
cf. (7.22 ). An elementary calculation shows that if (7.26) holds for two nonzero quaternions λ and μ, then the same property holds for the inverses λ −1 and μ −1 . Note also that in view of Corollary 2.9, ν ∈ σ (((P j ) φ ) −1 ) if and only if ν ∈ σ (P −1 j ). Thus, in view of these remarks, we have
Now by Proposition 2.10 we have M ij = 0 (i / = j). In other words,
Similarly, B = N 11 ⊕ · · · ⊕ N rr , where N ii is of size n i × n i . Now induction is used on the size of the matrix pencil A + tB to complete the proof of existence part in (b). The base of induction, when A and B are scalar quaternions, is easily verified using Corollary 2.12.
Proof of uniqueness in part (b)
We start with notation and terminology associated with the canonical form (3.6). Let A 1 + tB 1 be a φ-sss pencil in the form (3.6). Then we say that the blocks
where F k i + tβG k i , i = 1, 2, . . . , p , are all the blocks of the form (sss2) having odd sizes k i in A 0 + tB 0 , form the infinite part of A 1 + tB 1 , which will be denoted A 1,∞ + tB 1,∞ . The blocks 1, 2, . . . , q , are all the blocks of the form (sss3) having even sizes i in A 0 + tB 0 , form the nilpotent part of A 1 + tB 1 ; it will be denoted A 1,0 + tB 1,0 . For every fixed positive ρ, we let the ρ-part A 1,ρ + tB 1,ρ of A 1 + tB 1 stand for the block diagonal sum of blocks of the form δ j ( s j (α j ) + t s j ) with α j = ρ and s j odd, and of the form μ j ( w j + t w j (τ j )) with τ j = ρ −1 and w j even, in (3.6). Finally, we denote by A 1, + tB 1, the direct sum of blocks of the form (sss1) in (3.6), and by A 1, + tB 1, the direct sum of blocks of the form (sss4) in (3.6). Permuting diagonal blocks, if necessary, we write
(A 1,ρ j + tB 1,ρ j ), (7.28) where 0 < ρ 1 < · · · < ρ z . Some parts, of course, may be missing in (7.28 
Assume that A 1 + tB 1 and A 2 + tB 2 are φ-congruent. Then 
Analogously, we may (and do) assume that
where α 1 , . . . , α q are mutually nonsimilar quaternions such that α i ∈ Inv(φ) and R(α i ) > 0 for i = 1, 2, . . . , q. In particular, it follows that the parts (1) and (2) For the uniformity of notation, we let 
(If some parts of A 1 + tB 1 and of A 2 + tB 2 do not appear, the changes in the subsequent arguments will be obvious.) In view of Theorem 3.1, existence in part (b), the only possible difference between M p+q+j + tN p+q+j and M p+q+j + tN p+q+j (for a fixed j , where j = 1, 2, . . . , 2 + z) is in the signs attached to the individual blocks within M p+q+j + tN p+q+j . Let n j × n j be the size of M j + tN j , for j = 1, 2, . . . , p + q + 2 + z (note that n j × n j is also the size of M j + tN j , for (7.32) where S = T −1 φ , for some invertible T , and partition T and S conformably with (7.32):
where T (ij ) and S (ij ) are n i × n j . We then have from (7.32): (7.34) where in the right hand sides M i and N i are replaced by M i and N i , respectively, for i = p + q + 1, p + q + 2, . . . , p + q + 2 + z. In particular,
which immediately implies the equalities T (0j) = 0 for j = p + 1, . . . , p + q + 2 + z. Since
we also obtain T (0j) = 0 for j = 1, . . . , p. Therefore, in view of the equality S = T −1 φ , also S (i0) = 0 for i = 1, . . . , p + q + 2 + z. It follows that the matrices
are invertible, and we have
35) Next, consider the equalities (7.34) for i, j = p + 1, . . . , p + q + 2 + z and i / = j (these hypotheses on i and j will be assumed throughout the present paragraph). If i, j / = p + q + 1, then N i and N j are both invertible, and using (7.34) we obtain
(if i > p + q + 1, then we use M i and N i in place of M i and N i , respectively, in the right hand side of (7.36)). A computation shows that
By Proposition 2.10, we obtain
If i / = p + q + 1 but j = p + q + 1, then N i and M j are invertible, and (7.34) leads to 
j M j . Now consider T (j i) and S (ij ) for i = 1, . . . , p and j = p + 1, . . . , p + q + 2 + z (these hypotheses on i and j will be assumed throughout the current paragraph). Assume first j = p + q + 1. Then (7.34) gives
Using the form (7.30) of M i and N i , and equating the bottom rows in the left and right hand sides of (7.39), we find that the first row of S (i,p+q+1) is zero. Then consideration of the next to the bottom row of (7.39) implies that the second row of S (i,p+q+1) is zero. Continuing in this fashion it is found that the top ε i rows of S (i,p+q+1) consist entirely of zeros. Applying a similar argument to the equality
it is found that the first ε i columns of T (p+q+1,i) consist entirely of zeros. Now assume j / = p + q + 1. Then (7.34) gives
and consequently
In view of the form (7.30) of M i and N i the (ε i + 1)th row in the left-hand side of (7.40) is zero. But the (ε i + 1)th row in the right-hand side is equal to the ε i th row of S (ij ) . So the ε i th row of S (ij ) is equal to zero. By considering successively the (ε i + 2)th, (ε i + 3)th, etc. row on both sides of (7.40), it is found that the first ε i rows of S (ij ) are zeros. Next, use the equalities
Arguing as above, it follows that the first ε i columns of T (j i) consist entirely of zeros. It has been shown that matrix T has the following form:
Let W = T −1 , and partition conformably with (7.33):
In view of (7.35) we have 
where the form (7.30) of M k and N k was used. Hence, using the properties of W (ij ) and S (ij ) verified above, the following equalities are obtained, where i, j ∈ {p + 1, . . . , p + q + 2 + z}:
We now obtain, by a computation starting with (7.41), and using (7.43):
i=p+q+1 is clearly invertible for some real value of t, hence we see from (7.44 ) that the matrices W (ii) and S (ii) are invertible (i = p + q + 1, . . . , p + q + 2 + z). Since also S = W φ , the equality (7.44) shows that for every i = p + q + 1, . . . , p + q + 2 + z, the φ-sss matrix pencils M i + tN i and M i + tN i are φ-congruent, as required.
Another technical lemma will be needed: 
Then T has the form
T = [0 T ] (if u v) (7.45) or T = T 0 (if u v),(7.
46)
is an upper triangular matrix of size min(u, v) × min(u, v) such that the following equalities hold:
(b) Assume that a matrix T ∈ H u×v satisfies the equation
where x is a nonzero real number, β ∈ H, Proof. The proof of part (a) is obtained by a straightforward verification.
For the part (b), let (q 1 , q 2 , β) be a units triple, and write
where A, B, C, D are real matrices. Then the equality
yields the following system: and iterating this equality, we obtain B = 0. But then also C = 0. Now it is well known (and easy to check by a straightforward computation) that the resulting equality (A + βD)(xβL 1 + K 1 ) = (xβL 2 + K 2 )(A + βD) yields the desired form of T .
We now prove uniqueness in Theorem 3.1 (b). In view of Lemma 7.3, we may restrict the proof to the following three cases:
(1)
(F j + tβG j ), ε j = ±1, (7.48) where j is even for j = 1, 2, . . . , p, and j is odd for j = p + 1, p + 2, . . . , q;
A + tB = (G j + tβF j ), κ j = ±1, (7.49) where j is odd for j = 1, 2, . . . , p, and j is even for j = p + 1, p + 2, . . . , q.
A + tB = where the s j 's are odd for j = 1, 2, . . . , r, the s j 's are even for j = r + 1, r + 2, . . . , m, and the δ j 's are signs ±1. We consider the case (2) first. Thus, assume that A + tB is given by (7.49), and that A + tB is φ-congruent to A + tB , where
(G j + tβF j ).
(7.51)
Here κ are signs ±1. We have to prove that (7.49) are (7.51) are the same up to a permutation of blocks. Write where T ij is such that along each diagonal of T ij which is parallel to the main diagonal, each two consecutive entries x k and x k+1 are related by the equality x k β = βx k+1 . Permuting blocks in (7.52) if necessary, it can be assumed that the sizes j are arranged in the nondecreasing order. Let u < v be indices such that i < u+1 = u+2 = · · · = v < j for i u and j > v, where u+1 is odd. Now for u < i, k v we obtain from (7.52) the following equality, where (7.53) is used; here δ ik is the Kronecker symbol, i.e., In view of (7.56), the lower left corner in the first sum in the right hand side of (7.57) is zero. Using (7.55), it is easily verified that the lower left corner in the third sum is also zero. The lower left corner in the second sum in (7.57) is equal to Since the left hand side of (7.58) is invertible, the matrix [t ik ] v i,k=u+1 is also invertible. Now Theorem 2.11(b) guarantees that the two systems {κ u+1 , . . . , κ v } and {κ u+1 , . . . , κ v } have the same number of +1's (and also the same number of −1's). Thus, within each set of blocks of equal odd size j , the number of κ j 's which are equal to +1 (resp. to −1) coincides with the number of κ j 's which are equal to +1 (resp. to −1). This shows that (7.51) is indeed obtained from (7.49) after a permutation of blocks. T ij (δ j s j )(T kj ) φ , (7.63) where, as before, δ ik is the Kronecker symbol. Using the form of T ij established in the preceding paragraph, one verifies that the lower left corner of the first and third sum in the right hand side of (7.63) is zero, so the consideration of the lower left corner in both sides of (7.63) leads to 
