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Résumé La notion de preuves en programmation logique est examinée à
deux niveaux diérents. D'un point de vue externe, la théorie classique
de la programmation logique est complètement formalisée dans le calcul des
constructions inductives. Après avoir envisagé le problème de la dénition
de fonctions partielles dans un système dans lequel seules les fonctions to-
tales sont représentables, l'unication est obtenue en réutilisant une preuve
formelle existante portant sur un sur-ensemble des termes. Les propriétés fon-
damentales de la SLD-résolution sont alors formalisées. Le niveau de détail
imposé par la mécanisation des preuves considérées a mis en relief la com-
plexité cachée de certaines preuves : le mécanisme de renommage est traité
de manière explicite, transformant ainsi certaines certitudes théoriques en
réalités. D'un point de vue interne, les preuves SLD, nies ou innies, sont
comparées à celles que l'on peut obtenir, par induction ou par co-induction,
à partir des clauses d'un programme logique vues comme des règles d'infé-
rence. Dans le cas ni la correspondance est complète (ce que calcule un
programme est prouvable) tandis que dans le cas inni, certains objets non
calculables sont toutefois prouvables. Les propriétés classiques des dénitions
co-inductives et la comparaison de certaines dérivations innies à des termes
de preuve d'un type co-inductif, se révèlent utiles tant pour expliquer les
résultats d'incomplétude d'approches existantes que pour dénir une séman-
tique valide et complète pour une classe de dérivations innies (précisément
celles qui ne construisent pas de termes innis).
Abstract This work can be split in two parts. First, we present a full for-
malisation of the semantics of denite programs, in the calculus of inductive
constructions. For this, we describe a formalisation of the proof of rst order
terms unication obtained from a similar proof dealing with quasi-terms,
thus showing in a general setting how partial functions can be considered in
a system with total functions. Then, SLD-resolution is explicitely dened:
the renaming process required in SLD-derivations is made explicit, thus in-
troducing complications, usually overlooked, during the proofs of classical
results. Last, switching and lifting lemmas and soundness and completeness
theorems are formalised. For this, we present two lemmas, usually omitted,
which are needed. The second part focuses on the assignment of meaning to
innite derivations in logic programming. By considering proofs as objects
in a co-inductive set, standard properties of co-inductive denitions are used
both to explain why approaches developped by considering innite elements
in the universe of the discourse are not complete and to dene a sound and
complete semantics, based on the logic program as co-inductive denition
paradigm, for a subclass of innite derivations, called innite derivations
over a nite domain (i.e. derivations which do not compute innite terms).
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Introduction 1
Introduction
Spécier les propriétés sémantiques d'un langage permet, d'une part à
celui qui programme dans ce langage de disposer d'une sémantique claire,
précise et non ambiguë, et, d'autre part, à celui qui conçoit un interpréteur
(ou un compilateur) pour ce langage d'en vérier la correction. Les chapitres
qui suivent portent sur deux questions de sémantique de la de programmation
logique: la première est celle de la formalisation et du développement de
la théorie classique de la programmation logique dans un méta-système
logique (le calcul des constructions inductives), la seconde est celle de la
sémantique des dérivations innies.
La programmation logique
Issue de la recherche en démonstration automatique en logique du pre-
mier ordre, initiée par J. Herbrand [46], et basée sur le principe de résolution
de A.J. Robinson [86, 87], la programmation logique a été introduite dans
la pratique par A. Colmerauer (langage Prolog, 1972) [18] tandis que ses
fondements théoriques ont été établis par R.A. Kowalski et M.H. van Emden
[96]. Ce modèle de programmation abandonne le principe de programma-
tion impérative, qui oblige l'informaticien à indiquer pas à pas à l'ordinateur
ce qu'il doit faire, au prot d'une programmation plus déclarative qui consiste
à représenter dans un formalisme adéquat les données du problème à partir
desquelles un résultat pourra être déduit. Ce paradigme de programmation
est né de la découverte d'un sous-ensemble de la logique du premier ordre
(aussi appelé le fragment Hornien de la logique des prédicats) associé à une
interprétation procédurale correcte et complète, basée sur la SLD-résolution
(Selection Linear Denite). La naissance du langage Prolog a été motivée
par l'étude de problèmes d'analyse et de compréhension de la langue natu-
relle nécessitant l'utilisation de résultats en logique du premier ordre et en
démonstration automatique. L'expression des connaissances sous forme de
clauses et l'emploi d'une règle d'inférence adéquate a conduit à un véritable
langage de programmation. Une des idées sous-jacentes de la programmation
logique est de considérer un programme comme un ensemble de relations dont
l'exécution consiste à démontrer une nouvelle relation à partir de celles
qui constituent le programme. On peut donc voir le calcul eectué par un
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programme logique, à partir d'une requête, comme l'extraction d'un ré-
sultat à partir d'une preuve. Le programme utilisé exprime les propriétés
caractérisant la recherche d'une preuve, et la requête soumise spécie quelle
preuve doit être construite. On peut ainsi schématiser le paradigme de la
programmation logique par les deux célèbres identications :
programme  théorie du premier ordre
exécution  recherche de preuves
Les fondements théoriques de la programmation logique sont synthétisés dans
[5, 7, 63, 67, 96] et l'utilisation du langage de programmation Prolog est
illustrée dans [16, 94]. Par la suite, les bases théoriques de la programmation
logique ont été consolidées et de nombreuses extensions ont été proposées
an d'augmenter la puissance d'expression de ce modèle de programmation :
négation [6, 84], contraintes [47], concurrence [90], ordre supérieur [74] ...
Un programme logique est un ensemble ni de clauses de Horn. Ces
formules sont notées A  B
1
;    ; B
n
où A et B
i
(1 6 i 6 n) désignent des
atomes. Plusieurs lectures d'un programme logique sont possibles, donnant
lieu à diérentes sémantiques. Traditionnellement, on distingue la séman-
tique déclarative d'un programme de sa sémantique opérationnelle (aussi
appelée sémantique procédurale). D'un point de vue déclaratif, la clause
A  B
1
;    ; B
n
peut s'interpréter par si B
1
et    et B
n
sont vrais,
alors A est vrai. Dans ce cas, une clause spécie une relation logique
entre formules atomiques exprimée par la formule quantiée universelle-
ment 8~x(A _ :B
1
_    _ :B
n
) (ou de manière logiquement équivalente
par 8~x(B
1
^    ^ B
n
) A)). Cette formule indique comment interpréter
logiquement une clause en utilisant des connecteurs logiques (:, _, ^, ))
et des quanticateurs (8). Une clause négative (aussi appelée but) est une
clause de la forme  B
1
;    ; B
q
dont la signication logique est donnée
par la formule 8~x(:B
1
_    _ :B
q
) (ou de manière logiquement équivalente
par :9~x(B
1
^    ^ B
q
)). L'exécution d'un programme P à partir d'un but
 B
1
;    ; B
q
consiste à réfuter l'ensemble P [ f8~x(:B
1
_    _ :B
q
)g, ce
qui revient, d'un point de vue déclaratif, à prouver à partir de P , la formule
existentielle 9~x(B
1
^  ^B
q
). Cette preuve est obtenue de manière construc-
tive : un résultat est extrait de la preuve de 9~x(B
1
^  ^B
q
) et correspond
à une aectation des variables de ~x. Il s'agit d'une substitution solution 
telle que P j= 8~z(B
1
^    ^ B
q
) où j= dénote la relation de conséquence
sémantique. Cette lecture logique des programmes (qui utilise la notion de
vérité logique à la A. Tarski) ne fournit aucune information quant à la ma-
nière dont le programme, en tant que processus de preuve, s'exécute. D'un
point de vue opérationnel, la clause A  B
1
;    ; B
n
peut se comprendre
comme une procédure A dont l'appel engendrerait l'exécution des B
i
. Si l'on
adopte ce point de vue, le passage des paramètres entre procédure appelante
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et procédure appelée se fait par le mécanisme d'unication
1
. Cette inter-
prétation opérationnelle des programmes est dénie par la SLD-résolution,
règle d'inférence présentée et formalisée en détail dans le chapitre 3. Cette
lecture repose sur la notion de dérivabilité syntaxique (à la G. Frege) ; les
substitutions construites lors d'une dérivation sont appelées des réponses.
Un aspect fondamental de la programmation logique est la correspondance
complète entre ces deux lectures (sémantiques). Mais cette correspondance
se révèle aussi utile d'un point de vue plus pratique : elle permet de com-
prendre le résultat de l'exécution d'un programme logique à partir d'une
requête sans en connaître nécessairement le mécanisme d'exécution. Enn,
signalons qu'il existe bien d'autres lectures de la programmation logique :
réécriture, résolution d'équations, preuve de théorème, réseau de processus
communicants ...
Formalisation de la SLD-résolution dans un méta-système lo-
gique : pourquoi formaliser ce qui semble déjà formel?
Une preuve formelle est une preuve dont on peut établir la correction
sans interpréter les symboles qu'elle contient : il sut de s'assurer que chaque
étape de la preuve obéit à certaines règles de manipulation des symboles. Les
ordinateurs permettent une manipulation d'objets symboliques, et il est donc
possible de représenter des preuves (formelles) et d'en vérier la validité (en
quoi cet objet est-il bien une preuve?) à l'aide d'un formalisme adéquat. Le
logiciel utilisé pour le codage et la vérication des preuves est le Coq Proof
Assistant (version 6.2.2) [19], développé à l'Inria. Coq est un assistant à
la preuve basé sur un méta-système logique (logical framework) : le calcul
des constructions inductives [21, 97]. Il s'agit d'une extension d'un -calcul
typé d'ordre supérieur [8] permettant de représenter, via l'isomorphisme de
Curry-Howard, un raisonnement mathématique (preuve en logique intui-
tionniste d'ordre supérieur) pouvant être mis en ÷uvre sur ordinateur. On
peut ainsi vérier et garantir mécaniquement à l'aide de ce formalisme la
validité d'une preuve. Le chapitre 1 est essentiellement consacré à la présen-
tation de cet assistant à la preuve. De nombreux développements ont déjà
été réalisés à l'aide du système Coq : axiomatisations de théories mathé-
matiques (groupes, domaines, catégories, théorie des ensembles de Zermelo-
Fraenkel ...), propriétes formelles de langages fonctionnels, -calcul avec sub-
stitutions explicites, théorie des automates, unication de (quasi-)termes du
premier ordre ...
Toutes ces contributions se révèlent d'une grande utilité : tout comme
un composant logiciel, une preuve formelle est réutilisable. Le développe-
1. l'unication fournissant une aectation à certaines variables des procédures appe-
lantes et appelées, ce mécanisme de passage de paramètres est multi-directionnel, abolis-
sant ainsi la distinction entre paramètres d'entrée et paramètres de sortie
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ment présenté dans le chapitre 3 correspond à une formalisation des résultats
classiques de la programmation logique : lemmes de commutation et de gé-
néralisation, théorèmes de validité et de complétude de la SLD-résolution.
La première étape de cette formalisation consiste naturellement à spécier
un ensemble de termes et à prouver la décidabilité de la propriété d'uni-
cation sur cet ensemble, propriété constamment utilisée en programmation
logique. Cette propriété a été formalisée par J. Rouyer [89] et fait partie
des contributions du logiciel Coq ; la preuve déjà établie sera donc réuti-
lisée dans le chapitre 2. Toutefois, l'ensemble sur lequel elle est dénie ne
correspond pas exactement à l'ensemble des termes que nous utilisons et
la propriété d'unication sera obtenue en transposant aux termes le théo-
rème établi pour les quasi-termes. Cette technique de preuve est présentée
dans le chapitre 2 et dans [52, 55].
Les résultats fondamentaux de la SLD-résolution sont ensuite formalisés
dans le chapitre 3. Puisque ces résultats ne sont pas nouveaux et sont
maintenant démontrés dans de nombreux ouvrages consacrés à la program-
mation logique, on peut s'interroger sur l'utilité de leur formalisation. En
eet, la règle de coupure du calcul des séquents et le fragment Hornien de
la logique du premier ordre sont à la base du paradigme de la program-
mation logique et les propriétés classiques de ce modèle de programmation
s'expriment et s'établissent dans un cadre assez formel. Aussi, il peut pa-
raître surprenant, voire inutile, de vouloir formaliser ces résultats dans un
méta-système logique. Pour cela, rappelons que la formalisation d'une preuve
consiste, d'une part, à dénir à l'aide d'un langage de spécication les ob-
jets manipulés et à expliciter complètement, et a priori, les hypothèses de
l'énoncé à démontrer et, d'autre part, à décomposer les étapes de la preuve
en exhibant les mécanismes de construction des conclusions à partir des
hypothèses. C'est en se livrant à cet exercice que l'on constate que certaines
preuves classiques, dans leur présentation courante, omettent des détails qui
peuvent s'avérer cruciaux. Ces détails, volontairement ignorés dans la lit-
térature, jouent pourtant un rôle important et leur omission est à l'origine
de petites erreurs courantes : certains résultats corrects sont établis in-
correctement et certains résultats ne sont corrects que sous certaines hy-
pothèses sans lesquelles il existe des cas pathologiques pour lesquels ces
résultats ne s'appliquent pas. Aussi, ce développement nous a conduit à pré-
ciser certaines hypothèses et à expliciter tous les détails et mécanismes des
preuves formalisées. Les principales dicultés rencontrées proviennent évi-
demment des diérents renommages nécessaires dans une dérivation mais
aussi du besoin d'expliciter a priori les hypothèses d'un énoncé à démontrer.
L'explicitation des hypothèses de renommage sur les clauses utilisées nous
a conduit à construire (i.e. à calculer) les substitutions de renommage utili-
sées en spéciant un véritable calcul sur les variables de renommage : tout
comme le concepteur d'un interprète Prolog doit garantir certaines proprié-
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tés sur les noms des variables automatiquement engendrées lors de l'exécu-
tion d'un programme, les preuves formelles des propriétés sémantiques de la
programmation logique doivent prendre en compte, de manière explicite, les
propriétés des divers renommages eectués. Ces propriétés, spéciées dans
les dénitions formelles du mécanisme d'exécution des programmes dénis,
constituent une étape essentielle lorsque l'on souhaite donner une interpréta-
tion procédurale à un langage purement déclaratif (le fragment Hornien de la
logique des prédicats). La prise en compte de ces détails complique considé-
rablement les preuves des résultats classiques et nous verrons, par exemple,
que la preuve du théorème de complétude de la SLD-résolution est plus com-
plexe qu'il n'y paraît et nécessite, d'un point de vue formel, plusieurs lemmes
techniques (renommage d'une dérivation, combinaisons de plusieurs déri-
vations, ...). Il est important de noter que cette explicitation des hypothèses
doit se faire a priori. Curieusement, il est courant, lorsque l'on prouve, à la
main, les résultats classiques de la programmation logique sur le papier,
de supposer, au fur et à mesure que l'on progresse dans une preuve, des pro-
priétés sur le renommage des clauses. Bien entendu, il existe un théorème
d'indépendance vis à vis du choix des variables de renommage, lorsque ce
choix satisfait de bonnes propriétés : il est toujours possible de se placer
dans une situation où ces suppositions sont vériées. Cependant, pour
que ces bonnes propriétés soient satisfaites, il est nécessaire d'appliquer ce
résultat d'indépendance en indiquant explicitement (i.e. en instanciant les
objets qu'il met en jeu) en quoi il permet de supposer telle propriété sur
les variables de renommage. Pourtant, ce théorème d'indépendance est ra-
rement énoncé et son utilisation est souvent implicite (comment distinguer
clairement ce qui est supposable de ce qui ne l'est pas?) même s'il consti-
tue, d'un point de vue formel, un résultat primordial de la programmation
logique, au même titre que les théorèmes de validité et de complétude, qu'il
permet de prouver rigoureusement. Pour obtenir une preuve formelle, il faut
donc spécier au départ toutes les hypothèses nécessaires à la preuve. Cette
explicitation est parfois délicate puisque ces hypothèses doivent obligatoire-
ment porter sur des objets présents dans l'énoncé à montrer et ne peuvent pas
porter sur des objets construits dans la preuve. Par exemple, contrairement
à un usage courant, on ne pourra pas supposer qu'une clause soit renommée
en dehors des variables d'un objet (requête, domaine d'une substitution, ...)
construit dans la preuve mais ne gurant pas dans l'énoncé initial : il faudra
identier cet ensemble de variables à partir des objets présents dans l'énoncé
initial ou bien imposer certaines propriétés a priori à partir desquelles une
telle supposition pourra être déduite. Le paragraphe 3.1 présente les quelques
points de détail généralement omis et qui nécessitent quelques précautions
lors d'une formalisation. La formalisation de la sémantique des programmes
dénis, présentée dans le chapitre 3 et dans [51, 53, 54, 56], explicite tous
ces points de détail et pourra donc paraître fastidieuse.
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Sémantique des dérivations innies
Les résultats classiques de la SLD-résolution, formalisés dans la première
partie, concernent les calculs nis (i.e. dénissent une sémantique pour les
SLD-réfutations). En eet, il existe une tradition en informatique qui veut
que tout bon programme soit un programme dont l'exécution termine.
La programmation logique n'échappe pas à cette tradition et les propriétés
de terminaison des programmes logiques ont fait l'objet de nombreux tra-
vaux. Pour n'en citer qu'un, M. Bezem propose dans [11] une caractérisation
d'une classe de programmes dénis qui terminent (indépendamment de
la stratégie de recherche et de la règle de séléction utilisée) à partir d'une
large classe de buts. Ce développement repose sur la notion d'applications de
niveaux
2
(level mappings) introduite par A. Cavendon et établit la terminai-
son des programmes récurrents
3
à partir de buts dont les instances ont un
niveau inférieur à un certain niveau. Répondant aux mêmes préoccupations,
R.N. Bol étudie dans [12] la possibilité d'introduire dans la SLD-résolution
un mécanisme permettant la détection de certaines boucles, conduisant à
des dérivations innies, an de ne pas poursuivre la recherche dans ces cas
(tout en garantissant que toutes les solutions nies restent constructibles).
Aujourd'hui, l'étude de la sémantique des calculs innis apparaît dans
de nombreux domaines de l'informatique : extension de la théorie des auto-
mates au domaine des mots innis, représentations nies des réponses innies
aux requêtes dans les bases de données déductives [14], dérivations innies
dans des systèmes de réécriture [26], -calcul inni [59], dérivations innies
en programmation logique ... En eet, certains objets sont, par nature, innis
et les programmes qui permettent de les construire, même s'ils ne terminent
pas, eectuent bien un calcul utile en un certain sens. Cependant, dans le
domaine de la programmation logique, toutes les dérivations innies ne cor-
respondent pas nécessairement à la construction d'un tel objet : certaines dé-
rivations fuient. Toutefois, même si ces dérivations ne calculent pas (i.e.
ne construisent pas de termes innis), elles prouvent (preuve innie sur un
objet ni) : par exemple, on peut voir la dérivation innie obtenue à partir du
programme p(x) p(x) et de la requête p(z) comme une preuve (innie) de
8x p(x). Dans la littérature consacrée à la programmation logique, il n'existe
pas une sémantique classique, mais plusieurs approches non équivalentes.
Dans la plupart d'entre elles, la dénotation d'un programme déni P est
obtenue en considérant le plus grand point xe d'un opérateur associé à P .
Dans le chapitre 4, nous verrons que lorsque l'univers du discours contient des
éléments innis, l'utilisation d'un plus grand point xe conduit à dénir une
2. il s'agit d'applications de l'ensemble des atomes fermés At
;
[?] dans IN
3. les programmes constitués de clauses pour lesquelles chaque instance fermée de la
tête de clause a un niveau au moins supérieur au niveau des instances correspondantes
des atomes du corps de la clause
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sémantique valide mais non complète (i.e. certains atomes dans la dénotation
de P ne sont pas constructibles par une SLD-dérivation à partir de P ).
Nous verrons que les propriétés classiques des dénitions co-inductives, rap-
pelées dans le chapitre 1, se révèleront utiles tant pour dénir une nouvelle
approche pour la sémantique des dérivations innies que pour expliquer les
résultats d'incomplétude obtenus dans d'autres approches existantes. Une
sémantique valide et complète, présentée dans [57], sera dénie pour les dé-
rivations innies qui ne construisent pas de termes innis. Cette classe de
dérivations innies sera interprétée selon l'isomorphisme de Curry-Howard
en identiant ces dérivations innies à des termes d'un type co-inductif.
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Chapitre 1
Préliminaires
Les dénitions (co-)inductives permettent de dénir des ensembles à par-
tir d'un ensemble de règles indiquant comment construire les éléments de ces
ensembles. Ces dénitions fournissent un outil privilégié pour décrire les ob-
jets manipulés par l'informatique et munissent les ensembles ainsi dénis de
schémas de (co-)induction permettant de raisonner sur ces ensembles. La
première partie de ce chapitre est entièrement consacrée à la présentation
des propriétés classiques des dénitions (co-)inductives qui se révèleront très
utiles lors de l'étude de la sémantique des programmes dénis (la formali-
sation de certains de ces résultats dans le système Coq est présentée dans
l'annexe A). Ensuite, le calcul des constructions (co-)inductives, vu au tra-
vers de l'assistant à la preuve Coq [19], est présenté. Il ne s'agit pas d'une
présentation formelle (et encore moins d'une formalisation de ce calcul [9]) et
nous n'abordons pas en profondeur les fondements théoriques de l'assistant
à la preuve Coq : nous nous plaçons résolument du côté de l'utilisateur. Ce
chapitre donne donc seulement une esquisse des concepts mis en jeu dans
le calcul des constructions inductives à partir d'exemples exprimés dans le
langage de spécication du système Coq.
1.1 Dénitions (co-)inductives
1.1.1 Dénitions inductives
Un des exemples les plus classiques d'ensemble déni inductivement est
l'ensemble des théorèmes que l'on peut dériver à partir d'un système for-
mel : ce point de vue permet de considérer une dénition inductive comme
la donnée d'un ensemble de règles, l'ensemble ainsi déni correspond au plus
petit ensemble contenant tous les axiomes de ce système et clos par ap-
plication des règles. Il est aussi possible de caractériser un ensemble déni
inductivement à l'aide d'un opérateur monotone.
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Dénition 1.1 (Ensemble déni inductivement [4])
 Dénition inductive à partir d'un ensemble de règles.
Une règle est une paire (E; e) où E désigne un ensemble de prémisses
et e désigne la conclusion. On note e E cette règle. Etant donné un
ensemble de règles , un ensemble A est dit -clos si pour toute règle
e  E de , E  A implique e 2 A. L'ensemble déni inductivement
par un ensemble de règles  est l'intersection de tous les ensembles
-clos :
Ind() =
\
fA; A est -closg
 Dénition inductive à partir d'un opérateur monotone.
Un opérateur ' de 2
B
dans 2
B
est monotone si E
1
 E
2
 B )
'(E
1
)  '(E
2
). Etant donné un opérateur ', un ensemble A est '-
clos si '(A)  A. L'ensemble déni inductivement par un opérateur '
est l'intersection de tous les ensembles '-clos :
Ind(') =
\
'(A)AB
A
A chaque ensemble de règles  est associé un principe d'induction : si P
est une propriété dénie sur Ind(), telle que pour chaque règle e  E de
, (8e
0
2 E P (e
0
)) ) P (e), alors pour tout élément a de Ind(), P (a) est
vérié. D'autre part, on montre que Ind() est le plus petit ensemble -clos :
Lemme 1.1 Tout ensemble de règles  admet un ensemble -clos et l'in-
tersection d'ensembles -clos quelconques est encore un ensemble -clos.
Preuve. Etant donné un ensemble de règles , l'ensemble :
B =
[
e E2
ffeg [Eg
est -clos. Considérons à présent l'intersection
T
i
A
i
où les A
i
sont des en-
sembles -clos. Soit e  E 2 , si E 
T
i
A
i
, alors 8i  0 E  A
i
et
puisque tous les A
i
sont, par hypothèse, -clos, on a 8i  0 e 2 A
i
et donc
e 2
T
i
A
i
.
T
i
A
i
est donc bien un ensemble -clos. J
Les deux approches considérées dans la dénition 1.1 sont équivalentes :
tout ensemble déni inductivement à partir d'un ensemble de règles peut
être déni à partir d'un opérateur monotone et vice versa. En eet, à tout
ensemble de règles  peut être associé un opérateur monotone T

de 2
B
dans
2
B
déni par :
B =
[
e E2
ffeg [Eg T

(A) = fe 2 B; 9 e E 2  E  Ag (1.1)
Lemme 1.2 T

est un opérateur monotone.
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Preuve. Soit A
1
et A
2
deux sous-ensembles de B tels que A
1
 A
2
. Si
e 2 T

(A
1
) alors il existe une règle e E 2  telle que E  A
1
et on peut
conclure puisqu'on a alors E  A
2
. J
Réciproquement, à tout opérateur monotone ' peut être associé l'ensemble
de règles 
'
déni par :

'
= fe E; E  B et e 2 '(E)g
Le lemme qui suit permet d'établir les égalités :
Ind(') = Ind(
'
) Ind() = Ind(T

) (1.2)
Lemme 1.3
 Si ' est un opérateur monotone, alors A  B est 
'
-clos si et seule-
ment si A est '-clos.
 Un ensemble A est -clos si et seulement si A est T

-clos.
Preuve.
 ()). Si e 2 '(A), alors, par dénition, il existe une règle e E 2 
'
telle
que E  A. Puisque A est 
'
-clos, on a E  A ) e 2 A ce qui permet de
conclure. ((). Soit e E une règle de 
'
et montrons que E  A) e 2 A.
Par dénition, e 2 '(E) et par monotonie '(E)  '(A) ce qui permet de
conclure puisque, par hypothèse, '(A)  A.
 ()). Si e 2 T

(A), alors il existe une règle e E 2  telle que E  A et
puisque A est -clos, on a e 2 A ce qui permet de conclure. ((). Soit e E
une règle de  et montrons que E  A ) e 2 A. Par dénition, si E  A,
alors e 2 T

(A) et puisque, par hypothèse, T

(A)  A, on a e 2 A ce qui
permet de conclure. J
Enn, Ind(') peut être caractérisé en terme de plus petit point xe de ' :
Théorème 1.1 (Tarski [95]) Si ' est monotone, alors Ind(') = lfp(').
Preuve. Soit A  B, puisque Ind(') est déni comme l'intersection de
tous les ensembles '-clos, on a '(A)  A ) Ind(')  A et, par monotonie,
'(A)  A) '(Ind('))  '(A). Par transitivité, il vient alors '(A)  A)
'(Ind('))  A ce qui permet d'établir :
'(Ind('))  Ind(')
Réciproquement, puisque ' est monotone, on a '('(Ind(')))  '(Ind(')).
'(Ind(')) est donc '-clos ce qui permet d'établir :
Ind(')  '(Ind('))
Ind(') est donc un point xe de '. Montrons que c'est le plus petit : soit A
0
un point xe de '. Par dénition, on a '(A
0
)  A
0
et donc A
0
est '-clos. Il
vient alors Ind(')  A
0
ce qui permet de conclure. J
Préliminaires 11
Il existe un autre moyen permettant de caractériser les ensembles dénis
inductivement à partir d'un opérateur. Cette approche utilise la notion de
puissances ordinales : étant donnés un opérateur ' de 2
B
dans 2
B
et un
ordinal , on dénit '
"
par :
'
"
=
8
>
<
>
:
? si  = 0
'('
"
) si  =  + 1
S
<
'
"
si  est un ordinal limite
Nous allons voir que si ' est "-continu, c'est à dire si, pour toute suite
croissante (E
n
)
n0
de sous-ensembles de B :
'(
[
n0
E
n
) =
[
n0
'(E
n
)
alors Ind(') = '
"!
. Pour ce faire, on montre tout d'abord le lemme suivant.
Lemme 1.4 Soit ' un opérateur.
1. Si ' est monotone, alors pour tout ordinal , '
"
 '
"+1
.
2. Si ' est "-continu, alors ' est monotone.
Preuve. (1). Induction sur . Pour  = 0, on a clairement '
"0
= ?  '
"1
.
Si  est un ordinal successeur  =  + 1, alors, par hypothèse d'induction,
'
"
 '
"+1
. Puisque ' est monotone, il vient :
'('
"
) = '
"+1
= '
"
 '('
"+1
) = '('
"
) = '
"+1
Si  est un ordinal limite, alors, par hypothèse d'induction :
8 <  '
"
 '
"+1
Si x 2 '
"
, alors, par dénition, pour un ordinal , x 2 '
"
. Par hypothèse
d'induction, il vient x 2 '
"+1
, c'est à dire x 2 '('
"
). Cependant, '
"

S
<
'
"
= '
"
, et par monotonie de ', on peut conclure puisque :
'('
"
)  '(
[
<
'
"
) = '('
"
) = '
"+1
(2). Soit ' un opérateur "-continu, et A
1
et A
2
deux parties de B telles que
A
1
 A
2
. Il est clair que A
1
 A
2
 A
2
     A
2
    est une séquence
croissante et puisque ' est "-continu, on a '(A
1
[ A
2
) = '(A
1
) [ '(A
2
).
Enn, puisque A
1
 A
2
, on a A
2
= A
1
[A
2
et donc '(A
2
) = '(A
1
)['(A
2
)
ce qui permet de conclure à '(A
1
)  '(A
2
). J
Ce lemme permet de montrer le théorème :
Théorème 1.2 Si ' est "-continu, alors Ind(') = '
"!
= lfp(').
Préliminaires 12
Preuve. Montrons tout d'abord que '
"!
est un point xe de '. D'après
le lemme 1.4.1, '
"!
 '
"!+1
. Aussi, montrons que '
"!+1
 '
"!
. Soit x 2
'
"!+1
, toujours d'après le lemme 1.4.1, ('
"n
)
n0
est une séquence croissante
et puisque ' est "-continu et '
"0
= ?, il vient :
'(
[
n0
'
"n
) =
[
n0
'
"n+1
=
[
n1
'
"n
=
[
n0
'
"n
= '
"!
'
"!
est donc un point xe de '. D'après le théorème 1.1, Ind(') est le plus
petit point xe de ', il sut donc de prouver que '
"!
 Ind(') ce qui revient
à montrer :
8n 2 IN '
"n
 Ind(')
Nous procédons par induction sur n. Pour n = 0, la propriété est triviale.
Supposons maintenant que '
"n
 Ind('). Puisque ' est continu, d'après le
lemme 1.4.2, ' est monotone et alors '('
"n
) = '
"n+1
 '(Ind(')) = Ind(').
'
"!
est donc bien le plus petit point xe de '. J
Sans l'hypothèse de continuité sur ', ce théorème n'est plus vérié pour
un opérateur monotone quelconque. Toutefois, si l'opérateur monotone est
nitaire, c'est à dire s'il vérie pour toute suite croissante (E
n
)
n0
de sous-
ensembles de B :
'(
[
n0
E
n
) 
[
n0
'(E
n
)
alors Ind(') = '
"!
. En eet, on montre que :
Lemme 1.5 Tout opérateur monotone et nitaire est "-continu.
Preuve. Soit ' un opérateur monotone et nitaire, il sut de prouver que
pour toute suite croissante (E
n
)
n0
de sous-ensembles de B, on a :
[
n0
'(E
n
)  '(
[
n0
E
n
)
Soit x 2
S
n0
'(E
n
), il existe un naturel k tel que x 2 '(E
k
). De plus,
puisque (E
n
)
n0
est une suite croissante, on aE
k

S
n0
E
n
. Par monotonie,
il vient :
'(E
k
)  '(
[
n0
E
n
)
et alors x 2 '(
S
n0
E
n
) ce qui permet de conclure. J
Si l'opérateur ' correspond à l'opérateur T

associé à un ensemble de règles
, alors ' est nitaire si l'ensemble des prémisses de chaque règle de  est
ni, et dans ce cas on dit que  est nitaire. En eet, on montre que :
Lemme 1.6 Si  est nitaire, alors T

est nitaire.
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Preuve. Soit (E
n
)
n0
une suite croissante de sous-ensembles de B et e
un élément de T

(
S
n0
E
n
). Par dénition, il existe une règle e  F 2 
telle que F 
S
n0
E
n
. Puisque (E
n
)
n0
est une suite croissante, c'est qu'il
existe un entier k tel que F  E
k
et donc e 2 T

(E
k
) 
S
n0
T

(E
n
) ce qui
permet de conclure. J
1.1.2 Dénitions co-inductives
Les dénitions co-inductives permettent de dénir des ensembles dont les
éléments sont obtenus en appliquant un nombre de fois éventuellement inni
les règles de construction. Comme pour les ensembles dénis inductivement,
il est possible de dénir un ensemble de manière co-inductive à partir d'un
ensemble de règles  ou d'un opérateur '.
Dénition 1.2 (Ensemble déni co-inductivement [4])
 Dénition co-inductive à partir d'un ensemble de règles.
Etant donné un ensemble de règles , un ensemble A est dit -dense
si pour tout e 2 A, il existe un ensemble E  A tel que e  E 2 .
L'ensemble déni co-inductivement par un ensemble de règles  est
l'union de tous les ensembles -denses :
CoInd() =
[
fA; A est -denseg
 Dénition co-inductive à partir d'un opérateur monotone.
Etant donné un opérateur ', un ensemble A est '-dense si A  '(A).
L'ensemble déni co-inductivement par un opérateur ' est l'union de
tous les ensembles '-denses :
CoInd(') =
[
A'(A)B
A
CoInd() est le plus grand ensemble -dense. Les deux approches considérées
dans cette dénition sont équivalentes : tout ensemble déni de manière co-
inductive à partir d'un ensemble de règles peut être déni à partir d'un
opérateur monotone et vice versa. En eet, le lemme suivant permet d'établir
les égalités :
CoInd(') = CoInd(
'
) CoInd() = CoInd(T

)
Lemme 1.7
 Si ' est un opérateur monotone, alors A  B est 
'
-dense si et seule-
ment si A est '-dense.
 Un ensemble A est -dense si et seulement si A est T

-dense.
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Preuve.
 ()). Soit A un ensemble 
'
-dense et a 2 A. Par dénition, il existe une
règle a  E 2 
'
telle que E  A. Par monotonie, il vient '(E)  '(A).
D'autre part, par dénition de 
'
, on a a 2 '(E) et il vient a 2 '(A) ce qui
permet de montrer A  '(A). ((). Soit A  '(A) et a 2 A. Par hypothèse,
a 2 '(A) et donc, par dénition, il existe une règle a  E 2 
'
telle que
E  A. A est donc bien 
'
-dense.
 ()). Soit A un ensemble -dense et a 2 A. Par hypothèse, il existe un
ensemble E  A tel que a  E 2  et donc a 2 T

(A). A est donc bien
T

-dense. ((). Soit a 2 A. Par hypothèse, a 2 T

(A) et il existe donc une
règle a E 2  telle que E  A. A est donc bien -dense. J
D'autre part, CoInd(') peut être caractérisé en terme de plus grand point
xe de ' :
Théorème 1.3 (Tarski) Si ' est monotone, alors CoInd(') = gfp(').
Preuve. Soit A  B, puisque CoInd(') est déni comme l'union de tous
les ensembles '-denses, on a A  '(A) ) A  Coind(') et, puisque ' est
un opérateur monotone, il vient A  '(A) ) '(A)  '(Coind(')). Par
transitivité A  '(A)) A  '(Coind(')) ce qui permet de conclure à :
Coind(')  '(Coind('))
Réciproquement, puisque ' est monotone, '(Coind('))  '('(Coind('))).
'(Coind(')) est donc '-dense ce qui permet d'établir :
'(Coind('))  Coind(')
Coind(') est donc bien un point xe de '. Montrons que c'est le plus grand :
soit A
0
un point xe de ', par dénition, on a A
0
 '(A
0
). Aussi A
0
est
'-dense et il vient A
0
 Coind(') ce qui permet de conclure. J
Il est aussi possible de dénir un ensemble de manière co-inductive en
terme de puissances ordinales d'un opérateur : étant donnés un opérateur '
de 2
B
dans 2
B
et un ordinal , on dénit '
#
par :
'
#
=
8
>
<
>
:
B si  = 0
'('
#
) si  =  + 1
T
<
'
#
si  est un ordinal limite
Nous allons voir que si ' est #-continu, c'est à dire si, pour toute suite
décroissante (E
n
)
n0
de sous-ensembles de B :
'(
\
n0
E
n
) =
\
n0
'(E
n
)
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alors CoInd(') = '
#!
. Pour ce faire, on montre tout d'abord le lemme sui-
vant.
Lemme 1.8 Soit ' un opérateur.
1. Si ' est monotone, alors pour tout naturel n, '
#n+1
 '
#n
.
2. Si ' est #-continu, alors ' est monotone.
Preuve. (1). Induction sur n. Pour n = 0, la propriété est triviale. Si
n = k + 1, alors par hypothèse d'induction '
#k+1
 '
#k
et il vient par
monotonie :
'
#n+1
= '('
#n
) = '('
#k+1
)  '('
#k
) = '
#k+1
= '
#n
(2). Soit ' un opérateur #-continu, et A
1
et A
2
deux parties de B telles que
A
1
 A
2
. Il est clair que A
2
 A
1
 A
1
     A
1
    est une séquence
décroissante et puisque ' est #-continu, on a '(A
1
\ A
2
) = '(A
1
) \ '(A
2
).
Enn, puisque A
1
 A
2
, on a A
1
= A
1
\A
2
et donc '(A
1
) = '(A
1
)\'(A
2
)
ce qui permet de conclure à '(A
1
)  '(A
2
). J
La première assertion de ce lemme est plus faible que celle correspondant au
lemme 1.4. Ce lemme permet de montrer le théorème :
Théorème 1.4 Si ' est #-continu, alors CoInd(') = '
#!
= gfp(').
Preuve. Montrons d'abord que '
#!
est un point xe de '. Puisque ' est
#-continu, d'après le lemme 1.8, ' est monotone et ('
#n
)
n0
est une suite
décroissante. Par conséquent :
'
#!+1
= '(
\
n0
'
#n
) =
\
n0
'('
#n
) =
\
n0
'
#n+1
En appliquant encore le lemme 1.8, il vient :
\
n0
'
#n+1
=
\
n0
'
#n
= '
#!
'
#!
est donc un point xe de '. Montrons qu'il s'agit du plus grand point
xe. D'après le théorème de Tarski, '
#!
 Coind('). Il sut donc de prouver
que CoInd(')  '
#!
ce qui revient à montrer :
8n 2 IN CoInd(')  '
#n
Nous procédons par induction sur n. Pour n = 0, la propriété est triviale.
Supposons maintenant que CoInd(')  '
#n
. Puisque ' est #-continu, ' est
monotone et on a alors :
CoInd(') = '(CoInd('))  '('
#n
) = '
#n+1
ce qui permet de conclure. J
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1.2 Coq et le calcul des constructions inductives
1.2.1 Isomorphisme de Curry-Howard
Si le raisonnement n'est pas réductible au calcul, en revanche, la vé-
rication de la validité du raisonnement l'est. En eet, la correction d'un
raisonnement ne dépend que de sa forme et la proposition p est une preuve
de la proposition P est vériable par le calcul. Muni d'un formalisme adé-
quat, on peut donc obtenir des programmes de vérication automatique de
preuves.
Sémantique BHK
La sémantique de BHK (L.E.J. Brouwer, A. Heyting et A.N. Kolmogo-
rov) propose d'interpréter les preuves de propositions par des objets fonc-
tionnels. A chaque proposition est associé l'ensemble, éventuellement vide,
de ses preuves. Cette sémantique s'exprime par :
 Une preuve de la proposition False est un élément de l'ensemble vide.
 Une preuve de A ^B est un élément de AB formé d'une preuve de
A et d'une preuve de B.
 Une preuve de A_B est une paire dont la seconde composante est soit
une preuve de A soit une preuve de B et dont la première composante
est un indicateur permettant de savoir si l'on dispose d'une preuve
de A ou de B.
 Une preuve de A) B est une fonction f qui à chaque preuve a de A
associe une preuve f(a) de B.
 Une preuve de la proposition existentielle 9x 2 AB(x) est un objet
composé d'un élément x 2 A et d'une preuve de B(x).
 Une preuve de la proposition universelle 8x 2 AB(x) est une fonction
f qui associe à tout objet x 2 A, une preuve de B(x).
Un formalisme pour représenter des preuves
Le calcul des constructions [21] est un formalisme permettant de repré-
senter et de manipuler de manière explicite des preuves via l'isomorphisme
de Curry-Howard. Ce formalisme repose sur la théorie des types, introduite
par P. Martin-Löf [72], et sur le -calcul typé [8]. Le calcul des construc-
tions ne dispose que d'une seule classe syntaxique de termes permettant de
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représenter aussi bien les types que les objets typés :
t::= x j variables
s j sortes
c j constantes introduites dans l'environnement
(t
1
t
2
) j application du terme t
1
au terme t
2
[x: t
1
]t
2
j fonction qui à tout x de type t
1
associe t
2
(x: t
1
)t
2
. produit
L'ensemble de sortes disponibles est :
S = fProp;Set;Type(i); i 2 INg
Ces sortes sont organisées hiérarchiquement comme suit :
Prop est de type Type(0)
Set est de type Type(0)
Type(i) est de type Type(i+ 1)
Les termes du calcul des constructions sont utilisés pour représenter des
types de données, des propriétés et des preuves. C'est le typage des termes
qui permet de les classier : Set est utilisé pour dénir formellement des col-
lections d'objets et Prop est utilisé pour exprimer des propriétés formelles
sur ces objets. En utilisant l'interprétation donnée par l'isomorphisme de
Curry-Howard, présenté plus bas, le jugement de typage   ` t:T , expri-
mant qu'un terme t a pour type T dans un contexte  , admet alors deux
lectures diérentes selon que T soit de type Prop ou Set : dans le premier
cas, t désigne une preuve de la proposition T (on parle de type habité ou
de proposition prouvable), dans le deuxième cas, t est un objet de la collec-
tion T (on parle d'objet calculatoire). La principale règle de réduction du
calcul des constructions est la -réduction qui permet l'élimination conjointe
d'une abstraction et d'une application : le terme (x:T:t u) (noté dans le
calcul des constructions ([x:T ]t u)) se -réduit en un terme noté t[x u]
et correspondant au terme t dans lequel on substitue toutes les occurrences
de x par le terme u.
(x:T:t u)!

t[x u]
Initialement utilisée pour exprimer un calcul fonctionnel, la notation du -
calcul permet, dans sa version typée, de représenter les preuves exprimées
dans le formalisme de déduction naturelle, dû à G. Gentzen (1934) [85].
Cette correspondance repose sur l'isomorphisme de Curry-Howard [35, 37]
qui établit un lien fort, d'une part, entre preuves et -termes, et d'autre part,
entre propositions et types :
preuve  -terme  programme
proposition  type  spécication
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Preuves et algorithmes admettent donc une représentation uniforme, ce qui
s'exprime par le slogan programmer = prouver qui permet d'unier
les activités de programmation et de démonstration. Ecrire un programme,
c'est prouver, de manière constructive, une proposition ; déterminer le type
d'une expression, c'est trouver de quelle proposition cette expression est une
preuve. Par exemple, la fonction identité sur T dénie par [x:T ]x est un -
terme de type T ! T et correspond à une preuve de la proposition T ) T .
Les symboles! (langage fonctionnel) et) (langage logique) sont uniés.
-terme (de) type
-calcul
[x : T ]x T ! T
preuve (de la) proposition
logique
T ) T
Aussi, si l'on reconsidère la sémantique BHK décrite plus haut, on obtient :
 Une preuve de A ) B est un terme f :A ! B qui à chaque preuve a
de A associe une preuve f(a) de B (cas non dépendant).
 Une preuve de la proposition existentielle 9x 2 AB(x) est un élément
de
P
x2A
B(x) : le type somme
P
x2A
B généralise A  B lorsque le
type du deuxième élément dépend de la valeur du premier.
 Une preuve de la proposition universelle 8x 2 AB(x) est un terme
f :
Q
x2A
B(x) : le type produit
Q
x2A
B généralise A ! B lorsque le
type de la valeur retournée dépend de la valeur de l'argument.
Vérication d'une preuve et typage d'un terme : un exemple
C'est la décidabilité du typage des termes du calcul des constructions qui
permet la vérication (automatique) de la validité d'une preuve (la preuve
n'étant pas obtenue de manière automatique). Illustrons cela sur un exemple.
Le formalisme de déduction naturelle, exprimé à l'aide de séquents, manipule
des jugements de la forme   ` A que l'on peut interpréter par A est une
conséquence des hypothèses du contexte  . Pour construire des preuves dans
ce formalisme, on utilise des règles d'inférence permettant d'introduire ou
de supprimer des connecteurs (ou des quanticateurs). L'exemple que nous
présentons fait appel aux trois règles suivantes :
(Ax) :
 ; A ` A
(I
)
) :
 ; A ` B
  ` A) B
(E
)
) :
  ` A) B   ` A
  ` B
(Ax) correspond à un axiome et (I
)
) (resp. (E
)
)) correspond à la règle
d'introduction
1
(resp. d'élimination) du connecteur ). Muni de ces trois
1. dans laquelle l'hypothèse A est déchargée
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(E
)
) :
(Ax) :
A) B;B ) C;A ` A) B
(Ax) :
A) B;B ) C;A ` A
(E
)
) :
(Ax) :
A) B;B ) C;A ` B ) C
A) B;B ) C;A ` B
(I
)
) :
(I
)
) :
(I
)
) :
A) B;B ) C;A ` C
A) B;B ) C ` A) C
A) B ` (B ) C)) (A) C)
` (A) B)) ((B ) C)) (A) C))
Fig. 1.1  Arbre de preuve en déduction naturelle
règles, il est possible de construire une preuve de la célèbre tautologie :
(A) B)) ((B ) C)) (A) C)) (1.3)
dont l'arbre de preuve est présenté sur la gure 1.1. D'autre part, si l'on
considère les jugements de typage des termes du calcul des constructions, de
la forme   ` t:T , qui s'interprètent par : dans le contexte  , le terme t est
de type T, on peut établir le type d'un terme à l'aide de règles de typage.
Les trois règles que nous utilisons dans l'exemple présenté sont :
(Var) :
 ; x:A ` x:A
(Abs) :
 ; x:A ` t:B
  ` (x:A:t):A! B
(App) :
  ` t
1
:A! B   ` t
2
:A
  ` (t
1
t
2
):B
La règle (Abs) (resp. (App)) correspond à la construction du type d'une
abstraction (resp. d'une application). La correspondance de Curry-Howard
permet d'identier types et propositions et les règles de typage (Var), (Abs)
et (App) correspondent exactement aux règles de la déduction naturelle (Ax),
(I
)
) et (E
)
) décorées par des -termes. Aussi, en décorant l'arbre de
preuve de la tautologie (1.3), on obtient le jugement de typage :
` x:A! B:y:B ! C:z:A:(y (x z)):
(A! B)! ((B ! C)! (A! C))
où le terme x:A! B:y:B ! C:z:A:(y (x z)) représente une preuve de
la tautologie (1.3). Il existe donc un lien direct entre le -calcul typé et le
formalisme de la déduction naturelle.
déduction naturelle -calcul typé
proposition type
dérivation (preuve) -terme
conclusion d'une dérivation type habité
décharge d'une hypothèse -abstraction
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1.2.2 L'assistant à la preuve Coq
L'isomorphisme de Curry-Howard permet de vérier automatiquement
la validité d'une preuve formelle. Cependant, l'écriture des termes de preuve
dans le calcul des constructions semble fastidieuse et laborieuse. En eet,
dès que la preuve à écrire dépasse quelques pas d'inférence, l'écriture du
-terme correspondant n'est plus humainement envisageable et il est souhai-
table de disposer de procédures permettant de construire automatiquement
le -terme de preuve en fonction d'indications fournissant le raisonnement
à mener pour établir la preuve. D'autre part, certaines parties d'une preuve
étant plus faciles à obtenir que d'autres, il est raisonnable d'envisager des
procédures automatiques permettant de les établir. De tels programmes, ap-
pelés des assistants à la preuve, constituent une alternative au tout ou
rien (démonstration automatique ou vérication automatique). Les plus
connus sont Coq, Isabelle, Lego, Hol, Lcf, Alf, Pvs, ... Coq permet de
construire des preuves formelles pour une logique d'ordre supérieur en utili-
sant un assistant à la preuve. L'arbre de preuve obtenu (i.e. le -terme) est
construit, de manière incrémentale et interactive, en partant du but initial
et en le décomposant suivant des règles logiques à l'aide d'un ensemble de
tactiques prédénies : une tactique est une fonction qui construit une preuve
d'un but donné à partir de preuves élémentaires de sous-buts (chaque sous-
but étant associé à un contexte local d'hypothèses). Etant donné un but à
prouver, l'application d'une tactique engendre donc les sous-buts, associés à
des contextes d'hypothèses, qu'il reste à montrer :
contexte 0
But
Application
d'une tactique
 !
contexte 1
Sous-but 1
; : : : ;
contexte n
Sous-butn
Par exemple, étant donné un contexte d'hypothèses H et un but B à prouver,
la tactique Cut A engendrera deux sous-buts : le premier, où il faudra
montrer, dans le même contexte H, que A) B, et, le deuxième, où il faudra
prouver A dans le contexte H.
H
B
Cut A
 !
H
A! B
;
H
A
(1.4)
La preuve d'un lemme ainsi codée constitue une preuve formelle (ou vériable
ou explicite) de ce lemme et se présente sous la forme d'un texte écrit dans
un langage formel, dont la lecture est, au mieux, laborieuse et, la plupart
du temps, vaine. De manière (très) imagée, on peut comparer la diérence
qui existe entre une preuve formelle et une preuve sur le papier avec la
diérence qui existe, pour un logiciel, entre un manuel de référence et un
guide de l'utilisateur. Le premier a (ou devrait avoir) pour objectif d'être
exhaustif et rigoureux, tandis que le second a pour objectif d'être didactique :
sur des sujets complexes, comme les langages de programmation, il est qua-
siment impossible d'être à la fois rigoureux et didactique. C'est pourquoi,
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les démonstrations présentées dans ce qui suit, ont été re-transcrites dans le
langage naturel. Il s'agit bien sûr du résultat d'un compromis, puisque de
manière idéale, chaque étape d'une preuve devrait découler explicitement
de l'application d'un lemme déjà établi ou d'une hypothèse posée au départ.
Par souci de lisibilité, certains passages de preuves sont omis et nécessitent
donc quelques connaissances élémentaires implicites. D'un point de vue
pratique, Coq est écrit en Caml, un langage de programmation fonction-
nelle de la famille ML, développé à l'Inria. Caml est aussi le langage cible
dans lequel sont écrits les programmes extraits à partir des preuves.
1.2.3 Types inductifs
Le calcul des constructions a été étendu an de permettre la dénition
de types inductifs et co-inductifs. De manière informelle, dénir un type de
manière inductive ou co-inductive revient à donner les règles de formation
des éléments de ce type et à exprimer qu'un élément est de ce type unique-
ment s'il a été obtenu par application de ces règles. Pour une présentation
plus théorique des dénitions inductives, on pourra consulter [4, 23]. L'in-
troduction de types inductifs dans le calcul des constructions est présentée
dans [79, 97]. L'exemple le plus classique de dénition inductive est la dé-
nition de l'ensemble des entiers naturels, déni (inductivement) par le plus
petit ensemble satisfaisant : 0 est un entier naturel et si n est un entier natu-
rel, alors le successeur de n, noté S(n), est aussi un entier naturel (l'ensemble
est clos par successeur). Cette dénition s'exprime dans le langage de spéci-
cation de Coq par :
Inductive nat: Set:= O : nat | S : nat ->nat. (1.5)
Un type inductif est donc déni par la donnée d'un ensemble de construc-
teurs. Il existe toutefois une restriction sur le type des constructeurs qui
permet, par exemple, de rejeter des constructeurs de type (T ! T ) ! T
dans lequel la première occurrence de T correspond à une occurrence non
positive de T (la notion d'occurrence positive est dénie, par exemple,
dans [79]). Cette restriction est nécessaire pour garantir la propriété de nor-
malisation et la cohérence logique du système. Le mot clé Inductive sert à
spécier la nature inductive du type déni et permettra à Coq d'engendrer
automatiquement les schémas d'induction (aussi appelés schémas d'élimina-
tion) associés à ce type. Les trois principes d'induction engendrés par la
dénition de nat sont :
nat_id :(P:nat->s) (P O)->((n:nat)(P n)->(P (S n)))->(n:nat)(P n)
où (id; s) peut prendre les valeurs (ind,Prop) ou (rec,Set) ou (rect,Type) ;
nat_ind correspond au neuvième axiome de Péano.
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Destructeurs sur un type inductif
L'opérateur Case permet d'exploiter le fait qu'un objet de type inductif
ne peut être construit qu'en utilisant, un nombre de fois ni, les constructeurs
présents dans la dénition du type et permet de mener un raisonnement par
cas sur ces objets. Sa syntaxe est :
< P > Case x of f
1
   f
n
end.
où le terme x appartient à un type inductif spécié par n constructeurs. P est
le type de l'expression et chaque f
i
représente un terme permettant d'obtenir
un objet de type P dans le cas où x a été construit avec le i-ième constructeur.
Cet opérateur permet notamment de dénir des fonctions ou des prédicats
de manière récursive. Par exemple, on peut dénir récursivement le prédicat
IS_EVEN:nat->Prop, caractérisant les entiers pairs, par :
Fixpoint IS_EVEN [n:nat] : Prop :=
<Prop>Case n of
(* n=O *) True
(* n=(S k) *) [k:nat]<Prop>Case k of
(* k=O *) False
(* k=(S p) *) [p:nat](IS_EVEN p)
end
end.
(* et *) délimitent les commentaires ; le type indiqué entre < et > indique le
type du résultat (nous verrons par la suite qu'il existe une restriction sur ce
type) ; False et True sont deux constantes de type Prop.
Prédicats inductifs
Il est aussi possible de dénir des prédicats de manière inductive. Par
exemple, le prédicat even:nat->Prop, caractérisant les entiers pairs, peut se
dénir inductivement par :
Inductive even: nat ->Prop:=
even_0: (even O) |
even_S2: (n:nat)(even n) ->(even (S (S n))).
(1.6)
Toutefois, seul le schéma d'élimination even_ind est engendré par cette dé-
nition (nous en évoquerons plus loin la raison). Bien entendu, cette dé-
nition inductive est équivalente à la dénition récursive présentée dans le
paragraphe précédent dans le style de la programmation fonctionnelle : tout
entier naturel n vérie even(n) si et seulement si IS_EVEN(n) = True. Cette
dénition est exprimée dans un style à la Prolog (chaque constructeur
correspond à une clause) et correspond à la plus petite relation satisfaisant
l'ensemble des règles d'inférence :

(even-0) :
even(0)

[

(even-S2-n) :
even(S
n
(0))
even(S
n+2
(0))
; n 2 IN

(1.7)
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Ici, les constructeurs peuvent être vus comme des règles d'introduction. Cer-
tains connecteurs logiques sont d'ailleurs dénis de manière inductive, et dans
ce cas, les constructeurs correspondent aux règles d'introduction du connec-
teur logique. Par exemple, la conjonction et la disjonction sont dénies dans
le système Coq à l'aide des constructeurs conj, or_introl, et or_intror, qui
permettent l'introduction du connecteur et correspondent respectivement
aux règles (I
^
), (I
l
_
) et (I
r
_
) :
Inductive and [A:Prop;B:Prop]:Prop:=
conj: A ->B ->(and A B).
(I
^
) :
  ` A   ` B
  ` A ^B
Inductive or [A:Prop;B:Prop]:Prop:=
or_introl:A->(or A B) |
or_intror:B->(or A B).
(I
l
_
) :
  ` A
  ` A _B
(I
r
_
) :
  ` B
  ` A _B
(1.8)
Raisonnement par induction avec l'assistant à la preuve Coq
Les schémas d'induction engendrés lors de la dénition d'un type induc-
tif peuvent être utilisés lors de l'application de tactiques. Par exemple, si
l'on doit montrer une propriété P : nat ! Prop pour tout entier n dans un
contexte d'hypothèses H, la tactique Induction n mettra en jeu le schéma
d'induction nat_ind, et engendrera deux sous-buts. Le premier, où il fau-
dra montrer, dans le contexte H, la propriété P pour 0 ; et le deuxième, où
dans un contexte constitué des hypothèses de H, d'un entier n
0
et d'une
preuve H
0
de la propriété P pour n
0
, il faudra montrer la propriété P pour
le successeur de n
0
.
H
(n: nat)(P n)
Induction n
 !
H
(P 0)
;
H
n
0
: nat
H
0
: (P n
0
)
(P (S n
0
))
De manière similaire, la tactique Elim permet d'utiliser les schémas d'élimi-
nation associés à un type inductif. Par exemple, en utilisant le connecteur
de disjonction déni en (1.8), la tactique Elim peut être appliquée à une
hypothèse exprimant une disjonction comme suit :
H:A _B
C
Elim H
 !
H:A _B
A! C
;
H:A _B
B ! C
ce qui correspond au fait que H a été obtenue en utilisant un des deux
constructeurs du type or.
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1.2.4 Types polymorphes et types dépendants
Puisque les types sont aussi des termes, il est possible de construire
des abstractions sur un type. Par exemple, alors que le terme fonction-
nel [x:T]x correspond à la fonction identité sur T et est de type T -> T,
le terme [T:Set][x:T]x correspond à l'identité polymorphe et est de type
(T:Set)(T -> T), où la notation (x:P )Q est une extension de P ! Q. Cette
construction permet de dénir des types génériques. Un autre exemple
classique de dénition polymorphe est la dénition du type paramétré des
listes :
Inductive list [A:Set]:Set:=
nil:(list A) | cons:A->(list A)->(list A).
(1.9)
Similairement, nous pouvons dénir un type paramétré par un autre type,
mais aussi dépendant d'un objet. Par exemple, la famille de types associée
aux listes sur A de longueur n (n 2 IN) est dénie par :
Inductive LIST [A:Set]: nat ->Set:=
NIL: (LIST A O) |
CONS: (n:nat)A->(LIST A n)->(LIST A (S n)).
(1.10)
En fait, LIST et list ne sont pas des types, mais des constructeurs de types.
list est un constructeur (unaire) admettant pour argument un ensemble A
et construisant le type des listes formées sur A. Il s'agit donc de la dénition
d'une famille de types paramétrée par les ensembles. De même, LIST est un
constructeur (binaire) de types, qui, étant donné un entier n et un ensemble
A, permet de construire le type (LIST A n) des listes de longueur n formées
sur A. Ainsi, (LIST A) dénote la famille de types indicée par les entiers :
(LIST A O), (LIST A (S O)),   
1.2.5 Extraction de programmes
En informatique, dénir un programme dont on est sûr qu'il fait bien
ce pour quoi il est fait ne relève pas d'une simple curiosité intellectuelle,
certaines applications nécessitent, pour des raisons de sécurité, l'utilisation de
logiciels zéro-défaut. Une approche classique, pour répondre à ce besoin,
consiste à écrire un algorithme censé résoudre un problème donné, puis à
prouver (le plus formellement possible, en utilisant par exemple la logique
de Hoare) qu'il résoud bien ce problème en un temps ni : on dispose alors
d'un programme correct.
Ecriture d'un
programme
!
Preuve de sa
correction/terminaison
! Programme correct
Une autre approche, plus récente, consiste à prouver formellement, et de
manière constructive, la satisfaisabilité d'un problème et d'extraire au-
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tomatiquement de cette preuve un programme qui résoud ce problème : on
dispose alors d'un programme certié.
Preuve constructive ! Extraction ! Programme certié
L'existence d'une distinction entre les types Prop et Set permet de séparer
le contenu calculatoire d'une preuve (c'est à dire le procédé eectif de
construction des objets exhibés par la preuve) de son contenu logique (ex-
primant des propriétés sur les objets mis en jeu dans la preuve) ; un terme
bien typé du calcul des constructions inductives peut être vu comme un
programme contenant, de manière interne, la preuve de sa correction, c'est
à dire la preuve qu'il satisfait bien une certaine spécication. Le mécanisme
d'extraction d'un programme à partir d'une preuve, présenté dans [80], ex-
ploite cette distinction et permet l'obtention de programmes certiés plus
ecaces. En eet, la spécication d'un programme peut s'exprimer par une
formule de la forme :
8xP (x)) 9yQ(x; y)
traduisant le fait qu'un programme (i.e. un -terme) f prend un argu-
ment x satisfaisant une pré-condition P et produit un résultat y satisfaisant
une post-condition Q(x; y). L'interprétation du contenu calculatoire de la
preuve de cette formule (c'est à dire le procédé de construction de y) par
un programme (satisfaisant cette spécication) s'obtient en éliminant de la
preuve toute la partie non calculatoire (c'est à dire la partie de la preuve
qui établit Q(x; y)), an de permettre l'obtention d'un programme ecace.
Partie calculatoire : x! programme f ! y = f(x)
9
Partie non calculatoire : P (x) ) Q(x; y)
Un tel programme est appelé une réalisation et est tel qu'il existe une preuve
de :
8xP (x)) Q(x; f(x))
Aussi, le système Coq ne permet pas d'extraire des informations calcula-
toires à partir d'objets de type Prop
2
, qualiés d'objets non informatifs,
tandis que pour tout objet A de type Set, interprété comme une spéci-
cation, tout objet a de type A pourra être interprété par un programme
satisfaisant la spécication A. Par conséquent, seuls certains schémas d'éli-
mination sur les types inductifs sont permis : il n'est pas possible, en général,
de construire un objet dans Set à partir d'un objet dans Prop. C'est la
raison pour laquelle, lors de la dénition du prédicat inductif even déni
en (1.6), seul le schéma d'élimination even_ind est engendré, alors que lors
de la dénition de l'ensemble nat, trois schémas d'induction sont engendrés.
2. bien sûr, les propositions peuvent aussi être dénies dans Set, et c'est d'ailleurs ce
que nous ferons dans le chapitre 2
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C'est aussi la raison pour laquelle, lors de l'utilisation de l'opérateur Case, le
type de l'objet sur lequel porte le Case ne peut être dans Prop si le type
du résultat, indiqué entre < et >, est dans Set. L'utilisation d'un objet
non-calculatoire pour construire un objet calculatoire poserait un pro-
blème évident lors de l'extraction d'un programme (qui ne disposerait pas
de l'information contenue dans le premier). Toutefois, depuis la version 6.1
du logiciel Coq, certaines dénitions inductives dans Prop engendrent un
schéma d'élimination dans Set ; c'est le cas des dénitions singletons : il
s'agit des dénitions inductives comportant un unique constructeur dont les
arguments sont tous dans Prop. En eet, il existe pour ces dénitions un
procédé canonique d'extraction de la partie calculatoire des objets dénis.
Un exemple d'une telle dénition est la dénition inductive de la relation
d'égalité, due à C. Paulin-Mohring, et équivalente à la dénition de l'égalité
à la Leibniz, par la plus petite relation binaire réexive :
Inductive eq [A:Set;x:A]:A ->Prop:= refl_eq: (eq A x x).
Cette dénition engendre le schéma d'élimination suivant :
eq_rec: (A:Set)(x:A)(P:A->Set)(P x)->(y:A)(eq x y)->(P y) :=
[A:Set][x:A][P:A->Set][f:(P x)][y:A][e:(eq x y)]
<P>Case e of f end
(1.11)
L'axiome False_rec
Au cours du développement d'un programme, lorsque l'on se trouve dans
une situation absurde, il est alors licite de produire n'importe quoi comme
résultat, sans compromettre la correction du programme (par exemple, une
fonction prenant en argument un entier n dont on a vérié la parité avant
l'appel pourra renvoyer n'importe quoi dans le cas où n est impair, ce cas
n'étant jamais réalisé). Aussi, le système Coq contient l'axiome suivant (il
s'agit de rendre le langage de programmation plus permissif que le langage
de preuves) :
Axiom False_rec: (P:Set)False->P. (1.12)
Contrairement à False_ind, il s'agit d'un axiome (le terme False_rec n'est
pas construit), puisque la constante False du type Prop est dénie inducti-
vement par :
Inductive False: Prop:= .
False est déni par un type inductif sans constructeur, et il ne s'agit donc
pas d'une dénition singleton ; il s'agit d'un type non habité (il n'existe
pas d'élément de type False qui n'est donc pas une proposition prouvable).
L'axiome False_rec correspond à la règle d'élimination du faux en logique
intuitionniste :
(ex falso quodlibet sequitur) :
False
A
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Nous proposerons dans la suite un moyen de contourner, dans certains cas,
l'utilisation de cet axiome.
1.2.6 Types co-inductifs
Les types co-inductifs permettent de décrire des objets innis (c'est à
dire des objets qui peuvent s'obtenir en appliquant un nombre inni de fois
les constructeurs qui dénissent ce type). Les questions théoriques relatives
à l'introduction d'objets innis en théorie des types sont présentées dans [20,
73], les dénitions co-inductives du calcul des constructions sont détaillées
dans [36]. L'exemple le plus classique de type co-inductif est le type des
séquences innies formées par des éléments de type A et est déni dans le
système Coq par :
CoInductive Set Stream [A:Set]:=cons:A->(Stream A)->(Stream A).
Sans en présenter les fondements théoriques de manière détaillée, nous illus-
trons sur un exemple les concepts mis en jeu lors de la manipulation d'objets
innis. L'ensemble des listes d'entiers, noté L
IN
, peut être déni de manière
(co-)inductive à l'aide des deux règles (i.e. constructeurs) suivantes :
(nil) :
nil:L
IN
(cons) :
n: IN l:L
IN
cons(n; l):L
IN
Dans le cas d'une dénition inductive, les éléments de L
IN
sont des listes
nies et l'on dispose du schéma d'induction structurelle suivant :
(Ind-L
IN
) :
P : L
IN
! Prop
l : L
IN

1
: P (nil)

2
: (n
0
: IN)(l
0
:L
IN
)P (l
0
)! P (cons(n
0
; l
0
))
0
B
B
B
B
@
Fixpoint F [l
0
: L
IN
] : P (l
0
)
Case l
0
of

1
[n
1
: IN][l
1
: L
IN
]
2
(n
1
; l
1
; F (l
1
))
end
1
C
C
C
C
A
(l) : P (l)
Dans le cas d'une dénition co-inductive, les deux règles de formation des
listes peuvent être appliquées un nombre de fois inni et l'on ne dispose
alors plus du schéma d'induction structurelle mais d'une forme plus faible
de schéma d'élimination :
(CoInd-L
IN
) :
P : L
IN
! Prop
l : L
IN

1
: P (nil)

2
: (n
0
: IN)(l
0
:L
IN
)P (cons(n
0
; l
0
))
Case l of 
1

2
end :P (l)
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Ce schéma exprime le fait que si l'on dispose d'une preuve 
1
de P (nil)
et d'une preuve 
2
de 8n
0
: IN8l
0
:L
IN
P (cons(n
0
; l
0
)), alors, si la liste l est
obtenue par application du constructeur nil, 
1
constitue une preuve de P (l),
sinon, l est obtenue par application du constructeur cons, et 
2
constitue une
preuve de P (l). Les deux règles de réduction associées à ce schéma sont donc :
Case nil of 
1

2
end ! 
1
Case cons(n; l) of 
1

2
end ! 
2
(n; l)
Nous avons vu, au début de ce chapitre, qu'une interprétation possible pour
cette dénition co-inductive des listes d'entiers pouvait s'exprimer en termes
d'union d'ensembles denses (relativement aux constructeurs) ou en termes
de plus grand point xe d'un opérateur (associé aux constructeurs). Cette
interprétation est déclarative : aucun moyen eectif de construction n'est
fourni. La contre-partie opérationnelle de cette interprétation fait intervenir
la notion de terme productif dénie comme suit :
 un terme de type T est en forme canonique s'il s'écrit c(t
1
;    ; t
n
) où
c est un constructeur du type T
 le terme t
0
est un composant (direct) d'un terme t de type T si t se
réduit en un terme sous forme canonique c(   ; t
0
;   ) et si t
0
est de
type T
 un terme est productif s'il se réduit en forme canonique et si tous ses
composants sont productifs
De même que la terminaison d'une fonction dénie récursivement sur un en-
semble inductif peut être garantie de manière syntaxique (i.e. l'argument de
l'appel récursif doit structurellement diminuer), il existe un critère syn-
taxique sur les termes qui, lorqu'il est vérié, permet de garantir le caractère
productif du terme déni. Les dénitions récursives satisfaisant ce critère,
appelées dénition gardées par constructeurs, correspondent aux dénitions
de la forme f(a
1
;    ; a
n
) = e où toutes les occurrences de f dans e sont de
la forme c(   ; f(t
1
;    ; t
n
);   ) où c est un constructeur et f n'apparaît pas
dans les termes t
i
. Par exemple, il est possible de dénir récursivement la
liste innie des entiers consécutifs à partir de k. Le terme from correspondant
à cette construction est déni par :
from :=n: IN:cons(n; from(S(n))) : IN! L
IN
(1.13)
La dénition de from est gardée puisque from est protégé par le construc-
teur cons. Toute dénition récursive de liste ne correspond pas à une loi de
construction valide : pour qu'une méthode de construction soit valide, il faut
que l'on puisse déterminer tout préxe de longueur nie de l'objet déni.
Considérons, par exemple, la dénition suivante de la liste innie d'entiers
ne contenant que des zéros :
zeros := cons(0,tail(zeros)) : L
IN
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où tail est une fonction qui retourne la liste de son argument privée du premier
élément (nil si cette liste est vide) et est dénie récursivement par :
tail := l:L
IN
. Case l of nil [n
0
: IN][l
0
:L
IN
]l
0
end : L
IN
! L
IN
Tandis que la méthode permettant de construire from est valide, la mé-
thode dénie pour construire zeros ne l'est pas puisqu'elle ne permet pas de
connaître tout préxe de zeros. Par exemple, on a :
zeros ! cons(0,tail(zeros)) ! cons(0,tail(zeros)) !   
from(n) ! cons(n,from(S(n))) ! cons(n,cons(S(n),from(S
2
(n)))) !   
tail(zeros) ne peut donc pas être réduit en forme canonique et zeros n'est
donc pas un terme productif (la dénition de zeros n'est pas gardée puisque
zeros est argument d'une fonction). Un terme de type L
IN
est donc productif
s'il se réduit en nil ou cons(a; b) où b est un terme productif. La condition de
garde fournit donc une caractérisation syntaxique d'une classe de dénitions
récursives valides, appelées dénitions gardées par constructeurs. Ce critère
est toutefois trop restrictif puisqu'il existe des termes productifs qui peuvent
être obtenus par des dénitions non gardées. Considérons par exemple la
dénition gardée suivante de la fonction map.
map := f : IN! IN . l : L
IN
.
Case l of
nil
[n
0
: IN][l
0
: L
IN
] cons(f(n
0
),map(f; l
0
))
end.
Cette fonction permet de dénir le terme :
from_map := n : IN. cons(n,map(S,from_map(n))) : IN! L
IN
Cette dénition n'est pas gardée puisque l'appel récursif à from_map est
argument de la fonction map. Or, il est clair que le terme déni est productif
puisque :
from_map(n)
! cons(n,map(S,from_map(n)))
! cons(n,map(S,cons(n,map(S,from_map(n)))))
! cons(n,cons(S(n),map(S,map(S,cons(n,map(S,from_map(n)))))))
!   
! cons(n,cons(S(n),cons(S
2
(n),    )))
Toutefois, il existe une dénition gardée équivalente (from).
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Preuves gardées
Cette condition de garde est aussi utile pour mener un raisonnement
inni. La notion de preuve gardée a été étudiée, dans le contexte de la
théorie des types, par T. Coquand :
In order to establish that a proposition  follows from other pro-
positions 
1
,    , 
q
, it is enough to build a proof term e for
it, using not only natural deduction, case analysis, and already
proven lemmas, but also using the proposition we want to prove
recursively, provided such a recursive call is guarded by introduc-
tion rules.
T. Coquand [20]
Considérons, par exemple, la dénition co-inductive du prédicat LN caracté-
risant les listes innies d'entiers consécutifs :
CoInductive LN: IN! L
IN
! Prop :=
C : (n : IN)(l : L
IN
)(LN (S n) l)! (LN n (cons n l)):
(1.14)
Il est possible de prouver par co-induction LN(n; from(n)) pour tout naturel
n. Le terme de preuve 
LN
utilise le schéma d'élimination eq_ind (voir (1.11))
associé à la dénition de l'égalité et est déni par :

LN
:=n: IN:eq_ind( L
IN
;
cons(n; from(S(n)));
u:L
IN
:LN(n; u);
C(n; from(S(n)); 
LN
(S(n)));
from(n);
from_unfold(n))
(1.15)
où from_unfold est la preuve de la proposition :
(n : IN) from(n) = cons(n; from(S(n)))
La dénition de ce terme est bien gardée puisque l'appel récursif à 
LN
est
protégé par le constructeur C.
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Chapitre 2
Transposition de propriétés
formelles : l'unication
L'objectif de ce chapitre est de formaliser la preuve de la décidabilité
du problème de l'unication des termes du premier ordre, mécanisme de
base de la programmation logique. Toutefois, plutôt que de construire cette
preuve formelle en suivant une approche classique (basée sur l'algorithme
d'unication) et puisqu'une preuve formelle similaire a été construite par
J. Rouyer [89] pour un ensemble plus général, l'ensemble des quasi-termes,
nous allons transposer la propriété d'unication, déjà établie, de l'ensemble
des quasi-termes vers l'ensemble des termes.
Unification
quasi-termes
Termesquasi-termes
‘‘compatibles’’
Il s'agit donc de mettre en relation l'ensemble sur lequel porte la preuve cher-
chée avec le sous-ensemble correspondant de l'ensemble des quasi-termes, et
de prouver la conservation du résultat. Nous verrons donc à travers ce dé-
veloppement comment dénir un procédé eectif permettant de mettre en
relation un ensemble déni inductivement avec un sous-ensemble caractérisé
par un prédicat. La principale diculté provient du fait que, pour maintenir
la cohérence du calcul, le formalisme du système Coq inclut un mini langage
algorithmique (à la ML) avec lequel seules les fonctions totales sont repré-
sentables. Après avoir présenté deux techniques de preuve possibles pour
résoudre ce problème, nous donnons les dénitions formelles des objets syn-
taxiques mis en jeu dans l'algorithme d'unication (termes et substitutions).
Les propriétés sur ces objets, constamment utilisées par la suite, sont alors
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établies. Enn, l'unication au premier ordre est présentée à partir du travail
de J. Rouyer [89].
2.1 Termes et quasi-termes
2.1.1 Dénition des termes et algorithme d'unication
Etant donnés une signature  (i.e. un ensemble inni dénombrable muni
d'une application ar :  ! IN) et un ensemble inni dénombrable X de
symboles de variables, l'ensemble T

[X] des termes est habituellement déni
de manière inductive par :
1. Un symbole de variable est un terme.
2. Si k est un symbole fonctionnel d'arité nulle, alors k est un terme.
3. Si f est un symbole fonctionnel d'arité n > 0, et si t
1
;    ; t
n
sont des
termes, alors f(t
1
;    ; t
n
) est un terme.
Nous verrons par la suite comment formaliser cette dénition à l'aide du
langage de spécication de Coq. L'unication est une propriété dénie sur les
termes : deux termes t
1
et t
2
sont uniables si il existe une substitution (i.e.
une application de X dans T

[X] qui est l'identité presque partout)  telle
que t
1
= t
2
. Introduit pour la première fois par J. Herbrand [46], sous la
forme d'un système de simplication d'équations sur les termes, l'algorithme
d'unication a été ensuite redécouvert par A.J. Robinson [86]. Décider
si deux termes t
1
et t
2
sont uniables revient à résoudre l'équation t
1
= t
2
.
Plus généralement, l'algorithme d'unication permet de résoudre un système
d'équations E entre termes en transformant E en un système de la forme
[
n
1
fx
i
= t
i
g, tel que les variables x
i
soient deux à deux distinctes et tel
que fx
1
;    ; x
n
g \ [
n
1
var(t
i
) = ?, si E admet une solution (et dans ce
cas, ce système correspond à une substitution) ou en un système noté f?g
si E n'admet pas de solution. Un tel système est dit résolu. L'algorithme
d'unication consiste en la dénition d'une relation de transition, notée ;,
et résoudre un système d'équations E entre termes revient alors à construire
une suite de transitions E ; E
1
;    ; E
n
telle que le système E
n
soit résolu. Cet algorithme est classique et est rappelé dans le tableau 2.1.
Les substitutions associées aux systèmes résolus produits par cet algorithme
vérient de bonnes propriétés qui seront exposées dans la suite.
2.1.2 Quasi-termes
An d'illustrer leur technique de synthèse de programmes [71], Z. Manna
et R.J. Waldinger ont dérivé l'algorithme d'unication à partir de la preuve
de la satisfaisabilité des spécications du problème de l'unication [70].
Cette preuve a été formalisée par L.C. Paulson [81] dans le système Lcf [39].
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ff(t
1
;    ; t
n
) = f(t
0
1
;    ; t
0
n
)g [E
décomposition
; ft
1
= t
0
1
;    ; t
n
= t
0
n
g [ E
ff(t
1
;    ; t
n
) = g(t
0
1
;    ; t
0
n
)g [E
conit
; f?g
fx = tg [E
élimination
; fx = tg [ E[x t] si
x 2 var(E) et x 62 var(t)
fx = tg [E
occurrence
; f?g si x 2 var(t)
ft = tg [E
eacement
; E
ft = xg [E
inversion
; fx = tg [ E si t 62 X
Tab. 2.1  Algorithme d'unication
L'ensemble sur lequel était établie la propriété d'unication était déni in-
ductivement à l'aide des trois constructeurs suivants :
Var : X ! Term
Const :  ! Term
Comb : Term ! Term! Term
Un développement similaire a été eectué par J. Rouyer [89], à l'aide de la
version 5.8 du système Coq. Cette version ne permettant pas les dénitions
d'ensembles mutuellement inductifs, la transcription de la dénition exacte
des termes, dans le calcul des constructions inductives, par la dénition d'un
type inductif de type ensemble (Set), ne fut pas possible. En eet, un terme
de la forme f(t
1
;    ; t
n
) est construit à partir d'un symbole de fonction f
d'arité n et d'une liste de termes ` de longueur n. Cependant, la position de
Term dans la dénition d'un tel constructeur qui a pour type :
! list(Term)! Term
en utilisant la dénition polymorphe des listes, présentée en (1.9), corres-
pond à une occurrence non positive de Term [79]. Or, il n'est pas permis
pour un objet A d'être déni inductivement à l'aide d'un constructeur dans
lequel A n'apparaît pas positivement. D'autre part, le contrôle de l'arité
des symboles fonctionnels ne peut se faire sans utiliser un type dépendant,
ce qui ne permettait pas l'extraction ; nous utiliserons quand même par la
suite un type dépendant, notre objectif n'étant pas d'extraire un programme
des preuves. Une structure de données intermédiaire plus générale regrou-
pant termes et listes de termes en un seul type, correspondant à l'ensemble
Q

[X] des quasi-termes, avait alors été dénie en supprimant de la déni-
tion des termes tout ce qui est contrôle pour ne conserver que les notions
constructives.
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Dénition 2.1 (Quasi-termes [89]) L'ensemble Q

[X] des quasi-termes
est déni inductivement, sur  [X, à l'aide des constructeurs suivants :
V : X ! Q

[X]
C :  ! Q

[X]
Root :  ! Q

[X]! Q

[X]
ConsArg : Q

[X] ! Q

[X]! Q

[X]
V et C sont utilisés pour les variables et les constantes, Root permet d'obtenir
des quasi-termes fonctionnels et ConsArg est utilisé pour construire des listes
(non vides) de quasi-termes, correspondant aux arguments des symboles de
fonction apparaissant dans les quasi-termes fonctionnels. Par exemple, le
(quasi-)terme f(x; a; g(x)) s'obtient par :
Root(f;ConsArg(V(x);ConsArg(C(a);Root(g;V(x)))))
Cependant, certains quasi-termes ne correspondent pas à des termes : c'est
le cas des quasi-termes de la forme ConsArg(q
1
; q
2
) et des quasi-termes pour
lesquels le nombre des arguments associés à un symbole de fonction f est
diérent de ar(f). De manière similaire, certains quasi-termes ne corres-
pondent pas à des listes de termes, comme par exemple le quasi-terme
ConsArg(ConsArg(x; x); x).
Dans les deux développements de L.C. Paulson et J. Rouyer, la pro-
priété d'unication n'est pas obtenue directement sur l'ensemble des termes
mais sur des structures de données plus générales. Toutefois, il existe une
bijection entre un sous-ensemble de Q

[X] et l'ensemble des termes et il est
possible de dénir un prédicat caractérisant les quasi-termes compatibles
avec les termes. An de transposer la propriété d'unication vers l'ensemble
des termes, il est nécessaire de dénir une fonction ayant pour domaine un
sous-ensemble de Q

[X] caractérisé par ce prédicat. Une telle restriction, sur
le domaine d'une fonction, n'est pas permise dans le calcul des constructions
inductives. Une solution consiste alors à considérer simultanément un quasi-
terme et la preuve de sa compatibilité avec les termes. Nous présentons
dans le paragraphe suivant deux méthodes pour dénir une telle fonction : la
première utilise un axiome (False_rec), la deuxième, et c'est celle que nous
utiliserons pour transposer la propriété d'unication, consiste à exploiter
directement le contenu calculatoire des preuves de compatibilité (qui sont
alors dénies comme une structure de données quelconque dans Set).
2.2 Fonctions partielles
En informatique, les fonctions partielles apparaissent dans de nombreuses
situations (division entière, queue de liste, ...). Les problèmes liés à la déni-
tion de telles fonctions dans des systèmes comme Coq, qui n'incorporent pas
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Fig. 2.1  Fonctions partielles
la notion de partialité, sont discutés par C. Dubois et V. Viguié Donzeau-
Gouge dans [27]. Outre l'intérêt que peut présenter la preuve de l'unica-
tion des termes du premier ordre, nous souhaitons développer une approche
basée sur la réutilisabilité de preuves formelles. La construction de cette
preuve conduit à dénir une fonction partielle, c'est à dire une fonction dont
le domaine est caractérisé par un prédicat. Plus précisément, à partir de
deux ensembles, E
1
(quasi-termes) et E
2
(termes), dénis inductivement, et
d'un prédicat P sur E
1
, tel qu'il existe une bijection entre le sous-ensemble
E
P
1
= fe 2 E
1
; P (e)g de E
1
et E
2
, on souhaite construire deux fonctions
reliant E
P
1
et E
2
(gure 2.1). Les deux caractéristiques de ce problème sont :
 Le sous-ensemble E
P
1
est caractérisé par un prédicat, ce qui empêche
toute dénition directe de fonction ou de prédicat sur E
P
1
(aussi, les
formules 8e
1
2 E
P
1
' devront se lire 8e
1
2 E
1
(P (e
1
)) ')).
 On ne dispose pas de la bijection, mais seulement de la preuve de son
existence : cette bijection est caractérisée via une relation  dénie sur
E
1
E
2
et vériant :
8e
1
2 E
P
1
(9e
2
2 E
2
(e
1
 e
2
^ (8e
0
2
2 E
2
(e
1
 e
0
2
) e
0
2
= e
2
))))
8e
2
2 E
2
(9e
1
2 E
1
(e
1
 e
2
^ (8e
0
1
2 E
1
(e
0
1
 e
2
) e
0
1
= e
1
))))
On cherche à construire les deux fonctions f
12
et f
21
telles que :
f
12
: E
P
1
! E
2
8e
1
2 E
P
1
e
1
 f
12
(e
1
)
f
21
: E
2
! E
1
8e
2
2 E
2
f
21
(e
2
)  e
2
La fonction f
21
se construit directement, puisqu'elle peut s'appliquer à l'en-
semble E
2
tout entier, et vérie 8e
2
2 E
2
P (f
21
(e
2
)). La dénition de f
12
est plus délicate, puisqu'elle est dénie sur un ensemble caractérisé par un
prédicat. Les deux solutions envisagées dans la suite consistent à considérer
simultanément un élément de E
1
et la preuve qu'il satisfait bien le prédi-
cat P
1
. Elles dièrent selon que l'on s'autorise ou non l'utilisation de l'axiome
1. An de considérer l'ensemble E
1
tout entier (plutôt que E
P
1
) comme domaine de
la fonction f
12
, nous pouvons ajouter à E
2
un élément articiel et dénir E
0
2
= E
2
[
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False_rec déni en (1.12). En utilisant cet axiome, on envisage la déni-
tion de la fonction cherchée comme l'écriture d'un programme qui prend un
argument e
1
satisfaisant une pré-condition P et qui peut donc produire un
résultat quelconque si son argument ne satisfait pas P puisqu'un tel cas n'est
pas possible (on dispose d'une preuve de P (e
1
)) : cette approche langage de
programmation est la première solution proposée, elle construit le résultat
à partir de son argument e
1
sachant qu'il vérie forcément le prédicat P . La
deuxième solution consiste à exploiter non plus l'élément e
1
, mais la preuve
qu'il satisfait bien le prédicat P : cette approche langage de preuves est
la deuxième solution proposée et n'utilise pas l'axiome False_rec. Ces deux
solutions sont illustrées sur un exemple jouet présenté à la n de ce para-
graphe.
Une approche langage de programmation
L'approche langage de programmation consiste simplement à dénir
une fonction prenant en argument un élément e
1
de E
1
et une preuve p de
P (e
1
). En envisageant tous les cas possibles pour e
1
, c'est à dire, puisque
E
1
est déni inductivement, tous les constructeurs possibles utilisés dans la
formation de e
1
, il sut alors de renvoyer n'importe quoi dans les cas
correspondant à un élément e
1
ne satisfaisant pas le prédicat P (ces cas
ne pouvant être réalisés puisque l'on dispose d'une preuve de P (e
1
)). C'est
précisément ce que permet l'axiome False_rec : dans les cas absurdes, il
sut de disposer d'un lemme make_false prouvant que pour un tel e
1
, on a :
P (e
1
)) False
et de renvoyer comme résultat (False_rec E
1
(make_false e
1
p)) qui est
bien un élément de E
1
.
Une approche langage de preuves
Si l'on s'interdit l'utilisation de l'axiome False_rec, il faut alors prendre
en compte, non plus la structure de e
1
, mais la structure (c'est à dire le
contenu) de la preuve de P (e
1
). Toutefois, puisque P est un prédicat sur E
1
(P :E
1
! Prop) et puisque E
2
est de type Set, il n'est pas possible de dénir
une fonction f
12
en considérant la structure de P (e
1
) : cela reviendrait utiliser
un objet non informatif (i.e. sans contenu calculatoire) pour construire un
objet informatif. Nous avons vu dans le paragraphe 1.2.5 que cela n'était
pas permis. La solution proposée consiste à construire inductivement, pour
tout élément e
1
de E
P
1
, l'ensemble P[e
1
] des preuves de P (e
1
) (P:E
1
! Set).
Même si P[e
1
] et P (e
1
) semblent équivalents d'un point de vue logique, ils ne
fmeaninglessg. La fonction f
12
vérierait alors f
12
(e
1
) = meaningless pour tous les éléments
e
1
de E
1
ne satisfaisant pas le prédicat P . Mais cette solution ne fait que déplacer le
problème.
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sont pas équivalents d'un point de vue calculatoire. Une fois cet ensemble
construit, l'utilisation de types dépendants permet de dénir la fonction :
f
12
:
Y
e
1
2E
1
(P[e
1
]! E
2
)
Cette fonction est dénie récursivement sur la structure d'une preuve et
permet de prendre en compte le contenu algorithmique d'une telle preuve.
La fonction ainsi construite doit vérier :
8e
1
2 E
1
8p 2 P[e
1
] e
1
 f
12
(e
1
; p) (2.1)
Ces dénitions permettent de considérer des preuves comme des objets d'une
collection mathématique et donc de mener des raisonnements par induction
sur ces preuves ou bien de construire des fonctions récursives sur ces preuves
(les lemmes sont alors explicitement utilisés en tant que fonctions).
Un exemple jouet
Illustrons ces deux approches sur un exemple. Les entiers naturels ont été
dénis en (1.5). Les entiers naturels pairs peuvent être dénis inductivement
dans le système Coq par :
Inductive nat_even:Set:=first:nat_even | next: nat_even->nat_even.
Le prédicat inductif even, déni en (1.6) permet de caractériser les éléments
de nat qui sont pairs. Nous souhaitons dénir les deux fonctions suivantes :
nat_to_even: fn: nat; even(n)g ! nat_even even_to_nat: nat_even! nat
La fonction even_to_nat se dénit facilement par :
Fixpoint even_to_nat [n:nat_even] : nat :=
<nat>Case n of
O
[e:nat_even](S (S (even_to_nat e)))
end.
Approche langage de programmation
Pour utiliser cette approche, il nous faut tout d'abord prouver les deux
lemmes suivants :
Lemma is_even_SS : (n:nat)(even (S (S n)))->(even n).
Lemma make_false : (even (S O)) -> False.
Le premier permet d'obtenir une preuve de la parité de n à partir d'une
preuve de la parité de n+2 ; le deuxième permet d'obtenir une preuve de la
proposition False à partir d'une preuve de la parité de l'entier 1. Ces deux
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lemmes se prouvent très facilement et permettent alors de dénir la fonction
suivante par ltrage sur un entier :
Fixpoint nat_to_even [n:nat] : (even n) -> nat_even :=
<[n:nat] (even n)->nat_even>
Cases n of
O => [p:(even O)]first |
(S O) => [p:(even (S O))]
(False_rec nat_even (make_false p)) |
(S (S l)) => [p:(even (S (S l)))]
(next (nat_to_even l (is_even_SS l p)))
end.
Approche langage de preuves
Pour utiliser cette approche, on dénit tout d'abord l'ensemble de preuves :
Inductive is_even_S : nat -> Set :=
O_is_even_S : (is_even_S O) |
even_next_S : (n:nat)(is_even_S n) -> (is_even_S (S (S n))).
La fonction nat_to_even peut alors être dénie récursivement, sur la struc-
ture d'une preuve, par :
Fixpoint nat_to_even [n:nat;p:(is_even_S n)] : nat_even :=
<[_:nat]nat_even>
Case p of
first
[n0:nat][p0:(is_even_S n0)] (next (nat_to_even n0 p0))
end.
Remarque. Alors que dans l'approche langage de programmation, le pré-
dicat peut ne pas être déni de manière inductive (on peut, par exemple,
utiliser le prédicat récursif IS_EVEN présenté dans le paragraphe 1.2.3, ce qui
entraînerait toutefois des modications dans les preuves des deux lemmes
is_even_SS et make_false), l'approche langage de preuves nécessite une
dénition inductive. Signalons toutefois que ces deux approches ont en com-
mun la manipulation d'objets dans Set, soit en dénissant les preuves
dans Set, soit en utilisant un axiome qui à partir d'un objet dans Prop
produit un objet dans Set.
Application à la transposition de propriétés formelles
De telles fonctions peuvent être utilisées pour transposer des propriétés
formelles d'un ensemble à un autre. Replaçons nous dans le cadre plus gé-
néral du début de ce paragraphe. Puisque E
2
et un sous-ensemble de E
1
sont isomorphes, nous souhaitons transposer une propriété exprimée sur E
1
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Fig. 2.2  Transposition de propriétés formelles
vers E
2
. Considérons deux propriétés formelles U
1
(quasi-unication) et U
2
(unication), respectivement sur E
1
et E
2
, telles que :
8e
1
2 E
1
8p 2 P(e
1
) U
1
(e
1
)) U
2
(f
12
(e
1
; p))
Supposons que E
1
vérie U
1
et montrons la propriété U
2
sur E
2
. La preuve
est obtenue en conduisant le raisonnement suivant (gure 2.2). Soit e
2
un
élément de E
2
, par hypothèse, on a U
1
(f
21
(e
2
)) et puisque f
21
(e
2
) admet
une preuve p de P (f
21
(e
2
)) dans P[f
21
(e
2
)], on a alors U
2
(f
12
(f
21
(e
2
); p)).
Or f
12
(f
21
(e
2
); p) = e
2
ce qui prouve la propriété U
2
pour tout élément de E
2
.
2.3 Liens entre termes et quasi-termes
2.3.1 Dénition formelle des termes
En faisant intervenir la notion de liste, chère aux informaticiens, les as-
sertions 2. et 3. de la dénition classique des termes, donnée dans le para-
graphe 2.1.1, peuvent s'exprimer de manière unique. Les types mutuellement
inductifs suivants sont alors dénis :
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Dénition 2.2 (Termes/Listes de termes)
 L'ensemble T

[X] des termes sur  [X est déni inductivement par :
 Si x est un élement de X, alors tv(x) est un terme.
 Si f est un élément de , tel que ar(f) = n, et si ` est une liste
de termes de longueur n, alors tf(f; `) est un terme.
 La famille
P
n2IN
L
n;
[X] des listes de termes, de longueur nie, est
dénie inductivement par :
 hi
0
est une liste de termes (c'est la liste vide de longueur nulle).
 Si t est un terme et ` une liste de termes de longueur n, alors
ht; `i
n+1
est une liste de termes de longueur n+ 1.
Les schémas d'induction engendrés par ces dénitions sont de la forme :
Induction sur T

[X] (resp.
P
n2IN
L
n;
[X]) Soit P une propriété sur
T

[X] et P
0
une propriété sur
P
n2IN
L
n;
[X]. Si les conditions suivantes
sont satisfaites :
1. 8v 2 X P (tv(v))
2. 8f 2  8` 2 L
ar(f);
[X] (P
0
(ar(f); `)) P (tf(f; `)))
3. P
0
(0; hi
0
)
4. 8n 2 IN8t 2 T

[X]
(P (t)) 8` 2 L
n;
[X]P
0
(n; `)) P
0
(n+ 1; ht; `i
n+1
))
alors : 8t 2 T

[X] P (t) (resp. 8n 2 IN8` 2 L
n;
[X] P
0
(n; `)).
Ainsi, lorsque l'on montre une propriété sur les termes, on montre une pro-
priété analogue pour les listes de termes. Par exemple, ces schémas per-
mettent d'établir la décidabilité de l'égalité de deux termes et de l'égalité de
deux listes de termes (les deux preuves étant identiques).
Remarque. (
P
n2IN
L
n;
[X]) ! s et
Q
n2IN
(L
n;
[X] ! s) sont isomorphes pour
tout s.
Le tableau 2.2 contient la dénition des termes et des quasi-termes dans le
système Coq (qui, depuis la version 5.10, permet la dénition d'ensembles
mutuellement inductifs). L'ensemble fun correspond à  (il est indexé sur
l'ensemble des naturels nat) et la fonction d'arité associée à cet ensemble
est spéciée par arity:list_nat->fun->nat et utilisée à l'aide de la liste de
naturels Lar contenant les arités (il s'agit d'un paramètre). De même, var
correspond à l'ensemble des symboles de variables.
2.3.2 Quasi-termes compatibles
An de pouvoir utiliser les résultats sur l'unication établis par J. Rouyer
dans [89], nous allons construire la bijection existant entre l'ensemble des
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Mutual inductive Term: Set:=
tv: var ->Term |
tf: (f:fun)(list_term (arity Lar f)) ->Term
with list_term: nat ->Set:=
nil: (list_term 0) |
cons: (n:nat)Term ->(list_term n) ->(list_term (S n)).
Inductive quasiterm: Set :=
V : var ->quasiterm |
C : fun ->quasiterm |
Root: fun ->quasiterm ->quasiterm |
ConsArg: quasiterm ->quasiterm ->quasiterm.
Tab. 2.2  Termes et Quasi-termes
termes et un sous-ensemble des quasi-termes. Nous suivrons pour cela la
méthode présentée dans le paragraphe 2.2. Les deux principales diérences
proviendront d'une part, du fait que les types T

[X] et
P
n2IN
L
n;
[X] sont
mutuellement récursifs, ce qui nous amènera à construire en fait deux bijec-
tions et, d'autre part, du fait qu'il existe une liste de termes (c'est la liste
vide) qui ne correspond pas à un quasi-terme.
Caractérisation de deux sous-ensembles de Q

[X]
Nous commençons par identier, à l'aide de deux prédicats, les deux sous-
ensembles de Q

[X] pour lesquels il existe une bijection avec les ensembles
T

[X] et
P
n2IN
L
n;
[X]. Pour cela, deux prédicats, P
T
et P
L
, sont dénis
sur Q

[X] : le premier caractérise les quasi-termes qui ont une structure
de terme et le second caractérise les quasi-termes qui ont une structure
de liste de termes. La longueur d'un quasi-terme est tout d'abord dénie
récursivement par :
8q 2 Q

[X] lg(q) =

lg(q
1
) + lg(q
2
) si q = ConsArg(q
1
; q
2
)
1 sinon
Cette dénition permet d'envisager le contrôle de l'arité des symboles fonc-
tionnels. Nous pouvons à présent dénir récursivement le prédicat P
L
par :
8x 2 X P
L
(V(x))
8f 2  (ar(f) = 0) P
L
(C(f))
8q 2 Q

[X]8f 2  ((P
L
(q) ^ ar(f) = lg(q))) P
L
(Root(f; q)))
8q
1
; q
2
2 Q

[X] ((lg(q
1
) = 1 ^ P
L
(q
1
) ^ P
L
(q
2
))) P
L
(ConsArg(q
1
; q
2
)))
Ce prédicat est utilisé dans la dénition du prédicat P
T
: un quasi-terme a
une structure de terme s'il a une structure de liste de termes de longueur 1.
8q 2 Q

[X] (lg(q) = 1 ^ P
L
(q))) P
T
(q)
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Dans ce qui suit, nous utiliserons les notations suivantes :
Q
T

[X] = fq 2 Q

[X]; P
T
(q)g Q
L

[X] = fq 2 Q

[X]; P
L
(q)g
Puisque tout quasi-terme compatible avec les termes est compatible avec les
listes de termes (de longueur 1), on a Q
T

[X]  Q
L

[X].
Caractérisation de deux bijections
Nous dénissons à présent deux relations d'équivalence permettant d'éta-
blir l'existence d'une bijection entre Q
T

[X] et T

[X] d'une part, et entre
Q
L

[X] et
P
n2INnf0g
L
n;
[X] d'autre part. Ces relations, notées 
T
et 
L
n
,
sont dénies respectivement sur Q

[X]  T

[X] et Q

[X]
P
n2IN
L
n;
[X]
(
L
n
correspond à une famille de relations). Il semble naturel de dé-
nir ces deux relations de façon mutuellement récursive : le tableau 2.3
contient une telle dénition. Toutefois, pour des raisons techniques, nous
avons été amené à dénir ces deux relations de manière indépendante, en
dérécursiant la relation 
L
n
par un déploiement. Les dénitions obte-
nues sont données dans les tableaux 2.4 et 2.5 et permettent de caractériser
deux bijections puisque l'on montre facilement (par induction) que :
Proposition 2.1
 Pour tout quasi-terme q, tel que P
L
(q), il existe une unique liste de
termes de longueur lg(q), telle que q 
L
lg(q)
l.
 Pour toute liste de termes l de longueur n > 0, il existe un unique
quasi-terme q tel que lg(q) = n et q 
L
n
l.
 Pour tout quasi-terme q, tel que P
T
(q), il existe un unique terme t tel
que q 
T
t.
 Pour tout terme t, il existe un unique quasi-terme q tel que q 
T
t.
Cependant, la preuve de ces assertions ne fournit pas de procédé eectif
correspondant aux deux bijections. En eet, nous ne savons pas, à partir
d'une hypothèse de la forme 8a 2 A9b 2 B P (a; b), construire une fonction
qui pour tout a de A, calcule l'élément b de B, tel que P (a; b) ; nous savons
seulement que cet élément existe, la manière de l'obtenir étant contenue
dans la preuve de l'hypothèse 9b 2 B P (a; b). Ceci est dû au fait qu'il est
impossible d'obtenir un objet informatif (i.e. de type Set) à partir de cette
hypothèse qui est de type Prop.
Les éléments en relation via 
T
et 
L
n
correspondent bien aux éléments que
l'on cherche à relier puisque l'on montre facilement par induction que :
Proposition 2.2
 8q 2 Q

[X] 8n 2 IN 8` 2 L
n;
[X] q 
L
n
`) (lg(q) = n ^ P
L
(q))
 8q 2 Q

[X] 8t 2 T

[X] q 
T
t) P
T
(q)
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q 
T
t
si q = V(x) alors q 
T
t est vrai si t = tv(x).
si q = C(a) alors q 
T
t est vrai si t = tf(a; hi
0
).
si q = Root(f; q
0
) alors q 
T
t est vrai si t = tf(f; l) et q
0

ar(f)
l.
si q = ConsArg(q
1
; q
2
) alors q 
T
t est faux.
q 
L
n
l
si q = V(x) alors q 
L
n
l est vrai si n = 1 et l = htv(x); hi
0
i
1
.
si q = C(a) alors q 
L
n
l est vrai si n = 1 et l = htf(a; hi
0
); hi
0
i
1
.
si q = Root(f; q
0
) alors q 
L
n
l est vrai si n = 1, l = htf(f; l); hi
0
i
1
et q
0

ar(f)
l.
si q = ConsArg(q
1
; q
2
) alors q 
L
n
l est vrai si n = lg(q
1
) + lg(q
2
),
l = ht
1
; l
1
i
lg(q
1
)+lg(q
2
) 1
, q
1

T
t
1
et q
2

lg(q
2
)
l
1
.
Tab. 2.3  Dénitions mutuellement récursives de 
T
et 
L
n
si l = hi
0
, alors q 
L
n
l est faux.
si l = ht; l
0
i
m+1
(n = m+ 1), alors :
si q = V(x), alors q 
L
n
l est vrai si t = tv(v), x = v et m = 0
si q = C(f), alors q 
L
n
l est vrai si t = tf(f
0
; l
f
0
), f = f
0
,
ar(f) = 0 et m = 0
si q = Root(f; q
0
), alors q 
L
n
l est vrai si t = tf(f
0
; l
f
0
),
f = f
0
, m = 0 et q
0

L
ar(f)
l
f
0
si q = ConsArg(q
1
; q
2
), alors :
si t = tv(v), alors q 
L
n
l est vrai si q
1
= V(x), v = x et q
2

L
m
l
0
si t = tf(f
0
; l
f
0
), alors :
si q
1
= V(x), alors q 
L
n
l est faux.
si q
1
= C(f), alors q 
L
n
l est vrai si f
0
= f , ar(f) = 0
et q
2

L
m
l
0
si q
1
= Root(f; q
0
), alors q 
L
n
l est vrai si f = f
0
, q
0

L
ar(f)
l
f
0
et q
2

L
m
l
0
si q
1
= ConsArg(q
3
; q
4
), alors q 
L
n
l est faux
Tab. 2.4  Dénition de q 
L
n
l
si q = V(x), alors q 
T
t est vrai si t = tv(v) et x = v.
si q = C(f), alors q 
T
t est vrai si t = tf(f
0
; l
f
0
), f = f
0
et ar(f) = 0.
si q = Root(f; q
0
), alors q 
T
t est vrai si t = tf(f
0
; l
f
0
), f = f
0
et q
0

L
ar(f)
l
f
0
.
si q = ConsArg(q
1
; q
2
), alors q 
T
t est faux.
Tab. 2.5  Dénition de q 
T
t
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2.3.3 Deux fonctions sur les quasi-termes compatibles
Nous allons à présent établir un procédé eectif correspondant aux
deux bijections déterminées dans le paragraphe précédent. Après une pré-
sentation de l'approche langage de programmation, nous détaillons l'ap-
proche langage de preuves qui sera utilisée dans toute la suite. Les sous-
ensembles Q
T

[X] et Q
L

[X] étant dénis par un prédicat, on ne peut pas
construire directement de fonction de Q
T

[X] vers T

[X] ou de Q
L

[X] vers
P
n2IN
L
n;
[X], mais seulement de Q

[X] vers T

[X] ou
P
n2IN
L
n;
[X].
C'est pourquoi, la fonction 
t
q
(resp. 
l
q
) qui pour tout quasi-terme q, vériant
P
T
(q), (resp. vériant P
L
(q)), calcule l'élément t de T

[X] (resp. l'élément l
de
P
n2IN
L
n;
[X]) tel que q 
T
t (resp. q 
L
n
l), est une fonction qui prend
pour arguments, d'une part le quasi-terme q, et d'autre part, la preuve de
P
T
(q) (resp. la preuve de P
L
(q)).
Approche langage de programmation
Les termes et les listes de termes étant dénis de manière mutuellement
récursives, et les listes de termes étant dénies par un type dépendant, la
situation est un peu plus compliquée que celle décrite sur l'exemple des
entiers et des entiers pairs. Les deux fonctions à dénir sont naturellement
mutuellement récursives et ont pour signature :

t
q
:
Y
q2Q

[X]
(P
T
[q]! T

[X]) 
l
q
:
Y
q2Q

[X]
(P
L
[q]! L
lg(q);
[X])
Ces deux fonctions procèdent par ltrage sur le quasi-terme en argument
et utilisent l'axiome False_rec à chaque fois que ce quasi-terme n'est pas
compatible, en considérant une preuve de la proposition False obtenue à
l'aide du lemme suivant :
Lemma make_false: 8q
1
; q
2
2 Q

[X] P
T
(ConsArg(q
1
; q
2
)) ) False.
Autrement dit, si l'on dispose d'une preuve de P
T
(ConsArg(q
1
; q
2
)), alors on
dispose d'une preuve de la proposition False. D'autres lemmes plus techniques
sont nécessaires an de pouvoir obtenir une preuve de P
T
(ConsArg(q
1
; q
2
)) à
partir de n'importe quel quasi-terme non compatible et an de de pouvoir
manipuler les listes de termes dénies par une type dépendant. Puisqu'ils
seront utilisés comme des fonctions, nous utilisons pour les exprimer le sym-
bole fonctionnel ! à la place de son équivalent logique ). Sans trop entrer
dans les détails, en voici la liste. Etant donnés une liste de termes dans
L
n
1
;
[X] et un entier n
2
, nous souhaitons identier les types L
n
1
;
[X] et
L
n
2
;
[X] lorsque n
1
= n
2
. C'est ce que permettent les trois lemmes suivants :
le lemme `
1
(resp. `
2
) permet, étant donnés un symbole fonctionnel f 2 
et une preuve de P
T
(C(f)) (resp. P
L
(C(f))), d'obtenir une liste de termes
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de longueur ar(f) (c'est la liste vide) ; le lemme `
3
permet de transposer
une liste de L
n
1
;
[X] vers L
n
2
;
[X] lorsque n
1
= n
2
.
`
1
: (f : ) P
T
(C(f)) ! L
ar(f);
[X]
`
2
: (f : ) P
L
(C(f)) ! L
ar(f);
[X]
`
3
: (n
1
; n
2
: IN) (n
1
= n
2
) ! L
n
1
;
[X] ! L
n
2
;
[X]
Les autres lemmes permettent, étant donné un quasi-terme q satisfaisant un
des deux prédicats P
T
et P
L
, d'établir des propriétés sur les constituants
de ce quasi-terme.
`
4
: (f : )(q : Q

[X]) P
T
(Root(f; q)) ! P
L
(q)
`
5
: (q
1
; q
2
: Q

[X]) P
L
(ConsArg(q
1
; q
2
)) ! P
L
(q
2
)
`
6
: (q
1
; q
2
: Q

[X]) P
L
(ConsArg(q
1
; q
2
)) ! P
T
(q
1
)
`
7
: (f : )(q : Q

[X]) P
T
(Root(f; q)) ! lg(q) = ar(f)
`
8
: (f : )(q : Q

[X]) P
L
(Root(f; q)) ! P
T
(Root(f; q))
`
9
: (f : )(q : Q

[X]) P
L
(Root(f; q)) ! P
L
(q)
`
10
: (q
1
; q
2
: Q

[X]) P
L
(ConsArg(q
1
; q
2
)) ! lg(q
2
) + 1 =
lg(ConsArg(q
1
; q
2
))
Nous pouvons à présent dénir, récursivement sur la structure d'un quasi-
terme, les deux fonctions 
t
q
et 
l
q
. Le tableau 2.6 contient la dénition de ces
deux fonctions en pseudo-Coq.
Remarque. Dans la troisième branche de la fonction 
l
q
, correspondant au cas
où q est le quasi-terme Root(f
6
; q
6
), une solution plus simple (plus naturelle?)
aurait été d'appeler récursivement 
t
q
avec Root(f
6
; q
6
) comme argument sans
que cela compromette la terminaison de cette fonction. Cette solution n'est
pas permise par le système Coq qui impose aux arguments d'un appel ré-
cursif de diminuer (c'est aussi pour cette raison que les deux dénitions
des relations 
T
et 
L
n
ne sont pas mutuellement récursives).
Approche langage de preuves
Dans toute la suite, nous utiliserons l'approche développée dans ce para-
graphe et illustrée sur la gure 2.3. Sans utiliser l'axiome False_rec, on est
amené à dénir les fonctions 
t
q
et 
l
q
récursivement, non plus sur la structure
d'un quasi-terme, mais sur la structure de la preuve de sa compatibilité.
On dénit donc les ensembles mutuellement inductifs P
T
[q] et P
L
[q] corres-
pondant aux preuves de P
T
(q) et de P
L
(q). Il ne s'agit pourtant pas d'un
simple recopiage des prédicats P
T
et P
L
dans Set : en eet, le type
des listes de termes dépendant d'un entier naturel, nous enrichissons la
structure de P
L
en considérant les preuves exprimant qu'un quasi-terme est
compatible avec une liste de termes de longueur donnée. Aussi, la fonction

l
q
n'aura pas exactement la même signature que dans le paragraphe précé-
dent. Ces dénitions vont permettre de considérer explicitement des preuves
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Fixpoint 
t
q
[q:Q

[X]]:P
T
(q)! T

[X] :=
< [q:Q

[X]]P
T
(q)! T

[X] >
Case q of
[v
1
:X][_:P
T
(V(v
1
))] tv(v
1
)
[f
2
: ][p
2
:P
T
(C(f
2
))] tf(f
2
; `
1
(f
2
; p
2
))
[f
3
: ][q
3
:Q

[X]][p
3
:P
T
(Root(f
3
; q
3
))]
tf(f
3
; `
3
(lg(q
3
); ar(f
3
); `
7
(f
3
; q
3
; p
3
); 
l
q
(q
3
; `
4
(f
3
; q
3
; p
3
))))
[q
4
:Q

[X]][q
5
:Q

[X]][p
4
:P
T
(ConsArg(q
4
; q
5
))]
False_rec(T

[X];make_false(q
4
; q
5
; p
4
))
end
with 
l
q
[q:Q

[X]]:P
L
(q)! L
lg(q);
[X] :=
< [q:Q

[X]]P
L
(q)! L
lg(q);
[X] >
Case q of
[v
2
:X][_:P
L
(V(v
2
))] htv(v
2
); hi
0
i
1
[f
5
: ][p
5
:P
L
(C(f
5
))] htf(f
5
; `
2
(f
5
; p
5
)); hi
0
i
1
[f
6
: ][q
6
:Q

[X]][p
6
:P
L
(Root(f
6
; q
6
))]
htf(f
6
; `
3
(lg(q
6
); ar(f
6
); `
7
(f
6
; q
6
; `
8
(f
6
; q
6
; p
6
));

l
q
(q
6
; `
9
(f
6
; q
6
; p
6
))))i
1
[q
7
:Q

[X]][q
8
:Q

[X]][p
7
:P
L
(ConsArg(q
7
; q
8
))]
`
3
(lg(q
8
) + 1; lg(ConsArg(q
7
; q
8
)); `
10
(q
7
; q
8
; p
7
);
h
t
q
(q
7
; `
6
(q
7
; q
8
; p
7
)); 
l
q
(q
8
; `
5
(q
7
; q
8
; p
7
))i
lg(q
8
)+1
)
end.
Tab. 2.6  Fonctions 
t
q
et 
l
q
: approche langage de programmation
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comme de véritables objets appartenant à une collection (Set) sur lesquels
un raisonnement par induction pourra être conduit. Les ensembles P
T
[q] et
P
L
n
[q] (en fait, on dénit une famille) sont dénis inductivement à l'aide de
constructeurs dont les types sont :
(x : X) P
T
[V(x)]
(f : )(` : L
ar(f);
[X]) (` = hi
0
) ! P
T
[C(f)]
(f : )(q : Q

[X]) P
L
ar(f)
[q] ! P
T
[Root(f; q)]
(x : X) P
L
1
[V(x)]
(f : )(` : L
ar(f);
[X]) (` = hi
0
) ! P
L
1
[C(f)]
(f : )(q : Q

[X]) P
L
ar(f)
[q] ! P
L
1
[Root(f; q)]
(n : IN)(q
1
; q
2
: Q

[X]) P
L
n
[q
2
] ! P
T
[q
1
]! P
L
n+1
[ConsArg(q
1
; q
2
)]
On montre alors facilement l'adéquation entre les prédicats P
T
et P
L
et les
éléments de P
T
et P
L
(i.e. un quasi-terme q satisfait P
T
(q) si et seulement
si il existe un élément dans P
T
[q] ; un quasi-terme q satisfait P
L
(q) si et
seulement si il existe un élément dans P
L
lg(q)
[q]). Nous pouvons à présent
dénir les deux fonctions 
t
q
et 
l
q
mutuellement récursives (sur la structure
d'une preuve) de signature :

t
q
:
Y
q2Q

[X]
(P
T
[q]! T

[X]) 
l
q
:
Y
n2IN;q2Q

[X]
(P
L
n
[q]! L
n;
[X])
Ces dénitions, présentées en pseudo-Coq dans le tableau 2.7, permettent
d'associer à tout quasi-terme compatible le terme et/ou la liste de termes
avec lequel il est en relation. En eet, on montre l'équivalent de l'asser-
tion (2.1) du paragraphe 2.2 :
Proposition 2.3
 8q 2 Q

[X] 8p 2 P
T
[q] q 
T

t
q
(q; p)
 8n 2 IN 8q 2 Q

[X] 8p 2 P
L
n
[q] q 
L
n

l
q
(n; q; p)
Cette approche langage de preuves exploite donc explicitement la structure
des preuves, tandis que l'approche langage de programmation, présentée
plus haut, utilise implicitement les mêmes propriétés qui sont cachées dans
les preuves des lemmes `
1
à `
10
.
2.3.4 Deux fonctions dans les quasi-termes
Puisque tous les termes (et toutes les listes de termes non vides) ont
une structure de quasi-terme, les fonctions 
q
t
et 
q
l
s'obtiennent de ma-
nière classique en dénissant les fonctions mutuellement récursives suivantes
(tableau 2.8) :
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Fixpoint 
t
q
[q:Q

[X]; p:P
T
(q)]:T

[X] :=
< [q:Q

[X]]T

[X] >
Case p of
[v:X] tv(v)
[f : ][l:L
ar(f);
[X]][p
0
: (l = hi
0
] tf(f; l)
[f
1
: ][q
1
:Q

[X]][p
1
:P
L
ar(f
1
)
[q
1
]] tf(f
1
; 
l
q
(ar(f
1
); q
1
; p
1
))
end
with 
l
q
[n: IN; q:Q

[X]; p:P
L
n
(q)]:L
n;
[X] :=
< [n: IN][q:Q

[X]]L
n;
[X] >
Case p of
[v
2
:X] htv(v
2
); hi
0
i
1
[f
3
: ][l
3
:L
ar(f
3
);
[X]][p
3
: (l
3
= hi
0
] htf(f; l); hi
0
i
1
[f
4
: ][q
4
:Q

[X]][p
4
:P
L
ar(f
4
)
[q
4
]] htf(f
4
; 
l
q
(ar(f
4
); q
4
; p
4
)); hi
0
i
1
[n
5
: IN][q
5
:Q

[X]][q
6
:Q

[X]][p
5
:P
L
n
5
[q
6
]][p
6
:P
T
[q
5
]]
h
t
q
(q
5
; p
6
); 
l
q
(n
5
; q
6
; p
5
)i
n
5
+1
end
Tab. 2.7  Fonctions 
t
q
et 
l
q
: approche langage de preuves

q
t
: T

[X]! Q

[X] 
q
l
:
Y
n2IN
(Q

[X]! (L
n;
[X]! Q

[X]))
La seule diculté provient du fait que la liste de termes vide n'est associée
à aucun quasi-terme (c'est la raison pour laquelle la fonction 
q
l
prend aussi
un quasi-terme en argument). On montre alors :
Proposition 2.4
1. 8t 2 T

[X] 
q
t
(t) 
T
t
2. 8n 2 IN8` 2 L
n;
[X]8t 2 T

[X] 
q
l
(n; 
q
t
(t); `) 
L
n+1
ht; `i
n+1
3. 8q 2 Q

[X] 8p 2 P
T
[q] 
q
t
(
t
q
(q; p)) = q
2.4 Substitutions et quasi-substitutions
Nous présentons dans ce paragraphe les dénitions formelles des sub-
stitutions et quasi-substitutions. Ces deux ensembles sont ensuite reliés en
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Mutual with
PT : quasiterm -> Set
Term : Set :=
tv : var -> Term |
with
list_t : nat -> Set :=
cons:(n:nat)Term->(list_t n)->(list_t (S n))
nil : (list_t O) |
Inductive quasiterm : Set :=
  V : var -> quasiterm |
  C : fun -> quasiterm |
  Root : fun -> quasiterm -> quasiterm |
  ConsArg : quasiterm -> quasiterm -> quasiterm.
Mutual inductive
tf:(f:fun)(list_t (arity f))->Term
Ensemble de preuves Ensemble de preuves
‘‘ce quasi-terme est compatible avec les termes’’ ‘‘ce quasi-terme est compatible avec les listes
de termes de logueur n’’
PL : nat -> quasiterm -> Set
quasi-termes compatibles avec les listes de termes (non vides)
quasi-termes compatibles avec les termes
Fig. 2.3  Quasi-termes, termes et listes de termes
Fixpoint 
q
t
[t : T

[X]] : Q

[X] :=
< Q

[X] >
Case t of
[v : X] V(v)
[f : ][l : L
ar(f);
[X]]
< [_ : IN]Q

[X] >
Case l of
C(f)
[n
0
: IN][t
0
: T

[X]][l
0
: L
n
0
;
[X]] Root(f; 
q
l
(n
0
; 
q
t
(t
0
); l
0
))
end
end
with 
q
l
[n : IN; q : Q

[X]; l : L
n;
[X]] : Q

[X] :=
< [_ : IN]Q

[X] >
Case l of
q
[n
0
: IN][t
0
: T

[X]][l
0
: L
n
0
;
[X]] ConsArg(q; 
q
l
(n
0
; 
q
t
(t
0
); l
0
))
end.
Tab. 2.8  Fonctions 
q
t
et 
q
l
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suivant la même méthode que pour les ensembles Q

[X] et T

[X] : les substi-
tutions (resp. quasi-substitutions) étant dénies comme les applications de
X dans T

[X] (resp. Q

[X]), il existe un lien de même nature entre Q

[X]
et T

[X] et entre ces deux ensembles. Ensuite, les propriétés classiques sur
les substitutions (étendues aux quasi-substitutions dans [89]) sont rappe-
lées et la correspondance entre propriétés analogues sur des substitutions
et quasi-substitutions en relation est établie. De même, les résultats de
conservation des relations 
T
et 
L
n
lors de l'application de substitutions
et quasi-substitutions en relation sont prouvés.
2.4.1 Dénitions
L'ensemble S[X] des substitutions est l'ensemble des applications de X
vers T

[X]. Dans [89], la dénition des substitutions a été étendue aux élé-
ments de Q

[X] : l'ensemble S
Q
[X] des quasi-substitutions est l'ensemble
des applications de X vers Q

[X]. A toute quasi-substitution s
q
est associée
une application Subst(s
q
), de Q

[X] vers Q

[X], dénie récursivement sur
la structure des quasi-termes, par :
8x 2 X Subst(s
q
;V(x)) = s
q
(x)
8f 2  Subst(s
q
;C(f)) = C(f)
8f 2 8q 2 Q

[X] Subst(s
q
;Root(f; q)) = Root(f; Subst(s
q
; q))
8q
1
; q
2
2 Q

[X]
Subst(s
q
;ConsArg(q
1
; q
2
)) = ConsArg(Subst(s
q
; q
1
);Subst(s
q
; q
2
))
De même, on associe à toute substitution s
t
deux applications Subst_t(s
t
)
et Subst_l(s
t
), mutuellement récursives, l'une de T

[X] vers T

[X] et l'autre
de
P
n2IN
L
n;
[X] vers
P
n2IN
L
n;
[X], dénies récursivement par :
8x 2 X Subst_t(s
t
; tv(x)) = s
t
(x)
8f 2 8l 2 L
ar(f);
[X] Subst_t(s
t
; tf(f; l)) = tf(f; Subst_l(s
t
; l))
Subst_l(s
t
; hi
0
) = hi
0
8t 2 T

[X]8n 2 IN8l 2 L
n;
[X]
Subst_l(s
t
; ht; li
n+1
) = hSubst_t(s
t
; t);Subst_l(s
t
; l)i
n+1
Dans ce qui suit, on écrira seulement s
q
(resp. s
t
) pour Subst (resp. Subst_t
ou Subst_l) lorsqu'aucune confusion ne sera possible. De plus, on notera
désormais s
1
s
2
la substitution x:s
1
(s
2
(x)).
2.4.2 Liens entre substitutions et quasi-substitutions
De même que le sous-ensemble Q
T

[X] de Q

[X] est déni à l'aide du pré-
dicat P
T
, on caractérise un sous-ensemble S
T
Q
[X] de S
Q
[X], correspondant
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aux quasi-substitutions compatibles avec les termes, à l'aide d'un prédicat
P
S
déni par :
8s
q
2 S
Q
[X] ((8x 2 X P
T
(s
q
(x)))) P
S
(s
q
))
Autrement dit, S
T
Q
[X] est l'ensemble des applications de X vers Q
T

[X]. On
montre facilement, par induction, que si s
q
vérie P
S
(s
q
) et si q est un
élément de Q
T

[X], alors s
q
(q) est aussi un élément de Q
T

[X]. An d'établir
une correspondance entre S
T
Q
[X] et S[X], on dénit une relation 
S
sur
S
Q
[X] S[X] comme suit :
8s
q
2 S
Q
[X]8s
t
2 S[X] ((8x 2 X s
q
(x) 
T
s
t
(x))) s
q

S
s
t
)
Cette relation satisfait bien la proposition :
Proposition 2.5 8s
q
2 S
Q
[X]8s
t
2 S[X] (s
q

S
s
t
) P
S
(s
q
))
Preuve. Par hypothèse, pour toute variable x, s
q
(x) 
T
s
t
(x). La pro-
position 2.2 permet alors d'établir P
T
(s
q
(x)) pour toute variable x, ce qui
permet de conclure à P
S
(s
q
). J
Nous allons à présent, de la même manière que nous avons établi la bijection
reliant T

[X] et Q
T

[X], construire un procédé eectif, qui :
 pour toute quasi-substitution s
q
vériant P
S
associe une substitution
s
t
telle que s
q

S
s
t
 pour toute substitution s
t
associe une quasi-substitution s
q
(vériant
P
S
(s
q
)) telle que s
q

S
s
t
Ici encore, nous allons dénir inductivement une ensemble (Set) de preuves
sur lesquelles un raisonnement par induction pourra être conduit et des fonc-
tions construites. Pour toute quasi-substitution s, un élément de P
S
[s] est
obtenu à l'aide d'un constructeur de type :
((x : X)(P
T
[s
q
(x)]))! P
S
[s
q
]
Bien entendu, une quasi-substitution s est dans S
T
Q
[X] si et seulement si elle
admet une preuve de P
S
(s) dans P
S
(s). Nous pouvons alors construire la
fonction :

t
s
:
Y
s
q
2S
Q
[X]
(P
S
[s
q
]! S[X])

t
s
(s
q
; p) est déni récursivement sur la structure de p par : si p est un élément
de P
S
(s
q
) obtenu à partir d'une preuve p
0
dans
Q
x2X
P
T
(s
q
(x)), alors :

t
s
(s
q
; p) = x:
t
q
(s
q
(x); p
0
(x))
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Réciproquement, mais de manière plus classique, on construit la fonction
suivante :

q
s
: S[X]! S
Q
[X] 
q
s
(s
t
) = x:
q
t
(s
t
(x))
Ces deux fonctions satisfont bien la proposition :
Proposition 2.6
1. 8s
q
2 S
Q
[X]8p 2 P
S
[s
q
] s
q

S

t
s
(s
q
; p)
2. 8s
t
2 S[X] 
q
s
(s
t
) 
S
s
t
2.4.3 Conservation des propriétés de compatibilité
Nous étudions dans ce paragraphe la conservation du lien entre quasi-
termes et termes lors de l'application de quasi-substitutions et de substitu-
tions. Le lemme qui suit, dont la démonstration découle (presque) directe-
ment des dénitions, traduit le fait que :
 pour tout quasi-terme q admettant une preuve de P
T
(q) dans P
T
[q] et
pour toute quasi-substitution s admettant une preuve de P
S
(s) dans
P
S
[s], s(q) admet une preuve de P
T
(s(q)) dans P
T
[s(q)]
 pour tout naturel n et tout quasi-terme q, admettant une preuve de
P
L
(q) dans P
L
n
[q], et pour toute quasi-substitution s admettant une
preuve de P
S
(s) dans P
S
[s], s(q) admet une preuve de P
L
(s(q)) dans
P
L
n
[s(q)].
Puisque P
T
[q], P
L
n
[q] et P
S
[s] sont des ensembles, les deux assertions de ce
lemme constituent explicitement deux fonctions, notées 
t
p
et 
l
p
, ayant pour
arguments des preuves et construisant une preuve. Ici encore, ce lemme est
utilisé par la suite comme une fonction et nous utilisons le symbole fonction-
nel ! à la place de son équivalent logique ).
Lemme 2.1 (Dénition des fonctions 
t
p
et 
l
p
)
1. 
t
p
: (q : Q

[X]) (s : S
Q
[X]) P
T
[q]! P
S
[s]! P
T
[s(q)]
2. 
l
p
: (n : IN) (q : Q

[X]) (s : S
Q
[X]) P
L
n
[q]! P
S
[s]! P
L
n
[s(q)]
Ce lemme, utilisé directement en tant que fonction, permet d'établir l'égalité
suivante :
Lemme 2.2 8q 2 Q

[X]8p
q
2 P
T
[q]8s 2 S
Q
[X]8p
s
2 P
S
[s]
(
t
s
(s; p
s
))(
t
q
(q; p
q
)) = 
t
q
(s(q); 
t
p
(q; s; p
q
; p
s
))
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Preuve. D'après le lemme 2.1, 
t
p
(q; s; p
q
; p
s
) constitue bien une preuve de
P
T
(s(q)) et la démonstration se fait par induction sur la preuve p
q
. J
D'autre part, on montre que les relations 
T
et 
L
sont conservées lors de
l'application de substitutions et de quasi-substitutions équivalentes :
Lemme 2.3 Soit s
q
une quasi-substitution et s
t
une substitution telles que
s
q

S
s
t
.
1. 8n 2 IN8l 2 L
n;
[X]8q 2 Q

[X] (q 
L
n
l) s
q
(q) 
L
n
s
t
(l))
2. 8t 2 T

[X]8q 2 Q

[X] (q 
T
t) s
q
(q) 
T
s
t
(t))
Preuve. La preuve de 1. se fait par induction sur l, celle de 2. par induction
sur t. Le schéma d'induction utilisé est celui décrit page 40 dans lequel la
propriété P (resp. P
0
) est exprimée par 2. (resp. 1.). Cette preuve s'obtient
donc en quatre étapes :
(1). Si q 
T
tv(v), c'est que q = V(v) et alors s
q

S
s
t
entraîne :
s
q
(q) = s
q
(v) 
T
s
t
(v) = s
t
(tv(v))
(2). L'hypothèse d'induction exprime que si q
0

L
ar(f)
l, alors s
q
(q
0
) 
L
ar(f)
s
t
(l). On cherche à montrer que si q est un quasi-terme tel que q 
T
tf(f; l),
alors s
q
(q) 
T
s
t
(tf(f; l)). Deux cas se présentent. Si q = C(f), alors c'est
que l = hi
0
et il est alors clair que :
s
q
(C(f)) = C(f) 
T
tf(f; hi
0
) = s
t
(tf(f; hi
0
))
Si q = Root(f; q
0
) avec q
0

L
ar(f)
l, alors par hypothèse d'induction, on a
s
q
(q
0
) 
L
ar(f)
s
t
(l) et il vient nalement :
s
q
(q) = Root(f; s
q
(q
0
)) 
T
tf(f; s
t
(l)) = s
t
(tf(f; l))
(3). L'hypothèse q 
L
0
hi
0
étant toujours fausse, la propriété est vériée.
(4). Soit un terme t et une liste de termes l de longueur n. Par hypothèse
d'induction, on a :
 si q
1
est un quasi-terme tel que q
1

T
t, alors s
q
(q
1
) 
T
s
t
(t)
 si q
2
est un quasi-terme tel que q
2

L
n
l, alors s
q
(q
2
) 
L
n
s
t
(l)
Si q est un quasi-terme tel que q 
L
n+1
ht; li
n+1
, alors deux cas se présentent.
Si l = hi
0
, alors s
q
(q) 
L
1
hs
t
(t); hi
0
i
1
si s
q
(q) 
T
s
t
(t). Or, par hypothèse,
q 
L
1
ht; hi
0
i
1
, c'est à dire q 
T
t. L'hypothèse d'induction permet alors de
conclure à s
q
(q) 
T
s
t
(t). Si l n'est pas la liste vide, alors q = ConsArg(q
1
; q
2
)
et les hypothèses permettent de conclure à :
s
q
(q) = ConsArg(s
q
(q
1
); s
q
(q
2
)) 
L
n+1
hs
t
(t); s
t
(l)i
n+1
= s
t
(ht; li
n+1
)
J
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2.4.4 Principales propriétés
Etant donnés deux termes, décider s'ils sont uniables consiste à cher-
cher une substitution satisfaisant certaines propriétés. Nous rappelons donc
à présent les propriétés classiques des substitutions, étendues aux quasi-
substitutions, et montrons que ces propriétés sont, pour la plupart, conser-
vées par les applications 
t
s
et 
q
s
.
Propriétés
Domaine, image Le domaine et l'image d'une substitution (resp. d'une
quasi-substitution) s sont dénis par les prédicats :
dom(s) = fx 2 X; s(x) 6= tv(x)g
range(s) = fx 2 X; 9y 2 dom(s) x 2 var(s(y))g =
S
y2dom(s)
var(s(y))
L'appartenance d'une variable à un terme (resp. un quasi-terme) est dénie
par un prédicat récursif sur la structure du terme (resp. du quasi-terme)
considéré. De plus, notons que cette relation est décidable (puisque l'égalité
sur les variables l'est). Aussi, l'appartenance d'une variable au domaine d'une
substitution (resp. d'une quasi-substitution) est décidable.
Support, couverture Etant donnée une substitution (resp. quasi-substi-
tution) s, le support et la couverture de s sont dénis par les deux prédicats
suivants. Soit un terme ou une liste de termes (resp. un quasi-terme) t, on
dit que :
 s est supportée par t, si aucune variable n'appartenant pas à t n'est
aectée par s (i.e. dom(s)  var(t)).
 s est couverte par t, si toute variable de l'image de s est dans t.
Idempotence Une substitution (resp. une quasi-substitution) s est idem-
potente si pour toute variable x, s(s(x)) = s(x), ou de manière équivalente,
comme le montre le lemme suivant, si dom(s) \ range(s) = ?.
Lemme 2.4 Une substitution s est idempotente si et seulement si elle vérie
dom(s) \ range(s) = ?.
Preuve. ((). Soit x 2 X, montrons que pour toute variable v 2 s(x), on
a v 62 dom(s). Deux cas se présentent. Si x 2 dom(s), alors, par dénition,
v 2 range(s) et, par hypothèse, v 62 dom(s). Sinon, s(s(x)) = s(x) = tv(x),
et on peut conclure.
()). Soit x 2 range(s). Par dénition, il existe une variable v 2 dom(s)
telle que x 2 s(v). Si x 2 dom(s), alors on a s(s(x)) 6= s(x) ce qui est
contradictoire. J
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S[X] Definition subst := var -> Term.
domaine
Definition dom_t:subst->var->Prop:=
[s:subst][x:var]~(tv x)=(s x).
image
Inductive range_t[s:subst;x:var]:Prop:=
range_t_init:(y:var)(dom_t s y)->
(IS_IN_T x (s y))->(range_t s x).
support
Definition over_t:subst->Term->Prop:=
[f:subst][t:Term]
(x:var)(~(IS_IN_T x t)) -> (tv x)=(f x).
couverture
Definition under_t:subst->Term->Prop:=
[s:subst][t:Term]
(x,y:var)(dom_t s y)->(IS_IN_T x (s y))
->(IS_IN_T x t).
idempotence
Definition idempotent_t:subst->Prop:=
[s:subst](x:var)(s x)=(Subst_t s (s x)).
préordre (6)
Inductive less_subst_t [f,g:subst] : Prop :=
less_subst_t_init:(h:subst)
((x:var)((Subst_t h (f x))=(g x)))
->(less_subst_t f g).
Tab. 2.9  Propriétés sur les substitutions
Préordre On dénit un préordre sur les substitutions (resp. sur les quasi-
substitutions) par :
8s
1
; s
2
2 S[X] (s
1
6 s
2
), (9s 2 S[X]8x 2 X s(s
1
(x)) = s
2
(x))
Ce préordre induit une relation d'équivalence correspondant à l'équivalence
au renommage près des variables. Deux substitutions s
1
et s
2
sont dites
6-équivalentes si s
1
6 s
2
et s
2
6 s
1
.
Lemme 2.5 Si deux substitutions  et  sont 6-équivalentes, alors il existe
une substitution r telle que pour tout terme t, (t) = r((t)) et telle que pour
toute variable x de (t), il existe une variable v telle que r(x) = tv(v) (r peut
être vue comme une substitution de renommage).
Preuve. Soit t un terme. Par hypothèse ( 6 ), il existe une substitution

1
telle que 
1
(t) = (t). De même ( 6 ), il existe une substitution 
2
telle que 
2
(t) = (t). r existe donc : c'est 
2
. De plus, on a 
1

2
(t) = (t).
Montrons que 8x 2 X (x 2 (t) ) 9v 2 X 
2
(x) = tv(v)). Si x appartient
au domaine de 
2
, alors 
1

2
(x) = (x) et 
2
(x) 6= tv(x). Il existe donc
une variable v appartenant au domaine de 
1
, telle que 
2
(x) = tv(v). Si x
n'appartient pas au domaine de 
2
, alors v existe, c'est la variable x. J
Le tableau 2.9 contient ces dénitions dans le système Coq.
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Conservation
An d'alléger les notations, nous écrirons dans toute la suite des égalités
de la forme s
1
= s
2
. Il s'agit d'un abus de notation : en eet, cette relation
doit se lire 8x 2 X s
1
(x) = s
2
(x)
2
.
Lemme 2.6 Soit s
t
une substitution et s
q
une quasi-substitution idempo-
tente admettant une preuve p dans P
S
[s
q
]. Si s
q
6 
q
s
(s
t
), alors 
t
s
(s
q
; p) 6 s
t
.
Preuve. Puisque s
q
6 
q
s
(s
t
), il existe une quasi-substitution h
q
telle
que h
q
s
q
= 
q
s
(s
t
). h
q
s
q
est donc un élément de S
T
Q
[X] et admet alors
une preuve p
0
dans P
S
[h
q
s
q
]. On cherche à montrer qu'il existe une sub-
stitution h
t
telle que h
t

t
s
(s
q
; p) = s
t
. Alors que s
q
et h
q
s
q
sont des quasi-
substitutions compatibles avec les termes, on ne peut établir P
S
(h
q
)
3
.
Toutefois, puisque s
q
est idempotente, on peut choisir pour h
t
la substitu-
tion 
t
s
(h
q
s
q
; p
0
). Montrons alors que 8x 2 X 
t
s
(h
q
s
q
; p
0
)
t
s
(s
q
; p)(x) = s
t
(x).
Par dénition, on a 
t
s
(h
q
s
q
; p
0
)
t
s
(s
q
; p)(x) = 
t
s
(h
q
s
q
; p
0
)
t
s
(s
q
; p)(tv(x)). Or,
V(x) admet une preuve p
1
dans P
T
[V(x)] telle que tv(x) = 
t
q
(V(x); p
1
). En
appliquant deux fois le lemme 2.2, il vient :

t
s
(h
q
s
q
; p
0
)
t
s
(s
q
; p)(
t
q
(V(x); p
1
))
= 
t
s
(h
q
s
q
; p
0
)
t
q
(s
q
(V(x)); 
t
p
(V(x); s
q
; p
1
; p))
= 
t
q
(h
q
s
q
s
q
(V(x)); 
t
p
(s
q
(V(x)); h
q
s
q
; 
t
p
(V(x); s
q
; p
1
; p); p
0
))
s
q
étant idempotente, on a h
q
s
q
s
q
(V(x)) = h
q
s
q
(V(x)) et donc :

t
q
(h
q
s
q
s
q
(V(x)); 
t
p
(s
q
(V(x)); h
q
s
q
; 
t
p
(V(x); s
q
; p
1
; p); p
0
))
= 
t
q
(h
q
s
q
(V(x)); 
t
p
(V(x); h
q
s
q
; p
1
; p
0
))
En appliquant à nouveau le lemme 2.2, il vient :

t
q
(h
q
s
q
(V(x)); 
t
p
(V(x); h
q
s
q
; p
1
; p
0
)) = (
t
s
(h
q
s
q
; p
0
))(
t
q
(V(x); p
1
))
= s
t
(x) (par hypothèse)
ce qui permet de conclure. J
Lemme 2.7 Si s
q
est une quasi-substitution et s
t
une substitution satisfai-
sant s
q

S
s
t
, alors x est une variable du domaine de s
q
si et seulement si
x est une variable du domaine de s
t
.
2. Le système Coq n'utilisant pas la règle de -réduction x:(s x)!

s où x n'est pas
une variable libre dans s, il n'est pas possible de déduire de 8x 2 X s
1
(x) = s
2
(x) l'égalité
s
1
= s
2
. Les fonctions extensionnellement égales ne peuvent être identiées sans utiliser
un axiome.
3. En eet, pour s
q
= fx=V(y)g et h
q
= fx=ConsArg(y; z)g, on a bien P
S
(s
q
) et
P
S
(h
q
s
q
), tandis que h
q
ne vérie pas le prédicat P
S
puisque h
q
(x) ne vérie pas
P
T
(h
q
(x)).
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Preuve. Soit x une variable du domaine de s
q
(resp. s
t
), on a s
q
(x) 6= V(x)
(resp. s
t
(x) 6= tv(x)). Or par hypothèse, s
q
(x) 
T
s
t
(x) et donc s
t
(x) 6= tv(x)
(resp. s
q
(x) 6= V(x)). J
Lemme 2.8 Soit s
q
une quasi-substitution idempotente et s
t
une substitu-
tion. Si s
q

S
s
t
, alors s
t
est idempotente.
Preuve. Puisque s
q

S
s
t
, pour tout x 2 X, s
q
(x) 
T
s
t
(x) ce qui permet
de conclure à s
q
(s
q
(x)) 
T
s
t
(s
t
(x)). Or, par hypothèse, s
q
(s
q
(x)) = s
q
(s),
ce qui prouve l'idempotence de s
t
. J
Lemme 2.9 Soit s
q
une quasi-substitution et s
t
une substitution telles que
s
q

S
s
t
. Soit q un quasi-terme et l une liste de termes de longueur n tels
que q 
L
n
l. Si s
q
est supportée et couverte par q, alors s
t
est supportée et
couverte par l.
Preuve. (support). Soit x une variable n'appartenant pas à q. Puisque
q 
L
n
l, x n'apparaît pas dans l. Puisque, par hypothèse, s
q
(x) = V(x) 
T
s
t
(x), c'est que s
t
(x) = tv(x) et on a bien 8x 2 X (x 62 l) s
t
(x) = tv(x)).
(couverture). Soit y une variable du domaine de s
t
et x une variable de s
t
(y).
Puisque s
q

S
s
t
, y est aussi dans le domaine de s
q
et s
q
(y) 
T
s
t
(y). x est
donc aussi dans s
q
(y). Puisque s
q
est couverte par q, x appartient à q, et
l'hypothèse q 
L
n
l permet de conclure à l'appartenance de x à l. J
Lemme 2.10 Soit l
1
et l
2
deux listes de termes de longueur n
1
et n
2
, q
1
et
q
2
deux quasi-termes tels que q
1

L
n
1
l
1
et q
2

L
n
2
l
2
, s
t
une substitution et
s
q
une quasi-substitution telles que s
q

S
s
t
. Si s
q
est supportée et couverte
par ConsArg(q
1
; q
2
), alors s
t
est supportée et couverte par la liste de termes
obtenue par concaténation des listes l
1
et l
2
, notée l
1
./
l
l
2
.
Preuve. (support). Soit x une variable n'appartenant pas à ConsArg(q
1
; q
2
).
s
q
étant supportée par ConsArg(q
1
; q
2
), x n'appartient pas au domaine de la
substitution s
q
et d'après le lemme 2.7, x n'appartient pas au domaine de s
t
.
Or, si x n'est pas dans ConsArg(q
1
; q
2
), c'est que x n'est pas dans l
1
./
l
l
2
et donc s
t
est supportée par l
1
./
l
l
2
.
(couverture). Soit y une variable du domaine de s
q
et x une variable de
s
q
(y). D'après le lemme 2.7, y est aussi une variable du domaine de s
t
et
puisque s
q

S
s
t
, le lemme 2.3 permet d'établir que s
q
(y) 
T
s
t
(y) et donc
x appartient à s
t
(y). s
q
étant couverte par ConsArg(q
1
; q
2
), x est donc dans
ConsArg(q
1
; q
2
) et donc dans l
1
./
l
l
2
. s
t
est donc bien couverte par la liste
l
1
./
l
l
2
. J
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Unicateur
Definition unif_t:subst->Term->Term->Prop:=
[f:subst][t,u:Term](Subst_t f t)=(Subst_t f u).
Unicateur minimal
Definition min_unif_t:subst->Term->Term->Prop:=
[f:subst][t,u:Term]
(g:subst)(unif_t g t u)->(less_subst_t f g).
Problème de l'unication
Inductive Unification_t[t1,t2:Term]:Set:=
Unif_succeed_t : (f:subst)
(unif_t f t1 t2)
->(idempotent_t f)
->(over_lt f (S (S O)) (cons (S O) t1 (cons O t2 nil)))
->(under_lt f (S (S O)) (cons (S O) t1 (cons O t2 nil)))
->(min_unif_t f t1 t2)
->(Unification_t t1 t2) |
Unif_fail_t:((f:subst)~(Subst_t f t1)=(Subst_t f t2))
->(Unification_t t1 t2).
Théorème d'unication
Lemma UNIFICATION_T : (t1,t2:Term)(Unification_t t1 t2).
Tab. 2.10  Spécication du problème de l'unication
2.5 Unication
Nous sommes à présent en mesure de formaliser le théorème d'unication.
Pour cela, rappelons qu'étant donnés deux termes (resp. deux quasi-termes)
t
1
et t
2
, la substitution (resp. la quasi-substitution) s unie t
1
et t
2
si s(t
1
) =
s(t
2
) ; s est un unicateur minimal de t
1
et t
2
, si tout unicateur s
0
de t
1
et
t
2
vérie s 6 s
0
. Un unicateur est dit principal (ou le plus général), s'il est
minimal, idempotent, supporté et couvert par la liste de termes de longueur
2 constituée des termes t
1
et t
2
(resp. par le quasi-terme ConsArg(t
1
; t
2
)). Ces
dénitions sont étendues aux listes de termes. Nous cherchons à montrer que
le problème de l'unication est décidable : étant donnés deux termes, soit ils
ne sont pas uniables, soit ils le sont et il existe alors pour ces deux termes
un unicateur principal. Les spécications de ces dénitions et du problème
d'unication dans le système Coq sont données dans le tableau 2.10. Le
résultat nal de [89] s'énonce :
Théorème 2.1 (Unication des quasi-termes [89]) Etant donnés q
1
et
q
2
des quasi-termes, soit q
1
et q
2
ne sont pas uniables, soit ils sont uniables
et il existe alors pour ces deux quasi-termes un unicateur minimal, idem-
potent, supporté et couvert par le quasi-terme ConsArg(q
1
; q
2
).
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Lorsqu'il formalise ce théorème, J. Rouyer prend soin de montrer que
si q
1
et q
2
sont des quasi-termes de Q
T

[X] ou de Q
L

[X] tels que lg(q
1
) =
lg(q
2
), alors si q
1
et q
2
sont uniables, leur unicateur principal est une
quasi-substitution de S
T
Q
[X]. Cette précaution va nous permettre, à l'aide des
fonctions et des lemmes dénis dans les paragraphes précédents, d'obtenir
un théorème équivalent pour les termes et pour les listes de termes.
Théorème 2.2 (Unication des termes) Etant donnés deux termes t
1
et t
2
, soit t
1
et t
2
ne sont pas uniables, soit ils sont uniables et il existe
alors pour ces deux termes un unicateur minimal, idempotent, supporté et
couvert par l = ht
1
; ht
2
; hi
0
i
1
i
2
.
Preuve. Soit t
1
et t
2
deux termes. Le théorème 2.1 permet de distinguer
deux cas.
(1). Les quasi-termes 
q
t
(t
1
) et 
q
t
(t
2
) sont uniables, et admettent comme
unicateur principal la quasi-substitution s
q
de S
T
Q
[X]. s
q
admet donc une
preuve p dans P
S
[s
q
]. Montrons alors que 
t
s
(s
q
; p) est l'unicateur principal
de t
1
et t
2
. Tout d'abord, montrons que 
t
s
(s
q
; p)(t
1
) = 
t
s
(s
q
; p)(t
2
). D'après
les propositions 2.4 et 2.6, on a :

q
t
(t
1
) 
T
t
1

q
t
(t
2
) 
T
t
2
s
q

S

t
s
(s
q
; p)
Le lemme 2.3 permet alors d'établir :
s
q
(
q
t
(t
1
)) 
T
(
t
s
(s
q
; p))(t
1
) et s
q
(
q
t
(t
2
)) 
T
(
t
s
(s
q
; p))(t
2
)
Or, s
q
(
q
t
(t
1
)) = s
q
(
q
t
(t
2
)) et donc 
t
s
(s
q
; p)(t
1
) = 
t
s
(s
q
; p)(t
2
). De plus,
puisque s
q
est idempotente, alors d'après le lemme 2.8, 
t
s
(s
q
; p) est aussi
idempotente. Supposons qu'une substitution s
t
unie t
1
et t
2
. D'après le
lemme 2.3, 
q
s
(s
t
) unie 
q
t
(t
1
) et 
q
t
(t
2
). s
q
étant minimale, on a alors
s
q
6 
q
s
(s
t
). Puisque s
q
est idempotente, le lemme 2.6 permet alors d'éta-
blir 
t
s
(s
q
; p) 6 s
t
, prouvant ainsi que 
t
s
(s
q
; p) est un unicateur minimal.
Reste alors à montrer que 
t
s
(s
q
; p) est supportée et couverte par la liste de
termes constituée des deux termes t
1
et t
2
. C'est ce que montre le lemme 2.9,
puisque, par hypothèse, s
q
est supportée et couverte par le quasi-terme
ConsArg(
q
t
(t
1
); 
q
t
(t
2
)).
(2). Les quasi-termes 
q
t
(t
1
) et 
q
t
(t
2
) ne sont pas uniables. Supposons qu'il
existe une substitution s
t
qui unie les termes t
1
et t
2
. D'après le lemme 2.3,
la quasi-substitution 
q
s
(s
t
) unie les quasi-termes 
q
t
(t
1
) et 
q
t
(t
2
), ce qui
amène une contradiction. J
Puisque le problème de l'unication sur les quasi-termes est résolu, et
puisque les quasi-termes peuvent représenter des listes de termes, on montre
de la même manière que :
Théorème 2.3 (Unication des listes de termes) Etant données l
1
et
l
2
deux listes de termes, de longueur n
1
et n
2
, soit l
1
et l
2
ne sont pas
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uniables, soit elles sont uniables et il existe alors pour ces deux listes de
termes un unicateur minimal, idempotent, supporté et couvert par l
1
./
l
l
2
.
Preuve. Trois cas se présentent :
(1). Si n
1
6= n
2
, alors il est clair que l
1
et l
2
ne sont pas uniables.
(2). Si n
1
= n
2
= 0, alors il est facile de montrer que la substitution identité
est un unicateur principal de l
1
et l
2
.
(3). Si n
1
= n
2
= n+ 1 > 0, alors l
1
et l
2
peuvent s'écrire :
l
1
= ht
3
; l
3
i
n+1
et l
2
= ht
4
; l
4
i
n+1
Le théorème 2.1 permet de distinguer deux sous-cas :
(3.1). Les quasi-termes q
3
= 
q
l
(n; 
q
t
(t
3
); l
3
) et q
4
= 
q
l
(n; 
q
t
(t
4
); l
4
) sont
uniables, et admettent la quasi-substitution s
q
de S
T
Q
[X] comme unicateur
principal. s
q
admet donc une preuve p dans P
S
[s
q
]. D'après la proposition 2.4,
on a q
3

L
n+1
l
1
et q
4

L
n+1
l
2
. Le lemme 2.3 permet alors d'établir :
s
q
(q
3
) 
L
n+1

t
s
(s
q
; p)(l
1
) et s
q
(q
4
) 
L
n+1

t
s
(s
q
; p)(l
2
)
Or, par hypothèse, s
q
(q
3
) = s
q
(q
4
) ce qui prouve :

t
s
(s
q
; p)(l
1
) = 
t
s
(s
q
; p)(l
2
)
Montrons alors que 
t
s
(s
q
; p) est l'unicateur principal de l
1
et l
2
. Puisque s
q
est idempotente, alors d'après le lemme 2.8, 
t
s
(s
q
; p) est aussi idempotente.
Supposons qu'une substitution s
t
unie l
1
et l
2
. D'après le lemme 2.3, 
q
s
(s
t
)
unie q
3
et q
4
. s
q
étant minimale, on a alors s
q
6 
q
s
(s
t
). Puisque s
q
est
idempotente, le lemme 2.6 permet alors d'établir 
t
s
(s
q
; p) 6 s
t
, prouvant
ainsi que 
t
s
(s
q
; p) est un unicateur minimal. Reste alors à montrer que

t
s
(s
q
; p) est supportée et couverte par la liste de termes l
1
./
l
l
2
. C'est ce que
prouve le lemme 2.10, puisque, par hypothèse, s
q
est supportée et couverte
par ConsArg(q
3
; q
4
).
(3.2). Les quasi-termes q
3
et q
4
ne sont pas uniables. Supposons qu'il existe
une substitution s
t
qui unie les listes de termes l
1
et l
2
, d'après le lemme 2.3,
la quasi-substitution 
q
s
(s
t
) unie les quasi-termes q
3
et q
4
, ce qui amène une
contradiction. J
Dans ce chapitre l'unication des termes a été obtenue en réutilisant une
preuve formelle de l'unication des quasi-termes. Bien sûr, si un programme
devait être extrait de cette preuve, il serait probablement moins ecace
qu'un programme issu d'une preuve obtenue en suivant l'algorithme d'uni-
cation. Toutefois, notre objectif n'étant pas d'extraire un programme de
cette preuve, cette approche s'est révélée plus rapide et plus courte.
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Chapitre 3
Propriétés formelles de la
SLD-Résolution
Ce chapitre présente une formalisation de la SLD-résolution dans le cal-
cul des constructions inductives. Il est naturellement divisé en deux parties.
Tout d'abord la sémantique opérationnelle des programmes logiques, dénie
par la SLD-résolution et basée sur le mécanisme d'unication, est formali-
sée. Comme nous l'avons suggéré dans l'introduction, une des conséquences
de cette formalisation est l'explicitation totale et a priori des conditions de
renommage des variables mises en jeu lors d'une SLD-dérivation. Ces dé-
nitions permettront ensuite de formaliser les preuves de deux propriétés
purement syntaxiques : il s'agit des deux lemmes classiques de généralisa-
tion et de commutation. Enn, la sémantique déclarative des programmes
dénis est formalisée et les preuves des deux résultats fondamentaux de
validité et de complétude de la SLD-résolution sont formalisées. Ces deux
preuves sont obtenues en suivant l'approche traditionnelle introduite par
M.H. van Emden et R.A. Kowalski dans [96]. Cette approche utilise les no-
tions d'interprétations de Herbrand et de points xes d'un opérateur continu
associé à tout programme déni et correspond à celle que l'on peut trouver
dans la plupart des ouvrages de base consacrés à la programmation logique.
Bien sûr, d'autres approches plus récentes ont été développées pour établir
ces résultats, mais notre objectif n'était pas d'écrire une preuve formalisée
de ces résultats, mais la preuve traditionnelle de ces résultats.
3.1 Motivations
Le développement qui suit relève d'une démarche minutieuse dont l'ob-
jectif est de détailler tous les mécanismes des preuves de la théorie classique
de la programmation logique en mettant en évidence le rôle crucial qu'oc-
cupent certains détails généralement ignorés. Cette formalisation correspond
donc à un souci récent de corriger et/ou de préciser des résultats standards
Propriétés formelles de la SLD-Résolution 62
incorrectement formulés et/ou prouvés. Un des exemples les plus célèbres
d'énoncé inexact concerne une propriété fondamentale de la programmation
logique. Il s'agit du théorème de complétude de la SLD-résolution, énoncé
par J.W. Lloyd [67], dans un ouvrage qui fait référence en la matière, sous
la forme suivante :
(Completeness [67]) Let P be a denite program and G a de-
nite goal. For every correct answer  for P [ fGg, there exists
a computed answer  for P [ fGg and a substitution  such that
 = .
En 1994, J.C. Shepherdson écrit à propos de cet énoncé : This is not true.
[93] et présente le contre-exemple suivant :
(Contre-exemple [93]) Si G est le but  p(x) et P le pro-
gramme contenant l'unique clause p(f(y; z))  , alors pour une
constante a du langage, la substitution  = fx=f(a; a)g est une
réponse correcte (ce que nous appelerons dans la suite une solu-
tion). Les variantes de la clause de P , de la forme p(f(x
1
; x
2
)) ,
s'unient avec G via l'unicateur le plus général fx=f(x
1
; x
2
)g
(lorsque x
1
6= x et x
2
6= x). Aussi, la réponse calculée par une
dérivation à partir de G est de la forme  = fx=f(x
1
; x
2
)g. Tou-
tefois, il n'existe pas de substitution  telle que  = . En eet,
les variables x
1
et x
2
devraient appartenir au domaine d'une telle
substitution, alors qu'elles n'appartiennent pas au domaine de la
substitution .
Pour obtenir un énoncé correct, il sut donc de remplacer la conclusion
 =  par G = G.
3.1.1 Objets informels et dénitions formelles
La sémantique de la programmation logique s'exprime à l'aide d'objets
bien connus : substitutions, unicateurs, conditions de renommage. S'agis-
sant d'objets à l'allure mathématique, il semblerait naturel que le nom
de ces objets évoque à tous le même objet. Bien sûr, selon les goûts et les
besoins de chacun, plusieurs dénitions équivalentes peuvent exister. Tou-
tefois, en informatique et tout particulièrement dans le domaine de la pro-
grammation logique, il est surprenant de constater que plusieurs dénitions
non équivalentes coexistent pour un même objet. C'est le cas pour les substi-
tutions : la notion de substitution n'est pas aussi simple qu'il n'y paraît. En
1991, dans [60], H.P. Ko et M.E. Nadel recensent les six dénitions suivantes
non équivalentes :
 Une substitution est une fonction de X dans T

[X] (c'est d'ailleurs la
dénition que nous avons adopté dans ce développement).
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 [28] Une substitution est une fonction  de X dans T

[X] pour laquelle
l'ensemble fx 2 X; (x) 6= xg est ni (i.e.  est l'identité presque
partout).
 [91] Une substitution est une fonction  d'un sous-ensemble ni de X
dans T

[X] (i.e.  est une fonction partielle).
 [5, 64, 67] Une substitution est une fonction  d'un sous-ensemble ni
D  X dans T

[X] telle que pour tout x 2 D, (x) 6= x.
 [75] Une substitution est une fonction  d'un sous-ensemble ni D  X
dans T

[X] telle que pour tout x 2 D, x 62 (x).
 [94] Une substitution est une fonction  d'un sous-ensemble ni D  X
dans T

[X] telle que pour tout x 2 D et tout y 2 D, x 62 (y).
H.P. Ko et M.E. Nadel [60] présentent alors une dicussion sur l'inuence
de la forme d'une dénition dans les théorèmes en étudiant les propriétés
vériées par la relation est une instance de en fonction de la dénition
utilisée. Ainsi, selon la dénition employée, cette relation peut ne pas être
transitive ou même ne pas impliquer l'uniabilité des deux termes qu'elle
relie. Ces constatations sont surprenantes et ne correspondent pas toujours
aux propriétés de l'objet informel que l'on croit manipuler. Cette étude
permet aux auteurs de corriger certaines erreurs dans la preuve du lemme
de généralisation présentée dans [67]. Les substitutions sont donc des objets
qu'il faut dénir formellement et manipuler avec précautions. D'ailleurs, an
d'éviter les problèmes liés à l'utilisation des substitutions lors de la dénition
de la sémantique des programmes dénis, R.S. Kemp et G.A. Ringwood [58]
préfèrent baser directement cette sémantique sur la relation est une instance
de.
Evidemment ces problèmes réapparaissent lors de la dénition d'un uni-
cateur, de la caractérisation de ses propriétés et de la conception d'algo-
rithmes d'unication. En 1987, E. Eder [28] consacre un article entier aux
propriétés algébriques des substitutions idempotentes : l'ensemble de sub-
stitutions idempotentes auquel est ajouté un plus grand élément forme un
treillis complet. Ce résultat est utilisé lors de l'unication simultanée d'un
ensemble ni d'ensembles nis de termes : l'unicateur principal peut être
obtenu en considérant la borne supérieure dans le treillis des substitutions
idempotentes de l'ensemble des unicateurs (obtenus de manière indépen-
dante) de chacun des ensembles de termes. En 1987, dans le même esprit,
J.L. Lassez, M.J. Maher et K. Marriott [64] revisitent l'unication en
considérant un treillis de contraintes d'égalité et exhibent les diérences qui
existent entre les dénitions d'un unicateur principal que l'on peut rencon-
trer dans la littérature. Parmi elles, citons les quatre suivantes :
 [86] L'unicateur principal est déni comme étant la substitution pro-
duite par l'algorithme présenté dans [86].
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 [88] Une substitution  est un unicateur principal si pour tout autre
unicateur ,  = .
 [67] Une substitution  est un unicateur principal si pour tout autre
unicateur , il existe une substitution  telle que  = .
 [94] Un unicateur principal est déni relativement à un ordre partiel
sur les termes comme étant la substitution qui transforme deux termes
en leur instance commune la plus générale.
Ces travaux ont bien entendu des répercussions dans le domaine de la pro-
grammation logique et servent à reformuler les principaux résultats et leurs
preuves avec plus de rigueur. Ainsi, en 1990, C. Palamidessi [77] dénit une
algèbre des subtitutions idempotentes, proche de celle proposée par E. Eder
dans [28], munie d'opérateurs satisfaisant de bonnes propriétés permettant
d'envisager la dénition d'une sémantique déclarative compositionnelle et
la parallélisation du processus d'exécution des programmes logiques.
Comme pour les dénitions des substitutions ou des unicateurs princi-
paux, plusieurs dénitions des conditions de renommage des variables des
clauses mises en jeu lors de l'exécution des programmes logiques coexistent
dans la littérature. Rappelons tout d'abord qu'étant donnés une clause A 
A
1
;    ; A
n
et un but  B
1
;    ; B
q
, la règle de SLD-résolution est une règle
d'inférence, dérivée de la règle de coupure du calcul des séquents intuition-
niste, dénie par :
(SLD-résolution) :
A A
1
;    ; A
n
 B
1
;    ; B
q
 (B
1
;    ; B
i 1
; A
1
;    ; A
n
; B
i+1
;    ; B
q
)
(3.1)
où  est un unicateur principal du i-ième atome (1 6 i 6 q) du but et de
A. An de pouvoir décomposer le calcul eectué par un programme logique
à partir d'une requête en pas de calcul élémentaires, cette règle peut être
vue comme une relation de transition notée :
A A
1
;    ; A
n
&
 B
1
;    ; B
q

!  (B
1
;    ; B
i 1
; A
1
;    ; A
n
; B
i+1
;    ; B
q
)
Une dérivation est alors dénie comme une succession de transitions :
C
0
C
1
C
i 1
C
i
& & & &
R
0

0
! R
1

1
!    R
i 1

i 1
! R
i

i
!   
Diérentes conditions de renommage des clauses non équivalentes appa-
raissent dans la littérature :
 [7, 63, 65] Chaque clause C
i
ne partage pas de variables avec R
i
:
var(C
i
) \ var(R
i
) = ?.
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 [67] Chaque clause C
i
ne contient pas de variables apparaissant déjà
dans la dérivation jusqu'à R
i
.
 [76] Chaque clause C
i
ne partage pas de variables avec R
i
et R
0
:
var(C
i
) \ (var(R
0
) [ var(R
i
)) = ?.
 [5] Chaque clause C
i
ne partage aucune variable avec R
0
, C
0
, C
1
, ... ,
C
i 1
: var(C
i
) \ (var(R
0
) [ var(C
0
) [    [ var(C
i 1
)) = ?.
Considérons par exemple le programme P = fp(f(x))  p(y)g. Avec les
conditions de renommage issues de [7, 63, 65], on peut construire la dérivation
suivante :
p(z)
C
1
;
2
4
z
f(x)
3
5
 ! p(y)
C
2
;
2
4
y
f(x)
3
5
 ! p(z)!   
où C
1
est la clause p(f(x))  p(y) et C
2
est la clause p(f(x))  p(z).
Si l'on considère à présent les conditions de renommage issues de [76], on
ne peut plus utiliser la clause C
2
lors de la deuxième transition puisque
z 2 var(C
2
)\var(p(z)). On peut utiliser à la place la clause p(f(x)) p(w),
notée C
0
2
, et obtenir la dérivation :
p(z)
C
1
;
2
4
z
f(x)
3
5
 ! p(y)
C
0
2
;
2
4
y
f(x)
3
5
 ! p(w)!   
Or, en utilisant les conditions de renommage issues de [5], cette clause C
0
2
ne
peut plus être utilisée puisque x 2 var(C
1
) \ var(C
0
2
). On peut utiliser à la
place la clause p(f(v)) p(w), notée C
00
2
, et obtenir la dérivation :
p(z)
C
1
;
2
4
z
f(x)
3
5
 ! p(y)
C
00
2
;
2
4
y
f(v)
3
5
 ! p(w)!   
Si le renommage des clauses permet d'établir les propriétés fondamentales
de la SLD-résolution, il est aussi nécessaire pour dénir la sémantique opé-
rationnelle des programmes logiques : ce renommage a au moins deux rôles :
 Il permet d'éviter un échec du mécanisme d'unication. Par exemple,
soit P le programme déni fp(f(x)) g et R la requête p(x). Sans un
renommage de la clause de P en dehors des variables de R, l'unication
de p(x) avec p(f(x)) échoue. En eet, le test d'occurrence est une
opération fondamentale de l'algorithme d'unication qui élimine les
équations de la forme x = t[x] (où t[x] désigne un terme fonctionnel
contenant la variable x) qui n'ont pas de solutions sur les termes nis.
 Il garantit l'obtention d'une substitution résultat la plus générale. Par
exemple, soit P le programme fp(y)  g et R la requête p(x); p(y).
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Supposons que la clause de P ne soit pas renommée et qu'à partir de
R, le premier atome soit sélectionné. On obtient alors la dérivation :
p(x); p(y)
fx=yg
!
P
p(y)!
P
2
dont la réponse est 
1
= fx=yg. Le renommage de la clause de P en
dehors des variables apparaissant dans R permet d'obtenir une réponse
plus générale. En eet, si l'on renomme cette clause en p(x
1
)  pour
la première transition puis en p(x
2
) pour la deuxième transition, on
obtient la dérivation :
p(x); p(y)
fx=x
1
g
!
P
p(y)
fy=y
1
g
!
P
2
dont la réponse est 
2
= fx=x
1
; y=y
1
g et est plus générale que 
1
.
3.1.2 Preuves explicites
Prendre en compte de manière explicite la partie renommage de la
SLD-résolution complique considérablement les preuves des propriétés clas-
siques de la programmation logique. Le processus de renommage doit être
considéré comme une composante à part entière de la sémantique opération-
nelle des programmes logiques. C'est lui qui permet d'établir des propriétés
sur les variables apparaissant dans une dérivation. Ces propriétés sont essen-
tielles et ne constituent pas un simple détail technique comme le montrent
les exemples qui suivent.
Lemme de généralisation
Le lemme de généralisation, préliminaire au théorème de complétude de
la SLD-résolution, s'énonce habituellement par :
(Lifting lemma [5]) Let P be a program, N a goal and  a
substitution. Suppose that there exists an SLD-refutation of P [
fNg with the sequence of mgu's 
0
; : : : ; 
n
. Then, there exists an
SLD-refutation of P [ fNg with the sequence of mgu's 
0
0
; : : : ; 
0
n
such that 
0
n
: : : 
0
0
is more general than 
n
: : : 
0
.
Aucune hypothèse sur la substitution  n'est posée dans cet énoncé. Néan-
moins, si l'on veut pouvoir utiliser exactement les mêmes variantes de clauses
dans les deux dérivations, ce qui est toujours implicitement suggéré, certaines
hypothèses sont nécessaires.
En eet, soit C
1
la variante de clause utilisée lors de la première étape
de résolution de la dérivation en hypothèse du lemme. Tandis que les condi-
tions de renommage de C
1
stipulent que C
1
ne partage pas de variables avec
la requête N , il faut, pour pouvoir construire la dérivation en conclusion
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du lemme, que C
1
ne partage pas non plus de variables avec N . Or, sans
aucune hypothèse supplémentaire, il se peut très bien qu'une variable de N
n'apparaisse pas dans N et soit donc présente dans C
1
. Par exemple, si
P est le programme fp(f(v); f(z))  g, N le but  p(f(a); y) et  est la
substitution fy=f(x)g, alors à partir du but initial N = p(f(a); f(x)),
rien n'empêche de renommer la clause de P à l'aide de la substitution de
renommage r = fz=yg et d'obtenir la dérivation :
p(f(a); f(x))
| {z }
N
fv=a;x=yg
!
P
2
Considérons à présent la dérivation que l'on peut obtenir à partir du but N :
la clause de P doit être renommée en dehors des variables de N . La substi-
tution de renommage r, utilisée dans la dérivation précédente ne convient
donc plus, puisqu'elle renomme z en y qui apparaît dans N . En eet, lors de
la dérivation à partir de N , le renommage de la clause C utilisée satisfait
seulement var(N) \ var(rC) = ? alors que la construction d'une dériva-
tion à partir de N nécessite la condition var(N) \ var(rC) = ?. A chaque
transition, la clause C doit donc être renommée en dehors des variables de N .
D'autres précautions à prendre concernent le lien que doit entretenir
la substitution  avec N . En eet, si  aecte des variables non présentes
dans N , quelques problèmes peuvent apparaître. Par exemple, si P est le
programme fp(f(y); f(z))  g, N le but  p(f(a); y) et  la substitution
fx=wg, alors on peut renommer la clause de P à l'aide de la substitution de
renommage r = fy=xg et construire les dérivations :
p(f(a); y)
| {z }
N

1
=fx=a ; y=f(z)g
!
P
2 p(f(a); y)
| {z }
N

2
=fx=a ; y=f(z)g
!
P
2
Cependant, 
2
= fx=a ; y=f(z)g 6 
1
 = fx=w ; y=f(z)g n'est pas vérié.
Pour éviter cette situation, nous supposerons que les clauses utilisées sont
renommées en dehors des variables du domaine de .
Lemme de commutation
Un problème similaire se pose lors de la preuve du lemme de commu-
tation. Ce résultat classique, assurant que le choix de l'atome sélectionné,
lors d'une étape de résolution, relève d'un non-déterminisme par indiérence
(don't care non-determinism), s'énonce habituellement :
(Switching lemma [63]) If during a derivation, two atoms L
1
and L
2
are successively selected, then they can also be selected
in the reverse order and the derived states are the same up to
renaming of variables.
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(   ; L
1
;    ; L
2
;   )
| {z }
R
0
C
1
. & C
2
(   ; C
 
1
;    ; L
2
;   )
| {z }
R
1
(   ; L
1
;    ; C
 
2
;   )
C
2
# # C
1
(   ; C
 
1
;    ; C
 
2
;   )  (   ; C
 
1
;    ; C
 
2
;   )
Ici encore, quelques précautions sont nécessaires si l'on veut pouvoir utiliser
les mêmes variantes des clauses C
1
et C
2
dans les deux dérivations (ce qui
est toujours suggéré dans la preuve de ce lemme). En eet, le renommage
des clauses C
1
et C
2
dans la dérivation en hypothèse du lemme satisfait
normalement :
var(C
1
) \ var(R
0
) = ? et var(C
2
) \ var(R
1
) = ?
De plus les variables présentes dans la requête R
1
proviennent soit de la
clause utilisée, soit de la requête R
0
, et on a :
8x x 2 var(R
1
)) (x 2 var(C
1
) _ x 2 var(R
0
)) (3.2)
Cependant, si l'on veut pouvoir sélectionner l'atome L
2
, avant L
1
, en utilisant
la même variante de la clause C
2
, il faut que cette variante satisfasse :
var(C
2
) \ var(R
0
) = ?
Or rien dans l'hypothèse du lemme de commutation ne garantit une telle
propriété, et selon les conditions de renommage imposées dans la dénition
d'une dérivation, il est tout à fait possible qu'une variable présente dans la
requête R
0
, mais n'apparaissant pas dans R
1
, ait été utilisée dans la va-
riante de C
2
. Pour contourner ce problème, et d'après (3.2), il faut que le
renommage des clauses soit tel que :
var(C
2
) \ var(C
1
) = ? (3.3)
C'est heureusement le cas si l'on utilise les hypothèses de renommage for-
mulées dans [5] (i.e. du fait du renommage de la clause C
i
en dehors des
clauses C
0
; C
1
;    ; C
i 1
) mais ce n'est plus le cas si l'on utilise les conditions
énoncées dans [7, 63, 65, 67, 76].
Renommer une dérivation
Formaliser une preuve nous conduit donc à l'établir à un niveau de détail
supérieur à celui généralement exposé. Dans le domaine de la programma-
tion logique, un exemple typique de détail concerne le renommage de la
Propriétés formelles de la SLD-Résolution 69
clause utilisée lors d'une étape de résolution. La raison pour laquelle il est
fréquent et admis de s'aranchir de ces détails est l'existence d'un lemme
dû à J.W. Lloyd et J.C. Shepherdson [68], armant que si deux dérivations
dièrent seulement dans le choix des variables utilisées pour renommer les
clauses (et par conséquent dans les unicateurs utilisés), alors les états déri-
vés sont équivalents à un renommage près des variables.
(Uniqueness) If two SLDNF-derivations dier only in the va-
riants of clauses and the mgu which are used, then the resultants
are variants of each other.
Autrement dit, l'existence d'une dérivation ne dépend pas du choix des va-
riables de renommage : il sut que de bonnes conditions de séparation des
variables soit satisfaites. C'est précisément ce résultat qui permet de suppo-
ser à tout moment des hypothèses sur les variables présentes dans une clause.
Ainsi, la plupart du temps, ce renommage est fait implicitement et an d'al-
léger les théorèmes et leurs preuves, on passe sous silence cette partie du
calcul : on parle de variables fraîches et les théorèmes sont énoncés à
un renommage près. Toutefois, pour pouvoir supposer telle ou telle hypo-
thèse, il est nécessaire d'appliquer ce lemme en instanciant les ensembles de
variables mis en jeu. L'adaptation de ce lemme d'indépendance dans le cal-
cul des constructions inductives nous a donc conduit à expliciter comment,
à partir d'une requête R admettant une dérivation d
1
et d'un ensemble ni
de variables Z, on peut construire une dérivation d
2
, à partir de la même
requête, n'utilisant pour renommer les clauses que des variables appartenant
à un ensemble Y tel que Z et Y soient disjoints. Cette construction passe
bien sûr par l'explicitation des substitutions de renommage et des unica-
teurs utilisés et peut être vue comme une opération de renommage portant
sur une dérivation.
R

! R
1
| {z }
d
1
Z
!
() 9)
R
(Y )
! R
2
| {z }
d
2
Z \ Y = ?
R
1
 R
2
Nous allons voir que ce résultat (formalisé par le lemme 3.18) est absolu-
ment indispensable si l'on veut pouvoir formaliser la preuve du théorème de
complétude.
Combiner des dérivations
En eet la preuve du théorème de complétude s'obtient par induction
sur la longueur de la requête initiale et une étape de cette preuve consiste
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à armer que si chaque atome d'un ensemble d'atomes ne contenant pas de
variables admet une réfutation, alors en combinant ces réfutations, on peut
obtenir une réfutation à partir de la requête constituée de tous les atomes
présents dans cet ensemble.
[67] (...) by induction hypothesis, P [ fB
i
g has a refutation for
i = 1; : : : ; k. Because each B
i
is ground, these refutations can
be combined into a refutation of P [ fB
1
; : : : B
k
g (...)
Cependant combiner des dérivations est une opération délicate, puisque,
an que la dérivation à construire satisfasse à chaque étape les hypothèses
de séparation des variables, il est nécessaire de pouvoir renommer chacune
des réfutations initiales. Ici encore, il s'agit d'expliciter comment on peut
construire la dérivation nale en exhibant les substitutions de renommage et
les unicateurs qui vont permettre d'obtenir une telle dérivation.
B
1

! 2
B
2

! 2
.
.
.
B
k

! 2
!
() 9)
B
1
; B
2
;    ; B
k

! 2
Ce résultat (formalisé par le lemme 3.19) s'obtient par induction sur le
nombre de réfutations initiales et sa preuve utilise constamment le lemme de
renommage des dérivations présenté dans le paragraphe précédent.
Pour nir, signalons que l'article qui semble le plus récent et le plus
détaillé concernant le rôle du renommage des variables en programmation
logique a été écrit en 1994 par J.C. Shepherdson [93]. Si la formalisation
présentée dans ce chapitre ne contient aucun résultat nouveau, elle permet
toutefois d'éclairer toute une partie du calcul eectué par un programme
logique : le renommage des variables. La formalisation de ce processus dans
le calcul des constructions inductives constitue une approche permettant de
garantir la validité des résultats prouvés.
3.2 Aspects syntaxiques
3.2.1 Programmes dénis
Nous donnons tout d'abord les dénitions formelles des atomes, requêtes,
clauses et programmes dénis. Les dénitions de ces objets dans le système
Coq sont présentées dans le tableau 3.2. Ces objets sont construits à partir
des termes et d'une signature relationnelle  (i.e. un ensemble inni dénom-
brable de symboles de prédicat, muni d'une application ar: ! IN).
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Atomes
L'ensemble At
;
[X] des atomes est déni inductivement par : si p est un
symbole de  d'arité n et l une liste de termes de longueur n, alors pl(p; l)
est un atome. L'application d'une substitution à un atome est dénie par :
8s 2 S[X] 8p 2  8l 2 L
ar(p);
[X] s(pl(p; l)) = pl(p; s(l))
Deux atomes a
1
= pl(p
1
; l
1
) et a
2
= pl(p
2
; l
2
) sont uniables si p
1
= p
2
et si
il existe un unicateur principal  pour les listes de termes l
1
et l
2
. Dans ce
cas,  est un unicateur principal de a
1
et a
2
, ce qui sera noté par la suite
mgu(; a
1
; a
2
).
Requêtes
Une requête est une liste nie, éventuellement vide, d'atomes : r
?
est une
requête (c'est la requête vide, parfois notée 2) et si a est un atome et
r une requête, alors c
r
(a; r) est une requête. L'ensemble R
;
[X] est donc
déni inductivement par :
R
;
[X] :: = r
?
j c
r
(At
;
[X]; R
;
[X])
Les fonctions classiques sur les listes sont dénies pour les requêtes (voir
tableau 3.1) et serviront lors de la spécication de la sémantique opération-
nelle des programmes dénis. Requêtes et buts (i.e. clauses négatives) ont
la même structure syntaxique : il s'agit de listes d'atomes. Aussi, ces deux
objets ne seront distingués qu'à partir du moment où nous souhaiterons les
interpréter : deux schémas d'interprétation seront dénis pour les requêtes.
Clauses dénies
L'ensemble des clauses dénies est l'ensemble produit :
C
;
[X] :: = At
;
[X]R
;
[X]
L'application d'une substitution à une clause est dénie par :
8c = ha; ri 2 C
;
[X] 8s 2 S[X] s(c) = hs(a); s(r)i
Si c est la clause obtenue à partir de l'atome a et de la requête r, nous
désignerons par c
+
l'atome a, appelé tête de la clause, et par c
 
la requête r,
appelée le corps de la clause. Dans le système Coq, Fst et Snd correspondent
aux projections sur un type produit et permettent de dénir les fonctions
head_c et body_c retournant respectivement la tête d'une clause et son corps.
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longueur d'une requête (Length_r:request->nat)
lg(r) =

0 si r = r
?
1 + lg(r
0
) si r = c
r
(a; r
0
)
concaténation de deux requêtes (App_r:request->request->request)
r
1
./
r
r
2
=

r
2
si r
1
= r
?
c
r
(a; r
0
./
r
r
2
) si r
1
= c
r
(a; r
0
)
(n+ 1)-ième atome d'une requête (at_n_req:nat->atom->request->atom)
r
=n;a
=
8
<
:
a si r = r
?

a
0
sin = 0
(r
0
)
=n 1;a
sin > 0
si r = c
r
(a
0
; r
0
)
requête obtenue en remplaçant le (n+ 1)-ième atome d'une requête r
par la requête r
1
(change_n_r:nat->request->request->request)
r[n r
1
] =
8
<
:
r
?
si r = r
?

r
1
./
r
r
0
sin = 0
c
r
(a
0
; r
0
[n  1 r
1
]) sin > 0
si r = c
r
(a
0
; r
0
)
application d'une substitution à une requête
8s 2 S[X]8r 2 R
;
[X] s(r) =

r
?
si r = r
?
c
r
(s(a); s(r
0
)) si r = c
r
(a; r
0
)
Tab. 3.1  Opérations sur les requêtes
Programmes dénis et clauses de Horn
Les ensembles P
;
[X] et H
;
[X] des programmes dénis et des clauses
de Horn sont dénis inductivement par :
P
;
[X] :: = P
?
j c
p
(C
;
[X]; P
;
[X])
H
;
[X] :: = h
p
(P
;
[X]) j h
r
(R
;
[X];H
;
[X])
3.2.2 SLD-Résolution
La SLD-résolution (Selection Linear Denite) détermine la sémantique
opérationnelle des programmes dénis. Le mécanisme de base d'exécution
de ces programmes, basé sur l'unication, est un cas particulier du principe
de résolution de A.J. Robinson [86, 87]. Il s'agit d'une méthode syntaxique,
correcte et complète, de dérivation de formules à partir de formules exprimées
sous forme clausale.
SLD-Résolution et transitions
La SLD-résolution (dénie en 3.1) est une règle d'inférence dénissant
une relation de déduction et peut être vue comme une règle de transition,
notée
n;r;C
!
P
, entre états de résolution. Un état de résolution est un couple
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
Definition predic : Set := nat.
arity_p : predic->nat
At
;
[X]
Inductive atom : Set :=
pl:(p:predic)(list_term (arity_p p))->atom.
mgu at_mgu:subst->atom->atom->Prop
R
;
[X]
Inductive request : Set :=
true_req:request |
cons_req:atom->request->request.
C
;
[X] Definition clause:Set:=(atom * request).
P
;
[X]
Inductive program : Set :=
nil_pgm:program |
cons_pgm:clause->program->program.
H
;
[X]
Inductive horn : Set :=
hp:program->horn |
hr:request->horn->horn.
Tab. 3.2  Objets syntaxiques
constitué d'une substitution, qui correspond à la construction incrémentale
de la substitution résultat, et d'une requête résiduelle. Etant donnés un état
de résolution :R, et une clause C, si le n-ième atome de R s'unie avec
la tête de la clause C, renommée à l'aide d'une substitution de renommage
r, via l'unicateur principal , et si certaines conditions de séparation des
variables, notées HV, sont satisfaites, alors on peut passer de l'état :R à
l'état :
 dont la substitution est obtenue par composition de  et 
 dont la requête résiduelle est la requête R dans laquelle le n-ième atome
a été remplacé par le corps de la clause C renommée, et sur laquelle la
substitution  est appliquée
(Transition) :
mgu(;R
=n
; r(C
+
)) ^ HV
:R
n;r;C
!
P
:R[n r(C
 
)]
(3.4)
A chaque étape de résolution, deux choix sont faits : le choix de l'atome
et le choix de la clause dont la tête s'unie avec l'atome sélectionné. Ces
choix introduisent deux non-déterminismes de nature diérente : le premier
correspond à un non-déterminisme par indiérence don't care (voir lemme
de commutation), tandis que le second correspond à un non-déterminisme
par ignorance don't know (lorqu'il est nécessaire d'envisager toutes les
dérivations possibles, on les organise alors sous forme d'arbre SLD).
Nous dénissons à présent de manière formelle les transitions dénies par
la règle de résolution en explicitant les conditions de séparation des variables
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HV (voir tableau 3.3). Tout d'abord, l'ensemble des états de résolution est
déni comme l'ensemble produit S[X]  R
;
[X]. L'ensemble des substitu-
tions de renommage, S
R
[X], est l'ensemble des applications de X vers X,
sur lequel sont dénies les propriétés classiques des substitutions (domaine,
image, ...). De plus, un prédicat, noté P
R
, caractérisant les substitutions de
renommage idempotentes et injectives sur leur domaine, est déni par :
8s
r
2 S
R
[X]

8x; y 2 dom(s
r
) (x 6= y ) s
r
(x) 6= s
r
(y))^
8x 2 X (x 2 dom(s
r
)) x 62 range(s
r
))

) P
R
(s
r
)
Nous présentons maintenant, de manière explicite, les conditions de renom-
mage des objets intervenant lors d'une transition. Comme nous l'avons vu,
la clause utilisée doit être renommée en dehors des variables de la requête.
De plus, nous imposons à l'état initial :R de vérier R = R. Une condi-
tion supplémentaire est nécessaire si l'on veut pouvoir utiliser, de manière
susament simple, la règle de résolution telle qu'elle est formulée en (3.4).
En eet, lors d'une transition :
:R
n;r;C
!
P
:R[n r(C
 
)]
la substitution  doit laisser intactes les variables de l'image de la substitution
de renommage r (on souhaite que r(C) = r(C)) an que lorsque R s'écrit
R
0
, on ait :
(R
0
)[n r(C
 
)] = (R
0
[n r(C
 
)])
Enn, nous imposons le renommage de toutes les variables apparaissant dans
la clause utilisée an de pouvoir, par la suite, manipuler les transitions,
puis les dérivations, de manière susamment simple. Pour ce faire, les trois
prédicats suivants sont dénis : soit r une substitution de renommage, C une
clause dénie, R une requête et  une substitution :
 P
RC
(r; C) est satisfait si la substitution de renommage r aecte toutes
les variables de la clause C et seulement ces variables.
 P
RR
(r;R) est satisfait si aucune variable de l'image de la substitution
de renommage r n'apparaît dans la requête R.
 P
RS
(r; ) est satisfait si aucune variable de l'image de la substitution
de renommage r n'apparaît dans le domaine de la substitution .
L'ensemble des transitions, noté  , et un prédicat, noté P
 
et caractérisant
les transitions satisfaisant la règle de résolution munie des conditions de
renommage que nous venons de décrire, peuvent à présent être dénis :
Dénition 3.1 (Transitions)
 Une transition est obtenue à partir d'un état initial de résolution 
i
:R
i
,
d'un programme déni P , d'un entier n (position de l'atome sélectionné
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dans la requête), d'une clause dénie C, d'une substitution de renom-
mage r, d'une substitution (unicateur utilisé) , d'un atome (pour
pouvoir utiliser la fonction r
=n;a
lorsque la requête est vide) et d'un état
de résolution nal 
f
:R
f
. Elle est notée h
i
:R
i
; P; n; C; r; ; a; 
f
:R
f
i.
 Pour toute transition h
i
:R
i
; P; n; C; r; ; a; 
f
:R
f
i, le prédicat P
 
, sur
 , est déni inductivement par :
(P
 
) :
n+ 1 6 lg(R
i
) 
i
R
i
= R
i
C 2 P mgu(; r
=n;a
(R
i
); r(C
+
))
P
R
(r) P
RC
(r; C)
P
RS
(r; 
i
) P
RR
(r;R
i
)

f
= 
i
R
f
= R
i
[n r(C
 
)]
P
 
(h
i
:R
i
; P; n; C; r; ; a; 
f
:R
f
i)
qui exprime 
i
:R
i
n;r;C
!
P

f
:R
f
.
An de pouvoir construire des dérivations constituées de transitions satisfai-
sant le prédicat P
 
, nous montrons que la propriété 
i
R
i
= R
i
est conservée
lors d'une transition satisfaisant ce prédicat. Pour cela, nous montrons tout
d'abord :
Lemme 3.1 Si la transition :R
n;r;C
!
P
:R[n r(C
 
)] satisfait le prédicat
P
 
, alors R[n r(C
 
)] = R[n r(C
 
)].
Preuve. Soit, x 2 var(R[n  r(C
 
)]) et montrons que x 62 dom().
Deux cas se présentent. Soit x 2 var(R[n  r(C
 
)]), soit x 2 range().
Dans ces deux cas, puisque  est, par hypothèse, un unicateur principal
de R
=n
et r(C
+
), soit x 2 var(R), soit x 2 r(C). Dans le premier cas,
l'hypothèse R = R permet de conclure. Dans le second cas, les hypothèses
de séparation P
RC
(r; C) et P
RS
(r; ) permettent de conclure. J
Ce lemme permet de montrer :
Lemme 3.2 Si la transition 
i
:R
i
n;r;C
!
P

f
:R
f
satisfait le prédicat P
 
, alors
l'état nal vérie 
f
R
f
= R
f
.
Preuve. Soit :R
n;r;C
!
P
:R[n  r(C
 
)] une transition satisfaisant
P
 
. D'après le lemme 3.1, on a R[n  r(C
 
)] = R[n  r(C
 
)].
Par dénition,  est idempotente (unicateur principal), et on obtient alors
R[n r(C
 
)] = R[n r(C
 
)]. J
SLD-dérivations
Nous cherchons à construire l'ensemble des dérivations constituées d'un
nombre ni de transitions composables et vériant le prédicat P
 
(voir
tableau 3.5) :

0
:R
0
n
0
;r
0
;C
0
!
P
: : :
n
k 1
;r
k 1
;C
k 1
!
P

k
:R
k
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Etats de résolution Definition state:Set:=(subst*request).
S
R
[X] Definition rename:=var->var.
P
R
Definition good_rename:rename->Prop:=
[sr:rename](x:var)
(((y:var)(~x=y)->(rdom sr x)->(rdom sr y)->
~(sr x)=(sr y))
/\ ((rdom sr x)->~(rrange sr x))).
P
RC
Definition rename_c:rename->clause->Prop:=
[r:rename][c:clause]
(((x:var)(IS_IN_LV x (var_cl c))->(rdom r x)) /\
((x:var)~(IS_IN_LV x (var_cl c))->~(rdom r x))).
P
RR
Definition rename_out_req:rename->request->Prop:=
[r1:rename][r2:request]
((x:var)(IS_IN_LV x (var_req r2))->~(rrange r1 x)).
P
RS
Definition rename_out_dom:rename->subst->Prop:=
[r:rename][s:subst]
((x:var)(rdom r x)->(s (r x))=(tv (r x))).
 
Inductive trans:Set:=trans_cons:state->program->nat
->clause->rename->subst->atom->state->trans.
P
 
Inductive rsl [ei:state;p:program;n:nat;
c:clause;r:rename;s:subst;a:atom;ef:state]
: Prop := rsl_init :
(*H1*) (le (S n) (Length_r (Snd ei)))
(*H2*) ->(is_in_p c p)
(*H3*) ->(at_mgu s (at_n_req n a (Snd ei))
(rsubst_at r (head_c c)))
(*H4*) ->(good_rename r)
(*H5*) ->(subst_req (Fst ei) (Snd ei)) = (Snd ei)
(*H6*) ->(rename_c r c)
(*H7*) ->(rename_out_dom r (Fst ei))
(*H8*) ->(rename_out_req r (Snd ei))
(*H9*) ->ef=(<subst,request>
(([x:var](Subst_t s ((Fst ei) x))) ,
(subst_req s
(change_n_r n (rsubst_req r (body_c c)) (Snd ei)))))
->(rsl ei p n c r s a ef).
Definition RSL:trans->Prop:=[t:trans]<Prop>Case t of
[ei:state][p:program][n:nat][c:clause]
[r:rename][s:subst][a:atom][ef:state]
(rsl ei p n c r s a ef) end.
Tab. 3.3  Transitions
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concatenation sur ID
g
d
1
./
g
d
2
=

d
g
c
(d
1
; t) sid
2
= d
g
t
(t)
d
g
c
(d
1
./
g
d; t) sid
2
= d
g
c
(d; t)
concatenation sur ID
d
d
1
./
d
d
2
=

d
d
c
(t; d
2
) sid
1
= d
d
t
(t)
d
d
c
(t; d ./
d
d
2
) sid
1
= d
d
c
(t; d)

g
d
: ID
d
! ID
g

g
d
(d) =

d
g
t
(t) sid = d
d
t
(t)
d
d
t
(t) ./
g

g
d
(d
0
) sid = d
d
c
(t; d
0
)

d
g
: ID
g
! ID
d

d
g
(d) =

d
d
t
(t) sid = d
g
t
(t)

d
g
(d
0
) ./
d
d
d
t
(t) sid = d
g
c
(d
0
; t)
Tab. 3.4  Liens entre ID
g
et ID
d
que nous écrirons 
0
:R
0

!
P

k
:R
k
.
Comme pour les transitions, nous allons dénir un ensemble ID, plus
général (l'ensemble des listes de transitions), puis nous allons dénir un pré-
dicat sur cet ensemble, caractérisant les dérivations satisfaisant les conditions
souhaitées. Toutefois, de la forme des constructeurs de la dénition induc-
tive de ID, dépendra la forme de l'hypothèse d'induction obtenue lors d'un
raisonnement par induction sur un élément de ID. Alors que la plupart de
ces raisonnements se font en utilisant un schéma d'induction gauche, le
théorème de validité de la SLD-résolution s'obtiendra à l'aide d'un schéma
d'induction droit. C'est pourquoi nous dénissons deux ensembles de déri-
vations (et les fonctions de transformations correspondantes, présentées dans
le tableau 3.4), ce qui nous permettra par la suite de choisir la forme de
l'hypothèse d'induction :
e
1

!
P
e
2
| {z }
hypothèse
d'induction
gauche
!
P
e
3
e
1
!
P
e
2

!
P
e
3
| {z }
hypothèse
d'induction
droite
Deux ensembles de dérivations sont donc dénis à partir de  .
Dénition 3.2 (Dérivations) ID
g
et ID
d
sont dénis inductivement par :
ID
g
:: = d
g
t
( ) j d
g
c
(ID
g
; ) ID
d
:: = d
d
t
( ) j d
d
c
( ; ID
d
)
Nous caractérisons à présent, par un prédicat sur ID
g
, les dérivations consti-
tuées de transitions composables et respectant une condition supplémen-
taire de renommage.
 Deux transitions e
1
i
t
1
!
P
1
e
1
f
et e
2
i
t
2
!
P
2
e
2
f
forment un couple de tran-
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sitions composables (prédicat P
TC
) si P
1
= P
2
, P
 
(t
1
), P
 
(t
2
) et
e
1
f
= e
2
i
.
 D'autre part, en plus des conditions de renommage satisfaites par les
transitions mises en jeu, nous imposons une condition supplémentaire
(nécessaire, entre autres, à la preuve du lemme de commutation, voir
l'hypothèse (3.3) présentée au début de ce chapitre). Lors de la déri-
vation :

0
:R
0
n
0
;r
0
;C
0
!
P
: : :
n
k 1
;r
k 1
;C
k 1
!
P

k
:R
k
chaque clause C
i
(0 6 i 6 k   1) doit être renommée en dehors des
variables apparaissant dans R
0
et dans les r
j
(C
j
) (0 6 j < i).
Pour ce faire, une fonction #, retournant la liste des variables de renommage
utilisées lors d'une dérivation d 2 ID
g
est dénie récursivement par :
#(d) =

var(r(C)) sid = d
g
t
(h
i
:R
i
; P; n; C; r; ; a; 
f
:R
f
i)
#(d
0
) ./
v
var(r(C)) sid = d
g
c
(d
0
; h
i
:R
i
; P; n; C; r; ; a; 
f
:R
f
i)
où ./
v
est une fonction de concaténation de deux listes de variables. Ces
dénitions permettent de dénir récursivement, le prédicat P
ID
sur ID
g
, ca-
ractérisant les dérivations correctes relativement aux propriétés décrites.
Dénition 3.3 (P
ID
) Pour toute dérivation d 2 ID
g
:
 si d = d
g
t
(t), alors P
 
(t)) P
ID
(d)
 si d = d
g
c
(d
0
; t
0
), alors :

P
ID
(d
0
) ^ P
TC
(t
d
; t
0
)^
8x 2 X ((x 2 #(d
0
) _ x 2 var(R))) x 62 range(r))

) P
ID
(d)
où t
d
désigne la dernière transition de d
0
, R désigne la requête de l'état
initial de d, et r désigne la substitution de renommage utilisée lors de
la transition t
0
.
La fonction 
g
d
permet de transposer ce prédicat sur l'ensemble ID
d
: une
dérivation d 2 ID
d
satisfait le prédicat P
ID
d
si P
ID
(
g
d
(d)) (on retrouve ici
une démarche similaire à celle développée dans le chapitre 2).
Propriétés sur les variables
Les preuves des résultats, formalisées par la suite, prennent en compte
de manière explicite la partie renommage des dérivations. Aussi, après
avoir montré un lemme relatif à l'idempotence des subtitutions obtenues
par composition de substitutions idempotentes, trois lemmes portant sur
les variables mises en jeu lors d'une dérivation, et qui seront constamment
utilisés par la suite, sont établis. s
id
désigne la substitution identité tv.
Lemme 3.3 Soient s et r deux substitutions idempotentes et l une liste de
termes. Si r est couverte par s(l), alors  = x:r(s(x)) est une substitution
idempotente.
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ID
g
Inductive deriv:Set :=
deriv_init : trans -> deriv |
deriv_cons : deriv -> trans -> deriv.
ID
d
Inductive deriv_f : Set :=
deriv_f_init : trans -> deriv_f |
deriv_f_cons : trans -> deriv_f -> deriv_f.
P
TC
Inductive couple_trans_ok [t1:trans;t2:trans]:Prop:=
ctokinit:(p_trans t1)=(p_trans t2)->
(state_end_t t1)=(state_init_t t2)->
(RSL t1)->(RSL t2)->
(couple_trans_ok t1 t2).
#
Fixpoint list_var_c_d [d:deriv]:listv:=
<listv>Case d of
[t0:trans]
(var_cl (rsubst_cl (sr_trans t0) (c_trans t0)))
[d1:deriv][t1:trans](Appv (list_var_c_d d1)
(var_cl (rsubst_cl (sr_trans t1) (c_trans t1))))
end.
P
ID
Fixpoint Deriv_ok [d:deriv]:Prop:=<Prop>Case d of
[t1:trans](RSL t1)
[d2:deriv][t2:trans]
((couple_trans_ok (end_d d2) t2) /\ (Deriv_ok d2) /\
((x:var)((IS_IN_LV x (list_var_c_d d2)) \/
(IS_IN_LV x (var_req (Snd (state_init_d d2)))))
->~(rrange (sr_trans t2) x))) end.
Tab. 3.5  Dérivations
Preuve. D'après le lemme 2.4, il sut de montrer que :
8x 2 X (x 2 range()) (x) = tv(x))
Soit x une variable de l'image de . Par dénition, il existe une variable y 2
dom() telle que x 2 var((y)). Montrons que x n'appartient ni au domaine
de r ni au domaine de s. Si x 2 dom(r), alors, puisque r est idempotente,
d'après le lemme 2.4, on a x 62 range(r). Deux cas sont alors possibles. Si
x 2 var(s(y)), alors x ne peut pas appartenir au domaine de r (puisque
x 2 var(r(s(y))) et x 62 range(r)) ce qui est contradictoire. Sinon x 62
var(s(y)), et x n'apparaît pas dans r(s(y)) (puisque x 62 range(r)) ce qui
est aussi contradictoire. On a donc bien x 62 dom(r). Supposons maintenant
que x appartienne au domaine de s. D'après le lemme 2.4, on a x 62 range(s).
Montrons tout d'abord que x 62 range(r). Pour cela, supposons x 2 range(r).
Puisque r est couverte par s(l), x apparaît dans s(l) et alors x 2 dom(s)
implique x 2 range(r) ce qui est contradictoire. Aussi, de x 2 var(r(s(y))),
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on déduit x 2 var(s(y)) ce qui permet d'établir x 2 range(s) (puisque x
appartient au domaine de s) ce qui est encore contradictoire. x n'est donc
ni dans le domaine de s, ni dans le domaine de r et on peut alors conclure à
l'idempotence de . J
Lemme 3.4 Si d: s
id
:R

!
P
:R
0
satisfait P
ID
, alors  est une substitution
idempotente.
Preuve. Induction sur d.
 Pour d = d
g
t
(t) : s
id
:R
n;r;C
!
P
:R
0
. Par dénition,  est une substitution
idempotente.
 Pour d = d
g
c
(d
0
; t
0
) : s
id
:R

!
P

0
:R
0
n;r;C
!
P

0
:R
0
. Par hypothèse d'induc-
tion, 
0
est une substitution idempotente. De plus,  étant un unicateur
principal de R
0
=n
et r(C
+
),  est supportée et couverte par la liste l obtenue
par concaténation des listes de termes présentes dans les deux atomes uniés.
D'après le lemme 3.2, 
0
R
0
= R
0
et puisque, par hypothèse, P
RS
(r; 
0
), il
vient 
0
r(C
+
) = r(C
+
). Par conséquent,  est aussi supportée et couverte
par la liste 
0
(l). Le lemme 3.3 permet alors de conclure à l'idempotence de
la substitution 
0
. J
Lemme 3.5 Si d::R

!
P
:R
0
satisfait P
ID
, alors pour toute variable x,
x 2 var(R
0
)) (x 2 var(R) _ x 2 #(d)).
Preuve. Induction sur d.
 Pour d = d
g
t
(t) : :R
n;r;C
!
P
:R[n r(C
 
)]. Si x 2 var(R[n r(C
 
)]),
deux cas se présentent. Si x 2 var(R), alors soit x 2 var(R) et on peut
conclure, soit x 2 range(). Puisque  est supportée et couverte par R
=n
et
r(C
+
), soit x 2 var(R
=n
), soit x 2 var(r(C
+
)), et on peut conclure. Sinon,
x 2 var(r(C
 
)), et alors soit x 2 var(r(C
 
)), ce qui termine la preuve,
soit x 2 range() et un raisonnement similaire au cas précédent permet de
conclure.
 Pour d
g
c
(d
0
; t
0
) : :R
0

!
P
:R
n;r;C
!
P
:R[n  r(C
 
)]. Soit x une
variable apparaissant dans R[n  r(C
 
)], les deux cas possibles sont
x 2 var(R) et x 2 var(r(C
 
)). Dans le premier cas, deux sous-cas se pré-
sentent. Si x 2 var(R), alors, l'hypothèse d'induction permet de conclure.
Sinon, c'est que x 2 range(), et alors, puisque  est supportée et couverte
par R
=n
et r(C
+
), soit x 2 var(R
=n
), soit x 2 var(r(C
+
)). Dans ces deux
cas, par hypothèse d'induction, on peut conclure. Si x 2 var(r(C
 
)), alors
soit x 2 var(r(C
 
)), soit x 2 range() et un raisonnement similaire au cas
précédent permet de conclure. J
Lemme 3.6 Si d: s
id
:R

!
P
:R
0
satisfait P
ID
, alors :
8x 2 X (x 2 dom() _ x 2 range())) (x 2 R _ x 2 #(d))
Preuve. Induction sur d (preuve similaire à celle du lemme 3.5). J
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3.2.3 Deux lemmes classiques
Nous présentons à présent une formalisation des preuves de deux résultats
classiques en programmation logique : il s'agit des lemmes de généralisation
et de commutation (l'énoncé de ces deux lemmes dans le système Coq est
donné dans les tableaux 3.6 et 3.7).
Lemme de généralisation
Le lemme de généralisation que nous formalisons est légèrement dié-
rent de celui énoncé dans la discussion présentée au début de ce chapitre :
il est plus général puisqu'il porte sur les dérivations nies quelconques et
non nécessairement sur les réfutations. D'autre part, il met en jeu une liste
de variables ` qui permet de contraindre le renommage des clauses lors de
la dérivation. Ce lemme, qui sera utilisé durant la preuve du théorème de
complétude de la SLD-résolution, s'énonce :
Lemme 3.7 (Lifting) Soit d: s
id
:R

!
P
:R
1
une dérivation satisfaisant
le prédicat P
ID
. Si pour une liste nie de variables `, on a dom()  `,
alors si #(d) \ (var(R) [ `) = ?, il existe une dérivation vériant P
ID
:
s
id
:R

!
P
:R
2
telle que  6  et pour une requête R
f
on a R
f
= R
1
et
R
f
= R
2
.
Cet énoncé dière de celui que l'on peut trouver dans la littérature, il semble
plus technique. En eet, comme nous l'avons remarqué dans l'introduction,
certaines précautions sont à prendre vis à vis des variables mises en jeu dans
la dérivation initiale. Pour obtenir la version classique de ce lemme, il
sut d'instancier ` avec var(R) et R
1
avec la requête vide. Comme beaucoup
d'autres, sa preuve s'obtient par induction sur la dérivation en hypothèse du
lemme. Les deux états dérivés sont explicitement reliés par la construction
de la requête R
f
.
Preuve. Induction sur d.
 Pour s
id
:R
n;r;C
!
P
: R[n r(C
 
)]
| {z }
R
f
.
Puisque, par dénition, R
=n
= r(C
+
) et, par hypothèse, r(C) = r(C),
il vient R
=n
= r(C
+
). R
=n
et r(C
+
) sont donc uniables et admettent,
un unicateur principal  vériant  6 . On peut alors facilement vérier
que la dérivation :
s
id
:R
n;r;C
!
P
: R[n r(C
 
)]
| {z }
R
f
satisfait le prédicat P
ID
.
 Pour s
id
:R
0

!
P
:R
1
| {z }
d
0
n;r;C
!
P
:R
1
[n r(C
 
)].
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Par hypothèse d'induction, il existe une substitution , telle que  6 , et
une dérivation s
id
:R
0

!
P
:R
2
vériant P
ID
. De plus, pour une requête R
0
,
on a R
0
= R
1
et R
0
= R
2
. Puisque  6 , il existe une substitution "
telle que " = . D'après le lemme 3.4,  est une substitution idempotente.
Montrons tout d'abord que r(C) = r(C) et r(C) = r(C).
 Si x est une variable du domaine de , alors soit x 2 dom(), soit x 2
dom(). Dans le premier cas, d'après le lemme 3.6, soit x 2 var(R
0
),
soit x 2 #(d
0
), et par hypothèse, x 62 var(r(C)). Dans le second cas,
par dénition des conditions de renommage, x 62 var(r(C)). On a donc
bien r(C) = r(C).
 Si r(C) 6= r(C), c'est qu'il existe une variable x 2 dom() appa-
raissant dans r(C). D'après le lemme 3.6, deux cas sont possibles.
Soit, puisqu'on utilise exactement les mêmes variantes de clauses dans
les deux dérivations, x 2 #(d
0
) et on obtient une contradiction, soit
x 2 var(R
0
) ce qui contredit l'hypothèse du lemme.
Montrons à présent que les atomes R
2=n
et r(C
+
) sont uniables. En eet,
par dénition, R
1=n
= r(C
+
) et donc R
0
=n
= r(C
+
). De plus, puisque
r(C) = r(C), il vient R
0
=n
= r(C
+
) et donc "R
0
=n
= "r(C
+
).
D'autre part, puisque r(C) = r(C), il vient "R
0
=n
= "r(C
+
) ce qui per-
met de conclure à "R
2=n
= "r(C
+
). Il existe donc un unicateur principal
 des atomes R
2=n
et r(C
+
), tel que  6 ". Ceci nous permet de montrer
facilement que la dérivation :
s
id
:R
0

!
P
:R
2
n;r;C
!
P
:R
2
[n r(C
 
)]
satisfait le prédicat P
ID
. Par ailleurs, on montre que :
R
2
[n r(C
 
)] = R
0
[n r(C
 
)]
R
1
[n r(C
 
)] = R
0
[n r(C
 
)]
Enn, puisque  6 ", il existe une substitution  telle que  = " et il
vient alors  = " = , ce qui permet de conclure à  6 . J
Lemme de commutation
A chaque étape de résolution, un atome est selectionné. Le lemme de
commutation assure que ce choix relève d'un non-déterminisme par indif-
férence. Signalons que cette propriété est plus faible que la propriété de
conuence. Par exemple, à partir du programme :
P = fp(a; a) ; p(b; b) g
on peut construire les dérivations :
s
id
:p(a; x); p(b; x) ! fx=ag:p(b; a) et s
id
:p(a; x); p(b; x) ! fx=bg:p(a; b)
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Lemma llifting:(d:deriv)(r:request)(eta:subst)(l:listv)
(Deriv_ok d)
->(Fst (state_init_d d))=tv
->(Snd (state_init_d d))=(subst_req eta r)
->((x:var)~(IS_IN_LV x l)->~(dom_t eta x))
->((t:trans)(IS_IN_D t d)->
((x:var)(IS_IN_LV x (Appv l (var_req r)))
->~(rrange (sr_trans t) x)))
->(Ex [d0:deriv](
((t1,t2:trans)(IS_IN_D t1 d)->(IS_IN_D t2 d0)->
(p_trans t1)=(p_trans t2))
/\ (Deriv_ok d0)
/\ (list_var_c_d d0)=(list_var_c_d d)
/\ (Fst (state_init_d d0))=tv
/\ (Snd (state_init_d d0))=r
/\ (Ex [rf:request](
(Snd (state_end_d d0))=
(subst_req (Fst (state_end_d d0)) rf)
/\ (Snd (state_end_d d))=
(subst_req (Fst (state_end_d d))
(subst_req eta rf))))
/\ (less_subst_t (Fst (state_end_d d0))
([x:var](Subst_t
(Fst (state_end_d d))
(eta x)))))).
Tab. 3.6  Lemme de généralisation
qui ne conuent pas.
Lemme 3.8 (Switching) Si, lors d'une dérivation, deux atomes sont sé-
lectionnés successivement, alors ils peuvent être sélectionnés dans l'ordre in-
verse, les états dérivés ne dièrent que par renommage des variables.
Par souci de lisibilité, nous n'avons pas donné un énoncé formalisé de ce
lemme (l'énoncé formel se trouve dans le tableau 3.7). Par contre, nous
présentons, de manière (très) détaillée, sa preuve en suivant exactement la
preuve formelle développée dans le système Coq. Cette construction illustre
bien le rôle primordial des hypothèses de séparation des variables dans une
dérivation. En eet, cette preuve ne s'obtient pas par induction mais repose
exclusivement sur les conditions de renommage qui sont constamment ex-
ploitées. Bien sûr, à la n de la démonstration, les deux états dérivés sont
explicitement mis en relation par la construction d'une substitution. Signa-
lons que nous supposons ici que le premier atome sélectionné se trouve avant
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le second dans la requête initiale. Nous commençons par prouver certaines
propriétés sur les objets présents dans la dérivation en hypothèse du lemme
et an de disposer de ces propriétés durant toute la preuve, nous utilisons
pour cela la tactique Cut du système Coq, présentée en (1.4). Ces Cut
permettent d'utiliser des propriétés durant la preuve sans les redémontrer à
chaque fois tout en partageant un même contexte d'hypothèses (tout comme
un programme ecace n'eectue pas les mêmes calculs plusieurs fois). Ils
supposent vériées les hypothèses du lemme.
Preuve quasi-formelle du lemme de commutation.
Transitions en hypothèse La dérivation en hypothèse du lemme peut
s'écrire :
d
g
c
(d
g
c
(d; t
1
); t
2
) : s
id
:R
0

!
P
:R
| {z }
d
t
1
n
1
; r
1
; C
1
 !
P
:R
1
t
2
n
2
; r
2
; C
2
 !
P
:R
2
avec R
1
= R[n
1
 r
1
(C
 
1
)] et R
2
= (R
1
)[n
2
 r
2
(C
 
2
)].
De plus, on suppose que l'atome sélectionné lors de la transition t
1
se trouve
avant l'atome sélectionné lors de la transtion t
2
dans la requête R, ce qui se
traduit par l'hypothèse :
n
1
+ lg(C
 
1
) 6 n
2
(3.5)
Les Cut Nous montrons tout d'abord les propriétés suivantes.
Cut 1 r
2
C
2
= r
2
C
2
Preuve. Soit z 2 dom(), d'après le lemme 3.6, soit z 2 var(R
0
), soit z 2
#(d). Dans les deux cas, du fait des conditions de renommage, z n'apparaît
pas dans r
2
C
2
, ce qui permet de conclure. J
Cut 2  est un unicateur de R
=n
2
 lg(C
 
1
)+1
et r
2
C
+
2
et il existe un uni-
cateur principal  de ces deux atomes tel que  6  (i.e. il existe une
substitution " telle que " = ).
Preuve. Par dénition (transition t
2
), on a R
1 =n
2
= r
2
(C
+
2
). Puisque
P
 
(t
2
), on a r
2
(C
2
) = r
2
(C
2
) et il vient R
1 =n
2
= r
2
(C
+
2
). D'après
le Cut 1, on obtient R
1 =n
2
= r
2
(C
+
2
). Puisque R
1
= R[n
1
 r(C
 
1
)]
et n
1
+ lg(C
 
1
) 6 n
2
, on a alors R
1 =n
2
= R
=n
2
 lg(C
 
1
)+1
1
, ce qui permet
d'établir R
=n
2
 lg(C
 
1
)+1
= r
2
C
+
2
. J
Cut 3 r
1
C
1
= r
1
C
1
1. Nous omettons les preuves (assez techniques) de ce type d'égalités qui s'obtiennent
par induction.
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Preuve. Montrons que si z 2 r
1
(C
1
), alors z n'appartient pas au domaine
de . D'après le Cut 2,  est supportée et couverte par R
=n
2
 lg(C
 
1
)+1
et r
2
(C
+
2
). z apparaît donc dans l'un de ces deux atomes. Si z 2 var(R),
alors (renommage sur t
1
) z 62 var(r
1
(C
1
)) ce qui est contradictoire. Sinon,
z 2 var(r
2
(C
+
2
)), et alors z appartient à l'image de r
2
et ne peut donc
appartenir à r
1
(C
1
). J
Cut 4 " est un unicateur de r
1
(C
+
1
) et (R[n
2
  lg(C
 
1
)+1 r
2
(C
 
2
)])
=n
1
qui admettent alors un unicateur principal  tel que  6 " (i.e. il existe une
substitution  telle que  = ").
Preuve. Puisque :
R
=n
1
= r
1
(C
+
1
) (transition t
1
)
R
=n
1
= (R[n
2
  lg(C
 
1
) + 1 r
2
(C
 
2
)])
=n
1
(3.5)
il vient :
(R[n
2
  lg(C
 
1
) + 1 r
2
(C
 
2
)])
=n
1
= r
1
(C
+
1
)
(R[n
2
  lg(C
 
1
) + 1 r
2
(C
 
2
)])
=n
1
= r
1
(C
+
1
)
"(R[n
2
  lg(C
 
1
) + 1 r
2
(C
 
2
)])
=n
1
= "r
1
(C
+
1
) (Cut 2)
"(R[n
2
  lg(C
 
1
) + 1 r
2
(C
 
2
)])
=n
1
= "r
1
(C
+
1
) (Cut 3)
ce qui permet de conclure. J
Construction de la dérivation nale Le Cut 2 permet de construire
la transition t
3
, puisque  est un unicateur principal de R
=n
2
 lg(C
 
1
)+1
et
r
2
(C
+
2
). De la même manière, le Cut 4 permet de construire la transition t
4
,
puisque  est un unicateur principal de (R[n
2
  lg(C
 
1
)+1 r
2
(C
 
2
)])
=n
1
et r
1
(C
+
1
) :
:R
t
3
n
2
  lg(C
 
1
) + 1; r
2
; C
2
 !
P
:R[n
2
  lg(C
 
1
) + 1 r
2
(C
 
2
)]
: R[n
2
  lg(C
 
1
) + 1 r
2
(C
 
2
)]
| {z }
R
0
t
4
n
1
; r
1
; C
1
 !
P
:R
0
[n
1
 r
1
(C
 
1
)]
Montrons que les transitions t
3
et t
4
satisfont le prédicat P
 
.
 Condition provenant du prédicat P
RS
 transition t
3
: Conséquence immédiate du Cut 1
 transition t
4
: D'après le Cut 3, on a r
1
C
1
= r
1
C
1
et le Cut 1 per-
met d'établir r
1
C
1
= r
1
C
1
. On a alors bien r
1
C
1
= r
1
C
1
=
r
1
C
1
.
Propriétés formelles de la SLD-Résolution 86
 Condition provenant du prédicat P
RR
 transition t
3
: Si x 2 var(R), alors d'après le lemme 3.5, soit
x 2 var(R
0
), soit x 2 #(d). Dans les deux cas, x ne peut pas
apparaître dans r
2
C
2
.
 transition t
4
: Soit x 2 var(R[n
2
  lg(C
 
1
)+1 r
2
(C
 
2
)]). Deux
cas sont possibles : soit x 2 var(R[n
2
  lg(C
 
1
) + 1  r
2
(C
 
2
)]),
soit x 2 range(). Dans les deux cas, par dénition et d'après le
Cut 2, soit x 2 var(R), soit x 2 var(r
2
C
2
). Dans le premier cas,
le lemme 3.5, permet d'établir x 2 var(R
0
) _ x 2 #(d) et dans
tous les cas, x ne peut pas apparaître dans r
1
C
1
.
Lien entre les deux états dérivés Nous cherchons à montrer qu'il existe
une substitution (assimilable à une substitution de renommage) r telle que :
r(R
2
) = R
0
[n
1
 r
1
(C
 
1
)]
Pour cela, nous montrons tout d'abord les Cut suivants :
Cut 5  6 
Preuve. D'après les Cut 2 et 4, " =  et  = ". Il vient alors  = ,
ce qui permet de conclure. J
Cut 6  6  (i.e. il existe une substitution  telle que  = ).
Preuve. On a :
R[n
2
  lg(C
 
1
) + 1 r
2
(C
 
2
)]
=n
1
= r
1
(C
+
1
) (Cut 4)
R[n
2
  lg(C
 
1
) + 1 r
2
(C
 
2
)]
=n
1
= r
1
(C
+
1
) (Cut 3)
R
=n
1
= (R[n
2
  lg(C
 
1
) + 1 r
2
(C
 
2
)])
=n
1
(3.5)
 est donc un unicateur de R
=n
1
et r
1
(C
+
1
). Or, par hypothèse,  est un
unicateur principal de ces deux atomes (transition t
1
) et donc  6 . J
Cut 7 r
2
C
2
= r
2
C
2
Preuve. Montrons que si x 2 var(r
2
(C
2
)), alors x n'appartient pas au
domaine de . Par hypothèse,  est supportée et couverte par R
=n
1
et r
1
(C
+
1
),
x est donc présent dans un de ces deux atomes. Si x 2 var(R
=n
1
), alors,
d'après le lemme 3.5, soit x 2 var(R
0
), soit x 2 #(d). Dans ces deux cas,
x n'appartient pas à l'image de r
2
(i.e. x 62 var(r
2
(C
2
))). D'autre part, si
x 2 var(r
1
(C
+
1
)), alors x 62 var(r
2
(C
2
)). J
Cut 8  6  (i.e. il existe une substitution Æ telle que Æ = ).
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Preuve. On a :
R
=n
2
 lg(C
 
1
)+1
= r
2
(C
+
2
) (P
 
(t
3
))
R
=n
2
 lg(C
 
1
)+1
= r
2
(C
+
2
)
R
=n
2
 lg(C
 
1
)+1
= r
2
(C
+
2
) (Cut 6)
R
=n
2
 lg(C
 
1
)+1
= r
2
(C
+
2
) (Cut 7)
 unie donc R
=n
2
 lg(C
 
1
)+1
et r
2
(C
+
2
). D'après (3.5), on obtient alors :
R
=n
2
 lg(C
 
1
)+1
= R[n
1
 r
1
C
 
1
]
n
2
= R
1
=n
2
Or, par hypothèse (transition t
2
),  est un unicateur principal de ces deux
atomes et donc  6 . J
Cut 9  6 
Preuve. D'après le Cut 6,  = . Le Cut 8 permet alors d'établir  =
Æ ce qui permet de conclure. J
Les Cut 5 et 9 permettent de montrer que les substitutions  et 
sont 6-équivalentes. Nous pouvons donc établir le lien entre les deux états
dérivés. Tout d'abord, nous avons :
R
2
= (R
1
)[n
2
 r
2
C
 
2
]
= R
1
[n
2
 r
2
C
 
2
] (Cut 7)
= (R[n
1
 r
1
C
 
1
])[n
2
 r
2
C
 
2
]
= (R[n
1
 r
1
C
 
1
])[n
2
 r
2
C
 
2
]
= (R[n
1
 r
1
C
 
1
])[n
2
 r
2
C
 
2
] (Cut 7)
D'autre part :
R
0
[n
1
 r
1
C
 
1
] = (R[n
2
+ lg(C
 
1
) + 1 r
2
C
 
2
])[n
1
 r
1
C
 
1
]
= R[n
2
+ lg(C
 
1
) + 1 r
2
C
 
2
][n
1
 r
1
C
 
1
] (Cut 3)
= (R[n
1
 r
1
C
 
1
])[n
2
 r
2
C
 
2
]
Le lemme 2.5 permet alors de construire une substitution (assimilable à une
substitution de renommage) r, ce qui permet de conclure et termine la preuve
du lemme de commutation.
La diculté majeure du codage des preuves des lemmes de commutation
et de généralisation provient essentiellement des hypothèses de renommage.
En eet, ces lemmes sont généralement prouvés (à la main) en posant les
hypothèses de séparation des variables au fur et à mesure que l'on construit
les objets de la preuve (un même symbole désignant parfois durant la preuve
diérentes variantes d'une clause ne satisfaisant pas les mêmes propriétés de
renommage). Leur formalisation montre bien à quel point le renommage joue
un rôle important. Malgré tout, ces preuves se prêtent assez bien au codage
dans le calcul des constructions inductives.
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Lemma switching : (d:deriv)(t1:trans)(t2:trans)
(Deriv_ok (deriv_cons (deriv_cons d t1) t2))
->(le (plus (n_trans t1) (Length_r (body_c (c_trans t1))))
(n_trans t2))
->(Fst (state_init_d d))=tv
->(Ex [t3:trans] (Ex [t4:trans]
((Deriv_ok (deriv_cons (deriv_cons d t3) t4))
/\(n_trans t3)=(S (minus (n_trans t2)
(Length_r (body_c (c_trans t1)))))
/\(n_trans t4)=(n_trans t1)
/\(Ex [r:subst]
((Snd (state_end_d (deriv_cons (deriv_cons d t1) t2)))=
(subst_req r
(Snd (state_end_d (deriv_cons (deriv_cons d t3) t4))))
/\((x:var) (IS_IN_LV x
(var_req
(Snd (state_end_d (deriv_cons (deriv_cons d t3) t4)))))
-> (Ex [v:var] (r x)=(tv v)))))))).
Tab. 3.7  Lemme de commutation
3.3 Aspects sémantiques
Nous présentons à présent une formalisation des aspects sémantiques de
la SLD-résolution. Les schémas d'interprétation des objets syntaxiques, dé-
nis dans les paragraphes précédents, sont introduits et permettent la déni-
tion d'une sémantique déclarative des programmes dénis. Les théorèmes de
validité et de complétude de la SLD-résolution sont alors formalisés, reliant
ainsi les deux aspects sémantiques (déclaratif et opérationnel) de la program-
mation logique. Nous utiliserons, durant ce développement, quelques résul-
tats généraux sur les points xes des applications monotones et/ou continues,
rappelés dans le chapitre 1 et dont la formalisation est présentée dans l'an-
nexe A.
3.3.1 Interprétations et modèles
Interprétations d'une signature
Nous présentons ici une formalisation de la notion d'interprétation des
symboles de  et des symboles de . La dénition des objets introduits dans
ce paragraphe dans le système Coq est donnée dans le tableau 3.8.
Signature fonctionnelle An de pouvoir donner un schéma d'interpréta-
tion des termes, il est nécessaire d'attacher un sens aux symboles utilisés
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dans la construction des termes. Une interprétation, I, de la signature fonc-
tionnelle , est la donnée d'un ensemble non vide D, appelé le domaine de
I, et, pour chaque f 2 , d'arité n, d'une application f
I
: D
n
! D (en
particulier, chaque constante k, est interprétée par un élément k
I
de D).
Soit IL
n
[A] le type dépendant des listes de longueur n constituées à partir
d'éléments d'un ensemble A, obtenu à partir du type LIST présenté en (1.10),
et déni inductivement par :
 jj
A
0
est une liste (c'est la liste vide de longueur nulle).
 si a 2 A et si l est une liste d'éléments de A de longueur n, alors
ja; lj
A
n+1
est une liste d'éléments de A de longueur n+ 1.
Etant donné un entier n, IF
n
[A] est déni comme la collection des appli-
cations de IL
n
[A] vers A. Le type des interprétations, de domaine D, de la
signature , est alors déni par le type dépendant :
I

[D] =
Y
f2
IF
ar(f)
[D]
Etant donné un symbole de fonction f 2  et une interprétation I de do-
maine D, l'application f
I
correspond donc à I(f) qui dénit une fonction de
IL
ar(f)
[D] dans D.
Schéma d'interprétation des termes Il ne reste plus qu'à indiquer com-
ment interpréter les symboles de variables pour pouvoir donner le schéma
d'interprétation des termes (et des listes de termes) : les variables présentes
dans un terme sont interprétées comme variant dans le domaine de l'interpré-
tation de  considérée. L'ensemble A
X
, des valuations sur A, est donc déni
comme l'ensemble des applications de X vers A. Les schémas d'interpréta-
tion des termes et des listes de termes peuvent être à présent dénis par les
deux fonctions mutuellement récursives suivantes. Soit I une interprétation
de  de domaine D (i.e. un élément de I

[D]) :
 un terme t est interprété par (ou dénote) une application t
I
: D
X
! D
dénie par :
8v 2 D
X
t
I
(v) =

v(x) si t = tv(x)
f
I
(l
I
(v)) si t = tf(f; l)
 une liste de termes l de longueur n est interprétée par (ou dénote) une
application l
I
: D
X
! IL
n
[D] dénie par :
8v 2 D
X
l
I
(v) =

jj
D
0
si n = 0
jt
I
0
(v); l
I
0
(v)j
D
n
0
+1
si l = ht
0
; l
0
i
n
0
+1
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Signature relationnelle Une interprétation, I, de la signature relation-
nelle , est la donnée d'un ensemble non vide D, appelé le domaine de I,
et, pour chaque symbole p 2 , d'arité n, d'une application p
I
: D
n
! IB
où IB désigne l'ensemble (déni inductivement) des booléens (ftrue; falseg).
IB est de type Set et est muni des opérateurs classiques, que l'on notera :
b
,
^
b
et _
b
an de les distinguer des opérateurs utilisés sur les propositions
(Prop) que nous manipulons (:, ^, _). Nous procédons de la même manière
que pour  pour dénir formellement les interprétations de la signature .
Tout d'abord, étant donné un entier n, IP
n
[A] désigne la collection des ap-
plications de IL
n
[A] vers IB. Le type des interprétations, de domaine D, de
la signature , est alors déni par le type dépendant :
I

[D] =
Y
p2
IP
ar(p)
[D]
Etant donné un symbole de prédicat p 2  et une interprétation I de do-
maine D, l'application p
I
correspond donc à I(p) qui dénit une fonction de
IL
ar(f)
[D] dans IB.
Interprétations des clauses de Horn
Nous pouvons à présent dénir les schémas d'interprétation des objets
utilisés en programmation logique (atomes, requêtes, clauses, ...). Le ta-
bleau 3.9 contient les dénitions qui suivent dans le système Coq. An
d'alléger les notations, I désignera dans ce qui suit une interprétation de
 [ de domaine D.
Atomes Un atome a = pl(p; l) est interprété par (ou dénote) une applica-
tion a
I
: D
X
! IB déne par : 8v 2 D
X
a
I
(v) = p
I
(l
I
(v)).
Requêtes Deux schémas d'interprétation sont dénis pour les requêtes :
une requête r est interprétée par une application :
 r
I
: D
X
! IB dénie par :
8v 2 D
X
r
I
(v) =

false si r = r
?
(:
b
a
I
0
(v)) _
b
r
I
0
(v) si r = c
r
(a
0
; r
0
)
 ~r
I
: D
X
! IB dénie par
8v 2 D
X
~r
I
(v) =

true si r = r
?
a
I
0
(v) ^
b
er
0
I
(v) si r = c
r
(a
0
; r
0
)
Tandis que le premier schéma d'interprétation donné correspond à l'interpré-
tation d'une requête a
1
;    ; a
q
vue comme un but (i.e. une clause négative)
8~x(:
b
a
1
_
b
   _
b
:
b
a
q
), le second ne correspond pas à l'interprétation d'une
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IF
n
[A]
Definition f_n:Set->nat->Set:=
[D:Set][n:nat](LIST D n)->D.
I

[D]
Definition f_i:Set->Set:=
[D:Set](f:fun)(f_n D (arity ar f)).
A
X
Definition valuation:Set->Set:=[A:Set](var->A).
t
I
et l
I
Fixpoint Interp_t [D:Set;I:(f_i D);t:Term]:
(valuation D)->D:=
[v:(valuation D)]<D>Case t of
[x:var](v x)
[f:fun][l:(list_term (arity ar f))]
((I f) (apply_l D I (arity ar f) l v))
end
with apply_l [D:Set;I:(f_i D);n:nat;l:(list_term n)]:
(valuation D)->(LIST D n):=
[v:(valuation D)]<[n:nat](LIST D n)>Case l of
(NIL D)
[n0:nat][t0:Term][l0:(list_term n0)]
(CONS D n0 (Interp_t D I t0 v) (apply_l D I n0 l0 v))
end.
IB Inductive bool:Set:=true:bool | false:bool.
IP
n
[D]
Definition p_n:Set->nat->Set:=
[D:Set][n:nat](LIST D n)->bool.
I

[D]
Definition p_i:Set->Set:=
[D:Set](p:predic)(p_n D (arity_p p)).
Tab. 3.8  Interprétations d'une signature
requête par la formule existentielle 9~x(a
1
^
b
   ^
b
a
q
). En eet, nous ca-
ractériserons une substitution solution  d'une requête a
1
;    ; a
q
, à partir
d'un programme déni P , par P j= 8~x(a
1
^
b
   ^
b
a
q
) ce qui correspond au
deuxième schéma d'interprétation.
Lemme 3.9 Soit I une interprétation de  [  de domaine D et v une
valuation sur D. Pour toute requête R, si R
I
(v) = true, alors
~
R
I
(v) = false.
Preuve. Induction sur R. J
Clauses dénies Une clause c = ha; ri 2 C
;
[X] est interprétée par une
application c
I
: D
X
! IB dénie par : 8v 2 D
X
c
I
(v) = a
I
(v) _
b
r
I
(v).
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Programmes dénis Un programme P 2 P
;
[X] est interprété par une
application P
I
: D
X
! IB dénie par :
8v 2 D
X
P
I
(v) =

true si P = P
?
c
I
(v) ^
b
P
I
0
(v) si P = c
p
(c; P
0
)
Clauses de Horn Un ensemble de clauses de Horn h 2 H
;
[X] est
interprété par une application h
I
: D
X
! IB dénie par :
8v 2 D
X
h
I
(v) =

P
I
(v) si h = h
p
(P )
r
I
(v) ^
b
h
I
0
(v) si h = h
r
(r; h
0
)
Modèles
Nous dénissons à présent les notions de modèle et de conséquence sé-
mantique (introduites dans le système Coq par les dénitions du tableau
3.9). Une interprétation I de [ de domaine D est un modèle d'un objet
o (atome, requête, clause, ...), ce que l'on notera j=
I
o, si et seulement si
pour toute valuation v sur D, o
I
(v) = true.
j=
I
o, (8v 2 D
X
o
I
(v) = true)
Par abus de notation, nous écrirons simplement j=
I
r si 8v 2 D
X
r
I
(v) = true
et j=
I
~r si 8v 2 D
X
~r
I
(v) = true . Une requête R est conséquence sémantique
d'un ensemble de clauses de Horn H, ce qui sera noté H j= R, si et seulement
si tout modèle I de H vérie j=
I
~
R.
H j= R, 8I 2 I
;
[D] (j=
I
H )j=
I
~
R)
Signalons qu'étant donnés une interprétation I de [ de domaine D et un
objet o (atome, requête, clause, ...), pour toute valuation v sur D, la propo-
sition o
I
(v) = true est toujours décidable, tandis que la proposition j=
I
o ne
l'est pas forcément (c'est le cas si D est inni). Certaines des dicultés ren-
contrées plus loin proviennent, en partie, de cette remarque. Enn, puisque
valuations et substitutions sont des applications sur X, nous avons le lemme
suivant.
Lemme 3.10 Soit I une interprétation de [ de domaine D et o un objet
(atome, requête, clause, ...). Si j=
I
o, alors, pour toute substitution , on a
j=
I
(o).
Preuve. On montre, par induction, que pour tout terme t, on a :
8v 2 D
X
(t)
I
(v) = t
I
(x:((x)
I
(v)))
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Schéma général d'interprétation de o : O
Definition Interp_O:
(D:Set)(f_i D)->(p_i D)->O-> (valuation D)->bool:=
[D:Set][If:(f_i D)][Ip:(p_i D)][o : O ] [v:(valuation D)]
<bool> Case o of I end.
O I
Interp_p atom
[p0:predic][l0:(list_term (arity_p p0))]
((Ip p0) (apply_l D If (arity_p p0) l0 v))
Interp_r request
false
[l0:atom][r0:request]
(orb (neg (Interp_p D If Ip l0 v))
(Interp_r D If Ip r0 v))
Interp_rn request
true
[l0:atom][r0:request]
(andb (Interp_p D If Ip l0 v))
(Interp_rn D If Ip r0 v))
Interp_c clause
[a:atom][r:request]
(orb (Interp_r D If Ip r v)
(Interp_p D If Ip a v))
Interp_P program
true
[c0:clause][p0:program]
(andb (Interp_c D If Ip c0 v)
(Interp_P D If Ip p0 v))
Interp_h horn
[p:program](Interp_P D If Ip p v)
[r0:request][h0:horn]
(andb (Interp_r D If Ip r0 v)
(Interp_h D If Ip h0 v))
j=
I
Definition O_valid:(D:Set)(f_i D)->(p_i D)->O->Prop:=
[D:Set][If:(f_i D)][Ip:(p_i D)][o : O]
((v:(valuation D))(Interp_O D If Ip l v)=true).
j=
Definition semantic_csq : horn -> request -> Prop :=
[h:horn][r:request]
( (D:Set)(If:(f_i D))(Ip:(p_i D))
(h_valid D If Ip h)->(reqn_valid D If Ip r) ).
Tab. 3.9  Interprétations et Modèles
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Par hypothèse, j=
I
o, et donc o
I
(v) = true pour toute valuation v sur D. Il
vient alors :
8v 2 D
X
(o)
I
(v) = o
I
(x:((x)
I
(v))) = true
ce qui permet de conclure. J
3.3.2 Validité de la SLD-Résolution
Solutions et réponses
Tandis que la sémantique opérationnelle des programmes dénis, que
nous avons formalisée dans la première partie de ce chapitre, détermine com-
ment un calcul est eectué, la sémantique déclarative des programmes dénis
décrit ce qui peut être calculé. Ces deux lectures d'un programme déni sont
associées à la notion de réponse et de solution d'une requête à partir d'un
programme.
Dénition 3.4 (Solutions) Les solutions d'une requête R, relativement à
un programme déni P , sont les substitutions  telles que h
p
(P ) j= R.
Cette dénition établit une description déclarative du résultat que l'on attend
d'un programme à partir d'une requête. La contre-partie opérationnelle des
solutions est la notion de réponse (voir tableau 3.10).
Dénition 3.5 (Réponses) Si s
id
:R

!
P
:r
?
est une dérivation satisfai-
sant le prédicat P
ID
, alors  est une réponse pour R, relativement au pro-
gramme déni P .
Théorème de validité
Il s'agit de prouver que si une requête admet une réponse à partir d'un
programme déni, alors elle admet une solution. Plus précisément, nous mon-
trons que toute réponse est solution. La démonstration de ce théorème est
classique et requiert la notion de transition libre (correspondant à la no-
tion de dérivation sans restriction dans [67]) : une transition libre est une
transition satisfaisant la règle de résolution, mais où l'unicateur utilisé n'est
pas forcément un unicateur principal (la condition R = R sur les états de
résolution :R n'est alors plus vériée). Cette preuve est obtenue en appli-
quant un schéma d'induction droit sur la dérivation. Nous montrons tout
d'abord les trois lemmes suivants.
Lemme 3.11 Si 
i
:R
i
n;r;C
!
P

f
:R
f
est une transition libre (ou satisfaisant
P
 
), alors, pour toute substitution , la transition 
i
:R
i
n;r;C
!
P

f
:R
f
est
une transition libre.
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Preuve. Conséquence immédiate des dénitions. J
Lemme 3.12 Si :R
n;r;C
!
P
: R[n r(C
 
)]
| {z }
R
0
est une transition libre, alors :
h
p
(c
p
(C;P
?
)) j= R
0
) h
p
(c
p
(C;P
?
)) j= R
Preuve. Soit I une interprétation de [ de domaine D telle que j=
I
C,
et v une valuation sur D. Soit q la longueur de la requête R. Par hypothèse :
f
R
I
(v) =
n 1
^
i=0 b
R
I
=i
(v) ^
b
^
r(C
 
)
I
(v) ^
b
q 1
^
i=n+1 b
R
I
=i
(v) = true
et il sut de montrer que R
I
=n
(v) = true. Si R
I
=n
(v) = false, alors puisque
par hypothèse on a R
=n
= r(C
+
), il vient r(C
+
)
I
(v) = false. Cependant,
I est un modèle de C et, d'après le lemme 3.10, I est aussi un modèle de
r(C). On obtient alors :
r(C)
I
(v) = r(C
+
)
I
(v) _
b
r(C
 
)
I
(v) = true
On a donc r(C
 
)
I
(v) = true et le lemme 3.9 permet d'établir
^
r(C
 
)
I
(v) =
false ce qui est contradictoire. J
Ce lemme ne dépend pas du choix de l'unicateur utilisé : tout unicateur
est satisfaisant.
Lemme 3.13 Si, à partir d'un programme déni P et d'une requête R
0
, on
obtient la dérivation de ID
d
satisfaisant P
ID
d
: :R
0

!
P
:R, alors on a
h
p
(P ) j= R) h
p
(P ) j= R
0
.
Preuve. Nous utilisons ici une schéma d'induction droit.
 Pour :R
0
n;r;C
!
P
: R
0
[n r(C
 
)]
| {z }
R
Par dénition, cette transition est libre et le lemme 3.12 permet de conclure.
 Pour d
d
c
(t; d): :R
0
n;r;C
!
P
: R
0
[n r(C
 
)]
| {z }
R
1

!
P
:R
2
Soit I une interprétation de  [ de domaine D, telle que j=
I
P , et v une
valuation sur D. Par hypothèse, I est un modèle de
]
R
2
et l'hypothèse d'in-
duction permet de montrer que I est aussi un modèle de
^
R
0
[n r(C
 
)].
Puisque P
 
(t), d'après le lemme 3.11, la transition :
:R
0
n;r;C
!
P
: R
0
[n r(C
 
)]
| {z }
R
1
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Definition u_state_t : trans -> subst :=
[t:trans]<subst>Case t of
[ei:state][p:program][n:nat][c:clause][r:rename]
[s:subst][a:atom][ef:state]
s end.
Fixpoint answer [d:deriv] : subst :=
<subst>Case d of
[t0:trans](u_state_t t0)
[d1:deriv][t1:trans]
([w:var](Subst_t (u_state_t t1) ((answer d1) w)))
end.
Lemma soundness : (d:deriv)
(Deriv_ok d) ->
(Fst (state_init_d d))=tv ->
(Snd (state_end_d d))=true_req ->
(semantic_csq
(hp (p_deriv d))
(subst_req (answer d) (Snd (state_init_t (head_d d))))).
Tab. 3.10  Validité de la SLD-résolution
est une transition libre. D'après le lemme 3.12, h
p
(P ) j= R
0
et on peut
conclure. J
Le théorème de validité, dont l'énoncé formel dans le système Coq est pré-
senté dans le tableau 3.10, peut être vu comme un corollaire de ce lemme
(R = r
?
).
Théorème 3.1 (Soundness) Si, à partir d'un programme déni P et d'une
requête R, on obtient la dérivation satisfaisant P
ID
: s
id
:R

!
P
:r
?
, alors
h
p
(P ) j= R.
Preuve. Si d 2 ID
g
vérie P
ID
(d), alors on a P
ID
d
(
d
g
(d)) et le lemme 3.13
permet de conclure. J
3.3.3 Théorème de complétude
Le théorème de complétude exprime le fait que si une requête R admet
une solution à partir d'un programme déni, alors elle admet une réponse
à partir de ce programme. Sous cette forme, le théorème de complétude est
plus faible que le théorème de validité formalisé (et aussi plus faible que le
théorème de complétude généralement énoncé) : nous ne montrons pas que
pour toute solution , il existe une réponse , telle que R 6 R.
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Modèles de Herbrand
Les formules logiques du calcul des prédicats s'interprètent dans des
structures quelconques formées d'un domaine, d'opérateurs (fonctions) et de
relations. L'intérêt des formes clausales provient du fait que l'étude de l'exis-
tence de modèles, pour un ensemble de clauses de Horn, peut être restreinte
à une classe d'interprétations associée, de manière syntaxique, au langage :
les interprétations de Herbrand (voir tableau 3.11). Ces interprétations per-
mettent d'interpréter les symboles par eux-mêmes. Tout d'abord, nous dé-
nissons inductivement l'ensemble T

[?] des termes fermés (termes ne conte-
nant pas de variables), aussi appelé univers de Herbrand de . A cette occa-
sion, la famille des listes de termes fermés de longueur nie
P
n2IN
L
n;
[?]
est aussi dénie. Similairement, l'ensemble At
;
[?] des atomes fermés est
déni inductivement comme l'ensemble des atomes obtenus à partir des élé-
ments de
P
n2IN
L
n;
[?], et est aussi appelé base de Herbrand de [. En-
n, l'ensemble des substitutions fermées S
?
[X] est déni comme l'ensemble
des applications de X vers T

[?] (cet ensemble correspond exactement à
T

[?]
X
). Nous supposons ici que la signature  contient au moins un sym-
bole fonctionnel d'arité nulle, noté f
0
h
(il s'agit de la constante de Herbrand,
qui est posée en axiome) an que les ensembles que nous venons de dénir
soient non vides
2
. L'interprétation de Herbrand des symboles fonctionnels
de  est alors dénie par l'interprétation, notée H, de domaine T

[?], qui
pour tout f 2  associe l'application f
H
: IL
ar(f)
[T

[?]] ! T

[?] dénie
par :
8f 2  8l 2 IL
ar(f)
[T

[?]] f
H
(l) = tfg(f; l
0
)
où tfg est l'unique constructeur de T

[?] et où l
0
est la transposition de l
dans L
ar(f);
[?]. Moins formellement, H permet d'interpréter les symboles
de fonction comme des constructeurs de termes. Toute interprétation de 
de domaine T

[?], basée sur H, est une interprétation de Herbrand de
. Un modèle de Herbrand d'un objet o (atome, requête, clause, ...) est une
interprétation de Herbrand de  [ qui est un modèle de o.
Prédicats sur la base de Herbrand
L'interprétation de Herbrand des symboles fonctionnels étant xée, il
semble possible de caractériser une interprétation de Herbrand, I, de  [
(objet fonctionnel), par un sous-ensemble de la base de Herbrand, déni par
un prédicat (I) sur At
;
[?], constitué de tous les atomes fermés dont I
est un modèle :
8a 2 At
;
[?] (j=
I
a) (I; a))
2. Dans [34], J.H. Gallier présente une discussion sur la nécessité de cette constante
dans la preuve du théorème de Herbrand.
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Cependant, les spécications de I et (I) sont de nature diérente :
I :
Y
q2
(IL
ar(q)
[T

[?]]! IB)
| {z }
Set
(I):At
;
[?]! Prop
| {z }
Type
Tandis que pour tout atome fermé a, et toute interprétation (de Herbrand)
I, la proposition I est un modèle de a est décidable :
8a 2 At
;
[?] (j=
I
a _ : j=
I
a)
si l'on ne connaît pas l'interprétation dont est issu un prédicat p quelconque
sur la base de Herbrand, la proposition p(a) n'est pas décidable (p(a)_:p(a)
n'est pas prouvable). Pour contourner ce problème, il faudra poser en hypo-
thèse de certains lemmes la décidabilité des prédicats sur la base de Her-
brand, ce qui revient à supposer que l'on sait construire une interprétation
de Herbrand à partir d'un prédicat sur la base de Herbrand (nous limiterons
évidemment l'emploi de cette hypothèse à cet usage). Le théorème de com-
plétude de la SLD-résolution s'obtiendra au prix de cette hypothèse (forte),
implicitement suggérée par l'identication Set/Type. Cette hypothèse est in-
dispensable. En eet, nous allons voir que l'identication d'une interprétation
de Herbrand avec un sous-ensemble de la base de Herbrand sert à établir des
propriétés sur l'opérateur T
P
associé à un programme P , et permettant de
dénir une sémantique par point xe. Cet opérateur est généralement déni
par une application de type :
(At
;
[?]! Prop)! (At
;
[?]! Prop)
Si P est un programme déni et p une interprétation de Herbrand (i.e. un
prédicat sur la base de Herbrand), alors T
P
(p) est un prédicat sur At
;
[?]
caractérisant les atomes fermés a tels que pour une clause c 2 P et pour une
substitution fermée  telle que a = c
+
, on ait :
8a
0
2 At
;
[X] a
0
2 c
 
) p(a
0
)
T
P
(p)(a) est vrai pour ces atomes. Toutefois, même si p est initialement
décidable, T
P
(p) n'est pas décidable. En eet, décider si un atome a est
satisfait par T
P
(p) revient à chercher une substitution fermée  et une clause
c
+
 c
 
telle que les atomes de c
 
soient satisfaits par p. Or, en considérant
les substitutions fermées comme des fonctions partielles, on sait seulement
décider si une substitution 
+
telle que 
+
c
+
= a et dom(
+
) = var(c
+
)
existe et 
+
correspond alors à la restriction de  aux variables de c
+
. Une fois

+
déterminée, il reste à décider s'il existe une substitution fermée 
 
telle
que dom(
 
) = var(
+
c
 
) et telle que les atomes de 
 

+
c
 
soient satisfaits
par T
P
(p). C'est précisément ce problème qui n'est pas décidable. En eet,
si l'on considère par exemple la signature 
IN
= f0; Sg, alors il se peut très
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Termes fermés (T

[?])
Mutual Inductive Ground_Term : Set :=
tfg : (f:fun)(glt (arity ar f)) -> Ground_Term
with glt : nat -> Set :=
nilg : (glt O) |
consg :(n:nat)Ground_Term -> (glt n) -> (glt (S n)).
Atomes fermés (At
;
[?])
Inductive Ground_Atom : Set :=
plg : (p:predic)(glt (arity_p p)) -> Ground_Atom.
Substitutions fermées (S
?
[X])
Definition Ground_subst : Set := var -> Ground_Term.
Constante de Herbrand (f
0
h
)
Parameter fh : fun.
Axiom ar_fh : (arity ar fh)=O.
Interprétation de Herbrand de  (H)
Definition f_hi : (f_i Ground_Term) :=
[f:fun][l:(LIST Ground_Term (arity ar f))]
(tfg f (LIST_to_glt (arity ar f) l)).
Interprétation de Herbrand de  [
hf_hi:(f_i Ground_Term),Ip:(p_i Ground_Term)i
Prédicat sur At
;
[?] associé à I ((I))
Definition MH:(p_i Ground_Term)->Ground_Atom->Prop :=
[Ip:(p_i Ground_Term)][a:Ground_Atom]
(at_valid Ground_Term f_hi Ip (Ground_to_atom a)).
Nature des spécications
I:(p_i Ground_Term):Set
(MH I):(Ground_Atom->Prop):Type
Tab. 3.11  Interprétations de Herbrand
bien que pour un prédicat p, une interprétation I = fp(m;n); (m;n) 2 Dg,
où D est une partie récursive de T

IN
[?]
2
, soit calculable mais que l'ensemble
fm 2 T

IN
[?];9n 2 T

IN
[?]; p(m;n)g ne soit pas calculable. C'est le cas, par
exemple, si p(m;n) est interprété par le m-ième programme termine en n
étapes. Enn, signalons que lorsque le programme est tel que chaque clause
c vérie var(c
 
)  var(c
+
), T
P
(p) est décidable si p est décidable : il sut
de vérier que chacun des atomes de c
 
vérie p.
Existence d'un modèle pour un ensemble ni de clauses de Horn
A toute interprétation, I, de  [ , est associée une interprétation de
Herbrand, H(I), dénie par :
 8f 2  f
H(I)
= f
H
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 8p 2  8l 2 IL
ar(p)
[T

[?]] p
H(I)
(l
H
) = p
I
(l
I
) (où l
I
correspond à
l'interprétation de la liste de termes fermés l)
On peut alors obtenir une preuve formelle du célèbre théorème :
Théorème 3.2 (Herbrand) Un ensemble ni de clauses de Horn admet
un modèle si et seulement si il admet un modèle de Herbrand.
L'étude de la satisabilité (i.e. l'existence de modèles) d'un ensemble de
clauses de Horn peut donc être restreinte aux seules interprétations syntaxi-
ques que constituent les interprétations de Herbrand. Cette restriction per-
met de considérer des propriétés sémantiques avec des moyens syntaxiques
mais cette propriété n'est plus vériée si l'on considère des formules logiques
quelconques (par exemple, la formule p(a)^9x:p(x) est satisable mais n'ad-
met pas de modèle de Herbrand). D'autre part, toutes les formules ne peuvent
s'écrire sous la forme d'une clause de Horn (c'est le cas, par exemple, pour
A_B). D'un point de vue sémantique, l'intérêt de la restriction aux clauses
de Horn provient du fait que tout ensemble de clauses de Horn possède un
plus petit modèle et vérie la propriété de fermeture pour l'intersection des
modèles.
Lemme 3.14 (Model intersection property [67]) Si S est un ensemble
de clauses de Horn et fM
i
g
i
un ensemble non vide de modèles de Herbrand
de S, alors \
i
M
i
est un modèle de Herbrand de S.
Dans [69], J.A. Makowsky montre que le fragment Hornien est le plus grand
sous-ensemble de la logique du premier ordre satisfaisant cette proprété.
Cette propriété est donc caractéristique des formules logiques qui peuvent
s'écrire sous forme de clauses de Horn. Par exemple, A _ B ne vérie pas
cette propriété puisque ffAg; fBgg est bien une paire de modèles de A _B
dont l'intersection (?) n'est pas un modèle.
Plus petit modèle de Herbrand d'un programme déni
La base de Herbrand de la signature  [  est un modèle de tout pro-
gramme déni construit sur cette signature, aussi, la propriété d'intersection
des modèles établit l'existence d'un plus petit modèle de Herbrand d'un pro-
gramme. Pour tout programme déni P , le plus petit modèle de Herbrand
de P , notéM
P
, est déni, par un prédicat sur la base de Herbrand, caracté-
risant les atomes fermés présents dans l'intersection de tous les modèles de
Herbrand de P (voir tableau 3.12) :
8P 2 P
;
[X]8a 2 At
;
[?]
((8I 2 I
;
[T

[?]] j=
I
P ) (I; a)))M
P
(a))
On montre que les atomes caractérisés parM
P
correspondent exactement à
ceux qui sont conséquences sémantiques du programme déni P .
Lemme 3.15 ([96]) 8a 2 At
;
[?] M
P
(a), h
p
(P ) j= c
r
(a; r
?
)
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Preuve. Soit a un atome fermé et I un modèle de P . PuisqueM
P
(a), pour
toute interprétation de Herbrand I
H
, j=
I
H
P implique (I
H
; a). De plus, I
est un modèle de P implique j=
H(I)
P , et on a donc (H(I); a). H(I) est par
conséquent un modèle de a. De plus, puisque a ne contient pas de variables,
on montre que I est aussi un modèle de a, ce qui prouve h
p
(P ) j= c
r
(a; r
?
).
Réciproquement, si h
p
(P ) j= c
r
(a; r
?
), alors I est un modèle de a et on a
(H(I); a) ce qui permet de conclure àM
P
(a). J
Opérateur de conséquence immédiate
Nous présentons à présent une caractérisation de cet ensemble en uti-
lisant la notion de point xe d'un opérateur : l'opérateur de conséquence
immédiate associé à un programme déni P , noté T
P
. Nous verrons que cet
opérateur, introduit par M.H. van Emden et R.A. Kowalski, fournit un lien
entre sémantique déclarative et sémantique opérationnelle des programmes
dénis. En utilisant l'identication d'une interprétation de Herbrand à un
sous-ensemble de la base de Herbrand, cet opérateur est généralement déni
inductivement par :
(T
P
) :
a 2 At
;
[?] p : At
;
[?]! Prop
 2 S
?
[X] c 2 P
c
+
= a 8a
0
2 c
 
p(a
0
)
T
P
(p; a)
Le lemme que nous formalisons à présent établit un lien entre les modèles de
Herbrand d'un programme déni P et son opérateur T
P
:
Lemme 3.16 Soit P un programme déni et I une interprétation de Her-
brand. I est un modèle de P si et seulement si T
P
((I))  (I). Plus for-
mellement :
j=
I
P , 8a 2 At
;
[?] (T
P
((I); a)) (I; a))
Preuve. ()). Soit I un modèle de Herbrand de P et a un atome fermé. Si
T
P
((I); a), alors pour une clause c 2 P et pour une substitution fermée 
telle que a = c
+
:
8a
0
2 At
;
[X] (a
0
2 c
 
) (I; a
0
))
Puisque j=
I
P , on a j=
I
c. I est donc un modèle de Herbrand de c. Soit v
une valuation sur T

[?], deux cas se présentent. Si (c
+
)
I
(v) = a
I
(v) = true,
alors (I; a) et on peut conclure. Sinon, (c
 
)
I
(v) = true et alors on a :
^
(c
 
)
I
(v) = false
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ce qui contredit l'hypothèse T
P
((I); a).
((). Soit I une interprétation de Herbrand telle que T
p
((I))  (I). I est
un modèle de P si, pour chaque clause c de P , j=
I
c, ce qui peut s'écrire :
8v 2 T

[?]
X
(
f
c
 
I
(v) = true) (c
+
)
I
(v) = true)
autrement dit :
8v 2 T

[?]
X
((8a 2 At
;
[X] a 2 c
 
) a
I
(v) = true)) (c
+
)
I
(v) = true)
c'est à dire :
8v 2 T

[?]
X
((8a 2 At
;
[X] a 2 c
 
) (I; v(a))) ) (c
+
)
I
(v) = true)
L'hypothèse T
p
((I))  (I) permet alors de conclure. J
An d'alléger les notations, étant donnés deux prédicats p
1
et p
2
sur un
ensemble quelconque A, nous écrirons par la suite p
1
 p
2
pour exprimer
8x 2 A p
1
(x)) p
2
(x).
Points xes de T
P
La sémantique formelle d'un langage de programmation peut être dénie
en terme de plus petite solution d'une équation de point xe. En program-
mation logique, la sémantique de point xe est identiée à la plus petite
solution de l'équation de point xe I = T
P
(I). Lorsque T
P
(p)  p, p est
appelé un pré-point xe de T
P
. Aussi, pour caractériser les modèles de
Herbrand d'un programme déni P , nous allons utiliser les propriétés sur
les points xes de son opérateur associé T
P
. En eet, fAt
;
[?]! Propg
ordonné par l'inclusion ensembliste formant un treillis complet sur lequel
T
P
est un opérateur continu, T
"!
P
correspond au plus petit point xe de T
P
et
peut donc être obtenu par approximations successives (théorèmes de Kleene,
Knaster et Tarski [95] présentés dans le chapitre 1 et formalisés en annexe A)
en ! étapes. Nous montrons donc les lemmes suivants.
Lemme 3.17 T
P
est un opérateur continu.
Preuve. D'après le lemme 1.5, il sut de montrer que T
P
est : (i) monotone
et (ii) nitaire. (i) Soit p
1
et p
2
deux prédicats sur la base de Herbrand, tels
que p
1
 p
2
et c
+
un atome fermé caractérisé par T
P
(p
1
). Par dénition,
les atomes a de c
 
vérient p
1
(a). Aussi, p
2
(a) est vérié pour ces atomes
et il vient T
P
(p
2
; c
+
). On a donc T
P
(p
1
)  T
P
(p
2
) et T
P
est donc bien un
opérateur monotone. (ii) Soit (p
n
)
n0
une suite croissante de parties de la
base de Herbrand et c
+
un atome fermé tel que T
P
(
S
n0
p
n
; c
+
). Par
dénition, on a :
8a 2 At
;
[X] (a 2 c
 
) (
[
n0
p
n
)(a))
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Puisque (p
n
)
n0
est une suite croissante, c'est que pour un naturel k, on a :
8a 2 At
;
[X] (a 2 c
 
) p
k
(a))
et on a alors T
P
(p
k
; c
+
) ce qui permet de conclure à :
(
[
n0
T
P
(p
n
))(c
+
)
T
P
est donc bien un opérateur nitaire. J
Puisque T
P
est un opérateur continu et puisque M
P
est déni comme
l'intersection de tous les modèles de Herbrand de P , qui sont, d'après le
lemme 3.16, les parties closes par T
P
, nous souhaiterions établir l'égalité
M
P
= Ind(T
P
) = T
"!
P
. Cependant, alors que l'identication d'une interpré-
tation de Herbrand à un sous-ensemble de la base de Herbrand caractérisé
par un prédicat, permet facilement de formaliser le prédicatM
P
, l'opérateur
T
P
et ses points xes, cette identication rend indécidable la proposition
cette interprétation est un modèle de cet atome fermé nécessaire dans cer-
taines preuves et alors posée en hypothèse. Le théorème de caractérisation
qui suit fait appel à une telle hypothèse.
Théorème 3.3 ([96]) Sous l'hypothèse :
8p 2 At
;
[?]! Prop 8a 2 At
;
[?] p(a) _ :p(a)
on aM
P
= Ind(T
P
) = T
"!
P
.
Preuve. Soit a un atome fermé tel queM
P
(a). Par dénition, tout modèle
I de P est aussi un modèle de a. Soit p un prédicat sur At
;
[?] caractérisant
une partie close par T
P
de la base de Herbrand et I l'interprétation dont
p est issue, c'est à dire l'interprétation I telle que (I) = p (l'hypothèse
de décidabilité est utilisée pour construire I). D'après le lemme 3.16, on a
(I; a). Réciproquement, soit I un modèle de Herbrand de P . (I) caractérise
une partie close par T
P
et toujours d'après le lemme 3.16, nous pouvons
conclure. La partie Ind(T
P
) = T
"!
P
de l'égalité est prouvée en utilisant le
théorème 1.2. J
Ensemble des succès d'un programme déni
L'ensemble des succès d'un programme constitue la contre-partie opé-
rationnelle du plus petit modèle de Herbrand de ce programme (voir ta-
bleau 3.12) et est déni comme l'ensemble des atomes fermés admettant une
réfutation (i.e. l'ensemble des atomes à partir desquels on peut construire
une dérivation se terminant par la requête vide). Les atomes de cet ensemble
sont caractérisés par un prédicat, noté S
P
, sur At
;
[?]. Nous cherchons à
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M
P
Definition Mp : program -> Ground_Atom -> Prop :=
[p:program][a:Ground_Atom]
((Ip:(p_i Ground_Term))
(P_valid Ground_Term f_hi Ip p) -> (MH Ip a)).
Opérateur T
P
Inductive Tp [p:program;Ip:(Ground_Atom->Prop);a:Ground_Atom]
:Prop := Tpi: (c:clause)(v:Ground_subst)
(IS_IN_P c p)->(a=(Gsubst_at v (head_c c)))->
((a0:atom)(IS_IN_R a0 (body_c c))->(Ip (Gsubst_at v a0)))
->(Tp p Ip a).
S
P
Inductive Success [p:program;a:Ground_Atom]:Prop :=
scs:(d:deriv)
(p_deriv d)=p->(Deriv_ok d)->
(Fst (state_init_d d))=tv->(Snd (state_init_d d))=
(cons_req (Ground_to_atom a) true_req)->
(Snd (state_end_d d))=true_req-> (Success p a).
Tab. 3.12 M
P
, T
P
et S
P
établir la correspondance entre M
P
et S
P
. Ce résultat est classique [7], et
est prouvé par induction. Cependant, une partie de cette preuve est usuel-
lement omise : il s'agit de l'étape de combinaison de dérivations. Cette
opération est délicate et la manière dont elle est eectuée est toujours passée
sous silence. Il s'agit pourtant d'un véritable calcul, puisque plusieurs re-
nommages (des variables mises en jeu dans les dérivations) sont nécessaires
an de garantir les conditions de séparation des variables dans la dérivation
nale. La formalisation de cette opération requiert les deux lemmes présentés
dans le paragraphe suivant.
Renommages et combinaisons de dérivations
An de pouvoir combiner des dérivations, tout en conservant les condi-
tions de séparation des variables, il est nécessaire de pouvoir renommer les
variables utilisées lors d'une dérivation. C'est ce que permet le lemme sui-
vant, inspiré d'un lemme similaire présenté dans [5] et dû à J.W. Lloyd et
J.C. Shepherdson [68].
Lemme 3.18 (Variant lemma) Soit ` une liste nie de symboles de va-
riable et d
1
la dérivation s
id
:R

!
P

1
:R
1
satisfaisant P
ID
. Il existe une
dérivation d
2
: s
id
:R

!
P

2
:R
2
, satisfaisant P
ID
, telle que #(d
2
) \ ` = ?. De
plus, pour une substitution s
r
telle que dom(s
r
)  var(R
2
), on a R
1
= s
r
R
2
.
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Preuve. Induction sur d
1
.
 Pour s
id
:R
n;r
1
;C
!
P

1
:
1
R[n r
1
C
 
]
Soit r
2
une substitution de renommage satisfaisant le prédicat P
R
et telle
que (var(R)[ `)\ range(r
2
) = ? (cette substitution est obtenue facilement
puisque X est indexé sur IN). Nous pouvons construire une substitution 
vériant :
8x 2 C r
2
x = 
1
r
1
x (i.e. r
2
C = 
1
r
1
C)
Par hypothèse, on a :

1
R
=n
= 
1
r
1
C
+
(3.6)
Aussi, la substitution :
x:( si x 2 R alors 
1
(x) sinon (x))
est un unicateur de R
=n
et r
2
C
+
qui admettent alors un unicateur princi-
pal 
2
. Nous pouvons donc construire la dérivation :
s
id
:R
n;r
2
;C
!
P

2
:
2
R[n r
2
C
 
]
Nous cherchons à présent à construire une substitution s
r
telle que :

1
R[n r
1
C
 
] = s
r

2
R[n r
2
C
 
]
Tout d'abord, on montre qu'il existe une substitution de renommage r
C
satisfaisant :
r
1
C = r
C
r
2
C et dom(r
C
)  var(r
2
C) (3.7)
Par conséquent, par dénition des conditions de renommage imposées par le
prédicat P
ID
, il vient :
r
C
R = R (3.8)
L'équation (3.6) permet alors d'établir 
1
r
C
R
=n
= 
1
r
1
C
+
, et d'après (3.7),
nous avons 
1
r
C
R
=n
= 
1
r
C
r
2
C
+
, ce qui permet de considérer 
1
r
C
comme
un unicateur de R
=n
et r
2
C
+
. 
2
étant l'unicateur principal de ces deux
atomes, il vient 
2
6 
1
r
C
. Il existe donc une substitution s
r
telle que :
s
r

2
= 
1
r
C
(3.9)
En considérant la restriction de s
r
aux variables présentes dans la requête

2
R[n r
2
C
 
], nous pouvons conclure puisque :

1
R[n r
1
C
 
] = 
1
R[n r
C
r
2
C
 
] (3.7)
= 
1
r
C
R[n r
2
C
 
] (3.8)
= s
r

2
R[n r
2
C
 
] (3.9)
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 Pour s
id
:R

!
P
:R
1
n;r
1
;C
!
P

1
:
1
R
1
[n r
1
C
 
]
Par hypothèse d'induction, il existe une dérivation d
I
: s
id
:R

!
P
:R
2
et pour
une substitution 
I
telle que :
dom(
I
)  var(R
2
) (3.10)
on a :
R
1
= 
I
R
2
(3.11)
Soit r
2
une substitution de renommage satisfaisant P
R
(r
2
) et telle que :
(var(R) [ #(d
I
) [ `) \ range(r
2
) = ?
Nous pouvons construire une substitution de renommage r
C
vériant :
dom(r
C
)  var(r
2
C) (3.12)
r
1
C = r
C
r
2
C (3.13)
D'après (3.10), toutes les variables du domaine de 
I
apparaissent dans R
2
et, d'après le lemme 3.5 et la dénition de r
2
, n'apparaissent pas dans r
2
C
(i.e. dans le domaine de r
C
). Aussi, nous avons :
dom(
I
) \ dom(r
C
) = ?
Toujours d'après (3.10), il vient :
dom(
I
) \ var(r
2
C) = ? (3.14)
et d'après (3.12), on obtient :
dom(r
C
) \ var(R
2
) = ?
On peut alors dénir la substitution :
r
X
: = x:
0
B
B
B
B
@
si x 2 dom(
I
)
alors 
I
(x)
sinon
0
@
si x 2 dom(r
C
)
alors tv(r
C
(x))
sinon tv(x)
1
A
1
C
C
C
C
A
D'après (3.14), il vient :
r
X
r
2
C = r
C
r
2
C (3.15)
De plus, d'après (3.12), on a :
r
X
R
2
= 
I
R
2
(3.16)
Enn, par hypothèse, 
1
R
1
=n
= 
1
r
1
C
+
et les équations (3.11) et (3.13)
permettent d'établir 
1
r
X
R
2
=n
= 
1
r
C
r
2
C
+
. D'après l'égalité (3.15), il vient
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alors 
1
r
X
R
2
=n
= 
1
r
X
r
2
C
+
. R
2
=n
et r
2
C
+
sont donc uniables et admettent
alors un unicateur principal 
2
tel que 
2
6 
1
r
X
. Il existe donc une sub-
stitution  telle que :

2
= 
1
r
X
(3.17)
Nous sommes maintenant en mesure de construire la dérivation :
s
id
:R

!
P
:R
2
n;r
2
;C
!
P

2
:
2
R
2
[n r
2
C
 
]
Enn, les deux états dérivés sont reliés comme suit :

1
R
1
[n r
1
C
 
] = 
1
R
1
[n r
C
r
2
C
 
] (3.13)
= 
1
R
1
[n r
X
r
2
C
 
] (3.15)
= 
1
(
I
R
2
)[n r
X
r
2
C
 
] (3.11)
= 
1
(r
X
R
2
)[n r
X
r
2
C
 
] (3.16)
= 
1
r
X
R
2
[n r
2
C
 
]
= 
2
R
2
[n r
2
C
 
] (3.17)
ce qui permet de conclure. J
Ce lemme permet alors de prouver le lemme suivant, énoncé dans [7].
Lemme 3.19 (Combinaison de dérivations) Soit P un programme, R
une requête non vide et  une substitution fermée. Si tous les atomes présents
dans R appartiennent à l'ensemble des succès de P , alors il existe une
dérivation s
id
:R

!
P
:r
?
satisfaisant P
ID
.
Preuve. La preuve est obtenue par induction sur la requête R. Le cas
R = r
?
contredit l'hypothèse. Pour R = c
r
(a; r), par hypothèse d'induction,
si r 6= r
?
et si tous les atomes présents dans r appartiennent à S
P
, alors il
existe une dérivation s
id
:r

!
P

I
:r
?
. De plus, par hypothèse, on a :
8a
0
2 At
;
[X] (a
0
2 c
r
(a; r)) S
P
(a
0
)) (3.18)
Deux cas sont possibles. Si r = r
?
, alors puisque a 2 c
r
(a; r), d'après (3.18),
il vient S
P
(a) et par dénition, il existe une dérivation s
id
:a

!
P
:r
?
.
Sinon (r 6= r
?
), par hypothèse d'induction, il existe une dérivation :
d
1
: s
id
:r

!
P

I
:r
?
De plus, d'après (3.18), on a S
P
(a) et il existe alors une dérivation :
d
2
: s
id
:a

!
P

H
:r
?
Puisque  est une substitution fermée, on peut prouver par induction sur d
1
que :
d
3
: s
id
:c
r
(a; r)

!
P

I
:a
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est une dérivation satisfaisant P
ID
. Par ailleurs, à partir de d
2
, et en appli-
quant le lemme 3.18, on peut construire une dérivation :
d
4
: 
I
:a

!
P

R
:r
?
telle que #(d
4
) \ #(d
3
) = ?. On montre alors, par induction sur d
4
, que :
d
5
: 
I
:a

!
P

R

I
:r
?
est une dérivation satisfaisant P
ID
. Les hypothèses de séparation des va-
riables étant à présent satisfaites, on peut maintenant concaténer les deux
dérivations d
3
et d
5
pour obtenir la dérivation s
id
:c
r
(a; r)

! :r
?
ce qui
permet de conclure. J
Complétude de la SLD-résolution
Nous pouvons à présent formaliser la preuve du théorème de complé-
tude de la SLD-résolution. En eet, le lemme 3.19 nous permet de relier les
prédicatsM
P
et S
P
.
Lemme 3.20
1. 8a 2 At
;
[?] S
P
(a))M
P
(a) (i:e S
P
M
P
)
2. Sous l'hypothèse
8p 2 At
;
[?]! Prop 8a 2 At
;
[?] p(a) _ :p(a)
on a 8a 2 At
;
[?] M
P
(a)) S
P
(a) (i:e:M
P
 S
P
).
Preuve. (1). Soit a un atome fermé tel que S
P
(a). Par dénition, il existe
une dérivation s
id
:a

!
P
:r
?
. D'après le théorème de validité, on a h
p
(P ) j=
c
r
(a; r
?
) et puisque a = a (a étant fermé), il vient h
p
(P ) j= c
r
(a; r
?
). Le
lemme 3.15 permet alors de conclure àM
P
(a).
(2). Soit a un atome fermé tel que M
P
(a). D'après le théorème 3.3, on a
T
"!
P
(a). Par dénition, pour un naturel k, on a T
"k
P
(a) et il sut alors de
prouver :
8k 2 IN 8a 2 At
;
[?] (T
"k
P
(a)) S
P
(a))
Nous procédons par induction sur k.
Pour k = 0, puisque T
"0
P
= ?, l'hypothèse T
"0
P
(a) induit une contradiction.
Pour k = n+ 1, par hypothèse d'induction, on a :
8a 2 At
;
[?] (T
"n
P
(a)) S
P
(a))
Par hypothèse, T
"k
P
(a) et donc T
P
(T
"n
P
; a). Par conséquent, pour une clause
c 2 P et pour une substitution fermée  telle que a = c
+
, on a :
8a
0
2 At
;
[X] (a
0
2 c
 
) T
"n
P
(a
0
))
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Par hypothèse d'induction, il vient :
8a
0
2 At
;
[X] (a
0
2 c
 
) S
P
(a
0
))
Puisque  est fermée, il existe une substitution fermée  et une substitution
de renommage r, telle que P
R
(r), qui renomme toutes les variables de c et
seulement ces variables et satisfaisant :
8x 2 c x = rx (i:e: c = rc) (3.19)
Considérons maintenant, la restriction de  aux variables de rc
+
, notée 
+
.
Puisque, par dénition, a = c
+
, nous pouvons construire la dérivation :
s
id
:a
0;r;c
!
P

+
:
+
rc
 
(3.20)
Deux cas sont possibles. Si c
 
= r
?
, alors d'après (3.20), on a S
P
(a) ce
qui permet de conclure. Sinon, si c
 
6= r
?
, alors le lemme 3.19 permet de
construire la dérivation s
id
:c
 

!
P
:r
?
. D'autre part, d'après (3.19), il
existe une dérivation s
id
:rc
 

!
P
:r
?
. Le lemme 3.18 permet alors de
construire la dérivation :
s
id
:rc
 

!
P

0
:r
?
(3.21)
telle qu'aucune variable présente dans rc n'apparaît dans l'image d'une sub-
stitution de renommage utilisée lors de la dérivation (3.21). Considérons
maintenant la restriction de  aux variables de rc
 
, notée 
 
, il vient
rc = 
 

+
rc. A partir de (3.21), on peut donc construire la dérivation
s
id
:
 

+
rc
 

!
P

0
:r
?
et en appliquant le lemme de généralisation, on
obtient s
id
:
+
rc
 

!
P

1
:r
?
ce qui permet de construire la dérivation :

+
:
+
rc
 

!
P

1

+
:r
?
En combinant (3.20) avec cette dérivation, il vient :
s
id
:a

!
P

1

+
:r
?
ce qui permet de conclure à S
P
(a). J
Grâce au lemme de généralisation, nous sommes enn en mesure de forma-
liser la preuve du théorème de complétude (voir tableau 3.13) :
Théorème 3.4 (Completeness) Soit P un programme déni, R une re-
quête non vide et  une solution pour R. Sous l'hypothèse
8p 2 At
;
[?]! Prop 8a 2 At
;
[?] p(a) _ :p(a)
il existe une dérivation s
id
:R

!
P
:r
?
satisfaisant P
ID
.
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Lemma completeness : (r:request)(s:subst)(p:program)
((pi:Ground_Atom -> Prop)(a:Ground_Atom){(pi a)}+{~(pi a)}) ->
~(r=true_req)->
->(semantic_csq (hp p) (subst_req s r))->
(Ex [d:deriv]((Deriv_ok d) /\ (p_deriv d)=p /\
(Fst (state_init_d d)) = tv /\ (Snd (state_init_d d)) = r /\
(Snd (state_end_d d)) = true_req )).
Tab. 3.13  Complétude de la SLD-résolution
Preuve. Par dénition, puisque la substitution  est une solution pour la
requête R, on a h
p
(P ) j= R. Soit 
H
la substitution x:f
0
h
(constante de
Herbrand). D'après le lemme 3.10, on a h
p
(P ) j= 
H
R, et par dénition, il
vient :
8a 2 R h
p
(P ) j= c
r
(
H
a; r
?
)
Aussi, d'après le lemme 3.15, on a :
8a 2 R M
P
(
H
a)
A partir du lemme 3.20, on obtient :
8a 2 R S
P
(
H
a)
et le lemme 3.19 permet de construire la dérivation :
s
id
:
H
R

!
P
:r
?
Le lemme 3.18 permet de renommer cette dérivation et d'obtenir :
s
id
:
H
R

!
P

0
:r
?
(3.22)
où aucune variable apparaissant dans l'image d'une substitution de renom-
mage utilisée lors de (3.22) n'est présente dans R. Nous pouvons alors ap-
pliquer le lemme de généralisation en considérant la restriction de 
H
 aux
variables de R, et obtenir la dérivation :
s
id
:R

!
P
:r
?
qui permet de conclure. J
A propos du lien entre solution et réponse
Le théorème de complétude formalisé ici ne relie pas la réponse construite
avec la solution. En eet, ce lien est généralement obtenu en menant le tour
de passe-passe suivant :
[5] (...) Let x
1
; : : : ; x
n
be the variables of N . Enrich the language
of P by adding new constants a
1
; : : : ; a
n
and let  be the substi-
tution fx
1
=a
1
; : : : ; x
n
=a
n
g (...) there exists an SLD-refutation of
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P [fNg (...). By textually replacing in this refutation a
i
by x
i
,
for i = 1; : : : ; n (...).
Ces opérations sont dicilement formalisables à partir de nos dénitions (qui
ne permettent ni l'ajout de constantes à la signature , ni la construction de
substitutions de constantes par des variables). Il semblerait que ce problème
puisse être contourné en formalisant l'approche développée dans [13, 29, 30,
31] pour la sémantique déclarative des programmes dénis, correspondant
à la S-sémantique et autorisant la présence de variables dans la base de
Herbrand, capturant ainsi de manière plus ne la sémantique opérationnelle
des programmes dénis.
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Chapitre 4
SLD preuves innies
Tandis que les résultats classiques de la programmation logique, formali-
sés dans le chapitre précédent, concernent principalement la sémantique des
calculs nis (i.e. fournissent une caractérisation des objets que l'on peut obte-
nir avec des dérivations nies), certains programmes logiques peuvent donner
lieu à des dérivations innies pour lesquelles ces résultats ne s'appliquent pas.
Toutefois, certains objets sont, par nature, innis et les programmes dénis
qui permettent de les construire, même s'ils ne terminent pas, eectuent bien
un calcul utile en un certain sens. Par exemple, le programme permettant
de construire la liste (innie) des entiers naturels consécutifs à partir d'un
certain rang s'écrit :
P = fLN(x; [xjl]) LN(S(x); l)g (4.1)
En eet, pour tout entier naturel k, on peut construire une dérivation innie
à partir de la requête LN(k; l) qui fournit à chaque étape i une approximation
[k; S(k);    ; S
i 1
(k)jl
i
] de la liste des entiers naturels consécutifs à partir de k
(voir tableau 4.1). Cependant, toutes les dérivations innies ne correspondent
pas nécessairement à la construction d'un tel objet : certaines dérivations
fuient. C'est typiquement le cas avec le programme :
P = fp(x) p(x) ; q(f(x)) g (4.2)
qui, à partir de la requête p(z), donne lieu à la dérivation innie :
p(z)

1
=
2
4
x
1
z
3
5
 !
P
p(z)

2
=
2
4
x
2
z
3
5
 !
P
  

i
=
2
4
x
i
z
3
5
 !
P
p(z)

i+1
=
2
4
x
i+1
z
3
5
 !
P
   (4.3)
Si, à première vue, cette dérivation semble n'eectuer aucun calcul utile
(elle ne construit aucun objet), l'identication dérivation  preuve peut
conduire à interpréter la dérivation (4.3) comme une preuve innie portant
sur un objet ni (une preuve de 8x p(x) par exemple).
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LN(k; l)
# 
1
=

x
1
l
k [kjl
1
]

LN(S(k); l
1
)
# 
2
=

x
2
l
1
S(k) [S(k)jl
2
]

LN(S
2
(k); l
2
)
#
.
.
.
#
LN(S
i 1
(k); l
i 1
)
# 
i
=

x
i
l
i 1
S
i 1
(k) [S
i 1
(k)jl
i
]

LN(S
i
(k); l
i
)
#
.
.
.
Tab. 4.1  Construction de la liste des entiers consécutifs  k
D'un point de vue plus théorique, l'étude des dérivations innies est né-
cessaire si l'on veut donner un sens à tous les atomes de la base de Herbrand
At
;
[?]. En eet, nous avons vu que le plus petit modèle de Herbrand d'un
programme P , noté M
P
, coïncide avec l'ensemble des succès de P , noté
S
P
, et correspond exactement au plus petit point xe de l'opérateur T
P
de
2
At
;
[?]
dans 2
At
;
[?]
, associé à P .
M
P
= T
"!
P
=
[
n0
T
"n
P
= lfp(T
P
) = S
P
D'autre part, le complément de T
#!
P
= \
n0
T
n
P
(At
;
[?]) dans la base de
Herbrand correspond exactement à l'ensemble des échecs nis de P . L'étude
des dérivations innies semble donc nécessaire pour décrire les atomes de
T
#!
P
nT
"!
P
. Aussi, les dérivations innies apparaissent naturellement dans la
littérature consacrée à la programmation logique lors de l'étude de la séman-
tique de la négation. Une propriété classique, introduite par J.L. Lassez et
M.J. Maher [65], concerne l'équité d'une dérivation. Dans sa forme la plus
simple, cette propriété est dénie comme suit.
Dénition 4.1 (Equité [67]) Une dérivation est équitable si elle échoue
ou si pour tout atome A y apparaissant, A ou l'un de ses résidus (i.e. une
version instanciée de A) est sélectionné en un nombre ni d'étapes.
Cette propriété est qualiée de propriété innitaire puisque l'équité d'une
dérivation ne peut être établie en temps ni. Il est possible de montrer
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qu'un atome à partir duquel on peut construire une dérivation équitable
qui n'échoue pas ne peut être la racine d'un d'arbre SLD d'échec. L'équité
sert, par exemple, à montrer le lemme suivant ([A] désigne l'ensemble des
instances fermées de A dans At
;
[?]) :
Lemme 4.1 ([5]) Soit P un programme déni et G le but A
1
;    ; A
m
. Si
il existe une (SLD-)dérivation innie équitable à partir de G dont la séquence
d'unicateurs est 
0
; 
1
;   , alors :
8k  0 9n  0
[
16i6m
[
n
   
0
A
i
]  T
#k
P
4.1 Calculabilité à l'inni
Plusieurs approches ont été proposées pour prendre en compte les dériva-
tions innies engendrées par un programme à partir d'une requête. Les plus
connues reposent sur la notion de plus grand point xe d'un opérateur T
P
associé au programme sur et dans une base de Herbrand complétée com-
portant des éléments éventuellement innis. La présence d'éléments innis
dans l'univers du discours est généralement motivée par le fait qu'une dériva-
tion innie doit calculer un objet inni (si tel n'est pas le cas, la dérivation
innie n'est pas considérée et résulte d'un mauvais programme), il s'agit
alors seulement de donner une caractérisation déclarative des objets innis
calculables à l'inni par les SLD-dérivations. D'autre part, les complétions
proposées pour la base de Herbrand visent à obtenir l'égalité gfp(T
P
) = T
#!
P
.
Mais si le domaine de l'opérateur T
P
ne contient pas d'éléments innis, cette
égalité n'est pas vériée pour tous les programmes. Considérons, par exemple,
le programme :
P = fp(0) q(x) ; q(S(x)) q(x)g (4.4)
Si le domaine de l'opérateur T
P
est l'ensemble des parties de la base de
Herbrand At
;
[?], alors on a :
T
#!
P
=
\
n0
T
#n
P
=
\
n0
0
@
[
in
fq(S
i
(0))g [ fp(0)g
1
A
= fp(0)g
et il vient T
P
(T
#!
P
) = ? = gfp(T
P
). Il existe toutefois certains programmes
pour lesquels l'égalité gfp(T
P
) = T
#!
P
est vériée lorsque le domaine de T
P
est
2
At
;
[?]
. Cette classe de programmes, appelés programmes canoniques, a été
étudiée par J. Jaar et P.J. Stuckey [48, 49]. Si, par contre, on considère un
domaine complété satisfaisant de bonnes propriétés et pouvant contenir
des éléments innis, alors il vient :
T
#!
P
=
T
n0
T
#n
P
=
T
n0
 
S
in
fq(S
i
(0))g [ fp(0); q(S
!
)g
!
= fp(0); q(S
!
)g = gfp(T
P
)
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Aussi, les caractérisations des objets calculés lors d'une dérivation innie,
utilisant la notion de plus grand point xe, s'obtiendront en complétant
la base de Herbrand de manière à disposer d'atomes innis. La nouvelle
base de Herbrand complétée, notée At
C
;
[?], peut être obtenue en utili-
sant diérentes techniques de complétions : la plus classique, proposée par
M.A. Nait Abdallah [2], correspond à la complétion métrique, tandis que
W.G. Golson [38] utilise une complétion par idéaux qui permet de munir
la base de Herbrand complétée d'une structure de Cpo (complete partial
order). Les ensembles ainsi complétés satisfont de bonnes propriétés qui
permettent d'établir la #-continuité d'un opérateur T
P
. Le théorème 1.4 per-
met alors d'établir gfp(T
P
) = T
#!
P
. Comme nous le verrons, une des critiques
adressées à l'approche métrique provient de l'incomplétude de la sémantique
proposée. Aussi, nous présenterons dans ce paragraphe les travaux de J. Hein
qui tente de contourner ce problème d'incomplétude. Nous évoquerons aussi
la programmation logique avec contraintes sur le domaine des arbres in-
nis. Toutes les approches présentées dans ce paragraphe pour caractériser les
atomes innis calculés par une dérivation, en utilisant une notion de plus
grand point xe d'un opérateur associé au programme, sont incomplètes : il
existe des atomes innis présents dans l'ensemble dénoté par le programme
qui ne sont pas constructibles par une dérivation. Pour nir, nous présente-
rons donc une approche basée sur la notion de fermeture topologique du plus
petit point xe d'un opérateur T
P
qui, de manière intuitive, semble mieux
capturer la notion de calculabilité à l'inni, en considérant les objets in-
nis eectivement construits comme la limite d'une suite d'approximations.
Hélas, nous verrons que cette approche est aussi incomplète.
4.1.1 Approche métrique
L'approche métrique a été introduite par M.A. Nait Abdallah [2, 3] en
1984 et reprise ensuite par J.W. Lloyd dans [67]. Il s'agit d'une généralisation
de la sémantique opérationnelle des programmes dénis (i.e. de l'ensemble
des succès) aux atomes innis basée sur une notion de distance.
Dénition d'un espace métrique
Un terme peut être représenté par un arbre en numérotant les arcs issus de
chaque noeud de gauche à droite à partir de 1. On accède alors à un noeud
de l'arbre en parcourant un chemin qui dénit un mot de IN
?
. Un terme t
est donc déni par un ensemble de mots, l'ensemble O(t) des occurrences
de t (parfois appelé domaine de l'arbre t), et peut ainsi être vu comme une
fonction partielle t : O(t)  IN
?
!  [X.
Dénition 4.2 (Termes) Un terme t est une fonction partielle de IN
?
dans
 [X telle que :
1. 8u; v 2 IN
?
uv 2 O(t)) u 2 O(t) (fermeture préxe)
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1
2
3
21
aa
a a
f
g
Fig. 4.1  Représentation du terme f(a; g(a; a); a)
2. 8u 2 IN
?
, si u 2 O(t) et ar(t(u)) = m, alors 8i 2 INnf0g, si i 6 m
alors ui 2 O(t), sinon ui 62 O(t).
Par exemple, le domaine (i.e l'ensemble des occurrences) du terme t =
f(a; g(a; a); a), représenté sur la gure 4.1, est O(t) = f"; 1; 2; 3; 21; 22g, où
" désigne le mot vide. La représentation par extension de ce terme est donc
l'ensemble des couples :
f("; f); (1; a); (2; g); (3; a); (21; a); (22; a)g
Un terme (i.e. un arbre) t est ni si et seulement si O(t) est ni. Pour un
terme t et un entier n, on dénit un opérateur de troncature (à la profon-
deur n) 
n
par :

n
(t) = t
j
n
(O(t))
où t
jE
est la restriction de t à E et où :

n
(O(t)) = fu 2 O(t); lg(u) 6 ng
Cet opérateur va permettre de munir l'ensemble des arbres (i.e. des termes)
d'une fonction de distance. Rappelons qu'étant donné un ensemble E, une
fonction d : E
2
! IR
+
dénit une distance sur E si elle vérie les trois
propriétés suivantes :
8(x; y) 2 E
2
d(x; y) = 0, x = y
8(x; y) 2 E
2
d(x; y) = d(y; x)
8(x; y; z) 2 E
3
d(x; z) 6 d(x; y) + d(y; z)
L'ensemble sur lequel est dénie une telle fonction est un espace métrique.
De plus, si la fonction de distance vérie la propriété :
8(x; y; z) 2 E
3
d(x; z) 6 max(d(x; y); d(y; z))
on dit que d est ultra-métrique.
Dénition 4.3 (Distance sur les termes) La distance entre deux termes
t
1
et t
2
est dénie par :
d(t
1
; t
2
) =
(
0 si t
1
= t
2
1
2
inffnj
n
(t
1
)6=
n
(t
2
)g
sinon
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Proposition 4.1 ([22]) L'ensemble des termes muni de la fonction de dis-
tance d est un espace (ultra-)métrique.
Preuve. Etant donnés deux termes t
1
et t
2
, on a clairement d(t
1
; t
2
) =
0, t
1
= t
2
et d(t
1
; t
2
) = d(t
2
; t
1
). Soit t
3
un troisième terme tel que :
d(t
1
; t
2
) =
1
2
n
d(t
1
; t
3
) =
1
2
m
d(t
3
; t
2
) =
1
2
k
Par dénition, on a 
m 1
(t
1
) = 
m 1
(t
3
) et 
k 1
(t
3
) = 
k 1
(t
2
). En posant
i = min(m; k), il vient 
i 1
(t
1
) = 
i 1
(t
3
) = 
i 1
(t
2
). On a donc i 6 n et on
peut conclure puisque :
d(t
1
; t
2
) =
1
2
n
6
1
2
min(m;k)
6
1
2
n
+
1
2
k
= d(t
1
; t
3
) + d(t
3
; t
2
)
En remarquant que :
1
2
min(m;k)
= max(
1
2
m
;
1
2
k
)
on peut établir que d dénit une distance ultra-métrique puisque d vérie
alors la propriété d(t
1
; t
2
) 6 max(d(t
1
; t
3
); d(t
3
; t
2
)). J
D'autre part, l'ensemble T
1

[X] des termes, nis et innis, correspond à la
complétion métrique de T

[X] puisque l'on montre que :
Proposition 4.2 ([22]) (T
1

[X]; d) est un espace métrique complet.
Interprétations de Herbrand
La fonction de distance sur les termes est étendue aux atomes. La base
de Herbrand At
C
;
[?] considérée correspond à la complétion métrique de
At
;
[?] : At
C
;
[?] est obtenu en complétant At
;
[?] par ajout des li-
mites des suites de Cauchy
1
de At
;
[?]. Une interprétation de Herbrand
est maintenant un sous-ensemble de At
C
;
[?]. On obtient ainsi un univers
du discours, muni d'une structure d'espace métrique complet, comportant
des éléments innis. Le domaine et le co-domaine de l'opérateur T
P
associé
à un programme P sont étendus à 2
At
C
;
[?]
. Cet opérateur est "-continu et
#-continu et vérie donc :
lfp(T
P
) = T
"!
P
gfp(T
P
) = T
#!
P
1. Une suite (u
n
)
n0
est une suite de Cauchy si :
8" > 0 9N 8p 8q (p > N ^ q > N)) d(u
p
; u
q
) < "
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Sémantique des dérivations innies
Etant donnée une dérivation d (potentiellement innie) :
R
0
C
1
;
1
!
P
R
1
C
2
;
2
!
P
  
C
i
;
i
!
P
R
i
C
i+1
;
i+1
!
P
  
On note d
ji
la dérivation nie R
0

! R
i
. L'ensemble [d
ji
(R
0
)] des atomes
calculés par une dérivation nie est l'ensemble des instances fermées de

i
   
1
R
0
dans At
C
;
[?]. Pour une dérivation innie d, on dénit :
[d(R
0
)] =
\
i2IN
[d
ji
(R
0
)]
Puisque At
C
;
[?] est muni d'une structure d'espace métrique complet et
puisque ([d
ji
(R
0
)])
i2IN
est une suite décroissante d'ensembles fermés (topo-
logiquement), cet ensemble n'est jamais vide (ce qui ne serait pas le cas si
l'on considérait les instances fermées [d(R
0
)] dans At
;
[?]). Les principaux
résultats issus de [2] s'énoncent :
Théorème 4.1 ([2])
1. Pour tout atome A, [A] \ T
#!
P
=
S
f[d(A)] ; d est équitableg.
2. Il existe une dérivation nie de succès à partir de A 2 At
C
;
[?] si et
seulement si A 2 T
"!
P
.
3. Il existe une dérivation nie d'échec à partir de A 2 At
C
;
[?] si et
seulement si A 62 T
#!
P
.
4. Il existe une dérivation équitable à partir de A 2 At
C
;
[?] si et seule-
ment si A 2 T
#!
P
.
La quatrième assertion de ce théorème a l'allure d'un résultat de complétude.
Toutefois, il est important de noter que l'atome considéré peut être inni
et ne correspond donc pas nécessairement à un atome à partir duquel on
construit une dérivation (le langage des requêtes ne contient pas d'éléments
innis).
Dans le chapitre de son livre [67] consacré aux processus perpétuels,
J.W. Lloyd utilise l'approche métrique pour introduire la notion d'atomes
calculables à l'inni comme suit.
Dénition 4.4 (Atomes calculables à l'inni [67]) Soit P un program-
me déni et A un atome de At
C
;
[?]nAt
;
[?] (i.e. un atome inni). A
est calculable à l'inni si il existe un atome ni B et une dérivation innie
équitable, dont la séquence d'unicateurs est 
1
;    ; 
i
;   , à partir de B telle
que :
lim
n!1
d(A; 
n
   
1
B) = 0
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On note C
P
l'ensemble des atomes calculables à l'inni à partir d'un pro-
gramme P :
C
P
= fA 2 At
C
;
[?]nAt
;
[?]; A est calculable à l'innig
Par exemple, pour le programme déni (4.1), on a :
C
P
=
[
k2IN
fLN(k; [k; S(k); S
2
(k);    ; S
i
(k);   ])g
En eet, pour tout entier naturel k, on peut construire une dérivation innie
équitable, à partir de l'atome ni LN(k; l), telle que :
lim
n!1
d(LN(k; [k; S(k);    ; S
i
(k);   ]); 
n
   
1
LN(k; l))
= lim
n!1
d(LN(k; [k; S(k);    ; S
i
(k);   ]); LN(k; [k; S(k);    ; S
n 1
(k)jl
n
]))
= 0
Le lemme qui suit, indépendant de la dénition considérée pour la distance,
permet d'établir le théorème de validité.
Lemme 4.2 ([67]) Soit P un programme et A 2 At
C
;
[?]nAt
;
[?]. A
appartient à C
P
si et seulement si il existe un atome ni B et une dérivation
innie équitable d à partir de B telle que [d(B)] = fAg.
Par exemple, si l'on considère la dérivation que l'on peut construire à partir
de la requête LN(k; l) avec le programme déni en (4.1), on a bien :
[d(LN(k; l))] =
T
n2IN
[LN(k; [k; S(k);    ; S
n 1
(k)jl
n
])]
= fLN(k; [k; S(k);    ; S
i
(k);   ])g
Théorème 4.2 (Validité [67]) Pour tout programme P , C
P
 gfp(T
P
).
C
P
ne contenant que des atomes innis, on a même C
P
 gfp(T
P
)nAt
;
[?].
Deux critiques sont traditionnellement adressées à l'approche métrique
pour la prise en compte des dérivations innies. Tout d'abord, le plus grand
point xe de l'opérateur T
P
(dont le domaine est étendu aux parties de la
base de Herbrand complétée) ne caractérise pas uniquement les atomes eec-
tivement construits lors d'une dérivation innie à partir du programme P .
Considérons par exemple le programme déni (4.2), il est clair que l'en-
semble des atomes calculables à l'inni à partir de ce programme est vide.
Cependant, le plus grand point xe de l'opérateur associé à ce programme
est :
gfp(T
P
) = fp(t); q(f(t)); t est un terme fermég
Le seul terme fermé que l'on peut construire à partir des symboles ap-
paraissant dans P étant f
!
, il vient gfp(T
P
) = fp(f
!
); q(f
!
)g et donc
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gfp(T
P
) 6 C
P
= ?. En eet, comme nous l'avons déjà suggéré, la déri-
vation (4.3) n'eectue aucun calcul, et, en particulier, elle ne constitue pas
un procédé eectif de construction de l'atome p(f
!
) même si :
p(f
!
) 2
[
f[d(p(z))] ; d est équitableg =
\
i2IN
[d
ji
(p(z))] = [p(z)]
Le théorème 4.1 permet seulement d'armer :
fp(f
!
)g =
[
f[d(p(f
!
))] ; d est équitableg
Or, le langage des requêtes ne contient pas d'éléments innis. La deuxième
critique adressée à l'approche métrique provient du fait que deux suites dis-
tinctes peuvent converger vers la même limite. Considérons par exemple les
deux programmes suivants :
P
1
= f p(f(x); f(f(x)))  p(x; f(x)) ; q(x)  p(x; f(x)) g
P
2
= f p(f(x); f(x))  p(x; x) ; q(x)  p(x; f(x)) g
(4.5)
Même si gfp(T
P
1
) = gfp(T
P
2
) = fp(f
!
; f
!
); q(f
!
)g, la requête q(x) donne
lieu à une dérivation innie équitable avec le programme P
1
tandis que le
test d'occurrence de l'algorithme d'unication ne permet pas de construire
une dérivation à partir de q(x) avec le programme P
2
. Cependant, ces deux
programmes permettent chacun de construire une dérivation innie équitable
qui calcule p(f
!
; f
!
). Cette dérivation s'obtient à partir de la requête
p(x; f(x)) avec le programme P
1
et à partir de la requête p(x; x) avec le
programme P
2
.
p(x; f(x))

1
=
2
4
x
f(x
1
)
3
5
 !
P
1
p(x
1
; f(x
1
))!
P
1
  

i
=
2
4
x
i 1
f(x
i
)
3
5
 !
P
1
p(x
i
; f(x
i
))!
P
1
  
(4.6)
p(x; x)

1
=
2
4
x
f(x
1
)
3
5
 !
P
2
p(x
1
; x
1
)!
P
2
  

i
=
2
4
x
i 1
f(x
i
)
3
5
 !
P
2
p(x
i
; x
i
)!
P
2
   (4.7)
Pour q(f
!
), la situation est diérente : la requête q(x) permet d'obtenir une
dérivation innie équitable avec le programme P
1
qui construit q(f
!
), mais
il n'existe pas d'atome ni à partir duquel on puisse construire q(f
!
) dans
une dérivation innie avec le programme P
2
: il faut obligatoirement partir
de la requête constituée de l'atome inni q(f
!
) avec P
2
(et donc autoriser
la présence de termes innis dans une requête) si l'on souhaite obtenir une
dérivation innie équitable d telle que [d(q(f
!
))] = q(f
!
). Les ensembles
d'atomes calculables à l'inni C
P
1
et C
P
2
dièrent donc :
C
P
1
= fp(f
!
; f
!
); q(f
!
)g C
P
2
= fp(f
!
; f
!
)g (4.8)
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Nous verrons que le phénomène d'incomplétude de l'approche métrique pro-
vient du fait que l'opérateur T
P
considéré correspond à l'opérateur associé à
l'ensemble de règles [P ] (l'ensemble des instances fermées des clauses de P
dans At
C
;
[?]).
Enn, signalons que l'approche métrique n'utilise pas les treillis lors de
l'étude de la sémantique des programmes dénis. L'utilisation d'espaces mé-
triques complets permet notamment de garantir l'existence d'un unique point
xe pour l'opérateur T
P
lorsque celui-ci dénit une contraction : étant donné
un espace métrique E, une application f : E ! E est une contraction si il
existe un nombre k (0 6 k < 1) tel que :
8x; y 2 E d(f(x); f(y)) 6 k:d(x; y)
Puisque, dans un espace métrique complet, une contraction admet un unique
point xe, une approche qui n'utilise pas le théorème de Tarski (qui, par
exemple, ne peut pas s'appliquer en présence de négations dans les pro-
grammes puisque dans ces cas, T
P
n'est pas un opérateur monotone) consiste
à dénir une distance telle que T
P
soit une contraction pour cette distance.
Cette idée est suggérée et illustrée par M. Fitting dans [33].
4.1.2 Programmes partiellement complets
Puisque, lorsque l'on considère un univers du discours pouvant conte-
nir des éléments innis, la SLD-résolution n'est pas complète, J. Hein pro-
pose dans [45], d'une part, une caractérisation de la classe des programmes
logiques pour lesquels la SLD-résolution est complète (y compris pour les
calculs innis), et, d'autre part, une méthode, permettant de contourner
partiellement le problème d'incomplétude, basée sur la complétion d'un pro-
gramme P en Comp(P ). Le cadre dans lequel se place la sémantique par
complétion de programmes est similaire à celui de l'approche métrique. La
base de Herbrand considérée At
C
;
[?] est l'ensemble des atomes nis ou in-
nis fermés et l'opérateur associé à un programme P est l'opérateur classique
T
P
dans 2
At
C
;
[?]
.
Dénition 4.5 (Atomes calculables à l'inni [45]) Soit P un program-
me et A un atome de At
C
;
[?]nAt
;
[?] (i.e. un atome inni). A est calcu-
lable à l'inni (A 2 C
P
) si il existe un atome ni B et une dérivation innie
équitable, dont la séquence d'unicateurs est 
1
;    ; 
i
;   , à partir de B telle
que pour tout entier n  0, il existe un entier i > n tel que A et 
i
   
1
B
coïncident jusqu'à la profondeur n.
Cette dénition correspond exactement à la dénition 4.4 et, d'après le théo-
rème 4.2, on a donc C
P
 gfp(T
P
)nAt
;
[?].
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Complétions parfaites
Dans ce qui suit, on dit qu'un programme Q est une extension de P si P  Q.
D'autre part, un programme Q est dit complet relativement à un programme
P lorsque :
C
Q
= gfp(T
P
)nAt
;
[?]
Enn, un programme P est complet s'il est complet relativement à lui même.
C'est, par exemple, le cas du programme déni en (4.9) qui vérie C
P
=
fp(f
!
)g, mais ce n'est pas le cas du programme déni en (4.2). Bien sûr, la
complétion d'un programme P peut correspondre à un programme lui-même
non complet, la seule propriété que l'on cherche à obtenir est :
C
Comp(P )
= gfp(T
P
)nAt
;
[?]
Un programme admet potentiellement plusieurs complétions. On dira qu'un
programme Q est une complétion parfaite de P si Q est une complétion de
P satisfaisant :
1. M
P
=M
Q
2. gfp(T
P
) = gfp(T
Q
)
3. P et Q admettent le même ensemble d'échecs nis
Une complétion parfaite de P est donc un programme complet. Considérons,
par exemple, le programme :
P = fp(x; f(x)) p(x; x)g
Ce programme n'est pas complet puisque gfp(T
P
)nAt
;
[?] = fp(f
!
; f
!
)g
alors que C
P
est vide. Le programme Q suivant est une complétion pour P :
Q = fp(x; f(x)) p(x; x) ; p(f(x); f(f(x))) p(x; f(x))g
puisqu'on a alors C
Q
= gfp(T
P
)nAt
;
[?]. Ce programme Q est lui-même
complet et constitue clairement une complétion parfaite de P puisque les
ensembles des succès (resp. des échecs) nis de P et de Q sont vides.
Complétion partielle des clauses unités
Il semble possible de construire la complétion d'un programme de manière
incrémentale par approximations à l'aide d'une suite de complétions par-
tielles. Une complétion partielle d'un programme P , appelée dans la suite
extension parfaite, est une extension Q de P satisfaisant la propriété C
Q

gfp(T
P
)nAt
;
[?] (tout programme est donc une complétion partielle de lui-
même). La complétion envisagée dans [45], appelée complétion des clauses
unités, consiste à construire pour tout programme P une extension parfaite Q
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de P telle que C
Q
contienne tous les atomes fermés de gfp(T
P
)nAt
;
[?] cor-
respondant aux instances fermées innies des têtes des clauses unités de P .
Si A  est une clause unité d'un programme P , on dénit l'ensemble de
clauses C(A) par :
C(A) = fA g [ C
1
(A) [ C
2
(A) [ C
3
(A)
où les ensembles C
i
(A) sont dénis par :
 (C
1
(A)) Pour chaque variable x apparaissant dans A et pour chaque
symbole de fonction f apparaissant dans P , C
1
(A) contient une clause
de la forme :

x
f(y
1
;    ; y
n
)

A 

x
y
1

A;

x
2
y
2

A;    ;

x
n
y
n

A
Les ensembles de variables apparaissant dans les atomes du corps de
cette clause sont disjoints et toutes les variables apparaissant dans la
tête de cette clause apparaissent dans un atome de son corps.
 (C
2
(A)) Si P contient au moins un symbole de fonction d'arité supé-
rieure ou égale à 2, alors pour chaque variable x apparaissant dans
A et pour chaque symbole de constante c apparaissant dans P (s'il
n'y a pas de constante dans P , on en introduit une), C
2
(A) contient
une clause de la forme :

x
c

A 
 (C
3
(A)) Si P contient au moins un symbole de fonction d'arité su-
périeure ou égale à 2 et si A  contient au moins deux symboles de
variables distincts, alors pour chaque variable x apparaissant dans A 
et pour chaque symbole de constante c apparaissant dans P (s'il n'y
a pas de constante dans P , on en introduit une), C
3
(A) contient une
clause de la forme :

x
c

A 

x
c

A
L'ensemble C(A) ainsi construit satisfait le lemme :
Lemme 4.3 ([45]) Si A  est une clause unité d'un programme P , alors
P [ C(A) est une extension parfaite de P .
Pour tout atome A, IG(A) dénote l'ensemble des atomes fermés appartenant
à gfp(T
P
)nAt
;
[?] et qui sont uniables avec A. Le résultat nal de J. Hein
s'énonce alors :
Théorème 4.3 ([45]) Si A  est une clause unité d'un programme P ,
alors IG(A)  C
P[C(A)
.
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La preuve donnée pour ce théorème dans [45] est constructive : elle est pré-
sentée sous la forme d'un algorithme qui, étant donnés un programme P , une
clause unité A  de P et un atome A 2 IG(A), construit une dérivation
innie équitable à partir du programme P [C(A) qui calcule à l'inni A.
Bien sûr, l'auteur prouve que cet algorithme est correct. Ce résultat permet
de limiter partiellement l'incomplétude de la SLD-résolution pour les cal-
culs innis. Considérons, par exemple, le programme déni (4.2) pour lequel
gfp(T
P
)nAt
;
[?] = fp(f
!
); q(f
!
)g et C
P
= ?. La seule clause unité de ce
programme est q(f(x))  et il est donc possible de construire l'ensemble
C(q(f(x))) comme suit :
C(q(f(x))) = fq(f(x)) g [C
1
(q(f(x))) [ C
2
(q(f(x))) [ C
3
(q(f(x)))
= fq(f(x)) g [ fq(f(f(y))) q(f(y))g [? [?
On peut alors construire à partir de q(x) une dérivation innie équitable qui
construit q(f
!
) 2 IG(q(f(x))) avec le programme P [ C(q(f(x))) :
q(x)

1
=
2
4
x
f(f(y
1
))
3
5
 !
P
q(f(y
1
))

2
=
2
4
y
1
f(y
2
)
3
5
 !
P
  

i
=
2
4
y
i 1
f(y
i
)
3
5
 !
P
q(f(y
i
))!
P
  
Toutefois, p(f
!
) reste inaccessible puisqu'il n'existe aucune clause unité
dont le symbole de prédicat de tête de clause est p.
Programmes complets
La technique de complétion des clauses unités d'un programme peut servir de
point de départ pour la caractérisation de la classe des programmes complets.
Les résultats issus de [45] s'énoncent :
Théorème 4.4 ([45]) Soit P un programme déni.
1. Si A  est une clause unité de P , alors les programmes C(A) et
C(A)nfA g sont complets.
2. Si P peut se décomposer en P = K(A
1
) [    [ K(A
n
) (où les A
i
correspondent aux têtes des clauses unités de P et où K(A
i
) désigne
C(A
i
) ou C(A
i
)nfA
i
 g), alors P est complet.
Ce théorème permet de montrer qu'un programme déni P est complet sans
construire C
P
ni gfp(T
P
)nAt
;
[?].
L'approche développée par J. Hein ne résoud pas le problème d'incomplé-
tude mais propose une solution qui permet de le contourner partiellement : la
méthode proposée permet seulement de construire certains éléments du plus
grand point xe de T
P
, inaccessibles avec le programme P , à partir d'une
version modiée de P . Plus précisément, étant donné un programme P , on
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peut construire un programme Q en ajoutant à P les clauses correspondant
à la complétion des clauses unités de P . On peut alors construire à partir
de Q les atomes de gfp(T
P
)nAt
;
[?] qui sont des instances fermées innies
des têtes des clauses unités de P . Hélas, les atomes de gfp(T
P
)nAt
;
[?]
correspondant aux instances fermées innies des têtes de clauses de P pour
lesquels il n'existe pas de clauses unités dans P ne sont pas systématiquement
constructibles (i.e. calculables à l'inni) à l'aide d'une dérivation innie. En-
n, de manière plus générale, rien ne garantit qu'un programme quelconque
admette une complétion parfaite.
4.1.3 Complétion par idéaux
En 1988, W.G. Golson [38] utilise les Cpo pour étudier les dérivations
innies en programmation logique. Il dénit alors une méthode de complétion
par idéaux de la base de Herbrand. Les propriétés mathématiques des Cpo
sont détaillées dans [24].
Restriction sur les programmes
Les programmes considérés dans [38] doivent satisfaire la condition suivante :
toute variable apparaissant dans le corps d'une clause doit aussi apparaître
dans sa tête. Cette restriction est nécessaire pour assurer la #-continuité de
l'opérateur T
P
déni plus bas. Par exemple, en utilisant cette approche, le
programme (4.4) ne pourra pas être considéré.
Complétion de la base de Herbrand
Etant donné un ensemble partiellement ordonné (E;), un idéal I de E est
un sous-ensemble de E dirigé (i.e. chaque paire d'éléments de I admet un
majorant dans I) et #-fermé (i.e. si x
1
2 I et si x
2
 x
1
, alors x
2
2 I).
L'ensemble des idéaux de E, ordonné par l'inclusion ensembliste , est un
Cpo :
 chaque chaîne d'idéaux (et, plus généralement, chaque sous-ensemble
dirigé de l'ensemble des idéaux) admet une borne supérieure qui est
aussi un idéal et qui représente la limite de la chaîne.
 l'ensemble des idéaux admet un plus petit élément.
La complétion de la base de Herbrand proposée dans [38] repose sur cette
technique. Pour tout ensemble ni A  At
;
[X] d'atomes nis et pour toute
substitution , on note A l'ensemble fA;A 2 Ag. Le préordre 6 sur les
atomes est étendu aux ensembles d'atomes nis par :
A
1
6 A
2
, 9 A
1
= A
2
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Lorsque A
1
6 A
2
, on dit que A
1
approxime A
2
. Un lemme de représentation
est établi an de caractériser les idéaux de At
;
[X], aussi appelés objets,
par des ensembles de la forme :
A = fA
0
;9 2  A
0
6 Ag (= fA
0
;9 2  9 A
0
= Ag)
où A désigne un ensemble d'atomes nis et  désigne un ensemble dirigé
de substitutions. Un objet A est dit inni si le cardinal de l'ensemble des
classes d'équivalence (modulo un renommage) de  est inni. Cette repré-
sentation permet, par exemple, de distinguer les deux séquences distinctes
d'approximations construites lors des dérivations obtenues à partir des pro-
grammes dénis en (4.5). La dérivation (4.6) construit la séquence d'approxi-
mations (p(f
n
(x
n
); f
n+1
(x
n
)))
n0
qui peut être représentée par l'objet :
A
1

1
= fp(x; f(x))g

x
f
i
(x
i
)

i0
= fp(f
n
(x
n
); f
n+1
(x
n
))g
n0
alors que (p(f
n
(x
n
); f
n
(x
n
)))
n0
est la séquence d'approximations calculée
par la dérivation (4.7) et peut être représentée par l'objet :
A
2

2
= fp(x; x)g

x
f
i
(x
i
)

i0
= fp(f
n
(x
n
); f
n
(x
n
))g
n0
L'ensemble des objets (i.e. des idéaux de At
;
[X]) constitue la base de
Herbrand complétée At
C
;
[X]. Une interprétation de Herbrand I est un
sous-ensemble "-fermé (i.e. si 
1
2 I et si 
1
 
2
, alors 
2
2 I) de
At
C
;
[X] et l'ensemble des interprétations de Herbrand, ordonné par l'inclu-
sion ensembliste , forme un treillis complet. Cette dénition est proche de
celle donnée pour les C-interprétations, présentées dans le paragraphe 4.2.3.
On dénit l'ensemble des objets minimaux (i.e. les objets les plus généraux)
d'une interprétation I par :
min(I) = f 2 I;8 2 I   )  = g
Sémantique des dérivations innies
L'opérateur T
P
sur les parties de l'ensemble des interprétations de Herbrand
est déni comme suit :
T
P
(I) = f  (objet); 9fA
i
 A
0
i
g 2 P
9 (ensemble dirigé de substitutions)
 = A (A = [fA
i
g)
A
0
 2 I (A
0
= [A
i
) g
T
P
est un opérateur #-continu et vérie donc gfp(T
P
) = T
#!
P
. Les deux
principaux résultats issus de [38] s'énoncent alors :
Théorème 4.5 ([38])
1.  2 gfp(T
P
) si et seulement si il existe une dérivation équitable à partir
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d'une requête A via les unicateurs (
i
) telle que Af[
i
f
i
gg   où
A contient des variantes distinctes de têtes de clauses de P .
2.  2 min(gfp(T
P
)) si et seulement si il existe une dérivation équitable à
partir d'une requête A via les unicateurs (
i
) telle que Af[
i
f
i
gg =
 où A contient des variantes distinctes de têtes de clauses de P .
Par exemple, pour le programme déni (4.2), on amin(gfp(T
P
)) = fp(z)gf[ ]g
qui n'est pas un objet inni, ce qui correspond bien au fait que la dériva-
tion (4.3) ne construit aucun objet inni. Par contre, si l'on considère le
programme :
P = fp(f(x)) p(x)g (4.9)
alors on a :
min(gfp(T
P
)) = fp(z)g

z
f
i
(x
i
)

i0
qui est un objet inni pour lequel il existe donc une dérivation équitable qui
le construit :
p(z)

1
=
2
4
z
f(x
1
)
3
5
 !
P
p(x
1
)

2
=
2
4
x
1
f(x
2
)
3
5
 !
P
  

i
=
2
4
x
i 1
f(x
i
)
3
5
 !
P
p(x
i
)

i+1
=
2
4
x
i
f(x
i+1
)
3
5
 !
P
  
(4.10)
L'avantage de l'approche développée par W.G. Golson, par rapport à l'ap-
proche métrique, provient du fait que l'on peut, par exemple, distinguer les
deux programmes P
1
et P
2
dénis en (4.5). En eet, tandis que les deux
objets :
fp(x; f(x))g

x
f
i
(x
i
)

i0
et fq(x)g

x
f
i
(x
i
)

i0
sont calculables à partir de P
1
, seul l'objet :
fp(f(x); f(x))g

x
f
i
(x
i
)

i0
est calculable à partir de P
2
, ce qui rend bien compte de la diérence entre
les ensembles C
P
1
et C
P
2
dénis en (4.8).
L'approche développée dans [38] présente deux défauts principaux. Tout
d'abord, il existe une restriction syntaxique sur les programmes. D'autre
part, toutes les dérivations innies ne sont pas prises en compte dans cette
approche. En eet, seules les dérivations innies permettant de calculer des
objets minimaux (i.e. les plus généraux) sont caractérisées à l'aide des objets
minimaux présents dans le plus grand point xe de l'opérateur T
P
. Aussi, à
partir du programme :
P = fp(f(x); y) p(x; y)g
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on peut construire les deux dérivations innies équitables suivantes :
p(x; y)

1
=
2
4
x
f(x
1
)
3
5
 !
P
p(x
1
; y)

2
=
2
4
x
1
f(x
2
)
3
5
 !
P
  

i
=
2
4
x
i 1
f(x
i
)
3
5
 !
P
p(x
i
; y)  !
P
  
(4.11)
p(x; g(y))

1
=
2
4
x
f(x
1
)
3
5
 !
P
p(x
1
; g(y))

2
=
2
4
x
1
f(x
2
)
3
5
 !
P
  

i
=
2
4
x
i 1
f(x
i
)
3
5
 !
P
p(x
i
; g(y))!
P
  
Toutefois, seule la dérivation (4.11) correspond à la construction d'un objet
minimal :
fp(x; y)g

x
f
i
(x
i
)

i0
4.1.4 Programmation Logique avec Contraintes sur le do-
maine des arbres innis
La programmation logique avec contraintes permet d'étendre le domaine
du discours classique (i.e. l'univers de Herbrand pour les programmes lo-
giques) en intégrant la possibilité d'utiliser des domaines particuliers. Les
calculs sur ces domaines sont exprimés par des contraintes, c'est à dire des
relations décidables portant sur un ensemble de variables à valeur dans un
certain domaine. Une contrainte peut donc être représentée par une for-
mule logique atomique qui est interprétée dans une structure particulière (et
non pas nécessairement dans une interprétation de Herbrand). Les clauses
d'un programme dénissent alors l'aspect logique du programme tandis que
les contraintes constituent l'aspect calculatoire. La règle de résolution est
ainsi généralisée en remplaçant l'opération d'unication sur les termes par
la résolution de contraintes mettant en jeu un algorithme de résolution
propre au domaine considéré. J. Jaar, P.J. Stuckey et J.L. Lassez proposent
dans [47, 50] une approche basée sur les contraintes. Le cadre dans lequel ils se
placent pour étudier les dérivations innies est donc naturellement celui de la
programmation logique avec contraintes sur le domaine des termes innis. Le
langage considéré est proche
2
du langage Prolog II, introduit par A. Col-
merauer [17] en 1982, puis étendu en Prolog III et IV. Dans la plupart
des interprètes Prolog, le test d'occurrence de l'algorithme d'unication
n'est pas eectivement réalisé. Par exemple, le but p(x; x) réussit à partir du
programme P = fp(x; f(x)) g en produisant la réponse fx=f(f(f(  )))g.
Ceci permet, d'une part, de manipuler des structures de données circulaires
(i.e. contenant des références croisées) et, d'autre part, d'améliorer les perfor-
mances de l'algorithme d'unication. Le langage Prolog II est basé sur un
algorithme d'unication correct et complet sur les termes nis et les termes
2. les deux principales diérences proviennent de la possibilité d'introduire des inéqua-
tions entre termes dans les clauses et de l'algorithme d'unication
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innis rationnels (i.e. représentables par des graphes cycliques nis, c'est à
dire des termes admettant un ensemble ni de sous-termes
3
). C'est l'étude
du langage Prolog II qui a conduit, en 1986, J. Jaar et J.L. Lassez [47] à
dénir la classe des langages de programmation logique avec contraintes sur
un domaine D, notée CLP(D).
Programmation logique avec contraintes
Un sytème de contraintes (ni ou inni) est un ensemble constitué d'équa-
tions de la forme t
1
= t
2
et d'inéquations de la forme t
1
6= t
2
, où t
1
et t
2
sont des termes nis. Les programmes considérés sont des ensembles nis de
clauses de la forme :
p(~x) E(~x; ~y) [

E(~x; ~y) j B
1
;    ; B
n
(4.12)
où les B
i
sont des atomes et où E(~x; ~y) [

E(~x; ~y) désigne un système ni
de contraintes constitué, d'une part, d'un ensemble d'équations E(~x; ~y) et,
d'autre part, d'un ensemble d'inéquations

E(~x; ~y). De plus, cette clause sa-
tisfait les trois propriétés suivantes :
 ~x \ ~y = ?

n
S
i=1
var(B
i
)  ~y
 8i8j i 6= j ) var(B
i
) \ var(B
j
) = ?
Toute clause de la forme (4.12) peut être transformée en une clause satisfai-
sant ces propriétés. Les requêtes sont de la forme  S j B
1
;    ; B
n
où les
B
i
sont des atomes et où S est un système ni de contraintes.
Sémantique déclarative
La base de Herbrand considérée At
C
;
[?] est l'ensemble des atomes fer-
més éventuellement innis. Deux sous-ensembles de At
C
;
[?] sont dénis :
At
;
[?] désigne les atomes fermés nis de At
C
;
[?] et At
R
;
[?] désigne
les atomes rationnels de At
C
;
[?] (i.e. les atomes construits à partir des
termes rationnels). Une interprétation de Herbrand est un sous-ensemble de
At
C
;
[?]. Etant donnée une substitution , une équation (t
1
= t
2
) (resp.
une inéquation (t
1
6= t
2
)) est vraie si t
1
= t
2
(resp. t
1
6= t
2
). Un sys-
tème de contraintes S est vrai si pour chaque élément e 2 S, e est vrai
4
.
Une substitution fermée  est solution fermée d'un système de contraintes S
3. Il est aussi possible de dénir les termes rationnels comme les termes qui sont solu-
tions d'équations de la forme x = t ou t est un terme ni qui n'est pas une variable (par
exemple, f
!
est un terme rationnel puisqu'il est solution de l'équation x = f(x)).
4. S est vrai n'implique pas forcément que pour toute substitution , S est vrai
(par exemple, pour S = fx 6= f(a)g,  = fx=f(y)g et  = fy=ag, S est vrai tandis que
S n'est pas vrai)
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si S est vrai, et dans ce cas le système S est dit solvable. Une substitution 
est solution de S si pour toute instance fermée  de  (i.e. toute substitution
fermée  = ), S est vrai. Une interprétation de Herbrand I est un modèle
d'un programme P si pour chaque clause p(~x)  S j B
1
;    ; B
n
de P , et
pour chaque solution fermée  de S, p(~x) 2 I lorsque B
i
2 I pour tout
1 6 i 6 n. On note :
[S j A] = fA 2 At
C
;
[?];  est une solution fermée de Sg
Sémantique opérationnelle
Une dérivation à partir de la requête R
0
avec le programme P est une suite
nie ou innie de buts R
0
; R
1
;    ; R
i
;    telle que pour tout i  0, si R
i
est
de la forme S j A
1
;    ; A
n
alors S est solvable et R
i+1
est de la forme S
0
j
~
B
1
;    ;
~
B
n
où les
~
B
i
sont les corps des clauses de P de la forme A
0
i
 S
i
j
~
B
i
et où le système S
0
est :
S
0
= S [ S
1
[    [ S
n
[ fA
1
= A
0
1
;    ; A
n
= A
0
n
g
où A
i
= A
0
i
désigne, lorsque A
i
= p(
~
t
1
) et A
0
i
= p(
~
t
2
), le système d'équations
~
t
1
=
~
t
2
. Une dérivation réussit (resp. échoue) lorsqu'elle est nie et que le
dernier but s'écrit S j ? (resp. S j
~
A et que l'on ne peut plus produire avec
le programme un but à partir de S j
~
A). Les autres dérivations sont innies.
Tandis qu'en programmation logique, une dérivation produit une substitu-
tion, en programmation logique avec contraintes, une dérivation produit un
système de contraintes : dans le cas d'une dérivation nie, ce système est
celui de l'état nal de la dérivation, dans le cas d'une dérivation innie, ce
système correspond à l'union des systèmes y apparaissant ([
i0
S
i
). Les sys-
tèmes de contraintes éventuellement innis satisfont le lemme suivant, établi
par A. Colmerauer :
Lemme 4.4 Un système de contraintes S, éventuellement inni, contenant
un ensemble E d'équations et un ensemble ni fe
1
;    ; e
n
g d'inéquations
(n  1) est solvable si et seulement si chaque sous-système E [ fe
i
g est
solvable (1 6 i 6 n).
On dénit les ensembles de succès et d'échecs nis d'un programme P par :
S
P
= f(S j A); 9 S j A

! S
0
j ? telle que toute solution de S
0
est solution de Sg
E
P
= f(S j A); toute dérivation à partir de S j A est une
dérivation d'échecg
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L'opérateur T
P
associé à un programme P est déni sur 2
At
C
;
[?]
par :
T
P
(I) = fA; 9B  S j B
1
;    ; B
n
9 substitution fermée
A = B
 est une solution fermée de S
81 6 i 6 n B
i
2 I g
Cet opérateur est continu et vérie :
T
"!
P
= lfp(T
P
)  T
#
P
= gfp(T
P
)  T
#!
P
pour un ordinal   !
Considérons à présent le complément 

P
de S
P
[ E
P
. 

P
contient les élé-
ments à partir desquels on ne peut pas construire de dérivation nie de succès
et qui sont à l'origine d'au moins une dérivation innie. [

P
] peut être par-
titionné en deux ensembles. Soit  l'ordinal de fermeture de T
P
(i.e. le plus
petit ordinal  tel que gfp(T
P
) = T
#
P
), on dénit [

S
P
] comme l'intersection
de [

P
] avec T
#
P
et [

E
P
] comme le complément de [

S
P
] dans [

P
] :
gfp(T
P
) = T
#
P
[

S
P
] = [

P
] \ T
#
P
[

E
P
] = [

P
]n[

S
P
]


S
P
(resp. 

E
P
) représente l'ensemble des succès innis (resp. des échecs in-
nis) de P . Le résultat nal, issu de [47, 50], s'énonce alors :
Théorème 4.6 ([47, 50]) Soit P un programme logique avec contraintes.
1. Si  est l'ordinal de fermeture de T
P
, alors :
(a) Succès nis : lfp(T
P
) = T
"!
P
= [S
P
]
(b) Succès innis : T
#
P
nT
"!
P
= gfp(T
P
)nlfp(T
P
) = [

S
P
]
(c) Echecs innis : T
#!
P
ngfp(T
P
) = [

E
P
]
(d) Echecs nis : At
C
;
[?]nT
#!
P
= [E
P
]
(e) G 2 

E
P
[E
P
, [G]  At
C
;
[?]nT
#
P
2. (a) Le système S
!
= [
i0
S
i
associé à une dérivation innie issue
d'un élément de 

S
P
est solvable.
(b) Le système S
!
= [
i0
S
i
associé à une dérivation innie issue
d'un élément de 

E
P
n'est pas solvable.
L'approche par contraintes semble plus riche que les approches dévelop-
pées pour la programmation logique pure car elle distingue deux types de
dérivations innies en caractérisant, d'une part, les succès innis et, d'autre
part, les échecs innis. Cependant cette distinction n'est pertinente que
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lorsque l'on considère des programmes logiques avec des contraintes compor-
tant des inégalités. Ces programmes n'admettent pas de programmes dénis
(classiques) équivalents. C'est par exemple le cas du programme :
P = fp(x) fx = ag j q(y) ; q(x) fx = f(y); x 6= f(x)g j q(y)g (4.13)
Pour ces programmes, T
P
ne satisfait pas de propriété de fermeture : par
exemple, si l'on considère l'espace métrique de la dénition 4.3, At
C
;
[?]
contient toutes les limites des suites de Cauchy de At
;
[?] ce qui n'est
pas le cas de T
P
(At
C
;
[?]) (où P est le programme (4.13)) qui ne contient
pas l'élément limite q(f
!
). La propriété gfp(T
P
) = T
#!
P
n'est donc plus vé-
riée, même en présence d'éléments innis dans l'univers du discours. Cette
situation est due à la possibilité d'introduire des inégalités dans les clauses
du programme. Si, au contraire, on se limite aux programmes logiques avec
contraintes que l'on peut obtenir à partir d'un programme déni
5
, alors l'or-
dinal de fermeture de l'opérateur T
P
déni sur At
C
;
[?] est  = ! et donc
T
#
P
= T
#!
P
= gfp(T
P
). L'ensemble des échecs innis de ces programmes
est alors vide et on retrouve les résultats obtenus dans l'approche métrique
pour les succès innis. Autrement dit, le système de contraintes S
!
résultant
d'une dérivation innie à partir d'un programme logique avec contraintes issu
d'un programme déni est toujours solvable. L'approche par contraintes ne
semble donc pas apporter de résultats nouveaux concernant les dérivations
innies que l'on peut obtenir à partir d'un programme déni mais conrme
les résultats établis par l'approche métrique.
La programmation concurrente par contraintes [90] est une des exten-
sions proposées pour la programmation logique avec contraintes. Dans ce
paradigme de programmation, les calculs sont eectués par des agents qui
communiquent en manipulant des contraintes dans une base de contraintes
commune et qui se synchronisent en vériant la validité des contraintes pré-
sentes dans cette base. Les agents correspondent à des atomes (logiques) et les
contraintes s'expriment dans des théories décidables quelconques. L'étude des
dérivations innies dans ce modèle de programmation est détaillée dans [25].
4.1.5 Approche par plus petit point xe
L'utilisation de Cpo permet de dénir une sémantique élégante des dé-
rivations innies par plus petit point xe. Certaines dérivations innies en
programmation logique peuvent être vues comme une séquence innie d'ap-
proximations de plus en plus précises d'un résultat. Plutôt que d'établir
la convergence d'un tel processus d'approximations à l'aide d'une notion
de distance, l'approche par Cpo consiste à caractériser une limite par une
5. par exemple le programme (4.9) s'écrit sous la forme d'un programme logique avec
contraintes satisfaisant les conditions requises : P = fp(x) fx = f(y)g j p(y)g
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?
e
1
e
2
   e
i
  
Fig. 4.2  Ordre plat
borne supérieure. Faisant suite à une première tentative de formalisation
de la sémantique des dérivations innies, réalisée en 1985 par M. Falaschi,
G. Levi et C. Palamidessi [78], G. Levi et C. Palamidessi [66] proposent, en
1988, une sémantique des dérivations innies basée sur une version modi-
ée des programmes dans lesquels des clauses terminales (i.e. dont le corps
est vide) contenant un symbole nouveau (correspondant à l'indéni) sont
ajoutées. Cette méthode dénit une sémantique caractérisant les bornes su-
périeures des ensembles dirigés d'atomes inclus dans le plus petit point xe
d'un opérateur : la limite d'un calcul est la borne supérieure d'une séquence
d'approximations.
Complétion de la base de Herbrand
An de construire une structure (la base de Herbrand complétée) sur la-
quelle un opérateur "-continu pourra être déni, l'ensemble des termes est
muni d'une structure de Cpo. La dénition des termes utilisée est celle de
la dénition 4.2. La structure de Cpo de l'ensemble des termes est obtenue
en ajoutant à la signature un nouveau symbole de fonction d'arité nulle,
noté ? et correspondant à un objet complètement indéni. Cette technique
est classique et repose sur la proposition suivante.
Proposition 4.3 (Ordre plat (at Cpo)) L'ensemble (E
?
;) déni par
E
?
= E [ f?g (où ? 62 E) et x  y , (x = ? _ x = y) est un Cpo.
On peut donc munir la nouvelle signature fonctionnelle 
?
d'un ordre plat
que l'on peut étendre à l'ensemble des termes fermés formés sur 
?
, noté
T
1

?
, comme suit :
t
1
6 t
2
, 8u 2 O(t
1
) (u 2 O(t
2
) ^ t
1
(u) 6 t
2
(u))
Par exemple, on a f(a;?; a) 6 f(a; g(a; a); a). (T
1

?
;6) forme un Cpo (al-
gébrique) et tout sous-ensemble  de T
1

?
qui admet un majorant admet
une borne supérieure. De plus, si  est ni et ne contient que des termes
nis alors cette borne supérieure est un terme ni. De manière similaire, la
relation 6 est dénie pour les substitutions par :

1
6 
2
, 8x 
1
(x) 6 
2
(x)
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Tout ensemble de substitutions  dans T
1

?
admettant un majorant admet
une borne supérieure. De plus, si  est ni et ne contient que des substi-
tutions dans les termes nis (i.e. des substitutions  telles que, pour toute
variable x, (x) est ni), cette borne supérieure est une substitution dans les
termes nis. At

?
;
[?] est déni comme l'ensemble des atomes que l'on peut
construire à partir des termes nis de T
1

?
, et At
C

?
;
[?] est déni comme
l'ensemble des atomes que l'on peut construire à partir de tous les termes de
T
1

?
. La relation 6 est étendue aux atomes de ces deux ensembles par :
p(t
1
;    ; t
n
) 6 p(t
0
1
;    ; t
0
n
), 81 6 i 6 n t
i
6 t
0
i
Une interprétation de Herbrand est un sous-ensemble de At
C

?
;
[?]. Lorsque
les éléments d'une interprétation sont tous dans At

?
;
[?], on parle d'une
interprétation de Herbrand partielle. L'ensemble des interprétations de Her-
brand partielles, ordonné par l'inclusion ensembliste , forme un treillis com-
plet. Toutefois, At
C

?
;
[?] (et At

?
;
[?]) n'admet pas de plus petit élément
relativement à 6 puisque chaque atome p(?;    ;?) est minimal. On par-
titionne donc At
C

?
;
[?] en une famille d'ensembles At
C

?
;p
[?] pour chaque
prédicat p. (At
C

?
;p
[?];6)
p2
forme alors une famille de Cpo. De plus, tout
sous-ensemble  de At

?
;
[?] admettant un majorant admet une borne su-
périeure, et si  est ni, on a lub() 2 At

?
;
[?]. Chaque élément inni
correspond donc à la borne supérieure d'un sous-ensemble dirigé d'éléments
nis correspondant à ses approximations nies (c'est la propriété d'algébri-
cité du Cpo).
Sémantique des dérivations innies
La sémantique proposée dans [66] repose sur la notion de plus petit point
xe d'une variante de l'opérateur T
P
. Ce plus petit point xe est atteint en
construisant une suite croissante d'interprétations à partir de ? en ! étapes.
Par exemple, étant donné le programme :
P = fLA([ajl]) LA(l) ; LA([ ]) g
l'opérateur classique T
P
, permet de construire la suite d'interprétations :
T
"0
P
= ? ; T
"1
P
= fLA([ ])g ; T
"2
P
= fLA([ ]); LA([aj[ ]])g ;   
Or, cette construction n'est possible que parce qu'il existe une clause unité
(aussi appelée clause terminale) pour le prédicat LA. Par contre, à partir du
programme :
P = fLA([ajl]) LA(l)g (4.14)
il vient T
"0
P
= T
"1
P
=    = T
"i
P
=    = ?. La solution proposée pour pallier
ce problème lorsque le programme ne contient pas au moins une clause unité
par prédicat apparaissant dans une tête de clause (et c'est naturellement le
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cas pour beaucoup de programmes qui permettent de construire des dériva-
tions innies) consiste à ajouter à P des clauses terminales qui serviront de
point de départ pour la construction d'une séquence non vide d'interpréta-
tions. Ces clauses sont les clauses unités obtenues en substituant ? à toutes
les variables apparaissant dans les têtes de clauses de P . Par exemple, avec le
programme (4.14), l'ensemble des clauses terminales à ajouter au programme
est C
T
(P ) = fLA([aj?])  g. Cette clause signie que LA peut terminer
avec une liste en argument dont le premier élément est a et dont la queue est
indénie. L'opérateur T
P
est déni sur le treillis complet des interprétations
de Herbrand partielles par :
T
P
(I) = fA; 9B  B
1
;   B
n
2 P [ C
T
(P )
9
1
;    ; 
n
dans les termes nis
9 = lub(
1
;    ; 
n
)
B = A
81 6 i 6 n 
i
B
i
2 I
8x (x 2 B ^ x 62 B
i
)) ? 62 (x) g
Cet opérateur est monotone et "-continu et admet donc T
"!
P
pour plus petit
point xe. La sémantique par point xe d'un programme P est dénie par :
D

?
(P ) = fA 2 At
C

?
;
[?]; 9L  lfp(T
P
); L est dirigé; A = lub(L)g
Une version restreinte de cet ensemble, nécessaire pour mettre en relation
D

?
(P ) avec la sémantique opérationnelle, s'obtient en imposant à A de
ne pas contenir le symbole ?. L'ensemble ainsi déni est noté D

(P ). Par
exemple, avec le programme (4.14), on a :
lfp(T
P
) = fLA([aj?]); LA([a; aj?]);   g D

(P ) = fLA([a; a;   ])g
L'ensemble D

(P ) est relié à une notion d'atomes calculables à l'inni à
partir de P similaire à celle donnée dans la dénition 4.4. Pour cela, l'en-
semble des atomes éventuellement innis At
C
;
[X] est muni d'une structure
de famille de Cpo.
Dénition 4.6 (Atomes calculables à l'inni [66]) Soit P un program-
me et A un atome de At
C
;
[?]nAt
;
[?] (i.e. un atome inni sans variables
ne contenant pas le symbole ?). A est calculable à l'inni (A 2 C
P
) si il existe
un atome ni B (pouvant contenir des variables mais ne contenant pas le
symbole ?) et une dérivation innie équitable, dont la séquence d'unicateurs
est 
1
;    ; 
i
;   , à partir de B telle que :
A = lub
n2!
(
n
   
1
B)
f
n
   
1
Bg
n2!
admet bien une borne supérieure puisqu'il s'agit d'une chaîne
et que At
C
;
[X] forme une famille de Cpo (algébriques). Le résultat nal
de [66] s'énonce alors :
Théorème 4.7 (Validité [66]) C
P
 D

nAt
;
[?].
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Pour nir, signalons que l'article de G. Levi et C. Palamidessi [66] établit
une comparaison entre D

(P ) et diérents ensembles. Si D
1
(resp. D
2
) est
le plus petit (resp. le plus grand) point xe de l'opérateur T
P
classique déni
sur At
;
[?] et si D
3
est le plus grand point xe de l'opérateur T
P
classique
sur At
1
;
[?], alors on a le lemme suivant.
Lemme 4.5 ([66]) Soit P un programme déni, on a D
1
 D
2
 D
3
et
D
1
 D

(P ).
Comme les autres approches, la sémantique développée dans [66] pré-
sente l'inconvénient de ne pas être complète puisque C
P
6= D

nAt
;
[?].
G. Levi et C. Palamidessi expliquent cette incomplétude en suggérant que
l'ensemble des clauses terminales C
T
(P ) ajoutées au programme P est trop
grand. Considérons, par exemple, le programme :
P = fp(l) q(l; l
0
); r(l
0
) ; q([ajl]; l
0
) q(l; l
0
) ; r(l) sg (4.15)
L'ensemble des clauses terminales à ajouter est :
C
T
(P ) = fp(?) ; q([aj?];?) ; r(?) g
Il vient alors :
lfp(T
P
) = fq([aj?];?); q([a; aj?];?);    ; r(?); p([aj?]); p([a; aj?]);   g
p([a; a;   ]) 2 D

(P )
Cependant, p([a; a;   ]) 62 C
P
= ? puisque toute dérivation à partir de la
requête p(l) n'est innie que si elle n'est pas équitable (dès que l'atome sé-
lectionné est r la dérivation est une dérivation nie d'échec). Deux solutions
potentielles sont suggérées dans [66] : la première consisterait en une res-
triction de l'ajout de clauses terminales aux seules clauses du programme
donnant lieu à au moins un appel récursif (par exemple, l'ensemble C
T
(P )
du programme (4.15) serait fq([aj?];?) g), tandis que la deuxième consi-
terait en une restriction sur les programmes.
4.2 Induction, co-induction et programmation lo-
gique
C'est la déclarativité du paradigme de la programmation logique qui
est le plus souvent invoquée pour défendre l'idée que ce modèle fournit un
cadre avantageux de programmation. En eet, l'écriture d'un programme dé-
ni consiste seulement à spécier un problème à l'aide de formules logiques
du premier ordre, les clauses de Horn, ce qui correspond au célèbre slogan
logic programs as rst-order theories. La sémantique déclarative d'un pro-
gramme (i.e. l'interprétation d'un programme par un ensemble de formules
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logiques) coïncide exactement avec sa sémantique opérationnelle, dénie en
terme d'ensemble des succès fermés nis. Considérons, par exemple, la dé-
nition du prédicat even caractérisant les entiers pairs :
P = feven(0)  ; even(S(S(x))) even(x)g (4.16)
La lecture logique de ce programme est obtenue en associant à P la for-
mule logique F(P ) correspondant à la conjonction des clauses de Horn du
programme :
F(P ) = even(0) ^ 8x(even(S(S(x))) _ :even(x))
Les atomes even(S
2i
(0)), pour i  0, sont des conséquences sémantiques
(logiques) de F(P ), puisque pour tout i  0, F(P ) j= even(S
2i
(0)). even
correspond donc bien au prédicat caractérisant les entiers pairs. D'un point
de vue sémantique, l'intérêt de la restriction aux clauses de Horn provient
de la propriété de fermeture pour l'intersection des modèles, énoncée par le
lemme 3.14. La formule logique F(P ) associée à un programme P admet
donc un plus modèle de Herbrand. Par exemple, pour le programme (4.16),
ce plus petit modèle est :
M
P
=
[
i0
feven(S
2i
(0))g
D'un point de vue opérationnel, cet ensemble coïncide avec l'ensemble des
succès de P puisque l'on peut construire les dérivations :
even(0)! 2
even(S
2
(0))! even(0)! 2
.
.
.
even(S
2i
(0))!    ! even(S
2
(0))! even(0)! 2
.
.
.
Plus généralement, la substitution  = fx=S
2i
(0)g, pour i  0, est une
solution pour la requête even(x) et l'arbre SLD de racine even(x) contient
une branche innie qui permet l'énumération des atomes even(S
2i
(0)).
even(x)
2
4
x
S(S(x
1
))
3
5
! even(x
1
) !    ! even(x
i
) !   
# # #
2 2 2
x = 0 x = S
2
(0) x = S
2i
(0)
S'il est séduisant, le paradigme logic programs as rst-order theories n'est
pas, d'un point de vue pratique, tout à fait satisfaisant. Par exemple, il ne
SLD preuves innies 138
permet pas de traiter clairement la négation : une requête constituée d'un
atome fermé A peut échouer à partir d'un programme P même si :A n'est
pas une conséquence sémantique (logique) de F(P ). La négation par échec
que l'on trouve dans la plupart des interprètes Prolog ne correspond donc
pas à la négation logique.
Une alternative à ce paradigme consiste à considérer les clauses d'un
programme par des règles : à toute clause dénie A A
1
;    ; A
n
peut être
associée une fonction c d'arité n que l'on peut interpréter comme une règle
de construction de preuves :
c : 
A
1
     
A
n
! 
A
L'application de c à des preuves 
A
i
des A
i
fournit une preuve de A et on
note 
A
:A pour indiquer que 
A
est une preuve de A (ce qui peut aussi se lire

A
est de type A). Il est donc possible de voir une clause comme la signature
fonctionnelle d'un constructeur de preuves. Cette correspondance entre types
et propositions d'une part, et preuves et fonctions d'autre part, est bien
connue : il s'agit de l'isomorphisme de Curry-Howard. Si l'on reconsidère le
programme (4.16) en utilisant cette approche, les deux clauses dénissant le
prédicat even peuvent être vues comme un schéma de règles :
(even-0) :
even(0)
(even-S2) :
even(x)
even(S
2
(x))
dont les instances fermées correspondent à l'ensemble inni de règles déni
en (1.7). Cette lecture sémantique de la programmation logique permet de
considérer un programme, non plus comme une théorie du premier ordre,
mais comme la dénition d'une nouvelle logique (i.e. un système formel).
En adoptant ce point de vue, la dénotation d'un programme correspond à
l'ensemble des théorèmes qu'il est possible de dériver dans cette logique.
Cette approche nous conduit donc à identier un programme à une dénition
inductive ou co-inductive (selon que l'on s'autorise ou non l'application des
règles un nombre inni de fois).
4.2.1 Induction et programmation logique
Dénitions inductives, exprimées à partir d'un ensemble de règles, et pro-
grammes dénis présentent de nombreuses similitudes qui permettent d'envi-
sager le paradigme logic programs as inductive denitions. Un programme
déni P peut être vu comme un ensemble de règles [P ], éventuellement inni,
correspondant aux instances fermées des clauses de P . D'autre part, pour
chacune de ces règles, l'ensemble des prémisses est ni et donc [P ] est ni-
taire. La propriété d'intersection des modèles de Herbrand pour un ensemble
de clauses de Horn, exprimée par le lemme 3.14, correspond exactement à
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la propriété de fermeture pour l'intersection d'ensembles [P ]-clos, exprimée
par le lemme 1.1 (rappelons que d'après le lemme 3.16, une interprétation de
Herbrand I est un modèle de P si et seulement si T
P
(I)  I, c'est à dire si I
est T
P
-clos). On a doncM
P
= Ind([P ]). Cet ensemble est généralement ca-
ractérisé en terme de plus petit point xe de l'opérateur classique T
P
associé
à P . Cet opérateur n'est rien d'autre que T
[P ]
(déni à partir de [P ] en (1.1)),
et l'égalité (1.2) permet d'établir l'égalité Ind([P ]) = Ind(T
[P ]
). On peut alors
utiliser le théorème de Tarski (théorème 1.1) pour montrer M
P
= lfp(T
[P ]
).
Lorsque ce point xe est caractérisé en terme de puissances ordinales de
l'opérateur T
[P ]
, c'est le lemme 1.6 qui permet de montrer que T
[P ]
est un
opérateur nitaire, ce qui permet, à l'aide du lemme 1.5, de montrer que T
[P ]
est "-continu. Ces deux lemmes permettent alors d'utiliser le théorème 1.2
pour montrer l'égalité M
P
= Ind(T
[P ]
) = lfp(T
[P ]
) = T
"!
[P ]
. Aussi, plutôt
qu'un simple outil technique utilisé pour montrer le théorème de complétude
de la SLD-résolution, les dénitions inductives constituent une alternative
naturelle au paradigme logic programs as rst-order theories : un pro-
gramme déni peut être interprété par une dénition inductive. En adoptant
ce point de vue, on a donc les identications :
even(S
2
(0))
even-S2
! even(0)
even-0
! 2 (even-S2) :
(even-0) :
even(0)
even(S
2
(0))
SLD-dérivation à partir de [P ] Preuve dans [P ]
even-S2(even-0) est donc un terme de preuve de type (i.e. correspondant
à une preuve de) even(S
2
(0)). D'ailleurs, la facilité que fournit le modèle
de programmation logique pour le traitement des langages provient plus du
fait que ces langages ont une syntaxe dénie inductivement que de l'exis-
tence d'une interprétation logique de ces langages. Cette interprétation de la
programmation logique, en terme de dénitions inductives, est aujourd'hui
largement utilisée. Dans un livre consacré à la calculabilité dans le contexte
de la programmation logique [32], M. Fitting présente quelques exemples de
preuves de correction de programmes en utilisant cette approche. En ce qui
concerne la négation, le concept de programme stratié semble mieux s'inter-
préter en terme de dénitions inductives qu'en terme de théorie du premier
ordre. En eet, lorsqu'un programme peut être partitionné en plusieurs dé-
nitions inductives de manière à ce que chaque négation fasse uniquement
référence à une ensemble déjà considéré (i.e. appartenant à une strate infé-
rieure à celle du prédicat correspondant à la clause dans laquelle la négation
apparaît), c'est à dire lorsque le graphe de dépendance du programme ne
contient pas de cycles, le programme est dit stratiable et peut être inter-
prété en terme de dénitions inductives itératives. Cette vision de la négation,
détaillée dans [92], utilise bien plus les concepts de dénitions inductives, de
points xes ou encore de nombres ordinaux que les notions de conséquences
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sémantiques de la logique du premier ordre. Dans le même esprit, M. Hagiya
et T. Sakurai proposent dans [40] un système d'inférence pour fonder la sé-
mantique des programmes dénis et étendent le formalisme des clauses de
Horn pour permettre l'introduction de formules logiques quelconques dans le
corps des clauses. Signalons aussi les travaux de L. Hallnäs et P. Schroeder-
Heister qui s'inspirent des techniques de preuve en déduction naturelle pour
étendre la puissance d'expression de la programmation logique. La séman-
tique des programmes qu'ils proposent dans [42, 43] repose, ici encore, sur
l'identication des clauses d'un programme avec un ensemble de dénitions
inductives et permet de modéliser directement les substitutions solutions
non nécessairement fermées, plutôt qu'un ensemble d'instances fermées de
ces substitutions. Le langage qu'ils dénissent, appelé Ghc (pour Generalized
Horn Clauses), permet la présence d'implications dans le corps des clauses.
Aussi, les dénitions inductives considérées ne peuvent plus être étudiées
dans le cadre présenté dans le chapitre 1 (il ne s'agit plus de dénitions in-
ductives monotones) : le paradigme utilisé est celui des dénitions inductives
partielles, détaillé dans [41]. Enn, L.C. Paulson et A.W. Smith étudient dans
[82] la possibilité de combiner la programmation logique avec la program-
mation fonctionnelle en adoptant le paradigme logic programs as inductive
denitions. L'approche qu'ils proposent, proche de celle développée dans
[10], distingue deux types de symboles de fonctions : les constructeurs de
termes sont des fonctions qui servent à la dénition de l'univers de Herbrand
tandis que certaines fonctions sont destinées à être évaluées. Ce point de
vue fournit un cadre pour un langage logique avec fonctions dans lequel les
clauses peuvent invoquer des fonctions qui permettent d'eectuer des opé-
rations dans l'univers de Herbrand. Le mécanisme d'unication utilisé rend
donc possible l'évaluation de certaines fonctions. Ce paradigme est proche
de celui de la programmation logique avec égalité consistant à considérer les
programmes comme une théorie du premier ordre comprenant l'égalité mais
n'est pas sujet à ses restrictions (conuence, terminaison).
4.2.2 Co-induction et programmation logique
Dérivations innies et dénotation par plus grand point xe
Les dénitions co-inductives permettent de dénir des ensembles dont les
éléments sont obtenus en appliquant un nombre de fois éventuellement in-
ni les règles de construction. Ces dénitions permettent donc de représenter
aussi bien les termes innis d'un univers de Herbrand complété que certaines
SLD-dérivations innies qui peuvent être vues comme une suite innie d'ap-
plications des clauses d'un programme. Il paraît donc possible de considérer
un programme déni comme une dénition co-inductive an de prendre en
compte explicitement les dérivations innies qui sont des preuves construites
en appliquant un nombre de fois inni les constructeurs de preuves. En sui-
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vant cette approche, la dénotation d'un programme P correspond à l'en-
semble CoInd(), où  est un ensemble de règles construites à partir de P .
Comme nous l'avons vu, CoInd() peut aussi être caractérisé par le plus
grand point xe d'un opérateur monotone, associé à P , noté T

. Lorsque le
domaine (resp. le co-domaine) de cet opérateur est étendu à l'ensemble des
parties d'une base de Herbrand complétée et si la technique de complétion
utilisée permet d'établir la #-continuité de T

, ce plus grand point xe est
bien sûr T
#!

. Aussi, dans les approches développées pour donner un sens aux
dérivations innies en programmation logique qui utilisent cette propriété,
c'est l'ensemble CoInd([P ]), où [P ] correspond aux instances fermées des
clauses de P dans un domaine complété (i.e. pouvant contenir des atomes
innis), qui est proposé comme sémantique déclarative d'un programme P .
Toutefois, dans ce cadre, l'interprétation logic programs as co-inductive de-
nitions n'est pas complète. En eet, tandis que les atomes de Ind([P ]), les
clauses de P et les requêtes sont dénis sur un même langage (un langage
du premier ordre ne contenant que des éléments nis), CoInd([P ]) est déni
sur un langage plus expressif que le langage des clauses de P et des requêtes,
puisqu'il autorise la présence de termes innis. Par exemple, si l'on considère
le programme déni en (4.2), on a p(f
!
) 2 gfp(T
[[P ]]
), même si p(f
!
) n'est
pas calculable à l'inni à partir de P , puisque p(f
!
) p(f
!
) 2 [P ] . En au-
torisant la présence d'éléments innis dans les requêtes et les programmes,
l'approche métrique devient complète puisqu'alors on peut construire la dé-
rivation :
p(f
!
)!
P
p(f
!
)!
P
   !
P
p(f
!
)!
P
  
Les phénomènes d'incomplétude observés proviennent donc, en partie, du
fait que l'opérateur associé à [P ] est déni sur un domaine qui contient
des éléments innis sur lesquels on peut prouver directement des propriétés
sans les construire (alors que T
"0
[P ]
= ? et donc tous les éléments de T
"!
[P ]
=
Ind([P ]) sont eectivement construits). Aussi, nous nous intéresserons dans
la suite aux dérivations innies qui ne construisent pas d'objets innis et
nous verrons qu'il existe une sémantique valide et complète pour cette classe
de dérivations.
Dérivations innies et termes de type co-inductif
La dénition de CoInd() par l'union de tous les ensembles -denses cor-
respond à une dénition déclarative. L'identication d'un programme à une
dénition co-inductive peut être aussi envisagée en considérant les termes
gardés par constructeurs, introduits dans le chapitre 1, que l'on peut dénir
à partir d'un programme vu comme un ensemble de règles. Par exemple, le
programme (4.1) peut être identié à la dénition co-inductive (1.14). Tou-
tefois, la dérivation du tableau 4.1 ne semble pas correspondre au terme de
preuve (1.15) : tandis que la dérivation calcule par approximations succes-
sives la liste innie des entiers à partir de k, le terme de preuve applique le
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schéma d'élimination de l'égalité (1.11) au terme from(k) qui représente la
limite de la suite d'approximations construite par la dérivation. Par contre,
si l'on se restreint à considérer des preuves, éventuellement innies, de pro-
priétés portant sur des objets nis, la correspondance entre termes de type
co-inductif et SLD-dérivations innies semble plus immédiate. Par exemple,
le programme déni (4.2) est typique des programmes à l'origine de dériva-
tions qui n'eectuent aucun calcul. C'est le cas de la dérivation (4.3) obtenue
à partir de la requête p(z). D'un point de vue logique, cette dérivation cor-
respond à une preuve par co-induction de 8z p(z), indépendamment du fait
que z désigne un élément ni ou inni. En eet, si C désigne le constructeur
associé à la clause p(x)  p(x), alors pour tout élément z de l'univers du
discours U , le terme de preuve déni par :

p
:= z : U :C(z; 
p
(z))
est bien gardé par constructeurs (i.e. l'appel récursif à 
p
est protégé par
le constructeur C) et est de type 
z:U
p(z). Via l'isomorphisme de Curry-
Howard, on peut donc voir ce terme comme une preuve de 8z p(z). L'ap-
plication du constructeur correspond à la première transition de la dériva-
tion (4.3) tandis que l'appel récursif correspond aux transitions suivantes.
C'est bien sûr la présence de prédicats récursifs dans un programme déni
qui rend possible la construction de dérivations innies. Cette récursivité
n'est pas toujours directe comme, par exemple, dans le programme :
P = fp(x) q(x)
| {z }
C
p
; q(x) p(x)
| {z }
C
q
g
à partir duquel il est possible de construire la dérivation innie :
p(z)

1
=
2
4
x
1
z
3
5
 !
P
q(z)

2
=
2
4
x
2
z
3
5
 !
P
  

2i
=
2
4
x
2i
z
3
5
 !
P
p(z)

2i+1
=
2
4
x
2i+1
z
3
5
 !
P
q(z)!
P
  
(4.17)
qui correspond, ici encore, à une preuve par co-induction de 8z p(z) repré-
sentée par le terme 
p
:= x : U :C
p
(x;C
q
(x; 
p
(x))). D'autre part, on peut
constater que la dérivation (4.17) contient aussi une preuve de 8z q(z) :
q(z)

2
=
2
4
x
2
z
3
5
 !
P
  

2i
=
2
4
x
2i
z
3
5
 !
P
p(z)

2i+1
=
2
4
x
2i+1
z
3
5
 !
P
q(z)!
P
  
qui contient elle-même une preuve de 8z p(z) ... Les preuves de 8z p(z) et
8z q(z) peuvent donc s'exprimer de manière mutuellement récursive :

p
:= x : U :C
p
(x; 
q
(x)) 
q
:=x : U :C
q
(x; 
p
(x))
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Toutefois certains prédicats non mutuellement récursifs peuvent donner lieu
à de telles preuves. Une dérivation innie peut donc être vue comme l'appli-
cation, un nombre de fois inni, des clauses (i.e. constructeurs) et correspond
donc à un terme en forme canonique. En identiant un programme à une
dénition co-inductive, les clauses dénissent des règles d'introduction aux-
quelle sont associées des schémas d'élimination. Par exemple, les deux clauses
du programme :
P = fp(x) p(f(x))
| {z }
C
1
; p(x) p(g(x))
| {z }
C
2
g
peuvent être vues comme des règles d'introduction :
(C
1
) :
x : U
 : p(f(x))
C
1
(x; (x)) : p(x)
(C
2
) :
x : U
 : p(g(x))
C
2
(x; (x)) : p(x)
et peuvent être associées au schéma d'élimination suivant :
(Elimination) :
x : U
P : p(x)! s
 : p(x)

1
: (x : U)(
f
: p(f(x)))P(C
1
(x; 
f
))

2
: (x : U)(
g
: p(g(x)))P(C
2
(x; 
g
))
Case  of 
1

2
end : P()
où s est quelconque, muni des deux règles de réduction :
Case C
1
(x; 
0
) of 
1

2
end ! 
1
(x; 
0
)
Case C
2
(x; 
0
) of 
1

2
end ! 
2
(x; 
0
)
On voit donc bien qu'une dérivation à partir de la requête p(x) commence né-
cessairement en utilisant l'une des deux clauses C
1
ou C
2
. Si l'on se restreint
à la clause C
1
, on obtient la dérivation suivante :
p(z)!

z
f(z)

p(z)!

z
f(z)
 
z
f(z)

p(z)!   
qui peut être associée au terme de preuve :
:=z : U :C
1

z; 

z
f(z)

p(z)

L'application du constructeur C
1
correspond bien à la première transition
tandis que l'appel récursif correspond aux suivantes, c'est à dire à la déri-
vation à partir de p(f(z)). Un terme de preuve peut donc être vu comme
la dénition récursive de la suite des clauses appliquées dans la dérivation
SLD preuves innies 144
et vice versa. Néanmoins, signalons qu'un terme représentant une dérivation
innie n'admet pas systématiquement de représentation nie (i.e. ce terme
n'est pas forcément dénissable à l'aide d'une dénition récursive gardée par
constructeurs). En eet, à chaque étape n de toute dérivation commençant
par p(z), il est possible d'appliquer C
1
et C
2
et si la fonction :
F
C
: IN! fC
1
; C
2
g
qui indique la clause utilisée à chaque étape n, n'est pas calculable, il
n'est pas possible de donner une représentation nie au terme correspondant
à cette preuve. En eet, un tel terme s'écrit :
:=x : U :
d
(0; x) : 
x:U
p(x)
avec :

d
:=n : IN:x : U :(F
C
(n))(x; 
d
(S(n); (F
F
(n))(x)))
où F
F
est la fonction dénie par :
F
F
: IN! ff; gg:=n : IN:
0
@
si F
C
(n) = C
1
alors f
sinon g
1
A
et n'est calculable que si F
C
l'est. Réciproquement, à partir d'une preuve
 de 8xp(x), il est possible de dénir la fonction F
C
par F
P
() où :
F
P
: 8xp(x)! IN! fC
1
; C
2
g
F
P
(; n):= Case  of
[x
1
: U ][
1
: p(f(x
1
))] Case n of
C
1
[k
1
: IN]F
P
(
1
; k
1
)
end
[x
2
: U ][
2
: p(g(x
2
))] Case n of
C
2
[k
2
: IN]F
P
(
2
; k
2
)
end
end.
Tous les exemples présentés dans ce paragraphe montrent bien qu'il existe
une correspondance directe entre une preuve innie (i.e. un terme de type co-
inductif) portant sur un objet ni et une dérivation innie qui ne construit
pas de termes innis, alors que si l'objet considéré est inni, le terme de
preuve décrit l'application, un nombre de fois inni, des constructeurs (i.e.
des clauses) sur ce terme inni ce qui ne correspond pas à la dérivation
innie, si elle existe, qui représente l'application de clauses sur des termes
nis.
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b
a
c
d
a2 : edge(b; c) 
a1 : edge(a; b) 
a3 : edge(c; a) 
c1 : path(x; x) 
c2 : path(x; z) edge(x; y);path(y; z)
Fig. 4.3  Chemin entre deux sommets d'un graphe orienté
Un exemple
L'identication d'un programme déni à un ensemble de dénitions co-
inductives modie la sémantique déclarative d'un programme à laquelle le
paradigme logic programs as rst-order theories nous a habitué. Considé-
rons, par exemple, le programme de la gure 4.3 permettant de caractéri-
ser les chemins d'un graphe orienté. L'existence d'un cycle dans ce graphe
rend possible la construction d'une dérivation innie à partir d'une requête
path(s
1
; s
2
) où s
1
est un sommet apparaissant sur un cycle et s
2
est un
sommet quelconque. Par exemple, on a :
path(a; d) !
P
edge(a; b); path(b; d)!
P
path(b; d)
!
P
edge(b; c); path(c; d)!
P
path(c; d)
!
P
edge(c; a); path(a; d)!
P
path(a; d)!
P
  
(4.18)
et plus généralement :
path(a; x) !
P
edge(a; b); path(b; x)!
P
path(b; x)
!
P
edge(b; c); path(c; x)!
P
path(c; x)
!
P
edge(c; a); path(a; x)!
P
path(a; x)!
P
  
(4.19)
Il est possible de construire les termes de preuve 
ad
et 
ax
gardés par
constructeurs correspondant aux dérivations (4.18) et (4.19) :

ad
:= c2(a; b; d; a1; c2(b; c; d; a2; c2(c; a; d; a3; 
ad
)))

ax
:= x : U : c2(a; b; x; a1; c2(b; c; x; a2; c2(c; a; x; a3; 
ax
(x))))
Ces deux termes ont pour type path(a; d) et 
x:U
path(a; x) et correspondent
donc à une preuve de path(a; d) et 8x path(a; x). En modiant la dénition
du prédicat path en :
path(x; x) ; path(x; y) edge(x; y) ; path(x; z) path(x; y); path(y; z)
il devient même possible de prouver qu'il existe un chemin entre deux som-
mets quelconques d'un graphe orienté quelconque, puisque la dernière clause
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permet de construire des dérivations innies sans faire intervenir le prédicat
edge. Un phénomène rassurant peut cependant être observé si l'on rajoute
un argument au prédicat path correspondant à la longueur du chemin qui
sépare les deux sommets considérés :
path(x; x; 0)  ; path(x; z; S(n))  edge(x; y); path(y; z; n)
Dans ce cas, la longueur du chemin séparant le sommet a du sommet d est
S
!
, où S
!
est déni récursivement par le terme (protégé par constructeur)
S
!
:=S(S
!
) et les sommets reliés par un chemin de longueur nie sont exac-
tement ceux qui sont caractérisés par Ind([path]). Ici, la longueur du chemin
considéré correspond à la longueur de la preuve de l'existence d'un chemin.
Avec cette version du prédicat path, toute dérivation innie construit un
terme inni : elle eectue un calcul.
4.2.3 C-sémantique
Les exemples présentés dans le paragraphe précédent illustrent bien le
fait que s'il existe une correspondance presque directe entre les dérivations
innies qui prouvent sur un objet ni et les preuves par co-induction sur
des objets nis, cette correspondance est moins immédiate dès que la preuve
porte sur un objet inni. Typiquement, avec le programme déni en (4.9),
la dérivation (4.10), qui semble établir p(f
!
) à partir de ce programme, ne
correspond pas directement au terme de preuve de type p(f
!
) : prouver par
co-induction p(f
!
) revient à appliquer une innité de fois le constructeur
de preuve associé à la clause p(f(x))  p(x) en utilisant à chaque appel
récursif la propriété f(f
!
) = f
!
. D'autre part, certaines dérivations innies
qui ne construisent pas d'objets innis correspondent à des preuves portant
sur un objet dans lequel apparaît des variables. Aussi, la C-sémantique fournit
un cadre adéquat pour étudier cette classe de dérivations.
La C-sémantique a été développée et étudiée par M. Falaschi, G. Levi,
M. Martelli et C. Palamidessi dans [30, 31]. Il s'agit d'un sémantique des pro-
grammes dénis basée sur une notion d'interprétation contenant des atomes
non nécessairement fermés (contrairement aux interprétations de Herbrand).
Cette approche, proposée pour la première fois par K.L. Clark dans [15], a
é

te utilisée par W.G. Golson dans [38] pour étudier certaines dérivations
innies. Initialement, cette sémantique a été introduite pour permettre de
prendre en compte l'aspect constructif des dérivations (i.e. la construction
de substitutions) qui n'est pas considéré dans la théorie classique établissant
la correspondance entre sémantique déclarative et sémantique opérationnelle
uniquement pour les atomes fermés.
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Sémantique déclarative
Le préordre 6 sur les termes (déni par t
1
6 t
2
, 9 t
1
= t
2
) induit une
relation d'équivalence, notée , sur les termes (dénie par t
1
 t
2
, t
1
6
t
2
^ t
2
6 t
1
). Cette relation d'équivalence correspond à l'équivalence au re-
nommage près des variables. L'univers de Herbrand considéré est l'ensemble
quotient T

[X]
=
. An d'alléger les notations, on confondra un terme avec
sa classe d'équivalence. Cet ensemble peut être muni d'une relation d'ordre
dénie à partir de 6, que l'on peut étendre à (T

[X]
n
)
=
6
. La base de Her-
brand considérée est At
;
[X]
=
(i.e. l'ensemble des atomes p(
~
t) où p est
un symbole de  d'arité n et
~
t 2 (T

[X]
n
)
=
). Cet ensemble est muni de la
relation d'ordre 6 dénie par :
p(
~
t
1
) 6 p(
~
t
2
),
~
t
1
6
~
t
2
Considérer les sous-ensembles de At
;
[X]
=
comme des interprétations n'est
envisageable que si lorsqu'un atome appartient à une interprétation, ses ins-
tances (non nécessairement fermées) appartiennent aussi à cette interpréta-
tion. Aussi, une interprétation est dénie comme un sous-ensemble "-fermé
de At
;
[X]
=
(i.e. (A 2 I ^ A 6 B) ) B 2 I) et on parle alors de C-
interprétations [30, 31]. Dans ce qui suit, on adopte les notations suivantes
issues de [30] (E est un ensemble d'atomes) :
[E] = fA 2 At
;
[?]; A 2 Eg
dEe = fA 2 At
;
[X]; 9A
0
2 E A
0
6 Ag
bEc = fA 2 At
;
[?]; A 2 Eg
On a donc [E] = bdEec. D'autre part, étant donné un ensemble quelconque
d'atomes I, [I] est une interprétation de Herbrand et dIe est une C-interpréta-
tion. Autrement dit I est une interprétation de Herbrand (resp. une C-
interprétation) si et seulement si I = [I] (resp. I = dIe). La notion de
C-vérité relative à une C-interprétation est dénie comme suit :
Dénition 4.7 (C-vérité [31]) Soit I une C-interprétation.
 Un atome A est C-vrai dans I si et seulement si A 2 I (i.e. la classe
d'équivalence de A 2 I).
 Une clause A B
1
;    ; B
q
est C-vraie dans I si et seulement si pour
toute substitution , si les atomes B
i
(1 6 i 6 q) sont C-vrais dans I,
alors A est C-vrai dans I (en particulier une clause unité A est C-
vraie dans I si et seulement si pour toute substitution , A est C-vrai
dans I).
6. Toutefois, il est important de noter que
~
t
1

~
t
3
et
~
t
2

~
t
4
n'implique pas forcément
(
~
t
1
;
~
t
2
)  (
~
t
3
;
~
t
4
). Par exemple, f(x)  f(y) et g(x)  g(z) mais (f(x); g(x)) n'est pas
équivalent à (f(y); g(z)).
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Dénition 4.8 Une interprétation I est un C-modèle d'un programme dé-
ni P si toutes les clauses de P sont C-vraies dans I.
Remarque. Il est possible d'éviter de contraindre les sous-ensembles de
At
;
[X]
=
à être "-fermés en considérant une notion diérente pour la
vérité : cette approche, présentée dans [13, 29, 30, 31], correspond à la S-
sémantique et sert à distinguer des programmes ayant les mêmes C-modèles
mais un comportement diérent. Par exemple [31], les deux programmes :
P
1
= fp(x) ; p(a) g P
2
= fp(x) g
admettent les mêmes C-modèles alors qu'à partir de la requête p(x), le pro-
gramme P
1
peut produire la réponse fx=ag tandis qu'avec le programme P
2
,
seule la substitution identité peut être obtenue.
Il est possible de relier la notion de C-modèle à la notion classique (modèle
de Herbrand) :
Lemme 4.6 ([30]) Soit I une C-interprétation et P un programme déni.
Si I est un C-modèle de P , alors [I] est un modèle de Herbrand de P .
L'ensemble des C-interprétations, muni de l'inclusion ensembliste, forme un
treillis complet : tout ensemble E de C-interprétations admet une borne in-
férieure et une borne supérieure :
glb(E) =
\
I2E
I et lub(E) =
[
I2E
I
Lemme 4.7 ([31]) Soit P un programme déni.
1. L'intersection de C-modèles de P est un C-modèle de P .
2. Tout programme déni P admet un plus petit C-modèle notéM
C
P
.
3. M
P
= [M
C
P
]
Sémantique par point xe
La sémantique par point xe est obtenue de manière classique en associant
à tout programme P un opérateur satisfaisant de bonnes propriétés.
Dénition 4.9 ([31]) Etant donné un programme P , dP e est déni par :
dP e = fC; C 2 P;  : X ! T

[X]g
et peut être associé à l'opérateur :
T
dP e
(I) = fA 2 At
;
[X]; 9A A
1
;    ; A
n
2 dP e
A
i
2 I (1 6 i 6 n) g
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Lemme 4.8 ([31]) T
dP e
est un opérateur monotone et "-continu.
Lemme 4.9 ([31]) [T
dP e
(I)] = T
dP e
([I]).
Lemme 4.10 ([31]) Une C-interprétation I est un C-modèle d'un program-
me déni P si et seulement si T
dP e
(I)  I.
Théorème 4.8 ([31]) M
C
P
= lfp(T
dP e
) = Ind(T
dP e
) = T
"!
dP e
Sémantique opérationnelle
L'équivalent de l'ensemble des succès (fermés) de la théorie classique est
déni comme suit :
Dénition 4.10 S
C
P
= fA 2 At
;
[X]; A
;
!
P
2 et A = Ag
et les théorèmes de validité et de complétude s'énoncent comme suit.
Théorème 4.9 ([30]) S
C
P
=M
C
P
= T
"!
dP e
Théorème 4.10 (C-validité [31]) Si il existe une réfutation :
R = A
1
;    ; A
q
;
!
P
2
alors il existe un ensemble d'atomes fA
0
1
;    ; A
0
q
g M
C
P
et une substitution

0
tels que 
0
= mgu((A
1
;    ; A
q
); (A
0
1
;    ; A
0
q
)) et 
0
var(R)
= 
var(R)
.
Théorème 4.11 (C-complétude [31]) Soit R la requête A
1
;    ; A
q
. Si il
existe un ensemble d'atomes fA
0
1
;    ; A
0
q
g  M
C
P
et une substitution 
0
tels
que 
0
= mgu((A
1
;    ; A
q
); (A
0
1
;    ; A
0
q
)), alors il existe une réfutation
R = A
1
;    ; A
q
;
!
P
2
telle que 
0
var(R)
 
var(R)
.
4.2.4 Arbres de preuve et SLD-preuves
Un autre manière de caractériser les éléments d'un ensemble déni co-
inductivement utilise la notion classique d'arbres de preuve. Dans ce para-
graphe, après avoir introduit cette notion, nous montrons comment à par-
tir d'un arbre de preuve pour un ensemble de règles , il est possible de
construire une SLD-dérivation avec le programme .
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Arbres de preuve
Dénition 4.11 (Arbres de preuve) Soit  un ensemble de règles sur un
univers B.
 Un arbre de preuve de x 2 B pour  est un arbre ni ou inni de racine
x tel que pour tout noeud z de l'arbre admettant z
1
;    ; z
q
pour ls,
z  z
1
;    ; z
q
2  (en particulier, si z est un feuille, alors z  2 ).
 Un arbre de preuve partiel de x 2 B pour  est un arbre de preuve de
x dont les feuilles ne correspondent pas nécessairement à des règles de
la forme z  2 .
La notion d'arbres de preuve est directement liée à la notion d'ensemble
co-inductif par le lemme suivant.
Lemme 4.11 Soit  un ensemble de règles sur un univers B et x 2 B.
x 2 CoInd() si et seulement si x est racine d'un arbre de preuve pour .
Preuve. ()). Soit x 2 CoInd(), d'après le théorème 1.3, on a x 2 gfp(T

)
et il vient x 2 T

(gfp(T

)). Il existe donc une règle x x
1
;    ; x
q
2  telle
que fx
1
;    ; x
q
g  gfp(T

). On peut donc construire un arbre de racine x
ayant fx
1
;    ; x
q
g pour ls et en réitérant ce processus sur l'ensemble des
ls de x qui sont dans CoInd(), on obtient un arbre de preuve de x pour .
((). Soit x la racine d'un arbre de preuve pour  et Z l'ensemble des
noeuds de l'arbre. On a Z  T

(Z). En eet, si z 2 Z, alors il existe
z  z
1
;    ; z
q
2  où fz
1
;    ; z
q
g est l'ensemble des ls de z. On a donc
fz
1
;    ; z
q
g  Z et donc z 2 T

(Z). Puisque Z  T

(Z), Z est -dense et,
par dénition, il vient x 2 CoInd(). J
Signalons que lorsque l'arbre de preuve de x pour  est ni, on peut montrer
que x 2 Ind(). Aussi, le théorème de complétude de la SLD-résolution
pourrait être établi en utilisant un résultat similaire à celui exprimé par le
théorème 4.12 prouvé à la n de ce paragraphe. La preuve de ce théorème
utilise les trois lemmes ci-dessous.
Renommage et unication
Lemme 4.12 Soit A
1
et A
2
deux atomes ne partageant pas de variables. Si
pour une substitution , satisfaisant dom()  var(A
2
), A
1
= A
2
, alors 
est un unicateur principal de A
1
et A
2
.
Preuve. Tout d'abord puisque var(A
1
)\var(A
2
) = ? et puisque dom() 
var(A
2
), on a A
1
= A
1
= A
2
.  est donc bien un unicateur de A
1
et A
2
.
D'autre part, si v 2 range(), il existe une variable y 2 dom()  var(A
2
)
telle que v 2 y. On a donc v 2 A
2
= A
1
et donc v 62 dom() puisque
A
1
= A
1
ce qui permet de conclure à l'idempotence de . De plus, il est
clair que  est bien supportée et couverte par A
1
et A
2
. Montrons à présent
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que  est un unicateur le plus général. Soit  un unicateur de A
1
et A
2
.
Puisque A
1
= A
1
, on a A
1
= A
2
et il vient A
2
= A
2
. Montrons alors
que pour toute variable v, on a v = v. Si v 62 dom() alors v = v
est immédiat, sinon, puisque dom()  var(A
2
) on peut conclure puisque
A
2
= A
2
. On a donc bien  6 . J
Lemme 4.13 Soit Z  X et C une clause A  B
1
;    ; B
q
. Il existe une
clause C
0
et une substitution de renommage idempotente et injective sur son
domaine  vériant :
var(C
0
) \ (var(C) [ Z) = ? dom() = var(C
0
)
C
0
= C range() = var(C)
Preuve. Si var(C) = fx
1
;    ; x
n
g et si fy
1
;    ; y
n
g est un ensemble de
variables distinctes tel que fy
1
;    ; y
n
g \ (var(C) [ Z) = ?, alors C
0
et 
peuvent s'écrire :
C
0
=

x
1
   x
n
y
1
   y
n

C  =

y
1
   y
n
x
1
   x
n

et vérient bien les propriétés énoncées. J
Lemme 4.14 Si Z est un ensemble de variables, C
T
une clause et r
0
une
substitution de renommage telle que range(r
0
)\var(C
T
) = ?, alors il existe
une transition :
r
0
C
+
T
C;
! C
 
où C est une clause telle que var(C) \ (var(r
0
C
T
) [ Z) = ? et  est une
substitution de renommage idempotente injective sur son domaine telle que
dom() = var(C
+
). D'autre part, il existe une substitution de renommage r
vériant range(r) = var(C
 
)nvar(C
+
) telle que rr
0
C
 
T
= C
 
.
Preuve. D'après le lemme 4.13, il existe une clause C et une substitution
de renommage idempotente et injective sur son domaine  vériant :
var(C) \ (var(r
0
C
T
) [ Z) = ? dom() = var(C)
C = r
0
C
T
range() = var(r
0
C
T
)
D'après le lemme 4.12, la restriction  de  aux variables de C
+
est un
unicateur principal de r
0
C
+
T
et C
+
ce qui permet de construire la transition :
r
0
C
+
T
C;
! C
 
Si la substitution  s'écrit :
 =

x
+
1
::: x
+
n
1
x

1
::: x

n
2
x
 
1
::: x
 
n
3
y
+
1
::: y
+
n
1
y

1
::: y

n
2
y
 
1
::: y
 
n
3

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avec :
fx
+
1
; :::; x
+
n
1
g = var(C
+
)nvar(C
 
)
fx

1
; :::; x

n
2
g = var(C
+
) \ var(C
 
)
fx
 
1
; :::; x
 
n
3
g = var(C
 
)nvar(C
+
)
on peut dénir la substitution de renommage r
1
= rr
0
par :
r
1
=

y
 
1
::: y
 
n
3
x
 
1
::: x
 
n
3

r
0
En eet, on a :
r
1
C
 
T
=

y
 
1
::: y
 
n
3
x
 
1
::: x
 
n
3

r
0
C
 
T
=

y
 
1
::: y
 
n
3
x
 
1
::: x
 
n
3

C
 
=

y
 
1
::: y
 
n
3
x
 
1
::: x
 
n
3
 
x

1
::: x

n
2
x
 
1
::: x
 
n
3
y

1
::: y

n
2
y
 
1
::: y
 
n
3

C
 
=

x

1
::: x

n
2
y

1
::: y

n
2

C
 
= C
 
puisque  est injective sur son domaine. J
SLD-Preuves
Nous pouvons à présent relier la notion d'arbres de preuve avec celle de
SLD-preuves dénie comme suit.
Dénition 4.12 (SLD-preuves) Une SLD-preuve est soit une réfutation
soit une dérivation innie équitable.
Théorème 4.12 Soit P un programme et A un atome. Si A 2 CoInd(P ),
alors il existe une SLD-preuve à partir de A avec le programme P telle qu'à
chaque étape i, l'unicateur 
i
mis en jeu est un renommage, injectif sur
son domaine, de toutes les variables apparaissant dans la tête de la clause
utilisée.
Preuve. Si A 2 CoInd(P ), alors d'après le lemme 4.11, A est racine d'un
arbre de preuve T pour P . Les noeuds de cet arbre peuvent être indicés par
des éléments de IN
?
: l'indice d'un noeud correspond aux étiquettes rencon-
trées sur le chemin qui mène de la racine à ce noeud ; les arcs sont étiquetés
de gauche à droite par des entiers successifs à partir de 1 (" désigne le mot
vide). Le parcours en largeur de T fournit la liste de noeuds L :
A
"
; A
1
; :::; A
n
; A
11
; :::; A
1n
1
; :::; A
i1
; :::; A
in
i
; :::; A
n1
; :::; A
nn
n
; A
111
; :::
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A
1
A
i
A
1n
1
A
11
A
i1
A
in
i
A
111
A
n1
A
nn
n
A
n
A
"
Par dénition, pour chaque noeud A
~{
il existe une clause C
T;~{
2 P qui s'écrit :
A
~{
 A
~{1
;    ; A
~{n
~{
On note 
`
l'ordre lexicographique sur IN
?
et j~{j la longueur de ~{ 2 IN
?
.
L'ensemble des indices des noeuds de l'arbre peut aussi être ordonné par la
relation  dénie par :
~{  ~|, A
~{
se trouve avant A
~|
dans L
De manière équivalente,  peut être déni par :
~{  ~|, ((j~{j < j~|j) _ (j~{j = j~|j ^~{ 
`
~|))
Etant donné un indice ~{ 2 IN
?
correspondant à un noeud de l'arbre, on note
  
{ l'indice du noeud qui précède A
~{
dans L. Plus formellement :
  
{ = max

f~|; ~| ~{g
Enn, on note A
.k
(resp. A
k/
) le noeud le plus à droite (resp. le plus à
gauche) à la profondeur k :
8k 2 IN
.k = max

`
f~{; j~{j = kg
k/ = min

`
f~{; j~{j = kg
Soit Z
T
l'ensemble, éventuellement inni, des variables apparaissant T :
Z
T
=
[
var(C
T;~{
)
D'après le lemme 4.14, étant donnés une clause C
T;~{
2 P , une substitution
de renommage r
~{
0
, telle que range(r
~{
0
) \ var(C
T;~{
) = ?, et un ensemble de
variables Z
~{
, il existe une substitution 
~{
, une clause C
~{
et une substitution
de renommage r
~{
1
= r
~{
r
~{
0
vériant :
var(C
~{
) \ (var(r
~{
0
C
T;~{
) [ Z
~{
) = ? r
~{
1
C
 
T;~{
= 
~{
C
 
~{
dom(
~{
) = var(C
+
~{
) range(r
~{
) = var(C
 
~{
)nvar(C
+
~{
)
SLD preuves innies 154
où 
~{
est une substitution de renommage idempotente et injective sur son
domaine correspondant à un unicateur principal de C
+
~{
et r
~{
0
C
+
T;~{
. Dans ce
qui suit, on note T (C
T;~{
; r
~{
0
; Z
~{
) la transition :
r
~{
0
C
+
T;~{
C
~{
;
~{
;Z
~{
!
P

~{
C
 
~{
A partir de L, il est possible de dénir la liste de transitions :
L
D
= t
"
; t
1
;    ; t
n
; t
11
;    ; t
1n
1
;    ; t
i1
;    ; t
in
i
;    ; t
n1
;    ; t
nn
n
; t
111
;   
comme suit :
8
>
>
<
>
>
:
t
"
= T (C
T;"
; s
id
; Z
T
)
t
~{k
= T
 
C
T;~{k
; r
~{k
0
; Z
~{k

1 6 k 6 n
~{
r
~{k
0
= r
~{
1
Z
~{k
= Z
T
[
S
~|~{k
var(C
~|
)
Pour vérier que la dénition de la liste des transitions est correcte, il faut
montrer que :
8~{ range(r
~{
0
) \ var(C
T;~{
) = ?
Plus généralement, nous allons montrer que :
8~{ range(r
~{
0
) \ Z
T
= ?
On procède par induction sur ~{. Supposons la propriété vériée pour tout
~|  ~{. Si j~{j = 0, alors la propriété est vériée puisque range(s
id
) \
var(C
T;"
) = ?. Sinon, ~{ s'écrit ~|k et, par dénition, on a :
r
~|k
0
= r
~|
1
= r
~|
r
~|
0
où r
~|
est une substitution vériant range(r
~|
) \ Z
T
= ? puisque :
range(r
~|
)  var(C
 
~|
)nvar(C
+
~|
) Z
T
 Z
~|
var(C
~|
) \ Z
~|
= ?
L'hypothèse d'induction permet alors de conclure puisque :
range(r
~|k
0
) = range(r
~|
1
)  (range(r
~|
0
) [ range(r
~|
)) var(C
T;~|k
)  Z
T
On peut à présent construire la dérivation équitable à partir des transitions
ainsi dénies :
A = A
"
C
"
;
"
;Z
T
!
P
R
C
1
;
1
;Z
1
!
P
R
1
! :::! R
n 1
C
n
;
n
;Z
n
!
P
R
n
C
11
;
11
;Z
11
!
P
R
11
! :::
Montrons que cette dérivation est bien dénie et vérie bien les propriétés
énoncées.
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(1). 8~{ var(C
~{
) \
 
var(A) [
S
~|~{
var(C
~|
)
!
= ?
Immédiat par dénition de Z
~{
.
(2). La transition A
C
"
;
"
;Z
T
!
P
R est bien dénie.
Immédiat puisqu'il s'agit de la transition t
"
.
(3). 8~{ range(r
~{
1
) 
S
~|~{

var(C
 
~|
)nvar(C
+
~|
)

Induction sur ~{.
 Si j~{j = 0, alors on a bien :
range(r
"
1
) = range(r
"
0
r
"
) = range(r
"
) = var(C
 
"
)nvar(C
+
"
)
 Si ~{ = ~|k, alors l'hypothèse d'induction permet de conclure puisque :
r
~|k
1
= r
~|k
r
~|k
0
= r
~|k
r
~|
1
range(r
~|k
) = var(C
 
~|k
)nvar(C
+
~|k
)
(4). 8p 2 IN

8~{ ((p+ 1)/ ~{  .(p+ 1)) r
~{
0
A
~{
2 R
.p
8~{ ((p+ 1)/ ~{  .(p+ 1)) r
~{
0
A
~{
2 R
  
{
(en particulier r
(p+1)/
0
A
(p+1)/
2 R
.p
)
Induction sur p.
 Si p = 0, alors pour tout k tel que 1 6 k 6 n, on a :
r
k
0
A
k
= r
"
1
A
k
2 
"
C
 
"
= R
"
= R
.0
Montrons que pour tout k (1 < k 6 n), on a r
k
0
A
k
= r
"
1
A
k
2 R
k 1
. Puisque
R
"
= 
"
C
 
"
= r
"
1
C
 
T;"
, on sait que r
"
1
A
k
2 R
"
. D'autre part, pour tout m
(1 6 m 6 k   1), on a :
dom(
m
) = var(C
+
m
) et var(C
m
) \
0
@
Z
T
[
[
j<m
C
j
1
A
= ?
Enn, puisque r
"
1
= r
"
r
"
0
= r
"
avec range(r
"
) = var(C
 
"
)nvar(C
+
"
), on a :
var(r
"
1
A
k
)  (Z
T
[ var(C
"
))
Par conséquent, var(r
"
1
A
k
) \ var(C
m
) = ? et il vient :

m
r
"
1
A
k
= r
"
1
A
k
On peut alors conclure, puisque à chaque étape m, c'est l'atome r
"
1
A
m
qui
est sélectionné et l'unicateur utilisé 
m
n'aecte pas r
"
1
A
k
qui est donc bien
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présent dans la requête R
m
.
 Si p > 0, alors, par hypothèse d'induction, on a :

8~{ (p/ ~{  .p) r
~{
0
A
~{
2 R
.(p 1)
8~{ (p/ ~{  .p) r
~{
0
A
~{
2 R
  
{
et il sut alors de montrer que :
8~| (p/  ~|  .p) dom(
~|
) \ var
0
@
[
~u~|
n
~u
[
k=1
r
~uk
0
A
~uk
1
A
= ?
En eet, si ~| est tel que p/  ~|  .p, on sait que :
dom(
~|
) = var(C
+
~|
) et var(C
~|
) \
0
@
Z
T
[
[
~u~|
C
~u
1
A
= ?
D'autre part, on a :
var
0
@
[
~u~|
n
~u
[
k=1
r
~uk
0
A
~uk
1
A
= var
0
@
[
~u~|
n
~u
[
k=1
r
~u
1
A
~uk
1
A
= var
0
@
[
~u~|
r
~u
1
C
 
T;~u
1
A
et puisque :
var
0
@
[
~u~|
r
~u
1
C
 
T;~u
1
A

[
~u~|

range(r
~u
1
) [ var(C
 
T;~u
)

(1) et (3) permettent alors de conclure.
(5). La dérivation est construite à partir de la liste des noeuds de l'arbre
obtenue lors d'un parcours en largeur de cet arbre, et correspond donc à
une SLD-preuve, puisque soit l'arbre de preuve est ni et dans ce cas la
dérivation correspond à une réfutation, soit l'arbre de preuve est un arbre
ni en largeur (puisque le corps de chaque clause contient un nombre ni
d'atomes) et inni en profondeur, et le parcours en largeur garantit que tous
les atomes sont sélectionnés à une étape de la dérivation. J
4.3 SLD-preuves
Nous avons vu au paragraphe précédent que la présence d'éléments innis
dans l'univers du discours ne permettait pas de dénir une sémantique des
dérivations innies basée sur la notion de plus grand point xe. Aussi, les
deux paragraphes qui suivent dénissent une sémantique valide et complète
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pour deux classes de dérivations qui ne construisent pas de termes innis.
Ces dérivations peuvent être utiles pour décrire le comportement de cer-
tains programmes non-déterministes, aussi appelés owgraph programs
dans [7]. En eet, K.R. Apt et M.H. Van Emden établissent une corres-
pondance entre les exécutions possibles d'un tel programme, décrite par un
graphe G, et les dérivations, éventuellement innies, engendrées par un pro-
gramme déni P (G) obtenu à partir de G. La dénition de P (G) ne faisant
intervenir aucun symbole de fonction d'arité strictement positive, il est clair
que les dérivations engendrées par P (G) ne construisent pas de termes innis.
Dans le domaine des bases de données déductives, les programmes Datalog
utilisés constituent une classe de programmes dénis exprimés sur une signa-
ture fonctionnelle ne contenant que des constantes. Ici encore, les dérivations
engendrées par de tels programmes ne construisent pas de termes innis.
4.3.1 SLD-preuves directes
On s'intéresse dans ce paragraphe aux dérivations qui prouvent sans
calculer. Ces dérivations peuvent être étudiées en considérant un cas parti-
culier de la C-sémantique.
Dénition 4.13 (SLD-preuve directe) Une SLD-preuve directe est une
SLD-preuve de la forme :
R
0
C
1
;
1
!
P
R
1
!
P
   !
P
R
i 1
C
i
;
i
!
P
R
i
!
P
  
telle que pour tout i  1, dom(
i
)  var(C
+
i
). En particulier, une SLD-
réfutation directe est une SLD-preuve directe nie se terminant par la requête
vide.
Sémantique déclarative
Il est possible d'étendre la notion de C-vérité comme suit :
Dénition 4.14 (C
+
-vérité) Soit I une C-interprétation.
 Un atome A est C
+
-vrai dans I si et seulement si A 2 I (i.e. la classe
d'équivalence de A 2 I).
 Une clause A  B
1
;    ; B
q
est C
+
-vraie dans I si et seulement si
pour toute substitution  vériant dom()  var(A), si les atomes B
i
(1 6 i 6 q) sont C
+
-vrais dans I, alors A est C
+
-vrai dans I.
On vérie facilement que cette nouvelle notion de vérité étend la C-vérité
puisque :
Lemme 4.15 Soit I une C-interprétation.
1. Un atome est C
+
-vrai dans I si et seulement si il est C-vrai dans I.
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2. Si une clause est C-vraie dans I alors elle est C
+
-vraie dans I.
La notion de C
+
-modèle est dénie de manière classique :
Dénition 4.15 Une interprétation I est un C
+
-modèle d'un programme
déni P si toutes les clauses de P sont C
+
-vraies dans I.
Lemme 4.16 Soit I une C-interprétation et P un programme déni. Si I
est un C-modèle de P , alors I est un C
+
-modèle de P .
Preuve. Immédiat d'après le lemme 4.15. J
Par contre, tous les C
+
-modèles d'un programme P ne sont pas forcément
des C-modèles de P . Considérons par exemple le programme :
P = fp(x) p(y) ; p(f(w)) g (4.20)
La C-interprétation dénie par I = dp(f(z))e est clairement un C
+
-modèle
de P , puisque pour toute substitution  telle que dom()  var(p(x)),
p(y) = p(y) 62 I. Par contre, I n'est pas un C-modèle de P , puisque si
l'on considère la substitution  = fy=f(y)g, on a bien p(y) = p(f(y)) 2 I
mais p(x) = p(x) 62 I. De même, la correspondance entre un C-modèle et
un modèle de Herbrand, établie par le lemme 4.6, n'est plus vériée pour
les C
+
-modèles. En eet, si l'on reconsidère le programme déni en (4.20),
I = dp(f(z))e est bien un C
+
-modèle de P mais [dp(f(z))e] n'est pas un
modèle de Herbrand de P puisque pour la substitution  = fx=k ; y=f(k)g,
on a p(y) = p(f(k)) 2 [dp(f(z))e] mais p(x) = p(k) 62 [dp(f(z))e].
Lemme 4.17 Soit P un programme déni.
1. L'intersection de C
+
-modèles de P est un C
+
-modèle de P .
2. Tout programme déni P admet un plus petit C
+
-modèle notéM
C
+
P
.
Preuve. (1). Soit fI
1
;    ; I
i
;   g un ensemble de C
+
-modèles de P . Soit
A  B
1
;    ; B
q
une clause de P et  une substitution telle que dom() 
var(A). Supposons que :
fB
1
;    ; B
q
g 
\
i1
I
i
alors on a 8i  1 fB
1
;    ; B
q
g  I
i
et puisque les I
i
sont des C
+
-modèles
de P et que dom()  var(A), on peut conclure puisqu'il vient :
A 2
\
i1
I
i
(2). At
;
[X]
=
est clairement un C
+
-modèle de P . L'ensemble des C
+
-
modèles de P est donc non vide et l'intersection de tous les C
+
-modèles
de P correspond au plus petit C
+
-modèle de P . J
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Sémantique par point xe
Dénition 4.16 Etant donné un programme P , dP e
+
est déni par :
dP e
+
= fC; C 2 P et dom()  var(C
+
)g
et peut être associé à l'opérateur :
T
dP e
+(I) = fA 2 At
;
[X]; 9A A
1
;    ; A
n
2 dP e
+
A
i
2 I (1 6 i 6 n) g
Cet opérateur vérie les propriétés classiques.
Lemme 4.18 T
dP e
+ est un opérateur monotone et "-continu.
Preuve. Puisque T
dP e
+ est l'opérateur associé à l'ensemble de règles dP e
+
,
le lemme 1.2 permet d'établir la monotonie de T
dP e
+ . D'autre part, puisque
dP e
+
est nitaire, d'après le lemme 1.6, l'opérateur T
dP e
+ est nitaire et le
lemme 1.5 permet alors d'établir la "-continuité de T
dP e
+ . J
Lemme 4.19 Si I est un ensemble "-fermé d'atomes, alors T
dP e
+(I) est
aussi un ensemble "-fermé.
Preuve. Soit un atome A 2 T
dP e
+(I). Par dénition, il existe une clause
A
0
 B
1
;    ; B
q
de P telle que pour une substitution  vériant dom() 
var(A
0
) on ait A
0
= A et fB
1
;    ; B
q
g  I. Soit A
0
un atome tel
que A 6 A
0
. Il existe une substitution  vériant dom()  var(A)
telle que A = A
0
. En considérant la restriction de  aux variables ap-
paraissant dans A
0
, il vient A
0
= A
0
et on peut alors conclure puisque
fB
1
;    ; B
q
g  I car I est "-fermé. J
Lemme 4.20 Ind(T
dP e
+) = lfp(T
dP e
+) = T
"!
dP e
+
Preuve. D'après le lemme 4.18, T
dP e
+ est un opérateur monotone et "-
continu et le théorème 1.2 permet de conclure. J
Lemme 4.21 Une C-interprétation I est un C
+
-modèle d'un programme dé-
ni P si et seulement si T
dP e
+(I)  I.
Preuve. ()). Soit I un C
+
-modèle de P et A 2 T
dP e
+(I). Par dénition,
il existe une clause A  B
1
;    ; B
q
2 dP e
+
telle que fB
1
;    ; B
q
g  I.
Puisque I est un C
+
-modèle de P , on a alors A 2 I ce qui permet de conclure.
((). Soit I une C-interprétation telle que T
dP e
+
(I)  I. Si A B
1
;    ; B
q
est une clause de P et  est une substitution telle que dom()  var(A),
alors si fB
1
;    ; B
q
g  I, on a A 2 T
dP e
+
(I) et puisque T
dP e
+
(I)  I il
vient A 2 I. I est donc bien un C
+
-modèle de P . J
Théorème 4.13 M
C
+
P
= lfp(T
dP e
+
) = Ind(T
dP e
+
) = T
"!
dP e
+
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Preuve. Par dénition,M
C
+
P
est l'intersection de tous les C
+
-modèles de P ,
qui d'après le lemme 4.21 sont des C-interprétations I vériant T
dP e
+(I)  I.
M
C
+
P
correspond donc à l'intersection des parties T
dP e
+
-closes, c'est à dire à
Ind(T
dP e
+
), et le lemme 4.20 permet de conclure. J
Lemme 4.22 M
C
+
P
M
C
P
Preuve. Puisque dP e
+
 dP e, il vient :
8I T
dP e
+
(I)  T
dP e
(I)
) 8n T
"n
dP e
+
 T
"n
dP e
) T
"!
dP e
+
 T
"!
dP e
) M
C
+
P
M
C
P
(théorème 4.13)
J
Par contre, la réciproque de ce lemme n'est pas vériée : M
C
P
n'est pas un
sous-ensemble deM
C
+
P
. Par exemple, avec le programme déni en (4.20), on
aM
C
+
P
= dp(f(x))e etM
C
P
= dp(x)e.
Sémantique opérationnelle
Dérivations nies La C
+
-sémantique peut être vue comme un cas parti-
culier de la C-sémantique. On a donc les résultats classiques de validité et de
complétude pour les SLD-réfutations directes.
Théorème 4.14 (C
+
-validité) Si il existe une SLD-réfutation directe à
partir d'une requête A
1
;    ; A
q
, alors fA
1
;    ; A
q
g M
C
+
P
.
Preuve. Induction (droite) sur la dérivation :
A
1
;    ; A
q
C
1
;
1
!
P
R
1
!
P
   !
P
R
i 1
C
i
;
i
!
P
R
i
!
P
   !
P
2
 Si la réfutation est un transition, alors q = 1 et C
1
est une clause unité
A . Par hypothèse on a A
1
= 
1
A et puisque dom(
1
)  var(C
+
1
) on peut
conclure carM
C
+
P
est un C
+
-modèle de P (et donc de C
1
).
 Si la réfutation s'écrit :
A
1
;    ; A
q
C
1
;
1
!
P
R
1
;
!
P
2
et si k (1 6 k 6 q) est la position de l'atome sélectionné lors de la pre-
mière transition, alors R
1
peut s'écrire 
1
(A
1
;    ; A
k 1
; C
 
1
; A
k+1
;    ; A
q
).
R
1
peut aussi s'écrire A
1
;    ; A
k 1
; 
1
C
 
1
; A
k+1
;    ; A
q
, puisque dom(
1
) 
var(C
+
1
). Par hypothèse d'induction R
1
 M
C
+
P
et il sut alors de mon-
trer que A
k
2 M
C
+
P
. C'est bien le cas puisque M
C
+
P
est un C
+
-modèle de
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P (et donc de C
1
) et l'hypothèse d'induction permet de conclure puisque

1
C
+
1
= A
k
. J
Théorème 4.15 (C
+
-complétude) Si fA
1
;    ; A
q
g M
C
+
P
, alors il existe
une SLD-réfutation directe à partir de la requête A
1
;    ; A
q
.
Preuve. On montre tout d'abord le théorème pour q = 1. D'après le
lemme 4.13, A
1
2 T
"!
dP e
+
et il existe un entier k tel que A
1
2 T
"k
dP e
+
. Montrons,
par induction sur k, que pour tout k, si A 2 T
"k
dP e
+
, alors il existe une SLD-
réfutation directe à partir de A.
 Si k = 0, alors on peut conclure puisque A 2 T
"0
dP e
+
= ? induit une
contradiction.
 Si k = m + 1, alors A 2 T
"k
dP e
+
= T
dP e
+(T
"m
dP e
+
) et il existe une clause
C
0
s'écrivant A
0
 B
0
1
;    ; B
0
r
et une substitution , dont le domaine est
inclus dans var(A
0
), vériant A
0
= A et fB
0
1
;    ; B
0
r
g  T
"m
dP e
+
. De plus,
d'après le lemme 4.13, il est possible de supposer que les variables de C
0
sont
disjointes des variables de A. D'après le lemme 4.12,  est donc un unicateur
principal de A et A
0
et on peut construire la transition :
A
C
0
;
!
P
B
0
1
;    ; B
0
r
D'autre part, puisque fB
0
1
;    ; B
0
r
g  T
"m
dP e
+
, par hypothèse d'induction,
il existe r SLD-réfutations directes :
B
0
1

!
P
2 ;    ; B
0
r

!
P
2
En renommant ces réfutations, on peut obtenir r SLD-réfutations directes :
d
0
1
B
0
1

!
P
2
.
.
.
d
0
r
B
0
r

!
P
2
telles que :
8i (1 6 i 6 r) #(d
0
i
) \
0
@
var(A) [ var(C
0
) [
[
16j<i
#(d
0
j
)
1
A
= ?
Toutes les conditions sont à présent réunies pour pouvoir construire la SLD-
réfutation directe :
A
C
0
;
!
P
B
0
1
;    ; B
0
r

!
P
2
En reprenant le raisonnement mené pour combiner plusieurs SLD-réfutations
directes, on montre le théorème pour q quelconque. J
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Les atomes appartenant àM
C
P
nM
C
+
P
sont donc les atomes n'admettant pas
de SLD-réfutation directe. Par exemple, pour le programme déni en (4.20),
p(z) appartient à M
C
P
mais n'appartient pas à M
C
+
P
ce qui correspond au
fait que même s'il existe une réfutation :
p(z)
2
4
x
1
z
3
5
!
P
p(y
1
)
2
4
y
1
f(w
1
)
3
5
!
P
2
il n'existe pas de réfutation directe à partir de p(z). Toutefois, si toutes
les clauses de P sont telles que chaque variable apparaissant dans le corps
d'une clause apparaît aussi dans sa tête, alors on a M
C
P
= M
C
+
P
, puisque
dans ce cas dP e
+
= dP e. De tels programmes vérient de plus l'égalité
gfp(T
dP e
+) = T
#!
dP e
+
.
Dérivations quelconques Nous montrons à présent qu'il existe une sé-
mantique valide et complète pour les SLD-preuves directes innies. La vali-
dité s'obtient directement : il est aisé d'exhiber un ensemble T
dP e
+
-dense à
partir d'une dérivation innie.
Théorème 4.16 (C
+
-validité) Soit P un programme et A
0
un atome. Si il
existe une SLD-preuve directe :
A
0
C
1
;
1
!
P
R
1
!
P
   !
P
R
i 1
C
i
;
i
!
P
R
i
!
P
  
alors A
0
2 gfp(T
dP e
+).
Preuve. D'après la dénition 1.2, il sut de montrer qu'il existe un en-
semble T
dP e
+-dense contenant A
0
. Montrons que l'ensemble :
[
i1

i
C
+
i
satisfait ces deux propriétés.
1. Par dénition, A
0
= 
1
A
0
= 
1
C
+
1
 [
i1

i
C
+
i
.
2. Montrons que [
i1

i
C
+
i
 T
dP e
+
 
[
i1

i
C
+
i

. Si A 2 [
i1

i
C
+
i
, alors
il existe un entier k  1 tel que A = 
k
C
+
k
et, puisque dom(
k
) 
var(C
+
k
) et donc 
k
C
k
2 dP e
+
, il sut de montrer que tous les atomes
de 
k
C
 
k
apparaissent dans [
i1

i
C
+
i
. Si A
k
2 
k
C
 
k
, alors A
k
2 R
k
et
puisque la dérivation est équitable, il existe une étape de résolution où
le résidu de A
k
est sélectionné :
  
C
k
;
k
!
P
R
k
!    ! R
m
C
m+1
;
m+1
!
P
R
m+1
!   
Pour m  k, on a donc 
m+1
   
k+1
A
k
= 
m+1
C
+
m+1
. Puisque chaque
clause C
i
ne partage pas de variables avec les clauses C
j
(j < i) et
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puisque, par hypothèse, à chaque étape de résolution j, l'unicateur

j
utilisé vérie dom(
j
)  var(C
+
j
), il vient 
m+1
   
k+1
A
k
= A
k
=

m+1
C
+
m+1
 [
i1

i
C
+
i
ce qui permet de conclure.
J
Lorsque la dérivation innie n'est pas équitable, il est possible de caracté-
riser un ensemble d'hypothèses susantes pour que l'atome partiellement
prouvé par la dérivation appartienne à CoInd(dP e
+
). Pour ce faire, nous
dénissons la requête résiduelle d'une dérivation :
R
0
C
1
;
1
!
P
R
1
!
P
   !
P
R
i 1
C
i
;
i
!
P
R
i
!
P
  
par :
R
1
=
[
p0
\
p6n
R
n
Signalons que même si la dérivation innie est équitable, R
1
n'est pas néces-
sairement l'ensemble vide (par exemple, pour la dérivation équitable (4.3),
on a R
1
= fp(z)g). Le théorème 4.16 ne doit donc pas être vu comme un
corollaire du théorème suivant mais comme une autre façon d'interpréter
une dérivation innie qui ne construit pas de termes innis : ces dérivations
sont vues ici comme des preuves partielles, et expriment donc une implica-
tion. Ce théorème peut être comparé au lemme 3.13, établissant l'implication
P j= R) P j= R
0
pour une dérivation nie R
0
;
!
P
R.
Théorème 4.17 Soit P un programme déni et A
0
un atome. Si il existe
une dérivation innie directe :
R
0
= A
0
C
1
;
1
!
P
R
1
!
P
   !
P
R
i 1
C
i
;
i
!
P
R
i
!
P
  
alors R
1
 gfp(T
dP e
+)) A
0
2 gfp(T
dP e
+).
Preuve. Supposons R
1
 gfp(T
dP e
+
) et montrons qu'il existe un arbre de
preuve de A
0
pour dP e
+
. Pour cela, on dénit la suite T
1
;    ; T
i
;    d'arbres
de preuve partiels où chaque T
i
est un arbre de preuve partiel de A
0
pour
dP e
+
tel que tous les atomes de R
i
sont des feuilles de T
i
.
 L'arbre T
1
est construit à partir de la première transition : sa racine
est A
0
= 
1
A
0
qui admet tous les atomes de 
1
C
 
1
pour ls ; tous les
ls de A
0
sont des feuilles. Il s'agit bien d'un arbre de preuve pour
dP e
+
puisque 
1
C
1
2 dP e
+
et A
0
= 
1
C
+
1
. D'autre part, les atomes de
R
1
= 
1
C
 
1
sont bien des feuilles de T
1
.
 Si l'on dispose d'un arbre de preuve partiel T
n 1
de A
0
(correspondant
aux n  1 premières transtions) pour dP e
+
tel que les atomes de R
n 1
sont des feuilles de T
n 1
, alors si A est l'atome sélectionné dans R
n 1
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A
0
A 2 R
1
A 2 dPe
+
A
0
T
1
A
0

1
C
 
1
A
A
0
A

n
C
 
n
A
0
T
1
T
n 1
T
n
Fig. 4.4  Preuve du théorème 4.17
à la position k, c'est que A est une feuille de T
n 1
et puisque A = 
n
A,
il sut d'insérer tous les atomes de 
n
C
 
n
comme ls de A (les noeuds
insérés sont des feuilles) pour obtenir T
n
qui vérie bien les propriétés
énoncées puisque R
n
= 
n
R
n 1
[k  C
 
n
] = R
n 1
[k  
n
C
 
n
].
En itérant le processus de construction des T
i
on obtient un arbre de preuve
partiel T
1
de A
0
pour dP e
+
dont les feuilles correspondent soit à une instance
de clause unité de P utilisée dans la dérivation, soit à un atome de R
1
puisque les atomes de R
1
ne sont jamais sélectionnés et ne sont pas aectés
par les unicateurs utilisés. Par hypothèse, chaque atome de R
1
est racine
d'un arbre de preuve pour dP e
+
et on obtient alors un arbre de preuve de
A
0
en substituant aux feuilles de T
1
correspondant aux atomes de R
1
les
arbres de preuve associés. Les constructions eectuées dans cette preuve sont
illustrées sur la gure 4.4. J
Le théorème de complétude s'obtient à l'aide des deux lemmes qui suivent.
Lemme 4.23 Soit P un programme déni et A
0
un atome. Etant donné un
ensemble, éventuellement inni, fC
1
;    ; C
i
;   g  dP e
+
satisfaisant :
8i > 0 var(C
i
) \
0
@
var(A
0
) [
[
16j<i
var(C
j
)
1
A
= ?
il existe un ensemble fC
P;1
;    ; C
P;i
;   g de variantes de clauses de P satis-
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faisant :
8i > 0 var(C
P;i
) \
0
@
var(A
0
) [
[
16j<i
var(C
P;j
)
1
A
= ?
et tel que chaque clause C
P;i
vérie C
i
= 
i
C
P;i
où 
i
est une substitution
idempotente vériant dom(
i
) = var(C
+
P;i
).
Preuve. Pour tout i, puisque C
i
2 dP e
+
, pour une substitution 
i
et pour
une clause C
P
i
2 P , on a C
i
= 
i
C
P
i
avec dom(
i
)  var(C
P +
i
) :

i
=

x
1
   x
k
t
1
   t
k

Soit fy
1
;    ; y
q
g = var(C
P +
i
)ndom(
i
). An de dénir C
P;i
= r
i
C
P
i
, qui
est bien une variante d'une clause de P , on introduit une substitution de
renommage r
i
idempotente et injective sur son domaine :
r
i
=

x
1
   x
k
y
1
   y
q
w
1
   w
k
z
1
   z
q

telle que :
range(r
i
) \
0
@
var(A
0
) [
[
16j<i
var(C
P;j
) [
[
j1
var(C
j
) [ var(C
P
i
)
1
A
= ?
Montrons que :
8i > 0 var(C
P;i
) \
0
@
var(A
0
) [
[
16j<i
var(C
P;j
)
1
A
= ? (4.21)
Tout d'abord, on montre que :
8i > 0 var(C
P;i
)  (range(r
i
) [ var(C
i
))
En eet, soit v 2 var(C
P;i
). Puisque C
P;i
= r
i
C
P
i
, deux cas se présentent :
1. Soit v 2 range(r
i
) et on peut conclure.
2. Soit v 2 var(C
P
i
) et dans ce cas :
(a) Soit v 2 var(C
P +
i
) et puisque dom(r
i
) = var(C
P +
i
), on aboutit
à une contradiction car r
i
est idempotente.
(b) Soit v 2 var(C
P  
i
)nvar(C
P +
i
) et alors puisque C
i
= 
i
C
P
i
et
dom(
i
) = var(C
P +
i
), il vient v 2 C
i
ce qui permet de conclure.
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D'après la dénition de r
i
, les variables apparaissant dans C
P;i
issues de
range(r
i
) satisfont bien la propriété (4.21) et puisque var(C
i
)\var(A
0
) = ?,
il reste à montrer que :
var(C
i
) \
[
16j<i
var(C
P;j
) = ?
ce qui est vérié si :
var(C
i
) \
[
16j<i
(range(r
j
) [ var(C
j
)) = ?
Or cette propriété est bien satisfaite puisque :
8j > 0 range(r
j
) \
[
k1
var(C
k
) = ? et var(C
i
) \
[
16j<i
var(C
j
) = ?
Enn, il reste à montrer qu'il existe une substitution idempotente 
i
telle
que dom(
i
) = var(C
+
P;i
) et vériant C
i
= 
i
C
P;i
. Cette substitution peut
être dénie par :

i
=

w
1
   w
k
z
1
   z
q
t
1
   t
k
y
1
   y
q

En eet, montrons que C
i
= 
i
C
P
i
= 
i
r
i
C
P
i
= 
i
C
P;i
. Soit v 2 var(C
P
i
).
Deux cas se présentent :
1. Soit v 2 var(C
P +
i
) et dans ce cas :
(a) Soit v = y
j
(1 6 j 6 q) et on peut conclure puisque 
i
r
i
y
j
=

i
z
j
= y
j
= 
i
y
j
.
(b) Soit v = x
j
(1 6 j 6 k) ce qui permet aussi de conclure puisque

i
r
i
x
j
= 
i
w
j
= t
j
= 
i
x
j
.
2. Soit v 2 var(C
P  
i
)nvar(C
P +
i
) et il vient v 62 dom(
i
) et v 62 dom(r
i
)
et on peut conclure puisque, par dénition de r
i
, on a v 62 dom(
i
) =
range(r
i
).
Montrons que 
i
est idempotente, c'est à dire que dom(
i
)\ range(
i
) = ?.
Tout d'abord, puisque r
i
est idempotente, et puisque dom(
i
) = range(r
i
),
on a bien dom(
i
) \ fy
1
;    ; y
q
g = ?. D'autre part, puisque C
i
= 
i
C
P
i
, on
sait que :
[
16j6k
var(t
j
)  var(C
i
)
et on peut alors conclure puisque range(r
i
) \ var(C
i
) = ?. J
Lemme 4.24 Si il existe une transition R
0
C;
! R
1
et si :
dom() = var(C
+
) var(C) \ var(R
0
) = ? dom() = var(C
+
)
alors il existe une transition R
0
C;
! R
1
telle que dom() = var(C
+
).
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Preuve. Soit A l'atome sélectionné dans R
0
à la position k. Puisque, par hy-
pothèse, dom() = var(C
+
), on a A = A = C
+
. D'autre part, puisque
var(C) \ var(R
0
) = ?, d'après le lemme 4.12, la restriction  de  aux
variables de C
+
est un unicateur principal de A et C
+
et on peut alors
construire la transition :
R
0
C;
! R
0
1
Montrons que R
0
1
= R
1
. Puisque :
et
R
1
= R
0
[k  C
 
] = R
0
[k  C
 
]
R
0
1
= R
0
[k  C
 
] = R
0
[k  C
 
]
il sut de montrer que C
 
= C
 
. Soit v 2 var(C
 
). Deux cas se pré-
sentent :
1. Si v 2 var(C
+
), alors puisque  est la restriction de  aux variables
de C
+
, on a bien v = v.
2. Si v 2 var(C
 
)nvar(C
+
), alors, par hypothèse, v 62 dom() et v 62
dom(). On a donc v 2 var(C
 
)nvar(C
+
) et donc v 62 dom() ce
qui permet de conclure puisqu'il vient alors v = v = v.
J
Nous sommes à présent en mesure de prouver le théorème de complétude
suivant.
Théorème 4.18 (C
+
-complétude) Soit P un programme déni et A un
atome. Si A 2 gfp(T
dP e
+), alors il existe une SLD-preuve directe à partir de
A avec le programme P .
Preuve. SiA 2 gfp(T
dP e
+
), alors, d'après le théorème 1.3, A 2 CoInd(dP e
+
)
et d'après le lemme 4.12, il existe une SLD-preuve (directe) à partir de A avec
le programme dP e
+
telle qu'à chaque étape i, si 
i
est l'unicateur principal
mis en jeu et C
i
est la clause utilisée, 
i
est un renommage injectif sur son
domaine tel que dom(
i
) = var(C
+
i
) :
A
C
1
;
1
!
dP e
+
R
1
!
dP e
+
   !
dP e
+
R
i 1
C
i
;
i
!
dP e
+
R
i
!
dP e
+
  
Les conditions de renommage des clauses de cette dérivation permettent
d'appliquer le lemme 4.23 pour établir l'existence d'un ensemble de variantes
de clauses de P , fC
P;1
;    ; C
P;i
;   g, satisfaisant :
8i > 0 var(C
P;i
) \
0
@
var(A
0
) [
[
16j<i
var(C
P;j
)
1
A
= ?
et tel que chaque clause C
P;i
vérie C
i
= 
i
C
P;i
où 
i
est une substitu-
tion idempotente vériant dom(
i
) = var(C
+
P;i
). Le lemme 4.24 permet alors
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d'établir l'existence d'une SLD-preuve directe à partir de A avec le pro-
gramme P telle qu'à chaque étape i, la clause utilisée est C
P;i
et telle que
l'unicateur principal mis en jeu 
i
vérie dom(
i
) = var(C
+
P;i
). J
4.3.2 SLD-preuves innies sur un domaine ni
Les restrictions imposées pour dénir la classe de dérivations innies
étudiée dans le paragraphe précédent sont trop contraignantes. Elles ne per-
mettent pas de prendre en compte des dérivations qui calculent un terme
ni et prouvent une propriété sur ce terme. Nous nous intéressons donc
dans ce paragraphe aux dérivations innies qui ne calculent pas de termes
innis.
Dénition 4.17 Une SLD-preuve sur un domaine ni est soit une réfuta-
tion, soit une dérivation innie équitable :
R
0
C
1
;
1
!
P
R
1
!
P
   !
P
R
i 1
C
i
;
i
!
P
R
i
!
P
  
telle que :
8k  0 9p > k 8q  p 
q
   
p
   
k+1
R
k
 
p
   
k+1
R
k
En particulier, toute SLD-réfutation directe est une SLD-preuve sur un uni-
vers ni.
Il ne sut donc pas que l'atome calculé à l'inni par la dérivation soit
ni : aucun terme inni ne doit être construit par la dérivation. Par exemple,
avec le programme :
P = fq(x) p(x) ; p(f(x)) p(x)g
on peut obtenir la dérivation équitable suivante :
q(z)
2
4
x
z
3
5
!
P
p(z)
2
4
z
f(x
1
)
3
5
!
P
p(x
1
)!
P
  
2
4
x
i 1
f(x
i
)
3
5
!
P
p(x
i
)!
P
  
Même si aucun des unicateurs utilisés n'aecte la requête initiale q(z) (et
donc l'atome calculé par la dérivation est ni), cette dérivation ne consti-
tue pas une SLD-preuve sur un domaine ni puisqu'elle calcule à l'inni
l'atome p(f
!
). Nous utiliserons par la suite une dénition équivalente pour
les dérivations sur un domaine ni. Cette dénition est mise en relation avec
la dénition 4.17 par le lemme suivant.
Lemme 4.25 La dérivation innie équitable :
R
0
C
1
;
1
!
P
R
1
!
P
   !
P
R
i 1
C
i
;
i
!
P
R
i
!
P
  
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est une SLD-preuve innie sur un domaine ni si et seulement si
8i  0 9R 8n  i+ 1 
n

n 1
   
i+1
R
i
6 R
où R est une requête (i.e. R ne contient que des atomes nis).
Preuve. ()). Par dénition :
8k  0 9p > k 8q  p 
q
   
p
   
k+1
R
k
 
p
   
k+1
R
k
et il vient 8k  0 8q  k + 1 
q
   
k+1
R
k
6 
p
   
k+1
R
k
.
((). Si k  0 et si il existe une requête R de longueur ` telle que :
8n  k + 1 
n

n 1
   
k+1
R
k
6 R
alors, pour chaque atome A
i
2 R
k
(1 6 i 6 `), il existe un atome B
i
2 R tel
que 8n  k + 1, 
n

n 1
   
k+1
A
i
6 B
i
. Il est clair que :
A
1
6 A
2
) jO(A
1
)j 6 jO(A
2
)j
où jEj dénote le cardinal de l'ensemble E, et O(A) désigne l'ensemble des
occurrences de l'arbre A introduit dans la dénition 4.2. Aussi, la suite
(jO(
n
   
k+1
A
i
)j)
nk+1
est croissante et majorée par jO(B
i
)j. Cette suite
est donc convergente et il existe alors p
0
i
 k + 1 tel que :
8q
0
i
 p
0
i
jO(
q
0
i
   
k+1
A
i
)j = jO(
p
0
i
   
k+1
A
i
)j
A présent, en remarquant que :
(A
1
6 A
2
^ jO(A
1
)j = jO(A
2
)j)) jvar(A
1
)j  jvar(A
2
)j
on sait que la suite (jvar(
n
   
k+1
A
i
)j)
np
0
i
est décroissante et minorée
par 0. Cette suite est donc convergente et il existe alors p
i
 p
0
i
tel que :
8q
i
 p
i
jvar(
q
i
   
k+1
A
i
)j = jvar(
p
i
   
k+1
A
i
)j
Enn, puisque chaque uncateur 
j
(j  k + 1) est, par dénition, idem-
potent, il vient :
8q
i
 p
i

q
i
   
k+1
A
i
 
p
i
   
k+1
A
i
En eet, si  est une substitution idempotente telle que A
1
= A
2
et si
jvar(A
1
)j = jvar(A
2
)j et jO(A
1
)j = jO(A
2
)j, alors A
1
 A
2
. On peut alors
conclure puisque p = max
16i6`
(p
i
) est tel que :
8q  p 
q
   
p
   
k+1
R
k
 
p
   
k+1
R
k
J
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Le théorème de validité est obtenu en associant à toute SLD-preuve sur un
domaine ni un arbre de preuve.
Lemme 4.26 Si il existe une SLD-preuve sur un domaine ni :
A
0
C
1
;
1
!
P
R
1
!
P
   !
P
R
i 1
C
i
;
i
!
P
R
i
!
P
  
alors il existe k  0 tel que 
k
   
1
A
0
2 gfp(T
dP e
).
Preuve. D'après le théorème 1.3 et le lemme 4.11, il sut de montrer qu'il
existe un entier k tel que 
k
   
1
A
0
soit racine d'un arbre de preuve pour
dP e. Pour cela, on dénit la suite T
1
;    ; T
i
;    d'arbres de preuve partiels
où chaque T
i
est un arbre de preuve partiel de 
i
   
1
A
0
pour dP e tel que
tous les atomes de R
i
sont des feuilles de T
i
(voir gure 4.5).
 L'arbre T
1
est construit à partir de la première transition : sa racine est

1
A
0
qui admet tous les atomes de 
1
C
 
1
pour ls ; tous les ls de 
1
A
0
sont des feuilles. Il s'agit bien d'un arbre de preuve pour dP e puisque

1
C
1
2 dP e et 
1
A
0
= 
1
C
+
1
. D'autre part, les atomes de R
1
= 
1
C
 
1
sont bien des feuilles de T
1
.
 Si l'on dispose d'un arbre de preuve partiel T
n 1
de 
n 1
   
1
A
0
(cor-
respondant aux n 1 premières transitions) pour dP e tel que les atomes
de R
n 1
sont des feuilles de T
n 1
, alors en appliquant la substitution

n
à tous les noeuds de T
n 1
, on obtient un arbre de preuve partiel de

n
   
1
A
0
pour dP e tel que les atomes de 
n
R
n 1
sont des feuilles. Si
A est l'atome sélectionné dans R
n 1
, alors A est une feuille de T
n 1
et 
n
A est une feuille dans le nouvel arbre. Il sut alors d'insérer
tous les atomes de 
n
C
 
n
comme ls de 
n
A (les noeuds insérés sont
des feuilles) pour obtenir T
n
qui vérie bien les propriétés énoncées
puisque R
n
= 
n
R
n 1
[k  C
 
n
].
En itérant le processus de construction des T
i
, on obtient un arbre de preuve
de 
k
   
1
A
0
pour dP e. En eet, puisque la dérivation en hypothèse est une
SLD-preuve sur un domaine ni, il existe un entier k  0 tel que pour tout
q  k, 
q
   
k
   
1
A
0
 
k
   
1
A
0
et de plus chaque noeud de l'arbre cor-
respond à un atome ni. D'autre part, chaque feuille correspond à une clause
unité de dP e puisque la dérivation en hypothèse du lemme est équitable. J
Ce lemme se généralise facilement et on obtient le théorème de validité sous
la forme suivante.
Théorème 4.19 (Validité) Si il existe une SLD-preuve sur un domaine
ni :
A
1
;    ; A
n
C
1
;
1
!
P
R
1
!
P
   !
P
R
i 1
C
i
;
i
!
P
R
i
!
P
  
alors il existe k  0 tel que pour tout i (1 6 i 6 n) 
k
   
1
A
i
2 gfp(T
dP e
).
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
1
A
0
T
1

1
C
 
1

n 1
   
1
A
0

n
   
1
A
0

n
   
1
A
0
T
n 1

n
T
n 1
T
n
A 
n
A 
n
A

n
C
 
n
Fig. 4.5  Preuve du lemme 4.26
Preuve. La démonstration est similaire à celle du lemme 4.26 : la seule
diérence provient du fait qu'au lieu de construire une suite d'arbres partiels,
on construit une suite de n-uplets d'arbres partiels pour dP e :
((T
1
1
;    ; T
n
1
);    ; (T
1
i
;    ; T
n
i
);   )
tel que 
i
   
1
A
j
est racine de l'arbre T
j
i
(1 6 j 6 n) et tel que chaque
atome présent dans la requête R
i
est une feuille d'un des arbres T
j
i
. J
Le théorème de validité de la C
+
-sémantique peut être vu comme un corol-
laire de ce théorème. Le théorème de complétude va s'obtenir à partir des
trois lemmes qui suivent.
Lemme 4.27 Soit P un programme déni et A
0
un atome. Etant donné un
ensemble, éventuellement inni, fC
1
;    ; C
i
;   g  dP e satisfaisant :
8i > 0 var(C
i
) \
0
@
var(A
0
) [
[
16j<i
var(C
j
)
1
A
= ?
il existe un ensemble fC
P;1
;    ; C
P;i
;   g de variantes de clauses de P satis-
faisant :
8i > 0 var(C
P;i
) \
0
@
var(A
0
) [
[
16j<i
var(C
P;j
) [
[
k0
var(C
k
)
1
A
= ?
et tel que chaque clause C
P;i
vérie C
i
= 
i
C
P;i
où 
i
est une substitution
idempotente vériant dom(
i
) = var(C
P;i
).
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Preuve. Pour tout i, puisque C
i
2 dP e, pour une substitution 
i
et pour
une clause C
P
i
2 P , on a C
i
= 
i
C
P
i
avec dom(
i
)  var(C
P
i
) :

i
=

x
1
   x
k
t
1
   t
k

Soit fy
1
;    ; y
q
g = var(C
P
i
)ndom(
i
). An de dénir C
P;i
= r
i
C
P
i
, qui est
bien une variante d'une clause de P , on introduit une substitution de renom-
mage r
i
idempotente et injective sur son domaine :
r
i
=

x
1
   x
k
y
1
   y
q
w
1
   w
k
z
1
   z
q

telle que :
range(r
i
) \
0
@
var(A
0
) [
[
16j<i
var(C
P;j
) [
[
j1
var(C
j
)
1
A
= ?
Il reste à montrer qu'il existe une substitution idempotente 
i
telle que
dom(
1
) = var(C
P;i
) et C
i
= 
i
C
P;i
. Cette substitution peut être dénie
par :

i
=

w
1
   w
k
z
1
   z
q
t
1
   t
k
y
1
   y
q

En eet, montrons que C
i
= 
i
C
P
i
= 
i
r
i
C
P
i
= 
i
C
P;i
. Si v 2 var(C
P
i
), alors
deux cas se présentent. Soit v 62 dom(
i
) et dans ce cas v = y
j
(1 6 j 6 q) ce
qui permet de conclure puisque 
i
y
j
= y
j
= 
i
z
j
= 
i
r
i
y
j
. Soit v 2 dom(
i
)
et dans ce cas v = x
j
(1 6 j 6 k) ce qui permet de conclure puisque

i
x
j
= t
j
= 
i
w
j
= 
i
r
i
x
j
. Montrons que 
i
est idempotente, c'est à dire
que dom(
i
) \ range(
i
) = ?. Tout d'abord, puisque r
i
est idempotente, et
puisque dom(
i
) = range(r
i
), on a bien dom(
i
)\fy
1
;    ; y
q
g = ?. D'autre
part, puisque C
i
= 
i
C
P
i
, on sait que :
[
16j6k
var(t
j
)  var(C
i
)
et on peut alors conclure puisque range(r
i
) \ var(C
i
) = ?. J
Lemme 4.28 Soit A, A
0
et B trois atomes et  une substitution telle que
A = B et A
0
= A
0
. Il existe un unicateur principal  de A et B tel que
A
0
= A
0
.
Preuve. Puisque A = B, il existe un unicateur principal  de A et
B tel que  6 . Pour une substitution , on a donc  = . De plus, par
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hypothèse, A
0
= A
0
et il vient A
0
= A
0
. Aussi, la restriction de  aux
variables de A
0
peut être vu comme une substitution de renommage :
 =

v
1
   v
k
x
1
   x
n
t
1
   t
k
y
1
   y
n

où :
fv
1
;    ; v
k
g = dom()nvar(A
0
) et fx
1
;    ; x
k
g = dom() \ var(A
0
)
On dénit alors la substitution de renommage suivante, qui est idempotente
et injective sur son domaine et qui correspond à une restriction de la substi-
tution  :
r =

y
1
   y
n
x
1
   x
n

Montrons alors que  = r. Tout d'abord, il est clair que A
0
= A
0
. Il sut
donc de montrer que  est un unicateur principal de A et B. A = B est
immédiat (car A = B). Montrons que  est une substitution idempotente.
Soit v 2 dom(), deux cas se présentent :
1. Si v 2 dom(), alors v = v
j
(1 6 j 6 k) puisque x
i
= x
i
pour tout
i 2 f1;    ; ng. Aussi, v 62 fx
1
;    ; x
n
g et v 62 [
16i6k
var(rt
i
) puisque
[
16i6k
var(rt
i
)  [
16i6k
var(t
i
) [ range(r) et  est idempotente. On
a donc v 62 range().
2. Si v 2 dom(r), alors v = y
j
(1 6 j 6 n) et puisque v 62 fx
1
;    ; x
n
g et
v 62 [
16i6k
var(rt
i
), on a v 62 range().
Montrons à présent que  est un unicateur minimal. Soit  une substitution
telle que A = B. Puisque  est un unicateur principal de A etB, on a
 6  et il existe une substitution  telle que  = . Il vient alors  6 
puisque l'on peut montrer que r
 1
 = r
 1
r =  =  où r
 1
est la
substitution inverse de r (i.e. rr
 1
= r
 1
r = s
id
). Soit w une variable,
deux cas se présentent :
1. Si w 2 dom(), alors :
(a) si w = v
j
(1 6 j 6 k), alors il vient r
 1
rv
j
= r
 1
rt
j
et
on peut conclure puisque r
 1
rt
j
= t
j
car pour chaque variable
y 2 var(t
j
) :
i. soit y 2 dom(r) et r
 1
ry = y est immédiat
ii. soit y 62 dom(r) et on a r
 1
y = y puisque  est idempotente
et var(t
j
)  range() et dom(r
 1
)  dom()
(b) si w = x
j
(1 6 j 6 n), alors on peut aussi conclure puisque
r
 1
rx
j
= r
 1
ry
j
= r
 1
x
j
= y
j
= x
j
.
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2. Si w 62 dom(), alors montrons que r
 1
rw = w. En eet, soit w 2
dom(r) et r
 1
rw = w ce qui permet de conclure, soit w 62 dom(r) et il
vient r
 1
w = w puisque dom(r
 1
)  dom() et w 62 dom().
J
Puisque d'après le theorème 4.12 il existe une SLD-preuve (directe) avec
le programme dP e à partir de chaque atome appartenant à CoInd(T
dP e
), le
lemme qui suit permet de montrer comment on peut transformer une SLD-
preuve (directe) avec le programme dP e en une SLD-preuve sur un domaine
ni avec le programme P . Ce lemme jouera pour le théorème de complétude
que nous montrerons par la suite le même rôle que le lemme de généralisation
(lemme 3.7) dans la preuve du théorème de complétude de la SLD-résolution.
Lemme 4.29 (Program lifting lemma) Si il existe une SLD-preuve :
A
0
C
1
;
1
!
dP e
R
1
!
dP e
   !
dP e
R
i 1
C
i
;
i
!
dP e
R
i
!
dP e
  
où pour tout i  1, 
i
est une substitution de renommage idempotente et
injective sur son domaine telle que dom(
i
) = var(C
+
i
), alors il existe une
SLD-preuve sur un domaine ni :
A
0
C
P;1
;
1
!
P
R
0
1
!
P
   !
P
R
0
i 1
C
P;i
;
i
!
P
R
0
i
!
P
  
telle que pour tout i  1, 
i
A
0
= A
0
, C
i
= 
i
C
P;i
et R
i
= 
i
R
0
i
où 
i
est la
restriction de 
i

i

i 1

i 1
   
1

1
aux variables de R
0
i
.
Preuve. Les conditions de renommage des clauses de la dérivation en hypo-
thèse du lemme permettent d'appliquer le lemme 4.27 pour établir l'existence
d'un ensemble de variantes fC
P;1
;    ; C
P;i
;   g de clauses de P satisfaisant :
8i > 0 var(C
P;i
) \
0
@
var(A
0
) [
[
16j<i
var(C
P;j
) [
[
j1
var(C
j
)
1
A
= ?
et tel que chaque clause C
P;i
vérie C
i
= 
i
C
P;i
où 
i
est une substitution
idempotente satisfaisant dom(
i
) = var(C
P;i
).
 Pour la première transition. Par dénition 
1
A
0
= 
1
C
+
1
= 
1

1
C
+
P;1
.
De plus, puisque dom(
1
) = var(C
P;1
) et var(C
P;1
) \ var(A
0
) = ?, on a

1
A
0
= A
0
et il vient 
1

1
A
0
= 
1

1
C
+
P;1
. De manière similaire, puisque
dom(
1
) = var(C
+
1
) et var(C
1
)\ var(A
0
) = ?, on a 
1
A
0
= A
0
. Aussi, on a

1

1
A
0
= A
0
= 
1

1
C
+
P;1
et d'après le lemme 4.12, la restriction 
1
de 
1

1
aux variables de C
+
P;1
est un unicateur principal de A
0
et C
+
P;1
et on obtient
la transition :
A
0
C
P;1
;
1
!
P
R
0
1
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Puisque 
1

1
A
0
= A
0
, on a bien 
1
A
0
= A
0
. Il reste à montrer que la
restriction 
1
de 
1

1
aux variables de R
0
1
vérie 
1
R
0
1
= R
1
. Montrons
donc que 
1
R
0
1
= 
1

1
C
 
P;1
= 
1

1
C
 
P;1
= 
1
C
 
1
= R
1
. Si v 2 var(C
 
P;1
),
alors deux cas sont possibles. Si v 2 var(C
+
P;1
), alors 
1
v = 
1

1
v et on
peut conclure puisque 
1

1

1

1
v = 
1

1
v. Sinon, v 62 var(C
+
P;1
), et on a

1

1
v = 
1
v = 
1

1
v ce qui permet de conclure.
 Pour la i-ème transition. Montrons comment à partir de la transition :
R
i 1
C
i
;
i
!
dP e
R
i
il est possible de construire une transition à partir de la requête R
0
i
vériant

i 1
R
0
i 1
= R
i 1
où 
i 1
est la restriction de 
i 1

i 1
   
1

1
aux variables
de R
0
i 1
:
R
0
i 1
C
P;i
;
i
!
P
R
0
i
telle que 
i
A
0
= A
0
et telle que la restriction 
i
de 
i

i

i 1

i 1
   
1

1
aux
variables de R
0
i
vérie 
i
R
0
i
= R
i
. Si A est l'atome sélectionné dans R
i 1
à
la position k, alors il existe un atome A
0
dans R
0
i 1
à la position k tel que
A = 
i 1
A
0
et il vient 
i

i 1
A
0
= 
i

i
C
+
P;i
. De plus, puisque :
dom(
i 1
)  var(R
0
i 1
) 
 
S
16j<i
var(C
P;j
) [ var(A
0
)
!
et var(C
P;i
) \
 
S
16j<i
var(C
P;j
) [ var(A
0
)
!
= ?
on a 
i 1
C
P;i
= C
P;i
et donc 
i

i 1
A
0
= 
i

i

i 1
C
+
P;i
. Puisque dom(
i
) =
var(C
P;i
) on a 
i
A = A. Aussi, 
i

i

i 1
A
0
= 
i

i

i 1
C
+
P;i
, et puisque

i

i
   
1

1
A
0
= A
0
, d'après le lemme 4.28, il existe un unicateur prin-
cipal 
i
de A
0
et C
+
P;i
tel que 
i
A
0
= A
0
. Pour une substitution 
i
, on a donc

i

i
= 
i

i

i 1
. Il est alors possible de construire la transition :
R
0
i 1
C
P;i
;
i
!
P
R
0
i
Pour établir le lien existant entre R
i
et R
0
i
, on utilise l'égalité 
i

i

i 1

i
=

i

i

i 1
qui provient du fait que 
i
est idempotente et que par conséquent

i

i

i 1

i
= 
i

i

i
= 
i

i
= 
i

i

i 1
. Nous pouvons alors prouver que

i

i

i 1
R
0
i
= R
i
:

i

i

i 1
R
0
i
= 
i

i

i 1

i
R
0
i 1
[k  C
 
P;i
]
= 
i

i

i 1
R
0
i 1
[k  C
 
P;i
] (
i

i

i 1

i
= 
i

i

i 1
)
= 
i

i 1
R
0
i 1
[k  
i
C
 
P;i
] (
i
R
i 1
= R
i 1
)
= 
i
(
i 1
R
0
i 1
)[k  
i
C
 
P;i
] (
i 1
C
i
= C
i
))
= 
i
R
i 1
[k  C
i
]
= R
i
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La restriction 
i
de 
i

i

i 1
aux variables de R
0
i
satisfait donc bien 
i
R
0
i
= R
i
.
Pour nir, il faut montrer que la dérivation ainsi construite est bien une
dérivation sur un domaine ni. Pour cela, on montre, par induction, que :
8n  i+ 1 
n

n

n 1
   
i+1
R
0
i
= R
i
Pour n = i+ 1, on a bien :

i+1

i+1
R
0
i
= 
i+1

i+1

i

i+1
R
0
i
= 
i+1

i+1

i
R
0
i
= 
i+1

i+1
R
i
= R
i
Pour n > i + 1, par hypothèse d'induction, on a 
n 1

n 1
   
i+1
R
0
i
= R
i
.
Aussi, pour prouver 
n

n

n 1
   
i+1
R
0
i
= R
i
, il sut de montrer que
pour toute variable v apparaissant dans 
n 1
   
i+1
R
0
i
, on a 
n

n
v =

n 1
v. Puisque 
n

n
= 
n

n

n 1

n
= 
n

n

n 1
, il sut de prouver que

n

n

n 1
v = 
n 1
v. De plus, si v 2 
n 1
   
i+1
R
0
i
, alors on a :
v 2
0
@
var(R
0
i
) [
[
i+16j6n 1
var(C
P;j
)
1
A

0
@
var(A
0
) [
[
16j6n 1
var(C
P;j
)
1
A
Aussi, si v 2 dom(
n 1
), alors var(
n 1
v)  R
n 1
et 
n

n

n 1
v = 
n 1
v
puisque 
n

n
R
n 1
= R
n 1
, sinon on peut aussi conclure puisque 
n

n
v = v.
Par conséquent, puisque R
i
ne contient que des atomes nis et puisque pour
tout n  i+ 1, 
n

n 1
   
i+1
R
0
i
6 R
i
, d'après le lemme 4.25, la dérivation
obtenue constitue une SLD-preuve sur un domaine ni. J
Le théorème de complétude s'obtient directement à partir de ce lemme et du
théorème 4.12.
Théorème 4.20 (Complétude) Soit P un programme et A un atome. Si
A 2 gfp(T
dP e
), alors il existe une SLD-preuve sur un domaine ni à partir
de A avec le programme P :
A
C
P;1
;
1
!
P
R
0
1
!
P
   !
P
R
0
i 1
C
P;i
;
i
!
P
R
0
i
!
P
  
telle que pour tout i  1, 
i
A = A.
Preuve. Conséquence immédiate du théorème 1.3, du lemme 4.11, du théo-
rème 4.12 et du lemme 4.29. J
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Conclusion
Avant d'établir des propriétés formelles sur les programmes, il semble
naturel de spécier formellement leur sémantique opérationnelle. La SLD-
résolution et les preuves des résultats classiques de cette relation, propriétés
essentielles pour son utilisation (validité et complétude), ont donc été for-
malisées dans ce travail.
Dans un premier temps, nous avons cherché à formaliser l'unication
des termes du premier ordre, mécanisme de base de la programmation lo-
gique. Pour ce faire, puisque qu'un développement similaire existait, nous
avons présenté une méthode pour transposer des propriétés formelles. La
démarche utilisée pour obtenir la preuve présentée dière beaucoup de celle
employée par J. Rouyer (proche de l'algorithme d'unication). Nous avons
construit l'ensemble T

[X] des termes du premier ordre, et nous cherchions
à résoudre le problème de l'unication sur cet ensemble. Ce problème étant
résolu sur l'ensemble Q

[X] des quasi-termes, nous avons construit la bijec-
tion qui existait entre un sous-ensemble de Q

[X] et T

[X] et nous avons
montré que les propriétés cherchées étaient préservées par cette bijection.
Nous sommes donc arrivé au résultat attendu, sans nous soucier vraiment
de l'unication, mais en établissant un lien étroit entre ces deux ensembles,
évitant ainsi une preuve faisant appel à des théories plus complexes (substi-
tutions, unications, ... [28, 64, 77]). La principale diculté de cette trans-
position fut de mettre en relation un ensemble (déni inductivement), les
termes, avec un sous-ensemble caractérisé par un prédicat (sur un ensemble
inductif) : les quasi-termes compatibles. Nous avons vu deux méthodes
pour construire ce lien (i.e. pour dénir un procédé eectif de transforma-
tion d'un quasi-terme compatible en un terme). La première repose sur
une technique courante en programmation : dans un cas absurde, c'est à
dire qui ne se produira jamais, on peut faire n'importe quoi sans com-
promettre la correction de la construction. Cette approche utilise un axiome
(ex falso quodlibet sequitur) et procède par induction sur la structure d'un
quasi-terme. La seconde solution, et c'est celle que nous avons développée, a
consisté à construire inductivement des ensembles de preuves, pour pouvoir
raisonner par induction ou construire des fonctions récursives sur la structure
de ces preuves. Nous avons ainsi pu eectuer de véritables calculs à partir
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du contenu algorithmique (explicite) de ces preuves, en procédant par in-
duction, non plus sur la structure d'un quasi-terme, mais sur la structure de
la preuve de sa compatibilité, exploitant ainsi l'isomorphisme de Curry-
Howard (programmer = prouver). Cette technique de preuve illustre
bien l'intérêt que pourrait présenter une bibliothèque de preuves, constituée
de modules susament généraux, regroupant l'essentiel des notions de base
utilisées en informatique, pour pouvoir être utilisés par diverses applications.
En eet, si la présentation de l'approche développée dans le chapitre 2 ne
semble ni plus simple, ni plus courte qu'une approche plus classique, le codage
de la preuve du théorème d'unication sur les termes a nécessité seulement
75 lemmes en transposant le résultat obtenu par J. Rouyer dans [89] sur les
quasi-termes qui compte environ 140 lemmes.
Dans des présentations plus informelles de la programmation logique, les
problèmes liés aux renommages des variables sont souvent passés sous silence.
Comme nous l'avons suggéré dans l'introduction, les preuves obtenues après
formalisation dièrent donc des preuves initiales que l'on peut trouver dans
la littérature. Bien sûr, la principale diérence provient du processus de re-
nommage des clauses lors d'une (SLD-)dérivation : celui-ci est complètement
explicité, ce qui introduit des dicultés dans les preuves. Un exemple ty-
pique est le théorème de complétude qui nécessite deux lemmes techniques
(lemmes 3.18 et 3.19) sur les variables utilisées et dont les preuves ne sont pas
si immédiates. Ces deux lemmes montrent bien à quel point certains détails
peuvent se révéler importants. Par exemple, l'opération de combinaison
de dérivations requiert plusieurs renommages, ces derniers devant être menés
avec précaution, an de garantir les hypothèses de séparation des variables
dans la dérivation nale. Les deux principaux résultats dont les preuves sont
sensibles à ces problèmes sont le lemme de généralisation et/ou le théorème
de complétude. On trouvera dans [60, 93] une discussion intéressante sur ces
points de détail mais peu d'articles sont consacrés aux propriétés des sub-
stitutions, objets de base de la programmation logique dont la manipulation
s'est avérée délicate. Tout comme la -réduction pour les -termes, la SLD-
résolution dénit une relation entre clauses. Certaines propriétés de ces deux
relations peuvent être comparées. Alors que la -réduction est conuente,
la SLD-résolution satisfait seulement une propriété plus faible (propriété de
commutation). Les propriétés de ce modèle sont souvent énoncées à un
renommage près, ce qui rappelle l'-conversion. De même, l'explicitation
des substitutions de renommage des variables lors d'une (SLD-)dérivation
rappelle le -calcul (il s'agit d'un système de réécriture du premier ordre
dans lequel on peut encoder le -calcul de manière à gérer pas à pas les
substitutions, sans avoir à eectuer d'-conversion ; ce -calcul dans lequel
les substitutions sont manipulées de manière explicite fournit ainsi un lien
entre le -calcul classique et ses implémentations concrètes) [1]. Les auteurs
de l'article [1] n'hésitent pas à qualier les substitutions d'éminence grise
Conclusion 179
du -calcul ; cette remarque semble tout aussi pertinente concernant la SLD-
résolution.
Signalons ici que la formalisation de théorèmes de complétude a été envi-
sagée dans d'autres contextes. Dans [83], H. Persson présente une formalisa-
tion, à l'aide de l'assistant à la preuve ALF, d'une preuve constructive de la
complétude de la logique intuitionniste du premier ordre. Dans [44], J. Har-
rison présente une discussion sur une formalisation dans HOL des résultats
de base de la théorie des modèles (théorèmes de compacité et de Lowenheim-
Skolem). Dans [62], J.L. Krivine décrit une formalisation dans une logique
du second ordre d'une preuve intuitionniste de la complétude de la logique
du premier ordre classique.
Dans le dernier chapitre de cette thèse, la sémantique des dérivations in-
nies a été étudiée. En programmation logique, il est courant de comprendre
les dérivations comme des preuves qui calculent et c'est bien sûr l'aspect
calculatoire de telles preuves qui permet l'utilisation de programmes dé-
nis dans la résolution de problèmes. C'est aussi cet aspect calculatoire qui
est considéré dans la plupart des articles consacrés aux dérivations innies :
une dérivation innie est alors vue comme processus de calcul à l'inni d'un
objet inni. Toutefois, les dérivations sont avant tout des preuves. En inter-
prétant le mécanisme d'exécution d'un programme logique par un processus
de preuve, il a été possible de dénir une sémantique valide et complète pour
les dérivations innies qui ne construisent pas de termes innis. Cette ap-
proche est basée sur l'identication des SLD-preuves avec les preuves par co-
induction et est justiée parce que la complétude de la sémantique proposée
ne pouvait être obtenue qu'en considérant un univers du discours ne com-
portant pas d'éléments innis. En eet, en présence d'éléments innis, seul
un sous-ensemble du plus grand point xe de l'opérateur associé à un pro-
gramme pourrait caractériser les objets innis calculables à l'inni à partir de
ce programme. D'ailleurs, l'approche développée par W.G. Golson, présentée
dans le paragraphe 4.1.3 (complétion par idéaux), permet de caractériser les
objets calculés par une certaine classe de dérivations en termes d'objets
minimaux présents dans le plus grand point xe de l'opérateur T
P
: tous
les éléments de cet ensemble ne sont pas considérés. Cependant, de manière
intuitive, c'est l'approche développée par G. Levi et C. Palamidessi, présen-
tée dans le paragraphe 4.1.5 (fermeture topologique du plus petit point xe
d'un opérateur associé à une version modiée du programme), qui semble
le mieux capturer la notion d'atomes innis calculables à l'inni : les dériva-
tions innies qui construisent de tels objets procèdent par approximations
successives et la notion de limite d'une suite d'approximations nies semble
plus adéquate pour dénir la dénotation d'un programme. C'est du moins ce
que suggère la comparaison, eectuée dans le paragraphe 4.2, des termes de
preuve par co-induction portant sur des objets innis avec les dérivations in-
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nies qui construisent eectivement ces objets. Quoi qu'il en soit, toutes ces
approches restent incomplètes et le problème de la dénition d'une séman-
tique pour les dérivations innies ne connait pas encore de solution générale.
Les approches existantes sont exclusivement dédiées à la caractérisation d'ob-
jets innis. L'approche que nous avons développée dans le dernier chapitre
correspond à une démarche opposée : l'univers du discours considéré ne
contient pas d'éléments innis et seules les dérivations ne construisant au-
cun terme inni sont considérées (de telles dérivations correspondent à des
termes de preuve par co-induction). Il s'agit là d'une restriction sur les déri-
vations qui permet de considérer le plus grand point xe de l'opérateur T
P
tout entier. En envisageant uniquement les dérivations qui ne calculent pas
à l'inni, il a alors été possible de dénir une sémantique valide et complète
pour les dérivations qui prouvent à l'inni.
Pour nir, signalons que, même si les résultats présentés dans le chapitre 4
n'ont pas fait l'objet d'une formalisation dans un méta-système logique, les
problèmes techniques liés au renommage des clauses, évoqués dans le cha-
pitre 3, n'ont pas été ignorés pour autant. Par exemple, la construction d'une
dérivation à partir d'un arbre de preuve (théorème 4.12) nécessite la déni-
tion d'une procédure récursive de renommage. Ici encore, le renommage
constitue une étape essentielle lorsque l'on souhaite relier un objet déclara-
tif (l'arbre de preuve) à un objet calculatoire (la dérivation). De plus, ce
sont uniquement les propriétés satisfaites par ce renommage qui permettent
d'établir rigoureusement des résultats de ce chapitre.
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Annexe A
Formalisation des théorèmes de
point xe
Nous présentons dans cette annexe une formalisation des résultats clas-
siques sur les points xes d'applications monotones et/ou continues, présen-
tés dans le chapitre 1. Certains de ces résultats ont été utilisés lors de la
formalisation de la preuve du théorème de complétude de la SLD-résolution.
Dénitions
Soit A un ensemble quelconque (A:Set) et 2
A
le type des prédicats sur A,
caractérisant les parties de A.
Definition PA := A -> Prop.
Nous considérons une dénition extensionnelle de l'égalité sur 2
A
:
Definition EQP : PA -> PA -> Prop :=
[p1:PA][p2:PA]((a:A)((p1 a)->(p2 a)) /\ ((p2 a) -> (p1 a))).
munie de l'axiome d'extensionnalité :
Axiom Ext_EQ:(p1,p2:PA)(EQP p1 p2)->p1==p2.
Le type des relations sur 2
A
est introduit par :
Definition RA := PA -> PA -> Prop.
Par exemple, la relation d'inclusion  est une relation sur 2
A
, dénissant un
ordre partiel (relation reexive, antisymétrique et transitive), dénie par :
Definition INCLUDE:RA:=[p1:PA][p2:PA]((a:A)(p1 a)->(p2 a)).
Soit 2
2
A
le type des prédicats sur 2
A
, caractérisant les parties de 2
A
.
Definition PPA := PA -> Prop.
Théorèmes de point xe 182
S
p(p
0
)
p
0
Inductive PU [p:PPA;a:A]:Prop:=
pu:(p0:PA)((p p0)/\(p0 a))->(PU p a).
T
p(p
0
)
p
0
Definition PI:PPA->PA:=
[p:PPA]([a:A]((p0:PA)(p p0)->(p0 a))).
lub(p) Lemma p_sup : (p:PPA)(sup p INCLUDE (PU p)).
glb(b) Lemma p_inf : (p:PPA)(inf p INCLUDE (PI p)).
Tab. A.1  Bornes supérieures et inférieures
Etant donnée une partie p de 2
A
(i.e. un élément de type 2
2
A
), on dénit,
relativement à un ordre partiel r sur 2
A
, la borne supérieure de p, notée
lub(p), et la borne inférieure de p, notée glb(p), par :
Definition sup : PPA -> RA -> PA -> Prop :=
[p:PPA][r:RA][s:PA]
( ((p1:PA)(p p1) -> (r p1 s)) /\
((p2:PA) ((p3:PA)(p p3)->(r p3 p2)) -> (r s p2))).
Definition inf : PPA -> RA -> PA -> Prop :=
[p:PPA][r:RA][i:PA]
( ((p1:PA)(p p1) -> (r i p1)) /\
((p2:PA) ((p3:PA)(p p3)->(r p2 p3)) -> (r p2 i))).
Un ensemble partiellement ordonné est un treillis complet si pour chacune
de ses parties p, lub(p) et glb(p) existent. On montre facilement que 2
A
est
un treillis complet. En eet, pour toute partie p de 2
A
(i.e. un élément de
type 2
2
A
), on a (voir tableau A.1):
lub(p) =
[
p(p
0
)
p
0
glb(p) =
\
p(p
0
)
p
0
Le type des opérateurs sur 2
A
est déni par :
Definition OP := PA -> PA.
Points xes d'opérateurs monotones
Un opérateur ' sur 2
A
est monotone s'il vérie le prédicat :
Definition monoton : OP -> Prop :=
[o:OP]((p1,p2:PA)(INCLUDE p1 p2) -> (INCLUDE (o p1) (o p2))).
Les deux prédicats caractérisant les parties 
'
-closes et 
'
-denses, relative-
ment à un opérateur ', sont dénis par :
Definition pclos:OP->PA->Prop:=[f:OP][p:PA](INCLUDE (f p) p).
Definition pdense:OP->PA->Prop:=[f:OP][p:PA](INCLUDE p (f p)).
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Les deux ensembles Ind(') et CoInd(') sont alors dénis par les prédicats :
Definition IND:OP->PA:=[f:OP](PI [p:PA](pclos f p)).
Definition COIND:OP->PA:=[f:OP](PU [p:PA](pdense f p)).
Enn, les notions de points xes suivantes sont dénies :
Definition PF:OP->PA->Prop:=[f:OP][p:PA](EQP p (f p)).
Definition PPPF:OP->PA->Prop:=
[f:OP][p:PA]((PF f p)/\((p0:PA)(PF f p0)->(INCLUDE p p0))).
Definition PGPF:OP->PA->Prop:=
[f:OP][p:PA]((PF f p)/\((p0:PA)(PF f p0)->(INCLUDE p0 p))).
Ces dénitions permettent de formaliser les théorèmes 1.1 et 1.3 :
Lemma Tarski : (f:OP)(monoton f) -> (PPPF f (IND f)).
Lemma Down_Tarski : (f:OP)(monoton f) -> (PGPF f (COIND f)).
Points xes d'opérateurs continus
An de dénir la notion d'opérateurs continus, nous introduisons le type des
séquences innies de parties de A par [36] :
CoInductive Type Stream:=si:PA->Stream->Stream.
Deux destructeurs et un observateur sont dénis sur ce type :
Definition head_stream : Stream -> PA :=
[s:Stream]<PA>Case s of
[p:PA][s0:Stream]p
end.
Definition tail_stream : Stream -> Stream :=
[s:Stream]<Stream>Case s of
[p:PA][s0:Stream]s0
end.
Fixpoint nth [s:Stream;n:nat] : PA :=
<PA>Case n of
(head_stream s)
[k:nat](nth (tail_stream s) k)
end.
Une séquence innie (p
n
)
n0
de parties de A est dite :
 croissante si p
0
 p
1
 : : :  p
i
 : : :
CoInductive SCPA:Stream->Prop:=
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S
n0
p
n
Definition UStream:Stream->PA:=
[s:Stream][a:A](Ex [n:nat]((nth s n) a)).
T
n0
p
n
Definition IStream:Stream->PA:=
[s:Stream][a:A]((n:nat)((nth s n) a)).
('(p
n
))
n0
CoFixpoint OPS:OP->Stream->Stream:=
[f:OP][s:Stream]<Stream>Case s of
[p:PA][s0:Stream](si (f p) (OPS f s0)) end.
Tab. A.2  Opérations sur (p
n
)
n0
scpa_si:(s:Stream)
((INCLUDE (head_stream s)
(head_stream (tail_stream s))) /\
(SCPA (tail_stream s))) -> (SCPA s).
 décroissante si p
0
 p
1
 : : :  p
i
 : : :
CoInductive SDPA:Stream->Prop:=
sdpa_si:(s:Stream)
((INCLUDE (head_stream (tail_stream s))
(head_stream s)) /\
(SDPA (tail_stream s))) -> (SDPA s).
Les principales opérations sur les séquences innies de parties de A sont
dénies dans le tableau A.2. Un opérateur ' sur 2
A
est dit :
 nitaire, si pour toute séquence croissante de parties de A, (p
n
)
n0
,
on a :
'(
[
n0
p
n
) 
[
n0
'(p
n
)
Definition finitary:OP->Prop:= [f:OP]
((s:Stream)(SCPA s)->(INCLUDE (f (UStream s))
(UStream (OPS f s)))).
 "-continu, si pour toute séquence croissante de parties de A, (p
n
)
n0
,
on a :
'(
[
n0
p
n
) =
[
n0
'(p
n
)
Definition CONTINU:OP->Prop:=[f:OP]
((s:Stream)(SCPA s)->(EQP (f (UStream s))
(UStream (OPS f s)))).
 #-continu, si pour toute séquence décroissante de parties de A, (p
n
)
n0
,
on a :
'(
\
n0
p
n
) =
\
n0
'(p
n
)
Definition Down_CONTINU:OP->Prop:=
[f:OP]((s:Stream)(SDPA s)->(EQP (f (IStream s))
(IStream (OPS f s)))).
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An d'introduire la notion de puissances ordinales d'un opérateur, nous dé-
nissons, de manière classique [63, 97], les nombres ordinaux par :
Inductive ORD : Set :=
Oo : ORD | So : ORD -> ORD | Lo : (nat -> ORD) -> ORD.
Oo et So correspondent respectivement au zéro et au successeur d'un or-
dinal. Le constructeur Lo, appliqué à une séquence d'ordinaux, correspond
à la borne supérieure de cette séquence. Le principe d'induction transnie
engendré par cette dénition est :
ORD_rec : (P:ORD->Set)
(P Oo) ->
((o:ORD)(P o)->(P (So o))) ->
((o:nat->ORD)((n:nat)(P (o n)))->(P (Lo o)))
->(o:ORD)(P o).
Nous pouvons à présent dénir les puissances ordinales d'un opérateur ' sur
2
A
.
'
"0
= ? '
#0
= 2
A
'
"+1
= '('
"
) + 1 est un successeur '
#+1
= '('
#
)
'
"
=
S
n0
'
"(n)
 est un ordinal limite '
#
=
T
n0
'
#(n)
Fixpoint POF [f:OP;o:ORD] : PA := <PA>Case o of
[a:A]False
[o0:ORD](f (POF f o0))
[l:(nat -> ORD)]([a:A](Ex [n:nat]((POF f (l n)) a)))
end.
Fixpoint Down_POF [f:OP;o:ORD] : PA := <PA>Case o of
[a:A]True
[o0:ORD](f (Down_POF f o0))
[l:(nat -> ORD)]([a:A]((n:nat)((Down_POF f (l n)) a)))
end.
L'ordinal limite ! est déni par :
Fixpoint ORD_FIRST [n:nat] : ORD :=
<ORD>Case n of
Oo
[p:nat](So (ORD_FIRST p))
end.
Definition OMEGA : ORD := (Lo ORD_FIRST).
Ces dénitions permettent de prouver formellement les résultats suivants :
Lemme 1.4.2 :
Lemma continu_is_monoton:(f:OP)(CONTINU f)->(monoton f).
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Lemme 1.8.2 :
Lemma down_cont_is_monoton:(f:OP)(Down_CONTINU f)->(monoton f).
Lemme 1.5 :
Lemma is_continuous:(f:OP)(monoton f)->(finitary f)
->(CONTINU f).
Lemme 1.4.1 :
Lemma S_UP:(f:OP)(o:ORD)(monoton f)
->(INCLUDE (POF f o) (POF f (So o))).
Lemme 1.8.1 :
Lemma S_DOWN:(f:OP)(n:nat)(Down_CONTINU f)->
(INCLUDE (Down_POF f (ORD_FIRST (S n)))
(Down_POF f (ORD_FIRST n))).
Théorème 1.2 :
Lemma KLN:(f:OP)(CONTINU f)->(PPPF f (POF f OMEGA)).
Théorème 1.4 :
Lemma Down_KLN:(f:OP)(Down_CONTINU f)
->(PGPF f (Down_POF f OMEGA)).
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Notations, dénitions
 ensemble de règles de la forme e E
T

opérateur monotone associé à  (déni en (1.1), page 9)
' opérateur monotone
'
"
, '
#
puissances ordinales de ' (dénies pages 11 et 14)

'
ensemble de règles associé à ' (déni page 10)
lfp(') plus petit point xe de '
gfp(') plus grand point xe de '
lub(E) borne inférieure de E
glb(E) borne supérieure de E
Ind() ensemble déni inductivement à partir de l'ensemble de règles  (dé-
nition 1.1, page 8)
Ind(') ensemble déni inductivement à partir de l'opérateur monotone '
(dénition 1.1, page 8)
CoInd() ensemble déni co-inductivement à partir de l'ensemble de règles 
(dénition 1.2, page 13)
CoInd(') ensemble déni co-inductivement à partir de l'opérateur mono-
tone ' (dénition 1.2, page 13)
X ensemble de variables
A
X
applications de X vers A (valuations)
 signature fonctionnelle
f
0
h
constante de Herbrand (symbole de fonction d'arité nulle)
 signature relationnelle
IB booléens (ftrue,falseg)
^
b
, _
b
, :
b
connecteurs logiques sur IB
Prop propositions
^, _, : connecteurs logiques sur Prop
ar fonction d'arité ( [! IN)
T

[X] ensemble des termes nis sur  [X (dénition 2.2, page 39)
T
1

[X] ensemble des termes nis et innis sur  [X
T

[?] ensemble des termes nis fermés (i.e. sans variables) sur 
L
n;
[X] ensemble des listes de termes de longueur n (dénition 2.2, page 39)
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L
n;
[?] ensemble des listes de termes fermés de longueur n
Q

[X] ensemble des quasi-termes nis sur  [X (dénition 2.1, page 33)
P
T
, P
L
, P
T
, P
L
n
prédicats caractérisant les quasi-termes compatibles avec
les termes, les listes de termes (dénis pages 41 et 47)
Q
T

[X], Q
L

[X] ensemble des quasi-termes compatibles avec les termes, les
listes de termes

T
, 
L
n
relations d'équivalence caractérisant les bijections entre Q
T

[X] et
T

[X] et entre les éléments de Q
L

[X] de longueur n et L
n;
[X] (dénies
page 43)

t
q
, 
l
q
fonctions des quasi-termes compatibles avec les termes, les listes de
termes vers les termes, les listes de termes (dénies pages 46 et 48)

q
t
, 
q
l
fonctions des termes, des listes de termes non vides vers les quasi-
termes (dénies page 49)
S[X] substitutions sur les termes (applications de X vers T

[X])
S[?] substitutions fermées (applications de X vers T

[?])
s
id
substitution identité
S
R
[X] substitutions de renommage (applications de X vers X)
P
R
prédicat sur S
R
[X] (déni page 73)
P
RS
prédicat sur S
R
[X] S[X] (déni page 74)
S
Q
[X] quasi-substitutions, substitutions sur les quasi-termes (applications
de X vers Q

[X])
P
S
, P
S
prédicats caractérisant les quasi-substitutions compatibles avec les
termes (dénis page 50)
S
T
Q
[X] quasi-substitutions compatibles avec les termes

S
relation d'équivalence caractérisant la bijection entre S
T
Q
[X] et S[X] (dé-
nie page 51)

t
s
fonction de S
T
Q
[X] vers S[X] (dénie page 51)

q
s
fonction de S[X] vers S
T
Q
[X] (dénie page 52)
dom(s) domaine d'une substitution, d'une substitution de renommage, d'une
quasi-substitution
range(s) image d'une substitution, d'une substitution de renommage, d'une
quasi-substitution
At
;
[X] ensemble des atomes nis sur  [ T

[X] (déni page 71)
At
;
[?] ensemble des atomes nis fermés sur  [ T

[?]
At
C
;
[?] ensemble des atomes fermés nis et innis sur  [ T
1

[?] (com-
plétion métrique dénie page 117)
At
C

?
;
[?] ensemble des atomes fermés nis et innis sur [T
1
[?
[?] (com-
plétion dénie page 134)
At
C
;
[X] ensemble des atomes nis et innis sur  [ T
1

[X] (complétion
par idéaux dénie page 126)
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[A] ensemble des instances fermées dans At
;
[?] de l'atome A
[A] ensemble des instances fermées dans At
C
;
[?] de l'atome A
 relation d'équivalence (à un renommage près) dénie page 147
R
;
[X] ensemble des requêtes (déni page 71)
r
=n;a
, r
=n
n+ 1-ième atome d'une requête (déni page 72)
r[n r
0
] requête r dans laquelle le n+ 1-ième atome a été remplacé par la
requête r
0
(déni page 72)
2, r
?
requête vide
P
RR
prédicat sur S
R
[X]R
;
[X] (déni page 74)
[E] instances fermées nies des atomes apparaissant dans E
dEe instances nies des atomes apparaissant dans E
C
;
[X] ensemble des clauses (déni page 71)
C
+
tête de la clause C (déni page 71)
C
 
corps de la clause C (déni page 71)
P
RC
prédicat sur S
R
[X] C
;
[X] (déni page 74)
P
;
[X] ensemble des programmes dénis (déni page 72)
[P ] ensemble des instances fermées nies des clauses du programme déni P
[P ] ensemble des instances fermées nies et innies des clauses du pro-
gramme déni P
dP e ensemble des instances nies des clauses du programme déni P (dé-
nition 4.9, page 148)
dP e
+
sous-ensemble de dP e (dénition 4.16, page 159)
H
;
[X] ensemble des clauses de Horn (déni page 72)
var(E) liste des variables apparaissant dans E (terme, requête, clause, ... )
lg longueur :
 d'un quasi-terme (dénie page 41)
 d'une requête (dénie page 72)
 , P
 
,
n;r;C
!
P
transitions SLD entre états de résolution (dénies page 74)
P
TC
prédicat caractérisant les couples de transitions composables (déni
page 77)
ID
g
, ID
d
,

!
P
, P
ID
, P
ID
d
SLD-dérivations (dénies pages 77 et 78)

g
d
fonction de ID
d
vers ID
g
(dénie page 77)

d
g
fonction de ID
g
vers ID
d
(dénie page 77)
#(d) liste des variables apparaissant dans les clauses utilisées dans la déri-
vation d (dénie page 78)
IL
n
[A] listes de longueur n constituées d'éléments dans A (dénies page 89)
IF
n
[A] applications de IL
n
[A] vers A
IP
n
[A] applications de IL
n
[A] vers IB
I

[D], I

[D] interprétations de , de  (dénies pages 89 et 90)
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H interprétation de Herbrand de  (dénie page 97)
H(I) interprétation de Herbrand associée à une interprétation I (dénie
page 99)
(I) prédicat caractérisant les atomes qui admettent l'interprétation de Her-
brand I pour modèle
o
I
schéma d'interprétation de o (terme, atome, requête, clause, ...) selon
l'interprétation I (déni pages 90 à 92)
j=
I
o I est un modèle de o (atome, requête, clause, ...) (déni page 92)
H j= R relation de conséquence sémantique sur H
;
[X]R
;
[X] (dénie
page 92)
M
P
plus petit modèle de Herbrand du programme déni P (déni page 100)
M
C
P
plus petit C-modèle du programme déni P (déni page 148)
M
C
+
P
plus petit C
+
-modèle du programme déni P (déni page 158)
S
P
ensemble des succès fermés du programme déni P (déni page 103)
S
C
P
ensemble des succès du programme déni P (dénition 4.9, page 149)
C
P
ensemble des atomes calculables à l'inni à partir du programme dé-
ni P :
 approche métrique : dénition 4.4, page 118
 dénition 4.5, page 121
 approche par CPO : dénition 4.6, page 135
T
P
opérateur de conséquence immédiate associé au programme déni P :
 dénition classique page 101
 approche complétion par idéaux : déni page 126
 approche par contraintes : déni page 131
 approche par CPO : déni page 135
O(t) domaine, ensemble des occurrences de l'arbre t (déni page 115)

n
(t) opérateur de troncature de l'arbre t à la profondeur n (déni page 116)
6 préordre sur :
 les substitutions et les quasi-substitutions (déni page 55)
 les termes nis et innis sur  [ ? (déni page 133)
 les atomes de At
C

?
;
[?] (déni page 134)
./
l
concaténation sur les listes de termes
./
r
concaténation sur les requêtes (dénie page 72)
./
v
concaténation sur les listes de variables
./
g
concaténation sur ID
g
(dénie page 77)
./
d
concaténation sur ID
d
(dénie page 77)
False_rec axiome correspondant à la règle d'élimination du faux en lo-
gique intuitionniste (déni en (1.12), page 26)
arbre de preuve, arbre de preuve partiel dénition 4.11, page 150
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"-continuité dénie page 11
#-continuité dénie page 14
couverture (d'une substitution) dénie page 54
équité dénition 4.1, page 113
état de résolution déni page 73
C-interprétation dénie page 147
C-modèle dénition 4.8, page 148
C
+
-modèle dénition 4.15, page 158
opérateur nitaire déni page 12
SLD-preuve dénition 4.12, page 152
SLD-preuve directe dénition 4.13, page 157
SLD-preuve sur un domaine ni dénition 4.17, page 168
réponse dénition 3.5, page 94
solution dénition 3.4, page 94
support (d'une substitution) dénie page 54
terme gardé, terme productif déni page 28
transition libre dénie page 94
unicateur principal de deux termes déni page 58
C-vérité dénition 4.7, page 147
C
+
-vérité dénition 4.14, page 157
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