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In this thesis, we write any lower semicontinuous quasiconvex function as a
composition of two functions, one of which is nondecreasing, and the other one is
quasiconvex with the property that it has has no local minimum except the global
minimum. In addition, the new quasiconvex function shares the set of minimizer
with the original function. We also approximate any lower semicontinuous qua-
siconvex function by a uniformly convergent sequence of quasiconvex functions,
which have the property that every local minimum is global minimum. In both of
the previous two objectives, we use the notion of “adjusted sublevel set”. For this
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 داىتِٞ، أحذإَا داىة غٞش ٍتْاقظة،فٜ ٕزٓ اىشساىة، ّقً٘ تنتاتة مو داىة شثٔ ٍحذتة ٗشثٔ ٍتظية متشمٞة 
ة أُ اىذاىة ىٞس ىٖا قَٞة طغشٙ ٍحيٞة، ٗإَّا فقط قَٞة طغشٙ ٞٗاىذاىة األخشٙ شثٔ ٍحذتة، ٍع خاط
ُ اىذاىة شثٔ اىَحذتة تشتشك ٍع اىذاىة األطيٞة تَجَ٘عة اىْقاط اىتٜ تحقق اىقَٞة ىٚ رىل فئتاإلضافة إ ٍطيقة.
اىَتظية ٗشثٔ اىَحذتة تَتتاىٞة ٍْتظَة اىتقاسب ٍِ اىذٗاه شثٔ اىَحذتة مزىل ّقشب اىذاىة شثٔ  .اىظغشٙ
َ٘عة اىَست٘ٝات فٜ مال اىٖذفِٞ اىساتقِٞ ّستخذً ٍفًٖ٘ " ٍجتٜ تحت٘ٛ فقط عيٚ قٌٞ طغشٙ ٍطيقة، ٗاى





The importance of quasiconvex functions arises from their applications in many
fields, such as in mathematical optimization, economics, and game theory. Von
Neumann was probably the first to use quasiconvexity back in 1928, as one of the
conditions of the famous minimax theorem. However, the notion of quasiconvex
functions was formally introduced by De Finetti in 1949, for use in mathematical
economics. Since then, it is a standard assumption in optimization and mathe-
matical economics.
1.1 Description of the Problem
One of the useful properties of the convex functions, that every local minimum is a
global minimum. This property does not applicable for the quasiconvex functions.
In other words, we may have ∇f (x0) = 0 and x0 is not a global minimum of the
quasiconvex function f .
Our objective in this work is to avoid the flat parts in the quasiconvex function
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f . So we have to replace the function f which has flat parts in it’s graph by a
quasiconvex function g, which has no flat parts in it’s graph.
In this thesis, we have to write any lower semicontinuous quasiconvex function
f : Rn −→ R∪{+∞} as a composition
f = h ◦ g,
where g : Rn −→ R is a quasiconvex function, which has no flat parts of dimension
n in it’s graph, and h : g (Rn) −→ R {+∞} is a nondecreasing function.
In addition to that, we will give an approximation for any lower semicontinuous
quasiconvex function f : Ω −→ R {+∞}, where Ω ⊆ Rn is convex. Our approx-
imation is a uniformly convergent sequence of neatly quasiconvex functions (i.e
function that has no flat parts in it’s graph).
1.2 Methodology
First of all, we need to recall the notion of the adjusted sublevel set, that was
introduced for the first time by Aussel and Hadjisavvas in [1]. We will prove the
lower semicontinuity of the adjusted sublevel set as a multivalued map (Saf : Rn ⇒
Rn), in the case of a quasiconvex function f : Rn −→ R∪{+∞} , that has a closed
sublevel stes Sf (x) for all x ∈ Rn. In addition to that, we will prove that the
normal operator to the adjusted sublevel set is cone upper semicontinuous.
To achieve our objective, that we describe in Section 1.1, we will modify the
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definition of g-pseudoconvex function, that was introduced by Crouzeix, Eberhard
and Ralph in [6]. So, we are looking for a function g : Rn −→ R, such that each
sublevel set and the corresponding strict sublevel set of g have the same closure.
We will see that the adjusted sublevel set operator satisfies a nice continuity
property (it is lower semicontinuous). In addition to that, we will show in Section
4.2 that the class of all adjusted sublevel sets is totally ordered under the inclusion
of sets. These properties of the adjusted sublevel set operator of our function f ,
will help us to construct the function g, in the composition
f = h ◦ g.
The idea is to look for a function g : Rn −→ R, such that the sublevel set of
the function g, at any point x ∈ Rn, is equal to the adjusted sublevel set of the
function f at the same point.
1.3 The Thesis Parts
This thesis consists of following chapters:
Chapter 1 provides a short description of the problem, the methodology, and
the results.
In Chapter 2 we provide three sections. In the first section we give the basic
definitions and notation that we will use in the thesis, we recall the notion of
multivalued map and its continuity types. Also, we recall some notions of gener-
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alized monotonicity. In the second section we discuss some types of generalized
convexity, we show the relation between generalized convexity types and we recall
some of their properties. Finally in the last section we review the literature that
is related to our work.
In Chapter 3 we recall the definition of the adjusted sublevel sets. Then we
study their properties, especially the continuity properties. We show that the
adjusted sublevel set operator is lower semicontinuous if our function f : Rn −→
R∪{+∞} is quasiconvex with closed sublevel sets, and we prove the same property
for the strict sublevel set operator with weaker assumptions. Also, we will study
the continuity properties of their normal cone: we show that the adjusted normal
cone operator is cone upper semicontinuous and closed.
In Chapter 4 we will introduce the notion of neatly quasiconvex function (i.e
a quasiconvex function g : Rn −→ R which has no flat part of dimension n in
its graph). By using the notion of the adjusted sublevel sets and their properties
that we will study in Chapter 3, we will prove that every lower semicontinuous
quasiconvex function f : Rn −→ R∪{+∞} can be written as a composition h ◦ g,
where h : Im (g) −→ R∪{+∞} is nondecreasing, and g : Rn −→ R is a neatly
quasiconvex function. Furthermore, the class of the adjusted sublevel sets of the
function f , is equal to the class of the sublevel sets of the function g. Then we
will study some properties of neatly quasiconvex functions.
In Chapter 5 we will approximate any lower semicontinuous quasiconvex func-
tion f : Rn −→ R ∪ {+∞}, by a uniformly convergent sequence of neatly quasi-
4
convex functions {gk}k∈N.




In this chapter we will recall and introduce the notation and the definitions that
we need in our work. Then we give a background for generalized convexity. Finally
we review the literature that is related to our work.
2.1 Notation and Some Background
For any x, y ∈ Rn, we set ]x, y[= {tx + (1 − t)y : 0 < t < 1}, and [x, y] =
{tx + (1 − t)y : 0 ≤ t ≤ 1}. Also, if ε > 0, we denote by B(x, ε) the open ball
{y ∈ Rn : ‖y − x‖ < ε}, and by B(x, ε) the closed ball {y ∈ Rn : ‖y − x‖ ≤ ε}.
Given a nonempty set A ⊆ Rn, the interior, the closure, the boundary, and
the complement of A will be denoted by intA, Ā, ∂A, and Ac, respectively. The
convex hull, the affine hull, and the conic hull generated by the set A are denoted
by conv(A), aff (A), and cone(A), respectively; where
conv (A) = {λx+ (1− λ) y : x, y ∈ A and λ ∈ [0, 1]} ,
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aff (A) = {λx+ (1− λ) y : x, y ∈ A and λ ∈ R} ,
and
cone (A) = {λx : x ∈ A and λ > 0} .
Given a nonempty set A ⊆ Rn, its support function is the function σA : Rn →




whereas its barrier cone is the cone
b(A) = {y ∈ Rn : σA(y) < +∞}.
We use dim(A) to denote the dimension of aff(A). Also, we set
B(A, ε) = {y ∈ Rn : dist(y, A) < ε},
and
B(A, ε) = {y ∈ Rn : dist(y, A) ≤ ε},
where
dist(x,A) = inf{‖x− a‖ : a ∈ A} for any x ∈ Rn.
The (negative) polar cone of the set A, will be denoted by A◦, where
A◦ = {y ∈ Rn : 〈y, z〉 ≤ 0 for all z ∈ A} .
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We recall:
Definition 2.1 Let K ⊆ Rn be a nonempty convex set. A point x ∈ K is said to
be a relative interior point if there exists ε > 0, such that
B (x, ε) ∩ affK ⊆ K.
The set of all relative interior points is denoted by riK.
We can see the difference between the interior and the relative interior in the
following example.
Example 2.1 Let A = {(x, y, 0) ∈ R3 : x2 + y2 ≤ 1}. Then the relative interior
of the set A is given by
ri (A) =
{
(x, y, 0) ∈ R3 : x2 + y2 < 1
}
.
But the interior of the set A is the empty set ∅.
In other words, the relative interior of a set K ⊆ Rn is the interior of K with
respect to the relative topology induced on affK.
Theorem 2.2 ([18], Theorem 6.2) Let K ⊆ Rn be nonempty and convex, then
riK 6= ∅.
From the last theorem, we can conclude the following corollary.
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Corollary 2.3 Let K ⊆ Rn be nonempty and convex, then the interior of K is
nonempty with respect to affK.
Let f : Rn −→ R ∪ {+∞}. The domain of f is the set dom(f)= {x ∈ Rn :
f(x) < +∞}. We define for any λ ∈ R ∪ {+∞} the sublevel set and the strict
sublevel set by, respectively,
Sfλ = {y ∈ R
n : f(y) ≤ λ},
and
Sf,<λ = {y ∈ R
n : f(y) < λ}.
Note that we do not define these notions only for λ ∈ R, as other authors do.
Given x ∈ Rn we set for simplicity








ρfx = dist(x, S
<
f (x)).
The epigraph of the function f will be denoted by epif , and it is defined by
epif = {(x, z) ∈ Rn × R : z ≥ f (x)} .
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Definition 2.2 A function f : Rn −→ R∪{+∞} is called lower semicontinuous
if Sfλ is closed for all λ ∈ R.
The following theorem provides equivalent conditions for the lower semiconti-
nuity.
Theorem 2.4 Let f : Rn −→ R∪{+∞} . The following are equivalent:
• f is lower semicontinuous.
• epif is closed.
• For all x ∈ Rn, if {xk} converges to x, then lim inf
k−→+∞
f (xk) ≥ f (x).
See ([15], Proposition 4.4, Proposition 4.5, and Proposition 4.6).
In this thesis we will deal mainly with multivalued maps (or: set-valued maps),
that is, maps which to every point x ∈ Rn associate a (possibly empty) subset
T (x) ⊆ Rm. For a multivalued map T we use the notation T : Rn ⇒ Rm.
Given a multivalued map T : Rn ⇒ Rm, we recall that the domain of T is the
set
D(T ) = {x ∈ Rn : T (x) 6= ∅}
and the graph of T is the set
gr (T ) = {(x, x′) ∈ Rn × Rm : x′ ∈ T (x)} .
Definition 2.3 A multivalued map T : Rn ⇒ Rm is said to be closed, if gr (T ) is
closed in Rn×Rm. We say that T is closed at x ∈ Rn, if the following implication
10
holds:
{(xk, yk)} ⊆ Rn × Rm and converges to (x, y) =⇒ y ∈ T (x) .
Now, we recall the definitions of the continuity types for multivalued maps.
Definition 2.4 A multivalued map T : Rn ⇒ Rn is said to be upper semicontin-
uous (u.s.c.) at x ∈ D(T ), if for every open set V ⊆ Rn such that T (x) ⊆ V ,
there exists an open set U ⊆ Rn, such that x ∈ U and T (u) ⊆ V for all u ∈ U . A
multivalued map T is said to be u.s.c. if it is u.s.c. at every x ∈ D(T ).
Theorem 2.5 If T : Rn ⇒ Rn is a multivalued map, then the following are
equivalent:
i) T is u.s.c.
ii) For all x ∈ D (T ) and every open set V ⊆ Rn such that T (x) ⊆ V , if {xk} ⊆
D (T ) converges to x, there exists K ∈ N such that T (xk) ⊆ V , for all
k > K.
See ([11], Proposition 2.5).
Definition 2.5 A multivalued map T : Rn ⇒ Rn is said to be lower semicontin-
uous (l.s.c.) at x ∈ D(T ), if for every open set V ⊆ Rn such that T (x) ∩ V 6= ∅,
there exists an open set U ⊆ Rn, such that x ∈ U and T (u) ∩ V 6= ∅, for all
u ∈ U . A multivalued map T is said to be l.s.c. if it is l.s.c. at every x ∈ D(T ).
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Theorem 2.6 If T : Rn ⇒ Rm a multivalued map, then the following are equiv-
alent:
i) T is l.s.c.
ii) For all x ∈ D (T ) and every open set V ⊆ Rm such that T (x) ∩ V 6= ∅, if
{xk} ⊆ D (T ) converges to x, there exists K ∈ N such that T (xk) ∩ V 6= ∅
for all k ≥ K.
iii) If {xk} ⊆ Rn converges to x and y ∈ T (x), then for each k ∈ N we can find
yk ∈ T (xk) such that yk → y.
See ([11], Chapter I, Proposition 2.6).
Definition 2.6 A multivalued map T : Rn ⇒ Rn is said to be continuous if it is
both l.s.c. and u.s.c.
Example 2.7 i) Let T : R⇒ R be a multivalued map that is defined by
T (x) =

[− |x| , |x|] , x 6= 5,
[−8, 10] , x = 5.
Then T is u.s.c. at x = 5, but it is not lower semicontinuous.
ii) Let F : R⇒ R be a multivalued map that is defined by
F (x) =

[− |x| , |x|] , x 6= 5,
{4} , x = 5.
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Then F is l.s.c., but it is not u.s.c. at x = 5.
iii) Let F : R⇒ R be a multivalued map that is defined by
F (x) = [0, |x|] , for all x ∈ R.
Then F is both u.s.c. and l.s.c., that means it is continuous on R.
The following graphs of multivalued maps on R will show the kinds of conti-
nuity.
Figure 2.1: u.s.c. non l.s.c. map
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Figure 2.2: l.s.c. non u.s.c. map
Figure 2.3: Continuous map
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Figure 2.4: A map which is neither u.s.c. nor l.s.c.
Definition 2.7 Let K ⊆ Rn and T : Rn ⇒ Rn. Then we say
i) T is monotone on K, if for all x, y ∈ K and x′ ∈ T (x), y′ ∈ T (y), we have
〈y − x, y′ − x′〉 ≥ 0. (2.1)
ii) T is strictly monotone on K, if (2.1) is satisfied with strict inequality whenever
x 6= y.
iii) T is pseudomonotone on K, if for all x, y ∈ K and x′ ∈ T (x), y′ ∈ T (y), the
following implication holds
〈y − x, x′〉 ≥ 0 =⇒ 〈y − x, y′〉 ≥ 0
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or equivalently
〈y − x, x′〉 > 0 =⇒ 〈y − x, y′〉 > 0.
iv) T is quasimonotone on K, if for all x, y ∈ K and x′ ∈ T (x), y′ ∈ T (y), the
following implication holds
〈y − x, x′〉 > 0 =⇒ 〈y − x, y′〉 ≥ 0.
We can see from the last definitions that, if T is a monotone operator, then it
is pseudomonotone. Also, if T is pseudomonotone, then it is quasimonotone.
For the relation between generalized monotonicity and generalized convexity,
see [12] and [10].
2.2 Generalized Convexity
In this section we recall some notions of convexity and generalized convexity, and
the relations between them. See [17], [15], and [3].
Definition 2.8 Let K ⊆ Rn be nonempty and convex. A function f : K −→
R∪{+∞} is convex if
f (τx+ (1− τ) y) ≤ τf (x) + (1− τ) f (y) for all x, y ∈ K, and τ ∈ (0, 1) .
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We say that f : K −→ R is strictly convex if
f (τx+ (1− τ) y) < τf (x)+(1− τ) f (y) for all x, y ∈ K such that x 6= y, and τ ∈ (0, 1) .
Let K be nonempty and convex, and f : K −→ R. We define the extension
f̃ : Rn −→ R∪{+∞} of the function f by
f̃(x) =

f (x) , x ∈ K,
+∞, x /∈ K.
Proposition 2.1 Let K ⊆ Rn be nonempty and convex. A function f : K −→ R
is convex, if and only if f̃ : Rn −→ R∪{+∞} is convex.
Proposition 2.2 ([15], Theorem 1.37) A function f : Rn −→ R∪{+∞} is con-
vex if and only if epif is a convex set in Rn+1.
Definition 2.9 Let K ⊆ Rn be nonempty, open, and convex. A differentiable
function f : K −→ R is pseudoconvex if for every x, y ∈ K, the following impli-
cation holds
〈Of (x) , y − x〉 ≥ 0 implies f (y) ≥ f (x) .
The function f is said to be strictly pseudoconvex, if for every x, y ∈ K, with
x 6= y, the following implication holds
〈Of (x) , y − x〉 ≥ 0 implies f (y) > f (x) .
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Definition 2.10 Let K ⊆ Rn be nonempty and convex. A function f : K −→ R
is strictly quasiconvex, if for all x, y ∈ K, with x 6= y, we have
f (τx+ (1− τ) y) < max {f (x) , f (y)} .
Definition 2.11 Let K ⊆ Rn be nonempty and convex. A function f : K −→ R
is semistrictly quasiconvex, if for all x, y ∈ K, the following implication holds
f (x) < f (y) implies f (z) < f (y) , for all z ∈ ]x, y[ .
Definition 2.12 A function f : Rn −→ R∪{+∞} is quasiconvex, if for all x, y ∈
Rn, we have
f (τx+ (1− τ) y) ≤ max {f (x) , f (y)} for all τ ∈ (0, 1) .
The following proposition provides a necessary and sufficient condition for
quasiconvexity, that is probably even more useful than Definition 2.12.
Proposition 2.3 Let f : Rn −→ R∪{+∞} be a function. The following are
equivalent:
a) f is quasiconvex;
b) For all λ ∈ R, Sfλ is convex;
c) For all x ∈ dom(f), Sf (x) is convex.
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The following diagram shows the relation between generalized convexity types.
Figure 2.5: Implications between generalized convexity notions
Example 2.8 i) Let f : R −→ R be the function f (x) = x2n. Then f is strictly
convex for all n ∈ N.
ii) The function f : R −→ R, defined by f (x) = x3, is a quasiconvex function on
R, but is not convex.
iii) Take the function f : Rn−→ R that is defined by
f (x) =

0, x ∈ Rn\ {0} ,
5, x = 0.
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Then f is a semistrictly quasiconvex function, but it is not quasiconvex.
Note that f is not lower semicontinuous, and compare with the corresponding
implication in the above diagram.
Definition 2.13 Let Ω ⊆ Rn be nonempty and convex. A function f : Ω −→
R∪{−∞} is said to be concave, quasiconcave, or pseudoconcave, if −f is convex,
quasiconvex, or pseudoconvex, respectively.
2.3 Literature Review
In this section we will present some results related to our work, in chronological
order.
2.3.1 Von Neumann
Most likely von Neuman was the first to use quasiconvex functions, in his well-
known theorem (Minmax Theorem) in 1928, in the framwork of game theory.
However, he used quasiconvexity, without choosing a name for it [19].
2.3.2 De Finetti
De Finetti was the first who used the name quasiconcave. It appeared in his article
“Annali di Mathematica Pura e Applicata (1949).” The main problems that he
studied were:
i) Given a totally ordered family of convex sets, is it possible to associate a convex
function to this family?
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ii) If f is a quasiconvex function, does there exist a monotone transformation G,
such that G (f) is convex?
The answer to the first problem was negative in general. But he gave a positive
answer to the second problem if we assume that the first and the second derivatives
are bounded. See [9].
2.3.3 Fenchel
Fenchel gave necessary and sufficient conditions for a family of convex sets, to be
the family of sublevel sets of a convex function. See ([8], Chapter 3 - Section 7).
The conditions are summarized in the following proposition.
Proposition 2.4 Let K ⊆ Rn be nonempty, convex, and open, and let
{Lλ ⊆ K : λ ∈ I} be a class of subsets of K, where I ⊆ R is an interval. The
following conditions are necessary and sufficient for the existence of a convex









Lλ = Lλ0, and
⋂
λ∈I
Lλ = ∅ if I is open to the left.
iv) Lλ is closed for all λ ∈ I.
v) Lλ is convex for all λ ∈ I.
vi) All the sets Lλ, inf I < λ < sup I have the same barrier cone B.
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vii) There is a strictly increasing continuous function F : I −→ R such that.
F (λ3)− F (λ2) ≥ [F (λ2)− F (λ1)]χ (λ1, λ2, λ3) for any λ1 < λ2 < λ3
where
χ (λ1, λ2, λ3) = sup
y∈B
σ(λ3, y)− σ(λ2, y)
σ(λ2, y)− σ(λ1, y)
,
and
σ(λ, y) = σSfλ
(y). (σSfλ
is the support function of Sfλ)
One of the difficulties in the last proposition, is to check the seventh condition.
2.3.4 Mereau and Paquet
Mereau and Paquet in their paper [14] gave a necessary condition, and a sufficient
condition, for a twice continuously differentiable function to be pseudoconvex.
Theorem 2.9 ([14], Theorem 1) Let K ⊆ Rn be nonempty and convex. If f :
K −→ R is pseudoconvex, then for all x ∈ K there exists αx ≥ 0 such that
∇2f (x) + αx∇f (x)∇f (x)T ≥ 0.
Theorem 2.10 ([14], Theorem 2) Let K ⊆ Rn be nonempty and convex. And
f : K −→ R is twice continuously differentiable on K. If there exists α ≥ 0 such
that
∇2f (x) + α∇f (x)∇f (x)T ≥ 0 for all x ∈ K,
22
then f is pseudoconvex on K.
2.3.5 Borde and Crouzeix
In their very influential paper [4], Borde and Crouzeix studied the sublevel sets
and the normal cones on the sublevel sets of quasiconvex functions, and their
continuity properties.
We will recall in this part some results from [4], that are related to our research.
Theorem 2.11 ([4], Proposition 2.1) Let Ω ⊆ Rn be open and convex. If f is
lower semicontinuous at x ∈ Ω, then N<f is closed at x.
Theorem 2.12 ([4], Proposition 2.2) Let Ω ⊆ Rn be open and convex and f :
Ω −→ R be lower semicontinuous at x̄ ∈ Ω. Assume that there exists λ < f (x̄)
such that intSfλ 6= ∅. Then N<f is cone-uper semicontinuous at x̄.
We postpone the discussion of cone-upper semicontinuity until the next chap-
ter.
2.3.6 Aussel and Hadjisavvas
In [1], Aussel and Hadjisavvas introduced a new kind of sublevel set. They called
it “adjusted sublevel set.” The adjusted sublevel set lies between the sublevel set
and the strict sublevel set. The importance of the adjusted sublevel sets comes
from their nice continuity properties that we will discuss in the next chapter. Also,
the normal cone operator to the adjusted sublevel sets has nice properties.
23
It was proved in [1] that for any function f , the normal operator to the adjusted
sublevel sets of f is quasimonotone, and under some conditions it may be cone
upper-semicontinuous.
The definition of the adjusted sublevel set is the following.
Definition 2.14 ([1], Definition 2.3) Let f : Rn −→ R∪{+∞} be any function.
The adjusted sublevel set of f at x ∈ domf\ arg min f is defined by
Saf (x) = Sf (x) ∩ B̄
(










The adjusted sublevel set of f at x ∈ arg min f is defined by
Saf (x) = Sf (x) .
As we could define the quasiconvexity of a function by the convexity of its
sublevel sets, or by the convexity of its strict sublevel sets, we can also check the
quasiconvexity of a function through the convexity of its adjusted sublevel sets.
Theorem 2.13 ([1], Proposition 2.4) Let f : Rn −→ R∪{+∞}. Then f is
quasiconvex if and only if
Saf (x) is convex for all x ∈ domf.
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Most of the results in [1] concerned the normal cone to the adjusted sublevel
stes, which is sometimes called adjusted normal cone.
Definition 2.15 ([1], Definition 2.5) Let f : Rn −→ R∪{+∞}. Given x ∈
domf , we define the normal cone to the adjusted sublevel set Saf (x) at x by
Naf (x) =
{
z ∈ Rn : 〈z, y − x〉 ≤ 0 for all y ∈ Saf (x)
}
.
It was shown in [1] that the operator x→ Naf (x) has some monotonicity and
continuity properties. First we recall:
Definition 2.16 A multivalued map F : Rn ⇒ Rn is said to be cyclically quasi-










i, xi+1 − xi
〉




n, xn+1 − xn
〉
≤ 0, where xn+1 = x1.
Theorem 2.14 ([1], Proposition 3.3) For any function f : Rn −→ R∪{+∞},
Naf is cyclically quasimonotone.






6= ∅ for all λ > inf f.
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If f is l.s.c. at x ∈ domf\ arg min f , then Naf is cone upper-semicontinuous at
x.
2.3.7 Crouzeix, Eberhard, and Ralph
In [6] Crouzeix, Eberhard and Ralph defined the notion of g-pseudoconvex func-
tion, which is very close to the notion of neatly quasiconvex function, that we will
introduce later in this thesis. A nice property of g-pseudoconvex functions is that
every local minimum is global minimum, which means that there is no flat part
in the graph of the function. The letter (g) in g-pseudoconvex is an abbreviation
of “geometrically”.
Definition 2.17 (See [6]) A quasiconvex function f : Rn −→ [−∞,+∞] is said
to be g-pseudoconvex, if for all x ∈ Rn\ arg min f we have
∅ 6= int (Sf (x)) ⊆ S<f (x) and Sf (x) ⊆ S<f (x)
From the definition of g-pseudoconvex function we can see that, if f is g-
pseudoconvex, then




and Sf (x) = S
<
f (x) for all x ∈ R
n\ arg min f.
The following example shows that a g-pseudoconvex function may be not con-
tinuous.
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Example 2.16 Let f : R −→ R be defined as
f (x) =

3x− 4, x < 0,
0, x = 0,
2x+ 5, x > 0.
Then f is g-pseudoconvex, but it is not continuous at x = 0.
2.3.8 Aussel and Pistek
In their paper [2], Aussel and Pistek defined the limiting sublevel sets and their
normal operator for quasiconvex functions. Then they studied the continuity
properties of these operators.
Two of their results are very close to some of our results in the next chapter.
In [2, Cor 1] they proved that the normal operator of a l.s.c. operator is u.s.c..
Also, in [2, Lemma 1] they proved the lower semicontinuity of the closed strict
sublevel set operator (S̄< (·)) in the case of l.s.c. functions.
2.3.9 Connell and Rasmusen
Connell and Rasmusen in [5] gave conditions for continuous function, to be trans-
formable to strictly convex one, through a monotone transformation.
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2.3.10 Lucchetti and Milasi
In [16], Lucchetti and Milasi approximated a quasiconvex function by a sequence
of strictly quasiconvex functions. Their theorem was restricted to continuous
quasiconvex functions.
Theorem 2.17 ([16], Theorem 3.1) Let K ⊆ Rn be nonempty, compact, and
convex. If g : K −→ R is continuous, quasiconvex, and bounded, then there exists
a sequence {gi} of continuous and strictly quasiconvex functions gi : K −→ R,





In this chapter we will study the adjusted sublevel sets, their continuity properties,
and the properties of their normal cones.
3.1 Introduction
The notion of adjusted sublevel set was defined for the first time in [1]. In Def-
inition 2.14 and in [1] two cases were considered, when x ∈ arg min f , and when
x /∈ arg min f . In fact, if we use the usual convention that inf ∅ = +∞, then we
see that
dist (x, ∅) = +∞ for all x ∈ Rn,
and
B̄ (∅,+∞) = Rn.
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So, we can write the definition of the adjusted sublevel set without using two
cases, as follows.
Definition 3.1 Let f : Rn −→ R∪{+∞} be any function. The adjusted sublevel
set of f at x ∈ Rn is defined by
Saf (x) = Sf (x) ∩ B̄
(










Not that for any function f : Rn −→ R∪{+∞} we have
S<f (x) ⊆ Saf (x) ⊆ Sf (x) for all x ∈ Rn.
Example 3.1 Let f : [−2, 5] −→ R be a quasiconvex function defined by
f(x) =

x2, −2 ≤ x ≤ 1,
1, 1 < x < 3,
x− 2, 3 ≤ x ≤ 5.
The strict sublevel set, the sublevel set, and the adjusted sublevel set of f at
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x = 2 are given as follows:
S<f (2) =]− 1, 1[,








= [−2, 2] ,
Saf (2) = Sf (2) ∩ B̄
(





Figure 3.1: Graph and level sets of f
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We recall that, a function f : Rn −→ R ∪ {+∞} is lower semicontinuous if
and only if Sfλ is closed for all λ ∈ R. Thus, if f is l.s.c., then Sf (x) is closed for
all x ∈ Rn. The converse of this implication is not always true, as we can see in
the following example.
Example 3.2 Take f to be the function defined on Rn by
f(x) =

‖ x ‖, ‖ x ‖< 1,
5, ‖ x ‖≥ 1.
, for every x ∈ Rn.
Then Sf (x) is closed for all x ∈ Rn, while f is not l.s.c. at ∂B(0, 1).
The assumption that Sf (x) is closed for all x ∈ Rn is usually enough for our
purpose, so many times in our work we will use it instead of lower semicontinuity.
The following simple result is very useful for our purposes.
Proposition 3.1 Let f : Rn −→ R ∪ {+∞} be a quasiconvex function. If Sf (x)
is closed for all x ∈ Rn, then Saf (x) is closed and convex.
Proof. Fix x ∈ Rn. Then Sf (x) is closed by assumption. The quasiconvexity of
f implies that Sf (x) and S
<
f (x) are convex.
Define a function d : Rn −→ R by








But d, being the distance function from a convex set, is known to be convex and
Lipschitz continuous.




x) is closed and convex.
Thus, Saf (x) = Sf (x) ∩B(S<f (x), ρfx) is closed and convex.
3.2 Continuity Properties of the Adjusted Sub-
level Sets
In this section we study the continuity properties of the adjusted sublevel set, as a
map Saf : Rn ⇒ Rn where f is our objective function (the study function). We will
show that under some natural conditions the map Saf (·) is lower semicontinuous.
We also show by a counterexample that the map Saf (·) is not upper semicontinuous
in general.
Our first main result establishes the lower semicontinuity of Saf (·).
Theorem 3.3 Let f : Rn −→ R ∪ {+∞} be quasiconvex. If Sf (x) is closed for
all x ∈ Rn, then the map x⇒ Saf (x) is l.s.c. on Rn.
Proof. Fix any x ∈ Rn and let V ⊆ Rn be an open set such that V ∩Saf (x) 6= ∅.
We want to find ε > 0, such that for all y ∈ B(x, ε), V ∩ Saf (y) 6= ∅.
We consider three cases:
Case (1) x ∈ arg min f .
Then for every y ∈ Rn, Saf (x) = arg min f ⊆ Saf (y) so we have trivially V ∩
Saf (y) 6= ∅.
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Case (2) x /∈ arg min f and ρfx = 0, i.e., x ∈ S<f (x).
Suppose for contradiction that for every k ∈ N, there exists yk ∈ B(x, 1k ), such
that V ∩ Saf (yk) = ∅. Then V ∩ S<f (yk) = ∅, so
f(v) ≥ f(yk) for all v ∈ V.
Obviously yk −→ x. But {yk} ⊆ Sf (v) which is closed, so x ∈ Sf (v). Hence
f(v) ≥ f(x) for all v ∈ V , which implies V ∩ S<f (x) = ∅. This is impossible since
the nonempty set V ∩ Saf (x) is included in V ∩B(S<f (x), ρfx) = V ∩ S<f (x).
Case (3) x /∈ arg min f and ρfx > 0.
Take any u ∈ V ∩ Saf (x). Now take any w ∈ S<f (x) and fix a point v in the
open segment joining u and w, close enough to u so that v ∈ V .
Since the function dist(·, S<f (x)) is convex and dist(u, S<f (x)) ≤ ρfx while
dist(w, S<f (x)) = 0, we infer that dist(v, S
<
f (x)) < ρ
f
x = dist(x, S
<
f (x)). Since
dist(·, S<f (x)) is also continuous, there exists ε > 0 such that for all y ∈ B(x, ε),
dist(v, S<f (x)) < dist(y, S
<
f (x)). We want to show that v ∈ Saf (y), for all
y ∈ B(x, ε). Since v ∈ V , this will show that V ∩ Saf (y) 6= ∅ for all y ∈ B(x, ε)
and will prove the theorem.
By quasiconvexity of f we have that f(v) ≤ max{f(w), f(u)} ≤ f(x).
Now take any y ∈ B(x, ε). Then dist(y, S<f (x)) > dist(v, S<f (x)) ≥ 0 so
y /∈ S<f (x). This means that f(x) ≤ f(y), so v ∈ Sf (y).
If f(x) < f(y), then v ∈ S<f (y), so v ∈ Saf (y).
If f(x) = f(y), then S<f (y) = S
<
f (x). Since dist(v, S
<




get dist(v, S<f (y)) < ρ
f
y , so v ∈ B(S<f (y), ρfy).
Hence, v ∈ Saf (y) in all cases.
Theorem 3.3 does not hold true if the function f is not quasiconvex, as in the
following example.
Example 3.4 Let f : R2 → R be the function:
f(x) =

0, x = (0, 0)
1, x = (t, 0) , t ∈ [1, 2] or x = (0, 2)
2, otherwise.
Then Sf (x) is closed for all x. Let V = B((0, 2) , 1). We set xt = (t, 0) and we
check:
for all t ∈ [1, 2], Sf (xt) = {(0, 0)} ∪ ([1, 2]× {0}) ∪ {(0, 2)}
for all t ∈ [1, 2], S<f (xt) = {(0, 0)}
for all t ∈ [1, 2], ρfxt = t
for all t ∈ [1, 2], B
(




= B((0, 0), t)
for all t ∈ [1, 2[, Saf (xt) = {(0, 0)} ∪ ([1, t]× {0})
for t = 2, Saf (x2) = {(0, 0)} ∪ ([1, 2]× {0}) ∪ {(0, 2)}
We see that Saf (x2) ∩ V = {(0, 2)} 6= ∅, but for each t ∈ [1, 2[, Saf (xt) ∩ V = ∅.
Taking x2− 1
k
, we have a counterexample to Case 3. In fact, the map x ⇒ Saf (x)
is not l.s.c. at x2.
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Theorem 3.3 does not hold, if the lower level sets are not closed, even if f is
quasiconvex, as we can see in the following example.
Example 3.5 Let f : R −→ R ∪ {+∞},
f(x) =

x2, x ∈]− 2, 6[,
+∞, x /∈]− 2, 6[.
Then
Saf (−2) = [−2, 6]
Take V =]5, 7[. Then
V ∩ Saf (−2) 6= ∅
Let yk = −2 + 1k , k ∈ N, then
yk −→ −2
But







∩]5, 7[= ∅, for all k ∈ N
Hence, Saf does not satisfy the l.s.c. at x = −2.
Note that, f is quasiconvex, but Sf (2) = ]−2, 2] , which is not closed.
We can follow the proof of Case (2) in Theorem 3.3 to prove the lower semi-
continuity of the strict sublevel set map for any real-valued function f : Rn −→
R∪{+∞}.
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Theorem 3.6 Let f : Rn −→ R ∪ {+∞} be any function. If Sf (x) is closed for
all x ∈ Rn, then the map x⇒ S<f (x) is l.s.c. on Rn.
Proof. Fix any x ∈ Rn, and let V ⊆ Rn be an open set, such that V ∩S<f (x) 6= ∅.
We want to find ε > 0 such that
V ∩ S<f (y) 6= ∅, for all y ∈ B (x, ε) .






that V ∩ S<f (yk) = ∅. This implies
f (v) ≥ f (yk) for all (k, v) ∈ N×V .
But yk −→ x, and Sf (v) is closed for all v ∈ V .
Hence,
x ∈ Sf (v) for all v ∈ V,
so
f (x) ≤ f (v) for all v ∈ V.
This means
v /∈ S<f (x) for all v ∈ V ,
which is a contradiction to the assumption, that S<f (x) ∩ V 6= ∅.
The last theorem is very close to ([2], Lemma 1).
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Theorem 3.7 ([2], Lemma 1) If f : Rn −→ R∪{+∞} is l.s.c., then the map
S̄<f (·) is l.s.c. on Rn.
The map Saf (·) is not always u.s.c., even if our function f is quasiconvex and
continuous, as seen in the following example.
Example 3.8 Take the function f to be the same as ([4], Example 2.2); f :
R2 −→ R given by
f(x, y) =

max{x, y}, x < 0 and y < 0,
0, x ≥ 0 and y < 0,
y, elsewhere.
Then
Saf (0, 0) = {(p, q), p, q ≤ 0},
and
Saf (x, y) = {(t, r) : r ≤ y, t ∈ R} for every y > 0.
Now take V = {(x, y) : x, y < 1} which is an open neighborhood of Saf (0, 0).
For all U open with (0, 0) ∈ U there exist (x, y) ∈ U such that y > 0 and so
Saf (x, y) * V . This implies Saf is not u.s.c..
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Figure 3.2: Graph of f(x, y)
3.3 Properties of the Normal Cones
Upper semicontinuity does not fit well with cone-valued maps. See for instance
Example 2.3 in [4], and Proposition 2.1(i) in [13]. For this reason, we will use the
so-called cone upper semicontinuity. Before we state its definition, we recall the
definition of conic neighborhood of a cone L ⊆ Rn.
Definition 3.2 A conic neighborhood of a cone L ⊆ Rn is an open cone M ⊆ Rn,
such that L ⊆M ∪ {0}.
Definition 3.3 A cone-valued map T : Rn ⇒ Rn is said to be cone upper semi-
continuous at x ∈ Rn, if for every conic neighborhood M of T (x) there exists an
open neighborhood U ⊆ Rn, such that x ∈ U and M is a conic neighborhood of
T (u) for any u ∈ U .
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It is not always easy to prove the cone upper semicontinuity of a map by
definition. In the next theorem we will show an equivalent continuity condition
on the map that is produced from the intersection of the cone-valued map and
the unit sphere.
Given a multivalued map T : Rn ⇒ Rn, we recall that the domain of T is the
set D(T )= {x ∈ Rn : T (x) 6= φ}. We set
S(0, 1) = {x ∈ Rn : ‖x‖ = 1} .
Theorem 3.9 Let T : Rn ⇒ Rn be a cone-valued map with closed values. Then
T is cone u.s.c. at x ∈ D(T ) if and only if the map F (·) = T (·)∩ S(0, 1) is u.s.c.
at x.
Proof. Assume that T is cone u.s.c.. Since S(0, 1) is compact, in order to show
that F is u.s.c., it is enough to show that it has closed graph [11, Proposition
2.23].
So let (xk, yk) ∈ GraphF , k ∈ N, be such that (xk, yk)→ (x, y).
Assume that y /∈ F (x); then y /∈ T (x). Since T (x) is closed, there exists δ ∈
]0, 1[ such that B(y, δ)∩T (x) = ∅. Let K = cone(B(y, δ)). Then K∩T (x) = {0}.
The set Kc is an open cone, and T (x) ⊆ Kc ∪ {0}. Consequently, there exists
ε > 0 such that for all x′ ∈ B(x, ε), T (x′) ⊆ Kc ∪ {0}.
For k sufficiently large, one has xk ∈ B(x, ε). Thus, yk ∈ T (xk) ⊆ Kc ∪ {0}.
It follows that yk /∈ B(y, δ). This contradicts yk → y, and proves that GraphF is
closed.
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Conversely, let F be u.s.c. at x, and M be a conic neighborhood of T (x)
(i.e., T (x) ⊆ M ∪ {0}). Then M is a neighborhood of F (x), so there exists a
neighborhood of x (say, U) such that
F (u) ⊆M , for all u ∈ U.
Hence
T (u) ∩ S(0, 1) ⊆M.
But M and T (u) are cones, so
T (u) ⊆M ∪ {0}, for all u ∈ U.
Thus, T is cone u.s.c. at x.
The equivalence of the cone upper semicontinuity of T with the upper semi-
continuity of F , established in Theorem 3.9, was also stated without proof in
[4].
Let T : Rn ⇒ Rn be cone valued map, α, β be two positive real numbers such
that 0 < α ≤ β. Then we define Tα,β at any x ∈ domT by
Tα,β (x) = {z ∈ T (x) : α ≤ z ≤ β} .
Proposition 3.2 (See [4]) Let T : Rn ⇒ Rn be a cone valued map. Then T is
cone upper semicontinuous at x ∈ Rn if and only if Tα,β is u.s.c. at x.
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The lower semicontinuity of a set-valued map implies the cone upper semicon-
tinuity of its “normal cone operator”, as we now show.
Theorem 3.10 Let A : Rn ⇒ Rn be a l.s.c. map. Let further M : Rn ⇒ Rn be a
cone-valued map defined by
M(x) = {y ∈ Rn : 〈y, z − x〉 ≤ 0 for all z ∈ A(x)} , x ∈ Rn.
Then M is cone u.s.c. on Rn.
Proof. Fix x ∈ Rn. It is enough to show that F (·) = M(·) ∩ S(0, 1) is u.s.c. at
x.
Suppose for contradiction that F is not u.s.c. at x. Then there exists an open
neighborhood of F (x) (say V ⊆ Rn), such that for all k > 0, there exist xk ∈
B(x, 1
k
) and yk ∈ F (xk)∩V c. Without loss of generality assume that yk −→ y for
some y ∈ Rn. Now 〈yk, z − xk〉 ≤ 0 for all z ∈ A(xk). But A is l.s.c., so Proposition
2.6 in ([11], Chapter 1) says that, for any q ∈ A(x), there exists zk ∈ A(xk) such
that zk −→ q. Hence 〈yk, zk − xk〉 ≤ 0. This implies that lim 〈yk, zk − xk〉 ≤ 0, so
〈y, q − x〉 ≤ 0, where q ∈ A(x) is arbitrary. Consequently, y ∈M(x). In addition,
yk ∈ F (xk) ⊆ S(0, 1) entails y ∈ S(0, 1). So y ∈ M(x) ∩ S(0, 1) = F (x) ⊆ V . On
the other hand, yk ∈ V c and y = lim yk imply y ∈ V c because V c is closed. We
arrived to a contradiction, hence F must be u.s.c. at x, and so M : Rn ⇒ Rn is a
cone u.s.c. map.
We provide an alternative proof of Theorem 3.10, using the following result of
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Aussel and Pistek.
Proposition 3.3 [2, Lemma 1] Let A : Rn ⇒ Rn be a l.s.c. map. Let further
M : Rn ⇒ Rn be a cone-valued map defined by
M(x) = {y ∈ Rn : 〈y, z − x〉 ≤ 0 for all z ∈ A(x)} , x ∈ Rn.
Then M is closed.
Proof of Theorem 3.10. By Proposition 3.3, the map M has a closed graph. It
follows easily that the map F (·) = M(·)∩S(0, 1) also has a closed graph. Indeed,
if (xk, yk) −→ (x, y) with yk ∈ F (xk) for all k ∈ N, we can say that
yk ∈M (xk) ∩ S (0, 1) ,
from the closeness of M and S (0, 1), we have
y ∈M (x) ∩ S (0, 1) = F (x) .
Using again [11, Proposition 2.23], we deduce that F is u.s.c.. Thus, M is cone
u.s.c., in view of Theorem 3.9.
Let f : Rn −→ R ∪ {+∞} be any function. Then for any x ∈ Rn, the normal
cone to the adjusted sublevel set Saf (x) at x, is by definition the set
Naf (x) = {y ∈ Rn : 〈y, z − x〉 ≤ 0 for all z ∈ Saf (x)}.
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The normal cone to the strict sublevel set S<f (x) at x, is the set
N<f (x) = {y ∈ Rn : 〈y, z − x〉 ≤ 0 for all z ∈ S<f (x)}.
We are ready now to state our corollaries regarding the cone upper semiconti-
nuity of the normal cone maps.
Corollary 3.11 Let f : Rn −→ R ∪ {+∞} be quasiconvex. If Sf (x) is closed for
all x ∈ Rn, then the map Na (·) is cone u.s.c. on Rn.
Proof. Theorem 3.3 implies that Saf (·) is l.s.c. on Rn. Then by Theorem 3.10
we can say that Naf (·) is cone u.s.c..
The last corollary recovers Proposition 3.5 of [1] in the finite-dimensional case,
without using any assumption on intSaf (x).
Corollary 3.12 Let f : Rn −→ R∪{+∞} be any function. If Sf (x) is closed for
all x ∈ Rn, then the map N< (·) is cone u.s.c. on Rn.
Proof. Theorem 3.6 implies that S<f (·) is l.s.c. on Rn. Then by Theorem 3.10
we can say that N<f (·) is cone u.s.c. on Rn.
Corollary 3.12 is a generalization of Proposition 2.2 of [4].
Just as with the usual upper semicontinuity, cone upper semicontinuity of a
map T with closed values, implies that T is closed.
Proposition 3.4 Let T : Rn ⇒ Rn be a cone-valued map with closed values. If
T is cone u.s.c., then T is closed.
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Proof. Since T is cone u.s.c., by Theorem 3.9 the map F (.) = T (.) ∩ S(0, 1) is
u.s.c. with closed values. Thus it is closed [11, p. 41].
Let {(xk, yk)} be a sequence in Graph(T ), such that (xk, yk) −→ (x, y).
If y = 0, then trivially y ∈ T (x) because T (x) is a closed cone, so it contains
0.
If y 6= 0, then {(xk, yk‖yk‖)} ⊆ Graph(F ) for large k, and (xk,
yk
‖yk‖
) −→ (x, y‖y‖).
Hence y‖y‖ ∈ F (x). So
y
‖y‖ ∈ T (x), and since T (x) is a cone, y ∈ T (x).
Thus y ∈ T (x) in both cases, which implies that T is closed.
Now we can apply Proposition 3.4, and the last two corollaries to prove the
closeness of Naf (·), and N<f (·).
Corollary 3.13 Let f : Rn −→ R ∪ {+∞} be quasiconvex. If Sf (x) is closed for
all x ∈ Rn, then the map Na (·) is closed.
Corollary 3.14 Let f : Rn −→ R∪{+∞} be any function. If Sf (x) is closed for





Our objective in this chapter is to write any l.s.c. quasiconvex function f : Rn −→
R ∪ {+∞} as a composition
f = h ◦ g,
where g : Rn −→ R is a quasiconvex function which does not have any local min-
imum except the global minimum, and h : Im(g) −→ R∪{+∞} is nondecreasing.
4.1 Introduction
Semistrictly quasiconvex functions are known to have the property that every
local minimum is global. However, the following example shows that there exist
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quasiconvex functions f : Rn −→ R∪{+∞} for which there is no decomposition
f = h ◦ g,
where g is semistrictly quasiconvex, and h : Im (g) −→ R∪{+∞} is non decreas-
ing.
Example 4.1 Take f to be a function defined on the positive orthant R2+ in polar
coordinates by
f (r, θ) =

θ, r > 0,
0, r = 0.
f is set to be equal to +∞ outside the positive orthant.
This function is quasiconvex and l.s.c.. Assume that
f = h ◦ g,
where g is semistrictly quasiconvex and h is nondecreasing.
Choose 0 < r1 < r2.






f(0, θ) < f(r2, θ),
so
g(0, θ) < g(r2, θ).
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By semistrict quasiconvexity,
g(r1, θ) < g(r2, θ).
Note also that for θ 6= θ′ the intervals [g(r1, θ), g(r2, θ)] and [g(r1, θ′), g(r2, θ′)]
are disjoint since if, say, θ < θ′ then f(r2, θ) < f (r1, θ
′) so g(r2, θ) <
g(r1, θ
′). Thus we have an uncountable set of disjoint nondegenerate intervals










, choose a rational number
qθ ∈ [g(r1, θ), g(r2, θ)]. Since the intervals [g(r1, θ), g(r2, θ)] are disjoint for differ-
ent values of θ, the numbers qθ are different for different values of θ. Thus, the
set {






is uncountable. We arrived to a contradiction, since the set of all rational numbers
is countable.
Figure 4.1: Graph of f(r, θ)
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We have to replace semistrict quasiconvexity by a weaker notion. As the
example shows, we cannot avoid g having on a segment a constant value greater
than arg min g. But we can avoid having an n-dimensional “flat” part on its
graph, thus escaping the main inconvenience of quasiconvexity. This will be done
through a generalization of the notion of g-pseudoconvexity of Crouzeix et al.
On the other hand, we may replace lower semicontinuity by the weaker as-
sumption that for each x ∈ Rn, Sf (x) is closed.
According to [6], a function f : Rn → [−∞,+∞] is called g-pseudoconvex (g
stands for geometrically) if it is quasiconvex and for every x ∈ Rn with f(x) >
inf f , intSf (x) 6= ∅ holds, and the sets Sf (x) and S<f (x) have the same interior
and the same closure. See also [7].
In search of a more general definition, take f to be quasiconvex. Recall the
following properties.
Proposition 4.1 ([15, Proposition 1.73]) Let K ⊆ Rn be nonempty and convex.
Then
i) riK = K̄.
ii) riK = riK̄.
By Proposition 4.1 we can prove the following corollary.
Corollary 4.2 Let A and B be two convex subsets of Rn. Then
i) If A and B have the same closure, then they have the same relative interior.
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ii) If A and B have the same relative interior, then they have the same closure.
Proof.
i) By applying Part (ii) of Proposition 4.1, we have
riA = riĀ = riB̄ = riB.
ii) By applying Part (i) of Proposition 4.1, we have
Ā = riA = riB = B.
Now we adopt the definition.
Definition 4.1 A function f : Rn → R ∪ {+∞} is called neatly quasiconvex if it
is quasiconvex and for every x with f(x) > inf f , the sets Sf (x) and S
<
f (x) have
the same closure (or equivalently, the same relative interior).
It is clear from the definition that a g-quasiconvex function is also neatly
quasiconvex. The following example shows that the converse is not true.
Example 4.3 Let f : R2 −→ R be defined by
f (x, y) =

−e−|x|, y = 0,
|y| , y 6= 0.
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The only local minimum of f is at (x, y) = (0, 0), i.e., the only local minimum
is global minimum. By Proposition 4.2 that follows, this implies that f is neatly
quasiconvex. On the other hand, f fails to be g-pseudoconvex, since intSf (x, y) =
∅ for some (x, y) /∈ arg min f .
In the next proposition we will prove a condition which is equivalent to the
neat quasiconvexity.
Proposition 4.2 Let f : Rn −→ R be a quasiconvex function. Then the following
are equivalent:
(a) f is neatly quasiconvex
(b) For each x /∈ arg min f , ρfx = 0
(c) Each local minimum of f is a global minimum.
Proof.
a =⇒ b: If f is neatly quasiconvex, then for each x /∈ arg min f , x ∈ Sf (x) =
S<f (x) so ρ
f
x = 0.
b =⇒ c: Assume that x̄ /∈ arg min(f). By assumption ρfx = 0, so x̄ ∈ S<f (x̄).
Hence, every ball B(x̄, ε) intersects S<f (x̄), which implies that x̄ is not a
local minimum.
c =⇒ a: If f is quasiconvex, but not neatly quasiconvex, then there exists
x with f(x) > inf f such that Sf (x) \S<f (x) 6= φ. Then there exists
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x̄ ∈ Sf (x) \S<f (x) (otherwise, Sf (x) ⊆ S<f (x), this implies Sf (x) ⊆ S<f (x)).
Then f (x̄) = f (x) and x̄ /∈ S<f (x) = S<f (x̄), so there exists ε > 0 such that
f (y) ≥ f (x̄) for all y ∈ B (x̄, ε) .
Hence, x̄ is a local minimum.
But, from the assumption we have
f (x̄) = f (x) > inf f,
so x̄ is not a global minimum. Then x̄ is a local minimum, not global , which
is a contradiction to the assumption (c).
4.2 The Class of the Adjusted Sublevel Sets
In this section we assume that f : Rn −→ R∪{+∞} is a quasiconvex function,
such that Sf (x) is closed for all x ∈ Rn. We denote the class of all adjusted
sublevel sets of f by C.
C =
{
Saf (x) : x ∈ Rn
}
.
The class C has the following properties:
Proposition 4.3 C is totally ordered by inclusion. That is, for every A,B ∈ C,
A ⊆ B or B ⊆ A holds.
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Proof. Let x, y ∈ Rn. Then we have the following cases:
i) If f (x) < f (y), then
Saf (x) ⊆ Sf (x) ⊆ S<f (y) ⊆ Saf (y).
Since y ∈ Saf (y) but y /∈ Sf (x) ⊇ Saf (x), we obtain
Saf (x)  Saf (y).
The case f(y) < f(x) is similar.
ii) If f (y) = f (x), and ρfx = ρ
f
y , then
Sf (x) = Sf (y),
and




















iii) If f (y) = f (x), and ρfx < ρ
f
y , then
Sf (x) = Sf (y),
and










x) ⊆ B(S<f (y), ρfy).
Hence
Saf (x) ⊆ Saf (y).
Since y ∈ Saf (y), but
y /∈ B(S<f (x), ρfx) ⊇ Saf (x),
we get
Saf (x)  Saf (y).
The case f(y) = f(x) and ρfy < ρ
f
x is similar.
In fact, the above proof shows that for x, y ∈ Rn, one has Saf (x)  Saf (y) if
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f (x) = S
a
f (y) if
and only if f (x) = f (y) and ρfx = ρ
f
y .
Proposition 4.4 Let x, y ∈ Rn. Then x ∈ Saf (y) if and only if Saf (x) ⊆ Saf (y).
Proof. Assume that x ∈ Saf (y), this implies x ∈ Sf (y). Hence, we have two
cases:
i) f (x) < f (y), then Saf (x)  Saf (y).
ii) f (x) = f (y), then
x ∈ Saf (y) ⊆ B(S<f (y), ρfy) = B(S<f (x), ρfy),
so
ρfx ≤ ρfy ,
and
Saf (x) ⊆ Saf (y).
The converse is obvious since x ∈ Saf (x) ⊆ Saf (y).
Proposition 4.5 For every x ∈ Rn\ arg min f, x ∈ ∂Saf (x).





Since x /∈ S<f (x), either ρfx = 0 or ρfx > 0.
If ρfx = 0, then x belongs to the boundary of S
<
f (x).





In both cases, the property follows.
Proposition 4.6 If A,B ∈ C, A  B and intB 6= ∅, then (intB)\A 6= ∅. More
generally, if A  B, then also (riB)\A 6= ∅.
Proof. Take A,B ∈ C, A  B, then there exist x, y ∈ Rn such that
A = Saf (x) and B = S
a
f (y) .
For any z ∈ riB, ]y, z[ ⊆ riB. Since A is closed and y /∈ A (if y ∈ Saf (x) then
Saf (y) ⊆ Saf (x) by Proposition 4.4 above), we can take w ∈ ]y, z[ sufficiently close
to y so that w /∈ A. This proves that riB\A 6= ∅.
For any m ∈ {0, 1, 2, . . . , n} , we define Cm to be the class of all adjusted
sublevel sets with dimension m.
Cm = {A ∈ C : dimA = m} , m = 0, 1, 2, . . . , n.
Proposition 4.7 All elements of Cm generate the same affine subspace of dimen-
tion m, m = 0, 1, 2, . . . , n.
Proof. Assume that A,B ∈ Cm.
If A = B, then
affA = affB.
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If A  B, then
affA ⊆ affB.
But
dim(affA) = dimA = dimB = dim(affB).
Hence,
affA = affB.
4.3 The Main Result
In this section we will use the results from the previous section, to construct the
decomposition of a quasiconvex function with closed sublevel sets.
Theorem 4.4 For every quasiconvex function f : Rn → R ∪ {+∞} such that
Sf (x) is closed for all x ∈ Rn, there exists a neatly quasiconvex function g :
Rn → R such that Sg(x) = Saf (x) for all x ∈ Rn, and a nondecreasing function
h : Img → R ∪ {+∞} such that f = h ◦ g.
Proof. The proof is divided into seven steps as follows:
• Step(1): We construct a function k : C → R.
Assume first that all elements of C have nonempty interior. Let α be a
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continuous, positive function on Rn with
∫
Rn
α(x)dµ = 1, (µ the Lebesgue measure).





By Proposition 4.6 above, k is increasing, i.e., if A,B ∈ C, A  B then
n− 1 < k(A) < k(B) ≤ n.
In the general case, we write
Cm = {A ∈ C : dimA = m}, 0 ≤ m ≤ n.
Then by Proposition 4.7, all elements of Cm generate the same affine sub-
space Vm of dimension m, and have a nonempty interior with respect to Vm.
We define an increasing function km on Cm, 1 ≤ m ≤ n exactly as before
(we only need Propositions 4.3 and 4.6) and set k0(A) = 0 for the unique
element of C0 (if it exists).
Finally we define k on C by
k(A) = km(A) if A ∈ Cm.
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• Step(2): We show that the function k is increasing (i.e, if A,B ∈ C and
A  B, then k (A) < k (B)).
Before we prove this property, note that
ri (B) ⊇ ri (B\A) 6= ∅.
Now, if dim (A) = dim (B) = m, then






α(x)dµ+m−1 = km (B) = k (B) .
If dim (A) = m < p = dim (B), then
k (A) = km (A) =
∫
A
α(x)dµ+m−1 ≤ m ≤ p−1 < p−1+
∫
B
α(x)dµ = kp (B) = k (B) .
Hence, k is increasing.
• Step(3): We define a function g : Rn → R such that its lower level sets are
the elements of C as follows. Set for each x ∈ Rn
g(x) = k(Saf (x)). (4.1)
Let us show that Sg(x) = S
a
f (x).
Indeed, y ∈ Sg(x) iff g(y) ≤ g(x) or k(Saf (y)) ≤ k(Saf (x)). Since C is totally
ordered and k is increasing, we obtain that Saf (y) ⊆ Saf (x). By Proposition
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4.4, this happens exactly when y ∈ Saf (x).
It follows that g is quasiconvex and such that Sg(x) are closed for all x ∈ Rn.
• Step(4): We show that the function g defined by (4.1) is neatly quasiconvex.
Indeed, according to Proposition 4.2, to check that g is neatly quasiconvex,
it is enough to show that for every x, ρgx = 0. To see this, assume first that
ρfx > 0. Let y be the projection of x onto S
<
f (x). For each z ∈ ]x, y[ we have




S<f (x) = S
<
f (z),
and we deduce that
ρfx = d(x, S
<
f (x)) > d(z, S
<
f (z)) = ρ
f
z .
Hence, x /∈ Saf (z). Thus Saf (z)  Saf (x) so g(z) < g(x) by (4.1) since k is
strictly increasing.
Hence ]x, y[ ⊆ S<g (x) so x ∈ S<g (x), i.e., ρgx = 0.
Now assume that ρfx = 0. Then x ∈ S<f (x) so there exists a sequence {xk}
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such that f(xk) < f(x) and xk → x.
Since x /∈ Sf (xk), we also have
x /∈ Saf (xk).
This implies g(x) > g(xk). Thus,
xk ∈ S<g (x),
so
x ∈ S<g (x),
and ρgx = 0 also in this case.
• Step(5): We construct the function h.
First we note that for each t ∈ Im g, there exists x ∈ Rn such that g(x) = t.
Define the function h : Im g → R ∪ {+∞} by
h(t) = f(x).
Let us show that the function h is well-defined. For this, we need to show
that for each t ∈ Im g, if t = g(x), then the value f(x) does not depend
on x but only depends on t. Indeed, let x1, x2 ∈ Rn be such that g(x1) =








. By Step (2) we have Saf (x1) =
Saf (x2). This implies x1 ∈ Saf (x2) and x2 ∈ Saf (x1). Thus, f(x1) = f(x2).
61
That is, the value of f only depends on t, so h is well-defined.
• Step(6): We show that h is nondecreasing on Im (g) .
Assume that t1, t2 ∈ Im (g) such that t1 < t2, then there exist x1, x2 ∈ Rn
such that
t1 = g (x1) and t2 = g (x2) .
We want to show that
h (t1) ≤ h (t2) ,
or equivalently
f (x1) ≤ f (x2) .
Indeed, since











Then from Step (2), we have
Saf (x1)  Saf (x2) .
This implies x1 ∈ Saf (x2), so we have
f (x1) ≤ f (x2) ,
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or
h (t1) ≤ h (t2) .
Hence, h : Im (g) −→ R∪{+∞} is nondecreasing.
• Step(7): It is clear that
h(g(x)) = f(x) for all x ∈ Rn,
i.e.,
f = h ◦ g.
In the previous theorem we assumed that for each x ∈ Rn, the set Sf (x) is
closed. Since Sg(x) = S
a
f (x), it follows from Proposition 3.1 that the function g
constructed in the theorem still has this property. The question whether g can be
chosen semicontinuous when f is lower semicontinuous is still open, and possibly
requires a different or modified approach.
We give below an example to show the construction of the function g, as in
the theorem.





−x, x ≤ 0





π (1 + x2)
.
The following table gives Saf (x) and g(x) for all possible values of x. Here, n =
0, 1, 2, . . ..




− (n+ 1)2 ≤ x < −n2 [x, n] 1
π
(arctann− arctanx)
x = 0 {0} 0
n < x ≤ n+ 1 [− (n+ 1)2 , x] 1
π
(
arctanx+ arctan (n+ 1)2
)
Table 4.1: Saf (x) and g(x)
One can see that f has discontinuities in the positive real axis, whereas g has
discontinuities in the positive and in the negative axis. This is not due to the par-
ticular construction used in Theorem 4.4; it would be present in any decomposition
f = h ◦ g with h nondecreasing and g neatly quasiconvex. Indeed, in the positive
axis the function f has some intervals where it is constant. If, say, f is constant
on the interval [a, b], 0 < a < b, then g(0) < g(a) < g(b) and h has to be constant
on the interval [g(a), g(b)]. This means that for x in the negative axis, the range
of g cannot contain [g(a), g(b)] because otherwise f would be constant on some
interval. Thus, necessarily g is discontinuous on ]−∞, 0[. An even more extreme
behavior can be seen in Example 4.6 below, where g is necessarily discontinuous,
even if f is continuous.
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Before calculating h, we want to show that
g : R −→ [0, 1[ , is one-to-one and onto.
We write R as the union of disjoint intervals














• If x = 0, then g(x) = 0.





a) g is one-to-one on [−(n+ 1)2,−n2[.
b) Since the arctan is increasing and continuous on R for n = 0, 1, 2, . . .,
the image of [−(n+ 1)2,−n2[ is the set














• If x ∈ ]n, n+ 1], n = 0, 1, 2, . . ., then
g(x) =




a) g is one-to-one on ]n, n+ 1].
b) Since the arctan is increasing and continuous on R, for n = 0, 1, 2, . . .
the image of [n, n+ 1[ is the set
Bn : = g ((n, n+ 1])
=
]
arctan(n) + arctan((n+ 1)2)
π
,













I = {0} ∪ A ∪B.
Then one can check that any two among the sets An, Bm and {0}, n = 0, 1, 2, . . .,
m = 0, 1, 2, . . ., are disjoint, and
I = [0, 1[ .
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Hence, g is one-to-one, and onto [0, 1[.
To find h : [0, 1[ −→ R such that f = h ◦ g, we recall that, if t ∈ Im(g) then
h(t) = f(g−1(t)),(i.e if t = g(x) for some x ∈ R, then h(t) = f(x)).
Now we can define our function h : [0, 1[−→ R.
• If t = 0, then t = g(0) and
h(0) = f(0) = −1.
• Let t ∈ An for some n = 0, 1, 2, .... Then there exists x ∈ [−(n+ 1)2,−n2[,






x = tan (arctann− πt) .
Hence
h(t) = f(x) = −1 +
√
tan (πt− arctann).
• Let t ∈ Bn for some n = 0, 1, 2, .... Then there exists x ∈ ]n, n+ 1] such
that t = g(x). Hence
h(t) = f(x) = n.
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Now we can define the function h : [0, 1[ −→ R, as follows
h(t) =






















Figure 4.2: Graph of y = f(x)
Figure 4.3: Graph of y = g(x)
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Figure 4.4: Graph of y = h(x)
4.4 Further Properties
A continuous quasiconvex function g such that every local minimum is global
minimum, is necessarily semistrictly quasiconvex. This has been proved in [3, Th.
3.37] based on another result and on the separation theorem. We present here a
simpler proof of this fact.
Proposition 4.8 Let f : Rn → R∪{+∞} be neatly quasiconvex and continuous.
Then f is semistrictly quasiconvex.
Proof. Assume that f is neatly quasiconvex and continuous. Let x, y ∈ dom f
be such that f(x) < f(y). The set S<f (y) is open and convex. Since y cannot be a
local minimum, we have y ∈ S<f (y). As x ∈ S<f (y), we deduce that [x, y[ ⊆ S<f (y),
i.e., f(z) < f(y) for all z ∈ [x, y[. Thus, f is semistrictly quasiconvex.
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Note that the quasiconvex function f of Example 4.1 that cannot be decom-
posed as h ◦ g with h nondecreasing and g semistrictly quasiconvex, is not con-
tinuous. A natural question arises: If f is quasiconvex and continuous, is there a
decomposition f = h ◦ g such that h is nondecreasing, and g neatly quasiconvex
and continuous, thus semistrictly quasiconvex? The answer is no, as shown by
the following.
Example 4.6 Consider the function f from Example 3.8.
f(x, y) =

max{x, y}, x < 0 and y < 0,
0, x ≥ 0 and y < 0,
y, elsewhere.
Figure 4.5: Graph of f(x, y)
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It is quasiconvex and continuous.
Assume that we can write f = h ◦ g where h is nondecreasing and g is neatly
quasiconvex and continuous. Then by Proposition 4.8, g is semistrictly quasicon-
vex. Let us show that g is constant on the set A = ({0} × R−) ∪ (R− × {0}).










Since at least one of the coordinates of the points x, y is 0, we have





f(xk) < f(yk+1) < f(xk+2),
from which we deduce
g(xn) < g(yn+1) < g(xn+2).
By continuity, g(x) = g(y).





. From f(a) <
f(b) we obtain g(a) < g(b); by semistrict quasiconvexity, g(c) < g(b). Now for
every t > 0, f(0, t) = t > 0 = f(b), so g(0, t) > g(b). Taking the limit as t → 0
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we find g(0, 0) ≥ g(b) > g(c) = g(0, 0), a contradiction.
In Example 4.5 we can see that the function h in the composition f = h ◦ g,
is continuous, although the function f is discontinuous. We will show now, what
are the conditions that imply the continuity of h. We first show the following.
Proposition 4.9 Let W ⊆ R, and let h : W −→ R be a non decreasing function.
If Im (h) is an interval, then h is continuous on W .
Proof. Assume for contradiction that h is discontinuous at a point t0 ∈ W .
Then there exists {tk, k ∈ N} ⊆ W , such that
tk −→ t0
and h (tk) does not converge to h (t0).
Without loss of generality we may assume that tk < t0 for all k ∈ N. Then
h(tk) ≤ h(t0), k ∈ N. Set c = sup {h (tk)}, then h (tk) −→ c.
Since h is discontinuous at t0,
c < h(t0). (4.2)
Since Im (h) is an interval, then
]c, h (t0)[ ⊆ Im (h) ,
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so there exist d ∈ ]c, h (t0)[ and u ∈ domh, such that
h(u) = d.
So, we have
h(tk) < h (u) < h (t0) for all k,
this implies
tk < u < t0 for all k.
But tk −→ t0, so u = t0, which is a contradiction.
Corollary 4.7 Let the set Ω ⊆ Rn be convex, and let f : Ω −→ R be a quasiconvex
function, such that Sf (x) is closed for all x ∈ Ω. If Im (f) is an interval in R,
then the function h : Im (g) → R that is given in Theorem 4.4 is continuous on
Im (g).
Proof. It is obvious that Im(h) = Im(g). By applying the proposition we obtain
that h is continuous.
It should be noted that the result of the corollary does not depend on the
choice of function α that was used in the proof of Theorem 4.4. It does not even
depend on the particular construction of g that was used in the same theorem.
In the following example we show that h can be discontinuous if Im (f) is not
an interval, even if f is quasiconvex and lower-semicontinuous.
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Example 4.8 Let f : [0, 1] −→ R be given as
f(x) =

x, x ≤ 1
2
5, x > 1
2
.
Then f is quasiconvex, and lower-semicontinuous.
Now, take α : [0, 1] −→ R++ defined by α(x) = 1 for all x ∈ [0, 1], then
Saf (x) = [0, x] and g(x) =
∫
Saf (x)
α (t) dt =
x∫
0




t, t ≤ 1
2
5, t > 1
2
.









In this chapter, our objective is to approximate any l.s.c. quasiconvex function by
a better quasiconvex function, where every local minimum is a global minimum.
5.1 Preliminaries
Before we introduce our approximation function, we recall and prove some simple
results, that we need in this chapter. Also, we will set the notation.
In this chapter we assume that Ω ⊆ Rn is nonempty and convex.
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Our first result is a trivial consequence of Proposition 4.4.
Proposition 5.1 Let f : Ω −→ R be a quasiconvex function. If y ∈ Saf (x), then
f (y) ≤ f (x).
Proof. Obvious consequence of y ∈ Saf (x) ⊆ Sf (x) and the definition of Sf (x).
Let f : Ω −→ R be a quasiconvex function, such that Sf (x) is closed for all
x ∈ Ω . Then for any m = 0, 1, 2, . . . , n we define:
• Cm =
{
Saf (x) : x ∈ Ω and dimSaf (x) = m
}
.
• If Cm 6= ∅ then
Vm = aff (A) for any A ∈ Cm.
It is clear from Proposition 4.7 that Vm is unique for each m ∈ {0, 1, 2, ..., n} .
• Wm = Ω ∩ Vm.




αm(x)dµm = 1 (µm the Lebesgue measure on Wm).
• We define a function M : Ω −→ R which satisfies a kind of monotonicity.






In the next proposition, we will show what we mean by the monotonicity of
the function M .
Proposition 5.2 Let f : Ω −→ R be a quasiconvex function, such that Sf (x) is
closed for all x ∈ Ω. If Saf (x)  Saf (y), then M(x) < M(y).
Proof. Since Saf (x)  Saf (y), we can say








riSaf (y) 6= ∅. (5.3)
If dimSaf (x) = m < p = dimS
a
f (y), then by (5.2) (5.3) and the positivity of




αm(τ)dµm +m ≤ p < p+
∫
Saf (y)
αp(τ)dµp = M (y) .
If dimSaf (x) = m = dimS
a
f (y), then by (5.2) (5.3) and the positivity of αi for




αm(τ)dµm +m < m+
∫
Saf (y)
αm(τ)dµm = M (y) .
77
In both cases, we have
M (x) < M (y) .
Proposition 5.2 will help us to construct an approximation {fk} for the function
f , where fk has no flat parts for all k ∈ N.
Let f : Ω −→ R be a quasiconvex function, such that Sf (x) is closed for all
x ∈ Ω. Then for each k ∈ N, we define a function fk : Ω −→ R, where
fk(x) = f(x) +
M(x)
k
, for all x ∈ Ω. (5.4)
5.2 Properties and Convergence of fk
In this section we will study the generalized convexity of the functions fk, that
were defined in (5.4). Also, we will prove the convergence of the sequence {fk} .
In the next two propositions, we will present some relations between fk, M ,
f , and Saf .
Proposition 5.3 Let f : Ω −→ R be a quasiconvex function, such that Sf (x) is
closed for all x ∈ Ω. Let further x, y ∈ Ω.
a) If f(x) < f(y), then M(x) < M(y), and fk(x) < fk(y) for all k ∈ N.
b) fk(x) ≤ fk(y) for any k ∈ N (for all k ∈ N), if and only if f(x) ≤ f(y) and
M(x) ≤M(y).
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c) fk(x) < fk(y) for any k ∈ N (for all k ∈ N), if and only if f(x) ≤ f(y) and
M(x) < M(y).
d) fk(x) = fk(y) for any k ∈ N (for all k ∈ N), if and only if f(x) = f(y) and
M(x) = M(y).
e) Saf (x) = Sfk(x) for all k ∈ N.
Proof.
a) Assume that f(x) < f(y), this implies
Saf (x) ⊆ Sf (x) ⊆ S<f (y) ⊆ Saf (y).
But y /∈ Saf (x), so
Saf (x)  Saf (y).
Hence, from Proposition 5.2, we have
M(x) < M(y).
Then
fk(x) < fk(y), for all k ∈ N.
b) From Part (a), if f(x) > f(y), then fk(x) > fk(y) for all k ∈ N, which
contradicts the assumption that fk(x) ≤ fk(y).
Hence, f(x) ≤ f(y).
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To prove that M(x) ≤M(y), we consider two possible cases:




≤ f(y) + M(y)
k
for all k ∈ N.
Thus, M(x) ≤M(y).
Case (2): f(x) < f(y). It follows from Part (a) that M(x) < M(y).
Conversely, if f(x) ≤ f(y) and M(x) ≤M(y), then it is obvious that
fk(x) ≤ fk(y) for all k ∈ N.
c) If fk(x) < fk(y) for any k ∈ N, then from Part (b) we have
f(x) ≤ f(y).







so M(x) < M(y).
If f(x) < f(y), then by Part (a), we have M(x) < M(y).
Conversely, if f(x) ≤ f(y) and M(x) < M(y), then from the definition of fk we
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have
fk(x) < fk(y) for all k ∈ N.
d) If fk(x) = fk(y), then
fk(x) ≤ fk(y) and fk(x) ≥ fk(y).
Hence, from Part (b) we have
f(x) = f(y) and M(x) = M(y). (5.5)
The converse is obvious.
e) Assume that z ∈ Saf (x). The following equivalences hold:
z ∈ Saf (x) if and only if
f(z) ≤ f(x) and Saf (z) ⊆ Saf (x), if and only if
f(z) ≤ f(x) and M(z) ≤M(z), if and only if (by Part (b))
fk(z) ≤ fk(x) for all k ∈ N, if and only if
z ∈ Sfk(x) for all k ∈ N.
Hence,
z ∈ Saf (x) if and only if z ∈ Sfk(x),
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so
Saf (x) = Sfk(x) for all k ∈ N.
Proposition 5.4 Let f : Ω −→ R be a quasiconvex function, such that Sf (x) is
closed for all x ∈ Ω. Let further x, y ∈ Ω. Then the following are equivalent
a) fk(x) = fk(y), for some k ∈ N (for all k ∈ N).
b) M(x) = M(y).




a) =⇒ b) If fk(x) = fk(y) for some k ∈ N, then from Part d of Proposition 5.3,
we have
M(x) = M(y).
b) =⇒ c) If M(x) = M(y), then from 5.1 and Proposition 4.3, we have
Saf (x) = S
a
f (y).
c) =⇒ a) If Saf (x) = Saf (y), then from the definition of M , we have
M(x) = M(y). (5.6)
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Also, from Proposition 5.1 we have
f(x) ≤ f(y) and f(y) ≤ f(x),
f(x) = f(y). (5.7)
Hence, by (5.6) and (5.7), we have
fk(x) = fk(y) for all k ∈ N.
Now, we will use the previous results to prove the quasiconvexity of fk.
Theorem 5.1 Let f : Ω −→ R be a quasiconvex function, such that Sf (x) is
closed for all x ∈ Ω. Then fk as defined in (5.4) is quasiconvex, for all k ∈ N.
Proof. By Proposition 5.3(e) we have Sfk(x) = S
a
f (x), for all k ∈ N. In view
of Theorem 2.13, Sfk(x) is convex for all x ∈ dom(f). Since dom(f) = dom(fk),
Proposition 2.3 shows that fk is quasiconvex for all k ∈ N.
One of the nice and helpful properties of the function fk, is that arg min fk =
arg min f under some conditions, as we will see in the next proposition.
Proposition 5.5 Let f : Ω −→ R be a quasiconvex function, such that Sf (x) is
closed for all x ∈ Ω. If fk is defined as in (5.4) , then
arg min f = arg min fk, for all k ∈ N.
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Proof. Let k ∈ N. If x ∈ arg min fk, then by Part (b) of Proposition 5.3,
f(x) ≤ f(y) for all y ∈ Ω.
Hence,
arg min fk ⊆ arg min f.
Now, if x ∈ arg min f , then
Saf (x) ⊆ Saf (y) for all y ∈ Ω.
This implies
M(x) ≤M(y) for all y ∈ Ω.
From the last inequality, and our assumption that x ∈ arg min f , we have
fk(x) ≤ fk(y) for all y ∈ Ω.
i.e arg min f ⊆ arg min fk.
Hence,
arg min f = arg min fk.
In the next Theorem we will prove the main property of the function fk, that
fk has no flat parts for each k ∈ N, in other words; fk is neatly quasiconvex for
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all k ∈ N .
Theorem 5.2 Let f : Ω −→ R be a quasiconvex function, such that Sf (x) is
closed for all x ∈ Ω. If fk is defined as in (5.4), then fk is neatly quasiconvex for
all k ∈ N.
Proof. Assume that k ∈ N, and x ∈ Ω\ arg min fk = Ω\ arg min f . We consider
two cases:
Case (1): x ∈ S̄<f (x). Then for all ε > 0 there exists y ∈ B(x, ε), such that
f(y) < f(x). By Part (a) of Proposition 5.3, we have fk(y) < fk(x). Hence x is
not a local minimum for fk.
Case (2): x /∈ S̄<f (x). Let x0 be the projection of x on S̄<f (x). By the quasi-
convexity of f , we have
f(z) ≤ f(x), for all z ∈]x0, x[.
For all ε > 0, we can find z ∈]x0, x[∩B(x, ε) ⊆ Saf (x). As x /∈ Saf (z), this implies
Saf (z)  Saf (x).
Then
M(z) < M(x).
From Part (c) of Proposition 5.3, we have
fk(z) < fk(x).
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Hence, in all cases, if x ∈ Ω\ arg min fk, then x is not a local minimum for fk. So,
fk is neatly quasiconvex.
In the following example, we show that the function fk may not be strictly
quasiconvex, even if f is quasiconvex and lower semi-continuous.
Example 5.3 In R2, take Ω = B(0, 10). and define f : Ω −→ R by
f(q, t) =

0, t = 0,
5, t 6= 0.
for all x = (q, t) ∈ Ω. (5.8)
If x ∈ [−1, 1]× {1} , then
Saf (x) = B(0, 10) ∩ ([− 10, 10]×[−1, 1]), for all x ∈ [−1, 1]× {1} .
This implies
M(x) is constant, for all x ∈ [−1, 1]× {1} . (5.9)
Hence, from (5.8) and (5.9), we have
fk(x) is constant for all x ∈ [−1, 1]× {1} .
This implies that fk is not strictly quasiconvex.
From the previous results we obtain the main result of this chapter.
Theorem 5.4 Let f : Ω −→ R be a quasiconvex function, such that Sf (x) is
closed for all x ∈ Ω. Then there exists a sequence {fk} of neatly quasiconvex func-
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tions, such that fk converges uniformly to f . Moreover |fk(x)− f(x)| ≤ dim(Ω)+1k
for all x ∈ Ω, and for all k ∈ N.
Proof. Take the sequence {fk} such that
fk(x) = f(x) +
M(x)
k










≤ dim (Ω) + 1
k
, k ∈ N.
Hence, fk converges uniformly to f .
By comparing between Theorem 5.4 and [16, Thm 3.1], we can see that, in
[16] they assume that the function f is continuous and bounded. In Theorem
5.4 we assume that Sx (x) is closed, and no boundness condition assumed on f .
On the other hand, in Theorem 5.4 we obtained a sequence of neatly quasiconvex
functions, but in [16], the obtain a sequence of strictly quasiconvex functions,
which is better than the neatly quasiconvex functions.
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Example 5.5 Let f : [−5, 5] −→ R be defined by
f(x) =

1, x ∈ [−5,−1] ,
√
−x, x ∈ ]−1, 0] ,
√
x, x ∈ ]0, 1[ ,
1, x ∈ [1, 2] ,
x− 1, x ∈ ]2, 5] .
To find M(x) we take the positive function α : [−5, 5] −→ R++, where α(x) =
1
10
. Then Saf (x), M(x), and fk (x) are given as follows
x Saf (x) M (x) fk(x)
x ∈ [−5,−2] [x, 2] 2−x
10




= 1 + 12−x
10k
x ∈ (−2,−1) [x,−x] −2x
10




= 1 + 10−2x
10k












x = 0 {0} 0 0












x ∈ [1, 2] [−x, x] 2x
10




= 1 + 10+2x
10k
x ∈ (2, 5] [−5, x] x+5
10




= x− 1 + x+15
10k




In this work, we introduce the class of neatly quasiconvex functions, that is quasi-
convex functions with no flat parts in their graph, or in other words, quasiconvex
functions for which every local minimum is a global minimum.
The main result in this thesis is Theorem 4.4, which states that any quasicon-
vex function f : Rn −→ R∪{+∞} with closed sublevel sets (i.e Sf (x) is closed
for all x ∈ Rn), can be written as a composition of a neatly quasiconvex function
g : Rn −→ R and a nondecreasing function h : Im g −→ R ∪ {+∞},
f = h ◦ g.
Furthermore, the class of the adjusted sublevel sets of the function f equals
the class of the sublevel sets of the function g, more precisely Sg (x) = S
a
f (x) for
all x ∈ Rn. We have also shown that a neatly quasiconvex function g : Rn −→
R∪{+∞} is semistrictly quasiconvex, if it is continuous.
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The function h : Im g −→ R∪{+∞} in the composition f = h ◦ g, was proved
to be continuous, if the range of f is an interval in R.
I addition to that, we have studied the properties of the adjusted sublevel set
operator, especially the continuity properties. We have shown that this operator
(Saf : Rn ⇒ Rn) is lower semicontinuous, if the function f is quasiconvex with
closed sublevel sets Sf (x) for all x ∈ Rn. Also we proved the same property
for the strict sublevel set operator, without assuming the quasiconvexity on the
function f. As a consequence, we have proved that the normal cone operator to
the adjusted sublevel set, and the normal cone to the strict sublevel sets, is cone
upper semicontinuous.
Finally, we have approximated a quasiconvex function with closed sublevel
sets, by a uniformly convergent sequence of neatly quasiconvex functions.
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