constants depend only on IIA/IIL'x" the usual arguments (which we do not give) can be used to extend to the case of general A and g. The first proof uses only Hilbert space duality and two rather easy lemmata. Let ~ denote the Hilbert space of all complex valued, measurable functions on Q+ with norm where d (z) = distance( z , r). Let ( , ) X+ denote the inner product in ~. The Hilbert space ~ of functions on Q _. is similarly defined. Our first lemma is a special case of a more general result due to Kenig [10] . A short proof is given in §2. The converse inequality in Lemma 1.1 is also true [10] , and this follows from the argument given at the end of this section.
The idea of our proof is to use Lemma 1.1 to estimate IICgII L2 (r) ' To implement this philosophy we require some auxiliary functions whose L 2 (r) norms are rather simple to bound. The proof of our next lemma is also delayed until §2. It should be pointed out that this lemma is merely a disguised form of well-known results in the theory of Bergman spaces. See, e.g., [3] where calculations of this type are carried out in much greater generality. ,Er.
The above two estimates can now be combined to yield a proof of the theorem. Let B = {! E ~: II!II~ ~ 1, ! compactly supported in Q+}, so that for any G E ~, IIGII~ = SUP/ED I(G ,f)~I. 
the final inequality following from Lemma 1.2.
PROVING THE LEMMATA 555
We first tum our attention to Lemma 1.1. Our proof is similar to Gamelin [7] . Let cI>: R! -+ Q+ denote a conformal mapping so that cI>(R) = rand cI>(oo) = 00. Then pulling back fr 1F12 ds to R by cI> and invoking the Koebe so by Green's theorem, The estimates needed to prove Lemma 1.2 are so crude that virtually any reasonable method will work. We give here a proof by Schur's lemma. By Lemma 1.1,
-1n+ Iz-wl 3 Let L~ denote the space of functions on n± satisfying
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Then by our last inequality, (2.4) follows from the boundedness (from L! to L:J of the operator S defined by
IICgIIV(r) ~ C(I + IIA IILoo) IIgllv(r)' which is very close to the optimal estimate C(I + IIA'II L oo)3/2 due to Murai and David. (See, e.g., Murai's book [12] .) This argument can be modified to yield David's theorem [4] that C is L2 bounded if and only if r is an Ahlfors regular curve (see [8] ).
THE SECOND APPROACH
Let r be a rectifiable Jordan curve passing through 00, and let z(x) denote its arclength parameterization. We define the corresponding Cauchy integral operator T = Tr by setting
We wish to show that if r is a chord-arc curve, T is a bounded operator on
for all s, t E R. Of course, any Lipschitz graph is a chord-arc curve.) Note that if f is a finite linear combination of characteristic functions, then T f is defined almost everywhere. Furthermore, if such an f has T f ELI (R) , Cauchy's theorem applied to one of the domains complementary to r yields i: 
To is a bounded operator because of Schur's lemma: a nonnegative matrix defines a bounded operator on P if its row and column sums are uniformly bounded. The last inequality can be verified by an explicit computation.
For a general chord-arc curve r, we must modify the Haar system and the inner product (.,.). because of the chord-arc condition on r. Set
where the choice of the square root above is arbitrary. Also let (', '}r be the bilinear form defined by
Then each PI is supported on I and is constant on II and I r . Furthermore,
Our first lemma asserts that {PI} behaves like an orthonormal basis with respect to the weight z'(x)dx. 
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If we accept the above two lemmas, then by Schur's lemma T is bounded on L 2 (R).
Proof of Lemma
3.1. Let 9k denote the collection of dyadic intervals oflength 2-k and define the "expectation" operator Ek by XEIE9k. Then standard reasoning shows that if f E L2, Ekf -+ f as k -+ +00, and Ekf -+ 0 as k -+ -00. Setting 11k = Ek+1 -Ek we obtain 2
fEL.
Since I1kf = EIE.9'k (f, PI}rP I ' the first conclusion of the lemma is verified. Now consider the case where r = R and change notation so that Ek is replaced by P k and 11k is replaced by Qk. Then
IE.9'k
and since {hI} is an orthonormal basis for L2,
Expanding out 11 k , one sees that 
n=-oo
Having shown that E / I(f,P / )1 2 ~ Cllfll;, the converse now follows from a standard polarization argument. Let IIflb = 1 and let g = z' J so that Ilglb = 1 . Then
(f,P/)(g ,PI)
I : : ; (~I (f, P/>r!') '/2 (~I(g, p/>r!' ) '/2 ::; c (~l(f'P/>rI'r2. 0 Notice that the operator Ek defined above is a conditional expectation in the sense of probability theory, but defined relative to the complex measure z' (x) dx. The point of the proof of Lemma 3.1 is that the expectation operator relative to a complex measure still has many of the same properties as in the case of a positive measure, although the proofs of some estimates (like the quadratic estimates in Lemma 3.1) are more involved.
Proof of Lemma 3.2. The computations needed for the proof are fairly standard and are similar to calculations in the proof of the T( 1) theorem of David and Journc. Although the arguments we give will use the explicit form of the kernel of T, similar arguments can be given in much greater generality. The methods of this section can be used to give a new proof of the T(b) theorem [6] . We shall discuss this more fully after proving Lemma 3.2.
Let us first collect some estimates for T(P I ). We have To prove (3.5) we use f PI(x)z' (x) dx = 0 to obtain
An easy calculation using the definition of PI and the chord-arc condition on r gives (3.5).
The proof of (3.6) can be obtained most directly by explicit computation, which we omit.
To prove Lemma 3.2, it suffices to show that
where C depends only on the chord-arc constant of r. That this is enough follows from symmetry and a rescaling argument.
When IJI ~ /0' we get from (3.5) and (3.6) that
From here it is easy to check that the IJI ~ /0 piece of (3.7) is all right.
Assume now that IJI :5 1~ but J n [-1 ,2] = 0. We apply (3.5) with I replaced by J to get
The corresponding piece of (3.7) is again easily checked to be bounded. where the norm denotes the L 2 operator norm. The proof of this estimate is similar to the proof of Lemma 3.2.
It was not observed in [6] that one could find operators !J.. k as above that satisfy (3.10). Instead, different operators were built that had much the same qualitative properties as our !J.. k 's, and the main difficulty was to find a substitute for (3.10). (Note, however, that the analogue of the !J..k's in [6] had better smoothness properties on their kernels.)
Let us end with an indication of how the methods of this section can be used to give a new proof of the main theorem in [6] . For this we assume the reader is familiar with [6] . 
is finite for some a E R. In this case, the choice of a depends on the exponent of Holder continuity of the second standard estimate on the kernel of T. (If that exponent is 1, as it is for the Cauchy integral, you can take a = 0.)
The proof of (3.12) is like the proof of Lemma 3.12, but more technical. Similar estimates were obtained in [6] , except that here we have discontinuities in the kernel of !J. k . This difference is not serious.
In the case where T(b) '" 0 or Tt(b) '" 0, we reduce to the previous case by subtracting off paraproducts. These paraproducts are built out of the Ek 's and !J. k 's, and hence they will not have standard kernels. However, their kernels will be close enough to standard so that the same proof techniques apply.
A more interesting issue arises when we try to deal with the case where b is merely para-accretive. This means that there are constants ~, e > 0 so that for every dyadic cube Q there is a subcube Q 1 such that IQ11 2:: ~IQI and II~II 101 bl2:: e.
The following modification of our argument (observed by David) allows us to handle this case. The idea is to change the sequence of a-algebras so that the same argument works.
Let.9k be the a-algebra generated by the dyadic cubes oflength 2-k • Before
we took E k (!) to be the conditional expectation of ! relative to .9k and b(x) dx . This time we must be more careful in our choice of a-algebras.
Choose L E Z so that 2-L ~ ~. Define a-algebras ~ as follows. If Q is a dyadic cube of sidelength 2-Lj such that II~tI 10 bl2:: /o~ne, then we put Q in ~. Otherwise, we choose Q 1 ~ Q as in the definition of para-accretivity, and we put Q 1 and Q\Q 1 in ~. In this case, we have I'Q~Qll1a\Q' hi" i J "
We define .9ij to be the a-algebra generated by these sets we have chosen.
The .9ij 's form an increasing sequence of a-algebras in R n , and we can define expectation operators E j relative to .9ij and b(x) dx. Using these operators, the T(b) theorem can be proved for this b as before.
