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Abstract-Krusinska [l] has introduced the &-estimate for the dichotomous and polychotomous 
logistic discriminant function. In the present paper, a simple method for variable selection for such 
a function is described. 
1. INTRODUCTION 
The variable selection is commonly discussed in many statistical problems; e.g., the Lawley- 
Hotelling T2 statistic and Wilks A statistic are the multivariate measures widely used for this 
purpose in discriminant analysis. In the dichotomous logistic discrimination the likelihood ratio 
(x2) statistic is applied, e.g., [2]. Till now, there was no specific method designed for model 
choice in the &-logistic discrimination. It has been, of course, possible to use, for the prelimi- 
nary selection, the classical multivariate discriminatory measures (as T2 or A) designed for linear 
discrimination. This strategy, however, is not fully correct from both the theoretical and the 
practical point of view. First, both kinds of discriminant functions follow different distributional 
assumptions. This can influence the selection when the above criteria are used in a distributional 
manner, i.e., with significance testing. Second, even if they are used in a distribution-free (ex- 
ploratory) way, the results of variable choice may be dependent on the model used, what can 
be seen from many applicational studies. This means that the variables selected for one model 
(e.g., linear discrimination) do not fit well to another model and give worse performance than 
the variables selected by specific criteria. Such an outcome, for instance, has been described by 
Krusinska [3] and Krusinska and Liebhart [4], in the choice of variables for mixed discrimination 
with both continuous and discrete features (location model) when analysing some medical data. 
The discriminatory measures specific for location model, linear discrimination, and ideal point 
discriminant analysis [5] were compared and resulted in different variable subsets. This has been 
the reason for searching the specific method of the model choice in the Lr-logistic discrimina- 
tion, too. Logistic discrimination used widely in prospective and retrospective studies as a risk 
function, as well as in the medical diagnosis assistance is commonly applied together with the 
selection of the most important (predictive) risk factors. This means that the factors which give 
the best prediction (discrimination) results are then used in practical problems under study. To 
make the Lp-function more user-friendly, the simple selection method offering the same possibility 
is proposed in this paper. 
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2. SELECTION METHOD 
Let us have a sample of n individuals drawn out of two populations, Ri and Rz. Each individual 
is characterized by a vector xl = (zkc, zki , . . . , zks) (ZOO = 1) of s predictor variables and 
a criterion variable 6k, which equals 1, if xk E 521, and 0, otherwise (h = 1,2,. . . ,n). The 
variable 6k has its expected value E(6k) = Hk where the posterior probability Hk has the form 
of the logistic discriminant function 
Hk = f(xk, b) = { 1 + exp(-xl b)}-‘, (1) 
with the parameter vector bT = (bo, bl,. . . , b,). 
After reformulation of the problem considered in the terminology of generalized linear models, 
the solution for the &-estimate is obtained straightforwardly [l]. We have the model in the form 
y* = X*b+e, (2) 
where X’ is the matrix composed of x; = Bk (1 - fik) xk in its Lth row, the working observation 
vector y* has the components obtained after the expansion of (1) in the Taylor series about G, 
i.e., the components y; = 6k - f(xk, b) + f’(xk, b) b, and e is the vector of error terms. (For the 
detailed derivation of the formula (2), see [l].) 
Now the Lp-estimate is obtained by minimization of 
s = 2 Iy; - xzT blP (3) 
k=l 
with respect to b. 
Koenker and Basset [6] h ave used the statistic based on the criterion equivalent to formula (3), 
but with p = 1 for the hypotheses testing in linear models in the case of an Li-estimation. They 
derived statistic equivalent to the likelihood ratio statistic 
R = -c(Sf - S,.), (4 
where St and S, are the values of the criterions S in the full and in the resticted model (due to 
the hypothesis tested), respectively, and c is the constant term. 
The statistic (4) is (non-centrally) x2 distributed in linear models. This result, however, cannot 
be directly adapted to generalized linear models. But there is no theoretical obstacle to build 
the selection procedure in the exploratory sense (i.e., without significance testing) based on the 
statistic equivalent to (4). The exploratory way of analysis has now become very popular in 
statistical applications. When the theoretical assumptions, which lead to the null distribution 
of statistics used for testing, are not fulfilled, the testing results are contaminated. The p-values 
used to judge significance (e.g., variable significance in classical variable selection procedures) 
may not be proper there. This is the main reason for which we propose the exploratory selection 
procedure in the problem under consideration. 
The selection problem can be formulated as the hypothesis testing problem 
Ho:b -b q+1 - q+2 = . . .=b,=O. (5) 
This means that only q variables possess the discriminatory power. We define the selection 
criterion as 
R = -(S, - S,) = S, - S,, (6) 
where S, and S, are based on the q and s variables, respectively. (For calculating S,, the 
coefficients b,+l, bq+2,. . . , b, are set equal to 0.) 
The maximum value of the criterion (6) indicates the best subset of q variables. It is possible 
to use the criterion (6) for the optimal choice of q variables or for the descendant and ascendant 
stepwise procedures. In the descendant selection, we inspect all variables in the current subset, 
which contains, say, t variables, and we delete this one for which the value of R = S+l - St 
is minimum (the least important variable), i.e., for which St_1 is minimum. In the ascendant 
selection, we add to the current set the most important variable, i.e., this one for which R = 
St - St+1 is maximum and hence St+1 is minimum. Thus, the computer realization is very simple 
in these cases. 
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3. GENERALIZATIONS 
Because the polychotomous discrimination problem (g populations, the family of g - 1 logis- 
tic functions) can also be formulated in the terminology of generalized linear models [1,7] the 
&-estimate is found by minimizing the criterion S (Formula (3)), but with y* and X’ defined 
in a different manner. The detailed derivation of the formula will be not repeated here. But it 
is necessary to state that Y’~ = (yiT, yzT,. . . ,yiT) is composed of the working observations 
vectors y; (k = 1,2,. . . ,n) of g - 1 components. These vectors correspond to each individual 
in the sample. The matrix X’ is composed of n submatrices t;’ (of rank g - l), that have the 
vector xl at the diagonal, which is resealed in relation to the covariance matrix of the vector 6k, 
6; = (&k,62k,... , 6(g_l)k), where 6{k = 1, if the considered kth individual (k = 1,2, . . . , n), i.e., 
XL E fll (1 = I, 2,. . . , g - 1) and 0, otherwise. The &-solution of the parameter vector b, now of 
(s + I) * (9 - I) components, is obtained by minimizing 
The simple stepwise selection procedure is now the same as in the dichotomous case. The compe 
nents of b corresponding to variables which are not currently present in the discrimination subset 
are set equal to 0. Because the vector bT equals now (b(‘jT, b2T,. , b(g-‘)T), where b(‘) cor- 
responds to the parameters of the 1 th logistic discriminant function from the family considered in 
the problem given, components associated with the variables outside the discrimination subset 
should be set equal to 0 in all vectors b(l) (I = 1,2,. . . , g - 1). 
The above selection procedure for the polychotomous logistic discrimination has also an addi- 
tional clear motivation. It is easily shown that the minimization of S given by (7) is equivalent 
to minimization of 
n g-l 
s’ = c c l&k - &klP , (8) 
k=l I=1 
where I&k is the predicted posterior probability that xk belongs to fll as estimated by the Ith 
logistic function from the family considered. 
Now, to find the best subset, it is only necessary to minimize S’, i.e., the Lp-norm of the 
difference between Sk and its expectation E(6k) = Il k over the whole sample. This concerns the 
optimal and stepwise selection, as well. 
4. CONCLUSIONS 
The Ll- and L,-logistic discriminant functions appeared to give interesting medical results in 
diagnosis assistance studies in some pulmonary diseases [&lo]. The possibilities to select the 
best subset for getting the appropriate results of prediction should increase the range of applica- 
tions. For checking the performance of the exploratory procedure developed, the simulation and 
cases study have been performed. The data generated have comprised the mixture of normal and 
binomial distributions (the logistic function is defined for mixed data). The practical application 
concerned the analysis of the coronary heart disease data and glaucoma diseased patients. The 
data used have been mixed, as well. The detailed description of the studies performed is planned 
to be published elsewhere. In this paper, we report only the summary of results. The linear 
discriminant function, the classical logistic function and the _&-logistic function have been com- 
pared for subsets of variables (out of 10 in the simulation study, dichotomous problem) selected 
using the Wilks A statistic, x2 statistic and R criterion defined here. All criteria were used in 
the exploratory manner. The L,-logistic discrimination showed its superiority (3-4% in average) 
when applied on the subset specifically selected. But on the subsets selected for the A statistic 
(as classically used) the results were about 8% worse and inferior even to linear discrimination. 
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