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Currently, the wave height forecast for daily operation and support activities of 
PETRONAS are done based on estimation method. This method is found to be 
inaccurate. The requirement of improving the base model for wave height are critically 
needed to prevent the over estimation and for cost optimization. The objective of this 
research is mainly to develop forecast model for Malaysian waters by studying the 
metocean historical data. By having this forecast model, offshore operation cost 
optimization can be achieved. The metocean parameter that will be focused in this study 
is significant wave height. The study area will be Dulang (PMO), Erb West (SBO) and 
Tukau (SKO) platform which located in South China Sea extended from Peninsular 
Malaysia, Sabah and Sarawak. In order to forecast the wave height based on the 
historical data, Auto-regressive Integrated Moving Average (ARIMA) method will be 
applied. The best ARIMA model has been selected by using Bayesian Information 
Criterion (BIC) value. The parameters of the estimates (p,d,q) was found to be consistent 
for the three regions. The operation areas can be represented by one ARIMA model. In 
addition, it was found that the wave time series was weakly stationary and hence no 
differencing is needed. ARIMA model is reliable for short-term forecast and can be used 
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1.1  Background  
Metocean is derived from the words “Meteorology” and “Oceanography”. Meteorology 
is the study of atmospheric and Oceanography is the ocean physical conditions such as 
ocean waves, currents, tides, wind and other parameters. Metocean data is the collection 
of both meteorological and oceanographic data that influenced the sea state which made 
these data is very useful for offshore operation planning. 
The ability to forecast the sea state or condition such as ocean wave can produce good 
information for daily offshore operational planning so that cost optimization can be 
done. It is a challenge to develop a forecast model for ocean wave since it acts 
in an unpredictable manner. In addition, waves act differently during monsoon,  
inter-monsoon and non-monsoon seasons.  
In this research, the idea of utilizing Auto-Regressive Integrated Moving Average 
(ARIMA) models as the base of the developing forecast model are proposed. ARIMA 
are one of the most important time series models used in financial market forecasting 
over the past three decades [1]. Guided by these successful forecasts of market using 
ARIMA, the achievement of wave height forecast model using ARIMA will be our 
ultimate goal.  
To forecast the future metocean data, the historical time series metocean data are used. 
A number of previous wave height data are needed for forecasting process. There are 
several sources of metocean data which are in-situ measurements, remote sensing, and 






1.2  Problem Statement  
In oil and gas industry, offshore operator needs to know the sea condition especially the 
wave in order to have a good operation planning and decision making. Sea state is never 
static and very dynamic which can cause a lot of accidents and loss of life.  
Current practice of Petronas are using weather climate which provides the information 
on probability of occurrence, probability of exceedance or non-exceedance, scatter plot 
and weather pattern to estimate the wave height. When the waves are too big, the 
operation will be declared as standy mode. During this mode, the operation shall be 
stopped. This declaration usually announced during the monsoon season. However, this 
declaration sometimes is inaccurate since they are not using the forecast model. The 
estimation can be exaggerating while the real condition is not as worse as predicted. By 
declaring standby mode will cause the day wasted as well as elongate the project 
operating time, which affects the operating cost. On certain circumstances, the operation 
is still on even though on the days that the waves are predicted to be big.  The selection 
of vessel size that goes to offshore depends on the size of the forecasted wave. The 
inaccurate estimation may cause bad events such as maritime accidents, pollution and 
disasters at sea as well as inaccurate expenditure. As of now, there is still no specific 
forecast model that has been developed for Malaysian Waters.                 
The best daily offshore operational planning and decision making can be obtained by 
forecasting the sea state or condition such as ocean wave. It also can help us to proceed 
with in situ operation and also ongoing maintenance that need to be done. An efficient 
data management and manipulation of the ocean wave will help to optimize the 








1.3  Objectives  
Basically, there are three main objectives of this study : 
1. To develop wave forecast model for Malaysian waters by using ARIMA (p,d,q). 
2. To compare and contrast the ARIMA (p,d,q) model of wave state in Peninsular 
Malaysia, Sabah and Sarawak regions. 
3. To measure the accuracy of the developed forecast model. 
1.4  Scope of Study 
The metocean parameter that will be studied in this research is significant wave height. 
The location of study will be in Dulang, Peninsular Malaysia Operation (PMO), Erb 
West, Sabah Operation (SBO) and Tukau , Sarawak Operation (SKO). The metocean 
data (hindcast) provided by SEAMOS-South Fine Grid Hindcast (SEAFINE) is used to 
forecast future data by using ARIMA model. The forecasted data will be used in 
offshore operation planning to optimize the daily operational cost. 
 










2.1  Inter-monsoon Variation 
The southern South China Sea (SSCS) is a tropical marginal sea with a complex 
geographical setting in Southeast Asia [2]. It is situated between the western Pacific and 
the eastern Indian Ocean. The SSCS connects with the Sulu Sea in the northeast through 
the Mindoro and Balabac Straits, with the Java Sea in the south through the Karimata 
Straits, and with the Andaman Sea in the west through the Malacca Strait. It is basically 
a shallow continental basin with the average depth of 60m. 
The climate over SSCS is controlled by South China Sea (SCS) monsoon. Weaker 
southwesterly summer monsoon winds occur from April to August which drives a 
northward coastal jet off Vietnam. Stronger northeasterly winter monsoon winds usually 
occur from November to March which causes a southward coastal jet in the SCS. 
Current moves southward along Peninsular Malaysia during northeast monsoon and 
moves in the opposite way during southwest monsoon. Thus, the pattern of sea surface 
circulation is different according to monsoon seasons. During southwest monsoon, the 
main surface current moves from the Indonesian Seas (Karimata and Malacca Straits) to 
the north (South China Sea). On the opposite, during the northeast monsoon, the sea 









2.2  Time Series  
Chronological sequence of observation on a particular variable is called time series [3]. 
There are several types of time series which are trend, cycle, seasonal variations and 
unpredictable variations. 
Trend can be classified as ups and downs of the time series over a period of time. 
Besides that, trend reflects the increment or decrement in the time series. For cycle, it 
refers to recurring up and down movements around trend levels. These fluctuations can 
have a duration of anywhere from 2 to 10 years or even longer measured from peak to 
peak or trough to trough.   
Furthermore, seasonal variations can be classified as periodic patterns in time series that 
complete themselves within a year and then repeat annually.  This component usually 
affected by weather. Lastly, the unpredictable fluctuation is inconsistent movements in a 
time series that have no regular pattern. This type of time series cannot be forecasted 
since it is caused by unusual events like earthquakes, hurricanes and other natural 
phenomena. 
 2.2.1  Times Series Analysis 
Historical data form a time series. Example of a time series is a set of observations on a 
variable measured at successive points in time or over successive periods of time. There 
are basically two main goals of time series analysis: 
1. Identifying the nature of the phenomenon, represented by the sequence of 
observation  
2. Forecasting (predicting future values of the time series variable) 
For this study, only time domain analysis that will be involved. The first step in time 
domain analysis is generating a time series plot which is in form of observation against 
time graph. Next step is obtaining the basic descriptive properties of the time series 
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The covariance between xt and xt+k is separated by k intervals in time can be calculated 
by: 
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Autocovariance function also can be obtained by using equation 2.3. Autocovariance is 
the variance of the variable against a time-shifted version of itself. In similar, 
autocorrelation also can be calculated by using equation 2.3. Basically, autocorrelation is 
a correlation between values of the process at different points in time, as a function of 
two times or the time difference. The following formula shows the relationship between 
autocovariance and autocorrelation function. 
 











2.3  Time Series Forecasting 
Forecasting methods can be classified as quantitative or qualitative. Quantitative 
forecasting method can be used when: 
1. Past information about the variable being forecast is available 
2. The information can be quantified 
3. It can be assumed that the pattern of the past will continue into the future 
For quantitative forecasting method, a forecast model can be developed by using a time 
series method or causal method. Time series method is the historical data are restricted 
to past values of the variable. The objective is to discover a pattern in the historical data 
and then extrapolate the pattern in the future. One of the examples of this method is 
ARIMA model. 
For qualitative method, generally it involves the use of expert judgment to develop 
forecasts. In this study, ARIMA model will be used to forecast future data. 
 2.3.1  ARIMA (p,d,q) Models 
ARIMA is a mathematical models used for time series forecasting. ARIMA stands for 
Autoregressive, Integrated and Moving Average. Each of these phrases describes a 
different portion of the mathematical model 
According to [4], ARIMA model of a time series is defined by three terms (p,d,q). 
Identification of a time series is the process of finding integer, usually very small      
(e.g., 0, 1, or 2) values of p, d, and q that model the patterns in the data. When the value 
is 0, the element is not needed in the model. The middle element, d is identified before p 
and q. The goal is to determine whether the process is stationary. Stationary process has 





2.4  Application of ARIMA   
In the journal „Selection of Best ARIMA Model for Forecasting Average Daily Share 
Price Index of Pharmaceutical Companies in Bangladesh,‟ [5] examine empirically the 
best ARIMA model for forecasting. The data used to meet the purpose is average daily 
share price indices of the data series of Square Pharmaceuticals Limited (SPL). Firstly, 
stationary condition of the data series are observed by ACF and PACF plots. To check 
for stationarity, statistics method such as Ljung-Box-Pierce Q-statistics and Dickey-
Fuller are used. They found that the average daily share price indices of SPL data series 
are non-stationary even after log-transformation. The best ARIMA model has been 
selected by using AIC, SIC, AME, RMSE and MAPE criteria. The best model to 
forecast the SPL data series is ARIMA (2,1,2). 
Besides that, ARIMA method also been used in stock market by Acturial Consultants. 
The other application of ARIMA is in chemical processing and control. In conclusion, 
















3.1  Box-Jenkins Method 
Box-Jenkins methodology will be used in this research since it involving time series 
forecasting data based on the historical data. There are 5 stages in this methodology. 
Before that, the historical data received will be sorted first in order to ensure the analysis 
can be done smoothly. From the sorted data, a wave height time series will be generated 
with respect to a particular time range. After plotting the time series, 5 stages of  
Box-Jenkins Methodology can be applied.  
 3.1.1  Data Preparation 
Data preparation involves transformation and differencing. Transformations of the data 
such as square roots or logarithms can help to stabilize the variance in a series where the 
variation changes with the level. Then, the data will be differenced until there are no 
obvious patterns such as trend or seasonality left in the data. Differencing of a time 
series  ( )in discrete time   is the transformation of the series  ( )to a new time series  
 ( )where the values  ( )are the differences between consecutive values of  ( ). This 
procedure may be applied consecutively more than once, giving rise to the "first 
differences", "second differences" and etc. 
The first differences  ( )( )of a time series  ( ) are described by the following 
expression:  
  ( )( )   ( )   (   ) (3.1) 
 
The second differences   ( )( ) may be computed from the first differences  ( )( ) 
according to the expression: 




The general expression for the differences of order  is given by the recursive formula  
  ( )( )   (   )( )   (   )(   )  (3.3) 
 
where the top index means the order of the difference. The purpose of doing differencing 








3.1.1.1  Checking the Series Stationarity Using Correlogram 
The stationarity of the series can be checked by using Correlogram. Correlogram is 
known as an autocorrelation plot, is a plot of the sample autocorrelations, ACF versus 
time lag, k. 
The ACF lies between -1 and +1, the correlogram also lies between these values. If the 
ACF falls immediately from 1 to 0, then equals about 0 thereafter, the series is 
stationary. If the ACF declines gradually from 1 to 0 over a prolonged period of time, 
then it is not stationary. 
 
 



















































































































 3.1.2  Model Selection  
Model selection in the Box-Jenkins framework uses various graphs based on the 
transformed or differenced data in order to identify potential ARIMA processes which 
might provide a good fit to the data.  The selection of model is based on the 
Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) plot. 
There are several types of model which are model for non-stationary series, 
Autoregressive (AR), Moving Average (MA) and also Autoregressive Integrated 
Moving Average (ARIMA). The best model will be selected based on Bayesian 
Information Criterion (BIC) value. Smaller value of BIC indicates better fit of model. 
  3.1.2.1  Autoregressive Integrated Moving Average, ARIMA (p,d,q) 
Models for non-stationary series are called Autoregressive Integrated Moving Average 
models, or ARIMA (p,d,q), where d indicates the amount of differencing. 
3.1.2.2  Auto-regressive, AR (p) 
It is a series of current values which depend on its own previous values. The value of p 
is the number of auto-regressive components in an ARIMA (p,d,q) model.The value of p 
is 0 if there is no relationship between adjacent observations. When the value of p is 1, 
there is a relationship between observation at lag 1 and the correlation coefficient,  1 is 
the magnitude of the relationship. When the value of p is 2, there is a relationship 













Figure 3 : Correlogram of Stationary Series 
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relationship. Thus p is the number of correlations that needed to model the relationship. 
Equation below is the example of a model with p = 2 , ARIMA (2,0,0). 
 
                     (3.4) 
 
where        Response variable at time t 
        Regression coefficient to be estimated 
         Error term at time t  
 
  3.1.2.3  Moving Average, MA (q) 
Moving average is a regression model with the dependent variable.    depending on 
previous values of the error rather the variable itself. The value of q is the number of 
moving average components in an ARIMA (p, d, q). When q is zero, there is no moving 
average component. When q is 1, there is a relationship between the current data and the 
random shock at lag 1 and the correlation coefficient  1 represents the magnitude of the 
relationship. When q is 2, there is a relationship between the current data and the random 
shock at lag 2 and the correlation coefficient  2 represents the magnitude of the 
relationship. For example, an ARIMA (0,0,2) model is 
                     (3.5) 
 
where          Response variable at time  
    Regression coefficient to be estimated 
     Error term at time t 
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  3.1.2.4  Mixed Model, ARMA (p,q) 
Usually a series has both auto-regressive and moving average components, thus both 
types of correlations are required to model the patterns. If both elements are present only 
at lag 1, the equation is expressed as : 
                     (3.6) 
The above equation is the combination of both AR and MA components. 
  3.1.2.5  ACF and PACF 
Models are identified through patterns in their autocorrelation functions (ACF) and 
partial autocorrelation functions (PACF). Both autocorrelations and partial 
autocorrelations are computed for sequential lags in the series. The first lag has an 
autocorrelation between      and    , the second lag has both an autocorrelation and 
partial autocorrelation between      and    , and so on. ACFs and PACFS are the 
functions across the lags. The general equation for autocorrelation is expressed as : 
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 (3.7) 
where N is the number of observation in the whole series, k is the lag.  ̅ is the mean of 
the whole series and the denominator is the variance of the whole series. 
The equations for computing partial autocorrelation are much more complex, and 
involve a recursive technique. These are the expressions showing the relationship 
between ACF and PACF for the first three lag. 
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3.1.2.6  Model Selection 
Based on the graph of ACF and PACF, the model of AR, MA or ARMA will be 
selected. Below is the table of summary for ACF and PACF properties. 











In Table 1 context, „die out‟ means tend to be zero gradually while „cut off‟ means 
disappear or is zero. Besides that, ACF and PACF plot for common ARIMA models are 




 ACF PACF 
AR(p) Die out Cut off after the 
order p of the 
process 
MA(q) Cut off after the 
order q of the 
process 
Die out 
















































Table 3 : Common ACF and PACF plots for ARIMA model (cont.) 
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 3.1.3  Parameter Estimation 
In parameter estimation stage, the values of the model coefficients which provide the 
best fit to the data will be determined. To perform this estimation, sophisticated 
computational algorithms such as Yule Walker, Method of Moments and Partial Inverse 
Matrices will be used. 
The parameter of each mathematical model depends on the set of time series data which 
will show the characteristics of either autoregressive (AR), moving average (MA) or the 
combination of both. The determination of the model adapted can be obviously shown 
by the ACF PACF graph and value. However, there are some hierarchies in model 
selection.  
The model selection will reflect on the number of coefficient that will be used in each 
model. AR and MA model will only have one type of coefficient plus one error 
coefficient, while ARIMA model will have 2 types of coefficient plus one error 
coefficient. 
On the other hand, model degree will determined the repetition of each coefficient in one 
model. For example, AR 2 model will have 2 values of Ø coefficient. 
 3.1.4  Model Checking 
Before we start using the model to forecast the data, the model needs to be checked first. 
It involves testing the assumptions of the model in order to identify any inadequacy. If 
the model is found to be inadequate, it is a must to go back to model selection stage and 
try to identify a better model. The model is adequate if the differences between actual 
and predicted values are too large.  
 3.1.5  Forecasting 
The model will be used for forecasting once the the best ARIMA (p,d,q) model has been 
selected. It is a straight forward task computes by using IBM SPSS Statistics 21 





























(AR, MA, ARIMA) 
Parameter Estimation 
Model Checking  
(Adequate/Not) 
Use the Model for 
Forecasting 
End 
Figure 4 : Flowchart of Box-Jenkins Method 
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3.2  Program and Software 
 3.2.1  Microsoft Office Excel 
Microsoft Office Excel is one of the tools that help to sort, modify data and plot graph. It 
also can be used to solve calculations and tabulate data. 
 3.2.2  IBM SPSS Statistics 21  
Comprehensive and flexible statistical analysis and data management can be done by 
using SPSS Statistics 21. SPSS can be used to take any data from almost any type of file 
and can be used to produce charts, plots of distributions and trends, descriptive statistics, 








Figure 5 : Software used in this study 
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3.3  Key Project Milestones 







Submission of Progress Report Week 7 
Pre-SEDX Week 10 
Draft Report/Dissertation/Technical Paper Week 11/12/13 
Viva Week 14 
Project Dissertation (Hard Bound) Week 15 
NO. DETAILS / WEEK 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 Analysis of Dulang, PMO wave height data                             
2 Submission of Progress Report                             
3 Analysis of Erb West, SBO wave height data                
4 Analysis of Tukau, SKO wave height data                
5 Pre-SEDEX                             
6 Submission of Draft Report                             
7 Submission of Dissertation (Soft Bound)                             
8 Submission of Technical Paper                             
9 Viva                             
10 Submission of Project Dissertation (Hard Bound)                





RESULTS AND DISCUSSIONS 
 
4.1  Data Analysed and Validation 
In this study, there are 3 different regions in Malaysia represented by 3 different 
platforms location are used. The 3 platforms are Dulang, Peninsular Malaysia region, 
Tukau, Sarawak region and Erb West, Sabah region. These 3 platforms have their own 
function and all measurements are done in these platforms in order to get the significant 
wave height (metocean data) that shows every region‟s metocean condition.  
The following table shows the details of the 3 platforms.  
Table 4 : Details of Platform 
DETAILS DULANG (PMO) TUKAU (SKO) ERB WEST (SBO) 
Platform type Fixed Steel Jacket Fixed Steel Jacket Fixed Steel Jacket 
Latitude 5 48‟0‟‟ N 4 24‟0‟‟ N 6 21‟0‟‟ N 
Longitude 104 9‟0‟‟ E 113 45‟0‟' E 115 39‟0‟‟ E 























Figure 6 is the example of time series for wave height in January 2003 at Dulang 
platform modeled by using SPSS software.  The straight line in the graph represents the 
mean of the time series. 
4.3  ARIMA (p, d, q) model 
By looking at the BIC value, the most suitable ARIMA model for January 2003 wave 
height time series is ARIMA (2,0,1). ARIMA (2,0,1) has been selected to forecast for 
January 2003 wave height times series because it has the lowest value of BIC compared 
to other models produced. 








 Model Type 
Model ID SignificantWaveHeightCorrected Model_1 ARIMA(2,0,1)(0,0,0) 








4.3.1  Comparison of BIC values 
The best model will be selected based on BIC value. The smaller value of BIC indicates 
better fit of model. For each month data, there are 6 ARIMA models used for 















Table 6 : Model Summary 
Lowest value of BIC 




























Lowest value of BIC 
Table 8 : Summary of BIC values for Tukau 
Table 9 : Summary of BIC values for Erb West 
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4.4 Forecast Result 
By using ARIMA model, the future wave height data can be forecasted according to the 
desired period of time which is 7 days. The forecast result is set to fall between 95% 

























4.5  Comparison between Forecasted Wave Height and Actual Wave Height 
The accuracy of the model is measured by making a comparison between the forecasted 
wave height and the actual wave height.  
 
Figure 8 : Using different ARIMA models for Dulang January 2003 time series (hourly data) to 
forecast from 1/2/2003 -7/2/2003 (1 week) 
 
There are 6 forecasted wave height data from different ARIMA (p,d,q) model. Based on 
the BIC value, for January 2003 Dulang Platform data, the best fit model is  
ARIMA (2,0,1). Based on the plotted graphs, the red colour graph which is ARIMA 
(2,0,1) model has the smallest difference with the actual wave height data. The accuracy 
of the model for January 2003 dropped with time. However, to perform long-term 
forecasting, the data need to be updated regularly as the statistical properties of the 













































Comparison between Actual and Forecasted 







































































































































Comparison between Actual and 









Figure 9 : Using different ARIMA models for Tukau January 2003 time series (hourly data) 
to forecast from 1/2/2003 -7/2/2003 (1 week) 
Figure 10 : Using different ARIMA models for Erb West January 2003 time series  
(hourly data) to forecast from 1/2/2003 -7/2/2003 (1 week) 
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4.6  ARIMA (p,d,q) parameters 
ARIMA (p,d,q) parameters that have been used for forecasting for three different 














The order of Autoregressive is constant for all regions which the value is 2. Besides that, 
no differencing is needed for all regions since the wave time series is weakly stationary. 
Moving Average order ranges from 1 to 3 for all regions and months. Generally, the 











CONCLUSION AND RECOMMENDATION  
From the overall analysis of the project, there are several main points that can be 
concluded. ARIMA (p,d,q) parameters model varies insignificantly for different month 
during monsoon and non-monsoon. 
Besides that, the parameters of the estimates (p,d,q) was found to be consistent for the 
three regions. The operation areas can be represented by one ARIMA model. In 
addition, it was found that the waves time series was weakly stationary and hence no 
differencing is needed. This ARIMA model supported the theory that South China Sea is 
not a fully developed sea. 
ARIMA model is reliable for short-term forecast and can be used for operational by 
Petronas Carigali Sdn. Bhd. ARIMA (p,d,q) model also can be used for long-term 
forecasting future environmental load such as wave by regularly updating the data since 
the accuracy of the model dropped with the increasing time. 
There are some recommendations can be taken into account in order to improve the 
findings of this research. More engineering inputs such as wind data, bathymetry data 
and others are needed to increase the accuracy of the model. The ARIMA model 
generated is solely depends on the statistical data. 
Finally, more data from other locations are needed in order to have more precise analysis 
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Using ARIMA (2, 0, 1) for January 2003 time series (hourly data) to 
forecast from 1/2/2003 -7/2/2003 (1 week) 
Using ARIMA (2, 0, 1) for February 2003 time series (hourly data) to 

































Using ARIMA (2, 0, 1) for March 2003 time series (hourly data) to 
forecast from 1/4/2003 -7/4/2003 (1 week) 
Using ARIMA (2, 0, 3) for April 2003 time series (hourly data) to 






























Using ARIMA (2, 0, 1) for May 2003 time series (hourly data) to 
forecast from 1/6/2003 -7/6/2003 (1 week) 
Using ARIMA (2, 0, 2) for June 2003 time series (hourly data) to 































Using ARIMA (2, 0, 1) for July 2003 time series (hourly data) to 
forecast from 1/8/2003 -7/8/2003 (1 week) 
Using ARIMA (2, 0, 1) for August 2003 time series (hourly data) to 































Using ARIMA (2, 0, 1) for September 2003 time series (hourly data) to 
forecast from 1/10/2003 -7/10/2003 (1 week) 
Using ARIMA (2, 0, 3) for October 2003 time series (hourly data) to 































Using ARIMA (2, 0, 1) for November 2003 time series (hourly data) to 
forecast from 1/12/2003 -7/12/2003 (1 week) 
Using ARIMA (2, 0, 1) for December 2003 time series (hourly data) to 



































Using ARIMA (2, 0, 1) for January 2003 time series (hourly data) to 
forecast from 1/2/2003 -7/2/2003 (1 week) 
Using ARIMA (2, 0, 2) for February 2003 time series (hourly data) to 


































Using ARIMA (2, 0, 1) for March 2003 time series (hourly data) to 
forecast from 1/4/2003 -7/4/2003 (1 week) 
Using ARIMA (2, 0, 1) for April 2003 time series (hourly data) to 































Using ARIMA (2, 0, 1) for May 2003 time series (hourly data) to 
forecast from 1/6/2003 -7/6/2003 (1 week) 
Using ARIMA (2, 0, 1) for June 2003 time series (hourly data) to 































Using ARIMA (2, 0, 3) for July 2003 time series (hourly data) to 
forecast from 1/8/2003 -7/8/2003 (1 week) 
Using ARIMA (2, 0, 1) for August 2003 time series (hourly data) to 































Using ARIMA (2, 0, 1) for September 2003 time series (hourly data) to 
forecast from 1/10/2003 -7/10/2003 (1 week) 
Using ARIMA (2, 0, 1) for October 2003 time series (hourly data) to 
































Using ARIMA (2, 0, 2) for November 2003 time series (hourly data) to 
forecast from 1/12/2003 -7/12/2003 (1 week) 
Using ARIMA (2, 0, 3) for December 2003 time series (hourly data) to 
































Using ARIMA (2, 0, 1) for January 2003 time series (hourly data) to 
forecast from 1/2/2003 -7/2/2003 (1 week) 
Using ARIMA (2, 0, 1) for February 2003 time series (hourly data) to 































Using ARIMA (2, 0, 1) for March 2003 time series (hourly data) to 
forecast from 1/4/2003 -7/4/2003 (1 week) 
Using ARIMA (2, 0, 1) for April 2003 time series (hourly data) to 































Using ARIMA (2, 0, 1) for May 2003 time series (hourly data) to 
forecast from 1/6/2003 -7/6/2003 (1 week) 
Using ARIMA (2, 0, 3) for June 2003 time series (hourly data) to 































Using ARIMA (2, 0, 1) for July 2003 time series (hourly data) to 
forecast from 1/8/2003 -7/8/2003 (1 week) 
Using ARIMA (2, 0, 1) for August 2003 time series (hourly data) to 































Using ARIMA (2, 0, 1) for September 2003 time series (hourly data) to 
forecast from 1/10/2003 -7/10/2003 (1 week) 
Using ARIMA (2, 0, 3) for October 2003 time series (hourly data) to 
























Using ARIMA (2, 0, 1) for November 2003 time series (hourly data) to 
forecast from 1/12/2003 -7/12/2003 (1 week) 
Using ARIMA (2, 0, 1) for December 2003 time series (hourly data) to 
forecast from 1/1/2004 -7/1/2004 (1 week) 
