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RENORMALIZED ENERGY FOR DISLOCATIONS IN QUASI-CRYSTALS
LEI WU
Abstract. Anti-plane shear deformations of a hexagonal quasi-crystal with multiple screw dislocations are
considered. Using a variational formulation, the elastic equilibrium is characterized via limit of minimizers
of a core-regularized energy functional. A sharp estimate of the asymptotic energy when the core radius
tends to zero is obtained using higher-order Γ-convergence. Also, the interaction between dislocations and
the Peach-Ko¨hler force at each dislocation are analyzed.
Keywords: dislocation; renormalized energy; Γ-convergence.
1. Introduction
1.1. Problem Settings. Quasi-crystals were introduced in 1982 by Shechtman(see [17]) as a kind of non-
crystalline condensed matter state. In contrast with crystals with periodic atomic arrangement, quasi-crystals
only exhibit quasi-periodicity, i.e. they have perfect long-range order (like mirror symmetry) but no three-
dimensional periodicity.
Unlike many other amorphous solids, quasi-crystals have similar elastic properties to these of crystals.
More importantly, based on the Landau density wave theory(see [9]), quasi-crystals can be described as a
projection of higher-dimensional crystals into a lower-dimensional space. This requires two displacement
fields ~u and ~w defined in the physical domain of the quasi-crystal, where ~u is a phonon field which is similar
to the displacement field in crystals and ~w is an extra phase field. Also, we may define the strain and stress
tensors in phonon space and phase space.
To be precise, we consider anti-plane shear deformations of a one-dimensional hexagonal quasi-crystal (see
[5], [6], [7], [8], [9], [14]). Given an elastic body Ξ = Ω×R, where Ω ⊂ R2 is simply-connected, bounded and
open, with Lipschitz ∂Ω, we denote the phonon deformation as
Φ : (x, y, z)→ (x, y, z + u(x, y)),
and the phase deformation as
Ψ : (x, y, z)→ (x, y, z + w(x, y)),
for some functions u,w : Ω→ R. This allows us to reduce the three-dimensional problem to a two-dimensional
setting. Hence, the phonon strain tensor is defined as
U := ∇(0, 0, u) =


0 0 0
0 0 0
∂u
∂x
∂u
∂y
0

 , (1.1)
which can be symmetrized as
U˜ :=
U + UT
2
=


0 0
1
2
∂u
∂x
0 0
1
2
∂u
∂y
1
2
∂u
∂x
1
2
∂u
∂y
0


,
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and the non-symmetric phase strain tensor is defined as
W := ∇(0, 0, w) =


0 0 0
0 0 0
∂w
∂x
∂w
∂y
0

 . (1.2)
The relations (1.1) and (1.2) hold for a quasi-crystal when dislocations are absent. If dislocations are taken
into consideration, then the strain tensor is singular at the site of the dislocations, and in particular it is a line
singularity for a screw dislocation. Dislocations are one-dimensional defects in a crystalline-type material,
whose presence may greatly affect the elastic and other properties (see [11] and [15]). Dislocation lines of
quasi-crystals were observed in experiments soon after Shechtman’s discover (see [1], [12], [13], [14]).
In a quasi-crystal undergoing a shear deformation, a screw dislocation may be described by a position
(x, y) ∈ Ω and a Burger’s vector~b = b~ez. Here ~ez denotes the unit vector in the z direction and b, the Burger’s
modulus, represents the magnitude of the dislocation. The presence of dislocation yields a singularity at
position (x, y) and thus strain tensors fail to be the gradients of smooth displacement fields, i.e. (1.1) and
(1.2) do not hold any more.
To be precise, consider N dislocations at ~di = (xi, yi) for i = 1, 2, . . . , N , with Burger’s vector for the
phonon field given by ~biu = b
i
u~ez and for the phase field given by
~biw = b
i
w~ez. The strain tensors U and W
now satisfy
(∇× U) · ~ez =
N∑
i=1
~biuδ~di , (∇×W ) · ~ez =
N∑
i=1
~biwδ~di ,
which is equivalent to
biu =
∫
ℓi
U · tds, biw =
∫
ℓi
W · tds,
where ℓi is any counterclockwise loop that surrounds ~di and no other dislocation points, t is the tangent
of ℓi and ds is the line differential. Similarly, we can still define the symmetrized phonon strain tensor
U˜ =
U + UT
2
.
Denote the phonon stress tensor as σ and the phase stress tensor as ρ, which are 3×3 matrices in principle.
For the convenience of computation, we may straighten σ, ρ, U˜ andW to column vectors with 9 components.
Then the generalized Hooke’s law (see [9]) reads as(
σ
ρ
)
=
(
C R
RT K
)(
U˜
W
)
,
where C, R, K are 9× 9 matrices such that
(
C R
RT K
)
is positive definite and depends on the species of
the quasi-crystal. The equilibrium equations are
∇ · σ = 0, ∇ · ρ = 0,
where the divergence is performed row by row. Here we use straightened vectors and matrices interchange-
ably. The free energy is
J [U,W ] :=
∫
Ξ
F[U,W ]dxdydz,
where the energy density F is given by
F[U,W ] :=
1
2
(
U˜T WT
)( C R
RT K
)(
U˜
W
)
.
We intend to study the structure of the energy associated with this system.
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1.2. Problem Simplification. Since U and W are sparse matrices, we can reduce the 18-variable problem
to a 4-variable problem (see [9]). In particular, for N dislocation points at ~di, i = 1, 2, . . . , N , with Burger’s
vectors for the phonon field given by ~biu and for the phase field given by
~biw, it suffices to consider U =
(Ux,Uy) and W = (Wx,Wy) satisfying

(
σ
ρ
)
=
(
C R
RT K
)(
U
W
)
,
∇×U =
N∑
i=1
biuδ~di , ∇×W =
N∑
i=1
biwδ~di,
∇ · σ = 0, ∇ · ρ = 0,
(1.3)
where σ = (σx, σy), ρ = (ρx, ρy) are vectors with 2 components, and C, R, K are 2× 2 matrices, C and K are
symmetric and positive definite, ∇ · ~f :=
∂fx
∂x
+
∂fy
∂y
and ∇× ~f :=
∂fy
∂x
−
∂fx
∂y
. Roughly speaking, U plays
the role of
(
∂u
∂x
,
∂u
∂y
)
and W plays the role of
(
∂w
∂x
,
∂w
∂y
)
. Here we omit the symmetrization procedure of
U since it can be directly incorporated into Hooke’s law, and we do not change the notation for σ, ρ, C, R,
K. The free energy is
J [U ,W ] :=
∫
Ω
F[U ,W ]dxdy,
with density
F[U ,W ] :=
1
2
(
U T W T
)( C R
RT K
)(
U
W
)
.
In a hexagonal quasi-crystal (see [9]), we may further simplify the Hooke’s law as
C =
(
C 0
0 C
)
, R = RT =
(
R 0
0 R
)
, K =
(
K 0
0 K
)
,
for some constants C, R, K with
C,K > 0 and CK > R2, (1.4)
i.e. the matrix
(
C R
RT K
)
is positive definite. Also, the free energy density reduces to
F[U ,W ] =
1
2
(
C |U |
2
+K |W |
2
+ 2R(U ·W )
)
. (1.5)
1.3. Core Regularization. It is well-known that in a neighborhood of a dislocation point, the free energy
blows up (see [7] and [8]). Similar to the techniques in [6] and [8] for crystals, we consider a variational
formulation by removing a core Bǫ(~di) = {~d = (x, y) :
∣∣∣~d− ~di∣∣∣ ≤ ǫ} around each dislocation, and we consider
the minimization problem
min
(U,W)∈Hǫ
0
∫
Ωǫ
F[U,W]dxdy, (1.6)
where Ωǫ := Ω
∖( N⋃
i=1
Bǫ(~di)
)
and the admissible set is defined by
Hǫ0 =
{
(U,W) : U,W ∈ L2(Ωǫ), ∇× U = 0,∇×W = 0 in Ωǫ,∫
∂Bǫ(~di)
U · tds = biu,
∫
∂Bǫ(~di)
W · tds = biw, i = 1, 2, . . . , N
}
,
where t is the unit tangent vector at ∂Bǫ(~di). Here U · t and W · t are the tangential traces of U and W,
which are well-defined in the L2 curl-free space(see [7] and [8]).
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Assume that the solution to the above minimization problem admits a unique solution as (Uǫ,Wǫ). Our
goal is to study the behavior of (Uǫ,Wǫ) and of the free energy
Jǫ[Uǫ,Wǫ] :=
∫
Ωǫ
F[Uǫ,Wǫ]dxdy,
as ǫ→ 0.
1.4. Main Theorem. We intend to use Γ-convergence to analyze the minimizer and energy structure.
Define the functional J
(0)
ǫ : L2(Ω)× L2(Ω)→ [0,∞] by
J (0)ǫ [Uǫ,Wǫ] :=


∫
Ωǫ
1
2
(
C |Uǫ|
2 +K |Wǫ|
2 + 2R(Uǫ ·Wǫ)
)
dxdy
if (Uǫ,Wǫ) =
(
U˜ǫ
|ln(ǫ)|
1/2
,
W˜ǫ
|ln(ǫ)|
1/2
)
for some (U˜ǫ, W˜ǫ) ∈ H
ǫ
0,
∞ otherwise in L2(Ω)× L2(Ω).
Theorem 1.1. (Compactness)(see Section 3.1) Assume that (1.4) holds and (Uǫ,Wǫ) ∈ L
2(Ω) × L2(Ω)
satisfy
sup
ǫ>0
J (0)ǫ [Uǫ,Wǫ] ≤ C0.
Then there exists vu, vw ∈ H
1(Ω) such that up to the extraction of subsequence (non-relabelled),
(1ΩǫUǫ,1ΩǫWǫ)⇀ (∇vu,∇vw) in weak− L
2 as ǫ→ 0.
With compactness theorem in hand, we can show the zeroth-order Γ-convergence.
Theorem 1.2. ( 0th-Order Γ-Convergence )(see Section 3.2) Assume that (1.4) holds. Define the functional
J
(0)
0 : L
2(Ω)× L2(Ω)→ [0,∞] as
J
(0)
0 [U,W] :=


∫
Ω
1
2
(
C |∇vu|
2
+K |∇vw|
2
+ 2R(∇vu · ∇vw)
)
+
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
if (U,W) = (∇vu,∇vw) for some vu, vw ∈ H
1(Ω),
∞ otherwise in L2(Ω)× L2(Ω).
Then
(1) For any sequence of pairs (Uǫ,Wǫ) ∈ L
2(Ω) × L2(Ω) such that (Uǫ,Wǫ) ⇀ (U,W) in weak-L
2(Ω),
we have lim infǫ→0 J
(0)
ǫ [Uǫ,Wǫ] ≥ J
(0)
0 [∇vu,∇vw].
(2) There exists a sequence of pairs (Uǫ,Wǫ) ∈ L
2(Ω) × L2(Ω) such that (Uǫ,Wǫ) ⇀ (U,W) in weak-
L2(Ω), we have lim supǫ→0 J
(0)
ǫ [Uǫ,Wǫ] ≤ J
(0)
0 [∇vu,∇vw],
which means
J (0)ǫ [Uǫ,Wǫ]→ J
(0)
0 [U,W],
in the sense of Γ-convergence in weak-L2(Ω)
Γ-convergence naturally yields the convergence of minimum of energy functionals.
Corollary 1.3. (Core Energy)(see Section 3.2) Assume that (1.4) holds. We have
inf
U,W
J
(0)
0 [U,W] =
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
.
Assume (U ′ǫ ,W
′
ǫ ) is the minimizer of J
(0)
ǫ , then we have
J (0)ǫ [U
′
ǫ ,W
′
ǫ ] = E0 + o(1),
where the rescaled leading-order energy
E0 =
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
. (1.7)
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The zeroth-order Γ-convergence result tells us the asymptotic behavior of leading-order free energy. How-
ever, the rescaling in J
(0)
ǫ suppress O(1) term in the energy. As [3] revealed, more detailed information can
be discovered when we get rid of the rescaling and go to first-order Γ-convergence. Define the functional
J
(1)
ǫ : L2(Ω)× L2(Ω)→ [0,∞] as
J (1)ǫ
[
U˜ǫ, W˜ǫ
]
:=


∫
Ωǫ
1
2
(
C
∣∣∣U˜ǫ∣∣∣2 +K ∣∣∣W˜ǫ∣∣∣2 + 2R(U˜ǫ · W˜ǫ)
)
dxdy − |ln(ǫ)| inf
U,W
J
(0)
0 [U,W]
if (U˜ǫ, W˜ǫ) ∈ H
ǫ
0,
∞ otherwise in L2(Ω)× L2(Ω).
Theorem 1.4. ( 1st-Order Γ-Convergence )(see Section 3.3) Assume that (1.4) holds. Define the functional
J
(1)
0 : L
2(Ω)× L2(Ω)→ [0,∞] as
J
(1)
0 [U˜, W˜] :=


Eself + Eint + Eelastic if (U˜, W˜) =
(
∇vu +
N∑
i=1
Ui,∇vw +
N∑
i=1
Wi
)
,
for some (vu, vw) ∈ H
1(Ω),
∞ otherwise in L2(Ω)× L2(Ω),
where
Eself :=
N∑
i=1
∫
Ω\Br(~di)
1
2
(
C |Ui|
2 +K |Wi|
2 + 2R(Ui ·Wi)
)
dxdy
+
N∑
i=1
(C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w))
4π
ln(r),
Eint :=
N−1∑
i=1
N∑
j=i
∫
Ω
(
C(Ui ·Uj) +K(Wi ·Wj) +R(Ui ·Wj) +R(Uj ·Wi)
)
,
Eelastic := J [∇vu,∇vw] +
N∑
i=1
∫
∂Ω
(
vu(CUi +RWi) + vw(KWi +RUi)
)
· nds.
Then
(1) For any sequence of pairs (U˜ǫ, W˜ǫ) ∈ L
2(Ω) × L2(Ω) such that
(
U˜ǫ, W˜ǫ
)
⇀ (U˜, W˜) in weak-L2(Ω),
we have lim infǫ→0 J
(1)
ǫ [U˜ǫ, W˜ǫ] ≥ J
(1)
0 [∇vu,∇vw].
(2) There exists a sequence of pairs (U˜ǫ, W˜ǫ) ∈ L
2(Ω) × L2(Ω) such that
(
U˜ǫ, W˜ǫ
)
⇀ (U˜, W˜) in weak-
L2(Ω), we have lim supǫ→0 J
(1)
ǫ [U˜ǫ, W˜ǫ] ≤ J
(1)
0 [∇vu,∇vw],
which means
J (1)ǫ [U˜ǫ, W˜ǫ]→ J
(1)
0 [U˜, W˜],
in the sense of Γ-convergence in weak-L2(Ω).
Similarly, we have a better approximation of energy functionals.
Corollary 1.5. (Renormalized Energy)(see Section 3.3) Assume that (1.4) holds. We have
inf
U˜,W˜
J
(1)
0 [U˜, W˜] = Fself + Fint + Felastic,
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where
Fself : =
N∑
i=1
∫
Ω\Br(~di)
1
2
(
C |Ui|
2 +K |Wi|
2 + 2R(Ui ·Wi)
)
dxdy (1.8)
+
N∑
i=1
(C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w))
4π
ln(r),
Fint : =
N−1∑
i=1
N∑
j=i
∫
Ω
(
C(Ui ·Uj) +K(Wi ·Wj) +R(Ui ·Wj) +R(Uj ·Wi)
)
,
Felastic : = J [∇u0,∇w0] +
N∑
i=1
∫
∂Ω
(
u0(CUi +RWi) + w0(KWi +RUi)
)
· nds,
in which (u0, w0) is the minimizer of
I[vu, vw] = J [∇vu,∇vw] +
N∑
i=1
∫
∂Ω
(
vu(CUi +RWi) + vw(KWi +RUi)
)
· nds.
Assume (U˜ ′ǫ , W˜
′
ǫ ) ∈ H
ǫ
0 is the minimizer of J
(1)
ǫ , then we have
J (1)ǫ [U˜
′
ǫ , W˜
′
ǫ ] = Fself + Fint + Felastic + o(1).
As corollaries, we can now state a characterization of the structure of minimizer (Uǫ,Wǫ) and energy
Jǫ[Uǫ,Wǫ] in (1.6).
Theorem 1.6. (Minimizer Structure)(see Section 3.4) Assume that (1.4) holds. The problem (1.6) admits
a unique solution
Uǫ =
N∑
i=1
Ui +∇uǫ, Wǫ =
N∑
i=1
Wi +∇wǫ,
where
Ui =
biu
2π
1
(x− xi)2 + (y − yi)2
(
− (y − yi), (x− xi)
)
,
Wi =
biw
2π
1
(x− xi)2 + (y − yi)2
(
− (y − yi), (x− xi)
)
,
and (uǫ, wǫ) is the unique minimizer of
Iǫ[uǫ, wǫ] : = Jǫ[∇uǫ,∇wǫ] +
N∑
i=1
∫
∂Ω
(
uǫ(CUi +RWi) + wǫ(KWi +RUi)
)
· nds
−
N∑
i=1
∑
j 6=i
∫
∂Bǫ(xi,yi)
(
uǫ(CUj +RWj) + wǫ(KWj +RUj)
)
· nds,
subject to
∫
B
uǫdxdy = 0 and
∫
B
wǫdxdy = 0 for some ball B ⊂ Ωǫ, with n the outward unit normal vector
on ∂Ω.
Furthermore, (Uǫ,Wǫ) converges in weak-L
2(Ω) as ǫ→ 0 to (U0,W0) where
U0 =
N∑
i=1
Ui +∇u0, W0 =
N∑
i=1
Wi +∇w0.
and [u0, w0] is the unique minimizer of
I0[u0, w0] = J [∇u0,∇w0] +
N∑
i=1
∫
∂Ω
(
u0(CUi +RWi) + w0(KWi +RUi)
)
· nds,
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subject to
∫
B
u0dxdy = 0 and
∫
B
w0dxdy = 0 for some ball B ⊂ Ωǫ
Theorem 1.7. (Energy Structure)(see Section 3.4) Assume that (1.4) holds. We have
Jǫ[Uǫ,Wǫ] =
∫
Ωǫ
F[Uǫ,Wǫ]dxdy = E0 ln
(
1
ǫ
)
+ F + o(1),
where the core energy E0 is defined in (1.7) and the renormalized energy F = Fself+Fint+Felastic is defined
in (1.8).
Remark 1.8. The core energy is a leading singular term of O(|ln(ǫ)|), which confirms that the free energy
is not finite when dislocations are present. The O(1) term F is usually called the renormalized energy and
is physically meaningful. This type of asymptotic expansion was first derived for Ginzburg-Landau vortices
in [4], and extended to the context of dislocation in [8]. The techniques to prove Γ-convergence results were
first introduced in the study of the Ginzburg-Landau vortices (see [2] and [16]).
Note that the renormalized energy is independent of the radius ǫ and thus fully characterizes the energy
structure around dislocations.
As an application of the energy structure, we prove that the interaction energy Fint obeys the inverse
logarithmical law of the distance between two dislocations.
Theorem 1.9. (Interaction Energy)(see Section 4.1) Assume that (1.4) holds. We have
Fint =
N−1∑
i=1
N∑
j=i
Cbiub
j
u +Kb
i
wb
j
w +Rb
i
ub
j
w +Rb
i
wb
j
u
2π
ln

 1∣∣∣~di − ~dj ∣∣∣

+O(1).
When multiple dislocations are present, defects interact with themselves by means of the so-called Peach-
Ko¨hler force, which is defined as the negative gradient of renormalized energy F at the dislocation points
(see [10]).
Theorem 1.10. (Peach-Ko¨hler force)(see Section 4.2) Assume that (1.4) holds. The Peach-Ko¨hler force
acting at ~dk is given by
∇~dkF = −
∫
∂Br(~dk)
(
F[U0,W0]1− (CU0 ⊗U0 +KW0 ⊗W0 +RU0 ⊗W0 +RW0 ⊗U0)
)
· nds,
for r <
1
2
mink
(
dist(~dk, ∂Ω)
)
.
Remark 1.11. The integrand in Theorem 1.10
E = −
(
F[U0,W0]1− (CU0 ⊗U0 +KW0 ⊗W0 +RU0 ⊗W0 +RW0 ⊗U0)
)
.
is usually called the Eshelby stress tensor.
Our paper is organized as follows: in Section 2 we present some preliminary results on the minimization
problem (1.6) of Jǫ for fixed ǫ; in Section 3 we derive the zeroth-order and first-order Γ-convergence of the
free energy when ǫ→ 0 and study the structure of minimizer and energy; Finally, in Section 4 we introduce
two applications of the renormalized energy: the interaction between dislocations and the Peach-Ko¨hler
force.
2. Preliminaries
In this section, we consider the minimization problem (1.6) of Jǫ for fixed ǫ.
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2.1. Euler-Lagrange Equation. We start with the equations that minimizer of Jǫ should satisfy and the
uniqueness of minimizer.
Lemma 2.1. Assume that (1.4) holds and (Uǫ,Wǫ) is the minimizer of Jǫ in H
ǫ
0(Ω). Then it satisfies the
equations {
∇ · (CUǫ +RWǫ) = ∇ · (KWǫ +R
TUǫ) = 0 in Ωǫ,
(CUǫ +RWǫ) · n = (KWǫ +R
TUǫ) · n = 0 on ∂Ωǫ,
(2.1)
where n is the outward normal vector to ∂Ωǫ. Moreover, the solution to (2.1) is unique.
Proof. The free energy density in Ωǫ is given by
F[U,W] =
1
2
(
UT WT
)( C R
RT K
)(
U
W
)
=
1
2
(
UTCU+WTKW+ UTRW+WTRTU
)
.
For any (U,W) and (U¯, W¯) in Hǫ0, we must have U − U¯ = ∇P and W − W¯ = ∇Q for some P,Q ∈ H
1(Ωǫ)
due to curl-free condition. Hence, the first-order variation is
δJǫ[U,W](p, q) = lim
θ→0
Jǫ[U + θ∇p,W+ θ∇q]− Jǫ[U,W]
θ
= −
∫
Ωǫ
(
p∇ · (CU+RW) + q∇ · (KW+RTU)
)
dxdy
+
∫
∂Ωǫ
(
p(CU+RW) · n+ q(KW +RTU) · n
)
ds.
Thus, setting δJǫ[U,W](p, q) = 0 for any p, q ∈ H
1(Ωǫ), we can deduce that the minimizer (Uǫ,Wǫ) is a weak
solution of the Euler-Lagrange equations (2.1).
To prove uniqueness, assume that (Uǫ,Wǫ) and (U¯ǫ, W¯ǫ) are two solutions to (2.1). The difference (f, g) =
(Uǫ − U¯ǫ,Wǫ − W¯ǫ) must be curl-free and has zero loop integral around ∂Bǫ(~di). Therefore, we must have
(f, g) = (∇F,∇G) for some F,G ∈ H1(Ωǫ). Since F and G satisfy the equation∫
Ωǫ
(
(∇p)T (C∇F +R∇G) + (∇q)T (K∇G +RT∇F )
)
dxdy = 0,
for any p, q ∈ H1(Ωǫ), taking p = F and q = G, considering
(
C R
RT K
)
is positive definite, we must have
∇F = ∇G = 0, and the uniqueness follows. 
2.2. Estimate and Energy for Single Dislocation. In this section, we further restrict the discussion to
the case in which Ω = Br(~d0) for constant r >> ǫ, with only one dislocation at ~d0 = (x0, y0) with Burger’s
vector of phonon field as ~bu and of phase field as ~bw. Solving the above Euler-Lagrange equations (2.1), by
a linear combination, we get {
∇ ·Uǫ = ∇ ·Wǫ = 0 in Ωǫ,
Uǫ · n = Wǫ · n = 0 on ∂Ωǫ,
in Hǫ0(Ω). Hence, there exists potential functions Uǫ(x, y) and Wǫ(x, y) such that ∇Uǫ = Uǫ, ∇Wǫ = Wǫ and
∆Uǫ = ∆Wǫ = 0 in Ωǫ.
Therefore, we are lead to solving Laplace’s equations in an annulus with Neumann boundary
∂Uǫ
∂n
=
∂Wǫ
∂n
= 0. This system has a unique solution subject to the normalization conditions
∫
∂Bǫ(~d0)
dUǫ = bu
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and
∫
∂Bǫ(~d0)
dWǫ = bw, and we obtain the explicit solution as
Uǫ =
bu
2π
arctan
(
y − y0
x− x0
)
, Wǫ =
bw
2π
arctan
(
y − y0
x− x0
)
for (x, y) ∈ Ωǫ.
Hence, we have
Uǫ =
bu
2π
1
(x− x0)2 + (y − y0)2
(
− (y − y0), (x− x0)
)
, (2.2)
Wǫ =
bw
2π
1
(x− x0)2 + (y − y0)2
(
− (y − y0), (x− x0)
)
, (2.3)
for (x, y) ∈ Ωǫ, and we note that these are independent of ǫ and r. Therefore, the minimum free energy can
be obtained explicitly as
Jǫ =
∫
Ωǫ
F[Uǫ,Wǫ]dxdy = (Cb
2
u +Kb
2
w + 2Rbubw)
1
4π
ln
(
r
ǫ
)
.
2.3. Estimate and Energy for Multiple Dislocations. Now we consider the case with multiple dislo-
cations in general domains. For fixed ~di = (xi, yi), assume that the single-dislocation solution is (Ui,Wi).
Based on analysis in Lemma 2.1, we must have
Uǫ :=
N∑
i=1
Ui +∇uǫ, Wǫ :=
N∑
i=1
Wi +∇wǫ.
for some uǫ, wǫ ∈ H
1(Ωǫ). We deduce
Jǫ[Uǫ,Wǫ] = Iǫ[uǫ, wǫ] +
N∑
i=1
Jǫ[Ui,Wi]
+
N−1∑
i=1
N∑
j=i
∫
Ωǫ
(
C(Ui ·Uj) +K(Wi ·Wj) +R(Ui ·Wj) +R(Uj ·Wi)
)
,
where
Iǫ[uǫ, wǫ] : = Jǫ[∇uǫ,∇wǫ] +
N∑
i=1
∫
∂Ω
(
uǫ(CUi +RWi) + wǫ(KWi +RUi)
)
· nds
−
N∑
i=1
∑
j 6=i
∫
∂Bǫ(xi,yi)
(
uǫ(CUj +RWj) + wǫ(KWj +RUj)
)
· nds.
Therefore, in order to minimize Jǫ, it suffices to consider the problem:
(Mǫ): Minimize Iǫ[u,w] for u,w ∈ H
1(Ωǫ) subject to
∫
B
udxdy = 0 and
∫
B
wdxdy = 0 for some ball
B ⊂ Ωǫ, i.e. find the solution of
min
u,w∈H1(Ωǫ)
Iǫ[u,w]. (2.4)
This normalization is for the convenience of coercivity and will not affect the minimizing process since
adding a constant to u or w will not affect the value of Iǫ[u,w].
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Lemma 2.2. Assume that (1.4) holds and (uǫ, wǫ) is the solution of the minimization problem (2.4) for Iǫ.
Then it satisfies the equations


∇ · (C∇uǫ +R∇wǫ) = ∇ · (K∇wǫ +R
T∇uǫ) = 0 in Ωǫ,(
C
( N∑
k=1
Ui +∇uǫ
)
+R
( N∑
k=1
Wi +∇wǫ
))
· n = 0 on ∂Ω,(
K
( N∑
k=1
Wi +∇wǫ
)
+RT
( N∑
k=1
Ui +∇uǫ
))
· n = 0 on ∂Ω,(
C
(∑
j 6=i
Ui +∇uǫ
)
+R
(∑
j 6=i
Wi +∇wǫ
))
· n = 0 on ∂Bǫ(~di),(
K
(∑
j 6=i
Wi +∇wǫ
)
+RT
(∑
j 6=i
Ui +∇uǫ
))
· n = 0 on ∂Bǫ(~di).
(2.5)
Moreover, the solution to (2.5) is unique.
Proof. This follows a standard argument via first-order variation. Letting
δIǫ[u,w](p, q) = lim
θ→0
Iǫ[u+ θp,w+ θq]− Iǫ[u,w]
θ
= −
∫
Ωǫ
(
p∇ · (C∇u+R∇w) + q∇ · (K∇w +RT∇u)
)
dxdy
+
∫
∂Ω
p
(
C
( N∑
k=1
Ui +∇u
)
+R
( N∑
k=1
Wi +∇w
))
· nds
+
∫
∂Ω
q
(
K
( N∑
k=1
Wi +∇w
)
+RT
( N∑
k=1
Ui +∇u
))
· nds
−
∫
∂Bǫ(~di)
p
(
C
(∑
j 6=i
Ui +∇u
)
+R
(∑
j 6=i
Wi +∇w
))
· nds
−
∫
∂Bǫ(~di)
q
(
K
(∑
j 6=i
Wi +∇w
)
+RT
(∑
j 6=i
Ui +∇u
))
· nds.
If δIǫ[u,w](p, q) = 0 for any p, q ∈ H
1(Ωǫ), then the system (2.5) is satisfied. The uniqueness follows from a
standard argument as in the proof of Lemma 2.1. 
2.4. Minimization of the Energy.
Lemma 2.3. Assume that (1.4) holds. There exist constants C1, C2 > 0 independent of ǫ such that
Iǫ[u,w] ≥ C1
(
‖u‖
2
H1(Ωǫ)
+ ‖w‖
2
H1(Ωǫ)
)
− C2
(
‖u‖H1(Ωǫ) + ‖w‖H1(Ωǫ)
)
,
for all u,w ∈ H1(Ωǫ) subject to the normalization condition
∫
B
udxdy = 0 and
∫
B
wdxdy = 0 for some
ball B ⊂ Ωǫ. Moreover, the minimization problem (2.4) for Iǫ admits a unique solution (uǫ, wǫ) ∈ H
1(Ωǫ)
satisfying
‖u‖2H1(Ωǫ) + ‖w‖
2
H1(Ωǫ)
≤M,
for some constant M > 0 independent of ǫ.
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Proof. Recall that
Iǫ[u,w] : = Jǫ[∇u,∇w] +
N∑
i=1
∫
∂Ω
(
u(CUi +RWi) + w(KWi +RUi)
)
· nds
−
N∑
i=1
∑
j 6=i
∫
∂Bǫ(xi,yi)
(
u(CUj +RWj) +w(KWj +RUj)
)
· nds.
Since F is positive definite, we directly estimate
Iǫ[u,w] ≥ C
∫
Ωǫ
(
|∇u|
2
+ |∇w|
2
)
dxdy − C′
∫
∂Ω
(
|u|+ |w|
)
ds− C′
∫
∂Bǫ(xi,yi)
(
|u|+ |w|
)
ds.
By Poincare´’s inequality (see [8]), we have for C1 > 0 independent of ǫ,∫
Ωǫ
|∇u|2 dxdy ≥ C1 ‖u‖
2
H1(Ωǫ)
,∫
Ωǫ
|∇w|2 dxdy ≥ C1 ‖w‖
2
H1(Ωǫ)
.
In these two estimates, the normalization condition is essential. Also, we have for C2 > 0 independent of ǫ,∫
∂Ω
(
|u|+ |w|
)
ds ≤ C2
(
‖u‖H1(Ωǫ) + ‖w‖H1(Ωǫ)
)
, (2.6)∫
∂Bǫ(xi,yi)
(
|u|+ |w|
)
ds ≤ C2
(
‖u‖H1(Ωǫ) + ‖w‖H1(Ωǫ)
)
. (2.7)
Hence, the coercivity is naturally valid, i.e.
Iǫ[u,w] ≥ C1
(
‖u‖
2
H1(Ωǫ)
+ ‖w‖
2
H1(Ωǫ)
)
− C2
(
‖u‖H1(Ωǫ) + ‖w‖H1(Ωǫ)
)
.
Since Iǫ is strictly convex (see [8]) and Iǫ[0, 0] = 0, the existence and uniqueness follow. 
We have established the following result.
Theorem 2.4. Assume that (1.4) holds. The problem (1.6) admits a unique solution
Uǫ =
N∑
i=1
Ui +∇uǫ, Wǫ =
N∑
i=1
Wi +∇wǫ,
where
Ui =
biu
2π
1
(x− xi)2 + (y − yi)2
(
− (y − yi), (x− xi)
)
,
Wi =
biw
2π
1
(x− xi)2 + (y − yi)2
(
− (y − yi), (x− xi)
)
,
and (uǫ, wǫ) is the minimizer of
Iǫ[uǫ, wǫ] : = Jǫ[∇uǫ,∇wǫ] +
N∑
i=1
∫
∂Ω
(
uǫ(CUi +RWi) + wǫ(KWi +RUi)
)
· nds
−
N∑
i=1
∑
j 6=i
∫
∂Bǫ(xi,yi)
(
uǫ(CUj +RWj) + wǫ(KWj +RUj)
)
· nds.
subject to
∫
B
uǫdxdy = 0 and
∫
B
wǫdxdy = 0 for some ball B ⊂ Ωǫ, with n the outward unit normal vector
on ∂Ω.
This theorems tells us the existence and uniqueness of minimizer in (1.6). The asymptotic behaviors of
minimizer and energy as ǫ→ 0 are left open at this stage.
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3. Γ-Convergence
In this section, we use higher-order Γ-convergence to dig more information into the structure of minimizer
and energy.
3.1. Weak-L2 Compactness. Notice that for any (U˜ǫ, W˜ǫ) ∈ H
ǫ
0, using (1.4), we have∫
Ωǫ
(
C
∣∣∣U˜ǫ∣∣∣2 +K ∣∣∣W˜ǫ∣∣∣2 + 2R(U˜ǫ · W˜ǫ)
)
dxdy
≥
N∑
i=1
∫
Br(~di)\Bǫ(~di)
(
C
∣∣∣U˜ǫ∣∣∣2 +K ∣∣∣W˜ǫ∣∣∣2 + 2R(U˜ǫ · W˜ǫ)
)
dxdy
≥ C0
N∑
i=1
∫
Br(~di)\Bǫ(~di)
( ∣∣∣U˜ǫ∣∣∣2 + ∣∣∣W˜ǫ∣∣∣2
)
dxdy = C0
N∑
i=1
∫ r
ǫ
∫
Bρ(~di)
(∣∣∣U˜ǫ∣∣∣2 + ∣∣∣W˜ǫ∣∣∣2
)
dsdρ
≥ C0
N∑
i=1
∫ r
ǫ
1
2πρ
(∫
Bρ(~di)
(U˜ǫ · t+ W˜ǫ · t)ds
)2
dρ = C0
N∑
i=1
∫ r
ǫ
1
2πρ
(biu + b
i
w)
2dρ
= C0
N∑
i=1
(biu + b
i
w)
2
2π
ln
(r
ǫ
)
.
Therefore, we know the energy blows up when ǫ→ 0. We need a proper scaling in order to show compactness.
For the minimizer (Uǫ,Wǫ), we may directly estimate∫
Ωǫ
(
C |Uǫ|
2
+K |Wǫ|
2
+ 2R(Uǫ ·Wǫ)
)
dxdy (3.1)
=
N∑
i=1
∫
Br(~di)\Bǫ(~di)
(
C |Uǫ|
2
+K |Wǫ|
2
+ 2R(Uǫ ·Wǫ)
)
dxdy
+
∫
Ωr
(
C |Uǫ|
2
+K |Wǫ|
2
+ 2R(Uǫ ·Wǫ)
)
dxdy
≤ C0
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
ln
(r
ǫ
)
.
Therefore, we need to consider the scaling
1
|ln(ǫ)|1/2
.
Define the functional J
(0)
ǫ : L2(Ω)× L2(Ω)→ [0,∞] by
J (0)ǫ [Uǫ,Wǫ] :=


∫
Ωǫ
1
2
(
C |Uǫ|
2
+K |Wǫ|
2
+ 2R(Uǫ ·Wǫ)
)
dxdy
if (Uǫ,Wǫ) =
(
U˜ǫ
|ln(ǫ)|
1/2
,
W˜ǫ
|ln(ǫ)|
1/2
)
for some (U˜ǫ, W˜ǫ) ∈ H
ǫ
0,
∞ otherwise in L2(Ω)× L2(Ω).
Theorem 3.1. (Compactness) Assume that (1.4) holds and (Uǫ,Wǫ) ∈ L
2(Ω)× L2(Ω) satisfy
sup
ǫ>0
J (0)ǫ [Uǫ,Wǫ] ≤ C0.
Then there exists vu, vw ∈ H
1(Ω) such that up to the extraction of subsequence (non-relabelled),
(1ΩǫUǫ,1ΩǫWǫ)⇀ (∇vu,∇vw) in weak− L
2 as ǫ→ 0.
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Proof. We use the notation as in the definition of J
(0)
ǫ . Using the solution of a single dislocation (Ui,Wi) in
(2.2) and (2.3), recalling the definition of Hǫ0, we have
∇×
(
U˜ǫ −
N∑
i=1
Ui
)
= ∇×
(
W˜ǫ −
N∑
i=1
Wi
)
= 0,
∫
∂Bǫ(~di)
(
U˜ǫ −
N∑
i=1
Ui
)
· tds =
∫
∂Bǫ(~di)
(
W˜ǫ −
N∑
i=1
Wi
)
· tds = 0.
Therefore, using the analysis of Lemma 2.1, we obtain
U˜ǫ −
N∑
i=1
Ui = ∇uǫ,
W˜ǫ −
N∑
i=1
Wi = ∇wǫ,
for some uǫ,wǫ ∈ H
1(Ωǫ). Also, because of (3.1) and∫
Ωǫ
(
C |Ui|
2 +K |Wi|
2 + 2R(Ui ·Wi)
)
dxdy ≤ C0 |ln(ǫ)| ,
we know that ∫
Ωǫ
(
C |∇uǫ|
2
+K |∇wǫ|
2
+ 2R(∇uǫ · ∇wǫ)
)
dxdy ≤ C0 |ln(ǫ)| .
In turn, by Poincare´’s inequality, we have
‖uǫ‖H1(Ωǫ) + ‖wǫ‖H1(Ωǫ) ≤ C |ln(ǫ)| .
We can define a natural extension (see [8]) of (uǫ,wǫ) from Ωǫ to Ω as (uˆǫ, wˆǫ) such that
‖uˆǫ‖H1(Ω) + ‖wˆǫ‖H1(Ω) ≤ C |ln(ǫ)| .
It is easy to see that up to extracting a subsequence,(
uˆǫ
|ln(ǫ)|1/2
,
wˆǫ
|ln(ǫ)|1/2
)
⇀ (vu, vw),
in weak-H1(Ω) for some (vu, vw) ∈ H
1(Ω). On the other hand, note that Ui,Wi /∈ L
2(Ω), but Ui,Wi ∈ L
p(Ω)
for any 1 ≤ p < 2, and also ∫
Ωǫ
(
|Ui|
2
+ |Wi|
2
)
dxdy ≤ C |ln(ǫ)| .
Hence, we know that up to extracting a subsequence(
1ΩǫUi
|ln(ǫ)|1/2
,
1ΩǫWi
|ln(ǫ)|1/2
)
⇀ (U i,W i),
in weak-L2(Ω), for some U i,W i ∈ L2(Ω). Taking φ, ψ ∈ C∞0 (Ω), we have∫
Ωǫ
Uiφ+Wiψ
|ln(ǫ)|1/2
dxdy ≤
‖Ui‖L1 ‖φ‖L∞ + ‖Wi‖L1 ‖ψ‖L∞
|ln(ǫ)|1/2
≤
C
|ln(ǫ)|1/2
→ 0 as ǫ→ 0.
Therefore, we must have U i =W i = 0, i.e.(
1ΩǫUi
|ln(ǫ)|
1/2
,
1ΩǫWi
|ln(ǫ)|
1/2
)
⇀ (0, 0).
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Thus define
Uˆǫ : =
N∑
i=1
Ui +∇uˆǫ,
Wˆǫ : =
N∑
i=1
Wi +∇wˆǫ.
such that Uˆǫ = U˜ǫ and Wˆǫ = W˜ǫ in Ωǫ. In summary, we have shown that(
1Ωǫ U˜ǫ
|ln(ǫ)|
1/2
,
1ΩǫW˜ǫ
|ln(ǫ)|
1/2
)
=
(
1Ωǫ Uˆǫ
|ln(ǫ)|
1/2
,
1ΩǫWˆǫ
|ln(ǫ)|
1/2
)
⇀
(
1Ωǫ∇uˆǫ
|ln(ǫ)|
1/2
,
1Ωǫ∇wˆǫ
|ln(ǫ)|
1/2
)
⇀ (∇vu,∇vw),
in weak-L2(Ω).

3.2. Zeroth-Order Γ-Convergence.
Theorem 3.2. ( 0th-Order Γ-Convergence ) Assume that (1.4) holds. Define the functional J
(0)
0 : L
2(Ω)×
L2(Ω)→ [0,∞] as
J
(0)
0 [U,W] :=


∫
Ω
1
2
(
C |∇vu|
2 +K |∇vw|
2 + 2R(∇vu · ∇vw)
)
+
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
if (U,W) = (∇vu,∇vw) for some vu, vw ∈ H
1(Ω),
∞ otherwise in L2(Ω)× L2(Ω).
Then
(1) For any sequence of pairs (Uǫ,Wǫ) ∈ L
2(Ω) × L2(Ω) such that (Uǫ,Wǫ) ⇀ (U,W) in weak-L
2(Ω),
we have lim infǫ→0 J
(0)
ǫ [Uǫ,Wǫ] ≥ J
(0)
0 [∇vu,∇vw].
(2) There exists a sequence of pairs (Uǫ,Wǫ) ∈ L
2(Ω) × L2(Ω) such that (Uǫ,Wǫ) ⇀ (U,W) in weak-
L2(Ω), we have lim supǫ→0 J
(0)
ǫ [Uǫ,Wǫ] ≤ J
(0)
0 [∇vu,∇vw],
which means
J (0)ǫ [Uǫ,Wǫ]→ J
(0)
0 [U,W],
in the sense of Γ-convergence in weak-L2(Ω)
Proof. We divide the proof into two steps:
Step 1: lim inf.
Assume that (U˜ǫ, W˜ǫ) ∈ H
ǫ
0,
(
U˜ǫ
|ln(ǫ)|
1/2
,
W˜ǫ
|ln(ǫ)|
1/2
)
⇀ (U,W) and J
(0)
0 [∇vu,∇vw] is finite. Then due to
weak convergence in L2 and quadratic F, we know J
(0)
ǫ [U˜ǫ, W˜ǫ] ≤ C0 |ln(ǫ)|. Based on compactness and
Theorem 3.1, we must have (
1Ωǫ U˜ǫ
|ln(ǫ)|
1/2
,
1ΩǫW˜ǫ
|ln(ǫ)|
1/2
)
⇀ (∇vu,∇vw),
for some vu, vw ∈ H
1(Ω), i.e., we must have
(U,W) = (∇vu,∇vw) .
Based on
U˜ǫ =
N∑
i=1
Ui +∇uǫ, W˜ǫ =
N∑
i=1
Wi +∇wǫ,
and the fact that (
Ui
|ln(ǫ)|
1/2
,
Wi
|ln(ǫ)|
1/2
)
⇀ (0, 0) in weak− L2(Ω),
RENORMALIZED ENERGY FOR DISLOCATIONS IN QUASI-CRYSTALS 15
we deduce that (
∇uǫ
|ln(ǫ)|
1/2
,
∇wǫ
|ln(ǫ)|
1/2
)
⇀ (∇vu,∇vw) in weak− L
2(Ω).
Hence, we obtain (
uǫ
|ln(ǫ)|
1/2
,
wǫ
|ln(ǫ)|
1/2
)
⇀ (vu, vw) in weak−H
1(Ω).
For r > ǫ, we write
1
|ln(ǫ)|
∫
Ωǫ
1
2
(
C
∣∣∣U˜ǫ∣∣∣2 +K ∣∣∣W˜ǫ∣∣∣2 + 2R(U˜ǫ · W˜ǫ)
)
dxdy
=
1
|ln(ǫ)|
∫
Ωr
1
2
(
C
∣∣∣U˜ǫ∣∣∣2 +K ∣∣∣W˜ǫ∣∣∣2 + 2R(U˜ǫ · W˜ǫ)
)
dxdy
+
1
|ln(ǫ)|
N∑
i=1
∫
Br(~di)\Bǫ(~di)
1
2
(
C |Ui|
2
+K |Wi|
2
+ 2R(Ui ·Wi)
)
dxdy
+
1
|ln(ǫ)|
N∑
i=1
∫
Br(~di)\Bǫ(~di)
1
2
(
C |∇uǫ|
2
+K |∇wǫ|
2
+ 2R(∇uǫ · ∇wǫ)
)
dxdy
+
1
|ln(ǫ)|
∑
i6=j
∫
Br(~di)\Bǫ(~di)
1
2
(
C(Ui ·Uj) +K(Wi ·Wj) +R(Ui ·Wj) +R(Wi ·Uj)
)
dxdy
+
1
|ln(ǫ)|
∑
i6=j
∫
Br(~di)\Bǫ(~di)
1
2
(
C(∇uǫ ·Uj) +K(∇wǫ ·Wj) +R(∇uǫ · wj) +R(∇wǫ · uj)
)
dxdy
+
1
|ln(ǫ)|
N∑
i=1
∫
Br(~di)\Bǫ(~di)
1
2
(
C(∇uǫ ·Ui) +K(∇wǫ ·Wi) +R(∇uǫ · wi) +R(∇wǫ · ui)
)
dxdy
:= I + II + III + IV + V + V I.
By weak lower semi-continuity, we always have
lim inf
ǫ→0
I ≥
∫
Ωr
1
2
(
C |∇vu|
2
+K |∇vw|
2
+ 2R(∇vu · ∇vw)
)
dxdy
→
∫
Ω
1
2
(
C |∇vu|
2 +K |∇vw|
2 + 2R(∇vu · ∇vw)
)
dxdy,
as r → 0. On the other hand, a direct computation based on explicit formula (2.2) and (2.3) reveals
lim
ǫ→0
II =
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
,
It is easy to see III ≥ 0, which means
lim inf
ǫ→0
III ≥ 0.
Since i 6= j in IV , then in the integral, at most one of Ui or Uj can contribute |ln(ǫ)|
1/2
. A similar argument
holds for Wi and Wj . Hence, we have
lim inf
ǫ→0
IV = 0,
and
lim inf
ǫ→0
V = 0.
Since {
∇ ·Ui = ∇ ·Wi = 0 in Br(~di)\Bǫ(~di),
Ui · n = Wi · n = 0 on ∂Bǫ(~di),
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we may integrate by parts to get
lim inf
ǫ→0
V I = 0.
We have shown that
lim inf
ǫ→0
J (0)ǫ [Uǫ,Wǫ] ≥ J
(0)
0 [∇vu,∇vw].
Similarly, the compactness and Theorem 3.1 imply that when J
(0)
0 [∇vu,∇vw] =∞, we must have J
(0)
ǫ [Uǫ,Wǫ]→
∞.
Step 2: lim sup.
The J
(0)
0 [∇vu,∇vw] =∞ case is trivial, we only consider the case when J
(0)
0 [∇vu,∇vw] is finite. Define
(U˜ǫ, W˜ǫ) :=
(
|ln(ǫ)|1/2∇vu +
N∑
i=1
Ui, |ln(ǫ)|
1/2∇vw +
N∑
i=1
Wi
)
.
We have [
1Ωǫ U˜ǫ
|ln(ǫ)|1/2
,
1ΩǫW˜ǫ
|ln(ǫ)|1/2
]
⇀ [∇vu,∇vw] in weak− L
2(Ω),
and
1
|ln(ǫ)|
∫
Ωǫ
1
2
(
C
∣∣∣U˜ǫ∣∣∣2 +K ∣∣∣W˜ǫ∣∣∣2 + 2R(U˜ǫ · W˜ǫ)
)
dxdy
=
∫
Ωǫ
1
2
(
C |∇vu|
2
+K |∇vw|
2
+ 2R(∇vu · ∇vw)
)
dxdy
+
1
|ln(ǫ)|
N∑
i=1
∫
Ωǫ
1
2
(
C |Ui|
2
+K |Wi|
2
+ 2R(Ui ·Wi)
)
dxdy
+
1
|ln(ǫ)|
∑
i6=j
∫
Ωǫ
1
2
(
C(Ui ·Uj) +K(Wi ·Wj) +R(Ui ·Wj) +R(Wi ·Uj)
)
dxdy
+
1
|ln(ǫ)|
1/2
N∑
i=1
∫
Ωǫ
1
2
(
C(∇vu ·Ui) +K(∇vw ·Wi) +R(∇vu · wi) +R(∇vw · ui)
)
dxdy
:= I + II + III + IV.
Estimating it term by term, and using the techniques similar to those in Step 1, we have
lim sup
ǫ→0
I ≤
∫
Ω
1
2
(
C |∇vu|
2
+K |∇vw|
2
+ 2R(∇vu · ∇vw)
)
dxdy,
lim sup
ǫ→0
II ≤
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
,
lim
ǫ→0
III = 0,
lim
ǫ→0
IV = 0,
and conclude that
lim sup
ǫ→0
J (0)ǫ [Uǫ,Wǫ] ≤ J
(0)
0 [U,W].

By Theorem 2.4 and the basis properties of Γ-convergence, we can naturally obtain an approximation of
energy.
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Corollary 3.3. Assume that (1.4) holds. We have
inf
U,W
J
(0)
0 [U,W] =
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
.
Assume (U ′ǫ ,W
′
ǫ ) is the minimizer of J
(0)
ǫ , then we have
J (0)ǫ [U
′
ǫ ,W
′
ǫ ] = E0 + o(1),
where the rescaled leading-order energy
E0 =
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
. (3.2)
3.3. First-Order Γ-Convergence. Since the leading order energy E0 only concerns with magnitude of
the Burger’s vectors and loses information about the dislocation position, we need more detailed analysis of
convergence and selection process, which leads us to considering the first-order Γ-convergence.
Now we get rid of the rescaling
1
|ln(ǫ)|
1/2
. Define the functional J
(1)
ǫ : L2(Ω)× L2(Ω)→ [0,∞] as
J (1)ǫ
[
U˜ǫ, W˜ǫ
]
:=


∫
Ωǫ
1
2
(
C
∣∣∣U˜ǫ∣∣∣2 +K ∣∣∣W˜ǫ∣∣∣2 + 2R(U˜ǫ · W˜ǫ)
)
dxdy − |ln(ǫ)| inf
U,W
J
(0)
0 [U,W]
if (U˜ǫ, W˜ǫ) ∈ H
ǫ
0,
∞ otherwise in L2(Ω)× L2(Ω).
Theorem 3.4. ( 1st-Order Γ-Convergence ) Assume that (1.4) holds. Define the functional J
(1)
0 : L
2(Ω)×
L2(Ω)→ [0,∞] as
J
(1)
0 [U˜, W˜] :=


Eself + Eint + Eelastic if (U˜, W˜) =
(
∇vu +
N∑
i=1
Ui,∇vw +
N∑
i=1
Wi
)
,
for some (vu, vw) ∈ H
1(Ω),
∞ otherwise in L2(Ω)× L2(Ω),
where
Eself :=
N∑
i=1
∫
Ω\Br(~di)
1
2
(
C |Ui|
2
+K |Wi|
2
+ 2R(Ui ·Wi)
)
dxdy
+
N∑
i=1
(C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w))
4π
ln(r),
Eint :=
N−1∑
i=1
N∑
j=i
∫
Ω
(
C(Ui ·Uj) +K(Wi ·Wj) +R(Ui ·Wj) +R(Uj ·Wi)
)
,
Eelastic := J [∇vu,∇vw] +
N∑
i=1
∫
∂Ω
(
vu(CUi +RWi) + vw(KWi +RUi)
)
· nds.
Then
(1) For any sequence of pairs (U˜ǫ, W˜ǫ) ∈ L
2(Ω) × L2(Ω) such that
(
U˜ǫ, W˜ǫ
)
⇀ (U˜, W˜) in weak-L2(Ω),
we have lim infǫ→0 J
(1)
ǫ [U˜ǫ, W˜ǫ] ≥ J
(1)
0 [∇vu,∇vw].
(2) There exists a sequence of pairs (U˜ǫ, W˜ǫ) ∈ L
2(Ω) × L2(Ω) such that
(
U˜ǫ, W˜ǫ
)
⇀ (U˜, W˜) in weak-
L2(Ω), we have lim supǫ→0 J
(1)
ǫ [U˜ǫ, W˜ǫ] ≤ J
(1)
0 [∇vu,∇vw],
which means
J (1)ǫ [U˜ǫ, W˜ǫ]→ J
(1)
0 [U˜, W˜],
in the sense of Γ-convergence in weak-L2(Ω)
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Proof. We naturally have
J (1)ǫ
[
U˜ǫ, W˜ǫ
]
=


∫
Ωǫ
1
2
(
C
∣∣∣U˜ǫ∣∣∣2 +K ∣∣∣W˜ǫ∣∣∣2 + 2R(U˜ǫ · W˜ǫ)
)
dxdy − |ln(ǫ)|
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
if (U˜ǫ, W˜ǫ) ∈ H
ǫ
0,
∞ otherwise in L2(Ω)× L2(Ω).
We first prove the lim inf part. Consider weakly convergent sequence
(U˜ǫ, W˜ǫ) = 1Ωǫ
(
∇uǫ +
N∑
i=1
Ui, ∇wǫ +
N∑
i=1
Wi
)
⇀ (U˜, W˜) =
(
∇vu +
N∑
i=1
Ui,∇vw +
N∑
i=1
Wi
)
,
Direct computation using (2.2) and (2.3) yields
1Ωǫ
( N∑
i=1
Ui,
N∑
i=1
Wi
)
⇀
( N∑
i=1
Ui,
N∑
i=1
Wi
)
.
Naturally, we have
(∇uǫ,∇wǫ)⇀ (∇vu,∇vw).
Hence, weak convergence yields boundedness ‖∇uǫ‖L2(Ω) + ‖∇wǫ‖L2(Ω) ≤ C
′ for some constant C′ indepen-
dent of ǫ. We may decompose∫
Ωǫ
1
2
(
C
∣∣∣U˜ǫ∣∣∣2 +K ∣∣∣W˜ǫ∣∣∣2 + 2R(U˜ǫ · W˜ǫ)
)
dxdy − |ln(ǫ)|
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
=
( N∑
i=1
∫
Ωǫ
1
2
(
C |Ui|
2
+K |Wi|
2
+ 2R(Ui ·Wi)
)
dxdy − |ln(ǫ)|
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
)
+
∑
i6=j
∫
Ωǫ
1
2
(
C(Ui ·Uj) +K(Wi ·Wj) +R(Ui ·Wj) +R(Wi ·Uj)
)
dxdy
+
∫
Ωǫ
1
2
(
C |∇uǫ|
2 +K |∇wǫ|
2 + 2R(∇uǫ · ∇wǫ)
)
dxdy
+
N∑
i=1
∫
Ωǫ
1
2
(
C(∇uǫ ·Ui) +K(∇wǫ ·Wi) +R(∇uǫ · wi) +R(∇wǫ · ui)
)
dxdy
:= I + II + III + IV.
Here the argument is similar to that in the proof of 0th-order Γ-convergence, so we only describe the main
strategy. For I, decompose Ωǫ = Ωr ∪ (Ωǫ\Ωr) for some r > ǫ, i.e.
I =
N∑
i=1
∫
Ωr
1
2
(
C |Ui|
2 +K |Wi|
2 + 2R(Ui ·Wi)
)
dxdy +
N∑
i=1
∫
Ωǫ\Ωr
1
2
(
C |Ui|
2 +K |Wi|
2 + 2R(Ui ·Wi)
)
dxdy
− |ln(ǫ)|
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
Direct computation using (2.2) and (2.3) reveals that
lim
ǫ→0
( N∑
i=1
∫
Ωǫ\Ωr
1
2
(
C |Ui|
2
+K |Wi|
2
+ 2R(Ui ·Wi)
)
dxdy
)
= |ln(ǫ)|
N∑
i=1
C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w)
4π
+
N∑
i=1
(C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w))
4π
ln(r).
Hence, we know
lim
ǫ→0
I = Eself.
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Similarly, a direct computation using (2.2) and (2.3) shows that
lim
ǫ→0
II = Eint.
Based on weak convergence (∇uǫ,∇wǫ)⇀ (∇vu,∇vw) and weak lower semi-continuity, we know that
lim inf
ǫ→0
III ≥ J [∇vu,∇vw].
Finally, after integrating by parts, by weak convergence and the equations (2.1) satisfied by (Ui,Wi), we
know that
lim
ǫ→0
IV =
N∑
i=1
∫
∂Ω
(
vu(CUi +RWi) + vw(KWi +RUi)
)
· nds.
Therefore,
lim inf
ǫ→0
(III + IV ) ≥ Eelastic.
To summarize, this concludes the proof of the lim inf part.
For the lim sup part, consider the sequence
(U˜ǫ, W˜ǫ) = 1Ωǫ
(
∇vu +
N∑
i=1
Ui, ∇vw +
N∑
i=1
Wi
)
,
and we have
(U˜ǫ, W˜ǫ)⇀
(
∇vu +
N∑
i=1
Ui, ∇vw +
N∑
i=1
Wi
)
.
Therefore, a direct computation using explicit formula (2.2) and (2.3) justifies the result, and thus the
Γ-convergence holds. 
Similar to the analysis of Corollary 3.3, Theorem 2.4 and the basic property of Γ-convergence justify a
more detailed energy approximation.
Corollary 3.5. Assume that (1.4) holds. We have
inf
U˜,W˜
J
(1)
0 [U˜, W˜] = Fself + Fint + Felastic,
where
Fself : =
N∑
i=1
∫
Ω\Br(~di)
1
2
(
C |Ui|
2
+K |Wi|
2
+ 2R(Ui ·Wi)
)
dxdy (3.3)
+
N∑
i=1
(C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w))
4π
ln(r),
Fint : =
N−1∑
i=1
N∑
j=i
∫
Ω
(
C(Ui ·Uj) +K(Wi ·Wj) +R(Ui ·Wj) +R(Uj ·Wi)
)
,
Felastic : = J [∇u0,∇w0] +
N∑
i=1
∫
∂Ω
(
u0(CUi +RWi) + w0(KWi +RUi)
)
· nds,
in which (u0, w0) is the minimizer of
I[vu, vw] = J [∇vu,∇vw] +
N∑
i=1
∫
∂Ω
(
vu(CUi +RWi) + vw(KWi +RUi)
)
· nds.
Assume (U˜ ′ǫ , W˜
′
ǫ ) ∈ H
ǫ
0 is the minimizer of J
(1)
ǫ , then we have
J (1)ǫ [U˜
′
ǫ , W˜
′
ǫ ] = Fself + Fint + Felastic + o(1).
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Remark 3.6. The existence and uniqueness of minimizer (u0, w0) can be proved using a similar argument
as in Section 2.3 and 2.4.
Remark 3.7. We can show that Fself is independent of the choice of r. Assume r
′ < r¯, say r′ < r, then we
have
N∑
i=1
∫
Ω\Br′ (
~di)
1
2
(
C |Ui|
2
+K |Wi|
2
+ 2R(Ui ·Wi)
)
dxdy
+
N∑
i=1
(C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w))
1
4π
ln(r′)
=
N∑
i=1
∫
Ω\Br(~di)
1
2
(
C |Ui|
2 +K |Wi|
2 + 2R(Ui ·Wi)
)
dxdy
+
N∑
i=1
∫
Br(~di)\Br′ (
~di)
1
2
(
C |Ui|
2
+K |Wi|
2
+ 2R(Ui ·Wi)
)
dxdy
+
N∑
i=1
(C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w))
1
4π
ln(r′)
=
N∑
i=1
∫
Ω\Br(~di)
1
2
(
C |Ui|
2
+K |Wi|
2
+ 2R(Ui ·Wi)
)
dxdy
+
N∑
i=1
(C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w))
1
4π
ln
( r
r′
)
+
N∑
i=1
(C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w))
1
4π
ln(r′)
=
N∑
i=1
∫
Ω\Br(~di)
1
2
(
C |Ui|
2
+K |Wi|
2
+ 2R(Ui ·Wi)
)
dxdy
+
N∑
i=1
(C(biu)
2 +K(biw)
2 + 2R(biu)(b
i
w))
1
4π
ln(r).
Hence, choosing r′ or r gives exactly the same Fself.
3.4. Minimizer and Energy Structure. Combining Corollary 3.3 and Corollary 3.5, we can describe the
structure of minimizer and energy.
Theorem 3.8. Assume that (1.4) holds. The problem (1.6) admits a unique solution
Uǫ =
N∑
i=1
Ui +∇uǫ, Wǫ =
N∑
i=1
Wi +∇wǫ,
where
Ui =
biu
2π
1
(x− xi)2 + (y − yi)2
(
− (y − yi), (x− xi)
)
,
Wi =
biw
2π
1
(x− xi)2 + (y − yi)2
(
− (y − yi), (x− xi)
)
,
and (uǫ, wǫ) is the unique minimizer of
Iǫ[uǫ, wǫ] : = Jǫ[∇uǫ,∇wǫ] +
N∑
i=1
∫
∂Ω
(
uǫ(CUi +RWi) + wǫ(KWi +RUi)
)
· nds
−
N∑
i=1
∑
j 6=i
∫
∂Bǫ(xi,yi)
(
uǫ(CUj +RWj) + wǫ(KWj +RUj)
)
· nds,
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subject to
∫
B
uǫdxdy = 0 and
∫
B
wǫdxdy = 0 for some ball B ⊂ Ωǫ, with n the outward unit normal vector
on ∂Ω.
Furthermore, (Uǫ,Wǫ) converges in weak-L
2(Ω) as ǫ→ 0 to (U0,W0) where
U0 =
N∑
i=1
Ui +∇u0, W0 =
N∑
i=1
Wi +∇w0.
and [u0, w0] is the unique minimizer of
I0[u0, w0] = J [∇u0,∇w0] +
N∑
i=1
∫
∂Ω
(
u0(CUi +RWi) + w0(KWi +RUi)
)
· nds,
subject to
∫
B
u0dxdy = 0 and
∫
B
w0dxdy = 0 for some ball B ⊂ Ωǫ
Proof. The existence and uniqueness of minimizer have been shown in Theorem 2.4. Γ-convergence naturally
yields that minimizer of J
(1)
ǫ goes to minimizer of J
(1)
0 . Hence, this result is obvious. 
Theorem 3.9. Assume that (1.4) holds. We have
Jǫ[Uǫ,Wǫ] =
∫
Ωǫ
F[Uǫ,Wǫ]dxdy = E0 ln
(
1
ǫ
)
+ F + o(1),
where the core energy E0 is defined in (3.2) and the renormalized energy F = Fself+Fint+Felastic is defined
in (3.3).
Proof. We directly compute
Jǫ[Uǫ,Wǫ] = |ln(ǫ)| J
(0)
ǫ
[
Uǫ
|ln(ǫ)|
1/2
,
Wǫ
|ln(ǫ)|
1/2
]
= E0 ln
(
1
ǫ
)
+ J (1)ǫ [Uǫ,Wǫ] = E0 ln
(
1
ǫ
)
+ F + o(1).

4. Application of Renormalized Energy
4.1. Interaction between Dislocations. In this section, we will prove that the energy related to interac-
tion between dislocation Fint obeys the inverse logarithmical law of the distance between two dislocations.
Theorem 4.1. Assume that (1.4) holds. We have
Fint =
N−1∑
i=1
N∑
j=i
Cbiub
j
u +Kb
i
wb
j
w +Rb
i
ub
j
w +Rb
i
wb
j
u
2π
ln

 1∣∣∣~di − ~dj ∣∣∣

+O(1).
Proof. Since
Fint =
N−1∑
i=1
N∑
j=i
∫
Ω
(
C(Ui ·Uj) +K(Wi ·Wj) +R(Ui ·Wj) +R(Uj ·Wi)
)
,
let ~di, ~dj ∈ Ω and let γ be a segment of line that connects ~dj to ∂Ω and is parallel to ~di − ~dj . We rewrite
γ = {~d ∈ Ω : ~d = ~dj + s(~dj − ~di) for s ∈ [0, s¯]}
where s¯ depends on the distance between d. i,
~dj and ∂Ω. Let
~m =

 ~dj − ~di∣∣∣~dj − ~di∣∣∣


⊥
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indicate the unit vector perpendicular to ~dj − ~di. Note that although Ω\{~dj} is not simply connected, Ω\γ
is. Hence, due to curl-free condition, there exist U and W such that Uj = ∇U and Wj = ∇W in Ω\γ such
that [U ] = bju and [W ] = b
j
w, where [·] denotes the jump across γ. By the divergence theorem, we have
∫
Ω
(
C(Ui ·Uj) +K(Wi ·Wj) +R(Ui ·Wj) +R(Wi ·Uj)
)
=
∫
Ω\γ
(
C(Ui · ∇U) +K(Wi · ∇W ) +R(Ui · ∇W ) +R(Wi · ∇U)
)
=
∫
∂Ω
(
CUi(U · n) +KWi(W · n) +RUi(W · n) +RWi(U · n)
)
ds
−
∫
γ
(
CUi[U ] +KWi[W ] +RUi[W ] +RWi[U ]
)
· ~mds.
The first integral is bounded since all quantities are uniformly bounded on ∂Ω. For the second integral, we
estimate
−
∫
γ
(
CUi[U ] +KWi[W ] +RUi[W ] +RWi[U ]
)
· ~mds
=
∫
γ
(
CUib
j
u +KWib
j
w +RUib
j
w +RWib
j
u
)
· ~mds.
By explicit formula (2.2) and (2.3), we know
Ui(~d) = −
biu
2π
~m∣∣∣~d− ~di∣∣∣ , Wi(~d) = −
biw
2π
~m∣∣∣~d− ~di∣∣∣ .
Hence, we have
∫
γ
(
CUib
j
u +KWib
j
w +RUib
j
w +RWib
j
u
)
· ~mds
=
∫
γ
Cbiub
j
u +Kb
i
wb
j
w +Rb
i
ub
j
w +Rb
i
wb
j
u
2π
1∣∣∣~d− ~di∣∣∣ds
=
Cbiub
j
u +Kb
i
wb
j
w +Rb
i
ub
j
w +Rb
i
wb
j
u
2π
∫ s¯
0
1∣∣∣~di − ~dj∣∣∣+ sds
=
Cbiub
j
u +Kb
i
wb
j
w +Rb
i
ub
j
w +Rb
i
wb
j
u
2π

ln

 1∣∣∣~di − ~dj∣∣∣

+ ln( ∣∣∣~di − ~dj ∣∣∣+ s¯
) .
The result follows since we always have s¯ > 0. 
4.2. Peach-Ko¨hler Force. The Peach-Ko¨hler Force acting on the dislocation ~dk is given by ∇~dkF (see
[10]). In this section, we will show its relation with the renormalized energy. Here we first present three
lemmas proved in [8].
Lemma 4.2. Define
DVk f(
~d) =
d
dθ
f(~d; ~d1, ~d2, · · · , ~dk + θ~V , · · · , ~dN )
∣∣∣∣
θ=0
.
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Then we have
DVk Uk = 0 for k 6= i,
DVk Wk = 0 for k 6= i,
DVk Uk = −DUk ·
~V = −∇(Uk · ~V ),
DVk Wk = −DWk · ~V = −∇(Wk · ~V ),
DVk U0 = ∇U = ∇(D
V
k u0 −Uk · ~V ),
DVk W0 = ∇W = ∇(D
V
k w0 −Wk ·
~V )
where D is the derivative with respect to ~d.
Lemma 4.3. We have
d
dθ
∫
Bǫ(~d0+θ~V )
f(~d, θ)dxdy
∣∣∣∣
θ=0
=
∫
Bǫ(~d0)
Dθf(~d, 0)dxdy
=
∫
Bǫ(~d0)
∂θf(~d, 0)dxdy +
∫
∂Bǫ(~d0)
f(~d, 0)~V · nds,
d
dθ
∫
∂Bǫ(~d0+θ~V )
g(~d, θ)ds
∣∣∣∣
θ=0
=
∫
∂Bǫ(~d0)
Dθg(~d, 0)ds,
d
dθ
∫
Ω\Bǫ(~d0+θ~V )
r(~d, θ)dxdy
∣∣∣∣
θ=0
=
∫
Ω\Bǫ(~d0)
∂θr(~d, 0)dxdy −
∫
∂Bǫ(~d0)
r(~d, 0)~V · nds,
where Dθ = ∂θ + ~V · ∇.
Lemma 4.4. We have
DθUi(~d; ~di + θ~V ) = 0,
for any ~V .
Now we can prove the main result.
Theorem 4.5. Assume that (1.4) holds. The Peach-Ko¨hler force acting at ~dk is given by
∇~dkF = −
∫
∂Br(~dk)
(
F[U0,W0]1− (CU0 ⊗U0 +KW0 ⊗W0 +RU0 ⊗W0 +RW0 ⊗U0)
)
· nds,
for r <
1
2
mink
(
dist(~dk, ∂Ω)
)
.
Proof. We decompose the renormalized energy
F (~d1, ~d2, · · · , ~dN ) = G(~d1, ~d2, · · · , ~dN ) +H(~d1, ~d2, · · · , ~dN ),
where
G(~d1, ~d2, · · · , ~dN ) :=
∫
Ωǫ
1
2
(
C |U0|
2
+K |W0|
2
+ 2R(U0 ·W0)
)
dxdy,
H(~d1, ~d2, · · · , ~dN ) :=
N∑
i=1
∑
m 6=i
∫
Bǫ(~dm)
1
2
(
C |Ui|
2
+K |Wi|
2
+ 2R(Ui ·Wi)
)
dxdy
+
N∑
m=1
N−1∑
i=1
N∑
j=i+1
∫
Bǫ(~dm)
(
C(Ui ·Uj) +K(Wi ·Wj) +R(Ui ·Wj) +R(Uj ·Wi)
)
dxdy
+
N∑
m=1
∫
Bǫ(~dm)
1
2
(
C |∇u0|
2
+K |∇w0|
2
+ 2R(∇u0 · ∇w0)
)
dxdy
+
N∑
m=1
N∑
i=1
∫
∂Bǫ(~dm)
(
u0(CUi +RWi) + w0(KWi +RUi)
)
· nds,
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with
DVk F = D
V
k G+D
V
k H.
We divide the proof into several steps:
Step 1: Estimate of DVk G.
We write
I : = DVk
(∫
Ωǫ
1
2
(
C |U0|
2
+K |W0|
2
+ 2R(U0 ·W0)
)
dxdy
)
=
∫
Ωǫ
(
CU0 ·D
V
k U0 +KW0 ·D
V
k W0 +RU0 ·D
V
k W0 +RW0 ·D
V
k U0
)
dxdy
−
∫
∂Bǫ(~dk)
1
2
(
C |U0|
2 +K |W0|
2 + 2R(U0 ·W0)
)
~V · nds.
Hence, by the equations (2.1), we have∫
Ωǫ
(
CU0 ·D
V
k U0 +KW0 ·D
V
k W0 +RU0 ·D
V
k W0 +RW0 ·D
V
k U0
)
dxdy
=
∫
Ωǫ
(
CU0 · ∇(D
V
k u0 −Uk ·
~V ) +KW0 · ∇(D
V
k w0 −Wk ·
~V )
+RU0 · ∇(D
V
k w0 −Wk · ~V ) +RW0 · ∇(D
V
k u0 −Uk · ~V )
)
dxdy
= −
N∑
j=1
∫
∂Bǫ(~dj)
(
CU0 · (D
V
k u0 −Uk · ~V ) · n+KW0 · (D
V
k w0 −Wk · ~V ) · n
+RU0 · (D
V
k w0 −Wk · ~V ) · n+RW0 · (D
V
k u0 −Uk · ~V ) · n
)
ds.
We obtain
DVk
(∫
Ωǫ
1
2
(
C |U0|
2
+K |W0|
2
+ 2R(U0 ·W0)
)
dxdy
)
= −
N∑
j=1
∫
∂Bǫ(~dj)
(
CU0 · (D
V
k u0 −Uk · ~V ) · n+KW0 · (D
V
k w0 −Wk · ~V ) · n
+RU0 · (D
V
k w0 −Wk · ~V ) · n+RW0 · (D
V
k u0 −Uk · ~V ) · n
)
ds
−
∫
∂Bǫ(~dk)
1
2
(
C |U0|
2
+K |W0|
2
+ 2R(U0 ·W0)
)
~V · nds
= −
∫
∂Br(~dk)
(
F[U0,W0]1− (CU0 ⊗U0 +KW0 ⊗W0 +RU0 ⊗W0 +RW0 ⊗U0)
)
~V · nds
−
∑
j 6=k
∫
∂Bǫ(~dj)
(
CU0 · (D
V
k u0 −Uk · ~V ) · n+KW0 · (D
V
k w0 −Wk · ~V ) · n
+RU0 · (D
V
k w0 −Wk · ~V ) · n+RW0 · (D
V
k u0 −Uk · ~V ) · n
)
ds
−
∫
∂Bǫ(~dk)
(
CU0 · (D
V
k u0 −Uk ·
~V ) · n+KW0 · (D
V
k w0 −Wk ·
~V ) · n
+RU0 · (D
V
k w0 −Wk · ~V ) · n+RW0 · (D
V
k u0 −Uk · ~V ) · n
+ (CU0 ⊗U0 +KW0 ⊗W0 +RU0 ⊗W0 +RW0 ⊗U0)~V · n
)
ds
= I1 + I2 + I3.
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In above estimates, I1 is the desired term, so we only focus on I2 and I3. We need to cancel
I2 = −
∑
j 6=k
∫
∂Bǫ(~dj)
(
CU0 · (D
V
k u0 −Uk · ~V ) · n+KW0 · (D
V
k w0 −Wk · ~V ) · n
+RU0 · (D
V
k w0 −Wk · ~V ) · n+RW0 · (D
V
k u0 −Uk · ~V ) · n
)
ds,
and
I3 = −
∫
∂Bǫ(~dk)
(
CU0 · (D
V
k u0 −Uk · ~V ) · n+KW0 · (D
V
k w0 −Wk · ~V ) · n
+RU0 · (D
V
k w0 −Wk · ~V ) · n+RW0 · (D
V
k u0 −Uk · ~V ) · n
+ (CU0 ⊗U0 +KW0 ⊗W0 +RU0 ⊗W0 +RW0 ⊗U0)~V · n
)
ds
= −
∫
∂Bǫ(~dk)
(
CU0 · (Dθu0 +
∑
j 6=k
Uj · ~V ) · n+KW0 · (Dθw0 +
∑
j 6=k
Wj · ~V ) · n
+RU0 · (Dθw0 +
∑
j 6=k
Wj · ~V ) · n+RW0 · (Dθu0 +
∑
j 6=k
Uj · ~V ) · n.
Step 2: Estimate of DVk H - First Term.
We directly write
II : = DVk
( N∑
i=1
∑
m 6=i
∫
Bǫ(~dm)
1
2
(
C |Ui|
2
+K |Wi|
2
+ 2R(Ui ·Wi)
)
dxdy
)
= DVk
(∑
m 6=k
∫
Bǫ(~dk)
1
2
(
C |Um|
2
+K |Wm|
2
+ 2R(Um ·Wm)
)
dxdy
)
+DVk
(∑
m 6=k
∑
i6=m
∫
Bǫ(~dm)
1
2
(
C |Ui|
2 +K |Wi|
2 + 2R(Ui ·Wi)
)
dxdy
)
= II1 + II2.
In II1, we know each DθUm = DθWm = 0 since m 6= k, then we have
II1 =
∑
m 6=k
∫
Bǫ(~dk)
(
CUm · ∇(Um · ~V ) +KWm · ∇(Wm · ~V )
+RUm · ∇(Wm · ~V ) +RWm · ∇(Um · ~V )
)
dxdy
=
∑
m 6=k
∫
∂Bǫ(~dk)
(
CUm · n(Um · ~V ) +KWm · n(Wm · ~V )
+RUm · n(Wm · ~V ) +RWm · n(Um · ~V )
)
ds.
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Also, since the domain and functions do not move for i 6= k, we have
II2 = D
V
k
(∑
m 6=k
∫
Bǫ(~dm)
1
2
(
C |Uk|
2
+K |Wk|
2
+ 2R(Uk ·Wk)
)
dxdy
)
= −
∑
m 6=k
∫
Bǫ(~dm)
(
CUk · ∇(Uk · ~V ) +KWk · ∇(Wk · ~V )
+RUk · ∇(Wk · ~V ) +RWk · ∇(Uk · ~V )
)
dxdy
= −
∑
m 6=k
∫
∂Bǫ(~dm)
(
CUk · n(Uk · ~V ) +KWk · n(Wk · ~V )
+RUk · n(Wk · ~V ) +RWk · n(Uk · ~V )
)
ds.
Step 3: Estimate of DVk H - Second Term.
We directly decompose
III : = DVk
(∑
i<j
∫
Bǫ(~dk)
(
C(Ui ·Uj) +K(Wi ·Wj) +R(Ui ·Wj) +R(Uj ·Wi)
)
dxdy
)
+DVk
(∑
m 6=k
∑
i<j
∫
Bǫ(~dm)
(
C(Ui ·Uj) +K(Wi ·Wj) + R(Ui ·Wj) +R(Uj ·Wi)
)
dxdy
)
= III1 + III2.
Then we have
III1 =
∑
i6=k
∑
j 6=i
∫
Bǫ(~dk)
(
CUi · ∇(Uj · ~V ) +KWi · ∇(Wj · ~V )
+RUi · ∇(Wj · ~V ) +RWi · ∇(Uj · ~V )
)
dxdy
=
∑
i6=k
∑
j 6=i
∫
∂Bǫ(~dk)
(
CUi · n(Uj · ~V ) +KWi · n(Wj · ~V )
+RUi · n(Wj · ~V ) +RWi · n(Uj · ~V )
)
ds.
III2 = −
∑
m 6=k
∑
i6=k
∫
Bǫ(~dm)
(
CUi · ∇(Uk · ~V ) +KWi · ∇(Wk · ~V )
+ RUi · ∇(Wk · ~V ) +RWi · ∇(Uk · ~V )
)
dxdy
= −
∑
m 6=k
∑
i6=k
∫
∂Bǫ(~dm)
(
CUi · n(Uk · ~V ) +KWi · n(Wk · ~V )
+ RUi · n(Wk · ~V ) +RWi · n(Uk · ~V )
)
ds.
Step 4: Estimate of DVk H - Third Term.
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We directly decompose
IV : = DVk
(∫
Bǫ(~dk)
1
2
(
C |∇u0|
2
+K |∇w0|
2
+ 2R(∇u0 · ∇w0)
)
dxdy
)
+DVk
(∑
m 6=k
∫
Bǫ(~dm)
1
2
(
C |∇u0|
2
+K |∇w0|
2
+ 2R(∇u0 · ∇w0)
)
dxdy
)
= IV1 + IV2.
By integrating by parts, we know
IV1 =
∫
∂Bǫ(~dk)
(
C∇u0 · n(D
V
k u0 +∇u0 · ~V ) +K∇w0 · n(D
V
k w0 +∇w0 · ~V )
+R∇u0 · n(D
V
k w0 +∇w0 ·
~V ) +R∇w0 · n(D
V
k u0 +∇u0 ·
~V )
)
ds.
Similarly, we have
IV2 =
∑
m 6=k
∫
∂Bǫ(~dm)
(
CDVk u0(∇u0 · n) +KD
V
k w0(∇w0 · n)
+RDVk w0(∇u0 · n) +RD
V
k u0(∇w0 · n)
)
ds.
Step 5: Estimate of DVk H - Fourth Term.
We directly decompose
V : = DVk
(
N∑
i=1
∫
∂Bǫ(~dk)
(
u0(CUi +RWi) + w0(KWi +RUi)
)
· nds
)
+DVk
(∑
m 6=k
N∑
i=1
∫
∂Bǫ(~dm)
(
u0(CUi +RWi) + w0(KWi +RUi)
)
· nds
)
= V1 + V2.
Similarly to previous steps, we have
V1 =
N∑
i=1
∫
∂Bǫ(~dk)
(
Dθu0(CUi +RWi) +Dθw0(KWi +RUi)
)
· nds
+
∑
i6=k
∫
∂Bǫ(~dk)
(
∇u0(CUi +RWi) · ~V +∇w0(KWi +RUi) · ~V
)
· nds.
Also, we have
V2 =
∑
m 6=k
N∑
i=1
∫
∂Bǫ(~dm)
(
DVk u0(CUi +RWi) +D
V
k w0(KWi +RUi)
)
· nds
−
∑
m 6=k
N∑
i=1
∫
∂Bǫ(~dk)
(
∇u0(CUk +RWk) · ~V +∇w0(KWk +RUk) · ~V
)
· nds.
Step 6: Synthesis.
Collecting all above terms, we have
II1 + III1 + IV1 + V1 =
∫
∂Bǫ(~dk)
(
CU0 · (Dθu0 +
∑
j 6=k
Uj · ~V ) · n+KW0 · (Dθw0 +
∑
j 6=k
Wj · ~V ) · n
+RU0 · (Dθw0 +
∑
j 6=k
Wj · ~V ) · n+RW0 · (Dθu0 +
∑
j 6=k
Uj · ~V ) · n
= − I3.
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and
II2 + III2 + IV2 + V2 =
∑
j 6=k
∫
∂Bǫ(~dj)
(
CU0 · (D
V
k u0 −Uk · ~V ) · n+KW0 · (D
V
k w0 −Wk · ~V ) · n
+RU0 · (D
V
k w0 −Wk · ~V ) · n+RW0 · (D
V
k u0 −Uk · ~V ) · n
)
ds
= − I2.
Summarizing all above, we obtain
I + II + III + IV + V = I1
= −
∫
∂Br(~dk)
(
F[U0,W0]1− (CU0 ⊗U0 +KW0 ⊗W0 +RU0 ⊗W0 +RW0 ⊗U0)
)
~V · nds.
Then our result naturally follows. 
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