Abstract Although optimal foraging theory predicts that natural selection should favor animal behaviors that maximize long-term rate of gain, behaviors observed in the laboratory tend to be impulsive. In binarychoice experiments, despite the long-term gain of each alternative, animals favor short handling times. Most explanations of this behavior suggest that there is hidden rationality in impulsiveness. Instead, we suggest that simultaneous and mutually exclusive binary-choice encounters are often unnatural and thus immune to the effects of natural selection. Using a simulation of an imperfect forager, we show how a simple strategy (i.e., an intuitive model of animal behavior) that maximizes long-term rate of gain under natural conditions appears to be impulsive under operant laboratory conditions. We then show how the accuracy of this model can be verified in the laboratory by biasing subjects with a short pre-experiment ad libitum high-quality feeding period. We also show a similar behavioral mechanism results in diet preferences that are qualitatively consistent with the digestive rate model of foraging (i.e., foraging under digestive rate constraints).
Introduction
As discussed by Schoener (1971) and Pyke et al. (1977) , an animal must make choices that put upward pressure on both the number of prey encountered in its finite lifetime and the gain (e.g., calories or another surrogate for Darwinian fitness) returned from each prey. To attain maximum gain in minimum time, optimal foraging theory (OFT) predicts that natural selection will favor behaviors that maximize the long-term rate of gain (Stephens and Krebs 1986) . However, in operant binary-choice experiments in the laboratory (e.g., Ainslie 1974; Bateson and Kacelnik 1996; Bradshaw and Szabadi 1992; Green et al. 1981; McDiarmid and Rilling 1965; Rachlin and Green 1972; Stephens and Anderson 2001; Snyderman 1983; Siegel and Rachlin 1995) , animals will often make impulsive choices that favor short handling times regardless of foraging gain. Conversely, as reviewed by Giraldeau and Caraco (2000, pp. 155-167) , in experiments that do not force animals to make binary-choice decisions, animals not only maximize their rate of gain but also respond to changes in the environment by dynamically adjusting their behavior to maintain maximal long-term rate of gain. That is, natural selection has gone so far as to bestow on animals the ability to calculate rate-maximizing behaviors in real time. In this paper, we propose a simple behavioral strategy consistent with real-time rate maximization in nature and show how it appears to be impulsive in laboratory binary-choice experiments. Additionally, we show how rate maximization in the laboratory can be restored with appropriate pre-experiment treatment. If our hypothesis is shown to be empirically robust, then impulsiveness may be a behavioral nuance that is immune to the effects of natural selection.
Impulsiveness without discounting
As reviewed by Ainslie (1975) , early theories of impulsiveness are based on the assumption of temporal discounting. Animals are assumed to discount future rewards by some decreasing function of the time until the reward. As long as the discounting function is sufficiently concave, a smaller-sooner reward can have greater value than a larger-later reward. However, Stephens (2002) argues that realistic discount rates will be too shallow to impact laboratory experiments. In particular, animals with relatively long lifetimes may value rewards today more than rewards tomorrow, but a difference in delay of less than a minute should not be enough to cause a preference reversal. Additionally, Henly et al. (2008) show that likelihood of interruptions, which is often used to justify the discounting hypothesis, has negligible impact on impulsiveness observed in the laboratory.
To explain impulsiveness without discounting, recent attention focuses on how laboratory methods may artificially bias subjects toward impulsive behaviors. Arguing that impulsiveness is the result of an informational constraint, Stephens and Anderson (2001) and Stephens et al. (2004) show how a simple rule leads to impulsive decisions in the typical binary-choice schedule and rate-maximizing decisions in a sequentialchoice schedule, but evidence from Stephens and McLinn (2003) suggests that animals do not use the same choice rule in both contexts. In a different experiment, pigeons whose attention is trained on a largerlater option lose their impulsive tendencies (Siegel and Rachlin 1995) , which leads Monterosso and Ainslie (1999) to suggest that impulsiveness may be the result of attention and not deliberate choice. To investigate state-dependent effects, Houston and McNamara (1985) use a dynamic programming model to show that an impulsive strategy minimizes probability of starvation when an animal is in a low-energy state. This result agrees with studies (e.g., Bradshaw and Szabadi 1992; Snyderman 1983 ) that show that animals are more likely to prefer smaller-sooner alternatives when they are subjected to greater food deprivation. Because food deprivation accompanies conventional operant methodology, this result may explain all observed laboratory impulsiveness; however, the model of Houston and McNamara is based on a sequentialchoice assumption that is rarely met in the mutually exclusive binary-choice experiments used in most tests of impulsiveness. Here, we describe a simple behavioral mechanism that leads to impulsiveness under typical operant conditioning and rate maximization otherwise. As this single mechanism is highly influenced by both the subject's attention and energetic state, it synthesizes ideas from the three different approaches to explaining impulsiveness without discounting.
A graph of the prey model A detailed discussion of classical OFT is given by Stephens and Krebs (1986) . Here, we summarize a central OFT result and recreate a useful graphical interpretation first presented by Charnov (1976) . Consider a forager that searches through its environment for n ∈ N types of prey. Encounters with prey of type i ∈ {1, 2, . . . , n} come from an independent Poisson process with rate λ i > 0 and those type-i prey that are chosen for processing return an average g i gain (e.g., calories) to the forager after an average h i handling time. When not handling prey, the forager pays a cost c per unit search time (i.e., c is a cost rate). Assuming that natural selection favors foraging behaviors that maximize lifetime gain, the optimal behavior should trade large reward per encounter for increased number of encounters (i.e., less time per encounter), and so an optimal behavior maximizes the long-term average rate
where p i ∈ [0, 1] represents the probability that the forager processes an encounter with a prey of type i. Each behavior is represented by a particular collection ( p 1 , p 2 , . . . , p n ) representing the diet of the forager.
The central result of this so-called contingency model (Pulliam 1974; Charnov 1976) or prey model (Stephens and Krebs 1986 ) is that if prey types are ordered so that
then an optimal behavior is to process all encounters with prey of type m ≤ k * and to ignore all encounters with prey of type m > k * where k * ∈ {0, 1, 2, . . . , n} is the smallest k that satisfies
Consequently,
Processed types
where the optimal rate R * partitions the list of profitabilities (i.e., the ratio g i / h i for each type i) into an acceptable set and an unacceptable set. This result, which is known as the zero-one rule (Stephens and Krebs 1986) , is shown graphically in Fig. 1 (Stephens and Krebs 1986) . In the example in Fig. 1 , a heritable preference for only the three highest-profitability types will readily spread through future generations of the population. If an environmental disaster causes encounter rates to fall sharply, then more-inclusive heritable preferences present in the background population will successfully invade and dominate future generations of the population. So optimal foraging theory posits that ratemaximizing behaviors will be the adaptive outcome of the gradual process of natural selection. However, Giraldeau and Livoreil (1998) show that birds in the laboratory respond to a sharp change in the environment with a new behavior that matches the long-term rate-maximizing behavior predicted by OFT. This response is consistent with real-time calculation of the optimal rate-maximizing behavior. Moreover, in a survey by Sih and Christensen (2001) of 74 recent foraging studies, 22 studies are given that show animals flexibly adapting to their experimental scenarios in a way that is at least qualitatively consistent with optimal foraging theory. Thus, OFT may also be viewed as describing the proximate outcome of dynamic behaviors that adapt to changing environments.
Other ostensible violations of rate maximization Impulsiveness describes only a subset of behaviors that appear to violate rate maximization. In the recent survey by Sih and Christensen (2001) of 60 foraging studies originally surveyed by Stephens and Krebs (1986) as well as 74 more recent studies, optimal foraging theory is shown to have mixed success in describing animal behavior. Sih and Christensen argue that the prey model is a poor descriptor of the foraging behaviors of animals with mobile prey. However, even in herbivores (Hirakawa 1997a; Verlinden and Wiley 1989) and molluscivores (van Gils et al. 2005; Quaintenne et al. 2010 ) that have essentially immobile prey, optimal foraging theory fails to predict the observed diet preferences. In these cases, the digestive rate model (DRM; Verlinden and Wiley 1989; Hirakawa 1995 Hirakawa , 1997b ) is shown to better predict animal diet preference, but the DRM itself is the result of generalizing the prey model (i.e., rate maximization) to include the effect of digestive constraints.
The DRM of Hirakawa (1995) is a correction of related foraging constraint models from Pulliam (1974) , Stephens and Krebs (1986) , and Verlinden and Wiley (1989) . It maximizes the same rate expression from Eq. 1; however, it also introduces the material intake rate
where k i is the average quantity (e.g., mass) of ingested material from prey of type i. Depending on whether the material is a nutrient or a toxin, the intake rate X will have a lower or upper bound, respectively. In the molluscivore shorebird examples described by van Gils et al. (2005) and Quaintenne et al. (2010) , X represents the intake rate of ballast material (e.g., shells of bivalves and snails). When the gizzard of one of these cropping birds is full, the bird must pause its foraging behavior until its gizzard has emptied enough for it to continue. Thus, these shorebirds have a maximum intake rate of ballast material that is not negligible. A key result of the DRM is that prey types should not be ordered by profitability as in Eq. 2; instead, they should be ordered by so-called (digestive) quality which is defined by g i /k i for each type i. The DRM gives an algorithm to find the prey type whose quality partitions the group into takealways and take-never groups. However, only a fraction of encounters with prey of the partitioning type should be ingested. Hence, even though the DRM is the result of rate maximization under a constraint, its result both re-orders prey preferences and appears to violate the zero-one rule. Although our main focus is to present a simple model of foraging that explains impulsiveness in the laboratory, we shall also show how our simplified model has similar qualitative features as the DRM. In particular, our DRM-consistent behavioral model reconciles the differences between rate maximization and DRM using an internal handling time approach, which is similar to the ecological-physiological hybrid method described by Whelan and Brown (2005) .
Model
State-based real-time adaptive rate-maximization model Using a version of the prey model of Stephens and Krebs (1986) put into an engineering context, Andrews et al. (2004) and Quijano et al. (2006) implement a heuristic algorithm that achieves real-time rate maximization through computation of an estimated optimal behavior. In particular, on encounter with a prey of type i, the algorithm estimates the encounter rate λ i and then updates its exclusion rule based on Eq. 2 assuming that the present λ i estimate is correct. That is, the algorithm calculates the optimal rate R * based on the estimated rates and then updates its prey model exclusion policy based on that estimated optimal rate.
Instead of estimating each of the n encounter rates to find the critical k * , our algorithm keeps a running estimate of the long-term rate of gain R by dividing total accumulated gain by total time. Then, on each encounter, the forager compares the encountered prey's profitability with the current R estimate and rejects the prey if its profitability is lower than R. By accepting prey with super-R profitability and rejecting those with sub-R profitability, processed prey only cause the estimated R to rise. Between processed encounters, the R estimate falls due to the effect of increased time without increased gain. Over time, the oscillating R estimate converges on the optimal R * ; hence, the process-ignore policy converges to the prey model described by Eq. 2. This method is essentially an application of the patch model of Stephens and Krebs (1986) applied to a forager whose processing-length decision is limited to leaving immediately or staying for a patch's entirety. Not only does this strategy have less computational complexity than those based on encounter-rate estimation, but it has an intuitive state-based interpretation; when the forager's present energy stores are low (i.e., when R is low due to low accumulated gain or high total running time), the forager becomes more inclusive. We caution that this is a loaded interpretation. Among other things, it neglects the effects of non-foraging activities (e.g., reproduction) that both depress present energy stores and take time. However, although a forager's instantaneous energy stores may be a poor estimator of R, low-frequency trends in the energy store signal should correlate well with R. For example, it may be maladaptive for momentary hunger to drive foraging decisions, but its persistent hunger is an important signal that the forager should generalize more. Furthermore, we show later that a small adjustment to this model accounts for optimal foraging under digestive rate constraints. In that case, a stronger connection exists between energy state and R (e.g., high R may indicate that less bulky foods should be preferred).
Our algorithm is depicted in Fig. 2a . The solid line represents the trajectory of the gain of the forager over time. Each dotted line has a slope matching one of the n profitabilities. The estimated rate R at each encounter is the slope of an imaginary line drawn from the origin to the gain trajectory at that time. If the profitability of an encountered prey is steeper than the present R estimate, then the prey is processed, and the current R estimate increases; otherwise, the prey is ignored. Encounters are shown in this depiction as points on the gain trajectory. Those encounters that are processed are shown as circles, and encounters that are ignored are shown as diamonds. So an encounter is processed if its graph location, which corresponds to the estimated R at the time of the encounter, is below the dotted profitability line of its task type. For this example trajectory, the first four encounters are chosen for processing because they fall below their corresponding profitability lines. The fifth encounter is with a prey of type 3, and it is ignored because it falls above the third profitability line. Even though the sixth encounter is also with a prey of type 3, it is chosen for processing because enough time has passed to depress the estimated rate R. As time continues, the estimated rate R eventually converges to the maximum long-term rate of gain R * , which is shown as the slope of the dashed line.
State-based real-time adaptive model consistent with DRM With only a small modification, the adaptive ratemaximization model can be made to be consistent with the qualitative predictions of the DRM. In particular, for each type i, let ballast time κ i be a parameter with units of time that is proportional to the quantity k i . For example, κ i may be viewed as the average amount of time prey of type i spend in the gizzard of a molluscivore shorebird. If the profitability g i / h i for each type i used by the forager to determine whether a particular encounter should be accepted or rejected is replaced by the g i /(h i + κ i ) or simply g i /κ i , then the gain trajectory will follow (i.e., continually switch across) one of the profitability lines. The prey type corresponding to the switching line will also represent the prey that is only partially preferred. The other prey types will be preferred via the zero-one rule. This modified process is depicted in Fig. 2b . Hence, the introduction of internal handling time κ i mitigates the need for a hard digestive rate constraint, which is similar to the ecologicalphysiological hybrid model described by Whelan and Brown (2005) that also models internal handling time.
Coopting their example, we notice that in our model, as R increases (e.g., stomach fills), calorie-dense foods (e.g., cookies) may be preferable over high-bulk foods (e.g., salad) even though profitabilities may be similar, which matches conventional human experience. Although this algorithm may not accurately described the proximate mechanisms for decision making in foragers with digestive constraints, it may provide helpful intuition for visualizing DRM results. Additionally, if the ballast-time proportionality constant (i.e., κ i /k i for each type i) is identical across all types and digestive profitability is defined as g i /(h i + κ i ) for each type i, then this model behaves as a classical rate maximizer when h i is much larger than κ i and as a digestively constrained forager when κ i is much larger than h i . Hence, the previous model is a limiting case of this model; as ballast times become vanishingly small, the acceptance proportion of the partially accepted prey type approaches unity or nullity. Thus, this simple behavioral model reconciles differences between classical optimal foraging theory models and digestive constraint models. Moreover, this model justifies the otherwise questionable use of energy availability (e.g., hunger) as an estimator of R. In the case of pure rate maximization, an animal in a should only use its energy state as an estimator of a low R if its energy stores are persistently low. However, when using digestive profitability (i.e., when including ballast effects), using energy stores as an estimator of R implicitly accounts for digestive constraints; less bulky foods should be preferred when R is high.
Results
The most prevalent foraging models used in OFT make the simplifying assumption that encounters with more than one prey at a time occur with zero probability (Charnov 1973 ). This assumption does not lack realism. A forager that searches for sparse stationary morsels of food may rarely encounter items simultaneously, and even when it does, its choices need not be mutually exclusive. If such an environment is the source of natural selection, then it makes sense that the animal's behavior may be poorly adapted for the mutually exclusive, simultaneous encounter, binary-choice experiments of the conventional operant laboratory. Here, we show how our real-time algorithm is impulsive under traditional laboratory conditions and maximizes long-term rate of gain under natural conditions. We also show how our DRM-inspired real-time algorithm results in foraging preferences consistent with results from the DRM. All simulations were implemented using Matlab ((R14SP3) The MathWorks, Natick, MA, USA), and all Matlab source code is available as an electronic supplement (see S1 Appendix).
Simulation: simultaneous encounters lead to suboptimality A simulated trajectory for our algorithm over 100-s is shown in Fig. 3a where n = 2, (λ 1 , g 1 , h 1 
, and c = 0.1-s −1 . So type 1 has the highest profitability and type 2 has the lowest average handling time. For each type, the gain and handling time have nonzero variance and positive correlation. Additionally, on an encounter with a single prey, there is a 5% probability that the forager will make an algorithmic mistake. In this simulation, encounters with each type come from separate and independent Poisson processes, and so simultaneous encounters occur with zero probability. However, in the rare case of a simultaneous encounter, this forager arbitrarily attends to the prey with the lower average handling time first with a 95% probability. This assumption of biased attention is motivated by the training experiment of Siegel and Rachlin (1995) and the suggestion by Monterosso and Ainslie (1999) that impulsiveness may be the result of attention span and not deliberate choice. In this example, the steady-state foraging behavior accepts all high-profitability encounters and rejects all low-profitability encounters, and the gain trajectory behaves like a line with R * slope. Because this behavior eventually achieves the maximum long-term rate of gain, it is eligible for proliferation by natural selection.
In Fig. 3b , a simulated trajectory for the same behavior that maximizes its long-term rate in Fig. 3a is shown when facing simultaneous and mutually exclusive encounters at rate λ = 2-s −1 . Because it attends to the prey with the lower average handling time first and the experimenter removes the other prey on each encounter, the trajectory achieves a suboptimal longterm rate R * type-2-only , and the experimenter concludes that the forager is not a rate maximizer. However, the rate R * type-2-only is the maximum rate in an environment with only the low-profitability type. Under these experimental conditions, the estimated rate is initially very low, and so the low-profitability prey are initially acceptable for processing. Because the forager attends to these prey first and the experimenter immediately removes the other prey, the new estimated rate R Fig. 3 Simulation of an adaptive and impulsive foraging behavior facing different encounter processes. In the 100-s foraging bout, the forager encounters high-profitability prey of type 1 (g 1 = 5, h 1 = 2-s) and low-handling-time prey of type 2 (g 2 = 1, h 2 = 1-s). During search, it pays cost c = 0.1-s −1 . On an encounter with a prey, it is chosen for processing if its profitability is greater than the quotient of the accumulated gain and total lifetime, and the forager makes a mistake in this calculation with 5%
probability. On simultaneous encounters, the forager attends to the prey with lowest handling time first with 95% probability (i.e., its attention is impulsive). In a, encounters come from a merged Poisson process with rates λ 1 = 2-s −1 and λ 2 = 5-s −1 , and the behavior is optimal. In b, encounters are simultaneous and mutually exclusive with rate λ = 2-s −1 , and the same behavior is suboptimal. In particular, the performance in b is optimal in an environment of only type 2 prey remains too low to exclude the next encountered lowprofitability type. Hence, the forager never experiences high-profitability prey gains and is destined for poor performance. If these operant laboratory conditions (i.e., starvation followed by sequences of mutually exclusive binary-choice trials) are unlike those in nature, this short-time attentive foraging strategy may still maximize its long-term rate of gain in nature and thus will still be present in the animal population.
Simulation: pre-experiment feeding restores optimality
This hypothesis can be tested by preloading the forager's gain trajectory immediately before the experiment (e.g., to alleviate any persistent hunger signals that drive the forager to be maximally inclusive). The trajectory in Fig. 4a is the result of a second simulation with merged Poisson encounters; however, during the first 2-s of the experiment, the forager faces very frequent encounters with prey of a very high profitability g p / h p . As a consequence, the trajectory rises very quickly and then plateaus off until the estimated rate of gain falls below the profitability of type 1. After that time, the forager follows a typical rate-maximizing trajectory. Similarly, the trajectory in Fig. 4b is the result of a second simulation with simultaneous and mutually exclusive encounters, but the forager is given the same initial 2-s feeding period in order to bias its behavior into a rate-maximizing mode. As with the previous case, the gain rises steeply and then plateaus until the point where the estimated gain falls below the profitability of type 1. After that time, the previously impulsive behavior follows a true rate-maximizing trajectory. That is, because the estimated rate is so high, the forager never attends to the low-profitability type; it ceases to appear impulsive. This restoration of rationality will rarely occur under conventional operant methods because those subjects are typically intentionally deprived of food outside of the experimental apparatus (e.g., Bradshaw and Szabadi 1992; Green et al. 1981; Stephens and Anderson 2001; Stephens and McLinn 2003; Snyderman 1983; Siegel and Rachlin 1995) .
Simulation: equal-opportunity foragers and simultaneous encounters
Another set of simulated simultaneous-encounter trajectories of our algorithm is shown in Fig. 5 . However, in these examples, the forager has unbiased attentiveness. That is, in the case of a simultaneous encounter with two prey, the forager attends first to one of them at random following a uniform distribution. Fig. 4 Simulation of an impulsive foraging behavior after initial ad libitum feeding period. In most of the 100-s foraging bout, the forager encounters high-profitability prey of type 1 (g 1 = 5, h 1 = 2-s) and low-handling-time prey of type 2 (g 2 = 1, h 2 = 1-s). However, during the first 2-s of the bout, the forager encounters type-p prey of very high profitability and very high rate (λ p = 10-s −1 , g p = 5, h p = 0.2). During search, it pays cost c = 0.1-s −1 .
On an encounter with a prey, it is chosen for processing if its profitability is greater than the quotient of the accumulated gain and total lifetime, and the forager makes a mistake in this calculation with 5% probability. On simultaneous encounters, the forager attends to the prey with lowest handling time first with 95% probability (i.e., its attention is impulsive). In a, encounters come from a merged Poisson process with rates λ 1 = 2-s −1 and λ 2 = 5-s −1 , and in b, encounters are simultaneous and mutually exclusive with rate λ = 2-s −1 . In both cases, the behavior is optimal
Under merged Poisson encounters, this behavior will still maximize the forager's long-term rate of gain because simultaneous encounters are so rare. However, when encounters are artificially made by an experimenter to be simultaneous and mutually exclusive, the foraging behavior is not guaranteed to maximize the long-term rate. In particular, runs can be put into two groups characterized by Fig. 5a , b. In the former case of Fig. 5a , the gain accumulates initially fast enough to exclude the low-profitability type from consideration by the algorithm, and the foraging behavior achieves the optimal long-term rate of gain R * . In the latter case of Fig. 5b , the equal-opportunity foraging behavior achieves a long-term rate of gain R * depressed equal to the optimal long-term rate of gain when encounter rates are halved. Hence, forcing animals to make mutually exclusive decisions about repeated simultaneous encounters has the effect of scaling encounter rates by the animal's attention pattern. However, as with the impulsive behavior, a rate-maximizing result like the one shown in Fig. 5a can be forced by preloading the forager with an ad libitum feeding period to ensure the initial behavior is as exclusive as possible (i.e., ensuring that the initial rate R estimate is relatively high). Again, treating animals with pre-experiment feeding is uncommon in conventional operant laboratory methods because animals are starved to enforce compliance with the experimental apparatus. Unfortunately, it is possible that starved preferences are overly inclusive; a starved individual may eat foods that it would rarely choose willingly in its natural environment.
Simulation: DRM-inspired rule has DRM-like preferences
In Fig. 6a , the gain trajectory for a forager using the DRM-style decision algorithm is shown. The gain trajectory switches across the profitability line for type 2. Moreover, as shown in Fig. 6b , the prey types are partitioned into a set of always-accepted types, alwaysrejected types, and a single partially accepted type (i.e., type 2 in this example). Similar results can be found by defining digestive profitability as g i /κ i for each type i, which guarantees the same type ordering as the DRM model provided that the proportionality constant (i.e., κ i /k i for each type i) is identical across all types. However, when digestive profitability is defined as g i /(h i + κ i ) for each type i, then this forager behaves as a traditional rate maximizer when h i is significantly larger than κ i .
Rate-maximizing run.
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Fig. 5
Equal-opportunity behavior facing simultaneous encounters. During the 100-s foraging bout, the forager encounters high-profitability prey of type 1 (g 1 = 4.5, h 1 = 2-s) and lowhandling-time prey of type 2 (g 2 = 1.6, h 2 = 1-s). All encounters are simultaneous and are generated by a Poisson process with a 1.7-s −1 encounter rate. During search, the forager pays cost c = 0.1-s −1 . On an encounter with a prey, it is chosen for processing if its profitability is greater than the quotient of the accumulated gain and total lifetime, and the forager makes a mistake in this calculation with 5% probability. On simultaneous encounters, the forager randomly attends to one of the encountered prey. In the typical run shown in a, the gain trajectory converges to the rate-maximizing optimal result. In another typical run shown in b, the gain trajectory converges to a result congruent with rate maximization if encounter rates were halved 
, and 5 (λ 5 = 0.1-s −1 , g 5 = 5, h 5 = 0.1-s, κ 5 = 3-s) according to a five-way merged Poisson process. The prey types are ordered by digestive profitability, which is defined as g i /(h i + κ i ) for each type i. In this example scenario, there is no search cost (i.e., c = 0-s −1 ). On simultaneous encounters (which occur with probability 0 due to the merged Poisson process), the forager attends to the prey with lowest handling time first (i.e., its attention is impulsive). The gain trajectory is shown in a, and the proportion of encounters that are accepted is shown in b. As shown, prey of type 1 are always accepted, prey of types 3, 4, or 5 are always rejected, and prey of type 2 are accepted on 25% of encounters with them
Discussion
Binary-choice impulsiveness can be sequentially optimal in nature
In the laboratory, animals forced to make a choice between two mutually exclusive alternatives show an impulsive tendency for short handling time even when that behavior fails to maximize long-term rate of gain. We have shown that animals that are impulsive in binary-choice experiments can still be rate maximizers in nature. Our hypothesis is that on an encounter with a prey, the animal chooses to process the prey based on whether the prey's gain-time ratio is greater than the animal's present accumulated gain-total time ratio. In the rare case when multiple prey are encountered at the same time, the animal arbitrarily attends to the one with shortest handling time first. Because these cases are so rare, the animal's attention pattern has little impact on its lifetime success. However, because laboratory encounters are always simultaneous and mutually exclusive, the food-deprived animal fails to make good decisions.
To test this hypothesis, animals can be given a short ad libitum feeding period directly before testing. This feeding period should raise their gain-time ratios so that the purely impulsive choice is not a viable alternative. If this hypothesis is robust, then impulsiveness may not be a curiously irrational behavior so much as a behavioral polymorphism that is normally masked to the effects of natural selection. Additionally, this simple behavioral algorithm may provide intuition for understanding complex state-based animal behavior. An important future direction is the testing of this theory in the laboratory; however, it is consistent with previous experiments (e.g., Bradshaw and Szabadi 1992; Snyderman 1983 ) that show that impulsiveness is reduced when animals have more access to food. Additionally, the R process is a discrete-time denumerable Markov chain, and it is likely that the convergence we have demonstrated in simulation can be shown analytically via mathematical proof. To establish confidence that this algorithm is a robust rate maximizer, the stochastic convergence of R should be analytically characterized.
A notable weakness of the central hypothesis of this paper is that it takes for granted that the animal attends first to prey with short handling times when facing simultaneous encounters. The salient feature of this assumption is that the animal's attention modulates the perceived encounter rates of encountered prey, which is consistent with the attention-training experiment of Siegel and Rachlin (1995) and the conclusion of Monterosso and Ainslie (1999) that impulsiveness may be linked to attention and not choice. If the forager only sees simultaneous encounters with a low-profitability short-time prey and a high-profitability long-time prey and always attends to the short-time prey first, it is as if the high-profitability prey has a null encounter rate. Moreover, an equal-opportunity forager facing all simultaneous encounters may also appear to be overly inclusive to short-time prey. During the period of time where its initial rate estimate is low enough to consider the low-profitability short-time prey, the forager forced to make mutually exclusive choices on each simultaneous encounter will behave as if it were facing encounter rates that are halved and thus will continue to be overly inclusive. It is true that a forager that attends first to high-profitability prey on simultaneous encounters will outperform others in binary-choice experiments. However, if simultaneous encounters are rare in nature, it is unlikely that natural selection will have shaped these attention mechanisms, and a wide variation of attention schemes may be present in a background population. Furthermore, the assumption that animals exhibit their natural preferences when starved seems flawed regardless of the underlying behavioral mechanism. This paper serves as an example of how starved preferences can be unique.
A mechanism consistent with the digestive rate model
We have also shown how a simple modification to the our rate-maximizing behavior leads to adaptive diet choices that are qualitatively consistent with the digestive rate model of digestively constrained rate maximizers. In particular, the mechanism automatically orders types by digestive profitability, which is a quantity similar to digestive quality in the DRM, and results in partial preference for a single prey type that partitions the other prey types into a set of alwaysaccepted and always-ignored types. To construct digestive profitability, we defined an internal ballast time that is likely proportional to the material quantity used in DRM constraints. Hence, digestive profitability for each type is the ratio of its average gain to the sum of its handling time and ballast time. Like the approach of Whelan and Brown (2005) , this model achieves qualitatively similar results as DRM without a hard digestive rate constraint. Like the short-time attentive rate-maximizing mechanism we introduced, this DRM-consistent mechanism may also be prone to maladaptive impulsiveness in the case of simultaneous encounters. However, our objective in presenting this simple DRM-consistent behavioral model is to suggest intuition for visualizing DRM results and reconciling differences between ecological and physiological schools of foraging thought. For example, our model shows clearly how a forager with high energy stores may prefer the less bulky of two items with equal profitability while a forager with low energy stores will accept both. An important future direction is to precisely define what a ballast time is in nature.
