For any n-by-n matrix

Introduction
For an n-by-n complex matrix A, let W (A) = { Ax, x : x ∈ C n , x = 1} denote its numerical range, where ·, · and · are the standard inner product and its associated norm in C n , respectively, and let k(A) be the maximum number k of orthonormal vectors x 1 , . . . , x k in C n with Ax j , x j in the boundary ∂W(A) of W (A) for all j. Note that k(A) is also the maximum size of a compression of A with all its diagonal entries in ∂W (A) . Recall that a k-by-k matrix B is a compression of A if B = V * AV for some n-by-k matrix V with V * V = I k . The number k(A) was first introduced in [5] . It relates properties of the numerical range and the compressions of A. In particular, it was shown in [5, Lemma 4.1 and Theorem 4.4] that 2 ≤ k(A) ≤ n for any n-by-n (n ≥ 2) matrix A, and k(A) = n/2 for any S n -matrix A (n ≥ 3).
Recall that an n-by-n matrix A is of class S n if it is a contraction, that is, A ≡ max x =1 Ax ≤ 1, its eigenvalues are all in the open unit disc D ≡ {z ∈ C : |z| < 1}, and the rank of I n − A * A equals one.
One particular example is the n-by-n Jordan block
In this paper, we proceed to study k(A) for other classes of A. In particular, we are interested in knowing when k(A) equals the size of A. In Section 2 below, we first give a structure theorem (Theorem 2.7) of A when it has a compression with all its diagonal entries in ∂W(A). This is then used to determine the value of k(A) for A of size 3 in terms of the shape of its numerical range W (A) (Proposition 2.11) . Then, in Section 3, we consider the n-by-n (n ≥ 
For such an A, we determine in Theorem 3.1 exactly when its k(A) equals n. We show that this is the case if and only if either |w 1 | = · · · = |w n | or n is even and |w 1 | = |w 3 | = · · · = |w n−1 | and |w 2 | = |w 4 | = · · · = |w n |. In particular, this implies that, for A of the form (1) with n ≥ 3 and with exactly one zero weight, k(A) is never equal to n. We then concentrate on those A's in this latter class, and show that in this case its k(A) can be any integer between 2 and n − 1 (Theorem 3.5). We also completely characterize among such A's those with k(A) = n − 1 (Theorem 3.10).
Our reference for properties of the numerical range is [6, Chapter 1].
We end this section by fixing some notations. For any finite square matrix A, we use Re A = (A + A * )/2 and Im A = (A − A * )/(2i) to denote its real and imaginary parts, respectively, and ker A and ran A to denote its kernel and range, respectively. A is said to be reducible if it is unitarily equivalent to the direct sum of two other matrices; otherwise, A is irreducible. The set of eigenvalues of A is denoted by σ (A). 0 n and I n are the n-by-n zero and identity matrices, respectively. The n-by-n diagonal matrix with diagonals a 1 , . . . , a n is diag(a 1 , . . . , a n ). The argument, arg z, of a nonzero complex number z is the unique number θ in [0, 2π ) such that z = |z|e iθ ; arg 0 can be any number in [0, 2π ). Finally, for any n ≥ 1, the nth primitive root of unity e 2π i/n is denoted by ω n .
Generalities
In this section, we prove some general results on the number k(A) of a finite matrix A, and start by reviewing a few basic facts concerning the boundary points of W (A). For an n-by-n matrix A, a point a in ∂W(A) and a supporting line L of W (A) which passes through a, there is a θ in [0, 2π ) such that the ray R θ from the origin which forms angle θ from the positive x-axis is perpendicular to L = L θ (cf. Fig. 2.1 ). In this case, Re (e −iθ a) is the maximum eigenvalue of Re (e −iθ A) with the corresponding eigenspace E a, 
gives precise information on their relationship.
Proposition 2.2. Let A be an n-by-n matrix, a be a point in ∂W(A), and L be a supporting line of W (A)
which passes through a. Then the following hold: (f) After an affine transformation of A, we may assume that L is the y-axis and a = 0 is an eigenvalue of Re A with multiplicity bigger than n/2, that is,
if and only if a is an extreme point of W (A). (c) If a is not extreme for W (A), then L is unique and H
for some matrices C and D. Let iC = USV be the singular value decomposition of iC, where U and V are unitary and S is of the form
Hence A is unitarily equivalent to a matrix A of the form 
Similar arguments as above together with Proposition 2.2(e) yield the following.
Another easy corollary is the following necessary condition for k(A) = 2.
Corollary 2.6. If A is an n-by-n nonscalar matrix with k(
The converse of the above is false. For example, if A = J 5 , the 5-by-5 Jordan block, then it is known that dim
There are even 4-by-4 counterexamples to the converse as, for example, the matrix
(cf. Theorem 3.10 below). For 3-by-3 matrices, such a phenomenon cannot occur as will be seen in our discussions later in this section.
The main result of this section is the following structure theorem for matrix A which has a compression with diagonal entries all in ∂W(A).
Theorem 2.7. An n-by-n (n ≥ 2) matrix A has a k-by-k compression with all its diagonal entries in ∂W(A) if and only if it is unitarily equivalent to a matrix of the form
where
Geometrically, the conditions on the matrix B j simply say that its diagonal entries α
The proof of Theorem 2.7 depends on the corresponding result for 2-by-2 matrices (cf. [15, Corollary 4] or [5, Proposition 4.3] ). This we state below for easy reference. (1) 1 , . . . , α (1) s 1 (resp.,
Proposition 2.8. The following conditions are equivalent for a 2-by-
2 matrix A = ⎛ ⎝ a b c d ⎞ ⎠ : (a) a ∈ ∂W(A), (b) be −iθ +ce iθ = 0 for some θ in [0, 2π ), (c) |b| = |c|, (d) d ∈ ∂W(A).
Under these conditions, if A is normal and W (A)
. After a suitable permutation of rows and columns, we may further assume that
Applying Proposition 2.8 repeatedly to the 2-by-2 principal submatrices
). We next apply the above arguments to E to obtain
where θ 2 ∈ [0, π) and θ 2 + π are distinct from θ 1 and = a ji = 0. Repeating the above to E and so forth, we thus obtain the asserted form for A.
The following lemma is useful on some occasions.
Lemma 2.9. If
To prove the converse inequality, assume that A, A 1 and A 2 are of sizes n, n 1 and n 2 , respectively. Let k = k(A) and let
We claim that y j must all be 0. Indeed, if y j = 0 for some j, then Proof. The equivalence of (b) and (c) was proven in [13, Proposition 4] ; that of (b) and (d) was noted in In the next section, we consider the n-by-n weighted shift matrix (1) and determine when its k(A) is equal to n, thus generalizing the preceding corollary.
Weighted shift matrices
An n-by-n weighted shift matrix A is one of the form (1), where the w j 's are called the weights of A. Properties of such matrices, especially those concerning their numerical ranges, were studied recently in [13, 12] . Using the results there, we are able to give, among such matrices A, a characterization of the ones with k(A) = n. Recall that the period of {|w j |} n j=1 is the smallest integer p, 1 ≤ p ≤ n, such that |w j | = |w p+j | for all j (w m ≡ w m (mod n) for m > n). {|w j |} j is periodic if the above p is such that 1 ≤ p < n, in which case we necessarily have p|n.
The next two lemmas facilitate the proof of Theorem 3.1.
Lemma 3.3. Let A be an n-by-n (n ≥ 2) weighted shift matrix with nonzero weights w 1 , . . . , w n , a be a point in ∂W(A), and L be a supporting line of W (A) which passes through a. Then dim E a,L ≤ 2. Furthermore, dim E a,L = 2 if and only if L ∩ ∂W(A) is a (nondegenerate) line segment.
Proof. Let θ in [0, 2π ) be such that the ray R θ from the origin which forms angle θ from the positive x-axis is perpendicular to L (cf. Fig. 2.1 is unitarily equivalent to a matrix of one of the following forms:
where α 1 and α 2 (resp., β 1 and β 2 ) are on a line segment of ∂W(A). In particular, n can only be 2, 3 or 4. If n = 3 (resp., 4), then the existence of a line segment on ∂W(A) yields that A is normal by Corollary 2.13 (resp., A is unitarily equivalent to the direct sum of two 2-by-2 matrices by [ We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Assume that k(A) = n. If A is irreducible, then n = 2 by Lemma 3.4 and we are done. Hence we may assume that A is reducible and also A = 0 n . Then Theorem 3.2 says that either at least two of the w j 's are zero or {|w j |} n j=1 is periodic. In the former case, we may express A as
where each A k is either the 1-by-1 zero matrix 0 1 or a n k -by-n k (n k ≥ 2) weighted shift matrix with exactly one zero weight. Since the numerical ranges of the A k 's are either the singleton {0} or a circular disc centered at the origin (cf. [13, Proposition 3 (3)]), we may assume that there is some l,
where the A k 's are each of size at least 2 and have equal numerical ranges. Note also that the A k 's are irreducible. This is because if some
, where u j = 0 for all j, is reducible, say, it is unitarily equivalent to A ⊕ A , where A and A are of sizes n and n (1 ≤ n , n ≤ n k − 1), respectively, then, since A k , A and A are all nilpotent, we have 
is of the form (3). Since each B j can be further decomposed as the direct sum of irreducible matrices and the irreducible summands of any matrix are unique up to ordering and unitary equivalence (cf. [3, Theorem 3.1]), we infer that B j is unitarily equivalent to the direct sum of some of Note that under the conditions of Theorem 3.1, the numerical range of A is either a regular npolygonal region with vertices e i(2kπ + j arg w j )/n |w 1 |, 0 ≤ k ≤ n − 1, or the convex hull of the union of n/2 elliptic discs with foci ±e i(2kπ + j arg w j )/n |w 1 w 2 |, 0 ≤ k ≤ (n/2) − 1, and minor axis of length ||w 1 | − |w 2 ||.
A consequence of Theorem 3.1 is that if A is an n-by-n (n ≥ 3) weighted shift matrix with exactly one zero weight, then k(A) is never equal to n. In the remaining part of this section, we restrict ourselves to such matrices A. It turns out that in this case k(A) can be any integer from 2 to n − 1. This will be proven after a series of lemmas, the first of which gives conditions for two unit vectors x and y with Ax, x and Ay, y in ∂W(A) to be orthogonal to each other.
Recall that the numerical radius w(A) of a matrix A is the quantity max {|z| : z ∈ W (A)}.
Lemma 3.6. Let A be an n-by-n (n ≥ 2) matrix of the form (7) with w j > 0 for all j. Then the following hold: 
which shows that x θ is in H a . That dim H a = 1 is by [9, Corollary 3.10] . Thus H a is generated by x θ . (d) follows from the fact that
k . This completes the proof.
Thus, for a matrix A of the form (7) 
and Our construction of the matrix A in Theorem 3.5 is based on the following lemma. Here, for any real t, let t denote the largest integer which is less than or equal to t. 
This shows that (Re
Then the following hold:
with a 1 = −1, −1 < a j < 1 for 2 ≤ j ≤ l + m, and a l+m+1
On the other hand, we also have
This shows that (10) is indeed true in this case. For other parities of m and n − m − 1, analogous arguments as above show that (10) also holds. This completes the proof.
Proof of Lemma 3.8(c).
We need only check that there is a sequence {a j } 
by (8) . Lemma 3.9(b) yields a sequence {a j }
((l+m)/2)+1
j=1
, which satisfies the required properties in the first paragraph. This completes the proof. Now we are ready to prove Theorem 3.5. Our final result is a characterization of the n-by-n weighted shift matrices A with exactly one zero weight for which k(A) = n − 1. 
