Introduction
Given the fact that information and communication technologies (ICT) have been revealed to have remarkable impacts on economic development, the so-called digital divide has become an issue of great interest for researchers and policy makers. Disparities in ICT diffusion may lead to an increase in the disparities in terms of economic development. Thus, a large number of studies have focused on measuring and analyzing the nature of the digital divide.
Information and communications technologies diffusion has improved in many developing countries, particularly for some technologies, such as mobile phones or the Internet. Yet, the level of digital development is still much higher in the developed world (with some developing countries, such as Korea or China, being the exception). These days, the digital divide is increasingly related to differences in the speed and quality of access to ICT (ITU 2008) .
The literature on the topic distinguishes between two main approaches: that focusing on measuring the gap for one specific technology or for a small group of countries, and that explaining ICT adoption. The latter usually refers to a single technology, such as personal computers, the Internet or broadband. Some studies elaborate upon an index grouping of technologies, although these frequently examine a small number of countries (Corrocher and Ordanini 2002; Bagchi 2005) .
As different technologies show different patterns of diffusion (Rogers 2003; Karshenas and Stoneman 1995) , the varied combinations of ICT may lead to diverse models of digitalization in different countries. Analysis of the digital divide should account for those differences. Therefore, the analysis of a single technology does not provide much information about the level of digital development within a country. A measure of digital development including several technologies would allow for comparisons between different levels of digitalization.
Within this framework, this paper's objective is twofold. First, we seek to identify and explain the differences in the digitalization levels between different groups of countries. Second, we aim to identify the relationships between specific combinations of technologies and the factors explaining them, mostly related to different development levels.
The literature has highlighted the role of income in explaining the adoption of some technologies, such as the Internet (Quibria et al. 2003; Beilock and Dimitrova 2003; Dewan et al. 2005; Chinn and Fairlie 2007) , personal computers (Dewan et al. 2005; Chinn and Fairlie 2007) , and broadband (Turk et al. 2008; Lee and Brown 2008) . Nevertheless, some studies have also demonstrated the relevance of other non-economic factors, such as competition, telecommunication infrastructure and human capital (Quibria et al. 2003; Andonova 2006; Guillén and Suárez 2006; Oyelaran-Oyeyinka and Lal 2005) . In the same vein, the differing combinations of ICT that shape diverse models of digitalization may be explained by a wide range of variables. These include income, as well as other institutional and non-economic factors pointing to a relationship between digitalization models and different levels of development.
Our study differs from those that create an index to measure the digital divide, such as Corrocher and Ordanini (2002) , in that it includes different types of technologies capturing ICT use and infrastructure. Although Bagchi (2005) also creates an index to determine which factors contribute to the digital divide in various nations over time for four ICTs, the present study increases the number of technologies and extends the methodological approach. Along with principal component analysis and multiple regression analysis for each variable employed by other researchers (Chinn and Fairlie 2007; Dewan et al. 2005; Corrocher and Ordanini 2002; Bagchi 2005) , we also use canonical correlation analysis. This approach allows us to detect different combinations of technologies and patterns of digitalization, as well as to explain them by several sets of variables. As far as we know, ours is the first study to use a single model to explain the digital divide and to capture its multidimensional nature. From a public policy perspective, the variables identified by the models can be useful to promote specific ICT measures according to the group of countries and the patterns of digitalization detected. Specific measures adapted to the characteristics of the digitalization patterns might be more suitable than global policies.
By including 142 developed and developing countries, we extend the geographical scope of other previous research considering a large number of technologies, such as Vicente and López (2006) , whose study is related to the EU-15. We also extend the number of countries and technologies studied by Hargittai (1999) (18 OECD countries and the Internet) and the ICT covered by Chinn and Fairlie (2007) (computer and Internet use for the period [1999] [2000] [2001] .
The remainder of the paper is structured as follows. The following section presents the digital divide in ICT adoption. Section 3 provides the literature review. The research model and methodology are shown in Sect. 4. Section 5 describes the data and variables. Sections 6 and 7 present the analysis, models and findings. The final section presents the major conclusions and discusses issues for further research.
The digital divide in ICT adoption
The digital divide refers to ''the gap between individuals, households, businesses and geographic areas at different socio-economic levels with regard to their opportunities to access information and communication technologies and to their use for a wide variety of activities'' (OECD 2001, p. 5) . Although there is general agreement on the definition of the digital divide, there is no common perspective to conceptualize and measure it (Vehovar et al. 2006) . One of the reasons is the number and the variety of technologies involved. The digital divide can differ with the type of technology studied, since different technologies show different patterns of diffusion.
For a sample of 142 countries, Fig. 1 illustrates dispersion and inequalities in GDP and ICT adoption for several variables related to ICT use and infrastructure in 2004. We compute the digital divide using an inequality measure, such as the Gini index, and a dispersion measure, such as Pearson's coefficient of variation.
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We show that mobile phone subscribers (MPS), Internet users (IU) and personal computers (PC) are more equally distributed than secure Internet servers (SIS) or broadband subscribers (BBS). As the literature on technology diffusion has found, some technologies are easier to be adopted than others. This is the case for mobile phones and the Internet, for example, which are easier for both firms and households to adopt relative to other technologies (James 2007) .
Inequalities in ICT adoption may also depend on the different stages of the adoption process in which the countries are placed. The specific adoption pattern may also differ according to the different economic development levels. In Fig. 1 , indicators associated with higher levels of infrastructure such as international Internet bandwidth (IIB) and the number of SIS, present the highest values for both Gini index and coefficient of variation. The inequality and dispersion in the adoption of these technologies are higher than those of GDP, while for the rest of technologies the inequalities are lower.
Literature review
From a theoretical standpoint, the methodological framework most frequently employed to explain diffusion rates of new technologies is diffusion theory (Rogers 2003) . Adoption patterns are assumed to generally follow an S-shaped curve, with 1 Dispersion and inequalities between countries in ICT adoption. Note: Pearson's coefficient of variation is the ratio of standard deviation to the mean. Gini index is weightened by population. N = 142. Source: Author's work from World Bank (2006) accelerated growth in the earlier stages of adoption and slower growth as technology matures (Rogers 2003; Karshenas and Stoneman 1995) .
Some theoretical models explain ICT diffusion by accounting for the nature of the technology, the number and characteristics of the receiving users (consumers, households, firms, etc.), and the channels through which technology is transmitted. Adopters can be classified into different categories depending on the time they take to adopt an innovation. Diffusion rates also depend on the type of technology because some technologies are more likely to be adopted by some users than others. Consequently, different technologies are associated with different diffusion patterns.
According to epidemic models, the key to explaining ICT diffusion relies on the spread of information about the existence of a new technology and learning from experience (Mansfield 1968 ). The greater the number of adopters, the greater the probability that other users will be ''contaminated'', leading to the further spread of information and an accelerated diffusion speed (Karshenas and Stoneman 1995) . Rank models add to the framework by considering heterogeneity and the characteristics of potential adopters in explaining diffusion. In turn, the literature on knowledge spillovers (Fujita and Mori 2005) contributes to diffusion theories by highlighting the role of the type of knowledge transmitted. When knowledge is tacit or non-codified, face-to-face communication facilitates its diffusion.
These contributions reveal a wide range of possibilities regarding the variables to include in empirical studies measuring and explaining ICT diffusion disparities between countries. The empirical literature about the digital divide can be divided into two groups. On the one hand, some studies focus on measuring and quantifying the digital divide, considering the evolution of the digital gap, in particular (OECD 2005; Corrocher and Ordanini 2002; Bagchi 2005; Vicente and López 2006) . The multi-dimensional character of the digital divide has led to elaborate ICT indexes to summarize information about the level of digitalization, such as the Information Society Index, the Networked Readiness Index, the Digital Access Index, the Digital Opportunity Index and the Digital Divide Index (Vehovar et al. 2006) . For instance, Corrocher and Ordanini (2002) combine six different dimensions of digitalization in an index to obtain several patterns of digitalization in ten developed countries. Bagchi (2005) creates an indicator including four different technologies, such as telephone (fixed and mobile), PC and Internet usage to measure and analyze the divide both globally and in different groups of countries. Vicente and López (2006) use ten variables, including PC, telephone lines, broadband connections and secure servers, to determine the digital divide between 15 European countries.
On the other hand, other empirical studies concentrate on explaining the determinants of ICT adoption and diffusion (Hargittai 1999; Kiiski and Pohjola 2002; Beilock and Dimitrova 2003; Dewan et al. 2005; Chinn and Fairlie 2007) . Some researchers use cross-sectional data for a particular group of developed countries (Hargittai 1999; Vicente and López 2006) , developing countries (Quibria et al. 2003; Wong 2002) or both (Beilock and Dimitrova 2003) . Other studies extend the analysis to consider cross-sectional time series for developing countries (Tanner 2003; Oyelaran-Oyeyinka and Lal 2005; Dasgupta et al. 2005) , while others include a combination of developing as well as developed countries. 1 A summary of the most relevant studies on the digital divide is showed in Table  10 in the appendix. The common findings show the links between ICT diffusion disparities and GDP. Moreover, economic development seems to be a prerequisite of ICT diffusion as well as one of the most significant determinants of the digital divide. In fact, some authors consider the digital divide to be a new demonstration of the traditional differences in technological adoption between rich and poor countries (James 2007) .
Despite the relevance of GDP in explaining the digital divide some studies highlight the fact that disparities in ICT adoption rates are greater than that of GDP (Wong 2002; Liu and San 2006) . As showed in Fig. 1 , the inequality and dispersion values are higher for some technologies than the values related to economic development. Thus, factors other than income may affect ICT diffusion. In fact, many researchers have highlighted the complex and multidimensional nature of the digital divide underlying the role of additional variables, such as educational, cultural, institutional, socio-demographic and political cross-country differences, to explain differences in ICT diffusion (Sciadas 2005; Corrocher and Ordanini 2002) .
The likelihood of ICT diffusion is closely related to telecommunications infrastructure. Empirical evidence has shown that a greater level of ICT infrastructure seems to be associated with greater diffusion rates of some technologies (Quibria et al. 2003; Chinn and Fairlie 2007) . Depending on the type of the study, a telecommunications infrastructure variable has been included as an explanatory variable or as a part of an index capturing the level of digitalization, as shown by Corrocher and Ordanini (2002) .
The prices and the cost of access are usually found to be an additional influential factor for ICT diffusion. For a sample of 23 OECD countries, Kiiski and Pohjola (2002) show that a 50% reduction in the cost of Internet access would increase the number of computer hosts by 25% per capita over a 5-year period. Other authors have found that the cost of Internet usage has a negative impact on its usage (Demoussis and Giannakopoulos 2006) . Nevertheless, other empirical evidence does not find a significant influence of telecommunications prices on ICT diffusion (Hargittai 1999; Andonova 2006; Chinn and Fairlie 2007) .
Socio-demographic variables are also often cited as key factors for ICT diffusion. The role of education and the demographic features is particularly relevant (Hargittai 1999; Kiiski and Pohjola 2002; Quibria et al. 2003; Tanner 2003; Dewan et al. 2005) . According to the diffusion theories mentioned previously (Rogers 2003) , human capital is assumed to ease ICT diffusion because educated people will be more prone to adopting innovations such as the Internet (Quibria et al. 2003; Kiiski and Pohjola 2002; Crenshaw and Robison 2006) . In addition, because the Internet is an interactive technology, specific skills often associated with high levels of education are needed to take advantage of ICT opportunities. Within the diffusion models mentioned above, population and its characteristics facilitate knowledge about new technologies. Demographic variables such as population size, population distribution and density and urban versus rural population are closely associated with the cross-country digital divide (Quibria et al. 2003; Dewan et al. 2005; Bagchi 2005; Chinn and Fairlie 2007) .
Empirical studies support the notion that public policies and effective regulation are relevant factors in boosting or restricting ICT diffusion. Telecommunications policy may encourage ICT diffusion by developing new infrastructure, introducing more competition and reducing ICT access costs. Following the World Bank (2006), African and Latin American countries that introduced more competition into the telecommunications market during the 1980s and 1990s registered more accelerated growth in the ICT sector than the countries who postponed market competition. Also, Hargittai (1999) and Guillén and Suárez (2006) find that telecommunications policy has a significant influence on Internet adoption and use. Andonova and Diaz-Serrano (2009) show that the impact of political institution on ICT varies from one technology to another. This impact is higher in Internet use and fixed telephone use than in mobile phone use. Wallsten (2005) finds that regulation has a significant impact on Internet diffusion in developing countries. Dasgupta et al. (2005) emphasize the role of competition policy for developing nations to boost Internet use and mobile phone diffusion. However, findings from other studies show that this evidence might be ambiguous. For example, Kiiski and Pohjola (2002) point out that liberalization does not guarantee greater ICT diffusion alone. It must be accompanied by a reduction in prices. Other authors have emphasized the influence of regulation quality to explain the cross-country digital divide (Chinn and Fairlie 2007) .
Empirical evidence on ICT adoption between developed and developing countries reveals remarkable differences in ICT diffusion patterns. Kiiski and Pohjola (2002) find that GDP per capita and the cost of Internet access are key factors in explaining ICT diffusion in OECD countries, while education is significant in explaining it in developing countries. Pick and Azari (2008) show that ICT diffusion is mainly associated with foreign investment and government prioritization of ICT for developing countries, rather than with educational and demographic variables. However, for developed countries, ICT diffusion is more heavily influenced by the participation of women in the labor force and by educational variables.
To sum up, the literature points to a wide set of economic, socio-demographic and institutional factors that may explain disparities in ICT diffusion within countries. The broad range of countries, technologies and variables involved in its diffusion reveal its multi-dimensional character and the complexity of the topic. In the next section, we present our research model as well as the methodology followed.
Research model and variables
Following the available empirical evidence and taking into account the multidimensional, relative and complex nature of the digital divide, our research model seeks to answer three main research questions and a set of varied hypotheses:
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Research question 1: What are the factors explaining the determinants of ICT adoption in different groups of countries?
To answer the question we propose a model that estimates the relationship between the digitalization level, as measured by an index of digitalization, and a set of economic, socio-demographic and institutional factors for different groups of countries:
where the dependent variable DigIndex is an index capturing the level of digitalization for different groups of countries; GDP is GDP per capita; TM stands for telephone mainlines, SLE stands for school life expectancy; POP2 is the percentage of population between 15 and 64 years, IP20 is the Internet price for 20 h of use; RQ is regulatory quality and u is the error term. The digitalization index captures the following ICT indicators: PCs, IBB, SIS, IU, BBS and MPS.
Personal computers is a very common variable in many studies (Wong 2002; Quibria et al. 2003; Dewan et al. 2005; Bagchi 2005; Vicente and López 2006; Chinn and Fairlie 2007; Pick and Azari 2008) and it is usually related to Internet use. International Internet bandwidth refers to broadband infrastructure commonly used for the development of the Internet. The availability of advanced Internet protocol-based services would be impossible without the successful diffusion of broadband. There is growing empirical evidence on the determinants of broadband adoption between countries. 2 Secure Internet servers can be considered a proxy for the infrastructure needed for the development of e-commerce. This variable has been included in other studies as ICT infrastructure (Vicente and López 2006; Corrocher and Ordanini 2002) .
Internet users have been widely used in many studies as the most important variable to describe ICT use (Wong 2002; Beilock and Dimitrova 2003; Tanner 2003; Oyelaran-Oyeyinka and Lal 2005; Bagchi 2005; Guillén and Suárez 2006; Chinn and Fairlie 2007) . Given the accelerated growth in broadband diffusion and the detected differences among countries in its development, broadband subscribers have been incorporated into the analysis. Finally, we have included mobile phone subscribers (Quibria et al. 2003; Bagchi 2005; Pick and Azari 2008; Donner 2008) because mobile diffusion has dramatically increased in many countries.
Regarding our set of independent variables and considering the multidimensional character of the digital divide, we include four categories of factors: economic, socio-demographic, institutional and infrastructure.
As economic development seems to be a clear prerequisite for ICT diffusion, we have included GDP per capita following the empirical evidence. We expect a positive influence of GDP per capita on the digitalization index (Hargittai 1999; Kiiski and Pohjola 2002; Quibria et al. 2003; Dewan et al. 2005; Guillén and Suárez 2006; Bagchi 2005) . This leads us to our first hypothesis:
H1. There is a positive and significant relationship between GDP and the digitalization index
The literature also shows that the likelihood of ICT diffusion is closely related to telecommunications infrastructure (Quibria et al. 2003; Chinn and Fairlie 2007) . Consequently, the number of TM per 100 people has been incorporated as an explanatory variable. Following the prior literature we expect a positive influence of this variable on the digitalization index because it represents communication infrastructure available to access and use ICTs. The second hypothesis is the following:
H2. There is a positive and significant relationship between telephone mainlines and the digitalization index
We have employed SLE to measure the impact of education and POP2 to reflect the influence of age distribution on ICT adoption. We expect a positive influence of education on ICT diffusion given that more educated people are more prone to adopt innovations (Rogers 2003) and they may be also more qualified in terms of Internet skills. However, results from the prior literature are not conclusive: Kiiski and Pohjola (2002) find that education is not significant to explain Internet diffusion. Hargittai (1999) finds different results depending on the model. Quibria et al. (2003) show that the results depend on the technology and education level. For example, education is significant for computers and Internet use but not for cellular phones.
H3. There is a positive and significant relationship between education and the digitalization index
As mentioned above, according to epidemic models population plays a key role in technology diffusion. It has also been tested by the empirical evidence cited in the previous section. Evidence also shows that there is an inverse relationship between age and the adoption of some technologies. For example, Chinn and Fairlie (2007) include two different variables capturing the influence of population distribution on computer and Internet adoption: population between 0 and 15 years and population of 65 years and more. We have selected population between 15 and 64 to capture also the influence of population as well as the influence of age distribution. In general, we anticipate a positive sign for this variable because we expect it will capture the percentage of most active population in terms of ICT use.
H4. There is a positive and significant relationship between the percentage of population between 15 and 64 years of age and the digitalization index Regarding institutional factors, we have considered the cost of Internet use (IP20) and the quality of regulation (RQ). This last variable measures the ability of the government to formulate and implement sound polices and regulations that permit and promote the development of the private sector. Following the empirical evidence, we expect the cost of Internet use to have a negative impact on ICT diffusion (Kiiski and Pohjola 2002; Vicente and López 2006) although other empirical evidence does not find a significant influence (Hargittai 1999; Andonova 2006; Chinn and Fairlie 2007) . Regulatory quality might boost ICT diffusion by introducing competition into the telecommunications market (Wallsten 2005) . Although it would contrast the results obtained by Chinn and Fairlie (2007) we expect the higher the regulatory quality, the higher the digitalization index.
H5. There is a negative and significant relationship between Internet price and the digitalization index H6. There is a positive and significant relationship between regulatory quality and the digitalization index As mentioned in previous sections, different technologies show different patterns of diffusion (Rogers 2003; Karshenas and Stoneman 1995) . There are also important inequalities in ICT adoption according to the different economic development levels. Therefore, the varied combinations of ICT may lead to diverse patterns of digitalization in different countries. It leads us to propose the following research questions and hypothesis:
Research question 2: Are there different patterns of digital development defined as combinations of several ICTs?
Research question 3: What are the factors explaining the detected patterns of digital development?
To answer both questions we propose a model for measuring the relationships between the characteristics of the digital development and the set of explanatory variables included in the previous stage using canonical correlation analysis (CCA), a generalization of the usual linear regression model:
where x* and y* are the canonical variables, linear combination of X's and Y's, respectively. Our set of dependent variables, y 1 ,…,y q , is the same as that included in the digitalization index: PCs, IBB,SIS,IU, BBS and MPS. The set of independent variables is also the same set included in the regression model: GDP, TM, SLE, POP2, IP20, and RQ. In addition, the explanatory variables set includes a categorical variable (LEVELDIG) classifying the countries in three levels of digitalization: lowly, middle and highly digitalized countries.
Finally, the hypotheses to be tested in this model are the following:
H7. Different patterns of digitalization associated with different groups of countries can be detected H8. Different patterns of digitalization are associated with economic development H9. Different patterns of digitalization are explained by different types of demographic, social and institutional variables
The empirical evidence shown in Sect. 3 allows us to assume that other variables may be relevant to explain different patterns of digitalization. In this line, it should be mentioned that variables such as English proficiency (Hargittai 1999; Kiiski and Pohjola 2002; Chinn and Fairlie 2007) , trade openness and foreign direct investment 3 were also selected in the initial models to be included in the CCA to capture the level of a country's integration in the global markets. English proficiency is also an education variable related to English skills to use the Internet. However, many authors cited above obtained that it is not significant. Following Chinn and Fairlie (2007) , trade openness is related to the role of trade barriers and it may be considered a proxy for the level of regulation. However, neither English proficiency nor trade openness were significant in our initial model, so we decided to remove them to include other relevant variables. With respect to foreign direct investment could not be included in the analysis also because of the lack of data for most countries. We were also interested in including other variables such as ICT expenditure per capita (US$), telecommunications investment (% of GDP), population covered by mobile telephony (%), telecommunications revenue (% of GDP), expenditure per student (% of GDP per capita) and public education expenditure (% of GDP). However, we could not use them also because of the lack of data.
Methodology and data
In a first stage we seek to determine the factors explaining different levels of digitalization for different groups of countries. To capture the level of digitalization we begin by using a factorial analysis for the digitalization variables selected. We then create an index summarizing variables related to the access and use of several information and communication technologies.
We then use regression analysis to explain the digitalization index. However, regression analysis only allows us to analyze the influence of a set of variables on the digitalization indicator for different groups of countries studied separately. The model would only explain the variability captured by the index.
For this reason, we propose a model for measuring the relationships between the characteristics of the digital development and the set of explanatory variables used in the previous stage. We aim to determine whether the digitalization levels are related to different types of patterns of digitalization and to explain them. Finally, in an attempt to find a relationship between digitalization and development levels, we study whether the digitalization patterns are correlated with specific groups of countries.
To determine whether digitalization levels are related to different digitalization patterns and whether they are explained by those variables for different countries, we use CCA. Given the multidimensional nature of the digital divide and the variety of factors affecting it, CCA is a suitable technique that provides an additional contribution with respect to that of the multiple regression analysis, commonly used in other studies.
In the case of multiple regression analysis, when the dependent variable is a synthetic index (the first factor obtained by factor analysis) the technique only allows us to explain the common information of the elementary variables included in the index. This common information is the proportion of the total variability captured by the first factor. In contrast, CCA allows us to explain the total variability of the set of the representative variables of digitalization.
Canonical correlation analysis seeks to identify and quantify the association between two groups of variables (Johnson and Wichern 2007) . In our case, these sets are the digitalization or dependent variables set (Y) and the explanatory variables set (X) mentioned above. CCA translates the relationships between (and across) the two sets of variables into a parsimonious number of linear combination of variables with the greatest correlations, which summarize the entire variable space.
In CCA, linear combinations y* and x* provide simple summary measures of the set of digitalization variables Y and the explanatory variables X. Set:
for the same pair of coefficient vectors a y b. We seek coefficient vectors a y b such that the canonical correlation between linear combinations is as large as possible:
V 11 = Cov (X), V 22 = Cov (Y) and V 12 = Cov (X,Y) are the covariance matrices. The first pair of canonical variables is the pair of linear combinations x Ã 1 ; y Ã 1 with unit variances that maximize the correlation in Eq. 4. The second pair of canonical variables is the pair of linear combinations x Ã 2 ; y Ã 2 with unit variances that maximize correlation 4 among all choices that are uncorrelated with the first canonical pair, and so on. The maximization aspect of the technique attempts to summarize the high-dimensional relationship between the two sets of variables into a few pairs of canonical variables, which are easier to be interpreted.
Regard to the data, the final database includes 142 countries for the year 2004. 4 The dichotomized correlations test (Tabachnick and Fidell 1996) verifies the randomness in the generation of missing values, which guarantees our ability to generalize the results. The sample covers 98.8% of the world's total population and includes 48 low-income, 65 middle-income and 29 high-income countries, according to World Bank's classification.
Most of the digitalization variables are from the World Telecommunication Development Database (ITU 2006 The exploratory analysis obtained from the main descriptive statistics shows a distribution that is far from normal. It is characterized by high ratios of outliers, positive and high coefficients of skewness and kurtosis for many variables. To agree with the assumption of normality supposed in a multiple regression analysis, we transform the original variables. The logarithmic transformation of the original data greatly improves the appearance of normality and does not reduce the interpretative power of the model. 5 The logarithmic transformation also improves the linearity of the relationships between variables, which is another advantage of the technique, since the assumption of linearity is required for both canonical correlation and multiple regression analysis.
Digitalization and development levels: bivariate analysis
As mentioned above, we begin our analysis by measuring the level of digitalization that will allow us to compare ICT development between countries. Given that the purpose of this bivariate analysis is mainly descriptive, we use the original variables for an easier interpretation of the relationships between digitalization and development. In this first step, we are interested in creating a digitalization index from our selected digitalization variables: BBS, IU, SIS, PCs, IIB, and MPS. We run the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy and the Barlett test of sphericity to test whether we can employ factor analysis. 6 The value of 0.82 in KMO measure and the probability lower than 1% associated to the Barlett test value suggest that the data structure is adequate for factor analysis ( Table 2) . Our factor extraction relied on principal component analysis. By eigenvalue criterion, we finally only consider one factor (with an eigenvalue greater than 1). The high communality among the digital variables allows us to explain 77.8% of the total variance of the selected variables set with the first factor, our digitalization index. Each country's digitalization level was measured by multiplying the factor score coefficients of each variable by their standardized values. We can only obtain score for the 116 countries with available data for the six ICT variables. Figure 2 shows the relationship between GDP per capita and the digitalization index obtained for each country. For most of the countries considered in the analysis, there is a positive relationship between the two variables, confirming the available empirical evidence. Variability rises as the value of the variables increases.
The positive linear relationship is corroborated by a high value of Pearson's correlation coefficient (r = 0.914). We expect a high similarity between the country quadrant (the third quadrant) shows countries with lower GDP and lower levels of digitalization and includes Asian countries (e.g., Cambodia and Sri Lanka), Latin American countries (e.g., Brazil, Mexico, and Venezuela) and some Eastern countries (Romania, Russia, and Moldova). As we can see, few countries are located in the first and fourth quadrants (cases with inverse relationships between GDP and the digitalization level). The first quadrant includes Eastern economies registering a GDP level lower than the average but a digitalization index higher than that of most developing countries (Estonia, Czech Republic, Lithuania, and the Slovak Republic). Finally, the fourth quadrant comprises countries with an above average GDP level but with a below average digitalization index. Countries such as Trinidad and Tobago, Oman and Saudi Arabia are located in this quadrant. We identified possible bivariate outliers using the Mahalanobis distance measure. Six countries are significantly far from the center of gravity or mean vector. On the one hand, Japan, Norway and the United Arab Emirates present a low-digitalization level compared to their high levels of GDP. On the other hand, Estonia, the Netherlands and Denmark show a high digitalization level given the level of their GDP per capita.
After creating the digitalization index and comparing it with the level of GDP, we aim to use regression analysis to explain the digitalization level by a variety of economic, socio-demographic and institutional variables.
7 Models and findings
Factor and regression analysis
Due to the regression model assumptions, we work with the log transformed variables of the original data, so we will obtain the elasticity coefficients indexpredictors. The dependent variable is the digitalization index. For consistency, we have created a new digitalization index with the log transformed ICT variables. As with the original data, the KMO measurement and Barlett test confirms that factor analysis is a suitable technique. The results of the factor analysis are shown in Table  11 in the appendix. After extracting by principal component method, we obtain one relevant factor which explains 88.26% of the total variance. 7 The use of the new digitalization index-log as dependent variable does not alter the results of the proposed regression model. 8 We divide the sample of countries into thirds, according to the digitalization index score obtained. The three groups are shown in Table 12 in the appendix. They are related to specific income groups. Following the World Bank's classification, the first one includes mostly OECD countries (with Eastern countries, Hong-Kong, Kuwait and South Korea as exceptions). The second group consists of mainly Latin 7 The gain of explained variance with respect to the former digitalization index means a linear improvement of the relationships due to the logarithmic transformation. 8 The ranking of countries according the digitalization index with the original variables and that with the log variables is practically the same, as shown by the Spearman's coefficient value (0.99) between both indexes.
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American and Asian middle-income countries. Finally, the last group consists of low-income countries. We run regression analysis for each of the three digitalization groups. The dependent variable is the digitalization index obtained for each group. As independent variable we include GDP per capita, the number of telephone mainlines lines (TM) to capture the role of infrastructure, school life expectancy (years) (SLE) representing education level, the percentage of the population between 15 and 64 years of age (POP2), Internet price (IP20) and regulatory quality (RQ) as institutional variables. Table 3 presents the OLS cross-section estimation results from the regression analysis, showing the differing relevance of the explanatory variables in each digitalization group. The global significance F-test and the adjusted R 2 obtained describe the fit of the regressions.
The estimates imply that the partial elasticity of the digitalization index respect to GDP per capita is 0.104 for high-digitalization countries. This means that, for an increase of 1% in the GDP, ceteris paribus, the digitalization index will increase by 0.104%. As shown by the adjusted R 2 , the digitalization index is better explained in the extremes: countries with high or low levels of digitalization. The relationship between the explanatory variables and the digitalization index is weaker for middledigitalization countries.
A first conclusion to be drawn from the regression analysis is that different digitalization levels are explained by different variables. The role of GDP is more remarkable for middle-income countries, low-income countries and high-income countries, respectively. As the standardized coefficients in Table 3 show, the quality of regulation has the greatest positive influence on the dependent variable for the highly digitalized countries, followed by infrastructure and GDP and the negative influence of the population percentage between 15 and 64 years. As mentioned, we expected a positive sign for this variable. However, the variable shows a negative sign for highly digitalized countries and positive sign for middle-digitalization countries. This fact may be explained by the differences in age distribution between the developed and developing world as well as by ageing in highly digitalized countries. In addition, the available variable, as provided by WDI database, captures a wide range of ages (15-64 years). ICT use, for example Internet use, may vary substantially among this range of ages. Infrastructure is by far the most important variable for the lowly digitalized countries, followed by GDP. Finally, the main determinant is GDP among the middle-digitalization countries, followed by the population between 15 and 64 years and education.
Canonical correlation analysis
After identifying the variables explaining the digital development for each group, we seek to explain the relationships between the specific technologies used to create the index and the set of explanatory variables. We are interested in knowing whether we can identify different types of patterns of digitalization as well as the variables explaining them.
However, the regression analysis cannot allow us to detect the existence of different patterns of digitalization. We only explain the common variability of the digitalization variables captured by the factor. The scenario where the single factor obtained captures an important share of the variance of the dependent variables set is valid, but can be improved. CCA allows us to explain all the information within the dependent variable set, including the non-common variability undetected by the index factor.
Model 1. Our dependent variables are those included in the digitalization index (PC, IIB, SIS, IU, BBS and MPS). The set of independent variables is the same as that included in the regression models. In this case, we also incorporate dummy variables indicating the digitalization level according to the three digitalization groups (high, middle or low). We seek to identify the group of countries related to the digitalization patterns detected. Table 4 presents the correlation matrix between the digitalization variables Y and the explanatory set X. As we can see, the linearly assumption needed for CCA is more than accomplished. The correlations between GDP per capita and all the digitalization variables are remarkable, as happens for most of the independent variables. However, the price of 20 h of Internet use (IP20) is negatively associated with all the digitalization variables, showing the weakest correlation with SIS (-0.195).
The CCA results in Table 5 include a battery of four multivariate statistics testing the overall model fit. The null hypothesis (that the two sets of variables are not linearly related) is rejected at a level 0.05 in all four multivariate statistics. Before interpreting the canonical variates and canonical correlations, we need to determine the number of significant dimensions. Statistical significance is tested by computing Differences in digitalization levels 57 the Chi-square sequential test statistic. 9 Using the Chi-squared test, we find that the first four canonical correlations appear to be non-zero (at the same 0.05 a). However, as explained by Johnson and Wichern (2007) and Hair et al. (1998) , we cannot rely on statistical significance tests to determine the number of significant dimensions. Redundancy analysis is also required to test the practical significance of canonical correlations. From a practical viewpoint, redundancy analysis shows that the third and subsequent samples of canonical correlations can be ignored because they are comparatively smaller in magnitude and the corresponding canonical variates explain very little of their own variation. The total variance of the digitalization set explained by the independent set (total redundancy index) is 84.5%, but the explained variance is concentrated in the two-first canonical variates (70.8% ? 13.0% = 83.8%). As a result, the first two dimensions with practical significance are the relevant canonical variables to be considered for the interpretation of the model. Table 6 shows the canonical loadings and the canonical coefficients for both sets of variables. The canonical loading shows the correlation between the canonical variates and the original variables and they provide only bivariate information. The canonical coefficient quantifies the variable effect, taking the effect of the remainder of the variables in the model into account. Therefore, loadings and coefficients may have different signs. In both cases, the largest values (in absolute terms) are used to interpret the results.
As mentioned, the first canonical variate pair explains 70.8% of the variability of the dependent set. Although all variables are positively related to the digitalization indicator, y Ã 1 , PC (loading 0.902) and IU (loading 0.906) show the highest weight. Given the high level of the canonical loadings and coefficients for IIB and BBS, this dimension presents a digitalization pattern that may be characterized by a high relative share of those variables related to Internet use. Although SIS is positively ** Correlation is significant at 0.01 level (2-tailed) 9 The null and alternative hypotheses for assessing the statistical significance of the first kth canonical correlations areH k 0 : q 1 6 ¼ 0; q 2 6 ¼ 0; . . .; q k 6 ¼ 0; q kþ1 ¼ 0; . . .; q p ¼ 0 H k 1 : q i 6 ¼ 0; for same i ! k þ 1 which has an approximate Chi-square distribution assuming multivariate normal data. related to the first digitalization indicator (in bivariate terms, positive loading), its negative coefficient in a multivariate framework points to countries with relatively lower level of SIS.
With regard to the set of independent variables, the first digitalization indicator, y Ã 1 , is mainly and positively explained by the percentage of the population between 15 and 64 years (POP2) and infrastructure (TM), to a lesser extent by education (SLE) and GDP, and negatively by Internet prices (IP20). We obtain the expected signs. These results are also in line with those of other, previously mentioned studies where Internet use, for example, is explained by demographic factors, some socioeconomic variables such as education, and Internet prices. 10 The dummies included indicate that this dimension refers to highly digitalized countries. Although the number of telephone mainlines lines is positively related to the digitalization indicator in bivariate terms (positive loadings), its contribution is negative (-0.325) in a multivariate framework. This means that the greater the infrastructure, the greater the y Ã 1 . However, this points to countries with relatively lower TM when we account for the rest of the variables.
In this pattern, the greater the GDP, the greater the Internet use, although the impact of GDP is practically null when the rest of independent variables are accounted for in a multivariate framework.
Given the information provided by the canonical coefficients and loadings, the first dimension points to a digitalization model associated with highly digitalized countries, with a high proportion of adults in the population, education, income and infrastructure, and with a moderate role of Internet prices and regulatory quality.
The second dimension explains an additional 13% of the variability of the dependent set. The canonical loadings and coefficients show a digitalization pattern characterized by the role of SIS and, to a lesser extent, by MPS. In comparison with the results obtained for the first dimension, other variables such as IU and BBS are not relevant.
This pattern is positively explained by IP20 and GDP and, to a lesser extent, by RQ. This is surprising, since we would have expected a negative sign for Internet costs, given that secure Internet servers can be considered as a proxy for e-commerce and its correlation with IP20 is negative although weak (see Table 4 ). However, as in the first dimension, IP20 has a negative influence on digital diffusion. In the second dimension, this variable could be a proxy for the positive influence of quality improvements and better innovative telecommunication services in e-commerce diffusion. Also, as the second dimension captures the variability not captured by the first dimension, the role of IP20 in this case may be related to countries with high GDP and also high Internet prices. As we previously mentioned, it should be noted that the empirical evidence regarding the sign of Internet price is not conclusive. Along with IP20, the second dimension is explained by GDP and, to a lesser extent, by RQ.
As with the first dimension, the canonical loadings show that the second pattern is also related to highly digitalized countries. This is an interesting result. The relationships captured by CCA between the two sets of variables, which have been grouped in two independent dimensions, are both related to countries with a high level of digitalization. However, the results also show that two different patterns are explained by different independent variables within the highly digitalized group. Countries following the first digital diffusion pattern are Korea, Hong-Kong, the Slovak Republic and Estonia. Countries included in the second digital diffusion pattern are, for example, the United Kingdom and Switzerland.
The relationships between the two sets of variables are stronger for the highly digitalized countries. Thus, they probably hide the relationships that might be found for the rest of the countries. To overcome this shortcoming, we proceed to carry out the CCA for the middle and lowly digitalized economies.
Model 2. The analysis of CCA for the whole sample provides two dimensions both related to highly digitalized countries. It may be interpreted as a sign of the extent of the digital divide between developed and developing countries. However, we are also interested in detecting digitalization patterns for the other groups of countries: middle and lowly digitalized economies. For this reason, in the Model 2 we run the CCA only including the 77 countries not belonging to the highly digitalized group. We consider the same dependent and independent variables set as in the Model 1. The variable capturing the digitalization level has two categories in this case: middle and lowly digitalized groups. The inclusion of the dummy (MIDDIG) seeks to test whether the CCA dimensions can be associated with middle or lowly digitalized countries.
The overall fit of the model confirms the existence of a linear relationship between the two sets of variables, with two canonical correlations statistically different from zero at 0.05 a level ( Table 7) . The redundancy measures inform us that only the first pair of canonical variates has practical relevance, accounting for 68.2% of the variance of the dependent set. The lower redundancy level indicates that the linear relation between the two variables set is weaker in this sample related to middle and lowly digitalized countries, in which only one pattern of digitalization has been identified. Table 8 shows that all ICT variables have a positive and high association (canonical loadings) with the digital indicator y Ã 1 , BBS being the lowest. However, considering both the canonical coefficients and loadings, the dimension identified reveals that PC, IIB and MPS are the main variables of this combination. We might conclude that the digitalization pattern is less defined in comparison to the first dimension obtained in Model 1, given that it combines a variable showing mobile phones use with those that can be defined as technologies usually highly correlated to the Internet (PC and IIB).
These variables are mostly explained by the GDP and the number of telephone mainlines. Although canonical loadings for high education (SLE) and population (POP2) are also high, their contributions in multivariate terms are not relevant. The loading for MIDDIG confirms that this pattern is related to countries classified as middle-digitalized countries. 11 Middle-and low-digitalization countries 11 As the digitalization level is a dichotomous variable (middle/low country), the coefficients and loadings would be the same if we introduce the LOW-DIG dummy, but would have opposite signs. A -0.861 canonical loading for LOW-DIG means that the countries captured by that dimension are not lowly digitalized countries.
Discussion and conclusions
In this paper we have answered several important research questions and tested several hypotheses related to the digital divide. A summary of the main results is shown in Table 9 . Regarding our first question ''What are the factors explaining the determinants of ICT adoption in different groups of countries?'' we have found that the variables explaining the level of digitalization in 142 countries differ according to the group of countries considered. From a digitalization index created by factor analysis and after applying OLS cross-section analysis, we have found that GDP is the only factor that seems to have a significant effect on digital development for all country groups. Nevertheless, its relevance varies according to the group. The results show that its role is more significant for middle digitalized countries and less relevant for highly digitalized countries where other non-economic variable become more important (Hypothesis 1). In line with the prior literature, the relationship between GDP and the digitalization index is positive for the three groups. Our analysis also shows that there is a positive and significant relationship between telephone mainlines and the digitalization index for lowly and highly digitalized countries (Hypothesis 2).
We have also found that there is a positive and significant relationship between education and the digitalization index for middle digitalized countries (Hypothesis 3). With respect to the positive and significant influence of the population between 15 and 64 years on the digitalization index (Hypothesis 4) we have found a positive relationship for middle digitalized countries but a negative and significant influence for highly digitalized countries. This finding may be related to differences in age distribution between developed and developing countries. It may be also associated with ageing in highly digitalized countries and also to the fact that the variable includes a wide range of ages in which differences in ICT adoption may be considerable. The hypothesis that there is a negative and significant relationship between Internet price and the digitalization index has been refuted for the three groups of countries (Hypothesis 5). It should be noted that empirical evidence in relation to the sign is not conclusive. First, we consider that this may be explained by the fact that in the regression analysis we use an index capturing several technologies, not only the Internet use. In addition, the results show that other variables related to economic development become more significant than Internet price when we explain a group of technologies using an index. There is also a strong positive and significant relationship between regulatory quality and the digitalization index for highly digitalized countries (Hypothesis 6).
For countries showing high levels of digitalization, factors such as high regulation quality, higher infrastructure and economic development have a positive influence on the digitalization levels, while the percentage of the population between 15 and 64 years is negatively related. For lowly digitalized countries, nevertheless, the main factor is infrastructure, followed by GDP. For middledigitalization economies, the main factor is the GDP followed by the population between 15 and 64 years and education.
In a second step we aimed to capture the multidimensional character of the digital divide. For this reason we study different combinations of technologies for each group of countries and explain them using CCA and a variety of variables. We test the hypotheses that different patterns of digitalization associated with different groups of countries can be detected (Hypothesis 7) and explained by economic development (Hypothesis 8) and demographic, social and institutional variables (Hypothesis 9). All the hypotheses have been supported. However, the results depend on the group of countries analyzed.
We have found two different patterns both for highly digitalized countries. A first pattern is closely related to the general use of the Internet, while the second is associated with the development of e-commerce. The general use of the Internet is mainly related to infrastructure and population between 15 and 64 years, and to a lesser extent by educational level and Internet prices. The development of ecommerce is positively related to economic development, regulatory quality and Internet prices. This means that in countries with high development of e-commerce there is also a high level of economic development, regulatory quality and Internet prices.
For middle-digitalization countries the combination of technologies is not so clearly associated with a specific pattern. The combination of PC, Internet use and mobile phone users shows a less defined pattern compared with developed countries. This pattern is positively associated with economic development and infrastructure.
According to these results, some policy strategies might boost digital diffusion depending on the level of ICT adoption. Both supply and demand-side initiatives should encourage digital diffusion. For highly digitalized countries, the promotion of wide Internet use should be based on the adoption of different measures related to infrastructure, prices and educational levels. From a supply perspective, different types of actions may improve digital infrastructure and reduce prices. These include deregulation and competition in telecommunications infrastructure and services, the development of public-private partnerships to develop new infrastructure at regional levels, and the development of attractive prices through local subsidies and flat-fee subscription models. From a demand perspective, measures to encourage education would have a very positive impact on Internet diffusion. It could be relevant to promote digital literacy in order to boost a more productive use of the Internet, in particular.
The promotion of e-commerce in highly digitalized countries may be encouraged through additional policy actions. First, any measure that facilitates the building of a secure environment for transaction in online markets would have a positive impact on e-commerce diffusion. Additionally, efficient and favorable business conditions among telecommunications operators should boost them to provide new and innovative digital services and applications. New digital services and contents in the e-government, e-health, e-learning and e-business fields should be more effective than any subsidy to promote e-commerce diffusion.
For middle-digitalization countries, specific policy actions could foster the use of PC, the Internet and mobile phones. First, economic growth in middle-digitalization countries will have a powerful influence on ICT diffusion. Second, the improvement of telecommunication infrastructures is another key point to boost digital diffusion. Due to the traditional lack of financial resources in this type of countries, competition and private-public partnerships should be encouraged. Competitive measures could focus on service competition more than on infrastructure competition, following Höffler (2007) . Nevertheless, pro-competitive policies might not be enough to encourage infrastructure investment. The development of regional initiatives and complementary public efforts to guarantee an equitable access to ICT in urban and rural areas should be also highlighted. As Turk et al. (2008) have emphasized, regional initiatives appear to have been more successful than country-wide strategic plans in these countries. For example, regional initiatives in rural areas to develop telecommunications infrastructure in libraries, schools and community centers might be an inexpensive way to boost digital diffusion in many middle-digitalization countries.
The lack of data for many of the explanatory variables is one of the main limitations of this study. It limits the possibility of dynamic analysis to investigate how the evolution of the different economic, institutional, social and demographic factors affects the evolution of the digitalization index.
Given the fact that it requires the inclusion of a large number of countries, canonical correlation analysis did not allow us to determine differences in digitalization levels among less developed countries. Further research should attempt to discriminate according to economic development levels. Apart from analyzing ICT adoption and access, the differences in ICT use should be studied, accounting for the necessary acquisition of skills needed to promote a more productive use of some technologies, such as the Internet. Internet access depends more on institutional environment than mobile phones. Human capital and the degree of urbanization determinate the diffusion of information technology POLCON, political rights, civil liberties (C.V.), Business charge, business subscription, cellular charge, cellular phone subscribers, cellular subscription, cost of a 3 min call, GDP p/c, illiteracy, Internet hosts, Internet users, main lines, urban population, residential charge, and residential subscription
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