Powerful current and future cosmological constraints using high precision measurements of the large-scale structure of galaxies and its weak gravitational lensing effects rely on accurate characterization of the redshift distributions of the galaxy samples using only broadband imaging. We present a framework for constraining both the redshift probability distributions of galaxy populations and the redshifts of their individual members. We use a hierarchical Bayesian model (HBM) which provides full posterior distributions on those redshift probability distributions, and, for the first time, we show how to combine survey photometry of single galaxies and the information contained in the galaxy clustering against a well-characterized tracer population in a robust way. One critical approximation turns the HBM into a system amenable to efficient Gibbs sampling. We show that in the absence of photometric information, this method reduces to commonly used clustering redshift estimators. Using a simple model system, we show how the incorporation of clustering information with photoz's tightens redshift posteriors, and can overcome biases or gaps in the coverage of a spectroscopic prior. The method enables the full propagation of redshift uncertainties into cosmological analyses, and uses all the information at hand to reduce those uncertainties and associated potential biases.
INTRODUCTION
Large galaxy surveys constitute a powerful probe for testing cosmological models through the information they provide about the large-scale structure of the Universe. There exist two main categories. Spectroscopic surveys such as 2dF (Colless et al. 2001) , the VIMOS-VLT Deep Survey (Le Fèvre et al. 2005) , WiggleZ (Drinkwater et al. 2010) , Baryon Oscillation Spectroscopic Survey (Dawson et al. 2013) or Dark Energy Spectroscopic Instrument (DESI Collaboration et al. 2016 ) supply three-dimensional information about the galaxy distribution, but they are expensive in time and resources. Alternatively, imaging or photometric surveys like the Sloan Digital Sky Survey (York et al. 2000) , PanSTARRS (Kaiser et al. 2000) , the Kilo-Degree Survey (KiDS, de Jong et al. 2013) , the Dark Energy Survey (DES, Flaugher et al. 2015) , the Hyper-Suprime-Cam survey (HSC, Miyazaki et al. 2012) , or the Large Synoptic Survey Telescope (LSST, LSST Dark Energy Science Collaboration 2012) are more efficient per galaxy, and enable weak gravitational lensing measurements via galaxy shapes E-mail: carless@physics.upenn.edu † E-mail: garyb@physics.upenn.edu -but do not provide a complete 3D picture of the visible Universe, as redshifts are estimated using only broadband spectra of galaxies.
A critical task for cosmological inference using imaging surveys is to establish the redshift distribution n(z) = dN/dz dA of a sample of sources passing some selection criterion s, since errors in the characterization of such distributions can lead to biases in the cosmological parameter estimation (Huterer et al. 2006; Hildebrandt et al. 2012; Cunha et al. 2012; Benjamin et al. 2013; Huterer et al. 2013; Bonnett et al. 2016; Hoyle et al. 2018) . In some cases the posterior distributions p(z i ) of the redshifts of individual sources are of use as well. Two forms of information commonly form the basis of these inferences. On one hand, photometric redshifts compare a set of observed fluxes (or colors or other measurable features) F i of source i to those expected for galaxies at various redshifts to infer the redshift of the individual target galaxy from different techniques, broadly classified as template fitting methods (e.g. Hyperz, Bolzonella et al. (2000) ; BPZ, Benitez (2000) ; Coe et al. (2006) ; LePhare, Arnouts et al. (2002) ; Ilbert et al. (2006) ; EAZY, Brammer et al. (2008) ), and training methods (e.g. ANNz, Collister & Lahav (2004) ; ArborZ, Gerdes et al. (2010) ; TPZ, Carrasco Kind & Brunner (2013); SkyNet, Bonnett (2015)). Compar-isons of different methods have been tried in both simulated and real data (Hildebrandt et al. 2010; Dahlen et al. 2013; Sánchez et al. 2014) . On the other hand, with the advent of large-area surveys it has become practical to constrain n(z) using clustering information based on the observed sky positions θ i of the sources. For the latter, most applications are based on 2-point statistics of the source population with reference to the positions of a tracer population of galaxies having secure a priori redshift assignments (Newman 2008; Ménard et al. 2013; Schmidt et al. 2013 ). In addition, there is typically prior information on the redshift distribution of the population coming from a subset of galaxies in the survey, spanning a small area of the sky, for which spectroscopic or high-quality photometric redshifts are available. Attempts to use both photometric and clustering constraints on the same survey data in the presence of prior information have been made by the KiDS (Hildebrandt et al. 2017) and DES (Hoyle et al. 2018; Gatti et al. 2018; Davis et al. 2017; DES Collaboration et al. 2017) surveys. The two methods have been used together either by means of basic visual crosschecks on the two independently derived n(z)'s, or to provide cross-checks and joint constraints on some single summary statistic of n(z), such as its mean.
In this work we develop and test a method to produce a single inference for n(z) (and the z i ) that intrinsically combines prior, photometric and clustering information, and includes the capability to produce samples of n(z) drawn from the posterior distribution constrained by all the sources of information. This method is robust to some of the practical difficulties of clustering or photometric redshifts, such as the absence of tracers over some portion of the full angular or spectral extent of the survey, or to variation of the selection function or measurement noise across the survey footprint. This is achieved by extending the Bayesian hierarchical method of Leistedt et al. (2016, LMP) to include the presence of fluctuations δ z (θ) in the density of sources at redshift z and sky position θ. Other changes with respect to the LMP method include the addition of an informative prior, and the separation of the photometric noise part of the problem from the characterization of the so-called color-redshift relation, which we consider independently. We will demonstrate that our method reduces to the results of the standard 2-point clustering method in the limit where the prior and the F i are uninformative and the clustering is weak.
In Section 2 we derive the posterior probability for redshift information when conditioned on observed galaxy features and positions. Section 3 derives the optimal kernel density estimator to be applied to a tracer galaxy population. In Section 4 we outline a Gibbs sampler for the system, and a straightforward method for inclusion of prior constraints on n(z) derived from spectroscopic samples. We then implement the method on a simple simulation in Section 5, demonstrating the ability of the combined inference to robustly reduce noise and biases present in the spectroscopic or photometric information alone. Appendix A shows that our method reproduces the results of standard clustering-z techniques in the absence of photometric information (under some applicable approximations).
PROBABILITIES FOR REDSHIFT DISTRIBUTIONS
Our approach closely parallels that of LMP, with the colors of individual galaxies i are seen as being drawn from a pool of possible types t i , redshifts z i , and angular positions θ i with some latent intrinsic mean density n(t, z) on the sky, with observations then yielding a noisy set of observable features which we denote as F i . The critical extension to the LMP model is to consider that the galaxy densities at redshift z vary by some factor 1 + δ z (θ). The tracer population used for correlation redshifts is drawn from the same latent density distribution (up to some bias factor). Note also an important difference from the LMP model and notation, whereby we define galaxy "types" by observed properties rather than rest-frame properties. This phenotype approach will allow us to decouple the measurement-noise part of the problem from the color-redshift relation. Our notation will be that the vector quantities F , t, z , and θ denote the full set of properties of all selected galaxies, i.e. F = {F 1 , F 2 , . . . , F N } (a summary of all the notation can be found in Table 1 ).
Generative model
Our fundamental assumption will be that the galaxies are drawn from a Cox process (Cox 1955) or doubly stochastic Poisson process, whereby a point set is Poisson sampled from a latent, stochastic density field. We simplify the problem to consider that the redshift z is transformed to an integer indexing a set of finite-width redshift bins, and each bin has an independent density fluctuation field δ z (θ), with
We first consider a simple case in which the sky is populated with galaxies that have identical appearance on the sky (i.e. constant F) and a mean density per unit solid angle of n. The galaxies have intrinsic redshift distribution specified by f z = p(z), with z f z = 1. The galaxies' spatial distribution has linear bias b z with respect to the underlying density fluctuation δ z . We also assume there is some selection function s with the probability of a galaxy being selected perhaps depending on sky position, specified as a selection or window function p(s|θ). We will always assume that we know nothing about the non-selected galaxies, not even that they exist; the observed data are the positions θ and features F of the selected sources. Then the probability of selecting a set of galaxies i ∈ {1 . . . N } at positions θ and redshifts z takes the standard Poisson form once the density fields δ are given:
Next we generalize Equation (1) to allow for variety among galaxies. We define a phenotype of galaxy to specify its noiseless, observed appearance. In other words, all galaxies of phenotype t observed in the same conditions are assumed to have the same selection function p(s|t, θ) and same probability p(F, s|t, θ) of being selected and measured to have image features F. Following biological nomenclature, the phenotype strictly describes the manifestation of the galaxy in the image. Galaxies of identical phenotype t could live at distinct redshifts. The typical astronomical definition of galaxy "type" specifies rest-frame properties, but a fixed type may have observed properties that are redshift dependent. Our "phenotype" reverses these, and will allow us to use well-observed sources as a library of phenotypes even when knowledge of these sources' redshifts is imprecise. Such galaxy type definition allows us to decouple the measurement-noise part of the problem from the color-redshift relation. The latter will be informed by prior spectroscopic observations or models, and by the clustering information.
We will assume that we have a finite set of phenotypes indexed by integer t. Each has a mean sky density of n t = n f t where we place n as the total density of all detectable galaxy phenotypes, and f t = p(t) being the fraction of the population in each type. We have the constraint t f t = 1. We write p(z|t) = f t z for the redshift distribution of type t, and we will also denote
Letting the bias also depend on phenotype as b t z , we have
The probability in the product is divided into two parts. At left is the probability of obtaining a selection and the observed features for a given phenotype:
This function depends on the quality of the observations in direction θ i and the selection/measurement algorithms. We will assume that this is known a priori, e.g. by the result of injecting artificial copies of the phenotype into the images (Suchyta et al. 2016) . The rest of the product gives the probability of a galaxy of a given phenotype existing at the spatial position (θ, z):
The effective survey area for phenotype t is defined as
which can also be determined from knowledge of the survey properties. In the last line we make the approximation that the density fluctuation integrated over the mask is small, ∫ d 2 θp(s|θ)δ z (θ) = 0. In this case the A t are known constants of the survey.
The full generative model for the data must also specify the process p(δ|π δ ) generating the stochastic density fluctuation fields given hyperparameters π δ ,-e.g. a log-normal distribution with π δ specifying the power spectrum. We also require priors p(b) and p(n), plus any prior information on p(f ) aside from the constraint that tz f tz = 1. Figure 1 is a directed acyclic graph of the model for generating the galaxy data.
Redshift inference
The principal quantity of interest is the underlying redshift distribution
The equation can easily be altered to yield the redshift distribution of chosen subsets of the phenotypes. We will usually be concerned with the shape, not the normalization, of n(z), so will pay little attention to n and focus on the fractions f . We will also be interested in many cases in the probabilities of the individual redshifts z , and to enable a Gibbs sampling scheme we will keep b and t as conditional vari-ables. Using Bayes' theorem, the posterior joint probability of these variables of interest is
Using Equation (3), assuming a logarithmic p(n), and executing the marginalization over n yields:
The total effective area of the survey for source detection is
The required marginalization of the Cox distribution over the stochastic field(s) in Equation (10) is known to be analytically intractable for all but the most trivial processes p(δ|π δ ). For some processes (including log-normal) there are feasible means to sample over the joint distribution of δ and the other parameters, at which point the marginalization is trivial-an example of log-normal field inference from photoz data is in (Jasche & Wandelt 2012) . A full treatment of the Cox posterior would enable the clustering redshift inference to make use not only of correlations between a tracer population and the target population, but also the clustering among target populations. We will defer any attempt at sampling δ to further work.
In this paper we will instead work with the approximation that we can replace the stochastic density fluctuation δ z (θ) with some known estimatorδ z (θ) of the realization of the density fields in the generative probability of Equation (3). This removes the need for hyperparameters π δ and eliminates the marginalization. This estimator will presumably come from a tracer population; this approximation loses any information that may be present in the clustering amongst the target population. The posterior distribution for redshift information becomes
The roles of the photometric and clustering information are clear and simple in the posterior of Equation (12). The photometric information is in L it , which tells how well galaxy i resembles phenotype t (along with how likely this is to pass selection). We may, for instance, know that our feature vector is equal to some "truth" value F t associated with phenotype t, with some additive noise determined by the observing conditions in direction θ i of the survey:
Next is the term f tz , which is an expression of the prior probability that any galaxy is of phenotype t and redshift z. Finally there is the clustering term, describing the modification of the probability by (our estimator for) the density fluctuation field.
The technique for combined photometric/clustering redshift inference is thus as follows:
(i) Create a library of phenotypes t, which span the range of possible feature vectors and window functions that galaxies can exhibit in the survey. The phenotype library might be developed, for instance, from the galaxies detected in a deep subset of the imaging survey. One possible approach is to discretize the color space of galaxies using a self-organized map (Masters et al. 2015) , in which case the cells of such map would become our galaxy phenotypes, representing well localized regions of observed feature space. (ii) Using analytic or Monte Carlo methods, characterize the window functions p(s|t, θ), integrate over the survey footprint to get the effective areas A t for each type, and evaluate the
Using the tracer population, develop an overdensity estimatorδ iz at each redshift z and the sky position θ i of each detection. (iv) Posit a prior p(b) for the clustering biases b t z of each phenotype relative to the tracer population. In practice, this prior will need to bound the possible dependence of bias on redshift and type if we want to avoid the bias-density degeneracy inherent to clustering information. (v) Posit a prior p(f ) for the fractions of the galaxy population in each type/redshift combination. This prior would likely limit the z's available for a given t based on astrophysical knowledge that the colors/features of phenotype t are consistent with a small number of possible redshifts, and/or by knowledge of the redshifts obtained from spectroscopy of some small sample from this phenotype. (vi) Sample from the posterior distribution of f , z , t, and b defined by Equation (12). From these samples one can construct samples from the posterior distributions of n(z) and/or the individual redshifts z i as marginalized over type and bias.
One important caveat to the replacement of the Cox process with a fixed density estimator is that the samples of posterior redshift information that we extract from this process will not include the variance attributable to noise in the density estimator, i.e. the shot noise in the tracer population.
DENSITY ESTIMATORS
Clustering redshifts make use of a population of galaxies with reliably known redshifts, either from spectra or from highly accurate photo-z's. The tracer population must have a known selection function in a given redshift bin so that meaningful clustering statistics can be produced. The proper way to use the tracer galaxies would be to define a phenotype t = Tz for the tracers in each redshift bin z, and include them in the full Cox process sampling. For the tracer phenotypes, we would have f But as noted we will instead pull the tracer galaxies out of the likelihood and use them to produce a fixed density estimatorδ z (θ). We can also define our estimator to yield δ z = 0 when averaged over the survey footprint.
Optimal kernel density estimator
We investigate a kernel density estimator (KDE) forδ z (θ), since it will yield posterior likelihoods based on pair counts, similar to the standard methods for correlation redshifts. Here we will drop the subscript z on the assumption that we will treat distinct redshift bins as having independent mass distributions. With the assumption that the kernel depends only on the distance θ xT between a test point x and a tracer galaxy T, we havê
with n T the mean density of tracers, and n R is the mean density of a population of unclustered random points having the angular selection function of T. We assume n R n T so that the latter term can be considered a deterministic integral over survey area. We assume that the process for δ is stationary and isotropic, with known variance σ 2 = δ 2 and correlation function w(θ 12 ) = δ(θ 1 )δ(θ 2 ) .
We seek a kernel that minimizes the error (δ − δ) 2 while maintaining no bias, δ |δ = δ for any field point. We can construct this minimum-variance estimator straightforwardly under two conditions:
• The field has a function r(θ) such that δ(θ 1 )|δ(θ 2 ) = r(θ 12 )δ(θ 2 ). It is straightforward to show that if there is a function r that satisfies this equation, then it must be r(θ) = w(θ)/σ 2 = w(θ)/w(0). For a Gaussian field, the mean δ(θ 1 ) conditioned on δ(θ 2 ) is indeed linear in δ(θ 2 ).
• The noise in the KDE estimate is dominated by Poisson shot noise. This holds in the limits of low tracer density or weak clustering. More generally the variance of correlation estimators involves sample-variance terms (Bernstein 1994 ), but we will ignore this.
When these assumptions are true, the ideal kernel will minimize
subject to the constraint
which is optimized by
Note that the kernel is unchanged if we rescale the fluctuation field, which rescales w and σ 2 by identical factors. Thus the kernel choice depends only on the shape, not the amplitude, of w(θ).
Our density estimator at field point x thus becomeŝ
Missing tracers
One practical difficulty with clustering-z estimation has been that tracers are not available over the full redshift range of the targets, which leaves n(z) indeterminate in these redshift gaps, and makes it impossible to apply a normalization condition to the derived n(z).
In the HBM method herein, a region of redshift, or of the sky, where we have no tracers is equivalent to having to marginalize Equation (10) over the unknown values of δ z (θ). For a single source galaxy, this marginalization is equivalent to setting δ = 0, since δ = 0 by construction. We therefore can proceed by simply setting δ iz = 0 in Equation (12) for the posterior within any angular or redshift gaps in the tracer coverage. When there are multiple galaxies in such gaps, marginalizing (10) over δ is not necessarily equivalent to setting δ = 0 because of the influence of the prior p(δ, π δ ) on correlations between different δ iz . But we are already ignoring such effects by using the estimatorδ in place of marginalization over the δ process.
In short, where we do not have tracer information, we do not try to use it. In these regions, the posterior probability simply reverts to the photometric-only form. Thus while our HBM formalism does not eliminate degeneracies in pure clustering-z inference from gaps in the tracers, it does admit a combination with photo-z in a principled fashion in which the photometric data resolves the clustering degeneracies to the extent it can. A similar statement can be made about the bias-density degeneracy inherent to clustering-z measurements; the HBM does not eliminate this degeneracy, but does break this degeneracy to the extent possible by combination of the two methods.
Relation to standard clustering redshifts
The methods of Newman (2008); Ménard et al. (2013) ; Schmidt et al. (2013) are all predicated on the assumption that, when both data and tracers are restricted to a redshift bin z, the cross-correlation w DT (θ) between the data (targets) and the tracers is related to the tracer auto-correlation by
[In this subsection there is no division of the target sample into phenotypes.] If this is true, and we consider the density fields in disjoint bins to be uncorrelated, then the crosscorrelation between the full data sample D and the targets Tz in bin z becomes
Each angular bin θ can thus provide an estimator for the quantities q z ≡ f z b z . If we define XY θ as the pair counts between population X and Y in a bin θ of angular separation, divided by the densities n X and n Y , then a standard estimator using Equation (21) iŝ
using the populations data galaxies (D), randoms (R), and tracers at redshift z (Tz). All three of the above papers effectively produce a single estimator for q z through a weighted sum over theq zθ .
[In these papers, the estimation of q z is sometimes described as doing a least-squares fit of a model to the observed w(θ) data. When the free model parameter is the overall clustering amplitude, the least-squares solution can be expressed as an equivalent weighted sum.] An optimized estimator is easily derived under the assumption that errors are dominated by shot noise in the DTz pair counts. The weights are proportional to w z (θ) · DR z and the estimator can be rewritten aŝ
It is clear that clustering methods alone can never break the degeneracy between redshift distributions f z and bias b z . The similarity between Equation (24) from the clustering-z methods and the optimal KDE estimator forδ z in Equation (18) suggests that these quantities are related. In Appendix A, we demonstrate that in the limit where the photoz's are uninformative, and the clustering is in the Poisson limit, that maximization of the posterior using Equation (12) and the optimal KDE in Equation (18) yields the same result as the standard 2-point methods. This strongly suggests that our joint constraint method makes use of all the information that is used by the standard clustering-z methods. Both methods are subject to the same degeneracy between b z and f z , though our method allows the photo-z information to potentially break this degeneracy.
SAMPLING AND PRIORS
Now we consider the problem of simultaneously constraining the redshift and type probability distributions of populations of galaxies and their individual constituents. It is difficult to sample all variables simultaneously from the joint posterior p(f , z, t, b |F, θ) in Equation (10). It is possible, however, to draw samples from this posterior using a three-step Gibbs sampler because the conditional posterior distributions can be sampled. In the simulated data used to illustrate the method in this paper, we will assume that the biases b t z = 1, i.e. assume that the tracers and targets have the same fluctuations. Sampling of the b will be demonstrated in a future publication.
The Gibbs sampling consists of alternately drawing f and z, t from their conditional distributions, and hence each iteration of the sampler comprises two steps which are (i) drawing a sample of f from p(f |z, t, F, θ) and (ii) drawing pairs of z i , t i for each galaxy i from p(z i , t i |f , F i , θ i ) using the newly drawn f . The conditional distributions can be read directly from the joint distribution in Equation (10). We will make the further simplification that the effective area A t is independent of type and therefore A(f ) is constant. Some notes about the expressions used in each of the two steps:
(i) The conditional posterior on f depends only on the counts of sources of z and t (in the last iteration), with N = {N zt } where N zt is the number of sources assigned to redshift z and phenotype t:
The prior condition that f zt = 1 means that the conditional posterior on f follows a Dirichlet distribution, as we will explore in §4.1.
(ii) For each galaxy, the posterior for the z i , t i pair conditioned on f is
where apart from the f from the last iteration, we make use of the measurement likelihood and the clustering terms discussed above.
The two-step Gibbs sampler allows us to explore the joint posterior distribution and hence to get samples of the redshift distribution of the full galaxy population as well as the individual redshift probability distributions.
Introducing a prior
Let us now revisit the conditional posterior distribution on step (i) of the Gibbs sampling, p(f |N zt ). We can use Bayes' theorem to write the posterior on the distribution parameters f as a likelihood of the binned data given the f probabilities times a prior on those probabilities:
The likelihood of the binned counts N given the probabilities f follows a multinomial distribution:
The Dirichlet distribution is the conjugate prior to this multinomial. So if we choose the prior to follow a Dirichlet distribution, which appropriately fulfills 0 ≤ f zt ≤ 1 and zt f zt = 1, then the posterior distribution will also be Dirichlet distributed. In getting the conditional posterior distribution of interest, p(f |N zt ), we will distinguish between two cases, uninformative and informative priors.
Uninformative prior
The Dirichlet distribution corresponding to an uninformative, uniform prior is:
Combining with the likelihood in Equation (28), we get the following posterior:
This is a Dirichlet distribution parameterized by the counts N zt from the last iteration of the sampler. For brevity, we will write all subsequent Dirichlet distributions using the compact form of Equation (30).
Informative prior
Alternatively, an informative prior on the coefficients f may come from a representative (random) subset of galaxies with known z, t-e.g. from a complete spectroscopic survey of a random subsample of targets. If M = {M zt } are the counts of this prior sample found at each z, t pair, then the prior distribution of f follows a Dirichlet distribution with parameters M , and hence the conditional posterior follows a Dirichlet on the data counts from the last iteration plus the prior counts:
In this way, it is very clear how the number of galaxies in the prior, M zt , relative to those in the full sample, N zt , will determine the relative importance of the prior in the HBM. This will be explored further in the next section, with a demonstration on simulations.
DEMONSTRATION ON SIMULATIONS
We now present a simple simulation of galaxy survey data and test our methodology by exploring some of its main features. We adopt simple galaxy properties and noise distributions as the method can be easily adapted to account for realistic effects.
In the simulation, we choose to work in a space where z ∈ [0, 1] with 50 equally spaced bins, and we have 50 different galaxy types, which for convenience will be defined between 0 and 1 like the redshifts, so that t ∈ [0, 1] and N z = N t = 50. For each redshift bin (or slice) we generate δ z from a Gaussian Random Field (GRF) with a resolution of 1024x1024 pixels that we will use to define galaxy positions in a way to simulate galaxy clustering. For every redshift slice, the fields are drawn from a power spectrum P(k) ∼ k −3 , where k is a given scale in Fourier space, and they are chosen to be uncorrelated between different redshifts. The RMS value of the GRF is around 2.5 for each slice, and hence we clip the GRF to maintain non-negative density. If ρ(x, y, z) = ρ(θ, z) is the value of the field at each line of sight and redshift, we define the overdensity field as:
where the mean fieldρ(z) is taken, for each redshift slice, over all the 1024x1024 pixels in it. In reality, a (biased) estimate of this field can be obtained from a population of tracers with well-known redshifts, as described in Section 3. For this demonstration, we will take the field δ(θ, z) as known, rather than create a tracer population and KDE estimator. This demonstration will also assume known bias (b = 1) and perfect detection/selection (p(s) = 1). The simulation consists of N = 10 5 galaxies with types t, redshifts z , features F and positions θ produced as follows:
• We draw a galaxy type t for each galaxy from the following distribution:
with a = 1.5, t 0 = 0.3.
• We assign redshifts to these galaxies depending on their type by using a simple model whereby a given galaxy type can only span, at most, three possible redshift values:
• We generate an observable feature F for each galaxy using a very simplified model: Based on each galaxy's type t, we create a one-dimensional flux such that the measurement likelihood is Gaussian with some variance σ 2 F , as:
• Finally, given each galaxy's redshift, we draw a position θ for each of them following:
where the field δ is taken exactly using the GRF as in Equation (32).
Figure 2 presents a graphical description of the simulation described here, showing some example GRFs and galaxies drawn. Next we will use this simulation to test the methodology described earlier in this paper. In applying the sampling methods described in Section 4, we will obtain samples of the full posterior redshift distributions of galaxy populations and their individual members. These samples can be directly used in cosmological analyses to propagate the uncertainties Figure 4 . Redshift posterior distribution, marginalized over type, for the HBM method and the addition of clustering to it. Here we can see that the method works properly when density information is available for only half of the redshift range (z < 0.5), with the expected result that the posterior at redshifts with z > 0.5 resembles the photometry-only case.
coming from photometric redshift estimation. However, in analyzing the results, we will also find it useful to define a simple metric that allow us to easily compare between different cases or variations of the scheme. For that, we compute the difference in the mean between the estimated and the true redshift distributions, where the former we can compute for each sample j of the redshift distribution coming from the HBM implementation (or the Dirichlet prior) and the latter is a fixed quantity:
We will show both the distribution of these ∆z j metric for the samples j from the posterior, together with the median and standard deviation of such distributions. In all the tests performed in this Section, we run the chains of the Gibbs sampler using 4 different walkers, each with 2500 samples, for a total of 10 4 samples per chain, and require the Gelman & Rubin convergence metric (Gelman & Rubin 1992 ) to be R < 1.03 for considering the chain converged. The walkers are initialized at different realizations of the Dirichlet prior. All the chains run in less than an hour in a two-core laptop when using a Python implementation.
Fiducial results
Now we present the results of a fiducial case in which we use a set of 8 × 10 4 galaxies from our simulation as our photometric sample (we only know F and θ about these) and a random subset of 10 3 galaxies as our prior (for these we know z and t). In this and other cases, we will use "F" to refer to analyses that use only photometric (feature) information, and "F + δ" to refer to the combination of photometric information with clustering as per Equation (10). Figure 3 shows the redshift and type distributions of the simulation together with the recovered distributions obtained with samples of the full posterior distributions, as violin plots. For the recovered distributions, both the F only and the F + δ cases are shown. In the two cases, the redshift and type distributions of the photometric sample are effectively recovered, within the uncertainties displayed by the violins in each case. However, strong differences appear between the two cases in the magnitude of the uncertainties, especially for the redshift distribution. The observed features F in the photometric sample are used in the HBM scheme to tighten the posterior distributions compared to the prior, but these features F mainly inform the types t of galaxies, through the likelihood L Ft . In contrast, when adding clustering to HBM, that informs the redshift part of the problem, and can tighten the redshift distribution posterior significantly, as can be appreciated in the left panel of Figure 3 . Figure 5 shows the distribution of the ∆z metric computed from the redshift posteriors shown in the left panel of Figure 3 . Again, the addition of clustering to the HBM method considerably sharpens the recovered ∆z distribution, without causing any apparent bias. Moreover, this plot includes the distribution of ∆z from samples of the Dirichlet prior. The median and standard deviation of the ∆z distributions shown in that Figure can be found in Table 2 . So far we have looked at the sampling of the redshift and type distributions for the entire population. However, in the HBM approach we are sampling both the probability distributions of the populations together with those of their individual members. In particular, we are sampling the redshift probability distribution of each individual galaxy in the sample. Figure 6 shows the sampling of the redshift probability distributions of two random galaxies in the sample, for the HBM method with and without clustering information, showing the true redshift of the galaxies, for comparison. We can see how the addition of the clustering information sharpens the individual redshift probability distributions as well.
Clustering only up to a given z
The framework for the addition of clustering information in this work enables the consistent usage of that information even if it is only available in a part of the redshift range of interest (see Section 3.2). Here we explore this aspect of the method by using the exact knowledge of the δ field only in half the redshift range of the simulation. Figure 4 shows the redshift distribution posteriors when using the knowledge of δ in the range z < 0.5. The effect of clustering is apparent in the lower half of the redshift range, and the posteriors in the other half appear consistent with the HBM method without clustering information. More quantitatively, Figure  5 and Table 2 show how the ∆z metrics behave when using clustering information in only a part of the redshift range, demonstrating that it significantly helps constraining that metric over the HBM without clustering case, without being as constraining as using the clustering information in the entire redshift range.
Biases in the prior
So far in this Section we have shown how the method described in this work can provide an unbiased sampling of Figure 6 . Posterior redshift probability distributions for two random galaxies in the sample, at redshifts z = 0.39 and z = 0.67 (dotted lines), using the HBM with and without clustering information. The addition of clustering can significantly sharpen the redshift posteriors of individual galaxies as well as that of the full population n(z). Table 2 . Median and standard deviation of the ∆z distributions presented in Figure 5 , showing the constraints for the prior and the HBM runs, with and without clustering information, for the fiducial case.
Median ( the redshift distribution of a galaxy population when we use a representative subsample of it as a prior. However, in reality, having a representative galaxy subsample with both spectroscopy and accurate photometry, so we know z and t for those galaxies, can be very difficult. For this reason, we will study how the method is sensitive to biases in the subsample used for the prior and, especially, if the method is able to overcome such biases for the estimated distributions. In the analysis of the possible biases that can plague our prior sample, we will split the prior expression as in Equation (2), p(z, t) = p(z|t)p(t) = f t z f t , and we will explore the effects of biasing the prior separately in f t and f t z , and then in both simultaneously.
Bias in f t
We first introduce a bias in the f t = p(t) part of the prior. The p(t) distribution gives the abundance of galaxies in the different regions of the observed feature space, for instance it would correspond to the density of galaxies in each cell of a self-organized map of galaxy colors. In presenting the details of the simulation, we showed that a type t for each galaxy is drawn from the p(t) distribution in Equation (33), with a = 1.5, t 0 = 0.3. Now, in order to select galaxies for the prior, we draw a subset of 1000 galaxies from the simulation following the distribution in Equation (33), with a = 1.3 and Table 3 . Median and standard deviation of the ∆z distributions presented in Figure 7 , showing the constraints for the prior and the HBM runs, with and without clustering information, for the cases with biases in the prior.
Median ( t 0 = 0.25, while keeping the f t z relation as in Equation (34). Because of the relation between z and t, this bias in f t produces a bias in redshift, of the order of ∆z −0.2.
The ∆z constraints for this case coming from the prior and the HBM method with and without clustering information are shown in the upper panel of Figure 7 and in Table 3 . In there, we can clearly see the bias in the prior, and we can also see how the HBM method, both with and without the usage of clustering information, is able to correct for that bias in the derived redshift distribution for the sample. The F-only analysis reduces redshift bias by 20× in this case, because the bias is due to a mis-estimate of the distribution of galaxy phenotypes, which can be corrected with photometry from the full sample of sources, even if the photometry is noisy.
Bias in f t z
We introduce a bias in the f t z = p(z|t) part of the prior, which tells us about the relation between galaxy types (or observed features) and redshift, which is known as the color-redshift relation if we are only using galaxy colors as features. We randomly draw galaxies from the simulation to be treated as "spectroscopic," and for a spectroscopic source of type t, we assign a redshift with a biased modification of the relation in Equation (34):
The bias in this relation produces a shift in the mean redshift of the spectroscopic prior, ∆z ∼ −0.005. The ∆z constraints for this case coming from the sampling of the prior and the HBM method, with and without clustering information, are presented in the middle panel of Figure 7 and in Table 3 . In this case, the HBM method without clustering information is unable to correct for the bias in the prior, as the observed features of the galaxies in the sample do not inform the f t z 's, only the f t 's, which are unbiased in this case. Without the usage of clustering information, the color-redshift part of the problem is only informed by the prior. However, when using clustering in the HBM, we are adding direct information about redshift, and hence the method is able to significantly reduce the redshift biases in the prior.
Bias in f t and f t z
Now we combine the two types of biases analyzed before in a more realistic case where the prior is biased in both the typeredshift relation and the abundance of the different galaxy types, in the same way we introduced each of such biases above. The results are shown the lower panel of Figure 7 and in Table 3 . Again, the HBM method without clustering information is able to correct the bias coming from the prior having a different galaxy type distribution, but is unable to correct for a wrong type-redshift relation in the prior. On the other hand, the addition of clustering allows the HBM method to significantly reduce biases coming from the prior, as it is using the galaxy sample observed features to inform the galaxy type distribution and the clustering information to inform the redshift part.
CONCLUSIONS
There are three main sources of information for estimating the redshift probability distributions of galaxies and ensembles of galaxies in a wide-field survey. First, we have prior information, which comes from a subset of galaxies, typically spanning a smaller area in the sky, for which we have both reliable redshift estimates and precise photometry. Then, using all the galaxies in the wide-field sample, there exist methods for estimating those distributions from either the photometry of such galaxies or the clustering of them against a tracer population with precise and well-characterized redshift estimates, which overlaps with the wide-field sample in the sky. However, one encounters important complications when trying to combine the independent answers from these last two approaches, since, for instance, the tracer population used in clustering methods typically only covers a subset of the redshift range of interest, and hence so do the derived redshift distributions. Also, it is very important to correctly propagate the uncertainties due to the limited size of the prior sample compared to the full population into the inference.
The method presented in this paper is the first to combine these three sources of information in a unified and consistent scheme, using all the information available. The method consists of a hierarchical Bayesian model which allows us to sample both the redshift distribution of a galaxy sample and the individual redshifts of galaxies therein. It can be seen as a generalization of the approach in Leistedt et al. (2016) to include clustering information as well as an informative prior. In the case where one marginalizes over the latent density fields δ, the method gives a rigorous posterior Figure 7 . Distribution of the ∆z metric for the redshift distribution posteriors coming from the prior and the HBM methods, with and without using clustering information, in the presence of biases in the prior: bias in f t (upper), bias in f t z (center), and bias in both f t and f t z (lower). One can see how the HBM method without clustering information can correct biases in the f t part of the prior, but biases in the f t z part can only be corrected by adding clustering information.
probability for the redshift distribution n(z), as well as individual z i 's, if the galaxies are a Poisson sampling of a density field with known statistical properties. The approximation that we make here to enable a straightforward sampling process is that the stochastic density field can be perfectly estimated from a kernel density estimator using the positions of a tracer population. In the limit of weak photometric information and weak clustering, the maximum-posterior n(z) estimator is shown to be equivalent to standard clustering-z methods using 2-point correlation functions. With the KDE approximation, the posterior n(z) from our HBM no longer fully samples the effects of shot noise in the tracer population; this will be addressed in future improvements. This paper's simple simulation, which is given knowledge of the true density field, demonstrates the benefits of adding clustering information into the photometric redshift estimation. This inclusion not only sharpens the posterior redshift probability distributions of galaxies and populations of galaxies but, more importantly, it can overcome biases in the prior which are not possible to resolve when only using galaxy photometry. We also show how clustering information can be naturally used even if it is only available for a subset of the redshift range of interest, without producing any additional biases.
The methodology described herein does not resolve redshift degeneracies that are intrinsic to the photometric and clustering methods: for photo-z's, there remains the possibility that the map of colors to redshifts is non-unique, i.e. galaxies at distinct z can have identical features F. For clustering, it remains true that the redshift dependence of bias b(z) is degenerate with the redshift distribution. Our method does, however, exploit any cases in which one method might resolve the degeneracies of the other-for instance if the photometric features of some galaxy type t restrict p(z|t) to a small enough range of z that variation in b t (z) can be assumed to be fairly small. The success of this method in producing n(z) to the accuracy desired for large cosmological surveys will therefore still depend on the details of the survey and the galaxy population; but we now have a means to harness all of the available information.
One of the attractive aspects of the hierarchical Bayesian model for photometric redshift estimation is that the sampling of the posterior distribution of n(z) for the galaxy population allows us to correctly propagate the uncertainties in the estimation of that distribution into cosmological analyses of galaxy clustering and weak gravitational lensing. The model can also be extended to correct for other observational effects, such as the calibration of photometric zero points (Leistedt et al. 2018) , and can trivially accommodate more complicated noise likelihood functions. Finally, the method presented here can eventually be incorporated as part of a fully Bayesian analysis of galaxy surveys, which would use all the available information to reconstruct the matter density field (Jasche & Kitaura 2010; Jasche & Wandelt 2013) .
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