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REGULARITY CONDITIONS IN THE CLT FOR LINEAR
EIGENVALUE STATISTICS OF WIGNER MATRICES
PHILIPPE SOSOE AND PERCY WONG
Abstract. We show that the variance of centred linear statistics of eigenvalues of GUE
matrices remains bounded for large n for some classes of test functions less regular than
Lipschitz functions. This observation is suggested by the limiting form of the variance
(which has previously been computed explicitly), but it does not seem to appear in the
literature. We combine this fact with comparison techniques following Tao-Vu and Erdo¨s,
Yau, et al. and a Littlewood-Paley type decomposition to extend the central limit theorem
for linear eigenvalue statistics to functions in the Ho¨lder class C1/2+ in the case of
matrices of Gaussian convolution type. We also give a variance bound which implies
the CLT for test functions in the Sobolev space H1+ and C1− for general Wigner
matrices satisfying moment conditions. If the additional assumption of the test function
being supported away from the edge of the spectrum is made, we prove the CLT for
test functions of regularity H˙1/2 ∩L∞, H1/2+ and H1− for GUE, Johansson and Wigner
matrices respectively. Previous results on the CLT impose the existence and continuity
of at least one classical derivative.
1. Introduction
We are concerned with the fluctuations of linear eigenvalue statistics
Nn[ϕ] =
n∑
j=1
ϕ(λj),
where λj , 1 ≤ j ≤ n are the eigenvalues of a Hermitian Wigner matrix. The centred
random variable
(1) N ◦n [ϕ] := Nn[ϕ]−E(Nn[ϕ])
exhibits strong cancellation, and it is known that for sufficiently smooth test functions, it
converges to a normal random variable. This result is originally due to V. Girko, see [19].
In contrast, sums of n centred i.i.d. random variables require a normalization of order n−
1
2
to obtain a non-trivial Gaussian limit.
Some degree of smoothness is required of ϕ for the asymptotic normality to hold without
normalization, and the variance to remain bounded. Indeed, O. Costin and J. Lebowitz
[6] (see also [17]) have shown that for GUE and for y in the interior of the support of the
limiting spectral density, and
ϕy(x) = 1[y,∞)(x),
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2 PHILIPPE SOSOE AND PERCY WONG
i.e. Nn[ϕy] is the number of eigenvalues greater than y, the variance has logarithmic
asymptotic behaviour:
Var(Nn[ϕ]) =
(
1
2pi2
+ o(1)
)
log n.
Moreover, N ◦n [ϕy]/
√
Var(Nn[ϕy)] converges to a standard normal random variable. S.
Dallaporta and V. Vu [9] have recently extended this result to Wigner matrices whose
entries have sub-exponential tails.
It is natural to ask what is the minimal degree of smoothness required of ϕ for the
variance to remain bounded, and for N ◦n [ϕ] to converge in distribution. The present work
is motivated by this question.
In recent years, several authors have derived central limit theorems for centred linear
eigenvalue statistics of Wigner matrices with various hypotheses, see [1], [5], [7], [6], [9],
[20], [21], [26], [29], [31], [32]. In all these works, when general test functions are considered,
these are required to be at least C1(R) (differentiable with a continuous derivative) and
often much smoother. For example, A. Lytova and L. Pastur [26] have proved that for GOE
matrices and ϕ ∈ C1(R) satisfying suitable decay conditions at infinity, N ◦n [ϕ] converges
to a Gaussian random variable with mean zero and variance
(2) VGOE[ϕ] =
1
2pi2
∫ 2
−2
∫ 2
−2
(
ϕ(x)− ϕ(y)
x− y
)2 4− xy√
4− x2
√
4− y2 dxdy.
The variance Var(Nn[ϕ]) is controlled by a Poincare´-type bound specific to the Gaussian
case. Under a Lindeberg-type condition on the fourth moments, Lytova and Pastur extend
their result (by comparison to the Gaussian case) to general real Wigner matrices assuming
ϕ ∈ C5(R). For general symmetric Wigner matrices, there is an additional term in the
expression for limiting variance on the right side of (2), which vanishes if
E|wij |4 = 3E|wij |2,
where wij = w¯ij are the entries of the Wigner matrix. One expects the fluctuations of
linear statistics to be sensitive to the third and fourth moments of the entry distribution.
G. Anderson and O. Zeitouni [1] have developed a central limit theorem for linear sta-
tistics of C1(R) test functions for a large class of random matrices with independent, but
not necessarily identically distributed entries which includes Wigner and Wishart matrices
with entries satisfying a Poincare´ inequality.
Sobolev spaces offer an alternative to classical derivatives as a way to measure smooth-
ness. For s > 0, the (inhomogeneous) L2-Sobolev space Hs(R) is defined as the closure of
the space of Schwartz functions S in the norm:
‖f‖2Hs =
∫
R
(1 + |ξ|)2s|f̂(ξ)|2 dξ,
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where f̂ is the Fourier transform of f . K. Johansson [21] considered Hermitian matrix
models defined by their density with respect to Lebesgue measure on the entries:
dµn(x) =
1
Z
exp(−βN TrV (x)) dx,
dx =
∏
i<j
d<xijd=xij
∏
i
dxii.
It is well-known that for such matrices, the joint density on RN of the eigenvalues has the
form
ρn,β(λ1, . . . , λn) =
1
Zn,β
exp
−N N∑
j=1
V (λj) +
β
2
∑
j 6=j
log |λi − λj |
 ,
and that the classical GUE ensemble corresponds to β = 2, V = 2x2. Johansson obtains
the central limit theorem for linear statistics for test functions of class H2+(R) when β = 2
and H17/2+(R) when β 6= 2.1 Based on an idea in [21], M. Shcherbina [29] (see also [30])
proved a variance bound which allowed her to extend the central limit theorem for linear
statistics of real Wigner matrices to functions in the Sobolev space H3/2+(R), for  > 0
and under weak assumptions on the moments of the entries. Note that such functions
are in C1(R) by the Sobolev embedding. The key estimate in Shcherbina’s work is the
following bound for the variance of Nn[ϕ] (see [29], Prop. 1):
(3) Var(Nn[ϕ]) ≤ Cs‖ϕ‖2Hs(R)
∫ ∞
0
e−ηη2s−1
∫ ∞
−∞
Var(TrG(E + iη)) dEdη,
where
G(E + iη) = G(z) =
1
H − z
is the resolvent matrix. It is the formula on the right side in (3) which motivated the
Littlewood-Paley approach explained in Section 3. Equation (3) shows that it suffices to
obtain a bound for the variance of TrG(z) of order η−2s to conclude that the variance of
linear statistics can be bounded in terms of the Hs+ norm of the test function for  > 0.
(The integration in x turns out to be harmless).
In their work on universality for Wigner matrices, L. Erdo¨s, H. T. Yau and their col-
laborators have obtained large deviation bounds of order η−2n2 log n for the trace of the
resolvent TrG(z) for η  n−1 (see the survey paper [11]). We use their methods to show
that
(4) Var(TrG(z)) ≤ Cη−2−, |<z| < 5.
Our result for linear statistics of functions in H1+ follows from this estimate:
1In [21], Remark 2.5, K. Johansson explains that the restrictions ϕ ∈ H2+ and ϕ ∈ H17/2+ are technical
and that the “correct condition should be the finiteness” of the limiting expression for the variance.
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Theorem 1. Let ϕ ∈ H1+(R), where  > 0 is arbitrary. Define the random variable
Nn[ϕ] =
n∑
j=1
ϕ(λj),
where λj,1 ≤ j ≤ n are the eigenvalues of a Hermitian Wigner matrix whose entries satisfy
the following condition (“Condition C0”):
(5) P(|wij | ≥ tc) ≤ e−t, c > 0.
There is a constant C > 0 such that
(6) Var(Nn[ϕ]) ≤ C‖ϕ‖2H1+(R).
In particular, N ◦n [ϕ] converges in distribution to a random variable with variance given by
1
4pi2
∫ 2
−2
∫ 2
−2
(
ϕ(x)− ϕ(y)
x− y
)2 4− xy√
4− x2
√
4− y2 dxdy
+
κ4
4pi2
(∫ 2
−2
ϕ(x)
2− x2√
4− x2 dx
)2
+
w2 − 2
4pi2
(∫ 2
−2
ϕ(x)x
2− x2√
4− x2 dx
)2
,
where
κ4 = E|wij |4 − 3
w2 = E|wij |2.
Although the power of η in (4) is essentially of the correct order, and Theorem 2 im-
proves significantly on previous results, the regularity assumption is not optimal. This is
because the estimate (3) is not sharp. In terms of our Littlewood-Paley expression for the
variance (10), this can be seen as a consequence of the application of Cauchy-Schwarz to
the covariance in (21), which is wasteful. We expect the covariance between TrG(z1) and
TrG(z2) to be much smaller than the square root of the product of variances as soon as
<z1 and <z2 are separated.
For GUE matrices, the limiting variance of the random variable Nn[ϕ] becomes (see [5],
or [28], Ch. 5):
(7) VGUE[ϕ] =
1
4pi2
∫ 2
−2
∫ 2
−2
(
ϕ(x)− ϕ(y)
x− y
)2 4− xy√
4− x2
√
4− y2 dxdy.
This integral is finite for α-Ho¨lder functions ϕ of order α > 1/2 (see Section 5). For
0 < α < 1, the space Cα(R) of α-Ho¨lder functions consists of (continuous) functions such
that the norm:
‖ϕ‖α = ‖ϕ‖L∞(R) + [ϕ]Cα(R)
[ϕ]Cα = sup
x 6=y
|ϕ(x)− ϕ(y)|
|x− y|α
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is finite. Since we are only concerned with functions defined on the real line, we use the
notation Cα = Cα(R) throughout. If we ignore the edges of the limiting spectrum, the
integral in (7) becomes equivalent (as far as the regularity of f is concerned) to∫
R
∫
R
(f(x)− f(y))2
(x− y)2 dxdy.
The last quantity is equal, up to a constant factor, to the homogeneous H˙1/2(R) norm:
‖f‖
H˙
1
2
=
∫
R
|ξ||f̂(ξ)|2 dξ.
One expects that also for finite n the variance of Var(Nn[ϕ]) can be bounded in terms
of the C1/2+ norm of ϕ, and by the H1/2(R) norm when ϕ is supported away from the
spectral edges ±1. This forms the basis of our next result:
Theorem 2. Let ϕ ∈ H˙1/2 ∩ L∞(R). Define the random variable
(8) Nn[ϕ] =
n∑
j=1
ϕ(λj),
where λj are the eigenvalues of a GUE matrix of size n.
If ϕ is properly supported inside the bulk:
suppϕ ⊂ (−2 + 0, 2− 0),
there is a constant C(0) such that we have the estimate:
Var(Nn[ϕ]) ≤ C‖ϕ‖2H˙1/2∩L∞(R).
For functions ϕ ∈ C1/2+ (not necessarily compactly supported in the bulk), we have the
following asymptotic result:
(9) Var(Nn[ϕ])→ 1
4pi2
∫ 2
−2
∫ 2
−2
(
ϕ(x)− ϕ(y)
x− y
)2 4− xy√
4− x2
√
4− y2 dxdy
uniformly on bounded subsets of C1/2+. As a consequnce, there is a function a non-negative
function C(K), bounded on compact subsets of R such that
Var(Nn[ϕ]) ≤ C(‖ϕ‖C1/2+)‖‖ϕ‖2C1/2+ .
Moreover if ϕ satisfies either of the two hypotheses above, the centred random variable
N ◦n [ϕ] = Nn[ϕ]−E(Nn[ϕ])
converges in distribution to a normal random variable of mean zero and variance given by
(7).
For functions supported away from the spectral edges ±2, the regularity threshold for
asymptotic normality to hold without normalization is likely to be H˙1/2. This is consistent
with alternate expressions for the variance found in [5] and [21], as well as the logarithmic
divergence of the variance in case ϕ = 1I , the indicator function of an interval I in the
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interior of the limiting spectrum. Such functions barely fail to be in H˙1/2. Note in that in
the case of Haar-distributed matrices on the unitary group, P. Diaconis and S. Evans [10]
have obtained a sharp (with respect to the regularity of the test functions) central limit
theorem. They find that the variance of the analogue of Nn[ϕ] grows like the nth partial
sum of the appropriate H1/2 norm. Their techniques rely on exact computations of matrix
traces that are not available in the case of Wigner matrices.
When the test function ϕ is not supported away from the spectral edges, the expression
(7) is no longer equivalent to the the H˙1/2(R), which is why in this paper we use the Cα
scale of spaces to measure regularity in case the support of the test function extends to the
edge. We expect our result to be nearly optimal in this scale: i.e. the variance does not
remain bounded for general test functions ϕ ∈ C1/2− for any  > 0. The limiting variance
can be expressed in terms of an H˙1/2 norm defined relative to an orthogonal expansion of
ϕ, restricted to the limiting specturm, into Chebyshev polynomials (see [21]). At the edges
of the limiting spectrum, this expansion is not equivalent to the Fourier decomposition.
This has to be taken into account to obtain a sharp result, and is the subject of current
investigation.
By a moment matching argument and a saddle point analysis, we obtain a central limit
theorem under similar assumptions than those made on ϕ in the GUE case treated in 2,
for more general Hermitian matrices, of the type considered by K. Johansson in [22].
Theorem 3. Let W = (wij)1≤i,j≤n be a Hermitian Wigner matrix whose entries satisfy:
P(|wij | ≥ tc) ≤ e−t, c > 0,
and such that the first five moments of wij match those of the GUE. Form the Wigner
matrix M = 1
2
√
n
(W + V ), and define the random variable Nn[ϕ] as in (8), but with λj
being the eigenvalues of M . If ϕ ∈ C1/2+ for  > 0, or if ϕ ∈ H1/2+ and
suppϕ ⊂ (−
√
2 + 0,
√
2− 0)
for some 0 >, then the random variable N ◦n [ϕ] converges in distribution to a mean zero
normal random variable with variance given by
1
4pi2
∫ √2
−√2
∫ √2
−√2
(
ϕ(x)− ϕ(y)
x− y
)2 2− xy√
2− x2
√
2− y2 dxdy.
The variance normalization in the previous theorem is of no particular significance. We
have chosen it as a matter of convenience, for the calculations appearing in Sections 6 and
7. The strong assumption on the form of the matrix is needed to control the contribution
to the variance from a certain range of frequencies of ϕ, but it is merely technical. It
will be seen from the proof of Theorem 3 that, although the variance of Nn[ϕ] admits
an explicit expression in terms of (averages of) a determinantal kernal, we do not need
very precise information on the asymptotics of this kernel to conclude. We believe that
the control on the correlation between separated eigenvalues required to obtain our results
for the GUE and Gaussian convolution matrices can be obtained for much more general
Wigner matrices, without the use of explicit formulas.
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In the final section, we derive the following central limit theorem for linear eigenvalue
statistics for general Wigner matrices under matching moment conditions for regularity
below one bounded derivative:
Theorem 4. Let
H =
1√
n
W
be a Wigner matrix such that the entries of W satisfy condition (C0) and such that the
distribution of its entries matches that of GUE up to five moments. Then for  > 0
sufficiently small, and any function ϕ ∈ C1−, the centred random variable
N ◦n [ϕ] = Nn[ϕ]−E(Nn[ϕ])
converges in distribution to a normal random variable of mean zero and variance given by
(7). If the test function has support on (−2 + 0, 2 − 0) for some 0 > 0, then the result
holds for test functions ϕ ∈ H1−
The value of  in the previous theorem can be estimated in terms of the number of
matching moments of the entry distribution with the GUE.
Acknowledgements. The first author would like to thank David Renfrew for pointing
out M. Shcherbina’s result [29], and for discussions that provided the initial motivation for
the present work during the 2011 Prague Summer School on Mathematical Physics. We
would also like to thank La´szlo´ Erdo¨s for helpful comments on the variance estimates (3)
and (11).
2. Approximation by Poisson Integrals
To derive the central limit theorem for functions with limited smoothness, we bound the
variance of N ◦n [ϕ] by the norm of ϕ in a function space describing the regularity of ϕ. The
central limit theorem then follows by a simple approximation argument. In what follows,
we use the next lemma, adapted from [28], Proposition 3.2.5 (see also [26], p. 1793).
Lemma 2.1. Suppose X is a normed vector subspace of Cb(R), i.e. continuous functions
bounded on R, such that for ‖ϕ‖X ≤ K, we have the bound
Vn(ϕ) := Var (Nn[ϕ]) ≤ C(K)‖ϕ‖2X ,
where C : R+ → R+ is bounded on compact subsets. If there exists a dense subspace Y ⊂ X
such that for ψ ∈ Y , we have
Zn[ϕ] := E(e
ixN ◦n [ϕ]) = exp(−x2V (ψ)/2) + o(1),
for a continuous quadratic functional V on X, then the central limit theorem is valid for
all ϕ ∈ X.
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Proof. Let {ψk} ⊂ Y converge to ϕ ∈ X. In particular, ‖ψk‖X is a bounded sequence.
Then:
|Zn[ψk](x)− Zn[ϕ](x)| ≤ |x|E [|N ◦n [ψk]−N ◦n [ϕ]|]
≤ |x|Var(Nn[ϕ− ψk])1/2
. |x|‖ϕ− ψk‖X .
The result follows from the continuity of V and the Le´vy continuity theorem. 
In her proof of the CLT for linear statistics for H3/2+ functions [29], M. Shcherbina
used approximation by functions of the form:
Pη ∗ f(x) = 1
pi
∫
R
η
(x− t)2 + η2 f(t) dt,
where Pη is the Poisson kernel
Py(x) =
1
pi
η
η2 + x2
, η > 0.
When f ∈ Lp(R) for 1 ≤ p ≤ ∞, Pη ∗ f is real analytic, so the validity of the CLT for
such functions follows from work anterior to [29], see [31]. However, since Pη(x) = = 1x+iη ,
the CLT for Poisson integrals has a direct proof based on a calculation involving resolvents
(see the proof of Theorem 1 in [29]).
We use the following standard approximation results for Poisson integrals:
Lemma 2.2. Let f ∈ Hs(R), for 0 ≤ s <∞. Then the Poisson integral Pη ∗ f converges
in the Hs norm to f for η → 0.
Lemma 2.3. Let f ∈ Cα(R) for some 0 < α < 1, and β > 0 be less than α. The Poisson
integral Pη ∗ f converges to f in the Cβ norm for η → 0.
The first result is a simple consequence of the explicit form of the Fourier transform of
Pη ∗ f :
P̂η ∗ f(ξ) = e−η|ξ|f̂(ξ).
From this, we have:
‖Pη ∗ f − f‖2Hs =
∫
(1 + |ξ|)2s(1− e−η|ξ|)2|f̂(ξ)|2 dξ,
and the Lemma 2.2 follows from the dominated convergence theorem.
We indicate how to derive Lemma 2.3. We begin with the L∞ part of the norm:
|(Pη ∗ f)(x)− f(x)| ≤
∫
R
|Pη(t)| · |f(x− t)− f(x)|dt
≤
∫
R
|Pη(t)||t|α dt.
. ηα,
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so Pη ∗ f converges uniformly to f as η tends to 0. The convergence of the seminorm
[Py ∗ f ]α can be proved using Littlewood-Paley techniques, or using the characterization
found in [34, Section V.4]; for f ∈ Cα, the seminorm [f ]α is equivalent to the least M such
that
‖∂ηPη ∗ f‖∞ ≤Mη−1+α.
Thus
[Pη ∗ f − f ]β . η1−β‖∂ηPη ∗ f‖∞
. ηα−β[f ]α.
The convergence follows from this.
3. Littlewood-Paley Theory
In this section, we derive a representation for the variance of Nn[ϕ] based on a decom-
position of ϕ of Littlewood-Paley type.
Theorem 5. Let 0 ≤ s < ∞ and 0 < β < α < 1. Then if ϕ ∈ Hs or ϕ ∈ Cα, ϕ has a
representation:
ϕ(x) =
∞∑
k=−1
(P2−k ∗ gk)(x),
where the sum on the right is convergent in Hs if ϕ ∈ Hs, and in Cβ if ϕ ∈ Cα. The
functions gk, −1 ≤ k <∞ are smooth and such that, for some constants Cs and Cα,β:
∞∑
k=−1
22ks‖gk‖2L2 ≤ Cs‖ϕ‖2Hs
and ∞∑
k=−1
2βk‖gk‖L∞ ≤ Cα−β‖ϕ‖Cα .
Corollary 6. Let ϕ ∈ S(R), the class of Schwartz functions, i.e. C∞ functions on R such
that supx∈R |xmf (k)(x)| ≤ Cmk < ∞ for m, k < ∞. The variance of Nn[ϕ] can be written
as
(10) Var(Nn[ϕ]) =
∞∑
k,l=−1
∫
R
∫
R
gk(t)gl(s)Cov(Nn[P2−k(· − t)],Nn[P2−l(· − s)]) dtds.
The sum on the right side of (10) is absolutely convergent for ϕ ∈ S.
As announced above, the main tool in the proof of Theorem 5 will be Littlewood-Paley
theory. A good general reference on this is [2, Ch. 2]. The dyadic frequency decomposition
was introduced in the context of Fourier series by J.E. Littlewood and R.E.A.C. Paley [23],
[24], [25]. E. M. Stein developed extensions of the theory to functions on higher dimensional
spaces Rd using various Littlewood-Paley functions based on the Poisson kernel (see [34,
Chapter IV]). Here we will use the smooth dyadic frequency decomposition presented in
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[2] (see also [8]), and the description of the functions spaces Cα and Hs in terms of this
decomposition. We denote by
f̂(ξ) =
∫
e−iξxf(x) dx
the Fourier transform of f ∈ S ′, the space of tempered distributions.
Given a function ϕ ∈ S, its inhomogeneous Littlewood-Paley decomposition is the sum
ϕ =
∑
k≥−1
ϕk,
with
ϕ−1 = h ∗ ϕ
ϕk = 2
kω(2k·) ∗ ϕ, k ≥ 0,
where 0 ≤ ĥ ≤ 1 and 0 ≤ ω̂ ≤ 1 are even functions with compact support in the ball
{|ξ| ≤ 3/4} and the “annulus” C = {3/4 ≤ |ξ| ≤ 8/3}, respectively, such that:
ĥ(ξ) +
∑
k≥0
ω̂(2−kξ) = 1
0 ≤ ĥ(ξ)2 +
∑
k≥0
ω̂2(2−kξ) ≤ 1.
for ξ ∈ R. Note that ϕk is frequency-localized in an annulus of size 2k, i.e.
supp ϕ̂k ⊂ 2kC.
The first component ϕ−1 has its Fourier support contained in a ball
supp ϕ̂−1 ⊂ {|ξ| ≤ 3/4}.
For the existence of this decomposition and the corresponding dyadic partition of frequency
space, see [2], Proposition 2.10.
The following theorem characterizes Hs(R) and Cα(R) in terms of the Littlewood-Paley
decomposition (see [2], Section 2.7):
Theorem 7. The inhomogeneous Sobolev space Hs(R) consists of those tempered distri-
butions such that
‖ϕ‖2Bs2,2 :=
∑
k
22ks‖ϕk‖2L2 <∞.
Moreover, the norms ‖ · ‖Bs2,2 and ‖ · ‖Hs are equivalent. The space Cα(R) of α-Ho¨lder
continuous functions is the space of distributions such
‖ϕ‖Bα∞,∞ := sup
k
2αk‖ϕk‖L∞ <∞.
The norms ‖ · ‖Bα∞,∞ and ‖ · ‖Cα are equivalent.
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We turn to the proof of Theorem 5 and its corollary. Given the support properties of
ϕ̂k, we can define gk by
ĝk = e
2−k|ξ|ϕ̂k(ξ).
We have:
‖gk‖Lp . ‖ϕk‖Lp , p = 2,∞.
Indeed, for k ≥ 0, let ψ(2−k ·) be a function in C∞ which is 1 on the support of the
Littlewood-Paley cutoff ω̂(2−k ·). Then:
gk = F−1(e2−k|ξ|ψ(2−kξ)) ∗ ϕk.
F−1 denotes the inverse Fourier transform. By Young’s inequality ([2], Lemma 1.4)
‖gk‖Lp ≤ ‖F−1(e2−k|ξ|ψ(2−kξ))‖L1‖ϕk‖Lp ,
it suffices to obtain an L1 bound for
F−1(e2−k|ξ|ψ(2−kξ)) =
∫
eixξe2
−k|ξ|ψ(2−kξ) dξ.
Let us compute: ∫ ∣∣∣ ∫ eixξe2−k|ξ|ψ(2−kξ) dξ∣∣∣dx.
Changing variables s = 2−kξ, we have:∫ ∣∣∣ ∫ eix2kse|s|ψ(s) 2kds∣∣∣dx.
Another change of variables (in the outer integral) t = 2kx gives:∫ ∣∣∣ ∫ eitse|s|ψ(s) ds∣∣∣dt.
The integrand is O(t−∞) by repeated integration by parts. For the inhomogenous term,
we have:
‖g−1‖L2 . ‖ϕ−1‖L2
by definition of the multiplier, and since the Fourier support is contained in {|ξ| ≤ 1/2},
we also have:
‖g−1‖Lp . ‖ϕ−1‖L2
for any p ≥ 2 by Bernstein’s inequality [2, Lemma 2.1].
Moreover, each of the ϕk is in S, and thus we have the convolution representation:
ϕk(x) =
1
pi
∫
gk(t)
2−k
(x− t)2 + (2−k)2 dt.
Thus we can write
ϕ =
∑
k≥−1
P2−k ∗ gk,
12 PHILIPPE SOSOE AND PERCY WONG
where the sum is convergent in Hs if ϕ ∈ Hs. If ϕ ∈ Cα, then we have
‖ϕ‖Cβ ≤
∑
k
‖ϕk‖Cβ
.
∑
k
2βk‖ϕk‖L∞
≤ ‖ϕ‖Cα
∑
k
2(β−α)k.
We insert this expression in the variance:
Var(Nn[ϕ]) = E((
∑
k≥−1
P2−k ∗ gk −E
∑
k≥−1
P2−k ∗ gk)(
∑
l≥−1
P2−l ∗ gl −E
∑
l≥−1
P2−l ∗ gl))
=
∑
k,l≥−1
Cov(Nn[P2−k ∗ gk]Nn[P2−l ∗ gl])
=
∑
k,l≥−1
∫ ∫
gk(t)gl(s)Cov(P2−k(· − t)P2−l(· − s)) dtds,
which is formula (10). Thus, we may bound the variance as:
(11) Var(Nn[ϕ]) ≤
∑
k,l
∫ ∫
|gk||gl|Cov(Nn[P2−k(t− ·)],Nn[P2−l(s− ·)])dt ds.
The following estimate will be useful below to control contributions from very high
frequencies. Its proof is a straightforward application of Theorem 7:
Lemma 3.1. Let M ≥ 1. Define the low-frequency cut-off operator SMϕ by
SMϕ =
∑
−1≤k≤M−1
ϕk.
Then there is a constant Cα such that, for ϕ ∈ Cα,
‖(1− SM )ϕ‖L∞ ≤ Cα2−Mα‖ϕ‖Cα .
4. H1+ CLT for general Wigner matrices
The goal of this section is to prove the following bound:
Proposition 4.1. Let
H :=
1√
n
W
be a Wigner matrix such that the entries of H satisfy condition (C0). Let
z = E + iη ∈ TL,
where
TL := {z = E + iη||E| ≤ 5, 0 < η ≤ 10}.
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We have
(12) Var(TrG(z)) . 1
η2+
,
where G = (M − z)−1 is the resolvent for M .
To prove the proposition, we will make heavy use of the following theorem from [14]
regarding uniform rigidity of eigenvalues. Before stating it, we introduce two definitions:
first, we let msc(z) be the Stieltjes transform of the semicircle distribution on [−2, 2]:
msc(z) =
2
pi
∫ 2
−2
1
z − x
√
4− x2 dx.
We denote by m(z) the normalized trace of the resolvent:
m(z) =
1
n
tr(H − z)−1.
Theorem 8 (L. Erdo¨s, E. Yau, J. Yin). Let H = (hij) be a hermitian or symmetric n×n
random matrix, n ≥ 3, with Ehij = 0, 1 ≤ i, j ≤ n, and assume that variances are given by
σ2ij = E|hij |2 = 1n . Suppose that the distributions of the matrix elements satisfy condition
C0. There exist constants A0 > 1, φ < 1 such that for all L > A0 log log n and sufficiently
large n,
(13) P
(
∪z∈SL{|m(z)−msc(z)| ≥
(log n)4L
nη
}
)
. exp
(
−c(log n)φL
)
,
where
SL := {z = E + iη : |E| ≤ 5, n−1(log n)10L < η ≤ 10}.
For individual elements on the diagonal, we have, letting Λd = maxk |Gkk −msc|,
P(∪z∈SL{Λd ≥
(log n)4L√
nη
}) . exp
(
−c(log n)φL
)
.
Proof of Proposition 4.1. Directly from Theorem 8, we can already conclude (12) for the
region
{z = E + iη : |E| ≤ 5, n−1+δ < η < n−1/10},
for any fixed 0 < δ < 1. We will now consider the regions 0 < η < n−1+δ and n−1/10 <
η < 10 separately, with
0 < δ <
1
2

2 + 
.
For the region η < n−1+δ, we will use the fact that the eigenvalues are close to their
classical locations. Let E = <z, and write
(14) TrG(z) =
n∑
i=1
1
λi − E − iη .
Consider a dyadic decomposition around E; define
U0 = {j : |λj − E| ≤ n−1+α},
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and for p = 1, . . . , log(n1−α)
Up = {j : 2p−1n−1+α ≤ |λj − E| ≤ 2pn−1+α}
and
U∞ = {j : |λj − E| > 1}.
α > 0 will be chosen below. Given a sequence An of events, we say that An holds with
overwhelming probability if
P(Acn) ≤ Ckn−k
for any k. By the local semicircle law, we know that for any δ′ = /100, we have |Up| ≤
2pnα+δ
′
with overwhelming probability. In particular
(E|Up|2)1/2 . 2pnα+δ′ ,
since |Up| ≤ n. For eigenvalues with index in Up, we have the bound
1
|λj − E| . 2
1−pn1−α.
In U0, we use the trivial bound
1
|λj − E − iη| ≤ η
−1.
Split the sum (14) according to the partition {Up} to find
E|TrG(z)|2 .
∑
k,l 6=0
n2−2α2−k2−lE|Uk||Ul|
+
n1−α
η
∑
k
2−kE|U0||Uk|+ 1
η2
E|U0|2.
Applying Cauchy-Schwarz in every term, we can bound this, up to a factor, by (n)2+2δ
′
(log n)2+
n2α+2δ
′
/η2. Since we are assuming η < n−1+δ, E|TrG(z)|2 is thus bounded up to a constant
factor by η−2−, provided we choose δ′ < /4, and α such that
(α+ /4) ·
(
1 +
δ
1− δ
)
<

2
.
We turn to the case where n−1/10 < η < 10. In this case, we cannot obtain (12)
from a direct application of Theorem 8: we cannot avoid the log factor appearing in
large deviation-type bounds. To circumvent the problem, we estimate the variance of the
resolvent trace using the set of self-consistent equations.
We first introduce some definitions found in [14]. Let
Gij := (H − z)−1(i, j), 1 ≤ i, j ≤ n.
Define H(i) to be the (n − 1) × (n − 1) Wigner matrix obtained from H by removing the
ith row and column. We set
G
(i)
ij = (H
(i) − z)−1(i, j).
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The vector ai = (aik)1≤k≤n is obtained from the ith column of H
(i) by deleting its ith
element. We denote by Ei the expectation with respect to the ith column of H, i.e. with
respect to the random variables (hji)1≤j≤n.
Lemma 4.2. The diagonal resolvent matrix elements Gii satisfy the following system of
self-consistent equations
Gii =
1
−z −∑j σijGjj + Υi ,
where
Υi := Ai + hii − Zi
and
(15) Ai = σ
2
iiGii +
∑
j 6=i
σ2ij
GijGji
Gii
Zi = Z
(i)
ii −EiZ(i)ii , Z(i)ii = ai ·G(i)ai =
∑
k,l 6=i
aik ·G(i)kl a¯il.
In view of the previous lemma, we can write
vi := Gii −msc = 1−z −msc − (
∑
j σ
2
ijvj −Υi)
−msc.
Using the equation
(msc + z) = −m−1sc ,
and recalling σ2ij =
1
n , we can expand vi as
vi = m
2
sc(
1
n
∑
j
vj −Υi)−m3sc(
1
n
∑
j
vj −Υi)2 +O( 1
n
∑
j
vj −Υi)3.
We sum over the indices i and divide by n. Using the notation [v] := 1n
∑
i vi, we obtain
[v] = m2sc(z)[v]−
m2sc(z)
n
∑
i
Υi − m
3
sc(z)
n
∑
i
([v]−Υi)2 +O((Λd + Υ)3).
In the above equation, we have denoted
Υ = max
i
|Υi|.
From now on, we will omit the dependency on z. The equation reduces to
C1[v] = C2
1
n
∑
i
Υi + C3
1
n
∑
i
([v]−Υi)2 +O((Λd + Υ)3),
where
C1(z) 
√
κ+ η
κ = |2−<z|,
see [14], (3.13), and C2, C3 are bounded independently of n.
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are deterministic constants independent of n. We would like to prove the following
bound:
E(|[v]|2) . 1
n2η2
.
Taking squares, then expectations, and using Cauchy-Schwarz, we have
(16) E(|[v]|2) . 1
κ+ η
(
1
n2
E
∣∣∑
i
Υi
∣∣2 + 1
n2
E
∣∣(∑
i
([v]−Υi)2
∣∣2 +E|O(Λd + Υ)3|2
)
.
We begin with the first and second terms in (16). The remainder term will be dealt with
at the end. From Υi = Ai + hii − Zi, we have
1
n2
∣∣∑
i
Υi
∣∣2 = 1
n2
∣∣∑
i
Ai +
∑
i
hii −
∑
i
Zi
∣∣2.
The right hand side is bounded up to a constant factor by
1
n2
(∣∣∑
i
Ai
∣∣2 + ∣∣∑
i
hii
∣∣2 + ∣∣∑
i
Zi
∣∣2) .
Thus, it will suffice to establish the three estimates
E
∣∣∑
i
hii
∣∣2 . κ+ η
η2
,
E
∣∣∑
i
Ai
∣∣2 . κ+ η
η2
,
and
E
∣∣∑
i
Zi
∣∣2 . κ+ η
η2
.
The first one is obvious, since E|hii|2 = 1n . We proceed to prove the second bound. Using
the statement concerning individual elements of the resolvent in Theorem 8, we have
(17)
∣∣∣∣∣∣ 1n
∑
ij
GijGji
Gii
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣msc(z)n
∑
ij
GijGji
∣∣∣∣∣∣+ (log n)
4L
n
√
nη
O(
∑
ij
|Gij ||Gji|).
For the first term, we write out
Gij =
∑
m
um(i)um(j)
λm − z ,
where (um(i))1≤i≤n is the eigenvector of H corresponding to the eigenvalue λm. We expand
the double sum using orthogonality of the um, and find that it is bounded by∣∣∣∣∣msc(z)n ∑
m
1
(λm − z)2
∣∣∣∣∣ =
∣∣∣∣msc(z) ddzm(z)
∣∣∣∣ .
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By the strong local semicircle law and Cauchy’s integral formula, this is bounded by 1/
√
η,
up to a constant factor for η > n−1/10, with overwhelming probability. Squaring this, we
obtain ∣∣∣∣∣∣msc(z)n
∑
ij
GijGji
∣∣∣∣∣∣
2
. 1
η
≤ κ+ η
η2
,
holding with overwhelming probability. Since |Ai| has a polynomial upper bound, we have
obtained the desired estimate for the main term in (17). For the error term, we use
|Gij | . 1√
nη
to obtain the bound, again using the fact that η > n−1/10.
It remains to bound the quantity
E
∣∣∑
i
Zi
∣∣2.
Since EZi = 0, the variance of [Z] is given by
(18)
1
n2
E|
n∑
i
Zi|2 = 1
n2
E
∑
α 6=β
Z¯αZβ +
1
n2
E
∑
α
|Zα|2.
We shall focus on the case where α = 1 and β = 2. Writing G
(1)
kl as
G
(1)
kl = P
(12)
kl + P
(1)
kl .
where P (1) and P (2) (for k, l 6= 1) are defined as
P
(12)
kl := G
(12)
kl , P
(1)
kl :=
G
(1)
k2 G
(1)
2l
G
(1)
22
if k, l 6= 2.
P
(12)
kl := 0, P
(1)
kl := G
(1)
kl if k = 2 or l = 2.
With these notations and denoting IEi := I−Eai , we can express
Z1 = IE1a
1 · P (12)a1 + IE1a1 · P 1a1
and
Z2 = IE2a
2 · P (21)a2 + IE2a2 · P 2a2.
Using the previous expressions, we see that to estimate the right side of (18), it suffices
to obtain the following bound:
E|a1 · P (1)a1|2 . 1
(nη)2
.
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Follow the idea in section 8.1 of [15], we write
E|a1 · P (1)a1|2 = E
∣∣∣∣∣∣
∑
k,l
a¯1k
G
(1)
k2 G
(1)
2l
G
(1)
22
a1l
∣∣∣∣∣∣
2
.
Expanding, we have
EE1
∑
k,l,p,q
a1ka
1
l a
1
pa
1
q
Gk2G2lGp2G2q
|G22|2 .
There are only a few cases where the first expectation is nonzero. One such case is k =
l, p = q. The other situations can be dealt with in similar fashion. Taking the first
expectation in, we have to bound
1
n2
E
(∑
k
Gk2G2k
|G22|
)2
.
We expand
|G22| = msc(z) +O
(
(log n)4L√
nη
)
with overwhelming probability. Thus, the only important quantity is
(19)
1
n2
E
(∑
k
Gk2G2k
)2
.
Expanding the above sum, we obtain
1
n2
E
(∑
m
|um(2)|2
(λm − z)2
)2
=
1
n2
E
(
d
dz
G22(z)
)2
Using Theorem [14] and Cauchy’s estimate once more, we obtain∣∣∣∣∣∣ 1n2E
(∑
k
Gk2G2k
|G22|
)2∣∣∣∣∣∣ . 1n2η ,
with overwhelming probability. Again, all quantities involved have polynomial bounds, so
we have obtained the desired estimate.
Next, we direct our attention to the second term on the right hand side of equation (16).
Using Theorem (8), we see that the term 1
n2
(
∑
i[v]
2)2 will be bounded by n−4+η−4 and
since η > n−1/10, will in turn be bounded by n−2η−1 if η > n−2/3. So it remains to bound
the term
E
1
n2
|
∑
i
Υ2i |2 .
1
n2
(
E|
∑
i
A2i |2 +E|
∑
i
h2ii|2 +E|
∑
i
Z2i |2
)
.
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Again by Theorem (8) and equation (15), the first term on the right hand side is harmless.
The second term is trivial to bound so we focus on the third term. Applying Cauchy-
Schwarz twice, we have
(20)
1
n2
E
∣∣∣∣∣∑
i
Z2i
∣∣∣∣∣
2
≤ 1
n
∑
i
E|Zi|4.
The desired bound then follows immediately from lemma 4.3 below, the definition of Z,
and the estimates (∑
i
|G(j)ii |2
)1/2
.
√
n.
By (3.39), (3.41) in [14], we have∑
i 6=j
|G(k)ij |2
1/2 ≤ (∑
m
1
|λ(k)m − z|2
)1/2
. (=msc(z))1/2n−1/2η−1/2,
holding with overwhelming probability. The proof of the next lemma can be found in
Appendix B of [16].
Lemma 4.3. Let ai (1 ≤ i ≤ n) be n independent random complex variables with mean
zero, variance σ2 and having uniform subexponential decay. Let Bij ∈ C (1 ≤ i ≤ n). Then
we have that
P{|
n∑
i=1
a¯iBiiai −
n∑
i=1
σ2Bii| ≥ Dσ2(
n∑
i=1
|Bii|2)1/2} ≤ C exp(−cD
1
1+α )
and
P{|
∑
i 6=j
a¯iBijaj | ≥ Dσ2(
∑
i 6=j
|Bij |2)1/2} ≤ C exp(−cD
1
2(1+α) ).
Lastly, the last term in equation (16) can be bounded by n−3/2+η−3/2 because both Λd
and Υ are bounded by n−1/2+η−1/2 with overwhelming probability by Theorem 8. For
η > n−1/10, we have n−3/2+η−3/2 < n−1/2η−1/2 and this concludes the proof of (12). 
We are now ready to prove Theorem 1. Write ϕ = χϕ + (1 − χ)ϕ, where χ is a cut-off
function equal to 1 in [−3, 3] and equal to 0 in [−4, 4]c. Then we have
Var(Nn[ϕ]) = Var(Nn[χϕ] +Nn[(1− χ)ϕ])
≤ 2Var(Nn[χϕ]) + 2Var(Nn[(1− χ)ϕ]).
We bound the second term by the second moment E|Nn[(1−χ)ϕ|2, which can be estimated
as follows:
P(|
∑
i
((1− χ)ϕ) (λi)| > 0) ≤ P(λ1 > 4) +P(λn < −4).
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The last quantity is bounded by e−nc ([16], Lemma 7.2). Thus
E|Nn[(1− χ)ϕ]|2 = 2
∫ n‖ϕ‖L∞
0
xP(|
∑
i
ϕ(λi)| ≥ x) dx
. n2‖ϕ‖2L∞ ·P(|
∑
i
ϕ(λi)| > 0)
= n2e−n
c‖ϕ‖2L∞ . ‖ϕ‖2H1+ .
The final inequality follows from the Sobolev inequality. For the first term above, use the
decomposition (11) for ϕ, but not for χ:
(21) Var(Nn[χϕ]) ≤
∑
k,j
∫ ∫
|gk||gj |Cov(Nn[χ(·)P2−k(t− ·)],Nn[χ(·)P2−j (s− ·)])dt ds.
Apply Cauchy-Schwarz to the covariance on the right side of the previous equation. Since
the integrals are now decoupled, we concentrate on bounding:∑
k
∫
|gk|Var(Nn[χ(·)P2−k(t− ·)])1/2 dt.
Apply Cauchy-Schwarz again to the integral
(22)
∑
k
∫
2(1+)k|gk|2−(1+)kVar(Nn[χ(·)P2−k(t− ·)])1/2 dt
and obtain∑
k
(∫
2(2+2)k|gk|2 dt
)1/2(∫
2−(2+2)kVar(Nn[χ(·)P2−k(t− ·)]) dt
)1/2
.
We are left to examine the quantity:∫
R
Var(Nn[χ(·)P2−k(t− ·)])dt.
Split the integral:
(23)
∫ 5
−5
Var(Nn[χ(·)P2−k(t− ·)]) dt+
∫
[−5,5]c
Var(Nn[χ(·)P2−k(t− ·)]) dt.
The integrand in the second term is the variance of a smooth function with support in
[−3, 3], and such that
‖χP2−k(t− ·)‖C2([−5,5]) .
C
(t− 2)2 .
By M. Shcherbina’s variance bound [29] for linear statistics of H3/2 functions, this term is
thus integrable. The first term in (23) can be written as a sum:
Var(Nn[χ(·)P2−k(t− ·)]; |λ1|, |λn| ≤ 2)
+Var(Nn[χ(·)P2−k(t− ·)]; {|λ1|, |λn| ≤ 2}c).
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Since χ = 1 on [−2, 2]:
Var(Nn[χ(·)P2−k(t− ·)]; |λ1|, |λn| ≤ 2) ≤ Var(Nn[P2−k(t− ·)]),
which is bounded by 22k+ by (12). On other hand,
Var(Nn[χ(·)P2−k(t− ·)]; {|λ1|, |λn| ≤ 2}c) ≤ 22kn2e−n
c
.
Thus, (22) is bounded up to a constant factor by:∑
k
(∫
2(2+2)k|gk|2 dt
)1/2
.
Choosing  suitably, a final application of Cauchy-Schwarz and Theorem 7 end the proof
of the bound (6). The central limit theorem then follows from the discussion in Section 2.
Remark 1. A proof along the same lines as above yields a variance bound and Gaussian
fluctuations of linear statistics for functions in the Besov space B1+p,∞ (see [2], Chapter 2
for a definition) for all p ≥ 1.
5. Variance bound and CLT for C
1
2
+ and H˙1/2: GUE case
Our starting point is the following representation for the variance, based on the deter-
minant kernel representation of the 2-point function:
(24) Var (Nn[ϕ]) = 1
2
∫∫
R2
|ϕ(x)− ϕ(y)|2 (Kn(x, y))2 dydx,
with the kernel Kn being defined in terms of Hermite functions by the Christoffel-Darboux
formula:
Kn(x, y) =
n−1∑
j=0
ψj(x)ψj(y) =
ψn(x)ψn−1(y)− ψn(y)ψn−1(x)
x− y .
The Hermite functions are defined by:
Hk(x) = (−1)ke−x2 d
k
dxk
ex
2
ψ˜k(x) =
Hk(x)
(2pi)1/4(k!)1/2
e−x
2/2
ψk(x) =
(n
2
)1/4
ψ˜k
(
n1/2x
2
)
.
Let us recall how formula (24) is derived. We can write the variance as:
Var (Nn[ϕ]) = EN 2n [ϕ]− (ENn[ϕ])2
= E
∑
i 6=j
ϕ(λi)ϕ(λj) +E
∑
i
ϕ2(λi)
−
∑
i,j
Eϕ(λi)Eϕ(λj).
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In the second equality we have expanded the definition of Nn[ϕ]. By definition
(25) E
∑
i 6=j
ϕ(λi)ϕ(λj) = n(n− 1)
∫∫
ϕ(λ)ϕ(µ) p(2)n (λ, µ) dλdµ.
E
∑
i
ϕ(λi)
2 = n
∫
ϕ2(λ) p(1)n (λ) dλ(26)
=
∫∫
ϕ2(λ) (n2p(1)n (λ)p
(1)
n (µ)− n(n− 1)p(2)n (λ, µ))dµdλ
=
1
2
∫∫
(ϕ2(λ) + ϕ2(µ)) (n2p(1)n (λ)p
(1)
n (µ)− n(n− 1)p(2)n (λ, µ))dµdλ,
(27)
∑
i,j
Eϕ(λi)Eϕ(λj) = n
2
∫∫
ϕ(µ)ϕ(λ) p(1)n (λ)p
(1)
n (µ) dµdλ.
In the above, p
(k)
n denotes the k-point correlation function of the GUE eigenvalues. By the
Dyson-Gaudin-Mehta computation, we have:
p(1)n (λ) = Kn(λ, λ)
p(2)n (λ, µ) = Kn(λ, λ)Kn(µ, µ)−Kn(λ, µ)Kn(µ, λ)
Using symmetry of Kn, i.e. Kn(λ, µ) = Kn(µ, λ), we arrive at the variance formula (24).
Let us return to the variance bound. M. Shcherbina and L. Pastur [28], Theorem 5.2.7,
show that
(28) Var (Nn[ϕ]) = 1
4pi2
∫∫
[−2,2]2
(ϕ(x)− ϕ(y))2
(x− y)2
4− xy√
4− x2
√
4− y2 dxdy + o(1)
for Lipschitz functions ϕ. By carrying out the computation carefully, we will see that the
result extends to C1/2+ functions, and the convergence is uniform over bounded subsets of
‖ϕ‖C1/2+ .
Let us first show that the main term in (28) can be controlled by ‖ϕ‖
C
1
2+
. The first
step is to make use of the C1/2+ hypothesis. Let  > 0 such that ϕ ∈ C1/2+, then∫∫
[−2,2]2
(ϕ(x)− ϕ(y))2
(x− y)2
4− xy√
4− x2
√
4− y2 dxdy
≤ [ϕ]2
C1/2+
∫∫
[−2,2]2
1
|x− y|1−2
4− xy√
4− x2
√
4− y2 dxdy.
Thus we just need to check that the integral is finite. It is clear that the integrand is locally
integrable away from the points (−2,−2) and (2, 2). Also, the integrand is positive. By
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symmetry, it is sufficient to check finiteness of the integral:∫ 2
0
∫ x
0
1
|x− y|1−2
4− xy√
4− x2
√
4− y2 dydx
≤ 1
2
∫ 2
0
∫ x
0
1
|x− y|1−2
4− xy√
2− x√2− y dydx
Writing 4− xy = 2(2− x) + (2− y)x, the last integral can be bounded by:
2
∫ 2
0
∫ x
0
1
|x− y|1−2
√
2− x√
2− y dydx+
∫ 2
0
∫ x
0
1
|x− y|1−2
x
√
2− y√
2− x dydx.
Since
√
2− y > √2− x on the domain of integration, the first integral is convergent; by
considering the cases |x − y| ≤ |2 − x| 12 and |x − y| ≥ |2 − x| 12 , we see that the second
integral is convergent as well.
We now turn to the computation of (28). The main tool will be the Plancherel-Rotach
asymptotics for the Hermite polynomials [35], Chapter 8. We begin by showing that we
can replace the integral in (24) by an integral over the square
max(|x|, |y|) ≤ 2 + n−ν
for some 0 < ν < 2/3 to be selected later. This follows by the simple bound [28] (5.2.8)
Kn(2 + sn
−2/3, 2 + sn−2/3) ≤ Cs−1n2/3e−cs3/2 .
This bound in turn follows from Plancherel-Rotach asymptotics in the transition region.
Applying it, we find that
Var (Nn[ϕ]) = 1
2
∫∫
|x|,|y|≤2+n−ν
|ϕ(x)− ϕ(y)|2 (Kn(x, y))2 dydx+ ‖ϕ‖2∞O(n−∞).
We will now further replace the integral over the square {|x|, |y| ≤ 2 +n−ν} by an integral
over {|x|, |y| ≤ 2 − n−ν}. The difference between these two squares is contained in the
union of four rectangles. Without loss of generality, we can consider the integral over the
“bottom” rectangle
Rn = [−2− n−ν , 2 + n−ν ]× [−2− n−ν ,−2 + n−ν ].
We write:∫∫
Rn
(ϕ(x)− ϕ(y))2
(x− y)2 (ψn(x)ψn−1(y)− ψn(y)ψn−1(x))
2dxdy
≤ [ϕ]2
C1/2+
∫ 2+n−ν
−2−n−ν
∫ −2+n−ν
−2−n−ν
1
|x− y|1−2 (ψn(x)ψn−1(y)− ψn(y)ψn−1(x))
2dxdy.
The last integral is bounded up to a constant factor by:∫ 2+n−ν
−2−n−ν
∫ −2+n−ν
−2−n−ν
1
|x− y|1−2
(
(ψn(x)ψn−1(y))2 + (ψn(y)ψn−1(x))2
)
dxdy.
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By symmetry (because ψn and ψn−1 have similar behaviour as far as we are concerned), it
suffices to deal with:
(29)
∫ 2+n−ν
−2−n−ν
(ψn(x))
2
∫ −2+n−ν
−2−n−ν
(ψn−1(y))2
1
|x− y|1−2 dydx.
Using the bound |ψ˜n| ≤ Cn− 112 for all n [35], Theorem 8.22.29 we have (ψn−1(y))2 ≤
Cn−1/6n1/2 = Cn1/3. Inserting this bound in the inner integral and computing, we find:∫ −2+n−ν
−2−n−ν
(ψn−1(y))2
1
|x− y|1−2 dy ≤ Cn
1/3 n
−ν
|x+ 2|1−21[−2−2n−ν ,−2+2n−ν ]c(x)(30)
+ Cn
1/31[−2−2n−ν ,−2+2n−ν ](x)n−2·ν .
The last estimate is obtained by direct computation. For the first term on the right,
we have used the Taylor expansion of (2 + n−ν/α)2 with α = x + 2, valid in the range
n−ν ≤ 12 |α|. We insert this bound in the x integral in (29). In the region −2 + O(n−ν),
corresponding on the right side of (30), we use the bound (ψn(x))
2 ≤ Cn1/3, leading to a
bound of order
Cn
2/3n−ν−2·ν .
Choosing, as we may,
2
3
1
1 + 2
< ν <
2
3
,
the contribution from the second term to (29) is O(n−c) for c > 0. The first term on the
right of (30) leads to a contribution bounded by:
(31) n1/3n−ν
∫ 2+nν
−2+2n−ν
(ψn(x))
2|x+ 2|−1+2 dx
= n1/3−ν ×
(∫ 0
−2+2n−ν
+
∫ 2+n−ν
0
)
. . . .
For the first integral, notice that since ν < 2/3, we are far clear from the transition region
of the rescaled Hermite functions ψn, and so we can apply the asymptotics in [18] (see also
[28] (5.1.9)), which show that ψ˜n, ψ˜n−1 are bounded by
C√
2− x2
in the region of integration. Thus the first term on the right side of (31) is bounded by:
Cn1/3n−ν
∫ 0
−2+2n−ν
1√
2− x2
1
|x+ 2|1−2 dx = O(n
1/3−ν−ν/2).
For the second integral on the right side of (31), notice that |x + 2| is bounded below on
the range of integration, and that on the other hand, the total integral of (ψn(x))
2 is equal
to 1. Thus the contribution from this integral is O(n1/3−ν).
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We have so far established the asymptotic behaviour:
Var (Nn[ϕ]) =
∫∫
|x|,|y|≤2−n−ν
|ϕ(x)− ϕ(y)|2 (Kn(x, y))2 dydx+ C‖ϕ‖2C1/2+n−c.
We now wish to replace n−ν (whose smallness has been useful so far) in the integral range
by a fixed δ > 0. We will bound the difference, which is the sum of four integrals of the
form ∫
2−δ≤|x|≤2−n−ν
∫
|y|≤2−nν
in terms of δ, independently of n. Indeed, as explained above, since ν < 2/3, the Hermite
functions are bounded in the region of interest. Inserting these L∞ bounds in the integral,
and extending the upper limits of integration from 2−n−ν to 2, we find that the difference
is estimated by
(32) C[ϕ]2
C1/2+
∫
2−δ≤|x|≤2
∫
|y|≤2
1
|x− y|1−2 dxdy = [ϕ]
2
C1/2+
·O(δ).
Thus we are now concerned with computing the quantity:
(33)
∫∫
|x|,|y|≤2−δ
|ϕ(x)− ϕ(y)|2 (Kn(x, y))2 dydx
for δ > 0. We need to show that it matches the first term in (28) with an error uniform in
‖ϕ‖C1/2+ ≤ K for any K > 0. Expanding (Kn)2, we find:
(ψn(x))
2(ψn−1(y))2 + (ψn(y))2ψn−1(x))2 − 2ψn(x)ψn(y)ψn−1(x)ψn−1(y).
By symmetry, it suffices to consider the contributions of the first and last terms. Using
the Plancherel-Rotach asymptotics and trigonometric identities, we have:
(ψn(x))
2 =
1√
2− x2 (cos
2(nα(θ)− θ/2− pi/4) +O(n−1))
=
1√
2− x2 (1 + cos(2nα(θ)− θ − pi/2)) +O(n
−1),
uniformly in |x| ≤ 2− δ, where
x = cos θ
α(θ) = θ − sin(2θ)/2
Similarly
ψn(x)ψn−1(x) =
1√
2− x2 (cos(2θ) + cos(2nα(θ)− θ − pi/2)) +O(n
−1).
We will now simply insert these expansions into the double integral over |x|, |y| ≤ 2 − δ,
and use the Cα smoothness of the integrand (as opposed to the Riemann-Lebesgue lemma
for L1 as in Pastur and Shcherbina’s computation) to obtain a uniform rate of decay (for
each δ > 0 and uniform in ‖ϕ‖C1/2+ ≤ K).
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We start with the integrals resulting from the square terms (ψn(x))
2(ψn−1(x))2 and
(ψn(y))
2(ψn−1(y))2:∫∫
{|x|,|y|≤2−δ}
1√
4− x2
√
4− y2
(ϕ(x)− ϕ(y))2
(x− y)2 (1 + cos(2nα(θ(x))− θ(x)− pi/2))
× (1 + cos(2nα(θ(y))− θ(y)− pi/2)) dxdy + [ϕ]C1/2+Oδ(n−1).
The Oδ(·) term is justified by | cos(·)| ≤ 1 and by substituting |x − y|−1+2 for the ratio
(ϕ(x)− ϕ(y))2/(x− y)2. Similarly, the integrals resulting from expanding
−2ψn(x)ψn(y)ψn−1(x)ψn(y)
gives a contribution of
−
∫∫
{|x|,|y|≤2−δ}
1√
4− x2
√
4− y2
(ϕ(x)− ϕ(y))2
(x− y)2 (x+ cos(2nα(θ(x))− θ(x)− pi/2))
× (y + cos(2nα(θ(y))− θ(y)− pi/2)) dxdy + [ϕ]C1/2+Oδ(n−1).
Adding the main term in the last two displayed equations, we find∫∫
{|x|,|y|≤2−δ}
4− xy√
4− x2
√
4− y2
(ϕ(x)− ϕ(y))2
(x− y)2 dxdy,
as expected. It remains to show that the oscillatory integrals decay uniformly for ϕ in a
bounded set of C1/2+ and each δ > 0. For this, it will suffice to deal with integrals of the
form
(34)
∫ 2−δ
−2+δ
cos(2nα(θ(x)))
(ϕ(x)− ϕ(y))2
(x− y)2
dx√
4− x2 .
α and x are related by the change of variables
dα(x)
dx
= −2 sin θ(x) = −(4− x2)1/2,
non singular away from x = 0 and x = ±2. We treat (34) as an oscillatory integral with
non-stationary phase and Ho¨lder continuous amplitude. The guiding model is the integral
(35) I(t) =
∫ b
a
eiφ(x)tA(x) dx
with |φ′| > ε and an amplitude A ∈ Cα. This can be dealt with by writing:∫ b
a
eiφ(x)ta
(
x+
pi
tφ′(x)
)
dx =
∫ b+O(1/t)
a+O(1/t)
e
iφ
(
x− pi
tφ′(x)
)
t
A(x) dx+O‖a‖∞,(1/t)
=
∫ b
a
ei(tφ(x)+pi)eiOε(1/t
2)A(x) dx+O‖a‖∞,(1/t)
= −I(t) +O(1/t).
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Thus we can write
2|I(t)| =
∣∣∣∣∫ b
a
eiφ(x)t
(
A(x)−A(x+ pi/(tφ′(x)))) dx∣∣∣∣+O(1/t).
By the α-Ho¨lder condition, the main term in the last equation is bounded by C‖a‖Cα ·t−α if
a, b <∞. A similar analysis around around points x where φ′(x) = 0 but φ′′(x) >  shows
that the contribution to the integral from a neighbourhood of that point is C‖a‖Cαt−α/2.
We will apply the same strategy to (34), but we have to deal with the fact that the
amplitude factor (seen as a function of x) becomes singular in a neighbourhood of x = y.
Away from y, the algebra property of Cα ensures that the Cα norm of
(ϕ(x)− ϕ(y))2
(x− y)2
1√
4− x2
has a bound depending on δ, [ϕ]C1/2+ and the distance to y. Let us roughly calculate the
dependence on the distance to y, i.e., we are interested in giving an estimate for the local
norm
‖ · ‖C1/2+(I) = ‖gI · ‖C1/2+ ,
where I ⊂ (−2 + δ, 2− δ) and dist(I, y) = s, g is a C∞ function supported on
{dist(I, x) < s/10}
and g ≡ 1 on I. The function x 7→ (ϕ(x)− ϕ(y))2 inherits its Ho¨lder norm from ϕ, since:
|(ϕ(x)− ϕ(y))2 − (ϕ(x′)− ϕ(y))2| ≤ |ϕ(x)− ϕ(x′)| · 4‖ϕ‖∞.
We may ignore the factor 1/
√
4− x2, since its C1 norm is bounded for |x| < 2 − δ. To
estimate the Cα norm of 1/(x− y)2, we simply interpolate between the L∞ and Lipschitz
norms. For x, y ∈ I +B(0, s):
|f(x)− f(y)|
|x− y|α ≤ |f(x)− f(y)|
1−α |f(x)− f(y)|α
|x− y|α
≤ C‖f‖1−α∞ ‖f‖αCα .
If dist(I, x) & s, we thus have
‖1/(x− y)2‖L∞(I) . s−2,
‖1/(x− y)2‖C1(I) . ‖1/|x− y|3‖L∞(I) . s−3,
‖1/(x− y)2‖C1/2+ . s−5/2+.
On the other hand, away from x = ±2, only the squared factor is singular, and so we can
bound the integral by
Cδ[ϕ]
2
C1/2+
∫
|x−y|<s,|x|<2
1
|x− y|1−2 dx < Cδs
2.
It is now clear how to proceed: we split the integral (34) according to the distance to y:∫
|x|<2−δ,|x−y|<n−a
+
∫
|x|<2−δ,|x−y|>n−a
· · · ,
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with a > 0 a parameter to be adjusted later. The contribution from the first term is
bounded by Cδ[ϕ]
2
C1/2+
n−a2, as just explained. For the second part, we can (almost)
repeat the computations leading to the estimate for the model integral (35), using the
estimate Cδ[ϕ]C1/2+n
a(5/2−) for the 1/2 +  Ho¨lder norm of the amplitude. All in all, we
are lead to an estimate of the order
Cδ[ϕ]C1/2+n
a(5/2−) × n−1/4−/2.
However, we have ignored the fact that our L∞ norm estimates do not allow us to bound
the error at the endpoints resulting from the translation of the variable x, i.e. the integral
over
[y − n−a − Cn−1, y − n−a].
If instead of using the L∞ bound, we replace the integrand by |x − y|−1+2 once again,
we obtain an error of order [ϕ]2
C1/2+
n−2. Choosing a appropriately (a = 1/2−5−2 ), we find
that the model oscillatory integral (34) decays at a power rate uniformly for ϕ in bounded
subsets of C1/2+ and uniformly in |y| < 2− δ. We can use the scheme above to deal with
all the oscillatory terms we encounter, and thus we have established that
Var(Nn[ϕ]) =
∫∫
{|x|,|y|≤2−δ}
4− xy√
4− x2
√
4− y2
(ϕ(x)− ϕ(y))2
(x− y)2 dxdy
+ [ϕ]2
C1/2+
O(δ) +O‖ϕ‖
C1/2+,δ
(n−κ)
for some κ > 0.
Given K such that ‖ϕ‖C1/2+ ≤ K, we can choose δ(K) to make the error in (32) smaller
than ′, and then choose n(δ) so as to make (33) ′-close to the main term in the asymptotic
(28). Thus for n ≥ n(K), we have
Var(Nn[ϕ]) . ‖ϕ‖2C1/2+ ,
which is enough to close the approximation argument leading to the CLT.
To obtain the result concerning functions in H˙1/2 ∩ L∞, we choose 0 < δ < 0, and use
the asymptotics in [35], Theorem 8.22.29, and find that the rescaled Hermite polynomials
are uniformly bounded in the region
|x|, |y| ≤ 2− δ.
Note that ϕ(x) = ϕ(y) = 0 in the four rectangles (the “corners”)
[−2,−2 + 0]× [−2,−2 + 0] [2− 0, 2]× [−2,−2 + 0]
[2− 0, 2]× [2− 0, 2] [−2,−2 + 0, 2− 0, 2].
The expression for the variance (24) is thus controlled by
Cδ
∫ 2−δ
−2+δ
∫ 2−δ
−2+δ
(ϕ(x)− ϕ(y))2
(x− y)2 dxdy
+
∫∫
R1∪R2∪R3∪R4
(ϕ(x)− ϕ(y))2
(δ − 0)2 (ψn(x)ψn−1(y)− ψn(y)ψn−1(x))
2dxdy,
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where
R1 = [−2,−2 + δ]× [−2 + 0, 2− 0 R2 = [−2 + 0, 2− 0]× [−2,−2 + δ]
R3 = [2− δ, 2]× [−2 + 0, 2− 0] R4 = [−2 + 0, 2− 0]× [2− δ, 2].
Taking δ = /2, it now follows at once from the orthogonality of ψn and the assumptions
on ϕ that
Var(N [ϕ]) ≤ C0‖ϕ‖2H˙1/2 + C0‖ϕ‖2L∞ .
The CLT follows from this variance bound as in the previous cases.
6. CLT for C1/2+ and H1/2+: A class of Wigner matrices
In this section, we prove the central limit theorem for C1/2+ test functions for random
matrices of Gaussian convolution type. To achieve this, we will use a comparison procedure
for the resolvent as in [33]. Let us first precisely describe the matrices we will be working
with. The matrices we will consider have the form
(36)
√
nM =
1
2
(W + V ),
where V is an independent GUE matrix and the distribution of the entries of W =
(wij)1≤i,j≤n satisfies condition C0 (see (5)). The entries <wij , =wij , 1 ≤ i < j ≤ n
are all independent and the first five moments of the complex entries wij match those of
the GUE. That is
E[(<wij)α(=wij)β] = EXαY β
for any choice of 0 ≤ α, β ≤ 5 such that α+β = 5, where X and Y are independent N(0, 12)
random variables. We remark that the entries of
√
nM have sub-exponential tails.
We denote by ϕk the Littlewood-Paley projection of ϕ onto frequencies of order 2
k (see
Section 3). Write:
ϕ =
 ∑
k≤logn
+
∑
logn<k≤2 logn
+
∑
k>2 logn
ϕk
:= ϕ1,n + ϕ2,n + ϕ3,n.
If ϕ ∈ C1/2+, we use the trivial bound
E|N ◦n [ϕ]|2 ≤ 4n2‖ϕ‖2L∞
and Lemma 3.1, and obtain
E|N ◦n [ϕ3,n]|2 ≤ Cn−.
Thus, the sequence N ◦n [ϕ3,n] is a remainder whose second moment tends to zero. The
contribution to N ◦n [ϕ] from ϕ2,n cannot be estimated quite so crudely. Nevertheless, we
will show below that
(37) E|N ◦[ϕ2,n]|2 . n−c
for some c > 0. Thus ϕ2,n does not contribute to the asymptotic distribution.
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Assuming (37) for the moment, it suffices to show thatN ◦n [ϕ1,n] is asymptotically normal,
with the correct limiting variance. For this, we will compare N ◦[ϕ1,n] to the corresponding
quantity defined in terms of GUE eigenvalues. Let
N ◦n,GUE[ϕ1,n] =
n∑
j=1
ϕ1,n(λGUEj )−E
n∑
j=1
ϕ1,n(λGUEj ),
where λj , 1 ≤ j ≤ n denote the eigenvalues of a GUE matrix normalized by 1/
√
2n. We
express the variance in terms of the GUE quantity:
Var(N ◦n [ϕ1,n]) = Var(N ◦n,GUE[ϕ1,n]) +
(
Var(N ◦n,GUE[ϕ1,n])−Var(N ◦n [ϕ1,n])
)
.
By (9), the first term is bounded. Using equation (10), we estimate the second term by
(38) n2
∑
−1≤k,l≤logn
∫∫
|C(zk1 , zl2;M)− C(zk1 , zl2; GUE)||gk(s)||gl(t)|dtds.
Here, zk1 = s+ i · 2−k, zl2 = t+ i · 2−l, and
C(z1, z2;M) = Cov(=s(z1),=s(z2)),
C(z1, z2; GUE) = Cov(=sGUE(z1),=sGUE(z2)),
s(z) =
1
n
tr(M − z)−1,
sGUE(z) =
1
n
tr
(
1√
2n
V − z
)−1
.
We split the integral in (38) into two regions:
(39) n2
∫∫
[−3,3]×[−3,3]
|C(zk1 , zl2;M)− C(zk1 , zl2; GUE)||gk(s)||gl(t)| dtds
+ n2
∫∫
([−3,3]×[−3,3])c
|C(zk1 , zl2;M)− C(zk1 , zl2; GUE)||gk(s)||gl(t)| dtds.
We first show that the integrals
(40) n2
∫∫
[−3,3]×[−3,3]
|C(zk1 , zl2;M)− C(zk1 , zl2; GUE)||gk(s)||gl(t)|dtds
are bounded by ‖ϕ‖C1/2+ , with factors summable in k and l.
To compare C(zk1 , z
l
2;M) and C(z
k
1 , z
l
2; GUE), we shall make use of the following slight
modification of a result of T. Tao and V. Vu [33]:
Proposition 6.1 (Tao, Vu). Let M0 be a random Hermitian matrix where each entry
satisfies condition (C0), and let ξ be a random variable independent of M0. Let
M = M0 +
1√
n
ξA,
where A is an elementary matrix. Denote the Stieltjes transform of the empirical eigenvalue
densities of M0 and M by s0 and s, respectively. Then, for fixed m ≥ 1 and uniformly over
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|E| < 3, η > n−1−δ for some sufficiently small δ > 0 and with overwhelming probability, we
have
(41) s(E + iη) = s0(E + iη) +
m∑
j=1
ξjn−j/2cj(η) +O(n−(m+1)/2(1−Cδ)) min{1, 1
nη
},
where
cj(η) = O(n
Cjδ min{1, 1
nη
}).
The proof of the above proposition follows as in [33]. To derive the main result in [33],
Tao and Vu only needed to compare resolvents for a fixed energy E. Using Theorem 8,
together with the bound
=s(E + iη1)
=s(E + iη2) ≤
η2
η1
,
Lemma 16 in [33] will hold uniformly over the range |E| < 3. By [33], Proposition 13, this
yields the expansion above. In particular, the condition that η > n−1−δ is crucial.
Setting
S(m, η) =
m∑
j=1
ξjn−j/2cj(η)
and taking imaginary parts on both sides of equation (41), we have
(42) E(=s(zk1 )=s(zk2 )) = E(=s0(zk1 )=s0(zl2))
+E
[
=s0(zk1 ) · =
(
S(m, 2−l) +O(n−
m+1
2
(1−Cδ)) ·min(1, n−12l)
)]
+E
[
=s0(zk2 ) · =
(
S(m, 2−k) +O(n−
m+1
2
(1−Cδ)) ·min(1, n−12k)
)]
+E=
(
S(m, 2−l) +O(n−
m+1
2
(1−Cδ)) ·min(1, n−12l)
)
×=
(
S(m, 2−k) +O(n−
m+1
2
(1−Cδ)) ·min(1, n−12k)
)
.
In the above, we have omitted error terms from exceptional sets whose complements have
overwhelming probability. This is justified since all quantities are polynomially bounded in
n for k, l ≤ C log n. We will apply the above estimate in the situation where variables ξ1, ξ2
take the place of ξ and the moments of ξ1, ξ2 match up to fifth order. When we take the
difference, the terms involving moments of fifth order or less can be ignored. However, we
cannot afford the error terms appearing on the second and third lines of (42). On the other
hand, as will be seen below, the factor min(1, n−12k) ·min(1, n−12l) appearing in the final
term on the right side of (42) is sufficient to allow control of the difference of covariances.
The concentration of =s0 around its mean provided by 8 allows us to rewrite the second
and third lines of (42) as
(43) E=s0(zk1 )(1 +O(2k/n1−δ)) ·E=
(
S(m, 2−l) +O(n−
m+1
2
(1−Cδ)) ·min(1, n−12l)
)
,
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and
(44) E=s0(zk2 )(1 +O(2l/n1−δ)) ·E=
(
S(m, 2−k) +O(n−
m+1
2
(1−Cδ)) ·min(1, n−12k)
)
.
We now use (41) in the second term E(s(z1))E(s(z2)) to obtain the cancellation we need:
(45) E(=s(zk1 ))E(=s(zl2)) = E(=s0(zk1 ))E(=s0(zl2))
+E=s0(zk1 )E=
(
S(m, 2−l) +O(n−
m+1
2
(1−Cδ)) min(1, n−12l)
)
+E=s0(zl2)E=
(
S(m, 2−k) +O(n−
m+1
2
+(1−Cδ)) min(1, n−12k)
)
+E=
(
S(m, 2−k) +O(n−
m+1
2
+(1−Cδ)) min(1, n−12k)
)
×E=
(
S(m, 2−l) +O(n−
m+1
2
(1−Cδ)) min(1, n−12l)
)
.
The terms on the second and third lines of (45) cancel the terms 43 and 44, respectively,
up to an error of order
O(n−
m+1
2
(1−(C+1)δ)) min(1, 2k/n) min(1, 2l/n).
If we take m ≥ 5 this error is
n−3+
′
min(1, 2k/n) min(1, 2l/n),
for some small ′ depending on δ. We have now established that for two matrices M , M ′
differing in one pair of entries whose distributions have 5 matching moments and for some
small ′ > 0,
(46) |C(zk1 , zl2;M)− C(zk1 , zl2;M ′)| ≤ O(n−3+
′
) min(1, n−12k) min(1, n−12l).
We have to swap O(n2) entries to bridge between the GUE and our Wigner matrix.
Applying equation (46) repeatedly and taking into account the factor of n2 in equation
(40), we see that if two matrices match up to 5 moments, then the difference in the
covariance is bounded by
(47) n1+
′ ·min{1, 1
n2−k
}min{1, 1
n2−l
}.
The estimate (47) allow us to close the argument. To see this, we sum over k, l of (40)
and using (47), we have
n2
∑
−1≤k,l≤logn
∫∫
[−3,3]×[−3,3]
|C(zk1 , zl2;M)− C(zk1 , zl2; GUE)||gk(s)||gl(t)|dtds
. n1+′
 ∑
−1≤k≤logn
‖gk‖L∞ min(1, n−12k)
2 .
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Inside the bracket, we have∑
−1≤k≤logn
‖gk‖L∞ min(1, 2kn−1) =
∑
−1≤k≤logn
‖gk‖L∞2k(
1
2
+)2k(
1
2
−) · n−1
. n−1 sup
j
(2j(
1
2
+)‖gj‖L∞)
×
∑
−1≤j≤logn
2k(
1
2
−)
. n− 12−′‖ϕ‖C1/2+ .
Squaring both sides, we gain a factor of n−1−2 which allows us to cancel out the factor
of n1+
′
provided we pick ′ sufficiently small in (46), thus ensuring that the error stays
bounded up to a constant (in fact o(1)) factor by ‖ϕ‖2
C1/2+
. In conclusion, we have bounded
Var(N ◦n [ϕ1,n]) by C‖ϕ‖2C1/2+ .
We now deal with the integrals in (23) over the region ([−3, 3]× [−3, 3])c. We illustrate
the procedure with the integral over the infinite rectangle
{(s, t) : (s, t) ∈ [−3, 3]× [3,∞)},
the other cases being similar. We use the deterministic version of (41) in [33], as we have
done in the case s, t ∈ [−3, 3] above. However, instead of bounding the coefficients cj(η)
as in Proposition 6.1, we return to the expansion in [33], Proposition 13. We expand both
=s(zk1 ), =s(zl2) to 8th order as above, and perform all the same cancellations, but use a
different bound for the coefficients appearing in the expansion of s(zl2), the resolvent at
energy t ∈ [3,∞). The estimate provided by [33] for cj(η) is:
cj = O(‖R0‖j(∞,1) min(‖R0‖(∞,1), 1/nη)),
where R0 is the resolvent of the unperturbed matrix M0 in the statement of Proposition
6.1, and
‖R0‖(∞,1) = max
1≤i,j≤n
|(R0)ij |.
On the event max{|λ1|, |λn|} ≤ t/2, we have
max
i
1
|λi − t| .
1
t
for t ∈ [3,∞). By [16], Theorem 7.2, the complement of this event has probability
Ce−n
c log t . 3−nc/2t−nc/2.
The conjunction of the event and delocalization of eigenvectors, a consequence of the local-
semicircle law, implies, as in [33], Lemma 16, that
cj(η) = O(n
′′t−j) min(n
′′
t−1, 1/nη).
uniformly in η > n−1−δ. Using these observations, we obtain the bound:
|C(zk1 , zl2;M)− C(zk1 , zl2;M ′)| ≤ O(n−3+
′
)t−2 min(1, n−12k) min(1, n−12l),
34 PHILIPPE SOSOE AND PERCY WONG
for s, t ∈ [−3, 3]× [0, 3), which allows us to perform the integral over the infinite range and
conclude the argument as previously.
It only remains to justify equation (37). Only here do we utilize the Gaussian convolution
structure. We begin by stating the following results due to E. Bre´zin and S. Hikami [4],
and K. Johansson [22], (Proposition 1.1, Lemma 2.1, Lemma 3.2).
Proposition 6.2 (Bre´zin-Hikami, Johansson). The symmetrized eigenvalue measure on
Rn induced by the Johansson matrix M defined in (36) has a density ρn(x), given by
(48) ρn(x) =
∫
HN
qa2/n(x; z(H)) dP
(n)(H),
where a2 = 14 and
qa2/n(x; z) =
( n
2pia2
)n ∆n(x)
∆n(y)
det(e−n(xj−zk)
2/(2a2))nj,k=1.
∆n =
∏
i<j |xi − xj | is the Vandermonde determinant.
dP (N)(H) denotes the measure on the space of Hermitian matrices induced by the entry
distribution of the matrix H = 1
2
√
n
W (see (36)), and z = {zj(H)}nj=1 is the vector of
eigenvalues of H.
Proposition 6.3 (Bre´zin-Hikami, Johansson). The correlation functions for qa2/n(x; z)
are given by
Rnm(x1, . . . , xm; z) =
n!
(n−m)!
∫
RN−m
qa2/n(x; z)dxm+1 . . . dxn(49)
= det(Ka
2/n
n (xi, xj ; z))
m
i,j=1,(50)
for some kernel Kn.
In equation (2.19) in [22], Johansson gives an alternative form for the determinantal
kernel appearing in the previous proposition:
Kn(u, v; z) = e
n(u2−v2)
2a2
+ω(u−v)Ka
2/n
n (u, v; z),
where ω is any constant, Kn(u, v; z) also serves as a determinantal kernel which produces
the same correlation functions qa2/n(x; z).
We use the following variant of the asymptotic analysis of the diagonal kernel Kn(u, u; z)
in [21], derived using ideas from [13]. The proof will be found in the next section.
Lemma 6.4. Let δ1, δ2 > 0. Let ΩR,n = {s ∈ C : |<s| ≤ R,n−1/6 ≤ |=s| ≤ R}. Let Zn be
the set of z ∈ Rn for which the local semicircle law holds, that is, the set of z such that the
event on the left side of (13) is satisfied with m(z) = 1n
∑
j
1
z−zj . Then, for z ∈ Zn and
any x such that |x| > √2− n−1/3+δ2, we have the estimate∣∣∣∣ 1nρsc(x)Kn(x, x; z)− 1
∣∣∣∣ .δ1,2 n−1/2+δ1 .
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Here, ρsc denotes the semicircle density:
ρsc(x) =
1
pi
√
2− x21[−√2,√2](x).
Assuming the lemma for the moment, we proceed to bound the variance of Nn[ϕ2,n]. In
what follows, it will be useful to avoid the spectral edges. For this purpose, we let θn(x)
be a smooth, real function such that 0 ≤ θn ≤ 1,
θn(x) = 1, x ∈ [−
√
2 + n−1/3+δ2/2,
√
2− n−1/3+δ2/2],
and
θn(x) = 0, for x ∈ [−
√
2 + n−1/3+δ2 ,
√
2− n−1/3+δ2 ]c.
Then
Var(Nn[ϕ2,n]) ≤ 2Var(Nn[θnϕ2,n]) + 2Var(Nn[(1− θn))ϕ2,n]).
The rigidity of eigenvalues theorem [14] (Theorem 8 above), implies that
|{λj : |λj | >
√
2− n−1/3+δ2}| . n1/2+2δ2
with overwhelming probability. Since ‖(1− θn)ϕ2,n‖L∞ ≤ ‖ϕ2,n‖L∞ , we have:
Var(Nn[(1− θn))ϕ2,n]) . ‖ϕ2,n‖2L∞n1+4δ2 .
By the assumption ϕ ∈ C1/2+ and Lemma 3.1, we have,
‖ϕ2,n‖2L∞ ≤ ‖ϕ‖2C1/2+n−1−2.
It follows that
Var(Nn[ϕ2,n]) . Var(Nn[θnϕ2,n]),
provided 2 > 4δ2. Together with the L
∞ bound
‖θϕ2,n‖L∞ ≤ ‖ϕ2,n‖L∞ ,
this justifies the simplifying assumption, which we make from now on, that ϕ2,n(x) = 0 for
|x| > √2− n−1/3+δ2 .
Using equations (25), (26), and (27) following the derivation of (24), we write
(51) Var(Nn[ϕ2,n]) =
∫∫
|ϕ2,n(x)− ϕ2,n(y)|2 T2(x, y) dxdy,
where
T2 = n
2ρn,1(x)ρn,1(y)− n(n− 1)ρn,2(x, y),
and ρn,1, ρn,2 denote the one- and two-point correlation functions of M . For technical
reasons which will become clear below, we remove a small neighborhood of the diagonal
x = y in (51). Define
∆ = {(x, y) : |x− y| ≤ n−1+δ}.
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We write∫∫
|ϕ2,n(x)− ϕ2,n(y)|2 T2(x, y) dxdy =
∫∫
∆c
|ϕ2,n(x)− ϕ2,n(y)|2 T2(x, y) dxdy
+
∫∫
∆
|ϕ2,n(x)− ϕ2,n(y)|2 T2(x, y) dxdy.
The “diagonal” term in the previous equation has the following simple estimate:
(52)
∣∣∣∣∫∫
∆
|ϕ2,n(x)− ϕ2,n(y)|2 T2(x, y) dxdy
∣∣∣∣
. n2
∫∫
|x−y|<n−1+δ
f(x, y)(ρn,1(x)ρn,2(y) + ρ2,n(x, y)) dxdy,
where |f(x, y)| . ‖ϕ2,n‖2L∞ . We cover the diagonal of [−3, 3] × [−3, 3] by n1−δ3 squares
Sj = Ij × Ij with |Ij | . n−1+δ3 , and obtain the bound
‖ϕ2,n‖2L∞n2
∑
j
∫∫
Ij×Ij
ρn,1(x)ρn,1(y) dxdy . n−1−
∑
j
(E|λi : λi ∈ Ij |)2
. n−1−n1−δ3n2δ3
≤ nδ3−.
The term involving ρ2,n(x, y) in (52) is bounded similarly.
Using the determinantal structure, we can express T2 in terms of Kn as
T2(x, y) =
∫
Kn(x, x; z)dP (N)(z(H))
∫
Kn(y, y; z) dP (n)(z(H))
(53)
−
∫
(Kn(x, x; z)Kn(y, y; z)−Kn(x, y; z)Kn(y, x; z)) dP (n)(z(H))
=
∫
Kn(x, x; z) dP (n)(z(H))
∫
Kn(y, y; z) dP (n)(z(H))
−
∫
Kn(x, x; z)Kn(y, y; z) dP (n)(z(H)) +
∫
Kn(x, y; z)Kn(y, x; z) dP (n)(z(H)).
We insert the final expression for T2 in (53) into (51) and find
Var(Nn[ϕ2,n]) =
∫∫
|ϕ2,n(x)− ϕ2,n(y)|2
(∫
Kn(x, x; z) dP (n)(z(H))
(54)
×
∫
Kn(y, y; z) dP (n)(z(H)) dxdy −
∫
Kn(x, x; z)Kn(y, y; z) dP (n)(z(H))
)
dxdy
+
∫∫
|ϕ2,n(x)− ϕ2,n(y)|2
∫
Kn(x, y; z)Kn(y, x; z) dP (n)(z(H)) dxdy.
REGULARITY CONDITIONS IN THE CLT 37
First, consider the contribution from the final term
(55)
∫∫
|ϕ2,n(x)− ϕ2,n(y)|2
∫
Kn(x, y; z)Kn(y, x; z) dP (n)(z(H)) dxdy.
The saddle point analysis in the next section yields the following bound for the product of
the kernel evaluated at two off-diagonal points on a set of dP (z)-overwhelming probability.
(56) |Kn(x, y; z)Kn(y, x; z)| . |x− y|−2
in the region
|x− y| > n−1+δ, |x|, |y| <
√
2− n−1/3+δ2 .
Thus, the second term in (53) is bounded up to a constant by
‖ϕ‖2
C1/2+
n−1−2
∫∫
|x−y|>n−1+δ
1
|x− y|2 dxdy . ‖ϕ‖
2
C1/2+
n−c,
for c > 0. We have bounded the contribution to (53) from (54). The error terms resulting
from sets A of negligible probability are easily controlled by the estimate
‖ϕ2n‖2L∞
∫
A
∫∫
|Kn(x, y; z)Kn(y, x; z)| dxdy dP (n)(z(H))
. ‖ϕ2n‖2L∞
∫
A
∫∫
n2(ρn,1(x)ρn,1(y) + ρ2,n(x, y))dxdy dP
(n)(z(H)).
Using Lemma 6.4, we can write
(57) Kn(x, x; z) = n(ρsc(x) + ψ(x; z)),
with |ψ(x; z)| ≤ Cδ1,δ2n−1/2+δ1 for |x| <
√
2 − n−1/3+δ2 and z in a set of overwhelming
probability. When |x| < √2−n−1/3+δ2 , or |y| < √2−n−1/3+δ2 , we use (57), together with
the local semicircle law to show that the double integral over x and y of the difference∫
Kn(x, x; z)Kn(y, y; z)dP (n)(z(H))−
∫
Kn(x, x; z)dP (n)(z(H))
∫
Kn(y, y; z)dP (n)(z(H))
is bounded by n2n−1+2δ2 . In deriving this bound, we must exclude some sets whose com-
plements have dP (n)(z(H))-overwhelming probability. The corresponding error terms are
controlled by noting that ∫
Kn(x, x; z) dx = n,
whatever the value of z.
By Fubini’s theorem, we obtain a bound of C‖ϕ2,n‖2L∞n2n−1+2 max(δ2,δ1) for first term
on the right side in (54). Choosing δ1, δ2, δ3 < /20, we have established (37).
To prove the result for H1/2+ test functions ϕ that are supported on (−√2+0,
√
2−0),
we follow a similar strategy as above. Before splitting ϕ into Littlewood-Paley components
and by our support assumption, we may insert a smooth cutoff 0 ≤ χ ≤ 1 multiplying each
gk, where χ is 1 on (−
√
2 + 0,
√
2− 0) and 0 outside (−
√
2 + 0/2,
√
2− 0/2). It is clear
that ‖χgk‖Lp ≤ ‖gk‖Lp .
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For the Littlewood-Paley components k ≤ log n, we perform the comparison analysis as
above, noting that the analogous equation to equation (40) contains only the first part, with
the interval [−3, 3]× [−3, 3] replaced by [−√2 + 0/2,
√
2− 0/2]× [−
√
2 + 0/2,
√
2− 0/2].
The rest follows from the simple estimate ‖χgk‖L2 . ‖χgk‖L∞ and the characterisation of
H1/2+ spaces in terms of Littlewood-Paley decomposition.
Let p > logn , so that 2
−p ≤ 1n . Then the sum over the components k ≥ p is bounded
trivially by:
Var(Nn[
∑
k>p
ϕk]) ≤ n2‖
∑
k>p
ϕk‖2L∞
. 2−2pn2‖
∑
k>p
ϕk‖2H1/2+
. ‖
∑
k>p
ϕk‖2H1/2+ .
Finally for frequencies where log n < k < 1 log n, denote by ψ :=
∑
logn<k≤ 1

logn χϕk,
we have from equations (55), (56), the Cauchy-Schwarz inequality and following a similar
analysis as above, using in particular that χ is zero close to the spectral edges:
Var(Nn[ψ]) .
∫∫
|x−y|>n−1+δ
|ψ(x)− ψ(y)|2 1|x− y|2 dxdy.
. n1−δ‖ψ‖2L2
. n−δ−‖ψ‖2
H1/2+
.
7. Saddle point analysis of the determinantal kernel
In this section, we justify the asymptotic approximations (56) and (57). For this, we use
the representation of K
a2/n
n given by E. Bre´zin and S. Hikami [4], and further analyzed by
K. Johansson [22]:
K1/4nn (x, y; z) =
e2n(x
2−y2)n
(pii)2
∫
γ
∫
ΓL
1
w − se
n(fn,x(w)−fn,y(s)) dwds(58)
fn,x(w) = 2(w
2 − 2xw) + 1
n
n∑
j=1
log(w − zj).
γ is a rectangular contour
γ =
4⋃
i=1
γi.
γ1 : t→ −M + it, −ib ≤ t ≤ ib; γ2 : t→ t+ ib, −M ≤ t ≤M.
γ3 = −γ1 γ4 = γ2.
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M is chosen such that γ surrounds all the zi 1 ≤ i ≤ n, and ΓL is the vertical contour
ΓL : t 7→ it + L, where 0 < M < L is chosen large enough to make ΓL and γ disjoint
(Figure 1). To prove Lemma 6.4, we can follow [13] fairly closely. The starting point
M−M
γ1
γ2
γ3
γ4
L
ΓL
ib
−ib
Figure 1. Contours γ and Γ
is the following alternate representation of K
1/4n
n , due to Johansson, which removes the
singularity of the integrand:
K1/4nn (x, y; z) =
∫
γ
∫
Γ
h(s, w)gn(s, w)e
n(fn(w)−fn(s)) dwds,(59)
gn(s, w) =
4
z
w + z − y − 1
4
n∑
j=1
zj
(w − zj)(s− zj)
 ,
h(s, w) =
e4n(x−y)w(e4n(x−y)w − e4n(x−y)(w−s))
y − x ,
fn = fn,x(w).
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As noted in [22], we have2
gn(s, w) =
1
s
f ′n(w) +
f ′n(s)− f ′n(w)
s− w .
The result of the saddle point analysis in [13] is
1
n
Kn
(
x, x+
τ
nρsc(x)
)
=
e(x
2−y2)/(2a2)
n
Ka
2/n
n
(
x, x+
τ
nρsc(x)
)
= ρsc(x)
sinpiτ
piτ
(1 + o(1)) +O(n−1/2).
uniformly for τ in a compact set, |x| < √1−κ, and a2 of order n−1+δ for κ > 0 and δ > 0.
We take τ = 0 and fix the size a2 of the Gaussian part to be a2 = 14 . On the other hand, we
want to allow values of x such that |x| ≤ √2− n−1/3+δ2 . This is the statement of Lemma
6.4. The only significant modification we must make to the argument in [13] lies in the
localization of the saddle points of fn(s) and fn(w) in (59). In [13], section 3.2, it is shown
that the equation
(60) f ′n(s) = 4(s− x) +
1
n
n∑
j=1
1
s− zj = 0
has two conjugate complex roots s±n , which are approximately equal to the roots s± of
(61) f ′(s) = 4(s− x) + 2(s−
√
s2 − 1).
The latter are given by
(62) s± =
3
4
x± i1
4
√
2− x2.
The information we need about s±n is contained in the following
Lemma 7.1. Let δ2 > 0. For any z ∈ Zn and x ∈ R such that
|x| ≤
√
2− n−1/3+δ2 ,
the equation
f ′n(s) = 0
has two conjugate roots s+n and s
−
n = s
+
n . For large enough n, these roots satisfy:
|s±n − s±| ≤ n−1/2,(63)
=s+n > n−1/6+δ2/3.(64)
Proof. We rewrite (60) as:
s = Fn(s) := x− 1
4n
n∑
j=1
1
s− zj .
2Note that there is a typographical error in the corresponding equation in the print version of [22].
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Following [13], we show that for large n the mapping Fn is a contraction on
Ξ = {s : |s− s+| ≤ n−1/2}.
This will immediately imply the rest of the lemma. It is clear from the explicit expression
(62) that =s+ > cn−1/6+δ2/2 if |x| < √2− n−1/3+δ2 .
Note that s+ is a solution of the fixed point equation
s = F (s) := x− 1
2
(s−
√
s2 − 1).
The determination of the square root is chosen such that
√
s2 − 1 ∼ s at infinity. This
can be written as
√
s2 − 1 = √s− 1√s+ 1 with the last two instances of √· denoting
the principal determination. The condition =s+ > n−1/6+δ2/3 and the local semicircle law
together imply:
|Fn(s)− F (s)| = O(n−5/6)
for s ∈ Ξ. Moreover, a simple calculation shows that
|F ′(s+)| ≤ 1− 12n−1/3+δ2
for x in the range of interest. By Cauchy’s estimate, for s ∈ Ξ, we have
F ′n(s) =
1
4n
n∑
j=1
1
(s− zj)2
= F ′(s) +O(n−2/3−δ2/3)
= −1
2
(
1− s√
s2 − 1
)
+O(n−2/3−δ2/3).
Thus |F ′n(s)| ≤ 1−O(n−2/3) for s ∈ Ξ. The above implies that
sup
Ξ
|Fn(s)− s+| = sup
Ξ
|F (s)− s+|+O(n−5/6)
= sup
Ξ
|F (s)− F (s+)|+O(n−5/6)
= sup
Ξ
|F ′(s)|n−1/2 +O(n−5/6)
= (1− cn−1/3+δ/2)n−1/2 +O(n−5/6)
< (1− c′(n))n−1/2
for some 0 < c′(n) < 1 when n is large enough. This establishes the claim. 
With (64) in hand, we can follow the procedure in [13], Section 3.4, to localize the
main contribution to the double integral to a neighborhood of size  = n−1+δ of the four
points w = s±n and s = s±n and obtain Lemma 6.4. Some estimates have to be carried out
differently, because the parameter t appearing in [13] is taken to be small, while it is equal
to a2 = 14 in our case, but this does not present any serious difficulty.
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We turn to the proof of the off-diagonal estimate (56). To obtain a bound on the quantity
K
1/4n
n (x, y)K
1/4n
n (y, x), we find it convenient to work with the integral representation (58),
whose form is somewhat more symmetric in x and y. Although the integral is more singular,
the main contribution to the two integrals is localized away from the singularity for those
pairs x, y which concern us. Indeed, the next lemma shows that the two saddle points are
separated by a distance at least a constant times |x− y|:
Lemma 7.2. There is a constant C > 0 such that for each n and z ∈ Zn, the solutions w+n
and s+n of the saddle point equations f
′
n,x(w
+
n ) = 0 and f
′
n,y(s
+
n ) = 0 with positive imaginary
part satisfy:
|w+n − s+n | ≥ C · |x− y|
for |x− y| ≥ n−1+δ and |x|, |y| > √2− n−1/3+δ2.
Proof. The existence of two conjugate solutions w±n , resp. s±n to each of the saddle point
equations follows as in Lemma 7.1. When |x − y| ≥ 10n−1/2, the lemma then follows
immediately from (63). If x and y are closer, we start from the saddle point equations
f ′n,x(w) = 4(w − x) +
1
n
n∑
j=1
1
w − zj = 0,
f ′n,y(s) = 4(s− y) +
1
n
n∑
j=1
1
s− zj = 0.
Subtracting these two equations, we obtain
w − s = x− y + (w − s) · 1
4n
n∑
j=1
1
(s− zj)(w − zj) .
Rearranging, we find,
(65) (w − s)
1− 1
4n
n∑
j=1
1
(s− yj)(w − yj)
 = x− y.
d
dt
1
(s− t)(w − t) = −
1
(s− t)2(w − t) −
1
(s− t)(w − t)2 .
Thus, by (64), we have
‖1/((z − ·)(w − ·))‖C1(R) . n1/2−3δ2/2.
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The assumption z ∈ Zn allows us to write:
1
n
n∑
j=1
1
(s− zj)(w − yj) =
∫
1
(s− t)(w − t) ρn,1(dt)
= −
∫
n(x)
d
dt
1
(z − t)(w − t) dt
=
∫
1
(s− t)(w − t) ρsc(dt) + ‖1/((s− ·)(w − ·))‖C1(R) ·O(n
−1+δ)
where n(x) =
∫ x√
2 ρ1,n(dt). It remains to compute the quantity∫
1
(s− t)(w − t) ρsc(dt)
For this purpose, it is useful to develop the integrand into partial fractions:
1
(s− t)(w − t) =
1
w − s
1
s− t +
1
s− w
1
w − t .
Computed separately, the two integrals on the right result in the Stieltjes transform of the
semicircle distribution, evaluated at s, resp. w. Thus we have the identity:∫
1
(s− t)(w − t) ρsc(dt) =
2
w − s(s−
√
s2 − 1− w +
√
w2 − 1)
= 2
(
−1 + w + s√
w2 − 1 +√s2 − 1
)
.
Using (63), we have√
(s+n )2 − 1 =
√
(s+)2 − 1 + sup
|α|≤n−1/2
|s+ + α|
|√(s+ + α)2 − 1|O(n−1/2).
By (62):
|
√
(s+)2 − 1| = 1
4
[(10x2 − 18)2 + 36x2(2− x2)]1/4.
It is readily checked that the function x 7→ (10x2 − 18)2 + 36x2(2 − x2) is symmetric,
positive on [0,
√
2], and strictly decreasing on that interval. At x =
√
2, it takes the value
4. Thus, we have:
(66)
w+n + s
+
n√
(w+n )2 − 1 +
√
(s+n )2 − 1
=
w+ + s+√
(w+)2 − 1 +√(s+)2 − 1 +O(n−1/2).
Since w+ = s+ +O(n−1/3−δ2/2), the left side of (66) can be approximated as
s+√
(s+)2 − 1 +O(n
−1/3−δ2/2).
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The real part of this quantity is bounded above by 3, and is strictly smaller when |x| < √2
(see (80) below). The equation (65) becomes
(w − s)
(
3
2
− s
+
2
√
(s+)2 − 1 +O(n
−1/3−δ2/2)
)
= x− y.
The result follows by taking absolute values on both sides of the last equation. Moreover,
if |x|, |y| ≤ √2− 0 for a fixed 0 > 0, then we also have the reversed inequality:
|s+ − w+| ≤ C0 |x− y|.

The final result of this section is the following
Proposition 7.3. Let δ, δ2 > 0 and z ∈ Zn. There is a constant Cδ,δ2 such that, for any
x and y satisfying
|x− y| ≥ n−1+δ,
|x|, |y| ≥
√
2− n−1/3+δ2 ,
we have the estimate:
(67) |K1/4nn (x, y; z)K1/4nn (y, x; z)| ≤ Cδ,δ2 |x− y|−2.
Proof. We will show that the product |K1/4nn (x, y; z)||K1/4nn (y, x; z)| is bounded by the
minimum of two quantities, one of which bounded by the left side of (67) for
|x− y| > 100n−1/2,
the other being bounded by the left side the equation when
|x− y| ≤ 100n−1/2.
In either case, the starting point is the contour integral (58). If, in this integral, we move
the contour ΓL into ΓL′ with 0 < L
′ < M , we obtain:
(68)
K1/4nn (x, y) =
e2n(x
2−y2)n
(pii)2
∫
γ
∫
ΓL′
1
w − se
n(fn,x(w)−fn,y(s)) dwds+e4nL
′(x−y) sin(4nb(x− y))
pi(x− y) .
The assumption |x − y| ≥ 100n−1/2 implies, per (63) , |<(w+n − s+n )| ≥ 50n−1/2. This
will allow us to choose, for each n, b such as to make the second term in (68) vanish, and
to extend the integral over γ to an integral over an unbounded contour γ˜(b), the union
of nearly horizontal curves extending from −∞ to ∞, traversed in opposite directions.
Indeed, we can find a solution b of
(69) sin(4nb(x− y)) = 0
within distance n
−1/2
100 of any horizontal line (Figure 2).
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Γ
ib
−ib
w+n
s+n
Figure 2. Contour for the case |x− y| ≥ 100n−1/2
For the purposes of illustration, we assume <s+n < <w+n . We first choose L = <w+n , and
let the portion of γ˜ in the upper half-plane be
γ˜1 : t 7→ i=s+n + t, −∞ < t ≤ <s+n − 
ib(n) + t, <w+n ≤ t <∞,
here b(n) is the solution of (69) closest to =s+n . We choose the part γ˜∗1 of γ˜1 outside an
-neighborhood of s+n and between <s+n and <w+n to be a smooth curve γ˜∗1(t), 0 ≤ t ≤ 1
with increasing real part, and monotone imaginary part, and with imaginary part always
lying between =s+n and b(n). The component γ˜2 of γ˜ in the lower half plane is obtained by
reflection about the real axis. We let
m = |=s+n − b(n)|.
Our assumptions imply that
k = |<w+n −<s+n | ≥ 50m.
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The contribution from neighbourhoods of size  = 13 |<s+n − <w+n | of the saddle points s±n
and w±n to the integral
K1/4nn (x, y) =
e2n(x−y)2n
(pii)2
∫
γ˜
∫
Γ
1
w − se
n(fn,x(w)−fn,y(s)) dwds
are now obtained by a standard Laplace approximation, as in [13]. We find that that
K
1/4n
n (x, y) is given by the sum of four terms of the form
e2n(x
2−y2)
(ipi)2
2pi√
f ′′n,x(wan)
√
f ′′n,y(sbn)
1
wan − sbn
en(fn,x(w
a
n)−fn,y(sbn))
(
1 +O(n−1/2)
)
,
for all four choices a, b ∈ {±}. Multiplying this sum by the corresponding approximation
for K
1/4n
n (y, x), the real parts of all exponentials involved cancel, since
fn,x(w
+
n ) = fn,x(w
−
n )(70)
fn,y(s
+
n ) = fn,y(s
−
n ).
A simple calculation, using also the approximations in Lemma 7.1, shows that f ′′n,x(w±n ),
fn,y(s
±
n ) are bounded below. Finally, by Lemma 7.2, we have
1
|wan − sbn|
. 1|x− y|
for any choice of signs a, b ∈ {±}. It follows that the contribution to
|K1/4nn (x, y)K1/4nn (y, x)|
from -neighborhoods of the saddle points is bounded by |x−y|−2(1+O(n−1/2)). It remains
to estimate the contour integral K
1/4n
n (x, y) for s, w at distance greater than  from w±n ,
s±n . We will show that the integrals over these portions of the contours give a contribution
bounded up to a constant factor by
1
|x− y|e
n(<fn,x(w+n )−<fn,y(s+n )).
Using the symmetry (70), the real parts of the exponential factor will cancel with the
corresponding factors from K
1/4n
n (y, x). Define the set
Ω = {s = α+ iβ : |α−<s+n | ≥ , |β −=s+n | ≤ 50−1}.
The part of the contour γ˜1 outside of a ball of radius  around s
+
n lies entirely in Ω. For
s ∈ Ω, we have:
<[fn,y(α+ iβ)− fn,y(s+n )] ≥ c(α−<s+n )2
for some constant c > 0. A computation using f ′(s+) = 0 shows that for α+ iβ ∈ Ω,
<f ′(α+ iβ) ≥ c(α−<s+).
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Thus
∂x<fn,y(α+ iβ) ≥ <f ′(α+ iβ)−O(n−5/6)
≥ <f ′(s+)−O(n−2/3)
≥ c(α−<s+)
≥ c′(α−<s+n ), α+ iβ ∈ Ω.
Integrating then gives the desired bound. We also get a similar lower bound along the
contour Γ (again, see [13]). When we integrate outside the saddle point, one of the terms
we have to deal with is of the form∫
Γ
dw
∫
γ̂
dsen(fn,x(w)−fn,y(s))
1
w − s,
where γ̂ denotes the part of the contour γ˜1 outside a neighborhood of s
+
n of size . We will
derive the bound for the above integral, the case where the w lies outside an -neighborhood
of the saddle point w+n is essentially the same. Using the bound derived above, we have∣∣∣∣∫
Γ
dw
∫
γˆ
dsen(fn,x(w)−fn,y(s))
1
w − s
∣∣∣∣
≤
∫
Γ
dwen(fn,x(w)−fn,y(s
+
n ))
∫
γˆ
dse−cn(<s−<s
+
n )
2
∣∣∣∣ 1w − s
∣∣∣∣ .
Split γ̂ into γ̂o and γ̂i, where γ̂o is the part outside of the (integrable) singularity, and γ̂i
is the part within 1100 |<(w+n − s+n )| of the singularity. The above integral can be expressed
as: ∫
Γ
dwen(fn,x(w)−fn,y(s
+
n ))
∫
γ̂o
dse−cn(<s−<s
+
n )
2
∣∣∣∣ 1w − s
∣∣∣∣(71)
+
∫
Γ
dwen(fn,x(w)−fn,y(s
+
n ))
∫
γ̂i
dse−cn(<s−<s
+
n )
2
∣∣∣∣ 1w − s
∣∣∣∣(72)
For the first term (71), we use that 1|w−s| ≤ 100|<(w+n−s+n )| on the contour, and∫
γ̂o
e−cn(<s−<s
+
n )
2
ds . n−1/2.
We obtain an additional factor of n−1/2 for Γ from either the -neighborhood saddle point
w+n or the gaussian decay of the w integral away from w
+
n . We conclude that the term (71)
is bounded by
100n−1|<(w+n − s+n )|−1en<(fn,x(w
+
n )−fn,y(s+n )) . 100n−1|x− y|−1en<(fn,x(w+n )−fn,y(s+n )).
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For the second term (72), notice that since |<s− <w| ≤ 1100 |<(w+n − s+n )|, and w ∈ Γ has
constant real part, we have
|<s−<s+n | = |<w+n −<s+n + <s−<w|
≥ |<w+n −<s+n | −
1
100
|<(w+n − s+n )|
≥ 1
2
|<(w+n − s+n )|.
Therefore, we have |<s−<s+n |2 ≥ 14 |<(w+n − s+n )|2. The singularity | 1w−s | behaves like 1/r
in two dimensions, therefore the second term is bounded by
en<(fn,x(w
+
n )−fn,y(s+n )) 1
100
|<w+n −<s+n |e−cn|<(w
+
n−s+n )|2 .
From the fact that
x2e−nx
2 . n−1
for x ∈ R, we conclude the estimate:
e<n(fn,x(w
+
n )−fn,y(s+n )) 1
100
|w+n − s+n |ecn|<(w
+
n−s+n )|2 . en<(fn,x(w
+
n )−fn,y(s+n ))n−1|<(w+n − s+n )|−1
. en<(fn,x(w
+
n )−fn,y(s+n ))n−1|x− y|−1.
In the case |x − y| ≤ 100n−1/2, we do not attempt to set the sine term in (68) to zero.
We choose γ˜ to consist of two horizontal lines through s+n and s
−
n , respectively, traversed
with opposite orientations (Figure ??). We can then reproduce the saddle point analysis
for K
1/4n
n (x, y) and K
1/4n
n (y, x). When we multiply the resulting approximations, we find
16 terms similar to the ones encountered above, each of which is bounded, up to constant
factors by 1|x−y|2 . There are also 8 terms of the form
ca,bn
wan − sbn
sin(2n=s+n (x− y))
pi(x− y) e
4n(y−x)<w+n en(fn,y(s
b
n)−fn,x(wan)),
where a, b ∈ {±} and ca,bn are bounded independently of n. All these terms are bounded
by 1|x−y|2 up to a constant factor. To see this, it clearly suffices to show that
(73) n · (4(y − s)<w+n + <fn,y(sbn)−<fn,x(wan))
is bounded by a constant independent of n, for any choice of signs a, b ∈ {±}. Notice the
identities
fn,x(w) = fn,x(w),
and
fn,y(s) = fn,y(s),
so that we have
<fn,x(w+n ) = <fn,x(w−n )
<fn,y(s+n ) = <fn,y(s−n ).
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Thus it suffices to deal with the case a = b = + in (73). Write
fn,y(s)− fn,x(w) = 2(s2 − 2ys− w2 + 2xw) + 1
n
n∑
j=1
log
(
1 +
s− w
w − zj
)
= 2(s2 − 2ys− w2 + 2xw) + (s− w) · 1
n
n∑
j=1
1
w − zj
− (s− w)
2
2n
n∑
j=1
1
(w − zj)2 +
1
n
n∑
j=1
∑
k≥3
(−1)k−1
(
s− w
w − zj
)k
When w = w+n , we can use the saddle point equation (60) to replace
1
n
∑n
j=1
1
w−yj in the
above equation by
4x− 4w+n .
Thus:
fn,y(s
+
n )− fn,x(w+n ) = 2(s+n − w+n )2 + 4(x− y)s+n
(74)
− (s
+
n − w+n )2
2n
n∑
j=1
1
(w+n − zj)2
+
1
n
n∑
j=1
∑
k≥3
(−1)k−1
(
s+n − w+n
w+n − zj
)k
.
Taking the real part of the first line on the right, we find
(75) 2
(
(<(s+n )−<(w+n ))2 − (=(s+n )−=(w+n ))2
)
+ 4(x− y)<s+n .
Note that the term involving imaginary parts is always negative. We will find below that
it cancels another, positive and real, term in the sum. Using (63), we have:
<(s+n )−<(w+n ) =
3
2
(x− y) +O(n−1/3) = O(n−1/2),
=(s+n )−=(w+n ) =
1
2
(
√
2− y2 −
√
2− x2) +O(n−1/2) = O(n−1/3−δ2/2).
By (75), we see that we can estimate (73) provided that we can control the real parts of
all terms appearing on the second line of (74). Since we have
|s+n − w+n | . n−1/3−δ2/2
|w+n − zj | ≥ =w+n > n−1/6+δ2/2,
we can easily estimate the sum∣∣∣∣∣∣ 1n
n∑
j=1
∑
k≥3
(−1)k−1
(
s+n − w+n
w+n − zj
)k∣∣∣∣∣∣ .
∑
k≥3
(Cn−1/3−δ2)k
. n−1−3δ2 .
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It remains only to deal with the term
−(s
+
n − w+n )2
2n
n∑
j=1
1
(w+n − zj)2
.
The potentially dangerous terms comprise the real part of the product above:
−1
2
(
(<(s+n )−<(w+n ))2 − (=(s+n )−=(w+n ))2
)< 1
n
n∑
j=1
1
(w+n − zj)2
,(76)
(<s+n −<w+n )(=s+n −=w+n )=
1
n
n∑
j=1
1
(w+n − zj)2
.(77)
As in the proof of Lemma 7.1, we have the approximation
1
2n
n∑
j=1
1
(w+n − zj)2
= −1 + w
+
n√
(w+n )2 − 1
+O(n−1/3−δ2/3)
= −1 + s
+√
(s+)2 − 1 +O(n
−1/2),(78)
where s+ is as in (62). We examine the imaginary and real parts of the quantity (78). By
(61), we have:
(79)
√
(s+)2 − 1 = 3s+ − 2x.
Thus, we have:
s+√
(s+)2 − 1 =
s+
3s+ − 2x =
3x2 + 3
√
2− x2
x2 + 9(2− x2) − i
9x
√
2− x2
x2 + 9(2− x2)(80)
The real part is a symmetric, positive function which increases from 0 to 3 on the interval
[0,
√
2]. The imaginary part is an anti-symmetric, negative for 0 < x <
√
2 and zero at the
endpoints.
For (76), we find:
(=(s+n )−=(w+n ))2 ·
(
3x2 + 3
√
2− x2
x2 + 9(2− x2) − 1
)
+O(n−1)
The factor in parentheses is at most 2, and so the sum of the first term in the previous
equation with the term −2(=(s+n )−=(w+n )2 from (75) is at most zero. For the term (77),
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we find:
(<s+n −<w+n )(=s+n −=w+n )=
1
n
n∑
j=1
1
(w+n − zj)2
= −3
4
(<s+n −<w+n )(
√
2− x2 −
√
2− y2)
×
(
9x
√
2− x2
x2 + 9(2− x2)
)
+O(n−1)
=
3
4
(<s+n −<w+n )(y − x)(y + x)
×
√
2− x2√
2− y2 +√2− x2
1
x2 + 9(2− x2) +O(n
−1).
For 2−y2 = o(|x−y|), the ratio of radicals is bounded, and so the last quantity is O(n−1).
All the terms in (73) are now accounted for, and the argument is closed. 
8. CLT for C1− and H1−: Wigner matrices
In this section, we prove the CLT for general Wigner matrices under matching moments
conditions at the C1− level of regularity. The proof follows similarly to that of the previous
section. Writing
ϕ =
 ∑
k≤(1+δ) logn
+
∑
k>(1+δ) logn
ϕk
= ϕ1,n + ϕ2,n,
where δ is as in Proposition 6.1. The variance of the first term is bounded as in Section
6; we now compare M with a GUE matrix with entries of complex variance 1 rather than
1/
√
2 times a GUE matrix. For the second term, we use the trivial bound:
Var(Nn[ϕ2,n]) . n2‖ϕ2,n‖L∞
. n2
∑
k>(1+δ) logn
2−2k(1−)‖ϕ2,n‖2C1−
Picking  sufficiently small, the above quantity is o(1). As in previous cases, this bound
for the variance implies the CLT.
The proof for H1− test functions supported away from the edge follows the same way
as in the proof of the CLT for H1/2+ test functions in the Johansson matrices case.
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