ABSTRACT The problem of characterizing the sensitivity indices of structural performance considering random and interval uncertainty variables simultaneously is analyzed. Data-driven polynomial chaos expansion (PCE) is established to treat random variables with arbitrary input uncertainty information, and subsequently extended to consider interval uncertainty variables simultaneously. An adaptive-sparse polynomial chaos expansion calculation algorithm is proposed to determine the appropriate polynomial coefficients based on the available uncertainty information of random and interval uncertainty variables. Subsequently, the local and total sensitivity indices of random and interval uncertainty variables are calculated directly using the constructed PCE model. Two numerical and engineering examples are presented to demonstrate the effectiveness of the proposed approach. Compared with the results of the Monte Carlo simulation method, the proposed approach yields excellent results with significantly reduced computational effort in the three examples.
I. INTRODUCTION
Currently, the behaviors of complex physical systems are driven by numerous input factors, such as structural variables, material properties, and process parameters. These input factors are uncertain owing to measurement errors, manufacturing tolerances, varied working conditions, etc. Because of the increase in physical system complexity and performance requirements, it's essential to decrease the deteriorating effect of input uncertainties and improve the performance robustness of physical systems. Uncertainty design technologies are used widely in various fields, such as mechanical engineering [1] , [2] , vehicle design and routing [3] , [4] , energy equipment [5] , and architectural engineering [6] , [7] .
The sensitivity analysis (SA) method examines the influences of different sources of uncertain input factors on the output performance uncertainty [8] , and is useful in the The associate editor coordinating the review of this manuscript and approving it for publication was Saeid Nahavandi. uncertainty design of physical systems, including the robustness testing of optimization results, uncertainty reduction, and principal parameter analysis. Therefore, SA has been widely used in various fields such as uncertainty topology optimization design [9] - [11] , reliability optimization design [12] , [13] , and robust optimization design [14] , [15] , etc. Generally, SA can be divided into two primary categories: local SA and global SA. The local SA, which is also called primary or first-order SA, measures the effect of varying each input variable on the output physical performances. It is related to the nominal points and cannot reflect the interaction between different input variables. The global SA, which is also called total SA, quantifies the contribution of an input variable, including its interactions with other input variables, to the output variances, and can account for the whole design space of input variables with a large computational cost.
Many different SA techniques have been proposed to calculate the local and global sensitivity indices for the uncertainty design of complex physical systems in the last several decades. The major SA techniques are classified into the variance-based method [16] , screening method [17] , [18] , derivative-based SA method [19] , and moment-independent SA method [20] , [21] , as well as SA based on failure probability [22] , [23] . In these SA technologies, output performances at some sampling points are analyzed and Monte Carlo simulation (MCS) technology, which is straightforward and easy to implement, is the most conventional method used to do this. However, it requires a large number of model evaluations that is unaffordable when complicated physical systems are investigated. Therefore, metamodel techniques are performed to replace Monte Carlo simulation. Polynomial chaos expansion (PCE) has been recognized as an efficient tool in the uncertainty design with aleatory uncertainty, and then extended to include interval variable [24] , [25] or fuzzy variables. Therefore, many metamodels for SA are constructed using PCE method, as originally shown in [26] , [27] .
The advantage of PCE for SA in uncertainty design is that the Sobol sensitivity indices can be calculated directly based on the polynomial chaos coefficients without additional postprocessing. Since the work of Sudret [28] , PCE-based SA methods have been developed and implemented for solving uncertainty design problems. Crestaux et al. [29] proposed the calculation algorithm of Sobol sensitivity indices based on the PCE metamodel, whose coefficients are determined using Galerkin projection, non-intrusive spectral projection, or least-squares approximation. Blatman and Sudret [30] proposed an adaptive-sparse PCE for detecting significant polynomial chaos terms automatically, which is useful for computing sensitivity indices at a low computational cost. Subsequently, Hu and Youn [31] improved the adaptivesparse PCE method for SA in the reliability design of complex engineering systems. Oladyshkin and Nowak [32] extended the PCE for SA from specific distribution types with determinate distribution parameters to arbitrary distribution types with arbitrary probability measures. Garcia-Cabrejo and Valocchi [33] presented the output decomposition approach and covariance decomposition approach for the estimation of multivariate sensitivity indices from PCE. Sudret and Mai [34] used PCE to compute derivative-based sensitivity measures analytically as a mere post-processing to discard unimportant variables when handling large-dimensional input vectors. Chakraborty and Chowdhury [35] presented a method that coupled polynomial correlated function expansion with distributionbased SA. Wang et al. [36] investigated the generalized separation approach by transforming the original input variables into auxiliary variables with arbitrary distribution based on the method by Sankararaman and Mahadevan [37] . Palar et al. [38] presented a multifidelity framework for a global SA using PCE to accelerate the computation of Sobol indices when a deterministic simulation with multiple levels of fidelity was available.
Although many PCE methods have been proposed to perform the SA of physical systems under input uncertainties, there are still some limitations should still be addressed: 1) Aleatory and epistemic uncertainties could coexist in complex physical systems. Aleatory uncertainties are represented using determinate probability density function, while epistemic uncertainties can be represented using interval method [39] , convex model [40] , insufficient data [41] , [42] , etc. Many methodologies have been proposed to analyze the influences of these hybrid uncertainties and improve the performances of complex physical systems [43] - [46] . Although some global SA frameworks [47] considering both aleatory and epistemic uncertainties have been proposed, the specific sensitivity calculation technologies based on these frameworks need to be further explored. The PCE-based SA method can only handle aleatory uncertainty; therefore, the development of a PCE-based SA method considering both aleatory and epistemic uncertainties is the first issue that needs to be addressed.
2) In traditional PCE methods, the input variables are assumed to be of specific distribution types, such as Gaussian distribution, uniform distribution, and beta distribution, and the corresponding generalized polynomial chaos basis are established [29] . For a prescribed joint probability density function of input variables, Nataf transform techniques can be used to transform the function into standard normal random input variables. However, the transformation error will decrease the accuracy of the PCE metamodel, which will lead to the inaccuracy of SA results. Therefore, the SA of uncertain variables with arbitrary uncertainty information, such as determinate distribution types and distribution parameters, insufficient sampling points, and determinate distribution types with uncertain distribution parameters, is the second issue to focus on.
To solve the issues mentioned above, we investigate the SA method considering random and interval uncertain variables simultaneously based on PCEs. The innovation of the paper is a new data-driven PCE model which can perform SA of arbitrary distribution aleatory uncertainties and epistemic uncertainties simultaneously. The paper is organized as follows: the data-driven PCE model is introduced and extended to consider random and interval uncertain variables simultaneously in Section 2; the coefficients of the proposed PCE model are calculated in Section 3; subsequently, an adaptivesparse chaos calculation algorithm is presented based on the available uncertainty information in Section 4; in Section 5, the local and global sensitivity indices of random and interval uncertain variables are calculated based on the constructed PCE model; some numerical and engineering examples are illustrated in Section 6; and finally, the conclusions of the study are drawn in Section 7.
II. CONSTRUCTION OF DATA-DRIVEN POLYNOMIAL CHAOS MODEL CONSIDERING RANDOM VARIABLES AND INTERVAL VARIABLES
Let us consider a physical model represented by a determination function F = f (x, y). 
is represented using the interval y j , y j with lower bound y j and upper bound y j . It is difficult to construct a generalized polynomial chaos basis such as Hermite, Legendre, Jacobi chaos, for x and y. Therefore, a data-driven PCE model is constructed based on the available uncertainty information of x and y simultaneously. When only random variables x exist, the data-driven PCE model of performance function F is represented in Eq. (1).
where the total number Q of polynomial chaos coefficients depends on the total number m of random variables x and the order H of the PCE according to the formula Q = (m + H )! (m!H !). The polynomial chaos coefficients C i quantify the dependence of the model output F on the input random variables
is the multivariate orthogonal polynomial basis for x, which will be constructed based on the available input uncertainty information of x. Besides random variables x, interval variables y exist as well. Therefore, to consider the influence of single interval variable and correlation influence of multiple interval variables on the performance function, the polynomial chaos coefficients C i are treated as the quadratic polynomial functions of interval variables y similar to those in [48] - [50] , which are calculated using the following form:
where A i0 , B ij , and D ijk are polynomial coefficients that will be determined in section 3. The polynomial chaos model considering both random and interval uncertain variables is re-expressed in Eq. (3).
The input random variables x 1 , L, x m are independent; the multivariate orthogonal polynomial basis i (x) is constructed as the full tensor product of one-dimensional polynomials of random variables x in Eq. (4).
where
is the multivariate index that represents the combination of one-dimensional polynomial basis function, which contains the corresponding degree of x j in the expansion term i. Therefore, the maximum value of α i j is the order H of the PCE function, and the summation of α i j for all uncertain random variables x j under each order i should not exceed Q, as shown in Eq. (5).
The polynomial P α i j j x j of degree α i j for the random variable x j is expressed in Eq. (6) .
where p
The construction of P
x j on each dimension is identical; thus, the polynomials P (k) j x j of degree k and P (l) j x j of degree l for the random uncertain variable x j are defined in Eq. (7) based on the orthogonality property.
where δ kl denotes the Kronecker delta, δ kl = 0 when k = l owing to the orthogonality conditions, and x j represents the cumulative probability distribution function of random variable x j in its design domain .
The uncertainty information of x j may be an arbitrary distribution type with determinate distribution parameters, determinate probability density function, limited sampling data, etc. Therefore, the high-dimensional statistical information of x j is used to determine the polynomial coefficients. Using the polynomial decomposition and orthogonal basis calculation method in [32] , the relationship between the high-dimensional statistical information of x j and p α i j k is expressed using the matrix form in Eq. (8) .
where (8) is not singular. The high-dimensional moment µ l of x j is evaluated directly from a data set of limited size, from insufficient data, or from a discrete probability distribution function of x j . Hence, only some input information of x j is required to calculate µ l , and a full probability density function information of x i is not necessary. Therefore, arbitrary random variables can be used to calculate p
and construct an arbitrary order polynomial expansion.
III. COEFFICIENT DETERMINATION OF DATA-DRIVEN PCE MODEL
The construction of the PCE model is the determination of A, B, and D in Eq. (3) based on the available uncertainty information of random variables x and interval variables y.
To simplify the explicit form of the coefficients, the random uncertain variable x i (i ∈ [1, m] ) is transformed to the normalized distribution variable x i in Eq. (9) with zero mean and unit standard deviation using linear transformation. The interval uncertain variable y j (j ∈ [1, n] ) is transformed to y j ∈ [−1, 1] in Eq. (10) using linear transformation.
where µ x i and σ x i are the mean and standard deviation of random variable x i , respectively, and can be calculated based on the available sampling information of x i . In the following expression, the superscript is simplified, and the normalized random variable x i and interval variable y j are written as x i and y j , respectively. In the actual analysis of physical systems, the input random variables and interval variables are normalized using Eqs. (9) and (10) . Subsequently, the polynomial chaos model in Eq. (3) is constructed based on the normalized input variables.
The coefficients A, B, and D are solved based on a two-level sampling strategy. At these sampling points, the performance function values and the multivariate orthogonal polynomial basis i (x) are calculated. Subsequently, the performance function values are formulated as an explicit function with the under-determined coefficients A, B, and D. The details of the solving procedure are expounded as follows.
(1) During outer-level sampling, K sampling points of interval uncertain variables y are obtained and termed 
The number of sampling points is higher than the number of unknown coefficients in C i , and the results may be imprecise if we invert the matrix = T directly to calculate C i , because the invert matrix may be ill-conditioned. Therefore, C i is calculated using the singular value decomposition method [30] .
(5) In outer-level sampling, the coefficient matrixes C i are achieved at every sampling point of interval variables y.
Therefore, K coefficient matrixes of C i exist, which are second-order functions of interval variables y. Subsequently, Eq. (2) is re-expressed using Eq. (13)- (16), as shown at the bottom of the previous page, H is determined based on K sampling values of interval variables y ; C i is determined based on the matrix calculation in Eq. (12) at every inner-level sampling. Therefore, the coefficient matrix E i is calculated using Eq. (13), and the coefficients A, B, and D of the polynomial chaos model are obtained.
IV. ADAPTIVE-SPARSE PCE
With an increase in the order H of the PCE model, the accuracy of the PCE model is improved. However, the amount of expansion order Q is also increased, which may increase the difficulty to perform SA. To ensure the accuracy of the PCE model while decrease the complexity of the SA, an adaptivesparse PCE is introduced to determine the optimum PCE order H and expansion order Q.
A. ERROR ESTIMATION OF PCE MODEL
The error between the H -order PCE modelf H (x, y) and the actual performance function f (x, y) is estimated using the determination coefficients R 2 [31] ; it is evaluated based on the response values of sampling points x i , y j for 1 ≤ i ≤ N and 1 ≤ j ≤ K during the construction of the PCE model, where N and K are the total number of sampling random variables and interval variables, respectively.
where f x i , y j andf H x i , y j are the actual performance values and performance values calculated by the H -order PCE model, respectively.f are the mean values of f x i , y j at the N × K sampling points. To decrease the computational errors derived from the differences in the selected sampling points, the cross-validation method is used to reconstruct the PCE model and calculate the determination coefficients R 2 .
B. ITERATIVE PROCEDURE OF DETERMINING THE OPTIMUM PCE MODEL
Step 1: Initialization. The order of the PCE model is set as H = 1, and the total number of expansion order is set as
Step 2: The H -order full PCE model is constructed using the function in Eq. (3). The 0 : 2H − 1-order statistical moments µ 0 : µ 2H −1 of random input variables x i are calculated; subsequently, the polynomial coefficients
j are calculated using Eq. (8). The coefficients A, B, and D are calculated using the sampling method in Section 3.
Step 3: Accuracy estimation of H -order PCE model. The determination coefficient R 2 f H is estimated using Eq. (17) .
If the coefficient R 2 f H is higher than the cut-off value ε 1 , the order H of the PCE model should be increased as given in Step 4.
Step 4: To increase the accuracy of the PCE model, the order is increased from H to H + 1. The statistical moments µ 2H and µ 2H +1 of all random variables x are calculated, and subsequently the polynomial coefficients p α i j H +1 are calculated using Eq. (8) . As the polynomial chaos order H is increased, the sampling points of x and y are added using the nested Latin Hypercube method [30] . The performance function values of the added sampling points are also calculated; subsequently, the coefficients A, B, and D under the H + 1 order are calculated using the method in Section 3.
Step 5: If the determination coefficients R 2 f H +1 are still higher than the cut-off value ε 1 , Step 4 is carried out again. Otherwise, the PCE order is determined as H + 1, and the polynomial expansion is decreased in Step 6.
Step 6: Sparse analysis. When using the full polynomial chaos model, the total number of polynomial expansions is (n 2 +3n+2)(m+H )! 2m!H ! , which will be very high as H is increased. To decrease the complexity of SA, the PCE coefficients, which has little influence on the model accuracy, is eliminated. The determination coefficients R 2 l are calculated without considering the l-th polynomial expansion. If the error ε 2 = R 2 l − R 2 is less than the cut-off values, the l-th polynomial expansion is eliminated.
Step 7: Accuracy verification. The leave-one-out cross validation method is used to verify the accuracy of the PCE model. After determining the order H and the practical PCE, the resultant PCE model is used to calculate the sensitivity indices of the input random and interval uncertain variables.
V. SENSITIVITY ANALYSIS OF INPUT RANDOM AND INTERVAL UNCERTAIN VARIABLES
Owing to the orthogonality of the polynomial chaos basis, once the PCE representational model is available, the response expansion coefficients are gathered according to the dependency of each basis polynomial. The statistical moments of the mixed PCE model can be derived analytically from the coefficients.
The total variance D F of the physical system is calculated directly based on the constructed PCE model in Eq. (18) .
The local sensitivity indices SU describe the local impact of input variables in the model, which can be represented using the PCEs only with the input variable. Therefore, the local sensitivity indices of random variable x i are calculated only considering the influence of x i , while the local sensitivity indices of interval variable y j are calculated only considering the influence of y j without other interval variables y k (k = j) or any random variable x. They can be derived easily from the constructed PCE model, which are shown in Eqs. (19) and (20), respectively.
The total sensitivity indices ST represent the total impact of input variables in the model. Therefore, all PCEs that contain the input variable are used to calculate the total sensitivity indices.
In the calculation of the total sensitivity index ST x i of random variable x i , the statistical moments of the PCEs containing x i are calculated. The polynomial basis (x) is divided into two sets, x x i and x :x i , where x x i is the set of polynomial basis in which all elements contain x i , and
x :x i is the set of polynomial basis in which none of the elements contains x i . The serial number l ∈ [1, Q] of PCE l x x i is integrated into serial number set i . Therefore, the total sensitivity index ST x i of random variable x i is calculated in Eq. (21), as shown at the bottom of this page.
In the calculation of the total sensitivity index ST y j of interval variable y j , the statistical moments of all PCEs containing y j is calculated in Eq. (22) .
In the calculation of local sensitivity and total sensitivity of random variables x and interval variables y, the primary complexity is the variance calculation of i (x), y j i (x), and y j y k i (x). Therefore, sampling methods in the construction of the PCE model are used to calculate these variances. Once the PCE model is constructed, the local and total sensitivity indices of random variables or interval variables can be calculated analytically from the PCE coefficients and variance results.
VI. APPLICATION EXAMPLES
Two numerical examples and one engineering example are used to illustrate the effectiveness of the proposed methodology.
A. EXAMPLE 1: NUMERICAL EXAMPLE
The numerical example in [47] is considered. The response function is shown in Eq. (23) . [47] , the numerical example is calculated using Sobol analysis method, however, the uncertain variables are assumed to be random variables, without considering interval variables. Therefore, compared with results in [47] , y 1 and y 2 are assumed to be distributed uniformly in [0, 1], which can be regarded as special conditions of interval variables, and then the proposed method is also used to calculate the sensitivity indices of interval variables in Condition 1-2.
Condition 1-2: Random variable x 1 is a normal random variable with mean 0 and standard deviation 1, In condition 1-1, the high-order statistical moments of random variables x 1 and x 2 are calculated directly. Subsequently, the PCEs are established. The interval variables y 1 and y 2 are assumed to be distributed uniformly and 11 sample points of y 1 and y 2 are acquired uniformly in interval [0, 1]. The accuracy of the model using different PCE orders is shown in Fig. 1(a) ; the optimum PCE order is determined to be 2 and the total number of calculated physical models is 161. The calculated local and total sensitivity indices are listed in Table 1 . The uncertainties of the input variables are the same as those of the random variables obtained from the MCS model used in example 1 of [47] , the results of which are also listed in Table 1 . The computational time of the proposed method and MCS method is 0.04s and 5.03s, respectively. The results indicate that the rank ordering of the total and local sensitivity indices are the same using the proposed algorithm and the exact Sobol analysis method.
Compared to the traditional Sobol analysis method, the proposed method can handle multiple types of random and interval variables simultaneously; therefore, the problem in condition 1-2 can be analyzed using the proposed algorithm. The estimation errors under different PCE orders are shown in Fig. 1(b) , and the determined PCE order is 2. Using the constructed PCE model, the differences in the total and local sensitivity indices calculated using the proposed method and the MCS method in [51] are lower than 1.69% as indicated in Table 2 , and the computational time of the proposed method and MCS method is 0.13s and 5.14s, respectively, which implies the effectiveness of the proposed algorithm.
B. EXAMPLE 2: SOBOL FUNCTION
The Sobol function [52] with four input variables in Eq. (24) is analyzed, which is widely used in testing the effectiveness of the SA method.
where x 1 and x 2 are random uncertain variables, y 1 and y 2 are interval uncertain variables, and a 1 = a 2 = a 3 = a 4 = 1 are four constants used to determine the relative importance of all input parameters. (26) , which are 0.2208 and 0.2808 respectively. The sensitivity indices are also calculated using the proposed algorithm and the MCS method, and the results are listed in Table 3 . The results show that the relative errors of sensitivity analysis results between the proposed method and the accurate values are 0.6% ∼ 7.5%, and the relative errors between MCS method and the accurate values are 1.4 ∼ 4.4%. The total computational number of the performance function in the proposed method and MCS method is 1600 and 10 5 , respectively. The computational time of the proposed method and MCS method is 0.35s and 18.64s, respectively. The maximum relative errors between the proposed and MCS methods are 7.5% for total SA of x 2 and 4.4% for total SA of y 1 , respectively, which are efficient for the SA.
Condition 2-2: Only some sampling points for random variables x 1 and x 2 are available, and the histogram of random variables are shown in Fig. 2 . The interval variables are Table 4 . The computational time of the proposed method and MCS method is 0.36s and 15.63s, respectively. The relative error is lower than 5%, and the model evaluation numbers can be decreased using the proposed method, which is useful in the SA of engineering problems.
C. EXAMPLE 3: CRANK SLIDER MECHANISM
The aforementioned numerical examples are used to demonstrate the efficiency of the proposed method by comparing its analytical results with those from the MCS method. In this example, a crank slider mechanism is employed to illustrate the applicability of the proposed method in engineering problems.
The crank slider mechanism is shown in Fig. 3 . The length of the crank x 1 , the length of the coupler x 2 , the external force x 3 , and the Young's modulus of the material x 4 are uncertain random variables. The distribution types and distribution parameters of x 1 and x 2 are determinate, i.e., normal distribution with mean 100 mm and standard deviation 0.01 mm for x 1 , and normal distribution with mean 400 mm and standard deviation 0.01 mm for x 2 . Only some sampling points for x 3 and x 4 are available, as illustrated in Fig. 4 The system performance function is defined by the difference between the critical load and the axial load, which is written in Eq. (27) .
The SA results using the proposed method and the MCS method are listed in Table 5 . The relative errors between the proposed method and MCS are less than 3.97%, which indicates the effectiveness of the proposed method. In the calculation of sensitivity indices, uncertain input variables with insufficient sampling information can be analyzed, and the total computational number of the performance function (containing determining PCE coefficients and calculation of sensitivity indices) in the proposed method and the MCS method is 9870 and 10 7 , respectively. The computational time of the proposed method and MCS method is 0.33s and 130.44s, respectively. Therefore, the computational cost of the proposed method is less than that of the MCS method, and the proposed method can be effectively used for the SA of complex engineering problems.
VII. CONCLUSION
A SA method considering random and interval uncertain variables simultaneously was proposed based on PCEs. Data-driven polynomial chaos was established based on the available information of random variables; subsequently, second-order polynomial coefficients were calculated to extend the polynomial chaos model considering random variables and interval variables simultaneously. An adaptivesparse chaos calculation algorithm was proposed to determine the polynomial coefficients. Consequently, the total and local sensitivity indices of random and interval uncertain variables were calculated directly based on the coefficients of polynomial chaos models. The proposed approach was applied to the SA of two numerical problems and one engineering problem. For these problems, the sensitivity results obtained by the proposed method were in excellent agreement with the results of the MCS method. The execution number of the performance function was reduced significantly using the proposed method. Therefore, the proposed method can be utilized in the SA and uncertainty design of large-scale structures.
Although the proposed method can calculate the sensitivity indices considering random and interval uncertainty variables simultaneously. There are some limitations which should be addressed in the future: (1) The interval variables are represented using second order polynomial function. The model accuracy can be improved by increasing the order, however, the calculation complexity is also increased. Therefore, a criterion of determining the order of interval variables should be researched. (2) The proposed algorithm can be applied into some actual engineering products to improve the product performances, such as vehicle, heat exchangers, etc. (3) When there are a large number of random and interval variables, the order of PCE model will be very high, and the efficiency of the proposed algorithm will not be obvious. 
