angina pectoris and finally, myocardial infarction. This calcification is an artery disease, called coronary artery calcification. Fig. 1 shows the samples of a coronary artery disease of the IVUS images. The coronary artery disease with plaques is shown in Fig. 1a where the yellow arrows indicate the plaque build-up in the artery wall whilst the calcification (red arrows) was located near to the tunica intima as shown in Fig. 1b . The IVUS catheter used ultrasound to get the reflection from the artery wall. Since the ultrasound cannot penetrate the conductor such as calcium, the IVUS image has shadow artefact behind the calcification as shown by the cyan arrow in Fig. 1b . The presence of the shadow artefact mentioned by (Pu et al., 2012) and (Jodas, Pereira, & Tavares, 2017) indicates that the calcification is present.
In the deep learning, the series network was introduced for instance by LeNet model by (Yann LeCun, Leon Bettou, Yoshua Bengio, 1998), AlexNet model by (Krizhevsky, Sutskever, & Hinton, 2012) , VGG16 and VGG19 model by (Simonyan, 2013) . Image net competition that is known as the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) classification started since 2010 for 2D images to find the best algorithm with less error. The Direct Acyclic Graph (DAG) architectures were developed based on the series network architecture to get better performance measures result such as Inception model and ResNet model. Both models show a better result with less error compared to the series network. ResNet model had used to detect calcification for instance stroke, to detect calcification in the artery using CT (Bortsova et al., 2017) , for coronary artery disease to detect calcification using intravascular ultrasound images for instaance (Sofian, Than, Ming, Mohamad, & Noor, 2018) and for coronary artery disease to detect plaque using OCT (Gessert et al., 2018) . Other than detecting calcification, ResNet model was used for breast cancer to screen the abnormality of mammogram using mammography screen test images (Xi, Shu, & Goubran, 2018) . Inception models had also been used to detect coronary artery tissue such as using Optical Coherence Tomography images (Bdolmanafi et al., 2018) .
In this study, we focus on detecting calcification in IVUS images using a very deep feature learning approach. Three types of convolutional neural networks (CNN) using Directed Acyclic Graph (DAG) network, namely ResNet-50, ResNet-101 and Inception-V3 were used together with the five types of classifiers namely, Support Vector Machine classifier, Discriminant Analysis classifier, Decision Tree classifier, K-nearest Neighbour classifier and Naïve Bayes classifier. 
Related Work
The previous studies for the calcification detection for IVUS image was done in many ways such as (Sofian, Ng, Than, Mohamad, & Noor, 2017) using Otsu threshold, morphological operation and empirical threshold while (Gao et al., 2015) used Rayleigh mixture model (RMM), Markov random field (MRF) to detect coronary artery boundaries and the graph searching method to detect calcification. Random walk framework was used by (Katouzian et al., 2012) to detect calcification, while (Unal et al., 2008 ) used shape-driven to detect calcification. (Taki et al., 2008) used parametric deformable models and the geometric deformable models to detect coronary artery boundaries and Bayesian classifier to detect calcification in coronary artery disease whereas (Filho et al., 2007) used adaptive thresholding to detect the calcification. However, the overall performance measures of all these methods to detect the calcification were about 80% -95% for specificity and sensitivity. The study will compare the calcification detection performance between the original image, which is the Cartesian coordinate image and the transformed image, which are the polar reconstructed coordinate image. The IVUS samples with calcification present (The blue arrows) with the artefacts (The red arrows) are shown in Figure 2 for Cartesian coordinate image and its corresponding polar reconstructed coordinate image, respectively.
The deep learning approached was introduced by (Yann LeCun, Leon Bettou, Yoshua Bengio, 1998) called the LeNet. A competition for deep learning which is called The ImageNet Large Scale Visual Recognition Challenge was started in 2010 won by AlexNet model by (Krizhevsky, Sutskever, & Hinton, 2012 ). This challenge is continuing every year to get better performance with a low error where the authors have to perform using the image classification tasks of 1000 categories with a fixed dataset that has 1.2 million training images followed with a 50k validation images and 100k test images. In 2013, VGG16 and VGG19 were developed by (Simonyan, 2013) . In 2014, (Szegedy et al., 2014) developed GoogleNet which also known as Inception-1 , followed by ResNet model in 2015 developed by (He, Zhang, Ren, & Sun, 2015) . In 2016, the Inception Models was developed by (Szegedy, Ioffe, Vanhoucke, & Alemi, 2016) based on GoogLeNet architecture.
In this study, in detecting calcification present and absent, we applied three types of CNNs model; ResNet-50, Resnet-101 and Inception-V3 using five types of classifiers; support vector machine classifier, discriminant analysis classifier, decision tree classifier, k-nearest neighbours classifier and Naïve Bayes classifier. For performance measures validation, we used cross-validation k-fold (where k=2, 3, 5 and 10). 
Methodology 2.1 Data Used in This Study
We used Dataset B from MICCAI Challenge 2011 by (Balocco et al., 2014) . This dataset consists of 2175 images extracted from in vivo pullbacks of human coronary arteries, 530 are images with calcification present, and 1645 are images with calcification absent from 10 patients. The imaging system used for the acquisition is Si5 equipped with 20 MHz Eagle Eye monorail catheter. All the 2175 images from the original image were transformed into their corresponding polar reconstructed image as shown in Fig. 2 . The first image was the original as shown in Fig. 2(a) and the second image was the transformed polar reconstructed coordinate from its original image as shown in Fig. 2(b) . We used the Daugman rubber sheet normalisation model (Daugman, 1993) to assigns each point in the tunica media, the tunica adventitia and tunica intima. The real coordinates pair coordinates unit is (r, θ) where the unit interval of r is between value zero and one [0,1], and θ is the usual angular quantity that is cyclic between zero and 2π [0,2π]. The Daugman rubber sheet normalisation was used to transform the Cartesian image to polar reconstructed coordinate image. The IVUS region image is: I(x, y), the original Cartesian coordinates are: (x, y) and the normalised polar reconstructed coordinates are: (r,θ). The coordinates IVUS boundaries along the θ direction are x0,y0 and x,y.
Directed Acyclic Graph (DAG) networks
This study used deep feature learning approach based on directed acyclic graph (DAG) networks. We used two types of models that were ResNet and Inception. ResNet has two architectures we applied, ResNet-50 architecture and ResNet-101 architecture whilst Inception model, we only used Inception-V3 architecture. In this study, we used three types of architectures, ResNet-50 architectures, ResNet-101 architectures and Inception-V3 architectures. The two types of
ResNet Architectures
There are five types of ResNet models which are ResNet18, ResNet34, ResNet50. ResNet101 and ResNet152 as shown in Table 1 . In this study, we used ResNet-50 as shown in column six (The cyan outline) and ResNet101 in column seven (The brown outlined) shown in Table 1 . ResNet-50, ResNet101 and ResNet-152 used the bottleneck building block as shown in Figure 3 to add more layers. The difference between ResNet-50, ResNet-101 and ResNet-152 were at the conv_4 (The horizontal navy blue outlined). Using the bottleneck building block as shown in Figure 4 , the ResNet-50 add another six layers, ResNet-101 add another 23 layers, and ResNet-152 used to add another 36 layers. We analysed the two types of images using ResNet-50 architecture and ResNet-101 architecture using fc1000 layer at row seven as shown in Table 1 . 
Inception-V3 Architecture
Inception model has few versions such as Inception V1 known as GoogleLeNet, Inception-V2, Inception-V3, Inception-V4 and Inception Resnet-V2 by (Szegedy et al., 2016) . Inception-1 architecture is also known as GoogLeNet developed based on LeNet architecture by adding inception module. In this study, we used Inception-V3 architecture by (Szegedy, Vanhoucke, Ioffe, Shlens, & Wojna, 2015) as shown in Figure 4 to train and test our IVUS images to detect either calcification absent or calcification present . 
Experimental Setup
The proposed framework is as Fig. 5 . During the pre-processing step, the original image was resized to 224x224x3-channels for ResNet-50 and ResNet-101 while for inception-V3 will resize to 299x299x3 channels. In this step, the Cartesian coordinate image as shown in Figure 5a and Figure 5b will be resized based on the CNNs architecture input requirement. Next, the image will be converted into RGB (3-channels). The image is then ready for deep structured learning. The images will be passed through the CNN architecture such as ResNet-50. The output for ResNet-50 is the fully connected layer, fc1000. In the next step, after going through with the deep features training using selected fully connected, fc layers that is fc1000, we normalised the result to get the output in positive values only. The next step is the classification validation, which was training and testing. By using k-fold, the dataset B was divided into two parts that were testing and training. We classify using three types classifiers which are support decision tree classifier, k-nearest neighbour classifier and naive Bayesian classifier, with k-fold for training and testing (where k = 2). The k-fold is defined as Testing = 1/k, Training = (k-1)/k. The train classifier dataset was assigned with labels, '1' and '0' where '1' for calcification present and '0' for calcification absent. For the final step, the verification of the results done by comparing it with the ground truth provided by the MICCAI Challenge 2011 where the accuracy (Acc), the specificity (Sp), the sensitivity (Sn), the positive predictive value (PPV) and the negative predictive value (NPV) were obtained. 
Performance Measures
In Table 2 shows the four outcomes from the Confusion Matrix that are the True Positive (TP), the True Negative (TN), the False Positive (FP) and the False Negative (FN). The true positive (TP) is the system was able to categorise the artery disease with calcification present. The false positive (FP) is the artery disease had a calcification absent but recognised as calcification present. The true negative, (TN) is the system was able to categorise the artery disease with calcification absent. The false negative, (FN) is the artery disease had calcification present but detected as calcification absent. The Table 3 shows the Accuracy (Acc), Sensitivity (Sn), Specificity (Sp), Positive Predictive Value (PPV) and Negative Predictive Value (NPV) by (Sofian et al. 2017 ) . The Accuracy (ACC) is defined as the true positive (TP) and the true negative (TN) then divided by the total number of the images. The value one is to indicate the highest accuracy rate, and zero is the worst rate. The sensitivity is the true positive divided by all the correct positive prediction. The specificity is true negative divided by all the correct negative prediction. The positive predictive value (PPV) is defined as the correct prediction positive divided by the total number of positive prediction, and the negative predictive value (NPV) is defined as the correct predictive negative divided by the total number of negative prediction. 
Validation
For the validation, we used k-fold cross-validation technique to access the performance measures results of the CNNs models to the independent datasets. The value of k-fold cross-validation taken is 2, 3, 5 and 10. The k-fold is defined as:
The train classifier dataset was assigned with labels, '1' and '0' where '1' for calcification present and '0' for calcification absent. The datasets will be divided into two parts, cross-validation training data for the known data and cross-validation testing data for the unknown data. Therefore, to get the accuracy performance measures results, the CNNs model's prediction results will be compared between the CNNs model prediction validation set and the actual labels of the validation sets. For all the iterations, the average results will be taken for the accuracy estimation for the CNNs model.
Result and Discussion
In our experiments, the image input used were two types of images, the Cartesian coordinate image and the polar reconstructed coordinate image. Each of the images will be fed into the ResNet-50 architecture with the output layer taken at fc1000 layer then. The same method also used for the ResNet-101 architecture and Inception-V3. We used five types of classifiers to find the best performance measures result that are Support Vector Machine, Discriminant Analysis, Decision Tree, K-Nearest Neighbours and Naive Bayes. For validation, we used k-fold cross-validation with 2-fold, 3-fold, 5-fold and 10-fold for the testing and training. The performance measures were the accuracy, sensitivity, specificity, positive predictive value and negative predictive value. The results performance measures were compared to the MICCAI 2011 Challenged ground truth.
Elapse Time
The Table 4 shows the elapsed time comparison between the two types of images (Cartesian coordinate image and polar reconstructed image) using three types of CNNs models (ResNet-50, ResNet-101 and Inception-V3). The first column was a ResNet-50 model; the second column was a Resnet-101 model and the third column was an Inception-V3 model. The first row of Cartesian coordinate (CC) image shows that the time taken for model ResNet-50 took less time compared to ResNet-101 followed by Inception-V3. After the Cartesian coordinate image shifted to polar reconstructed coordinate (PRC) image, ResNet-50 (the blue bar) took less time compared to ResNet-101 (the orange bar) followed by Inception-V3 (the grey bar). Overall, both images from ResNet-50 model shows the fastest elapsed time, 8453 seconds for Cartesian coordinate image and 12374.94 seconds for polar reconstructed coordinate (PRC) image taken for training feature when compared to ResNet-101 and Inception-V3 as shown in Figure 9 . The longest elapse time taken was Inception-V3 using original image (CC Image), 50133.23 seconds. 
Calcification Detection
The result of performance measures is as shown in Figure 7 , Figure 8 , Figure 9 , Figure 10 and Figure 11 . The two type of images, Cartesian coordinate image (CC) and polar reconstructed coordinate image (PRC) were compared with the five types of classifiers; decision tree (DT), K-Nearest Neighbour (K-NN), Naïve Bayes (NB) support vector machine classifier and discriminant analysis classifier fed to the three types of convolutional neural networks (CNNs) architectures; ResNet-50 (RN-50), ResNet-101(RN-101) and Inception-V3(I-V3). For the validation, the training and testing for k-fold cross-validation results were taken value K=2, 3, 5 and 10. The performance measures show results shows that support vector machine classifier and discriminant analysis classifier show an excellent result when applying to both types of images and all types of convolutional neural networks (CNNs) architectures.
In Figure 7 of accuracy shows the decision tree classifiers, indicates in blue colour, k-nearest neighbour indicates in green colour, naïve Bayes indicates in orange colour, support vector machine indicates grey colour and discriminant analysis classifier indicates yellow colour. For 2-fold, Cartesian coordinate image applying to the Inception -V3 architecture with naïve Bayes shows the highest result with value 0.9917 compared to a polar reconstructed coordinate image with value 0.9770. For 3-fold, the polar reconstructed coordinate image applying to the ResNet-101 architecture with k-nearest neighbour shows the highest value with 9931 compared to Cartesian coordinate image 0.9585. For 5-fold polar reconstructed coordinate images applying to the ResNet-101 architecture with k-nearest neighbour shows the highest value with 9954 compared to Cartesian coordinate image 0.9697. For 10-fold, the polar reconstructed coordinate image applying to the ResNet-101 architecture with k-nearest neighbour shows the highest value with 1 compared to Cartesian coordinate image 0.9862. Therefore, it shows that the best accuracy is when applying 10-fold using polar reconstructed coordinate image using classifier k-nearest neighbour and ResNet-101 architectures. For 10-fold, decision tree classifier shows the excellence performance measures using all both images when applying all classification compared to another two classifiers.
The sensitivity in Figure 8 shows the decision tree classifier, indicates in blue colour, k-nearest neighbour indicates in orange colour, naïve Bayes indicates in grey colour, support vector machine indicates yellow colour and discriminant analysis classifier indicates red colour. For 2-fold, Cartesian coordinate image applying to the inception -V3 architecture with naïve Bayes shows the highest result with value 1 compared to a polar reconstructed coordinate image with value 0.9717. For 3-fold, polar reconstructed coordinate image applying to the ResNet-50 architecture using K-nearest neighbour classifier and Inception-V3 architecture using decision tree classifier, Cartesian coordinate image applying to the ResNet-101 architecture using Naïve Bayes classifier and inception-V3 using decision tree classifier shows the highest value with 1. For 5-fold with value 1, Cartesian coordinate images using naïve Bayes for Cartesian coordinate applying to ResNet101 and InceptionV3 architectures as well as polar reconstructed coordinate image, ResNet-101 using K-nearest neighbour architecture and Inception-V3 architecture using naïve Bayes. For 10-fold, the polar reconstructed coordinate image shows the best result compared to the Cartesian coordinate image. Inception-V3 architecture shows the value 1 for all classifiers. ResNet-50 shows value 1 for Decision tree classifier using Cartesian coordinate image whilst Naïve Bayes and K-nearest neighbour classifiers using the polar reconstructed coordinate image. ResNet-101 shows value 1 for the Cartesian coordinate image using naïve Bayes and polar reconstructed coordinate image using k-nearest neighbour classifier. In Figure 9 shows the specificity results. For the decision tree classifiers, indicates in blue colour, k-nearest neighbour indicates in green colour, naïve Bayes indicates in orange colour, support vector machine indicates grey colour and discriminant analysis classifier indicates yellow colour. For 2-fold, Cartesian coordinate image applying to the inception -V3 architecture with naïve Bayes shows the highest result with value 1 compared to a polar reconstructed coordinate image with value 0.9717. For 3-fold, the Cartesian coordinate image shows the highest value 1 for the ResNet-101 architecture using k-nearest neighbour classifier and Inception-V3 using naïve Bayes classifier and also for the polar reconstructed coordinate image when applying ResNet-50 architecture using k-nearest neighbour and Inception-V3 architecture using Decision tree classifier.
The positive predictive value in Figure 10 shows the results almost near to each other. The decision tree classifiers, indicates in baby blue colour, k-nearest neighbour indicates in orange colour, naïve Bayes indicates in grey colour, support vector machine indicates yellow colour and discriminant analysis classifier indicates dark blue colour. For 2-fold, the polar reconstructed coordinate image highest value 0.9760 compared to Cartesian coordinate image value 0.9502 coordinate images when using naïve Bayes and polar reconstructed coordinate image using k-nearest neighbour classifier. For 3-fold, decision tree and k-nearest neighbour classifiers show the highest result when using a polar reconstructed coordinate image when applying to ResNet-101 architecture with value 0.9945. For 5-fold, the highest value is 0.997 when applying to the ResNet-101 architecture using the polar reconstructed image and k-nearest neighbour classifier compared to a Cartesian coordinate image with value 0.9533. For 10-fold, the highest value 1 when applying polar reconstructed coordinate image in ResNet-101 architecture using decision tree and k-nearest neighbour classifiers whilst Cartesian coordinate image when using a Res-50 architecture with k-nearest neighbour classification and ResNet-101 with decision tree classifier. Figure 11 shows the results for negative predictive value were quite scattered compared to positive predictive value. The negative predictive value shows the decision tree classifiers, indicates in blue colour, k-nearest neighbour indicates in green colour, naïve Bayes indicates in orange colour, support vector machine indicates grey colour and discriminant analysis classifier indicates yellow colour. For 2-fold, Cartesian coordinate images show the highest value 1 compared to a polar reconstructed coordinate image with value 0.9908 when applying to inception-V3 architecture. For 3-fold, Inception-V3 shows the highest value for both images using naïve Bayes for Cartesian coordinate and decision tree for polar reconstructed coordinate image whilst ResNet-50 when using k-nearest neighbour with polar reconstructed coordinate image and ResNet-101 when using Cartesian coordinate image using naïve Bayes. 
Results of the CNNs Models
The Receiver Operating Characteristics (ROC) curve used to predict the accuracy of the performance measures by (Fawcett, 2006) . The receiver operating characteristics curve results of the calcification detection were shown in Figure  10 , Figure 11 , Figure 12 and Figure 13 , respectively. The sensitivity versus 1-specificity were shown as the y-axis is referred to the sensitivity while x-axis is referring to 1-specificity. The graph indicates the Decision Tree classifier (Dark Blue line), K-Nearest Neighbour classifier (Green line), naïve Bayes classifier (Cyan line), Support Vector Machine (Yellow line) and Discriminant Analysis classifier (red line). Overall, the graph shows that the curve is near to the y-axis and close to the top of the x-axis. Moreover, the closer curve to the y-axis and top of the x-axis shows the accuracy of the calcification detection. All the curves are above than the 45 degrees line (The black line) of the Receiver Operating Characteristics (ROC) curve. The graph that shows the excellent result is above value 0.9, between value 0.8 to 0.9 is consider good; the fair results are between value 0.7 to 0.8, the poor results are between value 0.6 to 0.7 and between value 0.5 to 0.6 is considered fail.
In Figure 12 , the ROCs for the cross-validation for 2-fold are shown. All the CNNs models show that the Support Vector Machine classifier and Discriminant Analysis shows the excellent performance measure results that are all value one. Therefore the ROC curve is one. For K-Nearest neighbour classifier, Naïve Bayes classifier and decision tree classifier also show the excellent curve results that are above 0.9 and area above than 0.5. As a conclusion, the original images known as Cartesian coordinate image and polar reconstructed coordinate images gave excellent results.
In Figure 13 , the ROCs for the cross-validation for 3-fold are shown. All the CNNs models show that the Support Vector Machine classifier and Discriminant Analysis shows the excellent results that is 1 for the curve and the area. For K-Nearest neighbour classifier, Naïve Bayes classifier and decision tree classifier also show the excellent curve results that are above 0.9 and area above than 0.5. The ROC curve results were better when k = 2. As a conclusion, the original images known as Cartesian coordinate image and polar reconstructed coordinate images gave excellent results.
In Figure 14 shows the ROCs for the cross-validation for 5-fold. The Support Vector Machine classifier and Discriminant Analysis classifier shows the excellent result that is value one. The ROC curve value obtained is one. For K-Nearest neighbour classifier, Naïve Bayes classifier and decision tree classifier also show the excellent curve results that are above 0.95 and area above than 0.5. The ROC curve results were better when value k-fold, k = 3. As a conclusion, the original images known as Cartesian coordinate image and polar reconstructed coordinate images gave excellent results.
ResNet-50
ResNet In Fig. 15 , the ROCs for the cross-validation for 10-fold are shown. All the CNNs models show excellent results. However, the Support Vector Machine classifier and Discriminant Analysis shows the excellent results that is 1 for the ROC curve. For K-Nearest neighbour classifier, Naïve Bayes classifier and decision tree classifier also show the excellent curve results that are above 0.95 and area above than 0.5. Unfortunately, Naïve Bayes classifier in Fig. 13a shows a good result that is above 0.85. The ROC curve results were better compared to k = 5; however, for Naïve Bayes using the Cartesian coordinate image for ResNet-50 model, the ROC curve is below than 0.9. As a conclusion, the original images known as Cartesian coordinate image and polar reconstructed coordinate images gave excellent results. Table 5 shows the comparison between the previous methods used to detect the calcification in coronary artery disease using intravascular ultrasound (IVUS) images. By using the deep feature learning for all CNNs models, the accuracy, the sensitivity and the specificity are the highest. The previous researchers that used calcification segmentation to detect the calcification gave a good result that is between 0.83 to 0.98 for sensitivity and 0.81 to 0.96 for specificity (Sofian et al. 2017 ) used 1645 images without calcification and 530 images with calcification. The method used was Otsu Threshold, morphological operation & Empirical Threshold and they obtained 82% accuracy. The methods and technique used by (Gao et al. 2014 ) obtained 97% sensitivity and 95% specificity with 996 images presence calcification and 996 images absence calcification. They used the Rayleigh mixture model, the Markov random field, and the graph searching method to detect calcification. (Taki et al. 2008 ) used from 60 images using geometric deformable models and Bayesian classifier and obtained 98% sensitivity and 96% specificity while (Santos- Filho et al. 2007 ) used 20 IVUS images using adaptive thresholding to detect calcification.

Conclusion
This study shows the novelty of the calcification detection whether present or absent calcification by using deep feature learning approach that used two types of images; Cartesian coordinate and polar reconstructed coordinate, three types of CNNs architectures; ResNet-50, ResNet-101 and Inception-V3 and five types of classifiers; support vector machine, discriminant analysis, decision tree, k-nearest neighbours and Naïve Bayes. The receiver operating characteristics (ROC) curve results shown the excellent ROC curve results and accuracy when using support vector machine classifier and discriminant analysis classifier that is value one in both images. By using a reconstructed polar image, K-nearest neighbour classifier and Decision Tree classifier show an excellent with ResNet-101 architecture while Naïve Bayes has an excellent result with Inception-V3 architecture. However, the performance measures for the ResNet-50, the ResNet-101 and the Inception-V3 model shows an excellent result using support vector machine classifier and discriminant analysis for both types of images. As a conclusion, the polar reconstructed coordinate image shows an excellent result compared to the Cartesian coordinate image.
In future work, work on detecting the plaque and work on the detection of calcification using the different catheter frequency and modality, for example, optical coherence tomography modality including the detection of plaques, bifurcation, Stent Side Vessels and Guidewire Artifacts should be carried out. 
