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The Kibble-Zurek (KZ) hypothesis identifies the relevant time scales in out-of-equilibrium dynam-
ics of critical systems employing concepts valid at equilibrium: It predicts the scaling of the defect
formation immediately after quenches across classical and quantum phase transitions as a function
of the quench speed. Here we study the crossover between the scaling dictated by a slow quench,
which is ruled by the critical properties of the quantum phase transition, and the excitations due to
a faster quench, where the dynamics is often well described by the classical model. We estimate the
value of the quench rate that separates the two regimes and support our argument using numerical
simulations of the out-of-equilibrium many-body dynamics. For the specific case of a φ4 model we
demonstrate that the two regimes exhibit two different power-law scalings, which are in agreement
with the KZ theory when applied to the quantum and to the classical case. This result contributes
to extending the prediction power of the Kibble-Zurek mechanism and to provide insight into recent
experimental observations in systems of cold atoms and ions.
PACS numbers: 64.60.Ht, 64.70.Tg, 05.30.Rt, 05.70.Fh, 05.10.-a.
Developing a comprehensive theoretical framework for
non-equilibrium phenomena is a challenging problem
in physics with impact well beyond this specific disci-
pline [1, 2]. A systematic understanding is for instance
crucial for quantum-based technologies, which require
the control of many-body physical systems at the quan-
tum level. This question has recently boosted theoret-
ical and experimental studies of the out-of-equilibrium
dynamics of many-body systems [3–17]. Within this
context, the Kibble-Zurek (KZ) paradigm provides an
elegant and relatively simple theoretical framework for
describing some aspects of out-of-equilibrium dynamics
due to a temporal variation of external fields (quench)
across a second-order phase transition [18, 19]. The
KZ mechanism, through a comparison between time
scales, connects equilibrium properties, such as the uni-
versal critical exponents, with defect statistics after the
quench, and is able to predict scalings for the defects
density as a function of the quench time τQ. Such
paradigm was investigated in several experimental set-
tings, such as superfluid helium [20, 21], superconduct-
ing films and rings [22, 23], ion Coulomb crystals [5–
8], quantum atomic gases [4, 9, 11, 24, 25] and liquid
crystals [26, 27]. Nevertheless, experiments performing
quenches across quantum phase transitions in ultracold
atom systems [10] and ions [5–8] reported scaling of de-
fects that are explained by a classical model equivalent
to the mean-field approximation of the quantum model.
It was argued that this behaviour was due to the imple-
mented quench rates being too fast to access the quantum
critical behaviour, and thus quantum fluctuations playing
no role [11, 28]. This poses then the issue of developing
a unified framework that encompasses the two regimes
while quantifying the quench speed required to observe
the quantum critical scaling. This knowledge is crucial
for experiments aiming at characterizing the behaviour
of quantum systems undergoing quenches. If confirmed,
it would contribute to a better understanding of the out-
of-equilibrium dynamics, and thus to the development
of a systematic theory for slow quenches across critical
regions [1, 29–31].
In this Letter we consider quenches across quantum
critical points possessing an upper critical dimension D∗,
below which quantum fluctuations are relevant in deter-
mining the critical behaviour [32, 33]. Here we show
that, even for dimensions D < D∗, one can observe a
power-law scaling governed by the classical behaviour
(i.e. the behaviour of the mean-field solution), which
we denote by classical KZ. We argue that this occurs
when the quench rate 1/τQ is faster than the threshold
1/τ×Q , where the quench time τ
×
Q separates the classi-
cal KZ from the quantum critical scaling, which we de-
note by quantum KZ. Our paradigm allows us to identify
the boundaries of these regimes by suitably recasting the
Ginzburg criterion [34, 35], a concept of equilibrium sta-
tistical mechanics, in a non-equilibrium framework, via
the KZ paradigm. We verify our conjecture with quan-
tum many-body simulations of non-equilibrium dynam-
ics.
As a prototypical model to study we consider the φ4
lattice theory in D = 1 + 1 dimensions. This model
exhibits a quantum phase transition of the universality
class of the Ising chain in transverse field [36–39], while
the classical behaviour is captured by Landau-Ginzburg
theory [40], and corresponds to the mean-field solution of
the model. The model is described by the (dimensionless)
Hamiltonian
H =
1
2
L∑
j=1
[
pi2j + Ω0 ˜(t)y
2
j + 2gy
4
j + (yj − yj+1)2
]
, (1)
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Figure 1: (color online) Inset: Phase diagram of the φ4
lattice model, Eq. (1), at zero temperature, as a function
of the control field  and of the effective Planck constant }.
The black dot-dashed line indicates the parameters for which
G = 1, the green dashed line  = 0 divides the ordered phase
(above) from the disordered one (below). The purple area at
× <  < 0 indicates the quantum critical region with G <
1, the classical (or mean-field) region lies at  < × (yellow
area), with G > 1. The black arrows represent sample quench
paths, with parametric symmetric intervals across the critical
point. Main: Crossover diagram of the KZ mechanism. The
relaxation time τ() is displayed as a function of the distance
from the critical point. For fast quenches the KZ equation
τ = |/˙| yields freeze-out points ˆfast which fall in the classical
region ˆfast < × (yellow area), for which we predict classical
KZ scaling. For slow quenches the the freeze-out points ˆslow
fall in the quantum critical region × < ˆslow < 0 (purple
area), for which we expect the quantum KZ scaling.
where yj , pij are conjugate variables satisfying the com-
mutation relation [yj , pi`] = i}δj,`, and j = 1, . . . , L, with
L size of the lattice. The effective Planck constant } is di-
mensionless and quantifies the relative strength of quan-
tum fluctuations, g > 0 and Ω0 > 0 are constants, and
˜(t) is the control field, whose value is quenched across
the critical value ˜c. Hereafter, we define (t) = ˜c− ˜(t),
shifting the critical value to  = 0. The model defined
by Eq. (1) has a wide variety of experimental realizations
−for instance, the zigzag instability of a chain of repul-
sively interacting particles, for which } = ~/
√
E0a2m,
with a being the lattice constant, m the particle mass,
and E0 the characteristic interaction energy [36, 38, 39].
At zero temperature the model exhibits a disordered
phase for  < 0, separated from a locally ordered, Z2
broken-symmetry phase at  > 0 by a second-order phase
transition. The relative weight of quantum fluctuations,
here represented by the parameter }, gives rise to a shift
of the transition point with respect to the classical value.
For } = 0, the transition occurs at ˜c(} = 0) = 0 and
its behaviour is fully described by the classical model
[41], which is equivalent to a mean-field treatment of the
many-body problem. For } > 0, instead, the critical-
ity belongs to the universality class of the Ising model
in 1+1 dimensions and the critical value ˜c(}) decreases
monotonically with } [36, 38, 42, 43] according to the law
˜c(}) ' 3g}(ln } + c′)/piΩ0 with non-universal constant
c′ ' 2.63 [42].
The dynamical crossover argument we are about to
introduce employs the equilibrium concept of quantum
critical width |×|, i.e. the width of the parameter region
 ∈ [×, 0] where quantum fluctuations become relevant.
The value × identifies two regimes, which are sketched
in Fig. 1 (inset): the yellow area at  < × corresponds to
the classical region, where the mean-field approximation
is valid, while the purple area at × <  < 0 pinpoints
the quantum critical region. The shift ˜c(}) is a good ap-
proximation for the quantum critical width: × ' ˜c(}),
but × can also be estimated by means of the Ginzburg
criterion [35, 44] (see the Supplemental Material for de-
tails).
We now assume that  is varied in time according to
linear-ramp quenches with total quench time τQ, whose
specific form reads
(t) =
t
τQ
for t ∈
[
−τQ
2
,
τQ
2
]
(2)
so that the quench is symmetric about the critical point.
According to KZ hypothesis, the dynamics follows the
adiabatic trajectory as long as the instantaneous relax-
ation time τ(t) of the system, which corresponds to the
relaxation time at equilibrium for  = (t), is smaller
than the quench time scale Td(t) = |/˙|. Critical slow-
ing down has the consequence that during the quench
adiabaticity breaks down. This occurs around instant
−tˆ (tˆ > 0), such that τ(−tˆ) ' Td(−tˆ) (see red empty
symbols in Fig. 1). The latter equation identifies tˆ and
delivers the scaling relation tˆ ∼ τpQ, where the exponent
p is determined by the equilibrium properties of the sys-
tem at ˆ = (−tˆ) = −tˆ/τQ. The time-scale tˆ is denoted
as freeze-out time, since KZ theory assumes that the sys-
tem does not change the configuration it possesses at this
instant so that the dynamics from −tˆ on is frozen.
Here we argue that the exponent p is crucially deter-
mined by whether ˆ is larger or smaller than ×. In
particular, if the quench is slow enough ˆ falls in the
fluctuation-dominated region (purple area in Fig. 1), i.e.
× < ˆslow < 0, and the dynamics reveals the KZ scal-
ing with the universal properties of the quantum critical
point (quantum KZ). In this regime, p = zν/(1 + zν),
being τ ∼ ||−zν . For the φ4 model in D = 1 + 1,
where z = ν = 1 [45, 46], then p = 1/2. Analo-
gously, the healing length at the freeze-out time scales
as ξˆ ∼ |ˆ|−ν ∼ τν/(1+zν)Q = τ1/2Q . On the other hand,
for fast quenches, ˆ may end up in the classical region
(yellow area in Fig. 1), that is ˆfast < ×, where τ gen-
erally undergoes a different scaling τ ∼ ||m, dominated
3by the classical critical exponents, namely, ν = 1/2 and
z = 1. These exponents deliver the power law scaling of
the healing length ξ ∼ τ1/3Q [15, 47–51].
For the purpose of our analysis, it is useful to define the
crossover quench time τ×Q , which is directly determined
from the crossover value × for the driving field, and
reads
τ×Q ' zν}|×|−1−zν/ϕ (3)
where ν and z are the quantum critical exponents, while
ϕ is the prefactor of the energy gap scaling around criti-
cality: Egap ' ϕ||zν .
We test this paradigm by means of numerical simula-
tion of the many-body model, employing a Matrix Prod-
uct State (MPS) ansatz for quantum field theories on a
lattice [52]. Equilibrium simulations are carried out by
employing a reduced basis of local orbitals, containing
the q lowest energy orbitals of the non-interacting prob-
lem, and then by performing a Density Matrix Renormal-
ization Group technique [53], consistently with Ref. [39].
We adopt an innovative approach for the non-equilibrium
simulations: our scheme alternates between applying lo-
cal quasi-unitary transformations – which implement the
changes in local reduced wavefunction basis representa-
tion – and Time-Evolving Block Decimation steps [54, 55]
(a complete description of the algorithm is presented in
the Supplemental Material). All the simulations pre-
sented here have been checked for convergence up to a
relative error of the order of few percent, correspond-
ing to local dimension up to q = 20 orbitals and MPS
bondlink dimension up to m = 50.
We perform linear-ramp quenches from the disordered
into the ordered phase, using  as driving parameter ac-
j
τQ
∆C
(y)
j
Figure 2: (color online) Deviation ∆C
(y)
j =
|〈yjyj+1〉f − 〈yjyj+1〉G| of the nearest neighbour dis-
placement correlators 〈yjyj+1〉f in the final state after the
quench with respect to the final ground state value 〈yjyj+1〉G,
plotted as a function of the quench time τQ and the site
index j. Here a chain of L = 120 sites was considered, while
Ω0 = 1, } = 0.1 and g ' 8.7.
cording to Eq. (2), for different Ω0 and total quench
time τQ (g = 93 ζ(5)/16 ln 2 ' 8.695, compatibly with
Ref. [39] to simulate the dynamics of a chain of ions, and
} = 0.1). We then analyse the many-body state immedi-
ately after the quench as a function of τQ = tQ/0. The
correlations 〈yjyj′〉f , evaluated on the final state, carry
information about structural defects present in the sys-
tem (see e.g. Fig. 2), and allow us to calculate the corre-
lation length ξ =
√∑
6`=0(|`| − 1)2C`/(
∑
` 6=0 C`), where
C` is the bulk average of the correlator 〈yjyj+`〉, obtained
after discarding a quarter of the system size from each
edge to avoid boundary effects. We also calculate the fi-
nal excitation energy Eexc = 〈H〉f −EG, evaluated with
respect to the ground state energy EG of the final Hamil-
tonian.
We carried out real-time evolution simulations for (i)
several quench times τQ distributed over various orders
of magnitude, to detect the power-law scalings, and (ii)
increasing chain lengths L, up to 120 lattice sites, to
extrapolate the behaviour at the thermodynamic limit.
Moreover, since we have considered quenches of finite
amplitude Ω0, we have taken (iii) different parametric
intervals Ω0. In fact, the crossover is visible only if the
quench starts in the classical critical region, requiring
that (−τQ/2) < × which yields Ω0 > 4g} ' 3.5, oth-
erwise only the quantum KZ scaling emerges. Samples
of our data are collected in Fig. 3, in three panels show-
ing results respectively for Ω0 = 1.15 (path A), Ω0 = 30
(path B) and Ω0 = 9 (path C). Using ϕ computed from
the equilibrium energy gaps (data not shown) we esti-
mate via Eq. (3), the crossover quench time τ×Q ' 7.
Indeed, the correlation length ξ exhibits two visibly dif-
ferent power-law scalings ξ ∼ τwQ . Path A starts in the
quantum critical region, so it does not detect the classi-
cal KZ. In order to smoothen the fluctuations mostly due
to the finite size effects, we average the curves for var-
ious system sizes and fit the power-law decay of ξ(τQ).
The resulting exponent is w = 0.52± 0.04, matching the
quantum KZ prediction w = 12 [45, 46]. Path B starts
in the far classical critical regime, and reveals a scaling
power w = 0.33 ± 0.02, consistent with w = 13 of the
classical KZ regime [47–49]. Finally, path C reveals the
dynamical crossover between the two KZ regimes. The
correlation length, reported in Fig. 3, shows clearly the
crossover between the classical KZ ξ ∼ τ1/3Q for low τQ
and the quantum KZ ξ ∼ τ1/2Q for high τQ. We find that
τ×Q approximates the observed crossover time by a ∼ 20%
discrepancy, in agreement with our conjecture. As the
quench ends in a gapped ordered phase, for sufficiently
slow quenches the defects scaling behaviour can also be
detected via the excitation energy, or excess heat, Eexc
[30, 56, 57]. In the quantum KZ regime the excitation en-
ergy should scale as Eexc ∼ ξˆ−z ∼ τ−νz/(1+νz)Q = τ−1/2Q .
Predicting an excitation energy scaling in the classical
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Figure 3: (color online) Quenches for } = 0.1, g ' 8.7, performed at various parametric interval amplitudes Ω0, respectively
Ω0 = 1.15 (A), Ω0 = 30 (B) and Ω0 = 9 (C). Different colors of data sets show different chain sizes (orange L = 40, yellow
L = 60, green L = 80, cyan L = 100, blue L = 120), while the purple curve is the average over the five sizes. The main
plots show the correlation length ξ of the order parameter, measured at the end of the quench, as a function of the inverse
quench rate τQ. The insets show the final excitation energy Eexc = 〈H〉f − EG, again as a function of τQ. Panel (A): The
quench starts in the fluctuation dominated region, so the quantum KZ is expected, and confirmed by a power-law scaling of
the correlation length fitted by ξ ∼ τ0.52±0.04Q . Panel (B): The quench interval Ω0 is two orders of magnitude larger than the
size of the quantum critical region, so the classical KZ is predicted for τQ < τ
×
Q . The scaling we find for the correlation length
is ξ ∼ τ0.33±0.02Q . Panel (C): For intermediate interval sizes, we explicitly detect the crossover between the predicted classical
KZ ξ ∼ τ1/3Q and the quantum KZ ξ ∼ τ1/2Q . The grey area shows the location of the crossover τ×Q we estimated with an
uncertainity of about 20%. The excitation energies scale according to Eexc ∼ τ−0.50±0.01Q for both (A) and (B) cases, thus
regardless of the regime.
regime is harder since the mean-field relaxation mech-
anism is not captured by the energy gap [56]. We nu-
merically determined the scaling of the excitation energy,
and find Eexc ∼ τ−w
′
Q with w
′ = 0.505 ± 0.008 for path
A (quantum KZ), in agreement with the KZ hypothesis.
For path B (classical KZ), on the other hand, we find
also a power-law scaling with w′ = 0.497± 0.008. We at-
tribute this discrepancy from the expected scaling of the
mean-field φ4 to the fact that in this regime, where the
quenches are fast and thus excite higher energy states,
the excess energy does not probe the gap energy [56]:
Our result shows that, accordingly, it cannot discrimi-
nate between the two regimes.
In conclusion, we provided a unified framework which
connects classical and quantum KZ mechanisms, by pre-
dicting and identifying the timescale τ×Q that discrim-
inates between the quench rates revealing the classical
and the quantum KZ scaling respectively. Such a conjec-
ture is strongly supported by our numerical results and
could be tested in experiment at finite temperatures T ,
provided one starts the quench from sufficiently strong
control fields exceeding the thermal energy according to
0  (κT/ϕ)1/zν and that the thermalization timescale
of the system is longer than τQ.
Our results suggest that, not only the KZ mechanism is
a robust paradigm, along which it is worthwhile trying to
develop a theoretical framework for slow quenches across
phase transitions, but also that the freeze-out picture is
quantitatively relevant. We remark that the Ginzburg
criterion can be straightforwardly generalized to all di-
mensions D < D∗ as well as to other types of phase
transition characterized by an upper critical dimension.
Our treatment could be extended to encompass quench
dynamics at finite temperatures [35], where scattering
between defects during the quenches affect the result-
ing scaling [58], and across phase transitions which are
weakly first order (nearly second order) [59, 60]. We fur-
ther notice that our numerical setup allows us to fur-
ther explore the dynamics indicated in recent theoretical
works, which went beyond the KZ theory and analysed
relaxation after quenches [61, 62]. This work sheds light
onto the role played by quantum fluctuations and the
dynamical emergence of quantum coherence [63, 64], fos-
tering the perspective of dynamically engineering macro-
scopic quantum many-body states [65].
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Supplementary material
Quantum critical width via Ginzburg criterion
The dynamical crossover paradigm studied here
strongly relies on the separation between two regimes in
the space of parameters, at equilibrium: The mean-field,
or classical critical regime, where quantum fluctuations
are negligible which occurs at  < ×, and the quantum
critical region × <  < 0, where fluctuations are quan-
titatively comparable to expectation values. In the main
text, we employed the value of × estimated via a renor-
malization group approach [42], which is specific of the
φ4 model in D = 1 + 1 dimensions, and read
× ' −3g}(| ln }| − c′)/piΩ0. (4)
A simpler, but generally rougher way to evaluate this
width |×|, which easily extends this treatment in D ≥ 2
dimensions, is by considering the rationalized Ginzburg
number G, defined as the ratio between the mean value of
the order parameter and the magnitude of its fluctuations
– averaged over a suitable region in real space. For the
φ4 model it reads G = Ω0(˜− ˜c)/(2g})2/(4−D) [35, 44].
Such quantity simply discriminates the classical critical
regime, G > 1, from the quantum critical one, G < 1. In
turn, this identifies the crossover value
′× ' −(2g})2/4−D/Ω0. (5)
of the external field  which separates the between the
two regimes.
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Figure 4: (color online) Comparison between the two crite-
ria to evaluate the quantum critical width, for a φ4 model in
D = 1+1 dimensions. The two widths × and ′×, respectively
calculated via Eqs. (4) and (5), are within an order of magni-
tude from each other in the whole interval 10−5 ≤ } ≤ 10.
The scenario D = 1 + 1 is a limit case for such an ex-
pression. However, in this case the renormalization group
and the Ginzburg criteria provide compatible quantum
critical widths: In Fig. 4 we show that × ∼ ′× for sev-
eral orders of magnitude of } (10−5 ≤ } ≤ 10).
Numerical Dynamics Algorithm
Addressing the Hamiltonian in Eq. (1) by means of ten-
sor network methods [66–68] requires careful handling,
especially in the framework of out-of-equilibrium real-
time dynamics. Numerically efficient DMRG suites em-
ploy a discrete, finite-dimensional local space (e.g. spin
models), while in Eq. (1) the local Lie algebra [yj , pij ]
is that of a quantum field on a lattice. Given that
the defect formation problem we investigate is explic-
itly a low-energy phenomenon, we apply method inspired
to Ref. [52], but extended to take into account time-
dependent Hamiltonians. This scheme is based on solv-
ing a many-body interacting problem starting from a
set of low-energy solutions (single-body wavefunctions)
of the non-interacting problem. Specifically, we first de-
fine a single-site quantum problem Hloc, and find its
low-spectrum eigenstates |ψq〉. Then, we select the d
lowest-energy states among these, for an arbitrarily cho-
sen index cutoff d, and adopt them as local, truncated,
canonical basis on every site: |ψq〉 → |q〉j on site j,
with q = 1, .., d. Therefore, we write the full many-body
Hamiltonian H =
∑
j H
(j)
loc +H
(j,j+1)
int on such truncated
canonical basis and perform tensor network algorithms
on it. In the framework of low-energy phenomena, the
numerical results emerging from such a paradigm rapidly
converge as the levels cutoff d is increased.
As already shown in Ref. [39], for the present φ4 model
7it is satisfactory to consider Hloc =
1
2 (pi
2 + Ω0˜y
2 + 2gy4)
as local hamiltonian while H
(j,j+1)
int =
1
2 (yj − yj+1)2 as
interaction: with this decomposition, at zero tempera-
ture the interaction energies are comparatively smaller
than the local energies and our approach can be under-
stood in terms of perturbation theory. By employing
standard numerical linear algebra methods we find the d
lowest local-energy exact eigenfunctions Hloc(˜)|ψq(˜)〉 =
Eq(˜)|ψq(˜)〉. Therefore, the global Hamiltonian then
reads
H(˜) =
∑
j
Qj(˜) +Wj(˜)− Yj(˜)⊗ Yj+1(˜), (6)
expressed in the basis |ψq(˜)〉j → |q〉j at every site j,
where the single-site operators are respectively [39]
Qj(˜) =
d∑
q=1
Eq(˜)|q〉j〈q|j ,
Yj(˜) =
d∑
q,q′
|q〉j〈ψq(˜)| y˜ |ψq′(˜)〉〈q′|j and
Wj(˜) =
d∑
q,q′
|q〉j〈ψq(˜)| y˜2 |ψq′(˜)〉〈q′|j .
(7)
Here we explicitly highlighted the dependency on ˜ of
the operators in the truncated model, to stress the fact
that it will be mandatory to change dynamically the lo-
cal bases in order to carry out the evolution in the form
of Eq. (6), since the local hamiltonian depends on ˜ and
the latter is ramped over time. To specifically address
this issue, we developed the following integration scheme,
which merges split-step strategy with a Suzuki-Trotter
approach: We approximate the time dependent pulse of
the control parameter ˜(t) as a piecewise-flat function, ac-
cording to ˜(t) ' ˜](t) ≡ ˜c − δtτQ rnd(t/δt), where rnd(x)
is the round function, returning the integer closest to x.
Here we adopted a fixed time-step interval δt for simplic-
ity. Since the control pulse is a linear ramp, the jumps in
the control parameter δ˜ = −δt/τQ are constant as well.
We alternate real-time evolution steps, and local basis
change steps:
1. Time-evolution step - Here we apply the Time
Evolving Block Decimation (TEBD) standard al-
gorithm [54, 55], using a nearest-neighbor Hamil-
tonian H(˜](t)) of the form (6) on the many-body
state |Ψ(t − δt2 )〉t, for a timestep δt. This is pos-
sible provided we have |Ψ(t − δt2 )〉t written as an
MPS, expressed in the proper local basis of time t
(eigenbasis of Hloc(˜](t))); resulting in the evolved
state |Ψ(t + δt2 )〉t written in the proper local basis
at time t.
2. Basis change step - Starting from |Ψ(t+ δt2 )〉t writ-
ten in the local basis at t, we express the same state
A[1] A[2] A[3] A[4] A[5]
U U U U U
L1 R1 L1 R1
L2 R2 L2 R2
L3 R3 L3 R3
Figure 5: (color online) Tensor-network graphical sketch of
the time-evolution paradigm. The many-body state |Ψ(t)〉,
expressed in a reduced local basis |ψq(˜)〉, is encoded in a
Matrix Product State (red boxes tensors A[`]). Shifts in the
control parameter ˜ are carried out by changing the local (in-
complete) basis, by applying a quasi-unitary transformation
(green box matrix U) on every site. Real-time evolution (at
fixed ˜) are carried out by means of Time Evolving Block
Decimation (purple boxes), which involves a Suzuki-Trotter
expansion of the exponential of the simplified Hamiltonian of
Eq. (6).
in the local basis at t+δt. This is done by applying
a quasi-unitary transformation U on every site of
the 1D lattice, namely:
|Ψ(t+ δt2 )〉t+δt =
L⊗
j=1
Uj(˜](t), ˜](t+δt))|Ψ(t+ δt2 )〉t. (8)
Repeating the previous two steps until the final time T is
reached (using a halved time interval for the very first and
very last evolution steps), which concludes the algorithm.
The single-site matrix of local basis change Uj(˜in, ˜out),
where ˜out = ˜in+δ˜, does not explicitly depend on site j
since the local Hamiltonian is homogeneous in space and
reads
Uj(˜in, ˜out) =
d∑
q,q′=1
|q〉j〈ψq(˜out)|ψq′(˜in)〉〈q′|j , (9)
and |ψq(˜)〉 is the q-th eigenstate of Hloc(˜). A funda-
mental remark here is that the d × d matrix U(˜in, ˜out)
is really unitary only in the limit of d → ∞ or when
δ˜ → 0. For a finite basis truncation d and a discrete
control jump δ˜→ 0, U is instead a contraction:
||U || ≡ max
|v〉6=0
〈v|U†U |v〉
〈v|v〉 ≤ 1, (10)
8in the induced Hilbert norm ||·||. This implies that the
transformation U might produce a metric loss in the local
basis space, and U⊗L carries an overall norm loss in the
many-body state |Ψ(t)〉t. In all out calculations, these er-
rors stand below our numerical precision threshold (usu-
ally 10−6 ∼ 10−2 in relative precision): For typical nu-
merical parameters τQ/δt ∼ 105 and d ∼ 20, we obtain
negligible norm losses, around 10−14 ∼ 10−11. In con-
clusion, despite the fact that the error in the truncated
change of basis U is in principle linear in the timestep
O(δt), by tuning the cutoff d we could make it negligible.
Finally, the numerical error stemming from the TEBD
part of the algorithm can not be controlled by d: To
reduce these errors we employ a fourth-order Suzuki-
Trotter expansion. Namely, the nearest-neighbour
Hamiltonian is split between in even-odd and odd-even
pieces as H =
∑
j h2j−1,2j + h2j,2j+1, and the integrator
is decomposed in
eςH = ec1ςAed1ςBec2ςAed2ςBec2ςAed1ςBec1ςA +O(ς5),
(11)
where ς = ıδt, while A =
∑
j h2j−1,2j and B =∑
j h2j,2j+1 are respectively the odd-even and the even-
odd Hamiltonian parts. In this picture the coefficients
read [69]
c1 =
1
2(2− 21/3) c2 =
1− 21/3
2(2− 21/3)
d1 =
1
2− 21/3 d2 = −
21/3
2− 21/3 ,
(12)
obtained via Baker-Campbell-Hausdorff decomposition.
