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SUR LE SPECTRE SEMI-CLASSIQUE D'UN SYSTÈME
INTÉGRABLE DE DIMENSION 1 AUTOUR D'UNE
SINGULARITÉ HYPERBOLIQUE
OLIVIER LABLÉE
Summary. Dans ette artile on dérit le spetre semi-lassique d'un opérateur de
Shrödinger sur R ave un potentiel type double puits. La desription qu'on donne
est elle du spetre autour du maximun loal du potentiel. Dans la lassiation
des singularités de l'appliation moment d'un système intégrable, le double puits
représente le as des singularités non-dégénérées de type hyperbolique.
1. Introdution
Sur la variétéM = R, l'opérateur de Shrödinger Ph de potentiel V , V étant une
fontion de R dans R, est l'opérateur linéaire non-borné sur l'espae des fontions
C∞ à support ompat C∞c (R,R) dénit par :
Ph := −h
2
2
∆+ V,
où V est l'opérateur de multipliation par la fontion V , le laplaien est donné par
∆ = d
2
dx2 et h est le paramètre semi-lassique. Le spetre semi-lassique d'un opéra-
teur de Shrödinger en dimension un est bien onnu [20℄, [21℄ et [11℄ dans les zones
dites elliptiques, 'est-à-dire en dehors des maxima loaux de la fontion potentiel
V ; on parle alors de règles de Bohr-Sommerfeld régulières. Dans et artile on se
onentre sur le as d'un opérateur de Shrödinger ave un potentiel type double
puits, 'est-à-dire que V ∈ C∞(R) ave lim
|x|→∞
V (x) = +∞ et V possédant exate-
ment un maximum loal non-dégénéré, que l'on supposera par exemple atteint en
0. Le modèle du double puits à été beauoup étudié [3℄, [22℄ ependant son spetre
reste globalement assez mystérieux. Dans l'étude des singularités de l'appliation
moment d'un système omplètement intégrable, l'opérateur de Shrödinger ave
double puits est le modèle type pour les singularités non-dégénérées de type hyper-
bolique [34℄. En eet, pour un hamiltonien p : M → R tel que 0 soit valeur ritique
de p, et tel que les bres dans un voisinage de 0 soient ompates et onnexes et
ne ontiennent qu'un unique point ritique non-dégénéré de type hyperbolique : la
bre Λ0 := p
−1(0) est alors un huit et le feuilletage dans un voisinage de la bre
singulière Λ0 est diéomorphe à elui du double puits.
Fig. 1 : Le feuilletage autour d'une singularité hyperbolique dans l'espae de
phases.
Date: 17 Novembre 2008.
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Dans une série de trois artiles [8℄, [9℄ et [10℄Y. Colin de Verdière et B. Parisse se
sont intéressés au spetre semi-lassique de l'opérateur de Shrödinger, en dimension
1 ave un potentiel ayant un maximun loal non-dégénéré. Dans [10℄ ils traitent de
manière générale l'étude des singularités. Dans [8℄ et [9℄ les deux auteurs donnent
une ondition néessaire et susante pour trouver le spetre semi-lassique dans
un ompat de diamètre h entré autour de l'origine de l'opérateur linéaire :
Ph := −h
2
2
d2
dx2
+ V
ave un potentiel V type double puits.
Dans la première partie de et artile, on fait quelques rappels sur les outils
semi-lassiques. Dans la partie suivante, on rappelle la formule donnée par Y. Colin
de Verdière et B. Parisse. Dans la dernière partie on utilise ette formule pour
expliiter, dans une ertaine mesure, le spetre de l'opérateur Ph. On montre en
partiulier que le spetre de l'opérateur Ph dans le ompat
[
−√h,√h
]
est onstitué
de deux familles de réels en quinone, et que l'interstie spetral est de l'ordre de
O(h/ |ln(h)|) : voir le théorème 4.1.
2. Préliminaires
Dans toute ette setion X est une variété diérentielle lisse de dimension n et
on notera souvent par M := T ∗X la variété sympletique assoiée.
2.1. Outils semi-lassiques. Pour le leteur qui voudrait en savoir plus sur l'ana-
lyse semi-lassique, on onseille par exemple la littérature suivante : Y. Colin de
Verdière [12℄, Dimassi-Sjöstrand [14℄, L. Evans et M. Zworski [15℄, A. Martinez
[27℄, D. Robert [30℄, S. Vu Ngo [34℄.
Sur la variété X := Rn, et pour k,m ∈ Z2, on dénit l'ensemble de symboles
d'indie k et de poids 〈z〉m sur la variété X où 〈z〉 = 〈x, ξ〉 := (1 + |z|2) 12 , par :
Sk (X, 〈z〉m)
:=
{
ah(z) ∈ C∞ (T ∗X) , ∀α ∈ Nn, ∃Cα ≥ 0, ∀z ∈ T ∗X, |∂αz ah(z)| ≤ Cαhk 〈z〉m
}
.
De manière très formelle, la quantiation de Weyl onsiste à assoier à une fontion
symbole ah : (x, ξ) 7→ ah(x, ξ) ∈ Sk (〈z〉m) un opérateur linéaire Owp (ah) de l'espae
de Shwartz S(X) dans lui même et admettant une représentation intégrale : pour
toute fontion u ∈ S(X) et pour tout x ∈ X :
Owp (ah)(u)(x) :=
1
(2πh)n
∫ ∫
T∗X
e
i
h
(x−y)ξa
(
x+ y
2
, ξ
)
u(y) dydξ.
Example 2.1. Le quantié de Weyl de la fontion (x, ξ) 7→ xj est l'opérateur de
multipliation par la variable xj . Le quantié de Weyl de la fontion (x, ξ) 7→ ξj est
l'opérateur de dérivation −ih ∂∂xj .
Rappelons aussi la :
Proposition 2.2. Pour deux symboles ah et bh nous avons que :
Owp (ahbh) = O
w
p (ah) ◦Owp (bh) +O(h)
Owp {ah, bh} =
[
Owp (ah), O
w
p (bh)
]
+O(h2)
{., .} étant les rohets de Poisson et [., .] le ommutateur.
Un opérateur linéaire A est un opérateur pseudo-diérentiel si et seulement s'il
existe un symbole ah tel que A = O
w
p (ah).
En analyse semi-lassique, on est aussi amené à onsidérer des symboles ayant
des développements asymptotiques en puissane de h : soit ah ∈ S0 (X, 〈z〉m), on
2
dira que e symbole est lassique si et seulement s'il existe une suite de symboles
(aj)j∈N ∈ S0 (X, 〈z〉m)
N
indépendant de h tels que pour tout k′ ≥ 0, on ait :ah(z)− k′∑
j=0
aj(z)h
j
 ∈ Sk′+1 (X, 〈z〉m) .
On note alors ah =
+∞∑
j=0
ajh
j
, on dira aussi que a0 est le symbole prinipal de ah.
Pour nir sur les symboles, on dit qu'un symbole a ∈ S (X, 〈z〉m) est elliptique
en (x0, ξ0) ∈ T ∗X si et seulement si |a(x0, ξ0)| 6= 0.
2.2. Outils miroloaux. De manière générale, sur une variété riemannienne
(X, g) omplète onnexe, l'asymptotique du spetre de l'opérateur de Shrödinger
Ph := −h
2
2
∆g + V
ou plus généralement d'un opérateur pseudo-diérentiel, est remarquablement liée
à une géométrie sous-jaente. Celle-i vit sur le bré otangent T ∗X , vu omme une
variété sympletique
1
: 'est la géométrie de l'espae des phases. C'est d'ailleurs le
même phénomène qui permet de voir la méanique lassique (struture de variété
sympletique) omme limite de la méanique quantique (struture d'algèbre d'opé-
rateurs). On est ainsi amené à dénir une notion de loalisation dans l'espae des
phases.
Donnons ii quelques éléments d'analyse miroloale, pour plus de détails voir
par exemple [33℄, [34℄ ou [12℄.
Pour h0 > 0 xé, l'ensemble A :=
{
λ(h) ∈ C]0,h0], ∃N ∈ Z, |λ(h)| = O(h−N )}
est un anneau ommutatif pour les opérations usuelles sur les fontions. On voit
aussi sans peine que I := {λ(h) ∈ A, λ(h) = O(h∞)} est un idéal bilatère de A, on
dénit alors l'anneau Ch des onstantes admissibles omme étant l'anneau quotient
A/I.
On peut alors dénir le Ch-module des fontions admissibles :
Denition 2.3. L'ensemble Ah(X) des fontions admissibles sur X est l'ensemble
des distributions uh ∈ D′(X) tels que pour tout opérateur pseudo-diérentiel Ph
dont le symbole dans une arte loale est a support ompat
∃N ∈ Z, ‖Phuh‖L2(X) = O(hN ).
L'ensembleAh(X) est un Ch-module pour les lois usuelles des fontions. Un premier
fait important est que par le théorème de Calderon-Vaillanourt, on a l'inlusion :
L2(X) ⊂ Ah(X).
Example 2.4. Les fontions WKB
2
de la forme :
uh(x) = α(x)e
i S(x)
h
S étant une fontion réelle C∞, sont des fontions admissibles stables par l'ation
d'un opérateur pseudo-diérentiel.
1
Rappelons que le bré otangent d'une variété diérentiable est naturellement muni d'une
struture sympletique. En eet, pour toute variété M lisse de dimension n, on peut munir de
façon intrinsèque son bré otangent T ∗M d'une struture de variété sympletique (T ∗M,ω) de
dimension 2n dénie par la diérentielle extérieure ω = dα de la 1-forme de Liouville α.
2
Pour Wentzel, Kramers et Brillouin.
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A tout élément uh du Ch-module des fontions admissibles est assoié un sous-
ensemble de T ∗X , et ensemble, nommé miro-support3 dérit la loalisation de la
fontion uh dans l'espae des phases.
Denition 2.5. Soit uh ∈ Ah(X), on dira que uh est négligeable au point m ∈
T ∗X , si et seulement s'il existe Ph un opérateur pseudo-diérentiel elliptique en m
tels que :
‖Phuh‖L2(X) = O(h∞).
On dénit alorsMS(uh), le miro-support de uh omme le omplémentaire dans
T ∗X de l'ensemble des points m ∈ T ∗X où uh est négligeable. Parmi les propriétés
liées au miro-support nous avons que si Ph est un opérateur pseudo-diérentiel de
symbole prinipal p alors on a l'impliation :
Phuh = O(h
∞)⇒MS(uh) ⊂ p−1(0).
Don si par exemple Ph est un opérateur de symbole prinipal p, λ un salaire, et
si uh est une fontion non nulle telle que : (Ph − λId) uh = O(h∞) alors MS(uh) ⊂
p−1(λ). Cei est une propriété fondamentale de l'analyse miroloale : elle donne
une loalisation des fontions propres dans l'espae des phases.
Example 2.6. Pour une fontion WKB : uh(x) = α(x)e
iS(x)
h
on a :
MS(uh) = {(x, dS(x)) , α(x) 6= 0} .
Denition 2.7. Soient uh, vh ∈ Ah(X)2, on dira que uh = vh + O(h∞) sur un
ouvert U ⊂ T ∗X si et seulement si :
MS(uh − vh) ∩ U = Ø.
Ave les propriétés du miro-support, on peut montrer que pour tout ouvert U
de T ∗X , l'ensemble {uh ∈ Ah(X)/MS(uh) ∩ U = Ø} est un Ch−sous-module de
Ah(X), on peut alors dénir l'espae des miro-fontions :
Denition 2.8. Soit U un ouvert non vide de T ∗X , on dénit l'espae des miro-
fontions sur U omme étant le Ch−module quotient :
Mh(U) := Ah(X)/ {uh ∈ Ah(X), MS(uh) ∩ U = Ø} .
Les opérateurs pseudo-diérentiels agissent surMh(U), en eet : pour tout opé-
rateur pseudo-diérentiel Ph on a MS(Phuh) ⊂ MS(uh) et ainsi Ph (Mh(U)) ⊂
Mh(U).
A tout triplet (Ph, λ, U) où Ph est un opérateur pseudo-diérentiel, λ un salaire
de l'anneau Ch et U un ouvert non vide de T
∗X , on peut assoier l'ensemble
L (Ph, λ, U) des mirofontions uh solutions dans l'ouvert U de (Ph − λId) uh =
O(h∞). L'ensemble L (Ph, λ, U) est un Ch-module, et si Ω désigne un ensemble
d'indies quelonque, la famille d'ensembles {L (Ph, λ, Ux) , x ∈ Ω} est un faiseau
au dessus de
⋃
x∈Ω
Ux. En eet toute solution peut être restreinte sur des ouverts plus
petits d'une unique manière, et deux solutions uh dénie sur un ouvert Ux et vh
dénie sur un autre ouvert Uy et telles que uh = vh sur l'ouvert Ux ∩ Uy peuvent
être misent ensemble pour former une solution globale sur l'ouvert Ux ∪ Uy. Ce
faiseau est supporté
4
sur l'ensemble p−1(λ) ⊂ T ∗X .
3
Ou front d'ondes.
4
Au sens du miro-support.
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2.3. Systèmes intégrables semi-lassiques. Un système intégrable lassique est
la donnée d'une variété sympletique (M,ω) de dimension 2n et de n fontions
(f1, ..., fn) de l'algèbre C∞(M) telles que les diérentielles (dfi(x))i=1,...,n sont libres
presque partout sur M , et telles que pour tout indies i, j on ait {fi, fj} = 0. On
dénit aussi l 'appliation moment lassique assoiée :
f :
 M → R
n
x 7→ (f1(x), ..., fn(x)) .
Un système intégrable semi-lassique sur une variété X est la donné de n opé-
rateurs pseudo-diérentiels P1, ..., Pn sur L
2(X) tels que pour tout indies i et j
on ait [Pi, Pj ] = O(h
∞) et dont les symboles prinipaux forment un système in-
tégrable sur M := T ∗X . On notera par P := (P1, ..., Pn) l'appliation moment
quantique et par p := (p1, .., .pn) l'appliation moment lassique assoiée aux sym-
boles prinipaux de P. Les points réguliers de l'appliation moment lassique sont
les points m ∈M tels que les diérentielles (dpi(m))i=1,...,n sont libres. Les points
réguliers d'un système intégrable ont une desription sympletique loale simple
donnée par le théorème de Darboux-Carathéodory (voir par exemple [2℄). Une bre
Λc := p
−1(c) est régulière si et seulement si tous les points de Λc sont réguliers pour
p. Les bres régulières sont dérites par le théorème ations-angles, nommé aussi
théorème d'Arnold-Liouville-Mineur, qui donne la dynamique lassique au voisi-
nage d'une bre régulière onnexe et ompate : le ot hamiltonien assoié à une
intégrale première est quasi-périodique (droites s'enroulant sur un tore). Ces deux
théorèmes ont un analogue semi-lassique : Y. Colin de Verdière pour le théorème de
Darboux-Carathéodory [7℄ et S. Vu Ngo pour le théorème ations-angles [31℄,[32℄.
Le théorème de Darboux-Carathéodory semi-lassique permet de faire une desrip-
tion préise de l'ensemble des miro-solutions des équations Pjuh = O(h
∞). Les
résultats d'analyse miroloale nous informe déjà que les solutions uh sont loali-
sées sur
n⋂
j=1
p−1j (0) ; mais en fait on a bien mieux :
Proposition 2.9. Pour tout point m ∈M régulier de p = (p1, ...pn) tel que p(m) =
0, le faiseau des mirosolutions de l'équation :
Pjuh = O(h
∞) près de m
est un faiseau en Ch-module libre de rang 1 engendré par U
−1(1) où U est un
opérateur intégral de Fourier et 1 est une mirofontion égale à 1 près de l'origine.
2.4. Fibres régulières d'un système intégrable. En onséquene pour une
bre ΛE := p
−1(E) ompate, onnexe et régulière, toute mirosolution uh de
(Ph − EId)uh = O(h∞) est engendré par U−1(1). La théorie des opérateurs inté-
graux de Fourier montre que uh est néesseraiment du typeWKB. On va maintenant
dérire omment on prolonge une mirosolution d'un ouvert à un autre le long d'une
bre régulière (pour plus de détails, voir [34℄). Pour ommener on se donne un
reouvrement ni (Uα)α∈Ω d'ouverts de la bre ΛE . Pour tout ouple d'ouverts
non vides Uα et Uβ du reouvrement tels que Uα∩Uβ est non vide et onnexe; si on
onsidère alors deux mirofontions ϕα et ϕβ solutions de (Ph − λId)uh = O(h∞)
miroloalement sur les ouverts respetifs Uα et Uβ, les mirofontions ϕα et ϕβ
sont respetivement engendrés par U−1 (1α) et par U−1 (1β), 1α et 1β étant égale
à 1 miroloalement sur Uα et respetivement sur Uβ . En se plaçant sur Uα ∩ Uβ
et en utilsant l'argument de la dimension 1 on a l'existene de cα,β ∈ Ch tel que
sur Uα ∩ Uβ on ait
U−1 (1α) = cα,βU−1 (1β)
5
et don, sur Uα ∩ Uβ on a :
1α = cα,β1β .
La théorie des opérateurs intégraux de Fourier montre (voir [33℄,[34℄) que la on-
stante cα,β s'érit sous la forme
cα,β = e
iSαβ
h
le salaire Sαβ étant dans Ch est dépendant de la variable E. Plus généralement
pour une famille nie (Uk)k=1,...,l d'ouverts non vides reouvrant une partie om-
pate et onnexe de la bre régulière ΛE telle que pour tout indie k ∈ {1, .., l − 1} ,
Uk ∩ Uk+1 est non vide et onnexe. Sur haques ouverts Uk on a un générateur 1k
de L (Ph, λ, Uk) et pour tout indie k ∈ {1, .., l − 1} il existe ck,k+1 = e
iSk,k+1
h ∈ Ch
tel que :
1k = ck,k+11k+1
ainsi nous avons alors l'égalité suivante
11 = c1,2c2,3 . . . cl−1,l1l.
On peut don érire 11 = e
iS1,l
h 1l où on a posé S1,l =
∑l−1
k=1 Sk,k+1. La dépendane
en la variable E est lisse : les fontions E 7→ S.(E) sont C∞(voir [31℄,[33℄ et [34℄).
Fig. 2 : Un reouvrement par des ouverts d'une bre régulière.
2.5. Théorème d'Egorov et opérateurs intégraux de Fourier. Pour nir
donnons le théorème d'Egorov qui permet de dénir rapidement la notion d'opéra-
teur intégral de Fourier, voir par exemple [12℄ :
Theorem 2.10. (Egorov) : Soient (T ∗X, dα) et (T ∗Y, dβ) deux variétés symple-
tomorphe : il existe χ un sympletomorphisme de T ∗X dans T ∗Y . On supposera que
χ est exat : χ∗β−α est une 1-forme exate sur X. Alors il existe χ˜ un morphisme
de Ch-module de Mh(X) dans Mh(Y ) inversible tel que pour tout a ∈Mh(Y ), en
notant par aˆ = Owp (a), l'opérateur :
B = χ˜−1 ◦ aˆ ◦ χ˜
est un opérateur pseudo-diérentiel sur Mh(X), et dont le symbole prinipal est
donné par a0 ◦χ, a0 étant le symbole prinipal de aˆ. On dit que χ˜ est un opérateur
intégral de Fourier assoié à χ.
6
2.6. Théorie spetrale de l'opérateur de Shrödinger. Pour un panorama à
la fois historique et atuel sur l'étude du laplaien et de l'opérateur de Shrödinger
sur une variété riemannienne on pourra onsulter [23℄. Ii on onsidère l'opérateur
linéaire sur L2(R) :
Ph := −h
2
2
d2
dx2
+ V.
T. Carleman [4℄ en 1934 à montré que si la fontion V est loalement bornée et
globalement minorée, alors l'opérateur de Shrödinger Ph est essentiellement auto-
adjoint. En 1934 K. Friedrihs [16℄ a montré que dans le as où la fontion V est
onnante, ie lim
|x|→∞
V (x) = +∞ alors le spetre de l'opérateur de Shrödinger Ph
est onstitué d'une suite de valeurs propres de multipliité nie s'aumulant en
+∞. Le théorème de Courant de 1953 [13℄, assure en partiulier que la première
valeur propre µ1(h) de l'opérateur Ph est simple :
min
x∈R
V (x) ≤ µ1(h) < µ2(h) ≤ · · · ≤ µn(h)→+∞.
Rappelons [34℄ que pour un ompat K de [min(V ),+∞[ on a la :
Denition 2.11. On appelle spetre semi-lassique dans le ompat K, l'ensemble
Σh(Ph,K) des familles de réels Eh ∈ R vériant lim
h→0
Eh → E ∈ K et telles qu'il
existe une mirofontion uh ave MS(uh) = p
−1(E) et vériant :
(Ph − Eh)uh = O(h∞).
On appelle multipliité miroloale de Eh la dimension du Ch-module des solutions
miroloales de ette équation.
Moralement le spetre semi-lassique (ou miroloal) orrespond aux valeurs
propres approhées ave une préision d'ordre O(h∞) inluant les multipliités. Le
spetre semi-lassique et le spetre exat sont liés par la :
Proposition 2.12. [34℄ Sur un ompat K de R, le spetre semi-lassique Σh(Ph,K)
et le spetre exat σ(Ph) de l'opérateur linéaire auto-adjoint P h sont liés par :
Σh(Ph,K) = σ(P ) ∩K +O(h∞)
au sens où si λh ∈ Σh(Ph,K), alors il existe µh ∈ σ(Ph) ∩ K tel que λh = µh +
O(h∞) ; et si µh ∈ σ(P h) ∩K, alors il existe λh ∈ Σh(Ph,K) tel que µh = λh +
O(h∞). De plus pour toute famille Eh ayant une limite nie E ∈ K lorsque h→ 0,
si la multipliité miroloale de Eh est bien dénie et est nie, alors elle est égale
pour h assez petit au rang du projeteur spetral de Ph sur une boule de diamètre
O(h∞) entrée autour de Eh.
3. La formule de Colin de Verdière-Parisse
3.1. Le adre. Soit V ∈ C∞(R) telle que lim
|x|→∞
V (x) = +∞ et V possédant exa-
tement un maximun loal non dégénéré, que l'on supposera atteint en 0, ainsi :
V (0) = 0, V ′(0) = 0, V ′′(0) < 0.
Example 3.1. Un exemple typique non-générique est la fontion V (x) = x4 − x2.
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Fig. 3 : La ourbe représentative de la fontion potentiel paire V (x) = x4 − x2. On
distingue les deux puits (les minima) du potentiel, le droit et le gauhe.
On notera par p la fontion dénie sur le bré otangent de R par :
p(x, ξ) :=
ξ2
2
+ V (x) ∈ C∞(T ∗R,R).
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
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0.8
1
Fig. 4 : Le feuilletage de p−1(c) ; ave des > 0 les bres elliptiques ont une seule
omposante onnexe, pour =0 : la bre singulière en forme de huit hyperbolique,
et pour des c < 0 : les bres elliptiques ont deux omposantes onnexes.
Son quantié de Weyl Ph est donné par :
Ph = −h
2
2
∆ + V.
Pour étudier le spetre de l'opérateur Ph dans une fenêtre de taille E, ave E ∈
[−1, 1], onsidérons alors l'opérateur :
Ph − EId
Id étant l'opérateur identité. Ainsi par dénition nous avons que
(Ph − EId)uh = O(h∞)⇔ E ∈ Σh(Ph).
3.2. Énoné de la formule. Y. Colin de Verdière et B. Parisse ont donné les
règles de Bohr-Sommerfeld dans le as singulier sous la forme suivante :
Theorem 3.2. Pour E ∈ [−1, 1] l'équation :
(Ph − EId)uh = O(h∞)
8
admet une solution uh ∈ L2(R) non triviale ave son mirosupport MS(uh) =
p−1{E} si et seulement si E vérie l'équation suivante :
(3.1)
1√
1 + e
2πε
h
cos
(
θ+ − θ−
2
)
= cos
(
−θ+ + θ−
2
+
π
2
+
ε
h
ln(h) + arg
(
Γ
(
1
2
+ i
ε
h
)))
où :
ε := ε(E), θ+/− := θ+/−(E) = S+/−(E)/h.
Les fontions ε et S+/− admettant des développements asymptotiques en puissane
de h ave des oeients C∞ par rapport à E.
3.3. Les grandes étapes de la preuve. On résume [8℄, [9℄ et une bonne partie
de [10℄. La preuve de la formule se déompose en plusieurs grandes étapes.
La stratégie. La première étape de la preuve est une étude loale autour de la
singularité. Pour ça on utilise une forme normale de Birkho quantique de manière
à se ramener à une équation diérentielle linéaire du premier ordre. On exhibe alors
quatre solutions et on utilise le fait que l'ensemble des solutions est de dimension
2, pour en déduire une dépendane linéaire entres es solutions. La seonde étape
onsiste à prolonger de manière globale les fontions solutions, e qui donnera à
nouveau une dépendane linéaire entres les solutions. A la n, on exprime simulta-
nément es relations linéaires ave un déterminant.
Première étape : Étude loale autour de la singularité. Pour un réel E ∈
[−1, 1], on va étudier l'équation (Ph − EId)uh = O(h∞) ave une forme normale
quantique autour de l'origine, utilisons le :
Theorem 3.3. (Théorème 3 de [10℄) Il existe U un opérateur intégral de Fou-
rier, N un opérateur pseudo-diérentiel elliptique en 0 et une fontion ε ayant
un développement asymptotique en puissane de h : ε(E) =
∑
j≥0 εj(E)h
j
où les
fontions εj sont de lasse C∞ par rapport à E et indépendante de h, tels que mi-
roloalement dans un ouvert Ω0 ontenant l'origine, on ait pour tout E ∈ [−1, 1] :
U−1(Ph − EId)U = N
(
x̂ξ − ε(E)Id
)
où
x̂ξ :=
h
i
(
x
d
dx
+
1
2
Id
)
ave ε0(0) = 0 et ε
′
0(0) =
1√
−V ′′ (0)
.
La démonstration de e théorème de forme normale quantique est donnée dans
[8℄ ou [10℄, la preuve utilise le lemme de Morse isohore [6℄.
Remark 3.4. Cette forme normale reste valide uniquement pour |E| ≤ 1.
Pour tout |E| ≤ 1 on a :
ε(E) = ε0(E) +
∞∑
j=1
εj(E)h
j .
Ainsi, en appliquant la formule de Taylor sur la fontion lisse ε0, on a pour tout
E ∈ [−1, 1] nous avons :
ε(E) =
E√
−V ′′(0) +O(E
2) +
∞∑
j=1
εj(E)h
j .
Par la suite on va utiliser e théorème ave E := λhα où λ ∈ [−1, 1] et α ≥ 0. Ainsi
dans e là nous avons pour tout λ ∈ [−1, 1] :
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(3.2) ε(λhα) =
λhα√
−V ′′(0) +O(h
2α) +
∞∑
j=1
εj(λh
α)hj
Fig. 5 : Ouvert Ω0 où la forme normale est valide.
Grâe à e théorème on a un lien très simple entres les veteurs propres de
(Ph − EId) et eux de x̂ξ − ε(E)Id ; en eet on voit failement que :
(Ph − EId)uh = O(h∞)⇔
(
x̂ξ − ε(E)Id
)
U−1(uh) = O(h∞).
Ainsi si on travaille sur l'ouvert Ω0 où la forme normale est valide, on est amené à
résoudre :
(
x̂ξ − ε(E)Id
)
vh = O(h
∞), ie, résoudre : xv′h(x) +
(
1
2 − i ε(E)h
)
vh(x) =
O(h∞). Alors, par simple intégration d'équation diérentielle ordinaire linéaire du
premier ordre, les solutions exates de
(
x̂ξ − ε(E)Id
)
vh = 0 sont engendrées par
les deux fontions :
ϕ1(x) := x
− 12+i εh
+ = 1R∗+(x)e
− 12 ln(x)+i εh ln(x)
et
ϕ2(x) := x
− 12+i εh
− = 1R∗−(x)e
− 12 ln(−x)+i εh ln(−x).
Ensuite, l'idée est de onstruire deux autres solutions de
(
x̂ξ − ε(E)Id
)
vh = 0 ;
pour ela on utilise la h-transformée de Fourier dénie par :
Fh(f)(x) := 1√
2πh
∫ +∞
−∞
f(t)e−
ixt
h dt.
En eet, en utilisant les propriétés usuelles sur la dérivation des h-transformées de
Fourier on a la :
Proposition 3.5. En posant ϕ∗1(x) := x
− 12−i εh
+ et ϕ
∗
2(x) := x
− 12−i εh− , les fontions
ϕ3 et ϕ4 dénies par
ϕ3(ξ) := e
−iπ4Fh (ϕ∗1) (−ξ) et ϕ4(ξ) := e−i
π
4Fh (ϕ∗2) (−ξ)
sont aussi solutions exates de x̂ξ − ε(E)Id = 0.
Maintenant si uh est solution de
(
x̂ξ − ε(E)Id
)
uh = bh où le seond membre
bh est un O(h
∞), on peut, en utilisant essentiellement la méthode de la variation
de la onstante, voir [8℄, montrer que néessairement ∃!x1, x2 ∈ C2h tels que uh =
x1ϕ1 + x2ϕ2 +O(h
∞), en eet :
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Theorem 3.6. [8℄ L'espae des solutions miroloales de l'équation
(
P̂ − EId
)
uh =
O(h∞) dans Ω0 est un Ch- module libre de rang 2.
En notant par B := {ϕ1, ϕ2} et B′ := {ϕ3, ϕ4} les deux bases de solutions, la
matrie de passage Q de la base B′ à B est donnée par :
Theorem 3.7. En notant ε := ε(E), la matrie de passage Q s'érit :
Q = E
(
1 ie−
ε
h
ie−
ε
h 1
)
où
E := Γ(
1
2 + i
ε
h )√
2π
e
ε
h
(π2 +ln(h)) =
1√
1 + e−2πi
ε
h
ei arg(Γ(
1
2+i
ε
h
))+i ε
h
ln(h).
Démonstration. Pour ela on a besoin du (voir annexe) : 
Lemma 3.8. Pour tout λ ∈ C− Z∗ on a, au sens des distributions, que :
Fh
([
xλ+
])
(ξ) =
iΓ(λ+ 1)√
2π
hλ+
1
2
[
ei
π
2 λξ−λ−1− − e−i
π
2 λξ−λ−1+
]
et
Fh
([
xλ−
])
(ξ) =
iΓ(λ+ 1)√
2π
hλ+
1
2
[
ei
π
2 λξ−λ−1+ − e−i
π
2 λξ−λ−1−
]
Γ désignant la fontion Gamma d'Euler usuelle.
De e lemme, on en déduit l'égalité suivante :
Fh (ϕ1) (ξ) = Fh
([
x
− 12+i εh
+
])
(ξ) =
iΓ(12 + i
ε
h )√
2π
hi
ε
h
[
e−
π
2
ε
h e−i
π
4 ξ
− 12−i εh
− − ei
π
4 ei
π
2
ε
h ξ
− 12−i εh
+
]
.
En appliquant à nouveau Fh on a :
(Fh ◦ Fh) (ϕ1)(x) =
iΓ(12 + i
ε
h )√
2π
hi
ε
h
[
e−
π
2
ε
h e−i
π
4Fh
([
ξ
− 12−i εh−
])
(x)− eiπ4 e π2 εhFh
([
ξ
− 12−i εh
+
])
(x)
]
ie :
ϕ1(−x) =
iΓ(12 + i
ε
h )√
2π
hi
ε
h
[
e−
π
2
ε
h e−i
π
4Fh (ϕ∗2) (x) − ei
π
4 e
π
2
ε
hFh (ϕ∗1) (x)
]
=
iΓ(12 + i
ε
h )√
2π
hi
ε
h
[
e−
π
2
ε
hϕ4(−x)− eiπ2 e π2 εhϕ3(−x)
]
et don :
ϕ1(x) =
Γ(12 + i
ε
h)e
π
2
ε
h√
2π
hi
ε
h
[
ϕ3(x) + ie
−π ε
hϕ4(x)
]
.
De même on montre que
ϕ2(x) =
Γ(12 + i
ε
h)e
π
2
ε
h√
2π
hi
ε
h
[
ϕ4(x) + ie
−π ε
hϕ3(x)
]
.
Par onséquent :
Q = E
(
1 ie−
ε
h
π
ie−
ε
h
π 1
)
ave E = Γ(
1
2 + i
ε
h )√
2π
e
ε
h
(π2 +ln(h)).
Pour nir la démonstration, il reste juste à vérier que :
Γ(12 + i
ε
h )√
2π
e
ε
h
(π2 +ln(h)) =
1√
1 + e−2π
ε
h
ei arg(Γ(
1
2+i
ε
h
))+i ε
h
ln(h)
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en eet omme
arg
(
Γ
(
1
2
+ i
ε
h
))
= −i ln
(
Γ
(
1
2
+ i
ε
h
))
+ i ln
(∣∣∣∣Γ(12 + i εh)
∣∣∣∣)
on a don
ei arg(Γ(
1
2+i
ε
h
)) =
Γ(12 + i
ε
h )∣∣Γ(12 + i εh )∣∣ .
Et omme∣∣∣∣Γ(12 + i εh
)∣∣∣∣2 = Γ(12 + i εh
)
Γ
(
1
2
+ i
ε
h
)
= Γ
(
1
2
+ i
ε
h
)
Γ
(
1
2
− i ε
h
)
en appliquant la formule des ompléments on a :∣∣∣∣Γ(12 + i εh
)∣∣∣∣2 = πcos(πi εh ) = πcosh(π εh )
et don
ei arg(Γ(
1
2+i
ε
h
)) =
Γ(12 + i
ε
h )√
2π
√
eπ
ε
h + e−
ε
h
π
ainsi
1√
1 + e−2π
ε
h
ei arg(Γ(
1
2+i
ε
h
)) =
Γ(12 + i
ε
h )√
2π
e
ε
h
π
2 .
Ce qui montre le théorème 3.8. 
Revenons maintenant à l'étude de (Ph − EId)uh = O(h∞) : si uh est une solution
globale non triviale, en se plaçant sur l'ouvert Ω0 où la forme normale est valide,
il existe alors x1,x2, x3,x4 ∈ (Ch)4 tels que U−1uh = x1ϕ1 + x2ϕ2 = x3ϕ3 + x4ϕ4.
Ensuite en posant pour tout indie j ∈ {1, 2, 3, 4} , φj := Uϕj , les deux familles
C := {φ1, φ2} et C′ := {φ3, φ4} sont deux bases de solutions de (Ph − EId)uh =
O(h∞) dans l'ouvert Ω0. Don, dans Ω0 on a uh = x1φ1 + x2φ2 = x3φ3 + x4φ4. Et
ainsi on a alors la relation matrie-veteur suivante :
(3.3)
(
x3
x4
)
= Q
(
x1
x2
)
.
Seonde étape : Étude globale. Toutes les bres ΛE := p
−1(E) sont ompates,
pour E 6= 0, la bre Λ0 := p−1(0) étant l'unique bre singulière du feuilletage.
L'ensembleΥ0 := p
−1(0)−Ω0 est une partie régulière de la bre Λ0, pour E ∈ [−1, 1]
le faiseau des solutions miroloales de (Ph − EId)uh = O(h∞) au dessus de ΛE
est un bré plat de dimension 1 (voir [33℄,[34℄).
Fig. 6 : Les ouverts U1, U2, U3, U4 et Ω0.
12
La fontion φ1 appartient à L (Ph, E, U1) (ie : φ1 est une solution miroloale de(
P̂ − EId
)
uh = O(h
∞) sur l'ouvert U1) et la fontion φ4 appartient à L (Ph, E, U4),
don d'après la proposition 2.9, il y a alors une unique façon de prolonger (voir la
sous-setion 2.4) la solution φ1 le long de la ourbe en évitant la singularité pour
arriver sur l'ouvert U4 ; la solution nale φ˜1 dière alors de la solution φ4 par un
fateur de phase (voir la sous-setion 2.4) : φ˜1 = e
iS+(E)/hφ4 où la fontions S+
admet un développement asymptotique en puissane de h : S+(E) =
∞∑
i=0
S+j (E)h
j
ave des oeients S+j qui sont C∞ par rapport à la variable E. De la même façon
on a que φ˜2 = e
iS−(E)/hφ3 ave aussi une fontions S− ayant un développement
asymptotique en puissane de h : S−(E) =
∞∑
i=0
S−j (E)h
j
ave des oeients S−j qui
sont C∞ par rapport à la variable E. Ces deux séries formelles S+/− sont appelées
ations singulières. On posera pour la suite
θ+/−(E) :=
S+/−(E)
h
.
A e stade là, il ne reste plus qu'érire les relations loales et globales pour montrer
le théorème : soit uh une solution globale de (Ph − EId)uh = O(h∞), telle que sur
haun des ouverts U1, U2, U3, U4 (voir Figure 6) on ait :
∀j ∈ {1, 2, 3, 4} , uh|Uj = xjφj
on a alors que :(
x3
x4
)
= Q
(
x1
x2
)
et
(
x3
x4
)
=
(
0 eiθ−(E)
eiθ+(E) 0
)(
x1
x2
)
.
Ainsi il existe une fontion uh = x1φ1 + x2φ2 = x3φ4 + x4φ4 solution globale non
triviale de (Ph − EId)uh = O(h∞) si et seulement si :
det
(
Q−
(
0 eiθ−(E)
eiθ+(E) 0
))
= 0
⇔ det
(
Q
(
0 e−iθ+(E)
e−iθ−(E) 0
)
− I2
)
= 0
⇔ 1 ∈ Spec(T (E))
où on a posé
T (E) := Q
(
0 e−iθ+(E)
e−iθ−(E) 0
)
= E
(
e−iθ−(E)ie−ε(E)π/h e−iθ+(E)
e−iθ−(E) e−iθ+(E)ie−ε(E)π/h
)
= E
(
e−iθ−(E)ie−ε(E)π/h e−iθ+(E)
e−iθ−(E) e−iθ+(E)ie−ε(E)π/h
)
.
Et maintenant à e stade là, pour onlure on utilise le lemme 1 de [8℄, rappelons
le :
Lemma 3.9. [8℄ Soit U une matrie unitaire de M2(C), où U =
(
a b
c d
)
, tels
que U 6=
(
0 eiθ1
e−iθ2 0
)
; alors
1 ∈ Spec(U)⇔ |a| cos
(
arg(da)
2
− arg(a)
)
= cos
(
arg(da)
2
)
, |d| = |a| .
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En appliquant e lemme à la matrie T (E) on arrive bien à :
1 ∈ Spec(T (E))⇔
1√
1 + e
2πε
h
cos
(
θ+ − θ−
2
)
= cos
(
−θ+ + θ−
2
+
π
2
+
ε
h
ln(h) + arg
(
Γ
(
1
2
+ i
ε
h
)))
.
Ce qui donne bien la formule proposée dans le théorème 3.2.
Remark 3.10. Dans [10℄, Y. Colin de Verdière et B. Parisse montre que dans le
as où E = λh ave λ ∈[−1, 1], les ations singulières peuvent s'érire ave des
invariants sympletiques :
S
+/−
0 (E) = A+/−(E) + ε0(E) ln |ε0(E)| − ε0(E)
où A+/−(E) :=
∫
p=E,+/−
ξ dx est l'intégrale d'ation de la ourbe p−1(E) du puit
+/−.
3.4. Du singulier au régulier. Toujours dans [10℄, les auteurs examinent le lien
entre le as régulier et singulier. Soient E+, E− ∈ [−1, 1]2 tels que 0 < E− < E+
ave E− > ǫ où ǫ est un réel stritement positif indépendant de h.
Haut de spetre. C'est le as où E ∈ I+ := [E−, E+], l'ensemble J+ := p−1 (I+)
est alors un anneau topologique. Pour tout E ∈ I+, limh→0+ εh = +∞ don en
utilisant la formule de Stirling, pour h→ 0 on a
arg
(
Γ
(
1
2
+ i
ε
h
))
=
ε
h
ln
∣∣∣ ε
h
∣∣∣− ε
h
+ o(1)
d'où pour h→ 0 :
−θ+ + θ−
2
+
π
2
+
ε
h
ln(h) + arg
(
Γ
(
1
2
+ i
ε
h
))
= − 1
h
A+/−(E) +
π
2
+ o(1).
D'autre part omme limh→0+ 1q
1+e
2πε
h
= 0 ; l'asymptotique de la formule (3.1) est :
0 = cos
(
−A(E)
2h
+
π
2
+ o(1)
)
où A(E) = A+(E) + A−(E), e qui donne bien les règles de Bohr-Sommerfeld
régulière pour un puits :
1
hA(E) + o(1) ∈ πZ.
Bas de spetre. C'est le as où E ∈ I− := [−E+,−E−], l'ensemble J− := p−1 (I−)
est alors la réunion de deux anneaux topologique. Pour tout E ∈ I−, limh→0+ εh =−∞ don toujours ave la formule de Stirling, pour h→ 0 :
arg
(
Γ
(
1
2
+ i
ε
h
))
=
ε
h
ln
∣∣∣ ε
h
∣∣∣− ε
h
+ o(1)
d'où pour h→ 0 :
−θ+ + θ−
2
+
π
2
+
ε
h
ln(h) + arg
(
Γ
(
1
2
+ i
ε
h
))
= − 1
h
A+/−(E) +
π
2
+ o(1).
D'autre part omme limh→0+ 1q
1+e
2πε
h
= 1 ; l'asymptotique de la formule (3.1) est :
cos
(
A+(E)−A−(E)
2h
+O(1)
)
= cos
(
−A+(E) +A−(E)
2h
+
π
2
+ o(1)
)
e qui implique don 
A+(E)
h +
π
2 +O(1) ∈ 2πZ
et
A−(E)
h +
π
2 +O(1) ∈ 2πZ.
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Ce sont bien les règles de Bohr-Sommerfeld régulières pour les deux puits.
4. La forme du spetre autour de la singularité
4.1. Introdution et résultats. On va dans ette partie utiliser la formule du
théorème 3.1 pour en déduire des informations sur le spetre semi-lassique autour
de l'origine de l'opérateur :
Ph := −h
2
2
∆+ V.
Préisément on va démontrer le prinipal théorème de ette artile :
Theorem 4.1. Le spetre semi-lassique de l'opérateur Ph sur le ompat
[
−√h,√h
]
s'érit omme la réunion disjointe
(αk(h))k∈Ih
⊔
(βl(h))l∈Jh
de deux familles (αk(h))k et (βl(h))l s'érivant αk(h) :=
√
hAh(2πk), βl(h) :=√
hBh(2πl), les fontions Ah et Bh étant de lasse C∞. De plus les familles (αk(h))k
et (βl(h))l sont stritement déroissantes et en quinone :
βk+1(h) < αk(h) < βk(h) < αk−1(h).
En outre l'interstie spetral est de l'ordre de O(h/ |ln(h)|) : il existent C,C′ deux
onstantes réelles stritement positives telles que :
C
h
|ln(h)| ≤ |αk+1(h)− αk(h)| ≤ C
′ h
|ln(h)| .
De même pour la famille (βl(h))l∈Jh .
Qui a pour onséquene immédiate le :
Corollary 4.2. Le nombre de valeurs propres de l'opérateur Ph dans le ompat[
−√h,√h
]
est de l'ordre de |ln(h)| /√h.
Avant de démontrer le théorème 4.1 on va interpréter le terme en ln(h).
4.2. Interprétation géométrique. Le terme |ln(h)| est la signature de la singu-
larité hyperbolique : en eet géométriquement il orrespond au temps de parours
du ot lassique ave un point initial situé a une distane
√
h de l'origine, en eet :
Theorem 4.3. Soit mh ∈ T ∗R de oordonnés
(√
h, 0
)
dans le repère (0, x, ξ) .
Alors le ot hamiltonien assoié à p et de point initial mh est périodique et sa
période τh vérie pour h→ 0 l'équivalent suivant :
τh ∼ ln (h)
K
où K est une onstante réelle non nulle et indépendante de h.
Démonstration. Sans perdre de généralités omme V ′′(0) < 0 on peut supposer
que −V ′′(0) = 1. Ensuite notons par Λh = p−1 {p (mh)} l'unique bre régulière
ontenant le point mh alors le ot hamiltonien ϕt (mh) assoié à p et de point
initial mh est périodique et supporté sur la bre Λh. Pour estimer la période on va
faire deux étapes : d'abord en se plaçant autour de la singularité (en 0) on peut
utiliser une forme normale lassique pour estimer le temps de visite du ot dans un
voisinage de la singularité. Ensuite la seonde étape onsiste à estimer le temps de
visite du ot en dehors de e voisinage.
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Première étape. Avant d'utiliser une forme normale on va d'abord faire un
hangement de repère préliminaire : en faisant un développement limité de la fon-
tion V autour de 0 :
p(x, ξ) =
ξ2
2
+ V (x) =
ξ2
2
+ V (0) + V ′(0) +
V ′′(0)
2
x2 +O(x3)
=
ξ2
2
− x
2
2
+ o(x3)
don sur un voisinage de (0, 0) nous avons que
p(x, ξ) =
(
ξ√
2
− x√
2
)(
ξ√
2
+
x√
2
)
+ o(x3).
L'appliation :
ϕ :

R2 → R2
(x, y) 7→
(
ξ√
2
− x√
2
, ξ√
2
+ x√
2
)
est un C1- diéomorphisme linéaire et son inverse ϕ−1 est égale à ϕ. Ainsi dans les
nouvelles variables (X,Ξ) := ϕ(x, ξ) on a
P (X,Ξ) = XΞ+ o
(
X3Ξ3
)
et le point initial mh a pour nouvelles oordonnées mh =
(√
h
2 ,
√
h
2
)
. Alors le
théorème 2 de forme normale de Moser (voir [25℄) assure l'existene d'un ouvert U
de R2 ontenant l'origine, d'un sympletomorphisme ψ : U → R2 et d'une fontion
F : R→ R de lasse C∞ telle que pour tout (X,Ξ) ∈ U on ait
P (X,Ξ) = F (XΞ).
Ainsi les équations de Hamilton du ot sont alors :
X˙ = F ′ (XΞ)X
Ξ˙ = −F ′ (XΞ)Ξ.
Notons bien que t 7→ X(t)Ξ(t) est onstante, ainsi pour tout t ≥ 0 on a l'égalité
X(t)Ξ(t) = X(0)Ξ(0) = h2 . En posant Ch = F
′ (h
2
)
nous avons don que pour tout
t ≥ 0 : 
X(t) =
√
h
2 e
Cht
Ξ(t) =
√
h
2 e
−Cht.
Or omme U est un ouvert non vide ontenant 0, il existe une onstante A > 0 telle
que la boule B∞(0, A) (pour la distane innie de R2) de entre 0 et de rayon A soit
inluse dans U . On va aluler le temps τ1(h) pour que le ot hamiltonien partant
du point mh = (X(0),Ξ(0)) =
(√
h
2 ,
√
h
2
)
sorte de la boule arré B∞(0, A) : il
faut don trouver t tel que Ξ(t) = A. On a alors immédiatement que :
τ1(h) =
1
Ch
ln
(√
h
2
)
− 1
Ch
ln(A)
=
1
2Ch
ln (h)− 1
2Ch
ln(2)− 1
Ch
ln(A).
Ainsi sur une période omplète du ot hamiltonien partant du point mh le temps
total de parours du ot dans la boule B∞(0, A) est 2τ1(h).
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Seonde étape : Il reste don a estimer le temps de parours du ot en dehors
de la boule B∞(0, A). En fait, on va montrer que e temps est négligeable par
rapport à τ1(h). Considérons alors le point a = (0, A) et omme l'unique bre
ΛA = p
−1 {p(a)} qui ontienne e point a ne ontient pas de singularité en dehors
de la boule B∞(0, A), le ot hamiltonien de point initial a va néessairement revenir
en temps ni dans la boule B∞(0, A), on peut alors onsidérer le réel :
t∗ := inf
{
t > 0/ϕt(a) ∈ B∞(0, A)
}
et poser b := ϕt∗(a). Notons aussi par Ta l'hyperplan transverse au ot (ϕt(a))t≥0
au point a, et par Tb l'hyperplan transverse au ot (ϕt(a))t≥0 au point b.
Comme le ot hamiltonien est assoié au hamps de veteur C∞ :
χP =
(
Ξ
V ′(X)
)
qui ne s'annule pas en a et en b, par un théorème lassique de alul diérentiel
de type appliation de Poinaré (voir par exemple [24℄) il existe Ωa un voisinage
ouvert de a dans le plan Ta, une fontion θ de Ωa dans R de lasse C∞ telle que
θ(a) = 0 ave les propriétés suivantes :
1) pour tout x ∈ Ωa on a ϕt∗+θ(x)(x) ∈ Tb ;
2) l'appliation x 7→ ϕt∗+θ(x)(x) est un diéomorphisme loal de Ωa dans Ωb un
voisinage ouvert de b dans le plan Tb.
Autrement dit, partant d'un point voisin de a sur l'hyperplan Ta le ot renontre
l'autre hyperplan Tb en un temps voisin de t
∗
qui est une fontion diérentiable du
point de départ.
Don en partiulier omme Ωa est un voisinage ouvert de a dans Ta ≃ R, par
ompaité loale il existe Ka un ompat de R tel que a ∈ Ka ⊂ Ωa ave Ka 6= {a}
et don évidemment pour tout x ∈ Ka on a |θ(x)| ≤ sup
x∈Ka
|θ(x)|. Ainsi, omme :
ϕτ1(h)(mh) =
(
h
2A
,A
)
pour h assez petit on a que ϕτ1(h)(mh) ∈ Ka × {A} et don :∣∣θ (ϕτ1(h)(mh))∣∣ ≤ sup
x∈Ka
|θ(x)|
d'où au nal la période τh est égale à τ(h) = τ1(h) + θ
(
ϕτ1(h)(mh)
)
.
Au nal :
τ(h) =
1
2Ch
ln (h)− 1
2Ch
ln(2)− 1
Ch
ln(A) + θ
(
ϕτ1(h)(mh)
)
don pour h→ 0 on a l'équivalent suivant :
τ(h) ∼ ln (h)
2F ′(h2 )
et omme F ′
(
h
2
)
= F ′(0) + F ′′(0)h2 + o(h
2) ave F ′(0) 6= 0, d'où pour h → 0
l'équivalent τ(h) ∼ ln(h)2F ′(0) . 
4.3. Démonstration du théorème 4.1.
Stratégie de la preuve. La formule du théorème de Colin de Verdière-Parisse
(théorème 3.2) est une équation fontionnelle impliite, on va inverser (au sens
bijetif) ette fontion de manière à pouvoir expliiter les valeurs propres. Pour
ela on va utiliser e théorème ave E = λhα où λ ∈ [−1, 1] et α ≥ 0 . Par la
suite on va voir que si l'on hoisit α ∈ [ 12 , 1[ de sorte qu'on ai l'inlusion évidente
[−hα, hα] ⊆
[
−√h,√h
]
, on peut montrer assez failement le théorème 4.1 ave
17
des tehniques d'analyse réelle basiques. An de omprendre pourquoi on suppose
α ∈ [12 , 1[ , plutt qu'érire la preuve diretement ave α = 12 on érira toute la
preuve ave α ∈ [12 , 1[ (voir aussi la partie 4.4.).
Prologue. On va ommener par des notations : pour alléger l'ériture on dénit
sur le ompat [−1, 1] les fontions :
Fh(E) := −θ+(E) + θ−(E)
2
+
π
2
+
ε(E)
h
ln(h) + arg
(
Γ
(
1
2
+ i
ε(E)
h
))
et
fh(λ) := Fh(λh
α) = −θ+(λh
α) + θ−(λhα)
2
+
π
2
+
ε(λhα)
h
ln(h)+arg
(
Γ
(
1
2
+ i
ε(λhα)
h
))
puis
Gh(E) :=
θ+(E) + θ−(E)
2
et
gh(λ) := Gh(λh
α) =
θ+(λh
α) + θ−(λhα)
2
.
Pour nir ave les notations, sur le ompat [−1, 1], on dénit les deux fontions
Yh et Zh par
Yh(λ) := fh(λ) − arccos
(
cos (gh(λ))√
1 + exp (2πε(λhα)/h)
)
et
Zh(λ) := fh(λ) + arccos
(
cos (gh(λ))√
1 + exp (2πε(λhα)/h)
)
.
Le théorème 3.2 arme alors exatement que :
hαλ ∈ Σh(Ph, [−hα, hα])⇔ cos (gh(λ))√
1 + e2π
ε
h
= cos (fh(λ))
⇔
∣∣∣∣∣∣∣∣∣∣
fh(λ) ≡ arccos
(
cos(gh(λ))√
1+exp(2πε(λhα)/h)
)
[2π]
ou
fh(λ) ≡ − arccos
(
cos(gh(λ))√
1+exp(2πε(λhα)/h)
)
[2π]
⇔
∣∣∣∣∣∣
Yh(λ) ∈ 2πZ
ou
Zh(λ) ∈ 2πZ.
L'idée pour expliiter le spetre est d'inverser les fontions Yh et Zh pour avoir une
formule expliite. On va d'abord montrer que :
Proposition 4.4. Pour h assez petit, la fontion Yh (resp. la fontion Zh) réa-
lise une bijetion stritement déroissante de [−1, 1] sur Yh ([−1, 1]) (resp. sur
Zh ([−1, 1])). En outre, on a uniformément sur [−1, 1] que
hα−1 ln(h)√
−V ′′(0) +O(h
α−1) ≤ Y ′h(λ) ≤
αhα−1 ln(h)√
−V ′′(0) +O(h
α−1).
De même pour la fontion Zh.
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Démonstration. Ave la dénition de la fontion Yh, pour tout λ ∈ [−1, 1] on a :
Y ′h(λ) = f ′h(λ)−
∂
∂λ
[
arccos
(
cos (gh(λ))√
1 + exp (2πε(λhα)/h)
)]
= −hα θ
′
+(λh
α) + θ′−(λh
α)
2
+ hα−1ε′(λhα) ln(h)
+
∂
∂λ
[
arg
(
Γ
(
1
2
+ i
ε(λhα)
h
))]
− ∂
∂λ
[
arccos
(
cos (gh(λ))√
1 + exp (2πε(λhα)/h)
)]
.
On va estimer, un par un, les quatre éléments de ette somme.
Comme la fontionE 7→ − (Θ′+(E) + Θ′−(E)) /2 admet un développement asymp-
totique de −1 à +∞, ave des oeients C∞ par rapport à E, on a don que la
fontion λ 7→ −hα θ
′
+(λh
α)+θ′
−
(λhα)
2 admet un développement asymptotique de α− 1
à +∞, ave des oeients C∞ par rapport à λ, ainsi nous avons que
−hα θ
′
+(λh
α) + θ′−(λh
α)
2
= O(hα−1).
Ensuite on va estimer le terme λ 7→ hα−1ε′(λhα) ln(h) : en utilisant le développe-
ment asymptotique de la fontion ε et en le dérivant on a :
ε′(λhα) =
∞∑
j=0
ε′j(λh
α)hj = ε′0(λh
α) +
∞∑
j=1
ε′j(λh
α)hj
= ε′0(0) +O(h
α) +
∞∑
j=1
ε′j(λh
α)hj
=
1√
−V ′′(0) +O(h
α) +
∞∑
j=1
ε′j(λh
α)hj .
Par onséquent nous obtenons :
hα−1ε′(λhα) ln(h) =
hα−1 ln(h)√
−V ′′(0) +O(h
2α−1 ln(h)) +
∞∑
j=1
ε′j(λh
α)hj+α−1 ln(h).
Estimons maintenant le terme λ 7→ ∂∂λ
[
arccos
(
cos(gh(λ))√
1+exp(2πε(λhα)/h)
)]
: par un
simple alul de dérivé on a pour tout λ ∈ [−1, 1] l'égalité :
∂
∂λ
[
arccos
(
cos (gh(λ))√
1 + exp (2πε(λhα)/h)
)]
=
sin(gh(λ))g
′
h(λ) [1 + exp (2πε(λh
α)/h)] + πhα−1ε′(λhα) cos(gh(λ)) exp (2πε(λhα)/h)
(1 + exp (2πε(λhα)/h))
√
1 + exp (2πε(λhα)/h)− cos2 (gh(λ))
=
sin(gh(λ))g
′
h(λ)√
1 + exp (2πε(λhα)/h)− cos2 (gh(λ))
+
πhα−1ε′(λhα) cos(gh(λ)) exp (2πε(λhα)/h)
(1 + exp (2πε(λhα)/h))
√
1 + exp (2πε(λhα)/h)− cos2 (gh(λ))
.
Or pour tout λ ∈ [−1, 1], omme : 1 + exp (2πε(λhα)/h) ≥ 1 on a don que :√
1 + exp (2πε(λhα)/h)− cos2 (gh(λ)) ≥
√
1− cos2 (gh(λ)) = |sin (gh(λ))|
d'où pour tout λ ∈ [−1, 1] :∣∣∣∣∣ sin(gh(λ))g′h(λ)√1 + exp (2πε(λhα)/h)− cos2 (gh(λ))
∣∣∣∣∣ ≤ |g′h(λ)|
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=∣∣∣∣ ∂∂λ
[
θ+(λh
α) + θ−(λhα)
2
]∣∣∣∣ = hα ∣∣∣∣θ′+(λhα) + θ′−(λhα)2
∣∣∣∣
=
hα
2
∣∣∣∣S′0,+(λhα) + S′0,−(λhα)h
+
(
S′1,+(λh
α) + S′1,−(λh
α)
)
+
∞∑
j=2
(
S′j,+(λh
α) + S′j,−(λh
α)
)
hj−1
∣∣∣∣∣∣
= O(hα−1).
Ensuite omme pour tout λ ∈ [−1, 1] :√
1 + exp (2πε(λhα)/h)− cos2 (gh(λ)) ≥ exp (πε(λhα)/h)
nous avons que pour tout λ ∈ [−1, 1] :∣∣∣∣∣ πhα−1ε′(λhα) cos(gh(λ)) exp (2πε(λhα)/h)(1 + exp (2πε(λhα)/h))√1 + exp (2πε(λhα)/h)− cos2 (gh(λ))
∣∣∣∣∣
≤ ∣∣πhα−1ε′(λhα)∣∣ exp (πε(λhα)/h)
ave
∣∣πhα−1ε′(λhα)∣∣ =
∣∣∣∣∣∣ πh
α−1√
−V ′′(0) +O(h
2α−1) +
∞∑
j=1
πε′j(λh
α)hj+α−1
∣∣∣∣∣∣
= O(hα−1)
et
(4.1) exp (πε(λhα)/h) = exp
 πλhα−1√−V ′′(0) +O(h2α−1) +
∞∑
j=1
πεj(λh
α)hj−1

omme α ≥ 12 , on en déduit alors que pour tout λ ∈ [−1, 0], exp (πε(λhα)/h) =
O(1), ainsi pour pour tout λ ∈ [−1, 0] on a :∣∣∣∣∣ πhα−1ε′(λhα) cos(gh(λ)) exp (2πε(λhα)/h)(1 + exp (2πε(λhα)/h))√1 + exp (2πε(λhα)/h)− cos2 (gh(λ))
∣∣∣∣∣ = O(hα−1).
D'autre part, pour tout λ ∈ [−1, 1] on a aussi∣∣∣∣∣∣∣∣∣∣
πhα−1ε′(λhα) cos(gh(λ)) exp (2πε(λhα)/h)
(1 + exp (2πε(λhα)/h))︸ ︷︷ ︸
≥exp(2πε(λhα)/h)
√
1 + exp (2πε(λhα)/h)− cos2 (gh(λ))︸ ︷︷ ︸
≥exp(πε(λhα)/h)
∣∣∣∣∣∣∣∣∣∣
≤ πh
α−1ε′(λhα) exp (2πε(λhα)/h)
exp (3πε(λhα)/h)
= πhα−1ε′(λhα)︸ ︷︷ ︸
=O(hα−1)
exp (−πε(λhα)/h)
ave
(4.2) exp (−πε(λhα)/h) = exp
− πλhα−1√−V ′′(0) +O(h2α−1)−
∞∑
j=1
πεj(λh
α)hj−1

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don toujours omme α ≥ 12 , on en déduit que pour tout λ ∈ [0, 1] on a exp (−πε(λhα)/h) =
O(1), ainsi pour tout λ ∈ [0, 1] on obtient∣∣∣∣∣ πhα−1ε′(λhα) cos(gh(λ)) exp (2πε(λhα)/h)(1 + exp (2πε(λhα)/h))√1 + exp (2πε(λhα)/h)− cos2 (gh(λ))
∣∣∣∣∣ = O(hα−1).
On vient don de montrer que pour tout λ ∈ [−1, 1]
∂
∂λ
[
arccos
(
cos (gh(λ))√
1 + exp (2πε(λhα)/h)
)]
= O(hα−1).
Ensuite, pour nir, on va aluler et estimer λ 7→ ∂∂λ
[
arg
(
Γ
(
1
2 + i
ε(λhα)
h
))]
: pour
tout λ ∈ [−1, 1] on a :
∂
∂λ
[
arg
(
Γ
(
1
2
+ i
ε(λhα)
h
))]
=
∂
∂λ
[
Im
(
ln
(
Γ
(
1
2
+ i
ε(λhα)
h
)))]
= Im
[
∂
∂λ
(
ln
(
Γ
(
1
2
+ i
ε(λhα)
h
)))]
= Im
Γ′
(
1
2 + i
ε(λhα)
h
)
ihα−1ε′(λhα)
Γ
(
1
2 + i
ε(λhα)
h
)

= hα−1ε′(λhα)Re
Γ′
(
1
2 + i
ε(λhα)
h
)
Γ
(
1
2 + i
ε(λhα)
h
)

= hα−1ε′(λhα)Re
(
Ψ
(
1
2
+ i
ε(λhα)
h
))
où Ψ est la fontion di-Gamma dénie sur C − Z− par Ψ(z) := Γ′(z)Γ(z) (voir [1℄).
Rappelons que pour tout λ ∈ [−1, 1],
ε(λhα)
h
=
λhα−1√
−V ′′(0) +O(h
2α−1) +
∞∑
j=1
εj(λh
α)hj−1.
Don omme x 7→ Re (Ψ ( 12 + ix)) est paire et stritement roissante sur R+, on
en déduit l'enadrement pour tout λ ∈ [−1, 1] :
Re
(
Ψ
(
1
2
+ iO(h2α−1)
))
≤ Re
(
Ψ
(
1
2
+ i
ε(λhα)
h
))
≤ Re
(
Ψ
(
1
2
+
ihα−1√
−V ′′(0) + iO
(
h2α−1
)))
.
Alors d'une part, omme α ≥ 12 nous avons que pour tout λ ∈ [−1, 1] :
Re
(
Ψ
(
1
2
+ iO(h2α−1)
))
= O(1).
D'autre part, omme (voir [1℄) pour |y| → +∞
Re
(
Ψ
(
1
2
+ iy
))
= ln |y|+O
(
1
y2
)
on en déduit (ar α < 1) que :
Re
(
Ψ
(
1
2
+
ihα−1√−V ′′(0) + iO(h2α−1)
))
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= ln
∣∣∣∣∣ hα−1√−V ′′(0) +O(h2α−1)
∣∣∣∣∣+O
 1(
hα−1√
−V ′′ (0)
+O(h2α−1)
)2
 .
Or omme
1(
hα−1√
−V ′′ (0)
+O(h2α−1)
)2 = 1h2α−2
−V ′′ (0) +O(h
3α−2)
=
−V ′′(0)h2−2α
1 +O(hα)
= −V ′′(0)h2−2α +O(h2−α) = O(h2−2α)
et que
ln
∣∣∣∣∣ hα−1√−V ′′(0) +O(h2α−1)
∣∣∣∣∣ = ln
∣∣∣∣∣ hα−1√−V ′′(0) (1 +O(hα))
∣∣∣∣∣
= ln
∣∣∣∣∣ hα−1√−V ′′(0)
∣∣∣∣∣+ ln |1 +O(hα)|
= (α− 1) ln |h| − ln
∣∣∣∣√−V ′′(0)∣∣∣∣+O(hα),
on en déduit que
Re
(
Ψ
(
1
2
+
ihα−1√−V ′′(0) + iO(h2α−1)
))
= (α−1) ln |h|−ln
∣∣∣∣√−V ′′(0)∣∣∣∣+O(hα)+O(h2−2α).
Par onséquent, pour tout λ ∈ [−1, 1] nous avons l'enadrement :
mα(h) ≤ ∂
∂λ
[
arg
(
Γ
(
1
2
+ i
ε(λhα)
h
))]
≤Mα(h).
Où on a posé :
mα(h) := h
α−1ε′(λhα)Re
(
Ψ
(
1
2
+ iO(h2α−1)
))
= O(hα−1)
et
Mα(h) := h
α−1ε′(λhα)Re
(
Ψ
(
1
2
+
ihα−1√
−V ′′(0) + iO(h
2α−1)
))
=
[
hα−1√
−V ′′(0) +O(h
2α−1)
][
(α− 1) ln |h| − ln
∣∣∣∣√−V ′′(0)∣∣∣∣+O(hα) +O(h2−2α)]
=
(α− 1)hα−1√
−V ′′(0) ln(h) +O
(
hα−1
)
.
Ainsi au nal, on en déduit que pour tout λ ∈ [−1, 1] :
hα−1 ln(h)√−V ′′(0) +O(hα−1) ≤ Y ′h(λ) ≤ αh
α−1 ln(h)√−V ′′(0) +O(hα−1).
Ensuite pour h assez petit on onlut que pour tout λ ∈ [−1, 1], Y ′h(λ) < 0 et don
la fontion Yh est bien stritement déroissante sur le ompat [−1, 1]. De même
pour la fontion Zh. 
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Deux familles de valeurs propres. Comme les fontions Yh et Zh sont toutes
deux bijetives, onsidérons leurs bijetions réiproques, que l'on renote par :
Ah := Y−1h : Yh ([−1, 1])→ [−1, 1] et Bh := Z−1h : Zh ([−1, 1])→ [−1, 1].
Ainsi la ondition néessaire et susante des valeurs propres semi-lassique :
hαλ ∈ Σh(Ph, [−hα, hα])
⇔
∣∣∣∣∣∣
Yh(λ) ∈ 2πZ aveλ ∈ [−1, 1]
ou
Zh(λ) ∈ 2πZ aveλ ∈ [−1, 1]
⇔ λ ∈
( ⋃
k∈Ih
Ah(2πk)
)⋃(⋃
l∈Jh
Bh(2πl)
)
où on à posé
Ih := {k ∈ Z/2πk ∈ Yh ([−1, 1])} = Yh ([−1, 1])
2π
∩ Z
et
Jh := {l ∈ Z/2πl ∈ Zh ([−1, 1])} = Zh ([−1, 1])
2π
∩ Z.
En résumant nous avons alors la :
Proposition 4.5. L'équation (Ph − hαλId)uh = O(h∞) admet une solution uh ∈
L2(R) non triviale ave son mirosupport MS(uh) = p
−1{0} si et seulement si :
λ ∈
( ⋃
k∈Ih
Ah(2πk)
)⋃( ⋃
k∈Jh
Bh(2πk)
)
où Ah = Y−1h , Bh = Z−1h et Ih = Yh([−1,1])2π ∩ Z, Jh = Zh([−1,1])2π ∩ Z.
Notons bien que les ensembles Ih et Jh ne sont pas vides, en eet :
Proposition 4.6. Pour h assez petit, nous avons les enadrements suivants :
E
[
−αh
α−1 ln(h)
π
√−V ′′(0) +O(hα−1)
]
≤ Card(Ih) ≤ E
[
− h
α−1 ln(h)
π
√−V ′′(0) +O(hα−1)
]
+ 1
où E[x] désigne la partie entière de x. On a le même enadrement pour le ardinal
de l'ensemble Jh.
Démonstration. On va faire la preuve uniquement pour l'ensemble Ih. Comme la
fontion Yh est stritement déroissante sur le ompat [−1, 1], le diamètre du
ompat Yh ([−1, 1]) est simplement donné par la relation :
diam (Yh ([−1, 1])) = Yh(−1)− Yh(1).
Par le théorème des aroissements nis il existe ξ ∈ ]−1, 1[ tels que :
Yh(−1)− Yh(1) = −2Y ′h(ξ) > 0.
On obtient don l'enadrement suivant :
−2αh
α−1 ln(h)√
−V ′′(0) +O(h
α−1) ≤ diam (Yh ([−1, 1])) ≤ −2h
α−1 ln(h)√
−V ′′(0) +O(h
α−1).
La suite de la preuve est alors direte. 
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Quinone et interstie. Comme on l'a vu, dans le ompat [−hα, hα] (ave
α ≥ 12 ) le spetre semi-lassique de l'opérateur :
Ph = −h
2
2
d2
dx2
+ V
est onstitué de deux familles : d'abord la famille
αk(h) := h
αAh(2πk), k ∈ Ih
puis la famille
βl(h) := h
αBh(2πl), l ∈ Jh.
Donnons les propriétés importantes de es deux familles.
Proposition 4.7. Pour h assez petit, les deux familles de réels (αk(h))k∈Ih et
(βl(h))l∈Jh sont stritement déroissantes.
Démonstration. ela tiens juste du fait que les fontions Yh et Zh sont C1 et stri-
tement déroissantes, don leurs bijetions réiproques le sont aussi. 
Lemma 4.8. La famille {
(αn(h))n∈Ih , (βl(h))l∈Jh
}
est une famille de réels deux à deux bien distints.
Démonstration. Les familles {αn(h)}n∈Ih et {βl(h)}l∈Jh étant des familles de réels
stritement déroissantes, il sut juste de vérier que es deux familles n'ont pas de
valeur ommune. Raisonnons par l'absurde : supposons qu'il existent (k, l) ∈ Ih×Jh
tels que αk(h) = βl(h), ie : Ah(2πk) = Bh(2πl). En notant par λ ette valeur
ommune, 'est-à-dire :
λ := Ah(2πk) = Bh(2πl)
puis en appliquant les fontions Yh et Zh sur le réel λ, on a que
Yh(λ) = 2πk ∈ 2πZ et Zh(λ) = 2πl ∈ 2πZ
et par onséquent :
Yh(λ)−Zh(λ) ∈ 2πZ
don par dénition des fontions Yh et Zh nous avons
−2 arccos
(
cos (gh(λ))√
1 + exp (2πε(λhα)/h)
)
∈ 2πZ
d'où :
arccos
(
cos (gh(λ))√
1 + exp (2πε(λhα)/h)
)
∈ πZ
ainsi néessairement on a
cos (gh(λ))√
1 + exp (2πε(λhα)/h)
∈ {−1, 1} .
Ce qui implique nalement l'égalité :
cos2 (gh(λ))︸ ︷︷ ︸
≤1
= 1 + exp (2πε(λhα)/h)︸ ︷︷ ︸
>1
qui est absurde, d'où le lemme proposé. 
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Quinone et interstie. On va maintenant s'intéresser à omparer es deux
familles entre elles, pour ela il faut prendre des indies appartenant à Ih ∩ Jh. On
va don d'abord s'assurer que Ih ∩ Jh⊂ Z est non vide.
Proposition 4.9. Pour h assez petit, nous avons
E
[
α(ξ − 1)hα−1 ln(h)
π
√
−V ′′(0) +O(h
α−1)
]
≤ Card(Ih∩Jh) ≤ E
[
(ξ − 1)hα−1 ln(h)
π
√
−V ′′(0) +O(h
α−1)
]
+1
où ξ ∈]− 1, 1[.
Démonstration. Érivons juste la diérene entre les fontions Yh et Zh , pour tout
λ ∈ [−1, 1] nous avons don que
Yh(λ)−Zh(λ) = −2 arccos
(
cos (gh(λ))√
1 + exp (2πε(λhα)/h)
)
︸ ︷︷ ︸
∈[−2π,0]
don en partiulier
Yh(−1)−Zh(−1) < 0 et Yh(1)−Zh(1) < 0
(pour le strit dans les inégalités, voir la démonstration du préédent lemme).
Ensuite omme d'après la preuve de la proposition 4.6 on a l'enadrement :
−2αh
α−1 ln(h)√−V ′′(0) +O(hα−1) ≤ diam(Yh([−1, 1])) ≤ −2h
α−1 ln(h)√−V ′′(0) +O(hα−1)
et en utilisant aussi que pour tout λ ∈ [−1, 1]
|Yh(λ)−Zh(λ)| ≤ 2π
on voit immédiatement que pour h assez petit Yh ([−1, 1]) ∩Zh([−1, 1]) 6= ∅ ; et on
a même mieux, en eet omme :
diam (Yh ([−1, 1]) ∩ Zh ([−1, 1])) = Yh(−1)−Zh(1)
puis que
Zh(1) ≤ Yh(−1) ≤ Zh(−1)
par le théorème des valeurs intermédiaires il existe ξ ∈ [−1, 1] tels que
Yh(−1) = Zh(ξ)
par onséquent nous avons
diam (Yh ([−1, 1]) ∩ Zh ([−1, 1])) = Zh(ξ)−Zh(1)
= Z ′h(θ)(ξ − 1)
où θ ∈ ]ξ, 1[ est donné par le théorème des aroissements nis, d'où au nal :
αhα−1 ln(h)(ξ − 1)√
−V ′′(0) +O(h
α−1) ≤ diam (Yh ([−1, 1]) ∩ Zh ([−1, 1])) ≤ h
α−1 ln(h)(ξ − 1)√
−V ′′(0) +O(h
α−1)
et on en déduit alors la proposition. 
Proposition 4.10. Pour h assez petit et pour tout k ∈ Yh([−1,1])∩Zh([−1,1])2π ∩Z, on
a que
αk(h) < βk(h).
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Démonstration. On sait déjà que pour tout λ ∈ [−1, 1]
Yh(λ)−Zh(λ) = −2 arccos
(
cos (gh(λ))√
1 + exp (2πε(λhα)/h)
)
︸ ︷︷ ︸
∈[−2π,0]
≤ 0.
Le lemme 4.8 nous informe de plus que la préédente inégalité est strite : pour
tout λ ∈ [−1, 1]
Yh(λ) < Zh(λ).
De là on déduit que pour tout k ∈ Yh([−1,1])∩Zh([−1,1])2π ∩ Z
Yh (Ah(2πk)) < Zh (Ah(2πk))
ie :
2πk < Zh (Ah(2πk)) .
Comme 2πk ∈ Zh ([−1, 1]) et que Bh : Zh ([−1, 1]) → [−1, 1] en appliquant la
fontion Bh (qui est stritement déroissante) sur la dernière inégalité on arrive a :
Bh(2πk) > Ah(2πk)
et don
αk(h) < βk(h).
Ce qui nit la preuve. 
Ensuite on a la :
Proposition 4.11. Pour h assez petit tels et pour tout k ∈ Yh([−1,1])∩Zh([−1,1])2π ∩Z
nous avons :
βk(h) < αk−1(h).
Démonstration. Pour tout k ∈ Yh([−1,1])∩Zh([−1,1])2π ∩ Z, onsidérons les deux réels :
θk := Bh(2πk) ∈ [−1, 1]
et
ζk := Ah(2πk)−Ah(2π(k − 1)) < 0.
Alors omme :
Yh(θk + ζk)−Zh(θk)
= fh(θk+ζk)−fh(θk)−arccos
(
cos (gh(θk + ζk))√
1 + exp (2πε(λhα)/h)
)
−arccos
(
cos (gh(θk))√
1 + exp (2πε(λhα)/h)
)
= fh(θk + ζk)− fh(θk) +O(1)
= f ′h(τk)ζk +O(1)︸ ︷︷ ︸
>0 (ar ζk<0)
où τk est donné par le théorème des aroissement nis, on a que :
Yh(θk + ζk) > Zh(θk)
ie :
Yh(Bh(2πk) + ζk) > 2πk.
D'où en appliquant la fontion Ah (qui est stritement déroissante) nous obtenons
alors :
Bh(2πk) + ζk < Ah(2πk)
ie :
Bh(2πk) +Ah(2πk)−Ah(2π(k − 1)) < Ah(2πk)
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soit enore
βk(h) < αk−1(h).
Ce qui montre l'inégalité proposée dans l'énoné. 
Pour nir, estimons la distane entre les valeurs propres :
Proposition 4.12. Il existent C et C′ deux nombres réels stritement positifs et
indépendant de h tels que :
C
h
|ln(h)| ≤ |αk+1(h)− αk(h)| ≤ C
′ h
|ln(h)| .
De même pour la distane |βl+1(h)− βl(h)| .
Démonstration. Or pour tout indie k ∈ Yh([−1,1])∩Zh([−1,1])2π ∩ Z, on a :
|αk+1(h)− αk(h)| = hα |Ah (2π(k + 1))−Ah (2πk)|
= hα |A′h(ξk)2π|
où ξk ∈ ]k, k + 1[ est donné par le théorème des aroissements nis. Il reste alors
à érire simplement que :
|A′h(ξk)| =
∣∣∣∣ 1Y ′h(Ah(ξk))
∣∣∣∣
pour avoir l'enadrement suivant :
2πhα
hα−1|ln(h)|√
−V ′′ (0)
+O(hα−1)
≤ |αk+1(h)− αk(h)| ≤ 2πh
α
αhα−1|ln(h)|√
−V ′′ (0)
+O(hα−1)
.
Ensuite il reste juste a noter que :
hα
hα−1 |ln(h)|+O(hα−1) =
h
|ln(h)|+O(1)
=
h
|ln(h)|
1
1 +O
(
1
|ln(h)|
)
=
h
|ln(h)|
(
1 +O
(
1
|ln(h)|
))
et omme pour h assez petit h/ ln(h)2 ≪ h/ |ln(h)| on démontre la proposition
4.12. 
En résumant toute ette partie 4, on a bien montré le théorème 4.1.
4.4. Quelques remarques. Pour nir, on va donner deux remarques, la première
est tehnique et onerne le diamètre du ompat où le théorème 4.1 est valide.
Dans la seonde remarque on tente de donner un panorama global sur le spetre du
double puits à l'aide des résultats onnus sur le haut de spetre [21℄, [11℄ et sur le
bas de spetre [20℄. Quelques traés numériques sont aussi proposés.
Une remarque tehnique. Dans la preuve du théorème 4.1 on a vu la nées-
sité tehnique d'avoir supposé α ≥ 12 (voir en partiulier les majorants 4.5 et 4.6).
Cependant, malgré ette hypothèse, le théorème 4.1 reste assez intéressant, notam-
ment en vu d'appliations : par exemple pour l'étude de la dynamique quantique
d'un paquet d'ondes, en eet la taille
√
h est (modulo un fateur multipliatif) la
taille d'un boule d'aire h, 'est à dire en physique la taille d'un quanta5 .
5
Par exemple les états ohérents.
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Une remarque sur le spetre global du double puits. Pour xer les idées, on
va supposer que le double puits est symétrique (la fontion V est paire), le bas du
spetre est alors uniquement onstitué de quasi-doublets
6
de valeurs propres distant
l'un de l'autre de h. Le haut de spetre est onstitué de valeurs propres régulièrement
espaées de taille h (voir [21℄, [11℄). Sur la gure 7 on voit le passage du spetre
quasi-double orrespondant au bas du spetre au spetre simple orrespondant au
haut du spetre. On voit aussi que les valeurs propres se resserrent entre elles au
passage du maximun loal et s'éartent lorsque on monte vers le haut du spetre.
Fig. 7 : Traé numérique d'une partie du spetre du double puits symétrique : sur
l'axe des absisses on trouve un indexage des valeurs propres, et sur l'axe des
ordonnées on trouve les valeurs propres.
La gure 8 dérit la diérene entres 2 valeurs propres onséutives : en passant
du bas au haut du spetre on voit que l'osillation induite par le phénomène de
quasi-doublets diminue jusqu'à disparaître. Sur ette même gure 7 on distingue
aussi très bien le resserrement logarithmique des valeurs propres au passage du
maximun loal, puis l'éartement, lui aussi logarithmique, des valeurs propres
quand on remonte dans la haut du spetre.
6
En fait les valeurs propres sont toutes simples, mais la présene des deux puits induit deux
spetres exponentiellement prohes l'un de l'autre ; voir [20℄.
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Fig. 8 : Traé numérique de la diérene entres 2 valeurs propres onséutives
dans le as du double puits symétrique : sur l'axe des absisses on trouve un
indexage des valeurs propres, et sur l'axe des ordonnées on trouve la diérene
entres 2 valeurs propres onséutives.
Cette artile donne le train d'union entre le bas et le haut de spetre : même si
les transitions restent mathématiquement déliates à érire, on peut imaginer qu'en
partant du bas de spetre et en montant vers le maximun loal, la quinone expo-
nentiel des quasi-doublets augmente jusqu'à apparaître
7
lairement. Dans le même
temps, toutes les valeurs propres se resserrent (passage de la distane spetrale h
à h/ |ln(h)|). Ensuite quand on ontinue de monter du maximun vers le haut de
spetre, il faut la aussi imaginer que la quinone devient équidistante et que les
valeurs propres s'éartent (passage de la distane h/ |ln(h)| à h ).
5. Annexe
Le but de ette annexe est de montrer de manière détaillée, à l'aide des distri-
butions, le lemme 3.8 (voir aussi [19℄).
5.1. Distributions tempérées holomorphes.
Denition 5.1. Soit U un ouvert non vide de C, et onsidérons l'appliation :
T. :

U → S ′(R)
λ 7→ Tλ.
On dira que Tλ est holomorphe sur U si et seulement si pour tout ϕ ∈ S(R) la
fontion λ 7→ 〈Tλ, ϕ〉S′,S est holomorphe sur U .
5.2. Les distributions
[
xλ+
]
et
[
xλ−
]
. Soit λ ∈ C tels que Re(λ) > −1, on dénit
alors les fontions xλ+ et x
λ
− par : x
λ
+ := 1R∗+(x)x
λ
et xλ− := 1R∗−(x)|x|λ. Comme
Re(λ) > −1 on vérie sans peine que xλ+ et xλ− sont dans L1
lo
(R) et que les distri-
butions
[
xλ+
]
et
[
xλ−
]
sont holomorphes sur {z ∈ C, Re(z) > −1}.
Proposition 5.2. Les distributions
[
xλ+
]
et
[
xλ−
]
admettent toutes les deux un
prolongement holomorphe à C− Z∗−.
Démonstration. Pour le moment la distribution
[
xλ+
]
n'a de sens que pour λ ∈ C
tels que Re(λ) > −1. Alors omme pour tout ϕ ∈ S(R) nous avons que〈[
xλ+
]
, ϕ
〉
S′,S =
∫ +∞
0
xλϕ(x) dx
=
∫ 1
0
xλ (ϕ(x)− ϕ(0)) dx+
∫ +∞
1
xλϕ(x) dx +
ϕ(0)
λ+ 1
.
Il est lair que λ 7→ ϕ(0)λ+1 est holomorphe sur C−{−1}, que λ 7→
∫ +∞
1
xλϕ(x) dx est
holomorphe sur C, et que λ 7→
∫ 1
0
xλ (ϕ(x)− ϕ(0)) dx est absolument onvergente
pour λ ∈ C tels que Re(λ) > −2, ainsi l'égalité préédente est vrai pour λ ∈
C− {−1} tels que Re(λ) > −2 , on vient don de dénir [xλ+] pour λ ∈ C− {−1}
tels que Re(λ) > −2. Itérons e proédé : en érivant que〈[
xλ+
]
, ϕ
〉
S′,S =
∫ +∞
0
xλϕ(x) dx
7
Il faut dire qu'en méthode semi-lassique la distane exponentiellement petite est un O(h∞),
don non visible.
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=∫ 1
0
xλ
(
ϕ(x) − ϕ(0)− xϕ′(0 − ...− x
n−1
(n− 1)!ϕ
(n−1)(0)
)
dx
+
∫ +∞
1
xλϕ(x) dx +
n∑
k=1
ϕ(k−1)(0)
(k − 1)!(λ+ k) .
Ave le même proédé qu'avant, on peut dénir la distribution
[
xλ+
]
pour λ ∈
C − {−1,−2, · · · ,−n} et tels que Re(λ) > −n − 1. Ainsi par réurrene on peut
dénir la distribution
[
xλ+
]
pour tout λ ∈ C− {Z∗−}. 
5.3. Les distributions (x+ i0)
λ
et (x− i0)λ. Soit λ ∈ C et pour tout (x, y) ∈ R2
on dénit la fontion (x+ iy)λ pour tout (x, y) ∈ R2 par :
(x+ iy)λ := eλ ln(x+iy) = eλ ln |x
2+y2|+λi arg(x+iy).
Ainsi omme z = x+ iy 7→ zλ = (x+ iy)λ est holomorphe sur Uπ := C−R−, on va
s'intéresser aux limites quand on s'approhe de l'axe des réels par le haut et par le
bas de l'axe ; on a simplement que :
(x+ i0)λ = lim
y→0+
(x2 + y2)
λ
2 eλi arg(x+iy) =

xλ si x ≥ 0
|x|λeλiπ si x ≤ 0
et
(x − i0)λ = lim
y→0−
(x2 + y2)
λ
2 eλi arg(x+iy) =

xλ si x ≥ 0
|x|λe−λiπ si x ≤ 0.
Ces deux nouvelles fontions (x+ i0)λ et (x− i0)λ sont bien dénies sur tout C et
don pour tout λ ∈ C tels que Re(λ) > −1 es fontions peuvent aussi s'érirent :
(x+ i0)λ = xλ+ + e
λiπxλ− et (x− i0)λ = xλ− + e−λiπxλ+.
Ainsi pour tout λ ∈ C tels que Re(λ) > −1, au sens des distributions nous avons
que :
(x+ i0)λ =
[
xλ+
]
+ eλiπ
[
xλ−
]
et (x− i0)λ = [xλ−]+ e−λiπ [xλ+] .
Ave la proposition 5.2 on peut dénir un prolongement holomorphe de (x+ i0)
λ
et de (x− i0)λ à C− Z∗−.
5.4. Calul de la transformée de Fourier de
[
xλ+
]
et de
[
xλ−
]
. On va démon-
trer le lemme 3.9 : soit λ ∈ C tels que Re(λ) ∈ ]0, 1[. Soit τ > 0 pour tout x ∈ R
nous avons
F1
(
tλ+e
−τt) (x) = 1√
2π
∫ +∞
0
tλe−τte−ixt dt
(5.1) =
1√
2π
∫ +∞
0
tλeist dt
où on a posé s := −x+ τi.
Comme Im(s)> 0, l'intégrale (5.1) onverge absolument et on peut voir ave
le théorème de onvergene dominée que la distribution
[
xλ+e
−τx]
onverge dans
S ′(R) vers la distribution [xλ+] quand τ → 0, ainsi par ontinuité de la transformée
de Fourier la distribution F1
([
xλ+e
−τx])
onverge dans S ′(R) vers la distribution
F1
([
xλ+
])
quand τ → 0.
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On va maintenant aluler l'intégrale (5.1) : en faisant le hangement de variable
u := −ist, ave s = −x+ τi, où τ > 0, ainsi arg(s) ∈ ]0, π[ on a :∫ +∞
0
tλeist dt =
(
i
s
)λ+1 ∫
L
uλe−u du
où L est la demi-droite partant de 0 et d'angle arg(−is). Notons bien que arg(−ist) =
arg(s)− π2 , don arg(−ist) ∈
]−π2 , π2 [ . Maintenant montrons que :∫
L
uλe−u du =
∫ +∞
0
xλe−x dx.
Pour ela soit 0 < ǫ < R, et onsidérons le laet orienté γǫ,R du plan omplexe
déni par (voir Figure suivante) :
Fig. 9 : Chemin d'intégration γǫ,R := Lǫ,R ∪ CR ∪ [R, ǫ] ∪ Cǫ.
Alors omme f : z 7→ zλe−z = eλ ln(z)e−z est holomorphe sur tout ouvert de
{z ∈ C, Re(z) > 0} par le théorème de Cauhy on a d'une part que :∫
γǫ,R
f(z) dz = 0
et d'autre part en déomposant le laet on obtient l'égalité suivante :
(5.2)
∫
γǫ,R
f(z) dz =
∫
Lǫ,R
f(z) dz +
∫
CR
f(z) dz +
∫ ǫ
R
f(x) dx+
∫
Cǫ
f(z) dz.
Or ave le hangement de variable z := Reiθ dans la seonde intégrale de (5.2) nous
avons ∫
CR
f(z) dz = −i
∫ arg(−is)
0
Rλ+1eiλθe−Re
iθ
dθ
or ∣∣∣Rλ+1eiλθe−Reiθ ∣∣∣ ≤ RRe(λ)+1e−R cos(θ)
don, omme arg(−is) ∈ ]−π2 , π2 [, pour tout θ ∈ [0, arg(−is)] , cos(θ) > 0 , ainsi
lim
R→+∞
RRe(λ)+1e−R cos(θ) = 0
d'où par onvergene dominée sur un ompat :
lim
R→+∞
∫
CR
f(z) dz = 0.
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Ave le hangement de variable z := ǫeiθ dans la quatrième intégrale de (5.2) nous
avons ∫
Cǫ
f(z) dz = i
∫ arg(−is)
0
ǫλ+1eiλθe−ǫe
iθ
dθ
don ∣∣∣∣∫
Cǫ
f(z) dz
∣∣∣∣ ≤ ǫRe(λ)+1| arg(−is)|
et omme Re(λ) + 1 > 0
lim
ǫ→0+
ǫRe(λ)+1| arg(−is)| = 0
on a
lim
ǫ→0+
∫
Cǫ
f(z) dz = 0.
Enn par le théorème de Cauhy, et omme (5.1) onverge absolument, en fai-
sant tendre ǫ → 0 et R → +∞, l'égalité est valable pour tout λ ∈ C tels que
−1 <Re(λ) < 0
0 =
∫
L
uλe−u dt+
∫ 0
+∞
xλe−x dx
don ∫
L
uλe−u dt =
∫ +∞
0
xλe−x dx = Γ(λ+ 1)
ie :
F1
(
tλ+e
−τt) (x) = 1√
2π
(
i
s
)λ+1
Γ(λ+ 1)
=
1√
2π
(
ei
π
2
s
)λ+1
Γ(λ + 1)
=
1√
2π
iei
π
2 λ
(−x+ iτ)λ+1Γ(λ+ 1).
Maintenant passons à la limite (τ → 0) dans S ′(R) on obtient :
F1
([
tλ+
])
(x) =
1√
2π
iei
π
2 λ
(−x+ i.0)λ+1Γ(λ+ 1).
Alors omme λ 7→ 1√
2π
iei
π
2
λ
(−x+i.0)λ+1Γ(λ + 1) est holomorphe sur C − Z∗− et que
λ 7→ F1
([
tλ+
])
est holomorphe sur C − Z∗ , par un prolongement holomorphe la
préédente égalité reste vraie sur C−Z∗. Et don pour tout λ ∈ C−Z∗ nous avons
F1
([
tλ+
])
(x) =
1√
2π
iei
π
2 λ
(−x+ i.0)λ+1Γ(λ+ 1)
et don
F1
([
tλ+
])
(−x) = 1√
2π
iei
π
2 λ
(x+ i.0)λ+1
Γ(λ+ 1)
ensuite omme
(x+ i.0)−λ−1 =
[
x−λ−1+
]− e−λiπ [x−λ−1− ]
pour tout λ ∈ C− Z∗on a
F1
([
tλ+
])
(−x) = ie
iπ2 λΓ(λ+ 1)√
2π
([
x−λ−1+
]− e−λiπ [x−λ−1− ])
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d'où
F1
([
tλ+
])
(x) =
iei
π
2 λΓ(λ+ 1)√
2π
([
x−λ−1−
]− e−λiπ [x−λ−1+ ]) .
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