Current-induced dissociation in molecular junctions beyond the paradigm
  of vibrational heating: The role of anti-bonding electronic states by Erpenbeck, André et al.
Current-induced dissociation in molecular junctions beyond the paradigm of
vibrational heating: The role of anti-bonding electronic states
A. Erpenbeck,1 Y. Ke,1 U. Peskin,2 and M. Thoss1, 3
1Institute of Physics, Albert-Ludwig University Freiburg,
Hermann-Herder-Strasse 3, 79104 Freiburg, Germany
2Schulich Faculty of Chemistry, Technion-Israel Institute of Technology, Haifa 32000, Israel
3EUCOR Centre for Quantum Science and Quantum Computing,
Albert-Ludwig University Freiburg, Hermann-Herder-Strasse 3, 79104 Freiburg, Germany
(Dated: August 4, 2020)
The interaction between electronic and nuclear degrees of freedom in single-molecule junctions
is an essential mechanism, which may result in the current-induced rupture of chemical bonds. As
such, it is fundamental for the stability of molecular junctions and for the applicability of molecular
electronic devices. In this publication, we study current-induced bond rupture in molecular junctions
using a numerically exact scheme, which is based on the hierarchical quantum master equation
(HQME) method in combination with a discrete variable representation for the nuclear degrees of
freedom. Employing generic models for molecular junctions with dissociative nuclear potentials,
we identify distinct mechanisms leading to dissociation, namely the electronic population of anti-
bonding electronic states and the current-induced heating of vibrational modes. Our results reveal
that the latter plays a negligible role whenever the electronic population of anti-bonding states is
energetically possible. Consequently, the significance of current-induced heating as a source for
dissociation in molecular junctions involving an active anti-bonding state is restricted to the non-
resonant transport regime, which reframes the predominant paradigm in the field of molecular
electronics.
I. INTRODUCTION
Transport through nanostructures is of fundamental
interest for studying nonequilibrium quantum physics at
the nanoscale, with the potential of a variety of future ap-
plications. In particular molecular junctions, which com-
prise a single molecule bound to two macroscopic leads
at finite bias voltage, are considered promising candi-
dates for next-generation electronic devices.1–11 Due to
the size of molecular junctions, current-induced charge
fluctuations strongly influence the nuclear (vibrational)
degrees of freedom (DOFs), which in turn affects the
conductivity of the molecule.5,12–20 This interplay be-
tween electronic and nuclear DOFs is the primary reason
for current-induced bond rupture in molecular junctions,
which is of importance for establishing reliable electronic
components.
A variety of experimental and theoretical studies
verified the existence of current-induced vibrational
excitations.16,21–31 Typically, the level of current-induced
vibrational excitation increases with bias voltage, which
is in line with the fact that stable junctions are rarely ob-
served for voltages beyond ∼ 1−2 V.22,32 For larger bias
voltages, the high level of current-induced vibrational ex-
citation results in the mechanical instability of the junc-
tion, which was also observed experimentally.32–36 Un-
derstanding the underlying mechanisms is thus essential
for the design of molecular electronic devices which re-
main operational at higher voltages. Moreover, it is cru-
cial to also consider other mechanisms that can lead to
the dissociation of molecular junctions beyond current-
induced excitation of nuclear DOFs.
For the theoretical assessment of the stability of
molecular junctions, several different approaches have
been employed. The effect of current-induced vibra-
tional excitation is, for example, well established for
models treating nuclear DOFs within the harmonic
approximation.16,26,31,37–40 Even though these models
provide valuable indications on the stability of molecu-
lar junctions under current,16,27,41–43 they fail to describe
the dissociation process explicitly as this requires to ac-
count for potentials beyond the harmonic approximation.
To date, this was only achieved by methodologies em-
ploying a classical description to nuclear motion44–47 or
by perturbative rate theories.41,48
Beyond the field of molecular electronics, the effect of
an electronic current on chemical bonds was also stud-
ied in the context of surface science. Experiments us-
ing a scanning tunneling microscope demonstrated that
a current through a molecule can lead to desorption from
the surface,49–56 as well as breaking57–61 and forming62
molecular bonds. Along these lines, different processes
responsible for these effects were identified, notably
current-induced vibrational excitation54,58 and the pop-
ulation of excited electronic states.51,53,54 Similar pro-
cesses were also considered in molecular dissociation and
desorption from a surface upon laser excitation.49,50,63–65
This implies the importance of analogous processes for
molecular junctions. From a theoretical point of view,
the corresponding mechanisms were studied by mod-
els describing the nuclear DOFs in terms of truncated
harmonic oscillators,49,55,58,63 or Morse potentials,41,61,63
where the dynamics was simulated by quasi-classical
wave packet dynamics51,53 or quantum mechanical ap-
proaches using spatial grid representations.53,64
In this paper, we study current-induced bond rup-
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2ture in single-molecule junctions based on generic model
systems employing a quantum mechanical approach to
transport, which treats electrons and nuclei on a numer-
ically exact footing. This approach, which we proposed
recently [66], is based on the numerically exact hierarchi-
cal quantum master equation (HQME) approach.31,67–83
Moreover, the framework uses a discrete variable rep-
resentation (DVR) for the nuclear DOF, thus allowing
for general potential energy surfaces (PESs) to be rep-
resented adequately.84,85 Here, we provide a compre-
hensive account of the method and apply it to study
current-induced dissociation for a wide range of model
parameters, ranging from the nonadiabatic regime of
weak molecule-lead coupling to the adiabatic case of
strong coupling. We note that this publication also ex-
tends our previous work in Ref. 47, where we employed
a mixed quantum-classical approach to current-induced
bond rupture in molecular junctions thus neglecting nu-
clear quantum effects.
The outline of this paper is as follows: In Sec. II,
we introduce the model and the transport method used
in this work. In Sec. III, we present results for repre-
sentative model systems. Thereby we distinguish two
mechanisms leading to dissociation, namely the transient
population of anti-bonding states by tunneling electrons
(Sec. III B) and current-induced heating of the vibra-
tional mode (Sec. III C). Throughout this section, we
comment on the validity of previous results obtained
within a classical description of the nuclear DOF. Sec.
IV concludes the paper with a summary.
II. THEORETICAL METHODOLOGY
A. Model
We study current-induced bond rupture in single-
molecule junctions based on the Hamiltonian
H = HM +HML +HMR +HL +HR, (1)
which consists ofHM describing the molecule, HL/R mod-
eling the left and right lead, and HML/R characterizing
the coupling between the molecule and the leads.
For the sake of clarity, we apply a model of reduced di-
mensionality. We restrict ourselves to a single nuclear
DOF describing the dissociation of a molecular bond.
Further, a single electronic state of the molecule is con-
sidered, which can either be empty (in the following re-
ferred to as the neutral state of the molecule) or occupied
(charged state). The corresponding molecular Hamilto-
nian assumes the form
HM =
p2
2m
+ V0(x)(1− d†d) + Vd(x)d†d, (2)
with d†/d being the electronic creation/annihilation op-
erators; x and p denote the position and the momentum
of the nuclear mode with associated reduced mass m.
Within this model, V0(x) and Vd(x) describe the PESs
of the neutral and the charged state of the molecule, re-
spectively. In Sec. III, we will assume that V0(x) is a
bonding potential, whereas Vd(x) is anti-bonding. The
specific potentials used will be specified in Sec. III A 1.
We note that generalizations of this models to several
vibrational modes and multiple electronic states are in
principle straightforward.
Electron transport is enabled via the coupling of the
molecule to two macroscopic leads, which are modeled as
reservoirs of non-interacting electrons and described by
the Hamiltonian
HL/R =
∑
k∈L/R
kc
†
kck. (3)
Here, k is the energy of lead-state k and c
†
k/ck the corre-
sponding creation/annihilation operators. The coupling
is given by
HML/R =
∑
k∈L/R
gL/R(x)Vkc
†
kd+ h.c. . (4)
The function gL/R(x) describes a position-dependent
molecule-lead coupling, which allows to model scenar-
ios, where the molecular conductance is influenced by the
nuclear DOF. As such, the model can describe situations
where the conductance of the molecule changes upon the
current-induced dissociation of molecular bonds, e.g., be-
cause the conjugation across the molecule is broken or the
dissociation induces geometrical changes at the contacts.
The molecule-lead coupling of the form in Eq. (4) can be
associated with the electronic spectral density
ΓL/R() = 2pi
∑
k∈L/R
|Vk|2δ(k − ), (5)
which is used to characterize the leads. In Sec. III, the
leads are described within the wide-band limit. Notice,
that even though we used a time-independent formula-
tion for the scope of this work, a generalization to time-
dependent problems is in principle straightforward.
B. Transport theory
We use the method put forward in Ref. 66 to describe
current-induced dissociation in molecular junctions. This
method is based on the HQME approach and describes
the electronic as well as the nuclear DOFs on a numeri-
cally exact quantum level. It employs a DVR for the nu-
clear DOF, which facilitates the representation of generic
PESs. Artificial reflections and finite-size effects are com-
pensated for via a complex absorbing potential (CAP)
and a Lindblad-like source term. In order to make this
publication self-contained, we present the basic concepts
in the following.
Generally, the HQME approach, also referred to as
hierarchical equations of motion (HEOM), is a reduced
density matrix scheme which describes the dynamics of
a quantum system influenced by an environment. In our
3case, the molecule is conceived as the system whereas
the leads represent the environment. As an extension
to perturbative master equation approaches, the HQME
method is capable of providing numerically exact results.
The approach was originally developed by Tanimura
and Kubo in the context of relaxation dynamics,67,68
and was later on applied by various groups to describe
transport in quantum systems.31,47,69–73,75–82 For a de-
tailed account of the HQME method, we refer to Refs.
71, 76, 86, and 87.
Within the HQME framework, the influence of the
leads, as described by Eqs. (3) and (4), is incorporated
via the two-time bath correlation function,
C±L/R(t, t
′, x) =
∑
k∈L/R
gL/R(x)|Vk|2 〈F±L/Rk(t)F∓L/Rk(t′)〉 ,
(6)
where 〈. . .〉 denotes the expectation value with re-
spect to the bath DOFs. Thereby, the initial state of
the leads is described by the density matrix ρL/R =
e−β(HL/R−µL/RNL/R)/Z, with β = 1kBT , where kB is the
Boltzmann constant, T the temperature, µL/R the chem-
ical potential of the respective lead, NL/R the associated
particle number, and Z the partition function. Moreover,
F±L/Rk(t) = exp
(
i
~
HL/Rt
)
c±k exp
(
− i
~
HL/Rt
)
, (7)
with c−k = ck and c
+
k = c
†
k. Notice, that we are using
a slightly different definition of the correlation function
compared to, for example, Refs. 31, 69, 71, and 76, as
this simplifies the treatment of non-constant molecule-
lead couplings.47 For the wide-band limit applied in the
remainder of this work, where ΓL/R() = ΓL/R, this two-
time bath correlation function can be re-expressed as
C±L/R(t, t
′, x) =
∫
d e±
i
~ (t−t′)gL/R(x)ΓL/Rf(±,±µL/R).
(8)
Here, f(, µ) = (1 + exp(β(− µ)))−1 is the Fermi dis-
tribution function. In order to obtain a closed set of
equations within the HQME framework, it is necessary
to represent Eq. (8) as a sum over exponentials,76
C±L/R(t, t
′, x) ≡ ~pi gL/R(x)ΓL/R δ(t− t′) (9)
−
∞∑
p=1
2ipigL/R(x)ΓL/R
β
ηp e
−γL/Rp±(t−t′).
Common approaches for calculating the parameters ηp
and γL/Rp± include the Matsubara,68,76,88 the Pade,89,90
or the Chebyshev decomposition91–93 as well as more in-
tricate schemes.94–96 The δ-function in Eq. (9) is directly
associated with the wide-band approximation employed
in this work. It requires an extra treatment within the
HQME framework,47,97–100 which we implement by ex-
tending the index set for the poles p by zero. The details
are given in the following.
Based on the description of the bath in terms of Eqs.
(6) and (9), the HQME method uses a set of auxiliary
density operators ρ
(n)
j1...jn
(t) to describe the dynamics of
the system. The auxiliary density operators, which obey
the equation of motion (EOM)
∂
∂t
ρ
(n)
j1...jn
(t) =
[
− i
~
(LS + F)−
(
n∑
m=1
γjm
)]
ρ
(n)
j1...jn
(t)
−i
n∑
m=1
(−1)n−mCjmρ(n−1)j1...jm−1jm+1...jn(t)
− i
~2
∑
j
Aσjρ
(n+1)
j1...jnj
(t) , (10)
are operators acting on the electronic and the nuclear
DOFs of the system. The multi-index is defined as
ji = (li, pi, σi), with li ∈ {L/R}, σi = ±1 and pi being
the pole-index related to the decomposition in Eq. (9).
Moreover, σ = −σ and LSO = [HS, O]. The operator F ,
which is used to model specific aspects of the problem
under investigation, is motivated and defined below (cf.
Eq. (13)). The auxiliary density operators with pole in-
dex p = 0, which are related to the wide-band description
of the leads, are not obtained by the EOM (10), instead
they are calculated as
ρ
(n+1)
a1...an(li,0,σ)
= − ipi~
2
·
{
gli(x)Γlid
σ, ρ(n)a1...an
}
(−1)n+1
.
(11)
Within the HQME framework, the zeroth-tier auxil-
iary density operator ρ(0)(t) represents the reduced den-
sity matrix of the system. The influence of the leads on
the system dynamics is encoded in the higher-tier auxil-
iary density operators ρ
(n)
j1...jn
(t). Their respective EOMs
are coupled via the operators Aσ and Cj , which couple
the nth-tier to the (n+ 1)th- and (n− 1)th-tier auxiliary
density operators, and which act as
Aσρ(n) =
{
gL/R(x)d
σ, ρ(n)
}
(−1)n
, (12a)
Cjρ(n) = −2ipiηp
β
{
gL/R(x)ΓL/Rd
σ, ρ(n)
}
(−1)n+1
,
(12b)
with the shorthand notation d− ≡ d and d+ ≡ d†.
The numerically exact description provided by the
HQME approach relies on an infinite hierarchy of aux-
iliary density operators and an infinite number of poles
used to represent the leads. For applications, both need
to be truncated in a suitable manner. For a detailed dis-
cussion and the associated implications for applications,
we refer to Refs. 31, 89, 101–103.
Within the HQME formalism as presented above, all
(auxiliary) density operators are also acting on the nu-
clear DOFs. In order to allow for a description of the
nuclear DOFs in terms of generic PESs, we employ a
DVR.66,84,85 Within the DVR methodology, the nuclear
4wavefunction is effectively represented on a finite set of
grid-points xi. This methodology leads to unphysical fi-
nite size effects. To correct for these effects and in line
with the method introduced in Ref. 66, a CAP is applied,
which absorbs the parts of the wavefunction reaching the
boundary of the DVR-grid. This, however, results in
problems associated with the conservation of the par-
ticle number,104–106 which we compensate for using an
additional Lindblad-like source term. This source term
maps the probability absorbed by the CAP to an auxil-
iary grid point x∞. Assuming that the PES and coupling
strengths are constant for large values of the nuclear co-
ordinate x, the additional point x∞ is chosen such that
it is representative for large values of x. This strategy
is visualized in Fig. 3 for the parameters applied in this
work. The CAP and the Lindblad-like source term are
incorporated in the operator
F(ρ(n)j1...jn(t)) = i{W (x), ρ
(n)
j1...jn
(t)} (13)
−2i
 ∑
xi∈grid
W (xi) 〈xi|ρ(n)j1...jn(t)|xi〉
 |x∞〉 〈x∞| ,
which enters the EOMs (10). Here, W (x) is the CAP, the
associated source-term is given by the second summand
in Eq. (13). Notice, that a similar approach was, for
example, employed in Ref. 106.
C. Observables of interest
We employ several observables for studying current-
induced bond rupture in molecular junctions. First of all,
we investigate the current as a function of time. Within
the HQME framework, the electric current between the
molecule and lead K is given by
IK(t) =
ie
~2
∑
p∈poles
Tr
(
gK(x)
(
dρ
(1)
Kp+(t)− d†ρ(1)Kp−(t)
))
,
(14)
where Tr denotes the trace over the electronic and nuclear
DOFs of the system.
Another essential observable for identifying the mecha-
nism leading to current-induced dissociation is the popu-
lation of vibrational states of the bonding potential V0(x)
of the neutral molecule. However, in situations where the
overall electronic population changes significantly with
time, a direct interpretation of the population of vibra-
tional states might be misleading. Hence, we consider
the relative population of the vibrational eigenstate ν of
V0(x), which is defined as
ην(t) =
Tr
(
ρ(t) dd† |ν〉 〈ν|
)
Tr
(
ρ(t) dd†
) . (15)
This relative vibrational population allows to probe the
vibrational excitation of the bonding potential indepen-
dent of the probability of being in the neutral electronic
state.
Finally, we consider the dissociation probability as a
function of time. By design and as specified by the oper-
ator F in Eq. (13), the Lindblad-like source term maps
the part of the wavefunction reaching the boundary of
the DVR-grid to the additional grid-point x∞. There-
fore, the dissociation probability, which corresponds to
the part of the wave packet populating the additional
grid-point x∞, is given by
P (t) = Tr
(
ρ(t) |x∞〉 〈x∞|
)
. (16)
III. RESULTS
In this section, we employ the methodology outlined in
Sec. II to study current-induced bond rupture in molec-
ular junctions. Thereby, in Sec. III A, we introduce the
model system under investigation and provide some nu-
merical details. Thereafter, we focus on specific mecha-
nisms leading to dissociation in molecular junctions. In
Sec. III B, we investigate current-induced dissociation as
a consequence of the transient population of anti-bonding
electronic states. In Sec. III C, we study current-induced
excitation of the nuclear DOF and its implications for
the stability of molecular junctions under transport.
A. Model system
The transport formalism introduced in Sec. II is ap-
plicable to generic models for molecular junctions and a
variety of dissociation scenarios. In the present publica-
tion and in line with our previous work in Ref. 47, we
focus on non-destructive current-induced bond rupture
in single-molecule junctions. More specifically, we study
the system sketched in Fig. 1, where the molecular bridge
consists of a backbone (BB) and a side-group (SG). We
model the system in such a way that the current through
the molecule influences the bond between the side-group
and the backbone. In case of dissociation, the side-group
will detach from the backbone. As such, we term this
mechanism non-destructive, as the leads remain bridged
by the backbone. Notice, that a similar setup was for
example studied in Refs. 47 and 48.
1. Potential energy surfaces
For the model investigated in this work, we assume
that the PESs for the neutral and the charged state are
bonding and anti-bonding, respectively. The details of
the potentials are in close agreement with the ones ap-
plied in Ref. 47. The shape of the potentials and the
corresponding parameters are inspired by data for disso-
ciative electron attachment to CH3Cl,
107,108 H2,
109 and
CF3Cl
110,111. However, this work applies generic model
5FIG. 1: Sketch of the model under investigation. The molec-
ular junction consists of a backbone (BB) and a side-group
(SG). In case of dissociation, the side-group detaches from the
backbone (highlighted in red).
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FIG. 2: PESs used to model the bond between the back-
bone and the side-group of the molecular bridge in the neutral
(V0(x)) and the charged state (Vd(x)). Here, Vd1(x) corresponds
to the dissociative potential with V∞ = −1.5 eV, whereas Vd2(x)
represents the dissociative potential with V∞ = 0.558 eV. The
orange line visualizes the dependence of the molecule-lead cou-
pling gK(x) on the nuclear coordinate.
systems for studying the basic mechanisms of current-
induced bond rupture and does not attempt to describe
a specific molecule.
For the neutral molecule, the bond between the back-
bone and the side-group is described by the binding
Morse-potential, depicted in Fig. 2,
V0(x) = D ·
(
e−a(x−x0) − 1
)2
+ c. (17)
Thereby, x0 = 1.78 A˚ is the equilibrium bond distance,
D = 3.52 eV the dissociation energy, a = 1.7361/A˚
the width of the Morse potential. The binding po-
tential V0(x) allows for 22 bound states. The corre-
sponding energy scale for nuclear motion in the neu-
tral state is ~ω = 297 meV. The constant energy off-
set c = −147 meV is chosen such that the energy of the
quantum mechanical ground state of V0(x) is zero. This
implies that the Fermi energy in the leads is aligned with
the vibrational ground state of the neutral molecule for
µL/R = 0 eV.
The PES of the charged state is assumed to have the
repulsive form
Vd(x) = D
′ · e−a′(x−x′0) + V∞. (18)
Here, D′ = 4.0 eV sets the energy scale for the potential,
a′ = 2.758/A˚ and x′0 = 1.78 A˚ determine the repulsion
strength. The parameter V∞ is used to realize different
dissociation mechanisms (cf. Secs. III B and III C) and
set to the values −1.5 eV and 0.558 eV. For both these
values, the corresponding potentials are depicted in Fig.
2. For V∞ = −1.5 eV, the energy of the anti-bonding
potential at large distances lies well below the ground
state energy of V0(x). For V∞ = 0.558 eV, Vd(x→∞) is
aligned with the second excited state of V0.
An important role is played by the molecule-lead cou-
pling strength. The fact that we allow for a nuclear co-
ordinate dependent coupling enables the description of
situations where the conductance changes upon the de-
tachment of the side-group. This can, for example, re-
sult from the destruction of a pi-conjugation within the
molecular backbone as a consequence of the side-group
separating from the molecule. Moreover, a nuclear co-
ordinate dependent molecule-lead coupling allows for a
back-action of the nuclear motion on the electronic prop-
erties. For the scope of this work, we use a dependence
on the nuclear coordinate of the form
gK(x) =
(
1− q
2
[
1− tanh
(
x− x˜
a˜
)]
+ q
)
, (19)
which is also depicted in Fig. 2. Here, the parameter
q = 0.05 determines the coupling strength in case of a
dissociated molecule as gK(x → ∞) = q. The distance
around which the drop in the molecule-lead coupling oc-
curs is given by x˜ = 3.5 A˚, while a˜ = 0.5 A˚ sets the scale
for the region of change.
In the calculations reported below, the reduced mass is
set to m = 1 amu (atomic mass units). We assume that
both leads are initially described by the density matrices
ρL/R = e
−β(HL/R−µL/RNL/R)/Z and have the same tem-
perature T = 300 K. The bias voltage Φ, defined as the
difference between the chemical potentials µL and µR,
drops symmetrically such that µL = −µR = Φ/2. More-
over, the leads are modeled in the wide-band limit. We
note that under certain conditions, there can be issues re-
lated to employing the wide-band limit in cases where the
coupling to the leads depends on the nuclear DOFs.112
Test calculations show that these issues are not relevant
for the data presented below.
2. Numerical details
In order to describe the effect of dissociation in the
model system detailed above, formally it is necessary to
consider x-values from zero to infinity. To model this
semi-infinite situation in terms of a finite DVR-grid, we
apply a CAP for large x-values. The CAP prevents un-
physical reflections at the boundaries of the DVR-grid.
Moreover, it enters the expression for the dissociation
6CAPDVR x∞
Lindblad
term
FIG. 3: Visualization of the action of the operator F as
defined in Eq. (13). The probability absorbed by the CAP
(gray shaded area) is mapped to the representative auxiliary
grid-point x∞. The vertical dotted lines outline the individ-
ual DVR-grid points. The color-coding of the potentials and
coupling strengths coincides with the one used in Fig. 2.
probability (see Eqs. (13) and (16)). For the scope of
this work, we assume a power-law form for the CAP,
W (x) = α (x− xCAP)4 ·Θ(x− xCAP), (20)
with the Heaviside function Θ, α = 5 eV/A˚4 and xCAP =
3.5 A˚. This CAP is also depicted in Fig. 2. With this
functional form of the CAP, we can visualize the action
of the CAP and the Lindblad-like source term in Fig.
3. Thereby, the parameters of the power-law CAP are
determined by testing the convergence of the observables
of interest.113–116
The numerical data presented in the following were
calculated by propagating Eqs. (10) using a fourth-order
Runge-Kutta scheme. Thereby, it was assumed that
the total density matrix factorizes at t = 0. This im-
plies that the contact between the molecule and the
leads is established at t = 0. The leads are assumed
to be described initially by the density matrices ρL/R =
e−β(HL/R−µL/RNL/R)/Z. The initial state of the molecule
is |0〉 |ν = 0〉, whereby |0〉 represents the unpopulated
molecular electronic state and the nuclear DOF is in the
ground state |ν = 0〉 of the bonding potential V0(x). This
initial state corresponds to a stable molecule prior to the
connection to the leads. A detailed discussion of the in-
fluence of these initial conditions can be found in Ref.
47.
For all data presented in the following, we have tested
the convergence of the observables with respect to the
temporal resolution used for the propagation of the equa-
tions of motion, the DVR grid, the number of poles used
to represent the Fermi function in the leads, and the num-
ber of tiers considered. Consequently, we provide numer-
ically exact results throughout this publication.
B. Dissociation upon population of anti-bonding
states
In the following, we study the mechanism of current-
induced dissociation as a result of the transient popula-
tion of the anti-bonding state with PES Vd(x) by elec-
trons from the leads. This mechanism is also of funda-
mental interest for studying current-induced desorption
of atoms and molecules from surfaces, where the mech-
anism is called desorption induced by electronic transi-
tions (DIET).55,57,58,117–119 Further, as this mechanism
can also be described by a mixed quantum-classical ap-
proach under certain conditions, we thereby establish the
connection and validate the results presented in our pre-
vious work in Ref. 47. Throughout this section, we in-
vestigate the model system with V∞ = −1.5 eV (see Fig.
2). The timescale for the electron dynamics is set by
1/Γ, whereby Γ denotes the coupling to the leads. We
study the dissociation probability, the electronic current
and the nuclear dynamics as a function of time in order
to provide a profound understanding of the underlying
processes and, in particular, the role of current-induced
heating.
1. Dissociation dynamics
We start the analysis by considering a symmetric
transport scenario with ΓL = ΓR. Fig. 4a shows the dis-
sociation probability for this system as a function of time
for different molecule-lead coupling strengths Γ and bias
voltages Φ. The dissociation probability always increases
with time which is inherent to the model applied in this
work. This is in contrast to results obtained within a
mixed quantum-classical approach, where the dissocia-
tion probability saturates at values smaller than 100%.47
Furthermore, the behavior of the dissociation as a func-
tion of time varies significantly with the molecule-lead
coupling strength Γ and the applied bias voltage. For
small bias and small Γ, we observe that dissociation hap-
pens on the order of picoseconds. For large bias and large
Γ, however, a dissociation probability of 100% is reached
within tenths of femtoseconds.
In order to explain the diverse timescales for dissocia-
tion, we focus on the behavior of the nuclear DOF (see
Figs. 4c–e). In case of slow dissociation on the order
of picoseconds, which is predominantly found for small Φ
and small Γ and which is exemplified in Fig. 4c, the over-
all shape of the wave packet is approximately constant
in time. However, its amplitude decreases with time. In
this case, the exponentially suppressed tail of the nuclear
DOF reaching out into the classical forbidden regime is
responsible for dissociation. This is sketched as process
2 in Fig. 5. Notice that this process suggests a nonadi-
abatic picture, which is applicable for the present system
for Γ 0.3 eV. Moreover, this process can, in principle,
be described by a dissociation rate, however, it is beyond
approaches that treat the nuclear DOF classically.
In case of fast dissociation on the order of tenth of fem-
toseconds, which is predominantly found for large bias
and large Γ, we find that the entire wave packet prop-
agates in positive x-direction, as is exemplified in Fig.
4e. This behavior of the nuclear probability distribution
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FIG. 4: Dynamics of the model system symmetrically coupled to two leads for different applied bias voltages and molecule-lead
coupling strengths Γ. In all the plots, the different lines correspond to different applied bias voltages. a: Dissociation probability
as a function of time. b: Current between the molecule and the left lead as a function of time. c–e: Nuclear probability
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suggests that the nuclear motion is governed by the anti-
bonding potential Vd(x), which means that the molecule
gets populated by an electron and dissociates directly.
This is sketched as process 1 in Fig. 5. Within an adi-
abatic picture, which is meaningful for Γ  0.3 eV, this
process can also be interpreted in terms of an average
electronic background. The corresponding average PES,
only displays a small potential barrier, which decreases
with applied bias voltage (data not shown). Notice that
this process cannot be accounted for by a dissociation
rate, however, it can be described by approaches em-
ploying a classical description for the nuclear DOF.47
In the intermediate regime between fast and slow disso-
ciation, we find that the wave packet adopts a mixed be-
havior. A part of the wave packet propagates in positive
x-direction, whereas the remaining part approximately
preserves its shape. The corresponding dynamics of the
nuclear probability distribution is exemplified in Fig. 4d.
Apart from the different timescales for dissociation,
we note that the dissociation probability shows a step-
like structure in the large Γ-regime. This behavior origi-
nates from the dependence of the molecule-lead coupling
strength on the nuclear DOF and relates to the wave
packet being reflected at regions exhibiting pronounced
changes in Γ. This effect will be investigated in detail
in future work. The general implications of a variable
molecule-lead coupling strength in a transport context
were also addressed in the recent publication Ref. 120.
The physics of the dissociation process is encoded in
the timescale at which dissociation occurs. In the fol-
lowing, we study the time t50% at which a dissociation
probability of 50% is reached. This rather simple observ-
able does not rely on any assumption for the dissociation
process and is therefore a suitable quantity to distinguish
different mechanisms. Figs. 6 displays the dissociation
time t50% as a function of bias Φ and molecule-lead cou-
pling Γ. In addition to the symmetric coupling scenario
discussed so far (Figs. 6a and c), we also examine the
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FIG. 5: Graphical representation of two different processes
leading to dissociation, which provide an explanation for the
diverse timescales for dissociation. (The figure sketches pro-
cesses and does not contain actual data.)
asymmetric coupling case with ΓL = 0.25 · ΓR = 0.25Γ
(Figs. 6b and d). We note that the overall dynamics of
the symmetric and the asymmetric model is quite simi-
lar (data not shown). Considering t50% as a function of
applied bias voltage (Figs. 6a and b), we find a sharp
decrease from long dissociation times at lower bias volt-
ages to short dissociation times at higher bias voltages for
low to intermediate coupling strengths Γ. For the strong
coupling regime, the dissociation time of the symmetri-
cally coupled system depends only weakly on Φ. Still, the
dissociation time decreases with an increase in bias. In
contrast to that, the dissociation time for the asymmet-
rically coupled system changes its behavior profoundly
from the weak to the strong coupling regime. For large
Γ, an increase in bias can even stabilize the junction.
First, we discuss the sharp decrease from long and
short dissociation times, which is the dominant feature,
especially for Γ <∼ 0.3 eV within the nonadiabatic regime.
For small bias voltages, the dissociation is mediated by
the “slow” process relying on the exponentially sup-
pressed part of the nuclear wave packet leaking into the
classically forbidden regime (process 2 in Fig. 5). For
large bias voltages beyond the onset of resonant trans-
port, dissociation is dominated by the resonant popula-
tion of the anti-bonding electronic state (process 1 in
Fig. 5). Once this process becomes energetically possible
by the applied bias voltage, the dissociation time t50%
is almost independent of the applied bias voltage. The
bias values, at which the transition between the two pro-
cesses occurs, depend on all parameters of the system
and is related to the onset of resonant transport beyond
a certain voltage. Moreover, in the regime of small to
intermediate Γ, the dissociation time t50% decreases with
increasing coupling strength. This behavior is caused by
the broadening and the enhanced availability of electrons
from the leads with increasing Γ.
Next, we analyze the dissociation behavior of the asym-
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FIG. 6: Dissociation time t50% as a function of bias voltage
Φ and molecule-lead coupling Γ for the symmetric model (left)
and the asymmetric model (right). Points mark the actual
data, the lines serve as a guide for the eye. a: Dissociation
time t50% of the symmetric model (ΓL = ΓR) as a function
of bias voltage for different values of Γ. b: Dissociation time
t50% of the asymmetric model (ΓL = 0.25 · ΓR) as a function of
bias voltage for different values of Γ. c: Dissociation time t50%
of the symmetric model as a function of Γ for different bias
voltages. d: Dissociation time t50% of the asymmetric model
as a function of Γ for different bias voltages.
metrically coupled system. Generally, the asymmetric
setup exhibits longer dissociation times, which is ex-
plained by its molecule-lead coupling scenario which fa-
vors the neutral molecule. Most notably, however, is the
behavior of this coupling scenario for large Γ within the
adiabatic regime. In particular for Γ = 1.0 eV, the data
reveal an increase in dissociation time with bias voltage.
For large Γ >∼ 0.3 eV, the notion of an averaged elec-
tronic background and an adiabatic PES, which governs
the nuclear dynamics, becomes applicable. Given that
the asymmetric model favors an empty electronic state
under transport, the adiabatic PES of the asymmetric
model exhibits a potential barrier, which increases with
applied bias voltage, resulting in a stabilization of the
junction with applied bias voltage. Notice that this ef-
fect was also observed in our previous work.47 This val-
idates the findings obtained by mixed quantum-classical
approaches. For Γ = 0.5 eV, the system shows a transi-
tion behavior between stabilization for low bias voltages
and the sharp decrease of the dissociation time towards
9larger bias voltages.
Figs. 6c and d display the dissociation time as a func-
tion of the molecule-lead coupling strength Γ for differ-
ent bias voltages. Generally, the data exhibits a non-
linear relationship between dissociation time and the
molecule-lead coupling strength. Moreover, the disso-
ciation time exhibits a sharp decrease around a certain
Γ-range, which depends on the applied bias voltage. For
the symmetric coupling scenario (Fig. 6c), the dissocia-
tion time always decreases with increasing molecule-lead
coupling strength. Further, with increasing bias, the dis-
sociation time becomes constant over a wide range of
molecule-lead coupling strengths, which can be explained
by the fact that the leads can always provide electrons in
the high-bias regime. When considering the dissociation
time for the asymmetric setup (Fig. 6d), t50% depends
in a non-monotonous way on Γ and displays a distinct
crossover between the weak coupling behavior and the
strong coupling region around Γ ∼ 0.7 eV. This can be
interpreted in terms of the crossover between the nona-
diabatic regime, where dissociation is mediated by the
exponentially suppressed part of the wavefunction, and
the adiabatic regime, where the notion of an adiabatic
PES becomes meaningful and the voltage-stabilization
effect becomes active.
2. Electronic current
Fig. 4b shows the electronic current between the
molecule and the left lead of the symmetric system as
a function of time for different coupling strengths Γ and
applied bias voltages Φ. For short times, the current ex-
hibits a peak which is associated with establishing the
contact between the molecule and the leads. This ini-
tial spike in the current decreases to a small but nonzero
value with time. Partial oscillations in the current are
reminiscent of the nuclear excitation, which stems from
closing the contact between molecule and leads at time
t = 0. This can be validated upon monitoring the mo-
tion of the nuclear wave packet as a function of time
(data not shown). Moreover, notice that the associated
oscillation period of ∼ 20 fs is in line with the frequency
of the harmonic approximation to V0(x). The long-time
current value is determined by the conductance proper-
ties of the dissociated molecule. For intermediate times,
however, the current can be smaller for a higher applied
bias voltage. This behavior is explained by considering
the current in correlation with the dissociation probabil-
ity. As the dissociation probability increases with time,
also the average conductance properties of the molecule
change. This leads to a steady decrease in current un-
til the dissociation probability is close to 100% and the
current assumes the value corresponding to the dissoci-
ated system. As higher bias voltages yield larger dis-
sociation probabilities at intermediate times, they also
display smaller currents.
Finally, we remark that neither the current nor the
dynamics of the wave packet (Figs. 4c–e) reveal signa-
tures that suggest that current-induced nuclear excita-
tion would play a pronounced role for the dissociation
dynamics. This is in line with the observation of a dis-
sociation process dominated by the direct charging of
the molecule, ie. the population of the anti-bonding elec-
tronic state.
3. Comparison with mixed quantum-classical approaches
A common approach to study current-induced dis-
sociation in molecular junctions is to invoke a mixed
quantum-classical description, where the nuclear DOFs
are described classically.45,47,121–126 This is due to the
fact that these approaches are usually numerically less
demanding and allow for an intuitive interpretation in
terms of forces acting on the nuclei. Generally, mixed
quantum-classical frameworks are considered to provide
reliable results for situations where the electronic mo-
tion is fast compared to the nuclear dynamics. This
justifies the description of the nuclear motion governed
by an averaged electronic background which is inherent
to these schemes. Nuclear quantum effects are not cap-
tured in mixed quantum-classical approaches and essen-
tial effects such as Joule heating are often not included
adequately.121,127
In a previous publication,47 we have employed a mixed
quantum-classical framework to a similar model in order
to study the dissociation dynamics in molecular junc-
tions. The validity of the results in Ref. 47 can be as-
sessed upon comparing its findings to the outcome of this
section. One of the main results of Ref. 47 is a threshold-
like onset of dissociation beyond a certain applied bias
voltage. This finding is also recovered in the full quan-
tum data as a steep decrease in dissociation time beyond
a given bias voltage (see Figs. 6a and b). Despite this sim-
ilarity, there are also deviations between the outcomes of
the two frameworks, in particular for low bias voltages
and small molecule-lead coupling strengths within the
non-adiabatic regime. Here, the mixed quantum-classical
framework predicts a (at least partially) stable junction,
whereas the quantum results reveal that the junction dis-
sociates due to the exponentially suppressed part of the
nuclear wavefunction leaking in the classically forbidden
regime. Notice that the lack of Joule heating in mixed
quantum-classical method used in Ref. 47 does not con-
stitute a problem as current-induced nuclear excitation
plays a negligible role for the model considered in this
section.
Another integral finding of the present work and Ref.
47 is the current-stabilization effect found in asymmetri-
cally coupled systems favoring a sparsely populated elec-
tronic state under transport. This stabilization observed
in the classical calculations translates into a time-delay
in the dissociation in the fully quantum mechanical case.
However, the mixed quantum-classical methodology pre-
dicts this effect for any molecule-lead coupling strength,
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whereas the quantum mechanical results suggest that
this effect is limited to the adiabatic regime of large Γ.
This enforces the notion that the validity of the mixed
quantum-classical framework is restricted to the adia-
batic regime.
C. Dissociation upon current-induced heating
In the model system considered in Sec. III B, current-
induced excitation of the nuclear DOF on the ground
state PES by tunneling electrons plays a negligible role.
In this section, we aim at identifying model systems and
parameter regimes where current-induced excitation of
the nuclear DOF is the predominant reason for dissocia-
tion. This allows us to embed our findings into the com-
monly used paradigm, which is that current-induced dis-
sociation in molecular junctions occurs as a consequence
of current-induced heating of vibrational modes.16,41,45
The same mechanism was also considered for current-
induced desorption of atoms and molecules from surfaces
using a scanning tunneling microscope. In this context,
the mechanism is called desorption induced by multiple
electronic transitions (DIMET) and is most pronounced
in the non-resonant transport regime.55 The mechanism
is characterized by a nonlinear relationship between the
electronic current and the desorption rate and typically
leads to much smaller desorption rates than the dissocia-
tion induced by the transient population of anti-bonding
electronic states.55,128
In the following, we consider the model system intro-
duced in Sec. III A with V∞ = 0.558 eV as depicted in
Fig. 2. This shift in V∞ has two effects on the system dy-
namics as compared to the analysis provided in Sec. III B.
First, the energy difference between Vd(x) and V0(x) is
increased such that the resonant population of the elec-
tronic state is suppressed and its onset is shifted to larger
bias voltages (see process 1 in Fig. 7). Second, the
dissociation of the junction upon the exponentially sup-
pressed part of the vibrational ground state wavefunction
leaking into the classically forbidden regime is energet-
ically excluded. This is sketched as process 2 in Fig.
7. Consequently, for low bias voltages, dissociation is
induced by heating of the nuclear DOF by inelastic co-
tunneling processes. This is depicted as process 3 in
Fig. 7.
In the following, we study the dissociation probabil-
ity, the electronic population, the electronic current, and
the relative population of the eigenstates of the bond-
ing potential V0(x) to analyze the dissociation dynam-
ics. To avoid obscuring the influence of current-induced
heating by broadening effects, we resort to the small Γ
regime. Moreover, we exclusively study the symmetri-
cally coupled system to provide evidence for dissociation
upon current-induced heating of the nuclear DOF and
refrain from comparing the different coupling scenarios.
A transfer of the findings to asymmetric systems should
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FIG. 7: Graphical representation of three processes leading
to dissociation. For the case of V∞ = 0.558 eV considered here,
a direct dissociation (process 2) is energetically not possible as
highlighted by the red cross. As such, current-induced dissoci-
ation is required to enable this effect (process 3). (The figure
sketches processes and does not contain actual data.)
be straightforward.
1. Dissociation dynamics
Fig. 8a depicts the dissociation probability for differ-
ent applied bias voltages Φ for the symmetrically coupled
system with Γ = 0.1 eV. As rationalized before, the dis-
sociation probability always increases with time which is
inherent to the model. For larger bias voltages, we find
the familiar behavior discussed in Sec. III B. Once the
population of the anti-bonding state becomes energeti-
cally possible by the applied bias voltage, dissociation
is dominated by this effect and occurs on the timescale
of tenths of femtoseconds to nanoseconds. For low bias
voltages, however, we find molecular junctions which are
stable on the order of several nanoseconds and beyond.
These will be the junctions most relevant for experimen-
tal observations. Fig. 8b provides a closeup on the disso-
ciation probability as a function of time emphasizing the
behavior in the low bias regime.
For low bias voltages, the dissociation probability al-
most instantly assumes a small but non-vanishing value.
This is reminiscent of the molecule-lead connection be-
ing established at time t = 0. Thereafter, the dissociation
probability increases very slowly and in an almost linear
way with time. Moreover, the dissociation is enhanced
on the picosecond timescale by an increased bias volt-
age. This particular behavior in the low bias regime is
substantially different from what was discussed in Sec.
III B and is therefore beyond the effect of dissociation in-
duced by the population of the anti-bonding state. In the
following, we focus on this regime and argue that in this
case, dissociation is mediated by the excitation of the nu-
clear DOF by inelastic co-tunneling in the non-resonant
transport regime.
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FIG. 8: Dynamics of the model system with V∞ = 0.558 eV symmetrically coupled to two leads for different applied bias voltages
and Γ = 0.1 eV. In all the plots, the different lines correspond to different applied bias voltages. a: Dissociation probability as a
function of time for different applied bias voltages. b: Closeup of Fig. 8a. c: Current between the molecule and the left lead as
a function of time for different applied bias voltages.
2. Electronic current and different transport regimes
The electronic current as a function of time for dif-
ferent applied bias voltages Φ for the symmetric model
with Γ = 0.1 eV is depicted in Fig. 8c. For large bias
voltages, we recover the behavior already discussed in
Sec. III B, which comprises an initial peak in the cur-
rent associated with connecting the molecule and leads
at time t = 0, followed by a steady decrease in current
which is related to an increase in dissociation probabil-
ity. Due to the almost instant dissociation resulting from
the population of the dissociative PES, the current in the
long-time limit is given by the transport characteristics
of the dissociated molecule, which is represented by an
electronic single-level system with a charging energy of
limx→∞ Vd(x) − V0(x) ≈ −2.82 eV (see Fig. 2). Thus,
for the voltages explicitly considered here, a distinct role
is attributed to the bias voltage of 6 V, which allows for
resonant transport through the dissociated molecule and
therefore exhibits a pronounced non-zero steady-state
current. Notice that this is only possible as we are study-
ing a non-destructive dissociative model system, where in
case of dissociation, the molecular backbone still links the
two leads (see Fig. 1).
For the low bias regime, the current also displays an
onset behavior, however for long times, it approaches
a value which is approximately constant. Thereby, the
lines for the current for low bias values in Fig. 8c appear
broadened as the current exhibits oscillations that are
fast compared to the timescales under investigation. The
oscillations in the current are reminiscent of the nuclear
excitation originating from closing the contact between
molecule and leads at time t = 0. This excitation results
in an oscillation of the wave packet about the minimum
of V0(x). Notice that an adequate description of this
dynamics requires a coherent description of the nuclear
DOF.129–131 Considering the nonzero average current for
long times, the data reveals a dependency on the applied
bias voltage which is monotonically increasing. These
values for the average current are in line with what is to
be expected for the non-resonant transport regime. This
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FIG. 9: Population the electronic state as a function of time
for different bias voltages. The different lines correspond to
the different bias voltages, the color-scale coincides with the
one used in Fig. 8. a: Population of the charged state of the
stable molecule. b: Population of the charged state of the
dissociated molecule. c: Population of the neutral state of
the stable molecule. d: Population of the neutral state of the
dissociated molecule.
implies that the current is related to co-tunneling pro-
cesses, thus avoiding the population of the anti-bonding
electronic state.
To support the notion of the realization of different
transport regimes, we consider the electronic population
in Fig. 9. Thereby, we distinguish between the charge
states of the stable molecule (Figs. 9a and c) and of the
dissociated molecule (Figs. 9b and d). We find that, ini-
tial effects aside, the population starting in the neutral
state of the stable molecule is steadily transferred to the
charged state of the dissociated molecule. For the low
bias regime, the data suggests that the molecule is pre-
dominantly in the neutral state of the stable molecule and
partially in the charged state of the dissociated molecule,
whereby the probabilities of being in the charged state of
the dissociated molecule grows with time. As the popula-
tion of the charged state of the stable molecule is avoided
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FIG. 10: Relative nuclear population ην(t) as a function of time of the five lowest eigenstates ν of V0(x) for representative bias
voltages and Γ = 0.1 eV. For timescale referencing, the dissociation probability as a function of time is depicted as a purple dashed
line.
in this process, the current found for this system is as-
sociated with non-resonant co-tunneling processes. For
larger bias voltages, this transfer from the neutral state
of the stable molecule to the charged state of the disso-
ciated molecule happens much faster. For bias voltages
below 6 V, the dissociated molecule is in the non-resonant
transport regime, which explains the low current associ-
ated with these systems and the negligible population
of the neutral state of the dissociated molecule. Only
for 6 V, the dissociated molecule is within the resonant
transport regime. Consequently, the population of the
neutral and the charge state of the dissociated molecule
assume a value of 0.5 in the long-time limit.
3. Current-induced excitations of the nuclear DOF
In the following, we establish the role of current-
induced excitation of the nuclear DOF and its impact on
the stability of molecular junctions. To this end, we study
the relative nuclear population ην(t) of the bound states
of the binding potential V0(x) of the neutral molecule for
three representative bias voltages. For low bias voltages
in the deep non-resonant transport regime (Fig. 10a),
we find a built-up of the relative population of the first
excited state with time, reflecting current-induced nu-
clear excitation in this regime. Moreover, the dissoci-
ation probability increases also very slightly. However,
the full impact of this process on the stability of the
molecular junction is to be expected at a timescale far
beyond tenths of picoseconds, when the nuclear excita-
tion levels out. For intermediate bias voltages, still in
the non-resonant transport regime (Fig. 10b), we find a
pronounced population of the first, but also of the sec-
ond excited state. The dissociation probability increases
noticeably as the nuclear excitation increases. This sug-
gests that current-induced excitation is responsible for
the dissociation process (see process 3 in Fig. 7). For
even higher bias voltages (Fig. 10c), the relative popu-
lation of the first excited state assumes a constant value
after a short initial time, which is smaller than for the
lower bias voltages considered before. Moreover, the rela-
tive population of the higher excited vibrational states is
close to zero. This is remarkable as the effect of current-
induced excitation usually increases with bias voltage.
Moreover, as the second excited state is aligned with the
limiting value Vd(x → ∞) (see Fig. 2), which renders a
direct dissociation from the first excited state energeti-
cally impossible, the data suggests that current-induced
excitation of the nuclear DOF alone is not able to explain
the dissociation dynamics. Hence, the effect of dissocia-
tion upon the population of the anti-bonding electronic
state needs to play a non-negligible role. The dissocia-
tion dynamics is therefore influenced by the competition
between current-induced excitation and the population
of the anti-bonding state. However, as the process of
populating the anti-bonding states happens on shorter
timescales, it effectively depletes the population of the
excited vibrational states, leading to a reduced relative
population of the excited vibrational states with increas-
ing bias voltage. Consequently, the influence of current-
induced nuclear excitation on the dissociation dynamics
is reduced to the point where it plays a subordinate role
and the dissociation dynamics is dominated by the reso-
nant population of the anti-bonding electronic state.
After the discussion of the behavior of the nuclear ex-
citation as a function of time, we systematically analyze
its impact on the dissociation mechanism and its depen-
dence on the applied bias voltage Φ. To this end, we
consider the relative population of the vibrational eigen-
states ν of the binding potential as defined in Eq. (15).
Notice that the onset of dissociation as a consequence
of the population of the anti-bonding state drastically
diminishes the probabilities of being in the neutral elec-
tronic state. Consequently, the population of the state
ν tends to zero for large bias voltages, whereas ην stays
finite allowing for an analysis of the nuclear excitation in-
dependent of the dissociation mechanism. Fig. 11 shows
ην at time t = 40 ps for the five lowest eigenstates of
V0(x) for different bias voltages. Moreover, the dissocia-
tion probability at this very time is also depicted in Fig.
11. Thereby, the qualitative appearance of the plot is
independent of the time chosen, as long as the time was
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FIG. 11: Relative nuclear population ην(t) of the five lowest
eigenstates of V0(x) at time t = 40 ps for Γ = 0.1 eV. The differ-
ent lines correspond to the different states. Points mark the
actual data, the lines serve as a guide for the eye. The purple
dashed line, which represents the dissociation probability at
time t = 40 ps for the low bias regime, serves as a reference.
selected such that the influence of the current-induced
excitation is active.
Considering Fig. 11, we find that even for zero or very
low bias voltages, there is vibrational excitation present
in the system. As discussed before, this is related to the
initial conditions and the finite temperature. At about
Φ ∼ 0.3 V, the data exhibits an increase in the pop-
ulation of the excited vibrational states and a decrease
in the occupation of the nuclear ground state. This re-
distribution of the relative population of the vibrational
states grows with increasing bias voltage and correlates
with a profound rise in dissociation probability. This be-
havior is explained by the onset of inelastic transport,
which is expected at a bias voltage of Φ = 0.2855 V
for the given system. For voltages beyond Φ ∼ 1.8 V,
the trend changes such that the relative population of
the excited states decreases with increasing bias voltage,
whereas the relative population of the ground state ap-
proaches towards one. This observation, together with
the behavior of the current and the dissociation prob-
ability, indicates the takeover of the population of the
anti-bonding state as the dominant mechanism for disso-
ciation. As the population of the anti-bonding state hap-
pens on short timescales as compared to current-induced
vibrational excitation, the onset of the population of the
anti-bonding state depletes the vibrational excited states,
leading to a decrease of the relative vibrational popula-
tions of the excited states with bias voltage. As such,
the notion of current-induced excitation of the nuclear
DOFs as the source of dissociation in molecular junc-
tions is restricted to the non-resonant transport regime.
Beyond the non-resonant transport regime, the popula-
tion of the anti-bonding state gives rise to dissociation
on much faster timescales, rendering molecular junctions
in this regime unstable.
IV. CONCLUSION
We have investigated current-induced bond rupture in
single-molecule junctions involving a dissociative PES.
To this end, we applied a numerically exact framework
to generic models for molecular junctions comprising a
bonding and an anti-bonding electronic state. We con-
sidered a wide range of physical parameters ranging from
the nonadiabatic regime of weak molecule-lead coupling
to the adiabatic case of strong coupling, as well as differ-
ent molecule-lead coupling scenarios.
Overall, we identified different mechanisms leading to
dissociation on distinct timescales, namely the popula-
tion of the anti-bonding PES and current-induced excita-
tion of the nuclear DOF. Whenever the population of the
anti-bonding PES is energetically possible, dissociation is
mediated by this process and occurs on the timescale of
tenths of femtoseconds to picoseconds. This is the case if
the applied bias voltage exceeds a certain limit, which de-
pends on the details of the PES. Moreover, in situations
where the model system under investigation does not ex-
hibit a pronounced non-resonant transport regime, the
systems showed to be unstable beyond the nanosecond
timescale due to this effect. This realization can be used
as a guide to preselect certain molecules for experiments.
For model systems exhibiting a pronounced non-resonant
transport regime, current-induced heating is the domi-
nant process leading to dissociation in the non-resonant
transport regime on the timescale of tenth of nanoseconds
and beyond. However, once these systems enter the reso-
nant transport regime, dissociation is again mediated by
the population of the anti-bonding PES and is not nec-
essarily related to high levels of nuclear excitation on the
ground state PES.
Given the numerically exact approach employed in this
work, we were also able to validate and extend previous
results using mixed quantum-classical methods.47 Gener-
ally, the applicability of mixed quantum-classical frame-
works in the adiabatic regime of strong molecule-lead
coupling could be confirmed. In particular, we were able
to confirm the existence of current-stabilization in molec-
ular junctions favoring the neutral state under transport,
where in certain parameter ranges, an increase in the cur-
rent across a molecular junction can increase its stability.
However, for low bias voltages and weak molecule-lead
coupling strengths, mixed quantum-classical frameworks
fail as they miss the influence of nuclear quantum effects
on the stability of molecular junctions. In these situa-
tions, it is necessary to apply a framework which treats
the electrons and the nuclei on a quantum level.
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