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Resumo
Neste trabalho detalhamos os resultados apresentados por William H. Meeks e
David A. Hoffman em “The strong half-space theorem for minimal surfaces”, . Os
primeiros resultados sa˜o teoremas de semiespac¸o para superf´ıcies mı´nimas no R3, os
quais tem sido generalizados para outros ambientes como foi feito por Daniel, B./
Hauswirth, L., e Daniel, B./ Meeks, W. H. III. O terceiro e u´ltimo resultado, caracteriza
fechos convexos no espac¸o euclidiano n-dimensional.
Palavras-chave: Superf´ıcies mı´nimas, semiespac¸o, curvatura me´dia, fecho convexo.
Abstract
In this work we detail the results submitted by Hoffman and Meeks in “The strong
half-space theorem for minimal surfaces”. The first results are half-space theorems for
minimal surfaces in R3 which have been generalized for other ambients, as have been
done by Daniel, B./ Hauswirth, L., e Daniel, B./ Meeks, W. H. III. The third and last
one result, caracterize convex hull in n- dimensional Euclidean spaces.
Keywords: Minimal surfaces, halfspace, mean curvature, convex hull.
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O teorema de semiespac¸o de Hoffman e Meeks [6], afirma que se uma superf´ıcie
mı´nima propriamente imersa S ∈ R3 se encontra de um dos lados de algum plano P ,
enta˜o S deve ser um plano paralelo a P . Uma consequeˆncia deste resultado e´ o chamado
“The strong halfspace theorem for minimal surfaces ”(ou Teorema forte de semiespac¸o),
que afirma que duas superf´ıcies mı´nimas, propriamente imersas em R3 e que na˜o se
intersectam, devem ser planos paralelos. Tais teoremas teˆm sido generalizados para
espac¸os de variedades simples, conexas e com dimensa˜o 3. Como por exemplo, planos
verticais mı´nimos Nil3, Sol3(ver em [2] e [3]) e gra´ficos com curvatura me´dia 0 < H <
1
2
em H2 × R(ver [10]).
Os principais pontos de partida para os teoremas de semiespac¸o de Hoffman e Meeks
foram as construc¸o˜es feitas por Jorge e Xavier em [7] e por Rosenberg e Toubiana em
[13]. A primeira consta de exemplos de superf´ıcies mı´nimas em R3, completas e conti-
das entre dois planos paralelos. Ja´ a segunda refere-se a` construc¸a˜o de regio˜es anulares
completas, minimamente imersas que sa˜o pro´prias em uma faixa aberta. Destas cons-
truc¸o˜es e de outros resultados foi levantada a seguinte questa˜o : Poderia existir uma
superf´ıcie mı´nima propriamente imersa em R3, contida entre dois planos paralelos?.
Os teoremas de semiespac¸o que veremos a seguir, respondem a esta pergunta, sendo
um deles considerado uma versa˜o do Princ´ıpio do Ma´ximo no infinito para superf´ıcies
mı´nimas.
No Cap´ıtulo 1, sera˜o apresentados alguns conceitos que servira˜o de base para os
cap´ıtulos posteriores.
O Cap´ıtulo 2, dedicamos ao estudo das Imerso˜es Mı´nimas, iniciando com a Equac¸a˜o
de Lagrange para Superf´ıcies mı´nimas e generalizando o conceito para subvariedades
mı´nimas atrave´s da Primeira Variac¸a˜o de A´rea.
No Cap´ıtulo 3, o objetivo e´ apresentarmos uma prova detalhada dos teoremas en-
contrados em [6]. Os dois primeios teoremas sa˜o os teoremas de semiespac¸o comentados
anteriormente e o terceiro, trata-se de uma caracterizac¸a˜o do fecho compacto de hiper-





Dedicaremos este primeiro cap´ıtulo a uma exposic¸a˜o de questo˜es preliminares con-
sideradas relevantes para o desenvolvimento do trabalho. Lembrando que, muitas
definic¸o˜es e resultados sera˜o apenas apresentados sem demonstrac¸o˜es ou maiores ex-
plicac¸o˜es, para obter um estudo mais detalhados, indicamos as refereˆncias [1], [4] e
[8].
1.1 Variedades Diferencia´veis
Definic¸a˜o 1.1. Uma variedade diferencia´vel e´ um par (M ,A), onde M e´ um conjunto
na˜o vazio e A e´ uma famı´lia de aplicac¸o˜es biun´ıvocas ϕi : Ui ⊂ Rn −→ M de abertos
Ui de Rn em M tais que :
(1)
⋃
i ϕi(Ui) = M
(2) Para todo par i, j com ϕi(Ui) ∩ ϕj(Uj) = W 6= ∅, os conjuntos ϕ−1i (W ) e
ϕ−1j (W ) sa˜o abertos em Rn e as aplicac¸o˜es ϕ
−1
j ◦ ϕi sa˜o diferencia´veis.
(3) Esta famı´lia e´ maximal em relac¸a˜o a´s condic¸o˜es (1) e (2).
Definic¸a˜o 1.2. Seja M uma variedade diferencia´vel. Uma aplicac¸a˜o diferencia´vel
α : (−ε, ε) −→M e´ chamada uma curva diferencia´vel em M . Suponhamos que
α(0) = p ∈ M , e seja D o conjunto das func¸o˜es de M diferencia´veis em p. O vetor







Um vetor tangente em p e´ o vetor tangente em t = 0 de alguma curva α como
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definida acima, tal que α(0) = p. O conjunto dos vetores tangentes a´ M em p sera´
representado por TpM .
Definic¸a˜o 1.3. Sejam M e N variedades diferencia´veis e seja ϕ : M −→ N uma
aplicac¸a˜o diferencia´vel. Para cada p ∈ M e cada v ∈ TpM , escolha uma curva dife-
rencia´vel α : (−ε, ε) −→ M com α(0) = p, α′(0) = v. Fac¸a β = ϕ ◦ α. A aplicac¸a˜o
dϕp : TpM −→ Tϕ(p)N dada por dϕp(v) = β′(0) e´ uma aplicac¸a˜o linear que na˜o depende
da escolha de α e e´ chamada diferencial de ϕ em p.
Consideraremos alguns tipos especiais de aplicac¸o˜es diferencia´veis entre variedades
que sa˜o as imerso˜es e mergulhos.
Definic¸a˜o 1.4. Sejam Mm e Nn variedades diferencia´veis. Uma aplicac¸a˜o diferencia´vel
ϕ : M −→ N e´ uma imersa˜o se dϕp : TpM −→ Tϕ(p)N e´ injetiva para todo p ∈M . Se,
ale´m disto, ϕ e´ um homeomorfismo sobre ϕ(M) ⊂ N , dizemos que ϕ e´ um mergulho.
Se M ⊂ N e i : M −→ N e´ um mergulho, dizermos que M e´ uma subvariedade de N .
Lembrando que, uma aplicac¸a˜o ϕ entre duas variedades diferencia´veis Mm e Nn e´
um difeomorfismo se ϕ e´ diferencia´vel, bijetiva e possui inversa ϕ−1 diferencia´vel.
Assim como em Geometria Diferencial, o conceito de orientabilidade e´ uma noc¸a˜o
global e que pode ser estrendido a`s variedades diferencia´veis da seguinte forma:
Definic¸a˜o 1.5. Seja M uma variedade diferencia´vel. Diz-se que M e´ orienta´vel se M
admite uma estrutura diferencia´vel {(Ui, ϕi)} tal que :
(i) Para todo par i, j com ϕi(Ui) ∩ ϕj(Uj) = W 6= ∅, a diferencial da mudanc¸a de
coordenadas ϕ−1j ◦ ϕ−1i : ϕ−1i (W ) −→ ϕ−1j (W ) tem determinante positivo.
Caso contra´rio, dizemos que M e´ na˜o orienta´vel.
Definic¸a˜o 1.6. Seja M uma variedade diferencia´vel. Um campo de vetores em M
e´ uma correspondeˆncia que a cada ponto p de M , associa um vetor X(p) do espac¸o
tangente TpM . E´, portanto, uma aplicac¸a˜o da variedade no conjunto conhecido por
Fibrado Tangente de M , denotado por TM = {(p, v) : p ∈M, v ∈ TpM}.
Em geral consideremos campos de vetores suaves X (M).
1.2 Variedades Riemannianas
Veremos agora alguns conceitos da Geometria Riemanniana que sera˜o fundamentais
nas construc¸o˜es feitas no pro´ximo cap´ıtulo.
Definic¸a˜o 1.7. Seja M uma variedade diferencia´vel. Uma me´trica Riemanniana em
M e´ uma correspondeˆncia g : M −→ gij, onde gij : TpM × TpM −→ R, que a cada
ponto p associa uma forma bilinear, sime´trica, posivitiva definida gij em TpM .
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Um resultado da Geometria Riemanniana nos garante que, toda variedade dife-
rencia´vel M (Hausdorff e com base enumera´vel), possui uma me´trica Riemanniana.
Definic¸a˜o 1.8. Sejam M e N variedades Riemannianas. Um difeomorfismo f : M −→
N e´ chamado uma isometria se:
(1) 〈u, v〉p = 〈dfp(u), dfp(v)〉
para todo p ∈M e u, v ∈ TpM
Vamos considerar a partir de agora, XM como sendo o espac¸o dos campos de vetores
C∞ em M .
Definic¸a˜o 1.9. Uma conexa˜o afim em M e´ uma regra que associa a cada X ∈ XM ,
uma aplicac¸a˜o linear ∇X : XM −→ XM tal que para todo X, Y, Z ∈ XM e f, g ∈ C∞,
temos:
(1) ∇(fX+gY )Z = f∇XZ + g∇YZ(Lineareidade Modular)
(2) ∇X(fY ) = (X(f))Y + f∇XY (Leibniz)
(3) ∇X(Z + Y ) = ∇XZ +∇XY (Linearidade Real)
Teorema 1.1. Dada uma variedade Riemanniana M existe uma u´nica conexa˜o afim
∇, chamada conexa˜o riemanniana em M satisfazendo as seguintes condic¸o˜es:
a) ∇ e´ sime´trica. ( Isto e´, ∇XY −∇YX = [X, Y ])
b) ∇ e´ compat´ıvel com a me´trica riemanniana. (Isto e´, X〈Y, Z〉 = 〈∇XY, Z〉 +
〈Y,∇XZ〉 )
Note que sendo X , Y ∈ XM e p ∈ M . Enta˜o o valor do campo vetorial ∇XY em
p depende apenas do vetor Xp em TpM e do valor de Y ao longo de qualquer curva




Para nossos propo´sitos, devemos sempre entender por subvariedade de M , uma
imersa˜o ψ : N −→M onde N e´ uma variedade diferencia´vel. Sera´ sempre assumido que
N carrega a me´trica Riemanniana induzida de M . Pelo teorema da func¸a˜o impl´ıcita
sabemos que em cada ponto p ∈ N existe uma vizinhanc¸a U tal que ψ|U e´ um mer-
gulho topolo´gico. Portanto, quando trabalhamos em questo˜es locais frequentemente
assumimos que nossa subvariedade e´ mergulhada e suprimimos a imersa˜o ψ.
Agora, seja M uma m-variedade Riemanniana e M ⊂ M uma subvariedade to-
pologicamente mergulhada de dimensa˜o m. Denotemos a me´trica de M por 〈·, ·〉 e a
conexa˜o riemanniana associada por ∇. Para qualquer p ∈ M ⊂ M temos a decom-
posic¸a˜o ortogonal :
(2) Tp(M) = Tp(M)⊕Np(M)
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do espac¸o tangente a´ M em p, nos espac¸os tangente e normal de M em p, respectiva-
mente. Com respeito a esta decomposic¸a˜o, qualquer vetor X ∈ Tp(M) pode ser escrito
como
X = XT +XN
onde XT e XN sa˜o as componentes tangente e normal de X, respectivamente. Desta
forma sejam X , Y ∈ Xp, onde p ∈M . Enta˜o,
(3) ∇XY = (∇XY )T + (∇XY )N
Temos a u´nica conexa˜o riemanniana ∇ dado p ∈M por:
(4) ∇XY = (∇XY )T
E, de maneira similar, denotamos o campo de vetores normais locais em p por
(5) BX,Y = (∇XY )N = ∇XY −∇XY
Como a derivada covariante (∇XY )N depende apenas de Xp e na˜o da escolha de X
em Xp, percebemos que (∇XY )N = (∇YX + [X, Y ])N = (∇YX)N (onde o colchete,
refere-se a´ conexa˜o ∇) e, da´ı:
BX,Y = BY,X
Assim, BX,Y em p depende apenas dos vetores Xp e Yp e na˜o da escolha dos campos
locais X e Y . Isto nos diz que B representa uma sec¸a˜o C∞ do fibrado T ∗(M) ⊗
T ∗(M)⊗N∗(M) chamado de segunda forma fundamental da subvariedade M. Em
cada ponto p, Bp representa uma aplicac¸a˜o sime´trica bilinear de TpM ⊗TpM em NpM .
Vamos enta˜o definir um dos invariantes mais simples e mais importantes da geometria
da variedade, o campo curvatura me´dia.
Definic¸a˜o 1.10. O campo H , e´ um campo suave de vetores normais em M chamado
campo vetorial de curvatura me´dia.




onde Ek e´ um campo de vetores ortonormal em p.
Note que esta definic¸a˜o pode ser imediatamente carregada a uma subvariedade
qualquer ψ : M −→M usando o fato de que ψ e´ um mergulho local.
Observe que o campo H e´ um invariante da geometria local do par (M,M), isto e´, da
maneira com a qual a subvariedade M esta´ localmente situada em M . Se F : M −→M
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e´ uma isometria tal que F (M) = M , enta˜o F∗H = H.
1.3 Topologia
Ao longo do texto iremos nos deparar com algumas situac¸o˜es em que sa˜o necessa´rios
alguns conhecimentos de fatos da topologia, desta maneira faz-se necessa´rio ao menos
comenta´-los, indicando para um estudo mais profundos a refereˆncia [9].
Definic¸a˜o 1.11. Uma topologia em um conjunto X e´ uma colec¸a˜o τ de subconjuntos
abertos de X, chamados conjuntos abertos, satisfazendo a`s seguintes propriedades:
a) X e ∅ pertencem a τ ;
b) Qualquer intersecc¸a˜o finita de elementos de τ pertence a τ ;
c) X e ∅ pertencem a τ .
Neste caso, dizemos que (x, τ) e´ um espac¸o topolo´gico.
Proposic¸a˜o 1.12. Em um espac¸o topolo´gico valem as seguintes propriedades:
1) Qualquer intersec¸a˜o de conjuntos fechados e´ um conjunto fechado;
2) Qualquer unia˜o finita de conjuntos fechados e´ um conjunto fechado;
3) X e ∅ sa˜o fechados.
Consideraremos nesta sec¸a˜o sempre X, Y espac¸os topolo´gicos.
Definic¸a˜o 1.13. Uma aplicac¸a˜o f : X −→ Y se diz fechada quando, para todo sub-
conjunto fechado F ⊂ X, sua imagem f(F ) e´ fechada em Y .
Definic¸a˜o 1.14. Uma aplicac¸a˜o entre espac¸os topolo´gicos , f : X −→ Y , se diz pro´pria
quando e´ cont´ınua, fechada e, ale´m disso, a imagem inversa f−1(y) de cada ponto y ∈ Y
e´ um subconjunto compacto de X.
Proposic¸a˜o 1.15. Seja f : X −→ Y pro´pria. Se K ⊂ Y e´ compacto enta˜o f−1(K)
tambe´m e´ compacto.
Definic¸a˜o 1.16. Dois caminhos α, β : I −→ X sa˜o ditos camihos homoto´picos se
possuem as mesmas extremidades, isto e´, α(0) = β(0) = α(1) = β(1) = x1, e se existe
uma aplicac¸a˜o cont´ınua H : I × I −→ X tal que, quais quer que sejam s,t ∈ I, temos:
H(s, 0) = α(s); H(s, 1) = β(s),
H(0, t) = x0; H(1, t) = x1
A aplicac¸a˜o cont´ınua H e´ dita uma homotopia de caminhos entre α e β.
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Se α e β sa˜o caminhos fechados, estes sa˜o homoto´picos quando existe uma aplicac¸a˜o
cont´ınua H : I × I −→ X tal que, se α(0) = α(1) = x0 ∈ X, tem-se
H(s, 0) = α(s); H(s, 1) = β(1); H(0, t) = H(1, t) = x0
Definic¸a˜o 1.17. Definimos o caminho inverso de α : I −→ X como o caminhon
α−1 : I −→ X, dado por α−1(s) = α(1− s), 0 ≤ s ≤ 1.
Definic¸a˜o 1.18. Sejam α, β caminhos em X de x0 para x1 e de x1 para x2 respecti-
vamente. Definimos o produto a ∗ b de α e β como sendo o caminho que percorre α e
depois β. Tal caminho e´ dado pela aplicac¸a˜o :
(α ∗ β)(s) =

α(2s), se 0 ≤ s ≤ 1
2
β(2s− 1), se 1
2
≤ s ≤ 1.
O produto definido acima e´ um caminho que vai de x0 a` x2 e este produto induz
uma operac¸a˜o nas classes de homotopia dos caminhos α e β, definida por :
α ∗ β = ρ
onde α = [α] e β = [β] e ρ = [α ∗ β].
Definic¸a˜o 1.19. Sejam X um espac¸o topolo´gico e x0 um ponto de X. O conjunto
das classes de homotopia de caminhos para caminhos fechados com base1 em x0, com
a operac¸a˜o ∗, e´ chamado o grupo fundamental de X relativo ao ponto base x0 e
denotado por pi(X, x0).





2.1 Fo´rmula da Primeira Variac¸a˜o (A´rea)
Nesta sec¸a˜o veremos o conceito de Imersa˜o Mı´nima e nas sec¸o˜es subsequentes, es-
tudaremos o caso particular das Superf´ıcies Mı´nimas. Comec¸aremos com o conceito
generalizado que utiliza da Fo´rmula da Primeira variac¸a˜o e depois voltaremos para a
Equac¸a˜o de Lagrange para as Superf´ıcies Mı´nimas, que historicamente deu in´ıcio a este
estudo.
Atrave´s da Primeira Fo´rmula da Variac¸a˜o concluiremos que uma Imersa˜o Mı´nima
pode ser definida atrave´s de seu vetor curvatura me´dia ~H. Para maiores detalhes
indicamos [8].
Definic¸a˜o 2.1. Seja f : M −→ M uma imersa˜o, onde M e´ uma variedade compacta,
orientada e com ∂M podendo ser vazio). Por variac¸a˜o suave de f , entendemos uma
aplicac¸a˜o C∞ F : I ×M −→M , onde I = (−1, 1), tal que:
a) Cada aplicac¸a˜o ft = F (t, ·) : M −→M e´ uma imersa˜o;















uma sec¸a˜o de T (M)⊕N(M). Finalmente, seja A(t) o volume de M no instante t, isto






































= −〈 ~H,E〉dV0 + dΩ
onde Ω e´ uma m− 1 forma em M tal que Ω|∂M = 0. De fato, seja ω uma 1-forma
em M dada por
ω(X) = 〈E,X〉




ja´ que E|∂M = 0, Ω|∂M = 0.
Seja p ∈M e escolha ε1, . . . , εm ∈ Xp tal que :
1) ε1, . . . , m sa˜o pontualmente ortonormais na me´trica induzida por f0.
2)(∇εiεj)p = (∇(f0∗εi)(f0 ∗ εj))T (f(p)) = 0 ∀i, j.
Sejam ω1, . . . , ωm as 1-formas duais locais a ε1, . . . , εm. Enta˜o a me´trica induzida










g(t)ω1 ∧ ω2 ∧ · · · ∧ ωm =
√
g(t)dV0



















. Agora, usaremos de um lema da a´lgebra linear para derivar det(g).
Lema 2.2. Seja A(t) = [aij(t)], t ∈ I, uma famı´lia suave de matrizes m×m tais que






















Vamos agora estender ε1, . . . , εm sobre I×(vizinhanc¸a de p)⊂ I ×M da maneira usual








εk − εk ∂
∂t
= 0
para k = 1, . . . ,m. Sejam, E˜, ε˜1, . . . , ε˜m as imagens destes campos ao longo de F .
Enta˜o gkk(t) = 〈ft∗εk, ft∗εk〉 = 〈ε˜k, ε˜k〉 em F (t, p) e
dgkk
dt
= E˜〈ε˜k, ε˜k〉 = 2〈∇E˜ ε˜k, ε˜k〉 = 2〈∇ε˜kE˜, ε˜k〉 = 2[ε˜〈E˜, ε˜k〉]− 〈E,∇ε˜k ε˜k〉





















(−1)k+1〈E, εk〉w1 ∧ w2 ∧ . . . ∧ wˆk . . . ∧ wm
Lembre que , para qualquer m− 1- forma Ω em M , temos a fo´rmula:
dΩ(ε1, . . . , εm) =
m∑
k=1
(−1)k+1εkΩ(ε1, . . . , εˆk, . . . , εm)+
∑
i<j
(−1)i+jΩ([εi, εj], ε1, . . . , εi, . . . , )
Fazendo 0 =∗ ω e usando o fato de [εi, εj]p = (∇εiεj)p − (∇εjεi)p = 0, podemos enta˜o,
com um ca´lculo simples completar a demonstrac¸a˜o.
Pelo que ja´ descrevemos sobre o vetor curvatura me´dia, temos que H e´ o gradiente
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do funcional a´rea. Sendo assim, uma imersa˜o f : M −→ M e´ um ponto cr´ıtico deste
funcional a´rea, se H ≡ 0. Pelo teorema anterior, isto ocorre se, e somente se, para
todas as variac¸o˜es suaves ft de f , A(t) =a´rea de (ft) tem a propriedade de A
′(0) = 0.
Da´ı dizemos que , qualquer imersa˜o que satisfac¸a que H ≡ 0 e´ uma imersa˜o
mı´nima ou uma subvariedade mı´nima.
2.2 Imerso˜es mı´nimas no espac¸o euclidiano
Agora iremos analisar o comportamento de subvariedades mı´nimas imersas no
espac¸o euclidiano. Para tal, faremos uso de uma ferramenta bastante u´til no estudo
das variedades Riemannianas, o chamado Operador de Laplace-Beltrami.
Definic¸a˜o 2.2. Seja Mn uma variedade Riemanniana conexa. Definimos por Opera-
dor de Laplace-Beltrami em M uma aplicac¸a˜o 4 : C∞(M) −→ C∞(M) definida em
qualquer uma das seguintes formas equivalentes. Seja p ∈M e f ∈ C∞(M), enta˜o:




{ εkεkf − (∇εkεk)f}
numa vizinhanc¸a de p.













onde a me´trica ds2 =
∑
gijdx
i ⊕ dxj, a matriz ((gij)) = ((gkl))−1 e g = det((gij)).
c) 4f = −∗d∗df
Este operador e´ um invariante da geometria riemanniana de M e generaliza o ope-
rador laplaciano usual no espac¸o euclidiano.
Uma func¸a˜o f ∈ C∞(M) tal que 4f = 0 e´ chamada func¸a˜o harmoˆnica. Um
importante teorema demonstrado por Hopf, diz que qualquer func¸a˜o harmoˆnica satisfaz
o princ´ıpio do ma´ximo estrito. A saber : Se f assume um ma´ximo local em
p ∈M\∂M , enta˜o f = cte.
Proposic¸a˜o 2.3. Seja ψ : M −→ Rn uma imersa˜o isome´trica e sejaH o vetor curvatura
me´dia de ψ. Enta˜o :
(9) 4ψ = H
10
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onde 4ψ = (4ψ1, . . . ,4ψn).
Demonstrac¸a˜o. Seja p ∈ M e escolhamos ε1, . . . , εm ∈ Xp como em a). Para cada











Corola´rio 2.3. Seja ψ : M −→ Rn uma imersa˜o isome´trica. Enta˜o, ψ e´ uma imersa˜o
mı´nima se, e somente se, ψ e´ harmoˆnica.
Desta forma, conseguimos achar uma outra caracterizac¸a˜o para a equac¸a˜o das su-
perf´ıcies mı´nimas na me´trica induzida pela me´trica euclidiana, que e´ dada por4ψ ≡ 0.
Note que a medida que alteramos a imersa˜o, alteram-se a me´trica induzida e o operador
4.
Um resultado que sera´ muito importante no desenvolvimento dos teoremas prin-
cipais deste trabalho e´ a versa˜o do Princ´ıpio do Ma´ximo para Superf´ıcies Mı´nimas.
Que se relaciona com o Princ´ıpio do Ma´ximo mostrad por Hopf, atrave´s do Corola´rio
2.3, que nos garante que uma imersa˜o e´ Mı´nimas se, e somente se, for uma func¸a˜o
harmoˆnica.
Teorema 2.4. Princ´ıpio do Ma´ximo para Superf´ıcies Mı´nimas Sejam M1
e M2 hiperf´ıcies mı´nimas em Rn . Se existe p ∈ M1 ∩M2 ponto interior de ambas
superf´ıcies, de modo que na vizinhac¸a de p, u1 e u2 sejam gra´ficos de func¸o˜es em M1
e M2 respectivamente, com u1 ≤ u2, enta˜o M1 = M2.
Ainda a respeito do Corola´rio 2.3, podemos verificar alguns resultados sobre o fecho
convexo de um conjunto. Primeiramente, vejamos o seguinte:
1) Para cada par de vetores v, w ∈ Rn definimos um semi-espac¸o Hv,w = {v + x ∈
Rn; 〈x,w〉 ≥ 0}.
2) Para cada conjunto X ⊂ Rn, o fecho convexo de X e´ o conjunto
C(X) = ∩{Hv,w ⊂ RnX ⊂ Hv,w};
Este e´ o menor conjunto convexo e fechado que conte´m X.
Vamos assumir agora que ψ : M −→ Rn e´ uma imersa˜o isome´trica mı´nima e para
cada v, w ∈ Rn considere a func¸a˜o fv,w : M −→ R dada por :
fv,w(x) = 〈ψ(x)− v, w〉
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Pelo Corola´rio 2.4, esta func¸a˜o e´ harmoˆnica em M e, pelo princ´ıpio do ma´ximo estrito
de Hopf, temos que f = cte.
Corola´rio 2.5. Seja ψ : M −→ Rn uma imersa˜o mı´nima, onde M e´ uma variedade
compacta. Fazendo M0 = M\∂M temos,
ψ(M) ⊂ C[ψ(∂M)]
e se ψ(M) se encontra em um subespac¸o afim na˜o pro´prio, enta˜o
ψ(M0) ⊂ C[ψ(∂M)]0
Em particular se M e´ compacta sem bordo, nenhuma imersa˜o mı´nima de M em Rn
existe.
2.3 Superf´ıcies Mı´nimas
Os estudos a cerca de Superf´ıcies Mı´nimas iniciaram-se com Lagrange atrave´s da
Equac¸a˜o de Lagrange das Superf´ıcies Mı´nimas , no caso particular de func¸o˜es da-
das como gra´fico de uma func¸a˜o diferencia´vel de classe C2. A questa˜o era de encontrar
uma superf´ıcie que possu´ısse a menor a´rea dentre todas as superf´ıcies que assumem de-
terminandos valores no bordo de um conjunto aberto U do plano (com fecho compacto
e bordo diferencia´vel).
Sabemos que superf´ıcies dadas pelo gra´fico de func¸o˜es diferencia´veis possuem a
forma z = f(x, y), portanto, seu elemento de a´rea e´ dado por :





Se z = f(x, y) como uma soluc¸a˜o para este problema, vamos considerar uma famı´lia
de func¸o˜es a 1-paraˆmetro zt(x, y) = f(x, y) + tη(x, y), de modo que η seja uma func¸a˜o















[(1 + f 2x + f
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Fazendo p = fx , q = fy e w = (1 + p














Agora, basta integrar por partes a equac¸a˜o acima e notarmos que η|∂U = 0, da´ı :














Como z = f(x, y) = z0(x, y) representa a soluc¸a˜o para o problema, enta˜o A(0) e´ um
ponto cr´ıtico da func¸a˜o A(t) e, portanto, A′(0) = 0. Isto ocorre para qualquer func¸a˜o
η escolhida de modo que a u´nica restric¸a˜o seja η se anular na fronteira de U . Desta













Calculando as derivadas indicadas acima, obtemos:
(4) fxx(1 + fy)
2 − 2fxfyfxy + fyy(1 + f 2x) = 0
Esta equac¸a˜o e´ a conhecida como Equac¸a˜o das Superf´ıcies Mı´nimas e, e´ a equac¸a˜o
que nos da´ as soluc¸o˜es para o problema estudado por Lagrange que mencionamos
anteriormente.
Note que, o processo feito para encontrar a Equac¸a˜o de Lagrange para Superf´ıcies
Mı´nimas e´ o mesmo processo da fo´rmula da Variac¸a˜o da a´rea feito na sec¸a˜o anterior.
Pore´m, aqui estamos lidando aqui especificamente com gra´ficos de func¸o˜es de duas
varia´veis de classe C2 onde o ca´lculo torna-se natural e simples.
Uma outra observac¸a˜o de Lagrange foi que, func¸o˜es lineares sa˜o soluc¸o˜es de (4) e
ele tambe´m conjecturou a existeˆncia de soluc¸o˜es contendo qualquer curva dada como
um gra´fico ao longo da fronteira de U .
Posteriormente, as superf´ıcies mı´nimas foram relacionadas com um elemento intr´ınseco
da geometria diferencial, Meusnier mostrou que (4) acontecia se, e somente se, a curva-
tura me´dia destas superf´ıcies era nula. Como vimos, a curvatura me´dia e´ definida pelo
trac¸o da matriz da segunda forma fundamental, neste caso, temos uma variedade de di-
mensa˜o dois e, portanto: H = k1+k2
2
. Em Geometria Diferencial e´ poss´ıvel verificarmos





2 − 2fxfyfxy + fyy(1 + f 2x)





E portanto, H ≡ 0 se, e somente fxx(1 + fy)2 − 2fxfyfxy + fyy(1 + f 2x) = 0.
2.4 Exemplos de Superf´ıcies Mı´nimas
Exemplo 2.1. A Superf´ıcie Mı´nima de Sherk (1835)
Figura 2.1: Superf´ıcie Mı´nima de Sherk.
Em 1835 Scherk descobriu um exemplo de superf´ıcie mı´nima, resolvendo a equac¸a˜o
(4) para func¸o˜es do tipo f(x, y) = g(x) + h(y). Neste caso, a equac¸a˜o (4) se reduz a
{1 + [h′(y)]2}g′′(x) + {1 + [g′(x)]2}h′′(y) = 0,







Como x e y sa˜o varia´veis independentes, cada lado desta equac¸a˜o e´ constante. Seja a





⇒ −g′′(x) = a+ a[g′(x)]2
14
2. Imerso˜es Mı´nimas
Fazendo g′(x) = w e g′′(x) =
dw
dx























∣∣∣∣∣. O gra´fico de f e´ conhecido como Superf´ıcie Mı´nima
de Scherk.
Exemplo 2.2. O Cateno´ide - 1744
Figura 2.2: Cateno´ide.
O cateno´ide e´ uma superf´ıcie de revoluc¸a˜o em R3 obtido pela rotac¸a˜o da curva :





), x ∈ R, em torno do eixo x.







e sua curvatura total,
∫
M
KdM e´ −4pi. O teorema abaixo e´ uma caracterizac¸a˜o de su-
perf´ıcies mı´nimas de revoluc¸a˜o no R3 atrave´s do cateno´ide.
Teorema 2.6. (Ver refereˆncia [1])
Qualquer superf´ıcie mı´nima de revoluc¸a˜o em R3 e´, a menos de movimento r´ıgido,
parte de um cateno´ide ou de um plano.
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Exemplo 2.3. O Helico´ide - 1776
Figura 2.3: Helico´ide.
Fonte: https://commons.wikimedia.org/wiki/File%3AHelicoide.png
O helico´ide pode ser descrito pela aplicac¸a˜o x : R2 −→ R3 dada por
X(u, v) = (ucos(av), usen(av), bv)
onde a e b sa˜o constantes na˜o nulas. Geometricamente, considere a he´lice dada por
(cosu, senu, au). Por cada ponto da he´lice, trace uma reta paralela ao plano xy e que
intersecta o eixo Oz. A superf´ıcie gerada por essas retas forma o helico´ide. O helico´ide
e´ uma superf´ıcie mı´nima completa. Sua curvatura Gaussiana K e´ dada por
K = − −b
2
(b2 + a2u2)2
e sua curvatura total na˜o e´ finita.
O helico´ide e´ tambe´m um exemplo de superf´ıcie mı´nima regrada, isto e´, uma
superf´ıcie geometricamente descrita por uma linha reta deslizando suavemente ao longo
de uma curva.
Teorema 2.7. (Ver refereˆncia [1])
Qualquer superf´ıcie mı´nima regrada do R3 e´, a menos de um movimento r´ıgido,





Neste cap´ıtulo abordaremos os teoremas apresentados no artigo The strong half-
space theorem for minimal surfaces de Hoffman e Meeks- [6], que tratam de resultados
de semiespac¸o para superf´ıcies mı´nimas no R3 e da´ uma caracterizac¸a˜o para o fecho
convexo de uma hiperf´ıcie mı´nima M em Rn, sob as mesmas condic¸o˜es dos teoremas
de semiespac¸o. Como ja´ mencionado na introduc¸a˜o deste trabalho, estes teoremas
foram motivados, ale´m da influeˆncia de outros resultados, pelos exemplos encontrados
nos trabalhos de Jorge/Xavier [7] e Rosenberg/Toubiana [13]. Faremos uma breve
apresentac¸a˜o destes exemplos antes de chegar aos teoremas principais.
3.1 Exemplos Motivacionais
3.1.1 Exemplo de Jorge e Xavier
Em 1980, Jorge e Xavier desenvolveram um me´todo que nos possibilita construir
exemplos de superf´ıcies mı´nimas em R3, completas e entre dois planos paralelos. Esta
construc¸a˜o se deu atrave´s da demonstrac¸a˜o de um teorema de existeˆncia, consequeˆncia
da pergunta de E.Calabi a cerca da existeˆncia de tais superf´ıcies mı´nimas. O teorema
e´ o seguinte :
Teorema 3.1. Existem superf´ıcies mı´nimas em R3, completas, na˜o flat, que esta˜o
totalmente contidas numa faixa.
Para a demonstrac¸a˜o usam-se os resultados seguintes.
Lema 3.2. (Representac¸a˜o de Weirstrass de superf´ıcie mı´nimas) Sejam f, g :
D −→ C func¸o˜es holomorfas e :
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f(1− g2), φ2 = i2f(1 + g2), φ3 = fg
Se f nunca se anula enta˜o a func¸a˜o x(x1, x2, x3) : D −→ R3, onde xk = Re
∫
φk define
uma superf´ıcie mı´nima regular em R3 cujo elemento de comprimento de arco e´ dado
por ds = λ|dz| onde λ = |f |
2
(1 + g2).
Lema 3.3. Seja {Dn} a sequeˆncia de discos fechados centrados na origem, Dn ⊂ Dn+1,⋃
Dn = D. Seja Kn ⊂ Dn um conjunto compacto tal que Kn ∩Dn−1 = ∅ e D/Kn e´
um conjunto conexo. Seja f um afunc¸a˜o holomorfa definida numa vizinhanc¸a da unia˜o
de Kn. Enta˜o e´ poss´ıvel aproximarmos f uniformemente a esta unia˜o por func¸o˜es
holomorfas definidas em D.
A ideia foi tomar regio˜es compactas, formadas apartir da retirada de pedac¸os de
annulis1 disjuntos e montar uma sequeˆncia destas regio˜es disjuntas cujos pedac¸os reti-
rados esta˜o em ”lados opostos”, como podemos ver na Figura 3.1.
Figura 3.1: Construc¸a˜o de Jorge e Xavier
Fonte: Artigo [1]
Apo´s a construc¸a˜o desta sequeˆncia, consideramos os conjuntos E =
⋃
nKn (onde n
e´ par ) e O =
⋃
nKn( onde n e´ ı´mpar), e observa-se que: Qualquer caminho diverngente
em D de comprimento euclideano finito, cruza todos, a menos de um nu´mero finito,
os Kn em E ou todos, a menos de um nu´mero finito, os Kn em O. Com o aux´ılio dos
lemas 3.1.1 e 3.1.2, encontra-se um a superf´ıcie mı´nima M e da´ı conclu´ımos que M e´
completa .
1 Annuli = Regia˜o anelar.
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3.1.2 Exemplo de Rosenberg e Toubiana
Em 1990, Rosenberg e Toubiana, tomando como refereˆncia a construc¸a˜o de Jorge e
Xavier, encontraram um exemplo de annuli mı´nimo imerso em R3, completo e pro´prio
numa faixa aberta.
Em sua construc¸a˜o, eles modelaram uma superf´ıcie M em um annuli A = A(c1, c2)
onde c1 < |z| < c2. Para isto, procuraram um par de aplicac¸o˜es holomorfas (f, g) em
A na˜o nulas e utilizando a representac¸a˜o de Weirstrass de M , encontraram que g e´,
na verdade, a representac¸a˜o de Gauss de M composta com a projec¸a˜o estereogra´fica
do po´lo norte. Restando enta˜o, encontrar f holomorfa a g satisfazendo determinadas
condic¸o˜es e na˜o nula para que se construa M como desejado.
Na construc¸a˜o de g, e´ utilizado o me´todo de Jorge e Xavier comentado anteri-
ormente, pore´m, usando a parte deletada dos anulis que convergem para ambas as
fronteiras dos c´ırculos de A (ver figura 3.2). A construc¸a˜o e´ finalizade com a uti-
lizac¸a˜o do Lema 3.1.2 e alguns resultados mais te´cnicos que podem ser vistos mais
cuidadosamente em [13].
Figura 3.2: Construc¸a˜o de Rosenberg e Toubiana
Fonte: Artigo [2]
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3.2 Teorema Principal 1 - Teorema de Semiespac¸o
para Superf´ıcies Mı´nimas
Este primeiro teorema tambe´m e´ conhecido como uma versa˜o do Princ´ıpio do
Ma´ximo para superf´ıcies mı´nimas no infinito. Ele foi uma das ferramentas utilizadas
na demonstrac¸a˜o de uma versa˜o mais forte do Princ´ıpio do Ma´ximo no Infinito
para variedades tridimensionais flat, ale´m de ser muito utilizado em uma grande va-
riedade de problemas geome´tricos relacionados a`s propriedades de supef´ıcies mı´nimas
propriamente mergulhadas.
Teorema 3.4. Uma superf´ıcie mı´nima M em R3 conexa, pro´pria, na˜o-planar e possi-
velmente ramificada, na˜o esta´ contida em um semiespac¸o.
Demonstrac¸a˜o. Suponhamos que o teorema e´ falso. Isto e´, seja M uma superf´ıcie
mı´nima, nas condic¸o˜es do teorema, e tal que esteja totalmente contida em um semi-
espac¸o.
Sem perda de generalidade, vamos considerar que M esta´ contida no semiespac¸o
H = {(x, y, z) ∈ R3 : z ≥ 0}, mas que M na˜o esta´ contida em nenhum semiespac¸o que
seja um subconjunto pro´prio de H (isto e´, a fronteira do semiespac¸o H e´ o u´nico plano
abaixo de M , o que implica dizer que M tangencia a fronteira de H no infinito).
Pelo Princ´ıpio do Ma´ximo, como M na˜o e´ plana por hipo´tese, M ∩ P = ∅, onde
P = ∂H = {z = 0}. Mas, para ε > 0 suficientemente pequeno, conseguimos uma
translac¸a˜o para baixo de M , digamos Mε, tal que Mε ∩ P 6= ∅.
Considere C = C1 o semicateno´ide {(x, y, z) ∈ R3 : x2 + y2 = cosh2(z)|z < 0}.
Escolhendo ε > 0 pequeno o suficiente, podemos assegurar que Mε ∩ C1 = ∅ e, sendo
D1 o disco unita´rio em P , Mε ∩D1 = ∅.
Mais especificamente, seja d > 0 a distaˆncia de M ao disco DR ⊂ P , de raio
R = cosh(1) > 1. Do lado de fora do cilindro sobreDR, C1 esta´ abaixo do plano z = −1.
Escolheremos enta˜o ε < 1
2
min(1, d) e pequeno o suficiente para que Mε ∩ P 6= ∅.
Seja Ct a contrac¸a˜o homote´tica de C1 por t, para 0 < t < 1 como na Figura. Observe
que Ct converge suavemente e distante de ~0 para P −~0. Do que foi visto anteriormente,
podemos concluir que:
1) Ct ∩Mε encontra-se fora do cilindro sobre D1 para todo t;
2) Mε ∩ Ct 6= ∅ para t suficientemente pequeno; e
3) Mε ∩ Ct = ∅ para t pro´ximo de 1.
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Figura 3.3: Teorema de Semiespac¸o
Fonte: Artigo[6]
Agora seja S = {t ∈ (0, 1) : Ct ∩Mε 6= ∅} e T = lub1 S. Claramente T < 1.
Afirmac¸a˜o: T ∈ S, isto e´ CT ∩ S 6= ∅.
Se T e´ um ponto isolado de S, temos o que quer´ıamos. Do contra´rio, podemos
encontrar uma sequeˆncia crescente tn −→ T em S, com t0 > T2 , tal que existe um
ponto pn ∈ C1 onde tnpn ∈ Ctn ∩Mε. Se pn = (xn, yn, zn), devemos ter que tnzn > −ε,
o que implica que zn > −εtn >
−ε
T
. Isto e´, {pn} se encontra em um subconjunto limitado
{(x1, x2, x3) ∈ C1|x3 > − εT } e portanto deve possuir uma subsequeˆncia convergente.
Seja {pj} esta subsequeˆncia. Como o cateno´ide e´ completo, temos que pj −→ p0 ∈
C1, enta˜o tjpj ∈ Ctj ∩Mε. Por continuidade, Tp0 ∈ CT ∩Mε. Assim, T ∈ S.
Como a fronteira de CT se encontra dentro do disco D1 ⊂ P , e D1∩Mε = ∅, enta˜o
Tp0 tem que ser um ponto interior de CT . Mais ainda, dos fatos :
1) T < 1, e;
2) ∀ t > T ⇒ Ct ∩Mε = ∅,
temos que CT encontra Mε em Tp0, mas esta´ localmente situado de um lado de Mε
perto de Tp0. Pelo princ´ıpio do Ma´ximo para mı´nimas, CT coincide com Mε pro´ximo de
Tp0, e portanto, Mε tem que ser um cateno´ide. O cateno´ide no entanto, na˜o pode estar
inteiramente contido em um semiespac¸o. O que nos da´ a contradic¸a˜o desejada.
Uma observac¸a˜o importante e´ que este teorema falha sem a hipo´tese de M ser
pro´pria, como e´ o caso dos exemplos de Jorge e Xavier, e Rosenberg e Toubiana vistos
na sec¸a˜o anterior.
Se voltarmos a´ demonstrac¸a˜o deste teorema, para que sua generalizac¸a˜o ao Rn
valesse, ter´ıamos que encontrar uma hiperf´ıcie mı´nima Cn, na˜o compacta, propriamente
1lub=lower upper bounded. Isto significa: Menor cota superior
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imersa, com fronteira compacta, a qual uma das func¸o˜es coordenas fosse pro´pria
e negativa. Assim, a falha da generalizac¸a˜o deste teorema nos mostra que um tal
conjunto na˜o pode existir em Rn para n > 3. No caso de n = 3, podemos pegar para
ser C3, a parte inferior do cateno´ide.
Uma outra observac¸a˜o que prove´m disto e´ que, um fim de uma hiperf´ıcie mı´nima
propriamente imersa em Rn , n > 3 na˜o pode ter uma func¸a˜o coordenada pro´pria
negativa.
Podemos encontrar ainda, um contra-exemplo em Rn que e´ o cateno´ide n − 1-
dimensional, uma superf´ıcie mı´nima, completa e pro´pria, mas que esta´ contido entre
dois planos paralelos.
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3.3 Teorema Principal 2 - Versa˜o Forte do Teorema
de semiespac¸o para superf´ıcies mı´nimas
Enunciaremos agora, dois resultados, encontrados em [11] e [12], que sera˜o funda-
mentais na demonstrac¸a˜o do Teorema do Semiespac¸o-(versa˜o forte).
Teorema 3.5. Seja N uma variedade Riemanniana orienta´vel, completa e com fron-
teira na˜o-vazia. Enta˜o se ∂N possui curvatura me´dia na˜o-negativa com relac¸a˜o ao
vetor normal que aponta ”para fora”e a curvatura escalar de N for na˜o-negativa, uma
das seguintes coisas ocorre :
1) N possui uma esfera mı´nima esta´vel ou N possui uma superf´ıcie mı´nima esta´vel
que e´ um plano, ou um cilindro ou um toro flat; ou
2) A fronteira de N e´ conexa.
Corola´rio 3.6. Sejam Σ1 e Σ2 superf´ıcies mı´nimas, completas , pro´prias e imersas no
espac¸o tridimensional euclidano R3, enta˜o uma das seguintes acontece:
1) Ou Σ1 ou Σ2 e´ um plano;
2) Existe um plano P ∈ R3 disjunto de Σ1 e Σ2 tal que Σ1 e Σ2 esta˜o em compo-
nentes distintas de R3 − P .
3) Σ1 e Σ2 se intersectam na˜o trivialmente.
Teorema 3.7. Teorema do semiespac¸o para superf´ıcies mı´nimas- versa˜o
forte: Duas superf´ıcies mı´nimas em R3, pro´prias, possivelmente ramificadas e conexas
devem se interscectar, a menos que sejam planos paralelos.
Demonstrac¸a˜o. Suponhamos que as superf´ıcies M1 e M2, com as condic¸o˜es
1 do enun-
ciado, na˜o se intersectam. Do Corola´rio 3.5.1, temos que ou uma delas e´ um plano,
deixando a outra em um semiespac¸o, ou existe um plano entre elas, colocando cada
uma delas num semiespac¸o distinto. Do Teorema 3.4, vemos que isto so´ e´ poss´ıvel se
ambas forem planos e, como na˜o se intersectam, estes planos devem ser paralelos.
Vamos seguir agora com a prova do Corola´rio 3.5.1 :
Demonstrac¸a˜o. Corola´rio 3.5.1
Suponhamos que nem 1) nem 3) ocorrem. Seja N o fecho geode´sico da componente
de R3− (Σ1 ∪Σ2) a qual a fronteira possui uma parte de Σ1 e uma parte de Σ2. Enta˜o
N satisfaz as hipo´teses do teorema acima, a menos do fato de fronteira de N possuir
alguma curva que se autointersecte de Σ1 ou Σ2. No entanto como os aˆngulos internos
destas curvas que se autointersectam sa˜o menores ou iguais a 180◦, o argumento usado
1A hipo´tese de completude vem do fato de serem M1 e M2 imerso˜es pro´prias em R3.
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em [8] vale para N. Portanto, como ∂N e´ desconexa, ja´ que e´ a unia˜o disjunta de
conjuntos, em particular, Σ1 e Σ2 que na˜o se intersectam, podemos usar o Teorema3.3
e concluir que N possui uma mı´nima esta´vel e que esta deve ser um plano, pois a u´nica
mı´nima esta´vel em R3 e´ o plano.
Os outros casos seguem facilmente deste.
Vejamos agora um corola´rio do Teorema 3.6.
Corola´rio 3.8. Suponha que N e´ uma 3-variedade completa, flat e i : M ⊂ N e´
uma superf´ıcie mı´nima, mergulhada que na˜o e´ flat. Enta˜o a aplicac¸a˜o induzida i∗ :
pi1(M) −→ pi1(N) nos grupos fundamentais e´ sobrejetiva. Mais ainda, se M e N sa˜o
ambas orienta´veis, enta˜o M desconecta N .
Demonstrac¸a˜o. Seja F : R3 −→ N o espac¸o de recobrimento universal de N . A
aplicac¸a˜o no grupo fundamental i∗ : pi1(M) −→ pi1(N) e´ sobrejetiva se, e somente,
F−1(M) e´ composta de uma u´nica componente. Mas, como cada componente de
F−1(M) esta´ mergulhada em uma mı´nima na˜o flat, do Teorema 3.6, temos que F−1(M)
deve ser conexa, o que implica que i∗ e´ sobrejetiva.
Suponhamos agora que N e M sa˜o orienta´veis. Enta˜o se N e M na˜o se desconectam,
deve existir uma curva γ simples e fechada que intersecta M transversalmente em u´nico
ponto. Uma vez que i∗ e´ sobrejetiva, existe uma colec¸a˜o de curvas Γ em M que sa˜o
homo´logas a` γ.
Como M e N sa˜o orienta´veis, o fibrado normal de M e´ trivial. Desta forma,
podemos “levantar”esta colec¸a˜o Γ na direc¸a˜o do vetor normal que aponta para fora
de M , gerando assim, uma outra colec¸a˜o Γˆ que na˜o instersecta M mas permanece
homo´loga a` γ.
Como M possui intersec¸a˜o na˜o trivial com γ, da teoria elementar da intersecc¸a˜o M
deveria intersectar Γˆ.
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3.4 Teorema Principal 3 - Caracterizac¸a˜o do Fecho
Convexo
Apesar de termos que os Teoremas 3.4 e 3.7 na˜o possueem verso˜es ana´logas para di-
menso˜es maiores, o pro´ximo teorema nos mostra que o fecho convexo de uma superf´ıcie
mı´nima pro´pria do R3 possui propriedades muito especiais e que possuem generalizac¸a˜o
natural par hiperf´ıcies em Rn.
Teorema 3.9. Suponha que M e´ uma subvariedade mı´nima de Rn, pro´pria, possivel-
mente ramificada, conexa e cuja fronteira ∂M , que pode ser vazia, e´ um conjunto
compacto. Seja H(M) o fecho convexo de M . Enta˜o exatamente uma das seguintes
afirmac¸o˜es ocorre:
(1) H(M) = Rn;
(2) H(M) e´ um semiespac¸o;
(3) H(M) e´ uma faixa fechada entre dois hiperplanos paralelos;
(4) H(M) e´ um hiperplano;
(5) H(M) e´ um conjunto compacto convexo. Isto ocorre precisamente quando M e´
compacto.
Ale´m disto, quando n = 3, ∂M possui intersecc¸a˜o na˜o vazia com cada componente
de H(M).
Demonstrac¸a˜o. Como a demonstrac¸a˜o deste teorema e´ uma generalizac¸a˜o direta do
caso onde n = 3 ( que e´ mais fa´cil de visualizar), apresentaremos a demonstrac¸a˜o
apenas para este caso.
Vamos incialmente supor que os casos (1), (4) e (5) do teorema na˜o ocorrem. Sendo
assim, para provarmos que (2) ou (3) devem ocorrer, enta˜o temos que provar que se
existem dois semiespac¸os H1 e H2 distintos e os menores que contenham M , enta˜o
P1 = ∂H1 e P2 = ∂H2 sa˜o planos paralelos (isto e´, considerando que H(M) na˜o seja
um semiespac¸o). A demonstrac¸a˜o consiste de supormos que P1 e P2 na˜o sa˜o paralelos
e obtermos um absurdo.
Supondo enta˜o que P1 e P2 na˜o sa˜o planos paralelos, temos que o interior de M
na˜o pode ter um ponto em comum com P1 ∪ P2, pois pelo Princ´ıpio do Ma´ximo, caso
tivesse, M teria que coincidir com um dos planos, mas supomos que (4) na˜o ocorre.
Seja C = H1 ∩H2 . Apo´s uma rotac¸a˜o, caso necessa´rio, vamos assumir que :
1) C esta´ no semiespac¸o z > 0;
2) A fronteira de C e´ um gra´fico sobre o plano xy e;
3) P1 ∩ P2 esta´ no eixo x.
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Fazendo uma translac¸a˜o paralela ao eixo x, caso necessa´rio, podemos supor que a
fronteira ∂M esta´ completamente contida no semiespac¸o x 6 −1. (Esta translac¸a˜o
deixa C invariante). Em particular, 0 /∈M e ja´ que M e´ fechada, existe um s > 0 cuja
bola Bs = {(x, y, z) : (x− s)2 + y2 + z2 6 s} e´ tal que M ∩Bs = ∅. Seja agora,
Γs = ∂Bs ∩ ∂C = ∂Bs ∩ (P1 ∪ P2)
. Ja´ que Γs tem projec¸a˜o 1-1 sobre uma curva plana convexa, enta˜o deve ser a fronteira
de uma superf´ıcie mı´nima compacta ∆s (Problema de Plateu), que e´ um gra´fico sobre
um conjunto convexo no plano (x, y). Da propriedade de fecho convexo (ver apeˆndice)
como ∆s ⊂ Bs, enta˜o ∆s esta´ a uma distaˆncia positiva de M .
Para t ∈ [1, ∞ ) consideremos as seguintes superf´ıcies :
At = {tp : p ∈ ∆s}
Note que :
1) Cada At e´ um gra´fico na˜o negativo dentro de C ∩ {(x, y, z) ∈ R3 : x > 0};
2) Cada At e´ compacto ;
3) A´ medida que t −→∞, At converge para {(x, y, z) ∈ C : x = 0} e;
4) Cada ponto em C ∩ {(x, y, z) ∈ R3 : x > 0} −Bs esta´ em algum At.
Como A = A1 e´ disjunto de M , segue do Princ´ıpio do Ma´ximo para mı´nimas
que nenhum At pode ter nenhum ponto em comum com M , pois caso houvesse algum
pt0 ∈M ∩At0( isto e´, no seu interior uma vez que a fronteira de M esta´ a uma distaˆncia
positiva de qualquer At), pelo Princ´ıpio do Ma´ximo, M e At coincidiriam. Mas isto
na˜o e´ poss´ıvel pois todos os At possuem pontos em comum e em particular, possuem
pontos em comum com A1 que e´ disjunto de M por construc¸a˜o.
Logo, como (Bs ∪
⋃∞
t=1At) ⊃ C ∩ {(x, y, z) ∈ R3 : x > 0}, M ⊂ H3 = {(x, y, z) ∈
R3 : x 6 0}. Com um argumento similar, no´s conseguimos um inteiro positivo k,
grande o suficiente, tal que, como M e´ limitada, M ⊂ H4 = {(x, y, z) ∈ R3 : x ≥
−k}. Repetindo o mesmo argumento inicial para H1 e H3 no lugar de H1 e H2 no´s
conseguimos mostrar que M e´ limitada na direc¸a˜o z e esta´ contida em um semiespac¸o
H5 = {(x, y, z) : z ≤ N}, com N um inteiro positivo grande o suficiente.
Desta forma, temos que M ⊂ H1 ∩H2 ∩H3 ∩H4 ∩H5 que e´ um conjunto compacto
e convexo. Assim, ter´ıamos que H(M) e´ um conjunto convexo compacto. O que e´ uma
contradic¸a˜o, ja´ que supomos que (5) na˜o ocorre.
Logo conclu´ımos que P1 e P2 sa˜o planos paralelos, o que implica que (3) ocorre.
Fica provada enta˜o a parte principal do teorema.
Obseve que, se supormos que (1), (2), (3) e (4) na˜o ocorrem, como H(M) na˜o e´ um
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semiespac¸o , (5) acontece pelo que foi provado anteriormente.
Se (2),(3),(4) e (5) na˜o ocorrem, enta˜o note que, se H(M) na˜o fosse o R3, existiria
um ponto p ∈ R3 que na˜o estaria no fecho convexo. Mas se este ponto, digamos p,
na˜o estiver no fecho convexo, enta˜o nenhum segmento p0p1, onde p0 e p1 pertencem a
H(M), que contenha p, poderia estar contido em H(M). Em particular, existiria um
plano P contendo p que na˜o esta´ contido em H(M), logo H(M) seria um semiespac¸o,
mas isto e´ na˜o ocorre por hipo´tese. Logo, (1) deve ocorrer.
Agora, na˜o valendo (1), (2), (3) e (5), se H(M) na˜o for um plano, enta˜o como
tambe´m na˜o e´ o R3 nem e´ um conjunto compacto convexo, deve ser ou um semiespac¸o
ou uma faixa fechada entre dois planos pelo que ja´ foi provado. Isto e´, (2) ou (3)
ocorrem. O que e´ absurdo, uma vez que supomos que (2) e (3) tambe´m na˜o acontecem.
Logo, deve ser um plano.
Por fim, para mostrarmos que quando n = 3, ∂M intersecta cada componente
da fronteira de H(M), repetimos a demonstrac¸a˜o do teorema 3.1. Iremos supor que
∂M possui intersecc¸a˜o vazia com alguma das componentes do bordo de H(M). Assim
H(M) ⊂ H1, onde H1 representa a unia˜o das demais componentes. Reproduzimos a
demonstrac¸a˜o do Teorema 3.4 substituindo ∂M por M e H por H1. Concluiremos
que H1 e´ um cateno´ide cujo fecho convexo e´ o R3.
Nota: Todos os casos citados no teoremas ocorrem no R3. Para os casos (1) e
(2), os exemplos sa˜o o cateno´ide x2 + y2 = cosh2(z) e o semicateno´ide com z ≥ 0,
respectivamente. Para (3) podemos tomar qualquer um dos exemplos do Teorema
Principal em [5] e considerar a porc¸a˜o destas superf´ıcies em uma faixa |z| ≤ 1. Para
(4), temos um plano e para (5) temos o caso de qualquer exemplo compacto.
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