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ABSTRACT
IDENTIFYING DATA CENTERS FROM SATELLITE IMAGERY
ADAM BUSKIRK
2016
We develop two different descriptors which can be utilized to describe satellite imagery.
The first, the differential-magnitude and radius descriptor, describes a scene by comput-
ing the directional gradient of the scene with respect to a vector field whose solutions
are circles around a pixel to be described, and then counts pixels in a descriptor matrix
according to the magnitude of this gradient and the distance at which this magnitude
occurs. The second, the radial Fourier descriptor, extracts from the scene a sequence
of annuloid sectors, and uses this to approximate the behavior of the image on a circle
around the point to be described. The fast Fourier transform is then used to obtain
a description of this function in the frequency domain; the absolute values of these
complex-valued frequencies form the descriptor. A set of data to test and perform
parameter selection for these procedures using 79 Landsat 8 imagery scenes was con-
structed. A cellular evolutionary algorithm was then utilized for parameter selection by
training and testing support vector machine classifiers using LIBSVM from this dataset
utilizing classification accuracy as a fitness function. We then analyze the classification
success associated with the two methods equipped with their optimized parameters.
1Chapter 1
Introduction
The problem this work labors to solve is this: given a scene taken from satellite
imagery, how do we automate the procedure of structure recognition? For this problem,
we specifically focus on using the freely accessible Landsat 8 imagery [17], and the task
of recognizing large data centers such as those which power the internet titans of today.
1.1 Landsat 8 data properties
Landsat 8 data is delivered in the GeoTIFF data format, consisting of eleven
bands of data as described in Table 1.1. The first seven bands and band 9 effectively span
wavelengths from 0.43 µm to 2.29 µm, with band 9 falling between bands 5 and 6. Band
8 is a higher-resolution band which can be used with bands 2, 3, and 4 to form an ap-
proximation of a standard RGB image with 15 meter resolution; however, the “panchro-
matic” wavelengths are mostly red and green. Bands 10 and 11 are thermal bands
with high wavelengths. Each band is named in the form “[Landsat scene ID] B[Band
number].TIF,” provided as a grayscale TIFF image file, which may be opened by ordi-
nary image editing software like the GNU Image Manipulation Program [16], but also
equipped with additional metadata regarding the specifics of the projection used and
corrections done to the data.
Furthermore, included is a metadata file which contains information about the
properties of the image, including the properties of the projection, the longitude and
latitude of the four corners of the image, image attributes like cloud cover, and, of course,
2Band Description Wavelength (µm) Resolution (m)
1 Coastal aerosol 0.43-0.45 30
2 Blue 0.45-0.51 30
3 Green 0.53-0.59 30
4 Red 0.64-0.67 30
5 Near Infrared (NIR) 0.85-0.88 30
6 SWIR 1 1.57-1.65 30
7 SWIR 2 2.11-2.29 30
8 Panchromatic 0.50-0.68 15
9 Cirrus 1.36-1.38 30
10 Thermal Infrared (TIRS) 1 10.60-11.19 100
11 Thermal Infrared (TIRS) 2 11.50-12.51 100
Table 1.1: Description of the Landsat 8 data bands, replicated from United
States Geological Survey [17, http://landsat.usgs.gov/band_designations_
landsat_satellites.php]
information about exactly when the image was taken.
1.2 Data centers and their satellite-recognizable features
Data center structures frequently exhibit a number of large-scale characteristics
which aid in their identification. Data center buildings are often large buildings, rela-
tively broad and with relatively few floors; furthermore, they are often longer structures,
lined with cooling towers on one side and vehicular access on the other. Often data cen-
ters will also be associated with their own power stations; the long roofs of some are
lined with solar panels, or smaller cooling towers, or other auxilliary infrastucture for
the servers. While some of the finer details may not be visible in the 30 meter resolution
of Landsat 8 imagery, the heat emitted by the cooling towers will often be an identifiable
signature for the structure. This gives us a list of features we may utilize to tell whether
a given scene in Landsat imagery represents a data center:
3• It will almost certainly possess the uniquely blueish colors peculiar to human-made
structures, in contrast to the earthen colors of forest and field.
• It will likely have, somewhere in the vicinity, the sharp changes across multiple
bands formed by the edges of the building; this edge may also have a rough texture
along it, formed by the regular placement of the building’s cooling towers, air intake
fans, and other support structures for the servers.
• It is likely to be relatively warm, or to be near to hot spots in the image.
This list of properties, one is drawn to notice, is largely localized, rather than a prop-
erty associated with a single pixel. Indeed, it would seem rather absurd to think a
single spectrum at a point, a simple tuple of 11 rational numbers, would reveal all of a
structure’s secrets; and this draws us towards descriptors at a pixel as a function of the
surrounding neighborhood.
4Chapter 2
DMR-family histogram descriptors
The first type of descriptor we developed based, in large part, upon the concepts
utilized by Dalal and Triggs [7], we call the “differential-magnitude and radius” descrip-
tor; more generally, there is a family of similar descriptors utilizing the concept which we
refer to as “DMR-family” (Histogram) descriptors. The general concept is that we can
describe a scene in an image using the gradient, taken as a radial derivative around the
point to be described. The pixels may then be classified by such statistics as directional
gradient and distance from the center, and the quantity of pixels lying in each class can
prove to be valuable in determining what the scene depicts.
2.1 Measure-theoretic foundations and the continuous DMR
While the problem we approach is naturally discretized, for the purposes of un-
derstanding, we may define an abstraction of the (DMR) histogram descriptor which may
be applied generally to describe both the discrete case and a continuous interpretation
which may assist in understanding the DMR histogram idea.
Our development of the basic terminology of measure theory, which provides the
theoretical basis for both continuous and discrete DMR, is based on Ash and Doleans-
Dade [2], and that text is recommended for a more complete description of these ideas.
Definition 2.1.1. If F is a collection of subsets of some set Ω which satisfies the four
properties below, we call F a σ-field.
(A) Ω ∈ F
5(B) If A ∈ F , then AC ∈ F . (Closure under complements)
(C) If A1, A2, · · · , An ∈ F , then
⋂n
i=1An ∈ F . (Closure under finite intersections)
(D) If {Ai : i ∈ N} ⊆ F , then
⋂∞
i=1 An ∈ F . (Closure under countable intersections)
If F0 satisfies only properties (A), (B), and (C), then it is called a field. If L is a
collection of subsets of Ω, define σ(L ) to be
σ(L )
def
=
⋂
s∈Σ(L )
s, Σ(L ) = {s : L ⊆ s, s a σ-field} ,
the minimal σ-field which encompasses all of the sets in L .
Furthermore, a space equipped with a σ-field (X,F ) is called a measurable
space.
Definition 2.1.2. The Borel sets of a topological space (X, τX), denoted B(X), is
defined to be the smallest σ-field containing the topology of the space; that is,
B(X) def= σ(τX)
Definition 2.1.3. We call f : X → Y a measurable function if X and Y are mea-
surable spaces and whenever V ∈ FY , then f−1(V ) ∈ FX . That is, the preimage under
f of every measurable set in Y is measurable in X.
Definition 2.1.4. A measure on a measurable space (X,F ) is a set function µ : F →
R0+ such that if {Ai, i ∈ N} is a collection of mutually disjoint elements of F , then
µ
( ∞⋃
i=1
Ai
)
=
∞∑
i=1
µ(Ai).
6Theorem 2.1.5 (Carathe´odory Extension Theorem). If µ is a measure on a field F0
of subsets of Ω, and there exists some countable measurable cover of Ω, {Ai : i ∈ N},
such that µ(Ai) < ∞ for all i, then µ has a unique extension to a measure on σ(F0),
the minimal σ-field over F0.
For a proof of this theorem, see Ash and Doleans-Dade [2, p. 19].
Using this, we find that we can extend the pre-measure µ′ on the field generated
by right semi-closed intervals (RSCI, intervals of the form (−∞, b], (a, b], (a,∞) or
R itself), which is defined by decomposing each set in the field into a finite collection of
disjoint RSCI intervals and summing
µ′ :

(a, b] 7→ b− a
(−∞, b] 7→ ∞
(a,∞) 7→ ∞
R 7→ ∞
over this collection. Using the Carathe´odory extension theorem gives us a measure λ,
called the Borel measure on the real line, which is defined on the σ-field generated by
the RSCI intervals. As its name would suggest, this turns out to be the same as the
Borel sets for R, since we may generate any RSCI interval from open sets (let bn ↓ b; then
(a, b] =
⋂
n(a, bn); the other types of RSCI intervals yield similarly) and an open interval
may be generated from RSCI intervals (let a < bn ↑ b; then (a, b) =
⋃
n(a, bn];
1and any
open subset of R is a countable union of these intervals); so any σ-field containing one
must also contain the other and all sets generated by the other, and thus the minimal
σ-field for the RSCI sets is equivalent to the minimal σ-field generated by the open sets,
B(R).
1Note that the definition of a σ-field does imply closure under countable unions; ∀i ∈ N, Ai ∈ F ⇒(B)
∀i ∈ N, ACi ∈ F ⇒(D)
⋂
nA
C ∈ F ⇒(B) (
⋂
nA
C)C =
⋃
nA ∈ F .
7Definition 2.1.6. Given a measurable space (X,FX) and a collection of measurable
functions γi : X → (Yi,FYi), i ∈ n¯, we may specify measurable sets in FX by their
images in each Yi, using the function Γ : FY1 × · · · ×FYn → FX defined by
Γ(b1, b2, · · · , bn) def=
⋂
i∈n¯
γ−1i (bi), bi ∈ FYi . (2.1)
We call Γ the (γ1, · · · , γn)-specification for X or, in general, a Gamma specification
for X. Furthermore, if we are given Gi ⊆ Fi, nonempty finite collections of measurable
sets, we call (G1, G2, · · · , Gn) a bin configuration for Γ.
A gamma specification for a space is essentially an alternative way of constructing
some subcollection of measurable sets in the space, sets which may otherwise be rather
difficult to denote.
Example 2.1.7. Let X = R2 with the Borel sets, and consider γ1 and γ2 to be the
projections of X onto the first and second components respectively, pi1, pi2 : R2 → R.
Then if b1, b2 ∈ B(R), and with Γ defined by (2.1) above, Γ(b1, b2) = b1× b2 specifies the
measurable rectangle [2, p. 113] formed by b1 and b2 in R2.
Example 2.1.8. Suppose X = R2 and let γ1 : R2 → R0+ and γ2 : R2 → S1 map each
point to the r and θ polar coordinates of that point respectively. Then Γ(b1, b2) defined
with respect to these specifies bands in R2 around 0 with distances in b1 and angles in
b2; for example, Γ([1, 2], S
1) is the annulus around 0 with inner radius 1 and outer radius
2.
Definition 2.1.9. Consider some measurable function f : X → R, with X a measure
space with Borel sets derived from a metric d, and a point v. Let γ1 = f and γ2 = dv :
8X → R0+, where dv(x) def= d(v, x), and let Γ be the (γ1, γ2)-specification for X. Then
the general Magnitude and Radius (MR) descriptor with respect to m ∈ B(X)
and r ∈ B(R0+)
MR(v;m, r)
def
= µX(Γ(m, r))
and with respect to a bin configuration (M,R) for Γ, we define also the magnitude and
radius descriptor with respect to (M,R) = ({mi : i ∈ a¯} ,
{
rj : j ∈ b¯
}
) to be the matrix
defined by
[MR(v;M,R)]ij
def
= µX(Γ(mi, rj))
Definition 2.1.10. Consider some smooth function f and a point v. Let
tv(x)
def
=
(
0 −1
1 0
)
x− v
||x− v||
be the vector field populated with unit vectors orthogonal to x− v, and let Dtv denote
the directional derivative with respect to tv. Let then γ1 = Dtvf : R2 \ {v} → R and
γ2 = dv : R2 \ {v} → [0,∞) be the unary distance function defined above, and define Γ
as above by these. We define the continuous Differential-Magnitude and Radius
(DMR) descriptor of f at v with respect to (m, r) ∈ B(R)× B([0,∞)) by
DMR(v;m, r)
def
= λ (Γ (m, r))
where λ denotes the Lebesgue measure on R2 \ {v}. If (M,R) is a bin configuration
for Γ, where M = {mi : i ∈ a¯} ⊆ B(R) and R =
{
rj : j ∈ b¯
} ⊆ B(R0+), then we
define the DMR descriptor with respect to the bin configuration (M,R) as the matrix
DMR(v;M,R) defined by
[DMR(v;M,R)]ij
def
= DMR(v;mi, rj) = λ(Γ(mi, rj)).
9Figure 2.1: The plot of f(x, y) = x3 − y2.
Intuitively, the DMR descriptor at a point is a histogram of the different types
of behavior a path encircling that point would encounter, for bands of various radii.
2.2 Applying continuous DMR-family descriptors
Example 2.2.1. As an example of DMR, consider the function f(x, y) = x3−y2 (Figure
2.1). To obtain the directional derivative of f , first we compute the gradient of f , which
is ∇f(x, y) = (3x2,−2y)>, and the vector field t0 is defined by
t0(x, y) =
(
0 −1
1 0
)
(x, y)> − (0, 0)>
||(x, y)> − (0, 0)>|| =
(−y, x)>√
x2 + y2
We compute the directional derivative of f with respect to t0 utilizing the dot product
of the gradient of f and t0:
Dt0f(x, y) = ∇f · t0 =
−3x2y − 2xy√
x2 + y2
10
Figure 2.2: The plot of Dt0f(x, y).
which is displayed in Figure 2.2.
Then, suppose we wish to determine the DMR for f associated with the bin
configuration (M,R) = ({(−∞, 0], (0,∞)} , {[0, 0.5], (0.5, 1]}). A rough designation of
the regions described is shown in Figure 2.3. It is evident from the formulation above that
this is a continuous function (except, of course, at the point (0, 0), where it is undefined,
but this is technically omitted from the domain of Dt0f). Hence the boundaries of these
regions describe their respective contents.
To find these boundaries, we consider the set of points where Dt0f(x, y) = 0.
Dt0f(x, y) = 0
−3x2y − 2xy√
x2 + y2
= 0
11
Figure 2.3: The regions of Dt0f designated by the bin configuration
({(−∞, 0], (0,∞)} , {[0, 0.5], (0.5, 1]}). The regions denoted by the (1, 1), (2, 1),
(1, 2), and (2, 2) entries in the DMR matrix are blue, black, pink, and red, respectively.
12
−3x2y − 2xy = 0
−3x2y = 2xy
This equation implies one of three scenarios: x = 0, y = 0, or, dividing through by
−3xy, x = −2
3
.
Note that the magnitudinal boundaries for the disk defined by the radial bin
[0, 0.5] are only those associated with x = 0 and y = 0. Hence the boundaries of the
(1, 1) and (2, 1) entries in the DMR matrix are just the x and y axes and the circle of
radius 0.5. That is,
Γ((−∞, 0], [0, 0.5]) = {(x, y) ∈ R2 \ {0} : xy ≥ 0, 0 < ||(x, y)|| ≤ 0.5}
Γ((0,∞), [0, 0.5]) = {(x, y) ∈ R2 \ {0} : xy < 0, 0 < ||(x, y)|| ≤ 0.5}
Each of which are two opposite quarter-circles of radius 0.5, and consequently
[DMR(0;M,R)]1,1 = [DMR(0;M,R)]2,1 =
0.52pi
2
=
pi
8
For the radial bin (0.5, 1], we compute only the DMR for (−∞, 0] and (0.5, 1], which will
have the same measure as that for (0,∞) and (0.5, 1], since latter is a full-measure subset
(excluding the boundary) of the former’s image under the linear with determinant−1 and
thus measure-preserving map g(x, y) = (−x, y). They are complementary in the annulus
with inner radius 0.5 and outer radius 1, so they must each be half of pi−0.52pi = 0.75pi,
and thus
[DMR(0;M,R)]1,2 = [DMR(0;M,R)]2,2 =
0.52pi
2
=
3pi
8
13
Consolidating these results, we find that the DMR matrix for 0 with (M,R), M =
{(−∞, 0], (0,∞)}, R = {[0, 0.5], (0.5, 1]}, from f is
DMR(0;M,R) =
(
pi
8
3pi
8
pi
8
3pi
8
)
We now continue to our second example, which applies the concepts of the MR
descriptor to the field of dynamical systems.
Example 2.2.2. Consider the dynamical system defined by f(x) = x−1 cosx−1 (Figure
2.4) almost everywhere on R (excluding the countable collection of points which eventu-
ally map to 0). This system exhibits complicated dynamics; indeed, a plot of f 4 (Figure
2.5) demonstrates that f actually has attracting period-4 orbits; and furthermore, it
actually appears to have countably many of these, as shown in Figure 2.6. The concept
of the Lyapunov exponent can be used to identify and distinguish between orbits which
are attracted to distinct periodic orbits.
Definition 2.2.3. If (xn) is an orbit in a dynamical system (R, f) where f is smooth,
then we define the Lyapunov exponent h(x1) to be
h(x1) = lim
n→∞
1
n
n∑
i=1
ln |f ′(xi)|
if this limit exists. [1, p. 107]
It does, indeed, seem that the Lyapunov exponent is defined across f , and we can
(with an implicit assumption that the Lyapunov exponent h is a measurable function)
treat the Lyapunov exponent as a function of study for use in the MR descriptor. A
scan across x in the interval [−1, 1] with 1000 points discovers a collection of 16 distinct
14
Figure 2.4: The plot of f(x) = x−1 cosx−1.
Figure 2.5: The plot of f 4(x).
15
Figure 2.6: A plot of f 4(x), scaled to emphasize the “stair-stepping” attracting period-4
orbits.
periodic orbits which the sampled points collect at. These Lyapunov exponents are listed
in table 2.1. From these exponents, we can define a partition of R into measurable sets
M , which we can use as magnitudinal bins in which a point’s Lyapunov exponent may
lie. Similarly we define five radial bins R = {(2−7, 2−6], (2−8, 2−7], (2−9, 2−8], (2−10, 2−9],
[0, 2−10]}, which will serve to partition in a Γ specification, around a point of study v,
the closed disk around it of radius 2−6, B¯2−6(v) = [v− 2−6, v+ 2−6]. We can then utilize
Monte Carlo integration techniques to approximate the area of the different regions
within a neighborhood of a point.
MR by Monte Carlo integration pseudocode
1 Let v denote the point to be examined , and let n be the
2 number of samples desired.
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Lyapunov exponent magnitudinal bin measure of bin
-4.36315588781278 (−∞,−3.9545 . . .] ∞
-3.54588205355212 (−3.9545 . . . ,−3.4866 . . .] 0.4678 . . .
-3.42749081295934 (−3.4866 . . . ,−3.3083 . . .] 0.1783 . . .
-3.18923049705521 (−3.3083 . . . ,−3.1122 . . .] 0.1960 . . .
-3.03529219823209 (−3.1122 . . . ,−3.0296 . . .] 0.0826 . . .
-3.02391336257659 (−3.0296 . . . ,−2.9386 . . .] 0.0909 . . .
-2.85346818410071 (−2.9386 . . . ,−2.8481 . . .] 0.0905 . . .
-2.84280830011142 (−2.8481 . . . ,−2.7371 . . .] 0.1110 . . .
-2.63146169520362 (−2.7371 . . . ,−2.6265 . . .] 0.1105 . . .
-2.62167629976804 (−2.6265 . . . ,−2.4841 . . .] 0.1424 . . .
-2.34660947588129 (−2.4841 . . . ,−2.3422 . . .] 0.1418 . . .
-2.33793746657944 (−2.3422 . . . ,−2.1439 . . .] 0.1983 . . .
-1.94995391253300 (−2.1439 . . . ,−1.9463 . . .] 0.1975 . . .
-1.94280170066492 (−1.9463 . . . ,−1.6239 . . .] 0.3224 . . .
-1.30508697283135 (−1.6239 . . . ,−1.3026 . . .] 0.3213 . . .
-1.30019669187372 (−1.3026 . . . ,∞) ∞
Table 2.1: Approximate Lyapunov exponents of attractors discovered in a scan of f over
[−1, 1] and magnitudinal bins based on them.
3 Let M and R be the magnitudinal and radial bin collections
4 specified in the example , respectively.
5 HistogramMatrix ← zeros(|M |,|R|)
6 For i← 1 . . . n,
7 Let x be a random value sampled from the uniform distribution
8 on the interval [v − 2−6, v + 2−6] = ⋃m∈M m.
9 For a← 1 . . . |M |,
10 for b← 1 . . . |R|,
11 if h(x) ∈ ma and d(x, v) ∈ rb, then
12 HistogramMatrix(a,b) ← HistogramMatrix(a,b) + 1
13 return HistogramMatrix * λ
(⋃
m∈M m
)
/ n
The matrix returned by this code will, ignoring machine error and for large values of
n, be a reasonable approximation of the MR matrix for f at v with respect to M and
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R. Figure 2.7 demonstrates HistogramMatrix values generated by this code run (in
Octave) at 0, 1/16, 1/8, and 1/4, with n = 10, 000 points. (This data is more human-
interpretable than the MR itself.) This data demonstrates a few properties of the points
analyzed. It is evident that the last Lyapunov exponents is relatively common, as it is
consistently the largest entry in each column. However, at 1/16 the proportion of orbits
with a Lyapunov exponent of approximately −2.84280830011142 is substantially larger
within the disk around 2−9. Additionally, points near 1/4 seem to be entirely attracted
to the orbit(s) represented by −1.30019669187372. It seems clear from this data that
the neighborhoods around these four points have drastically different properties.
2.3 Discrete DMR-family descriptors
While the continuous version of the DMR histogram descriptor is useful for un-
derstanding the concepts underlying the computations, the Landsat data we have is by
nature discretized. While the MR descriptor itself can be utilized on functions over any
measure space with minimal modification, we must define a substitute for the directional
derivative expected by the DMR.
Suppose we are given a monochromatic image file, like those utilized in Landsat
data. Then our image can be viewed as a map I : m¯ × n¯ → Z, which can in turn be
extended to a map I : Z× Z→ R,
I(x1, x2) =
{
I(x1, x2) if x1 ∈ m¯, x2 ∈ n¯
0 otherwise
Definition 2.3.1. Let I : Z × Z → R and let Z × Z be equipped with the counting
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
148 106 44 19 23
92 60 30 9 9
79 25 18 9 3
49 32 19 9 9
3 1 2 2 1
61 31 17 9 6
13 4 3 0 2
89 33 19 8 13
17 8 2 2 3
127 71 33 10 26
55 30 10 3 7
230 120 40 31 24
119 66 40 22 23
525 266 138 59 56
1103 522 269 132 123
2286 1140 587 278 288


9 5 5 0 1
12 3 1 0 1
16 5 3 1 0
7 6 3 1 1
6 2 2 1 1
203 7 3 0 1
6 5 4 1 0
94 4 3 131 193
18 12 4 3 4
88 33 53 47 17
48 20 14 3 7
265 130 81 24 19
129 83 40 13 14
582 258 144 60 37
1135 589 299 109 97
2407 1270 665 211 221


6 3 1 3 0
8 5 2 1 1
5 5 3 1 0
9 14 2 2 5
4 4 2 0 1
13 6 1 1 2
14 14 6 2 0
8 9 3 5 5
15 17 17 4 3
19 25 6 5 5
42 37 25 8 10
42 34 13 18 14
124 90 50 30 25
616 112 47 35 28
993 700 357 274 179
3119 1471 663 238 314


2 1 1 0 0
7 7 5 0 0
11 3 1 0 0
5 0 2 0 0
8 5 0 0 0
11 6 3 0 0
10 4 3 0 0
6 5 1 0 0
27 8 5 0 0
18 8 4 0 0
40 18 8 0 0
53 21 9 0 0
97 64 22 0 0
147 81 44 0 0
890 472 214 0 0
3662 1811 902 638 630

Figure 2.7: Pre-MR counting matrix for the points 0, 1/16, 1/8, and 1/4, respectively.
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measure C. We define the discrete Magnitude and Radius descriptor to be
MR(v;m, r)
def
= C(Γ(m, r))
where Γ is the Γ-specification associated with γ1 = I and γ2 = dv, with m from B(R)
and r from B(R0+).
For any nonzero v ∈ R2, let ∆vI : Z2 → R denote the image gradient of I in the
direction of v; and if V : Z2 → R2 is a vector field, let ∆V I : Z2 → R be defined by
[∆V I] (x) def=
[
∆V (x)I
]
(x)
Definition 2.3.2. Let I : Z × Z → R, and let Z × Z be equipped with the counting
measure C. The discrete Differential-Magnitude and Radius descriptor of a
point v ∈ Z × Z is determined by the Γ-specification for γ1 = ∆V I and γ2 = dv, with
respect to m ∈ B(R) and r ∈ B(R0+),
DMR(v;m, r)
def
= C(Γ(m, r))
where V : Z2 → R2 is the tangent unit vector field defined by
V (x1, x2)
def
=
(
0 −1
1 0
)
x− v
||x− v||
Similarly, we define the discrete DMR descriptor with respect to (M,R), where
M = {mi : i ∈ a¯} and R =
{
rj : j ∈ b¯
}
, as the a× b matrix defined by
[DMR(v;M,R)]ij
def
= DMR(v;mi, rj)
2.4 Computing the DMR descriptor
In practice, computing the discrete DMR descriptor can be optimized dramati-
cally using efficient matrix operations. Our procedure exploits the fact that the DMR
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computations can be readily translated, and thus may be computed en masse using
translation operations. The general procedure we utilize follows the outline below.
We note a few facts about the efficiency of this procedure. There are three types
of operations we consider “costly” in different proportions, which are comparisons (<,
>, ≤, and ≥), additions (and subtractions), and multiplications. We will denote the
cost of an operation requiring c comparisons, a additions, and m multiplications with
the 3-tuple [c, a,m].
First note that the number of nonzero vectors v in consideration will be approx-
imately piR2 − 1 (Figure 2.8 line 5; Table 2.2, vec), where R is the supremum of the
union of R (if this does not exist then this computation is entirely untenable). For
each of these vectors, we must compute a gradient of the image. Utilizing a convolution
procedure to compute the gradient, with approximately 7 nonzero entries, this will cost
approximately seven multiplications and six additions per pixel in the image (6-7, grd).
Checking whether a given pixel in a gradient image is within a given bin will take 4
comparisons, if we assume M and R are both right semi-closed intervals—and for the
sake of simplicity, we require this in practice (9-10, bnc). To compute this for each
combination of bins will multiply this value by |M | · |R|, which can be combined into the
three-dimensional array Gv in the algorithm above (8, [Gv]). To add up the Gv matrices
for each v will require approximately piR− 2 operations at each pixel, one less than the
approximate number of vectors under consideration (12, [G]).
The full procedure entails first computing a gradient for each vector (vec · grd),
then computing Gv for each of these gradients (vec · [Gv]) and then combining these all
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General DMR Procedure
1 We are given an X × Y Landsat scene I and bin configurations
2 (MI , RI), I ∈ I associated with each layer.
3 For each Landsat layer I ∈ I,
4 Find the maximum radius under consideration , R = sup⋃r∈RI r.
5 For each integer vector v = (x, y)> ∈ BR(0) ∩ Z2,
6 Compute the gradient of the image , Gv = ∆vI for v =
(
0 −1
1 0
)
( xy ), in
7 the direction orthogonal to (x, y)>.
8 For each mi ∈MI and rj ∈ RI ,
9 Compute Gvij : X × Y → {0, 1} such that [Gvij ](w, z) = 1 if Gvwz ∈ mi and
10 |(w, z)| ∈ rj , and [Gvij ](w, z) = 0 otherwise.
11 Let Gv : X × Y × |MI | × |RI | → Z be defined by Gv(w, z, i, j) = Gvij(w, z).
12 Let GI =
∑
v Gv. We let the |MI | × |RI | matrix DMRI(w, z;M,R) = G(w, z, ·, ·)
13 describe the point (w, z) on layer I.
14 Let cI : |MI | · |RI | → |MI | × |RI | be a bijective counting function
15 for each I.
16 At each layer , we reshape GI into a three -dimensional matrix
17 GI : X × Y × |MI | · |RI | → Z defined by GI(w, z, k) = GI(w, z, [cI(k)]1, [cI(k)]2).
18 We then append all of these GI along the third index into a
19 single three -dimensional matrix G which serves to describe our
20 scene at every layer simultaneously.
Figure 2.8: A general sketch of the DMR algorithm.
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into a single G (which just costs [G]). If we let P = pix be the total number of pixels
in the image, V = |BR(0) ∩ Z2| be the number of vectors to consider, and let A = |M |,
B = |R|, then the total cost can be expressed as
V · grd + V · [Gv] + [G] = V P [0, 6, 7] + V ABP [4, 0, 0] + P [0, V − 1, 0]
= [4V ABP, 6PV + P (V − 1), 7PV ]
= [4V ABP, 7PV − P, 7PV ] (2.2)
By expression 2.2, we would thus expect a total of 4V ABP comparisons, 7PV − P
additions, and 7PV multiplications required to compute the DMR for a scene. To
put these in terms of the actual data, with a 6000 × 6000 scene, approximately the
largest contiguously useful space we may find within Landsat imagery, we could expect
P ≈ 36, 000, 000. With A = |M | = B = |R| = 3 on average, and considering R neigh-
borhoods of maximum radius R = 10 pixels, corresponding to a real-world radius of
approximately 300 meters, we would estimate V = piR2 − 1 ≈ 313.159 vectors, but in
practice 316 vectors are within this radius. Then (2.2) suggests that 409, 536, 000, 000
comparisons will be required, 79, 596, 000, 000 additions, and 79, 632, 000, 000 multipli-
cations per layer of Landsat data. While modern hardware is very capable, this can still
be quite an expensive procedure. If we double the resolution of the data—if the user is
only interested in some feature found in the RGB data and computes a panchromatic
image using band 8, or we use a different, 15 meter resolution data source—then P
would increase to (2 · 6000)2 = 144, 000, 000, R would increase to 20, and consequently
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V would climb to 1256. We would then need to utilize 6, 511, 104, 000, 000 comparisons,
1, 265, 904, 000, 000 additions, and 1, 266, 048, 000, 000 multiplications. This leads us to
recognize that this procedure does not scale well; in theory, the computational cost for
increasing the resolution by a factor of n scales with O(n4). Thus it seems evident that
this procedure serves the user best in cases where the resolution of a scene is naturally
limited.
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Abbr. Long name Formula or approximation
pix Pixels per image Depends on size of scene
to be analyzed
R Max radius sup⋃r∈R r
vec Vectors under consideration piR2 − 1
grd Cost for gradient pix · [0, 6, 7]
bnc Cost to check a bin combination per gradient pix · [4, 0, 0]
[Gv] Cost to compute all bin combinations for a
gradient, yielding Gv
|M | · |R| · bnc
[G] Cost to sum G = ∑v Gv pix · [0, vec− 1, 0]
Table 2.2: A table of different sub-costs used to analyze the DMR computation proce-
dure. For this discussion we use the notation [c, a,m] to denote a computational cost of
c comparisons, a additions, and m multiplications. We assume reshaping operations are
free.
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Chapter 3
Theory of the radial Fourier descriptor
The general concept of the radial Fourier descriptor (henceforth RFD) is quite
similar to that of the differential-magnitude and radius descriptor. Around any point
in R2, we can circumscribe a circle with any positive radius. Each of these will be
homeomorphic to the unit circle T, and given a smooth function f : R2 → R to be
described (a stand-in for Landsat imagery, as in the DMR theory), the restriction of f
to a circle around a point can be viewed as a map from the circle T to R, which permits
one to describe it using concepts from Harmonic Analysis, namely, the function’s Fourier
coefficients. These Fourier coefficients, collected at a variety of different radii, may prove
to be useful descriptors of f for the circumscribed point.
While this theory, again, does not apply directly to Landsat imagery, the discrete
analogue of Fourier coefficients and the Fourier transform, the discrete Fourier transform
(DFT), can be applied to discrete sequences of regional averages in an image, with
regions circumscribing a point, and this itself may be a useful description of that point
in the image. Furthermore, the sheer efficiency of the fast Fourier transform (FFT)
algorithm may allow us to an alternative description of the traits discovered by the
DMR methodology, but with a dramatically reduced cost associated with extracting
these descriptors, as well as a lessened need for a precise calibration of the parameters
involved, since the radial Fourier descriptor scales only in the dimension of the radii
described, unlike the differential-magnitude and radius descriptor which is parameterized
by both radial bins and also magnitudinal bins as well.
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3.1 Theory of Fourier coefficients
We will give only a basic introduction into the theory of Fourier coefficients; it
will generally be based on Katznelson [14], and that text is recommended for a more
complete explanation of these concepts.
The general concept of Fourier coefficients, and more generally the Fourier trans-
form, is that one may approximate a function f to arbitrary precision using sinusoids;
and, specifically, by a trigonometric polynomial.
Definition 3.1.1. A function p on R of the form
p(t) =
N∑
n=−N
ane
int, ξn ∈ R
is a trigonometric polynomial on T.
Definition 3.1.2. The Fourier coefficients fˆ of f ∈ L1(T) are defined by fˆ : N→ C,
fˆ(n)
def
=
1
2pi
∫
f(t) · e−int dt
We note here the domain of f ; while readers familiar with the Fourier transform
will recall that the Fourier transform of a function on the real line will also be a function
on the real line, for a function f on T, the Fourier coefficient function fˆ will be defined
on the integers; the essential intuitive difference between these two cases may be seen
in the compactness of T compared to that of R. Similar to the case of the Stone-
Weierstrass Theorem, which observes that polynomials in C(X,R) with X a compact
subset of R can be approximated uniformly with polynomials, so also analogously can
we approximate functions on T with trigonometric polynomials. In contrast, R is not a
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compact space, and to approximate functions on a function with real domain we require
stronger techniques. However, the functions we work with here naturally have T as a
domain, and thus the additional muscle of the full Fourier transform is excessive.
The Fourier coefficient operator obeys a number of useful properties; these prop-
erties are absolutely essential for the radial Fourier descriptor.
Theorem 3.1.3. Suppose f, g ∈ L1(T). Then
(A) ̂[f + g](n) = fˆ(n) + gˆ(n)
(B) If a ∈ C, then [̂af ](n) = afˆ(n).
(C) Denote fθ(t) = f(t− θ) for θ ∈ T. Then fˆθ(n) = fˆ(n)e−inθ.
Proof.
̂[f + g](n) =
1
2pi
∫
[f + g](t) · e−int dt
=
1
2pi
∫
f(t) · e−int dt+ 1
2pi
∫
g(t) · e−int dt
= fˆ(n) + gˆ(n) (A)
[̂af ](n) =
1
2pi
∫
[af ](t) · e−int dt
=
1
2pi
∫
af(t) · e−int dt
= a
1
2pi
∫
f(t) · e−int dt
= afˆ(n) (B)
fˆθ(n) =
1
2pi
∫
fθ(t) · e−int dt
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=
1
2pi
∫
f(t− θ) · e−int dt
=
1
2pi
∫
f(t′) · e−in(t′+θ) dt′ (change of variable t′ = t− θ)
=
[
1
2pi
∫
f(t′) · e−int′ dt′
]
e−inθ
= fˆ(n) · e−inθ (C)
These properties equips the Fourier coefficients with properties invaluable to our
objective. Properties (A) and (B) yield linearity. This is necessary to ensure that if, for
example, a map f can be decomposed into f(t) = g(t) + h(t), where g(t) is considered
an “ordinary” signal and h(t) is the extraordinary part, which we wish to detect, fˆ and
gˆ will be distinguishable by an increase in ||fˆ − gˆ|| = ||hˆ|| (for an appropriate choice of
norm || · || on the set of functions from Z to C). Property (C) of Fourier coefficients
yields an extremely valuable trait of the Fourier coefficients, describing how they operate
under rotations of T. While we do not have simple invariance under rotations of T, we
notice that ∣∣∣fˆθ(n)∣∣∣ = ∣∣∣fˆ(n) · e−inθ∣∣∣ = ∣∣∣fˆ(n)∣∣∣ · ∣∣e−inθ∣∣ = ∣∣∣fˆ(n)∣∣∣ · 1 = ∣∣∣fˆ(n)∣∣∣ (3.1)
and thus the absolute value of the Fourier coefficients of f are invariant under rotations
of the space. This descriptor’s parallel in the discrete Fourier transform is precisely the
radial Fourier descriptor, which we apply to the problem of identifying data centers.
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3.2 The discrete Fourier transform and fast Fourier transform algorithm
Definition 3.2.1. Given a collection of N equally spaced complex-valued data points
{x0, x1, · · · , xN−1}, the discrete Fourier transform of these points is the collection
{Xk} defined by
Xk
def
=
N−1∑
n=0
xn · e−2piikn/N , k ∈ Z (3.2)
Using function notation, if f : Z/NZ→ C corresponds to the data points by f(k) = xk,
then we define the discrete Fourier transform fˆ to be
fˆ(k)
def
=
∑
n∈Z/NZ
f(n) · e−2piikn/N (3.3)
For brevity of notation, and consistency with traditional notational conventions, we
denote e2pii/N , the primitive N -th root of unity, with the symbol ω.
The discrete Fourier transform shares each of the properties of Theorem 3.1.3;
however, property (C) must be modified slightly to match the new domain for our
function.
Theorem 3.2.2. Suppose f, g : Z/NZ→ C. Then
(A) ̂[f + g](d) = fˆ(d) + gˆ(d)
(B) If a ∈ C, then [̂af ](d) = afˆ(d).
(C) For r ∈ Z/NZ, denote fr(n) = f(n− r). Then fˆr(d) = fˆ(d) · ω−dm
Proof. Parts (A) and (B) follow quite directly from the definition in a similar manner
to the proofs of the corresponding parts of Theorem 3.1.3.
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For part (C), suppose r ∈ Z/NZ. Then
fˆr(d) =
∑
n∈Z/NZ
fr(n) · ω−dn
=
∑
n∈Z/NZ
f(n− r) · ω−dn
=
∑
m∈Z/NZ
f(m) · ω−d(m+r) (Change of variable m = n− r)
=
 ∑
m∈Z/NZ
f(m) · ω−dm
 · ω−dr
= fˆ(d) · ω−dr (C)
Note that the change of variable m = n − r is a translation, which preserves the finite
group Z/NZ which indexes the summation.
We may simplify the computation of the discrete Fourier transform using a fast
Fourier transform (FFT) algorithm. In particular, we describe the Cooley-Tukey FFT
algorithm [6], which was introduced by James W. Cooley and John W. Tukey in 1964.
Their particular implementation further improves upon the concepts discussed here by
taking into account the storage space used in the computation as well, but we believe the
details obfuscate the mathematical concepts underlying the FFT algorithm and these
have been omitted to better convey the simplifications underlying the procedure.
We assume that the number of samples N is highly composite. While this may
not always be the case, this condition is not generally difficult to meet; often we may force
this to be the case by simply sampling our data at a particularly composite frequency.
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Then we know N = N1N2 and N1, N2 ∈ N are both greater than 1. Then for n ∈
{0, 1, · · · , N − 1}, we may write n = N1m + k for m ∈ {0, 1, · · · , N2 − 1} and k ∈
{0, 1, · · · , N1 − 1}. Then
fˆ(d) =
N−1∑
n=0
f(n) · ω−dnN
=
N1−1∑
k=0
N2−1∑
m=0
f(N1m+ k) · ω−d(N1m+k)N
=
N1−1∑
k=0
N2−1∑
m=0
f(N1m+ k) · (ωN1N )−dm · ω−dkN
=
N1−1∑
k=0
ω−dkN
N2−1∑
m=0
f(N1m+ k) · (ωN1N )−dm
Note that ωN1N = ωN/N1 = ωN2 .
=
N1−1∑
k=0
ω−dkN
N2−1∑
m=0
f(N1m+ k) · ω−dmN2
If we let fk be the restriction of f to the coset k+Z/N2Z (mapping N1m+k → m), then
we observe that the interior summations are in fact also discrete Fourier transforms.
=
N1−1∑
k=0
ω−dkN
N2−1∑
m=0
fk(m) · ω−dmN2
=
N1−1∑
k=0
ω−dkN fˆk(d)
Computing a discrete Fourier transform will, if we use the literal sequence of compu-
tations implied by equation (3.2), require a total of N − 1 complex additions and N
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N1 N2 Additions Mult. New add per old New mult per old
21 29 524800 4096 0.50097752 0.00390625
22 28 264960 8192 0.25293255 0.00781250
23 27 138112 16384 0.13184262 0.01562500
24 26 80832 32768 0.07716276 0.03125000
25 25 64480 65536 0.06155303 0.06250000
26 24 80880 131072 0.07720858 0.12500000
27 23 138232 262144 0.13195717 0.25000000
28 22 265212 524288 0.25317311 0.50000000
29 21 525310 1048576 0.50146437 1.00000000
210 - 1047552 1048576 1 1
Table 3.1: The (theoretical) number of multiplications and additions required to compute
a discrete Fourier transform of 210 points with and without the use of one iteration of
the fast Fourier transform for various factorizations 210 = N1N2. The new values are
computed with (3.4), while the originals are taken from (3.2).
complex multiplications1(henceforth written as a tuple containing addition count and
multiplication count respectively, [N − 1, N ]) to calculate the DFT for a given value for
d; for each of the N values for d, this means our operation counts are [N2 −N,N2]. If
we decompose the discrete Fourier transform as above, then there will be N1 distinct fˆk
of length N2 to compute, which will (if calculated by (3.2)) require [N
2
2 −N2, N22 ] each,
and thus N1 · [N22 −N2, N22 ] = [NN2−N,NN2] to compute fˆk(d) for each k and d. From
this point, computing fˆ(d) takes [N1 − 1, N1] operations; there are N of these, so the
total operation counts would be
[NN2 −N2, NN2] +N · [N1 − 1, N1] = [NN2 −N2 +NN1 −N,NN2 +NN1] (3.4)
For large values of N , this can yield quite a dramatic difference in the quantity of op-
erations required, as can be seen in Table 3.1. When it is true that multiplication is
1We assume that we do not have to compute the complex roots of unity, since these may be computed
in advance and stored in a table to be used in any number of DFT computations of similar size, and
thus this cost is effectively negligible.
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substantially more expensive than addition, as is often the case2, the dramatic improve-
ments in multiplication count may justify the technique, even disregarding the relatively
mild improvement in addition count.
Furthermore, we can nest this procedure repeatedly. The expression in (3.4)
can be generalized into the expression, for N = N1N2 and operation counts for an
arbitrarily chosen DFT method ∗ for a length N DFT denoted by Ops(N ; ∗), we may
write a (potentially) recursive equation
Ops(N1N2; fft
1) = N1 ·Ops(N2; ∗) + [NN1 −N,NN1] (3.5)
Indeed, Table 3.2 shows the values for various factorizations 210 = N1N2N3. Each of
these is a substantial improvement over the most basic DFT calculation, but we can
reduce the number of each type of operation by over 95% (for N = 232423). When
factoring 210 fully, into 2 · 2 · 2 · 2 · 2 · 2 · 2 · 2 · 2 · 2 · 1 and iterating the FFT reduction ten
times, we require only 10240 additions and 21504 multiplications, less than 1% of the
additions we originally required and approximately 2.05% of the multiplications required
originally, a dramatic reduction in computational complexity.
As can be seen in this example, for discrete Fourier transforms of highly composite
sample sizes, the Cooley-Tukey FFT algorithm can dramatically decrease the number
of operations required. This advantage will inform a key design decision in the radial
Fourier descriptor. We always extract 2n samples, so as to ensure that the full advantages
of the fast Fourier transform may always be exploited.
2This is usually the case, as complex multiplication involves four real multiplications and two real
additions, whereas complex addition only involves two real additions, but when working with the fourth
roots of unity, i, −1, −i, and obviously 1, multiplication can be extremely easy.
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N1 N2 N3 Additions Mult. New add/old New mult/old
21 21 28 524288 528384 0.50048876 0.50390625
21 22 27 264192 268288 0.25219941 0.25585938
21 23 26 137216 141312 0.13098729 0.13476562
21 24 25 79872 83968 0.07624633 0.08007812
21 25 24 63488 67584 0.06060606 0.06445312
21 26 23 79872 83968 0.07624633 0.08007812
21 27 22 137216 141312 0.13098729 0.13476562
21 28 21 264192 268288 0.25219941 0.25585938
22 21 27 264192 268288 0.25219941 0.25585938
22 22 26 135168 139264 0.12903226 0.13281250
22 23 25 73728 77824 0.07038123 0.07421875
22 24 24 49152 53248 0.04692082 0.05078125
22 25 23 49152 53248 0.04692082 0.05078125
22 26 22 73728 77824 0.07038123 0.07421875
22 27 21 135168 139264 0.12903226 0.13281250
23 21 26 137216 141312 0.13098729 0.13476562
23 22 25 73728 77824 0.07038123 0.07421875
23 23 24 45056 49152 0.04301075 0.04687500
23 24 23 36864 40960 0.03519062 0.03906250
23 25 22 45056 49152 0.04301075 0.04687500
23 26 21 73728 77824 0.07038123 0.07421875
24 21 25 79872 83968 0.07624633 0.08007812
24 22 24 49152 53248 0.04692082 0.05078125
24 23 23 36864 40960 0.03519062 0.03906250
24 24 22 36864 40960 0.03519062 0.03906250
24 25 21 49152 53248 0.04692082 0.05078125
25 21 24 63488 67584 0.06060606 0.06445312
25 22 23 49152 53248 0.04692082 0.05078125
25 23 22 45056 49152 0.04301075 0.04687500
25 24 21 49152 53248 0.04692082 0.05078125
26 21 23 79872 83968 0.07624633 0.08007812
26 22 22 73728 77824 0.07038123 0.07421875
26 23 21 73728 77824 0.07038123 0.07421875
27 21 22 137216 141312 0.13098729 0.13476562
27 22 21 135168 139264 0.12903226 0.13281250
28 21 21 264192 268288 0.25219941 0.25585938
Table 3.2: The (theoretical) number of multiplications and additions required to compute
a discrete Fourier transform of 210 points with and without the use of two iterations of
the fast Fourier transform for various factorizations 210 = N1N2N3.
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Figure 3.1: A representative function should be, to some extent, translation and rota-
tionally invariant. The red and blue boxes represent a feature in I to be described and
its image under the translation or rotation respectively.
3.3 The radial Fourier descriptor
The radial Fourier descriptor (RFD) is designed to take the concept of the Fourier
transform around a circle around a point as a description of that point; the magnitudes
of the sinusoids around a given point will act to describe the point we are interested in.
Definition 3.3.1. If I : X → R is our image (or a function to be analyzed), we call
RI : X × T → R a representative function for I if RI(x, θ) in some way represents
the behavior of I in the direction of the vector (cos(θ), sin(θ)) from x. We expect that
RI is invariant under translations of I, so that for any y ∈ R2, RI(x, θ) ≈ RI+y(x+y, θ).
Furthermore, we expect this representative function to behave similarly under rotation
of the space; that is, if [φ] ∈ SO(2) rotates elements of R2 by φ, then RI(x, θ) ≈
R[φ]I([φ]x, θ + φ). These expectations are illustrated in Figure 3.1.
Example 3.3.2. In the continuous case, where I : R2 → R, we can let Rr((x, y), θ) =
I(x + r cos θ, y + r sin θ) for r > 0 be a representative function for I. This simply
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describes each point in I by restricting the function I to the circle of radius r around
that point.
Example 3.3.3. Given a measurable function I : R2 → R, we can, for any 0 <  < 2pi,
let
Sxθ =
{
x+ (a cos θ′, a sin θ′) : a ∈ [0, 1], θ′ ∈
[
θ − 
2
, θ +

2
]}
be the sector of width  and radius 1 in the direction θ from x. Then we may define a
representative function RS by
R(x, θ) =
1
λ(Sxθ)
∫
Sxθ
I dλ
which maps a pair (x, θ) to the average function value in the sector Sxθ.
Given this definition, it is evident that at any given point x, a representative
function can be viewed as a function Rx on T defined by Rx : θ 7→ R(x, θ); if this
function is an element of L1, then we can then compute the Fourier coefficients at this
point, Rˆx(n).
Example 3.3.4. Consider the function I = 1A, where A = [−1.5,−0.5] × [−0.5, 1.5],
depicted in Figure 3.2. We can assign to I the representative function R(x, θ) = I(x+
(cos θ, sin θ)). From this, we may obtain an expression for R0 as a sum of sinusoids using
the Fourier coefficients Rˆ0.
Definition 3.3.5. Suppose we are given an image I : Z2 → R, inner and outer radii r0
and r1, 0 < r0 < r1, and a “sampling rate” n ∈ N, n > 1. Let
Sxθ = Z2 ∩ {x+ (a cos θ′, a sin θ′) : a ∈ [r0, r1], θ′ ∈ [θ − 2pi/n, θ + 2pi/n]}
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A
Figure 3.2: Consider the function 1A, with A = [−1.5,−0.5] × [−0.5, 1.5] (first image).
Restricting this to the unit circle around 0 yields the representative function f(θ) =
1[2pi/3,7pi/6](θ). We can then decompose this into a sequence of Fourier coefficients which
represent sinusoids (second image), a sum of these reconstructing the behavior of the
representative function. The above plot is constructed from 13 sinusoids, with each
partial sum denoted in increasingly dark blue.
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and define a representative function for I by
R(x, θ) = Rx(θ)
def
=
1
||Sxθ||
∑
z∈Sxθ
I(z)
which maps a vector x and an angle θ to the average value of the annulus of inner
radius r0 and outer radius r1 in the direction of θ from x. We define R
∗
x : Z/nZ → R
as the restriction of Rx to the cyclic subgroup Gn ≤ T generated by 2pi/n, under the
homomorphism φ : Z/nZ→ Gn, a 7→ 2pia/n; that is,
R∗x : Z/nZ
φ→ Gn Rx→ R
The radial Fourier descriptor of I over the annulus ann(x; r0, r) is the vector-
valued function
[RFDI(x)]k
def
=
∣∣∣R̂∗x(k)∣∣∣ , k = 0, · · · , n− 1 (3.6)
We observe a few valuable properties of the radial Fourier descriptor. The sector
averages are approximately rotationally invariant; if we rotate by pi/2—multiples of
which make up all of the viable rotations of Z2—then we expect, if 4 | n, that the sector
S[pi/2]x,θ+pi/2 in the rotated space (where [pi/2] denotes the rotation-by-pi/2 matrix) should
be effectively identical (other than a change of general direction) to the sector Sxθ in
the original I, including its average. Thus, a pi/2 rotation of the space will induce a
rotation of n/4 in R∗. Due to Theorem 3.2.2 (C), this rotation in Z/nZ only introduces
roots of unity into the modulus of the RFD, which drop out in the same manner as
demonstrated in equation (3.1); so the RFD at a point in I is identical to that of its
image under the rotation. In general, we expect that rotations of I will retain similar
radial Fourier descriptors, despite the discretization of the procedure.
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The intuition behind the radial Fourier descriptor is that it describes a given
point in a scene by the magnitudes of the sinusoids needed to depict the image in a
circle around that point. These magnitudes, and particularly the first few, give us
valuable information about the general behavior of the neighborhood around a pixel; it
is likely to pick up the corner of a building, for example, or the roads leading to and from
a structure, and these clues in turn will allow the support vector machine to distinguish
a data center from other structures.
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Chapter 4
Support vector machines
The support vector machine (SVM) is a technology developed for solving classi-
fication problems; that is, problems which may be formulated in the form,
Given a (finite) set of data sampled from some space X (some subspace of
Rn or Cn) classified in a continuous probabilistic manner into classes 1 or −1,
{(xi, ci) ∈ X × {1,−1} : i ∈ I}, how do we best extend this classification into
a function f : X → {1,−1} such that f reflects the underlying distributions
of the two classes?
In particular, the SVM method attempts to find a hyperplane directly between and sepa-
rating the two classes of points. Further extensions to the theory permit a generalization
to a nonlinear classification and also to additional classes.
Our definition of a support vector machine roughly follows that on page 418 of
Friedman et al. [11], and that text is offered for further information on support vector
machines. In addition, the theoretical approach and notation we will use will be flavored
by the field of functional analysis, for which we refer the reader to Kreyszig [15].
4.1 The Separating Hyperplane Theorem
Suppose β ∈ H a finite-dimensional Hilbert space over R, ||β|| = 1, and 0 6= β0 ∈
R. Then we may define a classification G of X into {−1, 1} by
G(x) = sgn (〈β, x〉+ β0) (4.1)
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where the sign function sgn maps negatives to −1 and nonnegatives to 1. Of course,
such a classification could be obtained with any function from X to R mapped through
sgn. In particular we utilize the fact that 〈β, ·〉 can be viewed as a linear functional
f(x) = 〈β, x〉 on H by the Riesz Representation Theorem [15, p. 188], which naturally
ranges over all of R and thus has null space of one dimension less. This null space will
partition H into two disjoint components, as will the affine subspace of H defined by
the zeros of g(x) = 〈β, x〉+ β0.
Lemma 4.1.1. The null space N (g) of g(x) = 〈β, x〉 + β0, g : H → R with H a
finite dimensional Hilbert space over R, partitions H \N (g) into two disjoint connected
components; specifically, [+1] = {x ∈ H : g(x) > 0} and [−1] = {x ∈ H : g(x) < 0}.
Proof. It is evident that every point of H \N (g) must fall into one of these two classes.
Suppose that x, y ∈ [+1]. We assume without loss of generality that g(y) ≥ g(x).
Then we may define a path p : [0, 1]→ H between them by p(t) = (1− t)x+ ty. Then
g(p(t)) = g((1− t)x+ ty)
= 〈β, (1− t)x+ ty〉+ β0
= (1− t) 〈β, x〉+ t 〈β, y〉+ β0
= (1− t)(g(x)− β0) + t(g(y)− β0) + β0
= g(x)− β0 − tg(x) + tβ0 + tg(y)− tβ0 + β0
= g(x) + tg(y)− tg(x)
= g(x) + t [g(y)− g(x)]
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Since we know g(x) > 0, t > 0, and g(y) − g(x) > 0, we thus know that for all t,
g(p(t)) ∈ [+1]. Thus, there is a path from x to y contained completely in [+1], so
x and y share the same connected component of [+1]. But x and y were arbitrary;
consequently, [+1] is composed of a single connected component. The proof that [−1]
is a single connected component proceeds similarly, except we assume originally that
g(y) < g(x) and conclude that g(x) and [g(y) − g(x)] are negative and thus g(p(t)) is
contained entirely in [−1].
To see that [−1] and [+1] are, in fact, distinct components of H, note that [−1]
and [+1] are disjoint open sets covering H \N (g). For any point x in the space, we find
that the open ball B|g(x)|(x) is a neighborhood around the point contained entirely in
the respective class set. Thus these two disjoint open sets form a disconnection of the
space.
Thus, since [−1] and [+1] form a pair of disjoint open sets which are each con-
nected, H \ N (g) consists of two disjoint connected components, [−1] and [+1].
Lemma 4.1.2. The Minkowski sum A + B = {x+ y : x ∈ A, y ∈ B} of two compact
subsets of Rn is compact.
Proof. If A, B are compact and z ∈ A+B, the closure of the Minkowski sum, then
zn → z for zn ∈ A + B. Then zn = xn + yn for some xn ∈ A, yn ∈ B. Since A is
compact, xn has a convergent subsequence xni → x. Since differences of convergent
sequences are convergent, yni = zni − xni → y, which is an element of y since the B
is closed. Thus z = limi xni + yni = limi xni + limi yni = x + y, and thus z ∈ A + B.
Consequently, A+B is closed.
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Since A and B are compact, they are bounded, and thus ||x|| < M and ||y|| < N
for all x ∈ A, y ∈ B. So ||x+ y|| ≤ ||x|| + ||y|| < M + N , and thus A + B is bounded
also.
Since A+B is closed and bounded, it is compact.
It now makes some sense to ask: given some finite dataset D = {(xi, ci) ∈
H × {−1, 1}, i ∈ I}, where H ⊆ Rn, can we separate the two sets c− = {xi : ci = −1}
and c+ = {xi : ci = 1} with a hyperplane? In the case that the convex hulls
h− =
{∑
x′∈c−
ax′x
′ : ∀x′ ∈ c− (0 ≤ ax′ ≤ 1) ,
∑
x′∈c−
ax′ = 1
}
of c− and h+ (defined similarly) of c+ are disjoint, we are provided an answer by the
Separating Hyperplane Theorem [4, p. 46].
Theorem 4.1.3 (Separating Hyperplane Theorem). If A and B are disjoint nonempty
compact convex sets in Rn, then there exist β ∈ Rn, ||β|| = 1, and c ∈ R such that
∀a ∈ A, 〈β, a〉 < c and ∀b ∈ B, 〈β, b〉 > c.
The affine hyperplane satisfying 〈β, x〉 = c is a separating hyperplane between
the two sets A and B. To prove Theorem 4.1.3, we will first need a lemma.
Lemma 4.1.4. If A is a closed convex subset of Rn, there exists a unique x ∈ A with
minimal L2 norm.
Proof. The existence of points with minimal norm is guaranteed by the Nearest Point
Theorem (see Bartle [3, p. 78]) applied to the point 0 and A.
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To see that the nearest point is unique, suppose N = ||x|| = ||y||. Then consider
the point 1
2
(x+ y); so∣∣∣∣∣∣∣∣x+ y2
∣∣∣∣∣∣∣∣ = 12 ||x+ y|| ≤ 12 ||x||+ 12 ||y|| = N2 + N2 = N
with equality only if x = cy for some c ≥ 0. Without equality, ∣∣∣∣x+y
2
∣∣∣∣ < N , and thus x
and y were not minimal, a contradiction. With equality, then
N = ||x|| = ||cy|| = |c| ||y|| = cN
which can only occur if c = 1, and thus x = 1y = y. Thus a closed convex subset of Rn
contains a unique element of minimal norm.
And now we proceed to prove Theorem 4.1.3.
Proof. Consider the set C = {y − x : x ∈ A, y ∈ B}. This is the Minkowski sum of two
closed sets −1A and B, and thus it is closed by Lemma 4.1.2. Thus, by Lemma 4.1.4,
C contains a unique vector z = y − x of minimal norm.1 Furthermore, this vector must
be nonzero; if it were not, then y − x = 0 which implies x = y for x ∈ A, y ∈ B,
contradicting A and B’s disjointness.
Now we have two points x and y which are as close as two points of A and B may
be. Then let us define β = (y−x)/ ||y − x|| and c = 〈β, 1
2
(x+ y)
〉
. Then note that since
β is a unit vector, the linear functional p′(r) = 〈β, r〉 acts as a signed distance function
from the null space of p,2 which is naturally orthogonal to y − x by properties of inner
1Note that z is unique, but x and y may not be. In particular, this occurs when A and B’s closest
points lie on two parallel surfaces.
2This is evident for the subspace generated by β, since then d(0, x) =
√〈x, x〉 = √〈aβ, aβ〉 =
|a|√〈β, β〉 = |a| = |〈β, x〉|. If x is not in the subspace generated by β, then it can be decom-
posed x = aβ + γ, where γ lies in the orthogonal complement of the subspace generated by β, and
then d(γ, x) =
√〈x− γ, x− γ〉 = √〈aβ, aβ〉 = |〈β, x〉|. For any other point γ + γ′, d(x, γ + γ′) =√〈x− γ − γ′, x− γ − γ′〉 = √〈aβ − γ′, aβ − γ′〉 = √〈aβ, aβ〉+ 〈γ′, γ′〉 ≥ √〈aβ, aβ〉 = d(x, γ). Thus
the minimum distance to N (p) is indeed |〈β, x〉|.
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y − xA
B
Figure 4.1: A diagram of the proof of the Separating Hyperplane Theorem. C cor-
responds to the collection of vectors beginning in A and ending in B. Lemma 4.1.4
guarantees that C contains some unique minimal vector, which corresponds to a pair
(x, y) ∈ A × B of nearest points. Then an affine hyperplane perpendicular to y − x
separates our points, and this yields β and c for the separating hyperplane theorem.
products. Similarly so with the affine subspace N (p) defined by p(r) = p′(r)− c.
Then suppose any element y0 ∈ B were closer to N (p) than y; that is, |p(y0)| <
|p(y)|. If p(y0) < 0, we may use the Intermediate Value Theorem applied to the function
t→ p ((1− t)y + ty0) to obtain a point y′ ∈ B such that p(y′) > 0; we substitute this in
place of y0. So p(y0) = 〈β, y0〉 − c < 〈β, y〉 − c = p(y) and thus 0 < 〈β, y − y0〉.
Then consider yt = (1− t)y0 + ty = y0 + t(y − y0). Notice that if a < b, then
p(ya) = 〈β, y0 + a(y − y0)〉 − c = p(y0) + a 〈β, y − y0〉
p(yb) = 〈β, y0 + b(y − y0)〉 − c = p(y0) + b 〈β, y − y0〉
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·x
·y = ys
·y0
·x
·y·y0·ys
·x
·y·y0 ·ys
Figure 4.2: The three possible “altitudes” which may be dropped from x to the closed
affine subspace yR. In the first case, ys must be equidistant from the hyperplane, and
thus at least as far from x. In the second case, ys being closest forces y0 to be closer to
x than y1. In the third case, ys is further from the hyperplane than either y0 or y, which
ensures it is further from x than y.
Since b− a > 0,
p(yb)− p(ya) = (b− a) 〈β, y − y0〉 > 0
p(yb) > p(ya)
and thus t→ p(yt) is monotonically increasing. yR = {yt : t ∈ R} is an affine subspace,
and thus a closed set, and thus x must be closest to some point within by the Nearest
Point Theorem. Furthermore, we know that y[0,1] = {yt : t ∈ [0, 1]} ⊆ B by the
convexity of B, and this closed set, an image of [0, 1] in Rn, must have its own nearest
point, which must be y1 = y, the nearest point to x in all of B and thus also of any
subset of B containing it. There are three possibilities:
1. The closest point to x in yR lies inside y[0,1]. Then, it is in B and thus must be y
itself, so y − x is orthogonal to the affine subspace yR and thus y − x ⊥ y − y0.
Thus,
〈y − x, y − y0〉 = 0
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1
||y − x|| 〈y − x, y − y0〉 = 0〈
y − x
||y − x|| , y − y0
〉
= 0
〈β, y〉 − 〈β, y0〉 = 0
〈β, y〉 = 〈β, y0〉
p(y) = 〈β, y〉 − c = 〈β, y0〉 − c = p(y0)
which contradicts our assumption that p(y0) < p(y).
2. The closest point to x in yR lies outside y[0,1], in y(−∞,0) = {yt : t ∈ (−∞, 0)}.
Then y0 is the next closest point in y[0,1], and since the distance from x to yt
increases monotonically as t > s increases, y0 is closer to y; but this contradicts
our assumption that y − x was the vector of least norm in the Minkowski sum of
B and −A, since then y0 − x has lesser norm.
3. The closest point to x in yR lies in y(1,∞). Then since s > 1 and p(ys), the distance
of yt from N (p), increases with t, we know p(ys) > p(y). Then p(ys) − p(x)
represents the minimum distance from ys to N (p) plus the distance from N (p) to
x: it is intuitively the length of the path x → pi(x) → pi(ys) → ys, where pi(z)
denotes the nearest point of N (p) to z, with the pi(x) → pi(ys) distance omitted.
Then
||ys − x|| ≥ p(ys)− p(x) > p(y)− p(x) = ||y − x||
But this is absurd, since by assumption ys was the closest point in a set containing
y. This is a contradiction.
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Thus, since assuming any other possibility always leads to a contradiction, for all y′ ∈ B,
p(y′) ≥ p(y) > 0. By symmetry in problem (and swapping p with −p), we also have the
fact that for all x′ ∈ A, p(x′) ≤ p(x) < 0. Thus,
∀a ∈ A, 〈β, a〉 = p(a) + c < c
∀b ∈ B, 〈β, b〉 = p(b) + c > c
which concludes the proof.
Indeed, this proof is actually slightly stronger than the Separating Hyperplane
Theorem, as the condition that p(x′) ≤ p(x) and p(y′) ≥ p(y) can be transformed into
p(x′) ≤ p(x) < 0 < p(y) ≤ p(y′)
However, since p(y) = −p(x), by
p(y) = 〈β, y〉 −
〈
β,
1
2
(x+ y)
〉
=
〈
β, y − 1
2
(x+ y)
〉
= −
〈
β, x− 1
2
(x+ y)
〉
= −
(
〈β, x〉 −
〈
β,
1
2
(x+ y)
〉)
= −p(x)
We in fact have the case that
∀z ∈ A ∪B, |p(y)| ≤ |p(z)|
So we can more completely say that the affine hyperplane N (p) separates A and B with
a margin of 2p(y) = ||y − x||. Since A and B contain elements x and y with precisely this
distance between them, we furthermore know that N (p) provides a maximum margin
between the two convex sets A and B.
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Thus, if we have a dataset such that the convex hulls of the two classes are
disjoint, then there exists a hyperplane which separates these two convex hulls by a
positive margin, and thus also separates the two datasets by this margin.
4.2 Theory of the support vector and support vector machine classifiers
Unfortunately, with real-world data, we cannot always expect such convenient
properties as those assumed for the Separating Hyperplane Theorem (4.1.3) in the pre-
vious chapter; in large real world datasets, overlap between the convex hulls of two
datasets is quite nearly inevitable. While we can utilize “tricks” to separate such datasets
in nonlinear manners—for example, we can add “statistics” to the data, like mapping
f : Rn → R2n by f(x1, · · · , xn) = (x1, · · · , xn, x21, · · · , x2n), and then attempt to sepa-
rate {(f(xi), ci)} in R2n rather than the original inseparable data [11, p. 102]—this only
adds so much power to the strict separating hyperplane. The support vector classifier
adds some slack to the separation criteria, and thus permits classification on ordinarily
inseparable datasets.
Definition 4.2.1. A support vector classifier for the dataset {(xi, ci) ∈ Rn×{−1, 1} :
i ∈ N} is the classifier
G(x) = sgn (〈β, x〉+ β0)
where β ∈ Rn and β0 ∈ R minimize ||β|| while satisfing the inequality
ci (〈β, xi〉+ β0) ≥ 1− ξi (4.2)
for all i ∈ N and for some collection {ξi : i ∈ N} all nonnegative such that
∑
i∈N ξi ≤ C,
a constant determined in advance. [11, p. 419]
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Technical information describing a method for computing support vector classi-
fiers using Lagrange multipliers may be found in Friedman et al. [11, p. 420].
Note that if we select the constant C above to be 0, we arrive at a condition which
is identical to requiring a strictly separating hyperplane. Then each ξi = 0. Dividing by
||β|| throughout reduces condition (4.2) to the inequality
ci
(〈
β
||β|| , xi
〉
+
β0
||β||
)
≥ 1||β||
or, writing β∗ ← β/ ||β||, β∗0 ← β0/ ||β||, and M ← 1/ ||β||,
ci (〈β∗, xi〉+ β∗0) ≥M
which effectively transforms the problem into a maximization problem in the margin
M over β∗ ∈ Sn−1, β∗0 ∈ R. Furthermore, since β∗ = β/ ||β|| is a vector of norm
1, the left side, less ci, is a signed distance from the null space of the function x →
〈β/ ||β|| , x〉+β0/ ||β||, much like that constructed by Theorem 4.1.3. Thus, the support
vector classifier is a proper generalization of the separating hyperplane concept.
The support vector machine classifier further generalizes the support vector classi-
fier to permit nonlinear classification implicitly utilizing high-dimensional Hilbert spaces.
Definition 4.2.2. A support vector machine classifier for the dataset {(xi, ci) ∈
Rn × {−1, 1} : i ∈ N} is the classifier
G(x) = sgn(f(x))
where f(x) is a solution function of the form
f(x) =
∑
i∈N
αiciK(xi, x) + β0
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where K is a symmetric positive definite function called the “kernel” function, and
αi, i ∈ N , maximize the value of the expression∑
i∈N
αi − 1
2
∑
i∈N
∑
j∈N
αiαjcicjK(xi, xj)
subject to the constraints that
∑
i∈N αici = 0, 0 ≤ αi ≤ C for some β0 chosen optimally
and C a tuning parameter [11, p. 424].
Part of the purpose of the “kernel” function is to implement the “trick” mentioned
earlier, and generalize this further. Often K is of the form K(x, x′) = 〈h(x), h(x′)〉 for
some h mapping Rn to a higher dimensional (possibly even infinite dimensional) Hilbert
space. Additional information on this can be found in Friedman et al. [11, p. 428].
The most common types of kernel functions K are, according to Friedman et al.
[11, p. 424],
K(x, x′) = (1 + 〈x, x′〉)d (d-th degree polynomial)
K(x, x′) = exp(−γ ||x− x′||2) (Radial basis)
K(x, x′) = tanh(κ1 〈x, x′〉+ κ2) (Neural network (or sigmoid))
4.3 Software for SVM: LIBSVM
The support vector machine implementation we use in this research is LIBSVM,
a software package produced by Chang and Lin [5] at National Taiwan University, which
provides bindings to a number of programming and scripting languages, including the
GNU Octave [9] bindings we utilize.
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LIBSVM internally uses a sequential minimal optimization (SMO) type decom-
position method; for further details see Fan et al. [10].
The LIBSVM Octave binding svmtrain constructs SVM models for a dataset
{(xi, ci) ∈ Rn × {−1, 1} : i ∈ N} using two derived objects, a label vector L and a
sample matrix M defined by
L =

c1
c2
...
cN
 M =

x>1
x>2
...
x>N
 =

x11 x12 · · · x1n
x21 x22 · · · x2n
...
...
. . .
...
xN1 xN2 · · · xNn

In particular, we utilize the C-SVC methodology with a radial kernel, following the
recommendations of the LIBSVM developers, cross-validating the choice of C as part of
the evolutionary algorithm procedure.
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Chapter 5
Parameter selection and use of the evolutionary algorithm
While the theory of both the differential-magnitude and radius and radial Fourier
descriptors suggest they may be able to extract useful information from a Landsat 8
scene, they also require a substantial amount of tuning to ensure they capture features
in the data which are useful to our classification procedure. For this reason, we utilize a
cellular evolutionary algorithm to explore the parameter space and find effective choices
of parameters for our primary task: the recognition of data centers depicted in the scene.
5.1 Parameters for the differential-magnitude and radius descriptor
The differential-magnitude and radius descriptor inherently requires a large quan-
tity of parameters. For each layer I to be analyzed in the image, we must construct a
bin configuration (MI , RI) to describe that layer.
The sizes of MI and RI can vary for an image. However, if we assume that
each layer is assigned A magnitudinal and B radial bins, then we would expect that our
evolutionary algorithm must explore an 18(A+B)-dimensional parameter space (with
a coordinate for the left and right boundaries of each RSCI element of M and R on
each of the 9 layers of the Landsat data). With a common value of A = B = 3, this
implies the parameter space the evolutionary algorithm is assigned to explore possesses
108 dimensions.
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5.2 Parameters for the radial Fourier descriptor
The radial Fourier descriptor, at a minimum, requires a collection of RSCI inter-
vals R which describe the annulus to be divided into sectors from which we compute the
fast Fourier transforms . Furthermore, we may include within the parameters a binary
9-tuple describing exactly which Landsat layers we wish to extract descriptors from,
which is about 9 binary dimensions. We also add cost constants C+1, C−1 for each of
our two classes, and sine lengths for each layer included, providing how much of each
FFT’s output to actually include in the descriptor vector before omitting the rest of the
(high frequency) components.
Again, the sizes of RI can vary dramatically for an image. If we assume that
A = |RI |, then the evolutionary algorithm explores an 18A-dimensional space. Results
from the evolutionary algorithm suggest, however, an average of only approximately 2.7
active layers per viable RFD annuli configuration are necessary for optimal classification
results, and these only need on average around 12.8 annuli per configuration, or about
4.7 annuli per layer. Thus we would anticipate that the parameter space explored by the
evolutionary algorithm effectively explores a parameter space containing around 25.6
real dimensions.
Overall, the evolutionary algorithm for the radial Fourier descriptor explores a
parameter space with 9 binary dimensions, 2.7 integer-valued dimensions, and approxi-
mately 27.6 continuous real-valued dimensions.
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5.3 Cellular evolutionary algorithms
The particular type of evolutionary algorithm we utilize to optimize our param-
eter selection for our descriptors is called a cellular evolutionary algorithm (cEA). The
general concept is not entirely unlike that of a cellular automata, modified with the
concept that a cell represents some element of a set in which we wish to find maximums
with respect to some measure of fitness.
The particular type of cellular evolutionary algorithm we utilize is largely original
but not new; we developed this technique independently, simply for the purposes of
basic parameter selection, but the actual design is remarkably similar to the simplest
techniques described by the Networking and Emerging Optimization research group at
the University of Malaga [8]. Furthermore, our formalization of these ideas is also our
own.
Definition 5.3.1. Suppose we have some collection X and a fitness function f : X → R
with respect to which we wish to find maximal members of X. A cellular evolutionary
operator Ev on X and f takes a graph (Gv, Ge) with vertices associated to elements
of X by Cn : Gv → X—we call (Gv, Ge, Cn) a cell ecosystem over X—to another cell
ecosystem (Gv, Ge, Cn+1) where
Cn+1(u)
def
= Ev (N(u), Cn)
where N(u) denotes the graph neighborhood of u. Iterating this procedure should yield
probabalistic iterative improvement in the population Cn(Gv). The process, considered
as a map over all possible u ∈ Gv taking (Gv, Ge, Cn) to (Gv, Ge, Cn+1), is a cellular
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evolutionary algorithm.
Example 5.3.2. To reinforce the connection between cellular evolutionary algorithms
and cellular automata, note that the famous cellular automata, Conway’s Game of
Life [13], could be implemented using the definition above, disregarding the fitness func-
tion f . To do so, we let X = {0, 1}, Gv = Z × Z, Ge = {(x, y) ∈ Gv × Gv : x 6=
y, |x1 − y1| ≤ 1, |x2 − y2| ≤ 1}, (that is, Z2 equipped with Moore neighborhoods), let f
be arbitrary, and let Ev be defined
Ev(N(v′), C) =

1 if C(v′) = 1, |{x ∈ N(v′) : C(v′) = 1}| ∈ {2, 3} (Survival)
0 if C(v′) = 1, |{x ∈ N(v′) : C(v′) = 1}| 6∈ {2, 3} (Death)
1 if C(v′) = 0, |{x ∈ N(v′) : C(v′) = 1}| = 3 (Birth)
0 if C(v′) = 0, |{x ∈ N(v′) : C(v′) = 1}| 6= 3
For all intents and purposes, the graph associated with a cellular evolutionary
algorithm will be finite, and furthermore we will exclusively use finite rectangular subsets
of square lattices with edges only between von Neumann neighbors. That is, N(v) is
generally the set containing the four neighboring cells to v.
For both DMR and RFD, we utilize a fitness function based on the classification
accuracies for each type of data. First of all, we compute DMRs or RFDs (respectively)
for each Landsat scene sample. We then generate a collection of training/testing sample
selections; these assign each sample to use as either training material, or for testing, or
to simply leave that sample unused. For each of these sample selections, we compile a
dataset containing all of the positive (data center labeled) training data and a random
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subset of the negative (non-data center labeled) data of the same size1 We construct
positive and negative testing samples similarly. Then we train an SVM using the training
data, and run predictions on the testing data, which yields true positive and true negative
rates for that sample selection; we assign that sample selection the geometric mean of
these values as its fitness. (We utilize the geometric mean of the true positive and
negative rates here to punish all-positive or all-negative prediction strategies, which are
assigned zero fitness by the geometric mean.) The arithmetric mean of these fitnesses
for each sample selection is then considered the overall “accuracy” assigned to the bin
or annuli configuration associated with that cell. This accuracy score is then multiplied
by pn for p slightly less than 1 and n the number of samples utilized.
The parameter space X our algorithm explores for the DMR is the set[
Pfin({(a, b] : −∞ < a < b <∞})
magnitude bins
× Pfin({(a, b] : 0 ≤ a < b <∞})
radial bins
]9
where Pfin(A) denotes the power set of A restricted to its finite elements. For notation,
we use C(v)iM to denote the collection of magnitude bins for the i-th layer, and C(v)iR
to denote the collection of radial bins.2
For our evolutionary operator on DMR, we utilize the following procedure.
DMR evolutionary operator pseudocode
1 Let f be given.
2 Let v, N(v) be the v to be improved and the set of its neighbors.
1Naturally, we always have more non-data center information than data centers, so we undersample
the larger dataset so that it does not dominate the behavior of the SVM.
2We indicate here band 10 by i = 8 and band 11 by i = 9 for simplicity of notation, since band 8 is
redundant with 2 and 3 and is excessively large, and band 9 mostly detects clouds and has simply been
omitted for that reason.
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3 (Alternatively , for each v with neighbors N(v),)
4 Let v′ = arg maxu∈N(v) f(C(u)) be v’s fittest neighbor.
5 If f(C(v′)) ≤ f(C(v)), let C∗(v)← C(v). (End procedure .)
6 For i ∈ {1, · · · , 9},
7 For β ∈ {M,R},
8 Select one of the cases below at random:
9 A) For random (aj , bj ], (ak, bk] ∈ C(v′)iβ and t sampled uniformly from
10 [0, 1], add ((1− t)aj + tak, (1− t)bj + tbk] to C(v′)iβ to create C∗(v)iβ.
11 D) For random (aj , bj ] ∈ C(v′)iβ, create C∗(v)iβ by deleting this
12 element.
13 T) For each (aj , bj ] ∈ C(v′)iβ, add (aj + a, bj + b] to C∗(v)iβ, where a
14 and b are sampled from a normal distribution.
The evolutionary algorithm above has, itself, a few parameters which may be tweaked.
The relative probabilities of adding (A), deleting (D), or translating (T) the bins in
XiM and XiR can be tuned, as also can be the parameters of the normal distribution in
the translation; a few of our models have defined these parameters as functions on Gv,
assigning different evolutionary behavior to different regions of G, but little improvement
was noted in this case. Instead, our algorithm has defined the normal distribution
parameters as a decreasing function of f(C(v′)), so that fitter cells tend to exhibit
smaller mutations, to minimize the probability of accidentally “overshooting” the region
of improvement (Figure 5.1).
For the radial Fourier descriptor, the parameter space we explore is slightly ex-
tended, to
[Pfin ({(a, b] : 0 ≤ a < b <∞})× N× Z/2Z]9 × R× R
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Xx0 Xx0
f(X)
px0
Figure 5.1: When near a local maximum, the evolutionary improvement region shrinks
substantially. To increase the probability of improvement near maxima while maintain-
ing rapid navigation of the space while far from maxima, the variance in our normally
sampled mutations is a decreasing function of fitness. Note that we denote the proba-
bility density function of the evolution operator at the state x0 with px0 .
That is, for each choice of parameter we associate a collection of annuli radii (C(v)iA
for the annuli of the i-th bin at the cell v) for which to compute the radial Fourier
descriptor, a quantity of these bins to take from each of these descriptors (C(v)iN), and
a toggle to turn on or off the layer entirely in the descriptor (C(v)iT ). In addition we
add two SVM cost values (C(v)+ and C(v)−) for each of the two classes of data we work
with; these are similar to the cost parameter C described in Definition 4.2.1, but with
this cost allowed to vary between the two classes of data, refining the boundary of the
classification. So to compute the next value C∗(v) of a cell v, we utilize the following
procedure:
RFD evolutionary operator pseudocode
1 Let f be given.
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2 Let v, N(v) be the v to be improved and the set of its neighbors.
3 (Alternatively , for each v with neighbors N(v),)
4 Let v′ = arg maxu∈N(v) f(C(u)) be v’s fittest neighbor.
5 If f(C(v′)) ≤ f(C(v)), let C∗(v)← C(v). (End procedure .)
6 For i ∈ {1, · · · , 9},
7 Select one of the cases below at random:
8 A) For random (aj , bj ], (ak, bk] ∈ C(v′)iA and t sampled uniformly from
9 [0, 1], add ((1− t)aj + tak, (1− t)bj + tbk] to C(v′)iA to create C∗(v)iA.
10 D) For random (aj , bj ] ∈ C(v′)iA, create C∗(v)iA by deleting this
11 element.
12 T) For each (aj , bj ] ∈ C(v′)iA, add (aj + a, bj + b] to C∗(v)iA, where a
13 and b are sampled from a normal distribution.
14 C∗(v)iN ← max(C(v′)iN + , 2), where  is distributed normal and then
15 rounded towards 0.
16 Probabalistically toggle C∗(v)iT ← 1− C∗(v′)iT .
17 C∗(v)+ ← C(v′)+ + ,  distributed normal.
18 C∗(v)− ← C(v′)− + ,  distributed normal.
It is worth noting here that for both of the algorithms we have described, we have
implemented a feature of problem-oriented evolutionary algorithms known as elitism.
An evolutionary algorithm which exhibits elitism is allowed to retain perfectly, without
mutation, the fittest species it has yet discovered. It is an intrinsically unrealistic as-
sumption for attempts to model actual biological evolution, but in practice elitism is
often necessary to prevent extinctions. This trait is depicted on both lines marked 5 in
the DMR and RFD evolutionary operator descriptions above, which relate the fact that
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in both algorithms we retain elitism for a cell within its neighborhood. Since the number
of cells is intrinsically finite, some cell is maximal in general and in its neighborhood,
and thus the fittest solution is always preserved.
5.4 Exploring the cellular evolutionary algorithm
To test whether we can expect the cellular evolutionary algorithm to perform
well for our purposes, we utilize a simple model which solves a similar problem to that
of the support vector machine from before, separating a dataset of two classes.
Two collections of 10000 points in R108 were generated in two classes, +1 and −1,
which were distributed by 108-dimensional multivariate normal3 distributions N(p, I108)
and N(n, I108) respectively, where p = (1, 0, 0, · · · , 0) and n = (−1, 0, 0, · · · , 0). This
composes the dataset D108 ⊆ R108 × {−1,+1}. These were then projected down into
R26 to construct D26 omitting the last 82 coordinates; 26 and 108 dimensional data were
chosen in order to correspond to the approximate dimension of the parameter space for
the RFD and DMR procedures.
We then utilize a cellular evolutionary algorithm to obtain β ∈ Sn−1, β0 ∈ R,
n = 26 or 108, which optimize the geometric means of the classification accuracies for
−1 and +1 by the classifier
C(x) = sgn (〈β, x〉 − β0) .
So our fitness function f is
f(β, β0) =
√( |{(c, x) ∈ Dn : C(x) = c} ∩ [−1]|
|[−1]|
)( |{(c, x) ∈ Dn : C(x) = c} ∩ [+1]|
|[+1]|
)
3More specifically, each component of each data point was sampled (univariate) normal N(0, 1) and
then 1 was added or subtracted from the first entry in the vector.
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where [c] for c ∈ {−1,+1} denotes the subset of Dn of class c as in chapter 2. Thus, in
fact, this evolutionary algorithm explores Sn−1 × R; as the product space of a n − 1-
manifold and an n-manifold, this is still an n-manifold parameter space, and thus we
still expect it to model the problem well while the simplicity of the problem makes it
amenable to rapid computation and testing.
It is notable that the theoretical answer to this problem is relatively obvious.
One would expect that β = (1, 0, · · · , 0) and β0 = 0 would be the correct solution, since
this would place a plane directly between the means of the two class distributions. We
note that for our data, this yields a fitness of 0.83880.
We applied a cellular evolutionary algorithm to a randomized initial array of
samples from Sn−1 × R of varying sizes. For D26 we utilized 30 seconds of continuous
computation, and for D108 we allowed 60 seconds to compensate for the more intensive
computations necessary. Our evolutionary operator modified
Ev : (β, β0) 7→
(
β + β∗
||β + β∗|| , β0 + β
∗
0
)
where β∗ is distributed multivariate normal N(0, 0.05(1−f(β, β0))In) and β∗0 distributed
N(0, (1 − f(β, β0))). That is, the variance was reduced as a decreasing function of the
fitness f , as mentioned in the previous chapter, to refine evolution near the maxima.
Figure 5.2 demonstrates the results of this simple test case. In both cases, con-
vergence to the predicted global maximum value of 0.83880 at ((1, 0, · · · , 0), 0) was
approached quite rapidly. Indeed, in the 4 × 4 D26 case, this theoretical global maxi-
mum was even surpassed, as seen in Table 5.1, by just short of 0.01. Despite the fact
that the separation problem is intrinsically made more difficult by projecting the data
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Figure 5.2: Charts for the evolutionary algorithm with the semiseparable 26 and 108
dimensional data D26 and D108, for cell arrays of sizes 4 × 4, 8 × 8, and 12 × 12. The
procedure was given 30 seconds for D26 and 60 seconds for D108.
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Data set Array size Time (s) Gens. Maximal fitness
D26 4× 4 30 459 0.8418475218232813
D26 8× 8 30 114 0.8337412248413772
D26 12× 12 30 54 0.8157771938464570
D108 4× 4 60 236 0.8166965409501866
D108 8× 8 60 60 0.7581429614525218
D108 12× 12 60 27 0.7092959396471969
D∗26 4× 4 30 313 0.6892583332829572
D∗26 6× 6 30 146 0.6971169916161849
D∗26 8× 8 30 124 0.7047089612031339
D∗26 10× 10 30 80 0.6915633015133177
D∗26 12× 12 30 58 0.6914053442084462
D∗108 4× 4 60 270 0.8358432867469834
D∗108 6× 6 60 128 0.7895783811630104
D∗108 8× 8 60 69 0.7686593979130159
D∗108 10× 10 60 41 0.7495398588467460
D∗108 12× 12 60 31 0.7129088581298454
Table 5.1: Each of the dataset and array size combinations yielded different fitness
convergence properties. Note that these numbers are the result of a randomized process
and are only to be taken as general behavior trends. A particularly interesting example
of this is depicted in figure 5.3.
into a lower dimensional space, since the preimage of any affine hyperplane under the
projection will itself be an affine hyperplane acting to separate the higher dimensional
space and thus the lower dimensional separation problem can be viewed as a subcase of
the higher dimensional one, higher fitness is achieved in the problem of separating D26
than D108; this is an instance of the curse of dimensionality exhibited in the parameter
space. Furthermore, only minor drops in fitness are observed with increases of array
size, which themselves cause dramatic drops in generation count, hinting that the diver-
sification of the ecosystem induced by a larger array can ameliorate the advantages of
an 8-9 fold increase in generation count.
There is, however, some weakness in this test. While it is desirable to have the
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Figure 5.3: If one of the randomized initial bins happens to be dramatically better than
the rest, then it is possible for its descendents to take over the entire cell array rather
rapidly. (Computation on D∗108 with 10× 10 array.)
concept of a global maximum for ease of testing, this is simply an unrealistic assumption
to make for data as complex as our data center problem. Furthermore, the projection of
D108 onto D26 is quite clean; it does not combine different clusters, as we might expect
in a more complex problem.
To answer these concerns, we construct D∗26 and D
∗
108. To construct these, first
we construct 100 points for each class C+ and C− distributed N(0, 3I108). Around each
of these points p we generate 100 points distributed N(p, I108), and these form our [+1]
and [−1] datasets. The result is an emulation of a sampling of a multivariate normal
distribution with standard variance and mean selected from C+ (C−) uniformly, with
the additional condition that each mean must be selected equitably. We then project
this data into R26 as before to form D∗26.
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Unlike in the previous case, no obvious hyperplane exists in this case for separat-
ing even the centers of the constituent normal distributions, much less the two collections
of 10000 points. This yields a more interesting problem which is not necessarily “locally
linear,” in the sense that an evolutionary neighborhood around (β, β0) may contain
multiple disjoint connected components fitter than (β, β0) which may lead to entirely
different local maxima.
The results of this test are found in Figure 5.4 and the latter half of Table 5.1.
In this case it seems that a 8x8 cell array achieves the most efficient separation of D∗26,
rather than larger or smaller cell arrays; we conclude that for this particular problem this
population size finds strength in the diversity it permits without overspending compu-
tational resources supporting too many weak strains of parameter. This diversity proves
essential to navigating a complex parameter space which potentially has many different
local maxima. A larger cell array can support a greater variety of strains which are
maximums in their cellular neighborhood, and also permits the development of longer
evolution sequences. For a m× n array we expect no more than m+ n− 2 consecutive
nonimprovements (the graph distance between the two corners of the array) before a
strain is driven to extinction; if these mutations are not all deleterious, it is possible
that this sequence of steps has navigated into another evolutionary basin of attraction,
which may eventually lead to higher fitness than the original species. In this manner
the size of the cell array contributes to the ability of the population to speciate.
Figure 5.5 compares the maximum fitness obtained during each of these computa-
tions. From this data we can make a few conclusions. We observe that the semiseparable
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Figure 5.4: Charts for the evolutionary algorithm with the mixed 26 and 108 dimensional
data D∗26 and D
∗
108, for cell arrays of sizes 4× 4, 8× 8, and 12× 12. The procedure was
given 30 seconds for D∗26 and 60 seconds for D
∗
108.
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Figure 5.5: The maximum fitness discovered, by generation, for each of our combinations
of initial cell array size and dataset.
classification is made easier by its projection onto lower dimensions, whereas the mixed
data classification is rended substantially more difficult as different classes of data are
mixed together by the projection.
An additional benefit to larger cell arrays, though we have not seriously explored
this particular approach, is the improved ability to parallelize the fitness computation.
Theoretically, each of the cell fitnesses can be computed in parallel, which permits a
much broader parameter space to be explored at approximately the same speed despite
the increased size of the array.
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As an aside, we note some concerns regarding cell arrays of size less than 4× 4.
Such small cell arrays tend to permit degenerate population patterns, which prevent the
development of a diverse collection of local maximum cells benefitting from the elitism
intrinsic to the cellular evolutionary algorithm. In the 2 × 2 case only two opposite
maximal cells can coexist, and whichever of these is inferior will receive no descendant
cells. In the 3× 3 case five maximal cells may coexist, occupying the corners and center
of the array, but if the center is fittest (as we would expect to occur often), then no
other cell may obtain descendants, so we would expect this to disproportionately favor
the evolutionary strain of the center cell, since it will certainly destroy at least half of
the strains represented by other maximal cells. Consequently, we should be careful using
a cell array smaller than 4× 4.
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Chapter 6
Methodology, results and conclusions
6.1 Landsat data obtained
To select parameters for the DMR , and RFD methods, , we collected 79 Landsat 8
data scenes, shown in Table 6.1. These comprised 169 GiB of data, representing six
different data centers and one scene representing several smaller data centers. These
included Facebook’s data center in Altoona, IA (near Des Moines); a collection of smaller
data centers in Charlotte, NC; Microsoft’s data center in San Antonio, TX; and Google’s
data centers in Hamina, Finland, Mayes County, OK, Moncks Corner, SC, and The
Dalles, OR. The climate of each data center’s region affected the availability of Landsat 8
data dramatically. Since the Landsat 8 satellite was launched on February 11, 2013 [17],
Google’s data center in Hamina, Finland has only been visible in exactly one Landsat
scene; it is almost always obfuscated by clouds. In contrast, Google’s data center in
The Dalles, OR was visible in at least 22 of the (currently) 66 different Landsat 8 scenes
available1.
Of these, a subset of six scenes were selected for use in with DMR, due to the
substantially more complex computations necessary for that method; these are indicated
by asterisks in Table 6.1. Furthermore, several scenes representing Altoona represent
the site of Facebook’s data center before the actual data center was built or complete.
These are indicated with daggers.
1Due to an anomaly with the Landsat 8 satellite which occurred around October 2015, the thermal
bands were zero-filled and thus unsuitable for use with this technique. As such these more recent scenes
were omitted and in fact the 22 selected were an even greater proportion of the actually viable scenes.
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Site Scene ID Site Scene ID
Altoona† LC80260312013252LGN00 Altoona† LC80260312013268LGN00
Altoona† LC80260312013300LGN00 Altoona† LC80260312014063LGN00
Altoona† LC80260312014079LGN00 Altoona LC80260312015066LGN00
Altoona LC80260312015226LGN00 Altoona∗ LC80260312015258LGN00
Charlotte LC80170362013317LGN00 Charlotte LC80170362013333LGN00
Charlotte LC80170362014016LGN00 Charlotte LC80170362014080LGN00
Charlotte LC80170362014128LGN00 Charlotte LC80170362014240LGN00
Charlotte LC80170362015051LGN00 Charlotte LC80170362015067LGN00
Charlotte LC80170362015291LGN00 Hamina∗ LC81860182013237LGN00
MayesCounty LC80270352013115LGN01 MayesCounty LC80270352013131LGN01
MayesCounty LC80270352013163LGN00 MayesCounty LC80270352013179LGN00
MayesCounty LC80270352013243LGN00 MayesCounty LC80270352014006LGN00
MayesCounty LC80270352014022LGN00 MayesCounty LC80270352014070LGN00
MayesCounty LC80270352014118LGN00 MayesCounty LC80270352014310LGN00
MayesCounty LC80270352015041LGN01 MayesCounty LC80270352015089LGN00
MayesCounty LC80270352015121LGN00 MayesCounty LC80270352015249LGN00
MayesCounty∗ LC80270352015281LGN00 MoncksCorner LC80160372013134LGN03
MoncksCorner LC80160372013198LGN00 MoncksCorner LC80160372013278LGN00
MoncksCorner LC80160372013358LGN00 MoncksCorner LC80160372014073LGN00
MoncksCorner LC80160372014137LGN00 MoncksCorner LC80160372014233LGN00
MoncksCorner LC80160372014281LGN00 MoncksCorner LC80160372014345LGN00
MoncksCorner LC80160372014361LGN00 MoncksCorner LC80160372015028LGN00
MoncksCorner∗ LC80160372015204LGN00 SanAntonio LC80270402013179LGN00
SanAntonio LC80270402013243LGN00 SanAntonio LC80270402013307LGN00
SanAntonio LC80270402014118LGN00 SanAntonio LC80270402014134LGN00
SanAntonio LC80270402014182LGN00 SanAntonio LC80270402014294LGN00
SanAntonio LC80270402014358LGN00 SanAntonio LC80270402015041LGN01
SanAntonio LC80270402015073LGN00 SanAntonio LC80270402015121LGN00
SanAntonio∗ LC80270402015265LGN00 TheDalles LC80450282013113LGN01
TheDalles LC80450282013161LGN00 TheDalles LC80450282013209LGN00
TheDalles LC80450282013225LGN00 TheDalles LC80450282013257LGN00
TheDalles LC80450282013289LGN00 TheDalles LC80450282013305LGN00
TheDalles LC80450282014004LGN00 TheDalles LC80450282014036LGN00
TheDalles LC80450282014100LGN00 TheDalles LC80450282014132LGN00
TheDalles LC80450282014196LGN00 TheDalles LC80450282014228LGN00
TheDalles LC80450282014244LGN00 TheDalles LC80450282014276LGN00
TheDalles LC80450282015055LGN00 TheDalles LC80450282015167LGN00
TheDalles LC80450282015183LGN00 TheDalles LC80450282015199LGN00
TheDalles LC80450282015231LGN00 TheDalles LC80450282015263LGN00
TheDalles∗ LC80450282015295LGN00
Table 6.1: A table of the training data’s scene IDs. The scene ID is formatted in the form
“L X S PPP RRR YYYY DDD GSI VV”, where L indicates that the data is Landsat, X
denotes which sensors are used (C is OLI/TIRS), S denotes which Landsat satellite was
used (8), PPP represents the Worldwide Reference System (WRS) path, RRR represents
the WRS row, YYYY represents the year, DDD represents the day of year, GSI is the
ground station identifier, and VV is the archive version number.
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6.2 Hardware utilized
The evolutionary algorithm itself was implemented primarily on the Silvertip2 re-
search server provided by South Dakota State University through University Networking
Systems & Services. This computer was an IBM x3755 M3 equipped with 64 processor
cores in four AMD Opteron 6282SE 16 core 2.6GHz processors, with 512 GB of RAM
and running OpenSUSE Linux.
For the DMR procedure, we explicitly parallelized the DMR computation to
utilize at most 16 of the machine’s cores at once. For RFD, the resource allocation
associated with the problem was assigned primarily to the efficient fast Fourier transform
implementation built into GNU Octave, which was provided by FFTW [12]; this software
was in turn able to parallelize the computation efficiently.
6.3 Differential-magnitude and radius descriptor results
After seven iterations of the evolutionary algorithm optimizing DMR bin con-
figurations, a collection of fairly fit bins were obtained.
The DMR descriptor calculations proved to be relatively costly. For this reason,
the evolutionary algorithm was trained and tested with only six data samples. A 3× 3
array was used despite the concerns mentioned previously in 5.4, for the sake of rapid
computation.
The optimized DMR parameters are depicted in a scatter plot in Figure 6.1. Each
point has coordinates which are the arithmetric means of the true positive (negative,
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respectively) rates over a number of samplings; each sampling omitted from training the
data from exactly one of the six Landsat 8 scenes, and tested against the omitted scene.
6.4 Radial Fourier descriptor results
After a few months of evolutionary algorithm work developing annuli configura-
tions (approximately January 2016 to late March 2016), a collection of optimized bins
Figure 6.1: True positive and negative rates for the optimized DMR configurations.
Each mark indicates the arithmetric mean of a collection of samplings associated with
a bin configuration. The dashed lines indicate contours of the fitness function for each
configuration.
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were constructed. We began with a 16 × 16 cell array, but eventually swapped to a
4 × 4 cell array, since it was the smallest square option which did not seem to induce
any obvious suboptimal behavior by the evolutionary algorithm, as mentioned in section
5.4. Computing the fitness of a particular cell required approximately 3662 seconds, or
approximately 1.017 hours. Thus we would expect that one iteration of the evolutionary
algorithm would take approximately 16 hours.
The optimized parameters achieved a fitness of 0.83398, which was penalized
down from an accuracy2 of 0.86284. Samplings associated with the optimal annuli
configuration are indicated with blue marks in Figure 6.2. To construct that scatter plot,
we utilized the results of the evolutionary algorithm described in Chapter 5. At each
step of the evolutionary algorithm, we chose 10 different “samplings”, which randomly
partitioned the Landsat data described above into collections of “training,” “testing,”
and “unused” scenes. For each of these samples, we required that at least thirty training
scenes were selected, and at least five testing scenes were selected. For all of the data,
we computed RFD descriptors using the parameters under inspection, and then for each
of the samplings chosen we trained an SVM using the training data, tested it against
the testing data, and utilized these results to compute true positive and true negative
accuracies for each sampling.
The distribution of the sample fitnesses in Figure 6.2 yields some confidence that
the evolutionary algorithm has reached a local optimum of some sort; the samplings
2Recall that by “accuracy” we refer to the arithmetic means for many samplings of the geometric
means of the correctly identified class +1 vectors and correctly identified class −1 vectors for a given
scene; the fitness itself is the accuracy penalized for utilizing an excess of annuli.
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associated with the optimal configuration are not obviously distributed with substan-
tially greater fitness than most of those associated with other annuli configurations; the
obvious exception are those parameters at (1, 0), which demonstrate an important fact
about the RFD descriptor: it is not completely stable, and as in biological evolution
mutations are often completely lethal to the cell.
Figure 6.2: The true positive and negative rates associated with the SVMs trained from
the data for two classes. Each of the marks indicates a sampling from the data for some
annuli configuration. The samplings associated with the optimal annuli configuration
are in blue. The dashed lines are the contours of the per-sampling fitness function, to
yield an idea of which samplings demonstrated comparable prediction accuracy.
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6.5 Conclusions
To finally compare the efficacy and efficiency of the differential-magnitude and
radius descriptor and the radial Fourier descriptor, we refer to Figures 6.3 and 6.4. We
state a few caveats first, however.
Note that the problems faced by DMR and RFD are substantially different.
The DMR testing procedure consistently trained less than six Landsat scenes against
a randomly selected subset of the remainder, while RFD trained at least thirty scenes
against at least five testing scenes. As such, RFD was able to accomodate substantially
more information about the problem, but was generally tested against a far more diverse
dataset as well. While we hope this advantage to be ameliorated by the averaging utilized
over a collection of samples, it is likely that the RFD has a substantial advantage. This
advantage is, however, well-earned by its higher efficiency.
From Figure 6.4, it seems evident that generally speaking, RFD operated better
than DMR. RFD generally produced fairly even classification rates, with approximately
0.86 true positive and true negative classification rates. On the other hand, DMR tended
to favor negative classifications, generally achieving approximately a 0.90 true negative
classification rate but only approximately an average 0.75 true positive classification
rate. In terms of accuracy, it seems that RFD is the better descriptor.
In terms of efficiency, RFD is clearly the better option, as was detailed in Sections
2.4 and the latter half of 3.2. Furthermore, the capability of the RFD evolutionary
algorithm to optimize to compete with DMR’s several month long evolutionary lead
77
Figure 6.3: A plot of the true positive and true negative accuracies for the optimized
DMR and RFD cell arrays by sampling.
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Figure 6.4: A plot of the mean true positive and true negative accuracies for the opti-
mized DMR and RFD cell arrays.
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despite handling twelve to thirteen times more data testifies to the dramatic superiority
of RFD over DMR in terms of efficiency.
Overall, the radial Fourier descriptor seems entirely better suited for SVM-based
satellite imagery data center identification than the differential-magnitude and radius
descriptor.
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