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1. INTRODUCTION 
In the last few years a new and promising method of cell-to-cell mapping 
for global analysis of nonlinear systems has been introduced and the method 
is currently under continual and further development. Two kinds of cell-to- 
cell mappings have been investigated to date; namely, the simple cell 
mappings [ 1,2] and the generalized cell mappings [3, 41. In this paper we are 
concerned only with the simple cell mappings. Thus, in the remainder of the 
paper a cell mapping or a cell-to-cell mapping will always refer to a mapping 
of this kind. 
The basic idea of cell-to-cell mappings was introduced in [ 1 ] and an 
algorithm by which the cell mapping can be used as a tool for global 
analysis of nonlinear systems was presented in [2]. By [2] one can see 
indeed a tremendous potential for the method. However, up to now many 
fundamental questions about this new kind of mapping as yet have not been 
examined or addressed. In this paper we shall endeavor to study some of 
these questions. 
When studying the cell-to-cell mappings it is instructive to compare them 
with the much better known class of point-to-point mappings. 
Mathematically, a real-valued point mapping 
x(n + 1) = G(x(n)) (1.1) 
is a real-valued vector function which maps an N-tuple of real numbers to an 
N-tuple of real numbers. Here N is the dimension of the vector x(n). A cell- 
to-cell mapping [ 1 ] 
Z(n + 1) = C(Z(n)> (1.2) 
is, on the other hand, a mapping of an N-tuple of integers into an N-tuple of 
integers. This difference between the real-valued and integer-valued mappings 
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raises immediately some very important questions. The most obvious one is 
the question of how to characterize the “smoothness” or “regularity” of the 
cell mappings. For a point mapping we often specify its smoothness 
requirements by demanding the mapping function G to belong to a certain 
Ck class of functions. For cell mappings this vehicle is no longer available to 
us. The question is then how could we describe one cell mapping to be 
“better behaved” than another or one mapping to be more “regular” than 
another. In the following sections we shall explore and study certain aspects 
of this question. 
In Section 2 we present some preliminary material on cell functions and 
also set up a set of terminology for the convenience of the subsequent 
discussions. Sections 3 and 4 are concerned with one-dimensional cell 
functions while in Sections 5-9 the two-dimensional functions are studied. 
There are two key features in the analysis presented. One is to introduce the 
singular entities of singular doublets, singular triplets, and singular squares, 
in addition to singular cells, in order to delineate better the behavior of the 
functions and to enhance our understanding. The second feature is to devise 
a theory of index for cell functions which provides us with a tool to study 
certain global properties of the cell functions. It is hoped that through the use 
of these singular entities, the index theory and other developments, a 
coherent structure can be built up for the theory of cell functions. The 
analysis presented in this paper can be extended to higher dimensional cell 
functions [8] but this is not done in this paper. Finally, in the concluding 
section we mention some other developments which have been motivated by 
the ideas introduced in this paper. 
2. PRELIMINARIES 
We first present in this section some preliminary considerations of cell 
mappings in order to have a set of appropriate terminology. 
DEFINITION 2.1. An N-dimensional cell space is a space whose elements 
are N-tuples of integers, to be denoted by Z: (Z,, Z, ,..., Z,). 
DEFINITION 2.2. The norm of an element Z of the cell space is taken to 
be 
lIZII=m~x/Zi/~ (2.1) 
DEFINITION 2.3. Unit cell vectors ej, j = 1, 2 ,..., N, are defined as 
ej = (0, 0 ,..., 0, 1, 0 ,..., 0}’ V-2) 
where the unit element is at the jth position and {. }’ denotes the transpose. 
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DEFINITION 2.4. Two cells Z and Z’ are said to be adjoining if and only 
if (iff) llZ’-ZII = 1. 
DEFINITION 2.5. Two cells Z and Z’ are said to be contiguous iff 
Z’--Z=+ej. 
Here we note that two contiguous cells are also adjoining but two 
adjoining cells may be not contiguous. However, in the one-dimensional case 
adjoining cells and contiguous cells are the same. 
Consider now an N-dimensional integer-valued function F(Z) over an N- 
dimensional cell space. Such a function is called a cell function. 
DEFINITION 2.6. The foward increment A”)F(Z) and the backward 
increament A,,F(Z) are defined as 
A”‘F(Z) = F(Z + ej) - F(Z), A,,F(Z) = F(Z) - F(Z - ej). (2.3) 
Obviously, A”‘F(Z) = A,,F(Z + ej). 
DEFINITION 2.7. The second order increments are defined as 
A’“‘F(Z) = A”‘F(Z + ej) - A”)F(Z), 
A(ij)F(Z) = A(i)F(Z) - A(i)F(Z - ej>, (2.4) 
A$F(Z) = A,F(Z + ei) - A,, F(Z) = A”‘F(Z) - A%(Z - ej). 
Explicitly we have 
A’“‘F(Z) = F(Z + ej + ei) - F(Z + ej) - F(Z + ei) + F(Z) = A”“F(Z), 
A,,F(Z) = F(Z) - F(Z - ei) - F(Z - ej) + F(Z - ej - ei) = Acii,F(Z), 
AgiF(Z) = F(Z + ei) - F(Z + ei - ej) - F(Z) + F(Z - ej). (2.5) 
DEFINITION 2.8. The shift operator IQ) is defined as 
oU) F(Z) = F(Z + ej), a&F(Z) = F(Z), a;,‘F(Z) = F(Z - ej). (2.6) 
In terms of the shift operator, we have 
@‘F(Z) = (ati, - I) F(Z), &F(Z) = (I - a;,‘) F(Z). (2.7) 
Since 
%, u(k) = O(k) %) 7 O(j) qk: = qi: O(j) 2 (2.8) 
the operators oo), A(,, , Ati’ commute. 
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2.1. Minimum Variation Dependence on a Parameter 
Consider a cell function F(Z, CL) which depends upon a real-valued 
parameter a. Since F(Z, a) is integer-valued, this means that as a is varied 
continuously over an interval on the real line, the values of the components 
of F(Z, a) either suffer no changes or change discontinuously. We call the 
dependence of F(Z, a) on a to be of minimum variation if each component of 
F(Z, a) is a function of bounded variation with respect to a and if the 
discontinuous changes, whenever they take place, are always of magnitude 
+I or -1. 
DEFINITION 2.9. Det{v,, v2 ,..., v,,,} is a determinant with the first, 
second,..., Nth columns occupied by the vectors v,, v?,..., vN. 
Next we introduce a priminary classification of cells. A cell Z for which 
F(Z) = 0 is called a singulr cell. A cell which is not singular is a regular cell. 
A singular cell is said to be a solitary singular cell if none of its contiguous 
cells are singular. When a singular cell is not solitary it has one or more 
contiguous singular cells. A complete set of contiguous singular cells is said 
to form a core of singular cells. Here the completeness is in the sense that 
there is no other singular cell which is contiguous to this set and, therefore, 
can be added to the set. A more detailed classification of the cells will be 
given in the following sections. 
3. ONE-DIMENSIONAL CELL FUNCTIONS 
Consider now a scalar cell function F(Z), where Z and F(Z) are both 
integers. First we shall examine the singular and regular cells in more detail. 
A solitary singular cell Z is said to be a first order solitary singular cell if 
F(Z - l)R’(Z + 1) ( 0. It is said to be of the second order if 
F(Z - 1) F(Z + 1) > 0. For the contiguous singular cells we adopt the 
following notation. If Z*, Z* + l,..., Z** form a core of singular cells, it 
will be denoted by Cor(Z*, Z**). 
A regular cell Z is called a full-regular cell iff F(Z) F(Z + 1) > 0 and 
F(Z - l)F(Z) > 0. A regular cell Z is called a subregular cell iff 
F(Z) F(Z + 1) < 0 or R’(Z - 1) F(Z) < 0. Obviously, a subregular cell Z 
with F(Z) F(Z + 1) < 0 has a contiguous subregular cell at (Z + 1). Such a 
pair of subregular cells will be called a singular doublet of cells or simply a 
singular doublet and will be denoted by Db(Z, Z + 1). If F(Z - 1) F(Z) < 0, 
there is a singular doublet at Db(Z - 1, Z). A subregular cell could be 
simultaneously a member of two neighboring singular doublets. 
From the above classification we see that associated with a given cell 
function, there are three basic types of cell entities, namely, full-regular cells, 
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singular doublets, and singular cells. To further characterize these entities we 
introduce the notion of an index which will give us a way to examine the cell 
function globally. 
DEFINITION 3.1. To any pair of two regular cells Z’ and Z” (Z” > Z’), 
whether full- or subregular, we introduce an index I(Z’, Z”; F) defined as 
Z(Z’, Z”; F) = i { sgn F(Z”) - sgn F(Z’)}. (3.1) 
It is evident that if the interval (Z’, Z”) does not contain any singular cells 
nor any singular doublets, then the index I(Z’, Z”; 8’) is zero. 
For a singular doublet Db(Z, Z + 1) the index Z(Db(Z, Z + 1); F), 
according to (3.1), is simply given by 
I(Db(Z,Z+ l);F)=i[sgnF(Z+ I)-sgnI;(Z)]=+l if F(Z+ l)>O, 
z- 1 if F(Z+ l)<O. 
(3.2) 
For a solitary singular cell Z* its index, denoted by I(Z*; F), is defined to 
be equal to the index of a pair of regular cells Z’ and Z” which encloses no 
singular cells other than Z* nor any singular doublets. Obviously, a first 
order solitary singular cell Z* has an index 
I(Z*;F)=+l if I;(Z* + 1) > 0, 
(3.3) 
=-1 if F(Z* + 1) < 0, 
and a secnd order solitary singular cell has an index equal to zero. 
Similarly, the index of a core of singular cells car (Z*, Z**), denoted by 
Z(cor(Z*, Z**); F), is defined to be the index of a pair of regular cells Z’ 
and Z” which encloses only this core of singular cells. Evidently, 
I(cor(Z*, Z* *); F) = + 1 if F(Z**+l)>OandF(Z*-l)<O, 
=-1 if F(Z**+l)<OandF(Z*-l)>O, 
=o if F(Z* - l)P(Z** + 1) > 0. (3.4) 
Based upon the above discussion, the following result is immediate. 
THEOREM 3.1. The index of a pair of regular cells Z’ and Z” is equal to 
the sum of the indices of all the singular cells, cores of singular cells, and 
singular doublets contained in the set of {Z’, Z’ + l,..., Z”}. 
Next let us look at the analogous Rolles theorem. Let Z’ and Z” be two 
singular cells of F(Z). Then each of A”‘F(Z) and A(,,F(Z) considered as a 
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cell function will have at least one singular cell or a singular doublet in the 
interval (Z’, Z”), Z’ and Z” included. If Z’ is a singular cell of F(Z) and 
Z”(>Z’) is a lower member of a singular doublet of F(Z), then the function 
d”‘F(Z) has at least one singular cell or a singular doublet in the interval 
(Z’, Z”). If Z’ is a singular cell of F(Z) and Z” (>Z’) is an upper member 
of a singular doublet, then both functions A”‘F(Z) and A(,,F(Z) will have at 
least one singular cell or a singular doublet in the interval (Z’, Z”). Other 
combinations of Z’ and Z” are obviously possible, leading to similar results. 
One also sees that if Z’ is a regular cell with two contiguous singular 
cells, then Z’ and Z’ - 1 form a singular doublet for the cell function 
A”‘F(Z), and Z’ and Z’ + 1 form a singular doublet for A(,,F(Z). 
If there is a core of m singular cells Z*, Z* + l,..., Z** for F(Z), then the 
first forward increment will have a core of m - 1 singular cells starting with 
Z*. The second forward increment has a core of m - 2 singular cells also 
starting at Z*. The cell Z* ceases to be singular for the mth forward 
increment. Let F(Z* - 1) =A # 0, F(Z** + 1) = B # 0, and let A’F(Z) 
denote the jth order forward increment. One can show that the indices of 
these cores of singular cells for various forward increments follow a definite 
pattern. 
F(Z) A ‘F(Z) A ‘F(Z) A’F(Z) A”- ‘F(Z) 
A >O,B>O 0 1 0 1 
A <O,B>O 1 0 1 0 
A>O,B<O -1 0 -1 0 
‘4 <O,B<O 0 -1 0 -1 
0,modd; 1,meven 
0, m 1, rn odd even: 
0, m even; -I, m odd 
0, m odd; -1, m even 
(3.5) 
Similar results apply to the backward increments. 
The local extreme values of a cell function are of course connected with 
the singular cells or singular doublets of the increments. For instance, we 
readily see that if Z’ is a local extremum for F(Z), then Z’ is a member of a 
singular doublet for A”‘F(Z) and for A,,,F(Z). Whenever a cell function is 
stationary at Z’ and Z’ + 1 so that F(Z’) = F(Z’ + l), then Z’ is a singular 
cell for A”‘P(Z). 
With regard to solitary singular cells of the first and second orders, it is of 
interest to examine the changeover from one kind to the other as the cell 
function changes with a parameter a. Let Z* be a singular cell for all values 
of a, and let Z* be a solitary first order singular cell when a is in a certain 
low range of values. In that case we have 
F(Z*) = 0, F(Z* - l)F(Z* + 1) < 0. (3.6) 
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Let (r be increased so that in a higher range of a, Z* becomes a solitary 
second order singular cell, i.e., 
F(Z”)=O, F(Z” - l)F(Z* + 1) > 0. (3.7) 
The changeover is characterized by 
qz* - l)F(z* + 1) = 0. (3.8) 
Assuming now that the dependence of F(Z) on a is of minimum variation, 
the changeover process must pass through a stage where 
F(Z*- l)=O or qz* + l)=O, (3.9) 
i.e., there will be a core of two singular cells at Z* and Z* - 1, or at Z* and 
Z* + 1, or a core of three singular cells. 
A further characterization of this chengeover is possible and instructive. 
P(Z*) being equal to zero, we may write 
qz* - 1) = -&F(Z*), qz* + 1) = d”‘F(Z”). (3.10) 
We can further express A”‘P(Z*) and Ac,,F’(Z*) in terms of their symmetric 
and antisymmetric parts as 
A”‘P(Z*) = A(Z*) + S(Z*), A(,,P(Z*) =A(Z*) - S(Z*), (3.11) 
where 
A@*) = f{A”‘F(Z*) + A&Z*)} = f{F(Z* + 1) -F(Z* - 1))~ 
s(z*) = ;{A”)F(Z*) - Ac,,F(Z*)} = +{P(Z* + 1) + F(Z* - 
(3.12) 
1)). 
The conditions for the singular cell to be of the first or second order can be 
written as 
A*(Z*) > s*(z*) the first order, 
(3.13) 
< s*(z*) the second order. 
Since S(Z*) is also equal to one half of the second order increment 
A[:{F(Z*) and A(Z*) can be taken as the “lined’ part of F(Z) at Z*, 
(3.13) states that when one half of the absolute value of the second order 
increment Ai:iF(Z*) is less than the absolute magnitude of the linear part of 
the cell function, the singular cell is of the first order; when larger the 
singular cell is of the second order. The transition takes place when 
IS(Z IA(Z If S(Z*) = A(Z*) happens, Z* - 1 becomes a singular 
cell at the transition; while if S(Z*) = --A(Z*) happens, Z* +l turns 
singular at the transition. 
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4. A SPECIAL SET OF ONE-DIMENSIONAL CELL FIJNCTIONS 
For the analysis of real-valued functions the representation of a function 
in terms of a polynomial is often employed. A similar procedure is possible 
for integer-valued functions. One procedure is simply to use 1, Z, Z’,..., as a 
set of base monomials. In this section we introduce, however, a different set 
of base functions which seem to have some specially attractive features. Let 
the base functions be denoted by H,, H, ,..., and defined as 
Ho(Z) = 1, 
H, (Z> = Z, 
H,(Z) = Z(Z - 1)/2!, 
(4.1) 
H,(Z) = Z(Z - 1) ... (Z - m + 1)/m!, 
The domain of the functions is the cell space . . . . -2, -1, 0, 1, 2 ,... . The 
functions are integer-valued and they have been normalized so that 
H,,,(m) = 1. 
It is also obvious that H,(Z) vanishes at Z = 0, l,..., m - 1. 
One can also readily establish the following identities: 
(4.2) 
d”‘H,(Z) = H,,p ,(Z), 
~,,,H,(Z) = Hi,-,@ - 11, 
H,(Z + 1) = H,- ,(Z> + H,(Z), 
H,+,(Z) =&ZWZ - 11, m > 0. 
Other useful identities are 
H,(Z - k) = 2 pjHj(Z), 
j=O 
pj = (-ly-j k(k+ l)...(k+m-j-1) 
(m-j)! ’ 
m> 1, 
m> 1, 
m> 1, 
(4.3) 
j = O,..., m - 1, 
j=m; = 1, 
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H,(Z + k, = f YjHj(z>, 
j=O 
Yj = 
k(k- 1) ... (k-m+j+ 1) 
(m-j)! ’ 
j = O,..., m - 1, 
zz 1, j=m. (4.4 ) 
Another interesting property of these base functions is the following. Let 
Z = k, k + I,..., k + m, be a set of m + 1 cells. Let A be the following matrix: 
H,(k) ... H,(k) 
1) H,(k+ 1) ... H,(k+ 1) 
. . (4.5) 
H,(k+m) H,(k+m) ... H,(k+m) 
Then it can be shown that, independent of k and m, 
detA= 1. (4.6) 
4.1. Representation of a Cell Function in Terms of the Base Functions 
Let a cell function F(Z) be known to have values F(k), 
F(k + l),..., F(k + m) at cells Z = k, k + l,..., k + m. Let us say that we wish 
to represent this cell function by the base functions in the form 
F(Z) = 5 ajHj(Z - k). 
j=O 
(4.7) 
The unknown coefficients can be easily determined. Using the known values 
of the function we obtain, in matrix form, 
F(k) Ho(O) H,(O) ... 
F(k + 1) = Ho(l) H,(l) a.. 
(4.8) 
F(k + m) H,(m) H,(m) 
In verting this equation we obtain 
1 = 
1 0 oo.e.0 
1 -2 lO...O 
-1 3 -3 1 **a 0 (4.9) 
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which may be written as 
F(k + i), j = 0, 1 ,..., m. (4.10) 
One also finds that if F(Z) is given by (4.7), then the various order 
forward increments are given by 
A’F(Z) = f UjHj- 1 (Z - k), 
j= I 
A’F(Z) = c a,iHj-2(Z - k), 
.i= 2 (4.11) 
AmF(Z) = a, H,(Z - k). 
4.2. An Interpolation Formula 
In concluding this section, we discuss a related topic, the Lagrangian 
interpolation formula for cell functions. Let an integer-valued function be 
defined over cells Z = k, k + l,..., k + m, with values F,, Fk+ 1 ,..., F,, ,,, , 
respectively. Then F(Z) given by [5 1, 
F(Z) = g F, +,jIZj(Z; k, m)/IIj(k + j; k, rn): 
.i- 0 
(4.12) 
where 
ZZJY;k,m)= (Y-kl(Y-(k+ l)\... (Y-(kfj- l)]IY-(k+j+ I)\ 
. . . [Y-(kfm)] (4.13) 
has the given function values at cell Z = k, k + l,..., k + m. Moreover, we 
also have the following result (the proof of which is omitted here). 
THEOREM 4.1. F(Z) of (4.12) is integer-valued for all integers of Z. 
5. “STAR" VECTOR TRIPLETS AND “FAN" VECTOR TRIPLETS 
To facilitate the discussion of the two-dimensional case we digress here to 
consider vector triplets. Consider a set of three cyclically ordered nonzero 
two-dimensional vectors F’, F2, and F3. It will be called a vector triplet or 
simply a triplet. A triplet having two of its vectors opposite in direction is 
called a degenerate triplet; otherwise, nondegenerate. See Fig. 1. 
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(a) degenerate (b) nondegenerate (c) nondegenerate 
a star, signature=1 a star, signature=-1 
(d) nondegenerate (e) nondegenerate (f) nondegenerate 
a fan a fan a fan 
FIG. 1. “Star” vector triplets and “fan” vector triplets. 
Consider first the case where two of the vectors are linearly independent. 
Let these be identified as F* and F3. The linear dependency among the three 
vectors can then be expressed as 
F’ = a,F2 + a3F3. (5.1) 
If a2 = 0 then F’ is a scalar multiple of F3. If a, = 0 and a3 < 0, the triplet is 
degenerate. A similar interpretation applies to the case cz3 = 0. If a 
nondegenerate triplet satisfies (5.1) with 
a2 < 0 and a3 < 0, (5.2) 
the nondegenerate triplet is said to be a star; see Fig. 2. A star triplet is 
assigned a signature 
+1 if det(F’, F3) > 0, 
-1 if det(F’, F3) < 0. 
If a nondegenerate triplet satisfies (5.1) with 
a,>0 or a3 > 0, 
(5.3) 
(5.4) 
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FIG. 2. Dependence on a2 and u,. 
the nondegenerate triplet is said to be a fun; see Fig. 2. Of course, given F’, 
F2, and F3 the coefficients a2 and a3 are determined. They are given by 
det(F!, F’) 
a2 = - det(F’, F3)’ 
det(F’, F2) 
o3 = - det(F’, F3)’ (5.5) 
When there are no two linearly independent vectors in the triplet, all three 
vectors are in the same or opposite directions. The triplet is then either 
degenerate or has all vectors in the same direction. For the latter case it will 
again be called afan; see Fig. If. A fan is assigned a signature equal to zero. 
6. SINGULAR ENTITIES OF TWO-DIMENSIONAL VECTOR CELL FUNCTIONS 
Consider now a two-dimensional cell function F(Z) defined over a two- 
dimensional cell space. Again, we first study various cell entities besides the 
singular cells. 
6.1. Singular Doublets 
A pair of adjoining cells, for which the cell function vectors are parallel 
and opposite, is called a singular doublet and denoted by Db(., -). A singular 
doublet will be graphically represented by a double line linking the centers of 
the two cells; see Fig. 3. 
6.2. Singular Triplets 
Consider a set of three mutually adjoining regular cells Z ‘, Z*, and Z3. 
They are ordered in such a way that the cells are covered sequentially in the 
counterclockwise direction. The function values at these cells, to be denoted 
by F’, F*, and F3, form a vector triplet. If this triplet is nondegenerate and is 
a star, then the three cells are said to form a singular triplet, denoted by 
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Singular 
cell 
Singular doublets Singular 
triplet 
Singular 
square 
FIG. 3. Graphical representation of singular entities. 
Tr(Z’, Z*, Z”). Graphically, it will be represented by a hatched triangle with 
the three cell centers as the vertices; see Fig. 3. 
6.3. Singular Squares 
In applying cell-to-cell mappings to specific problems it is often more 
convenient to deal with a set of four cells forming a square. Let Z ‘, Z*, and 
Z3 again be the cells of a singular triplet and let them be those shown in 
Fig. 4. Consider now a fourth cell Z4, Fig. 4a, which completes the square. 
Let Z4 be a regular cell. Such a set of four cells is said to form a singular 
square. There are various kinds of singular squares, depending upon the 
function value F4 at Z4. 
(i) F4 lies in the sector I of Fig. 4b, borders OA and OC excluded. In 
this case one finds (F*, F3, F4) to be a fan, (F3, F4, F’) also a fan, but 
J 
(a) 
F' 
B\ 1y/* i&f- .o/ 1 \ 3 
F2 111 
\C 
F* 
(b) 
J 
(c) Case (i) 
(d) Case (ii) (e) Case (iii) (f) Case (vi) 
FIG. 4. A variety of singular squares. 
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(F4, F’, F*) a star, Fig. 4c. Here we find there are two overlapping singular 
triplets in Tr(1, 2, 3) and Tr(4, 1, 2).’ 
(ii) F4 lies in the sector II, borders OA and OB excluded. Here in 
Fig. 4(d), (F’, F3, F4) is a star while (F3, F4, F’) and (F4, F’, F*) are fans. 
Again, there are two overlapping singular triplets in Tr(1, 2, 3) and 
Tr(2, 3,4). 
(iii) F4 lies in the sector III, borders OB and OC excluded. In this case 
(F’, F3, F4) and (F4, F’, F*) are fans and (F3, F4, F’) is a star. Here we 
have two non-overlapping singular triplets in Tr(l, 2, 3) and Tr(3,4, 1); see 
Fig. 4e. We note that the two stars (F’, F*, F3) and (F3, F4, F’) are 
necessarily of opposite signature. 
(iv) F4 lies on Ray OA. In this case (F3, F4, F’) is a fan while the 
vector triplets (F*, F3, F4) and (F4, F’, F*) are degenerate with cells Z* and 
Z4 forming a singular doublet. Here we note that the singular doublet 
Db(2, 4) and the singular triplet Tr(1, 2, 3) overlap with each other. 
(v) It is desirable to single out a case which may be regarded as a 
special case of (iv). This is when F’ and F3 become parallel and opposite in 
direction. In that case every vector triplet is degenerate and there are two 
overlapping singular doublets Db(1, 3) and Db(2,4). If, in addition, F’ and 
F* are parallel, then the singular square is said to be degenerate. 
(vi) F4 lies on ray OB. The vector triplet (F4, F’, F*) is a fan but the 
triplets (F*, F3, F4) and (F3, F4, F’) are degenerate with cell Z3 and Z4 
forming a singular doublet. This singular doublet does not overlap with the 
singular triplet Tr(1, 2, 3), however. Similarly, when F4 lies on ray OC there 
will be a non-overlapping singular doublet Db(4, 1) in addition to the 
singular triplet Tr(1, 2, 3). In either case the non-overlapping singular 
doublet and singular triplet are two separate singular entities. We also note 
that these two cases separate the singular squares of cases (i), (ii), and (iv) 
from the singular squares of case (iii). Therefore, singular squares of this 
case (vi) may be called degenerated singular squares. 
For graphical representation a singular square of cases (i), (ii), (iv), (v) 
will be shown by a cross-hatched square with its corners at the four cell 
centers, Figs. 4c, d. A singular square of case (iii) will be shown simply by 
two neighboring non-overlapping hatched triangles, Fig. 4e. A degenerate 
singular square of case (vi) will be shown by a double link and a hatched 
triangle representing, respectively, the non-overlapping singular doublet and 
singular triplet, Fig. 4f. As an entity, a singular square of cells A, B, C, and 
D will be denoted by Sq(A, B, C, D). 
I Here we use an abbreviated notation Tr( 1, 2, 3) to denote Tr(Z’, Z*, Z’), and so forth. 
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So far we have discussed singular squares. A square of four cells is called 
a regular square if it is not singular. A regular square contains no singular 
cells, no singular doublets, nor any singular triplets. 
6.4. Regular Cells 
As in the one-dimensional case, a regular cell is called a subregular cell if 
it is a member of a singular entiry, i.e., a singular doublet, a singular triplet, 
or a singular square. Otherwise, it is a full-regular cell. 
7. A THEORY OF INDEX FOR TWO-DIMENSIONAL CELL FUNCTIONS 
In this section we present a theory of index for two-dimensional cell 
functions. It may be regarded as a generalization of Poincare’s index theory 
[6-81 for differential equations and point mappings to cell functions. This 
index theory is found to be an effective tool of analysis and it also naturally 
leads us to certain global considerations. 
7.1. Index of a Jordan Cell Circuit 
A Jordan cell circuit is a collection of at least three adjoining cells 
forming a closed circuit which divides the remaining cell plane into two 
parts: its interior and its exterior. The interior part may be empty. In 
traversing a Jordan cell circuit we shall always cover it in the positive (i.e., 
counterclockwise) direction with the exterior to the right. According to this 
definition, ABCDEFGHA in Fig. 5 form a circuit with cell Z as its only 
interior cell. The set of cells ACEG is also a Jordan cell cricuit with cell Z 
again as its interior. So is ABC except that its interior is now empty. A 
Jordan cell circuit consisting of three mutually adjoining cells will be called 
an elementary Jordan cell circuit. It is a Jordan cell circuit of the smallest 
size. ABC, ZCE, etc., in Fig. 5 are elementary circuits. 
D c B 
E Z A 
F G H 
FIG. 5. Possible cell circuits. 
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A Jordan cell circuit is said to be an admissible Jordan cell circuit with 
respect to a cell function F(Z) if the following conditions are met: 
(i) It contains no singular cells of F(Z) along the circuit. 
(ii) No two consecutive cells along the circuit form a singular doublet 
of F(Z); the possibility of having both members of a singular doublet in the 
circuit but not at consecutive positions is admitted. 
(iii) The circuit does not cut through a singular doublet, a singular 
triplet, or a singular square of F(Z). In other words, the singular entities are 
unpenetrable. See Fig. 6. 
We are now ready to consider the index of a Jordan cell circuit. Let F(Z) 
be a given cell function. With respect to F(Z), let J be an admissible Jordan 
cell circuit. At every cell of J a nonzero F is defined. Let 4 be the angle this 
vector F makes with some fixed direction. Let dd be the angle change of 
F(Z) between two consecutive cells Z and Z’ along the circuit in the positive 
direction. The magnitude of A# is always taken to be less than 71 and, 
therefore, the sign of A# depends upon the sign of 
det(F(Z), F(Z’)). (7.1) 
Let @ be the total change of 4 as J is traversed once in the positive direction. 
DEFINITION 7.1. The index of the circuit J with respect to F(Z), to be 
denoted by I(J, F), is defined to be @/27r. 
not allowed not allowed not allowed 
A . q A B 
allowed allowed 
FIG. 6. Some allowed and not allowed cases of going from A to B for an admissible 
circuit. 
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The following results on the index of an admissible Jordan cell circuit can 
be readily proved. 
THEOREM 7.1. If J is an admissible Jordan cell circuit and it encircles 
no singular entities of any kind, then I(J, F) = 0. 
THEOREM 7.2. If J, is an admissible Jordan cell circuit and it is 
contained in the interior of another admissible Jordan cell circuit J,, and if 
no singular entities lies between J, and J,, then I(J, , F) = Z(J, , F). J, and J, 
can have some cells in common. 
For the sake of briefness a Jordan cell circuit will simply be called a 
circuit in the remainder of the paper when the meaning is unambiguous. 
7.2. Indices of Singular Entities 
(i) We first consider the singular triplets discussed in Subsection 6.2. 
Obviously, the three cells of a triplet make up an admissible circuit. 
DEFINITION 7.2. Let Tr(., ., .) denote a singular triplet. The index of the 
singular triplet, denoted by Z(Tr(., ., .), F), is defined to be equal to the index 
of the Jordan cell circuit consisting of the three cells of the triplet. It is either 
+l or -1. 
One can readily see that the index of the singular triplet so defined is the 
same as the signature of the vector triplet discussed in Section 5. 
(ii) For the singular squares discussed in Subsection 6.3 (Cases 
(i)-(v)) we again find the four cells of the square to form an admissible 
circuit. 
DEFINITION 7.3. The index of a nondegenerate singular square is defined 
to be equal to the index of the four-cell Jordan cell circuit of the square. If it 
is f 1, the singular square is of thefirst order. If it is 0, the singular square is 
of the second order. 
Now let us re-examine cases (i)-(v) discussed in Subsection 6.3 in light of 
this definition. For cases (i) and (ii) the index of the square is the same as 
that of the singular triplets Tr(1, 2, 3) and Tr(4, 1, 2) for case (i) and of the 
singular triplets Tr( 1, 2, 3) and Tr(2, 3,4) for case (ii). This indicates that 
the two overlapping singular triplets in each case are two manifestations’ of 
one singularity. For case (iv) there are a singular doublet and an overlapping 
singular triplet. The index of the singular square is seen again to have the 
index of the singular triplet. Here the singular doublet and the singular triplet 
*This aspect of the singular entities will be examined from a different point of view in 
Section 9. 
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are two different manifestiations of one singularity. A further discussion of 
this case will be given later when we discuss the index of a singular doublet. 
For case (v) the index of the four-cell circuit is always equal to + 1 or - 1, 
unless F’ and F* are parallel. In the latter case the four-cell circuit is not an 
admissible one. How to define the index of such a degenerate singular square 
will be discussed later. In any event, for cases (i), (ii), (iv), and (v) the 
singular square has always an index either $1 or -1 and, therefore, it is one 
of the first order. This is not the case for case (iii) where there are two non- 
overlapping singular triplets, the indices of which are +l and -1, respec- 
tively. A singular square for this case is seen to have an index 0; hence, it is 
one of the second order. 
For case (vi) discussed in Subsection 6.3 there is a singular doublet at 
cells 3 and 4 or at cells 4 and 1. Now cells 1, 2, 3, and 4 do not form an 
admissible circuit. However, in this case the singular doublet does not 
overlap with the singular triplet, and a separate index can be assigned to the 
doublet as will be discussed below. 
(iii) Next we consider assigning an index to a solitary singular cell, 
again using the index of an encircling admissible circuit. Here we need, 
however, to differentiate two kinds of solitary singular cells. The first kind 
will be called isolable singular cells. A solitary singular cell Z* is an isolable 
singular cell if the encircling circuit J of cells Z* + e,, Z* + e2, Z * - e, , 
and Z * - e2 is admissible. 
DEFINITION 7.4. The index of an isolable singular cell Z*, to be denoted 
by Z(Z *, F), is defined to be Z(J, F), where J is the admissible circuit 
consisting of Z*+e,, Z*+e2, Z*-e,, and Z*-e2. If the index is fl, 
the singular cell is said to be of thejkst order. If it is 0, the singular cell is of 
the second order. 
The second kind of solitary singular cells are not isolable. Such a cell will 
have two of its contiguous cells, while regular, forming a singular doublet. In 
such a case any admissible circuit encircling the singular cell will also 
encircle the singular doublet. For an unisolable singular cell no index will be 
assigned. Cases of this kind will be discussed further later. 
(iv) We consider now using an encircling admissible circuit to define 
the index of a singular doublet. Let Z’ and Z” be the cells of a doublet. Since 
Z’ and Z” cannot be two consecutive ones along the circuit we need to 
complete the circuit on both sides of the doublet. We again differentiate two 
kinds of singular doublets. A singular doublet Db(Z’, Z”) is an isolable 
singular doublet if there are two regular cells A and B adjoin both Z’ and Z” 
and that the circuit J of cells Z’, A, Z”, and B is an admissible one. 
DEFINITION 7.5. The index of an isolable singular doublet Db(Z’, Z”), 
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to be denoted by I(Db(Z’, Z”), F), is delined to be I(J, F), the index of the 
admissible circuit J discussed above. The index can be + 1, 0, or -1. The 
ones with index f 1 are said to be of thejirst order, while those with index 0 
of the second order. 
Now let us examine a few examples of isolable singular doublet in light of 
this definition. Consider first the case, Fig. 7a, where Z’ and Z” are two 
adjoining cells but not contiguous. (a) If F*(=F(A)) and FB(=F(B)) are on 
the opposite sides of F’(=F(Z’)) and F”(=F(Z”)), Fig. 7b, the circuit J, 
hence also the doublet, will have an index kl. (Figure 7b shows a case of 
index +I.) The doublet is of the first order. Here we note that Z’, A, Z”, and 
B form a square. The present case is seen to be just case (iv) in Subsection 
6.3. The singular square and the overlapping singular doublet and singular 
triplet contained in the square all have the same index, +l or -1 as the case 
may be. If F* and FB are not only on the opposite sides of F’ and F” but 
also are parallel to each other, then we have case (v) of Subsection 6.3. For 
this case there are two overlapping singular doublets Db(Z’, Z”) and 
Db(A, B). According to our definition, both doublets will have the index of 
J. This is consistent with the view that the two doublets are merely two 
different manifestations of one singularity. (b) If F* and FB(=F(B)) are on 
F’ 
(b) 
FIG. 7. Singular doublets of the first and second orders. 
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(b) 
FIG. 8. Multiple circuits possible for a singular doublet. 
the same side of F’ and F”, Fig. 7b, the four-cell circuit J and hence the 
doublet will have an index 0. The doublet is of the second order. 
Consider now an isolable singular doublet of two contiguous cells Z’ and 
Z”. In this case there may exist several encircling four-cell admissible 
circuits. For example, two of such circuits are shown in Fig. 8. Here we use 
single line arrows joining the centers of the cells to indicate an admissible 
circuit. It can be shown that Definition 7.5 leads to a unique determination 
for the index of an isolable singular doublet even when there are several 
encircling admissible cirsuits possible. On the other hand, one also notes that 
one does not always have two ways to complete the circuit on each side of 
the doublet. For example, in Figs. 9a, b there is only one way to complete the 
circuit on the right side because of the existence of a singular triplet in 
Fig. 9a and the existence of another singular doublet in Fig. 9b. 
(v) We note that a singular triplet or a nondegenerate singular square 
is self-contained in that the cells of the entity also make up an admissible 
circuit which determines the index of the entity. In this sense a singular 
triplet and a nondegenerate singular square are always isolable. For a 
singular cell and a singular doublet this is not the case because the 
admissible circuit requires using other cells. This leads to possibly unisolable 
singular cells and unisolable singular doublets and it is necessary to consider 
cores of singular cells and cores of singular doublets as singular entities. For 
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Z’ B 
& A Z” 
(b) 
FIG. 9. Possible admissible circuits restricted. 
instance in Fig. 10, three examples of cores of singular doublets are shown 
together with the admissible circuits. Even a core of singular cells or a core 
of singular doublets may not be isolable. This requires us to consider a core 
of (mixed and unseparable) singular cells and singular doublets as a singular 
entiry. Using again “isolable” to mean the existence of an admissible circuit 
which encloses that entity only, we offer the following definition for the 
index of a core. 
DEFINITION 7.6. The index of an isolable core of singular cells, an 
isolable core of singular doublets, or an isolable core of mixed singular cells 
Z’ B 
a A zz z' 
(a) (b) Cc) 
FIG. 10. Examples of cores of singular doublets. 
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and singular doublets is defined to be equal to the index of an admissible 
circuit which encloses no other singular entities besides this core. 
Unlike the singular cells, doublets, triplets, and squares, a core may have 
an index equal to any integer value. Also for the convenience of reference we 
call all these cores of various kinds singular cores. 
7.3. Unambiguous Enumeration of Singular Entities and a Global Index 
Result 
In the discussion on singular squares we see that there could be 
ovelapping singular triplets and singular doublets. As discussed earlier in this 
section and to be discussed further in Section 9, two overlapping singular 
entities are merely two manifestations of one singularity. But the fact that 
overlapping exists does present a problem when we wish to categorize all the 
singular entities in a region of the cell plane, because we do not wish to 
double count a singularity. Basically, this difficulty arises because squares 
are not the basic building blocks for a cell plane. One way to circumvent this 
difficulty is to use a triangular partition on the singular squares for 
enumeration pruposes and to admit only singular cells, singular doublets, 
singular triplets, and singular cores as singular entities. Moreover, we admit 
only those singular entities which are consistent with the imposed triangular 
structure, consistent in the sense that the triangles are basic building blocks 
not to be penetrated. 
A square of cells 1, 2, 3, and 4 may be partitioned into two triangles in 
two different ways, Fig. 11: a NE/SW (northeast/southwest) partition 
resulting in triangles (1, 2, 3) and (2,4, 3) or a SE/NW 
(southeast/northwest) partition resulting in triangles (1, 2,4) and (4, 3, 1). 
The structure to be imposed now will be constructed in the following 
manner: 
(i) A square which is not singular does not need to be patitioned. 
FIG. 11. A scheme for unambiguous enumeration of singular entities. 
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(ii) A singular square having two overlapping singular triplets such as 
in cases 6.3(i) and 6.3(ii) may be partitoned in either way but a definite one 
should be taken for the enumeration purpose.This removes the duplication. 
For instance, a singular square may have two overlapping triplets in 
Tr(5, 6, 7) and Tr(5, 6,8), Fig. Il. If we choose the NE/SW partition, then 
Tr(5, 6, 8) is not consistent with the chosen triangular structure and is not 
admitted in the singularity count. 
(iii) If the singular square has two non-overlapping singular triplets 
such as in case 6.3(iii), then the partition is chosen in such a way that both 
triplets would be consistent with the structure and included in the count. For 
example, if the square of a, b, c, and d, Fig. 11, has two non-overlapping 
triplets in Tr(a, 6, d) and Tr(d, c, a), then the SE/NW partition should be 
taken. 
(iv) If the singular square has a singular doublet and an overlapping 
singular triplet such as in case 6.3(iv), either partition may be used. One will 
leave the singular doublet as the surviving one and the other the singular 
triplet. For example, let the square of e, A g, and h have overlapping 
Db(e, h) and Tr(e, f, g). In this case the SE/NW partition will leave Db(e, h) 
in the count while the NE/SW partition will leave Tr(e,f, g) in. Which one 
to use will depend upon other factors. 
(v) If the square has two overlapping doublets such as in case 6.3(v), 
again either partition may be used, leaving only one survivor. For example, 
let the square of i, j, k, and I have overlapping Db(i, r) and Db(j, k). If we 
pick the NE/SW partition, we retain only Db(j, k). 
(vi) A singular square may have a singular triplet and a non- 
overlapping singular doublet such as in case 6.3(vi). In that instance, the 
partiton which will leave the singular triplet intact should be chosen, and 
both the singular triplet and the singular doublet will survive, as shown by 
the square of m, n, p, and 4 in Fig. 11. 
Thus, by taking the triangles as the basic building blocks for the cells 
plane we can remove the duplicate countings and have an unambiguous 
enumeration of all the singular entities and their indices. In this scheme the 
singular entities are singular cells, singular doublets, singular triplets, cores 
of singular cells, cores of singular doublets and cores of singular cells and 
doublets. Using this unambiguous enumeration, we have the following global 
index result. 
THEOREM 7.3. If J is an admissible Jordan cell circuit containing a 
number of non-overlapping singular entities S, , S, ,..., S,, where the entities 
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may be singular cells, singular doublets, singular triplets, and singular cores 
of various kinds, then 
I(.& F) = 5 I&, F). (7.2) 
i=l 
The above scheme is not the only one which will make the enumeration of 
singular entities definite. We cite here two alternative schemes; others are 
also possible. 
We could simply select one partition scheme, either NE/SW or SE/NW, 
and apply it uniformly to all squares. 3 This actually reduces the amount of 
work involved in the singularity enumeration. But with this simpler scheme 
comes the inability to detect certain singular entities. For instance, if the 
square of a, b, c, and d is partitioned according to NE/SW instead of 
SE/NW as is done in Fig. 11, the triplets (c, a, b) and (b, d, c), the only 
triangles to be considered now, are found not to be singular. Similarly, if the 
square of m, n, p, and q is partitioned according to SE/NW instead of 
NE/SW, no singular triplet will be found. We note, however, here that the 
missing ones are from singular squares of the second order or from a 
degenerate singular square. 
Another scheme is to take each singular square as an entity and not to be 
concerned about what singular doublets and singular triplets are contained 
inside. The index of each nondegenerate singular square is determined by 
using the admissible circuit formed by the four cells of the square. The index 
of a degenerate singular square can be determined by using an encircling 
admissible circuit which contains no other singular entities in its interior 
besides this singular square. We should also admit cores of singular cells, 
doublets, and squares. This is actually a very attractive scheme if one is 
willing to accept that a singular square of the second order and a regular 
square cannot be differentiated under this scheme. 
Either alternate scheme allows a definitive enumeration of the singular 
entities and Theorem 7.3 with some slight modifications applies in each case. 
8. INCREMENTS AND SINGULAR ENTITIES 
In Sections 6 and 7 we find that for a cell function there are singular 
entities of various kinds. It is then natural to ask whether the existence of the 
various singularities, particularly the different varieties of the first and the 
second orders, is related to the rate of variation of the function? If yes, in 
’ When using this scheme all the triangles, not just those from the singular squares, are to 
be taken as basic blocks and any admissible circuit should not penetrate into the established 
triangles. 
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what quantitative way? In this section we study a few questions on this 
topic. Here, the rate of variation will, of course, be expressed in terms of the 
increments of the function. 
8.1. Existence of a Singular Triplet 
Consider a set of thee cells Z, Z + e, , and Z + e2. Let F(Z) be a nonzero 
constant function over these three cells, i.e., 
F(Z) = F(Z + e,) = F(Z + eJ, A”‘F(Z) = A’*‘F(Z) = 0. (8.1) 
Obviously, F(Z), F(Z + e,), and F(Z + e,) form a fan, the three cells do not 
form a singular triplet, and the Jordan circuit J, of cells Z, Z + e,, and 
Z + e2 has an index equal to zero. 
Consider next a cell function which is no longer constant over these three 
cells. If A”‘F(Z) and A’*‘F(Z) are small in some sense we may still expect 
the triplet F(Z), F(Z + e,), and F + e,) to form a fan. Let us now ask what 
are the conditions on the increments under which the vector triplet remains a 
fan, becomes a star, or two of the cells become a singular doublet. In Fig. 12 
we have constructed a diagram of the live vectors F(Z), F(Z + e,), 
F(Z + e2), A’i’F(Z), A’*‘F(Z). It is readily seen that 
(i) if A lies outside BCD, we have a fan; 
(ii) if A lies inside BCD, we have a star and a singular triplet; 
(iii) if A lies on BC, Z and Z + e, form a singular doublet; 
(iv) if A lies on CD, Z + e, and Z + e2 form a singular doublet; 
(v) if A lies on DB, Z + e2 and Z form a singular doublet; 
(vi) if A is at B, Z becomes a singular cell; 
(vii) if A is at C, Z + e, becomes a singular cell; 
(viii) if A is at D, Z + e, becomes a singular cell. 
FIG. 12. Function values and the first increments. 
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I u2 (i) (i) 
(-1,O) (iitj ,(vi) 
(vii)/ (ii) h 
-7 (iv)- -(v) (i) (viii) (0,-U (i) 
FIG. 13. Various cases of Subsection 8.1. 
These geometrical conditions may be put in their algebraic forms. Because of 
the linear dependence of F(Z), A’l’F(Z), and A”‘F(Z), we can write F(Z) as 
F(Z) = p, A”‘F(Z) + ,u, Ac2’F(Z), (8.2) 
where ,u, and ,u, can be expressed in terms of F(Z), A”‘F(Z), A”‘F(Z), or 
F(Z), F(Z + e,), F(Z + e2) by using (5.5). Conditions of (i)-(viii) may now 
be stated in terms of ~1, and ,u~ as follows and also as shown in Fig. 13: 
(i) ~,>0,~2>0,0r~l+~2<-1; 
(ii) ~~<0,~,<0,and,~~+,~~>-l; 
(iii) -1 <p, < 0, ,U2 = 0; 
(iv) ,u, <0,p2<0, andpu,+p2=--1; 
(v) ,Lfu,=o,-l<,uu,<O; 
(vi) fil=0,~2=O; 
(vii) p, = -1, p, = 0; 
(viii) p, = 0, pu, = -1. 
8.2. Singular Squares of the First and Second Orders 
When (ii) is met, there is a singular triplet at these three cells. One may 
then ask whether the square of cells Z, Z + e, , Z + e, + e2, and Z + e2 will 
be a singular square of the first or the second order. Here the deciding factor 
is the second forward increment A (1q2)F(Z). In Fig. 14a we have put A inside 
BCD in order to meet condition (ii). We have also completed the 
parallelogram BCED by locating point E. If A’132’F(Z) = 0, then AE will be 
F(Z + e, + e,), the vector triplet F(Z + e,), F(Z + e, + e,), F(Z + eJ is a 
fan, and the suqare is a singular square of the first order. If A(132)F(Z) # 0, 
let it be represented by vector EF. In this case vector AF is equal to 
F(Z + e, + e2). If A(lq2)F(Z) is “small,” one can expect the singular square 
to remain being of the first order. To study the case where A”**‘F(Z) is 
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(b) (cl 
FIG. 14. Existence of singular squares of first and second orders. d”‘, A’*‘, d”,” stand 
for d”‘F(Z), d”‘F(Z), d”-2’F(Z), respectively. 
sufficiently large, let us add in Fig. 14a the two rays AG and AH which are 
the extensions of DA and CA, respectively. From the diagram we see that 
AC, AF, and AD remain a fan only if AF lies in the sector I between AH and 
AG. When AF goes to the sector II, this vector triplet changes to a star and 
the square becomes a singular suqare of the second order. Algebraically, one 
can express this transition condition in the following manner: 
Let F(Z) be given by (8.2). Let 
PI (09 P2 < 0, and PI +fiu, > -1 (8.3) 
so that conditions (ii) are met. Let us write AF as 
AF=F(Z+e,+e,)=P,F(Z+e,)+P,F(Z+e,). (8.4) 
By the discussion given in Section 5, the conditions for the singular square to 
be of the second order are then 
P, (0 and P2 < 0. (8.5) 
Now let us express A(1v2)F(Z) as 
A”*“F(Z) = u1 F(Z + e,) + a,F(Z + e2). 
Noting 
G3.6) 
AF = F(Z + e,) + F(Z + e2) - F(Z) + A”q2’F(Z), 
and using (8.2) and (8.6), we can rewrite (8.5) in the form 
(8.7) 
1 +p2 
a1<- 1+p,+ru2 
and u2 < - 
1 fiul 
1 +iu, fP2 
(8.8) 
SINGULAR ENTITIES OF CELL FUNCTIONS 211 
as conditions on A”.*‘F(Z) for the singular square to be of the second order. 
Instead of (8.6), we may wish to write A(132’F(Z) as 
A”32’F(Z) = pl A”‘F(Z) + /+A’*‘F(Z). (8.9) 
The conditions on p, and p2, equivalent to (8.8) on u, and u2, for the square 
to be of the second order are 
(1 fCLdP1 -PIP2 < 41 +fi*) and -P,P, + (1 +iu,)p, < 41 +luJ 
(8.10) 
Conditions (8.8) and (8.10) are shown in Figs. 14b, c. 
When (i) is met, the cells Z, Z + e,, and Z + e, do not form a singular 
triplet. One may still ask whether the four-cell square may be singular 
because Z + e, , Z + e, + e2, and Z + e2 form a singular triplet. The answer 
again depends upon the second order forward increment Ac’3Z’F(Z). Of 
course, if it is singular it can only be of the first order. Let F(Z) be given by 
(8.2) but now with 
,ul>O or ,u~>O or PI +iu, < -1. (8.11) 
The vectors in Fig. 15 have the same meaning as in Fig. 14a except that now 
A lies outside BCD. Geometrically, the condition for the square to become a 
singular square of the first order is for AF to lie in sector II. If AF lies in 
sector I, the square remains nonsingular. Here we note that if A(132)F(Z) = 0, 
then the condition for the square to be singular is for AE to lie in sector II. 
This condition is equivalent to A lying in DEC. Algebraically, the conditions 
for the square to be singular are again given by (8.8) or (8.10) except that 
now ,u, and ,u2 satisfy (8.11). 
The whole situation of (i) and (ii) may be summarized as follows: 
-Cl +/4 or 
ul> 1+,uu,+,& 
- (1 f/d and 
a1< lt/fu,+Pu, 
41 +ru,1 
u2> l+P,+P* 
-(l +pu,) 
a2< l+P,+P, 
First 
Increment 
Conditions 
or equivalently or equivalently 
(1 +p*)p, -p,p, > -(l +/Q)or (1 +/J&1 -PIP2 < -(l +p,)and 
-,u*p1 + (1 + iu,)P, > 41 + k) -&P, + (1 +iu,h < 31 +A 
fi, > 0 ory, > 0 No singular triplet 
or,u, +,uu, < -1 No singular square 
p, < 0 andpu, < 0 Singular square of 
andp, +P~ > -1 the first order 
Singular square of 
the first order 
Singular square of 
the second order 
278 HSUANDLEUNG 
THEOREM 8.1. Let (8.3) be satisfied so that Z, Z + e,, Z + e, form a 
singular triplet. If A (‘,*‘F ( Z) is zero or sufJciently small, the singular square 
of Z, Z + e,, Z + e, + e2, and Z + e2 is of thefirst order. When A”**‘F(Z) is 
large so that conditions (8.8), or equivalently (8.10), are satisfied, the 
singular square becomes one of the second order. 
8.3. The Order of a Singular Doublet and the Second Order Increments 
Consider case (iv) where cells Z + e, and Z + e2 form a singular doublet. 
Let us assume that it is an isolable singular doublet with an admissible 
Jordan cell circuit J of cells Z + e,, Z, Z + e,, Z + e, + e,. What is the 
index of this doublet? The answer again depends upon the second order 
forward increment A(‘-*)F(Z). In Fig. 16a we have case (iv) with point A 
located on CD; BCED is a parallelogram. If A(‘,*)F(Z) = 0, then AE is 
F(Z + e, + e2) and the circuit J, as well as the singular doublet, will have an 
index 
Z(J, F) = +l if det[F(Z), F(Z + e,)] > 0, 
(8.12) 
=- 1 if det[F(Z), F(Z + e,)] < 0. 
Therefore, the singular doublet is of the first order. If A”,*‘F(Z) # 0 and if 
EF = A”**‘F(Z), then AF = F(Z + e, + e,). It is obvious that if A(‘92’F(Z) is 
not sufficiently large so that AF stays on the opposite side of CD from AB, 
the singular doublet remains of the first order and has the same index as 
when A”q2’F(Z) = 0. However, if A (132’F(Z) is large enough to move AF to 
the same side as AB, then the singular doublet becomes one of the second 
order. Algebraically, we have the following result. Let F(Z) be expressed by 
(8.2) with 
PI (0, P, < 0, and y, +p*=-1. (8.13) 
FIG. 15. Existence of a singular square. 
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Now let us express A (1,2)F(Z) again by (8.9). The singular doublet is of 
first order if p, +pz > -1, 
second order if p1 +pz < -1. 
(8.14) 
If, instead of (8.9), we express A (‘q2)F(Z) in terms of F(Z) and F(Z + e,) as 
A”~2’F(Z) = q,,F(Z) + V, F(Z + e,), (8.15) 
then the singular doublet is of 
first order if qO<l, 
second order if qO>l. 
(8.16) 
THEOREM 8.2. Let (8.13) be satisfied so that Z + e, and Z + e2 form a 
singular doublet. Let it be isolable. If A (‘,“F(Z) is zero or sufjciently small 
the singular doublet is of the first order. When A(‘,*‘F(Z) is large so that 
p, + p2 < -1 or v,, > 1, the singular doublet becomes one of the second order. 
Next consider case (iii) where cells Z and Z + e, form a singular doublet. 
Again let us assume that it is an isolable singular doublet with an admissible 
Jordan cell circuit J of cells Z + e,, Z, Z - e,, Z + e, . In this case the index 
of the doublet turns out to depend upon the second order mixed increment 
AiiIF(Z). In Fig. 16b we have shown case (iii) with point A located on BC. 
The function value at Z - e2 may be expressed in terms of the increments as 
F(Z -e,) = F(Z) - A(,,F(Z) = F(Z) - A”‘F(Z) + A${F(Z). (8.17) 
If Ai:IF(Z) = 0, then AK is F(Z - e,), the index of J is 
I(J,F)=+l if det[F(Z + e,), F(Z)] > 0, 
=-1 if det [ F(Z + e2), F(Z)] < 0, 
(8.18) 
(a) (b) 
FIG. 16. Existence of singular doublets of first and second orders. 
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and the doublet is of the first order. If A$iF(Z) # 0 and KL = Ai:;F(Z), the 
singular doublet remains of the first order if AL stays on the opposite side of 
BC from AD. When AL moves to the same side as AD, then the singular 
doublet becomes one of the second order and has an index 0. Algebraically, 
we have the following result. Let F(Z) be expressed by (8.2) with 
-1 <p, < 0, p, = 0. (8.19) 
Let us express AL as 
AL = y1 F(Z + e,) + yzF(Z + eJ. (8.20) 
The condition for the singular doublet to remain of the first order is 
Y2 < 0. 
Next we express the second increment At$F(Z) as 
Aj:{ F(Z) = 6, F(Z + e,) + 6, F(Z + eJ. 
Using (8.17), (8.19), and (8.20), we can put (8.21) in the form 
(8.21) 
(8.22) 
6, < 1 first order, 
>l second order, 
(8.23) 
as conditions on the increment to determine the order of the doublet. If we 
write 
A$;F(Z) = a1 A”‘F(Z) - E, A”‘F(Z), (8.24) 
the conditions are 
E2 < 1 first order, 
>l second order. 
(8.25) 
THEOREM 8.3. Let (8.19) be satisfied so that Z and Z + e, from a 
singular doublet. Let it be isolable. If A$IF(Z) is zero or suflciently small, 
the singular doublet is of the first order. When A$iF(Z) is large so that 
6, > 1 or &2 > 1, the singular doublet becomes one of the second order. 
8.4. The Index and the Order of an Isolable Singular Cell and the 
Increments 
Consider an isolable singular cell Z* of F(Z). So far as the function 
values at the four contiguous cells are concerned, let us express them as 
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F’ = F(Z* + e,) = A”‘F(Z*) = A, t S,, 
F2~F(Z*tez)=A’*‘F(Z*)=A,+S,, 
F3rF(Z*-eel)=-A,,,F(Z*)=-A,tS,, 
F4 E F(Z * - e,) = -A,,,F(Z *) = -A, t S,, 
(8.26) 
from which we obtain 
A, = f(F’ - F3) = j(A’l’F(Z*) t A(,,F(Z*)}, 
s, = +(F’ f F~) = f{A(lJ~(~*) - Atl,~(z*)j, 
A, = ;(F* - ~4) = ;{A(*)F(z*) t A(*)F(z*)}, 
(8.27) 
s, = ;(F* t ~4) = ~{A(*)F(z*) - Ac2,~(z*)j. 
Moreover, from Definition 2.7, we have 
s, = +A;;;F(z*), s, = +A$;F(z*). (8.28) 
Next, consider an associated function FcL’(Z) having the following 
properties: 
FcL’(Z *) = 0, FcL’(Z* t e,) = -FcL’(Z* -e,) = A,, 
FcL’(Z * t e,) = -FcL’(Z * - e,) = A,. 
(8.29) 
We call FcL)(Z) the 1ocaZ linear approximation of F(Z). Take now 
Z*te,,Z*+e,, Z*-e,, and Z* - e2 as an admissible circuit J. The 
index of this circuit and the index of Z* with respect to FcL’(Z) are given 
by4 
I(J 9 FcL’) = I(Z *, FcL’) = t 1 if det(A , , A *) > 0, 
=-1 if det(.4 i, A 2) < 0. 
(8.30) 
Therefore, Z * of FcL’(Z) is a singular cell of the first order with an index of 
either t 1 or -1. What about the index of J and Z* with respect to F(Z)? 
The answer is that in general the index with respect to F(Z) may be different 
from that FcL’(Z). Whether the index remains unchanged, or changed to 
zero, or even changed to one of the opposite sign depends upon the second 
order increments AiIlF(Z) and A$iF(Z), i.e., S, and S,. 
If both S, and S, are zero then F(Z) and FcL’(Z) are locally the same. So 
we need to consider only the case where at least one of thme is not zero. Let 
’ We shall assume det(A,, A*) # 0. When det(A,, A?) = 0, Z * is not an isolable singular 
cell for F’L’(Z). Hence, I(Z*, FCL’) is not defined. 
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us assume S, # 0. When S, # 0, F’ and F3 are independent. Let us express 
F* and F4 in terms of F’ and F3 as 
F2 = a, F’ + a,F”, F4 =P,F’ +P3F3. (8.3 1) 
We consider three case separately: index unchanged, changed to zero, and 
index reversal. 
(i) Z(Z*, F) = Z(Z*, F”,‘). Let D be defined as 
D = det(F’, F3) det(A,, A,). (8.32) 
It can then be shown that the conditions for the index Z(Z*, F”,) to be 
preserved for F(Z) are 
ifD > 0, (a)a,>Oora,>O, and (b)P,<Oandp,<O; 
(8.33) 
ifD < 0, (a)a,<Oanda,<O, and (b)/I,>Oorp,>O. 
For convenience we refer to (8.33) as Conditions SC-l on F* and FJ, the 
necessary and sufficient conditions for Z(Z *, F) = Z(Z *, F”‘). 
It is more instructive, however, to express the conditions as on the two 
second order increments S, and S, at Z *. Let 
S, =P,A, +pu,A,, S,=v,A, +v,A,. (8.34) 
Then conditions (8.33) can be written as 
ifD > 0, (a) C, > 0 or C, > 0, and (b) C, < 0 and C, < 0; 
(8.35) 
ifD < 0, (a) C, > 0 and C, > 0, and (b) C, < 0 or C, < 0; 
where 
c, =,u,v2 -p2v, + 1 siu, + v*, 
(8.36) 
c, =p,v2 -p*v, - 1 -p, + v2. 
Conditions (8.35) will be referred to as Conditions SC-l on S, and S,. 
(ii) Z(Z*, F) = 0. For this case the necessary and sufficient conditions 
are: 
ifD > 0, (a)a,<Oanda,<O, and (b)p,<Oandp,<O, 
or (a) a, > 0 or a3 > 0, and (b) ,0,>Oor/33>0; 
(b) p, < 0 and /3, < 0, 
(8.37) 
ifD (0, (a) a, < 0 and a3 < 0, and 
or (a) a, > 0 or a3 > 0, and (b) /I, > 0 or p3 > 0. 
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These will be referred to as Conditions SC-2 on F* and F4. The 
corresponding Conditions SC-2 on S, and S, are the following: 
ifD > 0, 
or 
ifD < 0, 
or 
(a) C, < 0 and C, < 0, and (b) C, < 0 and C, ( 0, 
(a) C, > 0 or C, > 0, and (b) C, > 0 or C, > 0; 
(8.38) 
(a) C, > 0 and C, > 0, and (b) C, > 0 and C, > 0, 
(a) C, < 0 or C, < 0, and (b) C, < 0 or C, < 0. 
(iii) I(Z*, F) = -I(Z*, FcL’). The conditions for index reversal will be 
called Conditions SC-3. The conditions on FZ and F4 are 
ifD > 0, (a) a, < 0 and 01~ < 0, and (b)p, > 0 or/?, > 0; 
(8.39) 
ifD < 0, (a)a,>Oora,>O, and (b)p,<Oand&<O. 
The corresponding Conditions SC-3 on S, and S, are 
ifD > 0, (a) C, < 0 and C, < 0, and (b) C, > 0 or C, > 0; 
ifD < 0, (a) C, < 0 or C, < 0, (b) C, > 0 and C, > 0. 
(8.40) 
and 
Instead of being dependent upon four parameters C, , C,, C, and C,, the 
conditions can be expressed in terms of three. Let 
P, =iu, + v*, P*=iu,-v2, p, =PuV* -P*V1* (8.41) 
The conditions can now be put in the following form: 
(i) I(Z *, F) = I(Z *, FcL’). Conditions SC-l. 
IfD > 0, (a) P, + P, < 1 or P, + P, > -1, and 
(b)P,-PP,<1andP2-P,>-1; 
ifD < 0, (a)P,+P,<landP,+P,>-1, and 
(8.42) 
(b)P,-P,< lorP,-PP,>-1. 
(ii) I(Z *, F) = 0. Conditions SC-2. 
IfD > 0, (a)P,+P,> landP,+P,<--1, and 
(b)P,-P3< landP,-PP,>-1, 
or (a)P,+P, < 1 orP, +P, > -1, and 
(b)P,-P3> lorP,-PP,<-1; 
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ifD < 0, (a)P* +P, < 1 andP, +P, > -1, and 
(b)P,-P,> landP,-PP,<-1, 
or (a)P,+P,> lorP,+P,<-1, and 
(b)P,-PP, < 1 orP,-P, > -1. 
(iii) Z(Z *, F) = -Z(Z *, FCL’). Conditions SC-3. 
IfD > 0, (a)P,+P,> landP,+P,<-1, and 
(8.43) 
(b)P,-PP,> lorP,-P,<-1; 
ifD < 0, (a)P,+P,> lorP,+P,<-1, and 
(8.44) 
(b)P,-PP,> landP,-P,<-1. 
These conditions show that if the second order increments Ai;jF(Z) and 
A${F(Z) are sufficiently small at Z *, then Conditions SC-1 are always 
satisfied and the index of Z* is preserved, going from FtL’(Z) to F(Z). One 
can also show that the drastic case of index reversal, Z(Z*, F) = 
-Z(Z*, FCL’), can happen only if 1 P, 1 > 1. Incidently, P, has a very simple 
meaning through the relation 
det(S,, S,) = P, det(A,, A,). (8.45) 
The case when D = 0 resuires a separate treatment because in that case, 
assuming again det(A, , A,) # 0, F ’ and F3 are no longer independent and 
the representation of (8.31) for F2 and F4 is not valid. A detailed analysis 
similar to those given above for D # 0 can be carried out, however, and it 
leads to the results 
Z(Z*,F)=Z(Z*,FCL’) iff -1 <P, < 1 and -1 < vz < 1; (8.46a) 
Z(Z*, F) = 0 iff P, < -1, P, > 1, v2 < -1, or v2 > 1. (8.46b) 
Condition (8.46a) will be referred to as Conditions SC-l for D = 0 while 
(8.46b) as Conditions SC-2 for D = 0. 
We note here that when one of the inequalities in Conditions SC-l, 2, 3 
becomes an equality, it usually means that Z* is no longer an isolable 
singular cell either because one of its contiguous cells becomes also singular 
or because two of its contiguous cells form a singular doublet. The 
possibilities are numerous and they will not be discussed here. 
THEOREM 8.4. Let Z* be an isolable singular cell. Zf Aii;F(Z*) and 
A$jF(Z*) are suflciently small so that Conditions SC-1 are met, Z * is a 
singular cell of the first order and its index with respect to FCL’(Z) is 
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preserved for F(Z). If Conditions SC-2 are satisfied, Z * is one of the second 
order and has an index 0. If Conditions SC-3 are satis-ed, Z” is again of 
the first order, but its index is now opposite in sign to that with respect to 
FtL’(Z). 
9. LINEAR CELL FUNCTIONS 
In this section we study linear cell functions in analytic form. These are 
very simple functions but they do allow us to examine the singular entities 
from a different point of view, resulting in, we believe, a better appreciation 
of these entities. Consider a linear cell function 
F(Z)=a+AZ= aI ( + iall a12 I \ =1 I 
a21 la,, a22 I i Z, \’ 
ai, ai,, all integers. (9.1) 
First, consider the case a = 0 and det(A) # 0. In this case there is an isolable 
singular cell at 0 and its index 
I(O,F)=+l if det A > 0, 
=-1 if det A < 0. 
(9.2) 
If a = 0 and det(A) = 0, we do not have an isolable singular cell. Det(A) can 
be zero because one of the columns is zero, say the first column. In that case 
all cells (Z,, 0) are singular cells, resulting in a core of singular cells in a 
row. Det(A) can also be zero if the two columns are proportional. In that 
case there will be singular doublets next to the singular cell at the origin 
resulting in a core of singular cell and singular doublets. 
Next, consider the case where a # 0. Again we first assume det(A) # 0. 
Let 
where 
0<6, < 1, o<a2 < 1. 
This implies 
Z; = Int{b,}, Z; = Int{b,}. 
(9.3) 
(9.4) 
(9.5) 
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If both 6, and 6, are zero, F(Z) then has a singular cell at Z’(Z;, Z;). 
Furthermore, 
Z(Z’,F)=+l if det A > 0, 
=-I if det A < 0. 
(9.6) 
If 6, = 0 but 6, # 0, then F(Z) does not have a singular cell. It does have a 
singular doublet at Z’ and Z’ + e,. In this case one can show that this 
singular doublet is isolable and its index is given by 
1(Db(Z’, Z’ + eJ, F) = + 1 if det A > 0, 
=-1 if det A < 0. 
(9.7) 
A similar situation exists when 6, = 0 but 6, # 0. 
When both 6, and 6, are nonzero, F(Z) has a singular square of the first 
order at Z’, Z’ + e,, Z’ + e, + e,, and Z’ + e,. Let us denote this square by 
Sq(Z’), using the left-lower cell Z’ as identification. One can show that the 
index of this singular square is 
Z(Sq(Z’), F) = + 1 if det A > 0, 
(9.8) 
zz- 1 if det A < 0. 
One can study this case in further detail. 
(i) First, one finds that if 6, + 6, < 1 and 6, > 6,, then there are 
overlapping triplets Tr(Z’, Z’ + e,, Z’ + e, + e,) and Tr(Z’ + e2, Z’, 
Z’ + e,). Other cases such as 6, + 6, < 1 and 6, < 6,, and so forth lead to 
similar results of overlapping triplets. These are seen to be cases 6.3(i), (ii) 
specialized to linear functions. 
(ii) When either 6, + 6, = 1 or 6, = 6,, there will be a singular triplet 
and an overlapping doublet. This is seen to be case 6.3(iv) specialized to a 
linear function. 
(iii) If 6, = ~5~ = t, then there are two overlapping doublets 
Db(Z’, Z’ + e, + e,) and Db(Z’ + e,, Z’ + eJ. This is seen to be case 6.3(v) 
specialized to a linear cell function. 
These results provide us with an additional justification to regard two 
overlapping singular entities as two manifestations of one singularity. We 
also note that for a linear cell function (9.1) a singular square cannot be of 
the second order. This agrees with the discussion given in Subsection 8.2. 
The case a # 0 and det(A) = 0 leads to some very special linear cell 
functions. 
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(i) If det(A) = 0 because the first column vector A’ is zero, then 
F(Z) = a + Z, A*, (9.9) 
where A2 denotes the second column vector of A. This cell function is 
independent of Z,. In general, there will be no singular entities of any kind 
except when a and A2 are parallel. In the latter case let 
a=aA*, (9.10) 
where a is a rational number. Let us write a as 
-a = Z; + 6, = Int { -a } + 6,) o<s, < 1. (9.11) 
It then follows that if -a is an integer there will be a core of singular cells in 
a row at (Z,, -a). If a is not an integer, then there will be a core of singular 
doublets in a row at (Z,, Z;) and (Z,, Z; + 1). If det(A) = 0 because 
A2 = 0, an analogous situation prevails. 
(ii) If det(A) = 0 because A’ and A* are parallel, it can be shown 
again that in general there is no singularity of any kind except when a is also 
parallel to A’ and A*. In the latter case let c be a vector such that 
a = ac, A’ = a,c, and A* = a,c, (9.12) 
where a, a,, and a2 are all integers. The function F(Z) now takes the form 
F(Z) = (a + a,Z, + a,Z,)c. (9.13) 
One can then show that there is a core of singular doublets, or possibly a 
core of singular cells and singular doublets in the neighborhood of the line 
a+ ,Z,+a,Z,=O. (9.14) 
10. CONCLUDING REMARKS 
In this paper we have presented some studies of cell functions. For cell 
functions we no longer have the continuity concept as a basis of analysis. 
We believe that the various singular entities introduced in this paper and the 
index theory for cell functions provide us with some useful tools to study 
these functions. Of course, what has been presented is merely a general 
approach and a certain framework. Many themes of variation are possible. 
For example, instead of using a cell plane with a rectangular structure, one 
could use cells of triangular or hexagonal shape, leading to a different and 
perhaps more desirable cell plane for certain applications. 
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The analysis given in this paper has been carried out for cell functions 
which map ZN + ZN because we have in mind applications of the results to 
simple cell mappings. It is, however, evident that with only trivial 
modifications the discussions on singular entities and the index theory given 
in this paper apply also to cell functions which map ZN + RN, i.e., from an 
N-tuple of integers to an N-tuple of real numbers. 
We also wish to mention that the studies reported here have already 
motivated some other interesting developments; we mention two: First, based 
upon the present results, the unravelling algorithm given in [2] for a global 
analysis of nonlinear systems can be modified so that all the unstable 
periodic points of a point mapping will have their counterparts in the 
replacing simple cell mapping. This makes the theory of approximating a 
point mapping by a simple cell mapping more complete. The second 
development is concerned with locating zeros of a set of nonlinear algebraic 
equations. At the present time many methods are available for this purpose, 
including the well-known Newton’s method and its variations [9]. All these 
methods can determine the zeros accurately by iteration if some information 
is available about their approximate locations. However, the approximate 
locations of the zeros are not always known and the determination of the 
zeros becomes sometimes a hit and miss proposition. Again, using the ideas 
introduced in this paper, a new method has been developed for locating all 
the zeros of a set of nonlinear equations in a systematic way to any desired 
accuracy, subject to only very minor restrictions. These two offshoot 
developments will be reported elsewhere. 
APPENDIX: ALGEBRAIC PROCEDURES FOR INDEX DETERMINATION OF 
SIMPLE CIRCUITS 
In applying the index theory to specific problems we constantly need to 
evaluate the index of an admissible circuit. For a circuit consisting of a large 
number of cells, keeping track of the turning of F(Z) from cell to cell seems 
to be the only feasible approach. For circuits consisting of only three or four 
cells a more effort-saving procedure suitable for computer implementation, 
however, can be devised. In this Appendix we present such procedures for 
three- and four-cell circuits. 
A. A Circuit of Three Cells 
Consider first a circuit J of three cells. Let the vectors at the three cells in 
the positive direction of the circuit be F’, F*, and F3, and let Fi , Fi,..., Fi be 
their components. The circuit can be tested according to the following 
procedure to see whether it is admissible. And, if admissible, what is the 
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index? The procedure is terminated when either the circuit is found to be not 
admissible or when the index is determined. 
(I) First the set is tested to see whether there is a zero vector among 
them. If there is one, .Z is not admissible. 
(II) When none of the vectors are zero, evaluate d,, = det(F’, F’). 
(IIA) If d,, # 0, evaluate d,, = det(F*, F3). 
(IIAi) If d,, # 0, evaluate dxl = det(F3, F’). 
(IIAia) If d3, # 0, evaluate a, = d,,d,, and a, = d,,d,, . 
(IIAial) If a, < 0 or a, < 0, then Z(.Z, F) = 0. 
(IIAia2) If a, > 0 and a2 > 0, check d,,. 
(IIAia2.1) If d,, > 0, then Z(J, F) = 1. 
(IIAia2.2) If d,, < 0, then Z(.Z, F) = -1. 
(IIAib) If d,, = 0, pick a nonzero component Fi of F3, i = 1 
or 2, and evaluate a3 = Fj F: . 
(IIAibl) If a3 > 0, then Z(.Z, F) = 0. 
(IIAib2) If a3 < 0, J is not admissible. 
(IIAii) If d,, = 0, pick a nonzero component 1”’ of F2, i = 1 or 2, 
and evaluate a4 = Ff Fj. 
(IIAiia) If a4 > 0, then Z(.Z, F) = 0. 
(IIAiib) If a, < 0, J is not admissible. 
(IIB) If d,, = 0, pick a nonzero component F‘f of F’, i = 1 or 2, and 
evaluate 5 = F,‘Ff. 
(IIBi) If Q, < 0, .Z is not admissible. 
(IIBii) If u5 > 0, evaluate d,, = det(F*, F3). 
(IIBiia) If d,, # 0, then Z(J, F) = 0. 
(IIBiib) If d,, = 0, pick a nonzero component Fy of F2, i = 1 
or 2, and evaluate a, = FFFf. 
(IIBiibl) If a4 > 0, then Z(J, F) = 0. 
(IIBiib2) If a, < 0, .Z is not admissible. 
A.2. A Circuit of Four Cells 
Let the ordered set of F ‘, F2, F3, and F4 be the vectors at four cells along 
the circuit J. Again let F:, Fl,..., F; be their components. An algebraic test 
procedure for the circuit is as follows: 
(I) First the set is tested to see whether there is a zero vector. If there 
is one the circuit is not admissible. 
(II) When none of the vectors are zero, evaluate d,, = det(F’, F2), 
d,, = det(F*, F3), d,, = det(F3, F4), and d,, = det(F4, F’). 
(IIA) If none of the four determinants are zero, evaluate d13 = 
det(F’, F3). 
(IIAi) If d,, > 0, test the following: 
(IIAia) If d,, < 0 and d,, < 0, test the following: 
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(IIAial) If dJ4 > 0 and d,, > 0, then Z(J, F) = 0. 
(IIAia2) If d,, < 0 or d,, < 0, then Z(J, F) = - 1. 
(IIAib) If d,, > 0 or d,, > 0, test the following: 
(IIAibl) If d,, > 0 and d,, > 0, then Z(J, F) = 1. 
(IIAib2) If dj4 < 0 or d,, < 0, then Z(J, F) = 0. 
(IIAii) If d,, < 0, test the following: 
(IIAiia) If d,, > 0 and d,, > 0, test the following: 
(IIAiial) If d,, < 0 and d,, < 0, then Z(J, F) = 0. 
(IIAiia2) If d,, > 0 or d,, > 0, then Z(.Z, F) = 1. 
(IIAiib) If d,, < 0 or d,, < 0, test the following: 
(IIAiibl) If dj4 < 0 and d,, < 0, then Z(.Z, F) = -1. 
(IIAiib2) If d,, > 0 or d,, > 0, then Z(.Z, F) = 0. 
(IIAiii) If d,, = 0, pick a nonzero component F,! of F’, i = 1 or 
2, and evaluate us = F,!Fj. 
(IIAiiia) If a6 > 0, then Z(J, F) = 0. 
(IIAiiib) If a6 < 0, test the following: 
(IIAiiib 1) If d,, > 0 and d,, > 0, then Z(J, F) = 1. 
(IIAiiib2) If d,, > 0 and d,, < 0, then Z(.Z, F) = 0. 
(IIAiiib3) If d,, < 0 and d,, > 0, then Z(J, F) = 0. 
(IIAiiib4) If d,, < 0, and d,, < 0, then Z(J, F) = -1. 
(IIB) At least one of d,2, d,, , dj4 and d,, is zero. Let that be d,, . 
Take a nonzero component Fi of F4, i = 1 or 2, and evaluate 
a, = FqF! 
(IIBi) If a, :‘O, .Z is not admissible. 
(IIBii) If u, > 0, then essentially we have a cricuit of three cells 
with vectors F’, F2, and F3 to evaluate. In that case we 
follow the procedure described above for a circuit of three 
cells. 
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