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La compréhension automatique du monde environnant a de nombreuses ap-
plications telles que la surveillance et sécurité, l’interaction Homme-Machine,
la robotique, les soins de santé, etc. Plus précisément, la compréhension peut
s’exprimer par le biais de différentes tâches telles que la classification et local-
isation dans l’espace d’évènements. Les êtres vivants exploitent un maximum
de l’information disponible pour comprendre ce qui les entoure. En s’inspirant
du comportement des êtres vivants, les réseaux de neurones artificiels devraient
également utiliser conjointement plusieurs modalités, par exemple, la vision et
l’audition.
Premièrement, les modèles de classification et localisation, basés sur l’informa-
tion audio-visuelle, doivent être évalués de façon objective. Nous avons donc
enregistré une nouvelle base de données pour compléter les bases actuellement
disponibles. Comme aucun modèle audio-visuel de classification et localisation
n’existe, seule la partie sonore de la base est évaluée avec un modèle de la
littérature.
Deuxièmement, nous nous concentrons sur le coeur de la thèse: comment
utiliser conjointement de l’information visuelle et sonore pour résoudre une
tâche spécifique, la reconnaissance d’évènements. Le cerveau n’est pas con-
stitué d’une ”simple” fusion mais comprend de multiples interactions entre
les deux modalités. Il y a un couplage important entre le traitement de
l’information visuelle et sonore. Les réseaux de neurones offrent la possi-
bilité de créer des interactions entre les modalités en plus de la fusion. Dans
cette thèse, nous explorons plusieurs stratégies pour fusionner les modalités
visuelles et sonores et pour créer des interactions entre les modalités. Ces tech-
niques ont les meilleures performances en comparaison aux architectures de
l’état de l’art au moment de la publication. Ces techniques montrent l’utilité




Pour conclure la thèse, nous proposons un réseau de référence pour la classi-
fication et localisation d’évènements audio-visuels. Ce réseau a été testé avec
la nouvelle base de données. Les modèles précédents de classification sont
modifiés pour prendre en compte la localisation dans l’espace en plus de la
classification.
Mots clés: Fusion Audio-visuelle, Conditionnement de modalités, Apprentis-
sage profond multimodale, Reconnaissance d’évènements, Localisation d’évè-
nements
Abstract
The automatic understanding of the surrounding world has a wide range of
applications, including surveillance, human-computer interaction, robotics,
health care, etc. The understanding can be expressed in several ways such
as event classification and its localization in space. Living beings exploit a
maximum of the available information to understand the surrounding world.
Artificial neural networks should build on this behavior and jointly use several
modalities such as vision and hearing.
First, audio-visual networks for classification and localization must be evalu-
ated objectively. We recorded a new audio-visual dataset to fill a gap in the
current available datasets. We were not able to find audio-visual models for
classification and localization. Only the dataset audio part is evaluated with
a state-of-the-art model.
Secondly, we focus on the main challenge of the thesis: How to jointly use
visual and audio information to solve a specific task, event recognition. The
brain does not comprise a simple fusion but has multiple interactions between
the two modalities to create a strong coupling between them. The neural
networks offer the possibility to create interactions between the two modali-
ties in addition to the fusion. We explore several strategies to fuse the audio
and visual modalities and to create interactions between modalities. These
techniques have the best performance compared to the state-of-the-art archi-
tectures at the time of publishing. They show the usefulness of audio-visual
fusion but above all the contribution of the interaction between modalities.
To conclude, we propose a benchmark for audio-visual classification and local-
ization on the new dataset. Previous models for the audio-visual classification
are modified to address the localization in addition to the classification.
Keywords: Audio-visual fusion, Modality conditioning, Multimodal deep
learning, Event recognition, Event localization
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Living beings understand a scene through various senses such as sight, hearing,
touch, etc. [1] These modalities can be both complementary and redundant.
For example, the perception of speech and the lip movement are redundant
and complementary as the Mcgurk effect [2] proves. It highlights the interac-
tion between hearing and vision in speech perception and proves that speech
perception is influenced by the lip movement of the speaker. The redundancy
between the modalities allows better robustness, for example, in the speech
perception, but also more generally in the scene understanding.
The brain has evolved to learn and operate optimally in the presence of several
modalities [3]. Indeed, human beings recognize and localize objects more
easily when several modalities, such as sight and hearing, are present [4].
Machine learning protocols with multimodal data would be closer to reality
than unimodal protocols.
Numerous multisensory convergence zones have been identified in the brain [5].
These multisensory zones are regions where biological neurons receive inputs
coming from different senses and combine them according to various temporal,
spatial or even semantic constraints. Some brain regions, that were previously
considered specific to the visual modality, exhibit multisensory modulation [6].
Such interference may occur even at the beginning of information processing,
for example, in primary visual cortex, previously considered strictly modality-
specific. Currently, neuroscience research shows that multisensory integration
operates at different levels in the brain: in subcortical structures, in higher-
level associative cortices and even in early cortical areas [7].
On the other hand, the artificial neuron was created in the 50s. However,
results that appeal to the scientific community and the gain in popularity of
Deep Neural Networks (DNNs) only occurred about ten years ago. Nowadays,
— 3 —
4 Introduction
DNNs are the state of the art in many problems such as computer vision,
speech and natural language processing, etc.
The number of DNN techniques applied to multimodal data increases every
year (Figure 0.1). The motivation to use multimodal data is that complemen-
tary information could be extracted from each modality. This yields a richer
representation and improves performance compared to using a single modality.
Figure 0.1. The number of publications with the words ”multimodal” and ”neural
network” over the years with two literature databases: Google Scholar
and Compendex.
The scene understanding problem can be approached with different tasks,
for example, the event classification, detection and localization. The event
classification consists to estimate the class, also called the category, present
in a video. The event class can be very varied: someone speaking, whistling,
a baby crying, someone playing a musical instrument, a car passing, a dog
barking, etc. To make this task more complex, event detection was proposed.
In addition to the event class, it is possible to estimate the beginning and end
of the event in time. Finally, the event is localized in space, x, y coordinates
or an azimuth angle are associated with each event. Depending on the task
performed and the modality used, there are different problems in the literature:
Introduction 5
video recognition, visual event detection, sound event detection, sound source
localization, audio-visual event detection, etc.
Even though a lot of research uses visual or sound information, for event
classification, detection and localization, the use of multimodal data was still
rare until recent years. As living beings use a maximum of the available
information to understand an event, DNNs should take as input multimodal
data to accomplish these different tasks. There is no one way to effectively fuse
information from different modalities. Inspired by the perceptual principles of
the brain, multimodal models should not only be composed of a fusion but of
several interactions between the visual and audio paths.
Contributions of this thesis
The original contributions of this thesis are listed below:
• A novel audio-visual event dataset was recorded to fill a gap in currently
available datasets to evaluate models for the audio-visual event classifi-
cation and localization tasks. The dataset is available online in the form
of two folders: SECL-UMONS (recordings with a microphone array) and
AVECL-UMONS (recordings with four cameras). The development of a
registration procedure allowed the automation of the annotation step to
facilitate the dataset creation;
• To the knowledge of the author, no audio-visual neural network for clas-
sification and localization exists. Therefore, we evaluated the audio
recordings (SECL-UMONS) with a network based on audio modality
only. We also slightly modified the baseline model to create a more
real-time architecture;
• The joint use of audio-visual modalities is a complex challenge. Sev-
eral approaches were explored. They can be grouped into 2 categories:
modality fusion and modality interaction, also called modality condi-
tioning. For the fusion:
– We studied different state-of-the-art fusion techniques;
– We implemented a novel technique based on attention. This fusion
focuses on a modality rather than the other at every moment of a
video. For example, in a scene composed of a train that whistles
6 Introduction
in the distance, we first focus on the audio modality because the
train is too small to be identified. The visual modality is then more
accurate when the train is closer.
• The living being’s brain includes numerous connections between the pro-
cess of visual and audio information. This creates a strong coupling
between the modalities. Therefore, we investigated the modality inter-
action in addition to the fusion. We implemented 3 different strategies:
– First, the connection between the 2 modalities is performed at the
feature level. Audio modality highlights patterns, shape, edge, color
or features of the visual modalities and vice versa. Indeed, feature
maps of a Convolutional Neural Network (CNN) can detect several
features such as circles, lines, colors, etc. Deep feature maps can
detect more complex shapes such as bicycles, cars, dogs, etc. The
goal is, therefore, to give greater importance to feature maps asso-
ciated with the dog, if we hear barking or to the ’car’ feature map
if we hear an engine sound.
– The second proposition is implemented at the temporal level. Each
time step of the audio modality interacts with each time step of the
visual modality. This technique finds correlations between modal-
ities across time. Indeed, relevant visual and audio information
is not necessarily in the video at the same time. Finding related
information in both modalities helps to improve classification.
– Finally, the last technique works also at the temporal level. It mod-
els long-term dependencies. An event includes a temporal aspect
and can take place over several seconds. It is necessary to take into
account the temporal context at every moment. This context can
be modality-specific but also audio-visual.
The fusion based on attention and the feature-level modality condition-
ing are used jointly to form a first network for audio-visual event recogni-
tion, named Multi-level Attention Fusion network (MAFnet). A second
model composed of the two modality interactions in the temporal domain
is proposed for audio-visual event classification and detection.
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• Finally, we used the results of the previous contributions to create fi-
nal networks. These networks are benchmarks for the classification and
localization of audio-visual events.
The papers published during the thesis are listed in Appendix A.
8 Introduction
Organization of this dissertation
The dissertation is divided into four parts. The organization of this document
is as follows:
Part 1 presents the theoretical background. First, the different deep learning
concepts necessary to understand the dissertation are introduced (Chap-
ter 1). A reader who is already familiar with the notions of deep learning
is invited to go directly to Chapter 2. Then, several strategies to simul-
taneously exploit audio and visual data are presented (Chapter 2). This
part is a general introduction to the use of audio-visual data in the lit-
erature. A deeper and detailed presentation is made for each part of the
dissertation.
Part 2 presents the different event classification and localization datasets from
the literature (Chapter 3) and the new dataset recorded during the thesis
(Chapter 4).
Part 3 presents the Sound Event Localization and Detection (SELD) task. A
detailed review of the literature for the two separate subtasks (Sound
Event Detection (SED) and Sound Source Localization (SSL)) and the
global task (Sound Event Localization and Detection (SELD)) is made
in Chapter 5. The sound part of the new dataset is evaluated with the
baseline model of the DCASE Challenge (Chapter 6).
Part 4 focuses on the fusion of audio-visual data. First, we study different
state-of-the-art fusion strategies and introduce the modality condition-
ing and its efficiency (Chapter 8). Then, we detail two networks pro-
posed during this thesis. On one hand, a multi-level attention network
for audio-visual event classification (composed of conditioning layer and
fusion based on attention) (Chapter 9). On the other hand, a network
for audio-visual event detection and classification (composed of intra
and inter-modality interactions and multimodal Long Short-Term Mem-
ory (LSTM))(Chapter 10). We conclude this part with final networks,
built based on previous experiments, for audio-visual event classification
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12 Deep Neural Network
Currently, Deep Neural Networks (DNNs), based on Artificial Neural Net-
works (ANNs), are popular and effective to solve classification and regression
tasks. They are applied to many fields, including computer vision [8–13],
speech recognition [14, 15], natural language processing [16], machine trans-
lation [17, 18], medical image analysis [19–21], speech synthesis [22, 23], etc.
Despite the fact that ANNs were inspired by information processing and dis-
tributed communication nodes in biological systems, the functioning is very
different from the biological neurons. Specifically, ANNs tend to be static and
symbolic, while the biological brain is dynamic (plastic) and analog.
In this chapter, we briefly present two types of Deep Neural Network (DNN)
architectures: Feedforward Neural Network (FNN) and Recurrent Neural Net-
work (RNN). The FNN is composed of feedforward connections, meaning the
information flows from the input to the output. On the other hand, the RNN
has a recursive structure, where the information can loop. In the different sec-
tions, we introduce different FNNs from the simplest to more complex struc-
tures: the perceptron, the Multilayer Perceptron (MLP) and the CNN. Then,
we present two RNNs: The LSTM and the Gated Recurrent Unit (GRU).
Finally, we describe a sub-network class called Attention Network as well as
some normalization techniques in Deep Neural Network (DNN) architectures.
This chapter is a brief reminder of the DNN basic principles, the reader can
refer to different books for a more in-depth understanding [24].
1.1 Perceptron
The artificial neuron, also called perceptron [21], is a simplified model of a
biological neuron. Indeed, the biological neural receives information along
several dendrites, processes this information in the cell and sends an output
signal along the axon (Figure 1.1a). Inspired by this mechanism, the percep-
tron receives several inputs modulated by weights. It generates an output by
summing the modulated inputs and applying an activation function (Figure
1.1b).
Formally, given an input x of size N , the perceptron computes the output z
as follows:
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(a) Biological neuron (b) Artificial neuron









z = f(y) (1.2)
where wi are trainable weights, b is the bias and f(.) is the activation function.
In the initial formulation of the perceptron, the activation function was a Heav-
iside step function. But over the year, the concept has been generalized, and
different activation functions have been proposed, for example, the Rectified
Linear Unit (ReLU) function [25], the Hyperbolic Tangent (tanh) [26], the
Sigmoid function [27], etc. (Figure 1.2). The activation function determines
whether the neuron should be activated (“fired”) or not. It can introduce
non-linearity into the network and normalize the output of each neuron to a
range between 1 and 0 or between -1 and 1.
1.2 Multilayer Perceptron
The Multilayer Perceptron (MLP) [28] is a mathematical function mapping
some set of input values to output values. It is capable of representing highly
complex functions. The MLP consists of several layers of perceptrons (Figure
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Figure 1.2. Examples of activation functions.
1.3). The first and last layers are called the input and output layers, respec-
tively. The layers between are called hidden layers. Each layer comprises
several neurons, also called units. MLPs are fully connected structures, mean-
ing each node in one layer is connected to every node in the following layer with
a weight wij . In the rest of the manuscript, these layers are interchangeably
called Fully Connected (FC) or dense layer.
Figure 1.3. Model of MLP with 2 hidden layers.
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where N l is the total number of neurons in the layer l, wlij is the weight applied
to the feedforward connection from the neuron i of layer l − 1 to the neuron
j of layer l, blj is the bias of the neuron j of the l
th layer and f l(.) is the
activation function of the lth layer.
The information is propagated from the initial input features to the output
layer. The activation function of the output layer depends on the task to
solve. For example, in the case of the multiclass classification (one class among
several classes is chosen for each input), the Softmax non-linear function [29]
is used to normalize the output of a network to a probability distribution over
estimated output classes:




In the case of the multilabel classification (multiple classes may be chosen for
each input), as the outputs are not mutually exclusive, the Sigmoid function
is used to normalize the output of the network between 0 and 1.
1.2.1 Loss function
MLPs are composed of weights, modified to estimate the correct output for
a given input. To evaluate the accuracy of the output (ŷ), the output is
compared to an expected result called the target (y). The error between the
output and the target is computed with a loss function (C). Several loss
functions are proposed in the literature depending on the task to solve.
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For the multiclass classification, the categorical cross-entropy loss is computed





The binary cross-entropy is a particular case of the previous loss where K = 2.
It is used for the binary classification:
C = −(y log(ŷ) + (1− y) log(1− ŷ)) (1.7)
In the case of the multilabel classification task, the loss is the sum of the




(yi log(ŷi) + (1− yi) log(1− ŷi)) (1.8)
In the case of the regression task, the most used loss function is the Mean




(ŷ − y)2 (1.9)
1.2.2 Gradient Descent
In supervised learning, the output of the MLP has to be equal to a known
target. Therefore, the loss has to be as small as possible. The loss function C
depends on two variables: the input X and the weights W of the MLP. As the
inputs are fixed, the weights have to be modified to minimize the loss. This
minimization problem can be solved with an iterative optimization algorithm,
the gradient descent [30, 31]. The weights W of the network are iteratively
updated with the partial derivative of the loss C with respect to the weights
W :
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where μ is the learning rate. It should be large enough to reach a minimum
without too many iterations, but not too large to avoid oscillating around the
minimum.
The gradient of C with respect to W , ∇C(X,W )∇W , is determined with the chain
rule [32]. The error is backpropagated from upper layer to lower layer.
If the loss and the weight update are computed with all examples, the time
to do a single gradient step becomes extremely long. On the other hand, if
the weights are updated for each example, the descent is very fuzzy. The
Stochastic Gradient Descent (SGD) [33] is a compromise between not enough
and too many examples to compute the gradient. A small amount of data,
called a batch, is used to estimate the gradient and update the weights.
Many improvements in the SGD algorithm have been proposed such as Adaptive
Moment Estimation (Adam) algorithm [34]. The method computes individual
adaptive learning rates for different parameters by estimating first and second
moments of the gradients.
The moving average for the first and second moments and the bias correction
are computed:
mn+1 = β1m
n + (1− β1)∇C(X,W )∇W (1.11)
vn+1 = β2v











where β1 and β2 are the forgetting factors.
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The weights are then updated as follows:
wn+1 = wn − μ m̂√
v̂ + ε
(1.15)
where μ is the learning rate and ε a small scalar used to prevent division by
zero.
1.2.3 Multi-task learning
Up to now, the network is composed of a single output layer and trained to
solved one task. However, it is possible to address multiple related tasks at
the same time. The neural network is train to solve several problems at once
instead of having several separate neural networks. This can result in improved
learning efficiency and estimation accuracy, when compared to training the
models separately.
In practice, the model is composed of several output layers, one for each task
(Figure 1.4). The models learns different tasks in parallel while using shared
representation. The global loss is computed by taking the weighted sum of
the loss of each task:
C = λ1C1 + · · ·+ λiCi + · · ·+ λKCK (1.16)
where λi is the weight associated to the task Ci.
Figure 1.4. Multi-task learning network for 3 tasks.
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1.3 Convolutional Neural Networks
In 1998, LeCun proposed a new kind of neural network architecture for hand-
written characters recognition: the Convolutional Neural Network (CNN) [35].
The CNNs are also Feedforward Neural Networks (FNNs) but with a more
complex internal architecture than the Multilayer Perceptron (MLP). They
are specialized for processing data with a grid-like topology, for example, time-
series data (1-D grid taking samples at regular time intervals), and image
data (2-D grid of pixels). They can be interpreted as banks of Finite Impulse
Response (FIR) filters implemented with neurons. The CNNs have shown
enormous potential in Computer Vision (CV) tasks.
A typical CNN is composed of three types of layers: convolutional layers,
pooling layers and Fully Connected (FC) layers, when used for classification
tasks (Figure 1.5). The convolutional and pooling layers are explained in the
following sections.
Figure 1.5. Model of a Convolutional Neural Network (CNN). The model takes as
input an image. Then, it is alternatively composed of convolutional and
pooling layers. Finally, Fully Connected (FC) layers are added for the
classification task.
1.3.1 Convolutional layer
The convolutional layer is based on a mathematical operation called convo-
lution. For example, for a two-dimensional image I and a two-dimensional
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kernel K, the convolution is expressed as follows:





I(m,n)K(i−m, j − n) (1.17)
As the convolution is commutative, we can equivalently write:





I(i−m, j − n)K(m,n) (1.18)
In Deep Learning (DL), K, also called filter, is a weight matrix obtained by
training the architecture. In practice, the operation implemented in DNNs is
the correlation. It is the same operation except that the filter is not flipped.
Given that the filter parameters are optimized during training, the flipping
part is useless. We can consider that the optimized filter in a correlation im-
plementation is the flipped version of the one that would have been computed
if the convolution was implemented.
CNNs are composed of several convolutional layers. Each layer is composed
of different filters. The output of a filter is called a feature map. Filters of the
first layer have access to a small area of the input image, called the receptive
field. However, the deeper the layer is in the network, the larger the receptive
field grows as shown in Figure 1.6.
Figure 1.6. Visualization of the receptive field of a CNN. The neuron of Layer 3
has a receptive field of 3 × 3 in Layer 2 (in blue). As each neuron of
Layer 2 has a receptive field of 3× 3 in Layer 1 (in purple), the neuron
of Layer 3 has a larger receptive field in Layer 1.
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When CNNs are trained to solve a task, we observed that the weight matri-
ces/filters are sensitive to some particular patterns [36]. Filters of first layers
are sensitive to edge, texture or color. Deeper layers are sensitive to more
complex patterns such as dog, bird, car, face, etc. (Figure 1.7). More complex
filters would be located deeper in the network and would gradually be able to
detect more sophisticated patterns.
Figure 1.7. Visualization of the sensitive pattern for different layer levels in a CNN.
On the left, these are simple patterns from the first layers of the network.
In the middle, we see more complex patterns from the intermediate
layers. On the right, these are the most complex patterns from the last
layers of the network.
1.3.2 Pooling layer
The convolutional layer is usually followed by a pooling layer. The pooling
layer is responsible for reducing the size of the convolutional layer output and
decreases the computational power required to process the data. It is useful
for extracting dominant features which are rotational and positional invariant.
They are two widely spread pooling methods: Max Pooling and Average Pool-
ing. The Max Pooling returns the maximum value of the portion of the feature
map covered by the kernel. On the other hand, the Average Pooling returns
the average of all the values from the portion of the feature map covered by
the kernel.
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1.4 Recurrent Neural Networks
The architectures presented so far have only feedforward connections, meaning
the information is transmitted through the network from the input to the
output through a forward propagation. Nevertheless, it is possible to add to
each neuron a self-looping connection and create a recursive behavior in the
network. This kind of network is called Recurrent Neural Network (RNN) [24],
a family of neural networks to process sequential data.
The main goal of RNNs is to take advantage of the sequential information.
Similar to CNNs that can share parameters across space, RNNs can share
parameters across time. The main difference with a Feedforward Neural Net-
work (FNN) is the additional term due to the recurrent connection, the output
depends on the previous state. Figure 1.8 shows an example along with the
unrolled representation of the network throughout time.
Figure 1.8. Model of a RNN along with the unrolled representation throughout
time t. x is the input time sequence, h the hidden vector, y the output
sequence and W the weights of the network.
Formally, given an input sequence X = (x1, · · · , xT ), the RNN will compute
the hidden vector H = (h1, · · · , hT ) and the output vector sequence Y =
(y1, · · · , yT ) as follows:
ht = f(Wxhxt +Whhht−1 + bh) (1.19)
yt = Whyht + by (1.20)
where f is an activation function, Wxh are the weights between the input and
the hidden vector, Whh are the weights between the two iterations of the same
hidden layer, Why are the weights between the output and the hidden vector
and b are the bias. The equation is applied from t = 1 to T .
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Similar to FNNs, to train the network and update the weights W , the error is
backpropagated from the upper layer to the lower layer but also from a hidden
layer at the time step t to the time step t− 1.
1.4.1 Unstable gradient problem with RNNs
RNNs face an issue with the gradient descent used to update the parameters
[37]. Indeed, the gradient, propagated over many stages, tends to either vanish
or explode. When computing the gradient in RNNs, the partial derivative
∂hi
∂hi−1 is multiplied by itself several times due to the recurrence. Therefore, if
| ∂hi∂hi−1 | < 1, the gradient vanishes but if |
∂hi
∂hi−1 | > 1, the gradient explodes.
Specifically, whenever the model is able to represent long-term dependencies,
the gradient of a long-term dependency has an exponentially smaller magni-
tude than the gradient of a short-term dependency. Therefore, it is not im-
possible to learn long-term dependencies, but it might take a very long time.
Indeed, the long-term dependencies will tend to be hidden by the smallest
fluctuations arising from short-term dependencies.
1.4.2 Long Short-Term Memory
A solution to the long-term dependency issue was found with Long Short-Term
Memory (LSTM) cells [38]. LSTM networks are a special kind of RNNs capa-
ble of learning long-term dependencies. The classic recurrent cell is replaced
by a more complex memory cell. It consists of additive gates through which
the information flows. Equation 1.19 becomes:
it = σ(Wxi ∗ xt +Whi ∗ ht−1 + bi) (1.21)
ft = σ(Wxf ∗ xt +Whf ∗ ht−1 + bf ) (1.22)
ot = σ(Wxo ∗ xt +Who ∗ ht−1 + bo) (1.23)
gt = ϕ(Wxg ∗ xt +Whg ∗ ht−1 + bg) (1.24)
Ct = ft  Ct−1 + it  gt (1.25)
ht = ot  ϕ(Ct) (1.26)
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where it, ft, gt and ot are the input, forget, cell and output gates, respectively.
x is the input sequence, h the hidden vector, C the memory cell, σ the sigmoid
function, ϕ the Hyperbolic Tangent and  the Hadamard product. W and b
are the learnable weights and biases.
Figure 1.9 presents the diagram of a LSTM cell. The different gates aims
to regulate the interactions between the LSTM cell and its environment. The
forget gate (Equation 1.22) regulates the information of the memory cell, what
information to forget or not. The input gate (Equation 1.21) decides what new
information, from the cell gate (Equation 1.24), will be stored in the memory
cell. The cell memory Ct is then updated by forgetting irrelevant information
from the old cell memory Ct−1 and adding new information from the cell gate
gt (Equation 1.25). Finally, the output gate (Equation 1.23) controls what
information will come out (Equation 1.26).
Figure 1.9. Model of a LSTM cell.
1.4.3 Gated Recurrent Unit
Many variants of LSTM can be designed by slightly changing the internal
architecture. One of the most known is the Gated Recurrent Unit (GRU) [39].
Compared to the LSTM, a single gating unit, called update gate, combines
the forget gate and the input gate. The GRU also merges the cell state and
the hidden state. Equation 1.19 becomes:
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zt = σ(Wxz ∗ xt +Whz ∗ ht−1 + bz) (1.27)
rt = σ(Wxr ∗ xt +Whr ∗ ht−1 + br) (1.28)
ĥt = ϕ(Wxh ∗ xt +Whh(rt  ht−1) + bh) (1.29)
ht = (1− zt) ht−1 + zt  ĥt (1.30)
where zt and rt are the update and reset gates, respectively. x is the input
sequence, h the hidden vector, σ the Sigmoid function, ϕ the tanh and  the
Hadamard product. W and b are the learnable weights and biases.
The update gate helps the model to determine how much of the past informa-
tion (from previous time steps) needs to be passed along to the future. The
reset gate decides how much of the past information to forget.
1.4.4 Bidirectional Recurrent Neural Networks
The basic RNN has only access to past information to generate an output. In
1997, the bidirectional RNN is proposed in [40]. Instead of considering only the
past, the past and the future are exploited simultaneously. The network has
access to both upstream and downstream information of a sequence at every
time step. In practice, the bidirectional RNN is composed of two independent
RNNs. The input sequence is fed in normal temporal order for one RNN, and
in reverse temporal order for the other. The outputs of the two networks are
usually concatenated at each time step (Figure 1.10).
1.5 Attention Networks
Human beings are able to ”pay attention” to some points, some parts of the
surrounding environment. Attention is one step of perception: it analyses the
outer real world and turns it into an inner conscious representation. When
we look at a scene, an image, or a video to understand it, we focus on certain
parts such as objects, peoples, actions, or even textures, colors, etc.
In computer vision, topographic maps, called saliency maps, are created to
show and record where people look in an image. These maps are created with
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Figure 1.10. Model of a Bidirectional RNN. The input sequence x is fed into one
”forward” RNN (from left to right) and one ”backward” RNN (from
right to left). The outputs are then concatenated to form the final
output y.
eye-tracking or mouse-tracking. These data are usually used to train models
that replicate the attention of the human being [12,41].
Mimicking human attention may not be the main task, but a mechanism to
solve various tasks. The model is not explicitly trained to focus on certain
points. It learns by itself to pay attention to the relevant points while solving
a specific task such as image classification [42,43], neural machine translation
[44,45], image captioning [46,47], etc. For example, the network pays attention
to certain pixels of a image, called spatial attention, in the context of image
classification [48]. The attention mechanism was proposed in [44] for Neural
Machine Translation. The network focuses on certain words of a sentence
(temporal attention).
1.5.1 Attention mechanism
The core idea of attention mechanisms is to focus on the most relevant parts
of the input sequence or the input image for a given task. At each temporal
step, a score is computed to determine the importance of each part of the
input to solve the task. The score can be computed with different strategies.
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Given a query q (encoded representation of the output) and a set of key-value
pairs (k, v) (encoded representation of the input), the attention output y is a
weighted sum of the values v. The weights αij , normalized with the softmax






















• Additive Attention [44]:
eij = W
T
3 tanh(W1ki +W2qj) (1.36)
where W are weight matrices and vectors that can be learned during training.
The query determines which values to focus on; we can say that the query
‘attends’ to the values.
Figures 1.11 and 1.12 show attention scores in the context of temporal atten-
tion for the translation task and spatial attention for the image captioning
task, respectively.
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Figure 1.11. Attention score for a sentence in English and its translation in French.
For each word in the translated sentence (lines), the white squares
show the useful words in the input sentence (column). [44]
Figure 1.12. Visualization of attention maps. For each word of the generated cap-
tion, the relevant pixels determined by the attention mechanism to
estimate the caption are highlighted. [46]
A particular case of the attention mechanism is the self-attention [50]. In this
case, also known as intra-attention, the value, query and keys are encoded
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representation of the input. The self-attention mechanism allows the input to
interact with itself.
1.6 Normalization
Training networks with many layers can be difficult. Different techniques have
been developed to facilitate the training of these networks such as normaliza-
tion inside the model. We present two normalization techniques from the
literature: batch normalization and layer normalization. Normalization is a
technique for training DNNs that standardizes the inputs to a layer. This
has the effect of stabilizing the learning process and dramatically reducing the
number of training epochs required to train deep networks.
1.6.1 Batch normalization
Batch normalization normalizes layer output in a network across the batch [51].
For each feature, batch normalization computes the mean and variance of that
feature in the batch.
As a reminder, a batch is a set of examples used for an iteration of the learning
algorithm. Given a batch composed of m examples, B = {x1, x2, . . . , xm},












(xik − μk)2 (1.38)





A mean of zero and a variance of one for each output, before the activation
function, is not desired. Each sample is, therefore, scaled and shifted by
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learnable parameters γ and β:
yi = γx̂i + β (1.40)
During the testing stage, when the batch size is one, the mean and variance can
not be computed. To overcome this problem, a “running mean” μ′k and “run-
ning variance” σ′2k are updated in real-time during training and used during
testing.
μ′k = momentum× μ′k + (1−momentum× μk) (1.41)
σ′2k = momentum× σ2k + (1−momentum× σ2k) (1.42)
Batch normalization accelerates neural network training. However, it depends
on the size of the batch, if the batch length is one, the variance is zero and
batch normalization can not be applied. More generally, if the batch is too
small, batch normalization makes the estimates very noisy and can negatively
impact the training.
1.6.2 Layer normalization
On one hand, batch normalization normalizes the input features across the
batch length. On the other hand, layer normalization normalizes the inputs
across the features.
Given a batch of size m, B = {x1, x2, , . . . xm}, xi ∈ RK , the layer normaliza-
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As in batch normalization, each sample is scaled and shifted by learnable
parameters γ and β:
yi = γx̂i + β (1.46)
In batch normalization, the statistics are computed across the batch and are
the same for each example in the batch. In contrast, in layer normalization,




Figure 1.13. Comparison between batch normalization (a) and layer normalization
(b). With batch normalization, the mean μ and the variance σ2 are
computed across the examples inside the batch. With layer normal-
ization, the statistics are computed across each feature.
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1.7 In brief
Summary of Chapter 1
• In this chapter, we briefly introduced Deep Neural Network (DNN)
principles. We started with the most simple model, the perceptron,
and we followed with more complex architectures. We also presented
the concepts of loss function and model learning.
• More specifically, we presented two main groups of DNNs: Feedforward
Neural Networks (FNNs) and Recurrent Neural Networks (RNNs).
In the FNN family, we introduced Multilayer Perceptrons (MLPs)
and Convolutional Neural Networks (CNNs). CNNs are specialized
for processing grid-like data such as image and spectrogram. We
also explained RNN architectures such as Long Short-Term Memo-
rys (LSTMs) and Gated Recurrent Units (GRUs), specialized to learn
long-term dependencies.
Perspective for Chapter 1
• This chapter only presents a few DNN architectures. There are many
architectures and a book would not be enough to describe every archi-
tecture proposed in the state of the art. DNNs evolve very quickly and
offer increasingly complex solutions.
• This thesis focuses on the use of audio-visual data. The architectures
presented in this chapter have only one input. In the next chapter, we
will focus on models designed to handle jointly several inputs.
Chapter 2
Deep Neural Network with
audio-visual data
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Living beings have different senses such as sight, hearing, touch, etc. A unique
object or action can stimulate different modalities and therefore enrich the in-
terpretation of the scene [1]. Among these numerous sensory streams, vision
and audio are two modalities that simultaneously convey relevant informa-
tion. In the case of audio-visual events, there are many examples such as the
lip movement linked to the speech, the movement of fingers and the sound
produced by the piano or even the movement of a car and the sound of an
engine.
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The audio-visual information has been used in numerous tasks such as sen-
timent analysis [52], emotion recognition [53], speech recognition [54], audio-
visual separation [55,56], audio-visual localization [57,58], audio-visual corre-
spondence learning [59], audio-visual generation [60], etc. However, few works
in event classification exploit the information in both visual and audio modal-
ities.
In this chapter, we present multimodal fusion techniques that are of general
applicability. More precisely, we discuss different levels of fusion (at which
level/depth of the DNN, the fusion is done). We also present fusion techniques.
Finally, we introduce strategies to exploit simultaneously the visual and audio
information proposed in different contexts.
2.1 Fusion levels
DNNs offer the flexibility of implementing multimodal fusion at different levels
of the architecture. In the literature, the fusion techniques are classified into
three strategies [61]: early, late and middle fusions as illustrated in Figure 2.1.
(a) Early fusion (b) Late fusion (c) Middle fusion
Figure 2.1. Illustration of the three fusion levels. Visual and audio inputs are fused
before being processed by the network (a) or at the output of the net-
work (b) or inside the network (c). Red blocks are multimodal layers
while blue and green blocks are visual and audio layers, respectively.
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2.1.1 Early fusion
The early fusion, also called feature fusion, is the fusion of the different modal-
ities before entering the DNN (Figure 2.1a). The fused data are raw or pre-
processed data from the sensors. This fusion is quite challenging because the
data to be fused can be very different. The multimodal network is able to find
correlations between the different modalities, but this technique may lead to
very large input vectors with redundancies.
2.1.2 Late fusion
The late fusion, also called decision fusion, refers to the aggregation of deci-
sions from multiple classifiers, each classifier is trained independently on sep-
arate modalities (Figure 2.1b). Various rules exist to combine the decisions of
the classifiers: max-fusion, averaged-fusion, Bayes rule-based, or even learn-
ing using a metaclassifier. As one network is trained for each modality, this
method lacks the correlation between the modalities, an important source of
information. Besides, training individual models can be resource consuming.
2.1.3 Middle fusion
The middle fusion is a compromise between the early and late fusions. DNNs
transform raw inputs to high-level representations by mapping the input through
a pipeline of layers. It is, therefore, possible to fuse different representations
into a single hidden layer and then learn a joint representation (Figure 2.1c).
The different representations are fused using a fusion layer. The majority of
DNNs adopts the middle fusion approach. We discuss different fusion tech-
niques in the next section.
2.2 Middle Fusion techniques
Middle fusion can be implemented in different ways with DNN approaches. In
this section, we describe several state-of-the-art fusion techniques [62].
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2.2.1 Simple fusion techniques
The simplest way to fuse audio-visual features is the concatenation. Given
the visual feature vector v ∈ Rdv and the audio feature vector a ∈ Rda , the
audio-visual feature vector z is obtained by:
z = concat([v, a]) (2.1)
Another simple fusion is to sum the two modality vectors to obtain an audio-
visual representation, the sum is an element-wise addition. Vector sizes must
be the same (dv = da):
z = v + a (2.2)
The additive approach can be more complex and implemented as a hidden
layer in the DNN:
z = f(wTv v + w
T
a a) (2.3)
where w are the weights connecting the modality layer to the shared layer and
f(.) is an activation function. In this case, there is no constraint on the vector
size.
The last simple fusion is the multiplicative method by fusing visual and audio
modalities with an outer product [63]. Each element of a modality is multiplied
by each element of the other modality:
z = [v ⊗ a] (2.4)
where ⊗ indicates the outer product operator and [] denotes linearizing the
matrix in a vector.
2.2.2 Multimodal Compact Bilinear Pooling
The multiplicative fusion leads to representations with very large dimensions.
Gao et al. propose a more compact strategy called Multimodal Compact
Bilinear pooling (MCB) [64–66]. The proposed method seeks to reduce the
dimension of the outer product by Count Sketch projection (Equation 2.5).
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Particularly, the count sketch projection of the outer product can be decom-
posed into a convolution of separated count sketch projections (Equation 2.6).
Therefore, the computation of an outer product can be avoided. Finally, the
authors use the FFT to compute a product instead of the convolution and
accelerate the computation (Equation 2.7).
z = Ψ(v ⊗ a) (2.5)
= Ψ(v) ∗Ψ(a) (2.6)
= FFT−1(FFT(Ψ(v))) · (FFT(Ψ(a))) (2.7)
where Ψ is the Count Sketch projection, ⊗ is the outer product and ∗ is the
convolution.
2.2.3 Multimodal Factorized Bilinear Pooling
MCB usually needs high-dimensional features to guarantee robust perfor-
mance, which may seriously limit its applicability due to limitations in GPU
memory. To overcome this issue, Multimodal Factorized Bilinear Pooling
(MFB) was proposed [67,68].
Multimodal bilinear model can be expressed as:
zi = v
TWia (2.8)
where Wi ∈ Rdv×da is the projection matrix. W = [W1, ...,Wdz ] ∈ Rdv×da×dz
is used to get a dz-dimensional output. However, this leads to a large number
of parameters and high computational cost. Therefore, the authors propose




i a = 1
T
(
GTi v HTi a
)
(2.9)
where Gi ∈ Rdv×k and Hi ∈ Rda×k are the factorized matrices, k is the latent
dimensionality,  is the element-wise multiplication of two vectors, 1 ∈ Rk is
an all-one vector.
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To obtain the output feature z ∈ Rdz , the weights to be learned are two
three-order tensors G = [G1, . . . , Gdz ] ∈ Rdv×k×dz and H = [H1, . . . , Hdz ] ∈
R
da×k×dz . Without loss of generality, they can be reformulated as 2D matrices
G′ ∈ Rdv×kdz and H ′ ∈ Rda×kdz . Equation 2.9 can be rewritten as follows:
z = SumPooling(G′T v H ′Ta, k) (2.10)
where the function SumPooling(x, k) means using a one-dimensional non-
overlapped window with the size k to perform sum pooling over x and 
refers to element-wise multiplication.
2.2.4 Dual Multimodal Residual Fusion
The Dual Multimodal Residual (DMR) Fusion is inspired by the residual con-
nection [69]. The audio and visual features are simultaneously updated by
preserving the useful information in the original modality and by adding com-
plementary information from the other modality [70]:
a′ = ϕ(a+ g(a, v)) (2.11)
v′ = ϕ(v + g(a, v)) (2.12)
where g(.) is an additive fusion function composed of dense layers (Equation
2.3) and ϕ is the Hyperbolic Tangent (tanh).
2.3 Audio-Visual Learning
This manuscript focuses on two modalities: visual and audio data. Research
in the simultaneous contribution of visual and audio information is being con-
ducted since the last decades [71].
For example, the lip movement is used in addition to speech for audio-visual
automatic speech recognition. The first automatic speech reading system was
proposed by Petajan [72]. Then, Yuhas et al. proposed to use both modalities
together [73]. Since then, many studies have investigated different strategies to
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jointly exploit audio-visual information [54, 74–77]. Several studies have been
done, for example, the comparison of early and late fusion strategies [78].
The fusion of visual and audio information is also beneficial to emotion recog-
nition. Basically, emotion can express through several social behaviors, in-
cluding facial expression, speech, text, gesture, etc. Among these modalities,
facial expression and speech are important and natural channels to transmit
human affective states. Several works have investigated the combination of
visual and audio information in this context [53, 79].
Visual and audio information is also jointly used in the context of audio-visual
correspondence learning. For example, given facial images and the correspond-
ing audio sequences, voice-facial matching aims to identify the face that the
audio belongs to or vice versa [57, 80, 81]. Arandjelovic et al. introduced
an audio-visual correspondence learning task [82], meaning finding the image
that corresponds to the sound. Several works continued to investigate and
focus on finding the most similar visual area to the current audio clip [83–86].
Korbar et al. introduced a similar task called audio-visual temporal synchro-
nization [87] which determine whether a given audio sample and video clip are
”synchronized” or ”unsynchronized”. [88].
Finally, audio-visual information was also exploited in the context of cross-
modal learning. The learning of models is carried out following a student-
teacher perspective. For example, a state-of-the-art network for vision teaches
the sound network to recognize scenes and objects [89] or the opposite [90].
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2.4 In brief
Summary of Chapter 2
• In this chapter, we first introduced different fusion levels present in the
literature: early, late and middle fusions.
• In the context of Deep Neural Networks (DNNs), the most used fusion
level is the middle fusion as the fusion can be included directly into the
network as a hidden layer. We presented different fusion techniques
from the literature: concatenation, additive fusion, multiplicative fu-
sion, Multimodal Compact Bilinear pooling (MCB), Multimodal Fac-
torized Bilinear Pooling (MFB), Dual Multimodal Residual (DMR).
• Finally, we focused on the use of audio-visual data in the DNN litera-
ture and noticed the positive impact of using jointly audio and visual
information in different areas.
Perspective for Chapter 2
• Despite the advances made on multimodal models, they are still limited
to restricted areas. Studies on the fusion of audio-visual information in
the context of event classification and localization are rare. Audiovisual
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Annotated and large datasets are required for supervised training of Deep
Neural Networks (DNNs). We were not able to find sets that suit our needs.
In this chapter, we review datasets that are close to the event classification
and localization problem. We first present datasets based only on sound infor-
mation for the particular tasks of sound event classification and sound event
localization. Then, we focus on datasets based on visual information for video
classification and event localization. Finally, we present multimodal datasets




The presented sound datasets are divided into 3 types depending on the task
at hand: Sound Event Detection (SED), Sound Source Localization (SSL),
and Sound Event Localization and Detection (SELD). The SED goal includes
recognizing each sound event class present in acoustic scenes and locate each
event in time. On the other hand, SSL goal is to locate in space each event
without classifying them. SELD is the combination of the two tasks.
3.1.1 Sound event detection and classification
As supervised learning methods require large sets of annotated data, datasets
for sound event classification were created such as AudioSet [91], ESC-50 [92]
or CURE [93]. AudioSet was created to accelerate research in the area of
acoustic event classification, just as ImageNet has driven research in image
understanding. The dataset is a large-scale weakly labeled collection of 10
second long audio recordings extracted from about 2 million YouTube videos.
ESC-50 and CURE are smaller dataset, queried from Freesound online repos-
itory.
These datasets have only few metadata. More complete datasets were created
to incorporate temporal information for sound event detection such as Urban
Sound [94], TUT Sound events [95] and VOICe [96]. They are labeled with
the beginning and end of the events as well as the event class. However, these
datasets do not comprise any information about localization in space.
In the context of the Computers in the Human Interaction Loop (CHIL)
project, CHIL-UPC and CHIL-ITC datasets were recorded [97]. Both datasets
include sets of isolated acoustic events that occur in a meeting room environ-
ment. The acoustic scenes were recorded with multiple microphones. The
UPC dataset includes 13 semantic classes with around 60 examples per sound
classes. The participants took a different place in the room out of 7 fixed dif-
ferent positions. The ITC dataset includes 16 semantic classes of events with
around 50 sounds per almost each of the sound classes. Since the purpose of
these datasets was to collect real data for the detection problem, they have
few different positions in the room.
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3.1.2 Sound source localization
Some datasets were created for sound event localization such as MUltimicrophone
Source LOcalization Database (MUSLOD) [98] or AV16.3 [99]. In MUSLOD,
the events are situated at a fixed distance from the microphones with a vari-
able angle of incidence. In AV16.3, there is a greater variability of positions.
Furthermore, the event localization is made in the 3D space and in 2D images
of the scene. However, the events are always speech in both datasets.
3.1.3 Sound event detection and localization
The Single- and Multichannel Audio Recordings Database (SMARD) [100]
includes the class and the position in space of the event. 48 configurations
are possible by changing the position of the sources, the position of the sen-
sors, the type of loudspeakers and the type of sensors. However, the events
are sequences played on loudspeakers and no event overlap is present in the
dataset.
Most of the time, the researchers evaluate the performance of SELD models
on simulated data as in [101]. The reverberation of the room can be simu-
lated with different techniques. The most realistic dataset were created for the
DCASE2019 challenge [102]. Real-life Impulse Responses (IRs) are collected
from 5 indoor environments. In each room, the real-life IR is recorded at 504
unique combinations of azimuth-elevation-distance. Then, the collected IRs
are convolved with isolated sound events from the DCASE2016 task. However,
each event class can occur anywhere in the room, even in unrealistic locations.






















































AudioSet [91] 5,800h (general) 1   
50
ESC-50 [92] 2.78h (general) 1  
13
CURE [93] 9h (general) 1 
10
Urban Sound [94] 8.75h (Outdoor)  2  
18
TUT Sound events [95] 1.3h (Outdoor, Indoor)  2   
3




UPC [97] (Office)  84 7 
16
ITC [97] (Office)  32 4 
1
MUSLOD [98] 18h (Speech) 4 11
1
AV16.3 [99] 1.42h (Speech) 16 16   
20
SMARD [100] (Artificial, 1 to 24 8 
Speech, Musical)
11
simulated data [102] 6.67h (Office)  4 504  
Table 3.1. Comparison of sound datasets according to different criteria: total du-
ration, number of classes, presence of temporal information, number of
microphones, presence of location information, presence of overlap be-
tween events, data realism and online availability.
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3.2 Visual datasets
Numerous datasets are composed of visual information for event classification
and/or localization. Several examples are given, but this list does not represent
all existing datasets.
3.2.1 Visual event detection and classification
Several datasets, composed of images, were created for object classification
and/or detection (ImageNet [103], PASCAL VOC [104], COCO [105], etc.).
Temporal information is relevant information for event classification and de-
tection, but it is not present in these datasets.
Most event datasets were created by taking videos from YouTube and by
annotating manually and/or automatically the videos (YouTube-8M [106],
Kinetics-700 [107], HMDB [108], UCF101 [109], Sports-1M [110], etc.). Other
datasets were collected according to specific scripts or purposes such as KTH
[111] and Something-Something [112].
In most cases, datasets are composed of several classes representing a wide
variety of human activities, but some datasets are more related to a specific
topic. For example, Sports-1M [110] focuses on the classification of multiple
sports, epic-kitchens [113] on egocentric kitchen-related action, etc.
Finally, all these datasets are only annotated with class information for the
entire video, but more complex datasets exist such as Charades [114], THU-
MOS [115], ActivityNet [116], etc. These datasets also include temporal in-
formation, the beginning and the end of each event.
3.2.2 Visual event localization
The researchers extended the object localization in images to localization in
videos, by annotating each frame. Events can be located in each frame with
bounding boxes as illustrated in Figure 6.2a (YouTube-BoundingBoxes [117],
epic-kitchens [113], AVA [118]). On the other hand, a more complex strategy
is to associate a class to each pixel as illustrated in Figure 6.2b (VOS [119]
and DAVIS [120]).
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(a) Bounding boxes (b) Segmentation at pixel level
Figure 3.1. Localization of objects/actions. On one hand, the objects are outlined
in boxes and associated with a class (a). On the other hand, a class is
associated with each pixel (b).
To our knowledge, unlike sound datasets, there is no localization of events or
actions with spatial coordinates.













































YouTube-8M [106] 350,000h (general) 
700
Kinetics-700 [107] 1,800h (human action)
51
HMDB [108] 6849 clips (human action)
101
UCF101 [109] 27h (human action)
487
Sports-1M [110] 100,000h (sports) 
6
KTH [111] 600 videos (human action)
174
Something-Something [112] 245h (human action)
203
Charades [114] 9848 videos (human action)  
101
THUMOS [115] 430h (human action) 
200
ActivityNet [116] 648h (human action)  
456
epic-kitchens [113] 740h (kitchen activity)   
23
YouTube-BoundingBoxes [117] 240,000 videos (general) 
80
AVA [118] 107h (human action)   
94
VOS [119] 5.5h (general)  
1
DAVIS [120] 2.5 min (foreground) 
Table 3.2. Comparison of visual datasets according to different criteria: total dura-
tion, number of classes, presence of several classes in one video, presence




In recent years, researchers have decided to exploit the audio information,
included in videos, in addition to visual information. Most datasets based
on videos include a soundtrack. However, as the dataset was annotated based
only on the visual information, the soundtrack does not always include relevant
information. Moreover, these datasets comprise classes that do not produce a
particular sound signature such as shake hands, push up, etc. Some videos also
include irrelevant background noise, for example, background music added to
the video.
However, some audio-visual datasets have recently been created. Moments In
Time (MIT) dataset [121] are composed of actions and events that may be
visual and/or audible. Labels are verbs and present a wide variety of exam-
ples for the same label. MIT has a significant intra-class variation among the
categories. For example, ”playing” may includes many action categories such
as ”playing guitar”, ”playing a video game” or ”playing in the garden”. In
other datasets, these actions are labeled with separate labels. MIT have re-
cently been enlarged to the Multi-Moments in Time [122]. In the new dataset,
a video can comprise several labels.
Tian et al. create the AVE dataset for audio-visual event detection [70]. It
covers a wide range of audio-visual events from different domains, e.g., human
activities, animal activities, music performances, and vehicle sounds. The
dataset is built based on visual and audio information. The event is present
if it is both visible and audible.
VGGSound [123] was collected from YouTube using image classification al-
gorithms. Videos with irrelevant background sound are then filtered out. A
VGGish model with only three sound classes (speech, music and others) is
used to exclude videos including a narrator describing it or background mu-
sic. VGGSound ensures audio-visual correspondence and is collected under
unconstrained conditions. Categories cover a wide variety of events that can
be grouped as people, animals, music, sports, nature, vehicle, home, tools, and
others.
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Smaller audio-visual datasets have been recorded for a specific application, for
example, the classification and detection of human manipulation actions [124].
All these databases do not include location information. Indeed, events are
not located in the different frames of the video, there is no bounding boxes
or segmentation map provided. Moreover, as the events can take place both
outside and inside, it is also not possible to provide x,y coordinates to locate
the events in a room.






















Moments In Time [121] 833h (Verb)
339
Multi-Moments in Time [122] 833h (Verb) 
28
AVE [70] 11.5h (general) 
300
VGGSound [123] 200,000 videos (general)
Human manipulation 6
actions [124] 8 videos (sub-actions) 
Table 3.3. Comparison of audio-visual datasets according to different criteria: total
duration, number of classes, presence of several classes in one video and
presence of temporal information.
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3.4 In brief
Summary of Chapter 3
• In this chapter, we first presented different sound datasets in the con-
text of event classification, detection and localization. On one hand,
the datasets comprise different labels but do not include information
about the event localization in space. On the other hand, different an-
notated locations are provided but the datasets are only composed of
one event: speech. The only dataset that comprises several labels and
different locations in space was created using the convolution of real
sounds with real Impulse Responses (IRs).
• We then presented different datasets based on visual information.
There are numerous visual datasets, they usually include different
classes and many examples which do not facilitate the interpretation
of results. Moreover, the localization of the events are made directly
in the frames of videos. None of these datasets locates events in space.
• Finally, we focused on audio-visual datasets. These datasets are fewer.
They have a better audio-visual correspondence compared to visual
datasets. Indeed, visual datasets include sometimes soundtrack, but it
does not necessarily correspond to the image.
Perspective for Chapter 3
• Only few databases were created taking into account visual and au-
dio information simultaneously. Furthermore, these databases are very
general. They include a wide variety of categories. They are poorly
suited for the evaluation of scene analysis models, for example, models
performing the classification and localization in space.
• Moreover, as there are no constraints on the events, they occur at
various indoor and outdoor places. Therefore, it is not possible to
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In this chapter, we present the new audio-visual event dataset recorded in the
context of office environments. It fills a gap in the currently available datasets.
It includes audio-visual recordings as well as metadata such as the event class
and location in a room. The dataset was designed to evaluate scene under-
standing models, more precisely models that classify and localize events based
on visual and audio information.
The dataset is available in the form of two folders: SECL-UMONS1 includes
recordings of several events with a microphone array and AVECL-UMONS2
includes recordings of the same events with four webcams. Both folders are
available on Zenodo.
4.1 Recording conditions
Audio-visual events were recorded with 4 Logitech C920 webcams3 (AVECL-
UMONS) and a UMA-8-SP microphone array4 (SECL-UMONS).
OBS software was used to capture the webcam streams with 20 frames per
second and frame dimensions of 1920 × 1080. The webcams include stereo
microphones (sampling rate of 44.1 kHz). The four webcams were placed in
the four corners of the room. Each event is in the field of view of at least one
camera.
The circular array is made of seven omnidirectional microphones and was
placed at the center of the room. The microphone streams were captured by







The dataset comprises 11 classes, each having several subclasses. The differ-
ence between subclasses is either the use of a different object belonging to the
same class or a different participant performing the action (Table 4.1).
Events were recorded in two different rooms. Depending on the event classes,
different positions were possible in the room (Figure 4.1). For each subclass,
an event was recorded at each possible position.
# of possible # of possible
Class # of subclasses positions positions
in Room 1 in Room 2
chair movement 4 14 14
cup drop off 4 27 27
hand clap 4 34 34
keyboard 4 14 14
knock 2 32 33
phone ring 6 27 27
radio 4 33 33
speaker 4 34 34
step 4 39 43
whistle 4 34 34
furniture drawer 4 29 33
Table 4.1. List of class with respective number of subclasses, possible positions in




Figure 4.1. Diagram of Room 1 and Room 2. The blue dots are the positions of
the webcams and the microphone array. The other dots are the possible
positions in the room for the different event classes. Orange: Cup drop
off, Keyboard, Phone ring; Red: Chair movement, Hand Clap, Speaker,
Whistle; Green: Hand Clap, Speaker, Step, Whistle; Purple: Furniture’s
drawer, Knock, Step.
4.3 Recording Process
To avoid the demanding step of manual annotation, a recording process was
created. Events were realized at specific positions and specific times following
a predefined scenario. Sequences of interest were then extracted and auto-
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matically annotated. For each class, several positions were marked in the two
rooms before starting the recordings.
The dataset is divided into two parts according to the number of events in the
sequence: unilabel sequences (one event per sequence) or multilabel sequences
(two simultaneous events per sequence).
4.3.1 Unilabel sequences
Recordings of several minutes, named session, were saved. Afterwards, the
sequences of interest (periods of time in which audiovisual events take place)
were extracted. One session was realized for each subclass. During a session,
the participant realized the event at each possible position marked beforehand.
A script, shown on a screen in the room, was run for each session. When and
where the events had to occur were ordered by this script. To avoid the
presence of the noise of the participant movement in final sequences, when to
move between two events was also ordered by the script. Afterwards, sequences
of interest were automatically extracted from the session recordings with the
time planned by the script. A total of 2662 sequences of 3 seconds composed
of only one event were extracted from the different session recordings.
Figure 4.2. Example of unilabel data for each webcam in Room 1.
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4.3.2 Multilabel sequences
Multilabel sequences are composed of two event classes realized approximately
at the same time. The combinations of two event classes were chosen for
all possible duos of events. Each event class (except furniture drawer) was
associated with all classes, even with itself. 55 possible associations were
created. A session was realized for each duo of event classes. Both participants
take different positions in the room. 25 positions were selected to cover a
maximum of situations (all around the room, away from each other and close
from each other). Again, a script was run for each session. When and where
the events had to occur as well as when to move to avoid parasitic noise were
ordered by this script. Afterward, sequences were extracted from the session
recordings with the time planned with the script. A total of 2729 sequences
of 4 seconds composed of two events were extracted.
Figure 4.3. Example of multilabel data for each webcam in Room 1.
4.4 Metadata
Different metadata are provided with the unilabel and multilabel sequences.
For each unilabel sequence and for each label present in each multilabel se-
quence, the following information is provided:
• event class;
• event subclass number;
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• x,y,z coordinates in the room;
• number of the room;
• event presence or not in the field of view of each webcam.
4.5 Task setup
Following the split of data into test and training sets, it is possible to evaluate
different aspects of the models (for example, the model ability to generalize
with a subclass never seen during training). Therefore, two different splits of
the data into training and test sets are proposed for the unilabel sequences:
• Split1: a classical random split of data. 44 sequences are chosen ran-
domly in each class (22 in each room) to constitute the test set. The rest
of the sequences constitutes the training set. A total of 484 sequences is
used for the test set and 2178 sequences for the training test.
• Split2: a split aiming to test the generalization ability of the model.
One subclass of each class is used as test data. A total of 671 sequences
constitutes the test set and 1991 sequences the training set.
For multilabel sequences, two splits of the data into training and test sets are
also proposed. The second split tests the ability to classify a combination of
classes never done during training:
• Split1: 10 sequences are chosen randomly for each possible duo between
classes (5 in each room) to constitute the test set. The rest of the
sequences constitutes the training set. The test set includes a total of
550 sequences and the training test includes 2179 sequences.
• Split2: 10 duos of event classes are chosen to constitute the test set.
The rest of the sequences constitutes the training set. The test set and
training set are composed of 500 and 2229 sequences, respectively.
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4.6 In brief
Summary of Chapter 4
• In this chapter, we presented a novel dataset to evaluate models
for audio-visual event classification and localization with a sufficient
amount of data for neural network training.
• The new dataset includes:
– recordings from a microphone array and four webcams;
– 11 event classes from real-life office environments;
– a total of 5.24 hours of recordings
– several possible realistic positions in two different rooms
– 2 types of sequences: unilabel and multilabel.
Perspective for Chapter 4
• The database does not currently allow detection because no accurate
temporal information about events is available. Indeed, despite the
recording protocol, the person does not execute the action at the pre-
cise moment ordered by the script and the duration of each action is
not known. Therefore, an added bonus for the dataset would be to
manually annotate the beginning and end of each event.
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Sound Event Localization and Detection (SELD) can be divided into two
subtasks: Sound Event Detection (SED) and Sound Source Localization (SSL).
The SELD goal includes recognizing each sound event class present in the
acoustic scene and simultaneously locate in space each detected sound event
(Figure 5.1). For many years, SED and SSL have been evaluated separately.
In this chapter, we present state-of-the-art architecture based DNNs for SED,
SSL and finally SELD.
5.1 Sound Event Detection
In recent years, different models have been tested in the literature to address
Sound Event Detection (SED) problem. The first ones were based on MLPs
[125, 126]. Different input features such as mel-band energies, log mel-band
energies and Mel-Frequency Cepstral Coefficient (MFCC) were proposed [125].
The comparison between multiple classifiers, one for each class, and one multi-
class classifier was studied in [126].
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Figure 5.1. Sound Event Localization and Detection (SELD) task composed of the
Sound Event Detection (SED) and Sound Source Localization (SSL)
subtasks. Given an acoustic scene (input), the SED model estimates
the beginning and end of each event as well as the class. The SSL
estimates the localization in space of each event.
The CNN, known to extract the high-level features that are invariant to local
spectral and temporal variations, was also used for SED [127,128]. Zinemanas
et al. proposed an end-to-end CNN that does not require feature extraction
such as spectrogram, mel-band energies or MFCC [129]. Their model includes
a 1D CNN (which computes features similar to mel–frequency bands from the
raw audio signal), followed by a 2D CNN for the classification task.
As RNNs are suitable for input data with sequential structure, they were
used to adress the SED problem [130–134]. Valenti et al. made a comparison
between MLP and RNN with different monaural and binaural audio features
as input such as log mel-band energies and MFCC [135]. Bidirectional LSTM
and GRU, powerful techniques to exploit context information from the past
and the future, were also studied in [136–138].
More recently, researchers have proposed to take advantages of both approaches.
They implemented a combination of CNN and RNN named Convolutional Re-
current Neural Network (CRNN) [139–142]. CRNN outperformed all previous
SED methods. Adavanne et al. went further by using 3D CNN instead of
2D CNN to simultaneously learn the inter- and intra-channel features from
multichannel audio input [143].
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As some datasets were recorded with a microphone array, some works tried to
exploit a maximum of the available information. For example, the input may
be composed of several spectrograms, one for each microphone channel [132].
More complex features were also computed such as Time Difference of Arrival
(TDOA) [131,133] or Generalized Cross Correlation (GCC) [143]. They were
usually used with spectrograms and/or mel-band energies.
On the other hand, researchers proposed to include capsules in CNNs or
CRNNs for SED [144–147]. A capsule is a set of neurons that activate for
various properties such as position, size and hue. The capsule was introduced
by Hinton in [148]. The output of one capsule is proportional to the presence
of one specific entity inside the acoustic scene. The second level of capsules in-
cludes a composition of the previous layer and represents an object composed
of lower level capsules. The relationship between capsule levels is regulated
by a routing mechanism. The connection between lower level capsules and the
next level capsules is stronger when the presence of the children implies the
presence of the parent in the scene. The connection decreases when there is
no relationship between parent and child. So researchers proposed to exploit
the capsule units to represent a set of distinctive properties for each individual
sound event.
All these works estimate classes for each frame of the acoustic scene. However,
some researchers tested to estimate classes at event level directly. Inspired by
Faster-RCNN [149] for image detection, researchers proposed to generate event
proposals (temporal intervals) for SED [150–154]. Several temporal regions,
where an event may be present, are proposed by a region proposal network.
These regions are then fed into a final network to estimate the event class and
refine the center and length of the time interval.
Finally, researchers also proposed to add attention mechanisms to improve
SED performances [155,156]. The proposed models learn when to listen using
temporal attention and where to listen on the frequency axis using frequential
attention.
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5.2 Sound Source Localization
There are many techniques to estimate the event location in space. In the last
years, different methods based on neural networks have been studied. The
main differences between the different neural network proposals reside in the
input features, architectures and network output (target).
The input features of the network are frequency domain features [157–161],
features derived from the GCC [162,163], acoustic intensity vector [164,165] or
even raw sound [166, 167]. As the phase of the spectrogram includes relevant
information for the localization of sound events, some researchers designed
a novel model that can handle complex numbers [168, 169] as input. Other
researchers took as input the amplitude and the phase of the spectrogram
[157,158].
The neural network architectures are similar to architectures created for SED
such as MLPs [168, 170], CNNs [157, 161, 166, 171], RNNs [172] or CRNNs
[158–160,164,165].
The network output can be expressed in several ways. On on hand, the lo-
calization is achieved by estimating the Direction of Arrival (DOA) through
classification [157, 158,161,162,168,171]. On the other hand, the position co-
ordinates are estimated trough regression [163, 166] or through classification
with a predefined spatial grid [173]. Some researchers also proposed to apply
multi-task learning. For example, one output estimates the azimuth and the
second output estimates the elevation [174]. In [170, 175], the first task is to
determine the number of sources and the second task is to estimate the DOA
for each source.
5.3 Sound Event Localization and Detection
Recent research attempts to solve the two subtasks as a joint task. DCASE2019
proposed for the first time the SELD task in their challenge and a total of 58
systems were submitted [176]. In the baseline system [101], each input frame
is mapped with a CRNN into two parallel outputs. The first one performs
the sound detection, by classifying the active sound event class. The second
Related work 67
one estimates the localization of the detected sound event with a multi-class
regression.
Most models proposed for the challenge were CRNN [177–179], only few mod-
els were composed of CNN without recurrent layers [180, 181]. As previously,
the researchers tried different inputs such as phase and magnitude spectra,
GCC, intensity vector, log mel-band energies, etc. Most of the time, several
features were used conjointly. Two different strategies were implemented to
address the two tasks simultaneously, either they used multi-task learning as
the baseline model [179, 182, 183] or they trained two or more distinct mod-
els [178,184]. For example, the model, with the best result for the DCASE2019
challenge [177], was composed of four CRNNs. One task was associated to
each CRNN: the source number estimation, the DOA estimation of the active
source, the DOA estimation of the second source in the case of two simultane-
ous events were detected and the classification of the events. Some researchers
also proposed to use parametric DOA estimations [179,184]. Finally, data aug-
mentation was applied to improve the result of some models in [185–187].
Other techniques were studied without being submitted to the challenge. For
example, Comminiello et al. proposed a quaternion convolutional neural net-
work [188]. The key point was that the convolution process was performed
in the quaternion domain (a number system that extends the complex num-
bers). The CRNN was slightly modified in [189]. On the other hand, the
CNN was replaced with a U-Net (composed of convolutional and deconvolu-
tional layers). Sound event detection mainly relies on time-frequency patterns
while DOA estimation relies on magnitude or phase differences between mi-
crophones. Therefore, the Sound Event Detection and the DOA estimations
were decoupled in the first step of the network in [190]. The information was
then merged at the level of the recurrent layer. Finally, instead of recurrent
layers in the CRNN, Guirguis et al. proposed to use Temporal Convolutional
Network (TCN) to decrease the inference time [191].
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5.4 In brief
Summary of Chapter 5
• In this chapter, we presented state-of-the-art models for Sound Event
Detection (SED), Sound Source Localization (SSL) and the combina-
tion of both tasks Sound Event Localization and Detection (SELD).
• For SED, different models were explored such as MLP, CNN, RNN and
the combination of CNN and RNN named Convolutional Recurrent
Neural Network (CRNN). Inspired by the computer vision, networks
composed of capsules or temporal region proposal were also studied.
• For SSL, researchers proposed similar architectures (MLP, CNN, RNN
and CRNN) but also explored different input features (frequency do-
main features, GCC, acoustic intensity vector, etc.). They also for-
mulated the problem in different ways: Direction of Arrival (DOA)
estimation with classification or position coordinates estimation with
regression.
• Finally, to combine both tasks into a single problem (SELD), either
multi-task learning was used or several networks were trained.
Perspective for Chapter 5
• Most works have been evaluated on the dataset of the DCASE2019
challenge. This dataset is composed of simulated data, convolution
with measured room Impulse Responses (IRs). These models have not
been evaluated on real data.
• Most architectures of the proposed models are based on prior knowl-
edge, such as a maximum of two simultaneous sources, discrete DOAs
at 10◦ intervals, etc. Moreover, the detected sound event and the posi-
tion of this event in the room are sometimes estimated independently.
When there are several events, it is therefore impossible to know which
event is associated with which position.
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Sound event localization and classification on SECL-UMONS:
Baseline model
In this chapter, we present a more detailed description of the DCASE2019
challenge baseline (SELDnet), the only SELD model available when the new
dataset was released. The baseline is used to generate benchmark scores for
SECL-UMONS, the new dataset presented in Chapter 4. We slightly mod-
ify the model to introduce a benchmark score for real-time classification and
localization.
6.1 Sound event localization and classification on
SECL-UMONS
6.1.1 Baseline model
As a benchmark method, we employ the SELDnet model [101]. It was selected
as the baseline for the DCASE2019 Challenge. The meta-parameters have the
default values from the source code. SELDnet (Figure 6.1) is composed of
several parts: the feature extraction, the feature process with Convolutional
Recurrent Neural Network (CRNN), and the output estimation (event classi-
fication and position estimation).
Feature extraction The spectrogram is extracted for each of the 7 micro-
phone channels using 512 points Discrete Fourier Transform with a Hamming
window of 50% overlap. Only the 256 positive frequencies without the zeroth
bin are kept. The phase and magnitude of the spectrogram are then extracted
and used as separate features. The output of the feature extraction block is a
feature sequence with an overall dimension of T × 256× 2 ∗ 7.
Feature process The model is a CRNN. The sequence of T spectrogram
frames is fed to 3 convolutional layers with 64 filters of 3x3 kernel. The
activation functions are the Rectified Linear Unit (ReLU). Max-pooling is
applied only along the frequency axis. The temporal axis remains untouched
to keep the resolution of the output unchanged from the input dimension.
The temporal structure of the sound events is modeled using two bidirectional
GRUs with 128 hidden units each.
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Figure 6.1. Benchmark model used to evaluate the new dataset.
Event classification The output of the recurrent layer is shared between two
branches. The first branch is a Fully Connected (FC) layer with a sigmoid
activation function used to classify each frame. For unilabel sequences, the
class associated to the sequence is the class with the maximum output. For
multilabel sequences, the classes associated with the sequence are the classes
with an output higher than a threshold of 0.5.
Position estimation Finally, the second branch is a FC layer with a tanh
activation function used to estimate the position of the event as a regression
problem. More precisely, the output is multi-class regression. Therefore, the
coordinates are estimated for each class and only the coordinates of the de-
tected class are kept.
The network is trained with the combination of two losses: binary cross-
entropy for the classification subtask and the Mean Squared Error (MSE)
for the localization subtask. Adam optimizer is used with an initial learning
rate of 0.001. The model is trained during 1000 iterations with early stopping,
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when the global metric based on validation split has not decreased for 100
iterations, the training is halted. The metrics are explained in Section 6.1.2.
Details of the network parameters can be found in Appendix B.1.
As the baseline is composed of bidirectional recurrent layers, real-time clas-
sification and localization are not feasible. We propose to modify the model
to obtain preliminary results for potential real-time classifications & localiza-
tions. The bidirectional layers are replace by unidirectional recurrent layers.
6.1.2 Evaluation metrics
The baseline is evaluated using individual metrics for classification and local-
ization estimations. A global metric is created to control the training early
stopping.
Classification evaluation The standard polyphonic SED metrics are used:
F-score and Error Rate (ER). The F-score is computed as:
F =
2 ·∑Nn=1 TP (n)
2 ·∑Nn=1 TP (n) +∑Nn=1 FP (n) +∑Nn=1 FN(n) (6.1)
where TP is the number of true positives, FP , the number of false positives,
FN , the number of false negatives and N , the number of sequences.










where E is the total number of event classes in the sequence, S, D and I are
the number of substitution, deletions and insertions respectively:
S(n) = min(FN(n), FP (n)) (6.3)
D(n) = max(0, FN(n)− FP (n)) (6.4)
I(n) = max(0, FP (n)− FN(n)) (6.5)
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The ideal model will have an F-score of one and an ER of zero. In Section
6.2, the F-score is reported as percentages. We used the ER only in the
global metric to control early stopping during training but not to evaluate the
model during testing. The ER has no impact on the global metric for unilabel
sequences because only one class per frame can be estimated. However, for
multilabel sequences, the model has no constrain on the number of events
estimated for each frame.
Localization evaluation The estimated location (xE , yE) and the ground
truth location (xG, yG) from each frame are used to compute the estimated
azimuth αE and the ground truth azimuth αG. The DOA error is computed



















where K is the number of frames and N, the number of sequences.
In order to account where the number of estimated and groundtruth DOAs





The ideal DOA error and frame recall are zero and one, respectively.
Combined SELD score Additionally, during the training, a combined SELD
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The ideal SELD score is zero.
6.2 Results
As unilabel and multilabel sequences have different lengths, they are trained
and evaluated separately.
During the training phase, as the onset and offset are not known, the ground
truth classes and location of the events are assigned to each frame of the se-
quence. During the testing phase, for the unilabel sequences, only one class is
selected for each sequence. The class is chosen by counting the most present
class in all the frames. For multilabel sequences, the class is present in the










Table 6.1. Results of the classification and localization subtasks.
Table 6.1 presents the classification and localization results for the unilabel
and multilabel sequences. The results are reasonably good. For comparison,
some research has reported that humans have an average error of 11.75 degrees
with a variation between 2 and 20 degrees. The use of unidirectional recurrent
layers decreases the performances, probably because the first frames do not
include information as long as the event does not occur.
Figure 6.2 shows the DOA error histogram for unilabel and multilabel se-
quences. Most of the errors are small, only some sequences have errors greater
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than 45 degrees. However, large errors occur more regularly for multilabel
sequences. Figure 6.3 shows the DOA error depending on DOA for unilabel
and multilabel sequences. The error varies significantly between DOAs, some
DOAs are easier to locate than others. However, there can be a large variation
between two close DOAs. Therefore, the localization difficulty is not specific
to a particular area of the room.
(a) Unilabel sequences (b) Multilabel sequences
Figure 6.2. DOA error histogram for unilabel and multilabel sequences.
(a) Unilabel sequences (b) Multilabel sequences
Figure 6.3. DOA error depending on DOA for unilabel and multilabel sequences.
However, we notice a significant decrease in the classification and localization
scores of multilabel sequences compared to the unilabel sequences. Moreover,
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the network, as it was built in [101], cannot take into account a subset of our
multilabel sequences, the sequences with two sounds from the same class but
at a different location in the room. In this case, one of the events is therefore
not present in the ground truth and is probably one source of the performance
decrease.
Different strategies could be considered to address this problem. For example,
as there are always two events in the sequences, it would be possible to add
an additional output for the localization of the second event. This strategy
is based on prior knowledge about the data. A more general strategy could
be derived from object detection models with region proposal. Different time
regions that may comprise an event are proposed by a model and for each
proposed region, the class and the localization of the event in the room are
estimated.
6.3 Model analysis
Several evaluations have been conducted for a deeper analysis: the impact of
the FFT window size, the number of the microphones used, the localization
problem formulation and the generalization ability.
6.3.1 Impact of the FFT window size and the number of
microphones used
New evaluations have been conducted with varying sizes of the FFT window
(number of channels = 7) and channel numbers of the microphone (FFT win-
dow = 512) on the unilabel sequences (Table 6.2).
Discussion The number of microphone channels has a minor impact on clas-
sification performance, but it is important for localization. The use of multiple
microphones adds redundancy to the data and slightly improves results. Of
course, localization with a single microphone is not possible. Indeed, local-
ization is based on the difference in time and/or intensity between several
microphones. The use of 4 microphones is sufficient to locate events. Again,
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# of channels FFT window size
1 4 7 256 512 1024







Table 6.2. Influence of the number of channels and the size of the FFT window on
the F-score and the DOA error for the unilabel sequences.
the use of 7 microphones adds redundancy and slightly improves results. How-
ever, this difference is probably due to variation in training rather than real
improvement.
Each frame individually comprises more information with a larger window,
which is beneficial for the classification. A size of 512 is enough for the classi-
fication. The size of the FFT window is also a compromise between time and
frequency resolution that impacts the localization performance.
6.3.2 Localization problem formulation
In the previous experimentation, the event is located in space by estimating
the x and y coordinates for each class. However, the event localization in space
can be expressed in different ways such as x,y coordinates or azimuth angle.
For unilabel sequences, different scenarios are compared:
• Estimation of x,y coordinates with a regression, one estimation for each
class (coord multiregr);
• Estimation of x,y coordinates with a regression, the same estimation for
each class (coord regr);
• Estimation of azimuth with classification (360 classes), the same estima-
tion for each class (azi class);
• Estimation of azimuth with regression, one estimation for each class (azi
multiregr);
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DOA error [degrees] 38.83 27.72 79.91 76.49 73.85
Table 6.3. DOA error comparison for different localization problem formulations for
unilabel sequences.
Table 6.3 presents the different results according to the localization problem
formulation. The estimation of azimuth with classification has the worst re-
sults. The azimuth and coordinates estimations with a regression are better
with one estimator for all classes than with one estimator for each class. The
event location in the room does not depend on the event class. By using a
single estimator for all classes, there are more examples to train this estimator.
Finally, the estimation of x,y coordinates has better results than the azimuth
estimation. The x,y coordinates are advantageous over azimuth due to their
continuity. Indeed, azimuth regression is between 0 and 359 degrees. There is
a big gap between 0 and 359 degrees when learning regression, there is actually
only a difference of 1 degree.
Given the unilabel sequence results, only scenarios using x,y coordinates are
compared for mutilabel sequences:
• Estimation of x,y coordinates with a regression, one estimation for each
class, the same target vector includes the coordinate of the two events
(coord multiregr);
• Estimation of x,y coordinates with a regression, the same estimation for
each class, the models is composed of different localization outputs, one
for each event (coord regr).
Each problem formulation has its advantages and disadvantages. With one
estimator per class, there is a clear link between the estimated class and its
location in the room. However, it is not possible to have two separate events
with the same class but at different locations. On the other hand, with one
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coord multiregr coord regr
DOA error [degrees] 56.44 55.74
Table 6.4. DOA error comparison for different localization problem formulations for
multilabel sequences.
estimator par event, there is not a clear link between the estimated event and
its location in the room. Indeed, we do not know which is event 1 and which
is event 2. In our case, the DOA error is computed by making the best asso-
ciation between estimation and ground truth.
Discussion Estimating x,y coordinates could be more complicated than es-
timating the azimuth angle. Indeed, the model has to take into account the
dependence between x and y axis. However, better performance is obtained
with spatial coordinates than spherical coordinates due to the discontinuity of
spherical coordinates. Since the Direction of Arrival (DOA) does not depend
on the class, implementing a single regressor for all classes gives better results.
However, this technique is only suitable for unilabel sequences. When several
events are present simultaneously, one output must be created for each event.
This can only be applied because the number of events is known. One issue
remains, we don’t know which event is associated with which x,y coordinates
in the room.
New techniques could be proposed to solve this issue. For example, instead
of analyzing the acoustic scene one frame at a time, it is possible to observe
the acoustic scene as a whole and focus on the time regions of interest to
detect acoustic events. Based on Faster RCNN [149] for object detection, the
model would propose several time regions of interest that may comprise an
event. Then, for each region of interest, the corresponding features would be
extracted to classify the event, refine the time region and localize the event in
the room.
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6.3.3 The generalization ability
Moreover, following the split of data into test and training sets, it is possible
to evaluate different aspects of the models such as the generalization ability
(Section 4.5). Indeed, for unilabel sequences, instead of choosing randomly the
data used in the test set, one subclass of each class is used as test data. For
multilabel sequences, we evaluate the capacity of classification and localization
for a duo of classes who have never been associated with each other during
training. We notice that the classification and localization performances de-
crease (Table 6.5).
split 1 split 2
Unilabel
F-score [%] 96.04 86.14
DOA error [degree] 38.83 32.44
Multilabel
F-score [%] 90.01 66.15
DOA error [degree] 56.44 88.82
Table 6.5. Comparison of performances between random split of data (split 1) and
generalization ability (split 2) for unilabel and multilabel sequences.
Discussion The impact is greater for multilabel sequences than for unilabel
sequences. For unilabel sequences, the variation between subclasses is small
enough to be able to recognize and localize a subclass never seen during train-
ing. For the multilabel sequences, the model is perfected in the recognition of
event duos rather than each event individually. For both sequences, the event
localization is directly linked to the estimated class with the multi-regression.
The estimation of a wrong class negatively affects the event localization.
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6.4 In brief
Summary of Chapter 6
• In this chapter, we presented the baseline of DCASE2019 Challenge,
named SELDnet. The model is composed of a Convolutional Recurrent
Neural Network (CRNN) and two outputs. The first output estimates
the event class and the second estimates the localization with regres-
sion.
• We evaluated the SECL-UMONS dataset with SELDnet for the unil-
abel and multilabel sequences.
• We also analyzed the impact on the performance of different parameters
such as the FFT window size, the number of channels, the localization
problem formulation and the train-test split distribution.
Perspective for Chapter 6
• Depending on localization problem formulation, different difficulties
arise: the inability to encode two events located in different places but
having the same class or two separate events in the same location or the
inability to know which event is associated with which position in the
room. New strategies must be explored to solve this issue, for example,
a model based on region proposal.
• The new dataset can be used to classify and localize events. Based only
on sound information, the performance is already good but not perfect.
However, the dataset also includes visual data, including information
that can improve results. The joint use of modalities is not trivial and
different avenues will be explored in the remainder of the thesis.

Part IV







7.1 Visual event recognition . . . . . . . . . . . . . . 85
7.2 Audio-visual event recognition . . . . . . . . . . 87
7.3 Audio-visual event detection . . . . . . . . . . . 88
7.4 Modality conditioning . . . . . . . . . . . . . . . 90
7.5 In brief . . . . . . . . . . . . . . . . . . . . . . . 91
In this chapter, we present the related work for event classification and de-
tection tasks. We start with systems based only on visual information, then
continue with more recent works based on both audio and visual modalities.
We finish by introducing the notion of inter-modality interaction, also called
modality conditioning, and give several examples from the literature.
7.1 Visual event recognition
Inspired by the success of object classification within images [69,103,192–194],
CNNs have also been applied in visual event recognition. Several methods have
been proposed to take advantage of the temporal information. For example,
the temporal feature aggregation was implemented with a temporal pooling
layer [195–197].
RNNs are also effective to process temporal information. RNN on top of 2D
convolutional layers was investigated in [195, 198–202] to take into account




(a) CNN with temporal feature aggrega-
tion
(b) CNN with LSTM on top
(c) 3D CNN
(d) 2+1D CNN
Figure 7.1. Visual event recognition architectures. Video is decomposed into several
frames. On one hand, each frame is processed by 2D CNN and the
temporal information is aggregated with a temporal pooling layer (a)
or a LSTM layer (b) to estimate a single output for the all sequence.
On the other hand, all frames are processed by the convolutional layer
composed either of a 3D kernel (c) or of the combination of two kernels
(d).
Another approach was to extend 2D convolution kernels to 3D convolution
kernels to learn spatio-temporal features [204–207]. As a number of very suc-
cessful image classification architectures have been trained over the years,
Carreira and Zisserman proposed to initialize 3D convolutional kernels with
2D kernels by ”inflating” the kernel instead of using random weights [201].
On the other hand, to reduce complexity, the 3D convolution was decomposed
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into two convolutions: a spatial 2D convolution and a temporal 1D convolu-
tion [208,209].
At the same time, researchers tried to capture fine low-level motion by com-
puting the optical flow [197, 208, 210, 211]. Most of the time, the optical flow
is used conjointly with RGB information. Neural networks based on this tech-
nique have good results, but the optical flow is slow and computationally
expensive. To tackle this problem, Fan et al. proposed a novel neural network
designed to learn optical-flow like features in an end-to-end manner [212]. As
the proposed network is end-to-end trainable, it can therefore be connected
with a task-specific network to form a ”deeper” end-to-end trainable architec-
ture. Another strategy was proposed in [213] where the flow stream is used
as a teacher for the RGB stream. However, the optical flow must be com-
puted for training and the model remains computationally expensive during
the training phase.
Finally, more recent techniques are composed of parallel paths that process dif-
ferent information such as static information and relations among frames [214]
or spatial relations and temporal relations [215]. On the other hand, Feicht-
enhofer et al. proposed a model that involves a slow path, operating at low
frame rate, to capture spatial semantics, and a fast path, operating at high
frame rate, to capture motion at fine temporal resolution [216].
However, all these techniques do not exploit an important part of the video:
the acoustic information.
7.2 Audio-visual event recognition
In recent years, only few works exploited the information present in the audio
signal in the context of event/video classification. Most of the time, the audio
signal is used in an additional stream to the visual stream (RGB and/or op-
tical flow). However, no particular research was carried out to implement an
efficient fusion of the two streams. The streams are fused at some point in the
network through concatenation [84, 217–221] or at the decision level with the
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average of the estimation of each stream [222, 223]. Some works went a little
further by testing different levels of fusion in the network [224,225].
As the multimodal network receives more information, it should match or
outperform its unimodal counterpart, but this is not always the case. First,
multimodal networks are often prone to overfitting due to their increased ca-
pacity. Second, different modalities overfit and generalize at different rates.
Instead of investigating the fusion method, Wang et al. focused on training
audio-visual data and proposed a complex Gradient-Blending training. They
computed a loss that is an optimal blending of unimodal and multimodal loss
based on the overfitting behaviors of the visual and audio information. Xiao et
al. proposed a simpler strategy and randomly dropped the audio path during
the training to take into account the differences in terms of “learning speed”
of the audio and visual streams [226].
7.3 Audio-visual event detection
The release of the AVE dataset [70], at the end of 2018, has stimulated research
in audio-visual event detection. Each work proposed different strategies to
exploit the relevant information coming from the two modalities.
Tian et al., the authors of the AVE database, defined the audio-visual event
detection problem as the detection of events that are both audible and visible.
They also proposed a baseline model (AVEL) for audio-visual event detection
in the context of supervised and weakly-supervised learning [70]. The model is
composed of visual and audio paths, fused with a Dual Multimodal Residual
(DMR) fusion (Section 2.2.4). The network also includes an audio-guided
visual attention mechanism to learn which visual region to look at based on
the visual and audio information.
Lin et al. proposed to learn global and local event information in a sequence
to sequence manner with the Audio-Visual sequence-to-sequence dual network
(AVSDN) [227]. Global information is encoded with LSTM and Dual Multi-
modal Residual (DMR) fusion. Given both the fused global representations
and local features of audio and video, the LSTM decoder generates the corre-
sponding label segment by segment.
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Wu et al. extracted the global representation of one modality and found the
local segments in the other modality that are relevant to the event recognition
and vice versa with the Dual Attention Matching (DAM) [228]. The task is
divided into two subtasks: estimate the event category based on the overall
sequences and differentiate background segments in the video.
In [229], the authors proposed two blocks: Audio-Visual Fusion Block (AVFB)
and Segment-Wise Attention Block (SWAB). Audio-Visual Fusion Block is a
fusion block based on Multimodal Factorized Bilinear Pooling (MFB) (Section
2.2.3) to generate spatial attention and a LSTM layer. The audio and visual
features are projected to a common embedding space, concatenated and then
fed to an LSTM for fusion. In addition to the spatial attention provided by
Audio-Visual Fusion Block, Segment-Wise Attention Block highlights tempo-
ral segments of audio and visual paths independently. Indeed, all segments do
not provide an equal amount of information about an event. The segment-
level attention for one modality is based on global information of the same
modality.
In [228] and [229], either the inter-modality interaction or the intra-modality
interaction is explored. Ramaswamy explored both interactions conjointly
with the Audio-Visual Interacting Network (AVIN) [68]. The classification
is based on different information: high-level audio-visual associations and in-
tra and inter-modality interactions. The high-level audio-visual association
is computed with Multimodal Factorized Bilinear Pooling (MFB) Pooling.
Because an event can occur only when both audio and visual content are syn-
chronized at a particular instant, they used self and collaborative attention to
capture intra and inter-modality interactions.
Finally, Xuan proposed a model similar to the baseline model with more inter-
action between visual and audio paths [230]. The cross-modal network is com-
posed of an audio-guided spatial attention, as in the baseline, a self-attention




Before the release of the AVE dataset, most of audio-visual networks for event
classification or detection were composed of a visual path on the one hand,
and an audio path on the other hand. These two paths are fused with more
or less complex mechanisms at some point in the network. Finally, the global
multimodal feature is used to classify the event. However, very few works have
tried to go further and create an interaction, also called conditioning, between
both modalities.
Modality conditioning is the influence of a modality on another modality.
It is the interaction between the paths of each modality inside the neural
network. Interactions can be created by simple operations between paths such
as an element-wise multiplication [223] or a sum [226] at different levels of the
network.
More complex approaches to condition modalities have been explored, for ex-
ample, the attention mechanism. Attention models were proposed in several
applications such as object detection [48] or natural language processing with
the self-attention mechanism [45]. Attention has been applied to video clas-
sification under the form of temporal and/or spatial attention [224, 231–235].
However, these models do not include an interaction between modality paths.
With the release of the AVE dataset, new modality conditioning techniques
were proposed. For example, audio conditions vision with a visual spatial at-
tention guided by audio [70,230]. Some works explicitly try to incorporate an
inter-modality interaction layer with a collaborative attention [68,230].
Another approach to condition one modality with the other is the Conditional
Normalization (CN). Instead of focusing attention on a particular region of
space or a particular temporal window, the CN highlights some feature maps
based on a given input. Various forms of CN have proven to be highly effective
across a number of domains and modalities: image stylization [236], speech




Summary of Chapter 7
• In this chapter, we presented state-of-the-art strategies for event classi-
fication and detection. We started with strategies based only on visual
information and then focused on audio-visual architectures.
• Inspired by the success of CNNs in image classification, most works use
only visual information as images, optical flow or both together. They
studied different strategies such as CNN with LSTM, 3D CNN, etc.
• Some works tried to add audio information with more or less complex
fusions such as concatenation, summation, Dual Multimodal Residual
(DMR) or Multimodal Factorized Bilinear Pooling (MFB).
• Finally, we introduced the notion of modality conditioning: the influ-
ence of one modality on the other modality. The conditioning can be
implemented with different strategies such as simple operations, atten-
tion mechanisms or conditional normalization.
Perspective for Chapter 7
• This chapter mentions some works based only on visual information.
On the other hand, it reviews all works on audio-visual event recogni-
tion to the author’s knowledge. Even if there are more and more works
on the subject, the number of works remains low in comparison with
unimodal works. Moreover, most works have been published during
the last 2 years.
• At the beginning of the thesis, the AVE dataset was not yet published.
Very few audio-visual models for audio-visual event classification were
present in the literature. Even if several fusion techniques were used,
no comparison between them has been studied.
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• Moreover, most of the modality conditioning techniques in the con-
text of audio-visual event classification were investigated with the AVE
dataset. Therefore, the modality conditioning between audio and vi-
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In this chapter, we present the first experiments of fusion and conditioning.
On one hand, we study different fusion techniques (concatenation, addition
and Multimodal Compact Bilinear pooling (MCB)) in the context of audio-
visual event classification. On the other hand, we introduce a technique of
modality conditioning with the Feature-wise Linear Modulation (FiLM) layer,
the information present in the audio modality is exploited to change the visual
path behavior and vice versa. For these first experiments, we do not take into
account the temporal information present in the visual modality and only use
one image for the entire video. On the other hand, the entire soundtrack is
exploited.
8.1 Methodology
For the first experiments of the thesis, the fusion and conditioning are studied
separately.
8.1.1 Study of audio-visual fusion methods for event classification
We investigate three fusion methods to implement middle fusion at different
levels of the architecture: concatenation, element-wise addition of the two
feature vectors and Multimodal Compact Bilinear pooling (MCB) (Section
2.2.2).
Visual features and audio features are extracted, with pre-trained neural net-
works, from an image and the sound of the video. Then, the modality fusion
can be made at 3 different levels in the architecture, the fusion technique de-
pends on the level. Indeed, for the 1st fusion level (Figure 8.1a), as the visual
and audio features have different shapes, we only used the concatenation. For
the 2nd level (Figure 8.1b), as the visual and audio features pass through FC
layers and have the same shape, less restrictive fusion methods can be applied
(concatenation, addition and MCB). Finally, for the 3rd level (Figure 8.1c),
the fusion block output has to be the class estimation, therefore only the ad-
dition can be applied. This level of fusion is not considered as a late fusion
because the visual and audio networks are trained together with a single loss
instead of being trained independently.
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(a) 1st level (b) 2nd level (c) 3rd level
Figure 8.1. Fusion architectures for event recognition. Visual and audio features
are obtained with DenseNet [194] and a CNN [240], respectively.
8.1.2 Modalities conditioning with FiLM
Perez et al. introduce in [241] a new kind of layer named Feature-wise Linear
Modulation (FiLM). FiLM learns to adaptively impact the output of a neural
network with an affine transformation to the network’s intermediate features,
based on a conditioning input. For example, this approach has previously
been used in the framework of Visual Question Answering [241] and Acoustic
Question Answering [239] problems. At first, features extracted from the
textual question are used to modulate feature maps of images [241] or sounds
[239].
In this thesis, we propose to study this approach to create interactions between
image and sound instead of image (or sound) and text. One modality is used to
”highlight” feature maps of the other modality with FiLM layers. We extract
audio features and take these features as input to the FiLM layer to modulate
feature maps of the visual path and vice versa. This approach couples and
conditions the processing of the two modalities.
More formally, given an audio feature vector a of size Da and visual features
maps V of size Hv ×Wv ×Dv, FiLM learns functions f and h to compute γc
and βc as a function of input a:
γc = fc(a) βc = hc(a) (8.1)
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γc and βc modulate the activations Vc, whose subscript refer to cth feature
map, via a feature-wise affine transformation:
FiLM(Fc|γc, βc) = γcVc + βc (8.2)
f and h can be arbitrary functions which are typically implemented with
neural networks. FiLM blocks manipulate feature maps of a target, according
to an input by scaling them up or down, negating them, shutting them off,
selectively thresholding them (when followed by a ReLU), and more.
As in [241], the FiLM layer is combined to a Residual Block and the classifi-
cation is made through a global average pooling followed by a fully connected
layer (Figure 8.2).
Figure 8.2. Our event classification model architecture with connections between
visual and audio processing based on FiLM method. Visual and audio
feature maps are obtained with DenseNet [194] and a CNN [240], re-
spectively. γ and β parameters are computed by a FC layer. With the
FiLM layer added in the residual block, the audio features extracted
from the audio feature maps with average pooling are used to modulate
visual feature maps and vice versa (modulation of audio feature maps
with visual features).
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8.2 Experimental details
8.2.1 Data description
For all experiments, we use a subset of the Kinetics dataset. Kinetics [242]
comprises 400 actions carried out by humans. The clips last around 10 seconds.
To facilitate the interpretation of the results, we select only 10 classes which
have been chosen to be manifested both visually and aurally: blowing nose,
clapping, crying, finger snapping, playing drums, playing guitar, sneezing, us-
ing computer, whistling, yawning. For each class, we select 120 videos. The
selection was made in order to have the same number of examples for each
class, to ensure the presence of both modalities, and to ensure that video clips
from the YouTube videos correspond to the selected class.
Given the small amount of data, visual and audio features are extracted with
two neural networks pre-trained on ImageNet and AudioSet. Furthermore,
data augmentation and 6-fold cross-validation have been used. The dataset is
divided into three sets: the training set, which is composed of 80 examples per
class, the validation set with 20 and the test set which also has 20 examples
per class. Data augmentation is used for the training set: for each label, each
image of this label is associated with each sound of the same label. The training
set hence comprises 80(images)x80(sounds)x10(classes) = 64000 examples.
Visual Feature Extraction We used an ImageNet pre-trained deep learn-
ing model named DenseNet [194] to extract visual features from video clips.
To do so, one frame, containing the event, is selected subjectively for each
video. Then, 1920 dimensional feature vectors are extracted from each frame
by taking the output of the global average pooling layer for the fusion method
study and 7x7x1920 dimensional feature maps by taking the output of the last
convolutional layer for the conditioning method.
Audio Feature Extraction We used a CNN on mel-band energies extracted
from the sound [240] to extract audio features. This network is pre-trained
with the AudioSet dataset. The entire sound sequence (from the whole du-
ration of each video clip) is fed into the network. 1024 dimensional feature
vectors are extracted by taking the output of the global average pooling layer
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for the fusion method study, and 12x1x1024 dimensional feature maps by tak-
ing the output of the last convolutional layer for the conditioning method.
All networks are trained on 2 GPU (GTX1080 and Titan X) with the Tensor-
flow library. We used cross-entropy loss and the gradient descent optimizer
with a learning rate of 0.001. The last activation layer is a softmax. Details
of the network parameters can be found in Appendix B.2.
8.3 Results
8.3.1 Fusion method study
We first study the architectures described in Subsection 8.1.1.
Figure 8.3 reports the accuracy with either visual or audio modality alone and
using the two modalities conjointly. Classification based on the audio modality
only is better than the performance using only visual modality. It may be due
to the fact that most of the classes are more distinguishable by sound than by
image, for instance, crying, yawning, blowing nose.
Figure 8.3. Comparison of unimodal (shown in dark blue) and multimodal (shown
in light orange).
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Table 8.1 presents the classification accuracy for each architecture. ”Late fu-
sion” is obtained by combining the output of the image and sound models when
they are trained separately. Multimodal Compact Bilinear pooling (MCB) at
the 2nd level has the best performance. Concatenation at the 2nd level gives
comparable results with less variation between the different folds and has a
shorter training time. On average, it takes 9 minutes to train the network
composed of a concatenation at the 2nd level compared to 14 minutes for the
MCB.
Fusion Strategies Accuracy [%]
Late fusion 70.17± 5.53
Concatenation at 1st level 79.83± 3.96
Concatenation at 2nd level 82.08± 0.84
Addition at 2nd level 79.50± 3.76
Addition at 3rd level 77.33± 3.58
MCB at 2nd level 82.33± 2.79
Table 8.1. 6-fold cross-validation accuracy of different fusions.
Analysis by class Figure 8.4 presents the classification accuracy for each
class for unimodal and multimodal models. Most classes are more easily clas-
sified with sound information except for playing guitar, playing drums and
using computer). These classes are the only classes that require the use of an
object. Multimodal models are better than unimodal models for most classes
but there is no one multimodal method that is best for all classes. For crying
and sneezing, the visual information is not useful and does not bring any ad-
ditional information to the sound. It decreases the performance of the model
composed of an addition à 3rd level.
Figure 8.5 compares the confusion matrices of the model based only on visual
information (Figure 8.5a), model based only on audio (Figure 8.5b) and the
multimodal model composed of a concatenation at the 2nd level (Figure 8.5c).
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Figure 8.4. Accuracy per class for unimodal and multimodal models.
As a reminder, the visual information is extracted from a single image. There
is, therefore, no notion of movement included in the visual features. We notice
a confusion between several classes: clapping/finger snapping (very similar
classes) and crying/sneezing/yawning/whistling (classes mainly composed of
video with a close-up on the person’s face).
For the model based on sound information only, again different confusions
occur: sneezing/yawning/blowing nose (videos often include a baby doing the
action with adult voices in the background), finger snapping/clapping and
finger snapping/using computer (produce similar sounds). The yawning class
is the least well classified probably due to the absence of a particular sound in
most of the videos.
Finally, several confusions also occur with the multimodal model. It is mainly
the confusions common to both modalities (blowing nose/sneezing/yawning,
finger snapping/clapping and crying/sneezing). However, they are less nu-
merous.
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(a) Image (b) Sound
(c) Concat 2nd lvl
Figure 8.5. Confusion matrices for unimodal classification and the multimodal
model composed of a concatenation at 2nd level.
8.3.2 Modality conditioning
In the conditioning architecture, described in subsection 8.1.2, visual modality
is modulated by the audio modality and the audio modality is modulated by
102 Audio-visual event classification: fusion and conditioning
the visual modality. The Feature-wise Linear Modulation (FiLM) layer is
effective, as reported in Table 8.2.
Accuracy [%] Image Sound
Without FiLM modulation 61.00± 5.11 66.67± 4.60
With FiLM modulation 75.75± 5.35 75.75± 3.14
Table 8.2. Performance of unimodal classification when adding a modulation from
the other modality.
Figure 8.6 shows the Residual block output for image classification (aver-
age pooling output in Figure 8.2) with versus without the FiLM layer. t-
distributed Stochastic Neighbor Embedding (t-SNE) [243] is applied to re-
duce the embedding dimension to 2D. We observe a better separation between
classes with the FiLM layer, especially for clapping and whistling which are
aurally-manifested classes. The spread of each cluster is measured by taking
the average of the distances between the cluster center and each point of this
cluster. The spread decreases from 0.329 without FiLM layer to 0.260 with
the FiLM layer.
8.3.3 Impact of the presence of white noise
Three scenarios are tested: noise in the image only (Table 8.3), in the sound
only (Table 8.4) and in both modalities (Table 8.5). Adding noise in the image
has more impact on the performances than adding noise in the sound. The
model composed of an addition at the 3rd level is the most affected method
by the presence of noise, whether the noise is only in the image, in the sound
or both. Models composed of MCB and concatenation at 2nd level remain
the best techniques whatever the noise level except when the noise is present
in both modalities, the concatenation outperforms MCB. Finally, models
including FiLM layer have surprisingly good results (better than some of the
multimodal models) when noise is added into both modalities compared to
the performance when there is noise in images.
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(a) Without FiLM (b) With FiLM
Figure 8.6. t-SNE visualization of the Residual Block output in the case of (a)
image classification without FiLM layers and (b) image classification
with FiLM layers.
8.3.4 Discussion
The fusions with concatenation or Multimodal Compact Bilinear pooling (MCB)
have similar results. However, concatenation is easier to implement and re-
quires less time for training. Concatenation is also the fusion technique least
impacted by the presence of noise in both modalities simultaneously.
Both modalities do not always include relevant information for event recogni-
tion. In our case, the visual modality may even have a negative impact on the
results of some classes. It would therefore be interesting to dynamically give
more importance to one modality rather than the other. This attention would
not be constant but computed dynamically for each video.
Relevant information to classify events is present in both modalities. We have
shown that exploiting both audio and visual modalities through fusion or
conditioning improves event recognition performance. However, when paired
Student’s t-test is applied to the fusion strategy results, we can not say that
results are significantly different from each other. Experiments with more data
should be done for more conclusive results.
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without noise 20 dB 15 dB 10 dB 5 dB
55.25 48.83 37.67 24.25
Image 62.83 (-12.06%) (-22.28%) (-40.05%) (-61.40%)
63.00 56.50 45.67 33.42
Late fusion 70.17 (-10.22%) (-19.48%) (-34.91%) (-52.37%)
76.33 70.83 63.00 54.25
Concat 1st lvl 19.83 (-4.38%) (-11.27%) (-21.08%) (-32.04%)
79.08 76.08 70.92 63.92
Concat 2nd lvl 82.08 (-3.65%) (-7.30%) (-13.60%) (-22.12%)
78.00 73.50 68.33 60.50
Add 2nd lvl 79.5 (-1.89%) (-7.55%) (-14.05%) (-23.90%)
69.17 63.5 56.5 47.17
Add 3rd lvl 77.33 (-10.55%) (-17.88%) (-26.94%) (-39.00%)
80.33 75.67 69.00 60.00
MCB 2nd lvl 82.33 (-2.43%) (-8.09%) (-16.19%) (-27.12%)
60.17 57.08 60.58 55.08
Image with FiLM 75.75 (-20.57%) (-24.65%) (-20.03%) (-27.29%)
71.83 68.75 61.33 54.00
Sound with FiLM 75.75 (-5.17%) (-9.24%) (-19.04%) (-28.71%)
Table 8.3. Performances with different levels of white noise in image before the
feature extraction. The number in brackets is the relative difference
between the results with and without noise.
Although the conditioning technique improves classification performance, the
conditioning method is not as efficient as fusion techniques. However, it shows
promising results and other experiments must be done. The modality fusion
and conditioning are complementary techniques allowing the simultaneous use
of visual and audio information. It would therefore be interesting to combine
the two techniques.
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without noise 20 dB 15 dB 10 dB 5 dB
67.83 66.92 64.75 60.75
Sound 71.58 (-5.24%) (-6.51%) (-9.54%) (-15.13%)
69.83 69.25 68.83 67.92
Late fusion 10.17 (-0.48%) (-1.31%) (-1.91%) (-3.21%)
79.08 78.67 78.80 76.08
Concat 1st lvl 19.83 (-0.94%) (-1.45%) (-1.29%) (-4.70%)
80.00 79.67 79.50 77.5
Concat 2nd lvl 82.08 (-2.53%) (-2.94%) (-3.14%) (-5.58%)
76.83 75.50 74.83 72.42
Add 2nd lvl 79.50 (-3.36%) (-5.03%) (-5.87%) (-8.91%)
73.75 72.92 72.00 70.75
Add 3rd lvl 77.33 (-4.63%) (-5.70%) (-6.89%) (-8.51%)
80.58 79.75 78.75 76.83
MCB 2nd lvl 82.33 (-2.12%) (-3.13%) (-4.35%) (-6.68%)
75.75 75.42 74.75 72.42
Image with FiLM 75.75 (-0%) (-0.44%) (-1.32%) (-4.39%)
75.58 74.58 74.33 71.67
Sound with FiLM 75.75 (-0.22%) (-1.54%) (-1.87%) (-5.39%)
Table 8.4. Performances with different levels of white noise in sound before the
feature extraction. The number in brackets is the relative difference
between the results with and without noise.
106 Audio-visual event classification: fusion and conditioning
without noise 20 dB 15 dB 10 dB 5 dB
62.67 56.25 44.92 31.25
Late fusion 70.17 (-10.69%) (-19.84%) (-35.98%) (-55.46%)
76.08 69.92 60.91 48.08
Concat 1st lvl 79.83 (-4.70%) (-12.41%) (-23.70%) (-39.77%)
77.67 74.42 66.42 55.17
Concat 2nd lvl 82.08 (-5.37%) (-9.33%) (-19.08%) (-32.78%)
75.83 69.42 62.17 50.67
Add 2nd lvl 79.5 (-4.62%) (-12.68%) (-21.80%) (-36.26%)
65.5 60.00 50.00 36.5
Add 3rd lvl 77.33 (-15.30%) (-12.68%) (-21.80%) (-36.26%)
77.58 72.92 66.17 50.17
MCB 2nd lvl 82.33 (-5.77%) (-11.43%) (-19.63%) (-39.06%)
71.33 66.08 58.50 48.25
Image with FiLM 75.75 (-5.83%) (-12.76%) (-22.77%) (-36.30%)
71.58 67.00 60.67 48.75
Sound with FiLM 75.75 (-5.50%) (-11.55%) (-19.91%) (-35.64%)
Table 8.5. Performances with different levels of white noise in image and sound
before the feature extraction. The number in brackets is the relative
difference between the results with and without noise.
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8.4 In brief
Summary of Chapter 8
• In this chapter, we studied several state-of-the-art fusion techniques
(concatenation, addition and Multimodal Compact Bilinear pooling
(MCB)). As expected, relevant information for event recognition exists
both in visual and audio modalities.
• Inspired by perception principles of the brain, we also proposed to add
Feature-wise Linear Modulation (FiLM) layers in the network to con-
dition one modality with the other. More specifically, audio features
give more importance to some visual feature maps and vice versa. The
conditioning technique takes into account information coming from an-
other modality and improves the classification performance.
Perspective for Chapter 8
• The current fusion techniques take into account all visual and audio
information. Paying more attention to one modality than the other may
be more similar to human behavior and a more effective technique.
• Separately, fusion and conditioning show both promising results for the
joint use of visual and audio information. It may be promising to com-
bine the techniques and create several interactions between modalities
at different levels of the network.
• Only one frame per video is used to classify events. The proposed
models (fusion and conditioning) do not take into account the tempo-
ral information present in the video. However, the notion of time is
relevant for event recognition.
• Finally, the results were analyzed in detail thanks to the small size of
the dataset. Unfortunately, the dataset is too small to draw defini-
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tive conclusions. It is preferable to use several databases with more
examples.
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In Chapter 8, we introduced the notion of modality fusion and conditioning
separately. In this chapter, we propose to jointly use both techniques. Fur-
thermore, we introduce a more effective fusion technique based on an attention
mechanism.
9.1 Multi-level Attention Fusion network
Inspired by the ability of living beings to pay attention to different regions,
instants and modalities [1], we propose to compute a score for each modality
and for each time window with the modality & temporal attention module.
The attention module combines modality and temporal information to create
a global feature that comprises the relevant multimodal and temporal infor-
mation. We hence do not focus on spatial attention as done for instance in
the image captioning task.
In addition to the fusion with the attention module, we propose to go further
than modality fusion at a high level and include interactions between visual
and audio paths with a Feature-wise Linear Modulation (FiLM) layer. In this
section, we overview the Multi-level Attention Fusion network (MAFnet) and
then detail the different components of the network.
9.1.1 Overview of the Multi-level Attention Fusion network
Figure 9.1 presents the architecture of MAFnet. As in [70], we split each video
into T non-overlapping clips, where each clip is 1s long. We extract informa-
tion for K = 2 modalities (visual and audio information). For each clip, we
extract visual and audio feature maps with pre-trained CNNs. We have 2
input sequences: {F 11 , . . . , F 1T }, F 1t ∈ RHv×Wv×Dv for the visual information
and {F 21 , . . . , F 2T }, F 2t ∈ RHa×Wa×Da for the audio information. H, W and D
are respectively the height, the width and the number of feature maps.
We reduce the feature maps with average pooling and feed the visual features
({x11, . . . , x1T }, x1t ∈ RDv) and audio features ({x21, . . . , x2T }, x2t ∈ RDa) in the
modality & temporal attention module. This module is the combination of
temporal and modality attentions. It is composed of self-attention and at-
tempts to learn the attention scores λkt with t = 1, . . . , T and k = 1, . . . ,K to
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Figure 9.1. Multi-level Attention Fusion network (MAFnet): one video is split into
T non-overlapping clips. Then, audio and visual information are ex-
tracted with two pretrained CNNs: DenseNet [194] for visual features
and VGGish [244] for audio features. The clip features are further fed
into the modality & temporal attention module to build a global feature
comprising multimodal and temporal information. This global feature
is then used to estimate the label of the video. A lateral connection
between visual and audio paths is created trough the FiLM layer [241].
weight temporal and modality dimensions. We, therefore, obtain a temporal-
multimodal representation of the entire video. The output of the network is
y ∈ RN with N the number of classes.
To go further than a simple fusion, we implement a lateral connection be-
tween visual and audio paths with the FiLM layer [241]. The visual modality
influences the audio modality. Greater importance is given to some audio fea-
ture maps based on visual information. The FiLM layer is placed directly at
the output of the audio feature extractor before reducing feature maps into
vectors.
9.1.2 Temporal attention
The aim of temporal attention [224,228] is to assign a positive weight score to
each clip descriptors extracted from the video (Figure 9.2a). The score can be
interpreted as the relative contribution of each clip to the recognition of the
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(a) Temporal attention (b) Modality attention
(c) Temporal & modality
attention
Figure 9.2. Attention mechanisms. (a) Temporal attention: a score α is computed
for each time window and the video-level feature representation otemp
with the sum. (b) Modality attention: a score ϕ is computed for each
modality and the multimodal feature representation omod with the con-
catenation. (c) Temporal & modality attention: a score λ is computed
for each time window AND modality and the global feature represen-
tation o with the combination of the sum over time windows and the
concatenation over modalities.
target action, or the relative importance of each clip to generate an accurate
global video representation.
Technically, for a given modality, given the input featureX ′ = {x′1, . . . , x′T }, x′t ∈
R
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where gatt is the temporal attention network parameterized by θatt. gatt can
take different forms such as a perceptron. zt is an intermediate attention score,
normalized with the softmax function.
We compute the video-level feature representation otemp with the weighted









In the context of speech recognition, Zhou et al. proposed a modality atten-
tion mechanism [245]. The attention mechanism fuses input from multiple
modalities into a single representation by weighted summing the information
from individual modalities. We propose to use a similar mechanism but use
the concatenation of the weighted modalities instead of the sum (Figure 9.2b).
In Subsection 9.2.5, we discuss the choice of modality fusion.
The attention module computes a score for each modality, the score is propor-
tional to the contribution of the modality for the video classification.
Technically, at a given time, given the input feature X ′ = {x′1, . . . , x′K}, xk ∈
R
Dk with K the number of modalities, the score for each modality is computed
by:
zk = hatt(x
′k; θatt) = ReLU(W Tmodx
′k + b) (9.4)






where hatt is the attention network parameterized by θatt and z
k is an inter-
mediate attention score, normalized with the softmax function.
The multimodal feature omod is obtained by fusing the weighted unimodal
features with a concatenation:
omod = concat([ϕ
1x′1, . . . , ϕKx′K ]) (9.6)
The modality attention module can dynamically choose the most relevant
modality for a better classification of the events. Indeed, we can imagine that
Frying (food) or Truck have strong visual information while Violin or Flute
have strong audio information.
9.1.4 Modality & temporal attention module
We can combine the temporal and the modality attention modules to consti-
tute the modality & temporal attention module (Figure 9.2c). The aim of the
modality & temporal attention module is to assign a positive score for each
modality and clip. Indeed, for example, in Figure 9.3, we notice that most of
the time, the audio information is more relevant than the visual information
except for the last clip where you can clearly see the food frying. This visual
clip has the largest score and can be identified as the most relevant to classify
the video as Frying (food).
If we have the input:
X ′ =
⎡⎢⎢⎣
x′11 · · · x′1t · · · x′1T
· · · · · ·
x′K1 · · · x′Kt · · · x′KT
⎤⎥⎥⎦ (9.7)
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Figure 9.3. Visualization of the scores λkt determined by the modality & temporal
attention module for a video labeled Frying (food) of the AVE dataset.
λkt are in percentage due to the softmax and their sum is equal to 1.
For t=1-2, the cook puts the food in the pan. For t=3-9, we hear the
food frying and barely see it. At t=10, the cook starts talking but we
have a clear vision of the food.
The equations of the attention module become:
zkt = fatt(x
′k
























The modality & temporal attention module is a self-attention mechanism. The
score λkt associated with each modality and time window vector x
′k
t is computed
based on the vector itself. It is the softmax (Equation 9.9) that normalizes
the weights to each other. We add a dense layer in the path of each modality
before the attention module because the attention module needs each modality
to have the same dimension. Indeed, each vector x′kt is processed by the same
dense layer.
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9.1.5 Lateral connection
We propose to go further than the ”simple” fusion at high level by including
a lateral connection to condition audio with vision earlier in the audio path-
way. Indeed, most approaches do not exploit a possible interaction between
the different paths. As presented in Section 8.1.2, the Feature-wise Linear
Modulation (FiLM) layer can create a lateral connection between visual and
audio paths. We use visual features as input to the FiLM layer to highlight
feature maps of the audio modality (Figure 9.4).
Figure 9.4. Lateral connection between visual and audio paths trough FiLM layer:
The FiLM layer inside the residual block uses the visual features to
modulate the audio feature maps. γ and β parameters are computed
from a dense layer having its input from the visual features.
More formally, FiLM learns functions f and h to compute γt,c and βt,c as a
function of input x1t :
γt,c = fc(x
1
t ) βt,c = hc(x
1
t ) (9.11)
γt,c and βt,c modulate the activations F
2
t,c, whose subscripts refer to the t
th
input and cth audio feature map, via a feature-wise affine transformation:
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FiLM(F2t,c|γt,c, βt,c) = γt,cF2t,c + βt,c (9.12)
f and h are implemented with dense layers.
9.1.6 Audio-visual training
Wang et al. noticed in [220] that multimodal networks are prone to overfitting
due to their increased capacity. Moreover, different modalities overfit and
generalize at different rates. So, they proposed a complex Gradient-Blending
training. Xiao et al. noticed also different dynamics of training depending on
the modality [226] and propose to randomly drop the audio path during the
training. Unlike [226], when training unimodal networks, we notice that the
audio network needs more epoch to reach overfitting compared to the visual
network. Therefore, we follow the idea of [226] and randomly drop the weight
update of the visual path, to train more the audio path.
9.2 Experimental results
9.2.1 Datasets
We evaluate our network on three public datasets: AVE [70], UCF51 [109] and
Kinetics-Sounds [82].
AVE is a subset of AudioSet [91]. The dataset consists of 4143 videos from
28 event classes. Each video lasts 10 s. It covers a wide range of audio-visual
events from different domains, e.g., human activities, animal activities, music
performances, and vehicle sounds.
UCF51 is the second part of the UCF101 dataset [109]. Only the videos of
the new 51 classes have sound information. UCF51 dataset consists of 6836
videos from 51 event classes. It concentrates on human actions. The mean
video length is 7.0 s. The dataset is partitioned into three splits for training,
validation and testing.
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Kinetics-Sounds is a subset of the Kinetics dataset [201] and consists of only
action classes that are potentially recognizable both visually and aurally. It
consists of 21945 videos from 32 event categories. The mean video length is
9.7 s. In Chapter 8, we selected 10 classes of the Kinetics dataset ourselves
while the Kinetics-Sounds dataset was proposed in different papers to test the
performance of audio-visual models [217,223,226].
9.2.2 Feature extraction
Audio and visual features can easily be extracted from a new video using
trained models [70, 224, 227, 228]. The extracted features are significantly
smaller in size than the raw RGB frame and audio data. The networks per-
forming the classification can hence be smaller
Visual feature extraction We use an ImageNet pre-trained deep learning
model named DenseNet [194] to extract visual features from video. The video
is split into T clips. As in [70], we choose T = 10, so each clip is one second
long without overlapping. For each clip, we extract the output of the DenseNet
last convolutional layer for 16 RGB video frames with a global average pooling
over the 16 frames to generate one 7× 7× 1920 dimensional feature map.
Audio feature extraction We use a VGG-like network [244] pre-trained on
AudioSet to extract audio features. Again, the video is split into T=10 clips
of one second each without overlapping. For each clip, we extract the output
of the last convolutional layer of the network to generate one 12 × 8 × 512
dimensional feature map.
9.2.3 Implementation details
The network is trained with cross-entropy loss and Adam optimizer with an
initial learning rate of 0.001. Early stopping based on the validation accuracy
is done, the training is halted when the validation accuracy has not improved
since 50 epochs. During training, we randomly do not update the weights of
the visual path. The model is implemented in Tensorflow [246]. The complete
description of each network parameter can be found in Appendix B.3.
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As UCF51 and Kinetics-Sounds datasets have different video lengths, feature
vectors are zero padded to obtain the same length.
9.2.4 Event recognition performance
Table 9.1 presents event recognition results of MAFnet on AVE, UCF51 and
Kinetics-Sounds datasets. We also compare our results with several state-of-
the-art methods using different modalities, i.e. audio (A) and visual frames
(V). For the UCF51 dataset, we report the average accuracy over three testing
splits.
Briefly, I3D [201] is a CNN with 3D kernels. The network is initialized with
kernels for image classification. R(2+1)D [208] is also a CNN. The 3D kernel
is divided into 2 convolutions: 2D spatial convolution and 1D temporal con-
volution. SlowFast [216] includes two paths: a slow path, operating at low
frame rate and a fast path, operating at high frame rate. MARS [213] uses
the output of the optical flow network to train the RGB network. During the
testing phase, only the RGB network is used. These networks do not have
a separate feature extraction step, they can be trained end-to-end. For net-
works with a prior feature extraction step, Attention Cluster [218] is composed
of several self-attention units on each modality. Then, modality features are
concatenated to estimate the class. AVEL [70] includes a audio-guided visual
attention. The modalities are fused with Dual Multimodal Residual (DMR).
MAFnet obtains the best accuracy performance on the AVE dataset among
methods based on end-to-end training or feature extraction. End-to-end train-
ing methods have the advantage of being trained on larger datasets such as
Sports1M or Kinetics to avoid overfitting and then the entire network is fine-
tuned on smaller datasets. As the AVE dataset was built as an audio-visual
set, the audio information is as important as the visual information. There-
fore, as the end-to-end models take into account only the visual information,
performances decrease. Furthermore, the AVE dataset includes classes from
different events, unlike Sports1M and Kinetics datasets which include classes
from human activities only. Models based on feature extraction have slightly
better results than end-to-end training methods due to the use of audio infor-
mation.
































































































































































































































































































































































































Table 9.1. Comparison with state-of-the-art models on AVE, UCF51 and Kinetics-
Sound datasets. Each model was trained based on code available online.
Models are split into two types: end-to-end training and feature extrac-
tion. End-to-end training models are trained on larger datasets and then
fine-tuned on a smaller dataset. By contrast, feature extraction models
are trained on feature previously extracted from the video. Depending
on the model, input can be visual frame (V) and/or audio (A).
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The UCF51 dataset comprises fewer classes with relevant audio information.
Indeed, it includes classes that do not produce a particular sound signature
or even video with irrelevant background noise. Our network is not as good
as end-to-end training models which take advantage of pre-training on larger
datasets and fine-tuning the entire network. On the other hand, models us-
ing feature extraction do not fine-tune extractor networks. However, MAFnet
is the best model among the architectures that use audio-visual features ex-
tracted using models pre-trained on general purpose datasets such as ImageNet
and AudioSet.
The Kinetics-Sound dataset as well as the UCF51 dataset are focused on hu-
man action, but comprises classes potentially recognizable both visually and
aurally. Therefore, when the dataset comprises relevant audio and visual infor-
mation, our network provides the best result. It is capable to take advantage
of both modalities. Moreover, it has better integration of the audio and visual
information than the other audio-visual models.
Figure 9.5 shows examples of output estimation from the different models. For
examples a) to e), we observe that the background might impact the choice
of the class. The raceway is classified as Race car, auto racing even if there
is a bus (example a) or a motorcycle (example c). The field with a herd is
classified as Goat but in this case, they are puppies (example e). Moreover,
some specific elements in the video can fool models. The spoon and the plate
(example b) may influence the I3D model in the choice of the Frying (food)
class. In example d), visual models may be fooled by the round shape of the
pan. In the case of examples c) and e), the audio modality is not distinctive
enough to help the network.
We also note that some instruments can be difficult to distinguish (example f
and g) or are occluded (example h). Some videos include several classes but
are annotated with only one class (example i). Others are visually indistinctive
(example j) but can be classified with the audio modality.
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Figure 9.5. Output estimation of different visual only (V) models and audio-visual
(AV) models for some example of the AVE dataset. Each model es-
timates one class per video. (Green: correct estimation, Red: False
estimation)
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9.2.5 Model analysis and discussion
In this section, we report studies to identify the impact of each module of
the Multi-level Attention Fusion network (MAFnet). We work with the AVE
dataset as the dataset assures the presence of the two modalities. We analyze
the training method, the impact of the temporal attention, the modality at-
tention and the combination of the two attentions, compare different fusion
techniques and the impact of the modality conditioning.
Training method: Drop off Visual and audio paths do not have the same
learning speed. Even without the additional convolutional layers comprised in
Feature-wise Linear Modulation (FiLM), the training of the audio path needs
more iterations than for the visual training. Inspired from [226], we investigate
a new multimodal training technique by randomly dropping the update of the
visual weights to allow the audio path to train longer. In Figure 9.6, we
report the accuracy in function of the dropping rate of the weight update of
the visual path. Dropping too often the visual path decreases results compared
to training without dropping. We suppose that the visual path is not trained
enough. It is also observed that not dropping enough the visual path gives
also slightly poorer results. As the difference is quite small, it may be due to
the performance variance after convergence.
Figure 9.6. Accuracy of the event recognition of the AVE dataset when using dif-
ferent rates of dropping the weight update of the visual path during
training.
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Comparison of fusion techniques MAFnet creates a multimodal feature by
concatenating the information coming from the visual and audio paths inside
the Temporal & modality attention module (Figure 9.2c). We analyze the
importance of using unimodal information versus multimodal information in
the case of event recognition. We also test different fusion techniques present
in the literature to determine the best fusion method: addition, concatenation,
Multimodal Compact Bilinear pooling (MCB) [64] and the Dual Multimodal
Residual (DMR) fusion [70].
As we want to test the fusion techniques, the experiments are made without
the FiLM layer. In the case of the unimodal network, the network comprises
only the temporal attention module without the modality attention module
as only one modality is present.







Table 9.2. Comparison unimodal versus multimodal event recognition and the use
of different fusion techniques on AVE dataset.
From the results in Table 9.2, we notice that the dataset is easier to classify
using visual information only than sound information only. Multimodal infor-
mation increases performance compared to unimodal. Concatenation has the
best result and is even slightly better than more complex fusion techniques
like MCB or DMR.
Attention analysis We analyze the impact of each attention module. Table
9.3 presents the event recognition results without attention, with temporal
attention only and with modality attention only. Again, the network does
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not comprise the FiLM layer for this ablation study. The temporal attention
allows taking into account the temporal context and dynamically highlights
particular time windows. Not each time window comprises relevant infor-
mation for the classification. The modality attention highlights a modality.
Indeed, depending on the video a modality can have more contribution than
the other. Each attention module has a positive impact on the accuracy and
the combination of both attentions has the best result.




modality & temporal attention 89.34
Table 9.3. Ablation study of the modality & temporal attention module on the AVE
dataset.
Modality conditioning analysis We then analyze the impact of the lateral
connection, the modality conditioning (Table 9.4). It is observed that adding
FiLM in visual and audio paths provides better results than without any con-
ditioning. However, conditioning only one modality is better than conditioning
both modalities whatever the conditioned modality.
Figure 9.7 compares the embedding of the residual block just before and after
the FiLM layer in the audio path (Figure 9.4). We use average pooling and
t-SNE [243] to reduce the embedding dimension to 2D. We observe a better
clustering of the different classes after including the visual information in the
audio path.
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FiLM location Accuracy [%]
Add residual block without
FiLM in both path 86.55
FiLM layer in both paths 87.62
FiLM layer in audio path 90.86
FiLM layer in visual path 90.61
Table 9.4. Evaluation of the lateral connection between visual and audio paths with
FiLM layer on the AVE dataset.
Figure 9.7. t-SNE visualization of the embedding of the residual block just before
(left) and after (right) the FiLM layer in the audio path.
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9.3 In brief
Summary of Chapter 9
• In this chapter, we present the Multi-level Attention Fusion network
(MAFnet) for event recognition.
• Our network includes a modality & temporal attention module. It
dynamically associates a score to each modality at each time window
to highlight the relevant modality and time window.
• To go further than a ’simple’ high-level fusion, we conditioned one
modality with the other with a Feature-wise Linear Modulation (FiLM)
layer. It highlights some audio feature maps based on visual data.
• Finally, to take into account the different learning dynamics of each
modality, we randomly drop the weight update of the visual path.
Perspective for Chapter 9
• We notice the positive impact of the lateral connection (FiLM layer)
in the multimodal model. FiLM is not the only technique to condition
modality. It would be interesting to explore other techniques. With
FiLM, the visual modality influences the audio modality independently
in each time window. Another technique would be to influence each
audio time window according to all visual time windows or vice versa.
• The current model is composed of a single connection (FiLM layer)
and a fusion (modality & temporal attention module). Multiple con-
nections between both modality paths should be tested to increase the
interaction between modalities.
• In the modality & temporal attention module, the attention score as-
sociated with each modality and time vector is computed based on the
vector itself. Taking into account more information simultaneously,
such as information from both modalities, could be more effective.
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In Chapter 9, the proposed model only classifies the event but does not esti-
mate the beginning and end of the event (event detection). In this chapter, we
present a new network for audio-visual classification and detection. The net-
work models intra and inter-modality interactions and captures multimodal
long-term dependencies. Finally, after evaluating the proposed model on the
AVE dataset, we compare the new inter-modality interaction based on Multi-
Head Attention (MHA) with the conditioning method based on Feature-wise
Linear Modulation (FiLM).
10.1 Methodology
Figure 10.1. Our proposed model: one video is divided into T segments. Then,
audio and visual information are extracted with two pretrained CNNs:
DenseNet [194] for visual features and VGGish [244] for audio features.
Each modality is further fed into B intra and inter-modality interaction
blocks composed of MHA layers and a multimodal LSTM (M-LSTM).
Finally, the two modalities are concatenated and the event class is
estimated for each segment.
Our proposed network (Figure 10.1) is composed of different layers. As in
[70], we split each video into T segments of length L. For each segment,
we extract visual and audio features with pre-trained convolutional neural
networks. So, we have 2 input sequences: X1 = {x11, . . . , x1T }, x1i ∈ RFv for the
visual information and X2 = {x21, . . . , x2T }, x2i ∈ RFa for the audio information.
First, we model the intra as well as inter-modality interactions with several
Multi-Head Attention (MHA) layers. The MHA creates a soft-alignment be-
tween the two modalities to facilitate the detection of audio-visual events. The
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interaction of each temporal segment of one modality with each temporal seg-
ment of the other modality allows finding the segments of both modalities that
include related information. This allows also finding the time segment where
the event is simultaneously visible and audible. Then, the multimodal LSTM
models the temporal information of the video for each modality but also cap-
tures multimodal temporal information. The temporal context of each time
segment includes relevant information to recognize the event in that segment.
The contextual information can be modality-specific but also multimodal. Fi-
nally, the two modalities are fused with a concatenation. The output of the
network is y ∈ RN+1 with N the number of classes plus one background class.
There is a non-background category only when audio and visual events are
jointly observed.
In the rest of this section, we explain in detail the intra and inter-modality
interaction blocks composed of Multi-Head Attention (MHA) layers and the
multimodal LSTM.
10.1.1 Intra and inter-modality interactions
Multi-Head Attention (MHA) was introduced in the Transformer network [45]
for automatic text translation. The attention mechanism learns the complex
relationship between the source and target by aligning the source and the
target. In our case, we want to learn the complex relationship between the
modality and itself (intra-modality interaction) and between the two modali-
ties (inter-modality interaction). The objective of intra-modality interaction is
to compute attention scores that reflect the affinity of each time segment with
each other within the same modality. The attention scores highlight the time
segments that include related information and differentiate ’event’ segments
from ’background’ segments. Inter-modality interaction is the same principle.
Instead of computing the affinity between a modality and itself, the affinity is
computed between the two modalities.
Scaled Dot-Product Attention An attention function can be described as
mapping a query and a set of key-value pairs to an output, where the query,
keys, values, and output are all vectors. The output is computed as a weighted
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sum of the values, where the weight assigned to each value is computed by a
compatibility function of the query with the corresponding key:






where Q, K and V are respectively the query, the keys and the values. dk
is a scaling factor corresponding to the size of the keys. The operation QKT
results in a squared attention matrix containing the affinity between each row
of the values V . In our case, it is the affinity between each time segment. In
the case of the self-attention, the query, keys and values are the same input.
Intra-modality interaction: Single Modal Multi-Head Attention The Multi-
Head Attention (MHA) is the idea of stacking several Scaled Dot-Product
Attention attending the information from different subspace representations
of the query, keys and values. The query Q, keys K and values V are pro-
jected into h subspaces through dense layers. Scaled Dot-Product Attentions
are then applied in parallel on each projection. The h output values are then





i , V W
V
i ) (10.2)
MultiHead(Q,K, V ) = Concat([head1, ..., headh])W
O (10.3)





O are the projection matrices.
By taking the same input for the query, keys and values, the QKT matrix
represents the intra-modality interaction and highlights time segments with
similar content. As in the Transformer network [45], the MHA layer is followed
by residual connection and a layer normalization (Figure 10.1).
Inter-modality interaction: Multimodal Multi-Head Attention In the sin-
gle modality attention, the query, keys and values are the same input. Inspired
by [247], to create an inter-modality interaction, the keys and the values are
computed based on one modality and the query is computed based on the
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Figure 10.2. Multi-Head Attention (MHA) Layer. The query Q, keys K and values
V are projected into h subspaces through dense layers. Scaled Dot-
Product Attention is applied in each subspace. The outputs are then
concatenated and projected again.
other modality. This time, the QKT matrix represents the affinity between
both modalities. The Multimodal MHA finds the segments where the event
is simultaneously visible and audible. The inter-modality interaction block is
composed of a multimodal MHA layer, a residual connection followed by a
layer normalization (Figure 10.1).
10.1.2 Long Short-Term Memory
Single Modal LSTM LSTM networks, introduced in [38], can learn long-
term dependencies. As a reminder, equations 10.4, 10.5, 10.6, 10.7 and 10.8
formally describe the memory input, the input gate, the forget gate, the output
gate and the memory unit of a regular LSTM in the forward pass. Figure 10.3a
shows a pictorial illustration of a regular LSTM unit.
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gt = ϕ(Wxg ∗ xt +Whg ∗ ht−1 + bg) (10.4)
it = σ(Wxi ∗ xt +Whi ∗ ht−1 + bi) (10.5)
ft = σ(Wxf ∗ xt +Whf ∗ ht−1 + bf ) (10.6)
ot = σ(Wxo ∗ xt +Who ∗ ht−1 + bo) (10.7)
Ct = ft  Ct−1 + it  gt (10.8)
ht = ot  ϕ(Ct) (10.9)
The LSTM is able to model long-term dependencies in sequential data because
Ct can selectively “remember” (store) or “forget” (erase) past information at
each time step. Moreover, the LSTM can explicitly model temporal relation-
ships over the entire sequence because the weights W are shared across time
steps.
Multimodal LSTM Ren et al. developed a new multimodal LSTM which can
explicitly model the long-term dependencies both within the same modality
and across modalities [248]. The key idea is to selectively share weights across
different modalities during the forward pass. Therefore, the model is composed
of a visual LSTM and an audio LSTM, but some weights are shared between
the two LSTMs. The modifications are illustrated in Figure 10.3b and formally
expressed in the following equations:
gst = ϕ(W
s
xg ∗ xst +Whg ∗ hst−1 + bsg), s = 1 to S (10.10)
ist = σ(W
s
xi ∗ xst +Whi ∗ hst−1 + bsi ), s = 1 to S (10.11)
f st = σ(W
s
xf ∗ xst +Whf ∗ hst−1 + bsf ), s = 1 to S (10.12)
ost = σ(W
s
xo ∗ xst +Who ∗ hst−1 + bso), s = 1 to S (10.13)
Cst = f
s
t  Cst−1 + ist  gst , s = 1 to S (10.14)
hst = o
s
t  ϕ(Cst ), s = 1 to S (10.15)
The superscript s indexes each modality. S is the total number of modalities in
input data, in our case, S = 2. The weights with superscript s (e.g. Wsxg) are
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(a) Memory Cell of Single-modal LSTM (b) Memory Cell of Multimodal LSTM
Figure 10.3. Comparison of single-modal LSTM and multimodal LSTM.
NOT shared across modalities, but only across time steps as in a conventional
LSTM. The other weights without the superscript (e.g.Whg) are shared across
both modalities and time steps. Another important property of the model is
that the memory unit C is NOT shared among modalities.
10.1.3 Fully Supervised Learning for Event Detection
For each input audio-visual segment, the outputs of the two multimodal LSTMs
are concatenated and fed to a FC layer with softmax function to estimate the
probability distribution over N +1 event categories. For the supervised event
detection task, the event label of each segment is known during training.
10.1.4 Weakly-Supervised Learning for Event Detection
For the weakly supervised event detection task, we have access to only a
video-level event tag, and we still aim to estimate segment-level labels during
testing (weakly supervised). Thus, the weakly supervised task is formulated as
a Multiple Instance Learning (MIL) problem [249]. As in [70], the estimations
for each segment are aggregated to obtain a video-level estimation using MIL
pooling:
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where y1, ..,yT are the estimations from the last FC layer of our network for
each segment and g(.) averages overall estimations. During testing, the event
category is estimated for each segment.
10.2 Experiments and Results
10.2.1 Data description
AVE dataset [70] is a subset of AudioSet [91]. The dataset consists of 4143
videos from 28 event classes. Each video lasts 10 s. However, the duration of
the events in these videos spans from a minimum of 2 seconds to a maximum
of 10 seconds. Each video is divided into 10 one-second segments. A label
is associated with each segment. The detection precision is therefore one
second. The dataset covers a wide range of audio-visual events from different
domains, for example, human activities, animal activities, music performances,
and vehicle sounds.
10.2.2 Feature Extraction
Visual Feature Extraction We used an ImageNet pre-trained deep learning
model named DenseNet [194] to extract visual features from the video. The
video is divided into T segments. As in [70], we choose T = 10, so each
segment is one second long without overlapping. For each segment, we extract
the output of the DenseNet last convolutional layer for 16 RGB video frames
and then use global average pooling over the 16 frames and the feature maps
to generate one 1920 dimensional feature vector.
Audio Feature Extraction The audio features are extracted with VGG-like
network [244] pre-trained on AudioSet [91]. Again, the video is divided into
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T=10 segments of one second long without overlapping. For each segment,
we extract the output of the last convolutional layer of the network and use
global average pooling to generate one 512 dimensional feature vector.
10.2.3 Implementation details
The number of neurons in each layer except the dense output layer is 512.
We have 2 intra and inter-modality blocks. We use cross-entropy loss and we
train the model by using Adam optimizer with an initial learning rate of 0.001
during 50 epochs. We use Tensorflow [246] and Keras [250] libraries. Details
of each network parameter can be found in Appendix B.4.
10.2.4 Event Detection Performance
Model Fully-Supervised Weakly-Supervised
Accuracy Accuracy
Only visual 65.5 61.7
Only audio 64.1 59.2
AVEL [70] 72.7 66.7
AVSDN [227] 75.4 74.2
DAM [228] 74.5 -
AVIN [68] 75.2 69.4
AVFB + SWAB [229] 74.8 68.9
cross-modal net [230] 77.1 75.7
Proposed model 77.8 72.4
Table 10.1. Performance comparison of current state-of-the-art methods for fully-
supervised and weakly-supervised event detection tasks.
The result of our proposed network is compared to recent models for both
fully-supervised event detection and weakly-supervised event detection (Table
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10.1). All models are described in the section 7.3. Our multimodal method
outperforms a model using only visual or only audio information. Figure 10.4
shows the accuracy of a few individual event classes for the case of visual, audio
and multimodal models. We notice that audio performs well for some event
classes while visual performs favorably for other classes. However, multimodal
has the best result for almost every class.
Figure 10.4. Accuracy of a few selected event categories obtained using only visual
information, only audio information and our proposed model (visual
+ audio).
For the supervised event detection task, our proposed model obtains the best
result among current state-of-the-art models. It has comparable results for
weakly supervised event detection. We observe the contribution of includ-
ing both intra and inter-modality interactions. Indeed, methods that ex-
ploit only inter-modality interaction (DAM) or only intra-modality interaction
(AVFB+SWAB) have poorer results compared to methods that model both in-
tra and inter-modality interactions (AVIN, cross-modal net and our proposed
model). The accuracy of most architectures increases by 5.8 to 6.0 % when
ground truth is available for each segment. Only the accuracy of AVSDN and
cross-modal net increases only by 1.2 and 1.4 % respectively. They do not
take full advantage of the information available at the segment level.
10.2.5 Model Analysis and Discussion
Ablation study The impact of each module is presented in Table 10.2. Each
module performs well when executed separately, but the best result is obtained
when the two modules are combined. Each module captures information that
the other modules can not capture and are better together.
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Model Fully-Sup. Weakly-Sup.
Accuracy Accuracy
only intra + inter-mod 75.3 71.2
only M-LSTM 74.1 70.0
intra + inter-mod + M-LSTM 77.8 72.4
Table 10.2. Ablation study. The impact of each module is shown for the fully-
supervised and weakly-supervised tasks.
LSTM analysis In this part, we analyze the impact of the weight sharing
between the visual and audio LSTMs (Table 10.3). It is observed that the
lack of information sharing between the two LSTMs decreases performance.
When only one LSTM is used for both modalities (all weights are common
between the visual and audio LSTMs), the performance slightly decreases for
fully-supervised training and remains constant for weakly-supervised training.
As visual and audio information come from the same source and have a strong
coupling with the inter-modality blocks, they can benefit from weight sharing.
Weight sharing, in addition to the inter-modality interaction, could force visual
and audio features to converge towards a common representation when they





Unique LSTM 77.5 72.4
Table 10.3. LSTM analysis. Impact of the weight sharing in the LSTM layer for
fully-supervised and weakly-supervised tasks.
Qualitative analysis The first type of errors is the event temporal detection.
The event class is correct, but the estimation of the beginning and end of
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the event is not accurate (Top in Figure 10.5). Another error is the confu-
sion between similar classes, there is confusion between the instrument classes
(Mandolin, Acoustic guitar, banjo, etc.) (middle in Figure 8.3) or between en-
gine classes (Bus, Truck, Motorcycle, etc.). Finally, the model is occasionally
fooled by some elements of the video and estimates a class unrelated to the
ground truth (Bottom in Figure 8.3).
Sigmoid analysis As a reminder, the network estimates the probability dis-
tribution overN+1 classes, N the number of classes plus one background class.
The class of the segment is determined by taking the maximum probability.
However, in the case of the weakly supervised task, the background class is not
explicitly represented during the training. Therefore, the background class is
never chosen for a segment during testing which greatly impacts classification
performance.
We propose to use sigmoid activation function instead of the softmax. The
estimated class is either background if every output is smaller than a threshold
of 0.5 or the class with the maximum output.
Accuracy [%] softmax sigmoid
Fully-supervised 77.8 71.74
Weakly-supervised 72.4 70.75
Table 10.4. Performance comparison of softmax and sigmoid activation function for
fully-supervised and weakly-supervised event detection tasks.
The classification performance is not as good as with the softmax activation
function. Indeed, the weakly supervised model can estimate ’background’ class
for any segment. However, there is much more confusion between classes as
shown by the results of fully-supervised classification.
10.2.6 Conditioning comparison
Finally, we compare two modality conditioning methods presented in this the-
sis. The first one, based on Feature-wise Linear Modulation (FiLM) layer,
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Figure 10.5. Examples of erroneous output estimation for fully-supervised and
weakly-supervised tasks.
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highlights audio feature maps based on the visual information. The sec-
ond one, based on Multi-Head Attention (MHA) (inter-modality interactions),
highlights time segments of one modality based on the other modality. For
a fair comparison, we propose to use the simpler network of Figure 10.6, the
conditioning method can be either the FiLM or the multimodal MHA.
Figure 10.6. Network for comparison of conditioning methods, the conditioning
method can be either the FiLM or the multimodal MHA.
In the context of audio-visual event detection, the modality conditioning with
multimodal MHA has better results than with FiLM layer (Table 10.5). The
advantage of multimodal MHA is that each time segment of one modality
interacts with each time segment of the other modality. On the other hand,
with FiLM layer, the information of both modalities comes from the same time
segment.
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multimodal MHA FiLM
Accuracy [%] 71.24 68.13
Table 10.5. Comparison of audio conditioning with MHA or FiLM.
10.2.7 Discussion
The temporal aspect is important in detection and classification. A one-second
segment does not necessarily comprise enough information to classify an event.
Taking into account the context with LSTM and Multi-Head Attention (MHA)
is therefore essential. Moreover, an event is present only if it is both visible and
audible. The interaction between modalities is necessary to find the segments
where the event occurs in the visual and audio domains.
The main error is the temporal detection of the event. Most of the time, the
event is correctly classified but the beginning and end of the event are not
correct. Better detection will significantly improve results.
The two conditioning methods are performed in different spaces. Feature-
wise Linear Modulation (FiLM) influences each feature while MHA influences
the time segments. In the detection context, we notice that interactions in
temporal space are important. Indeed, FiLM adds to the sound modality the
visual information from the same time step but does not take into account
the temporal context unlike MHA. Furthermore, the FiLM layer is added
to a residual block composed of several convolutional layers, this technique
therefore has more parameters and takes longer to train than MHA.
The AVE dataset has stimulated research on audio-visual event detection.
However, this database has some drawbacks and its limits have probably been
reached. Indeed, some videos include several events but are classified with
only one event (although the other events are also part of the classes in the
dataset). Moreover, some videos are in both the training and test sets but
with a different label. Finally, the resolution of the detection is quite large (1
second). A lot can happen in one second.
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10.3 In brief
Summary of Chapter 10
• In this chapter, we introduced a multi-level interactive audio-visual
network that efficiently exploit audio and visual information.
• We took into account the intra and inter-modality interaction with the
Multi-Head Attention (MHA) mechanism.
• We included the temporal information with a multimodal LSTM. In-
stead of using two separate traditional LSTMs, one for each modality,
we proposed to use multimodal LSTMs where some weights are shared
between the visual LSTM and audio LSTM.
Perspective for Chapter 10
• The current models classify events based on audio-visual information,
it would be interesting to add the event localization in space as an
additional output of the networks.
Chapter 11
Audio-visual event classification and
localization
Contents
11.1 Classification on AVECL-UMONS . . . . . . . . 146
11.1.1 Feature extraction . . . . . . . . . . . . . . . . . 147
11.1.2 Unilabel performance . . . . . . . . . . . . . . . 147
11.1.3 Multilabel performance . . . . . . . . . . . . . . 148
11.2 Classification and localization on AVECL-UMONS 149
11.2.1 Feature extraction . . . . . . . . . . . . . . . . . 150
11.2.2 Unilabel performance . . . . . . . . . . . . . . . 151
11.2.3 Multilabel performance . . . . . . . . . . . . . . 152
11.3 In brief . . . . . . . . . . . . . . . . . . . . . . . 155
To conclude this thesis, we evaluate the multimodal networks described in
Chapters 9 and 10 with the new audio-visual dataset from Chapter 4. First,
we analyze the audio-visual classification performances for the unilabel and
multilabel sequences. Then, we present multimodal networks for audio-visual
event classification and localization, based on Chapters 6, 9 and 10. An ad-
ditional output is added in network architectures to address the localization
problem, as described in Chapter 6.
As a brief reminder, the new dataset (fully described in Chapter 4) is composed
of microphone array recordings (7 microphones) and camera recordings (4
webcams). It includes 2662 unilabel sequences of 3 seconds (one event per
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sequence) and 2729 multilabel sequences of 4 seconds (two simultaneous events
per sequence). The dataset includes 11 classes.
11.1 Classification on AVECL-UMONS
On one hand, Multi-level Attention Fusion network (MAFnet) from Chapter
9 is used without modification. To simplify the distinction between networks,
’multimodal MAFnet’ is the network composed of the modality condition-
ing with FiLM layer and the fusion with the Modality & temporal attention
module. The unimodal network, composed of only dense layers and temporal
attention, is named ’unimodal MAFnet’.
On the other hand, the model of Chapter 10, composed of Multi-Head At-
tentions (MHAs) and multimodal Long Short-Term Memory (LSTM), is used
with some modifications. The new database was not designed for event detec-
tion. It does not comprise temporal annotation. A class must be estimated for
the entire video and not for each segment. As the model is basically designed
for event detection, the estimations for each segment are aggregated to get a







where y1, ..,yT are the estimations from the last dense layer of the network for
each segment. Indeed,
To simplify the name, ’multimodal MHA’ refers to the complete network com-
posed of intra and inter-modality interaction, multimodal-LSTM and concate-
nation. ’Unimodal MHA’ refers to a network composed of only intra-modality
interaction and a regular LSTM.
As the unilabel and multilabel sequences of the dataset have different lengths,
they are evaluated separately. For each model, the last activation function is a
softmax for the unilabel sequences and a sigmoid for the multilabel sequences.
The final estimated class is the class with the maximum output estimation for
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the unilabel sequences or the classes with an output greater than a threshold
of 0.5 for the multilabel sequences.
11.1.1 Feature extraction
Visual feature Visual features are extracted with the same extractor as be-
fore (DenseNet [194] pre-trained on ImageNet). The 4 webcam images are
concatenated to create a single image. This image is then resized to a 224×224
image and fed to the extractor. The video is divided into T = 3 segments for
unilabel sequences and into T = 4 segments for multilabel sequences. Each
segment is one second long. For each segment, we extract the output of the
DenseNet last convolutional layer for 16 RGB video frames and then apply
global average pooling over the 16 frames.
Audio feature Audio features are extracted with the same audio extractor
(VGG-like network [244] pre-trained on AudioSet). As the extractor takes
only one microphone channel as input, only the recording of one microphone
(micro0) is used. The audio signal is divided into T = 3 segments for unilabel
sequences and into T = 4 segments for multilabel sequences. Each segment
is one second long. For each segment, we extract the output of the VGG-like
last convolutional layer.
11.1.2 Unilabel performance
Table 11.1 reports the classification performance for the unilabel sequences
and compares unimodal and multimodal performances for both models.
As a reminder, Split1 is the random split of data between the training and
test sets. Unimodal classification based on sound information is slightly better
than the classification based on image, regardless of the network. Moreover,
for unilabel classification, the MHA (intra-modality interaction) is better than
the temporal attention of MAFnet. The possibility of interaction of each time
segment with each other is beneficial for event recognition. Finally, multi-
modal MAFnet has the best performance while the multimodal MHA fails to
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F-score Split1 Split2
[%] MAFnet MHA MAFnet MHA
Image 85.19 86.02 29.16 30.95
Sound 94.35 96.49 85.59 86.78
Both 98.90 95.94 68.35 88.52
Table 11.1. Classification performance for unilabel sequences.
exploit the additional information of each modality.
Split2 tests the generalization capabilities of networks: one subclass from each
class is not seen by the network during training. This subclass is then used to
test the model. Unimodal classification based on visual information has awful
results. The most likely reason is that the 4 webcams have a wide viewpoint
of the scene. Therefore, the action is only present on a few pixels. Moreover,
since the images from the 4 webcams are concatenated and then resized before
extraction, there is probably a great loss of information. The network may
base its classification on the room brightness, the location of the person in the
room, the person outfit, etc. However, this issue does not occur for the audio
modality which has much better results. We notice that the visual modality
has a bad influence in the case of the multimodal MAFnet but has no impact
on the multimodal MHA.
11.1.3 Multilabel performance
Table 11.2 reports the classification performance for the multilabel sequences
and compares unimodal and multimodal performances for both models.
For multilabel classification, similar conclusions can be drawn as for unilabel
classification. For Split1, the unimodal MHA has again better results than
the temporal attention. Multimodal MAFnet has the best result.
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F-score Split1 Split2
[%] MAFnet MHA MAFnet MHA
Image 79.87 95.86 23.24 18.95
Sound 82.10 95.85 55.07 63.78
Both 96.89 94.59 64.87 62.03
Table 11.2. Classification performance for multilabel sequences.
Split2 analyzes the network’s ability to classify two classes that never occur
together during training. Again, the classification based on visual information
has awful performance probably for the same reasons as the unilabel classifi-
cation. The audio classification is better but not as good as Split1. Models
learn to recognize duos of classes instead of each class independently. Finally,
the use of both modalities does not improve results for multimodal MHA but
has a positive impact for multimodal MAFnet.
11.2 Classification and localization on AVECL-UMONS
The classification models are adapted to the localization task by adding an
additional output to the networks.
For multimodal MAFnet, the distinction between the two tasks is implemented
before the Modality & temporal attention module. One module is created for
each task because the relevant temporal segment and the relevant modality
may be different depending on the task (Figure 11.1).
For multimodal MHA, the distinction between the two tasks is done at the
level of the last dense layer (Figure 11.2).
In both models, the class is estimated with a classification layer (dense layer
with softmax for the unilabel sequences and sigmoid for the multilabel se-
quences). The localization in the room is estimated with a multi-regression
layer (one regression for each class).
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Figure 11.1. Multimodal MAFnet for audio-visual event classification and local-
ization. First, the audio feature maps are modulated by the visual
information in the FiLM block. Then, for each subtask, one Modality
& temporal attention module highlights the relevant temporal segment
and modality. Finally, one dense layer estimates the class as a classifi-
cation problem and a second dense layer estimates the location in the
room as a regression problem.
11.2.1 Feature extraction
The same visual features as the classification are used. Audio features ex-
tracted with the VGGish network only include the information of a single
microphone. The sound localization can not be performed based on these fea-
tures. Therefore, new audio features are extracted with the SELDnet model
presented in Chapter 6. Features for unilabel and multilabel sequences are
extracted by taking the output of the last recurrent layer of the model pre-
trained on the unilabel and multilabel data, respectively. The entire sequence
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Figure 11.2. Multimodal MHA for audio-visual event classification and localization.
Each modality is fed into 2 intra and inter-modality interaction blocks
(composed of MHA) and a multimodal LSTM (M-LSTM). The modal-
ities are concatenated. Finally, one dense layer estimates the class as a
classification problem and a second dense layer estimates the location
in the room as a regression problem.
is processed by the network. As no pooling is applied on the temporal axis, the
time scale is unchanged. The output sequence can be divided into T segments
that correspond to the T visual segments (T = 3 for unilabel sequences and
T = 4 for multilabel sequences).
11.2.2 Unilabel performance
Table 11.3 reports the classification and localization performance for the uni-
label sequences with both multimodal models.
When comparing the different models, the conclusions for the classification
performance do not change compared to the previous section, adding the lo-
calization task has no impact on the network behavior. However, the perfor-
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Split1 Split2
MAFnet MHA MAFnet MHA
Image F-score 84.85 85.95 31.94 35.59
DOA error 50.06 21.69 71.87 66.85
Sound F-score 90.01 89.84 85.54 88.28
DOA error 37.64 34.24 36.97 34.91
Both F-score 94.11 90.36 87.23 87.98
DOA error 24.28 35.97 33.93 36.56
Table 11.3. Classification and localization performance for unilabel sequences.
mances are slightly worse for Split1, especially for models based only on audio
information, but no difference or even better results are noticed for Split2.
For the localization performances, we observe the same conclusion as for clas-
sification. MHA has better results with unimodal information than MAFnet
but MAFnet has the best result with multimodal data. Specially, for Split2,
the performances based only on visual information are disastrous but the per-
formances based on audio are as good for Split1 as Split2. Again, visual
information is useless in the multimodal configuration and therefore, does not
improve the results compared to results based on sound information only.
Figure 11.3 shows the DOA error depending on DOA for MAFnet and MHA
networks. A large variation can occur between two close DOAs. Therefore,
the localization difficulty is not specific to a particular area of the room.
11.2.3 Multilabel performance
Finally, Table 11.3 reports the classification and localization performance for
the multilabel sequences with both multimodal models.
In addition to the previous comments, we notice that the multilabel classifi-
cation performance is slightly worse than the unilabel classification. On the
other hand, localization performance is very poor.
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(a) MAFnet (b) MHA
Figure 11.3. DOA error depending on DOA for MAFnet and MHA for unilabel
sequences.
Split1 Split2
MAFnet MHA MAFnet MHA
Image F-score 80.78 95.57 21.75 19.20
DOA error 77.81 77.14 82.83 85.12
Sound F-score 87.62 89.30 78.32 77.08
DOA error 77.99 78.08 74.78 74.03
Both F-score 94.42 88.71 80.44 79.10
DOA error 76.53 78.1 72.89 74.36
Table 11.4. Classification and localization performance for multilabel sequences.
Figure 11.4 shows the DOA error depending on DOA for MAFnet and MHA
networks. It is observed that networks are not able to locate events and, most
of the time, estimate a DOA of approximately 30 degrees. The inability to
locate multiple events is probably due to the feature extraction phase. Indeed,
several averages are performed in the time domain during feature extraction.
This is not a problem when only one event occurs. However, when there
are two events, the information from the two events is probably mixed and
localization can no longer be performed.
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(a) MAFnet (b) MHA
Figure 11.4. DOA error depending on DOA for MAFnet and MHA for multilabel
sequences.
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11.3 In brief
Summary of Chapter 11
• In this chapter, we analyzed the classification performances of the mod-
els presented in Chapters 9 and 10 on our new dataset. We also adapted
these models by adding an output dedicated to the localization prob-
lem.
• Multi-Head Attention (MHA) from the intra-modality interaction has
a positive impact on event recognition and localization when using only
one modality. This network can take into account the temporal context
in the sequence which is relevant information whether with image or
sound.
• Multi-level Attention Fusion network (MAFnet) is better at exploiting
visual and audio information simultaneously. Indeed, the attention
mechanism dynamically focuses on modalities rather than always take
the same amount of information from the modalities.
Perspective for Chapter 11
• With Split2, results of classification based on visual information are
disastrous. The networks classified events based on bad information.
There is likely a loss of information due to the position of the cam-
eras and the strong resize of the images. Several strategies would be
considered. For example, it would be interesting to treat each camera
as a different modality in order to reduce the loss of information dur-
ing resizing. Another solution would be to crop the interesting part of
the video instead of resizing it. However, this solution risks losing the
information needed for localization.
• For multilabel sequences, the networks can not distinguish the presence
of two events and classify each duo of events as a whole instead of two
separate events. It is therefore complicated to locate events separately
when they are not able to distinguish them. It would therefore be
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interesting to mix the unilabel and multilabel sequences to force the
network to recognize each event individually.
• Each sequence is divided into one-second segments. The segment length
was constrained by the sound feature extractor (VGGish). Indeed, the
extractor network was created to analyze one-second sequences. SELD-
net does not apply temporal pooling and the temporal axis is preserved.
Any segment size can therefore be used to improve localization perfor-
mance.
Conclusion
The living beings use all available information to understand a scene or more
precisely an event [1]. The Deep Learning (DL) algorithms should use a maxi-
mum of information from videos to classify and locate events. During the last
years, multimodal data are increasingly used in the context of event recog-
nition. However, there is no single way to jointly exploit audio and visual
modalities.
In this chapter, we first summarize the different contributions of this thesis.
We then propose several perspectives.
Contributions
AVECL-UMONS dataset There are numerous visual or sound datasets cre-
ated to address different challenges in classification and detection. However,
audio-visual datasets are quite rare. Some datasets, annotated based on visual
information, can be exploited as an audio-visual dataset. Unfortunately, some
categories are not aurally-manifested or the soundtrack includes irrelevant in-
formation such as musical background, oral descriptions of the event, etc.
Very recently, several audio-visual datasets were created such as AVE [70] and
VGG-Sound [123]. These datasets allow studying the classification of audio-
visual events but not the localization. Indeed, most video soundtracks have
only one channel and the events occur anywhere without constraint.
We created a new audio-visual dataset in the context of office environments to
fill this gap. The dataset is composed of microphone array recordings and four
webcam recordings of the same events in two different rooms. It includes unil-
abel sequences (one event per sequence) and multilabel sequences (two events
per sequence) for a total of about 5 hours of recordings. Different metadata
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are available such as the event class and its spatial coordinates in the room.
Sound event classification and localization At the time of the new dataset
publication, only a single neural network architecture had been proposed in
the literature to simultaneously classify and localize events. This network,
called SELDnet [101], is based on sound information only. It is composed of
several convolutional, recurrent and dense layers.
SELDnet was used to evaluate the audio part of our new dataset. We also
slightly changed the architecture to create a more real-time model. We studied
different formulations of the localization problem: estimation of x,y coordi-
nates or azimuth angle. The localization should not be class-dependent. It is,
therefore, better to use the same regressor for each class rather than training
one regressor per class. However, this technique is not applicable to mutlilabel
sequences.
The new dataset can be used to classify and localize events. The performance
based on sound information only is already good but not perfect. However,
the dataset also includes visual data. The visual modality comprises relevant
information that can improve results.
Audio-visual fusion and conditioning Although the use of audio-visual data
has good results in several tasks, there is no single way to jointly exploit
the multimodal data. Inspired by the functioning of the brain [1], the use of
audio-visual data must be more than a ’simple’ fusion in the neural network
but rather several interactions between the audio and the visual paths.
We presented preliminary experiments on audio-visual fusion and audio-visual
interaction, named modality conditioning, for event classification. We studied
several state-of-the-art fusion techniques (concatenation, addition and Multi-
modal Compact Bilinear pooling (MCB)) and the modality conditioning with
Feature-wise Linear Modulation (FiLM) layers. The FiLM layer highlights
some feature maps of one modality based on information of the other modality.
As expected, multimodal classification has better performance than unimodal
classification. The modality conditioning improves the unimodal classification
performance but is not as good as fusion. Modality fusion and conditioning
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are complementary techniques. Both have a positive impact on performance
and should therefore be used together.
Multi-level Attention Fusion network (MAFnet) The current state-of-the-
art fusion techniques exploit all available information of both modalities. How-
ever, each modality does not necessarily comprise at all times information
relevant for event classification.
To tackle this problem, we proposed Multi-level Attention Fusion network
(MAFnet). The network is composed of a Modality & temporal attention
module that dynamically highlights relevant time segments and modalities. It
also includes the modality conditioning composed of a FiLM layer, introduced
in the previous contribution.
Better performances are obtained when the audio and visual data are fused
deeper in the network. However, it is important that modalities are not pro-
cessed independently but rather that they can influence each other. These
audio-visual connections create a strong coupling between modalities. The
FiLM layer is a conditioning technique but other methods can be implemented
to create interaction between visual and audio modalities.
Intra and inter-modality interactions With the release of the AVE dataset,
several studies have highlighted the benefit of the interaction between modal-
ities in the detection of audio-visual events during the last year.
Inspired by these works, we proposed a new network architecture that includes
several lateral connections between audio and visual paths to couples the pro-
cessing of the two modalities. First, it models the intra and inter-modality
interactions with Multi-Head Attention (MHA). The multimodal MHA cre-
ates a soft-alignment between the two modalities to facilitate the detection of
both visible and audible events. Indeed, this technique finds the visual and
audio segments that comprise related information. Then, the network learns
to models temporal contextual information of each segment with multimodal
LSTMs. The information can be modality-specific or multimodal.
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MHA and multimodal LSTM have an impact on the temporal domain while
FiLM is applied in the feature domain. Although feature modulation is a
good conditioning strategy, the modality conditioning in the temporal domain
is better. FiLM has the disadvantage of taking longer to train.
Audio-visual event classification and localization The two proposed net-
works only classify events but do not locate them. To conclude this thesis,
we adapted the neural networks in order to address the localization problem.
We implemented the first proposal for classification and localization of audio-
visual events based on Deep Learning (DL) and paves the way for further
research.
Perspectives
This thesis brings several improvements for the joint use of multimodal data
in the context of audio-visual event recognition and localization. The new
proposals are based on methods of the literature. Several approaches have
been explored, but some reflections remain to be considered. Here are a few
avenues that could be interesting:
• Temporal labeling of the dataset. Currently, the dataset does not
comprise temporal localization of the events in the sequence. An added
bonus for the dataset would be to manually indicate the beginning and
end of each event to address the detection task in addition to classifica-
tion.
• End-to-end model. The release of VGGSound dataset [123] pro-
vides an audio-visual dataset large enough to train Deep Neural Net-
works (DNNs) in an end-to-end manner without the prior step of feature
extraction. More connections between visual and audio paths within the
network could be tested with this dataset, even at early stages.
• Faster R-CNN SELDnet have different drawbacks according to the
formulation of the localization problem: the association between the
detected event and its localization is not done, the impossibility to detect
two events with the same label at different locations or two events at
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the same place with different classes. Inspired from object detection
models, Faster RCNN [149] could be adapted for sound event detection
and localization. The model would propose different time regions of
interest likely to comprise an event. Then, for each region of interest,
the corresponding features would be extracted to classify the event, refine
the time region and localize the event in the room. This model would
allow a clearer link between the event and its localization and would
facilitate the analysis of the results.
• Training with simulated data The Deep Neural Network (DNN)
training needs a large amount of annotated data. However, the creation
of real datasets requires a lot of resources. Different simulation platforms
have been created such as HoME [251] or AI2-THOR [252]. Directly an-
notated simulated data can be extracted from these platforms. These
simulated datasets would allow training complex DNNs and then fine-
tuning them on smaller real datasets such as our new dataset.
• Active perception Currently, the proposed models take all the avail-
able visual information as input (the stream of the 4 webcams). However,
the human being is able to analyze the scene with the movement of his
eyes or even his head which allows him to focus on one object at a time.
That’s why it would be interesting to implement ’active’ localization.
The agent would receive the information of one webcam and according
to its perceptions, it would be able to slightly modify its point of view.
If we take the example of our dataset, an event could take place outside
the visual field of webcam 1. The agent would have access to the infor-
mation from camera 1 and the microphone array. It could estimate that
an event takes place outside its visual field based on the sound informa-
tion. He would then choose another point of view (another webcam) to
be able to see the event. More concretely, the active perception could
be implemented using the modality attention module. Each webcam
would be presented as a different modality instead of presenting the 4
video streams as a single modality. A more ”real-time” system can be
imagined through reinforcement methods and the use of sliding windows.

Conclusion
Les êtres vivants utilisent toute l’information disponible pour comprendre une
scène ou plus précisément un évènement [1]. Les algorithmes d’apprentissage
profond devraient utiliser un maximum de l’information présente dans les
vidéos pour classifier et localiser les évènements. Durant les dernières années,
les données multimodales sont de plus en plus utilisées dans le contexte de
la reconnaissance d’évènements. Cependant, il n’y a pas une façon unique de
conjointement exploiter les modalités visuelle et sonore.
Dans ce chapitre, nous résumons les différentes contributions de cette thèse.
Nous proposons ensuite plusieurs perspectives.
Contributions
La base de données AVECL-UMONS Il y a de nombreuses bases de données
visuelles et sonores créées pour résoudre différents problèmes de classification
et détection. Cependant, les bases audio-visuelles sont assez rares. Quelques
ensembles, annotés sur base de l’information visuelle, peuvent être exploités
comme une base audio-visuelle mais certaines catégories ne produisent pas
de son particulier ou la bande sonore de la vidéo comprend des informations
non pertinentes et trompeuses, par exemple, une musique d’ambiance, une
description orale de la vidéo, etc. Très récemment, plusieurs bases de données
ont été créées telles que AVE [70] et VGG-Sound [123]. Ces bases permettent
d’étudier la classification des évènements audio-visuels mais pas la localisation.
En effet, la plupart des vidéos comprennent uniquement un canal audio et les
évènements peuvent avoir lieu n’importe où sans restriction.
Nous avons comblé ce manque en créant une nouvelle base de données sur
le thème des environnements de bureau. La base de données est composée
d’enregistrements d’évènements à l’aide de réseau de microphones et d’enregistrements
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des mêmes évènements à l’aide de 4 caméras de type webcam. Les enreg-
istrements ont été réalisés dans deux pièces différentes. La base inclut des
séquences uni-étiquettes (un évènement par séquence) et des séquences multi-
étiquettes (deux évènements par séquence) pour un total d’environ 5 heures
d’enregistrement. Différentes métadonnées sont disponibles telles que la classe
de l’évènement and ses coordonnées x,y dans la pièce.
Classification et localisation d’évènements sonores. Au moment de la pub-
lication de la base de données, seule une architecture était proposée dans
la littérature pour simultanément classifier et localiser des évènements. Ce
réseau, nommé SELDnet [101], utilise uniquement l’information sonore. Il est
composé de plusieurs couches convolutionnelles, récurrentes et denses.
SELDnet a été utilisé pour évaluer la partie sonore de notre nouvelle base de
données. Nous avons également légèrement modifié l’architecture afin de la
rendre plus temps-réel. Finalement, nous avons étudié différentes manières
de formuler la problématique de localisation: estimer les coordonnées spa-
tiales x,y ou la coordonnée sphérique azimut. Suivant la formulation de
la problématique, différents problèmes surviennent. Comme la localisation
ne devrait pas être dépendante de la classe de l’évènement, il est meilleur
d’utiliser un régresseur unique pour toutes les classes plutôt que d’utiliser un
régresseur par classe. Cependant cette technique n’est applicable que pour les
séquences uni-étiquettes mais pas pour les séquences multi-étiquettes. Il faut
alors ajouter une sortie supplémentaire pour le second évènement et il n’est
donc plus possible de savoir quelle localisation correspond à quel évènement.
La nouvelle base de données peut être utilisée pour classifier et localiser des
évènements. En se basant uniquement sur l’information sonore, les perfor-
mances sont déjà bonnes mais pas parfaites. Or, la base de données inclut
également des données visuelles contenant de l’information qui permettrait
d’améliorer les résultats.
Fusion et conditionnement audio-visuel. Même si l’utilisation de données
audio-visuelles donne de bons résultats dans plusieurs tâches, il n’y a pas
une façon unique de conjointement exploiter les données multimodales. En
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s’inspirant du fonctionnement du cerveau, l’utilisation de données audio-visuelles
doit être plus qu’une simple fusion à un certain point du réseau de neurones
mais bien plusieurs interactions entre les chemins visuels et sonores.
Nous avons présenté les expériences préliminaires sur la fusion et l’interaction
audio-visuelle, appelée conditionnement audio-visuel, dans le contexte de la
classification d’évènements. Nous avons analysé plusieurs techniques de fu-
sion de la littérature (concaténation, addition et Multimodal Compact Bi-
linear pooling (MCB)) ainsi que le conditionnement de modalités avec des
couches de modulation linéaire sur les caractéristiques (Feature-wise Linear
Modulation (FiLM)). La couche FiLM met en évidence certaines cartes de
caractéristique d’une modalité en se basant sur les informations de l’autre
modalité. Comme espéré, la classification multimodale a de meilleures per-
formances que la classification unimodale. Le conditionnement de modalités
améliore les performances de classification unimodale mais n’est pas aussi bon
que la fusion. La fusion et le conditionnement de modalités sont des tech-
niques complémentaires. Elles ont toutes les deux un impact positif sur les
performances et devraient donc être utilisées ensemble.
Multi-level Attention Fusion network (MAFnet) Les techniques actuelles
de fusion dans la littérature utilisent toute l’information disponible au sein des
deux modalités. Cependant, chaque modalité ne comprend pas forcément, à
tout moment, de l’information pertinente pour la classification.
Pour aborder ce problème, nous avons proposé un réseau appelé Multi-level
Attention Fusion network (MAFnet). Le réseau est composé d’un module
d’attention sur les segments de temps et sur les modalités. Ce module donne
dynamiquement plus de poids aux segments de temps de chaque modalité
qui contiennent de l’information pertinente. Il inclut également la méthode de
conditionnement constitué d’une couche FiLM, introduite dans la contribution
précédente.
Les performances sont meilleures quand les données audio-visuelles sont fu-
sionnées plus tard, plus profondément dans le réseau. Cependant, il est im-
portant de ne pas traiter les données de façon indépendante et de permettre
aux modalités de s’influencer mutuellement. La couche FiLM est une tech-
nique de conditionnement mais d’autres méthodes peuvent être implémentées
pour créer des interactions entre les modalités visuelles et sonores.
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Interaction intra et inter-modalités. Avec la publication de la base de données
AVE, de plus en plus d’études ont souligné l’intérêt de l’interaction entre les
modalités pour la détection d’évènements audio-visuels.
En s’inspirant de ces travaux, nous avons proposé une nouvelle architecture de
réseau qui inclut plusieurs connexions entre les chemins visuel et sonore pour
coupler le traitement des deux modalités. Premièrement, le réseau modélise
les interactions intra et inter-modalités avec un mécanisme d’attention multi-
têtes (Multi-Head Attention (MHA))). Le MHA multimodal crée une sorte
d’alignement entre les deux modalités pour faciliter la détection d’évènement
qui est à la fois visible et audible. En effet, ce mécanisme trouve les seg-
ments visuels et sonores qui comprennent de l’information connexe. Ensuite,
le modèle apprend à utiliser les informations présentes dans le contexte tem-
porel de chaque segment via des LSTMs multimodaux. L’information peut
être spécifique à une modalité mais également multimodale.
L’attention multi-tête et le LSTM multimodal travaillent dans le domaine
temporel tandis que le conditionnement FiLM est appliqué au niveau des car-
actéristiques des modalités. Même si la modulation des caractéristiques est
une bonne stratégie, le conditionnement des modalités au niveau temporel est
meilleur. De plus, FiLM a le désavantage d’être long à entrâıner.
Classification et localisation d’évènements audio-visuels. Les deux réseaux
proposés durant la thèse permettent uniquement de classifier les évènements
mais pas de les localiser. Pour conclure cette thèse, nous avons donc adapté
les réseaux de neurones dans le but d’aborder le problème de localisation
en ajoutant une sortie supplémentaire aux modèles. Nous avons donc pro-
posé deux premiers réseaux de référence pour la classification et localisation
d’évènement audio-visuel basé sur l’apprentissage profond et ouvert la voie à
de nouvelles recherches.
Perspectives
Cette thèse apporte plusieurs améliorations pour l’utilisation conjointe des
données multimodales dans le contexte de la reconnaissance et de la locali-
sation d’évènement audio-visuels. Les nouvelles propositions sont basées sur
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des techniques de la littérature. Plusieurs approches ont été explorées mais
plusieurs pistes peuvent encore être considérées. Voici quelques exemples de
pistes qui pourraient être intéressantes:
• Annotation temporelle de la base de données. Actuellement, la
base de données ne comprend pas de localisation temporelle des évènements.
Un point fort supplémentaire pour la base serait de manuellement an-
noter chaque séquence avec le début et la fin dans le temps de chaque
évènement. Ceci permettrait d’aborder la problématique de détection
en plus de la classification et localisation.
Modèle de bout en bout. La publication de la base de données VG-
GSound [123] fournit assez d’exemples pour entrâıner des réseaux de
neurones profonds de manière bout-à-bout sans passer par une étape
indépendante d’extraction de caractéristiques. Cette base de données
permettrait donc de tester des architectures avec plus de connexions en-
tre les chemins visuel et sonore, même au niveau des premières couches
du réseau.
Faster RCNN. Même si SELDnet a de bons résultats, le réseau à
différents inconvénients suivant la formulation du problème de locali-
sation: il n’y a pas d’association claire entre l’évènement détecté et sa
localisation dans l’espace, l’impossibilité de détecter deux évènements
avec la même classe mais à des emplacements différents ou de détecter
deux évènements de différentes classes à la même place. En s’inspirant
des modèles de détection d’objets dans les images, Faster RCNN [149]
pourrait être adapté pour la détection et la localisation d’évènements
sonores. Le modèle pourrait proposer différentes régions temporelles
qui comprendraient possiblement un évènement. Ensuite, pour chaque
région d’intérêt, les caractéristiques correspondantes pourraient être ex-
traites pour classifier l’évènement, affiner la région temporelle et localiser
l’évènement dans la pièce. Ce modèle pourrait permettre un lien plus
clair entre chaque évènement et sa localisation dans la pièce. Ceci fa-
ciliterait l’analyse des résultats.
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Entrâınement avec des données simulées. L’entrâınement de réseaux
de neurones profonds nécessite une grande quantité de données et la
création de telles bases de données demande beaucoup de ressources.
Actuellement, différentes plates-formes de simulation, par exemple HoME
[251] ou AI2-THOR [252], permettent de créer des bases de données
simulées. Ces bases simulées permettraient d’entrâınement des modèles
complexes et ensuite de les adapter sur des bases de données réelles plus
petites, comme par exemple notre base.
Perception active. Actuellement, les réseaux proposés prennent toute
l’information visuelle disponible comme entrée du réseau (le flux des 4
caméras). Cependant, l’être humain est capable d’analyser une scène
grâce aux mouvements des yeux ou encore de la tête afin de se concen-
trer sur un objet à la fois. L’agent pourrait donc recevoir l’information
d’une seule caméra et suivant ce qu’il voit et entend, il pourrait décider
de légèrement modifier son point de vue. Si nous prenons l’exemple
de notre base de données, un évènement peut avoir lieu en dehors du
champ visuel de la webcam 1. L’agent aurait accès aux informations de
la caméra 1 et du réseau de microphones. Il pourrait déterminer sur base
de l’information sonore qu’un évènement a lieu hors de son champ visuel.
Il choisirait alors un autre point de vue (une autre webcam) pour pou-
voir voir l’évènement. Plus concrètement, la perception active pourrait
être implémentée en utilisant le mécanisme d’attention sur les modalités.
Chaque webcam serait présentée comme une modalité différente au lieu
de présenter les 4 flux vidéo comme une modalité unique. On pourrait
également imaginer utiliser un système plus ”temps réel” grâce à des
méthodes de renforcement et l’utilisation de fenêtre coulissante.
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ep number of ititerations
lr learning rate
bs batch size
n f number of filters in convolutional layers
k dimension of kernel in convolutional layers and pooling layers
mom momentum
n number of units in recurrent layers
TimeDist Time distributed layer (apply a layer to every temporal slice of an input)





Split unilabel: train:2178/test:484 / multilabel: train:2179/test:550
Loss cross-entropy (classification) + 50 × MSE (localization)
Optimizer Adam (ep:1000, lr:0.001, patience:100, bs:8)
SELDnet
FFT extractor sr: 44100Hz, win size:512, hop size:256, hamming window
CNN
Conv2D (n f: 64, k: 3 × 3)
BN (mom: 0.99)
ReLU
Max pooling (k: 1 × 8)
Conv2D (n f:64, k: 3 × 3)
BN (mom: 0.99)
ReLU
Max pooling (k: 1 × 8)
Conv2D (n f:64, k: 3 × 3)
BN (mom: 0.99)
ReLU






TimeDistributed FC (n h: 128)
TimeDistributed FC (n h: 11)
softmax OR sigmoid
output loc
TimeDistributed FC (n h: 128)
TimeDistributed FC (n h: 2 × 11)
linear
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B.2 Fusion and conditioning
Image/Sound feature extractor DenseNet201 [194]/Mel-band + CNN [240]
Split cross-test 6 folds (train:80/val:20/test:20)
Loss cross-entropy
Optimizer except MCB: SGD (ep:300, lr:0.001, patience:50, bs:10)
for MCB:SGD (ep:500, lr:0.005, patience:50, bs:10)







FC (n h:512) BN (mom:0.999) BN (mom:0.999)
BN (mom:0.999) ReLU ReLU
ReLU
sound
FC (n h:512) FC (n h:512)
FC (n h:10) BN (mom:0.999) BN (mom:0.999)
BN (mom:0.999) ReLU softmax
softmax
mult
concat OR + ORMCB
sound
FC (n h:512)
FC (n h:10) BN (mom:0.999)
BN (mom:0.999) ReLU





FiLM generator (γ, β) FC (n h:2 × 512)
Residual Block
Conv2D (n f:512, k: 1 × 1)
ReLU
Conv2D (n f:512, k: 3 × 3)
BN (mom:0.999)
γ x + β
ReLU
residual connection
output FC (n h: 10) - BN (mom:0.999) - softmax
174 Network details
B.3 Multi-level Attention Fusion network (MAFnet)
Image/Sound feature extractor DenseNet201 [194]/VGGish [240]
Split train:3268/val:390/test:394
Loss cross-entropy
Optimizer Adam (ep:300, lr:0.001, patience:50, bs:32)
MAFnet
image
FiLM generator (γ, β) FC (n h: 2 × 512)





Conv2D (n f:512, k: 1 × 1)
ReLU
Conv2D (n f:512, k: 3 × 3)
BN (mom:0.999)
γ x + β
ReLU
residual connection




FC (n h: 512)
Modality ReLU
and FC (n h: 1)
temporal softmax
attention score × segment
concat AND reduce sum
output FC (n h: 28) - BN (mom:0.999) - softmax
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B.4 Intra and inter modality interactions
Image/Sound feature extractor DenseNet201 [194]/VGGish [240]
Split train:3339/val:402/test:402
Loss cross-entropy
Optimizer Adam (ep:50, lr:0.001, bs:32)
Intra and inter-modality interaction + multimodal LSTM
image sound
TimeDist FC (n h: 2 × 512) TimeDist FC (n h: 2 × 512)
ReLU ReLU
intra-modality
MHA (n h:512, head:2) MHA (n h:512, head:2)
residual connection residual connection
Layer Norm Layer Norm
inter-modality




MHA (n h:512, head:2) MHA (n h:512, head:2)
residual connection residual connection
Layer Norm Layer Norm
inter-modality
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les Réseaux de Neurones Profonds”, Ph.D. dissertation, University of
Mons, 2018.
[11] E. Ennadifi, S. Laraba, D. Vincke, B. Mercatoris, and B. Gosselin,
“Wheat diseases classification and localization using convolutional neu-
ral networks and gradcam visualization”, in International Conference
on Intelligent Systems and Computer Vision (ISCV). IEEE, 2020, pp.
1–5.
[12] P. Kong, M. Mancas, N. Thuon, S. Kheang, and B. Gosselin, “Do deep-
learning saliency models really model saliency?” in IEEE International
Conference on Image Processing (ICIP). IEEE, 2018, pp. 2331–2335.
[13] A. Moreau, M. Mancas, and T. Dutoit, “Unsupervised depth prediction
from monocular sequences: Improving performances through instance
segmentation”, in Conference on Computer and Robot Vision (CRV).
IEEE, 2020, pp. 54–61.
[14] D. Yu and L. Deng, AUTOMATIC SPEECH RECOGNITION.
Springer, 2016.
[15] G. Pironkov, “Acoustic Modelling using Deep Neural Networks for Au-
tomatic Speech Recognition”, Ph.D. dissertation, University of Mons,
2017.
[16] U. Kamath, J. Liu, and J. Whitaker, Deep learning for NLP and speech
recognition. Springer, 2019, vol. 84.
[17] P. Koehn, Neural machine translation. Cambridge University Press,
2020.
[18] J.-B. Delbrouck, “Grounding and pragmatics for multimodal Human-
BIBLIOGRAPHY 181
Machine interaction”, Ph.D. dissertation, University of Mons, 2020.
[19] S. K. Zhou, H. Greenspan, and D. Shen, Deep learning for medical image
analysis. Academic Press, 2017.
[20] V. Delvigne, T. Dutoit, L. Ris, H. Wannous, and J. Vandenborre, “An
innovative neurofeedback for children with adhd using virtual reality
[abstract]”, in 4th HBP Student Conference on Interdisciplinary Brain
Research, 2020.
[21] F. Rosenblatt, “The perceptron: a probabilistic model for information
storage and organization in the brain.” Psychological review, vol. 65,
no. 6, p. 386, 1958.
[22] Y. Ning, S. He, Z. Wu, C. Xing, and L.-J. Zhang, “A review of deep
learning based speech synthesis”, Applied Sciences, vol. 9, no. 19, p.
4050, 2019.
[23] N. Tits, K. El Haddad, and T. Dutoit, “Neural speech synthesis with
style intensity interpolation: A perceptual analysis”, in ACM/IEEE In-
ternational Conference on Human-Robot Interaction, 2020, pp. 485–487.
[24] I. Goodfellow, Y. Bengio, and A. Courville, Deep Learning. MIT Press,
2016, http://www.deeplearningbook.org.
[25] X. Glorot, A. Bordes, and Y. Bengio, “Deep sparse rectifier neural net-
works”, in Proceedings of the fourteenth International Conference on
Artificial Intelligence and Statistics, 2011, pp. 315–323.
[26] B. Karlik and A. V. Olgac, “Performance analysis of various activation
functions in generalized MLP architectures of neural networks”, Inter-
national Journal of Artificial Intelligence and Expert Systems, vol. 1,
no. 4, pp. 111–122, 2011.
[27] J. Han and C. Moraga, “The influence of the sigmoid function parame-
ters on the speed of backpropagation learning”, in International Work-
182 BIBLIOGRAPHY
shop on Artificial Neural Networks. Springer, 1995, pp. 195–201.
[28] D. E. Rumelhart, G. E. Hinton, and R. J. Williams, “Learning repre-
sentations by back-propagating errors”, Nature, vol. 323, no. 6088, pp.
533–536, 1986.
[29] J. S. Bridle, “Training stochastic model recognition algorithms as net-
works can lead to maximum mutual information estimation of parame-
ters”, in Advances in Neural Information Processing Systems, 1990, pp.
211–217.
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“Sound event detection in multichannel audio using spatial and harmonic
features”, Detection and Classification of Acoustic Scenes and Events
(DCASE), 2016.
[132] J. Zhou, “Sound event detection in multichannel audio LSTM network”,
Detection and Classification of Acoustic Scenes and Events (DCASE),
2017.
[133] H.-G. Kim and J. Y. Kim, “Acoustic event detection in multichannel au-
dio using gated recurrent neural networks with high-resolution spectral
features”, ETRI Journal, vol. 39, no. 6, pp. 832–840, 2017.
[134] R. Lu, Z. Duan, and C. Zhang, “Multi-scale recurrent neural network for
sound event detection”, in IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP). IEEE, 2018, pp. 131–135.
[135] M. Valenti, D. Tonelli, F. Vesperini, E. Principi, and S. Squartini, “A
BIBLIOGRAPHY 195
neural network approach for sound event detection in real life audio”, in
25th European Signal Processing Conference (EUSIPCO). IEEE, 2017,
pp. 2754–2758.
[136] T. H. Vu and J.-C. Wang, “Acoustic scene and event recognition us-
ing recurrent neural networks”, Detection and Classification of Acoustic
Scenes and Events (DCASE), vol. 2016, 2016.
[137] G. Parascandolo, H. Huttunen, and T. Virtanen, “Recurrent neural net-
works for polyphonic sound event detection in real life recordings”, in
ICASSP. IEEE, 2016, pp. 6440–6444.
[138] R. Lu and Z. Duan, “Bidirectional GRU for sound event detection”,
Detection and Classification of Acoustic Scenes and Events (DCASE),
2017.
[139] E. Cakır, G. Parascandolo, T. Heittola, H. Huttunen, and T. Virtanen,
“Convolutional recurrent neural networks for polyphonic sound event
detection”, IEEE/ACM Transactions on Audio, Speech, and Language
Processing, vol. 25, no. 6, pp. 1291–1303, 2017.
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