In this paper we introduce a new method for locating shapes. The method is based on active shape model, and combining with mean shift to improve local search in the region around each landmark. Bringing new local descriptor and search strategy to active shape model search, mean shift can improve active shape model in both precision and speed.
INTRODUCTION
Locating shapes in medical images has been shown to be a powerful tool to aid the diagnosis of disease, especially cardiac-cerebral diseases, cancers, and bone and cartilage diseases. As a result, it is very important to locate shapes in medical images automatically and accurately in medical science, and has become a hot research area in computer science.
Active Shape Models (ASMs) was invented by Cootes et al. [1] . So far, the ASM algorithm is one of the most widely-used and well-developed algorithms to locate shapes. But ASM search, including local texture model and local search strategy, is relatively inefficient. It could make us get into situations where the local search is not precise, and even worse, the located shape deviates completely from the real shape after convergence.
Mean shift is a nonparametric method for mode seeking [2] based on kernel density estimation. The mean shift procedure starts from some points in feature space and iteratively follows an estimation of the density gradient until convergence. Thanks to the generalization of Cheng [3] and Comaniciu [4] [5] [6] , Using Mean-Shift to Improve Active Shape Model Search the mean shift algorithm has been extensively employed for clustering, image segmentation, and object tracking.
In this Paper, we propose an algorithm that can improve ASM search. The algorithm applies mean shift tracking algorithm in [6] to the search. In addition, we replace the original similarity measure with a new one for more precise search, and utilize Fast Gauss Transform (FGT) [7] to speed up the computation of the new similarity measure.
ACTIVE SHAPE MODEL SEARCH
In ASM, each iteration step consists of two sub-steps: (i) obtaining a new candidate shape by locating each landmark independently by template matching the local texture model around each landmark (ii) revising the candidate shape in accordance with a global statistical model which restricts the variation of shapes. The sub-steps repeat until convergence.
Local texture model uses template matching to locate an approximate position of landmark. In the classical ASM, a normalized gradient vector (also called profile) samples the image along a line (also called whisker) orthogonal to the shape contour at the landmark. While training, the mean vector g -and the covariance matrix S g of all profiles of the landmark in training set are calculated to build a local texture model for the landmark. While searching, the candidate landmark moves along the whisker to the position where the profile g has lowest Mahalanobis distance from g -:
The profile model, which is the local texture model of the classical ASM, (note: here a sentence is deleted) is insufficient to describe non-edge points such as pupil and nose tip. In addition, the local search strategy of the classical ASM, which is a kind of exhaustive search, is rather simple. Obviously there is plenty of room to improve both of them. Van Ginneken et al. [8] used the local model calculating from "locally orderless images" [9] to replace the profile vector, and employed a k-nearest-neighbors classifier instead of the exhaustive search as well. Chen et al. [10] had learned that the profile vector cannot locate correctly on high curvature landmarks, so they used a 2D texture model. Milborrow et al. [11] evaluated and analyzed a 2D texture model derived from 1D profile model, and improved matrix computation of the model.
Global statistical model is beyond the scope of this paper. Those who would like to learn about the model and have full knowledge of ASM could refer to [12, 13] .
MEAN SHIFT TRACKING
Mean shift tracking algorithm [6] , which uses a kind of kernel histogram to describe local texture, can be divided into three steps.
First, probability density functions (PDFs) of targetq u and candidate p u are calculated with kernel density estimation as follows (2) (3) where k is a kernel profile, h q and h q bandwidths of kernels, b quantization value of the pixel value at x i , C q and C q normalization constants, x 0 and y (note: "a" is deleted) center points of the target and the candidate respectively.
Second, the matching function is defined as the similarity measure between the PDFs of target and candidate using Bhattacharyya coefficient (4) and Taylor expansion can reduce (4) to the following form (5) where
Finally, target tracking problem can be solved by maximizing (5) to find the optimal candidate around the neighbourhood of previous target position y 0 , which is equal to an iterative mean shift procedure below (7) where g(x) = -k'(x). The iterative updating procedure repeats until the result is stable.
IMPROVED ACTIVE SHAPE MODEL
We apply mean shift tracking algorithm to ASM search with some improvements as follow.
First, some preprocessings are applied. As the profile model is able to describe edge points but not to non-edge points and the PDF model is just the reverse, the feature points in the candidate shape should be divided into the edge points and the non-edge points, and we could treat the two types of points respectively. Besides, the noise in image could affect the capability of local texture model for locating, so median filter should be applied to all images (note: "in training set and test set" is deleted) for denoising.
Second, both the local texture model and the local search strategy of the classical ASM are updated. A rectangle region around the landmark is sampled, and pixel values in the region constitute matrix g. During training, the mean matrix g -are calculated, and then the PDF of g -like (2) can be calculated. Actually, g -is served as the target (note: "in the improved ASM" is deleted). While searching, instead of traversing all pixels of the region, the PDF of candidate landmark like (3) is calculated and then a new local search strategy which is the iterative procedure like (7) can be applied with these two PDFs.
Finally, we analyze the computational complexity of these ASMs. The complexity of the classical ASM is , where k 1 is the number of iterations of ASM, m the number of landmarks, and n 1 the length of the profile, and that of the improved ASM is [6] , where k 2 is the mean number of iterations of mean shift procedures of all the landmarks, and n 2 the side length of the region, here we assume that the region is a square and the kernel bandwidth is near to the side length for simplicity. In real-time environment, the complexity of the improved ASM is satisfied. However, the similarity measures such as Bhattacharyya coefficient like (4) and KullbackLeibler divergence are not very discriminative [14] . To solve this problem, we apply a new similarity measure like (8) The computational complexity of the improved ASM with the new similarity measure is , which is too expensive to be used in real-time environment. But FGT can be applied to that version, so the complexity is reduced to [14] . Furthermore, we also could use random sampling method in candidate to reduce the complexity further [15] .
EXPERIMENTAL RESULTS
We tested the classical ASM and the improved ASM on BIOID face database. The local search trajectory of landmark on the nose tip using the improved ASM is showed in Figure 1 .
From the figure, we learn that the local search using mean shift can find the landmark on the nose tip within only 5 iteration although the initial candidate is far away from the nose tip. For the profile model of the classical ASM, it is impossible to locate so precisely, even if global statistical model help to pull candidate back to the correct position. In fact, the precisely located landmarks by mean shift can impose stronger limit on other candidate landmarks, so the iteration number of the improved ASM while reaching convergence is even less than the classical ASM. And then, 10-fold cross validation was applied to our experiment. The cross validation repeated ten times on the dataset, and the performance including the
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Using Mean-Shift to Improve Active Shape Model Search precision and speed are showed in figures. The precision was measured on RMSE of the error between landmarks annotated manually and automatically.
where x i is the ith coordinate of landmarks annotated manually, y i the ith coordinate of landmarks annotated automatically, m the number of landmarks. From Figure 2 and Figure 3 , we learn that both precision and speed of the improved ASM has been improved remarkably.
CONCLUSIONS
We have proposed an improved ASM in which mean shift tracking algorithm could be applied to the local search. The proposed algorithm uses a kernel and histogram based model to describe sufficiently the local texture (note: "sufficiently" is deleted), and uses mean shift iterative search to locate shape faster.
There is still much room for improvement of the ASM with mean shift in the future. One aspect is, more effective texture models and similarity measures could be applied to mean shift tracking in ASM search. The current texture model only uses the information of pixel values; the spatial information which benefits the convergence of mean shift iteration is ignored. Bhattacharyya coefficient would not be a good metric to measure as well. The other aspect is about the convergence of mean shift, which is still an open problem. As further in-depth analysis of mean shift is achieved, a much more powerful mean shift will emerge. 
