We consider random n × n matrices X with independent and centered entries and a general variance profile. We show that the spectral radius of X converges with very high probability to the square root of the spectral radius of the variance matrix of X when n tends to infinity. We also establish the optimal rate of convergence, that is a new result even for general i.i.d. matrices beyond the explicitly solvable Gaussian cases. The main ingredient is the proof of the local inhomogeneous circular law [5] at the spectral edge.
Introduction
Girko's celebrated circular law [22, 9] 1 asserts that the spectrum of an n × n random matrix X with centered, independent, identically distributed (i.i.d.) entries with variance E|x ij | 2 = 1/n converges, as n → ∞, to the unit disc with a uniform limiting density of eigenvalues. The cornerstone of the proof is the Hermitization formula (cf. (2.12) ) that connects eigenvalues of X to the eigenvalues of a family of Hermitian matrices (X − z) * (X − z) with a complex parameter z [22] . The circular law for i.i.d. entries with the minimal second moment condition was established by Tao and Vu [41] after several partial results [25, 32, 39] , see [12] for the extensive history and literature. We also refer to the recent circular law for very sparse matrices [36] .
The circular law establishes the weak limit of the empirical density of eigenvalues and thus it accounts for most but not all of them. In particular, it does not give information on the spectral radius (X) of X since the largest (in absolute value) eigenvalue may behave very differently than the bulk spectrum. In fact, such outliers do not exists but this requires a separate proof. The convergence of the spectral radius of X to 1, (X) → 1, almost surely as n → ∞, (1.1)
was proven by Bai and Yin in [10] under the fourth moment condition, E|n 1/2 x ij | 4 ≤ C, using Wigner's moment method. Under stronger conditions the upper bound in (1.1) was independently proven in [20] , see also [21, 31] . More recently in [11] the convergence (X) → 1 in probability was shown assuming only finite 2 + moment.
Precise information on the spectral radius is available only for the Ginibre ensemble, i.e. when x ij are Gaussian; in this case it is known [34, 35] that (X) ≈ 1 + γ n 4n + 1 √ 4nγ n ξ, γ n . . = log n 2π − 2 log log n, (1.2) where ξ is a Gumbel distributed random variable.
In this paper we drop the condition that the matrix elements are identically distributed and we study the spectral radius of X when the variances E|x ij | 2 have a non-trivial profile given by the matrix S = (E|x ij | 2 ) n i,j=1 . In our previous work [5] we showed that the spectral radius of X is arbitrarily close to the square root of the spectral radius of S . More precisely, for any fixed > 0 we have (S ) − ≤ (X) ≤ (S ) + (1.3)
with very high probability for large n. Motivated by (1.2) we expect that the precision of the approximation in (1.3) can be greatly improved and the difference between (X) and (S ) should not exceed n −1/2 by much. Indeed, our first main result proves that for any > 0 we have
(1.4) with very high probability for large n. Apart from the n factor this result is optimal considering (1.2). Note that (1.4) is new even for the i.i.d. case beyond Gaussian, i.e. there is no previous result on the speed of convergence in (1.1). We remark that, compared with the spectral radius, much more is known about the largest singular value of X since it is equivalent to the (square root of the) largest eigenvalue of the sample covariance matrix XX * . For the top eigenvalues of XX * precise limiting behavior (Tracy-Widom) is known if X has general i.i.d. matrix elements [33] , and even general diagonal population matrices are allowed [27] . Note, however, the largest singular value of X in the i.i.d. case converges to 2, i.e. it is very different from the spectral radius, indicating that X is far from being normal. We stress that understanding the spectral radius is a genuinely non-Hermitian problem hence in general it is much harder than studying the largest singular value.
While the largest singular value is very important for statistical applications, the spectral radius is relevant for time evolution of complex systems. More precisely, the spectral radius controls the eigenvalue with largest real part that plays an important role in understanding the long time behavior of large systems of linear ODE's with random coefficients appearing, among others, in neuroscience [30, 15] , with a rigorous analysis in [17] .
We now explain the key novelties of this paper, more details will be given in Section 2.1 after presenting the precise results in Section 2. The spectral radius of X is ultimately related to our second main result, the local law for X near the spectral edges, i.e. a description of the eigenvalue density on local scales but still above the eigenvalue spacing; in this case n −1/2 . As a byproduct, we also prove the optimal 1/n speed of convergence in the inhomogeneous circular law [5, 16] . Note that the limiting density has a discontinuity at the boundary of its support, the disk of radius (S ) [5, Prop. 2.4] , hence the typical eigenvalue spacing at the edge and in the bulk coincide, unlike for the Hermitian problems. The local law in the bulk for X with a general variance profile has been established in [5, Thm. 2 .5] on scale n −1/2+ and with optimal error bounds. This entails an optimal local law near zero for the Wigner-type Hermitian matrix H z . . = 0 X − z (X − z) * 0 appearing in Girko's formula. As long as z is in the bulk spectrum of X, the relevant spectral parameter 0 lies in the bulk spectrum of H z . Still, the local law for Wigner-type matrices [2] is not applicable since the flatness condition, that requires the variances of all matrix elements of H z be comparable, is violated by the large zero blocks in H z . In fact, the corresponding Dyson equation has an unstable direction due to the block symmetry of H z . The main achievement of [5] was to handle this instability.
When z is near the spectral edge of X, the density of H z develops a cusp singularity at 0. The optimal cusp local law for Wigner-type matrices with flatness condition was proven recently in [18] relying on (i) the improved fluctuation averaging mechanism and (ii) the deterministic analysis of the corresponding Dyson equation in [6] . Due to the cusp, the Dyson equation has a natural unstable direction and the corresponding non-Hermitian perturbation theory is governed by a cubic equation.
The Dyson equation corresponding to the matrix H z for z near the spectral edge of X exhibits both instabilities simultaneously. This leads to the main technical achievement of this paper: we prove an optimal local law in the cusp regime with the block instability. Most of the paper contains our refined analysis of the Dyson equation with two instabilities, a delicate synthesis of the methods developed in [5] and [6] . The necessary fluctuation averaging argument, however, turns out to be simpler than in [18] , the block symmetry here helps.
We remark that bulk and edge local laws for the i.i.d. case have been proven earlier [13, 14] with the optimal scale at the edge in [42] and later with improved moment assumptions in [24] ; see also [40] for similar results under three moment matching condition. However, these works did not provide the improved local law outside of the spectrum that is necessary to identify the spectral radius. The main difference is that the i.i.d. case results in an explicitly solvable scalar-valued Dyson equation, so the entire stability analysis boils down to analysing explicit formulas. The inhomogeneous variance profile S leads to a vector-valued Dyson equation with no explicit solution at hand; all stability properties must be obtained inherently from the equation itself. Furthermore, even in the i.i.d. case the local law for H z in [14, 42] was not optimal in the edge regime |z| ≈ 1 and the authors directly estimated only the specific error terms in Girko's formula. The optimality of our local law for H z at the edge is the main reason why the proof of the local circular law in Section 6 is very transparent.
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Main results
Let X = (x ij ) n i,j=1 ∈ C n×n be a matrix with independent, centered entries. Let S . . = (E|x ij | 2 ) n i,j=1 be the matrix collecting the variances of the entries of X. Furthermore, our main results will require a selection of the following assumptions.
(A2) The entries of X have bounded moments in the sense that, for each m ∈ N, there is µ m > 0 such that
for all i, j = 1, . . . , n.
(A3) Each entry of √ nX has a bounded density on C in the following sense. There are probability densities f ij : C → [0, ∞) such that
for all i, j = 1, . . . , n and all Borel sets B ⊂ C and these densities are bounded in the sense that there are α, β > 0 such that f ij ∈ L 1+α (C) and f ij 1+α ≤ n β for all i, j = 1, . . . , n.
In (A3) and in the following, d 2 z denotes the Lebesgue measure on C. The main results remain valid if X has all real entries, i.e. the density f ij of √ n x ij in (A3) is supported on R instead of C and we consider its L 1+α (R)-norm. In fact, the proofs are completely analogous. Hence, for simplicity, we only present the proofs in the complex case.
The following theorem, our first main result, provides a convergence result for the spectral radius of the random matrix X. For any matrix R ∈ C n×n , we write (R) for its spectral radius, i.e. (R) . . = max λ∈Spec(R) |λ|.
Theorem 2.1 (Spectral radius of X). Let X satisfy (A1) -(A3). Then, for each (small) ε > 0 and (large) D > 0, there is C ε,D > 0 such that
for all n ∈ N.
Here, the constant C ε,D depends only on s * , s * from (A1), the sequence (µ m ) m∈N from (A2) and α, β from (A3) in addition to ε and D. 
In particular, X does not have any eigenvalue of modulus bigger than (S )+n −1/2+ε with very high probability.
The next main result, Theorem 2.3 below, shows that the eigenvalue density of X is close to a deterministic density on all scales slightly above the typical eigenvalue spacing when n is large. We now prepare the definition of this deterministic density. For each η > 0 and z ∈ C, we denote by (v 1 , v 2 ) ∈ (0, ∞) n × (0, ∞) n the unique solution to the system of equations
Here, any scalar is identified with the vector in C n whose components agree all with the scalar. E.g. η is identified with (η, . . . , η) ∈ C n . Moreover, the ratio of two vectors in C n is defined componentwise. The existence and uniqueness of (v 1 , v 2 ) has been derived in [5, Lemma 2.2] from abstract existence and uniqueness results in [26] .
In the following, we consider v 1 = v 1 (z, η) and v 2 = v 2 (z, η) as functions of η > 0 and z ∈ C. For z ∈ C, we set
n , and ∆ z is the Laplacian with respect to z. In [5, Proposition 2.4], we showed that the right-hand side of (2.4) is well defined. Further properties of σ can also be found in [5, Proposition 2.4] . In order to analyze the eigenvalue density of X on local scales, we consider shifted and rescaled test functions as follows. For any function f : C → C, z 0 ∈ C and a > 0, we define
The eigenvalues of X are denoted by ζ 1 , . . . , ζ n . Now we are ready to state our second main result. The bulk regime (|z 0 | < 1) in Theorem 2.3 has already been proven in [5, Theorem 2.5] . Choosing a = 0 and z 0 = 0 in Theorem 2.3 amounts to the optimal 1/n speed of convergence in the inhomogeneous circular law.
Finally, we state a corollary of our result showing that all normalised eigenvectors u = (
with very high probability. Eigenvector delocalization under somewhat different conditions and with very different methods has already been established in [37] with recent refinements in [38, 28, 29] .
Corollary 2.4 (Eigenvector delocalization). Let X satisfy (A1) and (A2). Then, for each
Here, u denotes the Euclidean norm of u.
Outline of the proof
In this subsection, we outline a few central ideas of the proofs of Theorem 2.1 and Theorem 2.3. The spectrum of the n × n-matrix X can conveniently be studied by analysing the kernel of the 2n × 2n Hermitian matrices H z defined through
for z ∈ C. In fact, z is an eigenvalue of X if and only if the kernel of H z is nontrivial. All spectral properties of a Hermitian matrix can be obtained from its resolvent. In fact, in many cases, the resolvent of a Hermitian random matrix becomes deterministic when its size tends to infinity and the limit is the solution to the associated Matrix Dyson equation. In our setup, the Matrix Dyson equation (MDE) for the
Here, η > 0 and z ∈ C are parameters and iη, z andz are identified with the respective multiples of the n × n identity matrix. Moreover, we introduced the self-energy operator S : C 2n×2n → C 2n×2n given by
. The matrix on the right-hand side of (2.7) denotes a 2n × 2n diagonal matrix with the vector (S r 2 , S t r 1 ) ∈ C 2n on its diagonal. Two remarks about (2.6) and (2.7) are in order. In this paper we are interested exclusively in the kernel of H z . Otherwise iη on the right-hand side of (2.6) had to be replaced by E + iη for some E ∈ R (see [3, 19, 8] for the general MDE in the random matrix setup). We also remark that the self-energy operator S in (2.7) is chosen slightly differently compared to the choice of the self-energy operator for a Hermitian random matrix in [3, 19, 8] . Instead, we follow here the convention from [5] . For further details, see Remark 5.4 below.
First, we discuss Theorem 2.1. Suppose we already know that G is very well approximated by M . Owing to [5, Proposition 3.2] (see also Lemma 3.3 below), Im M (z, η) vanishes sufficiently fast for η ↓ 0 as long as |z| 2 ≥ (S )+n −1/2+ε . Then we can immediately conclude that the kernel of H z has to be trivial. Hence, any eigenvalue of X has modulus smaller than (S ) + n −1/2+ε . Similarly, under the condition |z| 2 < (S ) − n −1/2+ε , the imaginary part Im M (z, η) is big enough as η ↓ 0 due to [5, Proposition 3.2 ]. This will imply that H z has a nontrivial kernel and, hence, X has an eigenvalue close to z, thus completing the proof of (2.2) .
Therefore, what remains is to prove a local law for H z , i.e. that G is very well approximated by M . The resolvent G satisfies a perturbed version of the MDE (2.6), 8) for all η > 0 and z ∈ C. Here, we defined
G which will be shown to be small in Section 5 below. Consequently, we will consider (2.8) as a perturbed version of the MDE, (2.6) and study its stability properties under small perturbations to conclude that G is close to M . A simple computation starting from (2.6) and (2.8) yields the stability equation associated to the MDE,
Here, B : C 2n×2n → C 2n×2n is the linear stability operator of the MDE, given explicitly by
for any R ∈ C 2n×2n . The stability equation (2.9) is viewed as a general quadratic equation of the form
for the unknown matrix Y (= G − M ) in the regime where X(= M D) is small 3 . Here, B is a linear map and A is a bilinear map on the space of matrices. This problem would be easily solved by a standard implicit function theorem if B had a stable (i.e. bounded) inverse; this is the case in the bulk regime. When B has unstable directions, i.e. eigenvectors corresponding to eigenvalues very close to zero, then these directions need to be handled separately.
The linear stability operator (2.10) for Wigner-type matrices with a flat variance matrix in the edge or cusp regime gives rise to one unstable direction B with B[B] ≈ 0. In this case, the solution is, to leading order, parallel to the unstable direction B, hence it can be written as Y = ΘB + error with some complex scalar coefficient Θ, determining the leading behavior of Y . For such Y the linear term in (2.11) becomes lower order and the quadratic term as well as the error term in Y play an important role. Systematically expanding Y up to higher orders in the small parameter X 1, we arrive at an approximate cubic equation for Θ of the form c 3 Θ 3 + c 2 Θ 2 + c 1 Θ = small, with very precisely computed coefficients. The full derivation of this cubic equation is given in [18, Lemma A.1] . In the bulk regime |c 1 | ∼ 1, hence the equation is practically linear. In the regime where the density vanishes, we have c 1 ≈ 0, hence higher order terms become relevant. At the edge we have |c 2 | ∼ 1, so we have a quadratic equation, while in the cusp regime c 2 ≈ 0, but |c 3 | ∼ 1, so we have a cubic equation. It turns out that under the flatness condition no other cases are possible, i.e. |c 1 |+|c 2 |+|c 3 | ∼ 1. This trichotomic structural property of the underlying cubic equation was first discovered in [1] , developed further in [6] , and played an essential role in proving cusp local laws for Wigner-type matrices in [2, 18] .
In our current situation, lacking flatness for H z , a second unstable direction of B is present due to the specific block structure of the matrix H z which creates a major complication. We denote the unstable directions of B by B and B * . One of them, B, is the relevant one and it behaves very similarly to the one present in [8, 6, 18] . The novel unstable direction B * originates from the specific block structure of H z and S in (2.5) and (2.7), respectively, and is related to the unstable direction in [5] . We need to treat both unstable directions separately. In a generic situation, the solution to (2.11) would be of the form Y = ΘB + Θ * B * + error, where the complex scalars Θ and Θ * satisfy a system of coupled cubic equations that is hard to analyse. Fortunately, for our applications, we have an additional input, namely we know that there is a matrix, concretely E − , such that Y = G − M is orthogonal to E − , while B * is far from being orthogonal to E − (see (2.14) below for the definition of E − and (5.9) and (3.12) for the orthogonality to G and M , respectively). The existence of such matrix and a certain non-degeneracy of the two unstable directions guarantee that Θ * is negligible and Y is still essentially parallel to one unstable direction, Y = ΘB + error. Hence, we still need to analyse a single cubic equation for Θ, albeit its coefficients, given in terms of B, B * , M , D, B and S, see Lemma A.1 for their precise form, are much more complicated than those in [6, 18] .
Summarizing, to understand the relationship between G − M and D from (2.9) requires an analysis of the small eigenvalues of B in the regime, where |z| 2 is close to (S ) and η is small. This analysis is based on viewing the non-normal operator B as a perturbation around an operator of the form 1 − CF, where C is unitary and F is Hermitian. The unperturbed operator, 1 − CF, is also non-normal but simpler to analyze compared to B. In fact, 1 − CF has a single small eigenvalue and this eigenvalue has (algebraic and geometric) multiplicity two and we can construct appropriate eigendirections. A very fine perturbative argument reveals that after perturbation these two eigendirections will be associated to two different (small) eigenvalues β and β * . The distance between them is controlled from below which allows us to follow the perturbation of the eigendirections as well. Precise perturbative expansions of B and B * around the corresponding eigenvectors of 1 − CF and a careful use of the specific structure of S in (2.7) reveal that, up to a small error term, B is orthogonal to E − while B * is far from orthogonal to E − .
Moreover, we have to show that M D in (2.9) is sufficiently small in the unstable direction B to compensate for the blow-up of B −1 originating from the relevant small eigenvalue β. To that end, we need to adjust the cusp fluctuation averaging mechanism discovered in [18] to the current setup which will be done in Subsection 5.2 below. This part also uses the specific block structure of H z in (2.5). We can, thus, conclude that G − M is small due to (2.9) which completes the sketch of the proof of Theorem 2.1.
The proof of Theorem 2.3 also follows from the local law for H z since the observable of the eigenvalues of X is related to the resolvent G while the integral over f z0,a σ is related to M . Indeed, [5, Eq.'s (2.10), (2.13) and (2.14)] imply that
The first identity in (2.12) is known as Girko's Hermitization formula, the second identity (after a regularization of the η-integral at infinity) was first used in [40] . On the other hand, since the imaginary part of the diagonal of M coincides with the solution (v 1 , v 2 ) of (2.3) (see (3.6) below), the definition of σ in (2.4) yields
Therefore, Theorem 2.3 also follows once the closeness of G and M has been established as explained above.
Notations and conventions
In this section, we collect some notations and conventions used throughout the paper. We set [k] . . = {1, . . . , k} ⊂ N for any k ∈ N. For z ∈ C and r > 0, we define the disk D r (z) in C of radius r centered at z through D r (z) . . = {w ∈ C : |z − w| < r}. We use d 2 z to denote integration with respect to the Lebesgue measure on C.
We now introduce some notation used for vectors, matrices and linear maps on matrices. Vectors in C 2n are denoted by boldfaced small Latin letters like x, y etc.
, we consider the normalized Euclidean scalar product x , y and the induced normalized Euclidean norm x defined by x , y = (2n)
x a y a ,
Functions of vectors such as roots, powers or inverse and operations such as products of vectors are understood entrywise. Matrices in C 2n×2n are usually denoted by capitalized Latin letters. We especially use G, H, J, M , R, S and T . For a matrix R ∈ C 2n×2n , we introduce the real part Re R and the imaginary part Im R defined through
We have R = Re R + iIm R for all R ∈ C 2n×2n . On C 2n×2n , we consider the normalized trace · and the normalized Hilbert-Schmidt scalar product · , · defined by
The norm on C 2n×2n induced by the normalized Hilbert-Schmidt scalar product is denoted by · 2 , i.e. V 2 . . = V * V 1/2 for any V ∈ C 2n×2n . Note that the subspaces M d and M o are orthogonal. Moreover, for V ∈ C 2n×2n , we write V for the operator norm of V induced by the normalized Euclidean norm · on C 2n . We use capitalized calligraphic letters like S, B and T to denote linear maps on C 2n×2n . In particular, for A, B ∈ C 2n×2n , we define the linear map C A,B :
. This map satisfies the identities C * A,B = C A * ,B * and C
−1
A,B = C A −1 ,B −1 , where the second identity requires the matrices A and B to be invertible. For a linear map T on C 2n×2n , we consider several norms. We denote by T the operator norm of T induced by · on C 2n×2n . Moreover, T 2→2 denotes the operator norm of T induced by · 2 on C 2n×2n . We write T 2→ · for the operator norm of T when the domain is equipped with · 2 and the target is equipped with · . In order to simplify the notation in numerous computations, we use the following conventions. In vectorvalued relations, we identify a scalar with the vector whose components all agree with this scalar. Moreover, we use the block matrix notation a b c d (2.13) exclusively for 2n × 2n-matrices. Here, each block is of size n × n. If a, b, c or d are vectors (or scalars) then with a slight abuse of notations they are identified with the diagonal n × n matrices with a, b, c or d, respectively, on the diagonal (or the respective multiple of the n × n identity matrix). Furthermore, we introduce the 2n × 2n matrices E + and E − given in the block matrix notation of (2.13) by
We remark that E + coincides with the identity matrix in C 2n×2n . In our argument, the following sets of 2n×2n-matrices appear frequently. The diagonal matrices M d ⊂ C 2n×2n and the off-diagonal matrices M o ⊂ C 2n×2n are defined through
In each section of this paper, we will specify a set of model parameters which are basic parameters of our model, e.g. s * and s * in (2.1). All of our estimates will hold uniformly for all models that satisfy our assumptions with the same model parameters. For f, g ∈ [0, ∞), the comparison relation f g is true if f ≤ Cg for some constant C > 0 that depends only on model parameters. We also write f g if g f and f ∼ g if f g and f g. If f (i) and g(i) depend on a further parameter i ∈ I and f (i) ≤ Cg(i) for all i ∈ I then we say f g uniformly for i ∈ I. We use the same notation for nonnegative vectors and positive semidefinite matrices. Here,
2n , the comparison relation x y means x a y a uniformly for all a ∈ [2n], i.e. the implicit constant can be chosen independently of a. For positive semidefinite matrices
Analysis of the Matrix Dyson equation
In this section, we study the linear stability of the MDE, (2.6). According to the quadratic stability equation, (2.9), associated to the MDE the linear stability is governed by the behaviour of the stability operator B . . = 1 − C M S (compare (2.10)). The main result of this section, Proposition 3.1 below, provides a complete understanding of the small, in absolute value, eigenvalues of B in the regime when ρ = ρ(z, η) is small. Here, ρ = ρ(z, η) is defined through
for η > 0 and z ∈ C, where M is the solution to (2.6). For the small eigenvalues and their associated eigenvectors, very precise expansions in terms of M are derived in Proposition 3.1. We warn the reader that ρ should not be confused with the spectral radii (X) and (S ) used in Section 2. The function ρ is the harmonic extension of the self-consistent density of states of H z (see e.g. [8, Eq. (2) ] for the definition of the self-consistent density of states).
In the remainder of the present section, we assume η ∈ (0, 1] and z ∈ D τ (0) for some fixed τ > 1. In this section, the comparison relation introduced in Section 2.2 is understood with respect to the model parameters {s * , s * , τ }. We recall that s * and s * constituted the bounds on the entries of S in (2.1).
The following proposition is the main result of the present section. 
Furthermore, B has left and right eigenvectors B * , B and B * , B corresponding to β * and β, respectively, i.e.,
which satisfy
For fixed z, the eigenvalues β and β * as well as the eigenvectors B, B * , B and B * are continuous functions of η as long as ρ + η/ρ ≤ ρ * . We also have the expansions
where
Moreover, the resolvent of B is bounded on the spectral subspace complementary to β and β * . That is, if Q is the spectral projection of B associated to Spec(B) \ {β, β * } then
We now make a few remarks about Proposition 3.1. First, owing to Lemma 3.3 below (also note (3.9) below), the condition ρ + η/ρ ≤ ρ * with ρ * ∼ 1 is satisfied if ||z| 2 − (S )| ≤ δ and η ∈ (0, δ] for some (small) δ ∼ 1. Secondly, we note that B, B * , etc. are called eigenvectors despite that they are in fact matrices in C 2n×2n . Finally, the second term on the right-hand side of (3.3a) is of order ρ, hence it is subleading compared to the first term ρ
We now explain the relation between the solution M to the MDE, (2.6), and the solution (
where (v 1 , v 2 ) is the unique solution of (2.3) and u is defined through
Note that u ∈ (0, ∞) n . We remark that (3.6) is the unique solution to (2.6) with the side condition that Im M is a positive definite matrix. The existence and uniqueness of such M follows from [26] .
Throughout this section, the special structure of M as presented in (3.6) will play an important role. As a first instance, we see that the representation of M in (3.6) implies
Therefore, Im M ∈ M d and Re M ∈ M o . This is an important ingredient in the proof of the following corollary.
where B is the right eigenvector of B from Proposition 3.1.
Proof. The expansion of B in (3.3a) yields
We now conclude (3.8) by showing that the first two terms on the right-hand side vanish. The identity (3.12)
Taking the imaginary part of (2.6) thus yields Im
This completes the proof of (3.8).
Preliminaries
The MDE, (2.6), and its solution have a special scaling when S and, hence, S , are rescaled by
is the solution to (2.6) with positive definite imaginary part
with positive imaginary part. The same rescaling yields the positive solution of (2.3) when S is replaced by λS (see the explanations around (3.7) in [5] ). Therefore, by a simple rescaling, we can assume that the spectral radius is one, (S ) = 1. (3.9)
In the remainder of the paper, we will always assume (3.9).
Balanced polar decomposition of M We first introduce a polar decomposition of M that will yield a useful factorization of B which is the basis of its spectral analysis. To that end, we define
where roots and powers of vectors are taken entrywise. Starting from these definitions, an easy computation shows that M admits the following balanced polar decomposition
Such polar decomposition for the solution of the Dyson equation was introduced in [3] .
The following lemma collects a few basic properties of M , ρ, U and Q, mostly borrowed from [5] .
Lemma 3.3 (Basic properties of M , ρ, U and Q). (i) Let
. We have
(ii) Uniformly for all η ∈ (0, 1] and z ∈ D τ (0), ρ satisfies the scaling relations
for the matrices U , Q and M , we have the estimates
and for the entries of M , we have
Proof. First, we remark that |z| 2 was denoted by τ in [5] . The identity in (3.12) follows from [5, Eq. (3.8) ]. Obviously, (3.10) and
From [5, Eq. (3.10), (3.11)], we conclude that v 1 , v 2 and Im M scale as the right-hand side of (3.13). Hence, (3.13) follows from the definition of ρ in (3.1). Consequently, v 1 ∼ ρ ∼ v 2 . Owing to [5, Eq. (3.26)], we have u ∼ 1 uniformly for all z ∈ D τ (0) and η ∈ (0, 1]. Thus, v 1 ∼ ρ ∼ v 2 yields the first two scaling relations in (3.14). As U is unitary we have U = 1. Thus, (3.11) and the first two scaling relations in (3.14) imply the last bound in (3.14).
For fixed z ∈ C, the matrix M is an analytic, hence, continuous function of η. Thus, ρ, v 1 and v 2 are continuous functions of η. Consequently, as v 1 , v 2 , u > 0, the matrices U and Q are also continuous in η. This completes the proof of Lemma 3.3.
Factorization of B We now present a factorization of B which will be the basis of our spectral analysis of B as a linear map on the Hilbert space (C 2n×2n , · , · ). From (3.11), we easily obtain
where we introduced the positivity-preserving and Hermitian operator F on C 2n×2n defined by
Owing to (3.16) and Q ∼ 1 by (3.14), the spectral properties of B stated in Proposition 3.1 can be obtained by analysing 1 − C U F. If ρ is small then U is well approximated by P defined through
Therefore, we will first analyse the operators F and C P F. The proof of Proposition 3.1 will then follow by perturbation theory since (3.19) implies
Commutation relations
Lemma 3.4 (Commutation relations of E − with M , Q, U and P ). We have
Proof. The identities in (3.21a) follow by a simple computation starting from (3.6). Owing to Q ∈ M d we immediately obtain (3.21b). The relations in (3.21c) are a direct consequence of (3.21a) and (3.21b). The matrix representation of P in (3.18) directly implies (3.21d).
Spectral properties of F

Lemma 3.5 (Spectral properties of F).
For all η ∈ (0, 1] and z ∈ D τ (0), the following holds.
(ii) The top eigenvalue F 2→2 of F is simple and satisfies
There is a unique positive definite eigenvector F with
(iv) The eigenvalue − F 2→2 of F is also simple and E − F is an eigenvector corresponding to it.
(v) There are ρ * ∼ 1 and ϑ ∼ 1 such that η/ρ ≤ ρ * implies
Before the proof of Lemma 3.5, we introduce F U defined through
The importance of F U originates from the approximate eigenvector relation
which is a consequence of the MDE, (2.6). Indeed, (2.6) and (3.
. Dividing the imaginary part of this identity by ρ yields (3.25). Moreover, from (3.14), we directly deduce that
. This completes the proof of (i) due to (3.21b).
Since ran F ⊂ M d , the restriction F| M d contains all spectral properties of F (apart from information about the possible eigenvalue 0). The restriction F| M d is given by
for r 1 , r 2 ∈ C n , where we introduced the n × n-matrix F defined by
for r ∈ C n . Hence, in the standard basis of M d ∼ = C 2n , the restriction F| M d is represented by the 2n × 2n matrix
which was introduced in [5, Eq. (3.27b)] and analyzed in [5, Lemma 3.4] . The last result directly imply the simplicity of the eigenvalue F 2→2 , the existence of F and F ∈ M d . Owing to the second relation in (3.22) , E − F is an eigenvector of F associated to − F 2→2 . For the proof of (ii), we apply F , · to (3.25) and obtain
Here, we used the positive definiteness of F , Q ∼ 1 by (3.14) and F U ∼ 1 by (3.26) in the second step.
In [4, Lemma 3.5] , the analogue of (v) for F| M d was proven by applying [4, Lemma 3.3] to F . Using the notation of [4, Lemma 3.3], we have L = 2 due to (2.1), r + ∼ r − ∼ 1 due to (3.14) and λ ∼ 1 due to (ii) if η/ρ ≤ ρ * and ρ * ∼ 1 is chosen sufficiently small. Hence, the bound in (v) for R ∈ M d follows from [4, Lemma 3.3] . Since F vanishes on the orthogonal complement of M d , this completes the proof of Lemma 3.5.
Spectral properties of C P F and C U F
For brevity we introduce the following shorthand notations for the operators in the following lemma. We define
In the following lemma, we prove some resolvent bounds for these operators and show that they have at most two small eigenvalues.
Lemma 3.6 (Resolvent bounds, number of small eigenvalues).
There are (small) ρ * ∼ 1 and ε ∼ 1 such that for all z ∈ D τ (0) and η > 0 satisfying ρ + η/ρ ≤ ρ * and, for all T ∈ {K, L}, the following holds.
(ii) The spectral projection P T of T , defined by
satisfies rank P T = 2. Moreover, for Q T . . = 1 − P T , we have 
Proof. From (2.1), we deduce that S[R]
R for all positive semidefinite matrices R ∈ C 2n×2n . Thus, [6, Lemma B.2(i)] implies that S 2→ · 1. Therefore, for all T ∈ {K, L}, we have 1 − T 2→ · 1 due to Q ∼ 1 and U = 1 by Lemma 3.3. Hence, owing to [6, Lemma B.2(ii)] and |ω − 1| 1, it suffices to find ε ∼ 1 such that
(ii) the rank of P T equals 2, i.e., rank P T = 2 for T ∈ {K, L}. Both claims for T = K will follow from the corresponding statements for T = 1 − (C P F) 2 which we now establish by interpolating between 1 − F 2 and 1 − (C P F) 2 . If T = 1 − F 2 then both assertions follow from Lemma 3.5. Moreover, a simple perturbation argument using Lemma 3.5 shows that
where F is the eigenvector of F introduced in Lemma 3.5 (cf. the proof of [5, Lemma 3.5] for a similar argument). In order to interpolate between 1 − F 2 and 1 − (C P F) 2 we use the following flow. For any t ∈ [0, 1], we define
We now show (3.31) for T = T t uniformly for all t ∈ [0, 1]. To that end, we verify that (T t − ω)[R] 2 1 uniformly for R ∈ C 2n×2n satisfying R 2 = 1. If |ω| ≥ 3 then this follows from V t 2→2 ≤ F 2→2 ≤ 1 by (3.23). Let |ω| ≤ 3 and R ∈ C 2n×2n satisfy R 2 = 1. We have the orthogonal decomposition R = α + F + α − E − F + R ⊥ , where R ⊥ ⊥ E ± F (recall E + = 1 from (2.14)), and estimate
We now explain how (3.33) is obtained. The identity in (3.33) follows from
) and (3.22) . The lower bound in (3.33) is a consequence of
where, in the first step, we used V t 2→2 ≤ 1 and
In the second step, we employed F 2→2 ≤ 1 and |1 − ω| ≥ 1 − 2ε. This shows (3.33) which implies (3.31) for T = T t if ε ∼ 1 and ρ * ∼ 1 are chosen sufficiently small. A similar but simpler argument to the proof of (3.33) shows that (K − ω)[R] 2 1 uniformly for all R ∈ C 2n×2n satisfying R 2 = 1. This implies (3.31) for T = K. Owing to Lemma 3.3 (iii) and F = C Q SC Q (cf. (3.17) ), K and L are continuous functions of η. Hence, the contour integral representation of P T in (3.29) implies (iii).
What remains in order to complete the proof of Lemma 3.6 for T = K is showing rank P K = 2. The bound in (3.31) with T = T t implies that P Tt is well defined for all t ∈ [0, 1]. Moreover, the map t → rank P Tt is continuous and, hence, constant as a continuous, integer-valued map. Therefore,
where we used in the last step that T 0 = 1 − F 2 and Lemma 3.5 (ii), (iv) and (v). Since Spec(
2 ) the identity rank P T1 = 2 from (3.34) implies rank P K ≤ 2. The following lemma provides the corresponding lower bound. Proof. Owing to (3.34) , the definition of T 1 and Spec(C P F) ⊂ Spec((C P F)
2 ), Spec(K)∩D ε (0) contains (counted with algebraic multiplicity) at most two eigenvalues of K. We will now show that it contains one eigenvalue of (algebraic and geometric) multiplicity two. As ran C P F ⊂ M d it suffices to study the corresponding eigenvalue problem on M d . Let r 1 , r 2 ∈ C n be vectors. We apply C P F to the diagonal matrix R = diag(r 1 , r 2 ) ∈ M d and obtain 35) where F denotes the n×n-matrix defined in (3.27) in the proof of Lemma 3.5. The spectral radii of the matrix F and its transpose F t agree. We denote this common spectral radius by 1 − κ. Since C P F 2→2 = F 2→2 < 1 by Lemma 3.5 we have κ > 0. The entries of the matrices F and F t are strictly positive. Hence, by the Perron-Frobenius theorem, there are r 1 , r 2 ∈ (0, ∞) n such that (3.22) and (3.21d). Therefore, Spec(K) ∩ D ε (0) = {κ} and R and E − R span the eigenspace of K associated to κ. Since K and P K are continuous functions of η, the eigenvalue κ = Tr(KP K )/2 is also continuous with respect to η. This completes the proof of Lemma 3.7.
We deduce rank P K = 2 from (3.34), Spec(C P F) ⊂ Spec((C P F)
2 ) and Lemma 3.7. This completes the proof of Lemma 3.6 for T = K.
Owing to (3.20) , we have L − K 2→2 ρ. Hence, possibly shrinking ε ∼ 1 and ρ * ∼ 1 and a simple perturbation theory argument show the estimates in (i) and (3.30) for T = L. Moreover, viewing L as perturbation of K and using rank P K = 2 yield rank P L = 2 for sufficiently small ρ * ∼ 1. This completes the proof of Lemma 3.6.
Using the spectral properties of K established in Lemma 3.6, we show in the following lemma that E ± F U are approximate eigenvectors of K associated to its small eigenvalue κ from Lemma 3.7. 
Lemma 3.8 (Eigenvectors of K associated to κ). Let ε and ρ * be chosen as in Lemma 3.6 as well as
They are elements of M d , continuous functions of η for fixed z ∈ D τ (0) and satisfy (iii) The projections P K and P * K have the representation
In particular, ran
For the proof, we note that the definition of F U in (3.24), (3.11) and the definition of ρ in (3.1) imply
Proof. We start the proof of (i) by remarking that the eigenspace of K associated to κ is contained in
This proves the expansion of K + in (3.36) . For the proof of the expansion of K + , we use
. Then the expansion of K + follows similarly as the one of K + . The continuity of F U = ρ −1 Im U due to Lemma 3.3 (iii) and the continuity of P K and P * K due to Lemma 3.6 (iii) imply that K + and K + are also continuous.
The relation in (3.37) follows directly from (3.36) since
For the proof of (3.38), we deduce from (3.36) and
where we used (3.25) and (3.39) . Therefore, we obtain (3.38) due to (3.37).
We now prove (ii). As in the proof of (i), we see that E − K + and E − K + are right and left eigenvectors of K corresponding to κ as well. For sufficiently small ρ * ∼ 1 and η/ρ ≤ ρ * , K + and K + are strictly positive definite. Hence, K − and K − are linearly independent of K + and K + , respectively. Part (iii) follows directly from Lemma 3.6, Lemma 3.7 and Lemma 3.8 (i), (ii). This completes the proof of Lemma 3.8.
Eigenvalues of L in D ε (0)
In this section, we study the small eigenvalues of L as perturbations of the small eigenvalue κ of K (see Lemma 3.7).
consists of two eigenvalues β and β * . Each of these eigenvalues has algebraic and geometric multiplicity one. Moreover, they satisfy |β * | < |β| and
Furthermore, β and β * are continuous functions of η for fixed z ∈ D τ (0).
We remark that the eigenvalues of L are denoted by β and β * since the spectra of L and B agree. Indeed, B and L are related through the similarity transform B = C Q LC −1 Q due to (3.16) . To lighten the notation in the following, we denote the difference between L and K by
Proof. We decompose L according to the splitting P K + Q K = 1, i.e. we write
More precisely, by (3.42) we mean that we consider the (not necessarily orthogonal) decomposition C 2n = ran P K + ran Q K into two complementary subspaces and the operators in the right-hand side of (3.42) act among the appropriate subspaces in this decomposition, e.g. Q K LP K is a linear operator from ran
where ε was chosen as in Lemma 3.6. To see this, we use the identity
and I being the identity map on ran Q K and notice that A (viewed as a map on ran Q K ) is invertible by Lemma 3.6, in fact
where we used L−K ρ by (3.20) and Q K ≤ 1+ P K 1 by (3.30). Therefore I + A −1 B is also invertible if ρ is sufficiently small, yielding the invertibility of
Moreover, we use (3.42) and Schur's determinant identity to compute the determinant of L − ω and obtain
Since the first determinant on the right-hand side is not zero for |ω| ≤ ε, the small eigenvalues of L are exactly those ω's for which the second determinant vanishes. Note that this is a 2 × 2 determinant since ran P K is two dimensional. Now we write this determinant in a convenient basis. In the basis (K + , K − ) of ran P K (cf. Lemma 3.8), we have
where we introduce the 2 × 2-matrix Λ defined through
The following lemma which will be shown in Subsection 3.5 provides a precise expansion of Λ in the small ρ regime.
Lemma 3.10 (Expansion of Λ).
For Λ defined in (3.47), we have the expansion
Lemma 3.10 and (3.46) imply
What remains in order to compute the 2 × 2-determinant in (3.45) is estimating P K LQ K and Q K LP K . To that end we use the following lemma which will be proven in Subsection 3.5 below.
Lemma 3.11 (Expansion of
. Let D be defined as in (3.41) . Let K ± and K ± be the eigenvectors of K introduced in Lemma 3.8. Then we have
As
where the last steps follow from Lemma 3.11 and (3.30).
Therefore, we combine (3.44), (3.48), (3.49a) and (3.49b), use η ρ and obtain
with respect to the basis vectors K + and K − .
We now analyse the small eigenvalues of L. We have seen after (3.45) that, for any |ω| ≤ ε, we have det(L − ω) = 0 if and only if
Owing to (3.50), the latter relation is equivalent to 
where δ . . = sup i,j |δ ij |. As κ, ρ, γ and δ ij are continuous in η (the continuity of δ ij follows from the continuity of P K and L), ω ± are continuous in η. Since δ = O(ρ 3 + ηρ) and ρ η, that is
Clearly, ω + and ω − are different from each other if ρ + η/ρ ≤ ρ * and ρ * ∼ 1 is chosen small enough. Hence, ω + and ω − are two small eigenvalues of L. Lemma 3.6 implies that L possesses at most two small eigenvalues, thus we have fully described the spectrum of L close to zero.
Eigenvectors of L and proof of Proposition 3.1
By Lemma 3.9, there are two eigenvalues of L in D ε (0). The following lemma relates the corresponding eigenvectors to F U via the eigenvectors of K from Lemma 3.8. The eigenvectors of L will be perturbations of those of K. The main mechanism is that the two small eigenvalues of L are sufficiently separated, |β − β * | ∼ ρ 2 (cf. (3.40) ). We will use that this separation is much larger than ρ 3 + ηρ, the effect of the perturbation D between the unperturbed spectral subspaces ran P K and ran Q K (see (3.56) below). Hence, regular perturbation theory applies.
Owing to B = C Q LC 
Before the proof of Lemma 3.12, we first conclude Proposition 3.1 from Lemma 3.6, Lemma 3.9 and Lemma 3.12.
Proof of Proposition 3.1. We choose ε ∼ 1 as in Lemma 3.9 and ρ * ∼ 1 as in Lemma 3.12. Since B = C Q LC 
. Therefore, the expansions of β and β * in Lemma 3.9, the expansion of κ in (3.38), F 2 U ∼ 1 due to (3.26) and (3.53) yield (3.4a) and (3.4b). The balanced polar decomposition, (3.11) , the definition of (3.24) and Im U = −Im U * = −Im U −1 yield that
, the expansions in (3.3), thus, follow from Lemma 3.12, (3.54) and Q ∼ 1 in (3.14). Moreover, the continuity of Q, Q −1 and the eigenvectors of L from Lemma 3.12 yield the continuity of the eigenvectors of B.
The identity
Hence, the bounds in (3.5) follow from (3.30) in Lemma 3.6. This completes the proof of Proposition 3.1.
The remainder of this subsection is devoted to the proof of Lemma 3.12.
Proof of Lemma 3.12. We fix λ ∈ {β, β * }. Since β and β * have multiplicity one and together with L they are continuous functions of η due to Lemma 3.9 and Lemma 3.3 (iii), respectively, we find an eigenvector L of L associated to λ such that L is a continuous function of η and L ∼ 1.
We apply
We express (3.55) in the basis (K + , K − ) of ran P K (cf. Lemma 3.8 (iii)). We use that P K DP K = Λ in this basis, where Λ is defined as in (3.47), and decompose 
In order to compute γ + and γ − , we now distinguish the two cases λ = β and λ = β * and apply Lemma 3.9 to estimate δ. If λ = β then |δ| ∼ ρ 2 by Lemma 3.9 and (3.26). Hence, (3.57
where we used (3.36) in the last step. We now apply Lemma B.
We now consider the case λ = β * . Lemma 3.9 with λ = β * implies |δ| ρ 3 + ηρ and, thus, |2ρ
Hence, |γ + | ρ + η/ρ and, similarly to the other case, we set L * . . = L /γ − and conclude
Owing to (B.2b) in Lemma B.1 with
where the last step follows from (3.59b) below. Therefore, the second identity in (3.56), Lemma 3.10, Lemma 3.11 and ρ η by (3.13) imply
.
and the expansion of L * in (3.52a) follows from (3.58). A completely analogous argument starting from L * [ L] =λ L yields the expansions of L and L * in (3.52b). We leave the details to the reader. From (3.52a) and (3.52b), we directly obtain (3.53) since
This completes the proof of Lemma 3.12.
Proofs of the auxiliary Lemmas 3.10 and 3.11
In this section, we show Lemma 3.10 and Lemma 3.11 which were both stated in Subsection 3.3. 
Proof of Lemma
Similarly, (3.25), (3.19) , (3.21d) and 21d) and (3.21c), we deduce
This completes the proof of Lemma 3.11.
Proof of Lemma 3.10. We first show that, for all s 1 , s 2 ∈ {±}, we have
In fact, it is easy to see that (3.60) follows from K ± , K ± ∈ M d and (3.36) in Lemma 3.8 as well as
For the proof of (3.61), we expand U = Re U + iIm U and obtain
Here, we used in the first step that Im U = O(ρ). For the second step, we noted that the first term is O(ρ 2 ) due to (3.19) 
and the second term vanishes as Re
What remains is computing
From (3.59c) and (3.25), we obtain
where we used in the very last step that F 4 U E − = 0 since the diagonal n-vector components of F U are identical due to (3.24). Moreover, (3.59d) directly implies that
Hence, owing to (3.60), we deduce
Using that ρ η due to (3.13) completes the proof of Lemma 3.10.
Derivatives of M
As a first application of our analysis of the stability operator B we show the following bound on the derivatives of M , the solution to the MDE, (2.6), with respect to η, z andz.
Lemma 3.13 (Bounds on derivatives of M ).
There is ρ * ∼ 1 such that ρ + η/ρ ≤ ρ * implies
Proof. We only show the bound on ∂ η M . The estimates on ∂ z M and ∂zM are shown analogously. If ρ * ∼ 1 is chosen small enough and ρ + η/ρ ≤ ρ * then B is invertible due to Proposition 3.1. Thus, applying the implicit function theorem to (2.6) yields that M is differentiable with respect to η and
. Hence, by Proposition 3.1, we have
Moreover, differentiating E − , M = 0, which holds due to (3.7) and (3.12), with respect to η yields
Hence, we apply E − , · to (3.63) and obtain 
Cubic equation associated to stability equation of the MDE
In this section, we study specific perturbations to the Matrix Dyson equation (MDE). Throughout this section, M is the solution to the unperturbed MDE, (2.6). We consider solutions G of the perturbed MDE, (2.8), for some D ∈ C 2n×2n with the additional constraint E − , G = 0, keeping in mind that in our application the resolvent G = (H z − iη) −1 (see (5.9) below) satisfies this constraint. Since D is small, we need to study the stability of the MDE, (2.6), under a small perturbation. The linear stability operator of this perturbation problem is B = 1 − C M S (see (2.10)). When ρ is small, the inverse of B blows up, hence we need to expand to the next order, i.e. study the quadratic stability equation, (2.9). The following proposition describes the stability properties of (2.9) in this regime. In fact, the difference G − M is dominated by the contribution Θ . . = B , G − M / B , B of G − M in the unstable direction B of B (cf. Proposition 3.1). The scalar quantity Θ satisfies a cubic equation. In order to control G − M , we will control this cubic equation via a bootstrapping argument in η in Section 5 below.
In the following proposition and the rest of the paper, we use a special matrix norm to estimate the distance between G and M . We denote this norm by · * . It is slightly modified compared of those defined in [8, 18] in order to account for the additional unstable direction of B. Such norms are tailored to local law proofs by the cumulant method and have first appeared in [19] . We need some auxiliary notations in order to define . For an 2n × 2n matrix R and vectors x, y ∈ C 2n , we use the short-hand notation R xy to denote the quadratic form x , Ry and R xa to denote x , Re a , where e a is the a-th normalized standard basis vector. With these conventions, we define some sets of testvectors. For fixed vectors x, y ∈ C 2n , we define
We now introduce the · * -norm defined by
We remark that the norm · * depends on η and z via M = M (z, η). However, this will not play any important role in our arguments. In this section, the model parameters for the comparison relation are given by s * and s * from (2.1) as well as τ from the upper bound on |z|.
Proposition 4.1 (Cubic equation for Θ).
There is ρ * ∼ 1 such that if ρ + η/ρ ≤ ρ * for some fixed z ∈ D τ (0) and η ∈ (0, 1] then the following holds. We fix K ∈ N, x, y ∈ C 2n and set 
The 2n × 2n-matrix R 1 is independent of G and D and satisfies R 1 1. Moreover, Θ fulfils the approximate cubic equation
whose coefficients ξ 2 and ξ 1 satisfy the scaling relations
and the error term ε * is bounded by
Here, the matrix R 2 ∈ C 2n×2n is independent of G and D and satisfies R 2 1.
We note that R 2 has an explicit definition (see (4.8) below) but its exact form will not be important.
Proof. The proof follows from an application of Lemma A.1 to (2.9) with the choices
Note that E − , G − M = 0 by assumption and (3.12). We first check the conditions of Lemma A.1 in (A.1) with · ≡ · * and λ . . = n 1/2K . Partly, they will be a consequence of the bounds
for all R, T ∈ C 2n×2n . The proof of (4.6) is very similar to the one of [8, Lemma 3.4] . In particular, the bound in (4.6b) follows exactly as the bound on P[R] * in the proof of [8, Lemma 3.4] . We leave the details to the reader.
Owing to (3.3a) and (3.3b), we have B * + B * * B + B * 1. The third, sixth and ninth term in (A.1) are ∼ 1 by Proposition 3.1. This completes the proof of (A.1) with λ . . = n 1/2K .
Therefore, Lemma A.1 with
where µ 3 , µ 2 and µ 0 are defined as in (A.4),
Note that R 1 and R 2 are independent of G and D and satisfy R 1 1 and R 2 1 due to Proposition 3.1 and (3.14).
The remaining task is expanding µ 3 , µ 2 , −β B , B and B , A[B, B * ] on the right-hand side of (4.7) with the help of Proposition 3.1. The coefficient −β B , B has already been identified in (3.4a). For the others, we will rewrite the expansions in Proposition 3.1 in terms of U , Q and F U = ρ −1 Im U defined in (3.10) and (3.24) via M = QU Q by (3.11). In particular,
Note that U , U * and F U commute. Moreover, since U is unitary (cf. Lemma 3.3 (i)), the estimate (3.14) implies
We recall that ψ defined in Proposition 3.1 satisfies ψ = F 4 U (cf. the proof of Proposition 3.1). In the following, we will frequently use that R = 0 if R ∈ M o .
We now compute the coefficients from (A.4). Indeed, we now show that
As a preparation of the proof of (4.11), we expand A[B, B]. Proposition 3.1, (4.9) and the definition F = C Q SC Q from (3.17) yield
(4.12)
Here, we used that F vanishes on M o and F 2 U Re U ∈ M o as well as (3.25) in the second step and U = Re U + iIm U = Re U + iρF U = Re U + O(ρ) by (3.14) in the last step.
We recall the definitions L = 1 − C U F and K = 1 − C P F from (3.28). Since
by Lemma 3.6 and (3.20) we deduce from (4.12) that
The last step follows since K −1 Q K acts as the identity map on M o and F
Proof of (4.11a). For the first term in the definition of µ 3 of (A.4), we use Proposition 3.1, (4.9) and (4.13) to obtain
In the first step, we also employed that S vanishes on M o and Q[F 
Here, we used that F vanishes on F 2 U Re U ∈ M o in the first step. The second step follows from (3.25) and (3.22) . In the last step, after cancelling the first and third terms, we employed (4.10) and F 4 U E − = 0 by (3.24). The expansion in (4.13) and Proof of (4.11b). We now turn to the expansion of µ 2 . From Proposition 3.1, (4.9) and (4.12), we conclude
Here, we used
U in the last step. This completes the proof of (4.11b).
We now continue to estimate the right-hand side of (4.7). Young's inequality implies that
Then, we incorporate the error terms on the right-hand side of (4.7) bounded by n −1/4K |Θ| 3 and introduce µ 3 such that
. Hence, | µ 3 | ∼ 1 by (4.11a) and ψ ∼ 1 by Proposition 3.1. After this rearrangement, we divide (4.7) by µ 3 and set
Since | µ 3 | ∼ 1, we conclude |ξ 2 | ∼ |µ 2 | ∼ ρ due to (4.11b) and ψ ∼ 
This completes the proof of (4.3), the scaling relations (4.4) and the bound on ε * in (4.5).
Finally, the expansion of G − M in (4.1) and the error estimate in (4. 
Local law for H z
The main result of this section, Theorem 5.2, is a precise expansion of the resolvent of H z at iη when η > 0 is sufficiently small and the modulus of z ∈ C is close to 1. We recall that we assume (S ) = 1 (cf. (3.9) and the associated explanations). For the formulation of Theorem 5.2 as well as the subsequent statements and arguments, we use the following notion for high probability estimates. 
for all n ∈ N. If Φ (n) and Ψ (n) depend on some parameter family U (n) and (5.1) holds for all u ∈ U (n) then we say that Φ ≺ Ψ uniformly for all u ∈ U (n) .
In the following, let ρ = Im M /π (cf. (3.1) ), H z be defined as in (2.5) and G . . = (H z − iη) −1 . Moreover, M denotes the solution of the MDE, (2.6). For each z ∈ C, we now introduce the fluctuation scale η f = η f (z) of eigenvalues of H z around zero: We set
The fluctuation scale describes the typical eigenvalue spacing of H z at zero (first two cases) and at the spectral edges of the eigenvalue density of H z close to zero (last two cases). The definition of η f in (5.2) is motivated by the definition of the fluctuation scale in [18] and the scaling relations of ρ from (3.13). 
Theorem 5.2 (Local law for H z ). Let X satisfy (A1) and (A2).
Then there is τ * ∼ 1 such that, for each ζ > 0, the estimates
hold uniformly for all z ∈ C satisfying ||z| − 1| ≤ τ * , for all η ∈ [n ζ η f (z), n 100 ], for any deterministic vectors x, y ∈ C 2n and deterministic matrix R ∈ C 2n×2n . Moreover, outside the spectrum, for each ζ > 0 and γ > 0, we have the improved bound
uniformly for all z ∈ C and η ∈ R satisfying |z|
We stress that the spectral parameter of the resolvent G in the previous theorem and throughout the entire paper lies on the imaginary axis and is given by iη. With additional efforts our method can be extended to spectral parameters near the imaginary axis, but the Hermitization formula (2.12) requires to understand the resolvent of H z only on the imaginary axis, so we restrict ourselves to this case. After the proof of Theorem 5.2, we will establish the following corollary that will directly imply Corollary 2.4.
Corollary 5.3 (Isotropic eigenvector delocalization). Let τ * ∼ 1 be chosen as in Theorem 5.2. Let x ∈ C
2n be a fixed deterministic vector. If u ∈ C 2n is contained in the kernel of H z for some z ∈ C satisfying ||z| − 1| ≤ τ * , i.e.
We remark that the conclusion of Corollary 5.3 is also true if ||z| − 1| > τ * . This can easily be shown following the proof of [5, Theorem 5.2] , where certain steps of the proof of the local law from [3] have been used except that now analogous inputs from [19] are needed instead of [3] .
Proof of Corollary 2.4. Let u ∈ C
n be an eigenvector of X, i.e. Xu = ζu for some ζ ∈ C. [3, 19, 8] [18] can be obtained for the current choice.
We will establish Theorem 5.2 in Subsection 5.1 below. The proof will consist of a bootstrapping argument using the stability properties of the MDE in the previous sections, in particular, Proposition 4.1, and the following bounds on the error term D in the perturbed MDE for G, (2.8) . To formulate these bounds, we now introduce some norms for random matrices and a spectral domain. For p ≥ 1, a scalar-valued random variable Z and a random matrices Y ∈ C 2n×2n , we define the pth-moment norms
For ζ > 0, we introduce the spectral domain
where τ * ∼ 1 is chosen such that (3.13) implies ρ + η/ρ ≤ ρ * for all (z, η) ∈ D ζ with ρ * from Proposition 4.1.
Proposition 5.5. Under the assumptions of Theorem 5.2, there is a constant C > 0 such that for any
, and any deterministic x, y ∈ C 2n and R ∈ C 2n×2n , we have the moment bounds
Moreover, if R ∈ M o then we have the improved estimate
Here, we used the z-dependent control parameters
Remark 5.6. This proposition is the exact counterpart of the cusp fluctuation averaging in [18, Proposition 4.12] with σ = 0, hence the definition of σ q does not contain σ. Notice that σ = 0 in our case following from the fact that the spectral parameter iη lies on the imaginary axis to which the spectrum is symmetric.
We remark that ψ in Proposition 5.5 is different from the ψ defined in Proposition 3.1. This should not lead to any confusion since the latter notation is used only in Section 3 and 4 while the former is used exclusively in Proposition 5.5 and Section 5.2. We prefer to stick to these notations for compatibility with the publications [2, 6, 18]. We will show Proposition 5.5 in Subsection 5.2 below.
Proof of Theorem 5.2
This subsection is devoted to the proof of Theorem 5.2. To that end, we follow the arguments from [18, Sections 3.2, 3.3] , where the local law for a general Hermitian matrix close to a cusp regime was deduced from estimates on D as provided in Proposition 5.5. We will present the main steps of the proof, focusing on the differences, but for arguments that require only simple (mostly notational) adjustments we will refer the reader to [18] . When comparing to [18] , the reader should think of the following cases described in the notation of [18, Eq. (3.7b) ]. For |z| ≤ 1, the eigenvalue density of H z has a local minimum of size ρ(τ 0 ) ∼ (1 − |z| 2 ) 1/2 at τ 0 = 0 and ω = 0. For |z| > 1, the spectrum of H z has a symmetric gap of size ∆ ∼ (|z| 2 − 1) 3/2 around zero and we study the resolvent of H z at the middle of this gap, |ω| = ∆/2. For a random matrix Y ∈ C 2n×2n and a deterministic control parameter Λ = Λ(z), we define the notations |Y | ≺ Λ and |Y | av ≺ Λ as follows
We recall that by definition Y xy = x , Y y for x, y ∈ C 2n . The following lemma relates this notion of high probability bounds to the high moments estimates introduced above. We leave the simple adjustments of the proof of [8, Lemma 3.7 ] to the reader.
The next lemma adapts Proposition 4.1 to the random matrix setup with the help of Proposition 5.5. The lemma is the analogue of [18, Lemma 3.8] in our setup.
Lemma 5.8. Let ζ, c > 0 be fixed and sufficiently small. We assume that
for some deterministic control parameters Λ, Ξ and θ such that Λ+Ξ+θ n −c . Then, for any sufficiently small ε > 0, the estimates Proof. Owing to Lemma 5.7 and |G| ≺ M + Λ 1, the high-moment bounds in (5.5a) and (5.5b) imply
We conclude that the assumption on G − M * + D * in Proposition 4.1 is satisfied for sufficiently large K depending on c and ε in the definition of ≺ in Definition 5.1. What remains to ensure the applicability of Proposition 4.1 is checking E − , G = 0. In fact, we now prove that, for each z ∈ C and η > 0, the resolvent
For the proof of (5.9), we denote by G 11 , G 22 ∈ C n×n the upper-left and lower-right n × n-minor of the resolvent
. Then the block structure of H z from (2.5) yields
Since (X −z)(X −z) * and (X −z) * (X −z) have the same eigenvalues we obtain (2n) E − , G = Tr G 11 −Tr G 22 = 0. This shows (5.9) and, thus, ensures the applicability of Proposition 4.1.
The first bound in (5.8), the bounds on B −1 Q and M R in (4.6) and Lemma 5.7 yield
by choosing K sufficiently large to absorb various n 1/K -factors into ≺. Similarly, we use (4.6), (5.8), the assumption |Θ| ≺ θ and Lemma 5.7 to estimate the other terms in (4.1) and (4.2) and deduce (5.7).
What remains is estimating the right-hand side of (4.5) to obtain (5.6). Incorporating the n 1/K factors into ≺, we see that D 
where we used the bound on |G − M | from (5.7) in the second step and Young's inequality in the last step. We now conclude the proof of (5.6) by showing that 
Therefore, (5.11) follows by using (5.10) and (5.13) in (5.12). This completes the proof of (5.6). Finally, we note that Θ is a continuous function of η as B, B, G and M are continuous with respect to η. This completes the proof of Lemma 5.8.
We now introduce ξ 2 and ξ 1 which will turn out to be comparable versions of the coefficients ξ 2 and ξ 1 , respectively, (see (4.4) above and Lemma 5.9 (i) below). Moreover, they depend explicitly and monotonically on η which will be important for our arguments. We define
(5.14)
These definitions are chosen in analogy to [18, Eq. (3. 7e)], where in the first case we chose |ω| ∼ ∆ ∼ (|z| 2 −1)
and, in the second case, ρ(τ 0 ) ∼ (1 − |z| 2 ) 1/2 and ω = 0.
Lemma 5.9 (Properties of ξ 2 and ξ 1 ).
(ii) Uniformly for all z ∈ D τ (0) and η ≥ η f , we have
Proof. The scaling relations in (i) follow easily from the scaling relations for ρ in (3.13) by distinguishing the regimes |z| ≤ 1 and |z| > 1. The first bound in (ii) follows once ξ 2 1/(nη) and ( n −1/4 which follows directly from η f (z) n −3/4 in this regime. This shows the first bound in (ii). We note that, owing to ξ 1 = ( ξ 2 ) 2 , the second bound in (ii) is equivalent to ξ 2 ρ + 1/(nη). But we know ξ 2 ρ from (i). This completes the proof of Lemma 5.9.
Proof of Theorem 5.2. We will only consider the bounds in (5.3) for η ≤ τ * since the opposite regime is covered by [19, Theorem 2.1] due to ρ ∼ η −1 for η ≥ τ * by (3.13) and [5, Eq. (3.9) ]. The bounds (5.3) and (5.4) are the analogues of (3.28) and (3.30) in [18] , respectively. Given the preparations presented above, the proofs of (5.3) and (5.4), thus, the one of Theorem 5.2, are identical to the proofs of [18, Eq.'s (3.28) and (3.30)] in [18, Section 3.3] . Therefore, we only describe the main strategy here and explain the applicability of certain inputs.
The proof of Theorem 5.2 starts with the following (isotropic) rough bound on G − M . 
where θ * is defined through
and ρ denotes the right-hand side of (3.13), i.e. ρ ∼ ρ. Now, we follow the proof of [18, Eq. (3.28) ] and use Lemma 5.9 (ii) instead of [18, Lemma 3.3 ] to obtain both bounds in (5.3).
We now strengthen (5.3) to (5.4) outside of the spectrum. If
2 = ξ 1 and (3.13) imply We conclude this subsection by collecting two simple consequences of the previous results and [5] . For the remainder of Section 5.1, τ > 0 will be a parameter bounding the spectral parameter z from above. The implicit constant in ≺-estimates is allowed to depending on τ . 
, we obtain from Corollary 5.12 and
This completes the proof of Lemma 5.13.
Cusp fluctuation averaging -Proof of Proposition 5.5
In this subsection we will provide the proof of Proposition 5.5. Since the self-consistent density of states of the Hermitian matrix H = H z develops a cusp singularity at the origin in the regime ||z| − 1| 1, this result is analogous to [18, Theorem 3.7] , which provides an improved bound for specific averages of the random error matrix in the MDE. This improved bound is called cusp fluctuation averaging and takes the form (5.5c) in the current work. In [18] the expectation EH was diagonal and the self-energy operator was assumed to satisfy the flatness condition [18, Eq. (3.6) ]. Both conditions are violated in our current setup and thus the result from [18] is not directly applicable. However, with minor modifications the proof of [18, Theorem 3.7] can be adjusted to yield Proposition 5.5. In fact, the cancellation that underlies the cusp fluctuation averaging (5.5c) is simpler and more robust for H with the bipartite structure (2.5). An indication of this fact is that (5.5c) holds for any R ∈ M o while the corresponding bound in [18, Theorem 3.7] only holds when the error matrix is averaged against a specific vector that depends on M , the solution to the MDE.
For the purpose of being able to follow the strategy from [18] very closely we define
The modified self-energy operator S is introduced to match the convention of [18] (cf. Remark 5.4). This differs from the self-energy operator S defined in this paper (see (2.7) and Remark 5.4), which is the block diagonal part of S, consisting of the blocks EXR 22 X * and EX * R 11 X, both themselves being diagonal since X has independent entries. The difference between the two versions of the self-energy is 18) where indicates the entrywise (Hadamard) matrix product and we introduced the matrices T = (Ex [18] and is the natural error when considering the MDE with self-energy S and corresponding solution M . In the current work we will stick to the convention from [5] with respect to the definition of S, D, M in order to keep the MDE and its solution simple and thus we indicate the corresponding quantities S, D, M from [18] by a tilde. Another notational difference is that the dimension of H was denoted by N in [18] , that corresponds to N = 2n in this paper.
We start the proof of Proposition 5.5 by showing that it suffices to establish its statement for D replaced by D. Let us therefore assume the following proposition whose proof is the main content of this subsection. 19b) and for R ∈ M o the improved estimate
Furthermore, with T from (5.18) and for an arbitrary deterministic matrix R,
Given the bounds from Proposition 5.14 it suffices to estimate the difference
) follows from (5.19a) because for normalized vectors x, y ∈ C 2n we have
where in the equality we introduced the vectors v i = (t ji x j ) j with v i ∞ 1 n and in the first inequality we used the Ward identity in the second factor after applying the general bound
and ε ∈ (0, 1/2p). Then (5.19b) implies (5.5b) by taking the · p -norm on both sides of
where we used T 2→2 1 n . Finally, (5.5c) immediately follows from (5.19c) and (5.19d ). The remainder of this subsection is dedicated to proving Proposition 5.14. To avoid repetition we will only point out the necessary modifications to the proof of [18, Theorem 3.7] .
The proof of (5.19a) and (5.19b ) is exactly the same as the proof of [18, Eq.'s (3.11a) and (3.11b)], which, in turn directly follow from [19, Theorem 4.1] . Note that this latter theorem does not assume flatness, i.e. lower bound on S, hence it is directly applicable to our H as well. We also remark that the proof of (5.19a) and (5.19b) requires only double index graphs (in the sense of [19] ) and their estimates rely only on the power counting of Wardable edges. A self-contained summary of the necessary concepts can be found in [18, , where the quite involved cumulant expansion from [19] , originally designed to handle any correlation, is translated into the much simpler independent setup. This summary in [18] has the advantage that it also introduces the single index graphs as a preparation for the more involved σ-cell estimates needed for the cusp fluctuation averaging.
In the rest of the proof we focus on (5.19c) and (5.19d) and we assume that the reader is familiar with [18, Section 4] , but no familiarity with [19] is assumed. We will exclusively work with single index graphs as defined in [18, Section 4.2] . In the rest of this section we use N = 2n for easier comparison with [18] .
We start with the proof of (5.19c). We write R ∈ M o as R = J diag(r) for some r ∈ R 2n , where we can without loss of generality assume that R has real entries and the matrix J that exchanges M o and M d is
With this notation the left-hand side of (5.19c) takes the form diag(r) DJ = diag(r)(W + S[G])GJ . This form exactly matches the left-hand side of [18, Eq. (3. 11c)] with r = pf , except that the last factor inside the trace is GJ instead of just G. To accommodate this change we slightly extend the set of single index graphs Γ ∈ G defined in [18, Section 4.2] by allowing two additional types of G-edges in GE = GE(Γ). We call the original G-edges from [18] , that encode the entries of G and G * , straight G-edges and add new twisted G-edges that represent the entries of GJ and (GJ) * = JG * , respectively. Graphically (GJ) ab will be encoded by a solid directed line from vertex a to vertex b and with a superscript J on the line. Similarly, (GJ) * ab is a dashed line from a to b with a superscript J. Hence, the new twisted G-edges are represented by
The terminology G-edge will refer to all four types of edges. In particular, all of them are taken into account for the G-edge degree of vertices and when determining whether a subset GE W ⊂ GE is classified as Wardable (cf. [18, Definition 4.6] ). The latter is justified since the Ward estimates (cf. [18, Eq. (4.12b 
The twisted G-edges enter into the graphs G(p) through the following simple modification (iv)' of [18, (iv) from Definition 4.2] that originates from the fact that a wiggled G-edge in double index graphs is now associated to the matrix GJ diag(r) and its adjoint instead of G diag(r) with r = pf as in [18] :
(iv)' If a wiggled G-edge is mapped to an edge e from u to v, then v is equipped with a weight of r and e is twisted. If a wiggled G * -edge is mapped to an edge e from u to v, then u is equipped with weight r and e is twisted. All vertices with no weight specified in this way are equipped with constant weight 1.
The above changes reveal a one-to-one correspondence between the set of graphs G(p) in [18] and its modification in the current work. This correspondence shows that the single index graph expansion is entirely unaffected by the presence of the off-diagonal matrix J apart from replacing each weight pf in G(p) from [18] by a weight r and replacing p straight G-edges by twisted ones. More precisely, if in a graph from [18] a vertex v had a weight (pf ) k , then in its corresponding graph the vertex v is adjacent to exactly k 1 twisted G-edges that end at v and k 2 twisted G * -edges that start from v such that k 1 + k 2 = k. Since the graphs contained in the sets G and G(p) do not differ between the current work and [18] once the distinction between straight and twisted edges is dropped and the exact form of the weight r is irrelevant, any result from [18, Section 4] that is insensitive to these distinctions can be directly applied here. In particular, [18, Lemmas 4.7, 4.8 and 4.11] remain valid.
The most relevant difference between our setup and [18] concerns the specific mechanism behind the cusp fluctuation averaging. This mechanism is revealed by exploiting a local cancellation within the graphs G appearing along the expansion that is associated to specific edges, called σ-cells (cf. [18, Definition 4.10] ). For the following discussion we recall the definition of σ-cells and rephrase it so that it fits our setup. 
The graphical representation of these three types of σ-cells is the same as drawn in [18, Definition 4.10] with weight r = pf , except that one G-edge adjacent to a is twisted. For example, the σ-cell with four external indices (5.22) is represented by
where the solid lines are G-edges, exactly one of them twisted (indicated by J), and without indicating their orientation. The interaction edge K is depicted by the dotted line, while the weights r and 1 attached to vertices are indicated by arrows pointing to these vertices. The weight 1 could be ignored, it plays no specific role in the current paper; we drew it only for consistency with the picture in [18] where it was essential that exactly one edge of the σ-cell receives a specific weight. The graphical picture of the other two types of σ-cells are analogous.
Exactly as in [18] the cusp fluctuation mechanism will allow us to gain a factor σ q as defined in Proposition 5.5 for every σ-cell inside each graph. In [18] this gain is stated as [18, Proposition 4.12] . The statement of this proposition remains valid in our current setup without any changes except for the modified definition of σ q (cf. Remark 5.6). Up to the proof of [18, Proposition 4.12] we have now verified all ingredients in the proof of [18, Theorem 3.7] and thus its analog Proposition 5.14. Therefore, we will finish this subsection by pointing out the necessary modifications to the proof of [18, Proposition 4.12] .
Modification of the proof of [18, Proposition 4.12]:
The proof of this proposition in [18] has two ingredients. The first is an explicit computation that involves the projections on stable and unstable directions of the stability operator B of the MDE (cf. [18, Eq. (4.28)]). This computation is extremely delicate and involves the precise choice for K ba , r a , G (i) and their relation in the σ-cell (5.22). Its outcome is that up to a sufficiently small error term it is possible to act with the stability operator on any vertex a of the σ-cell. This action of B on a leads to an improvement of the bound on the corresponding graph that is stated as [18, Lemma 4.13 ].
In our current setup the gain σ q for every σ-cell inside a graph Γ is much more robust than in [18] , it is basically a consequence of the almost off-diagonality of M . There is no need to act with the stability operator and also the specific weights attached to the vertices of the σ-cells are not important. Instead, the value of any graph containing a σ-cell can be estimated directly by σ q times the sum of values of graphs with one sigma cell locally resolved (removed). For this gain the concrete choice of K ab , r a and G (i) does not matter as long as |K ba | 1 N and r a 1. Furthermore, we will not make use of resolvents G (2) and G (3) in the corresponding calculations. Thus in the following, instead of (5.22), we will only consider the simplified expression
. . = r a K ba , and f = f xyb encodes the rest of the graph. This is exactly the reference graph Γ at the beginning of the proof of [18, Lemma 4.13] , but now the left edge is twisted and a weight k (b) is attached to the vertex a. With the choice G = G, G (1) = G * we have
which corresponds to the case GJK (b) G * in (5.24). Since for all possible choices G ∈ {G, G} and G (1) ∈ {G, G t , G * , G} the discussion is analogous, we will restrict ourselves to the case GJK (b) G * .
In complete analogy to [18, Eq. (4.22) ], but using simply the identity operator instead of the stability operator B and inserting the identity
for the resolvent factor on the left into (5.24), we find by (5.18) that
Notice that the twisted G-edge corresponding to GJ disappeared and J now appears only together with M in the form M JK (b) .
We estimate the five summands inside the square brackets of (5.25) . This means to show that their power counting estimate (defined as W-Est in [18, Lemma 4.8] ) is smaller than the W-Est of the left-hand side of (5.25), W-Est(Γ), at least by a factor σ q , i.e. we have 28) where for any 2n vector v = (v 1 , v 2 ) with v i ∈ C n we define v . . = (v 2 , v 1 ). Thus, graphically, the factor M JK (b) can be represented as a sum of two graphs with a weight assigned to one vertex and for one of them there is an additional twist operator J which one may put on either side. Therefore, the graph on the left-hand side of (5.27) can be represented by
M JK
Here the double solid line depicts the identity operator as in [18] . Both graphs in ( The decomposition (5.28) of M JK b into a sum of two terms, each with usual weights m and one of them with a twisted edge, can be reinterpreted in all other cases. Thus, the second and fourth term in (5.25) can be treated analogously to the cases (b) and (c) within the proof of [18, Lemma 4.13] . In particular, the fourth term is split as 
and used the convention that Z = O k means Z = O k . Here and in the following, the implicit constant in O will always be independent of λ. (A.16) Finally, we expand the first term on the right-hand side of (A.14) using the definition of Y 1 from (A.7) and insert (A.15) as well as (A.16) into (A.14) to compute the second and third term. We apply the result to (A.13) and obtain the cubic equation in (A.3) with the coefficients detailed in (A.4) .
B. Non-Hermitian perturbation theory
In this section, we present for the reader's convenience the perturbation theory for a non-Hermitian operator K on C 2n×2n with an isolated eigenvalue κ. We denote by P K the spectral projection of K associated to κ and set Q K . . = 1 − P K . We assume that the algebraic multiplicity of κ coincides with its geometric multiplicity. In particular, this condition ensures that, for any L ∈ C 2n×2n , we have
. That is, K and K are right and left eigenvectors of K corresponding to κ, respectively.
Throughout this section, we suppose that there is a constant C > 0 such that
Here and in the following, · denotes the operator norm of operators on C 2n×2n induced by some norm · on the matrices in C 2n×2n . 
where we used the definitions
as well as
In the previous lemma and in the following, the implicit constants in the comparison relation and in O depend only on C from (B.1).
Proof. We first establish the relations (B.2b) and (B. 
This relation immediately implies
Thus, we obtain Q K [L] D by choosing ε sufficiently small. Hence, (B.3) implies
Since K ≥ L − Q K [L] ≥ 1/2 for sufficiently small ε, we conclude
We start from L = K + Q K [L] and iteratively replace Q K [L] by using (B.4) to obtain
(B.5)
Here, we also used that |δ| + Q K [L] = O( D ). The last step in (B.5) follows from
which is a consequence of (B.3) and (B.4). This completes the proof of (B.2b 
Therefore, a simple computation yields (B.2a). This completes the proof of Lemma B.1.
