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Resumen 
 
En este artículo se describe un nuevo sistema para el 
seguimiento de trayectorias empleando control 
visual. El sistema obtiene un correcto seguimiento de 
la trayectoria deseada no solo en la imagen sino 
también en el espacio 3D, presentando asimismo un 
comportamiento intemporal. El sistema de control 
visual propuesto en este artículo pretende evitar los 
inconvenientes de los sistemas de control visual 
previos intemporales. Así, con el nuevo sistema es 
posible especificar una velocidad de seguimiento, 
permite garantizar el correcto comportamiento 3D y 
se obtiene un comportamiento menos oscilatorio ante 
altas velocidades. 
 
Palabras Clave: Control visual, seguimiento de 
trayectorias, control intemporal. 
 
 
 
1 INTRODUCCIÓN 
 
Actualmente los sistemas de control visual se han 
venido empleando fundamentalmente en tareas de 
posicionamiento respecto a un objeto del entorno [2]. 
Empleando distintas técnicas, estas estrategias 
básicas de control visual se han extendido para 
posibilitar el seguimiento de trayectorias generadas 
en el espacio imagen  [1],[3],[5]. Chesi propone un 
método que genera la trayectoria en imagen 
manteniendo una línea recta entre la posición inicial 
y final en el espacio Cartesiano 3D, manteniendo las 
características dentro de la imagen. En esta misma 
línea, Malis presenta un esquema de control visual 
capaz de seguir una línea recta en 3D con la ventaja 
añadida de no depender de la correcta calibración de 
los parámetros intrínsecos de la cámara. En el último 
artículo, en primer lugar se describe un método para 
generar trayectorias cumpliendo ciertas restricciones 
espaciales que posteriormente serán empleadas para 
realizar el control de un robot utilizando una 
estrategia de control basado en imagen. Una vez 
determinada la trayectoria se emplea un controlador 
dependiente del tiempo  para realizar el seguimiento. 
En trabajos previos [6] se ha determinado que este 
tipo de sistemas de seguimiento dependientes del 
tiempo no es adecuado cuando el robot interacciona 
con el espacio de trabajo. Así, durante la interacción 
la trayectoria se obstruye, desfasándose 
consecuentemente las referencias temporales con lo 
que no se consigue un correcto seguimiento de la 
trayectoria completa. Para evitar este problema, en 
[6] se propone un sistema de control visual 
denominado control visual basado en flujo de 
movimiento, con un comportamiento intemporal y 
que soluciona los problemas anteriormente 
mencionados. El presente artículo pretende dar un 
paso más con el objetivo de crear un nuevo sistema 
de control visual intemporal para el seguimiento de 
trayectorias que mejore las prestaciones de los 
previos. Así, el nuevo sistema de control visual 
propuesto debe ser capaz de realizar el seguimiento 
de trayectorias manteniendo una velocidad constante 
indicada por el usuario. Además se pretende que el 
sistema tenga un comportamiento menos oscilatorio 
ante aumentos de la velocidad de seguimiento que los 
métodos previos. Todo ello asegurando que en todo 
momento la posición 3D de la cámara represente una 
configuración válida. 
 
El resto del artículo se organiza de la siguiente 
manera: en la sección 2 se describe la notación y 
trayectoria a seguir empleando el sistema de control 
visual descrito en la sección 3. En el apartado 4 se 
muestran los resultados obtenidos en el seguimiento 
de distintas trayectorias para finalizar describiendo 
las conclusiones. 
 
 
2 TRAYECTORIA A SEGUIR 
 
Uno de los principales problemas de los sistemas de 
control visual intemporales previos [6] es el hecho de 
que se considera cada característica visual por 
separado. Este hecho no permite garantizar 
teóricamente que en un momento dado la 
configuración de las características en la imagen se 
corresponda con la observada en una posición 3D 
válida. Para solucionarlo, en este artículo se va a 
proponer agrupar las características mediante la 
matriz de homografía 2D. Esta matriz relaciona 
puntos 3D situados sobre un plano en dos imágenes 
obtenidas por distintas cámaras o por la misma 
cámara desde distintas posiciones de ésta (ver Figura 
1). 
 
 
 
Figura 1: Homografía 2D. 
 
Si la cámara capta dos imágenes de un mismo plano 
П, existe una matriz que relaciona los puntos del 
plano vistos en una de las imágenes con los mismos 
puntos vistos en la otra imagen. Sea P un punto 
situado en el plano П, dicho punto se proyecta en la 
primera imagen en la posición p y en la segunda 
imagen en p’. La homografía proyectiva se define 
como: 
 p pμ ′= G  (1) 
La matriz de homografía 2D se obtiene a partir de la 
expresión (1) si se tienen al menos cuatro puntos 
coplanares [2]. 
 
Mediante la matriz de homografía se consigue 
agrupar las características observadas del objeto. Este 
era el primer paso a resolver, ya que con control 
visual basado en flujo de movimiento se tenía un 
excelente controlador para seguir la trayectoria 
predefinida de una característica en concreto. Sin 
embargo, al tener que seguir todas las trayectorias al 
mismo tiempo, se debe introducir un mecanismo que 
frene aquella trayectoria que va más rápida. 
 
Con el objetivo de definir la trayectoria deseada en 
imagen, a partir de la trayectoria 3D del robot a 
seguir, se obtiene la trayectoria discreta en 3D. Esta 
trayectoria discreta es una secuencia de N valores 
discretos, cada uno de ellos representando una 
posición intermedia de la cámara { }k k 1...Nτ = ∈γ/ . 
La trayectoria de las características del objeto 
implicado en la tarea de control visual en la imagen 
se obtiene a partir de esta trayectoria 3D. Esta 
trayectoria discreta en la imagen estará formada por 
M puntos, de forma que en un instante k, se tendrá 
una determinada configuración 
{ }k k i i 1...M= ∈s f  /  , donde k if  representa la 
posición en el espacio imagen del punto 
característico i en el instante k. La trayectoria 3D 
queda de esta forma codificada en un vector de 
configuraciones { }k k 1...N= ∈sT  /  . A continuación 
se construye el vector de matrices de homografía 2D 
correspondiente a la trayectoria deseada, 
{ }k k 1...N -1= ∈GM  /  . Seleccionando como base 
siempre la primera posición de la trayectoria, 1s, se 
calculan las matrices de homografía 2D para el resto 
de muestras de la trayectoria, obteniendo así el vector 
de matrices de homografía que codifica la trayectoria 
deseada. 
 
A continuación se describe el método desarrollado a 
partir de esta matriz de homografía 2D para seguir 
trayectorias previamente definidas en el plano 
imagen. 
 
 
3 CONTROL VISUAL EN EL 
ESPACIO DE NORMAS DE LA 
MATRIZ DE HOMOGRAFÍAS 2D 
 
Según se ha descrito en el apartado anterior se ha 
conseguido agrupar las características en una matriz. 
Sin embargo, la matriz de homografía 2D es una 
matriz de 3x3, donde se tienen 8 gdl. Por lo tanto, 
hace falta un valor que represente de forma lo más 
precisa posible la información almacenada en la 
matriz de homografía. 
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Para resolver el problema, se hace uso de una norma 
definida para este tipo de matriz de homografía 2D. 
Esta norma, se calcula de la siguiente forma: 
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Para su construcción se ha tenido en cuenta lo que 
representa cada componente gij de la matriz de 
homografía G. El primer término del sumando 
engloba una traslación, así como el segundo. El 
tercer término engloba una transformación afín, así 
como el escalado y la rotación. Las constantes k1, k2, 
k3 representan el peso que se le quiera dar a cada 
componente dependiendo de la trayectoria que se 
quiera codificar. Para los ejemplos que se muestran 
posteriormente se han utilizado los siguientes 
valores: 
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Dado que se tiene codificada la trayectoria deseada 
como un vector de matrices de homografía 2D, se 
calcula también el vector que almacena la norma de 
cada una de estas matrices. 
 
El siguiente paso del método es transformar el 
espacio de la imagen a lo que se ha denominado 
espacio de las normas. El espacio de normas (ver 
Figura 2) es una figura donde el eje Y representa la 
norma de la matriz de homografía, y el eje X 
representa la posición en el vector de matrices de 
homografía que codifica la trayectoria deseada, M.  
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Figura 2: Espacio de normas de las matrices de 
homografía 2D. 
 
El objetivo del sistema es mantener una velocidad 
constante durante el seguimiento. Para ello, la 
velocidad que se aplicará al robot viene dada por la 
ley de control visual basada en imagen [2]: 
 ( )+ 1ˆλ −= − ⋅ ⋅ s GsJv  (5) 
donde λ es la ganancia del controlador proporcional y 
+Jˆ  es la pseudoinversa de la matriz de interacción. 
 
Se quiere relacionar la variación en la velocidad con 
variaciones en el producto Gs1, que permitiría reducir 
el error en la velocidad modificando la posición de 
las características en la imagen. Para ello, se calcula 
la matriz de interacción que relaciona variaciones en 
la velocidad con variaciones en Gs1: 
 
1
ˆλ +∂ =
∂
J
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v  (6) 
La inversa de esta matriz permitirá obtener valores de 
variaciones en las características en la imagen con 
variaciones en la velocidad de seguimiento: 
 1 1 ˆλ
∂
=
∂
Gs J
v
 (7) 
Dado un error en velocidad, aplicando (7) se obtiene 
la variación de las características, Δs, en la imagen 
necesaria para anular dicho error. 
 
Estas variaciones de las características para mantener 
la velocidad no permitirían seguir la trayectoria 
deseada, ya que son variaciones en una dirección 
arbitraria de la cámara, pero que mantienen la 
velocidad constante que se desea. Para llevar esas 
variaciones en imagen hacia la trayectoria deseada se 
calcula la nueva matriz de homografía G’ que resulta 
de relacionar la primera posición de la trayectoria, 1s 
con la posición resultante de sumar las variaciones 
obtenidas a la posición actual s+Δs. 
 
A partir de la imagen obtenida en la iteración actual 
del seguimiento, se calcula la matriz de homografía, 
G, que relaciona los puntos en la primera posición de 
la trayectoria, 1s, con los puntos en la imagen 
adquirida, s.  
 
A continuación, se calcula la norma de estas dos 
matrices de homografía G y G’. El sistema utilizará 
la diferencia de estas dos normas, ||G’||-||G||, para 
obtener una medida de hacia dónde se debe mover el 
sistema en el espacio de normas para seguir la 
trayectoria deseada. 
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Figura 3: Espacio de normas de las matrices de 
homografía 2D. 
 
Tal como muestra la Figura 3, con el error en norma, 
se generan las dos rectas de error y se avanza hacia la 
siguiente posición en la trayectoria. La posición de 
las características en la imagen se obtienen a partir de 
la matriz de homografía Gdes que se obtiene de 
interpolar entre la ultima matriz visitada de la 
trayectoria deseada, kG, y la siguiente, k+1G. De esta 
forma, se asegura que las características en la imagen 
están dentro de la trayectoria deseada, aun 
manteniendo la velocidad deseada.  
 
Para interpolar entre dos matrices de homografía se 
interpolan sus elementos linealmente. Esto permite 
obtener un comportamiento lineal de las 
kG
k+1G 
Gdes
características en la imagen tal como muestra la 
Figura 4. Este resultado se obtuvo tras probar la 
interpolación de la descomposición de las 
transformaciones proyectivas que generan la matriz 
de homografía. 
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Figura 4: Evolución lineal de las características en la 
interpolación lineal de los elementos de las matrices 
de homografía 2D. 
 
La descomposición de transformaciones proyectivas 
permite obtener la matriz de homografía H como 
resultado de distintas transformaciones proyectivas: 
 T T T
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Esta descomposición es única si se elige un escalado, 
s, positivo; K es una matriz triangular superior que 
cumple que su determinante es 1; R es la matriz de 
rotación generada a partir del ángulo θ sobre el eje Z 
de la cámara; y t es un vector que almacena las 
traslaciones de la cámara en el plano XY. A partir de 
esta descomposición se intentó interpolar linealmente 
cada uno de los parámetros que aparecen en esta 
descomposición: s, θ, tx, ty, vx, vy, k11, k12, k22. El 
resultado, tal y como muestra la Figura 5 es una 
evolución de las características en la imagen no 
deseada, ya que se trata de parábolas que se pueden 
salir del plano imagen. Por eso se ha elegido 
finalmente la interpolación lineal de cada elemento 
de la matriz de homografía por separado, lo que 
permite obtener una evolución lineal de las 
características entre las dos homografías. 
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Figura 5: Evolución no lineal de las características en 
la interpolación lineal de la descomposición de 
transformaciones proyectivas de las matrices de 
homografía 2D. 
 
4 RESULTADOS 
 
En este apartado se van a describir distintos 
resultados obtenidos en la aplicación del sistema 
propuesto para el seguimiento de distintas 
trayectorias. Sin embargo, antes de mostrar estos 
resultados se va a detallar el equipamiento empleado. 
 
4.1 ARQUITECTURA DEL SISTEMA 
 
La arquitectura del sistema está compuesta por una 
cámara PHOTONFOCUS MV-D752-160-CL-8 
ubicada en extreme de un robot Mitsubishi PA-10 
con 7 grados de libertad. El sistema de vision captura 
y procesa hasta 100 frames por segundo empleando 
imágenes con resolución de 320x240. Para la 
generación de trayectorias en la imagen se emplean 4 
marcas cuyos centros de gravedad serán las 
características extraídas. 
 
4.2 RESULTADOS EXPERIMENTALES 
 
Para comprobar el correcto funcionamiento del 
sistema se va a probar el sistema propuesto para 
seguir la trayectoria mostrada en la Figura 6 (en esta 
figura se representa la trayectoria deseada en la 
imagen y de la cámara en el espacio 3D). La 
evolución obtenida en el espacio de las normas se 
representa en la Figura 7.  
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Figura 6: Muestreo de la trayectoria deseada en el 
espacio cartesiano 3-D y en la imagen. 
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Figura 7: Evolución del seguimiento en el espacio de 
las normas. 
 
La evolución en el espacio de normas representada 
en la Figura 7 se corresponde en el espacio imagen 
con la representada en la Figura 8. Observando esta 
última figura se puede determinar que se obtiene un 
correcto seguimiento de la trayectoria deseada en el 
espacio imagen. 
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Figura 8: Evolución de las características en la 
imagen tras el seguimiento con el método propuesto. 
 
Una vez determinado el correcto comportamiento del 
sistema en la imagen es necesario comprobar su 
correcto comportamiento en el espacio 3D, es decir, 
si la trayectoria 3D seguida por la cámara ubicada en 
el extremo del robot se corresponde con la deseada. 
En la Figura 9 se puede determinar que el 
comportamiento del sistema es adecuado. 
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Figura 9: Evolución de la cámara en el espacio 3D 
tras el seguimiento con el método propuesto. 
 
Como se puede comprobar en la Figura 10, la 
velocidad obtenida durante el seguimiento se 
aproxima a la deseada (para el seguimiento se ha 
introducido una velocidad deseada de 2,75 mm/s). Si 
bien en un principio parece que el sistema tiende a 
alcanzar esa velocidad, poco a poco ésta disminuye 
hasta que el sistema termina el seguimiento. 
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Figura 10: Evolución de la velocidad de la cámara 
durante el seguimiento con el método propuesto. 
 
A continuación se muestra un nuevo experimento en 
el que el robot debe realizar el seguimiento de la 
trayectoria mostrada en la Figura 11. 
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Figura 11: Muestreo de la trayectoria deseada en el 
espacio cartesiano 3-D y en la imagen. 
 
De nuevo se observa que se obtiene un correcto 
comportamiento en la imagen (Figura 12) y en el 
espacio 3D (Figura 13). 
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Figura 12: Evolución de las características en la 
imagen tras el seguimiento con el método propuesto. 
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Figura 13: Evolución de la cámara en el espacio 
cartesiano 3D tras el seguimiento con el método 
propuesto. 
 
Por último, un análisis de la evolución del módulo de 
la velocidad durante el seguimiento permite concluir 
que el sistema consigue aproximar la velocidad de 
seguimiento a la deseada. La Figura 14 muestra esta 
evolución del módulo cuando se ejecuta el 
seguimiento con 1,75 y con 2,75 mm/s como módulo 
de la velocidad deseada. Sí se observa que el 
controlador consigue mantenerse en un entorno de la 
velocidad deseada, y que responde subiendo la 
velocidad cuando se aumenta la señal de control. 
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Figura 14: Evolución del módulo de la velocidad 
enviada a la cámara tras el seguimiento con el 
método propuesto: a) velocidad deseada de 1,75 
mm/s. b) velocidad deseada de 2,75 mm/s. 
 
 
 
2 CONCLUSIONES 
 
Se ha descrito un nuevo método para el seguimiento 
de trayectorias empleando control visual. Su 
principal ventaja frente a otros previos es su 
comportamiento intemporal, lo que lo hace adecuado 
para su utilización en entornos en los que el robot 
puede interaccionar con el entorno y, por lo tanto, 
puede ser obstruida la trayectoria. Los resultados 
experimentales revelan que se obtiene un correcto 
comportamiento en la imagen y en el espacio 3D. 
Además es posible especificar una velocidad de 
seguimiento deseada. En los resultados 
experimentales se ha concluido que si bien no se 
sigue esta velocidad deseada con exactitud, la 
velocidad de seguimiento se aproxima a la deseada. 
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