In this paper, we evaluate several implementation issues in the application of subspace based methods to tracking channel parameters in Code Division Multiple Access (CDMA) communication systems, in the presence of multipath fading. We focus on the behavior of Singular Value Decomposition (SVD) based schemes while tracking the time variations in the signal subspace, due to fading. We also evaluate the application of several techniques to reduce the complexity of the computationally expensive SVD procedure, t o the channel estimation problem.
INTRODUCTION
In a Code Division Multiple Access (CDMA) communication system, a communication channel with a given bandwidth is accessed by all the users simultaneously. The different mobile users are distinguished at the base station receiver by the unique spreading code assigned to the users to modulate their signals. Hence, the CDMA signal transmitted by any given user consists of that user's data which modulates the unique spreading code assigned to that user, which in turn modulates a carrier (the frequency of which is the same for all the users), using any well-known modulation scheme such as binary phase shift keying (BPSK) . The receiver receives a linear superposition of the signals transmitted by all the users, attenuated by arbitrary factors and delayed by an arbitrary amount. The goal of channel parameter estimation is to determine these unknown and time varying attenuation factors and delays by processing the received signal, to facilitate recovery of the data transmitted by each user.
Channel estimation is one of the major problems in radio communications particularly when the mobile system is subject to multipath fading, that is, the transmission channel consists of more than one distinct propagation path for each user's signal. Moreover, when the CDMA technique is used to allow multiple users access to a single channel, the system is susceptible to the neurfur effect. The near-far problem arises when the signals from the different users arrive at the receiver with widely varying power levels. The near-far problem has been shown to severely degrade the performance of standard single user techniques (e.g., matched filters, correlators, etc.) in conventional CDMA systems.
In this paper we deal with a subspace-based algorithm that has been developed in [l] , and has been shown to be near-far resistant and effective in the presence of multiple propagation paths. This algorithm exploits the signal subspace spanned by certain observation vectors, in order to estimate the unknown channel parameters. 
CDMA CHANNEL ESTIMATION AS A SUBSPACEBASED ALGORITHM
When the CDMA channel estimation problem are formulated as a subspace-based algorithm, observations by the receiver is modeled as follows :
where yt is the observation vector, the columns ofmatrix A are known functions of the users' spreading code and the unknown channel parameters (T and a), et contains information about the different users' data, and qt is an additive white gaussian noise vector. The unknown parameters, T, are the relative time delays of each path of each user, and a are the complex valued attenuation factors of each path of each user. Although each observation vector corresponds to one symbol (or bit) interval, since the system is asynchronous, each vector will contain at least components from two adjacent bits. Also, each bit period corresponds to N chips, where N is the size of the spreading codes of the users. For details of how the continuous time received signal is processed using a chip matched filter, to result in the above discrete model, the reader is referred to the previously mentioned paper [l] . The channel parameters, are assumed to vary slowly and consequently the system response is approximately constant over several observations, Given this linear model, it is possible through a process of averaging to estimate the unknown parameters. where €[.I denotes the expected value and denotes the conjugate transpose operator. In practice, the correlation matrix is estimated as a time average of yt& over several observations. Since this average may be performed in a variety of ways, severd formulations of the problem result and in effect result in different algorithms, which in turn may be implemented in a variety of different ways. One of these formulations is the sliding window formulation, where the last 20 successive observations are used at each time step t , to estimate the correlation matrix as:
The matrix yt is an observation matrix,, which is defined as follows for the sliding window formulation:
(4)
In practice, the EVD of the estimated correlation matrix, Rt is computed using the SVD of the observation matrix Yr. This obviates the need for the matrix multiply operation required to compute the correlation matrix and helps achieve higher numerical accuracy.
The SVD of Yt is defined as:
where, U and V are unitary matrices and C is a diagonal matrix of singular values. The basis for the noise subspace, V,, is determined as the last N -T columns of the matrix V , where T is the rank of matrix A. In this paper, we will assume that r is known; however a variety of techniques have been proposed for estimating the model order (e.g. [9]). It may be noted that the rank of matrix A is determined by the number of users K , and the number of propagation paths for each user,
L.
Once a n orthogonal basis €or the noise subspace, Vq, has been determined, the unknown time delays and attenuation factors are estimated by solving non-linear optimization problems which may again be posed in numerous ways. One of these formulations has been proposed 73s in [l] , based on the well-known Multiple Signal Classification (MUSIC) [7] algorithm. In this formulation, the different users' time delays and attenuation factors are estimated independently of each other. The formulation essentially estimates the channel impulse response which is related to the users' time delays and attenuation factors as :
where h k ( t ) is the channel impulse response for user h, Qk,p is the attenuation factor and r k , p is the time delay of the pth path of user H. The channel impulse response for each user is estimated as that value chosen from a set of all feasible impulse responses, (as determined by some a priori channel model), which minimizes the &-norm of the projection of the user's signal vectors into the estimated noise subspace.
The subspace based technique evaluated in this paper allows a multidimensional parameter estimation problem to be decomposed into a series of one-dimensional problems making the solution less computationally intensive. The algorithm has also been shown to be near-far resistant and no preamble or decision feedback is necessary [l] . Moreover, in this paper we show that it also performs well in time varying situations.
The major limitation of this method is that the number of users are limited by the size of the spreading code ( K 5 N / J, where J is the number of signal components per user in the input vector). However this problem can be alleviated by sampling the received signal faster than the chip rate, although at the cost of increased complexity. Also, as K increases, the dimension of the noise subspace decreases, thus increasing the error in the parameter estimates. This problem can be handled by maximizing the &-norm of the projection of the user's signal vectors into the estimated signal subspace, for values of K for which the dimension of the noise subspace is too small to get a good estimate of the channel parameters.
TRACKING A TIME VARYING
Following the ideas presented in [6], we analyze the tracking behavior of any subspace estimator in a time varying situation. Let, the matrix VnteZUCt denote the actual matrix that defines the noise subspace at time t , and the corresponding noise subspace be called R( V n r a c t ) .
However, at time t , any subspace tracking mechanism gives an estimate of V n y a c t , denoted by V n t , and the corresponding noise subspace is called R( V n t ) .
The function dist(R(h),R(&))
is a measure of the distance between the two subspaces specified as its arguments. The distance between two subspaces is defined SUBSPACE as [2] : d~st(R(V1),R(V,)) = 1 1 4 -P Z l l 2 ,
where Pi, (i = 1,2), is the orthogonal projection onto the subspace R(T/,). Here, the columns of are an orthonormal basis for the subspace 72(&). Hence, it follows that Pi = Kq'.
The following quantities -tracking error (TE), and time variation (TV) are defined using the notion of distance between noise subspaces. The tracking error, TEt , at time step t is defined as :
The time variation (TV [t-,~,[t~) in the received vectors from time step t -w to time step t , is defined as :
TVp-,l,[t] = dist(R(Vni%'), R(Vntemact)). (9)
At time step t -w, we have a tracking error of TEt-w. If there was no change in the observation matrix over the next w steps, the tracking error would get reduced by some reduction factor, RF,, after w time steps. However, the observation matrix does change due to actual change of input data. So, we have the following equation:
The best window size, w, for any subspace tracking mechanism is dictated by the two terms on the right hand side of equation 10. The first term will be reduced by the use of a larger window size because in the presence of noise, RF, will be larger for larger w. On the other hand, the second term will be reduced by the use of a smaller window size, so that the variation of the incoming data over the window is small. Thus the optimum window size is determined by a tradeoff between these two terms. This analysis will help us explain the results of our experiments in the rest of the paper. 
4.1.
Channel estimation in the absence of any time variation When the signal and noise subspace does not vary with time (which would happen if the delays and attenuation factors of each path of each user does not change over time), the optimum size of the sliding window required to get a 'good' estimate of the channel parameters, depends on the SNR and the number of users in the system. A smaller SNR would require a larger window size as more observation vectors would be necessary to 'average out' the noise. This observation has been illustrated in Figure 1 which shows the variation in the root mean square error (RMSE) in delay estimate of first path of the weakest user with varying window size, for two values of SNR. The dependence of the window size w only on the SNR when the subspace does not vary with time 
4.2.
Channel estimation an the presence of multipath fading In the presence of fading, the attenuation factors vary with time, causing variations in the subspace. In this case, the best window size is dictated both by the SNR and the localized time variation in the subspace being estimated. If the window size is too small, the noise cannot be 'averaged out' successfully, whereas if the window size is too large, the subspace estimation process cannot respond to the variation in time as it is biased by old data points. The dependence of the window size w on the SNR as well as the time variation of the subspace is again explained by equation 10. In this case, both terms in the right hand side of equation 10, influence the choice of the best window size, but in opposite ways.
In the experiments in this section, time variation is introduced through Rayleigh fading simulated according to the Jakes model [4] . The experiments have been performed with a Doppler frequency of 1.04 x 10m3/Ta, where Tb is the bit period. This corresponds to a carrier frequency of 900 MBz, bit rate of 40kbps, and a relative velocity between transmitter and receiver of 50km/h. In these experiments, the attenuation factor of each path of each user varies with time due to fading. However, the time delay of each path of each user is fixed. All statistics related to tracking are collected for the first path of the weakest user, over 1500 bits.
The effect of time variation in a channel parameter on the required window size is shown in Figure 2 , which shows the variation in the estimate of the attenuation factor of the first path of the weakest user with window size. The error curve attains a minima at a particular window size -which depends upon the fading characteristics, number of users in the system and the SNR.
However, since the delays of each path of each user is 
MAI = 20db
fixed, the error in the delay estimate decreases monotonically with increasing window size (Figure 3) . A comparison of Figure 3 and Figure 1 shows that a larger window size is required to attain the same performance, in the presence of fading, for the same SNR. Here, successful tracking is defined as Irk -?kj kl 5 T,/2, where Tk is the actual delay, ?k is the estimate of the delay and T, is the chip period. Figure 3 shows that the choice of the best window size is influenced both by SNR and the number of users K in the system. The error in the delay estimate from a sliding correlator, (used in conventional CDMA systems and computationally the least expensive), has been provided for reference.
However, for the sliding correlator, all users were assumed to have equal power (as would be the case with strict power control). This is because, the sliding correlator, unlike the subspace based estimator is not near-far resistant and requires power control. The fading parameters used were the same.
These experiments show how a parameter which remains fixed over time, as well as, a time varying parameter, effects the best window size. Also, the best window size for estimating two different parameters may be different depending on how fast each parameter is varying. Hence there is a tradeoff involved in the choice of the window size, based on how the inaccuracy in the estimation of a parameter effects the bit error rate of the receiver using these estimated parameters. If a particular parameter is more important to the receiver for achieving lower bit error rates, the choice of the window size would lean towards the best window size required for the estimation of that parameter. 
TECHNIQUES TO REDUCE THE COMPUTATIONAL COST OF THE SUBSPACE ESTIMATION PROCESS
Use of approximate SVD updating techniques
5.1.
Several SVD updating techniques have been proposed in the literature which reduces the computation that needs to be performed at each time step. The SVD updating problem is defined as calculating the SVD of the matrix yt from the SVD of the matrix yt-1 at minimum computational cost. Typically approximate SVD updating algorithms can be implemented in time which is at least an order of complexity less than a full SVD. These techniques are also extremely amenable to implementations on parallel architectures, either on application specific hardware [6] or as a software solution on an array of off-the-shelf processors [8].
These techniques suggest that typically one or less than one sweep of the orthogonalization procedure embedded within the SVD algorithms be performed at each update, instead of the O(log(n)) sweeps required for full convergence of the SVD algorithms. It has been shown, via simulations, for other subspace based applications such as frequency estimation using MUSIC, that a 'good' enough estimate of the signal subspace is obtained by performing only one sweep per update, that is, one sweep per time step. In this section, we present results from our experiments to evaluate the performance of a Hestenes method based SVD updating scheme [8], while tracking channel parameters in the presence of fading. In the updating scheme, only one sweep of the orthogonalization procedure is performed per update. Table 1 lists the RMSE in delay estimate when full convergence is achieved at each update (5 sweeps) and the error when only 1 sweep is used, along with the window size used. The table shows that, when only 1 sweep is used at each update, we get almost as good performance as when full convergence is achieved at each update, especially at larger window sizes. This technique, reduces the computational load to a great extent at a very small cost in terms of reduced accuracy. 
5.2.
Use of approximate orthogonal rotations in the SVD In addition, to the SVD updating schemes mentioned in the previous section, several techniques have been proposed to reduce the computation required in the orthogonalization procedure embedded within the SVD algorithms. This is done by approximating the exact Jacobi rotations by less accurate but faster approximate orthogonal rotations [3] . It has been shown that in practice, these approximate rotations provide a 'good' enough estimate of the signal subspace. Table 1 shows the loss in accuracy of the delay estimate by using one of the approximations mentioned in [3] . The approximation can be described as follows. The exact Jacobi rotation Q,., is constructed by replacing 4 elements of an identity matrix : ( q i j is the ( i , j ) t h element of matrix Qrs):
. . Table 1 shows that this approximation can be used (with only 1 SVD sweep) with very little loss of accuracy, for our application.
Subspace estimate without using all available data vectors
In this section, we form the subspace estimate, without using the data vectors corresponding to every bit observed. Only a fraction of the data vectors available are used. If the channel is slowly varying with time, this should give as good an estimate as the subspace estimate using all the data vectors, while more time would be available between updates. In this way, we gain more time to perform each update. Figure 4 shows the results in the presence of Rayleigh fading with a Doppler frequency of 1.04 x In this figure, the error is plotted against number of bits observed. Please recall from Section 2. that every data vector corresponds to one bit interval. The parameter load defines the size of the data matrix or the number of data vectors used to form the observation matrix. For example, when number of bits observed is 200 -if load = 1, size of the data matrix is also 200; if loud = 1/2, size of the data matrix is 100; and when load = 1/5, size of the data matrix is 40. In other words, load = 1/2 implies that the data vector corresponding to every other bit has been used to form the data matrix. Similarly, load = 1/5, implies that every fifth data vector has been used to form the data matrix. However the number of bits that need to be observed to get the same performance with load = 1/2, is less than twice that are required when all the data vectors are used. For example, to get a probability of tracking of 0.9, either we need to observe 65 bits and use Ioud = 1 (every bit observed) or we need t o observe 115 bits and use load = 1/2 (every other bit observed).
However, when load = 1, we need to update every bit interval, but with load = 1/2, we need to update every other bit interval. Also, the size of the data matrix with loud = 1/2 is half of that with load = 1. Using this technique, we can gain more time in which to perform each update, but at the cost of collecting data over more bit intervals or at the cost of some loss in performance.
[4] W. C. Jakes. 
CONCLUSION AND FUTURE WORK
In this paper, we have evaluated implementation issues related to computational complexity of subspace tracking, techniques and approximations to reduce the complexity, and performance of the approximations while tracking channel parameters in CDM.A systems, in the presence of multipath fading. The future emphasis will be on evaluating the same issues when the delays of each user varies (either slowly due to linear movement of the mobile from the base station, or abruptly due to a sudden change in one of the distinct propagation paths) and when the different paths of the different users fade with different Doppler frequencies. We also need to evaluate other computationally viable subspace tracking schemes (e.g. [5] ) for this problem. Ultimately, this work is aimed at combining the developments in multiuser CDMA communications, computationally inexpensive subspace tracking schemes, and parallel architectures involving DSP and general purpose processors, for a successful real time implementation of a subspace based channel parameter estimation scheme.
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