Abstract-This paper presents a new probabilistic method for detecting and tracking multiple faces in a video sequence. The proposed method integrates the information of face probabilities provided by the detector and the temporal information provided by the tracker to produce a method superior to the available detection and tracking methods. The three novel contributions of the paper are: 1) Accumulation of probabilities of detection over a sequence. This leads to coherent detection over time and, thus, improves detection results. 2) Prediction of the detection parameters which are position, scale, and pose. This guarantees the accuracy of accumulation as well as a continuous detection.
INTRODUCTION
F ACE detection and tracking find applications in areas like video structuring, indexing, and visual surveillance and form active areas of research. If the application is to identify an actor in a video clip [28] or to find a particular shot in the video sequence in which the actor is playing, then faces are the most important "basic units." This requires detection and tracking of a face through a sequence.
The two approaches to handle these issues could be framebased detection, that is, to detect faces in each frame without taking into account the temporal information or integrated detection and tracking in which the face is detected in the first frame and tracked through the sequence. The frame-based approach completely overlooks the fact that the frames are contiguous in the sequence. In the second approach, tracking and detection are independent and information from only one source is used at a time, causing a loss of information. This motivated us to develop a novel approach that integrates detection and tracking into a unified framework-the temporal approach. It uses the temporal relationships between the frames to detect multiple human faces in a video sequence, instead of detecting them in each frame independently. The proposed algorithm is divided into two phases-Phase I (detection) and Phase II (prediction and update-tracking).
Phase I-Detection. This phase detects the regions of interest that potentially contain faces. A detection probability is associated with each pixel, for different scales and two different views, one for frontal and one for profile faces [26] . This phase also identifies the detection parameters that characterize the face-position, scale, and pose. These parameters can be computed using frame-by-frame detection. However, the detector response can decrease due to different reasons (occlusions, lighting conditions, face pose) and depends on a threshold. Without any additional information, these responses can easily be rejected even if they indicate the presence of a face. It is therefore important to incorporate the temporal information in a video sequence, which we do in Phase II with a prediction-update model.
Phase II-Prediction and update. In this phase, we use a Condensation filter and factored sampling to propagate the detection parameters over time and, hence, track the faces through the video sequence. The local maxima of the probability distribution produced by the detectors, indicate possible occurrences of faces and are used to initialize the procedure. Samples are picked with a Gaussian centered at each maximum. These samples with their corresponding detection probabilities are propagated over time using a zero order prediction model on the detection parameters. The prediction of detection parameters guarantees the accuracy of accumulation of detection probabilities and continuous detection. This helps to stabilize detection and to make it less sensitive to thresholds compared to the frame-based detection procedure. The tracker integrates the response from the two detectors with the temporal information to detect intermediate poses. We also handle the appearance of faces by updating the tracker with the probabilities produced by the detection routine.
Experiments have been carried out on video sequences with multiple faces in different positions, scales (sizes), and poses, which appear or disappear from the sequence. This paper is an extension of our paper [21] . We have added extensive experimentation on a large number of sequences taken from commercial movies and the Web. Experimental results show a clear improvement over frame-based detection results.
Organization
In Section 2, we present a brief survey of the literature in the areas of face detection and tracking and put our work in perspective. Section 3 describes the detection algorithm and the way pose is represented. The temporal propagation framework is then discussed in detail in Section 4. Section 5 presents the results of our approach and compares them to results obtained by frame-based detection. In Section 6, we summarize our paper and propose some future directions.
RELATED WORK
A lot of research has been done in the areas of face detection and tracking, but only a few approaches have combined detection and tracking. Fairly exhaustive surveys on detection can be found in [13] , [38] . In the following, we present an overview of existing approaches and put our work in perspective.
Face Detection
Face detection determines the presence and location of a face in an image, by distinguishing the face from all other patterns present in the scene. This requires appropriate face modeling and segmentation. The approach should also take into account the sources of variation of facial appearance like viewing geometry (pose), illumination (color, shadowing, and self-shadowing), the imaging process (resolution, focus, imaging noise, perspective effects), and other factors like occlusion.
Face detection approaches differ in the features and cues used to model a face. Some feature-based detectors, which define a face as a combination of local features like eyes, nose, and mouth with constrained spatial relationships [3] , [14] , require multiple detectors for each of the features and a large number of parameters and spatial constraints need to be adjusted. Alternatively, face detection can be carried out by using the entire face [25] , [31] , making occlusion difficult to handle. Face detection methodologies classified on the basis of the image information used to aid in detection-color [32] , geometric shape [5] , or motion information [11] , [37] -suffer from the drawbacks of the specific cue. Skin color is susceptible to changes in lighting conditions and motion information may be distracted by alternate motion in the video. In recent years, model-based, as well as exemplarbased [30] approaches for the interpretation of face images, have been described. Face models based on appearance [16] , [34] , statistical models [22] , [26] , active shape models [17] , and models constructed using two views [29] have been successfully used in detection. Learning approaches like neural networks [25] , Gaussian mixtures [31] , PCA [16] , [34] , and Support Vector Machines [23] have also been used. But, these approaches handle only the type of faces they have been trained or defined on. Viola and Jones [35] combine a set of efficient classifiers in a cascaded structure to achieve high speed front face detection. This approach has not been demonstrated on profile faces, in changing imaging conditions or under occlusion. Most of the literature in detection deals with frontal faces. Although profile views have been detected [26] , handling intermediate pose requires training on many different head poses [9] , [18] , and work in this area has been limited.
Face Tracking
In dynamic scenes, tracking is used to follow a face through the sequence. In order to incorporate the face changes over time, in terms of changes in scale, position and to localize the search for the face, it is essential to exploit the temporal correspondence between frames. Tracking [1] , [2] , [11] , [24] , [27] exploits the temporal content of image sequences. Face tracking can be divided into two categories 1) head tracking and 2) facial feature tracking. Feature tracking methods track contours and points [12] or follow eyes and mouth [11] , and require independent trackers for each feature. Head tracking methods use the information from the entire head and can be region-based [11] , color-based [24] , [27] , [36] , or shape-based [5] . Color-based approaches are not robust to lighting changes and approaches that use information from the entire head are, in general, unable to handle occlusion. Tracking involves prediction and update for which filters like Kalman filter [8] and Condensation filter [15] have been used. Tracking approaches can also be model-based, for example, using statistical models [6] ), or exemplar-based [33] (although only specific features of the face, e.g., lips have been tracked). A combination of feature and head tracking methods, together with filtering, have tried to eliminate the problems of the individual approaches. The tracker of Birchfield [1] simultaneously exploits the elliptical contour fitted to the face and the color information enclosed. This approach can handle out-ofplane rotations and occlusions but is unable to handle multiple faces and requires manual initialization. The framework of [20] can be used to track multiple faces, but it does not permit the addition of new faces. Raja et al. [24] combined motion detection with an appearance-based face model. Multiple person tracking was performed using multiple Kalman filters.
Approaches Combining Face Detection and Tracking
In recent years, several approaches automate the process of face tracking by initializing the tracker with a face that has been detected in the first frame. In [19] , faces are detected in the first frame by template matching and then tracked through the sequence which has been subdivided into shots. Alternatively, face tracking and detection can be combined by detecting facial features like lips, mouth, nostrils, and eyes and by tracking them through the sequence, but this imposes the constraint that these features would need to be visible and, therefore, only frontal views of the face can be handled. Feris et al. [7] use a statistical skin color model to segment the candidate face regions in the image. The presence of a face is verified using eye detection. Then pupils, lip corners, and nostrils are detected and tracked through the sequence. Only a few approaches have combined detection and tracking and they all use different cues for detection and tracking.
Our Work in Perspective
The above survey highlights the contributions of our approach and shows its advantages over the existing approaches. The features of our approach which distinguish it from existing approaches are:
. Our approach simultaneously uses detection and tracking information at each time step and is therefore able to handle changes in imaging conditions (face scale, lighting, and orientation) and changes in image content (the complexity of the background and the number of faces), as has been shown in the experiments. It is able to improve over detection results of the existing detectors. . Handling pose change is a challenging problem for any detector. We have developed a novel pose representation that can represent any intermediate head pose by combining the information from two detectors, one for frontal views, and one for profiles. . Most of the tracking approaches suffer from the problem of manual initialization. We avoid this by using detection for initializing the tracker. . The detection information is integrated at each time step as the parameters are being propagated, that is, the probabilities are accumulated over time. This causes the algorithm to continuously detect faces even in frames where the frame-based detector fails. . The detection information provides knowledge of the appearance of new faces to the temporal framework, which can be readily incorporated whenever they appear by a process of updating.
FACE DETECTION
The face detection algorithm used in this paper is a waveletbased probabilistic method based on the detector developed by Schneiderman and Kanade [26] . In the following, we briefly explain the detector and then explain how to compute the probability score used in our temporal approach and give implementation details. Furthermore, we introduce a new representation for pose, based on a combination of the frontal and the profile detectors.
Detection Algorithm
The detector represents the statistics of both face or nonface appearance. Statistics are based on joint probabilities of visual attributes. Visual attributes should provide a representation of the face that is jointly localized in space, frequency and orientation. These attributes are therefore obtained by combining quantized wavelet coefficients at different positions and in different bands. This provides a good image representation and is used to extract and encode fine image features like eyes, nose, etc. A wavelet transform is applied to the image to decompose it into different subbands, which represent different frequencies in horizontal, vertical and diagonal orientations, and multiple resolutions. We eliminate the lower frequencies, thus eliminating light and skin color information. We keep only the ones with large magnitudes that correspond to the most significant features. We use different combinations of eight coefficients to form 11 different visual attributes. These are computed at different positions, which are uniformly distributed in the region of the face. Histograms are used to represent the joint statistics of visual attributes. The probability of a pattern is computed by collecting the number of its occurrences at a given position in the training data. The nonface model is computed in a similar way. For more details regarding the design and choice of attributes, the reader is referred to [26] .
Probability Score
The probability of detection is computed as a weighted combination of the probabilities of the 11 visual attributes, evaluated on 16 regions of the image for the face and the nonface distributions. To obtain equivalent responses for each attribute, we use different weights. The weights are estimated from the training data. This significantly minimizes the classification error [26] . The detector finds a face at a given location and a given scale. It has to be applied to all image positions and at different scales. The ratio between two consecutive scale levels is an empirically chosen constant and equals 1.2. Note that the scaling factor of 1.2 is approximately the fourth root of 2 and permits the coefficients at each of the octaves to be reused [26] . In order to detect frontal and profile views, we use two detectors; the probabilities of the frontal and profile detectors are P f ðF acejI; x; y; sÞ and P p ðF acejI; x; y; sÞ, respectively. The coordinates x; y represent the position at which the detector is applied and s is the scale of detection. For simplicity, we will denote the probabilities by P f and P p , respectively.
We obtain a probability map for each image location where the local maxima correspond to potential face locations. In the frame-based approach, a face is assumed present if the value of a maximum is above a threshold. Since a maximum can exist over several scales, we remove collisions over scales by choosing the one with the highest response within a neighborhood, over several scales.
Implementation Details
We have used about 150 different faces to build the frontal face model and 200 faces to build the profile model. The faces were normalized with respect to size and orientation. To increase the training set, we created 50 smoothed and rotated versions for each face. The nonface model was initially learned on 200 images containing no faces. We then applied the detection procedure to the same nonface images to determine the false positives. In the second stage, we learned the nonface model on the regions that gave the highest detection responses (the false positives). The training set of face and nonface images were collected from the Internet and none of the test video sequences were included in the training set. The training was done separately for front and profile faces. The frontal face detector has been trained on images for which the pose varies between -30 and 30 degrees. The number of frontal faces was much larger than the faces at poses in the interval (-30, -20) and (20, 30) degrees. Note that the actual pose angles are not known and are not used for training. The profile detector has been trained on images in which faces are at angles between (45, 90) and (-90, -45) degrees. It has been trained only on left facing images, while mirror reversed images are used for right facing images. The number of faces with angle 90 degrees or -90 degrees (complete profile) was much higher than those of other angles. Note that the profile detector is applied to the image and its mirror-reversed image and only the higher response at each pixel is kept. The profile detector therefore indicates whether a particular detection is facing right or left. Since the training images were obtained from the Web, we do not know the exact head pose and the categorization is approximate. Some of the training images had a natural background that helps to train the detector for such background. The first rows in Figs. 5, 6 , and 7 show the results of applying the frontal and profile detectors to frames of sequences.
Pose Representation
Pose changes are the most important source of variation in faces. The detection of faces from any viewpoint can be solved by learning a multiview face model [18] , but training it on all possible views is a tedious task and during detection multiple detectors need to be applied. In order to detect faces from any viewpoint, we have combined two detectors, a frontal and a profile one. This pose estimation is sufficient for prediction and update. Figs. 1 and 12 show the probabilities of the two detectors for varying pose.
We can see in the graph and the table in Fig. 1 , that the probability of the profile view detector decreases as the face turns toward the camera and the probability of the frontal face detector increases. The responses of the detectors depend on the training faces. As has been explained in Section 3.3, the frontal detector was trained on faces in the head pose range -30 to +30 degrees, with more faces with 0 degrees pose. Therefore, the response of the detector decreases as the head turns away from the frontal position. Beyond 30 degrees (whether moving toward the left or right), the faces are treated as nonfaces by the frontal detector, as it was not trained on those, and the response decreases and goes to zero. The profile detector is trained on faces with pose in the range of -90 to -45 and +45 to +90 degrees with most faces in the 75 to 90 or -75 to -90 degrees range. Thus, a higher response is shown by the detector in that range. Faces in the range of -45 to 45 degrees are treated as nonfaces by the profile detector. Note that the detectors are tolerant to a larger angular range than they were trained on. On the basis of our experimental validation (cf. Fig. 1 ), we can combine the probabilities P f and P p to approximatively estimate pose:
This pose formulation takes into account the frontal or the profile probability, depending on their response. The profile detector also provides the information whether the head was facing right or left (-90 degrees or +90 degrees). This approximation is sufficient for prediction/update-see the pose estimation in the table of Fig. 1 . If we use only one of the detectors, we cannot predict, in the case of decreasing probability, whether the face is turning or disappearing from the scene. In the next section, we will discuss the effect of this pose formulation on tracking.
TEMPORAL PROPAGATION
We have developed a framework for prediction and update which propagates the probabilities of detection and the detection parameters over time. The prediction-update requires the use of a filter. We have used the CONDENSA-TION (CONditional dENsity propagaTION) algorithm by Isard and Blake [15] . The probability distribution over all the detection parameters is represented by random samples. The distribution then evolves over time as the input data/ observations change. Kalman filters have been traditionally used for the purpose of incorporating the temporal aspect [8] . However, Kalman filtering is based on Gaussian densities that are unimodal and, hence, cannot represent nonGaussian densities and simultaneous multiple hypotheses, which the Condensation tracker can. In [4] , a method based on mean shift has been proposed for tracking nonrigid objects, which can be applied to faces. Mean shift iterations are used to detect the target initially, which is then tracked on the basis of color. No further detection information is incorporated. It is robust to partial occlusions, clutter, rotation in depth, and changes in scale and camera position, although it cannot handle multiple detections.
When analyzing a scene with multiple faces, we are confronted with a scenario in which each face corresponds to one maximum and should be propagated separately. The Condensation filter uses dynamical models to propagate the detection parameters over time by incorporating detection information at each stage. By combining it with Factored sampling, we only propagate samples (faces, in our case) with higher probabilistic weights over time. Thus, Condensation filtering together with the factored sampling is appropriate for our purpose.
The Adaptation of Condensation
The detection parameters which we need to predict and update are:
. ðx; yÞ: position. Position ranges over the entire image. . s: scale. We use a discrete range of scales that have been empirically chosen (cf. Section 3). . : face pose. can take any value between -90 and 90 degrees. 0 corresponds to the frontal face and -90 and 90 correspond to the left and right profile views, respectively. The state at time t, S t is defined to be a vector of parameters S t ¼ ðx t ; y t ; s t ; t Þ. The observations at each stage are the probability values computed by the detectors, described in Section 3. The probabilities P ðfacejI t ; x t ; y t ; s t Þ are the values associated with each pixel of the image and associated with a particular scale. There are two different probabilities associated with the two "poses" of the head; P f ðfacejI t ; x t ; y t ; s t Þ corresponding to the frontal face detector and P p ðfacejI t ; x t ; y t ; s t Þ corresponding to the profile detector. The observation Z t is then given by Z t ¼ ðP f ðfacejI t ; x t ; y t ; s t Þ; P p ðfacejI t ; x t ; y t ; s t ÞÞ.
We can then define the likelihood of observation P ðZ t jS t Þ in Steps 1 and 4 given below. The state transition probabilities are defined in Step 3 using the zero order temporal model. Given this conditional probability distribution, a discrete representation of the probability distribution can be constructed over the possible states. Our proposed algorithm is divided into four steps:
Step 1: Initialization. We initialize using the local maxima provided by the detector for the first frame of the video sequence. Each maximum is propagated separately.
1.
We pick 300 Gaussian random samples around each of the maxima ðx; yÞ. We keep the scale fixed in the initial sampling to consolidate the maxima over scale. If the initial samples are picked over very different scales, there is a chance of losing the maximum. The samples could also be picked randomly one scale higher or lower than the scale at which the maximum occurs. 2. We then compute the probabilities of frontal and profile faces for the samples at the corresponding position and scale. We initialize the pose with
The profile detector indicates whether a face is facing right or left. Therefore, the tracker knows whether the head is moving from the front to the left/right side or vice versa. In case the head is in a left profile (left facing), a negative value is assigned to the pose 0 . The corresponding total probability or the likelihood of observation P is then given by 
The set of probabilities are normalized to produce the weights
where N is the total number of samples which are being propagated. The sample states and the weights are used to predict the probability distribution at the next time instant. The next three stages set up a new probability distribution at time t, given the distribution at time t-1.
Step 2: Selection. We use factored sampling [15] to sample the states at stage t-1. These are then used for propagation to the next time instant. The sampling method causes the states to be chosen depending on the associated weights. Samples with high face probability are more likely to get propagated.
Step 3: Prediction. We use a zero order temporal model for the prediction of a new state and the definition of the state transition probabilities
For our experiments, we have set the parameters ' x and ' y to 15 pixels, ' s to 0.5, and ' to 1 degree. These parameter settings are adequate as the motion between subsequent frames of a video is, in general, limited. In case of a rapid motion of 15 pixels or more, the tracker loses track, but due to the update with the detection information (explained in Section 4.2), the face is reinitialized. Note that the prediction equation gets reversed/changed depending on the direction of head movement.
Step 4: Update. The probabilities of the predicted states are combined to obtain the probability associated with each state: P ðfacejI t ; x t ; y t ; s t ; t Þ ¼ P ðZ t jS t Þ ¼ maxðfð! t ; t ÞP f t ; fð! t ; t ÞP p t Þ;
where
is the observed pose angle at time t and t is the predicted pose obtained from Step 3 and P ft and P pt are P ft ðfacejI t ; x t ; y t ; s t Þ and P p t ðfacejI t ; x t ; y t ; s t Þ, respectively. As before, a negative value is assigned to ! t if the profile detector indicates that the head was left facing and moving toward the frontal pose. The function f is a function of the difference between the observed and predicted pose angles. If they are the same, then the response should be high. The higher the difference between the two, the lower should be the response since we would like wrongly predicted samples to be eliminated in the subsequent time steps. Thus, f can be any linear function which satisfies these conditions. The values of t and ! t range between -90 and 90. Therefore, in our case, we choose f to be
The value of f is 1 when ! t ¼ t and is 0 when the difference is 180 degrees, which is the maximum difference that they can have. In case the direction of movement is opposite to the predicted, multiplying by f assigns a low probability to that sample.
To normalize the probabilities, we compute the weights w i associated with the samples as in (1) .
To consolidate the propagated samples at each stage, we find the weighted mean Remark. Effect of not propagating the pose. We can track faces without using the pose parameter and utilize at each position only the maximum of the front and profile probabilities. We have observed that the tracker failed in the cases when both detectors had low probabilities or if the profile detector detected the face in the wrong pose. In the latter case, the next position of the head gets predicted in the wrong direction (for all the samples) and the tracker subsequently loses track. Hence, it is important to propagate pose using our estimation method.
Appearance and Disappearance of Faces
Appearance. We incorporate new faces appearing in the sequence by updating our set of local maxima every nth frame. Maxima at a sufficient pixel distance from those already being propagated are kept as potential new faces. Samples are picked around these new maxima and they are then propagated together with the existing ones. Disappearance. Faces get eliminated in two cases: 1) the probabilities associated with the samples of a face are very low for many frames or go to zero and 2) the weighted variance increases significantly. The first case arises when the tracker is wrongly initialized by the detector using a nonface. Over subsequent frames, the probabilities associated with all the samples picked around the nonfaces either go to zero or remain at a very low value for many frames. If the tracker detects a zero response for the region, for five consecutive frames, the corresponding maximum is dropped from the list of faces and no longer tracked. In Fig. 2 , the tracker is initialized with four maxima, two of which correspond to faces and two to nonfaces. The nonfaces get eliminated as the probabilities associated with the samples around these nonfaces go to zero. Alternatively, regions in the image may show constant low probability (less than 0.05) for all the points that are propagated. If a potential face continues to produce low probability for five frames, it indicates a false maximum and is deleted from the list of faces.
The second case arises when a face is being tracked, but due to wrong responses of the detector caused by camera zoom, lighting conditions, etc., the tracker begins to lose track. In such cases, the variance shows a marked increase above the base value of variance (15 pixels in the x and y coordinates). This base value is used to pick samples around the maxima and is the same for all faces. If the variance continues to grow for 10 frames, the face is dropped from the list. If the detector responds correctly after a few frames, then due to the accumulation of probabilities, the tracker is able to recover and the variance drops below the base value. In Fig. 3 , we see that the tracker begins losing track in frame 1833, due to wrong responses from the detector. This is indicated by the variance in x and y coordinates both of which exceed the acceptable value of variance (prior to this, the fact that the variance in x coordinate was exceeding the base value indicated that the tracker was starting to go off track). The tracker remains off track until frame 1850, indicated by the high variance values in these intermediate frames. From Remarks. 1) The parameters for handling the appearance and disappearance of faces have been set empirically after extensive experimentation. They are not modified during experimentation. 2) Since the detection information is available for every frame, the tracker may be updated in every frame. However, we update every five (n = 5) frames as in videos at video frame rate, faces do not appear or disappear in less than five frames. This parameter can be changed by the user. It is not crucial to the system. 3) The probability for selecting the faces for updating (0.05) and the number of frames for which the variance grows before the tracker is reinitialized (10 frames) are again empirical issues and we have given the values for the reader who wants to implement the system.
EXPERIMENTAL RESULTS
In this section, we present results of experiments carried out on different video sequences with multiple faces occurring at different sizes, in different poses, and at various positions with respect to each other. The video sequences are from commercial films and videos available on the Web. We first present implementation details of our method. This is followed by an experimental study of the temporal approach, exploring various aspects-change in zoom, pose, illumination, and occlusion. We then present a section on performance evaluation with a quantitative analysis and a time analysis of both methods. Finally, we present some failure cases.
Implementation Details
The first rows of Figs. 5, 6, and 7 show the results of applying the detection algorithm of Section 3 to each frame of the video sequences-the frame-based approach. A face is actually detected if the corresponding maximum is above a fixed threshold. The scale at which the face is detected is used to determine the size of the bounding box. The results of the frame-based detection are very sensitive to the threshold used. The threshold that gives optimal results is called the optimal threshold. For a threshold higher than the optimal threshold, we lose some of the faces, and for a lower threshold, we get spurious faces. The optimal threshold has been found experimentally and depends on the sequence, see Fig. 4 (optimal threshold is 40/255 for the frame-based approach for this sequence). In the temporal approach, the strongest local maxima (above probability 0.05) associated with the first frame of the sequence are used to initialize the procedure. Note that 0.05 is a very low value that was empirically chosen so that no face maxima were lost. This threshold remains constant for all our experiments, that is, it does not need to be adapted to the video sequence. It is therefore not a parameter of our system. These maxima are then propagated throughout the temporal sequence. The procedure and the thresholds used for eliminating nonfaces maxima are discussed in Section 4.2. Note that the temporal approach is not sensitive to any of the chosen thresholds and that the thresholds are the same for all experiments (sequences). Weighted mean and variance is computed for each frame using all the samples. The mean value for position and scale are used to display the position of the face and to draw the bounding box. As can be seen, in the second rows of Figs. 5, 6, and 7, the temporal approach performs much better than the frame-based detection. Fig. 4 presents the results of the effect of threshold changes for frame-based detection. The first three rows show the detection at three different thresholds. At the lowest threshold (row 1), the faces are detected but so are many spurious ones. When we increase the threshold in row 2, we lose some of the spurious faces, but we also lose some faces. In row 3, we lose As the track is lost due to the loss of detection information, the variance in the x and y coordinates increase above the baseline. As the tracker regains track, due to the availability of the detection information, the variance reduces to acceptable levels.
almost all the spurious faces, but many faces are lost, too.
Thus, frame-based detection does not perform well as the threshold needs to be modified for each image of the sequence.
In row 4, we have applied the temporal approach to the same sequence. In this case, the maxima corresponding to spurious faces get eliminated as the corresponding probabilities go to , and 50/255, respectively. In row 1, the low threshold causes lots of spurious detections. In rows 2 and 3, as the thresholds are increased, the spurious faces are reduced, but we lose some of the faces. In row 4, the temporal approach is applied to the sequence, and all the spurious faces are eliminated. The frame numbers are marked above the images. zero (cf. Section 4.2). Only the face is tracked through the sequence. In frame 30, where the detector loses the face completely, as seen from the first three rows, the tracker, in the temporal approach, is still able to maintain track.
Experimental Study of the Temporal Approach
In this section, we will discuss various aspects of our "temporal approach" and show how it compares with the frame-based approach.
Handling head poses for which the detectors have not been trained. In Fig. 5 , we show that the temporal approach (row 2) is able to handle up-down head movement whereas the frame-based approach (row 1) completely fails as the detector has not been trained on such face poses. In frame 70 (row 1), the bigger face is not detected and, in frame 101, it is wrongly detected. The temporal approach is able to detect the face in both cases. The up-down head movement can be handled as we use samples around each maximum.
Occlusion handling. In Fig. 6 , some faces get occluded by the back of the child's head and then reappear in the sequence. Once the face is occluded, the tracker maintains knowledge of the corresponding maximum for five frames, without displaying the face. As the face reappears within five frames (when the occluding back of the head moves away), the associated probabilities increase. Thus, the occluded face of the person is immediately recovered (frames 53 and 67) and displayed. This example shows the robustness of our method to occlusions. Note: If the occlusion had lasted for more than five frames, the low probabilities associated with all samples would have caused this maximum to be dropped. If the occlusion is removed, the face will be redetected and is then present as a new track.
Smoothing the size of the bounding box. Taking the average value of the parameters over all the samples allows us to smooth the results. As a result, the position and the size (scale) of the bounding boxes vary smoothly over time. This eliminates the discontinuities visible in the sequence obtained by frame-based detection. It can be seen in the first row of Figs. 6 and 7 that the face is detected with varying sizes of the bounding box.
Zoom sequence. In Fig. 7 , we have applied the two approaches to a zoom sequence. In frames 3, 19, and 23, there are false detections for the frame-based approach that are eliminated by the temporal approach. As the camera is zooming, the weights assigned to the nonfaces keep changing and go to zero. In frame 13, the frame-based detector is unable to detect the face, but the face is detected by the temporal approach, as we maintain track of the face from the previous frame.
Pose change. In Fig. 12 , we show the results of applying the frontal and profile detectors to a sequence in which the face is turning away from the camera. The responses are depicted using two different types of boxes, squares for the frontal and a square embedded with a triangle for the profile. The first row shows the results of applying only the frontal detector to the sequence. It can be seen that, as the head turns, the face is no longer detected. The second row shows the results of applying the profile detector. In this case, the frontal faces are wrongly detected. This indicates that a single detector is not sufficient. In the temporal approach (cf. row 3), the responses from the two detectors are combined and the face is continuously tracked through the sequence; the face is detected in all frames. In the frames in which we have either very poor or no information from the detector, the tracker is able to detect the face based on its position predicted from the previous frame.
Effect of lighting changes. In Fig. 8 , we have shown the results on applying the temporal approach to a video sequence in which the illumination changes significantly. We observed that the frontal face detector gave very low responses in frames after 90, due to the bad lighting. However, the tracker was able to accumulate these low responses and maintain track of the face. From frame 135 onward, the detectors stop detecting a face and, therefore, the tracker begins to lose track. It loses track completely in frame 140 as there is no information that it can accumulate and propagate.
Effect of accumulation of probabilities. In Fig. 9 , the face of the lady in the center,first appears in frame 25. It was not detected by the frame-based detector as it has a very low probability. However, due to the update and accumulation of probabilities, it gets detected by the temporal detector, as seen in the second row of Fig. 9 , frame 26.
In conclusion, our experiments show that temporal detector clearly improves results over the frame-based detection. We can handle head poses for which the detectors have not been trained. We can also handle lighting changes, occlusion of the face and its appearance and disappearance from the scene as well as changes in camera zoom. The tracking results are continuous throughout the sequences.
Performance Evaluation
In this section, we present a quantitative analysis, and a time analysis of the frame-based and the temporal approach. Quantitative Analysis. We analyze the frame-based detection and the temporal detection with respect to false detections and missing detections. False detections occur when a bounding box is drawn without the presence of a face. Also, if the face is detected wrongly, that is, the bounding box is too small or wrongly positioned for the face, we have a false detection. Note that in the temporal approach, we count as a false detection a spurious face that is maintained by the tracker after five frames, for example, an initialization with a local maximum that is not eliminated after five frames, and does not correspond to a face. Missing detection is present if a face is not detected.
We have applied the two approaches to 24 sequences (4,650 faces in 3,200 frames). Figs. 1, 2, 3, 4 , 5, 6, 7, 8, and 9, Figs. 11 and 12 show frames from these sequences. We used a threshold of 0.7 for frame-based detection, which was empirically found to be optimal. The thresholds of the temporal detector are the ones presented previously. The results of the comparison with respect to false detections and missing detections are given in Table 1 . The percentage missing detections are computed with respect to the total number of faces. We can see that the temporal approach performs much better than the frame-based detection.
However, a few failure cases remain in the case of the temporal approach.
An example of missing detection appears in the sequence of Fig. 9 . The face is not detected in frame 25. However, due to the update with all maxima (however low) and the accumulation of probabilities around them, the temporal approach is able to detect the face in frame 26 (one frame after it appears) and to track it continuously through the sequence. Note that, in the frame-based approach, the woman in the center was not detected in any of the frames. Examples of false detections are present in Fig. 3 and in Fig. 8 where the tracker loses the face due to nonavailability of detection information. Fig. 8 . Results of the temporal approach for a sequence in which illumination changes significantly. The face is first seen under bright illumination, then partially shadowed (frame 71 onward) and is then in the dark (frame 123 onward). The detectors give no response from frame 135 onward and, therefore, the tracker begins to lose track. It loses track completely in frame 140. Fig. 9 . The face in the center (frames 26 and 33) is not detected by the frame-based approach as it has a very low probability response (first row). In the temporal approach, it gets detected in frame 26 due to update and the accumulation of probabilities (second row). Time Analysis. Our approach processes video sequences offline and is not designed to be real time. In the following, we present a time analysis for the temporal and the frame-based detectors. In the frame-based approach, the detector searches for faces at multiple scales and then consolidates the results by taking the maximum over scale. Detection at each scale takes 5-15 seconds depending on the scale, with an average of 8 seconds per scale, for an image of size 352 Â 288. If the number of scales at which it searches is 10 (value used for our experiments), the entire detection process takes about 80 seconds. In the case of the temporal approach, there are two different processes: detection (cf. above) and propagation of faces. When propagating the maxima, the detection values have to be computed for a limited set of scales, i.e., one scale above and below the one of the maximum. This takes about 24 seconds on average per maximum. The time to propagate the samples, through tracking, is about 2 seconds. The entire propagation (combination of detection and tracking) takes thus about 26 seconds. A further acceleration is possible: The detection needs to be carried out only on a limited region around each maxima and not on the whole image. Thus, the time is reduced from 24 seconds (whole image at three scales) to 24 seconds/(proportion of the face in the image).
Failure Cases
We have been able to identify two possible failure scenarios for the temporal approach. First, this approach depends on the availability of some detection information, however weak. If one of the detectors, frontal or profile, is successful, then the tracker is able to maintain track. However, if both detectors fail for several consecutive frames, the temporal approach will eventually fail. This can be seen in Fig. 8 where the illumination changes significantly. The detectors fail in frame 135 and the tracker fails completely in frame 140.
The second scenario is a sequence in which the faces cross over (Fig. 10) . The faces are tracked up to frame 25 when the face of the man is occluded by the face of the woman. The maximum corresponding to the man is, therefore, lost. The track for the man now accumulates probabilities around the face of the woman and follows the face of the woman (indicated by the double boxes around the face). Note that the tracks are merged and it could be either the man or the woman track that continues. Additional identity information is necessary to decide. In the subsequent frame 30, due to the update with the detection maxima, the tracker picks up the face of the man and tracks it through the sequence, but as a new face. This corresponds to the expected behavior of the tracker, as neither the identity nor the depth information is used.
In cases where one of the faces is not completely occluded by the other, the tracker is able to maintain track, even when the faces touch each other or partially overlap. Fig. 11 shows the results of applying the temporal detector on a sequence in which two people move close together and then move away. Our approach maintains track of the faces Fig. 10 . Results of the temporal approach for a sequence in which the faces cross. Both the faces are tracked up to frame 25. In frame 26, the face of the woman occludes the face of the man. The track for the man now accumulates probabilities around the woman and follows her, and so does the track for the woman. From frame 27 onward, these tracks move in the same direction. In frame 30, the tracker is updated with the detection information and it detects and tracks the man through the sequence. Fig. 11 . Results of the temporal approach, for a sequence, in which two faces move toward each other, touch, and move apart. The tracks remain separate although the faces overlap. Using our pose formulation, we are able to track the faces smoothly.
as they move close together and then apart. Note that between frame 103 and frame 111, there is a zoom in the camera, but our approach is able to handle the change and to maintain track. This is an example of the scenario in which initially the profile detector is dominating and then the faces touch and the frontal detector takes over. Using our pose formulation, we are able to track the movement of the faces smoothly.
CONCLUSIONS AND PERSPECTIVES
We have presented a novel approach for temporal face detection and tracking which significantly improves on the state of the art. Our approach gracefully integrates detection for individual frames with the temporal aspect, making optimal use of the available information. Our framework for pose, using a combination of the frontal and profile detectors, helps track faces for poses for which the detectors have not been trained on. We have demonstrated the results on sequences from commercial movies and those taken from the Web, indicating the robustness of the approach. Experimental results show an excellent performance in the case of difficult scenarios like changing zoom, significant lighting changes, and occlusion.
In the future, we propose to investigate the following:
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