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A resolution of identity approach to explicitly correlated congruent trans-
formed Hamiltonian (CTH) is presented. One of the principle challenges
associated with the congruent transformation of the many-electron Hamilto-
nian is the generation of three, four, five, and six particle operators. Success-
ful application of the congruent transformation requires efficient implemen-
tation of the many-particle operators. In this work, we present the resolution
of identity congruent transformed Hamiltonian (RI-CTH) method to han-
dle many-particle operators. The resolution of identity was used to project
the explicitly correlated operator in a N-particle finite basis to avoid explicit
computation of the many-particle operators. Single-particle states were ob-
tained by performing Hartee-Fock calculations, which were then used for
construction of many-particle states. The limitation of the finite nature of the resolution of identity was ad-
dressed by developing partial infinite order (PIOS) diagrammatic summation technique. In the PIOS method,
the matrix elements of the projected congruent transformed Hamiltonian was expressed in terms of diagram-
matic notation and a subset of diagrams were summed up to infinite order. The RI-CTH and RI-CTH-PIOS
methods were applied to isoelectronic series of 10-electron systems (Ne,HF,H2O,NH3,CH4) and results
were compared with CISD and CCSD(T) calculations. One of the key results from this work is that for
identical basis set, the RI-CTH-PIOS energies are lower than CISD and CCSD(T) values.
PACS numbers: 31.15.V
Keywords: explicitly correlated, congruent transformed Hamiltonian, resolution of identity, partial infinite order summation,
Gaussian-type geminal, diagrammatic summation
I. Introduction
The form of the many-electron wavefunction at small
electron-electron separation plays an important role in accu-
rate determination of the ground state energy. The relation-
ship between the Coulomb singularity in the electronic Hamil-
tonian and form of the many-electron wavefunction at the
electron-electron coalescence point is well known and is given
by the Kato cusp condition.1–4 Explicitly correlated methods
improve the form of the many-electron wavefunction near the
electron-electron coalescence point by incorporating explicit
r12 dependence in the form of the wavefunction. This ap-
proach has been shown to be indispensable for high-precision
calculations of ground and excited state energies in atoms
and molecules and has been implemented in various meth-
ods including quantum Monte Carlo(QMC),2–6 perturbation
theory (MP2-R12),7–10 coupled-cluster,11–18 configuration in-
teraction, transcorrelated Hamiltonian,19–25 and geminal aug-
mented MCSCF.26 One of the main challenges in efficient im-
plementation of explicitly correlated methods is the analytical
evaluation of integrals involving the r12 term. The electronic
Hamiltonian has only one and two-particle operators, how-
ever, because of the r12 term in the form the wavefunction,
integrals involving the Hamiltonian and explicitly correlated
wavefunctions often involve three-particle and higher terms.
The resolution of identity (RI) approach has been successful
for efficient evaluation of many-particle integrals and has been
widely adopted for implementing faster, more efficient R12-
MP227–31 and R12-CC methods.32
In this article, we introduce the RI implementation of
the explicitly correlated congruent transformed Hamiltonian
(CTH) method.33 In the CTH method an explicitly correlated
function is used, to perform congruent transformation34,35 of
the electronic Hamiltonian. This approach is similar to the
transcorrelated Hamiltonian method where a similarity trans-
formation is performed on the Hamiltonian.19,20 One of the
advantages of the CTH method is that the transformation pre-
serves the Hermitian property of the Hamiltonian. As a conse-
quence, the transformed Hamiltonian is amenable to standard
variational procedures for obtaining the ground state energy.33
The transformed Hamiltonian involves upto six-particle oper-
ators and efficient implementation of these many-particle op-
erators is crucial for application of the CTH method. This
problem is addressed in the present work by introducing the
RI approximation for representing the many-particle opera-
tors. The RI method is exact in the limit of the infinite num-
ber of basis functions, however, practical implementation of
the RI is always approximate because of the truncation of the
ar
X
iv
:1
30
6.
24
46
v1
  [
ph
ys
ics
.ch
em
-p
h]
  1
1 J
un
 20
13
A Resolution of identity II THEORY
basis. Here, we present a diagrammatic summation approach
to include infinite-order contributions to the finite basis im-
plementation of the RI method. We have used diagrammatic
notation that is commonly used in the perturbation theory and
coupled-cluster equations to represent the terms in the RI ex-
pansion.36 After that, we show that certain classes of diagrams
can be summed upto infinite-order and the result can be ex-
pressed as an analytical expression of a renormalized two-
particle operator. Because the method in its current form is
applicable only to selected (as opposed to all) classes of dia-
grams, it is denoted as partial infinite-order summation (PIOS)
method. The details of the derivation of the PIOS method are
presented in the following section. The PIOS method has been
used for calculating the ground state energy of isoelectronic
10-electron systems (Ne,HF,H2O,NH3,CH4) and results are
presented in section II D.
II. Theory
A. Resolution of identity
The first step in the construction of the CTH is to define an
explicitly correlated two-body operator as shown below
G(1, . . . ,N) =
N
∑
i< j
g(ri j) =
N
∑
i< j
g(i, j), (1)
where N is the number of electron in the system. The deriva-
tion presented here is independent of the choice of the two-
body explicitly correlation function g(1,2) and the specific
form used in the present calculation will be discussed later.
The congruent-transformed operator is defined as
H˜ = G†HG (2)
S˜= G†1G (3)
where the transformed Hamiltonian contains upto six-particle
operators.33,37 For a given trial wavefunction ΨT, the CTH
energy is defined as
E[ΨT,G] =
〈ΨT|H˜|ΨT〉
〈ΨT|S˜|ΨT〉
. (4)
The congruent transformation preserves the Hermitian prop-
erty of the electronic Hamiltonian and by construction the
CTH energy is an upper bound to the exact ground state en-
ergy
Eexact ≤ min
ΨT,G
E[ΨT,G]≤min
ΨT
E[ΨT,G= 1]. (5)
As a consequence of the above relationship, the CTH energy
is amenable to standard variational procedure and can be min-
imized with respect to both the trial wavefunction ΨT and the
explicitly-correlated function G. In the limit of G = 1, the
CTH energy is equivalent to the expectation value of the elec-
tronic Hamiltonian. One of the challenges of implementing
CTH is form of the transformed Hamiltonian. Because of
the transformation, the CTH can be expressed as sum of two,
three, four, five, and six-particle operators. In this work, we
address this challenge by introducing a finite-basis for repre-
senting the CTH. The resolution of identity operator, in some
finite basis M is define by the following equation
IRI(M) =
M
∑
k
|k〉〈k|. (6)
The finite-basis representation of G is given as
G(M)(1, . . . ,N) =
M
∑
k,k′
|Φk〉〈Φk|G|Φk′〉〈Φk′ |, (7)
where the superscript M in G(M), represents that it is a finite-
basis representation of the exact G operator. These two quan-
tities are related to each other by the following limiting con-
dition
G= lim
M→∞
G(M). (8)
The number of terms in Eq. (7) that contribute to the CTH
energy in Eq. (4) is much less than M2 and depend on the
choice of the trial wavefunction ΨT. If the search for the op-
timal trial wavefunction is restricted to the set of single Slater
determinants, then as a direct consequence of Slater-Condon
rules,38 the terms in the expansion are restricted to only sin-
gles and doubles excitation. In the following equation, the
notation k ∈ S,D and G(S,D) is used to denote that the only
singles and doubles are included in the expansion
E[Φ0,G(S,D)] =
∑k,k′∈S,DG0kHkk′Gk′0
∑k∈S,DG0kGk0
, (9)
where Gkk′ and Hkk′ are shorthand notation for matrix ele-
ments 〈Φk|G|Φk′〉 and 〈Φk|H|Φk′〉, respectively. The ground
state energy is obtained variationally by minimizing the total
energy with respect to the geminal parameters and the Slater
determinant as shown below
ERI−CTH = min
g,Φ0
E[Φ0,G(S,D)]. (10)
B. Form of the correlation function
Although the expression in Eq. (9) is valid for any form
of g(1,2), the computational cost and ease of implemen-
tation depends on the specific choice of g(1,2). In this
work, we have used Gaussian-type geminal (GTG) func-
tions8,9,13,21,22,26,39–43 for representing the 2-body correlation
function
g(r12) =
Ng
∑
k=1
bke−r
2
12/d
2
k , (11)
where bk,dk are the geminal parameters that completely de-
fine the GTG function. There are mainly two different tech-
niques for determining the geminal parameters. In the first
2
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method, the parameters are determined variationally by min-
imizing the total energy. Although this approach very ac-
curate, it becomes computationally expensive because it in-
volves multidimensional minimization and recomputation of
the atomic orbital (AO) integrals. The second approach is to
have a set of precomputed values of the geminal parameters.
This approach is computationally fast, however, the challenge
it to find a transferable set of parameters that can be applied to
various molecules. In this work, we have developed a mixed
approach where the linear geminal parameters bk are varia-
tionally optimized during the calculation and the non-linear
geminal parameters dk are precomputed before the start of
the geminal optimization. The central ideal of this method is
to use some appropriate characteristic length scale associated
with the molecule for calculating the dk parameters. We have
used the average electron-electron separation distance as the
characteristic system-dependent quantity for calculating the
geminal parameters. Using the reference Slater determinant
Φ0, we define the average electron-electron separation as
〈r212〉0 =
1
N(N−1) 〈Φ0|∑i< j
r2i j|Φ0〉. (12)
The dk parameters are selected from a set of numbers obtained
by scaling 〈r212〉0
d2k ∈
[
1
n
〈r212〉0, . . .
1
2
〈r212〉0,〈r212〉0,2〈r212〉0, . . .n〈r212〉0
]
. (13)
The choice of 〈r212〉0 over 〈r12〉0 was made purely for compu-
tational convenience. The integral involving r212 is separable
in x,y, and z components and can be integrated easily with
Cartesian Gaussian-type orbitals (GTOs). Similar separation
is not possible for 〈r12〉0. The above procedure provides a fast
and physically intuitive method for obtaining the non-linear
geminal parameters.
After the non-linear dk parameters were obtained using the
steps described above, the linear geminal parameters bk were
optimized variationally. We have avoided recomputation of
the AO integrals by postponing the inclusion of the bk terms
to the very last step of the calculation. This is shown by the
following example. The expectation value of the geminal op-
erator is defined as
〈Φ0|G|Φ0〉= ∑
µνλσ
PµνPλσ
(
1
2
[µν |g|λσ ]− 1
4
[µσ |g|λν ]
)
(14)
where µ,ν ,λ ,σ are AO indices, P is the density matrix, and
the integrals are in chemist’s notation.38 Substituting the ex-
pression for the geminal function, Eq. (14) can be written as
〈Φ0|G|Φ0〉=
Ng
∑
k
bk ∑
µνλσ
PµνPλσA
k
µνλσ (15)
Akµνλσ =
1
2
[µν |e−r212/d2k |λσ ]− 1
4
[µσ |e−r212/d2k |λν ].
(16)
The quantity Akµνλσ is independent of bk and was computed
once and stored at the start of the bk optimization.
One of the advantages of the GTG function is that the AO
integrals involving the GTG functions are analytical and can
be expressed in a closed form. Analytical expressions for
integrals involving s-type GTO are known and were derived
by Boys.44 Analytical form for the higher angular momen-
tum GTOs using Mcmurchie-Davidson algorithm was derived
by Persson and Taylor.39 Because of the availability of fast
analytical integral routines, Gaussian-type geminal functions
have found widespread application in a large number of ex-
plicitly correlated calculations.8,9,13,21,22,26,33,37,39–43 As seen
in Eq.(9), the geminal integrals needed for computation of the
energy expression is for the form G0k. These geminal integrals
are known as the overlap integrals and are especially efficient
to compute because they can be written as a product of three
1D integrals
[µν |e−r212/d2k |λσ ] = IxIyIz. (17)
The exact expression for the integrals can be found in Refs. 39,
44 In addition to restricting the terms in Eq. (9) to only sin-
gles and doubles, the fast evaluation of G0k was used to further
restrict the number of terms in the summation. We have im-
plemented a “direct” approach in which the full H matrix is
never constructed and the matrix element Hkk′ are computed
as needed during the course of the calculations. The evalu-
ation of Hkk′ is only performed when G0kG0k′ is higher than
some threshold value
|G0kG0k′ |> ∆tol. (18)
Overall, equations (13), (16), (17), and (18) represent the four
key steps for efficient implementation of the RI-CTH meth-
ods.
C. Partial infinite-order summation
Up to this point, only finite expansion of the RI-CTH
method has been considered. In this section, we will develop
the infinite order summation approach. The main idea of this
approach can be summarized in two steps. In the first step,
the RI-CTH energy terms were expressed in terms of diagram-
matic notations. In the next step, we used the diagrammatic
summation technique to perform infinite order summation for
certain classes of diagrams. Starting with Eq. (9), we define
the 2-particle transition density matrix as
Γuvi jkl = 〈Φu|i† j†lk|Φv〉. (19)
Using the above expression, the numerator in the Eq. (9) can
be written as
G0m =
Nocc
∑
ab
∑
i j
〈ab|g|i j〉Γ0mabi j (20)
where, the indices i, j,k, l... are used for labeling the molecu-
lar orbitals (MOs). We have used the convention38 of labeling
3
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the MOs that are occupied and unoccupied in the reference
Slater determinant as a,b,c,d... and p,q,r,s..., respectively.
The overall expression of the electron-electron interaction in
the RI-CTH energy is given as
G0mV eemm′Gm′0 =
Nocc
∑
abcd
∑
i jkl
Γ0mabi jΓ
mm′
i′ j′k′l′Γ
0m′
klcd (21)
×〈ab|g|i j〉〈i′ j′|r−112 |k′l′〉〈kl|g|cd〉.
In the diagrammatic representation, the occupied MO indices
a,b,c,d are represented by hole lines (↓). The general MO
indices i jkli′ j′k′l′ can be either particle (↑) or hole (↓) lines
. For a finite RI expansion, the energy expression can be ex-
pressed in terms of finite number of diagrams. After careful
analysis of the diagrams, we selected a subset of diagrams
that were summed up to infinite order. The objective of per-
forming the diagram summation is to obtain a compact renor-
malized operator that is more computationally tractable than
the explicit infinite-order sum. The selection of diagrams for
summation was based on the ease of implementation of the
resulting renormalized operator. Since only a subset of di-
agrams (as oppose to all) were selected for summation upto
infinite order, we denote this method as partial infinite-order
summation (PIOS) method. The Coulomb diagrams that were
summed upto infinite order in the PIOS method are presented
in Figure 1. The summation of diagrams leads to the follow-
ing expression
′
∑diagrams = 〈ΦHF|g(1,2)r
−1
12 g(1,2)|ΦHF〉
〈ΦHF|g(1,2)g(1,2)|ΦHF〉 . (22)
which is a renormalized 2-body operator. The prime over the
summation in Eq. (22) is used to denote that only selected di-
agrams were included in the summation. Because the energy
expression in Eq. (9) includes a denominator, identical pro-
cedure was also used for obtaining the denominator and the
combined result is shown in Eq. (22). We define the RI-CTH-
PIOS energy as
ERI−CTH−PIOS = E˜RI−CTH+EPIOS, (23)
where EPIOS is given by Eq. (22). The tilde on E˜RI−CTH is
used to denote that RI-CTH energy should exclude diagrams
that have been included in the PIOS energy calculation to pre-
vent double counting.
D. Computational details
All the calculations were performed using Ng = 2 with two
Gaussian-type geminal functions . The first set of geminal
parameter were fixed at b1 = 1 and d21 =∞. This choice of pa-
rameters ensured that the RI-CTH energy is always bounded
from top by the Hartree-Fock energy. Hartree-Fock calcula-
tion was performed and 〈r212〉0 was evaluated. The 〈r212〉0 was
used to construct the following trial set for the selection of the
d2 parameter
d2trial =
1
3
〈r212〉0,
1
2
〈r212〉0,〈r212〉0,2〈r212〉0,3〈r212〉0. (24)
FIG. 1. Coulomb diagrams that are summed to infinite order
The b2 parameters was optimized for each trial d22 and the
b2,opt,d22,opt were obtained by finding the lowest energy in the
trial set.
III. Results and conclusion
The RI-CTH method was applied for computing the ground
state energy of isoelectronic 10-electron systems, Ne, HF,
H2O, NH3, and CH4, and the results are presented in Table I.
As expected, the RI-CTH energy is much lower than the HF
energies. It was found that both CISD and CCSD(T) energies
obtained using identical basis set are lower than the RI-CTH
energy. This is an expected result because in the CISD cal-
culation unconstrained optimization of the CI coefficients is
performed. On the other hand, the coefficients in RI-CTH
method are constrained by the functional form of the gemi-
nal function. Comparing the energies from the RI-CTH-PIOS
calculations with CISD/6-31G* and CCSD(T)/6-31G* show
that the RI-CTH-PIOS energy is consistently lower for all the
10-electron systems. We attribute this lower energy to the in-
clusion of diagrams that were missing in the RI-CTH method
4
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TABLE I. RI-CTH-PIOS energies for isoelectronic 10-electron systems. All the values are reported in atomic units.
Method Ne HF H2O NH3 CH4 References
HF -128.474407 -100.002394 -76.009999 -56.183815 -40.194821
RI-CTH/6-31G? -128.605009 -100.153397 -76.165385 -56.327220 -40.313661 This work
RI-CTH-PIOS/6-31G? -128.635313 -100.271451 -76.311230 -56.441383 -40.387422 This work
CISD/6-31G? -128.623340 -100.180709 -76.198206 -56.361897 -40.346897 45
CCSD(T)/6-31G? -128.626734 -100.186601 -76.205841 -56.369520 -40.353006 45
CISD/cc-pV(T+d)Z -128.791918 -100.322996 -76.313875 -56.454729 -40.422120 45
CCSD(T)/cc-pV(T+d)Z -128.798209 -100.331994 -76.324556 -56.465536 -40.431821 45
but were included because of the diagrammatic summation in
RI-CTH-PIOS. The terms that are missing from the CISD/6-
31G* calculation can be systematically included by increasing
the size of the underlying 1-particle basis. To investigate this
further, we have compared the RI-CTH-PIOS energies with
CISD calculation with a much larger basis set. As shown in
Table I, the CISD/cc-pV(T+d)Z are consistently lower than
the RI-CTH-PIOS energy. The results in Table I indicate that
the RI-CTH-PIOS method with a small basis set is able to
capture part of the electron correlated energy that is only ac-
cessible to CISD and CCSD(T) methods at larger basis sets.
In conclusion, the resolution of identity implementation of
congruent transformed Hamiltonian has been presented. The
congruent transformation of the many-electron Hamiltonian
was performed using Gaussian-type geminal functions. The
challenge of efficient optimization of the geminal function
was addressed by using different strategies for optimizing lin-
ear and non-linear parameters. The linear geminal parame-
ters were obtained variationally by minimizing the RI-CTH
energy. The expectation value of the square of the electron-
electron separation distance was used as the characteristic
length scale for construction of the non-linear geminal param-
eters. One of the key results in this work is the development
and application of partial infinite order summation method.
Diagrammatic notation of the RI-CTH expression was intro-
duced and the RI-CTH-PIOS calculations were performed. It
was found that for identical basis functions, the RI-CTH-PIOS
energies are lower than the CISD and CCSD(T) energies for
the isoelectronic 10-electron system studied in this work.
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