Abstract. For each positive characteristic multiple zeta value (defined by Thakur [T04]), the first and third authors in [CM17] constructed a t-module such that a certain coordinate of a logarithmic vector of a specified algebraic point is a rational multiple of that multiple zeta value. The main result in this paper gives explicit formulae for all of the coordinates of this logarithmic vector in terms of Taylor coefficients of t-motivic multiple zeta values and t-motivic Carlitz multiple star polylogarithms.
1. Introduction 1.1. Classical theory. The theory of generalized logarithms for commutative algebraic groups defined over number fields at algebraic points has a long history. Many developments came about because of the proposal of Hilbert's famous seventh problem in 1900, which is related to the linear independence of two logarithms at algebraic numbers over the field Q of algebraic numbers. Gelfond and Schneider provided an affirmative answer to Hilbert's problem in the 1930's, then Baker generalized this with his celebrated theorem on linear forms in logarithms from the 1960's. In the following years, the analogue of Baker's theorem for elliptic curves was successfully developed by Coates, Lang, Masser, Bertand. Lang was the first to use the language of group varieties to interprate a reformulation of the GelfondSchneider theorem and other classical results. For more details, see [BW07, W02] . One of the most significant results and greatest breakthroughs in classical transcendence theory is the following analytic subgroup theorem achieved by Wüstholz.
Theorem 1.1.1 (Wüstholz [W89] ). Let G be a commutative algebraic group defined over Q, and let exp G : Lie G(C) → G(C) be the exponential map when regarding G(C) as a Lie group. Let u ∈ Lie G(C) satisfy exp G (u) ∈ G(Q), and let V u ⊂ Lie G(C) be the smallest linear subspace that contains u and that is defined over Q. Then we have
for some algebraic subgroup H of G defined over Q.
The spirit of the theorem above is to assert that the Q-linear relations among the coordinates of the generalized logarithm u arise from the defining equations of Lie H. All the results mentioned above are consequences of Wüstholz's theory as they can be formulated as questions concerning generalized logarithms defined in terms of suitable commutative algebraic groups. So, attempting to relate certain special values which one desires to study to the coordinates of generalized logarithms fitting into Wüstholz's theory is a fruitful line of study.
Classical real-valued multiple zeta values are generalizations of the special values of the Riemann ζ-function at positive integers. They occur as periods of mixed Tate motives and have many interesting connections between different research areas (see [An04, BGF18, Zh16] ). It is a natural question to ask whether one can relate any classical multiple zeta values to certain coordinates of generalized logarithms fitting into Wüstholz's analytic subgroup theorem. The answer is still unknown. In the function fields case, we have a positive answer of the analogous question above from [CM17] , which shows that any positive characteristic multiple zeta value can be realized as a coordinate of the logarithm of a certain t-module at an algebraic point. The purpose of this paper is to give explicit formulae for all the coordinates of such a logarithmic vector in terms of Taylor coefficients of the t-motivic multiple zeta value in question and t-motivic Carlitz multiple star polylogarithms.
1.2. The main result. Let A := F q [θ] be the polynomial ring in the variable θ over a finite field F q with quotient field K = F q (θ). Let K ∞ be the completion of K with respect to the normal absolute value | · | ∞ associated to the infinite place ∞, and let C ∞ be the ∞-adic completion of a fixed algebraic closure of K ∞ . Let K be the algebraic closure of K inside C ∞ . Thakur [T04] where the sum is over all monic polynomials a 1 , . . . , a r in A with the restriction deg θ a 1 > deg θ a 2 > · · · > deg θ a r . The weight and the depth of the presentation ζ A (s) are defined by wt(s) := r i=1 s i and dep(s) := r respectively. When r = 1, the special values above are called Carlitz zeta values, due to Carlitz [Ca35] , and they play the analogue of special values of Riemann ζ-function at positive integers.
In the world of function fields in positive characteristic, the Carlitz module C defined in Sec. 2.2 plays the analogue of the multiplicative group G m in the classical case, and the Carlitz logarithm Log C is analogous to the classical logarithm. In [Ca35] , Carlitz proved the interesting and important identity ζ A (1) = Log C (1), whose classical counterpart does not exist. Carlitz's formula reveals the fact that positive characteristic zeta values have a close connection with logarithms. Anderson and Thakur generalized this connection to all Carlitz zeta values in [AT90] , and gave a beautiful interpretation in terms of tensor powers of the Carlitz module. More precisely, for each positive integer s they constructed a vector Z s ∈ Lie C ⊗s (C ∞ ), which is the Lie algebra of the s-th tensor power of the Carlitz module (see Sec. 2.2 for the definition), so that Γ s ζ A (s) occurs as the last coordinate of Z s and so that Z s is mapped to an integral point of C ⊗s under the exponential map Exp C ⊗s . Here Γ s ∈ A is the Carlitz factorial defined in (5.1.1).
The first and third authors of this paper generalized Anderson-Thakur's work to arbitrary depth MZV's in [CM17] , where the case of Eulerian MZV's was previously established in [C16] . In [CM17] , they showed that for any s = (s 1 , . . . , s r ) ∈ N r one can construct a uniformizable t-module G s and a vector Z s ∈ Lie G s (C ∞ ) so that Γ s ζ A (s) occurs as the wt(s)-th coordinate of Z s and Z s is mapped to an integral point of G s under the exponential map Exp Gs , where Γ s := Γ s 1 · · · Γ sr . This result, combined with Yu's sub-t-module theorem [Yu97] -which is the function field analogue of Wüstholz's analytic subgroup theorem -is a key ingredient in verifying a function field analogue of Furusho's conjecture, which asserts that the p-adic MZV's satisfy the same linear relations that the corresponding real-valued MZV's satisfy. Thus, it is a natural and interesting question to ask what the other coordinates of Z s are. The main result of this paper is to give explicit formulae for them.
Let t be a new variable. One core object in this paper is the t-motivic multiple zeta value ζ , and whereπ is a fundamental period of the Carlitz module C. Here the terminology of t-motive is in the sense of [P08] . The value Γ s ζ A (s)/π wt(s) is the specialization at t = θ of a certain power series
, which is an entry of Ψ s (see [AT09, §2.5] for details). Papanikolas [P08] showed that
s ] is a torsor for the algebraic group Γ Ms × Fq(t) K(t), which arises from the base change of the fundamental group of the Tannakian category generated by M s , the so-called t-motivic Galois group of M s . Since ζ mot A (s) occurs in the affine coordinate ring of Z Ψs , which we regard as a period torsor for Γ Ms , it can be viewed as a t-motivic period (cf. [Br14, Def. 4 
.1]).
The second perspective is from the point of view of deformations. In [P08] , Papanikolas constructed a deformation series of the Carlitz logarithm, which he connected with periods of certain t-motives. Let L 0 := 1 and
for u ∈ C ∞ with |u| ∞ <−1 , and one has that Li 1,u (θ) = Li 1,u (t)| t=θ = Log C (u). The first author and Yu then extended Li 1,u (t) to a deformation Li n,u (t) of n-th Carlitz polylogarithm at u ∈ C ∞ with |u| ∞ < q nq q−1 in [CY07] in order to connect ζ A (n) to periods of certain tmotives. This inspired us to use Anderson-Thakur polynomials (see Sec. 5.1.1) to define the t-motivic MZV's ζ mot A (s) in Definition 5.1.4 as a deformation of function field multiple zeta values ζ A (s). Indeed, from the interpolation formula of Anderson-Thakur [AT90, AT09] , one has that ζ mot A (s)| t=θ = Γ s ζ A (s). In [C14, CM17] , the first and third authors give a formula that expresses ζ A (s) as a linear combination of Carlitz multiple star polylogarithms (abbreviated as CMSPL's -see (3.2.4) for the definition) generalizing the work of Anderson-Thakur for Carlitz zeta values in [AT90] . In this paper, we define t-motivic CMSPL's in (3.2.4) that are deformation series of CMSPL's, and show that the identity for ζ A (s) mentioned above can be deformed as an identity for ζ mot A (s) in Lemma 5.2.4. So our definition of ζ mot A (s) seems quite appropriate from the t-motivic aspect.
In many number theory settings, Taylor coefficients of important functions have interesting arithmetic interpretations. Two well known classical examples are the celebrated class number formula and the Gross-Zagier formula. In the frame work of t-modules, such a phenomenon first occurs in the paper of Anderson and Thakur [AT90] . There, they show that for any positive integer s, the kernel of Exp C ⊗s is a free A-module of rank one, and the first s This paper studies Taylor coefficients of the series expansion of ζ mot A (s) at t = θ, which are given by hyperderivatives of ζ mot A (s) evaluated at t = θ. For any r-tuple of positive integers s = (s 1 , . . . , s r ), our main result stated in Theorem 6.2.1 shows that the first wt(s) Taylor coefficients of the series expansion of ζ mot A (s) at t = θ give the first wt(s) coordinates of Z s , and that the other coordinates of Z s are given explicitly in terms of Taylor coefficients of the expansion of t-motivic CMSPL's at t = θ. In particular, when r = 1 the coordinates of Z s are given by the first s Taylor coefficients of ζ mot A (s) at t = θ. We mention that in [Pp] Papanikolas establishes a log-algebraicity theorem for C ⊗s , which is applied to derive an explicit formula for Z s also in terms of hyperderivatives, but his formula is different from ours. As our results reveal the importance of Taylor coefficients of t-motivic MZV's, it will be interesting to investigate their connections with other research topics. This would require additional time and we hope to tackle this project in the near future.
1.3. Organization of this paper. In Section 2 we review some basic theories of Anderson, particularly how to contstruct the associated t-module from a dual t-motive using his theory of t-frames. One primary tool that we adapt to prove our main result is Theorem 2.4.4, in which Anderson provides a dual t-motivic description of the exponential maps. We review the definition of hyperderivatives in Section 3, and then analyze δ 0 • ι(g) (a vector of power series coming from the t-frames theory) in Theorem 2.4.4 to establish the general expression for the logarithmic vector in Theorem 3.4.1. The central topic of Section 4 is t-motivic CMSPL's. This extends the study of [CM19] , wherein the first and third authors, for each CMSPL evaluated at an algebraic point, construct a t-module together with a special point so that up to a sign, the CMSPL occurs as the wt(s)-th coordinate of the logarithm of that t-module evaluated at this special point. In §4 of this paper, we use Theorem 3.4.1 to give explicit formulae for all coordinates of this logarithm in terms of Taylor coefficients of t-motivic CMSPL's in Theorem 4.2.2. In Section 5, we first define t-motivic MZV's and then derive a deformation identity for them in Lemma 5.2.3. In section 6, we first review fiber coproducts of dual t-motives and review the construction of G s and Z s mentioned in the introduction. With the results from Theorem 4.2.2 and Lemma 5.2.3, we use techniques developed in [CM17] to derive an explicit formula for Z s in Theorem 6.2.1. Finally, in Theorem 6.3.4 we further relate any monomial of MZV's to a coordinate of the logarithm of a certain t-module at a special point, and give a description of the other coordinates of this logarithmic vector explicitly in terms of Taylor coefficients of t-motivic CMSPL's.
2. Anderson's theory revisited 2.1. Notation and Frobenius twistings. 
. . , λ 1 ) for any r-tuple Λ = (λ 1 , . . . , λ r ) of elements of a nonempty set.
Let t be a new variable. We denote by C ∞ [[t] ] the ring of formal power series in the variable t with coefficients in C ∞ , and denote by C ∞ ((t)) the quotient field of C ∞ [[t]]. We define T θ to be the subring of C ∞ [[t]] consisting of power series convergent on |t| ∞ ≤ |θ| ∞ -for more details see (3.1.1). Finally for any integer n, we define the nth fold Frobenius twist on C ∞ ((t)):
We then extend these Frobenius twists to matrices over C ∞ ((t)), i.e., for any matrix B = (b ij ) ∈ Mat ℓ×m (C ∞ ((t))), we define
ij ). For any A-subalgebra R of C ∞ , we define the ring of twisted polynomials
We put R[τ ] := Mat 1 (R)[τ ] and indeed we have the natural identity Mat
2.2. Background on Anderson t-modules. Fix a positive integer d and an A-subalgebra R of C ∞ with quotient field F . Let ρ be an F q -linear ring homomorphism
so that ∂ρ(t) − θI d is a nilpotent matrix. We have the natural identification
, where the latter is the ring of F q -linear endomorphisms over R of the algebraic group scheme G d a/R and τ is identified with the Frobenius operator that acts on G d a/R by raising each coordinate to the q-th power. Thus, the map ρ gives rise to an
, which has underlying group scheme G d a/R , with an F q [t]-module structure via ρ. Note that since ρ is an F q -linear ring homomorphism, ρ is uniquely determined by ρ(t). A sub-t-module of G is a connected algebraic subgroup of G that is invariant under the
A basic example is the n-th tensor power of the Carlitz module denoted by [A86] showed that one has an exponential map Exp G , that is an entire F q -linear map
satisfying the functional equation
As a d-variable vector-valued power series, it is expressed as 
and we find that Log G satisfies the functional equation
We note that in general, Log G is not an entire function on G(C ∞ ) but converges on a certain open subset.
By a morphism φ of two t-modules
a/R , ρ 2 ) over R, we mean that φ : G 1 → G 2 is a morphism of algebraic group schemes over R and that it commutes with the
, we note that the differential of φ at the origin is identified with (2.2.1)
The exponential maps of t-modules are functorial in the sense that one has the following commutative diagram: The most basic example of a Frobenius module is the trivial module 1, which has underlying module K[t], on which σ acts by
Another important example is the n-th tensor power of the Carlitz t-motive C ⊗n for n ∈ N. Here, K[t] is the underlying module of C ⊗n , on which the action of σ is given by
One core object that we study in this paper is the t-module arising from the following Frobenius module M. Fix a positive integer r and an r-tuple of positive integers s = (s 1 , . . . , s r ) ∈ N r and an r-tuple of polynomials
-module of rank r + 1 with a fixed basis {m 1 , . . . , m r+1 } and put m := (m 1 , . . . , m r+1 ) tr ∈ Mat (r+1)×1 (M). We define the following matrix (2.3.2)
It follows from the definition that M is a Frobenius module. We mention that this M was first studied by Anderson-Thakur [AT09] in order to give a period interpretation for the multiple zeta value ζ A (s) (defined in (1.2.1)) when restricting Q i to the Anderson-Thakur polynomial
It was then revisited in [C14, CPY19] for studying Carlitz multiple polylogarithms when restricting Q i to certain algebraic elements over K.
We let M ′ be the Frobenius submodule of M which is the free K[t]-submodule of rank r spanned by the basis {m 1 , . . . , m r }, where the action of σ on
is represented by the matrix (2.3.4)
Note that Φ ′ is the square matrix of size r cut from the upper left square of Φ. Following [CM19] , for each 1 ≤ i ≤ r we put (2.3.5)
One observes that M ′ possesses the following properties (cf. [CPY19] ):
Note that a natural 
Definition 2.3.7. A dual t-motive is a left K[t, σ]-module M with the following three properties.
• M is free of finite rank over
• M is free of finite rank over 
As M ′ is also free over
Compositing the two maps above, we have the following identification
by expressing elements of M ′ in terms of the fixed K[t]-basis and K[σ]-basis above. We remark that if x ∈ M ′ can be written as x = a 1 m 1 + · · · + a r m r as above and
, then we have the equation
and thus under the identification Mat
We similarly observe that the action of σ on Mat 1×d (K[σ]) is the diagonal action. Next, we define maps
Note that in [CPY19] we denote by ∆ :
) and δ 1 . We then have Ker ∆ = (σ−1)M ′ , and so the identification as
Since we have an
The t-module associated to M ′ is defined to be G :
2.4. One crucial result of Anderson. Now we take the field K = C ∞ , and consider the
In order to give an explicit description of the above map, we make the following definition first.
Definition 2.4.1. Given a function f (t) ∈ T θ which has a Taylor series centered at θ that is given by
we define the kth jet of f at the point θ to be the polynomial
Note that by (2.4.3), power series in T θ always have such a Taylor series as given above, and so our definition is natural. We now describe the explicit formula for the map δ 0 • ι.
, for each coordinate a i , we form the d i − 1 jet at θ and label these as
Then the map δ 0 • ι is given by
. . .
Proof. By the definition of δ 0 , it suffices to show for each i with 1
We prove this assertion by induction on i. For i = 1, the claim holds since we have
Let i ≥ 2, and assume that there exists m ∈ M ′ such that (t − θ)
In other words, the map δ 0 • ι factors through the following map still denoted by δ 0 • ι:
Anderson gives a theorem (see [HJ16] and [NP18] ) that states that there exists a unique extension of the composition δ 0 • ι to vectors over the Tate algebra T θ and he calls this extension
With the above analysis of δ 0 • ι we can see concretely that the procedure for calculating the extended map δ 0 • ι is the same as for the original. Namely, δ 0 • ι is given by composing the following maps
where the first embedding is via the following natural embedding componentwise
Note that η is injective. Indeed, assume that η( 
and so
Repeating this argument, we can take
Therefore, η is injective. Moreover, we can verify that the image of η is
and we can construct η −1 directly.
Since it does not cause any confusion, we will drop the hat notation and just use δ 0 • ι for the extension. We now state Anderson's theorem from his unpublished notes, which one can find the statement and its proof in [HJ16, Cor. 5 .20] and [NP18] .
General formulae
In this section, we fix an algebraically closed subfield K of C ∞ containing K. Let r be a positive integer, and fix an index s = (s 1 , . . . , s r ) ∈ N r with d i defined in (2.3.5). Fix r − 1 polynomials Q 1 , . . . , Q r−1 ∈ K[t] and let Φ ′ ∈ Mat r (K[t]) be the matrix (2.3.4) defined using Q 1 , . . . , Q r−1 , and let G be the t-module over K associated to the dual t-motive M ′ defined by Φ ′ in Sec. 2.3.2.
3.1. Constructions of g and its convergnece. The aim of this subsection is to construct a solution g ∈ Mat 1×r (T θ ) of the difference equation (2.4.5) under certain conditions.
Gauss norms. First, we define a seminorm on Mat
Note that the seminorm is only submultiplicative, i.e. for matrices B ∈ Mat k,ℓ (C ∞ ) and
for any invertible matrix B with entries in C ∞ . We also have identities and inequalities for α ∈ C ∞ and B, C ∈ Mat ℓ,m (C ∞ )
Then, for α ∈ C × ∞ we define the Tate algebra
If |α| ∞ ≥ 1, then T α is stable under the action f → f (n) for each n ≥ 0. Define the Gauss norm · α on T α by putting
We then extend the Gauss norm to Mat ℓ,m (T α ) by setting 
A quick check shows that the general term
is in Mat 1×r (T θ ) and under certain hypothesis on the polynomials Q i 's and w, it is shown to converge to zero under the Gauss norm · θ in the following proposition.
) be given above with the condition that |c i,j | ∞ < q
following (2.3.4), we calculate that (3.1.4)
Then we calculate the Gauss norm for the general term:
Therefore we have
which goes to 0 as (n → ∞). Since T θ is complete with respect to · θ , we have the desired result. Remark 3.1.6. Note that from the definition one sees that g satisfies the difference equation 
t-motivic
Also the t-motivic CMPL and t-motivic CMSPL are defined by Given u = (u 1 , . . . , u r ) tr ∈ K r , we note that u
∈ T θ , and if for each 2 ≤ i ≤ r,
Thus Li s (t; u 1 , . . . , u r ) and Li ⋆ s (t; u 1 , . . . , u r ) converge in T θ when specializating z i = u i for each i. In this situation, we simplify the notation by putting
When r = 1 and s = 1, the series Li 1,u (t) for u ∈ K × with |u| ∞ < |θ|−1 θ was first introduced by Papanikolas [P08] to relate the Carlitz logarithm at u to a period of certain t-motive. It was then generalized by the first author and Yu [CY07] in the case of r = 1 and s > 1 to study Carlitz zeta values. The general series Li s,u was further studied by the first author [C14] to relate the CMPL's at algebraic points to periods of certain t-motives. These series play an essential role when applying the ABP-criterion [ABP04] for the CMPL's at algebraic points in question. See also [CPY19, M17] .
3.3. Hyperderivatives. For any non-negative integer n, we define the nth hyperderivative (with respect to t) ∂
where i n refers to the usual binomial coefficient, but modulo p. From the definition one sees that ∂ n t is a C ∞ -linear operator and that ∂ 0 t is the identity map. We further note that the hyperderivatives satisfy the product rule: for n ∈ N and f, g ∈ C ∞ ((t)),
In this paper, we are interested in Taylor coefficients of the series expansion of f ∈ T θ at t = θ, and the following proposition shows that such Taylor coefficients are expressed as the hyperderivatives of f evaluated at t = θ (cf. [Pp, Lem. 2.4.1] in the case of rational functions).
i . Then for any nonnegative integer n we have
Proof. We define the nth hyperderivative∂
Then we claim that one has the following commutative diagram
where we use
in the fourth equality. We also have
Then the desired result follows from the above commutativities:
Remark 3.3.3. Since under the hypothesis (3.2.5) the above series Li s,u and Li 
Moreover, Theorem 2.4.4 can be reformulated via hyperderivatives as the following. Let the notation be as given in Theorem 2.4.4 and put a := g + w. Then we have Exp G (δ 0 • ι(a)) = δ 1 • ι(w), where δ 0 • ι(a) is given in (3.3.5).
For convenience, we extend these hyperderivatives to operators on vectors with entries in C ∞ ((t)). Precisely, for a positive integer m and for g 1 , . . . , g n ∈ C ∞ ((t)) we define
and for h ∈ C ∞ ((t)) define
These matrices are all defined in [Pp, §2.5] and are called ∂-matrices and d-matrices, respectively. We collect several facts about these matrices which are proved there. . . , g n ∈ C ∞ ((t)), the following hold.
(1) The d-matrices are multiplicative, d m 3.4. The formulae. We continue the notation given at the beginning of this section.
3.4.1. The set up. Put 
Note that Θ = (Φ
We also define an operator
where a i ∈ Mat 1×d (K(t)) for each i.
The result.
We continue the notation as above. The main result of this subsection is the following identity. 
Proof. Firstly, we remark that
Therefore, δ 0 • ι is continuous. Now we consider
with w = (w 1 , . . . , w r ),
We compute
where
then we have that
and hence (3.4.3)
Note that the second equality of (3.4.3) comes from the definition of ∂-matrices (3.3.6), and the last two equalities are from definitions. Based on the definition (3.4.2), by Remark 3.3.4 we have that
and hence we derive the following from the calculations above:
. . . .
Recalling the definitions of Θ, {x 1 , · · · , x r } , X and D given in Sec. 3.4.1, we have
whence we have
for each n ≥ 1. This equality also holds when n = 0. It follows by Theorem 2.4.4, Proposition 3.1.3 and Remark 3.1.6 that
since from the definition (2.3.11) of δ 1 for the given w one has 
Further, one can express the coefficients of the exponential and logarithm function in terms of the reciprocal of the shtuka function. In the Carlitz module, for example, one has
Note that the σ-action on our dual t-motive M ′ is defined by the matrix Φ ′ (2.3.9), and that Θ = (Φ ′ −1 ) tr which invites one to make the natural comparison between our formula (3.4.4) and the formula (3.4.6). This leads us to view the matrix Φ ′ as a matrix analogue of the shtuka function and motivates some of the constructions in this paper. There are several other arithmetic applications of the shtuka function (see [GP16] , [G17b] and [ANT17] ), and it would be interesting to study how they apply in this setting.
Hyperderivatives of t-motivic Carlitz multiple star polylogarithms
We continue with the notation as given in the previous section, but we restrict the Q i 's to be in K in this section, i.e., we let Q i = u i ∈ K for i = 1, . . . , r and set u = (u 1 , . . . , u r ).
4.1. t-modules associated to CMSPL's. We note that the t-module G = (G d a , ρ) associated to the dual t-motive M ′ in Sec. 2.3.2 can be explicitly written down. We will use this explicit description of G heavily going forward, so we take a moment to recall it from [CM19] . Recall that (4.1.1)
We then define the t-module
and note that G depends only on u 1 , . . . , u r−1 . Finally, we define the special point
It is not hard to see that either the t-module G is C ⊗d 1 if r = 1, or that G is an iterated extension of the tensor powers of the Carlitz module if r > 1. Finally, we note that if we take u = (u 1 , . . . , u r ) ∈ A r , then the t-module G is defined over A in the sense that ρ(t) ∈ Mat d (A[τ ]) , and v ∈ G(A). 
The special point v is the image of M under the composite of the isomorphisms above. For details, see [CPY19, CM19] . 
located at the ith block along the diagonal for i = 1, . . . , r.
Proof. Note that by definition of ρ we have
and by Proposition 3.3.8 so is d
for all 1 ≤ i ≤ r, the desired result follows. The following lemma is a generalization of Yu's last coordinate logarithms theory [Yu91, Thm. 2.3] to our t-module G, and it will be used in the proof of the formulae given in the next subsection. 
• the last coordinate of Y i equals the last coordinate of V i for all 1 ≤ i ≤ r.
Then we have that
Proof. We first note that when r = 1, G = C ⊗d 1 , otherwise from the explicit definition G is an iterated extension of certain tensor powers of the Carlitz module. We can also see this directly as follows, by using the dual t-motive M ′ whose σ-action on the basis m ′ from (2.3.3) is given by Φ ′ (2.3.4). Note first that the t-module which corresponds to M ′ is G. Then, we put G 1 := C ⊗d 1 and G r := G and for each 1 ≤ i ≤ r, we let Φ 
is injective, the snake lemma combined with the two previously mentioned facts show the following exact sequence of t-modules
induced from (4.1.8), where π i is the projection map onto the last d i coordinates which also equals ∂π i (cf. proof of [CPY19, Prop. 6.1.1]). We prove the lemma by induction on the depth r. When r = 1, we consider
which is mapped to an algebraic point of C ⊗d 1 via Exp C ⊗d 1 by the hypotheses on Y and V . Since the last coordinate of Y − V is zero, we have
Suppose that the result is valid for all r ≤ n − 1 for a positive integer n ≥ 2. Now we consider the case when r = n. In this case, we consider the following commutative diagram
Note that
which is mapped to an algebraic point of C ⊗dr via Exp C ⊗dr . It follows again by [Yu91, Thm. 2.3] that Y r = V r . Hence the Y − V are of the form
Using the commutative diagram above, by the hypotheses on Y and V , the vector Y − V is mapped to an algebraic point of G r−1 via Exp G r−1 . Then, since G r−1 is defined using the index (s 1 , . . . , s r−2 , s r−1 + s r ) of depth r − 1 and since the last coordinates of Y i and V i are the same for all 1 ≤ i ≤ r − 1, by induction hypothesis we obtain that Y i = V i for all 1 ≤ i ≤ r − 1. Combining this with Y r = V r , the desired equality Y = V follows. 
In particular, the (s
. The primary result in this section is to give explicit formulae for the (previously unknown) * -coordinates in the theorem above.
Theorem 4.2.2. Let the notation and assumptions be given as in Theorem 4.2.1. For each
where for each 1 ≤ i ≤ r, Y i is given by
Then we get the following formula for the logarithm evaluated at v
Proof. Since Log G (v) and Y s,u are continuous on u (see [CM19, Equation 3 .2.4]), and K is dense in C ∞ , we may assume that u ∈ K r . Our starting point is Theorem 3.4.1. We calculate that
Note that for n ≥ 0 and 1 ≤ i ≤ r, we have a bijective map of sets
given by m j = max{ℓ|k ℓ ≤ j} and is explained by the following table.
The converse of the map is given by k ℓ = i + #{j|m j < ℓ}. Therefore we can express β n,i as the following:
Thus, summing β n,i over n ≥ 0 gives
Note that the first equality comes from the continuity of of the map ∂
To finish the proof, we note that evaluating at t = θ gives Remark 4.2.3. In the case of r = 1, the formulae above are due to Papanikolas. See [Pp, Prop. 4.3 .6] and also [Pp, (4 
where for each
is explicitly given by the following formula
Proof. The proof follows from Proposition 3.3.8(2) together with Theorem 4.2.2 and Proposition 4.1.6.
t-motivic MZV's
In [T04] , Thakur defined the ∞-adic MZV's that are generalizations of Carlitz zeta values. For any index s = (s 1 , . . . , s r ) ∈ N r ,
where a 1 , . . . , a r run over all elements of A + for which |a 1 | ∞ > · · · > |a r | ∞ . Similarly as in the classical theory, the weight and the depth of the presentation ζ A (s) are defined as wt(s) and dep(s) respectively. In [CM17] , the quantity Γ s ζ A (s) is expressed as a linear combination of CMSPL's at certain integral points, and the purpose of this section is to deform this identity to an identity of power series.
5.1. Definition of t-motivic MZV's.
Anderson-Thakur polynomials.
For any non-negative integer n, we let H n (t) ∈ A[t] be the Anderson-Thakur polynomial defined in [AT90, AT09], but we follow the notation given in [C14, CPY19] . Namely, we first let x, y be two independent variables and put G 0 (y) := 1 and define the polynomials G n (y) ∈ F q [t, y] for positive integers n by
Put D 0 := 1 and
For any non-negative integer n, recall that the Carlitz factorial is defined by (5.1.1)
where the n i ∈ Z ≥0 are given by writing the base q-expansion n = ∞ i=0 n i q i for 0 ≤ n i ≤ q − 1. We then define the sequence of Anderson-Thakur polynomials [AT90] H n (t) ∈ A[t] by the following generating function identity,
For any non-negative integer 
We fix a fundamental periodπ of the Carlitz F q [t]-module C, i.e., Ker Exp C = A ·π. Put Ω(t) := (−θ)
where (−θ) 1 q−1 is a suitable choice of (q − 1)-st root of −θ so that
=π (see [ABP04, AT09] ). We note that Ω satisifies the functional equation
and hence
which was studied in [AT09] . 
for some number T s ∈ N, explicit coefficients b ℓ (t) ∈ F q [t], explicit indexes s ℓ ∈ N dep(s ℓ ) with dep(s ℓ ) ≤ dep(s) and wt(s ℓ ) = wt(s) and explicit integral points u ℓ ∈ A dep(s ℓ ) .
Remark 5.2.2. We mention in this remark that each value Li
dep(s ℓ ) ). We simply argue as follows. For any index s = (s 1 , . . . , s r ) ∈ N r , we put 
Therefore the absolute values above have a unique maximal one when 
The aim of this section is to deform the identity (5.2.1) to an identity of power series. 
where u ij ∈ A with |u ij | ∞ < |θ| s i−1 ∞ and u in i = 0. Following the notation of [CM17] we define J s := {0, 1, . . . , n 1 } × · · · × {0, 1, . . . , n r } .
For each j = (j 1 , . . . , j r ) ∈ J s , we put (5.2.5) u j := (u 1j 1 , . . . , u rjr ) ∈ A r and a j (t) := t j 1 +···+jr ∈ F q [t].
One then observes that
Dividing the above equality by L Remark 5.2.8. When we specialize the both sides of (5.2.7) at t = θ, then we obtain the identity
given in [C14, Thm. 5.5.2].
5.2.2.
Review of the identity (5.2.1). We first mention that the arguments of proving the identity (5.2.4) are essentially the same as the arguments of deriving (5.2.1), and so we quickly review the ideas how we derive (5.2.1). As we have the formula (5.2.9), it suffices to express the CMPL Li s (u j ) of the right hand side of (5.2.9) in terms of linear combination of Li ⋆ s ℓ with coefficients ±1. It is easy to achieve this goal by using inclusion-exclusion principle on the set
Note that the coefficients b ℓ (θ) arise from some a j (θ) up to ±1.
Proof of Lemma 5.2.
3. Now we prove the identity (5.2.4). First, we start with the identity (5.2.7). We then use inclusion-exclusion principle on the set
to express the Li s,u j of the right hand side of (5.2.7) as a linear combinations of Li ⋆ s ℓ ,u ℓ with coefficients ±1. Since such a procedure is completely the same as in Sec. 5.2.2 and since the coefficients of the right hand side of (5.2.7) and (5.2.9) are the same when replacing t by θ, by going through the details we obtain the desired formula (5.2.4).
Remark 5.2.10. The formula (5.2.4) will be used in the proof of Theorem 6.2.1. The key idea of the proof is that formula (5.2.4) is the deformation of (5.2.1). In the proof of Theorem 6.2.1 we do not need to know the precise coefficients b ℓ , so we avoid presenting the repetitive details given in [CM17, p. 23] . One certainly could write down the precise coefficients b ℓ by going through the procedure mentioned above.
Explicit formulae for Z s
For a given index s = (s 1 , . . . , s r ) ∈ N r , in [CM17] one explicitly constructs a uniformizable t-module G s defined over A, a special point v s ∈ G s (A) and a vector Z s ∈ Lie G s (C ∞ ) so that
• Exp Gs (Z s ) = v s , and • the d 1 th coordinate of Z s gives Γ s ζ A (s), where we recall that d i := s i + · · · + s r for i = 1, . . . , r. The purpose of this section is to give explicit formulae for all coordinates of Z s in terms of hyperderivatives of t-motivic MZV's and t-motivic CMSPL's.
6.1. Review of the constructions of G s , v s , Z s . In this subsection, for a fixed index s = (s 1 , . . . , s r ) ∈ N r we recall the constructions of the t-module G s defined over A, the special point v s ∈ G s (A) and the vector Z s ∈ Lie G s (C ∞ ) given in [CM17] .
6.1.1. Review of fiber coproducts of dual t-motives. Let K ⊂ C ∞ be an algebraically closed subfield containing K. Fix a dual t-motive N, and let {M 1 , . . . , M T } be dual t-motives so that we have an embedding N ֒→ M i as left K[t, σ]-modules and the quotient M i /N is either zero or a dual t-motive for each i. Let n be a K[t]-basis of N and denote by n i the image of n under the embedding N ֒→ M i . Under the assumptions on M i , we note that for each i the set n i is either a K[t]-basis of M i or can be extended to a K[t]-basis of M i .
We define M to be the fiber coproduct of {M i } 
We define the t-module (G s , ρ) defined over A to be the t-module associated to the dual t-motive
which is the fiber coproduct of the dual t-motives {M ′ ℓ } T ℓ=1 over C ⊗d 1 . We claim that ρ(t) is a block upper triangular matrix given by (6.1.1)
where again F i and ρ ′ i are certain matrices over A[τ ] whose exact description we do not require going forward. We will prove the above claim after giving a brief definition. To prove the claim, we note that from the construction of fiber coproducts of dual t-motives there is a natural morphism of t-modules π : Note further that given a point z ∈ G s , we can pick a suitable point z ℓ ∈ G ℓ for each 1 ≤ ℓ ≤ T so thatẑ ℓ = 0 for all ℓ = s + 1 and π (z 1 , . . . , z T ) = z. Since π is a morphism of t-modules, we have ρ(t)(z) = ρ(t) (π (z 1 , . . . , z T )) = π (ρ 1 (t)(z 1 ), . . . , ρ T (t)(z T )) = π 0, . . . , 0,
Finally, we mention that the special point v s ∈ G s (A) and the vector Z s ∈ Lie G s (C ∞ ) in [CM17] are defined by Proof. The arguments are entirely the same as above and so we omit them.
v := π (ρ s 1 (c 1 (t))(v s 1 ), . . . , ρ sn (c n (t))(v sn )) ∈ G(A), so that Exp G (Z) = v. Then, we have the following commutative diagram, Proof. The first assertion follows from the definition of ∂π. To prove the second one, we first note that for each i, we have the following.
• G s i comes from the dual t-motive M s i , and contains C ⊗w as sub-t-module.
• M is the fiber coproduct of {M s i } n i=1 over C ⊗w and G is its corresponding t-module.
• Exp Gs i (∂ρ s i (c i (t))Z s i ) = ρ s i (c i (t)) (v s i ).
• The w-th coordinate of ∂ρ s i (c i (t))Z s i = c i (θ)Γ s i ζ A (s i ).
So by [CM17, Lem. 3.3 .2] the w-th coordinate of Z is given by c 1 Γ s 1 ζ A (s 1 )+· · ·+c n Γ sn ζ A (s n ), which is equal to Γ s 1 · · · Γ sn ζ A (k 1 ) · · · ζ A (k m ) by (6.3.2).
Remark 6.3.5. We mention that the coefficients {a i } in (6.3.1) are shown to exist by Thakur [T10] , and in general we do not know how to write them down explicitly. In the simplest case that m = 2 and dep(s 1 ) = dep(s 2 ) = 1, Chen has explicit formulae for the coefficients {a i } in [Ch15] . Precisely, we have that for any positive integers s 1 and s 2 with n := s 1 + s 2 , then 
