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Abstract
Following Symanzik we argue that the Schro¨dinger functional in lattice
gauge theories without matter fields has a well-defined continuum limit. Due
to gauge invariance no extra counter terms are required. The Schro¨dinger
functional is, moreover, accessible to numerical simulations. It may hence
be used to study the scaling properties of the theory and in particular the
evolution of the renormalized gauge coupling from low to high energies. A
concrete proposition along this line is made and the necessary perturbative
analysis of the Schro¨dinger functional is carried through to 1-loop order.
1. Introduction
The Schro¨dinger functional is the propagation kernel for going from some
field configuration at time x0 = 0 to some other configuration at x0 = T . In eu-
clidean space-time it can be written as a functional integral over all fields with
the specified initial and final values. The renormalization of the Schro¨dinger
functional has been discussed by Symanzik [1] some time ago in the course of
his proof of the existence of the Schro¨dinger picture in renormalizable quan-
tum field theories (for an introduction to this paper see ref.[2]). His result is
that the Schro¨dinger functional can be renormalized by adding the usual coun-
terterms to the action plus possibly a set of further terms that are integrals of
local polynomials in the field and its derivatives over the x0 = 0 and x0 = T
hyper-planes. In the case of the φ4 theory, for example, two polynomials, φ2
and φ∂0φ, are needed. Pure gauge theories are simpler in this respect, because
no extra counterterms are required here, as we shall argue in sect. 2. If we
choose a lattice to regularize the theory, this statement simply means that the
Schro¨dinger functional converges in the continuum limit, provided, of course,
the bare coupling is scaled in the usual way.
Our motivation to consider the Schro¨dinger functional is that we would
like to apply the finite size scaling technique of ref.[3] to gauge theories. The
ultimate goal of this programme is to compute the running coupling in say
the minimal subtraction (MS) scheme of dimensional regularization at short
distances given in units of the low energy scales of the theory (the string
tension, for example, or the mass of the lightest glueball). In other words,
our aim is to connect the non-perturbative infrared behaviour of the theory
with the high energy regime, where the coupling is logarithmically decreasing
according to the renormalization group.
To explain in which way the Schro¨dinger functional enters this calculation,
we need to recall the basic strategy of ref.[3]. One begins by putting the
theory in a finite spatial volume with linear extension L and periodic boundary
conditions in all directions. Next one introduces some renormalized coupling
g¯2(L) which does not depend on any scale other than L and which can hence
be considered a running coupling. This coupling is then computed over a
range of L through numerical simulation of the lattice theory, using a recursive
procedure which allows one to go from large values of L (where contact is made
with the non-perturbative scales) to the perturbative small L domain. At
these distances g¯2(L) can be analytically related to other more commonly used
couplings such as the coupling in the MS scheme of dimensional regularization.
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Note that the latter are usually defined in infinite volume. All reference to a
finite volume thus disappears from the final result.
The precise definition of the running coupling g¯2(L) is not of principal
importance. The coupling should however be accurately computable through
numerical simulation and its scaling properties should not be strongly influ-
enced by the presence of a non-zero lattice spacing. It is our experience that
these requirements are not easy to fulfil. In particular, extracting a running
coupling from correlation functions of Wilson loops is difficult, because large
loops give a poor signal while small loops are affected by lattice artefacts. As
we shall explain in sect. 2, running couplings can be straightforwardly defined
through the Schro¨dinger functional. With carefully chosen boundary values
for the gauge field, these couplings have, moreover, the desired technical prop-
erties which make our finite size scaling study feasible.
The idea to probe gauge theories through external fields is not new of
course. In particular, the background field method [4–8] has long proved to
be an efficient tool for perturbative calculations, in a wide range of theories
and contexts (see e.g. refs.[9–12]). Our work can also be understood as a
continuation of ref.[13]. Most of the basic concepts that we now exploit already
appear there, in a language oriented towards statistical mechanics.
In the present paper the Schro¨dinger functional in Yang-Mills theories is
discussed in detail. Numerical results on the scaling behaviour of the couplings
derived from it will be published elsewhere. After going through the formal
definition of the functional in sect. 2, we verify explicitly, using dimensional
regularization, that indeed there are no additional counterterms at one-loop
order of perturbation theory (sect. 3). We then discuss the definition and
cutoff dependence of the Schro¨dinger functional on the lattice (sect. 4). In our
numerical work, we take constant Abelian fields for the boundary values of
the gauge field at x0 = 0 and x0 = T , and so, in sects. 5 and 6, we set up the
perturbation expansion for this case. In particular, the stability of the gauge
field configuration around which one expands must be established and the
gauge fixing must be done with care to obtain all boundary terms correctly.
As an application we calculate our running coupling to one-loop order, for the
theory with gauge group SU(2) (sect. 7).
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2. A first look at the Schro¨dinger functional
The aim in this section is to give an introduction to the Schro¨dinger
functional in Yang-Mills theories and to establish the basic notation. We
shall not at this point worry about the mathematical status of the quantities
considered. Later on when the theory is regularized either dimensionally or by
passing to the lattice formulation, we shall be able to deal with the Schro¨dinger
functional on a more rigorous level.
For definiteness we assume that the gauge group is SU(N). Our conven-
tions regarding indices, group generators etc. are listed in appendix A.
2.1 Formal definition of the Schro¨dinger functional
Our starting point is the Hamiltonian formulation of the theory in the temporal
gauge. In this framework the theory is specified at a fixed time, say x0 = 0,
by assuming canonical commutation relations among the basic field variables
and by giving the Hamilton operator.
As explained in the introduction, the Schro¨dinger functional will be used
to study the scaling properties of the theory in finite volume, and so we take
space to be an L×L×L box with periodic boundary conditions. SU(N) gauge
fields are accordingly represented by periodic vector potentials Ak(x) on IR
3
with values in the Lie algebra of SU(N) †. To preserve periodicity under gauge
transformations
Ak(x)→ A
Λ
k (x) = Λ(x)Ak(x)Λ(x)
−1 +Λ(x)∂kΛ(x)
−1, (2.1)
only periodic gauge functions Λ(x) will be admitted. Λ can thus be regarded
as a mapping from a 3-dimensional torus to SU(N). Continuous functions of
this kind are topologically non-trivial in general. More precisely, they fall into
disconnected topological classes labelled by an integer winding number
n =
1
24π2
∫ L
0
d3x ǫklj tr
{(
Λ∂kΛ
−1
) (
Λ∂lΛ
−1
) (
Λ∂jΛ
−1
)}
. (2.2)
Gauge transformations with non-zero winding number are explicitly allowed
and will play an important roˆle later on.
† We do not consider the possibility of twisted periodic boundary conditions in this
paper.
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In the Schro¨dinger representation the quantum mechanical states of the
theory are wave functionals ψ[A], where A runs over all gauge fields as de-
scribed above. A scalar product is formally given by
〈ψ|χ〉 =
∫
D[A]ψ[A]∗χ[A], D[A] =
∏
x,k,a
dAak(x). (2.3)
Only gauge invariant states ψ[A], i.e. those satisfying
ψ[AΛ] = ψ[A] (2.4)
for all gauge transformations Λ, are physical. In particular, we choose the
vacuum angle θ [15,16] to vanish. Any given wave functional ψ[A] can be
projected on the physical subspace through
ψ[A]→ IPψ[A] =
∫
D[Λ]ψ[AΛ], D[Λ] =
∏
x
dΛ(x), (2.5)
where dU , U ∈ SU(N), denotes the normalized invariant measure on SU(N).
The gauge fieldAak(x) can in the obvious way be interpreted as an operator
field acting on wave functionals ψ[A]. The canonically conjugate field is the
colour electric field
F a0k(x) =
1
i
δ
δAak(x)
. (2.6)
The magnetic components of the colour field tensor are
F akl(x) = ∂kA
a
l (x)− ∂lA
a
k(x) + f
abcAbk(x)A
c
l (x), (2.7)
and the Hamilton operator IH is given by
IH =
∫ L
0
d3x
{
g20
2
F a0k(x)F
a
0k(x) +
1
4g20
F akl(x)F
a
kl(x)
}
(2.8)
with g0 being the (bare) gauge coupling.
For any smooth classical gauge field Ck(x), a state |C〉 may be introduced
such that
〈C|ψ〉 = ψ[C] (2.9)
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for all wave functionals ψ[A]. |C〉 is not gauge invariant, of course, but it
may be made so by applying the projector IP. The (euclidean) Schro¨dinger
functional Z[C ′, C] is now defined by
Z[C ′, C] = 〈C ′|e−IHT IP|C〉. (2.10)
We shall always assume T > 0 and do not explicitly indicate the dependence
of the Schro¨dinger functional on this parameter. If we insert an orthonormal
basis |ψn〉, n = 0, 1, 2, . . ., of gauge invariant energy eigenstates, the spectral
representation
Z[C ′, C] =
∞∑
n=0
e−EnTψn[C
′]ψn[C]
∗ (2.11)
is obtained, where En are the energy eigenvalues (the spectrum is discrete
in finite volume). Since only physical intermediate states contribute, it is
evident that Z[C ′, C] is invariant under arbitrary gauge transformations of
the boundary fields C and C ′.
2.2 Functional integral representation
The matrix elements of the euclidean time evolution operator e−IHT between
gauge invariant states can be expressed through a functional integral over
all gauge field configurations Aµ(x) in four dimensions with 0 ≤ x
0 ≤ T and
periodic boundary conditions in the spatial directions. For the matrix element
(2.10), the appropriate initial and final values of the gauge field are
Ak(x) =
{
CΛk (x) at x
0 = 0,
C ′k(x) at x
0 = T ,
(2.12)
and an integration over all gauge transformations Λ is required to account for
the projector IP [cf. eq.(2.5)]. The functional integral representation of the
Schro¨dinger functional thus reads
Z[C ′, C] =
∫
D[Λ]
∫
D[A] e−S[A], (2.13)
where the measure D[A] now stands for an integration over all components of
the euclidean field. The euclidean action is given by
S[A] = −
1
2g20
∫
d4x tr {FµνFµν} , (2.14)
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with
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ]. (2.15)
Finally, an overall normalization factor independent of the boundary values C
and C ′ has been dropped in eq.(2.13). In the following we do not keep track of
such factors, because we are ultimately only interested in the field dependence
of the Schro¨dinger functional.
The reader may wonder at this point how it comes that the time compo-
nent of the gauge field appears in the functional integral, while in the Hamil-
tonian formulation it did not. The reason is that the integral (2.13) and the
boundary conditions (2.12) are invariant under the gauge transformation
Aµ(x)→ Ω(x)Aµ(x)Ω(x)
−1 +Ω(x)∂µΩ(x)
−1, (2.16)
Λ(x)→ Ω(x)|x0=0Λ(x), (2.17)
provided the gauge function Ω(x) satisfies
Ω(x) = 1 at x0 = T. (2.18)
An admissible gauge fixing condition for this symmetry is the temporal gauge
A0 = 0. The associated Faddeev-Popov determinant is field independent and
may be included in the overall normalization of the integral. The time compo-
nent of the gauge field can thus be eliminated and it is now straightforward to
make contact with the Hamiltonian expression for the Schro¨dinger functional.
For the perturbative calculations to be discussed later on, other gauge
choices will be more convenient so that in the following we keep the time
component of the gauge field as an integration variable.
We may however use the gauge invariance of the functional integral to
reduce the integration over the gauge transformation Λ to a sum over topolog-
ical classes. To this end, first note that after the inner integral in eq.(2.13) has
been performed, one is left with some function of Λ to be integrated over. This
function depends only on the winding number of Λ, because any two gauge
functions in the same topological class may be connected through a gauge
transformation Ω as described above [eqs.(2.16–18)]. So if we choose, for each
integer n, some fixed representative Λn(x) in the class of gauge functions with
winding number n, the Schro¨dinger functional becomes
Z[C ′, C] =
∞∑
n=−∞
∫
D[A] e−S[A], (2.19)
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where now we require that
Ak(x) =
{
CΛnk (x) at x
0 = 0,
C ′k(x) at x
0 = T .
(2.20)
It is convenient to set Λ0 = 1, but an explicit choice of the non-trivial Λn’s
would not be useful in what follows. That a sum over topological classes is
needed on top of the functional integration is perhaps not too surprising, if
we recall that this is the normal situation in Yang-Mills theories on compact
manifolds without boundary.
2.3 Instanton bound
It is well-known [14] that the gauge field action is bounded by
S[A] ≥
8π2
g20
|Q[A]| , (2.21)
where
Q[A] = −
1
16π2
∫
d4x tr {Fµν
∗Fµν} (2.22)
denotes the topological charge of A and
∗Fµν =
1
2
ǫµνρσFρσ (2.23)
the dual of the field tensor (2.15). Q[A] may be expressed through the bound-
ary values C and C ′ and the winding number n. To see this note that
1
2
tr {Fµν
∗Fµν} = ǫµνρσ∂µtr
{
Aν∂ρAσ +
2
3
AνAρAσ
}
. (2.24)
Taking the boundary conditions (2.20) into account and integrating by parts
then yields (after some algebra)
Q[A] = SCS[C
′]− SCS[C]− n, (2.25)
where
SCS[C] = −
1
8π2
∫
d3x ǫklj tr
{
Ck∂lCj +
2
3CkClCj
}
(2.26)
is the Chern-Simons action of the boundary field C.
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2.4 Induced background field
For small couplings g0, the functional integral (2.19) is dominated by the fields
around the absolute minima of the action. From the instanton bound it follows
that we only need to inspect a small number of topological sectors to find the
fields with least action (and the specified boundary values). In general there
are several gauge inequivalent minimal action configurations and these can
even occur in different winding number sectors.
For simplicity we shall from now on restrict attention to boundary values
C and C ′, where the absolute minimum is attained in the n = 0 sector and
where, furthermore, the minimal action configuration Bµ(x) is unique up to
gauge transformations. This is the typical situation if C and C ′ are small. In
the following B will be referred to as the induced background field.
For given boundary values C and C ′, it is usually impossible to obtain the
induced background field in closed analytical form. We may, however, invert
the procedure and start from any known solution B of the field equations. If
we define C and C ′ through
Ck(x) = Bk(x)|x0=0 , C
′
k(x) = Bk(x)|x0=T , (2.27)
the boundary conditions will be trivially satisfied. We are then left with
the problem to prove that the chosen field B is the unique minimal action
configuration with these boundary values.
Little work is needed to show this, if the field tensor
Gµν = ∂µBν − ∂µBν + [Bµ, Bν ] (2.28)
is self-dual,
Gµν =
∗Gµν , (2.29)
and if, furthermore, the bound
SCS[C
′]− SCS[C] <
1
2
(2.30)
holds. The point is that the instanton bound (2.21) is saturated in this case.
All fields A in the n = 0 sector hence have an action greater or equal to
S[B] =
8π2
g20
{SCS[C
′]− SCS[C]} . (2.31)
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And the same is true for all other sectors, as one may quickly show by com-
bining eqs.(2.21),(2.25),(2.31) with the bound (2.30).
We have thus proved that under the conditions stated above, B is an
absolute minimum of the action. It is in fact the only one, up to gauge
transformations, because any other minimizing configuration would have to
be self-dual and satisfy the same boundary conditions. Since the self-duality
equation is first order in the time derivatives, the solution in the temporal
gauge is uniquely determined by the initial values at x0 = 0. In a general
gauge, this means that any two solutions are related by a gauge transformation.
A simple example of a self-dual field is obtained by making the ansatz
B0(x) = 0, Bk(x) = b(x
0)Ik. (2.32)
Here, b is a real function and the group generators Ik are chosen such that
they form an irreducible representation of the angular momentum algebra
[Ik, Il] = ǫkljIj . (2.33)
Up to unitary transformations, there exists only one irreducible representation
of this algebra with dimension N . In particular, the square of the angular
momentum is given by
IkIk = −
1
4
(N2 − 1). (2.34)
Note that the action of the field (2.32) is finite if b(x0) is smooth and if L <∞.
With the ansatz (2.32) the self-duality equation (2.29) reduces to
∂0b = b
2, (2.35)
so that
b(x0) = (τ − x0)−1. (2.36)
To ensure the regularity of the solution in the interval 0 ≤ x0 ≤ T , the
integration constant τ must either be negative or greater than T . We leave it
to the reader to work out the condition (2.30), but it is obviously satisfied for
sufficiently large values of τ . We have thus found a one-parameter family of
globally stable background fields.
9
2.5 Renormalization of the Schro¨dinger functional
In the weak coupling domain, the Schro¨dinger functional can be computed by
performing a saddle point expansion of the functional integral (2.19) about
the induced background field B. For the effective action
Γ[B] = − lnZ [C ′, C] , (2.37)
an asymptotic series of the form
Γ[B] = g−20 Γ0[B] + Γ1[B] + g
2
0Γ2[B] + . . . (2.38)
is thus obtained †. The leading term is given by
Γ0[B] = g
2
0S[B], (2.39)
while the higher order contributions are sums of vacuum bubble Feynman dia-
grams with an increasing number of loops. The Feynman rules involve vertices
and propagators that depend on the background field. To make the diagrams
well-defined an ultra-violet regularization will be needed at this point. We
shall either use dimensional regularization or introduce a space-time lattice.
In both cases the gauge invariance of the theory is preserved, which is crucial
for the renormalization to work out in the way described below.
Initially the saddle point expansion of the Schro¨dinger functional is per-
formed in the regularized bare theory. That is, we integrate over the bare
gauge field A, use the bare action to generate the Feynman rules and impose
the boundary conditions (2.20) on the bare field. Since the regularization
respects the gauge symmetry, the effective action Γ[B] does not depend on
the gauge fixing condition employed. Moreover, it is invariant under gauge
transformations
Bµ(x)→ B
Ω
µ (x) = Ω(x)Bµ(x)Ω(x)
−1 +Ω(x)∂µΩ(x)
−1 (2.40)
of the background field for arbitrary (periodic) gauge functions Ω.
Ultra-violet divergences now appear in each order of the bare coupling g0
when we try to remove the regularization. We certainly expect that some of
† As already mentioned earlier, we are only interested in the field dependence of the
Schro¨dinger functional. Any additive contributions to the effective action independent of B
are hence dropped without further notice.
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the divergent terms are cancelled by the usual renormalization of the coupling
constant. As we shall show in detail in the following sections, the one-loop
effective action actually becomes finite after the coupling is renormalized. In
other words, what is suggested is that the (bare) Schro¨dinger functional does
not need any renormalization besides the coupling constant renormalization.
A rigorous proof of this conjecture to all orders of perturbation theory
is beyond the scope of this paper. We may, however, make our proposition
more plausible by recalling Symanzik’s work on the Schro¨dinger representa-
tion in quantum field theory [1]. Symanzik studied the massless φ4 theory
and showed that all divergences in the Schro¨dinger functional can be can-
celled by renormalizing the coupling constant and by including the boundary
counterterms∫
x0=T
d3x
{
Z1φ
2 + Z2φ∂0φ
}
+
∫
x0=0
d3x
{
Z1φ
2 − Z2φ∂0φ
}
(2.41)
in the bare action. The terms proportional to φ2 do not influence the prop-
agators and vertices and just add to the effective action. Because the renor-
malization constant Z1 is linearly divergent, they are not needed if one em-
ploys dimensional regularization. The other counterterms are equivalent to
a rescaling of the boundary values of the field [1]. They are logarithmically
divergent and must be taken into account when deriving the renormalization
group equation for the Schro¨dinger functional.
Symanzik also expressed the expectation that in a general renormalizable
field theory, the Schro¨dinger functional can be made finite by renormalizing the
coupling and mass parameters and by adding a few boundary counterterms to
the action. These are proportional to some local composite fields of dimension
less than or equal to 3 integrated over the x0 = 0 and x0 = T hyper-planes.
Coming back to Yang-Mills theories, the obvious question is whether there
are any candidates for such counterterms. Since the effective action is indepen-
dent of the gauge fixing condition employed, we should be able to write them
in a gauge invariant form not involving the Faddeev-Popov ghosts. We now
note, however, that any non-trivial gauge invariant polynomial in the gauge
potential and its derivatives has dimension greater than 3. A counterterm pro-
portional to the Chern-Simons action (2.26) is also excluded, because the latter
is odd under parity. The upshot then is that divergent boundary terms cannot
occur in this theory and that consequently the (bare) Schro¨dinger functional
is finite after the coupling has been renormalized.
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2.6 Running couplings in finite volume
As explained in sect. 1, the finite size scaling study that we propose to apply
to Yang-Mills theories is based on the idea of a renormalized coupling g¯2(L),
which runs with the box size L. Starting from the Schro¨dinger functional,
there are many ways to introduce such a coupling. For example, we may
choose some background field B which depends on a dimensionless parameter
η. From the above we then infer that
Γ′[B] =
∂
∂η
Γ[B] (2.42)
is a renormalization group invariant. A renormalized coupling may hence be
defined through
g¯2 = Γ′0[B]
/
Γ′[B] (2.43)
[cf. eq.(2.38)]. Note that Γ′0[B] is just a normalizing factor, which guarantees
that g¯2 coincides with g20 to leading order of perturbation theory.
In general the chosen background field depends on several external scales
and the corresponding renormalized coupling must be regarded as a function
of all these parameters. In addition it depends on the box size L and the
propagation time T . To obtain a coupling which runs with L, we simply scale
all dimensionful parameters with fixed proportions relative to L. For example,
we may set T = L and take the self-dual configuration (2.32),(2.36) with
τ = −L/η (2.44)
as the background field.
There are, of course, other choices of background fields and a correspond-
ing manifold of renormalized couplings. In particular, a simple alternative are
spatially constant Abelian fields, which, for reasons given later, are actually
more suitable for our numerical work.
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3. Perturbation Expansion
We now discuss the saddle point expansion of the Schro¨dinger functional
around the induced background field using dimensional regularization. In
particular, we would like to show that to one-loop order the renormalization
of the Schro¨dinger functional works out in the way described above. Our
calculations rely on well-established techniques, which have previously been
applied in the context of instantons and the semi-classical approximation [17–
22]. There is also a formal similarity with the so-called background field
method [4–8], although here we do not expand in powers of the background
field.
As before we shall assume that the absolute minimum of the action occurs
in the n = 0 sector and that the minimal action configuration B is unique up to
gauge transformations. To avoid some technicalities when fixing the gauge, we
shall in addition require that the gauge group acts freely on the boundary val-
ues C and C ′. This means that the only spatial gauge transformations Λ which
leave C or C ′ invariant are constant and equal to a central element of SU(N).
The self-dual background field considered earlier has this property. Abelian
fields however do not and the gauge fixing procedure must consequently be
reexamined in this case (see sect. 6).
3.1 Dimensional regularization
The familiar techniques of dimensional regularization apply to Feynman dia-
grams in the momentum space representation [23–26]. A different approach
is required in the presence of background fields, because the propagators and
vertices do not in general have their standard form. One possibility is to stay
in position space and to insert the heat kernel representation for the propa-
gators. The Feynman integrals then become well-defined analytic functions of
the space-time dimension. In the following we shall proceed along these lines
and refer the reader to ref.[27] for an introduction to the method.
Dimensional regularization starts by extending space-time to a D dimen-
sional manifold, where the extra D − 4 dimensions are here assumed to be
spatial with the usual periodic boundary conditions. The bare action of a
gauge field Aµ(x) on this manifold is again given by eq.(2.14), except that
we now integrate over all D coordinates of x and that the Lorentz indices
run from 0 to D − 1 (cf. appendix A). The boundary values C and C ′ and
the background field B are taken to be independent of the extra coordinates.
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Their components in these directions are set to zero. In particular,
S[B] = LD−4 {S[B]}D=4 , (3.1)
and the same volume factor also appears in all higher order contributions to
the effective action, because the translation symmetry in the added dimensions
is not affected by the background field.
The renormalization of the gauge coupling is performed as usual. We
choose the minimal subtraction (MS) scheme [28] and accordingly denote the
renormalized coupling by gMS. The relation between the bare and renormal-
ized couplings reads
g20 = µ
2εg2MS
{
1 +
∞∑
l=1
zl(ε)g
2l
MS
}
, D = 4− 2ε, (3.2)
where µ is the normalization mass. The singular coefficients
zl(ε) =
l∑
k=1
zlkε
−k (3.3)
coincide with the counterterms calculated in ordinary perturbation theory. In
particular, the one-loop coefficient is given by
z1(ε) = −
11
3ε
N
16π2
, (3.4)
and the two- and three-loop coefficients can be found in refs.[29–31].
3.2 Gauge fixing
The action S[A] and the a priori measure D[A] are invariant under arbitrary
gauge transformations A→ AΩ [cf. eq.(2.40)]. We are interested in evaluating
the functional integral for fixed boundary values C and C ′, and so, in this
subsection, restrict attention to the group Gˆ of transformations Ω which leave
the boundary values intact. Our assumptions on the boundary values imply
that a gauge function Ω belongs to Gˆ if and only if
Ω(x) =
{
ei2pim/N at x0 = 0,
ei2pim
′/N at x0 = T ,
(3.5)
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for some integers m and m′. Gˆ accordingly decomposes into N2 disconnected
components.
The center ZN of Gˆ consists of all gauge functions Ω = e
i2pim/N . These
transformations act trivially on gauge fields and so it is really the factor group
G = Gˆ/ZN with which we are concerned when fixing the gauge. G may be
identified with the m′ = 0 component of Gˆ. It acts freely on the space of
gauge fields, i.e. AΩ = A for some A implies Ω = 1.
The gauge fixing procedure is the usual one: we add a gauge fixing term
to the action and include an integration over Faddeev-Popov ghost fields c and
c¯ with the appropriate action. To write down the gauge fixing term, the gauge
field A integrated over is decomposed according to
Aµ(x) = Bµ(x) + g0qµ(x). (3.6)
The “quantum” field q introduced here is the new integration variable, while
B will be kept fixed. In perturbation theory, only the winding number zero
sector contributes. The boundary conditions (2.20) thus become
qk(x) = 0 at x
0 = 0 and x0 = T . (3.7)
Note that the time component q0 remains unrestricted at this point.
In terms of the quantum field q, a gauge transformation A→ AΩ amounts
to the substitution
qµ(x)→ Ω(x)qµ(x)Ω(x)
−1 + g−10
[
BΩµ (x)−Bµ(x)
]
. (3.8)
In particular, if we set
Ω(x) = 1− g0ω(x) + O(g
2
0), (3.9)
the transformation becomes
qµ(x)→ qµ(x) +Dµω(x) + O(g0), Dµ = ∂µ +AdBµ. (3.10)
This suggests that we take
Sgf [B, q] = −λ0
∫
dDx tr {DµqµDνqν} (3.11)
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as the gauge fixing term, where λ0 denotes the bare gauge fixing parameter.
This gauge is referred to as the background gauge. The associated Faddeev-
Popov action reads
SFP[B, q, c, c¯] = 2
∫
dDx tr {c¯ Dµ(Dµ + g0Ad qµ)c} , (3.12)
and so we end up with
e−Γ[B] =
∫
D[q]
∫
D[c]D[c¯] e−Stotal[B,q,c,c¯], (3.13)
where
Stotal[B, q, c, c¯] = S[B + g0q] + Sgf [B, q] + SFP[B, q, c, c¯] (3.14)
is the total action.
We have already noted above that the spatial components of q must vanish
at x0 = 0 and x0 = T . The boundary conditions on q0 and the Faddeev-Popov
fields c and c¯ are determined by the gauge fixing procedure. In particular, they
depend on the choice of the gauge fixing term and on the gauge transformation
properties of the boundary values C and C ′. The influence of the latter is
subtle and will only become clear after a while.
In the background gauge and for boundary values as specified at the
beginning of this section, it turns out that
D0q0(x) = c(x) = c¯(x) = 0 at x
0 = 0 and x0 = T (3.15)
are the correct boundary conditions. This is not easy to prove, because the
functional integral is not really well-defined before we fix the gauge. A rigorous
derivation can (and will) be given after we pass to the lattice formulation of
the theory (cf. sect. 6).
At this point it is still possible to explain, on a heuristic level, how the
boundary conditions (3.15) arise. Let us first consider the Faddeev-Popov
fields. When going through the gauge fixing procedure, one notes that the
Faddeev-Popov operator
∆FP = −Dµ (Dµ + g0Ad qµ) (3.16)
acts in the linear space of infinitesimal gauge transformations. So if t is an
anti-commuting parameter, the transformation Ω(x) = exp[tc(x)] must be an
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element of G, and the same is true for c¯. From eq.(3.5) we now infer that the
ghost fields vanish at x0 = 0 and x0 = T .
The boundary conditions on q0 are harder to justify. An obvious case is
the background field Landau gauge Dµqµ = 0, where the vanishing of D0q0
at the boundaries is an immediate consequence of the boundary conditions
on qk. For general values of the gauge fixing parameter, we may resort to
the slightly obscure argument that the gauge fixing function Dµqµ should be
a mapping from the space of gauge fields to the space of infinitesimal gauge
transformations. Since the latter vanish at x0 = 0 and x0 = T , we again
conclude that q0 satisfies the boundary conditions (3.15).
3.3 One-loop effective action
It is now straightforward to expand the total action and the gauge fixed func-
tional integral (3.13) in powers of g0. To second order we have
Stotal[B, q, c, c¯] = S[B]− 2
∫
dDx tr
{
1
2qµ ∆ˆ1qµ + c¯ ∆ˆ0c
}
+O(g0), (3.17)
where the operators ∆ˆ1 and ∆ˆ0 are defined through
∆ˆ1qµ = −DνDνqµ + (1− λ0)DµDνqν − 2[Gµν , qν ], (3.18)
∆ˆ0c = −DνDνc. (3.19)
∆ˆ1 and ∆ˆ0 act on fields in D dimensions and are to be distinguished from
∆1 = ∆ˆ1
∣∣∣
D=4
and ∆0 = ∆ˆ0
∣∣∣
D=4
. (3.20)
Both are hermitean operators relative to the obvious scalar products in the
spaces of fields satisfying the boundary conditions (3.7) and (3.15). They are
also elliptic (if λ0 > 0) and bounded from below. In particular, there exists a
complete set of eigenfunctions with a discrete spectrum of real eigenvalues.
From the definition (3.19) it follows that all eigenvalues of ∆ˆ0 are strictly
positive. Negative eigenvalues of ∆ˆ1 are excluded too, because B is a minimal
action configuration. There could be a finite number of zero modes, but this
is an unlikely case which we shall not discuss any further, i.e. our assumptions
on B are supplemented accordingly.
If we now insert eq.(3.17) in the functional integral and expand the inte-
grand, we obtain the series (2.38) for the effective action. The leading term
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is given by eq.(2.39) as expected. At one-loop order we only need to perform
the Gaussian integrals over the quantum field and the Faddeev-Popov ghosts
and so end up with
Γ1[B] =
1
2 ln det ∆ˆ1 − ln det ∆ˆ0. (3.21)
The determinants occuring here are defined according to the rules of dimen-
sional regularization (cf. sect. 3.3 of ref.[27]).
In the following it is convenient to set λ0 = 1. We are free to make
this choice, because Γ1[B] is independent of the gauge fixing parameter. A
rigorous proof of this statement could actually be given at this point, but since
the argument is a bit lengthy (and the result is expected anyway), we do not
present it here.
A more explicit expression for the determinants, exhibiting the depen-
dence on the space-time dimensionality, can be given in terms of the heat
kernels of ∆ˆ1 and ∆ˆ0. Heat kernels have simple factorization properties, and
if we take these into account, one gets [27]
ln det ∆ˆ1 = −
∫ ∞
0
dt
t
(
Tr e−t∆
S1
)−2ε (
Tr e−t∆1 − 2εTr e−t∆0
)
, (3.22)
ln det ∆ˆ0 = −
∫ ∞
0
dt
t
(
Tr e−t∆
S1
)−2ε
Tr e−t∆0 . (3.23)
The first factor in these integrals arises from the added dimensions. It involves
the Laplacian ∆S
1
on the circle and is explicitly given by
Tr e−t∆
S1
=
∞∑
n=−∞
e−t(2pin/L)
2
. (3.24)
The other factors, Tr e−t∆1 and Tr e−t∆0 , are defined in four dimensions and
are thus independent of ε. Finally, the term proportional to ε in eq.(3.22) must
be included because the quantum field q has D vector components rather than
4.
An important point to note is that the integrals over the proper time
t are convergent for Re ε > 2. At the upper end of the integration range,
convergence is guaranteed by the exponential fall-off of the integrand (∆1 and
∆0 are positive). For t → 0, on the other hand, the asymptotic behaviour
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of the heat kernels is computable. This goes under the name of the Seeley-
DeWitt expansion and will be discussed below. The result is that the functions
integrated over are proportional to t−3+ε at small t and so are integrable for
Re ε > 2.
3.4 Seeley-DeWitt expansion
To evaluate the one-loop effective action near four dimensions, the integrals
(3.22) and (3.23) must be analytically continued from Re ε > 2 to a region
including the origin ε = 0. The key result which enables us to do so is the
Seeley-DeWitt expansion. There exists an extensive literature on the subject
(an incomplete list of references is [32–41]) and we shall, therefore, be rather
brief.
Let ∆ stand for one of the operators ∆1 or ∆0. The Seeley-DeWitt
expansion states that
Tr e−t∆ ∼
t→0
α2(∆) t
−2 + α3/2(∆) t
−3/2 + α1(∆) t
−1 + . . . , (3.25)
where the coefficients αj/2(∆) are algebraically computable. There are two
different kinds of contributions, the volume and the boundary terms. Vol-
ume terms only occur for even j and are equal to a local polynomial in the
background field B and its derivatives integrated over the space-time mani-
fold. The boundary terms are constructed similarly, except that the integral
is taken over the hyper-planes at x0 = 0 and x0 = T (with possibly a sign
difference between the two). The dimension of the polynomials must be equal
to 4− j and 3− j, respectively.
A crucial observation now is that the spectrum of ∆1 is invariant under
the substitution B → BΩ, for any gauge function Ω. We simply transform the
eigenfunctions covariantly, viz.
qµ(x)→ Ω(x)qµ(x)Ω(x)
−1, (3.26)
and then note that the eigenvalue equation and the boundary conditions are
preserved. The same remark also applies to ∆0 and so it is clear that the
coefficients αj/2(∆) must be gauge invariant.
The gauge symmetry just described is not accidental. The complete gauge
fixed functional integral is actually invariant if B is gauge transformed and the
fields integrated over are rotated covariantly. In particular, as we have noted
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earlier, the effective action satisfies
Γ[BΩ] = Γ[B]. (3.27)
We emphasize that this property does not depend on our choice of gauge fixing
term. The effective action is independent of the latter. The advantage of the
background gauge only is that every individual contribution to the effective
action is already invariant, while in a general gauge this would not be the case.
Besides the trivial polynomial (the constant) there is no gauge invariant
polynomial in the background field and its derivatives with dimension less than
4. The polynomials with dimension 4 are linear combinations of tr {GµνGρσ}.
Taking this into account it is clear that all coefficients αj/2(∆) with j > 0 are
independent of the background field. Furthermore, using one of the known
computational techniques (ref.[39] for example), one finds that
α0(∆0) = −
1
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α0(∆1) =
N
96π2
∫
d4x tr {GµνGµν} . (3.28)
It has certainly not escaped the reader’s notice that our argumentation here
parallels the discussion of the renormalization of the Schro¨dinger functional in
subsect. 2.5. In particular, it is because of gauge invariance that we are able
to exclude the presence of boundary terms in the coefficients α0(∆). As we
shall see below, this is intimately related to the fact that the renormalization
of the effective action does not require any extra counterterms.
3.5 Removal of the ultra-violet cutoff
To perform the analytic continuation of the integrals (3.22) and (3.23) towards
ε = 0, it is useful to break up the integration range at t = 1. Since the
integrands fall off exponentially, it is clear that the integrals from 1 to infinity
are entire analytic functions of ε. So we only need to care about the integration
from 0 to 1. In that range the integrands may be split into singular and regular
parts according to
Tr e−t∆ =
4∑
j=0
αj/2(∆) t
−j/2 +R(t|∆). (3.29)
From the Seeley-DeWitt expansion we know that R(t|∆) is of order t1/2 at
small t. Furthermore, using the Poisson summation formula, one may show
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that
Tr e−t∆
S1
=
L
(4πt)1/2
∞∑
n=−∞
e−n
2L2/4t, (3.30)
i.e. this factor is proportional to t−1/2. The contributions of the regular parts
to the integrals are hence analytic in the region Re ε > − 12 . The remaining
terms are easy to work out, since the integrands are explicitly known.
To be able to write the result of these computations concisely, we intro-
duce the zeta function
ζ(s|∆) = Tr∆−s. (3.31)
The trace converges for Re s > 2, but after passing to the heat kernel repre-
sentation, one may show, following the steps taken above, that ζ(s|∆) extends
to a meromorphic function in the whole complex plane. In particular, there is
no singularity at s = 0 and we may define
ζ ′(0|∆) =
d
ds
ζ(s|∆)
∣∣∣∣
s=0
. (3.32)
The determinants of ∆ˆ1 and ∆ˆ0 are now given by
ln det ∆ˆ1 = −
[
1
ε
+ ln 4π − γE +
1
10
]
L−2εα0(∆1)− ζ
′(0|∆1), (3.33)
ln det ∆ˆ0 = −
[
1
ε
+ ln 4π − γE
]
L−2εα0(∆0)− ζ
′(0|∆0), (3.34)
where γE = 0.577... denotes Euler’s constant and all terms vanishing at ε = 0
have been dropped.
From these results we immediately deduce that
Γ1[B] =
ε→0
−
11
3ε
N
16π2
Γ0[B] + O(1). (3.35)
This singularity is exactly cancelled by the coupling constant renormalization.
Indeed, from eq.(3.2) we get
Γ[B] = µ−2ε
{
1
g2MS
− z1(ε)
}
Γ0[B] + Γ1[B] + O(g
2
MS), (3.36)
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and after inserting eq.(3.4), we are left with
{Γ[B]}D=4 =
{
1
g2MS
−
11
3
N
16π2
[
ln 4πµ2 − γE +
1
11
]}
Γ0[B]
− 1
2
ζ ′(0|∆1) + ζ
′(0|∆0) + O(g
2
MS).
(3.37)
We have thus shown that to one-loop order the Schro¨dinger functional renor-
malizes in the expected way.
The zeta functions appearing in eq.(3.37) are complicated functionals of
the background field, which cannot normally be reduced to simpler expres-
sions. For spatially constant background fields they can be worked out nu-
merically, essentially by listing all eigenvalues of ∆1 and ∆0 up to a certain
size (cf. sect. 7).
4. Lattice Formulation
A non-perturbatively meaningful definition of the Schro¨dinger functional
can be given in the framework of lattice gauge theories. The lattice regu-
larization is not unique — a choice of lattice action must be made and some
further arbitrariness is involved when the Schro¨dinger functional is introduced.
We expect that these details do not matter in the continuum limit and what
follows should therefore be regarded as one possible approach to the problem.
4.1 Gauge fields
We choose to set up the lattice theory in euclidean space and thus imagine that
a regular hypercubic lattice is superimposed on the space-time manifold. T is
assumed to be an integer multiple of the lattice spacing a so that the possible
values of the time coordinate x0 of a lattice point x are 0, a, 2a, . . . , T .
A lattice gauge field U is an assignment of a link variable U(x, µ) ∈ SU(N)
to every pair (x, x+ aµˆ) of lattice points (µˆ denotes the unit vector in the µ–
direction). In particular, the temporal link variables U(x, 0) are defined for
all lattice points with 0 ≤ x0 < T . Gauge functions Ω(x) live on the sites x of
the lattice and take values in SU(N). They act on the link variables according
to
U(x, µ)→ UΩ(x, µ) = Ω(x)U(x, µ)Ω(x + aµˆ)−1. (4.1)
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As in the continuum we require that gauge fields and gauge transformation
functions are periodic in spatial directions with period L (which must also be
an integer multiple of a).
The lattice regularized Schro¨dinger functional will be defined later on as
an integral over all lattice gauge fields with prescribed boundary values
W (x, k) = U(x, k)|x0=0 and W
′(x, k) = U(x, k)|x0=T . (4.2)
To make contact with the continuum definition of the Schro¨dinger functional,
W and W ′ must be related to the continuum boundary values C and C ′.
A natural relationship is suggested if we recall that U(x, µ) is the parallel
transporter for colour vectors from x + aµˆ to x along the straight line con-
necting these two points. To achieve the best possible matching of lattice and
continuum boundary values, we should thus identify W (x, k) with the corre-
sponding parallel transporter determined by the field Ck(x). In other words,
we set
W (x, k) = P exp
{
a
∫ 1
0
dt Ck(x+ akˆ− takˆ)
}
, (4.3)
and W ′(x, k) is similarly given by the field C ′k(x) [in eq.(4.3) the symbol P
implies a path ordered exponential such that the fields at the larger values
of the integration variable t come first]. Note that this construction is gauge
covariant: if we perform a gauge transformation C → CΛ, the associated
boundary field W transforms as a lattice gauge field should.
4.2 Lattice action and the Schro¨dinger functional
Following Wilson [42] the action S[U ] of a lattice gauge field U is taken to be
S[U ] =
1
g20
∑
p
w(p) tr {1− U(p)} , (4.4)
where the sum runs over all oriented plaquettes p on the lattice and U(p)
denotes the parallel transporter around p. The weight w(p) is equal to 1 in all
cases except for the spatial plaquettes at x0 = 0 and x0 = T which are given
the weight 12 . The significance of this weight factor will be discussed later on.
The lattice regularized Schro¨dinger functional is now defined through
Z[C ′, C] =
∫
D[U ] e−S[U ], D[U ] =
∏
x,µ
dU(x, µ), (4.5)
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where one integrates over all lattice gauge fields U with fixed boundary values
as described above [recall that dU denotes the normalized invariant measure
on SU(N); the product in eq.(4.5) is over all lattice points x and directions µ
such that the link (x, x+aµˆ) is in the interior of the lattice]. We emphasize that
the lattice Schro¨dinger functional is regarded as a functional of the continuous
fields C and C ′ rather than the boundary values of the link field. The latter
are determined through eq.(4.3) and its primed relative. In the continuum
limit, C and C ′ are kept fixed, while the lattice spacing a is sent to zero and
the bare coupling g0 is scaled according to the renormalization group.
Compared to the formal continuum expression (2.19) we seem to miss a
sum over topological classes here. Such an average is not needed on the lat-
tice, because the functional integral (4.5) is already invariant under arbitrary
gauge transformations of the boundary fields. To see this, recall that a gauge
transformation C → CΛ induces a corresponding transformation W →WΛ of
the lattice boundary field at x0 = 0. In the functional integral, such a change
of the boundary values can be compensated by a substitution U → UΩ of the
integration variables, where Ω is an arbitrary gauge transformation function
with
Ω(x) =
{
Λ(x) at x0 = 0,
1 at x0 = T .
(4.6)
The crucial point to note is that gauge functions with these boundary values
exist on the lattice, independently of whether Λ is topologically trivial or not.
A quantum mechanical interpretation of the lattice Schro¨dinger functional
(4.5) can be given through the well-known transfer matrix construction [43–
47]. The transfer matrix T 0 in the temporal gauge U(x, 0) = 1 is a hermitean
operator which acts on Schro¨dinger wave functions ψ[W ] at time x0 = 0. It
may be regarded as the lattice expression for the step evolution operator e−IHa
†. As in the continuum theory, physical wave functions ψ[W ] must be gauge
invariant. The associated projector is again denoted by IP and we may also
introduce a state |W 〉 in a way analogous to |C〉 [cf. eq.(2.9)].
The point we wish to make is that our definition of the lattice Schro¨dinger
functional is precisely such that the identity
Z[C ′, C] = 〈W ′| (T 0)
T/a
IP|W 〉 (4.7)
† In some of the papers quoted above it is the gauge projected operator T = T 0IP
which is referred to as the transfer matrix. There is no difference between T and T 0 on the
physical subspace. We here stick to T 0 to match with the notation employed in sect. 2.
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holds. This formula is entirely analogous to the corresponding continuum
expression (2.10). In particular, a spectral representation of the type (2.11)
may be obtained, for all values of the lattice spacing.
4.3 Background field
For given boundary values C and C ′ (with properties as specified earlier) and
sufficiently small lattice spacings, we expect that the absolute minimum of the
lattice action S[U ] is non-degenerate up to gauge transformations. The mini-
mizing configuration V should moreover converge to the induced background
field B of the continuum theory,
V (x, µ) = 1 + aBµ(x) + O(a
2), (4.8)
provided that both fields are transformed to a definite gauge (the temporal
gauge, for example). In perturbation theory, the lattice background field V
plays the same roˆle as B did in the continuum. It is, therefore, often necessary
to find an analytical or at least an accurate numerical representation of V .
To illustrate these remarks, let us consider the self-dual background field
which was introduced in sect. 2 [eqs.(2.32)–(2.36)]. Since C and C ′ are spa-
tially constant in this case, the lattice boundary fields are simply given by
W (x, k) = exp {ab(0)Ik} and W
′(x, k) = exp {ab(T )Ik} . (4.9)
The associated minimal action configuration V must be a solution of the field
equations which one derives from the Wilson action S[U ]. To be able to write
them concisely, we introduce the plaquette field
P (x, µ, ν) = V (x, µ)V (x+ aµˆ, ν)V (x+ aνˆ, µ)−1V (x, ν)−1 (4.10)
and its covariant divergence
d∗P (x, µ) =
3∑
ν=0
{
P (x, µ, ν)− V (x− aνˆ, ν)−1P (x− aνˆ, µ, ν)V (x− aνˆ, ν)
}
. (4.11)
One may now show that the lattice action is stationary if and only if the
traceless anti-hermitean part of d∗P (x, µ) vanishes,
d∗P (x, µ)− d∗P (x, µ)† −
1
N
tr
{
d∗P (x, µ)− d∗P (x, µ)†
}
= 0, (4.12)
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for all links (x, x+ aµˆ) in the interior of the lattice.
The form of the continuum background field suggests that we try to solve
the lattice field equations (4.12) with the ansatz
V (x, 0) = 1, V (x, k) = exp
{
av(x0)Ik
}
, (4.13)
where v is some real function to be determined. In the case of the SU(2)
theory, a solution is in fact obtained in this way, if v satisfies
∂∗
[
1
a2
sin
(
1
2a
2∂v
)]
= 8cos
(
1
2av
) [1
a
sin
(
1
2av
)]3
, 0 < x0 < T. (4.14)
The operator ∂ in this equation denotes the forward lattice derivative,
∂f(x0) =
1
a
[
f(x0 + a)− f(x0)
]
, (4.15)
and ∂∗ the backward derivative. The ansatz (4.13) also works out for SU(3),
but for N ≥ 4 we suspect that a more complicated expression is needed, with
at least two unknown functions.
In the practically relevant range of T/a, say T/a = 10, . . . , 100, the so-
lution of eq.(4.14) with the required boundary values (and the lowest action)
can be determined numerically to any desired precision. Alternatively, if we
assume that an expansion of the form
v(x0) = v0(x
0) + av1(x
0) + a2v2(x
0) + . . . , (4.16)
holds, where vk(x
0) are smooth functions independent of a, the resulting tower
of equations,
∂20v0 = 2v
3
0 , (4.17)
∂20v1 = 6v
2
0v1, (4.18)
etc., can be solved iteratively. We expect, of course, that the leading term v0
coincides with the continuum solution b. This is consistent with the lowest
order equation (4.17), and from eq.(4.18) we now infer that v1 is a linear
combination of b2 and b−3. If we take into account that v1 must vanish at
x0 = 0 and x0 = T , a little calculation shows that v1 is in fact equal to zero
everywhere, and so we conclude that
v(x0) = b(x0) + O(a2). (4.19)
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We have also worked out the order a2 correction and compared our result with
the numerical solution of eq.(4.14). Complete agreement was found, and the
approach of the lattice solution to the continuum background field is, therefore,
well under control.
One point, however, that remains to be checked is that the lattice back-
ground field so constructed is indeed a configuration with least action. To con-
vince oneself that there are no other lower minima, one may run a relaxation
program, on a range of lattices, starting from various initial configurations. In
the case of most interest to us, the constant Abelian fields, such a numerical
“proof ” of stability is fortunately not needed, because the minimum property
of these fields can be established by analytical means (cf. sect. 5).
4.4 Continuum limit in perturbation theory
The effective action on the lattice, Γ[B], is defined through eq.(2.37) and is
considered to be a functional of the continuum background field. We are
certainly free to do so, because the Schro¨dinger functional (4.5) depends on
the boundary values C and C ′ and these are in one-to-one correspondence
with B. The notation is also in accord with our understanding of the lattice
as a device to regularize the theory which is to be removed at fixed B.
The perturbation expansion (2.38) of the lattice effective action may be
derived following the steps taken in sect. 3 for the case of dimensional regular-
ization. In particular, the leading term Γ0[B] is equal to g
2
0 times the action
of the lattice background field V . An interesting new aspect is that the gauge
fixing procedure can be carried out rigorously. This will be discussed in sect. 6
and an explicit one-loop calculation is presented in sect. 7. Our aim here is to
describe how the continuum limit is reached in perturbation theory.
Symanzik’s analysis [48,49] of the cutoff dependence of Feynman diagrams
on the lattice suggests that the l–loop contribution to the effective action may
be expanded in an asymptotic series of the form
Γl[B] ∼
a→0
∞∑
m=0
l∑
n=0
Γlmn[B] a
m(ln a)n. (4.20)
Close to the continuum limit, all terms withm > 0 can be neglected. We more-
over expect that the logarithmically divergent terms cancel after the gauge
coupling g0 is renormalized, i.e. after we substitute
g20 = g
2
lat + z1(aµ)g
4
lat + . . . , z1(aµ) =
22
3
N
16π2
ln(aµ), (4.21)
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where glat is a renormalized coupling and µ some normalization mass. This
is entirely analogous to what happened in the case of the dimensionally reg-
ularized effective action. In particular, the resulting renormalized expansion
in powers of g2lat must coincide with eq.(3.37), if the gauge couplings glat and
gMS are properly matched.
To one-loop order and for the background fields considered, all these state-
ments will be confirmed explicitly, and so we are confident that the dependence
of the effective action on the lattice spacing is indeed as described.
4.5 O(a) improved action
Numerical simulations of the functional integral (4.5) are limited to lattice
spacings a that are not too small compared to the scales set by the background
field. The cutoff dependent contributions to the effective action (the terms of
order a and higher) may hence have a non-negligible influence on the outcome
of such calculations. In that instance it may be desirable to choose an improved
lattice action so as to cancel the dominant cutoff effects.
This idea has previously been worked out for scalar theories [50–52] and
pure gauge theories on lattices without boundaries [53–58]. The general princi-
ple is that the cutoff effects of order a(ln a)n, a2(ln a)n, etc. can be successively
removed by adding a linear combination of local counterterms to the action,
with increasing dimensions and properly adjusted coefficients. This may be
viewed as an extension of the renormalization procedure to the level of irrel-
evant operators. We thus expect that the counterterms needed to improve
the Schro¨dinger functional come in two forms, the boundary and the volume
terms (cf. sect. 2).
At order a there are two possible counterterms. They are obtained by
summing any local lattice expression for the fields
a4 tr {F0kF0k} and a
4 tr {FklFkl} (4.22)
over the x0 = 0 and x0 = T hyper-planes. A simple O(a) improved lattice
action is thus given by eq.(4.4), where
w(p) =

1
2cs(g0) if p is a spatial plaquette at x
0 = 0 or x0 = T ,
ct(g0) if p is a time-like plaquette attached to a
boundary plane,
(4.23)
and w(p) = 1 in all other cases. The coefficients cs(g0) and ct(g0) multiplying
the boundary plaquettes allow us to monitor the size of the counterterms.
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They are to be adjusted so as to achieve the desired improvement of the
theory.
Ideally one would like to determine cs(g0) and ct(g0) through numerical
simulations of the Schro¨dinger functional. While this is not an impossible task,
it is surely demanding, since one needs precise data on a range of lattices to
be able to isolate the cutoff effects properly. In perturbation theory we have
cs(g0) = c
(0)
s + c
(1)
s g
2
0 + . . . , (4.24)
ct(g0) = c
(0)
t + c
(1)
t g
2
0 + . . . , (4.25)
where the coefficients c
(l)
s and c
(l)
t can be extracted from the l–loop contribution
to the effective action. In particular, at tree level we only need to work out the
order a term in the small a expansion of Γ0[B] for two independent choices of
B, say a constant Abelian field and a self-dual field. As a result one obtains
c(0)s = c
(0)
t = 1 for all N . (4.26)
On the basis of our calculations to one-loop order (sect. 7), we have moreover
been able show that
c(1)s = −0.166(1) and c
(1)
t = −0.0543(5) for N = 2. (4.27)
Note that in the SU(2) theory the crossover from strong to weak coupling
behaviour occurs around g20 = 2 and simulations nowadays are performed at
couplings close to 1.5. The one-loop correction (4.27) is thus reasonably small.
We finally mention that the improved action coincides with the Wilson
action to lowest order of g20 . The latter is hence O(a) improved at tree level,
and this implies that all coefficients Γlmn[B] in the expansion (4.20) with
m = 1 and n = l vanish.
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5. Abelian Background Fields
As explained in sect. 2, a large variety of running couplings can be defined
by differentiating the effective action Γ[B] with respect to some parameter of
the background field B. A careful choice of B is however necessary, if one
attempts to study the scaling properties of the coupling through numerical
simulations of the lattice Schro¨dinger functional. In particular, since one can-
not afford to make the lattice spacing arbitrarily small, a background field is
required for which the lattice corrections to the effective action are tolerable.
It is our experience that constant Abelian fields are optimal in this respect
and so we discuss their properties here.
In the following we allow the space-time dimensionality D to assume any
integer value greater or equal to 2. For the lattice action we take Wilson’s
action (subsect. 4.2) multiplied with aD−4.
5.1 Definition
The boundary values of the background fields considered in this section are
spatially constant and diagonal. In other words, we have
Ck =
i
L

φk1 0 . . . 0
0 φk2 . . . 0
...
...
. . .
...
0 0 . . . φkN
 , (5.1)
where the angles φkα satisfy
N∑
α=1
φkα = 0 for all k. (5.2)
The other boundary field C ′ is defined similarly, with φkα replaced by a second
set of angles φ′kα.
Gauge fields of this type have previously occurred in the literature and
are referred to as “torons” (see e.g. refs.[59,60]). Locally they are pure gauge
configurations, i.e. the only gauge invariant information is contained in the
parallel transporters for closed curves winding “around the world”. In the
field C these are products of the matrices exp {LCk} and their inverses. In
particular, they only depend on the phase factors eiφkα and the angular char-
acter of the parameters φkα thus becomes apparent.
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An obvious solution of the field equations with the boundary values spec-
ified above is
B0 = 0, Bk =
[
x0C ′k + (T − x
0)Ck
]
/T. (5.3)
For the associated field tensor one obtains
G0k = [C
′
k − Ck] /T, Gkl = 0, (5.4)
and the action is given by
S[B] =
LD−3
g20T
D−1∑
k=1
N∑
α=1
(φ′kα − φkα)
2
. (5.5)
This solution — a constant colour electric field — is not the only solution of
the Yang-Mills field equations with the required boundary values. It is in fact
quite obvious that other solutions must exist, because the action (5.5) does
not reflect the expected periodicity in the angles φkα. The stability of the field
(5.3) thus needs to be discussed and we shall come back to this problem in
subsect. 5.2.
The link field
V (x, µ) = exp {aBµ(x)} (5.6)
(with B as above) is a candidate for the induced background field on the
lattice. V has the required boundary values and one may easily verify that it
is a solution of the lattice field equations (4.12). Note that the action
S[V ] =
TLD−1
g20
D−1∑
k=1
N∑
α=1
{
2
a2
sin
[
a2
2TL
(φ′kα − φkα)
]}2
(5.7)
coincides with the continuum action (5.5) up to terms of order a4 (rather than
a2). Constant Abelian fields thus show their quality of leading to minimal
cutoff effects already at the classical level.
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5.2 Stability theorem
Before the lattice field (5.6) can be accepted as the induced background field
for the chosen boundary values, we must show that it is a configuration with
least action and that any other field with the same action is gauge equivalent
to V . Such a proof can in fact be given if φkα and φ
′
kα, are restricted to a
certain bounded domain.
To specify this region it is useful to arrange φkα (and similarly φ
′
kα) into
D − 1 colour vectors Φk in the obvious way. We say that a vector Φ =
(φ1, . . . , φN ) is in the fundamental domain if
φ1 < φ2 < . . . < φN ,
∣∣φα − φβ∣∣ < 2π, N∑
α=1
φα = 0. (5.8)
This is a bounded convex set, which has a certain group theoretical signifi-
cance. Namely, if u ∈ SU(N) has pairwise different eigenvalues λα, there exists
a unique ordering of the eigenvalues and a unique vector Φ in the fundamental
domain, such that λα = e
iφ
α .
Our result on the stability of the background fields considered in this
section is now summarized by
Theorem 1. Suppose the angle vectors Φk and Φ
′
k are in the fundamental
domain for all k = 1, . . . ,D − 1. Let V be the associated background field
(5.6) on a lattice with
TL/a2 > (N − 1)π2max{1, N/16}. (5.9)
The action of any other lattice gauge field U with the same boundary values
then satisfies S[U ] ≥ S[V ], where the equality holds if and only if U is gauge
equivalent to V .
The proof of the theorem is quite involved and is deferred to appendix B. The
condition (5.9) is of a technical nature and is perhaps not really needed for
the validity of the theorem. It is, in any case, insignificant for N ≤ 3 and the
lattices of interest.
There is, of course, a continuum version of the theorem, provided one
is willing to restrict attention to the category of differentiable fields. The
minimum property of the solution (5.3) is in fact a simple corollary of theorem
1, since any differentiable gauge field can be approximated arbitrarily well by
lattice fields.
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5.3 Definition of a running coupling for the SU(2) theory
We are now ready to introduce the running coupling g¯2(L) which will be used
in our finite size scaling study of the SU(2) theory in four dimensions and
which will, therefore, be in the focus of interest for the rest of this paper.
Following the general scheme described in subsect. 2.6, we choose the solu-
tion (5.3) for the background field B and set T = L. B depends on altogether
6 parameters, say φk1 and φ
′
k1. A symmetrical one-parameter submanifold is
φk1 = −η, φ
′
k1 = −π + η, (5.10)
and the coupling is now given by eq.(2.43).
We should of course make sure that the premises of theorem 1 are satisfied
so that the stability of the chosen background field is guaranteed. This is the
case if
0 < η < π and L/a ≥ 4. (5.11)
In the numerical work we take η = π/4, which is half-way between the zero
action point η = π/2 and the boundary of the stability interval. All these
details are quite arbitrary, but we emphasize (once more) that they are in no
way of fundamental importance for the scaling analysis we have in mind.
6. Fixing the Gauge in the Lattice Theory
The problem of gauge fixing has already been addressed in sect. 3 on
a somewhat formal level. In particular, a truly convincing derivation of the
boundary conditions on the Faddeev-Popov ghosts and the time component
of the gauge field could not be given and so we feel that it is worthwhile to go
through the gauge fixing procedure once more, in the mathematically rigorous
framework of the lattice theory. We closely follow the general scheme discussed
in subsect. 3.5 of ref.[47], where further details and a proof of the basic lemma
can be found.
In this section the background field is assumed to be an Abelian field as
described in sect. 5, with angle vectors Φk and Φ
′
k in the fundamental domain.
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6.1 Group of gauge transformations
The lattice Schro¨dinger functional (4.5) is invariant under all gauge transfor-
mations U → UΩ which leave the boundary fieldsW andW ′ intact. According
to lemma 1 of appendix B, this condition is satisfied if and only if the bound-
ary values of the gauge function Ω(x) at x0 = 0 and x0 = T are constant and
diagonal. The group of all these transformation functions is denoted by Gˆ.
The constant diagonal gauge functions Ω(x) form a subgroup of Gˆ iso-
morphic to the Cartan subgroup CN of SU(N). Such transformations act
trivially on the background field and there are actually no further transforma-
tions with this property (cf. appendix B). The gauge directions in the space
of infinitesimal deformations of the background field are thus generated by
G = Gˆ/CN , (6.1)
and so it is this set of transformations which needs to be fixed. The group CN
then survives as a global symmetry of the theory.
In the following it is convenient to identify G with the group of all trans-
formations Ω ∈ Gˆ that are equal to 1 at x0 = T . From a purely mathematical
point of view, we then have the canonical situation, with a compact gauge
group acting freely on the space of fields integrated over. The discussion in
ref.[47] thus carries over literally.
6.2 Spaces of infinitesimal fields
The Lie algebra L of G consists of all fields ω(x) such that the infinitesimal
transformation
Ω(x) = 1− g0ω(x) + O(g
2
0) (6.2)
belongs to G. In other words, ω must be a spatially periodic lattice field which
takes values in the Lie algebra of SU(N) and which satisfies the boundary
conditions
ω(x)|x0=0 = κ, ω(x)|x0=T = 0, (6.3)
where κ is constant and diagonal.
A linear space H of lattice vector fields qµ(x) may be introduced similarly.
We here require that
U(x, µ) =
{
1 + g0aqµ(x) + O(g
2
0)
}
V (x, µ) (6.4)
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is a valid infinitesimal deformation of the background field. In particular, to
guarantee that U has the same boundary values as V , the spatial components
qk(x) must be equal to zero at x
0 = 0 and x0 = T .
We shall later find it useful to have a scalar product on these spaces at
our disposal. The obvious choice for the product of two vector fields is
(q, r) = −2a4
∑
x,µ
tr {qµ(x)rµ(x)} , (6.5)
and the product on L is defined similarly.
Another notational item are the covariant lattice derivatives Dµ and D
∗
µ.
These operators act on functions f(x) with values in the Lie algebra of SU(N)
and are given by
Dµf(x) =
1
a
[
V (x, µ)f(x+ aµˆ)V (x, µ)−1 − f(x)
]
, (6.6)
D∗µf(x) =
1
a
[
f(x)− V (x− aµˆ, µ)−1f(x− aµˆ)V (x− aµˆ, µ)
]
. (6.7)
They only make sense if f is defined at the lattice points referred to and should
thus be used with care.
6.3 Gauge fixing function
The gauge fixing term to be added to the Wilson action is the square of
a suitable gauge fixing function F . As explained in ref.[47], F must be a
regular mapping from the space of fields integrated over to the Lie algebra L.
For perturbation theory it is actually sufficient to specify F on an arbitrarily
small but finite neighborhood of the background field V . The fields U in such
a neighborhood may be parametrized by
U(x, µ) = exp {g0aqµ(x)} V (x, µ), (6.8)
where q ∈ H and say ‖q‖ < ε. The simplest possibility then is to choose the
gauge fixing function to be a linear mapping from H to L.
To be able to write it in a compact form we introduce the operator
d : L 7→ H, (dω)µ (x) = Dµω(x). (6.9)
The covariant derivative occurring here is well-defined, for all relevant lattice
points x and directions µ, and it is also easy to verify that dω has the proper
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boundary values. The significance of d becomes apparent if we note that the
gauge directions in the space of infinitesimal deformations of the background
field are precisely the modes of the form dω. As already mentioned, the group
G acts freely on the space of gauge fields, and so it is not surprising that the
kernel of d turns out to be trivial, i.e. dω = 0 implies ω = 0.
The basic property the gauge fixing function should have is that it does not
vanish on the gauge modes dω. It is quite obvious now that this requirement
(and all the other conditions listed in ref.[47]) will be fulfilled if we choose
F (U) = d∗q, (6.10)
where d∗ is minus the adjoint of d. That is, d∗ maps any vector field q ∈ H
onto an element of L such that
(d∗q, ω) = −(q, dω) for all ω ∈ L. (6.11)
This property implies
d∗q(x) = D∗µqµ(x) if 0 < x
0 < T, (6.12)
and for the boundary values at x0 = 0 and x0 = T one obtains
[d∗q(x)]αβ =
{
(a2/L3)
∑
y [q0(0,y)]αβ if α = β and x
0 = 0,
0 otherwise.
(6.13)
Note that these are indeed as required for a function contained in L.
6.4 Gauge fixed functional integral
Now that we have specified the gauge fixing function F , the gauge fixed form
of the Schro¨dinger functional (4.5) is obtained almost mechanically, following
the steps described in ref.[47]. There is no new element involved here and so
we merely introduce the necessary notations and state the final result.
Our choice of gauge fixing function corresponds to the gauge fixing term
Sgf [B, q] =
λ0
2
(d∗q, d∗q). (6.14)
In view of eq.(6.12), this may be regarded as a lattice version of the background
gauge. The associated Faddeev-Popov ghosts c and c¯ are in all respects like
infinitesimal gauge transformations except that they are fermi fields. That is,
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if we choose a complete set of functions in L, the ghost fields are equal to
the general linear combination of these basis elements, with anti-commuting
coefficients that generate a Grassmann algebra.
The action of the Faddeev-Popov fields is
SFP[B, q, c, c¯] = −(c¯, d
∗δcq), (6.15)
where δcq denotes the first order variation of q under the gauge transformation
generated by c. To second order in g0 we have
δcqµ = Dµc+ g0Ad qµ c
+
[
1
2
g0aAd qµ +
1
12
(g0aAd qµ)
2 + . . .
]
Dµc (6.16)
(no sum over µ is implied here). Note that δcq is a vector field with the correct
boundary values. The action of d∗ in eq.(6.15) is therefore well-defined.
The gauge fixed form of the Schro¨dinger functional is now given by
e−Γ[B] =
∫
D[U ]
∫
D[c]D[c¯] e−Stotal[B,q,c,c¯], (6.17)
Stotal[B, q, c, c¯] = S[U ] + Sgf [B, q] + SFP[B, q, c, c¯], (6.18)
where it is understood that U and q are related by eq.(6.8). The first integral
in eq.(6.17) is restricted to a small neighborhood of the background field V ,
i.e. we are neglecting terms that are exponentially small in the coupling. The
integration over the ghost fields is the usual one, resulting in the determinant
of the Faddeev-Popov operator.
As in the continuum theory, the gauge fixed functional integral is the
starting point from which the perturbation expansion of the effective action is
obtained. Noting
D[U ] = D[q]
{
1 + O(g20)
}
, (6.19)
Stotal[B, q, c, c¯] = S[V ] +
1
2 (q,∆1q) + (c¯,∆0c) + O(g0), (6.20)
we get, for the first two terms in eq.(2.38),
Γ0[B] = g
2
0S[V ], (6.21)
Γ1[B] =
1
2 ln det∆1 − ln det∆0. (6.22)
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∆0 and ∆1 are symmetric operators acting on functions in L and H respec-
tively. We have already used the symbols ∆0 and ∆1 for the corresponding
operators in the continuum theory, but this will not lead any confusion in the
following.
From the above we infer that
∆0 = −d
∗d, (6.23)
∆1 = ∆
′
1 − λ0dd
∗, (6.24)
where ∆′1 is obtained by expanding the Wilson action S[U ] to second order
in q. With the help of the ⋆ product notation introduced in appendix A, the
result of that computation may be written in the compact form
∆′1qµ(x) =
∑
ν 6=µ
{
cosh
(
a2Gµν
)
⋆ [−D∗νDνqµ(x) +D
∗
νDµqν(x)] (6.25)
− a−2 sinh
(
a2Gµν
)
⋆
[
2qν(x) + a (D
∗
ν +Dν) qµ(x) + a
2D∗νDµqν(x)
]}
.
It should be emphasized that this formula is only valid for constant Abelian
background fields, the case of immediate interest to us. We have also assumed
that the link (x, x+ aµˆ) is contained in the interior of the lattice, viz.
0 ≤ x0 < T if µ = 0 and 0 < x0 < T if µ > 0. (6.26)
All degrees of freedom of the fields in H reside on these links and the operator
∆′1 is thus completely specified by eq.(6.25).
6.5 Boundary conditions
The lattice quantum field q and the ghost fields c and c¯ do not satisfy any
boundary conditions beyond those implicit in the definition of H and L. In
particular, the time component q0(x) is defined at all points x with 0 ≤ x
0 < T
and is unconstrained.
However, after passing to the continuum limit, the situation regarding
boundary conditions may be quite different. In a free scalar theory, for ex-
ample, the propagator on a lattice with free boundary conditions converges to
a Green function which satisfies Neumann boundary conditions. We should
thus be prepared to find that the eigenfunctions of the lattice operators ∆0
and ∆1 satisfy additional boundary conditions in the limit a→ 0.
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To be absolutely clear, we are not suggesting that the lattice theory should
be amended in some way. Our aim rather is to determine which boundary
conditions must be chosen when one attempts to formulate the theory directly
in the continuum, using dimensional regularization for example. By comparing
with the lattice theory this question can now be decided, because all cutoff
prescriptions should yield identical results at tree level.
In the case of the lattice operator ∆1 it is not immediately obvious how
to pass to the continuum limit, because the definition of the gauge term dd∗ is
slightly non-uniform at the boundary [cf. eqs.(6.12) and (6.13)]. This difficulty
can be removed by choosing a better notation. To this end we extend the time
component q0(x) of the lattice field to all points with x
0 = −a and x0 = T .
Its values there are chosen such that
D∗0q0(x) = d
∗q(x) at x0 = 0 and x0 = T . (6.27)
No additional degrees of freedom are thus introduced and the extension should
be regarded purely as a matter of convention.
The operator dd∗ is now given by the simple expression
dd∗qµ(x) = DµD
∗
νqν(x), (6.28)
for all x and µ in the range (6.26). Furthermore, we may interpret eq.(6.27) as
a boundary condition on q0. At x
0 = T , for example, the requirement simply
is that D∗0q0(x) = 0. At the other end of the lattice q0 is again required to
satisfy Neumann boundary conditions with the exception of the spatially con-
stant diagonal modes, which must vanish at x0 = −a and thus satisfy Dirichlet
boundary conditions. This latter complication depends on our choice of back-
ground field and is absent for the irreducible background fields considered in
sect. 3.
In the present formulation one may straightforwardly pass to the contin-
uum limit. In particular, taking a → 0 in eqs.(6.25) and (6.28) leads to the
continuum expression (3.18) for ∆1 and the boundary conditions stated above
carry over literally. To remove all doubts about this procedure, we have verified
in a number of cases, by exact numerical computation, that the eigenfunctions
of the lattice operator converge to smooth functions in the continuum limit
and that these indeed satisfy the expected boundary conditions.
We thus conclude that the proper boundary conditions on the quantum
field q in the continuum theory are a mixture of Dirichlet and Neumann bound-
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ary conditions as described above. A similar analysis applies to the Faddeev-
Popov fields. The result here is that besides the boundary conditions already
present on the lattice, the spatially constant diagonal modes satisfy Neumann
boundary conditions at x0 = 0. This is again special to our choice of back-
ground field in this section, i.e. for irreducible boundary values C and C ′ one
would end up with Dirichlet boundary conditions for all modes.
7. First Order Correction to the Running Coupling [SU(2) Theory]
We now set N = 2 and consider the one-parameter family of background
fields defined in subsect. 5.3. Our aim is to compute the associated running
coupling g¯2(L) to one-loop order of perturbation theory. The calculation will
be performed in the framework of the lattice theory, but as a check we have
also worked out the relevant determinants in the continuum theory, using
dimensional regularization. Some of the details involved in that calculation
will be sketched at the end of this section.
7.1 Preliminaries
In the following we choose lattice units and thus set a = 1. From the pertur-
bation expansion of the effective action we deduce that
g¯2(L) = g20 +m1(L)g
4
0 +m2(L)g
6
0 + . . . (7.1)
The one-loop coefficient is a sum of two contributions,
m1 = h0 −
1
2h1, (7.2)
one from the ghost and the other from the vector fields. Explicitly, they are
given by
hs =
∂
∂η
ln det∆s
/ ∂
∂η
Γ0[B], s = 0, 1. (7.3)
By differentiating the classical action (5.7) one obtains
∂
∂η
Γ0[B] = −24L
2 sin
[
1
L2
(π − 2η)
]
, (7.4)
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and we are thus left with the problem to compute the determinants of ∆0
and ∆1 for the background fields of interest. We do not expect that this can
be done analytically, but as will be shown in the following subsections, it is
possible to evaluate the determinants numerically, for a useful range of L and
to essentially any desired precision.
7.2 Symmetries
∆0 is a symmetric operator which acts in a real vector space. In particular,
there exists a complete set of eigenfunctions and the determinant of ∆0 is the
product of all eigenvalues.
In the following we consider ∆0 to be a linear operator in the complex
space L ⊕ iL. The eigenfunctions and eigenvalues are not affected by this
extension and so it is clear that also the determinant is the same as before.
The reason for going to the complexified space is that now we can more easily
pass to a basis which is adapted to the symmetries of the problem.
To exploit the invariance of ∆0 under constant diagonal gauge transfor-
mations, we choose the standard basis T a of SU(2) generators [eq.(A.4)] and
define T± = T 1 ± iT 2. We then consider the decomposition
L ⊕ iL = L0 ⊕L− ⊕ L+ (7.5)
where L0 and L± are the subspaces of all fields that are proportional to T
3
and T± respectively. Constant diagonal gauge transformations reduce to a
multiplication by a phase factor on Lσ and so we expect that these spaces are
invariant under the action of ∆0.
To show this explicitly, we introduce the corresponding subspaces H0 and
H± of complex vector fields and note that the operator d maps any function
ω ∈ Lσ onto an element of Hσ. More precisely, we have
Dµω(x) =
{
ω(x+ µˆ)− ω(x) if µ = 0,
eiσβ(x
0)ω(x+ µˆ)− ω(x) if µ > 0,
(7.6)
where the phase β is given by
β(t) = −(2/L2) [ηL+ (π − 2η)t] . (7.7)
It is quite obvious now that d∗ maps Hσ into Lσ and so we conclude that ∆0
leaves Lσ invariant.
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The operator ∆1 is similarly reduced by the subspaces Hσ. This is an
immediate consequence of the identities
coshG0k ⋆ T
a = cos(γ/2)T a, γ = (2/L2)(π − 2η), (7.8)
sinhG0k ⋆ T
3 = 0, (7.9)
sinhG0k ⋆ T
± = ∓i sin(γ/2)T±, (7.10)
and the discussion above of the covariant derivatives. In particular, we have
det∆1 = det ∆1|H0 det ∆1|H− det ∆1|H+ , (7.11)
and the analogous factorization holds for the determinant of ∆0. Note that
the last two factors in eq.(7.11) are equal.
A further factorization of the determinants is obtained if we take into
account that ∆0 and ∆1 are invariant under spatial translations. The eigen-
functions of this group of symmetries are the plane waves eipx where
p = 2πn/L, nk ∈ ZZ, −L/2 < nk ≤ L/2. (7.12)
We are thus led to introduce the subspaces Lσ(p) and Hσ(p) of all functions
which are proportional to eipx and have no other dependence on x. Since the
momentum p is conserved under the action of ∆1, it follows that
det ∆1|Hσ =
∏
p
det ∆1|Hσ(p) , (7.13)
and the same factorization holds in the case of the operator ∆0.
The simplification which has thus been achieved is substantial. In each
symmetry sector the spatial dependence of the wave functions and also the
SU(2) degrees of freedom are completely fixed. The problem is, therefore,
effectively reduced to computing the determinants of a set of finite difference
operators in one dimension.
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7.3 Computation of h0
From the discussion above it is evident that ∆0 is independent of the back-
ground field on the subspace L0. The contribution from this sector hence
drops out and we are left with
∂
∂η
ln det∆0 = 2
∑
p
∂
∂η
ln det ∆0|L+(p) . (7.14)
So let us consider the action of ∆0 in the subspace L+(p) in some more detail.
The functions in this symmetry sector are of the form
ω(x) = ψ(x0) eipx T+, (7.15)
where ψ(t), 0 ≤ t ≤ T , is a complex function with
ψ(0) = ψ(T ) = 0 (7.16)
[cf. eq.(6.3); the constant κ vanishes because T+ is off-diagonal].
On this set of functions ∆0 reduces to an ordinary second order difference
operator,
∆0ψ(t) = A(t)ψ(t+ 1) + B(t)ψ(t) + C(t)ψ(t− 1), (7.17)
with coefficients given by
A(t) = C(t) = −1, (7.18)
B(t) = 8− 2
3∑
k=1
cos [pk + β(t)] . (7.19)
The determinant of such operators can be computed by solving a simple re-
cursion relation. This is a known trick which is discussed in some generality
in appendix C. In the present case we need to solve
∆0ψ(t) = 0, 0 < t < T, (7.20)
starting from the initial values
ψ(0) = 0, ψ(1) = 1. (7.21)
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The determinant is then given by
det ∆0|L+(p) = ψ(T ). (7.22)
Note that the calculational effort to solve eq.(7.20) is proportional to T , while
one usually needs of order T 3 arithmetic operations to evaluate the determi-
nant of a T × T matrix.
To compute the derivative of the determinant with respect to η, the best
way to proceed is to derive a recursion for ∂ψ(t)/∂η by differentiating eq.(7.20).
Both recursion relations are trivial to program, and so one is able to compute
the coefficient h0 for say L ≤ 32 with a negligible amount of computer time.
7.4 Computation of h1
For notational convenience we always assume that the field q0(x) is extended
one step beyond the lattice to all points with x0 = −1 and x0 = T , as dis-
cussed in subsect. 6.5. The boundary conditions on qµ then are a mixture of
Dirichlet and Neumann boundary conditions and the action of ∆1 is given by
eqs.(6.24),(6.25) and (6.28).
We first consider the contribution of the sector H0(p). The fields in this
subspace may be written as
q0(x) = ψ0(x
0)(−i)eipx T 3, (7.23)
qk(x) = ψk(x
0)e
i
2
pkeipx T 3, (7.24)
where ψµ(t) is some complex vector field. The extra phase factors in these
equations have no particular significance except that they lead to simpler
expressions later on.
The action of the operator ∆1 on wave functions of the above type is of
the general form
∆1ψµ(t) = Aµν(t)ψν(t+ 1) + Bµν(t)ψν(t) + Cµν(t)ψν(t− 1). (7.25)
It is not difficult to work out the coefficient matrices A, B and C explicitly
[cf. appendix D].
For all momenta p 6= 0 the boundary conditions on ψµ(t) are
∂∗ψ0(t) = ψk(t) = 0 at t = 0 and t = T . (7.26)
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∂∗ here denotes the backward difference, defined in the usual way. If p = 0
it is ψ0(−1) instead of ∂
∗ψ0(0) which is required to vanish, while all other
boundary conditions are as above.
The determinant of ∆1 in this latter sector can actually be computed
immediately. The matrices A, B and C assume a particularly simple form in
this case, leading to a decoupling of the ψ0 and ψk components. Furthermore,
only the spatial modes make a field dependent contribution and one quickly
finds that
∂
∂η
ln det ∆1|H0(0) = 3(T − 1)
∂
∂η
ln cos
γ
2
. (7.27)
This is nice because now we are left with the p 6= 0 subspaces, where the
boundary conditions are simply given by eq.(7.26).
To compute the associated determinants, we proceed essentially as in the
case of the Faddeev-Popov operator. We first construct all solutions of
∆1ψ0(t) = 0, 0 ≤ t < T, (7.28)
∆1ψk(t) = 0, 0 < t < T, (7.29)
with ∂∗ψ0(0) = ψk(0) = 0. For specified initial values, ψ0(0) and ∂ψk(0),
there exists exactly one solution. It is obtained recursively, first by solving
eq.(7.28) at t = 0, then eq.(7.29) at t = 1, and so on.
It is useful to group the initial data in a vector vµ with components
v0 = ψ0(0), vk = ∂ψk(0). (7.30)
After completing the recursion we may compute the final values
w0 = ∂
∗ψ0(T ), wk = ψk(T ). (7.31)
It is evident that these are related linearly to the initial values, i.e. there exists
a matrix M such that
wµ =Mµνvν . (7.32)
The determinant of ∆1 is then given by
det ∆1|H0(p) = λ
T
0
(
cos
γ
2
)3T−3
detM, (7.33)
as one may show by adapting the arguments of appendix C to the case at
hand.
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Table 1. One-loop coefficient m1(L) and remainder ε(L) at η = pi/4
L m1(L) ε(L) L m1(L) ε(L)
6 0.35422030 0.00352 20 0.47541031 0.00024
8 0.38370429 0.00177 22 0.48471069 0.00020
10 0.40644167 0.00107 24 0.49316916 0.00017
12 0.42483107 0.00072 26 0.50092488 0.00014
14 0.44023578 0.00052 28 0.50808526 0.00012
16 0.45347745 0.00039 30 0.51473490 0.00010
18 0.46508332 0.00031 32 0.52094162 0.00009
Let us now turn to the subspaces H+(p). The wave functions here are of
the form
q0(x) = ψ0(x
0)(−i)eipx T+, (7.34)
qk(x) = ψk(x
0)e
i
2 [pk+β(x
0)]eipx T+, (7.35)
and the action of ∆1 is again given by eq.(7.25), with coefficients A, B and
C listed in appendix D. Furthermore, the boundary conditions are as before
[eq.(7.26)], and so it is clear that the determinant of ∆1 in this sector can be
computed following the lines discussed above. In particular, ifM is the matrix
connecting initial and final values, we have
det ∆1|H+(p) = λ
T
0 detM, (7.36)
for all momenta p.
7.5 Results
We now set η = π/4 and compute the one-loop correction to the running
coupling using the techniques described above. Some of our results are listed
in table 1. The calculations were done so as to guarantee a final precision
of at least 20 decimal places. In particular, all digits quoted in table 1 are
significant.
In lattice units the continuum limit is approached by taking L to infinity.
As discussed in subsects. 4.4 and 4.5 we expect that an asymptotic expansion
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of the form
m1(L) ∼
L→∞
∞∑
n=0
(rn + sn lnL) /L
n (7.37)
holds, with
s0 =
11
12π2
and s1 = 0. (7.38)
The first few coefficients rn and sn may be extracted from the data listed
in table 1 by any suitable extrapolation procedure. In particular, using the
blocking method of ref.[58], we were able to confirm, to four significant decimal
places, that s0 is given by eq.(7.38). This again shows that all ultra-violet di-
vergences in the Schro¨dinger functional cancel after renormalizing the coupling
in the usual way.
If we now assume that s0 is precisely given by eq.(7.38), the extrapolation
of our data yields
r0 = 0.202349(3), (7.39)
r1 = −0.1084(11). (7.40)
As shown by table 1, the remainder
ε(L) = m1(L)− s0 lnL− r0 − r1/L, (7.41)
with coefficients as given above, is rapidly decreasing over the range of L cov-
ered. The higher order cutoff effects are thus comfortably small for our choice
of background field. It must be emphasized, however, that other background
fields, such as the constant self-dual field considered in sect. 2, do not fare as
well in this respect. Partly this is because the strength of the Abelian field
is constant while in the other cases the lattice must be fine enough to resolve
the often appreciable time dependence of the field.
After eliminating g0 in favour of the renormalized coupling glat introduced
in subsect. 4.4, the continuum limit can be taken and one ends up with the
expansion
g¯2(L) = g2lat +
[
11
12π2
ln(µL) + r0
]
g4lat + . . . (7.42)
At this point we may pass to any other renormalization scheme defined in the
continuum theory. In particular, if we choose the running coupling g¯2MS(L) in
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the MS scheme of dimensional regularization as our new expansion parameter
and use the known relation between glat and gMS [62,9,63], we obtain
g¯2(L) = g¯2MS(L) + c1g¯
4
MS(L) + . . . , (7.43)
where the coefficient c1 is given by
c1 =
11
24π2
[ln 4π − γE − 1.61638(8)] . (7.44)
For the corresponding Λ parameter ratio one finds
Λ/ΛMS = 1.18378(5), (7.45)
which shows that our coupling is very nearly equal to g¯2MS(L) in the pertur-
bative domain.
The term proportional to r1 in the expansion (7.37) is an order a cutoff
effect. As discussed in subsect. 4.5 it can be removed by adding a combination
of two boundary counterterms to the Wilson action, with coefficients cs and
ct. Our result above, eq.(7.40), allows us to compute ct to one-loop order
[cf. eq.(4.27)].
To also determine cs, the effective action of a further background field,
with non-vanishing spatial field strength, must be computed. The constant
self-dual fields are a convenient choice for this calculation, because the deter-
minants of ∆0 and ∆1 again factorize after going to momentum space. With
some additional work, we have thus been able to obtain the result quoted in
subsect. 4.5.
7.6 Computation of g¯2(L) using dimensional regularization
It is possible to derive the expansion (7.43) directly in the continuum the-
ory, starting from the dimensionally regularized Schro¨dinger functional. This
provides an important check on our calculations on the lattice and gives us
additional confidence that the Schro¨dinger functional is indeed a universal
amplitude.
In sect. 3 we have already obtained the one-loop effective action for a gen-
eral irreducible background field, using dimensional regularization. The final
formula, eq.(3.37), is also valid for Abelian background fields, if ∆0 and ∆1
are considered to be operators in the proper function spaces [cf. subsect. 6.5].
The non-trivial remaining problem then is to compute ζ ′(0|∆0) and ζ
′(0|∆1)
or rather their derivatives with respect to η.
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In the following we adopt the notation of sect. 3. In particular, the symbol
∆ denotes any one of the operators ∆0 or ∆1. From the definition of the zeta
function and the Seeley-DeWitt expansion we infer that
ζ ′(0|∆) = γEα0(∆)+∫ ∞
0
dt
t
{
Tr e−t∆ −
4∑
j=1
αj/2(∆) t
−j/2 − α0(∆)θ(1− t)
}
. (7.46)
This integral is absolutely convergent and the lower end of the integration
range may, therefore, be replaced by some positive cutoff δ which is subse-
quently sent to zero. It is then straightforward to show that
∂
∂η
ζ ′(0|∆) = lim
δ→0
{
(γE + ln δ)
∂
∂η
α0(∆)−
∞∑
n=0
e−δEn
∂
∂η
lnEn
}
, (7.47)
where En, n = 0, 1, 2, . . ., are the eigenvalues of ∆.
Our computational strategy now is as follows. We first calculate all eigen-
values En and their derivatives ∂En/∂η up to a certain level. For values of
δ that are not too small, the bracket in eq.(7.47) is then accurately given by
restricting the spectral sum to these eigenvalues. Finally, the result is ex-
trapolated to the limit δ = 0, taking into account that the bracket has an
asymptotic expansion in powers of δ1/2.
The success of the method of course depends on our ability to compute
sufficiently many eigenvalues of ∆. This goal is easy to reach. We first fix
the symmetry properties of the wave functions as before, by choosing an ap-
propriate basis of group generators and by going to momentum space. The
range of momenta p is here unbounded, but since the eigenvalues are growing
essentially like p2, only a finite subset of momenta needs to be considered.
In every symmetry sector the problem is then reduced to finding the
eigenvalues of a certain second order ordinary differential operator acting on
functions with Dirichlet or Neumann boundary conditions. The reduced op-
erators are actually so simple that the eigenfunctions can be given explicitly
in terms of hypergeometric functions with a parameter to be adjusted. Al-
ternatively, one may use exact numerical methods (Runge-Kutta integration
and root finding algorithms) or one may set up a variational calculation with
a suitable basis of plane wave states.
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Proceeding either way we have been able, with a small amount of com-
puter time, to calculate the bracket in eq.(7.47) for values of δ in the range
between say 0.01 × L2 and 0.001 × L2. From there an extrapolation to δ = 0
is safely possible and our result for the coefficient c1 was found to be in agree-
ment with eq.(7.44) (the estimated precision after the extrapolation was about
4 significant digits).
8. Concluding Remarks
The renormalizability of the Schro¨dinger functional opens the door to a
new generation of scaling studies of pure gauge theories. We have in this paper
prepared the ground for such an investigation. Numerical simulations of the
SU(2) theory are now underway and first results are expected soon.
It would be quite trivial to extend our calculations in sect. 7 of the running
coupling to the physically more interesting case of the SU(3) theory. Before
that one however needs to fix the parameters of the background field. In
particular, some experience must be accumulated to determine which fields
lead to an acceptably large signal in numerical simulations, while keeping the
cutoff effects low.
We also believe that an extension of our computations to the two-loop
level is feasible, although this is clearly going to be hard work.
Appendix A
Our notational conventions are as follows. Lorentz indices µ, ν, . . . nor-
mally run from 0 to 3. In the context of dimensional regularization they run up
toD−1, the dimension of space. Since the metric is euclidean, it does not mat-
ter in which position these indices appear. The totally anti-symmetric symbol
ǫµνρσ is normalized such that ǫ0123 = 1. Latin indices k, l, ... run from 1 to 3
(or D− 1) and are used to label spatial vector components. Colour vectors in
the fundamental representation of SU(N) carry indices α, β, . . . ranging from
1 to N , while for vectors in the adjoint representation, latin indices a, b, . . .
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running from 1 to N2 − 1 are employed. Repeated indices are automatically
summed over unless stated otherwise.
The Lie algebra su(N) of SU(N) can be identified with the space of com-
plex N ×N matrices Xαβ which satisfy
X† = −X, tr{X} = 0, (A.1)
where X† denotes the adjoint matrix of X and tr{X} = Xαα is the trace of
X. This is a real vector space of dimension N2 − 1. A natural inner product
is given by
(X,Y ) = −2 tr{XY }, (A.2)
and we may thus choose a basis T a, a = 1, 2, . . . , N2 − 1, such that
(T a, T b) = δab. (A.3)
For N = 2, the standard basis is
T a =
τa
2i
, a = 1, 2, 3, (A.4)
where τa denote the Pauli matrices. With these conventions, the structure
constants fabc, defined through[
T a, T b
]
= fabcT c, (A.5)
are real and totally anti-symmetric under permutations of the indices.
An SU(N) gauge potential is a vector field Aµ(x) with values in the Lie
algebra su(N). With respect to a basis T a of group generators, we have
Aµ(x) = A
a
µ(x)T
a, (A.6)
where the component fields Aaµ(x) are real. The components of other fields
such as the gauge field tensor or the Faddeev-Popov ghost field are defined in
the same way.
The representation space of the adjoint representation of su(N) is the Lie
algebra itself, i.e. the elements X of su(N) are represented by linear transfor-
mations
AdX : su(N) 7→ su(N). (A.7)
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Explicitly, AdX is defined through
AdX(Y ) = [X,Y ] for all Y ∈ su(N). (A.8)
With respect to a basis T a, the associated matrix (AdX)ab representing the
transformation is given by
AdX(T b) = T a(AdX)ab, (A.9)
which is equivalent to
(AdX)ab = −fabcXc,
(
AdX(Y )
)a
= fabcXbY c, (A.10)
in terms of the structure constants.
We finally define the ⋆ product of two N ×N matrices M and X through
M ⋆X =
1
2
(
MX +XM†
)
−
1
2N
tr
(
MX +XM†
)
. (A.11)
M ⋆X is contained in su(N), for all X ∈ su(N) and arbitrary M .
Appendix B
The proof of theorem 1 is elementary from the mathematical point of
view, but it is lengthy and is therefore broken up into several steps. Our first
goal will be to show that the theorem holds in all dimensions if it is true in
two dimensions. After that we shall work out the consequences of the lattice
field equations in two dimensions. We shall find that there is a discrete set
of solutions and we are then left to prove that among these the configuration
with least action is the background field V .
Without further notice, we assume in the following that the angle vectors
Φk and Φ
′
k are in the fundamental domain (5.8) and that the bound (5.9)
holds. The discussion will be solely concerned with the lattice theory and
the boundary values of the gauge fields considered are always as specified in
subsect. 5.1. Furthermore, the letter V is strictly reserved for the background
field defined through eqs.(5.3) and (5.6).
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B.1 Remarks on gauge transformations
The boundary fields W and W ′ have an important stability property under
gauge transformations which is expressed by
Lemma 1. If Λ is a spatial gauge transformation which leaves W or W ′
invariant, it must be equal to a constant diagonal matrix.
Proof: Let us assume that it is W which is invariant under the action of Λ,
viz.
Λ(x)W (x, k)Λ(x + akˆ)−1 =W (x, k). (B.1)
The parallel transporter along any lattice curve at x0 = 0 is an ordered prod-
ucts of the link variables and so must be invariant too. In particular, we may
consider a closed curve starting at some point x and winding once around the
world in the k–direction. Since Λ is periodic, we then deduce that
Λ(x) exp {LCk}Λ(x)
−1 = exp {LCk} . (B.2)
The parallel transporter exp {LCk} is a diagonal matrix with eigenvalues λα =
eiφkα . These are all distinct (the angle vector Φk is in the fundamental domain)
and eq.(B.2) thus implies that Λ(x) must be diagonal. That it must also be
constant, is now an immediate consequence of eq.(B.1).
A simple corollary of this lemma is that the background field V is invariant
under a space-time gauge transformation Ω if and only if Ω is constant and
diagonal.
For any given lattice gauge field U we define
Θ(x) = U(y, 0)U(y+a0ˆ, 0)U(y+2a0ˆ, 0) . . . U(x−a0ˆ, 0), y = (0,x), (B.3)
which is just the parallel transporter along the time axis from x to the “base
point” y at the boundary. Θ is periodic in the space directions and may be
regarded as a gauge transformation function.
Lemma 2. If U is known to be gauge equivalent to V , we have V = UΘ.
Proof: Let us define U˜ = UΘ. From the definition (B.3) of Θ we infer that
U˜(x, 0) = V (x, 0) = 1 for all x, (B.4)
U˜(x, k) = V (x, k) =W (x, k) for all k and all x with x0 = 0. (B.5)
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Furthermore, since U and V are gauge equivalent, there exists a gauge trans-
formation Ω such that U˜ = V Ω.
Eq.(B.4) now implies that Ω is time independent, and if we combine
eq.(B.5) with lemma 1, one concludes that Ω must be constant and diagonal.
It follows that V Ω = V and so we have proved the lemma.
B.2 Reduction to two dimensions
A significant simplification is now achieved by
Lemma 3. Let us assume that theorem 1 holds in two dimensions. Then it
is true for all D ≥ 2.
Proof: The action of any field U in D dimensions may be written in the form
S[U ] = SE [U ] + SM [U ], (B.6)
where SE and SM are the contributions of the time-like and spatial plaquettes,
respectively. The magnetic part SM is always greater or equal to zero and so
we conclude that
S[U ] ≥ SE [U ]. (B.7)
The electric part SE may be split up according to
SE [U ] = a
D−2
∑
P
S[U |P ]. (B.8)
The sum here extends over all two-dimensional time-like planes P on the lattice
and U |P is the two-dimensional gauge field that one obtains by restricting U
to P.
We now make use of the premise of the lemma to show that
SE [U ] ≥ a
D−2
∑
P
S[V |P ] = SE [V ] = S[V ]. (B.9)
When combined with eq.(B.7), this proves that S[U ] ≥ S[V ] for all fields U .
We still need to show that U is gauge equivalent to V if S[U ] = S[V ]. So
let us assume that U is a minimal action configuration. From the above we
then infer that the two-dimensional fields U |P and V |P are gauge equivalent,
for all planes P. This does not immediately imply that U is gauge equivalent
to V , because the gauge transformations which map U |P onto V |P need not
coincide at the intersections of different planes.
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At this point lemma 2 comes to rescue. It is valid in any dimension and
may be applied to U |P and V |P (in place of U and V ). We then conclude
that
[U |P ]
Θ
= V |P , (B.10)
where Θ is the transformation defined by eq.(B.3). Since Θ(x) is independent
of the plane P passing through x, we have thus shown that UΘ = V .
B.3 Group theoretical lemmas
To be able to work out the consequences of the lattice field equations later on,
some technical preparation is needed.
The eigenvalues λα of any matrix u ∈ SU(N) lie on the unit circle and
their product is equal to 1. We say that u belongs to the set S, if
λα = e
iχα , where |χα| < π/2 and
N∑
α=1
χα = 0. (B.11)
It is obvious that S is an open neighborhood of the group identity. A useful
criterion for a matrix u to be an element of S is
Lemma 4. Any matrix u ∈ SU(N) with Re tr(1 − u) < min {1, 16/N} is
contained in S.
Proof: The eigenvalues λα of u may always be parametrized by a set of angles
χα such that
λα = e
iχα , −π < χα ≤ π,
N∑
α=1
χα = 2πn, (B.12)
where n is an integer. From the bound
Re tr(1− u) =
N∑
α=1
(1− cosχα) < 1 (B.13)
we conclude that |χα| < π/2. To prove that the sum of the angles χα vanishes,
we first note that
1− cosχ ≥ (2χ/π)2 if |χ| < π/2. (B.14)
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The sequence of inequalities∣∣∣∣∣
N∑
α=1
χα
∣∣∣∣∣
2
≤ N
N∑
α=1
χ2α ≤
Nπ2
4
Re tr(1− u) < 4π2 (B.15)
is then easily established. It follows from these that |n| < 1, and since n must
be an integer, we are left with n = 0 as the only possible value.
The significance of the set S is elucidated by
Lemma 5. Any two matrices u, v ∈ S with the same traceless anti-hermitean
parts, viz.
u− u† −
1
N
tr
(
u− u†
)
= v − v† −
1
N
tr
(
v − v†
)
, (B.16)
are equal.
Proof: Let λα = e
iχα be the eigenvalues of u as in eq.(B.11). The associated
eigenvectors are also eigenvectors of u − u†, with eigenvalues 2i sinχα. Since
χα 6= χβ implies sinχα 6= sinχβ , the eigenspaces of u and u − u
† must in
fact coincide. The same statement applies to the other pair of matrices, v and
v − v†. So if we take eq.(B.16) into account, it follows that all four matrices
can be simultaneously diagonalized.
Let us now choose a basis of simultaneous eigenvectors. The eigenvalues
of v may be parametrized in the same way as those of u through a set of angles
ψα. Eq.(B.16) then reduces to
sinχα − sinψα = t, (B.17)
where t is independent of α. In particular, if t > 0 one infers that χα > ψα for
all α (recall that all angles are between −π/2 and π/2). This is impossible,
however, because both sets of angles must sum up to zero. The same argument
excludes t < 0 and so we are left with χα = ψα as the only acceptable solution
of eq.(B.17). The matrices u and v are hence equal.
B.4 Proof of theorem 1 for D = 2
From now on the discussion is restricted to the two-dimensional theory. To
simplify the notation we set φ1α = φα and φ
′
1α = φ
′
α. Since the set of all lattice
gauge fields is a compact manifold, the infimum of the action is attained by at
least one configuration U . In the following we assume that U is such a field.
We then need to show that U is gauge equivalent to V .
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Lemma 6. For all x the plaquette matrix
P (x) = U(x, 0)U(x + a0ˆ, 1)U(x + a1ˆ, 0)−1U(x, 1)−1 (B.18)
is contained in the set S.
Proof: Since U is a minimal action configuration, we have
S[U ] ≤ S[V ] ≤ (g20TL)
−1
N∑
α=1
(φ′α − φα)
2
. (B.19)
If we remember that Φ and Φ′ are in the fundamental domain, it is easy to
prove that the angle differences ψα = φ
′
α − φα satisfy
|ψα − ψβ | < 2π,
N∑
α=1
ψα = 0. (B.20)
Using these properties, the estimate
N∑
α=1
ψ2α =
1
2N
N∑
α,β=1
(ψα − ψβ)
2
< 2(N − 1)π2 (B.21)
may be derived.
The action S[U ] is a sum of non-negative contributions, one from each
(unoriented) plaquette. Any one of these must be smaller than the right hand
side in eq.(B.19) and thus, taking eq.(B.21) and the bound (5.9) into account,
one deduces that
Re tr (1− P (x)) < min {1, 16/N} (B.22)
for all x. Lemma 4 now tells us that P (x) is contained in S.
Lemma 7. The plaquette field P (x) is covariantly constant, i.e. it satisfies
P (x) = U(x, µ)P (x+ aµˆ)U(x, µ)−1 (B.23)
for all x and directions µ.
Proof: Being a configuration with least action, U must be a solution of the
lattice field equations (cf. subsect. 4.3). In two dimensions these are equivalent
to the requirement that the unitary matrices
u = P (x) and v = U(x, µ)P (x + aµˆ)U(x, µ)−1 (B.24)
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have the same traceless anti-hermitean parts, for all x and directions µ. From
the above we know that u and v are contained in the set S and lemma 5 thus
implies that u = v, as was to be shown.
The plaquette field P (x) may be regarded as a particular gauge transfor-
mation function. Eq.(B.23) then simply says that U is invariant under this
transformation. In particular, the boundary field W is left invariant and so,
by lemma 1, we conclude that P (x) must be constant and diagonal at x0 = 0.
In other words, we have
P (x)|x0=0 =

eiχ1 0 . . . 0
0 eiχ2 . . . 0
...
...
. . .
...
0 0 . . . eiχN
 , (B.25)
where the angles χα may be chosen such that
|χα| < π/2 and
N∑
α=1
χα = 0 (B.26)
(as a consequence of lemma 6).
Another important implication of eq.(B.23) is that the eigenvalues of P (x)
are the same for all x. In particular, the action
S[U ] =
2TL
g20a
4
N∑
α=1
(1− cosχα) (B.27)
is determined by the angles χα.
Lemma 8. There exists a permutation σ and a set of integers nα such that
χα =
a2
TL
(
φ′σ(α) + 2πnα − φα
)
. (B.28)
In the special case where σ is the identity and nα = 0 for all α, the configura-
tion U is gauge equivalent to V .
Proof: We first pass to the temporal gauge by applying the gauge transforma-
tion Θ [eq.(B.3)]. The transformed field U˜ = UΘ and the associated plaquette
field P˜ satisfy
U˜(x, 0) = 1 for all x, (B.29)
58
U˜(x, 1) =W (x, 1), P˜ (x) = P (x) at x0 = 0. (B.30)
Since P˜ (x) is covariantly constant, we conclude that it must be equal to P (0)
for all x.
Next we note that
P˜ (x) = U˜(x+ a0ˆ, 1)U˜ (x, 1)−1, (B.31)
which immediately leads to
U˜(x, 1) = [P (0)]
x0/a
W (x, 1). (B.32)
The matrices on the right hand side of this equation are diagonal, i.e. we have
shown that U˜ is an Abelian solution of the field equations similar to V .
Let us now consider the parallel transporter for a loop winding once
around the world at x0 = T . In the temporal gauge it may be computed
directly using eq.(B.32), or we may note that it is just the gauge transform
of the parallel transporter determined by the original field U . We thus obtain
the relation
Θ(x) exp {LC ′1}Θ(x)
−1 = [P (0)]TL/a
2
exp {LC1} . (B.33)
The eigenvalues of the matrix on the left are the phase factors eiφ
′
α . Up to a
possible reordering, they must be equal to the diagonal elements of the matrix
on the other side of the equation and so we conclude that eq.(B.28) holds for
some permutation σ and some integers nα. Furthermore, if σ happens to be
the identity and nα = 0 for all α, it is immediately clear from eq.(B.32) that
U˜ = V , i.e. U and V are gauge equivalent in this case.
The upshot then is that the possible minimal action configurations U are
labelled by a permutation σ and a set of integers nα. Not all configurations
(σ, n) can occur, but only those for which the angles (B.28) satisfy the con-
straints (B.26). These will be called admissible in the following. In particular,
the trivial configuration, where σ is the identity and nα = 0 for all α, is
admissible. Note that the set of admissible configurations (σ, n) is finite.
Taking eq.(B.27) and lemma 8 into account, the proof of theorem 1 is now
completed by
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Lemma 9. On the set of admissible configurations (σ, n), the minimum of
the function
s(σ, n) =
N∑
α=1
(1− cosχα) (B.34)
is not degenerate and the unique minimizing configuration is the trivial one.
Proof: Let us assume that (σ, n) is a non-trivial admissible configuration. We
then show that there exists another admissible configuration (σ˜, n˜), such that
s(σ, n) > s(σ˜, n˜).
We first consider a configuration (σ, n) where not all nα’s are equal to
zero. Since (σ, n) is admissible, the integers nα must add up to zero. It is,
therefore, possible to find two indices α and β such that
nα ≥ 1 and nβ ≤ −1. (B.35)
Let us now define a new configuration (σ˜, n˜) through
σ˜(γ) =

σ(β) if γ = α,
σ(α) if γ = β,
σ(γ) otherwise,
(B.36)
and
n˜γ =

nβ + 1 if γ = α,
nα − 1 if γ = β,
nγ otherwise.
(B.37)
The associated angles χ˜γ are equal to χγ with the exception of
χ˜α =
a2
TL
[
φ′σ(β) + 2π (nβ + 1)− φα
]
, (B.38)
χ˜β =
a2
TL
[
φ′σ(α) + 2π (nα − 1)− φβ
]
. (B.39)
Note that σ˜ is just a transposition of α and β followed by σ.
It is not difficult to show that (σ˜, n˜) is an admissible configuration. Fur-
thermore, a little algebra yields
s(σ, n)− s(σ˜, n˜) = (B.40)
4 cos
[
1
4 (χα + χβ + χ˜α + χ˜β)
]
sin
[
1
2 (χα − χ˜α)
]
sin
[
1
2 (χα − χ˜β)
]
.
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The arguments of all trigonometric functions in this expression are less than
π/2 in magnitude. In particular, the first factor is positive. Concerning the
other two factors, we note that their arguments
χα − χ˜α =
a2
TL
[
φ′σ(α) − φ
′
σ(β) + 2π (nα − nβ − 1)
]
, (B.41)
χα − χ˜β =
a2
TL
[
2π + φβ − φα
]
, (B.42)
are positive, because the angle vectors Φ and Φ′ are in the fundamental domain
and because the integers nα and nβ satisfy the bounds (B.35). So we conclude
that the action of the new configuration (σ˜, n˜) is strictly lower than s(σ, n).
Let us now consider a configuration (σ, n), where σ is non-trivial but
where all nα’s vanish. All configurations of this type are admissible. Since σ
is not the identity, there are two indices α and β such that
α < β and σ(α) > σ(β). (B.43)
The new configuration (σ˜, n˜) in the present case is given by eq.(B.36) and
n˜γ = 0 for all γ. Eq.(B.40) is then still valid and in view of
χα − χ˜α =
a2
TL
[
φ′σ(α) − φ
′
σ(β)
]
, (B.44)
χα − χ˜β =
a2
TL
[
φβ − φα
]
, (B.45)
all factors on the right hand side are positive. It follows that s(σ, n) > s(σ˜, n˜)
and we have thus proved the lemma.
Appendix C
In this appendix we derive a useful expression for the determinant of a
general second order difference operator acting on a space of wave functions
with Dirichlet boundary conditions. This result is needed in sect. 7 to compute
the determinants of ∆0 and ∆1 in a constant Abelian background field. The
basic idea is borrowed from Coleman’s Erice lecture on the uses of instantons
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where he treats the analogous case of a second order differential operator (see
ref.[61], p.340).
C.1 Definitions
The general second order difference operator ∆ acts on complex wave functions
ψ(t) with n components, defined at integer values of t. Explicitly, ∆ is given
by
∆ψ(t) = A(t)ψ(t+ 1) + B(t)ψ(t) + C(t)ψ(t − 1), (C.1)
where A, B and C are some complex n× n matrices depending on t.
The wave functions which are defined for t = 0, 1, 2, . . . , T and satisfy
Dirichlet boundary conditions,
ψ(t) = 0 at t = 0 and t = T , (C.2)
form a vector space F of dimension dF = n(T − 1). If ψ(t) is an element of
this space, eq.(C.1) is meaningful for 0 < t < T and ∆ may thus be regarded
as a linear operator in F .
In the following we assume that A(t) is invertible for all t and that ∆ is
hermitean relative to some scalar product on F . In particular, we take it for
granted that there exists a complete set of eigenfunctions.
C.2 Statement of result
For any complex λ the equation
(∆− λ)ψ(t) = 0, t > 0, (C.3)
has a unique solution with ψ(0) = 0 and prescribed initial value at t = 1. It
can be computed recursively by first solving eq.(C.3) at t = 1, then at t = 2,
and so on. After T − 1 steps one obtains ψ(T ) which is in general not equal
to zero. It is obvious, however, that ψ(T ) depends linearly on the initial value
ψ(1), i.e. there exists an n× n matrix M(λ) such that
ψ(T ) =M(λ)ψ(1). (C.4)
This matrix is evidently determined through the coefficients A, B and C. It is
comparatively easy to evaluate, requiring a computational effort proportional
to n3T .
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The formula alluded to above now reads
det (∆− λ) = detM(λ)
T−1∏
t=1
det [−A(t)] , (C.5)
where ∆ is here considered to be an operator in F , as described above. In
particular, the determinant of ∆ is obtained if we set λ = 0.
C.3 Proof of eq.(C.5)
It is easy to show that the matrix M(λ) is a polynomial in λ of degree T − 1.
The leading term is
M(λ) = λT−1 {A(1)A(2) . . .A(T − 1)}
−1
+O(λT−2). (C.6)
It follows from these remarks that
P (λ) = detM(λ)
T−1∏
t=1
det [−A(t)] (C.7)
is a polynomial in λ too, with leading term equal to (−λ)dF .
Let us now assume that µ is an eigenvalue of ∆ with multiplicity k. If
ψ ∈ F is one of the associated eigenfunctions, we have
0 = ψ(T ) =M(µ)ψ(1). (C.8)
The matrix M(µ) thus has a zero mode and we conclude that P (µ) = 0.
Actually, since there are k linearly independent eigenfunctions, we may choose
a basis such that the first k columns of M(µ) vanish. The multiplicity of the
zero of P (λ) at λ = µ is, therefore, greater or equal to k.
The total number of eigenvalues of ∆, including multiplicities, is equal to
dF . Since this is also the degree of P (λ), it follows that this polynomial cannot
have any further zeros besides the eigenvalues of ∆ and that, moreover, the
corresponding multiplicities must coincide.
We have thus shown that P (λ) is the characteristic polynomial of the
operator ∆, which is precisely the content of eq.(C.5).
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Appendix D
In this appendix the matrices Aµν , Bµν and Cµν introduced in subsect. 7.4
are given explicitly. They are all real and satisfy
Bµν(t) = Bνµ(t), Cµν(t) = Aνµ(t− 1), (D.1)
as required for a symmetric operator. In the following we shall use the abbre-
viations
pˆk = 2 sin
[
1
2pk
]
, (D.2)
sk(t) = 2 sin
[
1
2 (pk + β(t))
]
. (D.3)
We now list the independent elements of the matrices which describe the action
of ∆1 in the H0(p) sector.
A00(t) = −λ0, (D.4)
Akl(t) = − cos
γ
2
δkl, (D.5)
A0k(t) = −
[
cos
γ
2
− λ0
]
pˆk, (D.6)
Ak0(t) = 0, (D.7)
B00(t) = 2λ0 + cos
γ
2
pˆj pˆj , (D.8)
Bkl(t) =
[
2 cos
γ
2
+ pˆj pˆj
]
δkl + (λ0 − 1)pˆkpˆl, (D.9)
B0k(t) =
[
cos
γ
2
− λ0
]
pˆk, (D.10)
The matrices describing the action of ∆1 in the H+(p) subspace are as follows.
A00(t) = −λ0, (D.11)
Akl(t) = −δkl, (D.12)
A0k(t) = λ0sk(t+ 1)− sk(t), (D.13)
Ak0(t) = 0, (D.14)
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B00(t) = 2λ0 + sj(t)sj(t+ 1), (D.15)
Bkl(t) =
[
2 cos
γ
2
+ sj(t)sj(t)
]
δkl + (λ0 − 1)sk(t)sl(t), (D.16)
B0k(t) = sk(t+ 1)− λ0sk(t). (D.17)
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