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Titre Quelques Applications de la Programmation des Processeurs Gra-
phiques à la Simulation Neuronale et à la Vision par Ordinateur
Résumé Largement poussés par l’industrie vidéoludique, la recherche
et le développement d’outils matériels destinés à la génération d’images
de synthèse, tels les cartes graphiques (ou GPU, Graphics Processing Units),
ont connu un essor formidable ces dernières années.
L’augmentation de puissance et de flexibilité ainsi que le faible prix de ces
GPU ont eu comme conséquence inattendue leur utilisation dans des do-
maines autres que graphiques. Cet usage détourné est nommé GPGPU,
General Purpose computation on GPU, ou Programmation Générique sur
GPU. Motivés par les besoins computationnels considérables liés aux
deux domaines de recherche s’inscrivant dans les thématiques du Cer-
tis que sont les neurosciences et la vision par ordinateur, nous proposons
dans cette thèse d’appliquer les concepts GPGPU à des applications spé-
cifiques de ces domaines.
Premièrement, les idées clés de la programmation des processeurs gra-
phiques et de leur dérivation sont exposées, puis nous présentons la di-
versité des applications possibles à travers un large panel de travaux exis-
tants.
Dans une deuxième partie, nous présentons un réseau de neurones im-
pulsionnels simulé grâce au GPU et accéléré jusqu’à 18 fois par rapport à
une implémentation CPU équivalente.
Dans une troisième partie, nous exposons une méthode variationnelle de
reconstruction 3D par stéréovision dense, adaptée sur GPU, permettant
de reconstruire précisément une carte de profondeur, à cadence vidéo.
Enfin, nous proposons une méthode d’appariements d’images sur GPU
par mise en correspondance de points d’intérêts. A partir de ce procédé,
nous avons développé une application apportant un soutien logistique
lors de la capture photographique d’une scène large, par exemple à des
fins de reconstruction 3D.
Mots-clés GPU, GPGPU, Programmation parallèle, Réseaux de neu-




Title Some Applications of Graphics Processors Programming to Neural
Simulation and Computer Vision
Abstract Widely driven by the gaming industry, research and develop-
ment of new hardware graphics equipments for the generation of images,
such as graphics cards (or GPU, Graphics Processing Unit), have signifi-
cantly risen these recent years.
The increased capacities and flexibility and low prices of these GPU had
the unintended consequence of their use in areas other than graphics. This
hijacking is named GPGPU, (General Purpose computation on GPU). Moti-
vated by the computational requirements associated with two research
areas within the Certis thematics (neurosciences and computer vision),
we propose in this thesis to apply the GPGPU concepts to specific appli-
cations of these areas.
First, the key ideas of the graphics processors programming and their hi-
jacking are exposed, then we present the diversity of possible applications
across a wide range of existing work.
In a second part, we present a spiking neural network simulated through
the GPU.
In a third part, we set out a variational method for 3D dense stereo re-
construction adapted on the GPU, to precisely reconstruct a depth map
and in almost real time, up to video rate. Finally, we propose an image
matching setup using GPU to match hundreds of images interactively.
From this process we have developed an application providing logistical
support during the photographic capture of a large scene, for example,
for 3D reconstruction.
Keywords GPU, GPGPU, Parallel programming, Neural networks,
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C’est par la force des images que, par la suite des temps,
pourraient bien s’accomplir les «vraies» révolutions.
André Breton
Les Nouvelles littéraires, Hommage à Saint-Pol Roux, 1925
Eléments de contexte
Le siècle de l’image
Indubitablement, l’image a pris le pas sur tout autre support d’infor-
mation depuis déjà plusieurs siècles, nos passés artistiques et médiatiques
en ayant témoigné à maintes reprises. En toute situation, nous sommes au-
jourd’hui plongés dans un milieu fait d’images, qu’elles soient dessinées,
photographiées, filmées, artificiellement générées, qu’elles représentent la
réalité, fidèlement ou non, ou bien des idées plus abstraites, et qu’on les
utilise à des fins commerciales, artistiques, ludiques, politiques ou autres.
Ces dernières décennies ont vu un accroissement de l’utilisation de
l’image, grâce au développement ou à l’apparition de sous-catégories ou
de nouvelles branches des arts majeurs, telles la photographie (de repor-
tage, de mode,. . . ), le dessin (bande dessinée, design graphique,. . . ), la
peinture (light painting,. . . ), ou encore la mise en scène (dispositifs inter-
actifs et/ou multimédias,. . . ), et bien plus particulièrement grâce à tous
les progrès technologiques liés à l’univers du numérique, impliquées dans
la majorité des domaines artistiques, industriels ou commerciaux.
Le numérique et l’image
En effet, s’il ne fallait retenir de ce début de siècle qu’une seule forme
de l’image, ce serait sans nul doute son pendant numérique, ayant apporté
aux artistes et industriels "une nouvelle faculté : une malléabilité infinie" [199],
exploitée dans bien des domaines.
Si l’industrie cinématographique est l’une des plus friande en matière
d’imagerie numérique (un des moteurs actuels de cette industrie étant en
effet l’omniprésence d’effets spéciaux, de retouches numériques, et d’ani-
mations de synthèse), elle est depuis 2004 dépassée en termes budgétaire
par l’industrie vidéoludique (cette tendance s’accroit depuis fortement, at-
teignant 1.20 milliards d’euros pour le cinéma contre 2.96 milliards d’eu-




Figure 1 – Exemples d’images numériques récentes, illustrant les besoins calculatoires.
Gauche : l’acteur Bill Nighy dont les mouvements sont numérisés pour être appliqués à
un modèle totalement 3D du personnage du capitaine Davy Jones dont l’animation sera
numériquement affinée, dans le film Pirates of the Caribbean : Dead Man’s Chest,
2006 ; c© Industrial Light & Magic/Walt Disney Pictures. Droite : extrait du jeu vi-
déo Little Big Planet sur Playstation 3, 2008, présentant une scène entièrement générée
numériquement ; c©Media Molecule.
Cette culture de l’image et les besoins computationnels sans cesse
grandissants, aussi bien quantitatifs que qualitatifs qu’elle engendre, ont
fait apparaitre de nouvelles méthodes de création d’images numériques,
basées sur des améliorations matérielles : ils ont en effet suscité l’émer-
gence d’équipements informatiques voués à la génération d’images nu-
mériques.
Les premiers matériels dédiés aux calculs graphiques sont dus à la
société Silicon Graphics, Inc. (SGI), ayant introduit au début des années
80 la première station de travail 3D : IRIS 2000. D’autres gammes, à usages
principalement professionnels, sont apparues dans les années suivantes,
chez SGI (avec les générations succédant au IRIS 2000, comme les Power
Series) et quelques autres industriels.
Graphics Processing Units
Après quelques essais de création de matériels additionnels, sous
forme de cartes informatiques, destinés aux calculs graphiques (comme
la société ATI avec la VGA Wonder) dans les années 80, c’est surtout à
partir du milieu des années 90 que, poussés par l’industrie du jeu vi-
déo, plusieurs industriels ont commencé à proposer des cartes informa-
tiques grand public prenant en charge toute la partie affichage et surtout
la partie calculatoire liée au graphisme à afficher, on les nomma les cartes
graphiques. La série de cartes Voodoo Graphics de la société 3dfx Interac-
tive en 1994 en est l’emblème le plus marquant. Depuis, deux principaux
constructeurs de cartes graphiques ont subsisté, ATI (racheté par AMD) et
NVidia, améliorant sans cesse leurs cartes graphiques respectives, embar-
quant des processeurs graphiques, ou GPU (Graphics Processing Unit), tou-
jours plus performants.
Avec de tels processeurs, la volonté de ces constructeurs était originel-
lement de proposer un outil matériel permettant de décharger le proces-
seur central de la machine (ou CPU, Central Processing Unit), des calculs
3D, voire de tous les calculs liés aux graphismes. Le succès dans le milieu
du jeu vidéo fut immédiat et si important que ces GPU sont depuis de-
venus un des éléments constitutifs les plus importants dans le choix d’un
ordinateur, qu’il soit personnel ou professionnel.
Ceci s’explique par plusieurs points. En premier lieu, la puissance
brute de calcul proposée par les GPU a largement dépassé depuis
quelques années celle affichée par les CPU les plus performants (figure 2),
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grâce à leur architecture parallèle hautement spécialisée et optimisée pour
les opérations graphiques. Le regroupement possible des GPU en cluster
démultiplie encore cette puissance de calcul. Ensuite, la flexibilité de la
programmation des GPU, s’amplifiant rapidement, permet d’y adapter
de plus en plus de types d’algorithmes. Enfin, le faible prix (400e pour
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Figure 2 – Puissances de calcul brutes comparées entre GPU NVidia et CPU Intel de
2003 à 2008. Dès 2003, les GPU ont pris l’ascendant sur les CPU. Malgré l’apparition
des CPU multi-cœurs (Core2 Duo et Quad Core Hapertown), les architectures G80 et la
toute récente G200 se démarquent plus que sensiblement, se montrant jusqu’à huit fois
plus puissantes en terme de GFLOPS (Giga-FLOPS). Adapté de [172].
Calcul généraliste par GPU
L’année 2002 a vu l’apparition d’une importante avancée dans la flexi-
bilité de programmation des cartes graphiques. Elles devinrent suffisam-
ment polyvalentes pour que la communauté scientifique commence à s’y
intéresser de plus près et à y chercher des applications computationnelles
généralistes potentielles, traditionnellement réalisées par le CPU plus po-
lyvalent (figure 3).
Figure 3 – Exemples de simulations sur les GPU NVidia. Gauche : rendu de l’évolution
d’un nuage de fumée dans une boîte. Les calculs physiques liés à l’écoulement du fluide,
tout autant que les calculs graphiques, sont effectués par le GPU. Droite : rendu d’une
tête humaine grâce à une modélisation complexe des différentes couches de l’épiderme et
à une méthode de transluminescence (ou subsurface scattering, phénomène de péné-
tration de la lumière à travers la surface d’un objet translucide). Ces simulations sont
exécutées en temps réel.
4 Introduction
Cette utilisation détournée des GPU est nommée GPGPU (General Pur-
pose computation on GPU). Pour les chercheurs, l’intérêt de la programma-
tion GPGPU est clair : pouvoir, à faible coût, utiliser des machines ou
des clusters de machines parallèles, permettant d’accélérer grandement
l’ensemble des calculs, avec des gains pouvant atteindre 2000%.
Les langages de programmation utilisés dans un cadre GPGPU ont
évolué depuis 2002. Alors qu’on utilisait à ces débuts des shading languages
(Cg, HLSL, GLSL,. . . ), langages basés sur les capacités graphiques des
cartes, de nouveaux langages GPU spécialisés dans le calcul généraliste
ont depuis fait leur apparition, en particulier CUDA (Computer Unified
Device Architecture) de NVidia et le très récent OpenCL [164, 234, 165]
(officiellement soutenu par ATI, entre autres).
Malgré une encore faible implantation aujourd’hui de cette méthode
de développement dans la communauté scientifique, un engouement
croissant est à noter et pourrait à l’avenir changer certaines pratiques en
recherche tout autant qu’en industrie. De plus, il est à noter qu’actuelle-
ment se pose la question de la convergence CPU/GPU en un seul pro-
cesseur, les constructeurs ATI (processeur Fusion prévu pour la deuxième
moitié de 2009) et Intel (processeur Larrabee, prévu pour fin 2009) s’y
penchant fortement actuellement. Cela pourrait avoir pour même consé-
quence de modifier les habitudes de développement en recherche et en
industrie.
Motivations
Conscient de la puissance proposée mais encore sous-exploitée des
GPU, la ligne conductrice de cette thèse a été la volonté de développer de
nouvelles méthodes et d’en adapter d’autres à une exploitation GPU, les
domaines d’applications étant guidés par les différents projets auxquels le
Certis, le laboratoire où cette thèse a été effectuée, est lié : en particulier
le projet Facets, en lien avec l’équipe Odyssee, traitant de neurosciences,
et le projet ANR Wired Smart.
En effet, deux des domaines d’applications qui nous ont concerné, la
simulation de réseaux de neurones (chapitre 4) et l’appariement d’images
(chapitre 6), ont tous deux comme défaut d’imposer des calculs très
lourds, en grande quantité et sur des jeux de données toujours plus vastes
(les réseaux de neurones simulées sont de plus en plus larges, et l’apparie-
ment d’images est fait à travers des ensembles de photographies de plus
en plus grands), exigeant des temps de calculs bien trop importants pour
des implémentations CPU standard.
L’utilisation de GPU nous parut alors comme une solution viable à
explorer pour combler ce réel besoin de vitesse : par l’adaptation ou la
création d’algorithmes de calcul sur GPU pour les domaines computa-
tionnels précités, il nous a semblé réaliste de pouvoir obtenir des facteurs
de gains en temps notables.
L’emploi de plusieurs GPU conjointement sous la forme d’une grappe
de calcul (cluster) est possible mais nécessite des méthodes de program-
mation spécifiques et les installations matérielles adéquates. Le projet
ANR GCPMF (Grilles de Calcul Pour les Mathématiques Financières, regrou-
pant l’équipe IMS de Supélec, le Cermics de l’Ecole des Ponts, les projets
MATHFI, METALAU, OASIS et OMEGA de l’INRIA, le laboratoire PMA
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de l’université Paris VI, le laboratoire MAS de Centrale Paris, ainsi que
les sociétés BNP Paribas, Calyon, EDF, IXIS CIB, Misys Summit et Pricing
Partners, et dont l’objectif est de mettre en valeur le potentiel du calcul
parallèle appliqué aux mathématiques financières sur des infrastructures
de grilles), dans lequel sont impliqués plusieurs personnes du Certis et
du Cermics, étudie cette nouvelle forme de grid computing [237, 64]. Dans
le cadre de cette thèse, nous avons choisi d’explorer l’utilisation non pas
d’un tel cluster, mais d’un unique GPU, c’est-à-dire un seul nœud d’une
potentielle grappe de calcul, plus accessible qu’une grille complète de cal-
cul.
Il est enfin à noter que lors du début de cette thèse, la communauté
GPGPU se créait tout juste, seuls les shading languages permettaient de dé-
velopper sur GPU, c’est à partir de l’un deux, Cg (avec OpenGL comme
interface graphique), que nous avons développé la librairie CLGPU, li-
brairie de calcul généraliste sur GPU, décrite dans le chapitre 1. Depuis,
le langage CUDA, dédié au calcul généraliste, a été introduit. La question
de la réimplémentation de la CLGPU en CUDA ne se pose que depuis
l’apparition il y a quelques mois (septembre 2008) de l’interopérabilité
avec OpenGL. Apparemment, il semble possible de créer une interface
utilisant Cg et CUDA sans que la différence soit perceptible au niveau
utilisateur.
Organisation de ce rapport et contributions
Cette thèse est organisée de la façon suivante :
Première partie
Une première partie s’intéresse tout d’abord à définir ce qu’est la pro-
grammation GPU et plus particulièrement GPGPU, ses concepts et as-
tuces, puis à en montrer un panel d’applications préexistantes.
Le chapitre 1 présente la programmation GPGPU : après avoir explicité
quelques éléments de calcul parallèle, une évolution des GPU est mon-
trée à travers un historique des différentes générations ayant existé ainsi
que l’architecture globale des cartes actuelles. Ensuite nous détaillons les
concepts inhérents au développement GPGPU, les contraintes impliquées,
quelques astuces classiques de programmation, puis nous présentons
(avec exemples) et comparons, dans une optique GPGPU, deux langages
utilisables sur ces GPU : Cg et CUDA. Enfin, nous présentons une librairie
destinée à du calcul généraliste sur GPU et développée par les membres
du Certis, à des fins de recherche et d’enseignement : la CLGPU.
Le chapitre 2 répertorie de façon non-exhaustive les applications géné-
riques, dont la partie computationnelle est réalisée sur GPU, en les clas-
sant par domaines : nous commençons par exposer quelques outils mathé-
matiques adaptés sur GPU, puis nous présentons des applications dans
les domaines de la simulation physique, du traitement de signal, diffé-
rentes méthodes de rendu graphiques, de traitement d’image et de vision
par ordinateur. Nous avons ici essayé d’exposer un panel d’applications
représentatif des possibilités offertes par les GPU.
6 Introduction
Deuxième partie
Une deuxième partie présente notre premier domaine d’application :
les neurosciences, sciences étudiant le système nerveux (composé du cer-
veau, de la moelle épinière, des nerfs, des organes des sens et du système
nerveux neuro-végétatif) dans son anatomie et son fonctionnement.
Plus précisément, nous nous intéressons aux réseaux de neurones im-
pulsionnels. Un réseau de neurone est un modèle de calcul qui s’inspire
de façon schématique du comportement de neurones physiologiques ; le
neurone impulsionnel est une des modélisations possibles du neurone,
cherchant à reproduire une des caractéristiques biologiques : le poten-
tiel d’action. Nos études dans ce domaine, présentés dans le chapitre 4,
ont été menées au sein de l’équipe Odyssee, basée à l’Inria Sophia-
Antipolis, pour le projet Facets (Fast Analog Computing with Emergent
Transient States) fondé par la Commission Européenne, dont le but est de
créer des fondations théoriques et expérimentales pour la réalisation de














































Figure 4 – Simulation de réseaux de neurones. Gauche : histogramme de décharge de
neurones impulsionnels. Droite : gains en temps observés dans l’une de nos applications.
Pour de plus amples détails ; voir chapitre 4.
Le chapitre 3 introduit quelques concepts et propriétés physiques
propres aux neurones, puis définit quelques unes des modélisations de
neurones les plus célèbres, cherchant ou non à retranscrire ces propriétés,
en particulier la famille des modélisations impulsionnelles, ou intègre-et-
tire.
Le chapitre 4 explicite les deux applications que nous avons déve-
loppées en GPU dans le domaine neuroscientifique. La première est
une simulation d’un réseau de neurones impulsionnels dans lequel la
connexité entre neurones n’est pas locale. Ce travail a été publié à Neuro-
Comp’06 [34]. La seconde application simule un autre réseau de neurones
impulsionnels à connexité non locale, en introduisant la notion de sondage
des voisins, permettant de grandement réduire la charge de calculs tout
en conservant une précision très acceptable. L’ensemble de ces travaux
résultent d’une collaboration avec Romain Brette.
Troisième partie
Une troisième et dernière partie traite d’un autre domaine compu-
tationnel, la Vision par Ordinateur, science des machines qui voient, dont
le but est l’édification de théories et systèmes permettant la compréhen-
sion de l’information se trouvant à l’intérieur d’images de provenances
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diverses (photographies, images vidéo, scanner IRM,. . . ) et dont quelques
unes des applications principales sont la segmentation d’objets, la recons-
truction 3D de scènes ou d’objets, la reconnaissance de formes ou la clas-
sification par contenu.
Figure 5 – Applications GPU en vision par ordinateur. Gauche et milieu : reconstruction
3D par stéréovision, en wireframe et avec texture ; voir chapitre 5. Droite : Appariements
de points d’intérêts entre deux images d’une même scène ; voir chapitre 6.
Le chapitre 5 propose premièrement une courte introduction au do-
maine de la Vision par Ordinateur, et en particulier au principe de la
stéréovision. Nous exposons ensuite notre algorithme de reconstruction
3D par stéréovision dense, adaptée au calcul GPU. Cet algorithme est
basé sur une fonction d’énergie comprenant un terme de régularisation
que l’on minimise par descente de gradient. Ces travaux ont fait l’objet
d’une publication à 3DPVT’06 [146].
Le chapitre 6 commence par couvrir différentes méthodes permettant
de détecter et caractériser des points d’intérêt dans des images photogra-
phiques, c’est à dire de localiser les points pertinents, sur lesquels ou
autour desquels se trouve l’information qui permettra de les caractéri-
ser, dans l’optique d’être également retrouvés dans d’autres images re-
présentant le même objet. Ensuite, nous présentons un procédé général
d’appariements de points d’intérêts, précédemment détectés, à travers un
jeu d’images du même objet ou de la même scène, et proposons un al-
gorithme d’appariements massifs de points d’intérêts, adapté sur GPU.
Enfin, une application directe est montrée à travers l’ébauche d’un logi-
ciel permettant d’assister un ou plusieurs utilisateurs lors de la capture
photographique d’une scène large, en indiquant les zones de la scène
trop peu capturées pour pouvoir être discernées. Les travaux présentés
dans ce chapitre, publiés à ICPR’08 [33], ont été réalisés dans le cadre
du projet Wired Smart, projet créé suite à l’appel RIAM (Recherche et In-
novation en Audiovisuel et Multimédia) de l’ANR (Agence Nationale de
la Recherche), cofinancé par cette dernière et le CNC (Centre National
de la Cinématographie), regroupant le laboratoire I3S de l’université de
Nice-Sophia Antipolis, le Département Informatique de l’ENS Ulm et les
sociétés RealViz et Mikros Image, et ayant pour objectif la mise au point
de solutions matérielles pour des architectures de suivi de contours.
Le chapitre 7 synthétise la méthodologie de développement exploitée
lors des travaux présentés dans les chapitres précédents, en mettant en
avant quelques conseils et interrogations à se poser avant un nouveau dé-
veloppement sur GPU, et en rappelant les principales différences entre
les langages de programmation sur GPU orientés graphiques et ceux plus
généralistes. Un questionnement est ensuite effectué sur les apports et
contraintes d’une éventuelle réimplémentation des applications présen-
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tées dans cette thèse avec un langage généraliste, à la place d’un langage
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Ce chapitre introductif va présenter quelques éléments de programma-tion générique sur GPU. Après une définition et l’exposition des mo-
tivations poussant la communauté à s’intéresser à cet outil, nous expli-
citerons l’organisation de ces cartes graphiques et nous détaillerons les
concepts fondamentaux inhérents à leur programmation, en donnant et
comparant des exemples en deux langages. Nous finirons par présenter
la CLGPU, librairie informatique dédiée au calcul GPU, implémentée par
nos soins et utilisée dans nos diverses implémentations d’algorithmes sur
carte graphique.
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1.1 Définition et Motivations
Au sein d’une architecture informatique, les processeurs centraux,
CPU, ont originellement la charge de l’ensemble des calculs. Lorsque la
nécessité de traiter des données de large volume (images, vidéo ou son)
est apparue dans les années 80, leurs architectures se sont adaptées en
proposant des jeux de fonctionnalités dédiées à ce traitement multimédia :
MMX pour les processeurs de marque Intel, ou bien 3DNow ! pour ceux
d’AMD, ont contribué au succès de ces gammes de processeurs.
Poussée par l’industrie vidéo-ludique, ayant récemment dépassé en
terme de budget l’industrie cinématographique, l’émergence d’un type
de matériel informatique dédié aux traitements graphiques déchargeant
le CPU, nommé GPU, Graphics Processing Unit, est née, il y a une dizaine
d’années, du besoin de plus en plus grand de spécialisation des architec-
tures des processeurs, voire de multiplication de ceux ci. Les GPU sont
ainsi des processeurs portés par une carte annexe, prenant à leur charge
le traitement des images et des données 3D, ainsi que l’affichage.
L’implantation de ce type de matériel s’est aujourd’hui largement ré-
pandue, et a pour conséquence inattendue leur utilisation dans des do-
maines non graphiques, en particulier en simulation numérique. C’est ce
type d’utilisation détournée que l’on nomme GPGPU, General Purpose com-
puting on Graphics Processing Units, ou Programmation Générique sur Carte
Graphique.
L’engouement de la communauté pour cette méthode de programma-
tion est tel qu’aujourd’hui, ces cartes graphiques sont devenues de vé-
ritables outils computationnels professionnels. Etant architecturalement
prévus pour un traitement massivement parallèle des données, ils de-
vraient devenir dans un avenir très proche de véritables coprocesseurs
utilisés par tout type d’application.
Les raisons d’un tel engouement pour la programmation GPGPU sont
très nombreuses, nous nous proposons d’en citer les principales.
Puissance de calcul Les besoins toujours plus importants de réalisme
pour le rendu d’images demandent une puissance de calcul croissant
continuellement et ont naturellement poussés les industriels à multiplier
les capacités matérielles de ces cartes. Que ce soit au niveau du nombre
de processeurs parallèles contenus sur les cartes graphiques, du nombre
de transistors, de la finesse de gravure ou de la quantité de mémoire dis-
ponible, leur évolution a été spectaculaire. La figure 1.1, adaptée de [172],
présente l’évolution comparée des puissances brutes de calcul en terme
de GFLOPS, entre les CPU Intel et les GPU NVidia.
Calcul parallèle massif Contenant jusqu’à 240 processeurs, les GPU
sont conçus pour exécuter des tâches massivement parallèles, jusqu’à plu-
sieurs milliers de threads. Pour cette raison, les GPU pourraient s’appa-
renter à des supercalculateurs débarrassés de structure complexe plutôt
qu’à des CPU multi-cœurs, capable de traiter seulement quelques threads
simultanément. A l’avenir, cela pourrait changer, mais à l’heure actuelle,
en privilégiant la rapidité de calcul, les GPU sont préférables.
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Figure 1.1 – Puissances de calcul brutes comparées entre GPU NVidia et CPU Intel de
2003 à 2008. Dès 2003, les GPU ont pris l’ascendant sur les CPU. Malgré l’apparition
des CPU multi-cœurs (Core2 Duo et Quad Core Hapertown), les architectures G80 et la
toute récente G200 se démarquent plus que sensiblement, se montrant jusqu’à huit fois
plus puissantes en terme de GFLOPS (Giga-FLOPS). Adapté de [172].
Flexibilité Auparavant simplement paramétrables, les cartes graphiques
permettent aujourd’hui une programmation flexible et avancée, en pro-
posant de plus en plus de contrôle sur les caractéristiques toujours plus
nombreuses, telle l’utilisation de types de données (en particulier le calcul
flottant sur 32bits), de structures et d’instructions (branchements condi-
tionnels) de plus en plus complexes. Il existe même dorénavant des ou-
tils de débogage destinés à certains langages utilisables en GPGPU. La
programmation d’un GPU est ainsi de plus en plus semblable à une pro-
grammation séquentielle classique.
Plusieurs GPU Certains GPU, et en particulier les haut-de-gamme,
peuvent être combinés en cluster, démultipliant encore la puissance de
calcul. C’est le cas de la gamme Tesla, proposées par NVidia, qui associe
jusqu’à 4 GPU et 16Go de mémoire dans un unique châssis, portant à
4 TFLOPS (4000 GFLOPS) la puissance de calcul de ce supercalculateur.
Plusieurs calculateurs de ce type peuvent, de plus, être associés par un
réseau classique.
Prix et disponibilité Pour environ 400e, il est possible de se procurer
les GPU les plus puissants existants sur le marché actuel. Ces très faibles
prix sont le résultat de l’existence d’un marché énorme et d’une concur-
rence rude entre les deux plus importants fabricants de cartes graphiques,
NVidia et ATI, dont la cible commerciale principale est le grand public,
pour la pratique des jeux vidéo. La composition d’un cluster à utilisation
professionnelle est donc très raisonnablement envisageable. De plus, par
ces faibles coûts, il est aujourd’hui rare pour une station de travail ou
même un ordinateur grand public de ne pas disposer d’un GPU perfor-
mant.
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Ces arguments tendent à prouver que la puissance des GPU, long-
temps négligée, est prête à être pleinement exploitée, dans tout domaine
computationnel.
1.2 Eléments de parallélisme
Les capacités parallèles des GPU permettent d’exécuter un partition-
nement d’une tâche complexe en une multitude de tâches élémentaires,
pouvant être réalisées par ses différents processeurs travaillant simulta-
nément, rendant l’exécution globale bien plus rapide qu’une exécution
séquentielle. Des algorithmes de domaines variés (météorologie, finance,
traitement d’image. . . ), comme nous le montrerons dans le chapitre 2, se
prêtent bien à cette découpe. On se propose de donner ici les définitions
de quelques éléments de calcul parallèle, non spécifiques aux GPU.
1.2.1 Caractère SIMD/MIMD
Les architectures parallèles, composées en général d’un grand nombre
d’unités de calcul, exploitent fortement les modes de fonctionnement
SIMD / MIMD, autorisant l’exécution simultanée de plusieurs parties
de code. Ces modes sont deux de ceux référencés dans la taxonomie de
Flynn [56], classifiant les différents types d’architectures des systèmes in-
formatiques parallèles toujours d’actualité.
Définition 1.1 Le SIMD, Single Instruction on Multiple Data, est un mode de calcul paral-
lèle dans lequel chaque unité de calcul reçoit la même suite d’instruction en plus
de données propres, comme pour les processeurs vectoriels.
Ce modèle est représenté en figure 1.2. Une exécution d’un code en
SIMD peut être synchrone (on attend qu’une partie du code ait été exé-
cuté sur toutes les unités de calcul. On parle de SIMD vectoriel, c’est par
exemple le cas pour les GPU) ou asynchrone (chaque unité de calcul pro-
gresse indépendamment des autres. C’est alors un SIMD parallèle).
Les instructions SIMD sont accessibles dans de nombreux proces-
seurs professionnels et grand public depuis 1997 : MMX [182] pour Intel,
3DNow ! [175] pour ATI, les jeux SSE (jusqu’à SSE4) pour les processeurs
de type x86, AltiVec [45] pour Apple, IBM et Motorola.
Elles sont parfaitement adaptées, par exemple, au traitement de signal,
particulièrement le traitement d’image, dans lequel on fait subir à chaque
donnée élémentaire, le pixel, le même traitement, de façon indépendante.
Dans ces cas, l’exécution du code est en général bien plus rapide qu’une
implémentation classique SISD (Single Instruction on Single Data), dans le-
quel les instructions sont exécutées exclusivement séquentiellement.
Cependant, il existe des contreparties aux processeurs SIMD : leur
programmation est souvent malaisée, un algorithme n’est pas forcément
exécutable sur une machine SIMD, la gestion des registres est plus com-
plexe,. . .
Définition 1.2 Le mode MIMD, Multiple Instruction on Multiple Data permet d’exécuter
des suites d’instructions différentes sur des données différentes, de façon asyn-
chrone et indépendante.







































Figure 1.2 – Le modèle parallèle Single Instruction Multiple Data : toutes les unités
de calcul (UC) traitent simultanément, avec la même instruction, une partie des données
qui leur est propre. Chacune de ces unités va ensuite ranger son résultat dans une partie
de la mémoire.
Ce modèle est représenté en figure 1.3. Chaque unité de calcul re-
çoit sa propre liste d’instructions et l’exécute sur ses propres données.
Les machines MIMD sont plutôt destinées au monde professionnel. Les
Connection Machines 5 [235], de Thinking Machines Corporation et les Trans-
puters [242] du défunt Inmos en sont deux des représentants.
On distingue deux types d’accès mémoire dans ce mode :
– Mémoire distribuée : chaque unité de calcul possède sa propre partie
mémoire et ne peut pas accéder à celles des autres. Une commu-
nication est possible entre processeurs par le biais de messages ou
d’appels de procédures RPC, mais nécessite de connecter ces unités
MIMD de façon adéquate, sur le modèle d’une grille, par exemple.
– Mémoire partagée : aucune des unités de calcul n’a de mémoire
propre mais toutes peuvent accéder à une même mémoire globale.
Un changement effectué par une unité dans cette mémoire est donc
visible depuis les autres unités. Pour éviter les problèmes de syn-
chronisation, les principes classiques d’exclusion sont utilisés : sé-
maphores, mutex,. . .
1.2.2 PRAM
Définition 1.3 On désigne par PRAM, ou Parallel Random Access Machine, un modèle de
référence des machines à partage de mémoire, sur lesquels peuvent s’exécuter des
algorithmes parallèles c’est le cas des GPU).
Trois modèles sont distingués en fonction de leurs moyens d’accès à
la mémoire, liés aux notions de gather et scatter (détaillées dans la sec-
tion 1.2.3) :














































Figure 1.3 – Contrairement au SIMD, le Multiple Instruction Multiple Data assigne
à chaque unité de calcul (UC) une suite d’instruction spécifique. Ces unités reçoivent
toujours une partie des données qui leur est propre et stockent leurs résultats dans une
même partie de mémoire.
1. EREW, Exclusive Read Exclusive Write : chaque processeur ne peut
lire ou écrire à un endroit mémoire que si aucun autre n’y accède au
même moment ;
2. CREW, Concurrent Read Exclusive Write : chaque processeur peut lire
à n’importe quel endroit en mémoire, mais plusieurs processeurs ne
peuvent écrire simultanément au même endroit.
3. CRCW, Concurrent Read Concurrent Write : chaque processeur peut
lire et écrire où il le souhaite en mémoire. Dans ce cas, on distingue
trois sous-cas :
– CRCW commun : si plusieurs processeurs écrivent la même valeur
au même endroit, l’opération réussit. Sinon, elle est considérée
illégale ;
– CRCW arbitraire : si plusieurs processeurs écrivent au même en-
droit, un des essais réussit, les autres sont avortés ;
– CRCW prioritaire : si deux processeurs écrivent au même endroit,
leur rang de priorité détermine le seul qui réussit.
1.2.3 Aptitude à supporter les opérations de Gather et Scatter
Définition 1.4 Gather et Scatter désignent la possibilité, pour une unité de traitement, de lire,
respectivement d’écrire, des données à différents endroits de la mémoire, adressés
indirectement.
Gather et scatter sont des opérations fondamentales dans tout trai-
tement informatique. La figure 1.4 illustre ces deux principes. Dans un
langage ressemblant au C, une opération de lecture type gather s’écrit
u=d[i], où d est une structure de données stockée en mémoire, i un
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Figure 1.4 – Par gather, l’unité de calcul a un accès indirect en lecture à la mémoire
dans laquelle sont stockées les données. Par scatter, cette unité peut écrire ses résultats à
des endroits de la mémoire adressés indirectement.
1.3 Historique des GPU et Organisation interne
Depuis l’apparition dans les années 80 des accélérateurs graphiques
matériels, leur évolution n’a cessé de s’accélérer. Les premières cartes gra-
phiques accessibles au grand publiques sont apparues dans le milieu des
années 90, avec en particulier les Voodoo Graphics. C’est NVidia qui a intro-
duit le terme GPU, remplaçant le terme VGA Controller, alors insuffisant
pour désigner l’ensemble des possibilités offertes par ces cartes.
L’industrie du jeu vidéo, en particulier, n’a depuis cessé de moti-
ver le développement de nouveaux processeurs dédiés au traitement
graphiques. Cette évolution peut être catégorisée en différentes généra-
tions [52], selon leurs capacités, sur lesquelles nous nous proposons de
dévoiler quelques aspects. Une description plus détaillée de l’architecture
des dernières générations, permettant de comprendre leur utilisation dans
nos applications, est ensuite proposée.
1.3.1 Les différentes générations de GPU
Les forces ayant poussé les industriels à améliorer sans cesse ces cartes
graphiques sont dues principalement à un aspect économique de compé-
titivité, pour faire face à un appétit de plus en plus grand de complexité
visuelle ou de réalisme dans les représentations cinématographiques ou
les simulations vidéo-ludiques, poussé par une volonté assurément hu-
maine de divertissement.
Suivant la loi de Moore [159], faite pour les CPU qui ne la respectent
plus aujourd’hui, et stipulant que le nombre de transistors sur un proces-
seur double tous les 18 mois, les architectures des GPU ont évolué depuis
1.3. Historique des GPU et Organisation interne 19
une décennie, franchissant parfois des sauts technologiques importants.
Nous nous proposons ici de classer ces architectures en différentes géné-
rations.
Avant les GPU Dans les années 80, des sociétés comme Silicon Graphics
ou Evans and Sutherland proposèrent des solutions matérielles extrême-
ment couteuses, réservé à quelques professionnels spécialisés, et ne pou-
vant effectuer que quelques opérations graphiques très simples comme
des transformations de vertex ou des applications de textures. De fa-
çon générale, le reste des opérations graphiques étaient accomplies par
le CPU.
Première génération La première génération de GPU à proprement par-
ler a débuté avec l’arrivée des Voodoo Graphics de 3dfx Interactive en 1996,
et dura jusqu’en 1999. Les principales cartes de cette génération sont les
TNT2 de NVidia (architecture NV5), les Rage d’ATI et les Voodoo3 de
3dfx. Les premières opérations graphiques disponibles sont la rasteri-
zation de triangles et l’application de texture. Ces cartes implémentent
également le jeu d’instruction de DirectX 6, API (Application Program-
ming Interface, Interface de Programmation) alors standard. Cependant, elles
souffrent de certaines limitations, principalement la grande faiblesse du
jeu d’instructions mathématiques et l’impossibilité de transformer maté-
riellement des vertex, opération lourde encore à la charge du CPU.
Deuxième génération Les premières GeForce 256 de NVidia (NV10)
font leur apparition en 1999, à peu près en même temps que les Radeon
7500 d’ATI (architecture RV200) et Savage 3D de S3. Ces cartes permettent
maintenant une prise en charge complète de la transformation des vertex
et du calcul des pixels (Transform and Lightning, T&L). Les deux API prin-
cipales, DirectX 7 et OpenGL, sont maintenant supportées par ces cartes.
Les améliorations apportées au jeu d’instructions rendent ces cartes plus
facilement configurables, mais pas encore programmable : les opérations
sur les vertex et les pixels ne peuvent être modifiés par le développeur.
Troisième génération Dès cette génération, les constructeurs NVidia et
ATI se partagent la quasi-totalité du marché, NVidia ayant fait l’acquisi-
tion de 3dfx. Les Geforce 3 (NV20) en 2001 et GeForce 4 Ti (NV25) en 2002
de NVidia, la Radeon 8500 d’ATI (R200) en 2001 forment cette génération
de GPU, permettant enfin au développeur de diriger la transformation des
vertex par une suite d’instructions qu’il spécifie. Néanmoins, la program-
mabilité des opérations sur les pixels n’est toujours pas possible. DirectX
8 et quelques extensions à OpenGL permettent tout de même une plus
grande souplesse de configuration dans le traitement de ces pixels.
Quatrième génération Courant 2002, ATI propose sa Radeon 9700
(R300), et NVidia sa GeForce FX (NV30) à la fin de la même année. Ces
deux cartes, en plus de supporter le jeu d’instructions DirectX 9 et de nou-
velles extensions OpenGL, apportent de plus la possibilité de programmer
le traitement des pixels. C’est à partir de cette quatrième génération de
cartes que les premières opérations GPGPU ont pu se faire.
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Cinquième génération Les GeForce 6 (NV40, avril 2004) et GeForce 7
(G70, juin 2005) de NVidia, les Radeon X800 (R420, juin 2004) et X1800
(R520, octobre 205) et dérivées composent cette génération. Ces cartes per-
mettent quelques fonctions intéressantes, en particulier en calcul GPGPU :
l’accès aux textures lors de la transformation des vertex, le rendu dans
différentes textures (Multiple Render Target, MRT) et le branchement dy-
namique, uniquement pour la transformation des sommets, améliorant
grandement la vitesse d’exécution. Le traitement des pixels ne supporte
pas ce branchement dynamique.
Sixième génération C’est la génération en plein essor actuellement,
équipant la plupart des ordinateurs sur le marché. Ses limites sont plus
floues, chaque constructeur apportant ses innovations propres. Elle est
composée des GeForce 8 (G80) et GeForce 9 (G92), lancées respective-
ment en 2006 et 2008, apportant des modifications dans la façon de conce-
voir le pipeline graphique. Entre la transformation des vertex et la ras-
terization des primitives (leur transformation en fragments, ou pixels),
une étape supplémentaire est insérée, permettant de modifier la géomé-
trie du maillage des primitives : insertions et suppression de vertex sont
possibles, ce qui ouvre de nouvelles voies au calcul GPGPU. L’ajout du
type int utilisable en interne (registres) et surtout en externe (textures)
a également contribué à élargir le nombre d’applications possibles. De
plus, sur les cartes GeForce 8, il n’existe plus de différence physique entre
les différents processeurs. L’architecture matérielle modifiée est dite uni-
fiée, cette caractéristique étant exploitée par le langage de programmation
CUDA, de NVidia, utilisable avec des cartes à architectures G80 ou supé-
rieures. La série GeForce 9 ne connait pas un succès véritable, ayant moins
de mémoire et ses performances étant égales voire inférieures aux cartes
équivalentes de la série GeForce 8, pour un prix semblable. Les séries
de cartes d’ATI de cette génération sont les Radeon HD2000 et Radeon
HD3000 (R600) , lancées en 2007, pour contrer la série GeForce 8. Mal-
gré quelques améliorations intéressantes proposées par ce constructeur
(support de DirectX 10.1, de la norme Shader 4.1 par exemple), ces cartes
peinent à s’imposer à cause d’un prix trop élevé, de pièces bruyantes et
de puces chauffant beaucoup.
Septième génération La dernière génération en date n’est pas encore
répandue à l’heure actuelle. Les GeForce 200 (G200), lancées en juin 2008,
apportent des améliorations principalement techniques : augmentation
de la mémoire disponible, du nombre de processeurs, des fréquences mé-
moire et GPU, de la bande passante par élargissement du bus de données,
pour des performances annoncées jusqu’à deux fois supérieures aux sé-
ries précédentes. Pour ATI, les Radeon HD4000, en juin 2008 également,
sont censées rivaliser avec la série GeForce 9, mais les performances des
modèles haut de gamme les mettent au même niveau que les GeForce 200,
proposant les mêmes types d’améliorations techniques, mais affichant des
tarifs plus attractifs et une consommation électrique revue à la baisse.
Rétrocompatibilité Il est important de noter que les programmes écrits
pour un type ou une génération de cartes restent utilisable avec les géné-
rations futures de cartes, même si toutes les capacités ne sont plus néces-
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sairement exploitées. C’est, par ailleurs, un problème important de déve-
loppement que de devoir faire avec les différentes générations de cartes
présentes sur le marché.
1.3.2 Organisation d’un GPU
Deux aspects importants permettent de caractériser l’organisation des
GPU : le contenu matériel orienté calcul parallèle et son organisation adé-
quate en pipeline.
1.3.2.1 Composants matériels
La carte graphique est un des organes de l’ordinateur, chargé du trai-
tement graphique et de l’affichage. Elle se compose d’une zone mémoire
et de processeurs, auxquels viennent s’ajouter divers registres et chipsets
de communication.
Ce qu’on appelle GPU, au sens strict, est l’ensemble des processeurs
graphiques contenus sur cette carte, c’est-à-dire les unités opérant les cal-
culs. Par abus de langage, on nommera également GPU la carte entière.
La mémoire disponible varie aujourd’hui jusqu’à 768Mo, cadencée à
1080MHz, accessible en lecture et en écriture par les processeurs de la
carte mais aussi par le CPU.
Les GPU embarquent jusqu’à 128 (G80) ou 240 processeurs de flux
chacun (G200), cadencés jusqu’à 1500MHz, et répartis en différentes ca-
tégories, abordés dans la section 1.3.2.2. Ces processeurs sont nommés
processeurs de flux en raison de leurs natures : ils sont en effet capables de
traiter, de façon parallèle, un ensemble de données élémentaires présenté
sous la forme d’un flux.
Chacun de ces processeurs fonctionne en mode SIMD parallèle /
CREW, il reçoit donc un ensemble d’instructions qui sera exécuté sur la
totalité des données du flux. Ils sont de plus tous capables de gather, mais
pas de scatter : ils peuvent accéder à n’importe quelle adresse mémoire
en lecture, mais pas en écriture (voir sections 1.2.1 et 1.2.3).
Les processeurs d’un GPU sont organisés en pipeline que nous nous
proposons de décrire.
1.3.2.2 Pipeline graphique actuel
Nous donnons tout d’abord quelques définitions utiles.
Définition 1.5 Un vertex est un point géométrique 3D, sommet d’un ou plusieurs polygones.
Définition 1.6 Un fragment est une partie élémentaire d’une scène en cours de rendu qui pour-
rait occuper l’espace d’un pixel dans l’image finale. La différence entre pixel et
fragment est une vue d’esprit : alors que le pixel est un "point" de couleur vi-
sible par l’utilisateur, le fragment est le "point" de couleur que le programme
manipule, provenant de différentes textures, et dont le traitement produira un
pixel.
Définition 1.7 Un shader est un programme à vocation graphique, généralement court, que le
développeur peut spécifier en différents langages, maniant des vertex ou des frag-
ments et permettant de contrôler un sous-ensemble des processeurs d’un GPU.
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Définition 1.8 Un pipeline est une séquence ordonnée de différents étages. Chaque étage récu-
père ses données de l’étage précédent, effectue une opération propre et renvoie ses
résultats à l’étage suivant.
Un pipeline est dit rempli lorsque tous ses étages sont mis à contribu-
tion simultanément, c’est son utilisation optimale, diminuant le nombre
d’étapes globales d’exécution d’un algorithme par rapport à une version
séquentielle classique.
Le pipeline des GPU actuels est représenté figure 1.5. Il est composé



































































Figure 1.5 – Pipeline GPU. Les primitives géométriques sont envoyées sous la forme
d’un flux de vertex au Vertex Shader, programmé par le développeur, et pouvant modifier
les attributs des vertex. Le flux sortant est dirigé dans le Geometry Shader, deuxième
shader programmable, ayant la capacité de modifier le maillage, donc le nombre de vertex.
Le Rasterizer transforme ensuite ces vertex et primitives en une image composée de
fragments. Le flux de fragments résultant est pris en charge par le Fragment Shader,
troisième et dernier shader du pipeline programmé par le développeur, qui se charge de
donner une couleur finale aux fragments / pixels. Le résultat est écrit en mémoire vidéo,
dans une texture ou dans le framebuffer. Le CPU a la possibilité de lire et d’écrire dans
cette mémoire, suivant certaines restrictions.
Pour traiter la géométrie d’une image, les données sont premièrement
envoyées au GPU. Ces données sont les primitives géométriques de la
scène à rendre, décrite via les commandes d’une API graphique, et repré-
sentés sous la forme d’un flux de vertex.
Ces vertex sont les données d’entrée du premier étage du pipeline, le
Vertex Shader. Celui ci a pour vocation de modifier les différents attributs
des vertex : il peut les changer et leur en donner de nouveaux, comme
couleur et normale. Le flux sortant est de même taille et est composé des
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mêmes vertex modifiés. Il a accès à la mémoire de la carte en lecture et
peut y écrire ses résultats. Sa principale utilité est de déplacer les objets
pour donner l’impression de mouvement d’une frame à une autre.
Le flux sortant du précédent shader est le flux d’entrée pour l’étage
suivant du pipeline, le Geometry Shader. Ce shader permet de modifier
la géométrie de la scène, ici le maillage géométrique passé à la carte. Il
peut en effet ajouter ou supprimer des vertex et en modifier les attributs.
Le flux de sortie contient un ensemble de vertex de taille potentiellement
différente à celle du flux d’entrée. Il a également accès à la mémoire en
lecture, et en écrire pour ses résultats. Ce shader est en particulier utilisé
pour les méthodes de raffinement de maillage ou d’augmentation de
détails sur les modèles géométriques, comme le Displacement Mapping,
technique permettant de créer le relief en surface d’un objet en déplaçant
certains points de cette surface en fonction de valeurs contenues dans une
texture de hauteur (displacement map).
L’étage suivant dans le pipeline est le Rasterizer. A partir du maillage
composé des vertex sortant du shader précédent, la géométrie finale est
projetée sur une grille de la taille de l’image de sortie, et les primitives
géométriques sont divisées en fragments. C’est à cet étage du pipeline
qu’on réalise également quelques opérations supplémentaires améliorant
la vitesse d’exécution des calculs suivants, telles que clipping (suppression
des objets extérieurs au cône de vision donc non visibles) ou back-face
culling (suppression de polygones suivant leur orientation par rapport à
la caméra : un polygone présentant son "dos" à la caméra n’est pas censé
être visible). Les fragments résultants possèdent des coordonnées, corres-
pondant à la position finale dans l’image. Le flux de fragment sortant est
ensuite dirigé vers le dernier étage du pipeline.
Le Fragment Shader est le troisième et dernier étage programmable du
pipeline. C’est le shader le plus important car pour chaque fragment de
son flux d’entrée, il lui attribue sa couleur finale, en fonction de l’éclai-
rage, des réflexions et réfractions lumineuses et de diverses techniques
de rendu pouvant interroger des textures tierces. Comme les shaders pré-
cédents, il peut consulter la mémoire de la carte mais ne peut y écrire
n’importe où. Il a seulement l’autorisation d’écrire aux coordonnées du
fragment qu’il est en train de traiter, coordonnées qu’il ne peut donc mo-
difier.
Le flux de fragments calculés, ou shadés, est écrit en mémoire. Classi-
quement, la structure accueillant ces données est le framebuffer, directe-
ment affiché à l’écran, image ne nécessitant pas un transit supplémentaire
par le CPU. Néanmoins, il est possible d’écrire cette image dans une tex-
ture, pouvant être utilisée par un autre shader ou récupérée sur CPU.
Jusqu’à la cinquième génération de cartes graphiques, les processeurs
embarqués étaient catégorisés, certains servant au traitement de vertex,
les Vertex Units, d’autres à celui des fragments, les Fragment Units. Cela a
pour inconvénient de pouvoir créer un bottleneck : lorsque les Vertex Units
sont surchargés, l’utilisation des Fragment Unit n’est pas optimale et peut
même être extrêmement diminuée, et réciproquement. Avec la mise à dis-
position de la sixième génération de cartes graphiques (GeForce 8), les
processeurs ne sont plus spécifiques, ils peuvent maintenant servir aussi
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bien à la gestion des vertex qu’à celle des fragments. Cela permet de rem-
plir au mieux le pipeline et d’éviter le bottleneck précédent. L’architecture
de ces cartes est dite unifiée.
1.4 Comment programmer en GPGPU ?
Adapter un algorithme générique pour un calcul sur matériel spécia-
lisé, tel un GPU, demande de prendre en compte quelques aspects spéci-
fiques de ces architectures.
Originairement, les GPU sont destinés au traitement et à l’affichage de
graphismes ; ils manient de façon naturelle vertex et pixels, sont capables
de rasterizer des primitives et d’utiliser quelques structures simples de
données tout au mieux. Les libertés dont jouissent les développeurs sur
CPU, concernant types complexes de données, gestion de mémoire ou
richesse des jeux instructions, sont alors drastiquement réduites par les
limitations matérielles inhérentes aux architectures de ces cartes. Il a donc
été nécessaire de repenser le portage d’algorithmes génériques sur GPU.
Un modèle de programmation classique en GPGPU en a émergé, ainsi
que différentes astuces largement employées.
Dans cette section, après un tour d’horizon des langages de program-
mation disponibles sur GPU, nous exposons ce modèle de programmation
GPGPU, ainsi que les contraintes et astuces liées à ce type de program-
mation. Nous continuons avec une rapide présentation de deux langages
utilisés en GPU, Cg et CUDA, puis les comparons sur l’implémentation
de quelques techniques usuelles de calcul parallèle.
Dans les chapitres 4, 5 et 6, nous détaillerons trois applications de
différents domaines et d’importante ampleur, utilisant les méthodes et
astuces décrites ci-dessous pour contourner les contraintes de program-
mation sur GPU afin d’obtenir des gains en vitesse significatifs.
1.4.1 Langages
Le but initialement graphique des GPU a bien entendu dirigé les
constructeurs à initialement proposer des langages destinés à ce type de
calcul, c’est-à-dire dont les instructions utilisent les branchements maté-
riels spécifiques, destinés à des opérations de type mult-add, largement
utilisées en synthèse d’images. Même si d’autres langages plus généra-
listes ont depuis été présentés, le choix reste bien plus restreint sur GPU
que sur CPU. On s’intéresse ici à faire un tour d’horizon non-exhaustif
des langages existants sur GPU. En plus des langages bas niveau type
Assembleur dont il ne sera pas fait mention dans cet exposé, manipulant
directement le contenu de registres des unités programmables sur la carte,
les langages de plus haut niveaux disponibles sur GPU se distinguent en
deux grandes catégories : les Shading Languages, dont les instructions sont
principalement destinées aux calculs graphiques, et ceux dont l’objectif
est le calcul générique, que l’on nommera langages GPGPU.
1.4.1.1 Shading Languages
Ces langages ont pour point commun de proposer au développeur des
jeux d’instructions spécifiques à la génération d’images, ils sont orientés
matériel. Ils permettent d’écrire des shaders. Ceux ci seront exécutés par
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les unités matérielles spécifiques, Vertex Unit et Fragment Unit, ces deux
types d’unités étant unifiés dans les dernières générations de cartes.
Cg, HLSL, GLSL Ces trois langages, respectivement proposés par NVi-
dia [147, 52], Microsoft [178, 154] et 3DLabs [195], ont été développés
conjointement et sont donc très similaires. Ce sont les shading languages
les plus usités. Les syntaxes et sémantiques proposées ont été délibéré-
ment fixées proches des instructions du C++, par soucis de simplicité. Les
éléments qui ont effectivement motivé ce choix sont la portabilité entre
différents systèmes d’exploitation et/ou modèles de GPU et la possibilité
d’un développement rapide. Un compromis nécessaire entre ces éléments
et une volonté de performance a amené ces langages à posséder des ins-
tructions exploitant directement les unités matérielles de la carte, propo-
sées via une syntaxe de type C et permettant de réaliser les opérations de
bases et d’autres plus spécifiques de la génération d’images de synthèse.
Ces langages sont compilables et multi programmes : le développeur doit
écrire un shader pour chaque étage programmable du pipeline : Vertex
Shader, Geometry Shader et Fragment Shader. Chacun a ses particularités,
en particulier les types de données entrant et sortant. L’ensemble de ces
shaders est encastré dans un code C++ englobant, pilotant la carte gra-
phique. Les rares différences entre ces langages se résument à deux prin-
cipaux points. Premièrement, ils ne supportent pas tous les mêmes API :
HLSL est exclusivement utilisable avec DirectX, GLSL avec OpenGL, et
Cg a la capacité d’utiliser les deux. Le second point est lié à la gestion
des différents modèles de cartes : alors que GLSL ne propose pas de sous-
ensemble d’instructions dédiés à chaque modèle, Cg et HLSL exploitent
cette idée, sous la notion de profil, abordée dans la section 1.4.5.2.
Sh Tout comme Cg, HLSL et GLSL, Sh [151], développé par le Computer
Graphics Lab de l’University of Waterloo, est un langage encastré dans le
C++, avec une syntaxe proche du C permettant d’écrire des shaders para-
métrés. Il est à la fois orienté vers le calcul graphique et la programmation
générique. Sa particularité la plus notoire est d’être basé sur le traitement
de flux de données. RapidMind [107] est le successeur commercial de Sh,
il est utilisé dans un nombre important de domaines nécessitant une cer-
taine puissance : 3D, traitement de signaux, finance,. . .
1.4.1.2 Langages GPGPU
L’utilisation des shading languages pour de la programmation géné-
rique n’est pas des plus aisée. Le développeur les employant est contraint
d’adapter ses algorithmes à un modèle de calcul basé sur des primitives
géométriques et des textures, ce qui n’est pas toujours facile ni même
possible. Des moyens pour programmer les GPU sans pour autant avoir
besoin de connaissances en graphisme ont naturellement suscité un inté-
rêt grandissant. Différents langages ont émergés de projets industriels ou
universitaires.
Tous ces nouveaux langages ont comme dénominateur commun d’être
de plus haut niveau que les shading languages, en proposant plus de pos-
sibilités et en se séparant totalement des notions graphiques : texture, sha-
der, vertex ou fragment n’y ont plus de sens. Les plus importants langages
GPGPU sont présentés dans la suite.
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CUDA CUDA [25, 168], Compute Unified Device Architecture, est le der-
nier né des langages de NVidia, pouvant être utilisé à partir de la sixième
génération de cartes graphiques de ce constructeur (architectures G80 et
plus récentes). Quelques unes de ses particularités sont d’être encastré
dans du code C++ en en définissant seulement quelques extensions, de
mettre à disposition une mémoire partagée et rapide, ou de supporter
différents types d’opérations scalaires, en particulier les opérations sur
entiers et bit à bit. C’est aussi le premier langage à exploiter l’unification
des shaders sur les architectures G80 de NVidia. Dans le domaine du trai-
tement d’images, il est de plus en plus employé ; Young et Jargstorff pro-
posent dans [254] quelques implémentations astucieuses d’algorithmes
classiques de ce domaine. Une présentation plus détaillée de CUDA est
proposée dans la section 1.4.6.
OpenCL Le très récent OpenCL [164, 234, 165] (Open Computing Lan-
guage) a été annoncé par Apple au sein du Compute Working Group, formé
par le Khronos Group (regroupant 3DLabs, Apple, AMD, NVidia, ARM, Erics-
son et d’autres universitaires et industriels). Ces partenaires souhaitent
mettre à disposition un langage open source, dans la veine d’OpenGL [214]
et OpenAL [39] et ont pour ambition de faire d’OpenCL le standard
libre pour le calcul GPGPU, avec les importants avantages d’être multi-
plateforme (cartes AMD/ATI et NVidia) et de permettre une programma-
tion homogène
BrookGPU, Brook+ BrookGPU [82] est une implémentation GPU du lan-
gage Brook, tous deux développés par le Stanford University Graphics Lab.
C’est un langage basé sur la gestion de flux de données. AMD/ATI a
également proposé Brook+, une amélioration de BrookGPU pouvant être
utilisé uniquement sur leurs cartes. Folding@home, projet mondial de cal-
cul distribué simulant les repliements de protéines dans le but d’en tirer
des solutions médicales, utilise en partie Brook+.
Scout Proposé par le Los Alamos National Laboratory, Scout[153, 152] est
un langage GPGPU destiné à l’analyse et à la visualisation scientifique,
dont beaucoup de techniques sont basées sur l’utilisation de mappings,
exprimés sous forme de fonctions mathématiques et transformant des
données en image affichables. Scout a notablement été utilisé pour la si-
mulation et la détermination de caractéristiques du courant côtier El Ninõ.
Accelerator Microsoft Research a présenté Accelerator [226], destiné à sim-
plifier la programmation GPGPU en fournissant un modèle de calcul pa-
rallèle accessible simplement à travers d’autres langages. Les opérations
parallèles y sont compilées à la volée et optimisées pour les fragment sha-
ders.
CGis Le langage CGiS [60], développé par l’Universität des Saarlandes, est
un autre langage parallèle, similaire à Brook et Accelerator, manipulant
également des objets de type flux de données, mais se démarquant par
l’absence de notion de kernel computationnel (équivalent de shader pour
du calcul uniquement GPGPU), remplacé par un mécanisme de boucle
globale forall, chère au calcul parallèle.
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1.4.2 Modèle de programmation
La programmation GPGPU est basée sur quatre concepts principaux,
que nous proposons d’expliciter. On évoque également deux autres fa-
çons, liées, d’interpréter la notion de complexité en calcul sur GPU.
1.4.2.1 Tableaux = Textures
Sur CPU, une des structures de données la plus utilisée est le tableau
1D. Les tableaux de dimensions supérieures sont représentés dans un
tableau 1D, les données y étant stockées à la suite pouvant être accédés
par des offset sur leurs indices.
En GPU, les données exploitables sont nécessairement stockées dans
des textures (donc en 2D), on y accède par leurs coordonnées. Pour y repré-
senter des structures d’autres dimensions, il est utile de passer par une
réorganisation vers un tableau 2D, transmis à la carte dans une texture.
Le GPU peut alors lire l’élément (i, j) du tableau en consultant le pixel
(i, j) de cette texture.
Dans le cas d’un tableau 1D stocké dans une texture de taille N × N′,
l’élément k a pour coordonnées dans la texture (k mod N, E( kN )), où E(x)
est la fonction partie entière de x.
Les tailles maximales pour les textures sont de 8192× 8192 avec l’API
DirectX, ou bien de 4096 × 4096 pour les versions moins récentes. Bien
qu’il n’y ait a priori pas de contrainte sur le nombre de textures instanciées
simultanément, c’est souvent la quantité de mémoire sur la carte qui va
limiter ce nombre, s’élevant aujourd’hui jusqu’à 768Mo par carte grand
public, ou 1Go pour des cartes professionnelles.
Chaque élément de texture peut contenir jusqu’à 4 scalaires (corres-
pondant aux canaux rouge, vert, bleu et alpha d’un pixel à afficher). Les
opérations scalaires se font simultanément sur ces 4 valeurs. Les types de
scalaires utilisables pour les éléments de texture peuvent être entiers ou
flottants. Ces éléments peuvent être vectoriels de dimension 1 à 4, voire
matriciels de dimensions allant jusqu’à 4× 4.
1.4.2.2 Kernel = Fragment Shader
La programmation parallèle a introduit la notion de kernel computation-
nel, brique calculatoire de base, équivalent d’une fonction mathématique,
pouvant être appliqué à un ensemble de données de façon parallèle.
En programmation GPGPU, ces kernels sont les fragment shaders. Un
tel shader comporte donc une suite courte d’instructions opérant sur une
donnée (ou un petit ensemble de données). Il est à noter qu’aucun vertex
shader ou geometry shader n’est en général implémenté. Il est possible
de ne pas spécifier de shader, les unités de traitement correspondantes se
comportant alors comme des passthrough, ne modifiant aucun attribut des
données.
1.4.2.3 Calcul = Rendu graphique
Une fois le fragment shader implémenté, une fois l’environnement
convenablement préparé (textures créées aux bonnes dimensions, don-
nées d’entrée envoyées à la mémoire GPU, paramètres supplémentaires
assignés, environnement OpenGL ou DirectX correctement initialisé,. . . ),
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l’exécution du calcul décrit dans le fragment shader se fait en utilisant la
totalité du pipeline graphique, par invocation du rendu d’un simple rec-
tangle de taille adaptée aux données de sortie. En effet, un tel rectangle
rasterizé est comparable à une grille de taille fixée, structure la plus pra-
tique à disposition pour la réalisation de calculs parallèles. Cela justifie
la non-modification des sommets, et donc la non-utilisation des vertex
et geometry shaders. Ces étapes sont résumées sur la figure 1.6. Har-
ris présente également quelques principes de ce type de programmation
dans [89].





















Figure 1.6 – Modèle classique de programmation GPGPU : les quatre sommets d’un
rectangle sont passés à la carte via l’API de son choix. Le vertex shader et le geometry
shader ne les modifient pas. Le rasterizer divise le rectangle en fragments. Chaque frag-
ment est traité par un des fragment unit. Le résultat est enregistré dans une texture de
sortie, de la taille du rectangle passé en entrée. Cette texture peut être réutilisée dans une
passe ultérieure du fragment shader, ou bien être récupérée par le CPU.
1.4.2.4 Feedback
Lors d’un calcul destiné à faire un affichage à l’écran, l’image gé-
nérée est stockée dans le framebuffer, buffer dédié à cet effet. Pour un
calcul GPGPU, le résultat du calcul n’est pas stocké dans ce framebuffer,
mais dans une texture, par un moyen technique nommé Render-To-Texture,
RTT [248].
Cette texture peut alors être utilisée comme donnée d’entrée pour
une passe ultérieure, permettant ainsi de segmenter tout algorithme à
implémenter en GPU en différentes passes. Lorsqu’un algorithme néces-
site plusieurs passes successives, une astuce simple et classique, appelée
ping-pong, est d’utiliser une paire de textures, une pour l’entrée de l’al-
gorithme, une pour sa sortie, que l’on permute entre chaque rendu. Cela
permet de ne pas avoir à transférer les données du GPU vers le CPU et
réciproquement entre chaque passe.
1.4.2.5 Complexité GPGPU
La complexité d’un algorithme parallèle GPU se mesure différemment
d’un algorithme séquentiel classique. On peut vouloir se reposer sur le
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nombre total de fragments à calculer, on parle alors de complexité en frag-
ment C f . On peut également vouloir déterminer le nombre de rendus né-
cessaires pour obtenir le résultat final, c’est alors la complexité en rendus
Cr. Ces deux complexités sont liées par un facteur multiplicatif, la pre-
mière étant égale à la seconde multipliée par la taille N des données :
C f = Cr × N.
1.4.3 Contraintes matérielles
Connaître le modèle de programmation des GPU n’est pas suffisant
pour produire un programme efficace et optimisé. Il est également né-
cessaire de prendre en compte les contraintes imposées par l’architecture
matérielle des cartes graphiques.
1.4.3.1 Accès mémoire
Aptitude à supporter les opérations de Gather et Scatter Sur GPU,
les processeurs sont capables de retrouver en mémoire des informations
ailleurs que sur le pixel i0 sur lequel ils s’exécutent, ils sont donc capables
de gather. Ce procédé est nécessaire pour la mise à jour de valeurs en
fonction de celles des voisins spatiaux, par exemple. Par contre, le scatter
leur est impossible, ils ne peuvent pas modifier un autre pixel que i0. Ma-
tériellement, les processeurs des GPU ne permettent pas le scatter, celui ci
étant beaucoup plus difficile à implémenter de par la conception des frag-
ments, ayant chacun une localité dans la texture de sortie et ne pouvant
donc pas être adressé indirectement en écriture.
Cette restriction implique d’importantes incommodités de program-
mation, en particulier dans l’adaptation d’algorithmes devant propager
des données dans différents endroits de la mémoire, par exemple pour
des mises à jours de valeurs en fonction d’une certaine connectivité. Le
développeur est alors amené à utiliser diverses astuces [180] : redéfini-
tion de l’algorithme en plusieurs passes GPU, utilisation du vertex shader
et/ou du geometry shader comme outil de scatter ; taguer les données avec
les adresses mémoires et faire un rendu simple pour ensuite trier selon ces
adresses ; reformuler le problème et les algorithmes en termes de gather,
comme nous le verrons dans le chapitre 4.
De plus, les toutes dernières générations de cartes graphiques, en par-
ticulier à partir des GeForce 8, autorisent nativement les opérations de
scatter avec certains langages (comme CUDA), par une refonte de l’orga-
nisation des processeurs et de la mémoire, détaillée dans la section 1.4.6.
Texture Indirection Une texture indirection est une lecture dans une tex-
ture à des coordonnées dépendant d’un calcul ou d’une autre lecture dans
une texture. Le nombre de texture indirections successives par programme
est limité, voire très limitée sur les anciennes cartes ATI, pour des raisons
internes au développement des cartes. La création de structures de type
look-up table, ou table de correspondance, est ainsi parfois incommode.
1.4.3.2 Bande passante
L’envoi des données au GPU ainsi que le retour des résultats sont
des opérations couteuses en temps. Bien que la communication entre la
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carte graphique et le reste du système soit assurée par des ports dédiés
(actuellement AGP et PCI Express), cela reste insuffisant par rapport à la
rapidité d’échanges d’informations entre la mémoire de la carte et ses
processeurs, faisant de la communication entre CPU et GPU le goulet
principal. De plus, les ports AGP ont le désavantage d’être asymétrique,
le temps GPU vers CPU étant plus long que son contraire. Il est alors
important de minimiser ces transferts, en conservant les données dans
la mémoire de la carte le plus longtemps possible. Ceci est d’autant plus
avantageux lorsque le CPU n’a pas à attendre le résultat d’une passe GPU.
1.4.3.3 Autres
D’autres difficultés liées au matériel existent, bien que moins embar-
rassantes aujourd’hui.
Taille des programmes Avec la norme Pixel Shader 2.0, le nombre d’ins-
truction par shader était limité à 96. Ce plafond est passé à 65535 avec la
norme Pixel Shader 3.0. Ces quotas étaient parfois très vite atteints, après
déroulages de boucles, restreignant les développeurs. La norme actuelle,
utilisée par les cartes graphiques récentes (sixième génération et plus),
Pixel Shader 4.0, autorise des shaders de taille quelconque. Néanmoins,
lors du développement d’un programme devant également s’exécuter sur
d’anciennes générations de cartes, il est important de prendre en compte
ces limitations.
Formats et précisions En interne, les formats et la précision des données
ne sont pas constants entre les générations de cartes. Les générations plus
anciennes proposent des calculs sur flottants en 16bits, voire 8bits, et les
plus récents sur 32bits, flottants ou entiers (en particulier Geforce 8 et
plus récents). Une fois encore, un développeur souhaitant exécuter un
programme sur différentes cartes devra s’assurer de la compatibilité des
formats de données utilisés par son programme avec ceux disponibles sur
la génération de cartes utilisée.
1.4.4 Astuces de programmation
Nous présentons ici quelques utilisations astucieuses de propriétés
matérielles disponibles sur les cartes graphiques actuelles et plus an-
ciennes, permettant un gain en facilité ou en temps de calcul et largement
employées en programmation GPU avec shading language, généraliste ou
non.
1.4.4.1 Stencil Buffer
Le Stencil Buffer est un buffer disponible sur la carte, binaire, de la
taille de l’image de sortie, permettant de spécifier un masque de rendu :
seuls les pixels (x, y) de l’image de sortie qui sont non masqués, c’est-à-
dire pour lesquels la valeur en (x, y) dans le Stencil Buffer vaut 0, seront
calculés. L’application principale est de limiter la zone de rendu d’une
image.
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L’avantage apporté au calcul généraliste est qu’il est facile de limiter
le calcul à une partie des données d’origine, amenant à un gain de temps
pouvant être considérable.
1.4.4.2 Z-Buffer et Early Z-Cull
Le Z Buffer est un autre buffer disponible sur la carte, de la taille de
l’image de sortie, contenant des valeurs réelles correspondant à la profon-
deur des objets dans la scène 3D. Il permet, par un test de profondeur,
de gérer les problèmes de visibilité consistant à déterminer quels objets
doivent être rendus, lesquels sont cachés par d’autres, et dans quel ordre
doit se faire l’affichage.
Le Early Z-Cull est une méthode utilisant le Z Buffer et les tests de pro-
fondeur pour abandonner certains fragments avant même qu’ils soient
traités par le fragment shader. Le fait de pouvoir mettre de côté les
fragments non pertinents avec le calcul en cours apporte un substanti-
fique gain de temps pour l’exécution globale. Des utilisations avancées
et conjointes du Z-Buffer et du Stencil Buffer permettent entre autres un
large nombre d’effets graphiques, tels ombrages (par Shadow volume [48])
ou réflexions lumineuses.
Dans une optique GPGPU, on utilise le Z Buffer en y stockant une
valeur artificielle qui ne représente pas la profondeur mais quelque chose
d’adapté au calcul que l’on souhaite réaliser. On adapte ainsi le test de
profondeur câblé matériellement (donc très rapide) à un test généraliste,
applicable sur l’ensemble de nos données.
1.4.4.3 Instruction discard()
Tout comme le Early Z-Cull, l’instruction discard() va permettre
de mettre de côté des fragments dont la détermination n’est pas perti-
nente. Cette instruction est utilisable à l’intérieur des shaders, permettant
ainsi de mettre de côté un fragment après un test dépendant d’un calcul
préalable, interne au shader (et non d’une valeur externe comme pour le
Z Buffer), pouvant apporter un gain de temps substantiel. Un fragment
ayant subi cette instruction discard() n’est pas considéré par le pipeline
graphique comme rendu.
1.4.4.4 Occlusion Queries
Les Occlusion Queries sont un mécanisme permettant de questionner la
carte graphique sur le nombre de fragments rendus lors du dessin d’une
primitive ou d’un groupe de primitives géométriques. Traditionnellement,
cela est utilisé pour déterminer la visibilité d’un objet.
Il est souvent intéressant, particulièrement en GPGPU, de savoir com-
bien de fragments ont été rendus. Employé conjointement avec l’instruc-
tion discard() utilisée sur des fragments que l’on ne souhaite pas
compter, il est facile et rapide de déterminer ce nombre, pouvant servir
de critère d’arrêt pour nombre d’algorithmes.
1.4.5 Introduction à Cg
Comme annoncé dans la section 1.4.1.1, Cg est un shading language,
développé par NVidia et initialement destiné aux calculs et rendus gra-
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phiques de scène, ce qui comprend la détermination de la géométrie des
objets décrits aussi bien que leur illumination. Il permet de spécifier les
différents shaders pilotant les unités programmables des cartes, comme
vu dans la section 1.3.2.2. Ce sont des instructions des API (OpenGL ou
DirectX) qui permettent au sein du programme CPU l’initialisation des
données, des paramètres et de l’environnement nécessaire au lancement
des shaders Cg.
1.4.5.1 Structures de données et types de variables disponibles
Parce que Cg opère spécifiquement sur des vertex et des fragments,
données élémentaires en graphisme 3D, il ne propose pas de manier des
structures complexes ou des notions d’abstraction comme la programma-
tion orientée objet. Il ne connait pas la notion de pointeur, ne propose
pas d’allocation de zones en mémoire et n’autorise pas le passage en pa-
ramètre de structures simples, au sens C. Il est néanmoins possible de
définir des structures à l’intérieur de programme Cg.
De plus, Cg sait manier les structures de données les plus usitées
en graphisme (tableaux, vecteurs, matrices de taille maximale 4× 4), et
connait les opérations mathématiques et géométriques fondamentales à
ce domaine (fonctions d’interpolation, produit scalaire, fonctions trigo-
nométriques et hyperboliques, multiplication matricielles, calcul de dis-
tance, rayon réfléchi, consultation de textures. . . ). Boucles et appels de
fonctions sont disponibles, les boucles pouvant ou non être déroulées et
les fonctions étant inlinés, pour des raisons de performance. Les branche-
ments conditionnels sont également utilisables, à éviter au possible, étant
donné le caractère SIMD vectoriel des GPU (voir section 1.2.1) obligeant
à attendre qu’une partie du code ait été exécuté par toutes les unités de
calcul : les différents chemin conditionnels sont exécutés séquentiellement
pour l’ensemble des unités de calcul, et non parallèlement.
1.4.5.2 Profil
Cg inclut la notion de profil matériel, à spécifier lors de l’écriture du
programme en Cg. Chaque profil correspond à l’association d’une archi-
tecture GPU et d’une API, apportant des limitations sur le nombre maxi-
mal d’instructions, le jeu d’instructions disponible, le nombre maximal de
textures,. . . Ce mécanisme va à l’encontre de la programmation générique
sur CPU, où un programme peut se compiler, à quelques restrictions près,
avec n’importe quel CPU. Ici, chaque programme est spécifique. La raison
de telles limitations est historique, les premières architectures GPU accep-
tant Cg ne supportant pas toutes les mêmes caractéristiques. Néanmoins,
malgré les apparentes limitations que cette notion apporte, son intérêt est
de forcer le développeur à limiter la taille des programmes : plus ceux
ci sont petits, plus ils s’exécutent rapidement, ce qui est primordial en
graphisme temps-réel. De plus, ces limitations portent sur le matériel dis-
ponible et non sur le langage Cg.
Les profils actuels et futurs sont et seront des super-ensembles de ces
anciens profils, permettant une rétrocompatibilité complète de ces anciens
profils avec les prochaines générations. Lors de ses prochaines évolutions,
Cg permettra des opérations de plus en plus complexes.
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1.4.5.3 Exemples de code
Nous présentons ici deux exemples de programme Cg, le premier
pour introduire l’aspect graphique auquel est destiné Cg, le second pour
illustrer les capacités GPGPU de ce langage.
Exemple graphique Ce programme simple interpole les couleurs des
sommets d’une primitive géométrique en 2D, ici un triangle, puis l’affiche.
Il utilise pour cela un vertex shader et un fragment shader.
Il est adapté d’un tutoriel complet disponible dans [52].
Pour réaliser cela, le code du vertex shader, écrit dans le fichier
VSPosCol.cg, est le suivant :
1 /************************************/
2 /* VS: Varying */
3 /* VSPosCol.cg */
4 /************************************/
5
6 // Structure de sortie, contenant les paramètres
7 // de chaque vertex
8 struct VSOut {
9 float2 position : POSITION; // Position
10 float4 color : COLOR; // Couleur
11 };
12
13 /* Fonction principale */
14 VSOut VSmain( float2 position : POSITION,
15 float4 color : COLOR)
16 {
17 // Déclaration de la structure de sortie
18 VSOut OUT;
19
20 // Assignation des paramètres de sortie
21 OUT.position = position;





Il est possible en Cg de définir des structures comme en C++. Ici, la
structure définie est utilisée comme sortie de la fonction principale, et
contient deux vecteurs :
– position, de dimension 2, contenant la position 2D du vertex
traité ;
– color, de dimension 4, représentant sa couleur, codée en RGBA.
La fonction principale s’exécutant sur chaque vertex du flux d’entrée
prend comme paramètres deux vecteurs identiques aux précédents
Chacun de ces vecteurs est associé à une sémantique, ici POSITION
ou COLOR. Les sémantiques sont ce qui permet de lier à une variable du
programme une caractéristique d’un flux de données. Ici, Les paramètres
d’entrée sont associés aux positions et couleurs des vertex passés par l’API
graphique (donc par le programme principal), et les paramètres de sortie
sont associés aux positions et couleurs des vertex du flux calculé. Ces
données pourront être récupérées dans les étages suivants du pipeline.
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Le calcul des paramètres de sortie est ici canonique : on associe les
sorties aux entrées, les caractéristiques du flux d’entrée sont donc directe-
ment recopiées dans le flux de sortie. En bref, notre vertex shader ne fait
rien. On aurait pu laisser le vertex shader par défaut, ou bien modifier la
couleur ou la position par un calcul. Dans la suite, comme annoncé dans
la section 1.4.2.2, on n’utilisera plus de vertex shader (ni de geometry
shader).
Le fragment shader utilisé, dans le fichier FSPassthru.cg présenté
ci-dessous, se comporte en pass-through, ne faisant rien d’autre qu’assigner
à chaque fragment du flux sortant la couleur récupérée dans le flux d’en-
trée. C’est le comportement par défaut du GPU lorsqu’aucun fragment
shader n’est spécifié.
1 /************************************/
2 /* FS: Passthrough */
3 /* FSPassthru.cg */
4 /************************************/
5
6 // Structure de sortie, contenant les paramètres
7 // de chaque fragment
8 struct FSOut {
9 float4 color : COLOR; // Couleur finale (unique paramètre)
10 };
11
12 // Fonction principale
13 FSOut FSmain(float4 color : COLOR)
14 {
15 // Déclaration de la structure de sortie
16 FSOut OUT;
17
18 // Assignation de la couleur





La structure de sortie ne contient plus qu’un seul paramètre, représen-
tant la couleur finale du fragment. En effet, le flux de vertex sortant du
vertex shader a été transformé en flux de fragments par le rasterizer. Il est
à noter que dans le cas général, ce shader n’est pas un pass-through, c’est
même lui qui réalise les calculs les plus lourds.
Par soucis de clarté, le programme principal C++, contenant les initia-
lisations de Cg et des données et paramètres du programme, les fonctions
de transferts de ces données et les instructions de rendu, n’est pas pré-
senté ici (un tutoriel d’initialisation Cg est proposé dans [40]). En assu-
mant que ce programme envoie à la carte graphique un triangle dont les
sommets sont colorés respectivement en rouge, vert et bleu, on obtient le
résultat présenté figure 1.7. Chacun des pixels voit sa couleur interpolée
entre celles des sommets de ce triangle, suivant sa position. On note que
seuls les pixels du triangle ont été traités et non ceux du fond de l’image,
dont la couleur avait au préalable été fixée à blanc.
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Figure 1.7 – Chaque pixel du triangle rendu s’est vu assigné une couleur correspondant
à l’interpolation, sur sa position dans le triangle, des couleurs appliquées aux sommets.
Exemple GPGPU Le second exemple présente l’addition de deux ma-
trices carrées de taille N × N : C = A + B. Suivant les principes de pro-
grammation GPGPU explicités dans la section 1.4.2,
– le rendu d’un carré de taille N × N pixels nous assure d’avoir en
sortie un tableau de la bonne taille ;
– il n’est pas nécessaire de spécifier un vertex shader car le calcul est
pris en charge par le fragment shader ;
– enfin, l’écriture du résultat se fait dans une texture et non dans le
framebuffer.
On suppose que le programme principal C++ initialise le GPU pour
un rendu dans une texture d’une primitive adéquate : un rectangle de la
taille de la texture de sortie (ainsi, un pixel de cette texture correspondra
exactement à un fragment, facilitant la structuration des données).
Un fragment shader possible implémentant ces opérations est le sui-
vant :
1 /******************************/
2 /* FS: AddMatrices */
3 /******************************/
4 // Structure de sortie, contenant la valeur
5 // de chaque élément de la matrice de sortie
6
7 struct FSOut {
8 float value : COLOR; // Valeur finale
9 };
10
11 // Fonction principale
12 FSOut FSAddMatrices(in float2 coords : TEXCOORD0,
13 uniform samplerRECT hA,
14 uniform samplerRECT hB)
15 {
16 // Déclaration de la structure de sortie
17 FSOut OUT;
18
19 // Lecture des éléments des matrices d’entrée
20 float valueA = f1texRECT(hA, coords);
21 float valueB = f1texRECT(hB, coords);
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22
23 // Calcul de la somme





Semblablement à l’exemple précédent, la structure de sortie contient
une variable value associée à la sémantique COLOR. Ainsi, la couleur
d’un fragment (i, j) de la texture de sortie représente la valeur de l’élément
(i, j) de la matrice résultat.
La fonction principale FSAddMatrices() n’a pas ici besoin de
connaitre la couleur interpolée des fragments, assignée par le rasterizer.
Par contre, la connaissance des coordonnées est nécessaire pour l’interro-
gation des matrices en entrée, d’où la variable d’entrée coords.
Ces matrices sont représentées en mémoire par des textures A et B.
L’accès à ces textures se fait via des handlers, ici les paramètres hA et htB,
de type samplerRect (désignant un handler sur une texture rectangu-
laire) et déclarées uniform. Le qualificatif uniform spécifie que la valeur
initiale de la variable dont il est question provient de l’extérieur du pro-
gramme Cg, soit de l’environnement.
Par un appel à la fonction f1texRECT(), on consulte la valeur conte-
nue dans la première matrice/texture A via le handler hA aux coordon-
nées coords. Il existe d’autres fonctions de consultation des textures, à
utiliser en fonction du type de texture en présence.
La somme des éléments des matrices en entrée est stockée dans la
structure de sortie, qui est alors retournée, écrivant le résultat dans la
texture de rendu Caux bonnes coordonnées. Le programme principal C++
s’occupe de la récupération de cette texture sur CPU.
Comme pour l’exemple précédent, ce programme principal n’est mon-
tré pour des soucis de clarté. Néanmoins, nous en donnons la structure
principale. Dans le main() C++ :
1. Initialisation des trois textures A, B et C ;
2. Transfert vers le GPU des textures A et B ;
3. Définition des options des samplers (pas d’interpolation,. . . ) ;
4. Appel d’un rendu de primitive sur GPU, de la taille de la texture de
sortie C ;
5. Transfert vers le CPU de C.
1.4.6 Introduction à CUDA
CUDA, pour Computer Unified Device Architecture, est à la fois un fra-
mework et un langage de programmation de NVidia, proche du C++,
permettant d’exploiter les capacités des GPU d’architecture G80 et plus
de NVidia (à partir des GeForce 8800 et déclinaisons), et exploite les res-
sources matérielles des GPU d’une façon différente à Cg, en particulier
en ce qui concerne la gestion de la mémoire et l’organisation des traite-
ments. C’est aussi le premier langage à exploiter l’unification des shaders :
les processeurs de la carte ne sont pas différentiés en unités pour le trai-
tement des vertex ou des fragments, chacun de ceux ci peut être assigné
à n’importe quelle tâche.
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Avec l’arrivée de CUDA, NVidia a dévoilé, à propos de ses cartes ré-
centes, certaines caractéristiques qu’il n’était pas nécessaire de connaitre
auparavant. En CUDA, certaines prennent un sens, c’est le cas de l’orga-
nisation des processeurs sur la carte, ainsi que celle de la mémoire dispo-
nible par processeur.
1.4.6.1 Structures de données et variables disponibles
Etant proche du langage C++, CUDA permet au développeur d’uti-
liser et de passer en paramètre aux programmes écrits un large panel
de structures, en particulier les pointeurs ou les tableaux à plusieurs di-
mensions, ce qui était impossible en Cg. L’allocation de structures est par
exemple possible dans différentes zones de la mémoire, partagée à diffé-
rents degrés (voir section 1.4.6.5).
1.4.6.2 Organisation matérielle
Dans la section 1.3.2.2, il a été dit que les processeurs d’un GPU se
répartissent en deux catégories : vertex unit et fragment unit. Ceci était
un abus de langage concernant l’architecture G80 de NVidia, dite uni-
fiée : tous les processeurs sont identiques et peuvent exécuter toutes les
instructions destinées à ces traitements. Le langage CUDA exploite cette
caractéristique, se détachant totalement des notions de vertex, maillage et
fragment.
CUDA tire également parti de la disposition des processeurs des ar-
chitectures unifiées (G80, G92 et G200 pour l’instant). Sur les architectures
G80 et G92, ces processeurs sont répartis en 16 groupes de 8 processeurs,
ces groupes étant nommés multiprocesseurs. Sur les architectures G200,
il existe 10 grappes de 3 multiprocesseurs de 8 processeurs. Ce type de
regroupement permet de faciliter les échanges pour un travail à haute
fréquence (jusqu’à 1500Hz) des processeurs d’un multiprocesseur.
Il est à noter que cette organisation matérielle n’est pas en opposition
avec le modèle de pipeline graphique présenté dans la section 1.3.2.2, c’est
ce pipeline graphique qui repose sur cette organisation. En effet, dans un
schéma de programmation graphique, ou GPGPU avec shading language,
chaque processeur est dédié soit au traitement des vertex, soit à celui de
la géométrie, soit à celui des fragments, rôle qui peut varier d’un calcul
à l’autre. Dans ce cas, ils sont contrôlés par les shaders correspondants.
Cela justifie l’abus de langage réalisé.
1.4.6.3 Kernels
Au contraire de Cg, CUDA ne dépend d’aucune API graphique tierce.
Il propose sa propre API haut niveau, consistant en quelques extensions
au langage C et dont la prise en main ne nécessite pas de connaissances
approfondies dans le domaine graphique. En effet, CUDA est exclusive-
ment dédié au calcul GPGPU : texture, fragment et pixel n’y ont pas de
réelle signification. Les données ne sont plus stockées dans des textures,
mais dans des flux, classiquement des tableaux. Les routines pilotant les
processeurs sont des kernels comme définis dans la section 1.4.2.2, ap-
pliqués à tous les éléments du flux entrant ; ce sont les équivalents des
fragment shaders. L’exécution du code se fait par une invocation de kernel,
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équivalent d’un rendu en Cg, et écrivant ses résultats dans un flux de
sortie.
1.4.6.4 Organisation des threads
L’exécution de programmes CUDA repose sur la notion de thread, si-
milaire à celle de threads sur CPU, processus légers pouvant s’exécuter
en parallèle. Ces threads sont regroupés en warp, des ensembles de 32
threads ; c’est la taille minimale que le GPU peut traiter en SIMD. En pra-
tique, le développeur ne manipule pas ces warps, mais des blocs, qui sont
également des réunions de 64 à 512 threads (de 2 à 16 warps), organisés
dans un espace de une à trois dimensions. Ces blocs sont enfin regrou-
pés par grid, ou grille, dans un espace de même type. Tous les threads
contenus dans une grille sont pilotés par un même kernel. Une invocation
de kernel est donc une exécution d’un kernel sur tous les threads d’une






































































Figure 1.8 – Organisation des unités logiques de traitement pour CUDA. Les blocs sont
ici organisés en deux dimensions dans chaque grille, tout comme les threads le sont dans
chaque bloc.
La communication entre les threads d’un même bloc est permise par
une mémoire partagée par le bloc. Il est possible de synchroniser tous les
threads d’un même bloc.
1.4.6.5 Organisation mémorielle
Chaque processeur, exécutant un thread, a un accès physique à plu-
sieurs endroits mémoriels. Les deux plus larges zones mémoire sont les
mémoires locale sur GPU et globale sur CPU, les processeurs du GPU
ayant en effet accès à une partie de la mémoire du reste du système. Ces
accès sont lents (entre 200 et 300 cycles d’horloge) et ne sont de préfé-
rence utilisés que lorsqu’ils peuvent être masqués par d’autres calculs.
Une partie de la mémoire globale du GPU peut être mise en cache sur un
multiprocesseur, et accessible aux huit processeurs de ce multiprocesseur ;
ce sont les caches pour les constantes et pour les unités de texture, de 8Ko
chacun, accessibles uniquement en lecture. Chaque multiprocesseur pro-
pose également une mémoire partagée entre ses processeurs, de 16Ko,
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permettant l’échange d’informations rapidement entre eux et économi-
sant la bande passante. Cette mémoire n’est cependant partagée qu’entre
les threads d’un même bloc. Enfin, chaque processeur dispose de quelques
registres qui lui sont propres. La figure 1.9 résume cette organisation des





























Figure 1.9 – Chaque processeur a accès à ses propres registres, en plus d’une mémoire
partagée et de caches des mémoires constante et de texture, sur le multiprocesseur auquel
il appartient. Un accès à la mémoire globale est effectuable, mais lent.
Ce schéma mémoriel est l’un des atouts majeurs de CUDA, car les
différents accès en lecture et écriture à ces zones autorisent les opérations
de scatter, permettant des portages beaucoup plus simples d’algorithmes
sur GPU.
1.4.6.6 Exécution
Le nombre de blocs pouvant être exécuté simultanément est condi-
tionné par l’architecture présente, un modèle de GPU disposant de plus
ou moins de multiprocesseurs. L’inclusion d’un grand nombre de blocs
dans des grilles permet de s’abstraire de cette contrainte matérielle et
d’exécuter un kernel sur un grand nombre de threads en une seule invo-
cation. De plus, CUDA se charge de répartir les ressources disponibles :
sur les GPU disposant d’un nombre important d’unités de traitement, les
blocs de threads seront exécutés simultanément sur ces unités ; dans le
cas contraire, une exécution séquentielle aura lieu. Chaque grille est as-
signée à un multiprocesseur. Les 16Ko de mémoire du multiprocesseur
sont donc partagés par tous les blocs que ce multiprocesseur exécute. Ce
qui reste à la charge du développeur est l’arrangement des threads par
bloc et des blocs par grille, en en spécifiant les nombres, généralement
dépendant de la taille des données en entrée plutôt que du nombre de
processeurs disponibles sur la carte.
Le modèle de programmation en CUDA est un une extension du mo-
dèle GPGPU présenté en section 1.4.2 : ce qu’il est possible de faire en
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programmation GPGPU classique (avec un shading language) est a priori
possible en CUDA.
1.4.6.7 Exemple de code
Programmer en CUDA, c’est écrire un ou plusieurs kernels et les in-
voquer à partir d’un programme principal. L’exemple canonique de dé-
monstration du fonctionnement de ce langage est l’addition de deux ma-
trices, que nous prendrons ici carrées. Nous présentons donc ici l’implé-
mentation d’un kernel et du code C++ associé.
Le kernel se définit comme une fonction C++ standard, précédé de la
déclaration __global__, indiquant que la fonction est à exécuter sur le
GPU et non le CPU. Dans notre cas, on peut l’écrire de cette façon :




5 int i = blockIdx.x * blockDim.x + threadIdx.x;
6 int j = blockIdx.y * blockDim.y + threadIdx.y;
7 if (i < N && j < N)
8 C[i][j] = A[i][j] + B[i][j];
9 }
Le kernel add_matrix prend en argument trois matrices carrées de
taille N, A et B étant les deux matrices à additionner dans C.
Chaque thread lancé est doté d’un identificateur, threadIdx, a accès
à sa position dans le bloc courant, blockIdx, et aux dimensions de ce
bloc, blockDim. Les variables threadIdx, blockIdx et blockDim sont
des vecteurs de dimension 3, car les threads et les blocs peuvent être
organisés sur une, deux ou trois dimensions. Cela permet le lancement
d’un calcul sur des vecteurs, des matrices ou des champs tensoriels de
façon naturelle.
i et j représentent ici les indices des éléments à additionner des ma-
trices A et B. Le résultat est stocké à la même place dans la matrice C. i et
j sont calculés en fonction de l’identifiant du thread courant, mais égale-
ment de l’identifiant du bloc contenant ce thread : on va en effet assigner
à chaque bloc le traitement d’une partie déterminée des matrices, ce qui
nécessite pour chaque thread de savoir dans quel bloc il s’exécute.




3 // Taille des matrices
4 int N = 4096,
5





11 // Remplissage des matrices A et B
12 /* ... */
13
14 // Invocation du kernel
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15 dim3 dimBlock(16, 16);
16 dim3 dimGrid( (N + dimBlock.x - 1) / dimBlock.x,
17 (N + dimBlock.y - 1) / dimBlock.y);
18 add_matrix<<<dimGrid, dimBlock>>>(A, B, C);
19 }
Les deux variables dimGrid et dimBlock permettent respectivement de
spécifier les dimensions de la grille et des blocs sur lequel le calcul va
s’exécuter. Ici, un bloc peut exécuter 16× 16 = 256 threads, et la grille est
choisi avec assez de blocs pour avoir un thread par élément de matrice.
Le nombre de threads par bloc est généralement induit par la taille des
données à traiter plutôt que par le nombre de processeurs disponibles,
qui est la plupart du temps largement dépassé.
L’invocation du kernel se fait comme un appel de fonction en C++, à
la différence près qu’on spécifie en plus les paramètres précédents entre
<<< , >>>.
Pour de plus amples détails, le lecteur est invité à consulter le guide
de programmation CUDA [172].
1.4.7 Quelques techniques classiques vues sur ces deux langages
Nous nous proposons ici de décrire trois algorithmes parallélisables
pouvant être efficacement adaptés sur GPU, pour s’en servir comme
exemples illustrant les différences entre deux langages GPU, l’un à vo-
cation graphique, Cg, l’autre destiné au calcul généraliste, CUDA. Nous
avons souhaité faire un tel parallèle pour montrer les atouts et inconvé-
nients de ces deux types de langages.
1.4.7.1 Quelques techniques classiques de programmation parallèle
Parmi les méthodes essentielles en informatiques, le mapping, la réduc-
tion et le scan sont trois des techniques ayant été adaptées ou développées
pour une exécution sur machine parallèle, en particulier sur GPU. Nous
donnons ici un aperçu de ces trois méthodes. Pour de plus amples détails
sur les algorithmes parallèles, nous invitons le lecteur à se référer à [100].
Définition 1.9 Le mapping consiste à appliquer une même fonction mathématique sur tout un
jeu de données.
C’est le traitement parallèle le plus simple, par lequel chaque unité de
calcul parallèle va effectuer la même opération (ou suite d’opérations) sur
un morceau des données entrantes.
Un exemple simple de mapping est présenté en figure 1.10
Définition 1.10 La Réduction de données permet de calculer, à partir du flux de données
entrant, un sous-flux ou un élément unique ayant une ou plusieurs particularités
désirées.
La réduction est un processus itératif. A chaque itération, la taille des
données, initialement n, est divisée par m (un entier, généralement une
puissance de 2 si n l’est aussi, et dépendant de la dimension des don-
nées en entrée) , le flux des données entrantes est découpé en morceaux
de taille m, chacune de ces parties étant envoyée à une unité de calcul
parallèle, qui va exécuter sur ces données la suite d’instructions qu’on






































Figure 1.10 – Exemple de mapping : multiplication par un scalaire k d’un flux de
scalaires entrant : chaque unité de calcul lit un scalaire dans le flux entrant, le multiplie
par k, puis écrit le résultat à la bonne place dans le flux de sortie.
lui a confié, puis va écrire un résultat à l’endroit idoine dans le flux sor-
tant. Lorsqu’une unité a fini de traiter sa partie courante, elle en reçoit
une nouvelle, et ce jusqu’à épuisement du flux entrant, ce qui marque la
fin de l’itération. Le flux sortant est pris comme entrée dans l’itération
suivante. Après au maximum logm(n) itérations, la sortie est réduite au
sous-flux ou à l’élément voulu. La complexité temporelle d’une telle ré-
duction est de l’ordre de O( np log n), avec p le nombre d’unités de calcul
disponibles sur le matériel. Séquentiellement, la même réduction aurait
une complexité de l’ordre de O(n). Pour des problèmes en dimension
supérieure, ce principe de réduction est facilement transposable, en aug-
mentant m. En dimension deux, on réduit la taille du flux par quatre à
chaque itération ; c’est le cas le mieux adapté dès que l’on a à manipuler
des images 2D.
Un exemple de réduction est présenté en figure 1.11.
Définition 1.11 Le Scan est un algorithme qui, appliqué à une séquence, en calcule une autre
de même taille, dans laquelle chaque élément est la somme de tous les éléments
d’index inférieurs dans la séquence d’entrée.
Malgré une nature apparemment séquentielle, il existe différents algo-
rithmes parallèles efficaces pour réaliser cette opération, également appe-
lée all-prefix-sum. Le scan fut popularisé par Blelloch qui le décrit comme
une primitive importante dans le calcul parallèle adapté aux machines de
l’époque, en particulier les Connection Machines [14]
L’idée naïve d’implémentation séquentielle est un parcours simple des
données avec mise à jour d’une somme partielle, l’algorithme 1 le pré-
sente. Sa complexité est en O(n).
Algorithme 1 : Scan naïf
Entrées : S : scalaire ; x : tableau de données
S← x[0];1
pour i = 1 à n− 1 faire2
S← S + x[i];3
x[i]← S;4
fin pour5
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x1 x3x2 x4 x6x5 x7 …
x1+x2 x5+x6x3+x4 x7+x8 …
?xi





































Figure 1.11 – Exemple de Réduction : somme sur un tableau. Les données sont placées
dans un flux en entrée. A chaque itération du processus, la taille du tableau est divisée
par deux. Un élément d’index i du flux de sortie Fs contient la somme suivante de valeurs
du flux d’entrée Fe : Fs(i) = Fe(2i) + Fe(2i + 1). Après logm(n) itérations, on obtient
un nouveau flux de taille 1 contenant la somme de tous les éléments initiaux.
Hillis et al. [99] furent dans les premiers à proposer une implémenta-
tion parallèle de l’algorithme de scan, ou all partial sums sur un tableau. Un
pseudo-code basé sur leur implémentation est présenté par l’algorithme 2
et la figure 1.12. La complexité de cet algorithme est en O(n log2 n), avec
n la taille de la séquence d’entrée, ce qui est moins bon que la complexité
de l’algorithme séquentiel 1. La parallélisation de l’algorithme introduit
ici une baisse théorique de performance, compensée en pratique par l’exé-
cution parallèle de ce code.
Algorithme 2 : Scan parallèle
Entrées : x, tableau de données
pour i = 1 à log2 n faire1
pour tout k faire en parallèle2
si k ≥ 2i alors3




Blelloch [14], Horn [104] et Sengupta et al. [208, 207] ont montré que
l’algorithme de scan et le modèle de données qu’il manie ont des utilisa-
tions potentielles dans des domaines variés : détection de collision, sur-
faces de subdivision, résolution d’équations de récurrence, algorithmes
de tri, algèbre linéaire,. . .
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Figure 1.12 – Scan parallèle : Exemple de calcul de sommes partielles sur un tableau de
8 éléments. Pour chaque i, on additionne des couples de valeurs suivant ce schéma
1.4.7.2 Comparaison de Cg et CUDA
Les trois techniques venant d’être exposées sont parallélisables sur
GPU aussi bien en Cg, avec utilisation des notions de textures et frag-
ments, qu’en CUDA, par programmation directe. Nous proposons ici
pour chaque méthode présentée ci-dessus un bref aperçu des implémen-
tations existantes.
Mapping C’est l’opération naturelle des GPU, équivalent à l’application
d’une fonction mathématique. Aucune implémentation notable n’est donc
à relever.
En Cg, chaque pixel/fragment de la texture d’entrée est modifié par la
même suite d’opérations, encodée dans un simple shader. Une seule passe
sera appliquée, avec un seul shader. La figure 1.10 illustre cette opération.
En CUDA, chaque thread a à traiter un élément du flux en entrée en
lui appliquant la fonction mathématique, contenue dans un unique kernel.
Une seule invocation de ce kernel est nécessaire.
Pour des opérations simples de type mapping, aucun de ces deux
langages n’est spécialement préférable.
Réduction En Cg, la réduction est réalisable en itérant les rendus, avec
un seul shader : chaque processeur du GPU va recevoir une partie
des données (généralement deux éléments) pour retourner un élément
unique. Les données étant stockées dans des textures, il est alors aisé de
réaliser des réductions en dimension 1 (c’est le cas proposé sur la figure
1.11, chaque ligne de la texture d’entrée étant un flux entrant indépendant
des autres) et en dimension 2. Dans ce dernier cas, à chaque itération, il
est possible de diviser par deux les deux côtés de la texture d’entrée, on
divise alors par quatre la taille du flux entrant. En un pixel (i, j) de la tex-
ture de sortie Ts, on stockera Ts(i, j) = f (Te(2i, 2j), Te(2i+ 1, 2j), Te(2i, 2j+
1), Te(2i + 1, 2j + 1)). En pratique, on utilise deux textures en ping-pong
(voir section 1.4.2.4)
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En CUDA, la réduction est un exemple astucieux des possibilités du
langage. Une implémentation est proposée dans les exemples du SDK de
CUDA [90]. La difficulté principale d’un tel algorithme sur les machines
parallèles que sont les GPU est la synchronisation globale des threads et
les communications entre threads. CUDA ne disposant pas de mécanisme
de synchronisation globale pour des raisons d’implémentation matérielle,
le problème est contourné par la décomposition de la charge en plusieurs
kernels, dont les invocations servent de synchronisation. Dans [90] est
également présentée une suite d’optimisations d’implémentation et algo-
rithmiques permettant d’améliorer encore d’un facteur 30 une implémen-
tation parallèle naïve de cet algorithme.
La réduction est une opération en général simple à implémenter en Cg.
En CUDA, ce n’est pas beaucoup plus complexe pour le cas naïf, mais re-
quiert quelques connaissances en programmation parallèle. La simplicité
de Cg et le fait que ce type d’opération se prête bien à ce langage joue en
sa faveur.
Scan Le scan est un bon exemple d’algorithme ayant été implémenté
en Cg, en particulier le scan de Hillis [99] implémenté par Horn [104] et
repris par Hensley et al. [97]. C’est une implémentation directe de l’al-
gorithme 2, utilisant la technique du ping-pong, tout comme pour la ré-
duction. Sengupta et al. [208] ont depuis présenté un nouvel algorithme,
implémenté en Cg, utilisant au mieux la paralléllisation proposée par ce
langage et s’exécutant en O(n), avec n la taille des données en entrée.
Cette amélioration théorique provient d’un compromis astucieux entre
une décomposition du scan en deux parties (une réduction pour calculer
certaines sommes partielles, suivie d’une recomposition, appelée down-
sweep, permettant de recalculer des valeurs intermédiaires) et un retour
à la méthode de Horn dans les itérations où la taille des données est
suffisamment petite. Les étapes de réduction et de down-sweep sont telles
qu’elles permettent d’occuper efficacement l’ensemble des processeurs,
optimisant la parallélisation du calcul.
Peu après la version Cg [208] du scan, Harris et al. ont présenté une
version implémenté en CUDA [93], adaptant l’algorithme efficace de Blel-
loch et la précédente implémentation GPU en Cg [208] pour une plus
grande efficacité avec CUDA. Sengupta et al. ont ensuite proposé une
autre amélioration, nommée segmented scan [207], autorisant un décou-
page plus arbitraire du flux de données en entrée. Cette version fut ap-
pliquée à des tris de type quicksort ou à des multiplications de ma-
trices creuses. Leur implémentation s’appuie sur certaines propriétés spé-
cifiques à CUDA, en particulier la mémoire partagée.
Pour une utilisation plus approfondie, Cg montre quelques limita-
tions. Ce qu’il est possible de faire en quelques invocations de kernels en
CUDA nécessite un nombre important de rendus en Cg. De par les limita-
tions SIMD/CREW de Cg, le partitionnement de certains algorithmes en
plusieurs passes (rendus ou kernels) ne peut se faire pareil dans les deux
langages.
Comparaison globale de Cg et CUDA Des trois exemples précédents,
nous avons vu qu’il est parfois préférable d’utiliser Cg à CUDA et réci-
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proquement, et plus globalement des shading language face aux langages
GPGPU, cela dépendant de l’application à implémenter.
Nous proposons ici une comparaison succincte des atouts et faiblesses
de chacun de ces deux langage pour de la programmation généraliste ; ces
remarques sont généralisables
1. Arguments Pour Cg
– Apprentissage assez simple à partir du C/C++ (nécessite
quelques notions de programmation graphique)
– Peut être utilisé sur n’importe quelle carte NVidia ;
– Astuces simples et utiles en algorithmique (Early Z Cull,
discard(), Occlusion Queries,. . . ) ;
– Proche d’autres langages de shading (HLSL, GLSL), donc portage
possible sur cartes ATI avec peu de modifications ;
– Dans le cas d’applications graphique, permet facilement d’afficher
les résultats ;
– Pas besoin de gestion des threads et bloc, le driver s’en charge.
2. Arguments Contre Cg
– Nécessite de connaître un minimum les API graphiques (OpenGL,
D3D) ;
– Bottlenecks possibles sur le pipeline (en cas de surcharge des ver-
tex unit, les fragment units ne sont pas exploitées à leur plein
potentiel, ou réciproquement) ;
– Opérations de scatter impossibles : nécessité de repenser certains
algorithmes pour les porter en Cg ;
– Pour de nombreux algorithmes, nécessité de plusieurs passes,
pouvant être consommatrices de bande passante ;
– Modèle mémoriel contraint, pas de mémoire partagée rapide.
3. Arguments Pour CUDA
– Apprentissage très simple à partir du C/C++, pas besoin de no-
tion en API graphique (CUDA propose sa propre API) ;
– Scatter possible ;
– Possibilité d’écrire plus d’un pixel par thread ;
– Utilisation de l’architecture unifiée des G80 et plus, permettant un
meilleur remplissage du pipeline ;
– Modèle mémoriel plus performant qu’en Cg : mémoire globale,
mais aussi mémoire partagée entre les threads d’un bloc ;
– Synchronisation des threads possible pendant leur exécution ;
– Dans la plupart des cas, possibilité de baisser le nombre de ren-
dus/invocations nécessaires par rapport à Cg, ce qui implique une
réduction de l’overhead driver/matériel ;
4. Arguments Contre CUDA
– Ne proposait pas, jusqu’à très récemment, de passerelle vers
Cg (impossibilité de faire cohabiter un shader Cg et un kernel
CUDA), ce qui est problématique si l’on a des besoins graphiques
(problèmes de visibilité,. . . ). Désormais, il existe une interopéra-
bilité entre CUDA et OpenGL [70], permettant de partager des
données entre CUDA, OpenGL et Cg, ainsi que de mixer les ap-
pels provenant de ces différents langages ;
– Nécessite une carte NVidia récente (architecture G80 ou plus ré-
cente) ;
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– Aucune garantie sur l’ordre d’exécution des blocs, pas de com-
munication entre bloc ;
– Préférable d’exécuter au minimum 32 threads (un warp) ;
Pour les applications présentées dans les chapitres qui vont suivre,
nous aurions pu indifféremment utiliser Cg ou CUDA. Notre choix, porté
sur Cg, a été motivé par la création d’une librairie de calcul sur GPU
(voir section suivante), que nous avons voulu utilisable dans le maximum
d’applications, dont la plupart en vision par ordinateur nécessitant une
gestion de graphismes.
1.5 CLGPU
Lors de nos premières implémentations d’algorithmes sur GPU, en
Cg, il s’est avéré que nous utilisions répétitivement les mêmes fonctions
d’initialisation, de création de textures et de passage de paramètres. L’idée
d’une librairie dédiée à faciliter l’utilisation de ces instructions nous pa-
rût parfaitement adaptée, d’où le développement de la CLGPU, librairie
d’appels Cg, au sein de la CertisLib [32].
1.5.1 CertisLib
La CertisLib [32] est un ensemble de librairies développées par les
membres du Certis et pour leurs besoins de recherche et d’enseignement.
Basées sur le langage C++, ces librairies thématiques permettent de ma-
nipuler facilement l’ensemble des types de données et d’outils utilisés en
analyse d’images et vision par ordinateur : images, caméras, champs de
Markov, levels sets, points caractéristiques, stéréovision,. . . ainsi que les
outils d’affichage nécessaires. Elles proposent également un ensemble de
classes dédiées à l’algèbre linéaire.
Parmi ces librairies se trouve la CLGPU, dédiée au calcul généraliste
sur GPU, écrite en C++, basée sur l’API OpenGL, et pour une utilisation
du langage Cg. Dans la suite de cette section, nous explicitons le choix de
ce langage par rapport à d’autres, ainsi que le fonctionnement général de
la CLGPU.
1.5.2 Motivation : choix de Cg pour la CLGPU
L’idée d’utiliser un langage tel que Cg peut paraitre singulier d’un
point de vue actuel, voire handicapant, surtout dans un contexte de pro-
grammation générique que nous nous sommes fixés. Néanmoins, plu-
sieurs raisons nous ont pourtant poussés à ce choix.
– La première est matérielle : nous avons dû faire le choix d’un
constructeur. Ce choix s’est porté sur NVidia [169], leader à cette
date sur le marché des cartes graphiques, proposant des produits
répondant à nos attentes et innovant de façon continue.
– La seconde raison est historique : lors du début du développement
de la CLGPU, les cartes NVidia disponibles à l’époque étaient celles
de la série 7 (architectures G70 à G73). Or, CUDA n’était pas encore
disponible, ne fonctionnant qu’à partir des architectures G80. De
plus, le choix se limitait aux shading languages : Cg, HLSL, GLSL,
Sh,. . . Le choix de Cg fut assez évident, étant donné le choix du
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constructeur qu’on a retenu : Cg ayant été spécialement développé
pour ces générations de cartes, ses instructions y sont optimisées.
– Ensuite, bien que seule l’utilisation GPGPU nous intéressait à ce
début, il n’était pas exclu qu’un usage plus graphique, en accord
avec d’autres librairies de la CertisLib, soit fait de la CLGPU et de
ces cartes. Nous voulions donc nous baser sur un langage autorisant
les manipulations d’éléments graphiques, de vertex, de pixels, de
buffers d’affichage,. . .
– Cg possède également quelques avantages techniques destinés prin-
cipalement au calcul graphique mais dont le détournement pour un
usage générique est possible et potentiellement bénéfique. C’est en
particulier le cas des occlusion queries et du Early Z-Cull, comme nous
l’avons vu dans la section 1.4.4.
– Enfin, par soucis de simplicité, nous voulions un langage simple
d’apprentissage, répondant au moins à nos besoins. A ce niveau, Cg
est aussi bon que CUDA.
Ces conditions, ainsi que les quelques défaut de CUDA relevés (les
threads devant être exécutés par groupe de 32 –un warp– au minimum,
l’impossibilité de rendre dans une texture,. . . ) ont donc fait de Cg le can-
didat idéal.
Par la suite, en particulier dès que CUDA fut disponible, la question de
réécrire la CLGPU ne s’est pas réellement posée. La simplicité de Cg, les
possibilités que ce langage offre et la mise à disposition en même temps
que CUDA d’une nouvelle génération de cartes graphiques (apportant des
changements particulièrement intéressants pour Cg) ont suffit à couvrir
nos besoins. Les quelques essais que nous avons effectué en CUDA ne
nous apportant pas de gain de temps substantiel, nous nous sommes donc
arrêtés à Cg.
En conclusion, le choix de Cg par rapport à un autre langage de sha-
ding n’a aucun impact, les algorithmes seraient les mêmes et offriraient
les mêmes performances. Nous ne nous poserons la question de CUDA
que lorsqu’il y aura des passerelles avec les applications graphiques, car
nos applications le sont aussi.
1.5.3 Fonctionnement de la CLGPU
Le développement de cette librairie a été pensé de façon à masquer à
l’utilisateur les instructions techniques d’initialisation et d’appel de ren-
dus Cg. Cet utilisateur n’a plus qu’à apprendre le contenu même de Cg.
Son fonctionnement est simple, la CLGPU ne contenant que quelques
classes C++ et peu de méthodes. Pour être utilisée, elle ne nécessite que
de très simples connaissances en graphisme.
L’exemple canonique d’utilisation de cette librairie est l’application
d’un filtre à une image. Il est donné dans la suite de listings suivante. On
souhaite appliquer un filtre gaussien à une image en niveau de gris. Le
code complet est divisé en deux parties : d’un côté, les appels CPU pour
initialiser et lancer le calcul, et de l’autre côté le calcul même sur GPU.
Les appels CPU sont présentés dans une fonction main() C++ :
1 /******************************************/
2 /* MAIN C++ */
3 /******************************************/
4 int main(int argc, char **argv)
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5 {
6 // === Definition et chargement des donnees pour une





12 // === Initialisation du GPU
13 GpuInit(argc,argv,NV80);
14
15 // === Declaration et initialisation du framebuffer
16 FrameBuffer fb;
17 fb.Init();
Cette première partie d’initialisations déclare une image Img de type
définie dans la CLGraphics (une des librairies de la CertisLib) et y charge
une image présente sur disque (ligne 9). La CLGPU nécessite d’être initia-
lisée par l’emploi de quelques instructions, regroupées en un seul appel
ligne 13, auquel on peut spécifier le modèle de carte utilisé, ici NV80
correspondant à la huitième génération de cartes NVidia. Enfin, un objet
appelé framebuffer doit être instancié et initialisé. Cet objet est traditionnel-
lement le buffer de sortie du GPU destiné à l’affichage, mais il va ici aider
à gérer les liens entre les textures et le GPU. Un et un seul framebuffer est
nécessaire.
18 // ==== Transfert de l’image vers une texture GPU
19 Texture InTex; // Texture GPU d’entree
20 InTex.Init(w,h,FLOAT1); // Initialisation de la texture
21 Image<float,2> I(Img); // Cast des donnees en float
22 InTex.Set(I.data()); // Transfert vers GPU
23
24 // === Declaration et initialisation de la texture
25 // === de sortie
26 Texture OutTex;
27 OutTex.Init(w,h,FLOAT1);
Dans cette deuxième phase, on instancie dans la mémoire de la carte
graphique, aux bonnes dimensions, une texture, InTex, dans laquelle on
va envoyer le contenu de l’image Img, puis une texture OutTex, aux
mêmes dimensions, dans laquelle sera récupérée l’image en sortie. Le
transtypage des données de l’image d’entrée est nécessaire pour des rai-
sons de compatibilités avec la CertisLib.
28 // === Declaration et initialisation du shader a partir




33 // === Passage d’un parametre au shader et association
34 // === d’une texture
35 smooth.SetInt("n",3);
36 smooth.SetTexture("I",InTex);
Avant de lancer le calcul GPU, il faut spécifier le shader à utiliser. On
en instancie un, smooth, auquel on associe le code contenu dans le fichier
smooth.cg (lignes 30 et 31). A ce shader, on passe les paramètres qu’il
demande, ici un entier n de valeur 3, et une texture I à laquelle on associe
la texture d’entrée InTex.
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37 // === Rendu
38 fb.Render(smooth,OutTex);
Après les précédentes phases d’initialisation et de préparation des don-
nées, le calcul sur GPU (le rendu) est lancé, par cette simple ligne 38. La
fonction lancée est une méthode (au sens C++) du framebuffer, à laquelle
on passe en argument la texture de sortie, ici OutTex. Cette fonction exé-
cute le rendu d’un rectangle de mêmes tailles que celles de OutTex.
39 // === Recuperation des donnees et affichage
40 fb.Get((void*)I.data());
Les résultats peuvent ensuite être récupérés du GPU vers une image sur
CPU, I.
41 // === Detachement du framebuffer, destruction des






48 GpuTerminate(); // Cloture de la CLGPU




Avant la fin du programme, il est nécessaire de détacher le framebuffer,
c’est-à-dire le libérer de ses liens avec les textures auxquelles il a été as-
socié, puis de détruire ces textures, pour pouvoir retrouver l’état OpenGL
initial.
En parallèle de ce main, le code du shader smooth.cg exécuté est le
suivant.
1 /******************************************/
2 /* MAIN Cg */
3 /******************************************/
4 float main (
5 in float2 coords : TEXCOORD0,
6 uniform int n,
7 uniform samplerRECT TIn
8 ): COLOR
9 {
10 float J = 0;
11 int a,b;
12 for (a=-n;a<=n;a++)






Ce simple exemple de shader Cg permet d’illustrer les principaux élé-
ments du langage. Un fragment shader est intrinsèquement une fonction,
ici main(), avec différents types d’arguments :
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– un vecteur de deux float, ici coords (ligne 5), associé à la sémantique
TEXCOORDS0, contenant les coordonnées dans la texture de sortie
du fragment courant. C’est le rôle des sémantiques que de lier une
variable Cg à un registre, reflétant une propriété du pipeline gra-
phique : position, couleur, coordonnées dans des textures,. . .
– un type scalaire, int (ligne 6), que l’on déclare uniform, signifiant
que la valeur proviendra d’un programme extérieur. Ici, l’entier n
prend sa valeur 3 par le programme C++ principal montré précé-
demment (ligne 35), grâce à la méthode SetInt. Il est également
possible de déclarer des scalaires de type float grâce à la CLGPU.
– une référence vers une texture contenant nos données, TIn. Cette
référence est associée à une texture en dehors du shader, éga-
lement dans le programme principal (ligne 36), par la méthode
SetTexture. Ces références sont ici de type samplerRECT, dé-
signant une texture dont les dimensions ne sont pas spécifiquement
des puissances de 2. Il existe d’autres types de qualifieurs pour les
textures : 1D, 2D, 3D, texture pour du cube mapping [170].
Le filtre à appliquer est défini par :








In(i + k, j + l)
)
/(2n + 1)2
Les lignes 10 à 17 implémentent directement ce calcul. On voit ici que
Cg est très similaire au C/C++ (donc facile d’apprentissage). L’accès à
la texture d’entrée est possible par la fonction f1texRECT(), à laquelle
on passe la référence sur texture et les coordonnées de l’élément à lire.
Ainsi, on peut facilement récupérer les valeurs de n’importe quel élément
de la texture, et plus particulièrement des voisins spatiaux à partir des
coordonnées courantes contenues dans coords. De plus, les problèmes
de bords sont évités par une extension de type OpenGL de la texture sur
ses bords.
Pour des détails approfondis sur le langage Cg, le lecteur est invité à
se reporter à [52].
Conclusion du chapitre
Dans ce chapitre, nous avons introduit le concept de programmation
générique parallèle sur carte graphique, ou GPGPU (General Purpose com-
puting on Graphics Processing Units) en explicitant son intérêt croissant
pour la communauté scientifique, en exposant les notions de parallélisme
sur lesquels il repose et qu’il est nécessaire de connaitre dans ce cadre,
puis nous avons présenté un historique des générations successives de
cartes graphiques et l’architecture matérielle des plus récentes, le modèle
de programmation GPGPU que cette architecture impose ainsi que ses
contraintes et quelques astuces classiques. Nous avons présenté plus en
détail deux langages de programmation GPU utilisés en GPGPU, Cg et
CUDA, ainsi que la CLGPU, librairie de calcul GPGPU basée sur Cg et
développée par nos soins, en justifiant le choix de Cg.
Dans le chapitre suivant, nous répertorions un nombre important
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L’utilisation détournée du matériel graphique dans les ordinateurspour du calcul générique a commencé dès la fin des années 70 avec
des machines telles les Ikonas [47] et les Pixel Machines [186]. Plus récem-
ment, les machines Pixel-Planes 5 [190] et PixelFlow [177, 158] ont contribué
au développement de techniques telles textures procédurales et ombrages.
Les premiers GPU proposaient un pipeline fixe, leur programmabilité ef-
fective n’est apparue qu’avec la version 1 des pixel shaders de Microsoft,
avec Direct3D 8.0 en 2000, autorisant de nouveaux types de calculs, dé-
taillés dans [233] par Trendall et Stewart.
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Mais c’est surtout lors de ces quelques dernières années, grâce à la
mise à disposition de langages informatiques haut niveau et plus faciles
d’accès, le coût de plus en plus faible du matériel et l’accroissement de
la flexibilité et de la puissance de ces cartes que s’est développé le calcul
GPGPU, incitant les chercheurs et les développeurs à s’y intéresser de
plus en plus près. On a alors vu émerger un large spectre d’applications
computationnelles utilisant ces cartes graphiques comme outil pour le
calcul générique.
Dans ce chapitre, nous présentons quelques unes des applications
orientées GPGPU parmi les plus récentes. Il serait prétentieux de vou-
loir être exhaustif étant donné l’engouement de la communauté scien-
tifique pour cet outil ces dernières années ; nous nous bornerons donc
à certains domaines significatifs : nous présentons tout d’abord certains
outils et méthodes de calcul améliorés grâce aux GPU, puis des applica-
tions physiques utilisant ou non ces outils. Différentes applications dans
le domaine financier seront brièvement exposées, suivies de méthodes de
traitement de signaux puis de synthèse d’images par illumination. Enfin,
quelques méthodes en traitement d’images et en vision par ordinateur
seront présentées.




Une des premières et principales utilisations des cartes graphiques en
calcul générique est le développement ou l’implémentation d’outils de cal-
culs. Deux domaines ont particulièrement intéressé les chercheurs ces der-
nières années : l’algèbre linéaire et la résolution d’équations aux dérivées
partielles. Nous citons également quelques applications algorithmiques.
2.1.1 Algèbre linéaire
L’adaptation d’algorithmes du domaine de l’algèbre linéaire s’est faite
aussi récemment que rapidement, les chercheurs ayant constaté que beau-
coup de ces algorithmes peuvent s’adapter au schéma de calcul SIMD
proposé par les GPU. Les premières implémentations de calcul matriciel
y ont été réalisées par Larsen et McAllister [133], utilisant les fonctions de
blending de textures disponibles sur les cartes, consistant à mélanger deux
textures ou plus. Un an plus tard, Thompson et al. ont proposé un frame-
work de calcul généraliste sur GPU [229], incluant la possibilité d’exécuter
des opérations algébriques, et montrant pour la première fois que les GPU
peuvent rivaliser et dépasser les CPU en temps de calcul sur des opéra-
tions matricielles.
Bolz et al. ont présenté une implémentation de matrices creuses [15],
utilisée dans un résolveur de gradient conjugué, ainsi qu’un résolveur
multigrilles sur grilles régulières. Goodnight et al. ont également pro-
posé un résolveur multigrilles différent [73], destiné à résoudre les pro-
blèmes de frontières. Moravánszky a introduit sur GPU un système algé-
brique linéaire reposant sur une représentation de matrices denses [46].
Avec une approche plus large, Krüger et Westermann ont proposé un
framework complet d’algèbre linéaire, avec des représentations optimi-
sées pour GPU des types vecteurs, matrices pleines et creuses [127]. La
figure 2.1 montre la représentation d’une matrice pour GPU, tandis que
la figure 2.10 montre le résultat de l’utilisation de ce framework. Ces ou-
tils ont particulièrement été utilisés pour la résolution d’équations aux










Figure 3: The representation of a 2D matrix as a set of diagonal vectors, and finally as a set of 2D textures is shown.
texture coordinates and N. Finally, the destination index ((i+j) mod
N) is calculated and converted to 2D texture coordinates.
After the first diagonal has been processed as described, the cur-
rent render target is simultaneously used as a texture and as a ren-
der target. Thus, fragments in consecutive passes have access to
the intermediate result, and they can update this result in each iter-
ation. After rendering the last diagonal, the result vector is already
in place, and the current render target can be used to internally rep-
resent this vector.
A considerable speed-up is achieved by specifying multiple adja-
cent diagonals as multi-textures, and by processing these diagonals
at once in every pass. Parameters i and N only have to be issued
once in the shader program. A particular fragment has the same in-
dex j in all diagonals, and as a matter of fact it only has to be com-
puted once. Starting with the first destination index, this index is
successively incremented about one for consecutive diagonals. The
number of diagonals that can be processed simultaneously depends
on the number of available texture units.
Let us finally mention, that with regard to the described imple-
mentation of matrix-vector products, there is no particular need to
organize matrices into sets of diagonal vectors. For instance, dense
matrices might be represented as sets of column vectors, giving rise
to even more efficient matrix-vector multiplication. Every column
just has to be multiplied with the respective vector element, result-
ing in a much smaller memory footprint, yet requiring a simple
shader program to which only the index of the currently processed
column is input.
3.3 Vector Reduce
Quite often it is necessary to combine all entries of one vector into
one single element, e.g. computing a vector norm, finding the max-
imum/minimum element etc. Therefore, we provide a special oper-




clVec x, clVec y,
);
The enumerator cmb can be one of CL ADD, CL MULT,
CL MAX, CL MIN, CL ABS. If the second parameter y is not
equal to NULL, the combiner operation is carried out on the prod-
uct x times y rather than only on x.
The reduce operation combines the vector entries in multiple ren-
dering passes by recursively combining the result of the previous
pass. Starting with the initial 2D texture containing one vector
and the quadrilateral lined up with the texture in screen space, in
each step a quadrilateral scaled by a factor of 0.5 is rendered. In
the shader program, each fragment that is covered by the shrunken
quadrilateral combines the texel that is mapped to it and the three
adjacent texel in positive (u,v) texture space direction. The distance
between texels in texture space is issued as a constant in the shader
program. The result is written into a new texture, which is now of a
factor of two smaller in each dimension than the previous one. The
entire process is illustrated in Figure 4. This technique is a standard
approach to combine vector elements on parallel computer architec-
tures, which in our scenario is used to keep the memory footprint
for each fragment as low as possible. For a diagonal vector that
is represented by a square texture with resolution 2n, n rendering
passes have to be performed until the result value val is obtained in
one single pixel. The respective pixel value is finally returned to the
application program.











Figure 4: Schematic illustration of the reduce operation.
4 Sparse Matrices
So far, the operations we have encountered execute very efficiently
on current commodity graphics hardware. On the other hand, they
are not suitable to process matrices as they typically arise in numer-
ical simulations. For instance, let us assume that the solution to the
Figure 2.1 – Représentation d’une matrice en GPU sous la f rme d’un ensemble de
vecteurs diagonaux, puis d’un ensemble de textures. Issue de [127].
Galoppo et al. ont introduit des algorithmes adaptés aux GPU per-
mettant de résoudre efficacement des systèmes linéaires denses [63], en
stock nt les matrices entièrement dans des textures 2D et en adaptant
les opérations de décomposition matricielle en terme de rasterisation. Ré-
cemment, Barrachina t al. ont égalemen pro osé deux API, basé s sur
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la librairie CUBLAS [171], pour la résolution de systèmes linéaires [6], en
apportant des amélioration algorithmiques et techniques, comme une ré-
partition de la charge entre CPU et GPU. Ils se sont particulièrement inté-
ressés à l’implémentation de variantes de la factorisation de Cholesky [7].
Les propriétés des systèmes linéaires tridiagonaux les rendent implé-
mentables de façon non-itérative, comme l’ont proposé Kass et al. avec leur
résolveur [115], appliqué dans un calcul temps réel de l’approximation de
la profondeur de champ sur une image (voir figure 2.2). Ces résultats ont
été obtenus par application d’un filtre
Figure 6: The image at the top left is an in-focus view of a scene that we render with our 3-layer DOF algorithm. Clockwise from top right,
we show the results of our algorithm with cameras with a narrow aperture and a mid-distance focal plane; with a wide aperture and a distant
focal plane; and with a wide aperture and a near focal plane.
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Figure 2.2 – Différents rendus de profondeur de champ. En haut à gauche : image nette
de la scène. En haut à droite : ouverture petite et plan focal à mi-distance. En bas à
gauche : grande ouverture et plan focal éloigné. En bas à droite : grande ouverture et
plan focal proche. Issu de [115].
De façon plus générale, l’appropriation des GPU pour le calcul algé-
brique a été étudiée par Fat halian et al. [49]. Ils se sont su tout intéres-
sés aux multiplications matrice-matrice, qu’ils ont montré limitées par le
manque de bande passante pour l’accès au données en cache. Pour remé-
dier à cela, ils ont également proposé des changements dans l’architecture
des prochains modèles de GPU.
2.1.2 Equations aux Dérivées Partielles (EDP)
L’importance et l’efficacité des équations différentielles dans presque
tous les domaines scientifique st telle que pouvoir accélérer leurs calculs,
de plus en plus complexes, est devenu un enjeu important. C’est pourquoi
il est naturel de voir apparaître dans la littérature de plus en plus d’articles
traitant d’implémentations GPU de résolveur d’équations aux dérivées
partielles, plus difficile à adapter correctement sur GPU que les équations
différentielles ordinaires (EDO), dont l’implémentation est assez directe
après discrétisation.
Les méthodes numériques employées pour résoudre ces EDP sont
nombreuses. Parmi celles employées sur GPU, on trouve par exemple une
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méthode basée sur le gradient conjugué (Krüger et Westermann [127],
Bolz et al.[15]), une méthode multi-grilles (Goodnight et al. [73] , Bolz et
al.[15]), ou bien la méthode de Jacobi (Harris et al. [91], un résultat de leur
implémentation est présenté en figure 2.11).
Les premiers essais menés pour résoudre ces EDP avec l’aide des GPU
furent de Rumpf et Strzodka [197, 196], appliqués à de la diffusion non-
linéaire (voir figure 2.3) et à de la segmentation dans une image par level-
set. Ils ont fait correspondre d’une part des structures de données telles
matrices et vecteurs à des textures, et d’autre part des opérateurs algé-
briques à des fonctionnalités GPU telles que le blending.
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where ÒN'P is the inverse transformation from intensities to numbers. However apart
from the overall control structure of the programm, this is the only computation done
by the CPU while using the conjugate gradient solver. For the Jacobi solver no CPU
calculation at all is required.
6 Results
The computations have been performed on a SGI Onyx2 4x195MHz R10000, with






. Convolution with a Gaussian kernel, which is equivalent to the
application of a linear diffusion model is compared to the results from the nonlinear
model in Fig. 2. This test strongly underlines the edge conservation of the nonlinear
diffusion model.
Figure 3 shows computations with graphics hardware using the Jacobi and the cg-
solver and compares them to computations in software. The precision used in the GPU
obviously sufficies for the task of denoising pictures by nonlinear diffusion. Although
the images produced by hardware and software differ, the visual effect is very compa-




iterations of the Jacobi, cg-solver for
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L images take about 17 sec
and 42 sec respectively, which is still slower than the software solution. The reason for
this surprisingly weak performance is easily identified in the unbalanced performance
of data transfer between the framebuffer and graphics memory. Before, we have already
mentioned that the back buffer serves as a register, where auxiliary results are computed
before they are stored in a variable in graphics memory. Because nearly all operations
effect the back buffer, its access times are highly relevant for the overall performance.
Figure 2.3 – Diffusion non linéaire. Comparaison d’une diffusion linéaire (haut) et d’une
diffusion non-linéaire (bas) en GPU. Issu de [197]
Lefohn et Whitaker ont utilisés les GPU pour résoudre des systèmes
creux d’équations aux dérivées partielles non linéaires [134, 136]. De plus,
Lefohn a également défini une nouvelle structure de données pour un
résolveur d’EDP s’adaptant aux régions d’intérêt [135].
Plus récemment, Rumpf et Strzo ka ont étudié l’implémentati n de
méthodes par éléments finis sur GPU plus en détail [198]. Zhao s’est ap-
puyé sur le modèle de Lattice-Boltzmann, initialement concu pour des
problèmes de dynamique des fluides, pour construire un résolveur d’EDP
sur GPU [260].
2.1.3 Algorithmique
Tris L’une des opérations fondamentale en algorithmique est le tri d’élé-
ments. Un large pan l de métho s variant en c mplexité existe, a priori
peu adaptées à des implémentations GPU. C’est surtout l’algorithme de
tri bitonique [8] qui a é é implémenté sur GPU.
Buck et Purcell ont proposé une première implémentation [26] de ce
tri, présenté en figure 2.4. Par la suite, Kipfer et Westermann reprennent
cette implémentation et l’améliorent en utilisant au mieux les ressources
disponibles sur ces cartes [120], et propose dans le même article un autre
algorithme de tri respectant l’ordre des éléments dans des tableaux par-
tiellement triés, dans des étapes intermédiaires du tri, ce qui peut être un
avant ge dans les situations où une lé ère erreur est tolérable.
Greb e Zachmann amélior nt l’al orithm bitonique par un nouvelle
approch théorique [77], atteignant la co plexité minimale de O(n log )
pour le tri. Par rapport à une version CPU optimisée (fonction sort()
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Figure 2.4 – Tri bitonique sur 8 éléments. Ce tri nécessite trois étapes, chacune composée
de une à trois phase. Chaque flèche est une comparaison à faire entre deux éléments, le
plus petit devant se trouver a posteriori à la queue de la flèche. Issu de [26].
de la STL), leur gain est seulement de 1.10 à 1.7 dans le meilleur des cas
présentés, sur une GeForce6800.
Leur implémentation est, de plus, rapide d’un point de vue pratique.
Graphes Malgré la nature non ordonnée des graphes et la nécessité
d’avoir un modèle de programmation parallèle avec des données correcte-
ment organisées, certains algorithmes basés sur ces graphes ont été adap-
tés, voire développés, pour être calculés sur GPU. Dans ce sens, Frishman
et Tal ont proposé un schéma global de partitionnement sur plusieurs
niveaux, réalisable sur GPU [58] (voir figure 2.5) ; ils ont également pré-
senté une méthode de représentation de graphes par GPU [59]. Harish
et Narayanan ont implémenté plusieurs algorithmes de recherche sur de
larges graphes (parcours en profondeur d’abord, plusieurs recherche de
plus courts chemins,. . . ) en CUDA [85], obtenant des facteurs de gain
intéressants, variant entre 20 et 50.
same partitio ) together maximiz s memory access locality. Thus, it
makes efficient use of the GPU’s memory bandwidth, since informa-
tion regarding neighboring nodes will most likely reside in the cache.
Second, since the number of nodes in each partition is similar, the
amount of computation performed on each node is balanced. Thus,
it makes efficient use of the GPU’s data parallel architecture, which
requires lock-step execution.
Fig. 4. Representing a graph on the GPU. Left: A graph spatially parti-
tioned into partitions; right: a corresponding location texture
The location texture also holds the partition number of each node.
Given a partition of maximum size csz, the height and width of
each rectangular region representing a partition are set to hpartition =
max(8,
√
Csz) and d Cszhpartiton e, respectively.
Graph edges are represented by a neighbors texture and by an ad-
jacency texture, as shown in Figure 5. The adjacency texture, whose
size is O(|E|), contains lists of (u,v) pointers into the location texture.
These lists represent the neighbors of each node. The neighbors tex-
ture holds for each node a pointer into the adjacency texture, to the
coordinates of the first neighbor of the node. Pointers to additional
neighboring nodes are stored in consecutive locations in the adjacency
texture. Doing so improves access locality. The degree of each node
is also stored in the neighbors texture. Its size is equal to that of the
location texture.
Fig. 5. Representing graph edges on the GPU. Node X has three neigh-
bors: Y,Z and W.
The geometric (KD) partitions (described in Section 4, Step 6) are
represented using two textures: the partition information texture and
the partition center of gravity texture. The partition information tex-
ture holds the following information: (u0, v0) – the coordinates in the
location texture of the upper left corner of the partition, the width and
height of the partition rectangle in the location texture, the number of
nodes in the last row of the partition (which may be partially filled),
and the number of nodes in the partition. The partition center of grav-
ity (C.G.) texture holds the current (x,y) coordinates of the center of
gravity of each partition. Two textures are used to represent partitions
not only because each texture is limited in the number of fields (to 4),
but also to separate between the constant information and the informa-
tion modified during the layout computation (i.e., center of gravity).
The forces computed during layout iteration are stored in two tex-
tures in a straightforward manner: the attractive force texture and the
repulsive force texture. The attractive force texture contains for each
node the sum of the attractive forces Fattr exerted on it by its neigh-
bors. The repulsive force texture holds the sum of repulsive forces,
Frepl : both by nodes in the same partition and by the other partitions
in the graph. Both textures have the same dimensions as the location
texture and contain the 2D components of the forces, (Fx,Fy).
Stream processing: On the GPU computation is performed by
selecting the rendering target, which is the stream, or the texture, to
which the o tput should be written. Next, an appropriate kernel pro-
gram is loaded. Finally, graphics primitives such as quadrilaterals, are
rendered in order to invoke the computation. For each pixel in the
primitive (i.e., that the quadrilateral covers), the loaded kernel pro-
gram is executed. Below we describe the order of invocations of the
kernel programs, and their input and output textures. Figure 6 displays
the execution graph of the algorithm.
Fig. 6. Execution graph of GPU layout (rectangles = streams,
ovals=kernels)
The algorithm is composed of three main stages, each implemented
in a separate parallel foreach loop which is executed in parallel for all
elements on the GPU. The first loop calculates the center of gravity of
each partition. The second loop calculates the forces acting on each
node. The third loop displaces nodes using simulated annealing.
The partition CG (center of gravity) kernel calculates the center
of gravity of each partition. The kernel reads information about each
partition from the partition information texture and from the location
texture and writes its result into the partition center of gravity texture.
The GPU operates on all partitions in parallel.
The repulse kernel, which is the most time consuming kernel, calcu-
lates the repulsive forces exerted on each node. The kernel reads infor-
mation from the partition information, the partition center of gravity,
and the location textures. The output of the kernel is written to the
repulsive force texture. For each fragment, the kernel first calculates
the internal forces (exerted by nodes contained in the partition that the
node belongs to). Then, it approximates the forces by all other parti-
tions. Both of these calculations are performed using branching and
looping instructions, in order to iterate over all other nodes in a par-
tition and over all other partitions. Since the partitions are similarly
sized, good branching consistency is maintained.
The attract kernel calculates the attractive forces caused by graph
edges. It reads the neighbors, adjacency, and location textures and
writes its output to the attractive forces texture. For each node, the
kernel accesses the neighbors texture in order to get a pointer into the
adjacency texture, which contains the (u,v) texture coordinates in the
location texture, of the node’s neighbors. For each neighboring node,
the attractive force is calculated and accumulated.
Finally, the anneal kernel calculates the total force on each node.
It reads the attractive force, repulsive force, and location textures and
updates a second copy of the location texture. This double-buffering
technique is used due to the inability of the GPU to read and write to
the same stream. In the next iteration, the updated location texture is
bound as input to the different kernels, thus facilitating feedback in our
computation. The anneal kernel also bounds the total displacement of
each node according to the current temperature of the layout. This
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node. The third loop displaces nodes using simulated annealing.
The partition CG (center of gravity) kernel calculates the center
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partition from the partition information texture and from the location
texture and writes its result into the partition center of gravity texture.
The GPU operates on all partitions in parallel.
The repulse kernel, which is the most time consuming kernel, calcu-
lates the repulsive forces exerted on each node. The kernel reads infor-
mation from the partition information, the partition center of gravity,
and the location textures. The output of the kernel is written to the
repulsive force texture. For each fragment, the kernel first calculates
the internal forces (exerted by nodes contained in the partition that the
node belongs to). Then, it approximates the forces by all other parti-
tions. Both of these calculations are performed using branching and
looping instructions, in order to iterate over all other nodes in a par-
tition and over all other partitions. Since the partitions are similarly
sized, good branching consistency is maintained.
The attract kernel calculates the attractive forces caused by graph
edges. It reads the neighbors, adjacency, and location textures and
writes its output to the attractive forces texture. For each node, the
kernel accesses the neighbors texture in order to get a pointer into the
adjacency texture, which contains the (u,v) texture coordinates in the
location texture, of the node’s neighbors. For each neighboring node,
the attractive force is calculated and accumulated.
Finally, the anneal kernel calculates the total force on each node.
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Figure 2.5 – Représentation d’un graphe sur GPU. Gauche : le graphe est partitionné
spatialement, pour être correctement représenté dans une texture. Droite : Représentation
des arêtes du graphe : le noeud X a ici trois voisins : Y, Z et W. Issu de [58].
Autres Silberstein et al. ont présenté une technique de descriptio d’al-
gorithmes consommateurs de mémoire sur GPU, par gestion manuelle du
cache disponible, en CUDA [213].
2.2. Simulations physiques 59
2.2 Simulations physiques
Les outils mathématiques présentés dans la section précédente ont ra-
pidement intéressé les physiciens souhaitant réaliser des simulations né-
cessitant de résoudre des systèmes linéaires ou équations différentielles.
2.2.1 Automates, Coupled Map Lattice et dérivés
Les premières travaux GPGPU menés en simulations physiques
concernèrent des techniques cellulaires, en particulier les automates cel-
lulaires. Greg James a par exemple implémenté le jeu de la vie [109].
Harris et al. ont plus tard utilisé des CML (Coupled Map Lattice) pour
la simulation de phénomènes descriptibles par EDP [92] : cela inclut la
simulation de phénomènes d’ébullition, de convection et de réaction de
diffusion du type équation de la chaleur, que l’on observe en figure 2.6.
Wu et al. ont poursuivi cette démarche, résolvant des problèmes de dy-
namique des fluides en accélérant leurs calculs par d’astucieux regroupe-
ment de leurs variables scalaires et vectorielles [246]. Li et al. ont appli-
qué les LBM (Lattice Boltzmann Methods) à bon nombre de problèmes de
fluides [139, 138].
Figure 2.6 – Représentation de Coupled Map Lattice en 3D. Gauche : ébullition.
Droite : réactions de diffusion. Issue de [92].
Kim et Lin ont simulé la croissance de cristaux de glace avec un ou-
til du même type, les phase field models, modifié pour une manipulation
esthétique de cette croissance [118], comme on peut le voir en figure 2.7




Figure 15: Ice growing on a stained glass window. Top to
bottom: (a) The original stained glass; (b) After 340 itera-
tions (c) After 540 iterations. Note how the ice crystals form





Figure 16: Light refracting through a stained glass win-
dow. Top to bottom: (a) The original scene; (b) After 250
iterations (c) After 600 iterations. Note how the caustic
changes as the refractive surface of th e ice becomes more
complex.
c© The Eurographics Association 2003.
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Figure 2.7 – Croissance de cristaux de glace sur vitrail. Gauche : vitrail original. Droite :
cristaux de glace ayant crû à partir des bords du cadre, par processus itératif. Issue
de [118].
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2.2.2 Systèmes de particules
Les systèmes de particules proposent de gérer les propriétés (posi-
tion, vitesse, masse,. . . ) d’un grand nombre d’éléments simples en fonc-
tion des forces locales et globales en présence. Ils sont par exemple lar-
gement utilisés dans les simulations physiques de phénomènes naturels :
feu, explosion, fumée, pluie, surface liquides, chute de neige, mais aussi
cheveux, fourrure, herbe,. . . ces simulations représentent des enjeux im-
portants pour l’industrie cinématographique, par exemple.
L’accélération de ces simulations grâce aux GPU a été étudiée par Kip-
fer et al. [119], proposant une méthode permettant également de classer ra-
pidement les particules afin de déterminer les collisions potentielles entre
elles. Kolb et al. ont parallèlement implémenté un système de particule
calculant avec précision les collisions de particules avec le reste de la géo-
métrie de la scène [123] (voir figure 2.8). Green a proposé un simple sys-
tème particulaire dans les exemples du SDK de NVidia [80], étendu par
Nyland et al. pour le calcul des forces gravitationnelles à n corps [173].
Ils améliorèrent cette implémentation quelques temps plus tard à l’aide
de CUDA [174]. Krüger et al. ont proposé un système de particules, ac-
céléré par GPU, pour la visualisation interactive de flux 3D sur grilles
uniformes [126]. Parallèlement, Potiy et Anikanov ont présenté la même
année une méthode similaire [185].
Figure 2.8 – Système de particules. Collisions entre particules et différentes géométries.
Gauche : lapin de Stanford sous la neige. Milieu et droite : fontaine de Vénus. Issue
de [123].
Utilisant les systèmes à particules, les simulations physiques de mou-
vements de tissus sont de plus en plus étudiées, ces recherches étant gui-
dées par les besoins des industries du cinéma d’animation et du jeu vidéo.
Pour ces simulations, les particules sont les sommets des maillages repré-
sentant le tissu, soumis aux forces exercées par les sommets voisins. Green
a montré un simple exemple d’une telle simulation [79], utilisant l’inté-
gration de Verlet pour le calcul de trajectoires, grâce à la manipulation
de vertex shaders : chaque sommet du maillage y est un vertex du flux
d’entrée, c’est d’ailleurs un des rares exemples de calcul orienté GPGPU
réalisé par vertex shader et non fragment shader. Zeller a étendu ces tra-
vaux en ajoutant des contraintes de cisaillement du tissu permettant un
meilleur réalisme par son déchirement en plusieurs morceaux [257, 258]
(voir figure 2.9).
2.2.3 Simulation de fluides
La simulation d’écoulement de fluides nécessite de résoudre les équa-
tions de Navier-Stokes [227]. Bolz et al. [15], Goodnight et al. [73], Harris [87],
Harris et al. [91] et Krüger et Westermann [127] ont introduit ces équations
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Figure 2.9 – Simulation de mouvements de tissus. Exemple de déformation possible.
Obtenu à partir de [258].
sur GPU. La figure 2.10 nous montre le rendu d’une surface liquide en
temps réel, et la figure 2.11 le rendu dynamique de nuages.
Linear Algebra Operators
for GPU Implementation of Numerical Algorithms
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Figure 1: We present implementations of techniques for solving sets of algebraic equations on graphics hardware. In this way, numerical
simulation and rendering of real-world phenomena, like 2D water surfaces in the shown example, can be achieved at interactive rates.
Abstract
In this work, the emphasis is on the development of strategies to
realize techniques of numerical computing on the graphics chip. In
particular, the focus is on the acceleration of techniques for solving
sets of algebraic equations as they occur in numerical simulation.
We introduce a framework for the implementation of linear alge-
bra operators on programmable graphics processors (GPUs), thus
providing the building blocks for the design of more complex nu-
merical algorithms. In particular, we propose a stream model for
arithmetic operations on vectors and matrices that exploits the in-
trinsic parallelism and efficient communication on modern GPUs.
Besides performance gains due to improved numerical computa-
tions, graphics algorithms benefit from this model in that the trans-
fer of computation results to the graphics processor for display is
avoided. We demonstrate the effectiveness of our approach by im-
plementing direct solvers for sparse matrices, and by applying these
solvers to multi-dimensional finite difference equations, i.e. the 2D
wave equation and the incompressible Navier-Stokes equations.
CR Categories: I.6.7 [Simulation and Modeling]: Simu-
lation Support Systems—; I.3.7 [Computer Graphics]: Three-
Dimensional Graphics and Realism—
Keywords: Numerical Simulation, Graphics Hardware
1 Introduction
The development of numerical techniques for solving partial differ-
ential equations is one of the traditional subjects in applied mathe-
∗jens.krueger, westermann@in.tum.de
matics. These techniques have a variety of applications in physics
based simulation and modelling, and they have been frequently
employed in computer graphics to provide realistic simulation of
real-world phenomena [Kaas and Miller 1990; Chen and da Vito-
ria Lobo 1995; Foster and Metaxas 1996; Stam 1999; Foster and
Fedkiw 2001; Fedkiw et al. 2001]. Despite their use in numerical
simulation, these techniques have also been applied in a variety of
computer graphics settings, e.g. the simulation of watercolor draw-
ings [Curtis et al. 1997], the processing of polygonal meshes [Des-
brun et al. 1999], or the animation of deformable models [Baraff
and Witkin 1998; Debunne et al. 2001], to mention just a few.
The numerical complexity of techniques for solving sets of alge-
braic equations often imposes limitations on the numerical accuracy
or extremely high demands on memory and computing resources.
As a consequence thereof, parallelization of numerical solvers on
multi-processor architectures has been an active research area for
quite a long time.
An alternative direction of research is leading towards the imple-
mentation of general techniques of numerical computing on com-
puter graphics hardware. Driven by the evolution of graphics pro-
cessors from fixed function pipelines towards fully programmable,
floating point pipelines, additional effort is spent on the develop-
ment of numerical algorithms amenable to the intrinsic parallelism
and efficient communication on modern GPUs. Recent examples
include GPU implementations of matrix multiplications [Thomp-
son et al. 2002], multi-grid simulation techniques [Bolz et al.
2003] and numerical solution techniques to least squares problems
[Hillesland et al. 2003]. Particularly in computer graphics appli-
cations, the goal of such implementations of numerical techniques
is twofold: to speed up computation processes, as they are often
at the core of the graphics application, and to avoid the transfer of
computation results from the CPU to the GPU for display.
Based on early prototypes of programmable graphics architec-
tures [Olano and Lastra 1998; Lindholm et al. 2001], the design
of graphics hardware as a pipeline consisting of highly optimized
stages providing fixed functionality is more and more abandoned
on modern graphics chips, e.g. the NVIDIA NV30 [Montrym and
Moreton 2002] or the ATI R300 [Elder 2002]. Today, the user
has access to parallel geometry and fragment units, which can be
programmed by means of standard APIs. In particular, vertex and
pixel shader programs enable direct access to the functional units,
and they allow for the design of new classes of hardware supported
F gure 2.10 – Simulation de l surface d’ n liquide e temps réel, par résolution d’un
ensemble d’équations algébriques. Issue de [127].
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frame simulation cost, since the velocity computation can 
be spread over more than one frame.  Because velocity is 
stored in three separate color channels of a texture, we use 
the color mask functionality of OpenGL to ensure that each 
advection pass writes only a single color channel.  This 
way, only one texture update is necessary for all three 
passes.  Splitting advection has another advantage.  
Fragment program performance on GeForce FX decreases 
with the number of registers used.  Therefore even though 
the total instruction count for the split version is slightly 
higher, the shorter fragment programs execute faster since 
they use fewer registers.  Therefore the total cost of split 
advection is lower, as shown in Table 2. 
In the future, we hope to enhance the performance of our 
simulation.  One optimization we have not taken much 
advantage of is the use of textures as lookup tables.  While 
fragment programs provide computational flexibility, this 
comes at a cost.  Lookup tables are important just as they 
are in CPU computation.  Also, as our simulation grid sizes 
increase, we think that a more sophisticated linear solver 
will be needed to achieve good convergence.  The multigrid 
method shows promise for accurate large-grid simulation 
on the GPU [Bolz, et al. 2003;Goodnight, et al. 2003] . 
We also plan to improve the visual result  of our 
simulation. One major improvement will come from 
animation blending.  Currently, the low simulation update 
rate causes visual “popping”.  Linear interpolation of the 
current and next time step will help.  A possibly better idea 
would be to use t e current velocity field to perform a 
partial advection at eac  time step.  This advection would 
use the collocated grid advection operator for efficiency, 
since the goal would be visual smoothing, not accuracy. 
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Scalar 2D 0.71 0.87 
Velocity 2D 0.67 2.40 
Total 2D 1.39 3.28 
Scalar 3D N/C 2.34 
Velocity 3D N/C 8.28 
Total 3D  N/C 10.61 
Velocity 3D Split 
(3 passes) N/C 5.90 
Total 3D  
Velocity Split N/C 8.24 
Table 2: Cost comparison for various implementations of 
the advection operation. (N/C = “not computed”.) 
Figure 8: Simulated clouds in our interactive flight application, SkyWorks. 
Figure 2.11 – Simulation dynamique de nuages au sein d’une application interactive.
Issue de [91].
H gen et al. ont simulé la ynamique de gaz idéaux décrits par des
équation d’Euler, sur GPU [83], en deux t trois dimensio s.
La simulation de flux autour d’ob tacles fa t l’objet de plu eurs
études : Bolz et al. [15], Krüger et Westermann [127], Krüger et a . [126]
(voir figure 2.12), Liu et al. [142] et Sander t al. [200] s’y sont particulière-
ment intéres és, Harris proposant une implémentation d cette techniqu ,
appliquée à la dynamique de nuages [88].
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Figure 2.12 – Simulation de lignes de flux. Autour du cube, ces lignes sont perturbées.
La simulation fonctionne en temps réel. Issue de [126].
Crane et al. ont récemment proposé un simulateur complet pouvant
s’intégrer dans des applications temps réel [117].
Bien que ne pouvant pas atteindre l’apparence réaliste obtenue par
une réelle simulation de fluides, l’utilisation des systèmes à particules
pour émuler les effets des fluides a tout de même été un sujet d’attraction
pour certains chercheurs, tels Iwasaki et al. [108], Kolb et Cuntz [124],
Hegeman et al. [96] ou bien Green [81].
2.3 Finance
Les besoins computationnels du monde financier font que ce dernier
s’intéresse de plus en plus aux outils dédiés à l’accélération de calculs ;
les arguments des GPU en font d’excellents candidats. Néanmoins, la lit-
térature de ce domaine reste assez pauvre pour l’instant, les recherches
effectuées étant loin d’être systématiquement publiées.
Un des prérequis essentiels en finance est la génération de nombres
aléatoires entiers, auquel se sont récemment attelés Sussman et al. [224],
Howes et Thomas [106] ou bien Mascagni [149].
Les options et autres produits dérivés sont des outils largement employés
pour éviter les risques associés aux investissements, en prédisant les va-
leurs futures d’un actif financier. Kolb et Phar ont présenté des implémen-
tations GPU de ces options [125], utilisant deux modèles de pricing diffé-
rents : le modèle de Black-Scholes et les lattice models. Ces deux approches
s’adaptent bien au modèle computationnel des GPU. Surkov a également
proposé une adaptation du modèle de Black-Scholes sur GPU [184]
De plus, Surkov a également présenté des algorithmes utilisant la FST
(Fourier Space Time-stepping) pour l’évaluation de différent types d’op-
tions [223].
D’autres outils matériels d’accélération sont également utilisés : Agar-
wal et al. [1] ont implémenté, sur le Cell Broadband Engine, processeur mul-
ticœur de Sony, Toshiba et IBM, des méthodes de génération de nombres
aléatoires et des simulations de Monte Carlo pour calculs financier.
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2.4 Traitement de signaux
L’un des outils les plus utilisés en traitement du signal, et néanmoins
coûteux, est la FFT (Fast Fourier Transform, Transformée Rapide de Fourier),
permettant les analyses de divers signaux dans le domaine fréquentiel et
différents types de compression de données.
Plusieurs projets de développement d’algorithmes de FFT sur GPU
sont apparus dès 2002 : Mitchell et al. [157], Moreland et Angel [161] (voir
figure 2.13), Buck et al. [24], Schiwietz et Westerman [203], ou bien Suma-
naweera et Liu [222] avec application dans le milieu médical. Govindaraju
et al. se sont concentrés sur l’utilisation effective de la mémoire cache, des
possibilités vectorielles des textures et du rendu dans plusieurs textures
(Multiple Render Target, MRT) [75]. Horn a proposé une librairie open-
source permettant des opérations de FFT sur GPU [105]. Son implémen-
tation est considérée comme très performante, même si Owens et al. en
ont démontré les limitations [179] en une dimension, en terme de bande
passante, gestion du write-back vers la mémoire cache ou d’overhead.Moreland and Angel / The FFT on a GPU
Figure 4: Examples of using the FFT for image filtering.
(a) Low frequencies. (b) Mixed frequencies.
Figure 5: Textures generated from frequencies with random phase angles.
c© The Eurographics Association 2003.
Figure 2.13 – Fast Fourier Transform et applications. Haut : image originale ; fré-
quences de cette image ; avec un filtre passe-bas. Bas : avec un filtre passe-haut ; avec un
filtre laplacien ; avec flou cinétique non réaliste. Issue de [161].
Un dérivé de la FFT, la DCT (Discrete Cosine Transform, Transformée
en Cosinus Discrète), notamment utilisé dans la compression d’images en
JPEG, a également été étudiée par GPU. Green en propose une implé-
mentation [78]. Wang et al. ont également proposé un portage de la DWT
(Discrete Wavelet Transform, Transformée en Ondelette Discrète), autre type de
transformation utilisée en traitement de signal, sur GPU [240].
Les deux types de filtres numériques linéaires, à réponse impulsion-
nelle finie (Finite Impulse Response, FIR), respectivement infinie (Infinite Im-
pulse Response, IIR), autant utilisés en traitement du signal que la FFT et ses
dérivés, ont été adaptés sur GPU par Smirnov et Chuieh [216], respective-
ment Green [78], ce dernier ayant implémenté des IIR 2D séparables. Kass
et al. ont postérieurement présenté une version plus efficace du filtre IIR
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2D [115], en utilisant une réduction cyclique basée sur un algorithme de
type scan (voir section 1.4.7.1). Une application est présentée en figure 2.2
avec un calcul de profondeur de champ en temps réel.
2.5 Illumination
Le but premier des GPU reste d’améliorer la qualité et la rapidité des
rendus graphiques. Nous présentons brièvement ici trois des techniques
de génération d’images qui vont dans ce sens, adaptées au GPU : le ray
tracing, le photon mapping et le rendu par radiosité.
2.5.1 Ray Tracing
Le ray tracing, ou lancer de rayon, est une technique de rendu simulant
l’interaction de la lumière avec la description géométrique de la scène,
en calculant la couleur de chacun des pixels par le lancer de rayons de
la caméra vers la scène [69]. Les algorithmes de ray tracing vont donc à
l’encontre du schéma classique de rendu, objet par objet, pour lequel le
GPU est utilisé. Néanmoins, ce fut une des premières techniques de rendu
à avoir été implémenté en GPGPU.
Purcell [187] et Purcell et al. [188] ont montré qu’il est possible d’adap-
ter l’intégralité des étapes nécessaires au ray tracing sur GPU : génération
des rayons, calcul de leurs trajectoires, intersections avec les objets de la
scène et détermination de la couleur résultante. Ils ont de plus montré que
l’utilisation de structures d’accélération (structures de données permet-
tant de réduire sévèrement le nombre de tests d’intersections nécessaires
par rayon) est possible dans ces implémentations GPU.
Les utilisations de ces structures accélératrices, les grilles uniformes
pour Purcell [187, 188], les volumes englobants hiérarchisés pour Thrane
et Simonsen [230] et les k-d tree pour Foley et Sugerman [57] (voir fi-
gure 2.14), ont été comparées par Thrane et Simonsen dans cette même
étude. Tim Foley & Jeremy Sugerman / KD-Tree Acceleration Structures for a GPU Raytracer
Figure 8: Four scenes used to test our GPU raytracer. From left to right: The Cornell Box, The Stanford Bunny, BART Robots,
and BART Kitchen.
Floats Dependent
Instr. In/Out Fetches GB/s
Brute Intersect 37 12/4 0 20.7
Grid Traverse 57 26/16 2 10.8
Grid Intersect 83 36/8 16 16.6
KD Down(*) 66 15/4 3 15.7
KD Up 36 20/4 8 24.5
KD Intersect 72 33/8 13 18.5
Table 3: Characteristics of the key kernels. The KD Down
kernel is compute-bound. Despite attaining different band-
widths, the other kernels all turn out to be at or nearly
bandwidth-bound.
stack-based algorithm would compare to our stackless im-
plementations. The kd-backtrack’s Down count in Table 2
is exactly the number of search steps that the stack-based
approach would have required. The Up steps represent the
extra work required by our backtracking algorithm. Even
with this work, there is less than a two-fold increase in the
total traversal work. Similarly, we find that the extra work
performed by kd-restart is within a factor of three of the
traversal work performed by a stack-based kd-tree traversal
algorithm. This resonates with the belief that in the average
case, each kd-tree ray traversal terminates after visiting only
a small number of leaf nodes (and thus only incurs only a
small number of restarts or backtracks).
4.2. Kernel Performance Tests
We also evaluated the raw performance of the key kernels
used by our acceleration structures. In general, a kernel’s
performance is limited by one of two factors: the rate at
which the hardware can execute math instructions (compute)
or the rate at which the hardware can fetch the required tex-
ture data (bandwidth). In the first case we say the kernel is
compute-bound; in the second, we say that it is bandwidth-
limited. Current GPUs require significant computation to
cover the cost of texture fetches [FSH04] so we expected
and found that bandwidth is the critical resource.
We took the rays and triangles from the Kitchen scene and
measured the elapsed time to run 500 invocations of each
kernel (without any z-buffer culling or load balancing). Us-
ing the number of floats fetched from textures and written to
outputs we computed the effective bandwidth. Table 3 shows
the results.
We determined which kernels were bandwidth-limited
by timing fetch-only versions. These kernels were stripped
down to perform the same number of fetches and writes, but
only enough math to prevent the driver from eliminating the
fetches. Where the fetch-only versions exhibited the same
performance as the full versions, we concluded that the full
versions were bandwidth-bound or near the crossover point.
Only the kd-tree Down kernel proved to be compute-bound.
There are two reasons that our bandwidth-bound kernels
all reach different effective bandwidths. The first is that the
ATI drivers / hardware penalize the use of multiple outputs
(each output is a float4 vector). There is a small falloff in
achievable output bandwidth with a second output which af-
fects the grid and kd-tree Intersect kernels. There is a much
larger falloff with four outputs which impacts the uniform
grid Traverse kernel.
The second determining factor is the method and pattern
of accesses to input textures. [FSH04] reports that fetching
texture data already in the texture cache is nearly twice as
fast as sequential streaming accesses. The brute force Inter-
sect kernel is a purely streaming kernel and its input band-
width (three quarters of its total bandwidth) is in sync with
the reported 15.6 GB/s rate for sequential cache accesses.
Additionally, most of our kernels have data-dependent
fetches – values read from one input texture are used to com-
pute the addresses of values fetched from others. Dependent
fetches allow completely arbitrary access patterns and their
performance is determined heavily by their coherence. Pat-
terns where nearby fragments load from the same or over-
lapping addresses perform well, even better than sequential
c© The Eurographics Association 2005.
Figure 2.14 – Rendu par ray tracing. Gauche : Cornell box. Droite : lapin de Stanford.
Issue de [57].
Bien qu’apportant un considérable gain, ces structures ne permettaient
que la génération d’images statiques par ray tracing. Carr et al. [31] ont
décrit une nouvelle structure accélératrice, basée sur des volumes englo-
bants hiérarchisés, autorisant la génération dynamique d’images par ray
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tracing. Woop et al. [225] avaient proposé, un an auparavant, une archi-
tecture complète, basée sur celle des GPU, permettant un rendu en temps
réel d’une scène par ray-tracing, en utilisant une ou plusieurs cartes de
type FPGA.
Weiskopf et al. [241] ont proposé une implémentation GPU d’un al-
gorithme de ray tracing non linéaire, permettant de modéliser les milieux
d’indices de réfraction variables (mirages) ou les phénomènes gravitation-
nels (trous noirs). Ces chemins courbes sont ici approximés par morceaux
linéaires.
2.5.2 Photon Mapping
Le photon mapping, ou placage de photon [112], est une méthode de rendu
d’images de synthèse s’appuyant sur l’illumination globale de la scène.
Cette technique est composée de deux étapes. Durant la première, on
simule l’émission de photons à partir des sources lumineuses vers la scène
et leurs interactions avec les surfaces, en mémorisant les contributions
de ces photons dans une structure adaptée, la photon map. La seconde
étape est un rendu dans lequel la précédente structure est utilisée pour
déterminer la lumière en chaque point des surfaces visibles.
Purcell et al. ont proposé différentes techniques de création et d’in-
terrogation de cette photon map en GPU [189], tâches plus difficiles que
sur CPU. Larsen et Christensen ont implémenté un algorithme de pho-
ton mapping en temps réel sur GPU, en partageant la charge entre GPU
et CPU et en exploitant une cohérence temporelle entre images succes-
sives [132].
Le rendu réaliste de caustiques, enveloppe des rayons lumineux réflé-
chis ou réfractés, a suscité plusieurs travaux, Wyman et Davis [247] (voir
figure 2.15) et Shah et al. [209] s’y sont par exemple intéressés.
Figure 8: Effects of temporally filtering caustics. (Left) Un-
filtered caustics from the Beethoven bust with 2562, 5122, and
10242 photons. (Right) Filtered caustics using 2562, 5122,
and 10242 photons per frame.
photons from the current frame (see Figure 8). The addi-
tional data allows us to filter additional noise without elim-
inating valid caustic regions, helps reduce regular sampling
artifacts, and maintains coherency across frames. Obviously
fast moving objects and lights can cause ghosting artifacts,
though an adaptive filter length could be used in such cir-
cumstances.
Note that we only store photon data (e.g., hit locations,
incident directions, attenuation) for the current frame. We
assume reusing this data for photons from all four frames
provides a reasonable approximation; again, quickly moving
lights and geometry break this assumption, probably calling
for an adaptive-length filter. Note that we did not implement
temporal filtering for the caustic polygons of Section 3.2.2,
but it should provide similar benefits.
4 Results and Discussion
We implemented these techniques in OpenGL on an nVidia
GeForce 7800 GTX with 256 MB memory. Our shaders were
compiled using Cg’s vp40 and fp40 profiles. For refraction,
we build off the work of Wyman [2005a; 2005b] to determine
where photons hit the background geometry. For reflection,
we reflect about the surface normal and perform a ray-plane
intersection with a single background plane. Again note that
the environment maps do not contribute caustics in our re-
sults; caustics are generated from a single point light source
in the scene.
The timings cited in Table 1 come from a 3.2 GHz Pentium
4 Xeon with 2 GB of memory. We optimized for display
of intermediate results rather than speed, resulting in ad-
ditional rendering passes of background geometry. We use
EXT framebuffer object with multiple 16-bit floating point
buffers storing photon location, incident directions, and fi-
nal scene color (to allow additive alpha blending of small
photon contributions). An optimized implementation could
eliminate many of our intermediate buffers and reduce the
bit-precision on others.
Figures 1, 9, 10, 11, and 12 show results of our technique
on a variety of geometry, both with complex and simple
backgrounds. Figure 9 shows examples of reflective caustics,
and Figure 10 shows the caustic cast by a simple, unsub-
divided octahedron using both a metal and glass material.
Figure 11 compares our results to photon-mapping, and Fig-
Figure 9: Reflective caustics from a metal ring and dragon.
Figure 10: An octahedron shown both (left) reflective and
(center) refractive. Rotating around (right) shows the re-
fractive caustic more clearly.
ure 12 shows complex background geometry. Our results
differ from photon mapping mainly because we use a static
search radius, causing blurriness in areas of high photon den-
sity and noise in low density regions. Additionally, our use
of per-pixel (instead of per-photon) incident directions can
cause final intensity values to vary slightly.
Just as in stochastic renderers, the number of photons re-
quired increases as geometry becomes more complex and the
caustic more intricate. In the case or reflective objects where
light diverges, instead of converging into a caustic, our tech-
nique requires significant numbers of samples to eliminate
artifacts. In the ring video, for instance, Moire´ patterns are
evident in the reflections from the ring exterior even with
10242 photons and temporal filtering.
A number of features and issues become apparent when an-
alyzing the timings. While our techniques are independent
of scene complexity, the reflection and refraction techniques
depend on model size, particularly when using complex back-
ground geometry. Using 20482 photons, however, all scenes
run at roughly the same speed. While we render the points
(and quads) from the eye’s viewpoint each frame, the pho-
ton buffer does not need rerendering under static lighting.
This render-to-vertex-array step appears quite slow, so ex-
amining other approaches to access photon data (such as
vertex shader texture accesses) might significantly improve
performance.
Additionally, we observe a large drop in performance of com-
plex scenes as we move from 10242 to 20482 even when
simply visualizing photons as points. This suggests that
texture memory swapping occurs between rendering steps
at high sampling rates, so optimizing texture usage could
significantly improve performance. Another anomaly oc-
158
Figure 2.15 – Rendu de caustiques réflectives d’un anneau en métal et d’un dragon.
Issue de [247]
2.5.3 Radiosité
La radiosité est un autre algorithme de rendu ressemblant au photon
mapping, dans lequel l’énergie est envoyée à la scène à partir des sources
lumineuses, mais où elle n’est pas stockée dans une structure annexe ; la
géométrie de la scène est à la place découpée en éléments, conservant
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l’énergie y arrivant. [74]. C’est une application de la méthode des élé-
ments finis, utilisée ici pour résoudre l’équation de rendu [114], équation
intégrale donnant la quantité d’énergie en un point d’une surface.
Carr et al. ont implémenté sur GPU [30] l’algorithme classique de ra-
diosité [74], avec transluminescence (voir figure 2.16), ainsi que Coombe et
al. [38]. Basé sur la méthode de radiosité progressive [35], Coombe et Harris
ont proposé une autre implémentation GPU [37].
Figure 2.16 – Rendu par radiosité d’une scène à géométrie complexe. Issue de [38].
2.6 Traitement d’images et Vision par Ordinateur
Le traitement d’images et la Vision par Ordinateur étant deux do-
maines proches, nous avons choisi de présenter leurs applications en-
sembles.
2.6.1 Traitement d’images
Le traitement d’images a pour objet l’étude et la transformation des
images numériques pour en dégager de l’information, en interpréter le
contenu. Les quelque méthodes présentées ici, parmi les plus classiques,
permettent de segmenter, filtrer ou corriger des images.
2.6.1.1 Segmentation
La segmentation est l’un des outils essentiels dans le domaine du trai-
tement d’images (2D ou 3D). La possibilité de segmenter des objet, c’est-
à-dire de les séparer les uns des autres, d’en identifier les contours de
façon automatique, permet de précieuses applications, particulièrement
dans le domaine médical, où l’identification des structures en présence
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(par radiographie, résonance magnétique, magnétoencéphalographie, to-
mographie,. . . ) est nécessaire. Les algorithmes employés dans ce domaine
ont naturellement été portés sur GPU.
Seuillage Le seuillage est une des méthodes de segmentation les plus
simples, requérant peu de calcul : suivant sa valeur, chaque pixel est éti-
queté comme faisant partie ou non de la structure à segmenter. Son accé-
lération sur GPU est néanmoins appréciable lorsqu’appliqué sur de larges
images. Yang et Welch ont implémenté un tel seuillage [253], et les travaux
de Viola et al. ont permis un seuillage en 3D [238] (voir figure 2.17).
Hardware-Based Nonlinear Filtering and Segmentation using High-Level
Shading Languages
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Figure 1: Liver dataset (a) and its segmented vessel structure using median (b), bilateral (c) and rotated mask filters (d).
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Non-linear filtering is an important task for volume analysis. This
paper presents hardware-based implementations of various non-
linear filters for volume smoothing with edge preservation. The
Cg high-level shading language is used in combination with lat-
est PC consumer graphics hardware. Filtering is divided into per-
vertex and per-fragment stages. In both stages we propose tech-
niques to increase the filtering performance. The vertex program
pre-computes texture coordinates in order to address all contribut-
ing input samples of the operator mask. Thus additional computa-
tions are avoided in the fragment program. The presented fragment
programs preserve cache coherence, exploit 4D vector arithmetic,
and internal fixed point arithmetic to increase performance. We
show the applicability of non-linear filters as part of a GPU-based
segmentation pipeline. The resulting binary mask is compressed
and decompressed in the graphics memory on-the-fly.
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Medical datasets obtained from CT or MRI scanners contain noise.
It is due to scanner precision, movement artifacts, inhomogeneous
contrast-agent distribution and many other factors. All these factors
strongly influence the correct reconstruction as well as the diagnos-
tic process. To improve noisy data, filtering turns out to be a funda-
mental task for feature enhancement, data analysis, noise removal,
and finally reconstruction.
Depending on a filter type, filtering is either linear or non-linear.
Linear filtering is a convolution of the dataset with a filter kernel,
which is given as a continuous function or through discrete sam-
ples. The continuous filters respectively their discrete high resolu-
tion representations are typically used for reconstruction purposes.
Another class are low-resolution filters adopted from popular linear
image processing operators. These are a very rough representa-
tions of the continuous kernels. However they are often sufficient
for smoothing, edge detection or gradient estimation. Typical rep-
resentatives are mean or Gaussian smoothing operators and edge
detectors like Sobel or Laplacian operators [Sonka et al. 1995].
Non-linear filters are generally filters that do not fit into the cat-
egory mentioned above, i.e., the filtering cannot be expressed as a
convolution. Typical examples are dilation, erosion, and median
filters used for volume analysis. In this paper we focus on a sub-
category of non-linear filters, i.e., edge-preserving smoothing fil-
ters. The advantage as compared to linear smoothing operators is
that they smooth areas within a particular object, while preserving
its borders.
Edge-preserving smoothing is often used as a preprocessing step
for medical image segmentation. It generally improves the accu-
racy of the segmentation by preserving object boundaries, while
reducing random noise in the interiors of the structures. However,
such filters require more complex processing than linear operators,
so the filtering performance is in most cases worse. We adapt these
filters to the latest consumer graphics hardware. The segmentation
via thresholding is also done on the graphics hardware with the pos-
Figure 2.17 – Segmentation par seuillage. Gauche : jeu de données de foie. Milieu et
droite : deux segmentations du réseau des vaisseaux sanguins, suivant un masque mé-
dian, resp ctivement bila éral. Issue de [238]
Level-set Une deuxième méthode de segmentation, plus efficace mais
plus couteuse, a également été implémentée en GPU, les level-sets, consis-
tant en une évolution de surfaces implicites représentant le contour des
obj t à segm nter. Rumpf et Strzodk t proposé une telle méthode en
2D [196]. Une implémentation 3D a été présentée par Lefoh Whita-
ker [134] (voir figure 2.19), permettant également un traitement du bruit.
Un pe fectionnement notabl a été pro osé par Lefohn et al. [136], amé-
liorant la vitesse de calcul en n’effectuant les calculs que sur les pixels
susceptibles d’être intégrés à la surface (méthode des narrow band). Sher-
bondy et al. ont présenté une autre implémentation de cette segmenta-
tion [210]. Plus récemment, Schenke et al. ont analysé les différentes im-
plémentations existantes et ont proposé un modèle hybride de segmen-
tation 3D, par seuillag et croissance de région [202]. Enfin, Labatut et
al. [128] ont présenté une implémentation des level-sets ut lisée pour un
algorithme de reconstruction 3D par stéréovision multi-caméras (voir fi-
gure 2.18).
Segmentation morphologique Brambor a exposé quelques méthodes de
segmentation à partir d’outils morphologiques, sur GPU et autres plate-
formes dédiées au traitement de flux [20].
2.6.1.2 Filtrage
Les filtres sont un autre outil de base en traitement d’ima e, permet-
tant d’obtenir divers effets, sur les tons, les couleurs, la netteté.
Colantoni et al. ont implémenté sur GPU divers algorithmes de filtrage,
de conversion d’espaces de couleur, de diffusion anisotr pe ou d’a alyse
en composantes principales [36]. Strengert et al. ont utilisé les GPU pour
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16 A GPU implementation of level set multiview stereo
#Images 24
Resolution (original) 256 × 256 × 3 (640 × 480 × 3)
#Pairs 48
Volume 128 × 192 × 96
Running time (CPU) ∼ 1550s
Running time (GPU) ∼ 420s
FIG. 9 – “temple” data set : 1
st row : some input images
2nd row : result
Figure 2.18 – Stéréovision multi-vues par level-set. Haut : extrait du jeu de données
(temple). Bas : temple reconstruit avec angles de vues correspondants. Le jeu de données
contient 24 images de 256× 256 pixels. La reconstruction s’effectue en 420s sur GPU,
contre 1550s pour une version CPU. Issu de [128].
Figure 2.19 – Segmentation par level set d’une coupe IRM de cerveau. Gauche :
contour initial. Milieu : une étape de l’évolution de la surface. Droite : résultat final.
Issue de [134].
réaliser des filtres bilinéaires par des méthodes pyramidales [220]. James
a développé un filtre ajoutant un effet de glow à l’image (objets lumineux
provoquant un halo autour d’eux), pouvant s’exécuter en temps réel [110]
(voir image 2.20). Bjorke a implémenté en GPU plusieurs algorithmes
de correction des couleurs, ajustement des contrastes, saturations,. . . [13]
Jargstorff a proposé un framework complet de traitement d’image sur
GPU, offrant la possibilité de créer et d’enchaîner divers filtres définis par
l’utilisateur [111]. Plus récemment Novosad s’est intéressé au développe-
ment de filtre d’interpolation et aux problèmes d’antialiasing [167].
Figure 2.20 – Filtre glow, calculé en temps réel. Gauche : image originale. Droite :
image avec glow. Issue de [110].
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2.6.1.3 Tone Mapping
En traitement d’image, le tone mapping désigne une technique qui
adapte des images à hautes gammes dynamiques (High Dynamic Range
Imaging, HDR [42]) à la plus petite gamme de valeurs affichable, ce qui
permet d’obtenir des images avec un haut niveau de détail dans tous les
tons. Une implémentation temps-réel du tone mapping a été réalisée par
Goodnight et al. [72] (voir figure 2.21), puis par Woetzel et al. [245].
Figure 2.21 – Exemples de tone mapping à partir d’images HDR. Les détails dans les
tons sombres sont conservés tout autant que ceux dans les tons clairs. Issue de [72].
2.6.2 Vision
Comparables par certains aspects aux tâches du traitement d’image,
celles traîtées en Vision par Ordinateur, ou Computer Vision, sont liées à
l’interprétation automatique du contenu d’une ou plusieurs images. Les
problèmes posés par ce domaine exigent de considérables calculs, qu’il
est alors intéressant de pouvoir accélérer. Beaucoup d’algorithmes utilisés
en vision s’adaptent bien au schéma computationnel des GPU.
Fung a présenté différentes méthodes de vision [61], dont un exemple
est présenté en figure 2.22, en utilisant OpenVidia[62], projet implémentant
en GPU des algorithmes de ce domaine : détection de contours, détection
et descriptions de points d’intérêts, suivi de structures, création de pa-
noramas,. . . Les applications possibles sont nombreuses, nous nous bor-
nerons ici à en exposer seulement quelques unes. D’autres applications,
avec nos contributions, seront couvertes aux chapitres 5 et 6.
2.6.2.1 Diagramme de Voronoï et Triangulation de Delaunay
Le diagramme de Voronoï [5] fait partie des structures fondamentales
en géométrie de la vision par ordinateur, utilisées dans de nombreux al-
gorithmes de recherche de plus proches voisins ou de trajectoires, de dé-
tection de collision, de retouche d’image, de partitionnement de struc-
tures,. . . Ce diagramme est un partitionnement d’un espace métrique E ,
déterminé par les distances à un sous ensemble discret F de cet espace,
chaque point de E portant le même label que son plus proche voisin dans
F . Le calcul d’un tel diagramme approximé sur GPU a été proposé par
Hoff et al. [103] (voir figure 2.23) en se basant sur les unités de rasterization
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Figure 2.22 – Une application de Computer Vision : création de panorama. Par une
projection adéquate, les images s’assemblent sans défaut. Issue de [61].
des cartes graphiques. Rong et Tan ont proposé une implémentation GPU
par jump flooding [192], algorithme de propagation. Fischer et Gotsman
ont implémenté un algorithme utilisant les plans tangents pour détermi-
ner les diagrammes de Voronoï d’ordres supérieurs [53]. Nielsen a enfin
présenté une étude des différents algorithmes GPU de détermination de
diagramme de Voronoï [166].
Le dual du diagramme de Voronoï est la triangulation de Delaunay,
permettant entre autre de déterminer des maillages d’objets. Cette mé-
thode a également été implémentée sur GPU, par exemple par Rong et
al. [193].
Figure 2.23 – Diagramme de Voronoï et triangulation de Delaunay associée. Gauche :
chaque zone colorée correspond aux points les plus proches de la graine blanche associée.
Droite : deux graines dont les régions correspondantes sont adjacentes forment une des
arêtes de la triangulation de Delaunay. Issue de [103].
2.6.2.2 Transformée en distance
La transformée en distance est une application associant à chaque
point d’un espace la distance au point obstacle le plus proche. Cette
transformée sert par exemple à la détermination de squelettes de formes.
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Elle est proche du diagramme de Voronoï, il est alors normal que les
mêmes personnes aient voulu implémenter cette transformée en distance
sur GPU, comme Rong et Tan [192] ou Fischer et Gotsman [53].
Strzodka et Telea ont présenté un framework permettant de calculer
ces transformées généralisées ainsi que les squelettes de formes [221].
Peikert et Sigg ont implémenté un algorithme de calcul de carte de
distances sur GPU [181] utilisé avec des boîtes englobantes (autour des
cellules de Voronoï), spécialement déterminées dans ce cadre.
2.6.2.3 Raffinement de maillages
Un maillage polygonal, ou mesh, est une représentation discrétisée d’un
objet ou d’une scène, permettant un traitement informatique approprié
via les API graphiques. Pour une plus grande précision, ou pour une
optimisation du temps de rendu, il est parfois nécessaire de modifier le
maillage des objets d’une scène. Cela implique des méthodes de vision
par ordinateur.
Shiue et al. ont par exemple implémenté un algorithme de subdivision
adaptative de maillage [211] (voir figure 2.24). Schneider et Westermann
se sont intéressés à la génération sur GPU de terrains avec hiérarchisation
des niveaux de détails [205]. Boubekeur et Schlick ont proposé un shader
générique permettant d’effectuer un remaillage à la volée d’un maillage,
sans contrainte sur la topologie de l’objet [18].
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Abstract
We show how a future graphics processor unit (GPU), enhanced with random read and write to video memory,
can represent, refine and adjust complex meshes arising in modeling, simulation and animation. To leverage
SIMD parallelism, a general model based on the mesh atlas is developed and a particular implementation without
adjacency pointers is proposed in which primal, binary refinement of, possibly mixed, quadrilateral and triangular
meshes of arbitrary topological genus, as well as their tr ve sal is supported by user-transparent programmable
graphics hardware. Adjustment, such as subdivision smoothing rules, is realized as user-programmable sh
shader routines. Attributes are generic and can be defined in the graphics application by binding them to one of
several general addressing mechanisms.
1. Introduction
The algorithmic refinement and local adjustment of polyhe-
dral meshes is a core operation of graphics modeling and of
simulation for animation. Prime examples are the ‘skinning’
of animation characters using generalized subdivision sur-
faces, such as Catmull-Clark 6 and Loop subdivision 15 (see
Figure 2), feature enhancement using displacement mapping
(Figure 22), or computing functions on meshes (like the
‘game of life’ in Figure 23). The purpose of the structures
proposed in this paper is to improve efficiency, flexibility
and display quality resulting from these mesh operations by
moving work to the GPU level.
PSfrag replacements
input mesh refinement adjustment
Figure 1: Basic mesh mutation steps.
A polyhedral mesh is a special graph. Its nodes carry at-
tribute information such as position, normal, texture coordi-
nates and its edges represent neighbor connectivity. Meshes




Figure 2: from left to right: Input mesh, faceted refined input
mesh and smooth rendering of a subdivision surface.
and filling shortest edge loops with (bi)linear facets (Figure
2). Mesh mutation combines mesh refinement (insertion of
nodes) and mesh attribute adjustment, for example modifi-
cation of node position (Figure 1).
mesh mesh mutation op
connectivity refinement
attributes adjustment
Mesh mutation is not user-interactive, as opposed to mesh
manipulation in content-creation or Computer Aided De-
sign packages. Transforming user intent into a high-quality
graphical representation can therefore be viewed as a 3-step
process: user-interaction, mesh mutation and mesh render-
ing. These mesh operations can be performed on the CPU or
on the GPU. At present, operations and layers are associated
as follows:
c© The Eurographics Association 2003.
Figure 2.24 – Raffinement de maillage. Gauche : maillage initial. Milieu : maillage
raffiné. Droite : rendu lissé à partir du maillage raffiné. Issue de [211].
2.6.2.4 Stéréovision
Par stéréovision, on désigne un ensemble de méthodes permettant, à
partir de prises de vue multiples d’un objet sous différents angles, de
retrouver sa forme, ses dimensions, sa position. Toutes les étapes de ces
algorithmes nécessitent d’importants calculs, pour lesquels les GPU se
sont une fois de plus avérés très utilisés.
Yang et al. ont proposé un algorithme de stéréo s’exécutant intégrale-
ment sur GPU, basé sur une mesure classique de dissimilarité sur des
fenêtres de corrélations [249]. Un an plus tard, ils proposent une ver-
sion améliorée de leur travail, utilisant sur des fenêtres adaptatives et
employant au mieux les capacités du GPU [251]. Woetzel et Koch ont
implémenté un algor thme d’estimation de carte de profondeur dense à
partir d’images multiples, sur GPU [244]. Labatut et al. ont présenté le
portage d’un algorithme variationnel sur GPU, en utilisant au mieux les
techniques GPGPU [128] (voir figure 2.18).
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Nous avons ensuite implémenté une méthode variationnelle de stéréo-
vision basée sur des modèles déformables, donnant des résultats précis et
denses [146]. Un exemple de résultat est montré en figure 2.25. L’explica-
tion de cette méthode fera l’objet du chapitre 5.
Figure 2.25 – Exemple de résultat de stéréovision. Les deux figures de gauche forment
le jeu de données à partir duquel a été calculé le maillage présenté sur les deux figures de
droite, en fil de fer et avec placage de texture. Issue de [146]
Depuis, Brunton et al. se sont intéressé aux problèmes de la stéréovi-
sion avec utilisation des belief propagations (propagations des croyances bayé-
siennes) [23], algorithme itératif calculant des probabilités à partir de mo-
dèles graphiques.
Dans un registre très similaire à la stéréovision, Kaufman a, dans sa
thèse, développé et décrit sur GPU un algorithme pour un système auto-
stéréoscopique [116], donnant l’illusion du relief d’une scène 3D lors d’un
affichage sur un écran.
Conclusion du chapitre
Dans ce chapitre nous avons répertorié des applications de divers
domaines scientifiques, physiques ou mathématiques, ayant pour trait
d’union l’utilisation des cartes graphiques comme alternative computa-
tionnelle. Dans la large majorité des cas, bien que compliquant l’implé-
mentation, parfois grandement, le gain en vitesse est significatif, ces pro-
grammes pouvant s’exécuter jusqu’à 100 fois plus vite.
Dans la suite de l’exposé, nous aborderons deux domaines d’études
par deux parties distinctes, dans lesquels nous avons nous mêmes ré-
pondu à des besoins computationnels par utilisation des GPU. Dans une
deuxième partie, nous aborderons la simulation de réseaux de neurones
impulsionnels, puis dans une troisième partie nous étayerons la présen-
tation d’applications GPU en Vision par Ordinateur, en développant plus
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Sous le terme neurosciences sont regroupées les disciplines étudiant l’ana-tomie et l’activité du système nerveux chez les êtres vivants pourvus
de nerfs, de cerveau ou de moelle épinière. Parmi ces disciplines, les neu-
rosciences computationnelles traitent de la modélisation du fonctionnement
du système nerveux par des simulations sur ordinateur. Cette science ré-
cente suscite un engouement grandissant dans la communauté scienti-
fique par le défi qu’elle se propose de relever : interpréter les processus
neurologiques (et plus particulièrement cognitifs) et s’en inspirer pour le
développement d’applications autres.
Ce chapitre a pour but de présenter au lecteur les bases nécessaires à
la compréhension des mécanismes biologiques, ainsi qu’à leur traduction
en modèles de computation biologiquement plausibles, ce qui facilitera la
lecture du chapitre suivant. Une première partie présentera les proprié-
tés biologiques et les processus de transmission de l’information neuro-
logique. Une deuxième partie exposera les différents types de modèles
de neurones ainsi qu’un modèle computationnel, le modèle impulsion-
nel. Une troisième partie présentera un modèle particulier : le modèle
intègre-et-tire. Enfin, une quatrième partie présentera succinctement le
formalisme des réseaux de neurones, forme sous laquelle les neurones
intègre-et-tire seront largement exploités dans le chapitre 4. La majorité
des notions présentées dans ce chapitre sont issues de [21], [41] et [3],
nous invitions le lecteur à s’y référer pour de plus amples détails.
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3.1 Le neurone et ses propriétés
3.1.1 Présentation
Le neurone est l’un des deux types principaux de cellules trouvées dans
le système nerveux central, avec les cellules gliales. Par un signal électrique
nommé influx nerveux, il véhicule à travers le système nerveux central l’in-
formation permettant la communication intercellulaire et autorise ainsi
l’interaction entre le cerveau et le reste du corps. Les neurones reçoivent
l’information perçue par les différents organes, l’acheminent jusqu’au cer-
veau, y traitent l’information pour produire une réponse adaptée, qui sera
communiquée aux fibres musculaires et aux glandes de notre corps. Ils
sont ainsi les cellules essentielles à tout processus cognitif.
Un cerveau humain possède environ cent milliards de neurones, dis-
tingués en une dizaine de milliers de catégories, aucune de ces catégo-
ries n’étant propre à l’homme. Ces types sont réparties en 3 classes : les
neurones moteurs, convoyant l’information motrice, les neurones sensoriels,
acheminant l’information liée aux sens, et les interneurones, réalisant une
connexion entre deux neurones proches.
3.1.2 Morphologie
La fonction de transmission d’influx nerveux du neurone est exprimée
par sa structure morphologique (voir figure 3.1), dédiée à ce traitement.
Il se compose de quatre parties principales. Un corps cellulaire, nommé
soma ou péricaryon, contient un noyau et tous les autres organites permet-
tant de produire de l’énergie et de synthétiser les protéines nécessaires
au bon fonctionnement du neurone. De ce soma partent l’axone et les den-
drites. L’axone est un prolongement long (de quelques millimètres à plus
d’un mètre) et mince (entre 1 et 15µm) du soma, conduisant les influx
électriques en dehors de celui ci, jusqu’à son arborisation terminale ; il est
pratiquement entièrement recouvert d’une gaine de myéline isolant élec-
triquement la fibre nerveuse. Les dendrites sont d’autres expansions du
soma, longs de 1mm, très ramifiées, jamais recouvert de myéline et dont
la fonction est de recevoir des influx nerveux par contact avec les axones
d’autres neurones. Enfin, les synapses sont les jonctions qui sont les lieux
de ces échanges, elles se trouvent entre l’arborisation terminale de l’axone
et les récepteurs des dendrites. Suivant le signal propagé à ces jonctions,
elles peuvent jouer un rôle exitateur ou inhibiteur. Nous reviendrons sur
le rôle des synapses dans la section 3.1.5.2. On estime à 1015 le nombre
de connections synaptiques entre neurones dans un cerveau, à raison de
quelques centaines à plusieurs milliers par neurone.
D’un type de neurone à l’autre, la morphologie des cellules neuronales
peut varier énormément en terme de forme d’arbre somato-dendritique
ou de taille du soma. La figure 3.2 montre (à gauche) une cellule de Pur-
kinje dont l’arbre dendritique reçoit plus de 100000 entrées synaptiques,
alors que pour les cellules pyramidales (à droite), les dendrites n’en re-
çoivent que quelques milliers. La morphologie du neurone joue donc un
rôle essentiel dans la détermination de sa fonction.
Ce sont, de plus, des cellules incapables de mitose, ayant donc une très
grande longévité, et requérant un apport constant en glucose et oxygène.









Figure 3.1 – Morphologie d’un neurone. Le soma contient le noyau de la cellule. C’est
de ce soma que partent les dendrites, formant un arbre plus ou moins dense, et l’axone,
recouvert d’une gaine de myéline et dont les terminaisons sont pourvues de synapses. Le
long de l’axone se trouvent des cellules de Schwann synthétisant la myéline, et les noeuds
de Ranvier, lieux de régénération de l’influx nerveux sur l’axone (voir section 3.1.5.1).
3.1.3 Propriétés physiologiques
En plus des propriétés morphologiques conditionnant l’utilité des
neurones, ces derniers possèdent quelques particularités physiologiques,
quantifiables, caractérisant leur mode de fonctionnement, en particulier la
propagation d’information par potentiel d’action.
3.1.3.1 Canaux ioniques
Certaines protéines présentes sur la membrane, appelées canaux io-
niques, laissent passer spécifiquement certains ions vers l’intérieur ou l’ex-
térieur de la cellule. Ces canaux ioniques contrôlent le flux d’ions (princi-
palement les ions sodium Na+, potassium K+, calcium Ca2+ et chlorure
Cl−) en s’ouvrant ou se fermant, en fonction des variations électriques
et de signaux internes comme externes. Ce mécanisme a une importance
capitale dans la régulation du voltage interne de la cellule, comme nous
le verrons dans le paragraphe suivant.
3.1.3.2 Potentiel de membrane, potentiel de repos
Le signal électrique pertinent pour une cellule du système nerveux est
la différence de potentiel existante entre l’intérieur de cette cellule et le
milieu extracellulaire, dûe à des écarts de concentrations ioniques. On dit
de la cellule qu’elle est polarisée et possède un potentiel membranaire.
Lorsque le neurone est au repos, cette différence de potentielle est ap-
pelée potentiel de repos et est de l’ordre de −70mV (par rapport au milieu
3.1. Le neurone et ses propriétés 79
Cellule de Purkinje Cellule pyramidale
Figure 3.2 – Deux types de neurones. Gauche : cellule de Purkinje, neurone spécialisé
prédominant dans le cervelet. Droite : neurone pyramidal, présent dans certaines couches
du néocortex et certaines régions de l’hippocampe. La différence de forme de l’arbre den-
dritique est significatrice de fonctions différentes. Issu de [122].
extérieur à la cellule, par convention à 0mV). C’est par certaines protéines
de la membrane, appelées pompes à ions, que sont maintenus les gradients
de concentration : au repos, la membrane du neurone est perméable uni-
quement aux ions potassium, faisant tendre le potentiel de repos vers
le potentiel d’équilibre de cet ion, de l’ordre de −80mV. Les ions so-
dium, majoritairement présents à l’extérieur, ont un potentiel d’équilibre
de l’ordre de 50mV.







avec kB la constante de Boltzmann, T la température, q la charge de l’ion
considéré, et [ext] et [in] les concentrations respectivement extérieure et
intérieure de l’ion considéré.
3.1.3.3 Hyperpolarisation, dépolarisation
Lorsque les canaux ioniques permettant de faire passer les ions posi-
tifs à l’extérieur ou les ions négatifs à l’intérieur s’ouvrent, cela rend le
potentiel de repos d’autant plus négatif, on parle d’hyperpolarisation.
A l’inverse, une ouverture des canaux ioniques permettant les flux
d’ions positifs vers l’intérieur ou d’ions négatifs vers l’extérieur contribue
à faire tendre le potentiel de repos vers une valeur moins négative voire
positive. Ce processus est appelé dépolarisation.
3.1.4 Potentiel d’action
Lorsqu’un neurone subit une dépolarisation assez forte pour élever
son potentiel au dessus d’une valeur seuil, généralement −55mV, il se
produit un processus en trois phase, nommé potentiel d’action (spike), du-
rant de 2 à 3ms (voir figure 3.3) :
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– une dépolarisation rapide d’une amplitude d’environ 100mV, ame-
nant le potentiel à +30mV. Cette amplitude est la même pout tout
potentiel d’action ;
– une repolarisation et hyperpolarisation rapides de la membrane du
neurone, voyant son potentiel diminuer jusqu’à −80mV ;
– une légère dépolarisation, lente, ramenant le potentiel de la mem-
brane à son état de repos, −70mV. Cette phase est appelée période
réfractaire car il est impossible ou au moins très difficile d’y susci-
ter un nouveau potentiel d’action. L’apparition de ce phénomène




























Figure 3.3 – Enregistrement postsynaptique d’un potentiel d’action. Lorsque le potentiel
membranaire est élevé au dessus du seuil d’excitation, un potentiel d’action est généré :
une forte dépolarisation a lieu, jusqu’à atteindre rapidement 30mV, elle est suivie d’une
brusque repolarisation atteignant −80mV, puis d’une lente dépolarisation, jusqu’au re-
tour au potentiel de repos.
Un tel processus est possible par une modification des concentrations
ioniques dans les milieux intra et extracellulaire, par un jeu complexe
d’ouvertures et fermetures de canaux ioniques spécifiques, principale-
ment les canaux sodium et potassium.
Les potentiels d’actions sont d’une importance capitale car ce sont les
influx nerveux codant l’information. Il est donc nécessaire de pouvoir les
propager à travers le système nerveux central.
3.1.5 Propagation des potentiels d’action
Le signal se propage à l’intérieur des cellules à une vitesse de
100m.s−1, et entre les cellules au niveau des synapses. Ces deux modes de
progression sont assurés par les deux mécanismes présentés ci-dessous.
3.1.5.1 Régénération des potentiels d’action le long de l’axone
Toute variation du potentiel membranaire tel un potentiel d’action est
propagée à l’intérieur de la cellule neuronale, le long de l’axone, jusqu’aux
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synapses. La fibre nerveuse étant mauvaise conductrice, cette variation
s’estompe rapidement. Pour palier à cela, les cellules de Schwann, présentes
dans le milieu extracellulaire, produisent une gaine de myéline autour de
l’axone, augmentant considérablement sa conductivité (voir figure 3.1).
Néanmoins, ce mécanisme n’est pas suffisant lorsqu’il est nécessaire
de propager le signal sur de longues distances (certains neurones sont
long de plus d’un mètre). La myélinisation des axones n’est jamais com-
plète, il existe certains points présentant une faible résistance électrique
au niveau de laquelle à peu près tous les canaux Na+ de l’axone sont
concentrés, ce sont les nœuds de Ranvier (voir figure 3.1). C’est dans ces
lieux que les potentiels d’action vont pouvoir se régénérer. Ce mode de
propagation saltatoire (de nœud en nœud) permet à la cellule nerveuse de
conserver son énergie, car l’excitation active nécessaire à la propagation
des potentiels d’action est restreinte aux régions nodales.
3.1.5.2 Transmission synaptique
La synapse est le nom de la jonction entre les arborisations terminales
d’un axone et les dendrites d’un autre neurone. C’est par elle que va
transiter l’influx électrique. Il en existe deux types.
Pour une synapse électrique, les deux neurones sont reliés par une jonc-
tion communicante, ou jonctions gap, assurant une continuité de conduction
électrique. Les ions passent librement d’une cellule à l’autre, permettant
la continuité des potentiels d’action. Ces synapses électriques se trouvent
principalement entre les neurones inhibiteurs.
Les synapses les plus fréquentes sont les synapses chimiques, que l’on
peut voir en figure 3.4. Le mécanisme de transmission de l’influx, où neu-
rotransmission, est plus complexe que pour le premier type de synapse.
Ici, le neurone émetteur et le neurone récepteur de cet influx sont sépa-
rés par une fente synaptique. Le signal électrique afférent va provoquer
l’ouverture de canaux calcium, entrainant la fusion de la membrane d’un
terminal dendritique du neurone présynaptique avec celle des vésicules
qu’elle contient. Ces vésicules vont libérer dans la fente synaptique des
molécules appelées neurotransmetteurs ou neuromédiateurs, c’est le phéno-
mène d’exocytose. Les neurotransmetteurs vont se mouvoir dans cette fente
par simple diffusion et se fixer par sur des récepteurs spécifiques de la
membrane du neurone postsynaptique, entrainant l’ouverture de canaux
ionique et ainsi la création de courants propagés dans le neurone post-
synaptique. Une synapse peut être dite excitatrice si le signal transmis est
dépolarisant, ou inhibitrice s’il est hyperpolarisant. Ce rôle est fonction de
la nature des neurotransmetteurs relâchés (il a été récemment prouvé que
de nombreux neurones peuvent libérer deux types de neurotransmetteurs
ou plus, contrairement au principe de Dale auparavant énoncé, stipulant
qu’il n’y a qu’un neurotransmetteur par neurone).
3.2 Modélisation biophysique d’un neurone
Pour pouvoir étudier, analyser, simuler, recréer un neurone et surtout
prédire son comportement, éventuellement au sein d’un réseau, il est né-
cessaire d’en fournir une représentation, fonction des différentes théories
que l’on souhaite appliquer et des mécanismes physiques que l’on sou-







Figure 3.4 – Schéma d’une synapse chimique. Le signal électrique afférent provoque
l’ouverture des vésicules et le déversement des neurotransmetteurs qu’elles contiennent
dans la fente synaptique. Ces molécules viennent se fixer sur des récepteurs de la mem-
brane postsynaptique, entrainant la création d’un signal électrique qui sera propagé dans
la cellule efférente. Extrait de [21]
haite voir reproduits. La connaissance des propriétés biologiques du neu-
rone permet la création de modèles dont le comportement se rapproche
de celui d’un neurone réel.
Selon le point de vue adopté, on peut chercher à modéliser le plus
fidèlement possible l’ensemble des propriétés et variables biologiques
d’une cellule neuronale dans un modèle biophysique, ce que nous trai-
tons dans cette section, ou bien considérer le neurone comme un élément
de base dans le traitement de l’information, en l’idéalisant avec un mo-
dèle computationnel, dont nous présentons un exemple particulier dans
la section 3.3.
Un modèle biophysique de neurone va chercher à reproduire sous la
forme d’équations l’évolution des variables biologiques significatives, en
particulier le potentiel membranaire V.
Bien que V soit la variable la plus pertinente, cette grandeur dépend,
dans un neurone réel, d’autres grandeurs, qui peuvent être utilisées dans
les différentes modélisations. Nous noterons ces grandeurs :
– V0 le potentiel de repos du neurone ;
– Eu le potentiel d’équilibre d’un ion u ;
– Cm la capacité membranaire (polarisé, le neurone se comporte en
effet comme un condensateur, avec courant de fuite) ;
– gm la conductance membranaire :
– gu la conductance d’un canal ionique u, et g¯u sa valeur maximale ;
– gl la conductance de fuite, et g¯l sa valeur maximale ;
– τm la constante de temps membranaire, τm = Cm/gm.
3.2.1 Modèle de Hodgkin et Huxley
En 1952, Hodgkin et Huxley ont découvert comment est généré le po-
tentiel d’action dans l’axone du calmar. Leurs travaux multidisciplinaires,
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récompensés d’un prix Nobel, ont montré que le courant membranaire I
peut être vu comme la somme d’un courant capacitif de capacité C et de
courants ioniques dépendants de la différence entre le potentiel membra-
naire et le potentiel d’équilibre du canal considéré [102]. La dynamique
du potentiel membranaire d’un neurone est ici décrite par le système dif-
férentiel non linéaire suivant :
Cm dVdt = −g¯l(V −V0)− g¯Kn4(V − EK)−g¯Nam3h(V − ENa) + I
dw
dt = (1− w)αw(V)− wβw(V), avec w = n, m ou h
avec g¯l la conductance maximale de fuite. Les fonctions auxiliaires m, n
et h correspondent à des probabilités d’ouverture ou d’activation des ca-
naux ioniques. Elles sont toutes trois régies par une équation différentielle
du même type, avec αw(V) et βw(V) les fonctions indiquant les vitesses
d’ouvertures des canaux ioniques, calculées empiriquement par Hodgkin
et Huxley et dont des approximations sont données dans [102].
L’élévation à la puissance 4 de la fonction n correspond à une ap-
proximation acceptable de la conductance du potassium par une équa-
tion de premier ordre élevée à la puissance 4, à la place d’une équation
du quatrième ordre. Cela représente la subdivision du canal potassium en
4 sous-canaux identiques, devant être ouvert en même temps.
Il en est de même pour le canal sodium avec l’élévation à la puissance
3 de la fonction m. La présence simultanée des fonctions m et h sur ce
canal modélise la superposition de deux canaux ayant chacun leur propre
dynamique ; cela représente la propriété du canal sodium de pouvoir être
activé ou pas en plus d’être ouvert ou fermé.
Ce modèle, en expliquant plus qu’en copiant les mécanismes neuro-
naux, est le modèle de référence pour les processus membranaires, les
autres modèles n’arrivant pas à obtenir la même précision dans la si-
mulation de la variation du potentiel membranaire ou la génération de
potentiel d’action.
Une autre des raisons de son succès est le fait qu’il a été le premier
à introduire une modélisation des conductances des canaux ioniques, et
a engendré une série de modèles dérivés décrivant cette propriété : ce
sont les modèles à conductance, ou conductance-based models, les plus simples
représentations biophysiques d’un neurone, dans lesquelles les canaux
ioniques sont représentés par des conductances et la membrane cellulaire
de lipides par une capacité.
3.2.2 Autres modèles à conductances
Comme nous venons de l’énoncer, les résultats obtenus à partir du mo-
dèle de Hodgkin et Huxley en font une référence. Néanmoins, sa grande
complexité a favorisé l’introduction de modèles plus simples mais aussi
plus approximatifs, prenant également en compte les conductances des
ions. Ils sont souvent décrits par un système différentiel cette fois ci li-
néaire, de deux équations, autorisant un traitement analytique.
3.2.2.1 Modèle de Morris-Lecar
Le modèle de Morris-Lecar [162] est l’un des plus utilisés en simula-
tion neuronale. Il met en jeu deux variables d’état englobant pour l’une
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les grandeurs à dynamiques rapides et pour l’autre celles à dynamiques
lentes. Le système différentiel qui en résulte est plus simple à résoudre
que celui provenant du modèle de Hodgkin et Huxley. Les équations de
ce système sont les suivantes :
Cm dVdt = −g¯Cam∞(V − ENa)− g¯KW(V − EK)− g¯lW(V − El) + Iext
dW




avec φ une constante, g¯Ca, g¯K et g¯l les conductances maximales respectives
du canal calcium du canal potassium, et de fuite. Les fonctions m∞ et w∞
représentent, comme pour le modèle de Hodgkin et Huxley, une probabi-
lité d’ouverture des canaux ioniques correspondant, et sont régis par les
équations suivantes :
m∞ = (1+ tanh(V−V1V2 ))/2
w∞ = 1+ tanh(V−V32V4 )
V1, V2, V3 et V4 sont des paramètres secondaires constants choisis en
fonction des propriétés souhaitées pour le système.
V est la variable rapide, assimilable au potentiel membranaire, pré-
sentant une non linéarité cubique permettant un rétrocontrôle positif ; W
est une variable de recouvrement, de dynamique lente et linéaire, appor-
tant une rétroaction négative ; Iext est le courant extérieur appliqué à la
membrane.
3.2.2.2 Modèle de FitzHugh-Nagumo
C’est l’un des plus célèbres modèles [55]. Il considère également un en-
semble de deux variables d’état catégorisant les dynamiques du système
en deux types. Le système différentiel linéaire dirigeant ces variables est
le suivant : 
Cm dVdt = AV(V − α)(1−V)−W + Iext
dW
dt = e(V − γW)
avec A, e, α, et γ des constantes, e est "assez petit", 0 < α < 12 , et γ tel
que A(V − α)(1− V)− 1γ = 0 n’ait pas de solution réelle (ce qui permet
d’avoir une seule solution stationnaire).
V, W et Iext ont les mêmes significations que dans le modèle de Morris-
Lecar. Ces équations sont adaptées d’un oscillateur de Van der Pol.
3.2.2.3 Autres
D’autres modélisations à conductance existent dans la littérature, va-
riant en complexité et utilisation. On relèvera particulièrement le modèle
de Hindmarsh-Rose [101], utilisant trois variables dans un système dif-
férentiel non linéaire. Ces variables correspondent au potentiel membra-
naire de la cellule, à la dynamique globale rapide des ions sodium et
potassium et à la dynamique plus lente des autres ions.
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Le modèle de McKean [231] est un exemple de modification du mo-
dèle de FitzHugh-Nagumo et de simplification des conductances. Les ca-
naux ne sont pas modélisés ; les variations brutes des concentrations per-
mettant la génération d’un potentiel d’action sont remplacées par une
fonction potentielle, linéaire par morceaux. Par ceci, les propriétés du
comportement neuronal sont préservées et un calcul explicite peut être
effectué.
Cela fait du modèle de McKean un intègre-et-tire, catégorie de modèle
que nous décrivons dans la section suivante.
3.3 Une famille de modèles computationnels particu-
liers : les Intègre-et-tire
Alors que le but des modèles biophysiques est l’étude du comporte-
ment neuronal pour en comprendre les mécanismes, on définit des mo-
dèles dit computationnels dans lesquels on considère un neurone comme
une unité logique de calcul, capable de résoudre un problème donné, et
dont le comportement ne reflète pas nécessairement toutes les propriétés
des neurones biologiques. L’élément de communication entre neurones,
le potentiel d’action, est ici idéalisé et considéré comme instantané, per-
mettant des simulations bien plus rapides.
Deux classes de modèles computationnels peuvent être distinguées,
suivant la variable principale considérée comme pertinente.
Dans la première classe, on s’intéresse à la fréquence de décharge
des neurones, c’est-à-dire à la fréquence des potentiels d’action qu’ils
émettent. Dans ces modèles fréquentiels, on considère que cette fréquence
suit une loi de Poisson non homogène. L’entrée d’un neurone (les poten-
tiels d’actions reçus) suit également un processus de Poisson non homo-
gène, en tant que somme des sorties d’autres neurones, eux aussi consi-
dérés comme soumis à cette distribution poissonienne. Ces modèles sont
largement étudiés à travers la littérature (voir [12], [145] , ou [212]) et
sont utilisés dans des structures de type perceptron (voir section 3.4) ou
des algorithmes d’apprentissage qui ont des applications informatiques
importantes (principalement classification et reconnaissance de formes).
La seconde classe privilégie la détermination de l’instant des im-
pulsions au lieu de leur fréquence, on parle de modèle impulsionnel ou
modèle intègre-et-tire [236] (Integrate-and-fire). On ne cherche pas à étudier
la création du potentiel d’action, mais à décrire la création d’une série
d’impulsions en fonction de l’entrée du neurone.
La suite de cette section va couvrir cette seconde classe. Les contra-
dictions qu’impliquent les hypothèses sous-jacentes des modèles fréquen-
tiels, à savoir l’obtention d’une fréquence de décharge non poissonienne
et la synchronisation des fréquences de sorties (déjà observée dans [239])
de plusieurs neurones a priori indépendants, ont amené la communauté à
étudier cette autre classe de modélisation de cellules neuronales. Pour de
plus amples détails sur ces hypothèses, le lecteur est invité à se reporter
à [21].
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3.3.1 Définition formelle
Au lieu d’expliquer des processus physiologiques tels la génération de
potentiel d’action et son intégration par une synapse, un modèle intègre-
et-tire va chercher à quantifier ces phénomènes en les remplaçant par des
règles simples. Pour cela, l’activité interne du neurone est mesurée sim-
plement par son potentiel membranaire en dessous du seuil, comprenant
une partie intégratrice correspondant à la somme des entrées synaptiques
(arbre dendritique) et dont la variation est modélisée par une fonction li-
néaire par morceaux, à laquelle on ajoute un mécanisme représentant la
création et la propagation d’un potentiel d’action :
dV
dt = f (V, t)
V(t) > Vseuil ⇒ Génération d’un potentiel d’action
avec f (V, t) la fonction linéaire par morceaux. Les parties non-linéaires
simulent la génération d’un potentiel d’action par l’émission d’une im-
pulsion de Dirac : ce mécanisme, déclenché lorsque le potentiel membra-
naire dépasse la tension Vseuil , suppose alors une brusque montée et une
réinitialisation instantanées de la valeur de ce potentiel (éventuellement
une inhibition du neurone pendant une durée correspondant à la période
réfractaire) ainsi que la propagation d’un message à tous les neurones en
aval. La figure 3.5 représente un potentiel d’action idéalisé dans ce cadre.
C’est de ce mécanisme que vient le nom intègre-et-tire du modèle : les
entrées sont intégrées jusqu’à ce que le seuil de création du potentiel d’ac-
tion soit dépassé par une variable représentant le potentiel membranaire,
on dit que le neurone tire.
Les données d’étude sont les instants de décharge du modèle, que
l’on notera {tk}k∈N. Ce train d’impulsions est également une entrée sy-
naptique possible pour tout autre neurone du réseau modélisé : chaque
émission d’une impulsion par neurone va provoquer chez ses voisins
efférents une augmentation du courant d’entrée I.
Dans la suite, les dépendances temporelles du potentiel membranaire
V et des différents courants I seront sous-entendues.
3.3.2 Première formulation : modèle de Lapicque
Le premier modèle de type intègre-et-tire a été présenté par La-
picque [130] en 1907. Il permet de transformer une entrée analogique
(I) en une série d’instants de décharge pour lesquels on approxime la
brusque variation du potentiel par le mécanisme précédemment montré,
simple mais efficace, se rapprochant de façon satisfaisante des résultats du
modèle de Hodgkin-Huxley. Les potentiels d’actions sont ici représentés
par des Diracs, comme le montre la figure 3.5.
Lapicque considéra que le comportement du neurone hors potentiel
d’action est assimilable à celui d’un circuit électrique intégrateur avec
fuite, dont le schéma électrique équivalent est donné en figure 3.6. Une
approximation forte est ici faite : les conductances ioniques sont toutes
ignorées, la conductance de la membrane est représentée par une unique
conductance de fuite g¯l = 1/Rm.




























Figure 3.5 – Potentiel d’action idéalisé dans le modèle intègre-et-tire de Lapicque. Dès
que le potentiel membranaire dépasse le seuil d’excitation, une impulsion de Dirac est





Figure 3.6 – Schéma électrique équivalent à un neurone intègre-et-tire en comportement
linéaire (hors potentiel d’action). Cm et Rm sont respectivement la capacité et la résistance
membranaires, V est le potentiel membranaire dépendant du temps, V0 est le potentiel de
repos, et I est le courant injecté, pouvant également dépendre du temps. Adapté de [41]
Par cette description, on peut écrire que le courant d’entrée I est la
somme de deux courant :
I = IRm + ICm
avec IRm le courant passant dans la résistance Rm et ICm celui passant par la
capacité Cm. Par la loi d’Ohm, il vient IRm = (V−V0)/Rm. On a également
ICm = Cm
dV







La constante de temps membranaire τm définie par τm = RmCm per-
met de donner une première formulation de l’équation différentielle du




= −(V −V0) + Rm I
On préfèrera cependant l’écrire en faisant apparaitre la conductance
membranaire de fuite g¯l , ce qui, avec le mécanisme de réinitialisation, et
en notant {tk}k∈N la suite des moments des impulsions générées par le
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neurone, donne :
Cm dVdt = −g¯l(V −V0) + I




avec Vraz la valeur de réinitialisation de V, souvent choisie proche de V0.
Un exemple d’évolution temporelle du potentiel V de la membrane
d’un neurone intègre-et-tire en fonction de l’entrée synaptique I est donné
en figure 3.7.
12 Model Neurons I: Neuroelectronics
To generate action potentials in the model, equation 5.8 is augmented by
the rule that whenever V reaches the threshold value Vth, an action po-
tential is fired and the potential is reset to Vreset. Equation 5.8 indicates
that when Ie = 0, the membrane potential relaxes exponentially with time
constant τm to V = EL. Thus, EL is the resting potential of the model cell.
The m mbrane potenti l f r the passive i tegrate-and-fir model is deter-
mined by integrati g equation 5.8 (a numerical method for doing this is
described in appendix A) and applying the threshold and reset rule for
action potential generation. The response of a passive integrate-and-fire


















Figure 5.5: A passive integrate-and-fire model driven by a time-varying electrode
current. The upper trace is the membrane potential and the bottom trace the driv-
ing current. The action potentials in this figure are simply pasted onto the mem-
brane potential trajectory whenever it reaches the threshold value. The parameters
of the model are EL = Vreset = −65 mV, Vth = −50 mV, τm = 10 ms, and Rm = 10
M.
The firing rate of an integrate-and-fire model in response to a constant
injected current can be computed analytically. When Ie is independent of
time, the subthreshold potential V(t) can easily be computed by solving
equation 5.8 and is
V(t) = EL + Rm Ie + (V(0) − EL − Rm Ie)exp(−t/τm) (5.9)
where V(0) is the value of V at time t = 0. This solution can be checked
simply by substituting it into equation 5.8. It is valid for the integrate-and-
fire model only as long as V stays below the threshold. Suppose that at
t = 0, the neuron has just fired an action potential and is thus at the reset
potential, so that V(0) = Vreset. The next action potential will occur when
the membrane potential reaches the threshold, that is, at a time t = tisi
when
V(tisi) = Vth = EL + Rm Ie + (Vreset − EL − Rm Ie)exp(−tisi/τm) . (5.10)
By solving this for tisi, the time of the next action potential, we can de-
termine the interspike interval for constant Ie, or equivalently its inverse,
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Figure 3.7 – Evolution temporelle du potentiel membranaire d’un neurone intègre-et-
tire passif. Haut : potentiel membranaire. Bas : courant injecté. Les potentiels d’actions
sont générés dès que V > Vseuil . Extrait de [41].
En faisant ce choix, et dans le cas particulier d’un courant injecté
constant I0, il est possible de déterminer explicitement le comportement
du neurone dans les phases linéaires. En supposant qu’au temps initial t0
un potentiel d’action vient tout juste d’être généré, il vient :






Le prochain potentiel d’action sera généré à l’instant t1 pour lequel :







t1 = τm ln(
I0
I0 − (Vseuil −V0)g¯l )




Ceci n’est vrai que si I0 > (Vseuil − V0)g¯l . Dans le cas contraire, le
modèle prédit toujours une variation négative du potentiel membranaire,
qui ne pourra pas dépasser Vseuil . Pour des grandes valeurs de I0, on peut
alors montrer que la fréquence de décharge est une fonction linéaire du
courant d’entrée I0, constant dans le temps.
3.3.3 Modèles dérivés
Il existe une grande variété de modèles intègre-et-tire, comme celui de
McKean [231], précédemment cité.
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La plupart de ces modèles dérivent cependant de celui introduit par
Lapicque. Certains rendent variables certaines quantités que le modèle
de Lapicque considérait fixe, comme le seuil Vseuil ou bien la valeur de
réinitialisation Vraz.
D’autres, de plus grand intérêt, modifient la forme des équations
d’évolution. Nous en décrivons quelques uns dans les paragraphes sui-
vants.
3.3.3.1 Intégrateur parfait
L’intégrateur parfait est un modèle encore plus simple que le mo-
dèle de Lapicque, ne prenant pas en compte le courant de résistance IRm .





Le neurone y est vu comme un accumulateur sans fuite, sommant les
entrées synaptiques et générant un potentiel d’action lorsque le potentiel
accumulé dépasse un seuil, avec un mécanisme identique à celui du mo-
dèle de Lapicque. Romain Brette [21] a montré qu’un tel modèle peut être
vu comme une implémentation impulsionnelle d’un modèle fréquentiel.
Malgré sa simplicité, son étude suscite un certain intérêt par les propriétés
qu’il peut mettre en évidence sur des modèles plus complexes.
3.3.3.2 Intègre-et-tire à conductances synaptiques
Alors que le modèle précédent et le modèle de Lapicque ne prennent
pas en compte les courants dus aux canaux ioniques (et pour cause, l’exis-
tence de ces canaux n’était pas connu à cette date), d’autres modèles les
intègrent. On y prend donc en compte ces courants, internes au neurone,
générés par les potentiels d’action au niveau présynaptique en introdui-
sant des variables supplémentaires.
Song et al. ont par exemple utilisé de tels modélisations pour de l’ap-





= −(V −V0)− gex(t)(V −Vex)− gin(t)(V −Vin)
avec Vex et Vin les potentiels de réversion synaptique respectivement
pour les synapses excitatrices et inhibitrices, et gex et gin représentant
les conductances synaptiques respectivement excitatrices et inhibitrices,







avec τex et τin les constantes de temps associées.
On remarque que I est lié à V, ce qui en fait un cas à part du modèle
de Lapicque.
Destexhe a également étudié la modélisation des courants synaptiques
dans les modèles intègre-et-tire [44], en approximant les variables αw et
βw, pour w = n,n ou h du modèle de Hodgkin et Huxley (voir sec-
tion 3.2.1) par des impulsions de Dirac générées lorsque le neurone tire.
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3.3.3.3 Intègre-et-tire non linéaire




= F(V) + G(V)I
avec F et G deux fonctions pouvant apparaitre sous plusieurs formes. Le
même mécanisme de génération de potentiel d’action que pour le modèle
de Lapicque est utilisé.
Par rapport au modèle de Lapicque, la fonction G peut être vue
comme une résistance dépendant du potentiel membranaire, et − F(V)V−V0
comme correspondant à une constante de dégradation, fonction elle aussi
du potentiel membranaire.
Un exemple spécifique est l’intègre-et-tire quadratique, utilisé par
exemple par Hansel et Mato [84] pour la recherche d’états stables dans
de grands réseaux de neurones, ou bien par Brunel et Latham [22] pour
calculer les taux de décharges de neurones dont l’entrée est soumise à
un bruit coloré, bonne approximation du bruit dû aux potentiels d’action
afférents.
3.3.3.4 Spike Respond Model
Tout comme les modèles d’intègre-et-tire non linéaires, les Spike Re-
spond Models [66] (SRM) sont des généralisations de l’intégrateur à fuite
de Lapicque. Néanmoins, deux aspects différencient ces deux généralisa-
tions : alors que les modèles intègre-et-tire définissent toujours le com-
portement du neurone par des équations différentielles et rendent dépen-
dantes du potentiel membranaire certaines variables, les SRM les rendent
dépendantes du moment tˆ du dernier potentiel d’action, et expriment le
potentiel de la membrane en fonction d’une intégrale temporelle et de
noyaux.
L’équation générale d’un SRM est la suivante :
V = η(t− tˆ) +
∫ ∞
−∞
κ(t− tˆ, s)I(t− s)ds
avec κ le noyau d’intégration modélisant le courant externe, et η le noyau
rendant compte de la forme du potentiel d’action lui même. Le mécanisme
de génération de potentiel d’action et de réinitialisation est toujours pré-
sent, avec un seuil qui peut dépendre du temps t.
Ce type de modèle a entre autres été étudié par Jolivet et al. [113],
qui l’a utilisé sur des données artificielles avec une quantité minimale
d’informations a priori.
3.4 Mise en réseau de neurones
3.4.1 Présentation formelle
Ce qu’on appelle réseau de neurone artificiel, abrégé en réseau de neurone
ou réseau neuronal, est un modèle mathématique ou computationnel ins-
piré de réseaux de neurones biologiques, en conservant tout ou partie de
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leurs propriétés. Il consiste en un ensemble de neurones modélisés et in-
terconnectés en une structure de graphe, qui, à l’instar des réseaux biolo-
giques, traitent un ensemble d’informations par une approche connexion-
niste pondérée. Plus formellement, les réseaux de neurones sont des outils
de modélisation de données statistiques non linéaires, pouvant être utili-
sés pour modéliser des relations complexes entre entrées et sorties d’un
modèle. Leur objet d’étude n’est plus l’activité du modèle d’un neurone
formel, mais celle de la population considérée.
Par leur capacité d’induction, les réseaux de neurones permettent de
construire un système de décision par confrontation à un ensemble de
situations dont la généralité est fonction de la quantité et de la diversité
des cas rencontrés, ils sont donc capable d’apprendre. Ces réseaux formels
sont utilisés en apprentissage par approximation parcimonieuse (nécessi-
tant moins de paramètres ajustables), pour de la classification, de la re-
connaissance de motifs [12], pour de l’approximation de fonction, en fi-
nance,. . . C’est cette parcimonie, et la relative facilité de simulation qui en
découle, qui donne aux réseaux de neurones leur intérêt industriel.
Il existe un nombre conséquent de formalisations de tels réseaux, dif-
férant par plusieurs paramètres comme la topologie des connexions, le
modèle de neurone utilisé et donc les paramètres de ces modèles. On dis-
tingue parmi les plus célèbre le perceptron de Rosenblatt [194], le plus
simple des réseaux de neurones formels, et sa généralisation le percep-
tron multicouche [95]. Ces deux exemples proposent un apprentissage
supervisé mais ne permettent pas la rétropropagation du gradient. Une
large gamme de modélisations à apprentissage supervisés sans et avec ré-
tropropagation du gradient, ou à apprentissage non supervisé, reflète la
diversité des possibilités offertes par cet outil de modélisation.
Une description plus complète des différents types de réseaux de neu-
rones et de leurs utilisations dépasse cependant le cadre de cet exposé.
Pour cela, nous référons le lecteur à [3].
3.4.2 Réseaux de neurones impulsionnels
Bien que capable d’apprendre et largement utilisé dans des problèmes
de classification, les modèles de type perceptron sont trop éloignés de
modèles biologiquement plausibles pour intéresser la communauté neuro-
computationnelle. Pour les recherches concernant le fonctionnement du
cerveau, les modèles intègre-et-tire et le fait qu’ils reproduisent quelques
phénomènes biologiques (modélisation du potentiel membranaire, des ca-
naux ioniques, des potentiels d’actions, de la fréquence de décharge, de
la synchronisation des décharges) ont naturellement suscité un meilleur
intérêt.
Dans le cas des neurones formels intègre-et-tire, Gerstner et Kistler
recensent et explicitent différents types de réseaux [67], en variant le
modèle impulsionnel utilisé (intègre-et-tire à fuite, SRM,. . . ) ainsi que la
modélisation des entrées synaptiques (constante, bruitée, dépendante des
sorties des autre neurones,. . . ). La population de neurones y est décrite
par des équations de densité probabiliste, en introduisant une densité de
potentiel membranaire p(u, t), densité de neurones ayant leur potentiel
membranaire égal à u au temps t. Ils décrivent également l’activité A(t)
d’un réseau comme le flux à travers le seuil de génération de potentiel
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d’action. Ils montrent que les variations des grandeurs p(u, t) et A(t)
peuvent se décrire sous la forme d’équations régissant la variation du
potentiel membranaire dans le cas d’un neurone intègre-et-tire seul.
Conclusion du chapitre
Ce chapitre a premièrement mis en avant les différentes propriétés
biologiques et physiologiques caractérisant l’état et l’évolution d’un neu-
rone, et a décrit le mécanisme de transmission de l’information, le po-
tentiel d’action, ainsi que ses méthodes de propagation à l’intérieur d’un
neurone et entre deux neurones. Une seconde partie a introduit plusieurs
modélisations biophysiques classiques d’un neurone, avec en particulier
le modèle de Hodgkin et Huxley, toujours considéré comme une réfé-
rence. Une troisième partie a décrit une classe de modélisations nommée
intègre-et-tire, dans laquelle un mécanisme non linéaire modélise avec une
précision acceptable la génération de potentiels d’action, et pour laquelle
quelques modèles classiques sont brièvement présentés. Enfin, une brève
quatrième partie a présenté le formalisme des réseaux neuronaux.
Dans le chapitre suivant, nous exposons deux de nos méthodes de
simulation d’un réseau de neurones intègre-et-tire simple et leurs résul-
tats, avec utilisation des processeurs de cartes graphiques comme outil de
computation générique, avec pour objectif principal d’améliorer les temps
de calcul.
4Simulations sur GPU deréseaux de neurones
impulsionnels
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Les neurosciences computationnelles reposent en partie sur la simu-lation de grands ensembles de neurones interconnectés (voir par
exemple [232]). Le temps d’exécution mis par ces simulations, croissant
généralement de façon quadratique avec le nombre de neurones simulés,
constitue un des freins à la simulation de réseaux à larges populations de
neurones.
Dans ce chapitre, nous exposons deux nouvelles implémentations de
réseaux de neurones impulsionnels, parallélisées grâce au GPU, pouvant
émuler jusqu’à 2.5× 105 neurones (nombre maximal en raison des limi-
tations mémorielles des GPU), en proposant un gain en temps pouvant
aller jusqu’à 18.
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L’ensemble des travaux ici présentés ont été effectués dans le cadre
du projet Facets, avec l’équipe Odyssee. Les résultats présentés dans la
section 4.2 ont fait l’objet d’une publication à NeuroComp’06 [34], en col-
laboration avec Renaud Keriven et Romain Brette. Les résultats de la sec-
tion 4.3, non publiés, sont également issus d’une collaboration avec Ro-
main Brette et Renaud Keriven.
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4.1 Travaux antérieurs
La simulation de réseaux de neurones est un domaine que les cher-
cheurs utilisant l’outil GPGPU ont assez peu exploré, généralement ré-
servé à des machines parallèles de type grappe de calcul, ou MIMD à
mémoire partagée distribuée, tels les travaux de Boniface et al. [16, 17]. La
première tentative d’implémentation sur GPU d’un tel réseau a été réali-
sée en 2004 par Oh et al. [176]. Oh et al. y ont porté un réseau de neurones
de type perceptron multicouche [95], à des fins de détection de texte. Dans
ce genre de réseau, habituellement totalement connecté entre couches ad-
jacentes, la couche de neurones en entrée reçoit les données qui transitent
par la suite de couche en couche jusqu’à celle de sortie. Chaque couche de
neurones exécute la même suite d’opérations : un produit scalaire entre
leurs données d’entrée et les poids synaptiques, suivi d’une fonction non
linéaire. La plupart de ces produits scalaires peuvent être remplacés par
des multiplications matricielles, qu’ils ont adapté sur GPU grâce à la mé-
thode de Moravánszky [46], atteignant un gain en temps de 20 par rapport
à une implémentation CPU équivalente.
Par la suite, Bernhard et Keriven [11] ont été les premiers à implémen-
ter des réseaux de neurones impulsionnels sur carte graphique, y trans-
crivant deux algorithmes à base de neurones utilisés pour segmenter des
images, respectivement de Campbell et al. [28] et de Buhmann et al. [27].
Ils ont également présenté un algorithme plus généraliste pouvant être
adapté à plusieurs types de réseaux neuronaux, en particulier des réseaux
intègre-et-tire oscillants. Alors que les algorithmes précédents ne propo-
saient qu’une connexité locale entre les neurones (ce qui n’est pas repré-
sentatif d’un réseau de neurones biologiques), ce nouvel algorithme a la
particularité de permettre une connexité non locale, en stockant astucieu-
sement les voisins de chaque neurone dans une texture supplémentaire.
Néanmoins, les limitations techniques des cartes graphiques disponibles,
en particulier la taille maximale des textures et la quantité de mémoire
embarquée, ont limité sur cette implémentation le nombre de neurones
représentables et le nombre de voisins par neurone (ou plus précisément
le produit de ces deux grandeurs).
Dans ce chapitre, nous exposons deux nouvelles façons de simuler
sur carte graphique un réseau de neurones impulsionnels génériques à
connexité non locale, pouvant émuler jusqu’à 2.5 105 neurones pour 250
connexions aléatoires par neurone, en tenant compte des délais de trans-
mission des influx nerveux le long des axones et à travers les synapses.
4.2 Réseaux de neurones impulsionnels à connexité
non locale
Le premier algorithme présenté permet de simuler un ensemble de
neurones impulsionnels reliés suivant une connexité non nécessairement
locale. Le modèle intègre-et-tire utilisé est volontairement très simple.
Ceci se justifie par l’objectif de ces travaux, à savoir améliorer la rapidité
d’exécution de simulations de réseaux impulsionnels, et non interpréter
les résultats obtenus (synchronisme,. . . ) en vue d’en déterminer des ca-
ractéristiques.
L’implémentation de cet algorithme est hybride CPU/GPU : les équa-
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tions régissant l’évolution des neurones sont résolues sur GPU, alors
que les communications entre neurones sont effectuées sur CPU. Nous
décrivons en détail cette mixité dans la suite de ce chapitre. Nous avons
ici employé un GPU bas de gamme (GeForce 7800GTX) avec un CPU
standard (Pentium 3GHz).
4.2.1 Modèle de neurone utilisé
Dans ce premier modèle, nous considérons un réseau de N neurones
excitateurs, chacun étant connecté à nv = 250 voisins tirés au hasard,
ce sont les neurones efférents. Le nombre de neurones successeurs (ou
postsynaptiques, ou afférent) est fixe, mais pas le nombre de neurones
prédécesseurs (ou présynaptiques, ou efférent).
Nous avons choisi pour les neurones un modèle impulsionnel simple,
un intègre-et-tire basé sur le modèle de Lapicque (voir section 3.3.2), avec
des courants synaptiques excitateurs exponentiels. Ainsi l’état de chaque
neurone i est donné par la valeur des variables Vi, le potentiel membra-








avec τV = 10 ms la constante de temps membranaire, τI = 3 ms la
constante de temps synaptique, I0 = 1.1 une entrée synaptique constante,
et R la résistance membranaire, également constante.
Une impulsion est produite lorsque Vi atteint à l’instant t le seuil
Vseuil . Par convention, on prend ce seuil égal à 1. Vi est alors réinitia-
lisé à 0 et l’impulsion est transmise aux voisins après un délai constant
d fixé : à l’instant t + d, Ii ←− Ii + c0 pour chaque neurone cible i, avec
c0 = 0.5/250. On note que les neurones déchargent spontanément, il s’agit
donc d’un réseau d’oscillateurs couplés.
L’objet de l’étude n’étant pas la qualité de l’approximation, les équa-
tions différentielles sont implémentées simplement selon un schéma d’Eu-
ler (pour ce modèle linéaire, une intégration exacte est possible, mais ce
n’est pas le cas en général), en choisissant ∆t comme pas de temps. Par in-
tégration d’Euler, le système d’équations différentielles précédent devient,
avec les dépendances temporelles :
Vi(t + ∆t) = Vi(t) + ∆tτV (−Vi + R(Ii(t) + I0))
Ii(t + ∆t) = Ii(t)(1− ∆tτI )
avec Vi(t) le potentiel membranaire à l’instant t et Ii(t) le courant synap-
tique d’entrée à l’instant t.
4.2.2 Implémentation
L’algorithme 3 implémente le schéma précédent avec les quelques no-
tations supplémentaires suivantes : la quantité m = d/∆t est supposée en-
tière ; la variable T mémorise les temps d’impulsions ; X est une variable
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intermédiaire ; les Yk cumulent les effets des impulsions pour l’instant fu-
tur t + k∆t et C est la matrice de connexion, dont les coefficients Cij sont
donnés par :
Cij =
c0 si i est une cible de j0 sinon
De plus, la résistance membranaire R, égale à 1, n’est pas apparente
dans le schéma de calcul.
Algorithme 3 : Schéma d’Euler avec délai
Entrées : V et I : tableaux de données initiales (taille N, nombre de
neurones) ; Y : tableau des impulsions (taille N ×m)




Transférer Y vers GPU;5
Ti ←− 0 ; // Début boucle GPU6
pour k = 1 à m faire7
// Calcul des équations d’évolution
pour i = 0 à N faire en parallèle8
Vi ←− Vi + ∆tτv (−Vi + Ii + I0);9
Ii ←− Ii + ∆tτi (−Ii +Yki );10
si Vi > 1 alors11




// Fin boucle GPU ;
Transférer T vers CPU;16
pour k = 1 à m faire // Début boucle CPU17
// Transmission des potentiels d’action
pour i = 1 à N faire18




// Fin boucle CPU ;
fin boucle23
Les lignes 6 à 15 sont effectuées sur le GPU, les lignes 17 à 22 sur le
CPU.
Le caractère hybride de cette implémentation est nécessaire : en effet,
les contraintes matérielles imposées par la programmation GPGPU (voir
la section 1.4.3 pour de plus amples précisions sur ces restrictions) em-
pêchent chaque neurone de prévenir ses successeurs (impossibilité d’ef-
fectuer des opération de scatter). La structure ici employée pour contour-
ner ce problème, une matrice de connexité C de taille N × nv, est trop
grande pour que toutes les données puisse être contenues dans la mé-
moire des GPU : en effet, pour N = 2.5 105 neurones et nv = 250 voisins,
il faut stocker 6.25× 107 connections, chacune étant représentée par un en-
tier codé sur 8o. Cela représente 476Mo de RAM sur les 512 présents sur
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les meilleurs cartes alors disponibles (GeForce 7900), ce qui ne laisse pas
assez de place pour les données restantes. Ce manque de mémoire contri-
bue à rendre les opérations matricielles difficilement implémentables sur
GPU, en particulier pour des matrices de tailles importantes.
Le découpage de l’algorithme 3 en deux parties, CPU et GPU, est alors
déterminé par la nécessité de transférer le moins fréquemment possible
des données entre le CPU et le GPU. D’où le principe consistant à calculer
m pas de temps du schéma d’Euler, avant de gérer les impulsions. Ici les
transferts sont limités à :
1. Envoyer Yk vers le GPU à la ligne 5 ;
2. Récupérer T sur le CPU à la ligne 16.
Suivant le délai d et le pas de temps ∆t nécessaire à l’intégration,
il se peut que m devienne trop grand pour pouvoir mémoriser tous
les Yk. Nous avons donc aussi testé un schéma simplifié (algorithme 4)
dans lequel l’instant exact k d’impulsion n’est pas pris en compte. Moins
consommateur en mémoire, ce schéma rend compte, sur notre exemple,
du comportement qualitatif du réseau. Les lignes 4 à 15 sont effectuées
par le GPU, la ligne 17 par le CPU (nous utilisons ici une structure de
type matrice creuse pour la matrice de connexité C).
Algorithme 4 : Délais de transmission approchés
Entrées : V et I : tableaux de données initiales (taille N) ; Y :
tableau des impulsions (taille N)
Y ←− 0;1
boucler jusqu’à interruption2
Transférer Y vers GPU;3
I ←− I +Y ;4
X ←− 0 ; // Début boucle GPU5
pour k = 1 à m faire6
// Calcul des équations d’évolution
pour i = 0 à N faire en parallèle7
Vi ←− Vi + ∆tτv (−Vi + Ii + I0);8
Ii ←− Ii + ∆tτi (−Ii);9






// Fin boucle GPU ;
Transférer X vers CPU;16
// Transmission des potentiels d’action
Y ←− C.X ;17
fin boucle18
Les implémentations de ces algorithmes ont été effectuées sur des
cartes GeForce 7900, disposant de 512 Mo de RAM. Au moment de ces
implémentations, les cartes plus récentes (notamment les GeForce 8800)
n’étaient pas encore disponibles.
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4.2.3 Résultats
Figure 4.1 – Profil des fréquences de décharge en régime stable du réseau simulé.
Gauche : algorithme 3 (avec délais réels). Droite : algorithme 4 (avec délais approchés)
La figure 4.1 montre la fréquence de décharge du réseau au cours
du temps. Qualitativement, il apparait que les neurones déchargent
de manière régulière et corrélée, comme observé dans [239] pour une
architecture complète. Une mesure quantitative montre que les deux
algorithmes retrouvent la même fréquence, bien que les profils soient
naturellement un peu différents.
L’intérêt de notre étude porte sur le facteur de gain en temps obtenu
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Figure 4.2 – Gain en temps de calcul de l’implémentation GPU par rapport à une
implémentation CPU de la partie schéma d’Euler de la simulation. Un gain d’environ 20
est observable entre une simulation GPU sur une carte bas de gamme et la simulation
CPU de référence.
La figure 4.2 montre, pour différentes valeurs de N et de ∆t (donc du
100 Chapitre 4. Simulations sur GPU de réseaux de neurones impulsionnels
nombre m = d/∆t de boucles internes), le gain en temps pour la partie
schéma d’Euler (hors calcul des Y, donc), obtenu par notre implémenta-
tion GPU par rapport à une implémentation CPU de référence, que ce soit
pour l’algorithme 3 (lignes lignes 6 à 15) ou pour l’algorithme 4 (lignes 4
à 15). Le gain moyen est d’environ 20, ce qui est bien la valeur attendue



























Figure 4.3 – Gain en temps de calcul de notre implémentation GPU de l’algorithme 4
complet par rapport à une implémentation CPU de référence, en fonction du nombre de
neurones simulés. Pour cet algorithme, le gain obtenu n’est que de 2. Un modèle plus
complexe de neurone répartira cette charge davantage sur le GPU, augmentant ce gain
en conséquence.
La figure 4.3 montre, dans les mêmes conditions, le gain en temps
obtenu par notre implémentation GPU de l’algorithme 4 au complet, par
rapport à une implémentation CPU similaire. Le gain tombe à 2 environ.
Ce gain est prometteur et requiert des commentaires :
1. Etant donné la complexité du calcul de Y et la simplicité du modèle
de neurone choisi, ce gain est prévisible. En effet, la majeure partie
du temps de calcul est passée sur CPU (ligne 17 de l’algorithme 4), la
partie sur GPU étant bien plus rapide. Plus le modèle sera complexe,
plus le gain sera important ;
2. Les transferts de données entre CPU et GPU occupent également
une part non négligeable des temps de simulations.
C’est donc le caractère mixte CPU/GPU de l’implémentation qui bride
les résultats de notre simulation. Avec la mise à disposition de GPU plus
récents, plus puissants et disposant de plus de mémoire, en particulier les
GeForce 8800, il est envisageable d’effectuer le calcul des paramètres Y
entièrement sur GPU.
Néanmoins, la voie que nous avons choisi d’explorer par la suite est
quelque peu différente : au lieu d’envisager les possibilités offertes par les
générations futures de cartes graphiques, nous avons cherché à modifier
notre algorithme pour pouvoir l’exécuter entièrement sur GPU. Nous dé-
crivons ainsi dans la section suivante un nouvel algorithme, basé sur un
principe de sondage de neurones.
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4.3 Réseau de neurones impulsionnels par sondage
La seconde modélisation proposée est une amélioration de la précé-
dente, présentée en section 4.2. On se propose ici de ne pas considé-
rer les impulsions de tous les neurones prédécesseurs, mais d’en sonder
quelques uns parmi ceux-ci pour une estimation de l’entrée synaptique
globale.
La modélisation précédente supposait, implicitement, qu’un neurone
communique avec ses neurones successeurs uniquement lorsqu’il génère
un potentiel d’action qu’il souhaite leur transmettre. Le problème soulevé
dans ce cas est l’impossibilité, en GPGPU, de modifier les valeurs des neu-
rones successeurs directement (voir la section 1.4.3 pour de plus amples
précisions sur les restrictions de la programmation GPGPU).
Le principe de notre second modèle est une approche inverse : chaque
neurone va estimer le nombre global de neurones prédécesseurs ayant
émis un potentiel d’action à l’instant précédent (discrétisé), en sondant un
sous-ensemble seulement de ces neurones afférents, choisi aléatoirement,
et ce à chaque pas de temps. Ce modèle a été établi en collaboration avec
Romain Brette.
4.3.1 Modèle de neurone utilisé
Le modèle de neurone employé diffère légèrement de celui utilisé dans
le précédent algorithme (voir section 4.2). Il est également basé sur un
intègre-et-tire de Lapicque mais se différencie par deux points :
1. Un bruit suivant un processus brownien, modélisant le "bruit de
fond" observé pour des neurones biologiques, remplace l’entrée sy-
naptique constante I0 ;
2. L’entrée synaptique Ii est la moyenne pondérée des courants prove-
nant des neurones prédécesseurs sondés, tirés au hasard.















dt = −Ji avec Ji ←− Ji + ei à chaque impulsion
avec τV = 10 ms la constante de temps membranaire, τJ = 3 ms la
constante de temps synaptique (ces deux constantes sont identiques à
celles utilisées dans le modèle décrit dans la section 4.2), R la résistance
membranaire, Nneighb le nombre total de prédécesseurs, Npoll le nombre
de prédécesseurs sondés, wi le poids synaptique, {nk}k≥1 une famille de
prédécesseurs sondés aléatoirement, Ji le courant généré par les propres
impulsions du neurone, et ei = ±1. Le signe de ei dépend du caractère
excitateur ou inhibiteur du neurone prédécesseur.
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Par schéma d’Euler, en choisissant ∆t pour pas de temps, le jeu d’équa-
tions différentielles précédent devient, avec les dépendances temporelles :
Vi(t + ∆t) = Vi(t) + ∆tτV (−Vi + RIi(t) + bruit)








Ji(t + ∆t) = Ji(t)(1− ∆tτJ ) avec Ji ←− Ji + ei à chaque impulsion
avec Vi(t) le potentiel membranaire à l’instant t et Ii(t) le courant synap-
tique d’entrée à l’instant t. Ii(t + ∆t) est vu comme la somme pondérée
des courants Jnk des neurones prédécesseurs sondés, à l’instant t et non
à l’instant t + ∆t, ce qui correspond au délai de propagation de l’influx
nerveux.
Deux problèmes implicites émergent de cette modélisation. Tout
d’abord, la création d’un bruit brownien nécessite la manipulation de va-
riables aléatoires, distribuées par un générateur de nombres aléatoires. Un
tel générateur manipule des nombres entiers, type de données tout juste
disponible au début de l’implémentation de cet algorithme, avec les cartes
GeForce 8800.
Ensuite, comme nous l’avons énoncé, il est difficile de stocker le ré-
seau entier dans la mémoire de la carte. Il est alors nécessaire de pouvoir
recréer ce réseau, c’est-à-dire pour chaque neurone, être capable de régé-
nérer l’ensemble de ses neurones prédécesseurs ou successeurs.
Ces deux problèmes sont abordés dans les deux paragraphes suivants,
avant une description de l’implémentation et des résultats.
4.3.2 Génération de nombres aléatoires et bruit brownien
La génération de nombres aléatoires peut être extrêmement fastidieuse
si l’on recherche de bonnes propriétés de distributions des variables. Les
implémentations sur GPU sont peu nombreuses. On dénombre au moins
deux essais : Howes et Thomas [106] utilisant le langage CUDA, et Suss-
man et al. [224].
Dans notre cadre, nous avons privilégié l’utilisation d’un type simple
de générateur, facilement implémentable sur GPU et dont les propriétés
sont satisfaisantes pour notre application : un générateur congruentiel li-
néaire. Couplé à une transformation de Box-Müller, une distribution gaus-
sienne peut être produite, à partir de laquelle on détermine aisément une
variable suivant une loi brownienne.
4.3.2.1 Générateur congruentiel linéaire
Les générateurs congruentiels [121] délivrent une suite d’entiers posi-
tifs {xn}n>0 du type :
xn+1 = axn + c mod m
avec a, c et m les paramètres du générateur. a est appelé le multiplicateur,
c l’incrément, m le module. Le premier élément x0 est appelé la graine du
générateur.
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Nous avons opté pour les valeurs suivantes pour ces paramètres, uti-




Les entiers étant codés sur 32bits sur GPU, l’opération modulo 232 sera
économique car automatiquement réalisée.
Ce générateur produit des entiers répartis sur [0, 232[. Etant donné la
simplicité du générateur, le caractère uniforme de cette répartition n’est
pas réellement assuré, ce qui n’est cependant pas essentiel pour notre
étude.
De plus, un des défauts reconnus des générateurs congruentiels li-
néaires est de produire des entiers dont les bits de poids faibles, c’est-
à-dire les chiffres les plus à droite dans l’écriture binaire, sont corrélés.
Knuth démontre cela dans [121]. Implicitement, nous ne considérons donc
que les bits de poids fort dans nos simulations.
4.3.2.2 Transformée de Box-Müller et distribution gaussienne
La transformée de Box-Müller [19] a la particularité de générer des
paires de nombres aléatoires à distribution normale centrée réduite (ou
distribution gaussienne), à partir de nombres aléatoires de loi uniforme.
En notant (x, y) une telle paire de nombres (déterminée à partir de deux
entiers dans [0, 232[ obtenus au paragraphe précédent, en les ramenant
par division dans [0, 1[), la transformée de Box-Müller s’écrit de la façon
suivante : 
X =
√−2 ln x cos 2piy
Y =
√−2 ln x sin 2piy
avec (X, Y) la paire de variables indépendantes à distribution normale
centrée réduite voulue.
A partir de ce résultat, une variable G suivant une distribution nor-
male d’écart type σ est obtenue par :
G = σ X
= σ
√−2 ln x cos 2piy
La variable aléatoire Y de la transformée de Box-Müller n’est pas utilisée
dans nos simulations.
4.3.2.3 Bruit brownien
L’obtention d’un bruit brownien B à partir d’une variable gaussienne




avec G la gaussienne obtenue dans le paragraphe précédent, et dt l’in-
tervalle entre deux dates consécutives où l’on effectue les simulations,
c’est-à-dire le pas de temps.
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√−2 ln x cos(2piy)
avec x et y deux variables aléatoires uniformes sur ]0, 1].
Pour notre application, ce bruit brownien modélise le bruit de fond
caractéristique des enregistrements de potentiels de neurones biologiques.
4.3.3 Régénération du réseau
Le second problème à résoudre est la régénération du réseau. Nous
cherchons à trouver une représentation des prédécesseurs, ou des succes-
seurs, de chaque neurone i.
Dans notre cadre GPGPU, nous avons vu qu’il est difficile pour un
neurone de prévenir ses successeurs de son état et qu’il lui est préfé-
rable de consulter l’état de tous ses prédécesseurs ; nous cherchons donc
à déterminer, pour un neurone i, une représentation de l’ensemble de ses
prédécesseurs, soit une fonction f (i) telle que :
∀i ∈ J1, NK, f (i) = {Prédécesseurs de i}
N étant le nombre de neurones total dans le réseau.
De plus, comme nous l’avons vu cité au préalable, il est impossible de
stocker une représentation complète du réseau, il est donc nécessaire de
trouver une formulation réduite de cet ensemble. La solution que nous
avons adoptée est la suivante : à chaque neurone i est associé une graine
fixe seedi et une graine évoluant à chaque itération seed
(tmp)
i initialisée à
la même valeur que seedi. En notant Nneighb le nombre fixe de voisins
(prédécesseurs) pour chaque neurone, on détermine l’ensemble des pré-
décesseurs de i comme la suite d’entiers {p(i)k }k∈J1,NneighbK produite par le
même type de générateur congruentiel linéaire que celui utilisé dans la
section 4.3.2.1 : 
p(i)k+1 = ap
(i)




avec les mêmes valeurs pour les paramètres a et c : a = 69069 et c = 1.
Ainsi, tous les prédécesseurs du neurone i sont accessibles par répétition
d’un calcul élémentaire.
Néanmoins, l’ensemble des prédécesseurs ne sera pas complètement
régénéré à chaque itération.
En effet, le principe du sondage est justement d’interroger une partie
seulement de cet ensemble pour évaluer l’entrée synaptique globale du
neurone. Notons Npoll le nombre (fixé) de prédécesseurs sondés par neu-
rone, et turn une variable globale initialisée à 0. Alors, l’algorithme 5 de
détermination du sous-ensemble des prédécesseurs sondés du neurone i,
représentant une étape d’une itération dans le processus global (voir l’im-
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plémentation de l’algorithme complet 6 dans la section 4.3.4) s’écrit de la
façon suivante :
Algorithme 5 : Prédécesseurs à sonder du neurone i
Entrées : seedi : graine fixe
Sorties : {p(i)k }k∈J1,NpollK : sous-ensemble des prédécesseurs de i à
sonder
pour k = 1 à Npoll faire1
pk ←− seed(tmp)i mod N;2
seed(tmp)i ←− (a seed(tmp)i + c) mod m;3
fin pour4
si turn = 0 alors5
seed(tmp)i ←− seedi;6
fin si7
On prend m = 232. Les variables seed(tmp)i sont initialisées une unique
fois dans le programme principal, elles ne sont pas réinitialisées au début
de chaque itération de l’algorithme 5. De même, la variable turn n’est pas
modifiée dans cet algorithme, mais le sera dans l’algorithme principal 6,
entre chaque itération de la boucle principale.
De cette façon, on constate qu’il existe, pour chaque neurone, un
nombre restreint de sous-ensembles générés (autant que d’état que peut
prendre la variable turn) et qu’ils sont réutilisés de façon cyclique. Dans
le programme principal, ce nombre sera de Nneighb/Npoll , permettant de
varier au maximum les pools de neurones sondés. Dans le cadre de nos
simulations, il est suffisant pour assurer une assez grande diversité dans
les échantillons sondés.
4.3.4 Implémentation
La programmation GPGPU utilisant un shading language tel Cg oblige
souvent à partitionner l’algorithme à implémenter. C’est le cas ici ; notre
algorithme est basé sur plusieurs noyaux computationnels (plusieurs
boucles parallèles). Cet algorithme, présenté en 6, implémente le modèle
de réseau neuronal exposé jusqu’ici dans la section 4.3.
Initialisations Les lignes 3 à 8 correspondent à l’initialisation des va-
riables : Vi le potentiel membranaire ; Ji le courant membranaire ; li un
indice pour reporter dans le tableau Ti les instants de décharge ; turn
un entier utile à la régénération du réseau (pour la réinitialisation des
graines des générateurs aléatoires).
La boucle principale (lignes 10 à 41) est répartie en deux noyaux suc-
cessifs, chacun s’exécutant sur tous les neurones en parallèles :
Mise à jour de Vi Lignes 13 à 30 : Le potentiel membranaire Vi est mise
à jour par :
1. Inférence de l’entrée synaptique globale I comme somme pondérée
des courants synaptiques de quelques prédécesseurs choisis aléa-
toirement (sondage), lignes 14 à 23 : les prédécesseurs choisis sont
les Npoll prochaines itérations du générateur congruentiel de graine
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Algorithme 6 : Simulation par sondage
Entrées : {seedi}i∈J1,NK : graines fixes pour la régénération du
réseau ; {seed(br)i }i∈J1,NK : graines pour le bruit brownien










Transférer V,J,I,turn,seed,seed(tmp) vers GPU;9
boucler jusqu’à interruption10
turn←− (turn + 1) mod Nneighb/Npoll ;11
t = t + ∆t;12
// Calcul des équations d’évolution
pour i = 0 à N faire en parallèle13
J ←− 0 ;14
pour l = 0 à Npoll faire15
p←− seed(tmp)i mod N;16
seed(tmp)i ←− (a seed(tmp)i + c) mod m;17
J ←− J + Jp;18
fin pour19
si turn = 0 alors20
seed(tmp)i ←− seedi;21
fin si22
I ←− NneighbNpoll wi J ;23
seed(br)i ←− a seed(br)i + c mod m ;24
x ←− 1m (seed(br)i + 1);25
seed(br)i ←− a seed(br)i + c mod m;26
y←− 1m (seed(br)i + 1);27
g←− σ√−2 log(x) cos(2piy) ;28




// Gestion des potentiels d’action
pour i = 0 à N faire en parallèle31
si Vi > Vseuil alors32
Vi ←− 0;33
Ji ←− Ji + 1;34
Ti[li]←− t;35
li ←− li + 1;36
fin si37
Ji ←− Ji(1− ∆tτJ );38
fin pour39
Transférer V vers CPU;40
fin boucle41
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seed(tmp)i , réinitialisée à seedi tous les Nneighb/Npoll tours de boucle
principale, ces tours étant comptés par la variable turn ;
2. Génération d’un bruit gaussien g à partir de la méthode exposée
dans la section 4.3.2.3, lignes 24 à 28 : deux nombre aléatoires x et
y ∈ ]0, 1] sont déterminés et utilisés dans une transformée de Box-
Müller (voir section 4.3.2.2) ;
3. Mise à jour du potentiel membranaire Vi en fonction de I et du bruit
brownien
√
∆t g, en respectant l’équation régissant ce potentiel.
Potentiels d’actions Lignes 31 à 39 : Une fois que tous les potentiels
membranaires ont été mis à jour, on vérifie si chaque neurone a vu son
potentiel dépasser le seuil Vseuil . Dans ce cas, on émet un potentiel d’ac-
tion : réinitialisation du potentiel à 0, augmentation brusque du courant
membranaire (modélisation des effets du pic du potentiel dû au potentiel
d’action), et sauvegarde de l’instant de décharge. Puis le courant mem-
branaire est mis à jour en respectant l’équation différentielle le régissant.
Néanmoins, en pratique, cet algorithme ne peut être implémenté tel
quel, avec seulement deux shaders Cg. Chaque noyau computationnel est
dirigé par un shader, ne pouvant écrire en sortie qu’un seul type de don-
nées. Ainsi, dans la première boucle (lignes 13 à 30), il est impossible
de modifier à la fois les valeurs des potentiels Vi, réelles, et des graines
seed(tmp)i et seed
(br)
i , entières. La solution adoptée est alors de reporter la
mise à jour de ces graines dans un troisième noyau computationnel, exé-
cuté après les deux premiers, en répétant autant de fois que nécessaire
l’itération du générateur congruentiel. Dans le premier noyau, ce sont
donc des copies des graines qui sont utilisées.
4.3.5 Résultats
Il est nécessaire de valider la méthode de simulation par sondage pour
pouvoir l’utiliser dans des cas pratiques. Nous commençons donc par une
justification expérimentale de la méthode, pour ensuite revenir sur les
résultats obtenus pour les gains de temps.
4.3.5.1 Justification expérimentale
Notre modèle de simulation de réseau de neurones par sondage est
valide si la fréquence de décharge obtenue, en régime stationnaire, cor-
respond à celle donnée par le même réseau (avec les mêmes paramètres)
sans sondage.
Les paramètres de notre simulation sont les suivants :
– Le nombre de neurones du réseau : N = 1024× 10 que nous suppo-
sons constant jusqu’à mention contraire ;
– Le nombre de neurones prédécesseurs de chaque neurone :
Nneighb = 500 ;
– Le nombre de neurones sondés pour chaque neurone : Npoll , variable
(afin tester de l’influence du pourcentage de neurones sondés)
– Le seuil de déclanchement d’un potentiel d’action : Vseuil =
0.015mV ;
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– Le pas de temps de la discrétisation d’Euler des schémas numé-
riques : ∆t = 0.1ms ;
– Le nombre d’itérations de la boucle globale : Nbiter = 30000 ;
– La durée simulée : T = ∆t Nbiter = 3s (pour être en régime stable,
approximativement atteint à 0.5s) ;
– Le poids des connexions synaptiques exitatrices : wexc = 3× 10−12 ;
– Le poids des connexions synaptiques inhibitrices :
winh=−1.2×10−11 ;
– La constante de temps membranaire : τV = 10ms ;
– La constante de temps synaptique : τI = 5ms ;
– La résistance membranaire : R = 1Ω, non représentée.
La figure 4.5 montre les résultats de notre analyse sur la précision de
la fréquence de décharge en régime stationnaire lors d’une simulation sur
GPU, par sondage, comparée avec une simulation sans sondage sur CPU,
notre implémentation directe de référence que nous nommerons dans la
suite simplement version CPU. Les différents graphes constituant cette fi-
gure présentent les résultats d’une même simulation avec une variation
sur le pourcentage de neurones excitateurs. La variation de cette propor-
tion modifie la fréquence de décharge en régime stationnaire de la version
CPU. La figure 4.4 montre l’évolution de la fréquence de décharge, variant
dans le même sens que le pourcentage de neurones excitateurs : un plus
grand nombre de neurones excitateurs va entrainer une augmentation des
émissions de potentiels d’action sur un labs de temps donné, d’où une
































Pourcentage de neurones excitateurs
Figure 4.4 – Fréquence de décharge (en Hz) en régime stationnaire en fonction du
pourcentage de neurones excitateurs présents dans le réseau. On observe que la fréquence
varie dans le même sens que le pourcentage de neurones excitateurs.
Comme attendu, quel que soit le pourcentage de neurones excitateurs
existants dans le réseau, en augmentant le nombre de neurones présy-
naptiques sondés, la fréquence de décharge en régime stationnaire obte-
nue par simulation par sondage converge, aux erreurs d’arrondis près,
vers celle obtenue par simulation sans sondage. Pour une proportion de
80% de neurones excitateurs, l’erreur relative commise par sondage, par
rapport à la version de référence, est de l’ordre de 0.7%, et ce dès que
seulement 5 prédécesseurs sont sondés à chaque pas de temps. Lorsque
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Figure 4.5 – Comparaison des fréquences de décharges (en Hz) en régime stationnaire
pour des simulations sans et avec sondage en fonction de Npoll . En faisant varier la
proportion de neurones excitateurs dans le réseau, on modifie la fréquence de décharge
pour l’algorithme de référence, c’est-à-dire sans sondage (voir l’évolution de la fréquence
de décharge en fonction du pourcentage de neurones excitateurs en figure 4.4). Quelle
que soit cette proportion, plus le nombre de prédécesseurs se rapproche de Nneighb = 500,
plus la fréquence de décharge obtenue dans les versions avec sondage se rapproche de celle
de référence, ce qui est le comportement attendu. A partir de 5 prédécesseurs sondés (soit
ici 1% de l’ensemble des prédécesseurs), l’erreur relative est inférieure à 1.3% (voir le
tableau de la figure 4.1).
l’on augmente le nombre de neurones sondés, cette erreur continue de
baisser, comme le montre la table 4.1.
Npoll
Pourcentage de neurones excitateurs
60% 70% 80% 90%
2 3.29 2.78 2.71 2.46
5 1.29 1.08 0.69 0.55
10 1.03 0.65 0.17 0.44
50 0.77 0.43 0 0.33
100 0.77 0.43 0 0.33
500 0.77 0.87 0.17 0.22
Table 4.1 – Erreurs relatives en pourcentages sur les fréquences observées dans les si-
mulations de référence et avec sondage, en fonction du nombre Npoll de neurones sondés
parmi Nneighb = 500 et du pourcentage de neurones excitateurs.
Ces résultats montrent que le profil de décharge peut être reconsti-
tuée à partir d’un petit nombre de neurones présynaptiques avec une très
bonne précision : dès que 5 neurones sont sondés parmi les prédécesseurs,
l’erreur relative commise sur la fréquence de décharge n’excède jamais
1.3%, quel que soit la proportion de neurones excitateurs dans le réseau
(des proportions inférieurs à 60% ne sont pas biologiquement plausibles).
On remarque qu’en sondant la totalité des prédécesseurs (soit 500), les
erreurs relatives obtenues ne sont pas précisément nulles. Ceci est proba-
blement dû aux différences de précision entre types de données CPU et
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GPU (les nombres réels des GPU NVidia ne respectent en effet pas encore
la norme IEEE)
4.3.5.2 Performances GPU
Nous étudions ici l’apport de notre implémentation GPU de la simu-
lation d’un réseau de neurones (avec sondage) à l’aide de notre librairie
CLGPU (voir section 1.5), en comparaison à la version CPU (sans son-
dage). La machine utilisée pour ces tests est dotée d’un processeur Intel
Xeon, de 1Go de RAM et d’une carte graphique GeForce8800 GTX (main-
tenant dépassée) embarquant 769Mo de RAM .
De par la nécessité d’aller sonder à chaque instant les prédécesseurs,
au lieu de prévenir ses successeurs uniquement lors de l’émission d’un
potentiel d’action dans l’algorithme CPU, la simulation de l’algorithme
à sondage sur CPU (dont l’implémentation a été réalisée à des fins de
validation de l’algorithme GPU) est extrêmement lente comme le présente
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Figure 4.6 – Comparaison des temps d’exécution (en s) pour les algorithmes CPU et
CPU avec sondage, en fonction du nombre Npoll de neurones sondés. Pour ce graphe,
la proportion de neurones excitateurs est de 80%. L’algorithme à sondage est particuliè-
rement lent, les temps de simulation augmentant de façon exponentielle avec Npoll , car
tous les neurones doivent, à chaque pas de temps, sonder leur prédécesseurs, alors que
dans l’algorithme CPU, ils ne préviennent leurs successeurs que lorsque nécessaire, soit
lors du déclenchement d’un potentiel d’action.
La figure 4.7 révèle cependant que le temps obtenu avec l’algorithme
CPU peut largement être amélioré grâce à notre implémentation GPU.
Cette figure montre, pour quatre proportions différentes de neurones ex-
citateurs, les temps mis pour le déroulement des algorithmes CPU et GPU.
On remarque tout d’abord que le temps mis par la version CPU augmente
avec la proportion de neurones excitateurs. En effet, plus il y a de neu-
rones excitateurs, plus les neurones vont générer des potentiels d’actions,
ce qui alourdit la charge de cet algorithme, dans lequel un neurone doit
prévenir ses successeurs lors de l’émission d’un potentiel d’action.
Pour des nombres raisonnables de prédécesseurs sondés, la version
GPU présente un gain pouvant aller jusqu’à 4.3 par rapport à la version
CPU (voir figure 4.9). A partir de 100 prédécesseurs sondés, l’algorithme
GPU montre cependant une perte de vitesse importante, ce qui est dû
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Figure 4.7 – Comparaison des temps d’exécution (en s) pour les algorithmes CPU et
GPU en fonction du nombre Npoll de neurones sondés. Les quatre profils sont similaires.
L’algorithme avec sondage sur GPU propose un temps d’exécution jusqu’à 5 fois plus
faible.
aux boucles de calcul de type boucle for() nécessaires pour scruter les
prédécesseurs, et pour lesquelles le GPU n’est pas optimisé.
Ce gain de 4.3 est obtenu avec la simulation d’un réseau impulsion-
nel comportant une population de seulement N = 10000 neurones. Ce
nombre est d’une part petit face aux réalités biologiques, et d’autre part
trop faible pour que le caractère parallèle de l’implémentation soit utilisé
à son plus haut potentiel. Pour un nombre supérieur de neurones, le rap-
port des temps d’exécution est encore plus favorable à notre méthode :
nous retranscrivons dans la table de la figure 4.8 différents temps de si-
mulation pour d’autres valeurs de N et pour plusieurs valeurs de Npoll
pour la version GPU.
N CPU GPUNpoll = 5 Npoll = 10 Npoll = 50
2000 9.8 10.8 10.8 11.3
5000 24.7 10.9 10.8 12.5
10000 47.4 10.9 11.1 13.6
50000 253.9 13.9 17.9 72.3
100000 521.6 28.7 49.6 213.7
Figure 4.8 – Temps d’exécution (en s) des algorithmes CPU et GPU, en fonction de N
et pour différentes valeurs de Npoll . La proportion de neurones excitateurs a été ici fixée
à 80%.
La figure 4.9 présente les gains de temps réalisé par notre implémen-
tation GPU par rapport à la version CPU, pour les valeurs de N et Npoll
utilisées dans la table de la figure 4.8. Nous montrons qu’il est ainsi pos-
sible de simuler un réseau de neurone impulsionnel comportant un grand
nombre de neurones (au moins 50000) jusqu’à 14 fois plus rapidement
qu’avec une implémentation CPU, tout en ayant une erreur qualitative re-
lative maximale de l’ordre de 1%. Ce gain peut augmenter jusqu’à 18 si
l’on tolère une erreur relative de l’ordre de 1.3%.













































Figure 4.9 – Gains en temps de l’algorithme GPU par rapport à l’algorithme CPU
pour différentes valeurs de N. Plus le nombre total de neurones à simuler est grand, plus
l’implémentation GPU est efficace, pouvant être jusqu’à 18 fois plus rapide que la version
CPU, pour une simulation d’au moins 50000 neurones, en sondant 5 prédécesseurs.
De plus, tout comme pour les résultats présentés en section 4.2.3, il
est important de noter que le modèle de neurone utilisé est d’une sim-
plicité ne favorisant pas les calculs massifs dont sont capables les GPU.
L’utilisation de modèles neuronaux plus complexes, exploitant mieux les
capacités computationnelles des GPU, ainsi que de cartes graphiques de
générations plus récentes, permettrait d’augmenter encore ce gain.
Conclusion du chapitre
Ce chapitre a présenté nos différentes applications en neurosciences
avec utilisation des GPU comme outil d’accélération des calculs par paral-
lélisation. Un premier type de réseau de neurone impulsionnel à connexité
éparse a été présenté formellement, puis sous forme algorithmique. Le
gain en temps obtenu, prometteur mais faible, nous a poussés à dévelop-
per une nouvelle méthode de simulation de réseau neuronal impulsion-
nel.
Ainsi, un deuxième type de réseau de neurone a été proposé, dans le-
quel chaque neurone va constamment vérifier l’état d’une partie aléatoire
de ses prédécesseurs (simulation par sondage). Une implémentation algo-
rithmique a ensuite été présentée, permettant un gain en temps pouvant
aller jusqu’à 18, pour une erreur commise inférieure à 1.3%.
Il est à noter que ces gains temporels peuvent largement augmenter
avec la complexité du modèle de neurone retenu. En effet, plus le modèle
est complexe, plus la charge de travail sera lourde, et plus le rapport
des temps d’exécution des simulations CPU et GPU grandira, en faveur
du GPU. De plus, notre objectif n’a pas été ici de valider nos méthodes
sur des dérivés applicatifs, mais de proposer un outil de simulation
rapide et précis à la communauté scientifique. Il serait à présent intéres-
sant de connaître les implications des erreurs introduites par nos modèles.
Les deux chapitres de la partie suivante s’intéressent à un tout autre
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La vision par ordinateur est définie comme la science et la technologiedes machines qui voient. Elle est un domaine computationnel cherchant
à extraire de l’information dans des images, qu’elles soient séquences vi-
déo, photographies ou autres. Les systèmes décrits en vision ont des ap-
plications nombreuses et peuvent par exemple servir dans des procédés
industriels de contrôle, pour de la vidéosurveillance, de la modélisation
d’objets, de scènes ou d’environnements, du traitement d’images,. . .
Ce chapitre va introduire brièvement ce domaine et les problèmes qu’il
tente de résoudre, avant de présenter plus en détail une méthode de re-
construction d’objets en 3D, la stéréovision, ainsi qu’un algorithme de
stéréovision dense par méthode variationnelle.
Les travaux présentés dans les sections 5.2 et 5.3 de ce chapitre ont fait
l’objet d’une publication à 3DPVT’06 [146], en collaboration avec Julien
Mairal et Renaud Keriven.
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5.1 Vision par ordinateur
5.1.1 Introduction
L’espace tridimensionnel nous entourant et les objets qu’il contient
sont facilement descriptibles et interprétables par l’homme. L’information
se formant sur la rétine n’est pourtant composée que de points, environ
un million, chacun renseignant sur la quantité de lumière et la couleur de
l’espace environnant projeté sur la rétine. Les objets observés n’existent
pas sur la rétine, et pourtant leur vision et leur interprétation est possible :
cela est le résultat du processus visuel, associant les informations issues
de l’observation et les connaissances a priori.
Depuis longtemps déjà, la vision suscite l’intérêt de nombreux scienti-
fiques : mathématiciens, géomètres, biologistes ont essayé de comprendre
les mathématiques de la vision, l’anatomie et le fonctionnement de l’œil et
du cerveau, et ont découvert un système d’une extrême complexité, dont
les limites ne sont pas mêmes clairement définies.
Avec le développement des capacités des machines computationnelles,
ces scientifiques ont voulu résoudre le problème de la vision quantitati-
vement, en essayant de définir un modèle algorithmique pour la percep-
tion visuelle : sans nécessairement chercher à comprendre comment fonc-
tionne la vision biologique, ils ont voulu créer un modèle qui, d’un point
de vue extérieur, a des propriétés semblables.
La mise au point de ce modèle a été le fondement d’une théorie de la vi-
sion par ordinateur, tentant de résoudre des problèmes spécifiques. Elle est
un processus de traitement d’information, prenant en entrée des images,
apportant certaines connaissances préalables et donnant une modélisa-
tion de l’entrée sous la forme d’objets et de relations entre ces objets. Un
tel processus calculatoire pour le traitement et la représentation de l’in-
formation visuelle a été présenté par David Marr au début des années
80 [148].
Ce paradigme de Marr est fondé sur trois étapes :
1. la segmentation des images, à la base de tout système de vision,
dont le but est l’extraction d’entités dans les images d’entrée, par dé-
tection de points d’intérêts, de contours (discontinuités des niveaux
colorimétriques dans l’image ou approximation par représentation
analytique), ou extraction de régions homogènes ;
2. la reconstruction de la géométrie d’une scène (points 3D et leurs
caractéristiques physiques), induite des images en entrée, et produi-
sant des modélisations facilement manipulables, par stéréoscopie,
par structure from motion (structure à partir du mouvement) ou par
shape from shading (forme à partir des ombrage) ;
3. la reconnaissance, consistant essentiellement en la comparaison
d’indices visuels en deux ou trois dimensions avec les indices d’ob-
jets à reconnaitre, préalablement connus.
Ces trois étapes définissent trois grands champs disciplinaires en vi-
sion par ordinateur, ayant chacun introduit de nombreux algorithmes et
ayant trouvé la grande quantité d’applications que chacun sait.
Notre application d’intérêt ici, appartenant à l’étape de reconstruction,
est la stéréovision, que nous présentons ci-dessous.
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5.1.2 Stéréovision
La stéréovision est une méthode de vision par ordinateur permettant,
à partir d’au moins deux prises de vues d’un même objet se recoupant,
de reconstituer cet objet sous la forme d’un maillage 3D.
On distingue deux types de problèmes possibles pour cette recons-
truction.
Premièrement, la capture de la géométrie complète d’un objet est l’ob-
jectif de la stéréovision multivue, utilisant un certain nombre de photos
de l’objet, prises à partir de points de vues connus. Plusieurs algorithmes
existant pour cela sont référencés et comparés qualitativement par Seitz
et al. dans [206]. Seitz et al. proposent également une taxinomie de ces al-
gorithmes, une méthodologie d’évaluation de ceux ci ainsi que plusieurs
jeux de données. Plusieurs portages sur GPU ont été réalisés, Labatut et
al. [128] ont notamment implanté un tel algorithme de stéréovision multi-
vue par évolution variationnelle de surface.
Le second problème, plus ancien, est celui de la reconstruction à par-
tir de deux images, présenté avec la figure 5.1. C’est l’un des domaines
de prédilection des chercheurs en vision par ordinateur. Scharstein et
Szeliski ont proposé une taxinomie des nombreux algorithmes existants
pour résoudre ce problème, ainsi qu’une comparaison de quelques mé-
thodes existantes [201]. Encore plus que pour la stéréovision multivue,
de nombreuses solutions ont été proposées. Le problème se ramène tou-
jours au calcul d’un décalage (une disparité) entre les deux images. Cette
modélisation n’est pas toujours adaptée et on trouve à l’opposé d’autres
méthodes, dites variationnelles, mettant en jeu des équations aux dérivées
partielles, telle celle de Stretcha [219], permettant d’estimer une carte de
profondeur de la scène.
Jusqu’à la fin de ce chapitre, nous présentons un tel algorithme va-
riationnel de stéréovision dense, implémenté entièrement sur GPU. Cet
algorithme est basé sur le travail de Keriven et Faugeras [51], considérant
le problème de la stéréovision à n vues, déterminant la surface d’un objet
par minimisation d’une certaine énergie incluant un terme de consistance
photométrique et des contraintes de régularisation.
Ici, nous nous restreignons aux cas à deux et trois caméras et mo-
délisons la surface comme une carte de profondeur vue à partir d’une
caméra de référence. Bien que proposant des résultats précis et lisses, une
telle approche est généralement négligée à cause de son manque d’effi-
cacité. C’est ce qui a motivé nos travaux. En effet, alors que la plupart
des approches sont basées sur la recherche d’une carte de disparité, nous
procédons en deux étapes :
1. Estimation des correspondances (disparité) entre deux images préa-
lablement rectifiées (deux images sont dites rectifiées lorsqu’elles
ont subies une transformation affine qui amène leurs droites épipo-
laires parallèles et alignées. Cela permet de simplifier grandement
les recherches ultérieures des correspondances) ;
2. Reconstruction tridimensionnelle de l’objet.
Dans ce contexte, les auteurs de [68], [244], [255], [243], [252], [250]
et [71] ont développé des algorithmes en temps-réel ou semi temps-réel
sur GPU. Celui présenté par Yang et Pollefeys [250] peut évaluer jusqu’à
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Caméra 1 Caméra 2
Figure 5.1 – Modèle stéréoscopique à deux caméras. Un point M d’un objet réel est
observé à travers deux caméras et se projette en m1 sur l’image I1 de la caméra 1 et
en m2 sur l’image I2 de la caméra 2. La prise de vue sera suivie des étapes de calibra-
tion des caméras, de rectification des images, de corrélation pour apparier m1 et m2, de
détermination de la position spatiale de M puis de reconstruction de la surface.
289 millions de disparités par seconde, sur une ATI Radeon 9800. Néan-
moins, ces résultats ne sont pas dédiés à une reconstruction précise. Notre
but est d’obtenir aussi rapidement que possible une surface cohérente et
précise, à partir de deux ou trois caméras, ou d’un flux vidéo. Un premier
essai d’utilisation des GPU pour le même problème a été réalisé par Zach
et al. [256], présentant des résultats visuellement satisfaisants. Ils utilisent
cependant une différence de niveaux de gris non-robuste comme critère
de consistance photométrique là où nous utilisons une corrélation croisée
normalisée. La principale différence est que nous utilisons une descente
de gradient mathématiquement établie là où ils laissent leur surface se
mouvoir à vitesse constante, cherchant une décroissance d’énergie.
Bien que basée sur une corrélation croisée, notre méthode ne nécessite
aucune rectification des images et n’a pas besoin que ces images soient
orientées dans le même sens : elles sont rétro-projetées sur la surface et
corrélées directement sur elle. Pour améliorer la convergence et gérer les
minima locaux, notre algorithme est multi-échelle en terme de maillage et
d’image. La prise en compte des occlusions et la sélection de caméra sont
basées sur les normales à la surface.
5.2 Stéréovision à deux caméras
Nous considérons premièrement le cas où deux caméras sont utilisées.
Le cas à trois caméras sera couvert dans la section 5.3. L’approche se fera
par descente de gradient sur une énergie dont l’expression sera donnée
dans la suite.
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5.2.1 Modélisation
5.2.1.1 Modèle choisi
En considérant deux caméras totalement calibrées et en prenant la
caméra 1 comme référence, nous modélisons l’objet à reconstituer comme
la triangulation régulière d’une surface déformable S, sur laquelle chacun
de ses vertex M se situe sur un rayon fixe issu du centre optique O1 de
la caméra 1, comme le montre la figure 5.2. La déformation du maillage
se fera par mouvement de chaque vertex le long du rayon auquel il est
associé.
Bien qu’asymétrique, cette représentation (maillage régulier et direc-
tions de déplacement fixées) simplifie grandement les calculs et permettra














Figure 5.2 – Modèle à deux caméras. La caméra 1, de centre optique O1 est la caméra
de référence. Pour chaque point M de S est lancé un rayon à partir de O1, ce rayon
détermine la direction de déplacement pour M.
Dans la suite, nous noterons dM la distance du centre O1 à un point
M du maillage que l’on souhaite faire évoluer. Nous allons maintenant
décrire la fonction d’énergie E(S), dont la minimisation sera effectuée par
descente de gradient.
5.2.1.2 Formulation de la fonction d’énergie
La formulation la plus simple de l’énergie pourrait être la somme des




(I2 ◦Π2(m)− I1 ◦Π1(m))2 dS(m)
avec Ii l’image i, Πi la projection associée à la caméra i, et ◦ désignant la
composition de fonction.
Cette énergie semble robuste par le fait que la somme couvre toute
la surface, comme mentionné dans [256]. Cependant, nos tests sur des
images réelles étant restés peu convaincants, nous avons préféré utiliser
une énergie plus robuste, basée sur une corrélation croisée normalisée, où
les images sont reprojetées sur la surface (ou bien un plan tangent à S en
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(1− ρ(I1 ◦Π1, I2 ◦Π2, m)) dS(m)
Une version discrétisée de cette énergie est utilisée, en calculant les





(1− ρT(I1 ◦Π1, I2 ◦Π2)) (5.1)
avec, en omettant les dépendances en T dans les notations :
ρT =
< I1, I2 >
|I1|.|I2| (5.2)





(I1 ◦Π1(m)− I1 ◦Π1)(I2 ◦Π2(m)− I2 ◦Π2) dm






< Ii, Ii >
AT représente l’aire du triangle T. Notons qu’aucune métrique sur les
triangles n’est utilisée.
Multiplier la corrélation par l’aire de la surface du triangle condui-
rait à la plus petite surface possible, c’est-à-dire à la convergence de tous
les points du maillage vers le centre optique O1. C’est un comportement
classique d’une méthode basée sur les contours actifs, habituellement
contourné par l’addition d’une force ballon. Néanmoins, nous n’utilisons
pas une telle force, préférant ajouter à notre énergie un terme de régula-
risation que nous décrivons par la suite.
5.2.1.3 Minimisation par descente de gradient
La minimisation de l’énergie E(S) se fait par la méthode classique
de descente de gradient, ici à pas fixe, avec un schéma multi-résolution,
autant en terme de maillage que de tailles d’image, pour traiter les mi-
nima locaux autant que possible. L’énergie E(S) étant une fonction des
distances {dM}M∈S, nous devons calculer son gradient par rapport à ces
distances.
Notons V(M) l’ensemble des triangles auxquels appartient le vertex







Le calcul de ces quantités lorsque M est un des vertex de T est direct
et produit des expressions plutôt longues. En omettant les dépendances
en T, on peut dans ce cas écrire :




































∂ < I1, I2 >
∂dM
Le moyen classique et néanmoins approprié de paramétrer m sur un
triangle T = (M1, M2, M3) est de l’écrire sous cette forme :





avec 0 ≤ λ+ γ ≤ 1. Il est alors possible d’écrire :
< I1, I2 > = 2
∫
0≤λ+γ≤1
(I1 ◦Π1(m(λ,γ))− I1 ◦Π1)
(I2 ◦Π2(m(λ,γ))− I2 ◦Π2) dλdγ

































Pour discuter de l’implémentation GPU des quantités (5.1) et (5.2), il
est important de noter qu’elles se résument à des sommes doubles (les va-
leurs moyennes étant encapsulées dans la somme principale) dépendant




où m est un point de T, et M un de ses vertex. Développons cette équation.
Nous reprenons les notations suivantes, introduites dans [50] : Pi est
une matrice 3× 3, pi un vecteur à 3 composantes. Alors h désignera la
fonction qui convertit un point en coordonnées homogènes en un point à
coordonnées dans l’image :
h(x, y, w) = (x/w, y/w), si w 6= 0
Π˜i(m) = Pim + pi
Π(m) = h ◦ Π˜i(m)
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La paramétrisation de m peut également être écrite de la façon sui-
vante :
m = α1M1 + α2M2 + α3M3
Cela permet de représenter la quantité (5.3) de la façon suivante :


















Dans notre implémentation, nous utilisons une forme variant légère-
ment pour ces équations, permettant de tirer profit des capacités vecto-
rielles des GPU, mais plus difficile à lire.
5.2.2 Implémentation GPU
Nous allons maintenant voir comment est adapté ce calcul sur GPU.
5.2.2.1 Discrétisation
Lors de l’implémentation des quantités décrites ci-dessus sur GPU,
les intégrales de la forme
∫
T F(m)dm, pour une certaine fonction F, sont
remplacées par des sommes discrètes de la forme ∑p F(p)dm(p), où p est
déterminé par le rasterizer, et chaque fragment shader va calculer F(p).
Soit T le triangle (M1, M2, M3), p un barycentre tel que p = α1M1 +
α2M2 + α3M3 avec αi ≥ 0 et α1 + α2 + α3 = 1. Alors, nous devons calculer
la quantité (5.3), à savoir :
Di,k(α1, α2, α3) =
∂Ii ◦Πi(m)
∂dMk
pour k ∈ J1, 3K et tous les triplets (α1, α2, α3) déterminés par le rasterizer.
Un calcul direct impliquant les projections de caméras donne :
Di,k(α1, α2, α3) = gi(αk fi(Mk), Π˜i(m), (∇Ii) ◦Πi(p)))
avec
fi(Mk) = Pi Mk
et gi facilement déductible de (5.4). On remarque que lorsqu’un fragment
shader est appelé pour un point p, les valeurs αk ne sont pas connues.
Ainsi, il est impossible d’obtenir les αk fi(Mk) requis. Néanmoins, l’ajout
d’un attribut virtuel aux vertex auquel on donne la valeur fi(Mk) pour
Mk et 0 pour Mj, j 6= k, fournit automatiquement la quantité interpolée
αk fi(Mk) lors du calcul de m. De plus, le rasterizer peut calculer Πi(m)
car
Πi(m) = α1Πi(M1) + α2Πi(M2) + α3Πi(M3)
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est une valeur interpolée entre trois valeurs qui dépendent seulement
d’un vertex. Un des avantages est que les quantités dépendant des ver-
tex Mk sont calculées seulement une fois par le vertex shader et non une
fois par point m.
Nous remarquons également que lors du rendu d’un triangle T =
(M1, M2, M3), les trois valeurs Di,1, Di,2 et Di,3 peuvent être calculées si-
multanément pour chaque point m grâce aux capacités vectorielles des
GPU.
En choisissant d’effectuer le rendu depuis la caméra 1, nous obtenons
que, pour un point donné m ∈ T, la valeur de I1 ◦Π1(m) est indépendante
des positions des vertex de T, soit :
D1,k(α1, α2, α3) = 0
5.2.2.2 Sommation
Après le calcul de F(p), p ∈ T, pour une certaine fonction F, il est
nécessaire de calculer la somme ∑p∈T F(p)dm(p). Une telle réduction est
un problème classique, comme nous l’avons vu dans la section 1.4.7.1,
aboutissant à un calcul de complexité logarithmique. Ici, nos triangles
possèdent un petit nombre de pixels grâce à notre approche multi-échelle,
adaptant la taille du maillage aux dimensions de l’image. Ainsi, un simple
rendu GPU dans lequel chaque pixel shader s’occupe d’un triangle, en
parcourant par une boucle tous ses points, est bien plus efficace.
Pour chaque triangle, il est également nécessaire de sommer, pour
chaque vertex, des quantités sur les triangles auxquels il appartient (voir
équation (5.1)). Une fois encore, chaque pixel shader va traiter un vertex
par une boucle sur les triangles auxquels il appartient.
5.2.2.3 Régularisation
Comme annoncé préalablement, nous n’avons pas utilisé de métrique
de surface et devons ajouter un terme de régularisation spatiale à l’éner-
gie. Un mouvement par courbure moyenne aurait pu ici être employé (ou,
d’une façon équivalente, un ajout de l’aire de la surface à l’énergie). Nos
résultats ont néanmoins été meilleurs par lissage direct dM, en ajoutant au








avec N(M) l’ensemble des voisins du vertex M, et K une constante adapté
au niveau de détail considéré.
5.2.2.4 Critère d’arrêt
Un critère d’arrêt simple basé sur la valeur maximale du gradient
donne de bons résultats. Cependant, fixer le nombre d’itération pour
chaque niveau de détail donne des résultats similaires, tout en accélérant
la convergence.
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5.2.3 Schéma computationnel complet
La figure 5.3 décrit une itération complète du schéma de calcul
1. Assignation des vertex de la surface aux vertex GPU, rendu, calcul
de D2,k(p), k = 1, 2, 3 pour tout point p ;
2. Assignation des triangles aux pixel shaders, rendu, calcul des
doubles sommes avec les quantités ∂ET∂dM ;
3. Assignation des vertex de la surface aux pixels shaders, rendu, cal-
cul de la somme de voisinnage menant au gradient ∂E(S)∂dM . Calcul des
positions des vertex dm en fonction de ce gradient ;
4. Mis à jour des positions des vertex (stockés dans un buffer particu-
lier) et éventuellement test d’arrêt.
5.2.4 Résultats
Nos expériences ont été réalisées avec un PC standard dont le CPU est
cadencé à 3GHz et d’une carte graphique Geforce 7800GTX, maintenant
largement démodée.
I1, I2 et ∇I2 sont précalculés lors d’une première phase. Les textures
utilisées sont en 16bits (apportant un gain en temps de 40%). Nous avons
obtenu une convergence rapide avec une moyenne de 10 itérations par ni-
veau de détail. Il s’est avéré que notre approche multi-résolution empêche
de tomber dans des minima locaux.
Pour effectuer des comparaisons, nous avons développé une version
CPU de référence, minimisant la même énergie que la version GPU. Cette
version CPU a été précautionneusement écrite et compilée avec toutes les
optimisations disponibles. Le tableau 5.1 montre les gains obtenus par la
version GPU sur la version CPU. On observe un gain moyen de l’ordre
de 10 à 15. Cela montre que notre implémentation utilise au mieux le
pipeline graphique.
Image Maillage GPU CPU Gain
642 52 1.60 kHz 555 Hz 2.9
1282 92 1.33 kHz 116 Hz 11.5
2562 172 464 Hz 28.6 Hz 16.2
5122 332 102 Hz 7.5 Hz 14.1
5122 652 89.4 Hz 7.3 Hz 12.2
5122 1292 67.9 Hz 7.2 Hz 9.0
Table 5.1 – Fréquences observées pour 1000 itérations à un niveau de détail donné, en
fonction des tailles des images et du maillage. Le gain moyen est entre 10 et 15.
Les figures 5.4 et 5.5 montrent les jeux de donnés utilisés. Les résultats
correspondants, ainsi que quelques temps de calculs sont donnés dans
les figures 5.6, 5.7, 5.8 et 5.9. Pour chaque figure présentée, nous avons
exécuté 8 itérations pour chaque niveau de détail, excepté pour les deux
derniers niveaux, exécutés respectivement 4 et 2 fois. Un temps d’exécu-
tion total de 250ms est observé pour une convergence globale. Comme
attendu, notre algorithme n’est pas aussi rapide que ceux basés sur des
cartes de disparités. Cependant, les applications visées ne sont pas les
mêmes.
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Figure 5.3 – Schéma de calcul complet pour deux caméras. Exemple d’itération sur un
maillage de 3× 3 vertex et une image de taille 8× 8. Notre implémentation débute avec
un maillage 3× 3 et une image 32× 32. Un carré rouge représente un pixel effectivement
calculé. Les lignes pleines représentent le maillage.
Un des inconvénients de cette méthode est que les occlusions ne sont
pas gérées. Nous pouvons cependant facilement interdire l’algorithme de






















































Figure 5.5 – Troisième et quatrième jeux de données
considérer les triangles occlus, avec l’utilisation d’une troisième caméra.
C’est ce que nous présentons dans la section suivante.
5.3 Stéréovision à trois caméras
Notre modèle peut facilement être étendu pour gérer trois caméras.
Notons la caméra gauche L, la centrale C et celle de droite R. La caméra
de référence sera C, tenant le rôle précédemment tenu par la caméra 1
dans la section précédente. La corrélation sera calculée entre les caméras
C et L ou entre les caméras C et R. Les seuls critères d’assignation des
caméras sont les suivants :
1. La surface est modélisée à partir du centre optique de la caméra C ;
2. La corrélation entre les caméras L et R n’est pas prise en compte.
Ce choix fait, nous divisons à chaque itération les triangles en deux
ensembles SL et SR, SL (respectivement SR) étant l’ensemble des triangles
corrélant entre les caméras C et L (respectivement entre les caméras C et
R). L’énergie associée est alors similaire à celle donnée dans l’équation
Figure 5.6 – Surface obtenue à partir du premier jeu de données. Temps de calcul :
240ms. Deux caméras.
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Figure 5.7 – Surface obtenue à partir du deuxième jeu de données. Temps de calcul :
250ms. Deux caméras. Ces images sont la propriété du Pr. Kyros Kutulakos, University
of Toronto.
Figure 5.8 – Surface obtenue à partir du troisième jeu de données. Temps de calcul :





(1− ρT(IC ◦ΠC, IL ◦ΠL))
+ ∑
T∈SR
(1− ρT(IC ◦ΠC, IR ◦ΠR)) (5.5)
Dans nos tests, nous utilisons simplement un test sur les normales aux
triangles pour déterminer la meilleure caméra secondaire entre L et R. De
plus, les occlusions peuvent facilement être traitées. En déterminant la
surface à partir de la caméra secondaire, on détermine si un triangle est
vu ou non. Lorsqu’un triangle n’est vu par aucune caméra, il n’est assigné
ni à SL, ni à SR. Ensuite, en gardant l’énergie donnée par l’équation (5.5),
un triangle qui n’est pas vu par au moins C et une des deux autres ca-
méras n’est pas pris en compte dans cette énergie. En fait, nous ignorons
également les triangles qui ne sont pas assez "de face", en un certain sens.
Cela apporte une première façon de gérer les discontinuités, un point im-
portant que notre modèle ne prenait pas en compte jusqu’ici.
Nous avons implémenté cet algorithme à la fois sur CPU et GPU. La
version CPU ne prend pas en compte les occlusions, un test de visibilité
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Figure 5.9 – Surface obtenue à partir du quatrième jeu de données. Temps de calcul :
220ms. Deux caméras.
serait trop lent. Cette version s’exécute seulement 9% plus lentement que
la version à deux caméras.
Pour implémenter la version GPU, nous utilisons un stencil buffer (voir
section 1.4.4.1) pour classifier les triangles en deux groupes, pour pouvoir
ensuite travailler séparément sur chaque groupe. On mémorise donc grâce
à ce buffer l’appartenance de chaque triangle à SL ou SR, en marquant un
de ces deux groupes par un masque. Il sera simplement nécessaire d’in-
verser le masque lors du changement de groupe. Ce test est directement
câblé sur la carte graphique et est ainsi très rapide. Une vue d’ensemble
de l’algorithme pour la version GPU est donnée dans la figure 5.10. Si les
triangles étaient aléatoirement distribués entre SL et SR, notre algorithme
pourrait mener à des problèmes de cache. Ce n’est heureusement pas le
cas ici. Nos premiers résultats montrent une surcharge supplémentaire de
30% par rapport à la version à deux caméras.
La figure 5.11 montre le jeu de données utilisé pour notre algo-
rithme à trois caméras. Quelques résultats graphiques sont présentés en
figures 5.12 et 5.13.
Grâce à la gestion des occlusions et à une plus grande précision
lorsque les trois caméras observent le triangle courant, la reconstruction à
trois caméras (figure 5.13) est plus exacte et plus précise que celle à deux
caméras (figure 5.12).
5.4 Vidéo
Nous avons testé notre algorithme sur des séquences vidéo. Pour la
première image, la convergence est obtenue en environ 250ms. Par conti-
nuité temporelle, nous prenons la surface reconstruite à l’image f comme
valeur initiale pour la convergence à l’image f + 1. Quelques tests prélimi-
naires consistant principalement en un ajustement des choix des niveaux
de détails et du nombre d’itérations ont montré des résultats prometteurs
en atteignant une fréquence de 8 images par seconde pour l’algorithme à
deux caméras. Avec les cartes les plus récentes actuellement, on peut es-
pérer atteindre environ 20 images par secondes. De plus, il est à noter que
notre approche peut facilement être transformée en une version utilisant
deux cartes graphiques couplées, avec un minimum de transferts entre
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Figure 5.10 – Schéma de calcul complet pour trois caméras.
les deux, ce qui permettrait d’atteindre facilement le temps réel, tout en




























Figure 5.11 – Jeu de données pour l’algorithme à trois caméras. Issu de [137].
Figure 5.12 – Reconstruction à partir de deux caméras avec zones occludées. Le nez et
la partie gauche du visage ne sont pas correctement reconstruits.
Conclusion du chapitre
Dans ce chapitre, nous avons présenté un algorithme de stéréovision
dense sur GPU, basé sur des principes variationnels, capable de gérer les
occlusions, prenant deux ou trois caméras en entrée et proposant un gain
en temps de l’ordre de 10 à 15 et une reconstruction précise des objets
observés, ceci grâce à un GPU aujourd’hui totalement dépassé techni-
quement, bien plus lent que les GPU actuels et obligeant à calculer en
plusieurs passes ce qui pourrait l’être directement.
Dans le prochain chapitre, nous décrivons un algorithme de mise en
correspondance de points d’intérêts pouvant servir de base aux algo-
rithmes de reconstitution 3D.
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Figure 5.13 – Reconstruction avec trois caméras. La reconstruction est correcte.
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L’appariement d’une image donnée avec une seconde image ou un en-semble d’autres images, est classiquement réalisé en repérant et en
mettant en correspondance différents indices présents dans ces images.
C’est un pré-requis essentiel à de nombreux algorithmes en vision par or-
dinateur, tel le Structure From Motion [94], la reconnaissance d’objet ou la
classification. Les indices usuellement utilisés sont des points d’intérêt, dé-
tectés dans des images, puis caractérisés localement et appariés à travers
l’ensemble de ces images. Avec de nombreuses images en entrée, pouvant
contenir chacune plusieurs milliers de points d’intérêt, la mise en corres-
pondance rapide de ces points est une étape très consommatrice en temps
de calcul, même avec les plus récents CPU, et souvent sous-estimée. Dans
les applications concernées, c’est en effet un des bottlenecks majeurs.
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Dans ce chapitre, nous présentons dans une première partie quelques
unes des méthodes classiques pour détecter et caractériser par un descrip-
teur ces points d’intérêt, en particulier les Scale Invariant Feature Transforms
(SIFT), et les Speeded-Up Robust Features (SURF). Dans une deuxième par-
tie, nous exposons d’abord le procédé usuel d’appariement (matching),
basé sur une comparaison de distances entre descripteurs, puis proposons
ensuite une méthode de mise en correspondance rapide de deux images,
implémentée sur GPU, s’exécutant classiquement en 20ms pour une paire
d’images contenant un millier de points d’intérêt chacune. L’objet de notre
troisième partie est la présentation d’une application de cette méthode,
traitant un large ensemble d’images pour apporter une aide à l’utilisateur
lors d’un processus d’acquisition photographique d’une scène, et pouvant
indiquer quelles parties de la scène n’ont pas encore été "suffisamment"
observées pour pouvoir être reconstituée, une nouvelle image étant appa-
riée de façon interactive avec toutes les précédentes.
Les travaux présentés dans ce chapitre, réalisés dans le cadre du projet
ANR Wired Smart, ont fait l’objet d’une publication à ICPR’08 [33], en
collaboration avec Renaud Keriven.
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6.1 Détection et caractérisation de points d’intérêt
L’appariement d’images est basé sur la détection, la caractérisation et
la mise en correspondances d’indices présents dans les images, les features,
pouvant être en pratique trois primitives principales :
1. Une région d’intérêt, détectée dans l’image, particularisant par
exemple une zone homogène ou une zone à texture similaire. La
méthode la plus connue pour ce faire, nommée MSER (Maximally
Stable Extremal Regions) a été introduite par Matas et al. [150]. La no-
tion locale de région extrême y est définie et utilisée pour maximiser
un critère de stabilité ;
2. Une arête, représentant par exemple un contour d’un des objets de
l’image. L’opérateur de Sobel [217], consistant en l’application de
deux filtres de convolution successivement, fut le premier détec-
teur de ces contours, par combinaison des gradients horizontaux
et verticaux. Canny proposa un nouvel opérateur [29], basé sur une
première phase de lissage puis sur une convolution plus adaptée,
offrant ainsi la détection de plus d’arêtes et une meilleure location
de celles ci. Cet opérateur fut repris par Deriche [43] (sous la forme
d’un filtre récursif, plus rapide, nommé filtre de Canny–Deriche)
puis par Lindeberg [140] (par une approche différentielle prenant
en compte la notion d’échelle) ;
3. Un point, dit point d’intérêt (ou pixel dans une image), dénotant
par exemple les coins de l’image, c’est-à-dire les points de discon-
tinuité dans au moins deux directions de la fonction d’intensité ou
de ses dérivées. Moravec a introduit un des premiers détecteurs de
points [160], en considérant les variations de la valeur moyenne de
l’intensité sur une fenêtre localement glissante. Ce détecteur a en-
suite été repris par Harris et Stephens [86], puis par Mikolajczyk
et Schmid [156], introduisant la notion d’échelle (le détecteur est
alors nommé Harris Laplace) ; ces deux améliorations sont présen-
tées dans la suite. Une autre façon de détecter de tels points est
d’utiliser des opérateurs différentiels, tel les Difference of Gaussian
(DoG) ou les Hessian of Gaussian (HoG). Ils permettent une locali-
sation en espace et en échelle et sont entre autres utilisés pour les
SIFT, décrits plus loin.
Schmid et al. ont proposé une comparaison des différents types de
détecteurs de points dans [204].
En pratique, les features les plus utilisées sont les points d’intérêt,
détectés en espace et en échelle. Plus faciles et rapides à manier que les
autres types de features, ils permettent d’obtenir in fine des résultats tout
aussi satisfaisants.
Une fois localisés, ces points peuvent être exploités après une étape
de caractérisation. Pour ce faire, Lowe a introduit avec les SIFT [143] la
notion de descripteur local, notion que nous décrivons dans la suite après
avoir exposé différents détecteurs de points d’intérêt.
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6.1.1 Détection
Nous présentons ici, dans l’ordre chronologique, quatre méthodes de
localisation de points d’intérêt, dont nous pouvons voir un résultat clas-
sique sur la figure 6.1.
Figure 6.1 – Détection de points d’intérêt. Gauche : image originale. Droite : image
originale avec superposition des points détectés.
6.1.1.1 Harris
Le détecteur de coins de Harris et Stephens [86] est une amélioration
de la méthode de Moravec [160]. L’idée de base de ce détecteur est que la
variation d’intensité aux alentours d’un coin est importante, alors qu’elle
est presque nulle dans les zones homogènes, et nulle dans une direction






Figure 6.2 – Détecteur de coins de Harris. Pour un point se trouvant dans une zone
homogène, la variation d’intensité pour une fenêtre se déplaçant dans un voisinage local
est presque nulle. Pour un point sur une arête, elle est nulle dans la direction de l’arête et
plus importante dans les autres. Pour un coin, cette variation est importante, quelle que
soit la direction de déplacement de la fenêtre.
En notant I l’intensité et en considérant un patch rectangulaire cou-
vrant une région (u, v), le changement E produit par un déplacement
(x, y) est donné par :
E(x, y) =∑
u,v
w(u, v)[I(u + x, v + y)− I(u, v)]2
où w spécifie la fenêtre de déplacement ; cette fonction vaut 1 dans une
fenêtre rectangulaire et 0 ailleurs.
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Ce détecteur induit une réponse anisotrope, car les valeurs prises par
(x, y) appartiennent à un ensemble discret correspondant à des décalages
de 45◦ en 45◦. De plus petits déplacements peuvent être employés grâce
à une extension analytique de la quantité E(x, y), par développement li-
mité de l’intensité I, que Harris et Stephens ont proposé : E(x, y), par
développement limité de l’intensité I :







Ils réécrivent alors la quantité E(x, y) de la façon suivante, avec une ap-
proximation bilinéaire (6.1) valable pour de petites variations de (x, y) :























M est appelée la matrice des seconds moments, ou matrice d’autocor-
rélation.
En choisissant la fonction w gaussienne et non plus en créneau comme
précédemment, on lisse la détection, autrement trop bruitée :




E est ainsi proche d’une fonction d’auto-corrélation locale. Harris et
Stephens montrent [86] qu’un point peut être considéré comme un coin
lorsque les valeurs propres de M sont toutes deux grandes, et définissent
une mesure R de réponse au coin, donnée par :
R = Det(M)− k Tr(M)2
avec k = 0.04, déterminé empiriquement.
Cette mesure permet une classification directe : un point avec une
valeur R négative se trouve sur une arête, une valeur faible de R indique
une localisation dans une zone homogène, et une valeur positive révèle
un coin. On considère que les points de Harris sont ceux pour lequel R
est supérieur à un seuil défini.
Ce détecteur a la propriété d’être invariant par rotation et partielle-
ment invariant par changement affine d’intensité, mais n’est pas invariant
par changement d’échelle ; cela sera corrigé par le détecteur présenté dans
le paragraphe suivant.
6.1.1.2 Harris-Laplace
Le détecteur de Harris-Laplace, ou Harris multi-échelle, introduit par
Mikolajczyk et Schmid [156], s’appuie fortement à la fois sur la façon
dont sont localisés les points de Harris, présentée précédemment, et sur
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une représentation dans un espace d’échelle gaussien. Pour une image I,
la représentation en espace d’échelle en un point (x, y) est donnée par la
famille des signaux dérivés L(x, y, σt) définie comme la convolution de la
fonction d’intensité de l’image par un noyau gaussien g(x, y, σt) :
L(x, y, σt) = g(x, y, σt) ∗ I(x, y) (6.2)
avec le noyau :






La convolution n’est effectuée que sur les dimensions spatiales x et
y. Elle a pour effet de lisser l’image en utilisant une fenêtre de la taille
du noyau. Cela apporte au détecteur de Harris-Laplace l’invariance par
changement d’échelle qui faisait défaut jusqu’ici. Il est en effet possible de
modifier la matrice des seconds moments M pour insérer cette invariance
dans le détecteur. On note alors :
M = µ(x, y, σs, σt) = σ2t g(x, y, σs) ∗
[
Lxx(x, y, σt) Lxy(x, y, σt)
Lxy(x, y, σt) Lyy(x, y, σt)
]
avec Lxx = ∂
2L
∂x2 , Lyy =
∂2L
∂y2 et Lxy =
∂2L
∂x∂y . Les facteurs σs et σt sont deux
échelles différentes pour le noyau gaussien : σs est l’échelle pour le noyau
d’intégration, et σt celle du noyau de dérivation utilisé dans l’équation
(6.2).
A partir de cette matrice M, la détection de Harris-Laplace consiste en
deux phases présentées ci-dessous.
Détection des points à différentes échelles Elle est faite à des échelles
prédéfinies dans le but de réduire l’espace de recherche. Mikolajczyk et
Schmid utilisent la suite {ki1σ0}i∈J0,nK avec k1 = 1.4 pour les échelles d’in-
tégration σs. Ils choisissent l’échelle de différentiation σt = k2σs en prenant
k2 = 0.7. La mesure R de réponse en coin est calculée de façon similaire à
précédemment :
R = Det(µ(x, y, σs, σt))− k Tr(µ(x, y, σs, σt))2
De la même façon, les points retenus sont les maxima locaux pour cette
quantité, au dessus d’un seuil donné.
Choix de l’échelle caractéristique Un algorithme itératif, basé sur les
travaux de Lindeberg [141], permet de localiser les coins et de sélectionner
l’échelle caractéristique de chacun d’entre eux à partir des points initiale-
ment détectés à l’échelle σs. A chaque étape i de l’algorithme, (i) on choisit
l’échelle σ(i+1)s qui maximise le LoG, ou Laplacian of Gaussian (soit l’opéra-




on utilise cette échelle pour la localisation spatiale du coin, maximisant la
mesure de réponse au coin R sur un voisinnage local, (iii) on test le critère
d’arrêt (convergence en position et en échelle). Les points satisfaisant ce
critère d’arrêt sont les coins recherchés, maximisant le LoG à travers les
échelles ainsi que la mesure de réponse au coin R.
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6.1.1.3 DoG et SIFT
Introduits par Lowe [143] en 1999, les SIFT, Scale-Invariant Feature
Transform, ont connu un succès notable en tant que détecteur de points
d’intérêts : invariants par rotation, par changement d’échelle, par change-
ment d’illumination, en partir par changement de point de vue, ils pré-
sentent de plus une résistance au bruit, ce que les précédents détecteurs
ne supportaient pas. En plus de localiser les points d’intérêts, les SIFT per-
mettent également une caractérisation robuste de ces points. Nous abor-
dons cette caractérisation dans la section 6.1.2.1.
Pour la détection des points d’intérêts, SIFT utilise les DoG, Difference
of Gaussian. En pratique on procède en deux étapes (deux autres étapes
seront nécessaires à la caractérisation) : un repérage des extrema dans un
espace d’échelle suivi d’une localisation précise de certains de ces points
candidats passant différents tests.
Détection des extrema dans l’espace d’échelle Comme pour Harris-
Laplace 6.1.1.2, les SIFT sont basés sur un espace d’échelle construit par
convolution de l’image d’origine I avec un filtre gaussien g :
L(x, y, kσ) = g(x, y, kσ) ∗ I(x, y)
Pour une détection efficace de points stables dans l’espace d’échelle,
on cherche les extrema de la fonction DoG, différence de gaussiennes
convoluée avec l’image :
D(x, y, σ) = (g(x, y, kiσ)− g(x, y, k jσ)) ∗ I(x, y)
= L(x, y, kiσ)− L(x, y, k jσ)
avec g(x, y, σ) un noyau gaussien d’échelle σ.
Ainsi, cette DoG est la simple soustraction de deux images préalable-
ment convoluées avec le filtre gaussien, pour deux échelles distinctes. Les
différentes images obtenues sont regroupées par octave, une octave cor-
respondant à doubler la valeur de σ l’échelle. La valeur de ki est choisie
telle qu’on obtient un nombre fixe d’images par octave. On calcule les
DoG en prenant deux images adjacentes au sein d’une même octave (voir
figure 6.3).
Les extrema sont recherchés dans les images comme les extrema lo-
caux sur un 26-voisinage dans l’espace d’échelle, comme indiqué sur la
figure 6.4.
Décrit ainsi, on remarque que l’approche par DoG est une approxima-
tion des LoG normalisés σ2∇2g, pour lesquels les extrema représentent les
poins les plus stables, d’après Mikolajczyk [156]. En effet, l’équation de la




En approchant cette équation aux dérivées partielle par une différence
finie pour des échelles σ et kσ, on obtient :
∂g
∂σ
≈ g(x, y, kσ)− g(x, y, σ)
(k− 1)σ





Figure 6.3 – Calcul des images de la Difference of Gaussian, DoG. Pour chaque
octave de l’espace d’échelle, les images résultant de la convolution de l’image originale
par des gaussiennes d’échelles croissantes sont soustraites les unes aux autres, une image
étant soustraite à ses images adjacentes, pour donner les composants de la DoG. Entre
chaque octave, les tailles de l’image sont divisées par deux pour accélérer les calculs, et le
processus est répété. Adapté de [144].
d’où :
g(x, y, kσ)− g(x, y, σ) ≈ (k− 1)σ2∇2g
Ainsi, la fonction DoG pour laquelle les échelles varient d’un facteur
constant k contiennent déjà la normalisation d’échelle σ2, requise pour que
le Laplacien soit invariant par changement d’échelle. Le facteur (k − 1),
constant, n’influence pas la détection des extrema. Pour k tendant vers
1, l’erreur d’approximation tend vers 0. Lowe trouve empiriquement que
cette approximation n’a aucun impact sur la stabilité des extrema détectés.
Localisation des points d’intérêt La détection précédente dans l’espace
d’échelle repère beaucoup trop de points susceptibles d’être des points
d’intérêts. Une étape d’adaptation des points aux données environnantes,
pour une meilleure localisation dans l’espace d’échelle et pour la cour-
bure principale, est réalisée, permettant alors de rejeter ceux qui ont un
contraste trop faible (extrema instables) ou qui sont localisés sur des
arêtes.
Premièrement, chaque point candidat voit sa position interpolée avec
ses voisins. Une expansion de Taylor de la fonction d’échelle DoG est
opérée :










D est ici évalué au point courant et x = (x, y, σ) est l’offset à partir de ce
point. L’extremum xˆ est déterminée en prenant la dérivée de cette fonc-
tion par rapport à x égale à 0. Si cet offset xˆ est supérieur à 0.5 dans les
trois dimensions, alors l’extremum est plus proche d’un point voisin, la
position du point candidat courant est alors changée et l’interpolation à
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Echelle
Figure 6.4 – Détermination des extrema dans la DoG. On cherche ces extrema en com-
parant une valeur (pixel en rouge) à celle contenues dans un voisinage 3× 3× 3(en vert),
en espace et en échelle. Adapté de [144].
nouveau faite à partir de ce point. L’offset final xˆ est ajouté à la position
du point courant pour obtenir l’estimation interpolée de la position de
l’extremum.
Ensuite, les points de faible contraste sont supprimés en estimant la
quantité :







avec xˆ l’offset estimé précédemment. Tous les points avec une telle valeur
inférieure à un seuil donné sont rejetés. Lowe utilise 0.03 comme seuil
(avec pour hypothèse que les intensités dans l’image sont comprises dans
l’intervalle [0, 1]).
Enfin, on cherche à éliminer les points mal localisés et ayant une forte
réponse en arête à la fonction DoG, pour des raisons de stabilité. Un tel
point aura dans la DoG une courbure principale forte dans la direction
perpendiculaire à l’arête, et une faible courbure principale le long de
l’arête. Un rapport de la première à la deuxième courbure principale suf-
fisamment proche de 1 assure alors la présence d’un coin et non d’une
arête. Ces deux courbures principales peuvent être déterminées à partir
de la matrice hessienne H de taille 2× 2 calculée à la position et à l’échelle






avec Dxx = ∂
2D
∂x2 , Dyy =
∂2D
∂y2 et Dxy =
∂2D
∂x∂y .
Lowe montre [144] que pour obtenir un rapport de ces courbures infé-
rieur à un seuil r, il n’est pas nécessaire de déterminer les valeurs propres







Tr(H) = Dxx + Dyy
Det(H) = DxxDyy − D2xy
Le test à effectuer ne nécessite ainsi que très peu de calculs. Lowe utilise
la valeur de seuil r = 10.
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6.1.1.4 SURF
Les SURF, Speeded Up Robust Features, présentés par Bay et al. [10], sont
d’autres détecteurs (et descripteur) de points d’intérêts dans des images
utilisés en vision par ordinateur. Largement inspiré des SIFT, ils ont été ré-
cemment prouvés plus efficaces que ces derniers, en terme de nombre de
points détectés et caractérisés par unité de temps [9]. La partie détecteur
des SURF est également basée sur l’utilisation de la matrice hessienne,
ayant de bonnes performances aussi bien en terme de précision que de
temps de calcul. Néanmoins, au lieu d’utiliser des mesures différentes
pour sélectionner la position et l’échelle, les SURF utilisent le détermi-
nant de la matrice hessienne pour les deux. Ce détecteur est également
appelé Fast Hessian Detector.
Pour un point (x, y) à l’échelle σ, la matrice hessienne H est définie de
la façon suivante :
H(x, y, σ) =
[
Lxx(x, y, σ) Lxy(x, y, σ)
Lxy(x, y, σ) Lyy(x, y, σ)
]
avec, comme précédemment, Lxx = ∂
2L
∂x2 , Lyy =
∂2L
∂y2 et Lxy =
∂2L
∂x∂y , et
L(x, y, σ) définie comme dans la section 6.1.1.2. Le noyau gaussien uti-
lisé est, en pratique, discrétisé et réduit, comme le montre la figure 6.5
partie gauche. Après le succès des approximation des LoG par Lowe (voir
section 6.1.1.3), Bay et al. poussent l’approximation encore plus loin, en
utilisant cette fois ci des box filters, présentés en figure 6.5 partie droite.
Figure 6.5 – Filtres d’approximation du noyau gaussien avec σ = 1.2. De gauche à
droite : les discrétisations réduites des dérivées secondes en yy et en xy, et les approxi-
mations de celles ci par les box filters de Bay et al. Les zones en gris sont égales à 0.
Extrait de [10]
Quelque soit la taille des filtres, ces approximations par box filters
peuvent être très facilement calculées à partir des images intégrales, pré-
calculées. Une image intégrale F est déterminée à partir d’une image I de
la façon suivante :
F(x, y) = I(x, y) + F(x− 1, y) + F(x, y− 1)− F(x− 1, y− 1)
Chaque pixel de cette image contient ainsi la somme de tous les pixels
au dessus et à gauche de sa position dans l’image initiale. Dans notre cas,
calculer la somme S des pixels sur une zone rectangulaire ABCD est alors
très simple : 
A = (xA, yA) , . . . , D = (xD, yD)
xA = xD < xB = xC
yA = yB < yC = yD
alors :
S = F(C) + F(A)− F(B)− F(D)
6.1. Détection et caractérisation de points d’intérêt 143
Pour obtenir la réponse aux box filters, il suffit de calculer trois ou
quatre sommes de ce type, de les pondérer en accord avec la figure 6.5 et
de les sommer.
Alors que les SIFT sous-échantillonnent les images après convolution
avec le noyau gaussien, les SURF procèdent autrement : grâce aux box fil-
ters et aux images intégrales, il n’est pas nécessaire d’appliquer le même
filtre à la couche précédente, il est possible d’appliquer de tels filtres de
n’importe quelle taille à la même vitesse directement sur l’image origi-
nale. Il n’est donc plus nécessaire de réduire itérativement l’image, il suf-
fit d’agrandir la taille du filtre d’un incrément dépendant de l’octave. En
prenant pour filtres de base les filtres 9 × 9 présentés en figure 6.5, les
filtres suivants de la première octave auront pour tailles 15× 15, 21× 21,
27× 27 et ainsi de suite.
Entre chaque changement d’octave, l’incrément de taille sur les filtres
est doublé. S’il est de 6 pour la première octave (filtres 9× 9, 15× 15,. . . ),
il sera alors de 12 pour la deuxième (9× 9, 21× 21,. . . ), 24 pour la troi-
sième,. . .
La localisation des points d’intérêt est alors faite similairement à celle
des SIFT : suppression des non-extrema locaux, sur un voisinage 3× 3× 3
(espace et échelle), puis interpolation en espace et en échelle des extrema
du déterminant de la matrice hessienne, de façon similaire aux SIFT.
6.1.2 Caractérisation par descripteur
Une fois les points d’intérêt localisés dans l’image, éventuellement
dans l’espace d’échelle (à chaque point est alors associé un facteur
d’échelle σ), il est nécessaire de caractériser ces points, sur un voisinage
local, dans le but de pouvoir apparier correctement un point d’intérêt
d’une image I1 avec un autre d’une image I2, tout en s’assurant autant
que possible que ces deux points représentent le même point physique de
la scène capturée.
Nous présentons ici les méthodes de caractérisation utilisées par Lowe
pour les SIFT, et par Bay et al. pour les SURF. Ces méthodes cherchent
toutes deux à décrire le point par un histogramme de l’orientation des
gradients, dans un voisinage local.
6.1.2.1 SIFT
L’algorithme de Lowe [143] opère en deux étapes pour le calcul d’un
descripteur local : assignation d’une orientation puis construction d’un
descripteur.
Assignation d’une orientation A chaque point d’intérêt retenu est affec-
tée une orientation. L’invariance par rotation n’est pas atteinte avec une
mesure adaptée, mais par l’assignation de cette orientation. L’approche
est la suivante : on considère l’échelle σ du point pour déterminer l’image
L(x, y, σ) à partir de laquelle se fait l’ensemble des calculs. Par cette image
(que l’on nomme à présent simplement L(x, y)), on précalcule la magni-
tude m(x, y) et l’orientation θ(x, y) du gradient pour tous les pixels au
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voisinage du point d’intérêt :
m(x, y) =
√
(L(x + 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y− 1))2
θ(x, y) = tan−1
(
L(x, y + 1)− L(x, y− 1)
(L(x + 1, y)− L(x− 1, y)
)
Un histogramme des orientations sur le voisinage du point d’intérêt est
construit, chaque échantillon ajouté à l’histogramme étant pondéré par sa
magnitude de gradient et par une fenêtre gaussienne circulaire avec un
facteur de 1.5 σ. Les pics de cet histogramme correspondent aux orienta-
tions principales. Le plus haut de ces pics est détecté et retenu. Tout autre
pic au moins égal à 80% du premier est également retenu, ce qui produit
des orientations multiples. Dans ce cas, de nouveaux points d’intérêts
sont créés, avec la même localisation et la même échelle, mais variant en
orientation.
Construction du descripteur Une fois la position, l’échelle et l’orienta-
tion d’un point d’intérêt déterminées, la prochaine étape est de calculer
pour ce point un descripteur aussi résistant que possible aux variations
encore non prises en compte, telles le changement du point de vue et de
l’illumination. L’idée est, comme pour l’assignation des orientations, de
déterminer les magnitudes et orientations du gradient sur un voisinage
déterminé en suivant l’orientation précédemment assignée au point en
question. Une fonction de pondération par un noyau gaussien de taille
1.5 σ est appliquée à chaque pixel de ce voisinage.
Le descripteur du point est alors construit comme l’ensemble des his-
togrammes sur les 16 régions de tailles 4 × 4 composant le voisinage
16× 16 orienté du point, chacun de ces histogrammes reflétant 8 direc-
tions (ces tailles sont celles pour lesquelles Lowe obtient les meilleurs
résultats dans ses expériences [143]). Un descripteur d’un point est alors
représenté sous la forme d’un vecteur à 16 × 8 = 128 dimensions. La
figure 6.6 illustre la construction de ce descripteur. Une interpolation tri-
linéaire est effectuée sur les valeurs des gradients pour une distribution
spatiale plus lisse sur les 16 histogrammes générés. Ceci permet d’éviter
les changements trop brusques d’une région à une autre.
Le vecteur de description obtenu est finalement normalisé afin d’ob-
tenir une invariance aux changements affines d’illumination (contraste et
luminosité). Afin de réduire l’impact des variations non-linéaires pouvant
modifier de façon importante les magnitudes de gradients, un seuillage
est ensuite appliqué à ce vecteur normalisé, supprimant toutes les ma-
gnitudes au dessus de 0.2, puis en renormalisant le vecteur résultant. La
valeur 0.2 a été déterminée empiriquement.
Plusieurs améliorations des SIFT ont été proposées, entre autres par
Sinha et al. [215], portant partiellement l’algorithme sur GPU (série Ge-
Force 7) : la quasi-totalité de la détection des points y est opérée, alors
que les calculs des histogrammes de gradients et la construction du des-
cripteur sont laissés au CPU, un portage GPU de cette phase n’étant pas
avantageux. Un gain en temps de 10 est obtenu, permettant à des appli-
cations de traiter des images vidéo. Une autre implémentation GPU, très
récente, a été proposée par Heymann et al. [98], portant l’intégralité de
l’algorithme, adapté au GPU (NVidia Quadro FX 3400) et arrivant à des
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Gradients Descripteur
Figure 6.6 – Construction du descripteur SIFT. Les magnitudes et orientations du gra-
dient sont d’abord calculées en chaque pixel du voisinage du point d’intérêt considéré
centré, puis pondérées par un noyau gaussien, représenté en vert (figure de gauche).
Pour chaque sous-région de taille 4× 4 de ce voisinage, on construit un histogramme
des orientations, représenté sous forme d’étoile d’orientations dans chacune des cases de
la figure de droite, et pour lequel la longueur des flèches correspond à la somme des ma-
gnitudes proches de la direction correspondante. Le vecteur descripteur résultant est de
dimensions 16× 8 = 128. Adapté de [144].
gains de 5 par rapport à une version optimisée CPU, pour l’extraction et
la description des points d’intérêt d’images vidéo (640× 480 pixels).
6.1.2.2 SURF
Malgré les très bonnes performances des SIFT, leur haute dimension-
nalité est leur principal inconvénient, rendant la phase d’exploitation (ap-
pariement des descripteurs, voir section 6.2) peu commode en terme de
calculs. Avec les SURF, Bay et al. procèdent de façon similaire, en deux
étapes, en exploitant les mêmes propriétés mais en proposant une charge
de calcul bien inférieure.
Orientation Pour conserver l’invariance par rotation, une orientation est
assignée à chaque point retenu. Pour cela, les réponses aux ondelettes de
Haar 2D (Haar wavelet, voir figure 6.7 gauche) en x et y sont premièrement
déterminées à l’échelle σ (l’échelle à laquelle a été détectée le point), plus
simples à calculer que les magnitudes de gradients, sur tous les points
d’un voisinage du point d’intérêt, ce voisinage étant circulaire de rayon
6 σ.
A haute échelle, la taille des ondelettes est grande, le filtrage peut alors
être effectué rapidement grâce aux images intégrales ; cela ne nécessite
que quelques opérations. En reprenant les notations introduites dans la
partie droite de la figure 6.7, et en notant R(x) la réponse en un point x et
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Image IFiltresde Haar
Figure 6.7 – Ondelettes de Haar utilisées et calcul de la réponse en un point. Gauche :
ondelettes de Haar utilisées en x (haut) et en y (bas). La partie blanche est pondérée à 1, la
partie noire à −1. Droite : calcul de la réponse en x en un point x de l’image I. Les points
a à f sont utilisés pour calculer la réponse en x de l’image I, donnée à l’équation (6.3).
F(u) l’intensité de l’image intégrale en un point u, on a :
R(x) = −(F(f) + F(a)− F(e)− F(d))+ (F(c) + F(e)− F(b)− F(f))
= −F(a)− F(b) + F(c) + F(d) + 2F(e)− 2F(f) (6.3)
Une fois les réponses à ces ondelettes calculées et pondérées par une
gaussienne d’échelle 2.5 σ centrée sur le point d’intérêt, les réponses sont
représentées comme des vecteurs dans un espace 2D et l’orientation prin-
cipale est alors estimée en sommant toutes les réponses sur une fenêtre
glissante (dont la taille est un paramètre à spécifier).
Construction du descripteur Similairement aux SIFT, pour la construc-
tion du descripteur d’un point d’intérêt d’échelle σ et d’orientation θ,
une région d’intérêt centrée sur ce point et orienté suivant θ est consi-
dérée. Cette région carrée est séparée en sous-régions de taille 4× 4. Les
réponses dx et dy aux ondelettes de Haar, calculées suivant θ, sont pon-
dérées par un noyau gaussien d’échelle 3.3 σ. Ces réponses sont sommées
sur chaque sous-région et forment les premières composantes du vecteur
décrivant cette sous-région. Une information à propos de la polarité des
variations est ajoutée en déterminant la somme des valeurs absolues des
réponses dx et dy.
Ainsi, chaque sous-région est décrite par un vecteur à quatre compo-
santes : v =
(
∑ dx,∑ dy,∑ |dx|,∑ |dy|
)
. Le descripteur du point d’intérêt
est, au final, de dimension 4× 4× 4 = 64.
En tant qu’approximation de gradients, la réponse aux ondelettes as-
sure une robustesse aux offsets sur la luminosité, et l’invariance aux chan-
gements affines de contraste est obtenue en normalisant le vecteur des-
cripteur.
U-SURF Bay et al. décrivent également un algorithme simplifié pour la
description de point d’intérêt, nommé U-SURF (Upright SURF), omettant
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la détermination de l’orientation principale et donc l’alignement de la
région d’intérêt sur cette orientation. Ce descripteur n’est ainsi pas ro-
buste aux rotations, mais il est très rapide à calculer, et bien adapté aux
applications où la caméra conserve un alignement à peu près horizontal
tout au long de la prise de vue.
Terriberry et al. [228] ont très récemment proposé une implémentation
quasi intégralement GPU des SURF, atteignant des gains en temps variant
de 3.6 à 5.5 par rapport à l’implémentation GPU des SIFT de Heymann et
al. [98] en fonction des paramètres utilisés, permettant de traiter avec une
GeForce 8800GTX des images à haute définition en un temps raisonnable
(jusqu’à 30Hz pour 1280× 960 pixels).
6.2 Appariement de deux images
L’appariement de deux images I et J représentant la même scène, com-
munément utilisé dans des algorithmes de reconstruction 3D ou de stit-
ching (combinaison de plusieurs photographies avec des zones de recou-
pement pour en créer une seule plus grande), est une des étapes de l’ex-
traction d’informations des images. Une fois les vecteurs de description
calculés pour tous les points d’intérêts de ces deux images, cet apparie-
ment consiste à déterminer, pour chaque point d’intérêt de I, l’éventuel
point correspondant dans J, et réciproquement.
6.2.1 Méthode d’appariement
Pour un point i de I, l’idée est de déterminer le point j de J le plus
proche (ou bien les points jk de J les plus proches), au sens d’une distance
dans l’espace des descripteurs (feature space), puis d’appliquer différents
filtrages pour conserver le maximum de bons appariements tout en sup-
primant le maximum de mauvais. La figure 6.8 montre un exemple de
paires de points bien appariés.
Figure 6.8 – Exemple d’appariements corrects de points d’intérêts. A chaque paire de
points appariés, on a associé une couleur. Les tailles des cercles représentent l’échelle à
laquelle les points ont été détectés.
6.2.1.1 Distances
Entre les points d’intérêts i ∈ I et j ∈ J, on établit une distance d(i, j),
calculée à partir de leurs descripteurs respectifs dans Rd, avec d la dimen-
sion du descripteur employé (128 pour SIFT, 64 pour SURF).
La question du choix de la distance ne se pose que peu. En effet, c’est
une distance euclidienne, donnant les résultats les plus probants, qui est
148 Chapitre 6. Appariement d’images par GPU





avec ik la kième composante du vecteur descripteur de i.
D’autres types de distances sont parfois employées, par exemple une
distance de Mahalanobis modifiée [155]. De façon générale, toute norme
définie sur l’espace des descripteurs (de dimension finie) peut être utili-
sée.
6.2.1.2 Plus proche voisin approché (ANN)
Pour déterminer le plus proche voisin de i parmi les points détectés
dans J, il est nécessaire de calculer les distances de i à tous ces points, ce
qui est la tâche la plus consommatrice en temps de calcul, proposant une
complexité quadratique en O(m2), m étant le nombre moyen de points
d’intérêt détectés dans une image.
Néanmoins, si l’utilisateur est prêt à tolérer de légères erreurs dans la
recherche (retournant un point qui n’est pas le plus proche voisin, mais
qui n’en n’est pas éloigné de façon significative), il est possible de gran-
dement accélérer ces calculs, en utilisant les ANN (Approximate Nearest
Neighbors) [4], offrant une complexité réduite à O(m× log(m)).
Ce gain est dû à l’utilisation que font les ANN de structures de clus-
tering de type kd-trees ou box-decomposition trees, une décomposition de
l’espace à d dimensions, dans laquelle les points sont classés afin de res-
treindre l’espace de recherche. Pour un point d’interrogation i, le plus
proche ou les k plus proches voisins peuvent alors être déterminés en un
nombre bien plus restreint d’opérations. N’importe quelle métrique de
Minkowski peut être spécifiée pour le calcul des distances entre points.
6.2.1.3 Filtrage
Le choix du plus proche voisin au sens euclidien n’est pas un critère
suffisant pour obtenir de bons appariements. Cet unique critère amène à
un nombre important d’appariements faux, en particulier sur des images
représentant des motifs qui se répètent, les descripteurs se ressemblant
alors fortement. De plus, la mise en correspondance induite n’est pas né-
cessairement réciproque : si le point j ∈ J est le plus proches voisins de
i ∈ I, il n’est généralement pas vrai que i est le plus proche voisin de j.
Pour palier à ces défauts, une ou plusieurs étapes de filtrage des ap-
pariements sont nécessaires. On présente ici deux filtrages différents : un
simple et efficace, puis un autre plus robuste mais plus lourd. Ces deux
filtrages peuvent être utilisés conjointement.
Deux plus proches voisins Une première idée naïve serait de défaus-
ser les paires dont la distance est inférieure à un seuil donné. Cela est
cependant peu efficace, étant donné que certains descripteurs sont plus
discriminants que d’autres. Lowe [144] propose une façon plus efficace
et peu contraignante, nécessitant tout de même de déterminer pour un
point i ∈ I les deux plus proches voisins j et j′ ∈ J, j étant le plus proche,
de comparer leurs distances à i, puis de supprimer les appariements pour
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lesquels le rapport de ces deux distances d(i,j)d(i,j′) est inférieur à un seuil
donné. Lorsqu’un point a deux voisins proches dans l’espace des descrip-
teurs, mais potentiellement éloignée dans l’espace de l’image, il est pré-
férable de lever l’ambigüité en supprimant l’appariement. Lowe propose
d’utiliser la valeur 0.8 comme seuil. Ses expériences montrent qu’avec ce
filtrage, 90% des mauvais appariements sont supprimés, alors que 5% des
bons seulement le sont. Cette efficacité est due au fait que lorsqu’un point
est mal apparié, il arrive fréquemment que la distance au second plus
proche voisin soit très similaire à celle au plus proche voisin.
Ce filtrage peut être vu comme une estimation de la densité des mau-
vais appariements dans cette partie de l’espace des descripteurs.
RANSAC L’algorithme itératif RANSAC [54], pour RANdom SAmple
Consensus, est une méthode d’estimation des paramètres d’un modèle à
partir d’un jeu d’observations contenant des outliers, échantillons aber-
rants, ainsi que des inliers, échantillons correctes. L’algorithme suppose
qu’il existe une procédure de détermination des paramètres d’un modèle
à partir d’un sous-ensemble, généralement très réduit, des échantillons.
L’exemple canonique d’utilisation du RANSAC est la régression linéaire,
l’approche d’un jeu d’échantillons par une droite.
Itérativement, l’algorithme sélectionne au hasard un sous-ensemble
d’échantillons, considérés comme des hypothétiques inliers, détermine les
paramètres d’un modèle, puis teste tous les autres échantillons avec ces
paramètres : si un point correspond bien au modèle, il est lui aussi consi-
déré comme un possible inlier. Si un pourcentage suffisant des échan-
tillons est labellisé comme hypothétiques inliers, le modèle est considéré
comme raisonnablement bon. Il est alors ré-estimé à partir de tous les in-
liers potentiels, et l’erreur globale des inliers relativement au modèle est
évaluée. Toutes ces étapes sont répétées un nombre fini de fois, chaque
itération produisant un modèle soit rejeté (trop peu d’inliers), soit retenu,
avec une erreur d’approximation. Au final, le modèle proposant la plus
petite erreur est retenu.
Dans notre cas, on cherche à estimer la matrice fondamentale caracté-
risant la relation existante entre les points correspondants dans une paire
d’images. Il existe des méthodes exactes de calcul d’une telle matrice fon-
damental à partir de 7 paires de points [259], les sous-ensembles utili-
sés à chaque itération du RANSAC sont donc de taille 7. Les apparie-
ments considérés comme des outliers pour le modèle estimé sont rejetés,
ce qui permet de supprimer jusqu’à 95% des mauvais appariements, tout
en conservant la quasi-totalité des bons.
6.2.2 Algorithme GPU d’appariement de deux images
Malgré l’emploi de techniques et outils réduisant la complexité al-
gorithmique de l’appariement de deux images tels les ANN (voir sec-
tion 6.2.1.2), la mise en correspondance de N images, de complexité al-
gorithmique O(N2), représente une charge de calculs encore trop lourde
pour pouvoir être utilisé de façon interactive dans des applications de
reconstruction 3D (ou du type de celle présentée dans la section 6.3).
Dans cette section, nous présentons une méthode implémenté sur
GPU permettant d’accélérer, par rapport à une version CPU optimisée,
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Résolution image HD (1920× 1080) 960× 540
CPU 3 12.3
GPU 8.5 30.2
GPU4× 4 15.0 60.1
Gain GPU/CPU 2.8 2.5
Gain GPU4× 4/CPU 5 5
Table 6.1 – Vitesse de calcul (en Hz) et gain pour notre implémentation GPU des SURF,
pour différentes méthodes et différentes tailles d’images. Seul le temps de détection des
points d’intérêt et de leur échelle est pris en compte. La version CPU a été réimplémentée
par nos soins ; la version GPU calcule le Hessien sur GPU en traitant les images les unes
après les autres ; la version GPU4× 4 fait de même en prenant les images 4 par 4.
les temps de calcul pour la mise en correspondance de N images (N pou-
vant aller jusqu’à plusieurs centaines), chacune pouvant contenir plus de
1000 points d’intérêt.
6.2.2.1 Implémentation
Nous avons repris l’algorithme SURF de Bay et al. [10], en implémen-
tant le calcul des descripteurs et la détermination des appariements sur
GPU.
Détection et description Bien que ce ne soit pas notre contribution prin-
cipale, nous avons développé une version des SURF mixte CPU/GPU (les
travaux de Terriberry et al. [228] n’étaient alors pas encore disponibles).
Comme dans [215], les dérivées des images (les Hessiens) sont calculées
sur GPU, alors que les descripteurs sont évalués sur CPU, à l’aide de
la librairie originale [10]. Il est à noter que nous ne considérons pas le
temps de calcul des descripteurs comme un bottleneck, étant donné que
ces calculs ne sont fait qu’une fois par image, et que le problème auquel
nous nous sommes attachés est d’accélérer l’appariement d’un ensemble
d’images.
La table 6.1 présente quelques temps classiques pour l’extraction de
points d’intérêt et le calcul de l’échelle par SURF, pour deux tailles
d’images et pour différentes méthodes. Le temps de calcul du descripteur
n’est pas pris en compte. CPU correspond à une version intégralement
CPU des SURF, réimplémentée par nos soins. La version GPU est notre
première version sur GPU dans laquelle les images sont traitées une par
une ; ses temps prennent en compte le transfert de chaque image du CPU
vers le GPU, le calcul du Hessien sur GPU, le transfert retour et la fin des
calculs (sauf calcul du descripteur). La version GPU4× 4 est la même que
la précédente à la différence près que les images sont traitées quatre par
quatre, y compris pour les transferts. On observe un gain de 2.5 en faveur
de notre implémentation GPU par rapport à une implémentation CPU. Ce
gain peut monter jusqu’à 5 en traitant les images quatre par quatre : Cg
est en effet adapté à de tels calculs grâce à ses variables de type float4,
vecteurs à 4 dimensions sur lesquelles une même opération peut être ap-
pliquée parallèlement. De plus, en traitant les images quatre par quatre,
on réduit le nombre de transferts (sans diminuer la quantité de données
à transférer).
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r = min{a, b, c, d}
s = smin{a, b, c, d}
Figure 6.9 – Méthode d’appariement de deux images sur GPU. Les mI descripteurs
des points détectés dans l’image I sont stockés en colonne dans la texture TI ; il en est
de même pour les mJ descripteurs des points de l’image J stockés dans TJ . Toutes les
distances euclidiennes d(i, j) pour i ∈ J1, mIK un point d’intérêt de I et j ∈ J1, mJK un
point d’intérêt de J sont calculées et stockées dans une texture Tdist, avec les index des
points j. Par réductions successives sur Tdist, on détermine les deux plus proches voisins
de i dans J, ji et j′i , ainsi que leurs index. La même suite d’opération est effectuée en
inversant les rôles de I et J.
Une fois l’ensemble des descripteurs calculés et stockés dans la mé-
moire du GPU sous forme de textures (une par image en entrée), l’appa-
riement de deux images I et J suit le principe suivant :
1. Le GPU calcule en parallèle les distances entre chaque paire de des-
cripteurs (i, j) ∈ I × J ;
2. Dans un second temps, dans le but d’utiliser par la suite un filtrage
par les deux plus proches voisins (voir section 6.2.1.3), le GPU dé-
termine pour chaque descripteur i ∈ I les deux plus proches voisins
ji et j′i par réduction sur Tdist. L’opération similaire en inversant les
rôles de I et J est réalisée simultanément, elle ne sera pas décrite.
Plus précisément, pour chaque image I, notons mI le nombre de points
d’intérêts détectés dans I, et D la dimension de l’espace des descripteurs
retenus (D = 64 pour les SURF). Une texture TI de taille MI × D est
créée et remplie avec les composantes des mI descripteurs, chaque des-
cripteur occupant une colonne. Dans un but de clarté, nous supposons
que les points d’intérêts sont indexés par des entiers, et nous noterons
indifféremment i le point d’intérêt, son descripteur ou son index.
Pour deux images I et J données, une nouvelle texture Tdist de taille
mI ×mJ est créée et remplie avec un premier shader calculant les distances
euclidiennes d(i, j). Comme l’appariement doit également fournir les in-
dex des points appariés ji et j′i et pas seulement leur distances à i, Tdist
stocke en réalité un couple distance×index. Cela est facilement géré par
le GPU, capable de manier nativement des types vectoriels (de dimension
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(TI(i, k)− TJ(j, k))2 , j
)
L’étape suivante est une réduction itérative sur la texture Tdist, opérée
avec un second shader, pour lequel la hauteur de la texture de sortie sera
réduite à 2, pour garder les deux plus proches voisins (avec leurs index).
Dans le cas où mJ n’est pas un multiple de 2, on aura artificiellement aug-
menté cette valeur jusqu’à la prochaine puissance de 2, en remplissant
les lignes correspondantes dans Tdist par des codes d’erreur. Cette pyra-
mide de textures va de T0red = Tdist à T
k f
red, où k f est dépendant de mJ :
k f = log2 mJ − 1. La kième itération va remplir la texture Tkred à partir de la
texture Tk−1red de cette façon :

Tkred(u, 2v) = min
{
Tk−1red (u, 4v), T
k−1
red (u, 4v + 1),
Tk−1red (u, 4v + 2), T
k−1
red (u, 4v + 3)
}
Tkred(u, 2v + 1) = smin
{
Tk−1red (u, 4v), T
k−1
red (u, 4v + 1),
Tk−1red (u, 4v + 2), T
k−1
red (u, 4v + 3)
}
avec min
{·} (respectivement smin{·}) désignant le premier (respective-
ment le second) minimum des quatre paires, en comparant les premiers
éléments de ces paires (les distances calculées). Finalement, T
k f
red est récu-
péré dans la mémoire CPU, donnant pour chaque point d’intérêt i de I















Pour une optimisation supplémentaire, nous utilisons des textures de
vecteurs 4D au lieu de vecteurs 2D. Ainsi, nous regroupons Tkred(u, 2v) et
Tkred(u, 2v + 1) au pixel (u, v) d’une texture plus petite, et plus important,
nous calculons min
{·} et smin{·} simultanément.
6.2.2.2 Résultats
Tous les tests ont été effectués sur un CPU Xeon 3GHz, équippé d’une
carte NVidia GeForce 8800 Ultra. La table 6.2 montre les temps pour les
appariements par paire d’images, en ms. Ni la détection des points d’inté-
rêts, ni le calcul des descripteurs, ni la construction de la structure utilisée
avec les ANN n’est pris en compte ici, étant donné que ces opérations sont
réalisées une seule fois par image lors d’un prétraitement. Nous compa-
rons dans cette table notre méthode à une implémentation naïve CPU en
O(m2) (m étant le nombre moyen de points d’intérêt par image) et à une
version ANN. Nous avons effectués ces tests sur des données synthétiques
et des données réelles sans constater de différence pertinente.
6.3. Notre application 153
m 512 1024 2048 4096
Temps CPU 160 660 4230 24220
Temps ANN 73 290 1200 7990
Temps GPU 6.8 19 71 270
Rapport CPU/ANN 2.2 2.3 3.5 3.0
Rapport CPU/GPU 23.5 34.6 59.6 89.7
Rapport ANN/GPU 10.7 15.3 16.9 29.6
Table 6.2 – Temps en ms par appariement de paire d’images et gains pour trois algo-
rithmes, en fonction du nombre m de points d’intérêts, appliqués sur des données réelles
ou synthétiques. Les trois algorithmes sont CPU (naif, en O(m2)), ANN (voisins ap-
prochés), GPU (notre méthode). Les temps de calculs sur des données réelles ou générées
aléatoirement sont similaires.
Comme prévu, notre méthode GPU et la méthode CPU naïve croissent
de façon quadratique avec m. Néanmoins, les problèmes de cache, la ra-
pidité de la mémoire GPU et la latence due aux transferts CPU/GPU font
que les temps de calcul croissent plus rapidement que prévu sur CPU, et
moins rapidement que prévu pour notre version GPU. Cela explique le
gain en temps variant entre 23 et 90. Typiquement, on cherchera à mettre
en correspondance des images contenant au plus 1000 points d’intérêt, ce
que notre méthode fait en 20ms pour une paire d’images.
Notre implémentation ANN utilise la librairie de référence ANN-
Lib [163, 4]. Bien que plus efficace qu’une approche naïve sur CPU, les
temps de cette version ANN se suivent pas exactement la complexité pré-
vue. Cela peut être expliqué par le petit nombre de points traités par
rapport à la haute dimension (d = 64). Ainsi, on observe, de la version
ANN à notre version GPU, un gain en temps variant entre 11 et 30, sui-
vant le nombre de points, notre méthode étant d’autant plus efficace qu’il
y a de points. Pour une utilisation classique (environ 1000 points à appa-
rier), notre méthode s’exécute en 15 fois moins de temps qu’une version
ANN, qui elle prend 2 fois moins de temps qu’une version naïve.
En ce qui concerne la recherche des plus proches voisins, Garcia et
al. [65] et nous [33] avons indépendemment eu la même idée. Néan-
moins, les applications sont différentes : alors qu’ils cherchent à réali-
ser un tracking d’objets, notre objectif est d’apparier des images. Etant
donné que les gains en temps sont très liés au matériel utilisé (CPU et
GPU en particulier) ainsi qu’aux différentes bibliothèques d’implémen-
tation (ANN,. . . ), il serait intéressant de mener une comparaison et de
comprendre si les différences de résultats s’expliquent par le choix du
langage, du matériel, des bibliothèques,. . .
6.3 Notre application
Forts des temps de calcul rapides présentés dans la section précé-
dente, il nous a paru envisageable de développer une première applica-
tion d’aide à la prise de vue lors de la capture photographiques de larges
scènes pour une reconstruction 3D du type [129]. Le procédé est décrit
avec la figure 6.10.
Avec notre configuration portable, un ou plusieurs appareils photos
Reflex communiquent via Wi-Fi avec un ordinateur portable (équipé d’un
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GPU GeForce 8800M). Pour chaque nouvelle photo prise et transférée,
l’application détecte et caractérise les points d’intérêt et stocke ces résul-
tats dans la mémoire GPU, puis compare la nouvelle photo avec toutes
les autres précédemment traitées, gardant en mémoire la liste des ap-
pariements filtrée par deux plus proches voisins et par RANSAC (voir
section 6.2.1.3). Une heuristique supplémentaire de filtrage est alors ap-
pliquée par le CPU, basée sur l’hypothèse réaliste qu’un point apparié
n’est pas isolé au milieu des points d’intérêts relevés : tous les points ap-
pariés qui n’ont pas dans leur voisinage un pourcentage supérieur à un
seuil déterminé de points également appariés sont supprimés. Nous uti-
lisons un tel seuil à 20%. Cette heuristique, simple à appliquer grâce à la
librairie ANNLib [163], permet d’éliminer les appariements aberrants.
Une fois les différents filtrages des appariements effectués, un graphe
de connexité entre images est créé. Deux images traitées y sont reliées lors-
qu’elles partagent un nombre suffisant d’appariements. A la suite de cela,
en affichant les points d’intérêts appariés et non appariés, il est possible
de rapidement discerner les zones de la scène encore trop peu photogra-
phiés.
De plus, l’ensemble des calculs et la mise à jour des résultats sont effec-
tués dynamiquement, l’application étant automatiquement prévenue lors
d’une nouvelle prise de vue. Notre méthode d’appariement avec filtrage,
s’exécutant typiquement en 25ms par paire d’image, assure un temps d’at-
tente raisonnable entre deux prises de vues, permettant une interactivité
confortable avec le système, et ceci même pour des images de grandes
tailles (résolutions HD), comportant chacune jusqu’à plusieurs milliers de
points d’intérêt.
Bien que notre application n’ait pas pour but la reconstruction 3D mais
la capture photographique multiple d’une scène pour une reconstruction
offline, un futur développement possible et envisagé est l’édification d’un
système complet de reconstruction 3D, dont cette application constitue-
rait justementle premier maillon. Les étapes manquantes seraient alors la
calibration du jeu d’images, la détermination des positions 3D des points
d’un maillage et la reprojection des textures. Ces étapes dépassant néan-
moins le cadre de cette thèse.
Conclusion du chapitre
Nous avons, dans ce dernier chapitre, présenté différentes méthodes
de détection et de caractérisation de points d’intérêts, principalement ba-
sées sur la description locale de points à haute dimensionnalité, telles les
SIFT et les SURF. Ensuite, nous avons exposé le principe d’appariements
de points d’intérêt avec différents moyens de filtrage des correspondances
obtenues. Nous avons par la même occasion présenté notre algorithme de
mise en correspondance de points d’intérêt par GPU de type brute force,
qui s’avère plus efficace qu’une version utilisant des structures ANN, de
complexité moindre mais s’exécutant sur CPU. Ainsi, nous pouvons ap-
parier deux images, c’est-à-dire mettre en correspondance l’ensemble des
points d’intérêt d’une image avec ceux d’une autre, en 20ms pour une
moyenne de 1000 points par image.
Encouragés par ces résultats, nous avons développé une application
apportant une aide à la prise de vue pour la capture photographique
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dense de larges scènes, pouvant s’exécuter sur une plateforme mobile
équipée d’un GPU. Pour une nouvelle photographie, cette application
effectue tous les calculs liés aux détections et caractérisations de points
d’intérêt, aux appariements et au filtrage des résultats, puis affiche, pour
une image, l’ensemble des images qui représentent la même portion de
la scène. Nous envisageons de rendre notre application disponible sur le
web.
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Figure 6.10 – Description de notre application portable : aide à l’acquisition photogra-
phique dense de larges scènes. Plusieurs utilisateurs peuvent de concert photographier
la scène d’intérêt. Un contrôle de l’avancée de l’acquisition est réalisé sur un ordinateur
portable équipé d’un GPU GeForce 8800M. A chaque nouvelle prise de vue, (1) la pho-
tographie est transférée par Wi-Fi au module portable, (2) les points d’intérêts, détectés
et caractérisés en espace et en échelle, sont conservés en mémoire GPU, (3) cette nouvelle
image est appariée avec toutes les images précédemment traitées, suivant l’algorithme
présenté dans la section 6.2.2 et en appliquant les filtres des deux plus proches voisins
et du RANSAC, (4) un graphe de connexité entre les différentes images est créé (deux
images sont reliées si elles partagent suffisamment de mises en correspondances de points
d’intérêt) et (5) le résultat est montré dynamiquement sur l’écran du module portable,
permettant de se déplacer dans le graphe de correspondance, les images autour de l’image
courante étant ses voisines dans ce graphe, et indiquant pour la photo courante les points
d’intérêts appariés au moins une fois dans ce graphe (rouge), appariés avec un point
d’intérêt une image pointée (vert) et non appariés avec aucun point d’intérêt d’une autre
image du graphe. Les zones à fortes concentration de points bleus sont donc celles pour
lesquelles la prise de vue n’est pas encore assez dense.
Synthèse
Introduction
Les travaux présentés dans ce manuscrit s’inscrivent dans l’évolution
récente des capacités à la fois logicielles et matérielles des processeurs de
cartes graphiques en tant qu’entités computationnelles généralistes (pro-
grammation GPGPU), demandant une adaptation continuelle de la part
de l’utilisateur.
Il nous paraît intéressant de donner une lecture transverse des résul-
tats obtenus, et plus particulièrement des moyens adoptés pour y parve-
nir, de synthétiser ces connaissances acquises, illustrées par des rappels
des travaux précédemment exposés, pour en faire une base de réflexion
possible à des travaux futurs, ou bien pour satisfaire la curiosité des inté-
ressés.
Pour cela, une synthèse méthodologique est premièrement présentée,
exposant les questions que l’on peut se poser avant de débuter un déve-
loppement en GPGPU. Ensuite, une hypothétique réimplémentation de
nos applications en CUDA, langage généraliste pour GPU, est évoquée,
précisant les avantages ou inconvénients inhérents à ces applications.
Synthèse méthodologique : Penser GPGPU
Déterminer une méthodologie complète de développement GPGPU
est un travail qui pourrait occuper une thèse entière. Nous avons pré-
féré donner des indications plus synthétiques au lecteur voulant se lancer
dans la programmation GPGPU, sous la forme d’une série organisée de
questionnements importants à envisager avant même le début d’un déve-
loppement. Nous avons classé ces questions en deux catégories, à laquelle
nous rajoutons un rappel des avantages et inconvénients de l’utilisation
généraliste des GPU.
Possibilité d’adaptation ou de formulation d’un nouvel algo-
rithme sur GPU
– Les premières et principales interrogations face à un algorithme à
développer sur GPU sont les suivantes : est-il parallélisable pour une
implémentation GPU ? En d’autres termes, les calculs qu’il implique
peuvent-ils être traités de façon indépendante, ou bien suffisamment
indépendante pour ne pas trop pénaliser l’exécution globale ? Tous
les processeurs effectueront-t-il les mêmes calculs sur des données
différentes ? Si non, les divergences seront-elles suffisamment res-
treintes ? L’algorithme cherchera-t-il à propager des données ou à




– Dans le cas où l’algorithme est parallélisable, existe-il un mapping
simple des données du problème vers un tableau 2D, structure prin-
cipalement utilisée ? Les opérations ou routines que l’algorithme né-
cessite existent-elles sur GPU ? Si non, sont-elles assez facilement
réimplémentables, de façon optimisée ? Les types de données dont
l’algorithme a besoin existent-ils sur GPU (en particulier, a-t-on be-
soin de réels double précision), ou peuvent-ils être adaptés à des
types GPU (en particulier les vecteurs) ?
– Lorsqu’une version optimisée d’un algorithme n’est pas adaptable
sur GPU, doit-on pour autant s’arrêter à une version CPU algorith-
miquement meilleure ? Suivant la taille du problème envisagé, il est
possible qu’une version plus naïve sur GPU soit plus efficace au ni-
veau des temps de calculs (c’est le cas pour notre application d’ap-
pariements d’image décrite dans le chapitre 6) ; cette éventualité est
donc à ne pas négliger.
– Le temps d’apprentissage d’un des langages GPU est également à
prendre en compte : pour une utilisation ponctuelle, le choix du
GPU n’est peut être pas le plus pertinent.
Comment adapter sur GPU ?
La possibilité d’implémentation d’un algorithme sur GPU est parfois
fonction de choix que l’on a à faire.
– Le premier de ces choix est celui du constructeur de la carte gra-
phique. Le portage d’un programme d’une carte d’un constructeur
à une carte d’un autre constructeur n’est pas nécessairement assuré
et dépend du langage de programmation utilisé. Pour l’heure, c’est
NVidia qui supporte la plus large gamme de langage, ayant de plus
proposé un langage graphique reconnu, Cg, ainsi qu’un langage gé-
néraliste, CUDA, de plus en plus utilisé à des fins de recherche et
développement. Une fois le choix du constructeur effectué, le choix
du modèle est rapide, étant donné les prix très abordables de ces
cartes. Un tout nouveau langage généraliste, OpenCL, a la parti-
cularité d’être indépendant du modèle de carte et du constructeur,
rendant les choix précédents moins décisifs.
– Le choix du langage est des plus important et dépend des besoins
de l’algorithme à implémenter, ainsi que des savoir-faire du déve-
loppeur. Selon le langage choisi, on rencontrera certains avantages
et difficultés. C’est en particulier le cas entre un shading language
et un langage généraliste : un shading language impose de raison-
ner en terme de fragments et de processeurs CREW, mais libère de
la contrainte de répartition des charges et permet l’utilisation d’as-
tuces purement hardware liées au pipeline graphique. Au contraire,
un langage généraliste permettra une flexibilité accrue de program-
mation, au prix d’une organisation mémorielle plus complexe.
Avantages et inconvénients d’un développement sur GPU
Comme nous l’avons vu au cours de ce document, l’emploi de GPU
dans un contexte généraliste peut s’avérer très rentable en terme de vi-
tesse de calcul. Néanmoins, il ne faut pas perdre de vue qu’il existe des
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contreparties parfois sévères. Nous proposons ici un rappel des atouts et
désavantages de l’emploi de ces GPU.
Avantages
– Actuellement, les cartes les plus puissantes de NVidia possèdent
240 processeurs travaillant en parallèle, pour une puissance brute de
presque 1TFLOPS, soit 8 fois plus que les CPU quad core actuels ;
– La portabilité des algorithmes développés sur des GPU actuels vers
des GPU futurs est assurée. Sans modifier le code, le gain (GPU
comparé à CPU) s’amplifiera en changeant simplement de carte.
Ceci est assuré par l’évolution plus rapide des GPU. Il est à noter
que de nouveaux types de CPU pourraient venir modifier ce résultat
(architectures many core, projet Tera-Scale), ainsi que des processeurs
hybrides CPU/GPU (Larrabee d’Intel, par exemple) ;
– Il est possible d’associer facilement plusieurs GPU en cluster, dé-
multipliant la puissance de calcul ;
– De génération en génération, la flexibilité de programmation s’ac-
croît, les GPU tendent à devenir aussi facilement programmables
que les CPU ;
– Prochainement, une plus grande transparence et compatibilité entre
marques seront proposées, le projet OpenCL allant entièrement dans
ce sens ;
– Un GPU haut de gamme coûte dans les 400e, mettant à la portée
budgétaire de toute institution des machines équivalentes à des su-
percalculateurs.
Inconvénients
– L’impossibilité d’écriture arbitraire en mémoire (scatter non auto-
risé), lors de l’utilisation d’un shading language, peut se révéler gê-
nante, nécessitant de réorganiser tout ou partie d’algorithme ;
– La rétrocompatibilité des programmes n’est présentement pas to-
tale, ce qui peut poser certains problèmes lors d’une distribution ;
– Actuellement, la portabilité entre cartes de différents constructeurs
n’est pas encore assurée. Il faudra probablement attendre les avan-
cées d’OpenCL pour voir apparaître ces possibilités ;
– Les compilateurs de shader ou kernel sont encore obscurs car non
livrés à la communauté. De légers artefacts peuvent parfois interve-
nir, sans raison apparente ;
– Un investissement initial est exigé pour la maîtrise des concepts
GPU/GPGPU, pénalisant les cycles de développement courts ;
– Bien que la tendance disparaisse très vite, le GPU jouit encore, dans
la communauté scientifique, d’une réputation d’outil peu sérieux.
Shading language ou langage généraliste ?
Comme nous l’avons vu au cours de ce manuscrit, l’évolution tech-
nique des cartes graphiques a été fulgurante, passant en cinq ans d’une
puissance de quelques GFLOPS à aujourd’hui un millier. Pour exploiter
ces capacités, les moyens logiciels ont dû s’adapter. En ce qui concerne
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la manipulation des cartes NVidia, on est donc passé d’une simple confi-
gurabilité à une véritable programmation, tout d’abord grâce au shading
language proposé, Cg [147] (avec de fortes contraintes à ses débuts, en
particulier sur le nombre maximal d’instructions, puis sans cette restric-
tion, et enfin avec l’ajout de nouveaux types entiers), dont la communauté
scientifique s’est emparé pour effectuer des calculs généralistes, puis à
un langage spécifique à ces calculs, CUDA [25, 168], que la communauté
semble utiliser principalement aujourd’hui. De plus, dans l’avenir, il est
probable que le successeur de CUDA (et autres langages généralistes)
soit OpenCL [164, 234], ayant les deux importantes ambitions d’être open
source et d’être multi-plateforme.
Les travaux effectués s’inscrivent dans les débuts de cette évolution,
avec l’utilisation des différentes version de Cg, et ont commencé bien
avant que CUDA ne soit disponible. Aujourd’hui, lorsqu’on souhaite com-
mencer la programmation généraliste, on aurait tendance à se tourner di-
rectement vers CUDA, paraissant par sa définition plus adapté, jusqu’à
rendre caduque l’utilisation des shading language dans ce cadre. Mais est-
ce vraiment le cas ?
Supposons que nous souhaitions réimplémenter des applications Cg
en CUDA. La première remarque est qu’il n’y a aucun changement maté-
riel, on utilise bien le même GPU, même si le modèle de programmation
est différent : il n’y a donc pas de puissance de calcul potentielle supplé-
mentaire. Seul l’apport logiciel est à considérer pour CUDA.
Ensuite, une utilisation efficace et optimale de Cg est simple à obtenir,
en adaptant correctement ses données à des textures 2D. Pour CUDA, le
problème est plus difficile à résoudre : des pertes d’efficacités sont en ef-
fet à déplorer si l’on ne respecte pas l’architecture matérielle utilisée (en
particulier les communications entre les différentes parties de l’organisa-
tion mémorielle, ainsi que la répartition de la charge sur les différents
processeurs).
Envisageons maintenant une réimplémentation en CUDA des appli-
cations présentées au cours de ce manuscrit :
– Le cas de la simulation d’un réseau de neurones sans sondage,
présenté dans la partie 4.2 est probablement le plus complexe. La
communication entre neurones serait agréablement facilité par la
possibilité d’écriture arbitraire, mais ceci au prix de problèmes de
synchronisations entre threads, d’écritures multiples et de remanie-
ment de l’organisation en mémoire (due à des mémoires partagées
trop petites pour contenir le réseau de neurones en entier). Le gain
d’une version CUDA est hypothétique, seule une réimplémentation
permettrait de trancher ;
– La simulation d’un réseau de neurone avec sondage, présenté dans
la partie 4.3 ne nécessite aucune des particularités apportées par
CUDA. L’analyse du problème serait la même que pour une implé-
mentation Cg, et les résultats identiques ;
– L’algorithme de stéréovision présenté dans le chapitre 5 n’est pas
adapté à une implémentation CUDA car il nécessite un affichage
3D des résultats stockés dans des textures. On préfère donc ici Cg
à CUDA. De plus, une réimplémentation avec les versions récentes
de Cg serait bien plus concise et claire ;
– Comme pour la simulation de réseau de neurones par sondage,
notre algorithme d’appariement d’images n’a pas besoin des parti-
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cularités de CUDA. Ses données sont de plus très bien adaptées à
celles manipulées par Cg. Une implémentation CUDA est possible
et serait réalisée de façon similaire à Cg, n’apportant donc pas de
réel gain de temps.
Ainsi, pour des personnes connaissant au préalable Cg, il est possible
de réaliser avec un peu d’astuce presque tout type de calcul généraliste
sans pour autant réapprendre un nouveau langage tel CUDA.
Conclusion
Dans cette courte synthèse, nous avons présenté quelques pistes de
réflexion pour orienter tout nouveau développement GPU pour du cal-
cul généraliste, sous la forme d’une série organisée de questionnements
possibles, ainsi que d’un rappel des atouts et désagréments, matériels et
logiciels, de l’utilisation de GPU pour de tels calculs. Ensuite, une discus-
sion sur l’emploi de langages de programmation orientés graphique ou
généraliste est exposée, s’appuyant sur l’hypothèse d’une réimplémenta-
tion des travaux présentés dans ce manuscrit à l’aide du langage CUDA.





Au cours de cette thèse, nous nous sommes intéressés à l’utilisation
générique des cartes graphiques (GPU) en tant que machine de calcul
parallèle, en explicitant leur structure et les caractéristiques de leur pro-
grammation. Leur emploi croissant dans ce cadre a été exposé à travers
un large panel d’application de domaines diversifiés.
Grâce à ces GPU, nous avons répondu aux besoins computationnels
engendrés par différentes applications dans deux domaines de recherche
liés aux thématiques du Certis.
Premièrement, nous avons proposé un guide de méthodes et astuces
de programmation GPU/GPGPU par shading language, ainsi qu’une li-
brairie GPU de calcul généraliste. Un état de l’art des applications sur
GPU a également été présenté.
Dans un deuxième temps, nous avons accéléré la simulation de ré-
seaux de neurones impulsionnels en définissant de nouveaux algorithmes
adaptés à la structure des GPU et exploitant leurs capacités. Nous avons
introduit la notion de simulation par sondage, permettant d’obtenir des
facteurs de gain significatifs par rapport à une implémentation de réfé-
rence sur CPU, ceci pour un faible taux d’erreur. De plus, il reste une
large marge de progression pour ce gain avec l’utilisation de modèles de
neurones plus complexes.
Dans un troisième temps, nous avons proposé une adaptation GPU
d’un algorithme de reconstruction par stéréovision dense gérant les occlu-
sions, basé sur des principes variationnels. Nous avons obtenu des gains
en temps probants par rapport à une implémentation CPU optimisée, per-
mettant d’atteindre une cadence vidéo.
En restant dans le même domaine computationnel, la vision par ordi-
nateur, nous avons par la suite adapté sur GPU l’algorithme SURF puis
conçu un algorithme d’appariements de points d’intérêt dédié à la mise en
correspondance de larges ensembles d’images pouvant chacune contenir
des milliers de points d’intérêt. A notre connaissance, c’est le premier al-
gorithme GPU à réaliser cela. Par notre méthode, le temps moyen de mise
en correspondance de deux telles images est de l’ordre de 20ms. Forts de
ces résultats, nous avons proposé une application permettant d’aider un
utilisateur désireux de capturer photographiquement une scène de façon
dense, à des fins de reconstruction 3D, en lui indiquant interactivement
les zones insuffisamment observées (trop peu d’appariements).
Ces travaux ont menés à différentes publications dans des conférences
internationales :
– Alexandre Chariot, Renaud Keriven et Romain Brette : Simula-
tion rapide de modèles de neurones impulsionnels sur carte gra-
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phique. In 1ère conférence francophone de neurosciences computation-
nelles, Pont-à-Mousson, Oct. 2006 ;
– Julien Mairal, Renaud Keriven et Alexandre Chariot : Fast and
efficient dense variational stereo on GPU. In Proceedings of the Third
International Symposium on 3D Data Processing, Visualization, and
Transmission (3DPVT’06), Juin 2006 ;
– Alexandre Chariot et Renaud Keriven : GPU-boosted online
image matching. In 19th International Conference on Pattern Recogni-
tion, Tampa, US, Déc. 2008
Perspectives
Dans le futur, les méthodes et applications développées au sein de
cette thèse pourront être intégrées à des ensembles plus larges et des ap-
plications complètes.
La simulation GPU de réseaux de neurones proposée pourrait ainsi
être intégrée à un simulateur de plus grande envergure, tel Mvas-
pike [191]. Par ailleurs, d’autres projets Odyssee utilisent à présent le GPU
comme machine de calcul.
La détection de points d’intérêts avec l’adaptation GPU des SURF,
ainsi que la méthode d’appariement d’images développée, sont utilisées
par différents partenaires du projet ANR Wired Smart.
De plus, dans le cadre d’un projet de reconstruction 3D de bâtiments
remarquables, le Certis se munit d’un ballon captif permettant de trans-
porter, orienter et commander le déclenchement d’un appareil photo jus-
qu’à plusieurs dizaines de mètres de hauteur, photographiant en haute
résolution.
Figure 6.11 – Ballon captif. Gauche : arrimage de l’appareil photo au ballon. Droite :
vue du ballon en vol. Issues de [183].
Ce ballon est équipé d’un retour vidéo retransmettant en temps réel
aux utilisateurs se trouvant au pied du ballon un flux, ce qui permet un
contrôle de l’orientation des prises de vues. A ce point, notre application
d’aide à la capture photographique de scènes sera utilisée pour être
certain de disposer, pour la reconstruction 3D ultérieure, d’un ensemble
assez dense de clichés.
Ce type de reconstruction est actuellement déjà réalisée au Certis,
mais à partir de clichés non haute résolution, les prises de vues étant
effectuées au sol ou en hélicoptère.
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Figure 6.12 – Résultats du Certis, reconstructions 3D. Gauche : calvaire de Tronoën.
Droite : Aiguille du Midi, c©Bernard Vallet
Ouverture
Dans les quelques prochaines années, il est indéniable que dans le
monde computationnel, les GPU prendront de plus en plus d’importance,
ou que leurs structures inspireront davantage les fabricants de CPU.
D’un côté, l’unification des processeurs (pour NVidia, à partir de
l’architecture G80) et la mise à disposition de langages orienté GPGPU
(CUDA, mais également OpenCL [164, 234, 165] tendant à en devenir un
concurrent sérieux) facilitent amplement la tâche des développeurs, ren-
dant de plus en plus transparent l’orientation graphique. Le GPU sera
ainsi de plus en plus vu comme un réel coprocesseur "délocalisé", avec
des capacités plus spécifiques mais une puissance accrue.
D’un autre côté, une des autres pistes explorées par les développeurs
de processeurs centraux, forcés par la croissance des GPU, est la conver-
gence de ceux-ci et des CPU, leur fusion en une seule unité de traitement.
Parallèlement, Intel et AMD développent actuellement de telles architec-
tures : Intel va proposer le Larrabee [131] et AMD le Fusion [2] (dont le
développement a commencé à la suite du rachat d’ATI, fabriquant exclusi-
vement des cartes graphiques), l’unité résultante serait un CPU disposant
de plusieurs cœurs (pour le Larrabee) ou bien une architecture mêlant un
processeur classique multi-cœurs et un processeur graphique dans une
même puce (pour le Fusion). En procédant ainsi, la volonté d’Intel et ATI
est de redéfinir un nouveau standard de pipeline graphique, inclus parmi
les autres tâches du CPU et réparties sur l’ensemble de ses cœurs.
Bien que très prometteuses, les premières versions de cette nouvelle
architecture qu’est le Larrabee, n’embarquant que 10 cœurs et sur laquelle
plane une incertitude sur modèle de programmation et sa facilité d’uti-
lisation, laissent pour le moment douter de la supériorité annoncée par
Intel. NVidia annonce même lors de la NVISION’08, de façon cinglante,
que l’architecture de ces processeurs s’apparenterait à des GPU datant de
2006, donc déjà dépassés.
Néanmoins, il est encore trop tôt pour se positionner clairement sur
le succès de ce Larrabee ou d’autres architectures unifiant CPU et GPU,
étant donné les changements qu’ils impliqueront, notamment dans les
modèles de programmation (d’un type top-to-bottom vers un type flux),
chose à laquelle les programmeurs sont en général assez réticents. Ce
ne sera probablement que dans quelques années que ces changements
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architecturaux importants pourront potentiellement devenir de nouveaux
standards.
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