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ВВЕДЕНИЯ 
Теоретической базой работ по раз питию математичес­
кого обеспечения ЭВМ служит теория алгоритмов и программ. 
В последаео зремя созданы удивительные по своей силе ал­
горитмы вычисления простейших ({ункций, основанные на глу­
боких результатах классической математики. Поэтому не 
случайно, что как в нашей стране, так и за рубежом ве­
дутся интенсивные исследования на стыках теотжи програм­
мирования и классических дисциплин математики. 
Настоящий сборник посвящен различным вопросам тео­
рии алгоритмов. Часть работ относится к тематике сложно­
сти вычислений. В частности, получены важные результаты, 
характеризующие сложностные преимущества вероятностных 
алгоритмов перед детерминированными. 
В сборнике рассмотрены и более нетрадиционные раз­
делы теории алгоритмов, например, харакгеризация детер­
минированных и недетерминированных алгоритмов, которые 
никогда не останавливаются (как операционные системы ЭВМ). 
Большая часть сборника посвящена такому совершенно 
новому направлению, как автоматический синтез программ, 
ццесь впервые с полным доказательством излагаются ре­
зультаты, полученные в ВЦ при ЛГУ им. П. Стучки и полу­
чившие широкую известность как в нашей стрэне, так и за 
рубежом. 
ЮЩУКТИВНЫЙ СИНТАКСИЧЕСКИЙ СИНТЕЗ ПРОГРАММ 
ПО НЕПОЛНЫМ ПРИМЕРАМ 
Е.Б.Кинбер 
ВЦ при ЛГУ им.П.Стучки 
Язык многоточечных выражений, разработанный Я.М.Барз­
динем [ 1 , 2 ] позволяет осуществлять индуктивный синтез 
по примерам вычислений многих алгоритмов, не содержащих 
сложных ветвлений. Однако для большого числа таких алго ­. 
ритмов полный пример вычисления является очень длинным; в 
то же время пример естественным образом можно разделить на 
фрагменты, которые по существу не отличаются друг от друга 
последовательностью и характером выполняемых алгоритмом 
действий (точнее, параметры этих фрагментов отличаются не 
более чем на один шаг арифметической прогрессии). Алгорит­
мами такого типа являются, в частности, многие алгоритмы 
О рекурсией. Для алгоритмов такого рода вполне естествен­
ным представляется в качестве исходного материала для син­
теза подавать лишь один фрагмент примера, вполне характе­
ризующий алгоритм упомянутым выше образом, а также инфор­
мировать синтезатор, что "далее алгоритм работает аналоги­
чно". В данной работе предлагается некоторый язык, удоб ­
ный, с одной стороны, для записи большого ряда алгоритмов 
и, с другой стороны, позволяющий достаточно эффективно 
синтезировать эти алгоритмы по входной информации упомя ­
нутого выше типа. Язык объединяет в себе традиционные 
средства языков программирования (например, присваивания, 
кУН»с£­олср а т оРы) со средствами, удобными для синтакси ­
ческого синтеза, когда входная информация рассматривается 
как чисто символьная строка без учета семантики. В каче­
стве последних фигурируют, например, звездочка Клини (для 
циклов) и объединение V/ ( д м условных операторов), впер­
вые введенные и [ 3 , 4 ] при разработке модели синтаксичес ­
ческого индуктивного синтеза. 
Основное внимание в работе уделяется демонстрации 
практических возможностей языка а синтезатора, иногда в 
I . ПРИМЕРЫ ВЫЧИСЛЕНИЙ 
В качестве первого примера рассмотрим алгоритм приве­
дения матрицы с рациональными элементами к диагональному 
виду ­ основную часть алгоритма Гаусса для решения систем 
линейных уравнений. Имеется ввиду матрица размера т л и 
(т ъ п), элементами которой являются ati,j) , i i ^ , 
i%i\.n . Пример вычисления снабжается разъясняющими ан­
нотациями, заключенными в скобки [, J . 
ПРИМЕР I . Приведение матрицы к диагональному виду. 
Алгоритм Гаусса приведения матрицы к диагональному виду 
можно разъяснить с помощью следующего примера 
iNPuT : аччац аи,р , ШмЪ 
С (31: 
au,i> • ' 
« ( я , п . 
В « П ( * * З Д , то STOP. 
Символ P означает здесь и ниже: "повторить те же дейст­
вия, что и выше для новых значений переменных". 
Рассмотрим теперь более сложный пример ­ алгоритм 
ущерб точности изложения. 
сортировки посредством выделения максимального элемента и 
удаления его из массива. 
ПРИМЕР 2. Сортировка­1. Дан массив Ко), Кш1..., К(п), 
который требуется переслать в массив \АЬ), М . . . М(>«)ъ 
отсортированном виде. Пример, представляющий алгоритм.мож­
но записать следующим образом: 
iHPUT: <mot/ K « ) J K i i V ­ i K M t " n J ) ; tfV*«fci*J;V:ifi 
Kl1l-*l)i К (г Г= t+j])? допустим да; 
К ft К(г [=лг.11)?;допустим да; 
K&I>>GK ЦЧ l?.*jj]Y?допустим да; 
К (ч О О ) $ К (Я= 6zJff допустим нет; 
К(4l^*J) *—* К(Ь~1**П) 
К&1?ШУРдопустим да; 
К(Ы**1)4 К(7[=xt_fP?;допустим да; 
К (1[=*2)$ К (21=&0)?;допустим нет; 
№1**.]) ч—> K(8L=x±jJ ) ; 
К ( о 1 " О И K(3L= i l i J ) ? ; допустим да; 
К Wl=­AJHK(YO[=iU])?; допустим да; 
К. ft0[=O)< Kfri f ­ l t iJ ) ?; допустим да; 
K(4f[=xJ)< *а«[=£/=$?; допустим нет; 
ми**!) *—* кш.(±ш -чЩ 
b : = " ; * : = 4, Р; 
Если , *о M(­f) * ­ K 6 0 ; STOP. 
Рассмотрим, наконец, пример вычисления алгоритма типа 
"разделяй и властвуй", использующего механизм рекурсии в 
полной мере. В качестве такого алгоритма мы выберем из­
вестный алгоритм "быстрой сортировки". 
ПРИМЕР 3. Сортировка­2. Требуется упорядочить массив 
К(1),^М,..: К(") • Пример, задающий алгоритм, мож­
но представить следующим образом. 
itfPuT: аччац Kilt, К (г),..., КИЫ*-™!)} 
lWL-i4)4 Ш ' Ц ­ ч З ) ?; допустим да; 
K f t C e > l ) « ^ ^ t ­ f p ) ? j допустим да; 
KHLŗ*lH ?допустим да; 
KHtmi 3) * К =у J) ?; допустим да; 
К (<![­­ " Л 6 К (И О «/7) ?; допустим нет; 
*(((*<]) <г—* K^AOi/J) j 
KUt»A3 )ž M « [ = « J ) ?; допустим да; 
К < ( a U w J ) ?; допустим нет; 
К М L=>3) š fc(Y?[=</i;?; допустим да; 
M « * * * J * f ; допустим да; 
К ( 3 К О L ­ i j ] ) ? ; допустим да; 
KCS £ = AJ ) ^ Mfct допустим нет; 
К ( * ( = > J ) *—> K(Zl= 
К ( 4 [ = х ] ) $ К ( г и ч Э ) ? ; допустим да; 
К. (5Ч=<] )< Jt{94*y3jļt; допустим да; 
К. (71- * ] ) * K.(2l=.4j)?; допустим да; 
K.(?1=AJ)4: K ^ S L = 4 = i ± i ļ ) ? ; допустим нет; 
<nPt«*J> *(SL­4 = « i_ ' j } ; 
CTEK:= fkfiffi) , 1 . . = у = </c , P ; 
Е с л и * . = 4i ' T 0 
\MHJLk { ltryp CCīt ): = Я** >); А 
Этот пример вычисления по существу представляет собоЯ 
линейную запись разъяснения алгоритма с помощью меток (7] 
и ф в [ 5 ] . 
В примере фигурируют переменная "СТЕК" и предикат 
£отр (СТЕК), проверяющий "СТЕК" на пустоту. 
ЗАМЕЧАНИЕ. Алгоритм "быстрой" сортировки мы рассмат­
риваем в упрощенной трактовке: в стек засылаются границы не 
"меньшего", а "правого" из полученных двух массивов. Это 
позволяет выделить рекурсивный характер алгоритма, избав­
ляясь от вычисления сложных предикатов, связанных с алге­
браическими операциями над переменными. 
В следующем разделе предлагается язык программирова­
ния, удобный для индуктивной формализации примеров вычис­
лений, содержащих символ Р (с сопровождающей его семанти­
кой). При этом синтез осуществляется чисто синтаксически­
ми средствами ­ входная строка рассматривается как после­
довательность символов без учета семантики. 
2. ОПРЕДЕЛЕНИЕ КЛАССА ПРОГРАММ 
Пусть /V ­ множество всех натуральных, а 7_ ­ множест­
во всех целых чисел. Пусть А = А ' и М - алфавит, где А' -
конечное множество символов; А' содержит специальные сим­
волы : : =• (присваивание) и = (равенство). Пусть X ­
конечное множество переменных (возможно, А/">Х =^ ) и 
СТЕК ­ специальная стековая переменная. Пусть ОР включает 
в себя символы + , ­ , ( , ) , ­ (звездочка Клини) 1,-, 
У/НаГ , РС , © (предикатный символ), КУ (объединение); 
пусть ОР П ( А ь X 
Далее особую роль играет подалфавит А ; в нем записы­
ваются примеры вычислений программ. 
Областью значений переменных ш X является А/ ; бу­
дем считать, что в X имеются индексированные переменные с 
индексами из N . Для любой цепочки <3 из данного алфави­
та Л(й ) обозначает множество переменных из X , входя ­
щих в . Выражения я.­,* х м и = х ­ < ( х ^ Х ) 
ниже для краткости будем записывать в виде л* и, соот ­
ветственно, V . 
Каждая программа представляет собой цепочку А , £5 \ • 
где А,, А г ­ слова в алфавите А , а б ­ выражение ви­
да 
( 2 .1 ) С, *Н\Ч€ (*®(к)ЪО (Сх \NHiLE (у®*) 
ОО ( й ) б , Т», 
где *,Ч е К10.0. О > , А* > * * ^ ^X , если /и е X , то 
/ и * Х / 0 < Р ) , если V! ­ X , то >>с С, 
содержит выражение х. : ^  а }<х (• А/ V X О {сГЕк } и 
если |«с X , то также /и. г ^ 6 ,1( Л/ Ь'Х О-{СТЬ к} , С\ 
содержит выражение и = а , з е­ Д/ ^ Х V •( с ТЕ к ] и если 
у ( . X , то также к: ­ # , г с­ Д/с/Х /£7ТК} ; С1, ­ сло­
во в алфавите А , £> * и *, х ­ , (л *, ^ < " ; л * /и - . " 
х "/Ч г [ ; выражение б определяется следующим образом. 
Пусть X ­ множество слов вида г , т +с , г ­с " 
г е­ X } (. & д/ . Тогда й есть либо слово 
(2 .2 ) Г, М< иТ^М^и... ОТтМ„} 
либо 
(2 .3 ) Я.(Г,/Ч«)* й , М 7 к г * д ) * Й 1 к , . . . ( С М . Л ^ ^ 
где 
(а ) 7 (^ »$ м , , о* '* * , ­ цепочки в алфавите 
А I/ X , 1« ( « • # А. Ц 
( б ) М<, »6 * " I , , ' * ' . цепочки вида 
к*' . . . *"рг , где все А,•, 1 * * * / V 
попарно различны, е . , . . . * { + , ­ } , 
%™ } , 4 * -•, Х > 1 }• по крайней мере для 
одного М4­ или К4 ; 
(в ) если г* $ М, М1... М„К,Кг ...К^ то 
­г­ Л/, ... М„(4КК ... К„ й наоборот; 
если у * { х , , . . . } для одного из А(­ или ^ ( , 
то 
и наоборот. Будем считать также, что А г содер­
жит подслово \ = с" для се А/1/Х . 
Выражения вида и/н/Ч £ ( г © ^ ) £>0(<2»)> Филирую­
щие в программах, назовем о п р е д е л е н н ы м и 
ц и к л а м и , а М ) * ­ н е о п р е д е л е н н ы ­
м и ц и к л а м и . В определенных циклах в условиях фи­
гурируют интерпретированные предикаты х © ^ ; символ 
7^ . обведен с целью отделения его от других предикатных 
символов (например* 5* , ^ , Ег*ь ) , которые могут при­
сутствовать в выражениях языка. Как и в языке многоточеч­
ных выражений ( [ 2 ] ) эти символы не имеют семантики (не 
интерпретированы) и учитываются синтезатором только в 
чисто синтаксическом плане. Отмеченная особенность языка 
на первый взгляд представляется излишней сложностью, од­
нако, она имеет определенное значение лишь для синтезатора, 
облегчая ему задачу синтеза, поскольку при превращении вы­
ражений языка в реальные программы все символы все равно 
необходимым образом интерпретируются. 
В неопределенных циклах предикаты вообще не выделаны _ 
это связано с невозможностью их непосредственного синте­
за по чисто синтаксической информации.По этим же причинам 
вместо обычных //:... ГНГД/... Fi.SE" (п САЪЕ ) в нашем 
языке фигурирует объединение \у : предикаты здесь не от­
делены от действий; их отделение происходит только при 
интерпретации программы 
Класс всех программ условимся обозначать через (Р. 
Проиллюстрируем теперь определение программы, постро­
ив программы для алгоритмов, примеры вычислений которых 
приведены в пункте I . 
ПРОГРАММА I . Приведение матрицы к диагональному виду. 
р, : -. ачиац а и,}), ?*{*т, 
Если (' = го , то ЪТоР, 
ПРОГРАММА 2 . Сортировка посредством выделения макси­
мального элемента. 
.о .. 1'ЦРиТ а%чац Ки}} К и} ) . } ЩЬ£ . 
\NHiLF (ц®1) 00\ЧНИЕ(*<&1]) ЬС 
(К 00 5 К. (_гШ > ? ; допустим нет; 
./<(*) < , К. £¿02 * + ) и 
( К ( х > ) < К (_ х+_<_) ? ; допустим да; х * ; 
Если и =. /, то >/ у2 ^ - к£о • 5 ГО Р. 
ПРОГРАММА 3. "Быстрая" сортировка.* Я : /л/РиТ = ачнац К у) , К(ю, - - •, *1еЧ) 
д . : = 1, у , ­ т-
стек: = (*.,<4,)МН11.£ ( 1Га>р ССГЛО) ПО((**,%)- = СТГА); 
(•Ч*) * К(ц2 ?; допустим да; • «/ ­ ) * 
К1*2 « К ( ф ?;допустим нет; Коу «­» ?(&кя* 
^С_х ) ^ 1<£у2 ? ; допустим да; к * ) * 
К о о * К ( у ) 'Допустим нет; Ко> <*м»£до,||­) 
стек: ­ ( л ^ ? ^ ) ^ х ­у р ) . 
Отметим, что подчеркнутые символы (например, ШШ£, РО, 
1­> > принадлежат алфавиту А и не имеют отношения к 
символам ( , ) » КНИГ, £>0 из ОР • Однако, когда прог­
рамма будет интерпретироваться, они, разумеется, приобре­
тут одинаковый смысл. 
3. МНОЖЕСТВО ЗНАЧЕНИИ ПРОГРАММЫ 
В рассматриваемых нами примерах (1­3) алгоритм разъя­
сняется только на одной существенном фрагменте. В случае 
алгоритмов типа "разделяй ч властвуй" их разъяснение вооб­
ще,как правило,ограничивается рассмотрением работы алго ­
ритма только до момента первого наделения задачи на мень­
шие подзадачи. Учитывая ото обстоятельство, мы измерены 
соответствующим образом определить значения программ ­ в 
определенном смысле это будут* н е п о л н ы е приме­
ры вычислений. 
Пусть й «• • Применим к Я, следующую операцию 
р а з в е р т к и . Заменим внешний цикл У\(Н/7.Г£о 1>0(Т) 
на выражение Т Р , где Р ­ специальный символ, не входя­
щий в АЬ/Хо'ОР. Далее пусть ^ определяется как в 
( 2 . 1 ) . Заменим 
(3 .1 ) с г &й 
п £ дА и : ­ в оставим перед Р . 
Далее заменим каждое выражение (Б ) * на конкатенацию 
(3.2) ? 5 . . . Б , 
где т ­ произвольное число из Л/ , и затем заменим каждое 
вхождение (%и~иги... и/Ы^) на одно из слов % . На­
конец, между любыми двумя символами (или т.- ) и 
о # ­ X ^ вставим слово ^ . Полу­
ченное таким образом выражение Р назовем (полной) раз­
верткой Р . 
Например, для Р разверткой является 
СГГК : тШЕПЕглр (СТЕК)) йй { 
К « ) * К ( « ) ? ; допустим да; у ­ > @ у 
К(*)4 <(у) ?; допустим да; у ­ х © у 
К ( х ) * К ( у ) ? ; допустим да; у ­ х @ у 
К С* >* К(у )? ; допустим да; у ­ хё>ч 
Щ)Ч% допустим нет; 
К(х> «—* к* л @ ц 
К 1*>« «(•( )?; допустим да; х * х ф у 
(СОО* К^) ?• допустим нет; 
М О «—*• К.(ч>­, «Г * © ч 
К(а>?; допустим да; д­ х ®</ 
К (хК К ф ? ; допуотиы да; у ­
«.(х) 4К(у)?; допустим да; у ­
К(х> бК{<{ )?; допустим нет; 
К1<) * ­ » К($) уж* х © у , 
К(* )<< ( (ч )? ; допустим да; х* х,6>у 
К(*) ьКщ) ?; допустим да; х*" х @ у 
К . « Н К(у)?; допустим да; х + 
К(х)4 К(у)?; допустим нет; 
Разверткой Р будем называть также любое выражение, полу­
чаемое из полной развертки удалением фрагмента между неко­
торым * © Ч , и последним словом * & у (включая послед­
нее х © ч ) . Так, разверткой Р3 является 
Р%*: \ЫРцТ-аччау К(о,Им, 
V­ * 4 ) у . * я* : 
с?Тк. = ­ гх., ч,) и/наь (7£^,р (чтвк))ОШ 
(•*;Ч') — СТЕК1 Х : = х 0 / 4 : = ^ 
К(>о< К ? ; допустим да; у ­ х ф у 
К<х) * К ^ ) ?; допустим да; ч ­ л € ) ^ 
К<*>$ К^; ?; допустим да; у ­ х ф у 
СТЕК :­<£•/, И. ^ У с , = х ^ ' * ­ \ ~ * ^ Р.) 
Чтобы определить значение программы, перенумеруем все 
вхождения каждой переменной в Р , кроме СТЕК и вхождений 
типа х— и слева направо. Например, для Р по­
лучим 
1ЫРиТ- ачча$ < « > , К ( г ) , К ( т 1 " ) • 
СТЕК = ( х : " ; у/») И/НИС С 1Етр(СТЕК )> £<2 (_ 
б * . , , . > • • « с г ь ­ к ^ : ­ * ; » , ^ : . ^ . 
К(х"') < К <у ' " ) ?; допустим да; м">­ х и ) €>у " ' 
< < (у "* ' )? ; допустим да; у**»" X м й> 
К(х ' " ) б допустим да; ц » » " х"> «ду ' * ' 
К (*"') < К(у"" )? ; допустим да; у " " ' д " " ф у ' ^ 
К и " ' ) % К(ч"")?', допустим нет; 
кЫт) * Щ1">) ; х ' " > * х М < ) « у" 1 » 
И Т.Д. 
Положим у(с ) =с для всех с ? д/ и определим значение 
>/(*"'') вхождения переменной ^ е Х ^ С Г Г * } с номером 
­ 14 ­
Если слева от £*' есть выражение t ~/ц , то v(l")= 
­ v(^4) , иначе полагаем vfi'") равным некоторому сс N. 
2. 
vif1"') g Л," 
Выполним все действия вида c\-l,a-t&. 
Так, для Ö получим выражение: 
INPUT: m va u, K W , K ( x j \ , 
- - ' » Ч-; = ü ; 
с Г F к. •­ = И, it ) iVHaF í 1 fn­p f ( F f к ) ) DO (_ 
í x . , y ­ ) ^ = Г77ГК, x : = 4 j в'Л <ь у 
K(<|4 ICí ít )?; допустим да; i s if 
KU) 4 ?; допустим да; ^ t"fe) /ч 
KM) * ?; допустим да; ^ / ф Y j 
КО)$ К д о п у с т и м да; g ^ g ? « 
К(<)< le(«")?; допустим нет; 
«.(*) i *> ( « ) ? ; допустим да; з з ф ^ 
Kfï.) SK(U)?; допустим нет; 
К(Ч) v9» « ( G ) , i l 
Kíi i )?; допустим да; Iff з }t¿ 
К&)ьКЫо) ?; допустим ,га; э з @ Э 
K( i )4KO) ?; допустим да; g з © g 
*.(ъ> £ « 8 ) ?; допустим нет; 
Ш) <е­> К("8) ) Ч Ч<&% 
K(4)i Ш)Ь допустим да; 5 ­ 5 " ¿ g 
X(sr)«*о)?; допустим да; ¿ ь feg 
К(б)4х; (г )?; допустим да; » ï ® £ 
<f7 ) iK. fô )? ; допустим нет; 
СТЕК: « . (? ,£>>) ; .£ ­, *­• = * , ц •  =6 , Р i 
(двухзначные числа подчерки.) чтобы отличить их от од­
нозначных). 
Если в полученном выражении выполняются все неравен­
ства а 6) 6 (при стандартной интерпретации в (Н ) 
кроме последнего, то удалим все эти неравенства и эначе ­
кия выражений ж.*, г- для * е X . Полученное выраже­
ние у = ^ Р ) назовем значением или примером вычисления 
программы Р . Так, для Р из приведенного выше выраже­
ния получаем значение: 
ЩРиТ : ачнац Ш,..., К(ц>) ; 
сгек. — ^ ,^'H)L£^ ЦЕтр (стек» ро( 
< к(Уь)?; допустим да; 
К (О 4 К (15)?; допустим да; 
КС*)* *(<£/)?; допустим да; 
К(0$ К ( ^ ) ? ; допустим да; 
*.Ю 5 К (12)?; допустим нет; 
КО) К({г)-
к (Я) £ < ( * £ ) ? ; допустим да; 
К ( з ) $ « « ; ? ; допустим нет; 
К.(з) «г­* х « а > ^ 
« 3 ) 4 К<-н)?; допустим да; 
М з ) 4 * ( 1 0 ) ? ; допустим да; 
К (3 ) 4 КЙ)?; допустим да; 
< ( з ) £ К($)?; допустим нет; 
< ( 3 ) +->• <С<?); 
К(ч) $ К(ъ)?; допустим да; 
К ^ И к Ч ^ ? ; допустим да; 
К (4)4 »((8)?; допустим да; 
Ш ) ^ к ( 8 ) ? ; допустим нет; 
к ( » ) <—> к ( а ) ; 
СТЕК: ­ ( 8 , (ь) • • * . = у . у : = 6 ­ Р 2 . 
В свою очередь, примеры I и 2 являются примерами 
вычислений программ Р ? и , а пример 3 является при­
мером вычисления для несколько иного варианта программы 
К сожалению, в отличие от языка многоточечных выраже­
ний, синтез в рамках которого возможен по произвольным 
достаточно длинным примерам вычислений [ 2 ] , в нашей мо­
дели примеры вычислений нуждаются в дополнительных аннота­
циях, поскольку в общей ситуации никакой синтезатор неспо­
собен точно восстановить все переменные и связи между ними 
в программе. Аннотации и нашей модели имеют вид [ = < ­ с 3 ) 
I-^лс! , где с (г Н и *. ­ переменная, а I ,3 4 А1/СУ, 
Аннотациями снабжаются все значения переменных. Кроме то­
го , если в программе в условии цикла фигурирует *,фц, 
значения л во фрагменте, получаемом из п о с л е д н о­
г о выражения С1 в развертке ( 3 . 1 ) , равны значениям ц 
(или ^±_£ ) , то упомянутые значения х, снабжаются ан­
нотацией Е=у1 (или, соответственно, -I ] ) . В том 
случае, если ¿2 не содержит неопределенных циклов и сим­
волов и , то допускается присутствие аннотаций не во 
всех б в ( 3 . 1 ) , а только в первом. Если же выражение 
в программе имеет вид ( 2 . 3 ) , то аннотациями снабжаются вс^ 
значения переменных в примере. Далее аннотациями в любом 
случге снабк­­ гея все значения перемэнкых г , не входя ­
иих в часть развертки ии . . - (­• (см. 3.1 ) , Нетрудно 
видеть, что донотации в прииер­х [­3 соответствуют упомя­
нуты»; требованиям. Аннотированный вариант примера вычис ­
ленип программы Р , приведенного выие, мопет быть еле ­
дующим. 
Гр/РиТ: ЩччЩ .. , к (к 1­.« 7) 
X. : = < | у. ­­­ ; ^ Ч о / 
С ГЕ К ­ * (41= щ (, «, ] ) УНЧГ (~)^у> (С ТС К)) ( 
(и,$,)г-т СТСК ) * • = и = х„] , и = 4С I- и ] ; 
К< « .С » *3 ) * К ( й С- у"))?; допустим да; 
МЦ**1)4 К ( ^ " [ = и1)?; допустим да; 
К ( ) [ = л ] ) ^ К 1>,Ч |_ = ^.1)?; допустим да; 
К. ('/[ = ;< Л $ А,(13 Г=у1)?; допустим да; 
К (У£>»3) $ к.Иг I » уЗ )? ; допустим нет; 
К(У[ = *3) — » * ( « £ ­ * 1), 
К и Г = * 3 ) * < ( « С = у З ) ? ; допустим да; 
К П»С**7у­« 1=!)3)?; допустим нет; 
К(ъГ=хЗ) . ­ » 1>!<3); 
К(ъ1 = х ] ) « К(и&ф)?1 допустим да; 
К ("Ь1= хз) $ к(Ю1-Ч^Р; допустим да; 
К ( * [ = х З ) < КООчЗ )? ; допустим да; 
К. ( з [=д1 )$ К#1=||3)?; допустим нет; 
К(3 [ = х ) ) « — К(гГ-чЗ); 
К(Ы=*1) 4К(2 1=чЗ]?; допустим да; 
АС (5[=*3) * *• (2 [=уЗ/?; допустим да; 
КЛь I * * ] ) * допустим да; 
К(?С=|0)* к (21 »ч ­ * ! < : ! ? ; допустим нет; 
К<"*1­*1) * ­ * К ( а ( = и = *<­<?) ; 
ДОС*=& [= 414, Л & 1% у ^ ' = ь 1 = х _ ^ 3 
К: « 4 [ =х „7 ; 1/­­ь£ = 1/. ]) Р}, 
4. КАНОНИЧЕСКИЕ ПРОГРАММЫ В ПРЕДСТАВИТЕЛЬНЫЕ 
ПРКМРРЫ 
Для того, чтобы синтез программ по (неполным) приме 
рам вычислений был успешным, программы, а также примеры 
вычислений должны удовлетворять некоторым естественным 
требованиям. 
Сформулируем сначала требования, которым должны 
удовлетворять программы. 
Нам понадобятся некоторые вспомогательные понятия. 
Назовем слова -а4 аг ... ак и Д - 4 ^ 
с у щ е с т в е н н о р а з л и ч н ы м и , если для не 
КОТОРОГО (' $ г о л (< , п ) в, у ( ( . 
Пусть в программе р имеет вид (2.3) (см.опре­
деление программы): 
«с (г, * , у *, к, (%мл )* нл кг ...(г-м„)*ат К т 
Определим для 0. три следующих преобразования: 
Пр Пусть для некоторого слова ы. Я1 ~ й-ш ] <* ., 
Г ­= Г/ ' Тогда П1Ш) получается заменой в & 
слова 
на 
П£. Пусть для некоторого I Я;., = 7~ , 
Тогда Ох((л) получается заменой ^ | в О. на , 
Пд. Если (2 представимо в виде й' ({' . ­ ­ и?' ,то 
Пъ(0) получается заменой (Я на 0.' . 
Если к программе р (точнее, к выражению (Ц в ней) 
ни одно преобразование ПрП£,Пд не применимо, назовем Р 
к а н о н и ч е с к и м . Нетрудно видеть, что практически 
все "разумные" программы можно считать каноническими. 
В дальнейшем мы будем рассматривать только канониче­
ские програумы, удовлетворяющие следующему условию: 
( а ) все слова Г­ и А-, , в 67 
попарно существенно различны. 
Условие ( а ) достаточно естественно, поскольку различ­
ные Г­ и ( % ) соответствуют различным значениям преди­
ката в условиях циклов, опреде: яющих и (см.приведенные 
выше примеры программ Рх~^3'* 
Класс всех канонических программ удовлетворяющих ус­
ловию ( а ) , обозначим через Ф . 
Определим теперь класс примеров, по которым удобно 
синтезировать программы из ^ . 
Назовем развертку /5" программы Р п р е д с т а ­
в и т е л ь н о й , если при построении р~ л > .г в 
(3.1) и если 0. имеет вид (2 .2 ) , то для каждого /, 
$м в развертке р фигурирует подслово Т.М^ЩН^ 
если же 0. имеет вид (2 .2) , то каждое (7^А/( ) * заменяет­
ся в Р на 
Назовем аннотированный пример вычисления программы 
п р е д с т а в и т е л ь н ы м , если он соответствует 
представительной развертке. 
В следующем разделе представлен алгоритм синтеза,ко­
торый по произвольному представительному аннотированному 
примеру канонической программы Р синтезирует программму, 
эквивалентную Р . 
5. АЛГОРИТМ СИНТЕЗА 
Метод синтеза программ из £ достаточно естественен: 
во входном слове ищется самый левый фрагмент, который может 
быть значением цикла; найденный фрагмент заменяется цик ­
лом, и процедура повторяется. 
Опишем алгоритм синтеза более подробно. Пусть ­
входной пример. Действия алгоритма разделяются на три 
з»*аа: на первом этапе синтезируется выражение ь? (см. 
\£ .> ) ) « на втором ­ цикл 
(5 .1) Схъ'НЧ-£ (у®у) № 01) 
•и на третьем ­ выраженье ( 2 . 1 ) . 
Рассмотрим сначала первый этап. Здесь возможен слу­
чай, когда не все значения переменных снабжены аннотаци­
ями (см. пример I ) . В этом случае нужно в и/ найти под­
слово А^л '^ такое, что после удаления аннотаций из 
А/,' ~ Оц «л. • • • <*к 
и если символам й1 , й- была в приписана аннота­
ция (скажем, [ = * 3 ) , то либо $ - а . = ,2 =а- . либо 
В качестве J в $' = FAf тогда следует взять , з а ­
менив в нем символ» <?t­ , имевшие аннотации L » * + cJ на 
[х + сТ (для ­ просто на к ) , а в качестве М ­
слово, содержацее х * , если значения х возрастают в 
*/^  , и х" , если значения х в меньше, чем в wt 
Рассмотрим теперь ситуацию, когда все значения пере­
менных в w имеют аннотации. Здесь процедуру синтеза 
можно разделить на конечное число шагов. Пусть к шагу р 
уже определены некоторые выражения Tt ^ Т , X и 
Цв } fti} . . . , /?у , и под некоторым символом ¿?c в 1Л/ 
установлена метка О , 
Шаг f> . Если метка установлена справа от W, , то 
прекращаем процедуру. Иначе ищем такое подслово а,с^ ... 
а л , которое при замене значений переменных на соответ ­
ствующие аннотации, совпадает с каким­нибудь T~s • Если 
такое а, •.. сяк найдено, то передвигаем метку на 
и переходим к шагу р + 4 . Если такое подслово не найде­
но, ищем самсе левое подслово С = q, .'. Ct< справа 
от метки • наименьшей длины, удовлетворяющее следующе­
му условию: 
( f ) в «v существует такое подслово \ы, И/^  , что 
( а ) при замене в любом w- и в а значений пе­
ременных на соответствующие аннотации полученные слова а' 
и (А// совпадают;; 
Об)" W< 
Если требуемое а не­ найдено ь то заменяем в части слова 
справа от |¡j значения: переменных на соответствующие 
аннотации и процедуру завершаем. Иначе заменяем значения 
переменных на аннотации­ во фрагменте W между Q и 
ff и обозначаем­ело через R - . , обозначаем а' че­
pea "Г. ­­. „ передвигаем Q на ¿v. ( < и переходим к ша­
гу p~i, 
Итак, все ^ и /¿¿. в ¿i определены. и Л/ 
( см. (2 .2 ) ) определяются очевидным образом: если х воо­
растает, то в Л г заносится д» , если убивает ­ Л ­ . 
То же ­ для К • 
Теперь нукно определить, является ли ß объединени­
ем или икеет вид ( 2 . 3 ) , Если хотя бы одно R ? А , то 
G имеет вид (2.3) (который получается достаточно очевид­
но ) , иначе U. является объединением. 
На втором этапе формируется цикл ( 5 . 1 ) . Переменные 
для условия берутся из аннотаций вида [*жг* 
~4tc3 (см. Примеры 2 и 3 ) . 
Па третьем этапе формируется выражение ( 2 . 1 ) . Для оп­
ределения условия х @ (л находим переменную х , фи ­
гурирувщув в аннотациях во фрагменте w , отвечающем Ü. , 
которой перед этим фрагментом и посла него присваиваются 
значения, отличающиеся на I (переменная i в примере I , 
переменная у в примере 2 ) , либо переменную, не фигуриру­
ющую в аннотациях во фрагменте, соответствующем ц' , кото­
рой пород и после этого фрагмента присва'.ваотся различные 
значения ( у„ в примере 3 ) . В качестве /ц в первом слу­
чае впбироем либо перемешгув, фигурирующую в аннотации для 
выражения х = с после символа Р (такое выражение фигури­
рует в примере вычисления в силу определения программы), 
либо сам символ с , если аннотация отсутствует (см. приме­
ру I и 2 ) . Во втором случае полагаем ,и равным с в л = с. 
после Г. 
Теперь нужно определить присваивания, входящие в Сх . 
Если в Ц фигурирует z 1 или z." , то перед фрагментом, 
соответствующие U , в W должен находиться оператор 
2 ­ ­С . Если с приписана аннотация ['= о* J , то в Сл 
заносится оператор z­=<5' ; иначе 2 ­ е , 
Теперь остается заменить оставшиеся в выражении чис­
ла, снабженные аннотациями, на эти аннотации, и на этом 
синтез завершается. 
Нетрудно видеть, что по примерам 1,2,3 наш алгоритм 
синтезирует программы Р, , 1} а, соответственно, ¡0 . 
Корректность алгоритма синтеза вытекает из следующе­
го утверждения. Пусть СЧ ­ наш алгоритм синтеза. 
ТЕОРЕМА. По любому представительному аннотированному 
примеру вычисления программы Р t алгоритм (Н- на­
ходит программу Я (У) , эквивалентную Р . 
ДОКАЗАТЕЛЬСТВО. Мы приведем лишь существенные моменты 
доказательства, опускал технические детали. 
Рассмотрим произвольный шаг р на первом эт^пе пост­
роения Р б О . Выбор самого левого подслова et с требуе­
мыми свойствами обусловлен непркА:егг.г..остью к Р операций 
П­ и flg. Выполнение условия ( а ) обуславливает однозначность 
выбора "шаблонов" JL к Rj ; длина Г однозначно обуслав­
ливается представительностью примера # . Выбор "самого 
короткого'' 0. вкзвач неприменимостью к Р операции Пд. Оп­
ределения на этелах 2 и 3 достаточно очевидны. 
Заметим, что примерь;, по которым осуществляется син ­
тез , имеют д." у , дразнимую с длиной самой программы Р . 
Сам алгоритм синтеза имеет, очевидно, полиномиальную слож­
ность (от д^ины входного Примера). Это дает основания наде­
яться ка построение достаточно эффективного практического 
синтезатора (при добавлении соответствующей эвристики). 
Агтор благодарит проф. Я.М.Барздикя за ценное обсужде­
ние. 
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БУЛЕВЫ ФУНКЦИИ НА БЕСКШЕЧШ СЛОВАХ 
М.Я.&лбертв. 
ВЦ при ШУ им.П.Стучки 
Рассмотрим вычисление булевых функций с бесконечно 
многими переменными j ^ , х 2 , , , , , х , . . . или распознава­
ние бесконечных слов (w­слов) вида х . , , х 2 , . . . , х п , . . . , где 
Xļ е { 0,1 ] . Множеством предельных состояний будем назы­
вать множество тех состояний IU ••••г %. , которые 
при данной реализации машины Тьюринга или конечного автома­
та повторяются бесконечно много раз. Множество предельных 
состояний и определяет, принадлежит ли w­слово w­языку 
или нет. Рассмотрим некоторый ^­язык1_. Будем говорить, 
что буква X ļ нефиктивная, если существуют такие z 1 , . . . , 
z i - 1 * z i +1 * ** * ' ч т о C J I 0 D a Z 1 z 2 * " " , z i - 1 ^ Z i + V H 
z 1 z 2 . . . г^_^ 1 z i + / ļ . . . разные по отношению принадлежнос­
ти к w­языку 1. 
Если односторонняя машина М на w­слове х, . . . х ± . . . 
работает по­разному после прочтения буквы х А в зависимости 
от значения х ± , то будем гр/« Ч(ть, что М читает букву х А . 
Определим следующую меру йад^еети. Будем говорить, что 
сложность вычислений машины М есть г (п ) , если при любом 
х 1 , х 2 , . . . , х а , . . . среди первых п букв не больше г (п ) 
букв прочтено. 
Определим w­язык А следующим образом. 
В слове вида 
a, d i « 3 
определим некоторую процедуру хождения по сегментам 
а^ ,а 2 ,^з* * * * 
В сегменте а 2 рассмотрим х^г ( х 2 , если ж о ; %у 
если х 1 = 1 ) , в сегменте рассмотрим х А ( х 4 , если х 1 х 1 в 
=00} х 5 , если х 1 х 1 = 01 ; х^, если х 1 х 1 = 3 ю ; хг, , если 2 
х^х А = 11 ) и т.д 2 *­слово принадлежит2»­языку, если име­
ет место ц у, у А . . . = 1111 . . . 
ТЕОРЕМА Г2. Л^для^­яэыка А любая буква нефиктивна; 
2) односторонняя машина Тьюркнга распознает А со 
сложностью 1о%г*. 
ДОКАЗАТЕЛЬСТВО. I ) Рассмотрим отдельно четные и не­
четные места букв. Без пояснений даем два примера 
01 1100 000° 1111111111 . V . . . . 
01 °100 0001 1111111111 
2) Машина М, распознающая А, работает следующим обра­
зом. При чтении у 1 М в состоянии ч 2 . Если М встречает пер­
вого у. • = о , то она попадает в состояние ^ и в ч 2 ни­
когда не5 возвращается. Акцептирующими являются все под­
множества состояний, которые содержат я 2 . 
ТЕОРЕМА 2. Если для некоторого языка ъ все буквы не­
фиктивны, то нельзя его распознавать односторонней машиной 
Тьюринга со сложностью меньшей, чем ¿03.^. 
ДОКАЗАТЕЛЬСТВО. Рассмотрим вычисления машины Тьюрин­
га М на зсезозможных и­словах в алфавите { 0 , 1 ] , которые 
отображены в виде бесконечного бинарного дерева (Я, . Если 
М в состоянии читает букву х$ из V»­слова х = х 1 х 2 . . . , 
то дерево «Л. на ^ ­ о м ярусе имеет фрагмент <[,;, 
в противном случае ­ . о/ \> 
•ц 
Зафиксируем некоторое п . Рассмотрим дерево 01 до ( п+1 ) ­
го яруса включительно. Получим некоторое конечное дерево 
01', которое содержит не меньше п ветвлений, поскольку 
все буквы нефиктивны. Нетрудно убедиться, что бинарное 
дерево, которое имеет п ветвлений, содержит ветвь длиной 
Здесь каждая оуква сама ­по себе ничего не решает, но 
некоторое подмножество суцествекно. Какой ее объем? 
Множество I будем называть нефиктизньм для у ­языка 
L, если существузт такая последовательность значений 
для всех i € Т и последовательности 
ы.' -. {л­.} для i t I и (*.tj для 1 * i , что 
и принадлежит w­языку L, а <*' не принадлежит 
w­языку L. 
Множество I будем назыгать фиктивным для «­языка L, 
ес.;и для каждой последовательности <** * { } для всех 
i с Т все слова вида <* Ц<* , где , j е I . 
либо принадлежат «­языку L, либо не принадлежат «­языку L. 
Без доказательства приведем леммы 3, 4, которые характери­
зуют свойства фиктивных множеств. 
ЛЕЖА 3. I ) Если же ^­эо I фиктивно для Ь, то каж­
дое мно: ство J , где J с I , фиктивно. 
2) Если I и J фиктивные множества для ь, то I U J 
фиктивное множество для L. 
ЛЕША 4. I)_Если w­язык L­нетривиальный и множество 
I фиктивное, то I нефиктивное. 
2) Существует w­язык L и нефиктп.шые множества I и J 
для J , для которых I 01 j содержит бесконечно иного букв 
и является фиктивным. 
Сейчас введем меру: среди первых п бухв и:.:езтся ко 
больше f(n) кефиктивных бухс. 
logn. Это означает, что при некотором w­слозе x Q машина Ы 
читает ::е меньше logn букз из первых п. 
Рргсмотрлм некоторую последовательность w­языхоз 
D, D.J, г , . . . , для которых кефиктивных букв 
нет, и которые можно распознавать со сколь угодяо малой 
возрастающей сложностью. 
D = ^ Х|.>,< | для бесконечно многих i Xj_=i},r (n)=n; 
i x 1 . . . . I для бесконечно многих i t { 2 ,2^ ,2^ , . . . j 
. x . = l } , r ( n ) = l o ^ , 
D2= ^ x ^ . . . . | для бесконечно многих i c { 2 ,2 ,2 , . . . ) 
Хц=1 \ , r (n ) = ior* log n; 
Множество I будем называть f­жидким, если среди пер­
вых п букв не более f ( n ) являются нефиктивными. Это озна­
чает: среди первых п букв вьщелено такое фиктивное мно­
жество J для L. что среди первых п букв в j находятся не 
более, чем f ( n ) элементов. 
ЛЕММА 5. Для любой возрастающей функции f ( n ) неправ­
да, что D является (n­f(n))­жидким множеством. 
ДОКАЗАТЕЛЬСТВО. От противного: существует такая воз­
растающая f ( п ) , что выделена нефиктивное бесконечное мно­
жество J . Тогда заполняем J нулями и, в зависимости от 
того, сколько " 1 " во множестве J, это w­слово принадлежит 
или не принадлежит w­яэыку D. Это означает, что при распо­
знавании w­яэыка D односторонней малиной надо задать поч­
ти все вопросы. 
ТЕОРЕМА 6. Для любого с > 0 существует односторон­
ний алгоритм, который распознает w­яэык D с вероятностью 
1 и задает не более, чем с . п вопросов. 
ДОКАЗАТЕЛЬСТВО. Предположим, что мы выбрали большую 
константу к в зависимости от с. Наш односторонний вероят­
ностный алгоритм работает следующим образом. Перед каждым 
вопросом бросаем монету, которая с вероятностью ^ выда­
ет ответ "да" и с вероятностью 1 ­ j выдает ответ "нет". 
В случае ответа "да" спрашиваем букву ж, , если "нет", то 
не спрашиваем. Среди всех состояний q 2 является особым: в 
это состояние попадает машина, "ели прочитанная буква x­.el. 
Подмножество состояний является акцептирующим т .и . т . т . , 
если в нее входит состояние q 2 . 
Возможны два случая: 
1) и­слово содержит конечное число " 1 й ­ в этом слу­
чае машина выдает правильный ответ; 
2) w­слово оодержит бесконечно много " 1 " . Будут ли в 
этом случае с вероятностью 1 опрошено бесконечно много 
букв, содержащих "1 "? 
Обозначим номера букв, равных " 1 " , через t^,±2,±y' 
При i ­ j ^ . i g , . . . бросаем монету. В терминах леммы Бо­
реля­Кантелли p­j = 5 » р 2 = р р 3 * Е ' " * * 
Ряд XI р.^  расходится. Это означает, что из леммы 
Еореля­Ксштелли с*1 вероятностью " I " выдается ответ "да" 
бесконечно иного раз. 
Оценку числа вопросов о • п с вероятностью " 1 " можно 
получить из закона повторного логарифма, который гласит, 
что при V > 1 с вероятностью 1 происходит только конеч­
ное число событий з п > п р • Х­'у'г пр<Г 1ОЙ1ОСП [ 1 ] . 
Точное доказательство этого факта здесь приводить не бу­
дем. 
Рассмотрим язык С > I х . . . | для любого 1 х 1 = 1 ] . 
Очевидно, что при детерминированном алгоритме необходимо 
задавать все п вопроси. 
Сейчас рассмотрим несколько вероятностных алгоритмов, 
в которых монета бросается только однажды в начале работы, 
для распознавания языков с ( и ) . 
(Г1 1 С(п) 
проверка условия "х^х 1" для четных 1. 
— > проверка условия " х 1 = 1"для нечетных i . 
нет (да) 
Правильный ответ получаем с вероятностью 3. Число во­
просов £}. 
2 с ( о ) проверка условия х 1 = 1 для 1, где 
1 шоач­ = 0 , 1 , 2 
проверка ус;.овия х 1 = 1 для 1, где 
1 той' ; 
^проверка условия х 1 = 1 для 1, где 
0 , 2 , 3 
 
0 , 1 , 3 "5= 1 тойЧ­
7 ] ^ проверка условия х 1 = 1 для 1, где 
*Ч 1 то(34 в 1 , 2 , 3 
^нет (да) 
Правильный ответ получала с вероятностью ^ . Число 
| п. 
Детерминированный алгоритм требует г» вопросов ­ ни 
одного нельзя пропустить. 
О > 
Б случае пропуска х 6 можем получить неправильный ре­
зультат. 
Недетерминированнпп алгоритм угадывает этот путь, 
который требует Jo^n вопросов. 
Вероятностнь!Й алгоритм, который задает ^ вопросов и 
вццает правильный ответ с вероятностью ­ j , работает следую­
щим образом: 
^проверка наличия "1 "­пути в поддереве 
с корнем х 2 « 
•проверка наличия в1"­пути в поддереве 
с корнем X j . 
^да 
TE0FEMA 7. Не существует функция g (n ) = о (п ) такая, 
что язык Е распознается некоторым вероятностным алгорит­
мом, который на первых п, буквах задает не более, чем g (n) 
модосоь. 
Определим w­язык Е. w­слово х ^ . Х р , . . . прт^лдежш 
w­языку Е т .и . т . т . , если существует путь, содеруан^й только 
" 1 " в бинарном дереве 
Ь 
ДОКАЗАТЕЛЬСТВО. Рассмотрим работу алгоритма на таком 
дереве, где всэ буквы до к­го яруса равны " 1 " , все сыновья 
некоторой вершины х г к­го яруса равны " 1 " , все сыновья 
всех остальных вершин к­го яруса равны "О". Тогда можем 
утверждать следующее. Если сумма вероятностей по всем ре­
ализациям спросить значение х ± меньше, чем р, то вероят­
ность выдачи правильного результата не больше 1££. 
Вероятность выдачи правильного результата в случае 
"да" меньше или равна р ' + р , в случае "нет" меньше или 
равна р и + р. 
m i n { p \ p " ļ 4 • 
Следовательно, вероятность выдачи правильного резуль­
тата не превосходит 1^2 + р * £ + f • 
Отметим, что в случае р=^ вероятность выдачи правиль­
ного результата не больше \. » 
Рассмотрим работу алгоритма на чистые " 1 " . 
Тогда имеет место одно из двух: 
1) существует вершина х± некоторого k­го яруса, для 
которой вероятность задать вопрос меньше p=j« 
2) для всех Xļ вероятность задать вопрос больше р. 
В случае I ) вероятное ь выдачи правильного результата 
меньше Ķ. 
В случае 2 ) оценим сумму вероятностей р'спросить вер­
шины к_го яруса и сумму вероятностей р " спросить все вер­
шины до(к-1)-го яруса. 
£ • \ < р.' < 2 к 
(2* - 1) • з < Р и < 2* - 1 -
По предположению существует алгоритм, который задает 
tr(n)BonpocoB и выдает правильный ответ с вероятностью Ķ. 
Сейчас подсчитаем вероятности только по тем | "хоро­
ших" реализаций. Рассмотрим те -к реализаций, которые зада­
ют е(п) вопросов и выдают правильный ответ. Про каждую ре­
ализацию и про каждый суммируем все вероятности задать 
вопрос о х^. Если вопрос о Xļ не задается, то эта вероят­
ность не учитывается. Вероятность осуществления одной кон­
кретной реализации равна 0 , но мы имеем бесконечно много 
разных реализаций. Суммирование вероятностей производим по 
ярусам до k­го, двигаясь все дальше от корня дерева. Если 
число вопросов р(п) и вероятность правильного ответа Ķ, то 
для больших к нас интересующая сумма Т. меньше, чем 
\ • * < 2 к ) . 
На "плохих" реализациях вероятность задать вопросы 
про 2К буквы меньше, чем J • 2 к , где 2 К ­ число всевозмож­
ных вопросов. 
Следовательно, ( 2 * ­ 1) • \ < | • sr ( 2 * ) + J ­ 2 k < 2 k ­ 1. 
Противоречие. 
Далее рассмотрим язык F, который от языка Е отлича­
ется тем, что требуется существование пути, содержащего 
бесконечное число " 1 " . 
Легко видеть, что язык F распознается детерминирован­
ным образом, не зада? ­я бесконечно много вопросов, напри­
мер, по одному на каждом пути. Если дерево содержит только 
"О", то ясно, что ни на одном пути нельзя пропустить бес­
конечно многих вопросов. Найдем k­тый ярус, ниже которого 
все вопросы задаются. Это означает, что п вопросов 
необходимо. 2 
ТЕОРЕМА 8. Не существует такой детерминированный ал­
горитм и такой с >0 , что, начиная с некоторого nQ , для 
всех n > nQ не задаются больге. чем (1­£ )п вопросов 
для распознавания яяыка F. 
ДИИЗДТ^ЛТ.СТПО. Идее доказательства состоит в следую­
щем. Предположим от противного, что такой алгоритм сущест­
вует. Рассмотрим произвольное натурачьное число п., > п 0 и 
произвольное натуральное число 1. Покажем, что существует 
такой путь в д»реве, что на этом пути не заданы 1 вопросов. 
Рассмотрим столь большой начальный фрагмент дерева, чтобы 
число верщин в нем было больше п^,. Если путь с больше чем 
1 не заданными вопросами сущестзует, то все хорошо. Если 
такой путь не существует, то с • 2 к пропущенные эершины 
содержатся в путях с общей мерой больше чем с • 
Потом увеличим рассматризаэмкй начальный фрагмент де­
рева так, чтобы число до сих пор пропущенных вершин не' 
превосходило -1- ­уга часть от числа вершин нового фрагмен­
та. Таким образом, новых §• • 2 к вершин прибавилось и они 
входят в пути с общей мерой больше, чем ­|­. Таким образом, 
больше, чем в 1 ^ . 2 раз увеличивали длину фрагмента. 
Покажем, что в среднем на одном пути больше чем 1 
раз встречаются такие Еершины. Мера пропущенных вершин 
больше, чем . . Это означает, что на пути, где 
плотность пропущенных вершин максимальная, она не меньше 
1. 
Таким образом, существует конечный путь с не меньше, 
чем одной пропущенной вершиной, существует конечный путь 
с не меньше, чем двумя пропущенными вершинами и т.д. 
Следовательно, можем построить путь с бесконечно мно­
гими пропущенными вершинами. Противоречие. 
Рассмотрим последовательность положительных чисел 
М g { i l o g i 1 • Известно, что ряд f ļ ТПЬТГ 
расходится. Рассмотрим всевозможные множества натуральных 
чисел I . В зависимости от I ряд JL i' • ļogļ ' нокет как схо­
диться, так и расходиться. L* 
Определим язык а следующим образом. G содержит те и 
только те "­слова <*, » г °* д • • • из ļ o , l ] , для которых 
расходится ряд У p ļ t где I множество тех i , для ко­
торых CCL г 1. *V 
ТЕОРЕМА 9. Существует вероятностный алгоритм, который 
распознает язык с с вероятностью 1 и задает о­(1окп) воп­
росов. 
ДОКАЗАТЕЛЬСТВО. Вероятностный алгоритм работает сле­
дующим образом. Для каждого 1 * 1 , 2 , 3 , . . . с вероятностью р 
выдает ответ "да", с 1­р "нет". Если ответ "нет", то во­
прос о значении х 1 не задается и иы пнреходии к следующему 
Если ответ "да", то алгоритм переходит в состояние 
q 1 , если х ^ и в состояние <\2' е с л и Х ) . » 0 ' Далее алгоритм 
действует одинаково в обоих случаях. 
Все подмножества состояний, для которых ч 1 предельное 
состояние, являются акцептирующими. 
Будет ли задано бесконечно много вопросов в тех мес­
тах, где х 1 «1? 
Следуя лемме Еореля­Кантелли: либо с вероятностью 1 
задается бесконечно много вопросов, либо с вероятностью 1 
задается только конечное число вопросов в зависимости от 
того, расходится или сходится ряд У* Так как для 
конкретного «­слова соответствующее множество I обладает 
одним из вышеуказанных свойств, то с вероятностью "1 " *­
слова акцептируется или отвергается. Точную оценку числа 
вопросов адесь проводить не будем. Заметим только, что 
вта оценка производится техникой, похожей на ту, которая 
используется при доказательстве закона двойного логарифма 
[ I ] . 
Нетрудно убедиться в справедливости следующей теоре­
мы. 
ТЕОРЕМА 10. Не существует такой детерминированный 
алгоритм и такой £ >0 , что, начиная с некоторого п 0 > 
для всех п > д 0 не задается больше, чем ( 1 ­ £ )п вопро­
сов для распознавания языка 0. 
­ з з ­
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ПРОДОЛЖЕМОСТИ СЛОВ ДО ЯЗЫКА 
Р.В.Фрейвадц 
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В настоящей работе продолжается накопление материала для 
сравнения сложности двух близких, во существенно различных 
задач. Пусть дан некоторый язык L в конечном алфавите.Одна 
задача ­ это распознавание языка L , т . е . поиск ответов на 
вопросы "принадлежит ли данное слово х языку L ?" Другая за­
дача ­ это продолжаемость слов до языка L , т . е . поиск отве­
тов на вопросы "может ли данное слово х быть продолжено до 
некоторого слова yeL ?" 
В Д / доказано, что, если для некоторого языка L первая 
задача разрешима детерминированной односторонней магазинной 
машиной, то и вторая задача разрешима детерминированной од­
носторонней магазинной машиной. В ¿ZJ это утверждение у силе­
но там показано, что машину для решения второй задачи 
всегда можно представить как подмашину первой машинн. 
Ниже изучается вопрос, сохраняется ли подобное утверж­
дение, если вместо детерминированных машин рассматриваются 
вероятностные. Получен ответ: анапог этого утверждения не 
имеет места. Однако при этом выяснена любопытная зависи­
мость от вероятности выдачи машинами правильного результата. 
Далее рассмотрим только частный случай магазинных ма­
шин ­ счетчиковые машины. 
Построен такой язык , который сам можно распозна­
вать на .вероятностных односторонних счетчиковых машинах со 
сколь угодно высокой вероятностью 1 ­ £ ( £ > 0 ) , но для кото­
рого продолжаемость слов до Lz на вероятностных односторон­
них счетчиковых машинах можно распознавать с вероятностью 
2/3 и нельзя распознавать с вероятностью, превыпающей 2/3. 
Построен такой язык L 5 , который сам можно распознавать на 
таких машинах со сколь угодно высокой вероятностью I ­ £ 
( £ > 0 ) , но длл которого продолжаемость слов до L2 на упо­
мянутых машинах можно распознавать с вероятностью 3/5 и 
нельзя распознавать с вероятностью, превыпающей 3/5. Языки 
1_г и Li являются элементами построенной в настоящей работе 
дый язык /­к можно распознавать с вероятностью 1­£ ( € > 0 ) , 
но продолжаемость слов до языка 1-к можно распознавать с 
вероятностью к/2к­1 и нельзя распознавать с вероятностью, 
превыпающей к/2к­1. Наконец, построен язык 1-е , который 
можно распознавать со сколь угодно высокой вероятностью 
1­£ ( £> 0 ) , не. для которого продолжаемость слов до 1-о 
алгоритмически неразрешима. 
Техника доказательства, используемая в работе, сущест­
венно иепольэует методы,, разработанные в /3/. 
Приведем необходимые определения. 
Детерминированная односторонняя счетчпиовав машина ­ это 
•ветерка < X , & > I » где 
Х ­ конечный алфавит ( бук» на лент» ) » ммкиыдорй символ 
£ ­ конечный алфавит (внутренних состояний); 
последовательности языков в которой каж­
­ ЗЬ ­
­ инициальное состояние ( 5 ) ; 
Ра ­ множество принимающих состояний ( ?а 4 3 ) ; 
Рх ­ множество отвергающих состояний ( ^ ( 5 ) ; 
•I ­ множество инструкций. Каждая инструкция является 
цепочкой символов из X " 5 " ¡0¡1} * { * 
х $*{С 0>+1} , причем, если первый символ 
инструкции является # , то 6­й символ инструкции 
равен С. Первые 3 символа называются ее левой 
частно, а последние 3 ­ ее правой частью. Требу­
ется, чтобы для любой цепочки из Х'(5\(Н» и^)*{0>^} 
во множестве / нашлась одна и только одна инструк­
ция с такой левой частью. 
У автомата имеется одна лента, на которой написано 
рассматриваемое слово. Непосредственно после последней 
буквы этого слова написана одна буква # . Еще у автомата 
имеются п счетчиков, в каждый из которых может быть запи­
сано произвольное целое число. Автомат начинает работу в 
состоянии 9> • Головка расположена на первой с девой сто­
роны букве распознаваемого слова. Счетчик содержит ' « ело О 
Пусть на очередном шаге автомата состояние равно <Ь £ 5 
головка обогревает букву X ВХ , и счетчик содержит чис 
ло К. . Через ^ обозначим число О, если £ =0, и число 1, 
если I /0. Пусть множество 1 содержит инструкцию 
¿ 9 * Г -~9«^1 • ГДе 5 и че.{-1,0,+<} 
Тогда автомат на этом шаге переходит в состояние ф«< ; 
если , то головка остается на ленте, и если 5 = а 
то головка двигается по ленте на одну ячейку вправо; к со­
держанию счетчика прибавляется число г\ . Автомат кончает 
работу, когда вырабатывающееся новое внутреннее состояние 
принадлежит % и % . Данное слово принимается, если это 
состояние принадлежит £ и отвергается, если ­ принадле­
жит 1\ . 
Определение вероятностной односторонней счетчиковой 
машины отличается от определения детерминированной одно­
сторонней счетчиковой машины лишь тем, что в левой части 
инструкции появляется еще один символ ­ выходное значение 
датчика случайных чисел с конечным алфавитом, который на 
каждом шаге работы выдает свои выходные значения равнове­
роятно и по схеме Бернулли, т . е . независимо от значений, 
выданных на других шагах. Требование, чтобы для каждой 
возможной левой части инструкции (дополненной теперь еще 
одним символом) во множестве I нашлась одна и только одна 
инструкция с такой левой частью, сохраняется. 
Для каждой заканчивающейся реализации работы вероят­
ностной машины можно подсчитать вероятность этой реализа­
ции. Вероятность результата у при работе машины на х ­ это 
сумма вероятностей реализаций работы машины на х , при ко­
торых вырабатывается результат у . 
Говорят, что вероятностная машина распознает язык и 
с вероятностью р ( р> 1/2), если машина при работе на произ­
вольном х с вероятностью, не меньшей' чем р , принимает х , 
если от6 1 , и отвергает х , если осе 1 .' » 
Языки и, , определяются тал» й»нг 1 « состоит 
из слов в алфавите {в,, вг, .. .^Ск,^„4к>—»4»}-
Все слова языка С„ имеют вид О?'®!?*. . , 
где п,, пх , . . . , пк е В* * 
ПРЕДЛОЖЕНИЕ I . Для любого т е Н* и для любого г >о 
язык можно распознавать на вероятностной односторонней 
счетчиковой машине с вероятностью 1-Е (притом тая, что на 
словах из /.* правильный ответ выдается с вероятностью I ) . 
ДОКАЗАТЕЛЬСТВО опирается на свойство определителей 
Вандермонда 
. . . 1 
с/. 
быть отличными от нуля, если все с/, , с/г 
попарно различны. 
В начале работы вероятностная машина выбирает к слу­
чайных чисел I,, г » , . . . , * « • » каждое из которых незави­
симо друг от друга равновероятно принимает значения из 
множества { 1 , 2 , 3 , . . . , 2 * } , где С ­ наименьшее такое на­
туральное число, что 1* > £­
Вероятностная машина при чтении к|доой буквы в.-
( с ' е ( г , а , . , . , л } > прибавляет счетчику число г< , а при 
чтений буквы 4,- {¿£.{4,2,.. , * • } ) отнимает число г< . Па­
раллельно с помощью детерминированного конечного автомата 
проверяется имеет ли слово вид а"'а?\..а?".. &™к. 
Слово принимается, если счетчик пуст и отвергается в 
противном случае. 
Легко видеть, что если слово принадлежит языку 1^ » 
то, независимо от выбора числа г слово принимается. Если 
же слово не принадлежит языку ДА , но имеет вид 
а"'0^... а?//"'/Л... £ ™ ' , ю оно принимается 
тогда и только тогда, когда 
( П,-П),)1 * (П1-/7)г)-1 т(п,-п)%}г,+ . . .+(пА-'Пе)гк-4*0 
Но такое соотношение может выполняться не более чем 
для к­1 различных г : ведь если бы оно выполнялось для к 
различных г,, . . . , гк , то мы бы имели систему линейных урав­
нений • с неизвестными (и,-гп.у,(п,... ,(п* -гл*) , 
определитель которой отличен от нуля. Такая система могла 
бы иметь только тривиальное решение 
П,-гп, .., = /?«- гпк =о. О 
ПРЕДЛОЖЕНИЕ 2. Для любого кс 1Ы* свойство продолжаемо­
сти слов до языка С» может распознаваться на вероятност­
ной односторонней счетчиковой машине с вероятностью у^Г7 • 
ДОКАЗАТЕЛЬСТВО. В начале работы вероятностная машина 
равновероятно выбирает одно число г б{­/,2., . . .,Я.К-1] 
может иметь любой конечный алфавит. Если этого не допускать, 
то надо поступать так. Надо выбрать число, равное полной 
степени двойки и превышающее 2к­1. Если выпадает 
X £ { ^ , 2 , • • • ,<Ы*-1 } » т 0 0110 и выдается в качестве резуль­
тата­датчика. Если выпадает число из { г . * 4 , . . .,Ze• } , то 
результат не выдается и'выбор случайного числа производится 
еще раз. 
Если ге. {к+1,к+г,.>.I то вероятностная ма­
шина выдает результат "слово не может быть продолжено до 
слова из языка". Если %'£•{¿,2,..К\ , то машина па­
раллельно: I ) проверяет как детерминированный конечный ав­
томат, имеет ли входное слово вид д Л я Л . . аХ'бГ'Ц"1... ВТ" \ 
2) игнорируя остальные буквы входного слова, при проявлении 
каждой буквы йг прибавляет счетчику число +1, и при появ­
лении каждой буквы ¿1 вычитает из счетчика I . Слово прини­
мается, если в счетчике находится неотрицательное число. 
Если входное слово продолжаемо до слова из языка С к , 
то при г б ^ д , . . . ,к\. ( т . е . с вероя'жостью ) 
получается правильный результат "продолжаемо". 
Если входное слово не продолжаемо до слова из языка 1* 
потому, что не продолжаемо уже до слова вида 
а,°'а*\ . . Лг Л*4" г , '&" Н . . . $кк | то это машина констати­
рует при помощи вычисления I ) и результат "не продолжаемо" 
выдает гарантированс. 
Если входное слово является начальным фрагментом неко­
торого слова 0 . л ' л в * . . . СГ?'4>!"'6,т\.. $™к , но все же не 
продолжаемо до слова из языка 1-к , то это означает, что 
некоторое тс больше чем соответствующее Я« . Тогда пра­
вильный результат "не продолжаемо" машина выдает при 
х е {«.', к+1,к+а., . .. ,гк-л} , т.е..при к различных значе­
ниях из 2к­1. 
ТЕОРЕМА 3. Для любого /се Л ' * свойство продолжаемоети 
слов до языка 1~к не может распознаваться на вероятностной 
односторонней счетчиковой машине с вероятностью, превышаю­
щей я £ т • 
ДОКАЗАТЕЛЬСТВО: Допустим»от противного, что такая маши­
на М существует,и она распознает г ^одолжаемоеть слов до 
языка 1~к с вероятностью * л ( & > с) • Дальнейшая 
часть доказательства состоит га ряда лемм. 
ЛЕММА 3.1. Для любого набора натуральных чисел 
(Ог., лi, * .,, пк ) существует такая константа с >о 
что для бесконечно многих слов а,*' в?*а?\ . . 6?' 
суммарная вероятность таких конфигураций машины М в момент 
чтения следующей буквы за этим словом, что число, записан­
ное в счетчике, по абсолютному ­значению не превосходит с, 
больше чем ­~­—­ • 
ДОКАЗАТЕЛЬСТВО. Как и всю теорему, лемму мы тоже дока­
жем от противного. Допустим, что для некоторого набора 
натуральных чисел (/?* > * 7 } > ) для всех констант 
С>о для всех достаточно больших п, суммарная вероят­
ность таких конфигураций машины М прл работе на слове 
а , " ' * " ' ^ " 1 . • • &к* 4."' в момент чтения следующей буквы 
за этим словом, что число, записанное в счетчике по абсо­
лютному значению не превосходит с, не больше чем 
Обозначим число внутренних состояний машины М через С 
М.Рабином /"4./ доказана верхняя оценка 5 (г) числа точек в 
I­мерном единичном кубе, таких что никакие две точки не на­
ходятся ближе чем на расстоянии В , где расстояние £ между 
точками с координатами (Х.'.х,',. .., Х( ) и (х), . . ., Х^ ) 
определяется так: 
Для нас не важен конкретный вид функции S(с) . Важно, что 
^ля любого с>о значение 5Гс) является конечным. 
Пусть с ­ настолько большое число, что из любой кон­
фигурации, где в счетчике находится число, превосходящее с, 
вероятность того, что за ^5 шагов содержание счетчика хо­
тя бы в какой­то момент изменится более чем на с по сравне­
нию с первоначальным, не превосходит (Г . (Таким образом, о 
зависит как от g , так и от «Г . ) 
Пусть £ и д - достаточно малые числа (позже в до­
казательстве этой леммы будет сказано, насколько именно ма­
лыми они должны быть). 
- ? 4 0 " 
. Рассмотрим распределение вероятностей внутренних со ­
стояний машины (>' при обработке слов 
а* Й . . . а:Ч.^'"^\ 
а,"' а? а/* . . . а,"' $."'* 
в момент чтения следующей буквы за этим словом. Всего здесь 
45 слов, следовательно по оценке М.О.Рабина среди них долж­
на быть такая пара 
Л * о^а^... а*"* ( I ) 
а."- о? а,я\ . . а£* 1*'*, (2) 
что векторы указанных вероятностей для этих слов 
( £> ' , X » , . . . , х'г ) 
£г'» • • £е •) 
в метрике р ближе чем на расстояние £ . 
Для определенности считаем, что V > и . Тогда слово 
Л * Л * Л * * . О к * 
не продолжаемо до слова из языка , а слово 
продолжаемо. 
Рассмотрим теперь другое распределение вероятностей, а 
именно ­ распределение вероятностей конфигураций машины в 
момент чтения следующей буквы за этим словом. Обозначим эти 
распределения для слов ( I ) и ( 2 ) , соответственно, через 
^ Г * » Г * * • ' • ) * 
Заметим три обстоятельства. Во­первьк, если конфигура­
ция № I такова, что в счетчике число, превьшающее по абсо­
лютному значению число с, и вероятность события "на этом 
слове машина выдает результат "да" при условии, что не про­
исходит очищения счетчика во время этого вычислении, равна 
V,- , то и для любой конфигурации * / с тем же внутренним 
состоянием, но с другим числом в счетчике (это число тоже 
> с) указанная условная вероятность тоже равна у. . £ Дру­
гими словами, если счетчик не очищается, то машина не чув­
ствует, это большое число или маленькое]. 
Во­вторых, по допущению от противного в начале доказа­
тельства леммы суммарная вероятность Е Г^4­ по конфигураци­
ям № I с маленьким значением счетчика (не больше с по абсо­
лютному значению) не больше чем ^ _ 1 . . 
В­третьих, по выбору £ за время обработки 4 5 букв (, 
содержание счетчика может очиститься с вероятностью не боль­
ве чем <Г . 
Пусть 7'' обозначает вероятность выдачи реэультата"да" 
из конфигурации № I без очищения счетчика и £7 обозначает 
вероятность выдачи результата "да" из конфигурации 9> I с 
очищением счетчика. 
Тогда 
Первое неравенство остается в силе, если мы: 
а) отбрасываем все ; 
б) отрасываем всо конфигурации с содержанием счетчика 
по абсолютному значению меньше с; 
в) учитывая, что Х^ * Г по всем конфигурациям 
с внутренним состоянием у , а также то, что все со­
ответствующие й­ равны (из­за "во­первых"), соби­
раем подобные члены 
Второе неравенство остается в силе, если мы: 
а) отбрасываем все , одновременно уменьшая правую 
часть неравенства на $ (здесь используется 
"в­третьих"); 
б)отбрасываем все конфигурации с содержанием счетчика 
по абсолютному значению меньше с, одновременно 
уменьшая правую часть неравенства на ­ < 
(здесь используется "во­вторых"); 
в) учитывая, что У/ =• £ ¥4 по всем конфигураци­
ям * ' с внутренним состоянием ^ , а также то, что 
все соответствующие ^ равны (из­за "во­первых"), 
собираем подобные члены: 
| ^ + • • • * *с Щ > ¿ ^ 7 " $ 4 _ < Г (4 ) 
Вычитаем из неравенства (4) неравенство ( 3 ) : 
Это неравенство остается в силе, если все у , , • • •, у г 
заменить на.1 (ведь все у , < i ): 
(X.*- хД + (г,"-х:)+... + Ш -Ъ') > 2.а - 3 , 
а также заменить все разности симметрическими разностями 
/ / , " ­ / . 7 . : + 1 * е ' - * И > 2 л - г г . 
Теперь ми указываем явно, что нами выбрано равным 
Д , а £ выбрано равным ­Д­ . Последнее неравенство мож­
но переписать в виде 
^х', г") >ге . 
противоречие с выбором X' и X" . 
Докажем теперь следующее обобпэние леммы З.Х, 
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ЛЕММА 3.2. Для любого г £{4,2,..,к} и для любого набора 
натуральных чисел (я,­.,,ПЩ,..• , л * ) существует такая 
константа О С и существует такое бесконечное множество 
слов из языка Д* , что у них попарно различны компоненты 
и для всех этих слов суммарная вероятность таких реа­
лизаций работы машины, что либо в момент чтения первой бук­
вы ^ • в момент чтения первой буквы 4% , . . . , , либо 
в момент чтения первой буквы ^ число, записанное в счетчик, 
по абсолютному значению не превыпает с, больше чем £к-1 ' * 
Прежде чем приступить к доказательству этой леммы, от­
метим 
ЧАСТНЫЙ СЛУЧАЙ ЛЕЫМЫ 3.2. Существует такая константа 
С>0 и существует такое бесконечное множество слов из язы­
ка 1* , что у них попарно различны компоненты 4"к и для 
всех этих слов суммарная вероятность таких реализаций работы 
машины,, что либо в момент чтения первой буквы 4л. , либо в 
момент чтения первой буквы , . . . , либо в момент чтения 
первой буквы 4к число, записанное в счетчик, по абсолют­
ному значению не превышает с, больше чем у 
ДОКАЗАТЕЛЬСТВО ЛЕММЫ 3.2. 
Базис индукции. При с = I лемма доказана (см.лемму 3 . 1 ) . 
Шаг индукции. Пусть лемма доказана для I ­ I . Докажем 
ее при С . 
Допустим от противного, что для некоторого набора нату­
ральных чисел Х'Я'*ч ) " < Ч ) 5 Й * ) для всех констант 
С>0 для любого множества слов языка , такого,что 
у всех слов этого множества 
А) компоненты ' . . . Ок' имеют параметры именно 
из указанного выше набора, 
Б) компоненты 0,у и /. ' имеют (общую) длину равную 
любому достаточно большому числу, и эти длины различны для 
различных рассматриваемых слов, ­ для всех таких слов сум­
марная вероятность таких реализаций работы машины,что либо 
в момент чтения первой буквы /«, , либо в момент чтения пер­
вой буквы . . . . , либо в момент чтения первой буквы 4. 
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число, записанное в счетчик, по абсолютному значению не 
превьшает с, не болше чем 
Пусть, как и в доказательстве леммы 3.1 , число внут­
ренних состояний машины М обозначено через 6 . Зафиксируем 
два "малых" числа е и д~ (ниже в доказательстве будет 
сказано, насколько малыми они должны быть). 
По предположению индукции лемма 3.2 для С ­ I уже до­
казана. Пользуясь этим, мы будем дальше рассматривать не 
произвольные множества ^ со свойствами А) и Б), а только 
такие, Еде компонента подобрана исходя из п,,/?<„,...>г>к 
по лемме 3.2 (для ¿ ­ 1 ) , компонента Пг-». подобрана по 
/ ? « - . , П г . л ы п о л е м м е 3.2 (для 1­2) 
компонента п, подобрана по пЛ}ги>Ъц,...,г>к по лемме 
3.2 (для С = I ) . 
Вводим метрику р в С ­мерном пространстве так же 
как в лемме 3 .1 . Точно таким же образом определяем и 5 СО . 
При определении с появляется еще одно условие (кроме того 
что уже было в лемме 3 . 1 ) , а именно: с должно быть не мень­
ше чем с в формулировке леммы 3.2 для Д ­ I . 
Будем называть характеристикой [можно любое другое на­
звание! реализации работы М на слове из языка 1-к следую­
щую информацию о слове и работе машины М на нем: I ) если в 
момент чтения первой буквы & г машина имела в счетчике 
число по абсолютному значению не больше с, то характеристи­
кой является эта конфигурация и сигнал, ¡4) ; 2) если усло­
вие­1) не выполняется, но в момент чтения первой буквы & 
машина имела в счетчике число по абсолютному значению не 
больше с, то характеристикой является эта конфигурация й 
сигнал (2 ) ; ¿5 если условия I ) , . . . , ¿­1) не выполня­
ются, но в момент чтения первой буквы машина имела в 
счетчике число по абсолютному значению не больше с, то ха­
рактеристикой является эта конфигурация и сигнал 0 ; г.' + / ) 
если условия I ) , . . . , с ) не выголняются, то характеристикой 
является конфигурация в момент чтения Г той же самой ] пер­
вой буквы £ + / и сигнал @ ) . 
Итак, теперь мы рассматриваем распределение вероятно­
стен не конфигураций в какой­то момент, а характеристик. 
Заметим, что характеристик с сигналами 
(Г}- толь.,о конечное число. Пусть все бесконв'ШО многие 
характеристики пронумерованы так, что сначала идут вое ха­
рактеристики с сигналами ф , ( ^ , , . . , (1 -1) (их число 
обозначим через Ы ­ значит они имеют номера от I до с/ ), 
потом ­ другие характеристики. 
Каждому слову из языка 1~к будем соотносить точку в 
(£ + с/)­мерном пространстве. Каждой размерности будут соот­
ветствовать номер характеристики (если номер не превииает ¿1) 
л номер внутреннего состояния (иначе). 'Гичка в ( с * * ; ' ) ­мер­
ном единичном кубе указывпет вероятности этих характеристик, 
а при характеристиках с сигналами ф ­ вероятность внутрен­
него состояния. 
Метрика р вводится похожим образом 
где 5^  ­ вероятность характеристик . №/ , а X/ - вероят­
ность внутреннего состояния 4 при сигнале ф . 
равно некоторой верхней оценке числа точек в 
(I + с1)­мерном единичном кубе, где все точки полярно нахо­
дятся дальше чем £ . 
При определении с появляется еще одно условие (кроме 
того, что уже било в доказательстве леммы 3 . 1 ) , а именно: 
с должно бить не меньше чем с в формулировке леммы 3.2 для 
<; ­ I . 
Заметим три обстоятельства. Во­первых, если характе­
ристика №/' такова, что сигналом является (р, то условная 
вероятность события "на том ело ье машина выдает результат 
"да" при условии, что не происходит очищение счетчика до 
конца вычисления, равна « у , то и для любой другой характе­
ристики с тем же внутренним состоянием (в конфигурации) и 
сигналом ф , но с другим числом в счетчике, указанная 
условная вероятность тоже равна ­у/ • 
Заметим по допущению от противного в начале доказа­
тельства леммы 3.2 суммарная вероятность характеристик с 
сигналами ф , (2) , . . . , 0 не больше чем я р а • С другой 
стороны, из леммы 3.2 для ­ I вытекает, что суммарная ве­
роятность характеристик с сигналами (Г! , ( § ) , . . . , (Г^З 
больше чем 1 ­ . Поэтому, во­вторых, суммарная веро*т­
ность характеристик с сигналом @ не больше чем . 
В­третьих, по выбору 5 за время обработки Ь$ букв 
^. содержание счетчика может очиститься с вероятностью 
не больше чем & . 
Рассмотрим распределение вероятностей внутренних со­
стояний машдш Ы при обработке слов 
а,"' . . . аГ Iя;. .. Ж '*\ 
а Г а Г . . . аТ С ' . . . $ Г 
б момент чтения следующей буквы за этим словом. Всего здесь 
4 Б слов, следовательно,по оценке М.О.Рабина среди них дол­
жна быть такал пара 
а"' о Л . . . а?* $Г <?.л> 
аГ аГ\ . . 4? . . • £ " ' 7 ( ¿ . 2 ) 
что векторы указанных вероятностей для этих слов 
XX,', Г/, . . . , Г е' ) 
в метрике _р блике чем на расстояние € . 
Для определенности считаем, что V > и . Тогда прибав­
ляя V букв $,• получаем слово 
> 
которое не продолжаемо до слова и­ языка 1-к , и слово 
которое продолжаемо. 
Пусть ^ обозначает вероятность выдачи результата 
"да" из характеристики № £ без очищения счетчика и 5 у 
обозначает вероятность выдачи результата "да" из характе­
ристики № j с очищением счетчика. 
Тогда 
у: а, • 5.) > > щ + д • 
Первое неравенство остается в силе, если мы: 
а) отбрасываем все ; 
б) отбрасываем все характеристики с сигналом 0 ; 
в) учитывая, что X*'= 21 по всем характеристи­
кам 9 / с внутренним состоянием Ь и сигналом 
(Г+У) « а также то, что все соответствующие 
равны (из­за "во­первых"), собираем подобные члены 
Второе неравенство остается в силе, если мы: 
а) отбрасываем все ^ , одновременно уменьшая правую 
часть неравенства на * (здесь используется 
"в­третьих"); 
б) отбрасываем все характеристики с сигналом ф , 
одновременно уменьшая правую часть неравенства на 
(здесь используется "во­вторых"); 
в) учитывая, что / ^ ' ^ Е Г ^ по всем характеристикам 
* / с внутренним состоянием t и сигналом (О) , 
а также то, что все соответствующие ш равны 
(из­за "во­первых"), собираем подобные члены: 
Х"у, + Г," ${ * . ДО** (2.4) 
Вычитаем из неравенства (2.4) неравенство ( 2 . 3 ) : 
Это неравенство остается в силе, если все у1,---,'^> 
ф> . . . , »¿4. заменить на 1, и потом заменить все разно­
сти симметрическими разностями: 
Теперь мы указываем, что 5" нами выбрано равным 4 , 
а £ выбрано равным .Последнее неравенство можно 
переписать в виде 
Противоречие с выбором X' к X" . 
ДОКАЗАТЕЛЬСТВО ТЕОРЕМЫ 3. Итак, выполняется частный 
случай леммы 3.2. Для каждого из слов бесконечного множест­
ва, указанного в формулировке этого частного случая мы рас­
сматриваем распределение вероятностей конфигураций в момент 
чтения первой буквы ёк . 
Пусть е ­ верхняя оценка числа конфигураций в этот 
момент, где в счетчике число, по абсолютному значению но 
превшающее с . Соотнесем каждому слову из множества точку 
в о­мерном единичном кубе, означавшую вероятность этой кон­
фигурации. 
Так как точек бесконечно много, то должны найтись 2 
точки, для которых расстояние в смысле метрики 
" у/1 ?{г', х') = Ц I х, 
У* 
меньше чем £ . 
Итак, пусть эти точки соответствуют словам 
причем гг>* > пк . 
Рассмотрим слова 
о"' А * . ­. О? йГ /Л . • /~' /Л 
л * *л... /Л /Л . ­ ЙГ /Л 
Первое из этих слов принадлежит языку £<с , а второе 
нельзя продолжить до слова из языка 1-к . 
Пусть через Уу обозначена вероятность выдать "да", 
исходя из конфигурации * / • 
Л * * Л ' : ^ * . . . > * 4 • 
Отбросим компоненты, соответствующие конфигурациям с 
большим значениям счетчика и одновременно вычтем из правой 
части неравенства -г!^ • 
Неравенство остается в силе 
Для другого слова • 
Вычитая получаем 
Г /»"­ Г.') у. * ... * (*1 - > 2 Л 
I • г , ' ­ . . . • / Л * ­ Л ' / > А л 
Если £ было взято меньше чем й , то противоречие. О 
Наконец, без доказательства отметим следующую теорему, 
доказательство которой (из­за большого объема текста) будет 
опубликовано в другом месте. 
ТЕОРЕМА 4. Существует язык La , для которого: 
Ī ) при любом £ >с язык Le можно распознавать на веро­
ятностной односторонней счетчиковой машине с вероятностью 
/­£ ; 2) свойство продолжаемости слов до языка L0 алго­
ритмически неразрешимо. 
Таким образом доказано, что хотя сам язык L распо­
знаваем На вероятностных односторонних счетчиковых маши­
нах со ексиь угодно высокой вероятностью 1-t ( t>o) , 
но свойство продолжаемости слов до языка L может быть 
распознаваемо на вероятностных односторонних счетчиковых 
машинах с вероятностью 2/3 и не выше, может быть распозна­
ваемо на вероятностных односторонних счетчиковых машинах с 
вероятностью 3/5 И не выше, . . . , может быть распознаваемо 
на вероятностных односторонних счетчиковых машинах с веро­
ятностью к/2к­1 и не выше, может быть нераспознаваемо. 
Хотелось бы знать, существует ли такое число р, что 
Р <£{ к/гк:-1}к*2, 4, . ­ • i « такой язык L , что сам L 
распознаваем на вероятностных односторонних счетчиковых 
машинах со сколь . угодно высокой вероятностью i-C (£> о) 
а свойство продолжаемости слов До языка L может быть 
распознаваемо на вероятностных односторонних счетчиковых 
машинах с вероятностью р и не выше. 
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Таким образом, э .с . г . ­ это граф с одной вершиной и с од­
ной или с двумя свободными дугами (при этом, если две ду­
ги, то одна из них помечена символом ' + ' , а другая ­ сим­
волом 1 ­ ' ) . 
В дальнейшем под структурными графами ( с . г . ) мы бу­
дем понимать следующие графы. 
1. Э.с.г. является с.г. 
2. Пусть в ­ с . г . Позволим выполнить в графе £ . 
Рис.1а Рис.16 
ИНДУКТИВНЫЙ СИНТЕЗ ОБЩИХ ГРАФИЧЕСКИХ ВЫРАЖЕНИЙ 
И.Этмане 
ВЦ при ЛГУ им.П.Стучки 
Разъясняя различные алгоритмы, человек часто пользу­
ется примерами. Например, алгоритм радения системы линей­
ных уравнений методом Гаусса мслно описать с помощью при­
мера, изображенного на рис.2 (здесь выход по свободной ду­
ге интерпретируется как конец примера). 
Очевидно, имеет смысл попытаться формализовать мето­
ды и языки, которыми пользуется человек, объясняя алгорит­
мы таким образом. Одной из возможных формализации являет­
ся т.н. графические выражения ( г . в . ) , рассмотренные в [ I ] . 
I [ I ] г . в . были рассмотрены с прагматической точки зрения. 
В данной работе дается дальнейшая формализация г . в . , фор­
мируется задача синтеза и приводится теорема с существо­
вании алгоритма, решающего задачу синтеза. 
Данная работа является развитием теоретических иссле­
дований, начатых в [2] (там был рассмотрен линейный слу­
чай г . в . ) . 
Под элементарным структурным графом ( э . с . г . ) мы будем 
понимать любой из графов, изображенных на рис. 1а и 16. 
ьг 
¡i"?!j? а :аедлу (1 . . ' . , 1 . .5 )| 
1 а ( 1 , 1 ) = о Г — 
ГАГАТ^ГАТ». ­Ō­Y( + НАС4.1 ) I 
|A(2,¿)=0¡ 
•]Г(1, + )<­>A ( 2, » ) ! * ^ - [ I ļ ģT lЬО ] 
-|Ā(T, o < - * a o , * ) J r - - ļ 7 ō " , 1 b ō ļ 
-ļA(l,*)<-»A(4,-k) L_Ja1^7i ) =oļ 
u 
j A ( 2 , O < . , A O . » ) | » ^ A O , 2 ) = 0 ļ 
|YQ)¿­A(2,» )/A(2,2 ) 1 
|А(3,> )=0И 
­1А(27ч­)«­,А(4,о"Ц­=|А(Ч,2)=:0 
1А (1 , £)<­­А ( 1, » ) ­Y ( * ) * А ( 1 ,j>_)j 
|Т( 2 ļ ^ Ē A J g ļ » ) -Y ( + ) ч­ А ( 27JT1 
[ipT, *Y<—А(4, Q ­ Y ( + ) »Ā (4 ' . I Т| 
ш м м н — • 
А О, + )<­,А ( » , + ) | ^ { 1 ( 4 , 3 ) =61 
il 
r Y ( 0 ^ ­ A ( 4 , 0 A ( 4 , 4 ) 1 kks ­ •но1 
LA(i,±)±^'l^_rXlll^ĀT2T47 
Г а Т ^ , о « ­ а ( ^ , о ­ у ( 0 ­ > а ( 5 Э Т " 
lHES<­AU,5)~1 
Рис.2. 
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подстановка, иоалмвмые на рисЗа. 36, За. 
Рис.За Рис.36 Рис.За» 
Граф ( 3 ' , полученный на 5 , применением один 
или несколько раз показанных вше подставок, является с . г . 
Например, графы, изображенные на рис.4а и 46, явля­
ются с . г . 
Рис.4а Рис. 46 
Отметим, что определенные выше с.г . обладают следую­
щими свойствами: 
1) с . г . содержит только одну вершину, в которую не 
входят дуги; такую вершину в дальнейшем будем называть 
начальной; 
2) с .г . имеет либо одну свободную дугу, либо две 
свободные дуги; 
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3) из каждой вершины с .г . выходят либо одна дуга, 
либо две дуги (помеченные, соответственно, метками + и 
' ­ ' ) ; 
4) в каждую верпину с . г . (за исключением начальной) 
входят либо одна дуга, либо две дуги. • 
Пусть зафиксирован некоторый конечный алфавит 21 
( | , = ф 2 )• Пусть Ж - множество целых чисел; числа 
будем изображать в десятичной системе; числа, состоящие 
из более чем одной цифры, будем подчеркивать и в дальней­
шем будем считать за одну букву. 
Пусть Л = [1^1К,1.1М1...11и1ы...]г некоторый 
конечный алфавит т .н . параметров и пусть / ­{1+С^ 1& / 
С^Ж] • Для удобства вместо Т * б у д е м писать 
Г~г а вместо ! * £ ­ просто Т_ . 
Далее определим структурное графическое выражение 
( с . г . в . ) с заданным множеством свободных параметров I ' . 
1. Пусть / ' некоторое подмножество Е и 1Ш11*6. 
1е]['I ? У . Пусть б с . г . и его вершины помече­
ны словами в алфавите 21 и Ж ьА . Тогда Сг явля­
ется с.г .в. с множеством свободных параметров ¡7' . Та­
кое с.г .в. назовем элементарным структурным графическим 
выражением (э.с.г.в.) . 'Начальной вершиной э . с . г . в . явля­
ется начальная вершина с . г . О . 
2. Пусть Ь произвольное с . г . в . с множеством сво­
бодных параметров / ' . Граф О может иметь либо одну 
свободную дугу (в таком случае эту дугу назовем верти­
кальной), либо две свободные дуги. В последнем случае од­
ной из этих дуг (все равно которой) припишем дополнитель­
ную метку и назовем эту дугу горизонтальной, а вто­
рую ­ взртикальной. Рассмотрим вершину с содержанием ( 
меткой) в виде пары ( ) б ) ( 1<= £' 1 е 
[Ж Д/у2![/)» имеющую одну свободную дугу, если О 
имеет только вертикальную дугу, и две свободные дуги, 
если С имеет как вертикальную, так и горизонтальную 
дуги. Такую вершину также будем называть с . г . в . , а мно­
жество ее свободных параметров определим равным / ч///. 
Такое с . г .в . будем называть графическим 00 ­оператором 
Щ 
Рис.ба Рис.66 
1=£,/Ъ будем называть заголовком, Сз ­ телом и Г -
собственным параметром данного 1)0 ­оператора. 
3. Пусть (5 ­ э . с . г . в . с множеством свободных па­
раметров Е' . Пусть 0* ­ /ЭД­оператор с множеством 
свободных параметров $ . Позволим заменить в графе § 
произвольную вершину V на Л^­оператор й* соглас­
но рис.7 (если вершина V имеет одну выходящую дугу и 
имеет только вертикальную дугу (рис.ба) ) или сог­
ласно рис.Э (если V имеет две выходящие дуги и О* 
имеет как вертикальную, так и горизонтальную дугу) . 
Тогда граф £ ' , полученный из й путем примене­
ния к одной или нескольким вершинам V графа О под­
становки описанного выше видь (для разных вершин \/ под­
ставляемые /^операторы ¿7 * могут быть разными), яв­
ляется с . г .в . с множеством свободных параметров £ ' . 
Далее определим развертку с . г .в . 
Введем необходимые понятия. 
I' -¿,/3 
( Л?­оператором). Начальной вершиной Л?­оператора бу­
дем считать начальную вершину с.г. О . Если 00 ­опера­
тор (вершина) имеет одну свободную дугу, то ее будем счи­
тать вертикальной дугой данного 00 ­оператора; если две 
дуги ­ то одну из них (все равно которую) будем считать 
вертикальной, а вторую горизонтальной; горизонтальную дугу 
отметим с помощью метки ' 1эта метка является составной 
частью рассматриваемого 00 ­оператора). Для большей на­
глядности 00 ­оператор мы будем изображать согласно 
рис.ба или 66 (в зависимости от наличия горизонтальной 
дуги). 
Рис.8. 
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Определим глубину с . г . в . индуктивно. Глубину э . с . г . в . 
будем считать равной единице. Глубину 00 ­оператора 
будем считать равной П *• / , где п глубина тела дан­
ного ПО ­оператора. Глубину выражения О определим 
как максимальную из глубин, входящих в с . г . в . О 00 -
операторов. 
Если множество свободные параметров с . г . в . пустое, 
то такое с . г .в . будем называть константным. 
Далее введем ряд дополнительных обозначений. _ 
Пусть А ­ некоторое слово в алфавите 2 о'2 о][ 
и пусть ^)••'. Тл символы из алфавита I , входящие в 
А . Тогда часто будем писать А(1^, 1К) и через 
А(й^1-/ йя/ (с1л! • 2) будем понимать слово, полу­
ченное из А путем подстановки в подчеркнутых символах 
11 г С (1*1;. Я) вместо Т( числа й{ и ьычисляем 
значения й1 *С • Например, если А(/^/- (II*/(М*3 , 
то А\(Х $ = йЗбЁ . Слово А(й1,-1 а*} будем назы­
вать конкретизацией слоаа •/­­*) 
Пусть (у ­ с . г .в . с множеством свободных параметров 
Н, • •, •!* ш Т ь : , А а б У д е м п и с а т ь ­ • / • Г к ) Я 
кожгоетизацией (у/а^/..^ Чц] с . г . в . 6(¿2,. • • 1Л при 
заданных йи • • 1 будем понимать с . г . в . & , в 
котором замечены псе метки­слова (которые мы получаем, 
спускаясь по глубине Пв ­операторов) их конкретизациями 
Пусть ­ заголовок 00 ­оператора Т и 
пусть Л^е^ . будем называть границами. Тогда 
число 
£ « Л Л вел»1 
[ - I , если л >р 
назовем направлен! ем А?­оператора / . 
Будом говорить, что 00 ­оператор 7/ находится 
внутри 00 ­оператора 7^  , если тело 7у входит в тело 
ОО ­оператора 7^ . В дальнейшем обозначение Т» <Т?/, 
мы будем исгользовать вместо высказывания " Т является 
ОС ­оператором с заголовком , телом Т7 ". 
Пусть Т ­ нокоторый внешний РС ­оператор, вхо­
дящий в константное с . г . в . С} (а таком случае границы 
/ л являются константами), и пусть вертикальная дуга 
Т входит в вершину и/хе £ и горизонтальная дуга 
(если такая имеется) входит в ил <=С . Разверткой 
Т=. <Т?1,41/а в (а назовем с . г . в . , полученное из О 
следующим образом: 
1. Вычеркиваем из £ терм Т . 
2. Берем графы Нв - ТЩ Ц , ^ . и -
где г ' 
Г Г+/,если 
/ ­ /, если «< >/3 
и вставляем ях в 6? вместо вычеркнутого терма Т , од­
новременно выполняя следующие подсоединения: 
1) дуги, которые в графе £ входили в Г , подсое­
диняем к начальной вершине И0 , 
2) вертикальные дуги графа % ((* С/Х/../^(/ под­
соединяем к начальной вершине графа Й1г/ , 
3) вертикальную дугу графа подсоединяем к вер­
шине и, , 
4) все горизонтальные дуги графов //^  ( е с ­
ли такие имеются) подсоединяем к вершине 1/л . 
Выражение Н , полученное из константного с . г .в . 
путем последовательной развертки некоторых его 00 ­опе­
раторов, начиная с внешних, назовем частичной разверткой 
(у . Частичную развертку с . г . в . (7 , не содержащую ни 
одного 00­оператора ( т . о . и которой развернуты все 
О0­операторы), назовем полной разверткой и обозначим 
через 
Под разверткой с.г.в.­ 6(11г­^Л/ при 
Л * ем (е1е б у д о м п о н и м а т ь Ял/{6{<?/, • /1 '* )/ 
С помощью с . г . в . , например, можно записать общий ал­
горитм решения систем линейных уравнений методом Гаусса, 
как это показано на рис.9, а изображенный на рис.2 граф 
(пример работы алгоритма Гаусса) является разверткой дан­
ного с . г .в . при 
Таким образом, проблема синтеза алгоритмов по при­
мерам их работы можно рассматривать как проблему синтеза 
С г . в . по их разверткам (примерам). Конечно, не любой 
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алгоритм можно записать в виде с . г . в . , но как показывает 
приведенный пример, класс алгоритмов, которые можно запи­
сать с помощью с . г . в . , охватывает достаточно много содер­
жательных случаев и поэтому изучение класса с . г .в . пред­
ставляет определенный интерес. 
Содержательно с . г . в . с по ­операторами без горизон­
тальных дуг соответствуют тем, которые в традиционных 
языках программирования принято называть структурными 
программами. Развертки таких с . г .в . также не выходят за 
пределы определения с . г . в . С другой стороны, с . г .в . с 00-
операторами, содержащими также горизонтальные дуги, предс­
тавляют собой обобщение традиционных структурных программ 
в том смысле, что из тел 00 ­операторов допускаются так­
же "боковые" выходы. Это существенно расширяет класс рас­
сматриваемых с . г . в . и области их применений. Так, напри­
мер, рассмотренный выше алгоритм Гаусса естественным об­
разом может быть записан лишь с помощью с . г . в . , тлеющего 
00 ­операторы с горизонтальными дугами. Но с другой сто­
роны, при развертке с . г . в . с упомянутыми О0­оператора­
ми мы, вообще говоря, можем получить графические выраже­
ния, которые не принадлежат введенному выше классу с . г . в . 
(например, приведенный на рис.2 пример). Поэтому теперь 
несколько расширим понятие с . г . в . с таким расчетом, чтобы 
их развертки не выводили из рассматриваемого класса гра­
фических выражений. 
Новый более общий класс графических выражений назо­
вем просто графическими выражениями ( г . в . ) и его опреде­
ление­ от приведенного выше определения класса с . г . в . по 
существу будет отличаться только в пункте 3. Более точно, 
определение просто г .в . также состоит из трех пунктов I ' , 
2' и З ' . Пункты Г и 2 ' формулируются в точности так же 
как пункты I и 2 для с . г . в . , только вместо " с . г . з . " стоит 
просто " г . в . " 
3 . Пусть б ­ э . г . в . с множеством свободных пара­
метров лГ' . Пусть 6у/ •/6\» ­ г . в . с множествами 
свободных параметров I' . Каждый из <5/ может иметь ли­
бо одну свободную дугу, либо две свободные дуги. Если '3-
INPUT A«ARRAY(1..N,1..N±1) 
I 
1=1—£ 
A ( I , I )=0 
T(tM(I,t)/A(I,I)| 
J=I+1—*N 
A (J , I )=0 * 
t- A(I ,0—A(J,%) 
K=l-> 1-1 
A ( K , » ) - ^ A a , ^ ) - Y ( 4 ) ^ ( K , I ) 
A(K.*)«-A(K,»)-Y(»)- f cA(K,Tj 
RE3«-'H0' 
T 
RES<^A(%.N+1) 
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имеет две свободные дуги, то выбираем одну из них и назы­
ваем главной (если 6/, имеет только одну свободную дугу, 
то для единообразия ее также назовем главной). Пусть <?* 
получен из 611... ' 6^ путем подсоединения главной ду­
ги графа б; ((е 11... к начальной вершине графа 
(¿1+/ . Начальной вершиной граф.. £ * считается началь­
ная вершина графа . Граф 6* обязательно имеет сво­
бодную дугу, соответствующую главной свободной дуге гра­
фа 6 Л ; эту свободную дугу назовем вертикальной дугой 
графа (? * . Но в общем случае граф О* может иметь так­
же и другие свободные дуги, соответствующие неглавным 
свободным дугам графов (Р/, 6/1 . Эти дуги для боль­
шей наглядности будем рисовать как дуги, сливающиеся в 
одну дугу (рис.10) и в дальнейшем 
горизонтальная 
Рис.10. 
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эту "результирующую" дугу будем называть горизонтальной 
дугой графа (Г* . Далее, позволим заменить в графе (з 
произвольную вершину е на граф (У* , согласно рис.11 
(если вершина имеет только одну выходящую дугу и С* не 
имеет горизонтальную дугу) или согласно рис.12 'если ^ 
имеет две выходящие дуги и &* имеет горизонтальную ду­
г у ) . 
Тогда граф и , полученный из & путем примене­
ния к одной или нескольким вершинам У графа 6 под­
становки описанного выше вида (для разных и подставляе­
мые графы £ * могут быть разными) является г . в . с мно­
жеством свободных параметров Е'. 
Графические выражения, множество свободных парамет­
ров которых состоит только из одного параметра, назовем 
унарными. Будем говорить, что два унарных г .в . £(М)к 
эквивалентны, если множества ­ / Ц л ^ { ( Ё ( а . ) ) ! & е и 
Ур~1^(р($)(0,е А// совпадают. Будем гвворить, 
что унарные г .в . £(¥/ и Р(ш асимптотически эквивалент­
ны, если множества и совпадают, кроме, быть мо­
жет, конечного числа элементов. 
Теорема I . Проблема эквивалентности (асимптотической 
эквивалентности) для унарных графических выражений алго­
ритмически разрешима. 
В дальнейшем полные развертки произвольных конкре­
тизации Е/а) выражения Е(Ы) будем часто называть 
формальными примерами данного выражения. Например, изобра­
женное на рис.2г.в. является формальным примером г.в. из 
рис.9, задающего общий алгоритм Гаусса. Задачей индуктив­
ного синтеза является восстановление выражения Е (или 
выражения, асимптотически эквивалентного выражению Е ) 
по его формальному примеру. 
Алгоритм, решающий задачу индуктивного синтеза, на­
зовем асимптотически полным для некоторого класса /Е 
г . в . , если для любого выражения Е&/Е существует та­
кая константа СрёМ ,что для любого *0>Ср имеет 
место следующее: результат применения алгоритма к 
ССг.}(Е(к0)) является графическим выражением асимптоти­

чески эквивалентным F . 
Оказывается, что такой алгоритм существует "почти" 
для всех унарных графических выражений. Чтобы формулиро­
вать это утверждение более точно, введем еще понятие вы­
рожденности г. в. 
Графический ВО ­оператор / с заголовком /* <£1 А 
назовем совершенным, если в его тело хотя бы в одном месте 
входит его собственный параметр ( т . е . подслово вида Жхй, 
Сс 1£ ) . РО ­оператор Т назовем существенным, 
если . Г.в. назовем совершенным, если все его 
существенные термы совершенны. В противном случае г .в . 
назовем несовершенным. Г.в. £ ' назовем вырожденным, 
если существует несовершенное г .в . F , асимптотически 
эквивалентное Е . 
Теорема 2. Существует асимптотически полный апгоритм 
синтеза для класса унарных невырожденных графических вы­
ражений. 
Доказательство теоремы в конечном счете сводится к 
теореме об асимптотической полноте правил индуктивного 
вывода для линейных графических выражений [2]. 
Основной проблемой для сведения к указанной теореме 
является проблема кодировки г .в . в виде линейной записи. 
Вместо точного описания этой кодировки мы здесь проде­
монстрируем ее лишь применительно к некоторым г .в . 
Сперва рассмотрим более простые г .в . Например, на 
рис.15а,б, в 
С 
В 
А 
Рис.15а. Рис.156. Рис.15а. 
или 
или 
изображенные г . в . линейно иы будем записывать следующим 
образом: 
1) для рис. 15а: 
АвС$ 
2) для рис.156,: 
3) для рис.15в.: . „ . „ 
А('**Щ '-'Сд)Ж 
А ( ' ) C D % 
Под линейным кодом самой вершины мы будем понимать ее 
содержание (метку). Поясним смысл специального символа 
' • ' Ж ' ставится за кодом вершины из которой выходит 
свободная дуга (или дуги). В случаях I ) и 2) его смысл 
очевиден ­ символом заканчивается линейная запись. 
В случен 3) граф имеет две свободные дуги и в таком слу­
чае линейная запись содержит два символа , но дан­
ный код имеет некоторую особенность, т . е . за следует 
полностью линейная запись соответственного подграфа, а 
за ' ­ часть линейной записи можно выносить за круг­
лые скобки. 
Ясно, что линейное кодирование с.г.ы. не представ­
ляет особых трудностей. Более сложная ситуация возникает 
в случае г .в. (за счет того, что в вершину могут входить 
более двух д у г ) . Рассмотрим, например, г .в . изображенное 
на рис.16. Линейной записью дани' iо г .в. мы предлагаем 
следующую последовательность: 
V 
I 
Рис.16. 
Специальный символ ' здесь ставится перед кодом вер­
шины, в которую входят более двух дуг , и также на место 
тех дуг, которые входят в эту вершину. 
Далее рассмотрим более сложное г .в . ­ формальный 
пример алгоритма Гаусса (рис.2 ) . На рис.17 метки вершин 
заменены ва более короткие и линейный код примера алго­
ритма Гаусса мы дадим согласно рис.17. Итак, линейной 
записью г . в . , изображенного на рис.17 является следующая 
последовательность: 
НХНЬМ, А \ '-'*)вЦ V ­
(*ЛЛ ММ,.лз('+\ '-'£'*)) 
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0 ВОЗМОЖНОСТЯХ ОДНОСТОРОННИХ МНОГОЛЕНТОЧНЫХ 
КОНЕЧНЫХ АВТОМАТОВ С ОГРАНИЧЕНИЕМ II) 
АЛЬТЕРНИРОВАНИЮ­
Д.Г.Гейдманис 
ВЦ при ЛГУ им.П.Стучки 
I . ВВЕДЕНИЕ 
Понятие альтернирующих автоматов было введено в [1} 
как сильное обобщение недетерминированных автоматов. 
Мы будем изучать возможности класса п­ленточных одно­
сторонних конечных альтернирующих автоматов (сокращенно: 
п­ленточный 1 каа) , работающих с ограничением по альтерни­
рованию [в] на языках в однобуквенном алфавите, и будем 
сравнивать их с классом п­ленточных односторонних конечных 
недетерминированных автоматов (сокращенно: п­ленточный 
1 кна). 
Известно, что п­ленточные 1 кна в однобуквенном алфа­
вите принимают только полулинейные языки [ 4 , 5 , б ] . Также 
известно, что уже при двух лентах, 2­ленточные 1 каа могут 
принимать неполулинейные языки в однобуквенном алфавите 
[ 4 , 7 ] . Нетрудно увидеть, что предложенный Кингом язык 
£ 1 * " } , принимаемый 2­головочным 1­сторонним конечным 
альтернирующим автоматом, можно превратить в 2­ленточный 
язык { ( 1 * . ч 1 " 1 ) } , принимаемый 2­ленточным 1 каа, притом 
достаточно логарифмического 0(1одо) ограничения по альтер­
нированию (п ­ длина, например, наибольшего из входных 
слов на лентах). Говоря более точно, можно показать, что 
для каждого с > О существует 2­ленточный 1 каа А 0 , прини­
мающий этот язык с с•1овп­ограничением по альтернированию. 
Также известно, что при алфавите из двух букв для 2— 
ленточных 1 каа уже одной перемены кванторов достаточно, 
чтобы принять язык, не принимаемый 2­ленточным 1 кна £з ] . 
2. ОПРЕДЕЛЕНИЯ 
Опишем п­ленточные 1 каа. Подробное определение детер­
минированных таких автоматов можно найти в [ 9 ] . На каждой 
из п лент автомата имеется по одной головке. Головки могут 
стоять на месте или двигаться слева направо. Входной инфор­
мацией автомата является упорядоченная пара слов, написан­
ных на лентах. После конца слова на каждой ленте написан 
специальный маркер. Работа автомата задается программой, 
состоящей из инструкций. Инструкция по внутреннему состоя­
нию в очередной момент работы и по буквам, обозреваемым го ­
ловками (эту (п*1)­ку будем называть левой частью инструк­
ции) , определяет следующее внутреннее состояние и движение 
1­й,2­ й , . . . , п ­ й головок (эту (п+1)­ку будем называть пра­
вой частью инструкции). Во множестве внутренних состояний 
выделены начальное состояние и два заключительных состояния 
(принимающее и отвергающее), п­ка слов принимается (отвер­
гается) , если автомат в результате ее обработки приходит в 
принимающее (отвергающее) заключительное состояние, и все 
головки при этом обозревают маркер конца. 
п­ленточный 1 каа отличается от детерминированного 
тем, что I ) программа может содержать инструкции с одинако­
выми левыми частями и различными правыми частями; 2) все 
внутренние состояния, не являющиеся заключительными, под­
разделяются на экзистенциальние и универсальные. Инструк­
цию, левая часть которой содержит экзистенциальное (уни­
нереальное) состояние, также будем называть экзистенциаль­
ной (универсальной). 
Конфигурацией п­лентечного одностороннего конечного 
альтернирующего автомата назовем пару ,^УИ, где п ­ теку­
щее внутреннее состояние автомата, а •я ­ п­ка слов 
щ = (Ц, « 2 * п ) такая, что ­ слово, находящееся 
на 1 ­ й ленте от клетки, обозреваемой головкой, до марке­
ра конца. Конфигурацию называют экзистенциальной (универ­
сальной), если она содержит экзистенциальное (универсаль­
нее) состояние. 
Путем вычисления (автомата А) называется последователь­
ность ьыполняемых инструкций. Дерево (всех) путей вычисле­
ния (автомата А) ­ это дереио, состоящее из ьериин, помечен 
них состояниями автомата А, которые соединены между собой 
дугами, помеченными инструкциями автомата'А, упорядоченные 
таким образом, что кчждый путь из корня дерева (помечен 
начальным состоянием автомата А) к листьям является путем 
вычисления. Притом для любого возможного пути вычисления 
такой путь в дереве существует. 
Реализацией работы (автомата А со входом ш) называется 
последовательность конфигураций, получаемых при выполнение 
последовательности инструкций из какого­то выполнимого на 
данной п­ке слов « пути отчисления. 
Дерево (всех) реализаций (автомата А со входом » ) ­ это 
дерево, состоящее из вершин­кенфигураций, упорядоченных 
таким образом, что каждый путь из корня дерева (конфигура­
ция ( " 0 , » ) , где ч 0 ­ начальное состояние автомата А, и и ­
входная п­ка слов) к листьям является реализацией работы 
данного автомата на входной п­ке слов « . Притом для любой 
возможней реализации работы на этой п­ке такой путь сущес­
твует. 
Альтернирующий автомат А принимает п­ку слов *, если в 
дереве реализаций работы автомата А на данной п­ке слов * 
можно выделить такое конечное поддерево, что: 
I ) если вериииа поддерева соответствует универсальной 
конфигурации, то вместе с ней в поддерево включаются все 
ее последователи в дереве реализаций; 2) если вершина де­
рева соответствует экзистенциальной инструкции, то вместе с 
ней в поддерево включается в точности один ее последователь 
в дереве реализаций; 3) все листья поддерева ­ это конфигу­
рации, содержащие принимающее состояние, при котором все 
головки обозревают маркер конца. Указанное конечное подде­
рево будем называть принимающим протоколом. Заметим, что 
выделение принимающего дерева из дерева реализаций, вообще 
говоря, неоднозначно. 
Альтернирующий автомат называется к­ограниченным по 
альтернированию, если для каждого слова w принимающий про­
токол такой, что вдоль каждой реализации работы о 1 , с 2 , . , с ш 
встречается меньше, чем к переходов от экзистенциальных­
конфигураций к универсальным и наоборот. 
Пусть А есть альтернирующий автомат. Обозначим через 
Т(А) язык, принимаемый автоматом А. Обозначим через Т­^А) 
множество тех слов языка Т (А ) , для которых существует при­
нимающий протокол, который i­ограничен по альтернироьанию, 
т . е . в i этором вдоль каждого пути bi числения­зстречается 
меньше, чем 1 переходов от экзистенциальных конфигураций к 
универсальным и наоборот. 
Ниже определим понятия линейного и полулинейного под­
множеств множества Ып [~6j. Пусть N*1­ множество неотрица­
тельных целых чисел. Для каждого п > 1 положим ü n=N*ll.<.. . 
. . . " И (п раз ) . Введем некоторые операции. Пусть v « ыа, 
Ц <= В*1 и Lgc: №. Тогда v + ц ­ это множество всех 
векторов, представимых в виде v + u 1 , где u 1 « L,; Ь*+ L ¿ -
множество векторов в виде и., + и 2 , где и 1 в Ц и a.¿ & Lgj 
v* ­ множество векторов в виде k­w, где k е н; L, U L¿ и 
ñ Lg ­ это обычное объединение и пересечение множеств. 
Множество L с N° называется линейным, если 1 = * + 
* v i * t v 2 * • ••• • v n* ' г д е " е M n H v i e N n ( i = i , 
2, • • •,ш). 
Подмножество множества н а называется полулинейным, 
если оно является объединением конечного числа линейных 
множеств. 
3. ОПИСАНИЕ ПОСРЕДСТВОМ ПСЛИНЕИНЫХ МНОЖЕСТВ ЯЗЫКОВ 
В УНАРНОМ АЛФАВИТЕ, ПРИНИМАЕМЫХ к ­ОГРАНИЧЕННЫМИ 
АЛЬТЕРНИРУЮЩИМИ АВТОМАТАМИ 
Будем рассматривать работу автоматов из класса п­лен­
точных 1 каа, работающих на языках в однобуквенном алфави­
те { 1 } . 
Пусть и = » 2 , . . . , » п ) ­ ото п­ленточное слово, 
» 1 & 1 • 1 ( 2, п. . Тогда на 1­ й ленте 
автомата записано слово * 1 , после которого стоит один спе­
циальный маркер конца 
Отображение Парика р ( * ) на данном слове * е ( { 1 } * ) а ­
это кортеж , |* 2 1, . . . ,||» п |) <= н", где ­
это длина слова на 1­ й ленте (1=>1,2, . . . ,п) [ б ] . 
Будем называть данный п­ленточный язык Ь полулинейным, 
если множество отображений Парика на словах данного языка 
образует полулинейное подмножество множества к". 
ТЕОРЕМА 3 .1 . Если для п­ленточного 1­стороннего конеч­
ного альтернирующего автомата, работающего в однобуквенном 
алфавите, существует такое к ( к > 1 ) , что Т(А) = Т К ( А ) , т . е . 
все слова языка принимаются к­ограниченными по альтерниро­
ванию принимающими протоколами, то Т(А) ­ это полулинейный 
язык, эффективно вычислимый по А. 
ДОКАЗАТЕЛЬСТВО. Выделим из множества Б всех состояний 
автомата А следующую последовательность подмножеств: з.|,3 2, 
• ' • . З к . Для каждого 1=1,2, . . . ,1с множество э 1 состоит 
либо только из экзистенциальных, либо только из универсаль­
ных состояний, при этом 3 1 + 1 ­ это множество всех тех сос­
тояний из 3 , которые достижимы из состояний множества з 1 
по всем таким путям вычислений, которые содержат в точности 
одну перемену кванторов (из универсальных состояний на эк­
зистенциальные или наоборот). Без ограничений к общности 
можем предположить, что начальное состояние ^ , " экзистен­
циальное. Тогда множество $, состоит из всех экзистенциаль­
ных состояний, которые достижимы из состояния уд по всем 
путям вычисления без перемены кванторов. 
Пусть ч е э . Обозначим через ь (ч ) множество всех 
слов, принимаемых автоматом А, если считать состояние я 
начальным. В этих обозначениях выполняется 1. (^„ )=Т(А) . 
Пусть ч £ э 1 . Обозначим через 1^(4) (1 * 1 , 2 , . . . . к ) 
множество всех слов, принимаемых автоматом А, если считать 
начальным состояние ч, для которых принимающие протоколы 
(к-1)­ограничены по альтернированию ( т . е . в каждой реали­
зации принимающего протокола от корня до листьев имеется 
не более (к-1) перемен кванторов). Для ч е Э N опреде­
ляем, что 1^(4) = 0 (пустое множество). 
Для ч е в ± через 1>0(ч) обозначим множество слов, при­
нимаемых автомагом А, если ч ­ начальное состояние, и при­
нимающие протоколы не содержат перемены кванторов. 
Для а е. я обозначим через следующее множество а­
ленточных слов: { * | существует 1 е £*1,2 , . . . ,п }| ( « ^ ^ а, 
Допустим, что для всех состояний ч е в известны мно­
жества ь (ч ) П я*, и это полулинейные языки. Из того, 
что Т ( А = Т К ( А ) , следует, что ь ( ч < ) ) ^ У 4 - 1 Ц , ) ^ • • • 
. . . и 1 . , ( ч 0 ) . 
Покажем, что для любого ч € 3 1 , 1 е { * 1 , 2 , . . . , к } , 
множество слов 1^(4) является полулинейным языком, из чего 
будет следовать полулинейность Ь ( ч 0 ) . 
Доказательство этого мы приведем индукцией по 1 
(1 в к , к - 1 , . . . , 1 ) . 
Для 1 * 2 , . . ,к через в 1 обозначим все те состояния из 
множества В., которые достижимы из состояний множества з ^ 
с помощью в точности одной инструкции. Множество В 1 ж­£ч 0 } « 
Индуктивное предположение. Допустим, что для всех сос­
тояний ч £ з 1 + 1 установлены множества слов 1,(4) и это 
полулинейные языки. . 
Индуктивный переход. Рассмотрим более простой случай, 
когда множество з А содержит только экзистенциальные состоя­
ния. 
Пусть ч е 3^. Все принимающие протоколы, начинающие­
ся в состоянии ^ , можно разделить на два типа. Первые ­
это те реализации вычисления, которые не содержат перемен 
кванторов, т.е . доходят до принимающего заключительного 
состояния, выходя из подмножества з 1 . Все слова, принимае­
мые по этим реализациям, ­ это множество Ь 0 ( я ) . Вторые ­
это те, принимающие протоколы, которые содержат хотя бы 
одну перемену кванторов. 
Пусть я* ­ состояние в принимающем протоколе после 
первой перемены кванторов. Тогда я' е в 1 + 1 . Если принима­
емый протокол с корнем ( а , * ) в начальной части с экзистен­
циальными конфигурациями после первой перемены кванторов 
содержит конфигурацию с состоянием я ' , то п­ку слов * мож­
но описать следующим образом: р ( д ^ ( я . я О Н р ^ ^ С ч ' ) ) . 
где д 1^(я,я') ­ это множество п­ленточных подслов, со­
ответствующих всем путям вычисления из состояния я до сос­
тояния я » , таких, что все промежуточные состояния принадле­
жат множеству в А . Согласно леммам 3.2, 3.1 из [А] это мно­
жество слов полулинейно и эффективно построимо. Поэтому по­
лулинейно и эффективно построимо множество р(ь . (а ) )= и „ 
р(ЛЬ 1 (я,я , ) )+р(1 < 1 + 1 (ч*) )^Ср(1< 0 (а) )эффективно построимое 
полулинейное подмножество множества я 1 1 . 
Рассмотрим более сложный случай, когда 3 А состоит 
только из универсальных состояний. Покажем полулинейность и 
эффективную построимость множества ^ ( я ) , я е 3,. 
По определению, за каждым универсальным состоянием в 
принимающий протокол входят все из возможных продолжений из 
дерева всех реализаций. 
Будем говорить, что реализация при данной конфигура­
ции достигла зоны г^, если *• & ъ^. 
Все реализации из принимающего протокола можно разде­
лить на дае группы: одна группа ­ это те реализации, кото­
рые достигают зону без перемены кванторов, и вторая 
группа ­ это те реализации, при которых квантор состояния 
меняется, не доходя до зоны г^. 
Приведем два утверждения: 
( I ) все реализации первой группы должны быть принима­
ющими. Во­первых, если, существует реализация, которая при­
водит автомат из конфигурации ( ч , * ) в конфигурацию ( ч * , » ' ) . 
где ч.ч ' е з 1 , « • е и промежуточные кон­
фигурации также содержат состояния из 8 ^ то * • ф ^ ( ч ' ) 
влечет * ф 1^(4) , где г^ (ч ) ­ множество всех та­
ких слов м из ъд, которые принимаются принимающими прото­
колами с корнем ( ч , « ) , и в которых вдоль каздой реализации 
имеется не более (к­1) перемен кванторов. Во­вторых, каж­
дая реализация из дерева всех реализаций со входом у* долж­
на либо дойти до зоны 2 Й , не меняя квантор, либо переме­
нить квантор, не доходя до зоны гй, т . е . слово » не прини­
мается, если дерево всех реализаций с корнем ( ч , * ) содер­
жит обрывающуюся реализацию, содержащую только универсаль­
ные состояния из 
(2) все реализации из второй группы должны быть прини­
мающими. Если существует реализация, которая переводит ав­
томат из конфигурации ( ч « * ) в конфигурацию ( ч ' , « ' ) , где 
ч ' 0 В 1 + 1 , и ф 2 а , то из 
(ч«)следует щф ^ ( ч ) . 
Рассмотрим теперь множество еллв, отображение Парика 
которых выражается следующим образом: 
с*) й£:>Ж :Г|гиь%£;р>(г£'ЦЩ> ш 
\ рСг^ирИ^)) , щи) 
где В ­ все тупиковые, неэаключительные состояния. 
Покажем, что при условии, что для каждого ч е 3 мно­
жество р ( г^ (ч ) ) известно и является полулинейным, то 
выражение ( * ) ­ ето множество р(1< 1 (ч) ) . 
Для слов из z d ­ это по определению z d (q ) ( с м . ( l i i i ) ) . 
Пусть слово т Z d . Рассмотрим то поддерево из 
дерева всех реализаций с корнем (q ,w ) , состояния которых 
не выходят из 3 А . Каждая реализация этого поддерева либо 
доходит до какой­то конфигурации (<^^,ш^), где q» е s^, 
*• е z d , либо переходит в какую­то конфигурацию U ' , " ' ) , 
где q' е B ļ + 1 ( ( i i i ) гарантирует, что ни одна реализация 
поддерева не обрывается в тупике). Если лист рассматривае­
мого поддерева ­ конфигурация ( q , , w ' ) > где q» а± и 
w" & z d , то ( i ) гарантирует w' е z d ( q ' ) , и эта ветвь ­
принимающая. 
Если лист ­ конфигурация ( я * , » * ) , где q' & в 1 + 1 , то 
( i i ) гарантирует » » е L i + i ( 4 ' ) . и э 1 а ветвь также при­
нимающая. 
Покажем, что для q & з А множество p (Z d (q ) ) полу­
линейное, эффективно построимое подмножество множества 
p ( z d ) . 
1!усть имеется п­ленточный 1 каа А. Этот автомат мы мо­
жем разделить на два подавтомата А 1 и А , , , В л 1 входят все 
те инструкции, которые предполагают, что ни одна из п г о ­
ловок не видит маркер конца, а в А 2 ~ в с е остальные инструк­
ции. В свою очередь, в А 1 можно выделить подавтоматы а , 1 ( 
А 1 2 , . . . , А 1 П , где AļjCJ * 1,a,...,n) - это подавтомат, 
инструкции которого предполагают, что голсака i ­ой ленты 
стоит на месте и обозревает символ алфавита. Аналогично в 
А 2 можно выделить подавтоматы А ^ , А 2 2 , . . . , А 2 Д , где 
*2j Ч 3 1 i 2 , . . . , n ) ­ это подавтомат, инструкции которого 
предполагают, что головка j­ой ленты стоит на месте и обо­
зревает маркер конца слова на этой ленте. Так как автомат А 
работает на слове т е. Z 1 , то имеется J е.(л,2, . . . , п у та­
кое, что слово на j­ой ленте либо пустое, либо состоит из 
одного символа. Тогда в любой реализации после раг'оты подав­
томата A ļ ;j имеется в точности одна инструкция, передвигаю­
щая головку j ­ой ленты вправо, после чего начинает работать 
подавтомат Agj. 
Таким образом, задачу нахождения z i (q ) для п­лентсчно­
го автомата можно свести к паре по сути (п - 1 ) ­ленточных 
подавтоматов и а^  , при работе которых передвижение по 
З­ой ленте не происходит. 
Если в подавтомате из всех п головок передвигается 
только головка одной ленты, а остальные обозревают маркер 
конца, то из [ 1 ] легко видно, что для каждого состояния 
Я этого подавтомата и каждого 1 • к ,к - 1 , . . . , 2 , 1 язык 
Ь­Ля) регулярный и эффективно построенный. Соответственно, 
множество р(ьл<1)) полулинейно и эффективно построимое под­
множество я » . 
Используя для подавтоматов с некоторыми стоящими го­
ловками выражение (*) для 1>Ля) и индукцию по числу лент, 
по которым головкам разрешается передвижение, можно постро­
ить множество Подставив в выражение (* ) а « 1 , полу­
чаем, что множество выражается через множества 
2^+1(ч'), Ь ( Ч 1 Ч ' ) и множества Ь^ ­Лч*) » кото­
рые по индуктивному предположению известны. Индуктивный пе­
реход эчв ершен. 
4. СРАВНЕНИЕ а ­ЛЕНТОЧНЫХ кпп С ОГРАНИЧЕНИЕМ 
ПО АЛЬТЕРНИРОВАНИЮ И п. ­ЛЕНТОЧНЫХ < к н а , 
РАБОТАЮЩИХ В ОДНОБУКВЕННОМ АЛФАВИТЕ 
ТЕОРЕМА 4 . 1 . Класс языков в однобуквенном алфавите, 
принимаемых п­ленточными 1­сторонними конечными альтерниру­
ющими автоматами с константным ограничением по альтерниро­
ванию, совпадает с классом языков, принимаемых п­ленточными 
1­сторонними конечными недетерминированными автоматами. 
ДОКАЗАТЕЛЬСТВО. Теорема 3.1 утверждает, что язык, при­
нимаемый п­ленточным 1 каа, к­ограниченным по альтерни­
рованию, ­ это полулинейный язык. Из лемм 3.2 и 3.1 из [ Н ] 
следует, что язык, принимаемый п-ленточным1 кна, также яв­
ляется полулинейным. Так как рассматриваются языки в одно­
буквенном алфавите, классы этих языков совпадают, что и тре­
бовалось доказать. 
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О ЧИСЛЕ ЛИСТЬЕВ ПРИНИМАЮЩЕГО ДЕРЕВА ДЛЯ 
ОДНОСТОРОННИХ АЛЬТЕРЙИРУЩК МАГАЗИННЫХ 
АВТОМАТОВ 
Я.Я.Канеп 
ВЦ при ЛГУ им. П.Стучки 
Понятие альтернирующих автоматов было введено в ( I ] 
как обобщение .недетерминированных автоматов. 
Подробное определение детерминированных: односторон­
них магазинных автоматов можно найти в [ 2 ] . Они имеют 
входную ленту, на которой головка может стоять на места 
или двигаться слева направо, и один магазин. Работа авто­
мата задается программой, состоящей из команд. Команда по 
внутреннему состоянию в очередной момент работы и по бук­
вам, обозреваемыми головками на входной ленте и на мага­
зине (эту тройку будем называть левой частью команды), 
определяет следующее внутреннее состояние, движения голо­
вок и, возможно, букву, записываемую в магазин (эту чет­
верку будем называть правой частью команды). На входной 
ленте вправо от входного слова имеется правый концевой 
маркер, а в магазине ­ выделенный маркер дна. Во множест­
ве внутренних состояний выделены начальное состояние и 
два заключительных состояния (принимающее и отвергающее). 
Входное слово принимается (отвергается), если в резуль­
тате его обработки автомат приходит в принимающее (от­
вергающее) заключительное состояние. 
Иногда нам будет удобно' считать, что в начале работы 
автомата в магазине вправо от маркера дна записано неко­
торое слово . Тогда, если V ­ входное слово, то в за­
висимости от исхода обработки, будем говорить, что авто­
» мат принимает или отвергает пару ( V , м с ) . В частности, 
слове V принимается, если принимается пара (V , е ) , 
где € ­ пустое слово. 
Альтернирующий односторонний магазинный автомат отли­
чается от детерминированного тем, что: I ) программа может 
содержать команды с одинаковыми левыми частями и различны­
ми правыми частями; 2) все внутренние состояния, не являю­
щиеся заключительными, подразделяются на экзистенциальные 
и универсиальные. Команду, левая часть которой содержит 
экзистенциальное (универсальное) состояние, также будем 
называть экзистенциальной (универсальной). 
Реализацией работы автомата на входном слове ( паре 
слов) называется последовательность выполняемых команд. 
Дерево реализаций работы автомата состоит из команд, упо­
рядоченных таким образом, что каждый путь из корня дерева 
к лясгь/З является реализацией автомата на данном слове (па­
ре слов) , притом такой путь существует для любой возможной 
реализации работы на этом слове (паре слов ) . 
Альтернирующий автомат принимает данное слово (пару 
слов), если в дереве реализаций можно выделить такое конеч­
ное поддерево, что: 
1) если вершина поддерева соответствует универсальной 
команде, то вместе с ней в поддерево включаются все ее по­
следователи в дереве реализаций; 
2) если вершина поддерева соответствует экзистенциаль­
ной команде, то вместе с ней в поддерево включается хотя 
бы один ее последователь; 
3 ) все листья поддерева соответствуют принимающим со ­
стояниям. Указанное поддерево будем называть принимающим 
деревом работы автомата на данном слове (паре слов) . Отме­
тим, что в общем случае дерево реализаций может содержать 
более одного такого поддерева. 
Будем говорить, ч о альтернирующий автомат имеет тип 
•V, если все его состояния универсальны. Автомат имеет тип 
З У , если при любой реализации работы на любом слове все 
экзистенциальные команды предшествуют всем универсальным 
командам. 
Будем говорить, что автомат принимает слово (пару 
слов) с числом листьев 1С , если для этого слова(пары слов) 
существует принимающее дерево работы данного автомата с 
числом листьев К . 
Для языка слов L будем считать, что он распозна­
ется автоматом с числом листьев , если: 
1) каждое v e « L длины / принимается с числом 
листьев не более £ ( ¿ ) ; 
2) ни для какого wéL не существует принимающего 
дерева. 
Описанная мера сложности в некотором смысле показывает 
число универсальных команд, необходимых для распознавания. 
Отметим, что недетерминированными автоматами языки прини­
маются с числом листьев I . 
Из теоремы Парика /2/ вытекает, что любой язык в одно­
буквенном алфавите, принимаемый недетерминированным и, тем 
более детерминированным, односторонним магазинным автома­
том, является регулярным. Для альтернирующих автоматов это 
не так. В настоящей статье в виде двух теорем приводится 
результат о минимальном числе листьев принимающего дерева, 
необходимом для распознавания нерегулярных языков в одно­
буквенном алфавите такими автоматами. При этом оказывается, 
что нижнюю границу ­ двойной логарифм от длины слова можно 
достигнуть автоматами типа • 
В дальнейшем все численные переменные являются целыми. 
Пусть даны AtZ , oi>0 , f>0 и( c 4 c 4 ­ f . . . c ¿ e ­ / ) ­
ричное разложение d ( т . е . oí= ^^сЯ^^СоЦеСо^-ф^ф. 
Через обозначим слово « с * ^ о в < * Л ^ . . . ­ < * А < ^ к " 
в алфавите {0,-1,...,к-1}и{<*}. 
ЛЕММА. Для любого X > Z существует альтернирующий 
односторонний магазинный автомат типа ¥ Ад со свойст­
вами : 
1) входным алфавитом JL¿ является {oj ; 
2) алфавит магазина ­ множество £ " ^ / з } и { 0 , * , . „д~/^;^­
маркер дна; Э) принимает пару ( o*,v) тогда и только 
тогда, если JoL >0 Ja,yO Cl^oLfy 3, V^%(oí,^))' 
4 ) каждая пара ( oity} принимается с числом 
листьев [loij^ оС] t Z. 
ДОКАЗАТЕЛЬСТВО. Пара (. 0,у) должна приниматься тогда 
и только тогда, если выполняются условия: 
1) слово V представимо в форме <*гсъ4Ц *с1л ... х ~*о(* 
для некоторых кгО / оСк > J > VI ( о^­ Л ­ /7 £ >СО; 
2) ¥/(<:{*сЛ£) * з> 
¿«0 
Опилим работу автомата , В любой реализации авто­
мат головку магазина передвигает справа налево и проверяет 
первое условие. Если это условие не выполняется, то пара 
( и^\/ ) отвергается. 
Пусть первое условие выполняется. Заметим, что тогда 
остальные два условия эквивалентны системе равенств 
( I ) £=1^с, 
При к=0 в системе присутствует лишь равенство 
Будем говорить, что во время движения головки магази­
на через подслово »с С г ( с с Г О, к|) автомат рабо­
тает с начальной, первой, второй или концевой скоростью, 
если за это время входная головка передвигается соответст­
венно на (Ы.с-1)сс , (о(,: * А-1)сС; (оС: + А) Сс или 
оСс с,­ нулей справо.Алтг'Ин* в ходе работы универсально 
выбирает проверяемое равенство системы. Это достигается 
следующим образом. В начале автомат выбирает, будет ли он 
проверять равенство ( I ) или. (2) для некоторого ^ . В пер­
вом случае входная головка все время передвигается с кон­
цевой скоростью. Рассмотрим второй вариант. Тогда во время 
прохода через слово щск применяется начальная скорость. 
Если автомат, работая с начальной или первой скоростью 
встречает маркор дна (2> , то пара (0*?ч) ггринимается, 
так как ета реализация не соответствует ни одному равенству 
системы ( I ) , ( 2 ) . Если автомат, работая с начальной или 
первой скоростью, на магазине достигает символ 
О е к~'$) • 7 0 о н д л я дальчвйчвй работы 
универсально выбирает первую или вторую скорость. Вторая 
скорость применяется либо до встречи маркера дна 
Р (если /=0) I либо до встречи следующей буквы о^.у 
(если ) . После достижения с^.у вторая скорость 
заменяется на концевую, которая применяется до встречи 
маркера дна /3 . Рассмотренная реализация проверяет спра­
ведливость равенства (2) при соответствующем £ . 
При проверке каждого равенства пара (0^,^) принима­
ется, если головка входной ленты достигает концевой мар­
кер одновременно с достижением маркера дна головкой мага­
зина. 
Схема движения головки магазина автомата Ад при к=3 
показана на рисунке. К стрелкам приписаны отношения ско­
ростей движения головок входной ленты и магазина на соот­
ветствующих этапах. Символом "V*" помечены точки, соот­
ветствующие моментам универсального выбора. 
Заметим, что число листьев принимающего дерева на лю­
бой паре Ы^Щи,?)),*** Щ Ы , } ) * * * ^ * ^ , . . . ^ ^ 
на один больше числа равгнгтз системы ( 1 ) , ( 2 ^ , т . е . иавно 
¡.10 
Лемма доказана. 
Далее под Йл понимается свойство " а делится на / " . 
ТЕОРЕМА 1. Суисстлует иррегулярный язык I. в однобук­
венном г.лфавите и последовательность альтернирующих одно­
сторонних магазинных автоматов типа ЗУ Ш,,!^^,.,. такая, 
что при всех V распознает {_ с числом лкегьев 
1^*>С&р±£)/3 ПРИ £ ( I* ­ константа, зависящая 
ОТ £ ) . 
ДОКАЗАТЕЛЬСТВО. Определи­/ 
"3 - • В дальней­
шем для Ы.>0 определим функцию = 2,^'*^-'^^*^ 
Заметим, что С * е / , тогда и только тогда, когда для не­
которых сИ)ср,г выполняются условия: 
( 3 ) £ ­ ^ + г , (4) о<г<оС, (5) 4Щ£. 
Пусть * ­ целое числе не меньше 1. Обозначим К*% , 
Для £г <А->1>Ъг удовлетворяющих услопиям ( З М 5 ) , опреде­
лим слово \Л (£ <, х) - г/ /1 1 
=/з Щи,^щсос,1)рм/№,е/т)р°< ы/*'~[Ъ№7р*. 
Работа 7К} состоит в том, что он для входного слова 
О птюперяет существовчние такого слова УцС£>оС,^ъ) , 
параметры которого удовлетворяют условиям ( 2 ) ­ ( 5 ) . Ясно, 
что такой автомат распознает язык I. . 
Опишем работу . Алфавитом магазина 7Н.$ является 
множество {<х,р,2Г}и{Оу1;,„^£-^, 2Г - маркер дна. 
Пусть на входной ленте записано слово О . Сначала в мага­
зине экзистенциально записывается ггооиявпльное слово 
/Ъифилри)гъ < < х / 3 х * { Ь * Х , где *4 , €<ИФ,.ф§ **ш*ф*% - некоторые числа. При зтом головка на входной 
ленте стоит на месте. Заметим, что выбранное слою будет 
равно У^{С,сС^,^) для &М/<%./1 « удовлетворяжицих 
условиям ( 3 ) ­ ( 5 ) , тогда и только тогда, когда дополнитель­
но к (З ) ­ (Ь ) будут в силе утверждения: 
(6) ^=Щ(оС,у), 
(8) и3 = Щ{.4Ш>1,'№)> 
(Ю) у* 1-11»}к*]-4. 
Проверка условий ( З ) ­ (Ю ) производится универсально. 
Действия Э?Х± изложим в пяти пунктах. При рассмотрении 
каждого следующего пункта будем считать, что условия, 
проверка которых описана в предыдущих пунктах, выполня­
ются. 
1. Для проверки (3) и (6 ) автомат, используя слово 
ы.х , передвигает входную головку на X нулей вправо, а 
магазин чую головку ­ на конец подспва /}и, . Тогда не 
левее входной головки будут ^-х нулей. Далее ТГСь , 
работая на паре ( 0^'х , ) по образцу автомата 
из предыдущей леммы (символ /3 автоматом восприни­
мается как маркер дна), проверяет равенства / ­ г =оСу, 
и1 - \Х/д С о(.,у) , т . е . условия (3 ) и (6 ) для некото­
рых сС/± • Пусть (3) и (6 ) выполняются. Зафиксируем с/,у 
для которых это так. По лемме для проверки (3 ) и (6) по­
требуется [£&уд*]+2 листьев принимающего дерева. 
2. Для проверки (10) используется подслово ы. * и 
[ЁоЧ^Ж] + 4 цифр А. ­ричного разложения Ы. , 
содержащихся в слове и1 = С*,* ) • Для этого 
требуется один лист принимающего дерева. 
3. При проверке (7 ) и ­(9) условие (7) можно заменить 
на равенство = (.1-*-> Сначала автомат универсаль­
но выбирает одну из двух возможностей. 
В первом случае проверяется равенство сск^Щ^(/-л/]. 
Для этого входная головка передвигается на х нулей вправо 
(используется «г ) , и головка магазина переводится на 
конец подслова /3 иг . Далее автомат, работая на паре 
( 0*'*, их) по образцу , проверяет условие 
иг~ Щ((1-*-УС, С) А"*1 некоторого с . Для этого потре­
буется [£^А((^'х-)/0]*2 реализаций. В тех же реализациях 
дополнительно детерминирОЕанно проверяется равенство с =1. 
Пусть в первом случае все реализации завершатся 
успешно, т . е . и г * х., 1) . Во втором случае 
проверяется ( 9 ) , т . е . 1-*.-о(. . Для этого достаточно 
проверить два свойства: I ) число цифр А ­ричного разложе­
ния 4.-х. равно [1<*}А_С<-] + 4 > 
2) для всех с (<7< ^ ^ ^ « ( / « • ^ С ­ я цифра А ­ричного 
разложения ^-Х равна с ­ . . й ци<фе разложения с1 . Для 
проверки этих свойств используются слова 
Сначала, используя а< ^ , входная головка передвигается 
на позицию, не левее которой находятся [^еудЛ]*1 нулей. 
Потом в одной из реализаций проверяется, совпадает ли чис­
ло этих нулей с числом цифр А ­ричного разложения /-л , 
содержащейся в слове сс2 . Пусть это верно. В других реа­
лизациях головка магазина универсально переводится на про­
извольную А ­ричную цифру разложения £-х . Входная го­
ловка при этом не двигается. Выбранная цифра запомитаетоя. 
Потом головка магазина передвигается справа налево, причем 
входная головка переводится на I нуль вправо в моменты 
встреч какой­либо к ­ричной цифры. Это продолжается до 
тех пор, пока на входной ленте не достигается концевой мар­
кер . В конце проверяется, совпадает ли текущая А ­ричная 
цифра с выбранной в начале. Всего для проверки (.9) потребу­
ется [£&'Ц-А.*-]+2 реализаций. 
Значит, в пункте 3 используются всего 
листьев принимающего дерева. 
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4. Из (9 ) следует, что для проверки (4 ) достаточно 
проверить неравенства X >0 и ъ+х<€ . Проверка 
происходит очевидным образом (используются слова<к*о< г ) . 
Для (4) используется один лист принимающего дерева. 
5. Остались неописанными проверки условий (5 ) и ( 8 ) . 
Заметим, что (5) следует из ( 8 ) . Для проверки (8 ) 77Т$ 
работает на паре (О*, и3) по образцу -Ял. из леммы. 
Таким образом проверяется равенство ¿ ¿ 3 = \Х£(с,£/с) 
для некоторого С . Пусть оно верно, тогда для его проверки 
используются Г^*^д ¿7+/2 реализаций. Кроме того в од­
ной реализации проверяется равенство с = Ь-(оС) . Заметим, 
что с = в-СЮ верно, если выполняется одно из следующих 
двух утверждений: 
I ) разложение Ы. имеет вид о(.кс/.к.1--с/а, 
а разложение с ­ вид 10.^.0, где к = [¿¡^^1} о1к 
2.) разложение Ы. имеет вид о1к о(к-1 
а разложение с - вид НЫ.к)0^0, где к~^^^оС\)сЛк<К/Х. 
к 
Очевидно, что дизъюнкция этих условий может быть про­
верена детерминированно одной реализацией. Для этого ис­
пользуются слово ы.'*-0<1~^4^'1 и разложения с1 и I , 
содержащийся в словах и..-\Уь(.оС,<^) } иг ~\К/^С^,£/С). 
Всего для пятого пункта используются Г^^^С^^+ЗбС^д^М листьев. 
Подводя итоги, всего принимающее дерево, проверяющего 
условия ( 3 } ­ ( 1 0 ) , имеет не более 4Г/»^ дс/ ] + 1% листьев. 
Обозначим через <£,^п наименьшее из значений аС , для которых 
7 ( о £ / £ ) . Очевидно, если 0г<2/1_ • то для верно и 
1Ы„^)\1 , так как (А^сеЦ^С 6-Ы^)\Ш)) -
Следовательно, слово 0 принимается с числом листьев не 
более Ь[1<х£к<.1г**п.] + 1%. 
Для оценки с^иия, применим метод Фрейвалда из /3/. Пусть 
каноническое разложение I на простые множители имеет вид 
р1пчр/П1т..р™' • Тогда сС^нв больше наименьшего' про­
— «KS 
стого числа, отличи*» от fr^Pi, *",pt * * i o « w a m n e r , 
что не превышает простого чиеяа, иомер которого в 
естественной последовательности равен £ *4 : 
i i cent l°yx £/ù>fz £ 
По теореме Чебьшева о частоте простых чисел cL^.^^^ffS' 
Значит, слово О* принимается с числом листьев не более 
kil*fK С co^t jfajg £)]+ Hi 5 io%z &pys A * 
= S 
при достаточно больших / • 
Заметим, что автомат Ç7ts имеет тип -jV , так как при 
любой реализации его работы после экзистенциальной записи 
в магазине слова /Я'(ч/3ил^и3а<<х/3ы.^>^:'г 
экзистенциальный выбор больше не применяется. Теорема до­
казана. 
ТЕОРЕМА 2. Если альтернирующий односторонний магазин­
ный автомат распознает язык L в одно бук венном алфавите с 
числом листьев ^С^а^л^л() ( < ­ длина входного слова), 
то язык L регулярен. 
Доказательство здесь не приводится. 
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РАСПОЗНАВАНИЕ ИЗОМОРФИЗМА ГРАф^В ИНТЕГРАЛЬНЫХ СХЕМ 
П.Б.Ручовскис 
ВЦ при ЛГУ им.П.Стучки 
В последнее десятилетие в вычислительной науке наб­
людается значительный прогресс в сторону более глубокого 
понимания характера сложности проблемы распознавания изо­
морфизма графов. Построены полиномиальные алгоритмы для 
ряда классов графов с ограниченными параметрами [3,13] , и 
получены полиномиальные оценки сверху времени, требуемого 
для оаспознавания изоморфизма почти всех графов [7 ] . 
По утверждению [3] в настоящее время проблема изо­
морфизма заключается в оценке сложности самой проблемы, 
т . е . лучших алгоритмов изоморфизма. К сожалению, как 
признаю, и сами авторы зтих ал1Ч)ритмов [7 ] , полученные 
результаты еще далеки от удовлетворения нужд практических 
приложений. Препятствиями оказываются или слишком высо­
кая степень пол*ном>в, оценивающих требуемое время табо­
ты, или явное исключение из рассмотрения как раз графов, 
возникающих в приложениях. Поэтому для практики более 
приемлемыми оказались елгоритш, основанные на использо­
вании различных эвристик: 
Самой распространенной из них является процедура 
стабилизации раскраски вершин [1,8,ТО] , которая, к тому 
же признана важным теоретическим инструментом. Комбиниро­
вание механизма стабилизации с различными стратегиями пе­
ребора является типичной чертой всех практически исполь­
зуемте алгоритмов распознавания изоморфизма графов. 
Практические вычисления на ЭВМ дополнительно требуют 
разработки эффективных структур данных для программ, реа­
лизующих выбранные алгоритмы. 
Именно последнее и составляет основу настоящей рабо­
ты, посвященной оассмотрению алгоритма, сконструирован­
ного в духе [12] с учетом соображений [3] , и далее, раз­
вивающего традиции работы [4 ] . 
I . ОСНОВНЫЕ ОПРЕДЕЛЕНИЯ 
Будем придерживаться стандартной графо^теоретичес­
кой терминологии [ б ] и далее рассмотрим только неориен­
тированные раскрашенные графы С»(\/,£Р) , где 
V множество вершин графа / 
Е ­ множество ребер графа ; 
Р — раскраска (разбиение) вершин графа . 
Обозначим через ае!Ц*) ­ множество вершин смежных с 
вершиной V . 
Раскраской Р множество вершин V разбивается на 
классы цветов V'^•{vfV^•?(v)-Ц (­ 4,...,к , где к число 
цветов. 
Определение I . 
Цвет I назовем однородным относительно цвета ],если 
(1ао/) МЛ\#| гг (константа, не зависящая от V ) ) . 
Определение 2 . 
Раскраску назовем стабильной, если для любых <• ^  
цвет ] однороден относительно цвета I . 
Обозначим через Р|' подразбиение цвета J относитель­
но цвета I : Р / И 1 § « , . ' . - ,\/\г} , где {^^ГафвАЛКН 
Определение 3 . 
Для двух графов С и 62 будем говорить, что их под­
разбиения Р(а)у<. и Р(б2)/1 согласованны, если V * 
1У(«);«| Ч У Л К А М , у л л у р с с ^ ч н и(С%г<р((??Ш 
Определение 4 . 
Раскрашенные графы й{ к GZ называются изоморфными 
тогда и только тогда, когда существует такое взаимно од­
нозначное соответствие между их г аршинами , что *(».ч;>*Ей»0 
Лемма I . 
Раскрашенные графы Gi и GZ изоморфны тогда и только 
тогда, когда эти графы изоморфны при согласованной стаби­
льной раскраске. 
Доказывается непосредственно. 
2. АЛГОРИТМЫ РАСПОЗНАВАНИЯ ИЗОМОРФИЗМА 
Мы остановились на следующей версии алгоритма рас» 
познавания изокэрфизма (в основу взята лемма I И ббьедиа 
нены важнейшие черты [3,4,12] ) . 
procedure Изоморфны (Ьо1 , GOi returne (Boolean) | 
Input • раскрашенные графы G01 и G02 . 
Output ' если графы изоморфны тогда значение true, 
иначе falee. 
begin 
01« = G01; 
02« = 002; 
1Г1Разбиение (oi , 02) then return ( f a l se ) ; 
i f V(G1)=0 then return ( true) ; 
х%ш некоторая вершина графа G1 { 
Uu P(G1) |ж1 '* 
P(G1) f x ] ts неиспользованный цвет; 
for у in V(G2)i do 
begin 
P(02) [ y j >. P(01) I x ] ; 
i f Изоморфны (01, 02) then return (true) ; 
*(G2) [у] » ­ l ; 
end i 
return ( f a lee ) ; 
end. 
pfecedure Разбиение (01,02) returne (Boolean) | 
Input: раскрашенные графы coi и G02. 
Output: если стабильная раскраска согласована 
тогда значение true , иначе false. 
begin 
if Ч Согласована стабильная раскраска 
then return ( fa lse ) j 
for i in множество цветов кратностью 1 do 
begin 
Cl:= Gl­V(Gl)ij 
G2:« G2­V(C2)i| 
end; 
return (true); 
end. 
3. ПРОЦЕДУРА ШБИЛИЗАЦИИ РАСКРАСКИ 
Разбиение вершин на классы эквивалентности, 
внутри которых возможно соответствие изоморфизма обеих 
графов, является важнейшим шагом при распознавании изо­
морфизма графов. Существует множество различных инвари­
антов разбиения Г93. Далее воспользуемся только инвари­
антом смежности вершин с вершинами фиксированного цвета, 
допускающим эффективную реализацию разбиения в процессе 
работы переборного anropiTMa. В качестве основной ис­
пользуеы процедуру стабилизации рчскраски ¡11,8, 10] , 
имеющую временную сложность 0(IEI log IVl ) . 
Предлагаем версию алгоритма получения стабильной 
раскраски вершин параллельно для. обоих сравниваемых 
графов и в ходе работы проверяющего согласованность 
раскраски. Воспользуемся следующими обозначениями: 
G­G1 U.G2 
V­V(Gl) U V(C2) 
и соответственно 
P fv ] « если V in v (Gi ) тогда P ( G I ) ( • ] , 
иначе P(G2) [ v ] 
Р j i ­ P (G l ) j i U P(G2) .Vi и т , д . 
procedure Согласована стабильная раскраска 
returns (Boolean); 
Input: граф G=G1UG2 с начальной раскраской 
Р= {V1, . . . , Vk] . 
Outputtзначение false если разбиение несогласованно, 
иначе значение true и стабильная раскраска 
Р= fv­l, . . . , Чя) . 
begin 
ОЖИДАНИЕ 1 * С1» * *)".! 
zi=lc{ 
while СЩЦАхМЕ не пусто do 
begin 
выбрать и удалить произвольный ^ из 
множества ОЖИДАНИЕ; 
Подраэбить все цвета относительно цвета L ; 
i f существуют тание V(G1) Jr in P(G1)ji и 
V(G2)Jr in P(G2)ji , 
ITO I V(G1)jrblV(G2)jr: then return ( f a l se ) ; 
for j in множество цветов смежных с цветом i do 
begin 
найти наибольшее подмножество Vjm in PJi; 
for ttaO to Pji ­1 do 
begin 
i f r t=m 
then s!= j ; 
else 
begin 
a, z: = z+1i 
добавить в в ОЖИДАНИЕ; 
end; ' 
VstsVJr; 
end; 
end; 
end; 
return ( true) ; 
end. 
procedure.Подразнить все цвета относительно цвета! ; 
Input: раскрашенный граф Ог(У,Е,Р)и цвет 1. 
Outputs подразбиение цветов РЗ для всех разби­
тых цветов. 
begin 
for v in Pi do 
begin 
for w in adj(v) do 
begin 
It­P iw 7 ; 
i f nextсоlour [ 1 I =0 then 
begin 
a«= неиспользованный цвет; 
colourfather [ s i tscolourfather Lll t 
nextcolour [ I J t=e; 
nextcolour ( e l » = 0 ; 
colourlabel Г el tscolourlabel [iJ +1; 
end; 
jiscolourfather [ I ] ; 
ri=colourlabel (nextcolour [ I i ) ; 
перенести вершину * в v J » r » 
end; 
end; 
end. 
Примечание. На входе определены такие функции: 
соlourfather ( i ) tsi , 
colourlabel t i ) : = 0 , 
nextcolour l i ] «=0. 
Временная сложность алгоритма подразбиения всех 
цветов относительно цвета ± равна n(£'ad;)(v ) l ) • Исхо­
дя из этого, нетрудно показать что временная сложность 
алгоритма стабилизации раскраски равна o(IEUoglV I ) , 
т.е. стабилизация раскраски являет я "недорогим" средст­
Массив edges представляв1:' списки воришн из множес­
тва B d J , part i t ion ­ списки вершин, окрашенных в один 
цвет. 
vertexdata = record 
f iratedge t edge index; 
laetedge t edgeindex; 
vertexcolour t colourlndex; 
vert explace t partit!onindex 
end; 
Каждая вершина имеет указатели на начало и конец 
списка смежных с ней вершин ­ f iratedge и lastedge , 
цвет ­ vertexcolour и указатель на место вершины в 
списке part i t ion­vertexplace. 
colourdata s record 
f i rs tver tex i partit ionindexi 
lestvertex i partit lonindex; 
nextcolour : colourlnder; 
вом разбиения вершин. 
4. ИСПОЛЬЗУЕМАЯ СТРУКТУРА ДАННЫХ 
Предлагаемая структура данных позволяет получить 
реализацию алгоритмов с поиемлимой epei т о й оложносгш 
и требуемой памятью. Необходимые типы данных определим 
при помощи средств языка программирования PASCAL ¿11] . 
vertexindex i 1. . IVI i 
edgeindex I 1 . . 2* |£l | 
colourindci. t О . . I El , 
part i t i »nind.i i I I . • IV I; 
vertices I arrayfvertexindex] of vertexdata; 
edges t arrayTedgeindexl of vertexlndexi 
colours t array[clourindaxl of colourdata; 
partition i arrayfpartitioniudex] of vertexindex; 
colourlabel t intoger; 
colourfather t colourindex 
end; 
Границы цвета в списке ver t ices указывают 
f i ratvertex и laetvetex , nextcolour указывает на 
подразбиение цвета. Эти ссылки используются в создании 
Pji c o l o u r l a b e l указывает на количество соседей в 
цвете i С относительно которого произведена перекраска) 
в множестве Vjt ( a colouri'atiier на разбитый цвет j . 
5. ВШ1СЛИТЕШ НЫЙ ЭКСПЕРИМЕНТ 
Рассмотренный алгоритм реапиэоьпи на языке программиро­
вания ? L / 1 для ЭЕМ EC­I060. Длина программы около 1000 
операторов. 
Эксперименты проводились на однородных графах 5 
и графах схем. 
Графы схем, возникают при автоматизации конструк­
торского проектирования радиоэлектронной и электронно­
вычислительной аппаратуры. В основу положим граф, опи­
санный в монографии [2] (модель МК2). В этой модели вер­
шинами долей двухдольного графа являются элементы и сое­
динения соответственно, а ребра представляют контакты, 
связывающие ялементы с соединениями. Элементы, контакты 
и соединения могут быть раскрашены. Для упрощения работы 
заменим какдое ребро этой модели простой цепью длины 2, 
получая при этом трехдольный граф с множеством вершин 
вершин v = , / » •Vk>Vc j Г д е V3 ­множество элемонтов 
схемы, W ­множество контактов схемы а Ус ­множество 
соединений схемы. 
Такой граф будет иметь только соответствующим об­
разом раскрашенные вершины, и для него правомерно обоз­
начение ( v , в , р ) . На практике такиз графы разреже­
ны (средняя степень вершины много меньше максимально 
возможной, часто даже ограниче1 i константой 4) и имоют 
большое количество' вершин (несколько тысяч). 
Получены следующие результаты (в последней графе 
таблиц указано среднее количество вызовов процедуры 
Изоморфны) 
Неизоморфные регулярные графы степени 5 
г 
Ч и с 
Г Г ! 
вер­ • ребер !цве­ !гра­
шин I !тов |фов 
я ( с е 
! мини­! макси­1 вызовов 
; сред­ I маль«*! маль­ ! 
' И О Д .ное ­ ы п о 1 • нее ное I 
200 500 Г 5 8.50 7.06 10.10 201 
400 1000 I 5 29.30 25.23 30.77 401 
600 1500 I 5 51.44 44.53 60.68 601 
800 2000 I 5 92.69 77.86 97.70 801 
1000 2500 I 5 145.26 141.92 148.62 1001 
Изоморфные регулярные гр'фы степени 5 
Ч и с л о ! В р е м я Сс е к.) 
I 
! Средн. 
Вер­
шин |ребер 
! 
! цве­
т о в 
1 
г 
(Гра­фов 
! 
! 1 ! 
,сред­!мини­ ! макси­
}нее !маль­ !маль­
1ное 1ное 
(число 
!вызо­
!вов 
! 
200 500 I 10 5.58 2.42 8.81 109 
400 1000 I 10 17.82 1.99 30.98 233 
600 1500 I 10 29.02 13.78 60.79 318 
800 200О I 10 39.76 4.99 92.52 323 
[ООО 2500 I 10 85.54 6.63 143.90 548 
вер­
шин 
Ч и с л о 4В 
!цве­
ребер (Тов 
I 
р е м я ( с е к ) . | Среди. 
! р г » п _ ! м и н и ­ |Макси­! 
маль­ маль­ 1*™>~ |555­ | н е е |ное |ное | 
! ! ! ! 
598 672 31 5 1.32 1.13 1.46 I 
1179 1454 35 5 1.33 0.99 1.77 I 
1614 . 2038 35 5 1.86 0.93 3.05 I 
2031 2498 35 5 2.87 1.90 3.89 I 
2829 3546 40 5 3.28 2.01 5.83 I 
Изоморфные графы реальных схем 
Ч и с л о ! !В р е V я ( с е к) ! Средн. 
вер­
шин 1ребер 
г 
! цве­тов 1 
г 
{ гра­
фов 
г 
I сред­нее | 
'. ! 
| мини­! макси­
| маль­! маль— 
ное 1Р П° 
{число 
}вызо­
;вов 
| ! ! » ! | ! 
598 672 31 • г™ 5 2.15 2.13 2.17 10 
1179 1454 35 5 3.78 3.73 3.85 2 
1614 2038 35 5 5.10 5.01 5.19 I 
2031 2498 35 5 6.67 6.62 6.71 17 
2829 3546 40 5 10.71 10.53 10.96 33 
Неизоморфные графы реальных схем 
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АЛГЕБРЫ ОТНОШЕНИЙ В БАЗАХ ДАННЫХ I' 
01ТБЩЕННЫЕ 1Л1ЛИНДРИЧЕСКИЕ АЛГЕБРЫ 
Я.П.ЦируЛИС 
ЛГУ им. П.Стужи 
Постановка задачи. По­пгдимому, перркми (.зботами, Р ко­
торых явно отмечалась СР.ЯЗЬ между традиционным для реляцион­
ных баз лчнных понятием алгебр!­' отношений, росходятем к Код­
ду, и хорошо изученным р алгебраической логике понятием ци­
линдрической алгоб^ы, являются сообщение [ I ] и' его более 
полная версия [ 2 1 . Позже агтором в [3 ] была описана модель 
базы данных, в которой Р кп"естре алгебры отношений утке не­
посредстренно используется циликдрк?ескяя алгебря множеств. 
Эта идея была подсказана работой [ 4 ] , в которое для подобной 
цели привлекались полиадипесгие алгебры. Не влагаясь здесь 
в подробное обсуждение, р днух словах разъяснить при"ину и 
правомерность появления цилиндрических алгебр в теории баз 
данных можно следуягим образом: с одной стороны, т. наз. ре­
ляционное исчисление с переменнычи по доменам ( см . [5 ] ) близ­
ко к исчислению предикатор первого порядка с рпренстгом, а 
с другой ­ цилиндрические алгебры РПЗНИКЛИ в­результате 
алгебраизпции последнего и соотносятся с ним примерно так 
же, как булевн алгебры с исчислением вксказыраний. 
При описании реляционной модели данных с каждой пере­
менной­атрибутом л из некоторого, фиксированного для зте^ 
- loi -
модели множестпа Л связывают е е область значений ­ непус­
тое множество (домен) LLX , которое воспринимается как мно­
жество данных соответствующего сорта. Все эти домены обра­
зуют многосортное множестьо U. := Щх • хе X) , а в том слу­
чае, когда они организован:' в некоторую структуру посредст­
вом выполнимых над данными операций, говорят даже про ал­
гебру данных II. Однако oo;i но (в частности, и во всех упо­
мянутых выше работах), обсуждая вопросы, связанные с алгеб­
рами отношений, операции не учитываются. Например, в реля­
ционном; исчислении, о котором говорилось выше, аргументами 
отношений и операторов сравнения являются только переменные 
и их значения, i.o вместо г.их могли бы стоять и составные 
арифметические выражения (термы) ­ это увеличивало бы выра­
зительность языка запросов ( с р . [ 5 ] , 4 . 3 ) . Отметим еще,, что 
в общем случае в языке могут присутствовать не только ариф­
метические термы, но также и термы других сортов. Если при 
этом среди используемых сортов имеется и сорт булевозначных 
величин и доступны обычные логические операции на соответ­
ствующе: домене, то в принципе гост точно из всех операто­
ров сравнения оставить в языке лишь равенство. 
Стандартное понятие цилиндрической алгебры тоже ориен­
тировано на языки без функциональных символов и составных 
термов. Поэтому достаточно естественно возникает задача о 
надлежащем обобщении этого понятия. Один способ такого об­
общения и предлагается в этой статье. Для простоты мы все 
же ограничиваемся случаем, когда все атрибуты, а значит, и 
данные имеют один и тот же сорт. Отметим лишь еще, что ана­
логичную задачу можно ставить и для других видов алгебр от­
ношений. Для полиадических алгебр она решилась в [ 6 ] ; 
цилиндрически? алгебры. Пусть X ­ фиксированное в даль­
нейшем множество ­ множество переменных. Будем называть 
кванторной алгеброй всякую алгебру ( А , С , ) Х ^ Х > г л е А ­ бу­
лева алгебра, а каждое Сл ­ т . наз. квантор на Д , т . е . од­
номестная операция, обладающая свойствами 
Сяо^о) a t C x a , Сх (<* * Щ Ь) = Схь * % Ь, 
причем разные кванторы перестановочны: СлС^&т^^л. Назо­
вем мнонеотво йи:^{х:С^а^а) базисом аламевта Q кванторной . 
алгебры. 
Если каждый элемент кпакторнои алгебры имей? конечный базис, 
то сама алгебра называется локально конечноЛ. 
Цилиндрическая алгебра ­ это ксанторнэл алгебра Д , рас­
сматриваемая имеете с некоторой диагональю в кэй ­ т . е . (туш ­
цией с1:Х1-*А > обладающей свойствами 
о1(х,х)-4> С1и1(х,1)Ло1(.1,^))=Ысл,р для л*х,у, 
Сгсал.Ысг,г))л Сг(-ал о1а,х)),одля 2 -А X . 
Более подробно цилиндрическую алгебру можно предстаьить как 
алгебру вида Щ\^ж^м~^цм^**Щ означает элементУгх,^). 
Это определение равносильно стандартному определению цилинд­
рической алгебры размерности |Х'| ­ с к . [ 7 , 1 ] . 
Опишем наиболее важный г,ля нас пример цилиндрической ал 
гебры ­ алгебру множеств. Выберем непустое ыноиество (/ и 
рассмотрим множество 'Iх везх функций­оценок из X в// . Будем 
называть носителем множества оценок «•£ и'? любое такое мно­
жество У & £ , что 
Таким образом, множество г» имеет носитель У в том и только 
в том случае, когда она состоит из всевозмокних продолжений 
функций, принадлежащих подходящему подг:южестпу множества ( 
и полностью определяется огнм подмножестьом. Это покалывает, 
что в случае конечного У а. представляет некоторое отношение 
рода У (по другой терминологии ­ в схеме У ) . Несколько изме­
нив точку зрения, можно считать, что само сх и является этлм 
отношением, ( с м . [ 3 ] ) . 
Множество !Р(Ы1) всех подмножеств и" является булевой 
алгеброй относительно обычны:: теорико­множветвенннх операций. 
Для каждого л с X определим на !Р(и*)ет операции Сл , полагая 
Сл Л : * {*£: * * а , « « и}, 
где А? ­ оценка, отличающаяся от / разве лишь тем, что она 
принимает значение и в точке х . Полученная алгебра О(Ц)--*-
•^ОРСи'), Сх)цХ я в л я е г с я кванторной. Следуя ['!], ее эле­
мент будем называть регулярным, если базис его служит также 
и его носителем. Далее, функция с1.­ X1 * ^(СС *) , определяе­
мая условием 
Валяется диагональю Р'0Ш1Л б.УДем. называть ее главной. 
Таким образом, мы получили цилиндрическую алгебру 
(ОСЫ.), с1) . Ее подалгебры и называются цилиндрическими 
алгебрами множеств (над IX ) . Одной из них ямляется мно­
жество Ие£.(1Л) всевозможных отношений любых конечных 
родов (включая пустой). Она локально конечна, т.к. базис 
каждого пмемента алгебры 0(&) , как нетрудно проверить, 
содержится и любом из его носителей. 
Сверхцилиндрические алгебрн. Опишем теперь обобщение 
понятия цилиндрической алгебры, обещанное выше. В этом и в 
следующем разделах нам в некоторых местах придется сущест­
венно пользоваться ая&я'рг\> лекой терминологией. Информацию 
о всех не определенных здесь понятиях общей алгебры можно 
найти п [ 7 , 6\]. 
Пусть наряду с множеством X. зафиксирован также некото­
рый абстрактный тип данных в смысле [ 9 ] ^см. там замеча­
ние после следствия 3.3).Это значит, что выбрано еще одно 
ыножестьоЦпключаюшее X, а также множество Е функций 1*/­* Ы} 
обладающее следующими свойствами: 1)£ замкнуто относитель­
но композиций, 2)каждая функция­нодсрано как: Х-»IVимеет в 
Е в точности одно продолжение £ ' , 3)каждый элемент 
е и/ имеет какое­нибудь конечное множество .У такое, что 
£ я %«/ для любой подстановки °< , тождественной на 
^ . Пересечение всех таких .У для заданного ы обозначим 
через . • 
В трипиальном случае, когда IV = Х, £ совпадает с -X , 
и мы не получим ничего нового по сравнению с предыдущим 
разделом. Более интересный пример типа данных, связанный 
темой первого раздела, дает множество термов какого­либо 
языка исчисления предикатов, определяемое тем или другим 
множеством Л символов операций (возможно, и нольместных). 
В этом случае 1л/ фактически является алгеброй сигнатуры 
О. (т .наз. алгеброй слов [ 8 ] ) , и в качестве Е выступает 
множестьо всех ее эндоморфизмсв. Тогда ­ это множест­
во гсех входящих в ш переменных. (ОМ. также доказатель­
ство теоремы I.^  
Допустим теперь, что (Ь-,Сх)хеХ ­ некоторая кванторная 
алгебра. Сверхдиагональю в ней будем называть всякую функ­
цию Ы.: Ы2-*- А , удовлетворяющую следующим обобщениям 
соотношений ( I ) : 
для ге/ш, .(^(алЫа.иЬС^-алсКж.нПгСяяя 24*** ­»(2) 
Здесь (му/г ) означает функцию из Е, принимающую значение IV 
в точке 2 и тождественную на других переменных. Квантор­
ную алгебру, рассматриваемую вместе с какой­либо сверхдиа­
гональю в ней, будем называть сверхцилиндрической. Очевид­
но, каждая сверхдиагональ является и диагональю (вернее, 
продолжением* какой­либо диагонали), а поэтому каждая сверх­
цилиндрическая алгебра ­ цилиндрической. 
Снова в качестве примет 1 приведем алгебру множеств. 
Пусть опять и ­ непустое множество, а И - множество функ­
ций к ­ » 1Л такое, что I ) ^/« «Н , когда /*е £Г и ГеН, 
2каждая оценка / из II* имеет п И единственное продолже­
ние 5 . Например, если IV ­ алгебра термов языка (как выше), 
то и может бить алгеброй данных ( т . е . алгеброй, однотипной 
с V*/ . (См. также доказательство теоремы 1 1 В любом слу­
чае функция Ы. : \Мг-~Р(Ц1(), определяемая условием 
•= ?1Г* ?ш) , (3 ) 
является с верх диагональю в 0(11) , и мы получаем сверхцилин­
дрическув алгебру (РЩ1), Ы.) • Ее подалгебры можно называть 
сверхцилиндрическими алгебрами множеств (над IX ) , В силу 
леммы 2.2. из [ 9 ] для любого \:>е IV и всех / , С / * 
•/{лиг щ У\&1»г ?и а г*. 
С учетом этого легко убедиться, что каждое из множеств Ыу„ 
имеет носитель 41Г^ А«г и поэтому принадлежит Ие£(и) . Сле­
довательно, Ил£(и) являетоя даже сверхцилиндрической алгеб­
рой множеств. 
Сверхдиагонали описанного вида тоже будем называть 
главными. Понятно, что, в отличие от главной диагонали глав­
ных сверхдиагоналей в 0(и) может быть несколько. Для нас важ­
на следующая внутреняя характеристика главных сверхдиагона­
лей в алгебрах множеств. 
ТЕОРЕМА I . Если X бесконечно, то сверхдиагональ г1 в 
кванторной алгебре (И(и) является гг вной тогда й только тог­
да, корда она является продолжением главной диагоналиг и все 
о1(<г,цг) регулярны. 
ДОКАЗАТЕЛЬСТВО. Необходимость уелогия проверяется про­
сто. Чтобы доказать его достаточность, отметим, что соглас­
но следствию 3.3 из [ 9 ] абстрактный тип данных всегда мож­
но превратить в "конкретный" в том емысле, что множество 
можно превратить в фак*ораигебру алгебры термов какого­либо 
языка ( т . е . в свободную в себе над X алгебру) так, чтобы £ 
оказалось множество» ее эндоморфизмов. Пусть егсе задана 
сверхдиагональ oí. »Q(U)c указанными в условии теоремы свой­
ствами. Тогда из приведенной в £10] теоремы вытекает, что 
множество U можно превратить в алгебру, однотипную с W , 
так, что щт этом Ы. представама в виде ( 3 ) , где в качестве 
U выступает множество всех гомоморфизмов из W г t¿ . 
СВеРКОнечность множества X существенна для упомянутой теоре­
мы иэ 10 ) . 
Отметим еще один полезный факт. 
ЛЕММА 2. Любое продолжение главной диагонали в алгебре 
Q(U), являющееся сверхдиагональю в какой­либо иэ ее подал­
гебр, оказывается таковой и в ней самой. 
По существу нам необходимо лишь показать, что третьа из 
свойств ( I ) можно распространить на всю алгебру QIU.). Дока­
зательство этого факта довольно громоздко, поэтому мы его 
здесь опустим. 
Теоррмы представления. Итак, каждый абстрактный .тип 
данных позволяет определить некоторый класс (многообразие) 
сверхцилиндрических алгебр. Как мы видели, любая алгебра от­
ношений гида Rtj(U)является сверхцилиндрической, и в этом 
смысле выбранные аксиомы сре^цилиндрическкх алгебр, прежде 
всего ­ аксиомы ( 2 ) , определяющие понятие сверхдиагонали, 
можно считать оправданными. В этом разделе будет показано, 
что никакие дополнительные тождестваприсоединить к этим ак­
сиомам не требуется­*' («еорема 4 ) . 
Цилиндрическую алгебру принято называть представимой, 
если она изоморфна подпрямому произведению алгебр множеств 
[ 7 ] . В силу следствия 3.1Д07из [7] все эти алгебры можно 
считать регулярными, т . е . состоящими только из регулярных 
элементов. Примем такое же определение представимости и 
для срерхцилиндрических алгебр. Имеет место < •, 
ТЕОРЕМА 3. При бесконечном М сверхцилиндрическая ал­
гебра представима тогда и только тогда, когда представима ее 
цилиндрическая часть. 
ДОКАЗАТЕЛЬСТВО. Особого обоснования требует лишь до­
статочность условия. Если ( А,et) ­ представимэя цилиндри­
ческая алгебра, то она изоморфна подпрямому произведению 
регулярных алгебр множеств { ¡ { ¿ , 0 1 1 ) c t r z с каноническими про­
екциями Г, : А­*Л;. Если теперь диагональ А каким­либо обра­
зом продолжена до сверхдиагонали d, то для каждого с функция 
а.с: = с,сС является продолжением главной диагонали <У (­(рав­
ной £ i d ) . Учитывая, что A t ­ полный образ А, нетрудно' про­
верить, что dc ­ сзерхдиагональ в А;, так что согласно лем­
ме 2 она бупет сверхдиагональю и в соответствующей алгебре 
0(U J . В то же время в силу выбора А i все элементы вида 
3(*•,»>) регулярны, значит, с силу теоремы I OTL- ­ главная сверх­
диагональ в A L . При этом сверхцилиндрическая алгебра (AyoL), 
очевидно, остается подпрямым произведением алгебр к Ai,eli) 
с теми же проекциями e i # Таким образом, М,«7) тоже предста­
вима, и теорема доказана. 
Естественно называть алгеброй отношений над множеством 
tl произвольную подалгебру сверхцилиндрической алгебры fk£(U). 
Мы теперь в состоянии дать абстрактную характеристику ал­
гебр отношений. Напомним, что некоторая алгебра называется 
простой, если любой нетривиальный ее гомоморфный образ изо­
морфен самой алгебре. 
ТЕОРЕМА 4. Если j[ бесконечно, то сверхцилиндрическая 
алгебра тогда и только тогда изоморфна алгебре отношений, 
когда она проста и локально конечна. 
ДОКАЗАТЕЛЬСТВО. Известно, что все локально конечные 
регулярные цилиндрические алгебры множеств простые(ГII ] , те­
орема 1.10). Поэтому нам остается рассмотреть лишь достаточ­
ность условия. Допустим, что сверхцилиндрическая алгебра 
{ A , d ) обладает обоими указанными свойствами. Так как при 
бесконечном X любая локально конечная алгебра представима 
(P7J, теорема 3 .2 .8 ) , для алгебры (Л,Ы.) имеется гомоморфизму, 
на регулярную алгебру множеств (АС,Ы.Г) над iL i (см. предыду­
щее доказательство). Тогда ввиду своей простоты алгебра (A,U) 
изоморфна (At,J-c). Значит, алгебра (ОДвО локально конечна, 
поэтому ввиду ее регулярности кяадчй элемент A¡ имеет ко­
нечный носитель, т . е . принадлежит "TUíCUc) • 
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РАСПОЗНАВАНИЕ ПЛАН АРНЫХ ИЕРАРХИЧЕСКИХ ОБРАЗОВ НА 
• ОСНОВЕ ПРЕОБРАЗОВАНИЙ ПЛОСКОСТИ 
П.Б.Кикуст 
ВЦ при ЛГУ им.П.Стучки 
Процесс восприятия окружающей обстановки представля­
ется естественным разбить на следующие чередующиеся этапы: 
­ направление внимания на ограниченный участок окру­
жения, 
­ распознавание объектов, имеющихся в выделенном 
участке. 
Типичным примером такого процесса является чтение 
человеком письменного текста. В качестве окружающей обста­
новки здесь выступает плоская сцена ­ лист бумаги с пись­
менными знаками на нем. Аналогичными примерами являются 
анализ фотоснимков и оценивание ситуации на конвейерной 
ленте с целью отыскания нужной детали небольшой толщины. 
В каждом из направлений, характеризуемых приведенны­
ми примерами, достигнуты определенные успехи при создании 
автоматизированных систем обработки изображений [ 6 , 7 , 9 , 
11,12,15,16,17]. Однако при этом ярко прослеживается как 
акцент на узкую специализированноеть решений [ 6,9,11,12, 
15,16], так и отсутствие крупных общих подсистем в части 
собственно распознавания. С другой стороны, общепризнан­
ность структурно­лингвистического подхода £1,21 предраспо­
лагает и к разработкам общего назначения [ 1 7 ] . 
Предметом настоящей работы является программная реа­
лизация второго из названных во вступлении этапов воспри­
ятия в случае плоских составных сцен из объектов, имеющих 
иерархическое строение, возможно, соприкасающихся или час­
тично перекрывающих друг друга. Связный рукописный текст, 
аэрофотоснимки или набор нетолстых деталей на конвейерной 
ленте как раз являются примерами таких сцен. 
Предложенное решение согласуется с точкой зрения 
происходит в условиях различных взаимных расположений 
системы и окружающей средыI то в такой системе должна 
быть заложена инвариантность распознавания по отношению к 
преобразованиям изображения распознаваемого объекта в со­
ответствии с его расположением. Основным классом таких 
> преобразований следует считать проективные преобразования 
плоскости, в приложениях ограничиваясь такими его подклас­
сами как афинные преобразования, движения и т .п . [ 4 , 5 , 1 3 ] . 
^ С другой стороны, наличие у распознаваемого объекта 
относительно автономных частей (например, отдельные штри­
хи или их совокупности у письменных знаков) влечет возмож­
ность их автономного расположения на анализируемом изобра­
жении вплоть до отсутствия. Поэтому мы требуем от зритель­
ной системы также инвариантности распознавания по отноше­
нию и к вариациям формы этого вида. 
Целью настоящей работы является построение универ­
сальной вычислительной процедуры, удовлетворяющей выдви­
нутым требованиям, т . е . определяющей все вхождения задан­
ного образа в изображение и обеспечивающей инвариантность 
распознавания как по отношению к допустимым преобразова­
ниям плоскости, так и по отношению к вариациям формы, 
обусловленным возможностью автономного расположения со­
ставных частей образа. Мы убеждены, что именно такая про­
цедура в качестве базового звена должна быть включена в 
любую систему распознавания изображений, а требование 
универсальности заставляет нас воздержаться от преждевре­
, мешюго принятия специализированных решений эвристическо­
го характера. Именно это отличает наш подход от, например, 
[ 6 , I I , 15 , ¿61 , где на передний план выступает чисто при­
кладной аспект решения поставленных там задач. 
Таким образом, основная идея работы оказывается пре­
дельно простой и заключается в привлечении перебора вза­ . 
имных расположений частей образа. Хотя такой логически 
простой прием практически не осуществим на традиционных 
ЭВМ, он является самым естественным для многопроцессорных 
вычислительных устройств и поэтому заслуживает тщательно­
го изучения. Далее следует изложение некоторых важных 
­ Н О ­ : 
[ lO,I4] и для практического использования предполагает на­
личие специализированных вычислительных устройств парал­
лельного действия. Однако с целью демонстрации состоятель­
ности выдвинутых идей приведена также версия программы 
для традиционной ЭВМ и результаты ее работы на небольшом 
тестовом примере. 
I . ПРИНЦИП РАСПОЗНАВАНИЯ 
Выделим четыре уровня зрительного восприятия: 
­ формирование и первичная обработка изображения 
ограниченного участка сцены, 
­ поиск на изображении непроизводных элементов рас­
познаваемых образов, 
­ распознавание и локализация образов на основе най­
денных непроизводлых элементов, 
­ обработка полученной информации и принятие решения 
о направлении внимания на следующий участок сцены. 
Ключевым для нас является третий уровень, рассмотре­
нию которого, согласно вышесказанному, посвящена настоя­
щая работа. В необходимой степени приведем также детали, 
касающиеся и первых двух уровней. 
Мы ограничимся определением функциональной процедуры 
распознавания отдельного образа. Однако от процедуры по­
требуем вычисления всех вхождений заданного образа в вы­
деленный участок сцены. 
Выделенный ограниченный участок плоской сцены будем 
называть изображением. Образ зададим при помощи эталонных 
изображений его непроизводных элементов (атомарных обра­
зов) и схемы его иерархической структуры. Под вхождением 
образа Р в изображение I будем понимать существование 
такого преобразования плоскости т иэ множества допусти­
мых, что изображение Т(Р) с определенной точностью сов­
падает с некоторой частью изображения I . Другими слозами, 
мы предполагаем инвариантность распознавания по отношению 
к множеству допустимых преобразований плоскости. 
Так как функционирование реальной зрительной системы 
технических деталей, появляющихся в ходе первого продвиже­
ния в данном направлении. 
2. ОСНОВНЫЕ ПОНЯТИЯ 
Определим функции, вычисление которых необходимо для 
решения вопроса о наличии заданного образа в изображении. 
В данном разделе, во избежание излишней громоздкости изло­
жения, рассмотрим недетерминированные функции. Определе­
ния будем строить в стиле функционального программирова­
ния [ Ъ~\. 
Иерархическую структуру рассматриваемых образов зада­
дим следующим правилом: 
образ : : = атомарный образ [ список образов. 
По отношению к атомарному образу будем считать задан­
ной булеау функцию ie­atomar­pattern и недетермини­
рованную функцию ap­tranef (Р) = преобразование Т, 
для которого при условии, что Р ­ атомарный образ, т(Р) 
содержится в заданном изображении, или значение попе , 
если такого преобразования не существует. 
Далее потребуются следующие функции рбщего характера, 
aonj­del ( х ) = список элементов списка х , отличных от 
попе. 
i e n t j t h ( x ) = количество элементов списка х . 
a u m ( x ) ­ сумма элементов числового списка х . 
иирСМх, х 2 . . . Х ц ) ) = ( f ( x n ) f ^ x g ) . . . f ^ ) ) . 
JLix^) ¿(Xj.Xg,...,^ ) = функция, полученная из 
функции f фиксированием 
значений всех аргументов, 
кроме x j _ . 
Функции для работы с преобразованиями. 
ie near­transf (Т1.Т2) « число 0 или 1 , сопостав­
ленное паре преобразований 
Т1,Т2. 
ree­tranef (TL) = преобразование, сопоставленное 
списку преобразований t l . 
Ответ на вопрос о вхождении и местонахождении образа 
Р в изображении дает результат вычисления следующей 
функции. 
present (Р) a it is­atomar­pattei­nCP) 
then ap­tranef(Р) 
else p­transf (map(present,P)). 
Следует признать, что независимость функции p­transf 
от обрабатываемого образа является преднамеренным упроще­
нием положения вещей на данной стадии исследований. 
Введенный набор функций предполагает большой объем 
вычислений. Однако недетерминизм, заложенный в основе этих 
функций, обусловливает высокую степень параллелизма при их 
выполнении и тем самым открывает путь для их воплощения в 
реальных устройствах распознавания изображений. Сказанное 
подкрепляет также развитие языка программирования ПРОЛОГ 
[31, поддерживающего недетерминированные вычисления, и на 
котором наши функции записываются практически без измене­
ний. 
В качестве примера приведем последнее из них: 
present(Р,Т):­ie­atomar­pettern(P),ap­trenef(P,T). 
present CP, Т ) : ­map (present, Г,It), p­tranef (TL,T) . 
В ответ на запрос ?­preeent ( Р , т ) при заданном обра­
зе р , для переменной т будут вычислены все соответству­
ющие значения. 
p­transf (TL) = i f length(none­del(TL))/length(TL) > Q1 & 
sum(mep(X(z) ie­near­transf 
(x,res­transf(none­del(TL))), 
nons­del(TL)))/ 
length(none­del(TL)) > Q 2 
then ree­transf(none­del(TL)) 
else none 
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3. ВМИШТЕЛЬНЛЯ МОДЕЛЬ 
Проверка работоспособности предложенного набора функ­
ций осуществлялась традиционными средствами программирова­
ния. Для этой цели состав набора был несколько расширен, 
ap­tranaf­ l ist (Р) = список всех преобразований Т, 
для которых, при условии, что р ­ атомарный 
образ, 1(F) содержится в заданном изобра­
жении, или список (попе) , если такого пре­
образоюпмя не суну­етвует. 
certprod (<Х| *2 ••- \)) ж список элементов декар­
тового произведения х 1 х х 2 х .•• х x f c 
ври условии, что х^, х 2 х^ ­ непус­
тые списки. 
*©ne­reduction(x) = ji_f length(none­del(x))=0 
then (none) 
е!ве none­dei(x) 
Функция pree ...t видоизменялась следующим образом, 
present(Р) = i f io­atomar­pattern(P) 
then u p­ t rana f ­ l i s t ( P ) 
el re none­reduction 
(repp (p­transf, 
cartprod(^jp(present ,P) ) ) ) . 
n ' f осуществления конкретних вычислений мы в качестве 
допустимых преобразований ограничивались движениями плос­
кости (исключая зеркальнее отображение). Таксе преобразо­
вание однозначно определяетег^сг.г.ском (u р q) , где и ­
угол поворота, a p,q ­ величина сдвига по х и у осям 
соответственно. 
При этих предположениях окончательную форму приобре­
тают следующие функции. 
is­near­tranef((u., Р1 q 1 ) ( u 2 р 2 q 2 ) ) • 
= i f в1п ( 1а , ­и 2 | ) <А & |P 1 ­ F 2 I <В & |q.,­q2l <В 
then 1 else 0 . 
res ­ t rane f ( ( u 1 P 1 q l ) ( u 2 P 2 q 2 ) ' ' ' ^ u k p k 4 k ^ = 
= (среднее арифметическое от величин I U , u 2 , . . . , u k 
среднее арифметическое от величин р., , р 2 , . . . , р к 
среднее арифметическое от величин q . , , q 2 , . . . , q k ) , 
где при вычислении среднего от углов, учитываются свойства 
периодичности величин последних. 
Для окончательного уточнения функции ap­tranaf­l iet 
необходимо сначала определить представление иэобр.'икения, 
в том числе и эталонных изображений атомарных образов: 
код изображения : := список примитивных элементов 
изображения, 
примитивный элемент изображения : : = (а х у ) . 
Наличие в коде изображения примитивного элемента 
(а х у ) означает, что на изображении вблизи точки с 
координатами х , у проходит контурная или скелетная линия, 
касательная к которой в этом районе образует с осью абс­
цисс угол, близкий и . Такой код легко построить при по­
мощи традиционных средств выделения контурных и скелетных 
линий на стадии предварительной обработки изображения. 
Преобразования осуществим посредством множества опор­
ных точек, с которыми совместим центры атомарных образов. 
Пусть XL и yl ­ списки абсцисс и ординат опорных точек, 
a 0L ­ список допустимых углов поворота при преобразова­
ниях, 
Далее следует заключительный набор функций, 
«аох (х ) = наибольший элемент числового списка х. 
ie­near « а , х^ У^)(*р х з Jfg)) • 
= М <х , ­х г Г+ ( . У Л - ^ Г ) Г < Я Г » e i n 2 ( e i ­ a 2 ) < S 2 
then 1 .£¿55 О. 
le­tn­image(E) = шах(шпр(X(x) ie­neer(R.x) ,1)) , 
где E ­ ьримитивннй элемент атомарного образа, I ­
код заданного изображения. 
inclwde­nuab«r<T,P) = sum<mep(i0­ln­image, 
«вар< A (x)trwief­apply(T,x), 
trtmef­apply <( « р ч) (а х у) ) = 
tranef­accept(T,P)=if include­nurober(T,P)/length(P) > Q­
then T else none. 
xcentre(P) = (xmin + xmax)/2 » где xmin, зонах ­
наименьшее и наибольшее значения абсцисс примитивных 
элементов, составляющих атомарный образ р. 
ycentre (Р) = аналогично для ординат, 
transforms, (u х у ) ) щ (и x­xcentre(P) y­ycentre(P)). 
ap­tranef­liet (Р) = none­reduction 
(map ( A ( x ) transf­aooept(x,P), 
map(X(x) transform (P ,x ) , 
cartprod ((UL XL YL ) ) ) ) ) . 
Этим завершено построение одного варианта функциональ­
ной процедуры распознавания. Остается лишь выбрать конкрет­
ные значения для пороговых величин <ц, q2, q^ , а, в, R, 3 
и элементы списков UL, XL, YL. 
Испытания полученной программы выявили наличие боль­
ших скоплений близких преобразований, излишне дублирующих 
друг друга. Мы приняли решение о введении дополнительной 
легко определяемой функции transf­list­reduotion, 
которая находит центры таких скоплений и только их остав­
ляет в списке преобразований. 
Тем самым окончательный вид функции present оказыва­
ется следующим. 
present (Р) = transf­llst­reduction 
( i f is_atomar_pattern (Р) 
then ap_transf_list (P) 
else none­reduction 
(map(p_transf, 
cartprod 
(map(present,P))))). 
4. ЭКСПЕРШЕНТАЛЬНЫЕ РЕЗУЛЬТАТЫ 
После стадии предварительной обработки, на которой 
выделялись и сглаживались контурные и скелетные линии изо­
бражения, последнее было приведено к квадратной области 
плоскости, ограниченной прямыми х=0, х=зо, у=0, у*30. 
Для распознавания полагалось: 
иь = ( ­2* О 24) (углы даны в градусах), 
7Ь=У1=(2 5 8 11 14 17 20 23 26 29), 
О^О.^О.з* 0.75, 
3=0.21, А=0.17, В=2.3. 
Риз.1. представляет типичный образец изображения, на 
котором требовалось распознать буквы "Р" и "К", эталонные 
изображения которых даны на рис.2. Одинаковыми цифрами на 
рис.2. 
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Рис.1. Ссразец распознаваемого изображения. 
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Рис.2. Эталонные изображения букв "Р" и "К". 
изображены атомарные образы. Иерархическое строение буквы 
"Р" задавалось списком (1 2 ) , а строение буквы "К" списком 
(1 ( 2 5 ) ) . 
С целью явного указания местонахождения образа на изо­
бражении соответствующие преобразования были приэедены к 
виду (и х у) , где и ­ угол поворота, а х,у ­ коорди­
наты точки, в которую перемещается центр тяжести эталонного 
изображения образа. Обработка показанного на рис.1 изобра­
жения дала следующие результаты: 
• для буквы "Р" ­ (0 17.6 8 .5 ) , (24 25 . * 24.2), 
для буквы "К" ­ (­24 9.9^,20.8). 
Разумеется, легко построить изображения, на которых 
предложенные выше простые функции не будут работать адек­
ватно. Для усовершенствования процедуры, в первую очередь 
требуется индивидуализировать значения пороговых величин 
для каждого образа и его составных частей, что снимет ранее 
отмеченную независимость функции ругала­ от обрабатыва­
емого образа. Необходимо также построить более т.зощренныэ 
функции 1в_пеаг_1;га1^ И гее^гапа!" , опре­
деленные и для преобразований, более общих, чем просто 
движенИЯ плоовооти, 
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мшимАЛшее число ашвАЕмых вопросов в дерЕвьях 
РЕШЕНИИ 
Р.В.Фрейвалд 
ВЦ при Л1У им. П.Стучки 
Для булевых функций давно рассматривается такая мера 
сло.яшсти как число существенных переменных. 
Переменная х ; для функции $(£•;,Щ') называется 
существенной, если существует такой набор значений пере­
менных Ши,»,<ФнАс**, ) , что 4(<*>,...,Лс'14о,н:^..л 
А iL<t\,..•,dl;-^,4><Лi•><,•••,c^")• 
Чvcsк> существенных переменных является очень грубой 
мерой сложности. В Д / была рассмотрена близкая по духу, 
но немного более тонкая мера сложности: число задаваемых 
ропросов в дереве решений. 
Вычисление фиксируемой булевой функции при помощи де­
рева решений означает, что в "черном ящике" скрыт набор 
значений всех переменных этой функции. Разрешается задавать 
вопросы типа : "чеь:у равно ? " , "чему равно тлу ?" и 
т.д. При формулировании следующего вопроса можно учитывать 
ответы на предыдущие вопросы. Ноьая мера сложности "число 
задаваемых вопросов" выражает максимум числа подряд зада­
ваемых вопросов по всевозможным наборам значений аргумен­
тов функции. 
Может показаться, что число задаваемых ьопросов всег­
да равно числу существенных перемещай:. Однако это не так. 
Например, рассмотрим следующую последовательность булевых 
функций \ 4< 1**1,1,ъ... • Функция вычисляется заданием к 
вопросов* Первый вопрос всегда "чему равно а.', ?" Если ё 
вопрос (при ) имеет вид "чему равно ?" , то при 
ответе О на этот вопрос следующий вопрос относится к , 
а при ответе I следующий вопрос относится к ЭКяэд. После 
того, когда задан к­й вопрос, другие вопросы уже не зада­
ются, и значение функции £ к равно ответу на последний во­
прос. Очевидно справедливо 
1РЕДЛ0ШИЕ 1 . ( 1 ) Функция & имев* 2 * Л брцкгокйЦ 
ных переменных. 
(2) Функция ^ ­вычисляется­ де^ерштеароваиным деревом 
решений заданием к вопросов. 
ПРЕДЛОЙШИЕ 2. Если булева <£^ йяцйИ' •§• вычисляется 
заданием, к вопросов, то­ $ имеет' не более чем 2 к ­1 сущест­
венных переменных. 
ДОКАЗАТЕЛЬСТВО. Рассмотрим дерево решений, т . е . дере­
ве1, * корена нвчврбРО­ помещен первый вопрос, из каждой 
вершины которого выходят ровно две,цуги, ­ они соответст­
вуют ответам "О" и " I " . Очевидно, такое к­ярусное двоичное 
дерево не может содержать больше чем 2 к ­1 вершин. д 
Итак, для вычисления булевой [функции с существенны­
ми переменными детерминированный деревом решений необходимо 
не менее чем 6*^ л, вопросов. Ниже будет показано, что для 
недетерминированных деревьев решений это число вопросов 
может быть уменьшено. 
Уточним, что недетерминированное дерево решений может 
содержать несколько начальных вершин, и из любой вершины мо­
жет выходить несколько дуг, соответствующих ответу "О", и 
несколько дуг, соответствующих ответу " I " . Недетерминировач­
ность алгоритма выражается в том, что существует возможность 
произвольно выбрать в дереве тот или иной следующий вопрос. 
Будем говорить, что недетерминированным деревом решений 
булеву функцию $ можно вычислить с 5 вопросами, если для 
каждого набора значений переменных с1* (Ы,,...,^) существует 
такая реализация работы алгоритма, при которой задается не 
более чем в вопросов и выдается ответ (<л,, ...,<&*} , 
и, кроме того, ни при какой реализации работы алгоритма не 
выдается ложный ответ. 
ТЕОРЕМА 3. Существует такая последовательность б}'левых 
функций 12*.1лч,г.ъ,... , что: 
( I ) функция £к вычисляется недетерминированным дере­
вом решений заданием к+1 вопросов; 
(2 ) функция gK имеет ( +2к существенных пере­
менных. 
КОММЕНТАРИЙ. Если обозначить ( ^ ) +2к через л , то 
видно, что функция $ к с л переменными может быть вы­
числена недетерминированным деревом решений заданием 
j ­ ^ * + o-Cfogx*>) вопросов. 
Д01{АЗАТ£ЛЬСТВ0. Функция определяется так. Если 
среди первых 2к переменных этой функции не менее чем к+1 
принимают значение I , то значение функции равно I . Если 
среди первых 2к переменных этой функции не менее чем к+1 
принимают значе!ше 0, то значение функции равно 0. Остает­
ся определить функцию на тех наборах значений, где среди 
первых 2к переменных к принимают значение I и к ­ значе­
ние 0 . Таких наборов ровно ( ) • Каждому такому набору 
поставлена в соответствие своя переменная ос; ( t >А*.). 
Тогда значение функции равно значению этой перемен­
ной ос; . 
Для недетерминированного вычисления значения функции, 
равной 1,надо догадаться спросить либо значения тех к+1 
среди первых Ик переменных, которые равны I , либо значения 
тех к среди первых 2к переменных, которые равны I , и значе­
ние JC; , которое должно оказаться равным I . Для недетерми­
нированного вычисления значения функции, равной 0, надо 
догадаться спросить либо значения тех к+1 среди первых 2к 
переменных, которые равны 0, либо значен.ш тех к среди пер­
вых 2к переменных, которые равны 0, и значение Хс , которое 
должно оказаться равным 0. 
Автору неизвестно, можно ли для какой­то последова­
тельности булевых функций в теореме 3 добиться оценки мень­
шей чем £ Ь^х к + о­ C^ j, О • 
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РАСПОЗНАНИЕ ЯЗЫКОВ БЕСКОНЕЧНЫХ СЛОВ НА МАШИНАХ 
ТЫРИНГА 
Д.Я.Тайминя 
ЛГУ им. П. С тучки 
Теория автоматов, перерабатывающих бесконечные слова, 
возникла в шестидесятых годах в работах Еюхи / 1 / и Махно ­
тона /2/ в рамках математической логики. Рассмотрение бес­
конечных слов на первый взгляд может показаться слишком 
абстрактным. Однако бесконечную работу автомата естествен­
но рассматривать, когда мы хотим исследовать системы,оста­
новка которых не предусмотрена. Примером таких систем мо­
гут быть операционные системы ЭВМ. 
Машина Тьюринга для работы с бесконечными словами от­
личается от машины Тьюринга, рассматриваемой обычно, лишь 
тем, что у нее с самого начала для записи аргумента исполь­
зована вся бесконечная лента, а также тем, что вместо при­
нимающих и отвергающих состояний имеются принимающие и от­
вергающие множества состояний. Для определения того, при­
нимается ли данное бесконечное входное слово надо рассмот­
реть множество всех тех внутренних состояний машины,которые 
при работе машины на этом бесконечном входном слове повто­
ряются бесконечно много раз. Слово принимается (или отвер­
гается), если это множество входит в список принимающих 
(отвергающих) множеств состояний. 
Охарактеризуем языки бесконечных слов, распознаваемые 
на детерминированных и недетерминированных машинах Тьюринга. 
Классом 2Г« называется класс всех отношений РО^.,..., , 
ё1> "< Ус) пРеДставимых в вчД6 
РС*<,х. . У . & ) ж ( 3 Ус ' . . ) ( Ч ( . . . , а * , , ) , 
где £ ­ рекурсивное отношение относительно ( ^ в о ) к х (2.")*г1, 
Классом П^ называется класс всех отношений 
р(г..~,*« ... ус) » представимых в виде 
где Я ­ рекурсивное отношение относительно (z**)4K.QE*) 
Классом называется класс всех отношений 
Р(х>,—,'х*,^и—,^е.) • представимых в виде 
р(ъ,.-,ъ,},,^€) - щ»хщ 
где Я - отношение класса относительно (2* " . ) * 
Классом Пит* называется класс всех отношений 
Р ( х „ . . . / x « ; j„...,jc ) » представимых в виде 
где й ­ отношение класса ­ 2 Л относительно 
Классом Z-1 называется класс отношений 
Р(х,,..., . . . / < у е ) > представимых при некотором з » 0 
в виде 
где ß ­ рекурсивное отношение относительно (2-°°) 
а квантор (Q-gtt*} ~ квантор существования при s нечет­
ном и квантор всеобщности s четном или в виде 
р ( х „ . „ , х н , <,,. )«о ^ 4^)Са^х^*)­. (&&~) 
й(х„..., х « , „., 
По теореме К лини о нормальной форме (сы./З/, упражне­
ние 16­10) каждое отношение Р из 2, можно представить 
в виде 
Р<* '^­^­^^­^^^^X^Jßt*...., xKj ЪФ4., 
ЫИЫМГРкШЕС&Ай СПИСОК 
] ­ , Pffslii J.H. On (i decision method In reetr ictad second 
order arithmetic// Froc. International С'опугеза on 
LogIcj "etbodolocy and Philosophy of Soi i i ce.' Stanford i 
Stanford Iniv­ ' raity Press . 196 ?, it .1 ­11 . 
S.McN aughtbn H. Testing ur,d generating i n f in i t e 
bequoi.coo by n f i n i t e autorjiton // Information and 
Cttttxel, l?cO. V . o . P . 5^.­530. 
З.Роджерс X. Теория рекурсивных функций и э<гфективная 
вычислимость. М.: Мир, 1У72. 
где к ­ рекурсивное отношение относительно 
фдем говорить, что язык о>£ бесконечных слов принад­
лежит классу Хп (Ч») , если классу СП. ) 
принадлежит одноместное соотношение RC^) -
ЧЕОРЙИА I . Следующие утверждения равносильны: 
I ) язык ^€ бесконечных слов распознаваем детерминированной 
машиной Тьюринга; 2) яяык бесконечных слов выразим с 
помощью конечного числа булевых операций через языки из 
класса . 
'lEOPhM 2. Следующие утверждения равносильны: I ) язык 
Ж, бесконечных слов распознаваем недетерминированной маши­
ной Тьюринга; 2) язык оС бесконечных слов принадлежит 
Таким образом, недетерминированные машины Тыоричга име­
ют яначительные преимущества перед детерминиропрннь»«и. 
ЗАКЛШКНИЕ 
Результаты, опубликованные в данном сборнике, 
составляют основу для разработки автоматизированных 
систем тестирования и синтеза программ, которые по­
зволят снизить затраты на создание программного обес­
печения ЭВМ. В наши дни во всем мире происходит рез­
кий переход от программирования с использованием 
примитивной методологии разработки программ к 
более формализованной технологии программиро­
вания, использующей нетривиальным образом 
всю мощь классической математики и математической 
логики. Без использования разработанной теории алго­
ритмов такая технология программирования невозможна. 
Результаты получены в рамках НИР "Индуктивные и 
вероятностные методы в теории программ" и "Синтез и 
тестирование программ". 
Депонированные работы в сборнике не содержатся. 
lEOPETHMRCKHE ВОПРОСИ ПРОГРАММИРОВАНИЯ 
Сборник научных трудов 
Рецензенты: И.Страз.динып, г | |иэ.­мат.наук, 
доцент РПИ 
п.Калниньш, канд. ({из. ­мат. наук, ст. научн. сотр. 
Института электроники и вычисли­
тельной техники ЛИ ЛатвССР; 
Э.Икаунискс, канд.({из.­мат.наук, доцент каф. 
дискретной математики и програм­
мировании ЛГУ им. П.Стучки 
Редакторы: Р.Сре»твалд, Р.Павлова 
Технический седактор С.Линяня 
Корректор Р.Мурзиня 
Подписано к печати I I . I I . I S88 . ЯТ 0S476 Ф/б 60*84/т6 
Бумага 8,в (•из.печ.л. 8,2 усл.печ.л. 6.8 уч.­изд.л. 
Тира* ЬиО экз. LiaK. И 1316 Ценч I р.40к. 
Латвийский юсудагстЕенннй университет им. П.Стучки 
226098 Рига, б. Райннсз, 19 
Отпечатано на ротапринте, 226050 Ри13, ул.ВейденОаума.5 
Латвийский I осуда;ственчнй университет им. П.Стучки 
A B S T R A C T S 
INDUCTIYB SYNTACTICAL SYNTHESIS OP PROGRAMS 
PROM INCOMPLETE SAMPLE COMPUTATIONS 
E.B.Kinber 
The paper deals with the problem of inductive 
synthesis of programs from incomplete sample computati-
ons. Incomplete sample computations reflect the essenti-
a l part of the program's behaviour. Por example, for a 
divide-and-conquer algorithm an incomplete sample is the 
fragment of computation up to the point where the task 
i s divided to subtssks. A formal model convenient for the 
program synthesis and a synthesis algorithm are developed 
suoh that, given a "representative" incomplete sample 
computation of a program P annotated by variables whose 
values ocour in the sample, the program equivalent to P 
Is synthesized. 
BOOLEAN FUNCTIONS OP INFINITE WORDS 
M.Alberts 
The paper deals with the problem of recognition 
of infinite languages by one-way deterministic, nonde-
terministic and probabilistic Turing machines. The 
number of letters read by a Turing machine is used as a 
measure of computational complexity. Lower and upper 
bounds for recognition of different languages by dif fe-
rent kinds of Turing machines are obtained. In particu-
lar, advantages of probabilistic and nondeterministic 
computations over deterministic computations are disco-
vered. 
PROBABILISTIC ALGORITHMS ABB THE STRING 
CONTINUATION PROBLEM 
R.Freivald and M.Chytil 
The relation between the problems "given x , deci-
de whether A «• L " and "given x , decide whether there is 
ij such that *y e L " i s studied. For a l l the langua-
ges considered the first problem can be decided by pro-
babilistic one-wan one-counter machines with arbitrarily 
high probability 1 -E ( £ ; »o ) . Languages L2y L i } ••• are 
constructed such that the second problem for LK can be 
decided by probabilistic one-way one-counter machines 
with probability ^Sc - I and not higher. 
THE INDUCTIVE SYNTHESIS OF THE GENERAL 
GRAPHICAL EXPRESSIONS 
I.Etmane 
A formal language - the so-called general graphi-
cal expressions i s introduced. This language supports a 
description of a particular class of graphs. On the other 
hand, it can be considered as a graphical programming 
language. A formal example of a graphical expression is 
defined. A system of the inductive inference rules 
synthesising general expressions from sufficiently large 
formal examples ie found and the theorem of its complete-
ness is formulated. The example of the inductive synthesis 
of the Gauss algorithm from its sample computations 
within this frame is also given. 
OH CAPABILITIES OP ONE-WAY MULTITAPE FINITE 
AUTOMATA WITH BOUNDED ALTERNATION 
D. Geidmanis 
Tally languages accepted by multitape one-way f ini -
te automata with constant-bounded number of quantifier 
alternations (in the tree of a l l possible performances) 
are proved to be samilinear. Hence every auoh e language 
is accepted by a nondetexministio multitape one-way f in i -
te automaton as well. 
ON THE NUMBER 07 LEAVES IN THE ACCEPTATION 
TREES FOR ALTERNATING ONE-WAY PUSHDOWN 
The minimum number of leaves in the acceptation 
tree for alternating one-way pushdown automata recogni-
zing a nonregular tally language i s found. There is a 
leaves ( C being arbitrary small) where £ is the 
length of the input. Ho nonregular tally language can be 
recognized by alternating one-way pushdown automata 
AUTOMATA 
J.Kaneps 
£ ) leaves. 
RECOGNITION OF ISOMORPHISM OF THE GRAPHS 
MODELLING INTEGRATED CIRCUITS 
P.Rucevskis 
An effective algorithm for the recognition of iso-
morphism of sparse graphs is presented. It is convenient 
to understand the algorithm as an iterative procedure 
where finding of an appropriate stabilization of colour-
ing alternates with destabilizing search after another 
match of classes of vertices. Results of calculations on 
EC-1060 computer are presented. 
RELATIONAL ALGEBRAS IN DATABASES AND 
GENERALIZED CYLINDRIC ALGEBRAS 
J.Cirulis 
It is well-known that cylindrlc algebras have 
srised as a result of algebratization of the first-order 
predicate logic with equality - provided that we only 
deal with laguqges without function symbols. Cylindrlc 
set algebras may be used as algebras of relations in 
relational databases. We note in the paper that it is 
important in the theory of databases to consider langua-
ges which have function symbols, and then one needs to 
generalize the notion of cylindrlc algebra in an appro-
priate way. We propose such a generalization and con-
sider representation problems for generalised cylin-
drlc algebras. 
OH PLANS TRANSFORMS BASED RECOGNITION OF 
PLANAR HIERARCHICAL PATTERNS 
P.Kikusts 
A functional procedure for the recognition Bnd po-
sitioning of patterns in planar scenes containing hier-
archically structured objects that may touch or overlap 
is presented. 
THE MINIMUM OF THE QUESTIONS USED IN DECISION 
TREES 
R.Freivald 
I f a Boolean function has n essential variables 
then no deterministic decision tree can compute it with 
less than &tfxn questions. For nondeterministio deci-
sion trees this bound is lowered. A Boolean function of 
n essential variables is constructed such that a non-
deterministic decision tree can compute i t with 
I be$xn * C (fctjxn ) questions. 
RECOGNITION OF LANGUAGES OF INFINITE WORDS 
BY TURING MACHINES 
D.Taimina 
Languages of infinite words are recognized by de-
terministic Turing machines i f f they are in the Boolean 
closure of the Kleene-Mostowski class 2." • Languages of 
infinite words are recognized by nondetermlnistic Turing 
machines i f f they are in the Kleene-Mostowski class Z * . 
УДК Ы9.681.1:714.5 
* 
Кинбер Е.Б. Индуктивный синтаксический синтез программ 
по неполным примерам // Теоретические вопросы программи­
рования. Рига : ЛГУ им.П.Стучки, 1988. С.4­23. 
В работе предлагается язык, удобный для индуктивного 
синтеза большого ряда алгоритмов по неполным примерам вы­
числений. Для облегчения синтеза примеры снабжаются анно­
тациями, указывающими, значениями каких переменных явля­
ются числа,фигурирующие в примере. Разработан алгоритм 
синтеза, имеющий полиномиальную (от длины входного приме­
ра) сложность. 
Библиогр. 5 назв. 
УДК 519.95 
Албертс М.й. Булевы функции на бесконечных словах // Тео­
ретические вопросы программирования. Рита : ЛГУ им.П. 
Стучки, 1988. С.23­33. 
В работе рассматривается вычисления на односторонней 
машине Тьюринга на бесконечных словах в алфавите { 0,1 } . 
Вводится мера сложности ­ число прочитанных букв Р (п . ) 
начального отрезка длины п, входного слова. Доказаны точ­
ные оценки сложности распознавания ряда яэыкор на детер­
минированных, вероятностных и недетерминированных моделях 
машины Тьюринга. Результаты демонстрируют преимущества 
вероятностных и недетерминированных вычислений перед де­
терминиро ванными. 
Библиогр. 3 назв. 
УДК 519.95 
Фрейвадд Р.В. , Хитил М.П. Вероятностные алгоритмы и рас­
познаваемость порождаемости слов до языка // Теоретичес­
кие вопросы программирования. Рига : ЛГУ им.П.Стучки, 
198В. С.33­50. 
Изучается связь между сложностью решения поиска отве­
тов на два типа вопросов для различных языков : I ) 
"принадлежит ли данное слово языку [_ ? и , 2) "может ли дан­
ное слово .х быть продолжаемо до слова ? " . Построен 
ряд языков, для которых ответы на вопросы первого типа мо­
гут быть получены со сколь угодно высокой вероятностью ве­
роятностными односторонними счетчиковыми машинами. Слож­
ность решения второй проблемы для этих языков существенно 
различна. Для к ^ I проблема продолжаемости слов до языка 
^­к разрешима на вероятностных односторонних счетчиковых 
машинах с вероятностью к/2к­1, но не выпе. Для языка /­0 
эта проблема алгоритмически неразрешима. 
Бкблигтр. 4 назв. 
УДК 519.661.1:714.5 
Этмане И.Э. Индуктивный синтез общих графических 
выражений // Теоретические вопросы программирования. 
Рига : ЛГУ им.П.Стучки, 1988. 0.51­68. 
Введен формальный язык т .н . общих графических выраже­
ний, являющихся обобщением языка графических выражений на 
графы. 
Даны примеры использования данного языка для описа­
ния алгоритмов типа нахождения решения системы линейных 
уравнений. Определено понятие формального примера общего 
графического выражения. Даны правила индуктивного вывода 
для синтеза общих выражений по их одному достаточно боль­
шому примеру. Приводится теорема полноты предложенной сис­
темы правил вывода. 
Биолиогр. 5 назв. 
УДК Ы9.9Ъ 
Гейдманис Д.Г. О возможностях односторонних многоленточных 
конечных автоматов с ограничением по альтернированию // Те­
оретические вопросы программирования. Рига : ЛГУ им. 
П.Стучки, 1988. С.68­78. 
Доказано, что языки в однобуквенном алфавите, прини­
маемые многоленточными односторонними конечным альтерни­
рующими автоматами с константным ограничением количества 
перемен кванторов альтернирования ( б дереве всех возмож­
ных реализаций), являются полулинейным. Поэтому класс 
таких языков совпадает также с классом языков, принимае­
мых многоленточными односторонними недетерминкровакньми 
конечными автоматами. 
Библиогр. 9 назв. 
УДК Ы9.9Ь 
Канеп Я.Я. О числе листьев принимающего дерева для одно­
сторонних альтернирующих магазинных евтоматов // Теорети­
ческие вопросы программирования. , Рига : ЛГУ им.П.Стучки, 
1988. С. 79­88. 
В статье найдено минимальное число листьев принимаю­
щего дерева для альтернирующих односторонних магазинных 
автоматов, распознавающих нерегулярный язык в однобуквен­
ном алфавите. Доказывается, что существует нерегулярный 
язык в алфавите {о}, распознаваемый для сколь угодно ма­
входного слова. Утверждается, что не существует нерегу­
лярный язык, распознаваемый такими автоматами с числом 
листьев о(1<^11^( ). 
Библиогр. 3 назв. 
лого с с числом листьев , где I ­ длина 
УДК 519.1 
Ручевскис П.Б. Распознавание изоморфизма графов интеграль­
ных схем // Теоретические вопросы программирования. Ри­
га : ЛГУ им.П.Стучки, 1988. С.89­10О. 
Предложена эффективная структура данных для алгоритма 
распознавания изоморфизма разреженных графов. Алгоритм со­
четает рекурсивный перебор с классическим механизмом ста­
билизации раскраски вершин. Приведены результаты вычисле­
ний на ЭВМ ЕС­1060. 
Библиогр. 13 нг.зв. 
УДК 002.53:681.327 
Цирулис Я.П. Алгебры отношений в базах данных и обобщенные 
цилиндрические алгебры // Теоретические вопросы программи­
рования. Рига : ЛГУ им.П.Стучки, 1988. С.100­107. 
Как известно, цилиндрические алгебры возникли в ре­
зультате алгебраиэации логики предикатов первого порядка 
с равенством ­ при предположении, что рассматриваются язы­
ки без функциональных символов Цилиндрические алгебры 
множеств могут использоваться в качестве алгебр отношений 
в реляционных базах данных. В работе отмечается, что в 
теории баз данных важно рассматривать языки с функцио­
нальными символами и что тогда возникает необходимость 
соответствующим образом обобщить и понятие цилиндрической 
алгебры. Предлагается такое обобщение и рассматриваются 
вопросы представимости обобщенных цилиндрических алгебр. 
Библиогр. 10 назв. 
УДК 681.327 
Кикуст П.Б. Распознавание пленарных иерархических образов 
на основе преобразований плоскости // Теоретические воп­
росы программирования. Рига : ЛГУ им.И.Стучяи, 1988. 
С.108­119. 
Предложена функциональная процедура распознавания и 
локализации образов на плоских составных сценах из объек­
тов, имеющих иерархическое строение, возможно соприкаса­
ющихся или частично перекрывающих друг друга. Процедуре 
определяет все вхождения заданного образа в изображении и 
обеспечивает инвариантность распознавания по отношению к 
допустимым преобразованиям плоскости и к вариациям формы, 
обусловленным возможностью автономного расположения сос­
тавных частей образа. Введенный набор функций предполага­
ет наличие вычислительных устройств параллельного действия, 
однако в демонстрационных целях приведена версия программы 
для традиционной ЭВМ и пример ее работы. 
Библиогр. 17 назв. 
УДК 519.95 
Фрейвалд Р.В. Минимальное число задаваемых вопросов в де­
ревьях решений // Теоретические вопросы программирования, 
Рига: ЛГУ им.П.Стучки, 1988. С. 120­122. 
Известно, что для вычисления булевой функции от п. 
существенных переменных любое детерминированное дерево ре­
шения должно в худшем случае задать не менее чем 1о42п во­
просов. Построена последовательность булевых функций, для 
вычисления которой недетерминированное дерево решений все­
гда может обойтись ^1оо ? п+ О ( (очи) вопросами. 
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Получена характеризация в терминах иерархии Клгни­Мостовс­
кого языков бесконечных слов, распознаваемых детерминиро­
ванными и недетерминированными машинами Тьюринга. На де­
терминированных машинах распознаваемы языки, которые вы­
разимы конечным числом булевых операций над Т2 ­множества­
ми. На недетерминированных машинах распознаваемы множества 
из Щ\ и только они. 
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