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Abstract
We study a sequence de3ned by the strange recurrence formula A(n) = A(A(A(n − 1))) + A(n − A(A(n − 1))), with
A(1)=A(2)=1. Like its father, the famous Conway sequence C(n)=C(C(n−1))+C(n−C(n−1)), C(1)=C(2)=1, A(n)
conceals surprisingly rich combinatorial structure. For instance, we show that the associated binary string of 3rst di9erences
of A(n) can be factorized into segments forming successive diagonals of a Pascal-like triangle, de3ned by concatenation
of words in a familiar recursive way. This combinatorial description can be used to explain many unexpected properties
of the sequence such as shifting of Fibonacci numbers, expressed by the formula A(Fn+1) = Fn. Our approach is based
on a special operation on words, called Guided Sparse Substitution which appeared earlier in the work of Andrasiu et
al. (Theoret. Comput. Sci. 116 (1993) 339) on Cryptosystem Richelieu. This striking connection leads to new exciting
generalizations and many open problems which are presented in the conclusion of the paper.
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1. Introduction
Our aim in this paper is to explore the recursive sequence
A(n) = A(A(A(n− 1))) + A(n− A(A(n− 1))) (1.1)
with initial values A(1) = A(2) = 1. The 3rst few terms show that the sequence writes positive integers in their natural
order repeating some numbers several times:
n : 1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12; 13; 14; 15; 16; 17; 18; 19; 20; 21; 22; : : :
A(n) : 1; 1; 2; 3; 3; 4; 5; 5; 6; 7; 7; 8; 8; 9; 10; 11; 12; 12; 12; 13; 13; 14; : : :
The 3rst thing that catches the eye is that the last occurrence of the nth Fibonacci number Fn is exactly at position Fn+1.
This suggests to divide A(n) into segments of the form
Sn = [A(Fn + 1); A(Fn + 2); : : : ; A(Fn+1)]
and consider the related frequency strings counting multiplicities of elements of Sn. For instance, the segment S11 produces
the frequency string
R7 = 1111111212311111111111234511111172
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1
1 2
31 12
1 112 123 4
1 1112 112123 1234 5
1 11112 1112112123 1121231234 12345 6
1 111112 ... 123456 7
Fig. 1. The word Pascal triangle.
of length 34. Further factoring of such strings shows up a peculiar combinatorial structure based on binomial coeJcients.
For instance, the string R7 can be written as
R7 = (1)(1111)(112123)(1111111111)(12345)(111111)(7)(2)
= (1)1(
4
1 )(112123)1(
5
3 )(12345)1(
6
5 )(7)2;
where 1r denotes an “all ones” block of length r, and the sequence of intermediate blocks
1; 112123; 12345; 7
form a diagonal of Pascal-like triangle shown in Fig. 1. Proving that this regularity holds in general for any frequency
segment Rn is the main result of this paper.
The prototype of A(n) is the sequence
1; 1; 2; 2; 3; 4; 4; 4; 5; 6; 6; 7; 8; 8; 8; 8; 9; 10; : : :
de3ned by the relation
C(n) = C(C(n− 1)) + C(n− C(n− 1)) (1.2)
with C(1)=C(2)=1, which is attributed to Conway, Hofstadter or Newman (see [2,8,11–14,20,21]). Conway proved that
lim
n→∞
C(n)
n
=
1
2
and o9ered 1000$ for 3nding the largest n such that |C(n)=n − 1=2|¿ 120 . A successful response to the challenge made
by Mallows [12] demanded a detailed analysis and deeper exploration of the structure of C(n). Later a di9erent approach
was made by Kubo and Vakil [11], who found new descriptions of C(n) in terms of trees and certain operations on 3nite
subsets of N. Newman and Kleitman investigated a class of related sequences obtained by enlarging the set of initial
values to C(1) = · · · = C(k) = 1 (see [10,14]). These sequences still satisfy C(n + 1) − C(n)∈{0; 1}, for all n¿ 1, and
their frequency counts are also expressible as products of words from the triangle.
There are more examples of sequences generated by such strange recursions with intriguing behavior (see [5]). Perhaps
the most mysterious is the sequence Q(n) introduced by Hofstadter in his famous book [9]:
Q(n) = Q(n− Q(n− 1)) + Q(n− Q(n− 2)); (1.3)
with Q(1)=Q(2)=1. This sequence is not monotonic and misses many values. Curiously, it has not even been proved so
far that Q(n) is well de3ned for all n¿ 1. In fact, if it happened that Q(n)¿n, for some n, then the formula could not
be applied any further and the sequence would have to stop. However, numerical experiments suggest that this is not the
case and, moreover, that possibly there is some kind of hidden structure (see [8,12,18,19]). However, nothing has been
established so far, and Q(n) still remains the greatest challenge of this area. The following citation from [9] expresses
accurately one’s feelings while contemplating this sequence:
“This is the strange process by which the list of known Q-numbers is used to extend itself. The resulting sequence is,
to put it mildly, erratic. The further out you go, the less sense it seems to make. This is one of those very peculiar cases
where what seems to be a somewhat natural de3nition leads to extremely puzzling behavior: chaos produced in a very
orderly manner. One is naturally led to wonder whether the apparent chaos conceals some subtle regularity. Of course, by
de3nition, there is regularity, but what is of interest is whether there is another way of characterizing this sequence—and
with luck, a nonrecursive way.”
An interesting variant of (1.3) has been proposed by Tanny [22]. This time the recurrence
T (n) = T (n− T (n− 1)) + T (n− 1 − T (n− 2)) (1.4)
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Fig. 2.
with T (1) = T (2) = 1, leads to a well-behaved sequence which monotonically lists all positive integers. The number of
repetitions of any integer n¿ 1 is equal to the highest power of 2 dividing n (see [22]). Actually, the formula of Tanny
is slightly di9erent from (1.4), but the sequences are essentially the same.
Another exciting example is the famous Golomb sequence G(n) de3ned by the peculiar rule: each positive integer n is
repeated exactly G(n) times:
n : 1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12; 13; 14; 15; 16; 17; 18; 19; 20; 21; 22; : : :
G(n) : 1; 2; 2; 3; 3; 4; 4; 4; 5; 5; 5; 6; 6; 6; 6; 7; 7; 7; 7; 8; 8; 8; : : : :
Assuming monotonicity, this determines the sequence uniquely. There has been a growing interest in this sequence since
its invention in 1965 by Golomb [4], concerning mainly its asymptotics (see [8,15–17,23]). It can be proved that G(n)
satis3es the recursion
G(n) = G(n− G(G(n− 1))) + 1 (1.5)
and therefore 3ts nicely into the above collection.
Our approach to the sequence A(n) is based on a variant of Guided Sparse Substitution—the operation on words
introduced by Andrasiu et al. [1] in connection with Richelieu Cryptosystems. Roughly speaking, the operation relies
on inserting one word into another by writing its terms in positions occupied previously by letters of a 3xed subset of
an alphabet. This way a secret message may be hidden in some innocent looking text. We will show below that this
operation allows for a natural combinatorial interpretation of sequences generated by strange recursions. In particular, each
of the above sequences, except Q(n), can be expressed by a self-similarity relation involving this type of substitutions on
in3nite binary words.
For a Ravor of all this stu9 consider 9rst di:erences sequence
wn = C(n + 1) − C(n)
of the Conway sequence C(n) forming an in3nite binary word w=w1w2 : : : . Let Tkw=wk+1wk+2 : : : be the kth order suJx
of w. Then replacing the nth occurrence of 1 in Tw and the nth occurrence of 0 in Tw by wn and wn+1, respectively, gives
T 2w (see Fig. 2). A rigorous statement and a proof of this fact together with an analogous phenomenon for the sequence
A(n) will be given in Section 2. In Sections 3 and 4, we establish a relation between Guided Sparse Substitution and the
word Pascal triangle and prove our main theorem on the structure of A(n). In Section 5 we discuss some generalizations
and pose several open problems.
2. Guided sparse substitution and self-similarity relations
In this section, we provide rigorous de3nition of Guided Sparse Substitution and establish its connection to sequences
presented in the Introduction. Let ∗ be the free monoid of all 3nite words over an alphabet  = {0; 1; : : : ; r − 1} with
concatenation of words as its operation. By uk we denote a product of k copies of a word u. The length of a word w is
denoted by |w| and the number of times the symbol q appears in w is denoted by Nq(w). The set of all in3nite words
over  will be written as !.
Denition 1. Let q∈ be a 3xed symbol. For any two words x; y∈∗a q-substitution of x into y is a unique word
u = (x
q→ y) satisfying the following conditions:
1. |u| = |y|.
2. If yn = q then un = xNq(y1 :::yn).
3. If yn 	= q or |x|¡Nq(y1y2 : : : yn) then un = 0.
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Let us remark that in the original de3nition of guided sparse substitution in [1] one has un = yn rather than un = 0 in
situation of 3. This modi3cation is more suitable for our purposes. Let us present some examples illustrating De3nition 1
in case of binary words. Actually, we will concentrate mainly on this case in the sequel.
Example 1. Let x = x1x2x3x4 = 1100, y = 11101000. Then we have
u = (x 1→ y) = x1x2x30x4000 = 11000000;
v = (x 0→ y) = 000x10x2x3x4 = 00010100:
Example 2. Let x = 10101010 : : : and y = 110110110110 : : : be in3nite periodic binary words. Then we have
u = (x 1→ y) = x1x20x3x40x5x60 : : : = 100100100100 : : : ;
v = (x 0→ y) = 00x100x200x300x4 : : : = 001000001000 : : : ::
The following lemma shows the relationship between q-substitution and recurrence formulas involving iterations. For a
given binary word w=w1w2 : : :, whether in3nite or not, denote by w(n) the number of 1’s among the 3rst n letters of w,
i.e.
w(n) = N1(w1w2 : : : wn)
and let w(0) = 0 by convention.
Lemma 1. Let x and y be in9nite binary words and let u = (x 1→ y) and v = (x 0→ y). Then, for all n¿ 1, we have
u(n) = x(y(n)) and v(n) = x(n− y(n)).
Proof. By de3nition of q-substitution the word u1u2 : : : un consists of a copy of x1x2 : : : xy(n) the fragments of which are
somehow separated by blocks of 0’s. Hence, u(n) = x(y(n)). For the second formula note only that (x 0→ y) = (x 1→ Sy),
where Sy denotes the complement of y.
We can now express formally the property of Conway’s sequence C(n) presented in the Introduction. This will constitute
an equivalent purely combinatorial interpretation of relation (1.2). Considering  as integers modulo ||, denote by x+y
the coordinatewise sum of words x and y. As before let Tkx = xk+1xk+2 : : : and consider the equation(
x 1→Tx
)
+
(
Tx 0→ Tx
)
= T 2x: (2.1)
Note that for given x1 and x2, relation (2.1) de3nes an in3nite word uniquely. In fact, having computed the 3rst n¿ 2
symbols of x we may perform left-hand side operations on x2x3 : : : xn and, according to the right-hand side, obtain a word
x3x4 : : : xn+1. Hence, the term xn+1 is determined uniquely by the 3rst n terms of x. We claim that if x1 = 0 and x2 = 1
then x is exactly the 3rst di9erence sequence of C(n).
Proposition 1. Let x be an in9nite binary word satisfying (2.1) with initial conditions x1 = 0 and x2 = 1. Then
x(n) = C(n + 1) − 1 (2.2)
for every n¿ 1.
Proof. To prove this put u = (x 1→ Tx), v = (Tx 0→Tx) and apply the Lemma 1. Since x1 = 0 we have Tx(n) = x(n + 1).
Hence, for n¿ 1 we get
u(n) = x(Tx(n)) = x(x(n + 1));
and
v(n) = Tx(n− Tx(n)) = x(n + 1 − x(n + 1)):
But x2 = 1 and therefore T 2x(n) = x(n + 2) − 1. By (2.1) it follows that
T 2x(n) = u(n) + v(n):
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–
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Fig. 3.
Thus
x(n + 2) − 1 = x(x(n + 1)) + x(n + 1 − x(n + 1)); (2.3)
for all n¿ 1. Relation (2.2) can now be proved by induction. It is true for n = 1 and 2, so, assuming its validity up to
n + 1, we may write
x(x(n + 1)) = x(C(n + 2) − 1) = C(C(n + 2)) − 1;
and
x(n + 1 − x(n + 1)) = x(n + 1 − C(n + 2) + 1) = C(n + 3 − C(n + 2)) − 1:
Substituting these two equalities to (2.3) and using (1.2) gives
x(n + 2) − 1 = C(n + 3) − 2;
which completes the inductive step.
In the similar way we treat the sequence A(n). As it is a “nested” version of C(n), one expects that the related formula
will be more involved. This is in fact true.
Proposition 2. Let x be an in9nite binary word satisfying the relation(
x 1→
(
x 1→ Tx
))
+
(
Tx 0→
(
x 1→ Tx
))
= T 2x (2.4)
with x1 = 0 and x2 = 1. Then x is the sequence of 9rst di:erences of A(n), that is xn = A(n + 1) − A(n), or
x(n) + 1 = A(n + 1) (2.5)
for all n¿ 1.
Proof. We proceed similarly as before. The uniqueness of x follows in the same way. Denote w= (x 1→ Tx) and note that
by Lemma 1 and initial conditions on x we have
w(n) = x(Tx(n)) = x(x(n + 1))
for all n¿ 1. Then put u = (x 1→w) and v = (Tx 0→w) (see Fig. 3).
Again by Lemma 1 we get
u(n) = x(w(n)) = x(x(x(n + 1)))
and
v(n) = Tx(n− w(n)) = x(n + 1 − w(n)) = x(n + 1 − x(x(n + 1))):
Relation (2.4) implies that T 2x(n) = u(n) + v(n). Hence we obtain
x(n + 2) − 1 = x(x(x(n + 1))) + x(n + 1 − x(x(n + 1))): (2.6)
Now, one can complete the proof as in Proposition 1, by an easy induction argument.
To prove the structure theorem for frequency counts of A(n) in Section 3 we will need some general properties of
q-substitution. Proofs of these facts are straight-forward and will be omitted.
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W1,0
W2,0 W2,1
W3,0 W3,1 W3,2
W4,0 W4,1 W4,2 W4,3
...
Fig. 4.
Lemma 2. Suppose x and y are two 9nite words such that Nq(y) = |x|. Let y=V1V2 : : : Vn be an arbitrary factorization
of y into blocks Vi ∈∗ and let x = U1U2 : : : Un be the associated factorization of x de9ned by |Ui| = Nq(Vi) for all
i = 1; 2; : : : ; n. Then
x
q→y =
(
U1
q→V1
)(
U2
q→V2
)
: : :
(
Un
q→Vn
)
;
Analogous assertion holds for in9nite words.
Lemma 3. Suppose we are given three n-tuples of 9nite binary words (U1; : : : ; Un), (V1; : : : ; Vn) and (X1; : : : ; Xn) satisfying
N0(Xj) = |Uj| and N1(Xj) = |Vj| for all j = 1; 2; : : : ; n. Then[(
U1
0→X1
)
+
(
V1
1→X1
)]
· · ·
[(
Un
0→Xn
)
+
(
Vn
1→Xn
)]
=
(
U1 : : : Un
0→X1 : : : Xn
)
+
(
V1 : : : Vn
1→X1 : : : Xn
)
:
3. Guided sparse substitution and the word Pascal triangle
In this section we establish a fundamental connection between the operation of q-substitution and the word Pascal
triangle of Fig. 1. The crucial invariance property of the words from the triangle will be derived in Theorem 1 below.
Actually, the assertion concerns a related structure (Fig. 5) that appeared already in Mallows’ supplement [13] to his
paper on C(n), and is equivalent to a result presented there. To state it rigorously we will need some notation.
For n¿ 1 and k=0; 1; : : : ; n−1 let Wn;k denote the kth element of the nth row of the triangle. Hence, we have Wn;0 =1,
Wn;n−1 = n and
Wn;k = Wn−1; k−1Wn−1; k (3.1)
for n¿ 3 and 16 k6 n− 2, (compare Figs. 4 and 1).
Any given word w=w1w2 : : : over the countable alphabet  = {1; 2; 3; : : :} can be transformed into a binary word B(w)
by substituting the string 10n−1 for each n∈ . For instance, if w = 112123 then B(w) = 1110110100. More formally,
B(w) = B(w1)B(w2) : : : = 10
w1−110w2−1 : : : : (3.2)
This transformation relates the frequency counts with 3rst di9erences of A(n). Further, denote B(Wn;k) =Un;k . Clearly, the
words Un;k also satisfy
Un;k = Un−1; k−1Un−1; k (3.3)
and form the related binary Pascal triangle (see Fig. 5). Adopt also a convention that Un;n = 0 for all n¿ 1.
Finally, let Sw denote the cyclic shift of a 3nite word w =w1w2 : : : wn, i.e. the e9ect of removing the last symbol of w
at the beginning:
Sw = wnw1 : : : wn−1: (3.4)
This notation will allow us, roughly speaking, to reduce the “global invariance” of in3nite binary sequence to “local
invariance” of its 3nite factors.
The following theorem is essentially equivalent to the property given in [13].
Theorem 1 (the invariance property). For every n¿ 2 and k = 1; : : : ; n− 1 we have
Un;k =
(
Un−1; k−1
0→ SUn;k
)
+
(
Un−1; k
1→ SUn;k
)
: (3.5)
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1 0
1 10 0
1 110 100 0
1 1110 110100 1000 0
1 11110 1110110100 1101001000 10000 0
1 111110 111101110110100 ... 100000 0
Fig. 5. The binary Pascal triangle.
Sw : 0 1 1 1 1 0 1 1 1 0 1 1 0 1 0
u 0 Sw : 1 – – – – 1 – – –    1 – –   –1  0
v
1 Sw : –  1 1 1 0 –  1 1 0  – 1 0 –  0
z : 1 1 1 1 0 1 1 1 0 1 1 0 1 0 0
–
Fig. 6.
Proof. The proof goes by induction. The extreme cases k = 1 and n− 1, for all n¿ 2, as well as the initial case n = 2,
are easy to verify. We assume that formula (3.5) holds up to n and proceed as follows. For the word Un+1; k , with 3xed
26 k6 n− 2, we apply (3.3), and then, the inductive assumption to both factors:
Un+1; k = Un;k−1Un;k
=
[(
Un−1; k−2
0→ SUn;k−1
)
+
(
Un−1; k−1
1→ SUn;k−1
)] [(
Un−1; k−1
0→ SUn;k
)
+
(
Un−1; k
1→ SUn;k
)]
:
The last expression satis3es conditions of Lemma 3, hence we get
Un+1; k =
(
Un−1; k−2Un−1; k−1
0→ SUn;k−1SUn;k
)
+
(
Un−1; k−1Un−1; k
1→ SUn;k−1SUn;k
)
:
Noting that SUn;k−1SUn;k = S(Un;k−1Un;k) and applying again formula (3.3) completes the proof.
Example 3. Take U5;1 = 11110, U5;2 = 1110110100 and
U6;2 = U5;1U5;2 = 111101110110100:
Then SU6;2 = 011110111011010 and we have(
U5;1
0→ SU6;2
)
+
(
U5;2
1→ SU6;2
)
= U6;2
as is seen in Fig. 6.
4. Block structure of frequency counts of A(n)
In this section we state and prove the main theorem recovering the structure of the sequence A(n) via the associated
sequence of frequency counts
R(n) = |{k ∈N; A(k) = n}|:
First we divide R(n) into segments of lengths equal to the Fibonacci numbers de3ned by F1 =F2 =1 and Fn=Fn−1 +Fn−2,
for n¿ 3. Let
Sn = [A(Fn + 1); A(Fn + 2); : : : ; A(Fn+1)]
for n¿ 4, and denote by Rn−4 the frequency string of Sn. For example, since
S4 = (3; 3);
S5 = (4; 5; 5);
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S6 = (6; 7; 7; 8; 8);
S7 = (9; 10; 11; 12; 12; 12; 13; 13);
S8 = (14; 15; 16; 16; 17; 18; 19; 20; 20; 20; 20; 21; 21);
we get
R0 = 2;
R1 = 12 = (1)(2);
R2 = 122 = (1)(2)(2);
R3 = 11132 = (1)(11)(3)(2);
R4 = 11211142 = (1)(12)(111)(4)(2);
R5 = 1111123111152 = (1)(111)(123)(1111)(5)(2);
R6 = 111211111112341111162 = (1)(112)(111111)(1234)(11111)(6)(2):
It so happens that the strings Rn are alternating products of words Wn;k from the triangle with “all ones” blocks of the form
1(
r
s ), and are always ended by 2. Before a tedious proof of this property take a look at an example from the Introduction:
R7 = (1)(1111)(112123)(1111111111)(12345)(111111)(7)(2)
= W4;01
( 41 )W5;21
( 53 )W6;41
( 65 )W7;62:
Theorem 2. (The splitting property). For every n¿ 0 we have
R2n = 1
( n0 )Wn+1;11
( n+12 )Wn+2;31
( n+24 ) : : : 1(
2n−1
2n−2 )W2n;2n−12 (4.1)
and
R2n+1 = Wn+1;01
( n+11 )Wn+2;21
( n+23 ) : : : 1(
2n
2n−1 )W2n+1;2n2: (4.2)
The proof will be broken into several lemmas. Denote the right-hand sides of (4.1) and (4.2) by D2n and D2n+1,
respectively. Denote also B(Dm) = Km, where B is the binary conversion operator (3.2).
Lemma 4. For all m¿ 0 we have |Dm| = Fm+2, N1(Km) = Fm+2 and N0(Km) = Fm+1. In consequence |Dm| = |Rm| and
|Km| = Fm+3, for all m¿ 0.
Proof. Since |Wn;k | =
( n−1
k
)
we get
|D2n| =
(n
0
)
+
(
n + 1
2
)
+ · · · +
(
2n− 1
2n− 2
)(n
1
)
+
(
n + 1
3
)
+ · · · +
(
2n− 1
2n− 1
)
+ 1
= F2n + F2n+1 = F2n+2
by the well-known binomial coeJcient expansion of the Fibonacci numbers. The same in the odd case. And similarly for
the assertion with Km, by noting that |B(Wn;k)| = |Un;k | =
( n
k
)
.
Now, consider the word
x = TB(21D0D1D2 : : :)
= 01K0K1K2K3 : : :
= 01(10)(110)(11010)(11110010) : : : ;
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SK1 SK2 SK3
T x :
w :
1 1
0 1
0 1 1
 1 0
   
0 1 1 0 1
 1 1 0  
   
0 1 1 1 1 0 0 1
−−−−
− −1 1 0 1 0
  
...
w0 w1 w2
Fig. 7.
SK2 SK3
T x :
w :
u :
v :
...
    
0 1 1 0 1
 1 1 0  –
– 1 0 –  –  
1 – – 1 0
    
0 1 1 1 1 0 0 1
– 1 1 0 1 – – 
– – 
0
– 1 1  – 0 –
1 – – 1  – 0 1 0
r1 r2
...
–
Fig. 8.
obtained by applying the binary conversion (3.2) to the in3nite concatenation of words Dm (and shifting). Our plan
is to demonstrate that x satis3es the relation (2.4) of Proposition 2. This will prove the assertion of Theorem 2. Let
w = (x 1→ Tx), u = (x 1→w) and v = (Tx 0→w), as in the proof of Proposition 2.
Lemma 5. The word w can be written as
w = 01w0w1w2 : : : ;
where wm = (Km
1→ SKm+1) for all m¿ 0.
Proof. Since the last symbol of each word Km is 0, Tx can be factorized into segments of the form SKm, as follows:
Tx = 11(SK1)(SK2)(SK3) : : :
= 11(011)(01101)(01111001) : : : :
Hence, by Lemmas 2 and 4 we can write the word w = (x 1→ Tx) as
w = 01
(
K0
1→ SK1
)(
K1
1→ SK2
)(
K2
1→ SK3
)
: : : ;
which proves the lemma (see Fig. 7).
Lemma 6. The word u + v can be written as
u + v = 10110r1r2r3 : : : ;
where
rm =
(
Km
0→wm
)
+
(
Km−1
1→wm
)
for all m¿ 1.
Proof. From Lemma 4 we get N1(wm) = Fm+2 and N0(wm) = Fm+3 for all m¿ 0. Hence, Lemma 3 applies, as displayed
in Fig. 8, and the assertion follows.
To 3nish the proof of Theorem 2 it remains to show that rm = Km+1 for all m¿ 1. In fact, an expanded form of this
equality
[
Km
0→
(
Km
1→ SKm+1
)]
+
[
Km−1
1→
(
Km
1→ SKm+1
)]
= Km+1;
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SK 7 = 0 U4,0 1(
4
1) U5,2 1(
5
3) U6,4 1(
6
5) U7,6 1
K 6 = 1 (
3
0) U4,1 1(
4
2) U5,3 1(
5
4) U6,5 1 0
Fig. 9.
w6 = SU5,1 SU5,2 SU5,3 SU6,4 SU6,5 SU7,6 00
K 6 =
K 5 =
1(30)
U3,01(
3
1)
U4,1
U4,2
1(42)
1(43)
U5,3
U5,4
1(54)
1(55)
U6,5
U6,6
10
 –
Fig. 10.
shows that the binary word x satis3es (2.4) of Proposition 2 and therefore coincides with the sequence of consecutive
di9erences of A(n). Then, Lemma 4 guarantees that the words Rm and Dm must coincide, too. Before going into details
it might be helpful to examine an example.
Example 4. Let m= 6. To form the word w6 we substitute K6 into SK7. Both words consist of alternating product of two
types of factors that can be matched as follows. Say that a word X 3ts to Y , if N1(Y ) = |X | or N0(Y ) = |X |, which is
denoted shortly as X → Y . Fig. 9 shows the matching of 3tting factors in K6 and SK7.
As a result we obtain the word w6 which looks like
w6 = SU5;1SU5;2SU5;3SU6;4SU6;5SU7;600:
Next, we construct the word r6 by substituting K5 and K6 into w6. Again, the factors of inserted words 3t exactly to the
segments of w6 as indicated in Fig. 10.
Hence, the 3rst segment gives 15 and can be written as U4;01(
4
1 ). The second segment results in U5;2, by the Invariance
Property. The next one consists of ( 42 ) + (
4
3 ) = (
5
3 ) ones, and so on. In consequence, the word r6 appears to be exactly
the same as K7.
Lemma 7. rm = Km+1 for all m¿ 1.
Proof. We shall consider only the case of m even—the odd case is very similar. So, let m= 2n. By de3nition of Km we
can write
K2n = 1
( n0 )Un+1;11
( n+12 )Un+2;31
( n+24 ) : : : 1(
2n−1
2n−2 )U2n;2n−110 (4.3)
and
K2n+1 = Un+1;01
( n+11 )Un+2;21
( n+23 ) : : : 1(
2n
2n−1 )U2n+1;2n10: (4.4)
The rule for the binary Pascal triangle implies that
N1(Un;k) =
(
n− 1
k
)
; N0(Un;k) =
(
n− 1
k − 1
)
: (4.5)
Therefore, the factors of K2n 3t to the factors of K2n+1 consecutively, and we can write
w2n = (K2n
1→SK2n+1)
= 0Un+1;0Un+1;1Un+2;2 : : : U2n+1;2n0
= SUn+2;1SUn+2;2SUn+2;3 : : : SU2n+1;2n00: (4.6)
Now, applying Lemmas 2 and 3, we obtain
r2n =
(
K2n
0→w2n
)
+
(
K2n−1
1→w2n
)
= q0p1q1p2 : : : qn−1pn10;
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where
q0 =
(
1(
n
0 ) 0→SUn+2;1
)
+
(
Un;01
( n1 ) 1→SUn+2;1
)
= Un+1;01
( n+11 );
qi =
(
1(
n+i
2i ) 0→SUn+i+1;2i+1
)
+
(
1(
n+i
2i+1 ) 1→ SUn+i+1;2i+1
)
= 1(
n+i
2i )+(
n+i
2i+1 ) = 1(
n+i+1
2i+1 );
for i = 1; 2; : : : ; n− 1, and
pi =
(
Un+i;2i−1
0→ SUn+i+1;2i
)
+
(
Un+i;2i
1→SUn+i+1;2i
)
for i = 1; 2; : : : ; n. Finally, applying the Invariance Property to pi’s gives
pi = Un+i+1;2i ; i = 1; 2; : : : ; n;
which proves that r2n = K2n+1.
The proof of the theorem is completed. In a sense it provides a solution of recurrence (1.1)—a nonrecursive way
of computing the nth term of the sequence A(n). Roughly speaking, A(n) can be computed right from the appropriate
expansion of n as a sum of Fibonacci numbers and binomial coeJcients. A nonrecursive algorithm of this type for C(n)
is described in [11,12].
Another immediate consequence of Theorem 2 is the shifting property of Fibonacci numbers, mentioned in the Intro-
duction:
A(Fn+1) = Fn; n¿ 1:
It seems that this simple relation could not be obtained the other way, without actually deriving the whole structure of
A(n). In fact, such shifting of some special numbers is rather characteristic for sequences de3ned by strange recursions.
We shall discuss this phenomenon in the next section.
It is also natural to expect that, analogously as in the original case, the structure of the sequence A(n) implies its
asymptotics. However, we were not able to prove rigorously that A(n)=n converges, so the question whether
lim
n→∞
A(n)
n
=
−1 + √5
2
remains open.
5. Generalizations and open problems
In conclusion we would like to discuss some problems which arose naturally in the above context.
5.1. Families of nested recurrences
Given a sequence like (1.2) one can consider a countable family of related sequences obtained by increasing the number
of nestings over (n−1)th term in the de3ning formula. For instance, let us de3ne, for a 3xed k¿ 1, the Conway sequence
of order k by
C(n) = C(C(: : : C(n− 1) : : :))︸ ︷︷ ︸
k+1 nestings
+ C(n− C(C(: : : C(n− 1) : : :))︸ ︷︷ ︸
k nestings
);
with C(1) =C(2) = 1. As one expects, these sequences behave similarly, their structure is formed by the diagonals of the
word Pascal triangle with slopes increasing accordingly to the number of nestings. One can show analogously that
C(En+1) = En; n¿ 1;
where C(n) is the kth order Conway sequence and En is a linear recurring sequence of order k, de3ned by En = 1, for
n = 1; 2; : : : ; k, and
En = En−1 + En−k ; n¿ k: (5.1)
Not incidently, the sequences En coincide with sums of binomial coeJcients occupying diagonals of the traditional Pascal
triangle.
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This phenomenon repeats for other families of nested recurrences. Consider, for instance, a simpler family of sequences
introduced by Hofstadter in [9]:
H (n) = n− H (H (: : : H (n− 1) : : :))︸ ︷︷ ︸
k nestings
;
with H (1) = 1. Again H (En+1) = En holds for every pair (H; E) of sequences of the same order. Particularly elegant is
the sequence of order 2:
n : 1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12; 13; 14; 15; 16; 17; 18; 19; 20; 21; : : :
H (n) : 1; 1; 2; 3; 3; 4; 4; 5; 6; 6; 7; 8; 8; 9; 9; 10; 11; 11; 12; 12; 13; : : :
Its frequency counts gives the famous Fibonacci string 212212122122121221212 : : : which is generated by the substitution
2 → 21, 1 → 2 (see [6,7,20]).
As another example consider a family arising in the similar way from the Golomb sequence (1.5):
G(n) = G(n− G(G(: : : G(n− 1) : : :)︸ ︷︷ ︸
k nestings
)) + 1:
Curiously, the higher-order sequences preserve the property of self describing, namely, each number n repeats in the kth
order Golomb sequence exactly Gk−1(n) times. Now, the shifting property is lost and it seems that there are no obvious
analogs, but we have some suspicions concerning the asymptotics of G(n).
Problem 1. Let En be the linear recurring sequence of order k de9ned by (5.1) and denote * = lim(En=En+1). Is it true
that for the kth order Golomb sequence G(n) we have
G(n) = (1 + o(1))**−1n*? (5.2)
The above formula is trivially true for k = 1. For k = 2, we get the original Monthly Problem posed by Golomb [4],
with especially elegant formula involving the golden number *= (−1 +√5)=2. Two solutions had been published in [3],
one of them being an ingenious heuristic argument of Marcus, based on di9erential equations. In [15], PUeterman presented
rigorous proof of the formula along the lines of Marcus (see also [17]). Since the same heuristics work for higher-order
Golomb sequences, then probably (5.2) holds also for all k ¿ 2.
In view of the above examples, one may suspect that there are some deeper combinatorial principles lying under
the surface of this topic. Kubo and Vakil [11] present fascinating relationships between Conway’s sequence and some
operations on 3nite sets of integers.
5.2. Conway’s sequences on larger alphabets
Let A={0; 1; : : : ; k−1} be an alphabet and let x∈A! be an in3nite string over A. Further denote by Orb(x) the orbit of
x under the shift operator T , i.e., Orb(x) = {T rx; r¿ 0}. Now, we say that x satis3es the Conway self-similarity relation
if there are some words y and y0; y1; : : : ; yk−1, all in Orb(x), such that(
y0
0→ y
)
+
(
y1
1→y
)
+ · · · +
(
yk−1
k−1→ y
)
∈Orb(x): (5.3)
If x is the original Conway sequence (more precisely its sequence of 3rst di9erences), then, accordingly to relation (2.1),
y = Tx, y0 = Tx and y1 = x. Let us denote the set of all in3nite strings over k letters satisfying relation (5.3) by Ck . For
k ¿ 2 we do not 3nd nice combinatorial properties, but in all cases some asymptotic regularities appeared. This leads to
the following problem:
Problem 2. Let x∈Ck be a string satisfying (5.3) and let xq(n) denote the number of times a letter q∈A appears among
the 3rst n symbols of x. Is it true that there exists a density dx(q) = lim xq(n)=n for every letter q of A? Is it possible for
dq(x) to be a transcendental number?
5.3. Universal algebraic aspects
Another possible setting for our discussion is based on universal algebraic concepts. In fact, we may consider A! as
a ground set of an algebra A = 〈A!; T; f〉, where T denotes the shift, as before, and f is an operation of arity k + 1,
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de3ned by
(x0; x1; : : : ; xk−1; x) =
(
x0
0→ x
)
+
(
x1
1→x
)
+ · · · +
(
xk−1
k−1→ x
)
;
for every (k + 1)-tuple (x0; x1; : : : ; xk−1; x) of elements of A!. Now, a lot of questions of algebraic nature come to mind.
Perhaps the most ambitious task would be to characterize the closed sets of A!, i.e. the subalgebras of A, and describe
the structure of the lattice they form.
A more concrete problem concerns periodic elements of A!. For given elements u; v∈A!, denote g(u; v)=f(u; u; : : : ; u; v),
and say that x∈A! is periodic if the sequence of iterations a1 = x, a2 = g(x; x), a3 = g(x; g(x; x)), , an = g(x; an−1), is
eventually periodic in the usual sense. For instance, every x∈A! which is periodic as a sequence (in the usual sense) is
also periodic as an element of A, (in the above sense). On the other hand, there are other examples of periodic elements
of A. For instance, the famous sequence t = 0110100110010110 : : : of Thue–Morse–Prouhet (see [20]), generated by the
substitution 0 → 01, 1 → 10, is one of them. Actually, all sequences we looked at were periodic and we have not met
even one example of a non-periodic element. Do they exist at all?
Problem 3. How large are the sets of periodic and non-periodic elements of A ?
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