In this paper we study the problem of the convergence in variation for the generalized sampling series based upon averaged-type kernels in the multidimensional setting. As a crucial tool, we introduce a family of operators of sampling-Kantorovich type for which we prove convergence in L p on a subspace of L p (R N ): therefore we obtain the convergence in variation for the multidimensional generalized sampling series by means of a relation between the partial derivatives of such operators acting on an absolutely continuous function f and the sampling-Kantorovich type operators acting on the partial derivatives of f . Applications to digital image processing are also furnished.
Introduction
In this paper we present approximation results in BV-spaces for the generalized sampling series in the multidimensional frame.
The above sampling series, defined as (I) (S w f )(t) := k∈Z f k w χ(wt − k), t ∈ R, w > 0, has been introduced by P.L. Butzer (see, e.g., [24] ) and revealed to be very interesting for both the theoretical and applicative aspects. Indeed, several approximation results have been obtained in the last forty years with respect to different notions of convergence, such as uniform, L p , and modular convergence ( [18, 37, 16] ). Moreover, they have many important applications to Signal Theory since they provide an approximate sampling formula, which allows to reconstruct not necessarily band-limited signals. By its multivariate generalization, that is,
several problems of image processing can be treated (see, e.g., [17] ).
A natural setting to study some issues involving digital images is furnished by the spaces of functions of bounded variation ( [36, 44, 47] ). In this direction, it is interesting to have results about estimates and convergence in variation for the above discrete operators. In the case of functions of one-variable, the problem has been faced in [6] for the operators (I) based upon averaged type kernels.
Here, also with the aim to consider applicative aspects, we deal with the multivariate case, namely we study results about approximation in variation by means of the operators (II) based upon multidimensional product kernels of for some m ∈ N, and χ i : R −→ R are suitable one-dimensional kernels. We will use the multidimensional generalization of the classical Jordan variation introduced by Tonelli (see, e.g., [45] ) and later generalized by T. Radó ([40] ) and C. Vinti ([48] ) to the case of functions of N -variables.
In particular, we establish a variation diminishing-type property (Proposition 1) and a convergence theorem (Theorem 1).
Due to form of the above discrete sampling type operators, to obtain results about approximation in variation is a very delicate problem. The strategy we propose is to introduce a new family of Kantorovich type operators defined as (III) (K w,j f )(t) := t ∈ R N , w > 0, j = 1, . . . , N , for which we establish L p -convergence in a subspace of L p (R N ) (Theorem 4), therefore obtaining a convergence result for the new class of operators (III). We notice that the above result is obtained through the use of the τ −modulus of continuity (see [34, 33, 42] ) which seems to be the most suitable approach in this setting.
The crucial point in order to reach the convergence in variation is to find a link between the two classes of operators: to this aim we prove (Proposition 2) a relation between the gradient of the multivariate generalized sampling series of a function f and the family of Kantorovich-type discrete operators acting on the partial derivatives of f .
Some of the results of the present paper may have an applicative interpretation: in particular, the variation diminishing type property (Proposition 1), ensuring that the generalized sampling series (II) have smaller variation than the function on which they act, can be viewed as a smoothing procedure. Indeed, if the function f is a gray scale digital image, the action of the operators and the consequent variation diminishing corresponds to reducing the jumps of gray levels with respect to the original image, hence producing a smoothing effect.
In Section 6 we discuss such digital image processing applications in details, furnishing some numerical examples.
Notations and preliminaries
Our results will be set in the frame of the space of multivariate functions of bounded variation: in particular we will consider the concept of variation introduced by Tonelli ([45] ) for two variables, extended to the general case of R N by Radó and C. Vinti ([40, 48] ). Here we will recall it.
For a function f : R N → R and x = (x 1 , . . . , x N ) ∈ R N , we will use the notation
if we are interested in the j−th coordinate of x, j = 1, . . . , N . Moreover, given
we will denote the (N − 1)−dimensional interval obtained deleting by I the j−th coordinate, i.e.,
Given a vector x ∈ R N and α ∈ R, we will use the usual notation for products and quotients, i.e., αx = (αx 1 , . . . , αx N ) and, for α = 0,
we will denote the space of locally Riemann integrable functions on R N , while M (R N ) will denote the space of all the measurable and bounded
(the usual Jordan one-dimensional variation of the j−th section of f ) is finite for a.e. x j ∈ R N −1 and
for every j = 1, . . . , N .
For more details about BV -spaces, see, e.g., [9, 5, 10, 11, 4, 13] .
Let us now recall how to compute the multidimensional Tonelli variation.
The first step is to consider, for
is the usual one-dimensional (Jordan) variation of the j − th section of f . Let now Φ(f, I) be the Euclidean norm of the vector
, where Φ(f, I) = +∞ if Φ j (f, I) = +∞ for some j = 1, . . . , N .
Then the variation of f on I ⊂ R N is defined as
where the supremum is taken over all the finite families of N −dimensional intervals {J 1 , . . . , J m } which form partitions of I.
Passing to the supremum over all the intervals I ⊂ R N , we obtain the variation of f over the whole R N , i.e.,
It is well known that, for every f ∈ BV (R N ), ∇f exists a.e. in R N and
, for every j = 1, . . . , N (see e.g. [40, 48] ).
We now recall the notion of absolute continuity in the sense of Tonelli.
It is a well known result that, if [40, 48, 35, 12] ), that is, an integral representation for the variation of f holds.
We will therefore denote by AC(R N ) the space of all the functions f ∈ BV (R N ) ∩ AC loc (R N ) (absolutely continuous functions).
We will study approximation results for the multivariate generalized sampling series, namely a family of discrete operators defined as
such operators are the multidimensional version of the generalized sampling series (see, e.g., [21, 22, 17] ).
Here χ is a kernel, that is, a function χ : R N → R that satisfies the following assumptions:
where the convergence of the series is uniform on the compact sets of R N .
The above assumptions are quite standard working with discrete families of operators: see e.g., [21] . We point out that the operators (S w f ) w>0 are welldefined, for example, for every f ∈ BV (R N ): indeed in this case f is bounded and since |f (t)| ≤ M , for some M > 0 and for every t ∈ R N , we have
In particular, in the present paper we will study the convergence in variation for the multivariate generalized sampling series with product kernels of averaged type, that is kernels of the form 
for some m ∈ N, and χ i : R −→ R is a (one-dimensional) kernel for every i = 1, . . . , N (i.e., satisfying (χ 1 ) and (χ 2 ) with N = 1).
Notice that it is easy to see thatχ m is a kernel itself and moreover, by the
and, by this,
We point out that is it easy to give examples of product kernels of averaged type (see Section 6) to which our results can be applied.
The corresponding multivariate generalized sampling series (associated to the averaged product kernelχ m ) will be denoted as
It is easy to see thatχ m is differentiable and, taking into account that, obviously,
it is possible to write, for every j = 1, . . . , N , t ∈ R N , w > 0,
Notice that, since f is bounded,
again by (χ 2 ) for each one-dimensional kernel χ i .
One of the main ideas of this paper is to establish a relation between the gradient of the multivariate generalized sampling series of a function f and a family of Kantorovich-type discrete operators, that we now introduce, acting on the partial derivatives of f . This generalizes the analogous result, in the one-dimensional case, obtained in [6] , similarly to what happens between the Bernstein polynomials and their Kantorovich version (see, e.g., [1] ).
We therefore introduce the following family of multidimensional discrete operators of sampling-Kantorovich type:
. . , N . Notice that, similarly to the case of (S w f ) w>0 , it is easy to see that the operators (K w,j f ) w>0 , j = 1, . . . , N , are well-defined if, for example f ∈ BV (R N ), since f is in particular bounded.
Results for the multidimensional generalized sampling series
We will first prove that the operators (S
Such result is a kind of "asymptotic" variation diminishing property: indeed, choosing m ∈ N sufficiently large, we obtain the classical variation diminishing property for the multidimensional generalized sampling series.
Proof. Let us fix w > 0 and m ∈ N. By (3) and (4), the partial derivatives of S m w f exist for every t ∈ R N , j = 1 . . . , N , and are bounded: this implies that the sections of the function f are locally absolutely continuous, namely f ∈
. . p, similarly to the proof of Proposition 1 of [6] , it is possible to show
and therefore, by (2),
This implies that, for every k = 1, . . . , p,
Summing now over k = 1, . . . , p and passing to the supremum over all the possible partitions {J 1 , . . . , J p } of I, we conclude that
and hence, by the arbitrariness of
This implies thatS
We will now give the result that establishes a relation between the partial derivatives of the multidimensional sampling series and the multidimensional sampling-Kantorovich type operators acting on the partial derivatives of the function.
Proof. By (3), since f is locally absolutely continuous, we have that
Now putting in the first series k j = k j − m and
4 Convergence in L p for the multidimensional sampling-
Kantorovich type operators
We now study the problem of the convergence in L p for the multidimensional sampling-Kantorovich type operators that we introduced. Such result will be also fundamental in order to prove the convergence in variation for (S w f ) w>0 .
We recall that convergence in L p holds for the multidimensional generalized sampling series (S w f ) w>0 (see [17] ) assuming that f belongs to a suit-
Since the definition of our operators (K w,j f ) w>0 is very close to that one of (S w f ) w>0 , it is natural to expect that the L p −convergence holds within the same subspace, that is what we will now prove.
Let us recall the definition of Λ p (see [17] ).
Let us consider an admissible partition over the i−th axis, i.e., Σ i := (x i,ji ) ji∈Z such that
We say that Σ = (x j ) j∈Z N ⊂ R N , x j = (x 1,j1 , . . . , x N,j N ), j = (j 1 , . . . , j N ) ∈ Z N , is an admissible sequence if it is the cartesian product of admissible parti-
For a fixed admissible sequence Σ, the l p (Σ)− norm of a function f : R N → R is defined as
is the volume of Q j . With such notations the subspace Λ p is defined as
In [17] it is proved that Λ p is a proper linear subspace of L p (R N ), together with other properties concerning such space. In particular, we recall the following important result of convergence in L p for the τ −modulus of smoothness (see [34, 33, 42] )
where order r at t ∈ R N with increment h ∈ R N .
We point out that, of course, Λ p is a non trivial subspace since it contains, for example, all the functions in M (R N ) with compact support.
We are now ready to state the result of convergence in L p for the multidimensional sampling-Kantorovich type operators.
Let us now assume that χ is a kernel with compact support, i.e., χ(t) = 0
, not necessarily of product type, namely χ satisfies the assumption:
We point out that, since χ has compact support, obviously χ ∈ L 1 (R N ) (and therefore (χ 1 ) holds) and satisfies the condition (χ 2 ) since χ is bounded and the series reduces to a finite sum.
Proof. By assumption (χ) there holds, for w > 0, j = 1, . . . , N and t ∈ R N ,
Since χ has support contained in [−T, T ] N , χ(wt − k) = 0 if |wt − k| > T , and therefore the series reduces to a finite sum over the indexes k ∈ Z N such that
, for every i = 1, . . . , N : for such k we have that
by the definition of the modulus of smoothness. Therefore
by (χ 2 ). Passing to the L p −norm we obtain
and the thesis follows by Proposition 3.
Convergence in variation for the multidimensional generalized sampling series
We are now ready to prove the main result of the paper, that is, the convergence in variation for the multidimensional generalized sampling series with product kernels of averaged type. Since we will use results of the previous section, we assume here that χ is a kernel with compact support, that is, χ : R N → R satisfies assumption (χ). 
Now, L j → 0 as w → +∞ by Proposition 4, while I i j → 0 as w → +∞, for every i = 1, . . . , m, j = 1, . . . , N , by the continuity in L 1 of the translation operator.
Therefore the theorem is proved.
Examples and applications to smoothing for digital image processing
In this section, we provide some basic examples of kernels for which the above results hold, and we discuss some applications of the variation diminishing-type property (5) to smoothing in digital image processing. As stated in Section 2, in this paper we consider product kernelsχ m of averaged type.
As a first example, we can consider the multivariate product kernel of the averaged type generated by the well-known Fejér kernel (see, e.g., Fig. 1 left and [27] ), defined by:
where the sinc-function (see, e.g., [26, 7] ) is of the form:
Now, the one-dimensional averaged Fejér kernel (see, e.g., Fig. 1, right) is the following:F
and the corresponding multivariate version (see, e.g., Fig. 2 for the case N = 2)
is:
It is well-known that the Fejér kernel has unbounded support and satisfies assumptions (χ 1 ) and (χ 2 ) (see e.g., [31, 8] Other examples of one-dimensional kernels with unbounded support that can be used to define product averaged type kernels can be found, e.g., in [38, 28, 29, 30] .
In order to recall examples of kernels of one variable such that the corresponding multivariate averaged type versions also satisfy assumption (χ), we recall the definition of the well-known central B-spline of order n ∈ N (see, e.g., Fig. 3 and [46, 25, 2, 3, 20] ), defined by:
where (x) + := max {x, 0} denotes "the positive part" of x ∈ R (see e.g., [41, 
the averaged B-spline kernel of order n ∈ N. Recalling the following well-known property:
for m = 1, we have:
we must have k = 0 and therefore we conclude that
for every n ∈ N, namely, the averaged kernel with m = 1 generated by a central B-spline of order n is a B-spline itself of order n + 1.
In view of the above remark, we can explicitly state that the multivariate averaged type kernel with m = 1 and generated by M n (see, e.g., Fig. 4 for the case n = 2 in two space dimension) is the following: 
In practice, in the latter case the multivariate generalized sampling operators based upon averaged B-spline M n with m = 1 coincide with the usual generalized sampling series based upon the multivariate central B-spline of order n + 1.
Generally speaking, we can also define the multivariate average central Bspline kernels as follows:
Since M n m has compact support it satisfies also assumption (χ); thus the above sampling series fulfills the results of both Section 3 and Section 5. Further, for the latter examples of kernels also Proposition 4 and Theorem 1 can be applied. Now, at the end of this section we consider some applications to smoothing in digital processing. For basic facts concerning this numerical tool for imaging, see e.g., [19, 39, 43] .
It is well-known that any static gray scale image is a bivariate signal with compact support; then it can be (naturally) modeled as follows:
for every image (matrix) A = (a ij ) ij , i, j = 1, 2, ..., m, where 1 ij (x, y), i, j = 1, 2, ..., m, is the characteristic function of the sets
Note that the above function I A (x, y) is defined in such a way that to every pixel (i, j) it is associated the corresponding gray level a ij .
Moreover, by the above representation I A of the image A it turns out that following the indications outlined in [14, 15] in case of the so-called sampling Kantorovich algorithm for image enhancement.
For the numerical experiments, we consider the well-known images of Lena and Baboon with 150 × 150 pixel resolution (see Fig. 5 ).
First of all, we reconstruct the original images in Fig. 5 by using the bivariate averaged Fejér kernel with m = 4. According to Proposition 1, and observing that F 1 = 1, we have:
i.e., the total variation of any reconstructed images is, at least, 4 times smaller than that of the original ones, producing the smoothing effect. In The main differences that can be observed between the images in Fig. 6 and 
