ABSTRACT. Let P be a d-dimensional polyhedron in Ê d and S a non-empty proper face. The trivial fact that every linear inequality which is valid for P is also valid for P is can be understood as a projective mapping π : P △ → S △ from the polar of P to the polar of S. This mapping defines a subdivision of S △ by taking all intersections of images of faces of P △ . In this paper we investigate examples of this mapping and the subdivisions they define for some polyhedra whose vertices are defined by combinatorial objects. In our most prominent example, S is the famous Symmetric Traveling Salesman Polytope and the vertices of P correspond to connected Eulerian multi-graphs. Then there is a characterization of the subdivision of S △ which is independent of P .
INTRODUCTION
If P is a polyhedron and S a proper non-empty face of P , then the trivial fact that every linear inequality valid for P is also valid for S is mirrored by a projective mapping from a polar of P to a polar of S (in the unbounded case suitable definitions of the "polars" are needed). Let us assume for a moment that P is an mpolytope in Ê m containing 0 as an interior point, and let P △ := {a ∈ Ê m | a · x ≤ 1} as usual, where · denotes the standard scalar product. (To keep the notation simple, we define the polar objects in the same vector space rather than the dual, but apart from that, we adopt notation and terminology of [21] .) Embedding S in a linear space L in which it is full-dimensional and contains 0 as an interior point, we also define S △ . Then we have a canonical projective mapping π : Ê m → L taking a valid inequality for P to the corresponding valid inequality for S.
The points in S ♦ are mapped to the point at infinity by π. We emend this by restricting π to the points in a subcomplex of the complex C(P △ ) of all faces of P △ by deleting from C(P △ ) all faces intersecting S ♦ , obtaining dl(S ♦ , P △ ). We thus arrive at a mapping π : |dl(S ♦ , P △ )| → S △ ,
where |·| denotes the point set of a polyhedral complex. On our setting, it can easily be seen that π is onto. Thus it induces a subdivision of S △ by taking all intersections of images of faces of dl(S ♦ , P △ ). In this paper we study π and the subdivision it induces in the case of some examples of polyhedra P and S whose vertices are defined by combinatorial objects. We briefly look at the cases when P is the permutahedron; and when S is the Birkhoff polytope and P is defined by matchings in a bipartite graph. In both examples, the face lattices L(P ) and L(S) are completely understood. As the major contribution of this paper, we then consider the polytope S whose vertex set corresponds to the set of all cycles on a fixed set of n vertices. S has become known as the (Symmetric) Traveling Salesman Polytope, or Hamilton Cycle Polytope. When n ≥ 6, no characterizations of the set of facets of S is known -let alone all its faces; for n < 10 computer generated complete lists of facets are available (e.g., [5] ). The polyhedron P containing S as a face will have as its vertices connected Eulerian multi-graphs. Surprisingly, in this case, the subdivision of S △ can be characterized independently of P .
The paper is organized as follows. After some general remarks in the remainder of the introduction, we present the permutahedron and 1-factor examples in Section 2, while Section 3 describes the application of the technique to cycles and Eulerian multi-graphs.
Some details.
To facilitate the expositions in the following sections, we present some definitions and constructions. We assume that P ⊂ Ê m is bounded and contains 0 as an interior point, that L is a subspace of Ê m . Denoting the canonical inclusion j : L ֒→ Ê m , let S ′ be a polytope in L containing 0 as an interior point and let z ∈ S such that S = j(S ′ ) + z. We can then define the polars of P and S as point sets: 1) which means that the inequality a · x ≤ α in the Ê m -realm corresponds to the inequality j * (a) · x ≤ α − a · z in the L-realm. We thus build the projective mapping Ê m → L :
By (1.1), we know that if a · x ≤ 1 defines a face F of P , then π(a) · x ≤ 1 defines the face F ∩ S of S. As mentioned above, we are not dealing with the point at infinity, and thus restrict π to the points of the deletion dl(S ♦ , C(P △ )) of S ♦ in the polytopal complex C(P △ ) consisting of all faces of P △ :
A routine check shows that π behaves nicely under projective transformations of P or changes of the point z.
It is an elementary to show that, "combinatorially", π is surjective: for every face F ′ of S there exists a face F of P such that F ∩ S = F ′ and F ∨ S = P , i.e., F ♦ ∈ dl(S ♦ , C(P △ )).
1 But in fact it is easy to show that π is onto in terms of point sets. This is so because, we can choose the polar S △ of S conveniently: one may take any face figure P △ /S ♦ of the conjugate face S ♦ of S in P △ , i.e., the intersection of P △ with a suitable (m − dim S ♦ − 1)-dimensional affine space. Hence we see that the surjectivity of π is thus just a generalization of the surjectivity of the radial projection onto a vertex figure. In detail, by appropriately choosing coordinates and translating P , we can split Ê m into a product Ê × L ⊥ × Ê dim S ♦ satisfying the following conditions. When we use the letters (ξ, a, b) for the points in Ê × L ⊥ × Ê dim S ♦ , we assume that the inequality ξ ≤ 1 is valid for P △ , defines the face S ♦ , and that (1, 0, 0) is a relative interior point of S ♦ . Further, S △ = {(0, a, 0) ∈ P △ }.
Then π factors as the projection (ξ, a, b) → (ξ, a) into Ê × L ⊥ followed by the radial projection (ξ, a) → a /ξ into S △ with respect to the point (1, 0, 0) ∈ S ♦ .
As mentioned above, the surjectivity of π allows to define a polytopal subdivision of S △ in which two points a, b of S △ are contained in the relative interior of the same face of the subdivision if and only if their fibers π −1 (a) and π −1 (b) intersect the same faces of dl(S ♦ , C(P △ )).
This paper is dedicated to studying examples of this situation. Thus, we now conclude the exposition of the general approach. In concrete polytopes P and S, suitable selections for the polars have to be made. For unbounded polyhedra, as occurring in Section 3, this will be of particular importance.
TWO EASY EXAMPLES
2.1. Permutahedron. For n ≥ 1, the permutahedron P := Π n−1 is the convex hull of the points (σ −1 (1), . . . , σ −1 (n)) ⊤ in Ê n , with σ ranging over all permutations of [n] := {1, . . . , n}. It is s simple centrally symmetric polytope of dimension d := n − 1. If we denote byB n the poset of all non-empty proper subsets of [n], then the poset of non-empty faces of P is anti-isomorphic to the poset ∆(B n ) of all chains ofB n , in other words L(P △ ) ∼ = ∆(B n ) ∪ {1}. (All these facts are well-known, see e.g. [18, 21] ).
Let S be any non-empty proper face of P , corresponding to a chain W := W 0 · · · W s inB n , with d − s − 1 = dim S. We investigate j : S ֒→ P . In the correspondence between proper faces of P △ and chains inB n , the faces of S ♦ are the sub-chains of W. The poset of proper faces of S △ is isomorphic to the set of chains refining W.
The fact that P △ is simplicial immediately implies that the subdivision of S △ induced by π is a diagram. Further, all faces of P △ which correspond to chains whose sets do not split any of the sets W j+1 \ W j , j = 1, . . . , s, are mapped to the same point by π. This implies that π is injective if and only if S is a facet of P . (Clearly, if S is any facet of any polytope P , then π is injective; but there are examples when π is injective even though S is not a facet of P .)
Now let S be the facet of P whose vertices are the points (σ −1 (1), . . . , σ −1 (n − 1), n) ⊤ where σ ranges over all permutations of [n − 1], i.e., S ∼ = Π n−2 . Then π subdivides (Π n−2 ) △ . With canonical definitions of P △ and S △ , the vertex of P △ corresponding to the set {n} is mapped to the center point of S △ .
So much on the permutahedron for now.
Bipartite matchings and 1-factors.
For an set F , we denote by χ F the characteristic vector of F , i.e., χ F e = 1 if e ∈ F and 0 otherwise. We abbreviate χ {f } by χ f .
Fix a positive integer n, let S be the Birkhoff polytope [3] , i.e., the set of all doubly-stochastic n×n-matrices. In other words, S is the convex hull of all characteristic vectors of edge-sets of 1-factors of the complete graph K n,n on 2n vertices. Further, let P denote the convex hull of all characteristic vectors of matchings in K n,n . Clearly, S is a face of P . We investigate j : S ֒→ P .
Denote by V (K n,n ) and E(K n,n ) the vertex and edge set of K n,n . For u ∈ V (K n,n ), let δ(u) be the set of all edges incident to u. The two polytopes are described by the following two systems of linear inequalities [20] :
For a polar polytope P △ of P we take the intersection of the polar cone {(α, a) ∈ Ê × Ê E(Kn,n) | ax ≥ α ∀x ∈ P } of P with the hyperplane defined by
Assuming n ≥ 2, the vertices of P △ are the points (0, χ e ), e ∈ E(K n,n ), on the face of P △ defined by α ≤ 0; and (−1, −χ δ(u) ), u ∈ V (K n,n ), on the face defined by α ≥ −1. Clearly dl(S ♦ , C(P △ )) is just the face defined by α ≤ 0 -the
. We now assume that n ≥ 3, which implies that the set of vertices of S △ is in canonical bijection with the set of edges of K n,n . Thus we find that π : dl(S ♦ , C(P △ )) → S △ is an affine projection which establishes S △ as the convex hull of its vertices. The next question we ask is: Which face of P △ is mapped into which face of S △ ? We identify faces of dl(S ♦ , C(P △ )) with spanning subgraphs of K n,n by the mapping F → E(K n,n ) \ vert F . In the same way, the face lattice of S △ is anti-isomorphic to the poset of all spanning subgraphs H of K n,n which satisfy:
For every e ∈ E(H) there exists a 1-factor of H containing e. Hence the image under π of a face F in dl(S ♦ , C(P △ )) whose vertices correspond to a spanning subgraph G of K n,n is mapped into the face of S △ corresponding to the spanning subgraph H of G consisting of the union of all 1-factors of G. This answers the above question in a purely combinatorial manner.
No combinatorial answer to the question as to how the faces of S △ are subdivided is known to me.
EXAMPLE: CIRCLES AND CONNECTED EULERIAN MULTI-GRAPHS
The results on the examples in the previous section were possible only through complete knowledge on the polyhedra. In this core section of the paper we give an example for a family of polyhedra, for which no complete description in terms of linear inequalities is known: The so-called Symmetric Traveling Salesman Polytopes and a class of polyhedra containing them as faces. With E n the edge-set of the complete graph K n with vertex set V n := [n], the Symmetric Traveling Salesman Polytope is defined as the convex hull in Ê En of all edge sets of circles with vertex set V n (or Hamiltonian cycles in K n ):
This polytope has received steady research attention over the last decades. One of the reasons is its importance for solving the famous Traveling Salesman Problem, e.g., [7, 8, 9, 1, 12] . Questions concerning aspects of the graph (1-skeleton) of the polytope have also been of interest, e.g., [17] . The dimension of S n is n 2 − n [16] . The second polyhedron which we will consider is defined to be the convex hull of all edge multi-sets of connected Eulerian multi-graphs on the vertex set V n :
identifying sub-multi-sets of E n with non-negative integer points in Ê En . This polyhedron was introduced in [6] under the name of "Graphical Traveling Salesman Polyhedron" and has since frequently occurred in the literature on Traveling Salesman Polyhedra. It is full-dimensional in Ê En [6] .
Graphical Traveling Salesman Polyhedra are important in the study of properties, mainly facets, of Symmetric Traveling Salesman Polytopes [13, 14, 15, 12] . P n has been called the "Graphical Relaxation" of the S n by Naddef & Rinaldi [14, 15] who made use of the fact that S n is a face of P n : The inequality e∈En x e ≥ n is valid for P n and satisfied with equality only by cycles.
A particularly noteworthy argument for the complexity of these polytopes is a result of Billera & Saranarajan: For every 0/1-polytope P , there exists an n such that P is affinely isomorphic to a face of S n (see [2] ). 2 In this section, we will study j : S n ֒→ P n . We will restrict π to a subcomplex of well-behaved faces which we call "good" faces. This excludes difficulties arising from the question of Hamiltonicity of graphs. We will show: that in this situation π is injective; that the mapping π −1 can be explicitly written down; and how to reconstruct the subdivision S of S △ solely out of S, i.e., without "looking at" P . We will make clear what is meant by this. For the remainder of this section, fix n ≥ 5 and let P := P n and S := S n .
In this section, to reduce the notational overhead, we assume that (Ê En ) * = Ê En by using the standard scalar product x · y.
3.1. Preliminaries on connected Eulerian multi-graph polyhedra. We first construct a polar of P . This can be done by intersecting the polar cone C := {(α, a) ∈ Ê×Ê En | a · x ≥ α ∀x ∈ P } with the hyperplane α + e a e = 1. From the observation [6] that P is the Minkowski sum of Ê En + with a finite set of points in Ê En + , we see that this hyperplane intersects all extreme rays of C except for Ê + (α, 0) which 2 Note, though, that this results requires to take faces which are not "good" in the sense of the definition on page 6. u vw FIGURE 1. The shortcut argument does not correspond to a facet of P . For P △ , however, we will take a polyhedron which is projectively isomorphic to the one we just described:
Those among the readers who are familiar with Integer Programming will recognize P △ as the so-called blocking polyhedron of P . A non-negativity facet is a facet of P defined by an inequality x e ≥ 0, for some e ∈ E n (clearly, these inequalities define facets, [6] ). The following facts can be easily verified: We will give results on the restriction of π to the complexC(P △ ) of bounded faces of P △ . Thus, for brevity, we say that a face F of P is good if it is not contained in a non-negativity facet. The following lemma then identifies the target set for π:
This is a generalization of a result in [15] , and the proof is essentially the same. The idea is to transform a connected Eulerian multi-graph H into a cycle by using "shortcuts": for every vertex u of H with degree at least four, we can find a pair of incident edges uv, uw which can be replaced by the single edge uw, see Fig. 1 . It will become clear below (Lemma 3.3), why this argument works. I call it the shortcut argument.
The set of facets of P containing S is known. If, for u ∈ V n , we let δ u be the point in Ê En which is 1 /2 on all edges incident to u and zero otherwise, then the points δ u are vertices of P △ (i.e., the corresponding inequality δ u · x ≥ 1 defines a facet of P , [6] ), and S ♦ = u∈Vn δ u (i.e., no other facet of P contains S, [15] ). Moreover, if a is a vertex of P △ such that the inequality a · x ≥ 1 defines a facet of S, then the a and δ u , u ∈ V n , are the vertices of an n-dimensional face of P , thus a simplex. This observation by Naddef & Rinaldi [15] and its generalizations prove powerful for our purposes. We give a proof of this fact below.
A triangle rooted at u is a pair u, vw consisting of a vertex u ∈ V n and an edge
vw ∈ E n such that #{u, v, w} = 3. Let a ∈ Ê En . We say that a is metric, if it satisfies the triangle inequality, i.e., t u,vw (a) := a vu + a uw − a vw ≥ 0 for all rooted triangles u, vw, and we follow [15] in calling a tight triangular (TT), if it is metric and for each u ∈ V n there exists v, w such that the triangle inequality for this rooted triangle is satisfied with equation: t u,vw (a) = 0. Abusively, we say that a linear inequality is metric, or TT, if the left hand side row vector has the property. In the following lemma, we summarize basic facts about tight triangularity. Let D denote the V n × E n -matrix whose rows are the δ ⊤ u , define the linear space L := ker D, and note that the orthogonal complement L ⊥ of L is equal to im The proofs of these facts are generalizations of arguments which can be found in [15] . We define the mappings
Lemma 3.3. (a) A metric inequality which is valid for S is also valid for P . (b) An inequality defining a good face of P is metric. (c) An inequality defining a good face F of P is TT if and only if F is not contained in a degree facet.
a → (λ u (a)) u∈Vn , and (3.1)
Remark 3.4. By (b), all the points of the complex dl(S △ ,C(P △ )) are TT points. A point a ∈ |C(P △ )| is in dl(S △ ,C(P △ )) if and only if it is TT.
We now give the promised proof of the fact that if for an a ∈ P △ the inequality a · x ≥ 1 defines a facet of S then conv{a} ∪ {δ u | u ∈ V n } is a face of P which is a simplex.
Theorem 3.5 ([15]). Let F be a good facet of S.
There exists a unique facet G of P with F = G ∩ S.
Proof. Clearly, G exists because S is a face of P . Let G be defined by an inequality ax ≥ α. Then a is TT, hence unique in the set {a + D ⊤ ξ | ξ ∈ Ê Vn } of all left hand sides of inequalities defining the facet F of S.
Finally, we need one more technical fact which can easily be proved using the shortcut argument in [15] . Lemma 3.6. Let the TT inequality a · x ≥ 1 be valid for P . If it defines a face of co-dimension c of S, then it defines a face of co-dimension at most c of P .
3.2.
The inverse mapping of π. In this and the next subsection, we will prove the main results of this paper. Here in 3.2, we construct the inverse mapping of π, after restricting it to a set so that the definitions make sense. Essentially, applying π −1 transforms a point into its TT representative in the sense of Lemma 3.3-(d). In 3.2, we will show how to reconstruct the subdivision of in on the S △ side.
We start by construction the polar S △ of S. For this, we let z := 1 /n−11 be the barycenter of S, consider S ′ := S − z a full-dimensional polytope in the linear space L, and take the usual polar of S ′ except that we use "≥" inequalities. In short, we define
Let j : L ֒→ Ê En be the inclusion mapping. We will usually suppress j, but we need its adjoint j * , the orthogonal projection of Ê En onto L. Then we construct the projective mapping π canonically as in the introduction. In matrix form, i.e., as a linear mapping from Ê × Ê En → Ê × L it reads:
i.e., π(a) = 1 α+a·z j * (a). As mentioned before, we consider the restriction of π to the complexC(P △ ) of bounded faces of P △ , to be precise, using Lemma 3.2:
where N denotes the set of those vertices of S △ corresponding to non-negativity facets of S. (The non-negativity inequalities x e ≥ 0 do define facets of S for n ≥ 5, [8] ). We now start with the construction of the inverse mapping of π. As an technical intermediate step, we define a linear mapping I taking points in Ê × L to points in Ê × Ê En by the matrix
Now we let (γ, c) := ϑ • I; in long:
The constructions have been arranged just as to make the following lemma true.
Lemma 3.7.
For all a ∈ L, the point c(a) is TT. Whenever a ∈ S △ , the inequality (γ(a), c(a)) is valid for S and TT, hence also valid for P . If a · x ≥ 1 defines a face F of S ′ , then the face of S defined by c(a) · x ≥ γ(a) is just F + z.
Proof. Use Lemma 3.3.
Finally, we define
In the sequel, we will discuss the following issues:
c) Items (b) and (c) imply that
Thus we obtain the following theorem.
After proving (a-c), we will show how to reconstruct the refinement of dl(N, C(S △ )) included by π in 3.3.
3.2.a.
We show: ϕ is well-defined. We start by showing that the quotient in (3.5) is well-defined. The key ingredient here is the fact that we are only considering good faces. Proof. Suppose now that γ(a) = 0. Then, since the triangle inequality implies c(a) ≥ 0, we have to distinguish two cases: c(a) = 0 and c(a) 0. In the first case, the hyperplane defined by c(a) · x = γ(a) contains S, while a · x ≥ 1 defines a proper face of S ′ , a contradiction to Lemma 3.7. On the other hand, if c(a) 0, then c(a) · x ≥ γ(a) is a non-negative linear combination of non-negativity inequalities which contradicts the fact that a is not a relative interior point of a face of S △ which contains a vertex of S △ corresponding to a non-negativity facet.
It remains to be shown that the image of |dl(N, C(S △ ))| under ϕ is really contained in the destination space given in (3.5).
Lemma 3.10. For all a ∈ |dl(N, C(S
Proof. This follows from Lemma 3.7: The inequality ϕ(a) · x ≥ 1 is valid for P , and the face it defines is good. Since ϕ(a) is TT, the conclusion follows from Remark 3.4.
3.2.b.
We show: ϕ is a left-inverse of π. We prove that ϕ(π((a)) = a for all a ∈ |dl(S ♦ ,C(P △ ))|.
Lemma 3.11.
For all a ∈ |dl(S ♦ ,C(P △ ))| we have (γ, c)(π (1, a)) = (1, a) . In particular, we have that ϕ • π restricted to dl(S ♦ ,C(P △ )) is equal to the identity mapping on this set.
Proof. To see this we compute
Noting that for all a ∈ Ê En , we have j * (a) − a ∈ L ⊥ = lin{δ u | u ∈ V n }, and using that a is TT (Remark 3.4), we conclude
From the statement about (ϑ•I)•π, the statement about the projective mappings ϕ • π follows by a slight generalization of the well-known fact that concatenation of projective mappings corresponds to multiplication of the respective matrices. We omit the computation, and only note that it makes use of the fact that the two mappings h 1 : a → a − D ⊤ λ(a) and h 2 : a → a · z + λ(a) · 1 are positive homogeneous, i.e., h i (ηa) = ηh i (a) for η ≥ 0, i = 1, 2, which follows directly from the definition of λ.
3.2.c.
We show: ϕ is one-to-one. Since we already know that ϕ • π = id, surjectivity of π is equivalent to injectivity of ϕ. We prove the latter. Because of the particular definition of the polar of P , this does not follow from the corresponding statement in the introduction. We prove here a stronger statement which will be of use in 3.3.a. Proof. Let such a, b, η be given. We have
Applying z · to the second equation, we obtain
Applying this to the γs, we have
. Reconstructing the refinement of dl (N, C(S △ )) . Surprisingly, in the case of cycles and connected Eulerian multi-graphs it is possible to give an alternative description of the refinement of dl(N, C(S △ )) induced by π, which solely relies on combinatorial properties of points in this complex. In this section, we explain how this is accomplished. We will first construct a complex S which refines dl(N, C(S △ )). Then we will prove that S is equivalent to dl(S ♦ ,C(P △ )) via ϕ. We note that this allows to reconstruct dl(S ♦ ,C(P △ )) out of dl(N, C(S △ )).
For a ∈ |dl(N, C(S △ ))| and u ∈ V n , we define the following set E u (a) := vw ∈ E n u = v, w, and t u,vw (a) = min
i.e., E u (a) is the set of all edges vw forming a triangle with u and among these minimizing the number
Trivially, E u (a) can be determined by looking at the numbers forming the vector a only. This is important to realize, because the reconstruction of the refinement of dl(N, C(S △ )) defined by π is reconstructed entirely using these sets E u (a). The structure of dl(N, C(S △ )) itself comes in by letting X (a) denote the set of all facets of S △ which contain a, for a ∈ S △ . The idea of the definition of S is now straight forward: The relative interiors of the faces in S are precisely the maximal subsets of |dl(N, C(S △ ))| on which X and all E u , u ∈ V n are constant. To be precise, we set
The remainder of this section will go into proving the following.
Theorem 3.13.
(a) For every a ∈ |dl(N, C(S △ ))|, the set P (a) := u P u (a) is a polytope. The set of polytopes
The mapping ϕ is projective on each face of S. (c) ϕ gives rise to a combinatorial equivalence between S and dl(S ♦ ,C(P △ )).
Together with the fact that ϕ and π are inverse to each other, these items imply that the refinement S of dl(N, C(S △ )) is in fact the refinement induced by π.
3.3.a. We show: P u (a), a ∈ |dl(N, C(S △ ))|, is a polytopal complex which subdivides dl(N, C(S △ )). The metric cone, C := C n , consists of all points a ∈ Ê En which are metric in the sense of the definition on page 7. Hence, C is the set of common solutions to the linear inequalities t u,vw (a) ≥ 0, for all rooted triangles u, vw. Let F u,vw denote the facet of C defined by t u,vw (a) ≥ 0. The TT points of C are the points of a sub-fan of the boundary complex of C:
We have the following fact. In view of this lemma, j * transports the polyhedral fan T into a complete fan j * (T ) in L.
Proposition 3.15. S is the common refinement of dl(N, C(S △ )) and j * (T ).
Proof. By retracing the definition of ϑ, it is easy to see that two points a, b in L are contained in the same relative interior of the same face of j * (T ) if and only if E u (a) = E u (b) holds for all u ∈ V n .
We mention that with considerable more technical effort (and considerable less elegance), it is possible to show the following stronger version of Proposition 3.15.
Proposition 3.16 ([19]
). The sets P u (a) are polytopes. For each face F of dl(N, C(S △ )) and each vertex u ∈ V n , the polytopes P u (a), a ∈ F , form a regular subdivision
S is then the common refinement of the S u .
3.3.b.
We show: ϕ is projective on each face of S. Recall the definition of the mapping λ from (3.1) on page 7. Each λ u is piecewise linear, more precisely, λ u is linear on P u (a) for each a ∈ |dl(N, C(S △ ))|. Thus, λ is linear on each face of S. From (3.4) on page 8 we see that the mapping (c, γ) is also linear on each such face. Now, by the definition of ϕ in (3.5), ϕ is projective on each face of S.
3.3.c.
We show the combinatorial equivalence of S with dl(S ♦ ,C(P △ )). We know that ϕ is an injective mapping from |S| = |dl(N, C(S △ ))| onto |dl(S ♦ ,C(P △ ))|. Since ϕ is projective on each face of S, it certainly defines a polytopal complex ϕ(S) := {ϕ(F ) | F ∈ S}, and the underlying space of ϕ(S) is |dl(S ♦ ,C(P △ ))|. We now prove that the two polytopal complexes coincide.
To do this, we need to descent a bit deeper into the properties of P . Let F be a face of P . We call the linear space dir(F ) := span{y − x | y, x ∈ F } the space of directions of F (span denotes the linear hull). Given three distinct vertices u, v, w ∈ V n , a shortcut is a vector s u,vw := χ vw − χ vu − χ uw ∈ Ê En . If F is a face of P , then a shortcut is said to be feasible for F , if it is contained in the space of directions dir F . It is easy to see that if F is a good face of P , then a shortcut s u,vw is feasible for F if and only if a · s u,vw = 0 for every a ∈ F ♦ . We need the following fact.
Lemma 3.17. A good face F of P is uniquely determined by
• the set of cycles whose characteristic vectors are contained in F , plus
• the set of its feasible shortcuts.
Proof. Every vertex of F is either itself a cycle, or it can be constructed from a cycle by successively subtracting feasible shortcuts. Further, Ê + · χ uv is a ray of F iff, for any a ∈ relint F ♦ , we have a uv = 0 (by Lemma 3.3). This is equivalent to the property that for every w = u, v, both s u,vw and s v,uw are feasible shortcuts.
Now we can proceed with the proof of Theorem 3.13-(c). First of all, the fact that the restriction of ϕ to a face F of S is a projective one-to-one mapping implies that ϕ(F ) is a polytope of dimension dim F in Ê En . We now prove the fundamental ingredient.
Lemma 3.18. Let F be a face of S. There exists a face G of dl(S ♦ ,C(P △ )) such that ϕ(relint F ) ⊂ relint G.
Proof. Let a ∈ relint F . There exists a face G a of dl(S ♦ ,C(P △ )) of which ϕ(a) is a relative interior point. The face G ♦ a of P defined by the inequality (ϕ(a), 1) is good.
Let y ∈ Ê En be a vertex of S, i.e., the characteristic vector of a cycle with vertex set V n . By Lemma 3.7, we know that y ∈ G ♦ a if and only the facet of S △ corresponding to y is in X (a). For a shortcut s u,vw we have s u,vw ∈ dir G ♦ a if and only if ϕ(a) · s u,vw = 0. But by the definition of ϕ this is equivalent to vw ∈ E u (a). Since both X (a) and E u (a) are constant when a varies over relint F , we summarize as follows:
• The set of characteristic vectors of Hamiltonian cycles contained in G ♦ a is constant when a varies over relint F , and • the set of shortcuts contained in dir G ♦ a is constant when a varies over relint F . The conclusion of the lemma now follows from Lemma 3.17 above.
From this lemma, and with the help of Lemma 3.6 on page 8, we know that S is isomorphic via ϕ to a refinement of dl(S ♦ ,C(P △ )). The final missing step is to show that, if a moves from the relative interior of a face F of S to the boundary of F , the face G a containing ϕ(a) as a relative interior point changes. But this is a simple consequence of the fact that, by the definitions of ϕ and S, in this case, the set of feasible shortcuts of G ♦ a , or the set of characteristic vectors of cycles contained in G ♦ , change.
This concludes the proof of Theorem 3.13.
3.4. Some further observations. The invocation of the metric cone in 3.3.a is no great surprise, given that the points in the complexC(P △ ) all satisfy the triangle inequality. It appears even a bit less surprising when one realizes the following.
Observation 3.19. Let C △ n denote the polar cone of the metric cone, i.e., the cone with apex 0 generated by the vectors s u,vw , for three distinct u, v, w ∈ V n . Then for all n ≥ 5 P n = S n + C △ n ∩ Ê En + . We leave the proof to the reader. At this point, we would like to repeat a fact from the proof of Theorem 3.13 which belongs in this context: We conclude with a remark on the generalization of the results in this section.
Remark 3.21. In view of Observation 3.19, the results in this section can be extended in a straightforward manner to the case of any full-dimensional polyhedron P = conv X + Ê m + ⊂ Ê m + which is obtained from a polytope S ⊂ Ê m + by adding a cone and then intersecting with the positive orthant. In fact, it is possible to extract conditions on a polytope S ⊂ Ê m and a cone C under which Theorems 3.8 and 3.13 hold.
