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Abstract
Asymptotic Methods in Inverse Scattering
Scott Rome
Advisor: Shari Moskow, PhD
This work consists of two major components. First, we characterize the effect
of a small inhomogeneity on the transmission eigenvalues of a media by deriving an
asymptotic expansion. We consider the case of a scalar isotropic media and approach
the problem through a variational framework in order to apply tools from the theory
of compact operators. Then, we present approximations to the scattered field of the
full time-harmonic Maxwell equations with a thin high contrast dielectric scatterer
present. Using this approximation, we develop an inversion method to recover the
location of the scatterer in a two dimensional plane. We end by presenting numer-
ical simulations demonstrating both the asymptotic result and the efficiency of the
inversion method.

1Preface
Determining the scattered field given an incident wave and an obstacle is known
as the forward problem in scattering theory. Often described as the “other direction”,
the inverse problem is the determination of the unknown scatterer using data from
the scattered field. For example, one could aim to determine material properties
or the location of the scatterer from readings in the far field. The applications of
inverse scattering theory are far reaching and varied. Inverse scattering theory is the
mathematical foundation for a multitude of modern scientific advancements including
medical imaging, non-destructive testing, sonar, and radar.
We study two broad questions in this work. The first question is how small per-
turbations of a scatterer affect transmission eigenvalues, which is a parameter that
can be determined from far field data. This requires the approximation of nonlin-
ear eigenvalues of a convergent sequence of operators. In fact, we will present an
asymptotic formula characterizing the transmission eigenvalues of a material with
small inhomogeneities. For the second question, we aim to determine the location
of a thin high-contrast dielectric using scattering data. We address this question by
proposing and numerically demonstrating an inversion method using an asymptotic
approximation to the total field for the full Maxwell equations.
The Transmission Eigenvalue Problem is a non-linear, non-selfadjoint eigenvalue
problem outside the scope of the standard theory of eigenvalue problems for elliptic
operators. Physically, transmission eigenvalues are related to non-scattering frequen-
cies. The first formulations of the transmission problem were introduced by Kirsch
2[33] and Colton and Monk [21] in the 1980s, and briefly afterwards, the set of trans-
mission eigenvalues was proven to be discrete by Colton, Kirsch, and Pa¨iva¨rinta in
1989 [18]. It was not until 2008 that the first proof of the existence of at least one
transmission eigenvalue was published, due to Pa¨iva¨rinta and Sylvester [44]. In 2010,
Cakoni, Gintindes and Haddar proved the existence of an infinite set of transmission
eigenvalues [12]. One can determine transmission eigenvalues based on scattering
data [10; 37], and it has been shown that transmission eigenvalues encode informa-
tion about the material properties of the scatterer [11; 13], which underlines their
importance in non-destructive testing and target identification [28; 30]. For more
information of the development and history, see [14].
The frequency at which a transmission eigenvalue occurs depends not only on the
material of the scatterer but also its geometry. Small inhomogeneities in a material
perturb the transmission eigenvalues. One situation in which small inhomogeneities
manifest themselves in materials is via defects, and thereby, transmission eigenvalues
are linked to non-destructive testing. In the presence of such small perturbations, we
want to relate the “background” transmission eigenvalue to the “perturbed” trans-
mission eigenvalue. In the second chapter, we present the first major result of this
thesis: an asymptotic formula for the perturbed transmission eigenvalues in the case
of an scatterer with small inhomogeneities. In fact, the asymptotic formula for each
perturbed eigenvalue depends solely on the background domain’s contrast (i.e. ma-
terial) and transmission eigenvalue, with additional dependence on the size and the
contrast of the inhomogeneity. This question was first studied in [15], and this study
is a continuation of their work. Our approach allows the unperturbed media to be
inhomogeneous as opposed to the homogeneous media studied in [15] but also re-
stricts our attention to simple transmission eigenvalues that are real valued. Since
real eigenvalues are measurable from scattering data, this proves to be sufficient for
3practical applications.
The transmission eigenvalue problem is formulated via a system of elliptic equa-
tions with prescribed boundary data. This can be transformed into an equivalent
fourth order elliptic partial differential equation, which was first introduced in [13; 12].
In our approach, we use a non-linear generalization [39] of Osborn’s theorem [43] to
estimate the transmission eigenvalues of the perturbed media. This approach puts
technical limitations on the contrast of the unperturbed media. For example, the
media may not contain voids (i.e. cavities)– another important topic within trans-
mission eigenvalues (see [9]). To obtain an asymptotic expansion for such cases, we
extend our approach to cover more general scatterers by using a different formulation
from [36] inspired by [48].
Our second area of study is motivated by the use of photonic band gap (PBG)
structures in optical computing and optical communication networks. Typically made
from materials with a high index of refraction, thin-film devices are easily manufac-
turable, and therefore, many studies focus on properties of solutions with this type
of thin high contrast scatterer present. In this context, asymptotic methods, and
in particular approximation methods, are important computation tools. Numeri-
cally computing the scattered wave is too costly in fully three dimensional cases, and
asymptotic methods have the potential to reduce the computational complexity. In-
deed, in the case of thin scatterers, there have been numerous studies which calculate
asymptotic formulas for the scattered wave in the case of thin high contrast scatterers
[40; 4; 15].
The asymptotic formula found in [40] approximates the solution to the three di-
mensional Helmholtz equation by the solution to a two dimensional integral equation.
The authors identified a small parameter and, by using the Lippmann-Schwinger form
of the solution, calculated a limit as the parameter vanished. This resulted in a lim-
4iting equation consisting of only two dimensional integrals which could approximate
the wave at any point in R3. This approach was then applied to Maxwell’s equation
in [4; 3]. While [4] studied smoothly varying scatterers, the formulation introduced
in [3] accounts for jump conditions of the electric field across the boundary of the
scatterer and incorporates that term into the asymptotic formula. The paper also
contained a proof that the third component of the electric field converges to 0 un-
der some regularity assumptions. In the third chapter of this thesis, we continue the
work of [3] by using the asymptotic formula to develop a qualitative inversion method
for the support of the scatterer. Furthermore, we prove the third component of the
electric field converges to 0. The inversion method relies on the third component
vanishing. The results require some a priori assumptions on the regularity. Since the
authors are not aware of rigorous results about these assumptions, we also present
numerical evidence.
We will precede those discussions by an overview of scattering theory. In the first
chapter, we will develop the fundamental concepts of scattering theory through the
Helmholtz equation, and we will also introduce much of the notation necessary for
the subsequent chapters. The fundamentals covered range from elementary topics
including fundamental solutions and the Dirichlet problem to more specialized topics
such as the Lippmann-Schwinger equation and the far field pattern. At the end of
the chapter, we will present a motivation for the transmission eigenvalue problem.
51. Introduction to Scattering
This chapter will serve as a survey of common methods and theorems useful in the
field of inverse scattering for acoustic waves. Through the Helmholtz Equation, we
can introduce many of the techniques needed and touch on several important results.
We will first present the classical inhomogeneous free space Helmholtz Equation on
R3 and derive an integral representation for the solution. We next introduce the
interior Dirichlet problem prove the existence and uniqueness of the solution to the
boundary value problem using a variational framework, and this same type of anal-
ysis will be used in Chapter 2 to study perturbations of Transmission Eigenvalues.
As we maintain a view towards inverse scattering, this will naturally lead us to the
scattering problem via the Lippmann-Schwinger formulation and the Born approxi-
mation. Many of these concepts will appear in Chapter 3 when we study an inverse
problem for the time harmonic Maxwell equation, but we present them in the case
of acoustic waves for simplicity. We conclude the chapter with an introduction to
the Transmission Eigenvalue Problem and its significance, but postpone any rigorous
results until Chapter 2.
The major references for this section were the books of Colton and Kress [19] and
Cakoni and Colton [8].
1.1 The Helmholtz Equation
The Helmholtz Equation,
∆u+ k2u = 0, (1.1)
appears in inverse scattering theory due to its connection to the wave equation: it is
the result of performing a Fourier transform on the wave equation. Although the wave
6equation is hyperbolic, the Helmholtz Equation involves an elliptic operator because
its highest order term is the Laplacian. Therefore, many of the techniques to study
elliptic equations are relevant to the study of the wave equation. The Helmholtz Equa-
tion can also be seen as an eigenvalue problem for the negative Laplacian. This per-
spective is important when constructing solutions to the wave equation on a bounded
domain.
1.2 The Integral Representation
We first find an explicit representation of a function u satisfying the free space
inhomogeneous Helmholtz Equation
∆u+ k2u = −f in R3. (1.2)
For uniqueness, we want our function u to be a radiating solution, that is, it satisfies
the Sommerfeld radiation condition
lim
|x|→∞
|x|
(
∂
∂|x|u− iku
)
= 0. (1.3)
To obtain a representation, we will use Green’s representation formula to derive a
formal integral equation.
The fundamental solution of an operator L is defined to be the function Φ which
satisfies in the distributional sense
LΦ(x, y) = −δx (1.4)
where δx is the Dirac delta function at x, and for x 6= y, Φ satisfies the partial
differential equation defined by L pointwise ( i.e. for L = ∆+k2, then the fundamental
7solution Φ satisfies
∆Φ(x, y) + k2Φ(x, y) = 0 (1.5)
for x 6= y). Since the Dirac delta lives in the dual of C(R3), then by definition we
have that ∫
R3
(∆ + k2)Φ(x, y)f(y) = −f(x) (1.6)
for smooth f . The discussion suggests that formally
u(x) :=
∫
R3
Φ(x− y)f(y) dy (1.7)
satisfies
∆u+ k2u = −f in R3 (1.8)
if u is smooth enough and f is continuous. Indeed, this is the case and we will provide
a sketch of the proof. For more details, see chapter 2 and 8 of [19].
Let Φ be the radiating fundamental solution associated with the Helmholtz equa-
tion given by
Φ(x, y) :=
1
4pi
eik|x−y|
|x− y| , (1.9)
where our choice of Φ is consistent physically with an outgoing wave and satisfies the
Sommerfeld Radiation condition. Let D be a C2 domain. For any u ∈ C2(D)⋂C(D),
we have by Green’s representation formula
u(x) =
∫
∂D
(
∂u
∂ν
(y)Φ(x, y)− u(y)∂Φ
∂ν
(x, y)
)
ds(y)
−
∫
D
(
∆u(y) + k2u(y)
)
Φ(x, y) dy (1.10)
(c.f. Theorem 2.1 [19]). For our discussion, we will assume u has the requisite
smoothness to apply the representation formula.
8If u solves the inhomogeneous Helmholtz Equation (1.8), we see that for any
domain D,
u(x) =
∫
∂D
(
∂u
∂ν
(y)Φ(x, y)− u(y)∂Φ
∂ν
(x, y)
)
ds(y)
+
∫
D
Φ(x, y)f(y) dy (1.11)
by applying the representation formula to u in the inside of D. Using that both u
and Φ satisfy the Sommerfeld radiation condition, one can prove that the boundary
integral must be identically 0 by taking D to be the sphere of radius r and passing
r to infinity. The argument is similar to the argument in the proof of Theorem 2.4
in [19]. Using that f is continuous (and bounded) on R3, the integrand in (1.7) is
weakly singular and therefore exists as an improper integral. This justifies the formal
discussion.
Remark 1.2.1. If u solves the homogeneous Helmholtz Equation (1.1) on R3, one
immediately sees that u is given by
u(x) =
∫
∂D
(
∂u
∂ν
(y)Φ(x, y)− u(y)∂Φ
∂ν
(x, y)
)
ds(y) (1.12)
for any smooth domain D.
1.3 The Dirichlet Problem
We now turn our attention to bounded domains following the approach of Chapter
5 in [8]. The Dirichlet problem for a bounded domain reads: given values of the
function prescribed on the boundary, find a function satisfying the equation in the
9interior. In particular, for a function f ∈ H1/2(D), find u ∈ H1(D) satisfying
∆u+ k2u = 0 in D (1.13)
u = f on ∂D (1.14)
where D ⊂ Rn. In the case where f = 0 and u ∈ H10 (D) is nonzero, we call k2 a
Dirichlet eigenvalue for the (negative) Laplacian.
By choosing a function v ∈ H1(D) solving ∆v = 0 in D and v = f on the
boundary (note, this function is unique [27]), we may rewrite this problem by setting
w := u− v ∈ H10 (D) and g := −k2v
∆w + k2w = g in D (1.15)
w = 0 on ∂D. (1.16)
Let us now define a weak solution for this auxiliary problem. A function w ∈
H10 (D) solves (1.15) in the weak sense if
∫
D
∇w · ∇φ dx− k2
∫
D
wφ dx = −
∫
D
gφ dx for all φ ∈ H10 (D). (1.17)
Now we may use standard tools of functional analysis to prove the existence and
uniqueness of the Dirichlet problem. Define the bounded operator K : H10 (D) →
H10 (D) via Riesz Representation to be the operator given by
(Kw, φ)H10 (D) = (w, φ)L2(D) (1.18)
as the right hand side is a bounded linear functional on H10 (D) due to Poincare’s
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inequality. This operator is in fact compact. Indeed,
(Kw, φ)H10 (D) ≤ ‖w‖L2(D)‖φ‖L2(D) ≤ C‖w‖L2(D)‖φ‖H10 (D) (1.19)
by Poincare’s inequality, and therefore by dividing by ‖φ‖H10 (D) and taking the supre-
mum over H10 (D),
‖Kw‖H10 (D) ≤ C‖w‖L2(D). (1.20)
Let {wk} be a bounded sequence in H10 (D). Due to the Sobolev Embedding of H10 (D)
into L2(D), this sequence has a convergence subsequence in L2(D), which combined
with (1.20) implies K is compact. Therefore, (1.15) may be rewritten
(w − k2Kw, φ)H10 (D) = `(φ) for all φ ∈ H10 (D) (1.21)
where
`(φ) = −
∫
D
gφ dx.
By denoting the identity operator on H10 (D) as I and identifying the functional `
with its representation in H10 (D) (call it gˆ), we have that the Dirichlet problem (1.13)
is equivalent to finding w such that
(I − k2K)w = gˆ. (1.22)
If such a w exists, then we have established the existence and uniqueness of the
Dirichlet problem (1.13). To do so, we use the Fredholm Alternative (see the corol-
lary to Theorem VI.14 in [46]), which in this context states: either (1.22) has a
unique solution or k2 is an eigenvalue of the −∆ (such eigenvalues are called Dirichlet
eigenvalues). From the previous discussion, we have the following theorems:
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Theorem 1.3.1. If k2 is not a Dirichlet eigenvalue, then the Dirichlet problem for
the Helmholtz equation (1.13) has a unique solution u ∈ H1(D) for any f ∈ H1/2(D).
By identifying H10 (D) with its dual space H
−1(D) via Riesz Representation, we
have
Corollary 1.3.2. If k2 is not a Dirichlet eigenvalue, then there exists a unique weak
solution u ∈ H10 (D) to the problem
∆u+ k2u = g
for g ∈ H−1(D). The weak formulation is given by
(u− k2Ku, φ)H10 (D) = −〈g, φ〉H−1(D)
for all φ ∈ H10 (D), where 〈·, ·〉H−1(D) is the dual pairing and K is defined by (1.18).
At first glance, one might question the usefulness of such a theorem; however, from
our formulation, the Dirichlet eigenvalues are the reciprocals of the eigenvalues of K.
As K is self adjoint and compact, the Hilbert Schmidt theorem (Theorem VI.16 [46])
yields a complete orthonormal basis of H10 (D) consisting of Dirichlet eigenvectors and
the Dirichlet eigenvalues accumulate at positive infinity. More general proofs for the
results in this section may be found in [8]. In the coming sections, we will see how
interior Dirichlet eigenvalues can impact the inverse scattering problem.
1.4 The Scattering Problem for an Inhomogeneous Medium
The forward scattering problem is to determine the field after the impact of an
incident wave with an obstacle. The resultant wave, or total field, is the combina-
tion of the initial wave and the so-called scattered wave. Intuitively, the scattered
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wave should be different for different scatterers. The inverse scattering problem is
to determine information about the scatterer from the scattered wave. In the case
of acoustic waves, the equation governing the field in the frequency domain is the
Helmholtz Equation. In what follows, we will introduce the forward scattering prob-
lem and prove the existence and uniqueness of a solution for a given initial wave for
an inhomogeneous scatterer.
We now introduce the system of equations that represent the scattering problem.
Assume ui is a solution to the the Helmholtz Equation (1.1) in R3. Then, upon
contact with the scatterer, the resultant wave u would be equal to
u = ui + us (1.23)
where us is the scattered wave. The scattered wave us is assumed to satisfy the
Sommerfeld radiation condition which implies the scattered wave is outgoing and
this assumption also ensures u is unique.
Therefore, a solution u to the scattering problem satisfies
∆u+ k2nu = 0 in R3 (1.24)
u = ui + us (1.25)
lim
|x|→∞
(
∂
∂|x|us − ikus
)
= 0, (1.26)
where the last equation holds uniformly with respect to the angular direction.
Here ui is the incident wave and is of the form e
ikx·d for |d| = 1, and us is the
scattered wave. Let D be a C2 domain, which is the location of the scatterer in R3,
and the function n ∈ C1(D) to be such that the support of n− 1 is D. The function
n represents the physical characteristics of the scatterer. Since n is a function of x,
the scatterer is called inhomogeneous, as opposed to a homogeneous scatterer where
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n is constant. A physical derivation can be found in [19].
1.5 The Lippmann-Schwinger Equation
Assuming we have a solution u to the scattering problem, we can derive a for-
mula known as the Lippmann-Schwinger form. Since u solves (1.24), we massage the
equation to yield
∆u+ k2u = −k2(n− 1)u. (1.27)
Using that ui is an entire solution of the Helmholtz Equation (1.1) and u = ui + us,
we obtain that us must solve
∆us + k
2us = −k2(n− 1)u. (1.28)
Since we assume n is such that n− 1 has compact support in D, then from (1.7),
we see that we can represent us as
us(x) := k
2
∫
D
Φ(x, y)(n(y)− 1)u(y) dy (1.29)
assuming u and us are smooth enough. This results in the Lippmann-Schwinger form
for u,
u(x) = ui(x) + k
2
∫
D
Φ(x, y)(n(y)− 1)u(y) dy. (1.30)
The Lippmann-Schwinger form (1.30) is an integral equation that can itself be
studied separately from the scattering problem. Under some assumptions, the solution
u will solve the scattering problem. The Lippmann-Schwinger equation has a solution
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for all values of k > 0, but that proof relies on the Unique Continuation Principle
and can be found in [19]. For small k, an elementary proof is sufficient. We will prove
that the integral equation has a unique solution in a special case, and then formally
show how the solution solves the scattering problem.
Let us rewrite (1.30) as an operator equation by defining the operatorK : C0(R3)→
C0(R3) by
u = ui +Ku. (1.31)
Lemma 1.5.1.
‖K‖ ≤ k
2
2
R2‖n− 1‖L∞(D)
Proof. Let R > 0 be large enough so that for each x ∈ D, D ⊂ BR(x). Then,
|Kf(x)| =
∣∣∣∣k2 ∫
D
Φ(x, y)(n− 1)f(y) dy
∣∣∣∣
≤ k
2
4pi
‖n− 1‖L∞(D)
∫
D
1
|x− y|f(y) dy
≤ k
2
4pi
‖n− 1‖L∞(D)‖f‖L∞(R3)
∫
BR(0)
1
|y˜| dy˜
≤ k
2
4pi
‖n− 1‖L∞(D)‖f‖L∞(R3)
∫ R
0
4pi
1
r
r2 dr
≤ k
2
2
R2‖n− 1‖L∞(D)‖f‖L∞(R3) (1.32)
using the change of variables y˜ = x−y and polar coordinates (Theorem C.3.4 [25]).
Then, we have the theorem:
Theorem 1.5.2. If
k2
2
R2‖n− 1‖L∞(D) < 1
and ui ∈ C(R3), then the solution u to the integral equation (1.30) exists and is
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unique. Moreover, u is representable by the series
u =
∞∑
j=0
Kjui.
Proof. From Lemma 1.5.1 and the assumption, we see that K from (1.31) satisfies
‖K‖ < 1. Therefore, we apply the well known result for linear operators: if ‖A‖ < 1,
then I − A is invertible after setting A = K. The theorem also gives a formula for
the inverse as a geometric series
(I −K)−1 =
∞∑
j=0
Kj, (1.33)
which by applying this to (I −K)u = ui gives the result.
The series representation is sometimes referred to as the Born series and will be
explored in the next section.
The Lippmann-Schwinger form is equivalent to the scattering problem if u and
D are regular enough. Formally, if we differentiate under the integral sign, and
one can prove that the solution to the Lippmann-Schwinger integral equation is a
solution to the scattering problem. In particular, by applying the operator ∆ + k2.
For a rigorous treatment of this topic and a proof that a function defined via the
Lippmann-Schwinger equation is a solution to the scattering problem, see chapter 8
in [19].
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1.6 The Born Series and Approximation
The Born Series can be viewed as the series resulting from the iteration of (1.31),
which can be formally written as
∞∑
j=0
Kjui. (1.34)
Of course, this series was shown to converge in Theorem 1.5.2, and furthermore, that
the series is equal to u in the limit. In practice, however, it is common to truncate
the series above yielding
u ≈ ui +Kui, (1.35)
which we will call the Born Approximation.
In the case of a low contrast scatterer, the Born approximation estimates the
total field using only knowledge of the scatter (via K) and the initial wave ui. A low
contrast scatterer refers to the case that n ≈ 1. The next corollary will present the
logical steps connecting the integral equation formulation to the Born series. The
result also explains why the approximation is only valid for low contrast scatterers.
The reader will notice that the conditions are only sufficient.
Corollary 1.6.1. Assume ui ∈ C(R3), then the solution u to the Lippmann-Schwinger
equation satisfies
u = ui +Kui +O(‖n− 1‖2L∞(R3))
Proof. From one iteration of the integral equation (1.31), we have
u = ui +Kui +K2u. (1.36)
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Since u is bounded, (1.5.1) implies
u = ui +Kui +O(‖n− 1‖2L∞(R3)). (1.37)
For a more detailed discussion including a sharper bound and numerical results
on the convergence of the series, we refer the reader to [32].
1.7 The Far Field Pattern
We now introduce the concept of the far field pattern and discuss some of its
properties. Following [19], let xˆ = x/|x|. In the case of scattering by inhomogenous
media, us defined by (1.29) is of the form
us(x) :=
eik|x|
|x|
(
u∞(xˆ) +O
(
1
|x|
))
(1.38)
where
u∞(xˆ) =
k2
4pi
∫
D
e−ikxˆ·y(n(y)− 1)u(y) dy. (1.39)
The function u∞ is referred to as the far field pattern of u. This definition of u∞ is
derived from the estimate
|x− y| =
√
|x|2 − 2x · y + |y|2 = |x| − x|x| · y +O
(
1
|x|
)
, (1.40)
which implies the fundamental solution Φ can be approximated via
eik|x−y|
|x− y| =
eik|x|
|x|
(
e−ik
x
|x| ·y +O
(
1
|x|
))
. (1.41)
The far field pattern can also be derived from (1.12) in a similar way.
18
One approach to recover information about the scatterer is substituting in the
first term of the Born approximation into (1.39):
u∞(xˆ) =
k2
4pi
∫
D
e−ikxˆ·y(n(y)− 1)ui(y) dy. (1.42)
With knowledge of the far field pattern, one can perform an inversion of the discretized
integral to gain a regularized version of the support of n− 1. This technique is used
in the numerics of Chapter 3.
There are other methods to recover the support of the scatterer that we will
now discuss, and by doing so, we will also motivate the next section on transmission
eigenvalues. For our discussion, we associate a direction d with the far field pattern
based on the initial wave. That is, for ui(x; d) = e
ikx·d where d is a unit vector, we
define u∞(x; d) as the corresponding far field pattern. Let Ω = {x : |x| = 1}. Then,
the far field operator can be defined as F : L2(Ω)→ L2(Ω)
(Fg)(xˆ) =
∫
Ω
u∞(xˆ; d)g(d) ds(d). (1.43)
It can be shown that this operator is injective with dense range if and only if k > 0
is not a transmission eigenvalue (c.f. Theorem 7.31 [8]). The importance of this result
is not realized until put into the context of the Linear Sampling Method [17; 23] and
the Factorization Method [34; 35]. These methods are used to reconstruct the support
of the scatterer (i.e. the support of n − 1) and rely on the fact that F is injective
and has dense range. Therefore, they are only valid when k is not a transmission
eigenvalue. For an introduction on the two methods, see [8].
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1.8 Transmission Eigenvalues
The Interior Transmission Eigenvalue Problem relates to the scattering (or non-
scattering to be more precise) of a wave. If one has found an incident field that
does not scatter, then many of the techniques of inverse scattering would be useless.
Heuristically, take an incident wave ui and solve the scattering problem for some
wavenumber k. Assume the corresponding scattered field is such that us|R3\D = 0
but nonzero inside D. In this case, the far field pattern u∞ is identically 0. Thus,
the far field mapping of n 7→ u∞ would certainly not be injective. This basic fact
immediately causes non-scattering initial waves to be of interest to someone studying
inverse scattering. Many methods, including relatively straightforward methods like
the Born approximation, would no longer be useful.
Let us derive the equation a non-scattering wave would satisfy: Suppose that
us = 0 on Rd \D, then
∆u+ k2u = 0 in R3 \D (1.44)
because outside the scatterer u = ui. Similarly, inside the scatterer, u solves the
scattering problem
∆u+ k2nu = 0 in D. (1.45)
Physically, the total field and its normal derivative are continuous from the inside to
the outside and thus the condition
u+ = u− on ∂D (1.46)(
∂u
∂ν
)+
=
(
∂u
∂ν
)−
on ∂D. (1.47)
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Since u|R3\D = ui, we can rewrite this condition as
u+i = u
− on ∂D (1.48)(
∂ui
∂ν
)+
=
(
∂u
∂ν
)−
on ∂D. (1.49)
Set u|D = w and ui|D = v. This motivates the definition of the interior Transmis-
sion Eigenvalue Problem: find w and v such that
∆w + k2nw = 0 in D (1.50)
∆v + k2v = 0 in D (1.51)
w = v on ∂D (1.52)
∂w
∂ν
=
∂v
∂ν
on ∂D. (1.53)
Values of k > 0 in which this system has a nontrivial solution w and v is called
a transmission eigenvalue. We will explore nontrivial solutions to this problem in
Chapter 2.
An important point is that not all solutions to the interior transmission problem
can be extended outside of D. That is, v cannot be necessarily be extended to a
solution of the Helmholtz Equation in R3. If v can be extended, then the extended v
is considered an incident field which does not scatter. Therefore, the non-scattering
of the incident field is a sufficient but not necessary condition for the existence of
a transmission eigenvalue. Indeed, for inhomogeneous scatterers containing right
angles, any incident field generates a scattered field, even scatterers with interior
transmission eigenvalues [7]. So, transmission eigenvalues do not correspond to only
non-scattering frequencies, but on the other hand, one can construct incident fields
with arbitrarily small scattered fields.
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2. Approximation of Transmission Eigenvalues for Scatterers with Small
Inhomogeneities for Isotropic Media
2.1 Some Results on Spectral Approximation
Suppose that we have compact operators K and K0 where K converges to K0 (in
some sense) as → 0 and we want to relate their eigenvalues. In particular, we would
like to know if the spectra of the operators converge. The applications of the solution
of this problem are far reaching, and in our case, apply to the study of transmission
eigenvalues, which we will explore in the next section.
We view the spectrum σ as a mapping from compact operators to the compact
subsets of C. Introducing this context allows us to discuss the continuity of the
spectrum, which will provide a basic answer to the question posed in the previous
paragraph. We will then expand upon this answer with asymptotic estimates of the
eigenvalues.
Let (M,d) be a metric space and K(X) denote the non-empty compact subsets
of (M,d). Then, we define the Hausdorff metric on K(X) to be
dH(X, Y ) := max
{
sup
x∈X
inf
y∈Y
d(x, y), sup
y∈Y
inf
x∈X
d(x, y)
}
. (2.1)
Moreover, let K(H) be the set of compact operators on a Hilbert space H and let
dN represent the metric from the operator norm. It is obvious that (K(H), dN) is a
complete metric space.
Now we are able to realize properties of σ by a corollary of a result by J.D.
Newburgh [42] in 1951:
Corollary 2.1.1 (J. D. Newburgh). The spectrum σ : (K(H), dN) → (K(C), dH) is
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continuous.
This was the earliest result on the matter that was readily available, and may be
the first proof of such a result.
However, the Hausdorff metric is admittedly abstract and may not be helpful for
many applications. In applied mathematics, generally an asymptotic formula and
a rate of convergence is better than simply convergence. In 1975, an asymptotic
estimate was proven by Osbourne.
Let K ∈ K(H) and µ be a simple eigenvalue with a normalized eigenvector φ.
Let Kn be a sequence of compact operators converging in norm to K where µn are
eigenvalues converging to µ (as we can see exist from the last theorem). We now
present a corollary for this simplified case:
Corollary 2.1.2 (Osborn [43]). Then there exists a constant C such that
|µ− µn − 〈(K −Kn)φ, φ〉H | ≤ C‖(K −Kn)φ‖H‖(K∗ −K∗n)φ‖H .
Transmission eigenvalues correspond to nonlinear eigenvalues, and the previous
corollary corresponds to only linear eigenvalues. By performing a linearization, there
is a similar theorem for nonlinear eigenvalues:
Theorem 2.1.3 (Nonlinear Eigenvalue Correction [39]). Let X be a Banach space
and {T(λ) : X → X} a set of compact operator valued functions of λ which are
analytic in a region U of the complex plane, such that T(λ) → T0(λ) in norm as
 → 0 uniformly for λ ∈ U . Let λ0 6= 0, λ0 ∈ U be a simple nonlinear eigenvalue of
T0,
λ0T0(λ0)φ = φ,
define DT0(λ0) to be the derivative of T0 with respect to λ evaluated at λ0, and let φ
be the normalized eigenfunction and φ∗ its dual. Then for any  small enough there
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exists λ, a simple nonlinear eigenvalue of T, such that if
λ20〈DT0(λ0)φ, φ∗〉 6= −1
we have the following formula
λ − λ0 = λ20
〈(T0(λ0)− T(λ0))φ, φ∗〉
1 + λ20〈DT0(λ0)φ, φ∗〉
+O
(
sup
λ∈U
‖(T(λ)− T0(λ))
∣∣
R(E)
‖‖(T ∗ (λ)− T ∗0 (λ))
∣∣
R(E)∗‖
)
where R(E) is the space spanned by φ and R(E)∗ is its dual or the space spanned by
φ∗.
A special case of this theorem was first used in a paper in 2008 studying resonances
of thin photonic structures by Moskow, Santosa, and Gopalakrishnan [29], but was
proven for a more general case in 2014 by Moskow [39].
2.2 Approximation for a Special Case
2.2.1 Definitions and Statement of the Problem
Let our domain D ⊂ Rd (d = 2, 3) be bounded with C2 boundary, and let n0 ∈
C∞(D) be the given smooth background coefficient which becomes constant near the
boundary of D. That is, we assume that
n0 − nˆ0 has compact support in D for some constant nˆ0. (2.2)
This background n0 will be perturbed by small volume inhomogeneities of arbi-
trary smooth shape. For i = 1, . . . ,m, we define the bounded shapes Bi to be smooth
deformations of a ball centered at the origin, so that zi+Bi is a small inhomogeneity
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centered at zi. We also assume that  is small enough so that each scaled ball is
separated from the others and the boundary, in particular (zi + Bi)∩ (zj + Bj) = ∅
for i 6= j. We let W be the union of these inhomogeneities, that is
W :=
m⋃
i=1
(zi + Bi) ,
and we define the perturbed squared index of refraction n:
n(x) =
 ni x ∈ zi + Bi, i = 1, . . . ,mn0 x ∈ D \W, (2.3)
where the ni ∈ R are constants. Let H20 (D) denote the Sobolev space given by
H20 (D) :=
{
u ∈ H2(D) : u = ∂u
∂ν
= 0 on ∂D
}
.
or, equivalently, the H2 closure of C∞0 (D) functions. Consider now the interior trans-
mission eigenvalue problem corresponding to a scalar isotropic media with these small
inhomogeneities. We wish to find nontrivial w, v ∈ L2(D) with w− v ∈ H20 (D) satis-
fying
∆w + τnw = 0 in D (2.4)
∆v + τv = 0 in D (2.5)
w = v on ∂D (2.6)
∂w
∂ν
=
∂v
∂ν
on ∂D. (2.7)
Values of τ ∈ R+ for which the eigenvalue problem (2.4)-(2.7) has a nontrivial solution
are called transmission eigenvalues.
Note that the boundary conditions are equivalently stated as w − v ∈ H20 (D). In
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relation to the scattering problem, the eigenvalue parameter τ := k2 where k is the
wave number proportional to the frequency. The transmission eigenvalue problem is
non-selfadjoint and known to have complex eigenvalues in some cases. However here
we limit ourselves to the study of real eigenvalues, which are the only ones that can
be measured from scattering data and used to obtain information about the media.
In [13], the transmission eigenvalue problem was shown to posses an infinite set of
real transmission eigenvalues assuming that n− 1 ≥ α > 0 or 0 ≤ β ≤ 1− n(x) < 1
for α and β independent of . Here we assume that n−1 ≥ α > 0, and note that all of
the following could just as likely be done in the second case. Because of this restriction,
the analysis does not include scatterers containing voids or whose contrast switches
signs. Hence, the “special” label of the inhomogeneity. We also note that the existence
of real or complex eigenvalues is proven under weaker assumptions in [47]. However,
our approach makes fundamental use of the framework developed in [13], thus we
require the above assumptions. Under our assumption, it is proven in [11; 22] that all
transmission eigenvalues τ are uniformly bounded below by τ0 := λ1(D)/α+ 1 where
λ1(D) is the first Dirichlet eigenvalue of −∆ in D. Therefore, we may assume that
all transmission eigenvalues lie in [τ0, +∞), and this assumption plays an important
role in our proofs later.
The goal of this section is to find an asymptotic expansion with respect to  for
transmission eigenvalues of the perturbed problem. Since everything in our problem is
real valued, we assume that the involved Sobolev spaces contain real valued functions
over real numbers field throughout this chapter, for sake of simplicity.
Given our assumptions, the transmission eigenvalue problem (2.4) is equivalent to
the fourth order nonlinear eigenvalue problem [12] for u = w − v ∈ H20 (D)
(∆ + τn)
1
n − 1(∆ + τ)u = 0, (2.8)
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which in variational form is stated as follows: find u ∈ H20 (D) such that
∫
D
1
n − 1(∆u+ τu)(∆φ+ τnφ) dx = 0 for all φ ∈ H
2
0 (D). (2.9)
Following the definitions in [12], we rephrase this in terms of variationaly defined
operators. Let us define the bilinear forms on H20 (D)×H20 (D),
Aτ,(u, φ) =
(
1
n − 1(∆u+ τu), (∆φ+ τφ)
)
L2(D)
+ τ 2(u, φ)L2(D) (2.10)
for  ≥ 0 and
B(u, φ) = (∇u,∇φ)L2(D). (2.11)
Note that due to the restrictions on n, the bilinear forms will be bounded [13;
14]. Hence by the Riesz Representation Theorem, we may define operators Aτ,,B :
H20 (D)→ H20 (D) such that
Aτ,(u, φ) = (Aτ,u, φ)H20 (D) and B(u, φ) = (Bu, φ)H20 (D) (2.12)
for all u, φ ∈ H20 (D). Notice that B is compact due to the compact embedding of
H2(D) into H1(D), and Aτ, is invertible since Aτ, is coercive for all τ > 0 [13]. It
is convenient to use the inner product and norm on H20 (D) induced by the bilinear
form Aτ,0:
(u, φ)A := Aτ,0(u, φ) = (Aτ,0u, φ)H20 (D) and ‖u‖A :=
√
(u, u)A (2.13)
where we note that these norms depend on τ . Here  = 0 corresponds to the unper-
turbed case, i.e. the media with refractive index n0. We also denote the adjoint with
27
respect to this inner product by ∗, that is for an operator T : H20 (D)→ H20 (D),
(Tu, φ)A = (u, T
∗φ)A for u, v ∈ H20 (D). (2.14)
We may now rewrite the variational form (2.9) of the transmission eigenvalue problem
as
(Aτ,u− τBu, φ)H20 (D) = 0 (2.15)
for u, φ ∈ H20 (D), or equivalently, finding u ∈ H20 (D) such that
(I − τA−1τ,B)u = 0. (2.16)
Define the linear operator T(τ) : H
2
0 (D)→ H20 (D) for  ≥ 0 and τ ∈ C such that
T(τ) := A−1τ,B, (2.17)
so we can write (2.16) as
τT(τ)u = u. (2.18)
We have now rephrased the problem as a nonlinear eigenvalue perturbation prob-
lem. That is, we would like to find τ such that there exists a nontrivial u ∈ H20 (D)
satisfying
τT(τ)u = u
for  > 0. If  = 0, then n = n0 in the definition of T0(τ), and this corresponds to the
background problem. Our goal is to find a correction formula for the eigenvalues of
the perturbed problem in terms of the eigenvalues and eigenvectors of the background
problem. To this end, we will apply Theorem 2.1.3. We can apply the theorem if
T(τ) converges to T0(τ) in norm, and this convergence restricted to the eigenspace
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of T0(τ) dictates the speed of which τ approaches τ .
The proof of this result will require many technical and auxiliary lemmas that
will follow. The next section will contain some estimates which will give us these
convergence rates and will show that the hypotheses of the theorem are satisfied.
Section 2.2.3 contains the application of this eigenvalue correction theorem; and in
the appendix we prove several technical lemmas used throughout the section.
2.2.2 Operator Convergence Results
In this section, we prove lemmas which will allow us to successfully apply the non-
linear eigenvalue correction theorem (Theorem 2.1.3). First, we prove the convergence
in the H20 norm of A−1τ,f , assuming some regularity for f . Next, we introduce a cor-
rection term, which we will use to improve the convergence rate. We then prove that
we have operator norm convergence of A−1τ,B, and, finally, we derive an asymptotic
formula for A−1τ,f in the inner product of H20 (D).
To simplify the analysis, we will assume a single inhomogeneity W = B centered
at the origin. The arguments carry over easily to the more general case.
Strong convergence of A−1τ,
For a fixed f ∈ H20 (D), define u for  > 0 as
u = A−1τ,f and u0 = A−1τ,0f. (2.19)
Lemma 2.2.1. Let Aτ, be defined as in (2.12) and f ∈ H20 (D). If A−1τ,0f ∈ C2,α(D)
for some α > 0, then
‖A−1τ,f − A−1τ,0f‖H20 (D) ≤ Cτd/2,
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that is,
‖u − u0‖H20 (D) ≤ Cτ d/2,
where Cτ is independent of  and Cτ = C0 +C1τ +C2τ
2 with Ci independent of τ for
i = 0, 1, 2.
Proof. Since Aτ,u = Aτ,0u0 = f , we have that for φ ∈ H20 (D),
0 = (Aτ,u − Aτ,0u0, φ)H20 (D)
= (Aτ,(u − u0), φ)H20 (D) + (Aτ,u0 − Aτ,0u0, φ)H20 (D). (2.20)
From the definitions (2.12) of Aτ, and Aτ,0, we have
(Aτ,u0 − Aτ,0u0, φ)H20 (D) =
∫
D
(
1
n − 1 −
1
n0 − 1
)
∆u0∆φ dx
+ τ
∫
D
(
1
n − 1 −
1
n0 − 1
)
u0∆φ dx+ τ
∫
D
(
1
n − 1 −
1
n0 − 1
)
∆u0φ dx
+ τ 2
∫
D
(
1
n − 1 −
1
n0 − 1
)
u0φ dx. (2.21)
Recall, we assume that u0 ∈ C2,α(D). Since n − n0 is zero outside of W = B, we
have a bound on the first term,
∣∣∣∣ ∫
D
(
1
n − 1 −
1
n0 − 1
)
∆u0∆φ dx
∣∣∣∣ ≤ C0 ∣∣∣∣ 1n1 − 1 − 1n0 − 1
∣∣∣∣
∞
‖∆u0‖∞
∫
B
|∆φ| dx
≤ C0‖χB‖L2(D)‖φ‖H20 (D)
≤ C0d/2‖φ‖H20 (D), (2.22)
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and the second
∣∣∣∣ ∫
D
(
1
n − 1 −
1
n0 − 1
)
u0∆φ dx
∣∣∣∣ ≤ ∣∣∣∣ 1n1 − 1 − 1n0 − 1
∣∣∣∣
∞
‖u0‖∞
∫
B
|∆φ| dx
≤ C1d/2‖φ‖H20 (D). (2.23)
For the other terms, we can obtain the desired convergence rate from Sobolev em-
bedding theorem:
∣∣∣∣ ∫
D
(
1
n − 1 −
1
n0 − 1
)
∆u0φ dx
∣∣∣∣ ≤ ∣∣∣∣ 1n1 − 1 − 1n0 − 1
∣∣∣∣
∞
‖∆u0‖∞
∫
B
|φ| dx
≤ C1d‖φ‖L∞(D)
≤ C1d‖φ‖H20 (D) (2.24)
and
∣∣∣∣ ∫
D
(
1
n1 − 1 −
1
n0 − 1
)
u0φ dx
∣∣∣∣ ≤ C2 ∣∣∣∣ 1n1 − 1 − 1n0 − 1
∣∣∣∣
∞
‖u0‖∞
∫
B
|φ| dx
≤ C2d‖φ‖H20 (D). (2.25)
Thus, we have shown that
(Aτ,(u − u0), φ)H20 (D) ≤ Cτ d/2‖φ‖H20 (D) (2.26)
where Cτ = C0 + C1τ + C2τ
2. By choosing φ = u − u0, the desired result follows
from the coercivity of the bilinear form Aτ,
C‖u − u0‖2H20 (D) ≤ C
d/2‖u − u0‖H20 (D). (2.27)
Note that the coercivity constant C for Aτ, on H20 (D) is independent of  and τ
provided we assume τ > τ0 := λ1(D)/(α + 1) (see (13) in [13]).
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We now construct an appropriate corrector function and use it to improve the
estimates for the convergence of A−1τ, . To do this, we will rescale the problem to one
in which the inhomogeneity shape is fixed, similar to what was done in [15]. In what
follows, we identify n0 with its constant extension to Rd, which is well defined and
smooth by the assumption (2.2). Define
y = x/, D˜ =
D

(2.28)
and
n˜(y) = n(x) =
 n1 y ∈ Bn0 y ∈ Rd \B. (2.29)
Let the function v˜B ∈ H20 (D˜) be such that
∫
D˜
1
n˜− 1∆yv˜B∆yφ dy =
∫
B
∆yφ(y) dy (2.30)
for any φ ∈ H20 (D˜). The existence and uniqueness of v˜B follows from the Riesz
representation theorem. Since the domain D˜ is increasing with , we also define a
limiting function vB on all of Rd. To do this, we introduce the Sobolev space (following
[5]):
W 20 (Rd) =
 u ∈ D
′(Rd) : 0 ≤ |m| ≤ k, ρ|m|−2(lnω)−1D|m|u ∈ L2(Rd)
k + 1 ≤ |m| ≤ 2, ρ|m|−2D|m|u ∈ L2(Rd),
where weights are given by ρ := (1 + |x|2)1/2 and ω := (2 + |x|2); indices k = 1 if
d = 2 or k = −1 if d = 3. This space is equipped with the usual H2 norm with the
indicated weights. Then the function vB ∈ W 20 (Rd) satisfies
∫
Rd
1
n˜− 1∆yvB∆yφ dy =
∫
B
∆yφ(y) dy (2.31)
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for all φ ∈ W 20 (Rd). As shown in [15], we may choose vB such that it satisfies the
following decay conditions at infinity:
vB(y) = o(|y|2−d/2), ∇ · vB(y) = o(|y|1−d/2), D2vB(y) = o(|y|−d/2). (2.32)
Remark 2.2.2. By its definition (2.31), vB is a weak solution to the partial differ-
ential equation on Rd
∆y
1
n˜− 1∆yvB = ∆yχB. (2.33)
Due to the decay conditions (2.32), the Laplacian is invertible [5] and we have the
identity
∆yvB = (n˜− 1)χB. (2.34)
Recall that u0 := A−1τ,0f as in the previous proof (2.19). We define the correction
u˜(1) to be
u˜(1) :=−
(
1
n1 − 1 −
1
n0(0)− 1
)(
∆u0(0) + τu0(0)
)
v˜B(x/). (2.35)
Notice, this function is in H20 (D) since v˜B(y) ∈ H20 (D˜) thus it will act as a correction
term in the H20 (D) norm. However, since v˜B depends on , to derive an asymptotic
formula we also define the correction term u(1) ∈ H2(D)
u(1) :=−
(
1
n1 − 1 −
1
n0(0)− 1
)(
∆u0(0) + τu0(0)
)
vB(x/). (2.36)
where vB is defined by (2.31). Note that these two corrections are close to each other
due to the lemmas in the appendix, in particular Lemma A.2.1. The following lemma
and its corollary describe precisely the error when these corrections are introduced.
Lemma 2.2.3. Let d = 2, 3. For Aτ, and u˜(1) defined by (2.12) and (2.35) respec-
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tively, if f ∈ H20 (D) and A−1τ,0f ∈ C2,α(D) for some α > 0, then
‖A−1τ,f − A−1τ,0f − 2u˜(1)‖H20 (D) ≤ Cτo(d/2),
that is,
‖u − u0 − 2u˜(1)‖H20 (D) ≤ Cτo(d/2),
where Cτ =
∑2
i=0Ciτ
i for Ci independent of τ .
Corollary 2.2.4. Let u(1) defined by (2.36), if the conditions of Lemma 2.2.3 hold,
then
‖∆u −∆u0 − 2∆u(1)‖L2(D) ≤ Cτo(d/2),
where Cτ =
∑2
i=0Ciτ
i for Ci independent of τ .
Proof of Corollary 2.2.4. The proof follows from the above Lemma 2.2.3 and Lemma
A.2.1 (originally from [15]).
Proof of Lemma 2.2.3. Starting from (2.20), we add and subtract Aτ,2u˜(1) to the
right hand side to have
0 = (Aτ,(u − u0 − 2u˜(1)), φ) + (Aτ,u0 − Aτ,0u0 + Aτ,2u˜(1), φ)H20 (D). (2.37)
As in the previous proof, we have the estimate
(Aτ,u0 − Aτ,0u0 + Aτ,2u˜(1), φ)H20 (D) =
∫
D
(
1
n − 1 −
1
n0 − 1
)
∆u0∆φ dx
+ τ
∫
D
(
1
n − 1 −
1
n0 − 1
)
u0∆φ dx
+ (Aτ,2u˜(1), φ)H20 (D) +O
(
d‖φ‖H20 (D)
)
. (2.38)
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First we will show that
(Aτ,2u˜(1), φ)H20 (D)
= −
(
1
n1 − 1 −
1
n0(0)− 1
)(
∆u0(0) + τu0(0)
) ∫
B
∆φ(x) dx+ o
(
2‖φ‖H20 (D)
)
.
(2.39)
We begin by considering
2(Aτ,v˜B(·/), φ)H20 (D) = 2
(
1
n − 1∆v˜B(·/),∆φ
)
L2(D)
+ 2τ
(
∆v˜B(·/), 1
n − 1φ
)
L2(D)
+ 2τ
(
1
n − 1 v˜B(·/),∆φ
)
L2(D)
+ 2τ 2
((
1
n − 1 + 1
)
v˜B(·/), φ
)
L2(D)
. (2.40)
For the second term in (2.40), observe that by using Cauchy-Schwarz and ∆y = 
2∆x
for y = x/,
∣∣∣∣2τ(∆v˜B(·/)−∆vB(·/), 1n − 1φ
)
L2(D)
∣∣∣∣
≤ τ
∥∥∥∥ 1n − 1
∥∥∥∥
L∞(D)
‖∆yv˜B −∆yvB‖L2(D)‖φ‖L2(D)
≤ Cτo(d/2)‖φ‖H20 (D), (2.41)
where the last line follows from Lemma A.2.1. We now use the smoothness of n0 to
replace it with its value at the center of the ball. Since n − n0 only has support on
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B, by Taylor’s theorem we have for ζx = ξx,
2τ
(
∆vB(·/),
(
1
n − 1 −
1
n0 − 1
)
φ
)
L2(D)
= 2τ
(
∆vB(·/),
(
1
n1 − 1 −
1
n0(0)− 1 + ∇
(
1
n0(ζx)− 1
)
(ξx)
)
φ
)
L2(B)
. (2.42)
We will first bound the term without the gradient of n0. For convenience define
δn =
1
n1 − 1 −
1
n0(0)− 1 . (2.43)
We calculate
2τ
∣∣∣∣(∆vB(·/),( 1n1 − 1 − 1n0(0)− 1
)
φ
)
L2(B)
∣∣∣∣
= −δnτ (∇yvB(·/),∇φ)L2(B) + 2τδn(∂νvB(·/), φ)L2(∂(B))
≤ C‖∇yvB(·/)‖L2(B)‖∆φ‖L2(D) + 2τδn(∂νvB(·/), φ)L2(∂(B)). (2.44)
After the change of variables y = x/,
≤Cd/2+1‖∇yvB‖L2(B)‖∆φ‖L2(D) + 2τδn(∂νvB(·/), φ)L2(∂(B))
≤Cd/2+1‖∆φ‖L2(D) + τδn(∂νyvB(·/), φ)L2(∂(B)) (2.45)
because vB ∈ H2(B). To bound the second term, we change variables and use conti-
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nuity of v to show
τδn(∂νyvB(·/), φ)L2(∂(B)) ≤τδn‖φ‖L∞(∂(B))‖∂νyvB(·/)‖L1(∂(B))
≤τδn‖φ‖L∞(D)‖∂νyvB(y)‖L1(∂B)d−1
≤Cτdτδn‖φ‖H20 (D)‖∂νyvB(y)‖L1(∂B)
=O
(
d‖φ‖H20 (D)
)
(2.46)
since vB is bounded in H
2(B). Estimating the term in (2.42) with the gradient of n0,
we obtain
2τ
(
∆vB(·/), ∇
(
1
n0(ζx)− 1
)
· (ξx)φ
)
L2(B)
≤ Cτ
∥∥∥∥∇( 1n0 − 1
)∥∥∥∥
L∞(D)
‖φ‖L∞(D)
∫
B
|∆yvB| dx
≤ Cτ‖φ‖H20 (D)‖χB‖L2(D)‖∆yvB‖L2(D)
≤ Cτd/2+1‖φ‖H20 (D). (2.47)
Therefore, we have
2τ
(
∆vB(·/), 1
n − 1φ
)
L2(D)
=τ
(
∆vB(·/), 1
n0 − 1φ
)
L2(D)
+O
(
d/2+1‖φ‖H20 (D)
)
.
(2.48)
Because n0 ∈ C∞(D) and φ ∈ H20 (D), one clearly has
∥∥∥∥∆( 1n0 − 1φ
)∥∥∥∥
L2(D)
≤ C‖∆φ‖L2(D). (2.49)
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Therefore, we compute the bound
∣∣∣∣∣2τ
(
∆vB(·/), 1
n0 − 1φ
)
L2(D)
∣∣∣∣∣ =
∣∣∣∣∣2τ
(
vB(·/),∆
(
1
n0 − 1φ
))
L2(D)
∣∣∣∣∣
≤ C2‖vB(·/)‖L∞(D)
∥∥∥∥∆( 1n0 − 1φ
)∥∥∥∥
L2(D)
≤ C2‖vB‖L∞(Rd)‖φ‖H20 (D)
≤ C2‖φ‖H20 (D) (2.50)
since vB ∈ L∞(Rd) for d = 2, 3. Now, we will estimate the third term of (2.40) using
Cauchy-Schwarz
∣∣∣∣∣2τ
(
1
n − 1 v˜B(·/),∆φ
)
L2(D)
∣∣∣∣∣ ≤ C
∥∥∥∥ 1n − 1
∥∥∥∥
L∞(D)
‖2v˜B(·/x)‖L2(D)‖∆φ‖L2(D)
= o
(
d/2‖φ‖H20 (D)
)
(2.51)
by Proposition A.2.2. For the last term we may do similarly to obtain
∣∣∣∣∣2τ 2
((
1
n − 1 + 1
)
v˜B(·/), φ
)
L2(D)
∣∣∣∣∣
≤ C
∥∥∥∥ 1n − 1 + 1
∥∥∥∥
L∞(D)
‖2v˜B(·/x)‖L2(D)‖φ‖L2(D)
= o
(
d/2‖φ‖H20 (D)
)
.
Combining the above inequalities, we may write
2(Aτ,v˜B(·/), φ)H20 (D) =2
(
1
n − 1∆v˜B(·/),∆φ
)
L2(D)
+ o
(
d/2‖φ‖H20 (D)
)
. (2.52)
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Observe by definition of v˜B(x/) combined with a change of variables y = x/,
2
(
1
n − 1∆v˜B(·/),∆φ
)
L2(D)
= 2
∫
D
∆v˜B(x/)∆φ dx
=
1
2
∫
D˜
∆yv˜B(y)∆yφ(y) 
ddy
=
1
2
∫
B
∆yφ(y) 
ddy
=
∫
B
∆xφ(x) dy. (2.53)
Thus, we have the asymptotic formula
(Aτ,2u˜(1), φ)H20 (D)
= −
(
1
n1 − 1 −
1
n0(0)− 1
)(
∆u0(0) + τu0(0)
) ∫
B
∆φ(x) dx
+ o
(
d/2‖φ‖H20 (D)
)
. (2.54)
Using the support of n − n0 and the definition of Aτ,2u˜(1) in (2.38), we have that
(Aτ,u0 − Aτ,0u0 + Aτ,2u˜(1), φ)H20 (D)
=
∫
B
(
1
n1 − 1 −
1
n0 − 1
)
∆u0∆φ dx+ τ
∫
B
(
1
n1 − 1 −
1
n0 − 1
)
u0∆φ dx
−
∫
B
(
1
n1 − 1 −
1
n0(0)− 1
)(
∆u0(0) + τu0(0)
)
∆φ dx
+o(d/2‖φ‖H20 (D)). (2.55)
By assumption, we have u0 = A−1τ,0f ∈ C2,α(D) for some α > 0 and constant C. Using
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this fact, we are be able to estimate the remaining terms of (2.55):
∣∣∣∣ ∫
B
((
1
n1 − 1 −
1
n0 − 1
)
∆u0−
(
1
n1 − 1 −
1
n0(0)− 1
)
∆u0(0)
)
∆φ dx
∣∣∣∣
≤ Cα
∫
B
|∆φ| dx
≤ Cα‖χB‖L2(D)‖φ‖H20 (D)
≤ Cd/2+α‖φ‖H20 (D). (2.56)
Similarly, we will use that u0 is Lipschitz on D to show
∣∣∣∣ ∫
B
((
1
n1 − 1 −
1
n0 − 1
)
u0−
(
1
n1 − 1 −
1
n0(0)− 1
)
u0(0)
)
∆φ dx
∣∣∣∣
≤ C
∫
B
|∆φ| dx
≤ C‖χB‖L2(D)‖φ‖H20 (D)
≤ Cd/2+1‖φ‖H20 (D).
Choose φ = u − u0 − 2u˜(1). By the argument of the past lemmas and since the
coercivity of constant associated with Aτ, is independent of  and τ ≥ τ0, we have
that
‖u − u0 − 2u˜(1)‖2H20 (D) = o
(
d/2‖u − u0 − 2u˜(1)‖H20 (D)
)
. (2.57)
We can now combine the previous lemma and the technical lemma in the last
section to prove the convergence of BA−1τ,f .
Lemma 2.2.5. Let d = 2, 3. For Aτ, and B defined by (2.12). If f ∈ H20 (D) and
A−1τ,0f ∈ C2,α(D) for some α > 0, then
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‖B(A−1τ, − A−1τ,0)f‖H20 (D) ≤ Cτo(d/2)
where Cτ =
∑2
i=0Ciτ
i for Ci independent of τ .
Proof. By the definition of the operator B, we have that for φ ∈ H20 (D)
(B(A−1τ, − A−1τ,0)f, φ)H20 (D) = (∇(A−1τ, − A−1τ,0)f,∇φ)L2(D)
= −((A−1τ, − A−1τ,0)f,∆φ)L2(D)
≤ ‖(A−1τ, − A−1τ,0)f‖L2(D)‖φ‖H20 (D). (2.58)
Choosing φ = B(A−1τ, − A−1τ,0)f and taking absolute values, the inequality becomes
‖B(A−1τ, − A−1τ,0)f‖H20 (D) ≤ ‖(A−1τ, − A−1τ,0)f‖L2(D). (2.59)
From the previous lemma we have
‖A−1τ,f − A−1τ,0f − 2u˜(1)‖L2(D) = o(d/2). (2.60)
We note by Proposition A.2.2 the correction term 2u˜(1) defined by (2.35) is o(d/2).
Norm convergence of A−1τ,B.
We now show operator norm convergence of A−1τ ′,B for τ ′ in an open set containing
τ .
Lemma 2.2.6. Let d = 2, 3, τ > τ0 > 0, and let Aτ, and B be defined by (2.12).
Then, there exists an α with 0 < α < 1 and an open bounded set U containing τ
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such that for all τ ′ ∈ U
‖A−1τ ′,B− A−1τ ′,0B‖L(H20 (D)) ≤ Cα
for a C independent of τ ′ but depending on choice of U .
Proof. Let f, φ ∈ H20 (D) and note that from (2.20) we have that
(Aτ,(u − u0), φ)H20 (D) = −(Aτ,u0 − Aτ,0u0, φ)H20 (D)
hence we estimate the term in the right hand side. To this end, we define u = A−1τ,Bf
for  ≥ 0 as in Lemma 2.2.1. We begin by using (2.21) from the proof of Lemma
2.2.1,
(Aτ,u0 − Aτ,0u0, φ)H20 (D) =
∫
D
(
1
n − 1 −
1
n0 − 1
)
∆u0∆φ dx
+ τ
∫
D
(
1
n − 1 −
1
n0 − 1
)
u0∆φ dx
+ τ
∫
D
(
1
n − 1 −
1
n0 − 1
)
∆u0φ dx
+ τ 2
∫
D
(
1
n − 1 −
1
n0 − 1
)
u0φ dx
=I + II + III + IV. (2.61)
We are immediately able to bound II, III and IV
II, III ≤ Cτ‖A−1τ,0B‖d/2‖f‖H20 (D)‖φ‖H20 (D) (2.62)
and
IV ≤ Cτ 2‖A−1τ,0B‖d/2‖f‖H20 (D)‖φ‖H20 (D) (2.63)
where the estimates follow from (2.23), (2.24), (2.25) and the Sobolev embedding of
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H20 (D) into C
0,α(D). For the remaining term I, we need to use the fact that u0 is
more regular than f due to the presence of compact B. Because Bf solves
∆∆Bf = −∆f, (2.64)
standard elliptic regularity [1] yields that Bf ∈ H4(D) for f ∈ H20 (D). Furthermore,
by looking at the variational form for Aτ,0, one finds that given u = Bf , A−1τ,0u also
solves a fourth order elliptic equation:
∆∆A−1τ,0u = ∆
(
1
n0 − 1∆u
)
+ τ∆
(
1
n0 − 1u
)
+ τ
1
n0 − 1∆u+ τ
2
(
1
n0 − 1 + 1
)
u,
(2.65)
Therefore, if f ∈ H20 (D), then as discussed Bf ∈ H4(D), which implies by standard
elliptic regularity that A−1τ,0Bf ∈ H4(D). Therefore, we have the bound
‖A−1τ,0Bf‖H4(D) ≤ ‖A−1τ,0‖L(H4(D))‖B‖L(H4(D),H20 (D))‖f‖H20 (D). (2.66)
The Uniform Boundedness Principle applied to the set {A−1τ,0 : τ ∈ U, U compact}
yields a bound in H4(D) uniform in τ . That is, for some C independent of τ ,
‖A−1τ,0Bf‖H4(D) ≤ C‖f‖H20 (D). (2.67)
Therefore, we may compute a bound for the integral I,
∣∣∣∣∫
D
(
1
n − 1 −
1
n0 − 1
)
∆u0∆φ dx
∣∣∣∣ ≤ ∣∣∣∣ 1n1 − 1 − 1n0 − 1
∣∣∣∣ ‖∆u0‖L2(B) ‖∆φ‖L2(D)
≤
∣∣∣∣ 1n1 − 1 − 1n0 − 1
∣∣∣∣ ∫
D
χB(∆u0)
2 dx. (2.68)
Let 1 < p < 2 and let p∗ be its Sobolev conjugate so that they satisfy 1/p∗ = 1/p−1/d.
Recall that L2(D) ⊂ Lp(D) and therefore H1(D) ⊂ W 1,p(D) ⊂ Lp∗(D). Let q be the
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Ho¨lder dual to pˆ := p∗/2 that is 1/q + 1/pˆ = 1. It is important to notice that by our
choice of p, 1/q > 0. We may now calculate
∣∣∣∣∫
D
χB(∆u0)
2 dx
∣∣∣∣ ≤ C‖(∆u0)2‖Lpˆ(D)|B|1/q = C‖∆u0‖2Lp∗ (D)|B|1/q (2.69)
≤ C‖∆u0‖2H1(D)1/q ≤ C‖u0‖2H3(D)1/q ≤ C‖f‖2H20 (D)
1/q
through u0 = A−1τ,0Bf and (2.66). This along with (2.68) and (2.69) implies
I ≤ C1/(2q)‖f‖H20 (D)‖φ‖H20 (D). (2.70)
We conclude the proof using (2.61) and the uniform coercivity of Aτ, for τ > τ0 as
in the end of the proof of Lemma 2.2.1. The bounds derived will hold for any τ ′ ∈ U
by the same argument and since U is compact we can choose the constant C in the
final estimate independent of τ ′.
An Asymptotic Formula
Having established the order of convergence of the operators involved in the trans-
mission eigenvalue problem, we next proceed with an asymptotic formula for the op-
erator Aτ,, where we explicitly display the first term in the asymptotic expansion.
Such a formula is later used to obtain the correction term for the eigenvalues.
Lemma 2.2.7. Let d = 2, 3, f ∈ H20 (D) and φ ∈ H20 (D)
⋂
C2,α(D). If A−1τ,0f ∈
C2,α(D) for some α > 0, then
(
(Aτ, − Aτ,0)(u0 + 2u˜(1)), φ
)
H20 (D)
= d|B| n0(0)− n1
(n0(0)− 1)2
(∆u0(0)∆φ(0) + τ(u0(0)∆φ(0) + ∆u0(0)φ(0)) + τ
2u0(0)φ(0)) + o(
d)
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for u˜(1) defined by (2.35).
Proof. By definition and using the support of n − n0,
((Aτ, − Aτ,0)(u0 + 2u˜(1)), φ)H20 (D) =
∫
B
(
1
n1 − 1 −
1
n0 − 1
)
∆(u0 + 
2u˜(1))∆φ dx
+ τ
∫
B
(
1
n1 − 1 −
1
n0 − 1
)
(u0 + 
2u˜(1))∆φ dx
+ τ
∫
B
(
1
n1 − 1 −
1
n0 − 1
)
∆(u0 + 
2u˜(1))φ dx
+ τ 2
∫
B
(
1
n1 − 1 −
1
n0 − 1
)
(u0 + 
2u˜(1))φ dx
=I + II + III + IV. (2.71)
We consider first II and IV which are the most straightforward. After a change of
variables, the term containing u0 in II is
τd
∫
B
(
1
n1(y)− 1 −
1
n0(y)− 1
)
u0(y)∆φ(y) dy
= τd|B|
(
1
n1 − 1 −
1
n0(0)− 1
)
u0(0)∆φ(0) + o(
d), (2.72)
because the integrand is continuous, whereas the term containing u˜(1) is
τd
∫
B
(
1
n1 − 1 −
1
n0 − 1
)
2u˜(1)∆φ dy
≤ τ
∥∥∥∥ 1n1 − 1 − 1n0 − 1
∥∥∥∥2
L∞(D)
‖∆φ‖L∞(D)
∫
B
2v˜B dx
≤ Cτ‖χB‖L2(D)‖2v˜B‖L2(D) ≤ Cτd/2o(d/2) (2.73)
by Proposition A.2.2. Therefore,
II = τd|B|
(
1
n1 − 1 −
1
n0(0)− 1
)
u0(0)∆φ(0) + o(
d), (2.74)
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and the same reasoning yields
IV = τ 2d|B|
(
1
n1 − 1 −
1
n0(0)− 1
)
u0(0)φ(0) + o(
d). (2.75)
Now let us consider I:
∣∣∣∣∫
B
(
1
n1 − 1 −
1
n0 − 1
)
∆(2u˜(1) − 2u(1))∆φ dx
∣∣∣∣
≤ C
∥∥∥∥ 1n1 − 1 − 1n0 − 1
∥∥∥∥2
L∞(D)
‖∆φ‖L∞(D)‖χB‖L2(D)‖∆y(v˜B − vB)‖L2(D)
≤ C‖∆φ‖L∞(D)d/2o(d/2)
= o(d) (2.76)
by Lemma A.2.1 and the fact that φ ∈ C2,α(D). Next, we recall that
δn =
(
1
n1 − 1 −
1
n0(0)− 1
)
. (2.77)
We now change of variables, note that ∆y = 
2∆, and recall our C2,α assumption on
u0 so that we have
I =d
∫
B
(
1
n1 − 1 −
1
n0(y)− 1
)
∆(u0(y) + 
2u(1)(y))∆φ(y) dy
=d
∫
B
(
1
n1 − 1 −
1
n0(y)− 1
)
∆u0(y)∆φ(y) dy
− dδn(∆u0(0) + τu0(0))
∫
B
(
1
n1 − 1 −
1
n0(y)− 1
)
∆yvB(y)∆φ(y)dy + o(
d)
=d|B|
(
1
n1 − 1 −
1
n0(0)− 1
)
∆u0(0)∆φ(0)
− d(∆u0(0) + τu0(0))
(
1
n1 − 1 −
1
n0(0)− 1
)2
∆φ(0)
∫
B
∆yvB(y)dy + o(
d)
(2.78)
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by the Lebesgue Dominated Convergence Theorem. Similarly,
III =τd|B|
(
1
n1 − 1 −
1
n0(0)− 1
)
∆u0(0)φ(0)
− τd
(
1
n1 − 1 −
1
n0(0)− 1
)2
(∆u0(0) + τu0(0))φ(0)
∫
B
∆yvB(y)dy
+ o(d). (2.79)
Due to Remark 2.2.2,
∫
B
∆yvB(y)dy =
∫
B
(n˜(y)− 1) dy = (n1 − 1)|B| (2.80)
since n1 is constant. The previous equality implies
δn
(
|B| −
(
1
n1 − 1 −
1
n0(0)− 1
)∫
B
∆yvB(y)dy
)
= |B| n0(0)− n1
(n0(0)− 1)2 (2.81)
for δn defined by (2.77). By collecting terms we have the formula in the statement of
the theorem.
2.2.3 Correction Formula and Proof
In what follows let u be the solution to
∫
D
1
n0 − 1(∆u+ τu)(∆φ+ τn0φ) dx = 0 for all φ ∈ H
2
0 (D), (2.82)
normalized with respect to the A-inner product, that is, the A-normalized eigenfunc-
tion of the transmission problem for the unperturbed media, and we define u to
be
u = A−1τ,Bu = T(τ)u for  ≥ 0. (2.83)
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Recall that u0 = T0(τ)u = u/τ . The unperturbed eigenfunction u is known to be
H4(D)
⋂
H20 (D) due to standard elliptic regularity results for fourth order partial
differential equations [1]. We will assume throughout this section that τ is simple,
i.e., the eigenspace is one-dimensional. To derive the eigenvalue correction, we will
apply a nonlinear eigenvalue correction theorem. We will apply this theorem using
the A-inner product defined in the second section, and thus u will satisfy ‖u‖A = 1.
We note that this inner product depends on τ , and therefore we must consider how
each constant depends on τ . The lemmas from the previous section are sufficient to
prove the following:
Lemma 2.2.8. Let d = 2, 3, T(τ) defined by (2.17) for  ≥ 0, and u be the solution
to the variational problem (2.9). Then,
‖T(τ)u− T0(τ)u‖A ≤ Cτ d/2
and
‖T ∗ (τ)u− T ∗0 (τ)u‖A = C ′τo(d/2)
where Cτ =
∑3
i=0 Ciτ
i and C ′τ =
∑3
i=0C
′
iτ
i and Ci, C
′
i are independent of τ . Further-
more, there exists open set U ⊂ R+ containing τ with U compact such that
T(τ
′)→ T0(τ ′)
uniformly in the operator norm for all τ ′ ∈ U .
Proof. The first is obvious from Lemma 2.2.1 because the bilinear formAτ,0 is bounded:
Aτ,0(φ, φ) ≤ ‖Aτ,0‖L(H20 (D))‖φ‖2H20 (D). (2.84)
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To derive a finer estimate on the constant, we compute
Aτ,0(φ, φ) =
∫
D
1
n0 − 1 |∆φ+ τ
2φ|+ τ 2|φ| dx
≤ max
{
1,
∥∥∥∥ 1n0 − 1
∥∥∥∥
L∞(D)
}
(1 + Cτ 2)‖φ‖2H20 (D)
≤ (C˜0 + C˜1τ 2)‖φ‖2H20 (D) (2.85)
for some C˜0, C˜1 independent of τ . Therefore, by combining the previous inequality
with the Cτ in Lemma 2.2.1, we obtain
(C˜0 + C˜1τ
2)1/2 ≤ C(C1/20 + C1/21 τ), (2.86)
the first bound in the statement of the theorem. To prove the faster convergence of
the adjoint, notice that for a fixed , the adjoint of T(τ) (of course with respect to
the A-inner product) is
T(τ)
∗ = A−1τ,0BA−1τ,Aτ,0 (2.87)
since both Aτ, and B are self adjoint with respect to the standard inner product [13].
So, we may compute using coercivity,
(T ∗ (τ)u− T ∗0 (τ)u, φ)A =
(
B(A−1τ, − A−1τ,0)Aτ,0u, φ
)
H20 (D)
≤‖B(A−1τ, − A−1τ,0)Aτ,0u‖H20 (D)‖φ‖H20 (D)
≤ 1
C
‖B(A−1τ, − A−1τ,0)Aτ,0u‖H20 (D)‖φ‖A, (2.88)
where the last line used the coercivity of Aτ,0. Let us choose φ = T ∗ (τ)u − T ∗0 (τ)u.
Since u ∈ H20 (D)
⋂
H4(D), Lemma 2.2.5 yields the desired result. The last assertion
in the statement of the lemma follows directly from Lemma 2.2.6 and (2.85).
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Next, we compute an asymptotic expansion for the inner product that appears in
the eigenvalue correction theorem.
Lemma 2.2.9. Let d = 2, 3, T(τ) defined by (2.17) for  ≥ 0, and u be the solution
to the variational problem (2.82). Then
((T0(τ)− T(τ))u, u)A
= d|B|1
τ
n0(0)− n1
(n0(0)− 1)2
(
∆u(0)2 + 2τu(0)∆u(0) + τ 2u2(0)
)
+ o(d)
= d
|B|
τ
n0(0)− n1
(n0(0)− 1)2 (∆u(0) + τu(0))
2 + o(d).
Proof. Due to Lemma 2.2.7, it is sufficient to show that
((T0(τ)− T(τ))u, u)A = ((Aτ, − Aτ,0)(u0 + 2u˜(1)), u)H20 (D) + o(d)
where u0 =
1
τ
u and u˜(1) is defined by (2.35). Because u = T(τ)u, we observe
Aτ,u = Aτ,0u0 = Bu, implying
(u − u0, φ)A =((Aτ,0 − Aτ,)u, φ)H20 (D) + (Aτ,u − Aτ,0u0, φ)H20 (D)
=((Aτ,0 − Aτ,)u, φ)H20 (D). (2.89)
We must now construct an approximation for this term. Let z := u − u0 − 2u˜(1) ∈
H20 (D). We claim
((Aτ, − Aτ,0)z, φ)H20 (D) = o(d). (2.90)
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Indeed, using the support of n − n0,
((Aτ, − Aτ,0)z, φ)H20 (D)
=
∫
B
(
1
n1 − 1 −
1
n0 − 1
)
∆z∆φ dx+ τ
∫
B
(
1
n1 − 1 −
1
n0 − 1
)
z∆φ dx
+ τ
∫
B
(
1
n1 − 1 −
1
n0 − 1
)
∆zφ dx+ τ
2
∫
B
(
1
n1 − 1 −
1
n0 − 1
)
zφ dx.
The second term we may discard using Sobolev embedding and Lemma 2.2.3:
∣∣∣∣ ∫
B
(
1
n1 − 1 −
1
n0 − 1
)
z∆φ dx
∣∣∣∣
≤
∥∥∥∥ 1n1 − 1 − 1n0 − 1
∥∥∥∥
L∞(D)
‖z‖L∞(D)‖∆φ‖L∞
∫
B
dx
≤ C‖z‖H20 (D)d
= o(
3d
2 ). (2.91)
Similarly, we can calculate the last term by the same approach
∣∣∣∣ ∫
B
(
1
n1 − 1 −
1
n0 − 1
)
zφ dx
∣∣∣∣
≤
∥∥∥∥ 1n1 − 1 − 1n0 − 1
∥∥∥∥
L∞(D)
‖z‖L∞(D)‖φ‖L∞d (2.92)
= o(
3d
2 ). (2.93)
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Similarly, we have
∣∣∣∣ ∫
B
(
1
n1 − 1 −
1
n0 − 1
)
∆z∆φ dx
∣∣∣∣
≤
∥∥∥∥ 1n1 − 1 − 1n0 − 1
∥∥∥∥
L∞(D)
‖∆φ‖L∞(D)
∫
D
χB|∆z| dx
≤ C‖χB‖L2(D)‖z‖H20 (D)
≤ Cd/2o(d/2) (2.94)
and
∣∣∣∣ ∫
B
(
1
n1 − 1 −
1
n0 − 1
)
∆zφ dx
∣∣∣∣
≤
∥∥∥∥ 1n1 − 1 − 1n0 − 1
∥∥∥∥
L∞(D)
‖φ‖L∞(D)
∫
D
χB|∆z| dx
= o(d). (2.95)
By applying Lemma 2.2.7,
((T0(τ)− T(τ))u, φ)A
= d|B| n0(0)− n1
(n0(0)− 1)2 (∆u0(0)∆φ(0)+τ(u0(0)∆φ(0)+∆u0(0)φ(0))+τ
2u0(0)φ(0))+o(
d).
(2.96)
Since u0(0) =
1
τ
u(0), we have completed the proof by taking φ = u.
For the denominator in the correction theorem, we must compute the derivative
of T0(τ) with respect to τ , DT0(τ). In fact this derivative is DT0(τ)u = v where
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v ∈ H10 (D) solves
∆∆Aτ,0v = ∆
(
1
n0 − 1A
−1
τ,0Bu
)
+
1
n0 − 1∆A
−1
τ,0Bu + 2τ
(
1
n0 − 1 + 1
)
A−1τ,0Bu.
(2.97)
This calculation is rigorously justified in the appendix.
Theorem 2.2.10. Let d = 2, 3, u be a solution to (2.82), and T(τ) defined by (2.17)
for  ≥ 0. For u chosen such that ‖u‖A = 1 we have that
τ − τ = dτ |B| n0(0)− n1
(n0(0)− 1)2
(∆u(0) + τu(0))2
1 + τ 2(DT0(τ)u, u)A
+ o(d)
if the denominator is nonzero, where
(DT0(τ)u, u)A =− 21
τ
(
1
n0 − 1u,∆u+ τu
)
L2(D)
− 2 (u, u)L2(D) .
Proof. Define u = T(τ)u. We note that the condition ‖u‖A = 1 can be restated as
1 = Aτ,0(u, u) = τ(Aτ,0A−1τ,0Bu, u)H20 (D) = τ‖∇u‖2L2(D). (2.98)
Hence, we can assume that ‖∇u‖2L2(D) = 1τ . Therefore, Lemma 2.2.8 grants us the op-
erator convergence needed for application of the nonlinear eigenvalue theorem (The-
orem 2.1.3) and a compact U on which the convergence holds. The constants in
Lemma 2.2.8 may be made uniform for τ ∈ U , yielding
O
(
sup
λ∈U
‖(T(λ)− T0(λ))
∣∣
R(E)
‖‖(T ∗ (λ)− T ∗0 (λ))
∣∣
R(E)∗‖
)
= o(d). (2.99)
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in the case of a simple eigenvalue. Applying the theorem gives the formula
τ − τ =τ 2 ((T0(τ)− T(τ))u, u)A
1 + τ 2(DT0(τ)u, u)A
+ o(d)
=τd
n0(0)− n1
(n0(0)− 1)2
(∆u(0) + τu(0))2
1 + τ 2(DT0(τ)u, u)A
+ o(d)
(2.100)
after substituting in the result of Lemma 2.2.9. The value for (DT0(τ)u, u)A in the
statement of the theorem is given by (A.31) and Proposition A.2.3.
As discussed in Section 2.2.2, the arguments used in the case of a single inhomo-
geneity carry over to multiple inhomogeneities. In particular, define
n(y) =
 ni y ∈ Bi, i = 1, . . . ,mn0 y ∈ Rd \B
and for i = 1, . . . ,m define the functions v˜Bi and vBi as before by
∫
D˜
1
n˜− 1∆yv˜Bi∆yφ dy =
∫
Bi
∆yφ(y) dy (2.101)
for any φ ∈ H20 (D˜) and
∫
Rd
1
n˜− 1∆yvBi∆yφ dy =
∫
Bi
∆yφ(y) dy (2.102)
for φ ∈ W 20 (Rd). We may then define the correction terms u˜(1) and u(1) by
u˜(1) =−
m∑
i=1
(
1
ni − 1 −
1
n0(zi)− 1
)(
∆u0(zi) + τu0(zi)
)
v˜Bi(x/) (2.103)
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and
u(1) = −
m∑
i=1
(
1
ni − 1 −
1
n0(zi)− 1
)(
∆u0(zi) + τu0(zi)
)
vBi(x/) (2.104)
where we note that zi is the center of Bi. This yields our final theorem.
Theorem 2.2.11. Let d = 2, 3, u be a solution to (2.82), and T(τ) defined by (2.17)
for  ≥ 0. Then for u chosen such that ‖u‖A = 1,
τ − τ = dτ
m∑
i=1
|Bi| n0(zi)− ni
(n0(zi)− 1)2
(∆u(zi) + τu(zi))
2
1 + τ 2(DT0(τ)u, u)A
+ o(d).
where
(DT0(τ)u, u)A =− 21
τ
(
1
n0 − 1u,∆u+ τu
)
L2(D)
− 2 (u, u)L2(D) .
We conclude by remarking that the formula in Theorem 2.2.11 can be potentially
used to obtain information about the small penetrable inclusion, more specifically
the location and refractive index. We note that the transmission eigenvalues for the
perturbed media τ can be measured from scattering data, whereas the transmission
eigenvalues τ and eigenvectors u for the unperturbed media can be computed since
n0(x) is known.
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2.3 Approximation for a General Inhomogeneity
2.3.1 Another Formulation of the Eigenvalue Problem
In this section, we introduce another variational framework for the transmission
eigenvalue problem. This will allow us to estimate the transmission eigenvalues in
the case of more general inhomogeneities than we studied in the previous section.
This approach is based off of notes written by Kirsch [36], which gave a variational
formulation of the transmission eigenvalue formulation based on the work of Sylvester
[48]. Unlike Kirsch’s approach which utilizes variational methods, our approach will
be more similar to the operator-based approach of Sylvester, but we will be using
operators that were first described by Kirsch in a variational form. Although we
present a generalization to Kirsch’s results, many of the proofs will be attributed to
Kirsch as they use similar arguments as in his work.
Let D ⊂ Rd (d = 2, 3) be a C2 domain. Consider the transmission eigenvalue
problem given by the system of equations
∆V + k2(1 + q)V = 0 in D (2.105)
∆W + k2W = 0 in D (2.106)
W = V on ∂D (2.107)
∂W
∂ν
=
∂V
∂ν
on ∂D. (2.108)
Subtract the second equation from the first and set λ := −k2, v := V − W and
w := −k2W . Then, the transmission eigenvalue problem may be written: find λ ∈ R
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such that there exists w ∈ L2(D) and v ∈ H20 (D) satisfying
∆v − λ(1 + q)v = qw in D (2.109)
∆w − λw = 0 in D (2.110)
for some function q ∈ L∞(D). We define the Hilbert space X := L2(D) × H20 (D)
with inner product from the direct product of Hilbert spaces:
(w, v;φ, ψ)X = (w, φ)L2(D) + (∆v,∆ψ)L2(D) for (w, v), (φ, ψ) ∈ X. (2.111)
Note, the second term is actually the inner product on H20 (D). One may check that
a weak formulation of (2.109, 2.110) on X may be written as finding a λ ∈ R and
(w, v) ∈ X such that
∫
D
(∆ψ − λψ)w dx+
∫
D
(∆v − λ(1 + q)v)φ− qwφ dx (2.112)
vanishes for all (φ, ψ) ∈ X.
In order to study the problem from an operator-theoretic perspective, we may
define the linear operator on X (depending on choice of q)
Aλ(q) =
 −q ∆− λ(1 + q)
(∆∆)−1(∆− λ) 0
 . (2.113)
Via a calculation, one can show that (w, v) ∈ Ker(Aλ(q)) would imply (w, v) is a
solution to the weak formulation.
The operator Aλ(q) is clearly bounded since (∆∆)
−1 : H−2(D)→ H2(D) is defined
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via the weak solution mapping of the equation
∆∆u = f, u ∈ H20 (D) and f ∈ H−2(D) (2.114)
where u solves
(u, φ)H20 (D) = (f, u)L2(D), for all φ ∈ H20 (D). (2.115)
Similarly, ∆ : L2(D)→ H−2(D), defined by the ultra weak equation
(u,∆φ)L2(D) = 〈∆u, φ〉H−2(D), φ ∈ H20 (D), (2.116)
is clearly bounded. We abuse notation and use ∆ to also denote the usual mapping
∆ : H2(D)→ L2(D). We may now define the sesquilinear form from [36] as
aλ(q)(w, v;φ, ψ) = (Aλ(q)(w, v); (φ, ψ))X for all (w, v), (φ, ψ) ∈ X. (2.117)
In this framework, if there exists a λ < 0 and a nonzero (w, v) ∈ Ker(Aλ(q)),
then k defined by k =
√−λ is a transmission eigenvalue. Thereby, we may relate the
solvability of the transmission eigenvalue problem to the invertibility of the operator
Aλ(q). We will next decompose the operator and use the analytic Fredholm theory
to prove that the set of transmission eigenvalues is discrete using this framework, as
was shown previously in [36]. The theorems outlined herein will allow us to define
the operators needed to approximate the transmission eigenvalues for more general
scatterers.
Define the bounded operator on X
Aˆλ(q) =
 −q ∆− λ
(∆∆)−1(∆− λ) 0
 , (2.118)
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with which we associate the sesquilinear form
aˆλ(q)(w, v;φ, ψ) =
(
Aˆλ(q)(w, v); (φ, ψ)
)
X
. (2.119)
We also define the operator
Kµ,λ(q) = Aµ(q)− Aˆλ(q) =
 0 λ− µ(1 + q)
(∆∆)−1(λ− µ) 0
 . (2.120)
A brief calculation shows that Aˆλ(q) is self adjoint with respect to the inner product
on X.
Now, we would like to prove that Aˆλ(q) is invertible and Kµ,λ(q) is compact. Our
first step will be to prove Kµ,λ(q) is compact. This proof is different from the proof
given by Kirsch.
Proposition 2.3.1. For any λ, µ ∈ R and q ∈ L∞(D), Kµ,λ(q) is compact.
Proof. For a bounded sequence Uj = (wj, vj) ∈ X, vj is bounded in H20 (D) and by
Sobolev embedding has a subsequence which converges in L2(D). Therefore, the first
component of Kµ,λ(q)Uj = (λ− µ(1 + q))vj does as well.
Since wj ∈ L2(D), (∆∆)−1wj ∈ H4(D) by standard elliptic regularity, and more-
over, it is bounded in H4(D) via
‖(∆∆)−1wj‖H4(D) ≤ C‖wj‖L2(D) (2.121)
(see [6; 24; 45]). By Sobolev embedding, this sequence will have a subsequence that
converges in H20 (D).
We will quickly prove a lemma that is essential for the next proposition.
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Lemma 2.3.2. Let λ > 0 and wj be a sequence in L
2(D) that weakly converges to
0. Then, there exists a sequence zj ∈ H2(D) defined by
 −∆zj + λzj = wj in Dzj = 0 on ∂D
that converges to 0 weakly in H2(D).
Proof. The bilinear form on H10 (D)×H10 (D)
a(z, φ) := (∇z,∇φ)L2(D) + λ(z, φ)L2(D) (2.122)
is coercive, so by Lax Milgram, the partial differential equation
 −∆z + λz = g in Dz = 0 on ∂D (2.123)
has a unique weak solution z ∈ H2(D) ∩ H10 (D) for any g ∈ L2(D). By standard
elliptic regularity, z satisfies the inequality
‖z‖H2(D) ≤ C‖g‖L2(D). (2.124)
For each j, let g = wj and define zj as the solution to (2.123). Since wj is converges
weakly, it is norm bounded in L2(D), and there exists an M > 0 such that
‖zj‖H2(D) ≤M. (2.125)
As the sequence {zj}j is bounded in H2(D), Banach Alaoglu asserts that there exists
a subsequence (we will again denote zj) that converges to some z ∈ H2(D) weakly.
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Due to the weak equation zj solves, for any φ ∈ H10 (D), we can take the limit to
find
∫
D
(−∆z + λz)φ dx = lim
k→∞
∫
D
(−∆zj + λzj)φ dx = lim
k→∞
∫
D
wjφ dx = 0. (2.126)
Therefore, z solves  −∆z + λz = 0 in Dz = 0 on ∂D (2.127)
The solution to this equation in H10 (D) is unique and equal to 0. Therefore, as
z ∈ H2(D) ∩ H10 (D), we have z = 0. Therefore, for any subsequence of zj, we can
find a subsequence converging to 0 weakly in H2(D).
We now introduce a family of operators so we may state our final theorems of the
section, and we do this by first defining the parameter family {q} ⊂ L∞(D).
Assumption 2.3.3. We assume the family {q} ⊂ L∞(D) satisfies the following
properties:
1.  ∈ I where I is a compact subset of R.
2. The family {q} is uniformly bounded in L∞(D).
3. Let R be a neighborhood of the boundary ∂D: an open set contained in D
with ∂D ⊂ R. We assume q is of one sign on R with either q > α > 0 or
−q > α > 0 holding in R.
4. The family has the property that for each , ′ ∈ R, q− q′ = 0 except on some
measurable subset D(, ′) satisfying µ(D(, ′)) → 0 as  → ′ where µ is the
Lebesgue measure on Rd.
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The following two results are generalizations of Kirsch’s results in [36]. The argu-
ments are nearly identical to those of Kirsch except with a few necessary modifications
to include the family {q}.
Lemma 2.3.4 (Kirsch). Let {q} be a family of functions satisfying Assumption
2.3.3. Then, there exists a λ0 > 0 such that
∫
D\R
|q||w|2 dx ≤ 1
2
∫
R
|q||w|2dx
for all  > 0 and w ∈ L2(D) solving ∆w − λ0w = 0 in D.
Proof. Let λ > 0 and recall R is defined in Assumption 2.3.3. Let R′ be a neigh-
borhood of ∂D such that dˆ := dist(D \ R,R′) is positive. This implies that R′ ⊂ R.
Define ρ ∈ C∞c (D) to satisfy ρ = 1 on D \ R′. For w ∈ L2(D) solving ∆w − λw = 0,
w is in C∞loc(D) (see Proposition A.3.1), so ρw ∈ C∞(D) and we may apply Green’s
representation theorem for the screened Poisson equation:
(ρw)(x) = −
∫
D
[(∆(ρw)(y)− λ(ρw)(y)] e
−√λ|x−y|
4pi|x− y| dy (2.128)
By use of the product rule,
∆(ρw) = w∆ρ+ 2∇ρ · ∇w + ρ∆w, (2.129)
and thus,
(ρw)(x) = −
∫
D
[w∆ρ+ 2∇ρ · ∇w + ρ∆w − λ(ρw)(y)] e
−√λ|x−y|
4pi|x− y| dy. (2.130)
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Observe, ρ∆w − λ(ρw)(y) = 0 due to the definition of w, yielding
(ρw)(x) = −
∫
D
[w∆ρ+ 2∇ρ · ∇w] e
−√λ|x−y|
4pi|x− y| dy. (2.131)
Since ρ = 1 on D \ R′, ∆ρ = ∇ρ = 0 on D \ R′ resulting in a smaller domain on
integration, namely
(ρw)(x) = −
∫
R′
[w∆ρ+ 2∇ρ · ∇w] e
−√λ|x−y|
4pi|x− y| dy. (2.132)
On the second term, we integrate by parts to find
(ρw)(x) =
∫
R′
[
−∆ρ e
−√λ|x−y|
4pi|x− y| + 2divy
(
∇ρ e
−√λ|x−y|
4pi|x− y|
)]
w dy, (2.133)
where we used that ρ ∈ C∞c (D) and ∇ρ = 0 on D \R′ implies ∂ν+ρ = 0 on ∂R′.
Now, letting x ∈ D \R′, we have
|w(x)| ≤ Ce−d
√
λ
∫
R′
|w| dy (2.134)
where C depends only on D, R, R′, and ρ. By Cauchy-Schwartz and R′ ⊂ R, we
deduce
|w(x)|2 ≤
(
Ce−d
√
λ
∫
R′
|w| dy
)2
≤C2e−2d
√
λ
(‖χR′‖L2(R)‖w‖L2(R))2
≤C2e−2d
√
λ|R′|
∫
R
|w(y)|2 dy. (2.135)
Since q > α on R, we have
|w(x)|2 ≤ C2e−2d
√
λ|R′|
∫
R
|q(y)|
α
|w(y)|2 dy. (2.136)
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As R′ ⊂ R, the above inequality holds for x ∈ D \ R. We multiply by |q(x)| and
integrating with respect to x over D \R:
∫
D\R
|q(y)||w(y)|2 dy ≤ C2e−2d
√
λ|R′||D \R|‖q‖2L∞(D)
∫
R
|w(y)|2 dy. (2.137)
Since q is uniformly bounded, we can choose a λ0 large enough so that the result
holds.
This next proposition states that the family of operators {Aˆλ0(q)} is uniformly
weakly coercive.
Proposition 2.3.5 (Kirsch). Let {q} be a family of functions satisfying Assumption
2.3.3. There exists a λ0 > 0 and a c > 0 such that for all  ∈ I,
sup
(φ,ψ)6=0
aˆλ0(q)(w, v;φ, ψ)
‖(φ, ψ)‖X ≥ c‖(w, v)‖X for all (w, v) ∈ X (2.138)
where c is independent of .
Proof. To begin the argument, we assume that the estimate (2.138) does not hold,
then we may construct a sequence (j, wj, vj) ∈ R ×X where (wj, vj) has norm 1 in
X and
lim
j→∞
sup
(φ,ψ)6=0
aˆλ0(qj)(wj, vj;φ, ψ)
‖(φ, ψ)‖X → 0. (2.139)
Now, since Uj is of norm 1 and X is a Hilbert Space, it has a subsequence (denoted
Uj for simplicity) that converges weakly to some U ∈ X by Banach Alaoglu. We will
first prove that U = 0.
Since j ∈ I, there is a subsequence (which we abuse notation and denote j) such
that j → ∗ as j →∞. We select a λ0 such that
∫
D\R
|q||w|2 dx ≤ 1
2
∫
R
|q||w|2dx (2.140)
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for all  ∈ I by the previous lemma. Define Uj = (wj, vj) and Φ = (φ, ψ). Then,
((Aˆλ0(qj)− Aˆλ0(q∗))Uj,Φ)X
‖Φ‖X =
(Uj, (Aˆλ0(qj)− Aˆλ0(q∗))Φ)X
‖Φ‖X
≤‖Uj‖X‖Φ‖X ‖(Aˆλ0(qj)− Aˆλ0(q
∗))Φ‖X (2.141)
since the operators are self adjoint. We claim
‖(Aˆλ0(qj)− Aˆλ0(q∗))Φ‖X → 0. (2.142)
Indeed, for Ψ = (φ1, ψ1) ∈ X,
((Aˆλ0(qj)− Aˆλ0(q∗))Φ,Ψ)X =
∫
D
(qj − q∗)φφ1 dx (2.143)
=
∫
D(j ,∗)
(q1 − q0)φφ1 dx (2.144)
where D(j, 
∗) is the set defined in Assumption 2.3.3. Thus,
((Aˆλ0(qj)− Aˆλ0(q∗))Φ,Ψ)X ≤ ‖q1 − q0‖L∞D‖φ‖L2(D(j ,∗))‖Ψ‖X → 0 (2.145)
by the dominated convergence theorem, which proves assertion (2.142) after taking
the supremum over all Ψ ∈ X. Combining (2.141) and (2.142) yields
(Aˆλ0(qj)Uj,Φ)X
‖Φ‖X =
(Aˆλ0(q∗)Uj,Φ)X
‖Φ‖X + o(1). (2.146)
Next, by (2.139), for any Φ ∈ X, we have
lim
j→∞
aˆλ0(qj)(Uj,Φ)X
‖Φ‖X → 0, (2.147)
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and therefore, (2.146) becomes
(Aˆλ0(q∗)Uj,Φ)X
‖Φ‖X → 0. (2.148)
Recall Uj converges weakly to some U ∈ X. Therefore, for any Φ ∈ X,
lim
j→∞
(Aˆλ0(q∗)Uj,Φ)X = (Aˆλ0(q∗)U,Φ)X . (2.149)
Then, (2.149) and (2.148) gives
(Aˆλ0(q∗)U,Φ)X = 0 (2.150)
for any Φ ∈ X. We will prove this implies U = 0. First, choose Φ = (−w, v), then
(2.150) implies
∫
D
−(∆v − λ0v)w + (∆v − λ0v)w − q∗|w|2 dx = 0. (2.151)
By taking the real part, we have
∫
D
q∗|w|2 dx = 0. (2.152)
Since q∗ is of one sign on R,
∫
R
|q∗ ||w|2dx =
∣∣∣∣∫
R
q∗ |w|2 dx
∣∣∣∣ , (2.153)
and from (2.152) and Lemma 2.3.4,
∣∣∣∣∫
R
q∗ |w|2 dx
∣∣∣∣ = ∣∣∣∣∫
D\R
q∗|w|2 dx
∣∣∣∣ ≤ ∣∣∣∣∫
D\R
|q∗||w|2 dx
∣∣∣∣ ≤ 12
∫
R
|q∗ ||w|2dx. (2.154)
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Thus, (2.153) and the last line implies w = 0 on R because
∫
R
|q∗||w|2dx ≤ 1
2
∫
R
|q∗||w|2dx (2.155)
and q∗ > α on R. Because w solves ∆w − λ0w = 0 in D, w is analytic by an
extension of Weyl’s theorem (see Corollary 11.4.13 [31]). We may then use analytic
continuation to conclude w = 0 on D. This also implies v = 0, by choosing Φ = (v, 0)
and substituting Φ into (2.150):
∫
D
(∆v − λ0v)v dx = −
∫
D
|∇v|2 + λ|v|2 dx = 0. (2.156)
Starting from (2.138), we will show ‖Uj‖X → 0 which contradicts each Uj has
norm 1. We only have to take care because our bilinear form is not fixed.
Let R′ be a neighborhood of R so that R′ ⊂ R ∪ ∂D. We take a non-negative
ρ1 ∈ C∞(D) defined to be
ρ1(x) =
 1 x ∈ R
′
0 x ∈ D \R
(2.157)
and construct the sequence Φj = (−ρ1wj, ρ1vj) ∈ X. Of course, due to (2.139) we
have that
aˆλ0(qj)(Uj,Φj)
‖Φj‖X → 0. (2.158)
More explicitly,
1
‖Φj‖X
∫
D
(∆(ρ1vj)− λ0ρ1vj)wj − (∆vj − λ0vj)ρ1wj − qρ|wj|2x→ 0. (2.159)
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Of course, from the definition of ρ1, we have
1
‖Φj‖X
∫
R
(∆(ρ1vj)− λ0ρ1vj)wj − (∆vj − λ0vj)ρ1wj − qρ1|wj|2x→ 0. (2.160)
By using the product rule,
∆(ρ1vj) = vj∆ρ1 + 2∇ρ1 · ∇vj + ρ1∆vj, (2.161)
we can substitute this into the previous equation and take the real part, which causes
the −ρ1wj∆vj and ρ1wj∆vj terms to cancel. Similarly, the −λ0ρ1vjwj and λ0vjρ1wj
also cancel. This results in
Re
1
‖Φj‖X
∫
R
vjwj∆ρ1 + 2wj∇ρ1 · ∇vj − qρ1|wj|2x→ 0. (2.162)
Since ‖Φj‖X ≤ ‖Uj‖X = 1 by construction, we may ignore the denominator to deduce
Re
∫
R
vjwj∆ρ1 + 2wj∇ρ1 · ∇vj − qρ1|wj|2x→ 0. (2.163)
As Uj ⇀ 0, vj ⇀ 0 in H
2(D). Since H1(D) is compactly embedded in H2(D), we
have vj converges strongly to 0 in H
1(D), since the inclusion operator is compact and
maps weakly convergent sequences to strongly convergent sequences. Therefore, the
first two terms in (2.164) go to 0, implying
∫
R
qρ1|wj|2x→ 0. (2.164)
Using the assumption that q > α > 0 on R and ρ1 = 1 on R
′, the previous line
implies wj → 0 in L2(R′).
We again define a neighborhood R′′ of ∂D such that its closure is in R′ ∪ ∂D. For
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this neighborhood, we define a non-negative ρ2 ∈ C∞(D) such that
ρ2(x) =
 0 x ∈ R
′′
1 x ∈ D \R′.
(2.165)
Furthermore, we construct a sequence {zj} ⊂ H2(D) which for each j solves
 ∆zj − λ0zj = wj in Dzj = 0 on ∂D. (2.166)
By choosing Φ′j = (0, ρ2zj), we may conclude from (2.139) that
1
‖Φ′j‖X
∫
D
(∆(ρ2zj)− λ0ρ2zj)wjdx→ 0. (2.167)
We use the product rule to obtain
∆(ρ2zj) = zj∆ρ2 + 2∇ρ2 · ∇zj + ρ2∆zj, (2.168)
and we substitute the resulting equality to find
∫
D
(∆(ρ2zj)− λ0ρ2zj)wjdx
=
∫
D
(zj∆ρ2 + 2∇ρ2 · ∇zj + ρ2∆zj,−λ0ρ2zj)wjdx
=
∫
D
(zj∆ρ2 + 2∇ρ2 · ∇zj + ρ2wj)wjdx, (2.169)
using that zj solves (2.166). From Lemma 2.3.2, zj converges weakly in H
2(D) to 0
and therefore it converges strongly in H1(D). Therefore,
1
‖Φ′j‖x
∫
D
(zj∆ρ2 + 2∇ρ2 · ∇zj)wj dx→ 0. (2.170)
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Then, we use (2.169) and (2.167) to assert
∫
D
ρ2|wj|2dx→ 0. (2.171)
The definition of ρ2 implies that wj → 0 in L2(D \ R′). Thus, we have that wj → 0
in L2(D).
Finally, we can show vj → 0 in H2(D). Take Φ′′ = (∆vj − λ0vj, 0) ∈ X. We then
have by (2.139),
1
‖Φ′′j‖X
∫
D
|∆vj − λ0vj|2 − qjwj(∆vj − λ0vj) dx→ 0. (2.172)
Of course,
1
‖Φ′′j‖X
∫
D
qjwj(∆vj − λ0vj) dx
≤ 1‖∆vj − λ0vj‖D ‖q‖L
∞(D)‖wj‖L2(D)‖∆vj − λ0vj‖L2(D) → 0 (2.173)
since wj → 0 in L2(D) and qj is bounded uniformly in j. From this, (2.172) implies
‖∆vj − λ0vj‖D → 0. (2.174)
Since vj ⇀ 0 in H
2(D), it converges strongly in L2(D), which implies from the
previous line that ∆vj → 0 in L2(D). Therefore, vj → 0 in H2(D). This proves that
‖Uj‖X → 0, which is impossible as ‖Uj‖X = 1 for all j.
Corollary 2.3.6. Let Aˆλ(q) be defined by (2.118) and the family q satisfy Assump-
tion 2.3.3. There exists a λ0 > 0 such that the operator Aˆλ0(q) is invertible for every
 ∈ I.
Proof. Choose λ0 as in the statement of Proposition 2.3.5. Then, the result of Propo-
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sition 2.3.5 is sufficient to apply a generalized version of Lax Milgram (see Theorem
2.22 in [38]) which yields the result.
We end the section by combining the previous results:
Theorem 2.3.7 (Kirsch). The set of transmission eigenvalues is discrete.
Proof. Observe the transmission eigenvalue problem defined by (2.112) may be writ-
ten as finding a k > 0 such that
A−k2(q) = Aˆλ0(q) +K−k2,λ0(q) (2.175)
has a non trivial kernel. Note, the constant family q = q satisfies Assumption
2.3.3. Select λ0 as in the previous corollary so that Aˆλ0(q) is invertible. Since k
2 →
K−k2,λ0(q) is analytic, we may apply the analytic Fredholm theorem to prove the
result.
2.3.2 A General Inhomogeneity Defined and Problem Statement
We now introduce the inhomogeneity used for the remainder of this chapter. For
simplicity, we focus our attention on the case of a single inhomogeneity. Let Ω be any
measurable set centered at the origin. Let q0 ∈ C∞(D) be such that q0 satisfies
q0(x) > α > 0 in R, (2.176)
a neighborhood of the boundary of D as defined in Assumption 2.3.3. A similar
analysis is assumed to be possible when q0 is negative on R. Let z ∈ D \R and  > 0,
then we define
B := z + Ω (2.177)
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and
q =
 q0 x ∈ D \ (B)q1 x ∈ B (2.178)
where q1 ∈ R. We will assume  is small enough such that B ⊂ D \ R. We will let
z = 0 for brevity, but the proofs for z ∈ D are similar. It is straightforward to check
that this family of q satisfy the conditions in Assumption 2.3.3.
Let λ0 be such that it is not a transmission eigenvalue and Proposition 2.3.5 holds.
This is of course possible because the set of transmission eigenvalues are discrete. Set
τ := −k2, and we define for λ ≥ λ0,
A := Aˆλ(q) =
 −q ∆− λ
(∆∆)−1(∆− λ) 0
 , (2.179)
and
K(τ) := Kτ,λ(q) =
 0 λ− τ(1 + q)
(∆∆)−1(λ− τ) 0
 . (2.180)
We further make the observation that A is self adjoint with respect to X but K(τ)
is not. Its adjoint with respect to X is given by
K∗ =
 0 λ− τ
(∆∆)−1((λ− τ)− τq) 0
 . (2.181)
We will use ∗ to denote the adjoint with respect to the inner product on X.
Define
T(τ) := −1
τ
A−1 K(τ). (2.182)
Then, the transmission eigenvalue problem with scatterer q may now be written as
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finding τ such that for U = (w, v) ∈ X,
τT(τ)U = U (2.183)
has a nontrivial solution.
2.3.3 Operator Convergence Results
In the subsequent paragraphs, we will introduce general lemmas about the oper-
ators A and K, which will be necessary later in applying the nonlinear eigenvalue
correction theorem.
Lemma 2.3.8. Let τ > 0 and K be defined by (2.179). Then, in the operator norm
‖K(τ)−K0(τ)‖L(X) ≤ C|τ |d/2.
Proof. Let U := (w, v),Φ := (φ, ψ) ∈ X. Then,
((K(τ)−K0(τ))U,Φ)X =τ
∫
D
(q − q0)vφ dx
=τ
∫
B
(q1 − q0)vφ dx
≤|τ |‖q1 − q0‖L∞(D)‖v‖L∞(D)
∫
D
χB|φ| dx
≤C|τ |‖v‖H20 (D)‖χB‖L2(D)‖φ‖L2(D)
≤C|τ |d/2‖U‖X‖Φ‖X (2.184)
where we used Sobolev embedding and the definition of X.
Lemma 2.3.9. Let A and R be defined by (2.179) and (2.176) respectively. Choose
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D′ ⊂ D \R to contain B for all  ∈ I. Then, for U ∈ X,
AU → A0U and A−1 U → A−10 U
in the X norm. If the first component of U is in L∞(D′), we have
‖AU − A0U‖X ≤ Cd/2.
For F ∈ X, if we define U0 = A−10 F and the first component of U0 is in L∞(D′),
then
‖A−1 F − A−10 F‖X ≤ Cd/2.
Proof. We will prove the statement about A first and use that result to prove the
result for the inverse. Let U,Φ ∈ X. Then,
((A − A0)U,Φ)X =
∫
D
(q0 − q)wφ dx∫
B
(q0 − q1)wφ dx
≤ ‖q0 − q1‖L∞(D)‖w‖L2(B)‖φ‖L2(D)
≤ o(1)‖Φ‖X . (2.185)
This proves the first assertion. The second follows from the estimate
((A − A0)U,Φ)X =
∫
D
(q0 − q)wφ dx∫
B
(q0 − q1)wφ dx
≤ ‖q0 − q1‖L∞(D)‖w‖L∞(D)‖χB‖L2(D)‖φ‖L2(D)
≤ Cd/2‖Φ‖X (2.186)
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when w ∈ L∞(D′) where B ⊂ D′.
Now, we will prove the estimate on the inverse. Let F ∈ X and define
AU = F and A0U0 = F. (2.187)
Then, for U0 := (w0, v0), we obtain
(A(U − U0),Φ)X =((A0 − A)U0,Φ)X
≤ ‖(A0 − A)U0‖X‖Φ‖X . (2.188)
Dividing by ‖Φ‖X and taking the supremum, we use Proposition 2.3.5 to yield
‖(A−1 − A−10 )F‖X = ‖U − U0‖X ≤
1
c
‖(A0 − A)U0‖X . (2.189)
Since A converges strongly to A0, we have the strong convergence of the inverse from
(2.189). Note, if the first component of U0 is in L
∞(D′), we have the estimate on the
inverse from (2.186) and the previous equation.
Now we have an estimate on the composition of the operators in question.
Lemma 2.3.10. Let τ > 0. Define A and K(τ) by (2.179). Then,
‖A−1 K(τ)− A−10 K0(τ)‖L(X) ≤ Cd/2 max {|τ |, 1} .
Proof. Observe,
A−1 K(τ)−A−10 K0(τ) = A−1 (K(τ)−K0(τ)) + (A−1 −A−10 )K0(τ) := I+ II. (2.190)
Since A−1 converges in the strong topology by Lemma 2.3.9, it is norm bounded by
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the Uniform Boundedness Principle. So, we can use the norm bound combined with
Lemma 2.3.8 implies that I converges in the norm topology, and in particular,
‖A−1 (K(τ)−K0(τ))‖L(X) ≤ C|τ |d/2. (2.191)
Since A−1 converges and is preceded by a compact operator, II converges in norm as
well, but we require an estimate to control the τ dependence. For convenience, define
K(t, f) :=
 0 tf
t(∆∆)−1 0
 (2.192)
for some f ∈ C∞(D) and t ∈ R. Take M = (m,n) ∈ X. Then, define M0 :=
A−10 K(t, f)M . Notice that the first component of K(t, f)M is tfn ∈ H20 (D). Thus,
we may apply the techniques of the proof of Lemma 2.3.9:
((A − A0)K(t, f)M,Φ)X = t
∫
D
(q0 − q)fnφ dx
= t
∫
B
(q0 − q1)fnφ dx
≤ |t|‖f‖L∞(D)‖q0 − q1‖L∞(D)‖n‖L∞(D)‖χB‖L2(D)‖φ‖L2(D)
≤ Cd/2‖n‖H20 (D)‖Φ‖X
≤ Cd/2‖M‖X‖Φ‖X (2.193)
by the Sobolev Embedding of H20 (D) into C
0(D). Then, we have
‖(A − A0)K(t, f)‖L(X) ≤ Cd/2. (2.194)
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From (2.189), we complete the estimate via
‖(A−1 − A−10 )K(t, f)M‖X ≤
1
c
‖(A0 − A)K(f, t)M‖X
≤ C‖(A − A0)K(t, f)‖L(X)‖M‖X
≤ Cd/2‖M‖X , (2.195)
implying
‖(A−1 − A−10 )K(t, f)‖X ≤ Cd/2. (2.196)
Noting that K0 = K(λ, 1) + τK(−1, q0), we have
(A−1 − A−10 )K0(τ) = (A−1 − A−10 )K(λ, 1) + τ(A−1 − A−10 )K(−1, q0). (2.197)
Therefore, by applying (2.196), we have that II also converges in norm
‖(A−1 − A−10 )K0(τ)‖L(X) ≤ C(1 + |τ |)d/2. (2.198)
Convergence on the Eigenspace
For this section (and subsequent sections), we let U = (w, v) ∈ X be the transmis-
sion eigenfunction solving the background equation (2.182) when  = 0 for a simple
transmission eigenvalue τ :
τT0(τ)U = U. (2.199)
We will now define an approximation related to the difference of A−1 and A−10 . By
Proposition A.3.1 in the appendix, the first component of A−10 U , w0, is H2loc(D).
Therefore, it is defined pointwise at the center of the inhomogeneity and we define
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Ψ, C ∈ X to be
Ψ =
 χB
0
 (2.200)
and
C = (q1(0)− q0(0))w0(0)Ψ. (2.201)
Lemma 2.3.11. Let A be defined by (2.179) and C by (2.201). Define α > 0 such
that H2(D) ⊂ C0,α(D). Then
‖A−1 U − A−10 U − A−1 C‖X ≤ Cd/2+α,
where U is the solution to the background equation (2.199).
Proof. Define
AU = U and A0U0 = U. (2.202)
Let U0 := (w0, v0) and note w0 ∈ H2loc(D) from Proposition A.3.1. Let D′ be a
C2 domain satisfying B ⊂ D′ ⊂ D for  ∈ I. Note, Sobolev Embedding yields
H2(D′) ⊂ C0,α(D′) for some α > 0, and therefore, w0 ∈ C0,α(D′). We use this in the
estimate
(A(U − U0 − A−1 C),Φ)X =((A0 − A)U0 − C,Φ)X
=
∫
B
(
(q1 − q0)w0 − (q1(0)− q0(0))w0(0)
)
φ dx
≤ Cα
∫
B
|φ| dx
≤ Cα‖χB‖L2(D)‖φ‖L2(D)
≤ Cd/2+α‖φ‖X . (2.203)
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From
‖(A−1 − A−10 )U − A−1 C‖X ≤
1
c
‖(A0 − A)U0 − C‖X , (2.204)
we have the result by appealing to Proposition 2.3.5 and using the argument at the
end of Lemma 2.3.9,
We will derive estimates for the strong operator convergence of the adjoint. Recall,
A is self adjoint but K(τ) is not.
Lemma 2.3.12. Let U be the solution of the background equation (2.199) and α > 0
such that H2(D) ⊂ C0,α(D). Then,
‖(K(τ)∗A−1 −K0(τ)∗A−10 )U‖X ≤ C(1 + |τ |)O(d/2+α).
Proof. We begin by adding and subtracting to obtain the equation
(K(τ)∗A−1 −K0(τ)∗A−10 )U
= (K(τ)∗−K0(τ)∗)(A−1 −A−10 )U+(K(τ)∗−K0(τ)∗)A−10 U+K0(τ)∗(A−1 −A−10 )U.
(2.205)
The first term converges with a speed of O(|τ |d) due to Lemma 2.3.8 and 2.3.9, which
we can apply due to the regularity of the eigenfunction U .
Recall, as U0 := (w0, v0), the first component w0 is H
2
loc(D) by Proposition A.3.1.
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Thus, for the second term in (2.205), observe that for D′ with D′ ⊂ D containing B,
((K∗(τ)−K∗0(τ))U0,Φ)X =τ
∫
B
(q1 − q0)w0ψ dx
≤|τ |‖(q1 − q0)w0‖L∞(D′)‖ψ‖L∞(D)d
≤C|τ |d‖ψ‖H20 (D)
≤C|τ |d‖Φ‖X (2.206)
using Sobolev Embedding. Lastly, we consider the third term of (2.205),
K0(τ)∗(A−1 − A−10 )U = K0(τ)∗(A−1 U − A−10 U − A−1 C) +K0(τ)∗A−1 C (2.207)
where C is defined by (2.201). The first term in (2.207) is O((1+τ)
d/2+α) by Lemma
2.3.11. The second term we estimate keeping in mind the smoothing of the compact
operator K0:
(K∗0(τ)A−1 C,Φ)X =(C,A−1 K0(τ)Φ)X
=(C, (A−1 − A−10 )K0(τ)Φ)X + (C,A−10 K0(τ)Φ)X . (2.208)
We address the first term of (2.208). It is obvious that ‖C‖X ≤ Cd/2 by the defini-
tion, and recall from (2.198),
‖(A−1 − A−10 )K0(τ)‖L(X) ≤ C(1 + |τ |)d/2. (2.209)
Therefore, we combine these results to yield
(C, (A−1 − A−10 )K0(τ)Φ)X ≤ ‖C‖X‖(A−1 − A−10 )K0(τ)‖L(X)‖Φ‖X
≤ Cd/2(1 + |τ |)d/2‖Φ‖X . (2.210)
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For the last term, we look at the regularity of the first component of A−10 K0Φ, which
we will denote α0. By the estimate in the statement of Proposition A.3.1, for some
D′ compactly contained in D containing B, we use Sobolev embedding on α0:
|(C,A−10 K0(τ)Φ)X | =
∣∣∣∣(q1(0)− q0(0))w0(0)∫
B
α0 dx
∣∣∣∣
≤C‖α0‖L∞(D′)d
≤C‖α0‖H2(D′)d.
≤C(1 + |τ |)‖Φ‖Xd. (2.211)
Inner Product Estimations
The following lemma will be critical in when we prove the asymptotic formula:
Lemma 2.3.13. Let d = 2, 3. For A be defined by (2.179) and Ψ by (2.200),
(Ψ,A−1 Ψ)X = O(
3
2
d)
holds as → 0.
Proof. Let ξ denote the first component of A−1 Ψ and R as defined in (2.176). Then,
by definition of A−1 , ξ is a very weak (or distributional solution) to
∆ξ − λξ = 0, (2.212)
which implies, in particular, that ξ ∈ C∞(D) [31]. One may use Green’s representa-
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tion formula for the screened Poisson equation to show
|ξ(x)| ≤ C
∫
R
|ξ(t)| dt for x ∈ B ⊂ D \R, (2.213)
as in the proof of Lemma 2.3.4. This implies
|ξ(x)| ≤ C ′‖ξ‖L2(D) ≤ C ′‖A−1τ,‖L(X)‖Ψ‖X := C ′′d/2 (2.214)
because the norm of A−1 is bounded due to Lemma 2.3.9 and the Uniform Bounded-
ness Principle. Therefore, we have the result
∣∣(Ψ,A−1 Ψ)X∣∣ = ∣∣∣∣∫
B
ξ dx
∣∣∣∣ ≤ C ′′d/2 ∫
B
dx = O(
3
2
d). (2.215)
Lemma 2.3.14. Let U be the transmission eigenfunction solving (2.199) and the
operators A and K be defined by (2.179). For α such that H2(D) ⊂ C0,α(D),
((A−1 K(τ)−A−10 K0(τ))U,U)X = d(q1(0)− q0(0))w0(0)|B| (τv(0)− w(0)) +O(d+α)
where w0 is the first component of A−10 U .
Proof. First, we observe
((A−1 K(τ)− A−10 K0(τ))U,U)X =((A−1 − A−10 )(K(τ)−K0(τ))U,U)X
+ ((A−1 − A−10 )K0(τ)U,U)X
+ (A−10 (K(τ)−K0(τ))U,U)X
:= I + II + III. (2.216)
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Since A0 is self adjoint, we add and subtract a correction term to yield
I =((K(τ)−K0(τ))U, (A−1 − A−10 )U − A−1 C)X + ((K(τ)−K0(τ))U,A−1 C)X
≤‖(K(τ)−K0(τ))U‖X‖(A−1 − A−10 )U − A−1 C‖X + ((K(τ)−K0(τ))U,A−1 C)X
=((K(τ)−K0(τ))U,A−1 C)X +O((1 + τ)d+α) (2.217)
by combining Lemma 2.3.8 and 2.3.11. Recall, U := (w, v) with v ∈ H20 (D), and let
ξ denote the first component of A−1 Ψ. Therefore, using the definition of Ψ and C
in (2.200) and (2.201),
((K(τ)−K0(τ))U,A−1 C)X = −(q1(0)− q0(0))w(0)τ
∫
B
(q1 − q0)vξ dx. (2.218)
The Ho¨lder continuity of v with exponent α from Sobolev Embedding, the same α in
the statement of Lemma 2.3.13, gives
((K(τ)−K0(τ))U,A−1 C)X = −τ(q0(0)− q1(0))2v(0)w(0)(Ψ,A−1 Ψ)X +O(
3
2
d+α).
(2.219)
Thus, we conclude
I = O(d+α) (2.220)
by Lemma 2.3.13.
For the second term, we first manipulate it algebraically. Since U satisfies the
background equation, the following equality holds:
− U = A−10 K0(τ)U. (2.221)
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Therefore, we compute
II =((A−1 − A−10 )K0(τ)U,U)X
=(A−1 (A0 − A)A−10 K0(τ)U,U)X
=− ((A0 − A)U,A−1 U)X . (2.222)
By appealing to Lemma 2.3.9 and 2.3.11, we may proceed as in (2.217) and conclude
II = −((A0 − A)U,A−10 U + A−1 C)X +O
(
1
τ
d+α
)
. (2.223)
Recall, we denote the first component of A−10 U and U as w0 and w respectively.
Proposition A.3.1 gives that w0 ∈ H2loc(D) and w ∈ C∞loc(D). In fact, w is C∞(D) (see
Theorem 11.1.1 [31]). In particular, both are in H2(D′) for some D′ ⊂ D containing
B. We may also use Ho¨lder continuity as in (2.219) to yield
((A0−A)U,A−10 U)X =
∫
B
(q1−q0)ww0dx = d|B|(q1(0)−q0(0))w(0)w0(0)+O(d+α).
(2.224)
Let ξ deduce the first component of A−1Ψ. We may also use the Ho¨lder continuity
argument from (2.219) to show
((A0 − A)U,A−1 C)X =(q1(0)− q0(0))w(0)
∫
B
(q1 − q0)wξ dx
=(q1(0)− q0(0))2|w(0)|2(Ψ,A−1 Ψ)X +O(d+α). (2.225)
We appeal to Lemma 2.3.13 and combine the past two lines to yield the formula
II = −d(q1(0)− q0(0))w(0)w0(0)|B|+O(d+α). (2.226)
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The estimation of the third term is similar. Again, as v and w0 are in H
2
loc(D), we
may use Ho¨lder continuity to conclude
III =((K(τ)−K0(τ))U,A−10 U)X
=− τ
∫
B
(q0 − q1)vw0 dx
=− τd(q0(0)− q1(0))v(0)w0(0)|B|+O(d+α). (2.227)
We combine terms to yield
((A−1 K(τ)− A−10 K0(τ))U,U)X
= −τ
(
d(q0(0)− q1(0))v(0)w0(0)|B|
)
−
(
d(q1(0)− q0(0))w(0)w0(0)|B|
)
+O(d+α)
= d(q1(0)− q0(0))w0(0)|B| (τv(0)− w(0)) +O(d+α).
2.3.4 Correction Formula and Proof
In this section, we will use the Nonlinear Eigenvalue Correction formula from [39]
(replicated as Theorem 2.1.3) to obtain an asymptotic formula. This application of
this theorem is done in the same was as in the section on a simple inhomogeneity.
Theorem 2.3.15. Let U = (w, v) ∈ X be the solution to the transmission eigenvalue
problem. For ‖U‖X = 1 and α > 0 such that H2(D) ⊂ C0,α(D),
τ − τ = −
d
ω
(q1(0)− q0(0))w0(0)|B| (τv(0)− w(0)) +O(d+α),
when
ω :=
∫
D
(1 + q0)vw0 + wv0 dx
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is nonzero and (w0, v0) ∈ X solves
∆v0 − λv0 = w + qw0 in D
∆w0 − λw0 = ∆∆v in D
for λ ≥ λ0 with λ0 as defined in Proposition 2.3.5.
Proof. Let T and T0 be defined by (2.182) and recall A−10 U = (w0, v0) with A0 defined
by (2.179). Then, by Lemma 2.3.10, we have the necessary norm convergence to apply
Theorem 2.1.3. From Lemma 2.3.10 and 2.3.12, the rate of convergence is O(d+α).
The estimate in the inner product in Lemma 2.3.14 yields the formula
τ − τ = dτ (q1(0)− q0(0))w0(0)|B| (τv(0)− w(0))
1 + τ 2(DT0(τ)U,U)X
+O(d+α),
assuming the denominator is nonzero. Due to Remark A.3.4 in the appendix, we can
write the a condition equivalent to a nonzero denominator as

 0 −(1 + q0)
−(∆∆)−1 0
U,A−10 U

X
6= 0, (2.228)
and furthermore, we have the formula in the statement of the theorem.
Numerical Example
Cauchy data problems for elliptic equations are notoriously ill-posed. This for-
mulation requires one to select a parameter lambda in the definition of A−10 which
we invert. Unfortunately, this introduces numerical instability. For example, if U
is a normalized solution to the transmission eigenvalue problem, then we have the
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condition that
(A−10 K0(τ)U,U)X + 1 = −(U,U)X + 1 = 0. (2.229)
The left hand side depends on the choice of λ, and we are theoretically allowed any
choice of λ larger than a certain threshold. However, in practice, (2.229) may not hold
exactly due to floating point error. Moreover, the instability is increased due to solving
for w0 and v0 numerically and each also depends on λ. This implies that computing
the asymptotic formula will require optimizing the selection of λ. Unfortunately,
computational tests have indicated that (2.229) holding (within an error tolerance)
does not necessarily guarantee the accuracy of the asymptotic formula. However, it
appears (U,U)X ≈ 1 is sufficient for the asymptotic formula to give a “ballpark”
estimate of the perturbed transmission eigenvalue.
There are cases where λ can be selected to cause Theorem 2.3.15 to perform well
numerically. In order to choose λ accurately, we compared the correction formula
resulting from Theorem 2.3.15 to Theorem 2.2.10 numerically on a one dimensional
example. Although the proof of Theorem 2.2.10 considers only dimensions two and
three, the theorem should still hold in one dimension. We will present numerical evi-
dence that corroborates Theorem 2.2.10 can hold in one dimension, while at the same
time demonstrating the result of both theorems. A discussion of the transmission
eigenvalue problem in one dimension is given in Appendix A.1.
For this experiment, our domain D is an interval containing 0 and a single inho-
mogeneity is centered at the origin. We define n on D to be
n :=
 n1 x ∈ (−, ) := Bn0 otherwise (2.230)
The definition of D, k, n0 and n1 are detailed in Table 3.1.
The constants were chosen in order to be able to apply the theorem. In particular,
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Table 3.1: Numerical Example Constants
Domain D [−1, 1]
Background Transmission Eigenvalue k 7.127606794067215519217139013699
Background Contrast n0 7.29
Inhomogeneity Contrast n1 25
Parameter λ 50.7221718025
n0 was chosen so that the background transmission eigenvalue is simple. We note that
multiple values for λ were found to give an accurate correction.
Figures 2.1 and 2.2 show the correction formulas convergence to the perturbed
transmission eigenvalue squared. Recall that Theorem 2.2.10 and 2.3.15 is an estimate
on τ = k2. The figures are computed in one dimension, as one expects that the
theorems also hold in one dimension.
For d = 1, we also performed an empirical study on the convergence rate α found
in Theorem 2.3.15. Because of the convergence rate, we may assume that the error
is approximately given by
|τ − τ0 − τ (1)| ≈ 1+α. (2.231)
Then, of course, we may define
Φ() :=
|τ − τ0 − τ (1)|

≈ α. (2.232)
So, if we calculate this for two 0, 1,
Φ(1)
Φ(0)
≈
(
1
0
)α
. (2.233)
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By taking the log of both sides, we have the equation
α ≈
log Φ(1)
Φ(0)
log 1
0
. (2.234)
From our numerical experiment, we selected two  and calculated
α = 0.9625, (2.235)
which aligns with our intuition that α should be approximately 1 in the one dimen-
sional case, as H2 functions are Lipschitz. This is reflected in the slope of the error
graph.
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Figure 2.1: Graph of the correction formula and the perturbed transmission eigenvalue
squared.
In the first figure, the blue * represent the result of both the correction formula of
Theorem 2.2.10 and 2.3.15 while the red circles are the perturbed transmission eigenvalue
squared. The y axis is the value of the transmission eigenvalue squared where the x-axis is
the log (base-10) of the size of the inhomogeneity.
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Figure 2.2: Graph of the error of the correction formula.
The y axis is the log base-10 value of the absolute value of
y =
∣∣∣∣τ − τ + 1ω (q1(0)− q0(0))w0(0)|B| (τv(0)− w(0))
∣∣∣∣
and the x-axis is a log base-10 plot of the size of the inhomogeneity (i.e. ). The blue
circles indicate the value of the formula and the dotted line is an interpolation for clarity.
This plot demonstrates the correction formula subtracted from the perturbed transmission
eigenvalue squared converges to 0 with the correct speed based on the result in both
Theorem 2.2.10 and 2.3.15.
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Connection to the Correction Formula in Chapter 2.2.3
We note that the technical considerations for Theorem 2.2.10 are different for
those of Theorem 2.3.15. The connection between these conditions require further
study. There may be cases when one theorem applies and the other does not. We see
in this chapter that both theorems can apply in the one dimensional setting to the
same problem.
In the case that both theorems apply, Theorem 2.2.10 proves to be a superior
choice for numerical calculations because it does not depend on a parameter λ. Fur-
thermore, the theorem does not require you to solve an auxiliary partial differential
equation for the correction term. For this reason, it is useful to view Theorem 2.2.10
as a strengthening of Theorem 2.3.15 in a special case.
2.4 Discussion
In this chapter, we have proven two correction formulas for the transmission eigen-
values of perturbations of inhomogeneous media. This was accomplished using a non-
linear eigenvalue correction formula [39] which is an extension of Osborn’s theorem
[43]. We then corroborated the results by conducting a numerical simulation which
demonstrated the accuracy of the asymptotic formulas.
There are two major paths that the research of this section may follow. For
one direction, the asymptotic formula may be extended to different types of media.
The other would attempt for create an inversion method to find the location of the
inhomogeneity.
This work has focused on the case of isotropic media. The author would expect
that similar arguments may extend this result to the case of anisotropic media. The
transmission eigenvalue problem for anisotropic media is related to the system
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∇ · A(x)∇u+ k2n(x)u = 0 in D (2.236)
∆u+ k2u = 0 in Rd \D (2.237)
u+ = u− on ∂D (2.238)(
∂u
∂νA
)+
=
(
∂u
∂ν
)+
on ∂D (2.239)
where A is an Rd×d matrix that encodes physical parameters of the medium. In this
case, perturbations could be present in A, n or both. Each would represent a separate
problem with differing physical attributes.
Physically transmission eigenvalues can exist for both acoustic and electromag-
netic waves. The results in this thesis are only for the scalar Helmholtz equation
formulation of the transmission eigenvalue problem, which is associated with acous-
tic waves and only some cases of electromagnetic waves. Another direction would
be to extend the theorem to electromagnetic waves by using the system defined via
Maxwell’s equation.
It may also be possible to use the asymptotic formula to locate the inhomogeneities
inside the scatterer. The formulas derived depends on the background equation, the
perturbed transmission eigenvalue, the size of the inhomogeneity, and the location
of the center of the inhomogeneity. By knowing the first three (with possibly an
approximation for the “size” of the inhomogeneity), one may be able to develop and
inversion method to determine the location of the scatterer.
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3. Detection of a High-Contrast Thin Scatterer via Maxwell’s Equations
3.1 Integral Equation Formulation
Consider the time-harmonic Maxwell equation with a thin scatterer present,
∇×∇× E − k2n2E = 0 on R3, (3.1)
where E is the electric field, k > 0 is the normalized temporal frequency, and n2
denotes the squared index of refraction. (In our study, we assume that magnetic
permeability µ is simply equal to 1.) We investigate the case where the support of
the scatterer is given by
Ωh = Ω× (−h/2, h/2)
with Ω a bounded open subset of R2. Let us assume that Ω has a smooth boundary
curve such that the boundary of the cylinder ∂Ωh is Lipschitz. The earlier work [4],
which uses a formulation from [19], has examined solutions of (3.1) as h → 0 under
the assumption that n2 is smooth. Here, as in [3], we instead assume that n2 is given
by
n2(x, z) =

1 |z| > h/2,
0/h |z| < h/2, x ∈ Ω
1 |z| < h/2, x 6∈ Ω,
(3.2)
with x ∈ R2 and z ∈ R. Notice, we do not smooth out the jump. We assume that
0 is a constant and h is a dimensionless small parameter, which indicates the high
contrast nature of the scatterer. Notice that Ω is not assumed to be convex, so any
holes in Ω will be captured in ∂Ωh. We will use the notation (E ·ν)−(x, z) to indicate
the limit from the interior of E · ν at (x, z), where (x, z) ∈ (∂Ω × (−h/2, h/2)) ∪
94
(Ω×{−h/2, h, 2}), and where ν will always indicate the outward unit normal to this
surface. Note, this is is the boundary ∂Ωh without its corners, so that the normal
is well defined. For our investigation we will use the integral formulation of (3.1)
from [3]: Assume that E ∈ Hloc(curl,R3) is the unique radiating solution of (3.1). If
additionally E ∈ C0(Ωh) ∩H1(Ωh), then E will solve the coupled system
E(x, z) =Ei(x, z) + k
2
∫
Ωh
φ(x, z, x′, z′)(n2(x′, z′)− 1)E(x′, z′) dx′ dz′
−∇x,z
∫
∂Ωh
φ(x, z, x′, z′)(n2(x′, z′)− 1)(E · ν ′)−(x′, z′) dσ′, (3.3)
for any (x, z) ∈ R3 \ ∂Ωh, and
(E · ν)−(x, z) =Ei(x, z) · ν + k2ν ·
∫
Ωh
φ(x, z, x′, z′)(n2(x′, z′)− 1)E(x′, z′) dx′ dz′
−
∫
∂Ωh
∂νxφ(x, z, x
′, z′)(n2(x′, z′)− 1)(E · ν ′)−(x′, z′) dσ′
− 1
2
(n2(x, z)− 1)(E · ν)−(x, z), (3.4)
for any (x, z) ∈ ∂Ωh. Here dσ′ indicates the surface measure with respect to the
primed variables and ν ′ is the outward unit normal to ∂Ωh at the point (x′, z′). The
incident wave Ei satisfies
∇×∇× Ei − k2Ei = 0, (3.5)
and φ is the fundamental solution to the Helmholtz equation in R3,
φ(x, z, x′, z′) =
1
4pi
eik|(x,z)−(x
′,z′)|
|(x, z)− (x′, z′)| . (3.6)
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3.2 Asymptotic Analysis of the Transverse Component
Layer Potential Limits
We will assume we have a solution E to the system of integral equations (3.3) and
(3.4) on R3. We will continue to use the notation that x, x′ ∈ R2, while z, z′ ∈ R.
Note, in equation (3.3), there is a derivative of the single layer potential acting on
the interior normal boundary trace (E · ν)−, so its regularity properties are those of
a double layer potential. Since our scatterer is cylindrical, its boundary is merely
Lipschitz, and the double layer potential is not obviously well defined on the corners.
We let
B(x, z) = {(x′, z′) : |(x, z)− (x′, z′)| > }, (3.7)
and define
T ∗h : L
2(∂Ωh)→ L2(∂Ωh)
to be given by the principal value
T ∗h (f)(x, z) = lim
→0
∫
∂Ωh∩B(x,z)
∂νx,zφ(x, z, x
′, z′)f(x′, z′) dσ′. (3.8)
From [50], we know that this operator exists and is well defined for all points on
the boundary. For boundary points not on the corners, the principal value is not
necessary as the kernel is weakly singular there, and so in an abuse of notation, we
will not use the limit notation. This operator is in fact the adjoint of the double layer
potential operator. From equation (3.4), the interior limit to the boundary satisfies
(E · ν)−(x, z) =Ei(x, z) · ν(x, z) + k2ν(x, z) ·
∫
Ωh
φ(x, z, x′, z′)(n2(x′, z′)− 1)E(x′, z′) dx′ dz′
−
(
1
2
I + T ∗h
)
((n2 − 1)−(E · ν)−)(x, z) (3.9)
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almost everywhere (recall that ν is the unit outward normal). For clarity, our con-
vention will be to write
(n2 − 1)(E · ν)−(x, z) := (n2(x, z)− 1)−(E(x, z) · ν(x, z))−.
We rewrite (3.9) as
(
1
2
I + T ∗h
)
((n2 − 1)(E · ν)−)(x, z) = −(E · ν)−(x, z) + Ei(x, z) · ν(x, z)
+ k2ν(x, z) ·
∫
Ωh
φ(x, z, x′, z′)(n2(x′, z′)− 1)E(x′, z′) dx′ dz′. (3.10)
Fix (x, z) ∈ ∂Ωh. (For technical reasons we must exclude the (x, z) on the corners,
and for convenience, we will not always mention that such points are excluded in the
remainder.) We will now derive a jump condition for E · ν across the scatterer. The
equation (3.3) for the electric field holds on the exterior of Ωh. In particular for
(xˆ, zˆ) ∈ R3 \ Ωh, we have that the following holds:
E(xˆ, zˆ) =Ei(xˆ, zˆ) + k
2
∫
Ωh
φ(xˆ, zˆ, x′, z′)(n2(x′, z′)− 1)−E(x′, z′) dx′ dz′
−∇xˆ,zˆ
∫
∂Ωh
φ(xˆ, zˆ, x′, z′)(n2(x′, z′)− 1)(E · ν ′)−(x′, z′) dσ′. (3.11)
By forming the inner product with the unit outward normal and limiting to (x, z)
from the exterior in (3.11), the second integral on the right-hand side becomes the
normal derivative of the single layer potential of the exterior Neumann problem with
97
density (1− n2)(E · ν)−. We then have from, for example, chapter 3 in [20],
lim
(xˆ,zˆ)→(x,z)
(xˆ,zˆ)∈R3\Ωh
ν(xˆ, zˆ) · ∇xˆ,zˆ
∫
∂Ωh
φ(xˆ, zˆ, x′, z′)(n2(x′, z′)− 1)(E · ν ′)−(x′, z′) dσ′
=
(
−1
2
I + T ∗h
)
((n2 − 1)(E · ν)−)(x, z), (3.12)
and therefore, by moving terms to the other side,
−
(
−1
2
I + T ∗h
)
((n2 − 1)(E · ν)−)(x, z) = (E · ν)+(x, z)− Ei(x, z) · ν(x, z)
− k2ν(x, z) ·
∫
Ωh
φ(x, z, x′, z′)(n2(x′, z′)− 1)E(x′, z′) dx′ dz′. (3.13)
Adding (3.10) to (3.13) yields the equation for the density:
(n2(x, z)− 1)(E · ν)−(x, z) = (E · ν)+(x, z)− (E · ν)−(x, z) (3.14)
almost everywhere on ∂Ωh.
For the following theorem we need to make the assumption that the exterior
normal component of the field is bounded uniformly in h. This was true for the
Helmholtz case [40], and we expect that it is true for Maxwell. Numerical results in
the next subsection are consistent with this; however, a rigorous result is not known
to the author.
Theorem 3.2.1. Let n2 be given by (3.2). Assume E ∈ C0(Ωh) ∩ H1(Ωh) solves
the coupled system defined by (3.3) and (3.4), and assume that (E · ν)+ is bounded
uniformly in h on ∂Ωh. Then,
‖(E · ν)−‖L∞(∂Ωh) = O(h). (3.15)
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Proof. From (3.14),
0
h
(E · ν)−(x, z) = (E · ν)+(x, z). (3.16)
Since (E · ν)+ is bounded uniformly in h, the result follows from (3.16).
Analysis of the third component of the electric field inside the scatterer
In this section, we will prove under a priori regularity assumptions that the third
component of the electric field vanishes inside the scatterer as h → 0. A similar
theorem was first proved in [3] under different assumptions. We present a proof
using hypotheses based physical considerations; namely, that the value of the electric
field stays bounded uniformly and possesses some uniform regularity properties. The
theorem we will prove is as follows:
Theorem 3.2.2. Let E ∈ C0(Ωh)∩H1(Ωh) solve the coupled system defined by (3.3)
and (3.4), and assume that E3 is uniformly bounded in h for (x, z) ∈ Ωh. If (E · ν)+
is equicontinuous with respect to h, and both ‖(E · ν)+‖L∞(∂Ωh) and ‖E3‖L∞(Ωh) are
bounded uniformly in h, then for (x, ζ) ∈ Ω× (−1/2, 1/2),
lim
h→0
E3(x, hζ) = 0.
We will delay the proof of this theorem until we present the necessary lemmas
pertaining to layer potentials on the boundary of the thin domain ∂Ωh and their
limits as h vanishes.
First, we restate a Lemma from [40]. Define the scaled variable ζ = z
h
and the
scaled domain
Ωs = Ω× (−1/2, 1/2).
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Lemma 3.2.3. There exists a constant C depending on k, but not on h or ζ ′, such
that
sup
(x,ζ)∈Ωs
∫
Ω
|φ(x, hζ, x′, hζ ′)− φ(x, 0, x′, 0)| dx′ ≤ Ch (3.17)
for any ζ ′ ∈ (−1/2, 1/2).
Remark 3.2.4. Since
(x, ζ, ζ ′) 7→
∫
Ω
|φ(x, hζ, x′, hζ ′)− φ(x, 0, x′, 0)| dx′ (3.18)
is a continuous function which is bounded on the open set Ω×(−1/2, 1/2)×(−1/2, 1/2),
it is bounded on its closure by the same bound.
This next lemma demonstrates that the integral kernel acts as a delta function as
h approaches 0.
Lemma 3.2.5. Let {fh : Ω→ R}h>0 be a sequence of continuous functions converging
uniformly to f . Let (x, ζ) ∈ Ω × [−1/2, 1/2], ζ ′ ∈ [−1/2, 1/2] and ζ 6= ζ ′. Then we
have the following:
lim
h→0
∫
Ω
∂
∂z
φ(x, hζ, x′, hζ ′)fh(x′) dx′ = −1
2
ζ − ζ ′
|ζ − ζ ′|f(x). (3.19)
Remark 3.2.6. We write ∂
∂z
φ(x, hζ, x′, hζ ′) to indicate the z derivative of φ(x, z, x′, z′)
while making the identification z = hζ to explain the h dependence.
Proof. Let  > 0 be given. Recall,
∂
∂z
φ(x, z, x′, z′) =
(z − z′)
4pi
eik|(x,z)−(x
′,z′)|
(
ik
|(x, z)− (x′, z′)|2 −
1
|(x, z)− (x′, z′)|3
)
=
(z − z′)
|z − z′|
|z − z′|
4pi
eik|(x,z)−(x
′,z′)|
·
(
ik
|(x, z)− (x′, z′)|2 −
1
|(x, z)− (x′, z′)|3
)
(3.20)
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Since {fh} converges uniformly, the sequence is equicontinuous. Choose δ > 0 to be
such that B = B(x, δ/2) ⊂ Ω and |x− x′| < δ implies
|fh(x)− fh(x′)| < /4, (3.21)
for all 0 < h < 1. For convenience, we denote Poisson’s kernel for the half space
P : R2 × R→ R by
P (x, t) :=
1
2pi
t
|(x, t)|3 . (3.22)
We note the well known property that for any t > 0,
∫
R2
P (x, t) dx = 1. (3.23)
To use this fact, we will utilize P (x− x′, h|ζ − ζ ′|) with the identification z = hζ and
z′ = hζ ′.
∣∣∣∣∫
Ω
∂
∂z
φ(x, hζ, x′, hζ ′)fh(x′) dx′ +
(ζ − ζ ′)
|ζ − ζ ′|
1
2
fh(x)
∣∣∣∣
=
∣∣∣∣∫
Ω
∂
∂z
φ(x, hζ, x′, hζ ′)fh(x′) dx′ +
1
2
(ζ − ζ ′)
|ζ − ζ ′|
∫
R2
P (x− x′, h|ζ − ζ ′|)fh(x) dx′
∣∣∣∣
≤
∣∣∣∣∫
Ω\B
∂
∂z
φ(x, hζ, x′, hζ ′)fh(x′) +
1
2
(ζ − ζ ′)
|ζ − ζ ′| P (x− x
′, h|ζ − ζ ′|)fh(x) dx′
∣∣∣∣
+
∣∣∣∣∫
B
∂
∂z
φ(x, hζ, x′, hζ ′)fh(x′) +
1
2
(ζ − ζ ′)
|ζ − ζ ′| P (x− x
′, h|ζ − ζ ′|)fh(x) dx′
∣∣∣∣
+
∣∣∣∣12
∫
R2\Ω
P (x− x′, h|ζ − ζ ′|)fh(x) dx′
∣∣∣∣
= I + II + III (3.24)
We now estimate the term I : let x′ ∈ Ω \ B. Since the sequence fh is uniformly
101
bounded, there exists a constant C such that
∣∣∣∣ ∂∂zφ(x, hζ, x′, hζ ′)fh(x′) + 12 (ζ − ζ ′)|ζ − ζ ′| P (x− x′, h|ζ − ζ ′|)fh(x)
∣∣∣∣
≤ hC‖fh‖L∞(Ω)
(
max
x′∈Ω\B
1
|x− x′|3 + maxx′∈Ω\B
1
|x− x′|2
)
≤ Ch 1
δ3
. (3.25)
Here we have assumed, without loss of generality, that δ < 1, and have used that
|x− x′| ≥ δ for x′ ∈ Ω \B. We may choose h such that h < δ3
4C|Ω| so that
I < /4. (3.26)
Likewise, we estimate III :
∣∣∣∣12
∫
R2\Ω
P (x− x′, h|ζ − ζ ′|)fh(x) dx′
∣∣∣∣ ≤ Ch|fh(x)| ∫
R2\Ω
1
|x− x′|3 dx
′
:= C1h. (3.27)
We impose the constraint that h < 
4C1
; then,
III < /4. (3.28)
We may now estimate
II ≤
∣∣∣∣∫
B
∂
∂z
φ(x, hζ, x′, hζ ′)f(x′) +
1
2
(ζ − ζ ′)
|ζ − ζ ′| P (x− x
′, h|ζ − ζ ′|)f(x′) dx′
∣∣∣∣
+
∣∣∣∣∫
B
1
2
(ζ − ζ ′)
|ζ − ζ ′| P (x− x
′, h|ζ − ζ ′|)(fh(x)− fh(x′)) dx′
∣∣∣∣
= II1 + II2. (3.29)
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To estimate the first term, we will use the estimate,
eik|(x,hζ)−(x
′,hζ′)| − 1 = O(|(x, hζ)− (x′, hζ ′)|). (3.30)
Recall that |ζ − ζ ′| ≤ 1, and that ζ 6= ζ ′. Using these facts, we are able to make the
following estimates:
II1 ≤
∫
B
1
4pi
h|ζ − ζ ′||eik|(x,hζ)−(x′,hζ′)| − 1|
|(x, hζ)− (x′, hζ ′)|3 |fh(x
′)| dx′
+ C2h‖fh‖L∞(Ω)
∫
B
1
|(x, hζ)− (x′, hζ ′)|2 dx
′
≤ hC1
∫
B
|(x, hζ)− (x′, hζ ′)|
|(x, hζ)− (x′, hζ ′)|3 dx
′
+ C2h
∫
B
1
|(x, hζ)− (x′, hζ ′)|2 dx
′
≤ C3h
∫ δ
0
r
r2 + (h|ζ − ζ ′|)2 dr
≤ C4h| ln(h|ζ − ζ ′|)|.
(3.31)
By choosing h lnh < 
8C4
, we are able to conclude that II1 <

8
. Observe that by
construction, we also have
|fh(x)− fh(x′)| < /4, (3.32)
for all x′ ∈ B. We continue by estimating as follows:
II2 ≤ 1
2
∫
B
P (x− x′, h|ζ − ζ ′|)|fh(x)− fh(x′)| dx′
<

8
∫
B
P (x− x′, h|ζ − ζ ′|) dx′
≤ 
8
, (3.33)
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by continuity of f . This shows that II < /4. For sufficiently small h, we have from
uniform convergence that
fh(x) = f(x) +O(/4), (3.34)
which completes the proof.
Having established these lemmas, we are now able to prove Theorem 3.2.2.
Proof of Theorem 3.2.2. Let (x, z) ∈ Ωh such that z = hζ and ν be the outward
facing normal from the point (x, h/2). Now, consider the following two equations
E3(x, z) =Ei,3(x, z) + k
2
∫
Ωh
φ(x, z, x′, z′)(n2(x′, z′)− 1)−E3(x′, z′) dx′ dz′
−∇z
∫
∂Ωh
φ(x, z, x′, z′)(n2(x′, z′)− 1)−(E · ν)−(x′, z′) dσ′, (3.35)
and
(E · ν)−(x, h/2) =Ei(x, h/2) · ν + k2ν ·
∫
Ωh
φ(x, h/2, x′, z′)(n2(x′, z′)− 1)−E(x′, z′) dx′ dz′
−
(
1
2
I + T ∗h
)
(n2 − 1)(E · ν)−(x, h/2). (3.36)
Our goal is to subtract these two equations from each other and yield a limit for E3.
Before doing so, we will analyze some of the terms found in the previous equations.
Using a Taylor expansion for Ei,3 in the third direction, we have that for any ζ ∈
[−1/2, 1/2]
Ei,3(x, hζ) = Ei,3(x, 0) +O(h). (3.37)
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Furthermore, by applying Lemma 3.2.3, we make the observation that
∫
Ωh
φ(x, hζ, x′, z′)(n2(x′, z′)− 1)−E3(x′, z′) dx′dz′
=
∫
Ωs
φ(x, 0, x′, 0)(0 − h)E3(x′, z′) dx′dz′ +O(h), (3.38)
where we have used that E3 is uniformly bounded in h and the scaling z
′ = hζ ′.
We apply (3.37) and (3.38) to (3.35) and (3.36), resulting in
E3(x, z) = Ei,3(x, 0) + k
2
∫
Ωs
φ(x, 0, x′, 0)(0 − h)E3(x′, z′) dx′dz′
−∇z
∫
∂Ωh
φ(x, z, x′, z′)(n2(x′, z′)− 1)−(E · ν)−(x′, z′) dσ′ +O(h) (3.39)
and
(E · ν)−(x, h/2) = Ei,3(x, 0) + k2
∫
Ωs
φ(x, 0, x′, 0)(0 − h)E3(x′, z′) dx′dz′
−
(
1
2
I + T ∗h
)
(n2 − 1)(E · ν)−(x, h/2) +O(h). (3.40)
If we subtract the previous equations, several terms cancel resulting in
E3(x, z) =−∇z
∫
∂Ωh
φ(x, z, x′, z′)(n2(x′, z′)− 1)−(E · ν)−(x′, z′) dσ′
+
(
1
2
I + T ∗h
)
(n2 − 1)(E · ν)−(x, h/2) +O(h) (3.41)
after noting (E · ν)− → 0 from Theorem 3.2.1.
From the definition of the two integrals in (3.41) and boundedness of (n2−1)(E ·ν)
due to Theorem 3.2.1, the integral over the lateral side of each goes to 0 as it is not
singular. Furthermore, the component of each integral where (x, z) lies is identically
0, leaving only the integral over Ω× {−h/2} for both integrals.
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Let hk be a sequence converging to 0. Because (E · ν)+ is equicontinuous in h,
uniform convergence of (E ·ν)− from Theorem 3.2.1 and (3.14) implies (n2−1)(E ·ν)−
is equicontinuous. Since (E · ν)+ is uniformly bounded by assumption, we may apply
Arzela Ascoli. Thus, there is a subsequence hkj such that
ghkj (x, ζ) := (n
2 − 1)−(E · ν)−(x, hkjζ) (3.42)
converges to some g0(x, ζ). We use Lemma 3.2.5 to deduce:
−∇z
∫
Ω×{h/2}
φ(x, z, x′, z′)(n2(x′, z′)− 1)−(E · ν)−(x′, z′) dx′
= −
∫
Ω
∂
∂z
φ(x, hζ, x′, h/2)(n2(x′, h/2)− 1)−(E · ν)−(x′, h/2) dx′
= −1
2
g0(x, 1/2) + o(1). (3.43)
In the limit, this will cancel with the contribution of 1
2
(n2 − 1)(E · ν)−(x, h/2) in
(3.41). From the previous discussion and the limit of the lateral side, we have
E3(x, hkjζ)
= −
∫
Ω
∂
∂z
φ(x, hkjζ, x
′,−hkj/2)(n2(x′,−hkj/2)− 1)−(E · ν)−(x′,−hkj/2) dx′
+
∫
Ω
∂
∂νx
φ(x, hkj/2, x
′,−hkj/2)(n2(x′,−hkj/2)− 1)−(E · ν)−(x′,−hkj/2) dx′ + o(1).
(3.44)
Note, ∂
∂νx
is simply ∂
∂z
. We apply Lemma 3.2.5 once more on the remaining integrals
and their limits cancel. We have shown that, for any sequence hk → 0, there exists a
subsequence such that
lim
j→∞
E3(x, hkjζ)→ 0. (3.45)
This implies the result.
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Corollary 3.2.7. Under the assumptions of Theorem 3.2.2, for x ∈ Ω,
lim
h→0
(n2 − 1)(E · ν)−(x, h/2)− (n2 − 1)(E · ν)−(x,−h/2) = 2Ei,3(x, 0).
Proof. Let x ∈ Ω. Then, consider
E3(x, 0) =Ei,3(x, 0) + k
2
∫
Ωh
φ(x, 0, x′, z′)(n2(x′, z′)− 1)−E3(x′, z′) dx′ dz′
−∇z
∫
∂Ωh
φ(x, 0, x′, z′)(n2(x′, z′)− 1)−(E · ν)−(x′, z′) dσ′. (3.46)
From Theorem 3.2.2, immediately we have
Ei,3(x, 0)−∇z
∫
∂Ωh
φ(x, 0, x′, z′)(n2(x′, z′)− 1)−(E · ν)−(x′, z′) dσ′ = o(1) (3.47)
because E3 → 0 by the previous theorem, and we apply dominated convergence to
obtain ∫
Ωh
φ(x, 0, x′, z′)(n2(x′, z′)− 1)−E3(x′, z′) dx′ dz′ → 0.
The lateral side of the integral also converges to 0 from Theorem 3.2.1 resulting in
Ei,3(x, 0)−∇z
∫
Ω×{−h/2,h/2}
φ(x, 0, x′, z′)(n2(x′, z′)− 1)−(E · ν)−(x′, z′) dσ′ = o(1).
(3.48)
Using the the definition (3.42) of gh and the argument of the previous theorem, we
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may apply Lemma 3.2.5, yielding a subsequence hkj which converges to 0 and
−∇z
∫
Ω×{h/2}
φ(x, 0, x′, z′)(n2(x′, z′)− 1)−(E · ν)−(x′, z′) dx′
= −
∫
Ω
∂
∂z
φ(x, 0, x′, hkj/2)(n
2(x′, hkj/2)− 1)−(E · ν)−(x′, hkj/2) dx′
= −1
2
g0(x, 1/2) + o(1), (3.49)
and similarly, we estimate
−∇z
∫
Ω×{−h/2}
φ(x, 0, x′, z′)(n2(x′, z′)− 1)−(E · ν)−(x′, z′) dx′
= −
∫
Ω
∂
∂z
φ(x, 0, x′,−hkj/2)(n2(x′,−hkj/2)− 1)−(E · ν)−(x′,−hkj/2) dx′
=
1
2
g0(x,−1/2) + o(1) (3.50)
uniformly by Arzela Ascoli. Therefore, by manipulating the equation we have
Ei,3(x, 0) =
1
2
g0(x, 1/2)− 1
2
g0(x,−1/2). (3.51)
As every subsequence has a subsequence which converges to this limit, we conclude
lim
h→0
(n2 − 1)(E · ν)−(x, h/2)− (n2 − 1)(E · ν)−(x,−h/2) = 2Ei,3(x, 0). (3.52)
We now present numerical evidence of the result for Theorem 3.2.2. These images
appear courtesy of Jay Gopalakrishnan and will appear in [2] with a full analysis.
One can observe that the electric field (E · ν)+ on the exterior does appear to stay
bounded as h decreases, and further, that the values of the electric field do not vary
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widely, which could indicate the equicontinuity assumption holds.
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Figure 3.1: The real part of the transverse component of the total field for a circular
cylinder of radius 1, with h = 1/4, 1/8, and 1/16, respectively. The imaginary parts
look similar.
h ‖E3‖2/
√
h
1/4 0.271
1/8 0.114
1/16 0.0388
1/32 0.017
Table 2.1: The scaled L2 norms of the transverse total field inside the scatterer of
radius .25.
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Figure 3.2: The real part of the transverse component of the total field for a circular
cylinder of radius .25, with h = 1/4, 1/8, 1/16, and 1/32, respectively. The imaginary
parts look similar.
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3.3 The Inversion Method
Here we propose a method which can recover the support of Ω, assuming one
knows the plane of the scatterer. One important feature of the method is that it
uses a two-dimensional integral to recover the position of the object. In this sense, it
reduces the complexity of the calculation by one dimension at the cost of having to
know a priori the plane of the scatterer. First, we prove a result about its behavior
in the far field. Using this result, we will develop the inversion method.
Theorem 3.3.1. Let E ∈ C0(Ωh)∩H1(Ωh)∩Hloc(curl,R3) solve the coupled system
defined by (3.3) and (3.4) on all of R3. Assume (E ·ν)+ is equicontinuous with respect
to h, and both ‖(E · ν)+‖L∞(∂Ωh) and ‖E3‖L∞(Ωh) are bounded uniformly in h. Then
for (x, z) ∈ R3 \ Ωs,
E3(x, z) = Ei,3(x, z)
−
∫
Ω×{−h/2,h/2}
∂
∂z
φ(x, z, x′, 0)(n2(x′, z′)− 1)(E · ν)−(x′, z′) dx′ + o(1).
Proof. We will use the equation (3.3) for (x, z) outside of the scatterer:
E3(x, z) = Ei,3(x, z) + k
2
∫
Ωh
φ(x, z, x′, z′)(n2(x′, z′)− 1)E3(x′, z′) dx′ dz′
−
∫
∂Ωh
∂
∂z
(x, z, x′, z′)(n2(x′, z′)− 1)(E(x′, z′) · ν)− dσ′.
In this case, none of the integrands are singular as h → 0 (as opposed to when
x ∈ Ωh). Thus we may use the fact that |Ωh| = O(h), Theorem 3.2.2, the assumed
bound on E3, and dominated convergence to yield that the second term on the right
hand side goes to 0. For the third term, Theorem 3.2.1 implies that the integral over
the lateral side ∂Ω× (−h/2, h/2) goes to zero because the surface area of the domain,
which is proportional to h, cancels with the h in the denominator of n2 (see (3.2)).
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Now, the remaining part of the third term is the integral on the top and bottom
of the scatter, corresponding to z′ = ±h/2. In both cases we will replace the kernel
with its value at z′ = 0. Using Theorem 3.2.1, the remainder can be bounded as
follows:
∣∣∣∣∫
Ω×{−h/2,h/2}
(
∂
∂z
φ(x, z, x′, z′)− ∂
∂z
φ(x, z, x′, 0)
)
(n2(x′, z′)− 1)(E · ν)−(x′, z′) dσ′
∣∣∣∣
≤ C(0 − h)
∫
Ω×{−h/2,h/2}
∣∣∣∣ ∂∂zφ(x, z, x′, z′)− ∂∂zφ(x, z, x′, 0)
∣∣∣∣ dx′. (3.53)
Since (x, z) is in the far field, the integrand on the right-hand side of (3.53) is smooth.
Since z′ ∈ {−h/2, h/2}, we see that the right-hand side of (3.53) limits to zero. This
implies the result.
The above Theorem 3.3.1 says that asymptotically, the transverse component of
the scattered field is close to an integral operator acting on a function with support
on the scatterer. That is, under the assumptions of the previous theorem, for (x, z) ∈
R3 \ Ωs in the far field, as h→ 0,
E3(x, z)− Ei,3(x, z) =
∫
R2
∂
∂z
φ(x, z, x′, 0)g(x′) dx′ + o(1). (3.54)
We may attempt, then, to invert the integral operator to find the unknown g,
g(x′) =: −1Ω(x′)gˆ(x′) (3.55)
whose support is Ω. Such an inversion would potentially recover the location and
shape of Ω. Note, we have implicitly assumed that we know the thin scatterer lies
centered on the z = 0 plane. Formally, the unknown g should be the limit of the sum
of (n2 − 1)(E · ν)− on the top and bottom, but a rigorous result of this limit is not
known to the author.
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For inversion, we use a single initial wave Ei, and read the data Φ = E3 − (Ei)3
at a set of receiver points in the far field. Based on the above, we assume that
Φ(x, z) =
∫
R2
∂
∂z
φ(x, z, x′, 0)g(x′) dx′, (3.56)
i.e., we eliminate the o(1) term from (3.54). We then discretize and invert using a
pseudoinverse obtained by truncating singular values to image the support of g.
For completeness, we will first briefly describe this inversion process in detail.
Label the receivers (x1, z1), . . . , (xn, zn). We will read the value of E3 at each receiver.
To discretize the operator, we choose a partition of a box B ⊂ R2 in which we expect
to find Ω. Denote the points ξ1, . . . , ξm. These will serve as nodes for quadrature and
the points at which we recover values of g. Let the matrixA be the discretization of the
operator where (A)i,j =
∂
∂z
φ(xi, zi, ξj, 0). Define the data vector as ~d = [E3(x1, z1)−
Ei,3(x1, z1), . . . , E3(xn, zn)−Ei,3(xn, zn)]T . Moreover, define the vector for recovery as
the values of the function g at the node points, in particular by ~g = [g(ξ1), . . . , g(ξm)]
T .
We then construct the equation
A~g = ~d
where A is n×m, ~g is m×1 and ~d is n×1. This matrix was constructed with the idea
in mind that n > m and therefore A is overdetermined. Because of this, a stipulation
of the method is that the dimension of the recovery space must be smaller than the
number of data points; otherwise, the singular nature of the system becomes more
apparent and the recovery fails.
3.3.1 Numerical Results
For our experiments, we will try to image the support of a scatterer with refractive
index in the form (3.2). Our scatterer will be a cylindrical object of the form Ω ×
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[−h/2, h/2] where Ω sits on the z = 0 plane. For the trials, we generate synthetic data
by either a completely independent finite element solver for the PDE or by solving
the 3-d integral equation formulation for Maxwell proposed in [3]. We use a single
initial wave of the form
Ei(x, z) = pe
iη·(x,z)
where η is of the form (|ξ| cos θ, |ξ| sin θ,√k2 − |ξ|2) and p · η = 0. In all cases we
chose 0 = 1.1 and k = 1, The figures in this section show the absolute value of the
recovered g from (3.55). We will vary our values of h, and from Theorem 3.3.1, one
would expect the image to become more accurate as h decreases.
In our first example, Ω is a disk of radius 1/4 centered at the origin, and we use the
finite element solver for full three dimensional Maxwell described in [2] to generate
synthetic data. We used 154 receiver points equidistantly spaced around a sphere of
radius 2 centered at the origin, and the object is assumed to be known to be within
this sphere. One can see in Figure 3.3 that the general location of the scatterer is
found, despite the fact that h = 1/8 is not very small. For smaller h = 1/64, the
inversion method performed approximately just as well, but not significantly better.
We suspect that numerical error associated with small h in our numerical solver
contributed to the differing values of h performing similarly well. Figure 3.4 shows
the behavior of the singular values.
In our second example, Ω is a square of length 1/2, and we will try to image the
object for various values of h. Here our simulated data is generated by the integral
equation system (3.3) and (3.4). This is the integral equation formulation which was
used to derive the results here, and the inversion method uses its asymptotic limit,
so using the finite element method for the PDE is preferable. However, by using a
somewhat coarse grid for our forward solver, we were able to obtain data for much
smaller values of h with the integral equations. In this example 862 receivers were
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used, and the initial wave was given by p = (−i/√2, 1/√2, 0) and η = (0, 0, 1). Figure
3.6 shows a graph of the singular values for the system we inverted to generate Figure
3.5.
The last experiment is the same as the previous, except that now the 862 receivers
will be located on a sphere of radius 6. The scatterer still occupies [−.5, .5]2, so it is
appearing towards the corner of the search region. Note the inversion procedure is
finding the location correctly.
The data for Figure 3.3 was provided by Jay Gopalakrishnan, where the data for
Figure 3.5 and 3.7 was provided by Kim Nolan.
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Figure 3.3: Graph of recovered Ω for h = 1/8, left, h = 1/64, right. Initial wave
parameters: θ = 0, ξ = 0, p = (−(√2/2)i,√2/2, 0)T . Here Ω is a ball of radius 1/4
centered at the origin.
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Figure 3.4: A graph of the singular values of the system from Figure 3.3 showing its
ill-posedness. The y-axis is log10 scale.
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Figure 3.5: Generated images of the scatterer for h = 1 and .1 on the top row and
h = .01 and .001 on the bottom row respectively. Number of singular values used for
inversion varied for each image to optimize resulting image.
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Figure 3.6: A graph of the singular values of the system we invert from Figure 3.5,
demonstrating ill-posedness. The y-axis is log10 scale.
Figure 3.7: Generated images of the scatterer in a larger search region for h = 1 (top
left), h = .1 (top right), h = .01 (bottom left) and h = .001 (bottom right).
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3.4 Discussion
In this chapter, we have proposed a computationally efficient inversion method
based on Theorem 3.2.2, which states that the transverse component of the electric
field vanishes for small h. The advantages of the method is that the problem is
three-dimensional but one must only invert a two dimensional integral operator. In
contrast to standard inversion methods, our method utilizes only a single initial wave.
The method has been numerically shown to be an efficient means to recovering the
support of the scatterer.
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Appendix A. Appendix to Chapter 2
A.1 Example in a Single Variable
The interior transmission eigenvalue problem for a homogeneous media in one
dimension can be formulated as finding v and w such that
w′′ + k2nw = 0 in D (A.1)
v′′ + k2v = 0 in D (A.2)
w = v on ∂D (A.3)
w′ = v′ on ∂D (A.4)
where D = [−1, 1], nonzero k ∈ R, and positive n ∈ R.
As the first two equations are standard second order differential equations, v and
w have solutions of the form
v(x) =v1sin(kx) + v2cos(kx) (A.5)
w(x) =w1sin(k
√
nx) + w2cos(k
√
nx) (A.6)
for some coefficients v1, v2, w1, w2 ∈ R. Since v and w must be of this form, determin-
ing if a solution exists is therefore equivalent to finding the coefficients that satisfy
the boundary conditions. In fact, from the boundary equations in the transmission
eigenvalue problems we have four equations which will determine the four unknown
coefficients.
For example, w(−1) = v(−1) implies that
w1 sin(k
√
n)− w2 cos(k
√
n)− v1 sin(k) + v2 cos(k) = 0 (A.7)
must hold. Similarly since v(1) = w(1),
w1 sin(k
√
n) + w2 cos(k
√
n)− v1 sin(k)− v2 cos(k) = 0 (A.8)
Adding these two equations together yields the condition
w1 sin(k
√
n)− v1 sin(k) = 0, (A.9)
and by subtracting them we have
w2 cos(k
√
n)− v2 cos(k) = 0 (A.10)
After following this procedure for the derivative, we find that the boundary con-
ditions holding is equivalent to the matrix equation
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
sin(k) 0 − sin(k√n) 0
0 cos(k) 0 − cos(k√n)
cos(k) 0 − cos(k√n)√n 0
0 sin(k) 0 − sin(k√n)√n


v1
v2
w1
w2
 = 0 (A.11)
Call the matrix defined above M . Then we have proven the following theorem
Theorem A.1.1. Consider the transmission eigenvalue problem defined by (A.12).
Then k is a transmission eigenvalue if and only if det(M) = 0.
This approach can be extended to the case of inhomogeneous media. In particular,
we will outline the case when n0 is piecewise constant. Here is how the approach is
extended: if n = n0 on [−1, 0) and n = n1 on (0, 1], then the transmission eigenvalue
problem is equivalent to solving the system:
w′′0 + k
2n0w0 = 0 on [−1, 0) (A.12)
v′′0 + k
2v0 = 0 on [−1, 0) (A.13)
w′′1 + k
2n1w1 = 0 on (0, 1] (A.14)
v′′1 + k
2v1 = 1 on (0, 1] (A.15)
with the boundary conditions
w0(−1) = v0(−1) w′0(−1) = v′0(−1) (A.16)
w1(1) = v1(1) w
′
1(1) = v
′
1(1) (A.17)
w0(0
−) = w1(0+) w′0(0
−) = w′1(0
+) (A.18)
v0(0
−) = v1(0+) v′0(0
−) = v′1(0
+). (A.19)
Here v and w would be defined piecewise in the same way n is, i.e. v = v0 on [−1, 0]
and v = v1 on [0, 1]. From the previous system, one may construct a matrix and have
a similar theorem to Theorem A.1.1.
A.2 Appendix to Chapter 2.2
A.2.1 More Technical Lemmas on Convergence
In this section, we will collect the technical lemmas that are necessary for several
of the results in this paper. The first lemma involves the asymptotic behavior of v˜B
whereas the second computes the derivative of T0(τ).
Our goal is to prove 2v˜B converges to 0 at the appropriate rate in the L
2(D)
norm. To do so, we will show that 2(v˜B(x/)− vB(x/))→ 0 in L2(D). Afterwards,
we can use that 2vB itself converges to 0 yielding the desired result. Before we prove
this, we restate a lemma from [15].
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Lemma A.2.1. [15] Let d = 2, 3, v˜B be the solution to (2.30) and vB be the solution
to (2.31) and. Then we have that
‖∆yvB −∆yv˜B‖L2(D) = o(d/2).
The proof of this lemma in [15] is for the constant n0 case, but the identical proof
holds for n0 smooth with property (2.2). Since vB(x/) is not in H
2
0 (D), we require
a separate bound on its L2 norm.
Proposition A.2.2. Let d = 2, 3. For v˜B defined by (2.30),
‖2v˜B(·/)‖L2(D) = o(d/2).
Proof. Recall vB is defined by (2.31). We aim to bound the L
2 norm of 2(v˜B(x/)−
vB(x/)) by the L
2 of its Laplacian, which we know from Lemma A.2.1 is o(d/2). To
do so, we will construct a correction term which allows us to use Poincare´’s inequality.
We define v1 to be the solution to{
∆yv1 = 0 in D
v1 = −vB(·/) in ∂D (A.20)
for d = 2, 3. Since vB ∈ W 20 (Rd), vB ∈ L∞(Rd), and in particular vB ∈ C0(∂D).
Since the domain is C2, v1 is a classical solutions and so v1 ∈ C2(D)
⋂
C0(D) [27].
From the maximum principle for harmonic functions,
‖v1‖L∞(D) ≤ ‖v1(x/)‖L∞(∂D). (A.21)
The decay conditions of vB (2.32) imply that vB(y) = o(|y|2−d/2) = o(d/2−2) for
y = x/ and x ∈ ∂D; further, the estimate is uniform in . Using the maximum
principle,
2‖v1‖L2(D) ≤2|D|1/2C‖vB(·/)‖L∞(∂D)
≤2|D|1/2Co(d/2−2)
=Co(d/2). (A.22)
For convenience, define V := 
2(v˜B(x/)− vB(x/)− v1(x/)) and assume to the con-
trary that ‖V‖L2(D)/d/2 does not converge to 0. Therefore there exists a subsequence
k → 0 and C > 0 such that
C ≤ ‖Vk‖L2(D)

d/2
k
(A.23)
By construction Vk ∈ H10 (D), and thus Poincare´’s Inequality yields
1 ≤ ‖Vk‖L2(D)
C
d/2
k
≤ ‖Vk‖
2
L2(D)
C2dk
≤ C˜p
‖∇Vk‖2L2(D)
C2dk
. (A.24)
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As v1 ∈ C2(D), we have that Vk ∈ H2(D)
⋂
H10 (D); thus integration by parts is
valid, yielding
‖∇Vk‖2L2(D) = −(Vk ,∆Vk)L2(D) ≤ ‖Vk‖L2(D)‖∆Vk‖L2(D) (A.25)
Substituting this into (A.24), we conclude
‖Vk‖L2(D)
Cd/2
≤ ‖Vk‖L2(D)
d/2
‖∆Vk‖L2(D)
Cd/2
. (A.26)
Because 2∆ = ∆y and ∆v1 = 0,
1 ≤ ‖∆Vk‖L2(D)
C
d/2
k
=
‖∆yv˜B −∆yvB‖L2(D)
C
d/2
k
= o(1) (A.27)
from Lemma A.2.1, which is a contradiction. Thus ‖Vk‖L2(D) = o(d/2). To conclude,
we must justify why each correction 2v1 and 
2vB are at least o(
d/2) in the L2 norm.
First, (A.22) implies the claim for v1, and finally, vB ∈ C0(Rd) implies
2‖vB(·/)‖L2(D) ≤ 2|D|1/2‖vB‖L∞(Rn). (A.28)
A.2.2 Calculation of the Derivative
We aim to find the derivative of T0(τ) = A−1τ,0B with respect to τ evaluated at a
function u. However, since B does not depend on τ , this problem is equivalent to the
derivative of A−1τ,0 evaluated at Bu. Thus it is only necessary to compute DA−1τ,0. With
that in mind, for u ∈ H20 (D) we define the solution map Lτ to variational problem:
∆∆Aτ,0Lτu = ∆
(
1
n0 − 1A
−1
τ,0u
)
+
1
n0 − 1∆A
−1
τ,0u+ 2τ
(
1
n0 − 1 + 1
)
A−1τ,0u (A.29)
which exists and is bounded due to Riesz Representation. Further, define for u ∈
H20 (D),
uτ = A−1τ,0u. (A.30)
By construction, it follows that
(Lτu, φ)A =(Aτ,0Lτu, φ)H20 (D)
=
(
1
n0 − 1uτ ,∆φ
)
L2(D)
+
(
1
n0 − 1∆uτ , φ
)
L2(D)
+ 2τ
((
1
n0 − 1 + 1
)
uτ , φ
)
L2(D)
. (A.31)
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Proposition A.2.3. Let d = 2, 3 and τ > 0. Then −Lτ as defined by (A.29) is the
derivative of A−1τ,0 with respect to τ . That is, DA−1τ,0 = −Lτ .
Proof. Since Aτ+h,0uτ+h = Aτ,0uτ = u,
(Aτ+h,0(uτ+h − uτ + hLτu), φ) =(Aτ+h,0uτ+h − Aτ+h,0uτ + hAτ+h,0Lτu, φ)H20 (D)
=(Aτ,0uτ − Aτ+h,0uτ + hAτ+h,0Lτuτ , φ)H20 (D)
=− (2th+ h2)
∫
D
(
1
n0 − 1 + 1
)
uτφ dx
− h
∫
D
1
n0 − 1(uτ∆φ+ ∆uτφ) dx
+ h(Aτ+h,0Lτu, φ)H20 (D). (A.32)
From the definition of the sesquilinear form, there exists a constant depending on
τ and D such that
(Aτ+h,0u, φ)H20 (D) = (Aτ,0u, φ)H20 (D) + h
(
∆u+ τu,
1
n0 − 1φ
)
L2(D)
+ h
(
1
n0 − 1u,∆φ+ τφ
)
L2(D)
+ 2h(τ + h)
((
1
n0 − 1 + 1
)
u, φ
)
L2(D)
= (Aτ,0u, φ)H20 (D) +O(h‖u‖H20 (D)‖φ‖H20 (D)) (A.33)
where the above estimate uses that H20 is embedded in C
0. Using the above inequality
and (A.31),
(Aτ+h,0Lτu, φ)H20 (D) =
(
1
n0 − 1uτ ,∆φ
)
L2(D)
+
(
1
n0 − 1∆uτ , φ
)
L2(D)
+ 2τ
((
1
n0 − 1 + 1
)
uτ , φ
)
L2(D)
+O
(
h‖uτ‖H20 (D)‖φ‖H20 (D)
)
.
(A.34)
Substituting this into (A.32) yields
(Aτ+h,0(uτ+h − uτ + hLτu), φ) =− h2
∫
D
(
1
n0 − 1 + 1
)
uτφdx+O(h
2‖φ‖H20 (D))
≤ Ch2
(
1
n0 − 1 + 1
)
‖uτ‖L2(D)‖φ‖H20 (D)
+O
(
h2‖uτ‖H20 (D)‖φ‖H20 (D)
)
. (A.35)
Of course, we also have the bound
‖uτ‖L2(D) ≤ C‖uτ‖H20 (D) ≤ C‖A−1τ,0‖L(H20 (D))‖u‖H20 (D) (A.36)
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Choosing φ = uτ+h − uτ + hLτu, we have by coercivity that
C‖uτ+h − uτ + hLhu‖H20 (D) = O
(
h2‖u‖H20 (D)
)
(A.37)
where C can be chosen to be independent of τ as in (2.27). To finish, we divide by
h‖u‖H20 (D)C and take the supremum over u ∈ H20 (D),
‖A−1τ+h,0 − A−1τ,0 + hLτ‖L(H20 (D))
h
= O(h). (A.38)
Therefore the Frechet derivative DA−1τ,0(τ) = −Lτ .
A.3 Appendix to Chapter 2.3
A.3.1 Regularity Results
Proposition A.3.1. Let (w0, v0) := A−10 U where U = (w, v) is a solution to the
transmission eigenvalue problem (2.105). Then, w ∈ C∞loc(D), v ∈ H4(D), and w0 ∈
H2loc(D). Furthermore, let Φ ∈ X and (α0, β0) := A−10 K0Φ. Then α0 ∈ H2loc(D) and
we have the estimate for D′ with D′ ⊂ D,
‖α0‖H2(D′) ≤ C|τ |‖Φ‖X .
Proof. Since w is the distributional (or very weak) solution to the homogeneous prob-
lem
∆w + k2w = 0 (A.39)
it is C∞loc(D) [41]. The first component of U0 is the distributional solution to
∆w0 − λw0 = ∆∆v (A.40)
where v ∈ H20 (D) is the solution to the transmission eigenvalue problem and therefore
the fourth order equation(
∆ + k2(1 + q0)
) 1
q0
(
∆ + k2
)
v = 0 in D. (A.41)
Standard elliptic regularity implies that v ∈ H4(D). Therefore ∆∆v ∈ L2(D), this
implies w0 ∈ H2loc(D) (see Theorem 6.33 in [26]).
We now turn our attention to α0. Define β to be the second component of K0Φ.
Now, α0 ∈ L2(D) solves
∆α0 − λα0 = (∆∆)β (A.42)
which by definition of K0 equals
∆α0 − λα0 = (λ− τ − τq0)φ. (A.43)
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Since the right hand side is in L2(D), elliptic regularity for distributional solutions
again implies α0 ∈ H2loc. From (A.43), we have the bound that for D′ with D′ ⊂ D,
‖α0‖H2(D′) ≤ ‖α0‖L2(D) + C|τ |‖φ‖L2(D) ≤ C|τ |‖Φ‖X (A.44)
by the boundedness of the operators A−10 and K0(τ).
Note if d = 1, the distributional solution will be a classical solution, and in
particular, the results of this theorem also hold in this case (see Lemma 1.3 in [49]).
A.3.2 Calculation of the Derivative
Lemma A.3.2. Let τ > 0 and A−10 and K0(τ) defined by (2.179). Further, let
C : X → X be given by
C = −
(
0 (1 + q0)
(∆∆)−1 0
)
. (A.45)
Then,
Dτ (A−10 K0) = A−10 C.
Proof. Let τ, h > 0. This proof is straightforward because K0(τ) is linear in τ .
Observe for U := (w, v) ∈ X,
(K0(τ + h)−K0(τ))U = −h
(
(1 + q0)v
(∆∆)−1w
)
. (A.46)
The obvious candidate for the derivative of DτK0 is the bounded linear operator C
defined above. By construction, we have that
(K0(τ + h)−K0(τ)− hC)U = 0. (A.47)
Using Proposition 2.3.5 yields
‖(A−10 K0(τ + h)− A−10 K0(τ)− hA−10 C0)U‖X
h
= 0 (A.48)
for all U ∈ X, and in particular,
lim
h→0
‖A−10 K0(τ + h)− A−10 K0(τ)− hA−10 C0‖L(X)
h
= 0. (A.49)
Therefore Dτ (A−10 K0) = A−10 C.
Lemma A.3.3. Let τ > 0 and A−10 and K0(τ) defined by (2.179). Further, recall
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T0(τ) := − 1τA−10 K0(τ). Then,
Dτ (T0(τ)) =
1
τ 2
A−10 K0(τ)−
1
τ
A−10 C
Proof. As
T0(τ) = −1
τ
A−10 K0(τ), (A.50)
we use the product rule and the previous lemma for the result.
Remark A.3.4. For the solution to the transmission eigenvalue problem with ‖U‖X =
1,
τ 2(DτT0(τ)U,U)X = ((A−10 K0(τ)− τA−10 C)U,U)X = −1− τ(CU,A−10 U)X (A.51)
since A−10 K0(τ)U = −U .

