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Introduction
Le but de cette the`se est d’e´tablir une the´orie de dualite´ de Koszul pour les PROPs, c’est-a`-dire les
objets qui mode´lisent les ope´rations a` plusieurs entre´es et sorties sur diffe´rents types de structures
alge´briques, comme les alge`bres et les bige`bres par exemple.
La dualite´ de Koszul des alge`bres associatives est une the´orie qui a e´te´ de´veloppe´e par S. Priddy
[Pr] dans les anne´es 1970 . Elle associe a` toute alge`bre quadratique A une coge`bre duale A!
∗
et un complexe de chaˆınes appele´ complexe de Koszul. Lorsque ce dernier est acyclique, on dit
que l’alge`bre A est de Koszul. Une telle alge`bre, ainsi que ses repre´sentations, ont de nombreuses
proprie´te´s (cf. les travaux de Beilinson, Ginzburg et Soergel, entre autres [BGS]).
Dans les anne´es 1990, une the´orie similaire a e´te´ de´veloppe´e par V. Ginzburg et M. M. Kapranov
[GK] pour les ope´rades alge`briques. Une ope´rade est un objet qui mode`lise les ope´rations d’un type
d’alge`bre donne´ et les compositions de celles-ci. La dualite´ de Koszul des ope´rades a de nombreuses
applications : construction d’un “petit” complexe pour le calcul des groupes d’homologie d’une
alge`bre, notion d’alge`bre a` homotopie pre`s, mode`le minimal d’une ope´rade.
Les ope´rades ne tiennent compte que des ope´rations a` n entre´es et une seule sortie. Or, dans le
cas des bige`bres, on a des ope´rations et aussi des coope´rations (a` plusieurs sorties) . On doit alors
enrichir la notion d’ope´rade, c’est-a`-dire travailler avec des PROPs.
Il est naturel d’essayer d’e´tendre la dualite´ de Koszul des ope´rades aux PROPs. Plusieurs travaux
existent de´ja` dans cette direction par W. L. Gan [G], M. Markl et A. A. Voronov [MV] mais,
dans le premier cas par exemple, l’auteur ne traite qu’une sous-cate´gorie stricte de PROPs.
Pour tout PROP quadratique P , nous de´finissons ici un coPROP dual, note´ P ¡, qui est une
ge´ne´ralisation des notions de coge`bre duale et de coope´rade duale. En outre, nous ge´ne´ralisons
aux PROPs les notions de bar et de cobar constructions, note´es respectivement B et Bc. Rap-
pelons que dans le cadre des alge`bres et des ope´rades de Koszul, la cobar construction fournit une
re´solution quasi-libre de l’alge`bre (ou de l’ope´rade) de de´part. Nous e´tendons ce the´ore`me aux
PROPs.
Le principal re´sultat de cette the`se est le the´ore`me suivant qui donne un crite`re pour que la cobar
construction sur le coPROP dual fournisse une re´solution quasi-libre du PROP de de´part.
The´ore`me (Crite`re de Koszul des PROPs). Soit P un PROP diffe´rentiel quadratique. Les propo-
sitions suivantes sont e´quivalentes :
(1) Le complexe de Koszul P ¡ ⊠ P est acyclique.
(2) Le morphisme naturel de PROPs diffe´rentiels gradue´s par un poids B¯c(P ¡) → P est un
quasi-isomorphisme.
Lorsque c’est le cas, on dit que P est un PROP de Koszul et la re´solution (2) fournit le mode`le
minimal de P .
Dans cette the`se, nous commenc¸ons par ge´ne´raliser les notions relatives aux anneaux et aux
alge`bres a` toute cate´gorie mono¨ıdale. Par exemple, on de´finit les notions de module, modules
line´aire et multiline´aire sur un mono¨ıde, de produit relatif, et d’ide´al d’un mono¨ıde. Notons que
ces ge´ne´ralisations ne sont pas imme´diates, notamment lorsque le produit mono¨ıdal n’est pas
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biline´aire.
Nous donnons aussi une construction du mono¨ıde libre. Dans le cas ou` le produit mono¨ıdal est
biadditif (ou biline´raire, c’est-a`-dire lorsqu’il pre´serve les coproduits a` gauche et a` droite), on sait
que le mono¨ıde libre sur un objet V est donne´ par les mots en V . Le cas ge´ne´ral est plus com-
plique´ et a e´te´ tre`s peu e´tudie´. Nous de´crivons ici la construction du mono¨ıde libre dans le cas ou`
la cate´gorie mono¨ıdale pre´serve les coe´galisateurs re´flexifs. Notons que cette hypothe`se est assez
peu restrictive. Nous montrons que les foncteurs analytiques scinde´s pre´servent les coe´galisateurs
re´flexifs. Comme tous les produits mono¨ıdaux, que nous e´tudions dans cette the`se, induisent des
foncteurs analytiques scinde´s, cette proprie´te´ est ve´rifie´e par tous nos exemples. On peut donc leur
appliquer la construction propose´e ici.
Pour de´montrer le the´ore`me e´nonce´ pre´ce´demment, on se place dans la cate´gorie des S-bimodules.
Un S-bimodule est une collection de (Sm, Sn)-bimodules, ou` Sn est le groupe syme´trique. Les S-
bimodules servent a` repre´senter les ope´rations a` n entre´es et m sorties sur un certain type de ge`bre
(alge`bre, coge`bre, bige`bre, etc ...) : P(m, n) ⊗ A⊗n → A⊗m. Dans ce cadre, nous introduisons
un analogue au produit tensoriel ⊗k des espaces vectoriels sur un corps k et au produit ◦ de
composition des ope´rades, que l’on note ⊠. Pour deux S-bimodules Q et P , le produit Q ⊠ P
repre´sente les compositions d’ope´rations de P avec celles de Q. Comme ce produit n’a pas d’unite´,
on ne conside`re que la partie de celui-ci qui s’e´crit a` l’aide de graphes connexes. Le produit engendre´
est unitaire et on le note ⊠c.
Un PROP est de´fini comme une “alge`bre” pour le produit ⊠. Comme toute l’information des
PROPs que nous conside´rons ici s’e´crit a` l’aide du produit connexe ⊠c, nous de´finissons un ana-
logue connexe aux PROPs que nous appelons les prope´rades. Une prope´rade est un mono¨ıde dans
la cate´gorie mono¨ıdale des S-bimodules munie du produit ⊠c. De`s lors, on travaille au niveau des
prope´rades. Ce choix de pre´sentation permet d’obtenir des re´sultats un peu plus fins et il n’est
pas re´ducteur. Les cate´gories des PROPs et des prope´rades sont relie´es par une paire de foncteurs
adjoints. A partir d’un PROP, on de´finit une prope´rade en oubliant les compositions non connexes.
Ce foncteur admet un adjoint a` gauche S⊗ base´ sur le produit de concate´nation des S-bimodules ⊗
qui est bien connu, notamment du point de vue homologique. Pour e´tudier le produit ⊠, il suffit de
faire l’e´tude sur le produit mono¨ıdal ⊠c et d’utiliser cet adjoint a` gauche. Ainsi tous les the´ore`mes
donne´s dans cette the`se au niveau des prope´rades ont un e´quivalent au niveau des PROPs.
La difficulte´ pour ge´ne´raliser la dualite´ de Koszul des alge`bres aux ope´rades vient du fait que le
produit tensoriel ⊗k est biline´aire alors que le produit ◦ n’est line´aire qu’a` gauche et qu’il s’ex-
prime avec des actions du groupe syme´trique. Le produit ⊠c (et ⊠) introduit ici n’est line´aire ni
a` gauche ni a` droite et il s’e´crit lui aussi avec des actions du groupe syme´trique. Afin de surmon-
ter cette difficulte´, nous e´tudions les proprie´te´s homologiques du produit ⊠c, en ge´ne´ralisant la
de´marche conceptuelle de B. Fresse [Fr] des ope´rades aux prope´rades. Pour mener a` bien cette
e´tude, on ne peut pas se contenter de reproduire simplement les de´monstrations du cas ope´radique.
L’ide´e principale que nous ajoutons ici vient du fait que le produit mono¨ıdal ⊠c induit des fonc-
teurs analytiques. Et c’est pre´cisement les graduations induites par ces foncteurs analytiques qui
nous permettent de de´composer les diffe´rents complexes de chaˆınes en jeu, et ainsi de conclure les
de´monstrations.
Nous e´tendons le produit ⊠c (et ⊠) au cadre des S-bimodules diffe´rentiels gradue´s par un poids.
Dans le meˆme chapitre, nous de´finissons les notions de P-module quasi-libre et de prope´rade quasi-
libre et nous en e´tudions les proprie´te´s. Nous poursuivons avec la ge´ne´ralisation des notions de
bar et de cobar constructions aux prope´rades (et aux PROPs). Les de´finitions de ces constructions
reposent sur des ge´ne´ralisations naturelles des notions d’edge contraction et de vertex expansion
donne´es par M. Kontsevich dans la cadre de la (co)homologie des graphes (cf. [Ko]). Nous montrons
un premier re´sultat significatif :
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The´ore`me (Acyclicite´ de la bar construction augmente´e). Pour toute prope´rade diffe´rentielle P,
le morphisme d’augmentation
P ⊠c B¯(P)→ I
est un quasi-isomorphisme.
Nous utiliserons ce re´sultat homologique pour construire des re´solutions au niveau des prope´rades.
Pour cela, on de´montre les deux lemmes de comparaison suivants.
The´ore`me (Lemme de comparaison des modules quasi-libres analytiques). Dans la cate´gorie
mono¨ıdale des S-bimodules diffe´rentiels gradue´s par un poids, on conside`re Ψ : P → P ′ un mor-
phisme de prope´rades augmente´es et (L, λ) et (L′, λ′) deux modules quasi-libres analytiques sur
P et P ′ de la forme L =M ⊠ P et L′ = M ′ ⊠ P ′. Soit Φ : L→ L′ un morphisme de P-modules
analytiques, ou` la structure de P-module sur L′ est celle donne´e par le foncteur de restriction Ψ!.
On pose Φ¯ : M →M ′ le morphisme de dg-S-bimodules induit par Φ.
Si deux des trois morphismes suivants

Ψ : P → P ′
Φ¯ : M →M ′
Φ : L→ L′
sont des quasi-isomorphismes, alors le
troisie`me est aussi un quasi-isomorphisme.
The´ore`me (Lemme de comparaison des prope´rades quasi-libres). Soient M et M ′ deux dg-S-
bimodules gradue´s par un poids et de degre´ supe´rieur a` 1. Soient P et P ′ deux prope´rades quasi-
libres de la forme P = F(M) et P ′ = F(M ′), munies de de´rivations dθ et dθ′ provenant de
morphismes θ : M →
⊕
s≥2 F(s)(M) et θ
′ : M ′ →
⊕
s≥2 F(s)(M
′) qui pre´servent la gradua-
tion totale venant de celle de M et M ′. Et soit, un morphisme de dg-S-bimodules Φ : P → P ′
qui respecte la graduation analytique de F et la graduation totale. Alors, Φ induit un morphisme
Φ¯ : M = F(1)(M)→M
′ = F(1)(M ′).
Le morphisme Φ est un quasi-isomorphisme si et seulement si Φ¯ est un quasi-isomorphisme.
Ces deux lemmes sont des ge´ne´ralisations aux prope´rades de lemmes donne´s par B. Fresse [Fr] dans
le cadre des ope´rades. Comme les objets lie´s au produit ◦ se de´crivent a` l’aide des arbres, l’auteur
utilise les proprie´te´s des arbres pour construire des suites spectrales dont la convergence permet
de de´montrer les deux lemmes. N’ayant pas de telles proprie´te´s dans le contexte des PROPs, nous
avons raffine´ le raisonnement en introduisant une graduation supple´mentaire qui vient du nombre
de sommets des graphes conside´re´s dans le cas des prope´rades quadratiques. Un autre avantage
de cette de´marche est qu’elle inclut le cas des alge`bres.
Le lemme de comparaison des modules quasi-libres analytiques joint a` l’acyclicite´ de la bar con-
struction augmente´e permet de montrer le the´ore`me suivant :
The´ore`me (Re´solution bar-cobar). Pour toute prope´rade diffe´rentielle augmente´e gradue´e par un
poids P, le morphisme naturel d’augmentation
B¯c(B¯(P))→ P
est un quasi-isomorphisme.
Enfin, on peut conclure la de´monstration du the´ore`me de dualite´ de Koszul des prope´rades avec
le lemme de comparaison des prope´rades quasi-libres.
The´ore`me (Dualite´ de Koszul des prope´rades). Soit P une prope´rade diffe´rentielle quadratique.
Les propositions suivantes sont e´quivalentes
(1) Le complexe de Koszul P ¡ ⊠c P est acyclique.
(2) Le morphisme de prope´rades diffe´rentielles gradue´es par un poids B¯c(P ¡) → P est un
quasi-isomorphisme.
9
INTRODUCTION
Comme le foncteur S⊗ qui relie les prope´rades aux PROPs pre´serve l’homologie et comme, dans
tous les complexes pre´sents ici, la diffe´rentielle agit composante connexe par composante connexe,
on ge´ne´ralise tous ces re´sultats au cadre des PROPs. Ceci permet d’achever la de´monstration du
the´ore`me de dualite´ de Koszul pour les PROPs. Enfin, on montre qu’un PROP est de Koszul si
et seulement si la prope´rade qui lui est associe´e par le foncteur oubli est de Koszul, ce qui justifie,
a` nouveau, le fait de travailler au niveau des prope´rades.
Remarquons que les alge`bres associatives et les ope´rades sont des exemples de prope´rades. Ainsi,
les the´ore`mes de´montre´s ici s’appliquent a´ ces deux cas particuliers. On retrouve exactement les
re´sultats de B. Fresse [Fr] pour les ope´rades. Par contre, les de´monstrations de B. Fresse n’incluent
pas le cas des alge`bres, alors que celles donne´es ici les incluent.
Pour pouvoir monter qu’une prope´rade est de Koszul, il reste a` montrer que le complexe de Koszul
est acyclique. En s’inspirant des travaux de T. Fox et M. Markl (cf. [FM]), on introduit une large
classe de prope´rades P de´finies comme un “me´lange” de deux prope´rades A et B plus simples.
Nous de´montrons que lorsque ces deux prope´rades A et B sont de Koszul, la prope´rade P est de
Koszul. Ce re´sultat permet d’affirmer que la prope´rade BiLie des bige`bres de Lie (cf. V. Drinfeld
[Dr]) et la prope´rade εBi des bige`bres de Hopf infinite´simales (cf. M. Aguiar [Ag1] et [Ag2])
sont de Koszul. (Elles sont construites a` partir de deux ope´rades de Koszul a` chaque fois). En in-
terpre´tant la cobar construction sur les duales de telles prope´rades, on peut calculer la cohomologie
de certains graphes au sens de M. Kontsevitch [Ko]. Dans les cas BiLie et εBi, on retrouve les
re´sultats de [MV] sur la cohomologie des graphes classiques ainsi que des graphes ribbons.
Dans une dernie`re partie, nous ge´ne´ralisons les de´finitions des se´ries de Poincare´ des alge`bres
et des ope´rades aux prope´rades. Nous e´tablissons une e´quation fonctionnelle qui relie la se´rie
de Poincare´ d’une prope´rade de Koszul a` celle de sa duale. Ceci nous permet de ge´ne´raliser aux
ope´rades quadratiques quelconques les re´sultats obtenus par [GK] au niveau des ope´rades binaires.
En appliquant cette e´quation fonctionnelle a` une ope´rade libre particulie`re, nous rede´montrons une
formule ve´rife´e par la se´rie ge´ne´ratrice des polytopes de Stasheff.
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On travaille sur un corps de base k de caracte´ristique nulle (sauf au chapitre 3).
0.1. Les diffe´rentes cate´gories en jeu. La premie`re cate´gorie pre´sente dans cette the`se
est celle des modules sur le corps k (espaces vectoriels sur k) que l’on note k-Mod. Munie du
produit tensoriel ⊗k, elle forme une cate´gorie mono¨ıdale. (Lorsqu’il n’y a pas d’ambigu¨ıte´, on note
ce produit ⊗).
Soient V , W et A des modules sur k et f : V → W un morphisme de k-modules. L’application
f ⊗k idA : V ⊗k A → W ⊗k A sera souvent note´ f ⊗k A. Et on fera de meˆme dans toutes les
cate´gories mono¨ıdales pre´sentes ici.
On travaillera aussi dans la cate´gorie des k-modules gradue´s, note´e g-Mod. La graduation est ici
positive et un k-module gradue´ V est un module sur k qui admet une de´composition de la forme
V =
⊕
n∈N Vn. On dit qu’un morphisme de modules gradue´s f : V → W est homoge`ne de degre´
d si f(Vn) ⊂Wn+d pour tout n dans N.
On conside`re la cate´gorie des k-modules diffe´rentiels gradue´s, note´e dg-Mod. Un k-module diffe´-
rentiel gradue´ V est un module sur k qui admet une de´composition de la forme V =
⊕
n∈N Vn et
qui est muni d’une diffe´rentielle δ : Vn → Vn−1, c’est-a`-dire un morphisme de degre´ −1 qui ve´rifie
δ2 = 0. La cate´gorie g-Mod des modules gradue´s est une sous-cate´gorie pleine de la cate´gorie
dg-Mod des modules diffe´rentiels gradue´s. Elle correspond aux modules diffe´rentiels gradue´s dont
la diffe´rentielle δ est nulle. On note H∗(V ) l’homologie du complexe de chaˆınes de´finie par V
et |v| = n repre´sente le degre´ homologique n d’un e´le´ment v de V . On dit qu’un morphisme
de modules diffe´rentiels gradue´s f : V → W est homoge`ne de degre´ d si f(Vn) ⊂ Wn+d pour
tout n dans N et s’il commute avec les diffe´rentielles respectives. On appelle quasi-isomorphisme
tout morphisme homoge`ne de degre´ 0, f : V → W , qui induit un isomorphisme en homologie
H∗(f) : H∗(V )→ H∗(W ).
Un point crucial dans le pre´sent travail est l’utilisation d’une graduation supple´mentaire donne´e
par un poids . Les k-modules V qui admettent une de´composition en fonction d’un poids V =⊕
ρ∈N V
(ρ) forment une cate´gorie note´e gr-Mod. Dans le meˆme esprit, on appelle module diffe´rentiel
gradue´ par un poids tout module diffe´rentiel V qui se de´compose en une somme directe de sous-
modules diffe´rentiels note´s V (ρ). On note la cate´gorie associe´e gr-dg-Mod. Ces modules sont bi-
gradue´s par le degre´ homologique d’une part et par un poids d’autre part. On note la graduation
homologique par Vn et celle donne´e par le poids par V
(ρ) (voire V(ρ)). On dit qu’un foncteur est
exact lorsqu’il pre´serve l’homologie.
Toutes les inclusions de cate´gories sont re´sume´es dans le diagramme
k-Mod //

g-Mod

// dg-Mod

gr-Mod // gr-g-Mod // gr-dg-Mod.
CONVENTIONS
Toutes ces cate´gories sont munies d’un produit tensoriel. A partir de V et W deux modules
diffe´rentiels, on associe la produit V ⊗k W , de´fini par (V ⊗k W )n =
⊕
i+j=n Vi ⊗k Wj et la
diffe´rentielle δ d’un tenseur e´le´mentaire homoge`ne v ⊗k w est donne´e par δ(v ⊗k w) = δ(v) ⊗k
w + (−1)|v|v ⊗k δ(w). On utilise dans ce cadre les re`gles de signe de Koszul-Quillen : lorsque l’on
doit commuter deux objets (morphismes, e´le´ments, etc ...) de degre´ d et e, on introduit un signe
(−1)de.
A deux modules (e´ventuellement diffe´rentiels) gradue´s par un poids V et W , on associe le produit
V ⊗k W donne´ par la formule analogue (V ⊗k W )(ρ) =
⊕
s+t=ρ V
(s) ⊗k W (t).
Ces produits mono¨ıdaux transforment les inclusions pre´ce´dentes en inclusions de cate´gories mo-
no¨ıdales.
0.2. n-uplets. Pour simplifier les e´critures, un n-uplet (i1, . . . , in) sera note´ ı¯. On aura affaire
ici a` des n-uplets d’entiers strictement positifs. Et on repre´sente la quantite´ i1 + · · · + in par |¯ı|.
Lorsqu’il n’y a pas d’ambigu¨ıte´ sur les nombres de termes, on note 1¯ le n-uplet (1, . . . , 1).
On se sert de la notation ı¯ pour repre´senter des produits d’e´le´ments indice´s par le n-uplet
(i1, . . . , in). Par exemple, dans le cadre des k-modules, Vı¯ correspond au produit Vi1 ⊗k · · ·⊗k Vin .
0.3. Groupe syme´trique. On note Sn le groupe des permutations de {1, . . . , n}. On re-
pre´sente une permutation σ de Sn par la n-uplet (σ(1), . . . , σ(n)). On prolonge la remarque
pre´ce´dente, pour tout n-uplet (i1, . . . , in), on note Sı¯ le sous-groupe Si1×· · ·×Sin de S|ı¯|. A partir
de toute permutation τ de Sn et de tout n-uplet ı¯ = (i1, . . . , in), on associe une permutation de
S|ı¯| dite permutation par blocs de´finie par
τı¯ = τi1,..., in = (i1 + · · ·+ iτ−1(1)−1 + 1, . . . , i1 + · · ·+ iτ−1(1), . . . ,
i1 + · · ·+ iτ−1(n)−1 + 1, . . . , i1 + · · ·+ iτ−1(n)).
0.4. Suites spectrales associe´es a` un bicomplexe. Soit (V, δh, δv) un bicomplexe. A ce
bicomplexe, on associe deux suites spectrales qui convergent vers l’homologie du complexe total
δ = δh + δv.
Ir(V )⇒ H∗(V, δ) et IIr(V )⇒ H∗(V, δ).
Plus pre´cisement, on a
(I0s, t, d
0) = (Vs, t, δv), (I
1
s, t, d
1) = (Ht(Vs, ∗, δv), δh) et I2s, t = Hs(Ht(V∗, ∗, δv), δh).
Et pour la seconde suite spectrale, on a
(II0s, t, d
0) = (Vs, t, δh) , (II
1
s, t, d
1) = (Hs(V∗, t, δh), δv) et II2s, t = Ht(Hs(V∗, ∗, δh), δv).
0.5. Ge`bre. On regroupe sous le terme ge´ne´rique de ge`bre touts les diffe´rents types d’alge`-
bres, de coge`bres, de bige`bres, etc ... Cette terminologie a e´te´ propose´e par Jean-Pierre Serre (cf.
[S]).
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CHAPITRE 1
Notions Mono¨ıdales
Le but de ce chapitre est d’abord de fixer les notions que l’on rencontre dans diffe´rentes cate´gories
mono¨ıdales. La plus utilise´e est probablement celle de mono¨ıde. La notion de mono¨ıde inclut celles
d’anneau, d’alge`bre et d’ope´rade. L’utilisation de la notion de cate´gorie mono¨ıdale permet de
ge´ne´raliser les raisonnements effectue´s dans le cadre des anneaux et des alge`bres. On donne par
exemple les de´finitions de module sur un mono¨ıde, de produits relatifs, de mono¨ıde libre et d’ide´al
d’un mono¨ıde.
Il faut cependant faire attention lorsque l’on ge´ne´ralise ces notions. Elles viennent toutes d’un cadre
tre`s particulier ou` le produit mono¨ıdal est biadditif. Plusieurs ge´ne´ralisations d’une meˆme notion
sont possibles, et certaines reposent sur ce que nous appelons les parties line´aires et multiline´aires
du produit mono¨ıdal. La de´finition d’ide´al que nous proposons ici entre dans ce cas de figure. La
ge´ne´ralisation stricto sensu de la notion d’ide´al ne permet pas de conserver la proprie´te´ que le
quotient d’un mono¨ıde par un ide´al est muni d’une structure naturelle de mono¨ıde. Pour pallier
cette difficulte´, nous de´finissons les ide´aux a` partir de la notion plus fine de partie multiline´aire.
Il en va de meˆme pour la construction du mono¨ıde libre. Le cas biadditif est connu depuis longtemps
(cf. [MacL1]). Pour avoir le mono¨ıde libre sur un objet V , il suffit alors de prendre les mots en
V . Le cas ge´ne´ral a e´te´ tre`s peu traite´. Nous donnons a` la section 6, une construction dans le cas
ou` le produit mono¨ıdal pre´serve les coe´galisateurs re´flexifs. Cette hypothe`se est ve´rifie´e par tous
les produits rencontre´s dans cette the`se.
1. Cate´gorie mono¨ıdale
On rappelle ici rapidement les de´finitions usuelles des cate´gories mono¨ıdales. Pour plus de de´tails,
on renvoie le lecteur au livre de S. Mac Lane [MacL1] (chapitre VII). La de´finition de cate´gorie
mono¨ıdale est inspire´e par la cate´gorie des k modules munie du produit tensoriel sur k.
1.1. Cate´gorie mono¨ıdale stricte.
De´finition (Cate´gorie mono¨ıdale stricte). On appelle cate´gorie mono¨ıdale stricte toute cate´gorie
A munie d’un bifoncteur ✷ : A×A → A associatif, c’est-a`-dire ve´rifiant l’identite´
✷(✷× idA) = ✷(idA × ✷) : A×A×A → A,
et d’un objet I, unite´ a` gauche et a` droite pour le produit mono¨ıdal ✷, c’est-a`-dire ve´rifiant
l’identite´
✷(I × idA) = ✷(idA × I) = idA.
On la note (A, ✷, I).
Exemple : La cate´gorie des endofoncteurs d’une cate´gorie C munie de la composition des fonc-
teurs et du foncteur identite´ (CC , ◦, idC) est une cate´gorie mono¨ıdale stricte (a` cause de la stricte
associativite´ de la composition).
1.2. Cate´gorie mono¨ıdale. Comme nous venons de le voir, la de´finition pre´ce´dente est trop
rigide pour inclure tous les cas que nous aimerions traiter. Pour pouvoir englober plus de cas, il
faut relacher les hypothe`ses et conside´rer l’associativite´ et les unite´s a` isomorphisme pre`s.
De´finition (Cate´gorie mono¨ıdale). Une cate´gorie mono¨ıdale est une cate´gorie A munie
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– d’un bifoncteur ✷ : A×A → A et d’une famille d’isomorphismes
αa, b, c : (a✷b)✷c ∼= a✷(b✷c)
naturels en a, b et c, tels que le pentagone suivant commute pour tout a, b, c, d dans A :
(a✷(b✷c))✷d
αa,b✷c,d // a✷((b✷c)✷d)
a✷αb,c,d
''PP
PPP
PPP
PP
((a✷b)✷c)✷d
αa,b,c✷d
77oooooooooo
αa✷b,c,d
++WWWW
WWWWW
WWWWW
WWWW
a✷((b✷(c✷d))
(a✷b)✷(c✷d)
αa,b,c✷d
33gggggggggggggggggg
– et d’un objet I ainsi que deux isomorphismes λa : I✷a ∼= a et ρa : a✷I ∼= a naturels en a tels
que le diagramme triangulaire suivant commute pour tout a, c dans A :
(a✷I)✷c
αa,I,c //
ρa✷c %%J
JJ
JJ
JJ
JJ
a✷(I✷c)
a✷λcyyttt
tt
tt
tt
a✷c
et tels que
λI = ρI : I✷I → I.
On la note (A, ✷, I, α, λ, ρ) voire (A, ✷, I).
De´finition (Foncteurs mono¨ıdaux). Tout foncteur entre deux cate´gories mono¨ıdales qui pre´serve
la structure mono¨ıdale est appele´ foncteur mono¨ıdal.
1.3. Exemples.
(1) La cate´gorie des ensembles munie du produit carte´sien et d’un ensemble a` un e´le´ment
pour unite´ forme une cate´gorie mono¨ıdale note´e (Ens, ×, {∗}).
(2) Sur le meˆme mode`le, la cate´gorie des espaces topologiques forme une cate´gorie mono¨ıdale
pour le produit et un ensemble re´duit a` un point pour unite´ (Top, ×, {∗}).
(3) Les groupes abe´liens avec le produit tensoriel sur Z et le groupe Z lui-meˆme forment une
cate´gorie mono¨ıdale note´e (Ab, ⊗Z, Z).
(4) Vient ensuite la famille d’exemples forme´e par les cate´gories de k-modules. Le plus simple
est celui de la cate´gorie des modules sur k munie du produit tensoriel classique ⊗k avec k
pour unite´. On la note (k-Mod, ⊗k, k). Puis, en affinant la de´finition du produit tensoriel
(cf. Conventions), on fournit a` la cate´gorie des k-modules gradue´s et a` celle des k-
modules diffe´rentiels gradue´s une structure de cate´gorie mono¨ıdale note´es respectivement
(g-Mod, ⊗k, k) et (dg-Mod, ⊗k, k). On peut aussi citer l’exemple des repre´sentations
vectoriels sur diffe´rentes structures alge´briques (cf. D. Calaque et P. Etingof [EC]).
(5) Un exemple plus complique´, inspire´ par la the´orie des ope´rades (cf. V. Ginzburg et M.M.
Kapranov [GK] et J.-L. Loday [L3]) , est donne´ par la cate´gorie des S-modules. Un
S-module est une collection (P(n))n∈N∗ de modules sur Sn. On munit cette cate´gorie du
produit ◦ de´fini par
P ◦ Q (n) =
⊕
16k6n
i1+···+ik=n
P(k)⊗Sk Q(i1)⊗k · · · ⊗k Q(ik)
et de l’unite´ I = (k, 0, . . .). Elle est note´e (S-Mod, ◦, I). Remarquons que dans tous
les exemples pre´ce´dents le produit mono¨ıdal pre´serve les coproduits a` gauche comme a`
droite, alors que cet exemple-ci ne ve´rifie cette proprie´te´ qu’a` gauche.
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Remarque : Dans la the´orie des groupes quantiques, on se sert de la notion de cate´gorie tensorielle
qui est une cate´gorie mono¨ıdale dont les morphismes (Homs) sont munis d’une structure de k-
modules de dimension finie. Ici, il nous suffira de conside´rer seulement une cate´gorie mono¨ıdale
abe´lienne.
De´finition (Cate´gorie mono¨ıdale syme´trique). Une cate´gorie mono¨ıdale est dite syme´trique si
elle posse`de des isomorphismes τa,b : a✷b → b✷a naturels en a, b tels que
τa,b ◦ τb,a = idb✷a, ρb = λb ◦ τb,I ,
et tels que le diagramme suivant commute :
(a✷b)✷c
αa,b,c //
τa,b✷c

a✷(b✷c)
τa,b✷c // (b✷c)✷a
αb,c,a

(b✷a)✷c
αb,a,c // b✷(a✷c)
b✷τa,c // b✷(c✷a).
Les exemples de (1) a` (4) sont des exemples de cate´gories mono¨ıdales syme´triques.
1.4. The´ore`me de cohe´rence de Mac Lane. Graˆce au the´ore`me suivant, on peut souvent
se passer des isomorphismes α, λ et ρ pour ne conside´rer que des cate´gories mono¨ıdales strictes.
C’est pourquoi, on omet souvent en pratique d’e´crire ces trois isomorphismes.
The´ore`me 1 (The´ore`me de cohe´rence de Mac Lane, cf. [MacL1]). Toute cate´gorie mono¨ıdale est
e´quivalente a` une cate´gorie mono¨ıdale stricte. (La relation d’e´quivalence est celle des cate´gories
mono¨ıdales).
Corollaire 2. Tout diagramme construit avec les isomorphismes α, λ et ρ, les identite´s et les
produits mono¨ıdaux est commutatif.
1.5. Cate´gories mono¨ıdales abe´liennes. Soit (A, ✷, I) une cate´gorie mono¨ıdale abe´li-
enne. Dans l’e´tude d’une telle cate´gorie, un des enjeux fondamentaux est de comprendre le com-
portement du produit mono¨ıdal vis-a`-vis du coproduit. Pour cela, on introduit les deux foncteurs
suivants :
De´finition (Foncteurs de multiplication). Dans une cate´gorie mono¨ıdale (A, ✷, I), pour tout
objet A, on appelle foncteur de multiplication (ou de composition) a` gauche par A (respectivement
a` droite), le foncteur de´fini par LA : N 7→ A✷N (respectivement, RA : N 7→ N✷A).
De´finition (Cate´gorie biadditive). On appelle cate´gorie biadditive toute cate´gorie mono¨ıdale
abe´lienne telle que les foncteurs de multiplication LA etRA soient additifs pour tout objet A,
c’est-a`-dire qu’ils pre´servent le coproduit.
Dans une cate´gorie biadditive A, on sait construire certains objets importants comme le mono¨ıde
libre par exemple (cf. section 6). Par contre, le cas ge´ne´ral est plus complique´ et il faut souvent
faire la distinction entre deux types de notions. Pour cela, on de´finit l’objet suivant :
De´finition (Partie multiline´aire). Soient A, B, X et Y des objets de A. On appelle partie mul-
tiline´aire en X le conoyau de l’application
A✷Y ✷B
A✷iY ✷B−−−−−−→ A✷(X ⊕ Y )✷B,
que l’on note A✷(X ⊕ Y )✷B.
Exemples :
– Dans le cas d’une cate´gorie mono¨ıdale biadditive, on a toujours A✷(X ⊕ Y )✷B = A✷X✷B.
– Dans le cas des S-modules, A ◦ (X ⊕Y ) correspond aux e´le´ments de la forme A(n)⊗Sn Z(i1)⊗k
· · · ⊗k Z(in) avec Z = X ou Y mais avec globalement au moins un X , d’ou` la notation.
Remarque : La partie multiline´aire en X de l’expression A✷(X ⊕ Y ) montre le de´faut pour le
foncteur RA : Z → A✷Z a` pre´server les conoyaux. En effet, si ce foncteur pre´serve les conoyaux,
alors la partie multiline´aire A✷(X ⊕ Y ) se re´duit a` A✷X . On voit par exemple, que le foncteur
Z → A ◦ Z lie´ aux S-modules ne pre´seve en ge´ne´ral pas les conoyaux.
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Lemme 3. Soient A et B deux objets d’une cate´gorie abe´lienne A. Soient π et i deux morphismes
B
i //
A
π
oo
tels que i soit une section de π, c’est-a`-dire π ◦ i = idA. Alors le noyau de π est naturellement
isomorphe au conoyau de i.
De´monstration. Comme i est une section de π, l’objet B se de´compose sous la forme B ≃
imA⊕ kerπ. Ce qui montre que coker i ≃ kerπ. 
Graˆce a` ce lemme, on peut e´crire la partie multiline´aire en X comme un sous-objet de A✷(X ⊕
Y )✷B.
Corollaire 4. La partie multiline´aire en X correspond aussi au noyau de l’application
A✷(X ⊕ Y )✷B
A✷πY ✷B−−−−−−→ A✷Y ✷B,
ou` πY est la projection X ⊕ Y → Y .
Nous aurons besoin plus loin du lemme technique suivant.
Lemme 5. On se place dans une cate´gorie mono¨ıdale abe´lienne (A, ✷, I). Soit C = A ⊕ B un
objet de A. Alors, le conoyau de iA✷iA : A✷A →֒ C✷C est donne´ par C✷(A⊕B) + (A⊕B)✷C.
De´monstration. On a le diagramme commutatif suivant :
A✷(A ⊕B) 
 //
		
C✷(A⊕B) //
		
(C✷C)/(A✷A)
A✷C
  iA✷C //
OOOO
C✷C
OOOO 66 66mmmmmmmmmmmmm
// // (A⊕B)✷C
OO
ll
A✷A
iA✷iA
77ooooooooooooo?
A✷iA
OO
  iA✷A // C✷A
?
C✷iA
OO
// // (A⊕B)✷A
?
OO
ll
D’ou`,
C✷C = C ✷A⊕ C✷(A⊕B)
= A✷A⊕ (A⊕B)✷A⊕ C✷(A ⊕B)︸ ︷︷ ︸
coker(iA✷iA).
De la meˆme manie`re,
C✷C = A✷A⊕A✷(A⊕B)⊕ (A⊕B)✷C︸ ︷︷ ︸
coker(iA✷iA)
.
Ainsi, C✷(A⊕B) + (A⊕B)✷C →֒ (C✷C)/(A✷A) et l’e´galite´ vient de la pre´ce´dente combine´e a`
A✷(A⊕B) →֒ C✷(A⊕B). 
Remarque : Le corollaire pre´ce´dent montre que le conoyau de iA✷iA peut eˆtre vu comme un
sous-objet de C✷C. Plus pre´cisement, le lemme 3 montre que le conoyau de iA✷iA correspond au
noyau de πA✷πA (c’est-a`-dire a` C✷(A⊕B) + (A⊕B)✷C).
2. Mono¨ıde
La notion de mono¨ıde est la ge´ne´ralisation naturelle de celle d’alge`bre.
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2.1. De´finition.
De´finition (Mono¨ıde). Dans une cate´gorie mono¨ıdale (A, ✷, I), un mono¨ıde est un objet M
muni de deux morphismes :
– une composition (ou multiplication) µ : M✷M →M ,
– une unite´ η : I →M
tels que les deux diagrammes suivants soient commutatifs
(M✷M)✷M
µ✷M
xxrrr
rr
rrr
αM,M,M // M✷(M✷M)
M✷µ
&&LL
LLL
LLL
M✷M
µ
**UUU
UUUU
UUUU
UUUU
UU M✷M
µ
ttiiii
iiii
iiii
iiii
i
M
I✷M
η✷M //
λM %%JJ
JJJ
JJJ
JJ
M✷M
µ

M✷I
M✷ηoo
ρM
yyttt
ttt
ttt
t
M
On le note souvent (M, µ, η).
2.2. Exemples. Dans le cas strict, un mono¨ıde dans la cate´gorie (CC , ◦, idC)) des endofonc-
teurs d’une cate´gorie C n’est autre qu’une monade.
Dans les exemples de cate´gories mono¨ıdales donne´s pre´ce´demment, la notion de mono¨ıde corre-
spond aux de´finitions suivantes :
(1) Dans la cate´gorie des ensembles, on retrouve la notion classique de mono¨ıde.
(2) Dans le cas des espaces topologiques, on parle de mono¨ıde topologique.
(3) La de´finition d’un anneau est exactement celle d’un mono¨ıde dans la cate´gorie (Ab, ⊗Z
, Z).
(4) Pour les cate´gories construites a` partir de k-modules, la de´finition de mono¨ıde est celle
de k-alge`bre (k-alge`bre gradue´e et k-alge`bre diffe´rentielle gradue´e).
(5) La donne´e d’un mono¨ıde dans la cate´gorie des S-modules est celle d’une ope´rade.
De´finition (Morphismes de mono¨ıdes). Un morphisme de mono¨ıdes est un morphisme qui com-
mute avec les compositions et les unite´s des mono¨ıdes source et but.
Ainsi, les mono¨ıdes de A munis de leurs morphismes forment une cate´gorie note´e MonA.
Dualement, on a la notion de comono¨ıde.
De´finition (Comono¨ıde). On appelle comono¨ıde (C, ∆, ε) de la cate´gorie (A, ✷, I), tout mono¨ıde
dans la cate´gorie oppose´e (Aop, ✷op, I).
De manie`re eq´uivalente un comono¨ıde C est la donne´e
– d’un morphisme ∆ : C → C✷C appele´ comultiplication,
– et d’un morphisme ε : C → I appele´ counite´.
La comultiplication est coassociative, ce qui se repre´sente (en omettant les isomorphismes naturels)
par le diagramme commutatif
C
∆ //
∆

C✷C
C✷∆

C✷C
∆✷C// C✷C✷C.
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Et la relation de counite´ s’e´crit
C✷I
ρC // C
∆

I✷C
λCoo
C✷C.
C✷ε
ccHHHHHHHHH ε✷C
;;vvvvvvvvv
2.3. Mono¨ıde augmente´. Enfin, dans de nombreux cas, nous aurons affaire a` des mono¨ıdes
munis d’une counite´.
De´finition (Mono¨ıde augmente´). Un mono¨ıde (M, µ, η) est dit augmente´ s’il posse`de un mor-
phisme de mono¨ıdes ε : M → I. Cela signifie que le diagramme suivant commute :
M✷M
ε✷ε //
µ

I✷I
λI=ρI

M
ε // I
et que
I
η // M
ε // I = idI .
Si, de plus, A est une cate´gorie abe´lienne, on poseM = ker ε, que l’on appelle ide´al d’augmentation
de M .
Proposition 6. Dans une cate´gorie mono¨ıdale abe´lienne, tout mono¨ıde augmente´ est isomorphe
a` M ⊕ I.
De´monstration. Le morphisme η est un rele`vement de la suite exacte
M
  ker ε // M
ε //
I.
η
oo

3. Modules sur un mono¨ıde
Plusieurs ge´ne´ralisations de la notion de module sur une alge`bre sont propose´es ici. Elles sont
toutes e´quivalentes dans le cas d’une cate´gorie biadditive.
3.1. De´finition de module.
De´finition (Module sur un mono¨ıde). Un module a` gauche R sur un mono¨ıde (M, µ, η) est la
donne´e d’un objet R de A avec un morphisme r : M✷R → R tels que les diagrammes suivants
commutent
(M✷M)✷R
µ✷R
yysss
ss
sss
αM,M,R // M✷(M✷R)
M✷r
%%KK
KKK
KK
K
M✷R
r
**UUU
UUUU
UUUU
UUUU
UU M✷R
r
ttiiii
iiii
iiii
iiii
i
R
I✷R
η✷R //
λR $$I
II
II
II
II
M✷R
r

R.
On note la cate´gorie des modules a` gauche sur M par M -Mod.
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La de´finition de module a` droite (L, l) est syme´trique et on note la cate´gorie associe´e Mod-M .
Enfin, on appellera bimodule tout objet B qui est a` la fois un module a` gauche et a` droite et tels
que les deux actions commutent. On note cette cate´gorie M -biMod.
Exemple : Un mono¨ıde (M, µ, η) agit sur lui-meˆme par multiplication µ. On parle alors de
repre´sentation re´gulie`re.
Remarque : Comme les de´finitions entre les modules a` gauche et les modules a` droite sont simi-
laires, on se contentera dans la suite de ne de´tailler qu’un des deux cas.
En dualisant la de´finition de module sur un mono¨ıde, on aboutit a` celle de comodule sur un
comono¨ıde.
De´finition (Comodule sur un comono¨ıde). Soit (C, ∆, ε) un comono¨ıde. Un objet R de A muni
d’un morphisme r : R → C✷R est appele´ comodule sur C a` gauche si (R, r) est un module a`
gauche dans la cate´gorie oppose´e (Aop, ✷op, I).
3.2. Module libre. L’oubli de la structure de module de´finit un foncteur de la cate´gorie des
modules (a` gauche) sur un mono¨ıde M vers la cate´gorie A.
U : (R, r) 7→ R.
Ce foncteur admet un adjoint a` gauche qui est donne´ dans la proposition suivante.
Proposition 7. Pour tout objet A de A, l’objet M✷A avec le morphisme
M✷(M✷A)
α−1M,M,A// (M✷M)✷A
µ✷A // M✷A
forment le module a` gauche libre sur A.
De la meˆme manie`re, on a :
Proposition 8. Pour tout objet A de A, l’objet C✷A avec le morphisme
C✷A
∆✷A // (C✷C)✷A
αC,C,A// C✷(C✷A)
forment le comodule a` gauche colibre sur A.
3.3. Modules multiline´aire et line´aire. Dans le cadre d’une cate´gorie mono¨ıdale abe´li-
enne, on peut proposer deux autres ge´ne´ralisations de la notion classique de module sur un anneau,
celles de module multiline´aire et de module line´aire.
De´finition (Module multiline´aire). Un objet R est un module multiline´aire a` gauche s’il admet
un morphisme r : M✷(M ⊕R)→ R ve´rifiant les diagrammes commutatifs suivants :
(M✷M)✷(M ⊕R)
µ✷(M⊕R)
uukkkk
kkkk
kkkk
αM,M,(M⊕R) // M✷(M✷(M ⊕R)⊕M✷M)
M✷(r+µ)
))TTT
TTTT
TTTT
TTT
M✷(M ⊕R)
r
,,XXXXX
XXXXXX
XXXXXX
XXXXXX
XXXX
M✷R
r
rreeeeeee
eeeeee
eeeeee
eeeeee
eeeeee
eeee
R
I✷R
η✷R //
λR
**UUU
UUUU
UUUU
UUUU
UUUU
UUU M✷R
// M✷(M ⊕R)
r

R.
On a alors le meˆme type de propoposition pour le module multiline´aire libre.
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Proposition 9. Pour tout objet A de A, l’objet M✷(M ⊕ A) muni du morphisme de´fini par la
composition
M✷(M⊕M✷(M ⊕A))
α−1
M,M,M⊕A◦M✷(M✷η+M✷(M⊕A))
−−−−−−−−−−−−−−−−−−−−−−−→ (M✷M)✷(M⊕A)
µ✷(M⊕A)
−−−−−−−→M✷(M⊕A)
forme le module line´aire a` gauche libre sur A.
La terminologie de “modules multiline´aires” vient du fait que l’on fait agir M sur des e´le´ments de
M et de R mais avec au moins un e´le´ment de R.
Une autre notion, celle de module line´aire, a e´te´ introduite dans le cadre de la cohomologie de
Quillen des mono¨ıdes par H. J. Baues, M. Jibladze et A. Tonks dans [BJT]. La de´finition de
module line´aire se re´sume en disant que M agit sur des e´le´ments de M et de R mais avec un seul
e´le´ment de R.
Pour pouvoir de´finir la partie de M✷(M ⊕ R) qui s’e´crit avec un seul e´le´ment de R a` droite, on
line´arise le foncteur R : X →M✷(M ⊕X).
De´finition (Effet croise´). Soit Γ : A → A un endofoncteur de la cate´gorie abe´lienne A. Pour
deux objets X et Y de A, on de´finit l’effet croise´ Γ(X |Y ) par le noyau de l’application
Γ(X |Y ) = ker
(
Γ(X ⊕ Y )
Γ(πX )⊕Γ(πY )
−−−−−−−−−→ Γ(X)⊕ Γ(Y )
)
.
L’image de l’effet croise´ Γ(X |X) via l’application
Γ(X |X) →֒ Γ(X ⊕X)
Γ(+)
−−−→ Γ(X),
correspond a` la partie non additive du foncteur Γ. Il suffit donc de quotienter Γ(X) par cet objet
pour obtenir un foncteur additif.
Proposition 10. Le foncteur Γadd de´fini par
Γadd(X) = coker
(
Γ(X |X) →֒ Γ(X ⊕X)
Γ(+)
−−−→ Γ(X)
)
est un foncteur additif.
De plus, la transformation de foncteurs add : Γ→ Γadd factorise de manie`re unique toute trans-
formation naturelle Γ→ Π, ou` Π est un foncteur additif.
Lorsque l’on line´arise le foncteur R : X → M✷(M ⊕ X), on obtient la partie line´aire en X de
l’expression M✷(M ⊕X).
De´finition (Partie line´aire). La partie multiline´aire en X de l’expressionM✷(M⊕X) correspond
a` l’image Radd(X).
On de´finit la notion de module line´aire graˆce a` cet objet de A.
De´finition (Module line´aire). On appelle module line´aire a` gauche, tout objet R de A muni d’un
morphisme r : Radd(R)→ R qui ve´rifie le meˆme type de diagrammes commutatifs que ceux des
deux de´finitions de modules pre´ce´dentes.
Corollaire 11. Lorsque la cate´gorie A est biadditive, les notions de module, module line´aire et
module multiline´aire se confondent.
De´monstration. Lorsque la cate´gorie A est biadditive, la partie line´aire et multiline´aire en R
de M✷(M ⊕R) correspond a` M✷R. 
4. Produits mono¨ıdaux relatifs
La de´finition du produit mono¨ıdal relatif est la ge´ne´ralisation naturelle de la notion de produit
tensoriel relatif sur une alge`bre.
A partir de maintenant, nous nous placerons toujours dans une cate´gorie mono¨ıdale abe´lienne
(A, ✷, I). Soit (M, µ, η) un mono¨ıde de A.
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4.1. De´finition et premie`res proprie´te´s.
De´finition (Produit mono¨ıdal relatif). Soient (L, l) un M -module a` droite et (R, r) un M -
module a` gauche. On de´finit le produit mono¨ıdal relatif L✷MR par le conoyau de
L✷M✷R
l✷R //
L✷r
// L✷R
coker // // L✷MR.
On a les premie`res proprie´te´s suivantes.
Proposition 12. Pour R un M -module a` gauche, on a M✷MR = R.
Et pour un M -module libre a` droite A✷M , on a (A✷M)✷MR = A✷R.
De´monstration. On montre que r correspond au conoyau voulu. De´ja`, la composition
M✷M✷R
µ✷R //
M✷r
//M✷R
r // // R
est nulle par de´finition de l’action r. Ensuite, conside´rons f : M✷R→ A telle que
M✷M✷R
µ✷R
−M✷r
// M✷R
f // A
soit nulle. L’application (µ✷R) ◦ (η✷M✷R) est un isomorphisme de I✷M✷R vers M✷R. On
regarde alors la composition
f ◦ (µ✷R) ◦ (η✷M✷R) = f ◦ (M✷r) ◦ (η✷M✷R)
= f ◦ (η✷R) ◦ (I✷r).
Posons f¯ = f ◦ (η✷R). Alors, aux isomorphismes lie´s a` I pre`s, f se factorise en f = f¯ ◦ r. Comme
r est un e´pimorphisme (r ◦ η = λ), on en conclut qu’une telle application f¯ est unique. 
4.2. Foncteurs de restriction et d’extension. Soit un morphisme de mono¨ıdes Φ : M →
M ′. On construit a` partir de Φ deux foncteurs entre les modules sur M et ceux sur M ′.
De´finition (Foncteur de restriction). On appelle foncteur de restriction induit par Φ, le foncteur
Φ! : M ′-Mod→M -Mod de´fini par
M✷R′
Φ✷R′ // M ′✷R′
r′ // R′.
Le morphisme Φ induit sur M ′ une action a` droite par M . On peut de´finir un foncteur reciproque
a` Φ!.
De´finition (Foncteur d’extension). Le foncteur d’extension issu de Φ est le foncteur Φ! :
M -Mod→M ′-Mod donne´ par le produit de composition relatif
Φ!(R) =M
′
✷MR.
Proposition 13. Les deux foncteurs Φ! : M -Mod
/
M ′-Mod : Φ!o sont adjoints.
De´monstration. Commenc¸ons par de´finir les deux transformations suivantes :
– L’unite´ d’adjonction u : idM-Mod ⇒ Φ! ◦ Φ! est donne´e par
uR : R =M✷MR 7→M
′
✷MR = Φ✷MR.
– Quant a` la counite´ c : Φ! ◦ Φ! ⇒ idM ′-Mod, elle correspond au passage au quotient, pour le
produit relatif sur M , du conoyau de´finissant le produit relatif sur M ′ de M ′✷R′. Ce qui se
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re´sume ainsi :
M ′✷MΦ!(R′)
cR′ // M ′✷M ′R′ = R′
M ′✷R′
coker
ggggNNNNNNNNNNN coker
77 77oooooooooooo
M ′✷M ′✷R′
µ′✷R′
77ooooooooooo M ′✷r′
77ooooooooooo
M ′✷M✷R′.
(µ′✷R′)◦
(M′✷Φ✷R′)
ggPPPPPPPPPPPP
(M′✷r′)◦
(M′✷Φ✷R′)
ggPPPPPPPPPPPP
M ′✷Φ✷R′
ll
On ve´rifie ensuite les relations voulues :
(1) La composition
Φ!(R)
Φ!(u) // Φ! ◦ Φ! ◦ Φ!(R)
cΦ!(R) // Φ!(R)
correspond au morphisme identite´ idΦ!(R).
En effet, on a le diagramme commutatif suivant :
M ′✷MR
Φ!(u) // M ′✷M (M ′✷MR)
cΦ!(R) // M ′✷MR
M ′✷R =M ′✷(M✷MR)
coker
OOOO
//
coker
11
M ′✷(M ′✷MR)
coker
OOOO
coker // // M ′✷M ′(M ′✷MR) =M ′✷MR
M ′✷M✷R
M ′✷ coker
OO
M ′✷Φ✷R // M ′✷M ′✷R
coker✷R //
M ′✷ coker
OO
M ′✷R.
coker
OOOO
(2) D’autre part, on a
Φ!(R′)
u(Φ!) // Φ! ◦ Φ! ◦ Φ!(R′)
Φ!(cR′)// Φ!(R′) =
R′ // M ′✷MR′ // R′ = idR′ .

4.3. Quotient inde´composable. Lorsque (M, µ, I, ε) est un mono¨ıde augmente´ (cf. sous-
section 2.3), la ocunite´ ε induit un foncteur ε! : I-Mod = A →M -Mod qui fournit une structure
de M -module a` tout objet de A. On parle alors d’action triviale ou d’action scalaire . En outre,
on a un foncteur ε! : M -Mod→ I-Mod = A tel que ε!(R) = I✷MR.
De´finition (Quotient inde´composable). Le produit relatif R = I✷MR est appele´ quotient inde´-
composable de R.
La bijection naturelle d’adjonction s’e´crit alors
HomA(R, A) ∼= HomM-Mod(R, ε!(A)).
Et, l’unite´ d’adjonction devient
R =M✷MR
uR=ε✷MR// // I✷MR = R.
Remarque : Le nom (quotient inde´composable) vient du fait que, dans un cadre ensembliste, il
repre´sente les e´le´ments du module qui ne peuvent eˆtre obtenus comme image d’autres e´le´ments
par l’action de M .
Rappelons que lorsqu’un mono¨ıde est augmente´, alors on a
A = A✷I
A✷η // A✷M
A✷ε // A = idA.
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Ceci donne la proposition suivante.
Proposition 14. Lorsque le mono¨ıde M est augmente´, on peut identifier le quotient inde´compo-
sable de la repre´sentation re´gulie`re avec I et celui du module libre M✷A avec A lui-meˆme.
5. Coe´galisateurs re´flexifs
Nous avons vu que, dans l’e´tude d’une cate´gorie mono¨ıdale abe´lienne, on cherchait a` comprendre le
comportement du produit mono¨ıdal vis-a`-vis du coproduit. Plus fort encore, on peut aussi chercher
a` savoir si le produit mono¨ıdal pre´serve les conoyaux. Dans le cas du produit tensoriel classique
⊗k, comme les foncteurs de multiplication RA et LA sont des adjoints a` gauche d’autres foncteurs,
ils sont exacts a` droite. Et comme ils sont additifs, ils pre´servent les conoyaux. Plus ge´ne´ralement,
un foncteur pre´serve les conoyaux si et seulement si il pre´serve les coproduits et qu’il est exact
a` droite. On voit donc que, dans une cate´gorie mono¨ıdale qui n’est pas biadditive, le produit
mono¨ıdal n’a aucune chance de pre´server les conoyaux. C’est pour cela que nous avons introduit
la notion de partie multiline´aire qui sert a` mesurer le de´faut pour les foncteurs de multiplication
a` pre´server les conoyaux (cf. section 1).
On sait que dans un cate´gorie abe´lienne, la notion de coe´galisateur correspond a` celle de conoyau.
Par contre, il existe une notion plus fine, celle de coe´galisateur re´flexif. Cette notion est plus
facilement pre´serve´e par les foncteurs, notamment les foncteurs de multiplications. Pour preuve, le
produit mono¨ıdal ◦ pre´serve les coe´galisateurs re´flexifs (cf. [GH]). Nous verrons a` la section 8 que
tout foncteur analytique scinde´ pre´serve les coe´galisateurs re´flexifs et que produits mono¨ıdaux,
que nous conside´rons dans cette the`se, induisent tous des foncteurs analytiques scinde´s.
5.1. De´finition et premie`res proprie´te´s.
De´finition (Paire re´flexive). Une paire de morphismes X1
d0
//
d1 // X0 est dite re´flexive s’il existe
un morphisme s0 : X0 → X1 tel que d0 ◦ s0 = d1 ◦ s0 = idX0 .
De´finition (Coe´galisateur re´flexif). On appelle coe´galisateur re´flexif tout coe´galisateur provenant
d’une paire re´flexive.
Proposition 15. Soit Γ : A → A un endofoncteur d’une cate´gorie abe´lienne A. Si Γ pre´serve
les coe´galisateurs re´flexifs alors Γ pre´serve les e´pimorphismes.
De´monstration. Soit B
π // C un e´pimorphisme. Comme on s’est place´ dans une cate´gorie
abe´lienne, on sait que π correspond au conoyau de son noyau (que l’on note i)
A
  i // B
π // // C.
Le conoyau π peut s’e´crire comme le coe´galisateur re´flexif de la paire suivante
A⊕B
d0
//
d1 // B
s0
zz
π // // C,
ou` d0 = i + idB, d1 = idB et s0 = iB.
Comme Γ pre´serve les coe´galisateurs re´flexifs, on obtient que Γ(π) est le coe´galisateur de (Γ(d0),
Γ(d1)). En tant que coe´galisateur, Γ(π) est un e´pimorphisme. 
5.2. Lien avec le produit mono¨ıdal. Nous allons e´tudier certaines proprie´te´s ve´rifie´es par
un produit mono¨ıdal lorsque ce dernier pre´serve les coe´galisateurs re´flexifs.
De´finition. On dit d’un produit mono¨ıdal (A, ✷, I) qu’il pre´serve les coe´galisateurs re´flexifs
si pour tout objet A de A, les foncteurs de multiplications RA et LA pre´serve les coe´galisateurs
re´flexifs.
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Proposition 16. Soit A est une cate´gorie mono¨ıdale abe´lienne dont le produit pre´serve les
coe´galisateurs re´flexifs. Soient
M1
d0
//
d1 // M0
s0
zz πM // // M et N1
d0
//
d1 // N0
s0
zz πN // // N
deux coe´galisateurs re´flexifs. Alors M✷N est le coe´galisateur de
M1✷N1
d0✷d0
//
d1✷d1 // M0✷N0
s0✷s0
zz πM✷πN // // M✷N .
De´monstration. Soit φ : M0✷N0 → A un morphisme tel que φ(d0✷d0) = φ(d1✷d1).
L’hypothe`se que le produit mono¨ıdal ✷ pre´serve les coe´galisateurs re´flexifs donne que M0✷πN est
le coe´galisateur de (M0✷d0, M0✷d1). Comme
φ(M0✷d0) = φ(d0✷d0) ◦ (s0✷N1)
= φ(d1✷d1) ◦ (s0✷N1)
= φ(M0✷d1),
on a que φ se factorise de manie`re unique sous la forme φ = φ1 ◦ (M0✷πN ), ou` φ1 : M0✷N → A.
On veut montrer que φ1(d0✷N) = φ1(d1✷N). Pour cela, il suffit de montrer que φ1(d0✷πN ) =
φ1(d1✷πN ) parce que M1✷πN est un coe´galisateur (re´flexif) et donc un e´pimorphisme. On a
φ1(d0✷πN ) = φ(d0✷N0)
= φ(d0✷d0) ◦ (M1✷s0)
= φ(d1✷d1) ◦ (M1✷s0)
= φ(d1✷N0)
= φ1(d1✷πN ).
Comme πM✷N est le coe´galisateur de (d0✷N, d1✷N), on peut factoriser de manie`re unique φ1
en φ1 = φ˜ ◦ (πM✷N) avec φ˜ : M✷N → A. Ainsi, on a pu factoriser φ par πM✷πN , puisque
φ = φ˜ ◦ (πM✷πN ).
Soit φ = ψ˜ ◦ (πM✷πN ) une autre factorisation , on a alors que (ψ˜− φ˜) ◦ (πM✷πN ) = 0. D’apre`s la
proposition 15, πM✷πN apparait comme une composition de deux e´pimorphismes, il s’agit donc
d’un e´pimorphisme, d’ou` ψ˜ = φ˜. 
6. Mono¨ıde libre
Dans une cate´gorie mono¨ıdale abe´lienne (A, ✷, I), pour tout objet A, on peut conside´rer les
deux foncteurs de multiplication (composition) a` gauche et a` droite par A (LA : N 7→ A✷N et
RA : N 7→ N✷A). Lorsque ces foncteurs pre´servent les coproduits, c’est-a`-dire qu’ils sont additifs,
alors la description du mono¨ıde libre sur V est assez simple et est donne´e par les mots en V (cf.
[MacL1] VII.3).
Dans le cas ou` seul un de ces deux foncteurs est additif, la construction du mono¨ıde libre peut
s’e´crire a` l’aide d’une colimite astucieusement choisie. (cf. [BJT] Appendix B). L’exemple des
ope´rades entre dans ce cadre. Ainsi, l’ope´rade libre, de´ja` explicite´e en terme d’arbres par V.
Ginzburg et M.M. Kapranov dans [GK] correspond a` cette colimite.
Par contre, le cas ge´ne´ral a e´te´ tre`s peu traite´. Seul E. Dubuc propose une solution dans ([D]) a`
l’aide d’un raffinement transfini de la construction usuelle. Nous proposons ici, une construction
diffe´rente et plus concre`te qui s’applique aux exemples que nous e´tudierons par la suite.
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6.1. Construction du mono¨ıde libre. On se place dans une cate´gorie mono¨ıdale abe´lienne
(A, ✷, I) telle que, pour tout objet A de A, les foncteurs de multiplications LA et RA pre´servent
les colimites se´quentielles ainsi que les coe´galisateurs re´flexifs.
Soit V un objet de A. On conside`re l’objet augmente´ V+ = I⊕V , et on pose η : I →֒ V+ l’injection
de I dans V+ et ε : V+ ։ I la projection de V+ sur I. On note Vn = (V+)
✷n (par convention
V0 = (V+)
✷0 = I) et on appelle FS(V ) l’objet de´fini par
⊕
n>0 Vn.
Remarque : Cette objet est muni de de´ge´ne´rescences
ηi : Vn = (V+)
✷i
✷I✷(V+)
✷(n−i) Vi✷η✷Vn−i // (V+)✷i✷V+✷(V+)✷(n−i) = Vn+1 .
Et, lorsque V est un mono¨ıde augmente´, FS(V¯ ) est muni de faces pour donner la bar construction
simpliciale sur V (cf. chapitre 6).
De´finition (Les cate´gories simpliciales ∆ et ∆face). La cate´gorie ∆face est une sous-cate´gorie de
la cate´gorie simpliciale ∆. Dans les deux cas, les objets correspondent aux ensembles finis ordonne´s
[n] = {0 < 1 < · · · < n}, pour n ∈ N. Les ensembles de morphismes Hom∆([n], [m]) sont forme´s
des applications croissantes de [n] vers [m]. Pour i = 0, . . . , n, on de´finit les applications faces εi
par
εi(j) =
{
j si j < i,
j + 1 si j ≥ i.
Les ensembles de morphismes de ∆face sont forme´s des seules compositions d’applications faces
(et des identite´s id[n]).
Remarque : La cate´gorie ∆face est parfois note´e ∆
+ dans la litte´rature.
Dans le cas ou` le produit mono¨ıdal pre´serve les coproduits a` gauche comme a` droite, la colimite de
FS(V ) sur la petite cate´gorie ∆face correspond aux mots en V et fournit ainsi le mono¨ıde libre sur
V note´ F(V ). C’est le cas dans les exemples nume´rote´s de (1) a` (4) pre´ce´demment (cf. section 1).
Ceci explique pourquoi la construction du mono¨ıde classique libre (cate´gorie Ens, exemple (1)),
de l’anneau libre (cate´gorie Ab, exemple (3)) et de l’alge`bre libre (cate´gorie k-Mod, exemple (4))
se fait selon le meˆme sche´ma.
Dans le cas contraire, la colimite Colim∆face FS(V ) est un objet trop gros pour eˆtre un bon can-
didat au mono¨ıde libre. Dit autrement, le morphisme de concate´nation Vn✷Vm → Vn+m ne passe
pas a` la colimite. On quotiente donc les Vn avant de passer a` la colimite sur ∆face.
Posons τ : V → V2 le morphisme de´fini par la composition
V
λ−1
V
⊕ρ−1
V // I✷V ⊕ V✷I
iI✷iV −iV ✷iI // (I ⊕ V )✷(I ⊕ V ) = V2 .
Pour A,B deux objets de A, A✷V2✷B s’injecte dans A✷(V2 ⊕ V )✷B via le monomorphisme
A✷iV2✷B. En conside`rant la partie multiline´aire en V de l’objet A✷(V2 ⊕ V )✷B, on a
A✷(V ⊕ V2)✷B = A✷V2✷B ⊕ A✷(V2 ⊕ V )✷B.
On de´finit
RA,B = im
(
A✷(V2 ⊕ V )✷B →֒ A✷(V ⊕ V2)✷B
A✷(τ+idV2)✷B−−−−−−−−−−→ A✷V2✷B
)
.
De´finition (V˜n). On de´finit V˜n par
V˜n = coker
(
n−2⊕
i=0
RVi, Vn−i−2 → Vn
)
.
On le note aussi Vn/(
∑n−2
i=0 Ri,n−i−2).
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Remarque : Dans le cas des ope´rades, le S-module Vn correspond aux arbres a` n niveaux dont
les sommets sont indice´s par des e´le´ments de V . Alors que
⊕
n V˜n correspond aux arbres sans
niveaux. En effet, quotienter par le S-module
∑n−2
i=0 Ri,n−i−2 revient a` identifier un arbre avec
pour sous-arbre
AA }}
V
I
au meˆme arbre avec le sous-arbre I @@ I~~
V
a` la place.
Lemme 17.
(1) Les morphismes ηi entre Vn et Vn+1 passent au quotient pour donner des applications η˜i
de V˜n vers V˜n+1.
(2) Pour tout couple i, j, les applications η˜i et η˜j sont e´gales.
De´monstration.
(1) Il suffit de voir que l’on a
ηi(Rj, n−j−2) ⊂ Rj, n−j−1 si j ≤ i− 2,
ηi(Rj, n−j−2) ⊂ Rj+1, n−j−2 si j ≥ i,
ηi(Ri−1, n−i−1) ⊂ Ri−1, n−i +Ri, n−i−1 lorsque i = 1, . . . , n− 1.
(2) Comme (η˜i − η˜i+1)(Vn) ⊂ Ri, n−i−1, on a η˜i = η˜i+1. 
On pose alors,
De´finition (F(V )). On de´finit l’objet F(V ) par la colimite se´quentielle suivante :
I
η˜ //
j0
%%KK
KK
KK
KK
KK
KK
V˜1 = V1 = V+
η˜ //
j1

V˜2
η˜ //
j2
yysss
ss
ss
ss
ss
s
V˜3
η˜ //
j3
uukkk
kkk
kkk
kkk
kkk
kkk
k V˜4 · · ·
j4
sshhhhh
hhhh
hhhh
hhhh
hhhh
hhhh
hhh
F(V ) = ColimN V˜n.
Le fait d’avoir quotiente´ les Vn en V˜n a permis de transformer une colimite sur la cate´gorie ∆face
en une colimite se´quentielle. L’hypothe`se que le produit mono¨ıdal ✷ pre´serve ce type de colimite
donne ici la proprie´te´ suivante :
Lemme 18. Pour tout objet A de A, les foncteurs de multiplication a` gauche et a` droite par A,
LA et RA, pre´serve la colimite pre´ce´dente F(V ). De manie`re explicite, on a
A✷Colim
N
V˜n ∼= Colim
N
(A✷V˜n) et Colim
N
V˜n✷A ∼= Colim
N
(V˜n✷A).
On va maintenant chercher a` munir l’objet F(V ) d’une structure de mono¨ıde.
L’unite´, note´e η¯ correspond au morphisme j0 : I → F(V ). Quant au produit, on le de´finit a` partir
de la concate´nation Vn✷Vm → Vn+m. Posons
µn,m : Vn✷Vm
∼ // Vn+m // // V˜n+m
jn+m // F(V ) .
Posons Rn =
∑n−2
i=0 Ri, n−i−2, on a alors la suite exacte courte
0 // Rn
  in // Vn
πn // // V˜n
// 0.
Proposition 19. Il existe une unique application µ˜n,m : V˜n✷V˜m → F(V ) qui factorise µn,m de
la manie`re suivante
Vn✷Vm
πn✷πm// //
µn,m
%%JJ
JJ
JJ
JJ
JJ
V˜n✷V˜m
µ˜n,m

F(V ).
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De´monstration. On e´crit les conoyaux V˜n comme des coe´galisateurs re´flexifs sous la forme
Rn ⊕ Vn
d0
//
d1 // Vn
s0
xx πn // // V˜n,
avec d0 = in + idVn , d1 = idVn et s0 = iVn . L’hypothe`se que le produit mono¨ıdal ✷ pre´serve les
coe´galisateurs re´flexifs permet d’affirmer, graˆce a` la proposition 16, que πn✷πm est le coe´galisateur
(re´flexif) de (d0✷d0, d1✷d1). La proposition de´coule de la proprie´te´ universelle ve´rifie´e par les
coe´galisateurs. Il suffit pour cela de montrer que µn,m(d0✷d0) = µn,m(d1✷d1). Cette e´galite´ vient
du diagramme suivant
(Rn ⊕ Vn)✷(Rm ⊕ Vm)
id✷id

(in+id)✷(im+id) // Vn✷Vm // Vn+m
πn+m

Vn✷Vm // Vn+m
πn+m // V˜n+m,
qui est commutatif en vertu des inclusions (Rn⊕Vn)✷Vm →֒ Rn,m et Vn✷(Rm⊕Vm) →֒ Rn,m. 
Lemme 20. Il existe un unique morphisme µ˜n, ∗ rendant le diagramme suivant commutatif
V˜n✷I
V˜n✷η˜ //
µ˜n, 0

WWWWW
WWWWW
WWWWW
WW
++WWWW
WWWWW
WWWW
V˜n✷V˜1
V˜n✷η˜ //
µ˜n, 1
zzttt
tt
tt
tt
t SSS
SSSS
))SSS
SSS
SSSS
S
V˜n✷V˜2 · · ·
µ˜n, 2ssggggg
ggggg
ggggg
ggggg
ggggg
ggggg
ggg

F(V ) V˜n✷F(V ) = ColimN(V˜n✷V˜m).∃! µ˜n, ∗
oo
De´monstration. De´ja`, les applications µ˜n,m commutent avec les V˜n✷η˜
V˜n✷V˜m
V˜n✷η˜ //
µ˜n,m

V˜n✷V˜m+1
µ˜n,m+1xxqqq
qqq
qqq
q
F(V ).
Par de´finition de la colimite, elles engendrent donc une unique application
µ˜n, ∗ : Colim
N
(V˜n✷V˜m)→ F(V )
rendant le diagramme de l’e´nonce´ commutatif. On conclut en utilisant le lemme 18 pour justifier
que ColimN(V˜n✷V˜m) = V˜n✷F(V ). 
De la meˆme manie`re, on a le lemme suivant.
Lemme 21. Il existe un unique morphisme µ¯ rendant le diagramme suivant commutatif
I✷F(V )
η˜✷F(V ) //
µ˜0, ∗

XXXXXX
XXXXXX
XXXXXX
X
,,XXXXX
XXXXX
XXXX
V˜1✷F(V )
η˜✷F(V ) //
µ˜1, ∗
xxqqq
qqq
qqq
qq TTT
TTTT
**TTT
TTTT
TTTT
T
V˜2✷F(V ) · · ·
µ˜2, ∗rrffffff
fffff
fffff
fffff
ffffff
fffff
ffffff

F(V ) F(V )✷F(V ) = ColimN(V˜n✷F(V )).∃! µ¯
oo
De´monstration. Les arguments sont les meˆmes. 
Remarque : La construction de µ¯ en commenc¸ant a` passer a` la colimite par la gauche puis par
la droite donnerait le meˆme morphisme.
Proposition 22. L’objet F(V ) muni de la multiplication µ¯ et de l’unite´ η¯ forme un mono¨ıde
dans la cate´gorie (A, ✷, I).
De plus, ce mono¨ıde est augmente´ et on note F(V ) son ide´al d’augmentation.
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De´monstration. La relation ve´rifie´e par l’identite´ est e´vidente. L’associativite´ de µ¯ vient de
celle des µn,m.
On de´finit la counite´ par passage a` la colimite des applications
Rn =
∑n−2
i=0 Ri, n−2−i
  // Vn = (V ⊕ I)✷n
coker // //
ε✷n

V˜n
∃! ε˜✷nwwo o
o o
o o
o
I✷n = I.
qui, apre`s passage a` la colimite, donne la counite´ ε voulue. 
The´ore`me 23 (Mono¨ıde libre). Dans une cate´gorie mono¨ıdale abe´lienne qui admet des colimites
se´quentielles et telle que le produit mono¨ıdal pre´serve ce type de colimite ainsi que les coe´galisateurs
re´flexifs, le mono¨ıde (F(V ), µ¯, η¯) est libre sur V .
De´monstration. L’unite´ d’adjonction est de´finie par
uV : V
  // V ⊕ I
j1 // F(V ).
Quant a` la counite´ cM : F(M)→M , pour un mono¨ıde (M, ν, ζ) de A, on la de´finit par passage
a` la colimite des applications ν˜n suivantes :
Rn =
∑n−2
i=0 Ri, n−2−i
  // Mn = (M ⊕ I)✷n
coker // //
νn◦(M+ζ)✷n

M˜n
∃! ν˜n
wwn n
n n
n n
n n
M,
ou` les morphismes νn repre´sentent n−1 compositions de ν : M✷n
νn
−−→M . Les ν˜n sont bien de´finis
parce que νn ◦ (M + ζ)✷n(Ri, n−2−i) = 0, pour tout i.
On a alors imme´diatement les deux relations d’adjonction
F(V )
F(uV ) // F(F(V ))
cF(V ) // F(V ) = idF(V ) et
M
uM // F(M)
cF(M) //M = idM .

Remarque : Dans le cas des S-modules, l’objet F(V ) correspond a` la somme directe sur les arbres
des S-modules obtenus en indic¸ant les sommets des arbres par des e´le´ments de V . On retrouve
l’ope´rade libre donne´e par [GK] en termes d’arbres (sans niveau) ainsi que la construction de
[BJT].
6.2. Comono¨ıde colibre. On a une autre de´finition e´quivalente du mono¨ıde libre. Lorsqu’il
existe, le mono¨ıde libre sur V est l’unique objet (a` isomorphisme pre`s) qui ve´rifie la proprie´te´
suivante : pour tout morphisme f : V →M ou` M est un mono¨ıde, il existe un unique morphisme
de mono¨ıdes f˜ : F(V )→M tel que le diagramme suivant soit commutatif
V
η˜ //
f ""D
DD
DD
DD
DD
F(V )
f˜

M.
On peut dualiser cette de´finition pour obtenir celle de comono¨ıde colibre.
De´finition (Comono¨ıde colibre). Soit V un objet de A. Lorsqu’il existe, le comono¨ıde colibre est
l’unique objet Fc(V ) tel que pour tout morphisme f : C → V , ou` C est un comono¨ıde, il existe
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un unique morphisme de comono¨ıdes f˜ : C → Fc(V ) rendant le diagramme suivant commutatif
V Fc(V )
ε˜oo
C.
f˜
OO
f
bbEEEEEEEEE
7. Ide´al
Rappelons qu’un ide´al d’une alge`bre A est un sous-module de J de A tel que A ⊗ J
µ
−→ J et
J ⊗ A
µ
−→ J . Lorsque J est un ide´al d’une alge`bre A, le module quotient A/J est naturellement
muni d’une structure d’alge`bre.
Nous avons vu pre´ce´demment (cf. section 3) que le cas biadditif ne permettait pas de faire la
diffe´rence entre les diffe´rentes notions de modules. De la meˆme manie`re lorsque l’on veut ge´ne´raliser
la notion d’ide´al dans une cate´gorie mono¨ıdale quelconque, si on veut conserver la proprie´te´ que
l’objet quotient est naturellement muni d’une structure de mono¨ıde, il ne faut pas prendre pour
de´finition d’ide´al la ge´ne´ralisation stricto sensu A✷J
µ
−→ J et J✷A
µ
−→ J . La de´finition que nous
proposons ici ne repose pas sur le produit A✷J mais sur la partie multiline´aire A✷(A ⊕ J).
7.1. De´finition et mono¨ıde quotient. Pour J →֒M un sous-objet de M dans A, on note
M/J le conoyau (quotient) de M par J , soit
J
  i // M
π=coker i // // M/J.
De´finition (Ide´al). Un sous-objet J d’un mono¨ıde (M, µ, η) est appele´ ide´al de M si la compo-
sition π ◦ µ ◦ ker(π✷π) est nulle
KJ
  kerπ✷π // M✷M
µ // M
π // // M/J .
La de´finition d’ide´al est faite pour avoir la proposition suivante.
Proposition 24. Dans une cate´gorie mono¨ıdale abe´lienne (A, ✷, I) telle que le produit mono¨ıdal
pre´serve les e´pimorphismes, le quotient M/J est muni d’une structure naturelle de mono¨ıde.
De´monstration. D’apre`s la condition de l’e´nonce´ sur les e´pimorphismes, π✷π est un e´pimorphi-
sme. Comme A est une cate´gorie abe´lienne, π✷π = coker(ker(π✷π)). Par de´finition du conoyau,
il existe un unique morphisme µ rendant le diagramme suivant commutatif
M/J✷M/J
µ¯ //___ M/J
M✷M
µ //
π✷π
OOOO
M
π
OOOO
KJ
?
ker(π✷π)
OO
J.
?
i
OO
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On de´finit l’unite´ par η¯ = π ◦ η : I
η // M
π // M/J . On peut montrer l’associativite´ de µ¯ a`
partir de celle de µ :
M✷M✷M
M✷µ //
π✷π✷π ** **TTT
TTTT
TTTT
TTTT
T
µ✷M

M✷M
π✷π
vvmmm
mmm
mmm
mmm
m
µ

M/J✷M/J✷M/J
M/J✷µ¯ //
µ¯✷M/J

M/J✷M/J
µ¯

M/J✷M/J
µ¯ // M/J
M✷M
π✷π
55jjjjjjjjjjjjjjjj µ // M,
π
hhQQQQQQQQQQQQQQQ
parce que π✷π✷π est un e´pimorphisme. On proce`de de la meˆme manie`re pour montrer la relation
ve´rifie´e par l’unite´. 
Remarque : Gracˆe a` la proposition 15, on a que cette proposition est vraie dans toute cate´gorie
mono¨ıdale abe´lienne qui pre´serve les conoyaux re´flexifs.
On justifie la terminologie utilise´e pour les mono¨ıdes augmente´s par la proposition suivante.
Proposition 25. Soit (M, µ, η, ε) un mono¨ıde augmente´. Alors l’ide´al d’augmentation M est
bien un ide´al au sens pre´ce´dent.
De´monstration. Par de´finition de ε morphisme de mono¨ıdes, on a ε ◦ µ ◦ ker(ε✷ε) = µI ◦ ε✷ε ◦
ker(ε✷ε) = 0. 
Maintenant, le proble`me est de savoir a` quoi ressemble le noyau KJ = ker(π✷π) pour pouvoir
bien comprendre l’hypothe`se a` ve´rifier.
Proposition 26. Dans une cate´gorie mono¨ıdale abe´lienne (A, ✷, I), soit J un sous-objet de M
tel que le conoyau M/J posse`de une section. Alors, le noyau ker(π✷π) correspond a` l’image de
M✷(M ⊕ J)⊕ (M ⊕ J)✷M dans M✷M via l’application M✷(M + iJ) + (M + iJ)✷M que nous
noterons KJ =M✷(M ⊕ J) + (M ⊕ J)✷M
De´monstration. Cette proposition est une conse´quence directe de la remarque qui suit le
lemme 5. 
Tout ceci permet de donner une autre de´finition, e´quivalente dans le cas scinde´, de la notion
d’ide´al.
Corollaire 27. Un sous-objet J
  i // M d’un mono¨ıde M , tel qu’il existe un objet N ve´rifiant
J ⊕N =M , est un ide´al de M si et seulement si M✷(M ⊕ J)
M✷(M+i) // M✷M
µ // J
(M ⊕ J)✷M
(M+i)✷M // M✷M
µ // J.
Remarque : Il est e´quivalent de dire que J est un bimodule multiline´aire sur M pour la repre´-
sentation re´gulie`re.
Ceci ressemble plus a` la de´finition classique d’un ide´al. En effet, dans le cas d’un produit mono¨ıdal
biadditif, cela revient a` exiger que  M✷J
µ // J
J✷M
µ // J.
30
8. FONCTEURS POLYNOMIAUX ET ANALYTIQUES
On reconnait bien la notion d’ide´al pour un anneau ou une alge`bre.
Dans le cas des ope´rades (cate´gorie des S-modules munie du produit ◦), la de´finition devient
M ⊗Sn M(i1)⊗ · · · ⊗ J(ik)⊗ · · · ⊗M(in)︸ ︷︷ ︸
au moins un J
µ // J
J ◦M
µ // J.
On retrouve la de´finition donne´e dans [GK] et par M. Markl dans [Ma1].
7.2. Ide´al engendre´. Supposons maintenant que la cate´gorieA soit petite et comple`te, pour
pouvoir de´finir l’intersection d’un certain ensemble d’objets (cf. [MacL1]).
De´finition (Ide´al engendre´). Soit R un sous-objet d’un mono¨ıde M . On appelle ide´al engendre´
par R, le plus petit ide´al de M contenant R. Ce dernier existe et est donne´ par l’intersection
⋂
J J
pour J ide´al de M contenant R (R →֒ J →֒ M). On le note (R)M voire (R) lorsqu’il n’y a pas
d’amibigu¨ıte´.
Pour R un sous-objet de M , on conside`re la partie multiline´aire en R de M✷(M ⊕ R)✷M c’est-
a`-dire
M✷(M ⊕R)✷M = coker(M ✷M✷M →M✷(M ⊕R)✷M).
Le description de l’ide´al engendre´ sur R a` l’aide d’une intersection n’e´tant pas tre`s explicite, on en
donne une autre forme. Comme la de´finition d’ide´al repose sur la notion de partie multiline´aire,
l’ide´al libre se construit aussi avec cette notion.
Proposition 28. Soit R un sous-objet d’un mono¨ıde M . Alors l’ide´al engendre´ par R correspond
a` l’image du morphisme
M✷(M ⊕R)✷M
µ2◦(M✷(M+i)✷M) // M
que l’on notera (R).
De´monstration. A l’aide de la deuxie`me caracte´risation d’un ide´al (corollaire 27), on voit que
(R) est un ide´al de M . Puis, pour tout ide´al J de M contenant R, on a que
M✷(M ⊕R)✷M
µ2 // J.
Donc, (R) est inclus dans tout J et ainsi (R) =
⋂
J J . 
Remarque : L’ide´al libre (R) correspond au bimodule multiline´aire libre engendre´ par R.
On retrouve le cas des anneaux et des alge`bres
(R) = µ2(A⊗R⊗A),
ainsi que celui des ope´rades. Par exemple, V. Ginburg et M. M. Kapranov dans [GK] de´crivent
l’ide´al engendre´ par un S-module R avec les arbres dont les sommets sont indice´s par des e´le´ments
de M , en imposant qu’au moins un sommet soit indice´ par un e´le´ment de R.
8. Foncteurs polynomiaux et analytiques
La notion de foncteur analytique, qui est une colimite de foncteurs polynomiaux, est essentielle
dans le reste de ce travail.
Dans la suite de cette the`se, nous introduirons un nouveau produit mono¨ıdal ⊠c que nous e´tudi-
erons en de´tails. Une proprie´te´ fondamentale de ce produit est que les foncteurs de multiplication
induits sont des foncteurs analytiques scinde´s. Comme les foncteurs analytiques scinde´s pre´servent
les coe´galisateurs re´flexifs, on pourra appliquer la construction du mono¨ıde libre a` cette cate´gorie.
En outre, le fait de reconnaitre sur les produits A⊠c B une structure analytique permet d’intro-
duire une graduation supple´mentaire (voire une bigraduation) sur de tels objets. C’est cette ide´e
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qui nous permettra de de´montrer les lemmes homologiques sur lesquels repose toute cette the`se.
On se place dans une cate´gorie mono¨ıdale syme´trique abe´lienne (A, ⊗, k). Soit ∆n le foncteur
diagonal A → A×n.
De´finition (Foncteurs polynomiaux homoge`nes). On appelle foncteur polynomial homoge`ne de
degre´ n tout foncteur f : A → A qui s’e´crit sous la forme f(n) = fn ◦∆n avec fn un foncteur de
A×n → A additif en chacune de ses entre´es.
De´finition (Foncteurs polynomiaux scinde´s). Un foncteur f : A → A est dit polynomial scinde´
s’il se de´compose en somme directe de foncteurs polynomiaux homoge`nes f =
⊕N
n=0 f(n).
Les foncteurs que nous rencontrerons par la suite ne s’expriment pas tous a` l’aide de sommes finies.
De´finition (Foncteurs analytiques scinde´s). On appelle foncteur analytique scinde´, tout foncteur
f : A → A qui s’e´crit sous la forme f =
⊕∞
n=0 f(n) ou` f(n) est un foncteur polynomial homoge`ne
de degre´ n.
Exemple : Le foncteur de Schur SP associe´ a` une ope´rade P
SP(V ) =
∞⊕
n=0
P(n)⊗Sn V
⊗n
est un foncteur analytique scinde´.
Dans la suite, nous utiliserons la graduation naturelle fourni par de tels foncteurs. Nous la noterons
toujours entre parenthe`ses (n). Et, par abus de langage, on utilisera dans la suite le terme de
foncteur analytique pour parler de foncteurs analytiques scinde´s.
Proposition 29. Tout foncteur analytique scinde´ pre´serve les coe´galisateurs re´flexifs.
De´monstration. Soient X1
d0
//
d1 // X0
s0
zz
π // // X un coe´galisateur re´flexif et f =
⊕∞
n=0 f(n) un
foncteur analytique scinde´. Posons f(n) = fn ◦∆n ou` fn : A
×n → A est un foncteur n-additif. Le
re´sultat vient de l’e´galite´
n∑
i=1
fn(X0, . . . , (d0 − d1)(X1)︸ ︷︷ ︸
ie`me place
, . . . , X0) = (fn(d0, . . . , d0)− fn(d1, . . . , d1)) ◦∆n(X1).
L’inclusion ⊃ est toujours vraie et vient de la formule
fn(d0, . . . , d0)− fn(d1, . . . , d1) =
n∑
i=1
fn(d0, . . . , d0, d0 − d1︸ ︷︷ ︸
ie`me place
, d1, . . . , d1).
L’inclusion inverse ⊂ repose sur le rele`vement s0 et vient de
fn(X0, . . . , X0, (d0 − d1)(X1), X0, . . . , X0)
= fn(X0, . . . , d0(X1), . . . , X0)− fn(X0, . . . , d1(X1), . . . , X0)
= fn(d0s0(X0), . . . , d0(X1), . . . , d0s0(X0))− fn(d1s0(X0), . . . , d1(X1), . . . , d1s0(X0)).

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Prope´rades et PROPs
On poursuit ici la meˆme de´marche qui a mene´ a` l’introduction des ope´rades. Les ope´rades ont e´te´
de´finies pour mode´liser les ope´rations a` n entre´es et une sortie
??sur les diffe´rents types d’alge`bres.
Pour repre´senter alge´briquement l’ensemble des ope´rations agissant sur un type alge`bres A, on
utilise des Sn-modules : P(n)⊗Sn A
⊗n → A.
Dans certains cas, comme ceux des bige`bres et des bige`bres de Lie, on veut pouvoir repre´senter
des ope´rations a` plusieurs entre´es et plusieurs sorties
??
?
? agissant sur un module A. Pour cela,
on introduit ici la notion de (Sm, Sn)-bimodule : P(m, n) ⊗Sn A
⊗n → A⊗m. On de´finit ensuite
un produit ⊠ dans la cate´gorie des S-bimodules qui repre´sente alge´briquement les compositions
d’ope´rations. Ce produit peut aussi s’e´crire a` l’aide de graphes dirige´s.
En partant de l’observation que les diffe´rents types de ge`bres, que l’on conside`re en pratique, sont
de´finies par des ge´ne´rateurs et des relations base´s sur des graphes connexes, il suffit de prendre
en compte les compositions e´crites a` l’aide de graphes connexes pour obtenir toute l’informa-
tion escompte´e. On de´finit ainsi le produit ⊠c en se restreignant aux graphes connexes. A la
diffe´rence du produit ⊠, le produit ⊠c est un produit mono¨ıdal dans la cate´gorie des S-bimodules.
Re´ciproquement, on retrouve le produit ⊠ a` partir du produit ⊠c par concate´nation.
Nous de´finissons une prope´rade comme un mono¨ıde dans la cate´gorie mono¨ıdale des S-bimodules
munie du produit connexe ⊠c. Un PROP correspond a` un “mono¨ıde” pour le produit ⊠ avec en
plus un morphisme de concate´nation des ope´rations. Nous montrons que ces deux notions sont
relie´es par une paire de foncteurs adjoints.
1. La cate´gorie des S-bimodules
Afin de repre´senter les ope´rations a` n entre´es et m sorties, on introduit une cate´gorie dont les
objets sont des S-bimodules.
1.1. S-bimodules.
De´finition (S-bimodule). On appelle S-bimodule, une collection de (P(m, n))m,n∈N, ou` chaque
k-module P(m, n) est muni d’une action de Sm a` gauche et d’une action de Sn a` droite, telles que
ces deux actions commutent entre elles.
Un morphisme entre deux S-bimodules P , Q est une collection d’applications line´aires fm,n :
P(m, n)→ Q(m, n) e´quivariantes a` gauche par Sm et a` droite par Sn.
Les S-bimodules et leurs morphismes forment une cate´gorie que l’on note S-biMod.
De´finition (S-bimodule re´duit). Lorsqu’un S-bimodule P ve´rifie P(0, n) = 0 et P(m, 0) = 0
pour tous les entiers n et m, on dit qu’il est re´duit.
Les S-bimodules servent a` coder les ope´rations sur un certain type de ge`bre. Il faut maintenant
expliquer comment on repre´sente alge´briquement les compositions entre ces ope´rations.
1.2. Permutations connexes. A la diffe´rence du cas ge´ne´ral des PROPs (cf. section 3), on
ne conside`re ici que les compositions d’ope´rations base´es sur des graphes connexes.
On cherche a` e´crire ces compositions a` l’aide d’un produit mono¨ıdal. Et l’e´criture alge´brique de
ce produit repose sur une sous-classe de permutations de SN .
De´finition (Permutations connexes). Soit N un nombre entier. Soient k¯ = (k1, . . . , kb) un b-
uplet et ¯ = (j1, . . . , ja) un a-uplet tels que |k¯| = k1 + · · ·+ kb = |¯| = j1 + · · ·+ ja = N .
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On de´finit les permutations (k¯, ¯)-connexes de SN comme l’ensemble des permutations de SN dont
le graphe est connexe, si on relie les entre´es indice´es par j1 + · · ·+ ji + 1, . . . , j1 + · · ·+ ji + ji+1,
pour 0 ≤ i ≤ a − 1, et les sorties indice´es par k1 + · · · + ki + 1, . . . , k1 + · · · + ki + ki+1, pour
0 ≤ i ≤ b− 1.
On note cet ensemble Sc
k¯, ¯
.
Exemple : Dans S4, conside`rons la permutation (1324) et sa repre´sentation ge´ome`trique suivante :
1•
•
2•
•6
66
66
6 3•

•

4•
•
1 2 3 4.
Si on prend k¯ = (2, 2) et ¯ = (2, 2), on relie les entre´es 1, 2 et 3, 4 ainsi que les sorties 1, 2 et 3,
4. Ce qui donne le graphe connexe
• •
??
??
??
? •




•
• • • •
Ainsi, la permutation (1324) est une permutation connexe pour (2, 2) et (2, 2), (1324) ∈ Sc(2, 2), (2, 2).
Contre-exemple : On prend toujours la permutation (1324) de S4 mais maintenant k¯ = (1, 1, 2)
et ¯ = (2, 1, 1) cette fois-ci. Ceci donne le graphe non connexe suivant :
• •
??
??
??
? •




•
• • • •
Citons enfin une proposition e´vidente qui permettra notamment de faire le lien avec les ope´rades.
Proposition 30. Lorsque k¯ est re´duit a` (N), k¯ = (N), toutes les permutations de SN sont
((N), ¯)-connexes, c’est-a`-dire Sc((N),¯) = SN .
Et si k¯ est diffe´rent de (N), on a Sc
k¯, (1, ..., 1)
= ∅.
1.3. Composition verticale connexe des S-bimodules. On peut maintenant de´finir, sur
la cate´gorie des S-bimodules, la structure mono¨ıdale qui nous inte´resse.
Pour deux a-uplets ¯ et ı¯, on utilise les conventions d’e´criture suivantes. On note P(¯, ı¯) le produit
tensoriel P(j1, i1) ⊗k · · · ⊗k P(ja, ia) et S¯ l’image du produit direct des groupes Sj1 × · · · × Sjb
dans S|¯|.
De´finition (Produit mono¨ıdal ⊠c). Soient Q, P deux S-bimodules. Le produit mono¨ıdal connexe
de Q et P est le S-bimodule Q⊠c P donne´ par
Q⊠c P(m, n) =
⊕
N∈N
 ⊕
l¯, k¯, ¯, ı¯
k[Sm]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯)⊗Sı¯ k[Sn]
/
∼
,
ou` la somme directe court sur les b-uplets l¯, k¯ et les b-uplets ¯, ı¯ tels que |l¯| = m, |k¯| = |¯| = N ,
|¯ı| = n et ou` la relation d’e´quivalence ∼ est donne´e par
θ ⊗ q1 ⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ pa ⊗ ω ∼
θ τ−1
l¯
⊗ qτ−1(1) ⊗ · · · ⊗ qτ−1(b) ⊗ τk¯ σ ν¯ ⊗ pν(1) ⊗ · · · ⊗ pν(a) ⊗ ν
−1
l¯
ω,
pour θ ∈ Sm, ω ∈ Sn, σ ∈ S
c
k¯, ¯
et pour τ ∈ Sb avec τk1,..., kb la permutation par blocs correspondante
(cf. conventions), ν ∈ Sa et νj1,..., ja la permutation par blocs correspondante.
Remarque : A cause de la lourdeur de l’e´criture, nous omettrons souvent dans la suite les
repre´sentations induites. (C’est souvent le cas pour les ope´rades).
Proposition 31. L’objet Q⊠c P est bien de´fini.
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De´monstration. Pour l¯ et k¯ deux b-uplets tels que |l¯| = m et |k¯| = N , on pose l¯′ = (lτ−1(1),
. . ., lτ−1(b)) et k¯
′ = (kτ−1(1), . . . , kτ−1(b)) qui ve´rifient aussi |l¯′| = m et |k¯′| = N . De plus, toute
permutation (k¯, ¯)-connexe σ donne par composition a` gauche avec une permutation par blocs du
type τk¯ et a` droite par une permutation par blocs du type ν¯ une permutation (k¯
′, ¯′)-connexe.
En effet, les repre´sentations ge´ome´triques de σ ∈ SN et de τk¯ σ ν¯ sont home´omorphes et on relie
exactement les meˆmes points. En re´sume´, si σ ∈ Sc
k¯, ¯
on a encore τk¯ σ ν¯ ∈ S
c
k¯′, l¯′
. 
Ce produit mono¨ıdal est de´fini ainsi pour correspondre a` la composition verticale de graphes
connexes.
De´finition (Graphes dirige´s). Ce que l’on appelle ici par graphes dirige´s sont des graphes non
planaires, dirige´s par un flot, dont les areˆtes entrant et sortant d’un noeud (ou sommet) sont
indice´es par des entiers {1, . . . , n}, tout comme le sont les entre´es et sorties du graphe. On suppose
de plus que chaque noeud admette au moins une entre´e et une sortie.
De´finition (Graphes connexes). On dit qu’un graphe est connexe s’il est connexe en tant qu’es-
pace topologique.
Pour de´crire le produit mono¨ıdal ⊠c, on se sert des graphes a` niveaux connexes , c’est-a`-dire des
graphes dont les noeuds se re´partissent sur des niveaux. La figure 1 repre´sente un graphe a` deux
niveaux ou` les noeuds sont indice´s par νi.
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Fig. 1 – Exemple de graphe connexe a` deux niveaux.
A l’aide des graphes connexes a` deux niveaux Gc2, on construit le produit mono¨ıdal ⊠
G
c sur les S-
bimodules. Pour un graphe g, on appelle N1 l’ensemble des noeuds appartenant au premier niveau
(en fonction de la direction donne´e par le flot global) et N2 l’ensemble des noeuds appartenant au
second niveau. Pour un noeud ν, on conside`re les deux ensembles In(ν) et Out(ν) compose´s des
areˆtes entrant et sortant du noeud. On note |Out(ν)| et |In(ν)| les cardinaux de ces ensembles.
De´finition (Produit mono¨ıdal⊠Gc ). A Q et P deux S-bimodules, on associe le S-bimodule Q⊠Gc P
donne´ par la formule
Q⊠Gc P =
⊕
g∈Gc2
⊗
ν∈N2
Q(|Out(ν)|, |In(ν)|)⊗
⊗
ν∈N1
P(|Out(ν)|, |In(ν)|)
/
≈
,
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ou` la relation d’e´quivalence ≈ est engendre´e par
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.
Ceci qui revient a` indicer les sommets des graphes a` deux niveaux par des e´le´ments de Q et de P ,
et a` relier les indices des sorties (resp. entre´es) d’un sommet a` l’action de Sm a` gauche (resp. Sn
a` droite) sur l’e´le´ment correspondant.
Remarque : Par souci de concision, on omettra souvent dans la suite d’e´crire la relation d’e´-
quivalence. Ainsi, lorsque l’on parlera de graphes indice´s par des S-bimodules, on quotientera
implicitement par cette relation d’e´quivalence.
Proposition 32. Pour tout couple (Q, P) de S-bimodules, les deux produits Q ⊠c P et Q⊠Gc P
sont naturellement isomorphes.
De´monstration. A tout e´le´ment θ ⊗ q1 ⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ pa ⊗ ω de k[Sm]⊗Q(l¯, k¯)⊗
k[Sc
k¯, ¯
]⊗P(¯, ı¯)⊗ k[Sn], on associe un graphe Ψ(θ⊗ q1 ⊗ · · · ⊗ qb ⊗ σ⊗ p1 ⊗ · · · ⊗ pa ⊗ω) dont les
noeuds sont indice´s par les qβ et les pα. Pour cela, on conside`re une repre´sentation ge´ome´trique
de σ. On regroupe et re´indice les sorties en fonction de k¯ et les entre´es en fonction de ¯. On
indice les noeuds ainsi cre´e´s a` l’aide des qβ et pα. Puis pour chaque qβ on construit lβ areˆtes
sortant que l’on indice par 1, . . . , lβ . On proce`de de meˆme avec pα et les entre´es du graphe.
Enfin, on nume´rote les sorties du graphe avec θ et les entre´es avec ω. Par exemple, l’e´le´ment
(4123)⊗ q1 ⊗ q2 ⊗ (1324)⊗ p1 ⊗ p2 ⊗ (12435) donne le graphe repre´sente´ a` la figure 2.
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Fig. 2 – Image via Ψ de (4123)⊗ q1 ⊗ q2 ⊗ (1324)⊗ p1 ⊗ p2 ⊗ (12435).
Soit Ψ¯(θ⊗ q1⊗ · · · ⊗ qb⊗ σ⊗ p1⊗ · · · ⊗ pa⊗ω) la classe d’e´quivalence de Ψ(θ⊗ q1⊗ · · · ⊗ qb⊗ σ⊗
p1 ⊗ · · · ⊗ pa ⊗ ω) pour la relation ≈. Graˆce a` cette relation d’e´quivalence, l’application Ψ¯ passe
naturellement au quotient k[Sm] ⊗Sl¯ Q(l¯, k¯) ⊗Sk¯ k[S
c
k¯, ¯
] ⊗S¯ P(¯, ı¯) ⊗Sı¯ k[Sn]. Quant a` la relation
d’e´quivalence ∼, elle correspond a` un re´arrangement (home´omorphe) dans l’espace du graphe
engendre´. Le graphe ainsi cre´e´ e´tant non-planaire, il est invariant sur les classes d’e´quivalences
pour la relation ∼. On a finalement une application Ψ˜ de Q⊠cP vers Q⊠Gc P . Comme tout graphe
admet une repre´sentation de la forme θ ⊗ q1 ⊗ · · · ⊗ qa ⊗ σ ⊗ p1 ⊗ · · · ⊗ pb ⊗ ω, on peut exhiber
une re´ciproque a` Ψ˜. Ainsi, les deux produits Q⊠c P et Q⊠Gc P sont naturellement isomorphes et
repre´sentent la meˆme information. 
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Il reste a` de´finir l’objet qui jouera le roˆle d’unite´ dans cette cate´gorie. On pose
I =
{
I(1, 1) = k,
I(m, n) = 0 sinon.
Proposition 33. La cate´gorie (S-biMod, ⊠c, I) est une cate´gorie mono¨ıdale.
De´monstration. Pour montrer la relation d’unite´ sur P ⊠c I(m, n), il faut e´tudier Sck¯, ¯ pour
¯ = (1, . . . , 1). Ce dernier est vide sauf si on re´unit toutes les sorties, soit pour k¯ = (n). Et dans
ce cas Sc(n), (1, ..., 1) vaut Sn (cf. Proposition 30). Ainsi, on a
P ⊠c I(m, n) = P(m, n)⊗Sn k[Sn]⊗S×n1
k⊗n = P(m, n)⊗ k.idn ⊗ k⊗n = P(m, n).
(Le cas I ⊠c P = P est parfaitement syme´trique.)
Pour montrer la relation d’associativite´ R⊠c (Q⊠c P) = (R⊠cQ)⊠c P du produit ⊠c, on utilise
le produit ⊠Gc . En effet, il suffit de voir que les S-bimodules R ⊠
G
c (Q ⊠
G
c P) et (R ⊠
G
c Q) ⊠
G
c P
correspondent aux graphes a` 3 niveaux indice´s par des e´le´ments de R, Q et P , soit⊕
g∈Gc3
⊗
ν∈N3
R(|Out(ν)|, |In(ν)|) ⊗
⊗
ν∈N2
Q(|Out(ν)|, |In(ν)|) ⊗
⊗
ν∈N1
P(|Out(ν)|, |In(ν)|)
/
≈
.
(La composition verticale de graphes connexes donne encore un graphe connexe). 
1.4. Les sous-cate´gories mono¨ıdales (k-Mod, ⊗, k) et (S-Mod, ◦, I). Les deux cate´-
gories mono¨ıdales k-Mod et S-Mod apparaissent comme des sous-cate´gories mono¨ıdales pleines de
la cate´gories des S-bimodules avec le produit ⊠c de´fini pre´ce´demment.
En ce qui concerne la cate´gorie des modules sur k munie du produit tensoriel classique, il suffit
d’associer a` tout module V le S-bimodule suivant :{
V (1, 1) = V,
V (j, i) = 0 sinon.
On retrouve alors le produit tensoriel sur k car pour V et W deux modules, on a V ⊠cW (1, 1) =
V ⊗kW et comme il n’existe pas de permutations connexes associe´es a` des a, b-uplets de la forme
(1, . . . , 1) (cf. proposition 30), on a V ⊠W (j, i) = 0 pour (j, i) 6= (1, 1). Et les morphismes entre
deux S-bimodules compose´s uniquement d’un (S1, S1)-module correspondent aux morphismes de
k-modules.
La cate´gorie des S-bimodules contient aussi les S-modules lie´s aux ope´rades. De la meˆme manie`re,
a` partir d’un S-module P , on de´finit un S-bimodule :{
P(1, n) = P(n) pour n ∈ N∗,
P(j, i) = 0 si j 6= 1.
Nous avons vu a` la proposition 30 que Sc(N), (1, ..., 1)) = SN . Ce qui se traduit ici par
Q⊠c P(1, n) =
⊕
N≤n
( ⊕
i1+···+iN=n
Q(1, N)⊗SN k[SN ]⊗S×N1
P(1, ı¯)⊗Sı¯ k[Sn]
)/
∼
,
ou` la relation d’e´quivalence ∼ s’e´crit ici
q ⊗ σν ⊗ p1 ⊗ · · · ⊗ pN ∼ q ⊗ σ ⊗ pν(1) ⊗ · · · ⊗ pν(N).
Cette relation revient a` prendre les coinvariants pour l’action de SN dans l’expression Q(1, N)⊗k
P(1, i1) ⊗k · · · ⊗k P(1, iN ). On retombe bien sur le produit mono¨ıdal des S-modules (cf. [GK]
et J.-P. May [May]), que l’on connait plus sous la forme alge´brique suivante (en omettant les
induites)
Q⊠ P(1, n) =
⊕
N≤n
( ⊕
i1+···+iN=n
Q(1, N)⊗ P(1, i1)⊗ · · · ⊗ P(1, iN )
)
SN
= Q ◦ P(n).
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Remarquons qu’avec le produit ⊠Gc , on retrouve la composition des S-modules e´crite a` l’aide des
arbres (cf. [GK] et [L3]).
Quant a` Q⊠cP(j, i), pour j 6= 1, cette composition correspond a` la juxtaposition d’arbres (foreˆt)
et repose donc sur des graphes non connexes. Ainsi, Q⊠c P(j, i) = 0, pour j 6= 1.
1.5. Composition horizontale et verticale des S-bimodules. Afin de repre´senter la
concate´nation de deux ope´rations, on introduit un produit mono¨ıdal ⊗ de la manie`re suivante.
De´finition (Produit de concate´nation ⊗). Soient P , Q deux S-bimodules. On de´finit le produit
de concate´nation ⊗ par la formule suivante :
P ⊗Q(m, n) =
⊕
m′+m′′=m
n′+n′′=n
P(m′, n′)⊗Q(m′′, n′′),
ou` P(m, n)⊗Q(m′, n′) = k[Sm+m′ ]⊗Sm×Sm′ P(m, n)⊗k Q(m
′, n′)⊗Sn×Sn′ k[Sn+n′ ].
Le produit ⊗ correspond a` la notion intuitive de concate´nation d’ope´rations re´pre´sente´e a` la
figure 3. Pour ce produit on parle de composition horizontale .
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Fig. 3 – Composition horizontale de deux ope´rations.
Proposition 34. Le produit ⊗ de´finit un produit mono¨ıdal syme´trique dans la cate´gorie des S-
bimodules. L’unite´ est donne´e par le S-bimodule k de´fini par{
k(0, 0) = k,
k(m, n) = 0 sinon.
De´monstration. La relation d’unite´ vient de l’e´galite´
P ⊗ k(m, n) = k[Sm]⊗Sm P(m, n)⊗k k ⊗Sn k[Sn] = P(m, n).
Et l’associativite´ vient de la relation(
P(m, n)⊗Q(m′, n′)
)
⊗R(m′′, n′′) = P(m, n)⊗
(
Q(m′, n′)⊗R(m′′, n′′)
)
=
k[Sm+m′+m′′ ]⊗Sm×Sm′×Sm′′ P(m, n)⊗k Q(m
′, n′)⊗k R(m′′, n′′)⊗Sn×Sn′×Sn′′ k[Sn+n′+n′′ ].
L’isomorphisme de syme´trie est donne´ par
P(m, n)⊗Q(m′, n′) τ−→ (1, 2)m,m′
(
P(m, n)⊗Q(m′, n′)
)
(1, 2)n,n′ = Q(m
′, n′)⊗ P(m, n).
Remarque : Ce produit mono¨ıdal est biline´aire.
En mimant ce que l’on a fait dans les parties pre´ce´dentes, on peut de´finir un produit qui repre´sente
les compositions verticales d’ope´rations mais suivant des sche´mas non ne´cessairement connexes.
De´finition (Produit de composition ⊠). Soient Q, P deux S-bimodules. On de´finit le produit de
composition Q⊠ P par
Q⊠ P(m, n) =
⊕
N∈N
 ⊕
l¯, k¯, ¯, ı¯
k[Sm]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[SN ]⊗S¯ P(¯, ı¯)⊗Sı¯ k[Sn]
/
∼
,
ou` la relation d’e´quivalence ∼ est la meˆme que dans le cas connexe.
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A la diffe´rence du produit ⊗, le produit ⊠ repre´sente les compositions verticales d’ope´rations.
Comme dans le cas connexe, on a une autre e´criture de ce produit en terme de graphes dirige´s, a`
la diffe´rence pre`s qu’ici les graphes ne seront pas suppose´s connexes.
On conside`re l’ensemble G2 des graphes dirige´s a` deux niveaux non ne´cessairement connexes. On
de´finit alors le produit base´ sur de tels graphes.
De´finition (Produit de composition ⊠G). Soient Q, P deux S-bimodules. On de´finit le produit
Q⊠G P par
Q⊠G P =
⊕
g∈G2
⊗
ν∈N2
Q(|Out(ν)|, |In(ν)|) ⊗
⊗
ν∈N1
P(|Out(ν)|, |In(ν)|)
/
≈
,
ou` la relation d’e´quivalence ≈ est la meˆme que dans le cas connexe.
Comme dans le cas connexe, ces deux de´finitions sont e´quivalentes.
Proposition 35. Pour tout couple (Q, P) de S-bimodules, les deux produits de composition Q⊠P
et Q⊠G P sont naturellement isomorphes.
De´monstration. La de´monstration est identique. On introduit le meˆme type d’isomorphisme Ψ˜
entre Q⊠ P et Q⊠G P . 
Par la suite, nous aurons besoin de conside´rer l’ensemble des concate´nations possibles d’ope´rations
de P .
De´finition (Les S-bimodules T⊗(P) et S⊗(P)). Comme le produit mono¨ıdal de S-bimodules ⊗
est biline´aire, le mono¨ıde libre sur P pour la concate´nation est donne´ par
T⊗(P) =
⊕
n∈N
P⊗n.
Comme P ⊗Q est isomorphe a` Q⊗P et que l’on on aura a` conside´rer un morphisme commutatif
sur P ⊗Q par la suite, on introduit l’alge`bre syme´trique libre tronque´e sur P .
S⊗(P) =
⊕
n∈N∗
(P⊗n)Sn .
Remarque : On a exclut l’ope´ration scalaire k(0, 0) de la de´finition de l’alge`bre syme´trique con-
side´re´e.
Le foncteur S⊗ permet de relier les deux produits de composition ⊠c et ⊠.
Proposition 36. Soient Q et P deux S-bimodules. On a l’e´galite´
S⊗(Q⊠c P) = Q⊠ P .
De´monstration. Le re´sultat repose sur le fait que tout graphe de G2 peut se de´composer en
produit de graphes connexes appartenant a` Gc2 et que l’on ne tient pas compte ici de l’ordre
suivant lequel sont concate´ne´s ces graphes connexes. 
Comme le produit mono¨ıdal ⊗ est bien connu, par exemple du point de vue homologique, pour
e´tudier le produit ⊠, il suffira de faire l’e´tude sur ⊠c et de passer a` la concate´nation a` la fin. Ce
sera par exemple le cas des diffe´rents complexes de chaˆınes introduits dans la suite de cette the`se
(bar constructions, complexes de Koszul) dont les diffe´rentielles se font composante connexe par
composante connexe.
Remarque : Le produit de composition ⊠ n’est pas un produit mono¨ıdal. L’associativite´ ne fait
aucun doute. Par contre, la relation d’unite´ fait de´faut. On a
P ⊠ I = S⊗(P).
Or, en ge´ne´ral, P est diffe´rent de S⊗(P).
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1.6. Repre´sentation des e´le´ments de Q⊠cP et de Q⊠P. Les produits Q⊠cP et Q⊠P
sont de´finis comme des quotients par la relation d’e´quivalence ∼ qui permute l’ordre des e´le´ments
de Q et de P . Afin notamment de pouvoir e´tudier le comportement homologique de ces produits,
on cherche des repre´sentants naturels des classes d’e´quivalence pour la relation ∼.
Pour cela on conside`re les couples de partitions ordonne´es de ([m], [n]).
De´finition (Partition ordonne´e de [n]). Une partition ordonne´e de [n] est une suite (Π1, . . . , Πk)
d’ensembles qui forment une partition, au sens usuel du terme, de [n] = {1, . . . , n}.
Parmi les partitions ordonne´es de [n], on choisit celles qui sont croissantes, c’est-a`-dire qui ve´rifient
min(Π1) < min(Π2) < · · · < min(Πk).
Soit Θ(m, n) l’ensemble des couples
(
(Π′1, . . . , Π
′
b), (Π1, . . . , Πa)
)
de partitions ordonne´es crois-
santes de ([m], [n]).
Lorsqu’il n’y a pas d’ambigu¨ıte´ sur les entiers m et n, on note cet ensemble Θ.
Proposition 37. Le produit Q⊠c P(m, n) est isomorphe, en tant que (Sm, Sn)-bimodule, a`⊕
((Π′1,...,Π′b), (Π1,...,Πa))∈Θ(m,n)
|k¯|=|¯|
k[Sm]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
k¯, ¯
c ]⊗S¯ P(¯, ı¯)⊗Sı¯ k[Sn],
ou` lβ est e´gal au cardinal de l’ensemble Π
′
β et iα a` celui de Πα.
Dit autrement, tout e´le´ment de Q⊠c P peut se repre´senter sous la forme
q
Π′1
1 ⊗ · · · ⊗ q
Π′b
b ⊗ σ ⊗ p
Π1
1 ⊗ · · · ⊗ p
Πa
a = (q
Π′1
1 , . . . , q
Π′b
b )σ(p
Π1
1 , . . . , p
Πa
a ),
avec ((Π′1, . . . , Π
′
b), (Π1, . . . , Πa)) ∈ Θ.
L’action de Sm a` gauche sur ce module revient a` permuter les entiers d’une partition (Π
′
1, . . . , Π
′
b).
Et s’il faut permuter des Π′β pour retomber sur une partition ordonne´e, on permute de la meˆme
manie`re les e´le´ments qβ correspondant.
De´monstration. On utilise la description du produit ⊠c en termes de graphes dont les entre´es et
les sorties sont indice´es par des entiers de {1, . . . , n} et {1, . . . , m} respectivement. Les partitions
(Π1, . . . , Πa) repre´sentent les entre´es des ope´rations (p1, . . . , pa) et les partitions (Π
′
1, . . . , Π
′
b)
repre´sentent les sorties des ope´rations (q1, . . . , qb). 
Cette e´criture nous permettra de montrer que le produit mono¨ıdal ⊠c ve´rifie certaines proprie´te´s
homologiques (cf. chapitre 3 section 1.2).
Remarque : La premie`re ope´ration p1 sur la ligne des p est celle qui rec¸oit l’entre´e indice´e par
1. Il en va de meˆme pour q1 avec la sortie indice´e par 1. Cette proprie´te´ permet notamment de
diffe´rencier sur chaque ligne une ope´ration des autres. Ceci nous permettra de construire des ho-
motopies sur les bar et cobar constructions augmente´es (cf. chapitre 4 section 3).
On a le meˆme re´sultat pour le produit ⊠.
Proposition 38. Le produit Q⊠ P(m, n) est isomorphe, en tant que (Sm, Sn)-bimodule, a`⊕
((Π′1,...,Π′b), (Π1,...,Πa))∈Θ(m,n)
|k¯|=|¯|
k[Sm]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S|k¯|]⊗S¯ P(¯, ı¯)⊗Sı¯ k[Sn].
2. Bifoncteurs de Schur
A tout S-bimodule P , on peut associer un bifoncteur dit de Schur. La composition de tels bi-
foncteurs est lie´e au produit mono¨ıdal ⊠c. Les bifoncteurs introduits ici ge´ne´ralisent la notion de
foncteur de Schur des ope´rades.
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2.1. De´finition. Soit P un S-bimodule.
De´finition (Bifoncteur de Schur complet). On appelle bifoncteur de Schur complet, associe´ au
S-bimodule P , le foncteur de´fini par
S-biMod× S-biMod → S-biMod
(W, V ) 7→ W ⊠c P ⊠c V.
Et on le note SP .
De´finition (Bifoncteur de Schur re´duit). On appelle bifoncteur de Schur re´duit le foncteur suiv-
ant
S-biMod× S-biMod → bigr-k-Mod
(W, V ) 7→
⊕
m,n
k ⊗Sm ((W ⊠c P ⊠c V )(m, n))⊗Sn k
=
⊕
m,n
⊕
N
⊕
((l¯, k¯), (¯, ı¯))∈Θ
W ⊠c P(l¯, k¯)⊗Sk¯ k[S
k¯, ¯
c ]⊗S¯ V (¯, ı¯)
=
⊕
m,n
⊕
N
⊕
((l¯, k¯), (¯, ı¯))∈Θ
W (l¯, k¯)⊗Sk¯ k[S
k¯, ¯
c ]⊗S¯ P ⊠c V (¯, ı¯),
que l’on note SP .
Ces deux bifoncteurs de Schur induisent un foncteur S (respectivement S) entre la cate´gorie des
S-bimodules et celle des bifoncteurs sur S-biMod× S-biMod (biFonctS-biMod).
De´finition (Foncteur de Schur). On appelle foncteur de Schur, note´ S, le foncteur
S-biMod → biFonctS-biMod
P 7→ SP .
2.2. Ope´rations sur les bifoncteurs. Nous allons e´tudier la comportement de ce foncteur
S vis-a`-vis des ope´rations respectives des deux cate´gories S-biMod et biFonct.
La cate´gorie des bifoncteurs de S-biMod × S-biMod vers S-biMod (ou bigr-k-Mod) est munie de
coproduits ⊕. En effet, on de´finit (F ⊕F ′)(W, V ) par F(W, V )⊕F ′(W, V ). Malheureusement, le
foncteur S ne pre´serve pas toujours les coproduits. La de´pendance de S en P est pas line´aire.
De la meˆme manie`re, si on de´finit le produit tensoriel de deux S-bimodules Q, P par
(Q⊗¯P)(m, n) = Q(m, n)⊗k P(m, n),
ou` les actions de Sm et Sn sont les actions diagonales (a` ne pas confondre avec la concate´nation ⊗),
alors la cate´gorie des bifoncteurs est munie d’un produit tensoriel syme´trique (F⊗¯F ′)(W, V ) =
F(W, V )⊗¯F ′(W, V ). Cette fois-ci, le foncteur de Schur S est un foncteur mono¨ıdal pour le produit
tensoriel ⊗¯. On pose (k)m, n comme e´tant le S-bimodule ayant k comme module en tout degre´.
Cette objet est l’unite´ dans la cate´gorie mono¨ıdale (S-biMod, ⊗¯). De meˆme, on pose (k)m,n pour le
bifoncteur constant d’image (k)m,n qui est l’unite´ pour la cate´gorie mono¨ıdale (biFonctS-biMod, ⊗¯).
Proposition 39. Le foncteur de Schur S est un foncteur mono¨ıdal entre la cate´gorie (S-biMod,
⊗¯, (k)m,n) et (biFonctS-biMod, ⊗¯, (k)m,n).
En ce qui concerne la composition des bifoncteurs, on a les relations suivantes.
Lemme 40. Pour tout W, V et Q, P dans S-biMod, les bifoncteurs de Schur ve´rifient
SQ(W, SP (I, V )) = SQ(SP(W, I), V ) = SQ⊠cP(W, V ).
De´monstration. Par de´finition du bifoncteur de Schur on a
SQ(W, SP(I, V )) = SQ(SP(W, I), V ) = SQ⊠cP(W, V ) =W ⊠c Q⊠c P ⊠c V.

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De´finition (Foncteur de Schur a` droite). On appelle foncteur de Schur a` droite associe´ a` un
S-bimodule P la restriction suivante du bifoncteur SP
S ′P : S-bimod → S-bimod
V 7→ SP (I, V ).
Avec cette de´finition, le lemme pre´ce´dent s’e´crit :
Proposition 41. Le foncteur S ′ est un foncteur mono¨ıdal entre les cate´gories (S-biMod, ⊠c, I)
et (FonctS-biMod, ◦, id).
De´monstration. Dit autrement, on a S ′Q ◦ S
′
P(V ) = S
′
Q⊠cP(V ) et S
′
I(V ) = V . 
Remarque : Cette e´criture relie l’associativite´ du produit ⊠c a` celle de la composition des fonc-
teurs.
3. De´finitions des prope´rades et des PROPs
On peut maintenant de´finir les notions de prope´rade et de PROP ainsi que celle de ge`bre sur
une prope´rade. Une prope´rade nous servira a` coder les ope´rations a` plusieurs entre´es et plusieurs
sorties qui re´gissent les diffe´rents types de ge`bres (alge`bres, coge`bres, bige`bres, etc ...).
3.1. De´finition et premiers exemples de prope´rades.
De´finition (Prope´rade). Une prope´rade (P , µ, η) est un mono¨ıde dans la cate´gorie (S-biMod,
⊠c, I), ou` le produit mono¨ıdal ⊠c est celui de´finit a` la section 1.3.
Toutes les prope´rades que nous conside´rerons ici seront re´duites, c’est-a`-dire qu’elles verifient
P(m, n) = 0 si m = 0 ou n = 0.
Exemples :
– Les premiers exemples viennent des sous-cate´gories mono¨ıdales pleines k-Mod et S-Mod. Ainsi,
les alge`bres et les ope´rades sont des prope´rades particulie`res.
– Les autres exemples de prope´rades que nous traitons ici viennent de PROPs (cf. section 4.3).
De´finition (S-bimodule gradue´ par un poids). On appelle S-bimodule gradue´ par un poids toute
somme directe, indice´e par ρ ∈ N, de S-bimodules, c’est-a`-dire M =
⊕
ρ∈NM
(ρ).
Les morphismes de S-bimodules gradue´s par un poids sont les morphismes de S-bimodules qui
pre´servent cette de´composition. L’ensemble des S-bimodules gradue´s par un poids muni des mor-
phismes correspondant forme une cate´gorie que l’on note gr-S-biMod.
Remarque : On de´finit le produit tensoriel ⊗k dans la cate´gorie des S-bimodules gradue´s par un
poids par
(P(m, n)⊗k Q(m
′, n′))(ρ) =
⊕
s+t=ρ
P(m, n)(s) ⊗k Q(m
′, n′)(t).
A l’aide de cette ge´ne´ralisation, on peut e´tendre les produits ⊗, ⊠c et ⊠ a` la cate´gorie gr-S-biMod.
De´finition (Prope´rade gradue´e par un poids). Une prope´rade gradue´e par un poids (P , µ, η)
est un mono¨ıde dans la cate´gorie (gr-S-biMod, ⊠, I). Lorsque les e´le´ments de degre´ 0, pour cette
graduation, correspondent a` P(0) = I, on parle de prope´rade connexe.
Dualement, on de´finit la notion de coprope´rade.
De´finition (Coprope´rade). Une coprope´rade est un comono¨ıde dans la cate´gorie (S-bimod, ⊠c, I).
De manie`re explicite, cela signifie que (C, ∆, ε) est une coprope´rade si et seulement si ∆ : C →
C ⊠c C est un morphisme de S-bimodules coassociatif
C
∆

∆ // C ⊠c C
∆⊠cC

C ⊠c C
C⊠c∆ // C ⊠c C ⊠c C
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et ε : C → I une counite´e
I ⊠c C C ⊠c C
ε⊠cCoo C⊠cε // C ⊠c I
C .
∆
OO
ρ−1C
99ttttttttttλ
−1
C
eeJJJJJJJJJJ
3.2. De´finition de PROP. Dans le cas des prope´rades, on ne conside`re qu’une composition,
la composition verticale µ. Dans le cas des PROPs, il faut en plus prendre en compte une autre
composition, la composition horizontale.
De´finition (PROP). Une structure de PROP sur un S-bimodule correspond aux donne´es suiv-
antes :
– une composition verticale associative P ⊠ P
µ
−→ P ,
– une composition horizontale associative et commutative P ⊗ P
conc
−−−→ P ,
– une unite´ pour la composition verticale S⊗(I)
η
−→ P .
En outre, on impose que les deux compositions commutent, c’est-a`-dire qu’elles ve´rifient la relation
d’Interchange Law
(P ⊠c P)⊗ (P ⊠c P)
µ⊗µ

//
(⊕
m,n,N S⊗(P)(m, N)⊗SN k[SN ]⊗SN S⊗(P)(N, m)
)/
∼
conc⊠cconc

P ⊠c P
µ

P ⊗ P
conc // P .
Remarque : Le S-bimodules S⊗(I) est isomorphe au S-bimodule
⊕
n∈N∗ k[Sn].
Proposition 42. Cette de´finition de PROP est e´quivalente a` la de´finition classique donne´e par
Lawvere et Mac Lane ( cf. [La] et [MacL2]).
De´monstration. La seule diffe´rence entre les deux de´finitions vient de la composition verticale.
Dans la de´finiton de Mac Lane, la composition verticale est la donne´e d’un morphisme de S-
bimodules associatif de la forme
◦ : P(m, N)⊗SN P(N, n)→ P(m, n).
Si on se donne un morphisme P ⊠ P
µ
−→ P , on construit une composition ◦ par restriction
◦ : P(m, N)⊗SN P(N, n) = P(m, N)⊗SN k[SN ]⊗SN P(N, n)→ P ⊠ P
µ
−→ P .
Re´ciproquement, si on a une composition de la forme ◦, on de´finit µ par
µ : P ⊠ P(m, n) =
⊕
N∈N
S⊗(P)(m, N)⊗SN S ⊗ (P)(N, n)
⊕
N conc⊗SN conc−−−−−−−−−−−→
⊕
N
P(m, N)⊗SN P(N, n)
◦
−→ P(m, n).
Ces deux constructions sont inverses l’une de l’autre graˆce a` l’interchange law. 
Remarque : La terminologie de PROP a e´te´ introduite par S. Mac Lane. Elle vient de “PROduits
et Permutations”.
A partir d’un PROP P , si on oublie la composition horizontale et que l’on ne parle que de
compositions verticales connexes, alors on retrouve une structure de prope´rade.
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De´finition (Le foncteur oubli Uc). On appelle foncteur oubli Uc, le foncteur
Uc : PROPs→ prope´rades
qui de´finit une prope´rade a` partir d’un PROP.
Proposition 43. Le foncteur oubli entre les PROPs et les prope´rades admet un adjoint a` gauche
donne´ par la construction S⊗
PROPs
Uc / prope´rades.
S⊗
o
De´monstration. Soit (P , µ, η) une prope´rade, le morphisme de concate´nation S⊗(P)⊗S⊗(P)→
P est celui donne´e par la construction de l’alge`bre syme´trique libre. Quant a` la composition
verticale µ˜, on la de´finit, graˆce a` la proposition 36, par
µ˜ : S⊗(P)⊠ S⊗(P) = S⊗(P ⊠c P)
S⊗(µ)
−−−−→ S⊗(P).
Et l’unite´ de la prope´rade permet d’obtenir l’inclusion S⊗(I)
S⊗(η)
−−−−→ S⊗(P). Ainsi de´fini (S⊗(P),
µ˜, conc, S⊗(η)) forme un PROP. Et on ve´rife facilement la relation d’adjonction. 
3.3. L’exemple fondamental End(V ).
De´finition (End(V )). On pose End(V ) = {applications line´aires : V ⊗n → V ⊗m} ou` les ac-
tions de Sm et de Sn se font a` la source V
⊗n et a` l’arrive´e V ⊗m par permutation des variables.
La composition End(V )⊠ End(V )
χ // End(V ) revient a` composer les applications multi-
line´aires suivant le sche´ma donne´ par le produit mono¨ıdal⊠. La composition horizontale End(V )⊗
End(V )
conc
−−−→ End(V ) est exactement la concate´nation des applications line´aires. Et, l’inclusion
S⊗(I)→ End(V ) correspond aux applications line´aires de V ⊗n → V ⊗n obtenues par permutations
des variables.
Par exemple, pour pα ∈ Homk-Mod(V ⊗iα , V ⊗jα) et qβ ∈ Homk-Mod(V ⊗kβ , V ⊗lβ ), l’application
µ(θ⊗ q1 ⊗ · · · ⊗ qb ⊗ σ⊗ p1 ⊗ · · · ⊗ pa ⊗ω) ∈ Homk-Mod(V ⊗n, V ⊗m) correspond a` la composition
suivante
V ⊗n
ω // V ⊗n
p1⊗···⊗pa// V ⊗N
σ // V ⊗N
q1⊗···⊗qb // V ⊗m
θ // V ⊗m,
ou` l’application p1 ⊗ · · · ⊗ pa : V ⊗n = V ⊗i1 ⊗ · · · ⊗ V ⊗ib → V ⊗j1 ⊗ · · · ⊗ V ⊗jb = V ⊗N est la
concate´nation des applications pα.
Ainsi de´fini, (End(V ), χ, conc, η) est un PROP. Et si l’on se restreint aux compositions verticales
connexes End(V )⊠c End(V )
χc
−→ End(V ), on obtient une prope´rade.
3.4. Lien avec les foncteurs de Schur. On a la proposition suivante
Proposition 44. Si P est une prope´rade, alors le foncteur de Schur S ′P est une monade, c’est-
a`-dire un mono¨ıde dans la cate´gorie (FonctS-bimod, ◦, id).
De´monstration. On se sert de la proposition 41. ✷
3.5. P-ge`bre. La notion de ge`bre sur une prope´rade (ou un PROP) est la ge´ne´ralisation
naturelle de celle d’alge`bre sur une ope´rade.
De´finition (P-ge`bre). Soit P une prope´rade (respectivement un PROP). Une structure de P-
ge`bre sur le k-module V est la donne´e d’un morphisme de prope´rades (respectivement de PROPs)
P → End(V ).
Remarque : Une P-ge`bre est une “alge`bre” sur une prope´rade P . Mais le terme d’alge`bre est ici
a` prendre dans un sens large. En effet, les P-ge`bres peuvent aussi eˆtre munies de coproduits. C’est
le cas des bige`bres et des bige`brse de Lie, par exemple.
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On conside`re le S-bimodule T∗(V )(m, n) = V ⊗m, ou` l’action de Sn est l’action triviale et celle de
Sm correspond a` la permutation des variables. Un morphisme de S-bimodules µV : P ⊠c V →
T∗(V ) s’e´tend en un unique morphisme T (µV ) de P ⊠ T∗(V ) → T∗(V ) par concate´nation. En
effet, tout e´le´ment de P ⊠ T∗(V ) peut se voir comme la concate´nation d’e´le´ments de P ⊠c V . Par
exemple, l’e´le´ment
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s’e´crit aussi
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Par exemple, pour P = End(V ), on a naturellement une application ξ : End(V ) ⊠c V → T∗(V )
qui correspond a` l’e´valuation d’une application de Homk-Mod(V
⊗n, V ⊗m) par un e´le´ment de V ⊗n.
Par de´finition de χ, on a imme´diatement le lemme suivant.
Lemme 45. Le diagramme ci-dessous est commutatif
End(V )⊠c End(V )⊠c V
End(V )⊠cξ//
χ⊠cV

End(V )⊠c T∗(V )
T (ξ)

End(V )⊠c V
ξ // T∗(V ).
Ce lemme se ge´ne´ralise de la manie`re suivante.
Proposition 46. Un k-module V est une ge`bre sur P si et seulement si il existe un morphisme
de S-bimodules µV : P ⊠c V → T∗(V ) tel que le diagramme suivant commute
P ⊠c P ⊠c V
P⊠cµV //
µ⊠cV

P ⊠c T∗(V )
T (µV )

P ⊠c V
µV // T∗(V ).
Remarque : Lorsque P est une ope´rade, on retrouve la notion classique d’alge`bre sur l’ope´rade
P .
4. Prope´rade et PROP libres, quadratiques
4.1. Prope´rade et PROP libres. Le but de cette partie est de de´crire la prope´rade libre
sur un S-bimodule V . Pour cela, on utilise le travail plus ge´ne´ral, effectue´ sur le mono¨ıde libre, au
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chapitre 1 section 6. Puis en utilisant la proposition 43, on obtient le PROP libre sur V .
Lemme 47. Pour tout couple (A, B) de S-bimodules, le foncteur
ΦA,B : X 7→ A⊠c X ⊠c B
est un foncteur analytique ( cf. Chapitre 1 section 8).
De´monstration. Le S-bimodule A ⊠c X ⊠c B est donne´ par la somme directe sur les graphes
a` 3 niveaux Gc3 dont les sommets du premier niveau sont indice´s par des e´le´ments de B, ceux du
deuxie`me niveau par des e´le´ments de X et ceux du troisie`me niveau par des e´le´ments de A. Si on
pose Gn3 l’ensemble des graphes a` trois niveaux ayant n sommets sur le deuxie`me niveau, alors le
foncteur ΦA,B s’e´crit
ΦA,B(X) = A⊠c X ⊠c B
=
⊕
n∈N
( ⊕
g∈Gn3
⊗
ν∈N1
A(|Out(ν)|, |In(ν)|) ⊗
n⊗
i=1
X(|Out(νi)|, |In(νi)|)⊗
⊗
ν∈N3
B(|Out(ν)|, |In(ν)|)
)/
≈
=
⊕
n∈N
Φn(X),
ou` Φn est un foncteur polynomial homoge`ne de degre´ n. 
Proposition 48. La partie multiline´aire en Y note´e A ⊠c (X ⊕ Y ) ⊠c B correspond au sous-S-
bimodule de A⊠c (X ⊕ Y )⊠c B de´fini par la somme directe sur les graphes connexes a` 3 niveaux
dont les sommets du deuxie`me niveau sont indice´s par des e´le´ments de X et de Y mais avec au
moins un e´le´ment de Y .
Lemme 49. La cate´gorie (S-biMod, ⊠c, I) est une cate´gorie mono¨ıdale abe´lienne qui pre´serve les
coe´galisateurs re´flexifs ainsi que les colimites se´quentielles.
De´monstration. Pout tout S-bimodule A, les foncteurs de multiplication a` gauche et a` droite
LA et RA par A sont des foncteurs analytiques par le lemme pre´ce´dent. Ils pre´servent donc les
colimites se´quentielles et les coe´galisateurs re´flexifs par la proposition 29. 
Cette proposition permet d’appliquer les re´sultats sur le mono¨ıde libre de la partie 6 du chapitre
1. Donnons les interpre´tations en termes de S-bimodules de cette partie. Soit V un S-bimodule que
l’on augmente en posant V+ = I ⊕ V . Ensuite, Vn = (V+)⊠cn correspond aux graphes connexes a`
n e´tages dont les noeuds (sommets) sont indice´s par des e´le´ments de V et I.
Le S-bimodule V˜n = coker
(⊕
iRVi, Vn−i−2 → Vn
)
correspond aux graphes a` n niveaux quotiente´s
par la relation engendre´e par V ⊠c I ∼ I ⊠c V , ce qui revient a` oublier les niveaux.
The´ore`me 50. La prope´rade libre sur V , note´e F(V ), est la somme directe sur l’ensemble des
graphes (sans niveau) connexes Gc ou` l’on indice les sommets par V , soit
F(V ) =
⊕
g∈Gc
⊗
ν∈N
V (|Out(ν)|, |In(ν)|)
/
≈
.
Quant a` la composition µ, elle vient de la composition des graphes dirige´s.
Remarque : Dans le cas ou` V est un S-module, on obtient la construction donne´e dans [GK] a`
l’aide des arbres.
Comme annonce´ dans l’introduction, en concate´nant ensuite toutes les ope´rations de F(V ), on
trouve le PROP libre.
Corollaire 51. Le S-bimodule S⊗((F(V )) est le PROP libre sur V .
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De´monstration. On utilise la proposition 43 pour montrer, par composition, que le foncteur
S⊗(F) est un adjoint a` gauche de U ◦ Uc
PROPs
Uc / prope´rades
S⊗
o
U /
S-biMod.
F
o

Remarque : On retrouve bien la meˆme construction que celle du PROP libre exprime´e avec des
graphes (non ne´cessairement connexes, sans niveau) de B. Enriquez et P. Etingof (cf. [EE]).
On peut de´composer l’ensemble des graphes en fonction du nombre total de sommets. Soit Gn
l’ensemble des graphes a` n sommets. Cette de´finition permet d’affiner l’e´criture de la prope´rade
libre (respectivement du PROP libre). En effet, on a
F(V ) =
⊕
g∈Gc
⊗
ν∈N
V (|Out(ν)|, |In(ν)|)
/
≈
=
⊕
n∈N
 ⊕
g∈G(n)c
n⊗
i=1
V (|Out(νi)|, |In(νi)|)
/
≈︸ ︷︷ ︸
F(n)(V )
.
Proposition 52. Le foncteur F : V 7→ F(V ) est un foncteur analytique en V , dont la partie de
degre´ n est note´e F(n)(V ). Cette graduation est stable pour la composition de la prope´rade libre
µ (respectivement pour les compositions µ˜ et conc du PROP libre). Ainsi, toute prope´rade libre
(respectivement PROP libre) est gradue´e par un poids.
4.2. Coprope´rade colibre connexe. Le S-bimodule sur lequel on de´finit une structure de
coprope´rade colibre connexe est le meˆme que pour la prope´rade libre. On pose
Fc(V ) = F(V ) =
⊕
g∈Gc
⊗
ν∈N
V (|Out(ν)|, |In(ν)|)
/
≈
.
La projection sur la composante engendre´e par le graphe trivial fournit la counite´ ε : Fc(V )→ I.
Et la comultiplication repose sur l’ensemble des de´coupages en deux des graphes. Sur un e´le´ment
g(V ) qui repre´sente un graphe g indice´ par des ope´rations de V , on de´finit le morphisme ∆ par
∆(g(V )) =
∑
(g1(V ), g2(V ))
g1(V )⊠c g2(V ),
ou` la somme court sur les couples (g1(V ), g2(V )) tels que µ(g1(V )⊠c g2(V )) = g(V ). Il faut faire
attention ici que g1(V ) (et g2(V )) repre´sente une famille de graphes indice´s.
Proposition 53. Pour tout S-bimodule V , (Fc(V ), ∆, ε) est une coprope´rade gradue´e par un
poids. Cette coprope´rade est colibre dans le cadre des coprope´rades connexes.
De´monstration. La relation de counite´ vient de
(ε⊠c id) ◦∆(g(V )) = (ε⊠c id) ◦∆
 ∑
(g1(V ), g2(V ))
g1(V )⊠c g2(V )

=
∑
(g1(V ), g2(V ))
ε(g1(V ))⊠c g2(V )
= I ⊠c g(V )
= g(V ).
La relation de coassociativite´ vient de
(∆⊠c id) ◦∆(g(V )) = (id⊠c ∆) ◦∆(g(V )) =∑
(g1(V ), g2(V ), g3(V ))
g1(V )⊠c g2(V )⊠c g3(V ),
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ou` la somme court sur les triplets (g1(V ), g2(V ), g3(V )) tels que µ(g1(V ) ⊠c g2(V ) ⊠c g3(V )) =
g(V ).
Soient C une coprope´rade connexe et f : C → V un morphisme de S-bimodules. La de´composition
analytique de Fc(V ), en fonction du nombre de sommets des graphes utilise´s, permet par re´cu-
rrence de de´finir un morphisme de coprope´rades connexes f¯ : C → Fc(V ). Ce morphisme est
entie`rement de´termine´ par f et est l’unique morphimes de coprope´rades connexes a` faire commuter
le diagramme
V Fc(V )oo
C.
f
bbEEEEEEEEE
f¯
OO

Remarque : Cette construction ge´ne´ralise la construction de la coge`bre colibre connexe donne´e
par T. Fox dans [F].
4.3. Prope´rades de´finies par ge´ne´rateurs et relations, prope´rades quadratiques.
Continuons l’interpre´tation des notions mono¨ıdales dans le cadre des S-bimodules. Soit R un sous-
S-bimodule de F(V ). La proposition 49 permet d’appliquer les re´sultats montre´s au chapitre 1 qui
affirment que l’ide´al engendre´ par R correspond a` la somme sur l’ensemble des graphes, ou` l’on
indice les sommets avec des e´le´ments de V , et qui admet au moins un sous-graphe appartenant a`
R.
Proposition 54. La prope´rade quotient F(V )/(R) correspond a` la somme directe des graphes
indice´s par des e´le´ments de V mais dont aucun sous-graphe n’appartient a` R.
De´monstration. Il suffit de voir que R, comme sous-objet de F(V ), se repre´sente avec des
sommes de graphes connexes et que la substitution d’un sous-graphe connexe par un autre sous-
graphe connexe dans un graphe connexe donne toujours un graphe connexe. ✷
Remarque : Dans le cas ou` V est un S-module, les seuls graphes qui interviennent sont des arbres.
On retrouve alors les constructions ope´radiques donne´es dans [GK].
Comme nous l’avons vu a` la proposition 52, le foncteur F(V ) est analytique. Ceci permet de dis-
tinguer une classe particulie`rement inte´ressante de prope´rades de´finies par ge´ne´rateurs et relations.
De´finition (Prope´rades quadratiques). On appelle prope´rade quadratique une prope´rade de la
forme F(V )/(R), ou` R est un sous-S-bimodule de F(2)(V ) (partie de degre´ 2 de la prope´rade libre
sur V ).
Exemples : Les premiers exemples viennent encore une fois des sous-cate´gories pleines k-Mod et
S-Mod. Les alge`bres quadratiques, comme les alge`bres syme´triques S(V ) et exte´rieures Λ(V ), sont
des prope´rades quadratiques. Il en va de meˆme pour les ope´rades quadratiques, citons les ope´rades
des alge`bres associatives As, commutatives Com, des alge`bres de Lie Lie, etc ...
Exemples : Parmi les exemples nouveaux que cette the´orie permet de traiter, citons
– La prope´rade BiLie codant les bige`bres de Lie. Cette prope´rade est engendre´e par le S-bimodule
V =

V (1, 2) = λ.k ⊗ sgnS2 ,
V (2, 1) = ∆.sgnS2 ⊗ k,
V (m, n) = 0 sinon,
=
1 2
?? ⊗ sgnS2 ⊕ 
??
1 2
⊗ sgnS2 ,
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ou` sgnS2 est la repre´sentation signature de S2. Elle est soumise aux relations quadratiques
(c’est-a`-dire s’e´crivant avec deux (co)ope´rations)
R =

λ(λ, 1)
(
(123) + (231) + (312)
)
⊕
(
(123) + (231) + (312)
)
(∆, 1)∆
⊕ ∆⊗ λ− (λ, 1)⊗ (213)⊗ (1, ∆)
−(1, λ)(∆, 1)− (1, λ)(∆, 1)− (1, λ)⊗ (132)⊗ (∆, 1)
=

1 2 3
?? ?? +
2 3 1
?? ?? +
3 1 2
?? ??
⊕ 
??
?
? ??
1 2 3
+ 
??
?
? ??
2 3 1
+ 
??
?
? ??
3 1 2
⊕
1 2
??
?
?
1 2
−
1 2
?
?

1 2
+
2 1
?
?

1 2
−
1 2
???
?
1 2
+
2 1
???
?
1 2
.
Les BiLie-ge`bres correspondent aux bige`bres de Lie de Drinfeld (cf. [Dr]).
– La prope´rade εBi codant les bige`bres de Hopf infinite´simales. Cette prope´rade est engendre´e par
V =

V (1, 2) = m.k ⊗ k[S2],
V (2, 1) = ∆.k[S2]⊗ k,
V (m, n) = 0 sinon,
=
??
⊕ ?
?
,
. Elle est soumise aux relations
R =

m(m, 1)−m(1, m)
⊕ (∆, 1)∆− (1,∆)∆
⊕ ∆⊗m− (m, 1)(1, ∆)− (1, m)(∆, 1).
=

??
??

−
?? ????
⊕ ?
?
?
? ??
− ?
?
 ?
?
⊕
??
?
? − ?
?
− ?
?
?
?
.
Les εBi-ge`bres sont des analogues associatifs des bige`bres de Lie. Elles correspondent a` ce que
M. Aguiar appellent les bige`bres de Hopf infinite´simales (cf. [Ag1], [Ag2] et [Ag3]).
– La prope´rade 12Bi, analogue de´ge´ne´re´ de la prope´rade des bige`bres. L’espace ge´ne´rateur V est
le meˆme que celui de εBi, c’est-a`-dire constitue´ d’une ope´ration et d’une coope´ration. Quant a`
celui des relations R, il vaut
R =

m(m, 1)−m(1, m)
⊕ (∆, 1)∆− (1,∆)∆
⊕ ∆⊗m (κ).
=

??
??

−
?? ????
⊕ ?
?
?
? ??
− ?
?
 ?
?
⊕
??
?
? (κ).
Cette exemple a e´te´ introduit par M. Markl dans [Ma3] afin de trouver le mode`le minimal pour
le PROP des bige`bres.
Contre-exemples :
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– La prope´rade pre´ce´dente est un cas quadratique issu de la prope´rade Bi des bige`bres. Cette
dernie`re est bien de´finie par ge´ne´rateurs et relations mais n’est pas quadratique. En effet, la
de´finition de la prope´rade Bi est la meˆme que celle de 12Bi sauf que la relation κ est remplace´e
par
κ′ : ∆⊗m− (m, m)⊗ (1324)⊗ (∆, ∆)
=
??
?
? − w
wG
Gww
ww G
G
GG ww
Cette prope´rade n’est ni quadratique (on utilise 4 ope´rations pour e´crire le second e´le´ment), ni
homoge`ne.
– Un autre exemple qui ne rentre pas stricto sensu dans la the´orie des prope´rades est donne´e par
les bige`bres de Hopf infinite´simales unitaires (cf. [L4]). Leur de´finition est la meˆme que celle
des bige`bres de Hopf infinite´simales, a` la seule diffe´rence pre`s que la troisie`me relation est
∆⊗m− (m, 1)(1, ∆)− (1, m)(∆, 1)− (1, 1) =
??
?
? − ?
?
− ?
?
?
?
− .
Cette relation n’e´tant pas connexe, on a la` un exemple de PROP qui n’est pas une prope´rade.
Le fait que les relations soient homoge`nes, c’est-a`-dire, toutes de meˆme degre´, permet de conserver
la graduation de la prope´rade libre par passage au quotient.
Proposition 55. Soit F(V )/(R) une prope´rade de´finie par ge´ne´rateurs et relations. Si R ⊂
F(n)(V ) pour un certain n, alors la prope´rade F(V )/(R) est gradue´e par un poids donne´ par le
nombre de sommets.
Corollaire 56. Toute prope´rade quadratique est gradue´e en fonction du nombre d’ope´rations.
4.4. PROPs de´finis par ge´ne´rateurs et relations connexes. Au niveau des PROPs, on
conside`re le PROP libre S⊗(F(V )) sur un S-bimodule V soumis a` des relations R. Si les relations
ne font pas intervenir la concate´nation des ope´rations, c’est-a`-dire si R appartient a` F(V ), le
PROP quotient S⊗(F(V ))/(R)S⊗(F(V )) correspond a` l’alge`bre syme´trique libre pour le produit ⊗
sur la prope´rade quotient F(V )/(R)F(V )
Proposition 57. Soit V un S-bimodule et soit R un sous-S-bimodule de F(V ). Le PROP quotient
S⊗(F(V ))/(R)S⊗(F(V )) est naturellement isomorphe au PROP S⊗(F(V )/(R)F(V )) construit a`
partir de la prope´rade quotient F(V )/(R)F(V ).
De´monstration. On part du morphisme naturel
φ : S⊗(F(V ))։ S⊗(F(V )/(R)F(V )).
Il admet pour noyau l’ide´al libre sur R dans le PROP libre S⊗(F(V )). Cette application induit
donc un isomorphisme φ¯ de S-bimodules. On conclut en remarquant que φ est un morphisme de
PROP et qu’il en est de meˆme pour φ¯. 
Cette proposition permet de ge´ne´raliser aux PROPs quotients tous les re´sultats obtenus au niveau
des prope´rades.
Proposition 58. Soit S⊗(F(V ))/(R) un PROP de´fini par ge´ne´rateurs et relations, ou` R est un
sous-S-bimodules de F(n)(V ). Alors le PROP S⊗(F(V ))/(R) est gradue´ par le nombre de sommets
des graphes.
De´finition (PROPs quadratiques). On appelle PROP quadratique tout PROP de la forme
S⊗(F(V ))/(R) avec R ⊂ F(2)(V ).
Corollaire 59. Tout PROP quadratique est gradue´ par un poids.
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Prope´rades et PROPs diffe´rentiels
Nous avons, pour l’instant, de´fini les prope´rades et les PROPS en partant de la cate´gorie mono¨ıdale
syme´trique des k-modules, puis en conside´rant les k-modules qui admettent une action de Sm a`
gauche et de Sn a` droite. Cette de´marche est ge´ne´ralisable a` toute cate´gorie mono¨ıdale syme´trique.
On peut donc de´finir des prope´rades ensemblistes, des prope´rades topologiques, etc ... (Cette
de´finition est une version prope´radique de celle donne´e par J.-P. May dans [May] pour les
ope´rades). Le but du pre´sent chapitre est de de´finir des prope´rades et les PROPS non plus
line´aires mais diffe´rentiels, c’est-a`-dire a` valeurs dans la cate´gorie des complexes de chaˆınes (mod-
ules diffe´rentiels gradue´s), et d’e´tudier les proprie´te´s homologiques de tels objets.
1. La cate´gorie des S-bimodules diffe´rentiels gradue´s
1.1. Les S-bimodules diffe´rentiels gradue´s et les produits ⊠c et ⊠. On se place main-
tenant dans la cate´gorie des k-modules diffe´rentiels gradue´s, note´e dg-Mod. Rappelons que l’on
munit cette cate´gorie d’une structure mono¨ıdale en de´finissant le produit V ⊗k W par
(V ⊗k W )d =
⊕
i+j=d
Vi ⊗k Wj ,
et en posant pour diffe´rentielle sur V ⊗k W
δ(v ⊗ w) = δ(v) ⊗ w + (−1)|v|v ⊗ δ(w),
ou` v ⊗ w est un tenseur e´le´mentaire. Pour de´crire les isomorphismes de syme´trie, on utilise les
re`gles de signes de Koszul-Quillen, a` savoir
τv, w : v ⊗ w 7→ (−1)
|v||w|w ⊗ v.
Plus ge´ne´ralement, la commutation de deux e´le´ments (morphismes, diffe´rentielles, objets, etc ...)
de degre´ homologique d et e entraˆıne un signe (−1)de.
De´finition (dg-S-bimodule). Un dg-S-bimodule P est une collection de modules diffe´rentiels
gradue´s (P(m, n))m,n∈N munis d’une action de Sm a` gauche et de Sn a` droite, ces deux actions
commutent entre elles et agissent comme des morphismes de dg-modules. On note Pd(m, n), le
sous-(Sm, Sn)-bimodule compose´ des e´le´ments de degre´ homologique d du complexe P(m, n).
Le produit mono¨ıdal ⊠c sur les S-bimodules s’e´tend au cas diffe´rentiel. La de´finition reste la meˆme,
a` la seule diffe´rence que la relation ∼, base´e sur les isomorphismes de syme´trie, fait maintenant
intervenir des signes (re`gle de Koszul-Quillen). Par exemple, on a
θ ⊗ q1 ⊗ · · · ⊗ qi ⊗ qi+1 ⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ pa ⊗ ω ∼
(−1)|qi||qi+1|θ ⊗ q1 ⊗ · · · ⊗ qi+1 ⊗ qi ⊗ · · · ⊗ qb ⊗ σ′ ⊗ p1 ⊗ · · · ⊗ pa ⊗ ω,
ou` σ′ = (1 . . . i+ 1 i . . . a)k¯ σ.
Remarque : Comme les induites θ et ω n’influent pas sur les re`gles de signes, nous omettrons de
les e´crire par la suite pour alle´ger les notations.
CHAPITRE 3. PROPE´RADES ET PROPS DIFFE´RENTIELS
Pour un e´le´ment q1 ⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ pa de Q(l¯, k¯) ⊗Sk¯ k[S
c
k¯, ¯
] ⊗Sl¯ P(¯, ı¯), on de´finit la
diffe´rentielle δ par
δ(q1 ⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ pa) =
b∑
β=1
(−1)|q1|+···+|qβ−1|q1 ⊗ · · · ⊗ δ(qβ)⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ pa +
a∑
α=1
(−1)|q1|+···+|qb|+|p1|+···+|pα−1|q1 ⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ δ(pα)⊗ · · · ⊗ pa.
Lemme 60. La diffe´rentielle δ est constante sur les classes d’e´quivalence pour la relation ∼.
De´monstration. Comme les transpositions de la forme (1 . . . i+1 i . . . b) engendrent Sb, il suffit
de faire les ve´rifications suivantes
δ((−1)|qi||qi+1|(q1, . . . , qi+1, qi, . . . , qb)σ′ (p1, . . . , pa)) =
i−1∑
β=1
(−1)|qi||qi+1|+|q1|+···+|qβ−1|(q1, . . . , δ(qβ), . . . , qi+1, qi, . . . , qb)σ′ (p1, . . . , pa) +
(−1)|qi||qi+1|+|q1|+···+|qi−1|(q1, . . . , δ(qi+1), qi, . . . , qb)σ′ (p1, . . . , pa) +
(−1)|qi||qi+1|+|q1|+···+|qi−1|+|qi+1|(q1, . . . , qi+1, δ(qi), . . . , qb)σ′ (p1, . . . , pa) +
b∑
β=i+2
(−1)|qi||qi+1|+|q1|+···+|qβ−1|(q1, . . . , qi+1, qi, . . . , δ(qβ), . . . , qb)σ′ (p1, . . . , pa) +
a∑
α=1
(−1)|qi||qi+1|+|q1|+···+|qb|+|p1|+...+|pα−1|(q1, · · · , qi+1, qi, . . . , qb)σ′ (p1, . . . , δ(pα), . . . , pa) ∼
i−1∑
β=1
(−1)|q1|+···+|qβ−1|(q1, . . . , δ(qβ), . . . , qi, qi+1, . . . , qb)σ (p1, . . . , pa) +
(−1)|q1|+···+|qi−1|+|qi|(q1, . . . , qi, δ(qi+1), . . . , qb)σ (p1, . . . , pa) +
(−1)|q1|+···+|qi−1|(q1, . . . , δ(qi), qi+1, . . . , qb)σ (p1, . . . , pa) +
b∑
β=i+2
(−1)|q1|+···+|qβ−1|(q1, . . . , qi, qi+1, . . . , δ(qβ), . . . , qb)σ (p1, . . . , pa) +
a∑
α=1
(−1)|q1|+···+|qb|+|p1|+···+|pα−1|(q1, . . . , qb)σ′ (p1, . . . , δ(pα), . . . , pa)
= δ
(
(q1, . . . , qb)σ (p1, . . . , pa)
)
,
ou` σ′ = (1 . . . i+1 i . . . b)k¯ σ. Le calcul faisant intervenir des permutations sur les pβ est similaire.

Proposition 61. La cate´gorie (dg-S-biMod, ⊠c, I) est une cate´gorie mono¨ıdale qui admet la
cate´gorie (S-biMod, ⊠c, I) comme sous-cate´gorie mono¨ıdale pleine.
De´monstration. Tout (Sm, Sn)-bimodule P(m, n) peut eˆtre vu comme un (Sm, Sn)-bimodule
diffe´rentiel gradue´. Il suffit pour cela de conside´rer tous ses e´le´ments comme e´tant de degre´ 0 et
P(m, n) muni d’une diffe´rentielle nulle. 
On peut e´tendre sans difficulte´ la proposition 37 au cadre diffe´rentiel.
Proposition 62. Le produit Q⊠c P est isomorphe, en tant que dg-S-bimodule, a`⊕
((Π′1,...,Π′b), (Π1,...,Πa))∈Θ
|k¯|=|¯|
k[Sm]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯)⊗Sı¯ k[Sn].
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Sur les parties connexes, on vient de pre´ciser les re`gles de signes, les relations d’e´quivalences a`
conside´rer et les diffe´rentielles. On de´finit les meˆmes notions pour le produit ⊠ en ge´ne´ralisant les
re`gles de Koszul-Quillen du produit tensoriel ⊗k au produit ⊗.
Soient P et Q deux S-bimodules diffe´rentiels gradue´s. Pour p ⊗ q appartenant a` Pd(m, n) ⊗
Qe(m′, n′), on pose
δ(p⊗ q) = δ(p)⊗ q + (−1)dp⊗ δ(q).
Les isomorphismes de syme`trie s’e´crivent ici
τp, q : p⊗ q 7→ (−1)
deq ⊗ p.
Avec ces re`gles de signes, on de´finit une diffe´rentielle naturelle sur le produit Q⊠ P .
Proposition 63. Le bifoncteur ⊠ de la cate´gorie des S-bimodules s’e´tend a` la cate´gorie des S-
bimodules diffe´rentiels gradue´s.
Comme dans le cas connexe, on peut e´tendre aux dg-S-bimodules la proposition 38.
Proposition 64. Le produit Q⊠ P est isomorphe, en tant que dg-S-bimodule, a`⊕
((Π′1,...,Π
′
a), (Π1,...,Πb))∈Θ′
|k¯|=|¯|
k[Sm]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S|k¯|]⊗S¯ P(¯, ı¯)⊗Sı¯ k[Sn].
1.2. Structure diffe´rentielle des produits de dg-S-bimodules. On e´tudie ici l’homolo-
gie des produits de deux S-bimodules diffe´rentiels.
Remarquons d’abord que le complexe (Q⊠c P , δ) correspond au complexe total d’un bicomplexe.
En effet, on de´finit le bidegre´ d’un e´le´ment
(q1, . . . , qb)σ (p1, . . . , pa) de Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯)
par (|q1| + · · ·+ |qb|, |p1|+ · · ·+ |pa|). Et, la diffe´rentielle horizontale δh : Q⊠c P → Q⊠c P est
induite par celle de Q. Quant a` la diffe´rentielle verticale δv : Q⊠c P → Q ⊠c P , elle est induite
par celle de P . De manie`re explicite, on a
δh
(
(q1, . . . , qb)σ (p1, . . . , pa)
)
=
b∑
β=1
(−1)|q1|+···+|qβ−1|(q1, . . . , δ(qβ), . . . , qb)σ (p1, . . . , pa)
et δv
(
(q1, . . . , qb)σ (p1, . . . , pa)
)
=
a∑
α=1
(−1)|q1|+···+|qb|+|p1|+···+|pα−1|(q1, . . . , qb)σ (p1, . . . , δ(pα), . . . , pa).
On voit clairement que δ = δh + δv et δh ◦ δv = −δv ◦ δh.
Comme tout bicomplexe, celui-ci donne naissance a` deux suites spectrales Ir(Q⊠cP) et IIr(Q⊠cP)
qui convergent vers l’homologie totaleH∗(Q⊠cP , δ) (cf. Conventions). Rappelons que ces dernie`res
ve´rifient
I1(Q⊠c P) = H∗(Q⊠c P , δv), I2(Q⊠c P) = H∗(H∗(Q⊠c P , δv), δh)
et II1(Q⊠c P) = H∗(Q⊠c P , δh), II2(Q⊠c P) = H∗(H∗(Q⊠c P , δh), δv).
Graˆce a` la proposition 62, on sait que produit mono¨ıdal Q⊠cP s’e´crit a` l’aide de la somme directe⊕
Θ
Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯).
Cette de´composition est compatible avec la structure de bicomplexe. Ainsi, les suites spectrales se
de´composent de la meˆme manie`re
Ir(Q⊠c P) =
⊕
Θ
Ir
(
Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯)
)
et IIr(Q⊠c P) =
⊕
Θ
IIr
(
Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯)
)
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On a imme´diatement les deux expressions suivantes.
Proposition 65. Si Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
] est un k[S¯]-module projectif (a` droite), alors on a
I1
(
Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯)
)
= Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ H∗ (P(¯, ı¯)) .
Et si, k[Sc
k¯, ¯
]⊗S¯ P(¯, ı¯) est un k[Sk¯]-module projectif (a` gauche), alors on a
II1
(
Q(l¯, k¯)⊗Sk¯ k[S
ck¯, ¯]⊗S¯ P(¯, ı¯)
)
= H∗
(
Q(l¯, k¯)
)
⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯).
Corollaire 66. Si k est un corps de caracte´ristique nulle, on a toujours
I1
(
Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯)
)
= Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ H∗ (P(¯, ı¯)) et
II1
(
Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯)
)
= H∗
(
Q(l¯, k¯)
)
⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯).
De´monstration. Par le the´ore`me de Maschke, on sait que tous les anneaux k[S¯] sont semisim-
ples. Ainsi, tout k[S¯]-module est projectif. 
Proposition 67. Si k est de caracte´ristique nulle, alors on a
I2
(
Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯)
)
= II2
(
Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯)
)
=
H∗Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ H∗P(¯, ı¯).
De´monstration. Comme tout k[Sk¯]-module est projectif, on a imme´ditatement
I2
(
Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P(¯, ı¯)
)
= H∗
(
Q(l¯, k¯)
)
⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ H∗ (P(¯, ı¯)) .
Et on conclut avec la formule de Ku¨nneth
H∗
(
Q(l¯, k¯)
)
= H∗ (Q(l1, k1)⊗ · · · ⊗ Q(la, ka)) =
H∗Q(l1, k1)⊗ · · · ⊗H∗Q(la, ka) = H∗Q(l¯, k¯).

Remarque : Soient Φ : M → M ′ et Ψ : N → N ′ deux morphismes de dg-S-bimodules.
Alors le morphisme Φ ⊠c Ψ : M ⊠c N → M ′ ⊠ N ′ est un morphisme de bicomplexes. Ainsi,
il induit des morphismes de suites spectrales Ir(Φ ⊠c Ψ) : I
r(M ⊠c N) → Ir(M ′ ⊠c N ′) et
IIr(Φ⊠c Ψ) : II
r(M ⊠c N)→ IIr(M ′ ⊠c N ′).
De manie`re ge´ne´rale, on a la proposition suivante.
Proposition 68. Lorsque le corps k est de caracte´ristique nulle, on a toujours
H∗(Q⊠c P)(m, n) =
⊕
Θ
H∗Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ H∗P(¯, ı¯).
C’est-a`-dire, H∗(Q⊠c P) = (H∗Q)⊠c (H∗P).
De´monstration. C’est une application directe des the´ore`mes de Mashke (pour les coinvariants)
et de Ku¨nneth (pour les produits tensoriels). 
On peut reprendre les meˆmes raisonnements dans le cas du produit ⊠.
Le complexe (Q⊠P , δ) est encore le complexe total d’un bicomplexe. Les e´le´ments deQ fournissent
la graduation et la diffe´rentielle horizontales et ceux de P la graduation et la diffe´rentielle verticales.
En ce qui concerne les signes, il faut faire attention aux composantes connexes. Par exemple, pour
un objet
(q1, . . . , qb)σ (p1, . . . , pa)⊗ (q
′
1, . . . , q
′
b′)σ (p
′
1, . . . , p
′
a′)
de Q⊠c P ⊗Q⊠c P , on a
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δh ((q1, . . . , qb)σ (p1, . . . , pa)⊗ (q
′
1, . . . , q
′
b′)σ (p
′
1, . . . , p
′
a′)) =
b∑
β=1
(−1)|q1|+···+|qβ−1|(q1, . . . , δ(qβ), . . . , qb)σ (p1, . . . , pa)
⊗(q′1, . . . , q
′
b′)σ (p
′
1, . . . , p
′
a′) +
b′∑
β=1
(−1)|q1|+···+|qb|+|p1|+···+|pa|+|q
′
1|+···+|q′β−1|(q1, . . . , qb)σ (p1, . . . , pa)
⊗(q′1, . . . , δ(q
′
β), . . . , q
′
b′)σ (p
′
1, . . . , p
′
a′)
et
δv ((q1, . . . , qb)σ (p1, . . . , pa)⊗ (q
′
1, . . . , q
′
b′)σ (p
′
1, . . . , p
′
a′)) =
a∑
α=1
(−1)|q1|+···+|qb|+|p1|+···+|pα−1|(q1, . . . , qb)σ (p1, . . . , δ(pα), . . . , pa)
⊗(q′1, . . . , q
′
b′)σ (p
′
1, . . . , p
′
a′) +
b′∑
β=1
(−1)|q1|+···+|qb|+|p1|+···+|pa|+|q
′
1|+···+|q′b′ |+|p′1|+···+|p′α−1|
(q1, . . . , qb)σ (p1, . . . , pa)⊗ (q
′
1, . . . , q
′
b′)σ (p
′
1, . . . , δ(p
′
α), . . . , p
′
a′).
On a alors les meˆmes re´sultats que dans le cas connexe.
Proposition 69. Si k est un corps de caracte´ristique nulle, on a les e´galite´s
I1
(
Q(l¯, k¯)⊗Sk¯ k[SN ]⊗S¯ P(¯, ı¯)
)
= Q(l¯, k¯)⊗Sk¯ k[SN ]⊗S¯ H∗ (P(¯, ı¯)) et
II1
(
Q(l¯, k¯)⊗Sk¯ k[SN ]⊗S¯ P(¯, ı¯)
)
= H∗
(
Q(l¯, k¯)
)
⊗Sk¯ k[SN ]⊗S¯ P(¯, ı¯).
Proposition 70. Si k est de caracte´ristique nulle, alors on a
I2
(
Q(l¯, k¯)⊗Sk¯ k[SN ]⊗S¯ P(¯, ı¯)
)
= II2
(
Q(l¯, k¯)⊗Sk¯ k[SN ]⊗S¯ P(¯, ı¯)
)
=
H∗Q(l¯, k¯)⊗Sk¯ k[SN ]⊗S¯ H∗P(¯, ı¯).
Proposition 71. Lorsque le corps k est de caracte´ristique nulle, on a
H∗(Q⊠ P) = (H∗Q)⊠ (H∗P).
Corollaire 72. Soient Q et P deux dg-S-bimodules. On a la relation
H∗ (Q⊠ P) = S⊗ (H∗(Q⊠c P)) .
Remarque : Toutes ces propositions sont des ge´ne´ralisations des re´sultats de B. Fresse sur le
produit de composition ◦ des ope´rades aux produits ⊠c et ⊠ des prope´rades et des PROPs (cf.
[Fr] 2.3.).
1.3. Prope´rades et PROPs diffe´rentiels. On peut donner une version diffe´rentielle a` la
notion de prope´rade et de PROP.
De´finition (Prope´rades diffe´rentielles). On appelle prope´rade diffe´rentielle un mono¨ıde (P , µ, η)
dans la cate´gorie (dg-S-biMod, ⊠c, I).
Cela signifie qu’en plus de la donne´e d’une prope´rade line´aire, le morphisme de composition µ est
un morphisme de dg-modules de degre´ 0 pre´servant les actions de Sm et Sn. Ainsi, on a la relation
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du type de´rivation :
δ (µ((p1, . . . , pb)σ (p
′
1, . . . , p
′
a))) =
b∑
β=1
(−1)|p1|+···+|pβ−1|µ((p1, . . . , δ(pβ), . . . , pb)σ (p′1, . . . , p
′
a)) +
a∑
α=1
(−1)|p1|+···+|pb|+|p
′
1|+···+|p′α−1|µ((p1, . . . , pb)σ (p′1, . . . , δ(p
′
α), . . . , p
′
a)).
La proposition 68 donne la proprie´te´ suivante.
Proposition 73. Lorsque le corps k est de caracte´ristique nulle, pour toute prope´rade diffe´rentielle
(P , µ, η), l’homologie de cette prope´rade (H∗(P), H∗(µ), H∗(η)) est une prope´rade gradue´e.
De´finition (S-bimodules diffe´rentiels gradue´s par un poids). On appelle S-bimodule diffe´rentiel
gradue´ par un poids toute somme directe sur ρ ∈ N de S-bimodules diffe´rentiels M =
⊕
ρ∈NM
(ρ).
Les morphismes de S-bimodules diffe´rentiels gradue´s par un poids sont les morphismes de S-
bimodules diffe´rentiels qui pre´servent cette de´composition. L’ensemble des S-bimodules diffe´rentiels
gradue´s par un poids, muni des morphismes correspondant, forme une cate´gorie que l’on note gr-
dg-S-biMod.
Remarquons que la graduation est une information supple´mentaire inde´pendante du degre´ ho-
mologique.
Proposition 74. Soit f =
⊕∞
n=0 f(n) un foncteur analytique dans la cate´gorie des S-bimodules.
Soit M =
⊕
ρ∈NM
(ρ) un S-bimodule gradue´ par un poids. Alors le S-bimodule f(M) est bigradue´,
d’une part avec la graduation venant du foncteur analytique, d’autre part avec la graduation totale
venant du poids.
De´monstration. Posons f(n) = fn ◦∆n ou` fn est une application n-line´aire. La premie`re grad-
uation s’e´crit f(M)(n) = fn(M, . . . , M). La deuxie`me correspond a`
f(M)(ρ) =
∑
i1+···+in=ρ
fn(M
(i1), . . . , M (in)).

Corollaire 75. Toute prope´rade libre (respectivement PROP libre) sur un S-bimodule M gradue´
par un poids est bigradue´.
De´monstration. Le foncteur F (respectivement S⊗(F)) est un foncteur analytique dont les
degre´s sont donne´s par le nombre de sommets des graphes. La premie`re graduation est donc
donne´e par le nombre d’ope´rations de M qui servent a` repre´senter un e´le´ment de F(M). La
deuxie`me graduation est e´gale a` la somme des poids de ces ope´rations. 
De´finition (Prope´rades diffe´rentielle gradue´es par un poids). Une prope´rade diffe´rentielle gradue´e
par un poids (P , µ, η) est un mono¨ıde dans la cate´gorie (gr-dg-S-biMod, ⊠c, I).
Une telle prope´rade sera dite connexe si de plus P(0) = I.
Remarque : Duallement, on a la notion de coprope´rade diffe´rentielle (et diffe´rentielle gradue´e
par un poids). Une coprope´rade diffe´rentielle correspond a` une coprope´rade dont le coproduit est
un morphisme de dg-S-bimodules, c’est-a`-dire ve´rifie une relation du type code´rivation.
De la meˆme manie`re, on peut conside´rer des PROPs diffe´rentiels.
De´finition (PROPs diffe´rentiels). On appelle PROP diffe´rentiel la donne´e d’une structure de
PROP (P , µ˜, conc, η) dans la cate´gorie (dg-S-biMod, ⊠, ⊗).
On exige donc en plus que les morphismes de compositions µ˜ et conc soient des morphismes de
degre´ 0 de S-bimodules diffe´rentiels, c’est-a`-dire qu’ils ve´rifient des relations du type de´rivation.
Par exemple, pour la composition horizontale, on a
δ(conc(p⊗ q)) = conc(δ(p)⊗ q) + (−1)|p|conc(p⊗ δ(q)).
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On a des versions PROPiques des re´sultats pre´ce´dents. Par exemple, avec la proposition 71, on
montre la proposition suivante.
Proposition 76. Lorsque le corps k est de caracte´ristique nulle, pour tout PROP diffe´rentiel
(P , µ˜, conc), l’homologie de ce PROP (H∗(P), H∗(µ˜), H∗(conc)) est un PROP gradue´.
On peut aussi de´finir la notion de PROP diffe´rentiel gradue´ par un poids.
De´finition (PROP diffe´rentiel gradue´ par un poids). Un PROP diffe´rentiel gradue´ par un poids
est la donne´ d’un PROP dans la cate´gorie des S-bimodules diffe´rentiels gradue´s par un poids
(gr-dg-S-biMod, ⊠, ⊗).
Un tel PROP est dit connexe si P(0) = S⊗(I).
2. P-modules libres et quasi-libres
Soit P une prope´rade diffe´rentielle. La notion de P-module s’e´tend naturellement au cas diffe´rentiel.
On s’inte´resse ici plus particulie`rement aux P-modules libres et a` une version le´ge`rement diffe´rente,
celle des P-modules quasi-libres. On ne traitera ici que les P-modules a` droite, le cas des P-modules
a` gauche e´tant parfaitement syme´trique.
2.1. P-modules diffe´rentiels libres. Les re´sultats ge´ne´raux sur les cate´gories mono¨ıdales
donne´s au chapitre 1, montrent que le P-module diffe´rentiel libre a` droite sur un dg-S-module M
correspond a` L = M ⊠ P . La diffe´rentielle δ sur L est la diffe´rentielle canonique sur le produit
M ⊠ P explicite´e pre´ce´demment.
De la meˆme manie`re, si (P , µ, η, ε) est une prope´rade diffe´rentielle augmente´e, c’est-a`-dire que
l’on a en plus un morphisme mono¨ıdal de dg-S-bimodules ε : P → I, on peut appliquer la
proposition 14. Dans ce cas, le quotient inde´composable du P-module diffe´rentiel libre L =M ⊠P
est isomorphe, en tant que dg-S-bimodule, a` M .
2.2. P-modules quasi-libres. Par la suite, nous traiterons des exemples qui ne rentrent
pas strictement dans le cadre des P-modules libres. En effet, dans ces cas la`, la diffe´rentielle δθ
correspond a` la somme de la diffe´rentielle canonique δ avec un morphisme homoge`ne de degre´ −1.
De´finition (P-module quasi-libre a` droite). Un P-module quasi-libre a` droite L est un dg-S-
bimodule de la forme M ⊠ P mais ou` la diffe´rentielle δθ est la somme δ + dθ de la diffe´rentielle
canonique δ sur le produitM⊠P avec un morphisme homoge`ne de degre´−1, dθ : M⊠P →M⊠P
tel que
dθ ((m1, . . . , mb)σ (p1, . . . , pa)) =
b∑
β=1
(−1)|m1|+···+|mβ−1|(m1, . . . , dθ(mβ), . . . , mb)σ (p1, . . . , pa).
Ainsi, δθ : M ⊠ P →M ⊠ P ve´rifie la relation de de´rivation suivante
δθ ((m1, . . . , mb)σ (p1, . . . , pa)) =
b∑
β=1
(−1)|m1|+···+|mβ−1|(m1, . . . , δθ(mβ), . . . , mb)σ (p1, . . . , pa) +
a∑
α=1
(−1)|m1|+···+|mb|+|p1|+···+|pα−1|(m1, . . . , mb)σ (p1, . . . , δ(pα), . . . , pa).
Comme δ2 = 0, l’identite´ δθ
2 = 0 est e´quivalente a` δdθ + dθδ + dθ
2 = 0.
Si on e´crit dθ(mβ) = (m
′
1, . . . , m
′
b′)σ
′ (p′1, . . . , p
′
a′) ∈M ⊠ P , alors
(m1, . . . , dθ(mβ), . . . , mb)σ (p1, . . . , pa)
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correspond en fait a`
(m1, . . . , m
′
1, . . . , m
′
b′ , . . . , mb)σ
′ µ ((p′1, . . . , p
′
a′)σ (p1, . . . , pa)) ∈M ⊠ P .
On peut remarquer que le morphisme dθ est de´termine´ par sa restriction sur M
M⊠η // M ⊠ P .
Proposition 77. Le morphisme M
M⊠η // M ⊠ P est un morphisme de dg-S-bimodules si et
seulement si dθ = 0.
Cependant si P est une prope´rade diffe´rentielle augmente´e, la condition pour que le morphisme
M ⊠ ε soit un morphisme de dg-module est moins restrictive.
Proposition 78. Soit (P , µ, η, ε) une prope´rade augmente´e. Le morphisme M ⊠ P
M⊠ε //M
est un morphisme de dg-S-bimodules si et seulement si
M ⊠ P
dθ // M ⊠ P
M⊠ε // M = 0.
Corollaire 79. Dans le cas ou` la composition M ⊠ P
dθ // M ⊠ P
M⊠ε // M est nulle, le quo-
tient inde´composable de L est isomorphe a` M en tant que dg-S-bimodule.
Dans la suite, les exemples de P-modules quasi-libres que nous aurons a` traiter auront souvent
une forme particulie`re.
De´finition (P-module quasi-libre analytique). Soit P une prope´rade diffe´rentielle augmente´e. Un
P-module quasi-libre analytique a` droite est un P-module quasi-libre de la forme L = Υ(V ) ⊠ P ,
ou` V est un dg-S-bimodule et Υ(V ) un foncteur analytique en V . On pose Υ =
⊕
nΥ(n) ou` Υ(n)
est un foncteur polynomial homoge`ne de degre´ n tel que Υ(0) = I. En outre, on suppose de V
est gradue´ par un poids et que V (0) = 0. Comme nous l’avons vu a` la proposition 74, Υ(V ) est
bigradue´, d’abord par les degre´s du foncteur analytique puis par la graduation totale venant du
poids de V .
On impose de plus que le morphisme dθ ve´rifie
dθ : Υ(V )
(n) → Υ(V )︸ ︷︷ ︸
(<n)
⊠(I ⊕ P︸︷︷︸
1
),
ou` la graduation (n) est ici la graduation totale venant du poids de V .
De plus, si P est gradue´e par un poids on exige que le morphisme dθ pre´serve globalement la
graduation totale venant des poids de P et de V .
On a imme´diatement la proposition suivante.
Proposition 80. Soit L = Υ(V )⊠P un P-module quasi-libre analytique. Le morphisme dθ ve´rifie
dθ : Υ(V )︸ ︷︷ ︸
(n)
⊠P → Υ(V )︸ ︷︷ ︸
(<n)
⊠P .
Et,
M ⊠ P
dθ // M ⊠ P
M⊠ε // M = 0.
On peut donc identifier le quotient inde´composable de L a` Υ(V ).
Exemples : Les exemples de P-modules quasi-libres analytiques que nous aurons a` traiter se
divisent en deux cate´gories.
– Dans le cas ou` V = P, on trouve la bar construction Υ(V ) = B¯(P) = Fc(ΣP) (cf. chapitre 4)
ainsi que la bar construction simpliciale Υ(V ) = C¯(P) = FS(P) (cf. chapitre 6). Alors la bar
construction augmente´e B¯(P)⊠ P , et la bar construction simpliciale augmente´e C¯(P)⊠ P sont
deux exemples de P-modules quasi-libres analytiques.
– Si P est une prope´rade quadratique engendre´e par un dg-S-bimodule V . La prope´rade duale de
Koszul P ¡ est un foncteur analytique en V (cf. chapitre 7). Le complexe de Koszul P ¡ ⊠ P est
alors un exemple de P-module quasi-libre analytique.
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Proposition 81. Lorsque P est une prope´rade diffe´rentielle augmente´e gradue´e par un poids, tout
P-module quasi-libre analytique L = Υ(V )⊠P se de´compose en somme directe de sous-complexes
L =
⊕
ρ∈N L
(ρ), ou` L(ρ) = (Υ(V ) ⊠ P)(ρ) repre´sente le sous-module de L compose´ des e´le´ments
de graduation totale ρ.
De´monstration. Les diffe´rentielles δΥ(V ) et δP pre´servent cette graduation sur Υ(V ) et P re-
spectivement. Et, par de´finition, le morphisme dθ pre´serve cette graduation globalement. 
De´finition (Morphisme de P-modules quasi-libres analytiques). Soient L = Υ(V ) ⊠ P et L′ =
Υ′(V ′) ⊠ P deux P-modules quasi-libres analytiques. Et soit Φ : L → L′ un morphisme de P-
modules diffe´rentiels. On dit que Φ est un morphisme de P-modules quasi-libres analytiques si, de
plus, Φ pre´serve la graduation en V :
Φ : Υ(V )︸ ︷︷ ︸
n
⊠P → Υ′(V ′)︸ ︷︷ ︸
n
⊠P .
Si, en outre, la prope´rade diffe´rentielle P est gradue´e par un poids, comme V et V ′ sont aussi
gradue´s par un poids, on impose en plus que Φ pre´serve la graduation naturelle globale de Υ(V )⊠
P :
Φ : L(ρ) = (Υ(V )⊠ P)(ρ) → L′(ρ) = (Υ′(V ′)⊠ P)(ρ).
On note Φ(ρ) la restriction de Φ au sous-complexe L(ρ).
Remarque : On a les notions duales de C-comodule diffe´rentiel colibre sur un dg-S-bimodule
M (donne´ par M ⊠ C), de C-comodule quasi-colibre et de C-comodule quasi-colibre analytique.
La cobar construction aumgente´e a` droite B¯c(C)⊠ C est un exemple de C-comodule quasi-colibre
analytique.
3. Prope´rades et PROPs quasi-libres
Pour expliciter la construction de la prope´rade et du PROP libres dans le cas diffe´rentiel, il
reste a` comprendre de´finir la diffe´rentielle. En outre, comme pour les P-modules, les notions de
prope´rade et de PROP diffe´rentiels libres n’englobent pas tous les cas que nous aurons a` traiter.
C’est pourquoi, on conside`re les prope´rades et les PROPs quasi-libres, qui apparaissent comme
des prope´rades et des PROPs libres mais dont la diffe´rentielle est la somme de la diffe´rentielle de
la prope´rade libre avec une de´rivation.
3.1. Prope´rades diffe´rentielles libres. Soit (V, δ) un dg-S-bimodule. Une application di-
recte des re´sultats de la section 6 du chapitre 1, sur la construction du mono¨ıde libre, montre que
le S-bimodule gradue´ F(V ) est donne´ par la somme directe sur les graphes connexes (sans niveau)
dont les sommets sont indice´s par des e´le´ments de V (cf. the´ore`me 50), soit
F(V ) =
⊕
g∈G
⊗
ν∈N
V (|Out(ν)|, |In(ν)|)
/
≈
.
Cette construction revient a` conside´rer l’objet simplicial libre FS(V ) =
⊕
n∈N(V+)
⊠n quotiente´
par la relation engendre´e par I ⊠c V ≡ V ⊠c I. Or, dans la cadre diffe´rentiel, pour pouvoir de´finir
la diffe´rentielle d’un tel objet, il faut eˆtre plus fin au niveau des signes. On quotiente alors FS(V )
par la relation engendre´e par (ν1, ν, ν2)σ (ν
′
1, 1, ν
′
2) ≡ (−1)
|ν2|+|ν′1|(ν1, 1, 1, ν2)σ′ (ν′1, ν, ν
′
2), par
exemple, ou` ν appartient a` V (2, 1) ici.
Proposition 82. La diffe´rentielle canonique δ de´finie sur FS(V ) a` partir de celle de V , passe
au quotient pour la relation d’e´quivalence ≡.
De´monstration. La ve´rification des signes est imme´diate et le calcul est semblable a` celui effectue´
pour de´montrer le lemme 60. 
The´ore`me 83. La prope´rade diffe´rentielle F(V ) munie de la diffe´rentielle δ est la prope´rade
diffe´rentielle libre sur V .
59
CHAPITRE 3. PROPE´RADES ET PROPS DIFFE´RENTIELS
Remarque : La de´composition analytique du foncteur F(V ) donne´e par la proposition 52 est
stable par la diffe´rentielle δ. Cette de´composition reste donc toujours vraie dans le cas diffe´rentiel.
De plus, la projection F(V ) → F(1)(V ) = V permet d’identifier le dg-S-bimodule V avec le quo-
tient inde´composable de F(V ).
Nous allons voir que le foncteur F posse`de de bonnes proprie´te´s homologiques.
Proposition 84. Lorsque k est un corps de caracte´ristique nulle, le foncteur F : dg-S-biMod→
dg-prope´rades est un foncteur exact, c’est-a`-dire H∗(F(V )) = F(H∗(V )).
De´monstration. La de´monstation de cette proposition est essentiellement la meˆme que celle
du the´ore`me 4 de l’article de M. Markl et A. A. Voronov [MV] et repose encore une fois sur le
the´ore`me de Mashke. 
Remarque : On fait exactement le meˆme raisonnement pour les coprope´rades colibres puisque le
dg-S-bimodule sous-jacent F(V ) = Fc(V ) est le meˆme.
On poursuit la meˆme de´marche pour de´crire le PROP libre. Pour cela, on conside`re les signes
dus aux re`gles de Koszul-Quillen dans les isomorphismes de syme´trie du produit mono¨ıdal ⊗ des
S-bimodules. Avec ces re`gles de signes, on de´finit imme´diatement une diffe´rentielle δ sur S⊗(F(V )).
The´ore`me 85. Le PROP diffe´rentiel libre sur un dg-S-bimodule V est donne´ par la construction
S⊗(F(V )) munie de la diffe´rentielle δ.
En utilisant le the´ore`me de Mashke, on montre que le foncteur S⊗ est un foncteur exact. Et par
composition de foncteurs exacts, le foncteur PROP libre est un foncteur exact.
Proposition 86. Lorsque k est un corps de caracte´ristique nulle, le foncteur
S⊗ ◦ F : dg-S-biMod→ dg-PROPs
est un foncteur exact, c’est-a`-dire
H∗(S⊗(F(V ))) = S⊗(F(H∗(V ))).
3.2. Prope´rades quasi-libres. Une prope´rade quasi-libre est une prope´rade libre mais dont
la diffe´rentielle est compose´e de la somme de deux termes : la diffe´rentielle canonique δ plus une
de´rivation.
De´finition (De´rivation). Soit P une prope´rade diffe´rentielle. Un morphisme d : P → P ho-
moge`ne de degre´ |d| de S-bimodules est appele´ de´rivation s’il ve´rifie l’identite´ suivante :
δ (µ((p1, . . . , pb)σ (p
′
1, . . . , p
′
a))) =
b∑
β=1
(−1)(|p1|+···+|pβ−1|)|d|µ((p1, . . . , δ(pβ), . . . , pb)σ (p′1, . . . , p
′
a)) +
a∑
α=1
(−1)(|p1|+···+|pb|+|p
′
1|+···+|p′α−1|)|d|µ((p1, . . . , pb)σ (p′1, . . . , δ(p
′
α), . . . , p
′
a)).
Par exemple, la diffe´rentielle δ d’une prope´rade diffe´rentielle est une de´rivation homoge`ne de degre´
−1 telle que δ2 = 0. Remarquons que si d est une de´rivation homoge`ne de degre´ −1 alors la
somme δ + d est encore une de´rivation de meˆme degre´. Et dans ce cas, comme δ2 = 0, l’e´quation
(δ + d)2 = 0 est e´quivalente a` δd+ dδ + d2 = 0.
Remarque : Dualement, pour une coprope´rade diffe´rentielle C, on de´finit la notion de code´rivation.
On s’inte´resse maintenant a` la forme des de´rivations sur la prope´rade diffe´rentielle libre F(V ).
Lemme 87. Soit F(V ) la prope´rade libre sur le dg-S-bimodule V . Pour tout morphisme homoge`ne
θ : V → F(V ), il existe une unique de´rivation homoge`ne de meˆme degre´ dθ : F(V ) → F(V )
telle que sa restriction a` V ⊂ F(V ) corresponde a` θ. Cette correspondance est bijective. De plus,
si θ : V → F(r)(V ) alors, on a dθ
(
F(s)(V )
)
⊂ F(r+s−1)(V ).
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De´monstration. Soit g un graphe a` n sommets. On de´finit dθ sur un repre´sentant d’une classe
d’e´quivalence pour la relation ≡ (de´placement vertical des sommets au signe pre`s) associe´ au
graphe g. Cela revient a` choisir un ordre pour e´crire les e´le´ments de V qui indicent les sommets
de g. Ecrivons
⊗n
i=1 νi ce repre´sentant, avec νi ∈ V . On pose alors
dθ(
n⊗
i=1
νi) =
n∑
i=1
(−1)|ν1|+···+|νi−1|
 i−1⊗
j=1
νj
⊗ θ(νi)⊗
 n⊗
j=i+1
νj
 .
Un calcul rapide montre que cette application est bien constante sur la classe d’e´quivalence pour
la relation ≡ (la ve´rification est du meˆme que celle du lemme 60 et fait appel aux signes de´finis
pour la relation ≡ dans le cadre diffe´rentiel). En fait, l’application dθ revient a` effectuer θ a` chaque
e´le´ment de V indic¸ant un sommet du graphe g. (Comme θ est un morphisme de S-bimodules, entre
autre, l’application dθ passe bien au quotient pour la relation ≈.)
La surjectivite´ du produit µ sur la prope´rade libre F(V ) montre l’unicite´ de la de´rivation dθ ainsi
que le fait que toute de´rivation soit de cette forme.
Enfin, si l’application θ associe a` un e´le´ment de V , des e´le´ments de F(V ) qui s’e´crivent avec des
graphes a` r sommets (θ cre´e r−1 sommets), alors on voit de la forme de dθ donne´e pre´ce´demment
que dθ
(
F(s)(V )
)
⊂ F(r+s−1)(V ). 
On a le lemme dual dans le cadre des coprope´rades.
Lemme 88. Soit Fc(V ) la coprope´rade colibre connexe sur le dg-S-bimodule V . Pour tout mor-
phisme homoge`ne θ : Fc(V ) → V , il existe une unique code´rivation homoge`ne de meˆme degre´
dθ : F
c(V ) → Fc(V ) telle que sa projection sur V corresponde a` θ. Cette correspondance est
bijective. De plus, si θ : Fc(V )→ V est nulle sur toutes les composantes Fc(s)(V ) ⊂ F
c(V ), pour
s 6= r, alors, on a dθ
(
F(s+r−1)(V )
)
⊂ F(s)(V ), pour tout s > 0.
Graphiquement, effectuer la code´rivation dθ sur un e´le´ment de Fc(V ) repre´sente´ par un graphe g
revient a` appliquer θ a` tous les sous-graphes possibles de g.
On peut maintenant donner la de´finition d’une prope´rade quasi-libre.
De´finition. (Prope´rade quasi-libre)
Une prope´rade quasi-libre P est une prope´rade diffe´rentielle dont le S-bimodule gradue´ sous-jacent
est de la forme P = F(V ) mais dont la diffe´rentielle δθ : F(V )→ F(V ) est e´gale a` la somme de
la diffe´rentielle canonique δ sur la prope´rade libre avec une de´rivation dθ, soit δθ = δ + dθ.
Graˆce au lemme pre´ce´dent, on sait que toute de´rivation dθ est de´termine´e par sa restriction sur V ,
θ : V → F(V ). Ainsi, l’inclusion V → F(V ) est un morphisme de dg-S-bimodules si et seulement
si θ est nul. Par contre, la condition pour que la projection F(V ) → V soit un morphisme de
dg-S-bimodules est moins restrictive.
Proposition 89. La projection F(V ) → V est un morphisme de dg-S-bimodules si et seulement
si θ(V ) ⊂
⊕
r≥2F(r)(V ).
Dans ce cas, on a dθ (F(V )) ⊂
⊕
r≥2F(r)(V ), et alors le quotient inde´composable de la prope´rade
quasi-libre P = F(V ) est isomorphe, en tant que dg-S-bimodule, a` V .
En dualisant, on a la notion de coprope´rade quasi-colibre.
De´finition (Coprope´rade quasi-colibre). Une coprope´rade quasi-colibre C est une coprope´rade
diffe´rentielle dont le S-bimodule gradue´ sous-jacent est de la forme C = Fc(V ) mais dont la
diffe´rentielle δθ : Fc(V ) → Fc(V ) est e´gale a` la somme de la diffe´rentielle canonique δ sur la
coprope´rade libre avec une code´rivation dθ, soit δθ = δ + dθ.
Le lemme pre´ce´dent sur les code´rivations des coprope´rades colibres montrent que la projection
Fc(V )→ V est un morphisme de dg-S-bimodules si et seulement si θ est nulle. Alors que l’inclusion
V → Fc(V ) est un morphisme de dg-S-bimodules si et seulement si θ est nulle sur Fc(1)(V ) = V .
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Exemples : Les deux exemples fondamentaux de coprope´rades et prope´rades quasi-libres sont
donne´s par la bar construction Fc
(
ΣP
)
et la cobar construction F
(
Σ−1C
)
re´duites. Ces deux
constructions sont e´tudie´es en de´tail dans le chapitre suivant.
3.3. PROPs quasi-libres. On fait la meˆme e´tude pour les PROPs quasi-libres.
De´finition. Soit P un PROP diffe´rentiel. Un morphisme d : P → P homoge`ne de degre´ |d| de
S-bimodules est appele´ de´rivation si d est une de´rivation pour la prope´rade Uc(P) et pour l’alge`bre
(P ,⊗, conc). Cette dernie`re condition s’e´crit
δ(conc(p⊗ q)) = conc(δ(p)⊗ q) + (−1)|p||d|conc(p⊗ δ(q)).
On a le meˆme type de lemme que dans le cas des prope´rades.
Lemme 90. Soit S⊗(F(V )) le PROP libre sur le dg-S-bimodule V . Pour tout morphisme homoge`ne
θ : V → S⊗(F(V )), il existe une unique de´rivation homoge`ne de meˆme degre´ dθ : S⊗(F(V )) →
S⊗(F(V )) telle que sa restriction a` V ⊂ S⊗(F(V )) corresponde a` θ. Cette correspondance est
bijective. De plus, si θ : V → S⊗(F(V ))(r) alors, on a dθ
(
S⊗(F(V ))(s)
)
⊂ S⊗(F(V ))(r+s−1).
La de´rivation dθ applique´e a` un e´le´ment de S⊗(F(V )) repre´sente´ par un graphe g s’e´crit avec une
sommme indice´e par l’ensemble des sommets ν du graphe g de graphes ou` on remplace l’ope´ration
place´e au sommet ν par son image via θ.
De´monstration. La de´monstration est la meˆme que dans le cas des prope´rades. ✷
Dualement, on la notion de code´rivation sur les coPROPs et le lemme suivant.
Lemme 91. Soit S⊗(Fc(V )) le coPROP colibre sur le dg-S-bimodule V . Pour tout morphisme
homoge`ne θ : S⊗(Fc(V )) → V , il existe une unique code´rivation homoge`ne de meˆme degre´ dθ :
S⊗(Fc(V ))→ S⊗(Fc(V )) telle que sa projection sur V corresponde a` θ. Cette correspondance est
bijective. De plus, si θ : S⊗(Fc(V )) → V est nulle sur toutes les composantes S⊗(Fc(V ))(s) ⊂
S⊗(Fc(V )), pour s 6= r, alors, on a dθ
(
S⊗(F(V ))(s+r−1)
)
⊂ S⊗(F(V ))(s), pour tout s > 0.
Graphiquement, effectuer la code´rivation dθ sur un e´le´ment de S⊗(Fc(V )) repre´sente´ par un graphe
g revient a` appliquer θ a` tous les sous-graphes possibles de g.
La de´finition de PROP quasi-libre est semblable a` celle de prope´rade quasi-libre.
De´finition (PROP quasi-libre). On appelle PROP quasi-libre, un PROP diffe´rentiel P dont le
S-bimodule gradue´ sous-jacent est un PROP libre S⊗(F(V )) et dont la diffe´rentielle δθ est la
somme de la diffe´rentielle canonique δ et d’une de´rivation dθ.
Dualement, on a la notion de coPROP quasi-colibre.
De´finition (coPROP quasi-colibre). Un coPROP quasi-colibre C est un coPROP diffe´rentiel
dont le S-bimodule gradue´ sous-jacent est de la forme S⊗(F c(V )) mais dont la diffe´rentielle δθ :
S⊗(Fc(V )) → S⊗(Fc(V )) est e´gale a` la somme de la diffe´rentielle canonique δ sur le coPROP
colibre avec une code´rivation dθ, soit δθ = δ + dθ.
Exemples : Les deux principaux exemples de PROPs et de coPROPs quasi-libres sont donne´s
par la bar et la cobar constructions re´duites qui font l’objet du chapitre suivant.
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Bar et cobar constructions
On ge´ne´ralise ici les bar et cobar constructions des alge`bres et des ope´rades aux prope´rades et aux
PROPs. Pour cela, on e´tudie d’abord les proprie´te´s des produits et coproduits partiels. Puis, on
de´finit la bar et la cobar construction en commenc¸ant par leurs versions re´duites pour passer ensuite
a` la version a` coefficients. Ces bar constructions posse`dent de bonnes proprie´te´s homologiques,
elles permettront d’obtenir des re´solutions pour les prope´rades et les PROPs diffe´rentiels (cf.
the´ore`me 125 et le chapitre 7). Afin d’e´tablir ces re´solutions, nous commenc¸ons par montrer dans
ce chapitre que les bar et les cobar constructions augmente´es sont acycliques.
1. Produit et coproduit de composition partiel
Avant de donner la de´finition des deux bar constructions, nous rappelons ce qu’est la suspension
et la de´suspension d’un dg-S-bimodule ainsi que les proprie´te´s ve´rifie´es par les produits et les
coproduits de composition partiels.
1.1. Suspension d’un dg-S-bimodule. Soit Σ le S-bimodule gradue´ de´fini par{
Σ(0, 0) = k.s ou` s est un e´le´ment de degre´ +1,
Σ(m, n) = 0 sinon.
De´finition (Suspension ΣV ). On appelle suspension du dg-S-bimodule V , le dg-S-bimodule
ΣV = Σ⊗ V .
Cette ope´ration revient a` tensoriser par s de tous les e´le´ments de V . A v ∈ Vd−1 on associe donc
s⊗ v ∈ (ΣV )d que l’on note souvent Σv. Ainsi, (ΣV )d est naturellement isomorphe a` Vd−1. Selon
les principes e´nonce´s au chapitre pre´ce´dent, la diffe´rentielle sur ΣV est donne´e par la formule
δ(Σv) = −Σδ(v), pour tout v dans V . La suspension ΣV correspond donc a` l’introduction d’un
e´le´ment de degre´ +1 qu’il faut prendre en compte lors des permutations faisant intervenir des
signes (re`gles de Koszul-Quillen).
De la meˆme manie`re, on de´finit Σ−1 par{
Σ−1(0, 0) = k.s−1 ou` s est un e´le´ment de degre´ -1,
Σ−1(m, n) = 0 sinon.
De´finition (De´suspension Σ−1V ). On appelle de´suspension du dg-S-bimodule V , le dg-S-bimo-
dule Σ−1V = Σ−1 ⊗ V .
1.2. Produit de composition partiel. Soit (P , µ, η, ε) une prope´rade augmente´e. Comme
les graphes a` deux niveaux sont munis d’une bigraduation en fonction du nombre de sommets sur
chaque niveau, on peut de´composer le produit de composition µ de la manie`re suivante µ =⊕
r, s∈N µ(r, s), ou`
µ(r, s) : (I ⊕ P︸︷︷︸
r
)⊠c (I ⊕ P︸︷︷︸
s
)→ P .
De´finition (Produit de composition partiel). On appelle produit de composition partiel la re-
striction du produit de composition µ a` (I ⊕ P︸︷︷︸
1
)⊠c (I ⊕ P︸︷︷︸
1
). Le produit de composition partiel
correspond donc au µ(1, 1) pre´ce´dent.
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On peut remarquer que le produit de composition partiel correspond au produit ne faisant inter-
venir que deux e´le´ments non triviaux de P .
Remarque : Dans le cadre des ope´rades [GK], ce produit de composition partiel n’est autre que
le produit partiel note´ ◦i. Une particularite´ fondamentale des ope´rades est que ce produit partiel
engendre le produit global ◦ (toute composition peut s’e´crire avec un nombre fini de compositions
partielles successives).
Dans le cas des diope´rades (cf. [G]), l’auteur ne conside`re que les produits de composition partiels
ne faisant intervenir qu’une seule branche entre chaque sommet. Et dans le cas des 12 -PROPs
(cf. [MV]), les auteurs restreignent encore les produits partiels aux couples dont au moins une
ope´ration n’admet qu’une seule entre´e ou sortie. Deux ces deux cas, le produit mono¨ıdal e´tudie´
est celui engendre´ par les produits partiels.
Notons que le produit de composition des prope´rades est aussi engendre´ par les produits partiels
(cf. chapitre 6).
Lemme 92. Si (P , µ, η, ε) est une prope´rade diffe´rentielle augmente´e, alors le produit de compo-
sition partiel µ(1, 1) induit un morphisme homoge`ne de degre´ −1
θ : Fc(2)(ΣP)→ ΣP .
Rappelons que si P est un S-bimodule diffe´rentiel, la prope´rade libre F(ΣP) sur ΣP est bigradue´e.
La premie`re graduation vient du nombre d’ope´rations de ΣP utilise´es pour repre´senter un e´le´ment
de F(ΣP). On note cette graduation F(n)(ΣP). La deuxie`me graduation, ici le degre´ homologique,
est obtenu en effectuant la somme des degre´s des ope´rations de ΣP.
De´monstration. Soit (1, . . . , 1, Σq, 1, . . . , 1)σ(1, . . . , 1, Σp, 1, . . . , 1) un e´le´ment de degre´ ho-
mologique |q|+ |p|+ 2 de Fc(2)(ΣP). On de´finit θ par
θ ((1, . . . , 1, Σq, 1, . . . , 1)σ(1, . . . , 1, Σp, 1, . . . , 1)) =
(−1)|q|Σµ(1, 1)(1, . . . , 1, q, 1, . . . , 1)σ(1, . . . , 1, p, 1, . . . , 1).
Et comme P est une prope´rade gradue´e, ce dernier e´le´ment est de degre´ |q| + |p| + 1 soit un de
moins que son ante´ce´dent. 
Au morphisme homoge`ne θ, on peut associer une code´rivation dθ : Fc(ΣP)→ Fc(ΣP) graˆce au
lemme 88.
Proposition 93. La code´rivation dθ ve´rifie les proprie´te´s suivantes :
(1) L’e´quation δdθ + dθδ = 0 est vraie si et seulement si le produit de composition partiel
µ(1, 1) est un morphisme de dg-S-bimodules.
(2) On a toujours dθ
2 = 0.
De´monstration.
(1) D’apre`s le lemme 88, appliquer dθ a` un e´le´ment de Fc(ΣP) revient a` effectuer θ a` tous les
sous-graphes possibles du graphe repre´sentant cet e´le´ment. Ici, il suffit donc d’appliquer
θ a` tous les couples de sommets relie´s par au moins une branche et n’admettant aucun
sommet interme´diaire. Or pour un couple de sommets indice´s par Σq et Σp, on a d’une
part
δ ◦ dθ ((1, . . . , 1, Σq, 1, . . . , 1)σ(1, . . . , 1, Σp, 1, . . . , 1)) =
(−1)|q|δ
(
Σµ(1, 1)((1, . . . , 1, q, 1, . . . , 1)σ(1, . . . , 1, p, 1, . . . , 1))
)
=
(−1)|q|+1Σ δ
(
µ(1, 1)((1, . . . , 1, q, 1, . . . , 1)σ(1, . . . , 1, p, 1, . . . , 1))
)
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et d’autre part
dθ ◦ δ ((1, . . . , 1, Σq, 1, . . . , 1)σ(1, . . . , 1, Σp, 1, . . . , 1)) =
dθ
(
− (1, . . . , 1, Σδ(q), 1, . . . , 1)σ(1, . . . , 1, Σp, 1, . . . , 1) +
(−1)|q|(1, . . . , 1, Σq, 1, . . . , 1)σ(1, . . . , 1, Σδ(p), 1, . . . , 1)
)
=
(−1)|q|Σµ(1, 1)((1, . . . , 1, δ(q), 1, . . . , 1)σ(1, . . . , 1, p, 1, . . . , 1)) +
Σµ(1, 1)((1, . . . , 1, q, 1, . . . , 1)σ(1, . . . , 1, δ(p), 1, . . . , 1)).
Ainsi, δdθ + dθδ = 0 implique
δ
(
µ(1, 1)((1, . . . , 1, q, 1, . . . , 1)σ(1, . . . , 1, p, 1, . . . , 1))
)
=
µ(1, 1)((1, . . . , 1, δ(q), 1, . . . , 1)σ(1, . . . , 1, p, 1, . . . , 1)) +
(−1)|q|µ(1, 1)((1, . . . , 1, q, 1, . . . , 1)σ(1, . . . , 1, δ(p), 1, . . . , 1)),
c’est-a`-dire que le produit de composition partiel µ(1, 1) est un morphisme de dg-S-
bimodules. Dans l’autre sens, on conclut en remarquant qu’effectuer δdθ + dθδ revient a`
faire une somme d’expressions du type pre´ce´dent.
(2) Pour montrer que dθ
2 = 0, il faut s’inte´resser aux paires de couples distincts de sommets
d’un graphe. Deux cas de figure sont possibles : soit on a affaire a` deux couples de sommets
dont les quatres sommets sont disctincts (a), soit les deux couples ont un sommet en
commun (b).
(a) Sur un e´le´ment de la forme
X ⊗ Σq1 ⊗ Σp1 ⊗ Y ⊗ Σq2 ⊗ Σp2 ⊗ Z,
on effectue θ deux fois en commenc¸ant par un couple diffe´rent a` chaque fois, ce qui
donne(
(−1)|X|+|q1|(−1)|X|+|q1|+|p1|+1+|Y |+|q2| + (−1)|X|+|q1|+|p1|+|Y |+|q2|(−1)|X|+|q1|
)
X ⊗ Σµ(1, 1)(q1 ⊗ p1)⊗ Y ⊗ Σµ(1, 1)(q2 ⊗ p2)⊗ Z = 0.
(b) Dans ce cas, deux configurations sont possibles
– Le sommet commun peut eˆtre entre les deux autres sommets (dans le sens du
graphe) (cf. figure 1 ).
Σp
Σq
Σr
Fig. 1 –
Alors, sur un e´le´ment de la forme
X ⊗ Σr ⊗ Σq ⊗ Σp⊗ Y,
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si on applique θ deux fois en commenc¸ant par un couple diffe´rent a` chaque fois,
on trouve
(−1)|X|+|r|(−1)|X|+|r|+|q|X ⊗ Σµ(1, 1)(µ(1, 1)(r ⊗ q)⊗ p)⊗ Y +
(−1)|X|+|r|+1+|q|(−1)|X|+|r|X ⊗ Σµ(1, 1)(r ⊗ µ(1, 1)(q ⊗ p))⊗ Y = 0,
par associativite´ du produit partiel µ(1, 1) (qui vient de celle de µ).
– Sinon, le sommet commun est au-dessus (cf. figure 2) ou en dessous des deux
autres.
Σp
Σr
||||||||
Σq
Fig. 2 –
On fait le meˆme calcul que pre´ce´demment pour un e´le´ment de cette forme pour
obtenir
(−1)|X|+|r|+1+|q|(−1)|X|+|r|X ⊗ Σµ(1, 1)(r ⊗ µ(1, 1)(q ⊗ p))⊗ Y +
(−1)(|r|)+1(|q|+1)+|X|+|q|+1+|r|(−1)|X|+|q|X ⊗ Σµ(1, 1)(q ⊗ µ(1, 1)(r ⊗ p))⊗ Y = 0.
En effet, l’associativite´ de µ(1, 1) donne
µ(1, 1)(q ⊗ µ(1, 1)(r ⊗ p)) = (−1)
|r||q|µ(1, 1)(r ⊗ µ(1, 1)(q ⊗ p)).
On conclut en remarquant que le re´sultat de l’application dθ
2 est une somme d’expressions
des deux formes pre´ce´dentes. 
Remarque : Ce sont les re`gles naturelles sur les signes qui permettent d’avoir cette proposi-
tion. Dans les articles de [GK] et [G], ces signes sont exprime´s sous la forme de l’ope´rade (resp.
diope´rade) Det.
De´finition (Sommets adjacents). On appelle sommets adjacents tout couple de sommets d’un
graphe relie´s par au moins une branche et n’admettant aucun sommet interme´diaire. Ils correspon-
dent a` des sous-graphes de la forme F(2)(V ) et sont les couples composables par la code´rivation
dθ.
Remarque : La code´rivation dθ consiste a` composer les couples de sommets adjacents. Pour
de´finir l’homologie des graphes, M. Kontsevich avait introduit dans [Ko] la notion d’edge contrac-
tion. Cette notion revient a` composer deux sommets relie´s par une seule branche. Dans le cas des
ope´rades (arbres) et des diope´rades (graphes de genre 0), les sommets adjacents sont relie´s entre
eux par une seule branche, on retrouve alors cette notion (cf. [GK] et [G]). La code´rivation dθ est
donc la ge´ne´ralisation naturelle de cette notion d’edge contraction.
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1.3. Coproduit partiel. On peut dualiser les re´sultats de la partie pre´ce´dente.
De´finition (Coproduit partiel). Soit (C, ∆, ε, η) une coprope´rade coaugmente´e. On appelle co-
produit partiel la composition d’applications
C
∆
−→ C ⊠c C ։ (I ⊕ C︸︷︷︸
1
)⊠c (I ⊕ C︸︷︷︸
1
),
note´e ∆(1, 1).
Lemme 94. Pour toute coprope´rade diffe´rentielle coaugmente´e (C, ∆, ε, η), le coproduit partiel
induit un morphisme homoge`ne de degre´ −1
θ′ : Σ−1C¯ → F(2)(Σ−1C¯).
De´monstration. Soit c un e´le´lment de C¯. En s’inspirant des notations de Sweedler, posons
∆(1, 1)(c) =
∑
(c′, c′′)
(1, . . . , 1, c′, 1, . . . , 1)σ(1, . . . , 1, c′′, 1, . . . , 1).
Alors θ′(Σ−1c) de´fini par
θ′(Σ−1c) = −
∑
(c′, c′′)
(−1)|c
′|(1, . . . , 1, Σ−1 c′, 1, . . . , 1)σ(1, . . . , 1, Σ−1 c′′, 1, . . . , 1),
convient. 
Remarque : Le signe − apparaissant devant le symbole Σ dans la dernie`re expression n’est pas es-
sentiel ici. Il deviendra par contre fondamental dans la de´monstration de la re´solution bar-cobar(cf.
the´ore`me 125).
Graˆce au lemme 87, au morphisme θ′ on peut associer une de´rivation dθ′ : F(Σ−1C¯)→ F(Σ−1C¯)
de degre´ −1 ve´rifiant la proposition suivante :
Proposition 95.
(1) L’e´quation δdθ′ + dθ′δ = 0 est vraie si et seulement si le coproduit partiel ∆(1, 1) est un
morphisme de dg-S-bimodules.
(2) On a toujours dθ′
2 = 0.
De´monstration. La de´monstration du lemme 87 montre qu’effectuer dθ′ sur un e´le´ment de
F(Σ−1C¯) revient a` appliquer θ′ a` chaque sommet du graphe repre´sentant le dit e´le´ment. Ainsi, les
arguments pour montrer cette proposition sont du meˆme type que pour la proposition pre´ce´dente.
Notamment le deuxie`me point vient de la coassociativite´ de ∆(1, 1) qui vient de celle de ∆ et des
re`gles de signes. 
Remarque : La de´rivation dθ′ revient a` effectuer le coproduit partiel sur toutes les ope´rations
indic¸ant un sommet. Cette de´rivation est la ge´ne´ralisation naturelle de la notion de vertex expansion
introduite par M. Kontsevich [Ko] dans le cadre de la cohomologie des graphes. Dans le cas des
alge`bres et des ope´rades, la de´rivation dθ′ correspond a` la ”vertex expansion” des arbres.
2. Bar et cobar constructions
A l’aide des deux propositions pre´ce´dentes, on peut maintenant de´finir la bar et la cobar construc-
tion des prope´rades. Puis nous ge´ne´ralisons ces deux constructions au cadre des PROPs.
2.1. Bar et cobar constructions re´duites.
De´finition (Bar construction re´duite). A tout prope´rade diffe´rentielle augmente´e (P , µ, η, ε), on
peut associer la coprope´rade quasi-colibre B¯(P) = Fc(ΣP) munie de la diffe´rentielle δθ = δ + dθ,
ou` θ est le morphisme induit par le produit partiel sur P (cf. lemme 92). Cette coprope´rade
quasi-colibre est appele´e bar construction re´duite de P .
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L’e´galite´ δθ
2 = 0 vient de δdθ + dθδ = 0 et de dθ
2 = 0.
Si on pose B¯(s)(P) = F
c
(s)(ΣP), alors dθ de´finit le complexe
· · ·
dθ // B¯(s)(P)
dθ // B¯(s−1)(P)
dθ // · · ·
dθ // B¯(1)(P)
dθ // B¯(0)(P).
En raisonnant de manie`re duale, on obtient la de´finition suivante :
De´finition (Cobar construction re´duite). A tout coprope´rade diffe´rentielle coaugmente´e (C, ∆,
ε, η), on peut associer la prope´rade quasi-libre B¯c(C) = F(Σ−1C¯) munie de la diffe´rentielle δθ′ =
δ+dθ′ , ou` θ
′ est le morphisme induit par le coproduit partiel sur C (cf. lemme 94). Cette prope´rade
quasi-libre est appele´e cobar construction re´duite de C .
A nouveau dθ′ de´finit un complexe
B¯c(0)(C)
dθ′ // B¯c(1)(C)
dθ′ // · · ·
dθ′ // B¯c(s)(C)
dθ′ // B¯c(s+1)(C)
dθ′ // · · · .
Remarque : Lorsque P (resp. C) est une alge`bre ou une ope´rade (resp. coge`bre ou une coope´rade),
on retombe sur les de´finitions classiques (cf. Se´minaire H. Cartan [C] et [GK]).
2.2. Bar construction a` coefficients. Soit (P , µ, η, ε) une prope´rade diffe´rentielle aug-
mente´e. Sur B¯(P), on de´finit deux morphismes homoge`nes θr : B¯(P) → B¯(P) ⊠c P et θl :
B¯(P)→ P ⊠c B¯(P) de degre´ −1 par
θr : B¯(P) = F
c(ΣP)
∆
−→ Fc(ΣP)⊠c F
c(ΣP)։ Fc(ΣP)⊠c (I ⊕ P︸︷︷︸
1
),
et par
θl : B¯(P) = F
c(ΣP)
∆
−→ Fc(ΣP)⊠c F
c(ΣP)։ (I ⊕ P︸︷︷︸
1
)⊠c F
c(ΣP).
Remarquons que ces deux morphismes reviennent a` extraire, un par un, les sommets extre´maux
(en haut et en bas) d’un graphe repre´sentant un e´le´ment de Fc(ΣP).
Lemme 96. Le morphisme θr induit un morphisme homoge`ne dθr de degre´ −1
dθr : B¯(P)⊠c P → B¯(P)⊠c P .
Et le dg-S-bimodule B¯(P) ⊠c P muni de la somme de la diffe´rentielle canonique δ avec la co-
de´rivation dθ de´finie sur B¯(P) et du morphisme dθr est un P-module quasi-libre analytique (a`
droite).
De´monstration. Le de´monstration du lemme de´coule principalement des de´finitions du chapitre
3. Seul point difficile, l’e´quation (δ + dθ + dθr)
2 = 0. On sait de´ja`, graˆce aux propositions de la
section pre´ce´dente que (δ + dθ)
2 = 0. Quant aux e´quations{
(δ + dθ)dθr + dθr (δ + dθ) = 0 et
dθr
2 = 0,
elles se de´montrent de la meˆme manie`re que la proposition 93 en e´crivant soigneusement les re`gles
sur les signes. 
On peut remarquer que le morphisme dθr revient a` e´creˆter les sommets se situant en haut des
graphes repre´sentant des e´le´ments de B¯(P) puis a` composer les ope´rations de P ainsi obtenues
avec celle de P issues de la premie`re ligne de B¯(P)⊠ P .
De´finition (Bar construction augmente´e a` droite). Le P-module quasi-libre analytique B¯(P)⊠cP
est appele´ bar construction augmente´e a` droite.
On peut faire exactement le meˆme raisonnement pour θl, dθl et la bar construction augmente´e a`
gauche P ⊠c B¯(P).
Nous de´montrons dans la prochaine section que, comme dans le cas des alge`bres et des ope´rades,
les deux bar constructions augmente´es (a` gauche et a` droite) sont toujours acycliques.
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Posons B(P , P , P) = P ⊠c B¯(P) ⊠c P . De la meˆme manie`re que pre´ce´demment, les morphismes
θr et θl induisent sur B(P , P , P) deux morphismes homoge`nes de degre´ −1 :
dθr , dθl : B(P , P , P)→ B(P , P , P).
Ainsi, on de´finit sur B(P , P , P) une diffe´rentielle d par la somme de plusieurs termes :
• la diffe´rentielle canonique δ induite par celle de P ,
• la code´rivation dθ de´finie sur B¯(P),
• du morphisme homoge`ne dθr de degre´ −1,
• du morphisme homoge`ne dθl de degre´ −1.
Lemme 97. Le morphisme d ainsi de´fini ve´rifie l’e´quation d2 = 0.
De´monstration. Encore une fois, la de´monstration repose sur les re`gles de signes. Les calcus
sont du meˆme style que ceux de la proposition 93. 
De´finition (Bar construction a` coefficients). Soient L un P-module diffe´rentiel a` droite et R un
P-module diffe´rentiel a` gauche. A toute prope´rade diffe´rentielle augmente´e (P , µ, η, ε), on peut
associer la bar construction a` coefficients dans L et R de´finie par le dg-S-bimodule B(L, P , R) :=
L⊠cPB(P , P , P)⊠cPR muni de la diffe´rentielle induite par d et par celles de L et R note´es δL et
δR.
Proposition 98. La bar construction B(L, P , R) a` coefficients dans les modules L et R est
isomorphe, en tant que dg-S-bimodule, a` L⊠c B¯(P)⊠cR muni de la diffe´rentielle d, de´finie par la
somme des termes suivants
• la diffe´rentielle canonique δ induite par celle de P sur B¯(P),
• la diffe´rentielle canonique δL induite par celle de L,
• la diffe´rentielle canonique δR induite par celle de R,
• la code´rivation dθ de´finie sur B¯(P),
• d’un morphisme homoge`ne dθR de degre´ −1,
• d’un morphisme homoge`ne dθL de degre´ −1.
De´monstration. Il s’agit de bien comprendre comment le morphisme dθr donne, apre`s passage
au produit mono¨ıdal relatif, un morphisme homoge`ne dθR . En fait, le morphisme dθR correspond
a` la composition
L⊠c B¯(P)⊠c R
θ˜r // L⊠c B¯(P)⊠c P ⊠c R
L⊠cB¯(P)⊠cr // L⊠c B¯(P)⊠c R,
ou` le morphisme θ˜r est induit par θr de la manie`re suivante : sur un e´le´ment de L⊠c B¯(P)⊠c R,
que l’on repre´sente par
l1 ⊗ · · · ⊗ lb ⊗ b1 ⊗ · · · ⊗ bs ⊗ r1 ⊗ · · · ⊗ ra,
le morphisme θ˜r vaut
s∑
i=1
(−1)|bi|(|bi+1|+···+|bs|)(−1)|l1|+···+|lb|+|b1|+···+|bi−1|+|bi+1|+···+|bs|
l1 ⊗ · · · ⊗ lb ⊗ b1 ⊗ · · · ⊗ bi−1 ⊗ bi+1 ⊗ · · · ⊗ bs ⊗ θr(bi)⊗ r1 ⊗ · · · ⊗ rb.
Il en va de meˆme pour dθL . 
De cette expression de la bar construction a` coefficients de´coule imme´diatement le corollaire suiv-
ant.
Corollaire 99.
– La bar construction re´duite B¯(P) correspond a` la bar construction avec des coefficients trivaux
L = R = I, c’est-a`-dire B¯(P) = B(I, P , I).
– Le complexe de chaˆınes B(L, P , P) = L⊠c B¯(P)⊠c P (resp. B(P , P R) = P ⊠c B¯(P)⊠cR) est
un P-module quasi-libre analytique a` droite (resp. a` gauche)
69
CHAPITRE 4. BAR ET COBAR CONSTRUCTIONS
2.3. Cobar construction a` coefficients. En dualisant les arguments pre´ce´dents, on ob-
tient la cobar construction a` coefficients.
Soit (C, ∆, ε, η) une coprope´rade diffe´rentielle coaugmente´e et soient (L, l) et (R, r) deux C-
comodules diffe´rentiels respectivement a` droite et a` gauche.
Ces deux C-comodules induisent les applications θ′L et θ
′
R suivantes :
θ′R : R
r
−→ C ⊠c R։ (I ⊕ C¯︸︷︷︸
1
)⊠c R,
θ′L : L
r
−→ L⊠c C ։ L⊠c (I ⊕ C¯︸︷︷︸
1
).
Lemme 100. Les deux applications θ′R et θ
′
L induisent chacune un morphisme homoge`ne de degre´
−1 de la forme suivante sur L⊠c B¯c(C)⊠c R :
dθ′
R
: L⊠c B¯c(C)⊠c R
θ˜′R // L⊠c B¯c(C)⊠c (I ⊕ C¯︸︷︷︸
1
)⊠c R //
L⊠c B¯c(C)⊠c (I ⊕ Σ
−1C¯︸ ︷︷ ︸
1
)⊠c R
L⊠cµB¯c(C)⊠cR // L⊠c B¯c(C)⊠c R ,
θ′L : dθ′L : L⊠c B¯
c(C)⊠c R
θ˜′
L // L⊠c (I ⊕ C¯︸︷︷︸
1
)⊠c B¯c(C)⊠c R //
L⊠c (I ⊕ Σ
−1C¯︸ ︷︷ ︸
1
)⊠c B¯c(C)⊠c R
L⊠cµB¯c(C)⊠cR // L⊠c B¯c(C)⊠c R .
Proposition 101. Sur le S-bimodule gradue´ L ⊠c B¯c(C) ⊠c R, on a une diffe´rentielle d donne´e
par la somme des termes suivants :
• la diffe´rentielle canonique δ induite par celle de C sur B¯c(C),
• la diffe´rentielle canonique δL induite par celle de L,
• la diffe´rentielle canonique δR induite par celle de R,
• la de´rivation dθ de´finie sur B¯c(C),
• du morphisme homoge`ne dθ′
R
de degre´ −1,
• du morphisme homoge`ne dθ′
L
de degre´ −1.
De´finition (Cobar construction a` coefficients). Le dg-S-bimodule L ⊠c B¯c(C) ⊠c R muni de la
diffe´rentielle d est appele´ cobar construction a` coefficients dans L et R et est note´ Bc(L, C, R).
Corollaire 102.
– La cobar construction re´duite B¯c(C) correspond a` la cobar construction a` coefficients dans le
C-comodule trivial I.
– Le complexe de chaˆınes Bc(L, C, C) = L⊠c B¯c(C)⊠c C (resp. B(C, C, R) = C⊠c B¯c(C)⊠cR) est
un C-comodule quasi-colibre analytique a` droite (resp. a` gauche)
2.4. Bar et cobar constructions des PROPs. Par concate´nation, on e´tend naturellement
les de´finitions pre´ce´dentes au cadre des PROPs.
De´finition (Bar construction re´duite d’un PROP). Soit (P , µ, conc) un PROP diffe´rentiel aug-
mente´. On appelle bar construction re´duite du PROP P le coPROP quasi-colibre de´fini par le
S-bimodule S⊗(Fc(ΣP)) muni de la diffe´rentielle δθ, somme de la diffe´rentielle canonique δ avec
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l’unique code´rivation dθ qui prolonge le morphisme θ induit par le produit partiel
µ(1, 1) : (I ⊕ P︸︷︷︸
1
)⊠c (I ⊕ P︸︷︷︸
1
)→ P .
On la note aussi B¯(P).
Etant donne´ que la code´rivation se fait composante connexe par composante connexe, la bar
construction PROPique est un complexe obtenu par concate´nation de la bar construction prope´-
radique.
Proposition 103. On a l’isomorphisme de coPROPs diffe´rentiels suivant
B¯(P) = S⊗(B¯(Uc(P))).
Dualement, on de´finit la cobar construction sur un coPROP.
De´finition (Cobar construction re´duite d’un coPROP). Soit (C, ∆, deconc) un coPROP diffe´ren-
tiel coaugmente´ . On appelle cobar construction re´duite du coPROP C le PROP quasi-libre de´fini
par le S-bimodule S⊗(F(Σ−1C¯)) muni de la diffe´rentielle δθ′ , somme de la diffe´rentielle canonique
δ avec l’unique de´rivation dθ′ qui prolonge le morphisme θ
′ induit par le coproduit partiel
∆(1, 1) : C¯
∆
−→ C ⊠ C ։ (I ⊕ C¯︸︷︷︸
1
)⊠c (I ⊕ C¯︸︷︷︸
1
).
On la note aussi B¯c(C).
Comme la de´rivation dθ′ pre´serve les composantes connexes, la cobar construction d’un coPROP
est l’alge`bre syme´trique libre sur la cobar construction de la coprope´rade associe´e.
Proposition 104. On a un isomorphisme de PROPs diffe´rentiels
B¯c(C) = S⊗(B¯c(Uc(C))).
De la meˆme manie`re que pour les prope´rades, on de´finit la bar et la cobar constructions a` coeffi-
cients dans un P-module (comodule) a` droite L et un P-module (comodule) a` gauche R ainsi que
les bar et cobar constructions augmente´es.
Proposition 105. Soit (P , µ, conc) un PROP diffe´rentiel augmente´. Soient L un P-module diffe´-
rentiel a` droite et R un P-module diffe´rentiel a` gauche. On a l’isomorphisme de S-bimodules
diffe´rentiels
L⊠ B¯(P)⊠R = S⊗
(
L⊠c B¯(Uc(P))⊠c R
)
.
3. Acyclicite´ des bar et cobar constructions augmente´es
Lorsque P est une alge`bre, c’est-a`-dire que le dg-S-bimodule P est nul en dehors de P(1, 1) = A,
on sait que la bar construction augmente´e (a` gauche comme a` droite) sur l’alge`bre unitaire A
est acyclique. Pour de´montrer cela, on introduit directement une homotopie contractante (cf.
Se´minaire H. Cartan [C]). Dans le cas des ope´rades, B. Fresse montre que la bar construction
augmente´e a` gauche P ◦ B¯(P) est acyclique, a` nouveau, en exhibant une homotopie contractante.
Cette homotopie repose sur le fait que le produit mono¨ıdal ◦ est line´aire a` gauche. Et l’acyclicite´
de la bar construction augmente´e a` droite de´coule ensuite du re´sultat pre´ce´dent et des lemmes
de comparaisons sur les modules quasi-libres (cf. [Fr] section 4.6). Dans le cadre ge´ne´ral des
prope´rades, comme le produit mono¨ıdal ⊠c n’est line´aire ni a` gauche, ni a` droite, il faut affiner ces
arguments. On commence ainsi par de´finir une filtration sur le complexe
(
P ⊠c B¯(P), d
)
. Cette
filtration induit une suite spectrale E∗p, q convergente. Enfin on montre que les complexes
(
E0p, ∗, d0
)
sont acycliques pour p > 0 en introduisant une homotopie contractante du meˆme type que dans
le cas des alge`bres et des ope´rades. On proce`de de la meˆme manie`re pour montrer que les deux
cobar constructions coaugmente´es a` droite et a` droite sur une coprope´rade gradue´e par un poids
sont acycliques. Et comme le foncteur S⊗ est un foncteur exact, on en conclut l’acyclicite´ des bar
et cobar constructions augmente´es dans le cas PROPique.
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3.1. Acyclicite´ de la bar construction augmente´e. Le dg-S-bimodule P ⊠c B¯(P) est
l’image du foncteur
P 7→ (I ⊕ P)⊠c F
c(ΣP).
Ce foncteur est analytique scinde´, c’est-a`-dire qu’il est la somme directe de foncteurs polynomiaux
en P scinde´s (cf. chapitre 1 section 8). Pour voir cela, il suffit de conside´rer le nombre de sommets
non re´duits (indice´s par des e´le´ments de P) qui composent un repre´sentant d’un e´le´ment de
(I ⊕ P)⊠c Fc(ΣP). On note cette de´composition :
P ⊠c B¯(P) =
⊕
s∈N
(
P ⊠c B¯(P)
)
(s)
.
On conside`re alors la filtration de´finie par
Fi = Fi
(
P ⊠ B¯(P)
)
=
⊕
s≤i
(
P ⊠c B¯(P)
)
(s)
.
Ainsi, Fi est compose´e des e´le´ments de P ⊠ B¯(P) repre´sentables par des graphes admettant au
plus i sommets non re´duits.
Lemme 106. La filtration Fi du dg-S-bimodule P ⊠c B¯(P) est stable par la diffe´rentielle d de la
bar construction augmente´e.
De´monstration. Le lemme 96 donne la forme de la diffe´rentielle d. Celle-ci est la somme de trois
termes :
(1) La diffe´rentielle δ issue de celle de P . Cette dernie`re laisse invariant le nombre d’e´le´ments
de P . Ainsi, on a δ(Fi) ⊂ Fi.
(2) La code´rivation dθ de la bar construction re´duite B¯(P). Cette application consiste a`
composer des pairs de sommets. Elle ve´rifie donc dθ(Fi) ⊂ Fi−1.
(3) Le morphisme dθl . Ce morphisme a pour effet d’e´creˆter une ope´ration ΣP de B¯(P) par
le bas, pour la composer ensuite avec des e´le´ments de P
P ⊠c B¯(P)→ P ⊠c (I ⊕ P)⊠c B¯(P)→ P ⊠c B¯(P).
Le nombre global de sommets en P est donc de´croissant. Ce qui s’e´crit dθl(Fi) ⊂ Fi. 
De ce lemme, on obtient que la filtration Fi induit une suite spectrale note´e E
∗
p, q, dont le premier
terme vaut
E0p, q = Fp
(
(P ⊠c B¯(P))p+q
)
/Fp−1
(
(P ⊠c B¯(P))p+q
)
,
ou` p + q repre´sente le degre´ homologique. Ainsi, le module E0p, q est donne´ par les graphes a` p
sommets non re´duits E0p, q =
((
P ⊠c B¯(P)
)
(p)
)
p+q
et la diffe´rentielle d0 est la somme de deux
termes d0 = δ + d′θl . Cette dernie`re application d
′
θl
est e´quivalente a` l’application dθl lorsqu’elle
ne diminue par le nombre global de sommets. De manie`re explicite, le morphisme d′θl consiste a`
e´creˆter une ope´ration ΣP de B¯(P) par le bas et a` l’inse´rer dans la ligne des e´le´ments de P , sans
composition avec des ope´rations de P . (La composition revient a` faire I ⊠c P → P). Dans tous
les autres cas ou` dθl exige une composition non triviale avec des e´le´ments de P , d
′
θl
est nulle (cf.
figure 3).
Remarquons que ce morphisme d′θl est homoge`ne de degre´ −1 (ΣP → P).
La suite spectrale E∗p, q se situe dans le demi-plan p ≥ 0.
On calcule l’homologie des complexes de chaˆınes
(
E0p, ∗, d
0
)
pour montrer que la suite spectrale
de´ge´ne`re au rang E1p, q.
Lemme 107. Au rang E1p, q on a
E1p, q =
{
I si p = q = 0,
0 sinon.
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De´monstration. Lorsque p = 0 on a
E00, q =
{
I si q = 0,
0 sinon.
et la diffe´rentielle d0 est nulle sur les modules E00, q. L’homologie de ces modules vaut donc
E10, q =
{
I si q = 0,
0 sinon.
Lorsque p > 0, pour chaque complexe de chaˆınes
(
E0p,∗, d
0
)
, on va exhiber une homotopie con-
tractante h.
Graˆce a` la proposition 62, on peut repre´senter un e´le´ment de P⊠B¯(P) par (p1, . . . , pr)σ(b1, . . . , bs).
Si p1 ∈ I, on pose
h ((p1, . . . , pr)σ(b1, . . . , bs)) = 0,
sinon on de´finit h par
h ((p1, . . . , pr)σ(b1, . . . , bs)) = (−1)
(|p1|+1)(|p2|+···+|pr |)(1, . . . , 1, p2, . . . , pr)σ′(b′, bi+1, . . . , bs),
ou` b′ = µF(ΣP) (Σp1 ⊗ (b1, . . . , bi)) avec b1, . . . , bi les e´le´ments de B¯(P) relie´s au sommet indice´
par p1 dans la repre´sentation graphique de (p1, . . . , pr)σ(b1, . . . , bs). Cette application h ne change
pas le nombre d’ope´rations P et est de degre´ homologique +1 (P → ΣP). Ainsi, on a h : E0p, q →
E0p, q+1. Intuitivement, l’application h revient a` prendre une ope´ration (non triviale) parmi la
ligne de P , a` la suspendre et a` la remonter d’un cran pour l’inclure dans celles de B¯(P). Cette
de´marche est la de´marche inverse de celle de d′θl . Ve´rifions maintenant que h est bien une homotopie
contractante, c’est-a`-dire que hd0 + d0h = id.
(1) L’application h anticommute avec δ, hδ+ δh = 0. Le calcul est similaire a` ceux effectue´s
pre´ce´demment. Encore une fois, le re´sultat vient des re`gles de signes et de la suspension
Σp1.
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(2) On a hd′θl + d
′
θl
h = id. De´ja`, on calcule d
′
θl
:
d′θl ((p1, . . . , pr)σ(b1, . . . , bs)) =∑
(−1)|p
′|(|pj+1|+···+|pr|+|b1|+···+|bk|)
(p1, . . . , p
′, pj+1 . . . , pr)σ˜(b1, . . . , bk, b′k+1, . . . , bs),
ou` bk+1 = µF(ΣP)(Σp
′ ⊗ b′k+1). Ensuite, on obtient
hd′θl ((p1, . . . , pr)σ(b1, . . . , bs)) =∑
(−1)|p
′|(|pj+1|+···+|pr|+|b1|+···+|bk|)+(|p1|+1)(|p2|+···+|p′|+···+|pr |)
(1, . . . , 1, p2, . . . , p
′, pj+1 . . . , pr)σ˜′(b′, bi+1, . . . , bk, b′k+1, . . . , bs).
Alors que le calcul de d′θlh donne
d′θlh ((p1, . . . , pr)σ(b1, . . . , bs)) =
(p1, . . . , pr)σ(b1, . . . , bs)−∑
(−1)|p
′|(|pj+1|+···+|pr|+|b1|+···+|bk|)+(|p1|+1)(|p2|+···+|p′|+···+|pr |)
(1, . . . , 1, p2, . . . , p
′, pj+1 . . . , pr)σ˜′(b′, bi+1, . . . , bk, b′k+1, . . . , bs),
le signe −1 vient ici de la commutation de p′ avec Σp1.
L’existence de cette homotopie permet d’affirmer que les complexes
(
E0p, ∗, d
0
)
sont acycliques
pour p > 0 et donc que
E1p, q = 0 pour tout q si p > 0.

On peut maintenant conclure la de´monstration de l’acyclicite´ de la bar construction augmente´e a`
gauche.
The´ore`me 108. L’homologie du complexe
(
P ⊠c B¯(P), d
)
est la suivante :{
H0
(
P ⊠c B¯(P)
)
= I,
Hn
(
P ⊠c B¯(P)
)
= 0 sinon.
De´monstration. Comme la filtration Fi est exhaustive P ⊠c B¯(P) =
⋃
i Fi et borne´e infe´rieure-
ment F−1
(
P ⊠c B¯(P)
)
= 0, par les the´ore`mes classiques de convergence des suites spectrales (cf.
[W] 5.5.1), on sait que la suite spectrale E∗p, q converge vers l’homologie de P ⊠c B¯(P)
E1p, q =⇒ Hp+q
(
P ⊠c B¯(P), d
)
.
Et la forme de´ge´ne´re´e de E1p, q permet de conclure. 
Corollaire 109. Le morphisme d’augmentation
P ⊠c B¯(P)
εP⊠cεFc(ΣP) // I ⊠c I = I
est un quasi-isomorphisme.
Ce dernier re´sultat se ge´ne´ralise de la manie`re suivante :
On de´finit le morphisme d’augmentation ε(P , P , P) par la composition
B(P , P , P) = P ⊠c B¯(P)⊠c P
P⊠cεFc(ΣP)⊠cP
−−−−−−−−−−−→ P ⊠c I ⊠c P = P ⊠c P ։ P ⊠P P = P .
The´ore`me 110. Soit R un module diffe´rentiel a` gauche sur P. Le morphisme d’augmentation
ε(P , P , R)
B(P ,P , R) = P ⊠P B(P , P , P)⊠P R
P⊠Pε(P,P,P)⊠PR // P ⊠P P ⊠P R = R
est un quasi-isomorphime.
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De´monstration. On introduit la meˆme filtration que pre´ce´demment en comptant le nombre de
sommets indice´s par des ope´rations de P des repe´sentants des e´le´ments de P ⊠c B¯(P)⊠cR. Alors,
en utilisant la meˆme homotopie contractante on montre que la suite spectrale de´ge´ne´re au rang
E1p, q sous la forme
E1p, q =
{
Hq(R) si p = 0,
0 si p > 0.
On conclut ensuite de la meˆme manie`re, en utilisant la convergence de la suite spectrale. 
Pour de´montrer l’acyclicite´ de la bar construction augmente´e a` droite B¯(P)⊠c P , on introduit la
meˆme filtration et on de´finit l’homotopie contractante h par
h((b1, . . . , br)σ (p1, . . . , ps)) = 0,
lorsque p1 ∈ I, et dans le cas contraire par
h((b1, . . . , br)σ (p1, . . . , ps)) =
(−1)|b1|+···+|bi|+|p1|(|bi+1|+···+|br |)(b′, bi+1, . . . , br)σ′(1, . . . , 1, p2, . . . , ps),
ou` b′ = µF(ΣP)((b1, . . . , bi)⊗ Σp1).
On a alors le meˆme type de re´sultat pour L un module a` droite sur P .
The´ore`me 111. Soit L un module diffe´rentiel a` droite sur P. Le morphisme d’augmentation
ε(L, P , P)
B(L,P , P) = L⊠P B(P , P , P)⊠P P
L⊠Pε(P,P,P)⊠PP // L⊠P P ⊠P P = L
est un quasi-isomorphime.
Ces re´sultats peuvent se reformuler dans le cadre des PROPs.
Corollaire 112. Soit P un PROP diffe´rentiel augmente´. Les morphismes d’augmentation suiv-
ant sont des quasi-isomorphismes :
P ⊠ B¯(P)
εP⊠εS⊗(Fc(ΣP))
−−−−−−−−−−−→ I ⊠ S⊗(I) = S⊗(I)
B¯(P)⊠ P
εS⊗(Fc(ΣP))
⊠εP
−−−−−−−−−−−→ S⊗(I)⊠ I = S⊗(I).
De´monstration. Il suffit de voir que
P ⊠ B¯(P) = S⊗(P ⊠c B¯(Uc(P)))
et que le foncteur S⊗ est un foncteur exact pour pouvoir appliquer les the´ore`mes pre´ce´dents. 
3.2. Acyclicite´ de la cobar construction coaugmente´e. De la meˆme manie`re, on peut
montrer l’acyclicite´ de la cobar construction augmente´e a` droite B¯c(C)⊠c C en utilisant des argu-
ments duaux. Par contre ici, pour des proble`mes de convergence de suites spectrales, on se place
dans le cas ou` la coprope´rade C est gradue´e par un poids.
The´ore`me 113. Pour toute coprope´rade coaugmente´e gradue´e par un poids C, l’homologie du
complexe
(
B¯c(C)⊠c C, d
)
est la suivante :{
H0
(
B¯c(C)⊠c C
)
= I,
Hn
(
B¯c(C)⊠c C
)
= 0 sinon.
De´monstration. On de´finit une filtration Fi par
Fi =
⊕
s≥−i
(
B¯c(C)⊠c C
)
(s)
.
On ve´rifie que cette filtration est stable sous l’action de la diffe´rentielle d :
(1) La diffe´rentielle δ laisse invariant le nombre d’e´le´ments de C¯. Ainsi, on a δ(Fi) ⊂ Fi.
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(2) La de´rivation dθ′ de la cobar construction re´duite B¯c(C) consiste a` de´composer en deux
des ope´rations indic¸ant des sommets. La nombre de sommets augmente donc de 1. La
de´rivation dθ′ ve´rifie donc dθ′(Fi) ⊂ Fi−1.
(3) Le morphisme dθ′r a pour effet de de´composer un e´le´ment de C en deux pour inclure une
des deux parties dans B¯c(C). Le nombre global de sommets en P est donc croissant. Ce
qui s’e´crit dθ′r (Fi) ⊂ Fi.
Cette filtration induit donc une suite spectrale E∗p, q dont le premier terme est donne´ par
E0p, q = Fp
(
(B¯c(C)⊠c C)p+q
)
/Fp−1
(
(B¯c(C)⊠c C)p+q
)
=
(
(B¯c(C)⊠c C)(−p)
)
p+q
.
La diffe´rentielle d0 est alors la somme de deux termes : d0 = δ + d′θ′r ou` d
′
θ′r
correspond a` dθ′r
lorsque celle-ci n’augmente pas le nombre de sommets indice´s par C¯. Le morphisme d′θ′r revient
donc juste a` prendre un e´le´ment C¯ de la premie`re ligne (sans le de´composer), a` le de´suspendre et
a` l’inclure dans B¯c(C).
On montre ensuite de la meˆme manie`re que
E1p, q =
{
I si p = q = 0,
0 sinon.
Ici l’homotopie contractante h est de´finie comme l’ope´ration inverse de d′θ′r . Pour un e´le´ment de
B¯c(C)⊠ C repre´sente´ par
(b1, . . . , br)σ (c1, . . . , cs),
on de´finit h en de´composant b1 ∈ B¯c(C)(n) :
b1
 //∑ b′1 ⊗ Σ−1c ,
ou` b′1 ∈ B¯c(C)(n−1) et c ∈ C¯. Si l’ope´ration Σ−1c n’est relie´ par le haut qu’a` des e´le´ments de I
alors on la suspend et on l’inclut dans la ligne des e´le´ments de C. Un calcul du meˆme type que
pre´ce´demment montre que l’on a bien hd0 + d0h = id.
Comme la coprope´rade C est gradue´e par un poids, on peut de´composer le complexe B¯c(C) ⊠c C
en somme directe de sous-complexes a` l’aide de la graduation totale induite, ce qui donne
B¯c(C)⊠c C =
⊕
ρ∈N
(B¯c(C)⊠ C)(ρ).
Cette de´composition est compatible avec la filtration pre´ce´dente, aisni qu’avec l’homotopie con-
tractante h. On a donc
E1p, q
(
(B¯c(C)⊠c C)
(ρ)
)
= 0 pour tout p, q de`s que ρ > 0 et
E1p, q
(
(B¯c(C)⊠c C)
(0)
)
=
{
I si p = q = 0,
0 sinon.
Enfin, comme la filtration Fi sur le sous-complexe (B¯c(C)⊠c C)(ρ) est borne´e
F0
(
(B¯c(C)⊠c C)
(ρ)
)
= (B¯c(C)⊠c C)
(ρ) et F−ρ−1
(
(B¯c(C)⊠c C)
(ρ)
)
= 0,
par le the´ore`me classique de convergence des suites spectrales (cf. [W] 5.5.1), on a que la suite
spectrale E∗p, q
(
(B¯c(C) ⊠c C)(ρ)
)
converge vers l’homologie de (B¯c(C) ⊠c C)(ρ). On obtient alors le
re´sultat en faisant la somme directe sur ρ. 
Remarque : En introduisant une homotopie du meˆme type, on montre que la cobar construction
coaugmente´e a` gauche est aussi acyclique.
Et de la meˆme manie`re, on a le the´ore`me suivant
The´ore`me 114. Soit L un comodule diffe´rentiel a` droite sur C. Si C est une coprope´rade diffe´-
rentielle gradue´e par un poids, alors l’homologie de la cobar construction a` coefficients dans L et
C vaut
Hn
(
Bc(L, C, C), d
)
= Hn(L, δL).
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On a bien sur le meˆme re´sultat pour les comodules a` gauche sur C.
Comme corollaire, on a l’acyclicite´ de la cobar construction coaugmente´e sur un coPROP gradue´
par un poids.
Corollaire 115. Pour tout coPROP Ccoaugmente´ gradue´ par un poids, l’homologie du complexe(
B¯c(C)⊠ C, d
)
est la suivante : {
H0
(
B¯c(C)⊠ C
)
= S⊗(I),
Hn
(
B¯c(C)⊠ C
)
= 0 sinon.
De´monstration. La cobar construction PROPique est l’image par le foncteur exacte S⊗ de la
cobar construction prope´radique sur la coprope´rade induite
B¯c(C)⊠ C = S⊗
(
B¯c(Uc(C))⊠c C
)
.

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CHAPITRE 5
Lemmes de comparaison
Nous produisons ici des lemmes techniques de comparaison entre les P-modules quasi-libres et
entre les prope´rades quasi-libres. Ces lemmes sont les ge´ne´ralisations pour le produit mono¨ıdal ⊠c
de lemmes classiques dans le cadre du produit tensoriel ⊗k. Remarquons que B. Fresse avait de´ja`
ge´ne´ralise´ ces lemmes pour le produit mono¨ıdal ◦ des ope´rades dans [Fr]. Ce dernier, tout comme
W. L. Gan, dans [G] fonde ses de´monstrations sur les proprie´te´s des arbres (respectivement des
graphes de genre 0). Par exemple, le fait qu’un arbre a` n feuilles n’admette qu’au plus n − 1
noeuds non triviaux s’ave`re crucial dans la convergence des suites spectrales en jeu. Comme les
graphes de genre quelconque ne posse`de pas ces proprie´te´s, nous avons e´te´ oblige´ d’utiliser un
autre outil, la graduation naturelle par un poids de certains dg-S-bimodules ainsi que celles des
P-modules quasi-libres analytiques et des prope´rades diffe´rentielles quasi-libres qu’ils engendrent.
Ces lemmes techniques nous permettrons, entre autre, de montrer que la construction bar-cobar
sur une prope´rade (respectivement un PROP) gradue´e par un poids fournit une re´solution de la
prope´rade (respectivement du PROP) de de´part.
1. Au niveau des P-modules quasi-libres
Graˆce a` une filtration bien choisie, nous de´montrons les lemmes de comparaison entre les P-
modules quasi-libres analytiques. Une autre filtration permet de montrer le meˆme type de lemme
pour les C-comodules quasi-colibres analytiques. Enfin, ce dernier re´sultat permet de montrer que
la construction bar-cobar sur une prope´rade (respectivement un PROP) gradue´e par un poids en
fournit une re´solution.
1.1. Filtration et suite spectrale associe´es a` un P-module quasi-libre analytique.
Soit P une prope´rade diffe´rentielle et soit L =M⊠cP un P-module quasi-libre analytique a` droite,
ou` M = Υ(V ). Posons M
(α)
d le sous-module de M compose´ des e´le´ments de degre´ homologique
d et de graduation α (de´composition polynomiale du foncteur Υ ou graduation totale si V est
gradue´ par un poids).
Sur L, on de´finit la filtration suivante :
Fs(L) =
⊕
Ξ
⊕
|d¯|+|α¯|≤s
M
(α¯)
d¯
(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ Pe¯(¯, ı¯),
ou` la somme directe (Ξ) porte sur les entiers m, n et N et sur les uplets l¯, k¯, ¯, ı¯.
Lemme 116. La filtration Fs est stable par la diffe´rentielle d de L.
De´monstration. La diffe´rentielle d est compose´e de trois termes :
– La diffe´rentielle δM induite par celle de M . Elle a pour effet de diminuer de 1 le degre´ ho-
mologique |d¯| → |d¯| − 1. Ainsi, on a δM (Fs) ⊂ Fs−1.
– La diffe´rentielle δP induite par celle de P . Elle diminue le degre´ homologique |e¯| de 1, soit|e¯| →
|e¯| − 1. Ainsi, on a δP(Fs) ⊂ Fs.
– Par de´finition d’un P-module quasi-libre analytique, le morphisme dθ fait baisser la graduation
|α¯| de 1 et le degre´ homologique |d¯| d’au moins 1 d’ou` dθ(Fs) ⊂ Fs−2. 
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Cette filtration induit donc une suite spectrale E∗s, t, dont le premier terme E0s, t correspond au
sous dg-S-bimodule de L suivant :
E0s, t =
⊕
Ξ
s⊕
r=0
⊕
|d¯|=s−r
|e¯|=t+r
M
(α¯)
d¯
(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ Pe¯(¯, ı¯),
ou` la premie`re somme (Ξ) porte sur m, n, N et l¯, k¯, ¯, ı¯. On peut remarquer que la filtration Fs
ainsi que sa suite spectrale se de´composent toujours graˆce a` cette somme directe. En reprenant
les notations de la section 1.2 du chapitre 3, on a
E0s, t =
s⊕
r=0
I0s−r, t+r
⊕
|α¯|=r
M (α¯) ⊠c P
 .
Remarque : Lorsque P est gradue´e par un poids, on exige que V le soit aussi, ainsi le complexe L
se de´compose a` l’aide de cette graduation sous la forme L =
⊕
ρ L
(ρ) (cf. proposition 81). De plus,
cette de´composition est stable par la filtration Fs. Ainsi, la suite spectrale E
∗
s,,t se de´compose en
somme directe suivant la graduation par le poids de L :
E∗s, t(L) =
⊕
ρ∈N
E∗s, t(L
(ρ)).
Par de´finition de P-module quasi-libre analytique, les e´le´ments de V sont de degre´ au moins 1, on
a alors
E0s, t(L
(ρ)) =
min(s, ρ)⊕
r=0
I0s−r, t+r
( ⊕
|α¯|=r
M (α¯) ⊠c P
)⋂
L(ρ)
 .
Proposition 117. Soit L un P-module quasi-libre analytique. Alors la suite spectrale E∗s, t con-
verge vers l’homologie de L
E∗s, t =⇒ Hs+t(L, d).
De plus, la diffe´rentielle d0 sur E0s, t est donne´e par δP et la diffe´rentielle d
1 sur E1s, t est donne´e
par δM . D’ou`, E
2
s, t est relie´ a` I
2 par la formule
E2s, t =
s⊕
r=0
I2s−r, t+r
⊕
|α¯|=r
M (α¯) ⊠c P
 .
Ce qui s’e´crit
E2s, t =
s⊕
r=0
⊕
|α¯|=r
⊕
|d¯|=s−r
|e¯|=t−r
(H∗(M))
(α¯)
d¯
⊠c (H∗(P))e¯.
De´monstration. Comme la filtration Fs est exhaustive
⋃
s Fs = L et borne´e infe´rieurement
F−1 = 0, le the´ore`me classique de convergence des suites spectrales assure que la suite spectrale
E∗s, t converge vers l’homologie de L (cf. [W] 5.5.1).
La forme des diffe´rentielles d0 et d1 vient de l’e´tude pre´ce´dente de l’action de la diffe´rentielle
d = δM + δP + dθ sur la filtration Fs.
Enfin, la formule de E2s, t vient de la proposition 67. 
1.2. Lemme de comparaison des P-modules quasi-libres analytiques. Pour pouvoir
de´montrer le lemme de comparaison proprement dit, nous avons besoin du lemme technique suiv-
ant.
Lemme 118. Soit Ψ : P → P ′ un morphisme de prope´rades diffe´rentielles augmente´es et soient
(L, λ) et (L′, λ′) deux modules quasi-libres analytiques sur P et P ′. Posons L¯ =M et L¯′ =M ′, les
quotients inde´composables respectifs. Soit Φ : L → L′ un morphisme de P-modules analytiques,
ou` la structure de P-module sur L′ est celle donne´e par le foncteur de restriction Ψ! ( cf. chapitre
1 section 4.2).
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(1) Un tel morphisme pre´serve la filtration Fs et donc donne naissance a` un morphisme de
suites spectrales
E∗(Φ) : E∗(L)→ E∗(L′).
(2) Soit Φ¯ : M → M ′ le morphisme de dg-S-bimodules induit par Φ. Si de plus, les deux
prope´rades P et P ′ sont gradue´es par un poids, on a alors que le morphisme E0(Φ) :
M ⊠c P →M
′
⊠c P
′ vaut E0 = Φ¯⊠c Ψ.
De´monstration.
(1) Soit (m1, . . . , mb)σ (p1, . . . , pa) un e´le´ment de Fs(M ⊠cP), c’est-a`-dire que |d¯|+ |α¯| ≤ s.
Comme Φ est un morphisme de P-modules, on a
Φ
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
= Φ ◦ λ
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
=
λ′
(
(Φ(m1), . . . , Φ(mb))σ (Ψ(p1), . . . , Ψ(pa))
)
.
Si on pose
Φ(mi) = (m
i
1, . . . , m
i
bi)σ
i (pi1, . . . , p
i
ai),
comme Φ est un morphisme de dg-S-bimodules, on a di = |d¯i| + |e¯i|, d’ou` |d¯i| ≤ di et
donc
∑
i |d¯
i| ≤ |d¯|. Et comme Φ est un morphisme de modules quasi-libres anlaytiques,
il pre´serve, par de´finition, la graduation en (α¯), d’ou`
∑
i |α¯
i| ≤ |α¯|. Ainsi, on a
Φ
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
∈ Fs(L
′).
(2) L’application E0s, t(Φ) correspond au passage au quotient suivant
E0s, t : Fs(Ls+t)/Fs−1(Ls+t)→ Fs(L
′
s+t)/Fs−1(L
′
s+t).
Soit (m1, . . . , mb)σ (p1, . . . , pa) un e´le´ment de E
0
s, t, c’est-a`-dire que |α¯| = r ≤ s, |d¯| =
s− r et |e¯| = t+ r. On a donc
E0s, t(Φ)
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
= 0
si et seulement si Φ
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
∈ Fs−1(L′). Or, nous avons vu pre´ce´-
demment que
Φ
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
= λ′
(
(Φ(m1), . . . , Φ(mb))σ (Ψ(p1), . . . , Ψ(pa))
)
.
Ainsi, Φ
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
appartient a` Fs(L
′
s+t)\Fs−1(L′s+t) si et seulement
si Φ(mi) = mi = Φ¯(mi). En effet, si on a Φ(mi) = (m
i
1, . . . , m
i
bi
)σi (pi1, . . . , p
i
ai) avec au
moins un pij n’appartenant pas a` I. Alors, par la de´finition de prope´rade gradue´e par un
poids, le degre´ pour la graduation par le poids de pij est au moins de 1 et par conservation
globale de cette graduation par Φ, on a |α¯i| < αi. Ainsi, le morphisme E0(Φ) correspond
bien a` Φ¯⊠c P . 
The´ore`me 119 (Lemme de comparaison des modules quasi-libres analytiques). Soit Ψ : P → P ′
un morphisme de prope´rades diffe´rentielles gradue´es par un poids augmente´es et soient (L, λ) et
(L′, λ′) deux modules quasi-libres analytiques sur P et P ′. Posons L¯ = M et L¯′ = M ′ les quo-
tients inde´composables respectifs, c’est-a`-dire L =M ⊠c P et L′ =M ′ ⊠c P ′. Soit Φ : L→ L′ un
morphisme de P-modules analytiques, ou` la structure de P-module sur L′ est celle donne´e par le
foncteur de restriction Ψ!. Posons Φ¯ : M →M ′ le morphisme de dg-S-bimodules induit par Φ.
Si deux des trois morphismes suivants

Ψ : P → P ′,
Φ¯ : M →M ′,
Φ : L→ L′,
sont des quasi-isomorphismes, alors le
troisie`me est aussi un quasi-isomorphisme.
Remarque : Si les prope´rades ne sont pas gradue´es par un poids et si Φ = Φ¯ ⊠c Ψ, lorsque
Φ¯ et Ψ sont des quasi-isomorphismes, Φ est aussi un quasi-isomorphisme. La de´monstration est
rapide. On a imme´ditatement E0(Φ) = Φ¯⊠c Ψ. Comme Φ¯ et Ψ sont des quasi-isomorphismes, on
obtient que E2(Φ) est un isomorphisme par la proposition 117 (d0 = δP et d1 = δM ). Et toujours
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graˆce a` cette proposition, la convergence naturelle de la suite spectrale E∗ donne que Φ est un
quasi-isomorphisme entre L et L′.
De´monstration.
(1) On suppose ici que Ψ : P → P ′ et Φ¯ : M → M ′ sont des quasi-isomorphismes. En
appliquant le lemme pre´ce´dent, on sait que Φ induit un morphisme de suites spectrales
E∗(Φ) : E∗(L)→ E∗(L′) et surtout que E0(Φ) = Φ¯⊠cΨ, on en conclut alors le re´sultat
de la meˆme manie`re.
(2) On suppose maintenant que Ψ : P → P ′ et Φ : L → L′ sont des quasi-isomorphismes.
Nous avons vu pre´ce´demment que la suite spectrale E∗s, t pre´servait la de´composition
L(ρ). De plus, on a
E2s, t(L
(ρ)) =
⊕
Ξ
min(s, ρ)⊕
r=max(0,−t)
I2s−r, t+r
(⊕
χ
M
(α¯)
d¯
(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P
(β¯)
e¯ (¯, ı¯)
)
,
ou` la deuxie`me somme directe (χ) porte sur |α¯| = r, |β¯| = ρ− r, |d¯| = s− r et |e¯| = t+ r.
Or, lorsque s ≥ ρ, on a pour r = ρ
I2s−ρ, t+ρ
(⊕
χ
M
(α¯)
d¯
(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P
(β¯)
e¯ (¯, ı¯)
)
= I2s−ρ, t+ρ
 ⊕
|α¯|=ρ
|d¯|=s−ρ
M
(α¯)
d¯

=
{
Hs−ρ(M (ρ)) si t = −ρ,
0 sinon.
En re´sume´, on obtient{
E2s, t(L
(ρ)) = 0 si t < −ρ,
E2s,−ρ(L(ρ)) = Hs−ρ(M (ρ)) si s ≥ ρ.
On montre ensuite par re´currence sur l’entier ρ que Φ¯(ρ) : M (ρ) → M ′(ρ) induit un
isomorphisme en homologie H∗(Φ¯(ρ)) : H∗(M (ρ))→ H∗(M ′(ρ)).
Pour ρ = 0, comme L(0) =M (0), on a Φ¯(0) = Φ(0), qui est un quasi-isomorphisme.
Supposons maintenant que le re´sultat soit vrai pour r < ρ et tous les indices ∗ ainsi
que pour r = ρ et pour les indices ∗ < d, et montrons le pour ∗ = d.(Comme tous
les complexes de chaˆınes sont ici nuls en degre´ strictement ne´gatif, on a toujours que
Hs(Φ¯
(ρ)) est un isomorphisme pour s < 0).
Par le lemme pre´ce´dent, on a
E2s, t(Φ
(ρ)) =
min(s, ρ)⊕
r=0
I2s−r, t+r
⊕
|α¯|=r
Φ¯(α¯) ⊠c Ψ
 .
Ce qui donne, avec l’hypothe`se de re´currence, que E2s, t(Φ
(ρ)) : E2s, t(L
(ρ))→ E2s, t(L
′(ρ))
est un isomorphisme pour s < d+ ρ. Montrons que
E2d+ρ,−ρ(Φ
(ρ)) : E2d+ρ,−ρ(L
(ρ))→ E2d+ρ,−ρ(L
′(ρ))
est encore un isomorphisme. Pour cela, on introduit le coˆne associe´ au morphisme Φ(ρ) :
coˆne(Φ(ρ)) = Σ−1L(ρ) ⊕ L′(ρ). Sur ce coˆne, on de´finit la filtration
Fs(coˆne(Φ
(ρ))) = Fs−1(Σ−1L(ρ))⊕ Fs(L′(ρ)).
Cette filtration induit une suite spectrale qui ve´rifie
E1∗, t(coˆne(Φ
(ρ))) = coˆne(E1∗, t(Φ
(ρ))).
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Cependant, le coˆne de E1∗, t(Φ(ρ)) induit une suite exacte longue
· · · // Hs+1
(
coˆne(E1∗, t(Φ
(ρ)))
)
// Hs
(
E1∗, t(L
(ρ))
) Hs(E1∗, t(Φ(ρ)))//
Hs
(
E1∗, t(L′(ρ))
)
// Hs
(
coˆne(E1∗, t(Φ(ρ)))
)
// Hs−1
(
E1∗, t(L(ρ))
)
// · · · ,
ce qui donne finalement le suite exacte longue (ξ) suivante :
· · · // E2s+1, t(coˆne(Φ
(ρ))) // E2s, t(L
(ρ))
E2s, t(Φ
(ρ))
// E2s, t(L
′(ρ))
// E2s, t(coˆne(Φ
(ρ))) // E2s−1, t(L
(ρ)) // · · ·
Nous avons vu pre´ce´demment que pour tout t < −ρ,
E2s, t(L
(ρ)) = E2s, t(L
′(ρ)) = 0.
La suite exacte longue (ξ) montre alors que E2s, t(coˆne(Φ
(ρ))) = 0 pour tout s, lorsque
t < −ρ.
De la meˆme manie`re, nous avons vu que E2s, t(Φ
(ρ)) e´tait un isomorphisme pour
s < d+ ρ. Graˆce a` la suite exacte longue (ξ), on obtient que E2s, t(coˆne(Φ
(ρ))) = 0 pour
tout t, lorsque s < d+ ρ.
Ces deux re´sultats permettent de conclure que{
E2d+ρ,−ρ(coˆne(Φ
(ρ))) = E∞d+ρ,−ρ(coˆne(Φ
(ρ))),
E2d+ρ+1,−ρ(coˆne(Φ
(ρ))) = E∞d+ρ+1,−ρ(coˆne(Φ
(ρ))).
Comme la filtration Fs du coˆne de Φ
(ρ) est borne´e infe´rieurement et exhaustive, on
sait que la suite spectrale E∗s, t(coˆne(Φ
(ρ))) converge vers l’homologie de ce coˆne. Comme
Φ(ρ) est un quasi-isomorphisme, cette homologie est nulle, d’ou` les e´galite´s suivantes :{
E2d+ρ,−ρ(coˆne(Φ
(ρ))) = E∞d+ρ,−ρ(coˆne(Φ
(ρ))) = 0,
E2d+ρ+1,−ρ(coˆne(Φ
(ρ))) = E∞d+ρ+1,−ρ(coˆne(Φ
(ρ))) = 0.
En re´injectant ces e´galite´s dans la suite exacte longue (ξ), on a que E2d+ρ,−ρ(Φ
(ρ)) est
un isomorphisme.
On conclut en utilisant le fait que E2d+ρ,−ρ(L
(ρ)) = Hd(M
(ρ)) et que E2d+ρ,−ρ(L
′(ρ)) =
Hd(M
′(ρ)). Ainsi, E2d+ρ,−ρ(Φ
(ρ)) correspond a` Hd
(
Φ¯(ρ)
)
: Hd(M
(ρ)) → Hd(M ′(ρ)) qui
est donc un isomorphisme. Ce qui conclut la re´currence et montre que Φ¯ est un quasi-
isomorphisme.
(3) Supposons que Φ : L → L′ et Φ¯ : M → M ′ sont des quasi-isomorphismes. Nous
utilisons essentiellement les meˆmes ide´es que pre´ce´demment. Comme M (0) = I, on tire
de la relation
E2s, t(L
(ρ)) =
⊕
Ξ
min(s, ρ)⊕
r=max(0,−t)
I2s−r, t+r
(⊕
χ
M
(α¯)
d¯
(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ P
(β¯)
e¯ (¯, ı¯)
)
,
ou` la deuxie`me somme directe χ porte sur |α¯| = r, |β¯| = ρ− r, |d¯| = s− r et |e¯| = t+ r,
que pour s = 0
E20, t(L
(ρ)) = I20, t(P
(ρ)
t ) = Ht(P
(ρ)).
On a imme´diatement que
E2s, t(L
(ρ)) = 0,
lorsque s < 0.
On montre ensuite, par re´currence sur l’entier ρ, que les morphismes Ψ(ρ) : P(ρ) →
P ′(ρ) sont des quasi-isomorphismes.
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On fonde la re´currence en remarquant que la de´finition de P , P ′ gradue´es par un
poids impose P(0) = P ′(0) = I, d’ou` Ψ(0) = idI e st un quasi-isomorphisme.
Supposons maintenant que le re´sultat soit vrai pour tout r < ρ. Et on montre par
re´currence sur l’entier t que
Ht(Ψ
(ρ)) : Ht(P
(ρ))→ Ht(P
′(ρ))
est un isomorphisme. On sait que c’est trivialement vrai pour t < 0. On suppose que
c’est encore vrai pour t < e. Par le lemme pre´ce´dent, on a
E2s, t(Φ
(ρ)) =
min(s, ρ)⊕
r=0
I2s−r, t+r
 ⊕
|α¯|=r
|β¯|=ρ−r
Φ¯(α¯) ⊠c Ψ
(β¯)
 .
Avec les hypothe`ses de re´currence, on obtient que E2s, t(Φ
(ρ)) : E2s, t(L
(ρ))→ E2s, t(L
′(ρ))
est un isomorphisme pour tout s, lorsque t < e. En injectant ceci dans la suite exacte
longue (ξ), on montre que E2s, t(coˆne(Φ
(ρ))) = 0 pour tout s, lorsque t < e.
La forme de la filtration Fs(coˆne(Φ
(ρ))) = Fs−1( Σ−1L(ρ)) ⊕ Fs(L′(ρ)) joint au fait
que F−1(L(ρ)) = 0 montrent que E2s, t(coˆne(Φ
(ρ))) = 0 pour s < 0.
Ces deux re´sultats, plus la convergence de la suite spectrale E∗s, t(coˆne(Φ(ρ))) vers
l’homologie nulle du coˆne de Φ(ρ), permettent de conclure que{
E20, e(coˆne(Φ
(ρ))) = E∞0, e(coˆne(Φ
(ρ))) = 0
E21, e(coˆne(Φ
(ρ))) = E∞1, e(coˆne(Φ
(ρ))) = 0.
En re´injectant ces deux e´galite´s dans la suite exacte longue (ξ), on obtient que le
morphisme
E20, e(L
(ρ))
E20, e(Φ
(ρ))
// E20, e(L
′(ρ))
est un isomorphisme. On conclut en rappelant que E20, e(L
(ρ)) = He(P(ρ)), E20, e(L
′(ρ)) =
He(P ′(ρ)) et que E20, e(Φ
(ρ)) = He(Ψ
(ρ)). 
En utilisant les meˆmes arguments, on de´montre le meˆme type de lemme dans le cadre des PROPs.
The´ore`me 120 (Lemme de comparaison des modules quasi-libres analytiques sur des PROPs).
Soit Ψ : P → P ′ un morphisme de PROPs diffe´rentiels augmente´s gradue´s par un poids et soient
(L, λ) et (L′, λ′) deux modules quasi-libres analytiques sur P et P ′. Posons L¯ =M et L¯′ =M ′ les
quotients inde´composables respectifs. Soit Φ : L → L′ un morphisme de P-modules analytiques,
ou` la structure de P-module sur L′ est celle donne´e par le foncteur de restriction Ψ!. Posons
Φ¯ : M →M ′ le morphisme de dg-S-bimodules induit par Φ.
Si deux des trois morphismes suivants

Ψ : P → P ′,
Φ¯ : M →M ′,
Φ : L→ L′,
sont des quasi-isomorphismes, alors le
troisie`me est aussi un quasi-isomorphisme.
De´monstration. On applique les meˆmes arguments que pre´ce´demment a` la filtration
Fs(L) =
⊕
Ξ
⊕
|d¯|+|α¯|≤s
M
(α¯)
d¯
(l¯, k¯)⊗Sk¯ k[SN ]⊗S¯ Pe¯(¯, ı¯),
ou` la somme directe (Ξ) porte sur les entiersm, n et N et sur les uplets l¯, k¯, ¯, ı¯. La seule diffe´rence
intervient lorsque l’on conside`re des expressions de la forme M ⊠ P(0) =M ⊠ I = S⊗(M) au lieu
de M ⊠c I = M . C’est par exemple le cas dans la partie 2 de la de´monstration pre´ce´dente. On
conclut de la meˆme manie`re, en faisant une re´currence sur le poids de M , car les e´le´ments de
S⊗(M)(ρ) sont des sommes de produits tensoriels d’e´le´ments de poids infe´rieur ou e´gal a` ρ. 
84
1. AU NIVEAU DES P-MODULES QUASI-LIBRES
1.3. Lemme de comparaison des C-comodules quasi-colibres analytiques. On peut
de´montrer le meˆme type de re´sultat pour des comodules quasi-colibres analytiques. Soit C une
coprope´rade diffe´rentielle gradue´e par un poids et soit L = M ⊠c C un C-comodule quasi-colibre
analytique a` droite, ou` M = Υ(V ). Sur ce complexe on de´finit la graduation
F ′s(L) =
⊕
(Ξ)
⊕
|e¯|+|β¯|≤s
Md¯(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯]⊗S¯ C
(β¯)
e¯ (¯, ı¯),
ou` la somme directe (Ξ) porte sur les entiers m, n et N et sur les uplets l¯, k¯, ¯, ı¯, d¯, e¯ et β¯ tels
que |e¯|+ |β¯| ≤ s.
En appliquant les meˆmes arguments que pre´ce´demment a` la filtration F ′s, on obtient le the´ore`me
suivant :
The´ore`me 121 (Lemme de comparaison des comodules quasi-colibres analytiques). Soit Ψ : C →
C′ un morphisme de coprope´rades diffe´rentielles coaugmente´es gradue´es par un poids et soient
(L, λ) et (L′, λ′) deux comodules quasi-colibres analytiques sur C et C′. Posons L¯ =M et L¯′ =M ′
les quotients inde´composables respectifs. Soit Φ : L → L′ un morphisme de C-comodules analy-
tiques, ou` la structure de C-comodule sur L′ est celle donne´e par le foncteur de restriction Ψ!.
Posons Φ¯ : M →M ′ le morphisme de dg-S-bimodules induit par Φ.
Si deux des trois morphismes suivants

Ψ : C → C′,
Φ¯ : M →M,′
Φ : L→ L′,
sont des quasi-isomorphismes, alors le
troisie`me est aussi un quasi-isomorphisme.
De la meˆme manie`re, on a une version PROPique de ce the´ore`me.
The´ore`me 122 (Lemme de comparaison des comodules quasi-colibres analytiques sur des co-
PROPs). Soit Ψ : C → C′ un morphisme de coPROPs diffe´rentiels coaugmente´s gradue´s par un
poids et soient (L, λ) et (L′, λ′) deux comodules quasi-colibres analytiques sur C et C′. Posons
L¯ = M et L¯′ = M ′ les quotients inde´composables respectifs. Soit Φ : L → L′ un morphisme de
C-comodules analytiques, ou` la structure de C-comodule sur L′ est celle donne´e par le foncteur de
restriction Ψ!. Posons Φ¯ : M →M ′ le morphisme de dg-S-bimodules induit par Φ.
Si deux des trois morphismes suivants

Ψ : C → C′,
Φ¯ : M →M ′,
Φ : L→ L′,
sont des quasi-isomorphismes, alors le
troisie`me est aussi un quasi-isomorphisme.
Nous allons utiliser ces deux derniers the´ore`mes dans le chapitre suivant pour e´tablir la re´solution
bar-cobar.
1.4. Application : la re´solution bar-cobar. Nous ge´ne´ralisons ici aux prope´rades et aux
PROPs gradue´s par un poids la proposition de V. Ginzburg et M.M. Kapranov [GK] qui affirme
que la construction bar-cobar sur une ope´rade P fournit une re´solution de P .
Commenc¸ons par le cas des prope´rades. On de´finit le morphisme ζ : B¯c(B¯(P)) → P par la
composition
B¯c(B¯(P)) = F
(
Σ−1F¯c(ΣP)
)
// // F
(
Σ−1F¯c(1)(ΣP)
)
= F(P)
cP // P ,
ou` le morphisme cP correspond a` la counite´ dans la de´monstration du mono¨ıde libre (cf. the´o-
re`me 23). Ce morphisme revient a` composer entre elles, via µ, les ope´rations P de F(P).
Proposition 123. L’application ζ ainsi de´finie est un morphisme de prope´rades diffe´rentielles
gradue´es par un poids.
De´monstration. La de´finition de ζ repose sur la composition µ des ope´rations de P , ainsi on
montre facilement que ζ ◦ µF(Σ−1F¯c(ΣP)) = µP ◦ (ζ ⊠c ζ), c’est-a`-dire que ζ est un morphisme de
prope´rades.
85
CHAPITRE 5. LEMMES DE COMPARAISON
Comme le morphisme ζ est soit nul soit correspond a` des compositions d’ope´rations, actions qui
pre´servent la graduation par le poids de P , alors on a que ζ est un morphisme de prope´rades
gradue´es par un poids.
Reste a` montrer que ζ commute avec les diffe´rentielles respectives.
Sur B¯c(B¯(P)) = F
(
Σ−1F¯c(ΣP)
)
la diffe´rentielle d correspond a` la somme de la de´rivation dθ′ de
la cobar construction induite par le coproduit partiel de Fc(ΣP) avec la diffe´rentielle canonique
δB¯(P). Or, la diffe´rentielle canonique δB¯(P) est la somme de la code´rivation dθ de la bar construction
B¯(P) induite par le produit partiel de P avec la diffe´rentielle canonique δP .
– Si tous les sommets de ξ sont indice´s par des e´le´ments de Fc(1)(ΣP) = ΣP , effectuer la diffe´rentielle
d sur ξ consiste a` n’effectuer que la diffe´rentielle canonique δP . Et comme la composition µ de
la prope´rade diffe´rentielle P commute avec δP , on a bien ζ ◦ d(ξ) = ζ ◦ δP(ξ) = δP ◦ ζ(ξ).
– Soit ξ un e´le´ment de F
(
Σ−1F¯c(ΣP)
)
qui se repre´sente a` l’aide d’un graphe dont au moins un
sommet est indice´ par un e´le´ment de Fc(s)(ΣP), avec s ≥ 3. Son image par ζ est nulle. En outre,
l’image de ξ par la diffe´rentielle d est une somme des graphes dont au moins un des sommets
est indice´ par un e´le´ment de Fc(s)(ΣP), avec s ≥ 2. Ainsi, on a d ◦ ζ(ξ) + ζ ◦ d(ξ) = 0.
– Si ξ est repre´sente´ par un graphe dont les sommets sont indice´s par des e´le´ments de Fc(s)(ΣP)
ou` s = 1, 2, avec au moins un e´le´ment de Fc(2)(ΣP), son image par ζ est nulle. Reste a` montrer
qu’il en est de meˆme pour ζ ◦ d. Comme δP pre´serve la graduation naturelle de Fc, on a
imme´diatement ζ ◦ δP(ξ) = 0. Regardons l’effet de dθ + dθ′ sur un e´le´ment de Fc(2)(ΣP). Posons
ξ = X⊗Σ−1(Σp1⊗Σp2)⊗Y ou` (Σp1⊗Σp2) appartient a` Fc(2)(ΣP) et X , Y a` F(Σ
−1F¯c(ΣP)).
En appliquant dθ′ , on obtient un terme de la forme
(−1)|X|+1(−1)|p1|+1X ⊗ Σ−1Σp1 ⊗ Σ−1Σp2 ⊗ Y,
ou` Σ−1Σp1 et Σ−1Σp2 sont des e´le´ments de Σ−1Fc(1)(ΣP). Et, en appliquant dθ, on obtient un
terme de la forme
(−1)|X|+1(−1)|p1|X ⊗ Σ−1Σµ(p1 ⊗ p2)⊗ Y,
ou` Σ−1Σµ(p1⊗ p2) appartient a` Σ−1Fc(1)(ΣP). Ainsi, ζ ◦ (dθ + dθ′)(ξ) est une somme de termes
de la forme (
(−1)|X|+|p1| + (−1)|X|+|p1|+1
)
X ⊗ µ(p1 ⊗ p2)⊗ Y = 0,
d’ou` la conclusion. 
Remarque : On comprend, graˆce a` cette de´monstration, pourquoi on a introduit un signe −
supple´mentaire dans la de´fintion de la de´rivation dθ′ de la cobar construction.
Si on pose C = B¯(P), la coprope´rade diffe´rentielle coaugmente´e de´finie par la bar construc-
tion sur P , on peut alors conside´rer la cobar construction coaugmente´e a` droite B¯c(C) ⊠c C =
B¯c(B¯(P)) ⊠c B¯(P). Remarquons que la coprope´rade B¯(P) = Fc(ΣP) est gradue´e par un poids
(par la graduation de Fc, en fonction du nombre de sommets, joint a` celle de P) et que la cobar
construction coaugmente´e B¯c(C)⊠c C est un C-comodules quasi-colibre analytique.
Lemme 124. Le morphisme ζ⊠cB¯(P) : B¯c(B¯(P))⊠cB¯(P)→ P⊠cB¯(P) entre la cobar construction
coaugmente´e B¯c(C) ⊠c C et la bar construction augmente´e P ⊠c B¯(P) est un morphisme de dg-S-
bimodules. En outre, il s’agit d’un morphisme de B¯(P)-comodules quasi-colibres analytiques.
De´monstration. Les applications ζ et idB¯(P) e´tant des morphismes de dg-S-bimodules, le mor-
phisme ζ ⊠c idB¯(P) pre´serve les diffe´rentielles canoniques δB¯c(C) + δC et δP + δB¯(P). En outre, le
morphisme dθr intervenant dans la de´finition de la diffe´rentielle de la cobar construction B¯
c(C)⊠cC
(cf. chapitre 4 section 2.2) correspond bien, via ζ ⊠c B¯(P) au morphisme dθl intervenant dans la
de´finition de la diffe´rentielle de la bar construction P ⊠c B¯(P). (Le morphisme dθr revient a` ex-
traire une ope´ration P de B¯(P) par le bas pour la composer, par le haut, a` B¯c(B¯(P)), alors que
dθl revient a` extraire une ope´ration P de B¯(P) par le bas pour la composer, par le haut, a` P .)
Enfin, comme ζ et idB¯(P) pre´servent la graduation par le poids venant de celle de P , on a que
ζ ⊠c B¯(P) est un morphisme de B¯(P)-comodules quasi-colibres analytiques. 
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On peut maintenant conclure le the´ore`me escompte´.
The´ore`me 125 (Re´solution bar-cobar). Pour toute prope´rade diffe´rentielle augmente´e gradue´e
par un poids P, le morphisme
ζ : B¯c(B¯(P))→ P
est un quasi-isomorphisme de prope´rades diffe´rentielles gradue´es par un poids.
De´monstration. On sait d’apre`s le the´ore`me 113 que le complexe B¯c(B¯(P))⊠cB¯(P) est acyclique
(cobar construction augmente´e). De meˆme, le the´ore`me 108 affirme que le complexe P⊠c B¯(P) est
lui aussi acyclique (bar construction augmente´e). On en conclut que le morphisme de comodules
quasi-colibres analytiques ζ ⊠c B¯(P) est un quasi-isomorphisme. En posant Ψ = idB¯(P) et Φ =
ζ⊠cB¯(P), on peut appliquer la partie (2) du the´ore`me de comparaison des comodules quasi-colibres
analytiques, ce qui donne que ζ est un quasi-isomorphisme. 
Remarque : Nous utiliserons principalement ce re´sultat dans le cas ou` la prope´rade P est quadra-
tique (donc gradue´e par le nombre de sommets des graphes en jeu). Gracˆe au lemme de comparaison
entre les prope´rades quasi-libres, de´montre´ dans la section suivante, on montrera au chapitre 7
que, dans le cas ou` la prope´rade quadratique de de´part est de Koszul, la re´solution bar-cobar peut
se “simplifier” pour donner le mode`le minimal sur P .
On peut faire sensiblement le meˆme travail dans le cas des PROPs.
Soit (P , µ, conc) un PROP diffe´rentiel augmente´. On de´finit le morphisme ζ′ par la composition
B¯c(B¯(P)։ S⊗F(Σ−1F¯c(ΣP)) = S⊗(F(P))
c′P−−→ P ,
ou` c′P = conc ◦ S⊗(cP). Cette dernie`re application revient a` effectuer toutes les compositions
possibles (verticales et horizontales) d’ope´rations de P suivant le sche´ma de composition donne´
par S⊗(F).
Proposition 126. Le morphisme ζ′ est un morphisme de PROPs diffe´rentiels gradue´s par un
poids.
De´monstration. Comme la de´finition de ζ′ repose sur les compositions µ et conc du PROP P ,
on voit que ce morphisme est un morphisme de PROPs.
En outre, le PROP P est un PROP gradue´ par un poids, ce qui implique que les compositions µ
et conc pre´serve ce poids. Il en est donc de meˆme pour ζ′ qui est un morphisme de PROPs gradue´
par un poids.
Pour voir que ζ′ pre´serve les diffe´rentielles respe´ctives, on l’e´crit comme compose´ des morphismes
de S-bimodules diffe´rentiels. Le diagramme suivant est commutatif.
B¯c(B¯(P)) = B¯c(S⊗(Fc(ΣP)))
ζ′ //

P
B¯c(Fc(ΣP)) = S⊗(F¯(Σ−1F¯c(ΣP)))
S⊗(ζ) // S⊗(P).
conc
OO

Lemme 127. Le morphisme ζ′ ⊠ B¯(P) : B¯c(B¯(P)) → P ⊠ B¯(P) est un morphisme de B¯(P)-
comodules quasi-colibres analytiques.
De´monstration. Comme le morphisme ζ′ est une version concate´ne´e du morphisme ζ, la de´-
monstration reste la meˆme. 
The´ore`me 128 (Re´solution bar-cobar pour les PROPs). Pour tout PROP diffe´rentiel augmente´
gradue´ par un poids, le morphisme
ζ′ : B¯c(B¯(P))→ P
est un quasi-isomorphisme de PROPs diffe´rentiels gradue´s par un poids.
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De´monstration. La de´monstration est la meˆme que dans le cas des prope´rades. On utilise ici
que la bar et la cobar constructions augmente´es sont toujours acycliques dans le cas des PROPs.
Et on conclut en utilisant les versions PROPiques des lemmes de comparaison. 
2. Au niveau des prope´rades quasi-libres
On montre ici un lemme de comparaison du meˆme type que les pre´ce´dents, mais au niveau des
prope´rades quasi-libres.
The´ore`me 129 (Lemme de comparaison des prope´rades quasi-libres). Soient M et M ′ deux dg-S-
bimodules gradue´s par un poids et de degre´ au moins 1. Soient P et P ′ deux prope´rades quasi-libres
de la forme P = F(M) et P ′ = F(M ′), munies de de´rivations dθ et dθ′ provenant de morphismes
θ : M →
⊕
s≥2 F(s)(M) et θ
′ : M ′ →
⊕
s≥2 F(s)(M
′) qui pre´servent la graduation totale venant
de celle de M et M ′. Et soit, un morphisme de dg-S-bimodules Φ : P → P ′ qui respecte la grad-
uation de F et la graduation totale. Ainsi, Φ induit un morphisme Φ¯ : M = F(1)(M) → M
′ =
F(1)(M
′).
Le morphisme Φ est un quasi-isomorphisme si et seulement si Φ¯ est un quasi-isomorphisme.
De´monstration. Comme les morphismes θ et θ′ pre´servent la graduation totale venant de M
et M ′, on peut de´ja` remarquer que les de´rivations dθ et dθ′ pre´servent aussi la graduation totale.
Par conse´quent, les diffe´rentielles δθ = δM + dθ et δθ′ = δM ′ + dθ′ pre´servent cette graduation et
on peut donc de´composer les complexes F(M) =
⊕
ρ∈N F(M)
(ρ) et F(M ′) =
⊕
ρ∈N F(M
′)(ρ) en
fonction de cette graduation.
On introduit la filtration suivante
Fs(F(M)) =
⊕
r≥−s
F(r)(M).
Cette filtration est compatible avec la de´composition pre´ce´dente. Pour des proble`mes de conver-
gence de suites spectrales, on s’interesse plutoˆt au sous-complexe F(M)(ρ) et a` la filtration
Fs(F(M)
(ρ)) =
⊕
r≥−s
F(r)(M)
(ρ).
Comme les dg-S-bimodules M et M ′ sont de degre´ strictement positif pour la graduation par le
poids, on a que F(r)(M)
(ρ) = F(r)(M
′)(ρ) = 0 de`s que r > ρ, ainsi
Fs(F(M)
(ρ)) =
⊕
−s≤r≤ρ
F(r)(M)
(ρ).
On peut voir que la filtration Fs est stable par la diffe´rentielle δθ = δM + dθ. En effet, on a
δM (Fs) ⊂ Fs et dθ(Fs) ⊂ Fs−1. Cette filtration induit donc une suite spectrale E∗s, t. Le premier
terme de cette suite spectrale vaut
E0s, t = Fs(F(M)
(ρ)
s+t)/Fs−1(F(M)
(ρ)
s+t) = F−s(M)
(ρ)
s+t,
et la diffe´rentielle d0 correspond a` la diffe´rentielle canonique issue de M : δM . De cette description
et des proprie´te´s de Φ, on tire que E0s, t(Φ) = F(−s)(Φ¯)s+t.
On peut remarquer que la filtration Fs sur F(M)(ρ) est borne´e (F−ρ−1 = 0 et F0 = F(M)(ρ)),
ainsi par le the´ore`me classique de convergence des suites spectrales (cf. [W] 5.5.1) on obtient que
la suite spectrale E∗s, t converge vers l’homologie du sous-complexe F(M)
(ρ).
De´montrons maintenant l’e´quivalence souhaite´e :
(⇐) Si Φ¯ : M → M ′ est un quasi-isomorphisme, comme le foncteur F est un foncteur exact (cf.
proposition 84), on obtient que
F(−s)(Φ¯)s+t = E0s, t(Φ
(ρ)) : E0s, t(F(M)
(ρ))→ E0s, t(F(M
′)(ρ))
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est un quasi-isomorphisme, c’est-a`-dire E1(Φ(ρ)) est un isomorphisme. Enfin la convergence des
suites spectrales en jeu, montre que Φ(ρ) : F(M)(ρ) → F(M ′)(ρ) est un quasi-isomorphisme. Ainsi,
le morphisme Φ est un quasi-isomorphisme.
(⇒) Re´ciproquement, si Φ est un quasi-isomorphisme, alors chaque Φ(ρ) est un quasi-isomorphisme.
On va montrer par re´currence sur l’entier ρ que Φ¯(ρ) : M (ρ) →M ′(ρ) est un quasi isomorphisme.
Pour ρ = 0, on a M (0) = M ′(0) = 0, le morphisme Φ¯(0) est donc un quasi-isomorphisme et la
re´currence est fonde´e.
Supposons que le re´sultat soit vrai jusqu’a` ρ et montrons le pour ρ + 1. Dans ce cas, comme
E0s, t(F(M)
(ρ+1)) = F(−s)(M)
(ρ+1)
s+t , on voit que E
1
s, t(Φ
(ρ+1)) est un isomorphisme pour tout t, de`s
que s < −1.
On va a` nouveau utiliser le coˆne de l’application Φ(ρ+1). Pour cela, on de´finit la meˆme filtration
sur coˆne(Φ(ρ+1)) que sur les F(M)(ρ+1) :
Fs(coˆne(Φ
(ρ+1))) = Fs(Σ
−1F(M)(ρ+1))⊕ Fs(F(M ′)(ρ+1)).
Cette filtration induit une suite spectrale qui ve´rifie
E0s, ∗(coˆne(Φ
(ρ+1))) = coˆne(E0s, ∗(Φ
ρ+1)).
Par le meˆme argument que celui de la de´monstration du lemme de comparaison des P-modules
quasi-libres, on a la suite exacte longue
· · · // E1s, t+1(F(M)
(ρ+1)) // E1s, t+1(F(M
′)(ρ+1)) // E1s, t(coˆne(Φ
(ρ+1)))
// E1s, t(F(M)
(ρ+1)) // E1s, t(F(M
′)(ρ+1)) // E1s, t−1(coˆne(Φ
(ρ+1))) // · · · .
Comme E1s, t(Φ
(ρ+1)) est un isomorphisme, lorsque s < −1, cette suite exacte longue montre que
E1s, t(coˆne(Φ
(ρ+1)) = 0 pour tout t de`s que s < −1. Enfin, la forme de la filtration utilise´e donne
que E1s, t(coˆne(Φ
(ρ+1))) = 0 pour tout t si s ≥ 0. La suite spectrale E∗s, t(coˆne(Φ
(ρ+1))) est donc
de´ge´ne´re´e au rang E1 (seule la colonne s = −1 est non nulle). Ceci implique que
E∞−1, t(coˆne(Φ
(ρ+1))) = E1−1, t(coˆne(Φ
(ρ+1))).
En appliquant le the´ore`me classique de converge des suites spectrales, on a que la suite spectrale
E∗s, t(coˆne(Φ
(ρ+1))) converge vers l’homologie du coˆne de Φ(ρ+1) qui est nulle puisque Φ(ρ+1) est
un quasi-isomorphisme. On a donc que E1−1, t(coˆne(Φ
(ρ+1))) = 0, pour tout t, ce qui donne, une
fois re´injecte´ dans la suite exacte longue, que
E0−1, t(Φ
(ρ+1)) = Φ¯(ρ+1) : M (ρ+1) →M ′(ρ+1).
est un quasi-isomorphisme. D’ou` le re´sultat escompte´. 
Remarque : Ce the´ore`me ge´ne´ralise aux prope´rades un the´ore`me de B. Fresse [Fr] pour les
ope´rades “connexes” (c’est-a`-dire des ope´rades P telles que P(0) = P(1)). Cette hypothe`se tech-
nique de connexite´ est la` pour assurer la convergence de la suite spectrale dans la de´monstration.
Le proble`me est que le re´sultat de B. Fresse ne s’applique pas aux alge`bres, alors que le the´ore`me
que nous proposons ici s’applique aux alge`bres, aux ope´rades et aux prope´rades. La seule restric-
tion vient du fait qu’il faille prendre des objets gradue´s par un poids, ce qu’il est le cas de tous les
mono¨ıdes quadratiques rencontre´s ici.
On peut e´tendre ce the´ore`me au cadre des PROPs.
The´ore`me 130 (Lemme de comparaison des PROPs quasi-libres). Soient M et M ′ deux dg-S-
bimodules gradue´s par un poids et de poids au moins 1. Soient P et P ′ deux PROPs quasi-libres
de la forme P = S⊗(F(M)) et P ′ = S⊗(F(M ′)), munis de de´rivations dθ et dθ′ provenant de
morphismes θ : M →
⊕
s≥2 F(s)(M) et θ
′ : M ′ →
⊕
s≥2 F(s)(M
′) qui pre´servent la graduation
totale venant de celle de M et M ′. Et soit, un morphisme de dg-S-bimodules Φ : P → P ′ qui
respecte la graduation de S⊗(F) et la graduation totale. Ainsi, Φ induit un morphisme Φ¯ : M =
CHAPITRE 5. LEMMES DE COMPARAISON
F(1)(M)→M
′ = F(1)(M ′).
Le morphisme Φ est un quasi-isomorphisme si et seulement si Φ¯ est un quasi-isomorphisme.
De´monstration. Dans un sens, on se sert du fait que le foncteur S⊗ est un foncteur exact.
La de´monstration de l’implication re´ciproque se montre de la meˆme manie`re que dans le cas des
prope´rades. 
Nous utilisons ces the´ore`mes au chapitre 7 lors des de´monstrations des principaux re´sultats de ce
papier.
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CHAPITRE 6
Bar construction simpliciale
On donne dans ce chapitre une autre ge´ne´ralisation de la bar construction des alge`bres associa-
tives dans le cadre mono¨ıdal des prope´rades diffe´rentielles. On montre le meˆme type de re´sultat
que pour la bar construction (diffe´rentielle) du chapitre 4 (acyclicite´ de la bar construction aug-
mente´e notamment). Puis, on construit explicitement un morphisme qui devrait re´aliser un quasi-
isomorphisme entre la bar construction et la bar construction simpliciale.
1. De´finitions et premie`res proprie´te´s
Dans toute cate´gorie mono¨ıdale (A, ✷, I), on peut construire un complexe simplicial a` partir d’un
mono¨ıdeM en conside´rant les objetsM✷n, pour tout entier n. Dans la cate´gorie des k-modules, on
obtient sur la bar construction des alge`bres associatives. Dans le cas des monades, on retrouve la
bar construction des triples de J. Beck [B]. On applique cette construction a` la cate´gorie mono¨ıdale
des S-bimodules diffe´rentiels.
1.1. Bar construction simpliciale a` coefficients.
De´finition (Bar construction simpliciale a` coefficients). Soit P une prope´rade diffe´rentielle.
Soient (L, l) et (R, r) deux P-modules diffe´rentiels a` droite et a` gauche. On pose
Cn(L, P , R) = L⊠c P ⊠c · · ·⊠c P︸ ︷︷ ︸
n
⊠cR.
On de´finit les faces di : Cn(L, P , R)→ Cn−1(L, P , R) par
• l’action a` droite l si i = 0,
• la composition µ de la ie`me ligne, compose´e d’e´le´ments de P , avec la (i+ 1)e`me,
• l’action a` gauche l si i = n.
Les de´ge´ne´re´scences sj : Cn(L, P , R) → Cn+1(L, P , R) sont donne´es par l’insertion de l’unite´ η
de la prope´rade : L⊠c P⊠j ⊠c η ⊠c P⊠cn−j ⊠c R.
On munit C(L, P , R) de la diffe´rentielle dC , somme des diffe´rentielles canoniques avec la diffe´ren-
tielle simpliciale :
dC = δL + δP + δR +
n∑
i=0
(−1)i+1di.
Ce complexe est appele´ bar construction simpliciale de P a` coefficients dans L et R.
Remarque : Lorsque l’on travaille dans la cate´gorie non diffe´rentielle des S-bimodules, cette con-
struction est simpliciale au sens strict du terme.
On de´finit un morphisme d’augmentation ε : C(L, P , R)→ L⊠cPR graˆce a` la projection canon-
ique
C0(L, P , R) = L⊠c R→ L⊠cPR.
Comme dans la cadre de la bar construction, on a ici une notion de bar construction simpliciale
re´duite.
De´finition (Bar construction simpliciale re´duite). La bar construction simpliciale a` coefficients
triviaux C(I, P , I) est appele´e bar construction simpliciale re´duite. On la note C¯(P).
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1.2. Bar construction simpliciale augmente´e.
De´finition (Bar construction simpliciale augmente´e). Les complexes de chaˆınes C(I, P , P) =
C¯(P) ⊠c P et C(P , P , I) = P ⊠c C¯(P) sont appele´s bar constructions simpliciales augmente´es a`
droite et a` gauche.
Proposition 131. Pour toute prope´rade P et tout P-module a` droite L, la bar construction simpli-
ciale C(L, P , P) est un P-module quasi-libre analytique a` droite. Et, le morphisme d’augmentation
ε : C(L, P , P)→ L
est un quasi-isomorphisme de P-modules simpliciaux a` droite.
On a e´videment le meˆme re´sultat a` gauche pour tout P-module R.
De´monstration. La forme de la diffe´rentielle sur C(L, P , P) = L ⊠c C¯ ⊠c P montre qu’il s’agit
bien d’un P-module quasi-libre. Le coˆte´ analytique de la construction vient du foncteur P → L⊠cP
qui est analytique.
Le reste de la de´monstration est le meˆme que dans le cas des alge`bres associatives unitaires (cf.
[C]). On introduit une de´ge´ne´re´scence supple´mentaire
sn+1 : L⊠c P
⊠cn ⊠c P ≃ L⊠c P
⊠cn+1 ⊠c I
L⊠cP⊠cn+1⊠cη
−−−−−−−−−−→ L⊠c P
⊠cn+1 ⊠c P ,
qui induit une homotopie contractante. 
Corollaire 132. Les bar constructions simpliciales augmente´es a` gauche et a` droite sont acy-
cliques.
1.3. Bar construction normalise´e. Comme pour tout module simplicial, on re´duit note
e´tude au complexe normalise´, complexe de chaˆınes quotient du complexe de de´part mais ayant la
meˆme homologie.
De´finition (Bar construction normalise´e). La bar construction normalise´e correspond au quo-
tient de la bar construction simpliciale par les images des de´ge´ne´re´scences. On pose
Nn(L, P , R) = coker
(
L⊠c P
⊠c(n−1) ⊠c R
∑n−1
i=0 L⊠cP⊠ci⊠cη⊠cP⊠c(n−i−1)⊠cR−−−−−−−−−−−−−−−−−−−−−−−−−→ L⊠c P⊠cn ⊠c R
)
.
Le complexe de chaˆınes N (I, P , I), note´ N¯ (P), est appele´ bar construction normalise´e re´duite.
Remarque : Nous avons vu pre´ce´demment que la bar construction B(L, P , R) se repre´sentait avec
des graphes et que la code´rivation dθ correspondait a` la notion ge´ne´ralise´e d’edge contraction, qui
revient a` composer les paires d’ope´rations adjacentes. Au contraire, la bar construction simpliciale
se repre´sente par des graphes a` niveaux et les faces di correspondent a` des compositions entre
deux niveaux d’ope´rations.
2. Morphisme d’e´chelonnement
Le morphisme d’e´chelonnement est un morphisme injectif entre la bar construction et la bar
construction simpliciale qui induit un isomorphisme en homologie.
2.1. De´finition. Soit ξ un e´le´ment de B¯(n)(P) = F
c
(n)(ΣP) repre´sente´ par un graphe gξ a` n
sommets (cf. figure 1).
L’e´le´ment ξ vient d’un graphe gr, a` r niveaux passe´ au quotient par la relation ≡ (cf. chapitre 3
section 3). Rappelons que la relation ≡ revient a` changer une ope´ration de niveau, au signe pre`s.
Graˆce a` cette relation d’e´quivalence, on peut repre´senter ξ avec au moins un graphe a` n niveaux et
n sommets (c’est-a`-dire un sommet par niveau, cf. figure 2). Posons, Gn(ξ) l’ensemble des graphes
a` n niveaux avec un sommet par niveau, qui redonne gξ apre`s passage au quotient par la relation
≡.
Soit g un graphe de Gn(ξ). L’e´le´ment ξ est entie`rement de´termine´ par g et par la suite des ope´rations
Σp1 ⊗ · · · ⊗Σpn qui indicent les sommets de g. Pour pouvoir associer a` ξ un e´le´ment de N¯ (P), il
faut de´suspendre les ope´rations de ξ. Ceci fait apparaˆıtre des signes et on pose
g(ξ) = (−1)
∑n
i=1(n−i)|pi|g(p1 ⊗ · · · ⊗ pn),
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Fig. 1 – Un exemple de gξ.
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Fig. 2 – Un exemple de g ∈ G4(ξ).
ou` g(p1 ⊗ · · · ⊗ pn) correspond au graphe g dont les sommets sont indice´s par les ope´rations
p1, . . . , pn. Ce signe est obtenu en faisant passer toutes les suspensions a` gauche.
De´finition (Morphisme d’e´chelonnement). On de´finit le morphisme d’e´chelonnement
e : B¯(P)→ N¯ (P)
par e(ξ) =
∑
g∈Gn(ξ) g(ξ), pour ξ dans B¯(n)(P).
Remarque : Dans la de´finition de ξ on a pris garde de respecter les re`gles de signes dues aux
commutations d’e´le´ments de ΣP . Graˆce a` ceci, le morphisme d’e´chelonnement e est bien de´fini.
Comme la de´finition de e fait intervenir des permutations de suspensions vers la gauche, on peut
e´tendre naturellement le morphisme d’e´chelonnement aux bar constructions a` coefficients a` droite
dans un P-module diffe´rentiel R :
e : B(I, P , R)→ N (I, P , R).
2.2. Proprie´te´s homologiques. Nous espe´rons montrer que le morphisme d’e´chelonnement
est un quasi-isomorphisme de dg-S-bimodules.
Lemme 133. Soit P une prope´rade diffe´rentielle augmente´e. Soient R un P-module diffe´rentiel a`
gauche.
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Le morphisme d’echelonnement induit un morphisme injectif de dg-S-bimodules
e : B(n)(I, P , R)→ Σ
nNn(I, P , R).
De´monstration. Notons dB la diffe´rentielle de B(I, P , R). Elle est compose´e de 4 termes :
dB = δP + δR + dθ + dθR .
Les deux premiers correspondent aux diffe´rentielles canoniques issues de P et de R. Le morphisme
dθ est la code´rivation qui provient du produit partiel sur P . Quant a` dθR , il vient de l’action d’un
seul e´le´ment de P sur R.
Appelons dN la diffe´rentielle sur ΣnNn(I, P , R). Elle est aussi compose´e de 4 termes. Sur un
e´le´ment τ ′ = Σnτ de ΣnNn(I, P , R), elle s’e´crit :
dN (τ ′) = (−1)nΣnδP(τ) + (−1)nΣnδR(τ) +
n−1∑
i=1
(−1)i+1Σn−1di(τ) + (−1)n+1Σn−1dn(τ).
Montrons que dN ◦ e(ξ) = e ◦ dB(ξ).
– La commutativite´ des diffe´rentielles canoniques
(δP + δR) ◦ e(ξ) = e ◦ (δP + δR)(ξ)
vient des bons choix dans les re`gles de signes et du respect des suspensions. (Les calculs sont
du meˆme type que ceux des chapitres pre´ce´dents.)
– La code´rivation dθ revient a` composer les ope´rations de ΣP indic¸ant les couples de sommets
adjacents du graphe repre´sentant ξ. Et, di ◦ e correspond a` composer deux e´tages avec au total
deux ope´rations de P . Il faut distinguer deux cas. Posons ξ = X ⊗ Σp⊗ Σq ⊗ Y .
(1) Si les ope´rations Σp et Σq sont relie´s par au moins une branche, alors la composante de∑n−1
i=1 (−1)
i+1di ◦ e(ξ) faisant intervenir la composition de p avec q est de la forme∑
ε(−1)j+2Σn−1X ′ ⊗ µ(p⊗ q)⊗ Y ′,
ou` X ′ = p1 ⊗ · · · ⊗ pj, Y ′ = q1 ⊗ · · · ⊗ qn−j−2 ⊗ ρ1 ⊗ · · · ⊗ ρr et
ε = (−1)
∑ j
i=1(n−i)|pi|+(n−j−1)|p|+(n−j−2)|q|+
∑n−j−2
k=1 (n−j−k−2)|qk|.
Et la composant de dθ(ξ) faisant intervenir la composition de Σp avec Σq est de la forme
(−1)|X|+|p|X ⊗ Σµ(p⊗ q)⊗ Y.
L’image par e d’un tel e´le´ment donne∑
(−1)|X|+|p|ε(−1)|X
′|+|p|Σn−1X ′ ⊗ µ(p⊗ q)⊗ Y ′ =∑
ε(−1)jΣn−1X ′ ⊗ µ(p⊗ q)⊗ Y ′.
(2) Si les ope´rations Σp et Σq ne sont pas relie´es, alors il n’y a aucune composante de dθ qui
fait intervenir une composition entre Σp et Σq. Et, la composante de
∑n
i=0(−1)
i+1di ◦ e(ξ)
qui vient de la composition des deux e´tages ou` se trouvent p et q est la somme de deux
termes :∑
(−1)jΣndj+1
(
εX ′ ⊗ p⊗ q ⊗ Y ′ + ε(−1)(|p|+1)(|q|+1)+|p|+|q|X ′ ⊗ q ⊗ p⊗ Y ′
)
=∑
(−1)jΣn
(
εX ′ ⊗ p⊗ q ⊗ Y ′ + ε(−1)(|p|+1)(|q|+1)+|p|+|q|+|p||q|X ′ ⊗ p⊗ q ⊗ Y ′
)
= 0.
Comme l’image de ξ par
∑n−1
i=1 (−1)
i+1di ◦ e − e ◦ dθ est une somme de termes de la forme (1)
ou (2), on conclut de l’e´tude pre´ce´dente la commutativite´ voulue.
– Le morphisme dθR revient a` extraire une ope´ration P par le haut et a` la faire agir par la gauche
sur R. Or, e consiste, entre autre, a` ne placer qu’une seule ope´ration P sur la deuxieme ligne
(celle en dessous de R) et dn la fait agir sur les e´le´ments de R. Il ne reste plus qu’a` ve´rifier que
les signes correspondent. Posons ξ = X ⊗ Σpn ⊗ ρ1 ⊗ · · · ⊗ ρm ou` X = Σp1 ⊗ Σpn−1. Alors, la
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composante de dθR(ξ) faisant intervenir l’action de pn sur les e´le´ments ρ1, . . . , ρm de R est de
la forme (−1)|X|X ⊗ r(pn ⊗ (ρ1 ⊗ · · · ⊗ ρm)). Et son image par e donne∑
(−1)|X|ε(−1)|X|+n−1Σn−1X ′ ⊗ r(pn ⊗ (ρ1 ⊗ · · · ⊗ ρm))∑
(−1)n+1εΣn−1X ′ ⊗ r(pn ⊗ (ρ1 ⊗ · · · ⊗ ρm)),
ou` ε =
∑n
i=1(n− i)pi. De la meˆme manie`re, la composante de (−1)
n+1dn ◦e(ξ) faisant intervenir
l’action de pn sur les e´le´ments ρ1, . . . , ρm de R vaut
(−1)n+1
∑
εΣn−1X ′ ⊗ r(pn ⊗ (ρ1 ⊗ · · · ⊗ ρm)).
Montrons maintenant l’injectivite´ de e. Soit ξ un e´le´ment de B¯(n)(P) = F
c
(n)(ΣP). Par de´finition
de la coprope´rade colibre, on sait que ξ = ξ1 + · · ·+ ξr ou` chaque ξi une somme finie d’e´le´ments
de Fc(n)(ΣP) qui viennent de l’indic¸age des sommets d’un meˆme graphe gξi . On introduit un
morphisme π : N¯n(P) → B¯(n)(P). A un e´le´ment τ de N¯n(P) repre´sente´ par un graphe a` n
niveaux, on associe l’e´le´ment correspondant τ ′ qui vient de la suspension des ope´rations de chaque
ligne. On introduit ici le meˆme signe ε que celui qui de´finit e. L’objet π(τ) est donne´ par la classe
d’e´quivalence de ετ ′ pour la relation ≡. On a alors π ◦ e(ξ) = n1ξ1 + · · ·nrξr ou` les ni sont des
entiers non nuls. Ainsi, l’e´quation e(ξ) = 0 impose n1ξ1 + · · ·nrξr = 0. Par identification des
graphes sous-jacents, on obtient ξi = 0, pour tout i, d’ou` ξ = 0. 
Remarque : La suspension Σn est la` pour faire commuter les diffe´rentielles canoniques avec le
morphisme e.
Corollaire 134. Dans le cas ou` P et R sont des S-bimodules, c’est-a`-dire de diffe´rentielle nulle
et concentre´s en degre´ 0, le morphisme d’e´chelonnement
e : B(I, P , R)→ N (I, P , R)
est un morphisme injectif de dg-S-bimodules.
Conjecture. Soit P une prope´rade gradue´e par un poids.
Le morphisme d’e´chelonnement
e : B¯(P)→ N¯ (P)
est un quasi-isomorphisme.
En re´sume´, on espe`re montrer que la bar construction re´duite est un sous-complexe de chaˆınes de
la bar construction normalise´e re´duite qui donne la meˆme homologie.
Remarque : Cette conjecture est une ge´ne´ralisation aux prope´rades d’un the´ore`me de B. Fresse
[Fr] pour les ope´rades.
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CHAPITRE 7
Dualite´ de Koszul
A l’aide des re´sultats des chapitres pre´ce´dents, on peut conclure l’e´tude de la dualite´ de Koszul
des prope´rades et des PROPs.
Pour cela, on commence par de´finir les notions de duale de Koszul d’une prope´rade (respective-
ment d’une coprope´rade) et d’un PROP (respectivement d’un coPROP). On montre ensuite que
cette duale est une coprope´rade (coPROP) quadratique (respectivement une prope´rade (PROP)
quadratique), puis on fait le lien avec les constructions classiques d’alge`bre et d’ope´rade duales
donne´es par S. Priddy dans [Pr] et par V. Ginzburg et M. M. Kapranov dans [GK].
On de´finit la notion de prope´rade (respectivement PROP) de Koszul et on montre que le mode`le
minimal de cette prope´rade est donne´ par la cobar construction sur la coprope´rade duale. On
introduit un petit complexe, appele´ complexe de Koszul, dont l’acyclicite´ est un crite`re qui permet
de de´terminer si la prope´rade (respectivement le PROP) est de Koszul ou non. Puis, on montre
qu’un PROP P est de Koszul si et seulement si la prope´rade associe´e Uc(P) est de Koszul. Cette
dernie`re proposition montre que pour e´tudier un PROP, il suffit d’e´tudier la prope´rade qui lui est
associe´e.
Enfin, on montre que les prope´rades construites a` partir de deux prope´rade de Koszul et d’une
loi de remplacement sont de Koszul. En appliquant ce re´sultat, on montre que la prope´rade de
bige`bres de Lie et celle des bige`bres de Hopf infinite´simales sont de Koszul, et on donne leurs
duales.
1. Dual de Koszul
Pour une prope´rade gradue´e par un poids P , on de´finit sa duale de Koszul comme une sous-
coprope´rade de la bar construction re´duite sur P . De meˆme pour une coprope´rade gradue´e par
un poids C, on de´finit sa duale de Koszul comme une prope´rade quotient de la cobar construction
re´duite sur C.
Soit P une prope´rade diffe´rentielle gradue´e par un poids augmente´e. Cette graduation induit
une graduation totale (ρ) sur la bar construction re´duite B¯(P) = Fc(ΣP). Cette dernie`re est
compatible avec la de´composition en fonction du nombre de sommets (s) de la coprope´rade colibre
B¯(s)(P) =
⊕
ρ∈N
B¯(s)(P)
(ρ).
On rappelle que la code´rivation dθ, issue du produit partiel sur P , consiste a` composer les paires
de sommets adjacents, soit
dθ
(
B¯(s)(P)
(ρ)
)
⊂
(
B¯(s−1)(P)(ρ)
)
.
Dans le cas ou` P est connexe (P(0) = I), la bar construction a la forme suivante :
Lemme 135. Soit P une prope´rade diffe´rentielle gradue´e par un poids connexe. On a alors les
e´galite´s {
B¯(ρ)(P)
(ρ) = Fc(ρ)(ΣP
(1)
),
B¯(s)(P)
(ρ) = 0 si s > ρ.
Remarque : On a le meˆme re´sultat pour la cobar construction re´duite sur une coprope´rade
diffe´rentielle gradue´e par un poids connexe.
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De´finition (Duale de Koszul d’une prope´rade). Soit P une prope´rade diffe´rentielle gradue´e par
un poids connexe. On de´finit la duale de Koszul de P par le S-bimodule diffe´rentiel gradue´ par un
poids
P ¡(ρ) = H(ρ)
(
B¯∗(P)(ρ), dθ
)
.
Le lemme pre´ce´dent donne la forme du complexe
(
B¯∗(P)(ρ), dθ
)
:
· · ·
dθ // 0
dθ // B¯(ρ)(P)
(ρ) dθ // B¯(ρ−1)(P)(ρ)
dθ // · · · .
Ce qui donne l’e´galite´
P ¡(ρ) = ker
(
dθ : B¯(ρ)(P)
(ρ) → B¯(ρ−1)(P)(ρ)
)
.
Cette e´criture montre bien que P ¡(ρ) est un S-bimodule diffe´rentiel gradue´ par un poids, ou` la
diffe´rentielle est induite par celle de P a` savoir δP .
Si la prope´rade P est concentre´e en degre´ 0, on a
(
B¯(s)(P)
(ρ)
)
d
=
{
B¯(s)(P)
(ρ) si d = s,
0 sinon.
La coprope´rade duale n’est pas concentre´e en degre´ 0 (et sa diffe´rentielle n’est a` priori pas nulle)
et ve´rifie (
P ¡(ρ)
)
d
=
{
P ¡(ρ) si d = ρ,
0 sinon.
De la meˆme manie`re, on de´finit la duale d’une coprope´rade.
De´finition (Duale de Koszul d’une coprope´rade). Soit C une coprope´rade diffe´rentielle gradue´e
par un poids connexe. On de´finit la duale de Koszul de C par le S-bimodule diffe´rentiel naturelle-
ment gradue´
C¡(ρ) = H(ρ)
(
B¯c∗(C)
(ρ), dθ′
)
.
La cobar construction munie de la de´rivation dθ′ est un complexe de la forme suivante :
· · ·
dθ′ // B¯(ρ−1)(C)(ρ)
dθ′ // B¯(ρ)(C)
(ρ)
dθ′ // 0 .
La duale d’une coprope´rade ve´rifie donc l’e´galite´
C¡(ρ) = coker
(
dθ′ : B¯
c
(ρ−1)(C)
(ρ) → B¯c(ρ)(C)
(ρ)
)
.
Le module C¡(ρ) est donc un S-bimodule diffe´rentiel gradue´ par un poids, ou` la diffe´rentielle est
induite par celle de C a` savoir δC .
Proposition 136. Soit P une prope´rade diffe´rentielle gradue´e par un poids connexe. La duale de
Koszul de P, note´e P ¡, est une sous-coprope´rade diffe´rentielle gradue´e par un poids de Fc(ΣP(1)).
Soit C une coprope´rade diffe´rentielle gradue´e par un poids connexe. La duale de Koszul de C, C¡,
est une prope´rade diffe´rentielle gradue´e par un poids quotient de F(Σ−1C(1)).
De´monstration. Pour toute prope´rade P diffe´rentielle gradue´e par un poids connexe, comme
P ¡(ρ) = ker
(
dθ : B¯(ρ)(P)
(ρ) → B¯(ρ−1)(P)(ρ)
)
, on a imme´diatemment que P ¡(ρ) est un sous-dg-S-
bimodule naturellement gradue´ de Fc(ρ)(ΣP
(1)). Il reste a` montrer que P ¡ est stable par le coproduit
∆ de Fc(ΣP(1)). Soit ξ un e´le´ment de P ¡(ρ), c’est-a`-dire ξ ∈ F
c
(ρ)(ΣP
(1)) et dθ(ξ) = 0. Posons
∆(ξ) =
∑
Ξ
(ξ11 , . . . , ξ
1
a1)σ (ξ
2
1 , . . . , ξ
2
a2),
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ou` la somme porte sur une famille Ξ de graphes a` deux e´tages, avec ξji ∈ F
c
(sij)
(ΣP(1)). Le fait
que dθ soit une code´rivation signifie que dθ ◦∆(ξ) = ∆ ◦ dθ(ξ). On a donc que
dθ ◦∆(ξ) =
∑
Ξ
( a1∑
k=1
±(ξ11 , . . . , dθ(ξ
1
k), . . . , ξ
1
a1)σ (ξ
2
1 , . . . , ξ
2
a2)
+
a2∑
k=1
±(ξ11 , . . . , ξ
1
a1)σ (ξ
2
1 , . . . , dθ(ξ
2
k) . . . , ξ
2
a2)
)
= 0,
ou` les dθ(ξ
j
i ) appartiennent a` F
c
(sij−1)(Σ(P
(1)⊕P(2))) avec un seul sommet indice´ par ΣP(2). Par
identification, on a donc, pour tout i, j, que dθ(ξ
j
i ) = 0.
De la meˆme manie`re, on voit que, pour toute coprope´rade diffe´rentielle gradue´e par un poids
connexe C, sa duale de Koszul C¡ est un quotient de F(Σ−1C(1)). Il reste donc a` montrer que le
produit µ sur F(Σ−1C(1)) passe a` ce quotient. Pour cela, on conside`re le produit
µ
(
(c11, . . . , dθ′(c), . . . , c
1
a1)σ (c
2
1, . . . , c
2
a2)
)
,
ou` les cji appartiennent a` F(sij)(Σ
−1C(1)) et c a` F(s)(Σ−1(C(1)⊕C(2))) avec un seul sommet indice´
par C(2). Comme les cji sont des e´le´ments de F(sij)(Σ
−1C(1)), on a dθ′(c
j
i ) = 0. Et, le fait que dθ′
soit une de´rivation donne ici que
µ
(
(c11, . . . , dθ′(c), . . . , c
1
a1)σ (c
2
1, . . . , c
2
a2)
)
= dθ′
(
µ
(
(c11, . . . , c, . . . , c
1
a1)σ (c
2
1, . . . , c
2
a2)
))
.
Ainsi, µ
(
(c11, . . . , dθ′(c), . . . , c
1
a1)σ (c
2
1, . . . , c
2
a2)
)
est nulle dans le conoyau de dθ′ , d’ou` le re´sultat.

On de´finit les meˆmes objets dans le cadre des PROPs.
De´finition (Dual de Koszul d’un PROP). Soit P un PROP diffe´rentiel augmente´ gradue´ par un
poids et connexe. Son dual de Koszul est donne´ par le S-bimodule diffe´rentiel gradue´ par un poids
P ¡(ρ) = H(ρ)
(
B¯∗(P)(ρ), dθ
)
.
On a aussi une notion de dualite´ pour un coPROP.
De´finition (Dual de Koszul d’un coPROP). Soit C un coPROP diffe´rentiel gradue´ par un poids
et connexe. Son dual de Koszul est donne´ par le S-bimodule diffe´rentiel gradue´ par un poids
C¡(ρ) = H(ρ)
(
B¯c∗(C)
(ρ), dθ′
)
.
On peut relier les notions de dualite´ au niveau des PROPs et coPROPs avec celles des prope´rades
et coprope´rades.
Proposition 137. Soit P un PROP diffe´rentiel augmente´ gradue´ par un poids et connexe. On
rappelle que Uc(P) repre´sente la prope´rade associe´e a` P. Le dual P ¡ de P est isomorphe en tant
que coPROP diffe´rentiel gradue´ par un poids a` S⊗(Uc(P)¡) et il s’agit d’un sous-coPROP de
S⊗(Fc(ΣP(1))).
De´monstration. Tout repose sur l’isomorphisme de coPROPs diffe´rentiels gradue´s par un poids
B¯(P) = S⊗(B¯(Uc(P))).

Proposition 138. Soit C un coPROP diffe´rentiel augmente´ gradue´ par un poids et connexe.
On rappelle que Uc(C) repre´sente la coprope´rade associe´e a` C. Le dual C¡ de C est isomorphe en
tant que PROP diffe´rentiel gradue` par un poids a` S⊗(Uc(C)¡) et il s’agit d’un PROP quotient de
S⊗(F(Σ−1C(1))).
De´monstration. La de´monstration repose encore sur l’isomorphisme de PROPs diffe´rentiels
gradue´s par un poids
B¯c(C) = S⊗(B¯c(Uc(C))).

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2. Prope´rade quadratique
Nous montrons ici que le construction duale est une construction quadratique.
Nous avons vu au chapitre 2 qu’une prope´rade quadratique e´tait une prope´rade de la forme
F(V )/(R) ou` R appartenait a` F(2)(V ). Ainsi, l’ide´al (R) est homoge`ne pour la graduation de
F(V ) en fonction du nombre de sommets. Une prope´rade quadratique est donc gradue´e par un
poids (cf. chapitre 2 section 3).
Re´ciproquement, toute prope´rade quadratique est entie`rement de´termine´e par sa graduation P =⊕
ρ∈N P(ρ), le dg-S-bimodule P(1) et le dg-S-bimodule P(2) car on retrouve R via la formule R =
ker
(
F(2)(P(1))
µ
−→ P(2)
)
.
Lemme 139. Soit C une coprope´rade diffe´rentielle gradue´e par un poids connexe. Alors C¡ est une
prope´rade quadratique de´termine´e par les relations
C¡(1) = Σ
−1C(1) et C¡(2) = coker
(
θ′ : Σ−1C(2) → F(2)(Σ−1C(1))
)
.
De´monstration. Posons R = ker
(
F(2)(C
¡
(1)) → C
¡
(2)
)
= im(θ′
Σ−1C(2)). Par de´finition, C
¡
(ρ) est le
quotient de F(ρ)(Σ
−1C(1)) par l’image de dθ′ sur B¯c(ρ−1)(C
(ρ)). Or, cette image correspond aux
graphes a` ρ sommets dont au moins un couple de sommets adjacents est l’image d’un e´le´ment de
Σ−1C(2) via θ′. Ceci correspond bien a` la partie de degre´ ρ de l’ide´al libre engendre´ par R. Il en
re´sulte C¡ = F(Σ−1C(1))/(R). 
Corollaire 140. Soit C un coPROP diffe´rentiel gradue´ par un poids et connexe. Alors son PROP
dual C¡ est un PROP quadratique de´termine´ par les meˆmes relations que pre´ce´demment.
De´monstration. De la proposition 138, on a C¡ = S⊗(Uc(C)¡). Par le lemme pre´ce´dent, on sait
que Uc(C)¡ est une prope´rade quadratique. Et, la proposition 57 permet de conclure que S⊗(Uc(C¡))
est un PROP quadratique. 
3. Prope´rades et re´solution de Koszul
On donne ici les de´finitions de prope´rade et de coprope´rade de Koszul (respectivement de PROP
et de coPROP de Koszul). Lorsqu’une prope´rade P , de diffe´rentielle nulle, est de Koszul, alors
P est quadratique, sa duale est encore de Koszul et sa biduale est isomorphe a` P . En outre, on
montre qu’une prope´rade P est de Koszul si et seulement si la cobar construction re´duite sur la
duale P ¡ est une re´solution de P .
3.1. De´finitions.
De´finition (Prope´rade de Koszul). Soit P une prope´rade diffe´rentielle gradue´e par un poids
connexe. On dit que P est une prope´rade de Koszul si l’inclusion P ¡ →֒ B¯(P) est un quasi-
isomorphisme.
De la meˆme manie`re, on a la de´finition de coprope´rade de Koszul.
De´finition (Coprope´rade de Koszul). Soit C une coprope´rade diffe´rentielle gradue´e par un poids
connexe. On dit que C est une coprope´rade de Koszul si la projection B¯c(C) ։ C¡ est un quasi-
isomorphisme.
Proposition 141. Si P est une prope´rade gradue´e par un poids connexe de Koszul, alors sa duale
P ¡ est une coprope´rade de Koszul et P ¡¡ = P.
De´monstration. La prope´rade P est concentre´e en degre´ 0 (δP = 0 et P0 = P). Dans ce cas,
P ¡(ρ) est un S-bimodule homoge`ne de degre´ homologique ρ et les e´le´ments de degre´ homologique
nul de B¯c(P ¡)(ρ) correspondent aux e´le´ments de B¯c(ρ)(P
¡)(ρ). Ceci montre que
H0
(
B¯c(ρ)(P
¡)(ρ)
)
= Hρ
(
B¯c∗(P
¡)(ρ), dθ′
)
= P ¡
¡
(ρ).
La prope´rade P est de Koszul, c’est-a`-dire que l’inclusion P ¡ →֒ B¯(P) est un quasi-isomorphisme.
En utilisant le lemme de comparaison des prope´rades quasi-libres (the´ore`me 129), on montre que
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le morphisme induit B¯c(P ¡) → B¯c(B¯(P)) est lui aussi un quasi-isomorphisme. (On travaille dans
le cadre des S-bimodules gradue´s par un poids connexes et toutes les hypothe`ses du the´ore`me
sont ve´rifie´es). Comme la construction bar-cobar est une re´solution de P (the´ore`me 125), la cobar
construction B¯c(P ¡) est quasi-isomorphe a` P . Et comme le S-bimodule P est homoge`ne de degre´
0, on a
H∗
(
B¯c(P ¡)(ρ)
)
=
{
P(ρ) si ∗ = 0,
0 sinon.
Ces deux re´sultats sur l’homologie de B¯c(P ¡) mis bout a` bout montrent que P ¡ est de Koszul et
que P ¡¡ = P . 
Corollaire 142. Soit P une prope´rade gradue´e par un poids connexe. Si P est de Koszul alors
P est ne´cessairement quadratique.
De´monstration. Si P est de Koszul, par la proposition pre´ce´dente, on sait que P = P ¡¡. Et le
lemme 139 montre que P ¡¡ est quadratique. 
On peut donner les meˆmes de´fintions dans le cas des PROPs.
De´finition (PROP de Koszul). Soit P un PROP diffe´rentiel gradue´ par un poids et connexe.
On dit que P est un PROP de Koszul si l’inclusion P ¡ →֒ B¯(P) est un quasi-isomorphisme.
De´finition (CoPROP de Koszul). Soit C un coPROP diffe´rentiel gradue´ par un poids et connexe.
On dit que C est un coPROP de Koszul si la projection B¯c(C)։ C¡ est un quasi-isomorphisme.
Proposition 143. Soit P un PROP diffe´rentiel augmente´ gradue´ par un poids et connexe. Le
PROP P est de Kosuzl si et seulement si la prope´rade Uc(P) est de Koszul.
De´monstration.
(⇒) Si P est un PROP de Koszul, cela signifie que le morphisme P ¡ → B¯(P) est un quasi-
isomorphisme. La proposition 137 montre que P ¡ = S⊗(Uc(P)¡) et la proposition 103 donne l’iso-
morphisme B¯(P) = S⊗(B¯(Uc(P)). De ces propositions, on tire que le morphisme S⊗(Uc(P)¡) →
S⊗(B¯(Uc(P))) est un quasi-isomorphisme. En outre, nous avons vu que la diffe´rentielle sur la bar
construction respectait les graphes connexes et que ce morphisme correspondait a` l’image du mor-
phisme Uc(P)¡ → B¯(Uc(P) via le foncteur S⊗. Cela donne que ce quasi-morphisme se de´compose
en une somme directe de quasi-isomorphismes (S⊗)(n)(Uc(P)¡) → (S⊗)(n)(B¯(Uc(P))). En partic-
ulier, on a pour n = 1 que Uc(P)¡ → B¯(Uc(P)) est un quasi-isomorphisme, c’est-a`-dire que Uc(P)
est une prope´rade de Koszul.
(⇐) Re´ciproquement, si Uc(P) est une prope´rade de Koszul, comme le foncteur S⊗ est un foncteur
exacte, on a que P est un PROP de Koszul. 
On a le meˆme re´sultat au niveau des coPROPs et des coprope´rades.
3.2. Re´solution de Koszul et mode`le minimal. Comme nous l’avons vu pre´ce´demment,
l’inclusion P ¡ →֒ B¯(P) induit un morphisme B¯c(P ¡)→ B¯c(B¯(P)). Et en composant ce morphisme
avec le morphisme ζ : B¯c(B¯(P)) → P de la re´solution bar-cobar (cf. the´ore`me 125), on obtient
un morphisme de prope´rades diffe´rentielles gradue´es par un poids de la forme
B¯c(P ¡)→ P .
The´ore`me 144 (Re´solution de Koszul). Soit P une prope´rade diffe´rentielle gradue´e par un poids et
connexe. La prope´rade P est de Koszul si et seulement si le morphisme de prope´rades diffe´rentielles
gradue´es par un poids B¯c(P ¡)→ P est un quasi-isomorphisme.
De´monstration. Nous sommes dans le cadre gradue´ par un poids, et toutes les prope´rades en
jeu sont connexes. On peut donc appliquer le lemme de comparaison des prope´rades quasi-libres.
(⇒) Si P est de Koszul, cela signifie que P ¡ →֒ B¯(P) est un quasi-isomorphisme. Donc B¯c(P ¡)→
B¯c(B¯(P)) est aussi un quasi-isomorphisme. Il en va de meˆme pour B¯c(P ¡)→ P , graˆce a` la re´solution
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bar-cobar (the´ore`me 125).
(⇐) Re´ciproquement, supposons que le morphisme B¯c(P ¡) → P soit un quasi-isomorphisme.
Comme la construction bar-cobar est un quasi-isomorphisme, le morphisme B¯c(P ¡) → B¯c(B¯(P))
est aussi un quasi-isomorphime. Et, on conclut en utilisant le lemme de comparaison des prope´rades
quasi-libres. 
En reconduisant les meˆmes arguments dans le cas des PROPs, on montre le the´ore`me analogue.
The´ore`me 145 (Re´solution de Koszul d’un PROP). Soit P un PROP diffe´rentiel gradue´ par un
poids et connexe. Le PROP P est de Koszul si et seulement si le morphisme de PROPs diffe´rentiels
gradue´s par un poids B¯c(P ¡)→ P est un quasi-isomorphisme.
De´monstration. La de´monstration est exactement la meˆme. On utilise la re´solution bar-cobar
donne´e dans le cadre des PROPs par la proposition 128 et le lemme de comparaison des PROPs
quasi-libres. 
Ces the´ore`mes le´gitiment la de´finition suivante :
De´finition (Re´solution de Koszul). Lorsque P est de Koszul (prope´rade ou PROP), la re´solution
B¯c(P ¡)→ P est appelle´e re´solution de Koszul.
Corollaire 146. Lorsque P est une prope´rade ou un PROP de Koszul de diffe´rentielle nulle,
alors B¯c(P ¡) est le mode`le minimal de P.
De´monstration. Nous sommes en pre´sence d’une re´solution quasi-libre B¯c(P ¡) = Fc(Σ−1P
¡
)→
P dont la diffe´rentielle dθ′ est quadratique puisque, par de´finition de la de´rivation dθ′ , on a
dθ′(Σ
−1P
¡
) ⊂ F(2)(Σ
−1P
¡
). 
De´finition (P-ge`bre a` homotopie pre`s). Lorsque P est une prope´rade ou un PROP de Koszul,
on appelle P-ge`bre a` homotopie pre`s toute ge`bre sur B¯c(P ¡). On parle aussi de P∞-ge`bre.
Cette notion ge´ne´ralise celle d’alge`bre a` homotopie pre`s (sur une ope´rade).
4. Complexe de Koszul
Il est e´quivalent et aussi difficile de montrer qu’une prope´rade (ou qu’un PROP) P est de Koszul
(P ¡ → B¯(P) quasi-isomorphisme), a` partir de la de´finition, que de montrer que la cobar construc-
tion sur P ¡ est une re´solution de P (B¯c(P ¡ → P quasi-isomorphisme). On introduit donc un petit
complexe dont l’acyclicite´ est un crite`re pour de´terminer si P est de Koszul et donc pour avoir le
mode`le minimal sur P .
4.1. Complexe de Koszul a` coefficients. De la meˆme manie`re que l’on avait de´fini la bar
construction a` coefficients (cf. chapitre 4 section 2.2) et la bar construction simpliciale a` coefficients
(cf. chapitre 6 section 1), on peut de´finir le complexe de Koszul a` coefficients.
De´finition (Complexe de Koszul a` coefficients). Soit P une prope´rade diffe´rentielle gradue´e par
un poids connexe et soient L et R deux modules (a` droite et a` gauche) sur P . On appelle complexe
de Koszul a` coefficients dans les modules L et R, le complexe de´fini sur le S-bimodule L⊠cP ¡⊠cR
par la diffe´rentielle d, somme des trois termes suivants :
(1) la diffe´rentielle canonique δP induite par celle de P ,
(2) le morphisme homoge`ne dθL de degre´ −1 qui vient de la structure de P-comodule a`
gauche de P ¡ :
θl : P
¡ ∆−→ P ¡ ⊠c P
¡
։ (I ⊕ P
¡︸︷︷︸
1
)⊠c P
¡ → (I ⊕ P(1)︸︷︷︸
1
)⊠c P
¡,
(3) le morphisme homoge`ne dθR de degre´−1 qui vient de la structure de P-comodule a` droite
de P ¡ :
θr : P
¡ ∆−→ P ¡ ⊠c P
¡
։ P ¡ ⊠c (I ⊕ P
¡︸︷︷︸
1
)→ P ¡ ⊠c (I ⊕ P
(1)︸︷︷︸
1
).
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On le note K(L, P , R).
Tout comme P ¡ s’injecte dans la bar construction B¯(P), le complexe de Koszul a` coe´fficients est
un sous-complexe de la bar construction a` coefficients.
Proposition 147. Soit P une prope´rade diffe´rentielle gradue´e par un poids connexe et soient L et
R deux modules (a` droite et a` gauche) sur P. Le S-bimodule diffe´rentiel K(L, P , R) = L⊠cP ¡⊠cR
est un sous-complexe de la bar construction a` coefficients B(L, P , R) = L⊠c B¯(P)c ⊠R.
De´monstration. Tout repose sur le fait que la diffe´rentielle de la bar construction est de´finie a`
partir du coproduit ∆ sur B¯(P) = Fc(ΣP) et que la diffe´rentielle du complexe de Koszul est aussi
de´finie a` partir du coproduit sur P ¡. Comme P ¡ est une sous-coprope´rade diffe´rentielle de B¯(P)
les diffe´rentielles correspondent. 
L’inclusion P ¡ →֒ B¯(P) induit un morphisme de dg-S-bimodules
L⊠ P ¡ ⊠ R →֒ B(L, P , R).
De la meˆme manie`re, on de´finit le complexe de Koszul a` coefficients pour un PROP.
De´finition (Complexe de Koszul a` coefficients d’un PROP). Soit P un PROP diffe´rentiel gradue´
par un poids connexe et soient L et R deux modules (a` droite et a` gauche) sur P . On appelle
complexe de Koszul a` coefficients dans les modules L et R, le complexe de´fini sur le S-bimodule
L⊠ P ¡ ⊠R par la diffe´rentielle d somme des trois meˆmes termes que dans le cas des prope´rades.
Proposition 148. Le complexe de Koszul a` coefficents K(L, P , R) = L ⊠ P ¡ ⊠ R sur un PROP
P est un sous-complexe de la bar construction a` coefficients B(L, P , R) = L⊠ B¯(P)⊠R.
4.2. Complexe de Koszul et mode`le minimal. Tout comme nous avions e´tudie´ une bar
construction particulie`re, la bar construction augmente´e B(I, P , P) = B¯(P) ⊠ P et la bar con-
struction normalise´e augmente´e N (I, P , P) = N¯ (P)⊠ P , on conside`re ici le complexe e´quivalent
au niveau des complexes de Koszul.
De´finition (Complexe de Koszul). On appelle complexe de Koszul le complexe K(I, P , P) =
P ¡ ⊠c P (et P ¡ ⊠ P dans le cas des PROPs).
La diffe´rentielle de ce complexe est de´finie par le morphisme dθr pre´ce´dent plus e´ventuellement
la diffe´rentielle canonique δP induite par celle de P . Remarquons que le morphisme dθr revient
a` extraire une ope´ration ν ∈ P ¡(1) de P
¡ par le haut, a` identifier cette ope´ration ν comme une
ope´ration de P(1) (puisque P
¡
(1) = P(1)) et finalement a` la composer dans P . Ce qui se re´sume par
les diagrammes donne´s par J.-L. Loday dans [L1].
Le principal the´ore`me de cette the`se est le crite`re suivant.
The´ore`me 149 (Crite`re de Koszul). Soit P une prope´rade diffe´rentielle gradue´e par un poids et
connexe. Les propositions suivantes sont e´quivalentes
(1) P est de Koszul (l’inclusion P ¡ →֒ B¯(P) est un quasi-isomorphisme)
(2) Le complexe de Koszul P ¡ ⊠c P est acyclique.
(2′) Le complexe de Koszul P ⊠c P ¡ est acyclique.
(3) Le morphisme de prope´rades diffe´rentielles gradue´es par un poids
B¯c(P ¡)→ P est un quasi-isomorphisme.
De´monstration. Nous avons de´ja` vu l’e´quivalence (1) ⇐⇒ (3) (cf. the´ore`me 144).
Par le lemme de comparaison des P-modules quasi-libre (a` droite), l’assertion (1) est e´quivalente
au fait que le morphisme P ¡⊠c P → B¯(P)⊠c P soit un quasi-isomorphisme. L’acyclicite´ de la bar
construction augmente´e (cf. the´ore`me 108) permet de voir que la prope´rade P est de Koszul (1)
si et seulement si le complexe de Koszul P ¡ ⊠c P est acyclique (2).
On proce`de de la meˆme manie`re, avec le lemme de comparaison des P-modules quasi-libres a`
gauche, pour montrer l’e´quivalence (1) ⇐⇒ (2′). 
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The´ore`me 150 (Crite`re de Koszul pour les PROPs). Soit P un PROP diffe´rentiel gradue´ par un
poids et connexe. Les propositions suivantes sont e´quivalentes
(1) P est de Koszul (l’inclusion P ¡ →֒ B¯(P) est un quasi-isomorphisme)
(2) Le complexe de Koszul P ¡ ⊠ P est acyclique.
(2′) Le complexe de Koszul P ⊠ P ¡ est acyclique.
(3) Le morphisme de PROPs diffe´rentiels gradue´s par un poids
B¯c(P ¡)→ P est un quasi-isomorphisme.
De´monstration. La de´monstration est exactement la meˆme. On utilise ici l’acyclicite´ de la bar
construction augmente´e sur un PROP et les versions PROPiques des lemmes de comparaison. 
Proposition 151. On a un isomorphisme de S-bimodules diffe´rentiels gradue´s par un poids
P ¡ ⊠ P = S⊗(Uc(P)¡ ⊠c P).
Cette proposition ainsi que le proposition 143 justifient que lorsque l’on veut montrer que la cobar
construction sur le coPROP dual fournit le mode`le minimal d’un PROP P , il suffit de prouver
l’acyclicite´ du complexe de Koszul associe´ a` la prope´rade de´finie par P , a` savoir P ¡⊠cP . La notion
de prope´rade fournit le bon cadre d’e´tude pour la dualite´ de Kosuzl des PROPs. Toute la the´orie
de´veloppe´e ici montre que l’information essentielle d’un PROP quadratique a` relations connexes
est pre´sente dans la prope´rade associe´e et que c’est plutoˆt sur elle qu’il faut travailler en pratique.
Conjecture. Soit P une prope´rade de Koszul, la composition suivante est un quasi-isomorphisme
P ¡ → B¯(P)→ N¯ (P).
Lorsqu’une prope´rade P est de Koszul, ce corollaire devrait permettre de calculer l’homologie
de sa bar construction normalise´e re´duite. Elle doit correspondre a` la duale de Koszul P ¡. Cette
proprie´te´ a permis a` B. Fresse [Fr] de montrer que l’homologie du poset des partitions e´tait donne´e
par l’ope´rade Lie en interpre´tant les modules simpliciaux engendre´s par le poset des partitions
comme la bar construction normalise´e re´duite de l’ope´rade Com. En utilisant cette me´thode, nous
avons calcule´ , dans [V], l’homologie d’autres types de posets en les reliant aux ope´radesAs, Perm
et Dias. Ainsi ces homologies sont donne´es par les ope´rades duales, a` savoir As, Prelie et Dend.
4.3. Lien avec les the´ories classiques (alge`bres et ope´rades). La notion de duale de
Kozsul, telle que nous l’avons de´finie ici, est en fait une coprope´rade ou un coPROP (cf. 1), alors
que la duale de Koszul d’une alge`bre est une alge`bre et que la duale de Koszul d’une ope´rade est
une ope´rade (cf. [Pr] et [GK]). Pour retrouver ces constructions classiques, il suffit de conside´rer
la duale line´aire, duale de Czech, de P ¡.
De´finition (Dual de Czech d’un S-bimodule). Soit P un S-bimodule, on de´finit le dual de Czech
P∨ par le S-bimodule P∨ =
⊕
ρ,m, n P
∨
(ρ)(m, n), ou`
P∨(ρ)(m, n) = sgnSm ⊗k P(ρ)(m, n)
∗ ⊗k sgnSn .
Le dual de Czech revient a` conside´rer le dual line´aire tordu par les repre´sentations signatures.
Lemme 152. Soit (C, ∆, ε) une coprope´rade (repectivement un coPROP) gradue´e par un poids
telle que les modules C(ρ)(m, n) soient de dimension finie sur k, pour tout m, n et ρ. Alors, le S-
bimodule C∨ est naturellement muni d’un structure de prope´rade (respectivement PROP) gradue´e
par un poids.
De´monstration. La comultiplication ∆ se de´compose avec le poids en ∆ =
⊕
ρ∈N∆(ρ). Pour
de´finir la multiplication µ sur C∨, on dualise line´airement chaque
∆(ρ)(m, n) : C(ρ)(m, n)→ (C ⊠c C)(ρ)(m, n).
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Plus pre´cisement, on a :
(P ⊠c P)(ρ)(m, n) =
⊕
g∈G⌋∈(m,n)
 ⊗
ν sommet de g∑
ρν=ρ
C∨(ρν)(|Out(ν)|, |In(ν)|)
/
≈
=
⊕
g∈Gc2(m,n)

 ⊗
ν sommet de g∑
ρν=ρ
C(ρν)(|Out(ν)|, |In(ν)|)
/
≈

∨
,
en utilisant l’hypothe`se sur la dimension des C(ρ)(m, n) et en identifiant invariants et coinvariants
(nous travaillons sur un corps de caracte´ristique nulle). On de´finit alors µ(ρ) par la composition :
(P ⊠c P)(ρ)(m, n) =
⊕
g∈G2(m,n)

 ⊗
ν sommet de g∑
ρν=ρ
C(ρν)(|Out(ν)|, |In(ν)|)
/
≈

∨
−→
 ⊕
g∈G2(m,n)
 ⊗
ν sommet de g∑
ρν=ρ
C(ρν)(|Out(ν)|, |In(ν)|)
/
≈

∨
= (C ⊠c C)
∨
(ρ)(m, n)
t∆(ρ)
−−−→ C∨(ρ)(m, n) = P(ρ)(m, n).
La coassociativite´ de la comultiplication ∆ induit l’associativite´ de la mutliplication µ. Et la
counite´ de C ε : C → I donne, par passage au dual, l’unite´ de P : ε : I → P .
Dans le cas PROPique, on dualise, de la meˆme manie`re, la de´concate´antion horizontale. 
Proposition 153. Soit P une prope´rade (respectivement un PROP) gradue´e par un poids (par
exemple quadratique). Posons V = P(1), le S-bimodule engendre´ par les e´le´ments de poids 1 de P.
S’il existe deux entiers M et N tels que V (m, n) = 0 lorsque m > M ou n > N et si les modules
V (m, n) sont tous de dimension finie sur k, alors la cobar construction B¯c(P) sur P et la duale
de Koszul P ¡ ve´rifient les hypothe`ses du lemme pre´ce´dent.
De´monstration. Comme P ¡ est une sous-coprope´rade (sous-coPROP) de la cobar construction
B¯c(P) sur P , il suffit de de´montrer que les modules B¯c(P)(ρ)(m, n) sont de dimension finie sur k.
Nous avons vu que B¯c(P)(ρ)(m, n) = F
c
(ρ)(V )(m, n). Dans le cas ou` V ve´rifient les hypothe`ses
de la proposition, ce dernier module est donne´ par une somme sur l’ensemble des graphes a` ρ
sommets et tels que chaque sommet posse`de au plus N entre´es et M sorties. Cet ensemble e´tant
fini et les modules V (m, n) e´tant de dimension finie, on a le re´sultat escompte´. 
Corollaire 154. Pour toute prope´rade (respectivement tout PROP) quadratique engendre´e par
un S-bimodule V dont la somme des dimensions
∑
m,n dimk V (m, n) est finie, le dual de Czech
P ¡∨ de la duale de Koszul de P est muni d’une strucutre naturelle de prope´rade (respectivement
de PROP).
De plus, si P est de la forme F(V )/(R), alors la prope´rade P ¡∨ est quadratique et de la forme
P ¡∨ = F(ΣV )/(Σ2R⊥). On note cette prope´rade (ou le PROP associe´) P !.
On peut remarquer que la prope´rade (ou le PROP) P ! est entie`rement de´termine´e par P ¡(1) = ΣV
et P ¡(2) = Σ
2R.
Rappelons que dans le cas d’une alge`bre quadratique A = T (V )/(R), S. Priddy de´finit l’alge`bre
duale A! par T (V ∗)/(R⊥), lorsque V est de dimension finie sur k. De meˆme, V. Ginzburg et
M. M. Kapranov construisent la duale d’une ope´rade quadratique P = F(V )/(R) en posant
P ! = F(V ∨)/(R⊥), encore une fois lorsque V est de dimension finie.
Dans le cas de la dimension finie, les de´finitions conceptuelles des objets duaux donne´es ici coinci-
dent avec les de´finitions classiques, a` suspension pre`s (cf. [BGS] et [Fr]). En particulier, la duale
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d’une alge`bre A¡(n) est isomorphe a` Σ
nA!
∗
n et la duale d’une ope´rade P
¡
(n) est isomorphe a` Σ
nP !
∨
n .
Les complexes de Koszul et les re´solutions venant de la cobar construction introduits ici corre-
spondent, dans le cas des alge`bres, a` ceux donne´s dans [Pr] et, dans le cas des ope´rades, a` ceux
de [GK].
Comme nous n’avons aucune hypothe`se sur les dimensions de modules en jeu, les notions intro-
duites ici sont plus ge´ne´rales.
5. Exemples
La dernie`re difficulte´ est de pouvoir montrer que le complexe de Koszul d’une prope´rade (un
PROP) est acyclique dans des cas concrets, comme celui des bige`bres de Lie et celui des bige`bres
de Hopf infinite´simales par exemple. Pour cela, nous demontrons une proposition affirmant que
les prope´rades construites suivant un sche´ma particulier sont de Koszul. Cette section est une
ge´ne´ralisation aux prope´rades des me´thodes de T. Fox, M. Markl [FM] et W. L. Gan [G].
5.1. Loi de remplacement. Soit P une prope´rade quadratique de le forme
P = F(V, W )/(R⊕D ⊕ S),
ou` R ⊂ F(2)(V ), S ⊂ F(2)(W ) et
D ⊂ (I ⊕ W︸︷︷︸
1
)⊠c (I ⊕ V︸︷︷︸
1
)
⊕
(I ⊕ V︸︷︷︸
1
)⊠c (I ⊕ W︸︷︷︸
1
).
Les deux couples de S-bimodules (V, R) et (W, S) induisent des prope´rades que l’on note A =
F(V )/(R) et B = F(W )/(S).
De´finition (Loi de remplacement). Soit λ un morphisme de S-bimodules
λ : (I ⊕ W︸︷︷︸
1
)⊠c (I ⊕ V︸︷︷︸
1
)→ (I ⊕ V︸︷︷︸
1
)⊠c (I ⊕ W︸︷︷︸
1
).
Lorsque le S-bimodule D est de´fini comme l’image de
(id, −λ) : (I ⊕ W︸︷︷︸
1
)⊠c (I ⊕ V︸︷︷︸
1
)→ (I ⊕ W︸︷︷︸
1
)⊠c (I ⊕ V︸︷︷︸
1
)
⊕
(I ⊕ V︸︷︷︸
1
)⊠c (I ⊕ W︸︷︷︸
1
),
on dit que λ est une loi de remplacement et on note D par Dλ.
Les exemples que nous traitons ici sont tous de cette forme. Ils proviennent meˆme d’un “me´lange”
(cf. [FM]) de deux ope´rades.
De´finition (S-bimodule oppose´). A partir d’un S-bimodule P , on de´finit un S-bimodule oppose´
Pop par
Pop(m, n) = P(n, m).
Prendre l’oppose´ d’un S-bimodule revient a` inverser le sens de parcours du S-bimodule. Soient P
et Q deux S-bimodules, on retrouve cette remarque au niveau du produit P ⊠c Q, car on a
(P ⊠c Q)
op = Qop ⊠c P
op.
Lorsque le S-bimodule P est muni d’une structure de prope´rade (ou de PROP), le S-bimodule
oppose´ Pop est lui aussi muni d’une structure de prope´rade (ou de PROP).
Les prope´rades donne´es en exemple ici (bige`bres de Lie, bige`bres de Hopf infinite´simales) sont
engendre´es uniquement par des ope´rations (n entre´es et une sortie) et des coope´rations (une
entre´e et m sorties). On peut les e´crire sous la forme F(V ⊕W )/(R⊕Dλ⊕S), ou` V repre´sente les
ope´rations ge´ne´ratrices (V (m, n) = 0 si m > 1) et ou` W repre´sente les coope´rations ge´ne´ratrices
(W (m, n) = 0 si n > 1). La prope´rade A = F(V )/(R) est alors une ope´rade et la prope´rade
Bop = F(W op)/(Sop) est aussi une ope´rade. Dans ce cas particulier, les lois de remplacement sont
de la forme
λ : W ⊗k V → (I ⊕ V︸︷︷︸
1
)⊠c (I ⊕ W︸︷︷︸
1
).
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Pour la prope´rade associe´e aux bige`bres de Lie (cf. chapitre 2 section 4.3), on a A = Bop = Lie et
la loi de remplacement λ est donne´e par
λ :
1 2
AA }}
}} A
A
1 2
7→
1 2
zz D
D
zz
1 2
−
2 1
zz D
D
zz
1 2
+
1 2
DD zz D
D
1 2
−
2 1
DD zz D
D
1 2
.
Dans le cas des bige`bres de Hopf infinite´simiales (cf. chapitre 2 section 4.3), les ope´rades A et Bop
correspondent a` l’ope´rade As des alge`bres associatives et la loi de remplacement vient de
λ :
??
?
? 7→ ?
?
+ ?
?
?
?
.
Ces deux lois de remplacement permettent de permuter verticalement ope´rations et coope´rations.
De´finition (Loi de remplacement compatible). On dit qu’une loi de remplacement λ est com-
patible avec les realtions R et S si les deux morphismes suivants sont injectifs
A︸︷︷︸
(1)
⊠c B︸︷︷︸
(2)
→ P
A︸︷︷︸
(2)
⊠c B︸︷︷︸
(1)
→ P .
Lemme 155. Toute prope´rade de la forme P = F(V, W )/(R ⊕ Dλ ⊕ S) de´finie par une loi de
remplacement λ compatible ve´rifie l’isomorphisme de S-bimodules
P ∼= A⊠c B.
De´monstration. L’hypothe`se de compatibilite´ de la loi de remplacement λ permet de montrer
que le morphisme A⊠c B → P est injectif (cf. [FM]).
Ensuite, on montre que ce morphisme est surjectif. Pour cela, a` tout e´le´ment de P , on choisit un
repre´sentant dans F(V ⊕W ). Ce dernier s’e´crit comme un somme finie de graphes indice´s par
des ope´rations de V et des coope´rations de W . Pour chacun des graphes, on fixe arbitrairement
un sommet par niveau (cf. chapitre 6) et on permute ope´rations et coope´rations pour placer
l’ensemble des coope´rations au dessus de celui des ope´rations. L’e´le´ment ainsi obtenu appartient
a` F(V )⊠c F(W ) et, une fois projecte´ dans A⊠c B, il fournit l’ante´ce´dent voulu. 
Dans les deux exemples pre´ce´dents ce lemme montre que l’on peut e´crire tout e´le´ment de P comme
somme d’e´le´ments de A⊠cB, c’est-a`-dire en mettant toutes les coope´rations en haut et toutes les
ope´rations en bas. Au niveau des bige`bres de Lie, ce re´sultat e´tait de´ja` pre´sent dans [EE] (section
6.4).
5.2. Duale de Koszul d’une prope´rade donne´e par une loi de remplacement.
Proposition 156. Soit P une prope´rade de la forme P = F(V, W )/(R ⊕ Dλ ⊕ S) de´finie par
une loi de remplacement λ compatible avec les relations R et S et telle que la somme totale des
dimensions de V et W sur k,
∑
m,n dimk(V ⊕W )(m, n).
La prope´rade duale est alors donne´e par
P ! = F(ΣW∨ ⊕ ΣV ∨)/(Σ2S⊥ ⊕ Σ2Dtλ ⊕ Σ2R⊥),
c’e´st-a`-dire par la loi de remplacement tλ. Et la coprope´rade duale ve´rifie l’isomorphisme de S-
bimodules
P ¡ ∼= B¡ ⊠c A
¡.
De´monstration. L’hypothe`se sur la dimension des S-bimodules ge´ne´rateurs V et W de P , im-
plique que la dimension de F(ρ)(ΣV
∨⊕ΣW∨)(m, n) est finie, pour tous les entiers ρ, m et n. On
en conclut que les dimensions de P ¡(ρ)(m, n) et de P
!
(ρ)(m, n) sont aussi finies, d’ou` P
!∨ ∼= P ¡.
On e´critR⊥ l’orthogonal de R dans F(2)(V ∨), S⊥ l’orthogonal de S dans F(2)(W∨) etD⊥λ l’orthog-
onal de Dλ dans (I ⊕ W
∨︸︷︷︸
1
)⊠c (I ⊕ V
∨︸︷︷︸
1
)
⊕
(I ⊕ V ∨︸︷︷︸
1
)⊠c (I ⊕ W
∨︸︷︷︸
1
). Alors, la prope´rade duale P !
est donne´e par
P ! = F(ΣV ∨ ⊕ ΣW∨)/(Σ2R⊥ ⊕ Σ2D⊥λ ⊕ Σ
2S⊥).
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Il suffit maintenant de remarquer que le S-bimodule D⊥λ correspond a` l’image du morphisme
(id,−tλ) : (I ⊕ V ∨︸︷︷︸
1
)⊠c (I ⊕W
∨︸︷︷︸
1
)→ (I ⊕ V ∨︸︷︷︸
1
)⊠c (I ⊕ W
∨︸︷︷︸
1
)
⊕
(I ⊕W∨︸︷︷︸
1
)⊠c (I ⊕ V
∨︸︷︷︸
1
),
c’est-a`-dire que D⊥λ = Dtλ.
En appliquant le lemme pre´ce´dent a` la prope´rade P !, on obtient que P ! ∼= B! ⊠c A! puis P ¡ ∼=
B¡ ⊠c A
¡ en dualisant line´airement. 
Les deux exemples donne´s par les prope´rades des bige`bres de Lie et des bige`bres de Hopf in-
finite´simales ve´rifient les hypothe`ses de cette proposition. Elles sont toutes les deux engendre´es
par un nombre fini de ge´ne´rateurs. Comme dans les deux cas, aucun e´le´ment de la forme 
??
??
n’apparait dans les relations, on les retrouve parmi les relations de la prope´rade duale (au sens de
Koszul).
Corollaire 157.
(1) La prope´rade duale de Koszul BiLie! de celle des bige`bres de Lie est donne´e par
BiLie! = F(V )/(R),
ou` V =
1 2
??⊕ 
??
1 2
, c’est-a`-dire une ope´ration commutative et une coope´ration cocommu-
tative, et
R =

1 2 3?? ?? − 1 2 3?? ????
 .k[S3]
⊕ k[S3].
 ??
?
? ??
1 2 3
− 
??
 ?
?
1 2 3

⊕
1 2
??
?
?
1 2
−
1 2
?
?

1 2
⊕
1 2
??
?
?
1 2
−
2 1
?
?

1 2
⊕
1 2
??
?
?
1 2
−
1 2
???
?
1 2
⊕
1 2
??
?
?
1 2
−
2 1
???
?
1 2
⊕ 
 ??
??  .
Elle correspond a` la diope´rade des alge`bres de Frobenius commutatives unitaires. Au
niveau des S-bimodules, on a
BiLie!(m, n) = k.
(2) La prope´rade duale de Koszul εBi! de celle des bige`bres de Hopf infinite´simales est donne´e
par
εBi! = F(V )/(R),
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ou` V =
??
⊕ ?
?
et
R =

?? ?? −
?? ????
⊕ ?
?
?
? ??
− ?
?
 ?
?
⊕
??
?
? − ?
?
⊕
??
?
? − ?
?
?
?
⊕ 
 ??
?? ⊕
 ?
?
??
?? 
 ?? 
⊕
??
??
?? 
?? 
⊕
??
??
?? 
?? 
⊕
??
??
?? 
?? 
.
Au niveau des S-bimodules, on a
εBi!(m, n) = k[Sm]⊗k k[Sn].
5.3. Complexe de Koszul d’une prope´rade donne´e par une loi de remplacement.
Proposition 158. Soit P une prope´rade de la forme P = F(V, W )/(R⊕Dλ⊕S) de´finie par une
loi de remplacement λ, telle que la somme totale des dimensions de V et W sur k,
∑
m,n dimk(V ⊕
W )(m, n), soit finie. On de´finit les deux prope´rades A et B par A = F(V )/(R) et B = F(W )/(S).
On suppose que W est un S-bimodule de degre´ homologique nul.
Si A et B sont des prope´rades de Koszul, alors P est aussi une prope´rade de Koszul.
De´monstration. En appliquant le lemme 155 et la proposition 156, on montre que le complexe
de Koszul de P est de la forme
P ¡ ⊠c P = (B
¡
⊠c A
¡)⊠c (A⊠c B) = B
¡
⊠c (A
¡
⊠c A)⊠c B.
On introduit la filtration suivante du complexe de Koszul : Fn(P ¡ ⊠c P) correspond au sous-S-
bimodule de B¡⊠c(A
¡
⊠cA)⊠cB engendre´ par les graphes a` 4 niveaux pre´sentant au plus n sommets
sur le quatrie`me niveau, c’est-a`-dire celui indice´ par des e´le´ments de B¡. Cette filtration est stable
par la diffe´rentielle du complexe de Koszul, elle induit donc une suite spectrale note´e E∗p, q. Le
premier terme de cette suite spectrale E0p, q est compose´ des e´le´ments de B
¡
⊠c (A
¡
⊠c A)⊠c B de
degre´ homologique p+ q et qui se´crivent avec exactement p e´le´ments de B¡. Et la diffe´rentielle d0
correspond a` la diffe´rentielle de Koszul de la prope´rade A. Comme A est une prope´rade de Koszul,
on a E1p, q = B
¡
⊠c B et d1 est la diffe´rentielle du complexe de Koszul de la prope´rade B. Comme
celle-ci est acyclique, la suite spectrale est de´ge´ne´re´e en E2. Plus pre´cisement, on a
E2p, q =
{
I si p = 0 et q = 0,
0 sinon.
La filtration est exhaustive et borne´e infe´rieurement, on peut appliquer a` Erp, q le the´ore`me classique
de convergence des suites spectrales (cf. [W] 5.5.1). On obtient que la suite spectrale converge vers
l’homologie du complexe de Koszul de P . Ce complexe est donc acyclique et P est une prope´rade
de Koszul. 
Corollaire 159. Les prope´rades des bige`bres de Lie BiLie et des bige`bres de Hopf infinite´simales
εBi sont de Koszul.
De´monstration. Dans le cas BiLie, la prope´rade A est l’ope´rade de Koszul des alge`bres de Lie
Lie et la prope´rade B est l’oppose´e de Lie, B = Lieop, qui est aussi de Koszul.
Dans le cas εBi, la prope´radeA est l’ope´rade de Koszul des alge`bres associativesAs et la prope´rade
B est l’oppose´e de As, B = Asop, qui est aussi de Koszul. 
application : La cobar construction sur la coprope´rade BiLie¡ est une re´solution de la prope´rade
BiLie. Si on interpre`te cela en termes de cohomologie des graphes, on retrouve les re´sultats de
M. Markl et A. A. Voronov [MV]. La cohomologie des graphes ”commutatifs” connexes est e´gal
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a` la prope´rade BiLie. Dans le cas de la prope´rade IBi, on trouve que la cohomologie des graphes
“ribbon” connexes est e´gale a` la prope´rade εBi.
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Se´ries de Poincare´
On ge´ne´ralise ici une de´marche de´ja` utilise´e dans le cadre des alge`bres associatives (cf. Y. Manin
[M]) et des ope´rades binaires quadratiques (cf. V. Ginzburg et M.M. Kapranov [GK]).
Soit P une prope´rade quadratique (issue e´ventuellement d’un PROP). A P (respectivement a`
P ¡), on associe une se´rie de Poincare´ fP (respectivement fP¡) dont les coefficients viennent de
dimensions des modules P(ρ)(m, n) (respectivement P
¡
(ρ)(m, n)) lorsque ces quantite´s sont finies.
Au chapitre pre´ce´dent, nous avons vu que P est de Koszul si et seulement si le complexe de Koszul
P ¡⊠c P est acyclique. Dans ce cas, la caracte´ristique d’Euler-Poincare´ du complexe de Koszul est
nulle et induit une relation fonctionnelle entre fP et fP¡ .
Dans une premie`re section nous de´finissons les se´ries de Poincare´ dans le cadre ge´ne´ral des S-
bimodules et nous de´montrons le the´ore`me ve´rifie´ par les se´ries associe´es aux prope´rades de
Koszul. Dans la suite, nous appliquons ce re´sultat aux cas particuliers des alge`bres associatives,
des ope´rades binaires et des ope´rades quadratiques non ne´cessairement binaires. Dans les deux pre-
miers cas, nous retrouvons les e´quations fonctionnelles donne´es par [L1] et [GK] respectivement.
Le dernier cas est nouveau. Et nous donnons un exemple d’application.
1. Se´ries de Poincare´ des prope´rades
On se place ici dans la cate´gorie mono¨ıdale des S-bimodules gradue´s par un poids munie du produit
⊠c (cf. chapitre 2 section 1.3). On rappelle que toute prope´rade quadratique est gradue´e par un
poids (qui vient du nombre de sommet des graphes de´crivant la prope´rade libre) et que le complexe
de Koszul se de´compose de la manie`re suivante :
Proposition 160. Le complexe de Koszul associe´ a` une prope´rade gradue´e par un poids (e´ventu-
ellement quadratique) P se de´compose en somme directe de sous-complexes indice´s par le nombre
d’“entre´es et de sorties” (bigraduation naturelle du S-bimodule P) et par la graduation totale
venant du poids. Soit
K =
⊕
m,n, d≥0
K(d)(m, n),
ou` K(d)(m, n) correspond a`
0→ P ¡(d)(m, n)→ P
¡︸︷︷︸
(d−1)
⊠c P︸︷︷︸
(1)
(m, n)→ · · · → P ¡︸︷︷︸
(1)
⊠c P︸︷︷︸
(d−1)
(m, n)→ P(d)(m, n)→ 0.
Remarque : On a la meˆme proposition pour le complexe de Koszul K′, version syme´trique de K,
ou` K′(d)(m, n) = (P ⊠c P
¡)(d).
Lemme 161. Soit V un S-bimodule tel que
⊕
m,n∈N∗ V (m, n) soit de dimension finie sur k. Alors
la dimension de F(d)(V )(m, n) est finie.
Soit P une prope´rade engendre´e par un tel module V (P = F(V )/(R)). Alors la dimension de
P(d)(m, n) est finie.
De´monstration. L’hyopthe`se que le module
⊕
m,n∈N∗ V (m, n) soit de dimension finie sur k
implique qu’il existe M et N dans N tels que V (m, n) = 0 si m ≥M ou n ≥ N . Comme il n’existe
qu’un nombre fini de graphes connexes avec moins de d sommets et tels que chaque sommet
admette un nombre d’entre´es infe´rieur a` M et un nombre de sorties infe´rieur a` N , on obtient le
re´sultat voulu. 
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Le principal the´ore`me e´nonce´ dans cette the`se, le crite`re de Koszul (cf. the´ore`me 149), affirme
qu’une prope´rade P est de Koszul si et seulement si les complexes de Koszul K(d)(m, n) sont
acycliques pour d ≥ 1 (ce qui est e´quivalent a` l’acyclicite´ des complexes de Koszul K′(d)(m, n)
pour d ≥ 1).
Dans ce cas, la caracte´ristique d’Euler-Poincare´ des complexes de Koszul s’annule pour donner la
formule
d∑
k=0
(−1)kdim( P ¡︸︷︷︸
(k)
⊠c P︸︷︷︸
(d−k)
)(m, n) = 0.
Dans le cas ou` la prope´rade quadratique P est engendre´e par un espace de ge´ne´rateurs de dimension
totale finie, on peut appliquer le lemme 161 qui montre que tous les modules conside´re´s dans la
formule pre´ce´dente sont de dimension finie. On peut donc la de´velopper de la manie`re suivante :
d∑
k=0
(−1)kdim( P ¡︸︷︷︸
(k)
⊠c P︸︷︷︸
(d−k)
)(m, n) =
∑
Ξ
♯S k¯, j¯c
n!
ı¯! ¯!
m!
k¯! l¯!
dimP ¡o1(l1, k1) . . . dimP
¡
ob(lb, kb). dimPq1(j1, i1) . . . dimPqa(ja, ia),
ou` la somme Ξ court sur les n-uplets ı¯, ¯, k¯, l¯, o¯ et q¯ tels que |¯ı| = n, |¯| = |k¯|, |l¯| = m, |o¯| = k et
|q¯| = d− k.
De´finition (Se´rie de Poincare´ associe´e a` un S-bimodule). A un S-bimodule gradue´ par un poids
P re´duit (c’est-a`-dire P(m, n) = 0 de`s que m = 0 ou n = 0), on associe la se´rie de Poincare´
fP(y, x, z) =
∑
m,n≥1
d≥0
dimP(d)(m, n)
m!n!
ymxnzd,
lorsque les modules P(d)(m, n) sont tous de dimension finie sur k.
Si on pose
Ψ
(
g(y, X, z), f(Y, x, z′)
)
=
∑
Ξ′
♯Sk¯, j¯c
b∏
β=1
1
kβ !
∂kβg
∂Xkβ
(y, 0, z)
a∏
α=1
1
jα!
∂jαf
∂Y jα
(0, x, z′),
ou` la somme Ξ′ court sur les n-uplets k¯ et ¯ tels que |k¯| = ||. On a alors la proposition suivante :
The´ore`me 162. Toute prope´rade P de Koszul engendre´e par un espace de ge´ne´rateurs de dimen-
sion finie ve´rifie
Ψ
(
fP¡(y, X, −z), fP(Y, x, z)
)
= xy.
De´monstration. On a
Ψ
(
fP¡(y, X, −z), fP(Y, x, z)
)
=∑
Ξ′
♯Sk¯, j¯c
b∏
β=1
1
kβ !
∂kβfP¡
∂Xkβ
(y, 0, −z)
a∏
α=1
1
jα!
∂jαfP
∂Y jα
(0, x, z)
∑
m,n≥1
d≥0
( d∑
k=0
(−1)k
(∑
Ξ
♯Sk¯, j¯c
b∏
β=1
dimP ¡qβ (lβ , kβ)
lβ ! kβ !
a∏
α=1
dimPoα(jα, iα)
jα! iα!
)
︸ ︷︷ ︸
=0 pour d≥1
)
ymxnzd
= xy.

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Remarque : Comme le complexe de Koszul K est acyclique si et seulement si le complexe K′ est
acyclique, dans le cas ou` la prope´rade P est de Koszul, on a la formule syme´trique
Ψ
(
fP(y, X, −z), fP¡(Y, x, z)
)
= xy.
On va maintenant appliquer ce the´ore`me aux sous-cate´gories pleine de S-biMod que sont k-Mod
et S-Mod.
2. Se´ries de Poincare´ des alge`bres quadratiques
On se place ici dans la sous-cate´gorie mono¨ıdale pleine (gr-Mod, ⊗k, k) de (gr-S-biMod, ⊠c, I).
Dans cette sous-cate´gorie mono¨ıdale, une prope´rade (un mono¨ıde) correspond a` la notion classique
l’alge`bre associative gradue´e. Dans ce cas, la prope´rade (alge`bre) libre sur un espace V correspond a`
l’alge`bre tensorielle T (V ). Et une prope´rade quadratique est une alge`bre quadratique A de la forme
A = T (V )/(R), ou` R ∈ T2(V ) = V ⊗2. Sa duale de Koszul est donne´e par A¡ =
(
T (V ∗)/(R⊥)
)∗
=
(R⊥)⊥. Si l’alge`bre A est engendre´e par un module V concentre´ en degre´ 0, alors A¡n = A
¡
(n). On
se place ici dans le cas ou` V est un espace de dimension finie afin de ve´rifier les hypothe`ses du
lemme 161.
Proposition 163. Le complexe de Koszul a ici la forme suivante :
K(n) : 0→ A
¡
(n) → A
¡
(n−1) ⊗A(1) → · · · → A
¡
(1) ⊗A(n−1) → A(n) → 0.
Dans [L1], une alge`bre est dite de Koszul si les complexes Kn sont acycliques pour n ≥ 1. Cette
de´finition est e´quivalente a` celle donne´e ici (cf. the´ore`me 149).
De´finition (Se´rie de Poincare´ associe´e a` un k-module). La se´rie de Poincare´ associe´e a` un
k-module gradue´ par un poids A est donne´e par
fA(x) =
∑
n≥0
dim(A(n))x
n,
si tous les modules A(n) sont de dimension finie.
Remarque : Cette de´finition correspond bien a` celle donne´e dans la section pre´ce´dente. En
conside´rant A comme un S-bimodule, on a la se´rie de Poincare´
fA(y, x, z) =
∑
n≥0
dim(A(n))z
n xy.
Les deux de´finitions sont relie´es par la formule
fA(z) = fA(1, 1, z).
Comme corollaire du the´ore`me 162, on a la formule suivante dans le cadre des alge`bres associatives.
Proposition 164. Si A est une alge`bre de Koszul, alors les se´ries de Poincare´ associe´es ve´rifient
l’equation fonctionnelle :
fA(x).fA¡(−x) = 1.
De´monstration. En appliquant le the´ore`me 162, on a ici
fA(z).fA¡(−z) = Ψ (fA¡(1, X, z), fA(1, Y, −z))
= 1.

Dans la litte´rature, on trouve plutoˆt la notion d’alge`bre duale de´finie par A! = T (V ∗)/(R⊥). Nous
avons vu a` la fin du chapitre pre´ce´dent que A!
∗
= A¡. On a alors l’e´galite´ fA!(x) = fA¡(x), d’ou`
fA(x).fA!(−x) = 1.
Exemples : L’exemple le plus connu vient du complexe original de Koszul construit a` partir de
l’alge`bre syme´trique S(V ) et de sa duale Λ(V ) (cf. J.-L. Koszul [Kos]).
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3. Se´ries de Poincare´ des ope´rades binaires
Nous reprenons ici le raisonnement effectue´ par V. Ginzburg et M. M. Kapranov dans [GK] pour
les ope´rades binaires quadratiques.
On se place maintenant dans la cate´gorie mono¨ıdale (S-Mod, ◦, I) des S-modules munie du produit
mono¨ıdal
P ◦Q (n) =
⊕
1≤k≤n
i1+···+ik=n
P(k)⊗Sk Q(i1)⊗ · · · ⊗ Q(ik).
Par de´finition, une ope´rade (P , γ, η) est un mono¨ıde dans cette cate´gorie mono¨ıdale. L’ope´rade
libre F(V ) sur V peut eˆtre repre´sente´ par les arbres ou` chaque sommet a` k entre´es est indice´ par
une ope´ration de V (k). Une ope´rade quadratique est une ope´rade de la forme : P = F(V )/(R),
avec R ∈ F(2)(V ). Sa duale, au sens de Ginzburg et Kapranov, est de´finie par P
! = F(V ∨)/(R⊥).
Ici, nous avons de´fini sa coduale par P ¡ qui correspond a` P !
∨
.
3.1. Cas binaire ge´ne´ral. Dans le cas ou` V est un S2-module (de dimension finie), c’est-a`-
dire compose´ uniquement d’ope´rations binaires, on parle d’ope´rade binaire (toutes les ope´rations
sont engendre´es par des ope´rations a` deux variables). La graduation en poids est directement lie´e
a` la graduation donne´e par le S-module P par la formule P(n−1) = P(n).
Proposition 165. Dans le cadre des ope´rades binaires quadratiques, le complexe de Koszul cor-
respond a`
K(n−1)(n) : 0→ P ¡(n)→ (P ¡(n− 1) ◦ P)(n)→ · · · → (P ¡(2) ◦ P)(n)→ P(n)→ 0.
Dans le cas ou` l’ope´rade P est de Koszul, la caracte´risque d’Euler-Poincare´ s’annule pour donner :
n∑
k=1
(−1)kdim((P ¡(k) ◦ P)(n)) = 0.
Or, on a
dim((P ¡(k) ◦ P)(n)) =
∑
i1+···+ik=n
n! dimP ¡(k) dimP(i1) . . . dimP(ik)
k! i1! . . . ik!
.
Ceci pousse a` la de´fintion suivante :
De´finition (Se´rie de Poincare´ associe´e a` une ope´rade binaire quadratique). A une ope´rade binaire
quadratique P , on associe la se´rie de Poincare´
fP(x) =
∑
n≥1
(−1)n
dimP(n)
n!
xn.
Remarque : Cette de´finition apparait comme un cas particulier des se´ries de Poincare´ associe´es
aux prope´rades. En effet, si on conside`re P comme une prope´rade, on obitent
fP(y, x, z) =
∑
n≥1
dimP(n)
n!
y xnzn−1.
Et les deux se´ries sont relie´es par la formule
fP(x) = fP(1, −x, 1).
Proposition 166. Si P est une ope´rade binaire quadratique de Koszul, les se´ries de Poincare´
ve´rifient l’e´quation fonctionnelle
fP¡(fP(x)) = x.
De´monstration. On a
fP¡(fP(x)) = fP¡ (1, −fP(1, −x, 1), 1)
= Ψ (fP¡(1, X, −1), fP(Y, x, 1)) = x

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Exemples :
– Les ope´rades Com et Lie codant les alge`bres commutatives et les alge`bres de Lie sont des
ope´rades binaires, quadratiques et de Koszul. Elles sont duales l’une de l’autre. Comme Com(n) =
k, on a fCom(x) = e−x − 1 et comme dim Lie(n) = (n − 1)!, on a fLie(x) = − ln(1 + x). Ces
deux se´ries ve´rifient bien la relation pre´ce´dente. (cf. [GK])
– Un autre exemple est donne´ par les ope´rades Leib et Zinb repre´sentant les alge`bres de Leibniz
et les alge`bres Zinbiel (cf. [L2]). Ces deux ope´rades sont binaires, quadratiques et de Koszul.
Elles sont aussi duales l’une de l’autre. On a Leib(n) = k[Sn], d’ou` fLeib(x) = −x1+x . De meˆme,
on sait que Zinb(n) = k[Sn], d’ou` on tire fZinb(x) = −x1+x . L’e´quation fonctionnelle est encore
ve´rifie´e ici.
3.2. Cas non-syme´trique. Si les ope´rades en question peuvent eˆtre de´crites sans l’action
du groupe syme´trique, on parle d’ope´rades non-syme´triques ou non-Σ. Soit P une telle ope´rade,
alors le Sn-module P(n) est un Sn-module libre que l’on note P ′(n) ⊗k k[Sn]. Dans ce cas,
l’objet sous-jacent a` l’ope´rade est juste le k-module gradue´ P ′. La se´rie de Poincare´ devient
fP(x) =
∑
n≥1(−1)
ndimP ′(n)xn et le re´sultat pre´ce´dent reste vrai.
Exemples :
– L’exemple le plus ce´le´bre est celui de l’ope´rade As des alge`bres associatives. Cette ope´rade est
une ope´rade non syme´trique binaire quadratique et de Koszul. Elle est autoduale. Et, sa se´rie
de Poincare´ vaut fAs(x) = −x1+x .
– Un autre exemple de telles ope´rades est donne´ par les ope´rades Dias et Dend repre´sentant les
dige`bres et les alge`bres dendriformes (cf. [L2]). Le Sn-module Dias(n) correspond a` n copies
de k[Sn], d’ou` fDias(x) = −x(1+x)2 . Quant au Sn-module Dend(n), il est isomorphe a` une somme
directe indice´e par les arbres binaires planaires a` n sommets. Le cardinal de cet exemple est e´gal
au nombre de Catalan cn. On a donc fDend(x) = −1−2x+
√
1+4x
2x .
4. Se´ries de Poincare´ des ope´rades quadratiques
Le cas pre´ce´dent e´tait de´ja` connu et donne´ dans [GK]. Cette article de´crit la the´orie de Koszul
des ope´rades binaires quadratiques (comme As, Com, Lie etc...). Dans ce cas particulier, on s’est
fortement servi de la relation P(n−1) = P(n) pour pouvoir e´crire l’e´quation fonctionnelle ve´rifie´e
par les se´ries de Poincare´. Pour de´passer cette difficulte´ dans le cas ge´ne´ral, il faut introduire le
poids dans la de´finition de la se´rie de Poincare´. Ceci apparait naturellement lorsque l’on e´crit la
se´rie de Poincare´ d’une ope´rade gradue´ par un poids comme une prope´rade.
4.1. Cas ge´ne´ral. On reformule la propositon 160 dans le cadre des ope´rades.
Proposition 167. Le complexe de Koszul se de´compose en somme directe en fonction du ”nombre
de feuilles” (graduation du S-module) et de la graduation totale venant du le poids
K =
⊕
d, n≥0
K(d)(n)
ou` K(d)(n) correspond a` :
K(d)(n) : 0→ P
¡
(d)(n)→ P
¡
(d−1) ◦ P︸︷︷︸
(1)
(n)→ · · · → P ¡(1) ◦ P︸︷︷︸
(d−1)
(n)→ P(d)(n)→ 0.
On a le meˆme re´sultat pour le complexe de Koszul K′ ou`
K′(d)(n) : 0→ P
¡
(d)(n)→ P(1)(n) ◦ P
¡︸︷︷︸
(d−1)
(n)→ · · · → P(d−1) ◦ P ¡︸︷︷︸
(1)
(n)→ P(d)(n)→ 0.
De la meˆme manie`re que nous avions de´fini une se´rie de Poincare´ pour les S-bimodules gradue´s
pas un poids, on peut le faire pour un S-module gradue´ par un poids.
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De´finition (Se´rie de Poincare´ associe´e a` un S-module gradue´ par un poids). A tout S-module
gradue´ par un poids P , on associe la se´rie de Poincare´
fP(x, y) =
∑
d≥0, n≥1
dimP(d)(n)
n!
yd xn.
Remarque : Cette de´fintion est bien un cas particulier de se´rie de Poincare´ associe´e a` un S-
bimodule. En effet, ces deux de´finitions ve´rifient la relation
fP(y, x, z) = yfP(x, z).
Dans ce cas particulier des ope´rades l’e´quation fonctionnelle donne´e au the´ore`me 162 se simplifie.
Proposition 168. Soit une ope´rade P quadratique et de Koszul, alors les se´ries de Poincare´
ve´rifient les e´quations
fP¡(fP(x, y), −y) = x et fP(fP¡(x, y), −y) = x.
De´monstration. D’apre`s le the´ore`me 162, on a
fP¡(fP(x, y), −y) = Ψ (fP¡(1, X, −y), fP(Y, x, y))
= x

4.2. Cas non-syme´trique. Comme dans le cas binaire, si P est une ope´rade non-syme´trique,
on peut simplifier la se´rie de Poincare´ en posant
fP(x, y) =
∑
d, n
dimP ′(d)(n) y
dxn
et la proposition pre´ce´dente reste vraie.
4.3. Exemple : Cas d’une ope´rade libre engendre´e par une ope´ration n-aire pour
tout n. On conside`re l’ope´rade non syme´trique libre P engendre´e par l’espace V = k{
??,
??, . . .}.
Donc P = F(V ) et P ¡ = k ⊕ V .
Remarquons que F(V )(n) est de dimension finie alors que l’espace des ge´ne´rateurs V est de
dimension infinie.
Proposition 169. L’ope´rade F(V ) est de Koszul.
De´monstration. Il s’agit de montrer que K(d)(n) est acyclique pour n ≥ 2. Comme P
¡ = k⊕V ,
ce complexe se re´duit a` :
K(d)(n) : 0→ 0→ · · · → 0→ P
¡
(1) ◦ P︸︷︷︸
(d−1)
(n)→ P(d)(n)→ 0.
Or, l’ope´rade P e´tant sans relation, le morphisme d : V ◦ P︸︷︷︸
(d−1)
(n)→ P(d)(n) est un isomorphisme.
D’ou` le re´sultat. 
De la forme de P ¡ on tire la se´rie de Poincare´ associe´e,
fP¡(x, y) =
∑
d≥0, n≥1
dimP ¡(d)(n)x
nyd = x+
∑
n≥2
xny = x+ y
x2
1− x
.
D’apre`s la proposition 168, on obtient
fP(x, y)− y
f2P(x, y)
1− fP(x, y)
= x.
Ce qui implique
(y + 1)f2P(x, y)− (1 + x)fP(x, y) + x = 0.
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Soit Pn(x) le polynoˆme de Poincare´ du polytope du Stasheff de dimension n, aussi appele´ as-
sociae`dre et note´ Kn ou Kn+2. Ce polynoˆme s’e´crit Pn(y) =
∑n
k=0 ♯Cel
n
k .y
k ou` Celnk repre´sente
l’ensembles des cellules de dimension k du polytope de Stasheff de dimension n. On pose, fK(x, y) =∑
n≥0 Pn(y)x
n la se´rie ge´ne´ratrice associe´e a` ces polynoˆmes.
Les cellules de dimension k de Kn peuvent eˆtre incide´es par les arbres planaires a` n + 2 feuilles
et n+ 1− k sommets. Cette bijection implique que ♯Celnk = dimPn+1−k(n+ 2). Ce qui donne au
niveau des se´ries ge´ne´ratrices :
fP(x, y) = x+
∑
n≥2
n−1∑
k=1
dimPnk y
kxn
= x+
∑
n≥2
( n−1∑
k=1
♯Cell−2n−2−(k−1) y
k
)
xn
= x+ yx2
∑
n≥0
( n∑
k=0
♯Celnn−k y
k
)
xn
= x+ yx2
∑
n≥0
Pn
(1
y
)
(xy)n = x+ yx2fK
(
xy,
1
y
)
.
En utilisant l’equation ve´rifie´e par fP , on en trouve une pour fK
((1 + y)x2)f2K(x, y) + (−1 + (2 + y)x)fK(x, y) + 1 = 0.
Ce qui donne la formule suivante :
Proposition 170. La se´rie ge´ne´ratrice associe´e aux polytopes de Stasheff ve´rifie
fK(x, y) =
1 + (2 + y)x−
√
1− 2(2 + y)x+ y2x2
2(1 + y)x2
.
Remarque : On retrouve ici le meˆme formule de´ja` que celle de J.-L. Loday et M. Ronco dans
[LR2]. La me´thode utilise´e dans cette article est la meˆme qu’ici mais repose sur l’ope´rade de
Koszul des trige`bres dendriformes. Notons que cette e´galite´ se de´montre aussi de manie`re purement
combinatoire a` l’aide de la formule de re´currence qui donne le nombre d’arbres planaire a` n sommets
en fonction du nombre d’arbres planaires a` k sommets, avec k ≤ n.
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