Abstract. We study the uniqueness of generalized p-minimal surfaces in the Heisenberg group. The generalized p-area of a graph defined by u reads |∇u+ F | + Hu. If u and v are two minimizers for the generalized p-area satisfying the same Dirichlet boundary condition, then we can only get N F (u) = N F (v) (on the nonsingular set) where N F (w) := ∇w+ F |∇w+ F |
Introduction and statement of the results
Recall that the p-area (pseudohermitian area or called horizontal area by some authors) is a special case of the generalized p-area:
where Ω ⊂ R m is a bounded domain, u ∈ W 1,1 (Ω), F is an L 1 vector field on Ω, and H ∈ L ∞ (Ω), say. We denote F H by F 0 for the case of H = 0 :
F 0 (·) is called the p-area (of the graph defined by u over Ω) if F = − X * where X * = (x 1 n ′ , −x n ), m = 2n (see [7] ). In the case of a graph Σ over the R 2n -hyperplane in the Heisenberg group, the above definition of p-area coincides with those given in [4] , [12] , and [21] . In particular these notions, especially in the framework of geometric measure theory, have been used to study existence or regularity properties of minimizers for the relative perimeter or extremizers of isoperimetric inequalities (see, e.g., [12] , [14] , [16] , [17] , [19] , [20] , [23] ).
The p-area can also be identified with the 2n+ 1-dimensional spherical Hausdorff measure of Σ (see, e.g., [2] , [13] ). Some authors take the viewpoint of so called intrinsic graphs (see, e.g., [13] , [1] , [3] ). Starting from the work [7] (see also [5] ), we studied the subject from the viewpoint of partial differential equations and that of differential geometry (see [9] , [10] , [8] , and [6] ; we use the term p-minimal since this is the notion of minimal surfaces in pseudohermitian geometry; "p" stands for "pseudohermitian"). In particular, the generalized p-area (1.1) has been studied in the Heisenberg group.
First look at the integrand D u := |∇u+ F | in F H . Denote ∂u ∂xi by u i . We compute
Observe that (Ω), say) by N F (w) (or ν w ; the notation N F (w) has been used previously. But the notation ν w is concise). From (1.3), the first variation formula of F H at u, we found that ± S F (u) |∇ϕ| is not negligible if H m (S F (u)) = 0. In [6] , we extended the range of u ∈ W 1,1 to u ∈ BV (see also [24] , [22] ) and computed the first and second variations. For u, v ∈ BV, u ε = u + εϕ with ϕ = v − u, the right and left derivatives F and F is convex in ε ((3.21) in [6] ). For the second variation, although [6] ). That is to say, the first variation may have jumps, but the right and left limits of the second variation exist and coincide. This is an interesting property.
In [9] , we proved the uniqueness of minimizers for the generalized p-area F H in the space W 1,2 among other things. Recall that u ∈ W 1,1 (Ω) (W 1,2 (Ω), resp.) is called a minimizer for F H (see (1.1)) if there holds
( divF * < 0 a.e., resp.)
The uniqueness of BV solutions to the appropriate Dirichlet problem is still unknown. However for u, v ∈ W 1,2 as in Theorem 1.1 (Theorem B in [9] ), since F (ε) is nondecreasing and
Moreover, we can show that there are at most countably many ε such that
Here we have used
Note that having made use of the boundary condition (1.4), we prove N F (u ε 1 ) = N F (u ε2 ) for so called regular ε 1 , ε 2 ∈ [0, 1] (see Section 3 or [9] for more detail), in which u ε := u + ε(v − u) (in the case of good regularity, we have N F (u) = N F (v)). In fact, the difficulty of the proof of Theorem 1.1 is that we may have H 2n (S F (u)) = 0 or H 2n (S F (v)) = 0. We avoid such difficulty by working on regular ε. Next together with the condition (1.5) we can show u ≡ v (in particular, ∇u = ∇v) in Ω (a.e.).
In this paper we will first focus on the problem when N F (u) = N F (v) implies ∇u = ∇v with no boundary condition (1.4). In general this is not possible. For instance, u = xy and v = xy + y in the Heisenberg group of dimension 3. See Example 2.2 for details. On the positive side, we find a rank condition on the derivatives of F . Let h IJ := ∂ I F J − ∂ J F I (see (2.6) ). The rank of a matrix A, denoted as rank(A), is the dimension of the range Range(A) (or image) of A. Note that for all the results below in this paper, we do not assume m = 2n.
By adding the boundary condition we then have the uniqueness of minimizers for F H .
A weak version of Theorem A (Corollary A.1, resp.) reads as follows:
in Ω (a.e.). Then ∇u = ∇v in Ω (a.e.).
Next we find a nonintegrability condition for N F (u) = N F (v) to imply ∇u = ∇v. Let Θ w := dw + F I dx I for a real function w defined on Ω. If the distribution defined by Θ w = 0 in Ω is integrable, then we have
We say Θ w is integrable (nonintegrable, respectively) at a point p ∈ Ω if Θ w ∧dΘ w = 0 (Θ w ∧ dΘ w = 0, respectively) at p. The integrability condition can be described in terms of h IJ and ν
For w ∈ W 2 (Ω) and F ∈ W 1 (Ω), we say Θ w is nonintegrable if Θ w ∧ dΘ w = 0 in Ω a.e..
Again by adding the boundary condition we then have the uniqueness of minimizers for F H .
A weak version of Theorem B (Corollary B.1, resp.) reads as follows:
in Ω (a.e.). Suppose either Θ u is nonintegrable or Θ v is nonintegrable. Then ∇u = ∇v in Ω (a.e.).
Corollary B
Note that in the above results the dimension "m" is not necessarily even. We can also extend Theorem 1.1 under a condition more general than div F * > (or <) 0 while the dimension "m" is not necessarily even. Define
where a jk′ s are real constants such that a jk + a
where a jk 's are real constants such that a
Compare (2.7) with the Euclidean situation: δ I ν J − δ J ν I = 0 where
denotes the unit normal to the graph defined by u. It is a known fact that ν can be realized as the unit normal vectors of a family of (hyper)surfaces filling up a region if and only if δ I ν J − δ J ν I = 0 (see page 3 in [18] ).
Recall that in our situation, the horizontal normal ν u of a graph defined by u reads
. In Section 2, we deduce
(i.e., (2.7)). In view of the Euclidean situation, we ask the following question:
In fact, we are asking if (1.6) is an integrability condition for ν to be the horizontal normal of a graph defined by u. It turns out that we need a condition other than (1.6) 
Recall that the interior product η ω of 1-form η and 2-form ω is defined to be (η # ) ω := ω(η # ) where η # is the corresponding vector of η with respect to the Euclidean metric. In practice, we have dx
as a system of first order equations in D coupled with (1.6), a system of first order equations in ν. It is not hard to rewrite (1.7) as follows:
for any K (see (4.9) in Section 4). From the above discussion we learn that (1.6) and (1.7) (or equivalently, (1.8)) are two necessary conditions for ν to be the horizontal normal associated to a function u, i.e., ν = ∇u+ F D . Conversely, they are also sufficient as we answer Question D in the following integrability theorem. For simplicity, we work in C ∞ category for this problem. Comparing with the fundamental theorem for surfaces in the 3-dimensional Heisenberg group in [8] , we don't prescribe p-mean curvature H here, but prescribe arbitrary F instead of fixed F = (−y, x) in [8] . Equation (1.7) or (1.8) corresponds to a Codazzi-like equation (cf. (1.17) in [8] ). See (4.15) and the discussion before Example 4.2 in Section 4 (see also a recent preprint of Hung-Lin Chiu [11] ).
The idea of proof for Theorem E is to show that U I := Dν I − F I satisfy the integrability condition ∂ I U J = ∂ J U I (and hence U I = ∂ I u for some function u).
due to condition (1.6). Observe that in terms of differential forms, we can write (1.9) as follows:
where U denotes the matrix (U IJ ) and ν is viewed as a column vector in U ν. We then observe that Dν
Proofs of Theorems A and B
Recall in [9] 
The idea of the proof for the uniqueness in [9] is to show that
Then to show that ∇u = ∇v (and hence u = v), we invoke an equality (see (5. 3) in [9] ) and an argument of integrating by parts (see Theorem 5.3 in [9] ). To make this approach work, we need to assume m = 2n and div F * > (or <, resp.) 0 (a.e.). In this section, we are going to give another approach to show that N F (u) = N F (v) implies ∇u = ∇v. Note that in this approach, we do not need to assume m = 2n.
To explain the idea, we assume u, v ∈ C 2 . Write ∇u = (u K ) where
where
Hence from (2.1), (2.2), and the definition of ν u J , we have δ
We can now compute 
So in view of (2.5) and (2.6), we can write (2.4) as follows:
Observe that h = (h IJ ) is a skew-symmetric matrix by (2.6), i.e.
(2.10)
where h T denotes the transpose of h.
Lemma 2.1. Suppose h is a skew-symmetric real m × m matrix ( m ≥ 2) such that
where ν is a ( m×1) unit column real vector and ν T is the transpose of ν, a ( 1×m) unit row vector. Then we have (2.12) rank(h) = 0 or 2.
where rank(h) denotes the rank of h.
Proof. Multiplying (2.11) by h and then taking the trace, we obtain
Here || · || denotes the Euclidean norm. Observe that the eigenvalues of h (being skew-symmetric) are purely imaginary and if iλ (λ ∈ R\{0}) is a nonzero eigenvalue (with an eigenvector w), then −iλ is also an eigenvalue (with an eigenvector independent of w). It follows that h 2 has an eigenvalue −λ 2 of multiplicity 2. Let We remark that N F (u) = N F (v) (in a region) does not imply ∇u = ∇v in dimension 2 as shown in the following example. 
(taking regular values ε j → 0 and 1, resp.). Then it follows from Theorem A that (2.14)
We claim that both S F (u) and S F (v) are nowhere dense in Ω. Suppose the converse holds. Then we can find a small ball B contained in either S F (u) or S F (v), say B ⊂ S F (u). This means that ∇u + F = 0 in B. It follows that F I = −u I and hence
in B for all I, J, contradicting the condition on the rank of (h IJ ). The above argument also works for B ⊂ S F (v). So we have shown that both S F (u) and S F (v) are nowhere dense in Ω. It follows that S F (u) ∪ S F (v) is nowhere dense in Ω. Therefore by (2.14) we have u − v = c, a constant in Ω. Since u and v are continous up to the boundary ∂Ω and u = v on ∂Ω, we have c = 0.
We remark that for m = 2, F ∈ C 1 (Ω) and w ∈ C 1 (Ω), S F (w) is nowhere dense
in Ω if div F * > 0 (or < 0, resp.) in Ω (cf. Lemma 3.1 in [8] ; in fact, we can extend this result to m = 2n or even general dimensions, see Proposition 3.4 in this paper). Also note that the size of the singular set can be measured in terms of the rank of (h IJ ) (see Theorem D in [9] where we need to assume u ∈ C 2 , F ∈ C 1 in view of Balogh's C 1,1 examples in [2] ).
We can interpret (2.9) as an integrability condition for hypersurfaces annihilated by the one-form
where Ω is a domain of R m . Then in Ω \ S F (u), Θ u is integrable (meaning the distribution defined by Θ u = 0 is integrable) if and only if (2.9) holds.
Proof. Observe that Θ u is integrable if and only if Θ u ∧ dΘ u = 0 by Frobenius' integrability theorem. We then compute 
Proof. (of Theorem B)
From
(comparing with the proof of Theorem A), we know that ∇u + F is parallel to ∇v + F .
for some nonzero function λ. Subtracting dv + F I dx I from (2.19) gives
Taking exterior differentiation of (2.20), we obtain
where Θ v := dv + F I dx I . Wedging (2.21) with Θ v we get
Observe that λ = 1 if and only if ∇u = ∇v. So if ∇u = ∇v, we have Θ v ∧ dΘ v = 0 (and Θ u ∧ dΘ u = 0, resp.) by (2.22) (an identity replacing v by u, resp.). This contradicts the nonintegrability of Θ v or Θ u , the main assumption of Theorem B. Therefore we have ∇u 
. We can invoke Theorem 5.1 in [9] 
We remark that the condition m ≥ rank(h IJ ) ≥ 3 implies nonintegrability of Θ u and Θ v . Suppose one of them, say Θ u , is integrable. Then (2.9) holds by Lemma 2.3. It follows from Lemma 2.1 that rank(h IJ (p)) = 0 or 2, a contradiction. Thus we have given another proof of Theorem A by making use of Theorem B.
Proof. (of Theorem
by Theorem 7.8 in [15] . Now apply the same reasoning as in the proof of Theorem A (Corollary A.1, Theorem B, Corollary B.1, resp.) to reach the conclusion.
Proof of Theorem C
The proof of Theorem C is similar as that of Theorem B in [9] as long as we replace " * " by "b" or G * by G b . We recall the definition of G b for G = (G 1 , . .., G m ) as follows:
where a jk′ s are real constants such that a jk + a kj = 0 for 1 ≤ j, k ≤ m. For the reader's convenience, we will sketch the idea of the proof based on some reasonings in [9] .
Let κ(ε) denote the Lebesgue measure of the set S F (u ε ) ∩ {∇ϕ = 0} where u ε = u + εϕ, ϕ = v − u. There are at most countably many ε ′ s with κ(ε) > 0 (see Section 3 in [9] ). We call such an ε singular, otherwise regular (i.e., κ(ε) = 0). Now we have Lemma 3.1 (Theorem 5.1 in [9] ) Let u, v ∈ W 1,1 (Ω) be two minimizers for
] for a pair ε 1 , ε 2 such that ε 1 = ε 2 . Then for j = 1, 2, there holds
Lemma 3.2 extends Lemma 5.2 in [9] . Note that in deducing 
b also), we take the difference of (3.3) for j = 1 and j = 2 to obtain
Formula (3.2) for j = 1 then follows from (3.4) by noting that
Replacing "*" by "b" in the proof of Theorem 5.3 in [9] gives a proof of Lemma 3.3. We give an outline of the proof below. Approximate w, σ, F by
identically. Then for a decreasing sequence of a i > 0 converging to 0, Ω j,i := {|ω j | > a i } ⊂⊂ Ω is not empty for large i and ∂Ω j,i is C ∞ smooth. Consider
where ν denotes the outer normal of ∂Ω j,i . By using
we get
and hence
On the other hand, we compute
By (3.5) and (3.6) we have
On the other hand, we have
) by assumption if w = 0. In view of (3.7), (3.8), and (3.9), we reach a contradiction. Therefore w = 0 in Ω (a.e.).
Proof. (of Theorem
We would like to mention a result about the size of the singular set for u ∈ C 1 , F ∈ C 1 under the same condition on F as in Theorem C.
where a jk 's are real constants such that a jk + a kj = 0. Then S F (u) is nowhere dense in Ω.
Proof. Observe that S F (u) is a closed set. So if S F (u) is not nowhere dense in Ω, there there is a point p 1 ∈ S F (u) such that S F (u) contains B r1 (p 1 ), a ball of center p 1 with radius r 1 > 0. Take a sequence of C ∞ smooth functions u k converging to u in C 1 norm on the closure of B r2 (p 1 ) for 0 < r 2 < r 1 . Let ν denote the unit outer normal. Since ∇u + F = 0 in B r1 (p 1 ), we have 0 =
Note that Proposition 3.4 generalizes Lemma 3.1 in [8] . 2 ) 1/2 . LetÛ I := U I + F I . By the same computation to reach (2.4), we have
Noting thatÛ J D = ν J and substitutingÛ I := U I + F I into (4.1), we obtain
By the assumption (1.6) and (4.2), we have
Recall that we view ν = (ν J ) as a (m × 1) unit column real vector and ν T , the transpose of ν, as a (1 × m) unit row vector. We can write (4.3) as follows:
T in which we have used skew-symmetry of U (i.e., U T = −U where U T denotes the transpose of U ). In terms of differential forms, we have
by (4.4) . Recall that w # denotes the corresponding 1-form for a vector w. Now we observe that
Comparing with condition (1.7), we have
Substituting (4.5) into (4.6), we have
Here we have used < ν # , ν # > = < ν, ν > = 1 and
It follows from (4.7) that U ν = 0, and hence U = 0 by (4.4), i.e., U IJ = 0. This means ∂ I U J = ∂ J U I . Therefore locally we can find a (C ∞ smooth) function u such
We have completed the proof of Theorem E. Proposition 4.1. Let ν be a unit vector. Condition (1.7) in Theorem E is equivalent to the following system of first order equations in D :
Proof. Observe that
in which we recall that δ IJ denotes the Kronecker delta and h IK := ∂ I F K − ∂ K F I . Substituting (4.11), (4.12), and (4.13) into (4.10), we reduce (1.7) to the following equations:
= 1 in (4.14), we get (4.9).
Let us discuss the (p-area) situation of dimension 2 for F = (−y, x). Write ν 1 = cos θ, ν 2 = sin θ and [8] where V is supposed to be ν ⊥ here). In higher dimensions, we can have examples satisfying (1.
Example 4.2. In dimension m = 4 we take
Example 4.3. We can have examples satisfying (1.6), but not (1.7). Take F = 0 and ν = a constant unit vector. So we have δ I ν J − δ J ν I = 0 while h IJ = ∂ I F J − ∂ J F I = 0. Therefore (1.6) holds. Choose ν (constant unit) such that we can pick up another unit vector ν ⊥ perpendicular to ν with the property: .16) ).
I.e., (1.7) does not hold. Note that for such (ν, D, F ), ν = ∇u+ F D .for any function u (recall that (1.7) is a necessary condition.for ν = ∇u+ F D for some u).
Appendix
In this section we collect some more facts about the properties of U satisfying (4.4) (or (4.3)). Recall that the rank of a matrix U, denoted as rank(U ), is the dimension of the range Range(U ) (or image) of U. Let ||w|| = < w, w > 1/2 .
Proposition A.1. Let U be an m× m real matrix ( m ≥ 2 ) such that U = −U T (skew-symmetric) and rank(U ) = 2. Then U ν = 0 for some ν = 0 and for such ν, we have (1) U 2 ν = 0; (2) < ν, U ν > = < U ν, U 2 ν > = 0; (3) Range(U ) is spanned by U ν and U 2 ν; (4) Range(U 2 ) is also spanned by U ν and U 2 ν, in particular, rank(U 2 ) = 2; (5) U ν and U 2 ν are eigenvectors of U 2 with the same eigenvalue
So U ν = 0, a contradiction. We have proved (1). Since U is skew-symmetric, we have < w, U w >=< U T w, w > = − < U w, w >= − < w, U w >, and hence (5.2) < w, U w >= 0 for any w. Substituting w = ν and U ν, resp. in (5.2), we get (2). By (1) and (2), U ν and U 2 ν form an orthogonal basis for Range(U ). (3) follows. Next U 3 ν = 0 by a similar argument in deducing (1) . By (5.2) with w = U 2 ν, we get (5.3) < U 2 ν, U 3 ν >= 0.
It follows that U 2 ν, U 3 ν (=U 2 (U ν)) are independent nonzero elements in Range(U 2 ). On the other hand, observe that Range(U 2 ) ⊂ Range(U ), and hence rank(U 2 ) ≤ 2. Therefore rank(U 2 ) = 2 and Range(U 2 ) = Range(U ) is also spanned by U ν and U 2 ν by (3). We have proved (4). Since U 3 ν ∈ Range(U 2 ) is perpendicular to U 2 ν by (5.3), we conclude that (5.4) U 2 (U ν) = U 3 ν = ρU ν for some ρ ∈ R. It follows that ρ < U ν, U ν >=< U 3 ν, U ν > (5.5) = < U 2 ν, U T U ν > = − < U 2 ν, U 2 ν > .
Observe that U 2 (U 2 ν) = U (U 3 ν) = U (ρU ν) = ρU 2 ν by (5.4). So U ν and U 2 ν are eigenvectors of U 2 with the same eigenvalue ρ. Formula (5.1) follows from (5.5). We have proved (5). Proof. Suppose rank(U ) = 2. Then U w = 0 for some w = 0. Take ν = U w ||U w|| .
By Proposition A.1 (5) (with ν replaced by w there), we learn that ν and U ν are eigenvectors of U 2 with nonzero eigenvalue ρ (so (5.7) holds) and moreover, By Proposition A.1 (4) and (5), we learn that 0 is the only eigenvalue different from ρ and the dimension of its eigenspace is m − 2. Let ν j , j = 3, ..., m, be orthonormal eigenvectors of U 2 with eigenvalue 0. By Proposition A.1 (1), we have U ν j = 0 (otherwise, U 2 ν j = 0). LetŨ
It is now a direct verification thatŨ ν j = 0, j = 3, ..., m, since < ν, ν j > = 0 and < U ν, ν j > = < ν, U T ν j > = − < ν, U ν j > = 0 by U ν j = 0. On the other hand, we haveŨ ν = (U ν) < ν, ν > −ν < U ν, ν > = U ν by < ν, ν > = 1 and < U ν, ν > = 0. We also computẽ U (U ν) = U ν < ν, U ν > −ν < U ν, U ν > = 0 + U (U ν).
In the last equality, we have used (5.2), (5.8), and (5.7). Altogether we conclude thatŨ = U. We have shown (5.6). The reverse direction is due to Lemma 2.1.
Note that Proposition A.2 includes the converse of Lemma 2.1. In the following Proposition we point out that (5.7) with ρ given by (5.8) is also a necessary condition for (5.6) to hold. Note that equation (5.6) is equivalent to (5.9) U − U νν T − νν T U = 0.
Let ν ⊥ = Uν ||Uν|| . It follows from skew-symmetry of U that < ν ⊥ , ν > = 0.
Proposition A.3. Let U be a skew-symmetric real m × m matrix ( m ≥ 2) such that (5.6) (or (5.9)) holds. Then (1) U 2 ν = −||U ν|| 2 ν;
Proof. Apply (5.6) to U ν to get U 2 ν = U ν < ν, U ν > − ν < U ν, U ν > = 0 −||U ν|| 2 ν.
(1) follows. Substituting U ν = ||U ν||ν ⊥ into (5.6) gives (2).
