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Résumé
Cette thèse porte sur l’étude des ondes et instabilités dans les écoulements tournants à surface
libre. On s’intéresse en particulier à la situation générique d’un récipient cylindrique partiellement
rempli d’un fluide incompressible et dont le fond est en rotation rapide. En particulier, la formation
de motifs connus sous le nom de polygones tournants ainsi que des phénomènes d’alternance tem-
porelle nommés switching et sloshing est considérée. Dans ce but, des analyses de stabilité globale
sont présentées en considérant des champs d’écoulement de base modèles tels que la rotation solide
(seau de Newton), la rotation potentielle et le tourbillon de Rankine. Egalement, quelques résultats
expérimentaux originaux obtenus lors d’un séjour au DTU (Copenhague) sont présentés. Les ana-
lyses de stabilité globales permettent de montrer que diverses familles d’ondes sont présentes dans
ces configurations, à savoir des ondes de surface gravitaires et centrifuges, des ondes inertielles,
des ondes de Rossby et des ondes de Kelvin-Kirchhoff. Il est constaté que le seau de Newton est
toujours stable dans la gamme des paramètres considérés. Au contraire, des instabilités sont ob-
tenues pour des nombres d’onde azimutaux m ≥ 2 pour le tourbillon potentiel. Le diagramme de
stabilité obtenu dans l’espace des paramètres (a, F ), avec a le rapport d’aspect et F un nombre de
Froude, reproduit qualitativement les zones d’observation expérimentales des motifs polygonaux.
Les instabilités sont dues à une résonance entre des ondes gravitaires et des ondes centrifuges. Le
mécanisme peut être interprété en terme d’onde à énergie négative à l’aide d’un modèle simplifié
à deux couches, ou en terme d’over-reflection en utilisant une approche de type WKBJ pour de
grandes valeurs de m et dans l’approximation de faibles profondeurs. Par ailleurs, les mécanismes
d’un phénomène d’hysteresis observé expérimentalement ainsi que le phénomène de switching sont
appréhendés à l’aide d’une étude faiblement non-linéaire effectuée sur le modèle à deux couches.
Enfin, le modèle de Rankine, plus représentatif de l’expérience pour de faibles nombres de Froude
est étudié et révèle la présence de nouvelles interactions d’ondes conduisants à des instabilités. Ces
nouvelles instabilités capturent le phénomène de sloshing et donnent des éléments additionnels
pour la comparaison avec les expériences.
Mots clés : Ecoulements tournants, surface libre, instabilités, ondes, polygones tournants.
Abstract
This work deals with waves and instabilities in rotating free surface flows. In particular, we investi-
gate symmetry breaking phenomena of the free surface observed in a generic experiment consisting
of a partially filled cylindrical tank with a rotating bottom. In this setup, rotating polygons appear
at the free surface among additional phenomena called switching and sloshing. This study aims at
understanding such a symmetry breaking of the free surface. With this objective, we conduct linear
global stability analysis of model base flow such as solid body rotation (Newton’s bucket), potential
rotation or the Rankine vortex. Various different kind of waves are found in these configurations
including surface waves due to gravity or centrifugal acceleration, inertial waves, Rossby waves and
Kelvin-Kirchhoff waves. Newton’s bucket is found to be stable in the range of parameters conside-
red. In contrast, instabilities emerge for the potential case as a result of surface wave interaction.
The cartography of the instability areas in the parameter space (a, F ) with a the aspect ratio and
F the Froude number, is in good qualitative agreement with the experimental results. In addition,
we show that the instability mechanism can be understood both in terms of negative energy wave
thanks to a simplified two-layered model ; and in terms of over-reflection phenomena thanks to
a large m WKBJ approach conducted in the shallow water limit. The two-layered model is used
to perform a weakly non-linear stability analysis which gives insights to the hysterical behaviors
and the switching phenomena observed in the laboratory experiments. Finally, the global stability
analysis of the Rankine vortex shows that additional kinds of instability obtained as a result of
wave interactions are present. The mechanisms of the sloshing phenomena is explained and new
elements for the comparison with experiments are given.
Keywords : Rotating flows, free surface, instabilities, waves, rotating polygons.
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Chapitre 1
Introduction générale
"[water waves] that are easily seen by everyone and which are usually used as an example of
waves in elementary courses [...] are the worst possible example [...] ; they have all the complications
that waves can have"
RICHARD FEYNMAN (1963)
1.1 Les tourbillons à surface libre
Les écoulements tournants à surface libre, facilement observables au niveau d’une interface
eau-air dans des situations largement répandues à nos échelles, fascinent de part leur beauté et
leurs mystères. Ces écoulements et en particulier les puissants tourbillons marins parfois appe-
lés maelstrom 1 (voir figure 1.1), nourrissent de nombreux mythes qui ont longtemps effrayés les
navigateurs. Dans la mythologie grecque, Charybde, fille de Poséidon et de Gaïa, correspond à
un gigantesque gouffre marin qui est parfois représenté sous la forme d’un vortex demeurant à
la surface du détroit de Messine séparant l’Italie de la Sicile. Dans l’Odyssée d’Homère, le navire
d’Ulysse est englouti par le monstre, tandis que le héros parvient in-extremis à s’accrocher à une
branche de figuier. Le navire est régurgité par le vortex quelques heures plus tard.
L’origine de ces mythes est probablement liée aux formes parfois spectaculaires prises par l’in-
terface, dont le caractère souvent instationnaire confère une impression de vie à l’écoulement. Les
figures 1.1, 1.2(b) et 1.4(a) montrent des exemples de motifs asymétriques et instationnaires de sur-
face libre visualisés dans des configurations variées. Avant de donner quelques précisions concernant
ces trois types d’écoulements, notons que la compréhension des mécanismes physiques à l’origine
de la formation de ces motifs est d’un intérêt théorique majeur et que les applications concernées
sont nombreuses. Cependant, les formes tridimensionnelles observées sont à ce jour encore très peu
étudiées, ce qui contraste avec la popularité de ces écoulements souvent utilisés pour illustrer la
complexité de la mécanique des fluides.
Figure 1.1 – Tourbillon marin ou mael-
strom observé en milieu naturel
La figure 1.1 donne un exemple de maelstrom
observé dans la nature. Ce tourbillon a probable-
ment été engendré par le cisaillement dû à la ren-
contre de deux courants marins de sens opposés.
L’écoulement tourbillonnaire ainsi formé est carac-
térisé par des vitesses de rotation particulièrement
intenses en son centre qui induisent une dépression
et donc une déformation de la surface libre. Un motif
en forme de spirale est obtenu indiquant la création
d’ondes de surface par l’écoulement tourbillonnaire
qui semblent se propager loin du vortex.
La figure 1.2 correspond au cas du tourbillon de vi-
dange. Archétype des écoulements tournants à sur-
face libre, le tourbillon de vidange doit en particulier sa popularité à sa capacité théorique de mise
en évidence de la rotation de la terre qui impose le sens de rotation du tourbillon selon l’hémisphère
dans lequel l’expérience est faite (changement de signe du paramètre de Coriolis) 2. Une description
1. Terme d’origine néerlandaise signifiant littéralement "courant-tourbillonnant".
2. Notons que la précision des expériences effectuées dans la vie de tous les jours ne permet certainement pas de
détecter cet effet (voir Shapiro (1962)).
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(a) (b) (c)
Figure 1.2 – Tourbillons de vidange. (a) Etude expérimentale de Andersen et al. (2003) ; (b)
motifs obtenus dans une expérience simple constituée d’une bouteille d’eau en plastique dont le
bouchon est percé ; (c) sculpture de fluide, Charybdis, oeuvre de William Pye.
(a) (b)
Figure 1.3 – (a) Expérience à fond tournant (régime mouillés) ; (b) formes polygonales observées
dans un dispositif analogue à (a), d’après Jansson et al. (2006).
expérimentale de l’anatomie du tourbillon de vidange est donnée par Andersen et al. (2003) (figure
1.2 (a)) dans des régimes axisymétriques. Dans d’autres régimes, ou pour des expériences moins
bien contrôlées, ce type d’écoulement peut se déstructurer pour conduire par exemple à des motifs
vrillés. Ces motifs peuvent être visualisés en procédant à une expérience simple réalisée à l’aide
d’une bouteille d’eau (figure 1.2 (b)). Aussi, on constate dans la sculpture de William Pye nommée
Charybdis en référence à la mythologie (figure 1.2 (c)), que ce type de motifs vrillés est également
présent dans des dispositifs d’une taille d’un ordre de grandeur supérieur. Enfin, pour terminer
cette zoologie de motifs tridimensionnels de surface libre, soulignons l’émergence de formes po-
lygonales en rotation (figure 1.3 (b)) dans une expérience à fond tournant dont le dispositif est
schématisé sur les figures 1.3 (a). Ces motifs ont été observés pour la première fois par Vatistas
(1990) et feront l’objet d’une attention particulière au cours de cette thèse.
Au delà du vif intérêt suscité par la compréhension des motifs observés dans de telles configu-
rations, nous remarquerons de façon intéressante que des formes qui semblent analogues peuvent
également être observées dans diverses configurations géophysiques et astrophysiques. Par exemple,
des motifs polygonaux apparaissent dans des écoulements géophysiques à des échelles de l’ordre
de O(10km) et O(10000km) (voir figure 1.4 (a) et (b) respectivement). De façon plus précise, la
(a) (b)
Figure 1.4 – (a) Formes polygonales prises par l’oeil de l’ouragan Betsi (1965), Lewis et Hawkins
(1982) ; (b) pôle nord de Saturne le 27/11/2013, sonde spatiale Cassini, NASA/JPL/SSI.
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(a) (b) (c)
Figure 1.5 – Exemples d’ondes dans les écoulements tournants et à surface libre. (a) Structure
d’une onde de coin se propageant le long d’une plage (élévation verticale) ; (b) visualisation expéri-
mentale d’une onde inertielle générée par l’oscillation d’un tube cylindrique, contours de vorticité
(couleurs), champ de vitesse (flèches), d’après Cortet et al. (2010) ; (c) exemple de configuration
pour la formation d’ondes de Rossby topographiques dans un récipient de hauteur non constante
en rotation (effet β topographique), illustration tirée de Greenspan (1990).
figure 1.4 (a) correspond à des images satellites révélant les formes polygonales prises par l’oeil
de l’ouragan Betsi matérialisé par le mur de nuage qui l’entoure. A plus grande échelle, la figure
1.4 (b) correspond à un cliché du pôle nord de Saturne où l’on peut identifier une large forme
hexagonale quasi-parfaite matérialisées par des nuages dans l’atmosphère de la planète. Ce motif
hexagonal en rotation persiste de façon stable depuis sa première observation par l’une des sondes
du programme Voyager en 1981 (voir Godfrey (1988)).
Une surface libre correspond à un cas particulier d’interface entre deux fluides non miscibles
et de densités différentes. La présence d’une telle interface ajoutée à l’effet de la rotation rend
possible la formation d’une large gamme d’ondes pouvant exister dans les écoulements tournants
à surface libre dans toute leur généralité. Une brève description de quelques unes de ces ondes
est maintenant présentée. Nous mentionnerons également les ondes susceptibles d’exister dans les
écoulements tournants stratifiés qui semblent analogues en plusieurs points.
1.2 Ondes et écoulements tournants à surface libre
La figure 1.5 montre quelques exemples d’ondes pouvant se développer dans les écoulements
tournants à surface libre. La figure 1.6 donne quant à elle des exemples d’ondes observées dans des
situations géophysiques.
Les ondes de surface seront décomposées en plusieurs familles.
La famille d’onde de surface la plus répandue correspond aux ondes de gravité. Ces ondes sont,
entre autre, associées aux vagues que l’on peut voir se propager à la surface de l’océan. Elles sont
dues à l’accélération de la gravité qui joue le rôle d’une force de rappel lorsque la position de
surface libre s’écarte de sa position d’équilibre. Cet effet existe en raison de la différence de densité
entre les deux fluides de part et d’autre de la surface libre. Ces ondes peuvent par exemple être
visualisées lorsque l’on donne une impulsion à un verre d’eau et que l’on laisse ensuite le liquide
osciller autour de sa position d’équilibre plane sous l’effet de la gravité. Dans ce type de configura-
tion confinée les termes mode de gravité ou phénomène de ballotement (sloshing en anglais) sont
souvent employés. Pour des études de ce phénomène dans des récipients cylindriques (qui seront
d’un intérêt particulier par la suite) nous renvoyons le lecteur à Bauer et Eidel (1997); Henderson
et Miles (1994); Ibrahim (2005); Martel et al. (1998); Miles et Henderson (1998) par exemple. Dans
une cuve de profondeur infinie, la fréquence d’une onde de gravité est donnée par la relation de dis-
persion ω2 = gk avec g l’accéleration de la gravité et k le nombre d’onde (voir Newman (1977) par
exemple). Les ondes de gravité sont caractérisées par un comportement ondulatoire (ou oscillant)
le long de la surface libre et evanescent dans la direction verticale (c’est-à-dire que l’amplitude de
déplacement du fluide diminue de manière exponentielle avec la profondeur).
Dans le cas des écoulements tournants à surface libre, les ondes de surface seront dues à la résul-
tante de l’accélération de gravité et de l’accélération centrifuge et on obtient ainsi des ondes gravito-
centrifuges. Lorsque l’accélération centrifuge est dominante, nous parlerons alors d’ondes centri-
fuges. Les études sur les ondes de surface dans un récipient cylindrique en rotation se concentrent
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(a) (b) (c)
Figure 1.6 – Ondes dans des configurations géophysiques. (a) Onde de gravité due à la stratifica-
tion (ondes de Lee dues à la présence de l’île d’Amsterdam), d’après la NASA, Earth Observatory ;
(b) onde inertielle singulière obtenue dans une coquille sphérique en rotation pour de très faibles
nombres d’Ekman, d’après Rieutord et al. (2001) (coupe méridionale) ; (c) onde de Rossby atmo-
sphérique visualisée par les ondulations du jet stream, Department of Geography and Computer
Science.
autour de deux axes : le régime des faibles rotations (Miles, 1964) et le régime des fortes rotations
associé à un tourbillon à coeur creux en rotation solide (Miles et Troesh, 1961; Sun, 1960). Comme
nous le verrons par la suite, ces configurations abritent également des modes inertiels.
D’autre part, les ondes de coin (edge waves) sont des cas particuliers d’ondes de surface obtenues
lorsque le fluide est au contact d’une paroi solide inclinée (une plage par exemple). Dans ce cas,
l’onde la plus simple obtenue obéit à la relation de dispersion ω2 = sin (α)gk avec α l’inclinaison de
la plage par rapport à l’horizontale. Cette onde est appelée couramment Stokes edge wave (Stokes,
1846) et il a été montré par Ursell (1952) qu’elle est la première d’une famille entière. D’autres
études sur les ondes de coin sont effectuées par LeBlond et Mysak (1977); Miles (1990) la première
incluant notamment l’effet de la rotation. Les ondes de coin sont piégées proche de la ligne triple,
elles se propagent le long de celle-ci et leur structure est évanescente vers le large (figure 1.5 (a)).
Les propriétés des ondes de surface sont en général affectées par la présence d’une tension de sur-
face qui joue le rôle d’une force de rappel additionnelle en minimisant la courbure de l’interface.
Lorsque seul l’effet de la gravité est retenu (pas de rotation), on parle alors couramment d’onde
gravito-capillaires. Les ondes de faible longueur d’onde (O(1cm) ou moins) étant dominées par la
capillarité tandis que les ondes de grande longueur d’onde (O(10cm) ou plus) ressentent essentiel-
lement l’effet de la gravité.
Dans les écoulements stratifiés de façon stable, des ondes de gravité dues au gradient vertical de
densité peuvent se former (ondes internes). Ces ondes peuvent être vues comme une extension 3D
des ondes de surface ; mais contrairement aux ondes de surface qui s’atténuent exponentiellement
avec la profondeur, ces ondes ont généralement un comportement oscillant dans la direction ver-
ticale. Dans un milieu stratifié en rotation, les fréquences des ondes gravitaires sont affectées par
la rotation et les ondes sont alors appelées ondes gravito-inertielles. Un exemple d’onde de gravité
est montré sur la figure 1.6 (a) qui correspond à des ondes de Lee obtenues en aval d’un relief. Ces
dernières donnent lieu à la formation de nuages stationnaires positionnés aux ventres positifs des
oscillations où l’air se refroidit et sature en humidité.
Les ondes de Rossby sont associées à la conservation de la vorticité potentielle qui dérive
du théorème de Kelvin sur la circulation. La vorticité potentielle est définie par Q = ζ/h avec ζ
la composante verticale de vorticité et h la hauteur verticale de la couche fluide considérée (de
l’atmosphère dans les cas géophysiques). Lorsqu’un gradient de vorticité potentielle ambiant est
présent, des ondes de Rossby sont alors susceptibles de se développer. Les ondes de Rossby peuvent
donc être obtenues lorsqu’un gradient de vorticité ambiante est présent et/ou lorsque la hauteur h
est non constante. La première famille correspond en particulier aux ondes de Rossby atmosphé-
riques qui sont essentiellement dues à la variation du paramètre de Coriolis avec la latitude (voir
figure 1.6 (c)). Les ondes de la seconde famille sont nommées ondes de Rossby topographiques.
Elles peuvent être observées expérimentalement (voir figure 1.5 (c)) et jouent également un rôle
en géophysique (passage au dessus d’un relief montagneux, voir aussi l’étude sur le bassin polaire
de LeBlond (1964) par exemple). Les ondes de Rossby sont des ondes lentes et rétrogrades, c’est
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Figure 1.7 – (a) Le tourbillon de Rankine, profil de vitesse azimutale V0 (ligne noire continue) et
de vorticité ξ0 (ligne rouge discontinue), x correspond au rayon du coeur de vorticité. (b) Exemple
de mode de Kelvin dans le tourbillon de Rankine (flattening wave de nombre d’onde azimutal
m = 2), d’après Fabre et al. (2006). (c) Ondes de Kelvin-Kirchhoff d’un "patch" de vorticité 2D,
la ligne pointillée correspond au coeur de vorticité non perturbé, m est le nombre d’onde azimutal.
à dire qu’elles se déplacent moins rapidement que l’écoulement sous-jacent. Sur la figure 1.6 (c),
les ondes de Rossby atmosphériques se déplacent donc moins vite que le mouvement moyen de
l’atmosphère (écoulement zonal orienté d’Ouest en Est).
Les ondes inertielles sont dues à l’accéleration de Coriolis qui joue le rôle du terme de rappel.
Ces ondes peuvent par exemple être observées dans une cuve en rotation à la fréquence Ω en faisant
vibrer un cylindre à la fréquence ω (figure 1.5 (b)). Dans la limite non visqueuse, les fréquences
des ondes vérifient ω2 = 4Ω2 cos2 φ avec φ l’angle entre l’axe de rotation et la direction de l’onde.
Les ondes inertielles non visqueuses existent donc dans toute la gamme de fréquences |ω| < 2Ω.
Dans cette limite, les ondes inertielles ont généralement une structure singulière (hormis pour des
géomètries spécifiques comme le cylindre ou la sphère par exemple) et apparaissent sous la forme
de rayons d’inclinaison φ par rapport à l’axe de rotation et qui se réfléchissent sur les parois du
récipient. La figure 1.6 (b) donne un exemple de mode inertiel singulier obtenu numériquement
dans le cas d’une coquille sphérique en rotation. Cette dernière configuration est particulièrement
étudiée en géophysique pour la modélisation du fluide dans le manteau de la Terre ou de Jupiter
(Rieutord et al., 2001; Rieutord et Valdettaro, 1997). La direction des rayons correspond à la
direction de propagation de l’énergie.
Dans les situations où l’écoulement n’est pas en pure rotation solide, les ondes inertielles sont
parfois nommées ondes de Kelvin (voir Fabre et al. (2006) par exemple) en référence aux études
effectuées par William Thompson (Lord Kelvin) sur la théorie de l’atome vortex abandonnée à ce
jour. Dans le cas de tourbillons d’axe vertical tel que le tourbillon de Rankine par exemple (figure
1.7 (a)), ces modes correspondent alors à des oscillations du coeur du tourbillon en rotation solide
(figure 1.7 (b)). Dans le cas de modes 2D, nous parlerons alors d’ondes de Kelvin-Kirchhoff (figure
1.7 (c)) en référence au travaux de Kirchhoff sur le cas elliptique 2D (voir Saffman (1992) par
exemple).
1.3 Ondes, instabilités et over-reflection
Les ondes présentes dans les écoulements tournants à surface libre peuvent être à l’origine d’in-
stabilités hydrodynamiques. Ceci a été mis en évidence par Ford (1994) dans le cas d’une couche
fluide de faible profondeur en rotation. Il est montré pour un tourbillon de vorticité potentielle
monotone que des interactions entre une onde de Rossby et une onde de gravité sont obtenues
et conduisent à une instabilité. Cette instabilité est de type radiative, c’est-à-dire que dans les
configurations non bornées étudiées par Ford (1994), les ondes de gravité émises par le vortex
se propagent vers l’infini. A notre connaissance, cette étude est la seule décrivant les instabilités
d’un tourbillon à surface libre de façon théorique. Ce constat s’explique probablement par le fait
que les études de stabilité des tourbillons axisymétriques avec surface libre sont complexes dans le
cas général car l’écoulement n’est pas invariant selon la direction verticale. Une étude de stabilité
globale est donc requise pour traiter le cas général.
Les axes de recherche associés correspondent, soit à la description des instabilités dans un écoule-
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(a) (b) (c)
Figure 1.8 – (a) Cas stratifié. Structure de l’instabilité radiative obtenue pour un nombre d’onde
azimutal m = 2 (Schecter et Montgomery (2004)) ; émission d’ondes gravito-inertielles générant
un motif en forme de spirale. (b) et (c) Couche de cisaillement U(y) en faible profondeur. (a)
Mécanisme d’over-reflection sur une barrière de potentiel contenant un rayon critique vue en terme
de conservation du moment M ; (b) evolution temporelle d’un train d’onde incident réalisant de
multiples over-reflections sur la barrière de potentiel au voisinage de yc. Les figures (b) et (c) sont
d’après Takehiro et Hayashi (1992) et adaptées par Park (2013).
ment cisaillé avec surface libre (souvent dans l’approximation de faible profondeur) ; soit à des cas
stratifiés tournants qui sont davantage adaptés aux applications géophysiques. Ces deux cas sont
sujets à des instabilités radiatives analogues à celle obtenue par Ford (1994). Il convient donc de
présenter un bref état de l’art de ces thématiques parallèles. Avant cela, soulignons que les insta-
bilités radiatives ont été découvertes dans le cas des écoulements compressibles par Broadbent et
Moore (1979) qui ont montré que les tourbillons se déstabilisent par émission d’ondes acoustiques
dans le milieu extérieur.
Concernant les tourbillons stablement stratifiés, deux types d’instabilités conduisant à des motifs
asymétriques ont été étudiés. L’instabilité strato-rotationnelle (SRI) de l’écoulement de Taylor-
Couette stratifié qui correspond à une résonance entre deux familles d’ondes gravito-inertielles
piégées contre les deux parois cylindriques (Dubrulle et al., 2005; Le Bars et Le Gal, 2007; Mole-
maker et al., 2001; Shalybkov et Rüdiger, 2005; Yavneh et al., 2001) et l’instabilité radiative qui
correspond à l’émission d’ondes internes de gravité par le vortex (Billant et Le Dizès, 2009; Le Dizès
et Billant, 2009; Schecter, 2008; Schecter et Montgomery, 2004, 2006). Un exemple de structure
correspondant à l’instabilité radiative obtenue par Schecter et Montgomery (2004) dans un cas
stratifié est montré sur la figure 1.8 (a). Dans les deux cas, l’instabilité est due à la présence de
deux familles d’ondes, l’une évoluant proche du coeur du vortex (ou du cylindre interne) et l’autre
se développant pour des valeurs de rayons suffisantes. Le lien entre ces deux types de mécanismes
est détaillé dans Le Dizès et Riedinger (2010) et l’effet d’une rotation de fond de type planétaire
sur ces instabilités est étudié par Park (2013); Park et Billant (2012, 2013).
Dans certaines configurations, les instabilités radiatives et strato-rotationelles ont été interpré-
tées par un mécanisme de reflexion amplifiée nommé over-reflection (Billant et Le Dizès, 2009;
Park, 2013). Ce type de mécanisme est détaillé dans les études de Acheson (1976); Lindzen (1988);
Lindzen et Barker (1985); Lindzen et al. (1980); Miles (1957); Takehiro et Hayashi (1992). En
particulier, dans le cas non visqueux, une configuration d’écoulement spécifique permettant le
phénomène d’over-reflection est mise en évidence. Celle-ci se compose de deux zones spatiales au-
torisant un comportement oscillant, séparées par une zone évanescente qui inclut un rayon critique
(défini comme la position radiale pour laquelle la vitesse de phase de l’onde est identique à celle de
l’écoulement de base). De plus, il est nécessaire qu’une frontière additionnelle soit présente pour
que plusieurs over-reflection successives puissent se produire et ainsi conduire à une instabilité.
Une telle configuration est illustrée sur la figure 1.8 (c) sur laquelle la zone évanescente ou barrière
de potentielle est située dans le voisinage de la ligne discontinue matérialisant le rayon critique.
Une observation expérimentale d’un phénomène d’over-reflection est donnée par Fridman et al.
(2008) dans une configuration particulière d’écoulement tournant à surface libre.
D’autre part, le phénomène d’over-reflection semble étroitement lié au concept d’onde à énergie
négative (Benjamin, 1963; Cairns, 1979; Craik, 1988; Hayashi et Young, 1987; Sakai, 1989; Takehiro
et Hayashi, 1992). Ce lien a notamment été mis en évidence par Takehiro et Hayashi (1992) où
une explication en terme de conservation du moment (directement lié à l’énergie des ondes) est
présentée (voir figure 1.8 (b) et (c)).
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1.4 Contexte de l’étude
Nous souhaitons étudier les écoulements tournants à surface libre à travers le cas particulier de
l’expérience à fond tournant schématisée sur la figure 1.3 (a). Dans ce dispositif, différents types de
ruptures de symétrie de la surface libre ont été observés. En particulier, ces observations incluent
la formation de motifs maintenant connus sous le nom de polygones tournants (voir figure 1.3 (b)) ;
ainsi que des phénomènes d’alternance temporelle entre des états de surface libre axisymétriques
et asymétriques nommés switching et sloshing. De nombreux résultats expérimentaux directement
dédiés à l’étude de ces ruptures de symétrie de la surface libre sont disponibles dans la littérature
(Bach et al., 2014; Bergmann et al., 2011; Iga et al., 2014; Jansson et al., 2006; Suzuki et al., 2006;
Tasaka et Iima, 2009; Tasaka et al., 2008; Vatistas, 1990; Vatistas et al., 2008, 1992). Cependant,
peu d’études théoriques ont été effectuées (Vatistas et al., 1994) et nous noterons également qu’au-
cune étude numérique ne permet de capturer ces motifs. Notons que d’autres études traitent de
l’expérience à fond tournant pour de faibles nombres de Froude (Kahouadji, 2011; Lopez et al.,
2004; Piva et Meiburg, 2005; Poncet et Chauve, 2007). Dans ce cas, des ruptures de symétrie sont
également observées, mais ne semblent pas être dues à la présence de la surface libre. De façon
intéressante, l’étude numérique récente de Kahouadji et Witkowski (2014) permet d’accéder à la
structure de l’écoulement (stationnaire, axisymétrique) dans des régimes de nombres de Froude
plus importants.
L’objectif principal de cette thèse est de comprendre les mécanismes des différents phénomènes de
rupture de symétrie de la surface libre. Pour cela nous effectuerons notamment des approches de
stabilité globale à partir de champs de base modèles. Une première étape de modélisation du champ
de base sera donc nécessaire. Nous montrerons en suivant notamment les arguments de Bergmann
et al. (2011) qu’il est légitime d’utiliser un tourbillon de Rankine en première approximation. Les
caractéristiques du modèle de Rankine sont montrées sur la figure 1.7 (a) et dans le cas où une
surface libre est présente, la forme de surface libre correspondante est qualitativement similaire à
celle illustrée sur la figure 1.3 (a). Au cours de cette étude, la stabilité du tourbillon de Rankine à
surface libre ne sera pas abordée directement. Nous séparerons en effet le cas d’une rotation solide
(seau de Newton, voir figure 1.9) et l’étude de stabilité du tourbillon potentiel. Ces deux cas sont
en effet d’un intérêt académique important et les résultats de ces études permettront de simplifier
l’analyse du tourbillon de Rankine à surface libre.
La contribution majeure de cette thèse porte sur la compréhension des mécanismes physiques
à l’origine des motifs polygonaux ainsi que des phénomènes de switching et de sloshing. Ces phé-
nomènes sont interprétés en terme d’interactions entre des ondes de différentes familles rendues
possible par la combinaison de la rotation et de la présence de la surface libre. Nous montrons
que ce type d’interaction conduit à des instabilités dans le cas où une onde est plus rapide que le
champ de base et l’autre plus lente (onde d’énergie ou moment négatif, voir Cairns (1979) et figure
1.8 (b)). Ceci revient à mettre en évidence l’importance de la notion de rayon critique, position au
niveau de laquelle l’onde et le champ de base se propagent à la même vitesse azimutale. Egalement,
nous montrons que l’apparition de ces motifs de surface libre peut également être interprétée par
un phénomène d’over-reflection sur la zone avoisinant le rayon critique (voir figure 1.8 (c)).
1.5 Structure de la thèse et principaux résultats obtenus
Partie I : Un état de l’art concernant les résultats expérimentaux associés à l’expérience à
fond tournant est présenté dans cette partie. Nous détaillons en particulier la cartographie dans
l’espace des paramètres (a, F ) des principaux phénomènes de rupture de symétrie de la surface
libre observés pour de grands nombres de Froude : les polygones tournants, le switching et le slo-
shing. Le dernier chapitre de cette partie présente quelques résultats d’expériences effectuées lors
d’un séjours au DTU. Un nouveau motif de type polygonal est mis en évidence et des résultats
importants pour l’étape de modélisation (partie II) sont apportés.
Partie II : Nous présentons dans cette partie les équations générales associées au problème, les
grandes lignes de la méthode de stabilité globale, ainsi que les différentes étapes de modélisation
du champ de base. En se basant sur des résultats de la littérature, nous montrons que le tour-
billon de Rankine à surface libre est un modèle bien adapté pour la description de l’écoulement
obtenu dans l’expérience à fond tournant. La simplicité de ce champ de base modèle nous conduit
ensuite à introduire un modèle additionnel visant à effectuer des comparaisons directes avec les
expériences. Dans ce but, un argument de Tophøj et al. (2013) basé sur la conservation du moment
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angulaire est détaillé, généralisé et ajusté à l’aide des expériences de la partie I. Finalement, le
dernier chapitre présente brièvement une méthode pour le calcul direct du champ de base. Les
résultats préliminaires obtenus semblent confirmer la pertinence du modèle de Rankine.
Figure 1.9 – Seau de New-
ton
Partie III : Cette partie est consacrée à l’étude du seau de
Newton, configuration dans laquelle de nombreux phénomènes on-
dulatoires se manifestent. Le seau de Newton est un laboratoire à
ondes qui permet de dresser un catalogue des différentes familles
d’ondes présentes. Nous montrons tout d’abord que cette configu-
ration est stable, puis nous décrivons l’évolution des différentes fa-
milles d’ondes obtenues (ondes de gravité, ondes centrifuges, ondes
de Rossby et ondes inertielles) en fonction d’un nombre de Froude.
Les régimes mouillés et démouillés sont ainsi explorés et une at-
tention particulière est portée au point de démouillage. Nous mon-
trons également que les ondes de surface (gravitaires et centrifuges)
peuvent être interprétées comme des ondes de coin dans certains régimes d’écoulement. Ce travail
est présenté sous la forme d’un article en cours de préparation.
Figure 1.10 – Experience à
fond tournant : cas démouillé
Partie IV : Dans cette partie, nous étudions le cas du tour-
billon potentiel qui modélise l’expérience à fond tournant dans le
régime de fortes rotations. L’étude de stabilité globale permet de
confirmer les résultats de Tophøj et al. (2013) pour lesquels une
instabilité est obtenue pour tout m ≥ 2. Des éléments de compa-
raison avec les expériences de la partie I sont donnés et confirment
également le lien étroit entre les polygones en rotation et l’insta-
bilité obtenue. Une étude WKBJ dans l’approximation de faibles
profondeurs est également détaillée et montre en particulier que
les instabilités du tourbillon potentiel à surface libre sont obtenues
pour des configurations rendant possible un phénomène d’over-reflection. Aussi, le cas d’un tour-
billon non confiné est traité et montre qu’une instabilité radiative est obtenue. Enfin, quelques
éléments non-linéaires obtenus en utilisant un modèle à deux couches fluides introduit dans To-
phøj et al. (2013) (modèle TMBF) sont présentés et donnent des éléments de compréhension du
phénomène de switching et de l’hysteresis observés expérimentalement.
Figure 1.11 – Experience à
fond tournant : cas mouillé
Partie V : Quelques éléments concernant la stabilité du tour-
billon de Rankine à surface libre sont donnés dans cette dernière.
Le principal objectif de cette partie étant de considérer un mo-
dèle représentatif de l’expérience à fond tournant dans les régimes
mouillés. Les différents types d’ondes obtenus dans cette configu-
ration incluent l’ensemble des ondes décrites dans le cas du seau
de Newton et de la rotation potentielle, auxquelles s’ajoutent des
ondes dites de Kelvin-Kirchhoff dues à la déformation du coeur en
rotation solide. Nous résumons dans un premier temps les résultats
de Fabre et Mougel (2014) obtenus avec le modèle TMBF étendu
au cas du Rankine. En particulier, il est montré que le phénomène de sloshing peut être interprété
comme une résonance entre une onde de gravité et une onde de Kelvin-Kirchhoff. Il est ensuite
montré que la méthode globale prédit de nouvelles instabilités.
Annexe A : Détails de la méthode itérative de Newton avec adaptation de maillage pour le
calcul du champ de base.
Annexe D : Article Tophøj et al. (2013) et matériel supplémentaire, Rotating polygon insta-
bility of a swirling free surface flow, Physical Review Letters.
Annexe B : Article Mougel et al. (2014), Waves and instabilities in rotating free surface flows,
Mecanics & Industry.
Annexe C : Article en préparation sur l’étude faiblement non linéaire du modèle à deux
couches.
Annexe E : Article Fabre et Mougel (2014), Generation of three-dimensional patterns through
wave interaction in a model of free surface swirling flow, Fluid Dynamic Research.
Première partie
L’expérience à fond tournant
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Chapitre 2
Classification des ruptures de
symétrie
Ce chapitre donne une présentation de l’expérience à fond tournant, fil conducteur de l’ensemble
de cette thèse. Nous décrirons tout d’abord la configuration d’étude ainsi que les paramètres utilisés,
puis nous présenterons une classification des ruptures de symétrie rencontrées dans la littérature
pour ce type d’expérience. Nous mentionnerons ensuite quelques pistes d’interprétations données
dans la littérature concernant la formation et la stabilité d’un certain type de phénomène de rupture
de symétrie de la surface libre connu sous le nom de polygones tournants.
2.1 Présentation de la configuration étudiée
La configuration d’étude considérée ici est schématisée sur la figure 2.1. Le dispositif est com-
posé d’un récipient cylindrique d’axe vertical (orienté selon la gravité g) et de rayon R, ainsi que
d’un disque de rayon légèrement inférieur à R, disposé au fond de la cuve. Ce disque peut être
mis en rotation autour de son axe de symétrie à une fréquence fb (avec l’indice b pour "bottom").
Le cylindre est rempli d’un fluide dont le volume (mesuré par la hauteur de remplissage H) est
généralement maintenu fixe lors d’une séquence expérimentale typique consistant à varier progres-
sivement fb. Sur la figure 2.1, le disque tournant à la fréquence de rotation fb figure en noir et la
forme de la surface libre représentée correspond aux formes axisymétriques typiquement obtenues
pour des rotations modérées (cas mouillés, figure 2.1 (a)) et fortes (cas démouillés, figure 2.1 (b)).
Les cas mouillés sont caractérisés par une zone centrale (proche de l’axe de symétrie) où la surface
libre prend une forme parabolique indiquant un écoulement proche de la rotation solide (cf. seau
de Newton en partie III), à laquelle s’ajoute une zone externe caractérisée par une forme de surface
libre concave, le tout menant à une forme de cloche inversée. Par contre, pour les fortes rotations,
une zone centrale démouillée apparaît et conduit à la disparition partielle ou totale du coeur en
rotation solide.
(a) Cas mouillé (b) Cas démouillé
Figure 2.1 – L’expérience à fond tournant. Les parties en noir tournent au taux de rotation
Ω = 2pifb.
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2.1.1 Introduction des paramètres
On se propose ici d’introduire les paramètres adimensionnels qui conviennent à la description
de l’expérience schématisée figure 2.1. Pour cela, considérons que le récipient cylindrique est rempli
à un niveau H d’un fluide newtonien de viscosité ν et de densité ρ ; et notons σ la tension de surface
entre ce fluide et l’air environnant 1. Le premier paramètre important est un paramètre géométrique
comparant le rayon du cylindre à la hauteur d’eau initialement introduite. Ce paramètre sera par
la suite appelé rapport d’aspect et noté a
a =
H
R
. (2.1)
Les principaux ingrédients physiques gouvernant l’écoulement sont la gravité, la rotation, la visco-
sité et la tension de surface. En conséquence, en choisissantR comme échelle de longueur, les échelles
de temps associées obtenues par un raisonnement dimensionnel ont pour expression Tg =
√
R/g,
TΩ = Ω
−1, Tν = R2/ν, Tσ =
√
R3ρ/σ, avec Ω = 2pifb le taux de rotation de la plaque tournante
(en rad.s−1). Plusieurs nombres adimensionnels peuvent être construits par comparaison entre ces
échelles de temps, nous allons introduire ici les plus utiles et fréquemment retrouvés dans la biblio-
graphie.
Tout d’abord, nous noterons que la forme de la surface libre dépend principalement de la contribu-
tion relative entre la rotation et la gravité. La comparaison des échelles de temps Tg et TΩ conduit
ainsi à un nombre de Froude qui est défini par
F =
Tg
TΩ
= Ω
√
R
g
. (2.2)
Ce nombre de Froude est directement proportionnel à la fréquence de rotation de la plaque tour-
nante et sera donc fréquemment utilisé comme paramètre de contrôle. Pour de faibles rotations
(F  1) la gravité domine et la surface libre demeure essentiellement plane. Pour de fortes rota-
tions (F = O(1)) la vitesse azimutale communiquée au fluide par la plaque tournante induit un
effet centrifuge suffisant pour plaquer le fluide contre les parois latérales du récipient creusant ainsi
la surface libre en son centre 2. Cependant, il sera également pertinent dans certains cas d’utiliser
un autre nombre de Froude, plus fréquemment utilisé pour les écoulement à surface libre, corres-
pondant au rapport d’une vitesse caractéristique liée à la rotation et de la vitesse des ondes de
gravité en faible profondeur Fr = ΩR/
√
gH = F/
√
a.
En ce qui concerne la viscosité, son effet sera comparé à celui de la gravité via le nombre de Rey-
nolds gravitationnel inverse 3 noté C ou à celui de la rotation via le nombre d’Ekman. Ces deux
nombres adimensionnels sont définis tels que
C =
Tg
Tν
=
ν
R
√
gR
et E =
TΩ
Tν
=
ν
R2Ω
. (2.3)
Dans certaines expériences de la littérature et en particulier lors des études à faible nombre de
Froude, un nombre de Reynolds défini par Re = E−1 est utilisé en tant que paramètre de contrôle
expérimental. Notons cependant que ces expériences sont généralement effectuées avec une fluide
de viscosité donnée sous l’action de la gravité terrestre et cette procédure revient donc également
à faire varier un nombre de Froude.
Enfin, l’influence de la tension de surface sera décrite par le nombre de Bond
Bo =
T 2σ
T 2g
=
ρgR2
σ
. (2.4)
En général, a et F seront utilisés en tant que paramètres expérimentaux, tandis que C et Bo
permettront de caractériser les propriétés du fluide considéré tout en tenant compte de la taille du
dispositif utilisé.
1. De façon rigoureuse, il faudrait également introduire les tensions superficielles air/solide et liquide/solide de
façon à prendre en compte les effets de mouillage. Néanmoins ceux-ci ne seront pas prépondérants dans les régimes
considérés par la suite étant donné l’importance des effets inertiels qui seront mis en jeu. Aussi, l’expérience décrite
en 4.3 qui permet de limiter le contact direct entre le fluide et les bords du récipient, permet de supporter l’effet
limité du mouillage sur les phénomènes qui nous intéresseront par la suite.
2. Cette remarque est valable car le liquide considéré ici est newtonien mais ne l’est pas dans le cas général. En
effet, pour certains fluides viscoélastiques, l’effet élastique (centripète) peut contrebalancer l’effet centrifuge de la
rotation et induire une élévation de la surface libre en son centre. Ce phénomène contre-intuitif est connu sous le
nom d’effet Weissenberg.
3. Le nombre adimensionnel C est fréquemment utilisé pour la description des modes de ballotement dans des
récipients au repos, voir Martel et al. (1998) par exemple.
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(a) (b) (c)
Figure 2.2 – Ruptures de symétrie observées par Poncet et Chauve (2007) pour a = 0.043,
C−1 = 1.64 × 105 et différentes valeurs de Re = E−1 = ΩR/ν. (a) Re = 3.5 × 103, m = 6. (b)
Re = 4.5× 103, m = 5. (c) Re = 6.2× 103, m = 4.
2.1.2 Forme générale de la surface libre
En se placant en coordonnées cylindriques (r, θ, z), la hauteur verticale de la surface libre h
s’écrit de façon adimensionnelle comme
h
R
= F
(
t
Tg
,
r
R
, θ, a, F, C,Bo
)
. (2.5)
Bien que le dispositif expérimental schématisé figure 2.1 soit axisymétrique, nous allons voir que
l’écoulement ainsi que la forme de la surface libre ne le sont pas nécessairement et que la dépen-
dance en θ de l’équation 2.5 ne peut être levée dans le cas général.
La forme de la surface libre va maintenant nous servir de critère pour appréhender la bibliographie
sur les récipients à fond tournant. Deux types de régimes seront distingués.
Nous présenterons dans un premier temps les études effectuées dans le régime associé à de faibles
déformations de la surface libre. Ces régimes sont obtenus pour de faibles nombres de Froude
(F  1) et sont en particulier caractérisés par une surface libre quasiment plane et axisymétrique
(nous verrons cependant que l’écoulement sous-jacent ne reste pas nécessairement axisymétrique).
Ensuite, nous détaillerons le régime des fortes rotations qui conduisent à d’importantes déforma-
tions de la surface libre (F = O(1)) par rapport à l’horizontale. Dans cette gamme de paramètres,
il a été observé que la surface libre peut alors perdre sa symétrie de révolution pour former par
exemple des motifs de forme polygonale. Une classification des différents types de rupture de sy-
métrie de surface libre obtenus dans ce régime est donnée dans ce chapitre.
2.2 Faibles déformations de la surface libre (F  1)
Une limite naturelle pour entamer l’étude de l’expérience à fond tournant consiste à considé-
rer de faibles valeurs de F pour lesquelles la surface libre reste quasiment plane. Dans ce cas, le
paramètre pertinent couramment utilisé dans la littérature est un nombre de Reynolds basé sur
la rotation Re = E−1 = ΩR2/ν. Les expériences de Lopez et al. (2004) ainsi que celles de Poncet
et Chauve (2007) qui consistent à augmenter progressivement Re à partir du repos (Re = 0) ont
montré que l’écoulement demeure axisymétrique et stationnaire jusqu’à une valeur critique de Re
au delà de laquelle la symétrie de révolution est perdue. Au delà de ce seuil critique de stabilité,
la surface libre reste essentiellement plane 4 et demeure axisymétrique bien que l’écoulement sous-
jacent ne le soit plus. La figure 2.2 montre un exemple des motifs obtenus par Poncet et Chauve
(2007) pour a = 0.043 et plusieurs valeurs de Re. Les motifs d’écoulement sont observés en en-
semençant le fluide avec du kalliroscope (paillettes métalliques réfléchissantes), ce qui permet de
visualiser la structure de l’écoulement dans l’épaisseur de la couche fluide. Dans ce cas, les ruptures
de symétrie sont clairement visibles du fait du contraste obtenu entre la zone interne en rotation
solide qui demeure parfaitement laminaire et une zone externe où le fluide est fortement cisaillé.
Des motifs de forme étoilée sont observés à la frontière entre ces deux zones.
L’étude de stabilité linéaire effectuée par Kahouadji et al. (2010) en utilisant une surface libre
plane ainsi qu’une condition de symétrie à l’interface a permis de prédire correctement les seuils
obtenus expérimentalement par Poncet et Chauve (2007) (pour des valeurs de a suffisantes).
4. Ce qui est consistant avec les nombres de Froude considérés lors de ces expériences puisque F ∈ [0, 0.25].
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(a) (b)
Figure 2.3 – (a) Dispositif expérimental de Vatistas (1990). (b) Dispositif expérimental de Bach
et al. (2014) permettant la rotation indépendante de la plaque du fond et de la paroi cylindrique.
Les résultats expérimentaux présentés au chapitre 4 ont été obtenus sur ce dispositif.
Soulignons également que la fréquence des motifs obtenus par Poncet et Chauve (2007) coïncide
bien avec les valeurs obtenues dans une expérience correspondant à un écoulement confiné entre
deux disques en co-rotation et un bord latéral fixe (Abrahamson et al., 1989), c’est-à-dire dans une
configuration sans surface libre.
Ces deux derniers points confirment que la présence de la surface libre n’est pas nécessaire à
l’émergence de ce type de motifs. L’instabilité observée semble donc être uniquement pilotée par le
cisaillement créé entre la plaque en rotation et le mur latéral fixe. L’instabilité semble donc être du
type Kelvin-Helmholtz. Une discussion plus précise des mécanismes d’instabilité suivant le rapport
d’aspect considéré est donnée par Lopez et al. (2004).
Pour conclure quant aux instabilités présentes dans l’expérience à fond tournant dans le ré-
gime des faibles nombres de Froude, nous retiendrons que les mécanismes à leur origine semblent
essentiellement dûs au cisaillement et que la surface libre ne joue pas un rôle essentiel dans leur
apparition. Ce point nous permettra de dissocier ce type de rupture de symétrie de celles obtenues
dans le régime des grand nombres de Froude qui, comme nous le verrons au cours de ce manuscrit,
doivent leur existence à la présence de la surface libre ainsi qu’à une forte déformation (écart à
l’état de surface libre plane) de cette dernière. Par la suite, nous porterons notre attention sur ce
dernier type d’instabilité. Notons cependant que les instabilités associées au cisaillement sont pro-
bablement présentes dans le régime des grands nombres de Froude, mais ne semblent pas provoquer
des asymétries importantes de la surface libre.
2.3 Fortes déformations de la surface libre (F = O(1))
En 1990, G.H.Vatistas réalise l’expérience schématisée figure 2.3 (a), dans laquelle le volume
d’eau est fixé et la fréquence de rotation du disque est progressivement augmentée. Il s’aperçoit
que lorsque la rotation induit de grandes déformations de la surface libre, cette dernière peut alors
perdre sa symétrie de révolution pour prendre une forme polygonale en rotation dans le repère du
laboratoire (voir figure 2.4). Cette découverte est spectaculaire de par les amplitudes importantes
mises en jeu et la forte stabilité des états polygonaux observés. Par la suite, ces polygones tour-
nants ont fait l’objet de nombreuses études de la part de Vatistas et collaborateurs (Vatistas et al.
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R(cm) Rd/R Liquide C−1 Bo
Vatistas (1990) 14.25 0.71 eau 1.68× 105 2.71× 103
Vatistas et al. (1992) 14.2 0.89 eau 1.68× 105 2.71× 103
huile 1 2.95× 103 −
huile 2 262 −
Jansson et al. (2006) 14.5 ≈ 1 eau 1.73× 105 2.83× 103
éthylène glycol 1.08× 104 −
19.4 ≈ 1 eau 2.67× 105 5.06× 103
Suzuki et al. (2006) 4.25 ≈ 1 eau 2.74× 104 237
Vatistas et al. (2008) 28.4 0.89 eau 4.74× 105 1.09× 104
Tasaka et al. (2008) 4.25 ≈ 1 eau 2.74× 104 237
4.2 ≈ 1 huile de silicone 2.69× 103 823
gallium liquide 8.42× 104 24.2
Tasaka et Iima (2009) 4.25 ≈ 1 eau 2.74× 104 237
Bergmann et al. (2011) 19.4 ≈ 1 eau 2.67× 105 5.06× 103
Bach et al. (2014) 14.5 ≈ 1 eau 1.73× 105 2.83× 103
Résultats chapitre 4 14.5 ≈ 1 eau 1.73× 105 2.83× 103
Iga et al. (2014) 16.8 0.89 eau 2.15× 105 3.80× 103
Kahouadji et Witkowski (2014) 6.25 ≈ 1 huile 856 −
Table 2.1 – Caractéristiques des dispositifs expérimentaux existants. R correspond au rayon de la
cuve, Rd au rayon du disque en rotation, C au Reynolds gravitationnel inverse (C−1 = R
√
gR/ν)
et Bo = ρgR2/σ au nombre de Bond.
(1992), Vatistas et al. (1994), Vatistas et al. (2008)) et plusieurs années plus tard par l’équipe de
T.Bohr au Danemark (Jansson et al. (2006), Bergmann et al. (2011), Bach et al. (2014)) et celle
de M.Iima au Japon (Suzuki et al. (2006), Tasaka et Iima (2009)) dans des dispositifs légèrement
différents pour lesquels l’écart entre le bord extérieur du disque tournant et la paroi cylindrique
fixe est très faible (similaires à la figure 2.1). Par la suite de nouveaux dispositifs expérimentaux
ont été construits dans les équipes de K.Iga (Iga et al. (2014)) et de L.M.Witkowsky (Kahouadji et
Witkowski (2014)), montrant le vif intérêt suscité par la caractérisation de la dynamique à l’origine
de la formation de ces polygones tournants.
Nous allons maintenant détailler les caractéristiques des expériences existantes avant de propo-
ser une classification des phénomènes expérimentaux observés. En effet, différents régimes ont été
distingués et des termes spécifiques ont été attribués à chacun d’entre eux. En particulier nous
proposerons une définition des régimes désignés par polygones tournants, switching et sloshing
dans la littérature.
2.3.1 Caractéristiques des expériences existantes
Les principales études expérimentales focalisées sur les régimes de fortes déformations de la
surface libre sont répertoriées dans le tableau 2.1. On remarque ici que la plupart des dispositifs
ont un rayon de quelques centimètres et sont utilisés avec de l’eau, ce qui correspond à des nombres
de Reynolds gravitationnels de l’ordre de 105. Ceci montre que la gravité domine complètement les
effets visqueux qui ne seront donc pas prépondérants pour l’établissement de la position d’équilibre
de la surface libre. De façon analogue, les rayons relativement importants de l’ensemble des disposi-
tifs, qui sont largement plus grands que les longueurs capillaires mises en jeu au vu des nombres de
Bond obtenus table 2.1, permettent de mettre au second plan l’influence de la tension de surface.
Lors de la section 3.4 nous vérifierons ces deux considérations a priori en les confrontant à des
résultats expérimentaux sur l’influence de la viscosité et de la tension de surface sur les phéno-
mènes de rupture de symétrie observés. D’autre part, notons que certains dispositifs possèdent un
disque tournant dont le rayon peut être notablement plus faible que celui du récipient (dispositifs
de Vatistas (1990), Iga et al. (2014)). Dans ce sens ils diffèrent légèrement de la configuration
illustrée figure 2.1 et un nouveau nombre adimensionnel doit être introduit. Par la suite, nous nous
focaliserons notamment sur les expériences pour lesquelles l’écart entre le disque en rotation et la
paroi cylindrique est faible.
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(a) Motifs polygonaux (Vatistas et al., 2008)
(b) Triangle demouillé (vue de dessus) (c) Triangle mouillé (vue de coté)
Figure 2.4 – Exemple de motifs polygonaux en rotation. Les photos (b) et (c) sont issues de
Bergmann et al. (2011).
Figure 2.5 – Schema des formes triangulaires typiques obtenues pour différentes valeurs de F et
pour a donné (d’après Vatistas (1990)). La valeur de F est augmentée de gauche à droite.
2.3.2 Terminologie : polygones tournants, switching, sloshing
Les polygones tournants : Le terme polygone tournant désigne une déformation polygonale
de la surface libre en rotation "solide" dans le repère du laboratoire. Ces états polygonaux issus
d’un système instable sont considérés comme stables dans le sens où, lorsqu’ils ont atteint leur
forme finale (après un régime transitoire), leur amplitude demeure invariante dans le temps et
leur structure est robuste aux perturbations extérieures (cf. Bergmann et al. (2011)). Comme l’ont
précisé Jansson et al. (2006), ces motifs sont visualisés à la fois dans les cas mouillés pour lesquels
le disque tournant est entièrement recouvert de fluide (figure 2.4 (c)) et dans les cas démouillés
où une partie centrale est au contact de l’air extérieur (figure 2.4 (b)). Ces polygones tournants
sont décrits par leur nombre de sommets, leur amplitude et leur fréquence. En considérant de l’eau
dans une cuve de l’ordre de 15 cm de rayon, les polygones observés ont un nombre de sommets
allant de 2 (ellipse) à 6 (hexagone) et des exemples typiques de ces motifs peuvent être visualisés
sur la figure 2.4. Comme il est possible de le voir sur ces figures (en particulier 2.4 (b) et (c)), les
états polygonaux sont caractérisés par une forte asymétrie de la région centrale de la surface libre
(ou proche de la zone démouillée dans les cas démouillés), tandis que la région de la surface libre
proche du cylindre extérieur reste globalement axisymétrique dans le cas général.
Comme nous le verrons en détail au chapitre suivant, les polygones tournants sont observés sur une
large gamme de paramètres dans l’espace (a, F ). La figure 2.5, montre que la forme des polygones
change de façon importante suivant la valeur des paramètres (a, F ) choisie. Dans le cas m = 3
représenté ici, on constate ainsi que pour a fixé, l’amplitude des motifs diminue avec F . Précisons
également qu’une mince couche fluide (probablement similaire à une couche de lubrification 5) est
toujours présente entre les bras du polygones en raison de la fréquence de ce dernier, plus faible
5. Ceci permettrait de mettre en évidence les effets limités des phénomènes de mouillage.
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(a) Switching (d’après Suzuki et al. (2006))
(b) Sloshing (d’après Iga et al. (2014))
Figure 2.6 – (a) Switching entre un état axisymétrique (Sy) et ellipsoïdal (As) (cf. figure 3.1).
(b) Sloshing m = 3 obtenu pour a = 0.47, F = 2.2 (cf. figure 3.2)
que celle de la plaque, qui implique un perpétuel remouillage de cette zone.
Switching : Le phénomène de switching désigne une alternance temporelle entre un état po-
lygonal et un état possédant une surface libre axisymétrique. Ce phénomène est donc décrit par
deux échelles de temps. Une échelle de temps correspondant à la fréquence de rotation du motif
polygonal et une seconde échelle de temps associée à l’alternance entre l’état axisymétrique et l’état
polygonal. Cette seconde échelle de temps étant beaucoup plus grande que la première dans le cas
général. Ce type de phénomène récurrent a été observé pour la première fois par Vatistas (1990) qui
ne l’avait alors pas distingué du sloshing (voir paragraphe ci-dessous) et le terme switching ainsi
qu’une étude expérimentale détaillée du phénomène sont dus à Suzuki et al. (2006) et Tasaka et
Iima (2009). A notre connaissance, le switching a été observé uniquement pour un état ellipsoïdal
(alternance entre une ellipse et un état axisymétrique illustrés sur la figure 2.6 (a)).
Sloshing : Le sloshing (ballotement) désigne ici un phénomène d’alternance temporelle sensi-
blement identique au switching à l’exception du fait que l’état asymétrique observé ne correspond
pas à un polygone tournant. Les asymétries de la surface libre les plus importantes sont en effet
confinées proche des parois extérieures du récipient. On observe ainsi des ondes de surface se pro-
pageant le long des parois du récipient et dont l’amplitude évolue sur une échelle de temps lente
comparée à la vitesse de phase des ondes. Ces ondes sont généralement associées à une distribution
azimutale de faible nombre d’onde et leur observation rappelle fortement les modes de ballotement
observés dans les réservoirs fixes (c.f Ibrahim (2005) par exemple) d’où la terminologie sloshing
employée pour désigner ce phénomène. Le sloshing a été observé initialement par Vatistas (1990)
mais ce n’est que récemment que Iga et al. (2014) donnent une cartographie de ces motifs dans
l’espace des paramètres (a, F ) (voir chapitre 3, figure 3.2). Le sloshing a été observé à la fois pour
des motifs elliptiques (m = 2) et pour des motifs triangulaires (m = 3). Une illustration du sloshing
pour m = 3 est donnée figure 2.6 (b) sur laquelle l’état symétrique et l’état axisymétrique sont
représentés.
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2.4 Interprétation des polygones tournants
L’intérêt suscité par les motifs polygonaux ainsi que les différents phénomènes de rupture de
symétrie de la surface libre obtenus dans le régime F = O(1) est renforcé par le lien étroit qui
semble exister entre la formation de ces motifs et la transition vers la turbulence. Dans l’article de
Vatistas et al. (1992), l’apparition des polygones tournants et l’augmentation de m avec F sont en
effet interprétés comme une complexification graduelle d’un état laminaire qui conduit finalement
à la turbulence pleinement établie. Egalement, les études sur le switching de Suzuki et al. (2006)
et Tasaka et Iima (2009) montrent que l’intensité de turbulence mesurée s’intensifie fortement avec
l’apparition des motifs asymétriques. Dans cette thèse, le lien entre la transition vers la turbulence
et l’apparition des polygones ne sera pas abordé de façon directe, mais nous soulignerons néanmoins
quelques observations intéressantes concernant ce point (cf. section 4.3 notamment).
2.4.1 Leur origine
Les mécanismes à l’origine des polygones tournants ont fait l’objet de nombreux débats et plu-
sieurs pistes ont été explorées dans la littérature.
Pour commencer, Jansson et al. (2006) mentionnent que les motifs obtenus pourraient être générés
par un léger désaxage du disque en rotation qui forcerait le système à une fréquence fb. Cette
explication est donnée en raison de mesures de la fréquence des motifs polygonaux qui semblent
indiquer une corrélation avec la fréquence du disque. C’est la question du phase-locking entre les
motifs et le disque tournant. Les travaux plus récents de Vatistas et al. (2008) révèlent également
une corrélation simple entre ces deux fréquences, mais cependant différente de celle obtenue par
Jansson et al. (2006). Finalement, l’étude récente de Bach et al. (2014) a permis de montrer que
les polygones ne se mettent pas en phase avec le disque en rotation et infirme donc l’hypothèse de
phase-locking. Même si le rapport de fréquence (motif sur disque) peut être proche d’une fraction
rationnelle, ces fréquences semblent en fait bien découplées. Il semblerait donc que les polygones
ne soient pas dûs à une imperfection de l’expérience et qu’ils puissent apparaître dans un dispositif
parfait.
D’autre part, une approche de stabilité à partir de modèles 2D a été utilisée par Vatistas et al.
(1994) et a permis de prédire raisonnablement la fréquence de rotation des polygones. Ces modèles
correspondent à un tourbillon potentiel à coeur creux pour les cas démouillés et un modèle de
Rankine pour les cas mouillés. L’étude de stabilité linéaire de ces deux cas montre que des ondes
peuvent se propager au niveau de la surface libre pour le tourbillon à coeur creux, ou au niveau
du coeur en rotation solide dans le cas du Rankine. Dans les deux cas, la fréquence de ces ondes
semble coïncider avec celle des motifs polygonaux de façon correcte compte tenu de la simplicité des
modèles. Ceci indique donc que l’apparition des polygones est fortement corrélée avec la présence
de ces ondes. Cependant, la formation des polygones reste inexpliquée car aucun élément dans les
modèles 2D de Vatistas et al. (1994) ne met en évidence le caractère instable des champs de base
considérés.
Dans cette thèse, nous proposerons des modèles de champ de base plus complets permettant
de capturer des phénomènes instables (la justification de ces modèles sera donnée en partie II). En
particulier, une instabilité résultant d’un mécanisme de résonance entre deux ondes de surface est
obtenue et le tracé des zones instables dans le diagramme des paramètres (a, F ) révèle une bonne
correspondance avec les zones d’apparition des motifs polygonaux. Les détails de cette étude por-
tant sur un champ de base potentiel ainsi que plusieurs extensions seront développées au cours de
la partie IV de cette thèse (voir aussi Tophøj et al. (2013) en annexe B).
2.4.2 Leur stabilité
La stabilité des motifs polygonaux est impressionnante. Comme le montre Bergmann et al.
(2011), ils se reforment facilement lorsqu’on les détruit et perdurent remarquablement lorsqu’ils
sont établis. La principale discussion concernant la stabilité des polygones provient de G.H.Vatistas
(voir Vatistas et al. (2008)). En particulier, ce dernier associe le nombre maximal de sommets
observés, m = 6 dans le régime non visqueux, à l’équilibre de Kelvin d’un système constitué de m
points vortex. Dans Vatistas et al. (2008), le fait qu’aucun motif possédant un nombre de sommets
supérieur à 6 ne soit observé dans le régime très faiblement visqueux constitue une confirmation
de l’équilibre de Kelvin des systèmes constitués de vortex ponctuels. En effet, Thomson (1878)
(Lord Kelvin) a prédit qu’un système composé de m points vortex (avec m ∈ [3, 7]) est stable si et
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seulement si m < 7. En associant chacun des sommets du polygone à un point vortex, G.H.Vatistas
en déduit ainsi la stabilité des motifs associés et souligne l’accord entre théorie et observations
expérimentales. Egalement, la vorticité associée à chaque point vortex induit une vitesse azimutale
qui pourrait expliquer la rotation d’ensemble du système polygonal. Précisons que ces explications
restent questionnées (voir en particulier Ait Abderrahmane et al. (2013); Bergmann et al. (2012,
2011); Vatistas et al. (2008)) et la stabilité des motifs polygonaux reste donc une question ouverte.
2.5 Conclusion
Pour conclure ce chapitre, soulignons qu’une grande variété de phénomènes conduisant à des
ruptures de symétries dans l’expérience à fond tournant est reportée dans la littérature. Dans un
soucis de clarté, nous avons proposé une classification qui permet de séparer ces phénomènes en
deux grandes catégories. La première catégorie correspond aux phénomènes qui ne semblent pas
être liés à la présence de la surface libre et n’impliquent pas d’asymétries importantes de celle-ci.
Dans la littérature ces phénomènes ont notamment été étudiés dans le régime F  1 et semblent
correspondre à des instabilités de cisaillement de type Kelvin-Helmholtz. La seconde catégorie in-
clut l’ensemble des phénomènes mettant en jeu d’importantes asymétries de la surface libre. Ces
phénomènes apparaissent notamment dans le régime F = O(1).
Notre travail vise à étudier cette seconde catégorie de rupture de symétrie. En particulier nous
nous focaliserons d’avantage sur l’étude de la formation de ces motifs asymétriques plutôt que sur
la stabilité des états obtenus. Egalement, nous nous concentrerons sur le cas très peu visqueux
correspondant à C−1 & 104 qui est le plus étudié expérimentalement.
Le chapitre qui suit est entièrement basé sur des résultats de la littérature. Nous y présenterons
une cartographie détaillée des phénomènes de rupture de symétrie de la surface libre (zones d’ap-
parition des polygones tournants, du switching et du sloshing) dans l’espace des paramètres (a, F )
en se focalisant sur le régime très peu visqueux. Aussi, nous préciserons dans un second temps les
effets de la viscosité et de la tension de surface sur ce diagramme des états.

Chapitre 3
Le diagramme des états dans l’espace
des paramètres (a, F )
Ce chapitre vise à donner une cartographie générale des phénomènes de rupture de symétrie de
la surface libre observés dans l’expérience à fond tournant. Dans ce but, une synthèse des résultats
expérimentaux de la littérature est proposée. Nous présenterons tout d’abord une cartographie
des zones d’apparition des polygones tournants, du switching et du sloshing dans l’espace des
paramètres (a, F ). Nous donnerons ensuite quelques éléments issus de la littérature concernant
l’influence de la viscosité et de la tension de surface sur la cartographie obtenue.
Les figures 3.1 et 3.2 permettent de localiser les zones d’observation des polygones tournants, ainsi
que des phénomènes d’alternance temporelle (switching et sloshing) dans l’espace des paramètres
(a, F ). Ces deux figures mises en parallèle synthétisent les principaux phénomènes de rupture de
symétrie de la surface libre que l’on peut visualiser dans une expérience à fond tournant dans le
régime C−1 & 104.
3.1 Cartographie des polygones tournants
En fixant a et en augmentant progressivement F , les figures 3.1 et 3.2 montrent que l’on ren-
contre successivement plusieurs états de surface libre différents. Pour de faibles valeurs de F , la
surface libre est axisymétrique. Cependant, pour des valeurs de F = O(1) des motifs polygonaux
allant de l’ellipse (m = 2) à l’hexagone (m = 6) sont obtenus. Il est également constaté que les
polygones ont un nombre de coins qui augmente avec F et que la surface libre se re-symétrise pour
des valeurs de F importantes. Aussi, les bandes d’observation des polygones deviennent plus fines
lorsque m augmente.
L’ensemble de ces observations reste valable sur toute la gamme de a considérée sur les figures 3.1
et 3.2. Il est cependant constaté que les bandes d’apparition des motifs polygonaux se décalent
vers de plus grandes valeurs de F lorsque a est augmenté. L’aspect général du diagramme obtenu
dans l’espace des paramètres (a, F ) correspond alors à des bandes possédant une dépendance en
a qui semble linéaire. D’autre part, soulignons qu’aucun motif de type m = 1 n’est obtenu 1 dans
l’ensemble de la gamme des paramètres considérée sur les figures 3.1 et 3.2. Précisons également
que tous les jeux de données représentés sur ces figures confirment les observations mentionnées
jusqu’à présent.
Détaillons maintenant les transitions entre deux états polygonaux successifs. Tous les résultats
(hormis ceux de Vatistas) montrent que ces transitions semblent brutales, sans repasser par un
état axisymétrique. Il convient ici de nuancer ce point. Tout d’abord, la figure 2.5 présentée au
chapitre précédent montre que la forme des polygones évolue au sein de leur zone d’observation.
En particulier, l’amplitude associée à ces motifs semble diminuer lorsque F augmente et on se
rapproche donc du cas axisymétrique lorsqu’on atteint la partie supérieure (grands F ) de la zone
d’existence d’un polygone. D’autre part, en ce qui concerne les résultats de Vatistas (figure 3.1), les
zones de séparation entre les polygones ne doivent pas être interprétées comme une re-symétrisation
de la surface libre, mais comme une zone de transition caractérisée par l’apparition d’un état in-
termédiaire combinant le motif à m sommets et celui à m+ 1 sommets pour former un état mixte.
Vatistas et al. (2008) soulignent le fait que la présence de ces états mixtes semble due à la diffé-
rence de rayon entre le disque en rotation et le cylindre extérieur (en comparaison à l’expérience
1. Les motifs m = 1 correspondent à une rotation excentrée de la zone circulaire centrale autour de l’axe de
rotation. Motifs parfois appelés monogones, cf. Bach et al. (2014).
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Figure 3.1 – Zones d’observation des différentes ruptures de symétrie dans l’espace des paramètres
(a, F ) (figure extraite de Iga et al. (2014)). Superposition de résultats expérimentaux répertoriés
dans le tableau 2.1. Les niveaux de gris correspondent aux états polygonaux, allant du plus clair
pour les ellipses au noir pour les hexagones. Les zones laissées blanches correspondent soit à des
états quasi-axisymériques, soit à des zones qui n’ont pas été parcourues expérimentalement (ou à
des états transitoires mixtes en ce qui concerne les intervalles intermédiaires dans les données de
Vatistas). Les résultats ont été obtenus avec de l’eau, à l’exception de Jansson et al. (2006) (lignes
pointillées) pour lesquels le fluide utilisé est de l’éthylène glycol (ellipses entre les deux lignes en
pointillés, triangles au dessus). Concernant les résultats de Suzuki et al. (2006) et Tasaka et Iima
(2009) ; Sy et Sy’ : états axisymétriques, As et As’ : états asymétriques (ellipses), Sw : switching
entre As et Sy ; un phénomène d’hystérésis est observé pour a = 0.94 et F ∈ [4.6, 5]. A noter que
le switching observé initialement par Vatistas (1990) se place en (a = 2.2, F = 9.0) et n’est donc
pas représenté ici.
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Figure 3.2 – Cartographie des polygones tournants, de la zone d’hystérésis et du sloshing (d’après
Iga et al. (2014)). La bande de sloshing à F ≈ 1.9 correspond à des triangles, celle à F ≈ 3 à des
ellipses.
de Jansson et al. (2006) où ces deux rayons sont quasi-identiques, voir tableau 2.1). Cependant,
les résultats de Iga et al. (2014) ne mentionnent pas la présence de ces états mixtes bien qu’ils
soient issus d’un dispositif pour lequel un tel intervalle existe. Nous remarquons néanmoins une
bonne correspondance qualitative des transitions entre états polygonaux successifs avec, dans tous
les cas, des transitions quasi-linéaires dans l’espace (a, F ) dont la pente augmente avec le nombre
de sommets m.
D’un point de vue quantitatif, les figures 3.1 et 3.2 révèlent une bonne superposition entre les
résultats de Vatistas (1990), Vatistas et al. (2008), Jansson et al. (2006) (dispositif R = 194 mm)
et Iga et al. (2014), mais les transitions obtenues par Jansson et al. (2006) (dispositif R = 145 mm)
diffèrent notablement. A noter que cet écart ne semble pas dû à une éventuelle différence dans le
protocole expérimental puisque les mesures de Jansson et al. (2006) pour R = 194 mm s’accordent
bien aux autres résultats de la littérature 2.
3.2 Cartographie du switching
Le phénomène d’alternance temporelle appelé switching est schématisé sur le diagramme des
états de la figure 3.1 pour a = 0.94 (résultats de Suzuki et al. (2006) et Tasaka et Iima (2009)). Pour
de faibles rotations, un état axisymétrique noté (Sy) perdure jusqu’à F ≈ 5, valeur pour laquelle
le phénomène de switching débute (Sw). La surface libre se met alors à alterner temporellement
entre une forme axisymétrique et une forme ellipsoïdale avec une période de l’ordre de 10 s (ce qui
correspond à une pulsation normalisée ω
√
R/g = 0.041). Si F augmente, le switching disparaît
progressivement et un état ellipsoïdal stable (As) est obtenu. Enfin une re-symétrisation est obser-
vée pour F ≈ 8.6 et notée (Sy’). Lorsque le diagramme est parcouru en sens inverse, c’est-à-dire
des grands F vers les plus faibles F , les mêmes transitions sont obtenues jusqu’à l’état (Sw). En
revanche, une transition (Sw)/(As’) est obtenue à la place de la transition (Sw)/(Sy) obtenue pour
F croissant, avec (As’) un nouvel état asymétrique. Cet état perdure jusqu’à F ≈ 4.5, valeur pour
laquelle la symétrie de la surface libre est retrouvée. Ces observations montrent que le switching
est intimement lié à l’apparition des ellipses ainsi qu’à un phénomène d’hystérésis.
Les études dédiées au switching n’ont pas considéré l’influence du rapport d’aspect sur ce phé-
nomène et il est donc difficile d’en donner une cartographie précise dans le diagramme des états.
2. Les résultats de Bach et al. (2014) ont également mis en évidence une différence notable avec ceux de Jansson
et al. (2006). Ils montrent alors que ceci pourrait être dû à une asymétrie du dispositif R = 145 mm utilisé par
Jansson et al. (2006).
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Cependant, les études récentes de Iga et al. (2014) reproduites sur la figure 3.2, permettent de lo-
caliser les phénomènes d’hystérésis dans le diagramme (a, F ) (zone hachurée verticalement). Aussi,
il est précisé dans cet article que des phénomènes d’alternance sont visualisés au sein de cette
zone d’hystérésis, mais qu’ils apparaissent d’une façon légèrement différente du switching décrit
précédemment. En effet dans le cas de Iga et al. (2014), un seul des deux états intervenants dans le
switching correspond à une branche de l’hystérésis, alors que dans le cas de Tasaka et Iima (2009)
l’alternance a lieu entre les états associés à chacune des branches de l’hystérésis. Cependant, ces
deux phénomènes semblent similaires de par les mécanismes physiques qu’ils mettent en jeu et
le terme switching tel que nous l’avons défini les englobe tous les deux. Ainsi, la zone hachurée
verticalement sur la figure 3.2, qui correspond à la zone d’hystérésis, inclut les paramètres pour
lesquels le switching a été visualisé. Ce type d’alternance est donc clairement associé au seuil d’ap-
parition des polygones tournants et plus précisément au seuil d’apparition des ellipses. Il suit donc
une tendance quasi linéaire dans l’espace (a, F ) et les nombres de Froude associés au switching
augmentent avec le rapport d’aspect. Aussi, il apparaît que la zone d’hystérésis (donc le switching)
est moins large pour de faibles rapports d’aspect et devient quasiment inexistante pour a < 0.3.
3.3 Cartographie du sloshing
Contrairement au switching qui a fait l’objet de plusieurs articles, le sloshing a été peu étudié.
Depuis son observation en 1990 par Vatistas, aucune mention en a été faite dans la littérature
jusqu’à l’étude récente de Iga et al. (2014). Dans Iga et al. (2014), la période d’alternance entre les
motifs axisymétrique et asymétrique est estimée à environ 50s ce qui correspond à une pulsation
normalisée ω
√
R/g = 0.016. Le sloshing et le switching évoluent donc sur des échelles de temps
qui sont du même ordre de grandeur.
Les zones d’observation du sloshing dans l’espace des paramètres sont répertoriées sur les figures
3.1 et 3.2. La figure 3.1 localise le phénomène observé par Vatistas (1990) pour les paramètres
a ≈ 0.84 et F = 2.8 et correspond à une déformation azimutale m = 2. La figure 3.2 correspond
aux résultats de Iga et al. (2014) et donne une cartographie du sloshing pour m = 2 et également
pour m = 3 (zones hachurées horizontalement). Notons tout d’abord un bon accord entre les deux
expériences dans le cas m = 2 qui est en effet obtenu pour un couple (a, F ) comparable. Pour
a . 0.85, la figure 3.2 montre que le sloshing m = 2 n’est plus visible. Par contre, le sloshing
m = 3 existe pour une gamme de paramètres beaucoup plus vaste (a > 0.4). Notons que pour
a < 0.4, le sloshing s’arrête et laisse place à la zone d’hystérésis. De plus il est remarquable que
sur l’ensemble de cette gamme de rapports d’aspect, le sloshing m = 3 apparaît pour une valeur
quasiment constante du nombre Froude (F ≈ 2), indiquant que ce phénomène semble indépendant
de a (pour une valeur de m donnée). D’autre part, contrairement aux polygones tournants dont le
nombre de sommets augmente avec F (pour a fixe), l’inverse semble se produire en ce qui concerne
le sloshing. Par exemple, pour a = 0.9 et en augmentant F , on observe d’abord le sloshing m = 3
puis le sloshing m = 2.
De façon remarquable, aucun phénomène d’hystérésis n’est reporté en lien avec les zones de slo-
shing. Cette dernière remarque est probablement en rapport avec le fait que ces zones sont confinées
entre deux états axisymétriques, par opposition à la zone de switching, tampon entre un état axi-
symétrique et un état polygonal.
3.4 Influence des caractéristiques du fluide
3.4.1 Discussion sur l’effet du nombre de Reynolds gravitationnel
Comme le montre le tableau 2.1, le régime associé à de fortes rotations de la surface libre a
essentiellement été étudié avec de l’eau, ce qui conduit à des nombres de Reynolds gravitationnels
C−1 importants étant donné la taille des dispositifs considérés. Pour cela, nous avons négligé, a
priori, l’effet de la viscosité par rapport à celui de la gravité dans l’étude de la caractérisation de la
surface libre. Pourtant, la viscosité intervient dans le régime transitoire par transfert de moment
angulaire du disque tournant au fluide. Mais intervient-elle sur la position d’équilibre de la surface
libre ensuite obtenue ? Et influence-t-elle de façon importante la cartographie des différents phé-
nomènes de rupture de symétrie établie pour des nombres de Reynolds gravitationnels de l’ordre
de 105 ?
Avant de détailler précisément les résultats expérimentaux obtenus dans le système à fond tour-
nant pour différentes valeurs de C−1, considérons le cas plus simple où l’ensemble du récipient est
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en rotation (cas du seau de Newton qui sera détaillé en partie III de cette thèse). Dans ce cas,
lorsque le récipient est mis en rotation, un régime transitoire est observé durant lequel le récipient
communique sa vitesse au fluide, puis on obtient finalement une rotation solide de l’ensemble du
fluide associée à une forme parabolique de la surface libre (si l’on néglige la tension de surface).
Comme nous le verrons, la forme de cette parabole obtenue analytiquement ne dépend que de F
et de a. En particulier, l’équilibre obtenu ne dépend pas de la viscosité. Dans le cas de l’expérience
à fond tournant, les choses sont beaucoup plus complexes étant donné le cisaillement important
induit par la singularité entre le disque tournant et le mur latéral fixe. Néanmoins, les régimes
mouillés étant caractérisés par une zone centrale en rotation solide, il semble que la discussion
précédente demeure partiellement valide proche de l’axe de symétrie. On s’attend donc à obtenir
des déformations du même ordre de grandeur quelque soit C−1.
Le régime très peu visqueux : C−1 & 104
Considérons dans un premier temps les expériences de la littérature réalisées avec de l’eau.
Dans le tableau 2.1 on observe que la taille des dispositifs utilisés varie d’un facteur 10 et donc
C−1 ∈ [3 × 104, 5 × 105]. Cependant, les résultats présentés sur la figure 3.1 restent comparables,
ce qui semble indiquer que dans ce régime les variations de C−1 influencent peu la cartographie
des polygones tournants. Les études de Jansson et al. (2006) (R = 145 mm) permettent de préciser
ce constat en comparant les résultats obtenus au sein d’un même dispositif avec deux fluides de
viscosités différentes, à savoir de l’eau et de l’éthylène glycol (figure 3.1). Ces deux cas sont associés
à des valeurs de C−1 égales à 1.7×105 et 1.1×104 respectivement. Les deux diagrammes des états
obtenus avec ces liquides sur la figure 3.1 (niveaux de gris pour l’eau et lignes pointillées pour les
transitions obtenues avec de l’éthylène glycol) montrent que les zones d’apparition des polygones
semblent peu dépendre de la viscosité. En effet on ne remarque pas de différences importantes en
ce qui concerne les transitions entre les motifs polygonaux. Cependant, seuls des ellipses et des
triangles sont visualisés avec de l’éthylène glycol alors que des états polygonaux allant de l’ellipse à
l’hexagone sont présents lorsque l’expérience est réalisée avec de l’eau. Ceci indique que la viscosité
influence peu la position des transitions, mais empêche l’apparition de motifs grand m.
Le régime intermédiaire : 103 . C−1 . 104
Dans un régime de viscosité intermédiaire, des résultats surprenants sont reportés dans Vatistas
et al. (1992). Trois fluides de viscosités différentes sont considérés dans cette étude. Pour de l’eau
(C−1 = 1.68× 105) les résultats obtenus sont en accord avec ceux présentés figure 3.1. Cependant,
dans le cas d’une viscosité intermédiaire (C−1 = 2.93× 103), de nombreux phénomènes inattendus
ont été observés. Tout d’abord, des formes polygonales avec m allant de 1 à 11 sont obtenues alors
que seuls les polygones avecm de 2 à 6 sont obtenus pour C−1 & 104. Ce résultat semble a priori en
contradiction avec les résultats de Jansson et al. (2006) sur l’effet de la viscosité. Notons cependant
que les résultats présentés ici correspondent à des gammes de C−1 d’un ordre de grandeur plus
faible que l’étude de Jansson et al. (2006) avec de l’éthylène glycol.
D’autre part, certains des motifs tournent dans le sens opposé à celui du disque, ce qui n’est pas
observé pour C−1 & 104. Nous noterons également que l’ordre d’apparition des polygones peut
être inversé, c’est-à-dire que le motif m = 11 par exemple, peut être obtenu pour des rotations plus
faibles que le motif m = 5. Aussi, les transitions entre les motifs semblent plus brusques et les phé-
nomènes d’hystérésis très marqués. En particulier, les états rencontrés lors de rotations croissantes
peuvent êtres complètement différents de ceux obtenus en diminuant la rotation. Pour finir, il est
mentionné que les résultats obtenus sont très dépendants du protocole expérimental. En effet, ces
auteurs ont effectué des variations quasi-statiques de la fréquence de rotation et soulignent que les
états obtenus sont différents selon le protocole expérimental utilisé.
Au final, les observations mentionnées ci-dessus ne permettent pas d’avoir une image claire des
tendances régissant ce régime intermédiaire et d’autres résultats expérimentaux sont souhaitables.
Notons cependant, qu’il semble que les phénomènes observés dans ce régime aient des propriétés
semblables aux ruptures de symétrie observées dans le régime des faibles nombres de Froude consi-
déré par Poncet et Chauve (2007). Dans les deux cas, des motifs petit m apparaissent lorsque F
augmente et un hystérésis important est obtenu en variant F .
Ce dernier point tend à montrer que la complexité du régime associé à une viscosité intermédiaire
est probablement due à l’intervention de plusieurs mécanismes de rupture de symétrie différents.
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Le régime visqueux : C−1 . 103
Les résultats de Vatistas et al. (1992) obtenus avec l’huile la plus visqueuse (C−1 = 262)
montrent qu’aucune forme polygonale n’apparaît dans ce cas. La viscosité finit donc par empêcher
l’apparition des ruptures de symétrie de la surface libre.
3.4.2 Discussion sur le nombre de Bond
Les dispositifs expérimentaux existants ont un rayon de l’ordre de 100 mm, sont remplis d’eau
en contact avec l’air extérieur et soumis à la gravité 3, ce qui conduit à Bo ≈ 103. Pour une telle
valeur de Bo, Jansson et al. (2006) ont montré qu’une augmentation de tension de surface effectuée
en injectant un surfactant (détergent) ne produit pas de changements importants sur la cartogra-
phie des états polygonaux dans l’espace des paramètres (a, F ). Nous ne sommes pas en mesure de
calculer la variation de Bo induite par l’ajout effectué dans cette expérience. Ce résultat signifie
cependant qu’en première approximation et tant que Bo reste suffisamment important, la tension
de surface n’influence pas l’émergence des polygones.
Le dispositif utilisé dans Suzuki et al. (2006), Tasaka et al. (2008), Tasaka et Iima (2009) est no-
tablement plus petit que les autres et les nombres de Bo qui lui sont associés sont de l’ordre de
102. On s’attend donc à ce que les effets de la tension de surface soient plus importants. L’étude
effectuée par Tasaka et al. (2008) est dédiée aux effets de la tension de surface sur le phénomène
de switching. Pour cela de l’eau, de l’huile de silicone et du gallium sont utilisés (tableau 2.1). Avec
de l’huile de silicone, la surface libre perd sa symétrie pour des F beaucoup plus faibles qu’avec
de l’eau, ce qui pourrait être dû à la plus faible tension de surface signifiant que la surface libre
est plus "molle" et donc plus réceptive aux ruptures de symétrie sous-jacentes (cf. discussion du
régime bas F et notamment Lopez et al. (2004)). Cependant, le rôle de la viscosité n’est pas exclu
ici étant donné que C−1 diminue d’un ordre de grandeur et aucune conclusion précise ne peut donc
être donnée.
De plus, les résultats obtenus avec du gallium liquide, qui a une tension de surface environ 10 fois
plus grande que l’eau (et une viscosité sensiblement plus faible), montrent que lorsque l’on atteint
des Bo de l’ordre de 10 la tension de surface s’oppose à l’apparition des ruptures de symétrie de
la surface libre. Dans ce dernier cas et avec le matériau utilisé pour le disque tournant, la tension
de surface empêche également la zone démouillée d’apparaître pour de fortes rotations.
3.5 Conclusion
Pour conclure, nous soulignerons que les cas qui nous intéresseront par la suite se situent dans
le régime C−1 & 104 et Bo ≈ 103. Dans ce régime, une cartographie des polygones tournants ainsi
que du switching et du sloshing a été présentée dans l’espace des paramètres (a, F ). Nous avons
ensuite montré que les phénomènes de rupture de symétrie de la surface libre observés ne semblent
pas dus à des effets visqueux ou liés à la tension superficielle et que la cartographie présentée
semblent robustes à ces deux paramètres (au moins d’un point de vue qualitatif). La plupart des
modèles utilisés pour étudier ce régime se feront donc sans tenir compte de la tension de surface
et l’on utilisera souvent une approche non visqueuse.
Le chapitre qui suit consiste dans un premier temps à présenter des résultats de Bach et al.
(2014) obtenus dans un dispositifs où il est possible de faire tourner le fond et le bord cylindrique
indépendamment (voir figure 2.3 (b)). Des résultats expérimentaux effectués au DTU sur ce même
dispositif seront ensuite détaillés et permettrons de confirmer la cartographie des phénomènes de
rupture de symétrie dans le diagramme (a, F ) décrite dans ce chapitre. Pour finir, une nouvelle
expérience originale de Tophøj et al. (2013) sera présentée.
3. Une estimation rapide de la longueur d’onde des polygones obtenus dans l’expérience à fond tournant donne
des résultats de l’ordre de O(R/m). On constate ainsi que pour R de l’ordre de O(100 mm) les polygones possédant
un nombre modéré de sommets seront peut affectés par les effets capillaires qui deviennent non négligeables pour
des longueurs d’onde de l’ordre de O(10 mm) voir O(1 mm).
Chapitre 4
Résultats expérimentaux
additionnels
Dans ce chapitre, nous présenterons des résultats d’expériences obtenus sur le dispositif pré-
senté en figure 2.3 (b). Une première section consistera à présenter la cartographie de Bach et al.
(2014) obtenue dans l’espace des paramètres (fb, fc) avec fc la fréquence de rotation du bord cylin-
drique. Nous détaillerons ensuite des résultats d’expériences effectuées au DTU qui ont pour but
principal de justifier la modélisation du champ de base qui sera faite au chapitre 6. Au cours de
ces expériences nous approfondirons également certains phénomènes (dont notamment l’hystérésis
décrit pas Tasaka et al. (2008)) et de nouveaux états polygonaux seront présentés. La dernière
section consistera à décrire une expérience de Tophøj et al. (2013) mettant en scène de l’azote
liquide en rotation. Des polygones tournants seront également obtenus et la confrontation avec
l’expérience à fond tournant nous permettra de faire un premier pas vers la modélisation de ce
type de phénomène.
4.1 Du seau de Newton aux polygones tournants
Dans l’étude récente de Bach et al. (2014), le dispositif utilisé (représenté sur la figure 2.3 (b))
permet une rotation indépendante du disque du fond et du cylindre latéral. Pour une fréquence du
disque fb donnée, une variation continue de la fréquence de rotation du cylindre latéral fc permet
de passer continûment du seau de Newton (fc = fb) à l’expérience à fond tournant (fc = 0) dé-
crite précédemment. Dans cette étude, des contre-rotations ont également été considérées et nous
verrons en particulier que le cas fc = −fb est intéressant.
Pour un liquide donné, le diagramme des états est maintenant tridimensionnel. Une représentation
simplifiée consiste à fixer a et à représenter les zones d’observation des polygones tournants dans le
plan (fb, fc). La figure 4.1 (a) extraite de Bach et al. (2014) donne un exemple des motifs de surface
libre obtenus dans cet espace des paramètres pour a = 0.276. Cette figure ne sera pas discutée en
détails ici et seulement quelques caractéristiques singulières seront rapidement présentées dans ce
qui suit.
Sur la figure 4.1 (a), la configuration seau de Newton est représentée en pointillés. Dans ce cas la
surface libre est parfaitement lisse, axisymétrique et prend une forme parabolique. Aucun motif
polygonal n’est obtenu dans cette configuration qui s’avère parfaitement stable comme nous le
verrons en détail lors de la partie III de cette thèse. La configuration fb = −fc constitue également
un cas particulier, même si là encore aucun motif polygonal n’apparaît à la surface libre. Dans
ce dernier cas le cisaillement engendré au raccord disque/cylindre est très important et la surface
libre reste remarquablement plane avec énormément de fluctuations indiquant une forte turbulence
sous-jacente.
Concernant les zones d’apparition des motifs polygonaux, notons tout d’abord que leur apparition
est en accord avec le cas du cylindre stationnaire (fc = 0). Cependant lorsqu’une contre-rotation
du cylindre (fc < 0) est imposée, l’apparition de motifs est retardée à de plus grandes valeurs de fb.
De plus, pour fc < −1 on constate que deux bandes de motifs polygonaux distinctes apparaissent.
Les figures 4.1 (b) et 4.1 (c) montrent deux triangles appartenant respectivement dans la première
branche (sa localisation dans le diagramme (fb, fc) étant indiquée par la flèche supérieure sur la
figure 4.1 (a)) et dans la seconde branche (flèche inférieure). On constate alors que les motifs im-
pliqués dans ces deux bandes ont une forme remarquablement similaire à un facteur homothétique
près. D’autre part, contrairement au cas de l’expérience à fond tournant classique (fc = 0) dans
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(a)
(b)
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Figure 4.1 – (a) Diagramme de phase (fb, fc) obtenu par Bach et al. (2014) pour a = 0.276, ici
k = m. (b) Triangle dans la première bande, vue de dessus (flèche supérieure sur (a)). (b) Triangle
dans la seconde bande (flèche inférieure sur (a)).
laquelle uniquement des motifs avec m ∈ [2, 6] ont été observés dans le régime des grands C−1,
on constate ici que lorsque fc < 0, un motif m = 1 peut être observé. Cet état apparaît dans un
régime démouillé et correspond à une rotation excentrée de la zone démouillée dans le sens opposé
à celui du disque.
Pour conclure, une brève présentation des résultats de Bach et al. (2014) dans l’espace des
paramètres (fb, fc) a été donnée. Des considérations théoriques développées au cours de la partie
II nous permettrons de préciser les différents régimes présents dans cet espace des paramètres
(F, Fc = 2pifc
√
R/g). La cartographie des régimes alors obtenus sera à mettre en parallèle avec
le diagramme des états de Bach et al. (2014). Dans la section qui suit, de nouveau résultats
expérimentaux obtenus sur ce même dispositif sont présentés.
4.2 Nouveaux résultats expérimentaux
Au cours de cette thèse, une collaboration étroite s’est développée avec l’Université Technique
du Danemark (DTU). Plusieurs séjours d’une durée totale de trois mois ont été effectués dans ce
contexte sous la direction de Tomas Bohr. A ces occasions, quelques études expérimentales ont été
réalisées sur le dispositif schématisé figure 2.3 (b) qui est décrit en détail dans Bach et al. (2014).
Il est caractérisé par C−1 = 1.73× 105 et Bo = 2.83× 103 et peut être comparé aux autres expé-
riences existantes à l’aide du tableau 2.1. Nous retiendrons en particulier que cette expérience se
classe dans le régime des grands C−1 et Bo. Une cartographie des différentes ruptures de symétrie
obtenues dans ce régime est donnée en section 3.1.
Dans ces expériences, une mesure de la hauteur de fluide en r = R notée ζ est effectuée. Les
évolutions de ζ/R obtenues en fonction de F permettrons en particulier de valider les modèles de
champ de base établis au chapitre 6. Egalement, quelques résultats intéressants ont été observés
durant ces expériences et seront synthétisés dans cette section.
Voici les grandes lignes du protocole expérimental adopté :
1. Le dispositif est rempli d’un volume d’eau piR3a que l’on laisse se stabiliser pendant quelques
minutes.
2. En partant du repos, la fréquence de rotation est augmentée progressivement par pas de
environ 0.1 Hz tout en laissant l’écoulement s’établir à chaque palier et avant chaque mesure :
typiquement 30 s à faible rapport d’aspect et plus de 1 min lorsque a est plus élevé car le
4.2. NOUVEAUX RÉSULTATS EXPÉRIMENTAUX 41
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
a
F
Figure 4.2 – Diagramme (a, F ) des états obtenus dans le dispositif de la figure 2.3 (b) lorsque F
est augmenté de façon quasi-statique. Les symboles correspondent aux différents états polygonaux
observés : (cercles) m = 0 , (étoiles et croix) m = 2 mouillés et démouillés , (triangles) m =
3, (carrés) m = 4. Les symboles remplis (resp. vides) correspondent aux états mouillés (resp.
démouillés). Les grands triangles verts représentent des états polygonaux secondaires (nc = 1,
m = 3, cf. figure 4.6).
régime transitoire est plus long. Cette façon de procéder est qualifiée de quasi-statique.
3. A chaque étape, on mesure la hauteur d’eau au bord du cylindre (ζ) à l’aide d’une règle
graduée placée le long du bord latéral. Dans le cas général, la surface est peu agitée à ce
niveau et les incertitudes de mesure sont de l’ordre de ±1 mm (la mesure se fait en bas du
ménisque). Cependant, des ondes dont les amplitudes peuvent atteindre 5 mm apparaissent
dans certains cas. Nous retiendrons alors la moyenne entre les deux valeurs extrêmes lors du
passage d’une onde.
4. A chaque étape, on note également la forme générale de la surface libre en distinguant les
états mouillés des états démouillés. On retiendra en particulier si l’aspect de la surface libre
est axisymétrique ou au contraire si des états polygonaux sont présents.
5. Revenir à l’étape 1. et changer a de façon à parcourir l’espace (a, F ).
Pour commencer nous présenterons les résultats obtenus de cette façon sous la forme d’un dia-
gramme des états dans l’espace (a, F ) (figures 4.2 et 4.3). Ensuite nous décrirons les évolutions de
ζ/R obtenues en fonction de F (figure 4.4), puis nous détaillerons un phénomène d’hystérésis clai-
rement visible entre les états ascendants (F est augmenté de façon quasi-statique) et descendants
(F est diminué de façon quasi-statique). Pour finir, nous décrirons un état polygonal, qui à notre
connaissance, n’avait jamais été observé jusqu’à présent.
4.2.1 Le diagramme des états obtenu en augmentant F
Le diagramme des états obtenu lorsque l’on augmente F de façon quasi-statique (diagramme
ascendant) en utilisant le protocole décrit précédemment est reproduit sur la figure 4.2. Les cercles
pleins (resp. vides) indiquent les motifs axisymétriques mouillés (resp. démouillés) 1. La transition
entre ces deux états indique le démouillage, phénomène au cours duquel la surface libre vient au
contact du disque tournant au niveau de l’axe de rotation. Lorsque a est faible, de petites défor-
mations de la surface libre suffisent pour atteindre le démouillage, ce qui explique la transition à
faible F obtenue dans ce cas.
Sur la figure 4.2, les motifs polygonaux sont repérés à l’aide des symboles non-circulaires. Plus
1. Dans certains cas, la surface libre est très fluctuante et n’est donc pas strictement axisymétrique. Egalement
les zones couvertes par les cercles incluent des états correspondants à des déformations de la surface libre localisées
proche du cylindre latéral. Ici les cercles indiquent donc plus précisément les états qui ne correspondent pas à des
états polygonaux bien définis.
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Figure 4.3 – Comparaison avec les résultats de Iga et al. (2014) obtenus pour des F augmentés
de façon quasi-statique. Pour les symboles, les légendes et les données sont identiques à celles de
la figure 4.2. Les zones en niveaux de gris correspondent aux données de Iga et al. (2014), avec les
niveaux du plus clair au plus foncé correspondants aux motifs m = 0, 2, 3, 4, 5, 6 respectivement.
précisément, les ellipses m = 2 sont représentées par des croix (ellipses mouillées) et des étoiles (el-
lipses démouillées), les triangles m = 3 par des symboles triangulaires (pleins dans les cas mouillés)
et les carrés m = 4 par des symboles carrés (toujours mouillés dans l’espace des paramètres consi-
déré ici). Enfin, les triangles verts correspondent à de nouveaux états polygonaux m = 3 qui seront
détaillés au cours de la section 4.2.4.
On constate sur la figure 4.2 qu’aucun état polygonal n’est obtenu avant le démouillage. Ceux-ci
apparaissent en général pour des valeurs de F légèrement au delà de cette transition et dispa-
raissent ensuite pour de très fortes rotations. Aussi, notons que l’apparition des motifs polygonaux
obtenue ici semble en accord avec les autres expériences de la littérature étant donné que le nombre
de sommets m augmente avec F . De façon plus précise, la superposition de ces résultats avec le
diagramme ascendant obtenu par Iga et al. (2014) est donnée figure 4.3 et révèle une très bonne
concordance concernant les transitions entre les différents motifs. Cependant, les motifs m > 4 ne
sont pas observés dans notre cas et les carrés apparaissent uniquement pour a = 0.2. Ces obser-
vations sont probablement dues à la différence de C−1 entre les deux dispositifs (cf. tableau 2.1).
En effet, même si cette différence n’est pas considérable (facteur 1.24) elle va dans le sens des
tendances établies lors de la section 3.4, c’est-à-dire que la diminution de C−1 influence peu les
transitions mais tend à faire disparaître les motifs à grand nombre de sommets.
Par contre, au vu de la comparaison avec Iga et al. (2014), il semble étonnant qu’aucun motif
elliptique clairement discernable ne soit observé pour a = 0.2. Une autre séquence expérimentale
a cependant été effectuée pour le même rapport d’aspect et des ellipses ont été visualisées. La
question de la reproductibilité se pose donc en ce qui concerne les faibles rapports d’aspect pour
lesquels l’apparition des polygones semble plus sensible. Une étude statistique sur un plus grand
nombre de séquences serait souhaitable pour de tels régimes.
Nous noterons pour finir la re-symétrisation qui apparaît à la transition entre motifs elliptiques et
motifs triangulaires obtenue pour a = 0.6 et a = 0.7. Il a été observé que l’amplitude des polygones
(en particulier des ellipses) est très grande pour des valeurs de Froude juste supérieures à leur
apparition, puis diminue petit à petit lorsque le Froude augmente (en accord avec les observations
de Vatistas (1990), cf. figure 2.5). Dans les cas a = 0.6 et a = 0.7, la diminution d’amplitude des
ellipses est telle que l’écoulement peut être considéré comme axisymétrique juste avant l’apparition
des triangles. Cette remarque est importante du point de vue de l’approche de stabilité globale qui
sera effectuée durant cette thèse pour comprendre l’apparition de ces motifs. En effet, cela tend à
montrer que les triangles tout comme les ellipses semblent provenir d’un écoulement axisymétrique
rendu instable de part la variation du paramètre F .
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Figure 4.4 – Evolution des hauteurs d’eau adimensionnées ζ/R lorsque F est augmenté de façon
quasi-statique. Une séquence expérimentale à a fixé correspond à une courbe en pointillés. Les
légendes et les données sont identiques à celles de la figure 4.2.
4.2.2 Les mesures de la hauteur d’eau à la paroi
La figure 4.4 montre les évolutions de ζ (c’est-à-dire de la hauteur d’eau au bord du cylindre)
obtenues en augmentant F de façon quasi-statique et pour différents a. Les courbes en pointillés
relient les données correspondant à une valeur de a fixe et partent toutes de ζ/R = a en F = 0.
Pour une valeur de a donnée, on vérifie bien que ζ augmente de façon progressive avec F en accord
avec l’intensification de l’effet centrifuge qui repousse le fluide vers les bords. Cependant pour les
rapports d’aspect a > 0.2, une brusque diminution de ζ peut être observée (par exemple ζ/R
diminue d’environ 7% à F ≈ 2.8 pour a = 0.7). On remarquera que cette transition correspond à
l’apparition des motifs ellipsoïdaux. Ce phénomène a déjà été visualisé par Vatistas (1990), Suzuki
et al. (2006), Tasaka et Iima (2009) et se comprend comme suit. Lors d’une augmentation progres-
sive du paramètre F , un motif elliptique apparaît pour une valeur de F critique (supérieure au
seuil de démouillage) dépendant de a. L’ellipse croît rapidement en amplitude selon un phénomène
d’étirement/élongation expliqué par Suzuki et al. (2006). Lorsque l’amplitude de l’ellipse devient
trop importante l’ensemble de l’écoulement subit une transition brutale (parfois appelée collapse)
durant laquelle le fluide vient remouiller totalement la surface de la plaque tournante. En général,
un motif elliptique mouillé résulte de ce mécanisme. En conséquence, les ellipses mouillées obtenues
au Froude de transition en augmentant F de façon quasi-statique, résultent de la formation d’un
motif elliptique à partir d’un écoulement axisymétrique démouillé.
Un phénomène similaire mais beaucoup moins marqué semble se produire lors de l’apparition des
triangles. Une brusque diminution de ζ est également visualisée mais la variation de hauteur as-
sociée est moins significative dans ce cas. De façon similaire, cette transition peut conduire à un
remouillage total et des triangles mouillés en résultent. C’est en effet ce qui est observé sur la figure
4.4 pour a = [0.3, 0.4, 0.5]. Sur la figure 4.2, la distinction entre les états polygonaux mouillés et
démouillés permet de mettre en évidence ces phénomènes de re-mouillage dans le diagramme des
états. On constate que la zone de re-mouillage associée à l’apparition des ellipses (matérialisée par
des étoiles sur la figure 4.2) est très étendue et couvre environ les deux-tiers de la zone d’exis-
tence des ellipses (étoiles et croix). Par contre la zone de remouillage produite par l’apparition des
triangles est très fine et parfois inexistante. Ce dernier point se comprend bien car les triangles
apparaissent pour de plus fortes rotations et la zone à couvrir pour un remouillage total est donc
plus étendue dans ce cas.
4.2.3 L’hystérésis obtenu en variant F de façon croissante et décroissante
La figure 4.5 représente l’évolution de ζ ainsi que de la hauteur d’eau en r = 0 notée h0 en
fonction de F et pour a = 0.8. Il est à noter que la courbe obtenue pour ζ correspond à des
mesures expérimentales relativement précises (∆ζ/R ≈ ±0.01) tandis que l’évolution de h0 sché-
matise les tendances observées. Les lignes noires matérialisent le parcours ascendant pour lequel F
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Figure 4.5 – Hystérésis obtenu pour a = 0.8. Le parcours noir (resp. turquoise) correspond à
une augmentation (resp. diminution) quasi-statique F . Les courbes supérieures (resp. inférieures)
correspondent aux mesures de ζ (resp. aux tendances prises par h0 = h(r = 0)). Les symboles
correspondent à la légende de la figure 4.2.
est augmenté de façon quasi-statique, tandis que les lignes turquoises correspondent au parcours
descendant. Dans ce dernier cas, le protocole est analogue à celui pratiqué jusqu’à présent, mis à
part que l’on commence pour de très fortes rotations puis on diminue F de façon quasi-statique.
La figure 4.5 montre que les états "traversés" lors des parcours ascendants et descendants sont
différents sur une gamme de Froude allant de 2.2 à 3.8 pour cette valeur de a. La borne supérieure
de cet intervalle coïncide avec l’apparition des ellipses et la brusque diminution de ζ déjà décrite
dans le cas ascendant.
De façon à comprendre ce phénomène d’hystérésis, analysons tout d’abord le parcours ascendant
(lignes noires). Pour les très faibles F , la surface libre est quasiment plane et h0/R ≈ ζ/R ≈ a.
Lorsque F augmente, ζ (resp. h0) augmente (resp. diminue) progressivement jusqu’à ce qu’on at-
teigne le démouillage pour F ≈ 2.8 (h0 = 0). La surface libre reste axisymétrique, mais lorsque
le démouillage est atteint, de nombreuses structures de faible amplitude et qui n’apparaissent pas
sous une forme facilement identifiable sont visibles proche de la zone de démouillage. Néanmoins,
pour F ≈ 3.7 des motifs bien établis sont visibles et apparaissent sous la forme de triangles qui
peuvent être observés de façon stable pendant plusieurs dizaines de secondes. Ces nouveaux états
correspondent aux triangles verts sur la figure 4.5 et seront décrits en détail dans de la section
suivante. En continuant d’augmenter la rotation de la plaque du fond, une transition brutale est
observée pour F ≈ 3.8. Une ellipse apparaît et détruit l’écoulement conduisant à un remouillage
brutal, c’est la transition décrite dans la section précédente et qui conduit à des motifs elliptiques
mouillés. Lorsque ces derniers sont apparus, ζ continue à augmenter avec F , pendant que h0 dimi-
nue.
Analysons maintenant le parcours descendant. En partant des grandes rotations et en diminuant
F progressivement, le chemin descendant coïncide avec le chemin ascendant jusqu’à F ≈ 3.8. En
particulier, les valeurs obtenues pour ζ et h0 sont les mêmes et les états polygonaux observés sont
également identiques. Par contre, contrairement à la transition importante observée en F = 3.8
dans le cas ascendant, le démouillage ne se produit pas dans le cas descendant. En effet, les el-
lipses mouillées persistent et ζ (resp. h0) continue à diminuer (resp. augmenter) progressivement.
Ensuite, entre F ≈ 2.7 et F ≈ 2.1, un phénomène d’alternance temporelle apparaît. Les ellipses se
resymétrisent puis se reforment avec une période d’environ 16 s (ce qui correspond à une pulsation
normalisée ω
√
R/g ≈ 0.05). On retrouve ainsi l’ordre de grandeur obtenu pour le phénomène de
switching par Suzuki et al. (2006) (voir chapitre 3). Ce phénomène est donc assimilé au switching
bien que l’état axisymétrique mis en jeu ne corresponde pas à celui obtenu lors du parcours as-
cendant (comme observé par Suzuki et al. (2006)). Au cours des alternances observées dans le cas
présent entre F ≈ 2.7 et F ≈ 2.1, les ellipses mouillées semblent tendre à se resymétriser pour
atteindre la branche axisymétrique correspondant au cas ascendant. Une diminution de h0 et une
très faible augmentation de ζ sont alors obtenues. Avant d’atteindre la branche du parcours ascen-
dant, les ellipses se reforment et détruisent partiellement l’écoulement ; du liquide est réintroduit
4.2. NOUVEAUX RÉSULTATS EXPÉRIMENTAUX 45
au centre du cylindre, ce qui conduit à une réaugmentation de h0. Enfin, pour F ≈ 2, l’écoulement
atteint la branche ascendante lors de la phase de resymétrisation et les chemins ascendants et
descendants coïncident de nouveau.
Ainsi, un phénomène d’hystérésis marqué et se produisant sur une gamme de F particulièrement
étendue a pu être observé dans l’expérience à fond tournant. Il a été remarqué que ce phénomène est
particulièrement clair pour des grands rapports d’aspect, ce qui est cohérent avec la cartographie
de l’hystérésis donnée par Iga et al. (2014) sur la figure 3.2 (zone hachurée verticalement). Du
fait de la présence de cet hystérésis, les résultats observés sur un diagramme des états du type
(a, F ) dépendent du protocole qui a été utilisé pour le construire. En effet, trois méthodes sont
distinguées ; les deux premières correspondent aux parcours de type quasi-statiques ascendants
et descendants (Iga et al. (2014), résultats présents), tandis que la troisième consiste à détruire
l’écoulement manuellement à chaque pas de F (Jansson et al. (2006), Bach et al. (2014)). Dans
ce dernier cas, les états axisymétriques démouillés ne sont en général pas observés et le parcours
s’effectue le long de la branche descendante quel que soit le sens de variation de F . En particulier,
l’écoulement perd sa symétrie pour des valeurs de F plus faibles dans ce cas. Si l’on se place
sur la branche ascendante et dans la gamme de F correspondant à l’hystérésis, l’introduction de
perturbations d’amplitude suffisamment importante (de façon manuelle par exemple) va entrainer
une transition vers la branche descendante et l’écoulement perdurera sur cette branche. Lorsque
l’on se rapproche du point de transition naturelle du dispositif (F ≈ 3.8 ici et pour a = 0.8) il est
alors possible de remarquer que les perturbations nécessaires à introduire pour que l’écoulement
collapse sont de plus en plus faibles. En termes de systèmes dynamiques, ce phénomène semble
indiquer que cette transition est de nature sous-critique.
4.2.4 Les états polygonaux secondaires
La figure 4.6 correspond à une séquence temporelle obtenue pour a = 0.7 et F = 3.3 et sur une
période T ≈ 0.27s. Sur cette figure, les courbes rouges et vertes matérialisent respectivement la
position de la surface libre moyenne ξ(z) et instantanée r(z, t). Les écarts à la position de surface
libre moyenne ainsi que l’enveloppe correspondante obtenue sur plusieurs périodes sont reportés
sur la figure 4.7 (a) (lignes fines et épaisses respectivement). Aussi la figure 4.7 (b) permet de
visualiser l’évolution temporelle de la position radiale r(0, t) du point de démouillage 2.
Les figures 4.6 et 4.7 permettent de mettre en évidence la présence d’un mode d’oscillation visible
au niveau de la surface libre et localisé proche de la zone de démouillage. Ce mode d’oscillation
est caractérisé par un nombre d’onde azimutal m = 3 et sa fréquence peut être obtenue grâce à la
figure 4.7 (b). Sur cette figure, la position du point de démouillage en fonction du temps révèle un
signal de pulsation ω
√
R/g = 2.8, 3. La régularité du signal obtenu sur la figure 4.7 montre égale-
ment la stabilité du nouvel état observé. Sur la figure 4.7 (a), l’enveloppe des différentes positions
prises par la surface libre durant 23 périodes montre un resserrement prononcé en z/ζ ≈ 0.15.
La structure méridionale associée à l’état étudié est donc caractérisée par la présence d’un noeud
d’oscillation de la surface libre qui est positionnée là où la surface libre est quasiment verticale. Le
paramètre de discrétisation nc (avec l’indice c pour centrifuge, voir IV) est introduit pour décrire
le nombre de noeuds de ce type dans la structure méridionale.
Au final, le nouvel état observé possède des propriétés similaires aux états polygonaux de la lit-
térature nc = 0. Il tourne en effet dans le même sens que le disque à une fréquence plus faible
((ω/m)
√
R/g = 0.93 < F = 3.3) et présente des amplitudes importantes proche de la zone dé-
mouillée. Cependant, le nouvel état observé possède un noeud d’oscillation supplémentaire le long
de la surface libre (nc = 1). A partir de maintenant, les états nc = 0 seront nommés états polygo-
naux principaux et les états nc > 0 états polygonaux secondaires. Une schématisation de ces deux
types d’états polygonaux est donnée sur la figure 4.8.
Dressons maintenant une cartographie des états polygonaux secondaires. Uniquement les motifs
(m = 3, nc = 1) ont été visualisés de façon stable au cours des expériences réalisées (triangles verts
sur les figures 4.2, 4.3, 4.4 et 4.5). Ces états sont obtenus uniquement dans les cas quasi-statiques
ascendants, lorsque l’écoulement est démouillé et pour des valeurs de F juste en dessous de la tran-
sition conduisant au re-mouillage (voir figure 4.5). Egalement, ces motifs semblent apparaître pour
2. Sur les figures 4.6 et 4.7, les effets de recouvrement ainsi que les corrections pour compenser les erreurs optiques
dues à la géométrie cylindrique (et à la différence d’indice optique eau/air) n’ont pas été pris en compte. Ces résultats
ne correspondent donc pas au profil exact de la surface libre. Cependant, les faibles amplitudes mises en jeu limitent
les effets de recouvrement et cette procédure reste valide pour vérifier la présence du noeud et calculer la fréquence
des motifs.
3. Pulsation moyenne calculée sur 23 périodes.
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Figure 4.6 – Coupe méridionale de l’écoulement pour un état polygonal secondaire m = 3,
nc = 1 obtenu pour a = 0.7 et F = 3.3. La courbe verte (resp. rouge) matérialise la position
instantanée de la surface (resp. la position de la surface libre moyennée sur 23 périodes). La séquence
d’images correspond à une évolution de la surface libre sur une période T ≈ 0.27s (période entre
la visualisation de deux sommets successifs).
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Figure 4.7 – (a) Ecart entre la position de la surface libre instantanée r(z, t) et sa valeur moyenne
ξ(z). Les données tracées en lignes fines correspondent aux images de la figure 4.6. Les deux lignes
épaisses représentent l’enveloppe obtenue sur 23 périodes. (b) Evolution temporelle de la position
radiale du point de démouillage par rapport à sa position moyenne.
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(a) (b)
Figure 4.8 – Coupe méridionale schématique des deux types de polygones observés. (a) Motif
polygonal primaire (m, nc = 0). (b) Motif polygonal secondaire (m, nc = 1).
des rapports d’aspect suffisants (a > 0.5, voir figure 4.2). En fait, il semble que la présence (proche
de la zone de démouillage) d’une portion de surface libre quasiment verticale et suffisamment éten-
due soit nécessaire à la formation de ces polygones secondaires. Pour conclure, il est à noter que
les états démouillés qualifiés d’axisymétriques (zone F ∈ [2.9, 3.6] sur le parcours ascendant de la
figure 4.5 par exemple) sont généralement associés à de petites fluctuations de faible amplitude
proche de la zone de démouillage, qui pourraient être la signature d’états polygonaux secondaires
différents de nc = 1 et m = 3.
4.2.5 Conclusion concernant les expériences conduites au DTU
Pour conclure, les expériences effectuées ont tout d’abord permis de confirmer la cartographie
des états polygonaux dans le diagramme des paramètre (a, F ) détaillée au chapitre 3. Outre la
bonne comparaison obtenue avec le diagramme de Iga et al. (2014), la cartographie présentée per-
met en plus de distinguer les régimes mouillés et démouillés, ce qui n’avait jamais été précisé dans
la littérature jusqu’alors. D’autre part, les mesures de la hauteur d’eau à la paroi (ζ/R) en fonction
de F permettront de valider les modèles de champs de base proposés au chapitre 6. Egalement,
une description détaillée d’un phénomène d’hystérésis similaire à celui observé par Tasaka et al.
(2008) ou Iga et al. (2014) a été présenté et les résultats obtenus confirment qu’un phénomène
de switching peut être observé pour des valeurs de paramètres dans la bande d’hystérésis carto-
graphiée par Iga et al. (2014) (voir figure 3.2). Pour finir, les résultats les plus novateurs obtenus
correspondent à l’observation d’états polygonaux que l’on nommera polygones secondaires. Ces
états sont caractérisés par une structure plus complexe dans le plan méridional que nous avons
décrite à l’aide de l’entier nc (nombre de noeuds d’oscillation observés proche du démouillage). Ces
polygones secondaires ont des caractéristiques similaires aux polygones principaux, mais sont asso-
ciés à des amplitudes beaucoup plus faibles et sont également moins stables et donc plus difficiles
à visualiser. Seuls des états secondaires m = 3 et nc = 1 ont étés observés de façon claire.
Dans la section qui suit, une façon originale d’obtenir des polygones en rotation avec de l’azote
liquide est présentée dans une expérience où le récipient ne tourne pas.
4.3 Le cas de l’azote liquide en rotation : un premier pas vers
la modélisation
4.3.1 Principe de l’expérience
Lorsque l’on mélange du thé ou du café avec une cuillère de façon suffisamment rapide, la vi-
tesse azimutale communiquée au fluide induit un effet centrifuge qui projette les particules fluides
contre les parois. Cet effet conduit à une déformation de la surface libre qui se creuse en son centre
et prend une forme de cloche inversée. Cependant, lorsque l’on arrête de remuer, les frottements
contre les parois latérales et le fond décélèrent l’écoulement très rapidement et la surface libre
redevient plane en quelques secondes.
Il serait pourtant intéressant de savoir si les formes de surface libre obtenues dans de telles condi-
tions sont susceptibles de perdre leur symétrie de révolution ou non. Pour cela il s’agit de limiter
les frottements contre les parois de façon à ce que l’écoulement ainsi initialisé puisse perdurer pour
éventuellement se déstabiliser sur des temps plus longs. Une idée originale de Laust Tophøj lors
de sa thèse sous la direction de T.Bohr et H.Aref consiste à utiliser de l’azote liquide au lieu de
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Figure 4.9 – Evolution temporelle des formes polygonales obtenues avec de l’azote liquide en
rotation libre dans une casserole (cf. Tophøj et al. (2013)).
l’eau. L’azote liquide ayant une température d’ébullition de −196˚ C, on obtient une ébullition de
film lorsque l’on verse ce liquide dans un récipient à température ambiante. En effet à 20˚ C on se
situe largement au delà du point de Leidenfrost de l’azote liquide et ceci est d’autant plus vrai si le
récipient est légèrement chauffé. Par conséquent, une lubrification efficace des parois est obtenue
et l’écoulement initialisé manuellement peut perdurer pendant plusieurs dizaines de secondes.
4.3.2 Description d’une séquence expérimentale
Pour effectuer une telle expérience, un certain volume d’azote liquide est introduit dans un
récipient chauffé par une plaque de cuisson et est ensuite agité avec une cuillère de façon à projeter
l’ensemble du fluide contre la paroi latérale. L’agitation est finalement arrêtée laissant ainsi l’écou-
lement livré à lui-même. L’écoulement obtenu est fortement turbulent en raison des effets combinés
de la rotation et de l’ébullition (à titre indicatif pour un récipient de 15 cm de rayon rempli d’azote
liquide on a C−1 ≈ 8 × 104). En particulier, des structures spatiales de petites échelles peuvent
être visualisées au niveau de la surface libre qui est très agitée. Après un certain temps associé à
un régime transitoire, la surface libre prend une forme concave et globalement axisymétrique (aux
petites fluctuations près) qui paraît très similaire à celle obtenue dans l’expérience à fond tournant
pour de fortes rotations (cf. figure 2.1 (b)). Comme le montre la figure 4.9, une rupture de symétrie
est alors observée et conduit à l’apparition de motifs polygonaux en rotation allant de l’hexagone
(m = 6) à l’ellipse (m = 2). Sur les images de la figure 4.9 on identifie la zone centrale plus foncée à
la zone de démouillage qui prend clairement une forme polygonale. Ces motifs peuvent se stabiliser
quelques instants avant de changer de forme progressivement en raison de la décélération continue
et par évaporation de l’azote liquide. Au cours d’une séquence expérimentale, on constate que le
nombre de sommets des motifs qui apparaîssent successivement diminue petit à petit. Ensuite le
ralentissement du fluide fait disparaître la zone démouillée, les motifs polygonaux ne sont plus dis-
cernables et la couche fluide devient très fine du fait de l’évaporation. Pour finir, celle-ci disparaît
entièrement quelques instants plus tard.
4.3.3 Confrontation avec l’expérience à fond tournant
Dans le cas de la figure 4.9, les motifs observés sont localisés près de la zone de démouillage et
ressemblent qualitativement aux polygones en rotation de l’expérience à fond tournant (cf. figure
2.4 (a)). Egalement, tout comme dans l’expérience à fond tournant dans le régime C−1 & 104,
uniquement des motifs caractérisés par 2 ≤ m ≤ 6 sont observés ici. Pour essayer de comparer
d’avantage les résultats de ces deux expériences, essayons maintenant d’imaginer le parcours d’une
séquence expérimentale effectuée avec de l’azote liquide dans l’espace des paramètres (a, F ). Dans
le cas de l’expérience de l’azote liquide, le fond ne tourne pas et F n’est donc pas bien défini ;
considérons cependant que F correspond simplement à une vitesse de rotation caractéristique de
l’azote liquide. Au cours d’une séquence, le volume n’est pas conservé puisque l’azote s’évapore
(donc a diminue). De plus l’écoulement ralentit peu à peu car des phénomènes dissipatifs sont
toujours présents malgré la lubrification (donc F diminue également). On se déplace donc suivant
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une ligne oblique dans le diagramme des phases (a, F ) (figure 3.1), allant d’une forte rotation et un
grand rapport d’aspect à une faible rotation et un faible rapport d’aspect. Pour l’expérience à fond
tournant, la figure 3.1 semble indiquer que ce type de parcours mènerait à l’apparition successive
de motifs pour lesquels m est de plus en plus petit. C’est bien ce qui est observé dans l’expérience
avec de l’azote liquide et l’ordre d’apparition des polygones est donc qualitativement identique
dans les deux cas.
Pour toutes ces raisons, nous pouvons supposer que les motifs polygonaux observés avec de l’azote
liquide en rotation sont dus aux mêmes mécanismes physiques que les polygones obtenus dans
l’expérience à fond tournant. Dans ce cas, une confrontation des deux expériences peut permettre
de distinguer certains facteurs non-essentiels à la formation des polygones. Enumérons donc les
différences entre ces deux expériences :
1. La singularité disque/cylindre de l’expérience à fond tournant n’est pas présente ici puisque
l’ensemble du récipient est fixe.
2. L’influence des couches limites est considérablement réduite en raison de la lubrification.
3. Les lignes triples n’existent pas étant donné la fine couche d’air séparant le liquide du
récipient.
4. Le régime est instationnaire ici du fait de la décélération et de l’évaporation.
5. L’ébullition accentue l’aspect turbulent et chaotique du milieu.
Les points (4) et (5) permettent d’obtenir quelques informations sur les caractéristiques des po-
lygones. En effet, leur apparition dans ce régime instationnaire (4) semble indiquer que le temps
caractéristique lié à leur formation est faible devant les temps caractéristiques associés à l’éva-
poration et à la décélération. Egalement, il est surprenant d’observer l’apparition de ces motifs
polygonaux malgré l’aspect pleinement turbulent de l’écoulement (5) et leur subsistance dans un
tel environnement est la preuve de leur grande stabilité.
Les points (1), (2) et (3) montrent que la singularité entre la plaque tournante et la paroi latérale
fixe, tout comme les couches limites et également les effets de mouillage ne semblent pas essentiels
à l’apparition des polygones en rotation dans l’expérience à fond tournant. Nous les négligerons
donc en première approche lors des travaux de modélisation présentés au chapitre 6.
4.4 Conclusion
La partie suivante consiste essentiellement à présenter les équations générales régissant l’écou-
lement fluide au sein de l’expérience à fond tournant, ainsi qu’à réaliser une modélisation des
solutions axisymétriques (champ de base). Dans un premier temps, l’objectif est d’obtenir un
champ de base représentatif de l’expérience à fond tournant et suffisamment simple pour rendre les
études de stabilité globale compréhensibles. En particulier, le champ de base modèle doit retenir
les caractéristiques principales qui permettent l’apparition des motifs polygonaux. L’expérience de
l’azote liquide semble indiquer que la singularité au niveau du coin ainsi que les couches limites
au niveau des parois ne sont pas essentielles à l’apparition des polygones, ce qui nous permettra
d’effectuer des hypothèses drastiques lors de l’étape de modélisation. Cependant, le fait de négliger
complètement la viscosité ainsi que les couches limites impliquera un découplage entre le modèle
et l’expérience puisque la rotation du disque tournant ne sera pas perçue par le fluide. Il s’agira
donc d’introduire un autre modèle, basé sur la conservation du moment angulaire, pour palier à ce
problème. Ainsi, la combinaison d’un modèle de champ de base approprié (le tourbillon de Ran-
kine par exemple) avec le modèle de la conservation du moment angulaire sera consistant avec les
expériences. Des comparaisons avec les résultats expérimentaux obtenus en section 4.2 en ce qui
concerne les hauteurs d’eau à la paroi pourront alors être effectuées et un paramètre intervenant
dans le modèle de la conservation du moment angulaire pourra être ajusté.
En définitive, des analyses de stabilité linéaire effectuées sur les modèles de champ de base intro-
duits en partie II seront présentées en partie III, IV et V. Dans certains cas, des comparaisons
directes avec les résultats expérimentaux obtenus en section 4.2 seront effectués. Nous verrons en
particulier lors du chapitre 10 que les résultats de stabilité linéaire du tourbillon potentiel pour-
raient expliquer les nouveaux états polygonaux obtenus en section 4.2.

Deuxième partie
Equations générales et champ de
base
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Chapitre 5
Equations générales, méthode et
champ de base
5.1 Equations générales
Nous présentons ici le système d’équations et de conditions aux limites permettant de décrire
la dynamique de l’expérience à fond tournant. En coordonnées cylindriques (r, θ, z) les particules
fluides contenues dans le récipient sont régies par les équations de Naviers-Stokes, l’équation de
continuité et les conditions aux limites sur les parois et la surface libre. Les équations de Navier-
Stokes et de continuité dans le référentiel du laboratoire s’écrivent respectivement
∂U
∂t
+U .∇U = −∇P + ν∆U − gez, (5.1a)
∇.U = 0, (5.1b)
avec U = [U, V,W ] le champ de vitesse et P la pression réduite 1. Les équations (5.1) doivent être
résolues dans le volume défini par (r, θ, z) ∈ [0, R]× [0, 2pi]× [0, h(r, θ, t)] avec h(r, θ, t) la position
de la surface libre, en imposant les conditions aux limites appropriées détaillées ci-dessous.
Des conditions d’adhérence sont appliquées sur les parois du récipient. Sur la plaque du fond le
fluide tourne à la fréquence du disque tandis que le fluide au contact du bord cylindrique a une
vitesse nulle. Ces conditions se traduisent plus précisément par
U(r, θ, z = 0, t) = rΩeθ pour (r, θ) ∈ [0, R]× [0, 2pi], (5.2a)
U(r = R, θ, z, t) = 0 pour (θ, z) ∈ [0, 2pi]× [0, h(R, θ, t)]. (5.2b)
Notons que ces conditions d’adhérence présentent une singularité au niveau du coin (r = R, z = 0).
En définissant l’interface comme le niveau zéro de la fonction implicite H(r, θ, z, t) = z −
h(r, θ, t), les équations de surface libre dans lesquelles nous négligerons la contribution de l’air en-
vironnant 2 se décomposent en une équation cinématique et une équation dynamique qui s’écrivent
respectivement
∂H
∂t
+U .∇H = 0 en H = 0, (5.3a)
σ.n = γ Cn en H = 0, (5.3b)
avec n le vecteur normal à la surface libre pointant vers l’extérieur, C la courbure de l’interface et
σ le tenseur des contraintes qui inclut également la densité du fluide et s’écrit σ = 2νD−PI avec
D le tenseur des déformations 3 et I le tenseur identité.
1. P = (P ′ − P ′a)/ρ avec P ′ la pression usuelle, P ′a la pression atmosphérique et ρ la densité. De façon plus
générale, nous absorberons également la pression de référence et la densité lors de la définition des contraintes.
2. Rapport de densité très faible entre l’air et l’eau.
3. La matrice des déformations est symétrique et s’écrit en coordonnées cylindriques
D =
 ∂U∂r 12 ( ∂U∂θ + ∂V∂r − Vr ) 12 ( ∂W∂r + ∂U∂z )∗ 1
r
∂V
∂θ
+ U
r
1
2
( 1
r
∂W
∂θ
+ ∂V
∂z
)
∗ ∗ ∂W
∂z
 . (5.4)
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L’équation cinématique (5.3a) assure que les particules fluides au contact de la surface libre se dé-
placent de la même façon que l’interface, tandis que l’équation dynamique (5.3b) impose l’équilibre
des forces surfaciques de part et d’autre de l’interface. L’équation dynamique (5.3b) projetée sur la
normale à la surface libre ainsi que sur sa tangente définie par le vecteur t conduit respectivement
au saut de contrainte normale et à l’annulation des contraintes tangentielles au niveau de l’interface
σn ≡ n.[σ.n] = γ C, en H = 0, (5.5a)
t.[σ.n] = 0, en H = 0, (5.5b)
avec σn la contrainte normale. Dans le cas particulier d’une tension de surface nulle (Bo infini),
les contraintes normales et tangentielles s’annulent toutes deux au niveau de la surface libre.
Le système d’équations (5.1), (5.2) et (5.3) décrit alors l’écoulement du fluide dans l’expérience
à fond tournant (à l’exception de certains effets de mouillage et influence de l’air environnant).
Une résolution directe de ces équations est inatteignable actuellement dans les régimes d’observa-
tion des polygones tournants (nombres de Reynolds trop importants notamment). Nous noterons
cependant que dans des régimes beaucoup plus modestes de Froude et de Reynolds, une résolution
directe de ce problème a été réalisée par Bouffanais et Lo Jacono (2009) par une approche spectrale
combinée à une adaptation de maillage.
Dans ce manuscrit, nous utiliserons préférentiellement une approche de stabilité globale pour abor-
der ce problème. Dans cet objectif, nous chercherons tout d’abord des solutions stationnaires et
axisymétriques du système d’équations (5.1), (5.2) et (5.3) puis nous vérifierons ensuite leur sta-
bilité linéaire vis-à-vis de perturbations tridimensionnelles infinitésimales. Cette méthode dédiée à
la compréhension des ruptures de symétrie observées expérimentalement est détaillée dans la sec-
tion suivante et supportée par les résultats expérimentaux de Bergmann et al. (2011). Néanmoins,
l’obtention des solutions stationnaires axisymétriques nécessite déjà un développement numérique
complexe pour des nombres de Froude élevés. Les régimes décrits dans les expériences sont donc
difficilement modélisables dans leur globalité pour un fluide visqueux. En conséquence, un travail
de modélisation du champ de base sera effectué à l’aide de considérations expérimentales et théo-
riques (chapitre 6). Ceci nous permettra d’effectuer des analyses de stabilité sur un écoulement de
base simplifié (parties III, IV et V) tout en accédant à la physique des phénomènes de rupture de
symétrie. Précisons cependant qu’une méthode de résolution complète des équations (5.1), (5.2) et
(5.3) dans le cas axisymétrique sera présentée au chapitre 7.
5.2 La méthode de stabilité globale
5.2.1 Principe général de la méthode
Considérons une solution stationnaire et axisymétrique des équations (5.1), (5.2) et (5.3) que
l’on nommera champ de base et qui sera caractérisée par un champ de vitesse U0(r, z), un champ
de pression P0(r, z) et une forme de surface libre définie par le niveau zéro de la fonction implicite
H0(r, z) = z − h0(r). A ce champ de base, on ajoute des perturbations infinitésimales sous forme
modale [u, p, ηz] exp [i(mθ − ωt)] telles queU(r, θ, z, t)P (r, θ, z, t)
h(r, θ, t)
 =
U0(r, z)P0(r, z)
h0(r)
+ 
u(r, z)p(r, z)
ηz(r)
 ei(mθ−ωt) + c.c
 , (5.6)
avec  un paramètre arbitrairement petit, m le nombre d’onde azimutal et ω = ωr+iωi la fréquence
complexe (ou valeur propre) du mode considéré (vecteur propre). ωr correspond donc à la fréquence
d’oscillation du mode et ωi à son taux d’amplification. L’originalité de cette approche de stabilité
globale réside dans la prise en compte de la perturbation de la surface libre autour de sa position
d’équilibre.
En insérant cette décomposition dans les équations en volume et sur la surface libre ((5.1), (5.2)
et (5.3)) et après linéarisation autour de la position d’équilibre, on obtient un système d’équations
linéaires. Nous utiliserons une méthode de type éléments finis pour résoudre numériquement le
système linéaire ainsi obtenu. Voici les grandes lignes de la méthode utilisée :
1. construction du maillage à partir de h0(r) (logiciel libre FreeFEM++, voir Hecht (2012)).
2. construction de la formulation variationnelle (FreeFEM++).
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3. construction de la forme matricielle associée (FreeFEM++).
4. résolution du système linéaire sous forme matricielle par une méthode shift-invert et une
méthode de projection de type Krylov-Schur (librairie SLEPc).
L’étape 1. consiste à définir un domaine de résolution S délimité par la surface libre h0(r) associée
au champ de base ainsi que par les parois rigides du récipient. Ce domaine est ensuite discretisé
en de petits éléments triangulaires pour former le maillage. Chaque sommet est associé à une
valeur de u et de p tandis que les valeurs intermédiaires (c’est à dire entre deux sommets voisins)
résultent d’une interpolation qui dépend du type d’élément fini choisi. Nous choisirons en général
des éléments de type P2 (interpolation quadratique) pour le champ de vitesse et de type P1
(interpolation linéaire) pour le champ de pression 4. Les sommets correspondants à la surface libre
seront également associés à une valeur de ηz.
Ensuite, le problème est mis sous forme variationnelle (formulation faible) lors de l’étape 2. et
des intégrations par partie permettent d’inclure les conditions aux limites appropriées. Des détails
concernants la construction de la formulation variationnelle seront présentés dans les cas spécifiques
où U0(r, z) ∼ reθ (resp. U0(r, z) ∼ 1/reθ) en partie III (resp. en partie IV). De façon générale,
la formulation variationnelle associée au problème linéaire conduit finalement à un problème aux
valeurs propres généralisé qui s’écrit
AX = ωBX , (5.7)
avec X = [u, p, ηz] le vecteur propre et A et B les matrices associées au problème. Une résolution
de ce système linéaire permet ainsi d’accéder aux valeurs propres ω ainsi qu’à leur mode propre
associé dont la structure est caractérisée par le vecteur propre X . Le nombre de valeurs propres
obtenues dépend de la taille des matrices et donc de la discretisation effectuée, cependant nous
utiliserons une technique de shift-invert permettant de rechercher uniquement les solutions au voi-
sinage d’un point d’intérêt particulier (dit shift) dans le spectre, i.e l’espace (ωr, ωi).
Dans cette étude, les paramètres du problème sont le rapport d’aspect a, les nombres de Rey-
nolds gravitationnel inverse C−1, de Bond Bo et de Froude F . Une fois le champ de base associé
à ces paramètres identifié, nous déterminons alors les modes d’oscillation possibles autour de cette
position d’équilibre. Ces modes sont recherchés sous une forme azimutale prescrite caractérisée par
le nombre d’onde m. Nous souhaitons donc obtenir une relation du type
ω = F (m, a, F,C−1, Bo) . (5.8)
Si ωi < 0, la perturbation associée à cette valeur propre va décroître exponentiellement dans le
temps et l’on retourne donc à la position d’équilibre. Si ωi = 0, le mode sera dit neutre et donc
purement oscillant à la fréquence ωr. Enfin, si ωi > 0, la perturbation associée croît exponentielle-
ment dans le temps. Au final, un champ de base donné (on fixe a, F,C−1 et Bo) sera dit instable
si il existe au moins une valeur de m pour laquelle au moins un mode est caractérisé par un taux
de croissance positif. Dans le cas contraire, le champ de base étudié sera dit stable.
5.2.2 Justification de la méthode adoptée
L’étude de Bergmann et al. (2011) est principalement dédiée à la description des états quasi-
axisymétriques précédant l’apparition des polygones dans certains régimes. Cet article révèle l’im-
portance de ces états à travers un scénario se basant sur des résultats expérimentaux et permet
donc de justifier l’approche de stabilité d’un champ de base axisymétrique adoptée ici pour expli-
quer l’apparition des polygones. En particulier, il est montré dans le cas d’un triangle démouillé
que l’état polygonal final peut être obtenu de plusieurs façons : en augmentant progressivement
la fréquence jusqu’à f0 (fréquence pour laquelle le triangle est visualisé) ; en se plaçant à f0 et en
détruisant l’écoulement pour suivre la reformation du polygone ; en partant d’une fréquence plus
grande et en la diminuant brutalement à f0. La figure 5.1 (a) montre les évolutions des compo-
santes de Fourier pour ces différentes conditions opératoires. Dans chacun des cas, on constate
que la formation du motif polygonal s’effectue toujours via un état possédant une surface libre
quasi-axisymétrique, l’écoulement approche cet état peu à peu et perd la symétrie de la surface
libre lorsqu’il a atteint son voisinage (point hyperbolique sur la figure 5.1). La figure 5.1 (b) sché-
matise ce procédé de rupture de symétrie, les états du plan horizontal sont axisymétriques et ceux
possédants une composante verticale brisent la symétrie de révolution. Les parcours expliqués pré-
cédemment correspondent donc à une évolution dans la variété des états axisymétriques jusqu’à ce
qu’un état axisymétrique particulier noté A soit atteint (figure 5.1 (b)). Ensuite, soit A est stable
4. Pour d’avantage de détails et une définition précise des éléments finis utilisés nous redirigerons le lecteur vers
Hecht (2012).
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Figure 5.1 – Figure extraite de Bergmann et al. (2011). (a) Evolution temporelle des coeffi-
cients de Fourier relatifs aux modes m = 3 et m = 0 pour les différentes conditions initiales.
(points) : augmentation de la fréquence de rotation, (croix) destruction manuelle du polygone,
(cercles) diminution brutale de la fréquence de rotation. Les coefficients de Fourier sont définis
tel que cm = (2pi)−1
∫ 2pi
0
r(θ)eimθdθ avec r le contour de la zone centrale, i.e. le contour de la
zone démouillée si on néglige la mince couche fluide qui peut exister entre les bras de l’éventuel
polygone. (b) Représentation schématique de la rupture de symétrie. Le plan représente l’espace
des états axisymétriques, le parcours noir indique différents trajets théoriques correspondant à des
conditions initiales variées qui conduisent à l’état polygonal B via le champ de base axisymétrique
instable A. Les lignes grises schématisent des trajets plus réalistes.
et le système demeure dans cet état stationnaire, soit A est instable comme c’est le cas pour les
résultats de la figure 5.1 et une brisure de symétrie se produit pour conduire à l’état polygonal
stable B. Egalement, les résultats de Bergmann et al. (2011) révèlent une croissance exponentielle
lors de l’émergence du motif polygonal. Cette propriété qui caractérise le début du chemin condui-
sant de A à B sur la figure 5.1, nous permettra par la suite d’établir un ordre de grandeur du taux
d’amplification expérimental associé à la formation de ces motifs (chapitre 10).
Ces considérations, bien qu’elles reposent sur un cas d’observation unique et ne peuvent donc
rendre compte de la formation des polygones dans le cas général, justifient l’approche adoptée au
cours de ce travail, c’est-à-dire une étude de stabilité d’un champ de base axisymétrique. 5 Une
connaissance de ce champ de base qui s’avère être fort complexe est donc requise pour procéder à
l’analyse de stabilité. La description du champ de base ainsi que sa modélisation sont les objectifs
principaux de cette partie (chapitres 5 et 6).
5.3 Considérations bibliographiques sur le champ de base
Dans la littérature, plusieurs études focalisées sur les solutions stationnaires et axisymétriques
de l’expérience à fond tournant sont disponibles. La plupart d’entre elles sont effectuées à bas
Froude où la surface libre peut être considérée comme plane (Kahouadji, 2011; Lopez et al., 2004;
Piva et Meiburg, 2005; Spohn et al., 1993, 1998). Cependant, quelques études à des nombres de
Froude O(1) pour lesquels la surface libre s’écarte notablement de l’horizontale ont été effectuées
par Brady et al. (2012); Kahouadji et Witkowski (2014). Dans ces deux régimes de F , il semble
que l’écoulement de base consiste principalement en deux zones :
1. Une région centrale en rotation solide sans écoulement secondaire important,
2. Une région externe caractérisée par un écoulement méridional secondaire s’effectuant
dans le sens trigonométrique (voir figure 5.2 (a)).
5. Nous noterons que dans le régime des grands F , les écoulements que l’on qualifie d’axisymétrique ne le sont
en fait pas rigoureusement. En effet, des fluctuations de faible amplitude sont présentes au niveau de la surface libre
et pourraient être dues aux instabilités de cisaillement mentionnées en section 2.2 (voir Lopez et al. (2004), Poncet
et Chauve (2007)) qui apparaissent pour de faibles nombre de Froude et sont probablement encore présentes dans
les régimes considérés ici. Malgré cet écart à la symétrie de révolution parfaite, les résultats de Bergmann et al.
(2011) reproduits sur la figure 5.1 montrent qu’une rupture de symétrie importante se produit lorsque que l’on se
trouve dans un voisinage suffisamment proche de A, ce qui met en évidence le rôle primordial de ce point dans les
mécanismes d’apparition des motifs polygonaux.
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Notons que ces caractéristiques principales sont particulièrement claires pour les faibles rapports
d’aspect et semblent être robustes pour des gammes de F et C−1 étendues. Dans ce qui suit,
nous résumerons un argument théorique proposé par Bergmann et al. (2011) ainsi que quelques
observations expérimentales issues de la même étude. Nous confirmerons ainsi la pertinence d’un
modèle de champ de base composé de deux zones radiales et nous préciserons la structure de ce
champ de base dans des régimes correspondant à la formation des polygones.
Aspect théorique
Dans Bergmann et al. (2011) un argument théorique basé sur une étude non visqueuse est
donné pour caractériser le champ de base. Comme l’ont montré Tophøj et Bohr (2013) dans le cas
général, les équations d’Euler projetées sur la surface libre (stationnaire) conduisent à un système
d’équations bien défini et découplé de l’écoulement existant dans le volume fluide. Dans le cas
particulier qui nous intéresse ici, Bergmann et al. (2011) ont montré que cette procédure conduit
aux équations suivantes
d
dr
(
1
2
u2 + gh0
)
− v
2
r
= 0, (5.9a)
u
1
r
d
dr
(rv) = 0. (5.9b)
avec u et v les composantes de vitesse respectivement méridionale et azimutale décrivant le déplace-
ment du fluide de façon tangentielle à la surface libre. Ces vitesses sont reliées à U0 = [U0, V0,W0]
par les relations u = ±
√
U20 +W
2
0 et v = V0. L’équation (5.9) montre que deux situations sont à
considérer selon que u = 0 ou u 6= 0, i.e qu’une zone de recirculation dans le plan méridional soit
présente ou non.
Dans le cas où u = 0, la forme de la surface libre correspond à un équilibre entre l’accélération
centrifuge et l’accélération de gravité qui est donné par
h′0 = gc/g, (5.10)
avec gc = v2/r l’accélération centrifuge agissant à une position radiale donnée et h′0 la pente de la
surface libre. Nous noterons que cette équation est vérifiée dans le cas particulier d’une rotation
solide (U0 = Ωreθ).
Dans le cas où u 6= 0, l’équation (5.9b) implique nécessairement que v ∼ 1/r (ou v = 0), c’est-
à-dire que sous des hypothèses non-visqueuses, si un écoulement méridional est présent au niveau
de la surface libre, l’écoulement azimutal est nécessairement potentiel (ou identiquement nul).
On peut également comprendre cet écoulement azimutal de forme potentielle en appliquant la
conservation du moment angulaire à une particule fluide transportée par la recirculation. Cette
particule fluide évolue dans la direction radiale, car transportée par la recirculation, et sa vitesse
azimutale s’adapte alors pour conserver son moment angulaire selon la loi rv(r) = Cte. On retrouve
donc bien l’équation (5.9b) dans le cas u 6= 0. Notons également que dans les cas où les recircu-
lations sont faibles comparées à l’écoulement azimutal (u  v), l’équation (5.10) reste valable en
première approximation. Cette dernière remarque implique notamment que dans le cas de faibles
recirculations, l’écoulement azimutal potentiel obtenu dans le cas non trivial conduit à une forme
hyperboloïdale de surface libre (i.e h0 ∼ 1/r2).
Confrontation avec les expériences
Bergmann et al. (2011) ont également effectué des mesures de PIV au niveau de la surface
libre afin de confirmer cet argument théorique. Deux cas sont traités, un cas mouillé et un cas
démouillé. Dans le premier cas, l’écoulement est schématisé sur la figure 5.2 (a) et il est constaté
qu’il se décompose en deux zones distinctes :
1. Une zone interne en rotation solide à une fréquence identique à celle de la plaque comprise
entre r = 0 et r ≈ R/2. Aucune recirculation n’est présente dans cette zone caractérisée par
une forme de surface libre correspondant à un paraboloïde de révolution. Ces observations
sont en accord avec les prédictions théoriques discutées dans le cas u = 0. En particulier
la solution (5.10) prédit la forme parabolique de la surface libre dans le cas d’une rotation
solide.
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Figure 5.2 – (a) Schéma d’un champ de base caractéristique de l’expérience à fond tournant dans
un cas mouillé. (b) Représentation schématique d’un cas axisymétrique correspondant à l’expérience
de l’azote liquide en rotation décrite au chapitre 4. (c) Schéma extrait de Einstein (1926) expliquant
l’accumulation des feuilles de thé au centre de la tasse.
2. Une zone externe pour r ∈ [∼ R/2, R] caractérisée par une recirculation dans le plan méri-
dional d’un ordre de grandeur plus faible que la vitesse azimutale. De façon remarquable,
la vitesse azimutale obtenue est alors proche d’une rotation potentielle (V0 ∼ 1/r) ce qui
semble en accord avec les prédictions théoriques en présence d’une recirculation. Egalement,
la concavité de la surface libre obtenue concorde qualitativement avec les prédictions théo-
riques dans le cas de faibles recirculations pour lequel la solution (5.10) reste valide.
Par la suite nous noterons r = x le rayon de séparation entre les deux zones de l’écoulement.
Lorsque l’on augmente F , la zone interne en rotation solide disparait progressivement au profit
d’une zone centrale démouillée dont le rayon sera noté ξ. En particulier, dans le cas démouillé
considéré par Bergmann et al. (2011) (figure 5.3 (a)), la zone en rotation solide disparait pour
laisser place à une zone démouillée circulaire. Les résultats de PIV obtenus (symbols sur la figure
5.3 (b)) révèlent que la zone externe présente des propriétés similaires à celles décrites dans le cas
mouillé. En effet, l’écoulement azimutal est proche d’une rotation potentielle (symboles proches de
V = 1 m.s−1 sur la figure 5.3 (b)) et une faible recirculation radiale est obtenue au niveau de la
surface libre, qui convecte les particules fluides vers l’intérieur (symboles proches de V = 0 m.s−1
sur la figure 5.3 (b)). De façon plus précise, on remarque sur la figure 5.3 (b) que la vitesse azimutale
s’écarte légèrement de la prédiction potentielle proche de la zone de démouillage r ≈ ξ. En effet,
proche de cette zone, l’amplitude de la recirculation méridionale tend vers zéro. Dans ce cas, la
solution pour la vitesse azimutale n’est plus potentielle. Dans cette zone de vorticité non nulle, la
vitesse azimutale est quasiment constante ce qui correspondrait théoriquement à une surface libre
de pente constante (par l’équation (5.10)). Notons que cela est qualitativement bien vérifié sur la
figure 5.3 (a).
Cette dernière observation permet également de rappeler qu’une zone intermédiaire est nécessaire-
ment présente entre la zone interne en rotation solide et la zone externe en rotation potentielle. En
effet, les solutions de type Rankine ne peuvent exister dans les cas visqueux car le saut de vorticité
en r = x doit en réalité s’étaler sur une longueur finie et ainsi former une zone tampon entre les
rotations solide et potentielle.
Pour finir, nous noterons que la couche limite existant au niveau de la paroi latérale du cylindre
n’est pas observée sur les données de PIV de Bergmann et al. (2011). Ce constat est probablement
dû aux nombres de Reynolds importants (Re = ΩR2/ν ≈ 105) qui induisent des couches limites
très fines. Cette dernière remarque justifiera en partie l’approche non visqueuse qui sera fréquem-
ment utilisée par la suite.
5.4 Note sur la formation des zones de recirculation
Les paragraphes précédents soulignent l’importance de l’existence ou non des zones de recir-
culation sur la structure de l’écoulement azimutal obtenu. Il est donc pertinent de comprendre
les mécanismes à l’origine de ces courants dans le plan méridional. Pour cela, analysons la cé-
lèbre expérience des feuilles de thé de Einstein (1926), initialement introduite par analogie avec
les phénomènes d’érosion dans le lit des cours d’eau. Considérons donc une tasse remplie d’eau
dans laquelle quelques feuilles de thé ont été ajoutées. Les feuilles de thé, plus denses que l’eau,
se répartissent au fond de la tasse au repos. Lors de la mise en rotation du fluide à l’aide d’une
cuillère (en gardant la tasse fixe), les feuilles se déplacent en suivant le fond de la tasse pour venir
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Figure 5.3 – Figure extraite de Bergmann et al. (2011). Résultats de PIV obtenus dans un
cas démouillé. Avec nos notations, r1 = ξ (rayon de la zone démouillée) et r2 = R (rayon de la
cuve). (a) Coupe méridionale de l’écoulement, la ligne blanche correspond à h. (b) Composantes
de vitesse au niveau de la surface libre u et v. Résultats de PIV (symboles) et théoriques à partir
des équations (5.9) dans lesquelles le profil de h extrait de (a) est injecté (lignes). Pour r > ξ, la
ligne épaisse continue correspond à l’évolution potentielle théorique v ∼ 1/r et est à comparer aux
résultats de PIV pour la vitesse azimutale (cercles), la courbe pointillée correspond aux résultats
théoriques obtenus pour u et pour cette composante les résultats de PIV sont matérialisés par des
symboles carrés. Pour r < ξ, une fine couche fluide tourne à la même vitesse de rotation que le
disque.
s’accumuler au centre 6 , indiquant un écoulement centripète proche de la paroi du fond. Ce phé-
nomène est associé à l’effet centrifuge induite par la rotation qui communique une vitesse radiale
aux particules fluides ainsi repoussées vers l’extérieur. La condition d’adhérence sur le fond induit
quant à elle un gradient vertical de vitesse azimutale dans la couche limite proche du fond et donc
une diminution de l’effet centrifuge dans cette zone. En conséquence, le fluide est repoussé sur
les bords par effet centrifuge dans l’ensemble du recipient, mais de façon moins intense proche
du fond. En conséquence, un écoulement retour de type centripète doit s’effectuer en raison de la
conservation du volume et sera alors privilégié dans la couche limite proche du fond. De cette façon
une zone de recirculation s’établit dans le plan méridional comme le montre la figure 5.2(c) et un
état stationnaire est atteint si l’agitation est invariante dans le temps. La couche limite créée au
fond du cylindre est parfois appelée couche limite d’Ekman et le phénomène d’aspiration induit au
centre du récipient est parfois appelé succion d’Ekman (Ekman sucking).
Ce phénomène va nous permettre de comprendre de façon qualitative l’apparition et le sens des
zones de recirculation principales apparaissant dans le cas de l’azote liquide en rotation (expérience
de Tophøj et al. (2013) détaillée au chapitre 4) ainsi que dans le cas de l’expérience à fond tour-
nant. Dans le premier cas, les arguments théoriques repris de Bergmann et al. (2011) ainsi que la
discussion précédente sur l’expérience des feuilles de thé, nous permettront également de prédire
la structure de l’écoulement axisymétrique.
L’expérience de l’azote liquide et celle des feuilles de thé sont très similaires dans le sens où
toutes les parois sont fixes dans les deux cas. Par contre, dans le cas de l’azote liquide, la lubri-
fication des parois due à l’ébullition de film réduit considérablement le frottement sur le fond du
récipient et ainsi la recirculation décrite précédemment. Cependant, le glissement n’est pas parfait
puisque l’écoulement ralentit tout de même de façon progressive. On en déduit donc qu’un faible
frottement est présent et son existence au niveau du fond signifie qu’une recirculation similaire à
celle de l’expérience des feuilles de thé est susceptible de s’établir. Selon l’équation (5.9b) la vitesse
azimutale est donc nécessairement proche d’une rotation potentielle, ce qui semble cohérent avec
les formes concaves de surface libre obtenues dans ce cas. La figure 5.2(b) permet de synthétiser la
structure de l’écoulement obtenu dans l’expérience de l’azote liquide telle qu’on peut la prédire de
cette façon. Il convient de préciser que cet écoulement est bien évidemment beaucoup plus complexe
à cause de l’ébullition et de l’évaporation importantes mises en jeu, mais il est remarquable que ces
considérations simples nous permettent d’accéder aux tendances principales d’une configuration si
complexe.
En ce qui concerne l’expérience à fond tournant, les choses diffèrent notablement puisque dans
ce cas le fluide dans le volume a en général une vitesse azimutale plus faible que le fluide directement
6. Phénomène parfois identifié comme le paradoxe des feuilles de thé car on peut s’attendre à ce que les feuilles
de thé soient projetées par effet centrifuge contre les parois lors de la mise en rotation étant donné qu’elle sont plus
denses que l’eau.
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au contact de la plaque tournante. L’effet centrifuge est donc intensifié au niveau du fond puisque
les vitesses azimutales sont plus importantes dans cette zone (couche limite d’Ekman) d’où la
création de recirculations dans le sens opposé à celles obtenues dans l’expérience des feuilles de
thé (voir les différents schémas de la figure 5.2). Ce type de phénomène est connu sous le nom de
pompage d’Ekman (Ekman pumping).
Ainsi dans le cas de l’expérience à fond tournant, le pompage d’Ekman semble être à l’origine de la
forme potentielle de la vitesse azimutale observée dans certaines régions de l’écoulement en raison
des recirculations qu’il induit et via la conservation du moment angulaire.
5.5 Conclusion
Pour conclure, les équations générales associés à l’expérience à fond tournant ainsi qu’une
méthode de stabilité globale qui sera utilisée en partie III, IV et V ont été présentées dans ce
chapitre. Cependant, la méthode de stabilité globale introduite a été présentée dans l’hypothèse où
un champ de base est connu, ce qui nous a conduit à une description de cet équilibre stationnaire
et axisymétrique à partir de considérations sur la base d’études de la littérature. Les caractéris-
tiques principales du champ de base associé à l’expérience à fond tournant correspondent à une
zone interne en rotation solide, une zone externe en rotation potentielle et la présence de faibles
recirculations dans le plan méridional. Le chapitre qui suit vise à utiliser ces considérations ainsi
que les conclusions tirées de l’expérience de l’azote liquide (voir chapitre 4) de façon à proposer
des modèles simples de champ de base représentatifs de l’expérience à fond tournant.
Chapitre 6
Modélisation du champ de base
Une élaboration de modèles simples de champ de base au vu des résultats discutés au chapitre
précédent est l’objectif principal de ce chapitre. Voici les hypothèses effectuées lors de cette étape
de modélisation :
(H1) L’écoulement méridional est négligé ; soit U0 = V0(r, z)eθ.
(H2) Fluide non visqueux et couches limites négligées aux parois.
(H3) Tension de surface nulle.
L’hypothèse (H1) découle des observations de Bergmann et al. (2011) discutées au chapitre pré-
cédent. En effets nous avons vu que les recirculations méridionales qui peuvent apparaître dans la
zone externe de l’écoulement sont essentielles pour expliquer la structure de l’écoulement azimutal,
mais sont également de faible intensité comparées aux vitesses azimutales. Il semble alors légitime
de les négliger en première approximation. L’hypothèse (H2) se justifie par les faibles nombres
d’Ekman associés aux régimes étudiés ainsi que par les résultats de l’expérience de l’azote liquide
qui indiquent que les couches limites ainsi que la singularité au niveau du coins en (r = R, z = 0)
ne semblent pas essentiels pour capturer les motifs polygonaux. Enfin, l’hypothèse (H3) se justifie
pour les nombres de Bond importants liés aux dispositifs expérimentaux existants (voir discussion
au chapitre 3).
Ainsi les équations d’Euler en coordonnées cylindriques pour un écoulement de base stationnaire
et axisymétrique s’écrivent
∂P0
∂r
=
V 20
r
, (6.1a)
∂P0
∂z
= −g. (6.1b)
A ces équations s’ajoutent alors des conditions de non pénétration sur les parois solides ainsi
que la condition P0(r, h0(r)) = 0 due à (H3) sur la surface libre. L’équation (6.1a) correspond à
un équilibre horizontal entre l’accélération centrifuge et le gradient de pression radial, tandis que
(6.1b) correspond à l’équilibre hydrostatique. Ces deux équations montrent en particulier que la
distribution azimutale de vitesse est invariante selon z et donc de la forme
U0 = V0(r)eθ. (6.2)
Par la suite, nous modéliserons donc le champ de base en choisissant simplement un modèle de
tourbillon possédant un champ de vitesse 2D du type (6.2) ce qui nous permettra de remonter
ensuite à la forme de la surface libre en utilisant (6.1) ainsi que (H3). Le modèle de tourbillon de
Rankine retiendra tout particulièrement notre attention lors de cette étude.
6.1 Description du modèle utilisé : le tourbillon de Rankine
Le tourbillon de Rankine est un modèle de tourbillon idéal correspondant à un coeur de vorticité
constante localisé en r < x. La distribution de vitesse associée s’écrit alors
V0(r) =
{
Ωr pour ξ < r < x,
Γ/(2pir) pour x < r < R, (6.3)
avec Γ = 2pix2Ω la circulation de la zone potentielle et ξ le rayon de l’éventuelle zone démouillée
(ξ = 0 dans les cas mouillé). Nous rappelons ici que R est le rayon de la cuve cylindrique et x
61
62 CHAPITRE 6. MODÉLISATION DU CHAMP DE BASE
(b) DC (c) DP
AXO C
BB
CXA C
B
(a)W
Figure 6.1 – Tourbillon de Rankine à surface libre dans les trois configurations considérées :
(a) cas W (Wet) ; (b) cas DC (Dry-Composite) ; (c) cas DP (Dry-Potentiel). Les figures du haut
montrent les profils de surface libre h0(r) obtenus dans ces trois cas. O matérialise l’origine (0, 0),
A le point de démouillage (ξ, 0), X le point de transition (x, 0), C le coin (R, 0) et B la ligne
triple supérieure (R, ζ). Les figures du bas correspondent aux vitesses azimutales associées (lignes
bleues), la ligne discontinue rouge correspondant à la rotation de la plaque du fond (en Ωr) et la
courbe pointillée à la rotation potentielle (en Γ/(2pir) avec Γ = 2piΩx2). Le coeur du tourbillon est
délimité par la ligne verticale pointillée en r = x.
correspond à la transition entre un écoulement à vorticité non nulle et un écoulement potentiel.
Bien que cet écoulement présente une discontinuité de vorticité en r = x et surestime fortement
les vitesses azimutales proche de cette singularité, sa simplicité et les bons accords qu’il fournit
avec les résultats expérimentaux de Bergmann et al. (2011) sont deux arguments en faveur de son
utilisation.
En suivant Fabre et Mougel (2014), trois cas différents seront considérés selon les valeurs re-
latives de x et de ξ (voir figure 6.1). En augmentant le nombre de Froude, les régimes suivants
seront obtenus. Un premier régime correspondant à ξ = 0 qui sera nommé régime mouillé ou W
pour Wet composé par une zone interne en rotation solide entourée d’une zone externe en rotation
potentielle (figure 6.1 (a)). Un second régime sera ensuite obtenu à partir du Froude de démouillage
et tant que ξ < x, on le nommera DC pour Dry-Composite (figure 6.1 (b)). Enfin un troisième
régime nommé DP pour Dry-Potentiel sera obtenu lorsque la zone en rotation solide disparait
entièrement, c’est-à-dire lorsque ξ > x (figure 6.1 (c)).
Ces trois régimes sont associés à la distribution de vitesse (6.3) avec ξ = 0 pour le cas W et la
disparition de la zone en rotation solide pour le cas DP . A partir de (6.1) et en utilisant l’hypothèse
(H3) qui implique que la pression réduite P0(r, h0(r)) est nulle pour toutes les valeurs de r (pas
de saut de contrainte normale lorsque la tension de surface est nulle), on en déduit les profils de
surface libre correspondants aux différents régimes mis en évidence
Cas W : h0(r) =
{
h0 +
Ω2
2g r
2 pour 0 < r < x
h0 +
Ω2
2g x
2 + 12g
(
Γ
2pi
)2 ( 1
x2 − 1r2
)
pour x < r < R.
(6.4)
Cas DC : h0(r) =
{
Ω2
2g (r
2 − ξ2) pour ξ < r < x
Ω2
2g (x
2 − ξ2) + 12g
(
Γ
2pi
)2 ( 1
x2 − 1r2
)
pour x < r < R.
(6.5)
Cas DP : h0(r) =
1
2g
(
Γ
2piR
)2(
R2
ξ2
− R
2
r2
)
pour ξ < r < R. (6.6)
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Avec h0 = h0(r = 0). Ces formes de surface libre sont schématisées dans les trois cas (W , DC et
DP ) sur la figure 6.1. L’avantage principal du modèle de type Rankine réside dans l’obtention de
formes de surface libre analytiques et relativement simples.
Comme expliqué dans Fabre et Mougel (2014) le modèle comporte trois inconnues, à savoir (Γ, x, ξ)
((Γ, x, h0) dans les cas W ), qui doivent être exprimées en fonction du paramètre de contrôle Ω.
Cependant, seulement deux équations sont à notre disposition, la continuité de la vitesse en r = x
ainsi que la conservation du volume. Ces deux équations s’écrivent respectivement Γ = 2piΩx2 et∫
h0(r)2pirdr = piR
2H, avec H la hauteur de fluide au repos. Une troisième équation est donc
nécessaire pour boucler le problème. Cette lacune vient du fait que l’on ne connait pas a priori la
taille relative entre la zone en rotation solide et la zone en rotation potentielle qui est définie par
l’inconnue x. Pour remédier à cette lacune, une nouvelle équation est introduite dans ce qui suit en
utilisant une généralisation du modèle de la conservation du moment angulaire décrit dans Tophøj
(2012) et Tophøj et al. (2013). Dans Tophøj et al. (2013), un modèle purement potentiel est utilisé
et une équation manque également pour relier les paramètres expérimentaux (taux de rotation
de la plaque tournante Ω) aux caractéristiques théoriques de l’écoulement (circulation de la zone
en rotation potentielle Γ). Les détails du modèle de la conservation du moment angulaire sont
disponibles dans le matériel supplémentaire associé à Tophøj et al. (2013) (voir Annexe B) 1. En
suivant cette procédure nous allons étendre ce modèle au cas du tourbillon de Rankine (extension
effectuée par Fabre et Mougel (2014), voir Annexe E) et nous considèrerons de surcroît le cas plus
général pour lequel le cylindre latéral peut également avoir une vitesse non nulle (du type ΩcR) 2.
6.2 Modèle de la conservation du moment angulaire
L’idée est basée sur la conservation du moment angulaire et consiste à supposer que le couple
donné au liquide par la plaque en rotation doit s’équilibrer avec le couple perdu par le fluide sur
le bord fixe. L’éventuelle zone en rotation solide tourne avec la plaque du fond et aucun couple
n’est échangé à ce niveau (segment OX ou AX sur la figure 6.1). Par contre, les parois avoisinant la
zone en rotation potentielle (segment CB et XC ou AC sur la figure 6.1) ont une vitesse différente
de celle imposée au fluide dans le domaine et une création ou une perte de moment angulaire est
possible en ces lieux 3.
Le couple exercé par les parois sur le fluide s’écrit :
M = Mb +Mc =
∫
Ab
rσb(r)dAb +
∫
Ac
rσcdAc (6.7)
avec Ab (resp. Ac) la surface de contact entre le fluide et la paroi du fond (resp. la paroi latérale) et
σb (resp. σc) la contrainte pariétale au niveau du fond (resp. à la paroi latérale). L’équilibre entre
le moment donné par le disque en rotation et repris par la paroi latérale s’écrira donc simplement
M = 0. La modélisation consiste maintenant à estimer les contraintes pariétales sur les deux
parois en question. Etant donné les nombres de Reynolds importants mis en jeux et les régimes
pour la plupart turbulents que nous souhaitons décrire, on s’attend à ce que la viscosité du fluide
n’apparaisse pas dans les expressions de la contrainte pariétale (voir B pour d’avantage de détails,
ainsi que Landau et Lifshitz (1959) §42, p.160). En conséquence un raisonnement dimensionnel
conduit à une expression de la forme
σ ∼ ρ∆V |∆V |, (6.8)
avec ρ la masse volumique du fluide et ∆V la différence de vitesse azimutale entre la zone fluide
externe à la couche limite et la paroi rigide. A noter que la valeur absolue introduite dans l’équation
(6.8) spécifie que la contrainte pariétale est négative si le fluide est plus rapide que la paroi, c’est-
à-dire que cette dernière freine l’écoulement. En appliquant (6.8) au fond et en r = R on obtient
alors respectivement
σb = ρbb [Ωr − V0(r)]2 et σc = ρbc (ΩcR− V0(R)) |ΩcR− V0(R)| , (6.9)
avec bb et bc des coefficients de proportionnalité positifs et adimensionnels, Ωc la vitesse angulaire
(éventuelle) du cylindre extérieur et V0 le profil azimutal associé au champ de base que l’on suppose
1. Ce modèle sera utilisé au chapitre 10.
2. Une généralisation similaire du cas purement potentiel est donnée par Tophøj (2012).
3. Dans le cas réel (fluide visqueux) des couches aux limites sont présentes à ces positions et contiennent les
processus de création ou de dissipation de moment angulaire, qui est ensuite transporté par les recirculations
méridionales pour atteindre l’équilibre. L’hypothèse de fluide parfait ne permet pas de capturer ces phénomènes
puisque les conditions au limites sur la vitesse azimutale ne sont pas respectées et c’est en ce sens que notre modèle
n’est pas complet et que l’on doit imposer la conservation du moment angulaire de façon ad hoc.
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de la forme donnée par l’équation (6.3). En injectant les équations (6.9) dans l’équation d’équilibre
entre les deux couples qui s’écrit M = 0 on obtient alors∫ R
max(x,ξ)
(
r2
x2
− 1
)2
dr = − bc
bp
(
R2
x2
fc
fb
− 1
) ∣∣∣∣R2x2 fcfb − 1
∣∣∣∣ ζ, (6.10)
avec fb = 2piΩ et fc = 2piΩc les fréquences de la plaque du fond et du cylindre latéral respective-
ment, et ζ = h0(R) la hauteur de la surface libre au bord du cylindre. Pour la suite, nous définirons
un nombre de Froude associé à la rotation du cylindre extérieur et définit par Fc = ΩcR/
√
gR. En
prenant pour convention Ω > 0, les valeurs de Fc positives correspondront alors à des co-rotations
entre les deux parties mobiles tandis que les valeurs de Fc négatives seront associées aux contre-
rotations. Nous remarquerons que le rapport des nombres de Froude F/Fc peut être vu comme un
nombre de Rossby caractérisant le ratio entre deux rotations.
Comme expliqué dans Landau et Lifshitz (1959) (§42, p.160), les coefficients de proportionna-
lité bb et bc ne peuvent être prédits théoriquement et le recours à l’expérience est nécessaire pour
déterminer leurs valeurs. Les résultats expérimentaux présentés au chapitre 4 et en particulier les
mesures de la hauteur d’eau à la paroi en fonction de F , nous permettrons d’obtenir le ratio de ces
deux coefficients. Etant donné que l’équation (6.10) montre que seul ce rapport est important ici,
nous obtenons ainsi, et avec l’aide de l’expérience, un modèle permettant de relier les paramètres
expérimentaux (a, fb, fc) aux paramètres du Rankine (a, x,Γ). Ce modèle est donné par l’équation
(6.10).
Dans Tophøj et al. (2013) et Fabre et Mougel (2014) il est supposé que bc/bb = 1 par simplicité.
Nous étudierons dans un premier temps les résultats du modèle obtenu pour bc/bb = 1 en consi-
dérant les cas de contre-rotation et co-rotation du cylindre extérieur, puis nous montrerons qu’un
modèle plus en accord avec les résultats expérimentaux peut être obtenu au chapitre 4 en ajustant
bc/bp. Nous montrerons en particulier que la valeur bc/bp = 3 permet des comparaisons correctes
avec les résultats expérimentaux pour une large gamme de paramètres. Ainsi, cette valeur sera rete-
nue pour réaliser des comparaisons entre résultats de stabilité et les expériences lors du chapitre 10.
6.3 Champ de base obtenu par le modèle
Les trois cas Fc = 0, Fc > 0 et Fc < 0 sont décrits séparément ici dans l’hypothèse bc/bb = 1.
6.3.1 Cas de l’expérience à fond tournant classique : Fc = 0
On se place ici dans le cas où le cylindre extérieur est fixe, c’est à dire que Fc = 0. Les figures
6.2 (a) et (b) montrent les prédictions du modèle pour deux valeurs de rapport d’aspect, à savoir
a = 0.3 et a = 0.6 respectivement. Les caractéristiques principales du modèle sont données par
la circulation adimensionnelle Γ¯ = Γ/(2pi
√
gR3), les rayons respectifs de la zone démouillée et
du coeur en rotation solide, ξ (ligne continue) et x (ligne discontinue) et enfin les hauteurs d’eau
respectivement au centre et au bord du récipient, h0 = h0(r = 0) (ligne discontinue) et ζ (ligne
continue). Une augmentation de F conduit successivement aux régimes W , DC et DP décrits
respectivement par les équations (6.4), (6.5) et (6.6) et schématisés sur la figure 6.1. De façon plus
précise, si on part du repos F = 0 et que l’on augmente F , la surface libre se déforme de plus en
plus, ce qui est directement indiqué par la valeur de h0 (resp. ζ) qui diminue (resp. augmente).
Lorsque la rotation est suffisante, on atteint le point de démouillage qui correspond à h0. La valeur
du Froude en ce point sera notée FW . Ensuite, tant que ξ < x, une zone en rotation solide persiste
et entoure la zone démouillée, c’est le régime composite DC. Enfin, pour des nombres de Froude
encore plus grands, la zone en rotation solide finit par disparaître et on entre dans le régime pu-
rement potentiel DP . Cette seconde transition sera matérialisée par le nombre de Froude FC qui
correspond à x = ξ.
Ce scénario est similaire pour les deux rapports d’aspect étudiés. Le fait d’augmenter a implique
simplement un décalage de FW et de FC vers des valeurs plus importantes. Ceci semble cohé-
rent puisque pour les rapports d’aspect importants, il faut déformer d’avantage la surface libre
pour atteindre le démouillage ce qui requiert une augmentation de F . De façon remarquable, nous
constatons également que la taille du coeur en rotation solide x semble dépendre très peu de F et
de a, nous retiendrons que le plus souvent x/R ∼ 0.5. 4
4. Ce constat permet notamment de justifier la première approche de stabilité du Rankine effectuées dans Mougel
et al. (2014) (voir annexe C) lors de laquelle on a fixé x = 0.5R. Nous fixerons également x = 0.5R dans les résultats
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Figure 6.2 – Caractéristiques du modèle de champ de base pour différentes valeurs de a et Fc
dans le cas bc/bp = 1. On rappelle que h0 = h0(r = 0). (a) et (b) : cas de l’expérience à fond
tournant classique (Fc = 0). (c) et (d) : co-rotation entre le cylindre et le fond (FFc > 0). Pour
F < Fc (régime N), la conservation du moment angulaire (équation (6.10)) n’est plus valable et
une rotation solide pure est alors considérée. (e) et (f) : contre-rotation entre le cylindre et le fond
(FFc < 0). Pour F < FP (régime P ), l’écoulement reste globalement au repos.
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6.3.2 Co-rotations du cylindre extérieur : Fc > 0
Les figures 6.2 (c) et (d) correspondent aux résultats obtenus avec des paramètres identiques aux
figures 6.2 (a) et (b) mais pour Fc = 0.5. Dans ce cas on retrouve les régimes W , DC et DP et les
tendances obtenues sont sensiblement similaires à celles du cas précédent. On constate cependant
que la zone centrale en rotation solide est plus étendue et vient envahir la totalité de l’écoulement
pour F < Fc, valeur pour laquelle x = R. Pour F < Fc, on retrouve alors la configuration du seau
de Newton et il est donc cohérent d’obtenir une rotation solide de l’ensemble du fluide dans ce
cas. Pour F < Fc (région désignée par N sur les figures 6.2 (c) et (d)), le modèle du tourbillon de
Rankine n’est plus valable puisque x > R et une nouvelle modélisation doit être effectuée.
Dans cet objectif, commençons par comprendre le cas F = 0 et Fc > 0. Notons ici que la rotation
de la paroi latérale et la rotation du cylindre extérieur sont de nature différente. La différence
principale provient du positionnement de la paroi par rapport à l’axe de rotation. Le disque du
fond étant perpendiculaire au vecteur rotation, des gradients d’accélération centrifuge sont induits
lorsque celle-ci se met à tourner. Ces gradients sont à l’origine des recirculations dans le plan
méridional qui advectent le moment angulaire dans le domaine (pompage d’Ekman, voir section
5.4). Par contre, pour le cylindre vertical qui est aligné avec l’axe de rotation, les effets centrifuges
sont directement contrés par la présence de la paroi et aucun mécanisme de transport efficace n’est
capable de transporter du moment angulaire à d’autres positions radiales. De ce fait, si on met en
rotation uniquement la paroi latérale, l’ensemble du fluide demeurera au repos à l’exception d’un
voisinage direct du cylindre latéral. Ceci est bel et bien vérifié expérimentalement étant donné que
la surface libre reste plane dans ces configurations. En conséquence, tant que F < Fc, la forme
de la surface libre dépend principalement de la valeur de F et on s’attend à obtenir une rotation
solide dans l’ensemble du fluide si on ne tient pas compte de la couche limite due à la sur-rotation
du cylindre vertical.
En utilisant le modèle du seau de Newton, on peut alors compléter les valeurs de ζ/R et h0/R
obtenues dans le régime N (Newton) des figures 6.2 (c) et (d). Il est à noter que les fortes valeurs
de Fc peuvent conduire à la disparition des régimes W et DC et à l’apparition d’un régime du
type DN (Dry Newton).
6.3.3 Contre-rotations du cylindre extérieur : Fc < 0
Les figures 6.2 (e) et (f) représentent les résultats obtenus lorsque le cylindre tourne dans le
sens opposé au disque du fond à une fréquence telle que Fc = −0.5. Là encore, les caractéristiques
du champ de base associées aux régimes W , DC et DP varient de façon similaire au cas Fc = 0.
Cependant, à l’inverse des co-rotations on remarque une forte diminution de x dans le régime W
lorsque F décroît. Pour des nombres de Froude suffisamment faibles (de l’ordre de Fc), on constate
que cette effet devient particulièrement marqué et que la zone en rotation solide tend à disparaître
pour une valeur de F que l’on nommera FP . Le point F = FP est donc caractérisé par x = 0, mais
aussi par Γ = 0. Notre modèle prédit donc que le fluide est au repos pour ces paramètres et donc
que la surface libre est plane comme l’indique également les valeurs de ζ/R et h0/R qui sont toutes
deux égales à a. Pour F < FP , le modèle du Rankine n’est plus valable et un nouveau régime noté
P (Plane free surface) est présent. Pour ces valeurs de F , le moment angulaire donné par le disque
en rotation au fluide n’est pas suffisant pour équilibrer celui perdu par le fluide sur le cylindre en
rotation inverse, ce qui empêche la surface libre de se déformer. Nous considérerons ainsi que le
fluide est au repos dans ce régime. Il peut sembler surprenant que l’on obtienne un écoulement
azimutal nul dans cette configuration, cependant les résultats de Bach et al. (2014) montrent que
la surface libre associée à ce régime est effectivement plane, ce qui tend à indiquer que les vitesses
azimutales mises en jeu sont quasiment nulles. Notons cependant que même si la surface libre est
globalement plane dans ce cas, d’importantes fluctuations sont observées expérimentalement. Une
comparaison plus détaillée avec les résultats expérimentaux sera donnée lors de la section 6.4.
La valeur de FP est d’un intérêt particulier car c’est la valeur du Froude à partir de laquelle la
surface libre commence à se déformer. En quelque sorte c’est la valeur de F qui permet d’équilibrer
la rotation inverse du cylindre extérieur et nous remarquerons en particulier que cette valeur est
en général différente de |Fc| et dépend de a (voir figures 6.2 (e) et (f)).
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Figure 6.3 – Cartographie des différents régimes obtenus dans le cas Fc = 0 (et bc/bp = 1). Les
courbes séparants les différentes zones correspondent aux évolutions de FW (ligne pleine) et FC
(ligne discountinue).
6.3.4 Les régimes de champ de base dans l’espace des paramètres
La figure 6.3 permet de cartographier les zones d’existence des différents régimes dans le dia-
gramme des paramètres (a, F ) obtenus pour Fc = 0. Cette figure précise les tendances observées
pour FW et FC en fonction du rapport d’aspect et peut également être directement confrontée aux
diagrammes des états obtenus expérimentalement (figure 3.2 par exemple). Des comparaisons plus
détaillées seront présentées en partie IV et V lorsque des résultats d’analyse de stabilité seront
obtenus. Cependant, nous pouvons d’ores et déjà noter que les polygones tournants et le phéno-
mène de switching semblent apparaître principalement dans les zones DC et DP , tandis que le
phénomène de sloshing semble plutôt être associé aux régimes W et DC. Il convient également
de remarquer que les zones d’observation des polygones tournants semblent suivre des tendances
similaires à celles obtenues ici pour FW et FC .
Les figures 6.4 (a) et (b) permettent quant à elles de visualiser l’évolution des différents régimes
d’écoulement avec la rotation du cylindre extérieur. Dans cet objectif, les résultats sont représentés
dans l’espace des paramètres (F, Fc) pour une valeur de a fixe, à savoir a = 0.3 (figure 6.4 (a)) et a =
0.6 (figure 6.4 (b)). Sur ces figures, la partie supérieure Fc > 0 correspond aux co-rotations tandis
que la partie inférieure Fc < 0 correspond aux contre-rotations. Les lignes pointillées correspondent
à F = ±Fc. La droite F = Fc est d’un intérêt tout particulier car elle correspond à la configuration
classique du seau de Newton. Cette dernière marque la transition de la configuration seau de
Newton (regimes N et ND) vers les configurations W ou DC pour lesquelles x < 1 et une zone
en rotation potentielle apparaît contre le cylindre vertical. Pour Fc < 0, la droite F = −Fc n’est
pas associée à une transition particulière dans le cas général. Pour les valeurs de a considérées ici,
le régime correspondant à une surface libre plane (regime P délimité par une ligne discontinue-
pointillée) subsiste pour des valeurs de F au delà de −Fc.
Les lignes continues délimitent les régimes mouillés (N , W et P ) des régimes démouillés obtenus
pour de fortes rotations de la plaque du fond (ND, DC et DP ). La portion de cette courbe
délimitant la zone N de la zone ND est indépendante de Fc (puisqu’une augmentation de Fc dans
cette zone ne permet pas de déformer la surface libre) et obtenue pour F = 2
√
a (voir partie 3 sur
le seau de Newton). Ici encore, une augmentation du rapport d’aspect décale la ligne de transition
mouillée/démouillée vers des valeurs de F plus importantes. On constate que la transition P/W
suit également cette dernière tendance. Pour comprendre cela, revenons à cette transition. Comme
nous l’avons mentionné, le régime P qui correspond à une surface libre plane et un écoulement
azimutal nul se comprend par le fait que la perte de moment angulaire qui est potentiellement
induite par le cylindre est tellement importante qu’elle ne peut être équilibrée par le moment
donné au fluide par le disque du fond si la rotation de ce dernier n’est pas suffisante. En d’autres
termes, si l’on fixe Fc à une valeur négative et que F est trop faible, le moment angulaire créé
par la plaque du fond est directement compensé par la contre-rotation. Lorsqu’on augmente a et
de stabilité globale du Rankine montrés en partie V.
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Figure 6.4 – Cartographie des différents régimes obtenus dans le plan (F, Fc) pour un rapport
d’aspect donné : (a) a = 0.3, (b) a = 0.6 (dans les deux cas bc/bp = 1). Les différents régimes sont
délimités par : F = ±Fc (droites pointillées), FW et FN (lignes pleines), FW (ligne discontinue),
FC (droite discontinue-pointillée).
pour une valeur de Fc donnée, le moment angulaire qui est potentiellement repris par le cylindre
va augmenter puisqu’on augmente la surface de contact entre l’eau et le bord cylindrique. Il faudra
donc augmenter d’avantage F pour déformer la surface libre. Ceci explique donc bien que la
transition P/W soit du type FP ∼ αFc avec un α coefficient de proportionnalité négatif, dont la
valeur absolue augmente avec a. Notons également que pour des a faibles on s’attend à ce que ce
coefficient soit plus petit que 1 en valeur absolue.
La figure 6.4 (a) permet d’établir une première approche vers la compréhension des résultats
expérimentaux de Bach et al. (2014) qui sont reproduits sur la figure 4.1. De façon qualitative,
nous constaterons simplement ici que les polygones semblent apparaître préférentiellement dans
les régions DC et P , et pour Fc < 0.
6.4 Comparaison avec les résultats expérimentaux
Nous allons vérifier la validité de cette modélisation théorique du champ de base (tourbillon de
Rankine + conservation du moment angulaire) en comparant les prédictions aux mesures expéri-
mentales de ζ obtenues au chapitre 4. Ces comparaisons nous permettront également de discuter
le choix bc/bp = 1 qui a été effectué jusqu’alors et dans les études de Tophøj et al. (2013) et Fabre
et Mougel (2014).
La figure 6.5 compare les évolutions de ζ/R = h(R)/R en fonction de F prédites par le modèle
de champ de base de type Rankine aux mesures expérimentales effectuées pour fc = 0 (cylindre ex-
térieur fixe, i.e Fc = 0). Les résultats obtenus pour trois rapports d’aspect différents sont reportés et
dans chacun des cas, plusieurs valeurs de bc/bp sont considérées. Il est à noter que les résultats expé-
rimentaux obtenus sont comparables aux valeurs théoriques uniquement dans les cas d’une surface
libre axisymétrique (symboles circulaires), c’est-à-dire lorsque les polygones sont inexistants 5. Les
lignes continues tracées sur la figure 6.5 correspondent à bc/bp = 1. On observe des tendances simi-
laires entre la théorie et l’expérience, c’est à dire que dans les deux cas la valeur de ζ/R augmente
avec F de façon monotone 6 en raison de l’effet centrifuge qui repousse les particules fluides contre
la paroi cylindrique. Egalement, on observe dans les deux cas une tendance parabolique pour les
faibles rotations, puis quasi-linéaire pour les fortes rotations. Cependant, les prédictions s’écartent
rapidement des résultats expérimentaux à mesure que F augmente. On constate en particulier que
l’écart est d’autant plus important que le Froude et le rapport d’aspect sont grands. D’autre part,
5. En effet, comme nous l’avons vu au chapitre 4, la présence des polygones peut déstructurer l’écoulement et
ainsi avoir un impact important sur la hauteur d’eau observée en r = R. Ceci se visualise notamment par les
discontinuités associées à l’apparition des premières ellipses pour les rapports d’aspect importants (par exemple en
F ≈ 2.3 pour a = 0.5).
6. Mis à part les comportements singuliers visualisés expérimentalement qui sont dus à l’émergence des polygones.
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Figure 6.5 – Comparaison de la modélisation du champ de base (lignes) aux mesures expéri-
mentales de ζ = h(R) (symbols). Trois rapports d’aspect sont considères, a = 0.2 (courbes qui
tendent vers ζ/R = 0.2 lorsque F s’annule), a = 0.5 et a = 0.8. Dans chacun des cas, la prédiction
de la conservation du moment angulaire appliquée au tourbillon de Rankine est donnée pour trois
valeurs de bc/bp, à savoir bc/bp = 1 (lignes pleines), bc/bp = 2 (lignes pointillées-discontinues) et
bc/bp = 3 (lignes discontinues). Concernant les résultats expérimentaux la légende est identique à
celle de la figure 4.2.
les valeurs expérimentales de ζ/R obtenues sont plus faibles que les prédictions théoriques, ce qui
signifie que la surface libre prédite est davantage déformée que celle de l’expérience et donc que
les vitesses azimutales sont certainement surestimées dans notre modèle. Il convient de discuter de
ce désaccord quantitatif au vu des hypothèses effectuées jusqu’à présent. Quelques éléments sont
exposés dans ce qui suit.
Tout d’abord, l’hypothèse d’un tourbillon de Rankine induit directement une surestimation des
vitesses azimutales au voisinage de r = x qui est inhérente à ce type de modèle. Ce défaut pourrait
en partie expliquer la sur-déformation de surface libre associée à notre modèle.
Ensuite, cette discordance peut également être due au fait que la zone interne en rotation solide
tourne à une fréquence légèrement plus faible que celle du disque, une assertion supportée par des
observations expérimentales de Poncet et Chauve (2007). Cependant, dans les régimes associés à
l’apparition des polygones, les résultats de Bergmann et al. (2011) semblent montrer que la zone
interne tourne à la même vitesse que le disque du fond. Aussi, cette rotation différentielle engen-
drerait inévitablement un écoulement secondaire ; ce qui, dans le régime très faiblement visqueux,
est incompatible avec la rotation solide au vu des arguments présentés à la section 5.3.
Enfin, l’hypothèse selon laquelle bc/bp = 1 n’est pas justifiée ici, étant donné que les couches limites
sur les bords et le fond ne sont pas de nature identique. Ce dernier point est précisé sur la figure 6.5
où l’influence de bc/bp est mise en évidence pour chacun des rapports d’aspect étudiés. Lorsqu’on
augmente bc/bp la surface libre s’aplatit puisque cela revient à augmenter artificiellement le frot-
tement pariétal sur le cylindre. A F donné, l’équilibre correspond donc à une valeur de ζ/R plus
faible. Le modèle peut donc être ajusté de cette façon en adaptant bc/bp de façon à tendre vers
les observations expérimentales. Sur la figure 6.5, on constate qu’avec bc/bp ≈ 3, le modèle donne
des prédictions beaucoup plus proches des résultats expérimentaux. Cependant, nous constatons
que la valeur optimale de cette constante varie de 2 à 4 selon le rapport d’aspect ce qui empêche
d’aboutir à un modèle caractérisé par une unique constante calée sur les mesures expérimentales.
Par la suite, nous ne chercherons pas davantage à ajuster les résultats de ce modèle aux mesures
expérimentales. Au lieu de cela, nous fixerons bc/bp = 1 tout en sachant que le modèle surestime la
déformation de la surface libre mais que tous les ingrédients physiques sont pris en compte. Aussi
nous considérerons le cas bc/bp = 3 pour certaines comparaisons expérimentales (chapitre 10).
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Figure 6.6 – Comparaison entre modèle et expérience pour Fc = [−0.76,−0.38, 0, 0.38, 0.76] et
a = 0.5. (a) Mesures expérimentales de ζ/R. Les valeurs de ζ/R sont ordonnées dans le même sens
que Fc, la série associée aux valeurs de ζ/R les plus grandes correspond donc à Fc = 0.76 et ainsi
de suite. (b) Modèle de Rankine pour bc/bp = 1, co-rotations (lignes discontinues), Fc = 0 (ligne
pleine), contre-rotation (lignes pointillées).
La figure 6.6 permet d’établir une comparaison des résultats expérimentaux (figure 6.6 (a)) et
théoriques (figure 6.6 (b)) pour plusieurs valeurs de Fc et pour un ratio bc/bp = 1.
Pour cette valeur de bc/bp = 1, le modèle surestime encore les déformations de la surface libre.
Cependant, on constate que le modèle reproduit bien les tendances expérimentales observées en
fonction de F , et ce pour différents Fc. Les allures des différentes courbes associées aux co et contre-
rotations sont qualitativement similaires et nous remarquerons en particulier que pour toutes les
valeurs de Fc considérées, les évolutions de ζ/R à grand nombre de Froude sont rectilignes et de
pente identique dans les deux cas. Dans le cas des contre-rotations (lignes pointillées sur la figure
6.6 (b)), les résultats expérimentaux montrent que l’on retrouve un régime pour lequel la surface
libre ne se déforme pas qui est de plus en plus étendu lorsque |Fc| augmente. Ce régime a été
observé par Bach et al. (2014) et correspond au régime P de la discussion précédente. On constate
que la transition à partir de laquelle la surface libre commence à se déformer (F = FP ) est obtenue
pour des valeurs de F plus importantes dans l’expérience. Cette différence est cohérente avec la
surestimation de la déformation de la surface libre associée à notre modèle pour bc/bp = 1. En
conséquence, l’étendue du régime P représentée sur la figure 6.4 est probablement sous-estimée par
rapport au cas réel.
Pour conclure, nous avons montré que le modèle non-visqueux du tourbillon de Rankine né-
cessite un ingrédient supplémentaire afin de fermer le problème. Sans cela, la position d’équilibre
associée à des paramètres (a, F , Fc) donnés ne peut être capturée. En effet, il semble que cette po-
sition d’équilibre soit imposée par un bilan de moment angulaire créé ou dissipé au sein des couches
limites et advecté par les recirculations. Etant donné que ces ingrédients sont tous deux négligés
dans le modèle, la conservation du moment angulaire doit être introduite pour fournir l’équation
manquante et obtenir ainsi un modèle complet. Nous avons ensuite montré que ce modèle permet
de discerner différents régimes d’écoulement et d’en donner une cartographie dans les espaces des
paramètres (a, F ) et (F, Fc). Pour finir, nous avons vérifié que les prédictions associées au modèle
sont tout à fait cohérentes avec les visualisations expérimentales même si ce dernier surestime quan-
titativement la déformation de la surface libre pour bc/bp = 1. Cet écart peut cependant être réduit
en ajustant le paramètre bc/bp. Nous retiendrons que le rapport bc/bp = 3 donne des résultats de
comparaison corrects pour des valeurs de rapport d’aspect approximativement situées entre 0.2 et
0.8. Cette valeur sera retenue pour effectuer des comparaisons entre expériences et stabilité globale
lors du chapitre 10. Soulignons également que le modèle de la conservation angulaire pour Fc = 0
prédit une valeur de x ≈ 0.5R sur une large gamme de F et de a. Ce résultat nous permettra
dans certains cas (en partie V notamment) de ne plus faire référence à la conservation du moment
angulaire et de directement supposer que le coeur du Rankine est fixé à cette position.
Chapitre 7
Vers des champs de base plus
réalistes
7.1 La méthode de Newton avec adaptation du maillage
Dans la suite de ce document, nous utiliserons uniquement des champs de bases modèles pour
conduire les analyses de stabilité. Cependant, au vu des études futures, une méthode permettant
d’accéder à un champ de base plus réaliste a été développée. Ce chapitre vise à présenter cette
méthode ainsi que quelques résultats préliminaires obtenus.
La méthode développée consiste à résoudre les équations stationnaire et axisymetriques (5.1),
(5.2) et (5.3). La difficulté principale réside dans la détermination de la position de la surface libre
qui est elle même une inconnue du problème. Une méthode itérative de Newton avec adaptation
de maillage a été développée. Cette méthode est détaillée en annexe A et seules les grandes lignes
sont résumées ici :
(1) Choix d’une première estimation de la position de surface libre h(r) et d’un écoulement U
vérifiant les conditions aux limites appropriées dans le domaine S = [0, 1]× [0, h(r)].
(2) U = U + u (u une petite variation).
(3) Résolution du système linéaire inhomogène obtenu en utilisant en particulier des conditions
de glissement et de non pénétration en z = h(r).
(4) Si
√∫
S u
2 > 10−10, nous considèrerons que l’écoulement n’est pas à l’équilibre. On re-
construit alors le maillage h(r) = h(r) + ηz avec le déplacement vertical ηz calculé à partir de la
contrainte normale en z = h(r) obtenue à l’étape (3). On adapte ensuite le champ U au nouveau
maillage, puis on revient à l’étape (2).
(5) U0 = U, h0 = h.
Ce procédé est analogue à celui utilisée par Kahouadji et Witkowski (2014). Le logiciel FreeFEM++
est utilisé ici pour développer cette méthode. Notons que ce principe est applicable pour une large
gamme de problèmes physique où l’on souhaite trouver une position d’interface stationnaire. Elle
a été par exemple utilisée par David Fabre dans le cas des ponts liquides (sans écoulement, mais
avec de la tension interfaciale). Cette méthode pourrait permettre de caractériser l’ensemble des
régimes de champ de base, incluant les régimes démouillés.
7.2 Résultats préliminaires
Quelques résultats préliminaires sont maintenant donnés dans le cas de faibles déformations de
la surface libre. Les nombres sans dimension dans ce problème sont a, F , Re = E−1 (c.f annexe A).
Nous considérons ici les deux cas (a = 1, F = 0.3162, Re = 900) et (a = 1, F = 0.3162, Re = 1500)
de façon à effectuer une comparaison avec des résultats de la littérature.
La figure 7.1 montre les contours de vitesse azimutale V0(r, z) obtenus dans ces deux cas en com-
paraison avec les résultats de Kahouadji et Witkowski (2014). Un très bon accord entre ces deux
méthodes est obtenu au vu de cette comparaison. Précisons par ailleurs que l’on visualise bien ici la
zone centrale en rotation solide pour laquelle les iso-valeurs de V0(r, z) correspondent à des lignes
verticales séparées radialement par un écart constant. De plus, nous remarquerons que ces lignes
d’iso-contours dévient légèrement de la verticalité dans la zone proche du disque en rotation. Cette
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(a) Re = 900 (b) Re = 1500
Figure 7.1 – Exemple de structure de l’écoulement de base. Contours de vitesses azimutales
V0(r, z). (haut) Nos résultats, iso-niveaux séparés de 0.025. (bas) Résultats de Kahouadji et Wit-
kowski (2014), iso-niveaux séparés de 0.05 (une erreur typographique est suspectée concernant
cette valeur).
dernière remarque indique que pour ces valeurs modérées de Re, la zone en rotation solide tourne
légèrement plus lentement que le disque du fond, ce qui semble en accord avec les observations de
Poncet et Chauve (2007).
De façon plus quantitative, une comparaison de la déformation de surface libre obtenue au centre
du cylindre est donnée dans le tableau 7.1. Cette déformation est évaluée relativement à la position
non déformée par la deflexion interfaciale relative définie par |h0(0)/R− a|/F . Les résultats obte-
nus sont comparés à ceux de Bouffanais et Lo Jacono (2009) (calcul 3D), Piva et Meiburg (2005)
(approximation de la déformation de surface libre au premier ordre 1) et Kahouadji et Witkowski
(2014). Notre méthode donne des résultats cohérents avec ceux de Piva et Meiburg (2005) et Ka-
houadji et Witkowski (2014) pour Re = 900 et avec les résultats de Kahouadji et Witkowski (2014)
pour Re = 1500. Comme le précise Kahouadji et Witkowski (2014) un désaccord d’un facteur deux
est cependant présent avec les résultats de Bouffanais et Lo Jacono (2009). Nous renvoyons le
lecteur à Kahouadji et Witkowski (2014) pour une discussion concernant cette différence.
Pour conclure, notre méthode semble donc en accord avec les résultats de la littérature pour
de faibles valeurs de déformation de la surface libre et confirme en particulier les résultats de
Kahouadji et Witkowski (2014) obtenus dans ces régimes. Cette méthode pourrait permettre une
1. Comme il l’est précisé dans Kahouadji et Witkowski (2014), nous noterons que les résultats de Piva et Meiburg
(2005) correspondent à la première itération de l’algorithme de Newton.
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Re Bouffanais et Lo Jacono (2009) Piva et Meiburg (2005) Kahouadji et Witkowski (2014) Nos résultats
900 ∼ 6.7× 10−2 ∼ 3× 10−2 3.2× 10−2 3.1× 10−2
1500 ∼ 8.5× 10−2 No value 4.1× 10−2 4.0× 10−2
Table 7.1 – Déflexion interfaciale relative |h0(0)/R− a)|/F pour a = 1 et F = 0.3162.
étude fine des couches limites présentes aux parois (la couche limite sur le disque en rotation,
nommée couche d’Ekman, est particulièrement visible sur la figure 7.1). D’autre part, la méthode
de stabilité globale présentée au chapitre 5 pourrait être appliquée à ce champ de base. Cependant
des problèmes de convergence de la méthode de Newton sont rencontrés lorsque la déformation de
surface libre devient trop importante et des développements supplémentaire sont nécessaires dans
ce cas.
En se qui concerne les perspectives plus lointaines et dans l’optique de se rapprocher des nombres de
Reynolds expérimentaux, précisons qu’il serait également intéressant d’inclure un modèle de turbu-
lence dans ce type de calcul du champ de base. Une étude de stabilité d’un champ de base turbulent
semble en effet être pertinente au vu de l’expérience de l’azote liquide (cf. Tophøj et al. (2013))
dans laquelle les motifs polygonaux se forment à partir d’un écoulement quasi-axisymétrique et
pleinement turbulent.
Le calcul direct du champ de base est laissée de côté pour des travaux futur. Dans la suite de cette
thèse, nous nous focaliserons sur l’étude des champs de base modèles présentés lors de la section
précédente.

Troisième partie
Etude de stabilité du seau de Newton
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Chapitre 8
Les ondes du seau de Newton
Ce chapitre porte sur la stabilité globale d’un écoulement à surface libre en rotation solide.
Il a été montré au cours de la partie II que la rotation solide est une configuration importante pour
la modélisation de l’expérience à fond tournant et plus précisément dans le cas des régimes mouillés
(W ) et composites (DC). En effet, cet écoulement modélise le coeur du tourbillon de Rankine à
surface libre et sa description est donc un prés-requis fondamental pour la compréhension de ce
dernier dont les résultats préliminaires sont présentés en partie V.
Le seau de Newton abrite une grande variété d’ondes de différentes familles. Des ondes de surface
gravitaires dues à la gravité, des ondes de surface centrifuges dues à l’accélération centrifuge, des
ondes inertielles dues à l’accélération de Coriolis et enfin des ondes de Rossby topographiques dues
à la variation de hauteur d’eau (parabole). Un portrait de ces différents types d’ondes est présenté
dans les régimes mouillées et démouillées et une étude détaillée de la transition singulière corres-
pondant au démouillage est proposée. Dans le cadre de cette thèse, le seau de Newton doit être
vu comme un laboratoire à ondes qui permet de construire un catalogue regroupant les caractéris-
tiques des différentes familles d’ondes identifiées.
Outre l’aspect indispensable de la compréhension de la stabilité de ce type de champ de base dans
le cadre de l’étude des ruptures de symétrie observées expérimentalement, soulignons que la rota-
tion solide constitue une solution stationnaire exacte (aux effets de tension de surface prés) d’une
expérience consistant à faire tourner un récipient à un taux de rotation constant (voir figure 8.1).
Les ondes mises en évidence dans ce chapitre de façon théorique et numérique pourraient donc
également être étudiées par voie expérimentale dans cette configuration beaucoup plus simple que
le cas singulier où seul le fond tourne.
Les résultats de cette partie sont présentés sous la forme d’un article en préparation pour Jour-
nal of Fluid Mechanics.
Figure 8.1 – Illustration du seau de Newton
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The linear stability of a free surface rotating flow in a cylindrical container, known as the
Newton’s bucket, is investigated through a global stability method. When surface tension
is disregarded, the base state, associated with a solid body rotating flow, corresponds to a
parabolic shape of the free surface. The linear stability of this Newton’s bucket base flow
is confirmed in the present paper for a large range of the (a, Fr) parameters, with a the
aspect ratio and Fr a Froude number. The aim of this paper is to describe all the different
wave families which can be found, namely surface waves including gravity waves due the
gravity acceleration and centrifugal surface waves due to the centrifugal acceleration,
inertial waves due to Coriolis acceleration which are singular in the inviscid limit and
Rossby waves due to height variations of the fluid layer. Moreover, in some specific
regimes, surface waves can be interpreted as edge waves trapped close to the contact
lines. First, all these wave families are described thanks to a global stability method,
which allows to follow wave branches in the (a, Fr) parameter space from rest to highly
deformed free surface, for which an inner dry zone appears. Then a further description of
their structure and properties is investigated through asymptotic expansions conducted
in the shallow water approximation (small a) and/or in the low Froude number regime.
1. Introduction
When a cylindrical container, such as a glass or a pail, is partially filled with a liquid and
put into rotation at a constant rate around its vertical axis, the free surface deforms as a
consequence of centrifugal effects and eventually relaxes to a parabolic shape. This simple
situation, which is now often encountered as an exercise in undergraduate fluid dynamics
courses, was first discussed by Newton (1687), who described the motion as follows : If a
vessel, hung by a long cord, is so often turned about that the cord is strongly twisted, then
filled with water, and held at rest together with the water; after, by the sudden action of
another force, it is whirled about in the contrary way, and while the cord is untwisting
itself, the vessel continues for some time this motion; the surface of the water will at first
be plain, as before the vessel began to move; but the vessel by gradually communicating
its motion to the water, will make it begin sensibly to revolve [...] till at last, performing
its revolutions in the same times with the vessel, it becomes relatively at rest in it. After
this description of the transient dynamics, which are now explained as a result of viscous
stress originating from the walls and leading to a relaxation to a solid body rotation and
a parabolic surface, Newton carried out a philosophical argument intended as a proof
of the existence of an absolute space : This ascent of the water shows its endeavour to
recede from the axis of its motion; and the true and absolute circular motion of the water,
which is here directly contrary to the relative, discovers itself, and may be measured by
this endeavour. In other words, an observer located in the same frame as the bucket, even
† Email address for correspondence: jerome.mougel@imft.fr
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if he perceives the water as perfectly still, could still infer that the bucket is in rotation
by a simple observation of the curved surface. Following the argument considering a
related situation consisting of two spheres attached with a link and rotating around each
other, Newton argued that the determination of this circular motion, even in an immense
vacuum, where there was nothing external or sensible with which [the motion] could be
compared. He thus concluded that the rotation of the vessel (or the spheres), which can
be evidenced without any reference to other bodies, necessarily takes place with respect
to an absolute space.
This argument was criticized by Mach (1878), who objected that the situation of a
bucket in an otherwise empty space is meaningless, and that one can at best assert that
the bucket is rotating with respect to masses of the universe located sufficiently far away
to be considered as still : Newton’s experiment with the rotating vessel of water simply
informs us that the relative rotation of the water with respect to the sides of the vessel
produces no noticeable centrifugal forces, but that such forces are produced by its relative
rotations with respect to the mass of the earth and other celestial bodies. He thus reworded
Newton’s first law of mechanics in the following way : When, accordingly, we say that
a body preserves unchanged its direction and velocity in space, our assertion is nothing
more or less than an abbreviated reference to the entire universe. These reflexions by
Mach are known to have been an important source of inspiration in Einstein’s elaboration
of the theory of relativity (Staley, 2013).
Reconsidering the original Newton argument with a modern point of view, one could
argue that, even without noticing the concavity of the surface, an observer located in the
frame of the bucket could convince himself that he is rotating with respect to an inertial
frame (or gallilean frame, or ”absolute” frame, since, following Mach’s positivist point of
view, all these expressions are now considered to have the same meaning) by observing
that small amplitude perturbations give rise to wave motions. Indeed, several kind of
waves directly due to rotation or affected by it can be expected to occur in the present
situation. At least three families of waves can be anticipated. At first, for frequencies of
the order of the rotation rate, one expects to encounter inertial waves which are directly
due to the restoring effect of the Coriolis force (Greenspan 1990). Secondly, at much
lower frequencies, the radial variation of height of liquid plays a similar role as the zonal
variation of the Coriolis parameter in planetary flows, so one can also expect the existence
of Rossby waves. Finally, surface waves (also called sloshing modes) due to the restoring
effect of gravity are also to be met, and one can expect to detect the effect of rotation
on their characteristics.
Despite the academic interest linked to its historical significance, only a few studies
have investigated the oscillation modes of the Newton bucket configuration, and most
of them focussed on the sloshing modes without rotation (Henderson & Miles (1994),
Ibrahim (2005), Bauer & Eidel (1997), Martel et al. (1998)), or restricted to either the
weak rotation regime (Miles 1964) or the fast rotation regime (Sun (1960) , Miles &
Troesh (1961)) where the free surface remains flat at leading order or forms a hollow
cylindrical core respectively. However beyond the fundamental interest, there are several
practical situations where it is desirable to possess a comprehensive description of the
various wave solutions of the Newton bucket configuration. First, the fact that it gives
rise to an almost perfect parabolic surface has been exploited in at least two applications.
The first one is the obtention of liquid mirrors, which has been enforced in large telescopes
by slowly rotating a circular tank filled with quicksilver or gallium (Borra 1982). The
second one is linked to the production of contact lenses by the spin casting process,
in which liquid polymer is injected into a spinning mold (Neefe 1983). In both these
situations, it may be desirable to know the frequencies at which the free surface is more
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akin to vibrate, leading to potential disturbances of the desired shape. Secondly, a closely
related situation, in which only the bottom plate is rotating while the lateral wall is held
fixed, as been the object of a number of recent experiments (Vatistas (1990), Jansson
et al. (2006), Suzuki et al. (2006), Poncet & Chauve (2007), Bergmann et al. (2011))
because it gives rise to the onset of spectacular three-dimensional patterns, including
rotating polygons, switching, sloshing. Recently, an explanation of such phenomena in
terms of resonance between several kind of waves has been proposed (Tophøj et al. (2013),
Fabre & Mougel (2014), Mougel et al. (2014)). The proposed mechanism requires some
differential rotation, so it is not directly applicable to the Newton bucket configuration,
for which all wave solutions are expected to be stable (namely, oscillating or weakly
damped). However, experimental observations and a theoretical argument by Bergmann
et al. (2011) demonstrate that a substantial part of the flow, in the central regions, is
actually close to solid body rotation, so having at hand a catalogue of the wave solutions
existing in this configuration is highly desirable. Also, it is worth pointing out that the
new apparatus by Bach et al. (2014) is characterized by independent rotation between
the cylinder wall and the bottom plate, and therefore allows to navigate in between the
two above mentioned configuration, namely Newton’s bucket and the rotating bottom
experiment.
The objective of this work is, thus, to provide an exhaustive and comprehensive cata-
logue of all the wave solutions existing in the Newton bucket configuration, for a range
of parameters ranging from zero rotation and flat surface to strong rotation and highly
deformed surfaces (with the possible appearance of a dry central core). For each family,
we will detail the structure of the eigenmodes and the physical mechanisms behind it,
and explore the effect of the parameters (the most important being the Froude num-
ber characterizing the ratio between rotation and gravity effects) on the frequency and
damping rate. For this sake, we will employ a combination of various approaches, in-
cluding a numerical resolution of the global stability equations in the viscous case, a
simpler approach valid in the shallow water approximation which allows some analytical
treatments, and a number of asymptotic approaches. The paper is organized as follows :
in §2 we describe the geometry and the parameters, present the general linear equations
governing small-amplitude waves in the viscous case, and introduce the global stability
method used to solve them. In §3, we analyze the mathematical structure of the inviscid
problem, first from the general equations, and secondly from the point of view of shallow
water approximation. §4 is devoted to the exploration and classification of the wave so-
lutions, relying mostly on the numerical resolution of the global stability problem, with
comparison of approximate solutions of the inviscid problem whenever possible. Then,
§5 explores the effect of viscosity and boundary conditions on the wave, in particular
by comparing the results with either slip-free or stress-free conditions along the walls.
Finally, §6 summarizes the results and lists a few open directions for future studies.
2. Problem setting : geometry, parameters, and governing equations
2.1. Geometry and parameters
In cylindrical coordinates (r, θ, z) we consider a cylindrical recipient of radius R partially
filled with water and rotating around its vertical axis of symmetry at a constant rotation
rate Ω with respect to an inertial frame. The gravity field is constant and vertical, with
acceleration g. The volume of fluid filling the cylinder is fixed and reads piR2H, where
H denotes the height of the flat free surface at rest. The first dimensionless parameter is
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thus purely geometrical, and corresponds to the aspect ratio
a =
H
R
. (2.1)
In the general case we consider an incompressible, viscous liquid of density ρ, kinematic
viscosity ν. The physics of this problem is thus controlled by three main ingredients,
namely rotation, gravity and viscosity. Taking the cylinder’s radius as a length scale, the
three associated time scales respectively read TΩ = Ω
−1, Tg =
√
R/g and Tν = R
2/ν.
Pertinent non dimensional numbers can be constructed by comparison between these
time scales. The most important one is obtained by comparing gravity and rotation, and
yields the Froude number
Fr = a−1/2
Tg
TΩ
= ΩR/
√
gH. (2.2)
Note that the aspect ratio a has been conveniently incorporated into this definition.
Under this form, the Froude number can also be interpreted as the ratio between the
characteristic velocity of the fluid and the celerity of surface waves in the shallow water
limit, so this choice will prove to be particularly convenient.
The third important parameter needed in the analysis can be constructed by comparing
the viscous time scale with the other effects. Two choices are possible: comparing rotation
and viscosity leads to the Ekman number E, while comparing viscosity and gravity gives
the gravitational Reynolds number C−1
E =
TΩ
Tν
=
ν
R2Ω
; C−1 =
Tg
Tν
=
√
R3g
ν
. (2.3)
At equilibrium, the whole volume of fluid rotates rigidly with the solid walls; the
azimuthal velocity in the inertial frame thus corresponds to V (r) = Ωr. Neglecting
surface tension, the free surface shape is governed by the equilibrium between centrifugal
force an gravity which leads to the famous parabola. Two regimes should be considered
for the equilibrium state (further call base flow) depending if the Froude number is below
or above the critical value Frc = 2. If Fr < 2, the minimum water height remains positive
and the water covers the entire bottom. In this range the system will be referred to as
’wet’ (wet case). On the other side, when Fr ≥ 2 the fluid does not entirely cover the
container bottom (see Figure 1). In other words, a circular dry region appears at the
center and this case is referred in the following as ’dry’ (dry case). The equation for the
free surface is given, in each case, by
Wet case (Fr < 2) : h(r) = H +
Ω2
2g
(
r2 − R
2
2
)
≡ a
[
1 + Fr2
(
r2
2
− 1
4
)]
Dry case (Fr > 2) : h(r) =
Ω2
2g
(
r2 −R2)+√Ω2HR2
g
≡ aFr
2
2
(
r2 − rc2
)
(2.4)
In each case, the second expression given here is non dimensional (with R as a length
scale), and rc is the non dimensional radius of the dry region defined by rc =
√
1− 2/Fr.
The pressure distribution corresponding to this base state is given as P0(r, z) = Pa +
ρg(h(r)− z) where Pa is the pressure at the free surface.
Finally, it should be noted that the equilibrium state does not depend upon the viscosity
of the fluid. Viscosity would only impacts the rate at which the equilibrium is obtained.
In the following, the wave analysis is performed on the steady base state which is again an
inviscid equilibrium. Viscosity will only affect the dissipation of the perturbation struc-
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Figure 1. Typical free surface shapes
tures.
2.2. Global stability equations
We consider in the following small perturbations of the base flow defined previously. We
thus expand velocity, pressure and fluid height as follows
[U, V,W,P ] = [0,Ωr, 0, P0(r, z)] + [u(r, z), v(r, z), w(r, z), ρp(r, z)] e
imθ−iωt, (2.5)
H(r) = h(r) + η(r)eimθ−iωt, (2.6)
where P0 is the pressure at the free surface. Here m is the azimuthal wavenumber, and
ω is the complex frequency of the wave when observed in the inertial frame. Classically,
we have ω = ωr + iωi where ωr is the oscillation rate and ωi < 0 is the damping rate.
Note that the frequency in the rotating frame will correspond to ω −mΩ.
The linearised equations for the perturbations then read
i(mΩ− ω)u− 2Ωv = −∂p
∂r
+ ν
(
∆mu− u
r2
+
2imv
r2
)
, (2.7a)
i(mΩ− ω)v + 2Ωu = − im
r
p+ ν
(
∆mv − v
r2
− 2imu
r2
)
, (2.7b)
i(mΩ− ω)w = −∂p
∂z
+ ν∆mw, (2.7c)
0 =
∂u
∂r
+
u
r
+
im
r
v +
∂w
∂z
. (2.7d)
Here ∆m is the Laplacian operator defined as
∆m =
∂2
∂r2
+
1
r
∂
∂r
− m
2
r2
+
∂2
∂z2
. (2.8)
To complete the set of equation (2.7), boundary conditions on both the free surface, the
side walls and the axis have to be imposed. The free surface at z = h(r) requires special
attention as kinematic, dynamic and no-tangential stress boundary conditions should be
satisfied. The linearised conditions respectively read
i(mΩ− ω)η = w − h′(r)u, (2.9a)
n · (σ · n) + ρgη = 0, (2.9b)
n× (σ · n) = 0, (2.9c)
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at z = h(r). With the exponent ′ standing for the r derivative, σ is the non-dimensional
stress tensor defined as σ/ρ = 2νD − pI with D the deformation rate tensor and I the
identity matrix, n = nrer + nzez the outward normal at the free surface. In addition,
we apply either stress-free (equation (2.9c) along with no-penetration) or no-slip (u =
0) boundary conditions on the cylinder side wall and bottom, along with regularity
conditions at the axis (r = 0) whose precise expression depend upon the azimuthal
wavenumber m.
In most of the paper, we will choose R as the length scale and TΩ as the time scale.
Thus the equation will be made non dimensional by using the substitution R ≡ 1, H ≡ a,
Ω ≡ 1, g ≡ a−1/2Fr, ν ≡ E, ρ ≡ 1. We will also call λ the nondimensional frequency in
the rotating frame, namely
λ =
ω −mΩ
Ω
(2.10)
The resolution of the linear eigenvalue problem (2.7-2.9) then formally consists of com-
puting λ as function of the four parameters (m,Fr,E, a). However, in some cases, other
parametrization choices will prove to be more convenient; for instance, the phenomena
driven by gravity will be better described using Tg and the parameters (m,Fr,C
−1, a).
For these reasons, in the presentation of the results, we prefer to explicitly mention the
nondimensionalization choices when discussing the results for frequencies, i.e. dispersion
curves †.
2.3. Numerical method
In the case where no-stress boundary condtions are applied on the borders (bottom and
side walls), the set of equations (2.7), (2.9a), (2.9b) and (2.9c) can be written under the
compact form
−iλu+ ez × u = −∇p+ E∆mu, (2.11a)
∇.u = 0, (2.11b)
σ.n− σnn = 0 on Γs ∪ Γc ∪ Γb, (2.11c)
−iλσn + geu.n = 0 on Γs, (2.11d)
u.n = 0 on Γc ∪ Γb, (2.11e)
with ge = a
−1Fr−2
√
1 + h′2 the equivalent acceleration resulting from gravity and cen-
trifugal components and σn = n · (σ ·n) the normal stress component. Here TΩ has been
used as the time scale to write the set of equation in a non-dimensional form.
The set of equations (2.11) is now solved numerically using a finite element method. For
this purpose, we introduce the test functions u∗, p∗ and σ∗n associated to the amplitudes
u, p and σn respectively. The first step to construct the weak formulation consist to
integrate (2.11a) u∗, (2.11b)p∗ and (2.11c) σ∗n over the whole domain
† The importance of the time scale can be seen from the expression of the Froude number.
Indeed, keeping the gravity constant (scaling Tg) we increase the Froude number by increasing
the rotation rate, while if we keep Ω constant (scaling TΩ) the Froude number increases when g
decreases. In this way, the low Froude number of the first case correspond to vanishing rotation
while the low Froude number of the second case corresponds to a rigid and horizontal free surface
(g tends to infinity).
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∀(u∗,p∗, σ∗n)
((−E∆mu+∇p) ,u∗) + (ez × u,u∗) = iλ(u,u∗), (2.12)
(∇.u, p∗) = 0, (2.13)
< geu.n, σ
∗
n >Γs = iλ < σn, σ
∗
n >Γs , (2.14)
with (., .) and < ., . > the inner products defined respectively in the domain and on the
boundary by (a, b) =
∫
Φ
ab¯dv and < a, b >=
∫
Γ
ab¯ds with the exponent ¯ standing for
complex conjugate. To ensure no-stress condition on the free surface (Verfurth 1991) we
use Green’s formula (also known as the divergence theorem)
((−E∆mu+∇p) ,u∗) = 2E(D(u),D(u∗))− (p,∇.u∗)− < σ.n,u∗ >, (2.15)
in which we can impose free-stress condition σ.n = σnn on all the borders. Consequently
we obtain
∀(u∗,p∗, σ∗n) 2E(D(u),D(u∗)) + (ez × u,u∗) −(p,∇.u∗) − < σn,u∗.n >(∇.u, p∗) 0 0
< geu.n, σ
∗
n >Γs + < u.n, σ
∗
n >Γc∪Γb 0 0
 = iλ
 (u,u∗)0
< σn, σ
∗
n >Γs

(2.16)
The above equation can be written into the form of a generalized eigenvalue problem
AX = λBX with the eigenvector X = [u, p, σn]t (with the exponent t standing for
transposition) and the eigenvalue λ. Matrix A and B are built using the finite element
software FreeFem++ (see Hecht 2012) and the linear system is solved by means of a
shift and invert method using a Krylov-Shur type solver and SLEPc library. Note that
the method presented above can easily be adapted to include Dirichlet conditions on the
walls so as to treat the problem with no-slip boundary conditions.
3. The inviscid problem : mathematical investigation
Before presenting the numerical resolution of the global problem, we will first investi-
gate the structure of the inviscid problem in a mathematical way. We first consider the
equation governing the global problem and show that they can be set into a compact
form which is not suited to numerical resolution but very useful for classification of wave
solutions. We then focus on the particular case encountered when dependency with re-
spect to the vertical direction can be neglected. We show that in this regime, referred to
as the shallow water regime, the equations can be reduced to a single differential equation
suited to numerical resolution and mathematical analysis.
3.1. Global problem : the Poincare´ equation
In the inviscid case the problem can be stated entirely in terms of the pressure component.
For this purpose Eqs. (2.7a− b) can be combinated to express u and v as function of the
pressure, leading to
u =
i
λ2 − 4
(
2
m
r
p− λ∂p
∂r
)
, (3.1a)
v =
1
λ2 − 4
(
λ
m
r
p− 2∂p
∂r
)
, (3.1b)
w = − i
λ
∂p
∂z
, (3.1c)
η = aFr2p(z = h(r)). (3.1d)
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Reporting expressions (3.1a), (3.1b) and (3.1c) into the continuity equation leads to the
following equation, generally known as the Poincare´ equation, which describes the flow
in the bulk
∂2p
∂r2
+
1
r
∂p
∂r
− m
2
r2
p+
(
λ2 − 4
λ2
)
∂2p
∂z2
≡ ∆p− 4
λ2
∂2p
∂z2
= 0 for (r, z) ∈ D. (3.2)
Where D denotes the inner domain, defined by [r, z] ∈ [0, 1]× [0, h(r)] (or [r, z] ∈ [rc, 1]×
[0, h(r)] in dry cases). Boundary conditions at the free surface z = h(r) and inviscid
boundary conditions at r = 1 and z = 0 can also be expressed in terms of the pressure
variable, leading respectively to
∂p
∂z
− aFr2λ2p+ h
′λ
λ2 − 4
(
2m
r
p− λ∂p
∂r
)
= 0 for z = h(r), (3.3)
λ
∂p
∂r
− 2mp = 0 for r = 1, (3.4)
where h(r) is given by either (2.4) in nondimensional way. The problem is completed by
regularity condition at the axis (wet case only) and no-penetraton condition at the wall,
namely p(r) ≈ rm for r ≈ 0 and ∂p/∂z = 0 for z = 0.
In the general case, the set of boundary conditions associated with this problem is
particularly unpractical and not fitted to a numerical resolution. On the other hand, in
the case where the rotation is weak and the free surface remains nearly flat, the Poincare´
equation can be solved analytically through asymptotic expansions in terms of the Froude
number. Such developments will provide useful guides during the numerical exploration
of the viscous problem, but are not essential at the present stage, so the corresponding
equations are postponed to appendix A. In the present section, we will restrict to a qual-
itative discussion of the possible solutions according to the mathematical properties of
the Poincare´ equation. The most important feature is that the nature of the equation
changes drastically depending upon the relative frequency with respect to the rotating
frame λ (see Greenspan (1990) for instance).
First, if |λ| > 2, the equation is elliptic. In this case, solutions under the form of regular
eigenmodes are generally expected to be found. In fact, the possible deformations of the
free surface allows for such solutions which will be identified as gravity waves in the sequel
because they are governed by the restoring action of gravity for free surface deviations
from equilibrium.
Secondly, if |λ| < 2, the Poincare´ equation becomes hyperbolic. This case, in which the
absolute value of the relative frequency is less than twice the background rotation, actu-
ally corresponds to the range of existence of inertial waves due to the restoring action of
the Coriolis acceleration. However, due to the hyperbolicity of the governing equation,
it is generally not possible to find regular eigenmode solutions which fulfill the whole set
of boundary conditions, except under very special circumstances. Instead, the spectrum
of the inviscid problem generally corresponds to a continuous set of generalized eigen-
functions corresponding to singular inertial modes. The singularity can be regularized
by introducing a small amount of viscosity and the modes solution are then expected to
exhibit a ray-like structure. This behavior was investigated in other configurations such
as spherical shells (Rieutord & Valdettaro (1997)) for instance, and can be expected to
be met in the present case.
The drastic change of the nature of the solutions can be best understood by considering
WKBJ-like solutions p(r, z) ≈ exp[i(krr + kzz)], where kr and kz are radial and vertical
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local wave numbers of large amplitude. Reporting in the Poincare´ equation leads, at
leading order, to
k2r +
(
λ2 − 4
λ2
)
k2z = 0.
Therefore, in the elliptic case, k2r and k
2
z are of opposite sign. So, if solutions are oscillat-
ing in the radial direction (kr is real), they are necessarily evanescent with the vertical
direction and exponentially decaying away from the surface (kz is imaginary). This de-
scription matches with the expected structure of gravity waves. An other possibility is
for the eigenfunctions to be oscillating in the vertical direction (kz real), and evanescent
with the radial direction (kr imaginary). As we shall see, this second possibility is also
encountered for very strong rotations (see section 4).
In the hyperbolic case, on the other hand, k2r and k
2
z have the same sign, so one can ex-
pect solutions with an oscillating behavior in both radial and vertical directions (kr and
kz real). This property leads to the above mentioned ray-like structure, with iso-phase
surfaces forming planar sheets inclined with respect to the vertical by an angle φ such
that tanφ = kr/kz ≡ ±
√
4/λ2 − 1. Such rays can reflect along the boundaries of the
domain, and the singularity of the problem is due to the fact that rays experiencing mul-
tiple reflexions do not generally form closed orbits. Note, finally, that the hyperbolic case
also allows for the existence of another type of solutions which are evanescent in both the
radial and the vertical directions (kr and kz imaginary). As we will see in next section,
this kind of solution will also turn out to be observed in some range of parameters.
Before closing this discussion, we have to mention that there exists special geometries for
which the Poincare´ solution turns out to have regular solutions in the hyperbolic case: one
of them corresponds to a finite cylinder as long as top and bottom boundaries remain flat
disks. This situation is encountered in the present case in the limit of very small rotation.
In such a case, the inertial waves, also called Kelvin modes, can be obtained in separated
variable form, and their characteristics have been tabulated, for instance, in Eloy et al.
(2003). However, as the rotation rate is increased and the free surface becomes concave,
this regular structure is expected to be lost. The gradual transition of the eigenmodes
from a regular structure to a singular, ray-like structure will be one of the objectives of
the numerical study of the viscous problem carried out in section 4.
Finally, one should note that the Poincare´ equation degenerates when λ goes to zero. This
is actually associated with another family of solutions which are more easily identified
using shallow water approximation which follows.
3.2. Shallow water approximation
We now investigate a particular case of the inviscid problem, obtained when the vertical
variation of the dynamic pressure can be neglected, namely p(r, z) ≈ p(r), and is therefore
simply related to the height perturbation η. Such a situation is usually described as the
shallow water approximation which is admitted to be valid as long as the horizontal
scales remain large compared to the vertical scales. It is thus expected to be encountered
for small aspect ratio a. In fact, such approximation can be extended to arbitrary a as
long as the flow structure is independent of the vertical direction. This case is not well
captured by the Poincare´ equation, but the problem can be set into an even simpler form
which is convenient for numerical resolution and mathematical investigation. For this
sake, we notice that according to (3.1a-3.1c) the horizontal velocity components (u, v)
are also functions of r only, and the vertical velocity component is negligible compared
to the horizontal ones. Thus we can derive an equation of evolution of the elevation of
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the free surface η as function to the horizontal divergence, namely
dη
dt
= −h(r)
[
1
r
∂ru
∂r
+ imv/r
]
,
Expressing all unknowns in terms of the η component leads to the following equation
η′′(r) +
(
1
r
+
aFr2r
h(r)
)
η′(r) +
(
aFr2Λ
h(r)
− m
2
r2
)
η(r) = 0, (3.5)
with
Λ = λ2 − 4− 2m
λ
.
Boundary conditions are (i) no penetration at the wall r = 1, i.e. u(1) = 0, and (ii) the
solution is regular at the centre r = 0 for the wet case, or, a kinematic condition at r = rc
for the dry case. Conditions (i) and (ii) can be expressed in term of η only and read
η′(1)− 2m
λ
η(1) = 0 (3.6a)
η(0) regular, or, η′(rc) + Λ
η(rc)
rc
= 0, (3.6b)
respectively.
For sake of clarity, we postpone derivations of explicit solutions to appendix A.2. In
particular, we show that two relations of dispersion Dw(λ,m) = 0 and Dd(λ,m) = 0, can
be found for the wet case and the dry case respectively.
Also, asymptotic expansions can be easily derived in the shallow water approximation. It
allows to clearly depict the nature of different families of solutions. These expansions are
presented in appendix A.3. Here we will only consider the solution in the low-Froude limit
for the wet case, which is particularly simple and provides a convenient starting point for
the numerical exploration of the next section. Also, this regime allows to easily highlight
a third family of solution associated with λ close to zero which has been disregarded in
the previous section due to the singular behavior of Poincare´ equation in that case.
In this case the equation is
η′′(r) +
1
r
η′(r) +
[
Fr2Λ− m
2
r2
]
η(r) = 0. (3.7)
This is a Bessel equation with solution η(r) = Jm(
√
Fr2Λr), similar to the system de-
rived by LeBlond (1964) in the case of planetary wave in a polar basin. As shown in
appendix A.3, two specific scalings of the frequency are shown to be associated with the
solutions of (3.7).
The first class of solutions can be related to the elliptic nature of the Poincare´ equation
mentioned previously. In this case λ ∼ ω/Ω ≈ Fr−1j′mn with j′mn being the root number
n of J ′m (the prime denoting derivative with respect to r). In dimensional terms this
means ω ≈ ±√gHk with k = j′mn/R. As expected from the above discussion of the
Poincare´ equation in the elliptic case, we recognize the classical formula for the frequen-
cies of gravity waves in shallow water.
The second class of solutions lies, on the other hand, in the interval where the Poincare´
equation is hyperbolic. In this case, λ ≈ −Fr22m/j2mn with jmn being zeros of the Bessel
function Jm. In dimensional terms we get ω−mΩ ≈ −Ω32m/(gHk2) with k = jmn/R. It
has to be noted that these solutions are actually associated with a third family of waves:
the Rossby waves. These are known from geophysical application to be induced by a spa-
tial gradient of potential vorticity of the base flow, here 2/h(r) in a non-dimensional form,
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within the quasi-geostrophic approximation (Pedlosky 1982; Vallis 2006). The associated
Rossby waves are indeed slow waves, which therefore correspond to λ asymptotically
small (Pedlosky 1982; Vallis 2006) also observed in the equivalent non-flat bottom con-
figuration (see Greenspan 1990).
We insist that, although we refer to this case as the shallow water approximation, the
key hypothesis allowing the present treatment is that the structure of the eigenmode is
independent upon the vertical direction, regardless of the precise value of the aspect ratio
a. In particular, while gravity waves are expected to be well predicted by the shallow
water approximation only for small a, since their general solution is z dependent in the 3D
frame, Rossby waves captured by the shallow water model should quantitatively match
with 3D eigenmodes whatever the value of a thanks to their z independent structure.
4. Viscous problem : numerical exploration
This section is devoted to a numerical exploration of the waves. Because of the sin-
gularity issue pointed out in section 3.1, we carry this study in the viscous case, with
small viscosity (in most cases, E = 10−4). We will use here stress-free conditions along
the walls. We justify this choice as follows. First, in this case the solutions will gener-
ally not be affected by boundary layers, so the interpretation of their structure and the
classification of them is clearer. Secondly, this case is more suited to a comparison with
asymptotic approaches conducted in the inviscid case. We postpone the exploration of
viscous effects in the more realistic case of no-slip conditions to section 5.
In the following, we first draw a general picture of the waves through inspection of the
”dispersion relations” for a few values of m. This picture allows to identify the three
main classes of solutions, namely gravity, rossby and inertial waves. These three classes
will then be successively described, and compared, whenever possible, to predictions of
the shallow water approximation (section 3.2 and appendix A) and asymptotic predic-
tions in the limit of weak rotation (appendix B). Then, we pay special attention to the
dry regime corresponding to strong rotations, and describe additional types of solutions
found in this range.
4.1. A general picture of numerical solutions.
Global stability results using stress-free boundary conditions and E = 10−4 are shown on
figure 2. The evolution of the frequency λ of the different eigenmodes solution is shown
as a function of Fr for m = 2 and a = 0.5. A large range of Fr including both ’wet’
(Fr < 2) and ’dry’ (Fr > 2) cases is shown here, and the associated damping rate is
illustrated thanks to grey levels where the darker branches are the least damped modes.
The unwetting transition is clearly visible at Fr = 2 where most of the branches highlight
a singular behavior.
The first point to notice is that all the obtained eigenmodes have a negative growth
rate meaning that the solid body rotation is stable to perturbations of azimuthal wave
number 2. It turns out that investigations done for other values of the parameters a and
m lead to the same general picture with also only stable solutions (see figure and 12 for
m = 10 and a = 0.5 for instance). One is thus tempted to conclude that Newton’s bucket
is always stable, and this is in agreement with experimental observations by Bach et al.
(2014) where the free surface is found to remain perfectly axisymmetric and mirror-
like (without any fluctuations) for all values of the container rotation rate. Another
explanation of the stability of Newton’s bucket configuration is presented in Fabre &
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Figure 2. Evolution of the eigenvalues with Fr for m = 2, a = 0.5, E = 10−4 and no stress
boundary conditions on the walls. The dashed lines indicate the transitions between hyperbolic
and elliptic areas as predicted by the Poincare´ equation (3.2).
Mougel (2014) in terms of relative motion of surface waves with respect to the base flow.
Moreover, it is clear from figure 2 that, for low Fr at least, we recover a classification
including the three families of waves predicted by the discussion upon the Poincare´
equation and the shallow water solutions in the inviscid case, i.e. the frequency ranges
|λ| > 2, |λ| < 2 and λ ≈ 0 indeed correspond to a particular set of eigenmodes solution.
Results are shown here with TΩ as the time scale for non-dimensional frequencies. This
choice implies that inertial waves remains nearly Fr independent (at least for moderate
Fr) while the frequencies associated with gravity waves diverges as Fr goes to zero.
Using Tg allows to visualize more properly gravity-driven solutions as shown for instance
in figure 4. The typical structures of the different family waves are shown in figure 3 for
Fr = 0.5 and m = 2 for which the deformation of the free-surface is relatively small. In
the following, each wave family will be examined in details using both the finite element
method and an asymptotic study at low Froude to get an insight of the structure of the
different kind of waves, classify them and study their evolution with Fr. The wet case is
examined in a first place since it highlights the most simple configuration for which the
three main families of solutions are observed and easily recognized. After that, the high
Fr regime which roughly corresponds to the ’dry’ case will be examined in more details,
with a specific attention to the transition at Fr = 2.
4.2. The wet regime.
4.2.1. Gavity waves
The low Froude limit allows to conduct an asymptotic analysis considering that the
free surface remains flat (see details in appendix B). In that case, using appropriate
expansions and scalings suited for the gravity waves, the Poincare´ equation reduces at
leading order to Laplace equation whose solutions are of the form
p0(r, z) = cosh(kz)Jm(kr) (4.1)
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(a) G0 (b) G1 (c) G2
(d) G−0 (e) G
−
1 (f) G
−
2
(g) I11 (h) I12 (i) I21
(j) I−10 (k) I
−
11 (i) I
−
20
(m) R0 (n) R1 (o) R2
Figure 3. Some eigenmodes for m = 2, a = 0.5, E = 10−4, Fr = 0.5. The pressure component
is shown with homogeneously distributed levels.
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(a) (b)
Figure 4. Rescaled frequencies of the gravity waves as function of the Froude number. (a)
m = 2, a = 0.5: numerical results with E = 10−4 and no-stress boundary conditions (plain
black lines); comparison with the asymptotic results at low Fr (blue symbols): λ0 + λ1Fr/
√
2
with λ0 and λ1 from table 2 in appendix. (b) m = 1, a = 0.1: numerical results with E = 10
−4
and no-stress boundary conditions (plain black lines); comparison with shallow water solutions
(dashed red lines). The black dashed lines indicates the hyperbolic/elliptic region of Poincare´
equation in the inviscid case.
with Jm the Bessel function of the first kind of order m and k given by the boundary
condition as k = j′mn, i.e. the root number n of J
′
m. The boundary condition at the free
surface then leads to the classical dispersion relation for gravity waves in finite depth
whose dimensional form reads
ω0 = ±
√
gk tanh(kH).
Note that in the case of thin layers, this solution becomes equivalent to the shallow water
solutions found in the low-Froude limit as discussed in section 3.2. Figure 4 (a) compares
the evolution of the gravity wave frequencies (rescaled with Tg here) as obtained by the
global stability analysis to the asymptotic predictions (at order 2). Note that using Tg
as the time scale implies that the associated non-dimensional frequency of gravity waves
remains roughly constant for moderate Fr (figure 4). Moreover, it can be seen that the
asymptotic results remain valid for Fr < 0.5 and that two sets of branches are obtained,
the first and second set respectively corresponding to waves propagating faster (λ > 0)
and slower (λ < 0) than the base flow. Also, the obtained solutions are found in the ellip-
tic region (at least while Fr remains moderate) and thus correspond to regular solutions
of the Poincare´ equation. This is in agreement with the leading order structure of the
pressure field given by (4.1) and the structure shown on figure 3 (first line) which both
describe a structure oscillating along r and evanescent along z. The integer n is chosen
so as to correspond to the number of local maxima of the pressure perturbation at the
free surface and we will name the gravity waves Gn after this integer with a minus sign
exponent for retrograde waves (see figure 3).
A comparison with the shallow water solutions is shown figure 4(b) for moderate a (m = 1
and a = 0.1 here). On can observe that for this value of a, the agreement between the
two methods is remarkable for small n (say |n| < 2 here) as their associated radial wave-
length remains large compared to the water depth, a necessary condition for shallow
water approximation to hold. As |n| increases, the results associated with both methods
therefore become less accurate. Moreover, as a increases, the 1D shallow water solution
also separates from the global predictions (not shown here). Again, such behavior is due
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(a) G0, Fr = 1 (b) G0, Fr = 1.5 (c) G0, Fr = 1.9
Figure 5. Structure of the first gravity wave for various Fr, m = 2, a = 0.5 and E = 10−4.
to the vertical dependency of gravity waves.
When the Fr number increases, gravity wave solutions slightly deviates from the pre-
dicted low-Froude expansion discussed above (see figure 4(a)). In this case, an increasing
contribution of the rotation is expected. In particular, for large deformation, it can be
noted that the restoring force acting on these waves is an effective gravity, ge = g
√
1 + h′2
including both gravity and centrifugal contributions, which is normal to the parabolic
shape of the base state. Therefore, as the Fr number increases, one can anticipate an
increasing contribution of the centrifugal acceleration on these wave solutions.
Finally, one can observe that prior dewetting (Fr < 2), some gravity branches enter
the hyperbolic area as Fr increases. For instance this transition for the gravity wave
n = 1 occurs at Fr ≈ 1.1 for m = 2 and a = 0.5 (see figure 2). The specific number
of gravity branches highlighting such a behavior is in fact dependent on a and m (see
figure 4). More particularly, it seems that this number increases with a but decrease with
m from the range of parameters studied here. Note that for asymptotically small a, in
the shallow water limit, only one branch of this nature remains, namely G0. Figure 5
along with figure 3 (a) show the evolution of the spatial structure of G0 for different Fr
including this transition and for m = 2 and a = 0.5. It can be seen that the structure
only shows small modifications. However, the wave solution slowly localizes close to the
corner formed by the free surface and the outer wall. This corresponds to a transition
from an oscillatory trends in the radial direction toward an evanescent structure from the
wall to the center. Such eigenmodes are therefore associated with evanescent structure
in both directions, as expected from the Poincare´ solution in the hyperbolic region (see
section 3.1). The evolution of gravity waves for large Fr will be discussed in term of
edge waves described by Ursell (1952) for instance. As another kind of edge waves can be
observed in the dry case, the discussion on this specific family is postponed to section 3.1.
4.2.2. Rossby waves
The low Froude regime already used to capture the gravity waves also allows to describe
the Rossby waves. However, contrary to the previous case where the free surface was
considered as flat in this limit, we have to include free surface variations here as no
Rossby waves can be found otherwise. Again the details of the analysis is postponed
in appendix B. It is found that at leading order, the velocity components satisfy the
geostrophic equilibrium, i.e. the Coriolis acceleration is balanced by the pressure gradient.
It is further shown that the pressure component at leading order is independent upon
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(a) (b)
Figure 6. Rescaled Rossby waves frequencies as function of Fr. Same cases as represented
on figure 4 i.e: (a) m = 2, a = 0.5: numerical results with E = 10−4 and no-stress boundary
conditions (plain black lines) and comparison with the asymptotic at low Fr (blue symbols):
λ = λR0 Fr
2 + λR1 Fr
4 with the values given in the table 4 in appendix. (b) m = 1, a = 0.1:
numerical results with E = 10−4 and no-stress boundary conditions (plain black lines) and
comparison with shallow water solutions (dashed red lines).
the vertical direction and reads
p0(r) = Jm(kr), (4.2)
with k2 = −2m/(aλ0) and the wall boundary condition then leads to the frequency
λ = − 2m
j2mn
Fr2 +O(Fr4), (4.3)
with jmn the root number n of the Bessel function Jm. Note that this low Froude solution
for the Rossby waves is the same as the one found using the shallow water approximation
(see section 3.2). The next order solution O(Fr4) can also be obtained and its specific
derivation is given in Appendix B. A comparison of this asymptotic prediction (up to
O(Fr4)) with the numerical results is shown in figure 6(a) for m = 2 and a = 0.5 where
the rescaled frequencies λr/Fr
2 are plotted as a function of Fr. Note that from low
Froude expansion (equation (4.3)), the Rossby waves are found to exhibit a slow retro-
grade motion in the rotating frame, which is a well known feature of the atmospheric
Rossby waves (see Vallis (2006) for instance). This trend is well supported by numerical
results as shown in figure 6(a). As observed, the asymptotic solution collapses on numer-
ical curves up to Fr ≈ 1.2 at least.
The spatial structure of some typical Rossby waves are shown in figure 3 (third row).
In the following, Rossby waves will be labeled using a single integer corresponding to
the number of zeros in the leading order pressure field (i.e. the radial direction); figure 3
thus represents Rossby waves 0, 1 and 2, further called R0, R1 and R2. In particular, one
can observe that the vertical independency of the structure (as displayed by the pressure
component) predicted by the asymptotic results is striking. Figure 7 displays the struc-
ture obtained for R0 at two values of Fr, which shows that the vertical independency
persists up to the unwetting point at least. Finally, as already mentioned, this specific
feature allows to describe Rossby waves using the shallow water approximation whatever
the value of a (see figure 6(b)). In particular, shallow water approximation is shown to
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(a) R0, Fr = 1 (b) R0, Fr = 1.9
Figure 7. Structure of the first Rossby waves for m = 2, a = 0.5 and E = 10−4.
predict quantitatively Rossby wave frequencies as a function of Fr for m = 1 and a = 0.1.
It could be shown that this observation still holds for higher a (not shown here). Once
again, this observation is comforted by geophysical applications in which Rossby waves
are usually described with shallow water models.
4.2.3. Inertial waves
An asymptotic analysis conducted in the inviscid case at low Fr for the inertial waves
is detailed in appendix B. In particular, separation of variables allows to find regular
solutions in the case where the free surface remains flat. Such solutions are of the form
p0(r, z) = cos(kz)Jm(ξr), (4.4)
where ξ is a radial wave number defined as ξ2 = k2(4 − λ20)/λ20. This solution is of os-
cillating form in both radial and vertical direction if |λ| < 2, i.e. precisely the range of
frequency where the inertial waves are observed from numerical results (see figure 2 for
m = 2 and a = 0.5). Note that the chosen solution (4.4) already satisfies the boundary
condition at the bottom of the tank while boundary conditions imposed at the flat free-
surface and on the vertical wall lead to two discretization conditions involving integers
n1 and n2 (see appendix B for details). These discretization conditions along with the re-
lation between k and ξ, lead to the eigenmodes frequencies. In particular, it is found that
there is a discrete set of eigenvalues λn1,n2 which fill the interval [−2, 2] in a dense way.
In the following, inertial waves are labeled as In1n2 and I
−
n1n2 for cograde and retrograde
inertial waves respectively. Again, the two integers are defined so as to correspond to the
number of pressure nodes of the solution in the vertical and radial directions respectively
(see figure 3).
When viscosity is added, the dense set of regular inertial waves found in the inviscid
case is now unfolded in the complex plane (see the 3D representation of figure 8 (a) for
m = 2 and a = 0.5 and Fr < 1.3). The least damped modes therefore emerge and usually
correspond to small (n1, n2). In a viscous (real) system, only these modes could possibly
play an important role as the other one are strongly damped. Therefore, viscosity allows
to select only the modes of interest among the infinite set of inertial waves. From the
numerical results, the spatial structures of these least damped modes can be extracted.
In particular, regular inertial waves corresponding to I11, I12 and I21 (resp. I
−
10, I
−
11 and
I−20) are shown on the third (resp. fourth) row of figure 3 for m = 2, a = 0.5 and Fr = 0.5.
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(a) (b)
Figure 8. Inertial modes as function of Fr for m = 2, a = 0.5, E = 10−4 and no stress boundary
conditions on the walls. (a) Set of co-rotating inertial waves: evolution of the eigenvalues in the
complex plane. (b) Set of retrograde inertial waves: comparison between the numerical results
(levels of grey) and the asymptotic trends in the low Fr regime (dotted blue lines) given by
ω = λ0 + λ1Fr
2/2 with λ0 and λ1 taken from table 3 in appendix.
One can observe that the structure of the waves is oscillant in both radial and vertical
directions as expected from previous discussion of the Poincare´’s equation. Moreover, the
spatial structure is shown to be mostly regular for this value of Fr and indeed resembles
to solution of the form (4.4). This comparison between numerical results and asymptotic
expansion is highlighted in figure 8(b) in which the frequency λ obtained from numeri-
cal results for retrograde inertial waves (solid lines with grey levels to indicate damping
rate) is compared to asymptotic results (dotted blue lines) as a function of Fr for m = 2
and a = 0.5. It is thus shown that the regular solutions obtained from the asymptotic
expansion match very well numerical results up to Fr = 0.7 at least, for this set of
parameters. Again, it supports the fact that the spatial structure of inertial waves show
regular patterns in this range of Fr number.
As the Fr is increased, the free-surface can no longer be considered as flat. The regu-
lar structures of the mode previously described is replaced by patterns which gradually
evolves to more complex spatial structures (see figure 9 in which the inertial wave I12 is
tracked as a function of Fr). Separation of variables is no more possible then and the
dissipative ray-like structure associated to the hyperbolic nature of the inviscid equa-
tions in complex geometries arises, as already discussed in section 3.1. Note that the ray
structures are not so clear in figure 9 due to the somehow large value of E. For this rea-
son, singular inertial modes are shown in figure 10 for E = 10−7. In this case, solutions
clearly exhibit a ray-like spatial structure. Such patterns can be seen as attractors using
ray theory in the inviscid case as described by Rieutord et al. (2001) in the spherical
shell configuration. As is shown, the angle between the rays and the rotation axis is fixed
by the frequency of the mode (as also mentioned in section 3.1) and this is independent
of the geometrical configuration (as soon as the geometry does not allow variable sep-
aration). The spatial structure of two modes having eigenfrequencies which are close in
the complex plane are shown in figure 10(b) and (c). It is indeed shown that these two
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(a) I12, Fr = 1 (b) I12, Fr = 1.5 (c) I12, Fr = 1.9
Figure 9. Structure of the inertial wave I12 for various Fr, m = 2, a = 0.5 and E = 10
−4.
(a) Fr = 1 (b) Fr = 1.5 (c) Fr = 1.5
Figure 10. Exemple of ray-like structures obtained for m = 2, a = 0.5 and E = 10−7.
modes exhibit ray-structures having similar orientations. Note that for these two close
solutions, the signature of the pattern observed in figure 10(c), is found on figure 10(b)
but with a very weak amplitude. This observation is probably due to some interaction
between these two very close solutions.
As Fr is further increased, inertial waves slowly disappear as their damping is strongly
increased (see figure 8(a) for instance). Note that these waves become hardly distinguish-
able from numerical noise when reaching dewetting point.
Finally, note that inertial waves can interact with gravity waves, when gravity waves
enter the hyperbolic region and therefore become edge waves. Such interaction can be
seen on figure 2 for instance and is possible if their respective complex frequencies are
close enough. However, it has been found that no instability occurs from these inter-
actions, as expected from wave-energy arguments explained in Fabre & Mougel (2014).
Here, interactions lead to identity exchange between the two branches of solution.
4.3. The dry regime.
When Fr > 2, a dry area of dimensional radius ξ appears at the center of the cylinder
as shown in figure 1. This transition is associated with the appearance of a new ‘inner’
contact line at the bottom disk. This strong modification affects the different wave fam-
ilies detailled in the previous section, as will be discussed in the following. The inner
contact line also allows new solutions, in the form of edge waves localized at the contact
line. This family is similar to the above mentioned edge wave (see section 4.2.1 ), which
were localized at the outer contact line, on the vertical cylinder. We first introduce the
edge wave solutions and will then discuss in more details the Fr = 2 transition for the
different wave families.
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(a) G1 (b) R1 (c) C
−
1
Figure 11. Structure of some waves in the dry regime for m = 2, a = 0.5, E = 10−4 and
Fr = 2.5.
4.3.1. Edge waves
Non-rotating tanks (or opened containers) closed at one edge by a sloping beach are
known to allow for a particular type of gravity waves called edge waves. These waves
are well-known in coastal dynamics as they can be observed close to the shoreline. The
first partial description of these waves is due to Stokes (1846) who derived the dispersion
relation ω2 = g⊥k sin(α), where α corresponds to the angle between the free surface
and the sloping beach, and g⊥ is the acceleration contribution perpendicular to the free-
surface (nothing else but the gravity in coastal application). Solutions of this relation
of dispersion are thus called Stokes edge waves, which were shown to belong to a more
general class of discrete waves trapped at the contact line (Ursell 1952). According to
this solution, g⊥ sin(α) is the projection along the wall (or beach in the case of coastal
application) of the acceleration due to g⊥. In the present configuration, one can therefore
expect two different kinds of edge wave, depending on the considered contact line. In
particular, if on defines here the effective gravity ge = g
√
1 + h′2 as the g⊥ component in
the previous relation, the contribution g⊥ sin(α) would appear as ge sin(α). In this case, a
simple geometric argument shows that the inner contact line (resp. outer contact line) is
affected by the only centrifugal acceleration (resp. gravity). This can be easily explained
by the fact that the contact line motion can only occurs along the corresponding wall
leading to the same conclusion.
Gravity edge waves: outer contact line
In section 4.2.1, some gravity branches were shown to have a spatial structure evolving
towards localized mode when Fr increases (see structure of G0 in figure 5). This evolution
was related to a transition from an oscillatory radial structure toward an evanescent ra-
dial structure, which could be linked to the nature of the Poincare´ equation as discussed
in section 3.1. In the following, one describes this new structure with an idealized model
in which only the region around the contact line is considered. In this case, solutions as-
sociated with edge waves are derived, in which rotation effect only affects the value of the
contact line angle α. A generalization of the Stokes edge waves is given by Ursell (1952)
who shows that there exists additional solution, the number of which depends on α. We
will now derive those solutions in the present case through consideration of a simple
model. As can be seen from the parabolic shape of the free surface, the fluid at the side
98 CHAPITRE 8. LES ONDES DU SEAU DE NEWTON
Waves in Newton’s bucket 21
of the cylinder forms an angle which decreases with the Froude number. As the solutions
are localized close to the edge, we consider here the more simple geometry defined by a
semi-infinite triangular fluid domain confined between the wall and the slope of the free-
surface at r = R. The related angle α then reads α = arctan(1/h′(R)). In the rotating
frame, the fluid is at rest and gravity is now replaced by the equivalent acceleration ge,
perpendicular to the free surface, which is considered as constant close to the edge with a
value ge(R) (in accordance with the linear free surface shape hypothesis). Neglecting the
curvature terms, this configuration is then analogous to the upper-mentioned edge waves
on a sloping beach. Following Ursell (1952) we therefore obtain a relation of dispersion
whose dimensional form reads
(ω −mΩ)2 = ge(R)m
R
sin[(2n+ 1)α], (4.5)
in which n is a positive integer which has to satisfy (2n+ 1)α ≤ pi/2. In particular, only
one solution is thus allowed for α ≈ pi/2 (i.e. for small Fr) whereas an increasing num-
ber of solutions are obtained when α gets smaller (i.e. when Fr increases). The solution
n = 0 is the equivalent Stokes edge wave solution which simply reads (ω−mΩ)2 = gm/R
(λ2r = m/(aFr
2) in non-dimentional form). As can be seen from figure 12 those solutions
nicely fit G0 and G
−
0 in the case a = 0.5 and m = 10. Also, other gravity modes succes-
sively entering the hyperbolic area when Fr increases (only observed for large enough
aspect ratios) is closely related to the apparition of additional edge waves corresponding
to smaller α. Figure 12 indeed shows that edge waves solution for higher n successively
match the other gravity waves at very high Froude numbers. For sake of clarity, these
edge waves will still be named after there corresponding gravity wave in the following
since their nature is still governed by gravity restoring force. The transition between
‘classical’ gravity waves and edge waves is Fr dependent for the different mode but also
depends on m and a for a given mode. Again one can note that in the shallow water
regime, a 1, only one gravity wave, say G0, indeed features such a transition.
Centrifugal edge waves: inner contact line
In the dry case, the appearance of the inner contact line at r = ξ allows a new family of
edge waves solution. In that case, the flow configuration can support waves with restoring
force perpendicular to the contact line, which is due to centrifugal acceleration. However,
due to important curvature effect at the inner contact line, the above-mentioned model
could only be justified for large m. In this limit we also show in the end of appendix A
that a study of the shallow water equation (3.5) conducted in the vicinity of the inner
contact line captures well the centrifugal edge waves and allows to recover the discretiza-
tion of the type given by Ursell (1952) (similar to that of (4.5)). As only moderate m
are considered here, the centrifugal edge wave derived accordingly does not compare well
with the present results (not shown here). In the following, we propose an alternative
approach, allowing to describe the observed solutions at moderate m, which matches the
large m asymptotic prediction of the previous model (see appendix A for details).
As we seek solution localized close to the inner contact line, we suppose that the
geometry can be well approximated by a 2D annular layer in solid body rotation. The
solution is then nothing but the principal 2D mode of a hollow vortex which is given in
Miles & Troesh (1961) for instance. Starting with the inviscid equations (3.2) in which
we neglect the vertical component, we look for a pressure component of the form
p(r) = Arm +Br−m, (4.6)
99
22 J. Mougel, D. Fabre and L. Lacaze
Figure 12. Evolution of the eigenvalues with Fr for m = 10, a = 0.5, E = 10−4 and no stress
boundary conditions on the walls. The circles correspond to the frequencies of the couple of 2D
centrifugal waves, namely λ = 1±√1 +m, and crosses correspond to some edge waves solutions
obtained from the dispersion relation (4.5) for n = 0, 1, 2.
with A and B two constants. It should be pointed out that B can be non zero here
precisely because a dry area is present. Substitution into the boundary conditions (3.3)
and (3.4) adapted to this 2D problem finally leads to a quadratic equation in λ with
solutions λC± = K±
√
K(K +m), with K = (1− ξ2m)/(1+ ξ2m). Close to the deweting
transition, one can assume ξ2m << 1 and the solutions then read
λC± ≈ 1±
√
1 +m. (4.7)
In dimensional form this is equivalent to ω ≈ (m + 1)Ω ± √gckc with gc = ξΩ2 the
local centrifugal acceleration at the inner contact line and kc = (m+ 1)/ξ an equivalent
radial wave number. This expression is analogous to the dispersion relation obtained for
gravity waves under infinite depth approximation and these waves are then call centrifugal
waves due to the restoring action of the centrifugal acceleration. It can be seen that 4.7
in the large m limit matches with the description of the n = 0 centrifugal edge waves
given in appendix A (equation (A 15)) and therefore, these waves will more precisely be
considered as centrifugal edge waves. The prediction of those waves allows to understand
some important Fr-independant features as seen for instance in figure 12 for m = 10
and a = 0.5 in the dry regime. In particular, open symbols in figure 12 correspond to
the solution (4.7), and it can be seen that these solutions are associated with strong
deviations of gravity wave branches observed close to λr = 4 as well as the appearance
of a new wave close to λr = −2. These behaviors can now be explained by the presence
of centrifugal edge waves with n = 0 whose frequency is well-described by (4.7).
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Figure 13. Dispersion curves obtained in the shallow water regime for m = 1, a = 0.1: shallow
water equation (dashed grey lines), global stability approach with E = 1e − 4 and no stress
boundary conditions on the walls (black).
(a) G1 (b) G2
(c) R0 (d) R1
(e) G−0 (f) G
−
1
(g) G0
Figure 14. Eigen structures near the transition Fr = 2− in the case a = 0.1, m = 1, Fr = 1.9.
4.3.2. Transition from wet to dry cases.
Figure 2, among others, showed that most of the modes highlight a singular behavior
at Fr = 2. This singular transition is not surprising regarding the specificity of the
dewetting point at the centre of the tank. Despite this singularity, the three wave families
presented in the wet case still exist in the dry regime. However, the inertial waves, which
were shown to become more and more damped when approaching the Fr = 2 transition
in the wet case, remain strongly damped in the dry regime and will therefore not be
discussed further here.
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In order to make the transition problem as simple as possible, we start here with the
shallow water expansion. In this case, an asymptotic expansion of the solution η around
Fr = 2 allows to highlight a simple picture of the transition as done in appendix A.
First, several regions of existence of oscillatory solutions in the radial direction can be
identified in the limit Fr = 2, delimited by specific frequencies λG
−
A , λ
G+
A and λ
R
A which
are the roots of m2 + 1 − 2Λ = 0 (see appendix A). In particular, one finds that these
regions correspond to the intervals of frequencies, [−∞, λG−A ], [λRA, 0], [λG
+
A ,∞]. On the
other hand, only a single solution, denoted λW = m/
√
2, is found to be of evanescent
nature in the radial direction and lies in the interval [0, λG
+
A ]. In order to highlight these
different specific frequencies, the different branches obtained from shallow water solutions
and numerical solutions are shown as a function of Fr for a = 0.1 and m = 1 in figure
13. In this figure, the three regions of existence of oscillatory solutions are shown in grey
and delimited by horizontal dashed lines, corresponding to the frequencies λG
−
A , λ
G+
A and
λRA. Solid line curves and grey dashed curves correspond to the numerical solutions and
the shallow water solutions respectively. Inertial waves are disregarded here, as explained
above. One can observe that most of gravity and Rossby branches lie in the grey regions,
in the interval of Fr considered here Fr < 3, except for one branch which highlights
the only regular transition at Fr = 2 at λW while all the others converge towards a
single point defined by the frequencies λG
−
A , λ
G+
A and λ
R
A. The spatial structure of the
different solutions for Fr slightly smaller than 2 is shown in figure 14. These different
figures are discussed in the following. The regular solution corresponds to the gravity
branch G0. For the regular mode, the shallow water approximation predicts a mode of
the form η ∼ r2
√
2 for Fr ≈ 2, which corresponds to a solution localized close to the outer
wall. The spatial structure obtained from the numerical solution at Fr = 1.9 is shown in
figure 14(g), which indeed highlights such a radial trend. As mentioned previously, G0
is then identified as a gravity edge wave, in accordance with the change of nature from
‘standard’ gravity waves. In this case (a small), results fit well with the shallow water
approximation, which shows only one edge wave in the range of Fr considered with a
frequency at transition which is well predicted by λW (see figure 13). For larger m, figure
15 shows that the value of λ obtained from numerical solutions at Fr = 2 for G0 increases
with m as expected from the estimation of λW . However, a is set here to 0.1, and the
transition of G0 at Fr = 2 is shown to be quantitatively described by λW up to m = 5
at least. Above this value of m, numerical solutions slightly underestimate the frequency
of transition of G0 compared to λW . This is due to the shallow approximation used to
derive λW which is not satisfied for increasing m at fixed a and a comparison between
numerical solutions and shallow water solution would not be as good as for m = 1 (not
shown here).
In the intervals [−∞, λG−A ], [λRA, 0], [λG
+
A ,∞], on the other hand, most of the branches
are shown to accumulate towards single points (see figure 13), which are λG
−
A and λ
G+
A
for the gravity waves and λRA for the Rossby waves. In this case, spatial structures of the
different solutions remain oscillatory in the radial direction for Fr ≈ 2 (see figure 14)
but are trapped close to r = 0 (see appendix A). Again, for larger m, results are not that
clear even if the same trend is observed (see figure 15).
Most of the previous results were discussed regarding the shallow water regime. In
fact, for the general case, the transition is observed for modes which are not predicted in
the shallow water approximation. In particular, results were shown here for a = 0.1 (see
figure 13 and figure 15), for which only one branch remains regular through the transition
for m up to 5 at least. Above this value of m, other branches seem to remain regular
through the transition Fr = 2, as for instance the branch G−0 (see figure 15(c), (d)). It
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(a) m = 4 (b) m = 5
(c) m = 8 (d) m = 10
Figure 15. Global stability results obtained for a = 0.1 m = 4, 5, 8, 10. The circles in (a)
correspond to the solutions of equation (4.7).
is even more visible for increasing a (see figure 12), for which an increasing number of
gravity waves are regular through the transition. This observation, for both large m or
large a, suggest that the number of regular transition increases when the shallow water
approximation is ‘violated’. This is associated with the increasing number of possible
gravity edge waves appearing in the system in this case, which are localized at the outer
wall, away from the dewetting point.
5. Effect of the wall conditions
All the results shown until now have been obtained using no-stress boundary conditions
on the solid walls. This simplification allows to have a clear view of the wave structures in
the bulk and to make proper comparison with inviscid analytic results. However, the no-
stress boundary conditions applied on the walls are not relevant in the real experimental
case and no-slip boundary conditions have to be considered. In order to see whether
the results presented in the previous section are relevant or not for the real case, some
comparisons between non-stress and no-slip results are now performed.
Figure 16 shows the results obtained under the same conditions as for figure 2 except
that no-slip conditions on the walls are implemented. Comparison between figure 16 and
figure 2 should therefore give some indications regarding the effect of the no-slip condi-
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Figure 16. Same as figure 2 (a = 0.5, m = 2) but with no slip boundary conditions on the
walls.
tion. First, it seems clear that we obtain the same general picture regarding the evolution
of the eigenmode frequencies with the Froude number. In particular, all the wave families
are recognized and seem to experience an analogous transition at the dewetting point
(Fr = 2). The frequencies are in fact very close because the leading order is driven by
the inviscid solution (see appendix B). Also, both waves are more damped due to the
additional dissipative contributions added close to the walls in the no-slip case.
Concerning the gravity waves, it can be seen on figure 2 in the no-stress case that the
damping rate remains of the same order for all Fr numbers. In the contrary, we can see
on 16 in the no-slip case that the damping increases gradually when Fr is increased. For
instance, the damping rate of the mode G0 goes from |ωi| ≈ 0.02 for Fr ≈ 0.6 to less
than 0.1 for Fr = 3. This is due to the fact that the wall surface of the tank in contact
with the fluid is increasing as a function of Fr and therefore, the dissipative effect due to
adhesion condition is increasing accordingly. Also, it can be seen that the wave families
are not affected in the same way due to the no-slip condition. In particular comparison
between figure 2 and figure 16 shows that the damping rates of the inertial waves are less
affected than other families. This can also be understood considering the structures of
the waves as described in the previous section. Indeed, the inertial waves have a structure
which is more homogeneous is the whole bulk (see figure 3 (e), (f) and (g) for instance)
compared with the gravity waves (for instance). Hence, we suspect that no-slip condition
applied on the walls (and in particular on the cylinder) will strongly affect the structure
of the latter family (see figure 3 (a), (b) and (c) for instance).
As a conclusion, the frequencies obtained in the no-stress cases seem to match at first
order with the no-slip case in all the range of Fr considered. Therefore, the results ob-
tained in the previous section considering no-stress boundary conditions remain relevant
and of interest for the real case, in particular regarding the evolution of the frequencies
with Fr.
6. Sample results: Newton’s bucket with a top wall
One may be interested to close the rotating container with a top wall in order to avoid
overflow of liquid in fast rotating regimes for instance. This case therefore allows to go
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Figure 17. Sample result with a top wall (m = 2, a = 0.5, at = 3/2, E = 10
−4). The dashed
lines correspond to ±2 and therefore delimit the inviscid range of existence corresponding to
inertial waves.
”continuously” (but with two singular transitions as will be seen) from a still recipient
to the configuration of a rotating fluid in solid body rotation with a hollow cylindrical
core. Both configurations have been studied theoretically and details of their associated
wave families can be found in the corresponding literature. See for instance (Henderson
& Miles 1994; Ibrahim 2005; Bauer & Eidel 1997; Martel et al. 1998) in the non rotating
case and (Sun 1960; Miles & Troesh 1961) for infinitely strong rotations. Gravity waves
are present in the non rotating case, whereas centrifugal waves and inertial waves can be
found in the hollow core configuration.
Under this configuration, an additional geometrical parameter is to be introduced and
corresponds to an aspect ratio defined as
at =
Ht
R
, (6.1)
with Ht the vertical height of the container (distance between top and bottom disks).
In this case, the problem is exactly identical to what we have done until now, except
for strong rotations when the Froude number goes beyond a transition where the fluid
touches the top of the tank. Above that transition, the conservation of volume and
therefore the shape of the free surface slightly differs and the non dimensional form of
the surface elevation now reads
h(r) = aFr2/2(r2 − r2c ) with rc =
√
at − a
at
− Fr−2 at
a
, (6.2)
with at = Ht/R. For infinitely strong rotations we obtain a cylindrical annulus of height
Ht between the radius R and rcm =
√
(at − a)/atR.
Figure 17 shows an exemple of the results found in Newton’s bucket with a top wall
for a = 0.5, at = 3/2, m = 2 and E = 10
−4. This case is identical to figure 2 except
that a top wall is now present. Indeed, it can be seen that up to Fr = 3 we get back
the general picture already detailed in section 4, with the three kind of waves and the
wet/dry transition at Fr = 2. The value Fr = 3 corresponds to the point where the fluid
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touches the top of the tank (for this combination of a and at). The main concern here is
to discuss the connection between the different branches going from low Fr to large Fr.
Only the general trends will be presented in this paper.
First, it can be seen that inertial waves whose frequencies lie in [−2, 2] are found to exist
in both limits Fr  1 and Fr  1. However, they are strongly damped for intermediate
values close to the transitions. It should also be pointed out that inertial waves didn’t
organize in the same way in the two limit cases.
Concerning the Rossby waves, which roughly correspond to the set of retrograde waves
obtained close to λr ∼ 0, we see that the first transition at Fr = 2 (unwetting) is singular
while the frequencies didn’t feature any singular behavior at the second transition (at
Fr = 3). This can be explained by the horizontal structure of such a wave which has
been detailed in section 4. Note that this kind of wave disappears in the high Froude
limit because the height variation at the root of the topographic Rossby waves is no more
present for large Fr as the free surface is vertical.
For 2 < Fr < 3 we have seen that only two centrifugal waves are clearly found and
matches with the solutions given by the 2D model. In figure 17, the one noted C− is
particularly clear and is found for λ ∼ −0.5 (for this value of m), i.e. just under the set
of Rossby waves. Again this kind of 2D mode highlights a smooth transition when the
fluid touches the top of the tank. We see on figure 17 that this centrifugal wave remains
weakly damped and in the range of existence of inertial waves for large Fr.
We will now give a discussion regarding the connections featured by the gravity waves.
We have found in the shallow water limit that only one gravity wave (namely G0) re-
mains regular trough the unwetting transition at Fr = 2, but additional waves featuring
a regular transition at this point are obtained when a is increased. This has been inter-
preted as the possibility for additional edge waves to be trapped close to the outer edge.
In the present case shown on figure 17 for m = 2 and a = 0.5, it seems that at least G0,
G1 and G
−
1 undergo such a regular transition for Fr = 2. This means that these waves
are localized close to the outer contact line and this allows to explain why the second
transition is singular regarding these solutions. Indeed, we have seen that the gravity
waves which are regular at the dewetting transition are well described by a simple grav-
ity edge wave model showing that this kind of solution is mainly driven by gravity (and
the angle of the corner). In the contrary, after the water touches the top wall (second
transition), vertical motion is forbidden by the presence of this additional boundary and
we suspect a change in the nature of the wave through this singular transition. These
waves are probably much closer to centrifugal edge waves then. In fact, two analogous
contact lines are present at the bottom and top of the container after the second tran-
sition and we therefore expect two sets of centrifugal edge waves to be trapped at those
locations. Eventually, the combination of these waves should combine to form a set of
purely centrifugal waves in the high Froude limit.
7. Summary and conclusions
The linear stability properties of Newton’s bucket has been considered in this paper.
In agreement with the famous experiment in which the free surface is perfectly still, the
solid body rotation with a free surface has been confirmed to be stable in the range of
parameters considered. Interestingly, this configuration allows the propagation of surface
waves, inertial waves and Rossby waves. At first, the presence of these waves has been
anticipated through analysis of Poincare´ equation and shallow water solutions in the low
Froude regime. In particular, the discussion upon the Poincare´ equation allows to high-
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light two regions of frequencies where solutions of different nature are expected, namely
the elliptic region where the solutions are expected to be evanescent in one spacial di-
rection and oscillatory in the other (standard gravity waves), and the hyperbolic region
where the solutions are either oscillatory in both directions (inertial waves) or evanescent
in both directions. The different wave families have then been obtained numerically using
a global stability analysis and the predictions from the mathematical description have
been confirmed at small Fr. In this regime, wave families indeed lie in elliptic or hyper-
bolic regions in agreement with their expected spatial structures. However, the general
picture corresponding to the evolution of frequencies with the Froude number is found to
be highly intricate as some waves are switching from the elliptic area to the hyperbolic
area which possibly leads to interaction between waves of different families. As a result
the nature of the different waves is not always clear and the main goal of this paper was
to address a comprehensive and coherent classification of these waves for a large range
of Froude numbers.
The wet regime (moderate Fr) has been considered at first to confirm the mathemat-
ical predictions and give a more complete description of gravity waves, inertial waves
and Rossby waves found in this case. This study is supported by comparisons with both
asymptotic results obtained in the low Froude regime and shallow water solutions. It has
been shown that the shallow water approximation allows to accurately predict Rossby
waves and gravity waves (only for small m and small a in the latter case). Also, results
obtained in the low Froude limit are found to remain pertinent for moderate free surface
deformations. When Fr is increased the structures of the waves changes as the result of
the deformation of the free surface. A more surprising feature is the possible transition
from the elliptic zone to the hyperbolic one (G0 for instance). After this transition, the
wave is better described as a gravity edge wave trapped at the contact line and is therefore
evanescent in both directions. This conclusion is in agreement with the Poincare´ equation
in the range of frequencies under consideration and G0 has been shown to correspond to
the so called stokes edge wave under these conditions. In addition, its frequency proper-
ties are well captured by the simple relation λr ≈
√
m/(
√
aFr). Concerning the inertial
waves, the effect of the Froude number is also complex due to the singular structure
adopted by those waves in complex geometries. More specifically, the apparition of these
singular structures (under the form of ray patterns) is associated with a strong increase
of the damping rate. Finally, Rossby waves were shown to be weakly affected by Fr due
to their vertical independency. In particular their frequencies remain close to λr ≈ 0 and
we only notice a weak intensification of the retrograde motion when Fr increases and for
the wet cases.
In the dry regime, the singular transition leads to the apparition of additional waves,
namely centrifugal surface waves (or centrifugal edge waves). Only two of these solutions
are clearly identified and correspond to the 2D centrifugal waves with frequencies fol-
lowing λr ≈ 1±
√
m+ 1. This kind of wave can be found either in hyperbolic region or
in elliptic region depending of the value of m considered. In addition, a description of
the dewetting point (Fr = 2) from the shallow water approximation has shown that a
single wave, the first gravity wave G0, highlights a regular transition. On the other hand,
the other branches accumulate towards specific singular solutions at Fr = 2 and their
corresponding structures collapses around the axis of rotation.
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Appendix A. The shallow water regime
A.1. Perturbation equation for axisymmetric flows
In the inviscid case, perturbation equations of the more general base flow of non-dimensional
velocity V (r) = Ω(r)r † together with the associated water height (2.4) can be simplified
to a single equation for water height perturbations η which reads
η′′(r) +
(
1
r
− ∆
′
∆
+
h′
h
)
η′(r) +
(
2m
rλ
(
∆′
∆
Ω− Ω′
)
− m
2
r2
+
F 2∆
h
− 2mΩh
′
rγh
)
η(r) = 0,
(A 1)
where the ′ stands for the r derivative. Equation (A 1) can be numerically integrated
using a shooting method to obtain the dispersion solutions. In the present case of constant
angular velocity over the entire domain and a height profile given by (2.4), equation (A 1)
reduces to (3.5).
A.2. General solutions for dry and wet cases
Solutions of (3.5) involve generalized hypergeometric functions denoted F here. However,
the specific solution of the problem needs to be derived independently for the wet and
dry cases due to the specific nature of the hypergeometric equation involved in both
situations.
In any cases (wet and dry), a solution of (3.5) is a superposition of two linearly indepen-
dent solutions such as
η(Z) = A−Z−m/2η−(Z) +A+Zm/2η+(Z) (A 2)
with η− and η+ being solution of the hypergeometric differential equation (see equation
(15.5.1) in Abramowitz & Stegun 1972), A− and A+ two constants, and Z is defined as
Z =
2F 2r2
F 2 − 4 in the wet case, (A 3a)
Z =
r2
r2c
in the dry case. (A 3b)
In the following, we introduce M = 1 +m2 − 2Λ.
In the wet case, regularity of the solution at Z = 0 imposes a general solution of the form
η(Z) = Z
|m|
2 F
(√
M
2
,−
√
M
2
; |m|+ 1;Z
)
. (A 4)
Using boundary condition (i), given in section 3.2, then leads to the relation of dispersion
Dw(λ,m) = 0 which gives an implicit solution for λ.
In the dry case, a general solution reads
η(Z) = A−d Z
− 1+
√
M
2 F
(
1 +m+
√
M
2
,
1−m+√M
2
; 1 +
√
M ;
1
Z
)
+A+d Z
− 1−
√
M
2 F
(
1 +m−√M
2
,
1−m−√M
2
; 1−
√
M ;
1
Z
)
.
(A 5)
Using boundary conditions (i) and (ii), given in section 3.2 for the dry case, then leads
to the relation of dispersion Dd(λ,m) = 0 which gives an implicit equation for λ.
† The characteristic times scale is here based on the maximum angular velocity at the centre
of the rotating flow. The non-dimensional angular velocity is therefore such that Ω(r = 0) = 1.
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Figure 18. Comparisons between solution of the shallow water solutions for a = 10−4 (solid
lines) and the associated asymptotic solutions for small and large Fr (dashed lines): (a) gravity
waves and (b) Rossby waves.
We finally end up with two dispersion relations Dw(λ,m) = 0 and Dd(λ,m) = 0, for the
wet case and the dry case respectively.
A.3. Asymptotic expansion for shallow water solutions
We introduce here h¯(r) = h(r)/a the reduced height profile given by
h¯(r) = 1 +
Fr2
2
(
r2 − 1
2
)
if Fr < 2,
in the wet case and
h¯(r) =
Fr2
2
(
r2 − r2c
)
if Fr > 2,
in the dry case.
In that case (3.5) can be written as
η′′(r) +
(
1
r
+
Fr2r
h¯(r)
)
η′(r) +
(
Fr2Λ
h¯(r)
− m
2
r2
)
η(r) = 0, (A 6)
This new formulation is slightly more convenient to derive the following asymptotic
expansions. In particular, both Fr  1 in the wet case, which satisfies F  1, and
Fr  1 in the dry case can be considered, as long as Fr  1/√a in the dry case
expansion to remain in the shallow water limit.
A.3.1. Asymptotic trends for Fr  1
In the low-Froude limit, corresponding to the wet case, two kinds of solution have to
be considered: λ  1 (Rossby waves) and λ  1 (gravity waves). In this limit equation
(A 6) reduces to
η′′(r) +
1
r
η′(r) +
(
Fr2Λ− m
2
r2
)
η(r) = 0.
The two solutions, Rossby waves and gravity wave, then correspond to expansion λ =
λ0Fr
2 +O(Fr) and λ = λ0Fr
−1 +O(1), leading to
η′′(r) +
1
r
η′(r) +
(
−m
2
r2
− 2m
λ0
)
η(r) = 0, (A 7)
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η′′(r) +
1
r
η′(r) +
(
λ20 −
m2
r2
)
η(r) = 0, (A 8)
Solutions of (A 7) and (A 8) are of the form η = Jm(
√−2m/λ0r) and η = Jm(λr)
respectively. Inviscid boundary condition at r = 1 leads to the relations of dispersion
DwR = Jm(
√
−2m/λ0) = 0 i.e. λ0 = − 2m
j2mn
, (A 9)
for Rossby waves and
DwG = mJm(λ0)− λ0Jm+1(λ0) = 0, (A 10)
for gravity waves, respectively. Note that (A 9) is the leading order solution derived for
Rossby waves in the small Froude limit (derived in appendix B).
A.3.2. Asymptotic trends for large Fr
In the case where Fr is large (but smaller than a−1/2 in order to remain consistent with
shallow water approximation), we have rc ≈ 1− 1/Fr, so the annular region containing
liquid gets very narrow. We thus introduce an inner variable x = (r − rc)Fr, i.e. r =
1 + F−1(x− 1). The domain thus spans from x = 0 (contact line) to x = 1 (outer wall).
In term of this inner variable, the equation leads, at leading order, to
η′′(x) +
1
x
η′(x) +
Λ
Frx
η(x) = 0, (A 11)
with Λ = λ2−4−2m/λ. The solution which is regular at x = 0 is η(x) = J0(2
√
Λx/Fr).
Considering the boundary condition η′(1) = 0, we are lead to the discretisation condition
2
√
Λ/Fr = j′mn, i.e.
Λ = λ2 − 4− 2m
λ
= 4j′20nFr
2,
There are two kind of solutions. The first kind (gravity waves) are given by λ = ±2j′0nFr1/2.
Note that in dimensional terms this means
ω −mΩ = ±2j′0n
Ω3/2R1/2
(gH0)1/4
.
Explanation for this scaling: in dimensional terms, the order of magnitude of height is
Hm = H0Fr, and the width of the annular region is LW = RFr
−1. The time scale for
the gravity waves is cg/LW with cg =
√
gHm. This leads to Ω
3/2R1/2(gH0)
−1/4.
The second kind (which exist only if m 6= 0) are given by
λ = − m
2j′0n
Fr−1.
Note that in dimensional terms this means
ω −mΩ = − m
2j′0n
(gH0)
1/2
R
.
We recognize the slow retrograde motion characteristic of Rossby waves.
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m λW λ
G+
A λ
G−
A λ
R
A
0 − 3√2/2 = 2.1213 −3√2/2 −
1
√
2/2 = 0.7071 1 +
√
2 −2 1−√2
2
√
2 = 1.414 2.814 −2.1549 −0.6595
3 3
√
2/2 3.2899 −2.5842 −0.7057
4 2
√
2 3.8202 −3.1569 −0.6633
Table 1. Coefficients entering the asymptotic expressions of the waves for Fr ≈ 2−
A.4. Asymptotic trends for Fr ≈ 2−
In this range, we introduce Fr = 2− δ. The hypergeometric solution is then
η = x|m|F
(
m+ 1 +
√
M
2
,
m+ 1−√M
2
;
−2r2
δ
)
, (A 12)
with
M = m2 + 1− 2Λ = 4m
λ
+ (m2 + 9)− 2λ2.
As δ tends to zero, the argument in the hypergeometric solution becomes large so we can
use the asymptotic trends corresponding to this case. The situation differs depending if
M is positive or negative.
A.4.1. Case M > 0
In this case, the asymptotic behavior is (Abramowitz & Stegun (1972), eq. (15.3.7))
η ≈ Arm
(
2r2
δ
)−α−
≈ Ar
√
M−1.
With A some unconsequent multiplicative factor. We introduce this behavior into the
boundary condition for r = 1
λ
(√
4m
λ
+ (m2 + 9)− 2λ2 − 1
)
− 2m = 0.
For each m 6= 0, this equation has a single root noted λW = m
√
2/2. Values are given in
the table 1. This branch is the only regular one in the limit Fr ≈ 2. (NB : we also have
λ = 2 as a possible root but it seems not valid).
A.4.2. Case M < 0
This case is encountered in three intervals, noted [−∞, λG−A ], [λRA, 0], [λG+A ,∞], where
the λA’s are the three roots of M = 0. The numerical values for these numbers are given
in the table. The fact that M < 0 leads to an oscillating function η, and hence the
possibility for a family of waves in each of the intervals. In practice we found that as δ
tends to zero, the branches accumulate toward the corresponding λA.
Thus we start with an expansion of the form λ = λA + λ1. We also write M = −β2,
with β2 = −∂M∂λ λ1. Then the asymptotic expression for the hypergeometric function
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leads to
η ≈ A
(√
2r√
δ
)−1+iβ
+ cc
≡ A
(
r√
δ
)−1
cos
(
β log(r/2
√
δ)
)
.
Imposition of the boundary condition at r = 1 leads to β log(δ) = npi.
Hence λ1 ∼ n2/(log δ)2.
A.5. Large m analysis: mathematical description of the centrifugal edge waves
Starting from equation A 6, we shall look for edge waves solutions localized close to the
inner contact line at r = ξ. Defining the inner variable r¯ = (r − ξ)m, the equation at
leading order in m can be obtained as follows:
η′′(r¯) +
1
r¯
η′(r¯) +
(
Λ2
mr¯
− 1
)
η′(r¯) = 0, (A 13)
with Λ = λ2 − 4− 2m/λ.
This equation is very similar to that derived by LeBlond & Mysak (1977) in the case of a
sloping beach where the effect of rotation is considered. From the results obtained in this
case we therefore expect two sets of discrete waves to exist. Indeed, two kinds of solutions
are allowed whose frequency at leading order in m read λ1 = C1
√
m and λ2 = C2.
Injection of these expansions in (A 13) lead to two equations which exhibit the same kind
of solution of the form of Kummer’s function multiplied by a exponentially decreasing
term. From consideration upon the diverging behavior of the U-type Kummer’s function,
a regularity condition applied at r¯ = 0 therefore lead to solutions of the form:
η(r¯) ∼ e−r¯M(ak, 1, 2r¯) (A 14)
with M the M-type Kummer’s function and k = 1 or 2 depending on the solution
considered. For the first mode family (resp. the second mode family) k = 1 and a1 =
(1−C21 )/2 (resp. k = 2 and a2 = (C2+2)/(2C2)). In both cases, the dispersion relation can
be found upon behavior of the solution (A 14) when r¯ tend to infinity. From consideration
of the asymptotic behavior of M (see Abramowitz & Stegun (1972) p 508) the only way
to obtain a vanishing displacement at infinity is to impose ak = −n with n a positive
integer. Therefore we obtain the two discrete sets of wave families
λ1n = ±
√
(2n+ 1)m, (A 15)
and
λ2n = −2/(2n+ 1). (A 16)
The set λ1n exhibit the classical discretization for edge waves. While λ2n corresponds to
an additional set of edge waves due to rotation (see LeBlond & Mysak (1977)).
Appendix B. The low Froude number regime
This regime corresponds to a weak rotation, and in this case the free surface can be
approximated as flat. We can note, in addition, that the Fr can be interpreted as the
ratio between two characteristic time scales: the one based on the rotation rate, Ω−1, and
the one based on gravity, i.e.
√
aTg. If these two time scales become very different, one
can expect to find two kinds of modes, namely inertial waves with frequencies scaling
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on the turnover timescale and gravity surface waves with frequencies scaling on the
gravitational time scale. Using the non-dimensional forms used previously, these two
characteristic times correspond to ω ≈ 1 for the inertial waves and ω ≈ 1/√aF for the
gravity waves. We first recall the starting equations
∂2p
∂r2
+
1
r
∂p
∂r
− m
2
r2
p+
(
λ2 − 4
λ2
)
∂2p
∂z2
≡ ∆p− 4
λ2
∂2p
∂z2
= 0. (B 1)
∂p
∂z
− F 2λ2p+ F
2h′2λ
λ2 − 4
(
2m
r
p− λ∂p
∂r
)
= 0 for z = a+ F 2h2(r), (B 2)
λ
∂p
∂r
− 2mp = 0 for r = 1, (B 3)
where h2(r) = r
2/2− 1/4.
B.1. Gravity surface waves
For this first family, it is more convenient to carry out the expansion in terms of the
parameter F = Fra1/2. The eigenvalues are expanded into the following form
λ = F−1λ0 + λ1 + Fλ2 + ...
We also expand the eigenmode as
p = p0 + Fp1 + F
2p2
B.1.1. Leading order
In this case the pressure equation reduces to the Laplace equation(
∂2r +
1
r
∂r − m
2
r2
+ ∂2z
)
p0 = ∆p0 = 0 for (r, x) ∈ D0, (B 4)
λ20p0 −
∂p0
∂z
= 0 for z = a, (B 5)
∂p0
∂r
= 0 for r = 1, (B 6)
A solution with separated variables, satisfying the boundary condition at the bottom, is
found as follows
p0(r, z) = cosh(kz)Jm(kr). (B 7)
The boundary condition at the wall r = 1 is J ′m(k) = 0, which is satisfied for discrete
values of k defined by k = j′mn. Finally, the boundary equation at the free surface leads
to the classical dispersion relation for surface waves in its non-dimensional form
λ20 = k tanh(ka).
Note that in dimensional terms, the frequency has the classical form ω ≈√gk tanh(kH0).
We therefore recover the standard result for standing waves in a cylindrical cylinder, given
for instance in Ibrahim (2005).
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B.1.2. Second order
At the next order, the equation and boundary conditions are as follows
∆p1 = 0 for (r, z) ∈ D0, (B 8)
λ20p1 + 2λ0λ1p0 −
∂p1
∂z
= 0 for z = a, (B 9)
λ0
∂p1
∂r
− 2mp0 = 0 = 0 for r = 1. (B 10)
The solution is obtained by multiplying by p0, integrating over the whole domain and
using the Schwartz identity∫∫
g∆fdS =
∫∫
f∆gdS +
∫ a
0
(
f
∂g
∂r
− g ∂f
∂r
)
r=1
dz +
∫ 1
0
(
f
∂g
∂z
− g ∂f
∂z
)
z=a
rdr.
(B 11)
We are led to
2m
λ0
∫ a
0
[p0(1, z)]
2
dz + 2λ0λ1
∫ 1
0
[p0(r, a)]
2
rdr = 0. (B 12)
and thus
λ1 =
−m
λ20
Jm(k)
2
∫ a
0
cosh(kz)2dz
cosh(k)2
∫ 1
0
Jm(kr)
2rdr.
(B 13)
The integrals appearing here can be evaluated in closed form (Abramowitz & Stegun
1972, see), leading to the final expression
λ1 =
−m
k2 −m2
(
1 +
ka
cosh(ka) sinh(ka)
)
. (B 14)
The solution p1 at second order is found as
p1(r, z) =
2mk
λ0(k2 −m2)
∂p0
∂k
≡ 2mk
λ0(k2 −m2) (r cosh(kz)J
′
m(kr) + z sinh(kz)Jm(kr)) .
(B 15)
B.1.3. Third order
At next order in F , we have
∆p2 − 4
λ20
∂p20
∂z2
= 0 for (r, z) ∈ D0,
λ20p2 + 2λ0λ1p1 + (λ
2
1 + 2λ0λ2)p0 −
∂p2
∂z
+ h′2
∂p0
∂r
+ h2
(
λ20
∂p0
∂z
− ∂
2p0
∂z2
)
= 0 for z = a,
λ0
∂p2
∂r
+ λ1
∂p1
∂r
− 2mp1 = 0 for r = 1.
Again we multiply by p0, integrate over the domain to obtain
4
λ20
∫∫
p0
∂2p0
∂z2
rdrdz =
1
λ0
∫ a
0
p0
(
2mp1 − λ1 ∂p1
∂r
)
dz + 2λ0λ2
∫ 1
0
p20rdr
+
∫ 1
0
(
λ21p0 + 2λ0λ1p1 + h
′
2
∂p0
∂r
+ h2
(
λ20
∂p0
∂z
− ∂
2p0
∂z2
))
p0rdr (B 16)
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(m,n) λ0 λ1 λ2
(2, 0) 1.6670 −0.4837 0.0875
(2, 1) 2.5865 −0.0496 0.3692
(2, 2) 3.1573 −0.0210 0.3098
Table 2. Values of the coefficients in the expansion of gravity waves for a = 0.5.
This expression yields λ2 as function as known quantities. The expression is analytic but
does not simplify much, so we only give a numerical solution for a few cases.
B.2. The inertial modes with ω ≈ 1 1/√aF
For this family of wave we use the following development
λ = λ0 + F
2λ1
And for the pressure
p = p0 + F
2p1
B.2.1. Leading order
(
∆− 4
λ20
∂2
∂z2
)
p0 = 0 for (r, z) ∈ D0, (B 17)
∂p0
∂z
= 0 for z = a, (B 18)
λ0
∂p0
∂r
− 2mp0 = 0 for r = 1. (B 19)
A solution with separated variables, satisfying the boundary condition at the bottom, is
readily found as
p0(r, z) = cos(kz)Jm(ξr), (B 20)
where ξ is an axial wave number defined as
ξ2 = k2
(
4
λ2
− 1
)
. (B 21)
Such a solution is of oscillating form in both radial and vertical direction if ∆ > 0, i.e.
(m− 2) < ω < (m+ 2), which is recognised as the classical range of existence of Kelvin
waves. Imposition of the boundary conditions at the bottom and at the edge lead to two
discretisation conditions, namely
sin(ka) = 0, with solutions k = kn1 = n1pi/a, (B 22)
λξJ ′m(ξ)− 2mJm(ξ) = 0 with solutions noted ξ = ξn2 . (B 23)
The relation between k and ξ finally indicates the eigenmodes frequencies. It is found
that there is a discrete set of eigenvalues ωm,n1,n2 which, for a given m, fill the interval
[(m− 2), (m+ 2)] in a dense way. We can put the dispersion relation into the following
form
2k|ξ|√
ξ2 + k2
J ′m(ξ)− 2mJm(ξ) = 0
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(m,n1, n2) ξ λ0 λ1
(2, 1, 1) 6.256 1.4173 −0.07301
(2, 1, 2) 9.598 1.0954 0.01519
(2, 1, 3) 12.826 0.8798 0.05604
(2, 1, 4) 16.0164 0.7304 0.06163
(2, 2, 1) 6.343 1.7854 −0.00573
(2, 2, 2) 9.707 1.5827 0.04106
(2, 1, 0) −3.919 −1.6979 −0.02632
(2, 1,−1) −7.154 −1.3197 −0.08185
(2, 1,−2) −10.346 −1.0381 −0.1058
(2, 1,−3) −13.519 −0.8429 −0.1072
(2, 2, 0) −3.855 −1.9120 −0.02143
(2, 2,−1) −7.057 −1.7438 −0.05753
Table 3. Values of the coefficients in the expansion of inertial waves for a = 0.5.
with
λ =
sng(ξ)2k√
ξ2 + k2
With the convention that negative values of ξ correspond to negative λ.
B.2.2. Next order
At next order, the Poincare´ equation, and boundary condition lead to(
∆− 4
λ20
∂2
∂z2
)
p1 +
(
8λ1
λ30
)
∂2p0
∂z2
= 0 for (r, z) ∈ D0, (B 24)
∂p1
∂z
+ h2
∂2p0
∂z2
− λ20p0 +
h′2λ0
λ20 − 4
(
2m
r
p0 − λ0 ∂p0
∂r
)
= 0 for z = a, (B 25)
λ1
∂p0
∂r
+ λ0
∂p1
∂r
− 2mp1 = 0 for r = 1. (B 26)
We multiply by p0, integrate over the domain and use a few formulas to get
8λ1
λ30
∫∫
p0
∂2p0
∂z2
rdrdz − λ1
λ0
∫ a
0
p0
∂p0
∂r
dz (B 27)
−
(
1− 4
λ20
)∫ 1
0
(
h2
∂2p0
∂z2
− λ20p0 +
h′2λ0
λ20 − 4
(
2m
r
p0 − λ0 ∂p0
∂r
))
rdr = 0. (B 28)
This leads to the determination of λ1.
λ1 =
2λ0
a
∫ 1
0
([
4− λ20
] [
k2h2(r) + λ
2
0
]
Jm(ξr) + λ0
[
2m
r
Jm(ξr)− λ0ξJ ′m(ξr)
])
Jm(ξr)rdr
ξJ ′m(ξ)Jm(ξ)− k2
∫ 1
0
Jm(ξr)
2rdr
(B 29)
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B.3. The Rossby waves for ω ≈ m
Rossby waves are thought under the following form
λ = λR0 F
2
r + λ
R
1 F
4
r (B 30)
Or, in dimensional form
ω = mΩ + λR0
Ω3R2
gH
+ λR1
Ω5R4
g2H2
(B 31)
The pressure is looked into the following form
p = p0(r) + F
2
r p1(r) + F
4
r p2(r, z) + F
6
r p3(r, z) + ... (B 32)
With this ansatz, the Poincare´ equation and the boundary conditions lead to the following
expansions
− 4
λ20
∂2p0
∂z2
F−4 − 4
λ20
∂2p1
∂z2
F−2+(
∆p0 − 4
λ20
∂2p2
∂z2
)
+
(
∆p1 − 4
λ20
∂2p3
∂z2
+
8λ1
λ30
∂2p2
∂z2
)
F 2 + ... = 0
∂p0
∂z
F−2 − ∂p1
∂z
+
(
∂p2
∂z
− h
′
2λ0
2
mp0
r
)
F 2+(
∂p3
∂z
+ h2
∂2p2
∂z2
− h
′
2λ0
4
[
2mp1
r
− λ0 ∂p0
∂r
]
− h
′
2λ1
2
mp0
r
− λ20p0
)
F 4 + ... = 0
−2mp0 +
(
λ0
∂p0
∂r
− 2mp1
)
F 2 + ... = 0 (B 33)
The two leading orders show that p0 and p1 are independent upon the vertical direction
z (hence the form taken for the expansion). It is interesting to notice that, at leading
order, the velocity components satisfy the geostrophic equilibrium.
B.3.1. Leading order frequency
To solve for the leading order frequency λ0, we have to consider the third term in the
expansion (
∆p0 − 4
λ20
∂2p2
∂z2
)
= 0, (B 34)(
∂p2
∂z
− ah
′
2λ0
2
mp0
r
)
= 0 for z = a, (B 35)
p0 = 0 for r = 1. (B 36)
We find that p2(r, z) is proportional to z
2 and to p0, and end up to
p2 =
λ0mz
2
4
p0(r) (B 37)
Hence finally (
∆p0 − 2m
λ0
p0
)
= 0 (B 38)
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(m,n) λ0 = −2m/j2mn λ1
(1, 0) −0.13622 0.01648
(1, 1) −0.04063 −0.00091
(1, 2) −0.01932 −0.00151
(2, 0) −0.15166 0.01036
(2, 1) −0.05646 −0.00152
(2, 2) −0.02962 −0.00159
(3, 0) −0.146739 0.00823
(3, 1) −0.06297 −0.00150
(3, 2) −0.03542 −0.00177
Table 4. Numerical values for coefficients entering the asymptotic expansion of the frequency
of Rossby waves in low-Froude limit
The solution is p0 = Jm(kr), with k
2 = −2m/λ0a. The boundary condition at r = 1
yields k = jmn, and thus
λ0 = − 2m
j2mn
.
B.3.2. Next order
At next order, we get equations with the following form
∆p1 − 4
λ20
∂2p3
∂z2
+
8λ1
λ30
∂2p2
∂z2
,= 0 (B 39)
1
a
∂p3
∂z
+ h2
∂2p2
∂z2
− h
′
2λ0
4
[
2mp1
r
− λ0 ∂p0
∂r
]
− h
′
2λ1
2
mp0
r
− λ20p0 = 0 for z = a, (B 40)
λ0
∂p0
∂r
− 2mp1 = 0 for r = 1. (B 41)
The boundary condition yields p3 as function of p0 and p1
p3 =
z2
2
(
m
2
[λ0p1 + λ1p0] + λ
2
0
[
p0 − r
4
p′0
]
− λ0m
2
p0
)
. (B 42)
We report into the other equation, and obtain(
∆p1 − 2m
λ0
p1
)
+
2mλ1
λ20
p0 + r
∂p0
∂r
− 4p0 + 2mh2
λ0
p0, (B 43)
we multiply by rp0 and integrate, to finally get
λ1 =
λ20p
′
0(1)
2 − λ0
∫ 1
0
(
2λ0m [rp
′
0 − 4p0]− 4m2h2p0
)
p0rdr
4m2
∫ 1
0
p20rdr
. (B 44)
It is interesting to remark that this expression does not depend upon a.
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121

Chapitre 9
Stabilité d’un tourbillon potentiel
Ce chapitre présente les résultats théoriques de stabilité linéaire d’un écoulement potentiel à
surface libre. Le champ de base considéré est de la forme V0(r) = Γ/(2pir) et correspond à une
surface libre concave possédant une zone démouillée en son centre. Il a été montré au chapitre 6
que ce type d’écoulement est représentatif de l’expérience à fond tournant dans le régime des fortes
rotations (régime DP sur la figure 6.1).
Nous montrerons que deux familles d’ondes de surface peuvent co-exister dans cette configuration :
les ondes de gravité et des ondes dites centrifuges. Nous montrerons également que pour m = 2
et dans certaines gammes de paramètres ces deux familles d’ondes peuvent résonner et conduire
à une déstabilisation du champ de base. Enfin, une cartographie de l’instabilité dans l’espace
des paramètres sera présentée. Une comparaison avec des résultats expérimentaux est reportée
au chapitre 10 et une description détaillée des mécanismes à l’origine de l’instabilité au chapitre
11. Quelques effets non-linéaires obtenus à partir d’un modèle potentiel simplifié dans l’article en
préparation fournit en annexe D sont résumés au chapitre 12.
9.1 Formulation du problème
9.1.1 Equations générales en formulation potentielle
Dans cette section les équations générales présentées à la section 5.1 sont reformulées en tirant
avantage de la caractéristique potentielle du champ de base étudié. En effet, cette hypothèse nous
incite à considérer que l’ensemble de l’écoulement est également potentiel. Dans ces conditions,
le rotationnel du champ de vitesse est nul et on introduit alors le potentiel des vitesses Φ défini
tel que U = ∇Φ. En considérant de plus que le fluide est non visqueux, les équations en volume
pour le potentiel des vitesses se réduisent à l’équation de Laplace et à l’équation de Bernoulli
instationnaire qui s’écrivent respectivement
∂2Φ
∂r2
+
1
r
∂Φ
∂r
+
1
r2
∂2Φ
∂θ2
+
∂2Φ
∂z2
= 0, (9.1a)
∂Φ
∂t
+
1
2
∇Φ.∇Φ + P + gz = C(t), (9.1b)
avec C la constante d’intégration qui peut éventuellement dépendre du temps. De façon identique
au cas général considéré à la section 5.1 (incluant les cas non potentiels et non visqueux) nous
définirons la surface libre comme le niveau zéro de la fonction implicite H(r, θ, z, t) = z−h(r, θ, t).
La pression réduite au niveau de l’interface doit compenser la contribution due à la tension de
surface et les équations cinématique et dynamique donnent respectivement
∂H
∂t
+∇Φ.∇H = 0, en H(r, θ, z, t) = 0, (9.2a)
P = γC, en H(r, θ, z, t) = 0. (9.2b)
Aux équations de surface libre (9.2) s’ajoutent également les conditions de non pénétration au
niveau de la paroi du fond et du bord cylindrique qui s’écrivent U .n = 0 avec n la normale à la
paroi.
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Figure 9.1 – Formes de surface libre associées à l’écoulement potentiel (équation (9.3)) pour
a = 0.94 et plusieurs valeurs de ξ/R. De gauche à droite : ξ/R → 0, ξ/R = 0.1, ξ/R = 0.3,
ξ/R = 0.5.
9.1.2 Le champ de base potentiel
On considère dans cette partie un champ de base potentiel de la forme (0, V0(r), 0) avec V0(r) =
Γ/(2pir) et Γ la circulation constante associée à cet écoulement. Nous supposerons également que la
tension de surface est nulle, une hypothèse qui se justifie par les grands nombres de Bond associés
aux expériences (c.f. discussion sur la tension de surface partie I). Le potentiel des vitesses associé
au champ de base s’écrit Φ0 = Γθ/(2pi). Le champ de vitesses proche de l’axe (en r = 0) pour un
tel écoulement induit l’apparition d’une zone démouillée. La singularité associée à cette position
radiale est ainsi levée, ce point se trouvant alors hors du domaine fluide étudié. La forme de la
surface libre résulte d’un équilibre entre l’accélération de la gravité g et l’accélération centrifuge
Γ2/(4pi2r3) qui s’obtient à partir de l’équation de Bernoulli (9.1b) adaptée au champ de base
potentiel et appliquée au niveau de la surface libre (z = h0(r)). L’équilibre entre ces deux effets
s’écrit gh′0 = Γ2/(4pi2r3) avec h′0 la pente de la surface libre associée au champ de base. On retrouve
ainsi la forme de surface libre obtenue en section 6.1 dans le cas du régime nommée DP
h0(r) =
1
2g
(
Γ
2piR
)2(
R2
ξ2
− R
2
r2
)
, (9.3)
avec ξ la taille de la zone démouillée (voir figure 9.1).
En considérant un volume de fluide piR2H (avec H la hauteur d’eau au repos), la conservation
du volume s’écrit : piR2H =
∫ R
ξ
2pih0(r)rdr. On est alors capable d’exprimer ζ = h0(R) et Γ en
fonction de ξ de la façon suivante
ζ = H
(
1− 2
ξ2 ln Rξ
R2 − ξ2
)−1
, (9.4a)
Γ
2piR
=
ξ
√
2gH√
R2 − ξ2 − 2ξ2 ln Rξ
. (9.4b)
En injectant l’expression de Γ donnée par l’équation (9.4b) dans (9.3) et en fixant le volume de
fluide, on obtient une forme de surface libre qui ne dépend que de ξ (pour une valeur de a donnée).
Une paramétrisation en Γ est également possible, cependant le choix retenu est plus simple au
vu de la relation (9.4b) qui donne explicitement Γ en fonction de ξ. Pour a = H/R = 0.94, la
figure 9.1 montre les formes de surface libre obtenues pour différentes valeurs de ξ. Ce choix de
rapport d’aspect correspond au expériences de Suzuki et al. (2006) et Tasaka et al. (2008). On peut
constater que les formes concaves de surface libre obtenues sont qualitativement en accord avec
les états axisymétriques démouillés obtenus par ces auteurs. Nous noterons de plus que le champ
de pression associé au champ de base se met sous la forme P0 = g(h0(r) − z). Les iso-pressions
forment donc des courbes qui suivent la forme de la surface libre ce qui correspond à l’équilibre
hydrostatique pour un système en rotation. En effet, les courbes iso-pression et donc (sans tension
de surface) la forme de la surface libre se positionnent localement de façon perpendiculaire à
l’accélération effective définie par ge(r) =
√
g2 + [Γ2/(4pi2r3)]2.
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9.1.3 Equations linéarisées
Afin d’appliquer la méthode de stabilité globale décrite en section 5.1, une perturbation infini-
tésimale est superposée au champ de base (ici potentiel) sous la forme
[Φ, P ](r, θ, z, t) = [Φ0(θ), P0(r, z)] + 
(
[φ, p](r, z)ei(mθ−ωt) + c.c
)
, (9.5a)
h(r, θ, z, t) = h0(r) + 
(
η(r)ei(mθ−ωt) + c.c
)
. (9.5b)
Avec m le nombre d’onde azimutal et ω la fréquence complexe associée au mode [φ, p, η].
En injectant cette décomposition dans les équations en volume (9.1) et de surface libre (9.2), et
après linéarisation par rapport à l’état de base, on obtient le système d’équations linéaires suivant
∆φ ≡
(
∂2
∂r2
+
1
r
∂
∂r
− m
2
r2
+
∂2
∂z2
)
φ = 0, dans S, (9.6a)
i (ω −mΩ(r))φ = p, dans S, (9.6b)
−i (ω −mΩ(r)) η = ∂φ
∂z
− h′0
∂φ
∂r
, sur ∂S0, (9.6c)
p = gη, sur ∂S0, (9.6d)
∂φ
∂z
= 0, sur ∂S1, (9.6e)
∂φ
∂r
= 0, sur ∂S2, (9.6f)
avec Ω(r) = Γ/(2pir2), S le domaine de résolution défini par (r, z) ∈ [ξ,R] × [0, h0(r)] et ∂S le
bord du domaine qui est composé de ∂S0 la surface libre associée au champ de base, ∂S1 le fond
du domaine et ∂S2 la paroi latérale (voir figure 9.2). En notant ∆ l’opérateur laplacien défini dans
l’équation (9.6a), ∇ l’opérateur gradient défini part ∇ = [∂/∂r, im/r, ∂/∂z]t (l’exposant t définit
le transposé de l’opérateur) et en combinant les deux équations de surface libre pour éliminer η,
le système (9.6) se met sous la forme plus compacte
∆φ = 0, dans S, (9.7a)
i (ω −mΩ(r))φ = p, dans S, (9.7b)
i (ω −mΩ(r)) p = −ge∇φ.n, sur ∂S0, (9.7c)
∇φ.n = 0, sur ∂S1 et ∂S2, (9.7d)
avec n la normale sortante définie sur ∂S. Ce problème ne peut pas être résolu analytiquement
dans le cas général du fait de la complexité du domaine de résolution et nous aurons donc recourt
à l’outil numérique. Les premiers résultats obtenus ont été publiés dans Tophøj et al. (2013) (c.f
Annexe B). Notons qu’un système faisant intervenir uniquement φ est aisément obtenu à partir de
(9.7), ce qui conduit à l’équation de surface libre présentée par Tophøj et al. (2013) à savoir
(ω −mΩ(r))2 φ = ge∇φ.n. (9.8)
Cependant, la composante de pression sera conservée pour faciliter la résolution numérique.
La méthode numérique de stabilité globale utilisée pour résoudre le système d’équations 9.7 est
similaire à celle décrite en section 5.2. La résolution est cependant simplifiée dans le cas potentiel
grâce à une formulation en [φ, p, η]. La formulation faible obtenue dans ce cas est décrite dans la
section qui suit et quelques résultats de validation sont donnés.
9.1.4 Formulation variationnelle pour l’écoulement potentiel
Nous introduisons tout d’abord les fonctions tests φ∗ et p∗ associées à φ et p respectivement.
La formulation variationnelle est alors obtenue par intégration de la quantité (9.7a) φ∗ + (9.7b)
p∗ sur le domaine S
∀φ∗, p∗ ∫
S
[∆φφ∗ − pp∗ + i(ω −mΩ(r))φp∗]rdrdz = 0. (9.9)
Le terme
∫
S ∆φφ
∗rdrdz peut ensuite être intégré par parties pour donner
∫
∂S [∇φ.n]rds−
∫
S ∇φ.∇φ∗rdrdz
avec s l’abscisse curviligne le long de la surface libre et ∇ l’opérateur complexe conjugué de ∇. Les
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N Nt NA ωr ωi
25 579 648 3.104 0.0955
50 2317 2454 3.116 0.0978
100 9270 9542 3.118 0.0980
200 37095 37638 3.118 0.0980
400 151240 152324 3.118 0.0980
(a) (b)
Figure 9.2 – (a) Exemple de maillage pour a = 0.3, ξ/R = 0.5 et N = 25. Avec N un nombre
entier représentatif de la densité du maillage considéré. (b) Dépendance au maillage pour m = 3,
a = 0.3, ξ/R = 0.32. Nt correspond au nombre de triangles et NA à la taille des matrices du
problème au valeur propres final. Les valeurs de fréquence présentées correspondent à l’unique
mode instable obtenu pour cette valeur de ξ (voir figure 9.3 (d)).
termes de bord permettent alors d’appliquer les conditions aux limites désirées sur ∂S0, ∂S1 et ∂S2
qui sont données par les équations (9.7c) et (9.7d). Ainsi, uniquement le terme de bord associé à la
surface libre est à retenir et la formulation faible du problème défini par les équations (9.7) s’écrit
∀φ∗, p∗
a([φ, p], [φ∗, p∗]) = ωb([φ, p], [φ∗, p∗]) (9.10)
avec a et b deux opérateurs définis par
a([φ, p], [φ∗, p∗]) =
∫
S
[∇φ.∇φ∗ + pp∗ + imΩ(r)φp∗]rdrdz −
∫
∂S0
imΩ(r)g−1e pφ
∗rds, (9.11a)
b([φ, p], [φ∗, p∗]) = i
∫
S
φp∗rdrdz − i
∫
∂S0
g−1e pφ
∗rds. (9.11b)
Comme nous l’avons précisé en section 5.2, la discrétisation conduit alors à une forme matricielle
du type A = ωB, i.e. un problème aux valeurs propres généralisé. Ainsi pour des paramètres
(m, a, ξ/R) donnés, la résolution du système discret mis sous forme matricielle conduit aux va-
leurs propres ω et aux vecteurs propres associés [φ, p]t. Une représentation pratique des résultats
consistera à fixer a et m et à étudier l’évolution des fréquences (ωr = Re(ω)) ainsi que du taux
d’amplification (ωi = Im(ω)) en fonction de ξ/R.
Le tableau de la figure 9.2 (b) montre une convergence au maillage effectuée sur un cas re-
présentatif (m = 3, a = 0.3, ξ/R = 0.32). On vérifie en particulier que les trois premiers chiffres
significatifs des fréquences obtenues deviennent indépendants du maillage à partir d’une densité
seuil N ≈ 100. Par la suite nous considèrerons donc des maillages de densité N = 100 ce qui corres-
pond à un bon compromis entre précision et temps de calcul, et permettra de parcourir une vaste
gamme de paramètres. Comme nous le verrons par la suite (section 11.3), une comparaison entre
les résultats de la méthode numérique avec les résultats théoriques dans le cadre de l’approximation
de faible profondeur montre un très bon accord sur les fréquences des modes obtenus (figure 11.9
pour m = 5 et a = 0.01). Ce bon accord témoigne de la validité des résultats numériques ainsi que
de l’approximation de faible profondeur pour ces valeurs de paramètres.
9.2 Résultats obtenus
Dans cette section, nous présentons les résultats de stabilité du tourbillon potentiel obtenus à
l’aide de la méthode de stabilité globale présentée précédemment (voir paragraphe 9.1.4). Les ré-
sultats obtenus révèlent la présence de deux familles d’ondes de surface dans ce problème, à savoir
des ondes de surface gravitaires et centrifuges. Dans un premier temps nous décrirons ces deux
familles d’ondes, puis nous montrerons que des phénomènes de résonance peuvent être obtenus.
Tout au long de la présentation des résultats de stabilité globale, des comparaisons seront effectuées
avec des modèles simplifiés pour lesquels seules certaines zones particulières de l’écoulement sont
retenues. Ces modèles conduisent à des relations de dispersion simples qui seront données directe-
ment dans ce chapitre. Pour d’avantage de détails en ce qui concerne ces modèles nous redirigeons
le lecteur à la section 11.2 (modèle UW1 notamment).
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9.2.1 Les familles d’ondes
Les figures 9.3 et 9.4 montrent l’évolution des fréquences d’oscillation adimensionnelles ωr
√
R/g
en fonction de ξ/R pour a = 0.3 et a = 0.6 respectivement, ainsi que pour différentes valeurs de
m. Ces résultats révèlent la présence d’un spectre discret de modes d’oscillation et les différentes
branches obtenues matérialisent l’évolution de ce spectre de fréquences lorsque le paramètre ξ/R
varie. Tout d’abord, nous remarquerons que les tendances obtenues sont différentes selon quem < 2
ou m ≥ 2 et nous verrons en particulier que le cas m ≥ 2 est instable pour certaines gammes de
ξ/R, tandis que les cas m < 2 demeurent stables sur toute la gamme de paramètres considérée.
Nous remarquerons par ailleurs que les résultats sont qualitativement similaires pour les deux va-
leurs de a choisies (quelque soit m).
Lorsque m ≥ 2, deux familles de modes peuvent clairement être distinguées. En effet, pour des
faibles valeurs de ξ/R (bas Froude), on constate sur les figures 9.3 et 9.4 qu’une famille de modes
tend vers une valeur finie de fréquences tandis qu’une seconde famille est associée à un compor-
tement divergent dans cette limite et avec ce choix d’adimensionnement. Les figures 9.5 et 9.6
montrent des exemples de modes appartenant à chacune de ces deux familles pour m = 3 et
ξ/R = 0.25. Les structures obtenues sont illustrées par les contours de ηn (déplacement normal
de la surface libre par rapport à h0, ηn = ηg/ge) en vue du dessus, c’est à dire en projection sur
le disque du fond. Dans le cas de la figure 9.6, la représentation des modes est complétée par des
coupes méridionales sur lesquelles les contours du champ de pression sont tracés. On constate que
les deux familles mises en évidence précédemment correspondent à deux types d’ondes de surface
que nous allons identifier aux ondes de gravité (figure 9.5) et aux ondes centrifuges (figure 9.6). Il est
a noter que l’aspect divergent des branches centrifuges est associé au choix de l’adimensionnement
avec un temps caractéristique Tg =
√
R/g basé sur la gravité.
Les ondes de gravité (G)
La premiere famille correspond aux ondes de gravité de surface (figure 9.5). Les déplace-
ments de la surface libre sont alors localisés proche de la paroi extérieure, c’est à dire là où
l’interface est quasiment horizontale car l’accélération de gravité domine l’accélération centrifuge
ge =
√
g2 + gc(r)2 ≈ g.
Lorsque ξ/R→ 0, la circulation tend vers zéro et le système correspond alors à un récipient au
repos avec une surface libre plane. Dans ce dernier cas, les fréquences sont données par la relation
de dispersion (c.f. Ibrahim (2005) par exemple)
ω = ±
√
gkng tanh(kngH) (9.12)
avec les valeurs discrètes de kng imposées par la condition limite en r = R, i.e ∂Jm(kngr)/∂r = 0
avec Jm la fonction de Bessel de première espèce et d’ordre m. L’entier ng est défini de façon à
coïncider avec le nombre de noeuds de pression dans la structure radiale de l’onde. Les solutions
de l’équation (9.12) sont tracées sur la figure 9.3 (a) dans le cas m = 0 (cercles en ξ/R = 0) 1.
Etant donné la discretisation obtenue et de façon à rester cohérent avec les notations introduites
dans la partie III, nous nommerons les modes de gravité Gng (G−ng pour les modes correspondants
au signe moins dans l’équation (9.12)).
Considérons maintenant le cas plus général où une circulation finie est présente. Dans ce cas,
la notation des modes introduite pour ξ/R→ 0 est conservée et la figure 9.5 correspond donc aux
modes de gravité G0, G1 et G2. Pour toutes les distributions azimutales m ≥ 2 la structure des
modes gravitaires est qualitativement similaire à celle montrée sur les figures 9.5 pour m = 3. Des
exemples d’ondes gravitaires pour m = 1 sont également montrés sur les figure 9.7 (a) et (b). Le
cas m = 0 pour des rotations non nulles est particulier et sera discuté à posteriori.
Pour m ≥ 1, un modèle simplifié peut être introduit pour caractériser les modes G+0 et G−0 en
fonction de ξ/R. Ce modèle consiste à ne considérer que la couche fluide au contact avec le cylindre
vertical. Celle-ci se caractérise par un écoulement de base de vitesse uniforme et dont la surface
libre est réduite à un cercle de rayon R positionné en z = ζ. Dans cette configuration et en imposant
une condition de non pénétration en z = 0 (c.f modèle UW1, chapitre 11) le problème se résout de
1. Pour les autres valeurs de m les figures 9.3 et 9.4 ne montrent pas les fréquences obtenues pour de faibles
valeurs de ξ/R et la comparaison avec l’équation (9.12) n’est pas effectuée. Ce choix est justifié par le comportement
divergent des ondes centrifuges dans cette limite qui empêche la lisibilité des résultats lorsque m > 2.
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(a) m = 0 (b) m = 1
(c) m = 2 (d) m = 3
(e) m = 6 (f) m = 10
Figure 9.3 – Fréquences ωr en fonction de ξ/R pour a = 0.3 et plusieurs valeurs de m. Sur
l’image (a), les cercles indiquent les fréquences obtenues dans un récipient au repos données par
la relation de dispersion (9.12). Sur les images (b), (d), (e) et (f) les symboles correspondant aux
fréquences données par les relations de dispersion (9.13) (carrés pleins) et (9.14) (carrés vides).
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(a) m = 0 (b) m = 1
(c) m = 2 (d) m = 3
Figure 9.4 – Identique à la figure 9.3 dans le cas a = 0.6.
façon analytique et conduit à la relation de dispersion
ω±g = mΩR ±
√
g
m
R
tanh
(m
R
ζ
)
(9.13)
avec ΩR = Γ/(2piR2), où ζ et Γ sont donnés en fonction de ξ par les relations (9.4a) et (9.4b).
Cette relation de dispersion donne une tendance de l’influence de la rotation sur les fréquences des
deux modes gravitaire G+0 et G
−
0 . La nature gravitaire est en effet clairement identifié par le terme
sous la racine dans la relation (9.13), tandis que le terme de rotation correspond à mΩR. Notons
que ce dernier brise la symétrie entre ω+g et ω−g . Les prédictions données par l’équation (9.13)
sont tracées sur les figures 9.3 (d), (e), (f) et 9.4 (b), (d) (symboles carrés pleins). Les valeurs
des fréquences ne sont pas estimées de façon précise mais les tendances lorsque ξ/R varie sont
bien capturées. Le premier constat provient de la simplicité du modèle et la sous-estimation des
fréquences est probablement due au fait que la vitesse du champ de base considéré ici correspond
à une borne inférieure de la vitesse dans l’ensemble du volume. Les tendances étant bien capturées
pour différentes valeurs de m et de a, nous pouvons en conclure que la nature gravitaire des modes
Gng est également confirmée par ce modèle.
Précisons pour finir que l’effet de la rotation modifie la fréquence des modes gravitaires par deux
types de processus. Le premier effet est dû au terme additionnel mΩR qui apparaît dans la relation
de dispersion (9.13). Le second correspond à l’ajustement de ζ du fait de la conservation du volume
(équation (9.4a)) qui modifie le terme gravitaire de la relation de dispersion (9.13).
Les ondes centrifuges (C)
La famille possédant un comportement singulier pour de faibles Froude (avec un adimention-
nement par Tg) est quant à elle assimilée à des ondes de surface dont la force de rappel est
essentiellement due à l’accélération centrifuge. La structure de ces modes est illustrée sur la figure
9.6 et permet de confirmer que les solutions de cette nouvelle famille sont bien des ondes de surface.
De plus, les déplacements de surface libre importants sont effectivement obtenus pour des positions
radiales où h0(r) est quasi-verticale, c’est-à-dire lorsque ge =
√
g2 + gc(r)2 ≈ gc(r) et donc que
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(a) G0, ωr
√
R/g = 2.83 (b) G1, ωr
√
R/g = 4.27 (c) G2, ωr
√
R/g = 5.13
Figure 9.5 – Exemples de modes de gravité obtenus pour a = 0.3, m = 3 et ξ/R = 0.25.
Contours de déplacement normal de la surface libre ηn par rapport au niveau du champ de base,
vue de dessus (projection sur le disque du fond). Les iso-niveaux sont uniformément répartis et les
lignes discontinues correspondent à des valeurs négatives. Ces modes ont un taux d’amplification
nul.
l’effet centrifuge domine la gravité.
Nous introduisons un entier nc représentant la discrétisation radiale (ou plutôt verticale dans
ce cas) des ondes centrifuge qui seront alors nommées Cnc . Les trois modes centrifuges illustrés sur
la figure 9.6 correspondent donc à C0, C1 et C2.
De façon analogues au modèle introduit pour les ondes de gravité, il est instructif de retenir
uniquement la couche fluide positionnée au contact du fond pour des positions radiales r ∈ [ξ,R].
Les détails concernant ce modèle sont également reportés au chapitre 11 (modèle UW1). La relation
de dispersion obtenue s’écrit alors
ω±c = mΩξ ±
√
gc
m
ξ
tanh (−m ln(ξ/R)) (9.14)
avec Ωξ = Γ/(2piξ2) et gc = Γ2/(4pi2ξ3). Cette relation de dispersion montre que les ondes cen-
trifuges mises en évidence dans le cas général sont des ondes de surface tout à fait analogues aux
ondes de gravité (analogie entre les relations (9.13) et (9.14)). Les solutions de (9.14) sont tracées
pour plusieurs combinaisons de paramètres sur les figures 9.3 (d), (e), (f) et 9.4 (b), (d) (symboles
carrés vides). On peut constater que le mode de fréquence ω−c reflète correctement les tendances
du mode C0 même si, encore une fois, l’accord quantitatif n’est pas parfait 2. Une comparaison
particulièrement bonne est obtenue dans le cas m = 1 (voir figure 9.4 (b)).
Dans la limite ξ/R → 0, l’équation (9.14) donne ω−c → (m −
√
m)Γ/(2piξ2), ce qui traduit le
comportement singulier de l’ondes centrifuge C−0 lorsque ξ/R→ 0 pour m > 1 (voir figures 9.3 et
9.4). Cette limite montre également que pour m = 1, ω−c → 0 lorsque ξ/R→ 0. Cette particularité
du cas m = 1 permet de comprendre pourquoi C−0 et G0 ne se croisent pas, ce qui expliquerai que
aucune instabilité n’est obtenue pour cette valeur de m.
Les ondes gravito-centrifuges (GC) du cas axisymétrique
Les figures 9.3 (a) et (b) montrent les résultats obtenus pour m = 0 et deux valeurs de a (resp.
0.3 et 0.6). Sur la figure 9.3 (a), une comparaison avec la relation de dispersion des modes de gravité
dans un récipient au repos (équation (9.12)) est effectuée. L’accord sur les fréquences montre que
l’ensemble des branches de fréquence non nulles obtenues pour m = 0 correspondent à des modes
de gravité dans la limite ξ/R → 0. La figure 9.8 montre la structure de différents modes obtenus
pour a = 0.3, ξ/R = 0.2 et m = 0. Ces structures semblent confirmer la nature gravitaire de ces
modes
Cependant ces modes de gravité sont affectés lorsque l’on augmente la rotation et semblent se
2. Il est à noter que les ondes centrifuges correspondant à ω+c ne sont pas visibles dans les résultats de stabilité
globale (en dehors de la fenêtre de paramètres considéré sur les figures 9.3 et 9.4). Aussi, une recherche de ces modes
a été effectuée dans des gammes de fréquences appropriées mais n’a pas permis de détecter de façon claire la famille
de modes centrifuges que l’on suspecte d’exister (les modes gravitaires sont très resserrés dans ces zones).
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(d) C0, ωr
√
R/g = 3.72 (e) C1, ωr
√
R/g = 1.35 (f) C2, ωr
√
R/g = 0.12
Figure 9.6 – Exemples de modes centrifuges obtenus pour a = 0.3, m = 3 et ξ/R = 0.25.
(haut) Contours de déplacement normal de la surface libre ηn (idem figure 9.5). (bas) Contours
de pression dans le plan méridional (mθ−ωt = 0). Les iso-niveaux sont uniformément répartis et les
lignes discontinues correspondent à des valeurs négatives. Ces modes ont un taux d’amplification
nul.
(a) G0, ωr
√
R/g = 1.15 (b) G1, ωr
√
R/g = 2.85 (c) C0, ωr
√
R/g = 0.16
Figure 9.7 – Structure de modes obtenus dans le cas a = 0.3, m = 1 et ξ/R = 0.2. Contours de
ηn, idem figure 9.5. Ces modes ont un taux d’amplification nul.
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(a) GC1, ωr
√
R/g = 2.05 (b) GC2, ωr
√
R/g = 2.97 (c) GC3, ωr
√
R/g = 3.59
Figure 9.8 – Modes gravito-centrifuges. Idem figure 9.7 pour m = 0.
transformer progressivement en modes "gravito-centrifuges" dont la force de rappel est une com-
binaison entre g et gc(r). La particularité de ce cas axisymétrique est que ce changement semble
s’effectuer de façon progressive, ne permettant pas de distinguer des branches de différentes na-
tures. En particulier, pour une valeur de ξ/R donnée, il ne semble pas qu’il y ait coexistence entre
des modes gravitaires et centrifuges. Cette caractéristique du cas m = 0 est intimement liée à la
conservation du volume. En effet, les variations de hauteur de surface libre étant axisymètriques,
elles sont nécessairement compensées par un déplacement de la surface à d’autres positions ra-
diales. En ce sens, tous les modes axisymétriques possèdent au moins un noeud dans leur structure
radiale et le couplage entre les effets gravitaires et centrifuges et favorisé. Nous noterons également
que pour m = 0 une symétrie ωr → −ωr est obtenue ce qui est cohérent avec les équations (9.6)
adaptées à ce cas particulier.
Dans le cas m = 0 il est également possible d’obtenir une relation de dispersion analytique à
partir d’un modèle simple du même type que ceux proposés pour les ondes de gravité et les ondes
centrifuges. Nous retiendrons alors les deux couches fluides qui seront connectées au niveau de coin
en r = R et z = 0 (modèle du type C au chapitre 11). Il est montré dans Tophøj et al. (2013)
dans le cas m > 0 que ce type de modèle conduit à quatre solutions composées de deux modes
gravitaires et deux modes centrifuges. Le cas m = 0 n’est par traité par Tophøj et al. (2013), mais
conduit également à quatre solutions. Cependant, ce cas particulier est dégénéré et la relation de
dispersion associée se met sous la forme
ω±gc = ±
√
g + gc
ζ +R ln(R/ξ)
, (9.15)
les deux autres solutions étants nulles. La relation (9.15) est analogue aux modes de ballottement
dans un récipient en forme de U. En particulier les rôles symétriques pris par la gravité et l’accélé-
ration centrifuge en r = ξ justifient l’appellation introduite pour ce type d’ondes. On constate ainsi
que les deux familles d’onde de surface ne peuvent être découplées pour m = 0, ce qui explique
pourquoi on ne distingue pas deux familles d’ondes sur les figures 9.3 (a) et 9.4 (a). Cependant,
une comparaison directe n’est pas montrée car ce modèle simple ne prédit pas correctement les
tendances observées dans les résultats de stabilité globale pour de faibles valeurs de ξ/R.
9.2.2 Description et cartographie de l’instabilité
La figure 9.9 représente l’évolution des fréquences d’oscillation ainsi que du taux de croissance
maximal en fonction de ξ/R obtenus pour a = 0.3 et m = 2. En particulier, l’évolution de ωi
√
R/g
en fonction de ξ/R montre que l’ensemble des modes sont neutres et que les phénomènes de fusion
de modes conduisent à une paire de modes complexes conjuguées 3. Ainsi, un mode possédant un
taux d’amplification positif émane nécessairement de ces résonances entre un mode de gravité et un
mode centrifuge et le champ de base étudié est donc instable dans un interval de ξ/R au voisinage
de l’intersection. Les bandes d’instabilité obtenues seront désignées par le couple (ng, nc) en réfé-
rence aux caractéristiques des deux modes qui s’intersectent, à savoir Gng et Cnc . Les tendances
3. Dans ce type de système non dissipatif, les modes sont soit neutres, soit appariées à leur complexe conjugué.
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Figure 9.9 – Fréquence d’oscillation et taux d’amortissement normalisés en fonction de ξ/R pour
a = 0.3 et m = 2.
concernant le taux de croissance pour d’autres valeurs de a et de m sont similaires pour m ≥ 2.
Pour m < 2, aucune instabilité n’est observée dans le cadre de paramètres considéré.
Pour une valeur de m et une valeur de a donnée, l’instabilité du couple (ng, nc) = (0, 0) sera nom-
mée instabilité ou résonance principale. Nous parlerons de résonance secondaire en ce qui concerne
l’ensemble des autres instabilités. L’instabilité principale est en général l’instabilité qui conduit au
taux d’amplification le plus important ainsi qu’à la bande instable la plus large (c.f. figure 9.9 par
exemple). Ceci n’est cependant pas toujours valable et nous verrons par exemple au cours de la
discussion qui va suivre que pour des rapports d’aspect plus importants, l’instabilité (0, 1) puis
l’instabilité (0, 2) peuvent être d’intensité comparable ou plus intense que l’instabilité principale.
Nous constatons sur les figures 9.3 et 9.4 que pour m ≥ 2, les instabilités sont obtenues pour des
valeurs de fréquence positives et il semble que l’instabilité principale correspond à ωr
√
R/g ≈ m
tant que les valeurs de m et de a restent modérées (disons m < 6 et a < 0.5). Aussi, nous re-
marquerons que l’écoulement est toujours stable pour des valeurs de ξ/R au delà de la bande
d’instabilité principale. Au contraire, les croisements déstabilisants sont de plus en plus nombreux
lorsque ξ/R → 0. En conséquence, les différentes bulles d’instabilité se rapprochent progressive-
ment, se chevauchent et l’écoulement est finalement toujours instable lorsque ξ/R est inférieur à
un certain seuil. A ce stade, il convient de préciser que nous ne chercherons pas nécessairement à
décrire les résultats obtenus pour de très faibles valeurs de ξ/R dans cette section. En effet, nous
avons mis en évidence à la partie II que pour de faibles rotations, le champ de base potentiel n’est
pas représentatif de l’expérience à fond tournant et un modèle incluant un coeur en rotation solide
est d’avantage pertinent dans ce régime. Ainsi, uniquement les instabilités apparaissant pour des
valeurs de ξ/R suffisantes peuvent éventuellement être reliées à des phénomènes observés dans les
expériences. Notons cependant que pour une valeur de ξ fixée, il est également possible de faire
tendre ξ/R vers zéro en repoussant le cylindre externe de rayon R à l’infini. Cette limite peut donc
être vue comme le cas du tourbillon potentiel non confiné. Une étude de cette configuration par
une méthode WKBJ pour de grandes valeurs de m et dans l’approximation de faibles profondeurs
est proposée à la section 11.3.
Dans Tophøj et al. (2013) une cartographie des zones d’instabilité principales (0, 0) est donnée
dans l’espace des paramètres (H, fb) 4 et pour m allant de 2 à 8 (voir Annexe B, figure 4 (b)). Il
est montré que l’instabilité principale est étroitement liée à la formation des motifs polygonaux.
L’objectif consiste ici à souligner la présence d’autres interactions de modes avec une structure
radiale plus complexe et ainsi à compléter la cartographie établie par Tophøj et al. (2013). Pour
cela nous souhaitons construire un diagramme de stabilité dans l’espace des paramètre (a, ξ/R)
qui inclut l’ensemble des instabilités associées à un taux d’amplification suffisamment important.
4. Où fb est obtenu à partir de ξ à l’aide du modèle de la conservation du moment angulaire du type de celui
présenté au chapitre 6, mais adapté au cas potentiel.
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Figure 9.10 – Cartographie des zones instables dans l’espace des paramètres (a, ξ/R) pourm = 2.
Les carrés correspondent aux résultats non-visqueux issus de la méthode numérique présentée et
pour lesquels uniquement la résonance principale est conservée (idem Tophøj et al. (2013)). Les
niveaux de gris correspondent aux résultats potentiels visqueux pour lesquels la viscosité est ajoutée
uniquement pour filtrer les résonances de faible intensité (C−1 = 104).
Dans cet objectif, un modèle potentiel visqueux est introduit et la viscosité jouera ici le rôle d’un
filtre pour les instabilités les plus faibles. La viscosité est introduite dans l’équation dynamique sur
la surface libre (p = gη) qui devient alors
p− 2ν ∂
2φ
∂n2
= gη, sur ∂S0, (9.16)
avec ν la viscosité cinématique et ∂φ/∂n = ∇φ.n. La méthode de résolution utilisée est alors
identique à celle présentée précédemment en remplaçant l’équation (9.6d) par l’équation (9.16).
Aucune difficulté particulière n’est ajoutée au cours de ce processus.
La figure 9.10 montre la cartographie des instabilités correspondant à m = 2 dans l’espace des
paramètres (a, ξ/R). Les niveaux de gris correspondent aux contours de taux d’amplification obte-
nus dans le cas potentiel visqueux pour un nombre de Reynolds gravitationnel C−1 = R
√
Rg/ν =
104. A titre de comparaison, les symboles carrés noirs correspondent aux seuils d’instabilité prin-
cipale (0, 0) obtenus dans le cas potentiel non visqueux. La comparaison montre que l’introduction
de la viscosité affecte très peu les seuils de l’instabilité principale pour la valeur de C−1 considérée.
La viscosité ainsi introduite semble donc bien remplir son rôle, à savoir localiser de façon correcte
les seuils du cas non visqueux tout en filtrant les instabilités les plus faibles.
Dans le cas m = 2 et sur toute la gamme a ∈ [0.1, 1], on constate sur la figure 9.10 que l’instabilité
principale est la plus intense, avec un taux d’amplification maximal d’environ 0.135 (valeur non
visqueuse) obtenu pour a ≈ 0.4 et ξ/R ≈ 0.2. Concernant les instabilités secondaires les plus im-
portantes, deux familles principales sont à considérer : les instabilités du type (0, nc) ; et celles du
type (ng, 0). Les instabilités ne mettant pas en jeux les modes G0 ou C0 semblent être de très faible
intensité (voir aussi figure 9.9 où l’instabilité (1, 1) est visible). La figure 9.10 montre en particu-
lier que dans le cas m = 2, les instabilités des couples (ng, 0) sont particulièrement intenses pour
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Figure 9.11 – Cartographie des zones instables (grises) dans l’espace des paramètres (a, ξ/R)
pour m = 2 (lignes pleines), m = 3 (lignes discontinues-pointillées) et m = 4 (pas de lignes).
Résultats potentiels visqueux obtenus pour C−1 = 10−4. Pour m = 3, la position de la bande (0, 1)
est soulignée de façon à clarifier une discussion du chapitre 10.
a < 0.5, tandis que les instabilités (0, nc) sont importantes pour a > 0.5. Il semble que l’instabilité
(0, 1) devienne d’intensité comparable à l’instabilité principale pour a > 1 et il peut être observé
que l’instabilité (1, 0) est importante pour a ≈ 0.2.
Ces observations peuvent se comprendre à partir d’arguments géométriques sur la forme de h0(r).
Pour cela, deux longueurs caractéristiques du champ de base sont à comparer : la hauteur d’eau
en r = R notée ζ et l’épaisseur radiale de la couche fluide en z = 0 qui vaut R − ξ. En par-
tant de l’hypothèse que l’instabilité est d’intensité maximale lorsque les longueurs d’onde des
ondes gravitaire et centrifuge sont comparables, le maximum d’instabilité est alors obtenu pour
ζ/(nc + 1) = (R − ξ)/(ng + 1). Cette condition fixe donc le rapport (nc + 1)/(ng + 1) suivant le
rapport de longueurs ζ/(R − ξ). Il peut être montré à partir de l’équation (9.4a) que le rapport
ζ/(R − ξ) augmente lorsque l’on augmente a et/ou ξ. Ainsi, le fait que les instabilités de type
(ng, 0) (resp. (0, nc)) soient particulièrement intenses pour de a < 1 (resp. a > 1) peut s’expliquer
qualitativement par ce rapport de longueurs exprimant le confinement relatif entre les ondes cen-
trifuges et les ondes gravitaires.
La figure 9.11 représente le diagramme de stabilité obtenu dans l’espace (a, ξ/R) avec une super-
position des résonances pour différents m. Les zones grises correspondent aux zones instables ob-
tenues pour m = 2 (entre les lignes noires continues), m = 3 (lignes noires discontinues-pointillées)
et m = 4 (pas de lignes). Dans les trois cas, les bandes les plus larges correspondent aux instabilités
principales obtenues dans Tophøj et al. (2013). Ces résultats révèlent la complexité du diagramme
de stabilité complet en tenant compte des résonances secondaires. Il peut être remarqué sur ce
diagramme que des zones instables pour différentes valeurs de m peuvent se chevaucher. Dans le
cadre de la théorie linéaire, l’état résultant correspond au mode possédant le taux d’amplification le
plus important. Des interactions non-linéaires pouvant conduire à des états mixtes sont cependant
suspectées au voisinage de ces zones.
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9.3 Conclusion sur la stabilité globale du cas potentiel
Une étude de stabilité globale du tourbillon potentiel confiné a été réalisée dans ce chapitre.
Il est montré que cette configuration abrite deux types d’ondes de surface de natures différentes.
Des ondes gravitaires (Gng ) essentiellement dues à l’accélération de la gravité et leur analogue
centrifuge (Cnc) essentiellement due à l’accélération centrifuge. Lorsque m ≥ 2, des instabilités
sont obtenues et peuvent être expliquées par un phénomène de résonance entre une onde gravitaire
et une onde centrifuge. Les bandes d’instabilité sont identifiées à l’aide du couple (ng, nc) en ré-
férence aux deux ondes en résonance. Le couple (0, 0) correspond à l’instabilité principale décrite
par Tophøj et al. (2013) et les autres instabilités sont dites secondaires.
Une cartographie de l’instabilité incluant les bandes d’instabilités principales et secondaires est
donnée dans le diagramme des paramètres (a, ξ/R) (figure 9.11). La cartographie obtenue semble
être en lien avec le diagramme des états polygonaux observés dans les expériences (voir figure 3.2
par exemple). Le chapitre qui suit est entièrement dédié à la comparaison entre les résultats de
stabilité globale et les résultats expérimentaux. L’objectif consistera en particulier à répondre aux
deux problématiques suivantes. Confirmer les études de Tophøj et al. (2013) qui semblent montrer
que les instabilités principales sont à l’origine de la formation des motifs polygonaux. Vérifier si
les nouveaux états triangulaires observés au chapitre 4 peuvent être expliqués par la présence des
résonances secondaires.
Chapitre 10
Comparaison avec les résultats
expérimentaux
Dans ce chapitre, nous souhaitons établir une comparaison entre les résultats de stabilité obte-
nus pour le tourbillon potentiel modèle (c.f. chapitre 9) et les observations de ruptures de symétrie
visualisées dans l’expérience à fond tournant décrites au chapitre 2. Plus particulièrement, l’in-
stabilité linéaire caractérisée par une structure azimutale de nombre d’onde m peut elle être à
l’origine des motifs polygonaux observés dans les expériences de laboratoire ? Une comparaison a
été effectuée dans Tophøj et al. (2013) dans le cas de l’instabilité principale et a permis de mettre
en évidence le lien étroit qui existe entre l’instabilité linéaire et l’apparition des polygones (voir
figure 4 de Tophøj et al. (2013)). Dans la suite, nous donnerons quelques précisions concernant
la comparaison effectuée dans cet article, puis nous montrerons également que les résonances se-
condaires prédites par l’analyse de stabilité du tourbillon potentiel pourraient être à l’origine de
nouveaux états polygonaux observables expérimentalement.
10.1 Lien entre les paramètres expérimentaux et théoriques :
la conservation du moment angulaire
La comparaison entre l’analyse de stabilité linéaire et l’expérience ne peut être effectuée di-
rectement. En effet, la simplicité du modèle potentiel considéré fait entièrement abstraction des
conditions aux limites réelles sur les parois et un modèle supplémentaire doit être introduit pour
relier les paramètres du champ de base potentiel aux paramètres expérimentaux. De façon plus
précise, on souhaite relier le rayon de démouillage ξ au nombre de Froude basé sur le taux de rota-
tion du disque F = Ω
√
R/g. Un modèle permettant une telle conversion a été présenté en section
6.1 dans le cas plus général du tourbillon de Rankine. Ce modèle est basé sur la conservation du
moment angulaire qui implique un équilibre entre le moment donné par le disque en rotation au
fluide et celui repris part le cylindre externe fixe. Dans le cas du tourbillon de Rankine, la position
radiale du coeur en rotation solide x est ajustée de façon à assurer cet équilibre. Lorsque ξ > x i.e.
pour de fortes rotations, le modèle de Rankine est equivalent au modèle potentiel (régime DP , voir
figure 6.1). Cependant, lorsque ξ < x le modèle de Rankine possède un coeur en rotation solide
à la même vitesse que le disque tandis que le modèle potentiel est caractérisé par une zone de
survitesse où le fluide est plus rapide que le disque tournant 1. Dans cette zone, c’est donc le fluide
qui donne du moment angulaire au disque en rotation. Le modèle de la conservation du moment
angulaire dans le cas potentiel est présenté dans Tophøj et al. (2013). L’équilibre s’écrit alors∫ R
ξ
(
r2
x2
− 1
) ∣∣∣∣ r2x2 − 1
∣∣∣∣dr = bcbp ζ, (10.1)
avec x défini par Γ/(2pix) = xΩ et bc/bp le ratio des coefficients de frottement au niveau du disque
et du cylindre latéral. L’équation (10.1) permet ainsi de relier ξ à F en fixant bc/bp et en uti-
lisant de surcroit (9.4a) et (9.4b). Par rapport au bilan obtenu pour le Rankine (équation 6.10),
l’introduction de la valeur absolue permet de traiter la zone de survitesses associée au cas potentiel.
1. Comme il l’est expliqué dans Fabre et Mougel (2014) cette zone n’est pas physique, ce qui a permis de justifier
l’introduction du modèle de Rankine.
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Ainsi, les paramètres du modèle théorique (a, ξ/R) peuvent être convertis en l’espace des pa-
ramètres expérimentaux (a, F ) à l’aide de la transformation F = Fbc/bp(ξ/R) basée sur la conser-
vation du moment angulaire. Le ratio bc/bp doit être déterminé par l’expérience.
Dans le cas ξ > x le modèle potentiel et de Rankine DP coincident et il est donc possible d’utiliser
les résultats du chapitre 6 (figure 6.5 en particulier) pour déterminer la valeur de bc/bp qui cor-
respond le mieux aux résultats expérimentaux. En choisissant bc/bp ≈ 3 on limite ainsi les erreurs
introduites lors de l’utilisation du modèle de la conservation du moment angulaire pour se placer
dans le bon système de paramètres. 2
10.2 Les instabilités principales
La figure 10.1 compare les zones d’instabilité principales obtenues par l’approche de stabilité
linéaire aux zones d’observation des polygones dans les expériences de laboratoire. Les résultats
sont représentés dans le diagramme des paramètres expérimentaux (a, F ). Concernant le modèle
potentiel, F est obtenu par la transformation F = Fbc/bp(ξ/R) où l’on fixe bc/bp = 3 (voir para-
graphe précédant). La comparaison entre les résultats expérimentaux de Jansson et al. (2006) est
montrée sur la figure 10.1 (a) et celle avec le diagramme des états ascendants obtenue au chapitre
4 sur la figure 10.1 (b). Sur ces figures, le modèle potentiel est théoriquement valide au dessus de
la ligne pointillée qui correspond à x = ξ (régime DP du tourbillon de Rankine, voir figure 6.1). Il
est cependant possible que ce modèle reste pertinent légèrement en dessous de cette ligne dans le
régime DC du tourbillon de Rankine.
Les comparaisons expérience/théorie mises en évidence sur la figure 10.1 sont cohérentes (sou-
ligné dans Tophøj et al. (2013) pour bc/bp = 1). Tout d’abord, les tendances linéaires de type
F = αma (avec αm une constante positive dépendant de m uniquement) observées expérimenta-
lement semblent bien reproduites par le modèle. De plus, l’ordre d’apparition des asymétries est
respecté entre prédictions et observations. En particulier lorsque l’on fixe a, m augmente avec F .
Enfin, la largeur des zones de visualisation des polygones diminue avec m, ce qui est également le
cas des bandes d’instabilité principales.
Cependant certaines caractéristiques de l’expérience ne sont pas reproduites par le modèle poten-
tiel. Tout d’abord, les zones d’observation expérimentales des polygones tournants sont beaucoup
plus larges que les fines bandes d’instabilité obtenues théoriquement. Egalement, une large zone
stable est obtenue théoriquement alors qu’il est rare de retrouver une parfaite symétrie de révo-
lution entre deux motifs polygonaux successifs (mais ce n’est pas exclu, voir figure 10.1 (b) pour
a = 0.6 et F ≈ 4.5 par exemple). Cependant, la mise en évidence expérimentale d’un phénomène
d’hystéresis (voir Suzuki et al. (2006), Tasaka et al. (2008), résultats du chapitre 4) laisse présager
que certaines des bifurcations obtenues sont de nature sous-critique. Cette caractéristique implique
qu’un champ de base linéairement stable puisse devenir asymétrique si il est assujetti à certaines
perturbations d’amplitude finie. Ainsi la largeur importante des zones d’apparition des polygones
pourrait s’expliquer (partiellement tout du moins) par des effets non linéaires. Il s’agira de préciser
ce point au chapitre 12. De plus, nous verrons lors de la partie V concernant l’étude de stabilité
globale du tourbillon de Rankine, que de nouvelles instabilités sont capturées sous la ligne pointillée
(régimes DC et W ) expliquant la formation de motifs asymétriques pour une plus vaste gamme
de paramètres que les fines bandes prédites par le modèle potentiel.
D’autre part, les motifs m > 6 ne sont pas visualisés expérimentalement tandis que les résultats
théoriques non visqueux prédisent des instabilités pour toutm ≥ 2. Cependant, nous avons vu dans
le cas potentiel visqueux que la viscosité stabilise les résonances trop faibles et donc en particulier
celles obtenues pour de grandes valeurs de m. Cela pourrait expliquer pourquoi celles-ci ne sont
pas observées dans les expériences. Il est également possible que les motifs pour m > 6 ne soient
pas visualisés car les états polygonaux ne sont pas stable pour ces valeurs de m (Vatistas et al.,
2008) ou encore car ils sont associés à une saturation non linéaire d’amplitude trop faible.
Quantitativement, on observe sur la figure 10.1 (a) une bonne superposition entre les zones de
résonance principales (ng, nc) = (0, 0) obtenues pour m = 2, 3...6 et les zones d’observation des
polygones tournants. Il est surprenant de constater que les résultats semblent être comparables
pour l’ensemble des paramètres considérés, alors que le modèle potentiel est pertinent uniquement
2. Il est à noter que cet ajustement n’a pas été effectué par Tophøj et al. (2013) où il a été supposé que bc/bp = 1
par simplicité. Pour ce rapport, la figure 6.5 montre que les valeurs de ζ prédites sont supérieures à celles mesurées et
le modèle surestime donc la déformation de surface libre du champ de base. Cela a pour conséquence de décaler les
zones d’instabilité à de plus bas F dans les cartographies des instabilités établies par Tophøj et al. (2013). Ce point
pourrait expliquer le résultat étonnant obtenu dans Tophøj et al. (2013) où il est constaté que le modèle simplifié
TMBF semble mieux prédire l’apparition des polygones que la stabilité globale effectuée en retenant l’ensemble de
la surface libre.
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Figure 10.1 – Comparaisons entre les résultats de stabilité globale dans le cas potentiel (niveaux
de gris délimités par des lignes noires) et les zones d’observation expérimentale des polygones
(niveaux de gris non délimités et symboles) . Pour les résultats théoriques, uniquement l’instabilité
principale est représentée (couples (ng, nc) = (0, 0)) pour différents m. Ici bc/bp = 3 dans le
modèle (10.1) (voir discussion dans le texte). La ligne pointillée délimite la borne inférieure du
modèle potentiel et correspond à la transition DC/DP (voir section 6.1). (a) Comparaison avec le
diagramme des états de Jansson et al. (2006) (niveaux de gris) ; (b) Comparaison avec les résultats
expérimentaux présentés au chapitre 4 (légendes identiques à celles de la figure 4.2).
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m (ng, nc) a Etude expérimentale ωexp
√
R/g ωth
√
R/g
2 (0, 0) 0.34 Bach et al. (2014) ∼ 1.3-1.6 2.06
3 (0, 0) 0.34 Bach et al. (2014) ∼ 2.6-2.9 3.26
4 (0, 0) 0.34 Bach et al. (2014) ∼ 4.4-4.6 4.69
3 (0, 1) 0.7 chapitre 4 2.8 3.47
Table 10.1 – Comparaison entre les fréquences adimentionelles de quelques états polygonaux
obtenus expérimentalement (ωexp
√
R/g) et les prédictions linéaires correspondantes (ωth
√
R/g).
A noter que ωexp correspond à la fréquence du motif final (d’amplitude finie) et que ωth = ωr est
prise au maximum de la bulle d’instabilité. En ce qui concerne les résultats de Bach et al. (2014)
les valeurs sont évaluées à partir de la figure 13.
pour de fortes rotations (grands F ) et en particulier dans la zone supérieure à la ligne pointillée. La
comparaison est cependant moins bonne en ce qui concerne le jeu de données obtenu au chapitre
4 en augmentant F de façon quasi-statique. En particulier, les zones d’instabilité sont obtenues
pour des valeurs de F notablement plus faibles que les zones polygonales qui leurs correspondent
et nous noterons que ce décalage persiste également au dessus de la ligne pointillée. Les deux jeux
de données expérimentales sont significativement différents et il serait important de comprendre
d’où provient cette écart. Une différence similaire est obtenue entre les résultats de Bach et al.
(2014) et ceux de Jansson et al. (2006). Cette différence n’est pas interprétée de façon claire dans
Bach et al. (2014) mais il semble qu’elle puisse être due à une asymétrie du disque tournant dans
le dispositif de Jansson et al. (2006). Une discussion qui pourrait éclaircir les différences observées
entre les résultats expérimentaux sera donnée lors de la partie III sur la stabilité du tourbillon de
Rankine.
Les états polygonaux peuvent également être caractérisés par leur fréquence de rotation, leur
taux d’amplification dans le régime transitoire ainsi que leur amplitude finale. L’amplitude des
états polygonaux ne peut être prédite par la théorie linéaire mais il semble légitime de supposer
que la fréquence des motifs établis est du même ordre de grandeur que la fréquence linéaire corres-
pondante. La table 10.1 montre une comparaison entre les résultats expérimentaux de Bach et al.
(2014) et les fréquences issues de l’analyse de stabilité linéaire. En ce qui concerne les résultats de
Bach et al. (2014) (voir Vested (2012) pour les détails), les intervalles de fréquence donnés (voir
tableau 10.1) correspondent aux fréquences de rotation des motifs dans leurs zones d’observation,
i.e. pour un intervalle de F . Pour les trois valeurs de m considérées les prédictions linéaires sur-
estiment légèrement les résultats expérimentaux, mais restent du même ordre de grandeur. Nous
retiendrons que dans les deux cas, les polygones tournent dans le même sens que la plaque mais à
une fréquence moindre (F < ωr/m).
D’autre part, une estimation expérimentale du taux d’amplification peut être obtenue à partir des
résultats de Bergmann et al. (2011) (figure 4 (b)). On obtient alors ωiexp
√
R/g ≈ 0.04 (±0.01)
dans le cas a = 0.2, F = 2.12 et pour un motif triangulaire classique. Pour les paramètres a = 0.2
et m = 3, la bande d’instabilité principale obtenue par le méthode de stabilité globale du cas
potentiel comprend une gamme de taux d’amplification 0 ≤ ωith
√
R/g ≤ 0.094 et l’on retrouve ici
encore des résultats comparables aux mesures expérimentales.
Pour conclure, la cartographie de l’instabilité principale est donc en bon accord qualitatif avec
les zones d’observation des polygones tournants dans le dispositif expérimental. D’un point de vue
quantitatif, les champs de base du modèle potentiel ont été ajustés en choisissant bc/bp de façon
a ajuster la forme de surface libre aux mesures expérimentales (chapitre 6). Avec cet ajustement,
les bandes d’instabilité obtenues pour le modèle potentiel apparaissent pour des valeurs de F no-
tablement plus faibles que les zones d’observation des polygones. Ces différences restent cependant
modérées compte tenu de la simplicité du modèle considéré. D’autre part, les fréquences et les taux
d’amplification sont comparables entre les prédictions de stabilité globale du modèle potentiel pour
l’instabilité principale et les résultats expérimentaux pour les polygones tournants.
10.3 Cas d’une résonance secondaire
Il convient maintenant de voir si les résonances secondaires mises en évidence lors du chapitre
précédent peuvent décrire des observations expérimentales. En particulier, nous nous attacherons
à vérifier si le nouvel état triangulaire présenté au chapitre 4 (grands triangles verts sur la figure
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Figure 10.2 – (a) Etat polygonalm = 3, nc = 1 obtenu pour a = 0.7 et F = 3.3. ωexp
√
R/g = 2.77
(c.f. chapitre 4). (b) Résultat de stabilité globale : reconstruction de la surface libre correspondant
à la résonance (0, 1) pour m = 3, a = 0.7 et ξ/R = 0.28. ωr
√
R/g = 3.47, ωi
√
R/g = 0.0456.
10.1 (b)) peut être le résultat d’une résonance secondaire.
La figure 10.2 (a) montre la forme de la surface libre prise pour a = 0.7 et F = 3.3 (tirée des
expériences décrites au chapitre 4). La courbe rouge correspond à la position de la surface libre
moyennée sur plusieurs périodes tandis que la courbe verte correspond à une position instantanée.
Un noeud est visible au niveau de la surface libre et proche du rayon de démouillage qui a été
mis en évidence de façon plus précise au chapitre 4. En raison de cette caractéristique, cet état
triangulaire (m = 3) a été nommé triangle nc = 1. Nous souhaitons comparer les propriétés de ce
motif à celles de la résonance (ng, nc) = (0, 1) pour m = 3 et a = 0.7 obtenues par la méthode de
stabilité globale du modèle potentiel effectuée au chapitre 9. Dans ce but, une reconstruction de la
surface libre associée à ce mode pour ξ/R = 0.28, i.e. au maximum de la bande d’instabilité, est
montrée sur la figure 10.2 (b). La structure du mode obtenu correspond bien, qualitativement, à
l’état observé expérimentalement. En particulier, les déformations principales sont localisées proche
de la zone démouillée et dans les deux cas un noeud d’oscillation est obtenu approximativement au
même emplacement. La fréquence du motif observé est déterminée au chapitre 4 et est comparée
pour a = 0.7 à la fréquence de résonance m = 3, (ng, nc) = (0, 1) dans le tableau 10.1. Comme
dans le cas de l’instabilité principale, on constate que les valeurs obtenues sont comparables malgré
une légère surestimation de la fréquence donnée par la méthode de stabilité globale.
Discutons maintenant la cartographie des états (ng, nc) = (0, 1) dans l’espace des paramètres
(a, F ). Les états triangulaires nc = 1 ont étés observés expérimentalement pour des a > 0.5, ce qui
est en bon accord avec la figure 9.11 qui montre que la bande (ng, nc) = (0, 1) pour m = 3 s’élargit
(et donc s’intensifie) pour ces valeurs de a. En revanche, cette bande d’instabilité secondaire est
positionnée pour de plus fortes rotations que la bande d’instabilité principale m = 2, alors que
l’inverse est observé dans les expériences (voir figure 10.1 (b)).
10.4 Conclusion
Pour conclure cette comparaison avec les expériences, nous soulignerons que l’accord qualitatif
entre les zones d’instabilités principales et l’apparition des polygones est bien capturé par la sta-
bilité linéaire du modèle potentiel. Par rapport à la comparaison faite par Tophøj et al. (2013), un
ajustement du modèle de la conservation du moment angulaire a été effectué en se basant sur les
résultats expérimentaux du chapitre 4. Par ailleurs, l’étude de stabilité du cas potentiel a permis
de prédire des résonances dites secondaires se comparent qualitativement à des observations expé-
rimentales. Aussi les comparaisons effectuées concernant les fréquences et le taux d’amortissement
sont satisfaisante. Le caractère prédictif de ce modèle linéaire ainsi que les accord convaincants
obtenus avec les expériences permettent de renforcer la position de Tophøj et al. (2013) selon
laquelle les polygones sont dus à une résonance entre deux ondes de surface, à savoir une onde
gravitaire et une onde centrifuge. Aussi, ce type de résonance semble inclure tout une autre gamme
d’états asymétriques qui n’avaient jamais étés observés jusqu’à présent et qui peuvent désormais
être considérés comme des motifs polygonaux secondaires.
Il semblerai donc que l’instabilité linéaire obtenue au chapitre 9 soit à l’origine des motifs polygo-
naux observés. En conséquence, le chapitre qui suit détaille de façon plus précise les mécanismes à
l’origine de l’instabilité.

Chapitre 11
Mécanismes de l’instabilité
Maintenant que nous avons établi une cartographie de l’instabilité linéaire pour un champ de
base potentiel et confirmé le lien avec les motifs polygonaux observés, nous souhaitons mettre en
évidence les mécanismes de cette instabilité. Dans ce but, deux modèles simplifiés conduisant à une
résolution analytique, en plus de certains résultats obtenus avec le modèle potentiel du chapitre
9, seront présentés dans ce chapitre et permettront de détailler les mécanismes physiques de façon
complémentaire :
[1]. Un modèle introduit dans Tophøj et al. (2013) pour lequel le système correspond à deux
couches fluide au contact des parois solides (le disque du fond et le bord cylindrique). Ce modèle
sera nommé "modèle à deux couches" par la suite, ou modèle TMBF en suivant la terminologie
de Fabre et Mougel (2014). Dans ce modèle, l’instabilité correspond à un processus de résonance
entre deux ondes dont une est à énergie négative au sens de Cairns (1979). La simplicité de ce
modèle nous permettra ensuite d’étendre le calcul analytique à de faibles amplitudes finies (étude
faiblement non linéaire) au chapitre 12.
[2]. Un modèle simplifié obtenu dans l’hypothèse de faibles profondeurs d’eau (shallow water)
où l’on considèrera que les composantes de vitesse sont horizontales et indépendantes de la ver-
ticale. Nous verrons que dans ce cas, le problème est réduit à une unique équation différentielle
ordinaire (pour φ(r) par exemple), qui peut être résolue numériquement par une méthode de type
shooting. Une étude asymptotique WKBJ dans l’hypothèse de grands nombres d’onde azimutaux
est également présentée dans ce cas. Cette approche est appropriée pour considérer à la fois le
cas borné (écoulement confiné radialement par un cylindre vertical comme considéré jusqu’à pré-
sent) mais également pour le cas non borné. Il sera montré que le mécanisme de l’instabilité peut
être interprété en terme d’over-reflection et que le cas non borné est toujours instable selon un
mécanisme de radiation d’ondes.
11.1 Structure des modes
Au cours de l’étude de stabilité globale conduite au chapitre 9, nous avons montré que les
modes obtenus sont neutres, excepté éventuellement lorsque deux branches se croisent dans le plan
(ξ/R, ω
√
R/g). Nous rappelons que ces croisements peuvent apparaître car deux familles d’ondes de
nature différente coexistent dans certains régimes et deux types de croisements ont été distingués.
Le premier correspond à une fusion des deux modes faisant émerger une paire de modes complexes
conjugués dont l’un est à l’origine d’une instabilité (nc, ng). Le second mécanisme conduit quant
à lui à un évitement des deux branches dans le plan (ξ/R, ω
√
R/g) qui échangent leur identité
et restent neutres à travers ce processus. Dans cette section, des résultats complémentaires issus
de la méthode de stabilité globale présentée au chapitre 9 sont donnés. Nous présenterons tout
d’abord la structure du mode le plus instable. Nous nous attacherons ensuite à suivre l’évolution
des structures des modes à travers les deux types de croisement mis en évidence.
Nous avons vu au chapitre 9 que la nature d’un mode donné s’obtient notamment au vu de sa
structure. Les modes gravitaires possédent des amplitudes importantes proche du point (R, ζ) (c.f.
figure 9.5), tandis que les amplitudes des modes centrifuges sont localisées en (ξ, 0) (c.f. figure 9.6).
La nature des modes peut donc être directement obtenue en considérant l’amplitude relative entre
ces deux positions. Ainsi les amplitudes Ag pour l’onde gravitaire et Ac pour l’onde centrifuge
sont définies telles que les positions de la surface libre en (r = ξ, z = 0) et (r = R, z = ζ)
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(a) Fréquence et taux de croissance fonction de ξ/R. (b) Reconstruction 3D de la surface libre.
m = 2, point noir : mode considéré à ξ = 0.190. h0(r) +Re(ηn(r)eimθ)n
(c) Coupe dans un plan méridional. Partie droite : coupe méridionale de Re(peimθ) dans le plan θ = 0.
Partie gauche : modèle TMBF à deux couches.
(d) Contours de déformation de la surface libre. (e) Contour de pression Re(peimθ). Vue "dépliée"
Re(ηne
imθ) en vue de dessus. selon le trait noir épais sur le panneau (c) gauche.
Figure 11.1 – Structure du mode le plus amplifié. Paramètres : a = 0.3, ξ = 0.190. Carac-
téristiques du mode : m = 2, ωr = 1.97, ωi = 0.132. Les niveaux de gris sont espacés avec
un pas constant. (c) |p(ξ, 0)|/|p(R, ζ)| = 13.7, ∆p = 0.46 (espacement entre les niveaux) ; (d)
|ηn(ξ)|/|ηn(R)| = 3.53, ∆ηn = 0.25 ; (e) |p(ξ, 0)|/|p(R, ζ)| = 13.7, ∆p = 0.46, rayon critique
rc =
√
mΓ/(2piωr) = 0.403 (cercles vides).
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soient respectivement décrites par z = ζ + Re(Agei(mθ−ωt)) et r = ξ + Re(Acei(mθ−ωt)), 1. En
utilisant les notations Ak = |Ak|eiψk , le rapport d’amplitudes entre l’onde gravitaire et l’onde
centrifuge sera défini par |Ag|/|Ac| et le déphasage par ψgc = ψg − ψc. En particulier, la nature
gravitaire ou centrifuge du mode considéré pourra être donnée par la valeur du rapport |Ag|/|Ac|.
Les amplitudes introduites permettront donc de simplifier la description des structures obtenues
et seront également utilisées lors de l’étude faiblement non linéaire présentée au chapitre 12.
11.1.1 Structure du mode le plus instable
La figure 11.1 révèle l’anatomie du mode amplifié obtenu pour m = 2, a = 0.3 et ξ ≈ 0.19. Il
est a noter que ce mode est le plus instable obtenu pour cette valeur de a (maximum de la bulle
d’instabilité comme indiqué sur la figure 11.1 (a)). Ce mode correspond également au mode le plus
amplifié dans l’espace des paramètres étudiés dans le cadre de cette thèse (c.f. figures 9.10 et 9.11).
La structure de ce mode est caractérisée à l’aide de plusieurs représentations. En particulier, une
reconstruction tridimensionnelle de la surface libre associée à ce mode instable est montrée sur la
figure 11.1 (b) ; une coupe méridionale du champ de pression sur la figure 11.1 (c) ; les contours de
déplacements normaux en vue de dessus sur la figure 11.1 (d) et le champ de pression dans une
configuration dite "dépliée" (sur le fond et sur la paroi cylindrique verticale projetée sur un plan)
sur la figure 11.1 (d).
Tout d’abord, la figure 11.1 (b) permet de bien visualiser la forme de surface libre correspondant
au mode instable. Les écarts les plus importants à la surface libre moyenne sont obtenus proche
de la zone centrale démouillée, formant ainsi un motif elliptique. Nous noterons ici la ressemblance
avec les ellipses obtenues expérimentalement (Jansson et al., 2006; Vatistas, 1990).
Le motif obtenu correspond au déphasage ψgc ≈ pi/2 et au rapport d’amplitude |Ag|/|Ac| ≈ 0.27.
De façon générale, tous les maxima d’instabilité (maximum des bandes) correspondent à ψgc = pi/2 ;
tandis que tous les minima (modes atténués associés) ont une structure identique excepté que
ψgc = −pi/2 (voir figures 11.2 et figure 11.3).
D’autre part, les cercles vides sur la figure 11.1 (e) matérialisent la position du rayon critique
correspondant à l’annulation de ω − mΩ(r), c’est à dire la fréquence du mode dans le repère
en rotation avec le champ de base local (parfois appelée doppler-shifted frequency). Dans le cas
du tourbillon potentiel, l’expression du rayon critique est donnée par rc =
√
mΓ/(2piωr), 2. Par
l’équation de Bernoulli linéarisée (p = i(ω−mΩ(r))φ), nous remarquerons que la pression s’annule
au voisinage du rayon critique. Etant donnée la structure obtenue sur la figure 11.1 (e), ce rayon
critique semblerait jouer un rôle majeur dans le mécanisme d’instabilité.
11.1.2 Evolution de la structure des modes lors des croisements
Evolution de la structure des modes à travers une bande d’instabilité
Les figures 11.2 et 11.3 montrent l’évolution de la structure des modes à travers une bande
d’instabilité. La figure 11.2 permet de suivre l’évolution du mode de gravité et montre la structure
du mode instable lorsque les deux ondes ont une fréquence qui fusionne, tandis que la figure 11.3
suit l’évolution du mode centrifuge et montre la structure du mode atténué lors de cette fusion. La
position des iso-niveaux est identique pour l’ensemble de ces figures, ce qui permet de comparer
directement les modes entre eux. Les modes neutres obtenus pour des valeurs de ξ inférieurs (reps.
supérieurs) à l’instabilité seront désignés par le terme aval (reps. amont). Ces deux termes seront
également utilisés pour désigner les seuils d’instabilité correspondants.
Notons en premier lieu que les états avals sont associés à un déphasage ψgc = ±pi tandis que
les états amonts correspondent à ψgc = 0. A travers une bande d’instabilité le déphasage évolue
continûment entre ces deux valeurs et l’on rencontre en effet toutes les valeurs intermédiaires de
déphasage avec un signe positif pour le mode amplifié et négatif pour le mode atténué. Une dissy-
métrie de déphasage amont/aval est ainsi observée. Nous remarquerons en particulier la forme en
spirale apparaissant au voisinage de la zone incluant le rayon critique dans la structure du mode
pour des valeurs de ξ/R juste supérieures au seuil aval.
Notons par ailleurs que le rapport d’amplitude reste quasiment constant à travers une bulle d’in-
stabilité |Ag|/|Ac| ≈ 0.27.
1. Ce qui correspond à Ag = η(R, ζ) et Ac = −η(ξ, 0)h′0(ξ) dans le système de notation initial.
2. En réalité, lorsque ω est complexe, le rayon critique est décalé dans le plan complexe (légèrement car ωr >> ωi
en général et de façon systématique pour l’instabilité (ng , nc) = (0, 0)).
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ξ/R = 0.15, ωi
√
R/g = 0 ξ/R = 0.16, ωi
√
R/g = 0
ξ/R = 0.1665, ωi
√
R/g = 0 ξ/R = 0.1680, ωi
√
R/g = 0 ξ/R = 0.1685, ωi
√
R/g = 0.012
ξ/R = 0.18, ωi
√
R/g = 0.122 ξ/R = 0.19039, ωi
√
R/g = 0.132 ξ/R = 0.202, ωi
√
R/g = 0.108
ξ/R = 0.2129, ωi
√
R/g = 0.011 ξ/R = 0.2134, ωi
√
R/g = 0 ξ/R = 0.225, ωi
√
R/g = 0
Figure 11.2 – Contours de pression aux frontières S1 et S2 en représentation dépliée pour m = 2
et a = 0.3. Les niveaux sont les mêmes sur toute la série de figures (δp = 0.45).
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ξ/R = 0.15, ωi
√
R/g = 0 ξ/R = 0.16, ωi
√
R/g = 0
ξ/R = 0.1665, ωi
√
R/g = 0 ξ/R = 0.1680, ωi
√
R/g = 0 ξ/R = 0.1685, ωi
√
R/g = −0.012
ξ/R = 0.18, ωi
√
R/g = −0.122 ξ/R = 0.19039, ωi
√
R/g = −0.132 ξ/R = 0.202, ωi
√
R/g = −0.108
ξ/R = 0.2129, ωi
√
R/g = −0.011 ξ/R = 0.2134, ωi
√
R/g = 0 ξ/R = 0.225, ωi
√
R/g = 0
Figure 11.3 – Contours de pression aux frontières S1 et S2 en représentation dépliée pour m = 2
et a = 0.3. Les niveaux sont les mêmes sur toute la série de figures (δp = 0.45).
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ξ/R = 0.1, |Ag|/|Ac| ≈ 120 ξ/R = 0.125, |Ag|/|Ac| ≈ 18
ξ/R = 0.15, |Ag|/|Ac| ≈ 6 ξ/R = 0.175, |Ag|/|Ac| ≈ 4 ξ/R = 0.2, |Ag|/|Ac| ≈ 3
Figure 11.4 – Evolution de la structure des modes lors d’un changement d’identité obtenu pour
m = 2 et a = 0.3. Les modes sont neutres (ωi
√
R/g = 0).
Evolution de la structure des modes dans le cas d’un évitement
La figure 11.4 montre un exemple de croisement qui conduit à une phénomène d’évitement dans
le plan (ξ/R, ωr
√
R/g). On constate que la nature gravitaire ou centrifuge du mode ne semble pas
évoluer de façon claire lorsque ξ/R augmente. Cependant, en regardant les valeurs prises par la
rapport d’amplitude, on observe que la branche suivie (la branche grise sur la figure 11.4 (a)) est
associée à une nature centrifuge pour ξ/R ≈ 0.1 tandis que le rapport devient d’ordre un pour
ξ/R ≈ 0.2. Cette branche transite donc d’une nature centrifuge à une nature gravitaire lorsque
ξ/R augmente et l’inverse est obtenu pour la branche en noir sur la figure 11.4 (a) (les structures
ne sont pas montrées).
De façon intéressante, les valeurs de fréquence obtenues pour ce phénomène d’évitement conduisent
à des valeurs pour le rayon critique en dehors du domaine fluide (hors de la zone [ξ,R] 3).
11.1.3 Conclusion sur la structure des modes
Cette étude sur la structure des modes dans le cas d’un tourbillon potentiel permet de mettre
en évidence le rôle du rayon critique défini par ω−Ω(rc) = 0. Les valeurs de fréquences autorisant
la présence d’un tel rayon critique dans le volume fluide, i.e. rc ∈ [ξ,R], semblent en effet être
associées à des comportements résonants (c.f. figure 11.2). Au contraire, les phénomènes d’évite-
ment de branches semblent être obtenus pour des fréquences impliquant que rc est en dehors du
volume fluide (c.f. figure 11.4). L’importance du rayon critique sera précisée lors de l’étude des
deux modèles analytiques simplifiés [1] et [2].
D’autre part, nous retiendrons que le déphasage entre l’onde gravitaire et l’onde centrifuge au maxi-
mum de l’instabilité correspond à ψgc = pi/2 et que le rapport d’amplitude reste approximativement
constant le long d’une bande d’instabilité ( |Ag|/|Ac| ≈ 0.27 pour les paramètres considérés). Cette
valeur de rapport d’amplitude contraste avec les observations expérimentales de Bach et al. (2014)
où il est montré que les ondes gravitaires sont difficilement détectables expérimentalement. Une
discussion concernant ce désaccord sera donnée à la fin de la section 11.3.
3. Valeur de rc purement complexe dans le cas présent où ωr < 0 et ωi = 0.
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(a) (b)
Figure 11.5 – Schema du model TMBF à deux couches. (a) coupe méridionale ; (b) représentation
3D, Γ¯ = Γ/(2pi).
11.2 Modèle TMBF revisité
11.2.1 Contexte et introduction des différents modèles
Les structures des modes obtenus par stabilité globale ont été étudiées dans la section pré-
cédente. Dans le cas de l’instabilité principale, les déplacements de surface libre importants ont
été obtenus proche des points (R, ζ) et (ξ, 0). Pour d’écrire l’instabilité principale, il semble donc
pertinent de retenir uniquement la surface libre correspondant à ces positions et de faire ainsi
abstraction du reste du volume fluide.
A partir de ces considérations, un modèle "à deux couches" pour l’instabilité principale peut être
construit en retenant uniquement les couches fluides positionnées contre la paroi du fond Sc et la
paroi latérale Sg (voir figure 11.5). La stabilité linéaire de ce modèle nommé TMBF est étudiée
dans Tophøj et al. (2013) où il est montré que l’instabilité principale est bien capturée. Notons
que ce modèle à deux couches permet de capturer des phénomènes d’instabilité 3D du fait de la
connection entre une couche fluide verticale et une couche fluide horizontale. Dans cette section,
la stabilité linéaire de ce modèle est résumée dans ses grandes lignes et quelques compléments à
l’article Tophøj et al. (2013) sont donnés. Le lecteur est renvoyé à Tophøj et al. (2013) (Annexe
B) pour plus de détails.
Dans chacune des deux couches fluides (Sc et Sg), des simplifications de l’équation de Laplace
(9.7a) sont possibles en raison de la condition de non pénétration. Pour m > 0, les solutions des
équations simplifiées obtenues sont de la forme
φSc =
(
K1
( r
R
)m
+K2
( r
R
)−m)
, (11.1a)
φSg =
(
K3e
mz/R +K4e
−mz/R
)
, (11.1b)
avec φSc (resp. φSg ) les potentiels des vitesses dans la couche horizontale Sc (resp. verticale Sg) et
Ki des constantes. Les constantes Ki sont à déterminer par les conditions aux limites au niveau
du coin en (r = R, z = 0) et des deux surfaces libres en (r = ξ, z = 0) et (r = R, z = ζ). Plusieurs
modèles peuvent être utilisés en jouant sur les conditions aux limites appliquées en ces positions.
Les différents modèles introduits sont résumés sur la figure 11.6 où une représentation schématique
des conditions aux limites est utilisée.
La figure 11.6 (a) correspond au modèle couplé (modèle C). Pour ce modèle, la condition (9.8)
est utilisée aux deux surfaces libres en incluant la non pénétration ∂φ/∂z pour l’onde centrifuge et
∂φ/∂r pour l’onde gravitaire. Les équations (9) et (10) de Tophøj et al. (2013) sont alors obtenues.
Par ailleurs, les conditions de continuité du potentiel et de sa dérivée sont utilisées au niveau du
coin en (r = R, z = 0) (voir Tophøj et al. (2013)). Les deux couches fluides sont alors connectées au
niveau de ce coin rendant ainsi possible les interactions entre les ondes gravitaires et centrifuges.
Ces interaction s’effectuent à travers une épaisseur de fluide équivalente ζe = ζ + R ln(R/ξ) qui
caractérise l’écart entre les deux surfaces libres.
La figure 11.6 (b) correspond à des modèles découplés. Dans ce cas, aucune communication n’est
permise entre les deux surfaces libres. Le modèle découplé le plus naturel consiste à remplacer le coin
par un mur (modèle UW1). Cependant, ce modèle ne sera pas pratique pour l’analyse mathématique
que nous souhaitons conduire. En conséquence, nous considèrerons également d’autres modèles
découplés introduits en remplaçant une des deux surface libre par une des conditions suivantes :
un mur (modèle UW2), une condition de pression nulle (UP), on repousse la surface libre opposée
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(a) (b)
Figure 11.6 – Les différents modèles utilisés. (a) Modèle couplé C. (b) Modèles découplés U. UW1 :
modèle découplé par un mur au niveau du coin (condition de non pénétration) ; UW2 : modèle
découplé en remplaçant l’autre surface libre par un mur ; UP : modèle découplé en remplaçant
l’autre surface libre par une condition de pression nulle ; UI : modèle découplé en repoussant la
surface libre opposée à l’infini.
à l’infini (UI) (voir figure 11.6 (b)). Les relations de dispersion associées à ces modèles découplés
s’écrivent alors
Modèle UW1 : =
{
Dg(ω) = (ω −mΩR)2 − gm/R tanh(mζ/R)
Dc(ω) = (ω −mΩξ)2 − gcm/ξ tanh(−m ln(ξ/R)) (11.2)
Modèle UW2 : =
{
Dg(ω) = (ω −mΩR)2 − gmK−1/R
Dc(ω) = (ω −mΩξ)2 − gcmK−1/ξ (11.3)
Modèle UP : =
{
Dg(ω) = (ω −mΩR)2 − gmK/R
Dc(ω) = (ω −mΩξ)2 − gcmK/ξ (11.4)
Modèle UI : =
{
Dg(ω) = (ω −mΩR)2 − gm/R
Dc(ω) = (ω −mΩξ)2 − gcm/ξ (11.5)
avec
K =
1 + 2
1− 2 = cotanh (mζe/R) ,  = e
−mζ/R (ξ/R)m ,
ΩR = Γ/(2piR
2) et Ωξ = Γ/(2piξ2). Les modèles découplés sont donc caractérisés par deux relations
de dispersion séparées, une pour les ondes gravitaire et une pour les ondes centrifuges. On obtient
ainsi deux équations quadratiques pour ω qui s’écrivent Dg(ω) = 0 et Dc(ω) = 0 ; dont les solutions
correspondent à deux ondes gravitaires G± de fréquence ω±g et à deux ondes centrifuges C± de
fréquence ω±c . Dans les deux cas, le signe plus (resp. moins) correspond à une onde se propageant
plus rapidement (resp. moins rapidement) que le champ de base.
Seuls les couples d’ondes (G+, C−), (G−, C−), (G+, C+) peuvent avoir des fréquences identiques
au vu des relations de dispersion obtenues. En effet, les fréquences du couple (G−, C+) ne peuvent
pas être égales car ω−g < mΩR < mΩξ < ω+c et un raisonnement similaire peut s’appliquer à deux
ondes d’une même famille.
Les relations de dispersion correspondant au modèle UP permettent d’exprimer simplement la
relation de dispersion du modèle couplé C
D(ω) ≡ Dc(ω)Dg(ω)−
[
m2ggc
ξR
(K2 − 1)
]
. (11.6)
Dans la relation (11.6), le terme entre crochets correspond à un terme de couplage entre les ondes.
Nous remarquerons que ce couplage est particulièrement faible dans la limite où m est grand et
qu’il décroit lorsque le distance effective entre les deux surfaces libres ζe augmente ( tend vers 0
dans les deux cas).
L’ensemble des modèles introduits (couplé et découplés) sont comparés aux résultats de stabilité
globale dans le cas m = 2 et a = 0.4 sur la figure 11.7. Le phénomène de fusion de modes associé
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Figure 11.7 – Comparaison des différents modèles avec les résultats de stabilité globale pour
m = 2, a = 0.4. Stabilité globale (lignes noires épaisses) c.f. chapitre 9 , C (lignes grises épaisses),
UW1 (lignes discontinues), UW2 (lignes pleines), UP (lignes pointillées), UI (lignes discontinues-
pointillées).
à l’instabilité obtenue par stabilité globale au chapitre 9 est bien capturé par le modèle C, ce qui
confirme les résultats de Tophøj et al. (2013). Nous retiendrons cependant que le modèle à deux
couches surestime les valeurs de ξ/R associées à la bande d’instabilité.
Il est constaté sur la figure 11.7 que les trois modèles découplés UW2, UP et UI donnent des
prédictions très proches du modèle couplé (le modèle découplé UW1 donne cependant des résultats
légèrement décalés par rapport au modèle couplé 4). En particulier, les fréquences sont bien cap-
turées hors du phénomène de résonance où Dg(ω) et Dc(ω) s’annulent simultanément. Bien que
les fréquences du modèle couplé ne sont pas bien reproduites proche de la résonance, l’intersection
entre les prédictions des modèles découplés (UW2, UP et UI) se superposent parfaitement avec la
fréquence obtenue par le modèle C. Cette intersection, lorsqu’elle conduit à une instabilité comme
c’est le cas sur la figure 11.7, sera nommée point de résonance exacte par la suite. Au chapitre 12,
une étude faiblement non linéaire sera conduite au voisinage de cette position de résonance exacte.
Aussi, le lieu de cette intersection pour une grande variété de paramètres sera déterminé à l’aide
du modèle UI en section 11.2.3.
11.2.2 Interprétation de l’instabilité en terme d’onde à énergie négative
Une étude de la relation de dispersion du modèle couplé C (11.6) au voisinage d’une intersection
entre deux modes gravitaire et centrifuge découplés est maintenant présentée. L’objectif est de
prédire si l’intersection considérée est associée à une résonance ou à un phénomène d’évitement
lorsque le couplage est autorisé. Dans ce but, nous suivons l’approche de Cairns (1979) reprise
par Tophøj et al. (2013). Par rapport à Tophøj et al. (2013) nous nous plaçons au niveau de
l’intersection exacte pour simplifier la résolution.
Considérons donc une intersection entre deux solutions découplées du modèle UP, i.e. ωg = ωc.
Comme nous l’avons souligné précédemment, le problème couplé admet une solution proche des
solutions découplées considèrées. Nous noterons ω = ωg + ∆ cette solution, avec |∆|  |ωg|. En
injectant dans l’équation (11.6) et en développant par rapport à ∆ on obtient au premier ordre
l’équation
∆2 =
m2ggc
ξR
(K2 − 1)
(∂Dg/∂ω)(∂Dc/∂ω)
. (11.7)
Etant donné que K > 1, cette équation montre que le croisement considéré conduit à une instabi-
lité si et seulement si l’écoulement vérifie la condition supplémentaire (∂Dg/∂ω)(∂Dc/∂ω) < 0.
Pour une résonance à une fréquence ω donnée, les propositions suivantes sont alors équivalentes :
(a) La résonance conduit à une instabilité.
4. Les relations de dispersion du modèle UW1 ont déjà été présentées au chapitre 9 (9.13) et (9.14) et comparés
aux résultats de stabilité globale sur les figures 9.3 et 9.4. Il a été montré que les fréquences prédites par le modèle
UW1 reproduisent les tendances prises par les ondes de gravité et les ondes centrifuge pour tout m ≥ 1.
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(b) (∂Dg/∂ω)(∂Dc/∂ω) < 0.
(c) mΩR < ω < mΩξ.
(d) Il existe un rayon critique rt défini par ω = mΩ(rt) dans l’intervalle [ξ,R].
(e) L’onde centrifuge (resp. gravitaire) se propage moins (resp. plus) vite que le champ de base.
Le modèle TMBF permet donc de montrer que la présence d’un rayon critique est indispensable
pour que l’instabilité se développe. Ce résultat justifie les commentaires effectués sur la figure 11.1
(e) où l’importance du rayon critique a été mise en évidence dans la structure du mode instable.
Nous noterons également que parmi les résonances possibles mises en évidence précédemment, (e)
peut uniquement être obtenue pour la résonance (G+, C−). Ainsi, seule cette résonance est instable
et elle l’est à chaque fois qu’elle se produit. Part conséquent, l’écoulement potentiel est toujours
instable pour des valeurs de ξ telles que ω+g ≈ ω−c .
Nous noterons par ailleurs que dans le cas (∂Dg/∂ω)(∂Dc/∂ω) ≥ 0 les résonances conduisent à un
phénomène d’évitement et aucune instabilité n’est obtenue (phénomène illustré sur la figure 11.4
par exemple).
Note : équivalence entre ondes à énergie négative et ondes plus lentes que le champ de base ?
Dans la littérature, un nombre important d’études porte sur les ondes dites à énergie négative et
permettent en particulier de prédire si une instabilité est obtenue lorsque deux modes ont une
fréquence proche. Il est alors montré qu’une résonance est obtenue si et seulement si les ondes sont
d’énergie de signe opposé. Dans la terminologie de Cairns (1979) qui dérive de la physique des plas-
mas, l’énergie d’une onde s’écrit Ei = A2i /4 ω(∂Di/∂ω), avec Ai l’amplitude de l’onde considérée
et Di(ω) la relation de dispersion associée à cette onde 5. La condition (∂Dg/∂ω)(∂Dc/∂ω) < 0
signifie alors en effet que la résonance est instable si et seulement si une et seulement une des
deux ondes est d’énergie négative. Dans le paragraphe précédent, il est montré dans le cas d’ondes
de surface que cette dernière condition est équivalente à dire qu’une des ondes se propage plus
rapidement que le champ de base local tandis que la seconde se propage moins rapidement. Dans
ce cas, le terme onde à énergie négative désigne donc simplement des ondes dont la vitesse de
propagation est plus lente que celle du champ de base sur lequel elles évoluent.
Même si ce raccourci simple n’est pas démontré dans le cas général, il sera confirmé dans un autre
cas analytique (cf. section 13.2) et également supporté par plusieurs résultats numériques. De plus,
ce point de vue simplifié permet d’expliciter l’importance d’un rayon critique dans les processus
d’instabilité. Enfin, ce point de vue est très utile dans les études conduites au cours de cette thèse
et la stabilité d’un champ de base donné peut alors être directement anticipée grâce à de tels
arguments. Par exemple, considérons le cas du seau de Newton et supposons que deux ondes sont
en interaction, c’est à dire qu’elles ont la même fréquence. Ces deux ondes ont alors également la
même fréquence relative au champ de base ωr−mΩ étant donné la rotation uniforme de ce dernier
et leur interaction ne conduit donc pas à une instabilité. La nécessité d’une rotation différentielle
pour l’émergence d’instabilités résultant d’interactions d’ondes est alors mise en évidence.
En conclusion, nous retiendrons qu’une résonance ce produit à chaque fois que deux ondes
ont la même fréquence et que l’une se propage plus rapidement que le champ de base et l’autre
moins rapidement. Ce résultat sera cependant à vérifier numériquement lorsque les deux ondes en
interaction ne sont pas des ondes de surface. Aussi, lorsque de la viscosité intervient, la condition
sur la fréquence n’est alors plus suffisante et il semble que les ondes doivent être suffisamment
proches dans le plan complexe pour pouvoir interagir.
11.2.3 Lieu de résonance exacte, taux d’amplification et rapport d’am-
plitudes
Comme il l’est souligné par Cairns (1979), les modèles découplés sont pratiques pour prévoir
une instabilité sans avoir à résoudre le système couplé plus complexe. Dans ce qui suit, nous nous
focaliserons sur l’unique résonance instable entre G+ et C−. En considérant par exemple le modèle
UI qui donne les relations de dispersion les plus simples, la condition de résonance ωg+ = ωc− peut
s’écrire sous la forme
La(ξ/R) = m avec La(ξ/R) =
(
1 +
[
2piR
√
gR/Γ
]
ξ2/R2
)2
/
(
1− ξ2/R2)2 , (11.8)
5. Il est montré en annexe D par un calcul directe de l’énergie en considérant le petit paramètre  ≡ e−mHa/R
représentant l’écart entre les deux surfaces libres, que l’on retrouve les expressions de Cairns (1979) pour l’énergie
des ondes à l’ordre 2 ce qui supporte cette formulation de l’énergie.
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Figure 11.8 – (a) La en fonction de ξ/R pour a = 0.2, 0.4, 0.6, 0.8, 1. La ligne noire épaisse indique
la valeur asymptotique L∞ = 1/(1−ξ2/R2)2. Les résonances principales se produisent au voisinage
des intersections entre La et les lignes horizontales de niveau m (des exemples sont montrés pas des
flèches indiquants le point de résonance (ξ/R)a,m). (b) Taux d’amplification obtenus pour a = 0.4
et m = [2, 3, 4, 5, 6]. Les symboles carrés indiquent les prédictions analytiques obtenues pour les
résonances exactes ; les valeurs de ξ/R sont obtenues en résolvant la condition de résonance exacte
(11.8) (ou directement sur la figure (a)) et le taux d’amplification maximal à partir de l’expression
analytique (11.9).
où le terme entre crochets est donné en fonction de ξ/R et a par la relation (9.4b). La figure 11.8
(a) montre La en fonction de ξ/R pour plusieurs valeurs de a. Les intersections avec les lignes
horizontales y = m, i.e. solutions de l’équation (11.8), permettent de lire graphiquement la valeur
de ξ/R pour laquelle la résonance correspondante est obtenue. Pour a et m donnés, le champ de
base conduisant à la résonance (qui existe pour tout m > 1) est donc rapidement évalué grâce à
cette figure. La ligne noire épaisse correspond au tracé du cas limite L∞ = 1/(1 − ξ2/R2). Pour
une valeur de m donnée, aucune instabilité ne peut être observée pour un rayon de démouillage
supérieur à celui correspondant à l’intersection L∞(ξ) = m. Par exemple, pour ξ/R > 0.6 aucune
instabilité correspondant à m < 3 ne peut être observée.
Par ailleurs, il a été montré que le modèle UI utilisé ici surestime la valeur de ξ/R associée au
point de résonance par rapport à la bande d’instabilité principale obtenue en stabilité globale (fi-
gure 11.7). Aussi, les résultats de stabilité globale présentés au chapitre 9 montrent qu’à m fixé,
aucune instabilité n’est obtenue pour des valeurs de ξ/R supérieures à l’instabilité principale (voir
figure 9.9 par exemple). En conséquence, pour une valeur de m donnée et quelque soit la valeur
de a considérée, le modèle TMBF permet de prédire qu’aucune instabilité ne peut être obtenu par
la méthode de stabilité globale pour des valeurs de ξ/R supérieures à la position de l’intersection
L∞(ξ) = m.
A partir de l’équation (11.7) ainsi que des expressions Dg(ω) = 0 et Dc(ω) = 0 et en supposant
que  = e−mζ/R (ξ/R)m est un petit paramètre, le taux d’amplification au niveau du point de
résonance exacte se met sous la forme
ωi ∼
(
ggc
ξR
) 1
4
(
ξ
R
)m
e−mζ/R
√
m = C. (11.9)
avec C =
√−(ω −mΩR)(ω −mΩξ). Cette relation donne une estimation du taux d’amplification
maximal de l’instabilité lorsque la valeur de ξ à la résonance exacte est connue. La figure 11.8 (b)
montre la comparaison entre les taux d’amplification obtenus numériquement en résolvant l’équa-
tion (11.6) et les valeurs obtenues analytiquement à la résonance exacte par l’équation (11.9) (en
obtenant ξ/R par l’équation (11.8)). Un très bon accord est obtenu entre l’expression analytique
et les résultats numérique du modèle couplé. Notons que ce taux d’amplification peut également
s’écrire ωi = Cemζe/R avec ζe = ζ +R ln(R/ξ) la distance effective entre les deux couches fluides.
En gardant les définitions des amplitudes Ag et Ac introduites dans la section précédente, on
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obtient au point de résonance exacte
Ag
Ac
∼ ±i
(
gc
g
)1/4(
ξ
R
)3/4
(11.10)
avec le signe positif pour le mode amplifié. Dans le cas amplifié en résonance exacte on retrouve
donc par le modèle TMBF un déphasage de pi/2 et un rapport d’amplitude d’ordre O(1) entre
l’onde gravitaire et l’onde centrifuge. Cela est cohérent avec les résultats de la stabilité globale
présentés lors de la section précédente.
11.2.4 Conclusion
En conclusion, le modèle TMBF permet une résolution analytique du problème et capture l’in-
stabilité principale du cas potentiel complet traité au chapitre 9. L’instabilité principale obtenue
pour tout m ≥ 2 peut être vue comme une résonance entre une onde centrifuge plus lente que
le champ de base (d’énergie négative) et une onde gravitaire plus rapide que le champ de base
(d’énergie positive).
Deux extensions au modèle TMBF sont données par la suite. La première correspond à une ap-
proche faiblement non linéaire effectuée au voisinage du point de résonance exacte, dont les prin-
cipaux résultats seront donnés au chapitre 12 et les détails sont reportés en annexe. La seconde
extension consiste à étudier l’influence de la présence d’un coeur en rotation solide sur ce type de
modèle ; les résultats sont donnés par Fabre et Mougel (2014) (voir Annexe E). Avant de présen-
ter ces extensions au modèle à deux couches, un autre point de vue du mécanisme d’instabilité
est présenté à l’aide d’une approche WKBJ grands m effectuée dans l’approximation de faible
profondeur.
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11.3 ApprocheWKBJ grandsm dans l’approximation de faible
profondeur
11.3.1 L’approximation de faible profondeur
En effectuant une approximation de faible profondeur semblable à celle utilisée dans le cas de
la rotation solide (c.f. III), i.e. a  1, les équations en volume ainsi que les équations de surface
libre peuvent être réduites à l’équation différentielle ordinaire suivante
d2φ
dr2
+
(
1
r
+
h′0
h0
)
dφ
dr
−m2∆(r)φ = 0, (11.11)
avec
∆(r) = − s
2
gh0
+
1
r2
et s =
ω
m
− Γ
2pir2
(11.12)
où s correspond à la fréquence relative entre le mode d’oscillation et le champ de base local. Rap-
pelons que la hauteur d’eau h0 est donnée par l’équation (9.3) et que Γ est donné en fonction de ξ
par la conservation du volume (9.4b). Nous remarquerons qu’en remplaçant h0 par son expression,
la gravité disparait complètement du problème. Ceci s’explique par le fait que l’hypothèse de faible
profondeur est valable dans la limite où g est grand devant l’accélération centrifuge et donc en
particulier g  gc avec gc = Γ2/(4pi2ξ3) l’accélération centrifuge en r = ξ. Dans cette limite, les
solutions sont alors indépendantes de g.
Dans un premier temps, l’équation (11.11) est résolue à l’aide d’une méthode de shooting en
utilisant les conditions aux limites ∂φ/∂r = 0 en r = R (non pénétration) et ∂φ/∂r = −(m2s2/gc)φ
en r = ξ (surface libre + non pénétration verticale, voir équations (9.6c)). La figure 11.9 montre une
comparaison des résultats obtenus (fréquences adimensionnelles ωr
√
R/g et taux de croissances
ωi
√
R/g fonction de ξ/R) avec ceux de la méthode de stabilité globale dans le cas a = 0.01 et
m = 5. Un très bon accord est observé entre les deux méthodes, ce qui valide l’approximation de
faible profondeur pour ces paramètres. Nous remarquerons que pour ce faible rapport d’aspect, les
résultats obtenus sont qualitativement similaires à ceux décrits dans le cas a = O(1) au chapitre
9. En particulier, les ondes gravitaires et centrifuges sont clairement distinguées et les instabilités
(ng, nc) ainsi que les phénomènes d’évitement sont retrouvés. Rappellons qu’en utilisant l’adimen-
tionnalisation basée sur l’échelle de temps gravitaire
√
R/g, les modes gravitaires correspondent
aux branches qui tendant vers une limite finie lorsque la rotation disparait (ξ → 0).
L’instabilité étant bien capturée par l’équation (11.11), une étude plus détaillée de cette équa-
tion est conduite pour discerner les mécanismes physiques sous-jacents. Une approche asymptotique
de type Wentzel-Kramers-Brillouin-Jeffreys (WKBJ) pour de grands nombres d’onde azimutaux
sera utilisée. Nous montrerons que l’instabilité peut alors être décrite comme un phénomène d’over-
reflection se produisant à une position radiale particulière pilotée par le rayon critique rc déjà mis
en évidence précédemment. Ce phénomène est possible pour des configurations de structure ra-
diale correspondant à deux comportements oscillants séparés par une zone évanescente contenant
un rayon critique (barrière de potentiel). Le terme over-reflection signifie qu’une onde incidente
impactant la barrière de potentiel est réfléchie en s’amplifiant. Ainsi, des ondes peuvent être pié-
gées entre la zone de démouillage et le rayon critique en subissant une amplification à chaque
aller-retour. Ce type de mécanisme d’over-reflection est également retrouvé dans plusieurs types
d’instabilités obtenues dans diverses configurations. Notons notamment dans le cas compressible
(Acheson, 1976; Broadbent et Moore, 1979), dans le cas stratifié (Acheson, 1976; Billant et Le Di-
zès, 2009; Lindzen, 1988; Lindzen et Barker, 1985; Lindzen et al., 1980; Park, 2013) et dans le
cas d’une couche fluide cisaillée en faible profondeur (Balmforth, 1999; Miles, 1957; Takehiro et
Hayashi, 1992).
11.3.2 Les différents types de configuration obtenues
Dans cette section, l’objectif est de décrire les mécanismes de l’instabilité du tourbillon potentiel
obtenue pourm ≥ 2 à l’aide d’une approche asymptotique WKBJ conduite pour de grands nombres
d’onde azimutaux m. Pour aborder cette étude, il est tout d’abord nécessaire de discuter l’équation
(11.11) selon le signe de ∆ en introduisant notamment les fréquences epicycliques ω±(r) (Billant
et Le Dizès, 2009; Le Dizès et Billant, 2009; Le Dizès et Lacaze, 2005; Park, 2013; Park et Billant,
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Figure 11.9 – Comparaison entre la résolution numérique de l’équation (11.11) par une méthode
de shooting (lignes grises) et les résultats de stabilité globale du chapitre 9 (lignes noires, g/gc = 15)
pour a = 0.01, m = 5. Seul les résultats obtenus pour ξ > 0.2 sont montrés pour ωi.
2012) définies par ∆(ω±/m, r) = 0 pour r ∈ [ξ,R]. En factorisant l’expression de ∆ donnée par
(11.12) on obtient alors
ω±(r)
m
=
Γ
2pir2
(
1±
√
1
2
(
r2
ξ2
− 1
))
. (11.13)
Nous définirons également la fréquence critique ωc(r)/m = Γ/(2pir2), qui correspond à l’annulation
du terme de rotation par rapport au champ de base (s = 0). La figure 11.10 (haut) montre les tra-
cés de ω+(r), ω−(r) et ωc(r) obtenus pour a = 0.01 et trois valeurs de ξ/R (ξ/R = 0.1, ξ/R = 0.4.
ξ/R = 0.8). Sur ces figures, la zone grise correspond à ∆ < 0 et les zones laissées blanches à ∆ > 0.
Dans la limite des grands m, on s’attend donc à obtenir des solutions evanescentes dans la zone
grise et oscillantes dans les zones blanches. Pour lire ces images, on considère un mode de fréquence
ω/m donnée (ligne horizontale sur la figure 11.10) et on localise les positions radiales associées à
un comportement oscillant et/ou évanescent. Ce procédé donne la structure radiale du mode. En
faisant ensuite varier la fréquence, on s’aperçoit que plusieurs configurations sont possibles, ce qui
permet de définir plusieurs zones que nous noterons ici 0, I, II, III, IV et V (voir figure 11.10,
bas). Notons que sur la figure 11.10 (haut) les comportements oscillants localisés proches de r = ξ
(resp. proche de r = R) seront identifiés à des ondes centrifuges (resp. gravitaires). Une descrip-
tion plus détaillée de ces différentes zones est maintenant donnée avant de décrire la cartographie
obtenue en faisant varier ξ/R.
-Zone 0 : ω/m ∈ [max(ω+(r)/m),+∞] : comportement oscillant sur tout l’interval [ξ,R].
-Zone I : ω/m ∈ [ωc(ξ)/m,max(ω+(r)/m)] : zone évanescente (n’incluant pas de rayon cri-
tique) comprise entre deux zones oscillantes.
-Zone II : ω/m ∈ [ω+(R)/m, ωc(ξ)/m] : zone évanescente (incluant un rayon critique) comprise
entre deux zones oscillantes. Cette zone disparait pour ξ/R >
√
3/2 ≈ 0.82. Ce type de configura-
tion est connue pour être à l’origine d’instabilités (Lindzen et Barker, 1985). Nous porterons une
attention particulière à cette configuration dans les sections qui suivent.
-Zone III : ω/m ∈ [ω−(R)/m, ω+(R)/m] : zone oscillante proche du démouillage et encerclée
par une zone évanescente.
-Zone IV : ω/m ∈ [min(ω−(r)/m), ω−(R)/m] : idem zone I. Cette zone existe tant que
ξ/R < (6 + 2
√
6)−1/2 ≈ 0.30.
-Zone V : ω/m ∈ [−∞,min(ω−(r)/m)] : idem zone 0.
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Figure 11.10 – Fréquences epicycliques obtenues pour a = 0.01 et différentes valeurs de ξ/R. Les
échelles de longueur et de temps utilisées sont respectivement R et
√
R/g. Lignes pleines épaisses
ω±/m, ligne pointillée épaisse ωc/m. (haut) la zone grise correspond à ∆ < 0 (comportement
évanescente), les zones blanches à ∆ > 0 (comportement oscillant). (bas) Résultats identiques à la
ligne du haut, les zones 0 (blanche), I (bleu violet), II (grise), III (bleu clair), IV (bleu violet)
et V (blanche) sont définies dans le texte.
Ces différentes zones sont reportées sur la figure 11.11 sur laquelle sont également tracées les
fréquences ωr
√
R/g fonction de ξ/R des modes obtenus par la stabilité globale pour m = 5 et
a = 0.01 (résultats identiques à ceux de la figure 11.9). En premier lieu, nous remarquerons que
les évolutions de ω−(R), ωc(R) et ω+(R) (reps. min(ω−(r)), ωc(ξ) et max(ω+(r))) semblent avoir
des tendances identiques à celles des ondes gravitaires (reps. centrifuges). La cartographie des
différentes zones semble donc cohérente avec les résultats obtenus pour m = 5, ce qui laisse penser
que la discussion à priori de l’équation (11.11) dans la limite grand m demeure pertinente pour
cette valeur de m.
Nous remarquerons que toutes les instabilités obtenues se situent dans la zone II qui correspond à
une barrière de potentiel incluant un rayon critique et confinée entre deux zones oscillantes. Ceci est
conforme aux résultats obtenus par le modèle TMBF où le rôle indispensable du rayon critique a été
mis en évidence. Egalement, cela est cohérent avec les nombreux résultats de la littérature montrant
(pour d’autres problèmes physique) que la configuration II est instable (Billant et Le Dizès, 2009;
Lindzen et Barker, 1985; Park, 2013; Takehiro et Hayashi, 1992). En particulier, il est montré dans
(Lindzen et Barker, 1985) que la présence d’une zone évanescente incluant un rayon critique et
entourée de deux zones oscillantes est indispensable (sans phénomène dissipatif) à l’obtention de
phénomènes d’over-reflection. Ce type de phénomène peut ensuite conduire à une instabilité si une
frontière additionnelle est présente par exemple, ce qui est le cas ici (point de démouillage en r = ξ
et frontière rigide en r = R, voir figure 11.12 (a) et (b)).
De façon intéressant, notons que pour ξ/R >
√
3/2 ≈ 0.82 la zone II disparait et on s’attend
donc à ce que aucune instabilité ne soit observée pour ces valeurs de ξ/R.
D’autre part, l’ensemble des phénomènes d’évitement sont visualisés dans la zone IV . Dans cette
zone, les ondes gravitaires et centrifuges peuvent coéxister, mais les interactions entre elles se
font à travers une zone évanescente ne comprenant pas de rayon critique. Pour cette raison, les
résonances ne conduisent pas à une instabilité mais produisent des phénomènes d’évitement où les
deux branches échangent leur identité. Notons que ce type de mécanisme pourrait également se
produire dans la zone I, mais que ce n’est pas le cas pour les paramètres étudiés.
Dans les zones 0 et V les ondes gravitaire et centrifuges ne sont pas découplées car aucune zone
exponentielle ne les sépare. De façon intéressante, pour une valeur de ξ donnée, les résultats de
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Figure 11.11 – Superposition des résultats de stabilité globale pour m = 5 et a = 0.01 (idem
figure 11.9) et de la décomposition en zones issue de l’analyse de l’équation (11.11) dans l’hypothèse
où m est grand. Le système de couleurs est identique à celui de la figure 11.10.
stabilité globale correspondants à ces zones ne permettent pas de distinguer deux familles de
branches comme c’est le cas dans les zones II et IV . Dans ce cas, la terminologie gravitaire et
centrifuge n’a plus véritablement de sens et il serait préférable de parler d’ondes gravito-centrifuges.
Pour finir, on constate qu’aucune onde gravitaire n’est présente dans la zone III. Cela est cohérent
puisque cette zone est caractérisée par un comportement evanescent proche de r = R.
Par la suite, nous nous focaliserons sur l’étude de la configuration II.
11.3.3 Influence de la taille du domaine : cas borné vs non borné
Analyse WKBJ de la configuration II
Jusqu’à présent, les résultats de l’analyse de stabilité linéaire étaient discutés dans l’espace des
paramètres (a, ξ) où ξ était directement relié à la circulation Γ par la conservation du volume.
Cette approche est cohérente avec les expériences de laboratoire où le volume fluide est imposé
dans le système. Cependant, ce n’est pas nécessairement la plus adaptée pour décrire les méca-
nismes d’instabilité. Ainsi, nous préfèrerons étudier dans le suite l’influence de la taille du domaine
dans la direction radiale sans utiliser la conservation du volume (les grandeurs ξ et Γ sont alors
indépendantes). Dans ces conditions il est possible de se rapprocher continûment du système non
borné. Dans ce dernier cas, une condition de propagation des ondes vers l’infini (ou condition ra-
diative) sera alors utilisée (voir figure 11.12 (c)), alors qu’une condition de reflexion est utilisée
dans le cas borné (voir figure 11.12 (b)).
Nous choisirons dans cette section des échelles de temps et de longueur basées sur la circulation de
l’écoulement ainsi que le rayon de la zone démouillée lors de la présentation des résultats (échelle
caractéristique de longueur ξ, échelle caractéristique de temps 2piξ2/Γ). Nous avons cependant
choisit de conserver les dimensions dans les formules mathématiques.
La figure 11.12 (d) montre le diagramme des fréquences epicycliques associés à cette étude pour
R = 2ξ. L’influence de la taille du domaine R peut être extraite de la figure 11.12 (d). Ce diagramme
peut en effet être continué jusqu’à R → ∞ et le cas d’un R plus petit correspond uniquement à
ce diagramme tronqué. Nous remarquerons que certaines configurations peuvent disparaitre en
ajustant la taille du domaine. Une description analogue à celle du cas précédent est alors possible.
Cependant, nous nous focaliserons ici sur la configuration de type II. Nous rappelons que cette
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Figure 11.12 – (a) Shéma de la configuration II (ligne pointillée épaisse sur la figure (d)). (b)
Représentation schématique du cas borné. (c) Représentation schématique du cas non borné. (d)
Fréquences épicycliques dans le cas R = 2. Légende identique à la figure 11.10.
configuration comporte une zone évanescente (i) incluant un point critique et positionnée entre
deux zones oscillantes (o) et (ii). Un exemple de ce type de configuration est matérialisé par une
ligne épaisse discontinue sur la figure 11.12 (d) et la figure 11.12 (a) donne une représentation
schématique de la structure radiale associée. Les points de transition des zones différentes sont
notés rt1 et rt2, souvent appelés points tournants dans la terminologie relative aux études WKBJ.
Au voisinage de ces valeurs de r, ∆ ≈ 0 et l’approximation WKBJ n’est plus valide. Une étude
spécifique sera donc nécessaire à ces positions. En suivant Park (2013), les approximations WKBJ
pour le potentiel φ dans les zones (o), (i) et (ii) s’écrivent respectivement
φo(r) =
1
r1/2h
1/2
0 (−∆)1/4
[
E exp
{
im
∫ r
rt1
√
−∆(t)dt
}
+ F exp
{
−im
∫ r
rt1
√
−∆(t)dt
}]
(11.14a)
φi(r) =
1
r−1/2h−1/20 ∆1/4
[
C exp
{
m
∫ rt2
r
√
∆(t)dt
}
+D exp
{
−m
∫ rt2
r
√
∆(t)dt
}]
, (11.14b)
φii(r) =
1
r1/2h
1/2
0 (−∆)1/4
[
A exp
{
im
∫ r
rt2
√
−∆(t)dt
}
+B exp
{
−im
∫ r
rt2
√
−∆(t)dt
}]
.
(11.14c)
Les résultats de la méthode de shooting montrent que ωr >> ωi (voir figure 11.9 par exemple)
ce qui implique en particulier que les intégrants
√
∆ et
√−∆ sont essentiellement réels. L’équa-
tion (11.14b) reflète donc bien un comportement exponentiel tandis que les équations (11.14a) et
(11.14c) correspondent à un comportement oscillant. Dans les zones oscillantes, la propagation des
ondes peut être caractérisée par une vitesse de groupe et une vitesse de phase. Par analogie avec
Billant et Le Dizès (2009) (voir aussi Park et Billant (2013) et Park (2013)), les vitesses de phase
et de groupe du premier terme (signe +) et second terme (signe −) des expressions (11.14a) et
(11.14c) sont obtenues sous la forme
v+φ =
ωr
l+r
=
ωr
mRe(
√−∆) , v
+
g =
∂ωr
∂l+r
=
Re(
√−∆)gh0
Re(s)
, (11.15a)
v−φ =
ωr
l−r
= − ωr
mRe(
√−∆) , v
−
g =
∂ωr
∂l−r
= −Re(
√−∆)gh0
Re(s)
, (11.15b)
avec l±r = mRe
[
± ddr
(∫ r
rt
√−∆(t)dt)] le nombre d’onde radial local. Les équations (11.15) montrent
que dans les deux cas, pour un mode de fréquence donnée, le signe de la vitesse de phase est le
même quelque soit la position radiale, tandis que la vitesse de groupe change de signe en r = rc.
On peut noter que des approximations WKBJ similaires sont valables concernant les configu-
rations I et IV (c.f. section 11.3.2) cependant la vitesse de groupe ne change pas de signe dans
le domaine fluide dans ces configurations puisque la zone évanescente n’inclut pas de rayon critique.
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Figure 11.13 – Evolution des fréquences en fonction de la taille du domaine pour m = 10.
Comparaison entre les résultats de stabilité globale obtenus pour g/gc = 15 (noir) et les résultats
WKBJ (relation de dispersion (11.23a) : lignes rouges horizontales ; relation de dispersion (11.22) :
lignes rouges obliques).
De façon à obtenir une relation de dispersion de façon analytique, des raccords doivent être
effectués entre les zones (o), (i) et (ii) ; et les conditions aux limites en r = ξ et en r = R (ou à
l’infini dans le cas non borné) doivent être imposés. Les positions radiales r = ξ, r = rt1, r = rt2
et r = R (ou r →∞) doivent donc être considérés avec attention. Ce procédé revient à déterminer
les constantes A,B,C,D,E et F dans les équations (11.14).
Dans le cas étudié ici, un traitement particulier au voisinage de r = ξ permettra la description des
solutions sur un domaine incluant l’ensemble de la zone oscillante interne. Ce procédé est justifié
dans le paragraphe suivant.
Dans le limite des grands m, il sera constaté que (ωc/m)(2piξ2/Γ) tend vers 1, valeur matérialisée
par une ligne horizontale fine et pointillée sur la figure 11.12 (d). On peut constater sur cette figure
que la zone oscillante interne disparaît dans cette limite et on s’attend donc à ce que l’instabilité
disparaisse également. Cependant, quelque soit la valeur finie dem considérée, une bande oscillante
reste présente dans le voisinage de r = ξ. Il est possible de montrer que pour une correction au
terme fréquentiel ω/m d’ordre O(1/√m), la taille de la zone oscillante interne est d’ordre O(1/m)
(voir figure 11.12 (d)). Nous montrerons que l’étude de l’équation (11.11) dans le voisinage de r = ξ
est valide dans un voisinage d’ordre O(1/m) incluant ainsi l’ensemble de cette zone oscillante in-
terne. En conséquence, aucun traitement spécifique ne sera considéré en r = rt1 et seules les deux
zones (i) et (ii) seront modélisées par une approche WKBJ.
Voisinage de rt2. Les solutions (11.14b) et (11.14b) doivent maintenant être raccordées au
voisinage du point tournant rt2 où les approximations WKBJ ne sont plus valides. Au voisinage
de rt2 l’équation (11.14) s’écrit
dφ
dr˜
+ r˜φ = O
(
1
m2/3
)
(11.16)
avec r˜ = (r − rt2)(−∆′(rt2)m2)1/3 où ∆′ correspond à la dérivée de ∆ par rapport à r. Les
solutions de cette équation sont de la forme φ(r˜) = αAi(−r˜) + βBi(−r˜) avec α, β deux constantes
et Ai, Bi les fonctions de Airy. Les comportements asymptotique des fonctions de Airy lorsque
r˜ → ±∞ (voir Abramowitz et Stegun (1972)) permettent respectivement de raccorder avec les
approximations asymptotique obtenues dans les limites r → ±rt2. Une procédure détaillée d’un
point tournant de ce type est décrite dans Bender et Orszag (1999). Au final les raccords proche
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Figure 11.14 – Taux d’amplification obtenus pour m = 5 et nc = 0. Comparaison entre les
résultats numériques obtenus par la méthode de shooting dans le cas borné (gris) et l’analyse
asymptotique WKBJ dans le cas borné (relation de dispersion (11.23a), ligne rouge pleine) et dans
le cas non borné (relation de dispersion (11.23b), ligne rouge discontinue).
de rt2 permettent de relier les constantes A, B, C et D des équations (11.14b) et (11.14c) par la
relation :
D
C
=
i
2
(
1− iBA
1 + iBA
)
(11.17)
Le rapport B/A est maintenant obtenu grâce à la condition en r = R dans le cas bornée ou à
l’infini dans le cas non borné.
Condition en r = R vs r →∞. A partir des expressions (11.15), les vitesses de phase et de
groupe à l’infini s’obtiennent sous la forme v±φ = v
±
g = ±sgn(ωr)
√
gh∞ avec le signe plus pour le
premier terme de l’équation (11.14c) et le signe moins pour le second terme 6. Dans cette limite et
pour des fréquences positives, le premier terme de l’équation (11.14c) correspond donc à une onde
se propageant vers l’infini tandis que le second terme correspond à une onde se propageant vers le
centre du tourbillon. Dans le cas non borné, la condition de propagation des ondes vers l’extérieur
consiste donc à imposer B = 0. Cependant, ce terme devra être conservé dans le cas borné du
fait de la réflexion contre la paroi en r = R. Dans ce cas, la condition de non pénétration s’écrit
dφii/dr|R = 0, ce qui conduit à B/A = exp(i2W2R), avec W2R =
∫ R
rt2
√−∆(t)dt. Finalement, la
relation (11.17) dans les cas borné et non borné s’écrit respectivement :
D
C
=
1
2
tan
(
mW2R +
pi
4
)
et
D
C
=
i
2
. (11.18)
Le terme D/C est maintenant obtenu par le raccord de la solution (11.14b) avec la solution de
l’équation au voisinage de r = ξ (11.12) .
Voisinage de r = ξ. L’équation (11.12) dans un voisinage de r = ξ est de la forme
d2φ
dr¯2
+
1
r¯
dφ
dr¯
+
[
C21
r¯
− C2
]
φ = 0 (11.19)
avec r¯ = (r − ξ)m, C12 = ms2ξ/gc et C2 = 1/ξ2 − 4[2pi/Γ]sξ − 3/2[1/(gcξ3)]s2ξ , où sξ = ω/m −
Γ/(2piξ2). L’équation (11.22) reste valide sur une zone radiale de longueur O(1/m). Si on conserve
uniquement le terme non singulier en r¯ = 0, la solution de l’équation (11.19) s’écrit sous la forme :
φ = α′M
(
a, 1, 2
√
C2r¯
)
e−
√
C2r¯ (11.20)
avec a = 1/2(1−C21/
√
C2) etM une fonction de Kummer diteM qui correspond à un cas particulier
6. h∞ correspond à la hauteur d’eau à l’infini définie par h∞ = Γ2/(8pi2gξ2) et la fonction sgn à la fonction
signe. On retrouve les caractéristiques classiques des ondes de surface dans le régime des faibles profondeurs.
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Figure 11.15 – Influence de m sur ω dans le cas non borné et pour le mode nc = 0. Comparaison
entre les résultats numériques obtenus par la méthode de shooting (gris) et l’analyse asymptotique
WKBJ grand m (relation de dispersion (11.23b), rouge). (a) fréquences, évolutions proches de
(ωr/m)(2piξ
2/Γ) = 1 − 1/√m pour de grandes valeurs de m (non représentées ici) ; (b) taux
d’amplification.
de fonction confluente hypergéométrique 7. Le comportement asymptotique deM lorsque r¯ → +∞
(voir Abramowitz et Stegun (1972) p508) permet d’effectuer le raccord avec l’expression de φi
valable dans la zone de recouvrement r → ξ et r¯ → +∞. On en déduit alors une expression pour
le rapport D/C qui conduit aux relations de dispersion. Ainsi, les relations de dispersion des cas
borné et non borné s’écrivent respectivement :
Γ(1− a)
Γ(a)
=
[
1
2
eipia(4C2)
(1−2a)/2
]
tan
(
mW2R +
pi
4
)
e−2mW12 , (11.21a)
Γ(1− a)
Γ(a)
=
[
1
2
eipia(4C2)
(1−2a)/2
]
i e−2mW12 , (11.21b)
avec W12 =
∫ rt2
rt1
√
∆(t)dt et Γ la fonction gamma (en gras pour ne pas confondre avec la circu-
lation). Le terme W12 est positif et caractérise la taille de la barrière de potentiel au travers de
laquelle les deux zones oscillantes interagissent (voir par example Le Dizès et Billant (2009) pour
une discussion dans le cas stratifié).
Etude des relations de dispersion (11.21a) et (11.21b)
Des résultats analytiques concernant les relations de dispersion (11.21a) et (11.21b) sont main-
tenant développés. Dans le cas borné décrit par la relation (11.21a), nous verrons que deux sous-
relations de dispersion possédant chacune leur propre discrétisation peuvent être obtenues. Les
ondes de gravité seront pilotées par les singularités de la fonction tan qui décrit la contribution
de la zone (ii) (région associée aux ondes gravitaires). D’autre part, les ondes centrifuges seront
caractérisées par les singularités de la fonction Γ qui caractérise le voisinage de r = ξ en incluant
l’ensemble de la zone (o) (région associée aux ondes centrifuges). Dans le cas non borné décrit
par la relation (11.21b), toutes les fréquences sont permises pour les ondes de gravité en raison
de l’absence de confinement radial et les ondes centrifuges sont également pilotées par la fonction Γ.
Ondes de gravité. Commençons tout d’abord par l’étude de la discrétisation associée aux
ondes de gravité dans la relation (11.21a). Dans l’hypothèse où W2R est réel, une singularité de la
solution (11.21a) est obtenue pour des domaines tels que
m
∫ R
rt2
√
−∆(t)dt = pi
4
+ ngpi avec ng ∈ N. (11.22)
La relation de dispersion (11.22) donne accès aux fréquences admissibles pour les ondes de gravité.
Plus le domaine est grand et plus le nombre de solutions possibles est important ; on tend ainsi
vers le cas non borné où l’on trouve toujours une onde de gravité solution quelque soit la fréquence
7. Notons qu’une équation du même type a été obtenue dans le cas d’une rotation solide dans l’hypothèse de
faible profondeur (voir III). En effet, suffisamment proche du point de démouillage, l’évolution de h0 est bien décrite
par h′0(ξ)(r− ξ) et est donc analogue au premier ordre dans les deux cas. Dans l’annexe de la partie III nous avons
montré que cette équation admet des solutions identifiées à des ondes de coin centrifuges.
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Figure 11.16 – Structure de deux modes obtenus par résolution numérique de l’équation (11.11)
(shooting) pour m = 5 et R/ξ = 10. x = (r/ξ) cos(θ), y = (r/ξ) sin(θ). Contours de φ. (a) cas
borné ωr(2piξ2/Γ) = 2.40, ωi(2piξ2/Γ) = 0.010 ; (b) cas non borné où l’on applique une condition
de propagation vers l’extérieur en r = R, ωr(2piξ2/Γ) = 2.40, ωi(2piξ2/Γ) = 0.0014. Le cercle en
ligne discontinue correspond à r = rc.
considérée. Ainsi, l’absence de la fonction tangente associée au cas non borné se comprend par
le fait qu’une contrainte de confinement est alors relâchée et seulement deux entiers suffisent à
discretiser le problème (m et nc qui sera imposé par la singularité de la fonction Γ).
Ondes centrifuges. Du fait de la présence de la barrière de potentiel (e−2mW12) les membres
de droite des équations (11.21a) et (11.21b) possèdent un module très petit (hors de la singularité
de la fonction tan), ce qui contraint a à un voisinage d’une singularité Γ(a) → ∞. Au vu du
comportement de la fonction Γ, de telles singularités sont obtenues proche de a = −nc +  avec
nc ∈ N et  ∈ C vérifiant   1. En injectant cette discrétisation dans l’équation (11.21a) et
(11.21b) et en utilisant les relations Γ(n+1) = n! et Γ(−n) = ((−1)n/n!)−1 +O(1) on en déduit
les valeurs de  correspondantes. En injectant les résultats obtenus pour  dans a = −nc +  on en
obtient alors les relations de dispersion pour les ondes centrifuges
ωc
Ωξ
= m− C21/4
√
1 + 2nc
√
m+
[
22ncC2
nc+1/4
√
1 + 2nc(nc!)2
√
m
]
tan
(
mW2R +
pi
4
)
e−2mW12 , (11.23a)
ωc
Ωξ
= m− C21/4
√
1 + 2nc
√
m+
[
22ncC2
nc+1/4
√
1 + 2nc(nc!)2
√
m
]
i e−2mW12 , (11.23b)
avec Ωξ = Γ/(2piξ2). Dans les équations (11.23a) et (11.23b) la fréquence des ondes centrifuges
est essentiellement donnée par m− C21/4
√
1 + 2nc
√
m tandis que le terme incluant la barrière de
potentiel décrit les interactions avec les ondes gravitaires et conduit donc en particulier au taux
d’amplification.
Dans le cas borné, la figure 11.13 compare les résultats de stabilité globale obtenus par la mé-
thode présentée au chapitre 9 (en noir) aux solutions des relations de dispersion (11.22) (lignes
rouges obliques) et (11.23a) (lignes rouges horizontales). Le cas représenté correspond à m = 10
et les fréquences sont tracées en fonction de l’inverse de la taille du domaine normalisée ξ/R. Un
bon accord entre les deux méthodes est obtenue en ce qui concerne les ondes gravitaires. Nous
remarquerons néanmoins une sous-estimation notable des fréquencse des ondes centrifuges don-
nées par l’approximation WKBJ. Cependant, la figure 11.15 (a) montre, dans le cas nc = 0, que
cette écart diminue lorsque m croit. La résultante des erreurs faites sur ces deux familles de modes
implique que les intersections des modes centrifuges et gravitaires sont décalées vers des valeurs
de ξ/R plus faibles pour les résultats WKBJ. Les intersections entre les deux familles de branches
conduisent à des instabilités dont une illustration des taux d’amplification associés est donnée sur
la figure 11.14. Cette figure compare l’analyse WKBJ (équation (11.23a), en ligne rouge pleine) aux
résultats numérique obtenus par la méthode de shooting (en noir) dans le cas m = 5. Les bandes
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Figure 11.17 – Un maelstrom.
d’instabilité sont encore une fois retrouvées et l’on constate ici encore que les prédictions WKBJ,
pour une interaction donnée, sont décalées vers des valeurs de ξ/R plus faibles que les prédictions
de stabilité globale. De plus, une sur-estimation du taux d’amplification est obtenue pour m = 5.
Notons cependant que l’on s’attend à ce que cette erreur diminue lorsque m augmente (voir fi-
gure 11.15 (b)). Pour conclure, nous soulignerons que l’analyse WKBJ réalisée permet de capturer
qualitativement l’ensemble des phénomènes associés à la configuration II. Cependant quelques
différences quantitatives persistent pour les valeurs de m modérées et en particulier concernant la
fréquence des ondes centrifuges.
Comparons maintenant les cas borné et non borné obtenus par la méthode WKBJ. Les fré-
quences d’oscillation des ondes centrifuges données par les relations (11.23a) et (11.23b) sont quasi-
identiques (non montré ici) à l’exception du voisinage des résonances avec les ondes de gravités qui
induit une faible correction de la fréquence dans le cas borné. Concernant les taux d’amplification,
une comparaison directe est effectuée sur la figure 11.14 où les résultats du cas non borné obtenu
par l’équation (11.23b) sont matérialisées par une ligne rouge en pointillées. A noter que le cas
non borné est valide uniquement sans la frontière externe et n’est donc pas fonction de ξ/R, la
droite représentée sur la figure 11.14 est simplement ajoutée à titre de comparaison. Il est constaté
que dans le cas confiné, les bandes d’instabilité se rapprochent de plus en plus lorsque la taille du
domaine augmente. D’autre part, le maximum de taux d’amplification est largement supérieur au
taux d’amplification du cas non borné pour de faibles valeurs de ng (R modéré) et diminue ensuite
progressivement avec ng. Lorsque le domaine est suffisamment vaste, les bandes d’instabilité coa-
lescent puis le taux d’amplification devient quasi-constant et égal à celui du cas non borné. Le cas
non confiné correspond à un cas d’instabilité radiative où le tourbillon est instable par transfert
d’énergie vers l’extérieur (radiation).
Dans ce dernier cas, l’équation (11.23b) conduit au premier ordre à une forme explicite pour la
fréquence et le taux d’amplification
ωc = mΩξ −
√
2nc + 1
√
m
ξ
gc + i
22nc+1√
2nc + 1(nc!)2
√
m
ξ
gc e
−2mW12 . (11.24)
On reconnait ainsi une expression pour la fréquence de type "onde de coin" en shallow water (voir
Stokes (1846), Ursell (1952), LeBlond et Mysak (1977) ainsi que la discussion en partie III). Notons
également que pour nc = 0 on retrouve l’expression de la fréquence prédite par le modèle TMBF
découplé nommé UI (c.f. section 11.2).
Une comparaison entre les structures obtenues dans les cas confinés et non-confinés est donnée
sur la figure 11.16. Pour le cas non borné, l’absence d’ondes se propageant vers le centre dans la
zone (ii) fait apparaître une structure en forme de spirale. Ces motifs pourraient être en lien avec
les spirales observées dans le cas des tourbillons marins sur la figure 11.17 par exemple. Notons
cependant que le dernier cas ne vérifie probablement pas l’approximation de faible profondeur et
qu’un écoulement radial est sûrement présent (entre autres).
11.3.4 Mécanisme d’over-reflection et conclusion
Mécanisme d’over-reflection non visqueux
Dans la littérature, les configurations du type II sont associées à un phénomène d’over-reflection
(Lindzen et al. (1980), Lindzen et Barker (1985), Lindzen (1988), Takehiro et Hayashi (1992),
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Billant et Le Dizès (2009), Park et Billant (2013)). Pour cela, ces auteurs définissent un coefficient
de transmission et de reflexion pour une onde incidente rencontrant la barrière de potentiel. Lorsque
le coefficient de réflexion est supérieur à 1, la réflexion de l’onde est alors nommée over-reflection
et une onde piégée entre la barrière de potentiel et une autre frontière réfléchissante (rigide par
exemple) croit exponentiellement en temps par over-reflections successives. Ce mécanisme conduit
alors à une instabilité. Dans le cas non-borné, le confinement est dû ici au point de démouillage en
r = ξ. En ce qui concerne le cas borné, les deux zones oscillantes sont confinées et les deux types
d’ondes subissent une over-reflection associée à la barrière de potentiel centrale (r ∈ [rt1 , rt2 ]).
On peut donc voir ce dernier cas comme une double over-reflection synchronisée, ce qui pourrait
expliquer pourquoi le taux d’amplification est plus important dans cette configuration que dans le
cas non borné (c.f. figure 11.16).
Mécanisme d’over-reflection avec effet dissipatif
Concernant le mécanisme d’over-reflection, il est montré dans Lindzen et Barker (1985) qu’un
phénomène dissipatif localisé peut jouer le rôle d’une des zones oscillantes. Dans le cas non-borné
par exemple, la radiation d’énergie vers l’infini, qui est essentielle à l’over-reflection en non vis-
queux, pourrait alors être remplacée par un mécanisme dissipatif au niveau du rayon critique. En
adaptant ce phénomène au cas borné, on met en évidence la possibilité d’instabilité de la configu-
ration III dans laquelle seule l’onde centrifuge est présente et est combinée à une zone de type éva-
nescente entre rt1 et R. Ce point pourrait expliquer la différence de rapport d’amplitude |Ag|/|Ac|
observée entre les expériences et les études de stabilité globale (cf. section 11.1). En effet, nous
avons montré que le cas potentiel conduit à des rapports d’amplitude de l’ordre de |Ag|/|Ac| ∼ 0.3
(cas m = 2, a = 0.3), ce qui contraste avec les expériences où les ondes de gravité semblent quasi-
inexistantes (Bach et al., 2014). Ce type de phénomène pourrait également être lié à la croissance
spontanée d’une onde à énergie négative lorsqu’un phénomène dissipatif est présent (Cairns, 1979).
Conclusion
Pour conclure, l’approximation de faibles profondeurs capture bien l’instabilité obtenue pour
le tourbillon potentiel dans le cas m ≥ 2. Une étude asymptotique WKBJ grand m a été conduite
dans cette approximation et a également permis de reproduire le phénomène d’instabilité. L’insta-
bilité se produit pour des fréquences correspondant à une configuration radiale particulier où deux
zones oscillantes (la zone oscillante interne est associée aux ondes centrifuges et la zone oscillante
externe aux ondes de gravité) sont séparées par une zone évanescente incluant un rayon critique.
Le rôle crucial du rayon critique mis en évidence au chapitre précédant est donc confirmé. Une
instabilité radiative conduisant à des motifs en forme de spirale est obtenues pour les cas non bor-
nés. Les cas bornés et non bornés peuvent être compris en termes d’over-reflection sur la barrière
de potentiel.

Chapitre 12
Modèle faiblement non-linéaire
L’extension de l’étude linéaire du modèle TMBF présentée en section 11.2 au cas faiblement
non linéaire est présentée en annexe D. Un résumé des principaux résultats obtenus dans cet article
en préparation est donné dans ce chapitre.
12.1 Cas linéaire
De façon à clarifier l’approche adoptée, les principaux résultats de stabilité linéaire sont mainte-
nant récapitulés et le modèle TMBF est rappelé sur la figure 12.1 (a). L’analyse linéaire du modèle
TMBF (voir section 11.2 et B) conduit à la relation de dispersion (11.6) dont le développement en
considérant formellement le paramètre  = e−mζ/R (ξ/R)m comme petit donne
Dc(ω)Dg(ω) = 4C
42 +O(4) (12.1)
avec C =
√−(ω − ΩR)(ω − Ωξ) et Dc(ω), Dg(ω) les relations de dispersion du modèle découplé
UI, i.e en supposant que la surface libre opposée est repoussée à l’infini (voir section 11.2). Les
résultats de la relation de dispersion (12.1) sont montrés sur la figure 12.1 (b) dans le cas m = 2 et
a = 0.5 (lignes continues noires). Sur cette figure, les fréquences données par les relations de disper-
sion découplées Dg(ω) et Dc(ω) sont également tracées (lignes discontinues rouges). La résonance
considérée ici est issue de l’intéraction entre les solutions découplées G+ et C− dont les fréquences
relatives au champ de base s’écrivent respectivement ω−mΩR =
√
mg/R et ω−mΩξ = −
√
mgc/ξ.
Ainsi l’onde gravitaire est plus rapide que le champ de base tandis que l’onde centrifuge est plus
lente, d’où l’interaction résonante obtenue sur la figure 12.1 (b) dans le cas couplé. Nous rappelons
que le point de croisement entre Dc(ω) et Dg(ω) a été nommé point de résonance exacte. Ce point
est associé à ξ0 et ω0, coordonnées de l’intersection des relations découplées (croisement des lignes
discontinues rouges sur la figure 12.1 (b)). Rappelons également que sur la figure 12.1 (b) deux
seuils d’instabilité sont présents, le seuil obtenu pour les plus faibles (resp. grandes) valeurs de ξ/R
est nommé seuil aval (resp. amont).
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Figure 12.1 – (a) Schéma du modèle TMBF. (b) Résultat de stabilité linéaire du modèle TMBF
pour m = 2 et a = 0.5. Fréquence et taux d’amplification en fonction de ξ/R, modèle couplé (lignes
noires continues), découplé (lignes rouges discontinues).
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12.2 Principe de l’approche faiblement non linéaire
Dans la suite, un développement faiblement non linéaire du modèle TMBF est effectué au
voisinage du point de résonance exacte décrit précédemment. Le petit paramètre utilisé correspond
à  et nous supposons ainsi que le couplage entre l’onde gravitaire et l’onde centrifuge est faible.
L’objectif est donc de choisir un champ de base proche de la résonance exacte, d’introduire des
perturbations initiales d’amplitudes finies et d’étudier la dynamique du système pour des champs
de base au voisinage de la bande d’instabilité. Cette méthode permet une étude des phénomènes
non linéaires sur une gammes de ξ/R dans un voisinage de la résonance exacte de taille , ce qui
correspond à l’ordre de grandeur de la bande instable.
La méthode consiste à développer les positions des deux surfaces libres (en C et G sur la figure
12.1 (a)), ainsi que du potentiel des vitesses dans chacune des couches fluides en puissances de 1/2.
En choisissant de plus les potentiels des vitesses de façon à satisfaire l’équation de Laplace, seules
quatre équations restent à résoudre et correspondent aux équations cinématique et dynamique
associées aux deux surfaces libres. Ce système d’équations est ensuite résolu à chaque ordre. A
l’ordre 0 les caractéristiques du champ de base sont retrouvées. A l’ordre 1/2 deux systèmes
d’équations découplés sont obtenus et conduisent aux solutions découplées Dg(ω) et Dc(ω). A ce
niveau, on repère le point de résonance exacte (intersection des lignes discontinues rouge sur la
figure 12.1 (b)) et on se place dans son voisinage (ξ = ξ0 + ξ2). On sait par les résultats linéaires
que les deux modes conduisent à une instabilité lorsque le terme de couplage est pris en compte.
Nous souhaitons ici décrire la dynamique des deux surfaces libres suite lors de l’émergence d’une
telle instabilité. On considère alors la superposition suivante
X1 = Ag(τ)Xgei(mθ−ω0t) +Ac(τ)Xcei(mθ−ω0t) + c.c. (12.2)
avec Xg/c les vecteurs propres associés aux ondes découplées, Ag et Ac les amplitudes respectives
des ondes gravitaires et centrifuges, et τ = t une échelle de temps lente caractérisant l’évolution
des amplitudes.
Un système d’équations d’amplitudes est alors obtenu à l’ordre 3/2 en imposant une condition de
compatibilité (alternative de Freedholm). Un système d’équations couplées pour les amplitudes des
ondes gravitaires et centrifuges Ag et Ac est alors obtenu. Ces équations gouvernent la dynamique
des amplitudes sur l’échelle de temps lente.
12.3 Equations d’amplitude et résultats
Les équations d’amplitudes obtenues à l’ordre 3/2 sont de la forme
dAg
dτ
= −iDgAg + iCgcAc + iαgg|Ag|2Ag, (12.3)
dAc
dτ
= −iDcAc + iCcgAg + iαcc|Ac|2Ac, (12.4)
avec Dg, Dc, Cgc, Ccg, αcc, αgg des coefficients réels qui peuvent être exprimés analytiquement (cf.
annexe D pour les détails). Les coefficients Di traduisent l’écart à la résonance exacte (fixé par le
choix du champ de base à étudier), les coefficients Cij correspondent aux termes de couplage et
les coefficients αij à l’effet des non-linéarités. Ces équations doivent être résolues en imposant des
conditions initiales sur les amplitudes et sont analogues à celles obtenues par Sipp (2000) et Kno-
bloch et al. (1994) dans le cas de l’instabilité elliptique. Nous considérons ici un système d’équation
simplifié obtenu en se plaçant dans le sous-espace correspondant à Ag = (Cgc/|Ccg|)1/2Ac, ce qui
revient à considérer que l’énergie introduite dans le système à τ = 0 est nulle. On se place mainte-
nant en coordonnées polaires en définissant Ag = |Ag|eiψg , Ac = |Ac|eiψc et φ = (ψc − ψg)/2. On
obtient alors le système simplifié
d|Ac|
dτ
= C sin(2φ)|Ac|, (12.5a)
dφ
dτ
= C cos(2φ)−N |Ac|2 −D, (12.5b)
avec D = 1/2(dωg/dξ − dωc/dξ)ξ2, C =
√−(ω0 −mΩξ0)(ω0 −mΩR) et N un coefficient réel
qui s’exprime en fonction des coefficients introduits précédemment. L’équation (12.5a) montre que
l’amplitude |Ac| de l’onde centrifuge croît ou décroît selon la valeur de φ qui est susceptible de
modifier la valeur et le signe du taux de croissance effectif défini par C sin(2φ). En particulier,
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Figure 12.2 – Résultats de l’approche faiblement non linéaire pour m = 2, a = 0.5 et au niveau
de la résonance exacte, i.e D = 0. (a) Evolution temporelle de l’amplitude et du déphase pour des
conditions initiales |Ac0| = 0.02 et φ(τ = 0) = pi/4. (b) Portrait de phase obtenu pour |Ac0| = 0.02
et des déphasages initiaux variés (cercle gris clair). Les cercles bleus (resp. points rouges) indiquent
les point fixes stables (resp. instables). Les flèches montrent le sens d’évolution de l’amplitude dans
le portrait de phase et permettent ainsi de distinguer les directions stables et instables.
la valeur φ = pi/4 est associée à une instabilité tandis que la valeur φ = −pi/4 conduit à une
atténuation de l’amplitude. Dans les portraits de phase (voir figure 12.2 (b) par exemple), ces
directions sont alors nommées direction stable ou instable selon le signe du taux de croissance effectif
obtenue. Egalement, précisons que ce système d’équations se résout en spécifiant des conditions
initiales du type |Ac(τ = 0)| = |Ac0| et φ(τ = 0) = φ0. Lorsque l’amplitude |Ac0| est infinitésimale
on se situe alors très proche de l’origine du portrait de phase et la stabilité linéaire permet de
décrire la stabilité de cette origine. En conséquence l’origine est un point fixe instable dans la
bande linéairement instable et stable partout ailleurs.
D’autre part, le coefficient D constitue maintenant notre paramètre de contrôle, il correspond
à l’ajustement fréquentiel dû à l’écart à la résonance exacte et est parfois appelé paramètre de
detuning. Lorsque |D| est trop grand, les fréquences entre les deux ondes sont trop différentes
pour permettre la résonance, on quitte alors la bande linéairement instable (voir figure 12.1 (b)).
Plusieurs cas sont maintenant à considérer suivant la valeur du paramètre de detuning D.
Dans ce qui suit, la dynamique du système d’équations d’amplitudes (12.5) est décrite. Nous
détaillerons en premier lieu le cas particulier de la résonance exacte, i.e. D = 0, qui implique
les taux de croissance les plus grands. Nous étudierons ensuite l’influence du paramètre D sur la
dynamique du système étudié.
La figure 12.2 correspond aux résultats obtenus à la résonance exacte (i.e. D = 0) dans le cas
m = 2 et a = 0.5. Le portrait de phase de l’amplitude associée à l’onde centrifuge est montré sur
la figure 12.2 (b) pour une amplitude initiale |Ac0| = 0.02 et plusieurs déphasages initiaux (cercle
gris). En plus de l’origine qui est un point fixe instable pour D = 0 (point rouge), deux points
fixes stables (ou plutôt foyers dans ce cas non-dissipatif) sont obtenus pour φ = 0 et φ = pi (cercles
bleus). L’évolution des amplitudes décrit des cycles homoclines autour de ces deux points fixes,
les trajectoires étant déterminées par les conditions initiales. Les cycles homoclines se comprenant
comme suit. Choisissons par exemple une amplitude initiale faible (cercle gris sur la figure figure
12.2 (b)) et un déphasage proche de φ = pi/4, i.e dans la direction instable. La figure 12.2 (a)
correspond à l’évolution de l’amplitude et de la phase obtenues pour de telles conditions initiales.
L’origine étant linéairement instable dans cette direction, l’amplitude des ondes croît exponentiel-
lement comme le prédit la théorie linéaire. Lorsque les amplitudes mises en jeu sont suffisamment
importantes, les effets non linéaires ne peuvent plus être négligés. Un déphasage entre les ondes
gravitaire et centrifuge est alors observé et l’amplitude sature (figure 12.2 (a)). Dans l’espace des
phases, la perturbation s’éloigne alors progressivement de la direction instable pour aller vers la
direction stable (φ = −pi/4) en contournant le point fixe (notons en particulier que les amplitudes
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Figure 12.3 – (a) Evolution de la position des points fixes stables (ligne noire, points bleus sur
(b)), en fonction de l’écart à la résonance exacte. La ligne rouge pointillée matérialise le régime
linéairement instable. A noter que la transition ascendante dépend des amplitudes initiales consi-
dérées. (b) Exemple de portrait de phase obtenu pour D < −C. Les légendes sont identiques à
celles de la figure 12.2 (b).
mises en jeu sont supérieures à l’amplitude correspondant à la position du point fixe). Les am-
plitudes décroissent pour se rapprocher de l’origine et un mécanisme du même type se reproduit
alors. Au final le système revient à son point de départ exact du fait du caractère non dissipatif.
Des alternances temporelles entre des états caractérisés par des amplitudes importantes (état po-
lygonaux) et des états quasi-axisymétriques sont donc observées sur des échelles de temps lentes.
Cette description semble donc en lien avec le phénomène de switching (voir 2 et 3) décrit en par-
ticulier par Suzuki et al. (2006) et Tasaka et al. (2008), bien que dans ces études expérimentales
le switching s’effectue entre un état axisymétrique demouillé et un état polygonal mouillé. Néan-
moins, des cas pour lesquels le système reste demouillé durant l’ensemble du cycle ont été observés
par Tasaka (communication privée).
Zone linéairement instable −C < D < C : Pour des valeurs de D suffisamment proches de la
résonance exacte, à savoir D < |C|, le champ de base est linéairement instable et le comportement
dynamique du système est qualitativement identique à celui décrit dans le cas particulier de la
résonance exacte. L’évolution de l’amplitude de l’onde centrifuge décrit alors des cycles homoclines
autour des deux points fixes et les amplitudes maximales mises en jeux lors de ces cycles dépendent
directement de la position des points fixes. A partir des équations (12.5) la position des points fixes
est obtenue en Ac = ±
√
(C −D)/N , ce qui permet de suivre l’évolution de ces points en fonction
de D. Cette évolution est montrée sur la figure 12.3. Lorsque D se rapproche du seuil amont en
D = C, les deux points fixes se rapprochent de l’origine, tandis que lorsque D se rapproche du seuil
aval D = −C les deux points fixes s’en éloignent. Pour D = C (seuil amont), les deux points fixes
fusionnent avec l’origine pour former un unique point fixe stable. L’écoulement est alors linéaire-
ment stable pour D > C. Pour D = −C, les deux points fixes ne subissent pas de transition, mais
l’origine instable se transforme alors en un point fixe stable en formant deux points fixes instables
positionné en φ = ±pi/2. La dynamique du système en aval de l’instabilité semble alors intéressante.
Zone linéairement stable amont D > C : Pour des valeurs de D correspondant à des champs
de base en amont de la bulle d’instabilité un unique point fixe stable est obtenu à l’origine du
portrait de phase. Dans ce cas, les amplitudes restent proches de |Ac0|.
Zone linéairement stable avale D < −C : Pour des valeurs de D en aval de la bulle d’in-
stabilité, l’origine est stable, deux points fixes stables sont positionnées en φ = 0 et φ = pi et
deux points fixes instables en φ = ±pi/2 (voir figure 12.3 (b)). Du fait de la stabilité de l’origine,
des perturbations infinitésimales (quelque soit leur direction), n’auront pas pour conséquence de
conduire à des amplitudes importantes. Cependant, si l’on est suffisamment proche du seuil aval,
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certaines perturbations d’amplitudes finies pourront conduire à la zone d’influence d’un point fixe
instable pour ensuite orbiter autour d’un des deux foyers. Ceci est observé sur la figure 12.3 (b) où
l’on peut constater que pour |Ac0| = 0.02 certaines valeurs de déphasage initial conduisent à des
cycles homoclines orbitant autour d’un point fixe stable. D’autre part, on constate sur la figure
12.3 (a) que les points fixes stables sont situés plus loin de l’origine et donc que les amplitudes
mises en jeu dans ce cas sont plus grandes que pour des valeurs de D à l’intérieur de la bande
linéairement instable.
On constate ainsi que des ruptures de symétrie peuvent être observées malgré que l’écoulement
soit linéairement stable. Nous dirons alors que le seuil aval est de nature sous-critique. Ceci permet
de donner une première explication qualitative concernant la différence entre théorie et expérience
pour ce qui est de la largeur des bandes d’instabilité. En effet, au vu du comportement obtenu pour
le seuil aval, on s’attend à obtenir des ruptures de symétrie pour des champs de base en aval de
la zone linéairement stable. De plus, la position précise du seuil correspondant à l’apparition des
motifs dépend des perturbations initiales introduites. Sa position est donc intrinsèque au dispositif
utilisé et dépend également du protocole opératoire.
La figure 12.3 (a) semble donc permettre de comprendre qualitativement l’hysteresis obtenu
expérimentalement en augmentant ou en diminuant la fréquence du disque du fond (voir Tasaka
et al. (2008) et chapitre 4) 1. Pour cela, les parcours ascendants (resp. descendants) décrits dans
les expériences du chapitre 4 en augmentant (resp. en diminuant) la fréquence de rotation, doivent
être vus ici comme une augmentation (resp. une diminution) du paramètre D.
Considérons tout d’abord le parcours descendant. Lorsque l’on traverse une bande d’instabilité
en diminue D, l’écoulement reste linéairement stable tant que D > C et les amplitudes restent
de l’ordre des amplitudes initiales. Au niveau du seuil amont, l’écoulement devient linéairement
instable et des cycles homoclines sont obtenus autour des points fixes stables. Les amplitudes de
ces cycles sont alors de l’ordre de la position des points fixes stables et augmentent donc lorsque
D diminue. Au niveau du seuil aval, le système continue alors à effectuer de telles orbites et reste
dans la zone d’influence des foyers.
En ce qui concerne le parcours ascendant, le système est stable pour D  −C et évolue donc
proche de l’origine sans jamais atteindre les zones d’influence des points fixes stables. Ensuite, le
système va rejoindre une orbite autour d’un point fixe stable pour des valeurs de D inférieures au
seuil aval en D = −C. La position précise de ce seuil dépend des amplitudes initiales. Des am-
plitudes importantes sont donc obtenues en dehors des zones instables, ce qui permet d’expliquer
qualitativement un élargissement des bandes d’instabilité linéaire.
Pour conclure, une extension faiblement non linéaire du modèle TMBF au voisinage d’un point
de résonance exacte est donnée. En particulier, le comportement sous-critique associé au seuil aval
donne des éléments de compréhension concernant les phénomènes d’hystérésis observés expérimen-
talement (Tasaka et al., 2008). Le mécanisme mis en évidence donne également une explication
qualitative concernant la largeur des bandes d’instabilité linéaire, beaucoup plus fines que les zones
d’observation des motifs polygonaux dans les expériences de laboratoire (voir chapitre 10). Pour
finir, les comportements cycliques obtenus pour les amplitudes sur des échelles de temps lentes per-
mettent une interprétation cohérente des phénomènes d’alternance temporelle tels que le switching.
1. Nous avons montré que la fréquence peut être reliée à ξ/R (modèle de la conservation du moment angulaire,
c.f. chapitre 6) et donc à D.
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Chapitre 13
Elements de stabilité du tourbillon
de Rankine
13.1 Contexte de l’étude
Une classification des ondes dans un écoulement en rotation solide et dans un écoulement po-
tentiel a été décrite dans les parties III et IV respectivement. Nous possédons donc maintenant
les bases pour aborder la stabilité du tourbillon modèle de Rankine à surface libre qui se compose
précisément d’un coeur en rotation solide, qui peut être partiellement démouillé comme rappelé
dans la suite, et d’une zone externe en rotation potentielle. Seul le cas confiné, représentatif des
expériences présentées en partie I, sera traité dans cette partie. Des interactions complexes entre
les différents types d’ondes de la zone en rotation solide (ondes gravitaire G, ondes centrifuges C,
ondes de Rossby R et ondes inertielles I) et de la zone en rotation potentielle (G et C) sont atten-
dues. Précisons que dans les études sur les tourbillons, seule une zone proche de l’axe de rotation
est de vorticité non nulle et peut s’apparenter à une zone en rotation solide. Dans ce cas, des ondes
inertielles similaires à celles étudiées dans le cas du seau de Newton sont également présentes, mais
sont alors plus fréquemment nommées ondes de Kelvin en référence au travaux de Kelvin (1880)
sur le modes de vibration du tourbillon de Rankine. Cependant, nous choisirons dans cette étude
de continuer à nommer ces ondes "ondes inertielles" de façon à simplifier la discussion et les com-
paraisons avec le cas du seau de Newton traité en partie III. Aussi, une nouvelle famille d’ondes
correspondant à des déformations 2D du coeur en rotation solide existe dans le cas du tourbillon
de Rankine à surface libre. Ces ondes correspondent aux ondes de Kelvin 2D et sont nommées
ondes de Kelvin-Kirchhoff (KK) en référence aux travaux de Kirchhoff sur le cas elliptique (voir
Saffman (1992)). Ces ondes KK n’ont pas été visualisées dans le seau de Newton car la zone en
rotation solide est entourée d’une paroi rigide dans ce cas.
Les différents régimes de champ de base associés au tourbillon de Rankine ont été décrits au cha-
pitre 6 (voir figure 6.1 en particulier). Nous rappelons que deux configurations sont distinguées, le
régime mouillé (W ) et le régime démouillés où une zone en rotation solide est présente (DC). Pour
des rotations plus rapides, le coeur en rotation solide disparaît pour laisser place à un écoulement
purement potentiel (DP ). Ce dernier cas correspond aux résultats de la partie IV. Pour une valeur
de a donnée, ces trois régimes sont successivement obtenus lorsque l’on augmente le nombre de
Froude (F = Ω
√
R/g). Nous nous réfèrerons au chapitre 6 concernant les détails de ces différentes
configurations.
Dans un premier temps, nous présentons les résultats de stabilité d’un modèle de type TMBF
adapté au tourbillon de Rankine. L’article Fabre et Mougel (2014) (voir annexe E) est entière-
ment dédié à l’étude de ce modèle. Seuls les résultats importants sont repris ici et nous renvoyons
le lecteur à l’annexe E pour plus de détails. Nous soulignerons en particulier que le régime W
conduit à un nouveau type d’instabilité qui semble en lien avec le phénomène de sloshing observé
dans les expériences (cf. chapitres 2 et 3). Nous discuterons ensuite la cartographie des instabilités
obtenues en comparaison avec celle établie par Tophøj et al. (2013) dans le cas purement poten-
tiel. Dans un second temps, des résultats de stabilité globale du tourbillon de Rankine à surface
libre seront présentés. Les résultats obtenus dans le régime W par Mougel et al. (2014) seront
précisés et étendus au cas DC. Dans ce cas, la présence des différentes familles de modes C, G,
R, I et KK sera confirmée et nous montrerons que de nouvelles interactions d’ondes sont obtenues.
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(a) W (b) DC (c) DC
Figure 13.1 – Structure de quelques modes instables obtenus. (a) Interaction KK/G m = 4,
a = 0.5, F = 1. (b) Interaction KC/G, m = 1, a = 0.3, F = 1.85, (c) Interaction KC/G, m = 2,
a = 0.5, F = 1.9.
Notons que dans le cas de faibles profondeurs (approximation shallow water), la stabilité des
tourbillons mouillés non-bornés et dont le champ de base possède une vorticité potentielle monotone
a été étudiée par Ford (1994). Le tourbillon de Rankine dans le régime W et non borné en est un
cas particulier. Ford (1994) montre que ce type de champ de base est toujours instable pour de
faibles valeurs de Froude vis à vis de perturbations vérifiants m ≥ 2 et toujours instable quelque
soit le nombre de Froude pour de grandes valeurs de m. Aussi, une analyse WKBJ grands m est
effectuée dans Ford (1994) et permet de décrire cette instabilité en terme d’interaction entre une
onde de Rossby et une onde gravitaire. Notons que les ondes dites de Rossby décrites dans Ford
(1994) correspondent aux ondes que nous nommons ici KK pour ne pas confondre avec les ondes
de Rossby topographiques 1.
13.2 Résultats du modèle à deux couches étendu au tour-
billon de Rankine
13.2.1 Modèle utilisé
Au vu des bonnes prédictions données par le modèle à deux couche (modèle TMBF) dans
le cas purement potentiel (figure 11.5), il semble instructif d’étendre ce modèle en incluant une
zone interne en rotation solide. La figure 13.1 permet de visualisé le système dans les cas mouillé
W (figure 13.1 (a)) et démouillé DC (figure 13.1 (b) et (c)). Sur cette représentation, les lignes
pointillées matérialisent le champ de base et les zones colorées incluent les perturbations. Une étude
approfondie de ce modèle non visqueux est détaillée en annexe E. Notons que dans cette section,
la taille de la zone en rotation solide x (cf. chapitre 6 pour le détail des notations), sera obtenue
à l’aide du modèle de la conservation du moment angulaire (cf. chapitre 6) pour lequel on choisit
bc/bp = 1.
13.2.2 Un mécanisme pour le phénomène de sloshing
Dans le cas W , la relation de dispersion peut se mettre sous la forme d’interaction d’ondes
faiblement couplées
Dgw(ω)Dkw(ω)− 2mΩg
R
e−2mζ/R
( x
R
)2m
= 0, (13.1)
avec
Dgw(ω) = (ω −mΩR)2 −mg/R, (13.2)
Dkw(ω) = −ω + Ω[m− 1− e−2mζ/R(x/R)2m], (13.3)
et ΩR = Γ/(2piR2). Cette formulation permet de mettre en évidence les deux types d’ondes obte-
nues dans le régime W , à savoir les ondes gravitaires décrites par Dgw(ω) et une onde de Kelvin-
Kirchhoff associée à la présence du coeur en rotation solide qui est décrite par Dkw(ω). Dans la
relation Dkw(ω), le terme en e−2mζ/R(x/R)2m est dû au confinement. Le cas non borné, (égale-
ment obtenu pour des grandes valeurs dem), correspond donc à des valeurs de fréquences telles que
ω = (m−1)Ω. On retrouve ainsi la fréquence classique obtenue pour les ondes de Kelvin-Kirchhoff
1. Précisons que Ford (1994) ne mentionne pas cette dernière famille qui devrait pourtant être capturée par
l’approximation shallow water.
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Figure 13.2 – Cartographie des instabilités obtenues pour le modèle TMBF étendu au cas du
tourbillon de Rankine. Les zones colorées correspondent aux instabilité obtenues pour m = 1
(jaune clair), m = 2 (vert clair), m = 3 (bleu), m = 4 (rouge) et m = 5 (violet foncé). Le modèle
de la conservation du moment angulaire est utilisé en prenant bc/bp = 1. Les lignes délimites les
différents régimes W (bas F ), DC (zone intermédiaire) et DP (grands F ).
(voir Kelvin (1880), Vatistas et al. (1994), Schecter et al. (2000)). Notons que le cas borné pure-
ment 2D (sans la partie verticale du modèle) a été étudié par Vatistas et al. (1994).
Supposons qu’il existe une valeur de fréquence telle que Dgw(ω) = 0 et Dkw(ω) = 0. De façon ana-
logue à la section 11.2 (voir aussi Cairns (1979)), une analyse de l’équation (13.1) au voisinage de ce
croisement montre qu’une instabilité est obtenue si et seulement si (∂Dgw/∂ω)(∂Dkw/∂ω) < 0, i.e.
−2(ω −mΩ) < 0. Cette dernière condition est toujours vérifiée dans le cas de l’onde gravitaire se
propageant plus vite que le champ de base (G+). En conséquence dés lors que G+ rencontre l’onde
KK, une instabilité est obtenue. Une fois de plus, ceci semble intimement lié au fait que l’onde
KK se propage toujours plus lentement que le champ de base (ω −mΩ ≈ −Ω < 0) et peut donc
probablement être interprétée comme une onde d’énergie négative au sens de Cairns (1979), alors
que l’onde G+ est plus rapide que le champ de base (ω −mΩR > 0) et donc d’énergie positive.
Précisons que ce type d’interaction entre une onde gravitaire et une onde de KK est décrit en
détails par Ford (1994).
En se focalisant sur la zone W de la figure 13.2, on constate numériquement que des instabilités
de ce type sont effectivement obtenues et forment des bandes quasiment horizontales dans l’espace
des paramètres (a, F ). Une reconstruction de la structure d’un mode instable associé à ce type
d’interaction est montré sur la figure 13.1 (a) dans le cas m = 4 et a = 0.5. La structure obtenue,
tout comme la forme des bandes instables dans l’espace des paramètres (a, F ), montre que cette
instabilité est fortement liée au phénomène de sloshing. La comparaison des figures 13.2 et 3.2
montre en effet un bon accord (nous renvoyons le lecteur à l’annexe E pour une discussion plus
précise).
Nous conclurons finalement que le phénomène de sloshing observé dans les cas mouillés (régime
W ) semble dû à une interaction entre une onde gravitaire et l’onde de Kelvin-Kirchhoff. Cette in-
teraction se produit pour m ≥ 2, forme des bandes horizontales dans le diagramme (a, F ) et l’ordre
d’apparition des motifs est inversé par rapport à l’ordre d’apparition des motifs polygonaux, i.e les
motifs grand m apparaissent pour de faibles valeurs de F .
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13.2.3 Le régime DC
Dans le cas DC, trois familles d’ondes sont présentes, à savoir C, G et KK. Pour cette
raison, la relation de dispersion est plus complexe. En particulier, les ondes C et KK se dé-
couplent difficilement et la notation KC est alors introduite pour désigner ces ondes mixtes Kelvin-
Kirchhoff/centrifuges. En raison de ce couplage complexe, seuls des résultats numériques seront
présentés ici (voir E pour l’expression analytique de la relation de dispersion correspondant à ce
cas). La figure 13.2 reflète bien cette complexité du cas DC. On constate en effet que plusieurs
types d’interactions sont possibles et que les interactions entre les différents modes se font diffé-
remment selon la valeur de m. Pour commencer, notons que deux types de bandes d’instabilité
seront distinguées dans la zone DC. Les bandes obliques qui se poursuivent dans la zone DP et les
bandes plus horizontales qui se prolongent dans le régime W par les bandes associées au sloshing
lorsque m ≥ 3 et sont interrompues pour m = 1 et m = 2.
La première famille de branches correspond au prolongement des instabilités obtenues dans le cas
potentiel. Dans ce cas, même si une zone en rotation solide est présente, celle-ci ne joue pas un
rôle déterminant et c’est essentiellement l’onde centrifuge qui pilote l’instabilité. On remarquera
cependant que lorsque l’effet de la zone en rotation solide se fait ressentir, les bandes se recourbent
sur elles mêmes et pour une même valeur de a les ondes peuvent se croiser deux fois (voir le cas
m = 4 sur la figure 13.2 par exemple).
Le second type de branche est spécifique au cas DC et les interactions associées seront nom-
mées KC/G (onde mixte Kelvin-Kirchhoff/centrifuge qui interagit avec une onde gravitaire). Deux
exemples de motifs correspondants à des instabilités KC/G sont donnés sur la figure 13.1 (b) et
(c) dans les cas m = 1 et m = 2 respectivement. Les instabilités de type KC/G sont obtenues pour
tout m ≥ 1. Notons que le fait d’obtenir des instabilités pour m = 1 est surprenant puisque aucun
motif de ce type n’a été observé expérimentalement 2. D’autre part, nous soulignerons également
que la zone entre a ≈ 0.7 et a ≈ 1 ne comprend aucune instabilité m = 2 sur l’ensemble de la
gamme de F considérée.
Pour conclure, nous soulignerons que le diagramme de phase obtenu dans le cas DC ne permet
pas de clarifier la comparaison avec les expériences établie dans le cas purement potentiel (cf.
chapitre 10). Au contraire, des motif non observés dans les expériences sont obtenus ici et certains
polygones sont visualisés expérimentalement pour des valeurs de a pour lesquels aucune instabilité
n’est obtenue théoriquement. Cependant, certaines familles d’ondes ne peuvent être capturées par
ce modèle 2D, c’est le cas des ondes inertielles et des ondes de Rossby 3. Pour étudier l’influence
des ondes de Rossby et des ondes inertielles, il convient donc de traiter le cas global.
13.3 Stabilité globale
Le cas global est maintenant considéré en utilisant une méthode semblable à celle décrite pour
le seau de Newton en partie III. Comme pour le seau de Newton, il est nécessaire d’introduire un
terme visqueux 4 pour régulariser les ondes inertielles. En effet, dans le régime non visqueux, la
zone en rotation solide conduit à un spectre dense de modes inertiels (voir discussion des équations
non visqueuses en partie III). Ainsi, la viscosité permet de sélectionner uniquement les modes
inertiels les moins affectés par la viscosité et ainsi de s’affranchir du reste du spectre. Notons
que le tourbillon de Rankine est une solution stationnaire des équations d’Euler (non visqueuses).
Il peut donc sembler surprenant que ce modèle soit combiné à des perturbations incluant un
effet visqueux. Cependant, ce procédé est nécessaire pour les raisons énoncées ci-dessus et nous
vérifierons à posteriori sa validité. En particulier nous montrerons que les fréquences ne semblent
pas être affectées au premier ordre par l’introduction du terme visqueux.
En se basant sur les résultats du chapitre 6, nous fixerons la position du coeur du vortex à x = 0.5R
pour cette étude. Les premiers résultats correspondants au cas W pour m = 2 et a = 0.5 ont étés
2. Notons cependant qu’un motif m = 1 a été obtenu par Bach et al. (2014) dans le cas où une contre-rotation
du cylindre extérieur est considérée.
3. Les ondes inertielle ont une structure fortement tridimensionnelle (voir III). Les ondes de Rossby sont dues
à la variation de hauteur h0(r) de la zone en rotation solide. Cet effet n’étant pas retenu dans le modèle de type
TMBF où l’on fait abstraction de le forme complète de surface libre en ne retenant que h0 = h0(0) (cas W ) et
ζ = h0(R), il est cohérent de ne pas capturer ce type d’onde.
4. Uniquement en volume dans le cas présent.
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Figure 13.3 – Résultats obtenus pour m = 2, a = 0.5, les fréquences sont adimentionalisées
par
√
g/R. (a) Modèle 2D, conservation du moment angulaire avec bc/bp = 1, les lignes pointillées
séparent les régimesW , DC et DP ; (b) Stabilité globale pour E = 10−4 avec le coeur du tourbillon
fixé à x = 0.5R.
présentés par Mougel et al. (2014) (voir annexe C). Nous préciserons les résultats obtenus dans cet
article qui seront également étendus aux cas démouillés et comparés avec le modèle à deux couches.
13.3.1 Comparaison avec le modèle à deux couches
La figure 13.3 compare les résultats de stabilité globale (figure 13.3 (b)) avec les prévisions
du modèle à deux couches (figure 13.3 (a)) dans le cas m = 2 et a = 0.5. A première vue ces
résultats sont très différents et la stabilité globales prédit beaucoup plus de modes solutions au
problème dans la fenêtre de paramètres considérée. Cependant, si l’on compare uniquement les
modes les moins atténués, i.e les branches qui apparaissent avec le niveau de gris le plus foncé sur
la figure 13.3 (b), il est alors possible de les identifier aux branches du modèle à deux couches.
Nous noterons en particulier que le cas le plus instable (F ≈ 2) prédit par le modèle TMBF est
bien capturé par la méthode de stabilité globale. Cette instabilité correspond à l’interaction d’un
mode KC et d’un mode G dont l’évolution des branches obtenue par les deux méthodes est en bon
accord. Nous pouvons noter que le modèle TMBF semble donc utile à la prédiction des résonances
les plus instables et permet de plus de s’affranchir d’un spectre très dense obtenu par la méthode
globale. Notons cependant que des instabilités supplémentaires sont obtenues lorsque l’ensemble
de la surface libre est considérée.
13.3.2 Les instabilités additionnelles de la méthode globale
Outre l’instabilité due à une résonance KC/G, les figures 13.3 (b) et 13.4 montrent que d’autres
instabilités moins intenses sont obtenues par la méthode de stabilité globale. Nous nous focalise-
rons maintenant sur ces instabilités additionnelles qui ne sont pas prédites par le modèle à deux
couches.
Pour cela, les fréquences adimensionnelles (en utilisant Ω−1 comme échelle de temps) dans le ré-
férentiel en rotation, i.e. λ = (ω −mΩ)/Ω sont tracées sur la figure 13.4 en fonction de F . Cette
représentation des résultats permet une identification des différents modes par comparaison avec
les résultats obtenus pour le seau de Newton (partie III). En effet, la figure 13.4 montre que dans
les régimes W (i.e. F < 1.8) et DC (i.e. F ∈ [1.8, 3.1]) des tendances analogues à celles du seau de
Newton sont obtenues. En particulier on distingue les modes inertiels dans l’intervalle |λr| < 2, les
modes de Rossby pour λr ≈ 0 et les branches gravitaires qui évoluent en λr ∼ 1/F .
Deux différences principales avec le seau de Newton sont cependant notables. La première a déjà
été discutée précédemment et consiste en la présence d’une onde additionnelle en λ ≈ −1, l’onde
KK. La seconde différence correspond au fait que l’onde gravitaire atteigne la zone λr < 0, ce
qui n’avait jamais été constaté dans le cas du seau de Newton. Cette seconde caractéristique est
particulièrement intéressante et constitue le point central du raisonnement qui suit.
Tous d’abord, le fait que la branche gravitaire (nommée G0 en partie III) atteigne la zone λr < 0
implique directement la possibilité d’interaction avec les ondes de Rossby présentes au voisinage de
cette zone. Comme on peut le voir sur la figure 13.4 ces interactions conduisent à des instabilités
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Figure 13.4 – Résultats identiques à la figure 13.3 (b) excepté que l’on se place dans le repère
en rotation avec le coeur du tourbillon,et que les fréquences sont adimentionalisées par Ω : λr =
(ωr −mΩ)/Ω.
qui sont nouvelles à notre connaissance. D’autre part, il a également été observé pour d’autres
valeurs de paramètres que l’onde de gravité G0 peut entrer en résonance avec des ondes inertielles
dans la gamme de fréquence (λr ∈ [−2, 0] (non montré ici).
Il semble ainsi que les ondes gravitaires interagissent avec toutes les autres familles d’ondes rencon-
trées lorsque leur fréquence vérifie λr < 0. Cette observation peut une fois de plus être interprétée
en terme d’onde à énergie négative, ou de façon plus pratique ici en terme de vitesse relative au
champ de base local (voir discussion en section 11.2). En effet, l’onde gravitaire G0 se propage
plus rapidement que le champ de base en r = R (ω > mΩR), tandis que les autres modes sont
localisés proche du coeur en rotation solide et sont rétrogrades par rapport au champ de base en ces
positions radiales (ω < mΩ). En somme, les interactions mentionnées précédemment sont instables
car elles mettent en jeu deux ondes qui se propagent dans des sens opposés relativement au champ
de base. Soulignons le fait que le recouvrement fréquentielle nécessaire pour une résonance entre
ces ondes est rendu possible ici en raison de la différence de vitesse azimutale entre le coeur en
rotation solide et l’écoulement en r = R. Pour conclure, nous retiendrons que lorsque les ondes
de gravité vérifient λr < 0, elles interagissent de façon instable avec toutes les ondes rencontrées
(puisque toutes les autres ondes évoluent proche du coeur du tourbillon).
Cette dernière remarque est particulièrement intéressante pour l’extrapolation au cas non-visqueux.
En effet, il est montré en partie III que dans cette limite, un spectre dense de modes inertiels est
obtenu dans l’intervalle de fréquence |λ| < 2. Ainsi, on en déduit que l’écoulement est toujours
instables pour des valeurs de F où au moins un mode gravitaire vérifie −2 < λr < 0 et tant qu’une
zone en rotation solide est présente, i.e. F < FC (notation du chapitre 6 correspondant au Froude
de transition entre le régime DC et le régime DP ). Dans la limite non visqueuse, l’écoulement est
donc instable pour des valeurs de F vérifiant
1
(1− ΩR/Ω)
√
m
< F < min
(
FC ,
√
m
(1− ΩR/Ω)m− 2
)
. (13.4)
Pour des valeurs de m suffisantes, la bande instable obtenue coïncide avec les prédictions de Fabre
et Mougel (2014) (annexe E) pour l’interaction entre les ondes KK et G associées à l’apparition
du sloshing (voir section 13.2). Précisons que ΩR/Ω = (x/R)2, (avec ici x = 0.5R), les résultats
obtenus sont alors indépendants de a tant que FC n’intervient pas dans la relation (13.4), i.e que
FC >
√
m/((1−ΩR/Ω)m− 2). Précisons également que pour de faibles valeurs de m (m < 3 dans
le cas où x = 0.5R) le mode G0 ne croise jamais la droite λ = −2. Dans ce dernier cas, seul le
terme FC est à retenir dans la borne supérieure de l’expression (13.4).
Pour finir nous constaterons sur la figure 13.3 (b) qu’une zone instable associée à un très faible
taux de croissance est observée pour F suffisamment petit (F ∼ 1 dans ce cas). Cette instabilité
correspond à la déstabilisation de la branche KK sans aucune interaction avec une autre onde.
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Cette observation n’a pas été explorée et ne sera pas détaillée plus en détail ici.
13.4 Conclusion
Pour conclure, la stabilité d’un tourbillon de Rankine à surface libre a été étudiées à l’aide d’un
modèle à deux couches et par une approche de stabilité globale. De nombreuses instabilités sont
obtenues, certaines présentant des caractéristiques similaires aux ruptures de symétries observées
expérimentalement. En particulier, les interactions instables entre les ondes de gravité et les ondes
de Kelvin-Kirchhoff, obtenues pour m ≥ 2, pourraient être à l’origine du phénomène de sloshing
décrit par Iga et al. (2014). D’autre part, la comparaison entre les deux méthodes adoptées (i.e.
modèle à deux couches vs stabilité globale) révèle une foi de plus la pertinence du modèle à
deux couches. Ce dernier permet en effet de prédire correctement les instabilités les plus fortes
tout en filtrant les modes les moins importants. La méthode de stabilité globale, plus complète
puisque l’ensemble de la surface libre est décrite, permet de capturer d’autres types d’instabilités
provenant de l’interaction d’une onde gravitaire avec des ondes de Rossby ou des ondes inertielles.
Même si ces nouvelles interactions sont moins fortes, une cartographie complète des résultats de
stabilité globale dans l’espace de paramètres (a, F ) est souhaitable et les interactions additionnelles
pourraient permettre de clarifier la comparaison avec les résultats expérimentaux.

Chapitre 14
Conclusion générale
14.1 Conclusion
Les ondes et les instabilités des écoulements tournants à surface libre ont été étudiées dans
cette thèse à travers une configuration générique correspondant à un récipient cylindrique dont
le fond est en rotation rapide. En particulier, les mécanismes à l’origine des phénomènes de rup-
ture de symétrie de la surface libre couramment appelés polygones tournants, switching et sloshing
observés dans ce type de configuration, ont été décrits. Pour cela, des approches de stabilité glo-
bales effectuées à partir de champs de base modèles ont été utilisées. A partir de considérations
théoriques et expérimentales basées sur des résultats de la littérature ainsi que sur des résultats
d’expériences conduites au DTU, nous avons montré que le modèle de tourbillon de Rankine est
adapté pour la description de l’expérience à fond tournant lorsqu’il est de plus combiné à un mo-
dèle basé sur la conservation du moment angulaire. De plus, ce modèle peut être simplifié au cas
d’un écoulement potentiel pour les régimes des fortes rotations. Une étude séparée du cas d’une
rotation solide (seau de Newton), du modèle potentiel et finalement du tourbillon modèle de Ran-
kine, combinaison des deux premiers cas, a alors été proposée. Le seau de Newton est stable et ne
permet donc pas d’interpréter l’apparition des motifs de surface libre observés dans les expériences
de laboratoire. Cependant, cette étude permet une description fine des différents types d’ondes qui
seront présentes dans le coeur du tourbillon de Rankine.
Le modèle le plus simple permettant de capturer des instabilités en lien avec l’apparition des
polygones en rotation correspond au cas potentiel. Plusieurs approches complémentaires ont été
réalisées pour étudier ce cas. L’approche de stabilité globale a tout d’abord permis de caractériser
les différentes familles de modes en présence et de dresser une cartographie des instabilités obtenues
résultant d’interactions entre des ondes centrifuges et gravitaires. Cette cartographie a ensuite été
confrontée à des résultats expérimentaux et a confirmé la bonne comparaison qualitative des princi-
pales zones instables avec les zones d’observation des polygones dans les expériences de laboratoire.
Aussi des instabilités secondaires mettant en jeu des ondes de structures plus complexes sont obte-
nues dans le cas potentiel et semblent être reliées aux nouveaux états polygonaux mis en évidence
dans les expériences réalisées au DTU. Un modèle simplifié dit à deux couches a ensuite permis de
décrire l’instabilité principale observée dans cette configuration par une approche théorique et de
mettre en évidence l’importance du rayon critique dans le processus d’instabilité en interprétant
de plus cette instabilité en terme d’onde à énergie négative. De façon complémentaire, une étude
WKBJ dans l’approximation de faible profondeur a permis de montrer que la configuration obtenue
dans le cas du tourbillon potentiel permet à des phénomènes d’over reflection de se produire. Dans
le cas potentiel étudié, ce type de phénomène est à l’origine de la déstabilisation de l’écoulement de
base. Aussi, bien que nous nous sommes limités à des cas bornés tout au long de cette thèse, cette
dernière étude a permis de comparer les cas bornés et non bornés. En particulier, il est montré
que les tourbillons non bornés sont toujours instables par propagation d’ondes gravitaires à l’infini.
Ce dernier type de mécanisme d’instabilité est donc radiatif et conduit à des motifs en forme de
spirale qui rappellent les formes prises par les grands tourbillons marins.
Contrairement au seau de Newton, des instabilités sont obtenues dans le cas du tourbillon de
Rankine à surface libre. Celle-ci sont dues à la présence d’une rotation différentielle. En effet,
l’onde de gravité notée G0, plus rapide que le champ de base, est alors susceptible d’interagir avec
des ondes plus lentes que le champ de base vivant proche du coeur en rotation solide (ondes de
Rossby, ondes inertielles, ondes de Kelvin-Kirchhoff). En particulier, l’interaction avec une onde
de Kelvin-Kirchhoff semble être en lien avec l’apparition du phénomène de sloshing observé dans
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Figure 14.1 – Kelvin’s cat eyes obtenus autour du rayon critique (Schecter et al. (2000)).
les expériences à fond tournant.
Enfin, le modèle potentiel à deux couches a permis de considérer des effets faiblement non-linéaires
qui semblent permettre d’expliquer qualitativement l’hysteresis ainsi que le phénomène de switching
observés dans l’expérience à fond tournant.
14.2 Perspectives
Les perspectives de ce travail sont multiples en raison du faible nombre d’études théoriques et
numériques consacrées aux instabilités des écoulements tournants à surface libre. En particulier, de
façon à caractériser plus précisément l’instabilité obtenue dans le cas potentiel, il serait intéressant
de décrire précisément l’influence de l’introduction d’un terme de vorticité sur les résultats obtenus
et décrits dans cette thèse. On s’attend alors à ce que des motifs de type Kelvin cat eyes (voir figure
14.1) se forment autour du rayon critique, ce qui pourrait être en lien avec la vorticité observée au
niveau des branches des polygones dans certains régimes expérimentaux.
D’autre part, les bonnes prédictions obtenues dans l’approximation shallow water nous incitent
à considérer l’étude du tourbillon de Rankine en utilisant cette approche. Une approximation
WKBJ dans la limite des grands nombres d’ondes azimutaux nous permettrait alors de décrire
les instabilités observées (à l’exception d’éventuelles instabilités impliquant des ondes inertielles
puisque ces ondes ne sont pas capturées par l’approche shallow water).
Aussi, outre la finalisation de l’étude de stabilité globale du modèle de Rankine qui pourrait
permettre de clarifier la comparaison avec les expériences, des champs de base plus complets
seront également à considérer. Dans ce but, la méthode présentée et validée dans le cas de faibles
nombres de Froude devra être améliorée. Les champs de base obtenus pourront alors permettre de
quantifier les erreurs faites lors de l’utilisation des champs de base modèles, ainsi que de donner une
description précise des différentes couches limites obtenues. Aussi des études de stabilité globale
pourront être directement réalisées sur les champs de base obtenus et les résultats du Rankine
seront alors d’une aide cruciale pour interpréter les nombreuses familles de modes attendues dans
le cas complet. Enfin, la description des motifs polygonaux par simulation numérique directe reste
un défi à relever.
Sixième partie
Annexes
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Annexe A
Algorithme de Newton avec
adaptation de maillage
On considère ici le cas d’un récipient cylindrique à fond tournant (taux de rotation Ω), partia-
lement rempli d’eau. L’écoulement est paramètré par un rapport d’aspect a = H/R, un nombre de
Froude F = Ω
√
R/g, et un nombre d’Ekman E = ν/(R2Ω). On considère un adimentionnement
des équations basé sur l’échelle de longueur R et l’échelle de temps Ω−1.
A.1 Equations stationnaires axisymètriques
L’écoulement considéré doit vérifier les équations de Navier Stokes et de continuité dans l’en-
semble du volume, qui sont ici associées à des conditions d’adhérence sur les parois et le fond en
rotation, ainsi qu’a des conditions de surface libre au niveau de l’interface. Les équations de Navier
Stokes et de continuité stationnaires et axisymétriques s’écrivent
U0.∇U0 = −∇P0 + E∆U0 − F−2ez (A.1)
∆.U0 = 0 (A.2)
avec U0 = [U0, V0,W0]t le champ de vitesses et P0 le champ de pression (qui inclus la densité) 1. En
définissant maintenant la surface libre (elle aussi stationnaire et axisymétrique) comme le niveau
zéro de la fonction implicite H0(r, z) = z−h0(r), les équations de surface libre qui se décomposent
en une équation cinématique (qui signifie que la surface libre bouge de la même façon que le fluide
à son contact) et une équation dynamique (égalité des forces de part et d’autre de la surface libre)
s’écrivent respectivement
U0.n = 0, en z = h0(r) (A.3)
σ(U0, P0).n = 0, en z = h0(r) (A.4)
avec σ(U, P ) le tenseur des contraintes qui s’écrit σ(U, P ) = Eγ˙(U) − P I avec γ˙ la matrice
des déformations et n le vecteur normal à la surface libre pointant vers l’extérieur (expressions
détaillées de γ˙(U) et n en section A.3).
Ainsi, l’équation dynamique (A.4) projetée sur la normale à la surface libre ainsi que sur sa
tangente définie par le vecteur t, conduit respectivement à l’annulation de la contrainte normale
et des contraintes tangentielles au niveau de l’interface
σn(U0, P0) ≡ n.[σ(U0, P0).n] = 0, en z = h0(r) (A.5)
t.[σ(U0, P0).n] = 0, en z = h0(r) (A.6)
Les équations énoncées ci-dessus correspondent aux conditions aux limites à appliquer sur la
surface libre, cependant la position de cette surface n’est pas connue dans le cas général et doit donc
être considérée comme une inconnue du problème. Pour palier à ce problème, nous procèderons à
une méthode de Newton (similaire à celle de Sipp et Lebedev (2007) par exemple), excepté que
1. Dans le régime "mouillé", on s’attend à trouver une zone en rotation solide suffisamment proche de l’axe de
rotation. Dans ce cas, les contributions visqueuse du tenseur des contraintes s’annulent et la pression hydrostatique
est obtenue le long de l’axe. Pour cette raison on a P0(0, h0(0)) = Pa et P0(0, 0) = Pa+ gh0(0) où Pa est la pression
de l’air environnant. Pour la suite, on prendra Pa = 0 et on notera P00 = P (0, 0) = gh0(0).
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l’on devra reconstruire le maillage à chaque itération (méthode analogue à Kahouadji et Witkowski
(2014)).
A.2 Présentation de la méthode
Voici les grandes lignes de la méthodes itérative utilisée pour obtenir [U0, P0, h0]
(1a) Choix d’une position de surface libre h(r) "guess" associée au vecteur normal n.
(1b) Choix d’un écoulement du type [U, P, σn(u)] 2 "guess" dans le domaine S = [0, 1]× [0, h(r)]
([ξ, 1] × [0, h(r)] dans le cas démouillé) vérifiant les conditions aux limites du problème physique
au niveau des parois solides. Pour ce faire on effectuera par exemple quelques étapes de DNS pour
résoudre les équations (A.1) et (A.2) en imposant les conditions de non pénétration et de glissement
U.n = 0, en z = h(r) (A.7a)
σ(U, P ).n− σn(U, P )n = 0, en z = h(r). (A.7b)
ainsi que les conditions d’adhérence U = 0 sur le cylindre extérieur 3 et U = reθ au niveau du
disque tournant, et la condition U = V = 0 au niveau de l’axe pour les cas mouillés.
(2) On considère [U, P, σn(U, P )] = [U, P, σn(U, P )] + [u, p, σn(u, p)] avec [u, p, σn(u, p)] de
petites variations.
(3) Résolution du système linéaire inhomogène( ∇( ).U +∇U.( )− E∆ ∇
∇T 0
)(
u
p
)
= −
(
U.∇U− E∆U +∇P + F−2z
∇TU
)
(A.8)
associé aux conditions de glissement et de non pénétration
u.n = −U.n, en z = h(r) (A.9a)
σ(u, p).n− σn(u, p)n = −[σ(U, P ).n− σn(U, P )n], en z = h(r) (A.9b)
et en imposant de surcroit les conditions de Diriclet au niveau des parois solides (u = 0) et de l’axe
dans les cas mouillés (u = v = 0).
En pratique, on résout la formulation faible obtenue en introduisant les fonction test [u∗, p∗, σ∗n]t
et en injectant la formule de Green
((−E∆u +∇p),u∗) = 2E(D(u),D(u∗))− (p,∇.u∗)− < σn(u, p).n,u∗ > (A.10)
dans l’équation (A.8), ce qui permet d’introduit naturellement la contrainte normale au niveau de
la surface libre dans les termes de bord. Au final on résout pour [u, p, σn(u, p)]t le problème linéaire
suivant
∀[u∗, p∗, σ∗n]t(∇u.U +∇U.u ,u∗) + 2E(γ˙(u) , γ˙(u∗)) −(p,∇.u∗) − < σn(u, p),u∗.n >(∇.u, p∗) 0 0
< u.n , σ∗n > 0 0

= −
(U.∇U + F−2ez,u∗) + 2E(γ˙(U) , γ˙(u∗)) −(P,∇.u∗) − < σn(U, P ),u∗.n >(∇.U, p∗) 0 0
< U.n , σ∗n > 0 0
 (A.11)
avec les conditions de Dirichlet énoncées précédemment.
(4) Si
√∫
S (u
2 + v2 + w2 + p2 + σn(u, p)
2
) > 10−10 on reconstruit la surface libre de façon à
annuler la contrainte normale puis on retourne à l’étape (3). Plus précisement, la reconstruction de
la surface libre s’effectue en calculant le déplacement vertical ηz(r) associé à la contrainte normale
σn(u, p) obtenue à l’étape (2). La relation linéaire reliant ces deux quantités est donnée par le
développement de Taylor suivant
σn(u, p) +
∂σn(U, P )
∂z
ηz = −σn(U, P ), en z = h(r). (A.12)
2. La contrainte normale est explicitée de façon à simplifier le problème.
3. On généralisera facilement cette méthode aux cas où le cylindre extérieur est en rotation en remplaçant cette
condition par U = (Ωc/Ω)eθ.
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Dans un premier temps on peut approximer le terme ∂σn(U, P )/∂z à l’opposé du gradient vertical
de pression. On reconstruit ensuite le nouveau domaine de calcul ainsi que le maillage en modifiant
la position de la surface libre tel que : h = h + ηz à l’aide de la commande movemesh dans
FreeFem++. Le champ [U, P, σn(U, P )] est alors adapté au nouveau maillage, puis on retourne à
l’étape (3).
(5) On pose [U0, P0, h0] = [U, P, h].
En général, il suffit de quelques itérations (moins de 10) pour converger et obtenir le champ de
base [U0, P0, h0] recherché. Cela est bien vérifié pour de faibles valeurs de F et de grandes valeurs
E, et les résultats obtenus sont alors en accord avec ceux de Piva et Meiburg (2005) et Kahouadji
et Witkowski (2014). Cependant, des problèmes de convergence importants sont rencontrés lorsque
l’on s’écarte d’une surface libre plane (F d’ordre O(1)) ou que l’on recherche une solution possédant
une valeur de E trop faible. Ce problème semble persister lorsque le paramètre est varié petit à
petit et que l’on réutilise une solution convergée obtenue pour une valeur de paramètre proche en
tant que solution "guess" (méthode de continuation).
A.3 Détails des expressions utilisées
γ˙(U) =
 2∂U∂r ∂V∂r − Vr ∂W∂r + ∂U∂z∂V
∂r − Vr 2Ur ∂V∂z
∂W
∂r +
∂U
∂z
∂V
∂z 2
∂W
∂z
 , (A.13)
n =
∇H
||∇H|| =
 nr0
nz
 = 1√
1 + h′2
 −h′0
1
 , (A.14)
σn(U, P ) = 2E
[
nr
2 ∂U
∂r
+ nz
2 ∂W
∂z
+ nrnz
(
∂U
∂r
+
∂W
∂z
)]
− P. (A.15)
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We explain the rotating polygon instability on a swirling fluid surface [G.H. Vatistas, J. Fluid Mech.
217, 241 (1990) and Jansson et al., Phys. Rev. Lett. 96, 174502 (2006)] in terms of resonant interactions
between gravity waves on the outer part of the surface and centrifugal waves on the inner part. Our
model is based on potential flow theory, linearized around a potential vortex flow with a free surface for
which we show that unstable resonant states appear. Limiting our attention to the lowest order mode of
each type of wave and their interaction, we obtain an analytically soluble model, which, together
with estimates of the circulation based on angular momentum balance, reproduces the main features of
the experimental phase diagram. The generality of our arguments implies that the instability should
not be limited to flows with a rotating bottom (implying singular behavior near the corners), and
indeed we show that we can obtain the polygons transiently by violently stirring liquid nitrogen in a
hot container.
DOI: 10.1103/PhysRevLett.110.194502 PACS numbers: 47.32.Ef, 47.15.km, 47.20.Cq, 47.55.N
Experiments with a rotating free surface flow in a cylin-
drical container driven by a rotating bottom plate show the
occurrence of spectacular polygonal patterns that rotate
with essentially unchanged form [1,2]. Recent work [3]
suggests that a linear instability of circular-symmetric
‘‘parent’’ states leads to asymmetric ‘‘children’’ states of
polygon shape. Our starting point is thus the symmetric
‘‘parent’’ state sketched in Fig. 1(a). It was shown in
Refs. [3,4] that, due to the secondary flows created by
boundaries, the surface flow should be close to that of a
potential vortex. It is also known that viscosity plays a
minor role [2] and that indeed the flow is quite turbulent
[5]. The bulk flow is thus not known in detail, and, due to
the singularity near the cornerC, where the rotating bottom
plate meets the stationary sides, it must be quite complex.
In this work, we shall neglect these complications and
simply assume that the entire flow is that of a potential
vortex with a dry core and that the perturbations around
this flow remain potential. The success of this rough model
implies that the singularity near C in Fig. 1 is not essential,
and, indeed, we shall see that new and surprisingly simple
experiments with stirred liquid nitrogen in a hot kitchen pot
confirm that the polygon formation is a general feature of
rapid swirling flows. Perturbations around a potential vor-
tex flow were considered earlier in Ref. [6], but, since the
treatment did not include the vertical dimension, no insta-
bility was found.
We describe the system using cylindrical (r,,z) coor-
dinates. The unperturbed flow is that of a potential vortex
with circulation ; i.e., the local flow velocity is in the
azimuthal direction and has magnitude UðrÞ ¼ ð=2rÞ.
We denote the inner radius of the fluid volume by  and the
outer height by  [cf. Fig. 1(a)]. The shape of the fluid body
in the unperturbed equilibrium state is determined by the
balance between the gravitational acceleration g and the
centrifugal acceleration UðrÞ2=r. On the free surface
z ¼ zðrÞ, the pressure is constant, and thus gð@z=@rÞ ¼
UðrÞ2=r, which yields
zðrÞ ¼ 1
2g
 

2R
!
2
 
R2
2
 R
2
r2
!
: (1)
For comparison with the experiment, we shall keep the
3D fluid volume fixed. CallingH the height of liquid at rest
(cf. Fig. 1), R2H ¼ RR dr2rzðrÞ is the fluid volume,
where zðrÞ is given by (1). Thus, we can express  ¼ zðRÞ
and  in terms of H, , and R:
 ¼ H
 
1 2 
2 lnR
R2  2
!1
; (2)
FIG. 1 (color online). Sketch of the setup and explanation of
the 2D model. (a) Cross-sectional view, featuring the bottom
plate and side walls, the actual volume occupied by the fluid
(grey area) and a cut (ACB) through the domain considered in
the simplified model. Initially, the cylindrical container of radius
R is filled with water to height H. (b) 3D sketch of the 2D model
displaying waves at its upper and inner surfaces.
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2R
¼ 
ffiffiffiffiffiffiffiffiffiffi
2gH
p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2  2  22 lnR
q : (3)
The free surface can support wave motions, which can
be analyzed by adding small potential perturbations v0 ¼
r to the axisymmetric base flow. The potential  sat-
isfies the Laplace equation
@2
@r2
þ 1
r
@
@r
þ 1
r2
@2
@2
þ @
2
@z2
¼ 0; (4)
and the kinematic and dynamic boundary conditions at the
free surface can be combined to the single one:
@
@t
þUðrÞ
r
@
@

2
 ¼ gen  r; (5)
where n is the outward normal to the surface, and where
ge ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 þ ½2=ð42r3Þ2p is the effective accelera-
tion normal to the interface, combining gravity and cen-
trifugal effects.
The linear problem (4) and (5) for the three-dimensional
domain displayed in Fig. 1 has to be solved numerically.
The solution is discussed below, but, prior to this, we
investigate a simplified situation in which all the motion
is assumed to take place in a two-dimensional domain
lying along the boundaries, consisting of a planar annulus
on the bottom [line AC in Fig. 1(a)] and a cylindrical
surface along the side wall [line BC in Fig. 1(a)].
Physically, this domain can be thought of as a narrow
channel of width , as if the flow was constricted by the
presence of solid walls located at z ¼  and r ¼ R , as
indicated by the dashed lines in Fig. 1(a). The eigenfunc-
tions to (4) in the two parts of this domain have, respec-
tively, the form
c ¼

K1

r
R

m þ K2

r
R
m
eiðm!tÞ; (6)
g ¼ ðK3emz=R þ K4emz=RÞeiðm!tÞ; (7)
where Ki are unknown constants, m is the azimuthal wave
number, and ! ¼ !r þ i!i, !r being the oscillation fre-
quency and!i the growth rate. In the corner connecting the
two subdomains, we assume continuity of pressure and
conservation of flux:
cjC ¼ gjCþ; @c@r
C¼
@g
@z
Cþ; (8)
where C is the limit when approaching C from
A (r! R), and Cþ is approaching C from B (z! 0).
The free surface condition (5) applied at A and B then
leads to
ð!mÞ2cðÞ ¼ gc @c@r
r¼; (9)
ð!mRÞ2gðÞ ¼ g
@g
@z
z¼ ; (10)
where  ¼ UðÞ= and R ¼ UðRÞ=R are the rotation
rates at A and B, and gc  2=ð423Þ is the centrifugal
acceleration at the inner surface. Together with the corner
conditions (8), which simply implyK1 ¼ K3 andK2 ¼ K4,
they lead to a dispersion relation in the form
Dcð!ÞDgð!Þ ¼ m
2ggc
R
ðF2  1Þ; (11)
where
F ¼
1þ e2m=R


R

2m
1 e2m=R


R

2m
; (12)
Dcð!Þ ¼ ð!mÞ2  gcmF= (13)
Dgð!Þ ¼ ð!mRÞ2  gmF=R: (14)
Since the term (F2  1) is a small quantity, especially in
the large-m limit, Eq. (11) can be interpreted as describing
the weak coupling of two kinds of waves. This situation is
analogous to the three-layer model of the Kelvin-
Helmholtz instability studied by Cairns [7]. In the present
case, Dgð!Þ and Dcð!Þ are dispersion relations for two
families of waves: ‘‘gravity waves’’ with frequency!g and
‘‘centrifugalwaves’’with frequency!c, which are obtained
by considering the same set of equations but retaining only
one of the free surface conditions: (10) for gravity waves
and (9) for centrifugal ones [8]. Each of these wave types
comes in two variants, depending on the sign chosen in (13)
and (14), i.e., their direction of propagation compared to the
local mean flow.
The full dispersion relation (11) is quartic in ! and is
most conveniently solved numerically. Results are dis-
played in Fig. 2(a) for the case H=R ¼ 0:276; m ¼ 3.
Away from the resonances, we get four solutions which
are very close to the respective solutions of Dgð!Þ ¼ 0 or
Dcð!Þ ¼ 0, i.e., the two gravity waves (where !g has a
finite limit for ! 0) and the two centrifugal waves (where
!c diverges as ! 0). Resonance occurswhen the frequen-
cies of the two kinds of waves coincide, i.e., =R0:43 and
=R0:78. The first case is magnified in Fig. 2(b), which
shows that, in a narrow range of , the coupled problem
displays two complex conjugate eigenvalues, one of them
creating instability. The corresponding amplification rate is
plotted in Fig. 2(c). On the other hand, the second case
[magnified in Fig. 2(d)] does not give instability, since the
two lines that appear to intersect in fact repel and the
frequencies remain real throughout the interval.
These results are easy to understand, following the
approach of Cairns [7]. Let us call !g and !c the respec-
tive solutions of Dgð!Þ ¼ 0 or Dcð!Þ ¼ 0 and suppose
that they are close to resonance, i.e., !g ¼ !c þ  with 
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small. We also assume that we can find a solution ! of the
coupled problem which is close to both, i.e., ! ¼ !c þ 
where  is also small. Inserting into (11) and expanding to
lowest order in the small quantities, we find 2  
K ¼ 0, where
K ¼ m
2ggc
R
ðF2  1Þ
D0cð!cÞD0gð!gÞ : (15)
Thus,  becomes complex if jj< 2jKj1=2 and K < 0.
From (12), it is clear that F > 1, and thus instability
[Figs. 2(d) and 2(c)] requires that D0cð!ÞD0gð!Þ< 0, i.e.,
mUðRÞ=R <!<mUðÞ=, showing that the gravitational
waves run forward and the centrifugal waves run backward
with respect to the local mean flow. Since their velocity
must coincide at resonance, the mean flow must be slower
than the wave speed at r ¼ R and quicker than the wave
speed at r ¼ . In Cairns terminology, the centrifugal wave
has negative energy.
To support this simple model, we have solved the set of
equations (4) and (5) for the full linearized flow numeri-
cally using the finite element software FreeFem++ [9].
Figure 3 shows the eigenvalues (frequencies) with the
same set of parameters as in Fig. 2. The full solution allows
for many more wave types, but as seen in the figure they
still organize into two families, with dispersion relations
like gravity waves and like centrifugal waves, respectively.
A number of unstable and stable resonances are observed.
The resonance leading to the highest growth rate occurs
between the waves with the simplest structure in each
family and is well captured by the simple 2D model.
To compare our simple modeling with the experiments
of Ref. [2], we need to relate the parameters of the fluid
state, say,  and , to the control parameters of the
experiment, namely, the filling height H and the bottom
plate rotation rate f. This is a somewhat difficult task
because the boundary layers neglected so far will become
important near the plate and the wall. To simplify, we
proceed by thinking of the fluid body as a conduit for
angular momentum: The fluid will tend to settle in a state
where the inflow of angular momentum equals the outflow.
We model the turbulent flow by Prandtl’s mixing length
theory [10], where the shear stress acting on the fluid at the
walls is   	juju and u is the difference between
the velocities of the solid boundary and of the free stream
flow. The torque acting on the fluid over a boundary area
A is proportional to
R
dAr. Setting the accelerating
torque from the fast bottom plate equal to the decelerating
torque from the stationary side wall, we obtain the equi-
librium criterion [11]
Z R

dr½ðr2=x2Þ  1jðr2=x2Þ  1j ¼ ; (16)
where x  ð2Þ1 ffiffiffiffiffiffiffiffiffi=fp . For given  and  , we look for a
solution for x, which then, via (2) and (3), links the bottom
frequency f to the flow parameters. In Fig. 4(a), we have
superimposed the regions of instability in the H f plane
for m ¼ 2 to 6 for the two-mode model (11) with the
experimental phase diagram. Considering the simplicity
of the model, the agreement with the experiment is
surprisingly good. For comparison, we show in Fig. 4(b)
the analog result for the global model (4) and (5), which
also agrees rather well, but with the instability regions
shifted slightly downward in frequency. Here, we include
only the mode with the simplest structure for each m,
since the others are much narrower and weaker. The
caveats in both the experimental data and the modeling
by (16) are discussed in the Supplemental Material [11].
Note that we have instabilities of any order m, although
FIG. 3. Oscillation frequencies computed from the full line-
arized flow (4) and (5) for (H=R ¼ 0:276; m ¼ 3) as a function
of =R, scaled as in Fig. 2. Only the rightmost instability at
=R slightly above 0.3, the intersection of the shaded lines, is
seen experimentally and corresponds to the one in the two-
dimensional model at =R  0:43. The higher resonances are
much narrower and weaker.
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FIG. 2. Eigenvalues computed from the 2D model as function
of , for H=R ¼ 0:276 and m ¼ 3. (a) Oscillation frequencies
!r. (b),(c) Magnifications around the unstable wave interaction
at =R  0:43 displaying oscillation frequency !r and amplifi-
cation rate !i. (d) Magnification of the stable wave interaction at
=R  0:78. Thick lines represent solutions of the coupled
model (11); thin lines represent solutions of the uncoupled
model, i.e., roots of (13) and (14). All frequencies have been
scaled with the gravitational time scale
ffiffiffiffiffiffiffiffiffi
R=g
p
.
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the resonances become very narrow for large order. This
seems in disagreement with Ref. [12], where the polygons
are viewed as rotating bound states of point vortices, and
thus, due to theorems of Thomson and Havelock, should
only be stable for m< 7. Our analysis is, however, re-
stricted to small perturbations around the circular state,
and therefore we cannot say whether the final nonlinear
states would have secondary instabilities for large m.
Note also that we cannot rule out the existence of
polygons outside the narrow strips of instability in
Fig. 4, since this could be caused by subcritical bifurca-
tions. Indeed, a considerable hysteresis is observed
experimentally [2,5].
We have seen that a potential vortex flow in a closed
cylindrical container is unstable to perturbations with azi-
muthal wave numbers m  2, and that the instability can
be interpreted as a resonance between gravity waves
propagating on the upper surface and centrifugal waves
propagating on the inner surface. Such instabilities involv-
ing the interaction of different families of waves are not
uncommon and have been described in various contexts,
ranging from plasma dynamics and geophysical flows to
astrophysics [13]. In our modeling, the occurrence of the
polygon instability is linked to the simple potential vortex
flow and should thus be rather general. This has led us to
speculate if the instability may occur in a similar flow with
different boundary conditions. The setup is simple: Place
an ordinary kitchen pot on a hot stove and fill in a layer of
liquid nitrogen. The temperature of the pot can be kept so
high that the nitrogen undergoes film boiling at the solid
boundary. The resulting gas layer lubricates the boundary
and allows the liquid to flow almost unimpeded. By stirring
rapidly with a spoon, one can induce a flow close to that of
a potential vortex. As the liquid slowly spins down, one
observes a series of polygons, starting from high m and
evolving toward lower m. Depending on the initial con-
ditions, one can obtain a larger or smaller part of the
sequence m ¼ 6; 5; . . . ; 2 during a single spin-down pro-
cess, until the fluid settles into an approximately quiescent
state, filling the entire bottom. Figure 5 shows a ‘‘triangle’’
obtained in this way, and movies of the spin-down process
are provided in the Supplemental Material [11]. They
correspond roughly to moving downward and slightly to
the left in Fig. 4. It is surprising that one can observe the
polygon states even in a flow set into rotation in a rather
crude way and being disturbed by violent boiling. This
supports our assumption that the boundary layers have
little significance for the occurrence of polygons, which
appears to be a robust wave-coupling phenomenon.
We would like to thank the DGA for support and Erik
Linnartz for helpful comments about the manuscript. T. B.
would like to thank Brdr. Hartmann’s Foundation for
support.
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FIG. 4. Phase diagram showing the state as function of filling height H in cm and the bottom rotation rate f in Hz corresponding to a
cylinder radius of R ¼ 14:5 cm. The shades of grey (going from light grey to black) indicate polygons withm ¼ 2, 3, 4, 5, 6. (a) Phase
diagram from data given in Ref. [2] superimposed with regions of instability for the 2D model using (16). (b) Regions of instability
from the full linearized flow (4) and (5) using (16), including only the simplest unstable mode at each m.
FIG. 5. A rotating triangle formed by stirring liquid nitrogen in
a hot kitchen pot. Polygons with m ¼ 2; . . . ; 6 are observed
during the spin-down process, starting with the m ¼ 6. The
bottom of the pot is Teflon, which gives some unwanted reflec-
tions in the dark triangle.
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DERIVATION OF EQ. (16) AND COMPARISON
WITH EXPERIMENTS
In this short document, we provide additional details
and justifications regarding the argument we used to re-
late the parameters of the model to the rotation fre-
quency f = Ωplate/(2pi) of the plate, in order to be able
to compare the prediction of the model to experimental
results.
The influx of angular momentum, i.e. the torque exer-
ted on the fluid by the surfaces, both fixed and rotating
is
M = ρ
∫
A
dA r σ(r) (1)
where the integral is over the entire solid boundary area
A, i.e., the rotating bottom plate and the fixed cylin-
der wall, and σ(r) is the shear stress, which we count
positive if it forces the fluid in the counterclockwise di-
rection. Here Vplate(r) = Ωplater and U(r) =
Γ
2pir are the
azimuthal velocities of the plate and the flow, respec-
tively.
We now need to estimate the wall shear stress σ(r) in
(1). In rotating systems, there are several types of bound-
ary layers, each with their different scaling on Reynolds
number. However, because the Reynolds number is large,
we expect the fluid viscosity to be absent in our expres-
sion, an assumption supported by the experiments of [1].
So we are left with rather few quantities that must to-
gether determine σ. Those are the boundary layer thick-
ness, the constant fluid density ρ and the velocity differ-
ence between the solid wall and the bulk flow, say ∆U .
On dimensional grounds, the boundary layer thickness
drops out, and we must have a relation of the form
σ ∼ ρ|∆U |∆U (2)
These assumptions are discussed in further detail in [2],
§42-44, together with turbulent boundary layers and the
well-known logarithmic velocity profile and are equiva-
lent in this case to Prandtl’s mixing length theory [3].
We assume, for simplicity, that (2) applies to both solid
boundaries, i.e., the bottom plate and the side wall, with
the same constant of proportionality.
Now, for a stationary flow we must have M = 0, i.e.,
the drag from the cylinder walls must balance the thrust
from the rotating bottom plate, which, using (1) and (2),
and cancelling a common factor becomes,
R2ζ U(R)2 =
∫ R
ξ
r2dr |Vplate(r)− U(r)| (Vplate(r) − U(r))
(3)
Inserting the definitions of Vplate(r) and U(r) we get
equation (16) from the paper:∫ R
ξ
dr
(
r2
x2
− 1
) ∣∣∣∣ r2x2 − 1
∣∣∣∣ = ζ, (4)
where x is the location where the angular velocity of
the potential flow matches that of the plate, defined by
Ωplatex = Γ/(2pix). Along with Eq. (2-3) of the paper,
this equation gives a relation between the flow param-
eters, in particular the circulation Γ and the radius of
the “dry” region ξ, as function of the bottom plate rota-
tion rate Ωplate. As an illustration, these two latter rela-
tions are plotted with black lines in Fig. 1 (with a conve-
nient non-dimensionalization), for the caseH/R = 0.276.
The relation between ξ and Ωplate, plotted in the sec-
ond plot, gives the relation between Fig. 2-3 of the pa-
per (parametrized by ξ/R) and Fig. 4 (parametrized by
f = Ωplate/2pi).
Note that, owing to the absolute values in Eqs. (2)
and (3), the friction at the bottom is a source of angular
momentum at all r, only if the plate is rotating faster
than the flow everywhere, i.e., Vplate(r) > U(r), and this
condition is fulfilled for x < ξ. On the other hand, if the
rotation rate of the plate is not large enough, for instance,
for Ωplate
√
R/g < 2.32 in the case plotted in Fig. 1, the
model predicts the existence of an inner zone (defined by
ξ < r < x) where the potential flow is rotating faster
than the plate and the friction in that region slows down
the fluid. This is not in agreement with observations and
indicates that the simplistic modelling in terms of a pure
potential vortex does not work all the way in to r = ξ.
Presumably an inner layer can form where the velocity
field switches to something closer to a rigid rotation. We
are currently working on extending our model in this di-
rection. As a first attempt, we may simply ignore the
effect of this inner zone by applying the friction law (4)
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Figure 1: Circulation Γ (left) and radius of “dry” region ξ (right) predicted by the angular momentum balance argument, for
the case H/R = 0.276. Black line: model used in the main paper. Grey dashed line: model omitting the effect of central
regions rotating faster than the plate, using (5).
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Figure 2: Phase diagram from Fig. 4 in the paper, showing the state as function of filing height H in cm and the bottom
rotation rate f in Hz corresponding to a cylinder radius of R = 14.5 cm. The shades of grey (going from bright grey to black)
indicate polygons with m = 2, 3, 4, 5, 6. Below the dashed line, the condition U(r) < Vplate(r) is violated near the point A
(r = ξ) in Fig. 1 of the paper. (a) Regions of Instability for the 2D. (b) Regions of instability from the full linearized flow.
only in the regions where the plate is rotating faster than
the flow (defined by r > x). This would change (4) to∫ R
x
dr
(
r2
x2
− 1
)2
= ζ. (5)
The circulation Γ and the radius of the “dry” region ξ
predicted by this modified relation are plotted in Fig. 1
with grey, dashed lines. As can be seen, the results re-
main very close to the previous ones, and the circulation
Γ is only very slightly higher than the one predicted by
the previous relation.
In Fig. 2a and Fig. 2b, we reproduce the “phase dia-
grams” from Figures 4a and 4b of the main paper, ex-
cept that we have inserted a dashed line below which the
model predicts an inner region rotating faster than the
plate, and in which such small corrections to the results
should be introduced. When comparing to the exper-
imental data, it should also be kept in mind that our
model only works for the “dry” polygons where a central
part of the plate remains dry. It is not clear from the ex-
perimental data, precisely in which region this is fulfilled,
but most of the ellipses (m = 2) and part of the triangles
are actually “wet” so again the lower part of the diagram
cannot strictly speaking be compared to our theory.
VIDEO OF SPIN-DOWN IN LIQUID NITROGEN
As explained in the text, we have observed the same
basic instabilities when spinning down liquid Nitrogen in
a hot pot. We place a kitchen pot on a hot stove and
when the pot is sufficiently hot, we pour in a layer of
liquid Nitrogen and stir rapidly with a wooden spoon.
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3Keeping the temperature so high that the Nitrogen un-
dergoes film boiling at the solid boundary ensures that
there is a thin gas layer between the fluid and the pot,
which acts like a lubricant and allows the liquid to flow al-
most unimpeded. For a pot with a diameter of 20 cm and
a layer of around 5 cm of fluid, It takes around a minute
for the fluid to spin down from the violently turbulent,
but basically axis-symmetric, initial state reminiscent of
a potential vortex. In this process we observe a series
of polygons, starting from high m and evolving toward
lower m until the fluid layer has become too thin due to
evaporation of too slow due to friction. Movie 1 shows
the appearance of a hexagon and its gradual transition to
a square. Movie 2 shows the the appearance of a square
and its transition to a triangle. The movies are made
with 240 pictures pr. sec, i.e. slowed down by a factor
of 8. Note that that the surface waves near the edges of
the pot are clearly visible.
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Abstract – The stability properties of the rotating free surface flow in a cylindrical container is studied
using a global stability approach, considering successively three models. For the case of solid body rotation
(Newton’s bucket), all eigenmodes are found to be stable, and are classified into three families: gravity
waves, singular inertial modes, and Rossby waves. For the case of a potential flow, an instability is found.
The mechanism is explained as a resonance between gravity waves and centrifugal waves, and is thought
to be at the origin of the “rotating polygon instability” observed in experiments where the flow is driven
by rotation of the bottom plate (see L. Tophøj, J. Mougel, T. Bohr, D. Fabre, The Rotating Polygon
Instability of a Swirling Free Surface Flow, Phys. Rev. Lett. 110 (2013) 194502). Finally, in the case of the
Rankine vortex which in fact consists in the combination of the two first cases, we report a new instability
mechanism involving Rossby and gravity waves.
Key words: rotating flows / waves / instabilities
1 Introduction
Rotating flows with a free surface are of major impor-
tance in a large range of fields ranging from geophysics to
many industrial applications. These flows are known to
support rich dynamics and spectacular examples are pro-
vided by a very simple experiment consisting of a cylin-
drical container partly filled with a liquid, in which the
fluid motion is driven by a rapidly rotating bottom while
the side wall is maintained fixed (see Fig. 1a). For high
enough rotation rates, a symmetry breaking is observed,
leading to the formation of polygonal patterns rotating at
a constant angular velocity on the free surface. This phe-
nomenon, first observed in [2], has been revisited in [3–6]
and the experimental patterns observed by [5] are repro-
duced here on Figure 1b.
The objective of this paper is to give a brief sum-
mary of a research effort, conducted along the past two
years, aiming at explaining those polygonal patterns as re-
sulting from a linear instability of the axisymmetric flow
predating them. For this purpose, we developed a global
stability approach which allows to study the linear dy-
namics of various models of free surface swirling flows.
After presenting the general method, we will review the
results obtained with three successive models. First, in
the case of a solid-body rotation, we observe only stable
modes. However, the linear dynamics of this flows turn
a Corresponding author: jerome.mougel@imft.fr
out to be rather interesting, as it involves singular modes
displaying analogy with some kinds of inertial waves ex-
isting in rotating stars and spherical shells [7], and Rossby
waves similar to those existing in a closed container with a
non-flat bottom. Secondly, in the case of a potential rota-
tion, we report the existence of an instability mechanism
existing for all azimuthal wavenumbers m ≥ 2. The mech-
anism is explained as a resonance between gravity waves
and centrifugal waves, and was recently proposed to be at
the origin of the aforementionned polygonal patterns [1].
Finally, we will show preliminary results obtained using
an improved model combining an inner region in solid-
body rotation and an outer region in potential rotation
(Rankine model).
2 General equations
Using cylindrical coordinates (r,θ,z), we consider a
general azimuthal base flow of the form U0 = Uθ(r)eθ .
The flow occupies a domain defined by 0 < r < R and
0 < z < h(r), where R is the radius of the cylindrical tank,
and h(r) is the altitude of the free surface. Neglecting the
effect of surface tension, the shape of the free surface is
related to the flow through the equation h′ = gc/g where
h′ is the derivative of h with respect to r, g is the gravity
and gc = U
2
θ /r is the centrifugal acceleration (this condi-
tion means that the free surface is perpendicular to the
total acceleration −gez + gcer).
Article published by EDP Sciences
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(a () b)
Fig. 1. (a) Experimental configuration: rotating bottom plate (black); fixed outer wall (white); fluid, typically water (grey).
(b) Experimental visualisations from [5] displaying typical polygonal shapes.
To investigate the stability of such flows we add
small amplitude perturbations, under modal form, i.e.
[u, v, w, p, η] exp i(mθ − ωt), with m the azimuthal wave
number and ω the complex frequency. The eigenmode
structure has velocity and pressure [u, v, w, p] components
defined in the bulk (as function of r and z) while the
component η corresponding to the vertical free surface
displacement is defined on the boundary of the domain
(function of r only). For sake of simplicity we absorb the
constant density in the pressure component. Restricting
to the inviscid case1, the linearized equations governing
the dynamics of the perturbations are obtained from the
Euler and continuity equations :
−i
(
ω −mUθ
r
)
u = −∂p
∂r
+ 2
Uθ
r
v, (1a)
−i
(
ω −mUθ
r
)
v = − im
r
p− 1
r
d(rUθ)
dr
u, (1b)
− i
(
ω −mUθ
r
)
w = −∂p
∂z
, (1c)
∂u
∂r
+
u
r
+
im
r
v +
∂w
∂z
= 0. (1d)
On the bottom and side walls we apply non-penetration
boundary conditions. At the free surface, we obtain lin-
earized dynamic and kinematic boundary conditions of
the form :
p− gη = 0; −i
(
ω −mUθ
r
)
η = w − h′u. (2)
In the following we impose an analytical form for Uθ and
perform a global stability analysis of this particular flow.
In the finite element framework equations (1) and (2)
can be written under the form of a generalized eigenvalue
problem AX = ωBX with ω the eigenvalue, X the corre-
sponding eigenmode and A and B complex matrices con-
structed with the finite element software FreeFem++ [9].
We note ω = ωr + iωi, where ωr will refer to the oscil-
lation frequency and ωi to the growth rate. In particular
ωi > 0 will denote instability.
1 The linearized equations in the general case, retaining vis-
cosity and surface tension, are given in [8].
3 Solid body rotation (Newton’s Bucket)
The first case under investigation corresponds to a
solid rotation of the whole liquid, corresponding to an
azimuthal velocity profile of the form Uθ = rΩ. This flow
can be parametrized by a Froude number F = Ω
√
R/g
and a gravitational Reynolds number C−1 = R3/2
√
g/ν.
It is a classical exercise to show that the free surface
is parabolic. Assuming that the volume of liquid is con-
served and equal to πR2H , where H is the liquid height at
rest, one can further show that the bottom remains “wet”
for F < 2
√
H/R and gets “dry” above this threshold (see
Fig. 2a).
In the inviscid case one can reduce equations for the
perturbation in the bulk (1) to a single equation for pres-
sure which is known as Poincare´’s equation:
∂2p
∂r2
+
1
r
∂p
∂r
−m
2
r2
p+
(
(ω −mΩ)2 − 4Ω2
(ω −mΩ)2
)
∂2p
∂z2
= 0. (3)
A well-known feature of this equation is that the nature
of the possible solutions change drastically depending on
the relative frequency (with respect to the rotating frame)
ω − mΩ (see [10] for instance). Three cases have to be
considered.
First, if |ω −mΩ| > 2Ω, the equation is elliptic, and
regular eigenmode solutions are expected to exist. Numer-
ical results from the global stability analysis show that
this is effectively the case, and Figure 2b shows that the
solutions organize into two sets of branches. Figure 3a
displays the typical structure of the corresponding eigen-
modes : the structure is regular and the maximum pres-
sure levels are located along the free surface. These modes
are thus recognized as gravity waves, and in the limit of
vanishing rotation (F ≈ 0) their frequencies match with
those of the pure sloshing modes in a cylindrical container
with flat surface [11].
Secondly, if |ω−mΩ| is smaller than 2Ω (but not too
small compared to Ω), the Poincare´ equation becomes hy-
perbolic. In such cases, regular eigenmode solutions are
not expected to be met (except in the limit of small rota-
tion where the surface becomes flat, and a separation of
variables is possible). Instead, computations in the strictly
inviscid case reveal the existence of a dense set of eigen-
functions corresponding to singular inertial modes. The
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Fig. 2. Solid body rotation (with H/R = 0.5) : (a) shape of the free surface for F =[1,
√
2, 1.5]. (b) Oscillation rates of the
normal modes as function of F , m = 2 (inviscid case). The black lines correspond to the regular gravity waves; the grey area
indicates the range of existence of the singular inertial modes, and the dashed line corresponds to ω = mΩ, in the vicinity of
which the Rossby waves are found.
(a () b () c)
Fig. 3. Solid-body rotation (H/R = 0.5): structure in the meridional plane of some eigenmodes (pressure component
Re[p(r/R, z/R)/p(1, h(1))]) obtained for F = 0.8, H/R = 0.5, m = 2. (a) Regular gravity wave (inviscid case). (b) Singu-
lar inertial mode with ray pattern. (c) Rossby wave. (plots (b) and (c) are viscous results with C−1 = 10−7; here viscosity is
introduced into the bulk equations only for sake of regularization).
range of existence of these singular eigenmodes is indi-
cated by the shaded area in Figure 2b. The singularity
can be regularized by introducing a small amount of vis-
cosity. Figure 3b displays the structure of a viscous mode
obtained in this way (see [8] for details about the nu-
merical implementation of the viscous case). Such modes
are found to exhibit a striking ray-like structure, similar
to the patterns observed in other configurations such as
spherical shells [7], or rotating stars.
The third interesting case is met if the relative fre-
quency |ω −mΩ| is close to zero, i.e. when the perturba-
tions are almost stationnary with respect to the rotating
frame. In this case, the Poincare´ equation (3) becomes de-
generate, and the Euler equations (1) reduce, at leading
order, to the geostrophic equilibrium. In such a quasi-
geostropic context, variations of the height of liquid is
known to allow for the possibility of a type of slow waves
called Rossby waves. Such solutions are well-known in the
case where the variation of height is due to a non-flat
bottom (see [10], p. 85 for instance). In the present case,
variation of height is also present because of the parabolic
shape of the free surface, and the numerical results effec-
tively demonstrates the existence of such Rossby waves.
An example of such a wave is displayed in Figure 3c. As
can be seen, the structure of the mode (as displayed by
the pressure component) is nearly independent of the ver-
tical direction, which is a characteristic of flow motion in
the quasi-geostrophic limit.
Note that as the rotation is increased, Figure 2b in-
dicates that some of the branches of gravity waves enter
the “hyperbolic” interval. Complex interactions between
the three kinds of modes are expected in this case. An-
other interesting feature is the discontinuity met along
the branches of gravity waves at the wet/dry transition
for F = 2
√
H/R. These features are the object of current
investigations.
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Fig. 4. Potential rotation (with H/R = 0.94): (a) shape of the free surface for ξ/R = [0.1, 0.3, 0.5]. (b) Oscillation rates ωr
for m = 2. (c) Growth rate ωi for m = 2 (black), m = 3 (dark grey) and m = 4 (light grey).
4 Potential rotation
Although the solid-body rotation model considered
above seems the most natural model for the flow in a
cylinder with a rotating bottom, theoretical arguments
as well as experimental observations using PIV (see [3])
actually indicate that the potential rotation is a more
appropriate model, especially in the cases with high ro-
tation rate. We thus consider, as our second model, a
potential model defined as Uθ(r) = Γ/(2πr) where Γ is
the circulation. In this case the free surface is concave,
with expression h(r) = Γ 2/(8π2g)
(
1/ξ2 − 1/r2), valid for
r > ξ, where ξ is the radius of the central ‘dry’ region (see
Fig. 4a). The parameters Γ and ξ are related through the
conservation of the volume of liquid, assuming again a
total volume πR2H where H is the liquid height at rest.
Here we find more convenient to parametrize the results
in terms of ξ/R and H/R.
In the global stability analysis, if we restrict to the
inviscid case, we can take advantage of the potential na-
ture of the base flow and assume the perturbation to be
potential as well, leading to great simplifications in the
analysis. Such a global analysis was carried out in [1],
were it was shown that the potential flow is generically
unstable to perturbations with wavenumbers m > 1.
In [1], we mostly focussed on the case (H/R = 0.276),
which was documented in the experiments of [5]. In the
present paper, we consider more particularly the case
(H/R = 0.94), which corresponds to the experimental
studies by [6]. In that experiment, only elliptical patterns
(m = 2) have been observed. Figure 4c displays the am-
plification rates predicted by the global analysis in that
case as function of ξ/R. It is found that instabilities with
wavenumber m = 2 are by far the most amplified ones in
this case, suggesting that the potential instability mech-
anism could also be at the origin of the observed pat-
terns. Note that in the experiment, the elliptical patterns
were found to alternate temporally with axisymmetric
states, a phenomenon called “surface switching”. This
phenomenon is certainly non linear and thus cannot be
predicted by our approach.
Figure 4b displays the real part of the frequency (for
the same conditions as in Fig. 4c), restricting to the case
m = 2. This figure illustrates the fact that instabilities
arise in ranges of ξ corresponding to the crossing between
two families of branches. In reference [1], we argued that
these two families of branches actually correspond to two
different kinds of surface waves: the branches going up-
wards are gravity waves, since the restoring force respon-
sible for them is the gravity acting on the external part
of the free surface where it is nearly horizontal, while the
branches going downwards are centrifugal waves since in
their case the restoring force is the centrifugal effect act-
ing on the inner part of the free surface where it is nearly
vertical.
For particular values of ξ we see that two waves of
each type can resonate. It has been shown that this res-
onant behavior leads either to an instability creating two
complex conjugate modes during the merging, or to a sta-
ble no-merging process where both waves exchange iden-
tities. The selection of the crossing process is related to
the energy of both waves as defined in [12] and an in-
stability can be found only if one wave has negative en-
ergy and the other positive energy (here a wave having
negative energy means that the wave+base flow system
has less energy than the base flow). In reference [1] it is
found using Cairns terminology (see [12]) and a simple
2D model that the energy of the gravity and centrifu-
gal waves respectively read Eg ∼ (ω − mUθ(R)/R) and
Ec ∼ (ω −mUθ(ξ)/ξ). These expressions mean that the
centrifugal waves should be slower than the base flow and
the gravity waves faster for the instability to occur (i.e.
existence of a critical radius rc ∈ [ξ, R] where the global
mode and the base flow have the same angular velocity).
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Fig. 5. Rankine model (with H/R = a/R = 0.5): (a) shape of the free surface for F = [0.5, 1, 1.5] (the vertical line separates
the vortex core from the outer potential zone). (b) Oscillation frequencies ωr of some of the wave solutions encountered in the
global stability analysis for C−1 = 10−4 and m = 2 (full lines: gravity waves; dotted line: Rossby wave; dashed line: regular
Kelvin-Kirchhoff wave; grey area: range of existence of singular inertial waves). (c) Growth rate of the encountered unstable
mode.
From Figure 4c, it can be noted that instability “bub-
bles” get much narrower when m increases and in fact
the maximum growth rate decreases rapidly. This fact is
confirmed by an ongoing asymptotic study, conducted in
the shallow water limit, which indicates a trend with the
form ωimax =
√
me−Cm with C > 0. Thus the fact that
no polygons with more than 6 corners are observed ex-
perimentally [2,5] could simply mean that the theoretical
instability obtained in the potential case is too weak to
be observed in the real setup for these values of m.
5 Rankine vortex
A drawback of the potential model considered in
the previous section is that the free surface necessarily
touches the bottom at some location r = ξ (see Fig. 4a),
so it certainly cannot account for the “wet” states ob-
served experimentally at low or moderate values of the ro-
tation rate. Indeed, in such cases, the experimental results
of [3] indicate that in the central region of the container,
the motion is actually close to a solid-body rotation. This
leads one to introduce an improved model combining an
inner core in solid body rotation and an outer potential
zone (Rankine vortex). The velocity of this base flow then
reads
Uθ = Ωr for 0 < r 6 x, Uθ =
Γ
2πr
for x < r < R, (4)
with a the radius of the vortex core, and Γ = 2πΩa2
(assuming continuity at r = x). In the following we de-
fine the control parameter as F = Ω
√
R/g, and we fix
H/R = 0.5 and x/R = 0.5, a choice which is supported
by recent results [13] suggesting that the radius of the
inner core does not depend much upon the Froude num-
ber. Figure 5a displays the shape of the corresponding
free surface. The boundary of the vortical core at r = x is
associated with a change of curvature of the free surface,
from concave to convex. With the chosen parameters, the
wet/dry transition occurs at F ≈ 1.77.
Global stability results of this flow for m = 2 are dis-
played in Figures 5b and 5c. Figure 5b depicts the os-
cillation frequencies of the modes as function of F . The
results show some similarity with those obtained in the
case of solid-body rotation (not surprisingly, since the
Poincare´ equation also holds in the inner zone in solid
body rotation). As previously, we observe the existence
of regular gravity waves (plain lines), a dense set of sin-
gular modes (grey area), and some Rossby-like waves in
the range ω ≈ mΩ (dotted line). The model also leads
to the existence of a new kind of wave with a differ-
ent nature, whose frequency follows approximatively the
trend ω ≈ (m − 1)Ω (dashed line in Fig. 5b). Inspection
of the structure of this wave shows that it corresponds
to an oscillation of the boundary of the solid-body ro-
tation core; allowing to identify it with the classical two-
dimensional oscillation mode of a vortex patch, also called
the Kelvin-Kirchhoff (KK) wave (see [14]). In the sample
case displayed in Figure 5c, we observe a double crossing
between a gravity wave and a Rossby wave in the approx-
imate range F ≈ [1.4, 1.7]. This interaction is unstable,
and yields modes with positive amplification rates in this
range (Fig. 5c). Note that the stability of a Rankine vor-
tex with free surface was also studied in a related work [13]
using a simplified approach, which restricts the flow to a
narrow gap along the bottom and lateral walls. This ap-
proach allowed to study in detail the interaction between
gravity and KK waves, which was shown to generally
give rise to an instability. This resonance was proposed
to be at the origin of the sloshing phenomenon observed
in some experiments [6]. The global stability results pre-
sented here suggest a second mechanism involving grav-
ity and Rossby waves. The gravity-KK wave interaction
is not revealed by global stability in the sample case pre-
sented in Figure 5 because the corresponding branches do
not cross, but it certainly exists in other ranges of parame-
ters. Additional efforts are needed to delimitate the range
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of existence of gravity/KK and gravity/Rossby interac-
tions. Experimental results should also be reexamined to
identify the footprint of the waves present in the setup
and responsible for pattern formation.
6 Summary and perspectives
To conclude, this paper synthesized global stability
results obtained for three models of rotating flows with
a free surface, which are highly relevant for experiments
with a rotating bottom. The first model, namely solid
body rotation, is always stable but turns out to be
academically interesting as inertial, gravity and Rossby
waves can be found in this case. The second model consist-
ing of a potential rotation admits two families of waves,
namely gravity and centrifugal waves, whose interaction
was proposed to be at the origin of the symmetry break-
ing appearing experimentally [1]. However, this mecha-
nism is only suited for strong rotation rates. The third
considered model, which is more relevant for smaller ro-
tation rates, includes an inner core in solid body rotation
and an outer potential region. It combines the physical
mechanisms of the two first cases, and hence admits five
kind of waves in the general case (which also includes the
“dry” states) namely gravity, centrifugal, Rossby, Kelvin-
Kirchhoff and singular inertial. The interplay between all
these families of waves, and their relevance to the exper-
imentally observed patterns, will be the object of future
investigations.
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In a recent paper by Tophøj et al. (2013), the rotating polygon instability (Vatistas
1990; Jansson et al. 2006) has been interpreted in terms of surface wave interaction
thanks to a simple two-dimensional model. The linear predictions of the model have
been found to be in good agreement with the experimental results, except for the width
of the instability stripes, much narrower than the areas of existence corresponding to the
polygonal patterns. The aim of this paper is to proceed to a weakly non-linear extansion
of the model by Tophøj et al. (2013). The non-linearities will be found to explain (partly
at least) the discrepancy observed between the linear model and the experiments, and
will also provide an insight of both the switching phenomenon observed by Suzuki et al.
(2006) and the hysteresis behavior found by Tasaka et al. (2008).
1. Introduction
Free surface flows with rotation are frequently encountered, and can be observed in
situations as common as the spoon started rotation of tea or coffee in a cup, so a to mix
sugar for instance. Other configurations are typical and of interest ranging from the well
known bathtub vortex (see Andersen et al. (2003) for instance) to the historical Newton’s
bucket. The last configuration corresponds to the rotation of a whole bulk filled with
liquid, and is linked to a large area of applications including the spin-casting process
in the fabrication of lenses, liquid mirror telescopes and parabolic mirror fabrication
processes. All these applications are due to the stability of the parabolic shape which
remains highly axisymmetric. The stability analysis corresponding to this case has been
recently studied by (Mougel et al. 2014; Fabre & Mougel 2014). In contrast, situations
where only the bottom of the container rotates leads to an important symmetry breaking
which has been extensively studied experimentally (Vatistas 1990; Vatistas et al. 1992;
Jansson et al. 2006; Suzuki et al. 2006; Tasaka et al. 2008; Vatistas et al. 2008; Iga et al.
2014). The polygonal states observed in this case consists of polygonal shapes of the free
surface which are predominantly visible close to the center of the flow or the dry area
obtained for strong rotations. These polygons correspond to 2 ≤ m ≤ 6, with m the
number of corners, and rotate in the same direction but slower than the bottom plate.
The dynamic of the flow in the rotating bottom experiment is rich and other kind of
symmetry breaking are found. For weak rotations, shear instabilities are found but did not
result in clear asymmetrical shapes of the free surface (Lopez et al. 2004; Poncet & Chauve
† Email address for correspondence: jerome.mougel@imft.fr
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2007; Kahouadji 2011). For strong rotations, the rotating polygons are found along with
additional symmetry breaking of the free surface called switching and sloshing. The
results by Suzuki et al. (2006) focus on the phenomenon called switching which consists
of a temporal alternance between a rotating polygon state (ellipse in their case) and an
axisymmetric state. Interestingly, the existence of an hysteresis behavior in connection
with switching has been revealed by Tasaka et al. (2008). The sloshing also designates
a temporal alternance between an axisymmetric shape and a non-axisymmetric shape,
which differs by the fact that large amplitudes are predominantly found close to the
radius of the tank (Iga et al. 2014).
In the regime where the polygons are found, experimental measurements as well as a
theoretical argument proposed by Bergmann et al. (2011) show that the axisymmetric
cases are well described by a Rankine vortex. In addition, the inner solid body rotating
core of this vortex model is found to disappear for high rotations. In this regime we are
therefore left with a potential vortex including a central dry area. Following this, Tophøj
et al. (2013) uses the potential vortex model to perform stability analysis. Both global
stability analysis and a simplified two layered model are used and give stability maps
in qualitative agreement with the state diagram of the polygons found by Jansson et al.
(2006). However, the instability stripes are found to be much thiner than the areas of
existence of the corresponding polygonal patterns. A discrepancy which remains to be
explained.
In this paper, we give a weakly non linear extension of the two layered model presented
by Tophøj et al. (2013). The amplitudes of the interacting waves, the gravity (resp.
centrifugal) wave amplitude Ag (resp. Ac) are defined, and the amplitude equations are
presented. Further, we shall see that the two thresholds associated with the instability
stripes found by Tophøj et al. (2013) are different. A result which provides a possible
explanation for both the hysteresis behavior and the discrepancy regarding the width of
instability stripes as compared with experiments. Finally, the non-linear results provide
us with a possible mechanism for temporal alternance phenomena.
2. Introduction of the model
Let us consider cylindrical coordinates (r, z, θ) and a potential base flow of the form
U0 = Γ/(2pir)eθ with Γ the circulation of the flow. It is shown in Tophøj et al. (2013)
that the corresponding free surface shape results of a balance between gravitational
acceleration g and centrifugal acceleration Γ2/(4pi2r3). In the case of zero surface tension,
the pressure condition at the free surface therefore leads to the vertical free surface
elevation
h0(r) =
1
2g
(
Γ
2piR
)2(
R2
ξ2
− R
2
r2
)
, (2.1)
with R the radius of the cylindrical tank and ξ the radius of the dry area. A sketch
of the corresponding shape is shown on figure 1 (a) in dashed line. On this figure, gc
corresponds to the centrifugal acceleration at r = ξ which reads gc = Γ
2/(4pi2ξ3); and ζ
to the free surface elevation at r = R.
Following Tophøj et al. (2013) a two layered model is now introduced. For this model,
we retain only a thin layer of fluid at every contact location between the cylinder walls
and the fluid body i.e. one vertical layer along the side wall (Sg) and one horizontal layer
lying at (Sc). More precisely, the two layers are lying at z = 0, r ∈ [ξ,R] (horizontal
layer); and at r = R, z = [0, ζ] (vertical layer) as can be seen on figure 1 (a). In addition,
214 ANNEXE D. WEAKLY NON-LINEAR WAVE INTERACTION
Weakly non-linear wave interaction in a model of rotating free surface flow 3
(a) (b) (c)
Figure 1. Sketches of the model.
the width of the thin 2D channels is called δl.
In Tophøj et al. (2013) volume conservation accounting for the whole fluid body is con-
sidered so as to further compare with the experimental results. In this article we choose
to consider volume conservation in the narrow channels without further reference to the
remaining of the fluid. The conservation of volume then reads
V0 = δlS0 = δl[pi(R2 − ξ2) + 2piRζ] = δl[piR2 + 2piRH], (2.2)
where V0 is the total volume, S0 the corresponding surface and H the height of fluid in
the vertical layer in absence of rotation. The RHS of equation (2.2) therefore corresponds
to the filling volume. Because of the different volume conservation the relations between
Γ, ξ and ζ given by Tophøj et al. (2013) (equation (2) and (3)) now read
ζ = H +
ξ2
2R
, (2.3)
Γ¯ =
ξ
√
gR (2H R+ ξ2)√
R2 − ξ2 , (2.4)
with Γ¯ = Γ/(2pi). Where the latter condition can be demonstrated by equaling the
pressure at both free surfaces.
3. General equations
Since the model considered is irrotational, inviscid and incompressible, Laplace’s and
time dependant Bernoulli’s equations are the starting general equations which should be
satisfied at every location inside the fluid body, their general form read
∂2φ
∂r2
+
1
r
∂φ
∂r
+
1
r2
∂2φ
∂θ2
+
∂2φ
∂z2
= 0, (3.1)
ρ
∂φ
∂t
+ ρ
1
2
∇φ.∇φ+ P + ρgz = C1(t), (3.2)
with C1 a constant that can possibly depend upon time. Concerning the boundary con-
ditions we define the free surface as the zero level of the implicit function H(r, z, θ, t)
and neglect surface tension which allows to associate the pressure at the free surfaces as
the atmospheric pressure Pa. Kinematic and dynamic boundary conditions on the free
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surfaces can then be written under the form
∂H
∂t
+∇φ.∇H = 0, (3.3)
∂φ
∂t
+
1
2
∇φ.∇φ+ gz = C(t), (3.4)
where the latter equation is applied at the exact position of the free surface and the new
constant reads C = (C1−Pa)ρ−1. Finally if we separate the free surface expressions sat-
isfied in both layers and include their specificities we obtain the following set of equations
∂Hg
∂t
+
1
R2
∂φg
∂θ
∂Hg
∂θ
+
∂φg
∂z
∂Hg
∂z
= 0 at Hg(z, θ, t) = 0, (3.5a)
∂φg
∂t
+
1
2
[
1
R2
(
∂φg
∂θ
)2
+
(
∂φg
∂z
)2]
+ gz = C(t) at Hg(z, θ, t) = 0, (3.5b)
∂Hc
∂t
+
1
r2
∂φc
∂θ
∂Hc
∂θ
+
∂φc
∂r
∂Hc
∂r
= 0 at Hc(r, θ, t) = 0, (3.5c)
∂φc
∂t
+
1
2
[
1
r2
(
∂φc
∂θ
)2
+
(
∂φc
∂r
)2]
= C(t) at Hc(r, θ, t) = 0. (3.5d)
To solve this problem the idea is to take an expression for the potential ensuring Laplace’s
equation in both layers and determine the time dependent constants that are still un-
known considering kinematic and dynamic boundary condition at each free surface. The
difficulty is that these equations are to be applied on the exact position of the free surface
which is in fact an unknown of the problem.
As a first step, we proceed to a linear stability analysis. This is what is done in Tophøj
et al. (2013) and the results are briefly described in section 4. Further, a weakly non
linear approach is proposed. We consider a small parameter , perform an expansion of
the flow, and the free surface positions in terms of this parameter, and solve equations at
each orders in . The aim is to get coupled amplitude equations for Ag and Ac describing
the weakly non-linear dynamic of the system.
4. Linear analysis
In this section, we perform the linear stability analysis of the model. This is the same
as in Tophøj et al. (2013) but the presentation slightly differs so has to define some tools
that will be further used in the weakly non-linear development.
We take the potential in the following form
φc = Γ¯θ +
(
Ka1 e
−mζ/R
( r
R
)m
+Kb1
(
r
ξ
)−m)
ei(mθ−ωt), (4.1)
φg = Γ¯θ +
(
Ka1 e
m(z−ζ)/R +Kb1(R/ξ)
−me−mz/R
)
ei(mθ−ωt), (4.2)
with φc (resp. φg) the velocity potential in the horizontal (resp. vertical) layer. We also
take the free surface positions as
r = ξ + ξ1e
i(mθ−ωt), z = ζ + ζ1ei(mθ−ωt). (4.3)
Applying the kinematical/dynamical boundary conditions, we obtain a differential system
with the form
L(∂t, ∂θ)X1 = 0, (4.4)
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with
X1 =

ζ1
Ka1
ξ1
Kb1
 ei(mθ−ωt),
L =

(∂t + ΩR∂θ) −m/R 0 m/R
g (∂t + ΩR∂θ) 0 (∂t + ΩR∂θ)
0 −m/ξ (∂t + Ωξ∂θ) m/ξ
0 (∂t + Ωξ∂θ) −gc (∂t + Ωξ∂θ)
 ,
and
 = e−mζ/R(R/ξ0)−m. (4.5)
The the next sections,  will be regarded as the small parameter of the weakly non linear
approach, however, it is not formally considered as a small parameter in this section.
Calling L the matrix corresponding to the operator of the same name and associated
to the expression of X1 (we replace the partial derivatives ∂t and ∂θ by −iω and im
respectively), the dispersion relation is obtained from det(L) = 0 and reads
D(ω) ≡ Dc(ω)Dg(ω)− m
2ggc
ξR
(F 2 − 1), (4.6)
with
Dg(ω) = (ω −mΩR)2 − gmF/R, (4.7)
Dc(ω) = (ω −mΩξ)2 − gcmF/ξ, (4.8)
(4.9)
and
F =
1 + 2
1− 2 = cotanh(mHa/R). (4.10)
We get back the dispersion relation described in Tophøj et al. (2013). The dispersion
relation (4.6) can be understood as a small coupling between gravity and centrifugal
waves described by the uncoupled dispersion relation Dg(ω) and Dc(ω) respectively.
5. Weakly non-linear analysis
We have seen from the linear analysis that  is representative of the coupling between
both waves. From inspection of (4.5) we can see that the coupling infact depends on both
the distance between free surfaces and the wave number m. The influence of the latter
can be understood figuring out that the waves penetrate deeper below the surface for
small wave numbers, meaning that the coupling must decrease with m accordingly. In the
remainer of this paper we will formally consider  as a small parameter. To proceed to
the weakly non linear analysis we then expand the free surfaces and the velocity potential
in both layers as
Hg(z, θ, t) = ζ + 
1/2ζ∗1 + ζ
∗
2 + 
3/2ζ∗3 − z = 0 (5.1)
Hc(r, θ, t) = ξ + 
1/2ξ∗1 + ξ
∗
2 + 
3/2ξ∗3 − r = 0 (5.2)
φg(θ, z, t) = Γ¯θ + 
1/2φg1 + φg2 + 
3/2φg3, (5.3)
φc(r, θ, t) = Γ¯θ + 
1/2φc1 + φc2 + 
3/2φc3. (5.4)
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where the functions ζ∗k(θ, t) and ξ
∗
k(θ, t) are the contribution of the surface shape at order
k and φgk(θ, z, t) and φck(r, θ, t) are choosen as solutions of Laplace’s equation in their
corresponding layer. The detailed expressions are postponed in appendix 1 and involve
the unknown constants ζkn, ξkn, K
a
kn and K
b
kn associated to the harmonic n at order
k/2.
We now introduce a state vector at each order and for each harmonic
Xkn = [ζkn Kakn ξkn Kbkn]teni(mθ−ωt) + c.c.
with again k being the order in  and n > 0 the number of the harmonics, also the symbol
t stands for transposition and c.c. for complex conjugate. The definition of axisymmetric
contributions reads
Xk0 = [ζk0 Kck0 ξk0 Ck0]t,
where Kck0 the correction to the circulation Γ¯ and Ck0 to correction to the time dependant
constant in Bernoulli’s equation.
In addition, the linear operator defined in the previous section can be expanded in 
as L = L0 + L2 + O(2). With this expansion and the above definition for the state
vectors, boundary conditions applied at the free surfaces and expanded in  up to order
3 (without consideration of the third harmonic which is not resonant) can be obtained
under the form
L0X11 = 0, (5.5)
L0X22 = N22(X 211), (5.6)
L0X31 = −∂τX11 −L2X11 +N31(X 311,X20X11,X22X11). (5.7)
The first equation (5.5) is homogeneous and is known from the previous analysis to admit
solutions (uncoupled case in infinite depth).
The following equations are inhomogeneous and don’t have solutions in the general case.
Calling X a solution of the homogeneous problem, solutions of the inhomogeneous cases
exist only if the adjoint of X is orthogonal to the forcing term (RHS of the equation), this
is the Freedholm alternative which prevents apparition of secular terms. This condition
is always fulfilled for equation (5.6) as the forcing term is proportional to the second
harmonic. However the forcing term of equation (5.7) is resonant and the orthogonality
is thus found under particular conditions known as compatibility conditions. Further the
compatibility conditions lead to the amplitude equations as is usually done.
The above system of equation is in fact incomplete as no equation allows to get X20. We
should thus add an additional equation for the axisymetric terms corresponding to the
base flow evolution and to the initial distance from exact resonance, this contribution
which also includes conservation laws, is found under the general form
A20(X20 −D) = N20(X11). (5.8)
We will now give some precisions about the results obtained at each order.
5.1. Order 0
At this order we should recover the equations obtained for the base flow as only the
stationary and axisymetric terms are relevant here. The dynamic boundary conditions
give two relations involving the time-independant constant C0 in Bernoulli’s equation
(the one on the bottom layer gives C0 = Γ¯(2ξ
2
0)
−1), eliminating this constant leads to
ζ0 =
Γ¯2
2g
(
1
ξ0
2 −
1
R2
)
. (5.9)
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This equation along with volume conservation leads back to the equation for Γ¯ obtained
in the first section.
5.2. Order 1
At order 1, we get the linear problem in which the matrices are replaced by their leading
order:
L0X11 = 0 (5.10)
This is the uncoupled problem in which F is replaced by 1 (infinite depth approxima-
tion). We get two quadratic dispersion relations which correspond to the gravity and
centrifugal waves and whose solution will be respectively referred as G±0 and C
±
0 (I will
use the subscript 0 to refer to the gravity and centrifugal waves under the infinite depth
approximation specifically, but the notations G± and C± will be also used to designate
the corresponding waves in the general case). Those modes can be described by the
frequencies ωg = mΩR+
√
gm/R and ωc = mΩξ−
√
gcm/ξ and eigenvectors of the form
Xg =

1
−i(ωg −mΩR)R/m
0
0
 , Xc =

0
0
1
i(ωc −mΩR)ξ/m
 .
From the Tophøj et al. (2013) we know that the instability is resulting from the interaction
of G+ and C− for values of Γ¯ allowing resonance. In the present case we describe the
position of the resonance as the interaction of G+0 and C
−
0 and the resonant condition
simply correspond to |ωc − ωg| small enough. In the following we will thus consider
the vicinity of this resonant point which will be the reference. For clarity, the base
flow parameters at exact resonance will be given the subscript zero (ξ0, ζ0, Γ¯0), and the
distance to this point will be obtained by the expansion Γ¯ = Γ¯0 + Γ¯2. We will thus work
with a superposition of the two linear modes, as follows
X1 = AgXg0eimθe−iω0t +AcXc0eimθe−iω0t + c.c. (5.11)
with Ag and Ac two complex amplitudes evolving on a slow time scale defined as τ = t.
The state vector at this order can then be written
X1 =

ζ11
Ka11
ξ11
Kb11
 ei(mθ−ω0t) + c.c =

Ag
−iagAg
Ac
−iacAc
 ei(mθ−ω0t) + c.c (5.12)
with ag = (ω0 − mΩR)R/m =
√
gR/m and ac = −(ω0 − mΩξ0)ξ0/m =
√
gcξ0/m.
Physically ag and ac correspond to the relative velocity of the corresponding waves with
respect to the base flow, with an opposite sign added for ac for conveniency, this allows
to have ac and ag positive in the region where resonance is allowed (according to Cairns).
5.3. Order 2
At order , we have two contributions. First the axisymmetric contributions i.e. the pos-
sible base flow modifications due to the presence of the finite amplitude waves, secondly
the second harmonics proportional to e2i(mθ−ω0t). The calculation of the different terms
at this order is not detailed for the sake of clarity.
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5.4. Order 3
At order 3/2, we have terms proportional to ei(mθ−ω0t) and to e3i(mθ−ω0t). The latter are
not resonant, and will not be considered in the following. The compatibility conditions
applied to the resonant terms then lead to the amplitude equations (cf. appendix 1).
6. Amplitude equations
The amplitude equations governing the dynamics of Ag and Ac are obtained by impo-
sition of compatibility conditions (see appendix 1). They read
dAg
dτ
= −iDgAg + iCgcAc + iαgg|Ag|2Ag, (6.1)
dAc
dτ
= −iDcAc + iCcgAg + iαcc|Ac|2Ac. (6.2)
with Dg, Dc, Cgc, Ccg, αgg and αcc real coefficients that can be expressed analytically.
Note that the possible term evolving like |Ac|2Ag in the first equation and |Ag|2Ac in
the second have coefficients which are found to be zero in the present case.
The physical meaning of the coefficients is now considered. First, Dg and Dc correspond
to the frequency detuning that appear if we start from a base flow away from exact
resonance. The expressions are
Dg =
m
R2
Γ¯20, (6.3)
Dc = (m−
√
m)
(
1
ξ20
− 2Γ¯
ξ30
dξ0
dΓ¯0
)
Γ¯20, (6.4)
(6.5)
and it can be checked that the above equations verify Dg = dωg/dΓ¯0Γ¯20 and Dc =
dωc/dΓ¯0Γ¯20, and thus the corrected frequencies read ωg = ω0 + Dg and ωc = ω0 + Dc.
Then the coefficients proportional to the amplitude of the other wave correspond to the
coupling and read
Cgc = −ξ0
R
(ω0 −mΩξ0), (6.6)
Ccg = −R
ξ0
(ω0 −mΩR). (6.7)
It will be seen that the linear stability will depend upon the sign of these coupling terms,
which are immediately given by the relative motion between the wave and the base
flow. Both the detuning and the coupling are linear terms and have thus already been
considered in the linear stability analysis.
Finally, the remaining coefficients describe the non-linear effects and read
αgg = −2m
2
R2
(ω0 −mΩR), (6.8)
αcc =
m2
ξ20
Ωξ0P1(m), (6.9)
where P1 is a function of m only.
In should be pointed out that the amplitude equations (6.1) and (6.2) are similar to those
studied by Sipp (2000) or Knobloch et al. (1994) in the case of the elliptical instability
where two modes having a difference of azimuthal wave number of 2 can resonate. How-
ever the non-linear coupling terms in |Ac|2Ag and |Ag|2Ac are not present in this case
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and some symmetry are lost since |Cgc| 6= |Ccg|.
For discussions in the following, let us introduce polar coordinates and write the ampli-
tudes as Ag = |Ag|eiψg and Ac = |Ac|eiψc .
6.1. Linear case
If we neglect the non-linear contribution the amplitude equations are much simpler and
we expect to get back the results from the linear analysis. Let us consider the following
system
dAg
dτ
=− iDgAg + iCgcAc, (6.10)
dAc
dτ
=− iDcAc + iCcgAg. (6.11)
We now take [Ag, Ac] ≈ e−i∆τ and investigate the condition under which ∆ becomes
imaginary (meaning that the base flow is unstable) by substitution in (6.10) and (6.11).
After manipulations we obtain
∆2 − (Dc +Dg)∆ + (DcDg − CcgCgc) = 0. (6.12)
The sign of the determinant associated with the above equation provides the unstable
condition, and the thresholds of the instability are found for particular values of the
circulation canceling this determinant. Introducing C =
√−CcgCgc which describes the
coupling between the waves, instability is found in the interval |D| < C (with D = 0
at exact resonance), and the thresholds of the instability thus read D = ±C meaning
that the width of the unstable bubbles are directly related to the strength of the coupling.
Equation (6.12) also gives the frequency corrections. In the unstable area we found
∆ = Dm ± i
√
C2 −D2 with Dm = (Dg +Dc)/2 and the exactly resonant case leads to
∆ = ±iC = ±i
(
ggc
Rξ0
)1/4√
m, (6.13)
which shows that the maximum growth rate is given by C. We can also obtain the linear
amplitude ratio from the system (6.10) and (6.11) which is found to read
Ag
Ac
= − D
Ccg
± i
√
C2 −D2
Ccg
, (6.14)
and in the exactly resonant case we thus obtain
Ag
Ac
= ±i
(
ξ0
R
)3/4(
gc
g
)1/4
. (6.15)
The phase shift between the gravity wave and the centrifugal ones in the amplified case
and at exact resonance is thus φ = (ψg − ψc)/2 = pi/4.
6.2. Pure modes at exact resonance
Considering the exact resonance and switching off the coupling terms leads we obtain
two similar uncoupled equations. Let us study the one for the gravity waves
dAg
dτ
= iαgg|Ag|2Ag. (6.16)
This is the equation of a Duffing oscillator. Using the notations Ag = |Ag|eiψg we obtain
a constant amplitude |Ag| = ag0 and the frequency correction ω = ω0 − αggag02. If we
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then substitute αgg by it’s expression we finally obtain
ω = ω0 +  2
m2
R2
(ω0 −mΩR)ag02. † (6.17)
It is interesting to notice that the effect of non linearities as seen from (6.17) is intimately
related to the motion of the surface wave with respect to the base flow and therefore to
its energy. For (ω0 −mΩR) > 0, the gravity waves are thus traveling faster due to non
linearities. This is in agreement with the particular case of zero background velocity
where Stokes waves are obtained.
6.3. Subspace Ag = (Cgc/|Ccg|)1/2Ac
In line with Sipp (2000), we will restrict the analysis to the subspaceAg = (Cgc/|Ccg|)1/2Ac
in the following. This implies that the energy of the gravity and centrifugal waves cancel
at any time. The simplified equations obtained within this subspace will be the first step
to understand the physical mechanisms at stake. If we now introduce φ = (ψc − ψg)/2
we obtain the simplified set of equations
d|Ac|
dτ
= C sin(2φ)|Ac|, (6.18)
dφ
dτ
= C cos(2φ)−N |Ac|2 −D, (6.19)
with
C =
√−CcgCgc, N = 1
2
(
Cgc
Ccg
αgg + αcc
)
, D =
Dg −Dc
2
(6.20)
where C describes the coupling, N the non linearities and D is the detuning parameter.
One value for C and N will be obtained for each resonant point, that is for each couple
(m,H/R). The parameter D is proportional to the correction of the base flow circulation
with respect to the exact resonance. Considering a given resonance we will thus tune this
parameter to investigate the different possible cases within its vicinity.
# 1. Exact resonance (D = 0)
We consider the exact resonance between the gravity and the centrifugal waves, that is
we set D = 0. This corresponds to the must unstable linear case. We can see on figure 2
(b) that the phase portrait obtained in polar coordinates for a given initial amplitude and
various initial phase shift consists of homoclinic cycles with two particular directions, the
unstable one for φ = pi/4 and the stable one for φ = −pi/4. In this case, the origin is
unstable and two additional stable fixed points are present. The system tends to leave
the linearly unstable region characterized by |Ac| = 0 to reach the region of influence of
a stable fixed point and remain there or switch to the region dominated by the second
stable fixed point depending on the initial phase shift.
Figure 2 (a) corresponds to the amplitude and phase shift plotted during one entire
homoclynic cycle for the initial amplitude |Ac0| = 0.02 and an initial unstable phase.
Under these initial conditions, the waves exponentially grow while amplitudes remain
small. Then the cubic non linear term becomes dominant and tend to phase shift the
waves from the unstable direction to the stable one leading the system back to the
neighborhood of the unstable origin (note that for infinitely small initial amplitudes the
system would need an infinite time to go back to the origin). After sequences of this
† Turning off the rotation and using the notations k = m/R and a = 21/2|Ag| we get the
frequency correction of Stokes expansion under infinite depth approximation ω/ω0 = 1+(ka)
2/2.
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Figure 2. Case m = 2, H/R = 0.5, D = 0, |Ac0| = 0.02. (a) Amplitude and phase-shift for
φ0 = pi/4. (b) Phase portrait for various initial phase shifts. The thick grey circle corresponds
to |Ac0| = 0.02. The dots (resp. circles) correspond to the unstable (resp. stable) fixed points.
type including a similar behavior in the region influenced by the second fixed point, the
initial position is recovered and the trajectory in the phase portrait is closed. The overall
time dependency of the amplitude thus show alternative zones of exponential growth and
decay corresponding to constant phase shift, which are linked by transitions where the
phase shift rapidly changes by steps of pi/2.
Physically speaking, the waves grow due to the resonance and saturate at some point due
to the non linearities. This non linear saturation process is close to the one described by
Sipp (2000) except that the base flow is not the source of energy in our case. Actually,
no energy supply is needed as waves have opposite energy signs.
# 2. Effect of the detuning D
It seems now interesting to study what happens outside the exact resonance. Several
cases should be considered depending on the value of D
• If |D| < C (in the instability bubble): the origin is linearly unstable and two stable
fixed points are obtained for Ac = ±
√
(C −D)/N .
• D > C (above the instability bubble): the origin is linearly stable and is the only
fixed point.
• If D < −C (below the instability bubble): the origin is linearly stable, two stable
fixed points are obtained for Ac = ±
√
(C −D)/N , and two unstable fixed points appear
at Ac = ±i
√−(C +D)/N .
Note that the ”stable” fixed points are in fact ”neutral” in this non-dissipative case. The
two thresholds of the linear stability analysis are obtained for D = −C and D = C and
will respectively be referred to as the lower and upper threshold or bifurcation. In the
following we choose m = 2, H/R = 0.5 (that is we choose values for C and N) and study
the different possible behaviors depending upon D.
If we remain in the instability bubble, the cases are qualitativelly identical as for D = 0
but it is interesting to note that the lower side involves much larger amplitudes as the
stable fixed points are further from the origin. If we imagine a continuous variation of
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Figure 3. (a) Position of the stable fixed points as a function of D (black lines), unstable zone
(red dotted line). (b) Phase portrait for m = 2, H/R = 0.5 and various initial conditions for
D < −C.
D we can figure out that the lower and upper thresholds respectively correspond to the
fusion of two unstable fixed points with the stable origin leading to an unstable origin
(increasing the circulation i.e. D), and the split of one stable fixed point in two stable
ones and an unstable origin (decreasing the circulation). The persistence of the two stable
fixed points below the lower threshold is of particular interest as shown on figure 3 (b).
Indeed the base flow is then stable, but for finite initial amplitude some initial directions
allows to escape the region of influence of the origin which leads to even larger amplitudes
than in the linearly unstable case.
# 3. Possible links with the experiments
This essential difference between the two bifurcations could be at the root of several
important features that have been seen experimentally but that the linear theory fails to
reproduce.
Let us first consider the experimental case where we increase the bottom frequency from
rest. In the model this corresponds to increase D so as to enter the unstable area from
below. In this case, the predictions are that recurrent behaviors involving large amplitudes
will be obtained before reaching the lower threshold (because of the finite amplitude
perturbations always present in the experiment). Similar recurrent phenomena between
axisymmetric and ellipsoidal shapes have been found experimentally in Suzuki & al (and
Tasaka, private communication) and is known as temporal switching. Experimentally it
is also quite clear that two time scales are governing the dynamics, the fast time scale
based on the rotation of the polygons and the slow one corresponding to the period of
the switching.
In our model we obtain closed trajectories (homoclinic cycles) which means that the
recurrent behavior should last forever. When some dissipative process are present, we
can imagine that the system reaches one of the stable fixed point. If we take this for
truth, and if we slowly keep increasing D, the state will follow that of the stable fixed
points. Therefore, the amplitudes will decrease as we came across the unstable area, and
finally be of the order of the initial amplitude when we reach the upper bifurcation and
further.
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If we now come across the unstable zone from above by decreasing D we obtain a sensibly
different feature. The amplitude will stay of the order of the initial ones, while the base
flow remains stable, and will further increase progressively as we enter the instability
bubble. If, again we consider that dissipations makes the system reach one of the stable
fixed points and we keep decreasing D, we predict that the amplitude of the centrifugal
waves will increase like
√
D and that the system will follow the position of the fixed point
whatever D is (while we stay in the limit of validity of our model, that is close enough to
exact resonance). In particular the upward threshold has no reason to play a particular
role in this case. Consequently, large amplitudes are expected for values of D such as
D < −C.
Figure 3 (a), which represents the position of the stable fixed points when D changes,
allows to have a clear view of the process explained above which can possibly be at
the root of the hysteresis obtained for upward/downward frequency rotations in the
experiment (Tasaka et al. 2008). Also it should be pointed out that on figure 3 (a)
both the downward and upward paths are associated with a larger zone of existence of
the polygons than the linearly unstable area. This could explain the narrow instability
stripes obtained by Tophøj et al. (2013) compared with the large zones of existence of
the polygons as seen experimentally.
7. Volume conservation at order 
The volume conservation in the two layers can be written
V0 = δ
∫ 2pi
0
∫ R
ξ0+1/2ξ∗1+ξ
∗
2
rdrdθ + δ
∫ 2pi
0
∫ ζ0+1/2ζ∗1+ζ∗2
0
dzRdθ (7.1)
At order zero we get back equation (2.2) and the O() leads to the relation
|Ac|2 = Rζ20 − ξ0ξ20. (7.2)
Equation (7.2) shows that a finite amplitude centrifugal wave is necessarily associated to
base flow modifications.
8. Wave Energy
8.1. Gravity wave energy
First, we only consider the gravity wave disturbing the cylindrical wall layer of width δ
and height ζ0 lying at r = R. The total energy of the flow in this layer of volume Vg is
defined as
Eg = Ekg + Epg =
∫
Vg
1
2
ρV 2dVg +
∫
Vg
ρgzdVg (8.1)
and the gravity wave is described by
z = ζ0 + 
1/2
(
ζ11e
i(mθ−ω0t) + c.c
)
, (8.2)
φg =
Γθ
2pi
+ 1/2
(
em/R(z−ζ0)Ka11e
i(mθ−ω0t) + c.c
)
(8.3)
where we directly neglect the contribution in Kb11 corresponding to the coupling term
in the expression of φg as it’s first occurrence will appear at order 3. This corresponds
to evaluate the energy of the uncoupled gravity wave caracterized by ζ11 = Ag and
Ka11 = −iagAg.
225
14 J. Mougel, D. Fabre and T. Bohr
The energy then read
Eg = δ
∫ 2pi
0
∫ ζ0+1/2ηg(θ)
0
1
2
ρ(∇φg)2Rdzdθ + δ
∫ 2pi
0
∫ ζ0+1/2ηg(θ)
0
ρgzRdzdθ (8.4)
with ηg = Age
i(mθ−ω0t) +Age−i(mθ−ω0t).
After calculation we get the energy of the gravity wave at order 
Eg2 = SRρ
R
m
(ω0 −mΩR)
[
(ω0 +mΩR) + (ω0 −mΩR)(1− e−2mζ0/R)
]
|Ag|2 (8.5)
with the deep water approximation
Eg2 = SRρ
R
m
2ω0(ω0 −mΩR)|Ag|2. (8.6)
This derivation of the energy is analogous to the one made in J.N. Newman, Marine
Hydrodynamics, p 260 for standard gravity waves.
8.2. Centrifugal wave energy
We now consider a centrifugal wave propagating on the free surface at r = ξ0 and
calculate its energy. The centrifugal waves are descibed by
r = ξ0 + 
1/2
(
ξ11e
i(mθ−ω0t) + c.c
)
, (8.7)
φc = Γ¯θ + 
1/2
((
r
ξ0
)−m
Kb11e
i(mθ−ω0t) + c.c
)
(8.8)
The energy then read
Ec = δ
∫ 2pi
0
∫ R
ξ0+1/2ηc(θ)
1
2
ρ(∇φc)2rdrdθ, (8.9)
with ηc = Ace
i(mθ−ω0t) +Ace−i(mθ−ω0t).
Applying the same method as for the gravity waves we get the energy associated to the
base flow at order zero
Ec0 = Sξ0
ρΓ¯2
2ξ0
ln
(
R
ξ0
)
, (8.10)
with Sξ0 = 2piξ0δ the mean free surface area, and the energy of the centrifugal wave at
order 
Ec2 = Sξ0ρ
[
gc
2
+ 2Ωξ0ξ0(ω0 −mΩξ0) +
ξ0
m
(ω0 −mΩξ0)2
[
1−
(
ξ0
R
)2m]]
|Ac|2. (8.11)
Using the dispersion relations of the uncoupled centrifugal wave and assuming that
(ξ0/R)
2m << 1 we get
Ec2 = Sξ0ρ
[
ξ0
m
2ω0(ω0 −mΩξ0)−
gc
2
]
|Ac|2. (8.12)
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9. Energy conservation at order 
We now consider the complete case including possible base flow mofifications and
calculate it’s energy which read
E = δρ
∫ 2pi
0
∫ ζ0+1/2ζ∗1+ζ∗2
0
(
1
2
(∇φg)2 + gz
)
Rdzdθ+δρ
∫ 2pi
0
∫ R
ξ0+1/2ξ∗1+ξ
∗
2
1
2
(∇φc)2rdrdθ.
(9.1)
This leads to energy conservation at order 
Eg2 + Ec2 + δE0 = C
st
1 , (9.2)
with Eg2 and Ec2 the energy of the gravity and centrifugal waves obtained in the previous
section and δE0 the energy due to the base flow modifications which reads:
δE0 = piρδl
[
2Γ¯
Ha
R
Kc20 −
Γ¯2
ξ0
ξ20 +
(
2gRζ0 +
Γ¯2
R
)
ζ20
]
. (9.3)
with Ha = R ln (R/ξ0)+ζ0. We see that conservation of energy at order  ensures that the
base flow modifications compensate the presence of the waves. In general, instabilities are
possible because the waves can grow taking their energy from the base flow. However non
intuitive cases can be obtained in systems like the present one where some of the waves
have negative energy. The development of expression (9.2) and further simplifications
using the volume conservation (7.2) and the relation (5.9) leads to the expression
E2 = 2piρδl[2ω0(Rag|Ag|2 − ξ0ac|Ac|2) + Γ¯(Ha/R)Kc20] = Cst1 , (9.4)
where I recall that Kc20 can possibly depend upon the slow time scale whereas C
st
1 is a
constant. Note that considering the overall system and including the volume conservation,
the energy contribution due to each wave correspond to that predicted by Cairns (1979).
10. Angular momentum conservation
The angular momentum is along the z axis and read L = Lez, with
L =
∫
V
ρrUθdV . (10.1)
Summation of the results obtained in both layers and restricted to order zero leads back
to the angular momentum of the base flow as obtained in the first section. At order  we
get the angular momentum of the waves which read
Lg2 = ρSR2R(ω0 −mΩR)|Ag|2, (10.2)
Lc2 = ρSξ0 [2ξ0(ω0 −mΩξ0)− ξ0Ωξ0 ]|Ac|2 (10.3)
If we take into account possible base flow modifications at order  and use volume con-
servation at this order to simplify some of the terms we obtain the angular momentum
conservation at order 2
L2 = 4pim(Rag|Ag|2 − ξ0ac|Ac|2) + S0Kc20 = Cst2 , (10.4)
with S0 the total surface and C
st
2 a constant in time.
As for the energy, the additional term in the expression of Lc2 allows to make simplifi-
cations through volume conservation.
To conclude the part dealing with conservation laws, we can notice that the energy
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conservation and the angular momentum one are very similar. However both relations
can’t be fulfilled in the general and indeed, the combination of both relations (9.4) and
(10.4) eliminating the quadratic terms in the amplitudes leads to the condition that Kc20
must be a constant so as to conserve energy and angular momentum. It’s value is thus
given by the initial conditions that is the initial shift to exact resonance and we thus have
Kc20 = Γ¯20 for all time. The final equation ensuring both energy and angular momentum
conservation is this non dissipative case therefore reads
Rag|Ag|2 − ξ0ac|Ac|2 = C0, (10.5)
with C0 given by the initial amplitudes (C0 = Rag|Ag0|2 − ξ0ac|Ac0|2) and physically
represent the energy or angular momentum of the initial perturbations.
Appendix A. annexe
The starting equations are the four boundary conditions on the free surfaces (3.5),
with the following expansions for the free surface displacements and the potential
z = ζ+1/2
(
ζ11e
i(mθ−ω0t) + c.c.
)
+
(
ζ22e
2i(mθ−ω0t) + c.c.+ ζ20
)
+3/2
(
ζ31e
i(mθ−ω0t) + ζ33e3i(mθ−ω0t) + c.c.
)
r = ξ+1/2
(
ξ11e
i(mθ−ω0t) + c.c.
)
+
(
ξ22e
2i(mθ−ω0t) + c.c.+ ξ20
)
+3/2
(
ξ31e
i(mθ−ω0t) + ξ33e3i(mθ−ω0t) + c.c.
)
φg = Γ¯θ
+ 1/2
(
Ka11e
m(z−ζ0)/Rei(mθ−ω0t) +Kb11(R/ξ0)
−me−mz/Rei(mθ−ω0t) + c.c.
)
+ 
(
Ka22e
2m(z−ζ0)/Re2i(mθ−ω0t) +Kb22(R/ξ0)
−2me−2mz/Re2i(mθ−ω0t) + c.c.+Kc20θ
)
+ 3/2
(
Ka31e
m(z−ζ0)/Rei(mθ−ω0t) +Kb31(R/ξ0)
−me−mz/Rei(mθ−ω0t)
+Ka33e
3m(z−ζ0)/Re3i(mθ−ω0t) +Kb33(R/ξ0)
−3me−3mz/Re3i(mθ−ω0t) + c.c.
)
φc = Γ¯θ
+ 1/2
(
Ka11e
−mζ0/R
( r
R
)m
ei(mθ−ω0t) +Kb11
(
r
ξ0
)−m
ei(mθ−ω0t) + c.c.
)
+ 
(
Ka22e
−2mζ0/R
( r
R
)2m
e2i(mθ−ω0t) +Kb22
(
r
ξ0
)−2m
e2i(mθ−ω0t) + c.c.+Kc20θ
)
+ 3/2
(
Ka31e
−mζ0/R
( r
R
)m
ei(mθ−ω0t) +Ka33e
−3mζ0/R
( r
R
)3m
e3i(mθ−ω0t)
+Kb31
(
r
ξ0
)−m
ei(mθ−ω0t) +Kb33
(
r
ξ0
)−3m
e3i(mθ−ω0t) + c.c.
)
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So as to simplify the calculation let us introduce the following notations:
∂θφg|z=ζ0+∑Nk=1 k/2ζ∗k = Γ¯ + 1/2φgθ1 + φgθ2 + 3/2φcθ3, (A 1)
∂zφg|z=ζ0+∑Nk=1 k/2ζ∗k = 1/2φgz1 + φgz2 + 3/2φgz3, (A 2)
∂tφg|z=ζ0+∑Nk=1 k/2ζ∗k = 1/2φgt1 + φgt2 + 3/2φgt3, (A 3)
∂zHg = −1, (A 4)
∂θHg = 
1/2∂θζ
∗
1 + ∂θζ
∗
2 + 
3/2∂θζ
∗
3 , (A 5)
∂tHg = 
1/2∂tζ
∗
1 + ∂tζ
∗
2 + 
3/2∂tζ
∗
3 , (A 6)
C = C1 + C20 (A 7)
where the φgrk’s and φgθk’s are to be calculated. Note that there is no direct link between
φgrk and ∂rφgk because some  appear when we apply the derivative at the free surface
(the same holds for φgθk). Similarly expressions are also introduced for the bottom layer.
A forecasted difficulty characteristic of the bottom layer is the presence of the curvature
term 1/r2 in both kinematic and dynamic BC. We expand this term in powers of 
1
r2
=
1
ξ0
2
(
1 +
N∑
k=1
k/2
ξ∗k
ξ0
)−2
1
r2
=
1
ξ0
2 + 
1/2R∗1 + R
∗
2 + 
3/2R∗3 (A 8)
with
R∗1 = −2
ξ∗1
ξ30
(A 9)
R∗2 = −2
ξ∗2
ξ0
3 + 3
ξ∗1
2
ξ0
4 (A 10)
R∗3 = −2
ξ∗3
ξ0
3 + 6
ξ∗1ξ
∗
2
ξ0
4 − 4
ξ∗1
3
ξ0
5 (A 11)
A.1. Order 0
No zero-order for the kinematic BC.
The dynamic conditions at both free surface give
Γ¯2
2R2
+ gζ0 = C0, (A 12)
Γ¯2
2ξ0
2 = C0, (A 13)
from which we recover the expression of ζ0.
A.2. Order 1
(∂t + ΩR∂θ) ζ
∗
1 − φgz1 = 0, (A 14)
φgt1 + ΩRφgθ1 + gζ
∗
1 = 0, (A 15)
(∂t + Ωξ0∂θ) ξ
∗
1 − φcr1 = 0, (A 16)
φct1 + Ωξ0φcθ1 − gcξ∗1 = 0, (A 17)
where gc =
Γ¯2
ξ03
appears in the last equation.
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A.3. Order 2
(∂t + ΩR∂θ) ζ
∗
2 − φgz2 = −
φgθ1∂θζ
∗
1
R2
, (A 18)
φgt2 + ΩRφgθ2 + gζ
∗
2 = −
φgθ1
2
2R2
− φgz1
2
2
+ C20, (A 19)
(∂t + Ωξ0∂θ) ξ
∗
2 − φcr2 = −
φcθ1∂θξ
∗
1
ξ0
2 (A 20)
+
2Ωξ0
ξ0
ξ∗1∂θξ
∗
1 , (A 21)
φct2 + Ωξ0φcθ2 − gcξ∗2 = −
φcθ1
2
2ξ0
2 −
φcr1
2
2
(A 22)
+
2Ωξ0
ξ0
ξ∗1φcθ1 (A 23)
− 3gc
2ξ0
ξ∗1
2 + C20, (A 24)
A.4. Order 3
∂τζ
∗
1 + (∂t + ΩR∂θ) ζ
∗
3 − φgz3 = −
1
R2
φgθ1∂θζ
∗
2 −
1
R2
φgθ2∂θζ
∗
1 , (A 25)
∂τφg1 + φgt3 + ΩRφgθ3 + gζ
∗
3 = −
1
R2
φgθ1φgθ2 − φgz1φgz2, (A 26)
∂τξ
∗
1 + (∂t + Ωξ0∂θ) ξ
∗
3 − φcr3 = −
1
ξ0
2φcθ1∂θξ
∗
2 +
2Ωξ0
ξ0
ξ∗1∂θξ
∗
2 (A 27)
− 1
ξ0
2φcθ2∂θξ
∗
1 +
2Ωξ0
ξ0
ξ∗2∂θξ
∗
1 (A 28)
− 3Ωξ0
ξ0
2 ξ
∗
1
2∂θξ
∗
1 +
2
ξ0
3 ξ
∗
1φcθ1∂θξ
∗
1 , (A 29)
∂τφc1 + φct3 + Ωξ0φcθ3 − gcξ∗3 = −φcr1φcr2 −
1
ξ0
2φcθ1φcθ2 (A 30)
+
ξ∗1
ξ0
3φcθ1
2 +
2Ωξ0
ξ0
ξ∗1φcθ2 (A 31)
+
2Ωξ0
ξ0
φcθ1ξ
∗
2 −
3Ωξ0
ξ0
2 φcθ1ξ
∗
1
2 (A 32)
+
2gc
ξ0
2 ξ
∗
1
3 − 3gc
ξ0
ξ∗1ξ
∗
2 . (A 33)
A.5. Compatibility condition
The equations at order 3/2 can be formulated under the matrix form
LgX g31 = −
∂Ag
∂τ
Xg + CgcAcXg + (Dg +NgX 2)Ag (A 34)
LcX c31 = −
∂Ac
∂τ
Xc + CcgAgXc + (Dc +NcX 2)Ac (A 35)
with
Lg =
[ −i(ω0 −mΩR) −m/R
g −i(ω0 −mΩR)
]
, Lc =
[ −i(ω0 −mΩR) m/ξ0
−gc −i(ω0 −mΩR)
]
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Xg =
[
1
−iag
]
, X g31 =
[
ζ31
Ka31
]
, Ng =
[
iKgg iKgc
Dgg Dgc
]
, X 2 =
[ |Ag|2
|Ac|2
]
Xc =
[
1
−iac
]
, X c31 =
[
ξ31
Kb31
]
, Nc =
[
iKcg iKcc
Dcg Dcc
]
, Dg/c =
[
ikg/c
dg/c
]
and ki, di, Kij , Cij and Dij real coefficients.
For both free surface we have to fulfill a compatibility condition. In our case these con-
ditions read
(X †g ,LgX g31) = 0, (A 36)
(X †c ,LcX c31) = 0. (A 37)
with X † the adjoint of X .
We therefore get
dAg
dτ
= iCgcAc + i
(X †g ,Dg +NgX 2)
(X †g ,Xg)
Ag, (A 38)
dAc
dτ
= iCcgAg + i
(X †c ,Dc +NcX 2)
(X †c ,Xc)
Ac. (A 39)
The above system finally leads to the amplitude equations (6.1) and (6.2).
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wave interaction in a model of free surface swirling
flow
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Abstract.
The free surface flow in a cylindrical tank over a rotating bottom is known to
support spectacular three-dimensional patterns, including deformation of the inner free
surface into the shape of rotating polygons, and sloshing behavior of the upper free
surface (e.g. Iga et al 2014 Fluid Dyn. Res. 46 031409). Through a stability analysis
of a simplified model of this flow, we show that such patterns can be explained as a
resonance mechanism involving different families of waves. The approach extends a
previous work (Tophøj et al 2013 Phys. Rev. Lett. 110 194502) which explained the
rotating polygons as an interaction between gravity waves and centrifugal waves, under
the assumption that the base flow can be modeled as a potential vortex. We show that
this previous model is justified for strong rotation rates (Dry-Potential case), and that
for weaker rotations it can be improved by introducing an inner vortex core in solid-
body rotation, which either extends to the center of the plate (Wet case) or surrounds
a dry central region (Dry-Composite case). The study of this improved model predicts
two new kind of instabilities. The first occurs at low rotations (Wet case) and results
from an interaction between gravity waves and the Kelvin-Kirchhoff wave (namely,
oscillation of the boundary of the vortex core). This instability is proposed to be
at the origin of the sloshing phenomenon. The second new instability occurs, for
moderate rotations, (Dry-Composite case) as an interaction between gravity waves
and a ”Kelvin-Centrifugal” wave characterized by deformation of the inner surface
and the vortex core boundary in opposite directions. This instability exists for all
azimuthal wave numbers starting from m = 1, this case corresponding to a ”monogon”
pattern.
Keywords: Rotating flow, free surface waves, instabilities, sloshing.
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21. Introduction
Rotating flows with a free surface are known to support spectacular three-dimensional
patterns. A configuration which has been particularly studied corresponds to cylindrical
container driven by a rotating bottom plate. This setup leads to the occurrence of
polygonal patterns which rotate with essentially unchanged form. Initially discovered
by Vatistas (1990), this feature was rediscovered independently by Jansson et al (2006),
which provided a state diagram in terms of the rotation frequency of the bottom plate,
and the mean height of fluid in the container. Generally, as the rotation rate of the
plate is increased, the numbers of corners of the polygons increase from 2 to 6. In some
cases, the three-dimensional patterns occur in a recurrent way, with an alternance of a
highly deformed surface of elliptical cross-section and a quasi-axisymmetric flow. This
phenomenon was called ”switching” by Suzuki et al (2006) and Tasaka and Iima (2009).
A related but different phenomenon called ”sloshing” has been reported (Vatistas 1990)
‡. The latter is also a recurrent phenomenon, but corresponds to an oscillation mostly
affecting the outer part of the free surface. It is observed for lower rotation rates
compared to the range of existence of polygons, in a range of parameters where the
plate remains entirely wet. Recently, Iga et al (2014) have conducted extensive sets
of experiments, considering a wider range of parameters than previous studies. They
provided an extended state diagram, covering the range of existence of all these patterns.
They particularly considered the sloshing phenomenon, and observed this state for both
m = 3 (triangles) and m = 2 (ellipses) azimuthal wave numbers. In particular, they
showed that the m = 3 sloshing exists in a very narrow range of rotation frequencies,
which is almost independent of the height of liquid in the container.
In a recent paper, Tophøj et al (2013) (hereafter TMBF) has shown that the
polygonal patterns can be explained as the result of an instability of the axisymmetric
base-flow predating their occurrence. In this study, the base flow was modeled as a
simple potential vortex; a hypothesis which is supported by experimental results and
theoretical arguments (Bergman et al 2011, 2012) . They first used a momentum energy
balance argument to relate the circulation of the potential vortex to the rotation rate
of the plate. Subsequently, using both a global stability approach and a simplified
’toy-model’ in which all the motion is assumed to take place in a two-dimensional
domain lying along the boundaries, they showed that this potential flow is unstable
to perturbations with azimuthal wavenumber m ≥ 2, in qualitative accordance with the
experiments. They finally showed that the instability can be explained as the result of a
resonance between two kinds of waves, namely gravity waves affecting the external parts
of the flow where the free surface is almost horizontal, and centrifugal waves affecting
the inner parts of the flow where the free surface is almost vertical.
Although the modeling of the flow as a potential vortex is justified for large rotation
rates corresponding to situation where the flow displays central dry region of significant
‡ In the original paper of Vatistas (1990) ”switching” and ”sloshing” are reported but without clear
distinction as both phenomena where called ”sloshing”.
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Figure 1. Description of the model in the three possible cases : (a) Wet-Composite
(W), (b) Dry-Composite (DC), (c) Dry-Potential (DP). Up : Sketch of the flow
featuring the shape of the free surface, and the 2D layers constituting the simplified
model (bounded by the dashed lines). Bottom : angular velocity laws of the fluid
(plain, blue line) and of the bottom plate (dashed, red line).
extent, experiments (Bergman et al 2011) show that it becomes insufficient at lower
rotation rates. In such situation, measurement suggest that in the central parts, the
velocity field is more accurately represented as a solid-body rotation. Also, the potential
model is unable to explain the occurrence of the switching and sloshing phenomena,
which generally exist in range of parameters where the plate remains wet.
The purpose of the present paper is thus to study an improved version of the TMBF
model, in which the flow is modeled as a composite flow with a central region in solid
body rotation matched to an outer region in potential rotation (thereby corresponding to
the classical Rankine vortex). We first describe the model and derive its characteristics
as function of the rotation rate of the plate , extending the momentum energy balance
argument of TMBF (section 2). We subsequently investigate the stability of this flow
through a two-dimensional ’toy-model’ solvable on analytic grounds (section 3), and
interpret the instabilities as wave resonances (section 4). We finally summarize the
results (section 5) and discuss their relevance with experimental observations.
2. Modelling of the base flow
2.1. The composite model
The model of axisymmetric base flow considered in this paper is sketched in figure 1.
This model is parametrized by two nondimensional numbers. The first is the aspect
ratio H/R where R is the radius and H and the mean height of liquid (or more properly
237
4the height of liquid in absence of rotation). The second is the Froude number defined
as
F = Ω
√
R/g, (1)
where g is the acceleration of gravity and Ω the angular velocity of the plate (in rad/sec,
so Ω = 2pif with f the frequency). Depending upon these parameters, three cases have
to be distinguished. First, if the rotation rate is fast enough, the fluid follows the
potential rotation law V (r) ∼ 1/r and always rotates slower than the plate. In this
case, which will be referred here as Dry-Potential (DP ; figure 1c), the results of TMBF
remain unchanged. Reducing the rotation rate, keeping the potential model leads to
the prediction of an inner zone in which the flow rotates faster than the plate. This
unphysical feature, which was noted in a supplementary online material linked to TMBF,
is corrected here by assuming that in this inner zone the flow rotates as a solid body
with the angular velocity of the plate. Depending on the rotation rate, this inner region
may be limited and still encircle a dry region (Dry-Composite or DC case ; figure 1b),
or extend to the center and cover the whole plate, (Wet-Composite or W case ; figure
1a).
We will use ξ as the radius of the dry region (with ξ = 0 for case W), x as the
radius of the solid-body rotation core (or more rigorously the radius where the velocity
predicted by the potential law matches with that of the plate, which is outside of the
flow in case DP), ζ = z(R) as the height of liquid at the wall of the container, and
z0 = z(0) as the height at the center (for case W).
The angular velocity law is given by :
V (r) =
{
Ωr for ξ < r < x
Γ/(2pir) for x < r < R.
(2)
The corresponding shape of the free surface can be deduced in a classical way from
the computation of the pressure field, and is given in the three cases by :
Case DP : z(r) =
1
2g
(
Γ
2piR
)2(
R2
ξ2
− R
2
r2
)
. (3)
Case DC : z(r) =
{
Ω2
2g
(r2 − ξ2) for ξ < r < x
Ω2
2g
(x2 − ξ2) + 1
2g
(
Γ
2pi
)2 ( 1
x2
− 1
r2
)
for x < r < R.
(4)
Case W : z(r) =
{
z0 +
Ω2
2g
r2 for 0 < r < x
z0 +
Ω2
2g
x2 + 1
2g
(
Γ
2pi
)2 ( 1
x2
− 1
r2
)
for x < r < R.
(5)
The model is thus characterized by three parameters, namely [Γ, x, ξ] (or [Γ, x, z0] for
case W) which have to be determined as function of the control parameter, which is
the rotation rate of the plate Ω. Three equations are thus needed to solve. The first is
provided by the continuity of the flow at r = x, namely:
Γ
2pix
= Ωx. (6)
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Figure 2. Characteristics of the composite model for (a) H/R = 0.3, and (b)
H/R = 0.6, as function of the plate’s Froude number. Upper plots : non dimensional
circulation in the potential zone Γ = (Γ/2pi
√
gR3) ; middle plots : ξ/R (plain, red)
and x/R (dashed, blue) ; lower plots : ζ/R (plain, red) and z0/R (green). The dashed
vertical lines indicate the separation between the three regimes (W, DC and DP), and
the thin dotted lines correspond, to the prediction of the previous model by Tophøj et
al (2013) which does not include a solid-body rotation zone.
The second one corresponds to the conservation of volume:∫
rz(r) 2pidr = piHR2 (7)
Finally, the third equation is taken as a balance of angular momentum, following the
original idea of TMBF. This idea consists of equaling the accelerating torque due to the
friction of the fluid with the plate (in the potential region) to the decelerating torque
due to the friction with the wall. Assuming the boundary layers to be of turbulent type
and modeling the skin friction as a quadratic drag leads to the following equation :∫ R
max(x,ξ)
(
r2
x2
− 1
)2
dr = ζ, (8)
where the lower bound of the integral is x in cases DC, W and ξ in case DP. Note that
in cases DC and W, the inner zone (for r < x) gives no contribution to the skin friction
since the flow and the plate rotate at the same angular velocity, thereby correcting a
flaw of the TMBF model (see also supplementary online material of TMBF).
Figure 2 shows the characteristics of the model as function of F for two values of
H/R, namely : the nondimensional circulation Γ, the radius of the dry region ξ (for
cases DC and DP), the radius of the solid-body rotation core x, the height of liquid at
the outer bound ζ = z(R) and at the center z0 = z(0) (for case W). For high values of
F , the Dry-Potential model of TMBF remains relevant. When the Froude number is
decreased, a first transition occurs for a value F = FC where x = ξ (see middle plots).
Below this threshold, the Dry-Composite case is relevant, down to F = FW where z0 = 0
(see lower plots) where the transition to the Wet-Composite case occurs. In all plots,
the black dotted lines are the predictions from the original model of TMBF which is no
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6longer relevant in the W and DC cases. It is interesting to see that the circulation is
almost the same in the original model ; on the other hand the radius ξ of the dry core
substantially differs. Note that the radius of the solid-body rotation core x is almost
constant, and in all cases in the range [0.5; 0.6].
2.2. The simplified ”toy model”
In the sequel, we will investigate the stability of this flow through a simplified model.
Following the original idea of TMBF, this ”toy model” consists of restricting the flow to
a narrow channel along the boundaries, as indicated by the dashed lines in figure 1. In
the DP case (figure 1c), this ”toy model” is identical as that of TMBF, and consists of
two two-dimensional manifolds : a vertical cylindrical layer (segment BC) and a circular
annulus (segment AC). In the two other cases, the latter region reduces to segment XC,
and we add a third two-dimensional region, which is either an open annulus (case DC ;
segment AX) or a full circle (case W ; segment OX).
3. Stability analysis
3.1. Flow expansion and matching conditions
For the stability analysis, we suppose that the flow is perturbed by a small perturbation
of azimuthal wavenumber m and frequency ω. The positions of the upper free surface,
the inner free surface, and the solid body rotation core are thus considered in the
following way :
z = ζ + ζ1e
i(mθ−ωt), (9)
r = ξ + ξ1e
i(mθ−ωt), (10)
r = x+ x1e
i(mθ−ωt), (11)
with  a small parameter. In the two vertical layers and the outer horizontal layer, the
perturbation can be considered as potential, and is taken as follows :
φc = 
(
K1(r/R)
m +K2(r/R)
−m) ei(mθ−ωt) (z = 0; r ∈ [x,R]) (12)
φg = 
(
K3e
mz/R +K4e
−mz/R) ei(mθ−ωt) (r = R; z ∈ [0, ζ]) (13)
In the inner, solid-body rotation layer, as the base flow is rotational, the
perturbation cannot be assumed as potential. Instead, we work with the pressure,
which is the solution of Laplace equation ∆p = 0, and can be taken as :
p(r) = 
(
K5(r/R)
m +K6(r/R)
−m) ei(mθ−ωt) (z = 0; r ∈ [ξ, x]). (14)
One should note that this approach, although not potential, is still inviscid. The velocity
is defined as u = ur(r)e
i(mθ−ωt)er + uθ(r)ei(mθ−ωt)eθ, and the components are deduced
from :
ur =
i
ρ(λ2 − 4)Ω
[
2mp
r
− λ∂p
∂r
]
, (15)
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7uθ =

ρ(λ2 − 4)Ω
[
λmp
r
− 2∂p
∂r
]
, (16)
where λ is the non dimensional frequency in the rotating frame, defined as
λ =
ω −mΩ
Ω
. (17)
This derivation is standard, and can be found for instance in Saffman (1992).
We now have to write down the equations which connects the layers. The condition
at the corner C is the same as in TMBF, namely:
K1 = K3;K2 = K4. (18)
At the free surface (point B), the kinematic and dynamic boundary conditions are
(using the Bernoulli equation for the latter):
i(mΩR − ω)ζ1 = ∂φg/∂z; i(mΩR − ω)φg + gζ1 = 0, (19)
where ΩR = Γ/(2piR
2). Eliminating ζ1, the two latter can be combined in a single
equation :
(mΩR − ω)2φg = g∂φg/∂z. (20)
The matching at point X (for cases DC and W) leads to the following conditions :
∂φc/∂r = ur = i(mΩR − ω)x1; p = −i(mΩ− ω)φc. (21)
Finally, the free-surface conditions at point A (for case DC) lead to :
i(mΩR − ω)ξ1 = ur; p+
(
∂P
∂r
)
r=ξ
ξ1 = 0, (22)
Where P (r) is the pressure of the base flow, linked to the azimuthal velocity V (r)
given in equation (2) through the centrifugal balance ∂P/∂r = V 2/r. The boundary
conditions at point A can eventually be combined in a single one :
i(mΩ− ω)p+ gξur = 0; with gξ =
(
∂P
∂r
)
r=ξ
= ξΩ2. (23)
Solving the stability problem now means finding the values of ω for which
a nontrivial set of the coefficients [K1, K2, K3, K4, K5, K6, ζ1, ξ1, x1] is possible.
Technically, this requires writing the matching conditions in matrix form; the
determinant of the matrix thus provides the dispersion relation D(ω) = 0 whose roots
are the possible frequencies (or eigenvalues). We will investigate separately the three
possible cases depicted in figure 1, plus an additional interesting case.
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83.2. Dry-Potential case
This case is the one treated by TMBF ; here the inner zone and the coefficients K5, K6
are not relevant, and the boundary condition at point A (equation 23) has to be replaced
by
(ω −mΩξ)2 φc(ξ) = −gc ∂φc
∂r
∣∣∣∣
r=ξ
, (24)
where Ωξ = Ω(x/ξ)
2, and gc = ξΩ
2
ξ .
The dispersion relation can then be written in the following compact form :
Dcp(ω)Dgp(ω) =
m2g gc
ξR
(K2 − 1), (25)
with
K =
1 + e−2mζ/R
(
ξ
R
)2m
1− e−2mζ/R ( ξ
R
)2m , (26)
Dcp(ω) = (ω −mΩξ)2 − gcmK/ξ, (27)
Dgp(ω) = (ω −mΩR)2 − gmK/R. (28)
This dispersion relation is written in wave interaction form, as it takes the form of
the product of two dispersion relations describing two types of waves, coupled by a small
parameter. The dispersion relation Dgp is readily recognized as the dispersion relation
for gravity waves. It has two branches of solutions ω = mΩR±
√
gmK/R, (noted waves
G+ and G− in the following), which propagate in opposite way with respect to the frame
of reference rotating with the flow at r = R. In the fixed frame, this means that the
wave G+ rotates faster than the flow while G− is retrograde (i.e. rotates slower, or in
the opposite direction). The dispersion relation Dcp was identified by TMBF as the one
describing centrifugal waves, which are surface waves for which the role of the restoring
force is played by centrifugal acceleration. The two solutions ω = mΩ ±√gcmK/R
(noted waves C+ and C−) rotate respectively faster and slower than the flow, but now
at r = ξ.
TMBF investigated the possible resonances, which correspond to situations where
two waves have the same frequencies. Following Cairns (1979), such resonances lead to
instability whenever the two interacting waves have energies of opposite sign; the wave
energy (in the sense of Cairns) being defined as ∂D/∂ω. It can be verified that the
wave energy is positive for branches G+, C+ and negative for branches G−, C−. Hence
the criterion is met for the pair of waves (G+, C−) which effectively intersect. This
wave interaction was proposed by TMBF to be at the origin of the rotating polygon
instability.
3.3. Wet-Composite case
This case corresponds to ξ = 0. In this case, the matching conditions at the inner surface
have to be replaced by the simpler condition K6 = 0, which requires the solution to be
bounded at r = 0.
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9The dispersion relation can be factorized into the following expression :
Dgw(ω)Dkw(ω) +
2Ωmg
R
e−2mζ/R
( x
R
)2m
= 0. (29)
with
Dgw(ω) = (ω −mΩR)2 −mg/R, (30)
Dkw(ω) = ω − Ω
(
m− 1− e−2mζ/R(x/R)2m) . (31)
Again this dispersion relation takes a wave interaction form. The first part Dgw(ω)
still describes gravity waves (noted G+ and G−), while Dkw(ω) describes a single wave
which is recognized as the Kelvin-Kirchoff waves (noted KK); namely the oscillation of
a two-dimensional Rankine vortex. This can be recognized by noting that in the case
where R and/or ζ is large, the frequency tends to the classical result ω ≈ (m − 1)Ω
which is the oscillation frequency of a Rankine vortex in an infinite space (see Saffman
1992 for instance). §
We can again investigate the possible resonances using the Cairns (1979) theory.
Here, the KK wave is found to rotate slower than the vortex core, and to have negative
energy. Hence an unstable resonance involving waves G+ and KK appears possible.
3.4. Dry-Composite case
This third case is a bit more complex, but the dispersion relation can still be written in
wave-interaction form:
D(ω) = Dgd(ω)Dkcd(ω) + e
−2mζ/R
( x
R
)2m
Kd(ω) = 0 (32)
with:
Dgd(ω) = (ω −mΩR)2 − gm/R, (33)
Dkcd(ω) = −λ3 + (1− a)λ2 + (m+ 2− 2a)λ+m(1− a), (34)
Kd(ω) =
[
(ω −mΩR)2 + gm/R
]
(35)
× (−aλ3 + (1− a)λ2 + (ma− 2a+ 2)λ+m(a− 1)) .
(here a = (ξ/x)2m).
Here, along with the gravity waves (G+, G−) described by Dgd(ω), the system
displays new kinds of waves described by the relation Dkcd(ω). This relation has three
roots which are always real, and noted KC1, KC2 and KC3 (in order of increasing
frequency). The structure of these waves will be described further in section 4.3; as
§ Note that the oscillations of a Rankine vortex in a bounded space were also studied by Vatistas
et al (1994) who gave a dispersion relation with a slightly different form compared to (31), namely
: Dkw′(ω) = ω − Ω
(
m− 1 + (x/R)2m). The differences are due to (a) the presence of the vertical
layer which was not included in Vatistas et al (1994), and (b) to the fact that non-interacting problem
leading to (31) actually corresponds to a zero-pressure boundary condition at the outer surface, instead
of a non-penetration condition as in Vatistas et al (1994).
243
10
we will see they combine the characteristics of centrifugal and Kelvin-Kirchhoff waves,
hence the designation. It is found that two of them (KC1, KC2) are retrograde with
respect to the vortex core and have negative energy, while the third one (KC3) rotates
faster than the vortex core and has positive energy. We hence anticipate the possibility
of resonances involving G+ and either KC1 or KC2.
3.5. The solid-body rotation case
Before presenting the results, we briefly discuss the predictions of our stability approach
in the case where the flow is in solid body rotation, with a dry core in the center.
This situation is not encountered in our model, but it was proposed to be a relevant
description of the flow in some previous studies (Mougel et al 2014 ; Amaouche et al
2013) .
This case is obtained by setting x = R in equation (32). This equation still describes
the interaction between two gravity waves and three KC waves. However, in that case,
since the angular velocities of the flow at the inner (point A) and outer (point B) surfaces
are the same, all waves with positive energy (namely G+ and KC3) are located in the
range ω > Ω, while all waves with negative energy (namely G−, KC1 and KC2) are
located in the range ω < Ω. Hence, it is impossible to have a crossing between two
branches of opposite energies, which is the condition for instability according to Cairns
(1979) theory. We thus conclude that no instability is allowed by our model in that
situation.
Note that a study of a solid-body rotation with inner surface was conducted by
Amaouche et al 2013) who showed that this flow can stand large-amplitude deformations
under the form of nonlinear waves. However, our present analysis shows that in the
absence of any differential rotations, such patterns cannot spontaneously arise as the
result of an instability.
4. Results
4.1. Phase diagram
Figure 3, which constitutes the main result of our study, depicts the range of existence
of instabilities, for azimuthal wave numbers m = 1 to 5, as function of the two control
parameters H/R and F . It is first notable that the present model predicts a range of
instability for m = 1. This state is found to exist only in the ”dry-composite” case,
and for aspect ratios H/R comprised between 0.18 and 1.2. The range of instability for
m = 2 consists of two parts. The first is contained in the Dry-Composite region and
exists for 0.07 < H/R < 0.65. The second one arises for H/R > 1 and splits into two
branches; the lower rapidly enters the Wet region, while the upper one shifts upwards
and eventually reaches the Dry-Potential region (for H/R = 2, outside of the range of
the figure). For m = 3, the unstable region is a simply connected one; it starts from
H/R = 0.06 in the Dry-Composite region, and splits in two branches for H/R = 0.42,
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Figure 3. Parametric map of the unstable bands as function ofH/R and F = Ω
√
R/g.
The colored areas correspond to the regions of instability for m = 1 (light yellow) to
m = 5 (dark purple). The thick lines delimit the three regimes: Wet (lower region) ;
Dry-Composite (middle region) ; Dry-Potential (upper region).
the lower one entering the Wet region and the upper one moving towards the Dry-
Potential region. The case m = 4 is again different. Here the unstable region consists of
two parts. The first starts from H/R = 0.06 in the Dry-Composite region, and continues
into the Wet region for H/R > 0.29. The second part arises for H/R > 0.26 ; it then
splits into two branches, the lower one vanishing at the border of the Wet region for
H/R = 0.35 and the upper one continuing into the Dry-Potential region for H/R > 0.32.
The case m = 5 is qualitatively similar, and m ≥ 6 also lead to the same picture.
Compared to the predictions of the simpler model of TMBF, this diagram of states
is notably more complex. The latter study predicted that when increasing F , the
instabilities are found with increasing values of m, starting from m = 2. This picture
remains accurate in the upper part of the diagram corresponding to the ”Dry-Potential”
case. On the other hand, our study predicts that in the ”Wet” case the instability
bands occur in reversed order, i.e. the wavenumber (starting from m = 2) increases
as the Froude number is decreased. The picture in the intermediate ”Dry-Composite”
region is even more complex, with in some cases three ranges of instability for the same
wavenumber and the same value of H/R. Finally, another notable difference is the
prediction of instabilities with m = 1, a situation which was not possible in TMBF. In
practice, a perturbation with m = 1 corresponds to a ’monogon’, or more properly to a
precession of the dry core as a whole.
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4.2. Study of branch interactions
To explain the complex features observed in figure 3, we will now investigate the solutions
of the eigenvalue problem as function of F , for selected values of m and H/R (figures
4 and 5). In section 3.2, we have shown that the dynamics can be interpreted as an
interaction between two families of waves. The first family is the gravity waves, which
exist in the three regimes, and consist of two branches, noted G+ and G−. The second
family differs according to the regimes ; in the Wet regime there is a single wave called
KK; in the Dry-Composite case there are three, noted KC1, KC2, KC3; in the Dry-
potential there are two, noted C+ and C−. We will show that the way these various
branches reconnect is responsible for the qualitative differences observed between the
various values of m in figure 3.
For m = 1, the branch KC1 connects the KK and C− branches, the branch KC2 is
disconnected, and the branch KC3 connects to the C+ branch. For H/R = 0.3 (figure
4a), the branch G+ intersects the branch KC2, giving rise to instability in the center
of the ”Dry-Composite” area. As the Froude number is varied, the respective positions
of these two branches are modified. For instance, for H/R = 1.5 (figure 4b), the lower
termination point of the KC2 branch passes above the G+ branch. This explains why
instability is no longer possible, and why the instability region in figure 3 ends up at the
W/DP boundary. Similarly, for smaller H/R (not shown), the upper termination point
of the KC2 branch passes bellow the G+ branch, explaining the vanishing of the unstable
region at the DC/DP boundary. Note that in figure 4b an interaction also occurs along
the G− and KC1 branches ; however here the Cairns criterion is not verified as both
waves have negative energy. Accordingly, the resonance is stable and the branches avoid
each other.
For m = 2, the branches are connected in the same way as for m = 1, and for
H/R = 0.5 (figure 4c), the instability likely corresponds to interaction between G+ and
KC2 branches. For H/R > 0.65, the KC2 branch displaces upward and the branches
no longer intersect (as for m = 1 in figure 4b), explaining the vanishing of the unstable
region. However, when H/R is further increased, the branch KC1 rises up and intersects
twice with the G+ branches, as illustrated by figure 4d for H/R = 1.3. This explains
the recovery of instability and the subsequent splitting into two regions.
For m = 3, unlike the previous case, both KC1 and KC2 branches are connected
with the KK branch at the W/DC boundary. For H/R = 0.3 (figure 5a), the instability
corresponds to interaction between G+ and KC2 branches. For H/R = 0.44 (figure 5b),
the G+ branch interacts with both the KC1 and KC2 branches, explaining the widening
of the unstable region observed in figure 3. When H/R is further increased, the unstable
region splits in two parts, the first one entering the Wet region and involving the G+
and KK branches, the second one involving G+ and KC1 (which latter becomes branch
C− when entering into the DP region).
For m = 4 (and higher values of m), the branches are connected differently at the
W/DC boundary, as now the continuation of branch KK is branch KC2, while branch
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Figure 4. Eigenvalues (real and imaginary parts) for m = 1 and 2, and selected
values of H/R. The dashed vertical lines indicate the transitions between the three
regimes ( W / DC / DP ). The branches along which an unstable interaction is possible
(G+, C−,KC1,KC2,KK) are indicated in red; the others in black (note that branches
C+ and KC3 are outside of the range of the plots in most cases). The non-interacting
branches (i.e. roots of the dispersion relations Dgp, Dcp, etc...) are in dotted lines ;
note that the latter are hardly distinguished from the roots of the coupled system in
most cases, except for m = 1. In the plots, ωr and ωi are nondimensionalized with√
g/R.
KC1 is disconnected. At low values of F , the instability first occurs as interaction
between G+ and KC2, and this branch smoothly continues as a G+/KK interaction
when entering into the Wet region. For H/R = 0.28 (figure 5c), the branch KC1 moves
upwards, and interacts twice with the G+ branch, explaining the onset of the second
instability region composed of two branches observed in figure 3. Increasing further the
height to H/R = 0.4 (figure 5d), the upper branch continues into the DP region, as the
KC1 branch continues into the C− one, but the lower branch vanishes at the DC/W
boundary, as the KC1 branch is disconnected.
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Figure 5. Eigenvalues (real and imaginary parts) for m = 3 and 4, and selected values
of H/R. Same legend as in figure 4.
4.3. Mode structure
Finally, we show in figure 6 a 3D reconstruction of the structure of some of the
eigenmodes predicted by our model. The location of the upper and lower free surfaces
are taken from equations (9-11). The overall amplitude  is arbitrary and chosen for
visual convenience, but the ratio of amplitudes and phase shifts between the waves at
the three surfaces are respected.
The three plots in the upper row illustrate the structure of the pure waves for a set
of parameters located away from any resonance, namely (m = 3, H/R = 0.25, F = 1.3)
(see figure 5(a)). It can be noted that for wave KC1 (plot 6a) the deformation of the
inner free surface and of the solid-body rotation core are in phase. The structure of
the wave KC3 (not shown) is very similar. This property indicates that these waves
are mostly influenced by centrifugal effects at the inner surface, and that the solid-body
rotation region mostly follows the dynamics imposed by the inner surface in a passive
way. This interpretation is consistent with the fact that, at the DC-DP transition, the
waves KC1 and KC2 always continuously reconnect with the centrifugal waves C− and
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 6. Illustration of the structure of some eigenmodes. The dashed circles indicate
the mean position of each surface.The parameters for the cases displayed are as follows:
(a) m = 3, H/R = 0.25, F = 1.3 (KC1 wave). (b) m = 3, H/R = 0.25, F = 1.3 (KC2
wave). (c) m = 3, H/R = 0.25, F = 1.3(G− wave). (d) m = 3, H/R = 0.25, F = 1.5.
(e) m = 3, H/R = 0.5, F = 1.57. (f) m = 3, H/R = 0.5, F = 2.64. (g) m = 1,
H/R = 0.3, F = 1.85. (h) m = 2, H/R = 0.5, F = 1.9. (i) m = 4, H/R = 0.5, F = 1.
C+ . The structure of the KC2 wave (plot 6b) is markedly different, as the deformation
of the inner surface and core boundary are out of phase. This indicates that for this
wave, centrifugal effects at the inner surface and vorticity dynamics within the solid-
body region are both essential to explain the properties of this wave. Thus, this wave
is really of an hybrid nature. This is consistent with the fact that this wave vanishes at
the DC-DP transition. Plot 6(c) illustrates the structure of the wave G+ for the same
set of parameters ; this one hardly induces any motion at the inner surface.
The three plots in the middle row illustrate some unstable modes for m = 3.
Plot 6(d) is for H/R = 0.25 where there is a single interval of instability for m = 3,
corresponding to a resonance between KC2 and G+ branches (see figures 3 and 5a).
The signature of the wave KC2 is visible in this mode, the deformation of the inner free
surface and of the solid-body rotation core being out of phase. Note that the deformation
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of the upper surface has a pi/2 phase shift with respect to the two latter. The two next
plots are for H/R = 0.5 where the interval of instability splits into two bands (see
figures 3 and 5b). Plot 6(e) corresponds to the unstable mode found in the upper band,
and corresponds to resonance between G+ and KC1 waves. Plot 6(f) shows the mode
found in the lower band, which belongs to the Wet regime. This one corresponds to an
interaction between G+ and KK waves.
Finally, the three plots in the lower row illustrate sample modes for other values
of the azimuthal wavenumber. Plot 6(g) shows an example of an unstable mode for
m = 1. The structure is a ”monogon” characterized by out-of phase oscillations of the
inner surface and solid-body rotation core, thereby indicating the presence of wave KC2
(in accordance with figure 4(a)). Plot 6(h) shows an elliptical mode with m = 2, also
caused by interaction of waves KC2 and G+ (see figure 4(c)). Finally, plot 6(i) displays
a square (m = 4) wet mode, caused by interaction of waves KK and G+ (see figure 5d).
5. Discussion
5.1. Effect of the azimuthal wavenumber
We have seen that in each of the three regimes (DP, DC, W), instabilities are found in
narrow bands of the [F,H/R] diagram, and that their occurrence can be explained as a
resonance between waves belonging to different families and affecting different regions of
the flow. However, the nature of the waves involved in the resonance and the dependence
with the azimuthal wavenumber m of the range of instability is very different in each
of the three regimes. In this section we summarize the properties of the unstable mode
in each of the three regimes, and look for arguments to explain the dependency with
respect to the azimuthal wavenumber m.
For strong rotations (Dry-Potential case), the instability is due to the interaction of
a gravity wave affecting the upper free surface, and of a centrifugal wave, affecting the
inner free surface. When increasing F , the instabilities are found with increasing values
of m, starting from m = 2, a feature in good accordance with the order of apparition of
the polygons in experiments. To explain this trend, we consider how the uncoupled waves
behave when both F and m are assumed to be large. First, the gravity wave G+ given by
(28) can be approximated at leading order as ωG+ = mΩR+
√
mgK/R ≈ mΩR: the term
involving gravity becomes negligible with respect to the term associated to rotation (in
other words, the gravity wave becomes almost stationary in the frame rotating with the
upper surface). On the other hand, the leading order approximation of the centrifugal
wave is ωC− ≈ (m−
√
m)Ωξ. Equating both these leading orders leads to
ΩR/Ωξ ≈ (1− 1√
m
).
So, for large m, the condition for resonance requires the ratio of rotation rates at both
surface ΩR/Ωξ to be very close to 1, and thus, as ΩR/Ωξ = (ξ/R)
2, the inner surfaces
ξ has to be very close to the cylinder wall R. Such conditions are only met for large
250 ANNEXE E. GENERATION OF THREE-DIMENSIONAL PATTERNS
17
Froude numbers, when the flow is strongly pushed against the vertical wall by centrifugal
effects.
For weak rotations (Wet case), the mechanism is different, and now involves the
interaction of a Kelvin-Kirchhoff wave corresponding to a deformation of the boundary
of the vortex core with the gravity wave. Interestingly, the bands of instability in this
regime occur in reversed order, and their location is almost independent of the value
of H/R. This can also be understood by looking at the behavior of the frequencies
of the uncoupled waves for large m. Here, the leading order of the gravity wave is
ωG+ = mΩR +
√
mgK/R ≈ mΩR + Ω
√
m/F , and the leading order of the KK wave is
ωKK = (m− 1)Ω. Equating the two leading orders lead to
F ≈ 1
[1− (ΩR/Ω)]
√
m
.
Now, according to figure 2, the ratio ΩR/Ω = (x/R)
2 is almost independent of H/R
and F in all the wet regime, with value ΩR/Ω ≈ (0.6)2. The formula given above thus
explains both the inverse dependency with m of the Froude corresponding to resonance,
and the almost independence with respect to H/R.
The situation in the Dry-Composite case is, at fist glance to figure 3, far more
complex. However, there are actually only two kinds of resonances. The first type is
found along the instability bands which enter the Dry-Composite range from above,
as a continuation of the unstable bands existing in the Dry-Potential range. These
instabilities involve the KC1 waves, whose structure, characterized by in-phase motion
of the inner surface and the vortex boundary, is actually very close to that of the
centrifugal waves (see e.g. figure 6e).
The second type of instabilities in the Dry-Composite case involve the KC2 waves.
The latter are always characterized by substantial deformation of the vortex core (see e.g.
figure 6a), and are thus more related to the KK waves existing in the Wet regime. The
general organization of the unstable bands is also more akin to that in the Wet regime,
with almost horizontal bands occurring in reverse ordering. However, the connection
between KC2 and KK waves only exists for m ≥ 3. The cases m = 2 and m = 1
are thus a bit particular, with a vanishing of the band corresponding to this type of
instability at the DC/W connection.
5.2. Comparison with experiments
We now discuss the relevance of our theoretical predictions with respects to available
experimental results.
The relevance of the interaction between gravity and centrifugal waves to explain
the polygonal patterns was already demonstrated in TMBF. The present study shows
that, although this interaction only occurs in its purest form in the Dry-Potential case,
it is still relevant in the upper half of the Dry-Composite range of the state diagram,
where there exist a type of composite waves (KC1 waves) which are qualitatively similar
to the centrifugal waves existing in the purely potential cases. This points gives us
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further confidence in the arguments of TMBF, by showing that the gravity/centrifugal
interaction mechanism is still accurate if the base flow presents an inner solid-body
rotation of limited extend.
A second striking prediction of our model is the existence of a new mechanism,
involving gravity and Kelvin-Kirchhoff waves, existing in its purest form in the Wet
regime. We propose this mechanism to be at the origin of the sloshing phenomenon
observed in experiments in the same range of parameters. The range of existence of
the sloshing phenomenon was particularly described in the experiments of Iga et al
(2014). In particular, the range of existence of the sloshing behavior with azimuthal
wavenumber m = 3 in figure 5 of Iga et al (2014) is strikingly similar to the range of
existence of the m = 3 ’Wet instability’ in our theoretical diagram (figure 3). In both
cases, the range is a very narrow band with nearly constant Froude number (F ≈ 1.8
in the experiment ; F ≈ 1.4 in our model). The bands also occur in the same range of
aspect ratios, namely H/R ∈ [.4, .9]. The range of existence of sloshing with m = 2 is
also well predicted by our model, namely F ≈ 3 and H/R = 1 while Vatistas1 (1990)
observed this state for F ≈ 2.8 and H/R ≈ 0.84, and Iga et al (2014) for F ≈ 3 and
H/R ≈ 0.9. Additional experiments should be conducted to confirm our interpretation
of the sloshing mechanism. First, our analysis predicts instability in the wet regime
for azimuthal wave numbers m ≥ 2, while only sloshing with m = 2 and m = 3 was
observed. One should thus check if sloshing with m ≥ 4 also occurs at lower values of F .
Secondly, our interpretation involves the existence of a Kelvin-Kirchoff wave propagating
along the boundary of the vortex core. This point should also be confirmed by detailed
velocity measurements, as such a motion is not directly visible at the free surface.
The predictions of our model in the intermediate, Dry-Composite case are more
puzzling. First, the situation for m = 2 is peculiar: the model predicts that
perturbations with this wavenumber are stable in the range H/R ∈ [0.7, 1], and that
below this rage H/R < 0.7 instabilities with m = 2 appear at higher Froude number
than the ones with m = 3. This is not consistent with experiments, where elliptical
patterns have the largest range of existence and always occur at lower Froude numbers
than the polygons with m ≥ 3. The prediction of instability with m = 1 is also puzzling,
as such a behavior was not observed in experiments with a rotating bottom. However,
one should point out that a ”monogon” pattern was actually observed by Bach et al
(2014) in a slightly different experimental setup in which both the bottom plate and the
outer vertical wall are put into rotation in a differential way.
5.3. Perspectives
In this work, we have studied the stability properties of the swirling flow in a cylindrical
tank with rotating bottom through a very simplified approach, which reduces the flow
to its very essential aspects by assuming that the whole motion occurs within a narrow
channel along the walls. Despite its extreme simplicity, this approach is able to predict
the onset of three-dimensional patterns at both large rotation rates (Dry-Potential case)
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and weak rotation rates (Wet case), to interpret them as wave-interaction phenomena,
and to explain their range of existence in a qualitative way.
In order to make these predictions more quantitative and to clarify the situation in
the range of intermediate rotation rates (corresponding to the Dry-Composite range of
the present model), we are now continuing this study using a global stability approach,
which fully retains the spatial structure of the base flow and of the perturbations.
Preliminary results were given in TMBF (for the potential flow) and in Mougel et al
(2014) for both the solid-body rotation case and the composite case. This approach
allows for a much larger diversity of waves (and hence of possible interactions). First,
each family of waves is actually composed of an infinite set, each described by a radial
wave number, instead of the 2 or 3 leading ones captured by the present model. These
waves are not described by the simple model explained in detail in the present paper
but preliminary results (Mougel et al 2014) show that some of them can resonate.
Secondly, when a zone in solid body rotation is retained, the global approach captures
two entirely new families of waves: first the ’topographic’ Rossby waves associated to the
radial variation of the liquid height and secondly the inertial waves due to the Coriolis
acceleration. Future efforts should also improve the modeling of the base flow, beyond
the simple potential and composite cases considered so far. In particular, the boundary
layers as well as the secondary flow should be incorporated into the base flow modeling.
Finally, the linear stability approach employed here can not explain some
important features associated with large-amplitude patterns. In particular the hysteresis
phenomenon associated to the transition between axisymmetric flow and elliptic pattern
(Tasaka and Iima 2009 ; Iga et al 2014), the recurrent behavior displayed by both the
”switching” and ”sloshing” phenomena, and eventually the large zone of existence of
the polygons compared to the stripes of instability seem to be due to non linear effects.
A theoretical study using a weakly nonlinear approach is underway, and the preliminary
results are promising.
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