We present a novel model named Integrated Latent Topic Model (ILTM), to learn and recognize natural scene category. Unlike previous work, which considered the discrepancy and common property separately among all categories, Our approach combines universal topics from all categories with specific topics from each category. As a result, the model is implemented to produce a few but specific topics and more generic topics among categories, and each category is represented in a different topics simplex, which correlates well with human scene understanding. We investigate the classification performance with variable scene category tasks. The experiments have shown our model outperforms latent-space methods with less training data.
Introduction
Scene classification is an important task in computer vision, which has received a lot of attention over the last five years. A good scene classification mechanism is valuable in image retrieval from databases since the understanding of the scene content can be used for efficient and effective database organization and browsing [1] . Scene is generally composed of several entities (car, house, door, tree, rocks. . .) organized in often unpredictable layouts. Hence, the content of images from a specific scene category exhibits a large variability. Scene category, such as coast, bedroom, forest and so on, means a particular scene type greatly rests on particular cooccurrences of a large number of visual components (named visterm in our paper), which are connected with semantic information (namely topic). As a result, finding models that are invariant and discriminative to cope with intra-category variations and to distinguish extra-category is the key issue of scene classification. Inspired by text analysis, many statistical models have been used to address this problem, such as topic model. A topic model was a generative model for images: it specified a probabilistic procedure by which images can be generated. To make a new image, one chose a distribution over topics. Then, for each visterm in that image, one chose a topic at random according to this distribution, and drew a visterm from that topic [2] . Based on cooccurrence of visterms from a finite codebook, topic model was able to associate visterms with a topic, which immediately attracted a considerable interest from the statistical machine learning and natural language processing communities. These techniques had been used for scene classification by [3] , [6] and object classification by Larlus et al. [5] .
Blei introduced a Dirichlet prior on topics attribution [4] , called Latent Dirichlet Allocation (LDA). LDA possesses fully consistent generative semantics by treating the topic mixture distribution as a k-parameter hidden random variable rather than a large set of individual parameters which are explicitly linked to the training set. LDA was topic model, which had been applied to object classification [5] and scene classification [3] . They were based upon the idea that images are mixtures of topics, where a topic was a probability distribution over words. Since there was no category information in LDA, all images had been represented in the same topic simplex, which did not conform to human cognitive habit and would influence its generalization ability. Fei-Fei et al. [3] proposed a Bayesian hierarchical model based on LDA model to learn and organize natural scenes. Their model (named Li-model in our paper) learned the topic distributions as well as the visterms distribution over the topic-set without supervision. But it also has a drawback like LDA, which used same topic simplex among all scene classes and had no consideration for their differences. Yingjun [6] proposed CC-LDA extended from LDA, in which the scene classcategory information had been put into topic inference by training each category desperately and each category had been represented by its own topic simplex. Although, CC-LDA had considered the discrepancy of extra-category and demonstrated its superiorities, CC-LDA omitted the common component of all categories to some extent.
Perronnin et al. had proposed adapted vocabularies [7] , by combining a universal codebook with a specific codebook. The universal codebook described the visterms of all the considered categories, while the category specific codebook were obtained by adapting the universal codebook to a category using specific data. Motivated by their thoughts, we proposed a generative model named Integrated Latent Topic Model (ILTM). Our approach tries to combine universal topics with specific topics. In our approach, topic is the semantic representation of visterms, which also represent image in low dimension space. As a result, the model is incited to produce a few but specific topics and more generic topics among categories.
The rest of the paper is organized as follows. Section 2
Copyright c 2009 The Institute of Electronics, Information and Communication Engineers presents the proposed model and the way to estimate, and explains how to use the model parameters to classify images. In Sect. 3 we present our experiment setting and results, and finally, the conclusions are drawn.
Our Model
Since α of the LDA model denoted the prior distribution parameter of all topics in the corpus, we assume that the combination of the part of topics from LDA decided by α and the special topics from CC-LDA will generate the adapted topic simplex to represent all image scenes in a more plausible way.
Model Descriptions
Images are represented as unordered sets of visual descriptors found by DoG (Difference of Gauss) detector and quantizes to visterms by K-means, which are the means of sparse SIFT vectors in a 128-dimensional space. Position and scale of these descriptors in the image are discarded. A classic representation theorem due to de Finetti (1990) establishes that any collection of exchangeable random variables has a representation as an infinite mixture distribution. If we wish to consider exchangeable representations for image and visterms, we need to consider mixture models that capture the exchangeability of both visterms and images. Therefore we construct the model named ILTM, which allows visterms and topics to be allocated repeatedly in images. In our model, image is a representation of possible topic set, which themselves produce N visterms, and visterms are the representations in SIFT descriptor space. Contrasting with classic LDA model in Fig. 1 (b) and CC-LDA in Fig. 1 (c) , the ILTM's graphic is displayed in Fig. 1 (a) . As the Fig. 1 (a) represents, the topic distribution is decided by α g and α c . Modeling an image with our models assumes it is built according to the following generative process:
1) Sampling θ in Dir(α g , α c ), where Dir denotes a Dirichlet distribution of hyper-parameters α g and α c , providing a distribution over the latent topics. The Dirichlet prior α (including α g and α c ) can be interpreted as forces on the topic combinations with higher α moving the topics away from the corners of the simplex, leading to more Fig. 1 (a) ILTM model, (b) LDA model [4] , (c) CC-LDA [6] .
smoothing [2] .
The parameter α g can be interpreted as a prior observation count for the universal topics sampled in all images, while α c is responsible for the distribution over the special category topics.
2 (p(z i )) . The resulting distribution on visterm in the image is given as follows:
Compared to [3] , [4] , [6] , our model has special layers responsible for the distribution of latent topic and the generation of visterms. These layers are the key parts of our model as they allow learning topics in the cognitive way of human being.
Model Estimation
Learning the model consists in likelihood maximization, which is done by estimating the optimal parameters α, β, z and θ for a given set of images. Hyper-parameters α and β play important role, as they allow, by using particular values, to control how topics and visterms distribution can be sparse and therefore specialized [8] .
The Eq. (1) is intractable due to the coupling between α and β in the summation over topics. Since α c and β c are non-correlated with α g and β g , we estimate them into two processes, and simplify the model by the variational inference algorithm, whose posterior approximate model of the variational distribution is represented in Fig. 2 .
Firstly, we estimated the prior parameters α c and β c for each category. Then, the prior parameters α g and β g are inferred for whole dataset. At last γ c and γ g also are combined linearly to represent image in the integrated topic simplex. The parameters α and β can be optimized by minimizing the Kullback-Leibler divergence between the variational distribution q(θ, z|γ, ϕ) and the true posterior p (θ, z|W, α, β, c) . So the Eq. (1) can be replaced approximately by log likelihood L(γ, φ; α, β) in Eq. (2). 
Classifying Images
After the iterative computation in EM algorithm, we can obtain the α and β parameters in the training process. Since γ is image-specific, we view the Dirichlet parameter γ as representation of image in the integrated topic simplex. We get the combined γ c computed with each category parameters in Eq. (3). Furthermore α g defines relative length of topics in all scene categories; the front part of descendent sorted α g also defines the most universal latent topics in corpus, which also decided corresponding topics of image representation of γ g .
In our work, gamma is linearly constructed by γ c and part of γ g , whose elements sum to one, as shown in the Eq. (4). After constituted by γ c and γ g , the Dirichlet parameter γ represent image in integrated topic simplex. We compute γ for each image, train a support vector machine (SVM) classifier on these values, and to classify the test data at last.
Experimental Results
The section assesses the superiority of the integrated topic simplex built by the proposed method. Multi-class classification experiments are done with a SVM trained using the one-versus-one rule with poly kernel.
Datasets and Experimental Setting
Our dataset is composed of fifteen scene categories came from [9] . In order to compare with the approach of [3] , we choose same 13 categories, and 4 categories to evaluation our model. Each scene category is split randomly into two separate set of images. All experiments are operated with randomly selected training and test images, and We perform all processing in grayscale, even when color images are available. The framework between our method and [6] is basically same, but model learning and discrimination. Because of the limited space, the different parts are displayed in the Fig. 3 .
Image Categorization
The size of topic set is important parameter for CC-LDA [6] and LDA [4] , we choose varied topic number for the ILTM model to construct the integrated topic simplex. On the base Fig. 3 The flow chart of ILTM discrimination.
Fig. 4
The performance curve for varied topic size of universal topics to combine in 13 categorizations task. of CC-LDA, we choose 10 topics for 13 categories classification task, and 15 topics for 15 categories classification task in special topics simplex, considering the intra-category difference. Furthermore, the size of universal topic set for all categories also plays an important role in the classification task. Since there is no applicable way to get the accuracy number, what we can do is experiment. From left curve of Fig. 3 , we can get best performance when universal topics are 90 topics, in 13 categories task. Although using more topics for universal topics can get same performance, but it also sacrifices the efficiency. In addition, the number of elements in γ g , combined with γ c , also exerts effects to extent. We can infer that the number of elements isn't positive with the performance, because the first 55 of γ g combined with γ c gets the best, displayed in the right curve of Fig. 4 . The average true rate of performance of our model is 53.4615% for 13 categories task. The performance is quoted from the average of the confusion table similar to Fei-Fei [3] . Our performance is better than Li-model, they just got 52.2% for the same task. From Fig. 5 , the best per- formance comes from forest scene and the worst comes from kitchen scene, because forest scene has more monotone texture and kitchen scene has more variation in style.
We also compare our model with CC-LDA and Limodel [3] in different tasks in Table 1 . In this experiment, we pick up 100 images randomly to learn and 100 images to recognize for each task. Although ILTM is inferior to CC-LDA for 4 categories task, it can get the best performance of 46.13% for 15 categories task and 53.46% for 13 categories task, which illuminates the dominance of ILTM. Because ILTM simultaneously considers the universal topics and specific topics, it is fit for more complicated task. In order to explain it, we list some classification examples, which are correctly classified by ILTM and misclassified by CC-LDA in Fig. 6 . Each row is same scene category and the right scene name is displayed on the first column.
Conclusion
We propose a new model to classify natural scene by constructing integrated topic simplex. Each scene can be represented with its category specified topics and universal topics, which is similar with the perception we humans have. Comparing with previous work [3] , [6] , we have demonstrated that our learning model can get better performance with fewer training images than other models. The dominant feature in our model is that it considers discrepancies and common attributes synthetically among datasets. However, the size of universal topics for all categories and special topics for each category is empirically decided, so we will conduct further research to get a best solution to infer the accurate value to improve the performance in future work.
