Let M (1) be the vertex operator algebra with the Virasoro element ω associated to the Heisenberg algebra of rank 1 and let M (1) + be the subalgebra of M (1) consisting of the fixed points of an automorphism of M (1) of order 2. We classify the simple weak M (1) + -modules with a non-zero element w such that for some integer s ≥ 2, ω i w ∈ Cw (i = ⌊s/2⌋ + 1, ⌊s/2⌋ + 2, . . . , s − 1), ω s w ∈ C × w, and ω i w = 0 for all i > s. The result says that any such simple weak M (1) + -module is isomorphic to some simple weak M (1)-module or to some θ-twisted simple weak M (1)-module.
Introduction
Let V be a vertex operator algebra and G a finite automorphism group of V . One of the main problems about V G is to describe the V G -modules in terms of V and G. It is conjectured that under some conditions on V , every simple V G -module is contained in some simple g-twisted V -module for some g ∈ G (cf. [5] ). Let M(1) be the vertex operator algebra associated to the Heisenberg algebra of rank 1 and let M (1) + be the subalgebra of M(1) consisting of the fixed points of an automorphism θ of M(1) of order 2 (see (2.12) ). The conjecture above is confirmed for many examples including M (1) + (cf. [1, 9, 10, 11, 22, 23] ). In those examples, they classify the simple V G -modules directly by investigating the Zhu algebra, which is an associative C-algebra introduced in [24] , since [24, Theorem 2.2.1] says that for a vertex operator algebra V there is a one to one correspondence between the set of all isomorphism classes of simple N-graded weak V -modules and that of simple modules for the Zhu algebra associated to V , where we note that an arbitrary V -module is automatically an N-graded weak V -module.
We now turn to non-N-graded weak V -modules. The conjecture makes sense even for non-N-graded weak V -modules, however it has not been confirmed for any example so far since no useful tool like the Zhu algebras is known for these modules. In this paper we confirm this conjecture for a class of simple non-N-graded weak M (1) + -modules defined by using Whittaker vectors for the Virasoro algebra as explained below.
Whittaker modules (Whittaker vectors) are non weight modules defined over various Lie algebras, first appeared in [3] for sl 2 . They are defined and studied for all semisimple finite-dimensional complex Lie algebras in [16] , for the Virasoro algebra in [21] and [20] , and for the affine Kac-Moody algebra A (1) 1 in [2] . Whittaker modules for the Virasoro algebra also appear in the study of two-dimensional conformal field theory in physics(cf. [14] , [15] ). Whittaker modules for a vertex operator algebra V are not defined in general, however, we note that for the Virasoro element (the conformal vector) ω of V , ω n+1 = L(n), n ∈ Z satisfy the Virasoro algebra relations (cf. [17, (1.3.4) ]). Thus, based on the definition of Whittaker vectors for the Virasoro algebra in [20, 21] , it is natural to define Whittaker vectors for ω as follows: for a weak V -module M, a non-zero element w of M is called a Whittaker vector for ω if there exists an integer s with s ≥ 2 and λ = (λ ⌊s/2⌋+1 , λ ⌊s/2⌋+2 , . . . , λ s ) ∈ C s−⌊s/2⌋ with λ s = 0 such that
where ⌊s/2⌋ = max{i ∈ Z | i ≤ s/2}. We call λ the type of w.
The following is the main result of this paper, which implies that any simple weak M(1)
+ -module with at least one Whittaker vector is isomorphic to some simple weak M(1)-module or to some θ-twisted simple weak M(1)-module. Namely, the conjecture holds for such simple weak M (1) + -modules. 
Here, M(1, ζ) are simple weak M(1)-modules defined in (2.7) and M(1, ζ)(θ) are simple θ-twisted weak M(1)-modules defined in (2.17). Let us explain the basic idea briefly. It is shown in [6, Theorem 2.7 (2)] that M (1) + is generated by the Virasoro element ω and homogeneous J ∈ M(1)
+ of weight 4. For these ω and J, we first find two relations on M(1)
+ with the help of a computer algebra system Risa/Asir. Using these relations and the Borcherds identity, we show that an arbitrary weak M(1) + -module M generated by a Whittaker vector w for ω as in the theorem is generated by w as a module for the Virasoro algebra associated to ω, and the actions of J on M are uniquely determined by the actions of ω on M. Thus, M is a Whittaker module for the Virasoro algebra in the sense of [20, 21] , and it follows by [21, Corollary 4.2] and [20, Theorem 7] that M is simple and is uniquely determined by the type of a Whittaker vector in M. Therefore M is isomorphic to one of the weak M(1)
+ -modules listed in the theorem which contains a Whittaker vector of the same type.
The organization of the paper is as follows. In Section 2 we recall some basic properties of the vertex operator algebra M(1) associated to the Heisenberg algebra of rank 1 and its weak modules. In Section 3 we give a proof of Theorem 1.1.
Preliminary
We assume that the reader is familiar with the basic knowledge on vertex algebras as presented in [4, 13, 17] .
Throughout this paper, N denotes the set of all non-negative integers, C × = {z ∈ C | z = 0} and (V, Y, 1, ω) is a vertex operator algebra. Recall that V is the underlying vector space, Y (−, x) is the linear map from V ⊗ C V to V ((x)), 1 is the vacuum vector, and ω is the Virasoro element. A weak
for homogeneous a ∈ V , j ∈ N, and k ∈ Z. For i ∈ Z, define
In this section, we recall the vertex operator algebra M(1) associated to the Heisenberg algebra of rank 1, its automorphism θ defined in (2.12), the subalgebra M(1)
+ of M(1) consisting of the fixed points of θ, and (θ-twisted) weak M(1)-modules. Let H be a one dimensional vector space equipped with a nondegenerate symmetric bilinear form −, − . We take h ∈ H such that h, h = 1. Set a Lie algebrâ
with the Lie bracket relations
for α, β ∈ H and m, n ∈ Z. For α ∈ H and n ∈ Z, α(n) denotes α ⊗ t n ∈ H. Set two Lie subalgebras of H:
Let r be a non-negative integer. For an r+1-tuple ζ = (ζ 0 , . . . , ζ r ) ∈ C r+1 , Cu ζ denotes a one dimensional H ≥0 -module uniquely determined by
We take an H-module
where U (g) is the universal enveloping algebra of a Lie algebra g. Then, M(1) = M(1, (0)) has a vertex operator algebra structure with the Virasoro element
and M(1, ζ) is a simple weak M(1)-module for any ζ ∈ C r+1 . The vertex operator algebra M(1) is called the vertex operator algebra associated to the Heisenberg algebra
Since for i = r + 1, r + 2, . . . , 2r + 1,
u ζ is a Whittaker vector of type ( j,k∈N
for ω. If r ≥ 1 and ζ r = 0, then w is an eigenvector for ω 2r+1 with eigenvalue ζ 2 r /2 and hence M(1, ζ) is not an N-graded weak M(1)-module by (2.1). We also note that the map
is onto and the images of ζ, ζ ′ ∈ C r × C × under this map are equal if and
for i = r + 1, r + 2, . . . , 2r + 1. Let θ be an automorphism of M(1) of order 2 determined by
Set a Lie algebraĤ
for α, β ∈ H and m, n ∈ 1/2 + Z. For α ∈ H and n ∈ 1/2 + Z, α(n) denotes α ⊗ t n ∈ H. Set two Lie subalgebras ofĤ[−1]:
Let r be a positive integer. For an r-tuple
We take an
Here, for β 1 , . . . , β n ∈ H and i 1 , . . . , i n ∈ 1/2 + Z, we define
and set
The same argument as in [13 
As in the case of M(1, ζ), the map
is onto and the images of ζ, ζ ′ ∈ C r × C × under this map are equal if and only if ζ = ±ζ ′ .
We take the subalgebra M(1) + of M(1) consisting of the fixed points of θ:
It is shown in [6, Theorem 2.7 (2)] that M(1) + is generated by the Virasoro element ω and homogeneous
of weight 4. It is shown in [9, (3. 3)] that ω and J satisfies
We also have the following commutator formula for J i and J j (i, j ∈ Z) by using a computer algebra system Risa/Asir:
For u ζ ∈ M(1, ζ) (resp. M(1, ζ)(θ)), we have
for i = 3r + 3, 3r + 4, . . . , 4r + 3 (resp. i = 3r − 1, 3r + 4, . . . , 4r − 2) and J i w = 0 for i > 4r + 3 (resp. 4r − 2). Proof. We only show that M (1, ζ) is simple. The same argument shows that M(1, ζ)(θ) is simple. The last statement follows from (2.9),(2.10), (2.24), and (2.25). Note that by (2.7), M(1, ζ) is spanned by
For p, q ∈ N and n ∈ Z, we have
Let u ∈ M(1, ζ) and let m ∈ N such that h(i)u = 0 for all i > m. Then, (2.32) can be written as
Let n ∈ N and set S = {(i, j) ∈ N 2 | i + j ≤ n}. Since the square matrix (
) (i,j),(p,q)∈S is non-singular by Lemma 2.3 below, for any pair of i, j ∈ Z with i ≤ j, h(i)h(j)u is a linear combination of (h(−p − 1)h(−q − 1)1) n u, p, q ∈ N, n ∈ Z. Since for all i, j, k ∈ Z >0 with i = j,
an inductive argument shows that M(1, ζ) is simple.
Remark 2.2. Lemma 2.1 also follows from Theorem1.1.
The following result says that the matrix in the proof of Lemma 2.1 above is non-singular. Lemma 2.3. Let n ∈ N and let x 0 , . . . , x n , y 0 , . . . , y n be indeterminants. Set S = {(i, j) ∈ N | i + j ≤ n} and a square matrix A = (
′ is a factor of det A. By the same reason, (y j − x j ′ ) n+1−j ′ is a factor of det A for any pair of j, j ′ ∈ N with j < j ′ ≤ n. Thus, det A is divisible by
Since the degrees of det A and (2.38) are equal to n(n + 1)(n + 2)/3, det A is a scalar multiple of (2.38). Since the matrix obtained by substituting x i = i and y i = i, i = 0, 1, . . . n, in A is an upper triangular matrix with all diagonal elements 1, we have (2.37). . We have the following two relations P (9) of weight 9 and P (10) of weight 10 for ω and J in M (1) + by using a computer algebra system Risa/Asir.
Lemma 2.4. The following two elements of M(1)
+ are zero: In this section, we will show Theorem 1.1. Thus, any simple M (1) + -module with at least one Whittaker vector for ω is isomorphic to one of the simple M(1) + -modules listed in Lemma 2.1. For a weak V -module M and w ∈ M, ω w denotes the set of linear span of the following elements:
By (2.28), an inductive argument shows the following result.
Lemma 3.1. Let M be a weak M(1) + -module and w ∈ M. Let p ∈ N, s 1 , . . . , s p ∈ Z >0 , j ∈ Z, and i 1 , . . . ,
The following result will be used to compute P (9) i w and P (10) i w, i ∈ Z, for a Whittaker vector w in a weak M (1) + -module in the proof of Lemma 3.3.
Lemma 3.2. Let s, t ∈ Z with 2 ≤ t ≤ s. Let M be a weak M(1) + -module and w ∈ M such that ω i w = 0 for all i > s.
. . , i q < 0 and set
If p < q or there exists l ∈ {1, . . . , p} such that i l ∈ {t, t + 1, . . . s}, then
Proof. We will show (2) by induction on p. The same argument shows (1). If p = 0 and 0 = p < q, then i 1 , . . . , i q < 0 and hence j > n by (3.4). Thus, (3.5) holds. Let p = 1. If i 1 > s, then (3.5) clearly holds. Assume i 1 ≤ s and 1 = p < q. Then, i 2 , . . . , i q < 0 and therefore
By (2.28), we have
Suppose that p = q = 1 and i 1 < t. Then j = t + n − i 1 > n and i 1 + j − 1 = t + n − 1 > n. The same argument as above shows that (3.5) holds.
Let p > 1. Suppose that there exists l ∈ {1, . . . , p} such that i l > s. Since 8) it is sufficient to show that
for all k ∈ {1, 2, . . . , l}. Let k ∈ {1, 2, . . . , l}. Since
. . , i p is greater than s, then the lefthand side of (3.9) is an element of i≥n+s ω J i w ⊂ i≥n+1 ω J i w by the induction hypothesis. Suppose that i 1 , . . . , i k−1 , i l + i k − 1, i k+1 , . . . , i p are all at most s. Since j can be written as 
(3.5) holds by Lemma 3.1. If p = q and there exists l ∈ {1, . . . , p} such that i l < t, then since
(3.5) holds by Lemma 3.1.
For p 1 , p 2 , p 3 ∈ Z >0 and n ∈ Z, by using [17, (3.8.9) ] we have
and
The following is a key result to show Theorem 1.1.
Lemma 3.3. Let s, t ∈ Z such that 2 ≤ t ≤ s and let λ = (λ t , . . . , λ s ) ∈ C s−t+1 with λ s = 0. Let M be a weak M(1) + -module and w ∈ M such that ω i w = λ i w for i = t, . . . , s and ω i w = 0 for all i > s. Then for an arbitrary i ∈ Z, J i w is an element of ω w and therefore the submodule of M generated by w is equal to ω w. Moreover for i ∈ Z, we have
if i > 2s + 1, and
where µ i is a polynomial in λ i−s−1 , . . . , λ s for each i = s + t + 1, s + t + 2, . . . , 2s + 1.
Proof. Let n ∈ Z. Applying Lemma 3.1 with p = 1, s 1 = s, and j = n+s−1, we have
for i = 0, 1, . . . , s. Thus, for positive integers p 1 and p 2 with p 1 + p 2 = 5, it follows from (3.15) that
For i 1 ∈ N and i 2 ∈ Z <0 , applying Lemma 3.2 (2) with q = 2, p = 1 and t = s, we have
For i 1 , i 2 ∈ N such that at least one of i 1 , i 2 is not s, applying Lemma 3.2 (2) with q = p = 2 and t = s, we have
Thus, by (3.16) we have 
for all n ∈ Z. Applying the same argument as above, by (2.29) and Lemma 3.2 we have + -module homomorphism N → U which maps v to u. By Lemmas 2.1 and 3.3, we have N = ω v = 0, namely, N is a Whittaker module for the Virasoro algebra in the sense of [20, 21] , and therefore N is a simple module for the Virasoro algebra by [21, Corollary 4.2] and [20, Theorem 7] . In particular, N is a simple weak M(1) + -module. Let M be a non-zero weak M(1) + -module generated by a Whittaker vector w of type λ for ω. By (3.17), M is isomorphic to a quotient weak module of N and, moreover, N ∼ = M since N is simple. Thus, M is simple and by the last statement in Lemma 2.1, M is isomorphic to one of the weak M(1)
+ -modules listed in (1) and (2) . Since any Whittaker vector of type λ for ω in M is a non-zero scalar multiple of w by [21 
