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We define and completely solve a content-based directed network whose nodes consist of random
words and an adjacency rule involving perfect or approximate matches, for an alphabet with an
arbitrary number of letters. The analytic expression for the out-degree distribution shows a crossover
from a leading power law behavior to a log-periodic regime bounded by a different power law decay.
The leading exponents in the two regions have a weak dependence on the mean word length, and an
even weaker dependence on the alphabet size. The in-degree distribution, on the other hand, is much
narrower and does not show scaling behavior. The results might be of interest for understanding
the emergence of genomic interaction networks, which rely, to a large extent, on mechanisms based
on sequence matching, and exhibit similar global features to those found here.
PACS Nos: 87.10.+e,02.10.Ox,89.75.-k
I. INTRODUCTION
In a previous paper, two of us (Balcan and Erzan) [1]
introduced and numerically simulated a content based
network [2], with random binary strings associated with
each node. The network arose by postulating a directed
edge to exist between the nodes i and j, if and only if
the string, which can be regarded as a random word as-
sociated with the ith node, occurred at least once in the
random word associated with the jth.
This stochastic network was shown [1] to display dis-
tinctly different topology than either the classical ran-
dom networks of Erdo¨s and Renyi [3] or the “scale
free” networks of the preferential-attachment universal-
ity class, introduced by Barabasi and Albert [4, 5]. Sim-
ulations [1] revealed that the in- and out-degree distri-
butions, were markedly different, with in-degree distri-
bution being rather localised. The out-degree distribu-
tion displayed a sharp crossover behavior. For small out-
degree d, the distribution n(d) exhibited a putative scal-
ing behavior over a very narrow region, where the log-
log plot could be fitted with a straight line with slope
−γ1 ≃ −1, whereas, for larger d, log-periodic oscillations
were found, with an envelope which could again be fit-
ted, on a double logarithmic plot, by a linear graph with
a slope −γ2 ≃ −1/2.
The purpose of this paper is twofold. We first extend
the model of Balcan and Erzan [1] to a broader class of
models in which the random strings are derived from an
r + 1 letter alphabet and where partial matches are al-
lowed. Second, we obtain analytical expressions for the
ensemble averaged in- and out-degree distributions and
investigate the crossover behavior of the out-degree dis-
tribution. We show that the putative scaling behavior
observed in the simulations to coincides with the leading
power law behavior obtained from our analytical results.
We describe in detail the finite size corrections to the
infinite network limit. Comparison of our analytical pre-
dictions with the numerical data [1] for the r = 2 random
bit string model with perfect matches shows very good
agreement.
The paper is organized as follows: In the next section
we reformulate the random string model of [1] for an al-
phabet of r+1 letters. Our analytical results depend on
the matching probability p(l, k) that a string of length l
selected randomly from the set of all strings of length l is
contained at least once in a string of length k, k ≥ l, that
has been selected randomly from the set of all strings
of length k. In Section III we derive an approximate
form for this probability that is valid for moderately long
strings k <∼ rl and that allows for partial matches. Using
the results of Section III, we obtain in Section IV analyt-
ical expressions for the in- and out-degree distributions.
We investigate the scaling behavior of the out-degree dis-
tribution in these models and compare our results with
the numerical data of [1]. We conclude this paper with
a discussion of the possible relevance of our results to
genomic networks, in Section V.
II. THE RANDOM STRING MODEL
Consider a random sequence C of fixed length L, con-
sisting of letters from an alphabet A of r+1 letters. The
elements of the sequence C, x ∈ {0, 1, . . . , r} are assumed
to be independently and identically distributed according
to
P (x) = pδ(x− r) + (1 − p)1
r
r−1∑
m=0
δ(x−m) . (1)
A subsequence Gi of C, composed of the letters
{0, . . . , r − 1} only, sandwiched between the ith and
(i + 1)th occurrences of the letter “r,” will be denoted
2the ith “random word,” or “string,” and will be associ-
ated with the ith vertex of a graph. For convenience, we
assume that a letter “r” has also been placed at the 0th
and (L + 1)th positions. With these definitions, the ith
string can be written,
Gi = xi,1, xi,2, . . . , xi,ℓi , i = 1, 2, . . . , N (2)
where N is the number of strings (equivalently, vertices),
the “letter” xi,λ ∈ {0, r − 1}, λ = 1, . . . , ℓi, and ℓi is
the length of the ith string Gi. Let nℓ be the number of
strings of length ℓ and q = 1− p. It follows that∑
i
ℓi = L−N ,
∑
ℓ
nℓ = N , (3)
〈ℓ〉 = p−1 − 1, 〈nℓ〉 = Lp2qℓ, 〈N〉 = Lp. (4)
Unless noted otherwise, we will assume that L and Lp
are sufficiently large so that fluctuations in the number
and length of the strings for different realizations of the
random sequence C can be neglected when calculating
statistical properties of quantities of interest. We will
also discard the cases with ℓ = 0 and construct the graph
from the remaining vertices. The adjacency matrix is
defined by the matching condition
wij =
{
1 Gi ⊂ Gj ,
0 otherwise.
(5)
By Gi ⊂ Gj we mean that there exists an integer λ such
that 0 ≤ λ ≤ ℓj − ℓi and
xi,l = xj,λ+l, l = 1, . . . , ℓi. (6)
Two vertices are said to be connected if the string Gi
appears as a subsequence of Gj , or in other words Gj
matches Gi. Thus wij = 1 indicates a directed link (an
edge) from Gi to Gj . We will also consider imperfect
matches, where Eq. (6) is valid only for some values of
l rather than all values. In order to avoid ambiguity
we will refer to the former case as a perfect match. For
Lp large enough (p > pc(L), see [1]), which is assumed
here, the graph consists of one giant cluster. We will
henceforth refer to this graph as the network, and denote
the vertices, or equivalently, the strings associated with
them, as the “nodes.”
The resulting network was numerically studied earlier
by Balcan and Erzan in [1], for the case of binary strings,
i.e., r = 2, and perfect matches Eq. (6), where it was
shown that the logarithm of the out-degree distribution
behaved linearly over a very narrow, initial range, with
a slope of ≃ −1. Beyond a crossover point the distri-
bution exhibited an oscillatory behavior, whose envelope
again behaved linearly on a log-log plot, with a different
slope, namely ≃ −1/2. The out-degree distribution is
shown in Figure (1), where the numerical results were ob-
tained [1] by averaging the out-degree distributions over
500 graphs, associated with independently generated se-
quences of length L = 15000, and p = 0.05. Notice
the strong oscillatory behavior. It turns out that each
peak in the out-degree distribution is supported predom-
inantly by the out-degrees of genes with a corresponding
common length l.
FIG. 1: Scaling behavior of the out-degree distribution. The
numerical data (circles) shows a cross-over in the scaling be-
havior from small values of the out-degree to larger values.
The solid line is the theoretical expression. The dashed lines
serve as a guide to the eye for the predicted scaling behav-
ior and have been offset for clarity. The cross-over occurs at
dc = 6.6 and has been shown as a vertical line.
In order to proceed with the analytical treatment, it
is convenient to group the Gi into subsets according to
their lengths and we define
Gl = {Gi|ℓi = l} . (7)
It turns out that that the central quantity determining
the behavior of the in- and out-degree distributions is
the probability p(l, k) that a string in Gl has an outgoing
edge terminating in a member of Gk. We therefore turn
next to the derivation of p(l, k). The discussion of the
degree distributions will then be taken up in Section IV.
III. ANALYTICAL RESULTS FOR THE
MATCHING PROBABILITY
Let x, and y be variables such that x, y,∈ {0, . . . , r−1}.
Define an interaction u(x, y) between x and y as
u(x, y) = 1− δ(x− y). (8)
3Let x = (x1, x2, x3, . . . , xl) and y = (y1, y2, y3, . . . , yl),
be two strings of l letters and define their interaction
U(x,y) as
U(x,y) =
l∑
t=1
u(xt, yt). (9)
The function U(x,y), as defined above, counts the num-
ber of unmatched letters between strings x and y.
Introduce an “inverse temperature” β and consider the
Boltzmann factor e−βU . In the “zero temperature” limit
we have
lim
β→∞
e−βU(x,y) =
{
1, if x = y
0, otherwise.
(10)
We see that the limit β →∞ is a “no tolerance” limit [6],
enforcing perfect matching of x and y, i.e. xt = yt, t =
1, 2, . . . , l. Let y = (y1, y2, . . . , yk) be a string of length
k ≥ l and denote by ya,l = (ya+1, ya+2, . . . , ya+l) the sub-
string of length l starting at position a, a = 0, 1, . . . , k−l.
Furthermore let
fa(x,y;β) = e
−βU(x,ya,l). (11)
so that we have
fa(x,y) ≡ lim
β→∞
fa(x,y;β) =
{
1, x = ya,l
0, otherwise.
(12)
Thus, fa(x,y) = 1, if and only if x matches y at position
a, and zero otherwise.
Likewise, let f(x,y) be a function that takes on the
value one if the k-string y contains the given l-string
x and zero otherwise. Note that the complement of the
event that xmatches y is the event that x does not match
y anywhere. Thus, using Eq. (12), we can write
f(x,y) = 1−
k−l∏
a=0
[1− fa(x,y)] . (13)
Letting p(l, k;x) denote the probability that a randomly
drawn k-string y contains a given l-string x, we therefore
find
p(l, k;x) = 1− 1
rk
∑
y
k−l∏
a=0
[1− fa(x,y)] , (14)
where rk is the number of distinct k-strings of r-letters,
and
∑
y
denotes the sum over all such strings y.
Generalizing the above equation to incorporate partial
matches we obtain:
p(l, k;x) = lim
β→∞
p(l, k;x, β), (15)
where
p(l, k;x, β) = 1− 1
rk
∑
y
k−l∏
a=0
[1− fa(x,y;β)] . (16)
The products in equation (16) can be expanded and
we obtain a Mayer-like sum
p(l, k;x, β) =
1
rk
∑
y
∑
a
fa − 1
rk
∑
y
∑
a<b
fafb
+
1
rk
∑
y
∑
a<b<c
fafbfc − . . . , (17)
which we can write as
p(l, k;x, β) =
∑
a
W (1)(a;x)−
∑
a<b
W (2)(a, b;x)
+
∑
a<b<c
W (3)(a, b, c;x)− . . . , (18)
where
W (1)(a;x) =
1
rk
∑
y
fa(x,y;β)
W (2)(a, b;x) =
1
rk
∑
y
fa(x,y;β)fb(x,y;β)
W (3)(a, b, c;x) =
1
rk
∑
y
fa(x,y;β)fb(x,y;β)fc(x,y;β)
· · · (19)
Using equations (8) and (11), we obtain
W (1)(a;x) =
1
rl
[
1 + (r − 1)e−β]l ≡W (1). (20)
Note that W (1)(a;x) is independent of a, and x.
Let us now turn to the second order term,W (2)(a, b;x)
in Eqs. (18) and (19). Here, we need to distinguish two
cases, (i) b− a ≥ l and (ii) b− a < l.
In case (i), the set of indices of ya,l and yb,l are dis-
tinct and the evaluation of the partition sum proceeds
analogously to equation (20) yielding
W (2)(a, b;x) =
(
1
rl
)2 [
1 + (r − 1)e−β]2l , |b− a| ≥ l.
(21)
In case (ii), |b− a| < l, there is an overlap between the
indices of ya,l and yb,l. Letting |b− a| = m, we find
W (2)(a, b;x) =
1
rl+m
[
1 + (r − 1)e−β]2m
×
l−m∏
t=1
[
1 + (r − 1)e−2β − u(xt, xm+t)
(
1− e−β)2] ,
|b− a| < l.(22)
Note that W (2)(a, b;x), as defined Eqs. (21) and (22),
depends on x only when |b − a| < l. Next, we perform
the x average of W (2)(l, k;x),
1
rl
∑
x
W (2)(a, b;x) =
1
r2l
[
1 + (r − 1)e−β]2l . (23)
4The calculations leading to Eqs. (22) and (23) are a little
involved and can be found in the appendix.
Comparing Eqs. (20) and (23), we see that once aver-
aged over x, W (2) factorizes as
W (2) =
〈
W (2)(a, b;x)
〉
x
=
(
W (1)
)2
, (24)
or equivalently,
〈fafb〉y,x = 〈fa〉y,x 〈fb〉y,x , a 6= b, (25)
where, for simplicity, we have introduced the short hand
notation 〈. . .〉y,x to denote averaging first over y then x.
Let us therefore make the approximation that all
higher moments factorize similarly,
〈fa1fa2 . . . fas〉y,x ≃ 〈fa1〉y,x 〈fa2〉y,x . . . 〈fas〉y,x , (26)
with {as} being distinct. It can be readily shown that
Eq. (26) is exact when ai+1 − ai > l, i.e, there are no
overlaps between the segments at position ai. Upon sub-
stituting Eq. (26) into Eq. (17) and performing the x
average we obtain the matching probability
p(l, k;β) = 〈p(l, k;x, β)〉x , (27)
with
p(l, k;β) = 1−
(
1− 1
rl
[
1 + (r − 1)e−β]l)k−l+1 . (28)
In the “zero temperature” limit (β →∞), this becomes
p(l, k) = 1−
(
1− 1
rl
)k−l+1
. (29)
For rl ≫ k, p(l, k;β) has the asymptotic form
p(l, k;β) = 1− exp
(
−k − l + 1
rl
[
1 + (r − 1)e−β]l),
(30)
which for β →∞ becomes
p(l, k) = 1− exp
(
−k − l + 1
rl
)
. (31)
For very large l this further reduces to
p(l, k) =
k − l + 1
rl
. (32)
Note that a finite β acts like an enhanced matching
probability, i.e., a false positive match. In the limit β →
0, the matching probability becomes
lim
β→0
p(l, k;β) = 1 (33)
Hence the “high-temperature” limit of our model corre-
sponds to indiscriminate matches.
FIG. 2: Comparison of the exact matching probability p(k, l)
(circles) with the approximate expression (29) (lines) for r = 2
and perfect matches. The curves are (from top to bottom) for
values of k = 16, 14, 12, 10, 8, 6, 4, 2.
Of course, the crucial approximation, Eq. (26), is not
correct in general and one expects corrections coming
from higher order correlations contained in Eq. (18).
These correlations are due to the fact that if a given
string x is matched at a position a, this affects the likeli-
hood of matching the same string at any nearby location
b with |b − a| <∼ l. Nevertheless, the approximate result
for p(l, k), Eq. (29), is surprisingly good. Fig. (2) shows
a comparison of the matching probability obtained from
exact enumeration carried out computationally, with the
analytical expression (29) for r = 2 and perfect matches.
As can be seen from the figure, there are only very small
discrepancies for small l when k > 2l, e.g. data points
around k = 16, 14, 12 with l = 4, 3, 2. Since our expres-
sion for p(l, k), Eq. (29), is exact for l = 1, there are no
discrepancies at l = 1.
Notice that Eq. (32) is the matching probability that
can alternatively be obtained by assuming the probabil-
ities of matching a string of length l at any position in
a string of length k are independent, and equal, 1/rl.
Eq. (29), on the other hand, is the matching probability
that can also be found assuming the probabilities of not
matching a string of length l at any position in a string
of length k are independent and equal, 1−1/rl. Thus the
factorization approximation, Eq. (26), leading to Eq. (28)
implies that the probabilities of not matching at a given
position are independent.
For the regime of interest, k <∼ 2l, this approximation
leading to Eq. (29) is extremely good. We think that
this is due to the fact that the factorization property
underlying our approximation, Eq. (26), is exact for the
two-point correlation function (s = 2), Eq. (24). This
means that any corrections to this result must be coming
5from higher order correlations with strongly overlapping
segments, since non-overlapping segments will factorize
and thus reduce to lower order correlators. This is very
similar to the connected cluster expansion in statistical
mechanics [7]. Indeed, such an expansion can be set up,
however the calculations are rather tedious due to the
discreteness of the problem and beyond the scope of this
paper. Yet it is clear that the weight of an s-point corre-
lation function with s overlapping (connected) segments
must be very small for large s, since the overlap imposes
very strong conditions on the structure of the string x to
be matched.
For the remainder of the paper it is convenient to define
the quantities t and z as
t = 1− 1
rl
[
1 + (r − 1)e−β]l = 1− zl (34)
z =
1
r
[
1 + (r − 1)e−β] , (35)
where we have suppressed the β, r and l dependence
for clarity. Notice that the effect of the number of let-
ters in the alphabet r and the extent of mismatch as
parametrized by the “inverse temperature” β enter into
the expression for p(l, k;β) as a single parameter, z, as
defined above. With the above definitions, Eq. (28) be-
comes
p(l, k; z) = 1− tk−l+1 = 1− (1− zl)k−l+1 . (36)
The “zero-temperature” limit is given by z = r−1, while
the “high-temperature” limit is z = 1. The range of z
is therefore, z ∈ (r−1, 1), which for r ≫ 1, approaches
z ∈ (0, 1).
We note in passing that the matching probability com-
puted in this section, is in a sense complementary to the
problem of sequence alignment [8, 9], which has impor-
tant applications in the study of proteins and DNA. The
problem there is to identify subsequences of arbitrary
length, showing strong similarity beyond pure statistical
chance, within two long sequences sampling the same al-
phabet, possibly with different native probabilities. The
pioneering work of Altschul, Karlin, et al. [8, 9] yields
a probability distribution for the similarity score of such
likely regions, under the assumption that the region with
the highest score is unique (i.e., non-degenerate), that
the two sequences searched are of comparable length, and
sufficiently long. The scoring scheme is to a large extent
arbitrary as long as the scores corresponding to some de-
gree of matching are rare (and positive) while those cor-
responding to mismatches are much more probable (and
negative). This arbitrariness may be removed by proper
normalization and scores obtained via different schemes
can be compared in a meaningful way. The matching
probability computed in the present paper could be re-
lated to the probability for the highest score (correspond-
ing to an exact match without gaps), holding for the en-
tire length of the shorter sequence. However, our calcula-
tion makes no assumptions regarding the relative lengths
of the two sequences, apart from the obvious requirement
that l ≤ k. The approximation to which we have to re-
sort in the final solution works best when either the two
sequences are almost of the same length, or if k <∼ rl.
Moreover there is no assumption regarding the number
of times the highest score is achieved. More interestingly,
the statistics of multiple high-scoring segments [10] could
have been related to the out-degree statistics of a given
node had we taken each high scoring match in the com-
plete random sequence to correspond to a different edge.
As it is, a single edge corresponds to the presence of one
or more occurrences of a shorter string, say Gi, inside
a longer string Gj . That is, multiple occurrences of the
shorter string within a subsequence of the complete ran-
dom sequence are bunched together to result in a single
edge between the nodes i and j.
We now turn to the calculation of the in- and out-
degree distributions.
IV. THE DEGREE DISTRIBUTIONS
In Section II we showed that the subsequences {Gi} of
a random sequence C generate a network whose nodes are
associated with these strings, and whose edges are defined
by the matching relation Eq. (5). In this section we will
derive the in- and out-degree distribution associated with
this network.
Consider a randomly selected string Gi. The in- and
out-degree of the corresponding node, din(i) and dout(i),
are defined by the total number of edges terminating in
and originating from that node, respectively,
din(i) =
∑
j
wji
dout(i) =
∑
j
wij . (37)
The corresponding in- and out-degree distributions are
given by
nin(d) =
∑
i
δ (d− din(i))
nout(d) =
∑
i
δ (d− dout(i)) . (38)
A. The Out-Degree Distribution
Letting Gl denote the set of strings of length l, we can
rewrite the out-degree distribution Eq. (38) as
nout(d) =
L∑
l=1
nl

 1
nl
∑
j∈Gl
δ (d− dout(j))

 . (39)
For large nl, the quantity in parentheses will approach
the (conditional) probability Pout(Xl = d|l) that a ran-
domly selected string whose length is given to be l has
an out-degree d.
6In the limit L,N → ∞, such that N/L = p, the ratio
of the number of strings, N , to the length of the whole
random sequence, L, remains constant, all the possible
rl realizations of random words of a given length l will
be present with equal respective weights and we have,
lim
L,N→∞
1
nlnk
∑
i∈Gl
∑
j∈Gk
wij = p(l, k). (40)
We will refer to this limit as the large-L limit.
The quantity p(l, k), as defined in the above equation,
is the probability that a randomly selected string of given
length l matches another independently and randomly
selected string of length k. This probability has been
calculated in Section III for the general case of imperfect
matches, Eq. (28), as well as perfect matches, Eq. (29).
Eqs. (39) and (40) show the self-averaging property of
the degree distribution in the large-L limit.
Define the random variableXlk, as the number of edges
originating from a randomly selected string of length l
that terminate in strings of length k. Then Xl can be
written as a sum of the random variables Xlk,
Xl =
∑
k≥l
Xlk. (41)
We can therefore write Xl as
〈Xl〉 = 1
nl
∑
i∈Gl
L∑
k=l
∑
j∈Gk
wij , (42)
or,
〈Xl〉 =
L∑
k=l
nk

 1
nlnk
∑
i∈Gl
∑
j∈Gk
wij

 . (43)
We see from Eqs. (43) and (40) that in the large-L
limit
〈Xlk〉 = nkp(l, k), (44)
and
〈Xl〉 =
L∑
k=l
nkp(l, k), (45)
where 〈· · · 〉 denotes an average over all the strings of
length l in the complete random sequence. Note that in
the large-L limit Xlk is binomially distributed,
P (Xlk = d|l) =
(
nk
d
)
p(l, k)d (1− p(l, k))nk−d . (46)
As can be seen from Eq. (41), Xl is a sum of the ran-
dom variables Xlk and thus in the large-L limit the cen-
tral limit theorem assures that the distribution for Xl
will approach a Gaussian distribution,
Pout(Xl = d|l) = 1√
2πσl
exp
[
− (d− dl)
2
2σ2l
]
, (47)
whose mean dl and standard deviation σl are given by
those of Xlk, Eq. (41), according to:
dl = 〈Xl〉 =
∑
k≥l
〈Xlk〉 (48)
σ2l =
〈
X2l
〉− 〈Xl〉2 =∑
k≥l
〈
σ2lk
〉
, (49)
where
σ2lk =
〈
X2lk
〉− 〈Xlk〉2 . (50)
For binomially distributed Xlk we have
〈Xlk〉 = nkp(l, k) (51)
σ2lk = nkp(l, k) (1− p(l, k)) . (52)
Using Eq. (36), one can readily carry out the sums in
Eqs. (48) and (49) to find
dl =
N
p+ qzl
(qz)
l
(53)
σ2l = dl
pt
1− qt2 . (54)
Noting also that the probability of selecting a string of
length l is pql, the total out-degree distribution is given
by
Pout(d) =
L∑
l=1
pqlPout(Xl = d|l). (55)
and thus in the large-L limit we obtain
Pout(d) =
L∑
l=1
pql
1√
2πσl
exp
[
− (d− dl)
2
2σ2l
]
(56)
with dl and σl given by Eqs. (53) and (54), respectively.
As l becomes large, p(l, k) decreases towards zero.
Thus with increasing l the binomial distribution of Xlk,
Eq. (46), will approach a Poisson distribution of the same
mean. Note that the sum of independent and Poisson
distributed random variables is also Poisson distributed
with mean equal to the sum of the individual means.
Thus for large l, Xl as defined in Eq. (41), is Poisson.
For a Poisson distributed random variable the variance
equals to its mean so that for large l we expect
σ2l = dl , (57)
as can also be directly verified by taking the appropriate
limit in Eq. (54).
1. Ensemble Averages and Finite Size Effects
The numerical data of [1] has been obtained from aver-
aging over 500 realizations of a random sequence of length
7L = 15000 with N = 750. A finite sample size will cause
sample to sample fluctuations in the number of strings,
or “random words.” An average over a large ensemble of
different realizations will yield the same average values
for the out-degrees as those obtained from a single ran-
dom sequence of infinite length. However averaging over
many realizations will increase the fluctuations around
the mean. It is not hard to see that this will affect pre-
dominantly nodes with large out-degrees, (short strings)
where there is already self-averaging within the random
sequence, but with a distribution which varies from sam-
ple to sample.
Nodes with small out-degrees (long strings) correspond
to rare matches and thus for these nodes there is no self-
averaging within the sample. To see this, consider the
extreme case, where a sample contains on average one or
less matches for such a node. When an ensemble aver-
age is taken, the dominant contribution to the variance
of the out-degree will come from the sample to sample
fluctuations.
Denoting the mean and variance of the out-degree of
a node of length l, that has been corrected for the finite
size, by d˜l and σ˜
2
l , respectively, we have
d˜l = dl, σ˜
2
l → σ2l for large l. (58)
In what follows we will re-calculate previously introduced
statistics, taking into account the fluctuations in nk. In
order to avoid confusion, these quantities will be denoted
with a tilde.
We can estimate σ˜2l as follows. The random variable
X˜lk itself is a sum of random variables:
X˜lk =
∑
j∈Gk
Ylj , (59)
where Ylj = 1 if the string Gj of length k matches the
(given) string of length l and zero otherwise. Such an
event constitutes a Bernoulli trial and its probability is
p(l, k). The mean and variance of Ylj are given by
〈Ylj〉 = p(l, k) (60)
〈Y 2lj〉 − 〈Ylj〉2 = p(l, k)(1− p(l, k)) (61)
The number of such trials is n˜k, the number of elements
of Gk, and hence n˜k itself is a random variable. For suf-
ficiently large N and for values of n˜k near the mean, the
constraints, Eq. (4), can be neglected and the probability
of finding n˜k strings of length k is approximately bino-
mially distributed
P (n˜k = n) =
(
N
n
)(
pqk
)n (
1− pqk)N−n . (62)
We thus find
〈n˜k〉 = Npqk (63)
σ˜2nk = pq
k(1− pqk). (64)
Finding the distribution of a sum over a finite random
number n of independently distributed random variables
Y can be readily worked out using moment generating
functions (see for example Feller [11]). In the case when
both n˜k and Ylj are binomial it turns out that the result-
ing distribution is binomial again, and we find
P (X˜lk = d|l) =
(
N
d
)[
pqkp(l, k)
]d [
1− pqkp(l, k)]N−d ,
(65)
with mean and variance〈
X˜lk
〉
= Npqkp(l, k) (66)
σ˜2lk = Npq
kp(l, k)
[
1− pqkp(l, k)] . (67)
Thus Eq. (65) is the finite size result replacing Eq. (46),
which is valid in the large-L limit. As remarked before,
the means of the two distributions in Eqs. (48) and (66)
are equal, i.e.,
〈
X˜lk
〉
= 〈Xlk〉. However, the variances
are different and σ2lk < σ˜
2
lk. Note that the second term in
Eq. (67) is of the order of (1 − p) ≈ 1 for small p. Thus
we find to order p
σ˜2lk =
〈
X˜lk
〉
, (68)
and consequently to this order the mean and variance of
X˜l become
σ˜2l =
〈
X˜l
〉
= 〈Xl〉 = dl, (69)
where dl is the same mean out-degree that was previously
obtained in the large L-limit, Eq. (53). The out-degree
distribution corrected for finite-size effects thus becomes,
c.f., Eq. (56),
P˜out(d) =
L∑
l=1
pql
1√
2πdl
exp
[
− (d− dl)
2
2dl
]
. (70)
Comparing this expression with the distribution obtained
in the large-L limit, Eq. (56), we find that finite size cor-
rections are only present for small l, since we have al-
ready shown that the relation dl = σ
2
l is also valid (viz.
Eq. (57)) in the large l region for the large-L case. Fig-
ure (3) shows a comparison of the numerically obtained
out-degree distribution (circles) with the theoretical ex-
pressions with and without finite size corrections. The
solid line is the analytical result for the out-degree dis-
tribution, Eq. (70), that takes into account finite size
corrections, while the dotted line corresponds to the case
where the network is assumed to be self-averaging, i.e.,
Eq. (56) is satisfied, and thus sample to sample fluctua-
tions can be neglected. Note the large difference from the
observed behavior for l < 6, (d > 200) in the height and
broadness of the distributions, when finite size effects are
not taken into account. The agreement of the finite size
corrected distribution with the numerical data, on the
other hand, is rather good, and we conclude that finite
8size effects present in the numerical data for short nodes
are satisfactorily accounted for.
FIG. 3: Comparison of the theoretical out-degree distribu-
tions with numerical data (circles). The dotted line shows the
theoretical result for a network in the large L-limit, where the
network is self-averaging and thus all possible realizations of
a string of a given length l can be found. The number to the
right of each peak refers to the node length l that contributes
predominantly to that peak. The solid line is obtained af-
ter correcting for finite size effects (see text for details). In
both cases, the locations of the peaks are accurately predicted.
Note that the results for the large-L limit differ strongly in
their predictions for the width and height of each peak for
small l, (large d). It is evident that the numerical data ex-
hibits finite size effects for short nodes, l <∼ 6.
The location of the peaks, dl, coincide very well with
the numerical data and we find indeed that each peak
corresponds to the out-degree of nodes of a given length
l. The locations of the peaks decreas exponentially with
increasing l. The labels next to each peak show the string
lengths l contributing predominantly to that peak.
Our reasoning above already shows that the oscillatory
part of the out-degree distribution is highly succeptible to
finite-size effects. It turns out that these oscillations are
less pronounced or completely absent when single finite-
size realizations of the network are considered. In other
words, these oscillations become apparent only when av-
eraging over many finite-size realizations, as we have done
in our analysis.
We turn next to a discussion of the scaling behavior.
2. Scaling Behavior
Our analysis shows that the out-degree distribution is
a superposition of Gaussian peaks with mean dl and a
variance that depends on the strength of finite size effects,
as discussed in the previous section. For large values of
d, (small l) these peaks are well separated and one can
readily obtain the envelope for the peaks. From Eq. (70)
we see that the height El of a peak centered at dl is
El =
Npql√
2πdl
. (71)
Using Eq. (53), we obtain the scaling behavior
E(d) ≈ d−γ2 (72)
with
γ2 =
1
2
ln z − ln q
ln z + ln q
. (73)
For the bit string model with exact matches, i.e., for
r = 2 and in the β →∞ limit, we find
γ2 =
1
2
ln 2 + ln q
ln 2− ln q . (74)
For the numerical data shown, q = 0.95, yielding γ2 =
0.43.
For smaller values of d (large l), the analysis presented
above ceases to be valid, since the peaks start to over-
lap. In this regime, the contributions to the out-degree
distributions come predominantly from matches between
long strings which are rare. As was remarked previously,
in this regime the distribution of X˜l will be Poisson, so
that we have
p(d|l) = d
d
l
d!
e−dl , (75)
with dl as given before in (53). The out-degree distribu-
tion for small d is thus given by
p(d) =
∞∑
l=l∗
pql
ddl
d!
e−dl (76)
Since for small l the dl values are quite large, the contri-
butions from the small l terms will be suppressed heavily
by the exponential factor, and therefore moving the cut-
off l∗ in the above sum down to 1 will not change the
result of the summation significantly. Noting that for
large l
dl =
N
p
(qz)
l
, (77)
we see that dl and ∆dl = dl+1−dl approach zero in a ge-
ometric fashion. Thus the summation over l in Eq. (76),
9can be converted to an integration over x = dl with
∆x = dl − dl+1 and we obtain
p(d) =
c
d!
∫ x∗
0
xd−γ2−
1
2 e−xdx, (78)
where x∗ = dl∗ and c is an overall numerical constant,
c =
p
ln qz
(
N
p
)− 1
2
−γ2
. (79)
The dominant contribution to the integrand comes from
x ≈ d < x∗ and we therefore extend the upper limit to
infinity obtaining
p(d) = c
Γ(d+ 12 − γ2)
Γ(d+ 1)
, (80)
where Γ(x) is the gamma function. The leading order
behavior of ln Γ(x) is given asymptotically, for large x,
by
ln Γ(x) =
(
x− 1
2
)
lnx− x+ 1
2
ln 2π +O
(
1
x
)
. (81)
Using the above expansion, we obtain after a little bit of
algebra
ln p(d) = const.−
(
γ2 +
1
2
)
ln d+O
(
1
d
)
. (82)
It can be readily checked that this approximation for
ln p(d) is good even for small values of d and thus p(d)
exhibits scaling behavior, p(d) ≈ d−γ1 , with scaling ex-
ponent
γ1 =
1
2
+ γ2 (83)
For the numerical data with z = 1/2 and q = 0.95 we
find γ1 = 0.93.
As we have pointed out above, the cross-over between
the two scaling regimes occurs when the depression (min-
imum) between consecutive peaks disappears. This oc-
curs roughly when
dl+1 +
1√
2dl+1
> dl − 1√
2dl
(84)
yielding, via Eq. (53),
dl >
1
2
1
1−√1− qz . (85)
For the values of the parameters employed in the numer-
ical simulations, this gives dl > 6.59, ln dl > 1.9, which
is consistent with the data shown in figure (1).
We can also infer the large r behavior of γ1 and γ2 for
perfect matches. This corresponds to the case z = 1/r,
eq. (35). We find
γ2 =
1
2
ln r + ln q
ln r − ln q , (86)
and hence
lim
r→∞
γ2 =
1
2
(87)
and correspondingly 1/2 + γ2 = γ1 → 1 in this limit.
Thus, as the number of letters in the alphabet is in-
creased, the scaling exponents γ1 and γ2, approach the
values 1 and 1/2, respectively. Comparing with the val-
ues for r = 2, we see that the dependence of γ1 and γ2 on
r, the number of letters in the alphabet, is rather weak.
B. The In-Degree Distribution
Consider a randomly selected string Gi of length l.
Then the random variable Xkl that was introduced be-
fore, counts the number of edges originating from a string
of length k ≤ l and terminating in Gi. Thus the in-degree
of Gi is given by
Xin,l =
∑
k≤l
Xkl. (88)
The statistics of Xkl and hence of Xin,l has been already
obtained before and we find in the large-L limit,
din,l =
∑
k≤l
nkp(k, l) (89)
σ2in,l =
∑
k≤l
nkp(k, l) (1− p(k, l)) . (90)
Noting also that the probability of selecting a string of
length l is pql, the total in-degree distribution in the
large-L limit is given by
Pin(d) =
L∑
l=1
pql
1√
2πσl
exp
[
− (d− din,l)
2
2σ2in,l
]
. (91)
When taking into account finite size effects, the in-
degree distribution becomes (cf. Section IV.A.1)
P˜in(d) =
L∑
l=1
pql
1√
2πσ˜in,l
exp
[
− (d− din,l)
2
2σ˜2in,l
]
, (92)
where
σ˜2in,l =
∑
k≤l
Npqkp(k, l)
(
1− pqkp(k, l)) . (93)
Unfortunately, we have not been able to obtain closed-
form expressions for din,l and σ˜in,l, in a manner analo-
gous to the expressions for the out-degree, Eqs. (53) and
(69). In the case of the in-degree distributions, Eq. (88)
requires a sum over the first argument of the matching
probability, p(·, ·; z), Eq. (36), rather than the second
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FIG. 4: Comparison of the theoretical in-degree distributions
with numerical data (circles). The dotted line shows the the-
oretical result for a network in the large L-limit, where the
network is self-averaging and thus almost all possible realisa-
tions of a string of a given length l can be found. The solid
line is obtained after correcting for finite size effects (see text
for details).
argument, as was the case for the out-degree distribu-
tion. Due to the complicated dependence of the match-
ing probability on its first argument this sum is, as far as
we can tell, intractable. The necessary summations were
therefore carried out numerically.
Figure (4) shows a comparison of the two theoretical
predictions, Eqs. (91) and (92) with the numerical data
of Balcan and Erzan [1].
The in-degree distribution Eq. (91), and its finite-size
corrected form, Eq. (92), capture the qualitative features
seen in the simulations. Although there are deviations
for small and large values of d, we will not pursue this
any further in the present paper.
Note however the stark difference between the shape
of the in- and out-degree distributions, Figs. (3) and (4).
Apart from the distinct qualitative features, such as os-
cillatory behavior for small d (rather than large d as in
the out-degree distribution), the in-degree distribution is
much narrower than the out-degree distribution.
V. DISCUSSION
We have obtained analytical expressions for the in-
and out-degree distribution of a contents-based network
model which was introduced and studied numerically by
Balcan and Erzan in [1]. We have shown that the behav-
ior of the out-degree distribution can be divided into two
regimes: a short and putative scaling regime for small
out-degrees that crosses over into an oscillatory regime
for large out-degrees. An analytical expression for the
cross-over point has been obtained as well. We have
found that the behavior of the out-degree distribution
for large out degrees depends on the size of the network
realizations from which the distribution was sampled. We
have discussed these finite-size effects and have shown an-
alytically how they effect the behavior of the out-degree-
distribution.
Our results were obtained for a generalized class of
contents-based network models in which a small number
of imperfect matches (finite, but low, temperature) were
allowed and strings were constructed from an alphabet
of r letters. It turns out, however, that such general-
ization do not alter the main numerical findings of the
network model of Balcan and Erzan which involved a
two-letter (r = 2) alphabet and perfect matches. The
scaling behavior which we have found, and even the nu-
merical values of the leading scaling exponents γ2 and
γ1 = γ2 + 0.5 are robust under these generalisations. It
should be noted that, in
γ2 =
1
2
ln z − ln q
ln z + ln q
, (94)
we have z → 1/r for β → ∞, while z → 1 in the “high
temperature” limit β → 0, thus r−1 ≤ z ≤ 1. In the “low
temperature,” or perfect matching, limit β →∞,
γ2 → (1/2)(1− p/ ln r), (95)
where p is a small number by assumption [1]. Even when
allowing for a small number of mismatches, γ2 depends
very weakly on r, and p. On the other hand, for either
r → 1, the trivial limit where no information is coded,
or the high temperature limit, where no matching condi-
tions are satisfied, the scaling relation is altered qualita-
tively, with γ2 → −1/2.
We should remark on the robustness of the incipient
power law behavior found in the limit of small degrees, for
the out-degree distribution. Two different sources of ran-
domness determine together the degree distributions of
our model through the variables dl and nl. While dl is de-
termined by the adjacency rule based on sequence match-
ing, and therefore depends on the length of the sequence
to be matched, the distribution of nodes of length l could
have been chosen in many different ways. The exponen-
tial dependence turns out to be algebraically tractable,
but it may be conjectured that any distribution which
has a tail that is decaying exponentially with l would
give rise, all else remaining equal, to essentially the same
scaling behavior for the out-degree distribution in the
large l (small d) regime, and therefore that γ1 ≃ 1 has a
high degree of universality.
We would like to end this paper by pointing out the
possible relevance of this network model to understand-
ing molecular networks [12], in particular transcriptional
genomic networks.
Transcriptional genomic networks are obtained by
identifying the nodes with genes, and the directed edges
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connecting two nodes with so called transcription factors
(TF). A TF is the protein coded by the gene at the node
of origin, and binds (i.e., becomes chemically attached
to) a short DNA sequence within the promoter region
typically upstream of the target gene, whose activity it
controls by either promoting, or suppressing it. [13, 14]
An assay of the recently available results coming from
high-throughput experiments on the degree distribution
of transcriptional genomic networks reveals that the out-
degree distribution shows putative scaling over a very
short range of about one decade at most, with a lot of
scatter, and a marked departure from linearity on double
logarithmic plots, for larger degrees. Nevertheless, with
the assumption that n(d) ∼ d−γ over the whole range,
the exponents γ which have been reported are all smaller
than two, and closer to unity: γ = 1.4 (yeast) [15], γ = 1
(yeast) [16], γ = 1.1-1.8 (several genomes) [17], γ = 1.5
(E. coli) [18], γ = 1.3 (yeast) [19].
Comparing these findings for the degree distribution
of the transcriptional regulatory network with the re-
sults of our model is very suggestive. The marked but
short range over which the data can indeed be fitted by
a straight line in a log-log plot of the degree distribution
has a power close to unity, as found in the experiments
on transcriptional regulatory networks cited above. The
crossover to a different regime towards the tail end of the
distribution, is a feature that also shows similarity with
the experimental results. Clearly the oscillations of the
out-degree distribution, Figs. (1) and (3) are not seen in
the degree distributions of the transcription regulatory
networks extracted from any particular genome. In the
language of our paper, real cellular networks are more
like single finite-size realizations, rather than expected
distributions calculated over ensembles of many different
realizations of a random sequence. In our model, for any
particular finite-size realization, only a relatively small
number of data points would fall into this portion of the
distribution and this would not be sufficient to resolve
well the oscillations that make up the sample-averaged
distribution. The small degree behavior of the degree
distribution, however, is robust with respect to sample-
to-sample fluctuations, as we have shown.
We think that the similarity with reported degree
statistics of transcriptional genomic networks is not for-
tuitous. Sequence matching provides a highly plausible
mechanism for the formation of the transcriptional reg-
ulatory network. Such networks rely on the recognition
of regulatory sequences by transcription factors. These
points will be discussed in detail within a more compre-
hensive comparison of features of content-based network
models with real biological data in a forthcoming arti-
cle [20].
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APPENDIX
Here we outline the calculations leading to Eqs. (22)
and (26). In Section III, we defined the function
W (2)(a, b;x) as, Eq. (19),
W (2)(a, b;x) =
1
rk
∑
y
fa(x,y;β)fb(x,y;β) (96)
As we pointed out in the text, when performing the
sum over y, two cases must be distinguished: (i) |b−a| ≥ l
and (ii) |b − a| < l. In case (i), the set of indices of ya,l
and yb,l are distinct and the evaluation of the partition
sum proceeds in a manner analogous to Eq. (20) yielding
W (2)(a, b;x) =
(
1
rl
)2 [
1 + (r − 1)e−β]2l , |b− a| ≥ l.
(97)
In case (ii) there is an overlap between the indices
of ya,l and yb,l. Defining |b − a| = m, we find that
there are l − m overlapping indices, and thus there
are k − (l + m) distinct variables yc that are neither
in ya,l nor in yb,l, so that a sum over the values of
these indices will give rk−(l+m). Next, it is conve-
nient to partition the remaining indices, {ya+1, . . . , yb+l},
into the three disjoint sets, S1 = {ya+1, . . . , ya+m},
S2 = {ya+m+1 = yb+1, . . . , ya+l = yb+l−m+1} and
S3 = {yb+a−m+2, . . . , yb+l}. Figure (5) shows an ex-
ample for l = 7, with a = 2 and b = 5 along with
the sets, S1 = {y3, y4, y5}, S2 = {y6, y7, y8, y9} and
S3 = {y10, y11, y12}. With the definitions above, we find
for |b− a| < l,
W (2)(a, b;x) =
1
rl+m
∑
S1
e−β
∑k
t=1
u(xt,ya+t)
×
∑
S3
e−β
∑
m
t=1 u(xb+l−m+t),yb+l−m+t) (98)
×
∑
S2
e−β
∑ l−m
t=1 [u(xt,yb+t)+u(xm+t,yb+t)]
and carrying out the sums over the y variables, we obtain
( |b− a| < l),
W (2)(a, b;x) =
1
rl+m
[
1 + (r − 1)e−β]2m
×
l−m∏
t=1
[
1 + (r − 1)e−2β − u(xt, xt+m)
(
1− e−β)2] . (99)
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FIG. 5: Schematic representation of the y and x averages for
the function W (2)(a, b;β) as defined in the text. The case
shown in the figure corresponds to l = 7 with a = 2 and
b = 5. The number of overlapping indices in the figure is
l−m(= 4), with m = b−a(= 3). Because of the overlapping,
when averaging over x, these indices fall into m(= 3) disjoint
sets: {x1, x4, x7}, {x2, x5} and {x3, x6}
.
Next, it is useful to introduce the r×r matrix,M(x, y)
as
M(x, y) = 1 + (r − 1)e−2β − u(x, y) (1− e−β)2 , (100)
with x, y ∈ {0, 1, 2, . . . , r − 1}. From the properties of u,
Eq. (8), we find that
M(x, y) =
{
1 + (r − 1)e−2β , x = y
(r − 2)e−2β + 2e−β, x 6= y (101)
and Eq. (99) can therefore be written as
W (2)(a, b;x) =
1
rl+m
[
1 + (r − 1)e−β]2m
×
l−m∏
t=1
M(xt, xt+m). (102)
Proceeding to perform the average over x,
W (2)(a, b) =
1
rl
∑
x
W (2)(a, b;x), (103)
observe that in eq. (102) the variables x can be parti-
tioned into k disjoints sets X with the additional prop-
erty that if xt ∈ X , by implication xt+m ∈ X . The
situation is shown schematically in Fig. (5) for m = 3,
where we have the 3 disjoint sets, {x1, x4, x7}, {x2, x5}
and {x3, x6}. Denoting these sets as X1, X2, . . .Xm,
and their respective number of elements as n1, n2, . . . , nm
(n1+n2+. . . nm = l), we see that the product in Eq.(102)
can be factorized as
l−m∏
t=1
M(xt, xt+m) =
∏
xt∈X1
M(xt, xt+m) · · ·
∏
xt∈Xm
M(xt, xt+m)
(104)
Performing the summation over each of the factors we
have for the first factor∑
X1
∏
xt∈X1
M(xt, xt+m). (105)
It can be easily shown that the sum over the variables
xt ∈ X1 reduces to an n1 − 1 fold matrix product. De-
noting the matrix elements of the matrixMn by (Mn)xy,
we therefore find∑
X1
∏
xt∈X1
M(xt, xt+m) =
∑
x,y
(Mn1−1)xy (106)
and hence
1
rl
∑
x
l−m∏
t=1
M(xt, xt+m) =
1
rl
m∏
s=1
∑
x,y
(Mns−1)xy (107)
Owing to the structure of the matrix M , Eq. (101),
powers of M retain the same structure, as can be readily
shown, and we therefore have
(Mn)(xy) =
{
An, x = y
Bn, x 6= y. (108)
The quantities An and Bn can be evaluated recursively,
and one finds after a little algebra,(
An+1
Bn+1
)
= Qn
(
A1
B1
)
, (109)
where
Qn =
1
r
(
(r − 1)λn+ + λn− −(r − 1)λn+ + (r − 1)λn−
−λn+ + λn− λn+ + (r − 1)λn−
)
,
(110)
and
λ+ =
[
1− e−β]2 (111)
λ− =
[
1 + (r − 1)e−β]2 . (112)
We therefore find,∑
x,y
(Mn)xy = rAn + r(r − 1)Bn, (113)
and thus ∑
x,y
(Mn)xy = r
[
1 + (r − 1)e−β]2n . (114)
Substituting eq. (114) back into eq. (107) we have
1
rl
∑
x
l−m∏
t=1
M(xt, xt+m) =
1
rl
m∏
s=1
r
[
1 + (r − 1)e−β]2(ns−1)
(115)
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and noting that n1 + n2 + . . . nm = l, we finally obtain
1
rl
∑
x
l−m∏
t=1
M(xt, xt+m) =
1
rl
rm
[
1 + (r − 1)e−β]2(l−m) ,
(116)
which when substituted into Eqs. (103) and (102) yields
the final result, Eq. (23),
1
rl
∑
x
W (2)(a, b;x) =
1
r2l
[
1 + (r − 1)e−β]2l . (117)
Note that we obtain the same result as for the case
|b − a| > l, Eq. (97). In particular, we see that once
averaged over x, W (2) is independent of a and b.
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