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Abstract 
The goal of this research work is to develop a meshless Euler solver using radial basis 
functions (RBFs). Meshless methods attempt to address the problems in computational 
methods arising due to their mesh dependence. The present meshless method uses the 
differential quadrature (DQ) technique, which states that the derivatives of a function at a 
point can be approximated by a linear combination of the function values at a set of scattered 
points or nodes in its neighborhood. The derivative evaluation is dependent only on the nodal 
distribution and independent of the function. RBFs are used as basis functions for the DQ 
technique. 
The local radial basis function-differential quadrature (RBF-DQ) method is used to develop a 
meshless Euler solver for inviscid compressible flows. An Euler solver should take into 
account the direction of wave propagation associated with the hyperbolic PDEs. Hence 
second order a Rusanov solver is employed to evaluate fluxes at the mid-points, analogous to 
flux evaluation at cell interface in the finite volume method. The DQ technique is then 
applied to these upwind fluxes to approximate the flux gradients. Thus the conservative form 
of the Euler equation in differential form is discretized using RBF-DQ technique. The solver 
is applied to and validated by various steady state compressible flows. The present meshless 
Euler solver using RBFs captures the flow physics both qualitatively and quantitatively. 
1 
Chapter 1 
Introduction 
1.1 Meshless methods: 
One of the major challenges in Computational Fluid Dynamics (CFD) is the generation of a 
suitable mesh. For a complex configuration, generation of a good quality mesh can be very 
expensive in terms of human labor and CPU time. For practical problems the geometries 
encountered can be highly irregular and not strictly convex. Hence it is desirable to be able to 
solve partial differential equations (PDEs) over irregular domains without discretizing it. 
To avoid the discretization step a number of numerical schemes have been proposed in the 
past two decades, which are referred to as gridless or meshless schemes. They are also 
known as meshfree methods. In the sequel the terms gridless, meshless and meshfree will be 
used synonymously. These schemes completely discard the idea of a mesh for the spatial 
discretization of the PDEs governing the flow. The meshfree term not only suggests that they 
do not depend on any mesh, but also implies that they can be applied to any kind of mesh-
structured, unstructured or hybrid. 
The numerical solution of partial differential equations (PDEs) has been dominated by finite 
difference methods (FDM), finite element methods (FEM) and finite volume methods 
(FVM). The common feature among all these methods is that they all require a mesh to 
discretize the PDEs or to support the localized approximations. For instance, there are always 
problems in computational mechanics when dealing with discontinuities using conventional 
computation methods. The discontinuity could be a crack in the stress propagation or a shock 
2 
in supersonic flow. The underlying structure of these methods which originates from their 
dependence on a mesh is not very suitable for the treatment of discontinuities which do not 
match with the original mesh lines [1], Thus the most viable strategy for dealing with moving 
discontinuities in mesh based methods is to remesh the domain in each step of the evolution. 
The remeshing ensures that the mesh lines remain parallel with the discontinuities throughout 
the evolution of the problem. This can lead to numerous difficulties in successive stages of 
the problem and can result in degradation of accuracy and complexity in the computer 
program. In addition the large number of remeshing can also be a huge burden in terms of the 
computational cost and time. 
Meshless methods are an attempt to address these problems in computational methods arising 
due to the mesh dependence. The objective of meshless methods is to eliminate at least part 
of this mesh dependence by constructing the approximation entirely in terms of nodes. In 
these methods moving discontinuities can usually be treated without remeshing with only a 
slight compromise with accuracy. Hence it is possible to solve a large class of problems 
computationally using meshless methods more accurately and efficiently than the 
conventional mesh based methods. The nodes can be created in a fully automated manner 
without any human intervention and hence the time spent in mesh generation is saved [2], 
However in a large number of meshless methods recourse is taken to meshes or mesh 
generation tools in atleast parts of the method for example in the generation of nodes inside 
the problem domain. 
The origin of meshless methods can be traced back to about thirty years ago, but very little 
research was done until the past decade. The starting point which seems to have the longest 
history is the smooth particle hydrodynamics (SPH) method (Lucy, 1977) [3], who used it for 
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modeling astrophysical phenomenon. One of the common characteristic of all the meshfree 
methods is that they can construct the functional approximation or interpolation entirely from 
the information at a set of scattered nodes or points. These methods do not require any 
storage of prespecified connectivity or relationship among these scattered nodes. 
A number of meshless methods have been proposed and investigated upon in the recent past. 
Some of the well known meshless methods are smooth particle hydrodynamics (SPH) 
method[3], the diffuse element method [4], the element free Galerkin method (EFGM) [2,5], 
the reproducing kernel particle method (RKPM) [6], the partition of unity method [7], the hp-
clouds method [8], the finite point method [9], the meshless Petrov-Galerkin (MLPG) 
method [10], and the general finite difference method. One of the main advantages of 
meshfree methods is that it is computationally easy to add or remove nodes from a 
preexisting set of nodes. On the contrary in conventional methods addition or removal of a 
point or an element would lead to heavy remeshing and hence computationally difficult to 
implement. 
1.2 Meshless solvers using radial basis functions 
In the past decade researches have been trying to develop another group of meshless methods 
which are the radial basis functions (RBFs) and have become attractive for solving partial 
differential equations (PDEs). RBFs have wide applications in sciences and mathematics 
where a function is to be approximated or in particular interpolation is needed. For example 
Thin-plate splines (TPS) a kind of RBFs are used for mappings of images such as underwater 
sonar scans into other images for comparison and such cases interpolation comes into play. 
Another category of RBFs called Multiquadrics (MQs) have very good performance when 
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dealing with interpolation problems like potential or temperature on the earth's surface when 
the temperature is known at scattered meteorological stations on the earth's surface [11]. 
Although RBFs were initially developed for multivariate data and function interpolation, 
especially for higher dimension problems their truly meshfree nature has motivated 
researchers to employ them in solving PDEs. The highest credit of using RBFs to solve PDEs 
goes to Kansa [13]. He discretized the PDEs directly over unstructured nodes using RBFs. 
Though his approach was similar to finite difference method (FDM) it was suitable for any 
scattered distribution of nodes. He has also given a historical perspective on the development 
of meshfree methods and their application in various fields of computational science and 
engineering [1], Other great contributions in the area of RBFs come from Fomberg [13], Hon 
[25] and Wu, Chen [21] and Tanaka. RBFs have found applications in various engineering 
problems like structures [19], fluid dynamics [21, 22] and fluid structure interaction [20]. 
RBFs when used as base functions for multi-variate data interpolation show favorable 
properties like high efficiency and good quality. There are two main advantages of using 
RBFs to solve PDEs. One is that they are naturally mesh-free which means they naturally 
have the ability of dealing with scattered data. Another advantage of RBF-based schemes is 
that they have high-order of accuracy than the typical finite difference schemes on a scattered 
distribution of nodes. 
1.3 Thesis Outline 
In the present study a meshless Euler solver based on radial basis functions has been 
developed to solve inviscid compressible flow. The algorithm consists of two parts, first part 
deals with the derivative approximation using differential quadrature (DQ) method with 
RBFs as basis functions. The DQ method will be explained in detail in the subsequent 
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chapters. The latter part consists of implementing a suitable upwind scheme to evaluate the 
fluxes. The solver is validated by applying it to several 2D compressible flow cases with 
discontinuities. The detailed description of this research work is presented in the following 
chapters. In chapter 2 the RBF-differential quadrature method is introduced, by which the 
spatial derivatives are approximated. The various parameters governing the accuracy of the 
RBF approximation are studied and investigated upon. Chapter 3 deals with application of 
RBF-DQ method to solve elliptic PDEs on both uniform and non-uniform nodal 
distributions. The method is used to solve steady state heat conduction (laplacian) and 
poissons problem. This chapter also studies the effect of various parameters on the accuracy 
of the scheme. Chapter 4 describes the node based meshless scheme using RBFs employed to 
solve Euler equations, which are a set of hyperbolic equations. The algorithm for the present 
solver is composed of two parts: one is the derivative approximation by RBF-DQ method; 
the second part deals with a mesh-free upwind method for evaluating the fluxes. In chapter 5 
the solver is validated by several test cases of compressible flows with discontinuities. The 
results are analyzed to ensure the meshless solver accurately predicts the flow phenomenon 
both qualitatively and quantitatively. The final chapter, chapter 6 presents the conclusions 
drawn from this research work and suggestions for future work and scope of meshless solvers 
in general and using RBFs in particular to solve various fluid mechanics problems. 
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Chapter 2 
Radial Basis Functions 
The local RBF-differential quadrature (DQ) method is a kind of interpolation technique in 
which the radial basis functions are used as basis functions. The function approximation is by 
RBFs and the derivative approximation by differential quadrature (DQ). This technique is 
derived from a linear vector space analysis; DQ method shows that for a smooth function the 
partial derivative at one reference point can be approximated by a weighted linear sum of 
function values at a set of discrete neighboring points/nodes within its support. These 
weighting coefficients at the supporting points are determined by a set of basis functions. In 
the RBF-DQ method radial basis functions are employed as basis functions. It is important to 
note that these weight coefficients are dependent only on the distribution of points and 
independent of the function whose value or partial derivatives are to be approximated. The 
exact choice or size of the support domain is not important as long as it encompasses a given 
number of the nearest neighbors of the reference node. The accuracy of the approximation 
depends on the number of supporting nodes and their distribution, which will be discussed in 
the following sections. 
There are many RBFs which have been suggested and applied in various numerical schemes. 
The most commonly used RBFs are 
Multiquadrics (MQs): <p(r) = yjr2 +c2 ,c > 0, 
Thin-Plate Splines (TPS): ç ( r )  =  r 2  log(r), 
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Gaussians: <p(r) = e w' ,a > 0, 
Inverse MQs: cp{r) = , ,c > 0, 
V r 2  + c 2  
Among the above RBFs the first one, MQs are most extensively used and were proposed by 
Hardy. Franke studied all the RBFs and found that MQs generally perform better than the 
others for the interpolation of 2D scattered data. The exponential convergence of MQ makes 
it superior to other RBFs such as thin plate splines (TPS) In the present work we will be 
using and presenting the MQ RBFs. 
Consider Û  as on open domain of9T#, d  =  1 and 2. If we want to approximate the derivative 
of a continuous function / : Q —» 9î at node, and the function values at node xj and its 
supporting nodesx^ , j  =1, 2... N \  is known as shown in figure below(Fig. 2.1). 
C Non-suyyortiiig nodes 
• Supporting nodes 
Reference node 
• • 
oo 
Fig 2.1. Supporting nodes around a reference node 
The DQ approximation of the mth order derivative of a function f(x) in the x-di recti on at the 
node xi can be expressed as 
8 
N, Z v 
= 2.1 
Kj  J-° 
f ( x J j  ), = function values at the scattered nodes 
w/"/)= weight coefficients at the nodes 
where are the coordinates of supporting node x,, and x°= x,. The symbol Ni represents 
the number of supporting points within the support domain of the reference nodexj. 
Among various types of basis functions MQ-RBFs have shown excellent performance and 
hence are chosen to determine the weight vector 
* = 0,1,2,...,#,. (22)  
The terms on the left of the above equation can be obtained analytically as shown below. 
k - x J  (2.3) 
d x  V k  ~ x k ) 2  + ( y i  - ) > k ) 2  + ° 2  
For simplicity of notation < p k ( x )  is used to replaceç?(j|x — x^||), where||x - xt || is the 
Euclidean norm. Hence we obtain a system of equations 
p^} = [A]{w'-} (2.4) 
The above system of equations can be written clearly in matrix form as below. 
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ËfoWl _ /  \  (  
Mhl ?M) fM) -
rbr = . • 8x (2.4) 
d ^ N j  ( X / )  JPn j  ( X /  )  ( P s ,  ( x  /  )  ( P s ,  ( x /  )  
d x  J [A]  
RBFs are globally supported shape functions and the resulting system matrix [A] is really 
dense if we do not use locally supported RBFs. If the collocation matrix [A] is non-singular, 
the coefficient vector{w} can be obtained by inverting the matrix [A], 
The behavior of the collocation matrix [A] depends on the type of RBFs that are used. 
According to the previous work it is known that the matrix [A] is positive definite for MQ-
RBFs. The matrix [A] is hence non singular and thus inverse [A]"1 exists for distinct 
supporting points. The weight/coefficient vector {w} that is obtained can be used to 
approximate the first order derivative in the x-direction for any smooth function at the 
reference nodex,. The coefficient vector for higher order derivatives can be calculated 
using the same procedure. It is interesting to note that the MQs are continuously 
differentiate and integrable which makes the above procedure always possible. 
The accuracy of a scheme based on RBFs depends on various factors like 
• Local distribution of points 
• Number of supporting points, Ni 
(2.4) 
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• Free shape parameter, c 
2.1 Shape parameter c in local MQ-DQ method 
The shape parameter c strongly influences the accuracy of the MQ-RBF method. The key 
factor in obtaining accurate results by RBF method is the MQ matrix. The condition number 
of the matrix can be adjusted by using a variable shape parameter. The choice of the shape 
parameter c has been a topic of hot discussion in the community of RBF researchers. Franke 
[12] evaluated large number of interpolation schemes in two dimensions and found that the 
most accurate schemes were MQ and TPS. 
He suggested a formula to find the optimum shape parameter c  as 
where D is the radius of the smallest circle and is the number of nodes in the support 
domain. Hardy suggested another formula for evaluating the shape parameter c . 
1 ^4 
Hardy: c  = 0.815 • d  where d  = .\d t  
Carlson and Foley found that the behavior of the function to be interpolated has an important 
role in determining the optimal value of the shape parameter. They suggested that a small 
value of c can be used for if the function is rapidly varying and large value if the function is 
smooth (has large curvature). They found that the root mean squared errors of many of the 
bivariate functions were reduced when the optimal shape parameter was used [15]. 
1.25*D 
Franke: c  —  
di is the distance between the ith data point and its nearest neighbor. 
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Kansa suggested a variable shape parameter and found that Kansa found that the power law 
shown below increases accuracy up to five orders of magnitude for many monotonie 
functions. 
where CM  and cN  are input parameters [14]. Recently Golberg used the method of cross 
validation to estimate the optimal shape parameter of elliptic PDE problems in two and three 
dimensions and observed exponential convergence. 
A general theoretical analysis of how the shape parameter c is associated with the accuracy 
of approximation is difficult. In this work by numerical experimentation on functions of two 
variables, it was found that there is an optimum value of c at which the accuracy of the 
scheme is a maximum and remains constant over a range of c. But after a certain value of c 
the error increases infinitely. The choice of c within a domain ensures best approximation. A 
similar trend is observed for both the first and higher order derivatives. 
The plots in Figs(2.2-2.4) shows the logarithmic error in approximation of the first order 
derivative of a function of two variables f(x,y) = x2+y2. The error was studied for 
varying c for three different uniform nodal distributions. It was noticed that the error 
decreases as the density of nodal distribution around the reference node increases. Though 
the order of accuracy of the approximation is linear the absolute value of error is much lower 
than other meshless methods. 
_ O-i) 
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•1 
cell = 0.20 , N =9 
cell = 0.10 , N =9 
cell = 0.05 , N =9 
-2 
•3 Error decreses with 
denser node distribution 
-4 
•5 
0 5 10 
Shape Parameter c 
15 20 
Fig. 2.2. Variation of accuracy with shape parameter c 
Another parameter, number of supporting nodes Ni was also studied. The error analysis was 
performed for three configurations with Ni = 9, 17, 25 as seen in figures (2.2-2.4). As 
expected the accuracy increases as the domain increases, but there are few finer details to be 
noticed. The maximum value of c that can be used decreases as the number of supporting 
nodes increase for a given nodal density distribution. The phenomenon can be clearly seen in 
Fig. (2.5). The effect of shape parameter c is also studied. The approximation error is very 
high for low values of c and decreases for increasing values but not indefinitely. After a 
certain value c = cmax the error increases rapidly and is not monotonie. Hence there is a 
specific range of c in which the approximation is stable and consistent. The value of Cmax 
decreases with increase in supporting nodes and density of nodes. A detailed analysis similar 
to the present case is performed for 2D Elliptic equations in the following section. 
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0 5 10 15 
Shape parameter c 
Fig. 2.3. Supporting nodes Ni = 17 
cell = 0.20 , N = 25 
cell = 0.10 , N =25 
cell = 0.05 , N = 25 
J I I I I I I I I I I I I I I L 
0 2 4 6 8 
Shape Parameter c 
Fig. 2.4. Supporting nodes Ni = 17 
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cell = 0.20 , N = 25 
cell = 0.10 , N = 25 
cell = 0.05 , N = 25 
Cell = 0.20, N = 9 
Cell = 0.10, N = 9 
Cell = 0.05, N = 9 
•2 
•4 
•6 
•8 
j I i i i I i i i I i i i I i i i I i i 
0 2 4 6 8 
Shape Parameter c 
Fig. 2.5. Accuracy study with different Ni 
A similar numerical analysis was performed for higher order polynomials for their first order 
partial derivatives and higher order derivatives. A trend similar to above was observed in all 
the cases. However the sensitivity with shape parameter c increases for higher order 
polynomials. It is important to note that in this section we have concentrated on only the 
accuracy of functional derivatives at a single point or node. In the following chapter RBFs 
will be applied to solve elliptic PDEs in a square domain, which involves second order partial 
derivatives. The technique passes the true test only when it is accurate on a distribution of 
points rather than a single node, which is the aim of next chapter. 
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Chapter 3 
Application of RBFs to solve elliptic PDEs 
3.1: RBF-differential quadrature to solve elliptic PDEs 
In this section we will use RBFs to solve PDEs with special attention and application to 
elliptic PDEs. In an elliptic problem over a closed domain we have the boundary conditions 
given on the boundary and need to solve for the function f(x,y) over the domain. Nodes are 
generated within the domain, Q and on the boundary, dQ . The total number of nodes is NT, 
boundary nodes are Nb and internal nodes is Ny. RBF-DQ method is applied to solve elliptic 
PDEs say poisson equation Eqn(3.1). 
——r+ 2 == q(x,y) where q ( x , y )  is the source term. (3.1) 
Note that if q ( x , y ) =0, the problem is known becomes a laplacian, a special case of poissons 
problem. Laplacian is solved first using RBF-DQ method. The function values are specified 
on the boundary dfl i.e. dirichlet boundary conditions are used. RBF-DQ is applied to solve 
for the function only at the internal nodes since the function value is a given constant on 
boundary. The resulting equations are shown in Eqn(3.2) 
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The weight vectors jw2x } and \w2y jean be obtained using RBF-DQ. Hence we have a 
weight vector associated with every node in the domain and the dimension or size of this 
vector equals the number of supporting nodes in the support domain including the reference 
node. 
Combining Eqn(3.1) and Eqn(3.2) we get a simplified equation Eqn(3.3) 
+ ÉK, )/W) where %% = ) (3.3) 
Thus we have a system of equations. The function values at the Ny internal nodes can be 
obtained by solving the above system of equations using any linear solver, say gauss-
elimination or gauss-siedel iteration. The final system of equations can be represented as 
below Eqn(3.4) 
[Wlf]=[q] (3 4) 
[w]is the matrix formed by the weights at all the nodes corresponding to a given reference 
node, [f ]is the vector having the function values at Nt nodes which are unknown and [q]on 
the right hand side is the source term. 
If Xj is a node on the boundary Wij =1 and Wij = 0. On the other hand if x, is an internal 
node every element Wij = 0 if j is outside the support domain of x, and Wij equals finite 
value if node j is within the support domain. 
The final system of equations to be solved for the function values at the internal nodes can be 
clearly represented in matrix form as below Eqn(3.5). 
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1 0 0 0 . • 0 A  /l 
0 1 0 0 . • 0 /2 /2 
0 
' ^ ,4  h  q 3  
0 0 0 1 . • 0 h  h  
. 0 
K *  K s  0 ^ , 2  ' • W^ _  N tXN T  Jn_ N tx 1 3n  
(3.5) 
N T x l  
It can be clearly seen that the resulting matrix is highly sparse. If we decrease the number of 
nodes within the support domain the sparseness of the matrix increases. In the present work 
the system of equations are solved by gauss-elimination. The method discussed in this 
section is applied to 2D heat transfer problem with no source term (q=0) and later to a 
poissons problem with non-zero source term q. The solution obtained in both the cases is 
compared with the analytical solution. Detailed study of accuracy and error analysis with 
various parameters is presented in the subsequent sections. 
At this point it is important to note that RBFs, are actually globally supported basis functions 
in nature. Local RBFs where the support domain is fixed have emerged only recently. The 
use of global supported RBFs leads to dense system matrices [A] where Ay = 
which cause instability. Upon extensive numerical studies researchers have concluded that 
good convergence (i.e. spectral) rates can be obtained only at the cost of instability. Some 
techniques have been proposed to ensure better performance of globally supported basis 
functions like domain decomposition methods and localization of the basis functions. 
Researchers have claimed that local RBFs can deal with problems involving tens of 
thousands of nodes which result in a dense matrix. However the use of local RBFs with 
compact support domain leads to highly sparse system matrix and can causes large errors. 
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Many works comparing global versus locally supported RBFs have concluded that a large 
bandwidth of matrix [A] results in small errors but is computationally inefficient. On the 
other hand a small bandwidth means computational ease but leads to large errors[17]. Hence 
it is important to optimize between computational efficiency and numerical accuracy of the 
RBF-method used. 
3.2 Laplace equation in a square 
The first example of elliptic PDE is steady state heat transfer by conduction in a square plate 
which is modeled by the Laplace equation, 
v
'
r = 0 o r i ^V <36) 
in a unit square domain Q(0 < x < 1,0 < y < 1) with the boundary conditions T(x,y) = 0 
along the edges: x =0; y=l and x=l and T(x,0) = T0. 
T=0 
o 
M 
l-
o 
m 
I-
T= 100 
Fig. 3.1 Problem domain and boundary conditions 
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T0 is a constant and is taken as 100 in this case. The boundary conditions as shown above 
describe the steady-state temperature distribution in a square plate, one side of which is 
maintained at a constant temperature T0, while the other three sides are maintained at T = 0. 
The analytical solution with the boundary conditions given by Eqn (3.7) 
V ft y n=0 
X 
1 
2n + l  
sin{(2« + l);zx}sinh{(l - y\2n +\) tt} 
sinh {(2/7 + (3.7) 
The computations have been performed for various node distributions as shown in the figure 
below Fig. (3.2) The number of nodes within the support domain is limited to 9, including 
the point itself for all the nodal distributions. 
5 x 5  9 x 9  1 7 x 1 7  33 x 33 
:::::::::::::::::::::::::::::: 
ii:iiiiii:iiiii::iiiii:iiiiii: 
Fig. 3.2 various uniform node distributions. 
Accuracy study for the 2D heat conduction problem is summarized in Table 3.1 below. It can 
be clearly seen that the RMS error decreases as the node density increases. Since we are 
limited to uniform distribution of points we can comment that as the mesh is refined accuracy 
increases. The scheme shows first order accuracy for spatial discretization. However it is 
important to note that the absolute error using RBFs is an order less than other meshless 
methods though it has lower order of accuracy. 
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Node 
distribution 
Cell size Max Error Max Err % RMS Error 
5x5 0.250 2.466300 13 549 0.028364 
9x9 0.125 2.722803 5.6383 0.018757 
17 x 17 0.0625 2.761530 5.5707 0.010550 
33x33 0.03125 3.051661 5.5417 0.006361 
Table 3.1: RMS error for uniform distribution of nodes 
RMS error as function of shape parameter c 
-0.5 
5 x 5  n o d e s  
9x9 nodes 
17x17 nodes 
3 3 x 3 3  
-2.5 U. 
0 0.5 1 1.5 2 2.5 3 
Shape parameter c 
Fig 3.3: RMS error for different uniform node distributions 
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Fig 3.3. RMS error for different uniform node density distributions 
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Steady State Temperature distribution in square plate Steady State Temperature distribution in square plate 
Computational result 17x17 distribution Computational result 33x33 distribution 
Fig. 3.4: Numerical solution of laplacian for various node distributions 
3.3 Random distribution of points 
The present scheme is truly meshless if it can work even on a random distribution points. 
There are many ways in which a random distribution of points can be generated within the 
square domain excluding the boundary nodes. The method employed in this case is to 
slightly shake the various nodes of a uniform grid to generate a randomized distribution of 
nodes. Each of the grid points of structured grid is translated in an arbitrary direction by 
small distance 5. The choice of this distance 5 has an affect on the accuracy of the numerical 
approximation. This method is shown schematically in Fig. 3.5. The procedure of solving 
laplacian problem on various uniform distributions is repeated for the newly generated 
random distributions. The sensitivity of the error with the shape parameter c is also studied 
and can be seen in Fig. (3.6). The max value of shape parameter c that can be used for best 
approximation follows a trend similar to the uniform distributions i.e decreases for denser 
nodal distributions. 
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Random distribution Uniform distribution 
Fig. 3.5 Random node distribution from a uniform distribution of nodes. 
The accuracy study for the non-uniform grids is tabulated in Table 3.2 below. It is important 
to note that max error is almost the same with increase in node density, which is caused due 
to a discontinuity in the boundary condition at the corners of the domain. The RMS error 
however decreases as we increase the number of nodes within the domain. The RMS error is 
calculated same as in the case of uniform distribution. 
Node 
distribution 
Cell size Max Err Max Err % RMS Error 
5x5 0 250 2.783 5.057 0.021339 
9x9 0.125 1.417 2.9048 0.008448 
17 x 17 0.0625 1.068 2.259 0.004169 
33x33 0.03125 2.399 2.458 0.004003 
Table 3.2: RMS error for randomized node distributions 
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RMS error vs shape parameter 'c' 
5 x 5  n o d e s  
- 9x9 nodes 
17x17 nodes 
33x33 nodes 
e—e 
Shape Parameter c 
Fig.3.6 RMS error for randomized node distributions 
3.4: 2D Poisson problem 
Consider the Poisson equation, 
d 2 u  d 2 u  .  o z  .  v  •  \  
H - = -2n (sm;zx)(sm;zy) (3.8) 
In a unit square domain Q(0 < x < 1,0 < y  <  1) with the boundary conditions 
u(x,y) = l + x on the boundary, dfl. The boundary condition for this case is continuous 
contrary to the laplacian test case in the previous section. The analytical solution for this 
problem is given by 
u ( x , y )  =  \  +  x  +  (sin ;z%Xsm xy). (3.9) 
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This problem is analyzed for 4 different uniform point distributions with different spacing in 
other words varying node density to study the convergence behavior of the scheme: 5x5, 9x9, 
17x17 and 33x 33. The computed results are compared with the analytical solutions. The 
convergence is measured by the following relative L2 norm: 
Node 
distribution 
Cell size Max Err Max Err % RMS Error 
5x5 0 250 0.001753 0 7884 0.001752 
9x9 0.125 0.003077 0.12307 0.000732 
17 x 17 0 0625 0.000990 0.039617 0.000245 
33x33 0.03125 0.000382 0.015274 0.000092 
Table 3.3: RMS error for uniform distribution of nodes for poisson equation. 
The numerical solution for the poisson equation Eqn (3.8) is shown below Fig.3.7. It can be 
clearly seen that as the number of nodes increases i.e. node density increases the solution is 
smoother and closer to the analytical solution which is given by Eqn (3.9). In the next chapter 
RBFs are applied to Euler equations to obtain an Euler solver for steady, inviscid 
compressible flows. The meshless Euler solver is validated by applying it to various 
supersonic and transonic flows. 
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Solution of Poisson problem 
Solution of Poisson problem 
T 
2.3 
— 
2.1 
1.9 
1.7 
— 1.5 
— 1.3 
1.1 
5 x 5  n o d e s  9 x 9  n o d e s  
Solution of Poisson problem Solution of Poisson problem 
17x17 nodes 33 x 33 nodes 
Fig. 3.7: Numerical solution of Poisson's equation 
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Chapter 4 
Application of RBFs to Euler Equations 
The governing equations of fluid dynamics are expressions of conservation and the second 
law of thermodynamics. The three fundamental quantities mass, momentum and energy are 
neither created nor destroyed but only redistributed or converted from one form to another. 
The conservation laws of these three quantities, the two equations of state and the second law 
of thermodynamics are collectively known as the Euler equations. In solving inviscid fluid 
dynamics Euler equations are very useful as they can model many complex flows of practical 
interest. Euler equations are a valid mathematical model when effects of viscosity can be 
ignored. Compressible rotational flows normally encountered in flows around launch 
vehicles, missiles or aircrafts can be computed with engineering accuracy using Euler solvers 
provided the flow is attached, viscous layers are thin and effects of flow separation are 
negligible. 
4.1 Conventional methods for discretization of Euler Equations 
Euler equations are a set of hyperbolic equations which govern the inviscid fluid dynamics. 
The partial differential equation is discretized over a given domain to get algebraic equations 
which are then solved. Hence a suitable mesh is required to discretize the spatial derivatives 
of flow parameters. After a suitable mesh is generated the first step is to discretize the partial 
derivatives in the Euler equations and then solve these discretized equations on the given 
mesh. The discretized equation needs to be of higher order accurate to compute the flow to 
an acceptable accuracy. The common methods to discretize the Euler equations can be 
classified as: 
- Finite Difference Method (FDM) 
- Finite Volume method (FVM) 
- Finite Element method (FEM) 
A brief summary of each of these discretization techniques is presented here. 
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In FDM a difference equation corresponding to the governing differential equation is 
obtained by using finite difference approximation of derivatives using Taylor series 
expansion. FDM is very sensitive to the quality of mesh and loses its accuracy if the mesh is 
not smooth. But FDM easily adapts to the boundary condition of the problem. Satisfying 
boundary conditions is very important because it is the boundary condition which the 
solution obtained is unique to the given problem, since it is the same set of PDEs which 
govern any flow. 
In FVM the integral form of the conservation equations are applied to the control volume 
defined by a cell to get the discrete equations for the cell. The advantage with this method is 
that it can work on both the structured and unstructured grids. FVM methods have been the 
most popular in the area of fluid mechanics. The greatest advantage of FVM is that the 
schemes constructed using these are exhibit very good conservative property. All the finite 
volume methods suffer from a major drawback. They lose the higher order accuracy when 
the mesh points are arbitrarily distributed. 
FEM gives a piecewise approximation to the governing equations. The solution region is 
approximated or modeled by replacing it with an assemblage of discrete elements. FEM is 
particularly suited for problems with complex geometries. It has been greatly successful in 
solving solid mechanics or structural problems. 
The common feature of all the three techniques discussed is that they all rely upon a mesh or 
grid to discretize the governing PDEs over a domain. Such dependence can degrade the 
quality of the solution if the mesh or grid is of poor quality. It is sometimes difficult and time 
consuming to generate a good mesh for complex configurations. Hence researchers have 
shown interest in trying to overcome these problems with the concept of meshfree methods. 
Meshfree methods are usually point or node based methods which do not require the domain 
to be divided into elements or volumes. It also does not require any preexisting node relation 
or connectivity between the nodes. Though meshfree methods initially found application to 
elliptic PDEs their special features and advantages over conventional discretization 
techniques have motivated the researchers to apply them to Euler equations. Kansa was the 
first person to have applied RBF-based methods to solve problems in computational fluid 
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dynamics. Following him there have been many researchers who have shown great interest in 
RBF-based methods for fluid mechanics, heat transfer and fluid structure interaction 
problems. In the following sections an RBF-based meshfree Euler solver is discussed based 
on the literature available on RBF-based methods. 
4.2: Upwind method for the flux evaluation at the mid-point between nodes 
When solving hyperbolic PDEs such as Euler equations, it is important to employ a suitable 
discretization method, which not only can accurately approximate the smooth region of flow 
but also have the ability of capturing the possible discontinuities like shocks in the flow field. 
Hence the discretization technique presented in this paper consists of two parts: an accurate 
mesh-free RBF-DQ method to discretize the derivatives in the conservative governing 
equations. It should be emphasized that the basic framework of local RBF-DQ method is 
only suitable for solving incompressible flows or smooth compressible flows without any 
discontinuities. When shock wave occurs in the compressible flow region, either artificial 
dissipation or upwind schemes must be brought into the flow solver to capture the 
discontinuity. In the present scheme an upwind scheme is developed which accurately takes 
into account the direction of wave propagation associated with the hyperbolic equations. 
Such a method is required to suppress the oscillatory behavior of solution around the 
discontinuities. The mesh free upwind scheme is described for the two-dimensional (2D) 
compressible flow. 
The 2D unsteady Euler equations can be written in the conservative form in Cartesian 
coordinates as 
^Q+^F,(Q)+^F2(Q)=o (4 1) 
of dx qy 
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d t  
q+v-f (q)=o 
where 
Q = 
P N  '  P N  ^  P  
p-u  p-u  p-u  
, F = , F2 = 
p-v  p-v  p-v  
e V v 6 V v 6 
and the flux vector is f = [fx , f2 ], 
Where the dependent variable u is the vector of conservative variables, and (p,u ,v ,p f  is 
the vector of primitive variables, m = (pu,pvf  is the momentum vector and u = (u,v f  is 
the velocity vector, e  stands for the total energy e  = + (u 2  + v2)/1\ and s  is the specific 
internal energy. For a thermally perfect gas the static pressure p can be computed by the 
equation of state p '• 
(42) 
(r - l ie-pO; 
2\ 
The divergence of flux vector in Eqn(4.1) is found by using the local RBF-DQ method 
discussed in the previous chapters. However it is important to note that the points that we 
used for the discretization are not located at the supporting nodes. Instead they are located at 
the mid-points between the reference node and its supporting nodes, as shown in Fig(4.1). 
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•- Reference node • - - Support node X -- Mid-point 
Fig. 4.1: Scattered nodes around a given reference node 
After spatial discretization by RBF-DQ the Euler equations take the form as below: 
dQ 
dt 
N n 
= "Z 'F, (Q U- ) + "'5 'F2 (Q ,.t )], (43) 
k=0 
where Q; i are the conservative variables at the mid points between the reference nodes z and 
its £th supporting node. The terms il')1/1 and U'j1/1 in Eqn(4.3) are the corresponding weighting 
coefficients for the first order derivatives in the x and y-direction respectively. Nz denotes the 
total number of supporting points including the point itself, for the reference point / and 
Q o =Q 
By inspecting Eqn(4.3) we notice that at each mid-point a new flux can be defined, based on 
a unit vector lw = (ai k, /3l k )' , which is associated with the weighting coefficients for first 
order derivatives in x and y-direction respectively. The new flux G /„- can be written as 
Ga- = ai,k -F i(q ,-,*)+A* 'F2(Qi,k} (4 4) 
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Where the elements of the unit vector auk and (5i k are given by 
(4 5) 
If we define a new variable Wuk = then Eq. (4.4) takes the form 
(4.6) 
Eqn. (4.6) can be interpreted in such a way that the variation of conservative variables at the 
reference point can be measured by a linear sum of the new fluxes at the reference point and 
the mid-points. How to evaluate the fluxes at the mid-points is a very critical issue in this 
scheme. 
The RBF-DQ method described above to evaluate the flux derivatives cannot distinguish the 
influence from upstream or downstream. Hence to make sure that the scheme is upwind, 
appropriate evaluation of the new fluxes at the mid-point should take the directions of wave 
propagation of the hyperbolic system into consideration. Otherwise it can result in non-
physical oscillations near steep gradients. In short upwind scheme must be introduced to 
evaluate the fluxes at the mid-point. Upwind schemes in the line of Godunov's method are 
quite popular. In Godunov's method the numerical flux at the mid-point is obtained by 
exactly solving locally one dimensional (ID) Euler equations for discontinuous states i.e. a 
ID Riemann problem. 
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R 
Reference 
node 
—• 
Support 
node 
Fig.4.2. One dimensional Riemann problem 
Godunov type scheme is very appropriate for the evaluation of new flux at the mid point by 
supposing that the functional values at the reference node i and its supporting node k form a 
local Riemann problem. However it is important to note that the evaluation of new fluxes still 
holds the meshfree property. 
Euler equations are non-linear in behavior hence the solution of Riemann problem needs 
iteration and is very time-consuming. In order to reduce the computational cost the new 
fluxes at mid-point are evaluated using approximate Riemann solvers. There are numerous 
approximate Riemann solvers like Roe's approximate Riemann solver, HLLE solver and 
Rusanov solver (Lax-Friedrich's solver) etc. In the present work Rusanov solver is used for 
its simplicity. Rusanov solver assumes that all the waves associated with the hyperbolic 
system travel with the maximum wave speed. In other words we will pick up the maximum 
.  3 f  
Eigen value of the jacobian matrix A = -^and assume all the waves travel with this speed. 
Hence the jacobian A takes the form of a constant diagonal matrix. 
With Rusanov's scheme the new flux at the mid point can be evaluated as 
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g( Q l , Q r) -  — [ g{Q l) + g{Q r)]~— Â (qr -Qi), 
rï is the unit vector Ï is the velocity vector Vn= V * n  
Fig. 4.3: Upwind fluxes at mid points 
Normal velocity V„ is along line joining reference node and supporting node 
\V„\ + c 0 0 0 
0 \V„\ + c 0 0 
0 0 \v„\ + c 0 
0 0 0 \ v \  + c 
|F I is absolute value of the normal velocity and c is the average local speed of sound. 
V = 11 • 7 + V • j  
V n  = V •h  = u-n x  + v-n 
= W - + v - )  
= i(c'+cs) 
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4.2.1 Second order Rusanov solver and the concept of limiter 
It is important to note that the flux solver described here only has first order accuracy. It 
assumes that the flux between the mid-point and the related reference node remains a 
constant as shown in Fig.(4.4), which is a first order spatial approximation. In order to obtain 
higher order accuracy we need to construct a higher order Rusanov solver by higher order 
spatial approximation of the solution. We try to use linear interpolation to obtain the fluxes 
on either side of the mid-point. 
.R 
Q, 
Ref node Mid point Supp node 
Fig. 4.4 : Linear interpolation for 2nd order accurate Rusanov solver 
The fluxes at the reference node and supporting node are indicated using a subscript and the 
extrapolated values on either side of the mid-point are represented with a superscript. Higher 
order approximation of the numerical flux is obtained as shown below eqn (4.10). 
G(a,es)=i[G(Q1)+G(Qs)]-||A*(Qs,Q1)|(Q',-Q1)l (4 10) 
2" ' ' ' " 2 
Where the conservative variables on the left and right of the mid-point are given by linear 
interpolation as shown below Eqn(4.11). 
Q ' = &  +  22 l_ * 
Qr + 
+ l_ * 
+ R * (4.11) 
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In the above equation matrix A also is a constant diagonal matrix given by Eqn(4.9) but the 
maximum eigen values and averaged values are evaluated using the interpolated variables. 
It is a well known fact that any scheme with spatial accuracy higher than one suffers from 
spurious or non-physical numerical oscillations around the discontinuities. Due to these 
numerical oscillations higher order methods cannot produce monotonie solution unless 
special treatment is adopted. To prevent the occurrence of over and undershoots, the 
important concept of limiter is implemented. In the present scheme after the implementation 
of limiter the conservative variables on either side of the mid-point are evaluated as follows 
Q L  = Q L + cc( AQj where AQL = + 
8c V 
Q* =Qa+e(AQj where AQ* + 
8c 
(4.12) 
The constant a is largest possible a chosen such that 
min(Qj<(Q\QR)<max(Qj (4.13) 
For the 2nd order scheme without limiter is equivalent to a = 1. Hence numerically we will 
have 2nd order accuracy (a = 1) in the regions of smooth or continuous flow. In the region of 
discontinuity maximum possible value of a (a < 1) is chosen such that Eqn(4.13) is satisfied 
and order of accuracy is more than 1st order and less than 2nd order scheme. 
We can summarize that the upwind local RBF-DQ method contains two approximations in 
the spatial discretization, which have great impact on the accuracy of the scheme. The first 
approximation is to evaluate the fluxes at the mid-point by using a suitable approximate 
Riemann solver and the second one is to approximate the divergence of the flux field by 
applying differential quadrature to the fluxes at reference node and the mid-points. 
Another interesting feature is observed by comparing the present upwind mesh-free scheme 
and the finite volume method with Rusanov flux approximation at the cell interface (Fig.4.5). 
It can be noted from Eqn(4.3) that the present meshfree scheme can be interpreted as a finite 
37 
volume method with a non standard formulation. Firstly the coefficients Wj,o associated with 
the reference node are approximately zero, which implies negligible flux contribution from 
the reference node to itself which is physically true. Secondly, the unit vector 
lw = {aik, Pik of the new flux Giik defined in Eqn() has the direction along the line joining 
the reference node x7 and the supporting node xA_. Due to this fact Eqn(4.6) resembles 
closely to the flux evaluation <PF -n  in the finite volume method. 
Finite volume method Node based method 
Fig. 4.5: Similarity between nodes based RBF method and FVM 
Hence the upwind local RBF-DQ method is in many ways similar to FVM and is almost 
conservative similar to FVM. However the flux term at the reference node generally does not 
vanish and does make a contribution to the flux gradients and in turn towards the calculation 
of temporal variation of conservative variables. This can be interpreted as a compensation for 
irregular cloud of supporting points, and makes the difference between the present scheme 
and the finite volume method. The RBF-based Euler solver developed here is applied to 
various 2D steady compressible flow situations. Supersonic flow in a convergent channel and 
flow over a circular bump are solved using the solver. A detailed study and analysis of the 
results obtained is presented in the next chapter. 
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Chapter 5 
Results and discussion 
5.1 Meshless Euler Solver 
This chapter presents the results obtained using RBF-DQ based Euler solver on various flow 
situations. All the cases that were studied were inviscid compressible flows and hence Euler 
equations can effectively model them. All the test cases being studied in this chapter are 
steady state flows i.e. the flow variables do not change with time after certain period of time 
and the flow is then said to be steady. 
5.1.1 Node generation 
For all the configurations chosen the nodes within the domain were generated using 
commercial grid generation software called "CFD-GEOM". For simplicity the nodes were 
generated using a structured mesh generator, though the nodes are stored and accessed as in 
an unstructured grid. 
5.1.2 Temporal discretization 
For temporal discretization in Eqn. (4.6), first order forward Euler time stepping is used. The 
Eqn. (4.6) then takes the form below Eqn. (5.1) 
Hence the conservative variables can be evaluated at the next time level using the Eqn. (5.2) 
It is important to use an appropriate time step size At such that it is not too large which 
makes the scheme unstable nor too small which can take large time for convergence. In the 
present scheme global time step is used. The step size At is calculated as below Eqn. (5.3) 
n+1 f-xn Nj 
(5.1) 
(T =Q"-Af (5.2) 
\k=0 y 
(5.3) 
Ax 
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V n  = normal velocity 
c = local speed of sound 
Amax = (Vn + c), maximum wave speed 
CFL = CFL number 
5.1.3 Convergence criterion 
All the flows we are considering here are steady state compressible flows. We need to fix a 
criterion to determine when the flow has reached a steady state condition. We will define a 
function Res(Qn) as shown in Eqn(5.4). 
As we march in time the residual falls with number of iterations. Ideally if the flow becomes 
steady i.e. the flow variables do not change with time the temporal derivative of the 
conservative variables vanishes. This implies that the advection term on the right hand side 
of Eqn (4.6) tends to zero as flow moves towards steady state. But this takes a very long time 
and for practical purposes if Res(Qn) < s, computationally we assume that solution is 
converged or flow has reached steady state. The choice of this small value s is dictated by 
how close we want the solution to be to the ideal steady state solution. Residual, Res(Qn) is 
an important parameter that is monitored to observe the rate of steady state convergence. 
5.2 Boundary conditions 
5.2.1 Wall boundary conditions 
The flow variables are updated in time for interior nodes only. The flow parameters on the 
wall are extrapolated from the interior by using zero gradients in density, pressure and 
velocity components at the wall. Also at the wall we have no penetration condition which 
means there is no velocity normal to the wall, un = 0 where n represents the normal to wall. 
The term r is the radius of curvature which is infinity for a straight line resulting in 
dp 
condition — = 0. 
(5.4) 
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=  5 p = 0  d u - 0 
du„ 
0 (5.5) 
dn r  dn dn dn 
To ensure the no penetration condition we define a reflected node R for every internal node I, 
which is nearest to the wall. The velocity vector at R is a reflection of velocity vector at I 
The velocity component parallel to the wall surface at R and I are equal but the normal 
component of velocity at R has the same magnitude and opposite sign to the normal velocity 
at I. The velocity vector at reflected node can thus be given in vector form by Eqn (5.6). 
v R =v : - i (v r 4 n (5.6) 
interior node I 
solid wa 
reflected node R 
Fig.5.1 Implementation of solid wall boundary condition 
5.2.2 Symmetry boundary conditions 
At the symmetry boundary condition we have zero gradients for all the flow variables. In the 
present cases the symmetry wall is a horizontal line hence the gradient of any flow variable at 
symmetry axis is equivalent to its partial derivative with respect to variable y. Also there is 
no flux across the symmetry wall i.e. un = 0 . Mathematically we can impose the boundary 
conditions at the top wall (symmetry) as below. 
*= 0 ^ = 0 0 u„ = 0 (5.7) 
It is important to note that for an inviscid flow a symmetry boundary is computationally 
identical to a solid wall boundary. 
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5.2.3 Riemann invariants and characteristic boundary conditions 
At the inlet and outlet careful consideration needs to be taken for the boundary conditions. 
We use the theory of characteristics to set the inlet and outlet boundary conditions by 
assuming a ID Riemann problem at both the inlet and exit. If any other boundary conditions 
are used that donot take into consideration the directions of characteristic wave propagation 
and the Riemann invariants, the solution obtained is inaccurate. 
The Riemann invariants for the ID Euler equations are: 
P il' 
P r 
^2 
^3 =V„ + 
2 c  
( r -1 )  
W
'
=v
"-Ç^i) <58> 
where v n  and v t  are the normal and tangential velocities at the boundary, respectively, 
v n  = V - n = u - n x + v - n y  
v t  = V x n  =  u - n y  - v - n x  (5.9) 
From the Riemann invariants we can solve for the primitive variables as below: 
2 
7 - 1 ,  
V, =^2 
P 
7-1 
7 p  =  w x p  
V = -M, (5.10) 
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5.2.4 Supersonic inlet and outlet 
supersonic outlet 
supersonic inlet 
Fig.5.2. Characteristic waves for supersonic inlet and supersonic outlet 
At the inlet if the flow is supersonic, all the four characteristic waves move with positive 
wave speed as shown in Fig.5.2. Hence at the inlet we can fix all the four Riemann invariants 
wl,w2,w3 andw4. The Riemann invariants are fixed using the freestream primitive 
variables. 
boundary interior Interior boundary 
Fig. 5.3. Inlet and outlet boundary conditions 
In short we can fix all the four primitive variables p ,p  ,u  and v  at the inlet and their value is 
copied from the freestream conditions. 
( P , P )inlet — ( P , P )free stream (5.11) 
At the exit if we have supersonic exit all the characteristics are outgoing. Hence we can 
extrapolate the characteristic variables at the exit from the interior. 
(P,^,W,V)outlet =(P,;?,W,l')mtenor (5.12) 
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5.2.5 Subsonic inlet and outlet 
subsonic outlet 
subsonic inlet 
Fig.5.4 Characteristic waves for subsonic inlet and subsonic outlet 
For subsonic inlet there are three incoming characteristics with positive wave speed. Hence 
we have three Riemann invariants viz. , w2 and w3 which are specified or can be fixed at 
the inlet using freestream flow variables and hence we can fix all the flow variables at the 
inlet. The fourth Riemann invariant with negative wave speed is moving out of the domain is 
extrapolated from the interior. Computationally the variables p, u , v are fixed at the inlet and 
the static pressure p is extrapolated from the interior. 
( /-* i , V )inlet — ( P , M , )free stream and ( P )mlet — ( P )interior (5.13) 
The outlet is also subsonic and three characteristics corresponding to three Riemann 
invariants wl, w2 and w3 are moving with positive wave speed out of the domain. The 
Riemann invariants , w2 and w3 are extrapolated from the interior. The fourth Riemann 
invariant w 4  is traveling with negative wave speed or moving into the domain is fixed at the 
exit. Computationally the static pressure p is fixed at the exit and the other primitive 
variables i.e. p, u , v are extrapolated from the interior. 
( P i )outlet ~ ( P )interior and ( p )0utlet ~ { P )free stream (5.14) 
Once the Riemann invariants are known at the inlet and exit we can solve for the primitive 
variables using Eqn (5.10). 
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5.3 Results for compressible flows: 
In the following section the RBF based Euler solver is applied to solve various compressible 
flows with discontinuities. The first two test cases deal with supersonic flows: supersonic 
flow in a convergent channel with a ramp and supersonic flow over a circular bump. The 
final steady state compressible flow situation is transonic flow over a circular (Ni) bump. The 
solution obtained is compared with the analytical solution wherever possible. For instance 
the shock angles and the Mach number for the oblique shock occurring in the supersonic 
convergent nozzle is evaluated analytically and compared with the numerically solution. 
5.3.1 Supersonic flow in a convergent nozzle with a ramp on the floor 
This test case is ideal for testing the RBF-DQ based Euler solver. The present supersonic 
case has an inlet Mach number of 2.0. The channel consists of a 15 0 compression ramp 
followed by a 15 0 expansion corner along the lower and upper walls (Fig.5.5). In other 
words there is a discontinuity in the slope of the walls. In the future discussion we will notice 
that this produces an oblique shock at one corner and an expansion fan at the next corner 
which makes this problem ideal for testing the accuracy of the scheme both qualitatively and 
quantitatively. 
SYMMETRY 
WALL 
Fig. 5.2.1 Configuration for the supersonic flow in a convergent nozzle 
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The convergent nozzle is symmetric hence only the lower half of the channel is chosen as the 
computational domain with symmetry boundary condition for the upper wall. Since the 
present flow is inviscid, the numerical implementation of the symmetry boundary condition 
is identical to a solid wall. The computational domain is shown in Fig. 5.6. For simplicity and 
ease of computations the nodes are generated using a structured mesh. 
97 nodes 
Coarse grid 
193 nodes 
Fine Grid 
Fig.5.6 Node distributions for supersonic flow in convergent channel 
To study the effect of mesh refinement we will use two node configurations. The coarser 
mesh has 97 nodes in horizontal direction and 33 nodes vertically (3201 nodes). The mesh is 
refined by using roughly double the number of nodes i.e. 193 nodes in horizontal direction 
and 65 nodes vertically (12545 nodes). The accuracy of the results obtained using refined 
mesh was observed to be better than the coarse mesh but at the cost of greater computation 
time. 
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Initially 1st order Rusanov solver is used in the Euler solver to solve the flow situation. The 
results obtained for Mach contours can be seen below in Fig.5.7. There is a huge dissipation 
with the 1st order scheme. Hence applied 2nd order scheme with linear interpolation of flow 
variables and the results are much better than that of 1st order scheme. 
Dissipation • • 
Mach: 1.25 1.4 1.55 1.7 1.85 
1 1.5 2 2.5 
Coarse grid solution 
• 
Mach: 1.1 1.25 1.4 1.55 1.7 1.85 
0.5 
0 
J l_l I I L_I_J I I L_I_J I I L_I_J I I L_I_J I I L 1 1 J I I L 
0 0.5 1 1.5 2 2.5 3 
Fine grid solution 
Fig.5.7 Mach floods and contours on coarse Grid, 97 x 33: 1st order Rusanov solver 
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The results obtained using higher order Rusanov solver for coarse grid is shown below (Fig. 
5.8). There are spurious oscillations in the mach contour plot even in the smooth flow region 
before the supersonic flow encounters the ramp on lower floor. 
• 
Mach: 0.95 1.15 1.35 1.55 1.75 1.95 
Fig.5.8(a) Mach Flood on refined Grid, 97 x 33: 2nd order Rusanov 
Fig.5.8 (b) Mach Contours on refined Grid, 97x33: 2nd order Rusanov 
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But when we use the limiter we can get rid of the oscillations in the smooth flow region and 
still retain the higher order accuracy in the regions of discontinuity. This can be clearly seen 
by comparing Fig.5.8 and Fig.5.9. With the use of limiter there is no loss of accuracy or no 
dissipation in capturing the shock. The dissipation can be reduced by using a denser 
distribution of nodes, as we use finer meshes in conventional methods. 
Fig.5.9 (a) Mach Flood on refined Grid, 97 x 33: 2nd order Rusanov with limiter 
Fig.5.9 (b) Mach contours on refined Grid, 97x33: 2nd order Rusanov with limiter 
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By using a finer mesh we can clearly see that the dissipation is reduced. The oblique shock 
is sharper and captured better Fig 5.10. The results are better even for the expansion fan 
and the reflected shock. The lowest Mach number for the refined mode distribution is 0.9, 
hence there is a small packet of subsonic flow in the domain as obtained by Ding, et.al 
[21]. As in the coarse configuration there are non-physical oscillations even in the smooth 
region of the flow which can be eliminated by using a limiter. 
• 
Mach: 0.9 1 1 1.3 1.5 1.7 1.9 
Fig.5.10 (a) Mach flood on refined Grid, 193 x 65: 2nd order Rusanov 
Fig.5.10 (b) Mach Contours on refined Grid, 193 x 65: 2nd order Rusanov 
50 
If a suitable limiter is implemented the oscillations can be avoided in the smooth flow region 
as can be seen in Fig. 5.11. From the contour plot we can clearly notice that the shock is 
captured within just few nodes for denser node distribution and is much sharper than the 
result obtained using coarse grid configuration (Fig.5.9). 
1 
Mach: 0.9 1 1. 1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2 
Fig.5.11 (a) Mach Flood on refined Grid, 193 x 65: 2nd order Rusanov with limiter 
Fig.5.11 (b) Mach Contours on refined Grid, 193 x 65: 2nd order Rusanov with limiter 
The Mach number on the floor of the channel and on the symmetry line can be evaluated 
analytically by using simple compressible flow theory. The Mach number on the floor 
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obtained numerically for both the coarse and fine node distributions is compared with the 
theoretical values to study the accuracy of the scheme quantitatively (Fig.5.12). 
2.2 Mach number on the bottom wall of the channel 
2nd ord Rusanov solver 
1 
Coarse Grid 
Refined Grid 
0 2 3 
Bottom wall (x) 
Mach number along symmetry line of channel 
2.2 
2 
1.8 
1.6 
1.4 
1.2 Fine Grid Coarse Grid 
1 
0.8 
0.6 0 0.5 1 
Distance along top wall (x) 
1.5 2 2.5 3 
Fig.5.12. Mach number on the floor and the symmetry line of the convergent nozzle 
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shock expansion 
Ma 
Fig. 5.13. Steady state flow configuration for supersonic flow. 
The Mach number after the incident shock Ma2 and after expansion fan Ma3 (Fig.5.13) can 
be calculated analytically. The numerical solution matches very closely with the analytical 
values as seen in Table 5.1. 
Theory 
Computed 
(coarse) 
% Error 
Computed 
(refined) 
% Error 
Ma2 1.4457 1.47 1.680847 1.443 0.18676074 
Ma3 1.9614 1.947 0.734169 1956  0.27531355 
Shock angle 
(degrees) 
45.34388 44.51 1.839013 44 93 0 91275824 
Table 5.1: Results for the supersonic convergent nozzle with a ramp. 
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5.3.2 Supersonic Flow over a circular bump 
The next test case is supersonic flow (M=1.40) over a 5 percent thick circular bump in a 
channel. The computational domain is shown in Fig 5.14(a). The boundary conditions are 
supersonic inlet and supersonic outlet similar to the flow in a convergent nozzle. On the top 
and bottom we have wall boundary condition hence no velocity normal to the wall and since 
the flow is inviscid the velocity vector is along the tangent to the wall at every point on the 
wall. The thickness of the bump is 5 percent of the length of the bump. 
II 
<— 
o 
to 
111 
1.0 
WALL 
WALL (bump) 
1.0 
LU I 
I-
Z> 
O 
1.0 
Fig 5.14(a): Configuration for the supersonic flow over a 5 % thick bump 
The domain is normalized using the length of the bump, L. The length of domain is 3L and 
height of domain equals L. The radius of curvature can be calculated by simple geometry and 
in this case is approximately 1.6 L as shown in Fig 5.14(b). 
5 = 0.05 L 
TTTT 
ô 
yyy y > 
L =1.0 
/-
r = 1.6013 L 
Fig 5.14(b): Detailed geometry of circular bump 
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The nodes are generated by a structured grid for simplicity. The nodes are clustered towards 
the lower wall or the bump to capture the flow phenomenon accurately Fig.5.15. 
Uniform distribution : 97 x 33 nodes 
Fig.5.15 Node distribution for supersonic flow over a bump 
This problem is to model supersonic flow over a bump in a channel. There is an oblique 
shock formed at the leading edge which gets reflected by the ceiling. On the bump the flow 
accelerates i.e. flow goes through an expansion fan and there is a trailing edge shock. The 
Mach contours for the present problem are shown in Fig.5.16 for the coarse node (97x 33) 
distribution. This coarse distribution of nodes could not capture the flow physics accurately 
as can be seen in Fig.5.16. Hence in the future discussion only the results obtained by the 
denser or refined distribution of nodes will be analyzed in detail. 
• • 
'Mach': 1.05 1.25 1.45 1.65 1.35 
Fig. 5.16 Mach floods and contours: 2nd order Rusanov solver: 97 x 33 nodes 
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Pressure contours for the supersonic flow over bump obtained by using higher order Rusanov 
solver on the refined configuration is shown in Fig. 5.17. The present flow being supersonic 
the disturbance due to the bump is felt only downstream i.e there is no upstream influence. 
Hence there should be no pressure variation i.e no pressure contours ahead of oblique shock. 
From the pressure contour plot we notice non-physical oscillations even in the smooth flow 
region. These non-physical features of the solution can be avoided if a limiter is employed. 
1.5 -
0.5 
• 
"P': 6000 9500 13000 16500 20000 
Pressure distribution (flood): 2nd order Rusanov solver: 193 x 65 
0 
' ' ' L 
0 
Fig. 5 .17 (a) 
1 
0 
J I I I I I I I I I I I I I I I I I I I I I I I I I I I I I L 
0 0.5 1.5 2.5 
0.5 
Fig. 5.17 (b) Pressure contours with 2nd order Rusanov solver: 193 x 65 
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The pressure distribution and contours computed using limiter are shown in Fig. 5.18. They 
clearly show the initial entry of the flow free of any disturbance which is physically 
expected. The shock interaction occurring behind the bump is captured well in this case. The 
leading edge shock is reflected off the upper boundary, crosses the trailing edge shock, is 
reflected again and it finally merges with the trailing edge shock. This case also captures well 
the expansion waves on the bump caused by curvature in the circular arc. The decrease in 
strength of the reflected shock due to interaction with expansion waves is also captured by 
the solver and can be seen in Fig. 5.18(b). 
1.5 I— 
0.5 
0 
II 
"P": 6000 9000 12500 15500 18500 
J I I L J I I L J I I L J I I L J I I L J I I L 
0 0.5 1.5 2.5 
Fig. 5.18 (a) Pressure distribution, (flood): 2nd order solver with limiter 
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15 
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0 0.5 1 1.5 2.5 
Fig. 5.18 (b) Pressure contours: 2nd order solver with limiter 
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Mach number on the channel floor is studied for accuracy study of the present solver. The 
Mach number on the floor computed using 1st order Rusanov and 2nd order Rusanov solver 
are compared (Fig 5.19 and Fig.5.21). It is evident that the 1st order solver solution is diffuse 
and cannot capture the shock accurately. However higher order solver obtained by 
interpolation of flow variables predicts the flow phenomenon accurately. It also captures the 
expansion fan over the bump quite well, which can be seen by a smooth increase of Mach 
number (Fig 5.3.6(b)) or smooth decrease of Cp on the bump (Fig 5.3.7(b)). 
Coefficient of pressure Cp is also plotted along the floor of the channel. It can be clearly seen 
from Fig. 5.22 that there is sudden drop in pressure indicating that the leading oblique shock 
is captured accurately. Following the shock the flow expands over the bump which is seen 
from the gradual decrease of pressure until the reflected shock from the ceiling interacts with 
the expansion fan. Numerical solution obtained using 2nd order scheme is sharper than the 1st 
order scheme similar to the Mach number variation previously discussed. 
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Fig.5.19. M(x) on the floor with 1st and 2nd order solvers 
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Fig.5.20. M(x) on the floor : Effect of limiter 
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Fig. 5.21. Cp(x) on the floor with 1st and 2nd order solvers 
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Fig 5.22. Cp(x) on the floor: Effect of limiter 
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5.3.3 Transonic flow over a circular bump 
A slightly challenging test case for the present Euler solver was transonic flow over a bump 
in a channel. In transonic flow the magnitude of flow disturbance is an order higher than the 
magnitude of the object or body itself. The incoming flow is at Mach number M = 0.84 and 
the bump is 5 % thick circular bump. The computational domain chosen for this case is larger 
than the supersonic case as disturbances travel both upstream and downstream as against 
supersonic flow. 
The configuration of the problem is as shown in Fig. (5.23). Note that the domain length and 
height chosen in this case are much larger than the arc length or the length of the bump. 
CO 
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I— 
LU 
1.0 
1.25 
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bump WALL 
0.5 1.25 
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_l 
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Zf 
o 
Fig.5.23. Configuration for the supersonic flow over a 5 % thick bump 
The incoming flow is not supersonic therefore one Riemann invariant has negative wave 
speed( w4 ) and the value of this Riemann invariant is evaluated using the flow variables from 
the interior. On the other hand at the exit we extrapolate the three invariants wl, w2 and 
and fix the Riemann invariant U'4 ) which is moving into the domain. Computationally 
we fix the exit pressurep and extrapolate the other three primitive variables i.e. p, u ,v 
from the interior as discussed in section 5.2.5. 
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The node distributions used for the transonic flow case are shown below. The coarse grid has 
97 x 33 nodes. The finer grid has the nodes twice as close in the coarser grid and has 193 x 
65 nodes. In both the configurations the nodes are clustered towards the lower wall or the 
bump to capture the flow physics accurately (Fig.5.24). 
1 1.5 
Fine grid 
Coarse grid 
193 nodes 
Fig. 5.24 Node distributions used for transonic flow over a bump 
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The results obtained using 1st order Rusanov solver are very dissipative and could not capture 
the flow well. Hence only the results obtained using 2nd order method with limiter are shown 
here. An important feature of this test case is that in part of the domain the flow is subsonic 
and in some parts it becomes supersonic. The disturbance due to the bump is felt both 
upstream and downstream of the flow. As mentioned before the disturbances go to far 
distances for transonic flows hence we need to use a larger computational domain to capture 
the flow physics accurately. The computational domain chosen in this case is twice the 
domain for the supersonic case. Another interesting and critical feature of this case is that 
there is a transonic shock formed on the bump. The flow solver needs to be very accurate to 
capture this phenomenon. 
The results obtained using the solver is shown for both the coarse and refined configurations. 
The pressure and Mach number distribution obtained using coarse distribution is dissipative 
and could not capture the transonic shock (Fig. 5.25 and 5.26). However when the grid is 
refined or the node distribution is twice denser the results are much better. The results using 
denser node distribution are shown in Fig. 5.27 and Fig. 5.28, where the transonic shock is 
captured accurately. 
Mach number, M and surface pressure coefficient, Cp are plotted along the floor of the 
channel. The result for Cp(x) can be seen in Fig. 5.29 and for M(x) can be seen in Fig. 5.30. 
The sudden rise in Cp or sudden decrease in M clearly indicates the presence of transonic 
shock near the trailing edge on the bump. 
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Fig.5.25 Pressure flood, 97 x 33: 2nd order Rusanov with limiter 
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Fig.5.26 Mach flood and contours, 97x33: 2nd order Rusanov with limiter 
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Fig.5.27. Mach number, 2nd order Rusanov with limiter 
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Fig.5.28. Pressure flood near the bump, 193 x 65: 2nd order Rusanov with limiter 
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Fig.5.30. Mach number, M on the lower wall with the bump 
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The residual drop in density with iterations is shown in Fig.5.31 below. It can be clearly seen 
that the 1st order scheme converges much faster than the 2nd order scheme. Bu t when we use 
a limiter for the 2nd order scheme, the residual does not drop to a very small value as in the 
other two cases. It decrease initially and then keeps oscillating this is an unavoidable cost we 
have to pay to avoid the numerical oscillations associated with 2nd order schemes at 
discontinuity. 
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Fig.5.31. Residual history for transonic flow over bump 
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Chapter 6 
Conclusions and Future work 
6.1 Conclusions 
For complex geometries the process of grid generation can prove quite time consuming and 
cumbersome. Researchers have shown interest in a class of methods known as meshless 
methods which do not require any kind of mesh to be generated to solve the governing 
equations. In the present work an attempt has been to develop a computational technique 
based on meshless methods. The present scheme can work on a random distribution of 
scattered nodes and these nodes neither need not be related, nor needs the connectivity 
information to be stored. Radial basis functions RBFs are used as basis functions to 
approximate the function or its derivatives using differential quadrature technique. The 
parameters that affect the accuracy of present scheme are node density, number of supporting 
nodes and the shape parameter c. Accuracy studies are performed for various parameters that 
determine the accuracy of the present RBF-DQ technique. The method is used to solve a two-
dimensional elliptic PDE with steady state heat conduction problem in a square as an 
example. 
The technique when applied to hyperbolic PDEs in particular Euler equations yields a 
meshless Euler solver using RBFs. The solver developed is tested and validated by applying 
it to various 2D compressible flows. Meshless technique when applied to Euler equations 
needs to take care of the wave phenomenon associated with the hyperbolic PDEs. Second 
order Rusanov solver was used to generate the upwind fluxes and the flux derivatives 
evaluated using the RBF-DQ technique to solve the 2D Euler equations. The solver was used 
to model supersonic flow in a convergent nozzle with a ramp. It was also used to model 
supersonic and transonic flows over a circular bump. The results were satisfying and were in 
good agreement with solutions obtained by other Euler solvers. The RBF based meshless 
solver successfully models the flow phenomenon for various compressible flows both 
qualitatively and quantitatively. 
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6.2 Future work 
Meshless methods are still an area where lot of research is required to standardize the 
methods, improve their accuracy and efficiency. Most meshless methods suffer from 
common problems like low order of accuracy, ill conditioned matrices, and low 
computational speed when compared to conventional methods. Few researchers have 
attempted to address the aforementioned problems. Appropriate preconditioning procedures 
can be used to resolve the problem of ill-conditioned matrices [24]. 
One of the important factors which determine the accuracy in any node based meshless 
solver is the node distribution. Node generation techniques in meshless methods vary from 
problem to problem. Some research has been devoted to algorithms for node generation with 
optimum node density for meshless solvers. These node generation techniques can generate 
appropriate node density depending on the problem under consideration. Choosing the 
optimum domain of influence and optimum number of supporting nodes within the domain is 
still an area where no standard exists for meshless methods. There are numerous algorithms 
for choosing the right shape parameter c for best approximation using RBFs, but still there is 
no theoretical study done which looks at the influence of shape parameter on accuracy. Most 
of the meshless methods are computationally inefficient when compared to present day 
conventional techniques. Domain decomposition methods and better search algorithms can 
be used to improve the computational speed and efficiency of meshless methods in general 
and RBF based meshless methods in particular [26]. 
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