Abstract. A geometric framework for robust stabilization of infinite-dimensional time-varying linear systems is presented. The uncertainty of a system is described by perturbations of its graph and is measured in the gap metric. Necessary and sufficient conditions for robust stability are generalized from the time-invariant case. An example is given to highlight an important difference between the obstructions, which limit the size of a stabilizable gap ball, in the time-varying and time-invariant cases. Several results on the gap metric and the gap topology are established that are central in a geometric treatment of the robust stabilizability problem in the gap. In particular, the concept of a "graphable" subspace is introduced in the paper. Subspaces that fail to be graphable are characterized by an index condition on a certain semi-Fredholm operator.
1. Introduction. In this paper we develop a geometric framework for robust stabilization of feedback systems using operator-theoretic methods. The theory is based on a description of the uncertainty of a system as a perturbation of its graph and is measured by the gap metric.
The gap metric has its origin in functional analysis [20] , [13] , where it was used in perturbation theory of linear operators. It was introduced into control theory in [25] , [1] as being appropriate for the study of uncertainty in feedback systems. For shiftinvariant systems it was shown in [5] that the gap metric was computable exactly in terms of two standard "2-block" H optimization problems. Building on this result and the work of [23] , [24] , [26] , and [7] , it was shown in [6] that robust stabilization in the gap metric is equivalent to robust stabilization for perturbations of the normalized coprime factors of the transfer function.
The simplicity of the robustness bounds obtained in [6] for the time-invariant case, which were expressed solely in terms of the plant and controller system operators, strongly suggests potential generalization. However, the techniques used in [6] are mostly function theoretic, relying on a specific representation for the graph of a timeinvariant dynamical system as a shift-invariant subspace of L2[0, (:x:)], and do not admit immediate generalization to the shift-varying case. This motivated the search for a different approach, which does not rely on representations for the subspaces involved, and which elucidates the apparent geometric structure underlying the robust stabilization problem. It became apparent that substantially new techniques were needed, beyond those developed in [6] , to meet this objective. The present paper is a continuation of work begun in [3] , [4] . We note that some independent work on a geometric approach to robust stability in the gap metric has been presented in [15] , [16] , [19] . A generalization of the results of [5] has been presented in [2] . This paper is organized as follows. In 2 we present some basic material on Thus, a necessary condition for [P, C] to be stable is that both P and C have closed graphs. A similar statement has been made in [27] for quotients of bounded operators. The idea in [27] [18] , [22] , and in the recent wors [], [14] , [1] , [].
3. Preliminaries on the gap metric. In light of Proposition 2 we will restrict our attention in the rest of the paper to linear systems that have closed graphs. We will identify P (through its graph) and C (through its inverse graph) with elemems of Sn := { E is a closed subpace of }.
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The additional ingredients in the proof deal with the uniform boundedness condition and the need to impose graphability on the perturbed subspaces. Remark 3. In the theorem we do not impose any time-invariance and causality constraint on the systems considered. Certainly the implication (a)(b) of Theorem 3 is still valid when the class of systems is restricted by a causality requirement, but the reverse implication requires a construction different from the one given here.
6. Clarification of uniform boundedness condition. We now present an example to show that, in the time-varying case, the obstruction that limits the largest perturbation ball in the gap metric may be due solely to the lack of uniform boundedness of the closed loop operator, as expressed in Theorem 3. 
