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INTRODUCCION
Son diferentes campos donde la sisu loción de modelos ha tenido 
considerable atención, tal vez no hace aás de 40 años, un gran 
número de aplicaciones en diversos campos tales cono procesos 
quilicos, biomedicina, sistemas económicos, transporte, ecología, 
sistemas de potencia e léctrica, hidrología, aeronaútica y 
astronomía. En cada uno de estos casos, el modelo consiste 
básicamente de ecuaciones matemáticas que son usadas para 
entender el comportamiento del sistema, y en lo posible para 
predecirlo y controlarfo.
La técnica de la simulación se ha extendido últ «mámente en forma 
rápida, debido a la necesidad que hoy en día tiene el director de 
proyectos o el gerente de un negocio para la toma de decisiones. 
Por ejemplo, las fluctuaciones del niuel de producción debido a 
cambios en la demanda, hacen que los responsables de fabricación 
tiendan a esperar demasiado tiempo antes de in ic ia r 
modificaciones en los niueles de producción y que, cuando lo 
hacen, los cambios suelen ser excesivos.
2La situloción ha logrado este gran avance gracias al advenimiento 
de ios computadores; en este trabajo se pretende investigar 
c ierta aplicación importante de la simulación aplicando además 
del computador, los circuitos eléctricos como medio de 
representación de un modelo para la producción empresarial.
La parte primordial de este estudio es comprender la manera en 
que la organización de una empresa afecta a su desempeño. Se 
pretende demostrar el comportamiento característ ico de! sistema 
en vez de predecir eventos específicos. Los eventos individuales 
de un sistema, tales como hacer un pedido o enviar un producto, 
son eventos que 3e deben tener en cuenta, así como las 
ve i oc i dades a que camb i an I as d i st, i nt as cant i dades van a ser 
expresadas como varibles continuas. El flujo de pedidos y la 
entrega de pedidos se representa respectivamente como un flu jo de 
corriente y un sumidero de esa corriente (resistencia e léctrica ). 
La representación fís ica  de este modelo (c ircu ito  e léctrico ), es 
más fácil de analizar con la ayuda de la teoría de circuitos 
eléctricos y como herramienta de trabajo el computador.
La definición del sistema de producción empresarial, es el caso a 
simular; se escogen los factores de producción que más 
interreiacionan y se generan las variables relevantes del sistema 
para el análisis, ventas reales y ventas estimadas con respecto 
al tiempo, este sistema es definido bajo ecuaciones diferenciales
y describiendo la producción de la fábrica cono una variable 
continua, ignorando los canbios discretos que ocurren conforte se 
determinan los productos y llegándose a elaborar los »odelos 
análogos de circuitos eléctricos. El «odelo con base en estos 
circuitos es analizado bajo los téminos de análisis de circuitos 
eléctricos, reye lando la lanera co#o las condiciones en un 
instante de tie»po conllevan a condiciones {variables de estado) 
siguiente en el tietpo posterior, generando diagramas de tiempo 
contra las variables del s iste ia . Revisiones sucesivas del 
ftodeio hasta que sea aceptable cono una representación del 
sistena re a l.
OBJETIUOS
GENERAL
ftyudor al perfeccionatiento de un sisteta de producción 
©■presar i al con el apoyo de la 3 i su loción de Modelos con 
circuitos eléctricos.
ESPECIFICOS
- Proporcionar »ayores bases ú tiles para lo to*a de decisiones en 
la eipresa, per»!tiendo que las directivas puedan establecer 
po líticas y tomar decisiones convenientes.
-Lograr un diagnóstico rápido a aenor costo del sisteta 
product ivo de la empresa.
-Mejorar la interpretación de los fenómenos que ocurren en el 
sistena con base en los catbios ocurridos en el »odelo en función 
de 1 t i eipo.
-Servir co»o «edio que re fle je  la naturaleza del sistesa real.
I. flflBCO TEORICO
1.1 SISTEHR
Por sistema se entiende un conjunto de elementos o entidades que 
ínteractúan o se relacionan; cada uno de ellos, caracterizándose 
por atributos que buscan un propósito o unos objetivos. En 
conjunto, los atributos de una entidad definen su estado, y los 
estados de las entidades más importantes definen el estado del 
sistema.
Los objetivos que se persiguen al estudiar uno o varios fenómenos 
en función de un sistema son aprender cómo cambian los estados, 
predecir el cambio y controlarlo. La mayor parte de los estudios 
combinan estos objetivos en mayor o menor grado. fl una 
combinación específica de estos objetivos, llamada la evaluación 
de alternativas, le concierne la relación entre las entradas y 
las salidas de un sistema, según se representa en la Figura 1.1 
Las entradas se refieren a los estímulos externos de un sistema 
que producen cambios en el estado del sistema. Las salidas se 
refieren a las mediciones de estos cambios de estado.
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FIGURA 1.1 REPRESENTACION DEL SISTEMA
E) objetivo de! análisis de sistemas es la descripción de 
sistemas y la explicación de sus comporta»lentos.
1.1.1. HEDIO ROBIEHTE OEL SISTEfl«
Los cambios que ocurren dentro del sistema lo afectan con 
frecuencia. Ciertas actividades del sistema también pueden 
producir cambios que no reaccionan en él m ismo. Se dice que los 
cambios que ocurren fuera del sistena ocurren en el atedio 
ambiente del sistema. Un paso importante en la modelación de 
sitemos es establecer el límite entre el sistema y su medio 
ambiente. La decisión puede depender del propósito del estudio. 
Por ejemplo, en el caso del sistema de Producción se puede 
considerar a los factores que controlan la llegada de los pedidos 
como influencia externa a la fábrica, y por tanto que forman 
parte del medio ambiente. Sin embargo, si se desea tomar en
7consideración el efecto de la oferta en la deaanda, existe una 
relación entre la producción de la fábrica y la llegada de 
pedidos a i sita que debe de considerarse coao actividad del 
sisteaa. En foraa análoga, en el caso de un slsteaa bancarlo, 
puede ex is tir un l ia i te a la aáxiaa tasa de intereses que pueda 
pagarse. Para el estudio de un solo banco, se consideraría al 
1ía ite  coao una restricción i apuesta por el aedio cabiente. 
Sineabargo, en un estudio de ios efectos de las leyes aonetarias 
en la industria de la banca, f ija r  el 1ía ite  sería una actividad 
del sisteaa.
Se ut i H za eI t éra i no endógeno para deser i b i r las act i v í dades que 
ocurren dentro del sisteaa, y el térai no exógeno para describir 
las actividades en el aedio aabiente, que afectan al sisteaa. ftl 
sisteaa para el que no existe actividad exógena se le conoce coao 
sisteaa cerrado en coaparación con un sisteaa abierto que sí 
tiene actividades exógenas.
Otra distinción que debe establecerse entre las actividades 
depende de la aanera en que se pueden describir. En donde es 
posible describir coaptetaaente el resultado de una actividad en 
t éra i nos de su entrada se dice que la actividad es delerainista. 
Cuando los efectos de la actividad varían aieatoriaaente en 
distintas salidas, se dice que la actividad es estocástica.
El carácter aleatorio de una actividad estocástica parecería
i apI i car que la actividad es parte del medio ambiente del sistema 
ya que no se conoce el resultado exacto en ningún momento. Sin 
embargo, con frecuencia se puede medir el carácter aleatorio y 
expresar lo en forma de una d i st r i buc i ón de probab i I i dad. Si la 
ocurrencia de esa actividad está bajo control del sistema, se le 
considera como endógena, Por el contrarío, si la ocurrencia de la 
actividad es aleatoria, constituye parte del medio ambiente. Por 
ejemplo, en el caso de la fábrica, puede tener que describirse el 
tiempo necesario para una operación de maquinado mediante una 
distribución de probabilidad aunque ai maquinado se le considere 
como una actividad endógena. Por otra parte, pueden haber fa llas  
de energía a intervalos aleatorios. Dichas fa llas producirían una 
actividad exógena.
1.1.2, SISTEMAS COHTIHUOS V DISCRETOS
fl los sistemas como el de una aeronave, en que los cambios son 
predominantes suaves, se les conoce coto sistemas continuos. Por 
otra parte, a los sistemas como el de producción, en que los 
cambios son predominantemente discontinuos, se les conoce como 
sistemas discretos.
El sistema de Producción, corresponde a cambios del medio 
ambiente en distintas formas. El movimiento de la aeronave ocurre
9suavemente, en tonto que los camb i os en lo fábrica ocurren en 
for»a discontinua. Por ejemplo el pedido de »atería prima o la 
ter»i noción de un producto ocurren en puntos específicos del 
t i empo.
Hay pocos siste»as totalmente discontinuos o totalmente 
discretos. Por ejemplo, la aeronave puede realizar ajustes 
discretos a su orientación conforne cambia su a ltitud , en tanto 
que el caso de la fábrica, la producción procede en forma 
continua aunque al inicio y terminación de un trabajo son cambios 
discretos. Sin embargo, en la mayoría de los sistemas predomina 
un tipo de cambio, de manera que por lo general se puede 
c la s if ica r a los sistemas como continuos o discretos,
Por lo general, una descripción de un sistema continuo tiene la 
formo de ecuaciones continuas que muestran la manera en que los 
atributos del sistema cambian con el tiempo. Una descripción de 
un sistema discreto se refiere a ios eventos que producen cambios 
en el estado del mismo. Sin embargo, el tipo de descripción no 
necesariamente coincide con el tipo del sistema. El estudio de 
sistemas continuos a veces se simplifica considerando que los 
camb i os ocurren como una serie de pasos discretos. Por ejemplo, 
generalmente los modelos de los sistemas económicos no siguen el 
flu jo  de dinero y bienes en forma continua; consideran a tos 
cambios a intervalos regulares. Además, con frecuencia se
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simplifica lo descripción de los sistemas discreto» considerando 
que los cambios ocurren continúateme. Por ejemplo, se puede 
describir a la producción de la fábrica como una variable 
continua, ignorando los cambios discretos que ocurren conforme se 
determinan los productos. En consecuencia, es ióe importante 
la descripción del sisteia que la naturaleza real del 
siseo.
1.1.3. CLASIFICACION 0E LOS S1STEHAS
Hay varios patrones para c la s if ica r los sistemas. Uno es 
haciendo la distinción entre sistemas naturales y a r t if ic ia le s . 
Los sistemas sociales, económicos y políticos son a rt If le ía le s , 
pero los sistemas físicos y biológicos son en la mayoría 
naturales. Otra forma de c la s if ica r los sistemas, es haciendo 
la distinción entre sistemas abiertos y cerrados. Los sistemas 
abiertos son aquellos que intercambian materiales, energías o 
información con sus ambientes. Los sistemas cerrados no importan 
ni exportan energías en cualquiera de las formas ( información, 
calor, materiales físicos, e tc .) del medio ambiente,
1.2. LOS H00EL0S
El análisis de sistemas y la construcción de modelos son 
conceptos i nseparables. Oescr i b i r un s i st ema s i gn i f i ca que se
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construye algún tipo de representación o modelo de é l. los 
medios que u tiliz a  el constructor de modelos van de los fís icos a 
los simbólicos, Un modelo es la descripción del sistema por un 
analista. Para comunicar adecuadamente la naturaleza y el 
comportamiento del sistema, el modelo debe ser menos complicado 
que el sistema real; incluye menos componentes y relaciones que 
el sistema. En realidad, son menos reales, a menudo abstractos, 
simples o inocentes y selectivos en términos de variables de 
sistemas, relaciones y estados. Los modelos que ofrecen 
explicaciones constituyen teorías del comportamiento. Una teoría 
es un conjunto de relaciones conceptuales y causales, 
desarrollada para proporcionar una cadena lógica de razonamiento 
que se sigue de suposiciones bien definidas, pasa a deducciones o 
conclusiones y se conforma a observaciones del sistema de 
referencia.1 Las representaciones de un sistema que no explican 
en este sentido, pero que de todos modos trazan la estructura 
observada del sistema, se clasifican  cono modelos descriptivos; 
sinembargo, se pueden hacer construcciones de sistemas para 
predecir resultados (conducta) sin explicar cómo se producen o 
describir cómo son los sistemas. Estas son las denominadas cajas 
negras.
El modelo sirve como medio para entender sistemas complejos, tal 
construcción proporciona ventajas más específicas. Ayuda a
^arold Guetzkov Philip y Randail L Schultz. Simulation tn Social and 
AJmmistraüve Science. Prenüce- Hall, Englevood Cliffs, 1972.
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desarrollar teorías. Se espera que un «odelo que describa 
adecuadamente el sistema, conducirá a sugerencias o hipótesis 
sobre la conducta del sistema.
“El método c ien tífico  es, básicamente, el estab iecimiento de 
modelos (llamados a veces hipótesis, en forma más abstracta) que 
deben tener dos propiedades: primero, deben inclu ir todos los 
hechos conocidos y segundo, deben permitirnos hacer predicciones 
que pueda comprobar cualquier observador independiente y sin 
desviaciones parciales. La ley de Hemton, esplicò todas las 
observaciones sobre posiciones de los cuerpos celestes. También 
lo hicieron asi muchos modelos previos del universo.
Una vez establecido, de tal modo que se ajuste a hechos conocidos 
y comprobados mediante predicciones para las cuales hay datos de 
observaciones independientes, el modelo se usa para la 
experimentación, lo que permite determinar los resultados de 
varias maneras para llevar adelante una organización. Las 
pruebas reales con clientes verdaderos suelen resultar costosas 
y, lo que es todavía peor, transtornan la situación, de modo que 
Jos resultados son desviados o dejan un transtorno permanente,"2
2 Beckenbaeh, E F. Modera Mathematica far (he Engmeer McGrav-Hitl, tíev York, 
1956, í>gs. 211-212.
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1.2.1. MODELOS DE PROOUCCION
El téraino "planeación de producción* se ha utilizado para 
describir una gran variedad de probleaas industriales con la toaa 
de decisiones sobre la asignación de recursos de aanufactura en 
cada instante durante el período dado de planeaclón.
1.2.2. MODELOS DE SISTEMAS
El téraino sisteaa se u tiliz a  en tal diversidad de tañeras que es 
d if íc i l  llegar a una definición suficienteaente extensa para que 
abarque los auchos usos, y que al a i sao tleapo sea 
suficienteaente concisa para que tenga un propósito ú t il .  Se ha 
definido a un sisteaa coao un agregado o conjunto de objetos 
reunidos en alguna interacción o interdependencia regular. Runque 
esta definición es suficienteaente general para que pueda incluir 
sisteaas estáticos, el interés principal se centra en los 
sisteaas dináaicos donde las interacciones provocan caabios en el 
t i eapo.
ft tañera de ejeapio de un sisteaa conceptúalaente siaple, 
considere una aeronave que vuela bajo el control del piloto 
autoaático (ver la Figura 1.2,2.1). Un giróscopo en el piloto 
autoaát ico detecta la diferencia entre la dirección real y la 
deseada, y envía una seña! para aover las superficies de control.
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Coio respuesta al movimiento de la superficie de control, el 
aereoplano gira en la dirección deseada.
Como segundo ejemplo, considere una fábrica que produce y arma 
componentes para dar un producto (ver la Figura I .2.2.2). tas 
partes principales del sistema son el departamento de fabricación 
que produce las componentes, y el departamento de armado que 
produce los productos. Hay un departamento de compras que 
mantiene un suministro de materia prima y un departamento de 
embarques que despacha los productos terminados. Un departamento 
de control de la producción recibe pedidos y asigna el trabajo a 
los otros departamentos.
fll estudiar estos sistemas, podemos apreciar que hay determinados 
objetos distintos, cada uno de los cuales tiene propiedades de 
interés. También ocurren determinadas interacciones en el sistema 
que producen cambios en el mismo. Se u tilizará  el término entidad 
para denotar un objeto de interés en un sistema; el término 
atributo denota una propiedad de una entidad, Desde luego, 
pueden haber muchos atributos de una entidad dada. Todo proceso 
que provoque cambios en el sistema se conocerá como actividad. Se 
u tilizará  el término estado del sistema para indicar una 
descripción de todas las entidades, atributos y actividades de 
acuerdo con su existencia en algún punto del tiempo. El progreso
15
de! sistema se estudia siguiendo los cambios en el estado del 
sistema.
En la descripción del sistema de la aereonave, las entidades del 
sistema son la estructura del avión, las superficies de control y 
el giróscopo. Sus atributos son factores como la velocidad, 
ángulo de superficie de control y ajuste del giróscopo. Las 
actividades son la operación de las superficies de control y la 
respuesta del avión a los movimientos de la superficie de 
control. En el sistema de la fábrica, las entidades son los 
departamentos, pedidos, componentes y productos. Las actividades 
son los procesos de manufactura de los departamentos, y los 
atributos son factores tales como las cantidades para cada 
pedido, tipo de componente o número de máquinas en un 
departamento.
La Tabla 1.2.2. lis ta  ejemplos de lo que puede considerarse como 
entidades, atributos y actividades para algunos otros sistemas. 
Si consideramos al movimiento de autos como un sistema de 
tráfico , se puede considerar a los autos individuales como 
entidades, cada uno de los cuales tiene como atributos a su 
velocidad y distancia recorrida. Entre las actividades está el 
manejo del auto. En el caso de un sistema bancario, los clientes 
del banco son las entidades, y los saldos de sus cuentas y sus 
estados de crédito son los atributos. Una actividad típ ica  sería
16
la acción de depositar. En la Tabla 1.2.2. se auestran otros 
ejeapI os.
SISTEMA ENTIDADES ATRIBUTOS ACTIUIDRDES
TRAFICO AUTOS UELOC1 DAD MANEJO
BANCO CLIENTES SALDO OEPOSlTOS
COMUNICACIONES MENSAJES PRIORIDAD TRANSMISION
EMPRESA CLIENTES PEDIDO MENTAS
TABLA 1.2.2. EJEMPLOS OE SISTEMAS.
FUENTE: GORDON, Geoffrey. Simulación de Siste.as.
La Tabla no auestra una lis ta  coapleta de todas las entidades, 
atributos y actividades del sisteaa. En realidad, no es posible 
elaborar una lis ta  coapleta sin conocer el propósito de la 
descripción del sisteaa. Dependiendo del ai sao, habrán distintos 
aspectos del sisteaa que sean de interés, y que deterainarán lo 
que nesecita identificarse.
DIRECCIO«f!1|G ,R 0G C 0p |0
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DE CONTROL
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FIGURA 1.2.2.1. MODELO DE AERONAVE BAJO CONTROL
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FIGURA 12 2 2 MODELO DE UNA EMPRESA DE PRODUCCION
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1.2.3. «ODELftOO DEL SISTEflft?
Para estudiar un sisteta es desde luego, posible experimentar con 
el t  i sto. Sinetbargo, el objetivo de suchos estudios de sistetas 
es predecir la «añera cono se cotportará el sisteta antes de que 
sea construido. Es claro que no es factib le exper i tentar con un 
si siena «i entras está todavía en su forta hipotética, una 
alternativa que se u tiliz a  a veces es construir una cantidad dfe 
prototipos y probarios, lo que puede ser tuy costoso u flautado. 
Incluso con un sisteta existente, es seguro que sea ¿«posible o 
i«proelico exper itentar con el sisteta real. Por ejetplo, no es 
factib le estudiar los sistemas econót i eos aediante cambios 
arb itrarios de oferta y deaanda de los bienes. En consecuencia, 
por lo general los estudios de sistemas se realizan con un todelo 
del sÍ3teta. Para fines de casi todos I03 estudios, no es 
necesario tener en cuenta todos Sos detalles de un sisteta; en 
consecuencia, un todeIo no sólo es el sustituto de un sisteta, 
sino taibién una si»p lificación  del t is to .
Be fin itos un todelo coto el cuerpo de infortación re la tiva  a un 
sisteta para fines de estudiarlo. Va que el propósito del estudio 
detertina la naturaleza de la infortación que se reúne, no hay 
un todelo único de un sisteta. Los distintos analistas 
interesados en los diferentes aspectos del sisteta o el tis to
7 Tomado de: CORDON, Geoffrey Simulación de Sistemas Edit. Diana, México, 
p g s . 1 9 1.960.
analista producirán distintos modelos del ni sao sistema según 
cambíe su comprensión del sistema.
La tarea de obtener un modelo de un sistema se d ivid irá en forma 
genérica en dos subtareas; la determinación de la estructura del 
modelo y proporcionar los datos. La determinación de la 
estructura, f i ja  la frontera del sistema e identifica las 
entidades, atributos y actividades del sistema. Los datos 
suministran los valores de los atributos que pueden tener y 
definen las relaciones involucradas en las actividades. Las dos 
tareas de crear una estructura y suministrar los datos se definen 
como partes de una tarea más que como dos tareas por separado, 
debido a que por lo general están tan íntimamente relacionados 
que no se puede hacer una sin la otra. Las suposiciones re lativas 
al sistema orientan la recolección de datos, y el anális is de 
éstos confirma o refuta las suposiciones. Es común que los datos 
recolectados revelen una relación no sospechada que cambie la 
estructura del modelo.
Para ilustrar este proceso, se considera la siguiente descripción 
de un supermercado:
Los el ¡entes que necesitan varios artículos de consumo llegan 
a un supermercado, Tosan un carrito, si lo hay disponible, 
realizan su compra y luego forman cola para s a lir  por una de
1«
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las distintos cajas. Después de pagar, devuelven el carrito
y salen del lugar,
ENTIDAD ATRIBUTO RCTIUIOfiO
CUENTE HUtt. ARTICULOS LLEGAR,
OBTENER
CARRITO DISPONIBILIDAD COlíPRRR,
FORMAR COLA, j
PRGAR
CflJR CANTIORO,
OCUPACION DEUOLUER,
SALIR
TABLA 1.2,3. Elementos de un modelo de supermercado,
FUENTE: Simulación de Sistemas. Gordon Geoffrey,
Se han mostrado en negrilla» determinadas palabras debido a que 
se considera que son claves para destacar alguna característlea 
del sistema que debe de refle jarse en el modelo. En la Tabla
1,2.3. se descri be esenci aIment e la mi sma descr i pe i ón para 
identificar las entidades, atributos y actividades. Note que no 
aparece como una entidad el concepto de un supermercado como un 
todo. Define la frontera del sistema y en consecuencia establece 
una distinción entre el sistema y su medio ambiente, Por
contraste, si los objetivos del estudio incluyen el análisis de 
los efectos de las facilidades de estacionamiento de autos en ias 
empresas de supermercados, la frontera del sistema tendrá que 
inclu ir el estacionamiento. La llegada de un cliente al 
supermercado dependerá de que encuentre un espacio de 
estacionamiento, lo que puede depender de la salida de los 
clientes. Entonces la llegadas de los d ien tes al supermercado 
constituye una act ivldad exógena.
En el modelo están Implícitas otras decisiones re lativas a los 
objetos del estudio de! sistema. La cantidad de artículos de 
compra está representada como un atributo del cliente, aunque no 
se ha establecido distinción re la tiva  al tipo de artículo. En 
segundo lugar, no se han hecho provisiones en el modelo del 
sistema para los efectos de la congestión en el tiempo de compra. 
Si estas decisiones no se conforman con los objetivos del 
estudio, será necesario u tiliz a r otra forma de modelo, En el 
primer caso,en que debe de distinguirse el tipo de artículo, es 
necesario defin ir varios atributos para cada cliente, uno por 
cada tipo de artícu lo a comprar. En el segundo caso, en que debe 
de darse margen para la congestión, se puede tomar cualquiera de 
dos enfoques. Puede ser necesario introducir nuevas entidades que 
representen las distintas secciones del supermercado y establecer 
como atributos la cantidad de clientes que pueden atender 
simultáneamente, o en forma alterna se puede representar a la
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actividad de coaprar Mediante una función en que el tieapo de 
coapra dependa del nuaero de clientes en el superaercado. 
fio se sugiere que la Tabla 1.2.3. represente un proceso foraai 
aediante el cual pueda realizarse una transición desde una 
descripción verbal de un sisteaa a la estructura de un aodeIo. 
Solaaente ilustra el proceso involucrado en la foraación de un 
aodeI o.
1.2.1. TIPOS DE «OBELOS
Se han utilizado auchos tipos de aodelos en los estudios de 
sisteaas, además de haberse clasificado en una diversidad de 
maneras, fi veces la clasificación se realiza en téralnos de la 
naturaleza del sisteaa que aodeian, tal coao continuo versus 
discreto o deterainista versus estocástico.
Una segunda distinción la constituyen los aodelos estáticos y los 
aodelos d inda i eos. En el caso de los aodelos aateaát icos, una 
tercera distinción es la técnica que se eaplea para resolver el 
aodeIo. Se establece una distinción entre los aétodos analítico  
y nuaérico. En la Figura 1.2.1, se ilustran las clasificaciones 
de los aodelos descritos.
Coao se verá aás adelante, se considerará que la sIauloción de 
sisteaas es una técnica núaerica utilizando los aodelos
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matemáticos dinámicos, de manera que la si tul ación del sistema se 
nuestra bajo el encabezado del cómputo numérico.
MODELO
s*
f í s i c o MATEMATICO
ESTATICO DINAMICO ESTATICO
y
DINAMICO
NUMERI C3 ANALITICO NUMERICO
FIGURA 1 2  4 T IPO S DE MODELOS SIMULACION DE SISTEMAI
1.2.1.1. HODELOS FISICOS
Es posible formular un modelo fís ico  cuyo comportamiento 
representa el sistema que se estudia. Los atributos de las 
entidades de i sistema se representan mediante medidas fís icas 
tales como un voltaje, una corriente. Las actividades del sistema 
se reflejan en las leyes físicas (leyes de los circuitos 
e léctricos) que subyacen al modelo.
Los ejemplos mejor conocidos de ios modelos físicos son modelos a 
escala que se u tilizan  en los túneles de viento y tanques de agua 
para estudiar el diseño de aeronaves y naves acuáticas. Las leyes
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bien establecidas de la s ia ilitu d  peralten realizar deducciones 
exactas re lativas ai coaportaaiento de un sisteaa a escala 
natural a partir del aodelo a escala. Se han descrito otros tipos 
de aodelos físicos son aodelos ¡cónicos, es decir, aodelos que 
"  seaejan'' al sisteaa que aodelan; por ejeaplo, ios aodelos de 
las estructuras aoleculares foraados a partir de esferas que 
representan a los átoaos, con va r illa s  que representan los 
enlaces ótoaicos. Tanto los aodelos a escala coao los ¡cónicos 
son ejeaplos de aodelos físicos estáticos.
Los aodelos físicos dináaicos se apoyan en una analogía entre el 
sisteaa que se estudia y algún otro sisteaa de alguna naturaleza 
d istinta, en que por lo general la analogía depende de una 
s ia iiitu d  subyacente en las fuerzas que gobiernan el 
coaportaaiento de los sisteaas.
1.2.4.2. nODELOS nfiTEflfiTICOS
En un aodelo aateaático, las entidades de un sisteaa y sus 
atributos se representan aediante variables aateaática3. Las 
actividades se describen aediante funciones aateaáticas que 
interreiacionan las variables. Se considera a los aodelos 
aateaáticos coao estóticos o dináaicos.
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Un «odelo estático despliega las relaciones entre los atributos 
del sistema cuando éste está aquí librado. Si se caibia el punto 
de equilibrio alterando uno o Más de los atributos, el Modelo 
perilte deducir los nuevos valores de todos los atributos, pero 
no Muestra la Manera en que caMbiaron a sus nuevos valores. 
Dependiendo de la naturaleza del Modelo,es posible resolverlo 
analfticaMente o puede ser necesario resolverlo nuMéricaMente.
Por ejeMplo, considere el siguiente Modelo MateMático siMple de 
I a econo» ía nac i onaI. Sea:
C el consuMO,
I la inversión,
T los ÍMpue3tos,
G los gastos gubernaMentales y
V eI i ngreso nac i onaI.
015+0.6*(Y-T) 
l “ 3+0.3*Y 
T«0.5*Y 
Y“ C+1+G
Todas las cantidades están expresadas en Miles de Millones de 
pesos.
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Va que hay cuatro ecuaciones con cinco variables, si se da una 
cantidad cualquiera es posible resolver ana líti cátente las 
ecuaciones para obtener el valor de las otras cantidades. Por 
otra parte, si el probleta es encontrar los niveles del gasto 
guberna*ental G y las tasas T que taxi ticen el ingreso nacional 
Y, es necesario resolver nutéri cátente el probleta.
Un todelo ta te iá tico  dinático per»¡te deducir los catbios de ios 
atributos del sisteta en función del tiempo. Dependiendo de la 
complejidad del todelo, la deducción puede hacerse con una 
solución ana lítica  o con un cótputo nutérico. La ecuación que se 
dedujo para describir el coiportatiento de la llanta de un auto 
es un ejetplo de un todelo tate iático  dinático; en este caso, una 
ecuación que puede resolverse en forta analítica . Se acostutbra 
escrib ir la ecuación en la forta:
ax“+bx,+cx®d*F(t)
Expresada en esta forta, es posible dar soluciones en tértinos de 
I a varIabIe t .
Los todelos taletáticos dináticos que se pueden resolver 
anal it i  cátente y que dan resultados prácticos no son tuy cotunes 
Es tás frecuente que tenga que resolverse el todelo tediante
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métodos numéricos, y coto io indica la Figura 1.2.4, la 
situlación ©3 uno de esos «étodos.
1.3. L8 SIIIULftCIOH
En un sentido general, la simulación es una representación de la 
realldad.
Los atributos de entidades del s iste ia  pueden cambiar con el 
tiempo; se les denomina variables del sisteta o variables de 
estado, el conjunto de valores de atributos en cualquier punto 
del tiempo define el estado del sistema. Se considera que los 
parámetros son los valores de los atributos que no cambian 
durante la simulación, fl las variables de estado se les debe dar 
un valor in ic ia l, pero las relaciones del sistema se evalúan 
pediódicamente, de modo que se dice que el modelo del sistema 
genera valores para esas variables, estas varia Ibes se denominan 
variables endógenas. Para procesar un modelo no sólo es 
necesario dar valores paramétrlcos y valores in ic ia les para 
variables del sistema, sino que además se deben tomar 
disposiciones para desplazar el modelo en el tiempo. Lo que 
interesa es la conducta dinámica del sistema. La simulación se 
in ic ia  en el tiempo cero, cuando los parámetros y las variables 
del sistema tienen los valores in ic ia les proporcionados en el 
aná i i s i s .
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1.3.1, SlflULflDORES DIGITALES fl ANALOGOS
Para evitar la desventajas de los computadores analógicos se han 
descrito muchos sistemas de programación, conocidos como 
simuladores d ig itales a analógicos que permiten programar un 
problema de sistema continuo a un computador d ig ita l en 
esencialmente la misma manera que lo resuelve un computador 
analógico. Los programas mantienen las mismas técnicas generales 
que se desarrollaron para resolver problemas con los computadores 
analógicos, pero al hacerlo superan las desventajas de los 
analógicos. Sin embargo, su aparición de ninguna manera ha 
reemplazado los computadores analógicos, pues la exactitud de 
estos es suficiente para muchos problemas. Además, con frecuencia 
proporcionan una manera más económica de resolver problemas, 
especialmente en el caso de problemas a gran escala. Resuelven 
las ecuaciones en una forma verdaderamente simultánea, en tanto 
que el computador d ig ital debe de resolverlas en forma 
3ecuenc i a I , lo que a menudo da a aque11 os una cons i derabIe 
ventaja de velocidad y costo.
1.3.2. SinULRCIÜN DE ftODELOS DE SISTEflflS CONTINUOS
Un sistema continuo es aquel en que las actividades predominantes 
del sistema provocan cambios suaves en los atributos de las
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entidades del t i  sao. Cuando se aodela aateaátícátente al slsteaa, 
las variables del todelo que representan los atributos se 
controlan tediante funciones continuas. En los slstetas continuos 
las relaciones describen las tasas a que catbian los atributos, 
de tañera que el todelo consiste en ecuaciones diferenciales.
Los todelos tás sitp les de ecuaciones diferenciales tienen una o 
aás ecuaciones diferenciales lineales con coeficientes 
constantes. Entonces con frecuencia es posible resolver el todelo 
sin u t iliz a r  sltulación, igual que es posible resolver tuchos 
todelos econóticos que consisten en ecuaciones algebraicas 
lineales, ftun así, el trabajo involucrado puede ser tan extenso 
que sea preferible u t iliz a r  técnicas de sltulación. Sin etbargo, 
cuando se introducen no linealidades al todelo, con frecuencia 
es itposible o al teños tuy d if íc i l  resolver los todelos. Los 
tétodos de sltulación para resolver los todelos no catbian 
fundatental tente cuando ocurren no linealidades. El tétodo de 
ap1 i car la s 1tuIación a Ios todeIos cont inuos puede entonces 
desarrollarse tostrondo su aplicación a los todelos en que las 
ecuaciones diferenciales son lineales y tienen coeficientes 
constantes, y luego generalizar a ecuaciones tás cotplejas.
1.3.3. ECUACIONES DEFERENCIALES LINEALES«
En la ecuación diferencial lineal con coeficientes constantes:
8 KISELIOV, A ., M.Krasnov, G.Makarenko Problemas de Ecuaciones Diferenciales 
Ordinarios. Mir Moscú, URSS, 1979.
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flx- ♦ Dx' ♦ Kx * KF(t)
Hote que lo vari oble dependiente x aparece junto con su primera y 
segunda derivadas x“ y x‘ , y que los términos que comprenden a 
esas cantidades están multiplicados por coeficientes constantes y 
se suman. El término F (t )  es una entrada al sistema que depende 
de la variable independiente t, Una ecuación diferencial lineal 
con coeficientes constantes siempre tiene esta forma, aunque en 
la ecuación pueden entrar derivadas de cualquier orden.
La ecuación diferencial lineal más simple sólo comprende la 
primera derivada de una variable. Sinembargo, es de considerable 
importancia para modelar sistemas continuos, ya que representa la 
manera en que muchos factores crecen o decaen. Por ejemplo, 
considere el crecimiento de un capital que gana interés 
compuesto, si la tasa de crecimiento es i (es decir, interés de 
100ÍX), la tasa a la que crece el capital es i multiplicada por 
el tamaño actual del capital. Expresado matemáticamente, en que 
P es el capital actual, 
p* * p*|
P * Po en t » 0
Esta es una ecuación diferencial de primer orden cuya solución
es;
P = Po* ^ 0
Se puede observar que el capital crece Indefinidamente a una tasa 
exponencial. El mismo modelo simple representa el crecimiento de
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una población, en que el exceso de las tasas de nacimientos por 
sobre las defunciones es i. También puede representar una 
reacción química y muchos otros fenómenos.
Si una variable decae desde cierto valor in ic ia l Xo a una tasa 
proporcional ai valor actual. Entonces, el modelo es:
x‘ = -px
x * Xo en t °  0 
X = Xo*e<-p<->
El modelo representa, por ejemplo, el decaimiento de materia 
nuclear debido a la radiación.
1.4. SISTEHAS ANALOGOS9
Los sistemas que pueden representarse mediante el mismo modelo 
matemático pero que son diferentes físicamente se llaman sistemas 
análogos. Así pues, los sistemas análogos se describen mediante 
las mismas ecuaciones diferenciales o integrodiferenciales o 
conjuntos de ecuaciones.
El concepto de sistema análogo es muy ú til en la práctica por las 
siguientes razones:
9 QGATA, Katsuhiko Dinémica de Sistemas. E<üt. Prentice/Hail. México, 1.987.
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1. La solución de la ecuación que describe un sistema fís ico  
puede aplicarse directamente al sistema análogo en otro campo.
2. Puesto que un tipo de sistema puede ser más fácil de manejar 
exper i mentalmente que otro, en lugar de construir y estudiar un 
sistema mecánlcoí o sistema hidráulico, sistema neumático, 
económico, e tc .}, podemos construir y estudiar su análogo 
eléctrico , porque los sistemas eléctricos o electrónicos son en 
general, mucho más fáciles de tratar experimental mente.
L
FIGURA I . 2 4.1.  ANALOGÍA ENTRE SISTEMAS 
MECANICOS V CIRCUI TOS ELECTRICOS
Para ilustrar esto, considere los dos sistemas que se muestran en 
la figura 1.2.4.1. La figura 1.2.4.1(a) representa una masa 
sujeta a una fuerza F (t )  aplicada que varía con el tiempo, un
resorte cuyo fuerza es proporcional a su extensión o contracción 
y un amot iguador que ejerce una fuerza de amort iguación 
proporciona la velocidad a la »asa. El sistema puede representar, 
por ejemplo, la suspensión del neumático de un automóvil cuando 
se supone que la carrocería del mismo está inmóvil en una 
dirección ve rtica l. Se puede demostrar que la siguiente ecuación 
diferencial describe el movimiento del sistema:
Ox" + Dx‘ + Kx - KF(t)
en que x es la distancia recorrida,
ft e3 la masa,
K es la rigidez del resorte,
0 es el factor de amortiguación del amortiguador.
La figura 1.2.4.1(b) representa un circu ito  eléctrico con una 
inductancia, una resistencia R y una capacitancia C, conectadas 
en serie con una fuente de voltaje que varía en el tiempo de 
acuerdo con la función E (t ) .  Si q e3 la carga en la capacitancia, 
se puede demostrar que la siguiente ecuación diferencial gobierna 
el comportamiento del circu ito ,
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Lq" ♦ Rq* ♦ q/C * E (t )  /C
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Una inspección de estas dos ecuaciones Muestra que tienen
exactasente la misma fama y que ocurren las siguiente
equivalencias entre las cant i dades y entre anbos si sienas:
Desplazamiento X Carga q
Ueloe i dad x' Corriente l(-q*>
Fuerza F Uoltaje E
Masa n Inductancla L
Factor de anort iguación D Resistencia R
Rigidez del resorte K l/Capaci t anc ia l/C
El si siena mecánico y el eléctrico son nádelos análogos y se 
puede estudiar el conportasiento de cualquiera con el otro. En la 
práctica, es nás sinple »edificar el circu ito  eléctrico que 
cambiar el si siena mecánico, por lo que es *ás probable que se 
haya construido el sistema eléctrico para estudiar el sistena 
mecánico, Por ejemplo, si se considera que el neuaático de un 
auto rebota demasiado con deten i nado sisteaa de suspensión, el 
modelo eléctrico lo demuestra »ostrando que la carga(y por tanto 
el vo lta je ) en el condensador oscila excesivamente. Para predecir 
el efecto que tendrá un cambio en el amortiguador o muéIIe 
(resorte) en el co«portasiento del auto, solamente será necesario 
cambiar los valores de la resistencia o condensador en el 
circu ito  e léctrico y observar el efecto en la «añera coto varia 
el voltaje.
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ELEMENTO
RESISTENCIA
CONDENSADOR
INDUCTANCIA
FUENTE VOLTAJE
CORRIENTE
FIGURA  1 2 . 4  2  BEPBESENTflCIOH OE LOS
ELEWEMTOS ELE C T B IC O S
Si el 3isteaa mecánico fuera realíente tan s i«pie cana quedó
i lustrado, se podría estudiar resolviendo la ecuación matemática. 
Por ejemplo, si el movimiento de la rueda está limitada Mediante 
topes físicos, se necesitará una ecuación no lineal difícil de 
resolver para describir el sistema. Es fácil Modelar 
eléctricaMente el efecto iMponiendo lÍMites al voltaje que puede 
existir en la capacitancia. Incluso en los casos en que pueden 
resolverse las ecuaciones MateMáticas que describen a un sistema, 
la escala de éste puede hacer que sea Más conveniente toMar las 
mediciones en un sistema físico Más que realizar los cóMputos 
necesarios.
Con frecuencia se estudia de esa manera las vibraciones en las 
estructuras, aunque puede ser factib le resolver las ecuaciones 
mode i o.
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La analogía realizada entre los sistemas mecánico y eléctrico se 
estableció mostrando que ambos sistemas obedecen a la misma 
ecuación matemática. En la práctica, una vez establecida la 
analogía entre las resistencia, inductancia y capacitancia por 
una parte, y la amortiguación, masa y rigidez del resorte por la 
otra, se producen modelos directamente componentes eléctricas sin 
acudir a ecuaciones matemáticas.
1.4. LOS CIRCUITOS ELECTRICOS
Puesto que el modelo efecto de estudio es basado en circuitos 
eléctricos, vamos a estudiar los conceptos de carga, corriente, 
voltaje, energía y potencia, además los diferentes elementos que 
constituyen los circu itos eléctricos.
1.4.1. CONCEPTOS BASICOS PARA LOS CIRCUITOS ELECTRICOS*
Carga eléctrica : es la integral de la corriente con respecto al 
tiempo. La unidad de carga es el coulomb (C). Un coulomb es la 
cantidad de carga transferida en un segundo por una corriente de 
un amperio.
3 EDMINISTER, Joseph A. Circuitos Eléctricos. Edit. McGraw-Hill, México, 1.970.
Corriente e léctrica : se refiere a la razón de caabio del flu jo de 
carga e léctrica . La unidad de corriente es el aaperlo. Un 
aaperio es una carga de un couloab transferida a razón de un 
segundo.
Uoltaje eléctrico : es la fuerza electroiiotríz requerida para 
producir un flu jo de corriente sobre un conductor. La unidad de 
voltaje es el vo ltio .
Potencia e léctrica  p se define por el producto del voltaje y la 
intensidad de corriente. La unidad de Medida es el la t t .
flateaáticaaente, p=v* 1 ad«/dt
Energía : es la capacidad de realizar trabajo. Es la integral o 
suaatoria de una potencia durante un intervalo de tieapo. La 
unidad de aedida en el joule.
flateaáticaaente, p^da/dt. de donde a* integral p dt.
1.4.2. ELEMENTOS DE LOS CIRCUITOS ELECTRICOS4
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4 OGATA, Katruhiko. Dinámica de Sistemas. Edit. Prentice/Hall. México, 1.987.
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Fuentes de corriente: es una fuente de energía que produce un 
valor específico de corriente, generalmente como función del 
tieapo. Esta debe ser capaz de suministrar una corriente 
determinada Independientemente del voltaje a través de la fuente.
Fuentes de voltaje: es una fuente de energía que produce un valor 
específico de voltaje, generalmente cob o  función del tiempo. 
Esta debe ser capaz de su iin istrar un voltaje determinado 
independientemente de la corriente a través de la fuente.
Resistencia: es un elemento eléctrico cuyo voltaje v (t )  aplicado 
a sus terminales es directamente proporcional a la corriente 
¡ ( t )  que circu la por é l. La constante de proporcionalidad R se 
llama resistencia e léctrica  del elemento.
Matemáticamente v ( t )» R*i ( t ) .
donde v (t )  es el voltaje aplicado a los terminales de la 
resistencia en función del tiempo.
R es la resistencia eléctrica.
i ( t )  es la corriente que circu la por la resistencia en 
función del tiempo.
La energía producida o disipada por una resistencia es 
transformada en calor.
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La potencia disipada por una resistencia es: P*i2*R
inductancia: es un elemento eléctrico que al variar la corriente 
con respecto ai tiempo, se origina en e lla  una fuerza 
electromotriz inducida v que es directamente proporcional a la 
variación con respecto al tiempo de dicha corriente. La 
constante de proporcionalidad L se llama coeficiente de 
autoinducción y su inidad de medida es el Henry o Henrio.
fíat emát i comente v (t )*  L*di/dt.
donde v (t )  es el voltaje aplicado a los terminales de la
inductancia en función del tiempo.
L es coeficiente de autoinducción, 
di/dt es el cambio de corriente con respecto ai 
t i empo.
La energía almacenada en un inductor es: E* 1/2*L*i2.
Capacitor o condensador: es un elemento eléctrico cuyo voltaje 
apI icado a Ios bornes es proporcionaI a la carga q en él 
almacenada. La constante de proporcional i dad C se llama 
capacidad del condensador y su unidad es el faradio.
fíat emát i comente i ( t )* C*dv/dt.
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donde i(t> es la corriente que circu la por el condensador en 
función del tiempo.
C es la capacidad eléctrica, 
dv/dt es la variación del voltaje con respecto al 
t iempo.
La energía almacenada en un capacitor es: E= 1/2*C*v2.
1.4.3. LEVES BRSICRS DE LOS CIRCUITOS ELECTRICOS’
Ley de Oh»: establece que la corriente en un circu ito  es 
proporcional a la fuerza electro»otríz total que actúa sobre el 
c ircu ito  e inversamente proporcional a la resitencia total del 
circu ito .
Ley de corrientes de Kirchhoff: Un nodo en un circu ito eléctrico 
es un punto donde tres o más conductores se unen entre s í. La 
ley de corrientes de Kirchhoff establece que la suma algebraica 
de todas las corrientes que entran al nodo es igual a la suma 
algebraica de todas las corrientes que salen de él.
Ley de voltajes de Kirchhoff: Establece que en cualquier momento, 
la suma algebraica de los voltajes alrededor de una malta 
cualquiera en un circu ito  eléctrico es igual a cero.
5 EDMÍNISTER. Joseph A. Circuitos Eléctricos. Edit. McGrav-Hill, México, 1.970.
2, MODELO OE PRODUCCION EftPRESftRIRL
La empresa se puede d iv id ir en tres caapos para la tota de 
decisiones; Producción, Uentas y fidainistración. Este trabajo 
se enfoca en la Producción. Un centro de decisión, es un punto 
en la organización donde se tota una decisión o parte de e lla .
La cantidad de producto que la eapresa debe producir será una 
función en el tie»po, que va a estar regulada por la Demanda en 
el aereado, Cuando la deaanda disainuye, la eapresa 
inaediataaente debe tonar la decisión de disainuír la tasa de 
produce i ón.
FIGURA 2.1 VENTAS EN FUNCION DEL TIEMPO
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Seo Ue eI número de un i dudes est i nadas a vender y sea U e ! número 
de unidades vendidas, como se muestra en ia Figura 2.1. En este 
caso, ia función de Uentas estimadas es una línea recta con 
respecto ai tiempo, y las ventas reales son una función 
exponencíaI en ei tiempo.
La curva U que muestra las ventas reales asciende con el tiempo 
en un momento dado. La pendiente de la curva U, o sea ia tasa de 
aumento de las ventas, dismunuye ai acercarse la función de 
ventas reales al límite de las ventas estimadas (Ue), lo que 
re fle ja  la disminución en las ventas conforme el mercado se va 
saturando:
dU
___  * Kj(Ue-U) (l)
dt
donde Kj 63 una constante de variación de las ventas reales con 
respecto a las ventas estimadas.
Para un tiempo t*0, es decir el momento en que arranca la empresa 
a funcionar el nivel de ventas es U*0.
Ahora sea P el número de unidades producidas, entonces el stock 
de inventarios será la diferencia entre la cantidad Uendida U y
42
el nútero de unidades producidas. La variación de la producción 
con el tietpo dependerá del stock de inventarios, es decir de la 
diferencia entre fas ventas y la producción.
dP
__  * M.U-P) (2)
dt
donde K2 es una constante de variación de la producción con 
respecto a las ventas reales.
Para un tietpo t®0, es decir el «otento en que arranca la empresa 
a funcionar el nivel de Producción es P*0.
Despejando la función de ventas de la ecuación (2) tenetos:
dP
U * ___ *  P (3)
K2dt
Derivando esta ecuación con respecto a t, da:
dU d*P dP
<4>
dt K2dt2 dt
Igualando esta ecuación con (1) y reemplazando a U con (3) queda:
dP (PP dP
K, ( Ue- — - P>* _____  ♦ ____  (5)
íC2dt K2dt2 dt
organizando esta ecuación d iferencial:
d2? dP
--- H K t+K2) ____  ♦ K,K2P - KtK2Ue (6)
dt2 dt
Hac i endo 
d2?
___  Op"
dt2
y
dP
___ =P’
dt
queda:
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PV(K,K2M(K,+K2)/<K iK2)}*P*+P * Ue (?)
Esta ecuación es un ecuación diferencial lineal de 2o. orden con 
coeficientes constantes, cugo circu ito  eléctrico análogo es el 
mostrado en la Figura 2.2.
FIGURA 2. 2 CIRCUITO ELECTRICO ANALOGO
AL SISTEMA DE PRODUCCION
Donde;
d2q dq q
t ---  * R ---  ♦ _____  * e (t )  (8)
dt2 dt C
Hac i endo:
Lq"+Rq‘*q/C - e (t )
queda:
(9)
Por analogía entre la ecuación (? )  y (9 ), estas dos ecuaciones 
muestran que tienen exactamente la misma forma y que ocurren las 
siguientes equivalencias entre las cantidades y entre ambo» 
sistemas:
Producción P Carga q
Rapidez de producción P* Corriente l(*q ‘ )
Uentas estimadas Ue Uoitaje e
t/<KfK2) Inductancia L
(K i +K2)/(KjK2) Resistencia R
Constante l 1/Capacitancia l/C
Kj es una constante de variación de las ventas reales con 
respecto a las ventas estimadas.
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2^ es uno constante de variación de la producción con respecto a 
las uentas reales.
2.1 ESTIHRCION DE LRS UENTflS
La Función de excitación de la producción en la ecuación 
diferencial ( ? )  corresponde a las ventas estiladas Ve, que son 
función del t ietpo, dicha función corresponde en el s iste ia  
e léctrico  análogo a la función de Uoltaje de la fuente e (t ) .  
Esta sección estudia algunas fornas de estimación de las uentas; 
para el anális is del c ircu ito  eléctrico Mostrado en la Figura
2.2. La función de exitación del circu ito eléctrico e (t ) ;  puede 
ser en la layaría  de los casos una función polinoiial (en el caso 
tás si«pie, linea l) o una función senoso i da i (función de senos y 
cosenos); por este aotivo se analizarán bási cátente estas dos 
tipos de estilaciones.
2.1.1. REGRESION V CORRELACION ™
Los létodos estadísticos conocidos coio regresión y correlación 
pueden ayudar a encontrar respuestas a preguntas como las 
siguientes, en el caipo de la dirección de la producción: ¿Cuál 
es la linea tedia que representa la relación entre los salarios 
pagados y las estilaciones deí grado de d ificu ltad en el trabajo?
10 GUJARATI, Damodar. Econometria Básica. McGrav Hill, Bogotá, 1978.
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¿Existe alguna relación entre una prueba de destreza «anual y la 
ejecución de un trabajo «anual dado? Si existe, ¿qué tan buena es 
esta relación?
Frecuente»ente se requiere co«o base para calcular una función de 
estilación a la línea de regresión que «ejor represente a un 
conjunto de puntos, ( t i ,  v i ) ,  <12, v2) . , . ( t i ,  v i ) . , . (tn, 
vn). Considera«os las c ifras representadas por el diagra«a de 
dispersión de la Figura 2.1,1.1, en donde, «ediante un s iste ia  de 
puntos se ha representado una estilación. ¿Pero, cuál es la 
línea que «ejor representa a este conjunto puntos? Coiúmente, la 
línea que «ejor se ajusta a los puntos de la dispersión es la 
recta regresión, esto es, la recta que « in iiiz a  los cuadrados de 
las desviaciones de los puntos con relación a e lla  e iguala a 
cero la su«a de tales desviaciones. Esta recta de los lín iio s  
cuadrados es ; 
v =» a + bt 
donde:
b « (n*Stv-2tZv)/(n*2tM Zt)*)
a * (¡Ev-b2t )/n
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El código TURBO PASCAL mostrado en ef RMEKO 1, corresponde ai 
programa desarrollado por ef Investigador con base en el método 
de los mínimos cuadrados pora estimar una función poli non i a l, 
dados un determinado número de parámetros y una muestra con datos 
reales. Va que la ecuación resultante y * a ♦ bx, es una línea 
recta, el valor de a es el punto donde la línea cruza al eje 
vertica l y el de b, la pendiente de la recta. Para los datos déla 
Tabla 2.1., la ecuación de la recta es:
Ue * 3963.34 ♦ 36.23763*t 
r*G,60676 
r2*Ü.3682
La línea cruza el eje de la cantidad en 3963.34 miles de 
unidades, y por cada «es sobre el eje horizontal agregamos 
36.23763 miles de unidades. La recta está superpuesta en el 
diagrama de dispersión de la Figuró 2.1.1.2. En donde se nuestra 
además los valores reales de Mentas, al igual que la proyección 
de la función estimada de ventas en los próxinos doce períodos.
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Alio Mes Mea Ventes Estima
Reales Lineo)
1986 Enero 1 4734 4000
febrero 2 4254 4036
Marzo 3 2460 4072
Abrí) 4 4748 4108
M»yo 5 3890 4145
Junio 6 3475 4181
Julio 7 4589 4217
Agosto 8 5043 4253
Septiembre 9 4768 4289
Octubre 10 5479 4326
Noviembre 11 4080 4362
Diciembre 12 4598 4398
1987 Enero 13 4490 4434
Febrero 14 4472 4471
Marzo 15 4245 4507
Abril 16 2945 4543
Ma«o 17 4672 4579
Junio 18 4561 4616
Julio 19 5687 4652
Agosto 20 5063 4688
Septiembre 21 3982 4724
Octubre 22 4423 4761
Noviembre 23 4534 4797
Diciembre 24 4698 4833
TABLA 2 1 1 2  VENTAS REALES Y
Afe Mee Mes Ventes Estima
Reales lineal
1988 Enero t 4230 4869
Febrero 2 5120 4906
Marzo 3 4930 4942
Abril 4 5267 4978
hayo 5 4723 5014
Junio 6 4732 5050
Julio 7 5079 5087
Aoi»to 8 4980 5123
Septiembre 9 5845 5159
Octubre to 5342 5195
Noviembre 11 5903 5232
Diciembre 12 6759 5268
1989 Enero 1? 4*50 5304
Febrero 14 4238 5340
Marzo 15 4659 5377
Abril 16 5843 5413
Mayo 17 4564 5449
Junio 18 5320 5485
Julio 19 5740 5522
Agosto 20 4945 5558
Septiembre 21 5946 5594
Octubre 22 5530 5630
Noviembre 23 6087 5667
Diciembre 24 6834 5703
1990 Enero 25 5739
m Febrero 26 5775
Man» 27 5811
Abril 28 5848
Meyo 29 5884
Junio 30 5920
Julio 31 5956
Agosto 32 5993
Septiembre 33 6029
Octubre 34 6065
Noviembre 35 6101
Diciembre 36 6138
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Obsérvenos nás anpt ianente la supuesta estructura que estaños 
nanejando en la ecuación regresión. En cada nonento hay un valor 
de ventas. La ecuación regresión se usa frecuentenente para 
estinar Ue para un valor dado de t dentro de ciertos I ín i tes de 
probabilidad, con una nedia y una variancia conocidas.
La probabilidad de que Ue esté fuera de ciertos valores, está 
det erni nada por ios lin ites  confianza.
Existen otras técnicas de regresión adecuadas para casos en que 
i a línea recta no representa a los datos. Tanbién hay técnicas de 
regresión núltip le, para cuando deben relacionarse nás de dos 
variables. El prograna en TURBO PRSCRL DEL RHEXO \ ,  trabaja 
haciendo regresión núltlp le.
La correlación es una nedida del grado en que dos variables están 
relacionadas. Runque nuchas veces podenos suponer que existe una 
dependencia con sólo observar el diagrana de dispersión, un 
coeficiente de correlación nos dice qué tan fuerte es la 
dependencia. Si todas las ventas reales hubieran caído sobre la 
línea de regresión; es decir, si los cuadrados de las 
desv i ac i ones con re Iac i ón a la Iínea de regres i ón fueran i guaI a 
cero, en tal caso el coeficiente de correlación hubiera sido 
♦1.00. La correlación es , entonces, una nedida de la dispersión
de 103 puntos en un díagra«a. Si los puntos están dispersados 
conpletaaente al azar, la correlación es nula y no existe 
relación entre las variables. Si una de las variables en general 
auaenta t i  entras tas otras disninuyen, tenenos una relación 
inversa o una correlación negativa. Los coeficientes de 
correlación varían de -1.00 a +1.00.
Un coeficiente de correlación ( r )  de 0.85 indica un tayor grado 
de correlación que 0.50 y s lt i  lamente un coeficiente r  de -0.85 
índica un grado de correlación «ayor que -0.50. Es I«portante 
notar, sin e«bargo, que si r=Q.90, esto no ¡«plica que exista 
una correlación dos veces «ás grande que r**0.45, puesto que 
nuestra habilidad de predecir y dada x, está «ejor representada 
por r  al cuadrado, que es el cuadrado del coeficiente de 
correlación. Por lo tanto, r®0.90 (r  cuadradoa0.81) e3 
aproxi«ada«ente dos veces «ejor que ^0.636 (r  cuadrado®0.405).
2.1.1.1. QUE TAN BUENO ES EL COEFICIENTE DE CORRELACION
Muy frecuente«ente los coeficientes de correlación se citan, sin 
ninguna indicación de la confianza que pode«os depositar en 
e llos. Hay pruebas estadísticas que nos peralten hacer 
est i «ac i ones de probab i i i dad acerca de 1 os r observados. 
Adoptando un nivel de significancia, pode«os a flr«ar, por 
eje«plo, que esta«os 95X seguros de que el r^O.dO que he«os
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calculado, no es tenor de 0.75. Una tañera fácil de comprobarlo 
es cotparar el valor de r  con los valores dados en la Tabla
2.1.1.1. Esta tabla da los valores críticos de r, que deben ser 
sobrepasados por cierto nútero de observaciones n, para tener 
confianza de que r no es recítente cero. Los valores críticos 
están dados para niveles de confianza de 95 y 99 por ciento. Esta 
prueba supone que tanto x coto y están nortaltente distribuidas.
n 99* n 99* n 99* n 99*
10 .765 22 .537 34 .436 46 .376
12 .708 24 .515 36 .424 48 .368
M .661 26 .496 38 .413 50 .361
16 .623 28 .479 40 .403 60 .330
18 .590 30 .361 42 .393 100 .256
20 .561 32 .449 44 .384 1000 .081
TABLA 2.1.1.1. UALORES CRITICOS DE r PARA 99X DE CONFIANZA. Estos 
valores deben ser supuestos para una tuestra dada de tataño n, 
para tener la seguridad de que el valor de r observado no es en 
real i dad cero.
FUENTE: BUFFR, Rdtinistración de Producción.
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La función estilada de ventas da un r*0.60676 y un r 
cuadrado*0.3682. Según i a anterior tabla, con n*48 que es el 
caso, puede darse un r igual o por enciia de 0.368 para obtener 
un 99* de s i gn i f i canc i a .
2.1.1.2. ¿SIGNIFICA r QUE EXITE UNA RELACION CAUSAL?
Algunas veces se infiere que un alto r indica que los caibios en 
x ocasionan caibios en y. Esto es posible, pero no hay nada en el 
aná lis is de la correlación que haga necesaria esta circunstancia. 
La existencia de r teratente indica que x e y se tueven juntas. 
Puede ser que algún otro factor controle a atbas. por ejetplo, 
puede ser iiportante que la resistencia a la tensión( la fuerza 
requerida por pulgada cuadrada de sección transversal para 
rotperia) de una pieza de acero sea cuando teños de 60.000 libras 
por pulgada cuadrada. Ya que la prueba de la tensión requiere la 
destrucción de la pieza, buscatos alguna prueba que esté 
sutatente correlacionada con la resistencia a la tensión y 
encontratos que una prueba de dureza tiene un coeficiente de 
correlación de +0.90 con la resistencia a la tensión y no 
destruye la pieza. La dureza no detenina la resistencia a la 
tensión, ni recíprocatente. flás bien, tanto la dureza coto la 
resistencia a la tensión son controladas por la cotposición 
quilico del acero, por el proceso de latinación que recibió en la*
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fábrica de acero y por los procesos de calenta*lento que ha 
recIbI do.
2.1.2. HETQDOS DE PROHOSTICOS CON SERIES DE FURIER
La rapidez, econoafa y capacidad del almacenaje de las 
coiputadoras de reciente introducción, han hecho que resulte 
comerclalmente factib le el empleo de aodelos matemáticos de 
pronóst i co auy so f i st i codos. En est a secc i ón descr i b i b o s  uno -e I 
«odeio de pronóstico de «íniaos cuadrados con series de Fourier- 
y aostraaos cóao se eaplea para pronosticar productos que exhiben 
patrones estacionales de ventas. En el RHEXO 2 aparece un listado 
Eh TURBO PfiSCRL, docuaentado, sobre un todelo de pronóstico.
El fundamento «atcaótico de este aétodo lo estableció Joseph 
Fourier, fís ico  y aateaático francés, en 1882. Fourier deaostró 
que cualquier función periódica (es decir, estacional) que sea 
fin ita , de un solo valor, y continua en un período(estación), se 
puede representar por aedio de una serie aateaátlca consistente 
en un término constante, aás la suaa de térainos araónicaaente 
relacionados de senos y coseno?. La ecuación de la serie de 
Fourier es :
F ( t ) =K i +K2senmt +K3COswt +IC|sen»t +Kgcos2mt ■»•K6sen3*t +K7Cos3mt
Donde
F ÍO  * El valor nuaérico de la serle calculada en el tieapo t.
Kj= Un témino constante.
K2, £3, . .  .“ Coeficientes que definen la aaplltud de las amónicas.
» =2*(pi/T) * 6.28318/T
T * La longitud del período (es decir, el núaero de intervalos 
entre pronósticos por año).
La serie se expresa coto in fin ita  porque, en teoría, se requiere 
un núaero in fin ito  de teral nos para duplicar aateaáticaaente, con 
absoluta precisión una función periódica dada. Las técnicas de 
series de Fourier se eaplean aucho en ingeniería y en las 
ciencias para representar fornas de ondas eléctricas, la 
vibración de estructuras aecánicas, el aovialento de las olas del 
océano, etc. Los patrones periódicos de estacional i dad anual de 
auchos productos de consuao en una aaplia variedad de Industrias 
proporcionan oportunidad obvia para la extensión de este concepto 
al caapo del pronóstico en la eapresa.
Para aplicar las series de Fourier al pronóstico en la eapresa, 
se requiere que agregúenos un témino adicional a la ecuación 
anterior, para toaar en cuenta el coaponente de tendencia de las 
ventas. Con esta adición el aodelo de pronóstico abarcará los 
tres coaponentes básicos de las ventas: la aedia de las ventas , 
las tendencias del proaedio y los patrones estacionales. L03
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variaciones ai azar alrededor del patrón básico se «anejan con un 
sodelo de ajuste por • ínl«os cuadrados. EI a»p11ado ttodeIo de 
series de Fourier para el Pronóstico en los Negocios se convierte 
en :
F (t )  * Kj ♦ IÜ2t ♦ K3sen»t + K-^ cosst ♦ Kssen2«t + Kecos2»t + . . .
El tentino at representa la desanda sed i a, excluyendo las 
influencias estacionales o de prosoción. El térsino a2t 
representa la tendencia de las ventas. Los térsinos restantes se 
refieren ai patrón estacional de ventas y proporcionan sejor 
ajuste del sodelo a los datos históricos de venta.
La selección de los datos de desanda representati vos es una 
decisión nuy i sportante, porque la operación del sodelo de 
pronóstico se basa en el supuesto de que los patrones históricos 
de venta se pueden u tiliz a r  para estisar los patrones históricos 
de venta futuros. En la práctica se encuentra que este supuesto 
se satisface en un núsero sorprendentesente grande de productos 
tradicionales que se venden en «ercados estables, coso es el caso 
de los cereales, insecticidas, traspas para roedores, cidra, 
platos de papel y de plástico, etc. Pero no ocurre lo sisso con 
ios productos nuevos y con suchos otros que son objeto de gran 
prosoción, en que las ventas, a consecuencia de una prosoción, 
son de tal «agnltud que ocultan cualesquler factor estacional que
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pueda darse efectivamente. Supongamos, para fines de nuestro 
ejemplo, que heios analizado ios 18 teses de datos de ventas que 
aparecen en la Tabla 2 .I.2  , y que se ha concluido que son 
satisfactorios para fines del modelo.
El siguiente paso en el proceso de elaboración del modelo 
consiste en deteninar el número de términos que se deban usar 
en el mismo. Esta es una decisión fundamental, porque el tiempo 
de computadora que se requiere para correr el «odelo auaenta a 
«edida que se incre«enta el núaero de términos. Por otra parte, 
al incrementar el nú«ero de términos del modelo, mejora el ajuste 
de éste a los datos históricos. En última instancia, la selección 
del número de términos es cuestión de c rite rio , basada en un 
cambio entre i a mejoría del ajuste a los datos históricos y la 
disposición de aceptar mayores costos del procesamiento en la 
computadora. Por regla general, el número mínimo de términos del 
modelo es igual a dos veces el número de picos de un ciclo  
estacional más dos.
El proceso de ajuste del modelo sigue un procedimiento 
desarrollado por Broun. Este procedimiento implica el uso de 
técnicas estándar de regresión para seleccionar los coeficientes 
del modelo, en forma tal que se reduzca a un mínimo la suma de 
los cuadrados de las desviaciones existentes entre las ventas 
históricas y los valores de pronóstico. Los pasos específicos de
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este proceso se describen en el programa de coiputadora para el 
pronóstico en el ANEXO 2. La reducción ai mínimo de la suma de 
I os cuadrados de I os errores de pronóst i co se ut i Ji za como 
c rite rio  de la bondad del ajuste; en consecuencia, la 
distribución de los errores de pronóstico debería ser normal, en 
teoría, con una media de cero. El anáfisis de la distribución de 
los errores de pronóstico ayuda a seleccionar e! número apropiado 
de térninos que deban emplearse. También se pueden u tiliz a r  otras 
técnicas estadísticas, tales como el análisis de correlación y de 
autocorreloción.
Dado que nuestros datos contienen dos picos en cada cic lo  
estacional de 12 meses, un primer paso podría consistir en 
ajustar un modelo de 1 términos a los datos y observar los 
resultados. El modelo de 1 términos representa el tipo de modelo 
de predicción más sencillo  que contiene un término constante, uno 
de tendencia y un par de seno-coseno:
F (t )  - Kj + l<2t + Kasenwt + JC^ cosmt
F ( t )* 3713.32 +39.31*t +599.5*cos(mt*t)+601.3*sen(»2*t)
Es la función dada para el modelo de 1 términos, 
donde •1»2*pi/12 
y *2«2*pi/21
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En la Figura 2.1.2 aparece una porción del resultado producido 
por el programa de cotputadora para pronósticos con series de 
Fourier con N- el nútero de tèrn inos que se desea en el todelo-, 
Igual a 1. El prograia lee los 48 teses de h istoria de las ventas 
que aparecen en la Tabla 2.1.2.2., calcula los coeficientes del 
todelo de 4 tértinos y, luego, cotpara las ventas efectivas con 
las de pronóstico en un fonato tabular y gráfico. La gráfica 
del pronóstico se continúa un año hacia el futuro, hasta el tes 
60. Se puede observar que el pronóstico producido por el todelo 
es sinusoide y no sigue las irregularidades, de tes a tes, del 
patrón histórico de las ventas. La naturaleza sinusoide del 
pronóstico es consecuencia de la selección del todelo tás 
sene i l io  con un so I o par de seno-coseno.
Catorce tértinos pertiten u tiliz a r seis pares de seno-coseno 
artónicátente re Iacionados. Se podrían ajustar Igual tente 
«odelos hasta con 14 tértinos y analizar los resultados.
62
Ano Me® Mea Ventas Estima
Reales Senoidal
1986 Enero 1 4734 4457
Febrero 2 4254 4322
Marzo 3 2460 4214
Abril 4 4748 4083
Mayo 5 3890 3989
Junio 6 3475 3979
Julio 7 4589 4068
Agosto 8 5043 4240
Septiembre 9 4768 4450
Octubre 10 5479 4636
Noviembre 11 4080 4738
Diciembre 12 4598 4715
198? Enero 13 4490 4557
Febrero 14 4472 4293
Marzo 15 4245 3979
Abril 16 2945 3689
hayo 17 4672 3495
Junio 18 4561 3450
Julio 19 5687 3574
Agosto 20 5063 3846
Septiembre 21 3982 4215
Octubre 22 4423 4608
Noviembre 23 4534 4951
Diciembre 24 4698 5186
Ano Mes Mea Ventas Estima
Reales senoidal
1988 Enero 1 4230 5288
Febrero 2 5120 5265
Marzo 3 4930 5158
Abril 4 5267 5026
M*y? 5 4723 4933
Junio 6 473¿ 4922
Julio 7 50^9 5011
Agosto 8 4980 5184
Septiembre 9 5845 5393
Octubre 10 5342 5579
Noviembre 11 5903 5681
Diciembre 12 6759 5658
1989 Enero 13 4350 5501
Febrero 14 423Ò 5236
Marzo 15 4659 4922
Abril 16 5843 4632
Mano 17 4564 4438
Junio 18 5320 4394
Julio 19 5740 4517
Aaoato 20 4945 4789
Septiembre 21 5946 5158
Octubre 22 5530 5551
Noviembre 23 6087 5894
Diciembre 24 6834 6129
1990 Enero 25 6231
Febrero 26 6208
Marzo 27 6101
Abril 28 5970
Mauo 29 5876
Junio 30 5865
Julio 31 5954
Agosto 32 6127
Septiembre 33 6337
Octubre 34 6522
Noviembre 35 6624
Diciembre 36 6601
TABU 2.1.2.2 VENTAS REALES V ESTIMADAS CON SERIES DE FURIER
FIGURA 
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Es importante v ig ila r  la actuación del modelo una vez que el 
nodeI o de pronóst i co se ha puesto en operac i ón. Un camb i o 
repentino de la demanda producido por la apertura de un nuevo 
mercado, la acción de un competidor, etc,,podría invalidar 
rápidamente los resultados producidos por el modelo, los cuales 
se basan en el supuesto de que los patrones históricos de ventas 
continuarán en el futuro. El modelo podría ser reajustado 
continuamente a los nuevos datos de ventas. Otro enfoque 
consiste en u t iliz a r  ios métodos de ajuste de respuesta con 
suavi zumiento exponenc i a 1, aquí la idea consiste en ajustar el 
modelo y luego modificar los coeficientes del mismo mediante el 
suavizamiento exponencial. Cada coeficiente del modelo se 
re c tifica , añadiéndole al coeficiente del modelo anterior, el 
producto del factor de suavizamiento del término que corresponda 
al modelo por el error de pronóstico. Se puede emplear el 
suavizamiento normal y rápido para contrarrestar la tasa de 
crecimiento del error de pronóstico que determine la señal de 
rastreo.
2.1.3. OTRO METODO DE PROHOSTICO: PROMEDIOS EXPONENCIALES 
PONDERADOS
Aunque en este trabajo no se aplicó este método, se considera 
importante, que se le dé algún tratamiento.
La operación del más sencillo de los promedios exponenciales 
ponderados se basa en un ajuste,per iodo por período, del promedio 
del promedio predicho en último término( F t-1) , (sumando o 
restando) una fracción(alfa) de la diferencia existente entre la 
demanda efectiva en el período en curso(Dt) y el promedio 
predicho en último término(Ft-l). El resultado(que no indica 
ninguna extrapolación) nos da el nuevo pronóstico promedio para 
el período en curso (F t ):
Ft - Ft-1 + alfa(O t-Ft-l) (1)
La fracción de la diferencia existente entre la demanda real y 
la estimación del promedio del período anterior, a lfa , es ia 
constante de amortiguamiento exponencial que se seleccione y que 
debe tener un valor entre 0 y 1 ( en realidad, los valores más 
comúnmente empleados se encuentran entre 0.01 y 0.3). 
Reacomodando la ecuación (1) obtenemos el promedio de pronóstico, 
Ft, en forma más conveniente:
65
66
Ft » olfaDt * (1-a l fa )  Ft-1 (2)
La conveniencia de cal cu i o de Ja ecuación (2) es obvia para la 
calculadora de escritorio  o para la computación en gran escala en 
le pronóstico de gran número de artículos de inventario.
Los períodos de tiempo representados por Ft, Ot y Ft-1 son 
confusos a veces, En primer lugar, observaremos que Ft no es una 
extrapolación más a llá  de los datos de demanda conocidos. Por el 
contrario, es ei promedio suavizado más actual que se u tiliz a  
para guiar las operaciones corrientes y se calcula en el tiempo 
t. Realmente no es un verdadero pronóstico, sino una presentación 
de la demanda corriente. Entonces, ¿cómo puede ser Ft diferente 
de Dt? Esta última c ifra  es un dato original disponible en el 
tiempo t que contiene componentes de la variaciones al azar.
La c ifra  del promedio del pronóstico está suavizada para 
descontar el efecto de la variación a) azar. Por ejemplo, si 
alfa*0.20, la ecuación (2) establece que el promedio del 
pronóstico Ft en el período t se determina sumando el 20 por 
ciento de la nueva información de la demanda actual Dt al 80 por 
ciento del último pronóstico promedio Ft-1. En esta forma se 
descuenta el 80 por ciento de las posibles variaciones al azar 
incluidas en Dt. Los valores pequeños de a lfa  tendrán un fuerte
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efecto suavizador. En catbio, los valorea altos a lfa  reaccionarán 
más rápi dátente ante los catbios reales de la detanda.
Se ju s tif ica  la extrapolación a partir de Ft, para in ferir un 
pronóstico para el período t +t , ya que nada en el todelo indica 
la existencia de tendencias a estacional idades que deban toiarse 
en cuenta. Por lo tanto, el pronóstico para el período próxito 
F*t~l se tota directatente del valor calculado para F t ( los 
sitbolos con asterisco *, representarán valores extrapolados o 
del pronóstico).
La ecuación (2) es sencilla , pero el hecho de que incluya todos 
los datos pasados, que ponga de relieve ios datos tás recientes y 
que sea en realidad un verdadero protedio de todos los datos 
pasados no es tan obvio.
fthora detostraretos que esto es cierto . Principiando con la 
ecuación (2), podetos sustitu ir el ú lt ita  protedio pronosticado 
F t-1 con una ecuación s i t i la r  que involucre la detanda efectiva 
en ese período, Ot-I, y el pronóstico protedio anterior, Ft-2:
F t-1 * alfaDt-1 + (l-alfa)Ft-2
que se puede sustitu ir en la ecuación (2),
Ft * alfaOt + (I- a lfa ) [alfaOt-t+O-alfa)Ft-23
* alfaOt + alfa(l~alfa)D t~f + (1-alfa) al cuadrado por F t-2
(3)
Lo que nos da una ecuación para Ft en términos de alfa^Dt, Ot-1 y 
Ft-2. Pero Ft-2 se determinó mediante una computación sim ilar, es 
dec i r ,
Ft-2 * alfaOt-2 ♦ (l-alfa)Ft-3
que podemos sustitu ir en lugar de Ft-2 en la ecuación (3) para 
obtener:
Ft * alfaOt + a ltad-alfa)0t—1 ♦ (l-alfa)al cuadrado[alfaDt~2 * 
(l-alfa)Ft-33
* alfaOt + alfa(1-alfa)Dt~1 + a lfa (l- a lfa ) al cuadrado por 
Dt-2 + (l-alfa)al cubo porFt-3,
Ahora tenemos una expresión equivalente para Ft que tiene la 
constante a lfa , las tres demandas reales pasadas y el pronóstico 
promedio de tres períodos atrás. Podemos continuar este proceso 
de sustitución sucesiva para el término del pronóstico promedio 
restante, recorriendo hacia atrás todo el camino, a través de la 
serie entera de datos de k períodos, y terminar con la 
expresión:
Ft * alfaOt + alfa(1-alfa)Dt-l ♦ a lfa (l- a lfa )a  la 2 por Ot-2 
+ alfa(l-alfa)a la 3 por 0t-3 ♦ , . . + a lfa (l- a lfa ) a la k por 
üt-k + (l- a lfa ) a la k+1 por Ft~(k+1) (4)
u
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La ecuación (4) incluye ahora todas Jas demandas reaíes de i 
registro de datos, más el pronóstico protedio original 
utHizado(k+1) periodos atrás.
Dado que el factor(l-ai fa) a la k+1 se hace tuy pequeño y se 
aproxima a cero a tedida que k crece, se puede ignorar el ú it ito  
término, Rl mismo tietpo, la suta de los otros coeficientes, 
a lfa íl- a lfa ) a la n, se aproxima a 1, y así tenetos las 
condiciones de un auténtico protedio ponderado, Tatbién es fácil 
ver ahora que ei peso efectivamente conferido a cada una de las 
0 depende del valor de a lfa , y que a las demandas más recientes 
se les asigna un peso mayor.
Ahora podemos volver a la ecuación(2), que es la que utilizaremos 
para fines del cálculo, Es engañosamente sencilla , pero 
recordemos que el término Ft-1 ha sido generado mediante un 
proceso de secuencia que en realidad representa todas las 
demandas reales del pasado. Hemos mostrado que la selección de 
a lfa , la constante de suavizamiento, se puede hacer en tal forma 
que los datos recientes se pongan de relieve con la intensidad 
que se desee, Un valor relativamente grande de a lfa  hará que el 
pronóstico promedio Ft responda rápidamente a los cambios de la 
demanda real, reflejando una fracción de los cambios al azar de 
la demanda, así como los cambios reales en la demanda media. Un
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valor pequeño de a lfa  responderá más lenta y suavemente. 8ro»n 
recomienda principiar con una constante de amortiguamiento de 0.3 
y reducirla a 0.1 después de seis meses, fll principio de esta 
sección aludimos al hecho de que el pronóstico promedio se 
retrasaría en relación con la tendencia ascendente o descendente. 
Se puede corregir* este retraso, por lo que examinaremos los 
métodos de realización de esta corrección mediante el 
amorti guam i ento exponenci a I .
2.1.3.1. EFECTOS OE TENDENCIA
La tendencia aparente de un período a otro es, sin más, la 
diferencia de los pronósticos promedio de un período al 
siguiente, Ft - Ft-1. Pero, por supuesto, esta diferencia está 
sujeta a las variaciones al azar que ocurren y que pueden ser 
suavizadas exponencialmente en la misma forma que la demanda 
media. Lo que deseamos es una tendencia media exponencial 
ponderada; e I proced¡miento es sím ilar al de los promedios. La 
tendencia actual aparente es la diferencia existente entre los 
u lt i mos dos pronóstleos promedlo, es dee i r :
Tendencia atual aparente* Ft - Ft-1
El nuevo ajuste medio de tendencia, Tt, es entonces
Tt « alfa(tendencia actual aparente) ♦ (l- a lfa ) (último ajuste
medio de tendencia)
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* a lfa (F t - Ft-1) ♦ (l-a lfa )T t- l (5)
La demanda esperada, incluyendo un ajuste por tendencia, es el 
nueuo pronóstico promedio Ft, computado de acuerdo con la 
ecuación (2 ), más una fracción del nueuo ajuste medio de 
tendencia calculado en la ecuación (5) :
Demanda esperada para el período en curso* E(Dt)
(1 - a lfa )
.  Ft + ----------Tt (6)
al fa
El término (1~ a lfa )/a lfa  es una corrección por el retraso en Tt, 
en respuesta a un brinco hacia arriba o hacia abajo. El término 
de retraso es más complejo en otras funciones.
Extrapolación y pronósticos, fll igual que en el modelo sin 
tendencia, la ecuación (6) no implica ninguna extrapolación más 
a llá  de los datos de demanda conocidos. Para extrapolar más a llá  
de E (ü t), con el fin de predecir D*t+1, se requiere que 
agreguemos Tt, el ajuste medio de tendencia más reciente,
1~ alfa
D»t+1 * E(Dt) + Tt * Ft ♦ -----------  Tt ♦ Tt
a i fa
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.  Ft ♦ ---- Tt (? )
al fa
Entonces para extrapolar o pronosticar la demanda para n períodos 
en el futuro,
D*t+n - E(Dt) ♦ nTt
* Ft + ( 1/alfa + n - 1) Tt (6)
fli igual que en el caso de lo® cálculos del pronóstico promedio, 
los del ajuste medio de tendencia, de la demanda esperada y los 
de ios pronósticos, pueden efectuarse fácilmente con una 
calculadora de escritorio  o una computación automática.
Computaciones. En este punto,un ejemplo servirá para ilustrar los 
métodos de pronósticos promedio y de ajustes medios de tendencia 
para el amortiguamiento exponencial, Adviértase el efecto 
suavizante de la series de ios pronósticos promedio y de la 
predicción extrapolada y el hecho de que el ajuste de tendencia 
corrige el retraso del pronóstico promedio simple cuando existe 
una tendencia. Adviértase también que el pronóstico promedio 
(sin  ajuste de tendencia) se retrasa en relación con la curva de
1
p ro n ó s t ic o  e x tra p o la d a , colocándose p o r  encina cuando 
tendencia es negativa y por debajo cuando es positiva.
3. SlfflJLfiCIOH V TOflfi OE OICISIOHES
El centro de informoción, es el elemento de la empresa donde se 
reúne la Información, se transmite, concentra, almacena, analizo. 
Hoy información que se genera dentro y fuera de la empresa. Los 
centros de decisión y el centro de información en la empresa se 
encuentran estrechamente ligados por la información, así van a 
ex is tir  flujos de informoción entre las diferentes secciones de 
la empresa y el centro de información. El sistema de información 
de la empresa se define como el conjunto total de enlaces de 
información dentro de la organización. “Un sistema dado de 
información implica especificaciones completas y explícitas, de 
modo que sepamos quién recibe qué información en la empresa, 
dónde se reúne la información, cómo y cuándo se transmite*6
El sistema de decisión totaliza todas las reglas de decisión en 
la institución, además las reglas de decisión dependen de la 
información misma. Una condición necesaria para la toma de 
decisiones, es la disponibilidad de la información.
Es posible que el elemento más d istin tivo  del modelo sea el de 
que las decisiones no son simplemente el resultado de la
6 NATLGR, H Thomas Experimentos de Simulación en Computadoras coa Modelos de 
Sistemas Económicos M t. Limusai México, 1962.
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aplicación de una regla de decisión a un conjunto dado de 
entradas de información. Sí la toma de decisiones es un fenómeno 
conductual y de organización, el modelo debe re fle ja r esos 
elementos del proceso de toma de decisiones,
3.1. EL H0DEL0 SlflULADÜ
Como se indicó en la sección anterior, el modelo de producción 
simulado con circuitos eléctricos, analizado bajo parámetros 
eléctricos y con dos funciones de excitación: Una fuente de 
vo ltaje continua, que simula las ventas estimadas linea líente 
(Figuras 3.1.1 a 3.1.8), y una fuente de voltaje senosoidal 
(Figuras 3.2.1 a 3.2.10), que simula las ventas estimadas por 
medio de series de Furier. En ambos casos la simulación se hace 
variando en forma sistemática los coeficientes £1 y k2.
Las figura 3.1.1 muestra la función de producción en función del 
tiempo simulada bajo el circu ito  como función de carga, la 
cooriente e léctrica  en el circu ito , corresponde a la velocidad de 
producción de la empresa; en este caso kl-0 y k2*0.QÜ1.
Como se puede observar, esta función se encuentra muy por debajo 
de una curva estimada de producción, considerando que la empresa 
soporta niveles medios o bajos de stock del producto.
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Es de hacer anotar que los datos reales de ventas correnponden a 
un período de la empresa que no empieza con el in icio  de su 
fune i ón.
La figura 3.1,2.y 3.1.3 muestran como no hay reacción de la 
producción cuando K1*0; la constante de variación de las ventas 
estimadas con respecto a las ventas reales es el parámetro que da 
impacto a la función de producción.
En la medida en que K1 reacciona (aumenta), la curva de 
producción en función del tiempo se va haciendo exponencial, como 
se puede observar en las Figuras 3.1.4, 3.1,5 y 3.1.6.
Las figuras 3.1.? y 3.1.8 muestran como la función de producción 
reacciona en forma más oscilante con respecto al tiempo, los 
coeficientes k1*0.4 y k2*0.5 muestran una curva de producción que 
va siguiendo en forma más cercana a las ventas.
En la siguiente sección se analizarán los circuitos bajo la forma 
de una excitación senosoidal (Uoltaje de la fuente) que simula 
las ventas estimadas por serles de Furier en la sección 2.1.2.
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3.2. SIHULACION DE LA PRODUCCION CON EXI TAC ION SENOSOIOAL
Si comparásemos, tomando una media de empresas, las fluctuaciones 
del nivel de producción con las registradas en la demanda, sería 
evidente que la mayoría de los responsables de fabricación 
tienden a esperar demasiado tiempo antes de in ic iar 
mod i f i cac i ones en los n i ve I es de produce i ón y que, cuando I o 
hacen, los cambios suelen ser excesivos. La raíz del problema 
reside en la información -o en su carencia- en función de la cual 
toman sus decisiones. Es decir, la información no suele ser 
exacta y cuando no se mide su grado de confianza, de modo que el 
responsable pueda al menos "manejar medias", tiende a aplazar la 
variación en la tasa de producción, dejando que los cambios en la 
demanda general se acumulen, originándose por el lo stocks 
excesivos o defic itarios. A menos de que alguien en la empresa 
haya fijado previamente el volumen de défic it o exceso de stocks 
que ju s tif ic a  un cambio en la tasa de producción, las decisión se 
aplaza, mientras se van acumulando las variaciones en la demanda 
semana tras semana, mes tras mes, avecinándose una c r is is  que 
obligará entonces a tomar una decisión precipitada. H1entras 
ocurre esto en una empresa que trabaja para almacén, los stocks 
disminuyen hasta un nivel inferior al exigido para proporcionar 
un servicio adecuado al cliente; en el caso de una empresa que 
trabaja sobre pedido, los plazos de entrega de tos pedidos a los 
clientes se alargan, hasta que la empresa se encuentra en una
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situación no competitiva. Por otra parte, 3i debiera reducirse la 
capacidad, los stocks tienden a aumentar constantemente mientras 
se aplaza la decisión. Un buen sistema de control de producción 
debe analizar las decisiones desagradables, alternativas que 
pueden ser tomadas, las alternativas existentes (a menudo 
desagradables) y las consecuencias que tiene el no tomar ninguna 
dec i 3 i ón.
Los valores dados por K1 y K2, con excitación de la forma de 
ecuación senosoidal estudiada en la sección 2.1.2, se obseva en 
las Tablas 3.2.1, 3.2.2. y 3.2.3. Se dieron los valores a 
dichos parámetros tales que vari ron en el orden de 0 a t.
El c ircu ito  mostró las diferentes magnitudes de voltaje, 
corriente y ángulos de desfases, como se observa en las tablas 
antes mencionadas.
Recordemos que la función de corriente en el modelo de c ircu ito , 
nos representa la velocidad a la cual la empresa debe procucir, 
es dec ir  la var i ac I ón en m i I es de un i dades por mes que debe hacer 
la empresa para mantener stock tales que sean optimos, es decir 
que no sean ni demasiado grandes; to cual implicaría altos costos 
de almacenaje, ni demasiado pequeños; lo que daría una fa lta  de 
abastecimiento a la demanda en el mercado y por ende pérdidas 
para la empresa.
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Loe Figuras 3.2.1 a 3.2.9 muestran las gráficas de las funciones 
de producción y de ventas estimadas en miie9 de unidades contra 
el tiempo los 48 en los meses de los datos reales analizados.
La Figura 3.2.1 muestra como la función de producción sumulada se 
encuentra muy por debajo de las ventas estimadas, lo cual Indica 
que bajo estos parámetros: k1=0.1 y k2*0.1 Ja empresa está 
sometida a no satisfacer unas ventas estimadas (en último una 
demanda insatisfecha del mercado), lo cual es perjudicial para la 
empresa. ftlgo sim ilar ocurre con valores de Kt y k2 bajos, 
observese las Tablas 3.2.1 , 3.2.1 y 3.2.3 donde las magnitudes 
de las corrientes para estos casos se alejan de 1. Los ángulos 
de desfase de las corrientes se encuentran al rededor de los 89 
grados.
En las Figuras 3.2.4 y 3.2.5 , 3.2.6, y 3.2.7 se observa una 
función de producción que anda muy desfasada con la función de 
ventas estimadas, para estos casos, los valores de kl y k2, o uno 
de ellos tiende a 1 o ambos tienden a 1, en las tablas 3.2.1, 
3.2.2 y 3.2,3 estos casos dan magnitudes de corrientes altas, lo 
que conlleva a producciones muy por encima de las ventas 
est imadas.
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Las Figuras 3.2.0 y 2.3.9 muestran funciones de producción más 
cercanas a la función de ventas estimadas, para este caso los 
valores de kl están en el orden de 0.4 y 0.5 y k2 en el orden de 
0.5 y 0.4. Observando las Tablas 3.2.2 y 3.2.3, para estos 
rangos, las magnitudes de las corrientes pasan por 1. Estos 
rangos corresponden entre 0.3 y 0.5 para kl y 0.3 a 0.4 para k2.
90
K1 KZ C P VOLTAJE ANO. FRE CORRIENTE
0.1 0.01 1000 1 110 600 0 12 0.01 899
02 0.01 500 1 105 600 0 12 0.Ö2 8$. 75
0.3 0.01 333.3 1 103.33 600 0 12 0,02 89.76
0.4 0.01 250 1 102.5 600 0 12 0.03 89.69
0.5 0.01 200 1 102 600 0 12 0.04 89.61
0.6 0.01 166.7 1 101.67 600 0 12 0.05 89.54
0.7 0.01 142.9 1 101.43 600 0 12 0.06 89.46
0.8 0.01 125 1 101.25 600 0 12 0.06 89.38
0.9 0,01 111.1 1 101.11 600 0 12 0.07 89.31
J 002 50 1 51 600 0 12 0.16 89.22
0.1 0.02 500 1 60 600 0 12 0.02 89.91
02 0.02 250 1 55 600 0 12 0.03 89.83
0.3 0.02 166.7 1 53.333 600 0 12 o.oé 89.76
0.4 0.02 125 1 52.5 600 0 12 0 06 89.68
0.5 0.02 100 1 52 600 0 12 0.08 89.6
0.6 0.02 83.33 1 51.667 600 0 12 0.1 89.53
0.7 002 71.43 1 51.429 600 0 12 0.11 89.45
0.8 0.02 62.5 í 51.25 600 0 12 0.13 89.38
0.9 0.03 37.04r j 34.444 600h g 12 0.21 89.29
1 0.03 3333r 1 34.333 600 0 12 0.24 89.22
0.1 0.03 333.3 1 43.333 600 0 12 0.02 89.9
0.2 0.03 166.7 1 38.333 600 0 12 0.05 89.83
0.3 0.03 111.1 1 36.667 600 0 12 0.07 89.75
0.4 0.03 83.33 1 35.833 600 0 12 0.1 89,67
0.5 0.03 66.67 1 35333 600 0 12 012 896
06 0.03 55.56 1 35 600 0 12 0 14 89.52
0.7 0.03 47.62 1 34.762 600 0 12 0.17 89.45
0.8 0.04 31.25 1 26.25 600 0 12 0.25 89.36
0.9 0.04 27.78 1 26.111 600 0 12 0.29 89.29
1 0.04 25 1 26 600 0 12 0.32 89.21
0.1 0.04 250 1 35 600 0 12 0.03 89.89
0.2 0.04 125 1 30 6ÒO 0 12 0.06 89.82
03 004 8333 1 28.333 600 0 12 0.1 89.74
0.4 0 04 62.5 1 27.5 600 0 12 0 13 89.67
0.5 0.04 50 1 27 600 0 12 0.16 89.59
0.6 0,04 41.67 1 26.66? 600 0 12 0 19 89 51
0.7 0.05 28.57 1 21.429 600 0 12 0.28 89.43
0.8 0.05 25 1 21.25 600 0 12 0.32 89.35
0.9 0.05 22.22 1 21.111 600 0 12 0.36 89.28
1 0.05 20 1 21 600 0 12 0.4 89.2
0.1 0.05 200 1 30 600 0 12 0.04 89.89
02 0.05 100 1 25 600 0 12 0.08 89 81
0.3 0.05 66.67 1 23.333 600 0 12 0.12 89.73
0.4 0.05 50 1 22.5 600 0 12 0.16 89.66
0.5 0.05 40 1 22 600 0 12 0.2 89.56
0.6 0.06 27.78 1 18.333 600 0 12 0.29 89.5
0.7 0.06 23.81 1 18.095 600 0 12 0.33 89.42
0.8 0.06 20.83 1 17.917 600 0 12 0.38 89.35
09 006 18 52 1 17.778 600 0 12 0.43 89 27
0.06 16.67 1 17.667 600 0 12 0.48 89.19
TABLA 3.2.1 SIMULACION BE PRODUCCION CON EXCITACION SENOIDAL
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XI K2 L C R VOLTAJE ANG. FRÉ CORRIENTE
0.1 0.1 100 1 20 600 0 12 0.08 89.95
0.2 0.1 50 1 15 600 0 12 0.16 89.77
0.3 0.1 33.33 1 13.333 600 0 12 0.24 89.7
0.4 0.1 25 1 12.5 600 0 12 0.32 89.62
0.5 0.1 20 1 12 600 0 t2 0.4 89.54
0.6 0.1 16.67 1 11.667 600 0 12 0.48 89.47
0.7 0.1 14.29 1 11.429 600 0 12 0.56 89.39
0.8 0.1 12.5 1 11.25 600 0 12 0.64 89.32
0.9 0.1 11.11 1 11.111 600 0 12 0.72 89.24
1 0.1 10 1 11 600 0 12 0.8 89.16
O.l 0.2 50 1 15 600 0 12 0.16 89.77
0.2 0.2 25 1 10 600 0 12 0.32 89.7
0.3 0.2 16.67 1 8.3333 600 0 12 0.48 89.62
0.4 0.2 12.5 1 7.5 600 0 t? 0.64 89.54
0.5 0.2 10 1 7 600 0 12 0.8 89.47
0.6 0.2 8.333 1 6.6667 600 0 12 0.95 89.39
0.7 0.2 7.143 1 6.4286 600 0 12 1.11 89.32
0.8 0.2 6.25 1 6.25 600 0 12 1.27 89.24
0.9 0.2 5.556 1 6.1111 600 0 12 1.43 89.16
1 0.2 5 1 6 600 0 12 1.59 89.09
0.1 0.3 33.33 1 13.333 600 0 12 0.24 89.7
0.2 0.3 16.67 1 8.3333 600 0 12 0.48 89.62
0.3 0.3 11.11 1 6.6667 600 0 12 0.72 89.54
0.4 0.3 8.333 1 5.8333 600 0 12 0.95 89.47
0.5 0.3 6.667 1 5.3333 600 0 12 1.19 89.39
0.6 0.3 5.556 1 5 600 0 12 1.43 89.32
0.7 0.3 4.762 1 4.7619 600 0 12 1.67 89.24
0.8 0.3 4.167 1 4.5833 600 0 12 1.91 89.16
0.9 0.3 3.704 1 4.4444 600 0 12 2.15 89.09
1 0.3 3.333 1 4.3333 600 0 12 2.39 89.01
0.1 0.4 25 1 12.5 600 o1 12 0.32 89.62
0.2 0.4 12.5 1 7.5 600 0 12 0.64 89.54
0.3 0.4 8.333 1 5.8333 600 0 12 0.95 89.47
0.4 0.4 6.25 1 5 600 0 12 1.27 89.39
0.5 0.4 5 1 4.5 600 0 12 1.59 89.32
0.6 0.4 4.167 1 4.1667 600 0 12 1.91 89.24
0.7 0.4 3.571 1 3.9286 600 0 12 2.23 89.16
0.8 0.4 3.125 1 3.75 600 0 12 2.55 89.09
0.9 0.4 2.778 1 3.6111 600 0 12 2.86 89.01
1 0.4 2.5 1 3.5 600 0 12 3.18 88.94
0.1 0.5 20 l 12 600 0 12 0.4 89.54
0.2 0.5 10 1 7 600 0 12 0.8 89.47
0.3 0,5 6.667 1 5.3333 600 0 12 1.19 89.39
0.4 0.5 5 1 4.5 600 0 12 1.59 89.32
0.5 0.5 t 1 i 600 0 12 1.99 89.24
0.6 0.5 3.333 1 3.6667 600 0 12 2.39 09.16
0.7 0.5 2.857 1 3.4286 600 0 12 2.79 89.09
0.8 0.5 2.5 1 3.25 600 0 12 3.18 89.01
0.9 0.5 2.222 1 3.1111 600 0 12 3.58 88.94
1 05 2 1 3 600 0 12 3.98 88.86
TABU 3 2 2 SIMULACION DE PRODUCCION CON EXCITACION SENOIDAL
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K1 KZ C VOLTAJE ANG. FRE CORRIENTE
0.1 0.6 16.67 1 11667 600 0 12 0.48 89.47
0.2 0.6 8.333 1 6.6667 600 0 12 0.95 89.39
0.3 0.6 5.556 1 5 600 0 12 1.43 89.32
0.4 0.6 4.167 1 4.1667 600 0 12 1.91 89.24
0.5 0.6 3.333 1 3.6667 600 0 12 2.39 89.16
0.6 0.6 2.778 1 3.3333 600 0 12 2.86 89.09
0.7 0.6 2.381 t 3.0952 600 0 12 3.34 89.01
0.8 0.6 2.083 1 2.9167 600 0 12 3.82 88.94
0.9 0.6 1.852 1 2.7778 600 0 12 4.3 88.86
1 0.6 1.667 1 2.6667 600 0 12 4.78 88.78
0.1 0.7 14.29 1 11.429 600 0 12 0.56 89.39
0.2 0.7 7.143 1 6.4286 600 0 12 1.11 89.32
0.3 0.7 4.762 1 4.7619 600 0 12 1.67 89.24
0.4 0.7 3.571 1 3.9286 600 0 12 2.23 89.16
0.5 0.7 2.857 1 3.4286 600 0 12 2.79 89.09
0.6 0.7 2.381 1 3.0952 600 0 12 3.34 89.01
0.7 0.7 2.041 1 2.8571 600 0 12 3.9 88.94
0.8 0.7 1.786 1 2.6786 600 0 12 4.46 88.86
0.9 0.7 1.587 1 2.5397 600 0 12 5.01 88.78
1 0.7 1.429 1 2.4286 600 0 12 5.57 88.71
0.1 0.8 12.5 1 11.25 600 0 12 0.64 89.32
0.2 0.8 6.25 1 6.25 600 0 12 1.27 89.24
0.3 0.8 4.167 1 4.5833 600 0 12 1.91 89.16
0.4 0.8 3.125 1 3.75 600 0 12 2.55 89.09
05 08 2.5 1 3.25 600 0 12 3.18 89 01
0.6 0.8 2.083 1 2.9167 600 0 12 3,82 88.94
0.7 0.8 1.786 1 2.6786 600 0 12 4.46 88.86
0.8 0.8 1.563 1 2.5 600 0 12 5.09 88.78
0.9 0.8 1.389 1 2.3611 600 0 12 5.73 88.71
1 0.8 1.25 1 2.25 600 0 12 6.37 88.63
0.1 0.9 11.11 1 11.111 600 0 12 0.72 89.24
0.2 0.9 5.556 1 6.1111 600 0 12 1.43 89.16
0.3 0.9 3.704 1 A a a a a~  11 T? 600 0 12 2.15 89.09
0.4 0.9 2.778 1 3.6111 600 0 12 2.86 8.0!
0.5 0.9 2.222 1 3.1111 600 0 12 3.50 88.94
0.6 0.9 1.852 1 2.7778 600 0 12 4.3 88.86
0.7 0.9 1.587 1 2.5397 600 0 12 5.01 88.78
0.8 0.9 1.389 1 2.3611 600 0 12 5.73 88.71
0.9 0.9 1.235 1 2.2222 600 0 12 6.44 88.63
1 0.9 1.111 1 2.1111 600 0 12 7.16 88.56
0.1 1 10 1 11 600 0 12 0.8 89.16
0.2 1 5 1 6 600 0 12 1.59 89.09
0.3 1 3.333 1 4.3333 600 0 12 2.39 89.01
0.4 1 2.5 1 3.5 600 0 12 3.18 88.94
0.5 I 2 1 3 600 0 12 3.98 88.86
0.6 1 1.667 1 2.6667 600 0 12 4.77 88.78
0.7 1 1.429 1 2.4286 600 0 12 5.57 88.71
0.8 1 1.25 1 2.25 600 0 12 6.37 88.63
0.9 1 1.111 2.1111 600 0 12 7.16 88.56
1 2 600 0 12 7.96 88.48
TABLA 3.2.3 SIMULACION DE PRODUCCION CON EXCITACION SENOIDAL
FIGURA 
3.2.1 
FUNCION 
DE 
PRODUCCION 
CON 
RESPECTO 
AL 
TEM
PO 
Y 
VENTAS 
ESTIM
A
D
A
S. SIM
ULADA 
CON 
K1*Q 
1 
Y
K2**0.1
93
( J l t n o j t o - z c  me? tn m i-- jj
- W W + (í ^ ^
O
3 Ó ♦
o
oF¡
$z
FIGURA 
5.2.1 
FUNCION 
DE 
PRODUCCION 
CON 
RESPECTO 
AL 
TIEMPO 
Y 
VENTAS 
ESTIM
A
D
A
S. SIM
ULADA 
CON 
K1®G.1 
Y
K2*Q
.1
94
a H  H
o  o  §  8  o  §  o
0)|T10>0-ZC mo ü) m
Ast
FIGURA 
3.21 
FUNCION 
DE 
PRODUCCION 
CON 
RESPECTO 
A
l 
TEM
PO 
Y 
VENTAS 
ESTIM
ADAS 
SIM
U
LADA 
CON 
Kt-0.7 
Y
K2«0.01
95
« m o > o ~ 2 C  n o  &  m r-
A 
3.2.3 
FUNCION 
DE 
PRODUCCION 
CON 
RESPECTO 
AL 
>0 
Y 
VENTAS 
EST
IM
A
D
A
S. SIM
ULADA 
CON 
K 
1*0.9 
Y 
K
2
*0
.05
96
r*i O > O m c>
<M ^ <D
FIGURA 
3.2.4 
FUNCION 
DE 
PRODUCCION 
CON 
RESPECTO 
A
l 
TIEMPO 
Y 
VENTAS 
ESTIM
A
D
A
S. SIM
ULADA 
CON 
K1-0.7 
Y
K2«0.2
97
m m o > o - 2 c
— K* CH
m K> <ñ m r
i 1 i i
2
A 
3.2.5 
FUNCION 
DE 
PRODUCCION 
CON 
RESPECTO 
A
l 
>O 
Y 
VENTAS 
ESTIM
A
D
A
S, SIM
ULADA 
CON 
K 
1=0,6 
Y 
«2=0,3
98
0) m o > C » ~ Z C O w m r
- i 2]Rl
<? ♦
5 <2 m2 SE
A 
3.2.6 
FUNCION 
DE 
PRODUCCION 
CON 
RESPECTO 
AL 
»0 
V 
VENTAS 
ESTIM
A
D
A
S. SIM
ULADA 
CON 
K1-0.9 
Y 
K
2
-0.4
99
oimo j - o - z c  n o  C/> m
3 8 S é n á § g 8  
8 8 8 8 8 8 8 8 8 8
- *  z ¡
A 
3.2.7 
FUNCION 
DE 
PRODUCCION 
CON 
RESPECTO 
AL 
>0 
Y 
VENTAS 
ESTIM
A
D
A
S. SIM
U
LADA 
CON 
K1-0.5 
Y 
K
2
-0.5
100
0 ) " > O > c i - 2 C  m ü) m r
o¡ 
m
'O
04 
CU 
“J 
w
l\>
04
M <JJ
W 
$
04
8Í i
04 tu
04 -j 
04 VA
04
OI
**4
--1—!
-•
..
••
«■
-
..
-f— !— !—i— f
i \
i ;
FIGURA 
3.2.8 
FUNCION 
DE 
PRODUCCION 
CON 
RESPECTO 
A
l 
TIEMPO 
Y 
VENTAS 
EST
IM
A
D
A
S. SIM
U
LADA 
CON 
K1 -0.4 
Y
K2=0.5
101
t í )m o > o - 2 C  me» W m r-
í A 
3.2.9 
FUNCION 
DE 
PRODUCCION 
CON 
RESPECTO 
AL 
PO 
Y 
VENTAS 
EST
H
A
D
A
S, -SIM
ULADA 
CON 
K1 «0.3 
Y  
K
2®
04
102
w m o > 0 - 2 C  m  O  ( O K I  
— KJ
~  3
l i l i
103
Las tablas 3.2.1 , 3.2.5 y 3.2.6 muestran la simulación de 
producción con excitación senosoidal, dando a los parámetros kl y 
k2 valores más exactos, que aproximan más la función de 
producción a las ventas estimadas, es de notar que el desfase de 
las dos curvas es mínimo, lo que indica que los stock que la 
empresa debe manejar deben ser en la medida de lo posible 
optimos. Ahora bien, la integral, o sea el area bajo la curva de 
las ventas estimadas, debe ser a largo plazo igual a la integral 
de la producción.
La figura 3.2.10 muestra la gráfica de la simulación de 
producción dada en el modelo con un k 1*0.36 y un k2*0.35. 
Niveles estos de producción y ventas que en el modelo resultan 
ser los más optimos.
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K1 K2 L R YOLTAJE ANG. FRE CORRIENTE
0.3 0.31 10.75 1 6.5591 600 0 12 0.74 89.54
0.31 0.31 10.41 1 6.4516 600 0 12
0.32 0.31 10.08 1 6.3508 600 0 12 0.79 89.52
0.33 0.31 9.775 1 6.2561 600 0 12 0.81 89.51
0.34 0.31 9.488 1 6.167 600 O 12 0.84 89.51
0.35 0.31 9.217 1 6.0829 600 0 12 0.86 89.5
0.36 0.31 8.961 1 6.0036 600 0 12 0.89 89.49
0.37 0.31 8.718 1 5.9285 600 0 12 0.91 89.48
0.38 0.31 8.489 1 5.8574 600 0 !2 0.94 89.48
0.39 0.31 8.271 1 5.7899 600 0 12 0.96 89.47
0.4 0.31 8.065 1 5.7258 600 0 12 0.99 89 46
0.41 0.31 7.868 1 5.6648 600 0 12 1.01 89.45
0.42 0.31 7.68 1 5.6068 600 O 12 1.04 89.45
0.43 0.31 7.502 r 1 5.5514 600 0 12 1.06 89.44
0.44 0.31 7.331 1 5.4985 600 O 12 1.09 89.43
0.45 0.31 7.168 1 5.448 600 0 12 1.11 89.42
0 46 0.31 7.013 1 5.3997 600 O 12 1.13 89.41
0.47 0.31 6.863 1 5.3535 600 0 12 1.16 89.41
0 48 0.31 6.72 1 5.3091 600 0 12 1.18 89.4
0.49 0.31 6.583 1 5.2666 600 0 12 1.21 89,39
0.5 0.31 6.452 1 5.2258 600 0 12 1.23 89.38
0.3 0.33 10.1 1 6.3636 600 0 12 0.79 89.52
0.31 0.33 9.775 1 6.2561 600 0 12 0.81 89.51
0.32 0.33 9.47 1 6.1553 600 0 12 0.84 89.51
0.33 0.33 9.183 1 6.0606 600 0 12 0.87 89.5
0.34 0.33 8.913 1 5.9715 600 0 12 0.89 89.49
0.35 0.33 8.658 1 5.8874 600 0 12 0.92 89.48
0.36 0.33 8.418! 1 5.8081 600 0 12 0.95 89.48
0.37 0.33 8.19 1 5.733 600 0 12 0.97 89.47
0.38 0.33 7.974 1 5.6619 600 0 12 1 89.46
0.39 0.33 7.77 1 5.5944 600 0 12 1.02 89.45
0.4 0.33 7.576 1 5.5303 600 0 12 1.05 89.45
0.41 0.33 7.391 1 5.4693 600 0 12 1.08 89.44
0.42 0.33 7.215 1 5.4113 600 0 12 1.1 89.43
0.43 0.33 7.047 1 5.3559 600 O 12 1.13 89.42
0.44 0.33 6.887 1 5.303 600 0 12 1.16 89.41
0.45 0.33 6.734 1 5.2525 600 0 12 1.18 89.41
046 0.33 6.588 t 5.2042 600 0 12 1.21 89.4
0.47 0.33 6.447 1 5.158 600 0 12 1.23 89.39
0.48 0.33 6.313 1 5.1136 600 0 12 1.26 89.38
0.49 0.33 6.184 1 5.0711 600 0 12 1.29 89.38
0.5 0.33 6.061 1 5.0303 600 0 12 1.31 89.37
TABU 3.2.4 SIMULACION DE PRODUCCION CON EXCITACION SENOIDAL
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K1 K2 L C R VOLTAJE ANG. FRE CORRIENTE
0.3 0.35 9.524 1 6.1905 600 0 12 0.84 89.51
0.31 0.35 9.217 1 6.0829 600 0 12 0.86 89.5
0.32 0.35 8.929 1 5.9821 600 0 12 0.89 89.49
0.33 0.35 8.658 1 5.8874 600 0 12 0.92 89.48
0.34 0.35 8.403 1 5.7983 600 0 12 0.95 89748
0.35 0.35 8.163 1 5.7143 600 0 12 0.97 89.47
0.36 0.35 7.937 1 5.6349 600 0 12 1 89.46
0.37 0.35 7.722 1 5.5598 600 0 12 1.03 89.45
0.38 0.35 7.519 1 5.4887 600 0 12 1.06 89.45
0.39 0.35 7.326 1 5.4212 600 0 12 1.09 89.44
0.4 0.35 7.143 1 5.3571 600 0 12 1.11 89 43
0.41 0.35 6.969 1 5.2962 600 0 12 1.14 89.42
0.42 0.35 6,803 1 5.2381 600 0 12 1.17 89.41
0.43 0.35 6.645 1 5.1827 600 0 12 1.2 89.41
0.44 0.35 6.494 1 5.1299 600 0 12 1.23 89.4
0.45 0.35 6.349 i 5.0794 600 0 12 1.25 89.39
0.46 0.35 6.211 1 5.0311 600 0 12 1.28 89.38
0.47 0.35 6.079 1 4.9848 600 0 12 1.31 89.38
0.48 0.35 5.952 1 4.9405 600 0 12 1.34 89.37
049 0.35 5.831 1 4.898 600 0 12 1.36 89.36
0.5 0.35 5.714 1 4.85711 600 Ó 12
0.3 0.37 9.009 1 6.036 600 0 12 0.88 89.49
0.31 0.37 8.718 1 5.9285 600 0 12 0.91 89.48
0.32 0.37 8.446 1 5.8277 600 0 12 0.94 89.48
0.33 0.37 8.19 1 5.733 600 0 12 0.97 89.47
0.34 0.37 7.949 1 5.6439 600 0 12 1 89.46
0.35 0.37 7.722 1 5.5598 600 0 12 1.03 89.45
0.36 0.37 7.508 1 5.4805 600 0 12 1.06 89 45
0.37 0.37 7.305 1 5.4054 600 0 12 1.09 89.44
0.38 0.3? 7.112 1 5.3343 600 0 12 1.12 89.43
0.39 0.37 6.93 1 5.2668 600 0 12 1.15 89.42
0.4 0.37 6.757 1 5.2027 600 0 12 1.18 89.41
0.41 0.37 6.592 1 5.1417 600 0 12 1.21 89.41
0.42 0.37 6.435 1 5.0837 600 0 12 1.24 89.4
0.43 0.37 6.285 1 5.0283 600 0 12 1.27 89.39
0.44 0.37 6.143 1 4.9754 600 0 12 1.3 89.38
0.45 0.37 6.006 1 4.9249 600 0 12 1.32 89.38
0.46 0.37 5.875 1 4.8766 600 0 12 1.35 89.37
0.47 0.37 5.75 1 4.8304 600 0 12 1.38 89.36
0.48 0.37 5.631 1 4.786 600 0 12 1.41 89.35
0.49 0.37 5.516 1 4.7435 600 0 12 1.44 89.35
0.5 0.37 5.405 1 4.7027 600 0 12 1.47 89.34
TABLA 3.2.5 SIMULACION DE PRODUCCION CON EXCITACION SENOIDAL
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Kt K2 L C R VOLTAJE ANG. FRE CORRIENTE
0.3 0.39 8.547 1 5.8974 600 0 12 0.93 89.48
0.31 0.39 8.271 1 5.7899 600 0 12 0.96 89.4?
0.32 0.39 8.013 1 5.6891 600 0 12 0.99 89.46
0.33 0.39 7.77 1 5.5944 600 0 12 1.02 89.45
0.34 0.39 7.541 1 5.5053 600 0 12 1.06 89.45
0.35 0.39 7.326 1 5.4212 600 0 12 1 09 89.44
0.36 0.39 7.123 1 5.3419 600 0 12 1.12 89.43
0.3? 0.39 6.93 1 5.2668 600 0 12 1.15 89.42
0.38 0.39 6.748 1 5.1957 600 0 12
0.39 0.39 6.575 1 5.1282 600 0 12
0.4 0.39 6.41 1 5.0641 600 0 12
0.41 0.39 6.254 1 5.0031 600 0 12
0.42 0.39 6.105 1 4.9451 600 0 12
0.43 0.39 5.963 1 4.8897 600 Ó 12
0.44 0.39 5.828 1 4.8368 600 0 12
0.45 0.39 5.698 1 4.7863 600 0 12
0.46 0.39 5.574 1 4.738 600 Ó 12
0.4? 0.39 5.456 1 4.6918 600 Ó 12
0 48 0.39 5.342 1 4.6474 600 0 12
0.49 0.39 5.233 1 4.6049 600 0 12
0.5 0.39 5.128 1 4.5641 600 0 12
0.3 0.4 8.333 1 5.8333 600 0 12 0.95 89.47
0.3! 0.4 8.065 1 5.7258 600 0 12 0.99 89.46
0.32 0.4 7.813 1 5.625 600 0 12 1.02 89.45
0.33 0.41 7.576 1 5.5303 600 0 12
0.34 0.4 7.353 1 5.4412 600 0 12
0.35 0.4 7.143 1 5.3571' 600 0 12
0.36 0.4 6.944 1 5.2778 600 0 12
0.37 0.^ 6757 1 5.2027 600 0 12
0.38 0.4 6.579 1 5.1316 600 0 12
0.39 0.4 6.41 1 5.0641 600 0 12
0.4 0.4 6.25 1 5 600 0 12
Q.4t 0.4 6.098 1 4.939 600 0 12
0.42 0.4 5.952 1 4.881 600 0 12
0.43 0.4 5.814 1 4.8256 600 0 12
0.44 0.4 5.682 1 4.7727 600 0 12
0.45 0.4 5.556 1 4.7222 600 0 12
0.46 0.4 5.435 1 4.6739 600 0 12
0.4? 0.4 5319 1 4.627? 600 ú 12
0.48 0.4 5.208 1 4.5833 600 0 12
0.49 0.4 5.102 1 4.5408 600 0 12
0.5 0.4 5 1 4.5 600 0 12
TABU 3 2 6 SIMULACION DE PRODUCCION CON EXCITACION SENOIDAL
TEM
PO
. SIM
ULADA 
CON 
K 
1=0.38 
Y 
K
2
-0.33
« m O > 0 - 2 C  m o  <s> m  r~ — -jr
O ♦
-V < 70 m
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3.3 LA DECISION
El control de cualquier función requiere cuatro factores mínimos:
1. Una noria o p I an con e I que va I orar si la f une i ón cump le I os 
objet i vos.
2. fílgunos lí» ite s  de tolerancia, de modo que el sistema no 
provoque reacciones frente a variaciones momentáneas que pudieran 
eventual mente ser anuladas por variaciones compensatorias, sino 
que permita revelar las tendencias y emprender entonces las 
acciones correctoras opurtunas.
3. La retroinformación, necesaria para poder comparar los 
resultados reales con el plan.
1. Alguna acción correctora específica que pueda ser emprendida 
para volver a operar de acuerdo con el plan cuando la función 
escape al control.
La retroinformación consiste en elaborar informes sobre las 
tasas reales de producción para los mismos medios de fabricación 
considerados en el plan, y las acciones correctoras específicas 
incluyen la contratación, los despidos, las horas 
extraordinarias, la subcontrotación de trabajos entre otros.
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m3.3.1 URLOR DE IftS REGLAS DE DECISION
El valor que poseen la reglas de decisión en la producción 
empresarial es considerable, puesto que la determinación del 
momento oportuno para modificar los niveles de producción es 
siempre d if íc i l  dada la gran cantidad de factores que 
intervienen.
El establecimiento de reglas de decisión ayuda a la dirección de 
la empresa a dar d irectrices en los momentos oportunos, es decir, 
ante3 de que se produzca la c r is is . Cuando adopta una regla de 
decisión, el director del control de producción, de hecho, define 
las reglas del juego una sola vez en lugar de hacerlo cada vez 
que se in ic ia . Para que e 1 equ i po di rect i vo no se vea ob 1 i gado a 
invertir mucho tiempo cada período en decidir si la situación 
actual ju s t if ic a  realmente un cambio en la tasa de producción, 
las decisiones re lativas a los elementos ju stifica tivos  de la 
variación deben estar ya tomadas, permitiendo de este modo el que 
las discusiones periódicas se centren sobre las acciones 
concretas a emprender para llevar a cabo dicho cambio.
Por lo general, cuando se han aplicado reglas de decisión, los 
resultados han sido satisfactorios. La forma real de las reglas 
de decisión tiene probablemente una importancia secundaria; lo
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itportante es contar con létodo racional para el control del 
nivel de producción.
Esta técnica, no obstante, no elimina los altibajos del c ic lo  
empresarial (aunque no cabe duda de que un uso amplio de ios 
métodos de control más racionales deb ilitará los efectos 
multiplicadores habituales a causa de la fuerte dependencia de 
unas empresas con otras), pero sí ofrece gran utilidad para la 
medición y tratamiento de estos cambios de actividad de forma más 
efectiva y económica. Las regias de decisión forman parte del 
funcionamiento de todo control de producción correcto "más vale 
prevenir las c r is is  que curarlas*.
3.3.2. REGLAS LINEALES DE DECISION
AIgunas regI as de dec i s i ón más complej as han s i do desarro 11adas, 
como fórmulas matemáticas, para fa c ilita r  la planificación y 
control de las tasas de producción, asi como la mano de obra 
necesaria para alcanzar dichas tasas. Su objetivo es fa c ilita r  
con el computador los cálculos rutinarios del volumen de 
producción que debe ser programado para el mes siguiente las 
formas alternativas de programar la producción para satisfacer 
una demanda fiactuante son:
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1. Uariar la producción para adaptarla a la demanda. Esto exige 
un conocimiento de la demanda ( al menos durante el periodo 
necesario para ajustar la tasa de producción). Ho obstante, este 
conocimiento es poco frecuente, y los niveles de producción 
suelen ser planeados de acuerdo con previsiones de la demanda. 
También implica que los planes se ejecuten efectivamente y que 
sean respetadas las tasas previstas en los programas. Los 
técnicos deben saber que esto no ocurre prácticamente nunca. La 
variación puede conseguirse:
a. Añadiendo o despidiendo personal.
b. Acortando los turnos de trabajo o realizando horas 
extraordinarias para modificar tas horas laborables de una mano 
de obra constante.
c. Subcontrotando trabajo a otras empresas.
d. Aplicando alguna combinación de a, b y/o c.
2. Hantener constante la producción y hacer frente a las 
fluctuaciones de la demanda con los stocks almacenados. Esto 
supone que la producción a largo plazo ha sido planeada para 
mantener unos stocks suficientes al final del pico estacional 
para satisfacer la demanda, y que la empresa posee suficiente 
capital para invertir en stocks y el espacio necesario para 
almecenarlos.
3. tlantener constante la producción y hacer frente a las 
fluctuaciones con los pedidos acumulados de los clientes. Esta
112
alternativa i«p lica que los clientes tendrán que esperar unos 
períodos variables para la entrega de sus pedidos,
1. Aplicar alguna co#binación de 1, 2 y/o 3.
Cada una de estas alternativas principales y sus co»binaciones 
suponen ciertos costes y, por otra parte, la selección de aquella 
co«bi nación de alternativas que i«pi i que un «enor coste total de 
funcionamiento, desconociendo práctica«ente la de«anda y 
resultados futuros, representa un trabajo enorme.
Se han desarrollado, tediante técnicas «até«aticas de 
investigación operativa, unas reglas de decisión lineales que 
ofrecen soluciones óptimas a este problema,partiendo de algunas 
hipótesis específicas sobre ios costes i«plicados.
Analizaremos a continuación un ejemplo que ilustrará la forma y 
u tilización  de una regla sencilla de decisión lineal.
La empresa tiene un proceso de fabricación continuo. Se conocen 
los costos habituales de la nómina y el de las horas 
extraordinarias.
Han sido analizados y determinados los costos de almacenamiento. 
La empresa no desea tener stocks negativos (pedidos retrasados) y 
considera que los agotamientos de stock tienen un coste muy alto. 
El costo de almacenamiento mínimo se produce con la cantidad de 
Yo unidades, por debajo de esta c ifra , los pedidos retrasados
H3
tienen un costo superior ai ahorro resultante de unos stocks 
menores.
La empresa en un momento dado mantiene el stock defic itario , hay 
una demanda insatisfecha de pedidos, en donde x representa la 
cantidad de unidades pendientes, entonces la variación de esta 
con respecto al tiempo será afectada inversamente por una tasa de 
retraso promedio factor de la cantidad de unidades pendientes;
x‘*~(!/T)*x
donde
x es la cantidad de unidades pendientes
T es la tas de retraso promedio
Dado en un tiempo t*0 los pedidos pendientes son Xo
La solución a esta ecuación es: 
x= Xo*eH /r>
Se analiza entonces el comportamiento de las ventas, 
desarrollando dos ecuaciones cuyo objeto es permitir la toma de 
decisiones óptimas.
2. Puede ocurrir que algún factor no incluido en la estimación 
in ic ia l pueda resultar esencial y puede ser imposible integrarlo
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en unas nuevas ecuaciones. Por ejemplo, supongamos que la empresa 
desee conseguir capital para una expansión reduciendo sus 
existencias aceptando un nivel inferior de servicio al cliente. 
El único factor relacionado con esta decisión que aparece en 
las ecuaciones es el costo de almacenamiento pero resulta muy 
d if íc i l  expresar los efectos de esta decisión nomo un costo 
específico de almacenamiento de stocks.
3. En las ecuaciones se supone una cantidad determinada de 
producción por trabajador en nómina. El número real de empleados 
y las horas trabajadas deberán ser aumentadas si no se alcanza 
esta productividad o en otro caso disminuirán los niveles de 
stocks, empeorando entonces el servicio al cliente.
Las reglas de decisión lineales poseen gran utilidad para la 
dirección empresarial para controlar racionalmente los cambios 
en el nivel de producción. Ho obstante y previamente a su 
aplicación, conviene comprobar su eficiencia por simulación para 
comprender mejor su utilidad.
También deben estudiarse las hipótesis básicas de su derivación 
matemática para saber qué cambios en los costos y condiciones de 
operación requerirán nuevos cálculos o decisiones a un nivel 
super i o r.
U5
El riesgo mayor consiste en suponer que la dirección puede ser 
sustituida por fórmulas y que unas reglas de este tipo pueden 
re fle ja r todas las consideraciones sign ificativas influyentes en 
las decisiones- ino es así:
Aplicadas correctamente, estas reglas de decisión lineales 
permiten mejorar ei control de los niveles de producción 
comparativamente a ios métodos intuitivos u otros métodos 
irracionales. No cabe duda de que los resultados serán más 
estables y consistentes mientras no se produzcan grandes 
variaciones en ios factores que influyen en las hipótesis básicas 
ut i I izadas para der i var I as ecuac i ones.
Es interesante subrayar que las reglas de decisión lineales han 
tenido amplias aplicaciones como base de los juegos para la mano 
de obra y producción realizadas con ordenador en los cursos de 
dirección empresarial y control de stocks en Un iversidades y 
seminarios de empresa. Pueden ser programados para un ordenador 
que desarrolle los cálculos e indique los resultados en función 
de decisiones óptimas, mientras otros equipos de personas toman 
las decisiones sobre bases intuitivas o racionales y se comparan 
los resultados así obtenidos con los del ordenador.
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3.3.3. REGLAS DE DECISION V TIEttPO DE REACCION
Al aplicar las reglas de decisión se supone que las tasas de 
producción pueden ser modificadas con re la tiva  rapidez una vez 
tomada la decisión correspondiente. No obstante, este no es el 
caso en la mayor i a de situaciones reales sino que la contratación 
y formación profesional de nuevos empleados suelen requerir 
bastante tiempo.
La elaboración de reglas de decisión permite determinar la 
frecuencia con la que deben ser realizados los cambios en el 
nivel de producción. Se supone que estas reglas definen los 
cambios más económicos, pero, sin embargo, no tienen en cuenta el 
tiempo de reacción.
El tiempo de reacción es el transcurrido entre el momento en que 
se toma la decisión de modificar el nivel de producción y el 
momento en que se aumenta o disminuye efectivamente la tasa de 
producción.
Este período de tiempo suele inclu ir la solicitud al departamento 
de personal de un nuevo de trabajador, la contratación y 
formación reales del mismo y, por último, conseguir que alcance 
el r i tmo de produce ión normal. Durante este per íodo, I as 
variaciones registradas con respecto a las previsiones pueden
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seguir manifestándose y un cálculo riguroso de los niveles de 
stocks de estabilización deberá inclu ir alguna cantidad de 
existencias para cubrir este período.
El cálculo de este volumen de reservas de reacción es 
relativamente inmediato.Implica la estimación del error de la 
previsión anticipada y la conversión de la misma en una 
est i mac i ón de l error de I a prev i s i ón ant i c i pada y I a convers i ón 
de la misma en una estimación del error de previsión durante el 
tiempo de reacción. Es el mismo tipo de relación que existe en el 
desarrollo del stock de reserva, cuando se calcula el error de 
previsión en un período de tiempo de una semana para convertirlo 
a continuación, en un error de previsión para el período 
equivalente al plazo de entrega.
En este cálculo se admite el hecho de que el error de previsión 
obtenido en la determinación del stock de estabilización 
corresponde al período de una semana y que los errores pueden 
acumularse durante el período de reacción.
Si bien esta relación es interesante, también es cierto que es 
más bien académica porque muy pocas empresas en la actualidad han 
desarro 11ado reglas de dec i s i ón o caIculado stocks de 
estabilización. El estudiante debe conocer esta relación general, 
aunque sabiendo que en la práctica- incluso cuando hayan sido
l i d
caIcuIados Ios stocks de estabi i ización necesarIos- se sueIen 
u tiliz a r  medidas especiales de producción, como, por ejemplo, las 
horas extraordinarias, para cubrir cualquier incremento 
sign ificativo  en la demanda durante el período de reacción.
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ANEXO 1
program regrelineal;
í* UNIVERSIDAD NACIONAL DE COLOMBIA *)
(* ESPECIALIZACION DE ADMINISTRACION*)
(* DE SISTEMAS INFORMATICOS
(* ANALISIS DE REGRESION LINEAL * }
(* METODO DE LOS MINIMOS CUADRADOS *)
(* ALFONSO PIO AGUDELO SALAZAR *)
type
b * arraytl .2,1.30} oí m i ,  
var
i, j, n : integer;
Sx, Sy, Sxy, Sxx, Syy, Alfa, Beta, Ro real; 
d :b; 
begin
wnfce(‘ENTRE EL NUMERO DE DATOS );
rea<iln(n) (»lee tamaño muestra*)
Sx:*0; Sy>0; Sxy:*0; SXX:»0; Syy:=0; 
for i :« i fco n do 
begin
WriteCDato X *, i, v ) ; 
readln(d{ 1, il); 
writeCDato Y i, ’«'); 
readln(d(2, il);
SX :* Sx + d ll, il,
Sy :* Sy + d[2, il;
Sxy :■ Sxy * d( 1, il * d(2, íl,
Sxx >  Sxx + di i, il * di i, il;
Syy >  Syy ♦ d[2, il * d[2, il; 
end;
beta >  (n * Sxy - Sx* Sy) / (n * Sxx - Sx * Sx); 
alfa »  Sy / n beta * Sx / n,
ro > (n * Sxy - Sx* Sy) / sqrt((n * Sxx - Sx* Sx) * (n * Syy - Sy *
writelnC X T XT XX YY\),
writeln;
for i :« 1 to n do
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begin
writxKdl I, i| : 10 : 1, Û[2, il : 10 : 1, d{ 1, i] * d{2, il 10 : 1); 
writeini d{ 1, il * dl 1, i] . 10 : 1, d[2, il * d(2. il : 10: 1); 
end, 
wrïtein,
WriteCAlfa*', alia : 5 : 2/ Beta»*, beta : ô : 5);
writeO Ro«, ro : Ô : 5),
readln;
end
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ANEXO 11
prograni regresionmiiltiple; 
var
inva; arrayí 1..40J ..401 of real; 
x, xt,x&ynv,vari: arrayí 1..20,1.201 oí real; 
y,xty,b arrayí 1.2 0] oí real, 
i, j, k,fs, ex, n : integer, 
yy,sy,<»roj?*v¿r2,ee,bxty,varianza: m i; 
begin
yy>0; {Suma de las y al cuadrado} 
sy *0, {Suma de las y}
{ENTRA DATOS} 
writelnO UNIVERSIDAD NACIONAL DE COLOMBIA'); 
WRITELNC SECCIONAL MANIZALES),
WRITELNC ESPECIALIZACION EN ADMINISTRACION ); 
WRITELNC DE SISTEMAS INFORMATICOS );
WRITELN,
wríteLNC ANALISIS DE REGRESION MULTIPLE ); 
WRITELNC POR: Alfonso Pió Agudelo S');
WRITELN;
writeC Entre el tamaño de la muestra (Mínimo 3) •); 
readln(fx),
w iteC Entre el numero de variables explícatorias (Mínimo 1, 
máximo \fx-22,’) '); 
readln(cx);
CX:=CX+1;
for i :» 1 to íx  do 
begin
writeCEntre el valor de T O ;)'); 
readln(yül);
XÍi, 11:« 1;
Xtll¿J:»l;
yy >yy+yül*yííl 
sy:«sy+y{i]; 
for j :« 2 to ex do 
begin
writeCEntre el valor de XC, i, y, \,')'), 
readln(xü, jl);
xtíj41:«xíi,jl; (TRASPONE X}
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end;
end;
writ»ln(‘ ESTA ES LA MATRIZ DE DATOS ),
writetn; writeíní* Y XI x2.. ’);
for i * 1 to íxdo 
begin
write(yUi5.2/ *); 
for j :* 1 toexdo 
write(xíy 1:5:3/ '); 
writeln; 
end; 
wríteln;
{MULTIPLICA X TRASN POR X} 
íor i >  l to ex do 
for j ■» 1 toexdo 
begm
XfaÉli, j] •« 0,0; 
íor k > 1 to f x do 
xteíi, j] > ztdi, j] + xtíi, kl * xík,jí, 
end;
(MULTIPLICA X TRASN POR Y} 
íor i :* 1 to ex do 
begin
xtyíil ;* 0.0, 
f o r k :« i t o íx d o  
s ty lijx ty íil ♦ xtíi, kl * ylk); 
and;
wrttelnC ESTA ES LA MATRIZ X TRASPUESTA POR X’), writeln, 
íor i > 1 to ex do 
begin
write(xtyü]8 2/ '), 
íor j > i toexdo 
write(xtxli,j 1:8:3/ ); 
writeln, 
end;
{INVIERTE A (X TRASPUESTA POR X)} 
n>2*CX; 
íor i:*l to íx do 
íor j *  cx+1 to n do 
ií j=i+cxthen
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ínva[y]:*l
else
invaíyl>ü; 
l'or i>  í to ex do 
for j * i to ex do 
invaíi#jJ:*xtxÜ4l:
{gauss Jordan} 
íor i:» 1 to ex do 
begin 
piv-invalyl; 
for}:* i ton do 
invali,} Hnvaiyi/piv; 
for k» í te ex do 
ií k<>i then 
begin
cero*invalk,il; 
for j> i to n do
invaíkj j -invalk,} ]-cero*inv3Ü41, 
end; 
end;
(TRANSFORMA INVA EN INV} 
for i> 1 toexdo 
íor ):* 1 toexdo 
invíij I:=invali,j+cx]; 
writelnO ESTA ES LA MATRIZ INVERSA DE (X TRASPUESTA por X) ); 
wríteln;
fo ri :* I toexdo 
begin
íor j * i toexdo 
writeíinvlij 1:8:3), 
writeln; 
end;
{MULTIPLICA (INVERSA® TRASN POR X)) POR (X TRÁSN POR lh b \  
r2>0;
for i - 1 to ex do 
begin 
blil :* 0 0; 
íor k > l to ex do 
blij :» b lil + invü, kl * xtylk], 
r2=r2+blil*xtyííl 
end;
i2e
r2 :«(r2-sy*sy/ix)/(yy ~sy*sy/fx>;
{calcula varianza} 
varianza: *0; 
ior i> i tocx do 
varianza «varianza+bliFxtyUI, 
writeln (Grados de libertad «Jx-cx); 
varianza>(yy-varianza)/(ix-cx);
(CALCULA MATRIZ DE VARIANZA COVARIANZA} 
for i:*l tocx do 
for j «1 to ex do 
variti,) ]>varianza*invli,j 1;
{ESCRIBE}
writelnC ESTA ES EL VECTOR B 0 ESTIMADORES“); 
writ&in;
for i * 1 tocx do 
begin 
write(bíi}:d:4); 
writeln, 
end;
writelnCESTA ES LA MATRIZ DE VARIANZA COVARIANZA );
writeln;
writeln;
for i > l to ex do 
begin
for j:*l tocx do 
write(varííi,ji:&:3); 
writeln, 
end;
writeln (’El coeficiente de correlación R2 es: ‘/2 65), 
writeln (La varianza es: '.varianza :S4), 
readln(i); 
end
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ANEXO 2.
program seriesFurier; 
var
monh,monxAiper,peri<xU; integer; 
ij,k^ountM4k4kMJ2ijJd,ji,jpJcj,)qijr.integ«rJ 
xz,yy/sum/<iJbiga,hoid:reai/ 
a: array! 1.. 1961 of real; 
l,m arrayl 1 1961 of integer; 
x  arrayl i. 36} of integer; 
g,b: array! 1..141 of real; 
c: arfay ll..14,1.. 14) of real, 
z: arrayl 1..14.1 ..36I of real; 
begin
read(monh,monx,n,iper); 
period:*iper; 
for i » I to monh do 
read(xiil); 
for k:= 1 to monh do 
begin 
t-k;
zl 1*1*1, z{2^ 1:«t; 
yy:»6.2831853 l*t/period,
22t»yy;
2l34cl.-8in(xx); zi4Xl -cos(xx), 
if n>«6 then 
begin 
xx:«yy*2,
2{6^1:*c o s(x x ),
end
else
if n>-8 then 
begin 
xx>yy*3;
z[7,k]xsm(xx),
zl8,k!:<os{xx), 
end 
else 
if n>® 10 then
begin 
xx>yy*4; 
zi^i:*siü(xg), 
z{ ÍOJc!:«cos(xx): 
end 
else 
ií n>=!2 then 
begin 
»c«yy*5; 
z[ 1l,kJ:«sín<xK); 
z{12Jtj=cos(xx), 
end 
eise 
if n»»14 then 
begin 
»c«yy*6; 
zi 13Jtl;*smCxx); 
zi 14jkl:-cos(xx); 
end;
end;
for t » t to n do 
for j> 1 to n do 
begin 
sura*0,
for k:« 1 to monti do 
sum>sum+zli,k f*zij,k ];
c{y|*sum;
end;
kount;«0; 
for j.*l tondo 
fo ri> l tondo 
begin 
kount:«kount+1; 
a{kount)-cíyj; 
end;
{invertir} 
d>l, 
nk:*-n;
for k» 1 to n do 
begin 
nk:*nk+n;
mllkl:«k; m(kj>k; 
biga:-alkk];
for j>k to n do 
begin 
iz:«n*(j~i); 
for i:*k to n do 
begin 
ij»iz+i,
if ((abs(biga)-abs(a(ijl)) <0) then 
begin 
biga=a[ij], 
iikj:*i;
end;
end;
end,
if (<j-k)>0)th^ n 
begin 
ki.«k-n; 
for i» l ton do 
begin 
ki*ki+n; 
hoid:=-a(kil, 
ji:*ki-k*j; 
alkil-aifij; 
a[jiI>hold; 
end;
<&nd,
i:»mlkl;
if ((i~k)>0) then 
begin 
jp>n*(i- i); 
for f:«l ton do 
begin 
jk:»nk+j;
hold>-aijk],
a{|k)>aljil;
aijil*hold,
end;
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end;
if (biga)-O then 
d:»0 
else 
begin 
for i> I to n do 
begin 
if (i-k)<>0 then 
begin 
ik-nk+i;
aiik]-a{ikl/(-biga);
end;
end;
for i> l ton do 
begin 
ik:*nk+i, 
hold:*alik]; 
ij.-i-n;
for j »1 ton do 
begin 
ij »ij+n,
if(i-k)<>0 then 
if(j-ic)<>0 then 
begin 
kj>ij-i+k;
alij 1 -hold*a{kj haiij I 
end;
end; 
end, 
kj:*k-n; 
for j;»l ton do 
begin 
kj:*kj+n; 
if (j-k) <>0 then 
afkjl-aikjl/biga,
end;
d:»d*biga;
alkkl;»i/biga,
end;
k:*n;k;»k-l; 
if k>0 then
mbegin
i>llk.fc
if (i-k)>0 then 
begin
jq*n*(k-l); jr«n*(i-l); 
for j:*i ton do 
begin
iM <M ;
hold>aljk];
ji:*|f+);
afjkj:*-a(jil,
a[jii;»hoid;
end,
end;
j*mik], 
if (j-k)>0 then 
begin 
ki»k-n, 
for i> i to n do 
begin 
ki:*ki+n; 
hoidr-alkil; 
ji»ki-k+j, 
a(ki}:=~a[jil; 
aijij:*hold; 
end, 
end, 
end;
end,
if d<>0 then
begin 
kount:*0; 
for j> i tondo 
for i * l to n do 
begin 
kount>kount+ i, 
cti,j]*alkount]; 
writein(cii,j}); 
end,
{fcst}
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for i:* 1 to a do 
begin 
glil>0, b[ii:*0; 
end;
for i:= I to monti do 
begin
t:*i,
gUl:*giiKsiiJ; g[2}:*gl21+x(iPt; 
yy *6.2631^53 l*t/period; 
xx=yy,
gl3i-gi3l+xiiJ*sin(xx); g(4l:»g(4}+x(iPcos(xx), 
if a >»6 then 
begin 
zc«yy*2,
gftJ^ l+xfiPsin ixx),
g[61:«g[61*xiiPtcos(xx);
end
€>lSS
if n>*d then 
begin 
2x>yy*3;
g[7l *g{7l+3dil*Sin(SK); 
gl6]*g[8J+xii]*cos(xx), 
end 
else 
if n>*10 then 
begin 
XX.»yy*4,
g(9J:»gl9i+xii]*smte); 
gi 10]>gi 10l+xlif*cos(xx); 
end 
else 
if n>-12 then 
begin 
xx:-yy*5,
glUl-glllkxfiPsinCxx), 
gf 121:*gl 12l+xlil*cos(xx); 
end 
else
if n>* 14 then
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begin
xx>yy*6;
g( 13l>g[ 13l+x{il*si«(xx), 
g{ i 4l:«gt 14l+s4iPtcos(xx); 
end;
end;
for i:» i to n do 
for j »1 to n do 
biihbliJ+clijPgijl; 
for i * 1 to n do 
writeln(i/ g^(il; >{il), 
for i:*i tomonxdo 
begin 
t:*i;
yy>6.2531653 l*t/period; 
xx>yy,
mj:-bll}*bl2n
f(ij»fli}*b{3l*sm(5ix)+b(4Pcos(xx); 
if n>* 6 then 
begin 
xx*yy*2,
fUl:-fUl+bi5l*slni2s)+b{61*costa];
if n>= 6 then
begin
xx;*yy*3;
f[il-fUl+bl7}*sm(xx)+b{6Pcoslxx}, 
if n>»10 then 
begin 
xs>yy*4;
f{i]>fiiM>[9)*sm(xx)+bi lOPcosfxx]; 
if n>«12 then 
begin 
xx>yy*5,
fUl;«f[il+bl 11 ]*$mixx}*bl 12 l*cosixxj, 
if n>*14 then 
begin 
xx:«yy*6;
fBMlikb{ 13l*sinte)+bl 14Pcosixxl; 
end; 
end, 
end;
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end;
end;
end;
jblank:-1077952576; 
jstar* 154771462 4; 
jplus:« 1312633600, 
jequal:.2116139966, 
vmin-le75; 
vmax>-vmin, 
for i - 1 to monx do 
if(fii]>vmax) men vmax-ffil, 
if(f(il<vmin) then vmin*f[i}; 
if(i<-monh) then 
begin
ii(xiij>vmax) then vmax^xiil 
if(x(ij<vmm) then vmin=x{il,
end;
ivmain>vmin+0 5;
ivmax«vmax+0.5;
ci«abs((vmax-vmin)/49);
jint-ci+0999;
kint«jint;
j *0;
while (j<»10)do 
begin
I “M ;  
imult:»i-1; 
jbest:-kint/10; 
if {test <« 0 then 
kmt:=jteset, 
end,
while ivmax>jend do 
begin 
case kint of 
kint-l:begin 
j scale > i; 
elevar* 1, 
for i> 1 to imult do 
elevar:* 10*elevar; 
ici:«jscale*elevar, 
end;
kint-2:begin 
jscale«2; 
elevar* 1; 
for i:* 1 to imult do 
elevar» 10*elevar; 
ici>jscale*elevar; 
end; 
kint~5;begin
jseale:»5;
elevar*1;
for i> 1 to imult do
elevar:» I0*elevar;
ici.*jscale*eievar,
jscaie>10,
end;
end;
limit:* 0;
for i:*! to 5 0  do
begin
limit>limit+ici; 
if (limit?-tvmin) then 
{start: »limit-ici, 
end;
jend: *jstart+50*ici, 
case j scale of 
20 jscale - 50;
10 jscale>20,
5 :jscale:»10;
2 j s c a l e * 5 ;
1 jscale:=2, 
end;
end,
writeln(‘forecast model result' 1 2^2( lh~));
write('fcst actural forecast forecast', 1 2 Sa^^actuar, t Ox/—««forecast ); 
ival*jstart; 
for i> l to 6 do 
begin
iheadUl:«ival;
ival=ival+10*ici;
end,
for i> 1 to 6 do
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writein (iliead í i 1 >
vmt*<53s,v ,10e----■));
i?al>jstart, 
for i> 1 to 50 do 
begin
i?al:«ival+ici;
iclass{i]:=ivai;
end;
atotr*0;
atoti:»0;
ftotr-O;
ftoü.aO;
asqrr *0, 
asqri:=0; 
fsqrr:®0; 
fsqri:«0,
<?absr:=0;
eabsi-0;
esqrr:*0;
esqri>0;
tor 1* 1 to monx do 
begin 
iíi:»íli I+0.5
rií* iíi,
if (i< moüh) then 
begin
ix-zÜkO.5;
rix:»ix;
i#:*ix-ii,
rie:*ie;
errorftl-xUJ-flil,
eabsr=eabsr+abs(error(i])),
eabsi.«eabsi+abs(rte);
atotr-atotr+xiil;
atoti:»atoti+rix,
ftotr*ftotr+flil;
ftoti:»ftoti+rif;
asqrr. =asqrr+xíií*3dii
asqri:«asqri+rix*ri^
isqrr.-fsqrr+fliPfUI,
fsqri:*isqrl*rlf*rif;
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mesqrr:=esqrr^rrorliferrorUI; 
esqri:«esqri+rie*rie; 
for 1 to $0 do 
iine{jl:»j blank; 
if (i mod 5)= 0 then 
for j>5 tx> 50 do 
linelj|:*jplus 
if (bmonh) then 
for j:*l to 50 do 
begin 
jsaw.-j;
if (ix<«iciassijl) then 
Uneljsave]:*jstar; 
end; 
for j:» 1 50 do 
begin 
jsave:*);
if (ifi<-iclass[jl then 
ime[jsavel«jequal 
end;
if (i<*monh)
writeG; 'jx.' M i' X  '4ine) 
writed; ‘ifi/ X  Mine);
end;
etotr-atotr-ftotr; 
etoti >atoti-ftoti; 
rmonh >monh; 
rmonc-rmonh- i, 
aavgr*atotr/rmonh; 
aavgi: =atoti/rmonh; 
favgr aftotr /rmonh, 
f a vgi=f toti /rmonh; 
eavgr.»etotr/rmonh; 
eavgi>etoti/rmonh;
astdr: *sqi t(abs ((asqr r -a to tr*a to tr /'rmonh) /rmonc));
astdi =sqrt(abs((asqri -atoti*a toti /rmonh)/rmono)),
fstdr:=sqrt(absi(isarr-ftotr*ftotr/rmonh)/rmonc)),
fstdi=sqrt(abs((fsqri-itoti*ftoti/rmonh)/rmonc))/
estdr.*sqrt(abs((esqrr-etotr*etotr/rmonh)/rmonc));
e5tdi:=sqrt(abs((esqri-etoti*etoti/rmonh)/rmonc));
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<?madr:®eabsr /rmonh;
emadi:^bsi/rmonh;
write(monh);
writeln;
writeln;
writeln (actual demand forecast deand), 
writelnCantmetic mean); 
writelnCreal);
writeln(aavgr/ '¿avgr/ >avgr); 
writelntint’);
writeln(aavgi/ ’¿avgi/ >avgi), 
writelnistandard deviation'); 
writelnCreal),
writeln iastdr/ Jstdr/ >stdr); 
writeln('int');
writeiniasfcdi/ ‘,fstdi/ >stdi); 
wrifceln ( real >totr ); 
write?ln('int>toti);
writelnCmean absolutr <tesviation(mad)')
writeCreal >madr );
write('int>madi),
ior i> 1 to monh
aiil-errorlil;
{HIST}
end;
#nd
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ANEXO 3- PROGRAMA DE ANALISIS DE CIRCUITOS.
PROGRAM circuitosRLC,
CONST
pi*3 141592654; 
micro«0.000001;
VAR
R,L,C,XL,XC,Z,INVXL,INVXC,G:REAL,
ALFALFA LFACjPHI,TETA,PHIR,PHI LPHIC JP  J:REAL;
VOLTAJE,VL,VC,VR REA L,
CORRIENTE,! L,1C,IRREAL,
OPCION,ES:INTEGER;
PROCEDURE lécturaparamé’tros(VAR RX£,F,VOLTAJE,TETA.X L,XC REA L. 
VAR OPCION:INTEGER),
BEGIN
WRITELNC UNIVERSIDAD NACIONAL DE COLOMBIA - MAÑIZA LES-
*>;
WRITELN,WRITELN;
WRITELNC ESPECIALIZACION EN ADMIN1STRACION DE 
SISTEMAS1);
WRITE LN;WRITELN,
WRITELNC ANALISIS DE CIRCUITOS*);
WRITELNC ALFONSO PIO AGUDELO SALAZAR );
WRITELN.WRITELN; WRITELN; WRITELN,
WRI TE LN(' LECTURA DE DATOS );
WRITELNC_____________ );
WRITELN,WRITELN;
WRITECINDUCTACIA IHenriosF);
READLN(L), WRITELN,
WRITECCAPACITANCIA ÍMicrofaradíos}),
READLNÍC), WRITELN;
WRITECRESISTENCIA [Ohmios]’),
READLN(R); WRITELN;
WRITECVOLTAJE (Voltios) );
READLN(VOLTAJE); WRITELN,
IF OPCION* i 
THEN 
BEGIN
WRITECANGULO DEL VOLTAJE (Graclosl;');
READLN(TETA),WRITELN;
WRITECFRECUENCIA ÍHertzJ: *);
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READLN(F);WRITELN;
IF FoO THEN 
BEGIN
XL:-2*PI*F*L;
IF CoO THEN XC:* i/(2*PI*F*C*MICR0)
ELSE XC:*0;
END;
END;
END;
PROCEDURE Respírecs-amíVAR R,XL,XC:REAL;
VAR VOLT A JE, VR, V L, VC HEAL;
VAR CORRIENTE,IRJL,IC REAL,
VAR TETA,PHI,ALFAL,ALFAC:REAL,
VAR PHIRJPHI LJñHICJPPREAL);
VAR Z.REAL,
BEGIN
Z:*SQRT(SQR(R)+SQR(XL-XC)),
IF RoO THEN PHI >ARCTAN((XL-XC)/R),
IF(XL>XC) AND (R=0) THEN PHI:»~PI/2;
IFCXL-XC) AND (R-0) THEN PHI:»0 0;
IF(XL<XC) AND (R-0) THEN PHI:-PI/2;
CORRIENTE:-VOLTAJE/Z;
FP:*C0S(PHI);
IF C*G THEN XC:*0;
VR:-CORRIENTE*R;
VL *CORRIENTE*XL,
VC:-CORRIENTE*XC;
ALFAL-PHI* 1Ô0/PI+90+TETA,
ALFAC.=PHI* 180/PI+TETA;
PHI:-PHI*iaO/PI+TETA;
IR-CORRIENTE;
IL:*€ORRIENTE;
IC-CORRIENTE;
PHIR-PHI,
PHIL:«PHI;
PHIC-PHI,
END;
PROCEDURE respf recparaleîo(V AR R, L,C,X L,XC,I NVX L,I N VXC.G REA L, 
VAR VOLTAJE,VR,VL,VC:REAL;
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VAR CORRIENTE,IR,I L,IC:REAL;
VAR TETAJPHI,ALFAL,ALFAC,FP:REAL);
VAR
FRJREAL.
TECLA. CHAR,
BEGIN
IF R-0 THEN G:»0 
ELSE G:*l/R;
IF C*0 THEN INVICTO 
ELSE INVXC:* 1 /XC,
IF L*0 THEN INVXL -0 
ELSE INVXL:«i/XL;
Y-SQRT(SQR(G)*SQR(INVXC-INVXL)),
IF RoOTHEN 
BEGIN
IF XLoXC THEN PHI:*ARCTAN((INVXC-INVXL)/G)
ELSE PHI:*0;
END
ELSE
BEGIN
IF XL>XC THEN PHI-P1/2;
IF XL<XC THEN PHI:*-PI/2;
IF XL-XC THEN 
BEGIN
PHI:»0;
FR-SQRT(L/C);
WRITELNCHAY RESONANCIA A UNA FRECUENCIA*); 
WRITELN(' DE \FR:6:2/ HERTZ. PRESIONE C <ENTER> ), 
READLN(TECLA),
END;
END;
CORRIENTE:«VOLTAJE*Y,
IR:*G*VOLTAJE;
IL:«INVXL*VOLTAJE;
IC>INVXC*VOLTAJE;
ALFAL>PHI* ld0/PI+TETA-90;
ALFAC..PHI* 180/PI+TETA+90,
FP:*COS(PHI);
PHI «PHI* 160/PI;
VR.-VOLTAJE;
VL:*VOLTAJE;
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VC.-VOLTAJE;
END;
PROCEDURE r^pusstairscuencia(VAR R,XL,XC:REAL,
VAR VOLTAJE,VR,VL,VC:REAL;
VAR OORRIENTE.IR,I L,IC:REAL.
VAR TETA,PHI,ALFAL,ALFAC:REAL,
VAR PHIRPHIL,PHIC,FP:REAL);
VAR 
CONEXION £HAR;
BEGIN
WRITELNC RESPUESTA EN ESTADO ESTABIL A UNA EXCITACION 
SENOSOIDAL);
WRITELN; WRITE LN,WRITELN,
WRITELNC LOS ELEMENTOS DEL CIRCUITO ESTAN CONECTADOS ), 
WRITELNC EN SERIE O EN PARALELO ????*);
WRITELN;WRITELN;
READ LN (CONEX ION);
IF CONEXION -S* THEN 
BEGIN
respfrecs6rie(R J^JCC,VOLTAJE,VR,VL,VC,CORRIENTE,IR,IL,IC,TETA, 
PHI,ALFAL,ALFAC,PHIR,PHI LJPHICJFP);
END;
IF CONEX ION *’P' THEN 
BEGIN
respfr<x^atelo(R,L,C,XL,XC,INVXL,INVXC,G,VOLTAJE,VR,VL,VC, 
CORRIENTE, IRJ L,IC,TETA,
PHULFAL^LFACJP);
END,
PROCEDURE respconstserie(VAR R,L,C,VOLTAJE,VR,VL,VC:REAL, 
VAR CORRIENTE,IR,IL,IC:R£AL);
BEGIN
IF CoO.O THEN 
BEGIN 
CORRIENTE »0 0,
VR.-O.O,
VC ;=VOLT AJE;
END
ELSE
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BEGIN
IF RoO THEN 
BEGIN 
CORRIENTE>VOLTAJE/R;
VR= VOLTA JE;
RHADLN;
VC-0.0,
END
ELSE
BEGIN
IF LoO THEN
WRITELNC LA FUENTE ESTA EN CORTO CIRCUITO*)
ELSE
BEGIN
WRITE LN('NO HAY NINGUN ELEMENTO CONECTADO’); 
WRITELNCA LA FUENTE );
END;
END;
END;
IR:*€ORRIENTE;
IL-CORRIENTE,
IC;*0.0;
VL:=0;
END;
PROCEDURE respconstparateloiVAR R,L,C,VOLTA JE,VR,V L.VC REAL; 
VAR CORRIENTE,IR,ILJC: REAL);
BEGIN
IF L®0 THEN 
BEGIN
IF CoO THEN 
BEGIN
IF R<>0 THEN 
IR-VOLTAJE/R 
ELSE 
BEGIN 
IR-O.O;
VR.-O.O;
END;
END 
ELSE VC:*0;
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VL:*0;
VCWGLTAJE;
VR-VOLTAJE;
IL:«0.O;
IC:»0,0,
CORRIENTE>IR;
END
ELSE
WRITELNCLA FUENTE ESTA EN CORTOCIRCUITO );
END,
PROCEDURE respconstante(VAR R,L,C:REAL;
VAR VOLTAJE,VR,VL,VC:REAL,
VAR CORRIENTE,IR,IL,IC:REAL},
VAR
CONEXION.CHAR;
BEGIN
WRITELNC RESPUESTA EN ESTADO ESTABLE A UNA EXCITACION 
CONSTANTE),
WRITELN; WRITELN;WRITELN;
WRITELNC LOS ELEMENTOS DEL CIRCUITO ESTAN CONECTADOS'), 
WRITELNC EN SERIE O EN PARALELO????);
WRITELN, WRITE LN;
READLN (CONEXION);
IF CONEXIONAS THEN 
BEGIN
r^pconst^rie(R,L,C, VOLTAJE,VR,VL,VC,CORRIENTE,IR,IL,IC); 
END;
IF CONEXION»P‘ THEN 
BEGIN
respconstparalelo(R,L,C,VOLTAJE, VR,VL,VC,
CORRIENTE,IR,IL,IC);
END;
END;
PROCEDURE escribecosíVAR R,CL^C,VOLTAJE,VR.VL,VC: REAL;
VAR CORRIENTE,IR,I L,IC:REAL,
VAR TETA^HULFAL>LFACJ>HIR^HILi>HICJPMAL);
BEGIN
IF R=0 THEN 
BEGIN
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IR:®0.0;
VR-OO;
END,
IF XL-OTHEN 
BEGIN 
IL:«0.0;
VL:»0;
ALFAL:»0.0;
PHIL:*0.0;
END,
IF XC«0 THEN 
BEGIN 
IC-O.O;
VC:*0.0,
ALFAC:*0.0;
PHIC>0.0,
END;
WRITELNCPARAMETROS DE RESPUESTA DEL CIRCUITO');
WRITE LN.WRITELN, WRITE LN,
WRITELN(1LEMENT0':2 l,VOLTA$ :i$/CORR!ENTE’:21); 
WRITELN;WRITELN;WRITELN,
WRITELNCMAGNITUD':34/ANGULO’: 10,-MAGNITUD': 1 1/ANGUL0':9>; WRITE 
LN,
WRITELNCRESISTENCIA* 23,VR: 10:2,TETA: 10:2,IR: 10:2,PHI: 10:2);WRITELN
WRITELN(’INDUCTANCIA‘:23,VL: 10 2,TETA: 10:2,1L10:2,ALFAL: 10:2),WRI 
TELN;
WRITELNCCAPACITANCIA :23,VC:10:2,TETA: 10:2,IC: 10:2 i^LFAC: 10 2),WRI 
TELN;
WRITE LN;WRITELN;
WRITELNCEXCITACION DEL CIRCUITO: 
\VOLTAJE:6:2/Cos(wt+',TETA:4:2/));
WRITE LN; WRITE LN,
WRITE LN(‘CORRI ENTE DEL CIRCUITO:
•(C0RRIENTE:6:2;C0S<Wt*,#PHI 4:2/)’);
WRITELN;WRITELN,
WRITELN(TACTOR DE POTENCIA : \FP:4:2);
mREAD(HS);
END;
PROCEDURE escr ibeconstan (VAR VOLTAJE, VR,VL,VC:REAL;
VAR CORRINTE,IR,I L,IC:REAL),
BEGIN
IF L«0 THEN 
BEGIN
WRITELN* PARAMETROS DE RESPUESTA DEL CIRCUITO ); 
WRITELN;WRITELN;WRITELN;
WRITELNCELEMENTO :2 l,VOLTAJE iÔ,tORRIENTE':21);
WRITE LN; WRITELN;WRITELN;
WRITELNCRESI STENCI A ’:2 3,VR:10:2,IR: 10:2); WRITELN; 
WRITELNCINDUCTANCI A':2 3,VL: 10:2,1 L: 10:2); WRITELN; 
WR1TELNCCAPACITANCIA*:23,VC: 10:2,IC: 10:2 );WRITELN; 
WRITELN,WRITELN.,
WRITELNCEXCITACION DEL CIRCUITO : ’,VOLTAJE:6:2/ VOLTIOS’); 
WRITELN,
WRITELN( CORRIENTE DEL CIRCUITO 
‘,CORRIENTE:6:2,’AMPERIOS’);
WRITELN.
WRITELN, WRITELN;WRITELN,
WRITELNCRESISTENCI A ’:2 3 :^6:2/ OHMIOS); WRITELN, 
WR1TELNONDUCTANCIA':2 3,L 6:2/HENRIOS’); WRITELN, 
WRITELN(‘CAPACITANCIA’:23,C:6:2; MICROFARADIOS); WRITELN; 
READLN(ES);
END;
END;
PROCEDURE transitorios,
CONST
num_constantes_tiempo *5; 
numJteradones «15;
VAR
RESISTENCIA,IMPEDANCIA,FUENTE: REAL,
ITERACION INTEGER;
OPCIONCHAR,
TIEMPO,TAU,VOLTAJE_RESI STENCI A,VOLT AJE-IMPEDANCI A,CORRIENTE: 
ARRAK l. numJteracìonesj OF REAL,
PROCEDURE Leer-datos;
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BEGIN
WRITELN;WRITELN;
WRITELNC QUE TIPO DE CIRCUITO ? ),
WRITELNC R-L EN CARGA......1 ’);
WRITELNC R-L EN DESCARGA.... 2 ');
WRITELNC R-C EN CARGA...... 3');
WRITELNC R-C EN DEXARGA....4 ),
WRITELN;
WRITELNC ENTRE LA OPCION.... }; 
READ(OPCION);
WRITELN; WRITELN,
WRITECENTRE EL VOLTAJE DE LA FUENTE: '), 
READLN(FUENTE);
WRITECENTRE LA RESISTENCIA : ), 
READ LN (RE SISTENCIA);
IF (OPCION»“ 1*) OR (OPCION*‘2 ) THEN 
BEGIN
WRITECENTRE LA INDUCTACIA : ); 
READ LN (IMPED ANCIA) ;
END
ELSE
BEGIN
WRITECENTRE LA CAPACITANCIA : ’); 
READ LN (I MPED ANC IA),
END;
END;
PROCEDURE suministra_datos; 
VAR ITERACION INTEGER, 
BEGIN
CASE OPCION OF
T
’2”
T
•4'
WRITELNC 
WRITELNC 
WRITELNC 
WRITELNC 
END;
WR1TELN,WR1TELN,
WRITELNC TIEMPO 
EN L-C);
WRITELNC (ctes tiem) (Seg) (amp) 
WRITELN;
CIRCUITO R-L CARGA ’), 
CIRCUITO R-L DESCARGA’); 
CIRCUITO R-C CARGA ), 
CIRCUITO R-C DESCARGA );
TIEMPO CORRIENTE VOLTAJE R VOLTAJE
(volt) (volt)');
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FOR ITERACION-O TO NUMJTERACIONES DO 
BEGIN
WRITE(TAUÍITERACI0N1:93);
WRITE(TIEMP0ÍITERACI0N1:11:4); 
WRITE(CORRIENTE(ITERACIONl: 12:4); 
WRITE(V0LTAJE_RESISTENCIA[ITERACI0N112:4); 
WRITE(V0LTAJE_IMPEDANCIA[1TERACI0N]: 15:4);
WRITELN,
END;
WRITELN;
WRITELNCPULSE CUALQUIER TECLA PARA CONTINUAR );
READ(ES);
END,
FUNCTION constante„tiempo(RESISTENCIA,IMPEDANCIA:REAL; 
OPCION CHAR):REAL,
BEGIN
CASE OPCION OF
1': constante Jü#mpo>(impedanda/r#sistenaa);
'2*. cons tante„tiempo:=(impedancia/resistencia):
*3*: eonstanteJ¿empo-(impedanda*resistencia),
‘4 . constante_jüemp*j.«(impedanda*resisteneia),
END,
END;
FUNCTION transitorio (constante_ti<?mpo,tiempo :REAL):REAL;
BEGIN
TRANSITORIO:*EXP(-TIEMPO/CONST ANTE_TIEMPO);
END,
FUNCTION INTENSIDAD (TRANSITORIO,VOLTAJEJRESISTENCIAJIEAL; 
OPCION CHAR) JtEAL;
BEGIN
CASE OPCION OF
T  : Intensidad-ívoltaje/r<^stencia)*( 1 -transitorio);
'T  : I n tensidad >( voltaje /resistencia )*tr ansí torio;
‘3‘ Intensidad =* (voltaje/resistencia*transitorio),
*4’ : Intensidad:—(voitaj#/resistencia*transitorio),
END;
END;
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FUNCTION tension_resistencia (corriente,reástentia. REALJREAL;
BEGIN
tension_resistencia: =oc*rmnte*resistenda;;
END;
FUNCTION teasioaJmpedanda 
(fuente,transitorio,voltaje_resistendaREAL,
OPCION: CHAR) REAL,
BEGIN
CASE OPCION OF
T  tensioajmpedanaa^mente-volteje^esistencta,
T  : tensioaJmpedancia:*-fuente*transitorio,
'3*: tension Jmpt*dancia *fuente~voitaje_resisfcencia,
'4‘ : teasioaJmpedanda: =fiienfce*transi torio,
END;
END,
BEGIN {PROGRAMA PRINCIPAL}
LEERJDATOS;
FOR ITERACI0N:*0 TO NUMJTERACIONES DO 
BEGIN
TAUUTERACIONl>ITERACION*5/NUMJTERACIONES;
TIEMPO[ITERACION]:=TAUiITERACIONl*CONSTANTE_TIEMPO(RESISTENCI
A,
IMPEDANCIA,OPCION);
CORRIENTElITERACION]:»INTENSIDAD(TRANSITORIO(CONST ANTE-TIEMPO 
(RESISTENCIA,IMPEDANCIA,OPCION),TIEMPOIITERACIOND, 
FUENTE,RESISTENCIA,OPCION); 
VOLTAJEJRESISTENCIAlITERACIONl-TENSIONJRESISTENCIA 
(CORK í ENTEÍITERACI ON],RESI STENCIA), 
VOLTAJE-IMPEDANCIAÍITERACIONl:* TENSION_IMPEDANCIA 
(FI JENTE,TR AN SITOR IO(CON ST ANTEJTI EMPO(RESl STENCIA,
IMPEDANCIA,OPCIGN),TIEMPG[ITERACIONl),VOLTAJEJRES1 STENCIA 
(ITERACION!,OPCION),
END,
SUMINISTRAJDATOS,
readLN(ES),
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PROCEDURE MENUÍVAR OPCION:INTEGER);
BEGIN
WRITELN.WRITELN;
WRITELNC UNIVERSIDAD NACIONAL DE COLOMBIA - MAÑIZA LES-
*);
WRITELN;WRITELN;
WRITELNC ESPECIALIZACION EN ADMINISTRACION DE 
SISTEMAS');
WRITELN;WRITELN;
WRITELNC ANALISIS DE CIRCUITOS ),
WRITELN;WRITELN;WRITELN;WRITELN;
WRITELNCDIGITE SU OPCION Y PRESIONE <enter>);
WRITELN;WR1TELN;
WRITELNC 1 - RESPUESTA EN FRECUENCIA A EXCITACIONES 
SENOSOIDALES),
WRITELNC 2 - RESPUESTA DE ESTADO ESTABLE A EXCITACIONES 
CONSTANTES');
WRITELNC 3- TRANSITORIOS ),
WRITELN;WRITELN;
WRITEC ENTRE LA OPCION : *);
READLN(OPCION);
END;
BEGIN
MENU (OPC ION);
CASE OPCION OF 
1; BEGIN
leoturaparametros(R,L,C,F ,VOLTAJE,TFTA,XL£C,OPCION), 
r^puestafr^uencia(R,XL,XC,VOLTAJE. VR,VL,VC,CORRIENTE,IR,1L,IC, 
TETAPHI^LFAUALFACJPHIR^HILJPHICJP); 
escribecos(R,XL^C,VOLTAJE,VR,VL,VC,CORRIENTE,IR,IL,IC,TETAJPHl, 
ALFAL,ALFAC,PHIRfPHIL,PHIC,FP);
END;
2 TRANSITORIOS,
END;
READ;
END.
