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Introduction générale 
 
Contexte et motivations 
Les microalgues sont des micro-organismes photosynthétiques qui présentent une grande 
diversité morphologique et des caractéristiques biochimiques intéressantes qui leur confèrent 
un grand nombre d’applications à l’échelle scientifique et industrielle dans différents 
domaines à savoir : la production de molécules à hautes valeurs ajoutées exploitées dans le 
domaine pharmaceutique et cosmétique, l’alimentation humaine et animale et la production 
d’énergie renouvelable à travers la synthèse biologique d’hydrogène, de méthane et de 
carburant.  
Le développement des technologies environnementales a pris une place de plus en plus 
importante dans la politique mondiale actuelle. En effet, du fait des conséquences du 
réchauffement climatique et des émissions importantes de gaz à effet de serre, plusieurs 
études se sont orientées vers le rôle potentiel des systèmes biologiques, et plus spécialement 
l’implication de la biotechnologie microalgale, dans la réduction et l’élimination de ces 
émissions. Une des pistes prometteuses consiste dans la bio-fixation du dioxyde de carbone 
par les microalgues, celui-ci étant le principal gaz à effet de serre.  
Le principe de la séquestration du dioxyde de carbone par les microalgues repose sur la 
fonction photosynthétique de ces micro-organismes afin de consommer le CO2. En présence 
de lumière, les microalgues sont capables d’assimiler le CO2 afin de synthétiser l’oxygène, les 
métabolites secondaires et pour croître. L’application des microalgues à des fins 
environnementales représente ainsi une solution très prometteuse compte tenu de leurs 
potentiels et des différents avantages relatifs à leur vitesse de croissance et activité 
photosynthétique, nettement plus importante que celle des plantes terrestres, de leur forte 
tolérance vis-à-vis de concentrations élevées en CO2 et la possibilité de contrôle des 
conditions de cultures dans des réacteurs instrumentés.  
La stratégie de fixation de CO2 par les microalgues repose sur une démarche spécifique qui 
s’appuie dans un premier temps sur une phase de sélection de l’espèce algale ayant les 
propriétés métaboliques et biochimiques adéquates pour la consommation du CO2 ; et dans un 
deuxième temps, sur l’optimisation des conditions opératoires du procédé de culture choisi. 
Plusieurs espèces de microalgues, tels que Chlorella et Spirulina, sont considérées comme des 
candidates potentielles pour la bio-fixation du dioxyde de carbone. 
A l’heure actuelle, l’exploitation industrielle de la culture de microalgues pour la 
séquestration du CO2 est peu présente, du fait essentiellement des difficultés 
d’instrumentation, de mesures et de modélisation pour ce type d’application. Aussi, une étape 
importante et incontournable réside dans la culture de microalgues à petite échelle, afin de 
mettre au point des outils performants et robustes, capables de commander le système de 
culture de microalgues, pour séquestrer efficacement le CO2 d’une part, et pouvant être 
transposé et appliqué sur des systèmes de culture à grande échelle d’autre part.  
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Dans ce cadre, l’objectif de cette thèse est de développer des stratégies d’estimation et de 
lois de commande robustes pour la culture de Chlorella vulgaris dans un photobioreacteur 
afin de maximiser la consommation du CO2 sous des conditions opératoires contrôlées.  
Ces travaux de recherche se situent à la jonction de deux grands domaines : les 
Bioprocédés et l'Automatique. Le travail proposé dans la suite de ce manuscrit combine donc 
des compétences et connaissances de ces deux domaines, pour aboutir au final à une solution 
fiable et robuste pour optimiser le mécanisme de consommation du CO2.  
Dans un premier temps, A partir d’une étude bibliographique sur les diverses espèces 
appliquées dans la stratégie de bio-fixation du CO2, nous avons choisi une microalgue qui 
présente une tolérance élevée vis à vis des concentrations élevées de CO2 et une capacité 
importante de séquestration de CO2. Les conditions optimales de culture ont été déterminées. 
Ensuite, nous avons développé et validé un modèle de croissance de cette algue dans le cas 
d’une culture en continu par des tests expérimentaux sur un photobioréacteur de laboratoire.   
Une deuxième grande partie a consisté à l’élaboration conjointe d’observateurs permettant 
de reconstituer les grandeurs nécessaires non accessibles en ligne et de stratégies de 
commande robustes assurant le maintien de la culture dans des conditions optimales de 
fonctionnement. Pour cela, la démarche suivie a utilisé le modèle de croissance de l’espèce 
sélectionnée et a développé des observateurs permettant de reconstruire les variables du 
système non mesurables en temps réel nécessaires à la mise en place de la stratégie de 
commande. Cette dernière aura pour but de maintenir la culture dans des conditions optimales 
de fonctionnement. 
Cette thèse est issue de la collaboration entre deux équipes. La première équipe est celle du 
Département Automatique de SUPELEC mettant en avant ses compétences et son savoir-faire 
en termes d'identification, de synthèse d’observateurs et d’élaboration de lois de commandes 
applicables à des bioprocédés. La seconde équipe est celle du Laboratoire de Génie des 
Procédés et Matériaux (LGPM) de l'Ecole Centrale Paris (ECP) mettant en avant ses 
connaissances en termes de systèmes de mise en culture des microalgues, de sa modélisation 
mathématique (bilans massiques et de transfert gazeux au sein du photobioréacteur, de 
cinétiques de croissances). 
Organisation de la thèse 
 Nos travaux s’orientent vers une des applications de la biotechnologie microalgale, à 
savoir la séquestration du CO2 dans un système de culture contrôlé. L’optimisation de ce 
procédé repose sur trois axes principaux. Un premier axe porte sur la modélisation 
macroscopique de la cinétique de croissance de l’algue choisie, Chlorella vulgaris, et sur 
l’optimisation des différents paramètres de culture. L’étude de l’hydrodynamique du 
bioréacteur a été également réalisée. Un second axe aborde l’estimation de la biomasse algale 
par la mise en place d’observateurs utilisant les différentes mesures disponibles (carbone 
inorganique total, pH, pression partielle en CO2). Le dernier axe correspond à la partie 
commande à travers une maximisation de la consommation du CO2 par Chlorella vulgaris.  
Ce manuscrit comprend cinq chapitres, les conclusions et perspectives de ces travaux de 
thèse et des annexes, dont le détail est donné ci-dessous : 
 Chapitre I : Les microalgues 
Ce chapitre présente les microalgues et leurs domaines d’exploitation et 
d’application. A partir de la thématique environnementale servant de fil conducteur 
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à nos travaux, le choix de l’algue adaptée pour mener à bien nos recherches est  
justifié. 
 Chapitre II : Modélisation du bioprocédé 
Ce chapitre est consacré à une présentation des différents modes de 
fonctionnement  de cultures répertoriés dans le contexte de la biotechnologie algale. 
Un modèle mathématique sera, par la suite, retenu afin de caractériser la croissance 
des microalgues dans une culture. Ce modèle choisi servira comme base pour la 
partie estimation et commande. 
 Chapitre III : Identification des paramètres du modèle d’évolution de Chlorella 
vulgaris 
Lors du chapitre précédent, un modèle paramétrique de croissance a été choisi 
permettant de mettre en évidence l'effet simultané de la limitation par la lumière 
mais également par la source carbonée, deux facteurs très importants au niveau de 
l'activité photosynthétique et de la croissance cellulaire des microalgues. Ce 
chapitre propose dès lors une identification expérimentale de tous les paramètres 
nécessaires à la mise en œuvre de ce modèle. La caractérisation de la cinétique de 
consommation du carbone inorganique total ainsi que l’identification des 
paramètres du modèle mathématique de croissance choisi sont enfin effectuées.  
 Chapitre IV : Estimation de la concentration en biomasse 
Après un récapitulatif bibliographique des différentes structures d’observateurs 
appliquées dans le cadre de cultures de microalgues, ce chapitre propose trois 
stratégies d'estimation de la concentration cellulaire (Filtre de Kalman étendu, 
observateur asymptotique et observateur par intervalles) utilisant les mesures 
disponibles de la concentration en carbone inorganique total. Une optimisation de 
l'approche par intervalles est également considérée au niveau du choix des gains de 
l'observateur. Ces algorithmes d'estimation sont tout d’abord validés en simulation 
dans l’environnement MatlabTM/Simulink®, avec une analyse de la robustesse vis-
à-vis des incertitudes relatives aux paramètres du modèle et à la cinétique de 
consommation des espèces carbonées. La dernière étape repose sur une validation 
expérimentale de ces différentes approches d'estimation de la biomasse à travers 
des données expérimentales issues d'essais en mode continu.  
 Chapitre V : Mise en œuvre d’une loi de commande prédictive non-linéaire  
Après un récapitulatif bibliographique des différentes lois de commande 
appliquées aux cultures de microalgues, ce dernier chapitre propose la mise en 
œuvre d’une stratégie de commande robuste permettant de réguler la biomasse. La 
loi de commande prédictive non-linéaire ou « CPNL » a été développée. Une 
première étape consiste à analyser les performances de cette loi de commande à 
travers des simulations numériques sous environnement Matlab
TM
/Simulink®. La 
seconde étape est la validation en temps réel de la loi de commande prédictive 
couplée aux différentes stratégies d'estimation présentées durant le chapitre 
précédent. Les performances de cette commande robuste sont analysées à travers 
une étude comparative avec une seconde loi de commande non-linéaire : la 
commande par modèle générique ou « GMC ». 
 Conclusions et perspectives 
Cette partie permet de tirer un bilan global des différents travaux réalisés durant 
cette thèse. De même, des perspectives sont proposées dans la continuité de nos 
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travaux de thèse, en particulier au niveau de l'application des stratégies d'estimation 
et de lois de commande à des fins environnementales.   
 Annexes 
Ce manuscrit comporte cinq annexes. Une première annexe décrit l’influence 
des différents facteurs environnementaux sur une culture algale et dresse un état de 
l’art des différents systèmes de production de microalgues. Une deuxième annexe 
expose une description du dispositif expérimental appliqué durant ces travaux de 
thèse suivi d’une étude complémentaire pour la détermination de la distribution du 
temps de séjour afin de pouvoir exploiter les différents bilans massiques. Un état de 
l’art des modèles de croissance appliqués à la biotechnologie algale est également 
présenté. Une troisième annexe définit les notions d’observabilité des systèmes et 
présente la démarche de mise en œuvre de l’observateur par intervalles. La notion 
de commandabilité des systèmes et les résultats de la validation expérimentale de la 
GMC couplée au filtre de Kalman sont développés dans l’Annexe A4. Enfin, un 
glossaire, présenté en Annexe A5, récapitule tous les termes issus du domaine 
biologique nécessaires à la compréhension de ce manuscrit. 
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1 Les microalgues 
 
 
Les organismes photosynthétiques suscitent un intérêt grandissant, en raison de leurs 
propriétés biologiques et métaboliques intéressantes. Le terme « microalgues » s’est 
progressivement imposé dans les mondes scientifique et industriel. En effet, depuis quelques 
années, la biotechnologie microalgale est devenue un thème de recherche privilégié 
permettant d’explorer et d'exploiter l'énorme potentiel de ces microorganismes intervenant au 
sein de nombreux systèmes et dans de multiples secteurs industriels comme les domaines 
énergétique, pharmaceutique, alimentaire et plus récemment environnemental. 
Le premier chapitre de ce mémoire comporte une initiation, à travers une analyse 
bibliographique, à la notion de microalgues et aux différentes caractéristiques de ces 
microorganismes photosynthétiques. Une seconde partie présente les applications industrielles 
et commerciales de ces microorganismes. En dernier lieu, les objectifs de ce travail sont mis 
en perspective en liaison avec l’application environnementale des microalgues. 
1.1 Définition et origine des microalgues 
Les algues sont des organismes photosynthétiques qui se développent dans des habitats 
variés, majoritairement des environnements aquatiques, et qui sont capables de convertir 
l’énergie lumineuse et une source de carbone, le dioxyde de carbone ou « CO2 », en un 
ensemble de matières organiques ou « biomasse ». On distingue deux catégories principales 
d’algues : les « macroalgues » et les « microalgues ».  
Les macroalgues sont des algues multicellulaires de taille proche du centimètre et qui 
croissent le plus souvent dans des bassins naturels d’eau douce ou d’eau salée. (Wen et 
Johnson, 2009). Ces organismes sont nécessaires aux écosystèmes côtiers en termes de 
composition, fonction et productivité (Taylor, 1957; Taylor, 1960; Littler et Littler, 2000; 
Dawes et Mathiesen, 2008). On distingue principalement trois groupes de macroalgues 
différenciés selon leur pigmentation : rouge, verte et marron. 
Les microalgues ont une taille de l’ordre du micromètre et sont considérées comme des 
algues unicellulaires qui se développent en suspension principalement dans des solutions 
aqueuses (Wen et Johnson, 2009).  
Ces microorganismes photosynthétiques sont considérés comme les premiers producteurs 
d’oxygène indispensable à la respiration de la majorité des êtres vivants. Leur existence 
remonte dans les océans à plus de trois milliards d’années ; ils sont à l’origine de la 
transformation de la composition atmosphérique (fixation de CO2 et rejet de O2) et ont permis 
la vie végétale et animale sur notre planète. Souvent désignées sous la dénomination de 
"Phytoplancton" (Sumi, 2009), les microalgues représentent une source d'alimentation pour 
les premières étapes larvaires (Coutteau et al., 1997) comme pour les êtres humains de par 
leur composition biochimique adaptée (Yúfera et Lubián, 1990; Brown et al, 1997). 
La première culture unialgale a été réalisée par Beijerinck (1890) avec l’espèce Chlorella 
vulgaris. Ces micro-usines photosynthétiques présentent des caractéristiques similaires aux 
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plantes terrestres, mais leur structure morphologique, permettant une meilleure accessibilité 
de l’eau, du dioxyde de carbone et des autres nutriments, leur permet d’avoir une efficacité 
photosynthétique supérieure (Carlsson et al., 2007). La photosynthèse se fait par le biais de la 
chlorophylle a, principalement, ainsi que d'autres pigments photosynthétiques.  
Leurs capacités d’adaptation et de survie sont telles qu’elles sont aptes à coloniser tous 
types de milieux. On les trouve aussi bien dans les eaux thermales que dans les glaces, dans 
les eaux acides ou encore hyper salées, dans les grottes, associées sous forme de symbioses 
avec tout type d’organisme vivant et même parasites, entre autres de l’homme. Elles sont 
également capables de se développer sur des surfaces rigides, telles que les murs ou les troncs 
d’arbres et même sur les structures immergées (Becerra Celis, 2009). Certaines espèces 
peuvent supporter des températures très faibles ou paradoxalement extrêmes (Couté, 1995). 
Cette faculté d’adaptation est le résultat de leurs propriétés morphologiques ainsi que de leur 
capacité de synthèse de différentes variétés de métabolites secondaires (Becerra Celis, 2009).  
1.1.1 Caractéristiques 
Ces microorganismes synthétisent, par le bais de la photosynthèse, de l’oxygène et des 
métabolites organiques primaires tels que les glucides, les lipides et les protéines. Du point de 
vue structure cellulaire, la microalgue présente un noyau et une membrane plasmique 
contenant des organites essentiels à son fonctionnement tels que les chloroplastes, les 
amyloplastes, les oléoplastes et les mitochondries. Elle contient trois principaux types de 
pigments qui sont les chlorophylles, les caroténoïdes et les phicobiliprotéines. 
Les microalgues présentent des formes variables : souvent sphériques (porphyridium), en 
forme de croissant (clostridium), de spirale (Arthrospira), de gouttelette (chlamydomonas) et 
même d’étoile (Staurastrum) (cf. figure 1.1). 
 
A : Gephyrocapsa                        E : Dunaliella tertiolecta          J : Bacillariophycea    
B : Haematococcus lacustris       F : Chaetoceros calcitrans       K : Raphidophceae   
C : Spirulina platensis                H : Dinophysis acuminate       L : Botryococcus   
D : Chlorella vulgaris                 I : Alexandrium                                                               
La longueur du trait dans chaque figure est égale à 10µm.         
Figure 1.1 : Diversité morphologique des microalgues (Sumi, 2009) 
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Du point de vue nutrition, les microalgues sont majoritairement « photoautotrophes » mais 
elles peuvent être également « hétérotrophes » ou « mixotrophes ». Un métabolisme 
autotrophe se traduit par l’utilisation d’une source de carbone inorganique comme le dioxyde 
de carbone ou le bicarbonate tandis que le métabolisme hétérotrophe est caractérisé par une 
consommation de carbone organique comme source de carbone pour leur développement; les 
mixotrophes utilisent les deux types de source de carbone. 
1.1.2 Classification  
Ces microorganismes sont classés selon leurs propriétés morphologiques (Fogg, 1953), la 
nature de leur cycle de vie, la nature chimique des produits photosynthétiques de réserve 
(produit d'accumulation intracellulaire), l’organisation de leurs membranes photosynthétiques 
(Carlsson et al., 2007) ou leur pigmentation. On dénombre plus de 30 000 espèces différentes 
de microalgues ; seulement cinquante d’entre elles sont étudiées de manière détaillée dans les 
laboratoires de recherche et une dizaine d’espèces sont exploitées au niveau industriel et 
commercial. On distingue principalement deux grands groupes de microalgues. 
 Les procaryotes : Ce sont des organismes unicellulaires qui sont dépourvus de noyau 
et ne présentent que très rarement des organites cellulaires. 
- Les Cyanophycées : appelées également cyanobactéries, sont des microalgues 
procaryotes de coloration bleue-verte qui présentent une forte tolérance vis-à-vis des 
températures extrêmes (Lechevalier et al., 1977 ; Pulz et al., 2004). Elles sont 
approximativement 2000 espèces dans ce groupe (Alcaine, 2010) pouvant être 
divisées en 150 genres. Ces microalgues sont répandues dans toutes les variétés 
d’habitats aquatiques. Les espèces les plus connues sont Spirulina (Arthrospira) 
plantensis, Nostoc commune et Aphanizomenom flos-aquae (Pulz et al., 2004). Une 
seconde classe de cyanobactéries, les "Prochlorophyta", présente une spécificité au 
niveau de la pigmentation avec une absence totale de phycobiliprotéines, mais une 
présence de chlorophylle a et b (Pulz et al., 2004).  
 Les eucaryotes : Ce sont des organismes uni ou pluricellulaires qui présentent une 
structure complexe contenant un noyau entouré d'une membrane ainsi que plusieurs 
organites intracellulaires. 
- Les Diatomées : appelées aussi les "bacillariophycées". Ce sont des microorganismes 
unicellulaires photosynthétiques qui constituent le groupe dominant du règne des 
microalgues avec plus de 100 000 espèces connues. Ces algues sont répandues dans 
tous les types d’habitats et présentent comme principales réserves (produit 
d'accumulation intracellulaire) le « chrysolaminaran » (type de polysaccharide) et de 
l’huile.  
- Les Chlorophycées : ce sont des microalgues vertes qui colonisent une grande variété 
d’habitats. Elles sont très abondantes dans les eaux douces. Ces microorganismes 
présentent des formes filamenteuses (Pulz et al., 2004). On dénombre actuellement 
8 000 espèces, dont 1 000 sont des chlorophytes marines (Alcaine, 2010). Les espèces 
les plus connues sont Chlorella, Chlamydomonas, Dunaliella ainsi que 
Haematococcus (Pulz et al., 2004). 
- Les Chrysophycées : ce sont des algues dorées qui se répandent essentiellement dans 
les eaux douces. On répertorie environ 1 000 espèces avec des caractéristiques 
similaires à celles des diatomées du point de vue pigmentation et structure 
biochimique (Alcaine, 2010).  
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- Les Euglenophycées : elles sont répandues dans les eaux saumâtres et douces. On 
compte plus de 800 espèces qui présentent des réserves constituées essentiellement 
d’une substance glucidique, le "paramylon", et d’huile. 
- Les Rhodophycées : ce sont des algues de pigmentation rouge qui sont capables de se 
développer dans les eaux saumâtres et salées. Cette classe comprend près de 400 
espèces présentant dans la majorité des cas un métabolisme photoautotrophe 
(Lechevalier et al., 1977).  
1.2 Applications des microalgues 
Au vu de leur biodiversité et leurs propriétés biochimiques, les microalgues se révèlent très 
prometteuses pour de nombreuses applications dans des domaines variés tels que l’industrie 
pharmaceutique, agro-alimentaire, l’environnement et les énergies renouvelables (cf. figure 
1.2).  
 
Figure 1.2 : Diversité du champ d’application des microalgues (Sumi, 2009) 
1.2.1 Domaine alimentaire  
Les microalgues constituent un réel apport nutritif. Ces microorganismes sont utilisés dans 
l’alimentation animale et humaine, et dans l’aquaculture (Pulz et al., 2004). La biomasse peut 
être produite sous forme de poudre, tablettes, capsules, pastilles….  
Au niveau de l’alimentation humaine, deux espèces de microalgues, Chlorella et Spirulina, 
dominent le marché mondial. L’apport de la biomasse microalgale peut se traduire par un 
effet général immuno-modulateur (Belay, 1993 ; Osinga et al., 1999). La biomasse peut 
également être source d’aliments fonctionnels « alicaments » ; de fait, le marché des aliments 
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fonctionnels représente un des marchés les plus dynamiques de l’industrie alimentaire. 
Plusieurs pays, dont l’Allemagne, la France, le Japon, la Chine et la Thaïlande, ont ainsi 
commencé à orienter leur secteur alimentaire vers le marché des aliments fonctionnels issus 
des microalgues et des cyanobactéries comme sources de protéines, de vitamines (Pulz et al., 
2004). Les microalgues sont considérées comme une source potentielle d’AGPI (Jiang et al., 
1999), destinée à l'alimentation humaine et animale. Ces organismes sont susceptibles de 
synthétiser des AGPI de la série ω3 comme l'acide eicosapentaénoïque « EPA », l’acide 
docosahexaénoïque « DHA » et l’acide α-linoléique « LNA », et les AGPI de la série ω6 
comme l'acide arachidonique « AA » et l’acide linoléique « LA ». Ces AGPI sont utilisés en 
nutrition humaine et animale pour leurs vertus thérapeutiques sur certaines maladies. Les 
microalgues ont un potentiel intéressant de production de pigments (Lorenz et Cysewski, 
2000). Les caroténoïdes sont de plus en plus employés dans l'industrie alimentaire, suite à la 
pression du consommateur et à l’augmentation des règlementations limitant l'utilisation des 
colorants artificiels (Gordon et Bouernfeind, 1982). Le β-carotène est un pigment synthétisé 
par l’algue Dunaliella et est utilisé comme colorant en industrie alimentaire. D’autres 
caroténoïdes, tel que l'astaxanthine synthétisé par l’algue Haematococcus, la lutéine, 
zéaxanthine et canthaxanthine sont des antioxydants utilisés en alimentation humaine, 
animale et en aquaculture. Les phycobiliprotéines sont des pigments qui peuvent être utilisées 
comme colorants naturels en industrie alimentaire (comme l’huile de soja (Gouveia et al., 
2007)). Les polysaccharides (polymères hydrosolubles) issues des microalgues sont exploités 
dans l'industrie agroalimentaire en tant que agents gélifiants ou épaississants (De la Noüe et 
al., 1988). Le glycérol (molécule intervenant dans les systèmes d’osmorégulation des 
microalgues), est exploité dans l’agroalimentaire comme édulcorant. C’est l’algue Dunaliella 
salina qui en est la plus riche. 
1.2.2 Domaine pharmaceutique 
Au vu de leur grande diversité biochimique, les microalgues représentent une source 
intéressante de molécules bioactives et de toxines utilisables dans le développement de 
nouveaux médicaments. Plusieurs études ont permis de mettre en évidence l’implication des 
microalgues dans le domaine pharmaceutique par l’identification de nouvelles molécules 
naturelles (Hoppe, 1979). Dans ce sens, la tubercidine, une molécule cytotoxique, a été 
identifiée chez la microalgue Tolypthrixbyssoidea ainsi que chez les cyanobactéries (Patterson 
et al., 1991). Elle présente une action effective in vitro contre un type de leucémie lymphoïde. 
D’autres démarches ont été entreprises, entre autres par « l’Institut National du Cancer » avec 
un programme de dépistage visant des activités antivirales et anticancéreuses. Les 
microalgues peuvent synthétiser des sulfolipides antiviraux (Gustafson et al. 1989). Les 
cyanobactéries suscitent actuellement un réel intérêt pour le développement de nouvelles 
molécules ayant une activité antibiotique et pharmacologique (Borowitzka, 1999). Ainsi, des 
extraits sélectionnés de plus de 900 souches de cyanobactéries ont permis de mettre en 
évidence une action inhibitrice anti-HIV. Des effets antiparasitaires ont été également détectés 
chez les microalgues Spirogyra et Oedogonium (Pulz et al., 2004). Les caroténoïdes ont des 
propriétés intéressantes en terme de protection par rapport à certaines pathologies (Tapiero et 
al., 2004). La fucoxanthine est un caroténoïde utilisé à des fins médicales (Moreau et al., 
2006). Les phycobiliprotéines sont des chromoprotéines largement utilisées en immunologie, 
pour les marquages fluorescents (Fluorescence Activated Cell Sorting « FACS »), les 
immuno-essais, la microscopie en fluorescence et la cytomètrie en flux « CMF » (Bermejo 
Romàn et al. 2002). Les polysaccharides extraites des microalgues trouvent des applications 
industrielles et commerciales dans le domaine médical (activités antioxydantes, antivirales, 
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anti-tumorales et anticoagulantes (Mayer et Lehmann, 2001 ; Mayer et Hamann, 2004 ; Smit, 
2004)). Plusieurs molécules sont extraites chez des Cyanobactéries "Spirulina platensis" ainsi 
que chez certaines espèces appartenant à la classe des Rhodophycées "Porphyridium 
purpureum" et des Chlorophycées (Pulz et al., 2004).  
Les microalgues produisent une large gamme de vitamines. Les vitamines B12 et E ont un 
intérêt commercial (Borowitzka, 1988). Certaines études se sont focalisées sur la production 
de la vitamine E par des microalgues marines Dunaliella tertiolecta et Tetraselmis suecica 
(Carballo-Cărdenas et al., 2003). Toutefois l’utilisation des vitamines algales reste à l’état de 
la recherche. 
Ces organismes photosynthétiques sont capables de synthétiser des antioxydants naturels 
(Zhang et al., 2003). Ces molécules comprennent les caroténoïdes, les enzymes de la famille 
des superoxydes dismutases « SOD », les enzymes de type catalase et le glutathion 
peroxydase vis-à-vis du peroxyde d'hydrogène H2O2. D'autres composés tels la taurine et 
d'autres aminoacides soufrés, l'acide urique, pourraient aussi exercer une activité antioxydante 
(Muller-Feuga, 1996). L'intérêt de ces substances antioxydantes repose sur leur rôle dans 
diverses pathologies chroniques (athérosclérose, arthrose, cataracte, cancer, maladie de 
Parkinson etc.) ou aiguës (inflammation, choc septique, etc.). L'utilisation d'extraits de 
microalgues à forte teneur en antioxydants trouve des applications dans l'industrie 
pharmaceutique pour des thérapies contre certains types d'inflammation (Pulz et al, 2004). 
Des études récentes ont porté sur la recherche de nouvelles sources d’antioxydants parmi 23 
microalgues (Li et al., 2006). 
1.2.3 Domaine cosmétique 
Plusieurs espèces de microalgues sont exploitées industriellement dans le domaine 
cosmétique, principalement les deux espèces Arthrospira et Chlorella (Stolz et Obermayer, 
2005). Des extraits d'algues, ayant une activité antioxydante, sont exploités sur le marché dans 
la fabrication des produits de soin capillaire (Pulz et al., 2004), du visage et de la peau ainsi 
que dans les crèmes solaires. De même, la synthèse de protéines à partir de la souche 
Arthrospira entraine une réparation des premiers signes de vieillissement de la peau alors que 
des extraits de Chlorella vulgaris permettent de stimuler la synthèse du collagène dans la peau 
induisant la réduction des rides (Spolaore et al., 2006). Les pigments issus des microalgues 
sont également utilisés dans le domaine cosmétique (Del Campo et al., 2000). 
1.2.4 Domaine énergétique 
La valorisation de la biomasse algale peut se traduire par la production de bioénergie sous 
forme d’électricité et/ou de chaleur par combustion directe, ou sous forme de biométhane 
après méthanisation ou sous forme de biocarburant ou d’hydrogène. Cependant, cette 
valorisation ne sera concurrentielle qu’avec une forte productivité de biomasse, une 
possibilité de récolte mécanique simple et un coût de production plus réduit que les procédés 
mettant en œuvre d’autres types de biomasse (Carlsson et al., 2007). 
1.2.4.1 Production de bio méthane 
Plusieurs recherches ont permis de vérifier la faisabilité technique et commerciale de la 
production de bio méthane à partir de la biomasse marine, avec un potentiel intéressant 
(Chynoweth, 2002). Cependant, des verrous techniques tels que l’accessibilité des nutriments 
et les coûts de production élevés sont limitants. Un moyen permettant de réduire les coûts est 
par exemple le couplage avec la production de métabolites secondaires à haute valeur ajoutée. 
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Des espèces telles que Gracilaria sp. et Macrocystis représentent d’excellents organismes 
producteurs de biométhane.  
1.2.4.2 Production de biocarburant 
Considérant le contexte mondial actuel (hausse du prix du pétrole, raréfaction des 
ressources fossiles, production de gaz à effet de serre…), il est intéressant de considérer les 
microalgues comme source de production de différents types de biocarburant : le bio-oil 
(Demirbas, 2006 ; Miao et al., 2004a ; Miao et al., 2004b), et le biodiesel (Roessler et al., 
1994 ; Sawayama et al., 1995 ; Dunahay et al., 1996 ; Sheehan et al., 1998 ; Banerjee et al., 
2002 ; Gavrilescu et Chisti, 2005). 
1.2.4.2.1 Production de bio-oil 
Le bio-oil représente une alternative intéressante aux biocarburants liquides. Il est produit 
par conversion thermochimique de la biomasse à haute température et en l’absence d’oxygène 
(Carlsson et al., 2007). On distingue deux procédés différents : la pyrolyse et la liquéfaction 
thermochimique (Demirbas, 2000). Plusieurs études se sont intéressées à l'implication des 
microalgues dans la synthèse du bio-oil (Dote et al., 1994 ; Sawayama et al., 1999 ; Peng et 
al., 2000 ; Peng et al., 2001a ; Peng et al., 2001b ; Tsukahara and Sawayama, 2005; Demirbas, 
2006). Les pistes d’amélioration de ce type de procédé concernent bien sûr les coûts de 
production, l’optimisation du système de culture et des étapes de séparation et de récolte. Au 
niveau laboratoire, il a été prouvé que la qualité du biocarburant est favorisée par une culture 
hétérotrophique et un contrôle des paramètres du système de culture (Miao et al., 2004a).  
1.2.4.2.2 Production de biodiesel 
La voie la plus intéressante concerne les biocarburants de deuxième et troisième 
générations (production d’éthanol à partir de matières lignocellulosiques et la production de 
biodiesel à partir des microalgues) (cf. figure 1.3). Cette voie prometteuse permet de remédier 
aux principaux inconvénients observés pour les biocarburants de 1
ère
 génération (concurrence 
avec la production alimentaire, sur-consommation d’eau, détérioration des sols) (Chisti, 
2007). En raison de propriétés intéressantes (productivité importante de biomasse, activité 
photosynthétique élevée, grand potentiel de stockage lipidique), les microalgues sont efficaces  
pour la synthèse de biodiesel, 500 à 1000 fois plus efficaces que les espèces terrestres (Doré-
Deschênes, 2009), notamment Chlorella sp. (Rasoul-Amini, 2011). 
 
Figure 1.3 : Schéma du principe de production du biodiesel à partir des microalgues. 
Source : http://www.researchalgae.com 
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Certains pays, dont les USA, ont accentué leur recherche dans cette direction avec la 
création d’entreprises telles que « Green fuel » qui propose des bioréacteurs avec des algues 
pouvant contenir 80% de leur poids en huile servant par la suite à la fabrication du biodiesel 
(cf. figure 1.4). De même, ces réacteurs permettent également d’éliminer par temps ensoleillé, 
plus de 82 % du CO2 contenu dans les effluents gazeux des centrales thermiques ainsi que 
86% des NOx (oxydes d’azote impliqués dans le phénomène d’effet de serre). 
 
 
Figure 1.4 : Les bioréacteurs Green fuel.  
Source : http://www.econologie.com 
1.2.4.3 Production de bio-hydrogène 
Le bio-hydrogène est une source efficace d’énergie renouvelable qui suscite actuellement 
de nombreuses recherches et applications. Cependant, aucune des techniques actuellement 
disponibles telles que l’électrolyse de l'eau ou la gazéification ou pyrolyse de la biomasse ne 
permettent d’assurer des coûts de production raisonnables. Les systèmes biologiques et plus 
spécialement les microalgues et les bactéries ont été étudiés à cette fin (Benemann, 1996 et 
1998). C’est Hans Gaffron qui fut à l’origine en 1939 de cette nouvelle voie de production de 
l’hydrogène impliquant des microalgues (Melis et Happe, 2006).  
Le procédé de synthèse de bio-hydrogène peut revêtir deux formes : la photolyse directe et 
la photolyse indirecte. La photolyse directe repose sur un transfert des électrons issus de l’eau 
aux protons, couplé à une réduction de la ferrédoxine (protéine intervenant au niveau du 
photosystème des algues dans le transport d'électron et des protons) induisant la synthèse de 
l’hydrogène par l’enzyme hydrogénase (Benemann, 2000). La méthode indirecte repose sur la 
conversion de l’amidon stocké par les algues sous forme d’hydrogène sous des conditions 
d’anaérobie et de limitation de soufre (Carlsson et al., 2007). 
Plusieurs travaux ont confirmé l'implication des algues au niveau de la production de bio-
hydrogène sous certaines conditions spécifiques (Levin et al., 2004 ; Prince et Kheshgi, 2005 ; 
Rupprecht et al., 2006 ; Hankamer et al., 2007). Ces microalgues concernent la classe des  
Chlorophycées, les Cyanophycées, des cyanobactéries génétiquement modifiées ainsi que les 
espèces Scenedesmus obliquus (Gaffron et Rubin, 1942), Chlorococcum littorale et 
Platymonas subcordiformis (Schnackenberg et al., 1996 ; Guan et al., 2004). L'espèce 
Chlamydomonas renhardtii reste l'organisme le plus utilisé dans la recherche appliquée au 
bio-hydrogène (Melis et Happe, 2001). La problématique principale de ces systèmes réside 
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dans l'inhibition de certaines enzymes de la classe de l'hydrogénase par l’oxygène généré suite 
au phénomène de dissociation de l’eau (Guan et al., 2004). Une des solutions concerne la 
privation du milieu en soufre, permettant de réduire l’activité oxygénique durant la 
photosynthèse et d'induire des modifications métaboliques de la respiration (arrêt de la 
synthèse des composantes cellulaires tels que des sulfolipides et des protéines empêchant la 
division cellulaire, le photosystème PSII devient partiellement inactif impliquant une faible 
production de l’oxygène) dans le but d’éviter tous dommages cellulaires suite aux stress 
environnementaux (Ghirardi et al., 2009 ; Melis, 2007). Plusieurs espèces de microalgues ont 
démontré une prédisposition intéressante vis-à-vis des procédés indirects, c’est-à-dire une 
grande capacité de synthèse de bio-hydrogène sous des conditions de privation de soufre 
(Skjanes, 2011). En conséquence, la production d’hydrogène à partir des micro-algues 
représente un créneau prometteur mais ceci nécessite plus de compréhension de l’ingénierie 
des microalgues (Beer et al., 2009). 
1.2.5 Domaine environnemental 
Les principales applications environnementales sont le traitement des eaux usées et bien 
sûr la consommation de CO2 comme méthode d’abattement de ce gaz à effet de serre.  
1.2.5.1 Traitement des eaux usées 
Au vu de leur capacité d’assimilation de nombreux nutriments nécessaires à leur 
croissance, les microalgues représentent une solution intéressante pour éliminer ces éléments ; 
elles sont également capables de fixer des métaux lourds. Elles sont ainsi les principaux 
éléments biologiques de certains systèmes de traitement des eaux municipales et industrielles 
(essentiellement traitement tertiaire). Grâce à l’absorption de l’azote et du phosphore, elles 
contribuent à réduire le phénomène d’eutrophisation de certains milieux aquatiques. Une 
étude ayant porté sur l’implication de Chlorella vulgaris dans l’absorption de l’azote et du 
phosphore des eaux usées (Aslan et Kapdan, 2006), a montré que l’oxygénation du milieu est 
facilitée par la production in situ de O2 par la photosynthèse, permettant ainsi de réduire 
l’aération extérieure et limitant la fuite dans l’air des composés organiques volatils  (Olguin, 
2003; Muñoz et Guieysse, 2006). Certaines études ont eu recours à des algues vertes, 
principalement Chlorella, Ankistrodesmus et Skeletonema, pour les traitements des eaux usées 
issues d’usines de fabrication de pâte à papier ainsi que de production d’huile d’olive (Munoz 
et Guieysse, 2006). 
D'autres travaux ont porté sur l’élimination des métaux lourds des eaux usées (Wilde et 
Benemann, 1993 ; Perales-Vela et al. 2006 ; Tüzün et al., 2005 ; Bayramoğlu et al., 2006 ; 
Raul Muňoz et al., 2006), sur la biodégradation de contaminants toxiques tels que le 
Tributylétain "TBT" (Luan et al., 2006).  
Afin de réduire les coûts économiques de ces procédés de traitements des eaux, la 
biomasse générée peut être exploitée pour produire des molécules à haute valeur ajoutée, du 
biodiesel, du biogaz, de l’hydrogène etc. (Muñoz et Guieysse, 2006) Ces procédés sont 
généralement couplés à l’élimination de CO2 dans des effluents gazeux industriels conduisant 
à des procédés intégrés (cf. figure 1.5).   
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Figure 1.5 : Procédé de traitement des eaux par les microalgues. 
Source : http://www. emcchawaii.com 
1.2.5.2 Agriculture 
La biomasse algale peut être valorisée comme engrais, fertilisant (apport de potassium, 
d’azote et d’éléments essentiels à la croissance végétale) et stabilisateur de sols dans le 
domaine de l’agriculture (Meeting, 1996), mais également d’accélérateur et protecteur de 
cultures en limitant la prolifération des épiphytes et des parasites. Les microalgues permettent 
l’adhésion des particules et le stockage de l’eau dans les sols ainsi que la fixation de l’azote. 
De même, à partir de la synthèse de molécules bioactives, elles sont susceptibles d’influencer 
la croissance des plantes terrestres (Borowitzka, 1995 ; Metting, 1996 ; Ördög et al., 1996). 
L’emploi des microalgues concerne par exemple la production du riz à travers la fixation de 
l’azote au niveau de l’agriculture tropicale et subtropicale, mais aussi le renforcement des 
surfaces dans les régions arides permettant de lutter contre le phénomène d’érosion (Pulz et 
al., 2004). De plus un nouvel intérêt est apparu pour certaines substances régulatrices ou 
protectrices dérivées des microalgues au niveau de la croissance des plantes.  
1.2.5.3 Systèmes de support de vie 
Durant les missions spatiales, l’élaboration d’un système de support de vie pour l'équipage 
est un besoin impératif. Ce système se résume à quatre notions fondamentales : la 
régénération d’une atmosphère respirable (apport d’oxygène), le recyclage de l’eau, le 
traitement des déchets et l’apport de la nourriture nécessaire (Tamponnet et al., 1999). Afin de 
répondre à ces contraintes, des systèmes régénératifs de support de vie en boucle fermée 
impliquant des systèmes biologiques, tels que les algues (Karel et Nakhost, 1989) et les 
plantes terrestres (Wheeler et al., 1992 ; Grodzinski et al., 1996). 
1.2.5.4 Séquestration du CO2 
En raison de la situation actuelle alarmante relative au changement climatique, une prise de 
conscience de différents pays dans le monde a été observée pour y faire face. Par suite des 
émissions anthropiques, les gaz à effet de serre "GES", connus en anglais sous les initiales 
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"GHC" ("Greenhouse gas"), sont en concentration croissante dans l’atmosphère, ayant un 
effet de plus en plus fort sur le changement climatique (Matsumoto et al., 1995). En effet 
l’absorption naturelle ne permet plus de compenser le taux de production élevé de ces types 
de gaz, le dioxyde de carbone CO2 étant le plus impactant avec plus de 68% des émissions 
totales (Maeda et al., 1995 ; Global Warming, 2010 ; Kondili et Kaldellis, 2007 ; Roman-
Leshkov et al., 2007). On observe une augmentation dramatique de la libération de CO2 dans 
l’atmosphère, due aux sources anthropiques. On est passé de 7,4 milliards de tonnes de CO2 
libérés en 1997 jusqu'à plus de 26 milliards de tonnes estimés d’ici l’année 2100 (Zame, 
2010). Il n’est pas besoin de rappeler les conséquences catastrophiques du réchauffement 
climatique sur la désertification, l'augmentation des phénomènes météorologiques extrêmes, 
les perturbations des écosystèmes, la fonte des glaciers non polaires induisant l’augmentation 
du niveau des océans (Morrissey et Justus, 1997).  
Les Nations Unies ont mis en place en 1997 le protocole de Kyoto avec l’accord de plus de 
170 pays afin de réduire les niveaux d’émission des gaz à effet de serre de 5,2 % par rapport à 
1990 (Gutierrez et al., 2008 ; Wang et al., 2008). Dans le même sens, en 2010, les Nations 
Unies ont proposé l’introduction du principe « crédit-carbone » avec un prix unitaire estimatif 
de 270 dollars américain par tonne (Ho et al., 2010). Le crédit carbone correspond à 
l'émission d'une tonne «d'équivalent carbone» par le biais des gaz à effet de serre. Ce système 
traduit le droit d'un pays ou d'une entreprise à émettre des gaz à effet de serre, en étant soumis 
à des taxes calculées sur la base de l’équivalent carbone. Des quotas d'émissions sont fixés par 
le protocole de Kyoto. Ce système, à travers un marché de négociation et d'échanges de droits 
d'émission de gaz à effet de serre (marché du carbone), permet à certains pays ou organismes 
d'acquérir ou de vendre ces crédits carbone en fonction de leurs besoins et de leurs objectifs.  
Enfin lors de la convention sur le changement climatique tenue à Copenhague (2009), les 
nations participantes ont accepté de financer, d’ici 2020, à hauteur de 100 milliards de dollars 
américain, un programme de réduction des gaz à effet de serre (Kintisch, 2010).   
Dans ce sens, de nombreuses recherches se sont focalisées sur le développement de 
nouvelles techniques d’abattement de CO2. On distingue trois principaux groupes de 
procédés : séquestration géologique, procédés chimiques et bioprocédés 
La séquestration géologique repose majoritairement sur le stockage de CO2 liquide ou 
gazeux dans des formations géologiques, dans le sol (Herzog, 2001) ou dans le fond des 
océans (Israelsson et al., 2009). Cependant ces techniques présentent de nombreux 
inconvénients tels que les possibilités de fuite, la contamination des aquifères potables, 
l’augmentation de l’acidité de l’eau, la perturbation de l’écosystème marin et un coût 
important (IEA GHC, 2000). 
Les procédés chimiques comportent entre autres l’absorption dans des solutions alcalines 
(Diao et al., 2004), l’utilisation de nanotubes de carbone multi-feuillets (Su et al., 2009), 
l’adsorption-neutralisation sur charbon actif recouvert d’amine (Plaza et al., 2007). Ces 
méthodes sont chères et gourmandes en énergie (Wang et al., 2008). 
L’emploi de systèmes biologiques représente une solution alternative très prometteuse, 
relativement efficace, économiquement envisageable et durable. Ces méthodes reposent 
essentiellement sur la photosynthèse avec transformation de CO2 en biomasse (Kondili et 
Kaldellis, 2007 ; Ragauskas et al., 2006 ; de Morais et Costa, 2007a). On distingue deux voies 
biologiques de séquestration de CO2 : l’une utilisant les plantes terrestres et la seconde des 
microorganismes photosynthétiques. Concernant la première voie, les forêts permettent de 
convertir le CO2 en structure cellulosique pour les plantes (notamment les arbres) et en humus 
pour les sols (Zame, 2010). Cependant, en raison d'une efficacité limitée de conversion, d'une 
faible vitesse de croissance et d’inconvénients économiques et techniques (possibilité de 
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libération du carbone stocké suite à un incendie de forêt ou par l'endommagement des arbres), 
de nombreux chercheurs se sont orientés sur la deuxième voie qui est la mise en œuvre 
d'organismes photosynthétiques tels que les microalgues.  
Ainsi, différentes études traitent de la capacité des microalgues à capter le CO2 à partir de 
gaz de combustion (de Morais et Costa, 2007a ; Ho et al., 2010) (cf. figure 1.6). Les 
microorganismes ont une vitesse de croissance nettement supérieure à celle des plantes 
terrestres (Borowitzka, 1999 ; Chisti, 2007 ; Li et al., 2008) et une activité photosynthétique 
10 à 50 fois plus forte (Costa et al., 2000). Par ailleurs, ils sont capables de fixer 
biologiquement le CO2 à partir de différentes sources : atmosphérique, gaz industriels et 
hydrogénocarbonates solubles. 
D’autres travaux ont quantifié la production de biomasse (Chae et al., 2006 ; Jacob-Lopes 
et al., 2008 ; Kajiwara et al., 1997). D’après Bilanovic et al. (2009), les microalgues sont en 
théorie capables de convertir plus de 9% de l’énergie solaire en 280 tonnes de biomasse sèche 
par hectare et par an, tout en consommant près de 513 tonnes de CO2.  
 
Figure 1.6 : Représentation schématique du procédé de fixation de CO2 par les microalgues 
à partir de gaz d’échappement industriel (Pulz et al., 2004) 
1.3 Objectifs de notre étude : stratégie de bio-fixation de CO2   
Malgré les nombreuses tentatives des diverses équipes de recherche d’exploiter les 
capacités de ces microorganismes, le développement de la biotechnologie algale reste, à ce 
jour, insuffisamment approfondie et très peu applicable à l’échelle industrielle. Cette situation 
est due principalement aux différentes contraintes technologiques relatives à la mise en 
culture ainsi que le rapport encore défavorable entre le coût de production et la productivité en 
biomasse 
Le processus de fixation du CO2 par les microalgues repose sur la mise en culture de ces 
microorganismes photosynthétiques dans différents systèmes de production, soit ouverts 
(bassins naturels ou artificiels...) ou fermés (bioréacteurs) (les systèmes de culture sont 
détaillés dans l’Annexe A1), alimentés en continu par les éléments nutritifs essentiels à la 
croissance, par une source de CO2, ainsi que par une source d’eau pouvant être saumâtre, 
saline ou hyper saline (cf. figure 1.7). La source de lumière peut être solaire ou artificielle 
dans le cas des réacteurs. Après l’étape de mise en culture, la seconde étape consiste à récolter 
la biomasse algale produite. Elle représente une des principales problématiques de ces 
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nouvelles technologies en raison des coûts élevés des procédés appliqués, liés en partie à la 
faible concentration cellulaire des cultures.  
 
Figure 1.7 : Représentation du procédé de fixation du CO2 par les microalgues. 
Source :http://www.algaetec.com.au 
La récolte peut se réaliser en deux étapes (Ginzburg, 1993). Une première étape consiste à 
séparer la biomasse du reste de la suspension, par floculation ou biofloculation et 
sédimentation, par flottation ou par filtration (van Harmelen et Oonk, 2006). La deuxième 
étape se résume à l’épaississement de la boue obtenue, par filtration ou centrifugation.  
La biomasse algale ainsi produite est ensuite valorisée dans l’alimentation humaine ou 
animale, comme engrais ou dans la synthèse de biocarburant. Afin de réduire les coûts de 
production relativement importants, ce procédé doit avoir une ou plusieurs autres fonctions : 
traitement d’eaux usées, production de molécules (Benemann et al., 1977 ; Oswald, 1973). 
L’optimisation de ce procédé repose essentiellement sur l’étape de mise en culture, 
laquelle dépend : 
 de la sélection d’une souche de microalgues ayant une capacité importante de fixation 
de CO2 ; 
 du choix du système de culture favorisant la fixation de CO2. 
1.3.1 Sélection de l’espèce de microalgue 
Différents travaux se sont orientés sur l’exploitation de certaines espèces pour la bio-
fixation de CO2 telles que Botryococcus braunii (Yoo et al., 2010), Chlorella vulgaris (Chen 
et al., 2010 ; Cheng et al., 2006a), Chlorella kessleri (de Morais and Costa, 2007b), 
Chlorocuccum littorale (Ota et al., 2009), Scenedesmus sp. (de Morais et Costa, 2007a ; Ho et 
al., 2010), Chlamydomonas reinhardtii (Packer, 2009) et Spirulina sp. (de Morais et Costa a, 
b, c). Une grande capacité de fixation de CO2 a été mesurée pour certaines espèces comme 
Chlorella vulgaris qui présente un taux de consommation de CO2 égal à 6240 mg. L
-1
. j
-1
 sous 
certaines conditions de culture (Cheng et al., 2006b). Par ailleurs ces microorganismes ont 
montré leur grande tolérance vis-à-vis de hautes concentrations de CO2 et de composés 
toxiques tels que le monoxyde d’azote "NOx" et le monoxyde de soufre "SOx" (Matsumoto et 
al., 1997), rendant leur emploi envisageable pour le traitement de gaz industriels. Différents 
paramètres sont pris en compte dans la sélection d’espèces d’algue capables de maximiser la 
bio-fixation de CO2 à partir des émissions industrielles. Ces paramètres peuvent concerner la 
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morphologie de l’espèce, la cinétique de croissance ainsi que l’impact des facteurs 
environnementaux tels que la lumière, le pH, etc. D’après Lee et Park (1995), la sélection de 
l’espèce algale repose sur les paramètres suivants : 
 Tolérance importante vis-à-vis de concentrations de CO2 élevée ; 
 Vitesse de croissance importante en présence de forte concentration cellulaire ; 
 Tolérance vis-à-vis des gaz toxiques tels que le monoxyde d’azote et le monoxyde 
de soufre ; 
 Thermo-tolérance (tolérance vis-à-vis des températures élevées). 
Ainsi, cette phase de sélection de l’espèce algale nécessite d’approfondir les connaissances 
sur les phénomènes biologiques responsables de la bio-fixation de CO2, la photosynthèse, 
mais également le processus métabolique de biotransformation de CO2.  
1.3.1.1 Activité photosynthétique des microalgues 
La photosynthèse est un processus bioénergétique utilisé par les plantes terrestres ainsi que 
les microorganismes photosynthétiques (notamment les algues). Elle se compose d’une série 
de réactions complexes d’oxydoréduction durant laquelle l’énergie lumineuse, sous forme 
d’énergie électromagnétique, est absorbée par des pigments, principalement la chlorophylle, 
et est convertie en énergie chimique entrainant la production d’oxygène et des sucres ainsi 
que d’autres métabolites secondaires. Elle se déroule essentiellement dans les membranes des 
thylakoïdes chez les plantes, les algues et les cyanobactéries. Ce phénomène est régi par 
l’équation suivante : 
                                   ⏟  
       
                                     (1.1) 
La photosynthèse se décompose essentiellement en deux étapes : une première réaction 
dite « phase claire » durant laquelle une réaction photochimique d’oxydation par 
fractionnement de l’eau se produit ; la seconde « la phase sombre », décrite par la fixation du 
carbone selon le « cycle de Calvin » (figure 1.8). 
1.3.1.2 Mécanisme de concentration de CO2 « MCC » chez les microalgues  
Dans le cas d’environnement caractérisé par de faibles concentrations de CO2, des 
mécanismes d'adaptation de la cellule algale sont mises en jeu. Le mécanisme de 
concentration de CO2 ou « MCC » représente une série de voies complexes d’accumulation du 
CO2 dans la cellule des microalgues. Différentes études se sont intéressées à ce phénomènes 
biologique propre aux cyanobactéries et aux microalgues (Spalding, 2008 ; Fridlyand et al., 
1996 ; Marcus, 1997 ; Tchernov et al., 1997; Badger et Price, 2003 ; Cuaresma et al., 2006). 
Ce type de mécanisme intervient lorsque le transport passif (diffusion du CO2 dans la cellule 
au travers des membranes) n’est pas suffisant pour fournir le CO2 à une enzyme, « la rubilose 
1,5 biphosphate carboxylase/déshydrogénase » ou « rubisco ».  
Un des mécanismes de la « MCC » repose sur le transport actif du HCO3

 permettant 
d’accumuler la concentration en carbone inorganique intracellulaire et impliquant une 
seconde enzyme, « l’anhydrase carbonique ». Le HCO3

 diffuse par transport actif dans la 
cellule grâce à l’anhydrase carbonique extracellulaire, située sur la paroi des cellules, et est 
ensuite déshydraté entraînant une augmentation de la concentration de CO2 au niveau 
cellulaire. Le CO2 accumulé subit une biotransformation par l’enzyme « rubisco » en 
glycéraldéhydes 3-phosphates selon le cycle de Calvin à l'intérieur du chloroplaste (Jacob 
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Lopes et al., 2010). Ces glycéraldéhydes 3-phosphates seront utilisés par la suite pour la 
synthèse de matières organiques qui sont essentiellement des glucides (cf. figure 1.8).  
 
Figure 1.8 : Représentation schématique du cycle de Calvin  
Source : département de biologie de l’université de Pennsylvanie, USA (2004) 
 
1.3.2 Optimisation de la conception du photobioréacteur pour la stratégie de bio-
fixation du CO2 
Le choix d'un système de culture optimal constitue également une étape cruciale dans le 
processus de fixation de CO2 par les microalgues. Parmi les facteurs impactant l’assimilation 
photosynthétique du carbone, nous pouvons citer la lumière utilisée (type/intensité) et 
l’efficacité du contact entre le gaz et le liquide (Hodaifa et al., 2009 ; Jacob-Lopes et al., 
2009 ; Ryu et al., 2009). La maximisation de l’activité photosynthétique repose sur 
l’augmentation de la surface éclairée par rapport au volume de la culture, sur la diminution du 
chemin optique afin d'assurer une meilleure disponibilité de la lumière pour les algues (Pulz et 
al., 2001). La croissance des microalgues est également fortement influencée par l’intensité 
lumineuse incidente, la surface éclairée, l’angle entre le faisceau lumineux et cette surface, et 
la concentration des cellules dans la culture. L’optimisation de ces facteurs assure une bonne 
productivité mais également un rendement photosynthétique satisfaisant (Jacob-Lopes et al., 
2009) (détaillée dans l’Annexe A1). Le second paramètre concerne l’efficacité du transfert 
gaz-liquide qui dépend du débit gazeux, de la teneur du gaz, de la taille des bulles de gaz et du 
temps de séjour dans le photobioréacteur (Ho et al., 2010). L’augmentation de l’aire 
interfaciale gaz/liquide (Carvalho et Malcata, 2001) et un temps de mélange faible (meilleure 
disponibilité des nutriments pour la suspension algale) augmentent l’efficacité du transfert de 
CO2 (Ugwu et al., 2008). 
1.3.3 Choix de l'espèce algale 
Il convient de noter, comme vu précédemment, que l'étape de sélection ne se résume pas 
qu'à des considérations de tolérance de l'espèce vis-à-vis du CO2, ni même vis-à-vis des 
éléments toxiques, mais également par rapport à une vitesse de croissance élevée et à une 
densité cellulaire maximale (Lee et Lee, 2003). De nombreux travaux ont porté sur la stratégie 
de fixation du CO2 par les microalgues (Ho et al., 2010 ; Wang et al., 2008 ; Reddy, 2002 ; 
Ono et cuello, 2004). Plusieurs espèces de microalgues sont considérées comme des bonnes 
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candidates pour la séquestration du CO2. On cite par exemple les espèces Botrycoccus Brauni, 
Chlorella vulgaris, Chlorella kessleri, Scenedesmus sp. Dunaliella tertiolecta, Spirulina sp, 
etc. Ho et al. (2010) ont comparé, à partir d’un tableau récapitulatif, des espèces de 
microalgues selon leur vitesse de croissance et leur capacité de fixation du CO2.  
Au niveau de la littérature, on a remarqué une grande hétérogénéité au niveau des valeurs 
optimales du taux de CO2 assurant une vitesse de croissance élevée, ainsi qu'une capacité 
maximale de fixation de CO2. Cette hétérogénéité est due essentiellement à une diversité au 
niveau des conditions opératoires appliquées dans chaque étude (intensité lumineuse, 
température, pH, type de réacteur, etc.). De de fait, il nous est difficile de comparer les 
capacités de fixation d’une espèce d’algue par rapport à une autre, et par conséquent, de 
choisir l’espèce algale présentant les meilleures capacités de fixation de CO2. Cependant, 
d’autres aspects de sélection dépendants de l’objectif de l’étude peuvent intervenir comme 
ceux associés à la méthode d’analyse appliquée (difficulté du dénombrement cellulaire de la 
classe Spirulina, par exemple) ou bien par rapport au métabolisme de l’algue (fragilité 
cellulaire de la classe Dunaliella du fait d’un manque de parois cellulaires la rendant ainsi très 
sensibles au stress mécanique de cisaillement (Kumar et al., 2011), par exemple). Compte-
tenu de tout ce qui précède, il a été décidé de choisir pour nos travaux comme algue ayant une 
grande capacité de fixation du CO2 la classe Chlorella et plus précisément l’espèce Chlorella 
vulgaris.  
A travers une analyse bibliographique consacrée à la stratégie de fixation du CO2 de 
l'espèce Chlorella vulgaris, nous avons opté, durant nos travaux, pour des conditions de 
culture basées sur un mélange gazeux d’air enrichi en CO2 de 5%. Le tableau 1.1 permet de 
récapituler les résultats obtenus dans différentes publications consacrées à la bio-fixation du 
CO2  par Chlorella vulgaris. 
 
Tableau 1.1 : Récapitulatif des résultats de publications sur la stratégie de bio-fixation du CO2 par 
l’espèce Chlorella vulgaris 
PBR : photobioreacteur ; Erlen : Erlenmeyer ; T : température 
Gamme  
CO2 (%) 
[CO2] 
Optimal 
(%) 
Lumière 
(µE.m
-2
.s
-1
) 
T (°C) Système de 
culture 
Régulation 
pH 
Références 
2-11 2 -11 1150 30 
Erlen 
300 ml 
Oui  
(6,5-7,5) 
Douskova et al. 
(2009) 
0,036-20 6 47  Erlen - 
Chinnasamy et al. 
(2009) 
5 - 15 5 110 27 PBR - Yun et al. (1997) 
5 5 160 32 PBR - 
Reddy 
(2002) 
5 5 47 - PBR - Sydney et al. (2010) 
0,03-15 4 80 25±1 Erlen non Bhola et al. (2011) 
0,04-12 4 350±10 26±0,5 
PBR 
1,4L 
- Hulatt et al. (2011) 
Chlorella vulgaris, une microalgue unicellulaire verte marine, a été isolée et décrite pour la 
première fois par le professeur Néerlandais M.W. Beijerinck en 1889 à Delft. Appartenant à 
l'espèce des Chlorophytes, cette espèce présente une taille variant de 5 à 10 µm. De 
morphologie sphérique ou ellipsoïde, elle est caractérisée par une fine paroi cellulaire avec 
une éventuelle présence de pyrénoïde (structure cellulaire considéré comme le centre de 
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production de l'amidon chez les algues vertes). Le produit de stockage majeur est l'amidon, 
localisé à l'intérieur des chloroplastes (cf. figure 1.9).  
 
Figure 1.9 : A : structure morphologique de Chlorella (Beer et al., 2009) –  B : micrographie 
électronique d'une cellule de Chlorella vulgaris en section longitudinale (Richmond, 2004) –C : 
observation microscopique en DIC "Differential Interference Contrast" de cellule de Chlorella 
vulgaris (I : membrane plasmique; II : chloroplaste; III : graine d'amidon; VI : mitochondrie; V: 
noyau; VI : thylakoïde; VII : membrane nucléaire; VIII : pyrénoïde)  
1.4 Conclusion 
On vient de voir l’importance du choix de l’algue et de la technologie du photobioréacteur. 
Cependant l’industrialisation d’un tel procédé de captation de CO2 passe par la mise en place 
de stratégies de commande performantes permettant une efficacité optimale : mise en œuvre 
de stratégies d'estimation de la concentration cellulaire, donnée nécessaire à la synthèse de 
lois de commande ; et mise au point de lois de commandes robustes permettant de maximiser 
la consommation de CO2 par les microalgues. 
La démarche méthodologique mise en œuvre repose alors sur trois axes principaux. 
 MODELISATION : cette étape implique tout d’abord la définition d’un modèle de 
croissance pertinent, capable de reproduire efficacement le comportement cellulaire de 
l'algue mise en culture dans le photobioréacteur. Elle implique ensuite une phase 
d’identification expérimentale des différents paramètres de ce modèle de croissance 
associés notamment à la cinétique de consommation de CO2, à l’effet de la lumière et à 
la vitesse spécifique de croissance, effectuée à partir de campagnes expérimentales de 
cultures en mode batch et en mode continu (les différents modes de fonctionnement 
seront détaillés dans le chapitre II).  
 ESTIMATION : cet axe vise à la mise en place d’observateurs qui combinent le 
modèle du bioprocédé, précédemment identifié, à des mesures physiques simples et 
disponibles en-ligne (pH, intensité lumineuse, pression partielle en CO2), afin d'estimer 
les paramètres du système non accessibles en temps réel, à savoir ici la concentration 
cellulaire, en raison de l’impossibilité de mesure de ce paramètre en ligne. Ainsi, 
différentes stratégies d'estimation de la biomasse seront proposées et validées 
expérimentalement à partir des données de cultures de Chlorella vulgaris en mode 
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continu : le filtre de Kalman étendu, l'observateur asymptotique et l'observateur par 
intervalles.  
 COMMANDE : cette dernière étape a pour but la mise en place de stratégies de 
commande robustes vis-à-vis des incertitudes des paramètres du modèle et des 
perturbations extérieures (pH, lumière, pression partielle en CO2). La commande 
prédictive non-linéaire ou « CPNL » sera mise en oeuvre et validée en simulation puis 
expérimentalement en temps réel couplées aux stratégies d'estimation de la 
concentration de biomasse mentionnées précédemment. Ses performances seront 
comparées à celles d’une commande par modèle générique « GMC ». 
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2 Modélisation du bioprocédé 
 
2.1 Introduction 
Considérant l’impact de plus en plus fort des biotechnologies microalgales, il s’est révélé 
intéressant de travailler sur la modélisation de ces systèmes, ce qui représente un défi 
scientifique très complexe. En effet, ce système biologique interagit avec de nombreux 
facteurs physiques et biologiques. Divers modèles de complexité variable ont été proposés 
dans la littérature afin de caractériser le comportement cellulaire des microalgues dans les 
systèmes de culture.  
Ce deuxième chapitre est consacré en premier lieu à la présentation des divers modes de 
fonctionnement des cultures algales. Une seconde partie décrit le modèle de croissance retenu 
dans le cadre de la présente thèse. 
2.2 Modes de fonctionnement des cultures algales 
La culture des microalgues présente des similitudes certaines avec celle d’autres 
microorganismes tels que les bactéries. La particularité évidente réside dans l'activité 
photosynthétique et l'apport nécessaire d'une énergie lumineuse suffisante. Ce type de 
bioprocédé peut être représenté par le schéma de la Figure 2.1. 
 
 
Figure 2.1 : Représentation schématique d'un système de culture de microalgue 
Il existe trois principaux modes de fonctionnement : 
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 Mode de culture en batch 
On se trouve dans le cas d’un système fermé pour lequel on introduit en une seule fois, en 
début de culture, l'inoculum contenant les cellules algales ainsi que tous les éléments nutritifs 
nécessaires à la croissance. Ainsi, il n'y a aucune entrée ni sortie et aucun échange d'éléments 
nutritifs ni de biomasse avec l'environnement extérieur pendant la culture. La concentration 
cellulaire augmente en fonction du temps jusqu'à épuisement du substrat limitant, essentiels 
au métabolisme cellulaire. Ce type de culture est généralement adapté aux applications sous 
des conditions axéniques mais ne permet pas un échantillonnage régulier sous peine d’induire 
une diminution importante du volume de la culture.  
 
Figure 2.2 : A : Représentation schématique d'un système de culture de microalgue en 
mode batch – B : courbe de croissance d'une culture de microalgue dans un système en batch: 1 : 
phase de latence; 2 : phase exponentielle; 3 : phase stationnaire; 4 : phase de déclin; courbe en noir 
(trait plein) : évolution de la concentration cellulaire ; courbe en rouge (pointillé): évolution de la 
concentration de phosphore, courbe en vert (trait discontinu) : évolution de la concentration d’azote 
Typiquement, pour une culture en mode batch, la croissance des microalgues suit une 
allure bien définie selon une courbe sigmoïde issue de quatre phases principales (figure 2.2) : 
- Phase de latence 
Elle traduit l'adaptation cellulaire, ou phase de transition, aux nouvelles conditions 
environnementales. La vitesse de croissance est nulle et la durée de cette phase 
dépend essentiellement de l'inoculum, du milieu de culture et de la capacité 
d'acclimatation de l'espèce cultivée face aux nouvelles conditions de culture 
(Herbland, 2007).  
- Phase exponentielle de croissance 
Avant la phase exponentielle de croissance, une étape dite d'accélération se produit, 
traduisant le démarrage de la croissance. Elle est suivie d'une seconde étape dite 
« exponentielle » correspondant à une vitesse de croissance constante et maximale 
des microalgues. La concentration cellulaire augmente de manière exponentielle avec 
A B 
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une vitesse de croissance "µ", paramètre intrinsèque propre à l'espèce d'algue. Cette 
phase s'achève par une étape dite de « décélération » durant laquelle les nutriments 
nécessaires à la culture commencent à s'épuiser, particulièrement les substrats 
limitants. La concentration cellulaire a atteint une valeur limite.  
- Phase stationnaire 
Cette phase intervient lorsque le substrat limitant s'épuise (phosphore, azote, dioxyde 
de carbone…) L'apport de lumière peut aussi être insuffisant, en raison d'une 
concentration cellulaire élevée, de la formation de biofilms donnant le phénomène 
d'auto-ombrage des cellules. La concentration cellulaire est constante et maximale.  
- Phase de déclin 
Toutes les réserves intracellulaires des cellules sont épuisées et les conditions 
deviennent extrêmement défavorables, provoquant la mort cellulaire. A ce stade, les 
cellules libèrent des composés intracellulaires et le milieu de culture se transforme en 
un habitat favorable à la prolifération d'autres organismes, essentiellement des 
bactéries hétérotrophes (Herbland, 2007). 
Considérant que le système est parfaitement agité, un bilan matière permet de traduire 
l'évolution de la biomasse en fonction du temps t selon l’équation : 
               (2.1) 
 V : volume de la culture (L) ; 
 X : concentration cellulaire, "biomasse", dans la culture (masse.L1 ou nombre de cellules.L1) ; 
 µ : vitesse spécifique de croissance (h1). 
On peut déterminer la vitesse spécifique de croissance maximale, constante dans la phase 
exponentielle, à partir de résultats expérimentaux. En effet la forme intégrée de l’équation 
précédente est dans cette phase :  
   (
 
  
)            (2.2) 
où    et     la concentration cellulaire à l’instant     
En portant   (
 
  
) en fonction de t, on doit trouver une droite de pente µ, ce qui permet de 
confirmer la phase exponentielle et de déterminer µ. 
 Mode de culture en semi-continu ou « fed-batch » 
Ce mode de culture se distingue du précédent par l'introduction du milieu de culture, à un 
instant donné de la culture pendant sa phase transitoire ou la phase exponentielle, jusqu'à 
atteindre un volume final souhaité. Ce mode de fonctionnement se caractérise par un volume 
de culture variable. Le mode fed-batch permet d'optimiser la productivité de biomasse et 
d'éviter les effets de limitation des substrats. 
 Mode de culture en continu 
On se place ici dans le cas d’un système à volume constant pour lequel le phénomène de 
soutirage de la culture s'effectue avec un débit similaire à celui de l'alimentation en milieu 
nutritif (cf. figure 2.3). Ce mode de fonctionnement permet de renouveler la culture avec un 
apport continu en substrats nécessaires à la croissance et un soutirage des produits de réaction 
qui pourraient inhiber la croissance.  
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Figure 2.3 : Représentation schématique d'un système de culture de microalgue 
en mode continu  
Le taux de dilution de la culture (noté D) est défini par : 
   
 
 
  (2.3) 
avec F le débit d'alimentation en milieu de culture, égal au débit de sortie du milieu réactionnel  
(Fin = Fout = F) (L. h
1
) ; 
Ainsi, trois cas se présentent durant une culture en mode continu : 
-     : la multiplication cellulaire est supérieure au taux de renouvellement 
de la culture, entraînant une augmentation de la biomasse jusqu'à atteindre un 
état stationnaire pour lequel tous les paramètres intrinsèques de la culture sont 
constants.  
-     : état stationnaire où la perte de cellules induite par le soutirage de la 
culture est exactement compensée par la croissance. 
-     : diminution cellulaire due à une vitesse de multiplication nettement 
inférieure au taux de renouvellement de la culture, ce qui entraîne un 
phénomène de « lessivage ». 
A partir d'un bilan matière appliqué sur le système de culture supposé parfaitement agité, 
on peut obtenir l’équation suivante :  
 
  
   
         (2.4) 
Lorsque l'état stationnaire est atteint, la vitesse de croissance est égale au taux de dilution 
appliqué à la culture et la concentration cellulaire reste stable autour d'une valeur d'équilibre 
(Richmond, 2004). 
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Les différents avantages et inconvénients des modes de fonctionnement sont récapitulés 
dans le tableau suivant : 
Tableau 2.1 : Caractéristiques des différents modes de fonctionnement appliqués à des cultures de 
microalgues, d’après (Chen et Johns, 1995) 
Mode Coût Faisabilité 
technique 
Productivité 
en biomasse 
Effet limitant 
du substrat 
Contamination 
de la culture 
Batch faible simple faible important faible 
Fed-batch moyen moyen moyen moyen moyen 
Continu moyen moyen moyen moyen moyen 
L'optimisation d'un système de culture algale nécessite également la connaissance des 
caractéristiques de chaque système de production existant et la compréhension de l'influence 
des facteurs externes au bioréacteur (température, lumière, pH, etc.) sur la cinétique de 
croissance cellulaire des microalgues. L’étude de l'influence des différents paramètres 
physico-chimiques et biologiques sur les cultures de microalgues et les systèmes de 
production proposés dans la littérature sera détaillée en Annexe A1. 
 
2.3 Modèle retenu dans le cadre de la thèse  
L'objectif principal de la thèse consiste à optimiser les conditions de culture de Chlorella 
vulgaris afin de maximiser l'activité de fixation de CO2. La modélisation du bioprocédé est 
indispensable dans le développement d'observateurs capables d'estimer en temps réel la 
concentration cellulaire à partir des mesures disponibles ainsi que dans la mise en place d'une 
stratégie de commande robuste. Plusieurs types de modèles mathématiques décrivant la 
cinétique de croissance algale ont été proposés dans la littérature faisant intervenir les 
principaux paramètres de culture (lumière, disponibilité de la source de carbone, de l’azote et 
du phosphore, oxygène, etc.). Ces modèles se caractérisent par une complexité plus ou moins 
importante selon le degré de précision de la modélisation souhaitée. L’Annexe A2 dresse un 
état de l’art des modèles de croissance de microalgues. 
Le choix du modèle de croissance doit reproduire le profil d’évolution des mesures 
expérimentales et caractériser le comportement réel de Chlorella vulgaris mise en culture 
dans un photobioréacteur de type air-lift. Le modèle de Nouals (2000) a été retenu au cours de 
ces travaux puisqu’il modélise l’influence des deux paramètres sur la croissance de la 
microalgue que nous avons choisi de prendre en compte, à savoir la lumière et le carbone 
inorganique total (CIT). Ce modèle est de la forme : 
        (
 
    
)  (
         
             
)  (
   
             
) (2.5)  
avec :  
 µmax : vitesse maximale de croissance (h
1
) ; 
 CITcell : concentration en carbone inorganique total disponible par cellule (mol. 10
9
 
cell
1
) ; 
 E : énergie lumineuse accessible par cellule (µE. 109 cell1.s1) ; 
 KE : constante de demi-saturation par la lumière (µE. 10
9
 cell
1
.s
1
) ; 
 KCL: constante de demi-saturation par le carbone inorganique total CIT (mol. 10
9
 
cell
1
) ; 
 KCI : constante d'inhibition par le carbone inorganique total CIT (mol. 10
9
 cell
1
). 
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Ce modèle a une structure mathématique peu complexe, apparentée au modèle de Monod 
(cf. A2.3.1 de l’Annexe A2). Il permet de modéliser la croissance algale en tenant compte de 
l'effet de limitation par la lumière et de l'effet de limitation et d'inhibition par le carbone 
inorganique total CIT. On néglige l’effet limitant par les autres nutriments. Ce modèle fait 
également intervenir la notion d'énergie lumineuse accessible par cellule ou "E" qui permet de 
prendre en considération plusieurs processus relatifs à l'absorption et la diffusion de la 
lumière à travers le photobioréacteur et de rendre compte de façon moyenne de la quantité 
d’énergie lumineuse reçue par chaque cellule. Nous avons opté pour l'utilisation de cette 
variable "E", préférentiellement à l’énergie lumineuse totale qui ne prendrait pas en compte la 
concurrence potentielle des cellules pour la lumière lorsqu’elles sont en forte concentration.  
E est issue de la relation proposée par Krystallidis (1994) : 
   
             
   
 (2.6) 
- V: volume utile du photobioréacteur (m3) ; 
- Ar : surface éclairée du réacteur (m
2
) ; 
- Iin et Iout : intensité lumineuse incidente et sortante, respectivement 
(µE.m
2
.s
1
). 
Ce modèle de croissance nous paraît donc présenter un bon compromis entre une bonne 
représentativité par rapport à deux paramètres fondamentaux, l’énergie lumineuse et le 
carbone ; et la simplicité mathématique permettant une manipulation aisée des expressions 
mathématiques par la suite. En effet, dans le cadre de l’application des outils de l'Automatique 
à ce bioprocédé, il est nécessaire de connaître un modèle du système biologique pour ensuite 
envisager son intégration au sein d’algorithmes permettant d’estimer un des paramètres du 
procédé (phase d’identification), d’estimer des variables du système non mesurées en temps 
réel (observateur) et de développer des stratégies de commande robustes afin de réguler ou 
d’amener le système à un état bien défini. L’élaboration de ce type d’algorithmes n’est 
envisageable qu’en présence d’une complexité relativement faible du modèle choisi, 
particulièrement dans le cas des systèmes biologiques non linéaires. Ainsi, parmi les 
différentes possibilités de modèles mathématiques de croissance de microalgues, et en vue de 
mettre au point des estimateurs et lois de commande robustes, nous avons choisi le modèle le 
plus simple possible, nécessitant un nombre réduit de paramètres à identifier, et donc 
requérant un minimum d’informations et de mesures.   
Le choix de ce type de modèle se justifie également par le fait que la présente étude 
s’intéresse principalement à la culture de microalgues pour la séquestration de CO2. La prise 
en compte de ce dernier se fait via l’étude du carbone inorganique total CIT qui permet une 
meilleure représentativité de la quantité de carbone disponible dans le milieu de culture pour 
la croissance. En effet, le carbone inorganique total permet, en fonction du pH du milieu, 
d’illustrer l’influence des différentes formes du carbone (dioxyde de carbone, ions carbonates 
et bicarbonates) sur la croissance de l’algue. Ceci est d’autant plus important que les 
microalgues sont susceptibles d’avoir une préférence vis-à-vis de l’une des formes du carbone 
présentes dans le milieu réactionnel selon des mécanismes physiologiques propres à l’algue, 
tels que le mécanisme biologique de concentration de CO2 ou « MCC ». La lumière, à travers 
le phénomène de la photosynthèse, présente également un rôle fondamental et un effet 
significatif sur la croissance des microalgues. La disponibilité de la lumière est généralement 
limitante suite à un apport insuffisant de l’énergie lumineuse ainsi qu’à travers la formation de 
biofilm sur la surface du réacteur induisant un phénomène d’auto-ombrage des cellules les 
unes par rapport aux autres. De ce fait, notre choix s’est porté sur un modèle prenant en 
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compte la lumière et le carbone comme principaux facteurs vis-à-vis de la croissance de 
Chlorella vulgaris. Les conditions opératoires de culture ont été choisies de façon à éviter 
l’influence d’autres facteurs susceptibles d’être limitants pour la croissance (détaillés dans 
l’Annexe A1), puisque le modèle ne tient compte que du carbone et de la lumière : 
- Le milieu de culture (Bristol 3 N, détaillé dans l’Annexe A2) est assez riche en 
éléments nutritifs essentiels à la croissance de l’algue (azote, phosphore, soufre, 
microélément, etc.). De ce fait, l'apport de ces éléments est suffisamment important 
pour éviter toute carence pouvant affecter la croissance cellulaire. 
- La température à l’intérieur du réacteur est maintenue à une valeur optimale 
constante de 25° à l’aide d’un système de recirculation d’eau à l’intérieur d’une 
double enveloppe régulée à l’aide d’un thermostat. 
- Le pH de la culture n’est pas régulé durant cette étude mais présente de faibles 
variations autour d’une valeur fixe voisine de 6,3 (1er pK de l’acide carbonique). 
- Enfin et surtout les stratégies de commande envisagées au chapitre V se veulent 
suffisamment robustes pour autoriser l’utilisation de modèles simplifiés, ne capturant 
que les phénomènes influant de façon prépondérante sur l’évolution des algues. 
Par ailleurs, étant donné que la finalité de la culture est de maximiser la consommation du 
CO2 par les algues, la concentration de ce dernier dans le milieu de culture, dans les 
conditions opératoires choisies, sera faible, et donc la culture s’opérera généralement dans la 
phase de limitation en carbone (et non en inhibition). Ainsi, la disponibilité du dioxyde de 
carbone dans le milieu réactionnel est limitante vis-à-vis de l'évolution de la concentration 
cellulaire et de la croissance de l’algue. 
En effet, suite à des essais préliminaires sur le photobioréacteur, nous sommes arrivés à la 
conclusion que du fait des conditions opératoires retenues pour la culture de Chlorella 
vulgaris, les effets d'inhibition par le CIT et par l'oxygène produit étaient négligeables et ne 
présentaient pas d'impact significatif sur la vitesse de croissance de l'algue. La limitation de la 
croissance cellulaire par la lumière et par la source de carbone est donc prédominante par 
rapport aux autres phénomènes. Ainsi, le modèle initialement retenu (équation 2.5) peut être 
simplifié en ne retenant que les termes modélisant les limitations par la lumière et par le CIT. 
La vitesse de croissance de Chlorella vulgaris mise en culture dans un photobioréacteur est 
alors modélisée par l'expression suivante : 
        (
 
    
)  (
   
         
) (2.7)  
avec : 
 E : énergie lumineuse accessible par cellule (µE. 109 cell1.s1) ; 
 CIT : concentration en carbone inorganique total (mmol. L1) ; 
 Les paramètres du modèle (µmax, KE et KCL) : vitesse maximale de croissance (h
1
), 
constante de demi-saturation par la lumière (µE. 10
9
 cell
1
.s
1
) et la constante de limitation 
par le CIT (mmol. 10
9
 cell
1
), respectivement. 
Il est à noter que ce modèle utilise : 
 Un modèle de type Monod ((A2.5) de l’Annexe 2) pour modéliser la limitation de la 
croissance par l’énergie lumineuse accessible par cellule (et donc sa limitation par la 
lumière) ; 
 Un modèle de type Contois ((A2.7) de l’Annexe 2) pour modéliser la limitation de la 
croissance par le carbone inorganique total.  
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L’énergie lumineuse est définie par le modèle de Krystallidis via les relations (2.6). 
Krystallidis (1994) a également établi une corrélation empirique entre l'intensité lumineuse 
sortante du photobioréacteur     , l'intensité lumineuse incidente     et la biomasse  . 
Contrairement à l'intensité lumineuse incidente, l'intensité lumineuse sortante varie avec la 
concentration cellulaire. La littérature ne fournit pas de modèles permettant de lier les deux 
énergies lumineuses à la biomasse. Pour cette raison et du fait de l'importance de la 
connaissance de l'intensité lumineuse sortante en temps réel en vue de son utilisation dans les 
stratégies de commande envisagées, nous avons opté pour la loi proposée par Krystallidis 
(1994). Cette relation est définie comme suit : 
              
   (2.8)  
avec C1 et C2 constantes adimensionnelles. Compte tenu des équations (2.6), (2.7) et (2.8), la 
mise en œuvre de ce modèle nécessitera l’identification de cinq paramètres, C1, C2, µmax, KE et 
KCL. 
2.4 Conclusion 
Grâce à leurs propriétés biochimiques très intéressantes, les microalgues ont donné une 
variété de systèmes de production qui se répartissent essentiellement en deux catégories 
principales. Les systèmes ouverts tout d’abord se caractérisent par une simplicité de 
conception, de faibles coûts d’investissement, mais, en contrepartie, ils ne permettent pas un 
contrôle des conditions de culture et présentent des risques de contamination. Les systèmes 
fermés ou « photobioréacteurs » permettent de remédier aux différents inconvénients des 
systèmes ouverts avec une productivité en biomasse largement supérieure mais avec des coûts 
et des besoins énergétiques beaucoup plus importants.Le choix du modèle est fondamental au 
niveau de l'optimisation et l'automatisation des bioprocédés, pour l'élaboration de stratégies 
d'estimation et de commande robustes afin de maximiser l'activité de fixation de CO2 par les 
algues. Le modèle mathématique proposé par Nouals (2000), ayant une structure simplifiée, 
apparentée à celle d'un modèle de Monod, a été retenu pour nos travaux afin de caractériser le 
comportement d'une culture de Chlorella vulgaris dans un photobioréacteur. Sous l'hypothèse 
d’un photobioréacteur parfaitement agité, qui a été vérifié (cf. Annexe A2), ce modèle 
biologique a été simplifié en négligeant l’effet inhibiteur du carbone, car la disponibilité du 
dioxyde de carbone dans la culture est considérée comme limitante pour la croissance de 
l’algue dans le cas de l’application environnementale considérée. Ce modèle n’est valide que 
dans les conditions de limitation de la croissance des microalgues par la lumière et par le 
carbone. Les autres paramètres environnementaux tels que le pH, la température, l’azote et le 
phosphore intervenant au niveau de la croissance algale ont été supposés non limitantes, et de 
ce fait, leur effet n’a pas été pris en compte dans la modélisation de la cinétique de croissance. 
Durant cette étude, nous avons opté pour un modèle de faible complexité afin de prédire la 
croissance de Chlorella vulgaris dans un photobioréacteur en prenant en compte l’influence 
de deux paramètres limitants : la lumière par l’énergie lumineuse accessible par cellule « E » 
selon une structure mathématique similaire à celle d'un modèle de Monod et le carbone 
inorganique total « CIT », selon une structure de type Contois. Ce choix de faible complexité 
du modèle simplifiera l’étude de ce système (réduction du nombre de paramètre à identifier, 
simplification de la structure des observateurs pour estimer la concentration cellulaire). Le 
prochain chapitre va porter sur l'approche utilisée lors de l'identification des paramètres du 
modèle de la lumière et du modèle de croissance retenu durant cette étude, à partir d'une 
campagne expérimentale de culture de Chlorella vulgaris dans un photobioréacteur, en mode 
batch et continu.  
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3 Identification des paramètres du 
modèle d’évolution de Chlorella 
vulgaris 
 
 
3.1 Introduction 
Les modèles de croissance sont des structures mathématiques utilisées comme des outils de 
représentation et de prédiction de l’évolution des systèmes. Les modèles doivent tenir compte 
des réactions métaboliques et chimiques, des phénomènes hydrodynamiques, du transfert de 
matière entre le gaz et le liquide et des interactions des cellules algales avec les paramètres 
environnementaux. Afin de répondre aux objectifs de commande fixés dans cette étude, la 
structure du modèle doit pouvoir réaliser le meilleur compromis entre simplicité du modèle et 
fiabilité de représentation de la dynamique du système. Nous avons pour cela considéré un 
modèle mathématique de structure simple qui prend en considération l’effet de limitation sur la 
croissance algale de deux paramètres principaux, la lumière et la concentration du carbone 
inorganique total.  
Ce chapitre propose dans une première partie la structure générale du modèle d’évolution du 
système, incluant le modèle de croissance des microalgues et les différentes équations de bilan 
nécessaires. Les parties suivantes sont ensuite dédiées à l’identification de l’ensemble des 
paramètres intervenant dans les équations du modèle, et à leur validation à partir de données 
expérimentales obtenues par des campagnes de culture. Ainsi seront successivement identifiés 
le coefficient de transfert gaz-liquide « kLa » et le rendement de conversion « YX/CIT », essentiel 
à la modélisation de la cinétique de consommation du CIT, ainsi que les paramètres du modèle 
de croissance. 
On trouvera par ailleurs en Annexe A2 la description complète du banc d’essai expérimental 
et des essais préalablement effectués afin de valider le régime d’écoulement du réacteur, 
nécessaire à l’exploitation des bilans de matière. Ce banc d’essai sera de nouveau utilisé par la 
suite pour valider le comportement des observateurs mis en œuvre ainsi que les stratégies de 
commande. 
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Figure 3.1 : Photo du photobioréacteur de 9,6 L utilisé durant cette étude 
3.2 Modélisation du système 
Au cours de la présente étude, nous avons opté pour un modèle de croissance de type non-
structuré et de faible complexité issu des travaux de Nouals (2000). Ce modèle présenté 
précédemment dans la section 2.3, permet de mettre en évidence l’effet de limitation de deux 
paramètres : la lumière et la concentration de carbone inorganique total. La modélisation de la 
culture dans le photobioréacteur fait intervenir des bilans massiques traduisant l’évolution de 
chaque variable du système en fonction du temps en utilisant la cinétique de croissance de 
l’algue, un modèle de transfert gaz-liquide de CO2 et un modèle permettant d’estimer l’énergie 
lumineuse reçue par la culture. 
Suite à la validation de la nature parfaitement agitée de l’écoulement dans le 
photobioréacteur (validation détaillée en Annexe A1), le comportement global du procédé 
biologique est défini grâce aux bilans de matière.  
3.2.1 Equation d’état relative à l’évolution de la biomasse 
L’évolution de la concentration cellulaire, noté X, dans le cas d’un photobioréacteur 
parfaitement agité en mode continu, en fonction du temps, est définie par une équation 
différentielle de la forme suivante : 
   
  
  ⏟
   
        ⏟  
   
      ⏟
   
      ⏟
   
   (3.1) 
où µX est la vitesse de production des microalgues, exprimée en nombre de cellules produites 
par unité de temps et unité de volume de culture. 
avec : 
- µ : vitesse spécifique de croissance (h1) ; 
- X : concentration cellulaire dans le photobioréacteur et à la sortie (109 cell. L1) ; 
- Xin : concentration cellulaire apporté durant la culture avec l’alimentation (10
9
 cell. L
1
) ; 
- V : volume de la culture (L) ; 
- Fin : débit d’alimentation du milieu de culture (L. h
1
) ; 
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- Fout : débit de soutirage du milieu réactionnel (L. h
1
). 
Les différents termes représentent : 
(1) Le nombre de cellules accumulées dans le réacteur par unité de temps ; 
(2) Le nombre de cellules entrant dans le réacteur par unité de temps avec l’alimentation ; 
(3) Le nombre de cellules sortant du réacteur par unité de temps avec le soutirage ; 
(4) Le nombre de cellules produites par unité de temps dans le réacteur. 
Dans le cas d’une culture en mode continu, le volume de la phase liquide dans le 
photobioréacteur reste constant, et les réactions existantes dans le réacteur n’induisent pas de 
changement significatif du milieu de culture, ce qui correspond à un débit d’entrée en milieu de 
culture Fin égal au débit de soutirage en milieu réactionnel Fout, que l’on notera F par la suite. 
D’autre part, au cours de la présente étude, il n’y a pas d’apport supplémentaire de biomasse, 
d’où Xin = 0. Ainsi, l’équation 3.1 devient : 
  
  
  
     
 
 
   (3.2) 
On peut noter que la variation de la concentration cellulaire à l’intérieur du réacteur dépend 
de deux paramètres : l’un opératoire avec le taux de dilution dans le réacteur, défini par le 
rapport entre le débit d’alimentation et le volume utile du réacteur (cf (2.3)) et l’autre 
biologique, dépendant de l’algue mise en culture et défini par la vitesse spécifique de 
croissance « µ ». 
Dans le cas d’une culture en mode batch où les débits d’alimentation et de soutirage sont 
nuls, l’équation 3.2 devient : 
 
  
  
      (3.3) 
3.2.2 Equation d’état relative à l’évolution du carbone inorganique total 
Les différents termes intervenant dans le bilan matière en carbone inorganique total, CIT, 
sont regroupés dans le tableau suivant :  
Tableau 3.1 : Termes intervenant dans le bilan matière en CIT 
Définition Notation Expression 
Mol de carbone inorganique entrant 
avec l’alimentation entre t et t+dt 
[E] F [CIT]in dt 
Mol de carbone inorganique transférées 
de la phase gazeuse entre t et t+dt 
[T] kLa V ([CO2]*-[CO2]) 
Mol de carbone inorganique sortant 
avec le soutirage entre t et t+dt 
[S] F [CIT] dt 
Mol de carbone inorganique 
consommées par la réaction de 
croissance entre t et t+dt 
[C] µ X V/YX/CIT 
Mol de carbone inorganique 
accumulées dans le réacteur entre t et 
t+dt 
[A] V d[CIT] 
 
 
Chapitre III Identification des paramètres du 
modèle d’évolution de Chlorella 
vulgaris 
 
 46 
 
avec : 
- YX/CIT : rendement de conversion du carbone en biomasse (10
9
 cell. mol
1
) ; 
- [CIT]in : concentration du carbone inorganique total dans l’alimentation (mol.L
1
) ; 
- [CIT] : concentration du carbone inorganique total dans le milieu de culture et le 
soutirage (mol.L
1
) ; 
- kLa : coefficient volumique de transfert gaz-liquide de CO2 (h
1
)  
- [CO2]
*
 : concentration de dioxyde de carbone qu’aurait le milieu de culture s’il était en 
équilibre avec la phase gazeuse sortante (mol.L
1
) ; 
- [CO2] : concentration de dioxyde de carbone dissous dans le milieu de culture (mol.L
1
). 
 
Dans le cadre de notre étude, on a supposé que le terme lié au taux spécifique de 
maintenance est négligeable. Le bilan s’écrit donc : 
                       (3.4) 
Dans notre cas où [CIT]in est très faible et le terme [E] est négligeable, la dynamique de 
consommation du carbone inorganique total dans le milieu de culture est définie par une 
équation différentielle de la forme : 
  
      
  
  
   
  
   
 
 
 
                 
          (3.5) 
Dans le cas d’une culture en mode batch où les débits d’alimentation et de soutirage sont 
nuls, la dynamique de consommation du CIT est la suivante : 
 
      
  
  
   
      
            
          (3.6)  
Exprimons maintenant la concentration de CIT en fonction de la concentration de CO2 
dissous. Le dioxyde de carbone gazeux se dissout dans le milieu et s’hydrate en contact avec la 
solution aqueuse pour former l’acide carbonique H2CO3 selon la réaction suivante : 
              
L’acide carbonique est un diacide et sa dissociation se déroule selon deux équations : 
        
      
                                              
     
  
             
 
    
         
                                               
    
   
          
   
 
Chacune de ces réactions de dissociation est caractérisée par une constante d’équilibre K1 ou 
K2, exprimées en considérant que l’activité de chaque élément est égale à sa concentration. 
Ainsi, dans le milieu de culture, on rencontre les trois espèces carbonées en équilibre CO2, 
HCO3
-
 et CO3
2-. L’espèce H2CO3 étant négligée. Chacune de ces espèces présente un domaine 
de prédominance distinct en fonction du pH du milieu (cf. figure 3.2). 
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Figure 3.2 : Fraction molaire des espèces carbonées en fonction du pH à 20°C et à l’équilibre  
(Thiery, 2005) 
La concentration du dioxyde de carbone dissous dépend donc de la concentration du carbone 
inorganique total [CIT] et du pH du milieu de culture selon la relation suivante : 
      
     
                    
                        
       
     (3.7) 
où K1 et K2 représentent les constantes de dissociation de l’acide carbonique caractéristiques des 
relations entre le pH et les espèces carbonées dissoutes et [H
+
] est la concentration en ions hydrogène 
dans le milieu, définie comme suit : 
            
Si la phase liquide est en équilibre avec la phase gazeuse à la pression partielle de CO2 notée 
PCO2, sa concentration [CO2]*est donnée par la loi de Henry :  
      
  
       
 
  
    
 
 (3.8) 
avec : 
- Pt : pression totale de la phase gazeuse, égale à 1 atm ; 
- yCO2 : fraction molaire de CO2 dans la phase gazeuse (sans dimension) ; 
- PCO2 : pression partielle de CO2 dans la phase gazeuse (atm) ; 
- H : constante de Henry pour une température de 25°C (atm. L. mol1). 
3.2.3 Cinétique de croissance de Chlorella vulgaris 
On a vu au chapitre précédent que la vitesse spécifique de croissance considérée durant cette 
étude est principalement influencée par l’énergie lumineuse exprimée en énergie accessible par 
cellule « E » selon une structure apparentée au modèle de Monod et par la concentration de 
carbone inorganique total [CIT] selon un modèle de type Contois. Cette structure, de faible 
complexité, implique un nombre réduit de paramètres, ce qui constitue un réel avantage au 
niveau de l’élaboration de la stratégie de commande pour ce système biologique. Le modèle 
retenu est de la forme : 
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        (
 
    
)  (
   
         
) (3.9) 
avec : 
 E : énergie lumineuse accessible par cellule (µE. 109 cell1.s1) ; 
 CIT : concentration en carbone inorganique total (mmol. L1) ; 
 µmax, KE et KCL : respectivement vitesse maximale de croissance (h
1
), constante de 
demi-saturation par la lumière (µE. 10
9
 cell
1
.s
1
) et constante de limitation par CIT 
(mmol. 10
9
 cell
1
). 
L’énergie lumineuse accessible par cellule « E » est obtenue selon la relation proposée par 
Krystallidis (1994), pour rappel sous la forme : 
   
             
   
 (3.10) 
avec : 
- V : volume utile du photobioréacteur (m3) ; 
- Ar : surface éclairée du réacteur (m
2
) ; 
- Iin et Iout : respectivement intensités lumineuses incidentes et sortantes (µE. m
2
. s
1
). 
L’intensité lumineuse sortante est une variable du système qui doit être déterminée en temps 
réel selon une relation proposée par Krystallidis (1994) et définie rappelons-le comme suit : 
              
   (3.11) 
où C1 et C2 représentent des constantes adimensionnelles qui dépendent de la géométrie du réacteur et 
de la longueur d’onde du spectre lumineux. 
Ces paramètres C1, C2, µmax, KE et KCL  ainsi que ceux intervenant dans les équations de bilan kLa et 
YX/CIT  doivent être identifiés à partir de données expérimentales, cet aspect constitue l’objet des parties 
suivantes.  
3.3 Détermination expérimentale du coefficient de transfert gaz-liquide « kLa » 
kLa est un paramètre physique intrinsèque au réacteur qui permet de quantifier le transfert de 
la phase gazeuse vers la phase liquide. Ce transfert dépend de nombreux paramètres : 
diffusivités de CO2 dans les deux phases, hydrodynamique jouant sur l’épaisseur des films de 
diffusion. Sa détermination a été effectuée par des essais sans présence d’algues, à partir de 
mesures utilisant une sonde présentée en Annexe A2 qui permet de suivre la concentration de 
CO2 dissous dans le liquide. Le fonctionnement est discontinu pour la phase liquide, mais 
continu pour la phase gazeuse (entrée et sortie).  
Un bilan matière sur le dioxyde de carbone dans la phase liquide dans le cas d’un 
fonctionnement batch donne (cf section 3.2.2) : 
                     
              (3.12) 
La phase liquide étant parfaitement agitée (démontré par une étude présentée en Annexe 
A2), on a procédé à plusieurs hypothèses a priori : 
- le transfert de CO2 est limité par la phase liquide (transfert rapide en phase gazeuse) ; 
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- la quantité transférée est négligeable devant la quantité entrante avec le gaz. On 
considère donc que la teneur du gaz à la sortie est la même que celle d’entrée ; 
- la phase gazeuse est parfaitement agitée, ce qui est cohérent avec l’hypothèse 
précédente. 
L’intégration de l’équation 3.12 permet d’obtenir la relation suivante : 
   (
     
        
              
)          (3.13) 
où [CO2]0 est la concentration initiale de CO2 dissous dans la phase liquide (en mmol.L
1
). 
[CO2]
*
 ne varie pas avec le temps compte tenu des hypothèses posées.  
Le protocole expérimental employé pour la détermination du kLa repose sur une méthode 
dynamique. Elle consiste, dans un premier temps, à dégazer le dioxyde de carbone présent dans 
le milieu Bristol 3 N (la composition du milieu de culture utilisé pour la croissance de 
Chlorella vulgaris, est détaillée en Annexe A2) grâce à l’injection en continu d’azote gazeux. 
Lorsque la concentration de CO2 devient très faible, un mélange gazeux d’air et de 5 % de CO2 
est envoyé dans le réacteur avec un débit d’entrée de 2,5 V.V.H (volume de gaz par volume de 
liquide et par unité de temps). Ce débit est celui qui sera utilisé dans les essais, il représente un 
bon compromis entre une bonne efficacité de transfert et une bonne agitation du milieu, 
compatible avec la survie des cellules. Le principe de ce protocole repose sur le suivi de 
l’augmentation de la concentration de dioxyde de carbone dissous jusqu’à la saturation du 
milieu réactionnel, grâce à la sonde à CO2 dissous YSI Biovision 8500 (cf. figure 3.3). 
 
Figure 3.3 : Protocole expérimental de détermination du kLa. 
Rappelons que le résultat affiché par la sonde est la pression partielle de la phase gazeuse 
qui serait en équilibre avec la solution mesurée. La concentration de dioxyde de carbone 
dissous est obtenue grâce à la loi de Henry à la température considérée, soit 25°C (température 
utilisée lors des cultures de Chlorella vulgaris) selon la relation suivante : 
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  (3.14) 
Dans notre cas, la constante de Henry H est égale à 29,41 atm. L. mol1 (Sander, 1999). 
Deux séries d’essais ont été réalisées dans le but de déterminer le coefficient de transfert du 
dioxyde de carbone en présence d’un débit d’aération de 2,5 V.V.H d’un mélange d’air et de 
5 % de CO2. Les résultats expérimentaux sont illustrés par les figures 3.4 et 3.5.  
 
Figure 3.4 : Evolution de la concentration de CO2 dissous en présence d’un débit gazeux de 2,5 V.V.H 
d’un mélange d’air et de 5 % de CO2 
 
Figure 3.5 : Détermination du kLa pour un débit gazeux de 2,5 V.V.H d’un mélange d’air et de 5 % de 
CO2 
 
La figure 3.4 met en évidence la reproductibilité des essais. Les mesures expérimentales des 
coefficients de transfert gaz-liquide sont obtenues à partir des pentes des droites de la 
figure 3.5. Le premier essai permet d’obtenir un kLa de 1,6 h
1
, alors que le second essai 
indique une valeur de 1,2 h
1
. A partir de la moyenne de ces deux valeurs, nous déterminons le 
coefficient de transfert gaz-liquide du dioxyde de carbone sous les conditions opératoires 
retenues durant cette étude, égal à 1,4 h
1
.    
Un deuxième essai a été réalisé en considérant des conditions opératoires proches de celles 
de nos campagnes de culture, à savoir en présence de cellules algales et en mode continu. Cet 
essai a pour principal objectif de valider les résultats précédemment obtenus et de vérifier 
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l’impact de la présence d’algues et des éventuels composés sécrétés par celles-ci dans le milieu  
sur la valeur du kLa. La présence des algues (particules en suspension) est en effet susceptible 
de réduire la turbulence du milieu pour une même énergie d’agitation et donc la taille des 
bulles, ce qui aurait pour conséquence d’affecter le transfert au sein de la culture. La présence 
d’éventuels composés extracellulaires dans le milieu pourrait changer la viscosité de celui-ci en 
influençant le transfert gaz-liquide. Pour ce nouvel essai, les conditions opératoires sont 
identiques à précédemment, à savoir un débit gazeux de 2,5 V.V.H d’air enrichi à 5 % de CO2. 
Le réacteur, contenant des cellules algales inactivées, est alimenté en continu par le milieu de 
culture avec un débit de 0,15 L.h
1
 (un des débits d’alimentation testés au cours de nos 
travaux). L’inactivation des cellules algales, réalisée par un traitement thermique, grâce à 
l’autoclave à 121°C pendant 20 minutes, permet d’éviter toute consommation de CO2 par les 
cellules vivantes. Comme précédemment, le suivi de la concentration de CO2 dissous est réalisé 
par l’intermédiaire de la sonde de CO2 YSI Biovision 8500 (cf. figure 3.6).  
 
Figure 3.6 : Evolution de la concentration en CO2 dissous en présence d’un débit gazeux de 2,5 V.V.H 
d’un mélange d’air contenant 5 % de CO2 et d’algues inactives dans le milieu  
 
Figure 3.7 : Détermination du kLa  pour un débit gazeux de 2,5 V.V.H d’un mélange d’air et de 5 % de 
CO2 et d’algues inactives dans le milieu 
 
A partir de cet essai, la valeur de kLa identifiée est égale à 1,3 h
1
. Cette valeur est assez 
proche de celle obtenue lors de l’essai précédent. On peut donc en déduire que la présence des 
cellules algales n’affecte pas le transfert gaz-liquide à l’intérieur du réacteur et, par conséquent, 
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le coefficient de transfert gaz-liquide du dioxyde de carbone. Pour la suite de l’étude, la valeur 
du kLa est choisie égale à  1,4 h
1 
avec un intervalle de confiance de ± 0,4 h
1
.  
3.4 Identification expérimentale du rendement de conversion « YX/CIT » 
Le rendement de conversion intervient dans la cinétique de consommation du carbone 
inorganique total. C’est un paramètre propre à l’espèce mise en culture, qui traduit l’efficacité 
de conversion du substrat en cellules algales. Il représente la quantité théorique de produit 
formé (biomasse) à partir d’une quantité donnée de réactif (ici, carbone inorganique total). Il 
dépend donc de la nature des composés (substrat, biomasse, etc.) impliqués dans la réaction. Ce 
paramètre est classiquement déterminé lors d’une culture en batch en suivant la consommation 
du substrat et la formation de la biomasse en fonction du temps. La valeur expérimentale du 
rendement de conversion est alors donnée par le rapport entre la quantité de biomasse produite 
(en nombre de cellules par exemple) et la quantité de CIT consommé pour la produire 
(Bassompierre, 2007). 
Le rendement de conversion, exprimé en nombre de cellule par mole de CO2, présente la 
forme générale suivante : 
         
 
                    
  (3.15) 
Au cours de notre étude, le nombre de cellules est mesuré par granulométrie laser (méthode 
comptage détaillée en Annexe A2). Pour déterminer le nombre de moles de carbone qui les 
constituent, on passe par la détermination de la matière sèche, puis avec une mesure de 
composition élémentaire, CHNS, de son pourcentage en carbone. 
Durant deux campagnes expérimentales sous des conditions opératoires optimales (la 
lumière incidente, le pourcentage de CO2 et le débit du mélange gazeux en entrée), des 
prélèvements réguliers ont permis de mesurer : 
- Le nombre de cellules par granulométrie laser (méthode détaillée en Annexe A2) ; 
- La  matière sèche. 
Le protocole expérimental de mesure de la matière sèche algale comporte les étapes 
suivantes :  
- prélèvement d’un volume d’échantillon assez important (entre 50 à 100 mL suivant la 
concentration cellulaire) ; 
- centrifugation à 4000 tr/min pendant 25 minutes ; 
- pesée dans un dessiccateur d’un filtre vierge Whatman de type GF/C (après passage dans 
un four à 105°C) ;  
- récupération du culot de centrifugation, mise en suspension dans l’eau distillée et 
filtration sous vide sur un le filtre précédemment pesé ; 
- séchage du filtre  dans le four à 105°C pendant 24 heures ; 
- pesée finale du filtre après refroidissement dans un dessiccateur. 
La concentration de matière sèche, exprimé en g.L
1
, est obtenue à partir de la différence 
entre les deux pesées : filtre avec culot et filtre vierge. 
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Dans le cadre des deux séries d’essais, on obtient une excellente proportionnalité entre la 
concentration volumique de matière sèche [MS] et le nombre de cellules par unité de volume de 
liquide X, comme on peut le constater sur la figure 3.8. 
 
Figure 3.8 : Détermination du coefficient de corrélation γ : A : culture en continu  
avec un débit F = 0,15 L.h
-1
 – B : culture en continu avec un débit F = 0,12 L.h-1 
Le coefficient de proportionnalité γ est donné par la pente de la droite obtenue en portant 
[MS] en fonction de X. La moyenne des valeurs obtenues donne un coefficient égal à 0,02 g de 
matière sèche par milliard de cellules.  
La quantification du pourcentage massique des éléments (carbone, oxygène, azote, soufre et 
hydrogène) pour un échantillon de microalgue est obtenue grâce à un analyseur élémentaire 
FLASH 2000 séries CHNS/O analyser (Thermo Scientific). Les résultats de l’analyse 
élémentaire d’un échantillon de Chlorella vulgaris sont indiqués dans le tableau 3.2. 
Tableau 3.2 : Composition massique en pourcentage sec d’un échantillon de Chlorella vulgaris 
Eléments Poids sec (%) 
Carbone 49,55 
Oxygène 28,83 
Hydrogène 6,72 
Azote 8,13 
Soufre 0,71 
On obtient donc un pourcentage de carbone de 49,55%, en parfait accord avec les résultats 
de Clément-Larosière (2012), qui indique des pourcentages proches de 50%, dans toutes les 
conditions de culture étudiées. Cette fraction massique sera notée %C.  
Le calcul du rendement YX/CIT repose sur la démarche suivante : 
- le pourcentage massique du carbone %C est défini par :  
        
   
    
   
     
    
 (3.16) 
- MC : masse molaire du carbone, égale à 12 g.mol
1
; 
- nc = nCO2 : nombre de mole de C. 
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A partir de (3.16), la relation 3.15 peut se réécrire de la manière suivante : 
         
   
         
  
  
      
  (3.17) 
On peut déduire, à partir de l’équation (3.17), la valeur expérimentale du rendement de 
conversion « YX/CIT », égale à 1211 milliards de cellules par mol de C. 
3.5 Identification des paramètres du modèle  
Cette phase concerne l’identification proprement dite des paramètres du modèle de 
croissance, qui peut être réalisée soit sur la base des valeurs trouvées dans la littérature, soit à 
partir de mesures expérimentales. Cette phase d’identification paramétrique va se dérouler sur 
deux jeux de paramètres encore inconnus, sachant que YX/CIT et kLa ont été déterminés 
précédemment : 
- paramètres relatifs au modèle de la lumière défini par l’équation (3.11), à savoir 
les deux constantes adimensionnelles C1 et C2 ; 
- paramètres du modèle de croissance défini par l’équation (3.9) et comportant 
trois paramètres inconnus µmax, KE et KCL.  
Les données expérimentales qui vont servir à cette phase d’identification sont issues de 
campagnes de culture de Chlorella vulgaris dans le photobioréacteur de 9,6 L, sous des 
conditions optimale de croissance (les conditions de cultures sont décrites en Annexe A2). 
L’identification est réalisée sous environnement MatlabTM. La démarche entreprise repose sur 
deux étapes : une phase d’identification sur un jeu de données expérimentales contenant 
suffisamment d’informations pour pouvoir assurer une bonne identification des paramètres du 
modèle, suivie d’une phase de validation sur un jeu de données différent de celui utilisé lors de 
l’identification. 
3.5.1 Procédure d’identification des paramètres du modèle de la lumière 
Dans le cadre de l’élaboration de la stratégie de commande envisagée, une première phase 
d’identification des paramètres du modèle relatif à la lumière est nécessaire. Cette modélisation 
concerne l’intensité lumineuse sortante, laquelle est définie par la relation (3.11) : 
              
   
Cette relation peut être réécrite sous forme d’une relation linéaire : 
   (
    
   
)                  (3.18) 
La stratégie suivie consiste à récolter les mesures de la biomasse et des intensités lumineuses 
incidente et sortante d’une culture de Chlorella vulgaris en mode batch sous des conditions 
optimales de culture. L’identification des constantes C1 et C2 repose sur une régression linéaire 
sous environnement Matlab
TM à partir de l’équation (3.18). Les résultats de cette phase 
d’identification sont récapitulés dans le tableau 3.3 ci-dessous. On peut constater, d’après la 
figure 3.9, une qualité satisfaisante de la régression avec un coefficient de corrélation élevé, 
égal à 0,98. Il est à noter que la constante C2 est de signe négatif, ce qui était prévisible puisque 
cela traduit le fait que plus la concentration en biomasse est élevée, moins la lumière traverse le 
réacteur.  
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Tableau 3.3 : Valeurs identifiées des constantes C1 et C2 
Paramètres Valeur Intervalle de confiance à 95% 
C1 0,493 [0,490;0,496] 
C2 -0,925 [-0,926;-0,924] 
  
Figure 3.9 : Identification des coefficients C1 et C2  
Afin de valider les deux constantes identifiées, la figure 3.10 propose une comparaison entre 
l’intensité lumineuse sortante simulée à partir des constantes C1 et C2 identifiées et celle 
mesurée par le photomètre. La figure 3.10 montre que l’intensité lumineuse sortante simulée 
par le modèle, obtenue par l’équation (3.11), reproduit de manière satisfaisante le profil de 
l’intensité lumineuse sortante réel. Ceci permet de valider les valeurs identifiées des 
coefficients C1 et C2.  
 
 
Figure 3.10 : Suivi de l’évolution de l’intensité sortante simulée par le modèle et mesurée 
Dans un deuxième temps, le modèle donnant l’intensité lumineuse sortante identifiée ci-
dessus est validé à partir de données issues d’une nouvelle campagne expérimentale de culture 
de Chlorella vulgaris en mode batch. 
-0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
-5
-4.5
-4
-3.5
-3
-2.5
-2
-1.5
-1
-0.5
0
ln (Biomasse)
ln
 (
C
1
) 
+
 l
n
 (
B
io
m
as
se
)*
C 2
 
 
Modèle
Données expérimentales
R2 = 0,98
0 20 40 60 80 100 120 140 160 180
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Temps (h)
I o
u
t/
I i
n
 
 
Modèle
Données expérimentales
Chapitre III Identification des paramètres du 
modèle d’évolution de Chlorella 
vulgaris 
 
 56 
 
  
 
Figure 3.11: Phase de validation : suivi de l’évolution de l’intensité sortante simulée par le modèle et 
mesurée pour une culture en mode batch  
L’intensité lumineuse sortante calculée à partir de l’équation (3.11) avec les constantes 
identifiés C1 et C2, suit bien l’évolution de l’intensité lumineuse sortante mesurée pour cette 
seconde culture en mode batch (cf. figure 3.11). Les paramètres précédemment identifiés C1 et 
C2 sont donc validés. Ces deux paramètres ne dépendant que de la géométrie du bioréacteur, 
leurs valeurs peuvent être conservées lors de cultures en mode continu. 
3.5.2 Identification paramétrique du modèle de croissance 
La deuxième phase d’identification concerne la cinétique de croissance de Chlorella 
vulgaris. La stratégie suivie consiste à identifier les paramètres du modèle en exploitant les 
mesures expérimentales d’une campagne de culture de l’algue en mode continu sous des 
conditions optimales de croissance. Le choix d’une procédure d’identification sur une culture 
en mode continu est justifié par l’intérêt de modéliser la croissance algale sous des conditions 
similaires à celles considérées lors de l’implémentation de la stratégie de commande envisagée.   
Les conditions de culture et les paramètres choisis durant l’identification sont récapitulés 
dans le tableau 3.4 ci-dessous. 
Tableau 3.4 : Conditions opératoires et paramètres d’identification du modèle de croissance  
Paramètres Valeur Unité 
Iin 90 µE. m
-2
. s
1
 
PCO2 0,05 atm 
V 9,6 L 
Ar 0,31 m
2
 
K1 10
6,35
 sans unité 
K2 10
10,3
 sans unité 
YX/CIT 1211 10
9
 cell. mol
1
 
kLa 1,4 h
-1
 
H 29,41 atm. L. mol
1
 
T 25 ˚C 
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La stratégie d’identification paramétrique du modèle de croissance repose sur une méthode 
d’optimisation par régression non-linéaire selon un critère de moindres carrés non-linéaires, qui 
permet de minimiser l’erreur entre la mesure expérimentale de la concentration de biomasse et 
celle prédite par le modèle selon l’équation (3.2). Dans le cas général, ce critère quadratique de 
minimisation, noté J, est défini par la relation suivante : 
      ∑  (                      )
 
    (                      ) 
 
   (3.19) 
avec : 
- yi, mesuré : vecteur des valeurs mesurées de la concentration de biomasse ;  
- yi, modèle : vecteur des prédictions issues du modèle ;  
- θ : vecteur des paramètres ; 
- N : nombre de points de mesure ; 
- Qi : matrice de pondération. 
La mesure de la concentration de biomasse est réalisée par granulométrie (Annexe A2). 
Cette méthode de comptage donne une erreur de mesure de l’ordre de ±5% (cf. Annexe A2). 
Les intervalles de confiance pour chaque paramètre identifié sont approchés et calculés à 
partir de la matrice d’information de Fisher (Ljung, 1987), définie par l’expression suivante :  
   ∑ [
         
  
]
 
    [
         
  
]     (3.20) 
Les termes 
  
  
 représentent les fonctions de sensibilité des variables de sortie par rapport aux 
paramètres. Elles quantifient la dépendance des valeurs prédites par le modèle vis-à-vis des 
paramètres (Dochain, 2001). La matrice de Fisher représente l’inverse de la matrice de 
covariance des erreurs d’estimation, notée V. Les écarts-type sont les termes diagonaux de la 
racine carrée de la matrice de covariance « √  ». 
     (     )
 
 avec         (3.21)  
L’intervalle de confiance à 95 % pour chaque paramètre est ainsi approché par       . 
Notons enfin que la pondération Qi est souvent choisie égale à l’inverse de la matrice de 
covariance des erreurs de mesure. Dans le cadre de notre étude, les erreurs de mesure ont été 
évaluées à ±5 % de la valeur moyenne des mesures. 
Cette phase d’identification est réalisée sous environnement MatlabTM, exploitant les 
résultats expérimentaux d’une culture en mode continu avec un débit d’alimentation de 
0,15 L.h
1
. 
Pour rappel, la structure choisie du modèle de croissance de l’algue est de la forme : 
        (
 
    
)  (
   
         
) 
Notre démarche consiste à identifier les trois paramètres du modèle (µmax, KE et KCL) à partir 
de la mesure de la concentration de biomasse, en nous basant sur les bilans massiques 
d’évolution de la biomasse et du carbone inorganique total selon les équations différentielles 
suivantes : 
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La simulation de l’évolution des concentrations de biomasse et de carbone inorganique total 
en fonction du temps implique de connaître les différents paramètres du modèle de croissance.  
L’efficacité de la phase d’identification est jugée a posteriori à partir d’une comparaison 
entre les mesures expérimentales des concentrations de biomasse et de CIT et celles simulées 
par le modèle.  
Les valeurs des paramètres du modèle de croissance obtenues après identification sont 
récapitulées dans le tableau 3.5 et les courbes obtenues après identification paramétrique sont 
présentées sur les figures (3.12 et 3.13). Les écarts-types des mesures de biomasse sont 
également représentés (écart type à 5%). 
Tableau 3.5 : Valeurs identifiées des paramètres du modèle  
Paramètres Valeur Unité Intervalle de confiance à 95% 
µmax 1,07 h
-1
 [0,89 ; 1,24] 
KE 0,08 µE. s
1
. 10
9
 cell
1
 [0,07 ; 0,09] 
KCL 3,8 mmol. 10
9
 cell
1
 [3.1 ; 4.5] 
 
 
Figure 3.12 : Phase d’identification : évolution de la concentration cellulaire simulée  
et mesurée pour une culture en mode continu 
D’après la figure 3.12, les résultats d’identification sont tout à fait pertinents et satisfaisants. 
La dynamique d’évolution de la concentration cellulaire est bien représentée par le modèle. Le 
modèle de croissance permet ainsi de reproduire la croissance réelle des microalgues mises en 
culture dans le photobioréacteur. Ces résultats permettent de validerles valeurs des paramètres 
identifiés du modèle de croissance. On peut également noter l’efficacité de la méthode de 
régression non-linéaire appliquée durant cette phase d’identification. 
La figure 3.13 permet de comparer les valeurs de la concentration de CIT calculées à partir 
du modèle et celles mesurées expérimentalement. Les résultats obtenus montrent une bonne 
adéquation entre les allures des deux courbes. Le modèle, à travers les paramètres 
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précédemment identifiés µmax, KE et KCL, permet donc également de reproduire de façon 
satisfaisante l’évolution de la concentration de carbone inorganique total dans le milieu.  
Les résultats de cette phase d’identification, utilisant des données de culture de Chlorella 
vulgaris en mode continu nous ont permis d’obtenir des valeurs de paramètres de modèle µmax, 
KE et KCL capables de modéliser efficacement la croissance de l’algue dans un photobioréacteur 
et, par conséquent, de reproduire l’évolution des variables du système. 
 
Figure 3.13 : Phase d’identification : évolution de la concentration de CIT simulée  
et mesurée pour une culture en mode continu     
3.5.3 Validation du modèle de croissance 
Le paragraphe précédent a permis d’identifier les paramètres du modèle à partir d’un jeu de 
données spécifiques. Ce modèle doit être désormais validé à partir d’un jeu de données 
expérimentales différent de celui ayant été utilisé pour l’identification. Cette phase de 
validation est essentielle, car elle permet de garantir l’efficacité du modèle pour la prédiction de 
l’évolution des variables du système dans le photobioréacteur, prédiction nécessaire 
ultérieurement dans le cadre de ce travail. 
Le modèle de croissance choisi durant cette étude a été validé sur des jeux de données 
expérimentales issues de quatre cultures différentes : deux cultures en mode batch et deux 
cultures en mode continu avec des débits d’alimentation différents. Cette validation repose sur 
la comparaison entre les résultats simulés à partir du modèle obtenu précédemment et les 
mesures expérimentales collectées durant les campagnes de culture. 
3.5.3.1 Validation avec des cultures en mode batch 
Une première phase de validation du modèle de croissance consiste à utiliser des données 
mesurées à partir de deux campagnes de culture de Chlorella vulgaris en mode batch sous les 
mêmes conditions opératoires que celles considérées lors de la phase d’identification. Seules 
les données expérimentales issues de la phase exponentielle de cultures sont considérées durant 
cette phase de validation, car elles permettent de travailler dans des conditions opératoires 
optimales, ce qui est plus représentatif pour l’identification ou la validation d’un modèle de 
croissance. 
Les figures (3.14 à 3.17) présentent une comparaison entre les résultats (concentration 
cellulaire et CIT) simulés à partir du modèle et les mesures expérimentales de ces variables.  
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Figure 3.14 : Phase de validation : évolution de la concentration cellulaire simulée  
et mesurée pour une culture en mode batch (culture 1)   
 
Figure 3.15 : Phase de validation : évolution de la concentration de CIT simulée  
 et mesurée pour une culture en mode batch (culture 1)    
 
Figure 3.16 : Phase de validation : évolution de la concentration cellulaire simulée  
et mesurée pour une seconde culture en mode batch (culture 2)   
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Figure 3.17 : Phase de validation : évolution de la concentration de CIT simulée  
et mesurée pour une seconde culture en mode batch (culture 2)  
   
L’erreur moyenne de prédiction de la concentration cellulaire est de 4,11 109 cell. L1 pour 
la culture 1, avec un maximum d’erreur de 20%. Dans le cas de la culture 2, l’erreur est de 1,48 
10
9
 cell. L
1
 avec une erreur maximale de 17%.  
Les résultats de validation pour ces deux cultures en mode batch sont satisfaisants. Les 
dynamiques d’évolution de la biomasse et de la concentration de carbone inorganique total sont 
en général bien reproduites par le modèle identifié. Cependant, concernant le cas de la figure 
3.17, un biais a été constaté pour la concentration du CIT entre les valeurs simulées et les 
mesures. Ce biais peut être dû aux incertitudes liées aux mesures du carbone inorganique total 
(erreur de mesure de la sonde à CO2 ou éventuelle dérive de la mesure durant cette culture).  
Ainsi, les premiers résultats de validation, sur des cultures batch, permettent d’obtenir une 
très bonne modélisation de la croissance de l’algue permettant de reproduire efficacement 
l’évolution des variables d’état du système. 
3.5.3.2 Validation avec des cultures en mode continu 
L’efficacité du modèle de croissance a été analysée à partir d’une nouvelle série de données 
expérimentales, correspondant à deux campagnes de culture en mode continu. Seules les 
mesures provenant de la phase transitoire des cultures sont considérées, tout en évitant la phase 
de formation de biofilm.  
Les figures (3.18 et 3.19) donnent les résultats pour une culture en mode continu avec un 
débit d’alimentation de 0,15 L.h1. L’erreur moyenne de prédiction de la concentration 
cellulaire est de 0,38 10
9
 cell. L
1 
avec un maximum de 2%. 
Les figures (3.20 et 3.21) présentent la validation du modèle identifié sur un autre jeu de 
données, correspondant aux mesures expérimentales d’une campagne de culture de Chlorella 
vulgaris en mode continu avec un débit d’alimentation de 0,12 L.h1. L’erreur moyenne de 
prédiction de la concentration cellulaire est de 0,97 10
9
 cell. L
1 
avec un maximum de 9%. 
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Figure 3.18 : Phase de validation : évolution de la concentration cellulaire simulée  
et mesurée pour une culture en mode continu avec un débit d’alimentation  
de 0,15 L.h
1
   
 
Figure 3.19 : Phase de validation : évolution de la concentration de CIT simulée et mesurée 
 pour une culture en mode batch avec un débit d’alimentation de 0,15 L.h1     
 
Figure 3.20 : Phase de validation : évolution de la concentration cellulaire simulée  
 et mesurée pour une culture en mode continu avec un débit d’alimentation 
de 0,12 L.h
1
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Figure 3.21 : phase de validation : évolution de la concentration de CIT simulée et mesurée 
pour une culture en mode continu avec un débit d’alimentation de 0,12 L.h1     
 
Les résultats de validation, dans le cas de cultures en continu, sont très satisfaisants et 
confirment les résultats précédemment obtenus en mode batch. Le modèle, à partir des 
paramètres identifiés µmax, KE et KCL, permet de reproduire efficacement la dynamique réelle de 
la concentration cellulaire pour une culture de Chlorella vulgaris ainsi que celle du carbone 
inorganique total. 
Nous pouvons donc valider les paramètres identifiés µmax, KE et KCL, d’une part, et confirmer 
l’adéquation du modèle paramétrique choisi durant cette étude, d’autre part. Ainsi, le modèle 
obtenu permet de caractériser la croissance de l’algue mise en culture dans le photobioréacteur 
en mode batch et/ou en mode continu sous des conditions optimales de croissance. De même, 
cette modélisation de la croissance permet de reproduire l’évolution des variables d’état du 
système étudié, à savoir la concentration de biomasse et la concentration de carbone 
inorganique total. 
3.6 Conclusion 
Dans le cadre du développement de la stratégie d’estimation et de loi de commande robuste, 
un modèle de croissance a été mis au point pour prédire l’évolution des variables d’état au sein 
du photobioréacteur. Une étude préliminaire détaillée en Annexe A2 a permis de valider 
l’hypothèse concernant le régime d’écoulement au sein du réacteur utilisé durant nos 
campagnes expérimentales, permettant d’exploiter simplement les bilans de matières. Il a alors 
été possible de déterminer expérimentalement le coefficient de transfert gaz-liquide « kLa » et 
le coefficient de rendement de conversion de CIT en biomasse « YX/CIT », nécessaires à la 
simulation de la cinétique de consommation de CIT. 
Des campagnes expérimentales de culture de Chlorella vulgaris en mode batch et continu 
dans le photobioréacteur de 9,6 L, sous des conditions optimales de culture, ont permis de 
constituer des bases de données servant à identifier et à valider les paramètres du modèle de 
lumière et du modèle de croissance de l’algue. Le modèle de croissance établi présente 
l’avantage d’être de faible complexité, impliquant un nombre réduit de paramètres et 
permettant de décrire l’effet de la limitation de la lumière et du carbone sur la croissance algale. 
L’identification paramétrique a été menée à partir d’une régression non-linéaire de données 
issues d’une culture en continu. Les phases d’identification et de validation ont permis 
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d’aboutir à une modélisation de la dynamique réelle de la culture de Chlorella vulgaris qui se 
révèle satisfaisante. Les paramètres issus de l’identification sont récapitulés dans le tableau 3.6. 
 
Tableau 3.6 : Paramètres du modèle de lumière et de croissance de Chlorella vulgaris mise en 
culture dans un photobioréacteur de 9,6 L 
Paramètres Valeur Unité Intervalle de 
confiance à 95% 
C1 0,493 sans unité [0,490;0,496] 
C1 -0,925 sans unité [-0,926;-0,924] 
µmax 1,07 h
1
 [0,89 ; 1,24] 
KE 0,08 µE. s
1
. 10
9
 cell
1
 [0,07 ; 0,09] 
KCL 3,8 mmol. 10
9
 cell
1
 [3.1 ; 4.5] 
 
La validation du modèle représente une étape fondamentale pour le développement d’un 
observateur des états non mesurés et la mise en place d’une stratégie de commande robuste vis-
à-vis des incertitudes de modélisation. Le chapitre suivant va permettre d’exploiter ce modèle 
d’évolution comme outil dans la synthèse d’observateurs pour estimer la concentration de 
biomasse à partir des mesures disponibles, à savoir la mesure de la concentration de carbone 
inorganique total et des variables physiques (pH, lumière,…). En effet, le modèle proposé 
précédemment ne peut être utilisé directement pour estimer la concentration de biomasse, par 
simulation simple, car ce modèle n’est valable que pour les campagnes de mesures exposées 
précédemment. Il s’avère nécessaire de corriger la valeur prédite par ce modèle du fait 
essentiellement que les microalgues étant des microorganismes vivants, leurs caractéristiques 
peuvent évoluer dans le temps (mutation, formation de biofilm, stress,…). Aussi, il s’avère 
nécessaire de concevoir des estimateurs, basés sur le modèle présenté précédemment, pour 
donner une estimée fiable de la concentration algale.  
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4 Estimation de la concentration en 
biomasse 
 
4.1 Introduction 
Après validation du modèle de croissance, la principale difficulté de la commande de 
procédés biologiques réside dans l’insuffisance de capteurs physiques capables de mesurer, en 
ligne, les différentes variables décrivant la dynamique du système dans le bioréacteur. Par 
exemple, la concentration cellulaire, nécessaire pour caractériser le comportement du système 
de culture, est difficilement mesurable en temps réel, et même hors-ligne. En effet, très peu de 
capteurs physiques sont capables de suivre, en temps réel, la densité cellulaire à l’intérieur d’un 
bioréacteur. Ils présentent des limitations d’utilisation relatives à leur coût élevé, à la technique 
d’analyse (destruction de l’échantillon, fiabilité des mesures en présence de perturbations liées 
aux conditions hydrodynamiques à l’intérieur du bioréacteur…) et à la maintenance requise 
pour un suivi en temps réel (étalonnage et procédure de stérilisation). Une solution alternative 
consiste à estimer l’état non mesuré au travers de la synthèse d’observateurs et à partir des 
mesures disponibles. Le principe de ce « capteur logiciel » repose sur la combinaison des 
mesures disponibles en temps réel et du modèle mathématique du système afin d’estimer une 
partie ou l’ensemble des variables d’état.  
Un observateur est un système dynamique qui permet de reconstruire les variables d’état non 
mesurées à partir des entrées, des mesures et du modèle mathématique choisi (cf. figure 4.1). 
 
Figure 4.1 : Principe d’un observateur 
A partir d’une commande, notée u, l’observateur permet de corriger l’écart entre les sorties 
mesurées du système, y, et les prédictions du modèle  ̂. L’observateur fournit  ̂ l’estimation de 
l’état réel du système  . 
Soit le système décrit par sa représentation d’état : 
    {
 ̇                       
        
  (4.1) 
Système        
(𝑥  
Observateur 
(𝑥  
𝑦 𝑢 
𝑥 
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Si ce système est observable (le rappel de la notion d’observabilité est donné en Annexe 
A3), alors il est possible de reconstruire ses états à partir des mesures, de la commande 
appliquée et de son modèle dynamique. L’observateur a généralement la forme suivante : 
    {
 ̇̂   ̂  ̂         ̂    ̂ 
 ̇̂     ̂     
   ̂     
 (4.2)  
avec  ̂ l’état de l’observateur. Ainsi, une estimée de l’état est obtenue en considérant une 
dynamique approchant la dynamique réelle, corrigée via un terme qui dépend de l’écart entre la 
mesure et la prédiction de la sortie. Cette fonction de correction   est généralement choisie 
comme étant un gain multiplié par l’erreur d’estimation :    ̂    ̂        ̂ . Ce gain   
peut être fixe (observateur de Luenberger) ou variable (filtre de Kalman). Il est choisi 
idéalement ajustable pour accélérer la convergence de l’observateur. 
Ce chapitre est consacré à l’estimation de la concentration de biomasse par l’intermédiaire 
de différentes stratégies d’observateurs. Une première partie dresse un état de l'art des 
stratégies d’estimation de la biomasse rencontrées dans le domaine des biotechnologies algales. 
Trois types d’estimateurs sont ensuite présentés et détaillés : le filtre de Kalman étendu, 
l’observateur asymptotique et l’observateur par intervalles. A l’aide de simulations, l’efficacité 
et la robustesse de ces capteurs logiciels sont analysées vis-à-vis de la qualité et des incertitudes 
sur le modèle et les mesures. La validation de ces observateurs est enfin réalisée à partir de 
campagnes expérimentales de culture de Chlorella vulgaris en mode continu, sous des 
conditions optimales de croissance. 
4.2 Etat de l’art  
Plusieurs stratégies d’estimation ont été proposées depuis 1960 pour les procédés 
biologiques (Bernard et Gouzé, 2002 ; Bogaerts et Vande Wouwer, 2003 ; Chéruy, 1997). Elles 
s’intéressent à la capacité de prendre en compte l’erreur de mesure dans la structure de 
l’observateur, à la nécessité d’un modèle représentant correctement les différentes cinétiques de 
réaction dans le bioréacteur, à la nature mathématique de l’observateur (fondé sur une 
approximation linéaire locale ou sur une théorie non-linéaire) et à la vitesse de convergence 
(fixée arbitrairement ou imposée par les conditions de culture) (Bogaerts et Vande Wouwer, 
2003). On distingue généralement trois classes d’observateurs : 
Observateurs exponentiels : cette classe d’observateurs permet de reconstruire les variables 
d’état non mesurées à partir des mesures disponibles et de la connaissance de la cinétique de 
réaction. La vitesse de convergence est dictée par le réglage des gains de l’observateur. La 
principale limitation de cette classe réside dans la dépendance de l’efficacité d’estimation vis-à-
vis de la qualité du modèle (Bogaerts et Vande Wouwer, 2003). On distingue, parmi les 
observateurs exponentiels, l’observateur de Luenberger étendu (Bastin et Dochain, 1990), le 
filtre de Kalman étendu (Bastin et Dochain, 1990), les observateurs à horizon fuyant (Bogaerts 
et Hanus, 2001) et les observateurs à grand gains (Gauthier et al., 1992). 
Observateurs asymptotiques : cette classe représente les observateurs en boucle ouverte, qui 
utilisent une partie de la connaissance du modèle pour l’estimation de l’état non mesuré, 
remplaçant la partie non connue par les mesures disponibles en temps réel (Bastin et Dochain, 
1990 ; Bogaerts et Vande Wouwer, 2003). De ce fait, la structure de l’observateur 
asymptotique ne présente pas de terme correctif entre l’estimée et la mesure. Cette classe ne 
présente pas de dépendance vis-à-vis de la qualité du modèle biologique, mais sa vitesse de 
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convergence est fixée par les conditions opératoires, principalement le taux de dilution (défini 
par le rapport entre le débit d’alimentation et le volume utile de la culture). Une des études de 
référence des observateurs asymptotiques appliqués aux bioprocédés est celle de Bastin et 
Dochain (1990). 
Observateurs hybrides : cette classe permet de combiner les avantages des observateurs 
asymptotiques (robustesse vis-à-vis de la connaissance des cinétiques de croissance) et 
exponentiels (vitesse de convergence ajustable) (Bogaerts et Vande Wouwer, 2003). Le 
développement de ces observateurs repose sur la définition d’un intervalle de confiance au 
niveau de la structure du modèle biologique (Hulhoven et al., 2006). Selon cet intervalle, 
l’observateur hybride va osciller entre deux cas limites : une structure similaire à celle d’un 
observateur exponentiel dans le cas où le modèle est supposé parfaitement connu et une 
structure proche d’un observateur asymptotique lorsque le modèle ne permet pas de traduire 
efficacement les cinétiques de réaction (Bogaerts et Vande Wouwer, 2003). 
Très peu d’études sur les stratégies d’estimation de cultures de microalgues ont été 
répertoriées dans la littérature. Les principales approches utilisées sont les suivantes : 
Observateur à grand gain : Une étude a permis de valider le modèle biologique de Droop 
(Droop, 1968) pour une culture de phytoplancton avec mise au point d’un observateur à grand 
gain pour l’estimation de la concentration de biomasse, de la concentration du substrat et du 
quota cellulaire en azote (Bernard et al., 1998). Un observateur non-linéaire à grand gain a été 
testé par Bernard et ses collaborateurs (2001) pour une culture de la souche autotrophique 
chlorophycée Dunaliella tertiolecta. Cet observateur a été développé à partir du modèle de 
Droop sous des conditions de limitation en azote, afin d’estimer la concentration cellulaire, la 
concentration d’azote et le quota cellulaire interne d’azote de l’algue.  
Filtre de Kalman : Un filtre de Kalman étendu a été utilisé dans le cas de cultures en batch et 
en continu, de la souche Porphyridium purpureum pour estimer la concentration de biomasse à 
partir de la mesure de la concentration de carbone inorganique total (Becerra et al., 2008). Cet 
observateur a été développé à partir d’un modèle qui prend en compte l’effet de limitation par 
la lumière et par le carbone inorganique total. Une extension de ces travaux a porté sur une 
structure alternative du filtre de Kalman « unscented Kalman filter ou UKF ». (Marafioti et al., 
2009). Li et al. (2003) ont développé un filtre de Kalman étendu pour une culture de Dunaliella 
salina à partir de mesures de l’intensité lumineuse, en considérant un modèle de croissance qui 
prend en compte les limitations par la lumière et d’inhibition par l’oxygène dissous. Deux 
structures, une classique et une adaptative, ont été testées pour l’estimation de la concentration 
de biomasse, de la concentration d’oxygène dissous et de l’intensité lumineuse moyenne 
absorbée. Une étude similaire a porté sur une stratégie d’estimation basée sur un filtre de 
Kalman étendu appliquée à la culture de Dunaliella salina (Su et al., 2003). Cet observateur a 
permis d’estimer la concentration de biomasse, la vitesse spécifique de croissance, la 
concentration d’oxygène dissous et la concentration de phosphate à partir des mesures de 
l’intensité lumineuse incidente.  
Observateur à horizon fuyant : cet observateur a été appliqué à une culture en continu de 
Dunaliella tertiolecta (Goffaux et Vande Wouwer, 2008). La robustesse de cet observateur a 
été analysée au niveau de l’estimation de la concentration de biomasse, de la concentration 
d’azote et du quota cellulaire interne en azote, en présence d’incertitudes des paramètres du 
modèle de Droop.  
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Observateur par intervalles : Goffaux et son équipe (2009a) ont implanté une structure 
continue-discrète de l’observateur par intervalles pour la culture de microalgues. 
L’optimisation de cette démarche (par transformation non-linéaire de l’état, par la notion de 
groupe d’intervalles, et par la réinitialisation fréquente avec la meilleure prédiction) a été 
validée expérimentalement, pour des cultures batch de l’espèce Isochrysis galbana sous des 
conditions de photo-périodicité pour l’estimation de la concentration de biomasse, de la 
concentration d’azote et du quota cellulaire de l’azote à partir de la mesure de la concentration 
de carbone organique. Par ailleurs, ils ont également validé cette approche pour des cultures en 
continu de Dunaliella tertiolecta, pour l’estimation de la concentration de biomasse, de la 
concentration d’azote et du quota cellulaire de l’azote à partir des mesures de la concentration 
de nitrate (Goffaux et al., 2009b). D’autres auteurs ont exploité cette démarche pour estimer la 
vitesse de croissance de Dunaliella tertiolecta mise en culture dans un bioréacteur en mode 
continu (Mairet et Bernard, 2009). 
Observateur à entrée quasi inconnue : Rocha-Cózatl et Vande Wouwer (2011) ont proposé 
une stratégie d’estimation qui permet de reconstruire la concentration d’azote inorganique et le 
quota cellulaire interne en azote à partir d’un modèle de Droop et des mesures du biovolume 
(volume des cellules dans un volume donné de milieu de culture) disponibles en temps réel, en 
présence de variations inconnues de l’entrée du système (taux de dilution). Cet observateur a 
été testé pour une culture en continu de Dunaliella tertiolecta. 
Notre étude sera consacrée à l’analyse de l’efficacité et de la robustesse de trois types 
d’observateurs : le filtre de Kalman étendu, l’observateur asymptotique et l’observateur par 
intervalles pour l’estimation de la concentration de biomasse de Chlorella vulgaris à partir des 
mesures de la concentration de carbone inorganique total disponibles en temps réel (via des 
mesures en temps réel de la concentration en CO2 dissous). Ainsi, le but est de comparer des 
structures d’observateurs fréquemment rencontrés dans la littérature (à savoir observateurs 
exponentiel, asymptotique et hybride), afin de choisir la mieux adaptée pour notre application, 
en vue du développement d’une loi de commande robuste vis-à-vis des incertitudes sur le 
modèle.  
4.3 Filtre de Kalman 
4.3.1 Principe 
Le filtre de Kalman permet d’estimer l’état du système à partir de ses valeurs passées, des 
commandes appliquées et des mesures. Cette approche a été initiée par Kalman (1960) dans le 
cas de système de modèle discret et par Kalman et Bucy (1961) dans le cas de système de 
modèle continu. Elle consiste à minimiser la variance de l’erreur d’estimation et présente 
comme avantage l’utilisation d’une structure de rétroaction : une phase de prédiction de l’état 
du système et une phase de correction de la valeur prédite, à partir des mesures (Lewis et al. 
2008, Casasolan et al., 2010). 
Il existe différents types de filtre de Kalman, selon la nature de la dynamique du système 
(continue ou discrète, linéaire ou non), et des mesures (discrètes ou en continu). Dans le cas du 
système étudié, les mesures sont disponibles à des périodes d’échantillonnage importantes. De 
ce fait, nous nous sommes orientés vers des filtres de Kalman prenant en compte des mesures 
discrètes. D’autre part, le bioréacteur étant continu, il faut considérer des filtres de Kalman 
adaptés pour des dynamiques continues. Cependant, puisque le système évolue lentement, il est 
possible de discrétiser sa dynamique et de considérer un système discret avec des mesures 
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discrètes (ce qui simplifie l’implantation expérimentale). Enfin, les équations du filtre de 
Kalman changent selon que la dynamique est linéaire (sections 4.3.1.1) ou non-linéaire (section 
4.3.1.2). Les paragraphes suivants présentent les équations du filtre dans ces deux cas. 
 
Figure 4.2 : Principe du filtre de Kalman  
4.3.1.1 Filtre de Kalman discret 
Dans le cas d’un système linéaire discret et observable modélisé par la représentation d’état : 
 {
                 
          
 (4.3) 
où k est l’indice temporel,   est l’état, u la commande, y la mesure, (A,B,C) la 
représentation d’état à l’instant k.           représentent des bruits blancs gaussiens, non 
corrélés, de matrices de variance respectives         . Ces bruits sont appelés respectivement 
bruit d’état et bruit de mesure. Ils permettent de modéliser la confiance que l’on a dans le 
modèle du système pour l’un, et la qualité de la mesure pour l’autre.  
Le filtre de Kalman repose sur une démarche de prédiction-correction par la mesure 
(cf. figure 4.2). Ses équations sont alors données par les relations suivantes. 
- Phase d’initialisation  
         ̂                     ̂       ̂  
      
où P0 représente la matrice de covariance de l’erreur d’estimation,   l’espérance 
mathématique et    l’état à l‘instant initial et  ̂  son estimée. 
- Phase de prédiction entre les instants k-1 et k : prédiction « a priori » de l’état, noté  ̂ 
 , 
en utilisant le modèle, et de la matrice de covariance de l’erreur de prédiction,   
  : 
  ̂ 
       ̂             (4.4) 
   
               
       (4.5) 
- Phase de correction : mise à jour de la prédiction à partir de la mesure    afin d’obtenir 
l’estimation « a posteriori » notée  ̂  et la matrice de variance de l’erreur d’estimation, Pk 
               
  (4.6) 
      
   
 (    
   
    )
  
 (4.7) 
  ̂   ̂ 
           ̂ 
   (4.8) 
Prédiction 
Correction 
Mesures 
Initialisation 
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Il est à noter par ailleurs que ces équations restent valables dans le cas d’un système discret, 
avec des mesures disponibles à un pas d’échantillonnage plus élevé que celui du système.  
4.3.1.2 Filtre de Kalman étendu discret 
Soit le système dynamique non linéaire décrit par la relation suivante : 
 {
                                 
           
 (4.9) 
où les fonctions f et h sont non-linéaires en l’état. Les bruits wk et vk sont supposés blancs 
gaussiens, non corrélés, de matrices de variance Qk et Rk respectivement. 
Le filtre de Kalman étendu discret appliqué à ce système est une extension du filtre de 
Kalman discret dans le cas linéaire. Il consiste à linéariser les équations autour des trajectoires 
estimées, et donc à déterminer un système discret linéaire pour lequel un filtre de Kalman 
discret linéaire est appliqué. Les équations finalement obtenues sont les suivantes. 
- Phase d’initialisation  
         ̂                     ̂       ̂  
      
- Phase de prédiction (entre k-1 et k)  
  ̂ 
     ̂               (4.10) 
   
               
       (4.11) 
où la matrice Ak-1 est obtenue en linéarisant la dynamique autour du point d’estimation 
courant  ̂ , soit  :  
       
  
  
|
   ̂   
                 (4.12) 
- Phase de mise à jour à l’instant k : correction de la prédiction à partir de la mesure 
      
   
 (    
   
    )
  
 (4.13) 
  ̂   ̂ 
           ̂ 
   (4.14) 
      
        
  (4.15) 
où la matrice Ck est donnée par : 
     
     
  
|
   ̂ 
 
                 (4.16) 
4.3.2 Application au système étudié 
Le système étudié présente les caractéristiques suivantes : 
- Un modèle d’évolution non-linéaire, de dynamique assez lente, 
- Des mesures de concentrations de CIT disponibles à des intervalles temporels 
importants (toutes les 5 minutes). 
De ce fait, la version du filtre de Kalman retenue est le filtre de Kalman étendu discret. Le 
modèle dynamique a été discrétisé avec une méthode approchée de type Euler. Cette 
approximation est valide étant donné que la dynamique du système est assez lente.  
Il est donc possible d’obtenir une représentation discrète du bioprocédé, en discrétisant les 
états à la période d’échantillonnage    : 
                        
              
  (4.17) 
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où X et [CIT] sont respectivement les concentrations de biomasse et de carbone inorganique 
total.  
Les mesures sont supposées disponibles selon un pas d’échantillonnage  , tel que     .  
 
                       (4.18) 
Le fait de considérer un pas de discrétisation du modèle plus fin que celui des mesures 
permet d’améliorer la précision de la prédiction des états par le filtre.  
Partant du modèle décrit lors du chapitre précédent, la dynamique du système est alors 
définie par le système discret non-linéaire suivant (par application de la méthode d’Euler à la 
dynamique continue donnée par (3.2) et (3.5)) : 
 
    {
                      
                  ( 
     
      
                     
         )
 (4.19) 
D désigne le taux de dilution, défini par D=F/V. 
Le filtre de Kalman étendu discret peut donc être appliqué, en ajoutant des bruits additifs 
fictifs d’état et de mesures à     , similairement à l’équation (4.9). La structure du filtre 
obtenue est résumée par la figure 4.3. Le filtre est constitué des équations (4.10) à (4.16), 
appliquées au système     .  
 
Figure 4.3 : Structure retenue pour le filtre de Kalman  
 
 D’autre part, pour simplifier l’étude, les bruits de mesure sont supposés stationnaires, et 
donc leurs matrices de variance sont constantes :  
        
         
 Le filtre de Kalman étendu peut présenter des problèmes de convergence, selon les valeurs 
données aux matrices Q et R. Elles seront donc choisies empiriquement (par essais/erreurs) 
pour garantir une vitesse de convergence acceptable, tout en assurant la stabilité du filtre. La 
matrice de covariance de l’erreur de prédiction est quant à elle est initialisée en fonction de la 
précision sur la concentration initiale de biomasse et de la mesure de [CIT].  
4.3.3 Mise en œuvre en simulation 
Les performances du filtre de Kalman étendu sont analysées en simulation, les paramètres et 
conditions expérimentales sont récapitulés dans le tableau 4.1 ci-dessous. Les temps 
Bioréacteur 
(𝑋  𝐶𝐼𝑇    
Observateur 
Kalman
 𝑋𝑘   𝐶𝐼𝑇𝑘   
 𝐶𝐼𝑇  𝐷 
𝑋𝑘   𝐶𝐼𝑇𝑘  
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d’échantillonnage sont :         pour la dynamique et          pour les mesures. La 
concentration en CIT est exprimée en mmol.L
-1
 et la biomasse en 10
9
 cell.L
-1
. 
Tableau 4. 1 : Paramètres de simulation  
Paramètres Valeur Unité 
Iin 90 µE. m
-2
. s
-1
 
PCO2 0,05 atm 
pH 6 sans dimension 
V 9,6 L 
Ar 0,31 m
2
 
YX/CIT 1211 10
9
 cell. mol
-1
 
kLa 1,4 h
-1
 
H 29,41 atm. L. mol
-1
 
X0 20 10
9
 cell.L
-1
 
       [CIT]0 2 mmol.L
-1
 
Un bruit blanc gaussien est appliqué à la mesure de la concentration de CIT, avec un écart 
type de 1% (valeur donnée par le constructeur de la sonde de CO2 utilisée sur le banc). Afin 
d’améliorer la qualité des mesures, il est possible de filtrer la mesure. Nous avons opté pour la 
technique de filtrage proposée par Choi et al. (2009). Elle consiste à estimer un signal à partir 
d’un calcul intégral, ce qui présente l’avantage d’une moins grande sensibilité aux bruits : 
      
 
  
∫                 
 
 
 
T représente la largeur de la fenêtre temporelle, égale à 25 heures. 
Le débit d’alimentation possède le profil suivant : 
  {
                    
                             
                   
 (4.20) 
Le réglage des matrices de variance du bruit du processus Q et du bruit des mesures R, est 
réalisé de manière empirique. Les valeurs, choisies empiriquement pour avoir un bon 
compromis rapidité/précision/stabilité, sont les suivantes : 
   [
     
     
]           
La matrice de covariance de l’erreur de prédiction initiale P0, qui traduit la confiance dans 
l’initialisation de l’état (plus la mesure est précise, plus la variance est faible), a été choisie 
comme une matrice diagonale de la forme : 
    [
     
     
] 
Nous allons analyser les performances d’estimation de la concentration de biomasse en deux 
étapes : dans un premier temps, en considérant uniquement une erreur d’initialisation de l’état 
non mesuré ; et dans un deuxième temps, une étude de la robustesse de l’estimateur en tenant 
compte des incertitudes sur les paramètres du modèle de croissance et sur les paramètres de la 
dynamique de la concentration de CIT. 
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4.3.3.1 Analyse de la performance : simulation du cas nominal 
Dans un premier temps, la convergence de l’observateur est analysée pour une erreur 
d’initialisation en concentration de biomasse. Le modèle utilisé par le filtre de Kalman est 
identique au modèle réel du système (i.e. pas de désadaptation de modèle). La figure 4.4 illustre 
l’estimation de la concentration de biomasse à partir de la mesure de la concentration de CIT, 
pour différentes valeurs initiales de concentrations de biomasse (erreurs de ± 20% de la valeur 
nominale).  
Le filtre de Kalman permet de reconstruire la concentration de biomasse en 150h 
approximativement. De plus, l’estimation de la biomasse n’est pas affectée par une 
modification du taux de dilution D. Le temps de convergence du filtre peut être amélioré en 
augmentant les valeurs des matrices Q et R, mais au détriment de la stabilité.  
 
Figure 4.4 : Filtre de Kalman : Estimation de la concentration de biomasse (en trait discontinu) et de 
la concentration du CIT avec une désadaptation de l’initialisation en biomasse dans le cas nominal 
4.3.3.2 Analyse de la robustesse 
La robustesse du filtre de Kalman est vérifiée par rapport aux incertitudes sur le modèle de 
croissance ( 30% d’incertitudes sur les paramètres µmax, KE et KCL) et sur la dynamique 
d’évolution de la concentration de CIT (     incertitudes sur les paramètres kLa et YX/CIT). 
Les incertitudes considérées ont été choisies en utilisant les intervalles de confiance calculés 
lors de la phase d’identification (tableau 3.5). 
Dans un premier temps, seuls les paramètres kLa et YX/CIT sont désadaptés. Les résultats 
obtenus sont représentés sur les figures 4.5 et 4.6. On peut constater que la concentration de 
biomasse estimée converge vers la valeur issue du modèle comme obtenu précédemment dans 
le cas nominal (figure 4.4), malgré des incertitudes de 10% sur la valeur de kLa ou de YX/CIT. 
Ceci se justifie par le fait que les termes de la matrice R sont faibles, selon le choix fait lors du 
réglage du filtre. Le filtre fait donc plus confiance aux mesures de la concentration de CIT qu’à 
son modèle d’évolution. Ainsi, une désadaptation de la dynamique d’évolution de cette 
concentration n’altère pas les performances de convergence de l’estimateur.  
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Dans un deuxième temps, pour des paramètres kLa et YX/CIT nominaux, le filtre est testé dans 
le cas de désadaptation de la vitesse de croissance (en considérant des incertitudes de 30% sur 
µmax, KE et KCL). Comme le montre la figure 4.7, le filtre de Kalman présente une convergence 
de moins bonne qualité, et semble donc sensible à la qualité du modèle. En effet, le terme de la 
matrice de covariance Q, correspondant à la qualité du modèle de l’évolution de la 
concentration de biomasse, est faible et de ce fait, le filtre a tendance à lui faire confiance. 
L’amélioration de la performance du filtre est possible en augmentant ce terme de variance. 
Cependant, cette augmentation s’avère délicate puisqu’elle peut conduire à des estimations 
transitoires très élevées de la concentration de biomasse (voire négatives dans certains cas), et 
même conduire à l’instabilité du filtre de Kalman.  
 
Figure 4.5 : Analyse de la robustesse du filtre de Kalman : estimation des concentrations de 
biomasse et de CIT avec une incertitude de 20% sur kLa 
  
Figure 4.6 : Analyse de la robustesse du filtre de Kalman : estimation des concentrations de 
biomasse et de CIT avec une incertitude de 20% sur YX/CIT 
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Figure 4.7 : Analyse de la robustesse du filtre de Kalman : estimation des concentrations de 
biomasse et de CIT avec une incertitude de 30% sur les paramètres du modèle de croissance. 
4.3.3.3 Conclusion 
Les résultats obtenus en simulation permettent de confirmer que la qualité de l’estimation 
dépend fortement de la qualité du modèle de croissance de la biomasse. Cette limitation est le 
principal inconvénient des observateurs exponentiels, et plus précisément du filtre de Kalman. 
La qualité du modèle d’évolution de la concentration de CIT peut être pondérée par la prise en 
compte de sa mesure. Ainsi, selon la qualité des mesures et celle du modèle en CIT, la matrice 
de variance de bruit de mesure sera choisie pour privilégier l’utilisation de l’un ou de l’autre 
modèle pour le CIT, pour estimer la concentration algale. Au final, la vitesse de convergence, la 
stabilité et la qualité d’estimation du filtre dépendent du choix des matrices de variance Q, R et 
P0. Nous les avons déterminées empiriquement sur un cas test et les avons ensuite imposées 
pour la suite de l’étude. Des tests ont été effectués en simulation pour valider a posteriori la 
qualité du filtre de Kalman ainsi réglé pour différentes configurations et différents points de 
fonctionnement, ces tests ont donné des résultats satisfaisants. 
4.4 Observateur asymptotique 
Contrairement aux observateurs exponentiels, les observateurs asymptotiques assurent une 
convergence asymptotique de l’erreur, sans garantie que l’erreur s’annule en régime permanent. 
Dans le cas de bioprocédés, les observateurs asymptotiques développés permettent de 
reconstruire tout ou partie des états, en assurant une convergence asymptotique de l’erreur. Ils 
permettent de réécrire une partie de la structure du modèle en une partie indépendante de la 
cinétique de réaction (Dochain, 2003). C’est une stratégie d’estimation en boucle ouverte qui 
repose sur les bilans de matière et qui utilise uniquement une partie du modèle en remplaçant 
les termes incertains par les différentes mesures disponibles (Bogaerts et Vande Wouwer, 
2003). Ainsi, la prédiction de ces estimateurs n’est pas directement comparée aux mesures dans 
le but de corriger l’estimation (Bernard et Gouzé, 2004). L’observateur asymptotique a été 
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développé par Bastin et Dochain (1990) pour des systèmes partiellement observables ou 
partiellement connus.  
4.4.1 Principe 
Le développement d’observateurs asymptotiques, où observateur fonctionnel (Luenberger, 
1971), permet de reconstruire les états non mesurés sans avoir besoin de connaître la ou les 
cinétiques de réaction. 
Soit le modèle général d’un bioréacteur (Dochain, 2001) : 
 {
 ̇                   
          
 (4.21) 
avec : 
-   : vecteur d’état     ; 
-   : scalaire correpondant à la vitesse de réaction; 
-   : vecteur des transferts gaz-liquide    ; 
-   : vecteur des mesures     ; 
-   : vecteur     contenant les rendements de croissance et/ou de consommation 
de chaque espèce; 
-   : matrice d’observation ; 
-       est le taux de dilution, défini par le rapport du débit sur le volume. 
Soit         un état auxiliaire (qui est donc une combinaison linéaire des variables d’état 
mesurées et non mesurées), vérifiant la relation suivante : 
     {
 ̇           
    
 (4.22) 
avec K       tel que     .  
L’observateur asymptotique pour le système (4.22) suit la relation suivante : 
     {
 ̇̂     ̂       
    
 (4.23) 
Soit l’erreur d’estimation, notée e, définie comme suit : 
    ̂    (4.24) 
La dynamique de l’erreur suit alors la relation suivante : 
  ̇      (4.25) 
Cette erreur tend asymptotiquement vers zéro en régime permanent s’il existe deux 
constantes positives  ̃ et  ̃ telles que, à chaque instant t (Bastin et Dochain, 1990) : 
    ̃  ∫                
   ̃
 
  (4.26) 
Ainsi, d’après (4.25), la vitesse de convergence de l’observateur est régie par les conditions 
opératoires du système, via la variable D. 
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La condition de convergence de l’observateur est dans ce cas appelée condition d’excitation 
persistante (Bastin et Dochain, 1990). La condition (4.26) impose que le taux de dilution D ne 
doit pas être nul sur de longues périodes, ce qui implique que cette stratégie d’estimation n’est 
valide que pour des cultures en mode fed-batch ou en mode continu. 
4.4.2 Application au système étudié 
Dans le cas du système étudié, le modèle dynamique est pour rappel : 
   
{
 
 
  
  
       
      
  
  
    
      
                   
        
 
Ce système peut être réécrit sous la forme (4.21) avec : 
  [
 
     
]    [
 
 
 
      
],     ,   [
 
          
        
],        
En considérant X comme l’état non mesuré et [CIT] comme l’état mesuré en temps réel, 
l’état auxiliaire z est défini comme suit :  
                 (4.27) 
Dans ce cas, le paramètre   est choisi tel que        ce qui donne :   [
 
      
].  
La dynamique de l’état auxiliaire z est alors donnée par : 
  ̇                      
         (4.28) 
Avec ce changement de variable, l’observateur asymptotique présente la structure suivante : 
     {
 ̇̂     ̂                  
        
 ̂    ̂             
 (4.29) 
avec pour rappel                
  
    
 
    
     
  
La structure de cet observateur est donnée par la figure 4.8. Il est à noter que cette stratégie 
d’estimation ne fait pas intervenir les cinétiques de réaction, souvent incertaines. Les mesures 
de concentration de CIT sont directement utilisées dans la dynamique d’évolution de la variable 
auxiliaire z et de ce fait, l’équation d’évolution de cette variable n’est pas utilisée. Néanmoins, 
l’efficacité de cet observateur à estimer la concentration de biomasse dépend de la fiabilité des 
valeurs du rendement de conversion        et du coefficient de transfert gaz-liquide    .  
Comme mentionné précédemment, la vitesse de convergence de cet estimateur dépend 
directement du taux de dilution, et ne peut donc pas être améliorée (notamment dans le cas où 
le taux de dilution est le résultat d’une loi de commande pour le suivi d’une trajectoire de 
fonctionnement). 
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Figure 4.8 : Structure retenue pour l’observateur asymptotique  
4.4.3 Performances en simulation 
Dans ce qui suit, l’observateur asymptotique est testé en simulation, en considérant les 
mêmes paramètres de simulation que pour le filtre de Kalman (Tableau 4. 1). Comme pour 
l’étude du filtre de Kalman, la mesure de la concentration de CIT est supposée entachée d’un 
bruit blanc gaussien d’écart type 1%. Le débit d’alimentation est variable selon le profil donné 
en (4.20). 
4.4.3.1 Simulation dans le cas nominal 
Dans un premier temps, l’observateur est testé pour différentes valeurs initiales de la 
concentration de biomasse (écart de ± 20% de la valeur initiale nominale), avec utilisation du 
modèle nominal (sans désadaptation du modèle de croissance, ni de celui d’évolution de la 
concentration de CIT). Les résultats de performances de l’observateur vis-à-vis d’une erreur 
d’initialisation de la concentration de biomasse sont présentés dans la figure 4.9. 
 
Figure 4.9 : Observateur asymptotique : Estimation de la concentration de biomasse avec une 
désadaptation de l’initialisation, cas nominal (modèle en trait plein, estimations en trait discontinu) 
L’observateur parvient donc à estimer la concentration de biomasse malgré les erreurs 
d’initialisation. La vitesse de convergence dépend directement du taux de dilution. En effet, 
suite à la modification débit d’alimentation à t = 170 h (passage de 0,1L.h-1 à 0,5L.h-1), 
l’observateur converge plus rapidement. Par ailleurs, on peut noter un léger biais à partir de 
l’instant t = 340h, qui correspond à une discontinuité liée au passage du débit d’alimentation de 
0,5 à 0,1 L.h
-1
 (cf. (4.20)). Cette erreur d’estimation va s’annuler, selon une dynamique lente 
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régie par le taux de dilution D, de temps de réponse de l’ordre de 300h (soit 3/D avec   
        ).  
4.4.3.2 Analyse de la robustesse 
Dans un deuxième temps, la robustesse de l’observateur vis-à-vis des incertitudes des 
paramètres du modèle est étudiée. Les figures 4.10 à 4.12 comparent la concentration de 
biomasse estimée et réelle, avec désadaptation successivement des paramètres du modèle de 
croissance (soient µmax, KE et KCL), puis de kLa et de        (de 20% par rapport à leurs valeurs 
nominales). La figure 4.10 permet de confirmer la robustesse de cette stratégie d’estimation 
vis-à-vis des incertitudes sur les paramètres du modèle de croissance. La concentration de 
biomasse estimée est similaire à celle obtenue dans le cas nominal (section 4.4.3.1). En effet, 
l’avantage principal de cet observateur est son indépendance vis-à-vis des cinétiques de 
croissance (équation (4.29)). La vitesse de convergence est la même que dans le cas nominal, 
puisqu’elle ne dépend que de la valeur du taux de dilution. 
Dans le cas d’incertitudes sur les valeurs des paramètres kLa et       , la qualité d’estimation 
de l’observateur asymptotique dépend fortement de la fiabilité de ces valeurs, comme illustré 
par les figures 4.11 et 4.12. En effet, on note une dégradation des performances de 
l’observateur. Ceci s’explique par le fait que cet observateur ne corrige pas sa dynamique en 
fonction de l’erreur entre la mesure et la prédiction (il possède un fonctionnement de type 
« boucle ouverte »). Aussi, une erreur sur kLa et        se répercute directement dans la 
dynamique de l’estimateur et donc sur l’équation d’estimation de la concentration de biomasse 
(équation (4.29)), et induit une évolution des états différente de celle obtenue dans le cas 
nominal.  
 
 
 
 
Figure 4.10 : Analyse de la robustesse de l’observateur asymptotique : estimation de la 
concentration de biomasse avec une incertitude de 20% sur les paramètres du modèle de croissance. 
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Figure 4.11 : Analyse de la robustesse de l’observateur asymptotique : estimation de la 
concentration de biomasse avec une incertitude de 20% sur kLa  
 
 
Figure 4.12 : Analyse de la robustesse de l’observateur asymptotique : estimation de la 
concentration de biomasse avec une incertitude de 20% sur YX/CIT. 
4.4.3.3 Conclusion 
En conclusion, il apparaît que l’observateur asymptotique permet d’estimer efficacement la 
concentration de biomasse si les paramètres kLa et YX/CIT sont bien connus. Son efficacité n’est 
pas altérée ni par l’erreur d’initialisation sur l’estimée de la concentration en biomasse, ni par 
des incertitudes sur la vitesse de croissance des microalgues. Cependant, la vitesse de 
convergence de l’observateur ne peut être réglée et est imposée par le taux de dilution appliqué 
au système.  
4.5 Observateur par intervalles 
4.5.1 Principe 
Une stratégie d’estimation alternative, permettant de tenir compte des incertitudes sur le 
modèle ou sur les mesures, repose sur la détermination d’un intervalle stable encadrant l’état 
non mesuré (cf. figure 4.13). 
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Figure 4.13 : Principe de l’estimation par approche par intervalles en présence d’incertitudes 
bornées sur la commande U pour la reconstruction de l’état non mesuré X (Dochain, 2001) 
Cette stratégie d’estimation prend en compte les incertitudes dans la dynamique du système 
et permet de reconstituer des limites supérieure et inférieure de l’état non mesuré à partir des 
mesures disponible en temps réel (cf. figure 4.14). Elle est basée sur le couplage de deux 
dynamiques auxiliaires, l’une sous-estimant l’état et l’autre le surestimant. Ces deux 
trajectoires définissent alors un intervalle stable pour la trajectoire de l’état à estimer, dont la 
largeur dépend de la connaissance des bornes d’appartenance des paramètres du modèle. 
 
Figure 4.14 : Principe de l’observateur par intervalles 
Le développement de l’observateur par intervalles repose sur la propriété de coopérativité 
(Smith, 1995). 
Définition : le système dynamique  ̇       est dit coopératif si les termes non diagonaux de 
la matrice Jacobienne de f sont positifs ou nuls, soit : 
 
   
   
                (4.30) 
Intéressons-nous au développement d’un observateur par intervalles dans un cadre général. 
Soit le système dynamique ayant la structure suivante : 
    {
 ̇     (              )             
                 
 (4.31)  
avec :  
-   : vecteur d’état     ; 
-   : vecteur d’entrée     ; 
Système 
 
Observateur de la 
borne supérieure 
𝑦 𝑢 
?̂?  
 
Observateur de la 
borne inférieure  
?̂?  
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-   : vecteur de sortie     ; 
-   : fonction non-linéaire               ; 
-   : équation de mesure ou de sortie           ; 
-   : terme d’incertitude relatif à l’équation d’état     ; 
-   : terme d’incertitude relatif à l’équation de sortie    . 
Les incertitudes des grandeurs mal connues ainsi que la condition initiale    sont bornées 
par des limites supérieures et inférieures comme suit : 
 {
                
                
          (4.32) 
A partir de la dynamique du système (4.31) et des variables connues et mesurées, une 
dynamique auxiliaire peut être élaborée selon la structure suivante : 
     
{
  
 
  
 
 ̇                              
 ̇                             
                              
                              
        
    
    
      
        
    
    
  
 (4.33)  
avec    ,       et   
       
  . Les fonctions            encadrent la dynamique 
nominale de l’observateur. Cet observateur est donc une extension de l’observateur dans le cas 
général (4.2), et est constitué de deux dynamiques encadrant la dynamique réelle du système 
(Dochain, 2001).  
L’observateur      est un observateur par intervalles pour le système dynamique (4.31), si 
pour chaque condition initiale bornée    
       
 , le système couplé (observateur et 
système) permet de garantir que l’état non mesuré reste borné par un intervalle stable (Dochain, 
2001), tel que : 
                           (4.34)  
Cette condition est notamment garantie dans le cas de système coopératif. Ainsi, si le système 
d’équations des erreurs d’estimation issues de      est coopératif, alors les estimées des bornes 
supérieure et inférieure de l’état encadrent sa valeur réelle. 
4.5.2 Application au système étudié 
L’observateur par intervalles est appliqué pour l’estimation de la concentration de biomasse 
à partir des mesures de la concentration de CIT disponibles en temps réel. Les différentes 
relations mathématiques qui vont être proposées par la suite sont une extension des travaux de 
Rapaport et Dochain (2005) appliquée à notre système. 
4.5.2.1 Structure de l’observateur par intervalles dans le cas nominal 
Dans cette partie, nous présentons la structure de l’observateur par intervalles en présence 
uniquement d’incertitudes sur les paramètres du modèle de croissance. De ce fait, les 
paramètres     et        sont supposés parfaitement connus. De même, on considère que les 
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mesures de la concentration de CIT ne sont pas bruitées. La présence d’un bruit de mesure 
pourra être corrigée par application d’un filtrage sur la mesure. 
Précédemment, nous avions mis en évidence l’avantage d’un observateur asymptotique en 
termes de robustesse vis-à-vis d’incertitudes sur la vitesse de croissance de la biomasse. Afin 
d’exploiter cette propriété, nous optons pour la représentation d’état faisant intervenir l’état 
auxiliaire z présenté à la section (4.4.2), avec pour rappel : 
                   
La nouvelle représentation d’état du système est la suivante : 
      {
 ̇                          
         
 ̇                 
      
   
        
 (4.35) 
avec :   
 
                  ⁄⁄
 
Contrairement à l’observateur asymptotique présenté précédemment, l’état X a été gardé 
dans cette représentation, en utilisant le modèle choisi pour la vitesse de croissance. Nous 
verrons par la suite l’intérêt d’utiliser cette dynamique.  
Un observateur associé à      est donné par : 
      {
 ̇̂     ̂                    
   
 ̂  ̂
        
 
 ̇̂   (   ̂)  ̂    ̂
 (4.36) 
où y représente la mesure de la concentration de CIT. 
Dans un premier temps, il faut s’assurer de la coopérativité de ce système. La matrice 
jacobienne (  ,   étant la dynamique (4.36)), est donnée par :  
            [
              
   
  
  
     
] (4.37) 
Ce système est donc coopératif puisque les termes non diagonaux sont positifs ou nuls.  
Un observateur par intervalles pour estimer la biomasse est alors défini par : 
    
  {
 ̇̂     ̂                     
   
 ̂   ̂ 
        
 
 ̇̂    (   ̂ )  ̂    ̂ 
 (4.38) 
avec :                              . Le symbole   désigne les bornes 
supérieure et inférieure des grandeurs considérées. 
Cependant, en analysant la dynamique d’estimation (équation (4.38)), on peut noter que la 
vitesse de convergence de cet observateur dépend essentiellement du taux de dilution et ne peut 
donc pas être réglée. Pour remédier à cet inconvénient, cet observateur est enrichi en ajoutant 
un terme correctif qui tient compte de l’écart entre la mesure et l’estimation de la concentration 
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de CIT, selon le principe classique des estimateurs exponentiels. Le but de cet ajout est de 
pouvoir modifier la vitesse de convergence de l’estimateur. Cet ajout de terme correctif justifie 
la prise en compte de la dynamique de la concentration de biomasse dans      . 
Le système (4.36) devient alors : 
 {
 ̇̂     ̂                    
   
 ̂  ̂
        
         
 ̂  ̂
        
 
 ̇̂   (   ̂)  ̂    ̂        
 ̂  ̂
        
 
 (4.39) 
où    et    représentent les gains de l’observateur et y la mesure du CIT. 
En définissant l’erreur d’estimation du système par : 
     ̂             ̂    (4.40) 
la matrice Jacobienne de l’erreur devient alors : 
           [
   
  
        
            
  
        
 
  
        
 ̂  
  
  
    ̂        ̂    
  
        
] (4.41) 
Afin de satisfaire les conditions de coopérativité, les termes non diagonaux de la matrice 
Jacobienne           doivent être positifs, ce qui implique : 
 {
                    
    
 (4.42) 
En considérant que la concentration initiale de la biomasse est bornée par des limites 
supérieure et inférieure   
       
 , un observateur par intervalles peut donc être élaboré 
suivant les équations mathématiques suivantes : 
 
{
 
 
 
 
 
  ̇̂
      ̂                   
   
 ̂   ̂ 
        
    
     
 ̂   ̂ 
       
  
 ̇̂    (   ̂ )  ̂     ̂    
     
 ̂   ̂ 
       
 
 ̇̂      ̂                   
   
 ̂   ̂ 
       
    
     
 ̂   ̂ 
       
 
 ̇̂    (   ̂ )  ̂     ̂    
     
 ̂   ̂ 
       
 
 (4.43) 
où   
 ,   
 ,   
 et   
  représentent les gains de l’observateur par intervalles. Le réglage de ces 
gains permet d’assurer la stabilité et les performances de l’observateur. L’observateur (4.43) est 
composé de deux observateurs découplés (les états « + » et les états « – » ne sont utilisés que 
dans les dynamiques « + » et « – » respectivement). 
L’initialisation de l’observateur est la suivante : 
 {
        
             
                
        
              
              
 (4.44) 
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Figure 4.15 : Structure retenue de l’observateur par intervalles 
4.5.2.2 Etude de la stabilité de l’observateur  
Cette section s’intéresse à la stabilité de l’observateur. La démarche d’analyse de la stabilité 
est réalisée sur la borne supérieure (  ,   ) mais serait similaire pour la borne inférieure.  
En considérant les erreurs d’estimation de (z, X) données par : 
   
              
       (4.45)  
La dynamique de l’erreur d’estimation suit la relation suivante (cf. Annexe A3) : 
  ̇   
 ̇ 
 
 ̇ 
    
  
  
 
  
    
 
       
  (4.46) 
avec : 
    [
   
  
 
       
            
  
 
       
 
  
 
       
            
  
 
       
]   (4.47)  
Sachant que    reste positive par structure, et que               
 , on peut déduire la 
majoration suivante : 
   (          )           (4.48)  
avec :  
     [
   
  
 
       
              
  
 
       
 
  
 
       
    
    
  
 
       
] (4.49)  
A partir des conditions de coopérativité imposées sur les gains de l’observateur (4.42), la 
dynamique de l’erreur (4.48) est coopérative, et donc l’erreur d’estimation est bornée selon 
cette relation : 
                   (4.50)  
 
Bioréacteur 
Observateur de la 
borne supérieure 
 ?̂?  ?̂?    
 𝐶𝐼𝑇  𝐷 
?̂?   𝐶𝐼𝑇   
Observateur de la 
borne inférieure 
 ?̂?  ?̂?   
?̂?    𝐶𝐼𝑇   
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avec :  
 {
 ̇            
 
       
 
            
 (4.51)  
Sachant que le terme         reste borné selon l’expression suivante : 
             
    (         )      
                         
       (4.52) 
où la borne supérieure sur       est obtenue à partir de (4.36), en se plaçant en régime 
permanent et en majorant le terme       
          par      
 . 
La stabilité de la dynamique de l’erreur (4.51) est garantie si et seulement si la matrice 
Jacobienne     (4.49) est Hurwitz, c’est-à-dire que ses valeurs propres sont à partie réelle 
strictement négative. Ceci permet d’aboutir aux conditions suivantes : 
 
{
  
 
  
         
        
  
 
      
             
  
  
 
      
  
          (    
  
 
      
              
    
  
 
      
 )  
( 
  
 
       
 
  
 
      
        )   
 (4.53) 
Ainsi, la stabilité de la dynamique de l’erreur (4.46) est assurée si le réglage des gains de 
l’observateur vérifie les conditions de coopérativité (4.42) et de stabilité (4.53). Une condition 
suffisante est ainsi déduite : 
 
{
 
 
 
 
  
               
  
     [
 
  
                        
  
(            
                ) (  
    
 
 
)
]
 (4.54) 
A partir de cette condition suffisante sur les gains de l’observateur, la stratégie d’estimation 
utilisant l’approche par intervalles permet de reconstruire des bornes supérieure et inférieure 
générant un intervalle stable [             , qui permet de borner la trajectoire de l’état à 
estimer : 
 {
                      
        
                 
 (4.55)  
L’observateur par intervalles converge vers une erreur asymptotique, bornée par    
[  
    
  ]. Pour   par exemple : 
           
    
→        
             
    
→        
     (4.56)  
A partir de (4.50), (4.51) et (4.52), on déduit la borne supérieure de l’erreur d’estimation de la 
concentration de biomasse : 
Chapitre IV Estimation de la concentration en 
biomasse 
 
 87 
 
   
               (
 
 
)  (4.57) 
Soit, après développement : 
   
  
      
                       
   
   (           
              )     
     
                          
 (4.58) 
On détermine ainsi un intervalle pour l’estimée asymptotique supérieure de la concentration de 
biomasse :  
                    
    
L’efficacité de cette stratégie d’estimation repose sur la minimisation de l’intervalle 
d’estimation [              et l’augmentation de la vitesse de convergence pour tendre le plus 
rapidement possible vers un intervalle de largeur minimale. De ce fait, la détermination du 
meilleur réglage des gains de l’observateur s’impose, tout en respectant les conditions de 
coopérativité et de stabilité de Hurwitz. Le choix des gains sera discuté à la section 4.5.3. 
4.5.2.3 Présence d’incertitudes des cinétiques de consommation du CIT 
Dans les sections précédentes, la structure de l’observateur par intervalles a été détaillée 
uniquement dans le cas d’incertitudes sur les paramètres du modèle de croissance. Cependant, 
l’efficacité et la convergence de l’estimation de la concentration de biomasse par cet 
observateur sont susceptibles d’être limitées par les incertitudes sur les valeurs du rendement de 
conversion        et du coefficient de transfert gaz-liquide    . A partir de bornes supérieures 
et inférieures de ces paramètres, l’élaboration de l’observateur par intervalles repose sur la 
même démarche que celle appliquée dans le cas nominal.  
L’application des bornes supérieures et inférieures permet d’aboutir à la structure suivante 
pour l’observateur par intervalles dans le cas général : 
{
 
 
 
 
 
 
 
  ̇̂      ̂     
          (     
   
 ̂   ̂ 
  
     
)    
  (  
 ̂   ̂ 
  
     
) 
 ̇̂    (   ̂ )  ̂     ̂    
  (  
 ̂   ̂ 
  
     
)
 ̇̂      ̂     
               
   
 ̂   ̂ 
       
    
     
 ̂   ̂ 
       
 
 ̇̂    (   ̂ )  ̂     ̂    
     
 ̂   ̂ 
       
 
 (4.59) 
A partir de la propriété de coopérativité et l’analyse de stabilité de l’observateur, on aboutit 
à la condition suffisante suivante : 
 
{
 
 
 
 
  
              
   
  
     [
 
  
                 
        
  
(           
      
           ) (  
    
 
 
)
]
 (4.60) 
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Ainsi, on obtient une condition similaire au cas nominal, mais avec prise en compte des 
valeurs supérieures des paramètres  Le détail des calculs est donné en Annexe A3. L’erreur 
asymptotique de l’estimation de la concentration de biomasse est bornée par une limite 
supérieure qui dépend des bornes des paramètres. L’équation (4.57) devient : 
  
               (
        
        
       
     [  
 (
 
  
 
 
  
)             
     
 
 
   ]
    
    
          
 
 
)(4.61) 
avec : 
    
[
 
 
    
  
 
  
      
       
   
  
 
  
 
  
 
  
    
    
  
 
  ]
 
 
 
                 
Rappelons que cette majoration sur l’erreur est une estimation pessimiste, et que donc 
l’erreur finale peut être plus faible, mais sans garantie qu’elle soit nulle en régime permanent. 
En effet, l’erreur finale dépend fortement des incertitudes sur les paramètres        et     . 
4.5.3 Réglage des gains de l’observateur par intervalles 
Pour simplifier l’étude, considérons l’observateur dans le cas dit nominal (incertitudes 
uniquement sur les paramètres du modèle de croissance). Dans cette section, trois techniques 
pour le choix des gains   
  et   
  de l’observateur par intervalles seront présentées. La première 
consiste à fixer les valeurs propres de la matrice     (4.49), la deuxième à minimiser l’erreur 
asymptotique (4.57) pour obtenir une précision souhaitée ; Les gains obtenus par ces deux 
premières approches sont constants. La troisième approche quant à elle consiste à déterminer 
des gains variables, pour plus de robustesse et d’efficacité. Nous avons pour cela opté pour 
l’application d’un filtre de Kalman étendu. Ces trois approches de détermination des gains de 
l’observateur sont détaillées dans ce qui suit dans le cas nominal (le cas général est obtenu avec 
une démarche similaire).  
4.5.3.1 Choix des valeurs propres de     
Cette approche de réglage repose sur l’hypothèse que la dynamique de l’erreur (4.51) est 
gouvernée par un système du second ordre de la forme : 
             
  (4.62) 
avec :     la pulsation propre du système,    son coefficient d’amortissement, et p la variable de 
Laplace. Par ailleurs, le taux de dilution est supposé constant dans un premier temps, pour les 
développements théoriques. L’observateur ainsi réglé sera ensuite testé en simulation pour un 
taux de dilution variable dans le temps.  
L’objectif de l’approche proposée réside dans l’amélioration de la convergence 
exponentielle de la dynamique à travers du choix des valeurs propres de       la matrice 
Jacobienne de la borne supérieure de l’erreur d’estimation; sachant que les valeurs propres du 
système sont les racines du polynôme caractéristique : 
                         
  (4.63) 
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A partir de (4.63) et par correspondance terme à terme, on obtient les deux égalités 
suivantes : 
 {
         
  
 
      
        
  
 
      
     
 
  
   [    
  
 
      
             
      
  
 
      
]
 (4.64) 
Ainsi, le réglage des gains    
 ,   
   est donné par : 
 {
  
         
     
        
      
              
  
             
  
 
      
                 
  
 (4.65) 
Le réglage des gains de l’observateur par intervalles repose sur le choix des paramètres     
et   du système du second ordre. En combinant ces expressions aux conditions (4.54), 
garantissant la coopérativité et la stabilité du système, on obtient : 
 {
   
    √             √    
 (4.66) 
D’après cette relation, on peut constater que la vitesse de convergence, même si elle peut 
être améliorée par rapport à un observateur asymptotique classique, reste limitée dans une plage 
de valeur qui dépend du taux de dilution.  
4.5.3.2 Minimisation de l’erreur asymptotique   
  
La seconde approche développée consiste à déterminer les gains de l’observateur qui 
minimisent l’erreur finale obtenue sur  l’estimation de la concentration de biomasse, tout en 
respectant les conditions de coopérativité et de stabilité du système. Les gains de l’observateur 
sont donc solution du problème d’optimisation suivant : 
          [‖ 
            (
 
 
)‖]
            
 (4.67) 
Cependant, la résolution de cette fonction d’optimisation (4.67), en utilisant l’expression 
détaillée du critère, donnée par (4.58), permet d’aboutir à une solution mathématique non 
réalisable physiquement, à savoir un gain   
  égal à               et un gain   
    . Afin 
d’obtenir une solution finie, il est nécessaire de réaliser un compromis entre la convergence de 
l’observateur et la valeur d’équilibre de l’erreur d’estimation.  
Nous proposons donc de déterminer les gains afin de garantir une précision finale sur 
l’erreur d’estimation en biomasse, notée   . Ainsi, le problème (4.67) devient : 
 
   
  
   
 
‖             (
 
 
)    ‖
            
 (4.68) 
Cette approche permet de trouver la meilleure solution garantissant une précision 
d’estimation imposée a priori.  
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4.5.3.3 Gains variables par application d’un filtre de Kalman 
Les gains déterminés précédemment sont fixes et présentent l’inconvénient d’être peu 
robustes vis-à-vis d’incertitudes sur le modèle. D’autre part, ils sont déterminés pour un taux de 
dilution constant, or, notamment en transitoire d’une réponse à une consigne en biomasse, ce 
taux est variable. Pour remédier à ces inconvénients, nous proposons de les déterminer par 
application d’un filtre de Kalman étendu, ce qui présente l’avantage de pouvoir modéliser les 
incertitudes sur le modèle via des bruits additifs fictifs. Pour ce faire, les observateurs des 
bornes supérieures et inférieures donnés par (4.43) sont réalisés par application de la théorie du 
filtre de Kalman à (4.38). Ainsi, les gains (  
    
 ) sont les gains du filtre de Kalman étendu, 
obtenus selon l’algorithme décrit à la section 4.3.1.2. L’état à estimer est dans ce cas : 
                    
          
  (4.69) 
Les mesures sont supposées disponibles selon un pas d’échantillonnage  , tel que     .  
                     (4.70) 
La dynamique de ce système est obtenue par discrétisation de la dynamique (4.43) avec 
l’approximation d’Euler, de façon similaire à ce qui a été appliqué à la section 4.3.2. 
L’efficacité de ce filtre de Kalman dépend essentiellement des matrices de variance Q et R, 
dont le choix consiste à effectuer un compromis entre stabilité et vitesse de convergence. 
Par ailleurs, cette approche de choix des gains de l’observateur par intervalles présente 
l’inconvénient majeur de ne pas prendre en compte la condition de coopérativité (4.42). Aussi, 
le risque serait que les gains ainsi obtenus conduisent à deux observateurs n’encadrant plus la 
trajectoire réelle du système. Ce point est donc à prendre en compte lors de la mise en œuvre de 
l’observateur, pour détecter cette perte de coopérativité. Une étude complémentaire est 
nécessaire pour analyser ce point et proposer des alternatives pour y remédier. 
4.5.4 Performances en simulation 
Les conditions opératoires et paramètres de simulation sont les mêmes qu’à la section 4.3.3. 
Des limites supérieure et inférieure de l’initialisation en concentration de biomasse ont été 
choisies égales à ± 60% de la valeur nominale. On a opté pour une désadaptation importante de 
la condition initiale afin de vérifier la convergence de l’observateur, particulièrement sous des 
conditions d’incertitudes des paramètres du modèle et de la dynamique du système.  
Dans un premier temps, les résultats obtenus avec des gains fixes sont donnés afin d’illustrer 
l’efficacité de l’observateur par intervalles. Ensuite, une analyse des performances de 
l’observateur en fonction des gains choisis et de la méthode de synthèse sera décrite. Rappelons 
que le profil du débit d’alimentation est variable et donné par (4.20). La synthèse de 
l’observateur par placement de pôles est effectuée pour la première valeur du débit (soit 
0,1 L.h
- 1
). Les gains ainsi déterminés sont ensuite fixés et appliqués pour le profil variable 
défini dans (4.20). Elle peut également être réalisée à chaque instant (cacul des gains à chaque 
instant temporel). 
4.5.4.1 Simulation du cas nominal 
Les performances de l’observateur par intervalles sont analysées en l’absence d’incertitudes 
sur les paramètres du modèle. Les résultats obtenus sont donnés par la figure 4.16. Dans ce cas, 
les gains de l’observateur ont été choisis fixes, obtenus par l’approche avec choix des valeurs 
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propres de la matrice jacobienne (section 4.5.3.1), avec      et        (   
 √    )            . 
  
Figure 4.16 : Observateur par intervalles : Estimation de la concentration de biomasse et erreur 
d’estimation dans le cas nominal 
On peut constater que l’observateur par intervalles permet d’encadrer la biomasse réelle par 
un intervalle décroissant dans le temps. L’erreur d’estimation finale dépend du taux de dilution. 
On peut noter en effet, que plus le taux de dilution est élevé, plus l’erreur finale d’estimation 
est faible. D’après (4.58), l’erreur finale est inversement proportionnelle au taux de dilution ce 
qui explique ce résultat. Aussi, on peut conclure qu’il est préférable pour les besoins de 
l’estimation, d’imposer un taux de dilution le plus grand possible. Cette solution n’est pas 
toujours faisable car le taux de dilution est issu d’une loi de commande et donc ne peut être 
choisi librement d’une part, et d’autre part il faut éviter les problèmes de lessivage de la culture 
observés lorsque la quantité de biomasse sortante est supérieure à la quantité produite.  
Les gains utilisés ici et fixés par placement de pôles satisfont les conditions de stabilité et 
coopérativité données par (4.65) et (4.66). Nous allons maintenant analyser l’impact du choix 
de la dynamique de l’erreur d’estimation, via le choix de ses valeurs propres, sur la 
performance de l’observateur. La figure 4.17 illustre la performance de l’observateur pour deux 
valeurs du coefficient d’amortissement (      et    ), avec        . Dans ce cas, le 
débit d’alimentation a été supposé constant et égal à 0,3 L.h-1 pour simplifier l’étude et rendre 
les résultats de simulation plus clairs. Les valeurs de   choisies correspondent aux deux cas de 
satisfaction ou non de la condition coopérativité (   ). Dans le cas d’un   inférieur à 1, on 
constate une inversion des bornes supérieure et inférieure de la biomasse estimée, traduisant 
une perte de coopérativité. 
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Figure 4.17 : Observateur par intervalles : analyse de l’influence de coefficient d’amortissement sur 
l’erreur dynamique 
La figure 4.18 illustre l’impact du choix de la pulsation propre     sur la performance de 
l’observateur. Selon la relation (4.66), le choix de    est conditionné par le taux de dilution D 
et par l’amortissement  . On peut noter que le choix de la pulsation propre permet en effet 
d’accélérer la convergence de l’observateur. La vitesse de convergence ne peut pas être 
améliorée de façon significative. En effet, une vitesse de convergence rapide correspond à des 
gains élevés, qui peuvent aboutir à des concentrations négatives de biomasse. Aussi faut-il 
trouver le meilleur compromis entre vitesse de convergence et évolution acceptable sur la 
biomasse. 
 
Figure 4.18 : Observateur par intervalles : analyse de l’influence de la pulsation propre sur l’erreur 
dynamique (cas 1 :     , cas 2 :   10D et cas 3 :   50D) 
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4.5.4.2 Analyse de la robustesse 
Dans ce qui précède, les valeurs des paramètres (µmax, KE et KCL, kLa et YX/CIT) ont été 
supposées parfaitement connues. Dans ce qui suit, l’étude de la robustesse de l’observateur est 
effectuée, en considérant des incertitudes de 30 % sur les trois premiers et de 20% sur les deux 
derniers paramètres. Les résultats des essais de simulation sont indiqués figures 4.19 à 4.22. 
Les gains de l’observateur sont déterminés par placement des valeurs propres de la dynamique 
de l’erreur. 
Il ressort de ces tests que l’observateur développé permet d’estimer efficacement la 
concentration de biomasse, en l’encadrant par un intervalle de faible largeur, dans le cas où 
seule une désadaptation du modèle de croissance est prise en compte. La vitesse de 
convergence dans ce cas dépend du taux de dilution, similairement au cas nominal. Dans le cas 
de prise en compte d’incertitudes sur les paramètres de la dynamique d’évolution de la 
concentration de CIT, l’observateur s’avère moins efficace puisqu’il conduit à un intervalle 
final plus grand. L’erreur finale dépend de l’incertitude supposée sur les paramètres, mais 
surtout du taux de dilution. En effet, on peut noter que lorsque le taux de dilution est de 0,05h
-1
, 
l’erreur finale est plus faible. 
 
 
 
Figure 4.19 : Analyse de la robustesse de l’observateur par intervalles : estimation de la 
concentration de biomasse et suivi de l’erreur d’estimation avec une incertitude de 30% sur les 
paramètres du modèle de croissance 
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Figure 4.20 : Analyse de la robustesse de l’observateur par intervalles : estimation de la 
concentration de biomasse et suivi de l’erreur d’estimation avec une incertitude de 20% sur YX/CIT 
 
 
 
 
Figure 4.21 : Analyse de la robustesse de l’observateur par intervalles : estimation de la 
concentration de biomasse et erreur d’estimation avec une incertitude de 20% sur kLa 
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Figure 4.22 : Analyse de la robustesse de l’observateur par intervalles : estimation de la 
concentration de biomasse et erreur d’estimation avec des incertitudes de 20% sur kLa et YX/CIT 
Un dernier test sur la robustesse de l’observateur à gains constants, fixés par placement de 
pôles, consiste à étudier sa sensibilité à l’initialisation en biomasse, notamment l’impact de la 
largeur de l’intervalle d’initialisation de la concentration de biomasse sur l’erreur finale. La 
figure 4.23 permet de constater que l’encadrement final de la concentration de biomasse est 
quasi identique, quelle que soit la largeur initiale de l’intervalle. Ainsi, la valeur finale de 
l’erreur ne dépend pas de l’intervalle initial, mais dépend essentiellement du taux de dilution et 
des écarts sur les paramètres kLa et YX/CIT.   
  
Figure 4.23 : Analyse de la robustesse de l’observateur par intervalles : influence de l’erreur 
d’initialisation sur l’estimation de la concentration de biomasse en présence d’incertitudes de 30% sur 
les paramètres du modèle et de 20 % sur kLa 
Dans ce qui suit, nous allons comparer l’approche fixant les valeurs propres de la dynamique 
de l’erreur d’estimation (section 4.5.3.1) à la technique d’optimisation de ces gains pour obtenir 
une précision souhaitée (section 4.5.3.2). Dans ce dernier cas, la résolution du problème (4.68) 
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est réalisée afin d’obtenir une précision d’estimation de la concentration de biomasse inférieure 
à 2 10
9
 cell.L
-1
. Les performances des deux observateurs sont illustrées par la figure (4.24). 
L’approche par optimisation des gains permet d’obtenir une meilleure estimation, en termes de 
vitesse de convergence et de précision finale obtenue. Cependant, la vitesse de convergence ne 
peut pas être accélérée de façon importante, à cause de la condition de coopérativité qui la 
limite. 
 
Figure 4.24 : Observateur par intervalles avec gains constants : fixation des valeurs propres (trait 
continu) et optimisés (trait discontinu), avec 30% de dispersion sur le modèle de croissance 
Afin d’améliorer les performances de l’observateur, notamment dans le cas d’incertitudes 
sur les paramètres kLa et YX/CIT, l’observateur par intervalles avec gains variables, obtenus par 
application d’un filtre de Kalman, est testé ci-dessous. Comme précédemment, le choix des 
matrices Q et R est effectué empiriquement. Les figures 4.25 et 4.26 donnent les résultats 
obtenus dans deux cas : 
- Cas 1 : le modèle de croissance est supposé parfaitement connu. Dans ce cas, les 
matrices de variance sur (z, X) et sur la mesure sont choisies comme suit :  
   [
     
  
]        ,    [
     
   
] 
- Cas 2 : le modèle de croissance n’est pas fiable. Les matrices de variance sont :  
   [
    
   
]        ,    [
     
   
] 
Dans le cas 2, comme le montre la figure 4.25, les performances de l’observateur sont très 
similaires à ce qui a été obtenu avec l’observateur avec des gains constants (figure 4.22). Le 
tracé des gains obtenus est donné par les figures 4.26 et 4.27. Ces gains sont variables et l’on 
devine l’allure du taux de dilution dans cette évolution. De plus, ces gains respectent les 
conditions de coopérativité (même si aucune spécification n’a été imposée dans ce sens).  
L’avantage du réglage des gains par un filtre de Kalman se trouve surtout lorsque le modèle de 
croissance est fiable. En effet, comme le montre la figure 4.28, lorsque le modèle de la 
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dynamique de croissance est de bonne qualité (cas 1), le filtre de Kalman parvient à encadrer 
efficacement la trajectoire réelle de la biomasse, et donc à rendre robuste l’observateur vis-à-vis 
d’incertitudes sur kLa et YX/CIT. Cependant, la qualité de l’estimation du filtre de Kalman dépend 
essentiellement du choix des matrices Q et R, avec le risque d’une perte de coopérativité de 
l’observateur. Les erreurs d’estimation de la concentration cellulaire induisent dans ce cas un 
écart de productivité en biomasse (qui sera présentée au chapitre 5) de l’ordre de 15%. 
 
Figure 4.25 : Analyse de la robustesse de l’observateur par intervalles avec filtre de Kalman : 
incertitudes de 10% sur kLa et YX/CIT et 30% sur les paramètres du modèle de croissance 
 
Figure 4.26 : Analyse de la robustesse de l’observateur par intervalles avec filtre de Kalman : Gains 
de l’observateur. 
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Figure 4.27 : Analyse de la robustesse de l’observateur par intervalles avec filtre de Kalman : Gains de 
l’observateur avec zoom 
 
Figure 4.28 : Analyse de la robustesse de l’observateur par intervalles avec filtre de Kalman : 
incertitudes de 20% sur kLa et YX/CIT  uniquement. 
4.5.4.3 Conclusion 
Les résultats obtenus en simulation montrent l’efficacité de l’observateur par intervalles 
pour déterminer un intervalle encadrant la vraie valeur de la concentration de biomasse, même 
en présence d’incertitudes sur les paramètres du modèle de croissance et sur      et        . La 
convergence de l’observateur dépend essentiellement de la valeur du taux de dilution, mais peut 
être malgré tout améliorée via un choix approprié des gains de l’observateur. D’autre part, la 
précision de l’encadrement final de la concentration de biomasse dépend certes du taux de 
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dilution, mais également et surtout des incertitudes considérées sur les paramètres      
et        . L’amélioration de l’estimation dans ce cas est réalisée en considérant un choix des 
gains de l’observateur issu de l’application d’un filtre de Kalman étendu. Cette approche 
permet d’améliorer l’estimation, mais sa qualité est liée à la fiabilité du modèle de croissance 
de la biomasse.  
4.6 Validation expérimentale  
Les performances des trois stratégies d’estimation proposées précédemment sont analysées à 
partir de cultures en continu de Chlorella vulgaris dans le même photobioréacteur que 
précédemment sous des conditions optimales de croissance (protocole expérimental détaillé 
dans l’Annexe A2). Deux cultures en mode continu ont été réalisées avec des débits 
d’alimentation constants : la culture 1 avec un débit de 0,15L.h-1 et la culture 2 avec 0,12L.h-1.  
Les conditions initiales sont les suivantes : 
Culture N°1 F = 0,15 L.h
-1
 Culture N°2 F = 0,12 L.h
-1
 
X0 = 24,1 10
9
 cell.L
-1
 X0 = 23,8 10
9
 cell.L
-1
 
CIT0 = 2,8 mmol.L
-1
 CIT0 = 3,4 mmol.L
-1
 
Ces deux cultures ont des caractéristiques similaires et permettent par ailleurs de vérifier la 
reproductibilité des essais expérimentaux. Les paramètres du modèle et des observateurs sont 
les mêmes que ceux utilisés lors des tests en simulation. Les gains de l’observateur par 
intervalles sont issus de l’application du filtre de Kalman, et donc sont des gains variant dans le 
temps. 
Dans un premier temps, les trois observateurs sont testés sur la culture 1, sans erreur 
d’initialisation de la biomasse (figure 4.29.a) et avec une erreur d’initialisation de 10% (figure 
4.29.b). Il ressort de ces résultats que l’observateur asymptotique ne permet pas de reconstruire 
la concentration de biomasse. En effet, au début de la culture, cet observateur suit 
approximativement la variation réelle de la concentration de biomasse, mais chute à partir de 
t = 80h, et donne une estimation très différente de la valeur mesurée. De fait, et comme vérifié 
précédemment lors des essais de simulation dans la section 4.4.3, ce type d’observateur en 
boucle ouverte ne permet pas d’intégrer les écarts entre les mesures et la prédiction et dépend 
fortement de la fiabilité des paramètres de la cinétique d’évolution de la concentration de CIT. 
Le filtre de Kalman et l’observateur par intervalles estiment globalement efficacement la 
concentration de biomasse. Le filtre de Kalman surestime cette concentration à partir de t = 80h 
dans les deux cas. Dans le cas d’une mauvaise initialisation, due par exemple à une erreur de 
mesure de la concentration de biomasse initiale, le filtre de Kalman reproduit globalement 
l’évolution réelle de la concentration de biomasse, mais en la sous estimant au départ, puis en la 
surestimant. 
Enfin, pour ce qui est de l’observateur par intervalles, on peut noter qu’il donne un très bon 
encadrement de la concentration de biomasse dans les deux cas. Les bornes supérieure et 
inférieure de l’observateur par intervalles forment un intervalle stable qui permet d’encadrer les 
mesures de la concentration de biomasse. En outre, si l’on calcule la moyenne des bornes 
supérieure et inférieure, on peut observer que cette concentration de biomasse « moyenne » suit 
relativement bien la concentration mesurée. De plus, l’observateur n’a pas encore convergé 
(vitesse de convergence liée au taux de dilution et de l’ordre de 200h dans ce cas). Cependant, 
les mesures de concentration de biomasse à la fin de la culture se trouvent proches de la borne 
inférieure, d’où le risque que les mesures soient en dehors de l’intervalle pour des temps 
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supérieurs. Aussi, la validation de cet observateur et des réglages des matrices Q et R donnant 
ses gains doit se faire sur de nouvelles données expérimentales. 
(a) 
 
(b) 
 
Figure 4.29 : Validation expérimentale des observateurs sur la culture 1 (a) sans 
erreur d’initialisation de la biomasse (b) avec 10 % d’erreur. 
Les performances des stratégies d’estimation proposées sont maintenant testées en 
exploitant les jeux de données de la culture N°2. Les résultats obtenus sont illustrés par la 
figure 4.30. On peut constater que l’on retrouve des résultats similaires à ceux de la culture 1. 
Cette deuxième culture a dû être arrêtée prématurément à t = 100 h du fait de la formation d’un 
biofilm rendant l’accès de la lumière difficile pour les microalgues, ce qui explique l’excursion 
temporelle plus restreinte ici. L’observateur asymptotique présente des performances très 
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médiocres. Le filtre de Kalman étendu permet de reconstruire la concentration de biomasse 
avec une bonne précision (en la surestimant légèrement). L’observateur par intervalles fournit 
des estimations des bornes supérieure et inférieure qui encadrent bien les mesures de la 
concentration de biomasse. L’intervalle d’estimation est stable, diminue et semble converger 
vers une valeur asymptotique finie et faible. Les points mesurés se trouvent bien à l’intérieur de 
l’intervalle estimé par l’observateur par intervalles.  
Ainsi, les résultats obtenus sur les données expérimentales confirment les conclusions 
obtenues en simulation, à savoir une efficacité de l’observateur par intervalles, supérieure à 
celle d’un filtre de Kalman puisqu’elle encadre bien l’évolution de la biomasse, mais on risque 
d’obtenir un intervalle final grand, selon les conditions opératoires. L’observateur asymptotique 
ne semble pas être adapté à notre application car trop sensible aux erreurs sur les paramètres du 
modèle d’évolution de la concentration de CIT. 
 
Figure 4.30 : Validation expérimentale des observateurs pour la culture 2  
4.7 Conclusion 
Dans l’optique de l’implantation de lois de commande robustes, le développement de 
stratégies d’estimation basées sur le modèle retenu durant cette étude est nécessaire pour la 
reconstruction de la concentration cellulaire algale, variable non mesurée en ligne, à partir des 
mesures de concentration de carbone inorganique total. Connaissant la complexité du système 
biologique, les erreurs éventuelles relatives à la phase de modélisation et les limitations des 
capteurs physiques, il est fondamental de concevoir un observateur robuste, capable de fournir 
une estimation fiable de la concentration algale.  
Après une première partie consacrée à un état de l’art des stratégies d’estimation appliquées 
à la biotechnologie algale, les structures de trois observateurs ont été retenues et développées : 
le filtre de Kalman étendu, l’observateur asymptotique et l’observateur par intervalles. A partir 
des simulations numériques, la performance et la robustesse de ces trois observateurs ont été 
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étudiées vis-à-vis des incertitudes du modèle de croissance et des paramètres impliqués dans la 
dynamique de la concentration de CIT, à savoir      et        .  
Il a été montré que le filtre de Kalman étendu est robuste vis-à-vis des incertitudes des 
paramètres de la dynamique du CIT, mais l’estimation de la concentration de biomasse dépend 
de la qualité du modèle de croissance.  
L’observateur asymptotique est une stratégie d’estimation en boucle ouverte qui est robuste 
vis-à-vis des imprécisions des paramètres du modèle de croissance mais est fortement sensible 
aux paramètres      et        .  
Une structure alternative, basée sur l’approche par intervalles, permet de combiner les 
avantages des observateurs exponentiels et asymptotiques, en fournissant de plus un intervalle 
encadrant la trajectoire réelle du système. Cependant, l’erreur asymptotique ne peut 
généralement pas être annulée en régime permanent et dépend de la fiabilité des paramètres 
     et        . Afin d’améliorer la robustesse de cet observateur essentiellement vis-à-vis de 
ces paramètres, ses gains sont déterminés par application d’un filtre de Kalman étendu. 
L’efficacité de cette approche a été testée et mise en évidence en simulation et sur des essais 
expérimentaux.  
On peut donc considérer que l’on dispose d’un estimateur fiable et robuste de la 
concentration de la biomasse, ce qui permet de considérer maintenant la synthèse d’une loi de 
commande afin de maintenir la concentration cellulaire à une valeur stationnaire optimale 
permettant de maximiser la consommation de dioxyde de carbone sous les conditions 
opératoires considérées.  
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5 Mise en œuvre d’une loi de 
commande prédictive non-linéaire  
 
 
5.1 Introduction 
Comme il a été mentionné depuis le début, l’objectif principal de nos travaux réside dans 
l’optimisation de la séquestration du CO2 par les microalgues. A cet effet, il s’avère impératif 
d’introduire une stratégie de commande avancée performante permettant de garantir des 
conditions de cultures proches de l’optimum, favorisant ainsi la croissance cellulaire et, par 
conséquent, optimisant les performances du bioprocédé. Les stratégies de commande 
appliquées aux bioprocédés représentent un réel défi pour la communauté automaticienne. En 
effet, la première difficulté est liée à la mise au point d’un modèle fiable mais restant 
suffisamment simple, le système biologique étant complexe, possédant une dynamique lente 
et variant dans le temps. Par ailleurs, le deuxième point dur provient de la difficulté de 
mesurer, en temps réel, certaines variables du bioprocédé nécessaires à la commande, ce qui 
rend l’implantation de cette dernière d’autant plus complexe avec le recours aux observateurs 
comme illustré au chapitre précédent.  
Dans cette direction, plusieurs stratégies de commande ont été proposées dans le domaine 
biologique en général, comme on le verra lors du prochain paragraphe, mais peu de travaux 
concernent spécifiquement les cultures de microalgues. Durant cette thèse, le choix a été fait 
d’implanter une stratégie de commande prédictive non-linéaire « CPNL », afin de réguler la 
concentration cellulaire à une valeur de consigne adaptée, permettant de maximiser la 
productivité, et par conséquent, d’optimiser la consommation en CO2. Les fondements 
théoriques de cette stratégie seront détaillés par la suite, puis la commande CPNL sera 
appliquée à notre bioprocédé. 
Une première partie de ce dernier chapitre dresse un état de l’art des lois de commande 
appliquées aux bioprocédés, en particulier pour les cultures de microalgues. Une deuxième 
partie présente le principe de la commande prédictive non-linéaire. La stratégie de régulation 
retenue pour la maximisation de la consommation du dioxyde de carbone est ensuite décrite 
avec l’application de la stratégie de commande sur le bioprocédé considéré dans le cadre de 
nos travaux. L’analyse des performances de la loi de commande prédictive non-linéaire est 
réalisée dans un premier temps grâce à des essais de simulation. Enfin, la loi de commande 
développée est validée expérimentalement et ses performances sont comparées aux résultats 
obtenus par une commande classique par modèle générique « GMC ».  
5.2 Etat de l’art 
Comme dans de nombreux autres domaines, les biotechnologies en général sont propices à 
l’implantation de stratégies de commande avancées permettant une amélioration sensible des 
performances. On retrouve ainsi la mise en œuvre des principales stratégies avancées, comme 
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par exemple des approches s’appuyant sur une démarche de commande adaptative (Bastin et 
Dochain, 1990 ; Renard et al., 2006 ; Gonzales, 2001 ; Lupu et al., 2002 ; Mailleret et al., 
2004), de commande optimale (Smets et al., 2004 ; Banga et al., 1997) et plus récemment de 
commande prédictive (Ramaswamy et al., 2005 ; Boza-Condorena et al., 2011 ; Santos et al., 
2012, Hafidi, 2008).  
Dans le cas de la culture de microalgues, plusieurs études récentes se sont focalisées sur 
l’optimisation des cultures dans un photobioréacteur. Ainsi, un régulateur par modèle 
générique « GMC » adaptatif a été proposé par Baquerisse (1999) pour la régulation de la 
biomasse et de la concentration en CIT. Berenguel et al. (2004) ont implanté une stratégie de 
commande prédictive pour la régulation du pH et la diminution des pertes en CO2 pour une 
culture, en mode continu, de Phaeodactylum tricornutum dans un photobioréacteur tubulaire 
de type Air-lift. Mailleret et al. (2005) ont proposé une commande non-linéaire par retour de 
sortie pour la croissance des microorganismes en mode continu. Les performances de cette 
approche ont été analysées par des essais en simulation dans le cadre de la régulation de la 
concentration cellulaire de la microalgue verte Dunaliella tertiolecta. Meireles et al. (2008) 
ont proposé un système de commande simple de la concentration en biomasse pour une 
culture de Pavlova lutheri grâce à un dispositif d’incrément de la lumière en fonction de 
l’évolution de la concentration en biomasse mesurée. Plusieurs stratégies de commande ont 
été proposées et comparées pour la culture de Porphyridium purpureum dans le but de réguler 
la concentration cellulaire dans (Becerra, 2009). Les commandes testées sont une régulation 
de type PID, une régulation par modèle générique « GMC », une commande linéarisante par 
retour d’état (Becerra et al., 2008a) et une commande prédictive non-linéaire « CPNL » 
(Becerra et al., 2008b). La commande GMC et la commande linéarisante par retour d’état ont 
de plus été implantées et validées expérimentalement sur un photobioréacteur instrumenté.  
De même, les performances de la commande prédictive ont été mises en évidence dans le 
cadre des systèmes de support de vie durant les missions spatiales et plus précisément des 
systèmes de support de vie bio-régénérative (désignés en anglais sous le terme 
« bioregenerative life support system » ou « BLSS ») (Hu et al., 2008). A cet effet, une 
commande prédictive incluant un modèle par réseau de neurones artificiels a été mise en 
œuvre dans le but de réguler la biomasse vers une valeur de référence pour une culture en 
mode continu de Spirulina plantesis, dans un bioréacteur illuminé en continu, par régulation 
automatique, robuste et auto-adaptative de l’intensité lumineuse incidente. Les performances 
de cette stratégie de commande ont été comparées à celles d’un régulateur PID. 
Buehner et al. (2009) ont proposé une loi de commande basée sur une combinaison d’une 
action par anticipation et d’une rétroaction pour une culture en mode batch de 
Nannochloropsis oculta dans un photobioréacteur plat vertical. Cette stratégie de commande 
permet de réguler le pH vers une valeur de consigne à partir de la quantité de CO2 requise ou 
apportée. Le principal objectif consiste à optimiser rapidement la croissance de l’algue vers 
une densité cellulaire maximale. 
Enfin, deux stratégies de commande, l’une linéaire avec une régulation de type PI et l’autre 
non-linéaire avec une commande linéarisante par retour d’état, ont été mises en œuvre en 
simulation pour la culture de Chalmydomonas reinhardtii en mode continu dans un 
photobioréacteur sous forme de tore (Ifrim et al., 2010). Ces deux commandes permettent de 
réguler la concentration cellulaire vers une valeur de référence en considérant le taux de 
dilution comme variable de commande. 
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Globalement, l’élaboration de lois de commande pour l’optimisation des cultures de 
microalgues dans un photobioréacteur est limitée par la nature fortement non-linéaire et 
complexe de la dynamique du système. De ce fait, comme en témoigne le nombre important 
de réalisations expérimentales, les techniques de commande avancées sont des solutions 
intéressantes, permettant de tenir compte à la fois de la dynamique du système et des 
incertitudes sur les paramètres identifiés. Les résultats des essais en simulation des travaux de 
Becerra (2009) ont permis de mettre en évidence les performances intéressantes de la 
commande prédictive non-linéaire par rapport aux autres stratégies de commande linéaires et 
non-linéaires pour la régulation de la concentration cellulaire des cultures de Porphyridium 
purpureum dans un photobioréacteur. C’est la raison pour laquelle nous avons repris une des 
perspectives des travaux de Becerra (2009), à savoir l’élaboration et l’implantation d’une 
stratégie de commande prédictive non-linéaire, dans le cadre du bioprocédé de Chlorella 
vulgaris, afin de maximiser la consommation du dioxyde de carbone par la microalgue. En 
effet, cette commande présente des caractéristiques intrinsèques de robustesse fortes, ce qui 
est un atout dans le contexte de couplage de la commande avec des observateurs. 
5.3 Commande prédictive  
La commande prédictive est une stratégie de commande avancée qui a connu un intérêt 
croissant ces dernières années dans de nombreux domaines industriels. L’éclosion de cette 
commande avancée vient d’une part du besoin des industriels de performances élevées des 
boucles d’asservissement des systèmes non-linéaires complexes, n’étant pas satisfaits par les 
régulateurs classiques de type PID, et d’autre part du fait que cette loi de commande permet 
de garantir ces performances élevées en tenant compte des contraintes d’exploitation lors de 
l’élaboration de la commande. Dans cette partie, nous allons présenter un bref historique de 
l’évolution de la commande prédictive. Les notions théoriques de base de la commande 
prédictive sont rappelées et suivies d’une présentation du cadre mathématique dans lequel 
sera élaborée la stratégie de commande prédictive non-linéaire.  
5.3.1 Bref historique de la commande prédictive 
L’implantation de la commande prédictive à l’échelle industrielle a connu un intérêt 
croissant dès la fin des années 70. En effet, la mise en œuvre a été initiée par les travaux 
pionniers de Richalet et al. (1976, 1978) dans le secteur de la pétrochimie avec le dévelop-
pement du logiciel IDCOM (identification-commande) pour la commande prédictive dite 
heuristique MPHC « Model Predictive Heuristic Control ». Les ingénieurs de Shell, Cutler et 
Ramaker, ont appliqué, en 1980, une variante de cette loi de commande désignée sous le nom 
de commande matricielle dynamique « Dynamix Matrix Control » (DMC), également, dans le 
domaine de la pétrochimie. Cette première génération de commande prédictive repose sur un 
modèle de type boîte noire et ne tient pas compte des contraintes lors de l’élaboration de la 
commande. De Keyser et Van Cauwenberghe (1979) ont développé la commande auto-adap-
tative étendue « Extended Prediction Self Adaptive Control » (EPSAC), qui permet d’appli-
quer les notions du prédictif sur des modèles sous forme de représentation entrée-sortie. 
Au début des années 80, une deuxième génération d’algorithmes de commande prédictive 
ont été développés, induisant la résolution d’un problème d’optimisation quadratique, en 
prenant de plus en compte des contraintes sur les entrées et les sorties « Quadratic Dynamic 
Matrix Control » (QDMC) (Cutler et al., 1980). Ydstie (1984) a développé une commande 
prédictive à horizon étendu « Extended Horizon Adaptive Control » (EHAC), permettant 
d’optimiser la sortie future vers celle de la consigne pour un horizon temporel plus grand que 
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le retard présent dans le procédé. Finalement, le milieu des années 80 marque véritablement le 
début de l’ère prédictive telle que nous la connaissons actuellement, avec la Commande 
Prédictive Généralisée « Generalized Predictive Control » (GPC) initiée par Clarke et son 
équipe (1987) et la Commande Prédictive Fonctionnelle « Predictive Functional Control » 
développée par Richalet et al. (1987) 
Enfin ce n’est qu’à partir des années 90 qu’une réelle explosion du nombre d’applications 
utilisant la commande prédictive a été enregistrée. La commande prédictive a été utilisée avec 
succès dans différentes applications industrielles, notamment dans le domaine des processus 
chimiques (De Keyser, 1988 ; Camacho et Bordons, 1998), dans le domaine de la robotique 
(Essen et Nijmeijer, 2001 ; Ginhoux, 2003) et plus récemment dans le domaine des 
bioprocédés (Costa et al., 2001 ; Dowd et al., 2001 ; Foss et al., 1995 ; Preub et al., 2003 ; 
Campello et al., 2003 ; Ramaswamy et al., 2005). De nos jours, au-delà des stratégies 
linéaires sans contrainte devenues « classiques », la démarche est plus orientée vers la mise en 
œuvre de structures non-linéaires, tenant compte de contraintes, et impliquant la résolution en 
temps réel d’un problème d’optimisation (Camacho et al., 2004 ; Maciejowski, 2002).  
5.3.2 Principe de la commande prédictive 
Comme indiqué précédemment, la commande prédictive représente actuellement l’une des 
approches modernes de commande avancées parmi les plus utilisées dans le monde industriel 
(Qin et Badgwell, 2003). Sa formulation intègre des concepts issus de la commande optimale, 
de la commande stochastique, de la commande par modèle interne et de la commande 
multivariable (Tlili, 2008). Le principe de cette approche, désignée également sous le terme 
de « commande à horizon glissant ou fuyant », repose sur la notion fondamentale de 
prédiction. Il s’agit de créer un effet anticipatif par prédiction du comportement futur du 
système et sur la base de la résolution d’un problème d’optimisation, au sens d’une fonction 
de coût, tout en respectant les contraintes opératoires du procédé. Il est donc nécessaire pour 
pouvoir anticiper de connaître explicitement la trajectoire à suivre (éventuellement les 
perturbations mesurables (Migliore, 2004)), planifiée à l’avance au moins sur un horizon fini 
donné, et de disposer d’un modèle numérique du système pour la prédiction de ce 
comportement. Ainsi, la commande prédictive appartient à la grande famille des commandes 
à base de modèle « Model Based Control ». Les performances de cette loi de commande sont 
dès lors relativement dépendantes de la précision et de la complexité du modèle implanté dans 
l’algorithme pour la prédiction du comportement futur du système (Huang et Kadali, 2008 ; 
Magni et al., 2009). Néanmoins la commande prédictive présente un certain nombre 
d’avantages par rapport aux autres lois de commande. On peut citer une capacité de régulation 
d’une grande variété de procédés présentant des dynamiques simples ou complexes (systèmes 
à retard, à oscillations fortes, à déphasage non minimal ou instables, multivariables, non-
linéaires, …). 
Cette loi de commande est régie on l’a vu par un concept d’anticipation intuitif et 
s’apparente fortement au comportement naturel issu de la vie quotidienne (Boucher et Dumur, 
1996). Ainsi, la commande prédictive « Model Predictive Control » (MPC) repose sur la 
démarche suivante (Rossiter, 2003) : 
1. utilisation d’un modèle numérique du système afin de prédire, à chaque instant les 
sorties futures du système sur un certain horizon    appelé horizon de prédiction ; 
2. minimisation d'une fonction de coût sur un horizon fini pour la détermination en 
boucle ouverte de la commande « optimale » à appliquer sur un horizon de 
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commande   , respectant les contraintes de fonctionnement. Cette phase d’optimisa-
tion doit faire coïncider la sortie du processus avec la trajectoire à suivre ; 
3. utilisation de la stratégie de l'horizon fuyant (cf. figure 5.1) : à partir de la séquence de 
commandes futures déterminées à l’étape précédente      
 , seule   
  la première 
valeur de cette séquence est appliquée au système, et toute la procédure est répétée à la 
période d’échantillonnage suivante. 
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Le principe général de la commande prédictive est récapitulé figure 5.2. 
 
Figure 5.2 : Schéma bloc simplifié de la commande prédictive 
A ce stade, il convient de distinguer les stratégies de commande prédictives linéaires des 
structures de commande prédictives non-linéaires. Dans le cas linéaire invariant et en 
l’absence de contraintes de fonctionnement, la loi de commande prédictive ne nécessite pas 
d’étape de résolution effective d’un problème d’optimisation en ligne. Ceci est dû au fait que 
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le correcteur est à son tour linéaire, déduit de façon analytique et explicite hors-ligne 
(Boucher et Dumur, 1996 ; Flila, 2010). En revanche, la résolution du problème 
d’optimisation issue de la minimisation du critère prédictif devient plus complexe dans le cas 
d’un système linéaire ou non-linéaire avec prise en compte de contraintes (de type 
« inégalité », représentant des limitations du système). En effet, la minimisation du critère 
nécessite dès lors la résolution d’un problème d’optimisation en temps réel (Camacho et al., 
2004), à l’aide d’algorithmes susceptibles de présenter un temps de calcul assez important. 
Cette stratégie non-linéaire est détaillée plus spécifiquement lors du paragraphe suivant. 
5.3.3 Commande prédictive non-linéaire 
Du fait des limitations de la commande prédictive linéaire vis-à-vis des procédés ayant une 
dynamique fortement non-linéaire, soumis à des contraintes et/ou régis par un changement 
fréquent de régimes de fonctionnement, l’application de la commande prédictive non-linéaire 
est à privilégier. Cette approche non-linéaire peut être considérée comme une commande 
optimale, dont l’objectif de poursuite repose sur la résolution d’un problème d’optimisation 
non-linéaire (Henson, 1998 ; Tatjweski, 2007). Cette non-linéarité est issue, principalement, 
du modèle non-linéaire de prédiction (Long et al., 2006), mais également des contraintes, ce 
qui rend très difficile la détermination de l’optimum global (Cannon, 2004 ; Magni et al., 
2009). La mise en œuvre de la stratégie de commande prédictive non-linéaire dépend 
principalement du type de modèle utilisé (Findeisen et al., 2007) et de l’algorithme 
d’optimisation appliqué pour le calcul de la séquence de commande optimale (Cannon, 2004). 
L’utilisation d’un modèle non-linéaire permet d’optimiser la précision de la prédiction et, par 
conséquent, d’améliorer les performances du système en boucle fermée (Idiri, 2011). En 
contrepartie, une prédiction non-linéaire des sorties implique nécessairement un modèle 
complexe et, par conséquent, un temps de calcul plus important (Idiri, 2011). Ainsi, un 
compromis doit être effectué entre précision du modèle et complexité de calcul. 
Le second aspect concerne le type d’algorithme d’optimisation utilisé et le temps de calcul. 
Le temps de calcul dépend de l’algorithme d’optimisation implanté pour la minimisation en 
ligne de la fonction de coût. L’algorithme adopté doit assurer la convergence et la faisabilité 
de l’optimisation, afin de garantir la stabilité en boucle fermée (Mayne et al., 2000) ; sachant 
que le calcul de la séquence de commandes futures, à chaque instant d’échantillonnage, doit 
être effectué en un temps inférieur à la période d’échantillonnage (Cannon, 2004 ; Magni et 
al., 2009). A ce sujet, Magni et al. (2009) proposent une synthèse des différentes approches 
utilisées dans le cadre de la mise en œuvre de la commande prédictive non-linéaire. La 
formulation du problème d’optimisation utilisé par la suite est détaillée ci-dessous. 
5.3.3.1 Définition du critère  
Le système considéré est représenté par un modèle discret non-linéaire défini par la 
représentation d’état suivante : 
 {
                  
           
 (5.1) 
avec : 
  : état du système ; 
   : variable de commande ; 
   et   : fonctions non-linéaires; 
   : la sortie du système. 
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où l’indice k représente la valeur de la variable à l’instant k Te, Te période 
d’échantillonnage. Ce modèle sera utilisé pour prédire le comportement du système. 
L’élaboration de la stratégie de commande prédictive non-linéaire est associée à la 
minimisation sur un horizon fini d’une fonction de coût incluant deux termes quadratiques : le 
premier est lié aux erreurs futures entre la sortie prédite et la consigne, et le deuxième 
correspond aux valeurs futures de la commande. A chaque instant d’échantillonnage   et 
connaissant l’état de référence      , la fonction de coût utilisée pour le calcul de la séquence 
de commande optimale est donnée sous forme très générale par la relation suivante : 
            ̃    
      ∑ ((            )
 
  (            )      
       )
   
     (5.2) 
avec : 
      : horizon de prédiction ; 
  ̃ : vecteur des séquences des commandes futures à appliquer ; 
    : matrice de pondération sur l’état final, semi-définie positive ; 
    : matrice de pondération de l’état, semi-définie positive ; 
    : matrice de pondération de la commande, définie positive. 
Le terme portant sur l’état final est parfois ajouté de façon à améliorer la stabilité de la loi 
de commande. Concernant les contraintes prises en compte, elles caractérisent, généralement, 
les limitations physiques sur la commande, sur l’état ou sur la sortie du système (Idiri, 2011). 
Ces contraintes sont introduites lors de la synthèse du correcteur, afin d’éviter tout 
changement brusque sur la commande. De manière générale, les contraintes sont définies sur 
l’horizon de prédiction par des inégalités de la forme : 
              (5.3) 
où      et        représentent des vecteurs pouvant être constants. Ce type de contrainte 
définit la plage de variations des commandes. On ferait de même pour des contraintes sur 
l’état ou la sortie. Le vecteur d’optimisation  ̃ du profil de commande est défini par : 
  ̃  {     …          }  (5.4) 
5.3.3.2 Formulation du problème d’optimisation 
La commande prédictive consiste à minimiser le critère (5.2), tout en tenant compte des 
contraintes ((5.3) par exemple). Son principe général est donné par la figure 5.3.  
La démarche de résolution du problème d’optimisation peut être formalisée par les étapes 
suivantes à un instant d’échantillonnage   (Hafidi, 2008) : 
1. Calcul de la séquence optimale     {     …          …        } minimisant la 
fonction de coût    ̃ , en tenant compte des contraintes de fonctionnement : 
 
               ̃ 
    
 
{
 
 
 
 
                                                         
                      ̂      
                              
                              
                                     
  (5.5) 
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avec :  ,    et   sont des matrices constantes, p, r et pT sont des vecteurs regroupant 
les valeurs limites à respecter au niveau des contraintes. 
2. solution de la résolution du problème d’optimisation : séquence de commande 
optimale  ̃   {     …          } ; 
3. implantation de la première commande         au système ; 
4. réitération selon la stratégie de l’horizon fuyant à l’instant d’échantillonnage 
suivant     . 
 
Figure 5.3 : Schéma de mise en œuvre de la commande prédictive non-linéaire 
Dans la section suivante, cette démarche d’optimisation, formulée jusqu’ici de façon très 
générale, est appliquée dans le cadre de la synthèse spécifique d’une loi de commande 
prédictive non-linéaire pour la culture de microalgues dans le photobioréacteur. 
5.4 Application au système étudié 
Cette section s’intéresse à l’élaboration d’une commande prédictive non-linéaire pour la 
culture de Chlorella vulgaris dans un photobioréacteur. Une première étape consiste à définir 
les objectifs visés pour la loi de commande. La structure de la commande prédictive non-
linéaire sera par la suite présentée à travers la définition du critère de performance et la 
résolution du problème d’optimisation en utilisant l’approche CVP « Control Vector 
Parametrization ». 
A l’instant k 
Mesures des sorties 
du système 
Modèle de Prédiction Contraintes sur : 
- les états 
- la commande 
- la sortie 
actuelle et futures :  
- commande 
- perturbations 
Sorties 
futures du 
système 
Résolution du problème d’optimisation 
 
 
 
Séquence de commande optimale 
Application de la première commande 
A l’instant k+1 
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5.4.1 Objectif de commande  
Comme indiqué dans le premier chapitre, le principal objectif de cette thèse est d’optimiser 
la fixation du CO2 par les microalgues. Au cours de la mise en œuvre de la commande 
prédictive non-linéaire, nous avons opté pour une stratégie d’optimisation de la productivité 
au sein du réacteur, ce qui revient à maximiser le produit taux de dilution par concentration de 
biomasse à l’instant final, soit : 
 {       }        ( (  ) ) (5.6) 
où le taux de dilution est supposé constant, et les conditions opératoires fixées comme 
précédemment (sur la lumière et pression en CO2). 
Puisque le système fonctionne en mode continu, il atteint toujours un point d’équilibre 
(Xeq, [CIT]eq,), qui dépend du taux de dilution Feq/V. La résolution de ce problème 
d’optimisation a permis d’identifier qu’il n’existe qu’un point unique de fonctionnement pour 
lequel la productivité des microalgues est maximisée. Ce point de fonctionnement correspond 
à la valeur d’équilibre (Xeq, [CIT]eq, Feq) pour lequel la concentration en CO2 dissous est égale 
à la concentration de saturation [CO2]
*
. En conséquence, la maximisation de la productivité 
au sein du photobioréacteur peut être assurée par la régulation de la concentration de 
biomasse à cette valeur d’équilibre choisie. Sous les conditions opératoires considérées au 
cours de notre étude (en terme d’intensité lumineuse, de pH, de pression partielle en CO2), la 
solution optimale est donnée par Xeq de 6 milliards de cellules par litre et Feq de 0,7 L.h
1
, ce 
qui corespond à une productivité de            
      . Cependant, afin d’éviter tout 
risque de lessivage de la culture, nous avons préféré considérer une valeur d’équilibre plus 
importante dans le but de tester la stratégie mise en place. En effet, afin de réduire la durée 
des essais expérimentaux, nous avons effectué des échelons descendants en consigne de 
concentration de biomasse. Etant donnée la valeur faible de la concentration de biomasse 
consigne, le risque de lessivage de la culture était important. Ainsi, nous avons considéré une 
valeur de référence de 20 milliards de cellules par litre pour la biomasse, et la loi de 
commande devra réguler la concentration réelle de biomasse à cette valeur de consigne, en 
présence d’incertitudes sur le modèle et en rejetant les perturbations.  
Nous imposons par ailleurs au débit d’alimentation, la variable de commande, de suivre un 
profil d’alimentation de référence noté     , défini par la relation suivante : 
         (5.6) 
Cette dernière relation est issue de la dynamique d’évolution de la biomasse (3.2), en 
considérant l’état stationnaire atteint, ce qui implique que la vitesse de croissance des 
microalgues est égale au taux de dilution imposé à la culture (   ). 
5.4.2 Formulation mathématique de la commande prédictive non-linéaire 
La mise en œuvre de la commande prédictive non-linéaire se base sur une prédiction du 
comportement futur du système biologique à partir d’un modèle dynamique. Le modèle de 
prédiction considéré est régi par les équations (3.2) et (3.5) citées au chapitre III. Pour rappel, 
la dynamique d’évolution de la biomasse et du CIT est définie par les expressions suivantes : 
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avec       
     
                    
 et          . 
L’implantation de la stratégie de commande prédictive non-linéaire nécessite l’utilisation 
d’un modèle de prédiction discret, lequel est obtenu par discrétisation de la représentation 
d’état à une période d’échantillonnage notée     (en utilisant la technique d’Euler par 
exemple). Le modèle de prédiction est ainsi défini par la représentation d’état suivante : 
 {
                   
      
 (5.7) 
avec : 
             : vecteur des variables d’état du système ; 
    : fonction non-linéaire incluant (3.2) et (3.5) ; 
         : matrice d’observation de la représentation d’état ; 
   : variable de commande. 
5.4.2.1 Définition du critère et formulation du problème d’optimisation 
L’objectif de la loi de commande est de réguler la concentration cellulaire    à une valeur 
de consigne connue      , pour laquelle la commande d’équilibre associé est       (donnée 
par (5.6)). Nous avons opté pour une structure de fonction de coût similaire à celle appliquée 
par Hafidi (2008), lors de l’implantation de la commande prédictive non-linéaire pour la 
culture des E. coli avec une structure quadratique qui ne tient pas compte ni de coût terminal, 
ni des contraintes terminales, définie par l’expression suivante : 
       ∑ (         ̃   )
 
  ∑ (                )
 
  
   
  
    (5.8) 
avec : 
   ̃: prédiction de la biomasse par le modèle discret (5.7) ; 
   : facteur de pondération sur la commande ; 
   : vecteur des variables d’optimisation,    {  ̃    …    ̃       …        } ; 
    : horizon de prédiction sur la sortie ; 
    : horizon de prédiction sur la commande avec         . 
Le problème d’optimisation repose donc sur la minimisation de la fonction coût, 
précédemment définie en (5.8), à chaque pas d’échantillonnage sous les contraintes de 
fonctionnement (contrainte sur la commande, contrainte sur les états, etc.). Il se traduit par la 
relation suivante : 
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    [∑ (         ̃   )
 
  ∑ (                )
 
 
   
 
   ] 
                     
{
 
 
 
 
 ̃          ̃     
 
 ̃          ̃             
         
 ̃        
   { ̃    …   ̃       …        }
 (5.9) 
avec : 
  ̃ : concentration de biomasse prédite par le modèle discret (5.7) ; 
      : valeur de référence de la concentration de biomasse ; 
   : vecteur des variables à optimiser. 
La mise en œuvre de la loi de commande à partir du problème d’optimisation, 
précédemment défini (5.9), ne fait pas intervenir d’action intégrale permettant de compenser 
les éventuelles désadaptations entre le modèle mathématique et le système réel. Concernant 
les procédés biologiques en particulier, il est nécessaire de tenir compte de ces erreurs, du fait 
des incertitudes présentes durant la phase de modélisation et d’identification du système 
biologique. La prise en compte des erreurs induites par le modèle est assurée à partir d’une 
modification de la structure du problème d’optimisation par l’introduction d’un signal de 
mesure, qui permet de tenir compte de l’écart entre la prédiction du modèle et la sortie du 
système, selon une démarche similaire à celle de l’approche DMC « Dynamic Matrix 
Control » (Cutler et Ramaker, 1980), appelée « Différence Objet-Modèle » (D.O.M) (Richalet 
et al., 1987). 
La prise en compte de l’erreur, notée     , entre la sortie du système   et celle du modèle, 
notée     , est traduite par la relation suivante : 
  ̃             (        ) ⏟   
       
                    (5.10) 
où  ̃ et      représentent respectivement la sortie prédite du système et celle prédite par le 
modèle discret. 
Le problème d’optimisation peut donc être reformulé par l’expression suivante : 
 
    [∑ (         ̃   )
 
  ∑ (                )
 
 
   
 
   ] 
                     
{
 
 
 
 
            (        )
 
             (                )
         
         
   { ̃    …   ̃       …        }
 (5.11) 
Le problème d’optimisation permet de calculer, à chaque période d’échantillonnage, la 
séquence de commande optimale notée      { ̃       …   ̃             …           }.  
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A l’instant  , seule la première séquence de commande optimale      est appliquée au 
bioprocédé. L’étape suivante consiste à répéter la même démarche d’optimisation à la période 
d’échantillonnage suivante, selon la stratégie de l’horizon fuyant. 
La structure de la loi de commande prédictive non-linéaire avec prise en compte de l’erreur 
du modèle est illustrée par la figure 5.4. 
 
ms /ˆ  
modX  ref
F  
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_ 
 
Algorithme de la 
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xmod 
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d’optimisation 
Modèle de 
prédiction 
 
Figure 5.4 : Schéma de la structure générale de commande prédictive non-linéaire 
avec prise en compte de l’erreur du modèle      
Dans les cas des systèmes biologiques et comme détaillé au chapitre IV, la concentration 
cellulaire est une variable du système qui n’est pas disponible en temps réel, en raison des 
diverses limitations des capteurs physiques. Du fait que la connaissance de cette variable est 
fondamentale dans la phase de prédiction de la loi de commande prédictive retenue, la 
concentration en biomasse sera estimée à partir des mesures du CIT. La structure de la 
commande prédictive non-linéaire doit de ce fait inclure, implicitement ou explicitement, un 
observateur de la concentration de biomasse dans la boucle de régulation. La concentration de 
biomasse estimée par l’observateur est exploitée par la commande prédictive non-linéaire, 
essentiellement par la prise en compte de l’erreur de modèle via le signal D.O.M. La structure 
de la commande prédictive non-linéaire couplée à un observateur est donnée figure 5.5. 
 
ms /ˆ  
modX  ref
F  
Xref  
CIT  
optF  
+ 
_ 
 
Algorithme de la 
commande Prédictive 
Photobioréacteur 
Modèle de 
prédiction 
F 
xmod 
Algorithme 
d’optimisation 
Modèle de 
prédiction  
Observateur 
Xˆ  
 
Figure 5.5 : Schéma de la structure générale de commande prédictive non-linéaire  
couplée à un observateur 
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5.4.2.2 Résolution du problème d’optimisation par approche CVP 
La résolution d’un problème d’optimisation revient à localiser l’optimum global de la 
fonction coût en présence ou en absence des contraintes de fonctionnement. Dans la pratique, 
les processus sont sujets à des contraintes qui doivent nécessairement être prises en compte 
dans la résolution du problème d’optimisation, afin d’aboutir à des lois de commande 
admissibles et de performances satisfaisantes. En tenant compte des contraintes, la résolution 
d’un problème d’optimisation non-linéaire est une tâche très délicate, d’autant plus que les 
algorithmes de résolution devront converger vers une solution optimale en un temps plus 
faible que la période d’échantillonnage.  
Dans le cas du problème d’optimisation (5.11), deux difficultés majeures sont à noter. 
La première est relative à la discrétisation du système pour aboutir à la forme discrète du 
modèle de prédiction (5.7). Il est préférable de choisir une faible période d’échantillonnage 
afin d’assurer la pertinence du modèle de prédiction discret par rapport au modèle continu. 
Cependant, les bioprocédés étant caractérisés par des dynamiques lentes et les temps de 
réponse du système étant importants (de l’ordre de plusieurs heures), on aboutit à des 
horizons de prédiction très importants et à une augmentation du nombre de variables de 
décision du problème d’optimisation (Hafidi, 2008). La seconde difficulté est engendrée par 
la présence des contraintes non-linéaires qui induisent une complexité au niveau de la 
résolution du problème d’optimisation et, par conséquent, conduisent à un temps de calcul 
plus important de la boucle de régulation en temps réel. 
En conséquence, pour contourner ces difficultés, la résolution a été assurée à l’aide 
d’une approche de type CVP « Control Vector Parameterization » développée dans les 
travaux de Ray (1981) et Vassiliadis (1993), et appliquée dans les procédés chimiques et 
biologiques (Schlegel et Marquardt, 2006 ; Balsa-Canto et al., 2006). 
Cette approche d’optimisation consiste à paramétrer explicitement les variables à 
optimiser, en fonction d’un nombre limité de paramètres et selon une période 
d’échantillonnage adaptée au critère prédictif (Hadiyanto et al., 2007). Les variables d'état 
dans le modèle de processus restent dès lors sous la forme d'équations différentielles 
continues (Goh et Teo, 1988) et il n’est plus nécessaire de discrétiser le modèle continu. Les 
paramètres discrétisés sont les variables de décision lors de l’optimisation et le profil de 
séquence de commande est approché par une fonction constante ou linéaire par morceaux. Les 
variables d’états prédites sont obtenues par intégration numérique des équations différentielles 
et le critère est optimisé sur un nombre fini d’itérations (Hadiyanto et al., 2007). De même, 
cette approche permet d’appliquer une période d’échantillonnage plus élevée au critère 
prédictif par rapport à une discrétisation classique (Hafidi, 2008). Le principe de l’approche 
CVP est illustré par la figure 5.6. 
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Etats prédits 
Commandes discrétisées 
Te 0 2 Te N Te 
Te 0 2 Te N Te  
Figure 5.6 : Principe de l’approche CVP (Hafidi, 2008) 
A partir de cette approche d’optimisation, le problème d’optimisation, précédemment 
défini par (5.11), est ainsi transformé en un problème de programmation non-linéaire suivant 
la relation suivante : 
 
     [∑ (         ̃   )
 
  ∑ (                )
 
 
   
 
   ] 
                              
    {   …        }
 (5.12) 
On constate, avec cette nouvelle formulation, la disparition des contraintes relatives au 
modèle et aux états. Cette approche CVP a permis d’aboutir à une structure plus facile à 
résoudre, avec une prise en compte implicite des contraintes liées au modèle et aux états au 
niveau de la prédiction des sorties du système. Une simplification supplémentaire consiste à 
se défaire des contraintes relatives à la commande, en procédant à un changement de variable 
sur la commande  , selon la relation suivante : 
          (5.13) 
On aboutit, ainsi, à un problème de minimisation d’un critère quadratique non contraint 
défini par : 
 
      [∑ (         ̃   )
 
  ∑ (                     )
 
 
   
 
   ] 
     {   …        }
 (5.14) 
L’ensemble des procédures entreprises pour l’implantation de la stratégie de commande 
proposée est récapitulé figure 5.7. La stratégie de commande développée est implantée dans 
l’environnement MatlabTM. La détermination de la séquence optimale a été réalisée grâce à la 
méthode de Gauss-Newton (Fletcher, 1991) étant donné que le problème à optimiser est un 
problème de moindres carrés non-linéaires. Une approche de type Euler est utilisée pour 
intégrer la trajectoire du système. Dans ce cas, le pas d’échantillonnage est choisi plus rapide 
que la période d’échantillonnage des mesures, similairement à ce qui a été fait au chapitre IV 
lors de la mise en œuvre des estimateurs. 
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Figure 5.7 : Démarche de mise en œuvre de la loi de commande prédictive non-linéaire  
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5.5 Performances en simulation 
Pour rappel, l’objectif de la commande consiste à réguler la concentration cellulaire à une 
valeur de référence, en forçant le débit d’alimentation F à suivre un profil de référence. Les 
conditions de simulations considérées durant ces essais sont récapitulées dans le tableau 5.1  
Tableau 5.1 : Conditions de simulation de la commande prédictive non-linéaire  
Paramètres Valeur Unité 
Iin 90 µE. m
2
. s
1
 
PCO2 0,05 atm 
pH 6,5 sans dimension 
V 9,6 L 
Ar 0,31 m
2
 
YX/CIT 1212 10
9
 cell. mol
1
 
kLa 1,4 h
1
 
µmax 1,07 h
1
 
KE 0,08 µE. s
1
. 10
9
 cell
1
 
KCL 3,8 mmol. 10
9
 cell
1
 
H 29,41 atm. L. mol
1
 
X0 19 10
9
 cell.L
1
 
[CIT]0 2 mmol.L
1
 
Les temps d’échantillonnage sont de            pour la dynamique et         pour 
les mesures. La concentration en CIT est exprimée en mmol.L
1
 et la concentration de 
biomasse en             . Le débit d’alimentation est supposé saturé à la valeur 
           
   (valeur seuil de la pompe péristaltique Watson Marlow utilisée au niveau du 
banc d’essai). Le temps de simulation est de 20 h. 
5.5.1 Simulation du cas nominal 
A partir d’essais de simulation, analysons tout d’abord les performances de la stratégie de 
commande proposée dans une configuration « nominale », c’est-à-dire en l’absence 
d’incertitudes sur le modèle. De ce fait, le terme D.O.M défini par (5.10) n’intervient pas, 
puisqu’il est nul. La concentration de biomasse est supposée disponible, pour ne pas faire 
intervenir les estimateurs. On considère le profil suivant pour la consigne de biomasse : 
     {
                          
                                  
                          
   
Dans un premier temps, on choisit les paramètres de la commande prédictive comme suit : 
un horizon de prédiction     , un coefficient de pondération    . Le choix définitif de 
ces paramètres sera effectué par la suite.  
Les résultats obtenus sont donnés par la figure 5.8. On peut noter la stabilité et la bonne 
performance de la loi de commande développée. En effet, la concentration de biomasse rejoint 
bien sa valeur référence, avec un temps de réponse de l’ordre de 4 h en montée et de 3 h pour 
une descente. Cette différence en temps de réponse s’explique par le fait que lorsque la 
consigne est un échelon ascendant, la commande impose un débit nul, induisant donc un 
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temps de réponse plus long. En effet, pour augmenter la concentration de biomasse, la 
commande place le système en mode batch (i.e. F=0 L.h
1) jusqu’à ce que la concentration 
arrive naturellement à la valeur consigne. A ce moment, la commande impose un débit non 
nul pour maintenir la concentration de biomasse à cette valeur souhaitée. A l’inverse, dans le 
cas d’un échelon descendant, la commande augmente le débit pour diluer la concentration de 
biomasse, jusqu’à ce que sa concentration atteigne la valeur consigne, puis la commande 
maintient le débit à la valeur d’équilibre (i.e. pour laquelle    ) pour maintenir la 
concentration de biomasse à sa valeur de consigne. 
On peut noter l’effet anticipatif de la commande puisque la commande varie avant 
l’occurrence d’un changement de consigne. Ce résultat est cohérent avec le principe de 
l’horizon fuyant, puisque l’algorithme d’optimisation prend en compte les valeurs futures de 
la consigne et calcule en conséquence les commandes à appliquer dans l’immédiat, en 
prévision de ce changement de consigne. Par ailleurs, la réponse de la concentration de 
biomasse ne présente pas de dépassement ni d’erreur statique. Le débit possède des variations 
lisses, et rejoint à l’équilibre la valeur     , correspondant à la valeur permettant d’obtenir la 
concentration de biomasse consigne souhaitée.  
 
Figure 5.8 : Analyse des performances de la commande prédictive non-linéaire  
en suivi de consigne (cas nominal). 
Dans un deuxième temps, la performance de la commande est testée en présence de 
perturbations, pour une consigne de concentration de biomasse constante égale à 
                . Trois types de perturbations ont été testés :  
- Passage de l’intensité lumineuse     de 90 à 100 µE. m
2
. s
1
 à      . 
- Passage du pH de 6,5 à 7 à      . 
- Passage de la pression partielle en CO2 de 0,05 atm à 0,1 atm à      . 
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Les résultats obtenus sont donnés figure 5.9. La commande prédictive parvient à rejeter ces 
perturbations avec des temps de rejet de l’ordre de 5h. On peut noter que l’effet de la variation 
de l’intensité lumineuse n’est pas très significatif en comparaison au pH et à la pression 
partielle en CO2. La commande rejoint approximativement sa valeur de référence, calculée à 
partir du modèle. On peut remarquer que la commande a tendance à augmenter le débit et 
donc à diluer la culture pour maintenir la concentration de biomasse constante.  
Ainsi, la commande prédictive non-linéaire présente de bonnes propriétés de suivi de 
consigne et de rejet de perturbation. 
Les résultats présentés précédemment ont été réalisés pour des paramètres (   ) =(1,10). 
Dans ce qui suit, l’effet de ces paramètres sur les performances de la commande est étudié, 
pour pouvoir choisir des ordres de grandeurs « optimaux » à ces grandeurs. Les figures 5.10 et 
5.11 donnent les réponses du système commandé pour une consigne en échelon de 
concentration de biomasse de 20              à 21              à t = 2 h. Pour une 
pondération    , l’influence de l’horizon de prédiction sur la réponse du système est 
donnée par la figure 5.10. Plus l’horizon de prédiction est grand, plus la commande anticipe la 
variation de la consigne, et donc meilleure est la réponse du système. Cependant, la taille de 
la fenêtre de prédiction correspond également à la taille du problème d’optimisation à 
résoudre. Cette optimisation s’effectuant en temps réel, il est préférable de réduire au 
maximum le temps de calcul pour déterminer la commande à appliquer. Nous avons choisi de 
garder une valeur de    , qui semble être le meilleur compromis, dans le cas étudié, entre 
la qualité de la réponse et le temps de calcul. 
  
Figure 5.9 : Analyse des performances de la commande prédictive non-linéaire  
pour le rejet de perturbation : en Iin à t=5h, pH à t=10h et PCO2 à t=20h (cas nominal). 
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Figure 5.10 : Analyse des performances de la commande prédictive non-linéaire  
pour différentes valeurs de N (cas nominal,     . 
 
Figure 5.11 : Analyse des performances de la commande prédictive non-linéaire  
pour différentes valeurs de   (cas nominal, N=5). 
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L’étude de l’influence de la pondération   est réalisée dans un deuxième temps, en fixant 
la taille de l’horizon de prédiction à 5Te (soit N=5). On peut constater à partir des résultats 
illustrés par la figure 5.11 que, lorsque la pondération est élevée, le suivi de la consigne de 
concentration de biomasse est de moindre qualité. En effet, la loi de commande privilégie le 
suivi de la commande de référence au détriment de la qualité du suivi de la concentration de 
biomasse. A noter que pour     , il n’y a plus de phase de batch au début, nécessaire à 
l’augmentation de la concentration de biomasse, d’où la réponse en biomasse éloignée de la 
valeur consigne. D’autre part, cette détérioration de la performance serait plus accentuée dans 
le cas d’incertitudes sur le modèle, où le débit de référence est rappelons-le calculé à partir du 
modèle. Ainsi, si le modèle comporte des erreurs, le débit de référence serait écarté de la vraie 
valeur, et de ce fait, la trajectoire obtenue serait éloignée de celle souhaitée. Le choix a été fait 
de considérer une pondération égale à       qui donne le meilleur compromis entre suivi de 
la consigne de concentration de biomasse et celle en commande. Ainsi, pour la suite de 
l’étude, les paramètres de la commande prédictive sont fixés à : 
          (5.14) 
5.5.2 Analyse de robustesse 
Dans ce qui précède, la loi de commande développée a été validée dans le cas nominal. Ses 
performances et robustesse sont maintenant testées dans le cas de présence d’incertitudes dans 
le modèle (prise en compte d’une incertitude de 30 % sur les paramètres du modèle de 
croissance et de 20% sur les paramètres      et         . Afin de faciliter l’analyse des 
résultats, la loi de commande sera testée dans le cas d’un changement de consigne de 
20              à 21              à t = 5 h. Aucune erreur d’initialisation n’est considérée lors 
des essais de simulation. 
Par ailleurs, trois types de structures de la commande sont testés, selon que la 
concentration de biomasse est mesurée ou estimée : 
- une première approche consiste à considérer la structure de commande en supposant 
que la concentration cellulaire est disponible en temps réel (similairement au cas 
nominal). Aucune stratégie d’estimation de la concentration de biomasse n’est donc 
prise en compte. Les deux cas de prise en compte ou non de la D.O.M sont considérés 
et comparés. 
- une deuxième approche considère la stratégie de commande couplée à un filtre de 
Kalman étendu dont la structure est détaillée au chapitre IV. Pour rappel, ce filtre 
estime la concentration de biomasse à partir des mesures disponible du CIT. Dans ce 
cas, la D.O.M est incluse dans la loi de commande pour tenir compte des erreurs de 
modélisation. Les matrices P0 (matrice de covariance de l’erreur initiale), Q (matrice 
de covariance du bruit du processus) et R (matrice de covariance du bruit de mesure) 
sont celles qui ont été déterminées lors de la synthèse du filtre (section 4.3.3), pour 
rappel leurs valeurs sont les suivantes : 
  [
    
     
]     [
     
     
]          
- une troisième approche consiste à exploiter la stratégie d’estimation par intervalles 
proposée au chapitre IV, lors de l’implantation de la commande prédictive non-
linéaire. Pour rappel, l’observateur par intervalles repose sur l’estimation d’une borne 
inférieure et supérieure de la biomasse induisant un intervalle qui garantit la trajectoire 
des valeurs issues du modèle. Au cours de cette étude, nous avons choisi pour valeur 
de l’estimée de la concentration de biomasse la moyenne de la borne supérieure et 
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inférieure fournies par l’observateur par intervalles. Notre choix s’explique par la 
similarité de structure de la dynamique appliquée au niveau de l’estimation des deux 
bornes de l’observateur (on a considéré la même forme mathématique du modèle de 
croissance, seuls leurs paramètres changent) et par le fait que l’intervalle 
d’initialisation sur la biomasse est centré autour de la valeur mesurée. Le réglage des 
gains de l’observateur est effectué par application d’un filtre de Kalman comme 
détaillé au chapitre IV (section 4.5.3.3). Les matrices de covariances P0, Q et R sont 
celles déterminés au chapitre IV, pour rappel : 
  [
    
   
]        ,    [
     
   
] 
Pour ce qui est des bornes sur les paramètres du modèle, elles ont été choisies égales à 30% 
pour les paramètres du modèle de croissance (    
    
     
   et 20% pour les valeurs de kLa 
et de         , par rapport au nominal. L’intervalle initial pour la biomasse est choisi centré à 
 2 milliards de cellules par litres par rapport à la valeur nominale. Comme dans le cas de la 
commande non couplée au filtre de Kalman, la D.O.M est prise en compte pour robustifier la 
loi de commande vis-à-vis des erreurs de modélisation. 
La figure 5.12 illustre les performances de la commande prédictive non-linéaire avec et 
sans prise en compte de la D.O.M. On peut noter que dans le cas où l’on n’utilise pas la 
stratégie de la D.O.M, il existe une erreur statique dans le suivi de la consigne de la 
concentration de biomasse. Ceci s’explique par le fait que la commande prédictive utilise un 
modèle de prédiction différent de la dynamique réelle du système. Ainsi, les commandes 
optimisées ne peuvent pas annuler l’erreur statique, puisque leur calcul se base sur un modèle 
erroné. L’ajout de la D.O.M permet de réduire cette erreur statique et d’améliorer donc les 
performances de la loi de commande. Par ailleurs, le débit calculé par la loi de commande est 
plus faible que le débit de référence, calculé à partir d’un modèle qui rappelons-le est différent 
de celui du système réel. En effet, la loi de commande détermine la nouvelle valeur de débit 
pour stabiliser la concentration en biomasse à la valeur souhaitée, en s’éloignant si besoin de 
la valeur de référence. 
La figure 5.13 donne les résultats obtenus avec les trois approches avec concentration de 
biomasse : « mesurée » (i.e. sans observateur), estimée par filtre de Kalman et estimée par 
observateur par intervalles. On peut noter une dégradation de la réponse du système lorsque la 
concentration de biomasse estimée remplace la vraie concentration. En effet, des oscillations 
apparaissent par rapport à la réponse sans utilisation d’estimation. L’amplitude de l’oscillation 
est moindre lors de l’utilisation de l’estimée issue de l’observateur par intervalles. Les mêmes 
remarques pour la commande, qui présente des oscillations autour de la valeur de référence, 
de grande amplitude dans le cas d’utilisation d’estimée par le filtre de Kalman.   
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Figure 5.12 : Robustesse de la commande prédictive non-linéaire pour un profil en  
échelon de la consigne : effet de l’ajout de la D.O.M. (sans utilisation d’estimateurs) 
 
Figure 5.13 : Robustesse de la commande pour un profil en  
échelon de la consigne, avec utilisation des estimateurs. 
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Le dernier test de robustesse réalisé consiste à comparer les réponses de la commande pour 
une référence en concentration de biomasse constante (égale à 20              , en présence 
de perturbations. 
Pour ce faire, nous considérons une perturbation de l’intensité lumineuse     qui varie de 
90 à 100 µE. m
-2
. s
-1
 à     , de pH qui varie de 6,5 à 7 à       et de la pression partielle 
en CO2 qui varie 0,05 atm à 0,1 atm à      . Les résultats obtenus sont résumés par la 
figure 5.14. 
 
Figure 5.14 : Robustesse de la commande pour le rejet de perturbation :  
en Iin à t=5h, pH à t=10h et PCO2 à t=20h (cas désadapté). 
On peut noter que l’utilisation d’une estimée de la concentration de biomasse dégrade les 
performances de la commande en rejet de perturbation. Par ailleurs, l’utilisation de l’estimée 
issue de l’observateur par intervalles donne de meilleurs résultats qu’avec l’estimée avec un 
filtre de Kalman. En effet, le temps de rejet est plus rapide lors de l’utilisation de l’estimée 
par observateur par intervalles. Remarquons qu’au début de la simulation, il existe une erreur 
sur la concentration de biomasse pour l’estimateur par intervalles, qui s’explique par le fait 
que l’initialisation de la biomasse est réalisée via un intervalle initial d’appartenance, d’où 
une erreur qui tend vers une valeur faible en 5h approximativement. Comme dans le cas 
nominal, on peut noter que le système est plus sensible aux variations du pH et la pression 
partielle en CO2, qu’à la lumière. Enfin, pour ce qui est de la commande, elle rejoint sa valeur 
référence, similairement au cas nominal, mais avec quelques oscillations. Globalement, le 
système présente une bonne robustesse aux perturbations subies. 
5.5.3 Conclusion 
Les essais de simulation nous ont permis de mettre en évidence les performances et la 
robustesse de la loi de commande prédictive non-linéaire, couplée ou non à une stratégie 
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d’estimation pour la régulation de la concentration cellulaire à une valeur de référence 
désirée, en présence de perturbation. Il en ressort que la commande parvient à réguler la 
concentration de biomasse à sa valeur de référence malgré des erreurs de modélisation, mais 
avec quelques oscillations lorsqu’une estimée de la concentration de biomasse est utilisée à la 
place de la vraie valeur. L’estimation par observateur par intervalles semble induire une 
commande de meilleure qualité (commande et réponse moins oscillantes) que celle donnée 
par le filtre de Kalman. L’étape suivante consiste à implanter cette stratégie de commande sur 
le banc d’essai expérimental afin de vérifier ses performances et sa robustesse vis-à-vis des 
perturbations sur le système réel.  
5.6 Validation expérimentale de la commande prédictive non-linéaire 
L’implantation de la loi de commande proposée, couplée à la stratégie d’estimation (filtre 
de Kalman ou observateur par intervalles) a été réalisée sous environnement Matlab
TM
 et 
Simulink
®
 sur le banc d’essai expérimental du photobioréacteur de 9,6 litres, dont le protocole 
est détaillé en Annexe A2. L’objectif de la commande prédictive non-linéaire est de réguler la 
concentration cellulaire de Chlorella vulgaris à une valeur de référence désirée. L’analyse des 
performances et la robustesse de cette loi de commande sera effectuée via des campagnes 
expérimentales de cultures en mode continu, dans des conditions optimales de croissance. 
Afin de respecter l’objectif de commande considéré qui est de maximiser la productivité, tout 
en évitant tout risque éventuel de lessivage de la culture, la valeur initiale de la biomasse a été 
choisie aux alentours de 20 milliards de cellules par litres comme lors de l’étude en 
simulation. Seuls des tests d’échelons descendants ont été considérés, pour réduire la durée de 
l’expérimentation. En effet, les performances sont évaluées en comparant les concentrations 
de biomasse estimées à des mesures hors ligne à l’aide de prélèvements. Ces mesures de la 
concentration de biomasse sont effectuées toutes les 20 minutes pendant la phase transitoire et 
toutes les 30 minutes pendant la phase stationnaire Une expérience avec des échelons 
ascendants implique des durées de culture de plus de 15 h, du fait de la phase de batch en 
début de la phase ascendante, pour laquelle le système évolue naturellement selon sa 
dynamique propre. Aussi, l’étude sera restreinte à des consignes en échelon descendant en 
concentration de biomasse. 
Les paramètres de réglage de la commande prédictive et des observateurs sont similaires à 
ceux présentés lors des tests en simulation. Le temps d’échantillonnage a été fixé à 5 minutes. 
La valeur maximale de débit est fixée à Fmax=1,5 L/h. 
Afin de quantifier les performances de la commande du point de vue procédé, la 
productivité est évaluée. Etant donné que le débit d’alimenttaion est variable, la productivité 
« cumulée » est alors calculée sur l’ensemble de la culture par la formule : 
      ∫            
  
 
  
où    est le temps final de la culture. 
5.6.1 Commande couplée avec le filtre de Kalman 
On s’intéresse ici à la validation expérimentale de la commande prédictive couplée à un 
filtre de Kalman. La figure 5.15 présente les résultats obtenus en réponse à un profil de 
consigne en échelon descendant. Les mesures expérimentales de la biomasse suivent le profil 
de la consigne et se stabilisent bien vers la valeur finale souhaitée. La loi de commande 
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implantée présente une réponse rapide vis-à-vis du changement de consigne (temps de 
réponse de l’ordre de 2 heures) avec un faible dépassement (d’environ 1,2%). La réponse du 
système ici semble donc posséder de meilleures caractéristiques que lors de l’étude en 
simulation, sans doute parce que le modèle identifié et utilisé dans le calcul de la commande 
est proche du système réel. Cependant, on peut noter une légère erreur statique, qui a tendance 
à augmenter.  
La commande anticipe la variation de la consigne en diluant la culture (au début, le débit 
est égal à sa valeur maximale) afin de diminuer la concentration cellulaire jusqu’à la valeur de 
consigne finale. En régime permanent, le débit d’alimentation tend vers sa valeur de 
référence, afin de maintenir la concentration cellulaire à sa valeur de référence. La 
concentration en CIT estimée par le filtre de Kalman suit relativement bien celle mesurée, ce 
qui est prévisible étant donné que le filtre de Kalman a été conçu en faisant confiance aux 
mesures disponibles. Le pH diminue légèrement suite à la dilution effectuée par la loi de 
commande. On peut noter une corrélation entre l’évolution de la concentration en CIT et celle 
du pH, ce qui est cohérent du point de vue biochimique.  
On étudie maintenant robustesse de cette loi de commande en présence de perturbations. 
La figure 5.16 présente les résultats expérimentaux obtenus dans le cas d’une perturbation de 
lumière sous la forme d’une diminution de l’intensité lumineuse incidente de 90 à 50 
µmol.m
2
.s
1
 à l’instant t =1,25 h, pour consigne constante en concentration de biomasse à 
23,3 milliards de cellules par litre. A partir de la figure 5.16, on peut vérifier que la loi de 
commande est robuste vis-à-vis de la perturbation de la lumière. Malgré la variation de 
l’intensité lumineuse incidente, la commande proposée régule et stabilise la concentration de 
biomasse à sa valeur de consigne en agissant sur le débit d’alimentation. A partir de cette 
même figure, on peut également mettre en évidence l’efficacité d’estimation de la 
concentration de biomasse par le filtre de Kalman, à partir des mesures disponibles du CIT. 
La figure 5.17 illustre la robustesse de la loi de commande implantée en présence de 
perturbation de pH (variation de 6,25 à 6,05 grâce à un ajout de 13 ml d’acide chlorhydrique à 
0,5 N) et de perturbation en pression partielle en CO2, (variation de 0,05 à 0,03 atm). On 
remarque que la biomasse mesurée reste stable autour de la valeur de référence considérée, et 
ce malgré ces deux perturbations. La commande dilue la culture pour contrer l’effet de la 
perturbation, et maintient la concentration de biomasse à la valeur consigne souhaitée. Par 
ailleurs, la modification de la pression en CO2 induit également une modification du pH du 
fait de l‘équilibre chimique entre les espèces carbonés.  
Ainsi, la commande prédictive avec utilisation de l’estimation de la concentration de 
biomasse par filtre de Kalman présente de bonnes performances en suivi de consigne et en 
rejet de perturbations. 
Pour ce qui est de la productivité, elle est de 0,25 g.L
-1
j
-1
 pour le test de la figure 5.15. La 
productivité « cumulée » est dans ce cas de 0,16 g.L
-1
.  
Dans le cas d’une diminution de la lumière (figure 5.16), la productivité chute de de 0,24   
g.L
-1
j
--1
à 0,16 g.L
-1
j
-1, ce qui montre l’effet de la lumière sur la productivité. Ceci est 
également visible dans le cas d’une variation de la pression d’entrée en CO2 (figure 5.17) où 
la productivité varie de 0,21 g.L
-1
j
-1
 à 0,16 g.L
-1
j
-1
. 
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Figure 5.15 : Commande prédictive non-linéaire couplée au filtre de Kalman, pour un échelon  
sur la consigne de 26,3 à 21,3 10
9
 cell. L
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Figure 5.16 : Analyse de la robustesse de la commande prédictive non-linéaire couplée au filtre  
de Kalman en présence d’une perturbation sur la lumière  
pour une consigne constante de 23,3 10
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Figure 5.17 : Analyse de la robustesse de la commande prédictive non-linéaire en présence de 
perturbations sur le pH et de PCO2 pour une consigne constante de 23,48 10
9
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5.6.2 Commande couplée avec l’observateur par intervalles 
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de la concentration de biomasse tendent à converger avec précision vers la valeur de référence 
(l’erreur statique est très faible).  
 
 
Figure 5.18 : Commande prédictive non-linéaire pour un échelon de descente sur la consigne de 34,2  
à 24,2 10
9
 cell. L
-1
à t = 1h, avec observateur par intervalles. 
Le profil du débit d’alimentation possède une allure similaire à ce qui a été constaté en 
simulation, à savoir un débit qui augmente durant la phase transitoire afin de diluer la culture, 
entrainant ainsi la diminution de la concentration cellulaire jusqu’à sa valeur de consigne 
finale. La loi de commande agit, par la suite, sur la variable de commande, afin de converger à 
sa valeur de référence, permettant ainsi de maintenir la concentration cellulaire à la valeur 
désirée pendant le régime stationnaire. 
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Du point de vue stratégie d’estimation, on peut constater l’efficacité et la robustesse de 
l’estimation de la biomasse par l’observateur par intervalles. En effet, on remarque que les 
limites supérieure et inférieure de la concentration de biomasse estimées génèrent un inter-
valle stable qui permet de borner les mesures expérimentales. On peut constater également 
que cet intervalle tend à diminuer et à converger vers la concentration de biomasse mesurée 
par méthode granulométrique. Cette efficacité peut se vérifier par le fait que le CIT estimé par 
l’observateur par intervalles suit l’allure des mesures temps réel du CIT par la sonde.  
Dans ce qui suit, la robustesse de cette stratégie de commande est testée vis-à-vis des 
perturbations des conditions de fonctionnement à savoir la lumière, le pH et la pression 
partielle en CO2 en entrée du réacteur. La figure 5.19 présente la réponse du système asservi 
et de la commande vis-à-vis de perturbation de la lumière (diminution de l’intensité 
lumineuse incidente de 90 à 50 µmol.m
-2
.s
-1 
à t = 1,25 h, pour une consigne constante en 
concentration de biomasse). La loi de commande implantée permet de maintenir la 
concentration cellulaire à sa valeur de référence, en forçant le débit d’alimentation à suivre sa 
trajectoire de référence. On remarque que malgré la diminution de l’intensité lumineuse, la 
concentration cellulaire mesurée présente une trajectoire stable autour de la consigne fixée. La 
commande du fait de cette variation de lumière correspond à une dilution plus faible, ce qui 
permet de favoriser des conditions de cultures plus adéquates au maintien de la concentration 
cellulaire à la consigne désirée.  
La figure 5.20 présente la réponse du système régulé et de la variable de commande vis-à-
vis des perturbations de pH et de PCO2 en entrée du réacteur. La diminution du pH (variation 
de 6,4 à 6) a été assurée par un ajout de 20 ml d’acide chlorhydrique à 0,5 N, alors que la 
réduction de la pression partielle en entrée du réacteur (variation de 0,05 à 0,03 atm) a été 
effectuée au moyen d’un changement de consigne au niveau des débitmètres massiques. Suite 
à la diminution du pH, la variable de commande F tend à diminuer pour converger vers une 
valeur de référence plus faible. Cette dilution permet d’éviter des chutes significatives de la 
concentration cellulaire, suite à la variation du pH et de maintenir la concentration de 
biomasse dans le réacteur autour de la valeur de consigne. De même, pour la variation en 
pression partielle en CO2, la commande force le débit d’alimentation à tendre vers une valeur 
de référence plus faible. 
Pour ce qui est de la productivité, elle est de 0,24 g.L
-1
j
-1
 pour le test de la figure 5.18. La 
productivité cumulée est dans ce cas de 0,29 g.L
-1
.  
Dans le cas d’une diminution de la lumière (figure 5.19), la productivité chute de 0,3 g.L-1j -1 à 
0,22 g.L
-1
j
-1, ce qui montre l’effet de la lumière sur la productivité. Ceci est également visible 
dans le cas d’une variation de la pression d’entrée en CO2 (figure 5.20) où la productivité 
varie de 0,25 g.L
-1
j
-1
 à 0,19 g.L
-1
j
-1
. Lorsque le pH diminue, la productivité diminue également 
comme le montre la figure 5.20 puisqu’elle varie de 0,29 g.L-1j-1 à 0,25 g.L-1j-1 suite à la 
variation du pH. 
En conclusion, il apparaît d’après les résultats expérimentaux, que la commande prédictive, 
avec utilisation d’une estimation de la concentration en biomasse issue d’un observateur par 
intervalles, permet de réguler la concentration de biomasse avec de bonnes performances, tout 
en rejetant les effets des perturbations. Les mesures de la concentration de biomasse se 
stabilisent à la valeur consigne, avec moins d’erreurs statiques et d’oscillations par rapport à 
la stratégie utilisant le filtre de Kalman pour estimer la concentration en biomasse. 
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Figure 5.19 : Analyse de la robustesse de la commande prédictive non-linéaire avec estimation par 
observateur par intervalles, en présence d’une perturbation sur la lumière  
pour une consigne constante de 24,8 10
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Figure 5.20 : Analyse de la robustesse de la commande prédictive non-linéaire avec observateur par 
intervalles en présence de perturbations sur le pH et de PCO2 en entrée  
pour une consigne constante de 24,8 10
9
 cell. L
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. 
5.6.3 Validation des performances par rapport à la GMC 
On se propose de réaliser enfin une étude comparative entre la loi de commande prédictive 
développée ci-dessus, avec une seconde stratégie de commande non-linéaire appliquée dans le 
domaine des bioprocédés. Cette comparaison a pour principal objectif de valoriser les 
performances obtenues précédemment et d’accentuer l’utilité et l’apport intéressant de cette 
commande au niveau de la régulation de la concentration de biomasse dans une culture de 
microalgues dans un photobioréacteur. 
Notre choix s’est porté sur la régulation par modèle générique ou GMC qui est une 
approche de commande non-linéaire développée par Lee et Sullivan à la fin des années 80 
(Lee et Sullivan, 1988). Cette technique est souvent utilisée dans la biotechnologie algale. 
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Baquerisse (1999) s’est intéressé à l’application de la commande GMC adaptative dans le but 
de réguler la concentration cellulaire et la concentration en CIT de l’espèce Porphyridium 
purpureum. Une seconde étude de Becerra (2009) s’est également intéressée à la validation de 
la GMC couplée au filtre de Kalman pour la régulation de la biomasse algale de Porphyridium 
purpureum à partir des mesures disponibles en CIT. 
Le principe de la GMC est d’imposer une trajectoire de référence à la variable à asservir. 
Dans le cas de la régulation de la concentration de biomasse, cette trajectoire de référence suit 
la relation suivante : 
 (
  
  
)
   
   (      )    ∫ (      )  
 
 
 (5.15) 
avec : 
 (
  
  
)
   
 : trajectoire de référence sur la dérivée de la concentration de biomasse ; 
      : valeur de référence de la concentration de biomasse ; 
   et    : paramètres de réglage du régulateur GMC. 
Le réglage des gains (G1, G2) s’effectue à partir de la réponse désirée du système en boucle 
fermée, considérée comme équivalente à celle d’un système du second ordre avec un 
coefficient d’amortissement ξ et une pulsation propre ω0. Ainsi, les gains   et    sont donnés 
par : 
 {
       
     
  (5.16) 
Le principe du régulateur GMC repose sur la génération du profil de commande à partir de 
l’application des actions proportionnelle et intégrale sur les erreurs de poursuite. Elle présente 
une structure similaire à une loi de commande par retour d’état linéarisant. La commande en 
débit d’alimentation est alors donnée par la relation suivante : 
    
 
 
[  (      )    ∫ (      )  
 
 ⏟                
 ̂
   ] (5.17) 
La structure du régulateur par modèle générique est schématisée figure 5.21. 
 
Figure 5.21 : Schéma de la structure générale de la GMC couplée à un observateur 
  
  
 
𝑋𝑟𝑒𝑓   𝐹𝑘 
𝐶𝐼𝑇𝑘 
?̂? 𝑘 
GMC 
?̂? 
 
Photobioréacteur 
 
Observateur 
 
𝑉
𝑋
[?̂?   𝑋] P.I. 
Chapitre V Mise en œuvre d’une loi de commande 
prédictive non-linéaire  
 
 136 
 
L’étude comparative que l’on se propose d’effectuer repose sur l’implantation de la GMC 
couplée à une des stratégies d’estimation (filtre de Kalman ou observateur par intervalles) sur 
le banc d’essai expérimental du photobioréacteur de 9,6 litres (le protocole expérimental est 
détaillé en Annexe A2). Cette loi de commande présente les mêmes objectifs que la 
commande prédictive non-linéaire, à savoir la régulation de la concentration de biomasse de 
Chlorella vulgaris pour une culture en mode continu suivant un profil de consigne imposé. Le 
choix de consigne en concentration de biomasse doit satisfaire à la stratégie d’optimisation de 
la productivité citée section 5.4.1. Le temps d’échantillonnage est de 5 minutes. Cette 
commande GMC été complétée par un dispositif d’anti-saturation qui permet d’améliorer 
considérablement la réponse du système (Becerra, 2009). 
La démarche est la même que celle mise en œuvre lors de la validation de la commande 
prédictive non-linéaire, réponse à une consigne puis analyse de la robustesse vis-à-vis des 
perturbations. Une première étape consiste à analyser les performances de la GMC couplée à 
l’observateur par intervalles en réponse à un profil de consigne en échelon. La comparaison 
des performances entre la commande GMC et la CPNL, couplées au filtre de Kalman, a 
également été effectuée. Les résultats obtenus sont présentés en Annexe A4.  
Concernant le réglage du régulateur, le choix s’est porté sur un facteur d’amortissement ξ 
égal à 0,7 et une pulsation naturelle ω0 égale à 3 rad.h
1
. On a également gardé les mêmes 
paramètres de réglage de l’observateur par intervalles que lors de l’implantation de la 
commande prédictive non-linéaire (gains variables obtenus par filtre de Kalman). La 
biomasse estimée représente la moyenne des limites supérieure et inférieure estimées par 
l’observateur par intervalles. 
A partir de la figure 5.22, on peut constater que la GMC permet de réguler la concentration 
cellulaire selon le profil de consigne imposé. En comparant les performances de ce régulateur 
avec celles de la loi de commande prédictive non-linéaire, on remarque que la GMC régule la 
biomasse algale avec un dépassement plus important que celui de la CPNL (dépassement 
d’environ 3,6 % pour la GMC contre un faible dépassement d’environ 2,4% pour la CPNL). 
De même, Le temps nécessaire à l’établissement du régime stationnaire est plus long pour la 
GMC (environ 4 heures) par rapport à la commande prédictive non-linéaire (environ 2,5 
heures). La valeur finale de la concentration de biomasse présente une légère erreur statique 
avec la commande GMC. Ainsi, La commande prédictive non-linéaire permet d’atteindre les 
objectifs fixés avec des performances nettement meilleures (rapidité et efficacité de régulation 
de la biomasse) que la GMC. 
Pour ce qui est de la productivité, elle est de 0,29 g.L
-1
j
-1
 pour le test de la figure 5.22. La 
productivité « cumulée » est dans ce cas de 0,2 g.L
-1
. La productivité est donc inférieure à 
celle obtenue avec la commande CPNL, mais cependant le point d’équilibre n’est pas 
identique entre les deux essais. Pour pourvoir comparer les deux approches de commande, des 
essais en simulation ont permis de mettre en évidence la supériorité de la commande CPNL 
par rapport à la commande GMC pour la productivité pour un suivi d’un échelon de consigne 
descendant (productivité « cumulée » de 0,18 g.L
-1 
pour la CPNL contre 0,09 g.L
- 1 
pour la 
GMC). 
La robustesse de la GMC vis-à-vis de perturbations des conditions opératoires est illustrée 
par les figures 5.23 (passage d’une intensité lumineuse incidente de 90 à 50 µmol.m-2.s-1) et 
5.24 (pour le pH et la pression en CO2). L’analyse des résultats montre que la GMC est 
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robuste vis-à-vis des perturbations, ce qui s’explique par la présence d’une action intégrale 
qui permet de les rejeter. Cependant, une erreur statique est observée car la GMC utilise une 
estimée de la concentration de biomasse et non la vraie valeur. 
Pour conclure, on a pu vérifier précédemment, les performances et la robustesse de la 
commande prédictive non-linéaire couplée à une stratégie d’estimation (filtre de Kalman ou 
observateur par intervalles) pour la régulation de la concentration cellulaire à une valeur de 
référence désirée, en présence de perturbation des conditions de fonctionnement. En 
comparaison avec la GMC, la stratégie de commande proposée présente de meilleures 
performances en termes de rapidité et d’efficacité de régulation de la sortie du système à 
asservir. La CPNL nécessite un temps d’établissement du régime transitoire plus faible et 
présente un faible dépassement en comparaison avec la GMC. Ceci dit, la GMC est plus 
simple à mettre en œuvre que la CPNL puisqu’elle ne nécessite pas de résolution de 
problèmes d’optimisation. 
 
Figure 5.22 : Commande GMC couplée à l’observateur par intervalles pour un échelon de consigne de 
28,3 à 23,3 10
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Figure 5.23 : Commande GMC couplée à l’observateur par intervalles pour consigne constante et 
perturbation de l’intensité lumineuse. 
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Figure 5.24 : Commande GMC couplée à l’observateur par intervalles pour consigne constante et 
perturbations de pH et de pression de CO2.  
5.7 Conclusion  
Ce chapitre a présenté la démarche suivie pour la mise en œuvre de la loi de commande 
prédictive non-linéaire, couplée à une stratégie d’estimation de la concentration algale, pour la 
régulation de la concentration de biomasse de culture de Chlorella vulgaris dans un 
photobioréacteur. La commande prédictive repose sur la prédiction du comportement futur du 
système biologique à partir d’un modèle dynamique et de la résolution d’un problème 
d’optimisation à chaque pas d’échantillonnage.  
La stratégie considérée au cours de cette étude consiste à maximiser la productivité en 
biomasse, permettant de satisfaire à la stratégie de bio-fixation du dioxyde de carbone sur 
lequel se basent nos travaux. Ceci revient à réguler la concentration cellulaire aussi proche 
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que possible d’une valeur d’équilibre correspondant à un point de fonctionnement bien 
spécifique. Cette régulation est réalisée avec une commande prédictive non-linéaire, robuste 
vis-à-vis des erreurs de modélisation et des perturbations. 
La mise en œuvre de cette stratégie de commande repose sur deux étapes essentielles : le 
choix du modèle de prédiction et la résolution du problème d’optimisation. Suite aux 
difficultés de résolution du problème d’optimisation non-linéaire et afin d’éviter l’étape de 
discrétisation du modèle dynamique, le problème d’optimisation a été traité comme un 
problème de programmation non-linéaire sans contrainte à partir d’une approche de 
paramétrisation de la commande. De même, les erreurs de modélisation par rapport au 
système ont été prises en compte dans la structure du problème d’optimisation de la 
commande par l’introduction d’un signal de mesure de type D.O.M. 
Les performances de la loi de commande prédictive ont été vérifiées, dans un premier 
temps, grâce à des essais de simulation, en appliquant trois approches différentes : CPNL non 
couplée à un observateur, CPNL couplée à un filtre de Kalman et CPNL couplée à 
l’observateur par intervalles. Les résultats obtenus nous ont permis de mettre en évidence les 
bonnes performances de la commande prédictive non-linéaire couplée ou non à un 
observateur. On a pu constater une légère perte de performance du fait du recours à 
l’estimation de la variable à réguler. Ceci dit, les performances obtenues sont tout à fait 
satisfaisantes. La robustesse de la CPNL a ensuite été vérifiée vis-à-vis des perturbations 
(lumière, pH et PCO2 en entrée du réacteur).  
Les performances et la robustesse de la loi de commande prédictive non-linéaire couplée à 
un observateur (filtre de Kalman ou observateur par intervalles) ont été validées, 
expérimentalement, à partir de cultures en mode continu de Chlorella vulgaris dans un 
photobioréacteur. Les résultats expérimentaux ont permis de vérifier que la loi de commande 
développée régule la biomasse à la valeur désirée et ce même en présence de perturbations des 
conditions de fonctionnement. Cette étude a également permis de valider les performances 
d’estimation de la biomasse par le filtre de Kalman et par l’observateur par intervalles à partir 
des mesures disponibles en temps réel du CIT, avec un avantage dans le cas de l’observateur 
par intervalles. L’apport de cette stratégie de commande proposée a été valorisé par une étude 
comparative avec une seconde méthode de commande non-linéaire : la régulation par modèle 
générique GMC. Cette dernière étude a permis de mettre en évidence des performances 
légèrement meilleures de la commande prédictive non-linéaire par rapport à la GMC en 
termes de rapidité et qualité de la réponse (faible dépassement). 
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6 Conclusions & perspectives 
 
6.1 Conclusions 
Répondant à une des problématiques de la société actuelle, à savoir la réduction des gaz à 
effet de serre, les travaux présentés dans ce manuscrit ont eu pour objectif de maximiser la 
consommation de dioxyde de carbone par les microalgues, grâce à une optimisation des 
conditions de culture. Pour cela, une loi de commande robuste a été mise en œuvre et 
appliquée à la régulation de la concentration cellulaire de Chlorella vulgaris dans un 
photobioréacteur en mode continu. Cette étape ultime a nécessité au préalable une phase de 
modélisation du bioprocédé, ainsi que l’élaboration d’observateurs permettant d’estimer la 
concentration cellulaire pour pouvoir ensuite la réguler. Les étapes successives de cette thèse 
sont résumées ci-dessous. 
1. Modélisation de la croissance de la microalgue dans un photobioréacteur 
(chapitres 2 et 3) 
Après examen de plusieurs microalgues potentielles, le choix s’est porté sur Chlorella 
vulgaris, possédant les propriétés requises pour assurer une bonne bio-fixation de CO2. 
Dès lors, la phase de modélisation a été menée en élaborant un modèle mathématique 
global reposant sur la combinaison des bilans massiques, traduisant l’évolution de la 
concentration cellulaire et de la concentration du carbone inorganique total, et d’un 
modèle de croissance de l’algue. Ce dernier permet de tenir compte de l'effet de 
limitation par la lumière et par le carbone inorganique total. Il présente de plus une 
structure de faible complexité, prérequis indispensable au développement de la 
stratégie de commande robuste incluant un observateur pour estimer la concentration 
cellulaire. 
L’ensemble des paramètres nécessaires à la caractérisation du modèle a été identifié en 
plusieurs étapes, à partir de quelques jeux de données expérimentales de cultures de 
Chlorella vulgaris en mode continu. Dans un premier temps, une régression linéaire a 
permis la détermination des paramètres impliqués dans le modèle relatif à la lumière. 
Puis une régression non-linéaire a conduit à l’identification des paramètres du modèle 
relatif à la vitesse de croissance. Les paramètres impliqués dans la dynamique de 
consommation du CIT ont été quant à eux déterminés à partir d’essais spécifiques. 
Tous ces paramètres ont été au final validés via d’autres résultats obtenus en mode 
batch et continu. 
2. Synthèse d’un observateur (chapitre 4) 
Les bioprocédés se caractérisant très souvent, et en particulier dans le cas de la culture 
de microalgues, par le manque de capteurs physiques fiables pour la mesure de la 
concentration cellulaire, le développement de stratégies d’estimation de cette 
concentration s’est révélé nécessaire, dans l’optique de la mise en œuvre d’une loi de 
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commande robuste. Ainsi, la deuxième partie de nos travaux a eu comme objectif le 
développement d’observateurs, utilisant le modèle mathématique élaboré 
précédemment, pour l’estimation de la concentration de biomasse à partir des mesures 
de la concentration de CIT, disponibles en temps-réel. 
 
Après un état de l’art des observateurs appliqués aux cultures de microalgues, trois 
stratégies d’estimation ont été considérées : le filtre de Kalman étendu, l’observateur 
asymptotique et l’observateur par intervalles. Les performances et la robustesse de ces 
trois observateurs ont été tout d’abord testées en simulation dans l’environnement 
Matlab
TM
, vis-à-vis des incertitudes liées au modèle de croissance et à la dynamique 
d’évolution de la concentration de CIT.  
Les résultats obtenus ont permis de mettre en évidence une très bonne robustesse du 
filtre de Kalman vis-à-vis d’incertitudes sur la dynamique d’évolution de la 
concentration du CIT, mais ont montré que cet observateur restait sensible à la qualité 
du modèle de croissance.  
L’observateur asymptotique présentait, quant à lui, des résultats inverses : une bonne 
robustesse vis-à-vis du modèle de croissance, mais une forte dépendance vis-à-vis des 
paramètres liés à la dynamique d’évolution de la concentration de CIT.  
L’observateur par intervalles, combinant les avantages des deux précédents 
observateurs, a permis de reconstruire un intervalle stable bornant l’évolution de la 
concentration de biomasse en fonction du temps. Il faut malgré tout être conscient que 
la largeur de cet intervalle reste bornée asymptotiquement par une valeur dépendant de 
la fiabilité des paramètres de la dynamique de la concentration de CIT. Pour ce qui 
concerne les paramètres de réglage, trois démarches liées au choix des gains de 
l’observateur par intervalles ont été proposées : deux démarches considérant des gains 
constants (sélection des valeurs propres de la matrice Jacobienne ou minimisation de 
l’erreur asymptotique) et une dernière démarche avec des gains variables (réglage des 
gains via un filtre de Kalman étendu). 
Ces stratégies d’observateurs ont enfin été testées expérimentalement à partir de 
données de cultures de microalgues en mode continu, les résultats obtenus corroborant 
ceux observés en simulation. Ainsi, l’observateur asymptotique, stratégie d’estimation 
en boucle ouverte, s’est révélé non adapté au bioprocédé algal, en raison de sa forte 
sensibilité aux paramètrex liés à la dynamique de CIT. L’observateur par intervalles, 
ayant fourni des performances supérieures à celles du filtre de Kalman étendu, a été 
finalement retenu pour la suite, constituant un estimateur fiable et robuste de la 
concentration de la biomasse. 
 
3. Mise en œuvre d’une loi de commande prédictive non-linéaire pour la culture de 
Chlorella vulgaris dans un photobioréacteur (chapitre 5) 
Dernière étape du travail, l’implantation d’une stratégie de commande avancée, en 
l’occurrence la commande prédictive non-linéaire, couplée à un observateur par 
intervalles, a représenté une véritable démarche innovante dans le domaine de la 
biotechnologie algale. L’objectif fixé à la commande résidait dans l’optimisation de la 
productivité de la biomasse dans le but de maximiser la consommation de CO2. Cette 
optimisation consistait à maintenir la concentration de la biomasse à une valeur 
spécifique correspondant à un point de fonctionnement adapté « nominal », en forçant 
la variable de commande, à savoir le débit d’alimentation, à suivre une trajectoire de 
référence. 
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Le développement de cette stratégie de commande prédictive, impliquant un problème 
d’optimisation sous contraintes, a reposé sur la transformation de ce problème 
d’optimisation en un problème de programmation non-linéaire sans contrainte, résolu 
selon une approche de type CVP. Cette dernière a l’avantage d’éviter l’étape de 
discrétisation du modèle dynamique, en discrétisant uniquement la variable de 
commande. La robustesse de la structure a été améliorée en tenant compte 
explicitement dans le processus d’optimisation d’une désadaptation entre le processus 
réel et son modèle.  
Les performances de cette loi de commande ont été tout d’abord analysées en 
simulation dans l’environnement Matlab/Simulink™, selon successivement une 
configuration sans observateur, puis avec observateur par intervalles et enfin avec filtre 
de Kalman étendu à titre de comparaison. La commande prédictive non-linéaire 
proposée, couplée ou non à une stratégie d’estimation, a montré de bonnes 
performances en termes de régulation de la concentration de la biomasse à une valeur 
de référence désirée. La robustesse de cette commande a été également validée vis-à-
vis d’incertitudes liées à la modélisation et vis-à-vis de perturbations des conditions 
opératoires (lumière, pH et pression en gaz carbonique en entrée du réacteur). 
L’utilisation d’une estimée de la concentration de biomasse induit cependant de légères 
oscillations et dépassement sur la réponse du système pour des consignes en échelon. 
La réponse obtenue reste malgré tout de bonne qualité en termes de rapidité, 
dépassement et précision.  
Dans un deuxième temps, la loi de commande prédictive non-linéaire couplée à un 
observateur (filtre de Kalman ou observateur par intervalles) a été implantée sur le 
banc d’essai expérimental incluant le photobioréacteur de 9,6 litres. Les essais réalisés 
dans le cadre de cultures en mode continu ont permis de valider les performances de la 
commande proposée, couplée à un observateur par intervalles ou à un filtre de Kalman 
étendu, en particulier en présence de perturbations des conditions de fonctionnement. 
La commande couplée à un observateur par intervalles présente de meilleures 
performances que celle couplée à un filtre de Kalman, notamment en termes de 
précision.  
Les performances de cette stratégie de commande ont enfin été comparées à une loi de 
commande rencontrée classiquement pour piloter des bioprocédés, la commande par 
modèle générique. La commande prédictive non-linéaire s’est avérée nettement plus 
performante, en termes de rapidité, précision et de dépassement. 
L’originalité de notre étude réside avant tout dans l’approche par intervalles permettant de 
reconstruire un intervalle stable de la valeur réelle de la concentration de biomasse, incluant 
une optimisation du réglage des gains de l’observateur (fixes ou variables) afin d’améliorer la 
robustesse d’estimation vis-à-vis des incertitudes liées à la dynamique de la concentration de 
CIT. 
Ces travaux de thèse ont également permis de démontrer le potentiel intéressant de 
l’espèce cultivée Chlorella vulgaris dans un procédé de séquestration de CO2. En effet, 
plusieurs campagnes de culture en continu dans un photobioréacteur instrumenté et sous des 
conditions opératoires bien spécifiques nous ont permis, à travers l’optimisation de la 
productivité en biomasse, de maintenir la culture dans des conditions favorables à la 
consommation de CO2. La productivité en biomasse obtenue dans les campagnes 
expérimentales est de l’odre de 0,22 g.L-1.j-1. La biofixation de CO2 est quant à elle de l’ordre 
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de 0,38 g.L
-1
.j
-1
. Ces valeurs sont cohérentes avec ce qui a été reporté dans la littérature. Pour 
la microalgue Chlorella vulgaris, une productivité en biomasse de 0,38 g.L
-1
.j
-1
 et une 
biofixation de dioxyde de carbone de 0,97 g.L
-1
.j
-1
 ont été obtenues dans (Clément-Larosière, 
2012). Nos résultats sont donc moins performants. Cependant, les conditions opératoires en 
termes de lumière et de pression de CO2 dans cette étude étaient différentes des nôtres. En se 
plaçant dans les mêmes conditions opératoires que dans (Clément-Larosière, 2012), notre 
stratégie de commande aboutit à une productivité en biomasse de 0,64 g.L
-1
.j
-1
 et une 
biofixation de dyoxide de carbone de 1,15 g.L
-1
.j
-1
 ce qui représente de bons résultats. Ainsi, 
la stratégie de commande proposée semble donner des résultats encourageants pour la 
biofixation de CO2, mais il est nécessaire de reconsidérer les conditions opératoires retenues 
et de les optimiser en vue d’une amélioration significative de la productivité de la biomasse et 
donc de l’augmentation de la séquestration de CO2. 
6.2 Perspectives 
Les différents résultats présentés dans ce mémoire de thèse nous permettent d’entrevoir de 
nombreuses perspectives intéressantes. Ce présent travail constitue une première étape pour la 
compréhension et la mise en œuvre de culture d’algues pour la fixation de CO2. Partant de 
cette démarche préliminaire, de nombreuses pistes sont à explorer. 
Au niveau théorique, plusieurs pistes peuvent être envisagées en se positionnant toujours 
dans le même contexte, à savoir la stratégie de fixation de CO2. 
 Modélisation 
 une planification d’expériences complémentaires pourrait s’envisager, dans le but 
d’améliorer la qualité des données pour une identification plus précise des 
paramètres du modèle de croissance. La mise en place d’un plan d’expérience 
permettrait ainsi d’enrichir le contenu informatif des données collectées pour 
l’identification. Une des perspectives de la mise en place d’un plan d’expérience 
consisterait à identifier un profil optimal d’alimentation F permettant d’aboutir à de 
meilleures performances de l’identification paramétrique ; 
 une étude de sensibilité paramétrique permettrait de hiérarchiser les paramètres selon 
leur influence sur le modèle et d’en déduire une procédure d’identification plus 
performante que celle par identification simultanée de l’ensemble des paramètres. 
 Stratégie d’estimation 
 une application d’un observateur hybride pour la reconstruction de la concentration 
de biomasse à partir des mesures du CIT pourrait s’envisager selon la même 
approche que celle proposée par Hulhoven et al. (2006). Cet observateur permet 
d’éliminer les inconvénients des observateurs exponentiels (sensibilité vis-à-vis de la 
qualité du modèle de croissance) et de l’observateur asymptotique (sensibilité vis-à-
vis des paramètres liés à CIT). L’introduction d’une fonction représentant un 
intervalle de confiance dans la structure du modèle nous permet d’osciller entre un 
comportement d’un observateur exponentiel ou d’un observateur asymptotique selon 
la qualité du modèle. L’utilité de cette approche pourrait éventuellement être 
valorisée à travers une étude comparative avec les performances et la robustesse des 
observateurs développés dans le cadre de cette étude ; 
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 l’application d’un observateur à horizon fuyant pour la reconstruction de la 
concentration cellulaire selon la même approche appliquée par Goffaux et Vande 
Wouwer (2008) pourrait aussi être étudiée. Cet observateur exponentiel repose sur le 
principe de l’estimation de la trajectoire de l’état non mesuré en utilisant le modèle 
du système et la connaissance d’une condition initiale optimale issue d’une 
procédure d’optimisation. La démarche d’estimation de la condition initiale adéquate 
pour le modèle repose sur la résolution d’un problème de minimisation à partir des 
mesures disponibles sur un horizon de temps fuyant.  
 Loi de commande   
 l’optimisation de la robustesse de la commande prédictive pourrait s’envisager par la 
prise en compte de contraintes de robustesse dès la phase de synthèse de la loi de 
commande ; 
 l’application d’une loi de commande linéarisante par retour d’état couplée à un 
observateur robuste par modes glissants pour la régulation de la concentration de CIT 
pourrait aussi servir de comparaison, en se fondant sur la même approche que celle 
proposée par Gonzales et al. (2001). A travers un changement de variables, 
l’observateur par modes de glissants permet d’estimer un nouvel état incertain 
dépendant du rendement de conversion et du modèle de croissance, supposé non 
connu, à partir des mesures disponibles de la concentration de CIT. L’avantage de 
cette approche réside dans la robustesse de cette stratégie d’estimation vis-à-vis des 
incertitudes des paramètres du modèle de croissance et des bruits de mesures ;  
 la régulation de la concentration de la biomasse pourrait s’envisager en agissant sur 
l’intensité lumineuse, comme variable de commande, selon une démarche similaire à 
l’étude de Meireles et al. (2008). La lumière est un paramètre qui présente un impact 
significatif sur la croissance des microalgues. Selon la densité cellulaire, ce 
paramètre peut entraîner des phénomènes d’inhibition (forte intensité lumineuse 
incidente face à une faible concentration cellulaire) ou de limitation de la croissance 
algale (lumière insuffisante due à une densité cellulaire importante dans le 
bioréacteur). Au cours de nos travaux, l’implantation de la loi de commande robuste 
proposée a été effectuée en considérant l’intensité lumineuse comme un paramètre 
constant réglé à une valeur optimale pour la croissance. Par conséquent, la mise en 
œuvre d’une loi de commande robuste permettant la régulation de la concentration de 
la biomasse à partir d’un dispositif de lumière variable représente une piste 
intéressante à suivre ;  
 Le pH est supposé dans notre étude régulé naturellement par les microalgues. Une 
piste d’amélioration serait de mettre en place une régulation du pH, pour le maintenir 
constant et égal à la valeur optimale pour la croissance de l’algue. La modélisation de 
la variation du pH pourrait apporter de la richesse au modèle d’évolution du système, 
et pourrait permettre d’améliorer les performances de la loi de commande.    
 Conditions opératoires   
 Optimisation de la stratégie de bio-fixation mise en place par une analyse de 
l’influence de chaque facteur environnemental sur la culture de Chlorella vulgaris en 
termes de croissance cellulaire et de consommation de CO2. Une optimisation des 
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conditions de culture à travers un plan d’expérience constitue une piste intéressante à 
suivre dans le but d’améliorer la consommation du CO2 par Chlorella vulgaris ; 
 Une compréhension du phénomène biologique d’excrétion des exopolysaccharides 
(EPS) et une quantification du biofilm afin d’optimiser les conditions de culture, 
d’une part, et de garantir des campagnes de culture plus longues pour la régulation de 
la concentration de biomasse, d’autre part. De plus, la production des EPS peut être 
valorisée pour de nombreuses applications telles que la production de molécules de 
hautes valeurs ajoutées, ajoutant ainsi un intérêt économique au procédé de 
séquestration de CO2.  
Au niveau pratique, plusieurs améliorations peuvent être envisagées. 
 un système de stérilisation du réacteur par injection de vapeur d’eau chaude permettrait 
d’éviter tout déplacement du réacteur en assurant une efficacité du processus ; 
 un procédé de nettoyage plus efficace du réacteur pourrait être mis en place, en utilisant 
un système de deux bonbonnes (l’une contenant le milieu stérilisant et l’autre l’eau 
distillée stérile) connectées au réacteur par des systèmes de vannes à trois voies ; 
 une modification de la partie supérieure du réacteur par des têtes interchangeables 
permettrait d’atteindre le nombre d’entrées nécessaires et faciliterait le nettoyage du 
réacteur (en particulier dans le cas de dépôt d’algue important) ; 
 l’installation d’un système mécanique de raclage des parois latérales du réacteur par un 
système de palettes permettrait de réduire la quantité de biofilm. En effet, les 
campagnes de culture ont mis en évidence la formation progressive et importante de 
biofilm, particulièrement dans la partie conique du réacteur. Ce dépôt d’algues entraîne 
une diminution de l’intensité lumineuse à l’intérieur de la culture et affecte la fiabilité 
des mesures de la concentration de biomasse au niveau des prises d’échantillons ; 
 l’application des stratégies d’estimation et de la loi de commande prédictive non-
linéaire proposées durant ces travaux pourrait s’envisager dans le cadre de nouvelles 
souches de microalgues susceptibles d’être également de bonnes candidates pour la 
séquestration du dioxyde de carbone, comme par exemple Dunaliella tertiolecta, 
Scenedesmus obliqus, etc (Wang et al., 2008 ; Ho et al., 2010) ; 
 enfin, cette étude représente une première étape pour la conception d’un procédé 
industriel optimisé pour la fixation de CO2 par les microalgues, et de ce fait d’autres 
travaux de recherches sont necessaires a posteriori afin de permettre, dans un premier 
temps, d’appliquer cette démarche de mise en œuvre de stratégie d’estimation et de la 
loi de commande développée dans ce mémoire pour la culture de microalgues dans un 
réacteur à échelle Pilote puis industrielle et, dans un deuxième temps, de pouvoir 
conditionner le photobioréacteur afin d’optimiser le procédé industriel de bio-fixation 
de CO2  par les microalgues. 
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 Annexe A1 
 
A1.1 Facteurs influençant la culture algale 
La culture de microalgues est soumise à l'influence de plusieurs paramètres 
environnementaux physiques ou biologiques qui sont dépendants des caractéristiques 
intrinsèques de l'espèce algale et de la géométrie du système de production. Ces paramètres 
affectent non seulement l'activité photosynthétique et la productivité en biomasse, mais 
également le comportement physiologique et métabolique des microalgues dans la culture 
(Richmond, 2004). Ce sont la lumière, la température, le pH, la salinité, les éléments nutritifs, 
la concentration de l'oxygène dissous et la présence d'éléments toxiques (Kumar et al., 2010). 
D'autres paramètres liés au fonctionnement hydrodynamique du réacteur, tels que le temps de 
séjour, la vitesse du transfert gazeux et le degré d'homogénéité du milieu, peuvent jouer sur la 
disponibilité des nutriments et de l'énergie lumineuse (Kumar et al., 2010). Nous allons les 
détailler ci-dessous. 
A1.1.1 Lumière 
La lumière est un des facteurs indispensables au métabolisme photosynthétique des 
microalgues. L'apport de l'énergie lumineuse peut se produire de manière naturelle grâce à 
l'énergie solaire ou bien artificiellement grâce à des tubes fluorescents émettant la lumière à 
une longueur d'onde bien spécifique. 
La croissance algale dépend de la disponibilité et de l'efficacité de l'utilisation de l'énergie 
lumineuse (Smith, 1983 ; Lindström, 1984). On notera l’importance du trajet lumineux, de la 
concentration cellulaire (qui trop importante induit le phénomène d’auto-ombrage), des 
caractéristiques pigmentaires des cellules algales (Malone, 1982). Un apport insuffisant de 
lumière est susceptible de limiter la productivité et la croissance même si les autres paramètres 
sont à des valeurs optimales (Richmond, 1999).  
On rencontre plusieurs types de comportement des microalgues selon le degré d’illumination 
(cf. figure A1.1) :  
- Phase de respiration (en absence de lumière) : réactions métaboliques de 
consommation de l’oxygène et de rejet de dioxyde de carbone ; 
- Phase de limitation : liée à un apport insuffisant d’énergie lumineuse (faible 
intensité lumineuse, trajet lumineux élevé, géométrie non favorable du réacteur) 
ou au phénomène d'ombrage cellulaire mutuel induit par une forte concentration 
cellulaire (Kumar et al., 2011) ; 
- Phase de saturation : traduite par un rendement photosynthétique maximal; 
- Phase d'inhibition : définie par une perte de l'activité photosynthétique en raison 
d'une trop forte intensité lumineuse (Vonshak et al., 1988).  
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Figure A1.1 : Rendement photosynthétique en fonction de l’intensité lumineuse incidente (exprimée 
en µE.m
2
.s
1
) (Goldman, 1980) 
 
A1.1.2 Température 
La cinétique de croissance algale est influencée par la température (Richmond et al., 1990 ; 
Torzillo et al., 1991), la vitesse de croissance augmentant en général avec la température. Ce 
paramètre permet de réguler les réponses cellulaires, physiologiques et morphologiques des 
microalgues (Kumar et al., 2010). La température peut provoquer des changements de la 
structure cellulaire, et notamment de son volume (Richmond, 2004). Ainsi, une température 
supérieure à la valeur optimale induit une augmentation du volume cellulaire (Harris, 1988). 
Les microalgues tolèrent en général une gamme de température comprise entre 15 et 26°C avec 
une concentration cellulaire optimale à 23°C (Kumar et al., 2010). Des températures extrêmes, 
supérieures à 35°C, peuvent causer la mort de certaines espèces d'algues (Alcaine, 2010). De 
plus, l'augmentation de la température affecte le métabolisme de fixation de CO2 par les 
microalgues (Kumar et al., 2011). 
A1.1.3 pH 
Ce paramètre dépend notamment de la concentration de CO2 dissous dans le milieu de 
culture, régie par les équilibres chimiques entre les différentes formes de carbone dans l’eau 
(CO2, H2CO3, HCO3

 et CO3
2
). Un grand apport de CO2 peut entraîner une acidification du 
milieu susceptible d'inhiber la croissance des microalgues. De même, la présence de monoxyde 
de soufre, un élément toxique, entraîne une acidification importante du milieu et par là même 
une croissance limitée (Kumar et al., 2011). En conséquence, un contrôle du pH des cultures est 
nécessaire afin de favoriser la croissance de certaines espèces ayant des exigences 
environnementales particulières (Kumar et al., 2011). De manière générale, la croissance algale 
est favorisée pour un pH proche de la neutralité. On rencontre malgré tout certaines espèces 
tolérantes vis-à-vis de valeurs extrêmes.   
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A1.1.4 Nutriments 
A1.1.4.1 Carbone 
La source de carbone d’une culture algale en condition d’autotrophie est présente en phase 
liquide sous forme de différentes espèces en équilibre : CO2, H2CO3, HCO3

 et CO3
2
. Ces 
équilibres sont régis par les équations de dissociation de l'eau et du mélange carbonate-
bicarbonate à une température de 25°C (Livansky, 1990) : 
     
                    
                  
                     
    
     
                       
Ces différentes formes de carbone constituent le carbone inorganique total « CIT » dont la 
concentration est donnée par l’expression suivante, où les crochets désignent les concentrations 
volumiques 
                 
       
  ] 
On néglige la concentration de         
Durant la photosynthèse, la consommation du CO2 entraîne une augmentation progressive du 
pH, alors qu’en présence de concentrations importantes de CO2 dissous, le pH chute entraînant 
une consommation moindre de CO2 par suite de l'inactivation de l'enzyme « rubisco » 
responsable de l'activité de fixation de CO2. (Sobczuk et al., 2010). Une préférence de l'espèce 
algale peut être distinguée vis-à-vis de l'une des formes du carbone (CO2 ou  HCO3

) selon le 
mécanisme biologique de concentration du CO2 ou « MCC». Généralement, les microalgues 
présentent une préférence vis-à-vis de l'assimilation du CO2 comme source de carbone 
inorganique 
 
(Carvalho et al., 2006).  
A1.1.4.2 Azote 
L'azote constitue un élément nutritif essentiel pour la croissance algale. La teneur en azote 
des microalgues se situe aux alentours de 7% de la matière sèche algale (Bhola et al., 2011). La 
source d'azote pour la culture peut être organique (urée) ou inorganique (nitrate NO3

, 
ammoniaque NH4

) (Alcaine, 2010). L'azote, étant un des constituants des acides nucléiques et 
des protéines, est impliqué dans les principales voies métaboliques des microalgues (Green et 
Durnford, 1996). Ainsi, une augmentation de la concentration d’azote, jusqu'à une certaine 
valeur limite, entraîne une productivité cellulaire et protéique plus importante et une synthèse 
plus significative de chlorophylle. La carence de cet élément induit une accumulation 
importante de réserve lipidique (polysaccharides et acides gras polyinsaturés "AGPI") (Chen et 
al., 2011), une limitation de l'activité photosynthétique et cellulaire (Alcaine, 2010) ainsi qu'une 
augmentation de la synthèse des caroténoïdes (Becker, 1994).  
A1.1.4.3 Phosphore 
Le phosphore est impliqué dans plusieurs voies métaboliques (Chen et al., 2011) et 
régulations cellulaires (Droop, 1973 ; Smith, 1983). Il représente environ 1% de la matière 
sèche algale (Richmond, 2004). Les microalgues sont capables d'utiliser les formes 
inorganiques du phosphore (phosphate PO4
3
, dihydrogèno-phosphate H2PO4

 et l'hydrogèno-
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phosphate HPO4
2
) ainsi que ses formes organiques via le phénomène d'hydrolyse grâce à une 
enzyme de la famille des phosphatases (Alcaine, 2010).  
La carence en phosphore joue sur l'activité photosynthétique principalement au niveau de la 
fonction de l'enzyme « rubisco », indispensable à la fixation du CO2 (Agren, 2004), sur 
l'accumulation des réserves lipidiques (Wang et al., 2008) et sur la productivité en biomasse 
(Borowitzka, 1988). Le phosphore forme des précipités avec les ions métalliques et de ce fait 
pas toute la quantité de phosphore ajoutée est disponible ; il est nécessaire qu’il soit apporté en 
excès dans le milieu (Yun et al., 1997).  
A1.1.4.4 Micro-éléments 
Plusieurs micro-éléments organiques et inorganiques sont nécessaires à la croissance des 
microalgues, tels le soufre (S), le fer (Fe), le magnésium (Mg), le potassium (K), le sodium 
(Na) ; il en va de même d’oligoéléments tels le cuivre (Cu), le manganèse (Mn), le zinc (Zn), le 
cobalt (Co), le molybdène (Mo), etc.  
Le soufre est un des éléments essentiels dans la composition de deux acides aminés : la 
cystéine et la méthionine. Une carence en soufre induit une inhibition de la synthèse protéique 
et de l'activité photosynthétique des microalgues (Wang et al., 2008).  
Une carence en fer entraîne des changements métaboliques cellulaires à travers une 
diminution de la densité et de la taille cellulaire et une inhibition de la synthèse protéique et 
lipidique (Valera et al., 2011). Cet élément intervient également comme catalyseur lors de la 
synthèse de la chlorophylle (Becerra, 2009). 
Le magnésium est indispensable à l'activité nitrogénase dans le métabolisme cellulaire des 
microalgues (Wang et al., 2008). On a par ailleurs mis en évidence l'implication du cuivre, du 
fer et du zinc dans diverses fonctions enzymatiques telles que l'activité de l'anhydrase 
carbonique, enzyme impliquée dans le mécanisme d'assimilation du carbone (Brand et al., 
1983; Lage et al., 1994 ; Morel et al., 1994 ; Buitenhuis et al., 2003). De même, une carence en 
cuivre est susceptible d'affecter le mécanisme photosynthétique des microalgues (Rochaix, 
2001). Une carence en molybdène peut influer sur le processus métabolique d'assimilation de 
l'azote au niveau cellulaire (Glass et al., 2009).  
La carence en certains oligo-éléments peut affecter plusieurs voies métaboliques telles que 
l'accumulation des triglycérides ou « TAG » (acide gras indicateur de stress environnemental 
durant la culture de microalgues) (Chen et al., 2009). Ces oligoéléments peuvent réagir avec 
d’autres éléments présents dans le milieu et précipiter ; il est donc souvent nécessaire d’ajouter 
un agent chélatant comme l'EDTA « acide éthylène diamine tétraacétique » afin d'éviter toute 
limitation en éléments nutritifs dans le liquide.  
A1.1.5 Salinité du milieu 
Le changement de salinité du milieu induit un stress osmotique et ionique (sel) qui peut 
entraîner la formation de précipités, une augmentation de la teneur lipidique des algues, une 
concentration en caroténoïdes plus importante chez certaines espèces de Dunaliella 
(Borowitzka et Borowitzka, 1990) et une inhibition de leur croissance (Gomes et al., 2003). De 
plus une augmentation de la salinité entraîne une inhibition de l'activité photosynthétique (Lu et 
al., 1999).  
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A1.1.6 Caractéristiques intrinsèques du réacteur  
A1.1.6.1 Agitation 
L'homogénéité du milieu de culture représente un point fondamental afin d'assurer une 
productivité optimale de biomasse (Ugwu et al., 2002) et une capacité importante de fixation de 
CO2. Ce paramètre doit donc être pris en compte lors de la conception du photobioréacteur. En 
effet, une faible agitation entraîne une difficulté d’accès aux nutriments et à la lumière, des 
phénomènes de décantation de la biomasse et la création de zones « stagnantes » au sein 
desquelles les conditions de cultures sont défavorables, pouvant conduire à une mortalité 
cellulaire à travers l'accumulation de produits toxiques (Becker, 1994). D’autre part, une 
agitation trop élevée conduit à un cisaillement des cellules algales (Carlsson et al., 2007) qui 
engendre des déficiences physiologiques et métaboliques ainsi que des dommages structuraux 
(Thomas et Gibson, 1990 ; Berdalet, 1992 ; Hondzo et Lyn, 1999 ; Sulivan et Swift, 2003). En 
conséquence, le choix d'un système d'agitation adapté doit répondre à un compromis entre ces 
deux types de contrainte. 
A1.1.6.2 Transfert gaz-liquide 
Le transfert gaz-liquide constitue un second phénomène à prendre en compte lors de la 
conception des systèmes de production. Une bonne qualité de transfert gaz- liquide induit une 
disponibilité maximale de CO2 et une régulation du pH grâce à la dissolution de CO2 dans le 
liquide (Kumar et al., 2010). La mesure de l'efficacité du transfert gaz-liquide se fait par la 
détermination du coefficient volumique de transfert noté « kLa», que nous présenterons en 
détail au chapitre III. 
A1.1.6.3 Eclairage 
Un bon éclairage est indispensable pour une croissance cellulaire importante. Les dispositifs 
d'éclairage peuvent être naturels exploitant directement l'énergie solaire ou bien artificiels à 
travers l'emploi de tubes fluorescents autour du réacteur ou de sources lumineuses immergées 
dans la culture (LED ou fibre optique). La conception de ce genre de dispositif doit prendre en 
compte des paramètres variés que l’on a déjà cités (chemin optique, profondeur optique 
(proportion de lumière absorbée ou diffusée le long d’un chemin lumineux par un milieu 
partiellement transparent) et ratio surface éclairée par volume de culture). La disponibilité de la 
lumière varie selon la profondeur et la densité cellulaire du milieu de culture. Plusieurs études 
se sont intéressées à la distribution de la lumière au sein du réacteur et à la conception de 
systèmes efficaces pour la séquestration de CO2 et la production en biomasse (Morita et al., 
2000 ; Lee et al., 1995).  
A1.2 Système de culture 
Etant donnée la diversité des applications industrielles et des exigences nutritionnelles et 
environnementales de la culture des microalgues, la mise en place d'un système de culture 
efficace est une étape spécifique et cruciale pour une application donnée. On distingue 
principalement deux grandes catégories de systèmes de culture: les systèmes ouverts (bassins 
naturels et artificiels caractérisés par un faible ratio surface sur volume) et les systèmes fermés 
(bioréacteurs avec un ratio surface sur volume élevé). 
A1.2.1 Systèmes ouverts 
Ce type de système est caractérisé par sa simplicité technique, sa facilité d'exploitation et 
une durée de vie assez importante (Moheimani, 2005). Ce sont essentiellement des bassins de 
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faible profondeur alimentés par exemple de l'eau usée issue des usines de traitements de 
déchets et munis d'un système d'agitation formé par des structures tournantes ou des roues à 
aubes (Alcaine, 2010). La biomasse est, quant à elle, récoltée à la fin du cycle de recirculation 
(cf. figure A1.2). Ce type de configuration est connu sous l'appellation bassin de type 
« raceway ». 
 
Figure A1.2 : Représentation schématique d'un système ouvert (Alcaine, 2010) 
 
Les systèmes ouverts présentent une grande diversité de configuration selon la taille, la 
profondeur, le type de matériau, le système d'agitation et le degré d'inclinaison (Tredici, 2004). 
On en distingue principalement trois grands types, employés à l'échelle industrielle : lacs et 
bassins naturels (écosystèmes naturels), bassins circulaires, bassins de type « raceway » 
(Moheimani, 2005) (cf. figure A1.3). 
 
Figure A1.3 : Variété de configurations des systèmes ouverts: A bassin de type « raceway » employé 
pour la culture de Spirulina platensis en Californie – B : bassin circulaire à pivot central pour la culture 
de Chlorella à Taiwan – C : larges bassins non agités utilisés pour la culture de Dunaliella salina en 
Australie (Chen et al., 2009) 
Annexe A1 Système de production 
des microalgues 
 
 179 
 
Les écosystèmes naturels représentent le mode de culture le plus économique et le moins 
exigeante techniquement. A l'échelle industrielle, cette technique a été employée pour la culture 
de l'espèce Dunaliella salina (Benemann et al., 1987). Leur principal avantage est un faible 
coût d’installation. Cependant, ces systèmes ont des inconvénients importants comme la 
possibilité très réduite de contrôle des conditions de culture, l’incapacité de maîtrise de 
l’agitation, le transfert gaz-liquide inefficace et la forte dépendance vis-à-vis des conditions 
climatiques (Borowitzka, 1999)   
Le second système repose sur un mode de culture dans des bassins artificiels circulaires. Il 
est largement utilisé dans les procèdes de traitement des eaux (Hoffmann, 1998 ; Borowitzka, 
2005 ; Garcia et Hernandes-Marine, 2000). Cette configuration est composée d’un bassin 
circulaire muni d'un système mécanique d'agitation à pivot central. Elle est limitée, du fait 
essentiellement de l'inefficacité du système d'agitation pour les bassins de grande taille 
(Borowitzka, 2005), d’une consommation énergétique élevée relatif pour l’agitation et de coûts 
d'installation importants. 
Le dernier système de culture ouvert est celui de type « raceway ». Il utilise une 
configuration par unité individuelle ou par une série de boucles multiples (Becker, 1994). Ces 
bassins peuvent être homogénéisés grâce à une diversité de systèmes : roues à aubes, hélices, 
systèmes de type "air-lift" et pompes (Becker, 1994). A l'échelle industrielle, ce type de 
configuration est utilisé pour la culture d'espèces telles que Chlorella sp., Spirulina platensis, 
Haematococcus sp., Dunaliella salina (Jimenez et al., 2003 ; Borowitzka, 2005). Cependant, 
cette configuration présente, entre autres, des inconvénients comme une certaine décantation 
des algues dans les bassins (Moheimani, 2005) et une surface de culture importante.  
D'autres systèmes comme le type de bassins à configuration inclinée, ont été mis au point 
pour augmenter le ratio surface sur volume et donc la productivité (Richmond, 1999). Cette 
technologie dérivée des travaux de Doucha et Livansky (1999) a été largement utilisée par la 
société Trebon en République tchéque pour la culture des espèces Chlorella sp., Spirulina 
platensis ainsi que Scenedesmus sp.(Moheimani, 2005). Elle présente des limitations 
techniques relatives aux coûts élevés des opérations de pompage, de la maintenance et de 
l'installation (Tredici, 2004).  
En conclusion, les systèmes ouverts présentent de nombreux inconvénients tels qu'une 
productivité très faible par rapport à celle théoriquement attendue, une difficulté de maîtrise des 
conditions opératoires (Richmond, 2004), des risques potentiels de contaminations par des 
organismes pathogènes (Wen et Johnson, 2009), des surfaces d'installation importantes (Pulz, 
2001) et des coûts de récolte élevés (Grima et al., 1999). De plus, ces systèmes de culture ne 
permettent qu’un faible rendement de consommation de CO2 (Chisti, 2007 ; Shen et al., 2009 ; 
Becker, 1994 ; Lee, 2001), par suite de l’impossibilité de contrôler les paramètres de culture. 
A1.2.2 Systèmes fermés "photobioréacteurs" 
Les systèmes fermés ou "photobioréacteurs" permettent un meilleur contrôle des facteurs 
extérieurs au bioprocédé que les systèmes ouverts. Les microalgues sont exposées à la source 
lumineuse à travers un matériau de construction transparent (Richmond, 2004). Ces systèmes 
sont susceptibles d'être optimisés en fonction du type d’application choisie et des propriétés 
biochimiques de l'espèce cultivée (Alcaine, 2010).  
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Ce type de système est également caractérisé par une grande diversité de configurations 
selon la géométrie des réacteurs (plan, tubulaire, horizontal, incliné, vertical ou en spirale, etc.), 
le système d'agitation (système air-lift ou pompe, etc.) et le type de matériau utilisé (verre ou 
plastique, rigide ou flexible) (Richmond, 2004). Le principe de conception des 
photobioréacteurs repose sur une optimisation de la disponibilité de l’énergie lumineuse et de 
l’agitation. Deux configurations principales prédominent en fonction de la géométrie utilisée :  
 Les photobioréacteurs tubulaires sont constitués d’un ou de plusieurs tubes 
transparents qui peuvent être disposés horizontalement, verticalement ou en hélice. 
On distingue les technologies suivantes. 
- Réacteur à cuve agitée : « Carboy » ou « Bag » (cf. figure A1.4 (A)) : ce type de 
système est généralement utilisé pour la fabrication et la maintenance des inoculums 
pour des cultures de très grande échelle dans le domaine de l'aquaculture (Fulks et 
Main, 1991; Sato, 1991). Il est composé d’une cuve munie d'un système d'agitation 
avec un arbre entraîné par un moteur ou avec des barrettes magnétiques (Chisti et 
Moo-young, 2001). Il est facile à mettre en œuvre et à entretenir, mais présente un 
faible ratio surface sur volume. 
- Réacteur de type colonne à bulle : il s’agit d’un cylindre dans lequel l’agitation est 
assurée via le barbotage de la phase gazeuse sous forme de petites bulles. Le ratio 
surface sur volume est relativement élevé (Kumar et al., 2011) , son coût est faible 
(Miron et al., 2002) et les transferts thermiques et massiques satisfaisants. 
- Réacteur de type « Air-lift » : il s’agit d’un cylindre avec deux zones 
interconnectées l’une dite « riser » ou le mélange gazeux est diffusé et l’autre dite 
« downcomer » ou il n’y a pas d’alimentation en gaz (Kumar et al., 2011). La phase 
liquide est mise en mouvement naturellement, par différence de poids de colonnes 
d’eau entre les zones aérée et non aérée (Olivo, 2007). L'agitation est assurée par 
barbotage du gaz. Ce type de configuration présente des inconvénients relatifs à la 
mise en œuvre (Miron et al., 2000) et d'un faible temps de séjour (Janssen et al., 
2001).  
-Photobioréacteur tubulaire : Ce type de configuration utilise de longs tubes 
transparents en verre ou en plastique. Il peut être : vertical (Chiu et al., 2009; Pulz, 
2001), horizontal (Janssen et al., 2002) , hélicoïdal (cf. figure A1.4 (E))(Chrismadha 
et Borowitzka, 1994) et même incliné (cf. figure A1.4 (D))  
 Les photobioréacteurs plats (cf. figure A1.4 (F)) Ils sont constitués de deux panneaux 
transparents de forme rectangulaire entre lesquels circule une faible épaisseur culture 
(Kumar et al., 2011). Cette configuration est présente sous différentes géométries : 
verticale, horizontale et inclinée (Chen et al., 2009). Les avantages de ces 
photobioréacteurs résident dans un ratio surface sur volume important (Kumar et al, 
2011), un faible chemin lumineux, et une bonne qualité de transfert gazeux. Les 
limitations concernent l’augmentation des coûts de production suite à la re-carbonatation 
des cultures due essentiellement à l’augmentation du pH, le phénomène de colmatage et 
la difficulté de conception de cette installation (Lee, 2001 ; Ugwu et al., 2008). 
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Figure A1.4 : Variété des configurations des photobioréacteurs: A Photobioréacteur à cuve 
agitée (Montes, 2000) – B : Photobioréacteur de type colonne à bulle de 5 L issu des travaux du 
laboratoire marin de Plymouth « LMP » au Royaume Unis – C : Air-lift photobioréacteur conçu 
par la compagnie "Algain Energy" – D : Photobioréacteur incliné d'après les études menée par 
l'organisme d'étude géologique américaine ou « USGS » au sud-west des USA– E : 
Photobioréacteur héliocoïdal tubulaire de 1000 L de type « BIOCOIL » à l'université de 
Murdoch, Est d'Australie – F : photobioréacteur à plaque inclinée – 
G : Photobioréacteur horizontal commercial en cours de construction dans le désert de 
Californie à la jonction de la vallée de la mort – H : photobioréacteur tubulaire « Controlled 
Environnement Agriculture & Energy » 
 
Les systèmes fermés offrent de nombreux avantages intéressants. Ils permettent un contrôle 
des conditions hydrodynamiques de culture (Grima et al., 1999 ; Sierra et al., 2008), une 
réduction des risques de contamination par des microorganismes indésirables, une diminution 
de la consommation en eau, un ratio surface sur volume important, une productivité en 
biomasse maximale ainsi qu'une capacité de fixation de CO2 élevée (Rosello et al., 2007). 
Cependant, ils sont limités au niveau de l’implantation et des coûts pour une installation à 
grande échelle ainsi qu’au niveau de la disponibilité de la lumière notamment par la formation 
de biofilm sur les parois du photobioréacteur (Wen et Johnson, 2009). En conséquence, 
plusieurs études ont tenté de surmonter les limitations techniques des systèmes fermés dans le 
but de réduire le chemin lumineux (Miron et al., 1999 ; Janssen et al., 2002), et d’obtenir un 
système de régulation plus économique de la température (Torzillo et al., 1991 ; Becker, 1994 ; 
Borowitzka, 1996 ; Zhang et al., 1999 ; Carlozzi et Sacchi, 2001). 
Ainsi, le choix d'un système de culture efficace vis-à-vis de la séquestration du CO2 doit 
tenir compte de plusieurs paramètres dont les principaux sont l'efficacité du mélange, 
l’efficacité du transfert gaz-liquide et la disponibilité de la lumière (Chiu et al., 2009 ; Eriksen, 
2008). 
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Annexe A2 
 
A2.1 Dispositif expérimental : banc d’essai d’un photobioréacteur de 9,6 L 
La campagne expérimentale mise en place pour la réalisation de la phase d'identification des 
paramètres nécessaires au modèle retenu (intervenant dans le modèle de croissance et dans les 
équations d’évolution) repose sur des cultures en modes batch et continu de la souche Chlorella 
vulgaris AC 149 de la classe des Trebouxiophyceae, provenant de la collection de cultures de 
microalgues du laboratoire "Algobank Caen" de l'université de Caen Basse-Normandie.  
La culture d'une microalgue dans un photobioréacteur présente diverses exigences relatives à 
la stérilisation complète du matériel utilisé, au choix d'un milieu de culture permettant l'apport 
des principaux éléments nutritifs essentiels à la croissance ; et à l'entretien permanent de 
précultures qui permettent d'inoculer le photobioréacteur avec une concentration cellulaire 
suffisante. 
A2.1.1 Stérilisation du matériel utilisé 
La stérilisation est une étape fondamentale pour le bon démarrage des essais expérimentaux 
impliquant des procédés biologiques, afin d'éviter toute contamination par des germes 
pathogènes et indésirables, susceptibles d'affecter la croissance de l'algue et d'induire ainsi des 
erreurs aux niveaux des résultats expérimentaux. Cette phase concerne aussi bien le 
photobioréacteur que le milieu de culture et les sondes utilisées pour le suivi de l’évolution des 
paramètres de culture. On distingue principalement trois méthodes de stérilisation : stérilisation 
thermique au moyen d'un autoclave, stérilisation chimique et stérilisation sous U.V. Durant nos 
campagnes expérimentales, les trois méthodes ont été utilisées, chacune appliquée 
spécifiquement et pour des raisons précises aux différentes composantes du réacteur : 
- Concernant les sondes utilisées pour la mesure du pH et de la pression partielle de CO2, 
a été privilégiée une stérilisation sous une hotte à flux laminaire et sous l'action d'U.V 
pendant 20 minutes, en raison de la fragilité de la sonde de pH et afin d'éviter les risques 
de cassures pouvant survenir dans l'autoclave sous l'action thermique, d’une part, et de la 
dégradation constatée de la membrane de la sonde à CO2 suite à une stérilisation 
thermique, d’autre part. Cette dégradation peut se traduire, soit par un dessèchement du 
tampon présent au niveau de la membrane, soit par la détérioration de la membrane en 
silicone. 
- Concernant le photobioréacteur, la stérilisation par voie chimique a été préférée, 
s’avérant aussi efficace que la stérilisation par voie thermique mais présentant l’avantage 
d’éviter tout risque de cassure lié au déplacement du réacteur du banc d'essai vers 
l'autoclave. Cette phase de stérilisation a été réalisée au moyen de quatre comprimés 
effervescents de stérilisation à froid, mis en solution dans de l'eau. Ces comprimés, 
contenant du dichloroisocyanurate de sodium qui est une substance active biocide, ont 
une action bactéricide et fongicide avec une efficacité de 24 heures. Après stérilisation 
du réacteur, l'élimination de toute trace de cet élément chimique, susceptible d'affecter la 
croissance algale, est assurée par deux lavages successifs avec de l'eau distillée et 
stérilisée au moyen d'un traitement thermique par autoclavage. 
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- Le milieu de culture ainsi que d'autres composantes du réacteur (filtres, etc.) sont 
stérilisés par voie thermique grâce à l'autoclave. Cette méthode correspond à un cycle 
thermique à une température de 121°C pendant 20 minutes. Une seconde méthode de 
stérilisation, employée au cours de nos expériences, concerne principalement les 
stérilisations locales par voies thermiques en utilisant essentiellement un bec benzène 
lors des prélèvements des échantillons, de la phase d'inoculation du réacteur et durant 
l'installation des différentes composantes et sondes dans le réacteur. 
A2.1.2 Maintenance des précultures 
Le début de chaque culture de microalgue est caractérisé par une étape d'inoculation qui 
consiste à introduire l'inoculum (quantité de cellules algales mise en culture dans un système 
fermé à partir de souche mère) dans un milieu de culture stérile. On assiste à une dilution de la 
concentration cellulaire vers une valeur d'environ 1 milliard de cellules par litre. Une des 
conséquences de cette étape est la phase de latence, précédemment décrite dans la section 2.2 
du chapitre II, qui caractérise l'acclimatation de ces cellules algales aux nouvelles conditions de 
culture. De ce fait, la réussite du démarrage d'une campagne expérimentale est conditionnée par 
la qualité de l'inoculum introduit dans le réacteur (absence d'agrégat cellulaire).  
Durant cette étude, nous avons eu recours à quatre précultures dans des flacons 
d'Erlenmeyers de 1 litre. Elles sont rafraichies toutes les deux semaines, c'est-à-dire diluées de 
moitié avec le milieu de culture stérile afin de renouveler le milieu réactionnel en nutriments 
nécessaires à la croissance. Afin d'assurer une croissance suffisante et un entretien des algues, 
ces Erlenmeyers sont conservés dans une enceinte close ou incubateur Minitron à atmosphère 
contrôlée, sous un éclairage en continu avec une intensité lumineuse fixée à 70 µE.m
2
.s
1
. La 
température est régulée à sa valeur optimale égale à 25°C et un mélange gazeux d'air contenant 
1,4 % de CO2 est introduit à l'intérieur de cette enceinte. De même, la culture est soumise à 
agitation permanente à une vitesse de 90 tr/min. 
A2.1.3 Choix du milieu de culture 
La croissance des microalgues est fortement dépendante de la composition du milieu 
réactionnel. L'apport des éléments nutritifs doit être suffisamment important afin d'éviter toute 
carence susceptible d'affecter la croissance algale. Au cours de nos essais, nous avons opté pour 
le milieu de culture Bristol 3 N modifié dont la composition est détaillée dans le tableau A2.1. 
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Tableau A2.1 : Composition du milieu de culture Bristol 3 N modifié 
Solution A  
 Poids/litre de 
milieu (mg.L
-1
) 
Poids/litre de 
solution A(g) 
Poids/250 ml de 
milieu A (g) 
Concentration 
(mol/L) 
NaNO3 750 75 18,75 0,0088 
CaCl2, 2H2O 25 2,5 0,625 1,93 10
-4
 
MgSO4, 7H2O 75 7,5 1,875 3,045 10
-4
 
FeEDTA 20 2 0,5 5,75 10
-5
 
Solution B 
 Poids/litre de 
milieu (mg.L
-1
) 
Poids/litre de 
solution B (g) 
Poids/250 ml de 
milieu B (g) 
Concentration 
(mol/L) 
K2HPO4 75 7,5 1,875 0,00044 
KH2PO4 175 17,5 4,375 0,00128 
NaCl 20 2 0,5 3,41 10
-4
 
Solution µ-éléments 
 Poids/litre de 
milieu (mg.L
-1
) 
Poids/litre de 
solution µ-E (g) 
Poids/250 ml de 
milieu µ-E (mg) 
Concentration 
(mol/L) 
H3BO3 2,86 2,86 715 4,61 10
-5
 
MnCl2, 4H2O 1,81 1,81 452,5 1,20 10
-5
 
ZnSO4, 7H2O 0,220 0,220 55 1,149 10
-6
 
CuSO4, 7H2O 0,08 0,08 20 4,221 10
-7
 
MoO3 85% 0,036 0,036 9 2,5 10
-7
 
CoSO4, 7H2O 0,09 0,09 22,5 4,86 10
-7
 
 
Pour la préparation de 1 litre de milieu de culture Bristol 3 N modifié, il faut mélanger 10 ml 
de solution A avec 10 ml de solution B et 1 ml de solution de µ-élément. 
Le choix de ce milieu est justifié par l'apport nécessaire d'azote, de phosphore et des 
microéléments indispensables afin de favoriser uniquement des conditions de limitation par le 
carbone et par la lumière. En effet, sous ces conditions opératoires, la culture ne présente pas de 
carence vis-à-vis de l'azote et du phosphore. Le modèle choisi est donc adéquat pour 
caractériser la croissance des microalgues et plus particulièrement Chlorella vulgaris. 
La stérilisation du Bristol 3 N s'effectue par voie thermique grâce à l'autoclave. Ce milieu de 
culture est ensuite conservé dans un système frigorifique à une température de 4°C 
(température inhibant la prolifération de germes pathogènes). 
A2.1.4 Description du photobioréacteur 
La phase d'identification des paramètres nécessaire au modèle a été réalisée grâce aux 
données expérimentales collectées à partir de la culture de Chlorella vulgaris dans un banc 
d'essai expérimental. Ce dispositif comprend un photobioréacteur de type colonne à bulles 
présentant un volume utile de 9,6 litres (cf. figure A2.1).  
Le corps du réacteur est construit en verre transparent avec un rapport surface par volume 
égal à 32,24 m
2
/m
3
. Il est constitué de trois parties (cf. figure A2.1) : une partie cylindrique 
contenant une pastille de verre frittée permettant de fractionner le débit de gaz à l'entrée en 
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petites bulles permettant l'apport de la source carbonée par un système d'aération par bullage, 
d'une part, et l'agitation du milieu réactionnel par le système air-lift (détaillé dans l’Annexe 
A1), d'autre part ; une seconde partie dite intermédiaire qui présente deux sorties, sur l'une 
d'entre-elles est reliée une vanne qui permet la prise de l'échantillon durant la culture ; la 
troisième partie comprend une fraction conique permettant d'augmenter le diamètre jusqu'au 
cylindre principal de 0,4 m de hauteur et de 0,17 m de diamètre intérieur. Ce réacteur présente 
une surface éclairée de 0,31 m
2
. 
                   
Figure A2.1 : Photo du photobioréacteur de 9,6 L utilisé durant cette étude 
 
La température au sein du réacteur est maintenue à une valeur optimale de croissance égale à 
25°C, par l'intermédiaire d'une double enveloppe en verre qui assure la recirculation d'eau 
distillée et régulée au moyen d'un thermostat (cf. figure A2.2). Comme indiqué précédemment, 
l'agitation de la culture est assurée par le système air-lift. Un mélange gazeux d'air contenant 
5 % de CO2 avec un débit de 2,5 V.V.H (volume de gaz par volume de réacteur par heure) est 
injecté en continu par la partie inférieure du réacteur. Au préalable, ce débit gazeux est stérilisé 
par l'intermédiaire d'un filtre stérilisant Millipore. La régulation de ce mélange gazeux est 
assurée par une vanne de régulation intégrée (Vögtlin Instruments, Red-y Smart Series) et deux 
débitmètres massiques. La précision de mesure de ces débitmètres est égale à 0,5 %. Durant les 
campagnes expérimentales et pendant la phase de latence, l'apport du dioxyde de carbone est 
effectué de manière progressive et par palier afin d'éviter tout risque de stress environnemental 
lié à une chute importante du pH au niveau de la culture.  
Le réacteur est entouré par deux types de tubes fluorescents Osram : quatre tubes de type 
BIOLUX
® 
et quatre tubes de type FLUORA
®
. La combinaison de ces deux types assure un 
spectre lumineux similaire à la lumière solaire adéquate pour la croissance et l'activité 
photosynthétique des microalgues. L'intensité lumineuse incidente est ajustée grâce à des 
ballasts électroniques. Un réflecteur de lumière en aluminium a été placé sur toute la hauteur du 
réacteur afin de concentrer la lumière incidente et d'améliorer la disponibilité de l'énergie 
lumineuse au niveau de la culture. Au cours de nos essais, la variation de l'intensité lumineuse 
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est effectuée progressivement et par palier pendant la phase de latence afin d'éviter tout stress 
environnemental lié à une photo-inhibition (forte intensité lumineuse qui diminue la croissance 
algale en présence d'une faible concentration cellulaire). Une étude complémentaire a permis 
d’identifier l’amplitude de l’intensité lumineuse, égale à 90 µE.m2.s1, permettant d’obtenir 
une vitesse de croissance maximale de l’algue. Cette intensité lumineuse, considérée comme 
optimale pour la croissance de Chlorella vulgaris, est prise en considération pendant nos 
campagnes expérimentales. 
Au niveau de la partie supérieure, ce photobioréacteur est équipé de cinq entrées. Seules 
quatre d'entre-elles sont utilisées, pour la sonde à CO2, l’électrode de pH, l'alimentation en 
milieu de culture ainsi que pour l'ajout de solution acide lors des tests de perturbation au niveau 
de la stratégie de commande envisagée. Au niveau de l'alimentation en milieu de culture, un 
filtre Millipore de 0,2 µm est rajouté au niveau d'une entrée auxiliaire afin d'assurer un 
dégagement gazeux et de garantir en même temps la stérilité du photobioréacteur. 
 
Figure A2.2 : Représentation schématique du photobioréacteur de 9,6 L et de son environnement 
 
Dans le cas de campagnes de culture en mode continu, l'apport du milieu de culture stérile à 
l'intérieur du réacteur est assuré au moyen d'une pompe péristaltique de type Watson Marlow 
323 Du, commandée par une carte National Instruments PCI-6024E possédant des sorties 
analogiques correspondant à la tension de commande de la pompe. Une vérification du débit 
d'alimentation est possible grâce à une balance de précision. La récolte de l'excédent de culture 
s'effectue grâce à la surverse située au niveau de la partie supérieure du réacteur.  
Avant chaque essai de culture, un étalonnage de la pompe péristaltique avec tout le système 
de raccord (tuyau en néoprène NORPENE
®
 06404-14 de Masterflex
®
 de 1,6 mm de diamètre 
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interne) est nécessaire. Cette procédure est effectuée grâce à une corrélation entre la tension 
imposée à la pompe par la carte National Instruments, la vitesse de sa rotation et le débit de 
liquide mesuré. Afin de mesurer la quantité de liquide pompée par unité de temps, une 
bonbonne, contenant le milieu de culture, est placée sur une balance de précision et est 
raccordée à la partie supérieure du réacteur. Au moyen d'un chronomètre, la balance permet de 
déterminer la quantité de liquide soutirée durant un temps bien défini. Cette procédure fournit 
l’identification expérimentale du facteur de proportionnalité entre le débit de liquide (exprimé 
en L.h
1
) et le voltage imposé à la pompe. 
Les résultats de l’étalonnage de la pompe sont indiqués dans le tableau A2.2. 
Tableau A2.2 : Résultats d’étalonnage de la pompe 
Vitesse de rotation de la pompe 
(Tours par minute) 
Tension imposée à 
la pompe (V) 
Débit (L.h
-1
) 
10 0,25 0,11 
20 0,5 0,24 
40 1 0,54 
60 1,5 0,9 
80 2 1,2 
100 2,5 1,65 
120 3 1,95 
140 3,5 2,25 
160 4 2,67 
 
La figure A2.3 donne l’allure de variation du débit en fonction de la tension en entrée de la 
pompe. Le gain de conversion au niveau de la pompe est donc égal à 0,64 L/h/V.  
 
 
Figure A2.3 : Courbe d’étalonnage de la pompe  
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A2.1.5 Méthode d'analyse 
Le photobioréacteur possède une sortie au niveau de la partie intermédiaire du réacteur qui 
permet, au moyen d'une vanne, de récolter des échantillons. Cette opération est effectuée sous 
contrôle de flamme afin d'éviter tout risque de contamination. La fréquence de prélèvement 
varie en fonction du mode de culture appliqué : un temps d'échantillonnage de 2 heures dans le 
cas d'une culture en mode batch (afin d'éviter une diminution importante du volume de la 
culture) et de 30 à 60 minutes dans le cas d'une culture en mode continu (selon que la culture 
est en état transitoire ou stationnaire, respectivement). 
Tableau A2.3 : Méthode d'analyse selon le mode de culture de Chlorella vulgaris 
 Mode batch Mode continu 
Mesures ponctuelles - Concentration cellulaire  
- Intensité lumineuse  
incidente 
- Intensité lumineuse 
sortante 
- Concentration cellulaire 
- Intensité lumineuse 
incidente 
 
Mesures en temps réel - pH 
- [CO2] 
- pH 
- [CO2] 
A2.1.5.1 Mesure de la concentration cellulaire 
Dans le domaine de la biotechnologie et de la microbiologie, plusieurs méthodes d'analyse 
sont utilisées pour quantifier la concentration cellulaire des micro-organismes, telles que le 
comptage par microscopie optique au moyen de lame de Malassey, la mesure de la matière 
sèche qui est couramment utilisée dans la littérature, et la mesure de la densité optique par 
spectrophotométrie. Toutes ces mesures diffèrent selon le volume de l'échantillon requis et 
selon la durée nécessaire à l'analyse. 
Tableau A2.4 : Caractéristiques des méthodes de comptage cellulaire 
 Volume 
requis (ml) 
Durée de l'analyse 
(minutes) 
Efficacité de la méthode 
Comptage par 
microscopie 
(nombre de cell.L
-1
) 
10
-5
 15 à 30 
Moyenne, erreurs relatives aux 
manipulateurs 
Matière sèche (g.L
-1
) 50 à 100 24 
Moyenne, erreurs éventuelles 
dues à la présence de cellules 
mortes ou polysaccharide 
Comptage par 
densité optique 
(sans dimension) 
1,5 à 2 1 à 2 
Faible, nécessite une gamme 
étalon avec une seconde 
méthode de comptage 
Méthode 
granulométrique 
(nombre de cell.L
-1
) 
10 à 20 ml 5 à 10 
Elevée, erreurs éventuelles dues 
à la focalisation de la lentille 
 
Une méthode récente a été envisagée pour mesurer la concentration cellulaire des 
microalgues. Il s'agit de la méthode granulométrique. Cette technique de comptage a été validée 
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dans le cadre d’une étude effectuée au LGPM sur la microalgue Porphyridium purpureum, au 
travers d’une comparaison avec une méthode plus classique de comptage par microscopie 
optique, selon le taux de dilution et le type de prétraitement de l'échantillon (Filali, 2008).  
La méthode granulométrique par diffraction laser permet de mesurer la taille et la 
distribution selon le diamètre des particules compris entre 2 et 1700 µm. Elle résulte de 
l'interaction entre un ensemble de particules et le faisceau laser incident par l’analyse de la 
tâche de diffraction du faisceau. Une lentille convergente forme l’image du faisceau diffracté 
sur un détecteur (caméra) situé dans le plan focal (cf. figure A2.4). Un traitement mathématique 
complexe permet de déduire le diamètre moyen et la distribution selon la taille des particules. 
Durant cette étude, le comptage cellulaire de Chlorella vulgaris a été réalisé en utilisant un 
granulomètre avec un système d'analyse d'image et de diffraction laser de type QICPIC 
(Sympatec) et un système de dispersion de particules type LIXELL. Ce dispositif comporte une 
lentille caractérisée par un trajet optique de 0,2 mm de longueur. L'apport de la solution liquide 
contenant les cellules algales est assuré au moyen d'une pompe. Avant chaque utilisation, 
l'échantillon est soumis à une étape de sonication (utilisation des ultra-sons pendant 5 à 10 
minutes pour rompre les agrégats cellulaires) et une étape de dilution selon la concentration de 
l'échantillon. Un logiciel de traitement de donnée, WINDOX, est intégré dans une unité centrale 
permettant de positionner la lentille dans le plan focal et de fournir la concentration moyenne 
de l'échantillon ainsi que sa distribution en fonction de la taille des particules. Une étude 
complémentaire a été réalisée sur la précision de la mesure de la concentration cellulaire selon 
la position de la lentille dans le plan focal. La précision de la mesure avec cette approche est 
évaluée à ±5 %. 
Comparativement aux autres méthodes de comptage, cette technique permet d'assurer des 
analyses rapides, reproductibles tout en garantissant des précisions de mesures satisfaisantes. 
De même, elle permet une calibration simple, une grande étendue de la plage de mesure ainsi 
qu’une souplesse opératoire.  
 
Figure A2.4 : Principe de fonctionnement du granulomètre laser muni d'un capteur d'analyse 
d'image de type QICPIC (Witt et al., 2007) 
 
A2.1.5.2 Mesure de l'intensité lumineuse 
La mesure de l'intensité lumineuse est réalisée à l'aide d'un photomètre avec un capteur LI-
COR LI-190 SA relié à un boitier de mesure de type LI-250. La mesure est obtenue en 
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effectuant la moyenne de 6 mesures réalisées à des positions préalablement définies sur la 
surface du réacteur. Chaque mesure est quant à elle le résultat d'une moyenne de 60 lectures 
effectuées durant 15 secondes. La précision de la mesure fournie par le constructeur est évaluée 
à ± 0,4 %. Deux variables sont mesurées successivement : l'intensité lumineuse incidente par 
orientation du capteur vers la source lumineuse et l'intensité lumineuse sortante par son 
orientation vers le corps du réacteur. 
A2.1.5.3 Mesure du pH 
Le pH de la culture est mesuré en temps réel au moyen d'une électrode à pH (de type 
W83905 Fisher Scientific) reliée à une centrale d'acquisition multi-paramètres Consort D130. 
Cette dernière permet de collecter et d'exploiter les données expérimentales au sein de l'unité 
centrale par le biais d’un logiciel dédié. Cette électrode est étalonnée avant chaque campagne 
expérimentale grâce au logiciel du Consort D130, en utilisant deux solutions tampons : l'une à 
un pH de 4 et l'autre à un pH de 7. Afin d'éviter toute dérive de la mesure durant la culture, un 
étalonnage régulier de cette électrode est effectué. 
A2.1.5.4 Mesure de la pression partielle en CO2  
Au niveau de la littérature, la technique de quantification du CO2 gazeux la plus 
couramment utilisée est celle de la chromatographie en phase gazeuse. Cependant, en raison 
des éventuelles erreurs induites par des pertes gazeuses lors de la préparation des échantillons 
et de l’impossibilité de travailler en temps réel, nous avons opté, durant nos campagnes de 
cultures, pour l’utilisation d’une sonde de mesure de CO2 dissous, de type YSI 8500, reliée par 
fibre optique à un moniteur de CO2 Biovision YSI 8500 (cf. figure A2.5).  
 
 
Figure A2.5 : Accessoires du système YSI 8500 d'acquisition du CO2 dissous en temps réels 
Source : http://www.ysilifesciences.com 
 
Cette technique de quantification repose sur la technologie opto-chimique (technologie qui 
met en jeu des méthodes chimiques et optiques). La capsule du capteur de CO2 se compose de 
quatre couches principales (cf. figure A2.6) : une couche d'acier inoxydable perforé, une 
couche externe de polymère inerte, une couche de colorant et une couche interne transparente 
de polymère. La spécificité de cette technique repose sur la couche de colorant. Elle comprend : 
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- Tampon de bicarbonate : acide carbonique et l'ion bicarbonate ; 
- Tampon contenant un colorant fluorescent sensible au pH : la forme acide HPTS (acide 
trisulfonique hydropyrène) et la forme basique PTS
- 
; 
- Chlorure de sodium (NaCl) ; 
Au niveau de la membrane de la sonde, le CO2 réagit avec le colorant en modifiant le pH et 
en entrainant le changement de concentration et de fluorescence du HTPS. Les deux réactions 
qui se produisent au niveau du réservoir du colorant sont les suivantes : 
                
      
  (A2.1) 
              
Le moniteur transmet deux longueurs d'ondes d'excitation, une de 405 nm pour la forme 
acide HTPS et une autre de 460 nm pour la forme basique PTS
-
. Les résultats d'excitation de la 
forme acide et basique sont ensuite retransmis du réservoir contenant le colorant vers le 
moniteur Biovision via la fibre optique pour la mesure de la fluorescence à 525 nm. Ceci 
permet de calculer la concentration du CO2 dissous via l’analyse du ratio de fluorescence entre 
la forme acide et la forme basique du colorant. Il existe une relation de proportionnalité entre le 
CO2 dissous et ce ratio de fluorescence de la forme : 
       (
    
    
)            (A2.2) 
La détermination des paramètres α et β a été réalisée à l’aide d’une calibration utilisant une 
gamme de concentration connue en CO2. 
Les résultats, affichés et enregistrés au niveau du moniteur Biovision YSI 8500, sont 
importés sur l'unité centrale YSI 8500 via le port RS232. Ils correspondent à la pression 
partielle du CO2 dissous qui est exprimée soit en pourcentage ou en mbar après introduction de 
la pression partielle atmosphérique et de celle au niveau du réacteur. 
 
Figure A2.6 : Principe de fonctionnement du capteur YSI 8500 : A : vue transparente de la capsule 
(document YSI
®
) – B : représentation schématique de la composition de la capsule 
Source : http://www.ysilifesciences.com 
 
L'étalonnage de cette sonde est réalisé avant chaque campagne expérimentale. Cette 
procédure est réalisée par l'intermédiaire d'une calibration avec un seul point utilisant une 
gamme étalon d'un mélange gazeux d'azote contenant 3,6 % de CO2. La durée de l'étalonnage 
A B 
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varie entre 40 minutes et deux heures avec la stabilisation permanente de la mesure de la 
pression partielle en CO2. De même, afin de prévenir toute dérive de la mesure, un étalonnage 
régulier de cette sonde est effectué (le constructeur signale une dérive de 2% de la mesure par 
semaine). La précision de la mesure fournie par le constructeur est évaluée à ± 5 %. 
A2.2 Distribution du temps de séjour « DTS » 
Cette étude préliminaire visant à caractériser le « DTS » a été réalisée pour modéliser le type 
d’écoulement du photobioréacteur (réacteur continu parfaitement agité), afin de pouvoir valider 
les bilans massiques effectués pour la mise au point du modèle du système. 
Ce paramètre reflète la durée de vie d’un élément fluide dans le réacteur. Il permet de 
fournir des informations sur le temps de séjour, la qualité du mélange et la présence de zones 
stagnantes (Cassagnau et al., 1991).  
Le principal objectif de cet essai réside dans la comparaison du comportement 
hydrodynamique de ce photobioréacteur par rapport à un réacteur idéal continu parfaitement 
agité « RCPA ». Plusieurs protocoles expérimentaux ont été proposés dans la littérature (Todd, 
1975 ; Gendron et al., 1996 ; Hu et al., 1999 ; Melo et al., 2002 ; Sun et al., 2003). 
Durant cette campagne, une méthode colorimétrique a été privilégiée, en utilisant le 
permanganate de potassium comme traceur. Le traceur est un élément chimique qui doit être 
inerte, mesurable, et qui présente les mêmes propriétés que le fluide, avec la possibilité de le 
marquer sans perturber ce dernier. Un essai en continu et en régime stationnaire a été réalisé sur 
le banc d’essai comprenant le photobioréacteur de 9,6 L contenant de l’eau distillée. Il s’agit 
d’injecter en continu, grâce à une pompe péristaltique, une concentration bien définie du 
traceur au temps initial (colorant de concentration initiale égale à 58,7 mg.L
-1
) et de suivre 
l’évolution de la concentration du fluide liquide à la sortie du réacteur au niveau de la surverse 
(cf. figure A2.7). L’entrée passe ainsi brusquement d’une concentration nulle à la concentration 
initiale du traceur. Ce suivi de la concentration de sortie du traceur est effectué grâce à la 
méthode spectrophotométrique à une longueur d’onde de 526 nm (Filali, 2008). 
 
Figure A2.7 : A : protocole expérimental de détermination de la distribution du temps de séjour dans un 
photobioréacteur– B : réponse  vis-à-vis d’une perturbation en échelon  
B A 
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Le suivi de la concentration du traceur à la sortie du réacteur est normalisé par rapport à 
celle initiale en vue de déterminer l’évolution de la courbe d’une fonction adimensionnelle 
notée « Ft » caractérisant la distribution du temps de séjour et définie par la relation suivante : 
     
  
  
 (A2.3) 
où C0 et Ct représentent respectivement la concentration initiale et de sortie du traceur. 
Sachant que dans le cas d’un réacteur idéal continu parfaitement agité et en réponse à une 
injection en échelon d’un traceur, cette fonction adimensionnelle Ft est définie par cette 
expression : 
          (
 
 
) (A2.4) 
où τ représente le temps de résidence moyen, défini comme étant le rapport entre le volume 
total utile du photobioréacteur et le débit d’alimentation du traceur. 
Afin de quantifier l’idéalité de notre réacteur, il est nécessaire de comparer la fonction 
adimensionnelle Ft obtenue à partir des mesures expérimentales de la concentration de sortie du 
fluide à celle d’un réacteur idéal parfaitement agité. 
 
Figure A2.8 : Suivi de l’évolution de la fonction adimensionnelle Ft  
 
A partir de la figure A2.8, on peut considérer, dans un premier temps, que le 
photobioréacteur utilisé présente un comportement similaire à celui d’un réacteur idéal 
parfaitement agité. En effet, à partir du suivi de la concentration du traceur à la sortie du 
réacteur, la distribution du temps de séjour, déterminée expérimentalement, présente une allure 
similaire à celle issue d’un RCPA. 
Afin de valider la dynamique d’écoulement dans le réacteur, on va comparer le temps de 
séjour expérimental à celui d’un RCPA. Le temps de séjour expérimental est déterminé en 
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traçant la courbe du logarithme népérien de la fonction « 1-Ft » en fonction du temps (cf. figure 
A2.9). Ce paramètre correspond à l’inverse de la pente de la droite obtenue. 
Figure A2.9 : Détermination expérimentale du temps de séjour « τexp » 
 
A partir des résultats obtenus, on peut déduire le temps de séjour expérimental, égal à 86 
heures. En comparant cette valeur avec le temps de séjour théorique d’un RCPA, égal à 87 
heures (paramètre obtenu en faisant le rapport entre le volume utile du réacteur, égal à 9,6 
litres, et le débit d’alimentation utilisé durant cette campagne, égal à 0,11 L.h-1), on peut valider 
le caractère idéal du photobioréacteur utilisé durant cette étude. Il présente en effet toutes les 
caractéristiques hydrodynamiques d’un réacteur idéal parfaitement agité.   
A partir de cette étude sur le régime d’écoulement du réacteur, on peut donc exploiter les 
bilans matières afin de modéliser l’évolution des variables du bioprocédé. 
 
A2.3 Etat de l’art : modèles de croissance appliqués dans les bioprocédés 
Afin de caractériser le comportement d'un système biologique, différentes équations 
mathématiques sont déterminées dans le but de reproduire fiablement la cinétique de 
croissance, notamment en termes d’évolution de la concentration cellulaire et de vitesse de 
consommation du substrat limitant. Ces modèles permettent de tenir compte de l'interaction de 
la population algale avec les espèces chimiques présentes dans le milieu de culture (dioxyde de 
carbone, azote, phosphore, etc.) et de l’influence des conditions environnementales (lumière, 
température, etc.). Ce sont des outils de prédiction et d'optimisation de la croissance cellulaire 
sous certaines conditions de cultures.  
Du point de vue de la commande, ces outils présentent une base pour le développement 
d'observateurs et pour la mise en place de stratégies de commande du bioprocédé. La 
modélisation d'un système de culture de microalgues repose sur des lois de croissance 
empiriques développées pour les microorganismes microbiens de manière générale ou pour les 
microalgues de manière plus spécifique. Un grand nombre de structures de modèles plus ou 
moins complexes ont été proposées au niveau de la littérature permettant de traduire la vitesse 
de croissance en fonction des paramètres biologiques et physico-chimiques du système.  
On distingue principalement deux catégories de modèle mathématique selon leur complexité : 
 Des modèles déterministes ou non structurés : ce type de modèle permet de caractériser 
l'évolution de la biomasse de façon globale en fonction du temps sous l'influence des 
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paramètres environnementaux tels que la température, le pH, la lumière, etc. Cette 
structure est simple et ne permet pas de tenir compte des évolutions physiologiques et 
cellulaires des microalgues mais uniquement de l'évolution de la concentration des 
nutriments dans le milieu de culture. Cette simplicité offre des possibilités 
d'applications intéressantes particulièrement dans le domaine de l'Automatique. Le 
modèle le plus représentatif de cette catégorie est celui de Monod (Monod, 1942). 
 Des modèles structurés : leur complexité est beaucoup plus importante. Ce sont des 
modèles plus réalistes qui permettent de reproduire la cinétique des microalgues. La 
croissance cellulaire est prédite en prenant en compte plusieurs caractéristiques 
physiologiques propres à l'espèce de microalgue, relatives à l'âge, la taille, la 
morphologie, etc. Cependant, la complexité mathématique de ces modèles les rend 
difficilement exploitables. Le modèle de Droop est considéré comme l'outil de référence 
dans cette catégorie (Droop, 1968). 
A2.3.1 Modèle de Monod 
Le modèle de Monod est un outil non structuré empirique très utilisé dans la caractérisation 
de la cinétique de croissance microbienne. Il est issu de travaux basés sur la loi de Michaëlis et 
Menten (1913). Ce modèle permet de mettre en valeur l'effet limitant d'un substrat sur la vitesse 
de croissance d'un microorganisme, selon la relation hyperbolique suivante : 
       
 
    
 (A2.5) 
   avec S concentration du substrat limitant.  
Ce modèle se base sur deux paramètres importants : 
      qui représente la vitesse spécifique maximale de croissance exprimée en h
1
. 
C'est un paramètre intrinsèque au microorganisme mis en culture. Son identification 
s'effectue durant la phase exponentielle de croissance lorsque le substrat est en très 
large excès (concentration largement supérieure à la constante  ) 
    qui représente la constante de demi-saturation en substrat et qui est généralement 
exprimée en g. L
1
. (ou mol.L
-1
) Ce paramètre permet d'avoir une idée de l'affinité du 
microorganisme avec le substrat. L'affinité représente l'inverse de la constante KS. 
C’est un indicateur essentiel de l'état de la culture par rapport au niveau de saturation 
relatif au substrat limitant. Il représente également la concentration du substrat 
lorsque la vitesse de croissance est égale à la moitié de sa valeur maximale, d’où son 
nom de constante de demi-saturation. 
Cependant, ce type de modèle permet uniquement de modéliser la croissance pendant la 
phase exponentielle dans le cas d'une culture en batch et pendant la phase stationnaire dans le 
cas d'une culture en batch. Cette structure n’est pas valide durant les phases transitoires dans le 
cas d'une culture en continu. Les modèles non structurés présentent une vision simplifiée de la 
réalité et considèrent que la croissance et l’absorption des nutriments se font simultanément. 
D’autres types de modèles structurés et non structurés ont été élaborés afin de caractériser la 
cinétique microbienne. 
A2.3.2 Modèle de Haldane 
Le modèle de Haldane est complémentaire de celui de Monod, car il permet de mettre en 
évidence l'inhibition du même substrat sur la cinétique de croissance (cf. figure A2.10).  
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 (A2.6) 
La constante KI est la constante d'inhibition (g.L
1
). Elle représente la concentration du 
substrat à partir de laquelle il devient inhibiteur de la croissance cellulaire. 
 
Figure A2.10 : Représentation graphique de la loi de Monod et de Haldane 
d'après (Cindy Bassompierre, 2007) 
A2.3.3 Modèle de Contois 
Ce type de modèle permet de mettre en évidence l'effet simultané de la limitation par le 
substrat et de l'impact de la concentration cellulaire sur la cinétique de croissance. En effet, 
cette loi admet une éventuelle inhibition limitation suite à l'augmentation de la concentration 
cellulaire qui pourrait ralentir les phénomènes de transfert massique et ainsi limiter la 
disponibilité des éléments nutritifs. L’expression mathématique de cette loi est la suivante : 
       
 
      
 (A2.7) 
avec X la concentration cellulaire et    la constante de demi-saturation en substrat (mol. 
nombre de cellule
1
). Au travers de cette loi, on peut remarquer que la vitesse de croissance est 
inversement proportionnelle à la concentration cellulaire.  
A2.3.4 Modèles portant sur l’influence de la lumière 
La lumière est l’un des paramètres fondamentaux qui présente une influence significative 
sur la cinétique de croissance des microalgues. La modélisation de l'influence de ce paramètre 
sur la croissance doit prendre en compte différents phénomènes liés à l'intensité lumineuse 
fournie qui affectent l'évolution cellulaire de l’algue à travers des modifications physiologiques 
et métaboliques.  
Plusieurs modèles ont été établis permettant de mettre en évidence l'impact de l'effet limitant 
et/ou inhibant de la lumière sur la croissance des microalgues (Molina Grima et al., 1999 ; 
Rubio et al., 2003 ; Muller Feuga, 1999 ; Cornet et al., 1998 ; Pruvost et al., 2009). Le tableau 
suivant permet de résumer les principaux modèles trouvés dans la littérature. 
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Tableau A2.5 : Modèles mathématiques traduisant l'effet de limitation de la lumière sur la 
croissance des microalgues  
µmax : vitesse spécifique maximale de croissance (h
1
) 
I : intensité lumineuse moyenne dans le photobioréacteur (µE. m
2
.s
1
) 
Modèles Structure Paramètres du modèle 
Monod (1942) 
appliqué à Spirulina 
platensis (cornet et al., 
1995) 
      
 
     
 
KSI : constante de demi-saturation relative à 
la lumière (µE. m
2
.s
1
) 
Tamiya et al. (1953) 
appliqué à Chlorella 
vulgaris 
      
   
        
 α : valeur empirique 
Van Oorschot (1955) 
appliqué à Isochrysis 
galbana (Molina Grima 
et al., 1996) 
          
  
 
    
 
  
Imax : intensité lumineuse de saturation 
correspondant à µmax (µE. m
2
.s
1
) 
Ramesh (1997) 
appliqué à Scrippsiella 
sp. 
       
      
         
     
 
 
 
 
Ic : intensité lumineuse minimale nécessaire 
à la croissance (µE. m
2
.s
1
) 
A, K1 : constantes 
K : paramètre équivalent de l'énergie 
d'activation 
Moser (1985) 
appliqué à Isochrysis 
galbana (Molina Grima 
et al., 1994) 
      
  
  
    
 
Ik : Affinité des microalgues à la lumière 
(µE. m
2
.s
1
) 
n : valeur empirique (sans dimension) 
Ogbonna et al. (1995) 
appliqué à Chlorella 
pyrenoidosa et Spirulina 
platensis 
     
      
 
  
ε : constante 
a : surface éclairée (m
2
) 
V : volume de culture (m
3
) 
K : constante équivalente à un rendement 
de croissance 
I0 : intensité lumineuse incidente 
(µE. m
2
.s
 1
) 
Martínez Sancho et al. 
(1999a) 
appliqué à Scenedesmus 
obliquus 
              
√      
 
 
α, β : constantes 
qE : vitesse spécifique de consommation de 
l'énergie lumineuse (KJ. g
1
. s
1
) 
mE : énergie d'utilisation de la lumière pour 
la maintenance (KJ. g
1
. s
1
) 
n : paramètre empirique (sans dimension) 
 
Tableau A2.6 : Modèles mathématiques traduisant l'effet de la limitation et/ou de l'inhibition de la 
lumière sur la croissance des microalgues  
Modèles Structure Paramètres du modèle 
Peeters et Eilers (1978) 
appliqué à Porphyridium 
purpureum (Dermoun et 
al., 1992) 
                
 
    
(
 
    
)
 
 (    
 
    
)   
 
Imax : intensité lumineuse de saturation 
correspondante à µmax (µE. m
2
.s
1
) 
δ : coefficient d'acuité 
Annexe A2 Protocole expérimental & 
Modèles de croissance 
 
 199 
 
Steele (1977) 
appliqué à Isochrysis 
galbana (Molina Grima et 
al., 1996) 
       
 
    
  
   
 
    
 
  
Imax : intensité lumineuse de saturation 
correspondante à µmax (µE. m
2
.s
1
) 
Molina Grima et al. 
(1999) 
appliqué à 
Phaeodactylum 
tricornutum (Acién 
Fernández et al., 1998) 
        
 
(  
 
  
)
[   (  (
  
  
)
 
)]   
(  
 
  
)
 
I0 : intensité lumineuse incidente 
(µE. m
2
.s
1
) 
Ik : Affinité des microalgues à la 
lumière (µE. m
2
.s
1
) 
Kt : constante de photo-inhibition 
(µE. m
2
.s
1
) 
a, b et c: paramètres du modèle 
Frohlich et al. (1983)        
 
     
  
  
    
  
Kt : constante de photo-inhibition 
(µE. m
2
.s
1
) 
KSI : constante de demi-saturation par 
la lumière (µE. m
2
.s
1
) 
Bannister (1979) 
appliqué à Chlorella 
pyrenoidosa 
      
 
   
     
 
 
 
Kt : constante de photo-inhibition 
(µE. m
2
.s
1
) 
m : valeur empirique sans dimension 
décrivant la transition de faible à forte 
intensité lumineuse 
Andrews-Haldane (1968) 
appliqué à Chlorella 
vulgaris (Ogawa et Ainba, 
1981) 
      
 
      
  
  
 
Kt : constante de photo-inhibition 
(µE. m
2
.s
1
) 
KSI : constante de saturation relative à 
la lumière (µE. m
2
.s
1
) 
Kim et al. (2002) 
appliqué à Chlorella 
Kessleri 
  
    
      
  
[   
       (
  
          
)
   (
    
  
)
] 
Imax : intensité lumineuse de saturation 
(µE. m
2
.s
1
) 
Ic : intensité lumineuse minimale 
nécessaire à la croissance (µE. m
-2
.s
-1
) 
KSI : constante de demi-saturation 
relative à la  lumière (µE. m
2
.s
1
) 
Muller-feuga (1999) 
appliqué à Porphyridium 
purpureum 
           
             
                 
 
  
 
    
 
   
  
    
 
Imax : intensité lumineuse de saturation 
(µE. m
2
.s
1
) 
Ic : intensité lumineuse minimale 
nécessaire à la croissance (µE. 
m
2
.s
1
) 
ρ : ratio normalisé 
ρe : ratio de maintenance normalisé 
Stauffer (1973)            (
        
        
) 
ρ : ratio normalisé (sans dimension) 
ρe : ratio de maintenance normalisé 
(sans dimension) 
 
 
Corey et al. (1983)         (  
     
      
)
 
 
ρ : ratio normalisé (sans dimension) 
ρe : ratio de maintenance normalisé 
(sans dimension) 
n : paramètre empirique (sans 
dimension) 
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A2.3.5 Modèles portant sur l’influence du carbone 
Mise à part l'importance de la lumière sur la cinétique de croissance, la disponibilité du 
dioxyde de carbone dans la culture est susceptible d'être limitante pour la concentration 
cellulaire. Les phénomènes physiologiques tels que le mécanisme biologique de concentration 
de CO2 « MCC », qui traduit la capacité d’adaptation des microalgues vis-à-vis des conditions 
de limitation en carbone, permettent de confirmer l'importance de la modélisation de l'effet 
limitant du carbone sur la cinétique de croissance. En effet dans des conditions de faibles 
concentrations de CO2, la capacité d’adaptation des cellules algales dépend de leurs préférences 
vers l’une des formes du carbone inorganique. Plusieurs études se sont intéressées à la 
modélisation de l'effet de la concentration en carbone inorganique total sur la cinétique de 
croissance des microalgues (Watson, 2009). L'utilisation d'un modèle non structuré tel que le 
modèle de Monod permet de tenir compte de l'effet de limitation par le CO2 (King, 1970 ; 
Novak et Brune, 1985) et par le CIT (Goldman et al., 1974). Une modélisation de l'influence de 
deux sources de carbone (une espèce préférentielle pouvant être CO2 avec une seconde espèce 
pouvant être le bicarbonate) sur la vitesse de croissance est représentée par la relation suivante 
(Watson, 2009) : 
        
     
  
      
        
  
 
     
           
 (A2.8) 
avec : 
 µmax : vitesse maximale de croissance (h
1
) ; 
 [HCO3

] : concentration de bicarbonate dissous (mol. L
1
) ; 
 [CO2] : concentration de dioxyde de carbone dissous (mol. L
1
) ; 
        : constante de demi-saturation relative au bicarbonate (mol. L
1
) ; 
       : constante de demi-saturation relative au dioxyde de carbone (mol. L
1
). 
Par ailleurs l'inhibition par le substrat peut être décrite par le modèle de Haldane (Kim et al., 
2005 ; Wijanarko et al., 2004).  
A2.3.6 Modèles portant sur l’influence simultanée du carbone et de la lumière 
Certains auteurs se sont intéressés à l'élaboration de modèles mathématiques capables de 
décrire la vitesse de croissance des microalgues à partir des données expérimentales, en 
intégrant simultanément l'effet de la lumière, exprimé sous forme d'énergie disponible 
accessible par cellule ou "E", et l’impact de la concentration de carbone inorganique total 
disponible dans le milieu de culture. Ainsi, Baquerisse (1999) a appliqué une structure similaire 
à celle de Steele (1977) afin de caractériser la vitesse de croissance de Porphyridium 
purpureum en fonction de l'énergie lumineuse accessible par cellule et de [CIT] suivant cette 
relation mathématique : 
         
 
    
   
   
 
    
 
  
     
        
   
   
     
      
 
 (A2.9)  
avec : 
 µmax : vitesse maximale de croissance (h
1
) ; 
 [CIT] : concentration du carbone inorganique total (mmol.L1) ; 
 [CIT]opt : concentration du carbone inorganique total lorsque µ est égale à µmax (mmol.L
1
) ; 
 E : énergie lumineuse accessible par cellule (µE. 109 cell1.s1). Ce paramètre est défini selon 
le modèle de Krystallidis (1994) à travers l'expression suivante : 
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 (A2.10) 
- V: volume utile du photobioréacteur (m3) ; 
- Ar : surface éclairée du réacteur (m
2
) ; 
- Iin et Iout : intensité lumineuse incidente et sortante, respectivement 
(µE.m
2
.s
1
). 
  Eopt : énergie lumineuse accessible par cellule lorsque µ est égale à µmax (µE. 10
9
 cell
1
.s
1
) ; 
 X : concentration cellulaire ou biomasse (109 cell.L1). 
Un second type de modèle a été établi par Nouals (2000) avec une combinaison de structure 
issue du modèle de Monod afin de mettre en évidence simultanément l'effet de la lumière, ainsi 
que l'effet limitant et inhibant relatif au CIT sur la croissance. Ce modèle est de la forme : 
        (
 
    
)  (
         
             
)  (
   
             
) (A2.11)  
avec :  
 µmax : vitesse maximale de croissance (h
1
) ; 
 [CIT]cell : concentration en carbone inorganique total disponible par cellule (mmol. 10
9
 
cell
1
) ; 
 E : énergie lumineuse accessible par cellule (µE. 109 cell1.s1) ; 
 KE : constante de demi-saturation relative à la lumière (µE. 10
9
 cell
1
.s
1
) ; 
 KCL: constante de demi-saturation relative au CIT (mmol. 10
9
 cell
1
) ; 
 KCI : constante d'inhibition par le CIT (mmol. 10
9
 cell
1
). 
Les travaux de Krystallidis (1994) ont permis de mettre au point un modèle mathématique 
qui présente comme particularité de tenir compte du phénomène de photo-inhibition induite par 
des fortes intensités lumineuses incidentes. 
        (
     
        
)  (
 
    
)  (  
    
 
)
 
 (
  
    
)
  
 (A2.12)  
avec : 
 µmax : vitesse maximale de croissance (h
1
) ; 
 [CO2] : concentration en dioxyde de carbone dissous (g.L
1
) ; 
 E : énergie lumineuse accessible par cellule (W.g de biomasse1) ; 
 Emin : énergie lumineuse minimale accessible par cellule en dessous de laquelle la 
photosynthèse est limitée (W.g de biomasse
1
) ; 
 KE : constante de demi-saturation relative à la lumière (W.g de biomasse
1
) ; 
 KS : constante de demi-saturation relative au CO2 (g.L
1
) ; 
 KI : constante d'inhibition relative à la lumière E (W.g de biomasse
1
) ; 
 n et n1 : constante définissant la non-linéarité de l'effet de l'inhibition sur la vitesse de 
croissance et sur la photo-inhibition, respectivement. 
A2.3.7 Modèles portant sur l’influence d’autres paramètres environnementaux  
D'autres espèces chimiques telles que l'azote et le phosphore peuvent avoir un effet 
significatif sur la cinétique de croissance des microalgues. De même, des facteurs 
environnementaux tels que la température ou le pH sont susceptibles d'avoir un effet favorable 
ou inhibiteur sur l'évolution cellulaire et sur la vitesse de croissance de l'espèce mise en culture. 
Un des modèles les plus utilisés dans la caractérisation de l'influence de la concentration 
d'azote et de phosphore sur la vitesse de croissance des microalgues est celui de Droop (1968). 
Ce type de modèle structuré permet d’exprimer la cinétique de croissance en fonction des 
composés intracellulaires et plus spécialement de la notion de quota cellulaire interne, qui 
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représente la masse d'élément limitant intracellulaire par unité de biomasse. De même, il 
découple le phénomène d'absorption du substrat de la croissance algale (Bougaran et al., 2010).  
        (  
    
 
) (A2.13)  
avec : 
 µmax : vitesse maximale de croissance hypothétique obtenue pour une valeur infinie du quota 
de l’élément limitant (h1) ; 
 Qmin : quota intracellulaire minimum pouvant être atteint pour l'élément limitant, désigné 
également par le terme de constante de subsistance pour laquelle µ = 0 (g de substrat 
limitant/ g de biomasse) ; 
 Q : quota intracellulaire de l'élément limitant (g de substrat limitant/ g de biomasse). 
Des études ont traité de la capacité de ce modèle à reproduire efficacement la croissance 
cellulaire dans le cas d'une limitation par l'azote (Lemesle et Mailleret, 2008 ; Bernard et 
Gouzé, 1995). Concernant la notion de quota cellulaire, il a été démontré que ce paramètre est 
limité par deux bornes : une borne inférieure correspondant à Qmin lorsque la vitesse de 
croissance est nulle et une borne supérieure correspondant à Qmax lorsque la vitesse de 
croissance est maximale (Bougaran et al., 2010). Ces deux paramètres sont définis comme des 
limites physiologiques (Elri et Turpin, 1985).  
Un grand nombre d'extensions a été établi à partir de cette structure afin de tenir compte de 
l'influence d'autres nutriments dans le milieu de culture ou même de facteurs environnementaux 
tels que la lumière, le pH, etc.  
Le tableau A2.7 regroupe les principaux modèles issus de la littérature pour différentes 
espèces de microalgues. 
 
Tableau A2.7 : Structures alternatives dérivées du modèle de Droop appliquées pour la croissance 
des microalgues  
µmax : vitesse spécifique maximale de croissance hypothétique obtenue pour une valeur infinie du quota 
de l’élément limitant (h1)  
 QNmin : quota intracellulaire minimum pouvant être atteint pour l'azote (g d'azote / g de biomasse)  
 QN : quota intracellulaire pour l’azote (g d'azote/ g de biomasse) 
Modèles Structure Paramètres du modèle 
Bougaran et al. 
(2010) 
appliqué à 
Isochrysis galbana 
        
   (
  
     
  
  
     
     
 
  
     
  
  
     
     
) 
QNmax : quota intracellulaire maximum 
pouvant être atteint pour l'azote 
correspondant à une vitesse de croissance 
maximale (phase exponentielle) 
(g d'azote/g de biomasse) 
QPmin : quota intracellulaire minimum 
pouvant être atteint pour le phosphore 
(g de phosphore/ g de biomasse) 
QPmax : quota intracellulaire maximum 
pouvant être atteint pour le phosphore 
correspondant à une vitesse de croissance 
maximale (g de phosphore/ g de 
biomasse) 
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QP : quota intracellulaire pour le 
phosphore (g de phosphore/ g de 
biomasse) 
Davidson et 
Gurney (1999) 
appliqué à 
Thalassiosira 
pseudonana, 
Heterosigma 
carterae et 
Alexandrium 
minutum 
        
          
              
 
            
                 
 
KSN : constante de demi-saturation par 
l'azote (g d'azote/ g de biomasse) 
QSimin : quota intracellulaire minimum 
pouvant être atteint pour le silicium (g de 
silicium/ g de biomasse) 
KSSi : constante de demi-saturation par le 
silicium (g de silicium/ g de biomasse) 
QSi : quota intracellulaire pour le silicium 
(g de silicium/ g de biomasse) 
Masci et al. (2010) 
appliqué à 
Isochrysis galbana 
        
 
     
     
     
  
  
I : intensité lumineuse moyenne dans le 
photobioréacteur (µE. m
2
.s
1
) 
KSI : constante de demi-saturation par la 
lumière (µE. m
2
.s
1
) 
Bernard (2011) 
appliqué à 
Isochrysis galbana 
 
        
(
 
      
  
  
)     
     
  
  
I : intensité lumineuse moyenne dans le 
photobioréacteur (µE. m
2
.s
1
) 
KSI : constante de demi-saturation par la 
lumière (µE. m
2
.s
1
) 
Kt : constante de photo-inhibition 
(µE. m
2
.s
1
) 
 
Surisetty et al. 
(2010) 
appliqué à 
Chlorella 
pyrenoidosa 
       
 
    
  
        
      
  
S: concentration en source de carbone 
(g. L
-1
) 
KS : constante de demi-saturation par le 
carbone (g. L
1
) 
KSN : constante de demi-saturation par 
l'azote (g d'azote/ g de biomasse) 
Bernard et al. 
(2008) 
appliqué à 
Emiliania huxleyi 
       
 
    
    
     
  
 
    
S: concentration du CIT (g. L
-1
) 
KS : constante de demi-saturation par le 
CIT (g. L
-1
) 
Re : taux de respiration 
D'autres modèles mathématiques ont été établis afin de caractériser la vitesse de croissance 
sous des conditions de limitation par des éléments nutritifs autres que le carbone. L'étude de 
Cornet et al. (1998) a permis de modéliser l'évolution cellulaire de Spirulina Platensis sous des 
conditions de limitation par la lumière, l'azote, le phosphore et le soufre. Ces auteurs ont 
supposé que la croissance résulte de l'accumulation du glycogène intracellulaire et qu'elle 
s'arrête suite à l'augmentation de la taille cellulaire. La croissance de la microalgue est dans ce 
cas modélisée par : 
       [
  
      
 
  
      
 
  
      
 
   
       
 (
   
      
 
   
      
)] (A2.14) 
avec : 
 rx : vitesse volumique moyenne de synthèse totale de biomasse (kg. m
3
. h
1
) ; 
 Rx : vitesse volumique moyenne de l'évolution de la croissance cellulaire, paramètre 
traduisant uniquement la limitation (en absence de limitation par les nutriments) par la 
lumière (Kg. m
3
. h
1
) et défini par la relation suivante :  
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  ∰     
    
        
    
- V2: volume illuminé du photobioréacteur (m
3
) ; 
- γ : ratio volume illuminé / volume total du photobioréacteur (sans 
dimension); 
- KSI : constante de demi-saturation par la lumière (W. m
2
) ; 
- I : intensité lumineuse moyenne dans le photobioréacteur (W. m2) ; 
- µmax : vitesse spécifique maximale de croissance (h
1
). 
 SN : concentration en azote (Kg. m
3
) ; 
 SS : concentration en soufre (Kg. m
3
) ; 
 SP : concentration en phosphore (Kg. m
3
) ; 
 SPC : concentration en Phycocyanine (Kg. m
3
) ; 
 KSN : constante de demi-saturation par l'azote (Kg de NO3

. m
3
) ; 
 KSS : constante de demi-saturation par le soufre (Kg de SO4
2
. m
3
) ; 
 KSP : constante de demi-saturation par le phosphore (Kg de HPO4
2
. m
3
) ; 
 KPC : constante de demi-saturation par les Phycocyanines (Kg. m
3
). 
D'autres auteurs ont exploité la structure du modèle de Monod afin de mettre en évidence 
l'effet de limitation et d'inhibition du phosphore sur la vitesse de croissance de Scenedesmus 
obliquus (Martínez Sancho et al., 1999b). La vitesse spécifique de croissance est de la forme : 
   
                       
                
                  
  (A2.15)  
avec : 
 µm1 : vitesse maximale de croissance (h
1
) ; 
 µm2 : vitesse maximale de croissance en absence de phosphore (h
1
) ; 
 µm3 : vitesse maximale de croissance en excès de phosphore (h
1
) ; 
 SP : concentration en phosphore (µM) ; 
 KSP : constante de demi-saturation par le phosphore (µM) ; 
 KIP : constante d'inhibition par le phosphore (µM). 
Estrada-Duran (2007), au travers d’une extension du modèle de Nouals précédemment cité, 
a modélisé la vitesse de croissance de Porphyridium purpureum selon l'effet simultané de 
l'énergie lumineuse, de la limitation par le carbone, le phosphore et l'azote, et de l’'inhibition 
par l'azote. La vitesse spécifique de croissance est alors modélisée par : 
        
 
    
   
       
           
  (
     
             
)   
 
       
             
   
     
             
  
       
             
  (A2.16) 
avec : 
 µmax : vitesse maximale de croissance (h
1
) ; 
 CITcell : concentration en carbone inorganique total disponible par cellule (mmol. 10
9
 cell
1
) ; 
 E : énergie lumineuse accessible par cellule (µE. 109 cell1.s1) ; 
 KE : constante de demi-saturation par la lumière (µE. 10
9
 cell
1
.s
1
) ; 
 KCL: constante de demi-saturation par le CIT (mmol. 10
9
 cell
1
) ; 
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 KLPcell : constante de demi-saturation par le phosphore (mg. 10
9
 cell
1
) ; 
 KIPcell : constante d'inhibition par le phosphore (mg. 10
9
 cell
1
) ; 
 KLNcell : constante de demi-saturation par l'azote (mg. 10
9
 cell
1
) ; 
 KINcell : constante d'inhibition par l'azote (mg. 10
9
 cell
1
) ; 
 Pcell : phosphore disponible par cellule (mg. 10
9
 cell
1
) ; 
 Ncell : azote disponible par cellule (mg. 10
9
 cell
1
). 
 
Il convient de noter également, qu'au cours du phénomène de photosynthèse, les 
microalgues synthétisent, outre la biomasse, de l'oxygène. Or la croissance algale peut être 
inhibée par de fortes concentrations d'oxygène. Ainsi, Li (2002) a appliqué, au cours de ses 
travaux, un modèle de structure hyperbolique qui permet de tenir compte de l'effet d'inhibition 
de la lumière et de l'oxygène sur la vitesse de croissance de Dunaliella salina. Le modèle 
proposé est le suivant :  
        (
 
     
)  (  
 
  
)  (  
 
  
) (A2.17)  
avec :  
 µmax : vitesse maximale de croissance (h
1
) ; 
 I : intensité lumineuse moyenne au sein du réacteur (µE. m2.s1) ; 
 O : concentration en oxygène dissous (mg. L1) ; 
 Im : intensité lumineuse moyenne pour laquelle µ = 0 (µE. m
2
.s
1
) ; 
 Om : concentration en oxygène dissous pour laquelle µ = 0 (mg. L
1
). 
D'autres facteurs présentent un effet significatif sur la croissance des microalgues, telle la 
température et le pH. Bitaubé Pérez et al. (2008) ont modélisé la vitesse de croissance à travers 
un modèle mathématique simple qui fait intervenir les constantes de dissociation de différentes 
espèces carbonées : 
   
    
  
    
  
 
  
    
 (A2.18)  
avec : 
 [H]+ : concentration en ion H+ (mol. L1) ; 
 K1 et K2 : constantes de dissociation de l’acide carbonique dans l’eau (mol. L
1
). 
 
Concernant la modélisation de la température, elle repose essentiellement sur une loi 
empirique de type Arrhenius. Les principaux modèles utilisés dans la littérature sont résumés 
dans le tableau A2.8. 
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Tableau A2.8 : Modèles mathématiques traduisant l'effet de la température 
sur la croissance des microalgues  
Modèles Structure Paramètres du modèle 
Bitaubé Pérez et 
al. (2008) 
appliqué à 
Phaeodactylum 
tricornutum 
      
(
  
  
 
    
  
)
     
(
  
  
 
    
  
)
 
Ea, Eb : respectivement, l'énergie 
d'activation pour la croissance et pour 
la dégradation cellulaire (Kcal. mol
1
) 
R : constante des gaz parfaits  
(8,314 KJ. mol
1
.K
1
)T: température 
(K) 
T0 : température de référence égale à 
293 K 
A0, B0 : respectivement, vitesse 
spécifique de croissance et de 
dégradation cellulaire pour T0 (h
1
) 
Goldman et 
Carpenter 
(1974) 
     (
     
  
)  [
 
       
] 
A : constante sans dimension 
E(I) : énergie d'activation, fonction  de 
la lumière I (cal. mol
1
) 
KS (T) : constante de demi-saturation 
fonction de la température  
(mg. L
1
) 
S : concentration en substrat limitant 
(mg. L
1
) 
Carvalho et 
Malcata (2003) 
appliqué à 
Pavlova lutheri 
     
    
      
  (
    
  
)
 
K3, K4, K5 : constantes 
R: constante des gaz parfaits 
(8,314 KJ. mol
1
.K
1
) 
T: température (K) 
 
 
Nouals (2000) 
appliqué à 
Porphyridium 
purpureum 
     
            
(
  
  
 
 
    
 
 
 
 )
[     
(
   
 
 
 
    
 
 
 
 )
]
 
T, Topt : température au sein du 
réacteur et température optimale de 
croissance (K) 
µmax,Topt : vitesse maximale de 
croissance à Topt (h
1
) 
Eg : énergie d'activation du processus 
de croissance (KJ. mol
1
) 
∆Gd : variation d'énergie libre de la 
réaction de dénaturation des protéines 
(KJ. mol
1
) 
A : constante sans dimension 
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Spolaore (2005) 
appliqué à 
Nannochloropsis 
oculta 
  
        
(
  
  
(  ))
[     
(
   
 
(  ))
]
 
 (      )
     ( (  ))
 (
   
      
)
 
 
 
    
 
  
       
           
  
   
 
    
 
 
 
 
    
 
     
 
 
  
 
 
µmax0 : vitesse maximale de croissance 
(h
1
) 
CITcell : carbone inorganique total 
disponible par cellule (mmol.10
9
 
cell
1
) 
E : énergie lumineuse accessible par 
cellule (µE. 10
9
 cell
1
.s
1
); 
KE : constante de demi-saturation par 
la lumière (µE. 10
9
 cell
1
.s
1
); 
KCL: constante de demi-saturation par 
le CIT (mmol. 10
9
 cell
1
); 
T, Topt : température au sein du 
réacteur et température optimale de 
croissance (K) 
pH, pHopt : pH au sein du réacteur et 
pH optimal de croissance 
KLa, KLaopt : coefficient volumique 
de transfert gaz-liquide (h1) 
Eg : énergie d'activation du processus 
de croissance (KJ. mol
1
) 
R: constante des gaz parfaits 
A, C, h : constantes sans dimension 
∆Gd : variation d'énergie libre de la 
réaction de dénaturation des protéines 
(KJ. mol
1
) 
b, d : paramètres empiriques (sans 
dimension) 
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Annexe A3 
 
A3.1 Observabilité des systèmes 
Soit le système dynamique non-linéaire décrit par: 
 {
 ̇                               
                                                      
   (A3.1) 
avec : 
-      : vecteur d’état,          ; 
-      : vecteur d’entrée,          ; 
-      : vecteur de sortie,          ; 
L’observabilité de ce système est liée aux entrées (via les entrées dites universelles) et aux 
conditions initiales (via les conditions de distinguabilité ou de discernabilité). On va introduire 
la notion de distinguabilité ou discernabilité qui permet de différencier deux conditions initiales 
distinctes :  
- Définition A3.1 : deux conditions initiales     et     pour le système (A3.1) sont 
indistinguables ou indiscernables dans l’espace d’état, noté V, si pour tout     et pour 
toute entrée u(t) : t  [0, T], les sorties correspondante                et 
 (          ) sont identiques (Lemesle, 2004). Réciproquement,     et     sont 
distinguables et discernables dans V si pour tout     et pour tout u(t) : t  [0, T], 
 (          )    (          )  
A partir de cette notion, on peut définir la notion d’observabilité d’un système non linéaire : 
- Définition A3.2 : le système (A3.1) est dit observable s’il ne possède pas de couples d’état 
initiaux distincts     et     indiscernables. 
La vérification de l’observabilité est réalisée par l’étude du rang d’une matrice, dite matrice 
d’observabilité, basée sur le calcul du crochet de Lie :  
Définition A3.3 : le système est totalement observable si et seulement si la matrice 
d’observabilité   est de dimension égale à n, avec :  
                {              [       ]   [  [       ]]… } (A3.2) 
avec       représente le crochet de Lie et est défini par :  
       
  
  
  
  
  
  
L’observabilité du système étudié (pour les modèles utilisant comme variables d’état 
respectivement en (X, [CIT]) pour la synthèse du filtre de Kalman, (z, X) pour l’observateur 
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asymptotique ou par intervalles) a été vérifiée avant la mise au point des observateurs. Le 
système est donc totalement observable à partir de la mesure de la concentration du CIT, pour 
les deux modèles considérés (i.e. en (X, [CIT]) et en (z, X)), pour les conditions opératoires 
retenues dans cette étude. 
A3.2 Précision de l’observateur par intervalles 
A3.2.1 Cas d’incertitudes sur les paramètres du modèle de croissance uniquement 
 
Dans cette partie, seules les incertitudes sur les paramètres du modèle de croissance sont 
prises en compte. Les paramètres     et        sont donc supposés parfaitement connus.  
Durant le développement suivant, on pose : 
                  
    
          ,   
 
                    
  
La représentation d’état du système est la suivante : 
      {
 ̇           (     
   
   
 
)      (  
   
 
)
 ̇                 (  
   
 
)
 (A3.3) 
En considérant que les mesures du CIT ne sont pas bruitées, on a donc         
   
 
 et de 
ce fait le terme correctif pondéré par le gain      sont par définition nuls pour le système réel. 
En considérant la borne supérieure (démarche similaire pour la borne inférieure), 
l’observateur associé à       est donné par : 
      {
 ̇            (     
   
     
 
)      (  
     
 
)
 ̇                     (  
     
 
)
 (A3.4) 
où    et    représente les gains de l’observateur et y la mesure du CIT. 
Soient les erreurs d’estimation de (z, X), données par : 
    
   
  
 
  
   (
    
    
) (A3.5) 
La dynamique de ces erreurs suit la relation suivante : 
  ̇  
  
[
 
 
 
 
 
    
       (     
   
     
 
)          (     
   
   
 
)  
   (  
     
 
)     (  
   
 
)
                            
   (  
     
 
)     (  
   
 
) ]
 
 
 
 
 
 
 (A3.6) 
En considérant que  
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alors, par simple regroupement des termes de l’erreur en z et X, la dynamique de l’erreur 
d’estimation (A3.6) devient : 
  ̇  
  [
 
    
  
  
 
  
  
  
 
  
         
          
 
          
                         
  
  
 
  
  
  
 
  
 
] (A3.7) 
(A3.7) peut être réécrite comme suit : 
 ̇  
  [
   
  
 
     
  
 
     
 
  
 
           
  
 
]
⏟                         
  
 
  
 
  
   [
 
(               ) ] (A3.8) 
Sachant                      
  (car    ) et que                   , le terme 
        reste donc borné selon l’expression suivante : 
             
    (         ) (A3.9) 
En se plaçant en régime permanent, la dynamique de z en (A3.3) est nulle, soit : 
            (     
         )    
Sachant que      , on obtient ainsi une majoration de      selon la relation suivante :  
      
         
         
 
 
         
 
 
 ⏟   
 
 (A3.10) 
On peut déduire la majoration suivante de la dynamique l’erreur d’estimation : 
 
 ̇  
   [
   
  
 
     
  
 
     
 
  
 
    
    
  
 
]
⏟                     
   
 
  
  
  
    [
 
 
]
                                         
 (A3.11) 
A3.2.2 Cas d’incertitudes sur l’ensemble des paramètres 
 
Dans le développement suivant, on applique la même démarche que celle appliquée 
précédemment en considérant cependant également des incertitudes sur les paramètres     
et       . 
L’observateur associé à       (A3.3) est réécrit comme suit : 
      {
 ̇            
  (     
   
     
  
)      (  
     
  
)
 ̇                     (  
     
  
)
 (A3.12) 
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En considérant les erreurs d’estimation de (z, X) selon (A3.5), la dynamique de l’erreur 
d’estimation est définie comme suit : 
 ̇  
  
[
 
 
 
 
 
    
       
  (     
   
     
  
)          (     
   
   
 
)  
   (  
     
  
)     (  
   
 
)
                            
   (  
     
  
)     (  
   
 
) ]
 
 
 
 
 
 
 (A3.13) 
Par regroupement des termes de l’erreur en z et X, (A3.13) devient (avec la même philosophie 
que celle utilisée pour passer de (A3.6) à (A3.7)) : 
 ̇  
  
[
 
 
 
 
 
 
 
    
  
  
  
  
  
  
  
  
      
    
       
    
  
  
  
  
  
 
  
  
  
  
  
 
  
     
            
               
       
       
          
                         
  
  
 
  
  
  
 
  
  
  [
 
  
 
 
 
 
 
  
 
 
 
] ]
 
 
 
 
 
 
 (A3.14) 
(A3.14) peut être récrite comme suit : 
  ̇  
  [
   
  
  
     
   
  
     
 
 
  
  
           
  
  
]
⏟                        
  
 
  
 
  
   [
  
  
] (A3.15) 
avec  
 
[
  
  
]  [
    
 
  
 
 
 
            
                 
       
       
(               )      
 
  
 
 
 
      
] 
 
Sachant que           et que        , on peut déduire les majorations suivantes : 
    
 
 
 
 
  
      ⏟  
     
 {    
 
  
 
 
  
                 
                                             
 
avec  
                                
où          correspond à l’état d’équilibre entre la phase liquide et la phase gazeuse traduite 
par la concentration de dioxyde de carbone [CO2]
*
et définie par la relation suivante : 
         
     
 
 
  
De même, sachant que    
         
 , que       (selon la condition de coopérativité détaillée 
dans le chapitre IV) 
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et que le terme         reste borné par   (cf. (A3.10)). 
alors la dynamique l’erreur d’estimation  (A3.20) peut être majorée par la relation suivante : 
 
 ̇  
   [
   
  
 
     
  
 
     
 
  
 
    
    
  
 
]
⏟                     
   
 
  
  
  
    [
  
 
  
 ]
                             
 (A3.16) 
avec  
[
  
 
  
 ]  [
        
 
  
 
 
  
                  
       
       
  
 
]  
On peut vérifier que, en considérant que           et    
      
      (pas 
d’incertitudes sur les paramètres     et       ), qu’on obtient la même relation que dans le cas 
nominal (A3.11). 
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Annexe A4 
 
A4.1 Commandabilité des systèmes 
Les conditions de commandabilité d’un système non-linéaire affine en la commande sont 
définies comme suit : 
- Définition A4.1 : un système est dit complètement commandable si, par action sur l’entrée 
de commande, n’importe quel point de l’espace d’état est atteint en un temps fini (Hafidi, 
2008).  
Soit un système non-linéaire régi par la relation suivante : 
  ̇              
où   et   sont des champs de vecteurs de fonctions non-linéaires en les états. 
- Définition A3.2 : le système est totalement commandable si et seulement si la matrice de 
commandabilité   est de dimension égale à n (Sussmann et Jurdjevic, 1972). 
               {              [       ]   [  [       ]]… } 
avec       représente le crochet de Lie et est définie par :  
       
  
  
  
  
  
  
La commandabilité de la dynamique du bioprocédé, considéré durant notre étude, a été 
vérifiée et validée pour les conditions opératoires retenues dans le cadre de cette étude. 
A4.2 Validation expérimentale de la GMC couplée au filtre de Kalman 
La commande GMC couplée à un filtre de Kalman pour estimer la concentration de 
biomasse a été testée expérimentalement sur le banc d’essai. Les résultats obtenus sont résumés 
dans ce qui suit. 
A4.2.1 Réponse à un échelon de consigne 
La commande est testée pour un échelon descendant. Les résultats obtenus sont résumés 
dans la figure A4.1. On peut noter que la concentration de biomasse suit la consigne, avec un 
temps de réponse de l’ordre de 3h et un léger dépassement. La valeur finale de la concentration 
semble présenter une erreur statique due à l’utilisation de le filtre de Kalman, et donc à 
l’introduction d’une erreur d’estimation. 
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Figure A4.1 : Commande GMC couplée au filtre de Kalman pour un échelon de descente sur la 
consigne de 24,8 à 19,8 10
9
 cell. L-1 à t = 30 mn : A : évolution de la biomasse – 
 B : évolution de la variable de commande F- C : évolution du CIT 
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A4.2.2 Analyse de la robustesse de la GMC 
Dans un deuxième temps, la commande GMC a été testée dans le cas d’une consigne 
constante et en présence de perturbation en lumière, pH et pression de CO2 en entrée du 
réacteur. Les résultats obtenus sont résumés par la figure A4.2 (pour une perturbation en 
lumière) et la figure A4.3 (pour une perturbation en pH) et la figure A4.4 pour une perturbation 
de la pression de CO2). La commande est robuste vis-à-vis de ces perturbations et le débit 
d’alimentation est adapté afin de maintenir la concentration de biomasse constante et égale à sa 
valeur consigne. Il est à noter par ailleurs, la présence d’une légère oscillation de la 
concentration de la biomasse, expliquée par le fait que la grandeur régulé provient du filtre d 
Kalman. Ce phénomène a également observé en simulation. 
 
 
Figure A4.2 : Commande GMC couplée au filtre de Kalman en présence  
d’une perturbation sur la lumière pour une consigne constante de 22,8 109 cell. L-1: A : évolution de la 
biomasse – B : évolution de la variable de commande F 
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Figure A4.3 : Commande GMC couplée au filtre de Kalman en présence  
d’une perturbation sur le pH pour une consigne constante de 26,5 109 cell. L-1: A : évolution de la 
biomasse – B : évolution de la variable de commande F 
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Figure A4.4 : Commande GMC couplée au filtre de Kalman en présence  
d’une perturbation sur la pression partielle de PCO2 en entrée pour une consigne constante de 28,6 10
9
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Annexe A5 - Glossaire 
 
Nom Définition 
Aérobie 
Terminologie appliquée au niveau de la biologie désignant 
la nécessité d'un microorganisme de se développer dans un 
milieu saturé en oxygène (métabolisme qui nécessite de 
l'oxygène) 
Agent antifongique 
Médicament ayant la capacité de traiter les infections 
causées par les champignons microscopiques 
Agent chélateur 
Substance chimique qui induit la fixation des cations 
métallique afin de former un complexe soluble non ionisé 
Alicament 
Aliment combinant les propriétés d'un aliment et d'un 
médicament et permettant de réduire ou de prévenir 
l'apparition de certaines maladies 
Amyloplaste 
Structures cellulaires responsables du stockage de l'amidon 
dans les cellules végétales 
Anaérobie 
Terminologie appliquée au niveau de la biologie désignant 
la nécessité d'un microorganisme de se développer dans un 
milieu ne contenant pas d'oxygène 
Aquifère 
Formation hydrogéologique poreuse et perméable pouvant 
contenir une nappe d'eau souterraine 
Autoclave 
Enceinte hermétique permettant d’assurer la stérilisation 
par voie thermique, sous pression et grâce à la vapeur 
d’eau. 
Autotrophe 
Mode de nutrition d'un organisme capable de synthétiser la 
matière organique à partir d'une matière minérale 
Biofilm 
Matrice solide formée par une couche visqueuse de 
microorganismes qui s'adhérent entre-elles et à une surface. 
Canthaxanthine 
Pigment utilisé comme additif alimentaire et dans 
l'aquaculture 
Caroténoïdes 
Pigments accessoires de la photosynthèse de couleur orange 
et jaune 
Chimioautotrophe 
Mode de nutrition d'un organisme capable de synthétiser la 
matière organique à partir d'une matière minérale en 
utilisant l'énergie chimique 
Chimiohétérotrophe 
Mode de nutrition d'un organisme capable d'assimiler la 
matière organique préexistante en utilisant l'énergie 
chimique 
Chlorophyte Algue verte 
Chloroplaste 
Structure cellulaire à l'origine de la photosynthèse des 
cellules eucaryotes 
Chlorophylle C'est un pigment chez les organismes photosynthétiques 
Annexe A5 Glossaire 
 
 222 
 
permettant d'assimiler l'énergie lumineuse 
Chrysolaminaran Bio polymère et polysaccharide de stockage 
Condition axénique 
Condition de culture en absence de prolifération de tous 
germes pathogènes 
Cytomètrie en flux 
Technique de caractérisation individuelle, quantitative et 
qualitative de particules 
Cycle de Calvin 
Série de réactions biochimiques qui se déroule au niveau 
des chloroplastes chez les organismes photosynthétiques. Il 
permet, à travers la fixation du CO2, de synthétiser le 
glucose 
Décantation des cellules 
Formation d’une couche de particules cellulaires à la 
surface de la culture sous l’action de la gravitation 
Effet immuno-modulateur 
Effet de modulation (stimulation ou freinage) du système 
immunitaire 
Emissions anthropiques 
Fait en général référence aux gaz à effet de serre. Les 
émissions de gaz provenant des activités humaines viennent 
se rajouter à des émissions naturelles. Ces émissions 
induisent des perturbations anthropiques 
Epiphytes 
Organismes autotrophes photosynthétiques (plantes) qui se 
développent à la surface d'autres plantes 
Eucaryote 
Organismes ayant une structure complexe contenant un 
noyau entouré d'une membrane ainsi que plusieurs 
organites intracellulaires 
Eutrophisation 
Processus naturel de dégradation ou de modification d'un 
milieu aquatique suite à un apport exagéré en substance 
nutritive 
Fluorescence Activated Cell 
Sorting 
Une des techniques issue de la cytomètrie en flux basée sur 
le triage et le dénombrement des particules cellulaires à 
travers la diffraction de la lumière fluorescente 
Gonadotrophine chorionique 
humaine 
hormone naturelle utilisée pour induire l'ovulation et le 
traitement des troubles de l'ovaire chez la femme ainsi que 
l'inhibition de la production des testostérones chez l'homme 
Hétérotrophe 
Mode de nutrition d'un organisme capable d'assimiler la 
matière organique préexistante obtenu à partir d'autres 
organismes (vivant ou mort) 
Humus 
Couche supérieure du sol issue de la décomposition de la 
matière organique 
Incubateur 
Une enceinte à environnement contrôlé permettant la 
croissance des pré-cultures 
Inoculum 
Echantillon de microorganismes susceptible d’être introduit 
dans un milieu de culture 
Lessivage 
Diminution importante de la concentration cellulaire suite à 
un apport significatif du milieu de culture lors du 
fonctionnement en continu 
Leucémie lymphoïde Maladie cancéreuse du sang 
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Lutéine 
Oxydant utilisé comme additif alimentaire, dans 
l'alimentation animale et comme substance protection 
oculaire 
Maintenance 
Energie consommée pour des fonctions autres que celles 
destinées à la synthèse de matière pour de nouvelles 
cellules. Energie nécessaire pour la réparation des 
dommages cellulaires, transfert de nutriment et de produit à 
l’intérieur et à l’extérieur de la cellule et pour réguler 
l’osmolarité du volume intérieur des cellules. 
Membrane plasmique 
Membrane qui délimite la cellule et qui la sépare de son 
milieu extérieur 
Médicament cytotoxique Médicament ayant un effet nocif sur la cellule 
Métabolite 
Composé organique stable intermédiaire ou issu de 
la transformation biochimique d'une molécule initiale par le 
métabolisme 
Mitochondries 
Organites considérés comme les sources énergétiques des 
cellules eucaryotes 
Mixotrophie 
Mode de nutrition des organismes qui peuvent être 
autotrophe et hétérotrophe 
Nitrogénase 
Enzyme très sensible à l’oxygène et qui est responsable de 
la fixation biologique de l’azote. 
Noyau 
Organite contenant le matériel génétique d'une cellule 
eucaryote 
Oléoplastes 
Structures cellulaires responsables du stockage des lipides 
dans les cellules végétales 
Osmorégulation 
Ensemble de réactions responsables de la pression 
osmotique et de la régulation de la concentration de sels 
dissous à son niveau normal dans les fluides internes d'un 
être vivant 
Ozone troposphérique 
Superoxydant considéré comme un polluant majeur de l'air 
et un élément toxique pour les êtres vivants 
Paramylon 
Polymère du glycose que l'on trouve chez les 
Euglenophycées 
Phénomène d’auto-ombrage 
Le développement cellulaire induit une formation de 
couche suite à l’entassement des cellules les unes sur les 
autres et qui crée de l’ombre pour les cellules situées à une 
distance plus importante par rapport à la source lumineuse 
Photoautotrophe 
Mode de nutrition d'un organisme capable de synthétiser la 
matière organique à partir d'une matière minérale en 
utilisant la lumière comme source d'énergie 
Photohétérotrophe 
Mode de nutrition d'un organisme capable d'assimiler la 
matière organique préexistante en utilisant la lumière 
comme source d'énergie 
Phycobiliprotéines 
Protéines hydrosolubles qui forment des complexes 
d'antennes réceptrices de la lumière. Elles agissent en tant 
que pigments photosynthétiques accessoires chez les algues 
rouges 
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Produit inhibiteur 
Produit généré qui à forte concentration induit une 
diminution de la vitesse de croissance cellulaire 
Pyrénoïde 
Structure cellulaire source de production de l'amidon et 
contenant l'enzyme responsable de la photosynthèse 
Substrat limitant 
Substrat qui est susceptible de disparaitre le plus 
rapidement possible et qui limite la vitesse de croissance 
Taurine 
Dérivé d'acide aminé soufré utilisé comme additif 
alimentaire 
Temps de séjour Temps moyen de résidence d'une molécule dans le réacteur 
Thylakoïdes 
Sacs sous formes de lamelles présents dans le chloroplaste 
et intervenant dans la photosynthèse (essentiellement la 
phase claire) 
Trebouxiophyceae 
Classe de microalgue verte de la division des 
Chlorophycées 
Tributylétain 
Puissant composé toxique pour les végétaux et d'autres 
organismes vivants 
Xénobiotique 
Substance chimique polluante et toxique pour l'organisme 
vivant 
Zéaxanthine 
Pigment utilisé comme additif alimentaire et comme 
substance protection oculaire 
 
   
 Résumé 
Cette thèse s’attache à la maximisation de la consommation du dioxyde de carbone par les 
microalgues. En effet, suite aux différentes problématiques environnementales actuelles liées 
principalement aux émissions importantes de gaz à effet de serre et notamment le CO2, il a été 
démontré que les microalgues jouent un rôle très prometteur pour la bio-fixation du CO2. Dans 
cette optique, nous nous intéressons à la mise en place d’une loi de commande robuste 
permettant de garantir des conditions opératoires optimales pour une culture de la microalgue 
Chlorella vulgaris dans un photobioréacteur instrumenté.  
Cette thèse repose sur trois axes principaux. Le premier porte sur la modélisation de la 
croissance de l’espèce algale choisie à partir d’un modèle mathématique traduisant l’influence 
de la lumière et de la concentration en carbone inorganique total. Le deuxième axe est consacré 
à l’estimation de la concentration cellulaire à partir des mesures disponibles en temps réel du 
dioxyde de carbone dissous. Cette étape s’avère nécessaire en vue de la commande du fait de 
l’absence de capteurs de moindre coût pour la mesure en temps-réel de la concentration algale. 
Trois types d’observateurs ont été étudiés et comparés : filtre de Kalman étendu, observateur 
asymptotique et observateur par intervalles. Le dernier axe concerne l’implantation d’une loi de 
commande prédictive non-linéaire couplée à une stratégie d’estimation pour la régulation de la 
concentration cellulaire autour d’une valeur maximisant la consommation du CO2. Les 
performances et la robustesse de cette commande ont été validées en simulation et 
expérimentalement sur un photobioréacteur instrumenté à l’échelle de laboratoire. Cette thèse 
est une étude préliminaire pour la mise en œuvre de la maximisation de la fixation du dioxyde 
de carbone par les microalgues. 
Mots-clés : bioprocédés, microalgues, photobioréacteur, bio-fixation du CO2, observateur par 
intervalles, commande prédictive. 
Abstract 
This thesis deals with the optimization of carbon dioxide consumption by microalgae. 
Indeed, following several current environmental issues primarily related to large emissions of 
CO2, it is shown that microalgae represent a very promising solution for CO2 mitigation. From 
this perspective, we are interested in the optimization strategy of CO2 consumption through the 
development of a robust control law. The main aim is to ensure optimal operating conditions 
for a Chlorella vulgaris culture in an instrumented photobioreactor.  
The thesis is based on three major axes. The first one concerns growth modeling of the 
selected species based on a mathematical model reflecting the influence of light and total 
inorganic carbon concentration. The second axis is related to biomass estimation from the real-
time measurement of dissolved carbon dioxide. This step is necessary for the control part due to 
the lack of affordable real-time sensors for this kind of measurement. Three observers 
structures have been studied and compared: an extended Kalman filter, an asymptotic observer 
and an interval observer. The last axis deals with the implementation of a non-linear predictive 
control law coupled to the estimation strategy for the regulation of the cellular concentration 
around a value which maximizes the CO2 consumption. Performance and robustness of this 
control law have been validated in simulation and experimentally on a laboratory-scale 
instrumented photobioreactor. This thesis represents a preliminary study for the optimization of 
CO2 mitigation strategy by microalgae. 
Keywords: bioprocess, microalgae, photobioreactor, CO2 mitigation, interval observer, 
predictive control. 
