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We walked down the path to the well-house, attracted by the fragrance of the 
honeysuckle with which it was covered. Someone was drawing water and my teacher 
placed my hand under the spout. As the cool stream gushed over one hand she spelled 
into the other the word water, first slowly, then rapidly. I stood still, my whole attention 
fixed upon the motions of her fingers. Suddenly I felt a misty consciousness as of 
something forgotten — a thrill of returning thought; and somehow the mystery of 
language was revealed to me. I knew then that "w-a-t-e-r" meant the wonderful cool 
something that was flowing over my hand. That living word awakened my soul, gave it 
light, hope, joy, set it free! There were barriers still, it is true, but barriers that could in 
time be swept away. I left the well-house eager to learn. Everything had a name, and 
each name gave birth to a new thought.  
 
 
 
Helen Keller (1903), The story of my life 
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Introduction 
 
Even though the lion’s share of our vocabulary is acquired during childhood, we 
continue to expand our lexicon as adults. Neologisms like ‘blog’ and ‘meme’ enter our 
native language, and become part of our daily speech. As students we familiarised 
ourselves with the jargon of our field, and figured out what our professors meant when 
they talked about ‘dendrites’, or ‘phonemes’. Some readers may even encounter a 
previously unknown word in this thesis, and (hopefully) will be able to rapidly deduce 
its meaning from the context. The work described in the following chapters is an 
attempt to elucidate the mechanisms by which the brain performs the remarkable feat of 
transforming meaningless strings of sounds and letters into words, rich in information 
and ready to be retrieved instantly whenever they are needed.  
  In line with neurocognitive models of memory formation, it has been argued that 
a novel word does not truly become a word during the learning event itself (e.g. Davis & 
Gaskell, 2009). Rather, this ‘magic moment’ occurs in the course of the hours and days 
following exposure: the novel word is consolidated in long-term memory and becomes 
integrated with the existing mental lexicon. In this view, the emergence of a ‘lexicalised’ 
representation as a result of that integration process is what allows words to function as 
swiftly and effortlessly as they do. The experiments reported here were designed to test 
the hypothesis that an offline consolidation period changes the neural representation 
and behaviour of novel words, and to explore which factors influence this process. 
 
1.1 The mental lexicon 
 
1.1.1 Interactions between words 
 
When can a novel word be said to function like a real word? One core feature shared by 
all modern psycholinguistic models is the ability of words to influence each other’s 
activation levels. Starting with the Cohort model (Marslen-Wilson, 1990; Marslen-
Wilson & Tyler, 1980), models of spoken word recognition have invariably implemented 
the idea that speech input simultaneously activates multiple candidates. While target 
selection in the original Cohort model was determined only by a cohort member’s match 
with the input, most subsequent models have allowed candidates to influence each 
other’s activation levels. In interactive-activation models such as TRACE (McClelland & 
Elman, 1986) and Shortlist (Norris, 1994), this competition arises from direct inhibitory 
links between lexical representations. Alternative solutions such as the Distributed 
Cohort Model (Gaskell & Marslen-Wilson, 1997) and the Bayesian Shortlist B model 
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(Norris & McQueen, 2008) have also been proposed, in which competition stems from 
the relative evaluation of multiple lexical hypotheses rather than inhibitory links. 
Regardless of their computational implementation of competition, all current models 
thus incorporate the idea that the size of a word’s neighbourhood affects its recognition 
process.    
The assumption of lexical competition accounts for a large body of data showing 
that spoken word recognition slows down as a function of the number of competitor 
words that are activated by the input (e.g. Allopenna, Magnuson & Tanenhaus, 1998; 
Gaskell & Marslen-Wilson, 2002; Luce & Pisoni, 1998; McQueen, Norris & Cutler, 1994; 
Zwitserlood, 1989). Words that overlap in their initial segments are particularly strong 
competitors: the later a word becomes uniquely distinguishable from its word-initial 
cohort, the longer listeners take to recognise it (Gaskell & Marslen-Wilson, 2002). 
Results have been somewhat more complicated in visual word recognition, but tasks 
that require specific word identification have generally revealed inhibitory effects of 
increased orthographic neighbourhood size and frequency (Bowers, Davis & Hanley, 
2005; Carreiras, Perea & Grainger, 1997; Grainger & Jacobs, 1996; Grainger, Muneaux, 
Farioli & Ziegler, 2005; Grainger & Segui, 1990). This suggests that lexical competition 
plays a similar role in visual and auditory word recognition (Grainger & Ferrand, 1994; 
McClelland & Rumelhart, 1981).   
A second way in which words interact is through facilitatory links between 
semantically related representations. For instance, presentation of a prime word ‘nurse’ 
speeds up recognition of a target word ‘doctor’, perhaps by pre-activating the 
representation of ‘doctor’ and lowering its recognition threshold (McNamara, 2005; 
Neely, 1991). The priming effect is generally believed to reflect both automatic and 
strategic processes, with the relative contribution of each depending on task 
characteristics (McNamara, 2005). Chapters 5-7 make use of the priming paradim to 
measure semantic integration. In addition to faster reaction times, semantically related 
primes also influence electrophysiological responses to targets, for instance by reducing 
the amplitude of the N400. This negative-going deflection in the event related potential 
peaking around 400 ms is considered to be a marker of lexical-semantic access (Kutas & 
Federmeier, 2011; Lau, Philips, & Poeppel, 2008), and is used in Chapter 3 to assess 
semantic integration. 
 
1.1.2 Neural representations of words 
 
How are words instantiated in the brain? According to Gow (2012), all approaches to 
this question ‘begin with the idea that the word is a kind of interface that links 
representations of word form or sound with other types of knowledge’ (p. 277). From a 
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computational viewpoint, such an intermediate level is necessary to account for the fact 
that we can map the same conceptual information onto the multiple forms of a word we 
encounter, allowing us to cope with variations in morphology (‘run’ versus ‘ran’), 
modality (spoken or written), or speaker characteristics (a male or a female voice). 
Thus, a second core feature of most models of the mental lexicon is a lexical level of 
representation that abstracts away from the variable features of particular episodes (but 
see Goldinger (1998; 2007) for a discussion of an episodic lexicon).  
Many neuroanatomical models of word processing locate this lexical interface in 
the ventral stream, mediating (in case of speech recognition) between the output of 
acoustic analysis in the superior temporal gyrus (STG) and a widely distributed 
semantic network. In Hickock and Poeppel’s (2004; 2007) model, this function is 
attributed to an area in the posterior middle temporal gyrus (pMTG) and the inferior 
temporal sulcus (Figure 1.1). Gow (2012) similarly posits a ‘ventral lexicon’ in the pMTG 
and parts of the STG, which links phonetic and semantic representations, as well as a 
‘dorsal lexicon’ in the inferior parietal cortex which maps phonetic information to 
articulatory representations. Focusing on semantic access, Lau et al. (2008) view the 
pMTG as a lexical hub that mediates between frontal, temporal and parietal regions 
subserving various aspects of semantic processing.  
The role of the pMTG in lexical retrieval is corroborated by functional imaging 
data showing effects of lexicality and word frequency (e.g. Prabhakaran, Blumstein, 
Meyers, Hutchison & Britton, 2006) as well as semantic priming (see Lau et al., 2008 for 
a review). Lesion studies have furthermore revealed impaired lexical access as a result 
of pMTG damage, in the absence of perceptual or conceptual deficits (for a review see 
Gow, 2012). This finding supports the notion that the pMTG does not store semantic or 
phonological information per se, but rather maps between representations stored 
elsewhere. In line with this view, the posterior temporal lobe has been shown to 
respond to both spoken and written words (Binder, Desai, Graves, & Conant, 2009; 
Booth et al., 2002; Spitsyna, Warren, Scott, Turkheimer, & Wise, 2006) and semantic 
processing of both verbal and pictorial object labels (Visser, Jefferies, Embleton, & 
Lambon-Ralph, 2012). Together, these data suggest that the pMTG is a multi-modal 
association area that mediates between modality-specific linguistic representations and 
amodal semantic and conceptual knowledge. 
 
1.2 Observing lexical integration 
 
As pointed out by Leach and Samuel (2007), most work on novel word learning has 
looked at the formation of memory traces of novel words that can be recognised and 
produced explicitly; a process they termed ‘lexical configuration’. However, a 
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participant’s ability to recognise a learned word is not in itself very informative about 
the nature of the retrieved information, which may well stem from an episodic memory 
of the training task rather than an integrated, lexical representation. As discussed in 
section 1.1.1, a distinguishing feature of words is their ability to influence recognition of 
other words – ‘lexical engagement’ in Leach and Samuel’s (2007) terminology. Hence, 
our understanding of word learning must include an account of the mechanism by which 
novel words are transformed into lexicalised representations. Gaskell and Dumay 
(2003) provided a starting point for this enterprise by postulating a first criterion for 
lexicalisation: novel words must be able to influence recognition of existing words, for 
instance by entering into lexical competition. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1. A dual-stream model of language processing. The posterior temporal lobe houses a lexical 
interface, which mediates between the output of acoustic and phonological analysis in the STG and 
distributed semantic information, possibly via anterior temporal regions. Reprinted from Hickok & 
Poeppel (2007), with permission.  
 
 
1.2.1 Delayed lexical integration 
 
To test this idea, Gaskell and Dumay (2003) familiarised participants with a set of 
spoken novel words (e.g. ‘cathedruke’) through a phoneme monitoring task. Each novel 
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word overlapped initially with an existing English word (‘cathedral’) with an early 
uniqueness point. The introduction of ‘cathedruke’ into the lexicon has the effect of 
shifting the uniqueness point of ‘cathedral’ towards the end of the word, producing a 
longer lasting competition process, which in turn should result in slower recognition 
(Figure 1.2). This is indeed what was found: lexical decision times to base words with 
novel neighbours increased relative to control words that had retained their early 
uniqueness point. The effect did not change when lexical decision was replaced with a 
pause-detection task, which eliminated the possibility that reaction time slowing was 
due to a response conflict introduced by the task.  
 
 
Figure 1.2. The effect of (sleep) consolidation on 
lexical integration. Learning the novel word 
‘cathedruke’ shifts the original uniqueness point of 
‘cathedral’ (blue line) towards the end of the word 
(orange line). Immediately after learning, ‘cathedruke’ 
is stored in isolation from the rest of the lexicon, and 
cannot enter into competition with ‘cathedral’. After a 
consolidation period, ‘cathedruke’ is integrated with its 
form-overlapping neighbours and starts to compete for 
selection, as illustrated by inhibitory links between 
their representations. As it takes longer to rule out 
‘cathedruke’ as a candidate during spoken word 
recognition of ‘cathedral’, responses to ‘cathedral’ are 
slowed down. Reprinted from Davis & Gaskell (2009), 
with permission.  
 
 
 
 
 
 
 
 
 
 
Interestingly, the competition effect was not observed immediately after training 
but emerged over the course of several days, suggesting that lexicalisation is a gradual 
process that requires an offline consolidation period between training and test to have 
an effect on behaviour. This delayed emergence of lexical integration effects has since 
been replicated in a variety of tasks, including lexical decision (e.g. Davis, DiBetta, 
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Macdonald, & Gaskell, 2009; Dumay, Gaskell, & Feng, 2004; Tamminen, Payne, Wamsley, 
Stickgold, & Gaskell, 2010), pause detection (e.g. Dumay & Gaskell, 2007; Dumay, 
Gaskell, & Feng, 2004), and word spotting (Dumay & Gaskell, 2012). Competition effects 
typically emerge after 24 hours, and remain observable after multiple weeks without 
further training (Tamminen & Gaskell, 2008), indicating that the learned words have 
acquired stable representations. 
Most studies have employed auditory-only training and test tasks to test delayed 
competition, but similar effects have been reported using a semantic decision task on 
visually presented words with novel orthographic neighbours (Bowers et al., 2005). 
Szmalec, Page and Duyck (2012) used a visual training paradigm and demonstrated 
competition effects with an auditory pause detection task, suggesting that the 
representations driving those effects could be activated by input in either modality. This 
is a particularly strong test of the lexicalisation hypothesis, given that truly lexical 
representations should not be affected by the amount of episodic overlap between 
training and test. However, this study employed a different training regime from 
previous work (Hebbian learning) and did not include a unimodal condition. Chapter 2 
therefore manipulated the modality of both training and test in a fully crossed design. 
This allowed a direct comparison between competition effects from novel words 
acquired through phoneme and letter monitoring, on both spoken and written 
recognition of their existing neighbours. 
There is less data available on the integration of word meanings, but the evidence 
suggests that semantic integration also benefits from offline consolidation. Tamminen 
and Gaskell (2012) paired novel words with definitions, and then used a masked-
priming paradigm to measure the novel words’ ability to facilitate lexical decisions to 
semantically related existing target words. Though effects were small, the results 
indicated that novel words started to prime related targets after 24 hours. A different 
approach was taken by Clay, Bowers, Davis and Hanley (2007). Their test task involved 
naming pictures of common objects, on which a distractor word was superimposed. 
Reaction times increased when the distractor word was a semantically related learned 
word, indicating that the novel meaning interfered with selection of the target, but only 
after a week. Tham, Lindsay and Gaskell (2015) taught participants novel words as 
translations of existing animal names. After 12 hours, these novel words started to 
exhibit size-congruity effects similar to existing words: participants were faster at 
indicating which item was printed in a larger font in pairs where the larger word 
referred to the larger animal, e.g. ‘BEE – COW’. Participants who slept between training 
and test showed stronger effects, and the strength of the effect correlated with sleep 
spindle counts. The authors proposed that sleep increased the automaticity of semantic 
access to novel words, enabling them to affect response times even in this non-semantic, 
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perceptual task. 
 In sum, the available data suggest that an offline consolidation period following 
training enhances novel words’ ability to interact with existing words. It appears then 
that the integration of novel words into the existing lexicon does not happen instantly, 
but rather during post-learning rest, perhaps especially during sleep. This pattern is 
consistent with a long line of memory research showing that novel memories continue 
to develop during the hours, days and even years after learning, and that this process 
may involve multiple distinct neural systems.    
 
1.3 Memory consolidation 
 
In 1953, at the age of 27, Henry Molaison underwent surgical removal of most of his 
bilateral medial temporal lobes as an experimental treatment for severe intractable 
epilepsy. The surgery indeed relieved Molaison of his epilepsy, but an unexpected side-
effect soon became apparent: the previous 11 years of his life were erased from his 
memory, and he could no longer form any new memories. Remarkably, he had no 
trouble remembering events from his childhood, and his general intelligence and 
language abilities were preserved. This observation on ‘patient H.M.’, first reported by 
Scoville and Milner (1957), formed the basis for much of our current understanding of 
how multiple, complementary neural systems interact to support learning and memory. 
 
1.3.1 Hippocampal and neocortical systems 
 
According to the standard theory of systems-level consolidation, new memories are 
initially encoded by a fast-learning hippocampal system (Frankland & Bontempi, 2005; 
Marr, 1970; Squire & Alvarez, 1995). The hippocampus binds together the output of 
various neocortical processing modules, creating a coherent memory trace (Figure 1.3). 
It is therefore crucial for the retrieval of recently encoded information, explaining why 
H.M. was unable to recall episodes that had occurred minutes earlier. Offline 
reactivation of the hippocampally bound network subsequently strengthens the 
connections between simultaneously activated neocortical memory components (Hebb, 
1949), thus slowly integrating novel information into the neocortical distributed 
memory network whilst preventing catastrophic interference (McClelland, McNaughton, 
& O’Reilly, 1995). As the new cortico-cortical connections are gradually consolidated, 
hippocampal connections decay, until the new memory trace is independent of the 
hippocampus (Frankland & Bontempi, 2005; Marr, 1970; Squire & Alvarez, 1995). This 
progressive hippocampal independence underlies the typical pattern of temporally 
graded amnesia observed in H.M., consisting of severe memory loss for recent events 
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combined with intact remote memories and semantic knowledge (but see Nadel & 
Moscovitch (1997) and Winocur, Moscovitch, & Bontempi (2010) for a different view, in 
which episodic (but not semantic) memories always remain dependent on the 
hippocampus).  
In addition to hippocampal lesion data from humans and rodents (Frankland & 
Bontempi, 2005; Squire & Alvarez, 1995), functional imaging has provided further 
evidence for systems-level consolidation. For instance, cortico-cortical connectivity has 
been shown to increase with consolidation, whereas connectivity with the hippocampus 
decreases (Nieuwenhuis et al., 2012; Takashima et al., 2009). Takashima et al. (2006) 
found that hippocampal activation during retrieval of studied pictures progressively 
decreased over the course of three months, whereas activity in the ventral medial 
prefrontal cortex (vmPFC, Figure 1.3B) gradually increased. This suggests that the 
vmPFC may take over the binding function of the hippocampus after consolidation 
(Frankland & Bontempi, 2006; Takashima et al., 2006). 
 
 
Figure 1.3. A: The standard model of systems-level consolidation. Incoming information is processed by 
primary and associative areas in the neocortex. Initially, these ‘modules’ are bound by the hippocampus 
into a coherent memory trace. Through repeated offline reactivation, the neocortical connections are 
gradually strengthened and the novel memory is integrated with existing representations. The 
hippocampal connections decay until ultimately the new memory trace is independent of the 
hippocampus. Reprinted from Frankland & Bontempi (2005), with permission. B: Location of the 
hippocampus (yellow) and medial prefrontal cortex (MPFC, in pink) in the brain. Adapted from Simons & 
Spiers (2003), with permission. 
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1.3.2 The role of sleep 
 
The retrograde amnesia observed in hippocampal patients generally comprises a period 
of years rather than hours (Squire & Alvarez, 1995). Nonetheless, experimental evidence 
suggests that a particularly powerful qualitative change occurs in the first 24 hours after 
learning. For example, Takashima et al. (2006) observed the largest change in 
hippocampal and vmPFC activation on the day after encoding, followed by further 
smaller changes at 30 and 90 days. Interestingly, they also observed that longer slow 
wave sleep during a nap following training predicted stronger decay of hippocampal 
activity after 24 hours. This suggests that sleep may play a specific role in facilitating 
memory consolidation. Several studies indeed report improvements on declarative 
memory after sleep, as well as greater insight and generalisation of new information 
(Diekelmann & Born, 2010).  
 The mechanism by which sleep facilitates consolidation is believed to be 
reactivation of the hippocampal memory trace, which produces synchronised firing of 
the neocortical components and thus strengthens cortico-cortical connections 
(Frankland & Bontempi, 2005). Such reactivation has been directly demonstrated in rats 
(Ji & Wilson, 2007; Wilson & McNaughton, 1994). Specific hippocampal and neocortical 
cells that were active while rats were navigating through a maze exhibited identical 
firing sequences during a following nap, suggesting that the memory trace was being 
reactivated. In humans, manipulation of reactivation during sleep by exposure to an 
odour that had been present during learning was shown to stimulate memory 
performance (Rasch, Büchel, Gais, & Born, 2007). Moreover, auditory exposure during 
sleep to novel words learned during the day improved subsequent retrieval scores 
(Schreiner & Rasch, 2014). It appears then that sleep plays an important role in memory 
consolidation by facilitating neocortical reinstatement, and this applies to novel word 
representations as well as other types of memories.  
 
1.3.3 Schema theory and fast integration 
 
In the standard model of systems consolidation as discussed so far, the neocortex is an 
exclusively slow learning system that requires an offline consolidation period to 
integrate novel information. However, recent evidence suggests that this view may be 
incomplete. In a groundbreaking experiment, Tse et al. (2007) showed that novel 
information that is consistent with prior knowledge (a ‘schema’) can become 
independent of hippocampal binding much more rapidly than unrelated information. In 
the Tse et al. study, rats were extensively trained on a set of flavour-location 
associations which together formed a coherent ‘flavour map’. Subsequent learning of 
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new pairs in the same environment was much faster, and surprisingly the new 
associations remained accessible when the hippocampus was lesioned 48 hours after 
encoding. These findings suggest that schema-consistent information can be rapidly 
integrated into the neocortical memory network. 
 Further studies have emphasised the role of the vmPFC in fast, schema-consistent 
integration. The mPFC in rats was shown to exhibit enhanced activation during schema-
consistent encoding, and pharmacological inactivation of this area disrupted memory 
formation (Tse et al., 2011). Similarly, increased vmPFC activation and connectivity with 
neocortical representational areas during schema-consistent encoding has been 
observed in humans (Van Kesteren et al., 2013; Van Kesteren, Fernández, Norris & 
Hermans, 2010; Van Kesteren, Rijpkema, Ruiter, Morris & Fernández, 2014). It has been 
proposed that the vmPFC monitors the degree to which perceptual input matches prior 
knowledge (Van Kesteren, Ruiter, Fernández & Henson, 2012), or resolves conflict 
between old and new information by adapting schemata (Preston & Eichenbaum, 2013).  
 
1.4 Complementary Learning Systems for novel words 
 
Building on the evidence for systems-level consolidation from memory research, Davis 
and Gaskell (2009) proposed that lexicalisation of novel words relies on similar neural 
processes. Their Complementary Learning Systems (CLS) account of word learning 
holds that novel words are initially encoded as episodic memory traces by the 
hippocampal learning system. These representations immediately enable the 
recognition and production of the learned words in explicit memory tasks. However, 
they are stored in relative isolation from the neocortically distributed existing lexicon, 
and are therefore unable to affect activation levels of other lexical representations. Post-
learning rest, in particular sleep, provides an opportunity for the gradual integration of 
the novel representations into the existing memory network. This slow interleaving is 
assumed to be necessary to avoid catastrophic interference – the erasing of existing 
connections by the sudden introduction of new information (McClosky & Cohen, 1989) 
in models with distributed representations (McClelland et al., 1995).  
The specific role of sleep in lexicalisation was tested by Dumay and Gaskell 
(2007). In this study participants learned novel words either in the morning or in the 
evening, and returned 12 hours later to perform a pause-detection task. The morning-
evening group, which had not slept, did not show competition effects either immediately 
or after 12 hours. In the evening-morning group in contrast, for whom the 12-hour 
interval contained a night’s sleep, competition effects were not visible immediately but 
did emerge after 12 hours. Certain sleep features, such as the number of spindles (brief 
periods of 11-15 Hz oscillations), have furthermore been found to be correlated with 
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overnight increases in lexical competition (Tamminen et al., 2010). These results thus 
corroborate the idea that sleep plays an important role in lexicalisation, in line with 
previous findings that sleep promotes consolidation, integration and generalisation of 
novel information (Diekelmann & Born, 2010). 
If offline consolidation contributes to the emergence of lexical representations 
(Davis & Gaskell, 2009), we may expect to see increased activation over the course of 
novel word consolidation in areas known to be involved in lexical storage, such as the 
left pMTG (see section 1.1.2). This is indeed what was observed in an fMRI study in 
which participants learned a set of spoken words, and were tested immediately after 
training and again 24 hours later (Takashima, Bakker, Van Hell, Janzen, & McQueen, 
2014). A contrast of the delayed versus the immediate test revealed enhanced activity in 
the bilateral pMTG, as well as greater connectivity between auditory cortex and pMTG 
for those participants that exhibited behavioural integration effects.  
 
1.5 Lexicalisation without consolidation? 
 
The findings discussed in section 1.2.1 imply that lexicalisation requires an offline 
consolidation period that includes sleep. However, in line with reports of fast neocortical 
integration of other types of memories (section 1.3.3), evidence of rapid lexicalisation 
effects has recently started to accumulate. For example, N400 priming effects with novel 
words were observed immediately after training (e.g. Borovksy, Elman, & Kutas, 2012), 
suggesting fast semantic integration. In the domain of word-form learning, explicit 
interleaving of novel and existing neighbours during training has been shown to 
produce competition effects in a pause detection task after a delay, but before sleep 
(Lindsay & Gaskell, 2013). Even more rapid effects have been reported using a fast 
mapping paradigm (Coutanche & Thompson-Schill, 2014). These findings suggest that if 
the training task encourages simultaneous activation of novel and existing neighbours, 
the resulting representation may be immediately able to enter into competition.  
But rapid competition effects have also been observed with tasks that are not 
specifically designed to promote interleaving, such as visual Hebb learning of 
meaningless novel words (Szmalec et al., 2012). Even phoneme monitoring, the task 
initially used to demonstrate delayed lexicalisation (Dumay & Gaskell, 2007; Gaskell & 
Dumay, 2003), has recently been shown to produce competition effects on fixation times 
in a visual world paradigm (Kapnoula, Packard, Gupta, & McMurray, 2015). These data 
suggest that lexicalisation is not a binary shift that occurs exclusively during post-
learning sleep, but rather a process that is set in motion during encoding and gradually 
produces a quantitative change in behaviour. Chapter 6 explores the early stages of this 
process. 
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1.6 Methods used in this thesis 
 
1.6.1 Behavioural methods 
 
Much of the work done on novel word integration uses lexical competition as an 
indicator that novel words have acquired lexical representations (see section 1.2.1). The 
approach that is often taken is to use novel word stimuli that are phonological cohort 
competitors of existing words with early uniqueness points, as in ‘cathedruke’ and its 
base word ‘cathedral’ (Gaskell & Dumay, 2003). Two lists are counterbalanced across 
participants, such that one list of base words has acquired a novel competitor for half of 
the participants and serves as a control condition for the other half. Increased reaction 
times to base words of trained novel words relative to the untrained list are interpreted 
as a sign of lexical integration.  
The two most frequently used tasks to elicit speeded responses to the base words 
are auditory lexical decision and pause detection. Lexical decision requires participants 
to indicate whether the presented stimulus is a real word or a non-word, a decision that 
takes longer the more competitors a word has (e.g. Luce & Pisoni, 1998). In the pause 
detection task, a brief pause is inserted in half of the stimuli, and the participant is 
instructed to press a button to indicate whether a pause is present or not. This task has 
been shown to be sensitive to lexical competition (Mattys & Clark, 2002), and has the 
advantage that it does not require any explicit lexical judgement. Pause detection was 
used in Chapter 2.  
As competition effects between orthographic neighbours in visual lexical decision 
are less robust than in the auditory domain (Andrews, 1997; see also the Discussion of 
Chapter 4), Chapters 2 and 5 instead used semantic decision on the base words as a 
visual competition task. In the variant used here, participants indicated whether the 
word presented on the screen referred to a natural object (‘tree’) or an artefact (‘house’). 
It has been argued that semantic decision is particularly suitable to study competition 
from novel words, as it requires the unique identification of a word and is therefore less 
confounded by overall lexical activity than lexical decision (Bowers et al., 2005).     
 In addition to form-based competition, a second aspect of lexicalisation is the 
integration of meaningful novel words into the existing semantic network. Semantic 
integration of novel words can be assessed by measuring their ability to serve as 
semantic primes, that is, to speed up recognition of semantically related words. Chapters 
5-7 investigated semantic integration by means of a primed lexical decision task in 
which a novel word prime was briefly presented on the screen, followed by a target that 
could be a semantically related existing word, an unrelated existing word, or a non-
word. Participants were required to make a lexical decision to the target. A decrease in 
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reaction times to related versus unrelated prime-target pairs was taken to indicate 
facilitation from the novel word primes, which in turn suggests that they had established 
semantic connections to existing words. 
 
1.6.2 EEG and MEG 
 
When a single neuron fires, the electrical pulse it transmits is orders of magnitude too 
small to be observed from outside the skull. However, when thousands of neurons are 
spatially aligned (as is mainly the case for pyramidal neurons) and fire simultaneously, 
their summated post-synaptic potentials can be measured by electrodes attached to the 
scalp. The signal picked up by these electrodes is called the electroencephalogram 
(EEG). The currents generated by neuronal firing create magnetic fields, which likewise 
can be measured at the scalp when groups of neurons that are aligned tangentially to the 
skull fire in synchrony. The resulting data is called the magnetoencephalogram (MEG). 
The electricity generated by active neurons flows rapidly in all directions, 
following the path of least resistance through the conductive tissue of the brain and the 
skull. As a consequence, the EEG signal recorded at the scalp level is an almost real-time 
measure of neural activity, but its spatial distribution does not correspond directly to 
the neural sources generating this activity. Magnetic fields are less distorted by 
intervening tissue than electric currents, giving a slightly better spatial resolution. 
Because multiple sources contribute to the signal measured by each channel, deducing 
where the signal was generated (the ‘inverse problem’) is still not trivial. The source 
localisation approach used in Chapter 5, DICS beamforming, attempts to identify neural 
generators of scalp-level effects by assuming that sources in different brain regions are 
not temporally correlated (Gross et al., 2001).   
 This thesis uses two different techniques to extract meaningful information from 
the EEG/MEG signal (Figure 1.4). The first technique looks at event-related potentials 
(ERPs), which reflect evoked activity. The ERP method works by averaging the raw EEG 
waveform across multiple trials. Responses that occur at the same latency and the same 
phase on each trial will add up, whereas the random noise in the signal is cancelled out, 
allowing small changes in amplitude to be visible in the average. Thus, the ERP method 
is only sensitive to responses that are time- and phase-locked to the onset of a stimulus, 
while changes in amplitude that occur at slightly different latencies across trials are 
cancelled out.  
These oscillatory or induced responses can be measured by a second technique, 
which decomposes each trial into its constituent frequencies before averaging (Chapters 
4 and 5). The result is a time-frequency representation (TFR) of the increases and 
decreases in amplitude in each frequency band. The frequency bands that have been 
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studied most in relation to human cognitive processes of learning and memory are theta 
(4-8 Hz), alpha (8-12 Hz), beta (12-30 Hz) and gamma (30-100 Hz). The ERP and time-
frequency analysis methods often appear to pick up different aspects of cognitive 
processes, and thus form complementary ways to look at the EEG/MEG signal. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.4. ERP and time-frequency analysis of the EEG signal. The raw signal can be averaged across 
multiple trials, extracting phase-locked or evoked changes in amplitude known as event-related or evoked 
potentials. When the signal on each trial is transformed to the frequency domain before averaging, the 
resulting time-frequency representation (TFR) depicts non-phase-locked or induced activity. Adapted 
from Tallon-Baudry & Bertrand (1999), with permission. 
 
 
1.6.3 fMRI 
 
A magnetic resonance imaging (MRI) scanner uses a powerful magnetic field to align the 
magnetic moment of hydrogen protons in the body. A radio-frequency (RF) pulse is 
applied causing the hydrogen protons to spin and subsequently return to their aligned 
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position, which causes a a radio wave to be emitted that can be measured by a receiver 
coil. Functional magnetic resonance imaging (fMRI) exploits the fact that the level of 
oxygen in the blood influences the strength of the MR signal (the Blood-Oxygen-Level-
Dependent or BOLD response) to estimate neural activity in different brain regions. 
Since neural activity leads to a larger change in the supply of oxygenated blood than is 
consumed, a higher level of oxygenated blood in a particular region is assumed to be a 
proxy for increased activation. The MR signal is measured in each segment of the brain, 
enabling the construction of a three-dimensional image of estimated neural activity. 
Because it takes several seconds for the BOLD response to reach its peak and decrease 
back to baseline, the temporal resolution of fMRI is relatively low. Its spatial resolution 
on the other hand is in the order of millimetres, making this technique complementary 
to EEG/MEG. Chapter 6 uses fMRI to investigate which brain regions support novel word 
encoding. Chapter 7 asks if monolinguals and bilinguals rely on different brain regions 
for storage and retrieval of novel words. 
 
1.7 Aims and outline of the thesis 
 
The first aim of this thesis was to test a number of core predictions about novel words’ 
functioning that follow from the Complementary Learning Systems (CLS) account of 
word learning. Chapter 2 asks whether lexical competition emerges in a different 
modality from the one used during training, testing the claim that these effects are 
produced by lexical rather than episodic representations. The CLS model furthermore 
predicts that consolidation plays a role in the integration of word meanings as well as 
forms, but semantic integration has not been studied extensively. The remaining 
chapters therefore focused on acquistion of meaningful novel words. While there is 
some behavioural evidence for delayed semantic priming effects (Tamminen & Gaskell, 
2013), electrophysiological patterns appear to reflect immediate integration (e.g. 
Borovksy et al., 2012). Chapter 3 aims to synthesise these mixed results by investigating 
which components of the electrophysiological response to novel words are affected by 
consolidation.  
 A second aim of the thesis was to provide empirical support for the assumption 
that consolidation involves a qualitative change in the neural substrates of novel word 
representations, as suggested by the observations of Takashima et al. (2014) and Davis 
et al. (2009). The study in Chapter 4 employed EEG to measure the oscillatory response 
to novel and existing words, testing the prediction that consolidated novel words should 
elicit more word-like theta power modulations than recently learned, unconsolidated 
novel words. Chapter 5 extends these findings by using MEG source localisation 
techniques to evaluate the hypothesis that theta band consolidation effects reflect the 
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formation of new lexical representations in the pMTG. 
 A third aim was to extend the CLS model by investigating the role of activity 
during encoding in relation to lexical integration. This issue was addressed in Chapter 6. 
In this study, participants’ BOLD responses were recorded during their initial encounter 
with novel words, which were associated with common objects. Each item’s ability to 
facilitate recognition of existing words in a subsequent priming task was used to identify 
activation patterns that support successful integration. If the relatedness of novel words 
to existing semantic information facilitates immediate integration, engagement of the 
vmPFC as well as language-specific areas such as the pMTG should predict subsequent 
priming.    
A fourth aim was to explore how novel word consolidation is affected by 
individual differences. Chapter 7 asks whether experience with multiple languages 
influences individuals’ aptitude for learning and integrating novel words, given that 
knowledge of a second language changes the existing lexicon that novel words are 
integrated with. This study employed fMRI to examine retrieval-related activity of 
recently learned and consolidated words in monolinguals and early bilinguals, testing 
the hypothesis that novel words activate a wider lexical-semantic network in bilinguals 
(Kaushanskaya & Rechtzigel, 2012) and may therefore be integrated faster. 
Chapter 8 concludes by integrating the present findings with current ideas about 
word learning and memory consolidation, and identifying the main issues that need to 
be addressed in future work. 
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Abstract 
 
In four experiments we investigated the formation of novel word memories across 
modalities, using competition between novel words and their existing 
phonological/orthographic neighbours as a test of lexical integration. Auditorily 
acquired novel words entered into competition both in the spoken modality 
(Experiment 1) and in the written modality (Experiment 4) after a consolidation period 
of 24 hours. Words acquired from print, on the other hand, showed competition effects 
after 24 hours in a visual word recognition task (Experiment 3) but required additional 
training and a consolidation period of a week before entering into spoken-word 
competition (Experiment 2). These cross-modal effects support the hypothesis that 
lexicalised rather than episodic representations underlie post-consolidation competition 
effects. We suggest that sublexical phoneme-grapheme conversion during novel word 
encoding and/or offline consolidation enables the formation of modality-specific 
lexemes in the untrained modality, which subsequently undergo the same cortical 
integration process as explicitly perceived word forms in the trained modality. Although 
conversion takes place in both directions, speech input showed an advantage over print 
both in terms of lexicalisation and explicit memory performance. In conclusion, the 
brain is able to integrate and consolidate internally generated lexical information as well 
as external perceptual input. 
 
 
 
 
 
 
 
 
 
 
Based on: 
Bakker, I., Takashima, A., van Hell, J. G., Janzen, G., & McQueen, J. M. (2014). Competition 
from unseen or unheard novel words: Lexical consolidation across modalities. Journal of 
Memory and Language, 73, 116–130.  
 
I would like to thank Anne Castles, Mike Page, and Nicolas Dumay for their helpful 
comments, and Angela de Bruin and Michal Czaplinski for their help with running the 
experiments. 
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2.1 Introduction 
 
As anyone who has ever attempted to learn a foreign language knows, successful storage 
of novel words is one of the keys to achieve competence. Furthermore, although the 
basis of our native language vocabulary is built during childhood, even word learning in 
our first language continues throughout life. We constantly enrich our mental lexicons as 
our environment presents us with neologisms, loanwords, or specialist terminology. 
While some of these novel words will first be encountered in speech, others are acquired 
in print, and some may never even be perceived in the other modality. It seems 
reasonable to assume, however, that the modality in which a word was initially acquired 
at some point in time ceases to influence lexical processing. For example, an individual 
may have learned the word ‘hippopotamus’1
One of the most astonishing features of first language vocabulary acquisition is 
the speed with which novel items are encoded: children excel at ‘fast mapping’ sounds to 
meanings (
 in its spoken form as a child, and first 
encountered the printed word ‘hippocampus’ in a neuroscience textbook. This 
presumably does not stop these form-overlapping words from entering into lexical 
competition with each other, perhaps not even if this individual has never yet heard the 
spoken form of ‘hippocampus’. The present study explores if and how such cross-modal 
effects arise by investigating the role of modality in novel word learning. 
Carey & Bartlett, 1978). Adults appear to be capable of similarly rapid 
vocabulary acquisition, at least under certain circumstances. Indeed, Saffran, Newport, 
Aslin Tunick and Barrueco (1997) found young adults and first-grade children to be 
equally skilled at segmenting and storing novel words from a string of nonsense 
syllables in an incidental learning task. More recently, Shtyrov, Nikulin and Pulvermüller 
(2010) reported a neurophysiological counterpart of these behavioural findings on the 
early stages of word learning. After as little as 14 minutes of passive listening, neural 
response patterns to novel words became qualitatively identical to those elicited by 
existing words, suggesting that memories of the novel words had been established.  
 While both children and adults are thus clearly able to form representations of 
novel words after minimal exposure, these findings do raise the question whether such 
rapidly created memories are of the same nature as the rich, stable, highly 
interconnected representations that constitute the mental lexicon. A recent line of 
research suggests that this is not the case, but that rapidly stored novel word memories 
and existing lexical representations initially rely on different memory systems with 
distinct neural substrates. Only after a post-learning consolidation period, during which 
they are integrated with the existing lexicon, are novel words thought to have acquired 
                                                        
1 Example from Henderson, Weighall, & Gaskell (2013) 
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truly word-like properties and hence to be fully ‘lexicalised’ (Davis & Gaskell, 2009; 
Gaskell & Dumay, 2003).  
According to the Complementary Learning Systems (CLS) framework 
(McClelland, McNaughton, & O’Reilly, 1995), this consolidation mechanism has its neural 
basis in the interaction between the medial temporal lobe, most importantly the 
hippocampus, and the neocortical memory system. The hippocampus serves as a fast-
learning, temporary storage area, encoding novel information in a sparse and episodic 
fashion. Following encoding, a slower neocortical learning process takes place during 
which novel memories are integrated into the existing, widely distributed memory 
network. The latter process is thought to rely heavily on memory reactivation during 
sleep (e.g., Rasch, Büchel, Gais, & Born, 2007; Wilson & McNaughton, 1994). Thus, by 
gradually interleaving new and old information post-learning, the CLS account solves 
the problem of catastrophic interference (McCloskey & Cohen, 1989).  
Successful memory integration is especially relevant in the context of word 
learning. Whereas tasks that simply measure recall or recognition of novel words may 
be performed based on the retrieval of purely episodic, non-lexical memory traces, the 
ability of those novel words to interact with the existing lexicon would be evidence that 
cortical, lexical representations have been formed. For example, a phenomenon central 
to most theories of spoken word recognition is lexical competition: a set of multiple 
candidates that match the incoming acoustic signal compete for selection, thus slowing 
down recognition of the target (McQueen, Norris, & Cutler, 1994). As argued by Gaskell 
and Dumay (2003), the ability of a novel word to enter into lexical competition with its 
existing neighbours can therefore be considered a strong test of lexical integration.  
 To test the hypothesis that lexical integration requires offline consolidation, 
Gaskell and Dumay (2003) familiarised subjects with spoken novel words (e.g., 
‘cathedruke’) which overlapped phonologically with existing base words (e.g., 
‘cathedral’). Immediately after training and on several subsequent days, subjects made 
speeded responses to the existing base words and control words in a lexical decision 
task. Reaction times to the existing base words increased, but only after a consolidation 
period of several days, suggesting that offline consolidation indeed plays a role in word 
learning. Certain paradigms, including Hebbian learning (Szmalec, Page, & Duyck, 2012) 
and interleaved training of novel and existing neighbour words (Lindsay & Gaskell, 
2013), have been shown to evoke lexical competition effects within a single day in the 
absence of sleep. Nonetheless it is evident that, like non-linguistic memory 
consolidation, novel word integration is facilitated by offline consolidation and 
particularly sleep (Dumay & Gaskell, 2007; Tamminen, Payne, Stickgold, Wamsley, & 
Gaskell, 2010).  
 Although most work on novel word integration has used auditory paradigms, 
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consolidation effects have also been observed in visual word recognition. Bowers, Davis, 
and Hanley (2005) taught participants novel word forms in a typing task, and 
subsequently measured reaction times to existing orthographic neighbours in a 
semantic decision task. As in the spoken-word literature, robust competition effects 
emerged only after a delay (in this case of 24 hours). In a picture naming paradigm, Clay, 
Bowers, Davis, and Hanley (2007) furthermore observed a consolidation-dependent 
interference effect when meaningful, visually acquired novel words were superimposed 
on semantically related pictures. Thus, at least when training and test modalities are 
consistent, consolidation effects occur both in spoken and printed word recognition. 
However, little is known about how these different modalities interact during encoding 
and consolidation of novel words.  
Most current models of the bimodal lexicon assume a modality-specific word-
form level that contains autonomous orthographic and phonological representations. 
These nodes have independent connections to the semantic level, that is, they are 
activated in parallel rather than serially (e.g., Caramazza, 1997; Grainger & Ferrand, 
1994). This autonomy of representation does not imply isolation in processing, 
however: cross-modal connections are thought to link phonology and orthography at 
one or more processing levels. For example, in the Bimodal Interactive Activation model 
(Ferrand & Grainger, 2003; Grainger & Ferrand, 1994) phonological and orthographic 
representations of the same word are linked both through direct lexical facilitatory 
connections and by means of a sublexical bidirectional grapheme-phoneme conversion 
mechanism. Activation can spread cross-modally through these connections, and word 
recognition in both modalities should thus be affected by orthographic and phonological 
information.  
A wealth of evidence suggests that phonology and orthography indeed interact, 
and do so in a highly symmetrical manner. It has long been established that printed 
word recognition involves phonological activation, even in exclusively visual tasks. For 
example, phonological neighbourhood density has been shown to influence visual word 
recognition (Grainger, Muneaux, Farioli, & Ziegler, 2005; Yates, Locker, & Simpson, 
2004). Facilitation effects from briefly presented, masked homophonic pseudoword 
primes (‘mayd-MADE’) furthermore suggest that this phonological involvement in 
reading is extremely rapid (Rastle & Brysbaert, 2006). Phonological activation is 
estimated to lag a mere 20-30 milliseconds behind orthographic activation (Ferrand & 
Grainger, 1992; Ziegler, Ferrand, Jacobs, Rey, & Grainger, 2000), and is as such unlikely 
to rely on strategic factors.  
Perhaps more surprisingly, given the primacy of speech, there is also abundant 
evidence that orthographic information plays an important role in spoken word 
processing. For instance, orthographic neighbourhood density has been found to affect 
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spoken word recognition (Ziegler, Muneaux, & Grainger, 2003). Words with many 
orthographic neighbours were recognised faster, a pattern which the authors argue 
arises from a lexical-sublexical feedback loop. Furthermore, analogous to the results 
observed in visual word recognition, priming effects in auditory tasks are modulated by 
orthographic overlap even when conscious processing of primes is minimised (Chéreau, 
Gaskell, & Dumay, 2007; Slowiaczek, Soltano, Wieting, & Bishop, 2003; Taft, Castles, 
Davis, Lazendic, & Nguyen-Hoan, 2008). These findings strongly suggest that 
orthographic information becomes available rapidly and automatically during spoken 
word recognition. 
This bimodal involvement in lexical processing raises the question of whether 
modality-specific representations can be formed without perceptual input in that 
modality. Given that visual word input results in the retrieval of sublexical phonological 
representations, this internally generated pattern of activation may be neurally similar 
to the pattern evoked by actual speech input. If this is the case, print input could give 
rise to a lexical representation in the spoken modality, just like spoken input would. 
Similarly, speech input could be hypothesised to lead to the formation of orthographic as 
well as phonological representations. The present study aims to test whether such 
cross-modal learning indeed takes place, and if so, how it is affected by offline 
consolidation. 
To date, only one published study explicitly looking at lexical integration includes 
a modality shift between training and test (Szmalec et al., 2012). In this experiment 
participants were exposed to novel word forms in a Hebbian learning task, which 
involved recall of visually presented syllable sequences in which orthographic and 
phonological neighbours of existing words were embedded. After a 12-hour delay, 
competition effects emerged in an auditory pause detection task. Although this study 
provides a first indication that novel words acquired in one modality engage in lexical 
competition in the other, it remains unknown what the relative effect of input and test 
modality is on the magnitude of competition effects and the time-course of 
consolidation. In the current series of experiments we orthogonally varied training and 
test modality in order to compare lexicalisation in speech and print directly. 
Experiment 1 aimed to replicate, in Dutch, the competition effects observed in 
previous studies of novel spoken word consolidation (e.g. Davis, Di Betta, MacDonald, & 
Gaskell, 2009; Dumay & Gaskell, 2007; Dumay & Gaskell, 2012; Gaskell & Dumay, 2003; 
Tamminen & Gaskell, 2008). In an auditory-only paradigm, novel words were 
hypothesised to slow down recognition of their existing neighbours after 24 hours. In 
Experiment 2, we asked whether lexicalised phonological representations can be formed 
cross-modally, that is, based only on visual exposure to novel words. In Experiment 3, 
training and test were both administered visually, allowing for a direct comparison of 
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the effect of visual exposure within vs. between modalities. Experiment 4 examined the 
symmetry of cross-modal effects by combining auditory training with a visual 
competition task, testing the idea that automatic retrieval of orthographic information 
during spoken word processing may lead to the formation of orthographic 
representations in the absence of printed input.   
 
2.2 Experiment 1 
 
Experiment 1 tested the hypothesis that novel words enter into lexical competition with 
phonologically overlapping existing words, but only after a 24-hour consolidation period 
including overnight sleep (e.g. Dumay & Gaskell, 2007). Furthermore, these effects were 
expected to strengthen after a second training session and a subsequent consolidation 
period of one week.   
 
2.2.1 Method 
 
Participants 
Twenty-six monolingual native Dutch-speaking participants (four males) with no known 
hearing, learning or language disorders, aged 18-26 (mean 20), were recruited from the 
university subject pool. They received course credit or were paid for their participation.  
 
Materials 
The stimulus set was designed to be a Dutch analogue of the set used by Gaskell and 
Dumay (2003) in English. Novel word stimuli were 40 trisyllabic pseudowords which 
diverged phonologically from an existing Dutch word (the ‘base word’) at the 
penultimate phoneme (e.g. ‘kathedrook – kathedraal’, cf. Gaskell and Dumay’s 
‘cathedruke – cathedral’). Novel and base words were 6-9 phonemes long (mean 7.4) 
and the existing word CELEX frequencies (Baayen, Piepenbrock, & Gulikers, 1995) 
ranged from 1 to 29 per million (mean 7.2). The uniqueness point of the base word, the 
phoneme at which the word becomes uniquely identifiable, was always located before 
the phonemic divergence with the novel word (position 3-6, mean 4.9). Thus, the novel 
word effectively shifted the uniqueness point of its base word to the penultimate 
phoneme, that is, towards the end of the word. Stimulus pairs were divided into two lists 
matched precisely on length, frequency and uniqueness point, and were 
counterbalanced across participants. The set of novel words and their base words is 
listed in Table 2.2. 
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Procedure 
The experiment consisted of three sessions. On day 1, participants completed 36 blocks 
of a phoneme monitoring test (as in Gaskell & Dumay, 2003). Each of the 20 novel words 
occurred once in each block, giving a total of 720 trials. Trial order was randomised 
anew for each block. Before the start of each block, a target phoneme was presented 
auditorily (e.g. ‘[bᑃȐǯȌand the participant’s task was to press a button whenever 
the target phoneme occurred in a word. Six different target phonemes 
(/p/,/t/,/b/,/l/,/k/,/n/) were used, with each phoneme serving as the target in six non-
consecutive blocks. Each block contained 4-12 (average 7) target-present trials. 
Feedback was provided after each trial. Following Gaskell and Dumay (2003), 
participants were informed that they would be tested on their memory for the novel 
words, but no further information about the nature of the memory tests was given. Thus, 
learning was intentional but no specific strategies were encouraged. 
 After the training phase, a pause detection task (as in Gaskell & Dumay, 2003) 
was administered. This task was designed to measure lexical competition of novel 
neighbours with their existing neighbours, based on the finding that increased onset 
density leads to slower reaction times in this task (Mattys & Clark, 2002). Stimuli 
consisted of the existing neighbours of the trained novel words, the neighbours of the 
untrained novel words, and 60 bi- and trisyllabic existing word fillers. Thus, half of the 
experimental items had acquired a novel neighbour (e.g., ‘kathedraal’ acquired the novel 
neighbour ‘kathedrook’), whereas the onset density of the other half had not changed.  
Half of the words in each condition (including fillers) contained a 200-ms pause, 
inserted before the final syllable. For each stimulus, participants indicated the absence 
or presence of a pause by pressing one of two buttons, with a Reaction Time (RT) limit 
of 2000 ms and an inter-trial interval of 1000 ms. The allocation of words to the pause-
absent and pause-present conditions was counterbalanced across participants. RTs 
were measured from the onset of the pause or, for the pause-absent trials, from a 
marker representing the onset of the pause in the pause-present counterpart of the item. 
Trial order was randomised anew for each participant.    
 Finally, novel word memory was assessed using both a free recall and a 
recognition task. In the free recall task, participants were asked to name as many novel 
words as they remembered within three minutes. Recognition was tested using a two-
alternative forced-choice (2AFC) task, in which participants were presented auditorily 
with twenty novel word pairs in randomised order. Each pair consisted of a trained 
novel word and a foil which differed from the trained item on one phoneme. Participants 
indicated which novel word they had heard in the training phase by pressing one of two 
buttons. There was no time pressure in this task. 
 Participants returned for the second session on the following day (day 2), 
Lexical consolidation across modalities 
 
35 
 
approximately 24 hours later. They performed the pause detection and novel word 
memory tasks as on day 1, followed by 12 additional blocks of phoneme monitoring. The 
third session (day 8) took place exactly a week after day 1. The pause detection and 
novel word memory tasks were administered as in the previous two sessions. 
 
2.2.2 Results 
 
Performance in the phoneme monitoring task was good (1.5% misses, 1.3% false 
alarms). The error rate in the pause detection task was low overall (3.5%), but slightly 
higher for base words of trained novel words compared to the control condition 
(F(4,26)=4.657, p=.04). No effect of day on accuracy was observed. Errors (3.5%) and 
RTs below 200 ms or above 1700 ms (2.5%) were removed from the pause detection 
data for reaction time analysis. Pause-present and pause-absent trials were collapsed. 
Here and in the following experiments, Greenhouse-Geisser-corrected degrees of 
freedom and p-values are reported whenever assumptions of sphericity were violated. 
By-subjects (F1) and by-items (F2) statistics are reported.  
Across days, responses to base words that had acquired a novel competitor were 
overall slower than responses to control base words (757 vs 693 ms, an effect of 61 ms), 
suggesting that novel words entered into competition with their existing neighbours. 
This difference increased from 19 ms on day 1 to 50 ms on day 2 and 109 ms in the final 
session (see Table 2.1 and Figure 2.1). A repeated-measures ANOVA with factors Day 
(1,2,8) x Condition (trained, control) revealed a main effect of Condition, confirming that 
RTs were overall slower to neighbours of trained novel words than to neighbours of 
untrained control words (F1(1,25)=25.782, p=.001; F2(1,39)=30.319, p=.001). A main 
effect of Day was also observed (F1(2,50)=14.111, p=.001; F2(2,78)=40.052, p=.001), 
reflecting an overall increase in RTs over days. The crucial interaction with Day was 
significant (F1(2,50)=5.189, p=.009; F2(2,78)=5.208, p=.008), reflecting the increase in 
competition effect across sessions. This interaction did not reach significance between 
days 1 and 2, likely because of a small numerical difference in the same direction on day 
1 (F1(1,25)=1.19, p=.286; F2(1,39)=1.89, p=.178). Following up on the Day x Condition 
interaction, we tested whether significant competition effects were present on each day. 
On day 1, the comparison between trained and control words did not reveal any trend 
towards a competition effect (t1(25)=1.212, p=.237; t2(39)=1.412, p=.166). Significant 
slowing down of trained words was visible on day 2, in contrast (t1(25)=3.076, p=.005; 
t2(39)=3.146, p=.003), and remained on day 8 (t1(25)=4.685, p=.001; t2(39)=4.425, 
p=.001). These results replicate the delayed emergence of competition effects from 
novel words, consistent with the idea that lexicalisation requires offline consolidation 
(e.g. Gaskell & Dumay, 2003). 
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Table 2.1. Mean RT (in ms, standard errors in parentheses) to base words in the competition tasks (pause 
detection in Experiments 1 and 2, semantic decision in Experiments 3 and 4). Base words in the Trained 
condition have acquired a novel competitor, Control words have not. 
 
 Day 1 Day2 Day8 
Experiment 1. Speech-speech    
Trained 693 (21) 730 (28) 849 (34) 
Control 671 (26) 679 (27) 739 (29) 
Experiment 2. Print-speech    
Trained 645 (18) 619 (20) 710 (27) 
Control 646 (20) 622 (21) 671 (23) 
Experiment 3. Print-print    
Trained 772 (25) 763 (29) 880 (40) 
Control 759 (25) 728 (27) 824 (34) 
Experiment 4. Speech-print    
Trained 736 (21) 768 (29) 890 (35) 
Control 720 (24) 728 (24) 805 (26) 
 
 
 
 
Figure 2.1. Competition effects (RTtrained - RTcontrol) in the competition tasks (pause detection in 
Experiments 1 and 2, semantic decision in Experiments 3 and 4). From left to right, the clusters refer to 
Experiment 1 (speech training, speech test) to Experiment 4. Error bars indicate standard errors. 
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Free recall scores improved over the course of the three sessions (F(2,50)=51.79, 
p=.001), from an average of 7 out of 20 words recalled in the first two sessions to 11 in 
the final session (see Figure 2.2). Paired t-tests revealed that there was no significant 
overnight change between days 1 and 2 (t(25)=0.435, p=.667), but a significant 
improvement occurred between days 2 and 8 (t(25)=10.147, p=.001). 
Performance on the 2AFC recognition task was at ceiling level, with at least 19 
out of 20 correct responses on average in all sessions (see  Figure 2.3). There was no 
effect of Day on 2AFC scores in the by-subjects analysis (F1(2,50)=2.103, p=.147), but the 
by-items analysis did reveal a difference between days (F2(1.673,65.349)=10.73, 
p=.001) which was driven by a drop in performance between the first and second 
session (t2(39)=1.863, p=.017). 
Overall, the memory results illustrate the dissociation between explicit 
recognition/retrieval and lexical functioning. Most strikingly, the emergence of 
competition effects on day 2 did not co-occur with an improvement in memory 
performance, but rather with a worsening of recognition scores. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2. Number of words correctly recalled (out of 20) in the free recall task. From left to right, the 
clusters refer to Experiments 1-4. Error bars denote standard errors. 
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Figure 2.3. Number of words correctly recalled (out of 20) in the free recall task. From left to right, the 
clusters refer to Experiments 1-4. Error bars denote standard errors. 
 
 
2.2.3 Discussion 
 
Experiment 1 replicated the well-established finding that although newly learned 
spoken words such as ‘kathedrook’ can be accurately recognised immediately after one 
training session, their integration into the mental lexicon requires offline consolidation 
(Gaskell & Dumay, 2003). Only after 24 hours, which included a night’s sleep, did these 
novel words engage in lexical competition with their existing phonological neighbours, 
suggesting that a lexicalised representation had been formed. Although competition 
effects were not close to significance in the first session, the direction of the numerical 
effect was identical across sessions and the interaction between day 1 and day 2 was not 
significant. This more linear increase rather than a sharp shift after 24 hours is in line 
with recent work suggesting that sleep, although beneficial, is not a necessary condition 
for lexical integration (Lindsay & Gaskell, 2013; Szmalec et al., 2012). However, as 
significant competition only emerged after a delay, the data are consistent with the more 
general proposition of the CLS framework that offline consolidation underlies the 
gradual integration of novel (word) memories (Davis & Gaskell, 2009; McClelland et al., 
1995). 
Competition effects continued to increase after additional training on the second 
day, followed by a delay of one week. Teasing apart the effects of repeated training and 
additional consolidation time falls outside the scope of the present study, but previous 
work suggests that manipulation of exposure may be most conducive to increased 
competition. Evidence of lexical integration has been observed in the absence of sleep 
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when participants were exposed to both novel words and their existing neighbours in an 
interleaved fashion (Lindsay & Gaskell, 2013). Given that the second training session 
was preceded by exposure to the base words during test, this interleaving may underlie 
the increased effects on day 8. However, we cannot exclude the possibility that a 
consolidation period of a week, without the second training session, would have 
resulted in a similar increase. Another possibility is that a second training session is 
crucial, but that its effect only emerges after a subsequent re-consolidation period. It 
remains to be investigated to what degree the length of the initial consolidation period, 
the reconsolidation period, and spaced exposure contribute to the magnitude of 
competition effects, and how these factors interact.  
 
2.3 Experiment 2 
 
If retrieval of phonological information during printed word processing is qualitatively 
similar to the neural response evoked by actual speech perception, this internally 
generated activity may serve as input to novel word learning. In Experiment 2 we asked 
whether such cross-modal effects can indeed be observed, and how the time-course and 
magnitude of competition effects from visually acquired words compare to the pattern 
of results in Experiment 1. The same procedures and items as in Experiment 1 were 
used, but novel words were presented only in their printed form. If printed input indeed 
suffices to establish lexically competing phonological representations, competition 
effects in the spoken modality, comparable to those in Experiment 1, would be expected 
to emerge on day 2 and/or day 8.   
 
2.3.1 Method 
 
Participants 
Twenty-seven participants (six males), aged 19-28 years (mean 22), from the same 
population as Experiment 1 took part. None had participated in Experiment 1. 
 
Materials 
The materials were identical to those of Experiment 1, except that the novel word 
stimuli in the training phase were the printed forms of the spoken items used in 
Experiment 1. Due to the relatively transparent spelling of Dutch, there was very little or 
no ambiguity in phoneme-to-grapheme or grapheme-to-phoneme mappings for the 
novel items. 
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Procedure 
The training phase consisted of a letter monitoring task, in which participants were 
presented with one of six target letters before each block (p,t,b,l,k,n) and pressed a 
button when they saw the target in a word. Targets occurred in 4-12 trials per block 
(average 7). The 20 novel words were presented for 1500 ms with an inter-trial interval 
of 1000 ms. All other task parameters were identical to Experiment 1. The pause 
detection task was administered directly following training and again on days 2 and 8. 
 The novel word memory tasks were administered in printed form, to ensure that 
participants did not receive any phonological input of the novel words. In the 2AFC task, 
the novel word and its foil (with one letter substituted) were presented randomly on the 
left and right side of the screen, and participants pressed the left or right button to 
indicate their response. In the free recall task, participants were asked to write down on 
a sheet of paper as many words as they remembered, within 3 minutes.  
 
2.3.2 Results 
 
As in phoneme monitoring, error rates in the letter monitoring task were low (misses 
1.2%, false alarms 0.8%). No effect of Day or Condition on accuracy was observed in the 
pause detection task. Errors (4.3%) and RTs below 200 ms or above 1700 ms (1.7%) 
were removed from the pause detection data for reaction time analysis, and pause-
present and pause-absent trials were collapsed.  
Base words with a novel competitor were responded to slower than control 
words (658 ms versus 646 ms, an effect of 12 ms). Unlike in Experiment 1, this overall 
effect was driven only by a 39 ms effect on day 8, comparable to the 51 ms effect on day 
2 in Experiment 1 (see section 2.6 for an analysis across all four experiments). In 
contrast, in the first and second session no competition effects were observed (-1 ms on 
day 1, -3 ms on day 2). Results are summarised in Table 2.1 and Figure 2.1.  
A main effect of Day reflected an overall slowing of RTs on day 8 (F1(2,52)=6.805, 
p=.002; F2(2,78)=25.224, p=.001). No main effect of Condition was found. A significant 
interaction of Day and Condition (F1(2,52)=4.154, p=.032; marginally significant by 
items: F2(1.719,67.033)=3.172,  p=.056) confirmed the delayed emergence of lexical 
competition effects. As in Experiment 1, there was no local interaction between day 1 
and 2 (F1(1,26)=26.5, p=.864; F2(1,39)=33.874, p=.898). On day 1 and 2, no significant 
difference was observed between trained and control words (day 1: t1(26)=0.099, 
p=.922; t2(39)=0.367, p=.716, day 2: t1(26)=0.265, p=.793; t2(39)=0.586, p=.561). In 
contrast, the effect on day 8 was significant (t1(26)=2.744, p=.011; t2(39)=2.092, 
p=.045). Thus, unlike in Experiment 1, novel words acquired from print appeared to 
require two training sessions and a consolidation period of a week to enter into 
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competition, instead of 24 hours following a single training session. 
 Free recall performance changed across sessions, increasing from 5 recalled 
words in the first two sessions to 7 in the last session (see  Figure 2.2). The effect of Day 
was significant (F(2,52)=20.131, p=.001), with no difference occurring between day 1 
and 2 (t(26)=.25, p=.805) and a significant improvement between day 2 and 8 
(t(26)=5.544, p=.001). An effect of Day on 2AFC performance was also observed 
(F1(2,52)=5.949, p=.009; F2(2,78)=10.108, p=.001), even though performance in all 
sessions was close to ceiling level (see Figure 2.3). Scores decreased significantly from 
day 1 to day 2 (t1(26)=2.762, p=.01; t2(39)=3.827, p=.001), and increased again on day 8 
(t1(26)=2.598, p=.015; t2(39)=3.444, p=.001). Thus, memory scores again showed the 
largest change between days 2 and 8, with a small drop in performance between the first 
two sessions. 
 
2.3.3 Discussion 
 
Experiment 2 tested whether lexical competition effects from novel orthographic 
neighbours can arise in a spoken task, when novel words were acquired visually. The 
results suggest that cross-modal lexicalisation indeed took place: novel words entered 
into competition in spoken word recognition, despite never having been heard. The 
most likely explanation is that phonological information about the novel word became 
available through orthographic-phonemic conversion procedures (Ferrand & Grainger, 
2003; Grainger & Ferrand, 1994), and provided input to the phonological learning 
system. Thus, retrieval of phonology during reading appears to have a functional role in 
novel word learning, rather than being a mere epiphenomenon of cross-modal 
connections.  
Interestingly, the emergence of these competition effects appeared to be delayed 
relative to those found with spoken novel word learning. Whereas in Experiment 1 
auditorily acquired novel words slowed down recognition of their neighbours by 50 ms 
after 24 hours, this effect was entirely absent at the same point in time for words 
learned from print. The lack of any competition effects in this session indicates that 
lexicalisation was not yet sufficient for visually acquired novel words to engage in lexical 
competition with the phonological representations of their existing neighbours after 24 
hours. A robust competition effect (albeit smaller than the effect on day 8 in Experiment 
1) did however arise one week later, a period which included an additional training 
session on day 2. Two factors may explain the delayed emergence of competition in the 
cross-modal case, relative to the within-modality results.  
Firstly, printed input (or the specific task used here) could give rise to weaker 
memory representations in general, regardless of test modality, such that lexical 
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competition from printed novel words requires either additional exposure, 
consolidation time, or both. This possibility is supported by the lower memory 
performance in Experiment 2 compared to Experiment 1. Free recall scores were 
significantly lower than in Experiment 1 on day 8 (t(51)=3.03, p=.004), and 2AFC scores 
were lower on all days (day1: t(40.42)=2.67, p=.011; day2: t(37.95)=2.45, p=.002; day8: 
t(35.72)=2.67, p=.01). However, Bowers et al. (2005) reported significant competition 
effects on day 2 from visually acquired words in a visual lexical competition task. 
Although the typing task used in that study may have stimulated deeper encoding than 
our letter monitoring task, these results do suggest that printed input can in principle 
lead to competition effects after one night. 
 A second possibility is that the delay is due to the cross-modal design of 
Experiment 2, that is, the mismatch between training and test modality, rather than 
training modality per se. Lexicalisation of novel words may be a gradual process, giving 
rise to different effects at different time points. Word representations of a day old may 
be capable of competing only in the modality they were acquired in, as they remain 
partly supported by episodic memory, whereas after a week their lexicalisation is 
sufficient to allow for cross-modal competition. In Experiment 3 we aimed to tease apart 
the influence of memory strength and cross-modal consolidation on lexical competition. 
 
2.4 Experiment 3 
 
Experiment 3 investigated whether novel words acquired from print are able to engage 
with existing printed words in a visual lexical competition task. As in the pause detection 
task, the assumption is that lexicalised novel words slow down responses to existing 
neighbours, relative to neighbours without novel competitors. If, on the one hand, 
memory strength due to input modality is the determining factor in the overnight 
emergence of competition, delayed effects are expected. If, on the other hand, training in 
print is as effective as training in speech, and only the shift in modality creates delayed 
competition effects, we should observe the standard pattern of competition effects 
emerging on day 2.  
A third possibility is that unlike phonological representations, visually acquired 
representations enter into competition immediately after learning when tested in the 
same modality. Clay et al. (2007) reported that whilst visually acquired novel words 
only started to function as semantic distractors in a picture-word interference task after 
a week, they did inhibit their orthographic neighbours immediately after training. 
Furthermore, although competition effects only reached significance on day 2, Bowers et 
al. (2005) observed a trend towards competition on day 1 with visually acquired novel 
words in a visual competition task, and no interaction between Day and Condition. 
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These results suggest that (sleep) consolidation might play a somewhat weaker role in 
visual word learning compared to learning from speech. Experiment 3, in combination 
with Experiment 4 below, provides a direct comparison between training modalities 
while keeping the modality of the competition task constant. 
The task used in Experiments 3 and 4 was semantic decision. This task has 
previously revealed competition effects for stimuli similar to ours (Bowers et al., 2005). 
Although the participant’s response in this task is based on semantic processing of the 
base word, and therefore the task differs slightly from the pause detection task we used 
to measure spoken word competition, there is no reason to believe that any RT 
differences in this task between words with and without novel neighbours are caused by 
a different mechanism than the form-based competition that is assumed to underlie 
pause detection effects. Given the absence of any semantic context in the task, successful 
resolution of form-level competition is required before response preparation can be 
initiated. Competition effects from novel words therefore must have their locus before 
semantic processes come into play. Furthermore, the novel words have no meaning 
association other than the meaning of their base words, which may be evoked due to 
their phonological/orthographic overlap. If semantic association would have any effect 
on base word recognition latencies, it would likely be of a facilitative nature, as both 
forms activate the same conceptual representation. Any increase in RTs therefore 
presumably reflects competition at the form level.     
In an extensive pilot, we used a non-semantic task as a visual analogue of the 
pause detection task, namely progressive demasking (PDM, Grainger & Segui, 1990). 
Data from the PDM task, however, were highly variable and no significant competition 
effects were observed. A likely explanation is that identification tasks such as PDM do 
not provide a sensitive enough measure of competition with words of the length 
required for the auditory experiments (for a related argument about word length in the 
context of masked form priming, see Davis & Lupker, 2006). Since the effects in spoken 
word recognition rely on a large distance between the original uniqueness point and the 
shifted uniqueness point introduced by the novel competitor, the pause detection 
paradigm is generally used with bi- or trisyllabic words of at least six phonemes (in the 
current study, items were 6-9 phonemes long with a mean of 7.4, and all were 
trisyllabic). Because similarity in stimulus sets is arguably more crucial for cross-
experimental comparability than task similarity, we opted for the semantic decision task 
in the current design.  
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2.4.1 Method 
 
Participants 
Twenty-nine participants (five males), aged 18-26 (mean 21), from the same population 
as the previous experiments took part. None had participated in any previous 
experiments.  
 
Materials 
For the purpose of the semantic decision task, we designed a novel set of stimuli (see 
Table 2.3) that consisted of 40 words without existing orthographic neighbours. 
Neighbours were defined here as containing precisely one letter substitution, keeping 
word length and letter position constant (Coltheart, Davelaar, Jonasson, & Besner, 
1977). Of the 40 items, 20 referred to artefacts and 20 were names of naturally 
occurring objects. All items were bi- and trisyllabic words of 6-7 letters long, with CELEX 
frequencies ranging from 1 to 69 per million (mean 11). Novel words were constructed 
from the existing words by substituting one letter in varying positions (e.g., ‘tomaat’ 
(tomato) – ‘tokaat’), similarly to Bowers et al. (2005). Stimuli were divided into two lists 
matched on frequency, length and proportion of natural/artefact words, and 
counterbalanced across participants. Novel word foils for the 2AFC task were created by 
substituting one letter of each novel word, as before.        
 
Procedure 
The training phase consisted of letter monitoring, as in Experiment 2. Due to the 
restrictions placed on stimulus selection by the semantic manipulation of the existing 
words, the number of different targets had to be increased to achieve a balanced 
distribution of target-present responses across items. Therefore, nine targets were each 
used in four blocks (m,t,l,n,k,a,p,d,r). Each block contained 3-12 target-present trials 
(average 7). Otherwise, the letter monitoring, free recall and 2AFC tasks followed 
procedures identical to those of the corresponding tasks in Experiment 2.  
 In the semantic decision task, participants pressed one of two buttons to indicate 
whether the target word referred to an artefact or a natural object. Response button 
allocation was counterbalanced across participants. Words were presented until button 
press with a maximum response window of 2500 ms and an inter-trial interval of 1150 
ms. Feedback was presented after each trial. An additional 80 filler words, 40 referring 
to artefacts and 40 to natural objects, were included. As in the previous experiments, the 
training lists were counterbalanced, and thus the 20 existing words that acquired a 
novel neighbour for one half of the participants served as the control condition for the 
other participants.  
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2.4.2 Results 
 
Letter monitoring performance was similar to Experiment 2 (misses 1.5%, false alarms 
0.8%). No accuracy effects of Day or Condition were observed in semantic decision. 
Errors (6%) and RTs below 200 ms or above 1700 ms (2%) were removed from the 
semantic decision data for reaction time analysis. Numerical competition effects were 
observed on each day. Immediately after training, base words with a novel competitor 
were responded to 13 ms slower on average than control words. This competition effect 
increased to 35 ms on day 2 and 56 ms on day 8, suggesting that gradual lexical 
integration had taken place. Results are summarised in Table 2.1 and Figure 2.1. 
A main effect of Condition (marginally significant by items) confirmed the overall 
presence of competition effects from novel orthographic neighbours (F1(1,28)=10.693, 
p=.003; F2(1,39)=3.942, p=.054). A main effect of Day was also observed, reflecting 
general slowing down across days (F1(2,56)=12.671, p=.001; F2(2,78)=47.685, p=.001). 
The interaction of Day and Condition did not reach significance overall (F1(2,56)=1.936, 
p=.154; F2(2,78)=0.873, p=.422) or within the first two sessions (F1(1,28)=1.698, p=.203; 
F2(1,39)=2.419, p=.128). However, given that our main hypothesis concerns the 
presence or absence of significant competition effects on day 2, rather than the overall 
change across sessions, we tested for the effect of Condition in each session as in the two 
previous experiments. As expected, no effect was found in the first session 
(t1(28)=0.923, p=.364; t2(39)=0.836, p=.408). The competition effect was significant on 
day 2 (t1(28)=2.453, p=.021; t2(39)=2.411, p=.021), and remained present on day 8 in 
the by-subjects analysis (t1(28)=2.7, p=.012) although it did not reach significance in the 
by-items analysis (t2(39)=1.44, p=.158). Thus, although the effects were weaker, the 
results of Experiment 3 exhibited a pattern qualitatively similar to that observed in 
Experiment 1 (see section 2.6 for an analysis across all four experiments). Competition 
effects did not emerge immediately after training, although the interaction of Day and 
Condition did not reach significance. However, neither was there an indication of any 
competition on day 1, in contrast to the trend observed by Bowers et al. (2005). Rather, 
it appears that in the current experiment, print-print consolidation followed a similar 
time-course as consolidation from speech input.  
 As in previous experiments, an effect of Day on free recall scores (see  Figure 2.2) 
suggested improvement across sessions (F(2,56)=20.901, p=.001). No difference was 
observed between day 1 and 2 (t(28)=1.394, p=.174), but performance increased 
between day 2 and 8 (t(28)=4.778, p=.001). Performance on the 2AFC task (see  Figure 
2.3) was close to ceiling level and did not change across sessions (F1(2,56)=.596, p=.555; 
F2(2,78)=0.501, p=.608). 
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2.4.3 Discussion 
 
Experiment 3 employed a semantic decision task to measure the degree to which 
visually acquired novel words engaged in lexical competition with their existing 
orthographic neighbours. As in Experiment 1, but unlike in Experiment 2, the data 
suggested that novel words started acting as competitors after 24 hours. These findings 
are in line with the conclusion that lexical competition from visual input can emerge 
after only 24 hours (Bowers et al., 2005), provided that modality remains constant 
across training and test. Effects were nonetheless statistically weaker than in 
Experiment 1, especially on day 8, suggesting again that print input may not be 
optimally suited for the formation of lexical representations.  
Memory performance did not differ between the two print-learning experiments 
(p>.2 in both free recall and 2AFC on all days). The delayed emergence of competition in 
Experiment 2 therefore cannot solely be explained by input modality, although learning 
in speech may generally be superior to visual training for the formation of novel lexical 
memories. Crucially, the same visual input that did not produce competition in spoken 
word recognition on day 2 in Experiment 2 did lead to competition effects in printed 
word recognition in Experiment 3, without any difference in memory strength. Although 
such a qualitative cross-experiment comparison necessarily remains speculative, the 
pattern of results suggests that a modality shift between training and test influences the 
time course of lexicalisation. Formation of new lexical representations thus appears to 
be a slow and gradual process that continues to produce behavioural changes over the 
course of at least a week after learning.  
 
2.5 Experiment 4 
 
Experiment 2 revealed that novel words can engage in lexical competition in the 
auditory modality, despite having been encountered only in printed form, at least after a 
delay of more than 24 hours and two training sessions. Given the evolutionary and 
developmental primacy of speech over writing, however, it seems plausible that speech 
input would enhance lexicalisation, and hence possibly enable cross-modal competition 
effects to emerge after 24 hours. While research on the effect of modality on novel word 
learning is rare, many studies in the educational domain do reveal an advantage of 
auditory input on explicit retrieval of more complex information. When participants are 
presented with information of an educational nature, such as facts concerning 
meteorology or human anatomy, auditory presentation of the instruction text generally 
leads to higher memory performance than visual presentation. This auditory advantage 
is especially prominent in paradigms using a fixed presentation rate, such as our 
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exposure procedures, rather than self-paced tasks (for a review and meta-analysis see 
Ginns, 2005). In Experiment 4 we tested the hypothesis that speech input aids 
lexicalisation, and asked how the time-course of consolidation effects is affected when 
novel words are acquired from speech but competition is measured in a visual task. 
 
2.5.1 Method 
 
Participants 
Twenty-five individuals (four males) aged 18-28 (mean 21) from the same population as 
in previous experiments participated. None took part in any of the previous 
experiments.  
 
Materials 
Recordings of the spoken forms of the novel words described in Experiment 3 were used 
for the training phase, and spoken forms of the novel word foils were used in the 2AFC 
task. Otherwise, materials were identical to those used in Experiment 3. 
 
Procedure 
The training phase on day 1 and 2 consisted of phoneme monitoring, as in Experiment 1, 
using targets /t/, /m/, /l/, /k/, /d/, and /n/. Each block contained 4-11 trial-present 
trials (on average 7). The novel word memory tasks (free recall and 2AFC) were 
administered in speech, as in Experiment 1. The semantic decision task was performed 
after training on day 1 and as the first task on day 2 and 8, as in Experiment 3. 
 
2.5.2 Results 
 
Phoneme monitoring performance was good (misses 0.4%, false alarms 0.6%). No effect 
of Day or Condition was found on error rates in the semantic decision task. Errors 
(5.4%) and RTs below 200 ms or above 1700 ms (2%) were removed from the semantic 
decision data for reaction time analysis. Immediately after training, RTs were on average 
16 ms higher to words with novel competitors than to control words. This effect 
increased to 40 ms on day 2 and further to 84 ms on day 8 (see Table 2.1 and Figure 
2.1). 
A main effect of Condition confirmed the overall presence of competition effects 
(F1(1,24)=19.376,p=.001; F2 (2,78)=19.94, p=.001). RTs increased over sessions as 
indicated by a main effect of Day (F1(2,48)=16.815,p=.001; F2 (2,78)=62.55, p=.001). The 
interaction of Day and Condition was significant (F1(2,48)=4.066, p=.023; F2(2,78)=4.41, 
p=.015), indicating an increase of lexical competition after consolidation. As before, the 
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interaction between days 1 and 2 did not reach significance independently of the day 8 
data (F1(1,26)=.03, p=.864; F2(1,39)=1.97, p=.169). The competition effect was however 
absent on day 1 (t1(24)=1.275, p=.215; t2(39)=0.559, p=.579), and significant on day 2 
(t1(24)=2.412, p=.024; t2(39)=2.209, p=.033) and day 8 (t1(24)=3.862, p=.001; 
t2(39)=4.421, p=.001). Thus, the overall pattern suggests that cross-modal effects can be 
observed after 24 hours when encoding is sufficiently effective.  
One subject was excluded from analyses involving free recall due to loss of data 
for one session. Free recall scores (see Figure 2.2) changed significantly over sessions 
(F(2,46)=26.772, p=.001), with no difference between day 1 and 2 (t(23)=1.325, p=.198) 
and a significant increase between day 2 and 8 t(23)=5.207, p=.001). 2AFC scores (see 
Figure 2.3) also changed over days (F1(2,48)=6.557, p=.012; F2(1.317,51.381)=44.593, 
p=.001), with a drop in performance between day 1 and 2 (t1(24)=2.889), p=.008; 
t2(39)=5.555, p=.001). A slight increase from day 2 to day 8 was significant by subjects 
(t1(24)=2.397, p=.025) and a trend by items (t2(39)=1.838, p=.074). 
 
2.5.3 Discussion 
 
Experiment 4 showed that novel words acquired from spoken input can engage in lexical 
competition with existing neighbours during printed word recognition. As in 
Experiment 1, lexicalisation effects emerged on day 2, suggesting that a lexical 
representation that is able to engage in competition with orthographic neighbours can 
be established after 24 hours, even in the absence of any printed input. Whereas 
Experiment 2 revealed that visual input can produce representations that compete in 
spoken as well as in printed word recognition, these cross-modal effects were delayed 
relative to those of Experiment 4.  
Thus, although input in both modalities ultimately evoked within- and cross-
modal competition effects, speech training appeared to accelerate the lexicalisation 
process. To quantify this interaction of training modality on the one hand and modality 
(mis)match between training and test on the other, we performed an overall cross-
experiment analysis of competition effects and novel word memory.  
 
2.6 Cross-experiment analyses 
 
For ease of interpretation, we performed RT analyses on the lexical competition effect, 
that is, the difference between the trained (acquired a novel neighbour) and control (no 
novel neighbour) conditions, rather than including condition as a factor. Pause detection 
and semantic decision may not produce competition effects of the same absolute 
magnitude, which makes it problematic to compare RT effects directly. To compare the 
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degree to which recognition was slowed down by the introduction of a novel neighbour 
across tasks, change in latency was therefore computed as a ratio of RTs in the trained 
versus the control condition ((RTtrained – RTcontrol) / RTcontrol). For each session 
separately, an ANOVA with factors Training Modality and Test Modality was performed.  
 On day 1, as expected given the absence of any competition (or facilitation) 
effects, no effects of modality were found. On day 2, we observed a main effect of 
Training Modality in the by-subjects analysis (F1(1,103)=4.714, p=.032), which however 
did not reach significance by items (F2(1,156)=2.565, p=.111), and a trend towards an 
interaction of Training Modality by Test Modality (F1(1,103)=3.574, p=.061), also 
weaker by items (F2(1,156)=2.239, p=.137. On day 8, only the main effect of Training 
Modality was significant (F1(1,103)=6.548, p=.012; F2(1,156)=4.97, p=.027). This pattern 
indicates that novel words engage in competition, regardless of input and test modality, 
after one week and two training sessions. For cross-modal competition to emerge 
already on day 2 however, optimal encoding (i.e., from speech input) appears to be 
required. 
 With regard to the effect of training modality on novel word memory across 
experiments, we found that speech training led to superior free recall on each day (main 
effect of Training Modality on day 1: F(1,102)=5.082, p=.026; day 2: F(1,102)=5.664, 
p=.019; day 8: F(1,102)=17.459, p=.001). No main effect of Test Modality nor an 
interaction was found in any session, indicating that the modality of the task itself (i.e. 
writing down or saying aloud the novel words) did not influence free recall 
performance. The 2AFC task scores also revealed a main effect of Training Modality in 
the by-subjects analysis (day1: F(1,103)=18.633, p=.001; day 2: F(1,103)=4.041, p=.047; 
day 8: F(1,103)=17.506, p=.001). Additionally, the main effect of Test Modality was 
significant in the by-items analyses (day1: F2(1,156)=279.966, p=.001; day2: F2 
(1,156)=216.505, p=.001; day8: F2 (1,156)=227.611, p=.001). The interaction of Training 
Modality and Test Modality reached significance by items only on day 1 
(F2(1,156)=6.604, p=.011). Thus, enhanced memory stability resulting from spoken 
input likely facilitated the emergence of competition effects on day 2.  
 
2.7 General discussion 
 
 In four experiments, we have shown that newly acquired words are able to engage in 
lexical competition with existing neighbours, even when these existing words are 
presented in another modality than the one in which learning took place. In Experiment 
1, novel words acquired from speech did not immediately affect recognition of their 
existing neighbours in an auditory pause detection task, but started doing so 24 hours 
after learning. Competition effects continued to increase after a week, which included a 
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second training phase after the testing session on day 2. Experiment 1 thus provided 
support for the claim that offline consolidation facilitates lexicalisation (Davis & Gaskell, 
2009; Dumay & Gaskell, 2007; 2012; Gaskell & Dumay, 2003), and showed that 
additional training and consolidation lead to further behavioural changes after the initial 
shift in representation. 
In Experiment 2, novel words engaged in competition during spoken word 
recognition despite having been encountered exclusively in printed form, albeit only 
after a week including an additional training session. In contrast, when novel words 
were acquired in speech, and competition was probed in a visual task, evidence of lexical 
integration was observed 24 hours after training (Experiment 4). As confirmed by 
Experiment 3, the delayed emergence of competition effects from printed input cannot 
be explained purely by a speech-input advantage. Although visual learning appeared to 
hinder encoding relative to spoken input in general, it only delayed the time-course of 
cross-modal lexicalisation (Experiment 2), and did not prevent competition effects from 
emerging after 24 hours in a visual word recognition task (Experiment 3). Thus, the 
formation of cross-modal representations appears to be a longer, more gradual process 
than the lexicalisation of same-modality representations, and appears to rely more 
heavily on optimal encoding. 
Our preferred interpretation of the cross-modal competition effects is that a 
modality-specific representation in the untrained modality has been established, and 
enters into competition with its intramodal neighbours during pause detection or 
semantic decision. However, an alternative explanation is that the competition process 
during base word recognition is itself cross-modal, and does not require the formation 
of a representation in the untrained modality. For example, the phonologically acquired 
word /tokat/ may directly enter into competition with the orthographic form of its 
neighbour ‘tomaat’, without the intervention of an orthographic representation ‘tokaat’. 
Although difficult to exclude based on the current dataset, there is no empirical support 
for this account from non-learning related word recognition paradigms. A model that 
included such direct cross-modal inhibitory connections at the lexical level would, for 
instance, predict an inhibitory effect of neighbourhood density on auditory word 
recognition. In contrast, facilitatory effects of cross-modal neighbourhood density are 
generally observed in both modalities when intramodal neighbourhood density is 
controlled for (Ziegler et al., 2003; Yates et al., 2004). Similarly, the addition of a 
phonological neighbour /tokat/ to ‘tomaat’, whilst keeping its orthographic 
neighbourhood constant, should result in facilitation of ‘tomaat’ rather than the 
inhibition we observed. Therefore, we argue that these data are best explained by a 
model that includes only intramodal lateral inhibitory connections, such as the Bimodal 
Interactive Activation model (Ferrand & Grainger, 2003; Grainger & Ferrand, 1994).  
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 The observed time course of lexical competition is consistent with the 
Complementary Learning Systems (CLS) account of word learning (Davis & Gaskell, 
2009). On this view, newly formed word representations are episodic in nature, and rely 
on the hippocampal memory system for initial retrieval. During post-learning 
consolidation, novel memories are integrated into the distributed neocortical memory 
network. Hippocampal traces decay over time, leading to a loss of episodic information 
in return for increasingly stable, integrated and generalised neocortical representations. 
In the context of word learning, neocortical integration allows novel words to affect 
retrieval of their existing neighbours, for example by engaging in competition for 
selection during word recognition. The present finding that competition arises even 
when the input and test materials do not share any perceptual features provides strong 
evidence that these competition effects do not rely on episodic memory, but instead on 
abstract, lexicalised representations. 
 The crux of the CLS model as outlined by McClelland et al. (1995) is the 
dissociation between the time-courses that characterise the hippocampal and 
neocortical systems, which creates the circumstances that allow gradual interleaving of 
old and new information. Sleep is only one of the states during which this interaction 
process or ‘reinstatement’occurs: ‘We assume that reinstatement also occurs in off-line 
situations, including active rehearsal, reminiscence, and other inactive states including 
sleep.’ (McClelland et al., 1995, p. 424). In recent years sleep has acquired a more 
prominent role in the literature on linguistic memory consolidation, and there is indeed 
strong evidence to support its beneficial effect (Dumay & Gaskell, 2007; Tamminen et al., 
2010; Tamminen, Lambon Ralph, & Lewis, 2013). At the same time, a body of evidence 
now suggests that given the right encoding conditions, sleep is not a necessary condition 
for lexicalisation. Implicit learning paradigms such as the Hebbian learning task 
employed by Szmalec et al. (2012), paradigms in which old and new information is 
explicitly interleaved (Lindsay & Gaskell, 2013), and even phoneme monitoring 
(Tamminen et al., 2010) have resulted in competition effects in the absence of sleep. 
Although in the current work no significant competition effects arose before sleep, the 
lack of an interaction of Condition and Day within the first two sessions ties in with the 
idea that a step-like, sleep-dependent shift in the nature of novel representations may 
not always occur. The relative contribution of sleep and wakeful consolidation, the 
conditions under which wakeful consolidation is sufficient for lexicalisation, and on 
what time scale this process can be observed are issues that clearly warrant more 
research. Nonetheless, the absence (to date) of lexicalisation effects immediately 
following training and the consistently reported increase in effects after a delay support 
the core proposition of the CLS model, namely that post-encoding interaction between 
the fast-learning hippocampal system and the slower-learning neocortex enables 
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interleaved memory integration.       
 An alternative explanation for the emergence of competition effects after 
consolidation has been offered by Qiao, Forster and Witzel (2009). These authors 
argued that effects such as those found in the visual domain by Bowers et al. (2005) do 
not arise from lexical competition, but can be explained more parsimoniously by a post-
access checking process that verifies whether a stimulus is in fact the base word or a 
highly similar novel word. In support of this argument, the authors showed that novel 
words continued to facilitate recognition of their neighbours in a masked priming task. 
This suggests that rather than functioning as real, lexicalised words, the novel word 
representations remained episodic in nature. Although not explicitly mentioned, in this 
account consolidation of the episodic trace presumably causes the delayed emergence of 
‘competition’ effects in tasks like pause detection, rendering the concept of lexicalisation 
unnecessary. Whilst episodic memory consolidation may certainly play a role in word 
learning, and episodic representations may enhance the effects contributed to lexical 
competition, it is unlikely that episodic memory consolidation alone is responsible for 
the observed data patterns for the following reasons.  
First, the episodic account predicts that competition effects should co-occur with 
memory improvements, since especially recognition memory tasks rely heavily on 
episodic memory. Indeed, some studies have observed improvements in 2AFC 
performance (e.g. Dumay & Gaskell, 2007; 2012). However, there is no evidence of 
memory improvement between days 1 and 2 in the current dataset. Instead, three of the 
four experiments showed a significant drop in recognition performance on day 2, 
nonetheless co-occurring with the emergence of competition effects. Second, in recent 
work by Qiao and Forster (2013) the inhibition effect of masked novel word primes that 
was not observed in their earlier study did emerge after more elaborate training, which 
suggests that masked priming may simply be less sensitive to the small effects of early 
lexicalisation than tasks like pause detection or semantic decision. Third, evidence 
against the Qiao et al. (2009) claim comes from a word-segmentation paradigm 
employed by Dumay and Gaskell (2012), in which the episodic and lexical consolidation 
accounts predict opposite patterns. In this paradigm, subjects learned novel words in 
which existing words were embedded, e.g. ‘lirmucktoze’. Whereas the episodic account 
predicts that spotting ‘muck’ in a sequence like ‘lirmuckt’ should be facilitated by the 
episodic memory of ‘lirmucktoze’, the data reveal inhibitory effects on day 2, in line with 
the lexicalisation account. In sum, evidence from a variety of tasks now suggests that 
lexical rather than episodic representations are responsible for (at least part of) the 
competition effects in the literature.  
How does consolidation change the nature of word memories to accommodate 
modality-independent competition? Many models of the mental lexicon distinguish 
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between a level of modality-specific word forms or lexemes on the one hand, and a level 
of amodal lemmas and/or conceptual representations on the other hand (e.g. Bock, 
1986; Dell, 1986; Garrett, 1975; Grainger & Ferrand, 1994; Norris, Cutler, McQueen, & 
Butterfield, 2006; Roelofs, 1992). In this framework, one possible explanation is that in 
the process of consolidation, novel words acquire an amodal lemma representation 
which no longer contains detailed episodic information about initial exposure 
conditions. This amodal representation would be able to engage in competition both in 
spoken and printed word recognition, regardless of modality consistency between 
training and test phases. Given that abstraction and generalisation of memory traces are 
important aspects of sleep-dependent consolidation (for a review, see Stickgold & 
Walker, 2013), such a process would be in line with the idea that word learning is 
supported by general mechanisms of memory consolidation. 
If training and subsequent consolidation conditions are optimal, new amodal 
lemma representations may be formed after 24 hours, as in our Experiments 1, 3 and 4, 
or in some cases even before sleep (Lindsay & Gaskell, 2013; Szmalec et al., 2012). When 
encoding is suboptimal, however, as appeared to be the case in our print training 
procedure, the process may not yet be completed on the second day but require an 
additional delay of up to a week. Partly modality-specific representations may already 
engage in competition after 24 hours when modality is constant across training and test 
(Experiments 1 and 3), but not when a modality shift occurs (Experiment 2). This 
hypothesis would explain the lack of competition effects on day 2 in Experiment 2, 
where weaker encoding was combined with a training-test modality change.  
  However, a model that attributes competition effects purely to lemma formation 
is difficult to integrate with the accepted view of form-based competition, which is 
thought to occur at the modality-specific lexeme level rather than between amodal 
lemmas (McQueen, 2007). Thus, in order to engage in lexical competition during visual 
word recognition, a novel word needs to have acquired an orthographic lexeme, and, 
likewise, a phonological lexeme is necessary to compete in auditory word recognition. 
The presence of cross-modal competition effects, albeit delayed under certain 
circumstances, suggests that such modality-specific representations can be formed 
without any input in that modality. These internally generated representations must 
therefore rely on the mapping of perceived speech sounds to their corresponding 
graphemes, and vice versa, via a sublexical conversion mechanism that may be active 
during encoding (e.g. Ferrand & Grainger, 2003; Grainger & Ferrand, 1994).     
Results from pseudoword priming and recognition indicate that automatic 
sublexical conversion occurs during pseudoword processing (for discussion, see Taft, 
2011). For example, auditory presentation of the pseudoword ‘/swæp/’, most plausibly 
spelled ‘swap’, primed recognition of ‘swap’ in an auditory lexical decision task (Taft et 
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al., 2008). Since no lexical representation of ‘/swæp/’ exists, this effect must stem from 
sublexical conversion. The fact that priming effects were observed by Taft et al. (2008) 
with masked primes suggests that this process can be highly automatic and 
subconscious. These findings support the idea that cross-modal conversion of novel 
words most likely took place during the processing of the novel words in our 
phoneme/letter monitoring tasks. This internal conversion process appeared to result in 
stable modality-specific lexical representations, suggesting that the representations 
created by sublexical conversion procedures are highly similar to those arising from the 
actual perceptual input. Automatic sublexical conversion may therefore not merely be 
epiphenomenal, but in fact play an important role in novel word learning.  
In the current experiments, novel word processing of course served an 
intentional memory encoding purpose as well as mere lexical access, unlike in the non-
learning experiments discussed above. For this reason, subjects may have deliberately 
used their sublexical conversion process to aid encoding as well as phoneme/letter 
monitoring. This could in turn have enhanced cross-modal memory formation. The 
current data do not allow us to assess the relative contribution of strategic factors, but 
the use of an implicit encoding paradigm that placed no emphasis on the sublexical level 
might help to disentangle the effects of automatic and deliberate conversion in the 
future.  
Especially if subjects did indeed engage in deliberate conversion, it is 
furthermore plausible that they used their language production system to boost 
encoding. For instance, overt or covert speech production may have served as input to 
the phonological learning system during exposure in the visual training experiments. 
However, it is unlikely that production alone is responsible for the emergence of cross-
modal representations, given the previously discussed evidence that sublexical 
conversion occurs rapidly and automatically. Moreover, if cross-modal encoding relied 
on degree of overt production, stronger cross-modal effects would be expected from 
print learning than from speech learning, since subjects who learned from print could 
produce overt speech if they chose to do so, whereas speech-learning subjects were only 
able to generate covert orthographic output (i.e. visualising the spelling of the words). 
The observed pattern contradicts this prediction; cross-modal lexicalisation effects were 
larger and emerged earlier when the input was auditory rather than visual.  
The fact that sublexical conversion probably does not depend entirely on 
awareness raises the interesting possibility that conversion may not only be active 
during exposure, but that the same mechanism may also be involved during offline 
memory consolidation. A wealth of evidence indicates that sleep can produce qualitative 
memory changes, effectively adding information to what has been perceived while 
participants were awake. For example, sleep has been shown to induce false memories 
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based on logical inference (Payne et al., 2009). A recent study even provided the first 
piece of evidence that humans are capable of learning completely novel information 
during sleep (Arzi et al., 2012). Thus, a speculative hypothesis is that the formation of a 
modality-specific lexeme in one modality during encoding may give rise to the 
emergence of its counterpart in the other modality during offline consolidation. 
Specifically, replay of newly learned printed words during sleep could evoke automatic 
grapheme-to-phoneme conversion, thus activating phonological sublexical 
representations. The resulting pattern of activation may in turn give rise to a 
phonological lexical representation, and similarly in the other direction for newly 
learned spoken words. The current data do not allow us to quantify the relative 
contribution of online and offline sublexical conversion. Although it is difficult to probe 
conversion directly during sleep, further research might be able to limit the role of 
online conversion by using distractor tasks in the other modality during letter/phoneme 
monitoring. 
 A testable prediction that follows from the hypothesis that sublexical conversion 
(either during encoding, consolidation, or both) underlies the formation of cross-modal 
representations is that orthographic transparency would affect the strength of the 
resulting representation. A sequence of sounds that could only plausibly be spelled in a 
single way in the listener’s native writing system should lead to the generation of only 
one orthographic representation. Upon hearing an ambiguous item, in contrast, a 
listener could form a representation that does not match the subsequent visual input, or 
alternatively form several candidate representations which may each produce weaker 
effects. By extension, cross-linguistic differences in the magnitude of cross-modal 
lexicalisation effects would be expected to arise based on variation in orthographic 
transparency. Unfortunately, the current dataset does not allow for analysis of this 
factor due to the high transparency and consistency of the Dutch stimuli, both from 
sound to spelling and the reverse. However, such a comparison between items could 
certainly be made in English or other relatively opaque writing systems. 
Although we have argued that form-based competition effects require the 
creation of a modality-specific lexeme, likely supported by sublexical conversion when 
perceptual input in the relevant modality was absent, the possibility that lemma 
formation plays a role in this process should not be excluded. Delayed consolidation 
effects have been observed in the context of semantic as well as form-based integration 
of novel words (Clay et al., 2007; Tamminen & Gaskell, 2013). Indeed, some evidence 
suggests that sleep spindles and slow-wave activity during sleep are directly related to 
semantic integration (Tamminen et al., 2013). Given that semantic effects are generally 
thought to arise from lemma interaction (Roelofs, 1992), these findings suggest that 
offline consolidation and possibly sleep play a crucial role in the creation of novel 
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lemmas. The presence of a lemma may also aid, or even be necessary for, the lexical 
integration of modality-specific representations of word forms, for instance by 
providing a link with the existing lexicon that serves to bind activated sublexical units 
into a stable pattern. It remains an open question whether lemma formation occurs in 
the absence of semantic context, and to what extent it contributes to consolidation 
effects on form-based competition. 
In conclusion, the current experiments provide a first demonstration of lexical 
memory formation across modalities. The data strongly support the CLS account of word 
learning (Davis & Gaskell, 2009; McClelland et al., 1995), as lexical competition was 
shown to arise in the absence of episodic overlap between trained novel words and test 
stimuli: words that were never heard before entered into competition in spoken word 
recognition, and words that were never seen before inhibited their orthographic 
neighbors during reading. These cross-modal effects are hypothesised to rely on the 
cortical integration of modality-specific lexemes that emerge from sublexical phoneme-
grapheme conversion during novel word encoding. The conversion process may 
continue offline, possibly during sleep, likely in combination with the formation of 
amodal lemma representations. Thus, we may not only integrate information we have 
encountered in the outside world, but even information our brain itself has generated in 
the absence of any perceptual input.  
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Table 2.2. Stimuli used in Experiments 1 and 2.  
 
Novel word Base word English 
translation 
Novel word Base word English 
translation 
abrikaag abrikoos apricot krokodaft krokodil crocodile 
alcohin alcohol alcohol labyrijf  labyrint labyrinth 
ananol ananas pineapple lavendam lavendel lavender 
bacteraf  bacterie bacterium lucifin lucifer matchstick 
batterax  batterij battery mandarees mandarijn clementine 
bavieet baviaan baboon marathil marathon marathon 
bioscaag bioscoop cinema microfeer microfoon microphone 
bruidegant bruidegom bridegroom molecomp  molecuul molecule 
carnavip carnaval carnival olifoes olifant elephant 
diameek diamant diamond ooievim ooievaar stork 
ellebuks elleboog elbow pantoffik pantoffel slipper 
flamingap  flamingo flamingo papegoen  papegaai parrot 
hagedop hagedis lizard paprikoon paprika pepper 
horizal horizon horizon perkamees perkament parchment 
horoscaag horoscoop horoscope porseloft porselein porcelain 
hyaceep  hyacint hyacinth republaan republiek republic 
kaboutif kabouter gnome satelloer satelliet satellite 
kathedroon  kathedraal cathedral schorpiast schorpioen scorpion 
klarinook klarinet clarinet spinazep  spinazie spinach 
kolibraag  kolibrie hummingbird zeppelof zeppelin zeppelin 
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Table 2.3. Stimuli used in Experiments 3 and 4. 
 
Novel word Base word English 
translation 
Novel word Base word English 
translation 
amindel amandel almond lamboe bamboe bamboo 
ananak ananas pineapple lumifer lucifer matchstick 
baliaan baviaan baboon matral matras mattress 
birini bikini bikini meufel meubel furniture 
cadino casino casino minella mitella sling 
catera camera camera moeran moeras swamp 
dollijn dolfijn dolphin mulkaan vulkaan volcano 
drespel drempel doorstep olipant olifant elephant 
emiket etiket label pargum parfum perfume 
emster ekster magpie perdik perzik peach 
endelop envelop envelope ragijn ravijn ravine 
exaren examen exam riviet rivier river 
fengst hengst stallion romonde rotonde roundabout 
hamedis hagedis lizard sigaam sigaar cigar 
harlas harnas armour stelet skelet skeleton 
hirizon horizon horizon tachel kachel heater 
jeneker jenever gin tafijt tapijt carpet 
kompal kompas compass tokaat tomaat tomato 
kwaluw zwaluw swallow torkado tornado tornado 
lakine lawine avalanche tunsel tunnel tunnel 
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Abstract 
 
Novel words can be recalled immediately and after little exposure, but require a post-
learning consolidation period to show word-like behaviour such as lexical competition. 
This pattern is thought to reflect a qualitative shift from episodic to lexical 
representations. However, several studies have reported immediate effects of 
meaningful novel words on semantic processing, suggesting that integration of novel 
word meanings may not require consolidation. The current study synthesises and 
extends these findings by showing a dissociation between lexical and semantic effects on 
the electrophysiological (N400, LPC) response to novel words. The difference in N400 
amplitude between novel and existing words (a lexical effect) decreased significantly 
after a 24-hour consolidation period, providing novel support for the hypothesis that 
offline consolidation aids lexicalisation. In contrast, novel words preceded by 
semantically related primes elicited a more positive LPC response (a semantic-priming 
effect) both before and after consolidation, indicating that certain semantic effects can 
be observed even when words have not been fully lexicalised. We propose that novel 
meanings immediately start to contribute to semantic processing, but that the 
underlying neural processes may shift from strategic to more automatic with 
consolidation. 
 
 
 
 
 
 
 
 
 
 
 
 
Based on: 
Bakker, I., Takashima, A., van Hell, J. G., Janzen, G., & McQueen, J. M. (in press). Tracking 
lexical consolidation with ERPs: Lexical and semantic-priming effects on N400 and LPC 
responses to newly-learned words. Neuropsychologia.  
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3.1 Introduction 
 
The human brain is able to extract and store lexical information from unfamiliar input 
extremely rapidly (Coutanche & Thompson-Schill, 2014; Saffran, Newport, Aslin, Tunick 
& Barrueco, 1997). Several studies have shown that a single exposure to a new word in a 
meaningful context can be enough to evoke neural signatures of semantic integration 
and processing (Borovksy, Elman & Kutas, 2012; Borovsky, Kutas & Elman, 2010). But 
evidence also suggests that the formation of a new lexical representation is far from 
complete after the initial learning event. Like non-linguistic memories, novel words are 
thought to undergo a post-learning consolidation process during which hippocampal 
connections decay and neocortical connections are strengthened (Frankland & 
Bontempi, 2005; McClelland, McNaughton & O’Reilly, 1995). This shift towards 
neocortical storage underlies novel words’ integration into the mental lexicon, allowing 
newly formed representations to interact with existing information (Davis & Gaskell, 
2009). Thus, truly word-like behaviour only emerges after a sufficient consolidation 
period.  
Empirical support for this notion largely comes from paradigms designed to test 
the influence of novel words on the processing of existing words, under the assumption 
that interaction between words is a measure of novel words’ integration into the lexical 
network. For example, consolidation has been shown to enable novel words to enter 
into competition for selection with their existing phonological and orthographic 
neighbours during word recognition (e.g. Bakker, Takashima, Van Hell, Janzen & 
McQueen, 2014; Bowers, Davis & Hanley, 2005; Dumay & Gaskell, 2007; 2012; Gaskell & 
Dumay, 2003). Most of these studies have focused on the integration of novel word 
forms into the mental lexicon, and used novel word stimuli without semantic content. 
The present EEG study examined whether offline consolidation also affects the 
lexicalisation of meaningful novel words, or whether semantic processing during 
encoding suffices to establish stable, integrated semantic representations. 
 As a marker of lexical access we used the N400 component, a negative-going 
event-related potential (ERP) peaking around 400 ms after stimulus onset (Kutas & 
Hillyard, 1980) and believed to reflect largely automatic processes of lexical-semantic 
retrieval (for discussion see Kutas & Federmeier, 2011). The N400 is especially suitable 
as a measure of lexical and semantic integration, as its amplitude is modulated by 
various linguistic properties. Firstly, pseudowords elicit more negative responses than 
real words (Bentin, 1987), thus providing a test of the lexical status of a newly-acquired 
word. The present study tested whether consolidation influences these lexical effects in 
the N400 response to novel words. Secondly, the N400 response is reduced (i.e., more 
positive) when the stimulus can be predicted based on the preceding context, for 
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example a sentence or a semantically related prime word (Bentin, McCarthy & Wood, 
1985; Kutas & Hillyard, 1980). The emergence of similar priming effects on N400 
amplitude due to the combination of existing word primes and novel word targets would 
suggest semantic links between the two, that is, a degree of integration of novel words 
into the existing semantic network. Here, we examined whether semantic-priming 
effects on the N400 response to novel words change as a result of consolidation. 
Both the lexical effect and the semantic-priming effect have been shown to 
emerge relatively early in second language learning. For example, McLaughlin, 
Osterhout, and Kim (2004) presented learners of French with a set of French words and 
pseudowords in a primed lexical decision task. After only 14 hours of classroom 
instruction, subjects showed reduced N400 responses to real French words compared to 
pseudowords. This lexical N400 effect emerged despite chance-level behavioural 
performance, suggesting that ERP measures may reflect neural changes that are too 
subtle to be visible in behavioural measures such as reaction times or accuracy scores. 
In the second session, after 63 class hours, an additional semantic effect emerged: N400 
responses to semantically related prime-target pairs (e.g. ‘chien – CHAT’; ‘dog – CAT’) 
were reduced relative to unrelated pairs (‘maison – SOIF’; ‘home – thirst’). Similar N400 
priming effects in MEG data have been reported for novel words that were associated 
with pictures of existing objects through an implicit, multi-day statistical learning 
procedure (Dobel, Junghöfer, Breitenstein, Klauke, Knecht, Pantev, & Zwitserlood, 2010). 
These data suggest that both lexical and semantic N400 effects can be obtained in low-
proficiency learners, but leave open the question of exactly how much exposure and 
post-learning consolidation is necessary for these effects to emerge.  
 This issue has been addressed in several studies using artificial word-learning 
paradigms with minimal training and no training-test delay (Borovsky et al., 2010; 2012; 
Mestress-Missé, Rodriguez-Fornells, & Münte, 2007). In these studies, subjects inferred 
the meaning of a novel word from its sentence context. Even this rather implicit, 
restricted learning opportunity produced semantic N400 effects in priming tasks 
(Borovsky et al, 2012; Mestress-Missé et al., 2007) and during sentence processing 
(Borovsky et al., 2010), immediately after training. Similar priming effects were 
observed by Perfetti, Wlotko and Hart (2005) and Balass, Nelson and Perfetti (2010) 
when meanings were acquired through explicit studying of definitions. These data 
suggest that rapid semantic integration had taken place without consolidation, allowing 
novel words to influence activation levels of semantically associated existing words 
immediately after acquisition. 
It could be argued, however, that some or all of these rapid effects may have been 
driven by novel word representations that had not fully achieved lexical status 
(Tamminen & Gaskell, 2013). For instance, the target words in the related prime-target 
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pairs often occurred in the novel word’s definition (Perfetti et al., 2005) or were the 
direct translations of their novel word primes (Mestress-Missé et al., 2007). In such 
cases, priming may have arisen due to an episodic connection between the prime and 
target words. Given that relatively long SOA’s and visible primes were used, strategic 
priming processes relying on episodic retrieval rather than lexical activation may have 
been the main factor contributing to the observed N400 effects (Kiefer & Spitzer, 2000). 
A related argument was put forward by Batterink and Neville (2011), who found that 
meaningful novel word primes reduced N400 responses to semantically related existing 
targets in a task where both prime and target needed to be explicitly responded to. In 
contrast, when participants ignored the primes and made speeded lexical decisions to 
the target words, there was no significant N400 effect. The authors proposed that 
priming in the lexical decision task required automatic access to implicit semantic 
knowledge, which may only arise after consolidation.   
To address this question, Tamminen and Gaskell (2012) examined whether novel 
words could prime semantically (but not episodically) related existing words in a 
masked-priming paradigm before and after a consolidation period. When subjects were 
tested immediately after the training session, no behavioural priming effects emerged. 
In contrast, a small but significant reaction time benefit for related prime-target pairs 
was found when the training and test sessions were separated by a week. These findings 
suggest that automatic priming effects are affected by offline consolidation. However, 
the behavioural change between the immediate and delayed test sessions was minimal: 
although the priming effect did not reach significance in the immediate session, there 
was no significant interaction of prime-target relatedness and training-test interval. 
Furthermore, the possibility remains that the behavioural priming paradigm was not 
sensitive enough to register small semantic effects in the immediate test session, as 
suggested by the dissociation between behavioural and electrophysiological measures in 
McLaughlin et al. (2004).  
The present study therefore investigated whether lexical and/or semantic N400 
effects change with offline consolidation. Subjects memorised two sets of novel words 
paired with definitions, one set on each of two consecutive days. Following the second 
session, N400 responses to words from both sets were measured. Thus, within the same 
recording session, novel words that had undergone a 24-hour consolidation period 
could be directly compared to novel words that had been learned immediately before 
testing. The novel words served as targets that were preceded by either semantically 
related or unrelated existing word primes. This allowed us to measure both lexical 
(word versus pseudoword) and semantic (related versus unrelated prime) N400 effects 
in response to the novel words themselves rather than to their existing semantic 
associates. We predicted that novel words that had had an opportunity for offline 
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consolidation would show a more word-like (i.e., less negative) N400 response than 
words learned immediately before testing. In other words, consolidation was expected 
to decrease the lexical N400 effect for novel words. If this lexical effect goes hand-in-
hand with the integration of semantic representations for novel words, then N400 
amplitude for the consolidated words should also be modulated by the semantic 
relatedness of the prime words. Thus, the semantic-priming N400 effect would be 
expected to increase after consolidation.  
Though it has not received the same amount of attention with respect to semantic 
context effects as the N400, a later positive component (LPC) peaking around 600 ms is 
usually observed following the N400 response to word stimuli. While the N400 is at 
least in part driven by automatic processes (Kutas & Federmeier, 2011), the LPC has 
been linked to more controlled, explicit semantic access (Hoshino & Thierry, 2012; 
Juottonen, Revonsuo & Lang, 2006; Martin, Dering, Thomas & Thierry, 2009; Rohaut et 
al., 2015) and episodic memory retrieval (Rugg & Curran, 2007). Given that automatic 
access to fully lexicalised representations is presumably not necessary for strategic, 
overt priming effects to emerge, we may expect to see semantic-priming LPC effects for 
both consolidated and unconsolidated novel words. 
 
3.2 Methods 
 
3.2.1 Participants 
 
Twenty-two right-handed (as assessed by an abridged version of the Edinburgh 
Handedness Inventory; Oldfield, 1971) native speakers of Dutch (6 males), aged 18-28 
years (mean 21), participated in the experiment in return for course credit or monetary 
compensation. Participants had no history of neurological or language-related disorders, 
and reported having normal or corrected-to-normal vision and normal hearing.  
 
3.2.2 Materials 
 
Four lists of 20 novel words of 5-7 letters (mean 5.9) were created by substituting one 
letter of an existing Dutch word, for example ‘pamat’ from ‘patat’ (chips). The 
substituted letter was in the first position in 9 words, between second and penultimate 
position in 59 words, and in last position in 12 words. Lists were matched on word 
length and on the lexical frequency of the existing neighbour (0-175 tokens per million 
words, mean 23.8) according to the CELEX database (Baayen, Piepenbrock & Gulikers, 
1995).  
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Two lists of 20 definitions were created to provide the novel words’ meanings, in 
part based on Tamminen and Gaskell (2012). Each definition consisted of an existing 
object category paired with two distinguishing features, for example ‘A cat that has 
stripes and is bluish grey’, thus describing a novel subcategory. For each participant, two 
lists of novel words and both lists of definitions served as the to-be-learned material, 
one in each of two learning sessions. The pairing of words and definitions was 
randomised for each participant.  
Sixty existing Dutch words were divided across three lists of twenty words, 
matched on frequency (1-195 per million words, mean 33.6) and length (5-7 letters, 
mean 6). Each existing word was presented with a realistic definition (e.g. ‘lemon: a 
yellow, sour-tasting fruit’). Participants saw two of the three lists of existing words and 
definitions, one in each of the two learning sessions. 
 For the purpose of the semantic-priming task, two semantically related prime 
words per learned word were selected from a Dutch database of word associations (De 
Deyne & Storms, 2008) or, in case the prime word was unavailable in that database, 
from the Florida Free Association Norms (Nelson, McEvoy & Schreiber, 1998). The 
category name (e.g. ‘cat’) of the novel word definitions was used as the basis for 
selecting two associations (e.g. ‘dog’ and ‘tail’). We selected the two cues that most often 
elicited the stimulus word as a response, and met our criteria (no longer than 7 letters, 
consisting of a single lemma, well-known, not occurring in the definition of their target, 
not a synonym of the target). The average forward association strength was .17 for novel 
prime-target pairs and .14 for existing pairs. Primes were existing Dutch words of 3-7 
letters long (average 5) with CELEX frequencies between 1 and 882 per million (average 
44). Two semantically unrelated primes were created for each target by pseudo-
randomly reusing the related primes.  
 
3.2.3 Procedure 
 
The experiment consisted of two training sessions followed by a test phase (Figure 3.1). 
In both sessions, participants learned a set of novel and existing words paired with a 
definition. Following the training phase in the second session, EEG responses were 
recorded while participants performed a priming task on pairs of untrained existing 
word primes and trained novel or existing word targets. This design allowed us to 
directly compare, within a single recording session, lexical and semantic effects on novel 
words learned before and after a consolidation period. The existing words that were 
trained identically to the novel words provided a baseline against which to assess the 
lexical N400 effect, whilst keeping the level of recent exposure between novel and 
existing words constant. 
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 For the purpose of testing word-form integration, a behavioural lexical decision 
task on the existing orthographic neighbours (e.g. ‘patat’ for ‘pamat’) was administered 
after the EEG session (for details see Bakker, Takashima, Van Hell, Janzen, & McQueen, 
2015 (Chapter 4)).  
 
Training  
The training phase in the first session started with a round of 5-second visual 
presentations of each of the 20 novel and 20 existing words with their definitions. A 
series of four training tasks was then administered twice, in the following fixed order: 1) 
two-alternative-forced-choice (2AFC) word-definition matching, where definitions were 
the cues and words were the choices; 3 trials for each item; 2) 2AFC word-definition 
matching, where words were the cues and definitions were the choices; 3 trials for each 
item; 3) recall of words cued by definitions; and 4) recall of definitions cued by words. 
Thus, each word was presented 17 times in total. The order of items was randomised for 
each task. Participants gave their responses by pressing a key (in tasks 1 and 2) or 
typing on the keyboard (in tasks 3 and 4), after which the correct response was 
presented and remained on the screen for 3 seconds. There was no response time limit. 
Participants returned after 24 hours and received an identical training session with a 
different set of novel and existing words. Thus, at the time of testing on day 2, one set of 
words had been learned 24 hours previously (the remote condition) and another set had 
been learned immediately before test (the recent condition). 
 
 
 
Figure 3.1. Schematic overview of tasks. The bottom row gives an abbreviated example of a trial. 
Participants learned a set of novel and existing words in session 1 (remote), and a second set of novel and 
existing words 24 hours later in session 2 (recent). Tests on day 2 included both the recent and remote 
sets. 
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Memory tests 
Immediately after the training phase in the second session, an additional block of 
definition recall was presented without feedback, containing all words from both 
sessions. This block served both to assess memory and as a reactivation of the words in 
the remote condition in order to reduce any differences between conditions in 
perceptual processing of the words due to recency of exposure. At the end of the session, 
after the EEG recording, a block of 4AFC word-definition matching was administered. 
Since definition recall is relatively difficult especially for the remote condition, this 
easier task was included to confirm that learning of both sets had been successful and no 
excessive forgetting of the remote condition had occurred.  
 
EEG task 
The EEG session started after a short break and preparation of the recording, 
approximately one hour after completion of the second training session. It started with a 
task designed to measure oscillatory EEG responses, in which participants made 
natural/artefact decisions to all trained novel and existing words (for details see Bakker 
et al., 2015 (Chapter 4)).   
  The priming task included all novel and existing words learned 24 hours 
previously in session 1 (the remote condition) and those learned just before test in 
session 2 (the recent condition). Each novel and existing learned target word was 
presented four times; once with each of the two semantically related primes and once 
with each of the two unrelated primes (i.e., no prime-target pairs were repeated). 
Repetitions of the same targets were separated by at least 40 trials. A trial started with a 
600 ms fixation screen. The prime was presented for 250 ms, followed by a blank screen 
for 250 ms, and the target for 1000 ms. A response prompt then appeared and remained 
on the screen for 2000 ms or until a button was pressed. The participant was free to 
blink for a period of 1000 ms before the onset of the next trial. 
For each prime-target pair, the participants’ task was to decide whether the two 
words were semantically related or not by pressing one of two buttons. Semantic 
relatedness judgement has been shown to preserve priming effects better than lexical 
decision when stimuli are repeated (Renoult, Wang, Mortimer & Debruille, 2012), which 
was necessary here given the limited set of primes. Furthermore, this task has the 
advantage of avoiding the response ambiguity that is problematic in lexical decision 
tasks with novel words (i.e., is the correct response to a new word ‘yes’, because the 
participant has learned it, or ‘no’, because it is clearly not a word in their native 
language?).  
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3.2.4 EEG acquisition and preprocessing 
 
Continuous EEG was recorded from 58 electrodes spaced equidistantly on an Acticap 
systems cap, amplified with a BrainAmps DC amplifier (500 Hz sampling rate, 0.1-1000 
Hz cut-off), referenced online to the left mastoid. EOG was recorded from two electrodes 
placed at the temples and two placed above and below the left eye. Impedances were 
ʹͲȳǤ 
EEG preprocessing and analysis was done using the Fieldtrip toolbox 
(http://fieldtrip.fcdonders.nl/, Oostenveld, Fries, Maris, & Schoffelen, 2011). The signal 
was re-referenced offline to the averaged left and right mastoids and band-pass filtered 
at 0.1-30 Hz. Epochs of 100 ms before to 1000 ms after the onset of the target word 
were extracted. Trials containing muscle, eye-blink and other artefacts were removed 
manually (12%) and noisy channels were interpolated using the averaged signal of 
neighbouring channels. Trials on which no or an incorrect behavioural response was 
given were rejected. Only participants with at least 20 trials in each condition (average 
34 trials per condition) were considered for further analysis, which led to the rejection 
of two participants. ERPs were computed by averaging all remaining trials within each 
condition with a baseline of 100-0 ms before target onset. We analysed responses in a 
standard N400 time-window of 300-500 ms, and in a 500-700 ms window where LPC 
effects are typically observed.  
 
3.3 Results 
 
3.3.1 Behavioural results 
 
In the definition recall test following the training phase in session 2, participants 
remembered significantly more features from the definitions of the recent (89.4%) than 
of the remote words (51.5%; t(19)=10.987, p<.001). Recognition of words cued by their 
definitions in the 4AFC task at the end of session 2 was near ceiling for the remote as 
well as the recent condition (97.9% remote, 98.2% recent). Together, these results 
suggest that although some forgetting had taken place, novel words had been learned 
successfully and memory representations of most words were still retrievable after 24 
hours. 
Accuracy scores from the prime-target relatedness judgement task were analysed 
in a repeated-measures ANOVA with factors Lexicality (novel, existing), Day (recent, 
remote), and Relatedness (related, unrelated). Performance was better for existing 
words (97% ± 1 correct for remote, 96% ± 1 for recent items) than novel words 
(remote: 82% ± 2, recent: 86% ± 2) overall (F(1,19)=58.42, p<.001). Errors constituted 
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more misses than false alarms (F(1,19)=47.83, p<.001), but only for novel words (as 
shown by the interaction Lexicality x Relatedness: F(1,19)=55.99, p<.001).  No main 
effect of Day was observed, but an interaction of Lexicality and Day indicated higher 
accuracy in the recent condition than in the remote condition for novel words only 
(F(1,19)=7.15, p=.015). Thus, error rates suggested a small advantage for recently 
acquired novel words (Figure 3.2A). 
Reaction Time (RT) was measured from the response prompt, that is, from target 
offset. Errors and RTs more than 2 standard deviations from the mean were removed 
from analysis (14%). RTs were submitted to a repeated-measures ANOVA with factors 
Lexicality (novel, existing), Day (recent, remote) and Relatedness (related, unrelated). A 
main effect of Lexicality (F(1,19)=37.25, p<.001) reflected faster responses to existing 
targets (mean and SD in ms: 342 ± 14) compared to novel targets (404 ± 15). Responses 
to related prime-target pairs (359 ± 13) were faster than those to unrelated pairs (388 ± 
15), as indicated by a main effect of Relatedness (F(1,19)=16.96, p=.001). A main effect 
of Day indicated faster responses to remote (367 ± 14) than to recent items (381 ± 13) 
(F(1,19)=8.46, p=.009). The latter effect was driven by a 27 ms difference for novel 
words, against 0 ms for existing words (an interaction of Day x Lexicality: F(1,19)=8.26, 
p=.01). These results indicate that although memory performance was better for 
recently acquired novel words, successfully remembered remote novel words were 
responded to more rapidly (Figure 3.2B). 
 
 
 
Figure 3.2. Behavioural results in the priming task. Dark bars indicate related pairs, light bars indicate 
unrelated pairs. A: Percentage correct prime-target relatedness judgements. B: Reaction time (measured 
from target offset) to prime-target pairs of which the target was either a novel or existing word, learned in 
either the first (remote) or second (recent) session. 
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3.3.2 ERP results 
 
Amplitudes were averaged across an early time-window typical for N400 effects (300-
500 ms) and a later time-window corresponding to the LPC (500-700 ms). These values 
were submitted to an omnibus repeated-measures ANOVA with factors Lexicality (novel, 
existing), Day (recent, remote), Relatedness (related prime, unrelated prime), Laterality 
(left, midline, right), Anteriority (anterior, central, posterior), and Window (early, late) 
following conventional distributional analysis (Luck, 2005). Greenhouse-Geisser 
adjusted statistics are reported where assumptions of sphericity were violated. We first 
discuss effects and follow-up analyses involving the factor Lexicality only, and then turn 
to the analysis of priming effects (i.e., involving the factor Relatedness). 
 
Lexicality effects 
A main effect of Lexicality (F(1,19)=101, p<.001) indicated a difference in amplitude 
between novel and existing words, with novel words eliciting more negative deflections 
than existing words (Figure 3.3). This difference was largest over frontal and central 
medial electrodes (Lexicality x Hemisphere: F(2,38)=58.608, p<.001; Lexicality x 
Anteriority: F(1.4, 26.51)=18.297, p=.001; Lexicality x Hemisphere x Anteriority: 
F(4,76)=15.963, p<.001). Lexicality effects were more pronounced in the LPC time-
window (Lexicality x Window: (F(1,19)=7.675, p=.012). Crucially, lexicality effects were 
larger for recent than remote words, as indicated by an interaction of Lexicality x Day 
(F(1,19)=8.771, p=.008). 
To further specify the change in lexicality effects with consolidation, we 
performed ANOVAs with factors Day x Lexicality within the frontal and central midline 
ROIs that showed the largest overall effects, separately for each time window. Since the 
inclusion of the factor Relatedness may introduce a confound (because we also expect a 
larger amplitude reduction to the related prime-target pairs for the existing compared to 
the novel words), the following analyses were restricted to the unrelated trials.   
 
N400 lexicality effects 
In the N400 window, the frontal midline ROI did not exhibit main effects of Day, 
Lexicality, or an interaction. The central midline ROI showed no main effects but did 
reveal an interaction (F(1,19)=8.088, p=.01), suggesting that the lexical N400 effect 
indeed decreased with consolidation. Paired t-tests revealed that remote novel words 
elicited responses similar to existing words (t(19)=.811, p=.427) whereas the N400 to 
recent novel words was significantly more negative than to existing words (t(19)=2.463, 
p=.024). A direct comparison of remote versus recent words furthermore confirmed the 
consolidation effect: a decrease in N400 for remote relative to recent novel words 
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(t(19)=2.86, p=.01), which, as expected, was not observed for existing words 
(t(19)=.598, p=.557).  
Each target was presented with two different unrelated and related primes. To 
investigate potential effects of target repetition on the N400, we repeated the ANOVA on 
the central midline ROI with Repetition as an additional factor. This revealed a main 
effect of Repetition (F(1,19)=6.562, p=.019), reflecting more positive responses to the 
second trial, but Repetition did not interact with any other factor. Furthermore, the 
significance levels of the paired t-tests comparing remote novel versus existing, recent 
novel versus existing, and remote versus recent novel words remained identical when 
taking only the first repetition of each trial into account.     
 
LPC lexicality effects  
In the LPC window, the frontal midline ROI exhibited main effects of both Lexicality 
(F(1,19)=27.711, p<.001) and Day (F(1,19)=5.005, p=.037) but no interaction 
(F(1,19)=1.182, p=.29). In the central midline ROI, we observed a main effect of 
Lexicality (F(1,19)=14.056, p=.001), no main effect of Day (F(1,19)=2.874, p=.106), and a 
marginally significant interaction (F(1,19)=3.785, p=.067), reflecting a similar pattern as 
in the earlier time-window with lexicality effects being smaller for remote words. Paired 
t-tests showed that although both remote and recent words elicited more negative LPC 
responses than existing words (remote: t(19)=2.35, p=.035; recent: t(19)=3.888, 
p=.001), responses to remote novel words were more positive than those to recent 
words (t(19)=2.148, p=.045). Existing words again did not exhibit this consolidation 
effect (t(19)=.369, p=.716).  
Adding Repetition as a factor to the central midline ROI again produced a main 
effect of Repetition (F(1,19)=6.037, p=.024), but no interactions. The significance level of 
the paired t-tests did not change when repeating the analysis on the first-occurrence 
trials only, except for the comparison of novel and existing remote words which no 
longer reached significance (t(19)=1.216, p=.239).  
 
Summary of lexicality effects 
In sum, N400 responses to novel words over centro-parietal channels became more 
word-like after a 24-hour consolidation period. The frontal LPC component exhibited 
lexicality effects that were not affected by consolidation, whereas the difference 
between novel and existing words was reduced in the central ROI. Remote novel words 
nonetheless still elicited more negative LPC responses than existing words, suggesting 
that the lexicalisation process had been set in motion but was not complete after 24 
hours.  
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Figure 3.3. Lexicality effects. A: Time-course of evoked responses to novel and existing target words of 
unrelated pairs, averaged across midline central channels (indicated with black dots in panel B). Negative 
is plotted down. B: Topography of the lexicality effect in the recent condition (novel recent – existing 
recent) and the remote condition (novel remote – existing remote), averaged across each time window. 
 
 
Priming effects 
The omnibus ANOVA furthermore yielded a main effect of Relatedness (F(1,19)=25.332, 
p<.001), confirming the expected reduction in N400 amplitude to targets following a 
related versus an unrelated prime (Figure 3.4). This priming effect was larger for 
existing words than for novel words (Relatedness x Lexicality: F(1,19)=6.81, p=.017). A 
three-way interaction of Relatedness x Hemisphere x Anteriority reflected a typical 
N400 distribution that was maximal over central midline electrodes (F(2.52, 
47.95)=7.561, p=.001). Priming effects for existing words were largest in the N400 
window, whereas the priming effect for novel words reached its maximum in the LPC 
window (as shown by the interaction Relatedness x Lexicality x Window: 
F(1,19)=14.302, p=.001).  
An interaction of Relatedness x Day x Anteriority (F(1.37, 26.09)=11.047, p=.001) 
reflected a pattern of larger priming effects for the recent condition in the frontal ROIs, 
and larger effects in the remote condition over central and posterior channels. While 
this anterior-posterior shift appeared to be stronger for novel words (see Figure 3.4B), 
no interactions involving Lexicality, Relatedness and Anteriority reached significance. 
 
N400 priming effects 
To follow up these interactions, we conducted Day x Relatedness ANOVAs for novel and 
existing words, separately for each time-window and each midline ROI. For novel words 
in the N400 window, we observed main effects of Day in the frontal (F(1,19)=4.834, 
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p=.04), central (F(1,19)=14.053, p=.001), and posterior ROIs (F(1,19)=18.951, p<.001). 
Main effects of Relatedness were not significant, although there was a trend in the 
central ROI (F(1,19)=3.027, p=.098). Second-occurrence trials elicited more positive 
responses overall in the central and posterior ROIs (central: F(1,19)=2.252, p=.034; 
posterior: F(1,19)=8.134, p=.01), but Repetition did not interact with any other factor. 
Existing words exhibited main effects of Relatedness in the N400 window in all 
midline ROIs (frontal: F(1,19)=39.225, p<.001; central: F(1,19)=62.165, p<.001; 
posterior: F(1,19)=47.385, p<.001). There were no main effects of Day, but in the 
posterior ROI we did observe an interaction (F(1,19)=7.993, p=.011) reflecting larger 
priming effects in the remote condition. Paired t-tests showed that priming effects were 
nonetheless significant in both conditions (remote: t(19)=7.342, p<.001; recent: 
t(19)=5.152, p<.001). There were no main effects of or interactions with Repetition. 
 
LPC priming effects 
For novel words in the LPC window, the frontal ROI showed a trend towards a main 
effect of Day (F(1,19)=3.165, p=.091) and a marginal effect of Relatedness 
(F(1,19)=4.087, p=.058). Both main effects were significant in the central ROI (Day: 
F(1,19)=8.907, p=.008; Relatedness: F(1,19)=10.562, p=.004), and in the posterior ROI 
(Day: F(1,19)=15.485, p=.001; Relatedness: F(1,19)=7.116, p=.015), but the interactions 
did not reach significance. There were no main effects or interactions with Repetition.   
In line with the interaction of Relatedness x Day x Anteriority in the omnibus 
ANOVA, paired t-tests showed priming effects for the recent condition (t(19)=2.253, 
p=.036) but not the remote condition (t(19)=1.045, p=.309) in the frontal ROI. Both 
conditions were significant in the central ROI (remote: t(19)=2.587, p=.018; recent: 
t(19)=2.69, p=.014). In the posterior ROI the remote condition reached significance 
(t(19)=2.748, p=.013), but the recent condition did not (t(19)=1.489, p=.153). This 
suggests that priming effects were supported more by posterior regions in the remote 
condition and by frontal regions in the recent condition. 
For existing words in the LPC window, main effects of Relatedness were seen in 
the frontal (F(1,19)=4.695, p=.043), central (F(1,19)=12.613, p=.002) and posterior 
(F(1,19)=5.131, p=.035) ROIs. A hint of an interaction reflecting larger priming effects in 
the recent condition was visible in the frontal ROI (F(1,19)=3.179, p=.091). Paired t-tests 
showed significant priming in the recent condition (t(19)=2.695, p=.014) but not the 
remote condition (t(19)=1.332, p=.199). The posterior ROI in contrast exhibited a trend 
towards increased priming in the remote condition (F(1,19)=3.48, p=.078). Here, t-tests 
revealed significant priming in the remote condition (t(19)=2.782, p=.012) but not the 
recent condition (t(19)=1.294, p=.211). There were no main effects or interactions with 
Repetition. 
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Figure 3.4. Semantic priming effects. A: Time-course of evoked responses to target words preceded by 
either a semantically related or unrelated existing prime, for novel words (left) and existing words (right). 
Responses are averaged across the frontal ROI (first row), central ROI (second row), and posterior ROI 
(third row). Negative is plotted down. B: Topography of the priming effect (unrelated - related) in the LPC 
window. 
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Summary of priming effects 
Existing words elicited both reduced N400 and LPC responses when preceded by 
semantically related existing word primes, whilst the priming effect for novel words was 
only reliable in the later LPC window. The interval between acquisition and test of novel 
words did not affect the magnitude of this effect. We observed a shift towards more 
posterior effects in the remote condition, but this pattern was also visible for existing 
words. 
 
3.4 Discussion 
 
The present study examined whether offline consolidation affects the lexical and 
semantic integration of meaningful novel words. We hypothesised that if consolidation 
entails a fundamental change in the nature of novel word representations, neural 
responses to those items should exhibit more word-like patterns after a consolidation 
period of 24 hours. Novel words initially exhibited a lexical N400/LPC effect: recently 
learned novel words elicited overall larger negative deflections than existing words. 
Offline consolidation diminished this effect in the N400 window, with remotely learned 
novel words no longer eliciting significantly different responses from existing words 
over centro-parietal channels. Recently learned novel words thus behaved like 
pseudowords, whereas consolidated novel words resembled existing words in 
behaviour. Although the centro-parietal LPC response to novel words likewise became 
more positive after consolidation, it remained reduced relative to existing words, 
indicating that lexicalisation was not yet complete after 24 hours. This pattern of results 
suggests that novel word representations and the processes controlling their retrieval 
indeed became more lexical in nature, consistent with the notion that offline 
consolidation promotes the gradual integration of novel words into the mental lexicon. 
According to the standard model of consolidation, the various components of an 
event, such as the visual presentation of a word, are rapidly processed in the neocortex 
and bound into a coherent episode by the hippocampal system (Alvarez & Squire, 1994). 
During offline consolidation, especially during sleep (Stickgold & Walker, 2005), 
synchronised reactivation of the neocortical memory components gradually strengthens 
cortico-cortical connections between these new components and existing memory 
traces (Frankland & Bontempi, 2005; Marr, 1970; Squire & Alvarez, 1995). 
Hippocampal-neocortical connections in contrast decay over time, until eventually the 
memory is stored entirely neocortically and its retrieval no longer involves the 
hippocampus (Frankland & Bontempi, 2005). In humans, this representational shift over 
time can be clearly observed in terms of relative activation levels during retrieval in the 
hippocampus and neocortical memory-related areas such as the medial prefrontal 
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cortex (Smith & Squire, 2009; Takashima et al., 2006).  
Recent evidence suggests that it is this consolidation mechanism, in particular the 
emergence of strong cortico-cortical connections between new and old representations, 
that underlies the lexicalisation of novel words. For example, in an fMRI study 
(Takashima, Bakker, Van Hell, Janzen & McQueen, 2014) we investigated functional 
connectivity while subjects listened to words they had learned 24 hours previously. The 
magnitude of lexical competition effects between novel words and their phonological 
neighbours correlated with the strength of connectivity between the auditory cortex and 
the left posterior middle temporal gyrus (pMTG), an area known to be involved in lexical 
retrieval. Rather than storing information locally, the pMTG is thought to represent 
mappings between widely distributed memory traces representing the orthographic, 
phonological, semantic and syntactic properties of words (Gow, 2012; Hickock & 
Poeppel, 2007; Lau, Philips & Poeppel, 2008). The neural basis of lexicalisation may thus 
be a language-specific instance of the general mechanism by which neocortical areas 
take over the binding function of the hippocampus, with the pMTG in particular serving 
as a lexical hub that maps form onto meaning. 
Source localisation of the N400 and its magnetic counterpart has implicated the 
left pMTG as a main generator of the ERP/ERF, suggesting that the N400 reflects the 
activation of such lexical representations (for review, see Lau et al., 2008). In support of 
this view, fMRI studies have consistently revealed priming effects in the pMTG (Lau et 
al., 2008). Though the present sensor-level data cannot speak directly to the source of 
the observed lexicality effects, the finding that responses to novel words in the N400 
window became increasingly positive over time fits well with the hypothesis that offline 
consolidation enables the formation of neocortical lexical representations in the pMTG. 
When a recently learned novel word is perceived, the hippocampus serves to activate 
associated memory traces representing its meaning, phonology, and possibly episodic 
details such as the context in which it was learned. In contrast, a word learned before a 
consolidation period may rely relatively more on the pMTG to activate its distributed 
semantic content and other information. Future studies employing high-density EEG or 
MEG would be instrumental in confirming this putative role of the pMTG in the 
generation of N400 responses to novel words. 
The LPC, in contrast to the N400, has been claimed to reflect primarily controlled, 
non-automatic processes of semantic retrieval (Hoshino & Thierry, 2012; Juottonen et 
al., 2006; Martin et al.; Rohaut et al., 2015). Hoshino and Thierry (2012) and Martin et al. 
(2009) found that word meanings in the non-attended language of bilinguals modulated 
N400 but not LPC responses, whilst the attended language elicited priming effects in 
both windows. They conclude that the LPC reflects conscious semantic access and 
evaluation, which does not occur in the non-attended language. This interpretation is 
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supported by the recent finding of Rohaut et al. (2015) that whereas N400 responses 
were present in both minimally conscious and vegetative-state patients, LPC 
modulations were only observable in the minimally conscious group. Given that the 
semantic representations of our novel words were clearly weaker than those of existing 
words, the persistent lexicality effect on the LPC therefore presumably indicates a 
failure to explicitly retrieve all novel word meanings. Additionally, the more positive LPC 
for existing words may reflect retrieval of a richer set of semantic features as compared 
to the restricted content of novel words, which consisted only of the information 
contained in their short definitions.   
A semantic-priming N400/LPC effect, a reduction in amplitude of the response to 
words that are preceded by a semantically related prime, was observed both before and 
after the consolidation period. Both windows showed qualitatively similar patterns, but 
in the window-specific analyses only the LPC effects were reliable. Given that the 
recently learned novel words elicited a clear lexicality effect, this indicates that the 
semantic effect does not rely on fully lexicalised representations. A possible explanation 
is that the overt prime presentation and medium-length SOA in both studies allowed 
episodic memory traces of novel words to be activated by a strategic, controlled 
retrieval process. For example, the subject may be able to make a deliberate prediction 
of what the target word could be or at least of what it might mean, based on the meaning 
of the prime. This scenario would explain why priming effects in the current study 
emerged mainly in the LPC window, which has been implicated in explicit semantic 
retrieval (Hoshino & Thierry, 2012; Juottonen, et al., 2006; Martin et al., 2009; Rohaut et 
al., 2015). A controlled priming process could take place regardless of which memory 
system – episodic or lexical – currently binds the relevant memory traces. It is possible 
that the N400 priming effects that have been observed immediately after little training 
(Borovsky et al, 2010; 2012; Mestress-Missé et al., 2007; Perfetti et al., 2005) could at 
least in part be explained by explicit semantic retrieval of non-lexicalised 
representations. The data of Batterink and Neville (2011) support this interpretation, 
since their data revealed that the same novel word representations that were not 
automatically accessed in the implicit lexical decision task could be retrieved in an 
explicit recognition task. As well as the possible contribution of strategic factors to the 
N400 itself (Kiefer & Spitzer, 2000), these effects may reflect the influence of a partially 
overlapping LPC on N400 amplitude (Hill, Strube, Roesch-Ely & Weisbrod, 2002). Future 
studies aimed at minimising strategic factors are clearly needed to assess the relative 
contributions of automatic and controlled processes to these effects. 
If the contribution of the pMTG in the binding of a recently learned word is still 
relatively minimal, we may however expect a difference in the relative contribution of 
areas that generate the N400/LPC even when priming effects on the ERP amplitude are 
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visible for both consolidated and unconsolidated words. For instance, the inferior frontal 
gyrus (IFG) has been reported to show priming effects in fMRI at long, but not short 
SOA’s (Lau et al., 2008). This suggests that the IFG is involved in strategic priming 
processes, which are thought to dominate at longer SOA’s (Neely, 1991). Interestingly, 
the semantic LPC effect in our recent condition appeared to have a more frontal 
distribution than in the remote condition: priming effects in the frontal ROI were 
significant for the recent condition only, and in the posterior ROI for the remote 
condition only. Though these scalp level data do not permit direct conclusions about the 
generators of the signals, this pattern is consistent with two previous findings 
suggesting that distributional differences reflect distinct underlying mechanisms. 
Firstly, the anterior-posterior shift is in line with a previously reported similar 
distributional difference in N400 priming effects for novel and existing words. Using 
current source density mapping, Mestress-Missé et al. (2007) showed that a temporal 
source most likely contributed to N400 priming effects elicited by existing word primes, 
whereas the effects from novel words were estimated to originate in frontal regions. As 
argued by these authors, priming effects between existing words can rely on strong, 
stable links that enable automatic spreading activation, while novel word processing 
involves more cognitive control. The same distinction applies to our recent and remote 
novel words: due to increased neocortical integration after consolidation, priming 
effects in the remote condition are likely to be influenced to a larger extent by automatic 
processes than those in the recent condition.  
Secondly, topographical differences in the LPC window have been linked to 
episodic memory retrieval (Johnson, Minton & Rugg, 2008; Peters & Daum, 2009; Yick & 
Wilding, 2008). For instance, Peters and Daum (2009) studied LPC responses during 
retrieval of (known) words that had been paired with either a sound, a picture of a 
scene, or a picture of a face. Posterior LPC responses were more positive for items that 
were correctly remembered, regardless of their associated information. However, 
frontal LPC responses additionally distinguished between the three types of source 
memory, both in amplitude and lateralisation. The authors propose that the frontal LPC 
indexes episodic memory retrieval, whereas the parietal response reflects more general 
retrieval. Our observation of frontal priming effects for recent words thus fits well with 
the idea that these representations are more episodic in nature than those in the remote 
condition, and may drive strategic but not fully automatic priming. The fact that existing 
words also exhibited this frontal shift furthermore suggests that the relative 
contribution of automatic and strategic processes is dynamic and can be influenced by 
recent exposure, even when stable lexical links are available. An important aim for 
future work therefore is to determine the point in the lexicalisation trajectory at which 
automatic activation surpasses strategic factors in contributing to the priming effect. 
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In conclusion, the present study showed that N400/LPC responses to novel 
words become more word-like after a 24-hour consolidation period. This is consistent 
with the idea that underlying the lexicalisation of novel words is a shift from the 
hippocampus to neocortical areas (presumably the left pMTG in particular; Lau et al., 
2008) in coding the mapping between word form and meaning. In addition, however, 
controlled retrieval processes, possibly supported by the IFG, appear to enable semantic 
priming even when words are not fully lexicalised. The current data thus suggest that 
whilst a qualitative change in lexical representation takes place during consolidation, 
the contribution of novel word meanings to semantic processing is a gradual process 
with multiple neural substrates. 
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Abstract 
 
The Complementary Learning Systems account of word learning states that novel words, 
like other types of memories, undergo an offline consolidation process during which 
they are gradually integrated into the neocortical memory network. A fundamental 
change in the neural representation of a novel word should therefore occur in the hours 
after learning. The present EEG study tested this hypothesis by investigating whether 
novel words learned before a 24-hour consolidation period elicited more word-like 
oscillatory responses than novel words learned immediately before testing. In line with 
previous studies indicating that theta synchronisation reflects lexical access, unfamiliar 
novel words elicited lower power in the theta band (4-8 Hz) than existing words. 
Recently learned words still showed a marginally lower theta increase than existing 
words, but theta responses to novel words that had been acquired 24 hours earlier were 
indistinguishable from responses to existing words. Consistent with evidence that beta 
desynchronisation (16-21 Hz) is related to lexical-semantic processing, we found that 
both unfamiliar and recently learned novel words elicited less beta desynchronisation 
than existing words. In contrast, no difference was found between novel words learned 
24 hours earlier and existing words. These data therefore suggest that an offline 
consolidation period enables novel words to acquire lexically integrated, word-like 
neural representations. 
 
 
 
 
 
 
 
 
 
 
 
Based on: 
Bakker, I., Takashima, A., Van Hell, J. G., Janzen, G., & McQueen, J. M. (2015). Changes in 
theta and beta oscillations as signatures of novel word consolidation. Journal of Cognitive 
Neuroscience, 27(7), 1286-1297. 
 
I would like to thank Doug Davidson, Thomas Marshall and Vitória Piai for their advice 
on design and analysis. 
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4.1 Introduction 
 
A growing body of evidence suggests that the process of acquiring a novel word is 
not necessarily complete at the end of a learning task. It has been proposed that 
‘lexicalisation’, the integration of a new item into the existing mental lexicon, is a process 
that largely takes place during the hours and days after initial memory formation (Davis 
& Gaskell, 2009; Gaskell & Dumay, 2003). The current study was designed to test the 
hypothesis that offline consolidation during the 24 hours following encoding produces a 
fundamental change in the neural representation of novel words. Specifically, we 
investigated whether oscillatory electrophysiological responses to novel words showed 
more word-like patterns after an offline consolidation period.   
According to the Complementary Learning Systems Account (McClelland, 
McNaughton, & O’Reilly, 1995), novel (word) memories are rapidly encoded by the 
hippocampal system and initially stored in an episodic, non-integrated fashion. A slower, 
neocortical learning process is hypothesised to take place following learning, during 
which novel information is gradually integrated into existing memory networks. This 
slow interleaving of old and new information circumvents the problem of catastrophic 
interference: the loss of existing knowledge due to sudden introduction of novel 
connections in the network (McClosky & Cohen, 1989). In the context of word learning, 
integration of the novel memory involves the formation of connections between the 
novel word and orthographically, phonologically or semantically related existing words. 
Thus, the theory predicts that novel words should begin to interact with existing words 
after an offline consolidation period, during which lexical connections have been 
established (Davis & Gaskell, 2009; Gaskell & Dumay, 2003). 
Empirical support for this hypothesis comes mainly from a series of studies that 
investigated lexical competition between novel words and their orthographic or 
phonological neighbours, a process that is thought to require lexical links between 
competitors. Lexical competition has been shown to emerge only after a consolidation 
period of several hours to days (e.g. Bowers, Davis, & Hanley, 2005; Dumay & Gaskell, 
2007; 2012; Gaskell & Dumay, 2003; Takashima, Bakker, Van Hell, Janzen, & McQueen, 
2014; Tamminen & Gaskell, 2008; Tamminen, Payne, Stickgold, Wamsley, & Gaskell, 
2010). These effects are not limited to the modality in which novel words were required, 
which makes it highly unlikely that they are driven by purely episodic memory (Bakker, 
Takashima, Van Hell, Janzen, & McQueen, 2014; Szmalec, Page, & Duyck, 2012). 
Furthermore, semantic priming and interference effects between novel and existing 
words have been shown to increase after a consolidation interval (Clay, Bowers, Davis, & 
Hanley, 2007; Tamminen & Gaskell, 2013), suggesting that semantic integration is 
similarly affected by offline consolidation. 
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To shed more light on the neural basis of these behavioural patterns, the current 
study employed time-frequency analysis of EEG data acquired during retrieval of trained 
novel words to investigate the development of novel word memories over the course of 
consolidation. Oscillatory power increase as measured by scalp-level EEG reflects the 
synchronised firing of a population of neurons, a phenomenon which is thought to 
underlie the formation and activation of cell assemblies representing individual memory 
traces (Hebb, 1949). Indeed, oscillations have been found to be sensitive to various 
types of episodic and semantic memory processes (for reviews see Düzel, Penny & 
Burgess, 2010; Hanslmayr, Staudigl & Fellner, 2012; Klimesch, 1999; Nyhus & Curran, 
2010). This sensitivity extends to language processing (for a review see Bastiaansen & 
Hagoort, 2006), thus providing a particularly useful window into neural processes at the 
intersection of language and memory such as those related to word learning. Oscillatory 
patterns with distinct temporal and spatial features have been shown to be sensitive to 
various lexical manipulations, including the distinction between real words and 
pseudowords. Such lexicality effects have been observed in the theta (4-7 Hz), alpha (8-
12 Hz), beta (13-30 Hz) and gamma (30-100 Hz) frequency bands.  
Power increase in the theta band (4-7 Hz) relative to a pre-stimulus baseline has 
been proposed to arise from resonating activity within hippocampal-neocortical loops 
(Buzsáki, 1989; Klimesch, 1999; Miller, 1991), and is thought to play a crucial role in 
memory formation. Rhythmic firing of hippocampal cells which are connected to 
multiple neocortical sites can cause synchronisation of these potentially widely 
distributed cell populations across the cortex. Thus, hippocampus-driven 
synchronisation enables the formation of Hebbian cell assemblies across large distances, 
binding together multiple representations into a single memory trace. In support of this 
theory, theta synchronisation has been shown to be associated with memory encoding 
and retrieval. For example, theta power during encoding is usually higher in response to 
subsequently recalled items, and to correctly recognised old items compared to new 
items during retrieval (for reviews see Bastiaansen & Hagoort, 2003; Düzel et al., 2010; 
Hanslmayr & Staudigl, 2014; Nyhus & Curran, 2010).  
In line with the involvement of theta synchronisation in retrieval of long-term 
memory traces, theta power increases have also been linked specifically to lexical-
semantic access. For example, pseudowords have repeatedly been found to elicit lower 
theta power than real words (Krause et al., 2006). This difference was largest in the left 
inferior prefrontal and temporal cortex, known to be involved in lexical storage 
(Marinkovic, Rosen, Cox, & Kovacevic, 2012). A larger power increase in left-temporal 
theta was furthermore observed when participants read semantically rich open-class 
words (nouns, verbs and adjectives) versus words with less semantic content such as 
determiners and prepositions (Bastiaansen, Van der Linden, Ter Keurs, Dijkstra, & 
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Hagoort, 2005). Interestingly, theta responses have been found to show different 
topographies for words with meanings related to visual versus auditory properties 
(Bastiaansen, Oostenveld, Jensen, & Hagoort, 2008). This suggests that theta 
synchronisation reflects not only episodic memory retrieval, but also plays a role in the 
activation of lexical-semantic representations.    
Within memory paradigms, the alpha and beta bands have most often been 
linked to power decreases from baseline, presumably reflecting the desynchronisation of 
local cell assemblies (for a review see Hanslmayr et al., 2012). During language 
comprehension, a decrease in alpha power relative to a pre-stimulus baseline is 
generally seen at posterior sites (Bastiaansen, Van Berkum, & Hagoort, 2002; 
Bastiaansen et al., 2005; Klimesch et al., 2001; Krause et al., 2006; Mellem, Bastiaansen, 
Pilgrim, Medvedev, & Friedman, 2012; Shahin, Picton, & Miller, 2009; Tavabi, Embick, & 
Roberts, 2011) and over left occipito-temporal and central areas in the beta band 
(Bastiaansen et al., 2005; Krause et al., 2006). Alpha and beta decreases are often 
interpreted as reflecting visual processing, attention, and memory/task demands (e.g., 
Bastiaansen & Hagoort, 2006; Klimesch et al., 2001; Shahin et al., 2009). Both bands 
have however been found to be sensitive to sensory and semantic features of memory 
traces, suggesting that they may play a specific role in memory retrieval as well as 
reflecting more general cognitive processes (Hanslmayr et al., 2012). 
Gamma oscillations are difficult to observe in scalp-level EEG due to their small 
amplitude, and are therefore less often reported in studies investigating lexical 
processing. Nonetheless, there is strong evidence that they are associated with lexical 
activation. Larger left-hemispheric power in the gamma band in response to words than 
to pseudowords has been observed in EEG as well as MEG recordings (Krause, 
Korpilahti, Pörn, Jäntti, & Lang, 1998; Lutzenberger, Pulvermüller, & Birnbaumer, 1994; 
Pulvermüller et al., 1996). Gamma responses furthermore exhibit a distinct topography 
for nouns versus verbs, which has been claimed to reflect the somatotopic organisation 
of semantic representations (Pulvermüller, Lutzenberger, & Preissl, 1999). An 
intracranial EEG study comparing words, pseudowords and consonant strings found 
that gamma effects in the fusiform gyrus and IFG distinguished mostly between 
pronounceable and unpronounceable stimuli, indicating an involvement of gamma in 
pre-lexical graphemic and phonological processing. However, a power increase specific 
to semantic processing of words was also observed, peaking around 400 ms in the pars 
opercularis (Mainy et al., 2008). Gamma synchronisation thus appears to be involved in 
the activation of local lexical-semantic networks. 
 In sum, previous findings suggest that a left-lateralised fronto-temporal power 
increase from baseline in the theta and gamma bands, a posterior decrease in the alpha 
band, and a central or left-lateralised decrease in the beta band constitute the oscillatory 
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signatures of lexical-semantic processing. In the current study, we exploited this pattern 
to test the hypothesis that offline consolidation facilitates integration of novel words 
into the neocortical lexical network, leading to a gradually more word-like response 
over the course of consolidation. To this end we compared novel words to existing 
words at three stages of lexicalisation: untrained words, words learned immediately 
before testing, and words learned 24 hours previously.  
Comparing the two extreme sides of the scale, untrained novel words versus 
untrained existing words, we can expect to see the clearest difference in oscillatory 
patterns. Specifically, we predicted that untrained novel words would elicit a smaller 
increase in theta and gamma power, and a smaller decrease in alpha and beta power 
than untrained existing words. At the next stage, immediately after learning, novel 
words may start to exhibit some word-like characteristics in their oscillatory response. 
If consolidation however indeed changes the nature of a novel word’s memory 
representation, we should observe an even larger decrease in the difference between 
novel words and existing words when they are retrieved after a 24-hour interval. If 
lexicalisation is complete, then the differences predicted between untrained novel 
words and existing words may be entirely absent after this one-day interval.  
Novel words learned before the 24-hour consolidation period would also be 
expected to show behavioural effects of lexicalisation, unlike novel words trained 
immediately before test. We therefore investigated whether trained novel words were 
able to influence recognition of their existing orthographic neighbours in a lexical 
decision task. Competition between novel and existing words, as indicated by slower 
reaction times to existing words with newly learned neighbours, would suggest 
integration of the novel words into the existing mental lexicon. 
 
4.2 Methods 
  
4.2.1 Participants 
 
Twenty-two native Dutch-speaking participants (6 males), aged 18-28 years (mean 21), 
gave written informed consent to participate in the experiment. Participants reported 
no history of neurological or language-related disorders and had normal or corrected-
to-normal vision and hearing. All participants were right-handed as assessed by an 
abridged version of the Edinburgh Handedness Inventory (Oldfield, 1971). They 
received course credit or were paid for their participation.  
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4.2.2 Materials 
 
Four lists of 20 novel words of 5-7 letters (mean 5.9) were created by substituting one 
letter of an existing Dutch word, for example ‘pamat’ from ‘patat’ (chips). The 
substituted letter was in the first position in 9 words, between second and penultimate 
position in 59 words, and in last position in 12 words. Lists were matched on word 
length and on the frequency of occurrence of the existing neighbour (0-175 per million, 
mean 23.8) according to the CELEX database (Baayen, Piepenbrock, & Gulikers, 1995).  
Two lists of 20 definitions were created to provide the novel words’ meanings, in 
part based on Tamminen and Gaskell (2013). Each definition consisted of an object 
category paired with two distinguishing features, for example ‘A cat that has stripes and 
is bluish grey’. For each participant, two lists of novel words and both lists of definitions 
served as the to-be-learned material, one in each of two learning sessions. The pairing of 
words and definitions was randomised for each participant.  
Sixty existing Dutch words were divided in three lists of twenty words, matched 
on frequency (1-195, mean 33.6) and length (5-7 letters, mean 6). Each existing word 
was presented with a realistic definition (e.g. ‘lemon: a yellow, sour-tasting fruit’). 
Participants saw two of the three lists of existing words and definitions, one in each of 
the two learning sessions. 
 
4.2.3 Design and procedure 
 
The experiment consisted of two training sessions followed by a test phase (Figure 4.1). 
In both sessions, participants learned a set of novel and existing words paired with a 
definition. Approximately one hour after completion of the second training session, EEG 
responses were recorded while participants read the trained novel and existing words 
from both sessions, as well as untrained novel and existing words. This design thus 
allowed us to compare novel and existing words at each of the three stages of 
lexicalisation: untrained, learned but unconsolidated, and consolidated. The inclusion of 
existing words in both training sessions created a situation in which novel and existing 
words at each lexicalisation stage were equated as much as possible with respect to 
recent exposure and episodic memory status. The trained existing words therefore 
provided an unbiased ‘baseline’ against which the lexical status of the novel words could 
be assessed. In a second EEG task participants saw existing Dutch words primed by 
either semantically related or unrelated learned novel words. Data from this task are 
reported elsewhere (Bakker, Takashima, Van Hell, Janzen, & McQueen, in press (Chapter 
3)). After the EEG session, participants performed a lexical decision task on the 
 existing orthographic neighbours of the learned novel words, which served to measure 
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the behavioural consequences of consolidation.  
 
Training and memory tests 
The training phase started with an initial round of 5-second visual presentations of each 
of the 20 novel and 20 existing words with their definitions. Four training tasks 
followed, in fixed order: 1) two-alternative-forced-choice (2AFC) word-definition 
matching where definitions were the cues and words were the choices, 3 trials for each 
item; 2) 2AFC word-definition matching where words were the cues and definitions 
were the choices, 3 trials for each item; 3) recall of words cued by definitions; and 4) 
recall of definitions cued by words. There was no response time limit. Participants gave 
their responses by pressing a key or typing on the keyboard, after which the correct 
response remained on the screen for 3 seconds. Item order was randomised within each 
task. This series of training tasks was repeated once more, giving 17 exposures per word 
in total. The training procedure was identical in sessions 1 and 2. The assignment of 
word lists to conditions (untrained, recent and remote) was counterbalanced across 
participants. 
Immediately after the training phase in the second session an additional block of 
definition recall was presented without feedback, containing all words from both 
sessions. This block served both to assess memory, and as a reactivation of the remote 
condition in order to reduce any differences in perceptual processing between 
conditions due to recency of exposure. At the end of the session, after the EEG recording, 
a block of 4AFC word-definition matching was administered. This task served to confirm 
that recognition memory was good enough to assume that learning had been successful 
and no excessive forgetting of the remote condition had occurred. 
 
 
 
Figure 4.1. Schematic overview of the tasks. The bottom row gives an abbreviated example of a trial. 
Participants learned two sets of novel words with an interval of 24 hours, and were tested on both sets 
(recent and remote) immediately following the second training session. 
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EEG task 
After a short break and preparation of the EEG set-up, which took approximately one 
hour in total, the EEG session was started. Participants were presented with the novel 
and existing words learned on day 1 (remote condition), novel and existing words 
learned on day 2 (recent condition), and a set of 20 novel and 20 existing words not 
presented during training (untrained condition). Each item was presented five times, 
with at least 40 trials separating instances of the same item. In order to encourage 
semantic processing, participants were prompted to make a semantic decision after 
70% of trials. In half of these trials, they were asked to indicate whether the presented 
word was an artefact or a natural object, and in the other half they decided whether the 
object was bigger or smaller than a shoebox. Responses were given by pressing one of 
two buttons, counterbalanced across participants. The unpredictability of the presence 
and nature of the question was introduced to discourage participants from preparing a 
motor response before the question prompt, thus minimising response- and muscle-
related contamination of the EEG signal. Untrained novel words, which had no meaning, 
were never followed by a question. Trials started with a 600 ms baseline during which a 
fixation cross was presented, followed by the target word presentation for 1000 ms. On 
question trials, the prompt then appeared and stayed on the screen for 1000 ms. 
Participants had to respond during the window in which the prompt was present. Each 
trial was followed by a 1000 ms period in which participants were free to blink. 
 
Lexical decision task 
In this task participants responded to the existing orthographic neighbours of the 
trained novel words (e.g. ‘patat’ when ‘pamat’ had been learned), as well as neighbours 
of the untrained list of novel words. If novel words are lexically integrated, competition 
for selection should slow down recognition of their neighbours relative to control words 
without novel competitors. Words were presented on the screen for 2000 ms or until 
the participant responded, with a 750 ms interval separating trials. Participants were 
instructed to respond as fast as possible by pressing one of two buttons. Real words 
included the existing neighbours of the learned novel words from the remote and recent 
conditions, and the neighbours of the two untrained lists of novel words, giving 80 word 
trials in total. A set of 80 unrelated pseudowords, matched in length with the real words, 
was created to serve as ‘no’-response trials. Trial order was randomised for each 
participant. 
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4.2.4 EEG acquisition and preprocessing 
 
Continuous EEG was recorded from 59 electrodes spaced equidistantly on an Acticap 
systems cap, amplified with a BrainAmps DC amplifier (500 Hz sampling rate, 0.1-1000 
Hz cut-off), referenced online to the left mastoid. EOG was recorded from two electrodes 
placed at the temples and two placed above and below the left eye. Impedances were 
ʹͲȳǤ 
EEG preprocessing and analysis was done using the Fieldtrip toolbox 
(Oostenveld, Maris, Fries, & Schoffelen, 2011). The signal was re-referenced offline to 
the averaged left and right mastoids, and a band-stop filter at 50, 100 and 150 Hz was 
applied to remove line noise. Epochs of 400 ms pre-stimulus to 1000 ms post-stimulus 
were extracted. Trials containing muscle or hardware noise were rejected (6.3%), and 
noisy channels were interpolated using the averaged signal of neighbouring channels. 
Eye blinks were removed using independent component analysis (ICA). At least 70 trials 
per condition (average 92) remained for each participant. 
 
4.2.5 EEG analysis 
 
 For frequencies in the 4-30 Hz range, time-frequency representations (TFRs) were 
computed using a 400 ms sliding Hanning window followed by a Fourier transform. 
Data were analysed between 200 ms pre-stimulus and 700 ms post-stimulus, in steps of 
50 ms and 1 Hz. For frequencies in the 30-100 Hz range, we used a multi-taper approach 
with 200 ms discrete prolate spheroidal sequence windows, in steps of 50 ms and 1 Hz 
with 8Hz frequency smoothing. 
  The average signal change relative to a 200-100 ms pre-stimulus baseline was 
computed across all six conditions: novel untrained, novel recent, novel remote, existing 
untrained, existing recent, and existing remote. Based upon visual inspection of the 
average TFR across all conditions, we selected time/frequency windows that showed 
maximal effects (Figure 4.3A). To define spatial region(s) of interest (ROI), channel 
selections for each time/frequency window were made based on the topography of the 
averaged responses (Figure 4.3B). Based on evidence that there may be various sub-
bands within the classical alpha and beta frequency bands, which show distinct 
response patterns and reflect different cognitive processes (Klimesch, 1999; Weiss & 
Mueller, 2012), we did not average across these entire frequency ranges but rather 
selected narrower bands based on the average TFR. This method - selecting all ROIs 
based on the average response across conditions - ensured that time/frequency/channel 
ROI selection was unbiased by the condition differences under investigation. 
 To quantify the effect of consolidation on the lexical nature of novel word 
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processing, we computed a normalised difference between raw power values in the 
novel and existing conditions ((novel-existing)/(novel+existing)) on each level of 
training. Within each spatial ROI, training effects were tested with a one-way repeated-
measures ANOVA with levels untrained, recent, and remote. Lexicality effects at each 
level of training were tested with one-sample t-tests. 
In many previous studies, the subject-average event-related potential was 
subtracted from each trial before computing the TFR in order to isolate induced activity. 
However, this approach may not be optimal given that the ERP varies across trials 
within a single subject. Following Bastiaansen et al. (2008) we therefore computed the 
TFR of the ERP between 4 Hz and 30 Hz, and applied the same statistical analysis as 
done on the TFRs in order to investigate if any time-frequency effects were driven by 
evoked activity. For ERP analysis, data was band-pass filtered at 1-30 Hz and baseline-
corrected to a 200-100 ms pre-stimulus baseline before computing the TFR. 
 
4.3 Results 
 
4.3.1 Behavioural results 
 
Memory performance 
In the definition recall test following the training phase in session 2, participants 
remembered significantly more features from the definitions of the recent (88.5%) than 
of the remote words (51.4%; t(21)=11.67, p<.001; see Figure 4.2A). Recognition of 
words cued by their definitions in the 4AFC task at the end of session 2 was near ceiling 
for the remote as well as the recent condition (98.2% for both, see Figure 4.2B).  
Together, these results suggest that although some forgetting had taken place, memory 
representations of most words were still retrievable after 24 hours. 
 
Lexical competition 
Accuracy in the lexical decision task was high (97.1%) and did not differ between 
neighbours of recent and remote novel words (p>.05). For the Reaction Time (RT) 
analysis, misses and RTs more than 1.5 standard deviation from the mean were 
removed (9.9%). We found a trend towards facilitation in the recent condition: 
neighbours of recent novel words were recognised 12 ms faster than control words 
(t(21)=1.99, p=.059). This effect changed significantly after 24 hours (t(21)=2.14, 
p=.044), turning into minimal, non-significant inhibition in the remote condition 
(t(21)=0.21, p=.836). Thus, although no behavioural evidence of lexical competition was 
found after the one-day delay, these results do suggest that a change in the novel words’ 
behaviour occurred following offline consolidation (see Figure 4.2C). 
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Semantic decision during EEG 
The semantic decision task to novel words was difficult, as indicated by low accuracy 
(recent 53.7%, remote 54.6%), which however was above chance (recent: t(19)=2.57, 
p=.019; remote: t(19)=2.71, p=.014). There was no difference between the two 
conditions (p>.05). Good performance on the existing words confirmed that participants 
did attend to the task (recent 90.6%, remote 89.7%, untrained 90.9%).  
 
 
 
Figure 4.2. Behavioural results. A: percentage of definition features correctly recalled in session 2. 
Performance was significantly better in the recent condition. B: Percentage correctly chosen words when 
cued by a definition in the four-alternative-forced-choice task in session 2. C: Difference in lexical decision 
latencies between base words of trained novel words and control words. A marginal facilitation effect 
(faster responses to words with novel neighbours) was observed in the recent condition, which was 
significantly reduced in the remote condition. Error bars in all panels denote standard errors. 
 
 
4.3.2 EEG results 
 
The averaged TFR across all conditions (see Figure 4.3A, C) showed an early theta (4-7 
Hz) power increase at 100-300 ms, peaking over occipital electrodes (denoted as T1 in 
Figure 4.3). This effect was followed by a longer-lasting increase between 400 and 700 
ms with a distinct fronto-temporal distribution (T2 in Figure 4.3). A power reduction 
was observed between 300 and 500 ms in the upper alpha band (10-12 Hz), with an 
occipital peak and a weaker frontal component. There was no broad-band beta 
modulation, but rather two frequency components with distinct latencies and 
 Ǥ     ȋȾͳ  	 4.3, 16-21 Hz) 
power decreased over a posterior as well as a left-central region between 300 and 500 
Ǥ   ȋȾʹ 	4.3, 21-28 Hz), on the other 
hand, decreased over vertex electrodes in a later window of 500-700 ms. No effects were 
found in the gamma band, which will therefore not be reported on further.  
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Figure 4.3. A: TFR showing the percent power change relative to a baseline period of -200 to -100 ms pre-
stimulus, averaged across all six conditions and all sensors. Rectangles indicate the time-frequency 
windows of interest in which condition differences were analysed. B: TFR of the ERP, representing evoked 
activity in the power spectrum. C: Topography of the selected time/frequency windows highlighted in the 
average TFR, plotting percentage change from baseline. Black dots indicate channels selected for analysis 
of condition effects. 
 
 
Theta (4-7 Hz) 
No effects of condition were found in the early theta window (T1, 100-300 ms), either 
over occipital or frontal channels (p>.05). The second theta power increase over 
bilateral fronto-temporal channels emerged around 400 ms and lasted until the end of 
the analysis window (T2, see Figure 4.3A, C). Condition effects were tested in the centre 
of this window (500-600 ms). No effect of condition was seen in the right hemisphere 
ROI (p>.05). In contrast, lexicality differences in the left hemisphere decreased over time 
(F(2,42)=3.433, p=.049, Figure 4.4A). Untrained novel words elicited significantly less 
theta synchronisation than existing words (t(21)=2.94, p=.008). In the recent condition, 
only a trend towards a lexicality effect in the same direction remained (t(21)=1.88, 
p=.075), whereas remote novel words were no longer distinguishable from existing 
words (t(21)=0.24, p=.811). The size of the lexicality effect significantly decreased 
between the untrained and remote conditions (t(21)=2.519, p=.02), but not between the 
untrained and recent or between the recent and remote conditions (both p>.05), 
suggesting that both exposure and consolidation played a crucial part in the emergence 
of the word-like theta response to the novel words. 
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Alpha (10-12 Hz) 
The average TFR across all conditions showed a desynchronisation in the upper alpha 
band, peaking between 300 and 500 ms over left posterior and frontal channels (see 
Figure 4.3). No effect of training was found on the magnitude of this effect (p>.05), 
indicating that the alpha decrease reflected non-lexical processes. 
 
Lower beta (16-21 Hz) 
A desynchronisation between 16-21 Hz was visible in the average TFR, peaking around 
300-500 ms (Figure 4.3). An ANOVA on the averages within the left-central ROI revealed 
an effect of training (F(2,42)=4.18, p=.022). Follow-up tests showed that whereas both 
untrained and recently learned novel words elicited weaker desynchronisation than 
existing words (untrained vs. existing: t(21)=2.2, p=.039; recently-learned vs. existing: 
t(21)=2.53, p=.019), there was no difference between novel and existing words in the 
remote condition (p=.49), suggesting a specific sensitivity to consolidation in this 
frequency band. This pattern is illustrated in Figure 4.4B. No effects were found in the 
left and right occipital ROIs (p>.05), which may be related to the same lower-level 
processes underlying the upper alpha decrease. 
 
Upper beta (21-28 Hz) 
A later and more centrally distributed desynchronisation emerged in a higher beta 
frequency band, around 500-700 ms. This effect also changed across training levels 
(F(2,42)=6.39, p=.003), but unlike in the lower beta band, the pattern appeared to be 
less influenced by consolidation alone (see Figure 4.4C). As expected, untrained novel 
words elicited numerically weaker desynchronisation than existing words, although this 
effect did not reach significance (t(21)=1.78, p=.089). The recent condition did not show 
any sign of a lexicality effect (t(21)=0.83, p=.415), suggesting that training alone sufficed 
to evoke a word-like response. Interestingly, a reverse lexicality effect was found in the 
remote condition, where desynchronisation was stronger for novel than existing words 
(t(21)=2.6, p=.017). 
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Figure 4.4. Topoplots and ROI-averages of the lexicality effect (normalised difference between novel and 
existing words) at each training level. Blue colours indicate lower power for novel words than existing 
words, red colours indicate higher power for novel than existing words. Black dots indicate the ROIs 
selected based on the maximum effect in the average TFR (Figure 4.3A). Bars represent the average across 
the highlighted channels, error bars denote standard errors. A: Novel-existing difference in the theta band 
(4-8 Hz). Novel words elicited less theta power than existing words in the untrained condition and 
marginally less in the recent condition, whereas responses to novel and existing words were identical in 
the remote condition. B: Novel-existing difference in the lower beta band (16-21 Hz). Both untrained and 
recent words elicited higher beta power (less desynchronisation) than existing words, but there was no 
difference in the remote condition. C: Novel-existing differences in the higher beta band (21-28 Hz). Novel 
words elicited marginally higher power (less desynchronisation) in the untrained condition, and 
significantly less power (more desynchronisation) in the remote condition. 
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ERP analysis 
ERP analysis (Figure 4.3B) indicated that the early theta increase (T1) was driven by 
evoked activity, reflecting the visual P1-N1 complex which has a cycle of approximately 
150 ms or 6 Hz. The lack of power modulations of the ERP in any other windows 
suggests that the effects reported above reflected mainly induced activity. To test this, 
we repeated all power analyses on the TFR of the ERP, which confirmed that there was 
no effect of condition in any of the selected time/frequency windows (all p>.05).  
 
4.3.3 Combined EEG and behavioural results 
 
To investigate the relation between behaviour and oscillatory activity more directly, we 
correlated the lexical competition effect with the theta and beta lexicality effects in the 
remote condition. In the theta band, no correlation was observed (r(20)=-.001, p=.999). 
The lower beta band exhibited a numerical effect in the expected direction (the larger 
the competition effect, the smaller the difference between remote novel and existing 
words), which however did not reach significance (r(20)=-.22, p=.186).   
 
4.4 Discussion 
 
This study investigated the electrophysiological effect of novel word consolidation as 
reflected in changes in brain oscillations, under the hypothesis that words learned prior 
to an offline consolidation opportunity elicit more word-like power modulations. In 
agreement with previous studies, word presentation caused a power increase in the 
theta band around 500 ms as well as reductions in alpha and beta power between 300 
and 700 ms. We did not however find the previously reported synchronisation in the 
gamma range, possibly due to the low sensitivity of scalp-recorded EEG to the small 
amplitude that characterises high frequency oscillations. Clear consolidation effects 
were observed in the theta band over left-temporal channels, and in the lower beta band 
in a left-central region. These data suggest that offline consolidation contributes to 
lexicalisation of novel words, a process that appears to affect theta and lower beta 
frequencies especially.  
Untrained novel words (i.e. pseudowords) elicited lower theta power than 
existing words over left fronto-temporal channels, in line with previous findings of 
lexicality effects localised to the left frontal and temporal cortex (Krause et al., 2006; 
Marinkovic et al., 2012). This difference weakened when novel words had been learned 
immediately before testing, but novel words became indistinguishable from real words 
only after a 24-hour consolidation period. It has been argued that somatotopically 
organised cell assemblies underlie lexical-semantic representations (Pulvermüller, 
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1999), which require synchronised firing to ‘ignite’ and enable word recognition. In 
support of the idea that theta synchronisation may provide such a mechanism, 
Bastiaansen et al. (2008) showed a meaning-dependent spatial distribution of theta 
power: names of colours and shapes elicited stronger synchronisation at occipital 
electrodes, whereas words referring to sounds increased theta power over the auditory 
cortex. Although Pulvermüller’s (1999) proposal linked gamma frequencies to the 
reverberation of such lexical cell assemblies, Bastiaansen et al.’s data suggest that theta 
synchronisation may also play a crucial role in their activation (see also Miller, 1999). 
The current data thus indicate that retrieval of consolidated words, but not 
unconsolidated words, involved the type of lexical retrieval process that is supported by 
theta synchronisation, rather than an episodic retrieval process. 
  A step-like effect of consolidation was observed over left-central channels in the 
lower beta band (16-21 Hz). At 300-500 ms after word onset, untrained and recent 
words showed identical lexicality effects, whereas remote novel words did not differ 
from existing words. The lexicality effect for untrained words is consistent with previous 
reports of stronger beta power decreases for words versus pseudowords (Klimesch et 
al., 2001; Krause et al., 2006). Beta effects during language processing are often 
attributed to attentional differences between conditions (e.g. Bastiaansen et al., 2005; 
Shahin et al., 2009). However, in the current paradigm, it is not clear why consolidated 
words should have demanded more attention than unconsolidated or untrained words.  
A more plausible explanation of the present findings therefore is that 
desynchronisation in the lower beta band indexes the semantic richness of the memory 
being retrieved (Hanslmayr et al., 2012). This claim is supported by several findings 
indicating a relation between beta desynchronisation and deep semantic processing 
during encoding, which are highly similar to the current results in latency, frequency 
and topography. For example, beta decreases during word encoding were found to be 
stronger in a semantic animacy judgement task compared to a shallow alphabetic task, 
and predicted later recall only in the semantic task (Hanslmayr, Spitzer, & Bäuml, 2009). 
Hanslmayr et al. (2011) as well as Meeuwissen, Takashima, Fernández, and Jensen 
(2011) localised subsequent memory effects in the lower beta band to the left IFG, which 
is known to be involved in semantic processing. Accordingly, stronger beta 
desynchronisation in relation to semantic richness has also been found in sentence 
processing tasks without an episodic encoding component (Bastiaansen et al., 2005; 
Mellem et al., 2012; Shahin et al., 2009).  
Together, these results support the idea that the beta desynchronisation effect in 
the current data reflects retrieval of semantic memory traces. Interestingly, 
unconsolidated novel words behaved like pseudowords rather than consolidated or 
existing words, even though the task encouraged similar levels of semantic processing 
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for both recent and remote items. Given the evidence for involvement of beta 
desynchronisation in semantic access, this pattern therefore suggests that consolidation 
increased the semantic content of remote novel word memories. This may be a result of 
consolidation of links between the novel lexical representation and its (possibly non-
linguistic) semantic features, but may additionally involve the formation of direct 
interlexical connections with semantically related words. Behavioural semantic priming 
paradigms may be able to shed light on the precise relation between beta 
desynchronisation and semantic integration.   
 In contrast, a centrally distributed power decrease in the upper beta band (21-28 
Hz) showed a more complex pattern. Untrained words elicited marginally weaker beta 
desynchronisation than existing words, similar to the lower beta effect, but recent words 
did not. Most surprisingly, remote words induced stronger beta desynchronisation than 
existing words. The late time window, extending past the end of the analysed epoch, and 
the central distribution of this effect, point to a response-related explanation. Beta 
desynchronisation over central channels has often been linked to motor preparation and 
imagery, both of limbs (De Lange, Jensen, Bauer, & Toni, 2008) and of speech (Fisher et 
al., 2008; Piai, Roelofs, & Maris, 2014), and has been shown to increase with response 
certainty (Alegre et al., 2004). Given that untrained novel words did not activate a 
representation based on which a response could be prepared, but existing words did, 
the larger desynchronisation response to untrained existing versus novel words may 
reflect selective motor preparation for the existing words. More difficult to explain is the 
stronger desynchronisation to remote novel words compared to existing words. This 
difference could be related to attention or response uncertainty, but in any case appears 
to reflect task-related effects rather than changes due to lexicalisation. 
Unlike several studies that have reported lexicality effects around 8-12 Hz 
(Bastiaansen et al., 2005; Klimesch et al., 2001; Krause et al., 2006; Tavabi et al., 2011), 
we did not observe any effects of lexicality or consolidation in the alpha band. The 
occipital distribution indicates that this power decrease reflects visual processing and 
attention, as has been argued before (e.g. Bastiaansen et al., 2005; Klimesch et al., 2001). 
In a regular lexical decision task, real words are likely to attract more attentional 
resources than meaningless pseudowords. In the current study, in contrast, the sharp 
distinction between words and pseudowords was blurred by the introduction of 
meaningful, partly lexicalised novel words. This may have led to more attentive and 
elaborate processing of all stimuli, perhaps including a more tolerant lexical search, 
which reduced the difference between words and pseudowords. 
Although the theta and lower beta frequency bands showed clear effects of novel 
word consolidation, we did not find straightforward behavioural evidence of lexical 
competition in the lexical decision task. One reason for this could be that although novel 
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word memories underwent a representational change, as indicated by the oscillatory 
data, this process did not involve integration to the degree necessary for lexical 
competition. Instead, consolidation may have simply led to a strengthening of the novel 
memory traces and their semantic associations, without development of direct lexical 
connections. This would be part of the process termed ‘lexical configuration’ by Leach 
and Samuel (2007): the formation of a long-lasting representation encoding all the 
available factual information associated with a word, as distinct from the integration of 
that information into the existing lexicon (‘lexical engagement’ according to Leach and 
Samuel). 
An alternative explanation is that some degree of integration did take place 
during the consolidation period, but was not picked up behaviourally by the lexical 
decision task. Assuming this is the case, a possible explanation for the lack of a 
competition effect between remote novel words and their existing neighbours lies in the 
fact that stimuli were presented visually, rather than auditorily as in previous studies 
using lexical decision (Gaskell & Dumay, 2003; Szmalec et al., 2012; Tamminen & 
Gaskell, 2008; Tamminen, Lambon Ralph, & Lewis, 2013). Whereas a higher number of 
neighbours consistently delays response times in spoken word recognition paradigms 
with existing words, effects of existing-word neighbourhood density in visual lexical 
decision paradigms have been more mixed (Ziegler, Muneaux, & Grainger, 2003). 
Several studies have reported null effects or even faster recognition of words with high 
neighbourhood densities in lexical decision (for a review see Andrews, 1997). These 
effects have been interpreted as facilitation of a ‘yes’ response when multiple activated 
neighbours increase the overall orthographic activation in the system (Yates, Locker, & 
Simpson, 2004). This may explain why the addition of a novel competitor did not 
increase reaction times to existing neighbours in the remote condition, unlike in tasks 
where meaning access is required, such as semantic categorisation. Competition effects 
have been found in this type of task even when stimuli are presented visually (Bakker et 
al., 2014; Bowers et al., 2005). The latter type of paradigm therefore seems better suited 
to investigate lexical integration with visual stimuli.  
The trend towards facilitation that was apparent in the recent condition has been 
observed in auditory lexical decision as well (Gaskell & Dumay, 2003; Tamminen et al., 
2010) and presumably reflects episodic priming of the target words by exposure to their 
novel neighbours. The significant decrease in facilitation after 24 hours may therefore 
reflect decay of this episodic memory trace, the emergence of integrated lexicalised 
representations, or a combination of both. Considering the previous evidence for lexical 
integration from other paradigms (Bakker et al., 2014; Bowers et al., 2005; Dumay & 
Gaskell, 2007; 2012; Gaskell & Dumay, 2003; Tamminen & Gaskell, 2008; Tamminen et 
al., 2010), and the fact that oscillatory responses to novel words became more word-like 
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after consolidation, it seems unlikely that no lexicalisation had taken place. Thus, 
although the absence of competition prohibits strong conclusions about the lexical 
status of the novel words, the observed pattern is compatible with previous findings 
suggesting a consolidation-dependent development from episodic to lexicalised 
representations. A more sensitive behavioural task would be instrumental in 
distinguishing between the contributions of lexical configuration and lexical engagement 
or integration to the development of the oscillatory response. 
The present study provides the first electrophysiological support in the 
frequency domain for the idea that novel word representations undergo a fundamental 
change in the hours after learning. This change was observable in theta and lower beta 
oscillatory activity. Given the evidence that theta indexes activation of lexical 
representations (Bastiaansen et al., 2005; 2008), the fact that theta responses to novel 
words gradually became more word-like after consolidation confirms that offline 
consolidation facilitates lexicalisation. A more step-like effect of consolidation (compare 
Figures 4A and 4B) was observed in the lower beta band, which is thought to play a role 
in semantic processing (e.g. Hanslmayr et al., 2012). Thus, the more word-like beta 
response to consolidated novel words is consistent with the notion of neocortical 
integration with semantically related existing words during offline consolidation. In 
conclusion, our data support the hypothesis that offline consolidation facilitates the 
formation of lexical representations, and demonstrate the suitability of time-frequency 
analysis as a method to explore the neural mechanisms underlying novel word learning. 
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Abstract 
 
Novel words have been shown to elicit more word-like induced EEG activity in the theta 
band after an offline consolidation period, but it has not been demonstrated that this 
effect is caused by the formation of lexical representations. The present study used MEG 
to localise this theta consolidation effect to the left posterior middle temporal gyrus 
(pMTG), a region known to be involved in lexical storage. Both untrained novel words 
and words learned immediately before test elicited lower theta power than existing 
words in this region. After a 24-hour consolidation period the difference between novel 
and existing words was no longer significant, and the largest decrease in this difference 
occurred in the left pMTG. The magnitude of the decrease after consolidation correlated 
with an increase in behavioural competition effects between novel words and their 
existing neighbours, reflecting functional integration into the mental lexicon. These 
results suggest that consolidation aids the development of lexical representations in the 
left pMTG. Theta synchronisation may enable lexical access by facilitating the 
simultaneous activation of distributed semantic, phonological and orthographic 
representations connected via the pMTG. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Based on: 
Bakker, I., Schoffelen, J-M., Takashima, A., Van Hell, J. G., Janzen, G., & McQueen, J. M. (in 
preparation). Theta-band oscillations in the posterior MTG reflect novel word 
consolidation. 
 
I would like to thank Vincent Hoofs for help with data collection and Thomas Marshall 
for advice on data analysis. 
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5.1 Introduction 
 
Novel word learning, like other types of memory encoding, benefits from an offline 
consolidation period following exposure. For instance, behavioural work has shown that 
novel words acquire the ability to enter into lexical competition with existing 
phonological neighbours (e.g. Bakker, Takashima, Van Hell, Janzen, & McQueen, 2014; 
Dumay & Gaskell, 2007; 2012; Gaskell & Dumay, 2003) or prime semantically related 
words (Tamminen & Gaskell, 2013) only after a delay of at least several hours. Based on 
neurocognitive complementary learning systems (CLS) models of memory consolidation 
(Frankland & Bontempi, 2005; Marr, 1970; McClelland, McNaughton, & O’Reilly, 1995; 
Squire & Alvarez, 1995), it has been argued that novel words are initially encoded as 
episodic memories by a fast-learning hippocampal mechanism and only gradually 
integrated into the neocortical lexicon (Davis & Gaskell, 2009). This offline process 
transforms isolated, episodic memories into stable, lexical representations that interact 
with other words during language use.  
The CLS account of word learning thus predicts a qualitative change in the neural 
representation of novel words, with consolidation leading to increasingly word-like 
retrieval processes. In previous work we tested this hypothesis in the time-frequency 
domain using EEG (Bakker, Takashima, Van Hell, Janzen, & McQueen, 2015 (Chapter 4)) 
and demonstrated that consolidated novel words indeed elicited more word-like 
oscillatory responses than recently learned words. Given that scalp EEG does not allow 
for an accurate estimation of the underlying sources, the question that arises is what the 
neural substrate of this theta effect is. If consolidation facilitates the formation of lexical 
representations, enhanced retrieval activity for consolidated novel words should be 
observed in a relatively focal network of left-lateralised perisylvian regions known to be 
involved in lexical processing. However, the data leave open the possibility that theta 
synchronisation reflects orthogonal processes, for example related to episodic retrieval. 
The current study sought to address this issue by using MEG source localisation 
techniques to identify the sources of the theta lexicality effect. 
In our previous time-frequency EEG study (Bakker et al., 2015), the pattern of 
theta power modulations induced by the presentation of a word was taken as a measure 
of lexical activation. A larger theta (4-8 Hz) power increase versus a pre-stimulus 
baseline is typically observed for words compared to pseudowords (Krause et al., 2006; 
Marinkovic, Rosen, Cox, & Kovacevic, 2012) and for semantically rich words compared 
to function words (Bastiaansen, van der Linden, Ter Keurs, Dijkstra, & Hagoort, 2005). 
The topography of this power increase is furthermore sensitive to word meaning, 
possibly reflecting the somatotopic organisation of semantic information (Bastiaansen, 
Oostenveld, Jensen, & Hagoort, 2008). These findings suggest that theta synchronisation 
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plays a role in retrieval of lexical representations, which in turn implies that 
consolidated novel words should exhibit more word-like theta responses than recently 
learned words. 
 To test this prediction, participants in the Bakker et al. (2015) study were trained 
on two sets of novel and existing words paired with definitions, one set on each of two 
consecutive days. Following the second training session, EEG responses were recorded 
as participants made semantic decisions to words from the two trained sets, or a set of 
untrained novel and existing words. It was therefore possible to contrast responses to 
completely novel words, words learned just before test (the recent condition), and 
words that had had an opportunity for offline consolidation (the remote condition) 
against existing words with the same level of training. In line with previous findings, 
untrained existing words elicited larger left-temporal theta power increases than 
untrained novel words (i.e., pseudowords). This lexicality effect decreased somewhat in 
the recent condition, but was abolished in the remote condition, suggesting that the 
retrieval process became more word-like with consolidation. We speculated that this 
pattern may reflect the gradual formation of a lexical representation. 
 The next question, which we sought to answer in the current study, is what the 
neural substrate of this lexicalisation process is. A likely candidate is the posterior part 
of the left MTG, which many current models of word processing view as a lexical ‘hub’ 
that mediates the mapping of word forms onto distributed semantic information (Gow, 
2012; Hickock & Poeppel, 2004; 2007; Lau, Philips, & Poeppel, 2008). The role of the 
pMTG in lexical processing is supported by fMRI evidence showing an enhanced BOLD 
response to words relative to pseudowords (Prabhakaran, Blumstein, Meyers, 
Hutchison, & Britton, 2006), as well as by semantic priming effects in both fMRI and EEG 
(see Lau et al., 2008 for a review). Damage to the pMTG typically results in word finding 
problems combined with spared perceptual and conceptual abilities, indicating specific 
involvement in lexical access (see Gow, 2012 for a review). Moreover, Marinkovic et al. 
(2012) estimated the source of the theta power difference between words and 
pseudowords in their MEG data to be in the left inferior frontal and temporal cortex.  
 Previous fMRI work on word learning has accordingly demonstrated an increase 
in pMTG involvement after consolidation (Takashima, Bakker, Van Hell, Janzen, & 
McQueen, 2014). In this study participants learned a set of novel words and performed a 
recognition task immediately after learning, as well as 24 hours later. After the 
consolidation period, pMTG activation in response to correctly recognised novel words 
increased relative to the immediate scanning session. Post-consolidation functional 
connectivity between the auditory cortex and pMTG was furthermore enhanced for 
those words that exhibited behavioural evidence of lexical integration. These data are in 
line with the hypothesis that lexical representations in the pMTG develop during offline 
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consolidation.  
The current study aimed to establish whether the consolidation effect we 
previously observed in the theta band is driven by an increase in pMTG involvement, 
which would support the CLS claim that consolidation of novel words facilitates the 
lexicalisation of their representations. As in Bakker et al. (2015), participants were 
trained on novel and existing words on two consecutive days, after which MEG 
responses to the learned words plus an untrained set were recorded during a semantic 
decision task. Behavioural measures of lexical competition and semantic priming were 
obtained in order to assess the functional integration of novel words into the existing 
lexicon. The difference in theta power elicited by novel versus existing words was 
computed at each level of training. We then used a beamformer approach to identify the 
most likely neural generators of these lexicality effects, and asked whether the change 
between recent and remote words could be localised to the pMTG.  
 
5.2 Methods 
 
5.2.1 Participants 
 
Twenty-nine right-handed (as assessed by an abridged version of the Edinburgh 
Handedness Inventory; Oldfield, 1971) native speakers of Dutch (8 males), aged 18-35 
years (mean 23), participated in the experiment in return for course credit or monetary 
compensation. Participants had no history of neurological or language-related disorders, 
and reported having normal or corrected-to-normal vision and hearing. One female 
participant received a wrong combination of lists as a result of experimenter error and 
was removed from all analyses. Two participants (one male) were removed from the 
MEG analyses due to excessive movement and one female participant due to large eye-
movement related artefacts.  
 
5.2.2 Materials 
 
The materials largely overlapped with those used by Bakker et al. (2015), but for the 
purpose of the semantic decision task on the base words (see section 5.2.3) some items 
were adapted such that the base words of half of the novel words in each list referred to 
natural objects, and half to artefacts. Four lists of 20 novel words (see Table 5.1) of 4-7 
letters (mean 5.2) were derived from Dutch words by substituting one letter, for 
example ‘pamat’ from ‘patat’ (chips). Base words had a frequency of 1-112 per million 
(mean 12.7) in the CELEX database (Baayen, Piepenbrock & Gulikers, 1995). The 
substituted letter was in the first position in 17 words, between second and penultimate 
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position in 45 words, and in last position in 18 words. The four lists were matched on 
word length and base word frequency.  
Two lists of 20 definitions were created to provide the novel words’ meanings, in 
part based on Tamminen and Gaskell (2013), and largely identical to those used by 
Bakker et al. (2015). Each definition consisted of an existing object category paired with 
two distinguishing features, for example ‘A cat that has stripes and is bluish grey’, and 
thus described a novel subcategory. For each participant, two lists of novel words and 
both lists of definitions served as the to-be-learned material, one in each of two learning 
sessions. The pairing of words and definitions was randomised for each participant. 
Three lists of 20 existing Dutch words (see Table 5.2) of 4-8 letters (mean 5.8) 
with a frequency of 1-195 per million (mean 32.7) were created and matched on 
frequency and length. Each existing word was presented with a realistic definition (e.g. 
‘lemon: a yellow, sour-tasting fruit’). Participants saw two of the three lists of existing 
words and definitions, one in each of the two learning sessions. 
 For the purpose of the behavioural primed lexical decision task, three 
semantically related existing Dutch target words were selected for each novel word 
meaning’s category label (e.g. DOG for ‘pamat’, a type of cat). As much as possible, 
targets were taken from a Dutch database of word associations (De Deyne & Storms, 
2008) or, in case the prime word was unavailable in that database, from the Florida Free 
Association Norms (Nelson, McEvoy & Schreiber, 1998). Target words were 3-10 letters 
(mean 5.2), with a frequency of 1-1084 per million (mean 71.7). The two lists of novel 
word meanings were matched for target length and frequency. No target words 
occurred in any of the definitions, or as a base word of one of the novel words. Three 
unrelated prime-target pairs were created for each meaning by shuffling the list of 
target words. 
 
5.2.3 Procedure 
 
Participants were trained on two different sets of novel and existing words, one set on 
each of two consecutive days (see Figure 5.1 for an overview of tasks). Immediately after 
the second training session, participants performed a semantic decision task in the MEG 
scanner. This task contained the trained words from the first session (remote condition), 
the trained words from the second session (recent condition), and a set of novel and 
existing words that were not part of the trained set (untrained condition). Thus, we 
could compare the effect of consolidation on the difference between novel and existing 
words within a single recording session. Finally, two behavioural tasks measured lexical 
competition between novel and existing words (semantic decision on the base words) 
and semantic priming from novel to existing words (primed lexical decision). 
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Training and memory tests 
The training and memory test procedure was identical to Bakker et al. (2015). Briefly, 
training consisted of a round of exposure to each word-definition pair, followed by two 
rounds of a series of four training blocks: 1) two-alternative-forced-choice (2AFC) word-
definition matching where definitions were the cues and words were the choices, 3 trials 
for each item; 2) 2AFC word-definition matching where words were the cues and 
definitions were the choices, 3 trials for each item; 3) recall of words cued by definitions; 
and 4) recall of definitions cued by words. Feedback was provided on each trial. In total, 
participants received 17 exposures of each word-definition pair.  
Following the training phase in the second session, participants performed a 
definition recall block without feedback, which contained the learned words from both 
training sessions. This block was included in order to reactivate the remote condition 
and hence to minimise perceptual effects of recency of exposure, as well as to measure 
memory for the remote set without intervening exposure. Given that this task is highly 
demanding, we also administered a 4AFC word-definition matching task after the MEG 
session to confirm that both sets of words could at least still be recognised. 
 
 
 
Figure 5.1. Schematic overview of tasks. The bottom row gives an abbreviated example of a trial. 
Participants learned a set of novel and existing words in session 1 (remote), and a second set of novel and 
existing words 24 hours later in session 2 (recent). Tests on day 2 included both the recent and remote 
sets.  
 
 
MEG task 
The MEG task required participants to make a natural/artefact decision on the 20 novel 
and 20 existing words from the three conditions: remote, recent, and untrained. Each 
item was presented five times, for a total of 100 trials per condition. Words were 
presented in the centre of the screen, in black on a grey background. A trial consisted of 
a fixation screen for 1200 ms, presentation of the word for a randomly jittered period of 
1400-1800 ms, and a response prompt for 2000 ms or until the participant responded. 
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Participants pressed one of two buttons, using their left hand, to indicate whether the 
word referred to a natural or man-made object. For untrained novel objects, which had 
no meaning, they were instructed to guess. Each trial was followed by a 1200 ms period 
for blinking. 
 
Semantic decision on base words 
The semantic decision task was designed to measure lexical competition from the 
learned novel words with their existing orthographic neighbours, the base words. 
Participants made a speeded natural/artefact decision to the base words of the 40 
learned novel words, as well as to a control set of 20 base words from the second 
untrained list of novel words (i.e. not the list that was the ‘untrained’ condition in the 
MEG task). A set of 80 filler items was included to distract participants from the relation 
between the base words and learned novel words. Half the items in each condition 
required a ‘natural’ response, and half an ‘artefact’ response. Trials consisted of a 500 
ms fixation cross and a 500 ms blank screen, followed by presentation of the stimulus 
word for 2000 ms or until button press. Responses were measured until 1500 ms after 
target onset. Subjects used their left and right index fingers to indicate their responses, 
with the allocation of response buttons being counterbalanced across participants. 
 
Primed lexical decision task 
The primed lexical decision task measured the ability of novel words to prime 
semantically related existing words. Each trained novel word was presented as a prime 
once with each of three semantically related and three unrelated targets, as well as with 
twelve non-word targets (derived from unrelated existing target words by substitution 
of one letter).  A trial consisted of a 500 ms fixation screen, presentation of the prime in 
lower case letters for 250 ms, an inter-trial interval of a blank screen for 250 ms, and 
presentation of the target in capital letters for 1500 ms or until button press. 
Participants were instructed to indicate as fast as possible whether the target word was 
a real Dutch word or not by pressing a button under their left index finger for ‘no’ or 
their right index finger for ‘yes’. 
 
5.2.4 MEG acquisition and analysis 
 
MEG data was acquired from 275 axial gradiometers (CTF VSG MedTech) digitised at a 
sampling frequency of 1200 Hz, after analog low-pass filtering at 300 Hz. Head position 
was tracked in real-time using two coils attached to the ear plugs and one at the nasion. 
Position of the head was re-adjusted relative to the start of the recording during breaks. 
Eye movements were recorded using the SR Research Eyelink 1000 on the left eye.  
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 Data analysis was performed using FieldTrip (Oostenveld, Fries, Maris & 
Schoffelen, 2011). The raw data was segmented into epochs containing the baseline 
period and the word presentation period (1400 ms pre-stimulus to 1200 ms post-
stimulus). Trials containing muscle artefacts, a head position that was more than 6 mm 
removed from the starting position, and SQUID jumps were removed (4%). Heartbeat 
and eye-movement components were subsequently identified using Independent 
Components Analysis (ICA), and removed from the data. Consistently noisy channels 
were also removed.   
 For sensor-level analysis, synthetic planar gradients were computed to facilitate 
topographical interpretation when comparing across participants (Bastiaansen & 
Knösche, 2000). Time-frequency representations (TFRs) of power were estimated for 
frequencies between 4 and 30 Hz using a sliding window of 500 ms, multiplied with a 
Hanning taper. Normalised differences of power between novel and existing words           
( (novel – existing) / (novel + existing) ) were computed for each level of training 
(untrained, recent and remote).  
A DICS (Dynamic Imaging of Coherent Sources) beamforming approach was used 
to estimate the sources of theta oscillations (Gross et al., 2001). T1-weighted anatomical 
MRIs with 1mm isotropic voxels were obtained on a 1.5T Siemens Avanto scanner 
(Erlangen, Germany) for all participants and used to construct realistic volume 
conduction models, as well as individual volumetric source models. The latter were 
based on a regular 3-dimensional grid with a 1 cm resolution, created for the MNI 
template brain. The subjects’ scans were normalised to the MNI template brain, and the 
inverse transformation was applied to the template grid, such that a given grid point 
location in a subject corresponded to the same grid point location in volumetrically 
normalised space.  
For source localisation of theta and beta effects, data from a 300-800 ms time-
window was multiplied with a Hanning taper and transformed to the frequency domain 
via the Fast Fourier transform. This time-window was chosen to be centred around the 
peaks of the channel-level effects observed in Bakker et al. (2015), and to contain at 
least two cycles of the frequency of interest. The cross-spectral density (CSD) matrix 
across all sensor pairs was obtained for each condition separately. For the theta band a 
centre frequency of 6 Hz was used, and for the beta band a centre frequency of 18 Hz. 
For each of the grid locations a common spatial filter was constructed from the leadfield 
and the condition-averaged CSD matrix. This filter was then applied to the CSD matrix of 
each condition separately, resulting in a power estimate for each grid point and 
condition.  
The normalised difference between novel and existing words was computed for 
each level of training. ROI analysis of the theta effect in the left MTG was conducted by 
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interpolating the AAL atlas (Tzourio-Mazoyer et al., 2002) to the template grid, 
extracting each participant’s theta power estimates for the grid points corresponding to 
the left MTG, and entering the averages into a repeated-measures ANOVA. 
 
5.3 Results 
 
5.3.1 Behavioural results 
 
Training and memory performance 
In the last block of training, participants could produce the correct category name (e.g. 
‘cat’) when cued by a novel word in 97.1% of items on day 1, and 97.7% on day 2. The 
number of definition features given was 87.8% on day 1 and 89.7% on day 2. Thus, 
subjects successfully learned the novel word meanings and performed similarly on both 
sets. In the definition recall task without feedback, presented immediately after the 
training procedure on day 2, 94.1% of the features were recalled in the recent condition, 
and 71% in the remote condition. The correct category (e.g. ‘cat’) was given in 95.7% of 
recent words and 72.5% of the remote words. Recognition of words when cued by their 
definitions in the 4AFC task at the end of the second session was successful for 75% of 
the recent words and 70.4% of the remote words. This level of performance suggests 
that although some forgetting had occurred, the meanings of most words of both sets 
were still retrievable at the time of testing.   
 
MEG task 
The novel untrained condition was excluded from behavioural analysis of the semantic 
decision task performed during the MEG recording, as these words were meaningless 
and participants were instructed to give a random response to them. Overall accuracy 
across the other conditions was 88.4%. The effect of consolidation on accuracy scores 
was analysed with a Day (recent, remote) x Lexicality (novel, existing) ANOVA, which 
revealed a significant interaction (F(1,24)=4.667, p=.041) and no main effects. The 
interaction was driven by a benefit for the recent condition for novel words (recent: 
90.6% correct, remote: 84.8% correct; t(24)=3.448, p=.002) which was not present for 
existing words (recent: 88%, remote: 88.4%, t(24)=.183, p=.856)2
                                                        
2 Note that performance on existing words was not perfect because even with familiar words it is not 
always trivial to make a natural/artefact decision, especially under time pressure. Participants differed for 
example in their responses to words like ‘daughter’ and ‘monk’, some reasoning that these are artefacts 
because a cultural concept is imposed on the natural world, whereas others considered them natural as 
they refer to human beings. 
. Errors and reaction 
times above or below 1.5 standard deviation from the mean were removed for reaction 
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time analysis (19.1%). A Day x Lexicality ANOVA did not reveal an interaction or main 
effects (all p>.4).     
 
Semantic priming 
The priming task was analysed using an ANOVA with factors Relatedness 
(related/unrelated prime) and Day (recent, remote). Lexical decision accuracy was 
93.6%, and did not show effects of Relatedness or Day. For the Reaction Time (RT) 
analysis, errors and RTs below or above 1.5 standard deviations from the mean were 
removed (14.4%). The RT analysis did not reveal a main effect of Relatedness (i.e., an 
overall priming effect; F(1,27)=.25, p=.621), or an effect of Day (F(1,27)=.148, p=.704). 
The interaction, however, was significant, reflecting a change in the direction of the 
priming effect (F(1,27)=4.297, p=.048). In the recent condition, a numerical slowing 
down (8 ms) was observed for related prime-target pairs (t(27)=1.7, p=.101). In the 
remote condition the expected facilitation occurred (5 ms), but remained non-significant 
(t(27)=1.214, p=.235). This pattern suggests that the novel words’ ability to prime 
existing words did increase with consolidation, but did not (yet) reach the point at 
which they significantly facilitated recognition (see Figure 5.2A). 
 
Lexical competition 
Lexical competition was tested with a one-way ANOVA on the three experimental 
conditions of the semantic decision task: remote (novel neighbour learned on day 1), 
recent (novel neighbour learned on day 2), and untrained (no novel neighbour). 
Accuracy was 87.3% on average and did not differ between conditions. Errors and RTs 
below or above 1.5 standard deviations from the mean were removed from the RT 
analysis (21.7%). The RT ANOVA revealed a main effect of Condition (F(2,54)=4.478, 
p=.016): Responses in the remote condition were 18 ms slower than in the untrained 
condition, indicating competition from the novel neighbours (t(27)=2.332, p=.027). In 
contrast, there was no sign of competition in the recent condition (t(27)=1.078, p=.291). 
The difference between the two effects (remote-untrained versus recent-untrained) was 
also significant (t(27)=2.693, p=.012; see Figure 5.2B). 
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Figure 5.2. Behavioural integration results. A: Reaction Times (RTs) to related and unrelated prime-target 
pairs for the remote and recent condition in the primed lexical decision task. Errors bars denote standard 
errors. B: RTs to the existing base words of untrained, recent and remote novel words in the semantic 
decision task. Error bars denote standard errors.   
 
 
5.3.2 MEG results 
 
Analysis of the channel level theta power (4-8 Hz) in the 500-600 ms time-window over 
left fronto-temporal channels, as in Bakker et al. (2015), replicated the pattern observed 
in that study. Untrained novel words elicit lower theta power than existing words 
(t(24)=3.423, p = .002). This lexicality effect remained significant for recent words 
(t(24)=2.66, p = .014), but was absent in the remote condition (t(24)=1.555, p = .133; 
see Figure 5.3).  
Our main hypothesis was that the decrease in theta lexicality effects observed on 
the channel level was driven by a change in the left pMTG. We therefore extracted the 
power estimates for the grid points corresponding to the anatomical left MTG for each 
condition, and performed a one-way repeated-measures ANOVA on the averages (see 
Figure 5.4A). This analysis revealed a significant change in the magnitude of the 
lexicality effect across conditions (F(2,48)=5.184, p = .009). One-sample t-tests on the 
normalised differences per condition showed that both untrained and recent novel 
words elicited lower theta responses in the pMTG than existing words (untrained: 
t(24)=4.353, p < .001; recent: t(24)=3.462, p = .002). In the remote condition, this 
lexicality effect was no longer significant (t(24)=0.288, p = .776). To quantify the change 
in magnitude of lexicality effects, we then compared the novel-existing difference for 
untrained words to the novel-existing difference for recent words. This difference was 
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not reliable (t(24)=0.853, p = .402), suggesting that training alone did not significantly 
reduce the lexicality effect. Comparing the differences for recent and remote words on 
the other hand revealed a significant decrease in lexicality effects (t(24)=2.454, p = 
.022), indicating that responses to remote novel words were more word-like than 
responses to recent words. 
 
 
Figure 5.3. Lexicality effects (novel – existing / novel + existing) in the theta band (4-8 Hz) for untrained, 
recent and remote words. A: Sensor topography of the lexicality effect, averaged across 500-600 ms. Blue 
indicates a negative difference in power (less synchronisation for novel words than existing words). B: 
Lexicality effects averaged across the left fronto-temporal channels highlighted in panel A, based on 
Bakker et al. (2015). 
 
 
 
 
Figure 5.4. A: Lexicality effects (LE) in the theta band (4-8 Hz) averaged across the left MTG ROI at source 
level. Error bars denote standard error. B: Correlation between the decrease in lexicality effects in the left 
MTG, and the increase in competition effects after consolidation.   
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To investigate the relation between theta power and behavioural integration 
effects, correlations were computed between the magnitude of the theta lexicality effect 
in both learned conditions, and the magnitude of the behavioural priming and 
competition effects. No correlations were observed between the theta lexicality effect 
and the priming effect for remote or recent words, or between the theta lexicality effect 
and the competition effect for remote or recent words (all p>.5). However, the degree to 
which the theta lexicality effect decreased after consolidation (remote lexicality effect vs. 
recent lexicality effect) was correlated with the increase in competition effects after 
consolidation (remote competition effect vs. recent competition effect) (r(23) = .45, p = 
.024). This suggests that a more word-like theta response in the remote condition is 
related to the emergence of competition effects from those words (see Figure 5.4B). No 
correlation was observed between the change in theta lexicality effects and the change 
in priming effects, possibly because the priming effect remained weak even in the 
remote condition (see section 5.3.1). 
To illustrate the overall spatial pattern of lexicality effects in the theta band, 
Figure 5.5 shows the estimated source activity of the difference between novel and 
existing words in each condition, expressed as a T-statistic. Note that the spatial 
resolution of MEG is limited, and the anatomical location of sources is therefore only an 
estimate. Untrained words exhibited the strongest lexicality effect in the region of the 
left superior temporal gyrus (STG) and MTG, extending medially into the medial 
temporal lobe and dorsally into the angular gyrus (AG), supramarginal gyrus (SMG), and 
pre- and postcentral gyrus, as well as in the right medial temporal lobe. In the recent 
condition, the largest difference was estimated to be around the inferior temporal gyrus 
(ITG) and fusiform gyrus, pMTG and anterior STG extending into the inferior frontal 
gyrus. A lexicality effect was also found in the region of the inferior parietal lobule and 
postcentral gyrus. The peak voxel for the smaller lexicality effect in the remote condition 
was estimated to be in the left fusiform gyrus, and this source extended into the medial 
temporal lobe and anterior part of the ITG. 
As illustrated in the bottom left panel of Figure 5.5, training reduced the lexicality 
effect between the untrained and recent conditions most strongly in a region 
encompassing the left precentral gyrus and STG. Changes were also observed in the right 
hemisphere around the AG and SMG, as well as in the right medial temporal lobe and 
fusiform gyrus. A comparison of the effects in the remote versus the recent condition 
(bottom right panel of Figure 5.5) confirmed that lexicality effects were most reduced 
after consolidation in the posterior part of the left MTG, consistent with the MTG ROI 
analysis. A second peak was estimated to be in the left inferior parietal lobule. 
Unlike in our previous EEG data (Bakker et al., 2015), we did not observe a clear 
consolidation effect in the lower beta band (Figure 5.6). Based on the EEG findings, we 
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analysed 16-20 Hz activity in a 300-500 ms window over left-central channels. In line 
with the earlier findings, this revealed weaker beta desynchronisation (i.e. higher beta 
power) for untrained novel words compared to existing words (t(24) = 2.072, p = .049). 
The source of this effect (at ~18 Hz) was localised most strongly to the left postcentral 
gyrus. However, there was a numerical effect in the opposite direction for the recent 
condition (t(24) = 1.591, p = .125) and a numerical difference in the same direction for 
the remote condition (t(24) = 1.695, p = .103). The estimated source of the effect for 
remote words was in the right postcentral gyrus.  
 
Figure 5.5. Estimated source activity for the lexicality effects (normalised difference novel-existing), 
computed for 4-8 Hz and 300-800 ms. The top row shows the lexicality effect per condition as a T-statistic 
(novel-existing), with blue indicating lower theta power for novel words as compared to existing words, 
and red higher theta power for novel than existing words. The bottom left panel shows the change in 
magnitude of the lexicality effect between the untrained and recent conditions. Red colours signify a 
decrease of the lexicality effect in the recent condition, that is, an effect of training. The bottom right panel 
shows the change in magnitude of the lexicality effect between the recent and remote conditions. Red here 
indicates a decrease of the lexicality effect in the remote condition, i.e. a consolidation effect. Uncorrected 
parametric T-values (thresholded at p = .05) are plotted to illustrate the most consistent source estimates 
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Figure 5.6. Lexicality effects (normalised difference novel-existing) in the beta band (16-20 Hz) for 
untrained, recent and remote words. Red indicates a positive difference in power (more synchronisation 
for novel than existing words), blue the opposite. A: Topography of the lexicality effect, averaged across 
300-500 ms. B: Lexicality effects averaged across the left fronto-temporal channels highlighted in panel A, 
based on Bakker et al. (2015). C: Estimated sources of beta lexicality effects. Colours follow the same 
conceptual interpretation as in panel A, but T-values (thresholded at p = .05) are plotted to illustrate the 
most reliable source estimates. 
 
 
5.4 Discussion 
 
The current study tested the hypothesis that the development of lexical representations 
of novel words in the pMTG causes a more word-like pattern of theta synchronisation in 
response to words that have had an opportunity for offline consolidation. The data show 
that untrained novel words (i.e., pseudowords) elicited lower theta synchronisation 
than existing words. The estimated sources of this effect comprised a mostly left-
lateralised network of temporal and parietal regions. Training of novel words just before 
test (recent words) reduced the lexicality effect mainly in the left precentral gyrus and 
STG, but theta power in the pMTG continued to be lower for novel than existing words. 
In contrast, pMTG theta responses elicited by novel words learned 24 hours previously 
(remote words) no longer differed from responses to existing words. Comparing the 
magnitude of the lexicality effect for recent versus remote words furthermore revealed 
that the largest decrease occurred in the pMTG, confirming the hypothesis that this 
region supports the formation and integration of lexical representations for novel 
words. 
These results replicate our earlier observation of decreased theta lexicality 
effects after consolidation (Bakker et al., 2015) and link this theta effect to fMRI data 
implicating the pMTG in novel word consolidation (Takashima et al., 2014). The pMTG 
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has been proposed to function as a lexical ‘association area’, which maps between word-
form representations and semantic information distributed throughout the cortex (Gow, 
2012; Hickock & Poeppel, 2004; 2007; Lau, Philips, & Poeppel, 2008). Theta 
synchronisation may be one of the mechanisms by which these widely distributed 
representations are simultaneously activated, enabling them to be accessed as a single 
lexical item. On this view the activation of such a coherent word-specific network bound 
by a single lexical representation in the pMTG would lead to local theta synchronisation, 
producing the scalp-level power increase over left temporal and frontal channels that 
was observed here and in other studies (Bakker et al., 2015; Bastiaansen et al., 2005; 
2008; Krause et al., 2006; Marinkovic et al., 2012). The degree to which form- and 
meaning-related information for a given word is available and accessible via its lexical 
representation thus predicts the level of theta power during recognition of that word. 
Training a novel word with its meaning initiates this representation, but only after a 
consolidation period are its connections strong enough to elicit word-like oscillatory 
responses.  
Lexical activation on this view would also involve long-range theta 
synchronisation between different regions storing for instance phonological, 
orthographic and semantic information. Van Ackeren and Rueschemeyer (2014) have 
indeed shown connectivity in the theta band between the left anterior temporal lobe 
(ATL) and a widely distributed cortical network when participants verified features of a 
single word (e.g. whistle) from different sensory modalities (e.g. silver, loud). This 
suggests that theta synchronisation supported the integration of information from 
various distributed representations. A priming study by Mellem, Friedman and 
Medvedev (2013) demonstrated that words preceded by unrelated primes elicited more 
anterior-posterior theta synchronisation than related prime-target pairs, which the 
authors propose reflects frontally mediated retrieval of lexical-semantic 
representations. An interesting avenue for future research would be to explore whether 
consolidation of novel words also produces an increase in theta coherence between 
pMTG and other regions involved in lexical-semantic processing. 
The consolidation of a lexical representation has been claimed to underlie the 
emergence of behavioural evidence of interaction between novel and existing words, 
such as lexical competition (Bakker et al., 2014; Dumay & Gaskell, 2007; 2012; Gaskell & 
Dumay, 2003) and semantic priming (Tamminen & Gaskell, 2013). In line with these 
studies, the present data revealed a competition effect between novel words and their 
existing orthographic neighbours in a semantic decision task.  This competition effect 
was found for novel words learned the previous day, but not for words learned 
immediately before test. Such delayed competition effects have generally been 
interpreted as evidence for the transformation of initially episodic memory traces 
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towards neocortically integrated lexical representations (Davis & Gaskell, 2009). Based 
on the behavioural data alone, it is however difficult to exclude the possiblity that 
consolidation of the episodic trace itself may increase its accessiblity, and enable 
competition effects. Here, we show that the increase in competition after consolidation 
correlated with the decrease in pMTG theta lexicality effects, suggesting that novel 
words that elicited more word-like theta responses were better integrated in the 
existing lexicon. This finding provides empirical support for the assumption that novel 
words’ ability to interact with existing words relies on the formation of a lexical 
representation, rather than the strengthening of an episodic memory trace. 
The current data are consistent with the CLS claim that neocortical lexical links 
are established slowly during offline consolidation (Davis & Gaskell, 2009; McClelland et 
al., 1995). In this framework, the pMTG can be seen as gradually taking over the binding 
function of the hippocampus as novel words are consolidated. However, recent 
behavioural data suggest that novel words are able to interact with existing words 
immediately after training when training encourages integration (Coutanche & 
Thompson-Schill, 2014; Lindsay & Gaskell, 2013; Szmalec, Page, & Duyck, 2012) or when 
competition is measured with a test that is more sensitive to word-specific competition 
(e.g. the splicing paradigm used by Kapnoula, Packard, Gupta, and McMurray (2015)). 
Chapter 6 of this thesis furthermore shows that pMTG activation during encoding of 
novel words predicts their later semantic integration. This may indicate that lexical 
representations are established in the pMTG immediately during learning, but require 
further offline strengthening to produce behavioural effects large enough to be observed 
with reaction time methods. This more quantitative neocortical view of lexicalisation 
would be in line with findings that information which is easily related to prior 
knowledge relies to a much smaller extent on the hippocampus than completely 
unrelated information, both during encoding and later retrieval (Tse et al., 2007; Van 
Kesteren, Ruiter, Fernández, & Henson, 2012). Future work should attempt to 
characterise the precise contribution of the hippocampal and neocortical systems in 
word learning. The current data suggest that theta connectivity before and after 
consolidation may provide a useful measure for this question. 
In contrast to Bakker et al. (2015), we did not observe a clear pattern of 
lexicalisation in the lower beta band. Untrained novel words elicited weaker beta 
desynchronisation than existing words, in line with proposals that beta 
desynchronisation reflects retrieval of semantic information (for review, see Hanslmayr, 
Staudigl, & Fellner, 2012). Whilst previous semantic beta effects have been localised to 
the left inferior frontal gyrus (Hanslmayr et al., 2011; Meeuwissen, Takashima, 
Fernández, & Jensen, 2011), the present effect appeared to be generated by the left 
postcentral gyrus. This is commensurate with an explanation in terms of motor 
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preparation and response certainty (Alegre et al., 2004). However, the observed pattern 
is unlikely to reflect only a difference in motor preparation as participants responded 
with their left hand, which should produce a right-lateralised effect. It is possible 
therefore that the beta effect for untrained novel words does reflect a memory-related 
process. We observed a decreased lexicality effect in the recent condition, but the effect 
for remote words surprisingly returned to the level of untrained words. The source of 
this latter effect appeared to be more right-lateralised. This pattern is difficult to 
interpret but in any case does not support a role for beta desynchronisation in 
lexicalisation. Future work may be able to shed light on the role of beta 
desynchronisation through the use of a task that does not require any motor response. 
In conclusion, the work reported here demonstrates that the left pMTG is 
associated with a consolidation-dependent development towards more word-like theta 
responses to novel words. The decrease in the difference in theta power between novel 
and existing words was found to be correlated with a post-consolidation increase in 
competition effects, reflecting functional integration of novel words with their existing 
neighbours. This suggests that theta synchronisation enables distributed information to 
be integrated into lexical representations bound by the pMTG, and that the 
incorporation of novel words into this system benefits from offline consolidation. The 
current work thus brings together previous observations of behavioural consolidation 
effects (e.g. Bakker et al., 2014; Dumay & Gaskell, 2007; 2013; Gaskell & Dumay, 2003; 
Tamminen & Gaskell, 2013), increased pMTG activation in fMRI (Takashima et al., 2014) 
and more word-like theta responses in EEG after consolidation of novel words (Bakker 
et al., 2015). 
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Table 5.1. Novel word stimuli and their existing Dutch base words.  
 
novel base translation novel  base translation 
list 1   list 2   
celmo cello cello eglo iglo igloo 
ablas atlas atlas radak radar radar 
hile file traffic jam waraf karaf carafe 
alcum album album abulet amulet amulet 
dokane douane customs indet index index 
alara alarm alarm asaalt asfalt asfalt 
mobot robot robot trefe trede step 
saltris salaris salary niald naald needle 
catera camera camera meibel meubel item of furniture 
tadi taxi taxi fleb fles bottle 
nobra cobra cobra lepia lepra lepra 
frec fret ferret prema poema puma 
uzer uier udder sprug spuug spit 
porin porie pore relma reuma rheumatism 
lagine lawine avalanche astia astma asthma 
halik havik hawk puzil pupil pupil 
vidus virus virus stelet skelet skeleton 
ziloer zilver silver ramijn ravijn ravine 
alimaat klimaat climate okrel oksel armpit 
ratuur natuur nature gole golf wave 
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(Table 5.1, continued) 
 
list 3 list 4 
tosto tosti toast bumier bumper bumper 
pamat patat chips kiosa kiosk kiosk 
kohma komma comma merro metro metro 
assel asiel asylum/shelter mossee moskee mosque 
keno kano canoo palaar pilaar pillar 
fiehe fiche chip pialm psalm psalm 
jenu menu menu oriel orgel organ 
ofera opera opera pontein fontein fountain 
hemb hemd vest perzon perron platform 
teno tent tent kantoog kantoor office 
elane eland moose ezon ozon ozone 
calia cavia guinea pig fnoe gnoe gnu 
ananak ananas pineapple inoor ivoor ivory 
elster ekster magpie lamboe bamboe bamboo 
gjord fjord fiord galot galop gallop 
arwt erwt pea perdik perzik peach 
taroe tarwe wheat nund rund cow 
vitroen citroen lemon moerak moeras swamp 
maverie materie matter ozel ezel donkey 
winc wind wind riviet rivier river 
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Table 5.2. Existing word stimuli. 
 
list 1  list 2  list 3  
stimulus translation stimulus translation stimulus translation 
dweil mop applaus applause reptiel reptile 
vampier vampire oorlog war borstel brush 
garage garage vulkaan vulcano tomaat tomato 
sigaar cigar monnik monk gorilla gorilla 
dokter doctor dwerg dwarf bliksem lightning 
herfst autumn walvis whale tapijt carpet 
hengst stud bijbel bible koffie coffee 
pleister plaster planeet planet oester oyster 
strand beach bezem broom piano piano 
kreeft lobster hotel hotel ladder ladder 
suiker sugar insect insect appel apple 
tijger tiger zwaan swan druif grape 
duivel devil tante aunt sneeuw snow 
fiets bike ridder knight tulp tulip 
slang snake kelner waiter varken pig 
vlieg fly konijn rabbit ballet ballet 
dochter daughter vinger finger banaan banana 
molen mill winter winter feest party 
keuken kitchen slee sled winkel shop 
baard beard pauw peacock zolder attic 
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Abstract 
 
A highly contemporary question in the cognitive neuroscience of memory is whether 
memories must first be formed in isolation before being integrated with existing 
knowledge. According to the standard complementary-systems model of memory 
consolidation, novel memories are initially encoded by the hippocampus and thereafter 
slowly integrated into the neocortical network. In contrast, it has recently been 
suggested that the neocortical system is capable of immediate integration when input 
matches prior knowledge. A direct link between neocortical involvement during 
encoding and later memory integration has however not yet been established. Here, we 
employed semantic priming as a direct behavioral measure of integration of novel words 
into the neocortical system (the mental lexicon). Enhanced BOLD activation in ventral 
medial prefrontal cortex and language-specific representational areas in left middle 
temporal and fusiform cortex during the first encounter with novel words predicted 
subsequent lexical integration. In contrast, subsequent recall performance, a measure of 
successful memory formation, was predicted by activation in left inferior frontal gyrus, 
fusiform and posterior parietal cortex. Crucially, subsequent integration effects were 
independent of recall performance. This indicates that memory formation and 
integration processes can operate in parallel during initial encoding, challenging a 
strictly serial view of memory consolidation. 
 
 
 
 
 
 
 
 
 
 
 
 

Based on: 
Bakker, I., Takashima, A., Van Hell, J. G., Janzen, G., & McQueen, J. M. (in preparation). 
Memory formation and integration 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6.1 Introduction 
 
A crucial component of learning is the integration of novel information with existing 
knowledge. The formation of a memory trace may enable retrieval of an isolated piece of 
information, but the power of human memory lies in our ability to draw connections 
between representations. Memory formation and integration have long been considered 
distinct stages of a sequential process: the medial temporal lobe (MTL) rapidly forms 
memories online, after which slower-learning neocortical areas gradually integrate the 
novel information during offline consolidation (Alvarez & Squire, 1994; Frankland & 
Bontempi, 2005; Marr, 1970; McClelland et al., 1995). Recent evidence however 
indicates that the neocortical system is capable of rapid integration when novel 
information matches a ‘schema’: an associative network of prior semantic knowledge 
(Tse et al., 2007; Van Kesteren et al., 2012). This process appears to be mediated by the 
ventral medial prefrontal cortex (vmPFC) (Preston & Eichenbaum, 2013; Van Kesteren, 
Ruiter, Fernández, & Henson, 2012). Memory formation and integration may therefore 
occur in parallel from the very early stages of encoding, rather than strictly sequentially.  
Although neocortical activity during schema-congruent encoding has been shown 
to benefit memory formation as measured by later retrieval (Bein et al., 2014; Van 
Kesteren, Rijpkema, Ruiter, Morris, & Fernández; 2014), a direct relation of such activity 
with memory integration has not yet been demonstrated. The possibility therefore 
remains that neocortical involvement during encoding merely reflects interpretation of 
novel input by activation of existing information, which facilitates memory formation 
but does not affect later integration. On this view, integration is determined after 
encoding, by the strength of the encoded memories and the effectiveness of post-
encoding consolidation processes. The sequential model thus only predicts a direct link 
between neural processes during initial encoding of a given item, and post-consolidation 
retrieval performance for that item (a ‘subsequent memory’ effect; for review see Paller 
& Wagner, 2002). Any relation between encoding activation and the post-consolidation 
level of interaction between novel and existing memories (a ‘subsequent integration’ 
effect) should be mediated by memory strength. In contrast, if neocortical involvement 
during initial encoding reflects parallel memory formation and integration, a distinct 
pattern of encoding activity predicting subsequent integration independently of 
subsequent memory would be expected. 
The current study employed a vocabulary learning paradigm to test these 
predictions. The mental lexicon is a strongly interconnected network, in which 
recognition of each word is affected by its connections to other words that are similar in 
form and/or meaning (McQueen, 2007). Hence, successful vocabulary learning does not 
only constitute the formation of a novel word representation, but crucially its 
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integration into the lexicon (Davis & Gaskell, 2009; Gaskell & Dumay, 2003; Leach & 
Samuel, 2007). Here we used the ability of novel words to facilitate semantically related 
existing words (‘semantic priming’; Neely, 1991) as a measure of integration. We 
investigated whether increased involvement of lexical-semantic areas as well as vmPFC 
during novel word encoding predicted later priming effects (subsequent integration). In 
accordance with the parallel formation/integration view, this effect was hypothesized to 
be distinct from encoding activity predicting retrieval performance (subsequent 
memory). 
 
6.2 Methods 
 
6.2.1 Participants 
 
Twenty-six native Dutch-speaking right-handed participants (7 males), aged 18-27 
years (mean 22) gave written informed consent and received course credit or monetary 
compensation for participation. Participants reported no history of neurological or 
language-related disorders and had normal or corrected-to-normal vision and hearing. 
Two participants were excluded due to equipment failure. Only participants with at least 
5 trials for each condition in the subsequent memory and integration analyses were 
included, which led to the exclusion of one further participant. 
 
6.2.2 Design and procedure 
 
On day 1, participants learned 40 novel words in the MRI scanner. Each word was paired 
with a picture of a common object that illustrated its meaning, for example the novel 
word ‘kubut’ was presented with a picture of a mouse. Participants returned 24 hours 
later to perform a behavioural priming task and four explicit memory tasks. The 
encoding trials were divided into conditions based on performance per item in the 
behavioural tasks. In the subsequent integration analysis, the priming effect per item 
was used to classify encoding trials as either ‘later-priming’ or ‘non-priming’. Enhanced 
activity during the later-priming trials thus indexes processes that support subsequent 
integration. We also performed a classical subsequent memory analysis, using each 
item’s retrieval score to divide encoding trials into ‘later-remembered’ and ‘later-
forgotten’ sets. Activity that is greater for later-remembered versus later-forgotten items 
reflects successful memory formation. 
The encoding task comprised three scanning runs, with each run consisting of 
two blocks of 40 word-picture encoding trials in random order. A trial consisted of the 
simultaneous presentation of a novel word and a picture for four seconds, during which 
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participants were instructed to memorize the word and its meaning. The pairing of 
words and pictures was randomized per participant. A different exemplar of the picture 
and a different font (Courier New, Arial, or Garamond Pro) was used in each run, to 
stimulate the formation of semantic rather than visual episodic picture-word 
associations. Each run also contained 30 trials in which a scrambled picture (randomly 
selected from the set of pictures) and a five-letter random consonant string were 
presented for four seconds. Trials were interspersed with 30 four-second null events 
per run. Intertrial intervals varied randomly between 3 and 7 seconds. A fixation cross 
was presented during null events and intertrial intervals. A picture-word matching task 
was administered after each run (in the scanner, but without recording), in which a 
word was presented and the participant selected the matching picture from four options 
by pressing a button. The only feedback provided was the total score at the end of the 
test blocks. 
Participants returned the next day (18-28 hours later, mean 24) and performed a 
semantic priming task in which the learned novel words were presented as primes to 
existing Dutch target words. A priming trial consisted of a fixation screen for 500 ms, a 
prime word in lower case letters for 250 ms, a blank screen for 250 ms, and the target 
word in capital letters for 1500 ms or until the participant responded. Participants were 
instructed to make a lexical decision to the target word and to ignore the lower-case 
primes. Each of the 40 trained novel words was presented 12 times: paired with three 
semantically related targets (e.g. ‘kubut – SMALL’, ‘kubut – CHEESE’; ‘kubut – CAT’), 
three semantically unrelated targets, and six pseudowords. Errors and responses below 
100 or above 1500 ms were removed from RT analysis (4.9%). For each novel word 
item, the mean reaction time (RT) to its semantically related targets was computed (e.g. 
for ‘kubut’, the mean of RTs to ‘SMALL’, ‘CHEESE’, and ‘CAT’). Next, the mean RT to the 
same targets preceded by an unrelated prime was computed. The difference 
RTunrelated - RTrelated represents the degree to which the prime facilitated 
recognition of related target words, i.e., the priming effect. A positive priming effect 
therefore indicates that the novel word has been sufficiently integrated to influence 
activation levels of other items in the lexicon. 
In order to minimize bias due to condition differences in signal-to-noise ratio in 
the fMRI data, we administered  four memory tasks of varying difficulty in order to 
select the task that provided the most balanced number of remembered and forgotten 
items as the subsequent memory measure. 1) In the free recall task, participants were 
instructed to write down as many words as they remembered from the encoding session 
within three minutes. 2) A cued recall task followed, in which participants saw a picture 
and were instructed to type the associated learned word (picture naming). In these 
tasks, responses were considered correct if the response differed from the correct word 
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by maximally one letter (substitution, deletion or addition) or if maximally one pair of 
letters switched position within the word. 3) In a second variant of the cued recall task 
(translation) participants were presented with a learned word and asked to provide the 
corresponding Dutch word (e.g. kubut = mouse). 4) In a final picture-word matching 
task, participants saw a picture and selected the correct word from four options. Each 
learned word was presented once in each task.  
 
6.2.3 Stimuli 
  
The novel words were derived from Dutch base words by substituting one letter in any 
of the five positions (e.g. ‘kubut’ from Dutch ‘kubus’, ‘cube’). The base words had a low 
frequency (1-50 occurrences per million, mean 4) and no orthographic neighbours 
(CELEX database, Baayen et al., 1995). Two lists of 40 words were created and 
counterbalanced across participants. Three exemplar pictures of each object (e.g. a 
mouse) were selected from a database of line drawings (Rossion & Pourtois, 2004) and 
Google images.  
For the semantic priming task, three semantically related Dutch target words were 
selected for each novel word meaning (e.g. for ‘mouse’: ‘small’, ‘cheese’, ‘cat’). Three 
unrelated pairs were created for each meaning by shuffling the lists. Target words were 
2-8 letters long (mean 5) and had a mean frequency of 105/million (s.d. 185). Six 
pseudoword targets for each novel word were derived from the target words by 
substituting one letter. 
 
6.2.4 FMRI acquisition 
 
FMRI data were recorded in a 3T MR scanner (Skyra, Siemens Healthcare, Erlangen, 
Germany) using a 32-channel head coil. Functional images were acquired using a T2*-
weighted gradient multi-echo planar imaging sequence with TR= 2.07 s, TE1 9 ms, TE2 
19.3 ms, TE3 30 ms, TE4 40 ms, 34 slices, ascending slice order, 3.0 mm slice thickness, 
0.5 mm slice gap, matrix size: 64 × 64, field of view (FOV): 224 × 224 mm, flip angle: 90°, 
and voxel size: 3.5 × 3.5 × 3.0 mm. Slices were angulated in an oblique axial manner. T1-
weighted anatomical scans at 1 mm isotropic resolution were acquired with TR 2250 
ms, TE 2.95 ms, flip angle 15°, and FOV 256 × 256 × 176 mm. 
 
6.2.5 FMRI analysis 
 
Preprocessing was performed using SPM8 (www.fil.ion.ucl.ac.uk). The four echoes 
acquired per TR were realigned to the first volume of the first echo, and subsequently 
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combined according to a weighting algorithm based on a set of 30 volumes recorded 
before the start of the encoding task (following Poser et al., 2006). The mean image of 
each run was co-registered with the subject’s structural MRI using the mutual 
information optimization function implemented in SPM8. Images were slice-time 
corrected to the first slice using Fourier pane shift interpolation. The structural MRI was 
segmented and normalized to SPM8’s T1 template in Montreal Neurological Institute 
(MNI) space. Functional images were normalized to MNI space and smoothed with an 8 
mm full-width half maximum Gaussian filter.  
To test the hypothesis that integration processes contribute to the earliest stages 
of learning, and to avoid repetition suppression effects during repeated encoding (Demb 
et al., 1995), we focused on the first encoding trial of each item. Data were analyzed 
using a general linear model and statistical parametric mapping. A stick function (time-
locked to the onset of word/picture presentation) representing the explanatory 
variables was convolved with the canonical hemodynamic response function provided 
by SPM8. Data was high-pass filtered using a 128s cut-off to reduce the effects of low-
frequency drift. Six motion parameters were added as additional regressors to reduce 
motion artifacts. Relevant contrast images (e.g. later-remembered > later-forgotten, 
later-priming > non-priming) were created for each participant and entered into a 
second-level (random effects) model. For whole-brain analyses, voxels were thresholded 
at p = .001 uncorrected and cluster statistics were evaluated at p = .05 family-wise error 
corrected (Tzourio-Mazoyer et al., 2002).  
Based on previous studies (for review and meta-analysis see Kim, 2011), the 
bilateral MTL, left inferior frontal gyrus (IFG) and left posterior parietal cortex (PPC) 
were included as regions of interest (ROI) for subsequent memory effects (see Figure 6.1 
for ROIs). We expected lexical integration to be facilitated by the immediate formation of 
connections between semantically related novel and existing words, producing 
enhanced activity in the lexical-semantic network. Four main lexical-semantic 
representation- and processing ROIs were therefore included: the ‘visual word form 
area’ (VWFA), a left ventral occipitotemporal region proposed to store lexical-
orthographic information (Dehaene & Cohen, 2011); the left PPC and left IFG, which are 
thought to support semantic information retrieval (Binder & Desai, 2011; Binder, Desai, 
Graves, & Conant, 2009; Lau, Philips, & Poeppel, 2008) and verbal encoding (Kim, 2001; 
Paller & Wagner, 2002); and the left posterior middle temporal gyrus (pMTG), a lexical 
‘association area’ that maps word forms to distributed semantic information (Lau et al., 
2008; Gow, 2012; Hickok & Poeppel, 2004; 2007). Finally, we examined whether 
previous findings of vmPFC involvement during encoding (Van Kesteren et al., 2010; 
2013; 2014) reflect a domain-general role for this region in immediate integration.  
The MTL (bilateral hippocampus and parahippocampal gyrus), left IFG, and left 
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PPC (inferior parietal lobule and angular gyrus) ROIs were anatomically defined using 
the AAL atlas (Tzourio-Mazoyer et al., 2002). The left pMTG ROI consisted of a 10mm 
sphere around the peak coordinate where we previously (Takashima, Bakker, Van Hell, 
Janzen, & McQueen, 2014) observed a correlation with lexical integration effects ([-54 -
͸ʹͶȐȌǤ	ͳͲȋȏ-4 24 -ʹͳȐȌ
of a vmPFC region showing schema effects during encoding in a previous paper (Van 
Kesteren et al., 2010). The VWFA was defined by a 10mm sphere around the Talairach 
coordinates reported in a review on the VWFA (McCandliss, Cohen, & Dehaene, 2003), 
transformed to [-45 -57 -ͳʹȐʹȋǤǡ
2007). Mean beta values for each regressor were extracted from ROIs with MarsBaR 
(Brett, Anton, Valabregue, & Poline, 2002) and tested with one-tailed t-tests.  
 
 
 
Figure 6.1. ROIs used in subsequent priming and subsequent memory analyses. 
 
 
6.3 Results 
 
6.3.1 Behavioral results 
 
Responses to related prime-target pairs were 11 ms faster than responses to unrelated 
pairs (t(23) = 2.68, p = .013), suggesting that overall, learned words were successfully 
integrated. Crucially for the subsequent priming fMRI analysis, there was also a 
sufficient number of items for each participant that did not show a priming effect (later-
priming items: 30-73%, mean 53%).  
Recall performance of words cued by pictures (picture naming) produced the 
most balanced split between remembered and forgotten items (18-88%, mean 50% 
correct) and was therefore used as the subsequent memory measure in all further 
analyses. Free recall of words proved more challenging (8-45%, mean 23% correct), 
whereas high performance on translation of novel words into Dutch (55-100%, mean 
83% correct) and four-alternative-choice picture-word matching (93-100%, mean 98% 
correct) suggested that most items could be recognized. 
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Remembered items in the picture-naming cued recall task showed only a 25% 
overlap on average with priming items within participants (see Table 6.1). Furthermore, 
performance on these two tasks was not correlated (r(23) = -.009, p = .966). This 
suggests that different types of memory were tapped by the cued recall and priming 
tasks, with priming presumably relying on semantic memory to a greater extent than 
cued recall. 
 
6.4.2 Subsequent memory 
 
We first performed a classical subsequent memory analysis, looking for enhanced 
activity during encoding of items that were later successfully recalled. Contrasting later-
remembered > later-forgotten trials revealed clusters on the border of the pars orbitalis 
and triangularis of the left IFG (pFWE = .004) and in the left precentral gyrus (pFWE < 
.001) (Figure 6.2A) on the whole-brain level. ROI analysis (Figure 6.2B) showed 
subsequent memory effects in the left IFG (t(22) = 3.15, p = .002), VWFA (t(22) = 2.43, p 
= .012) and left PPC (t(22) = 1.96, p = .031). No memory effects were found in the MTL 
(p = .53), left pMTG (p = .176) or vmPFC (p = .839). 
 
 
 
Figure 6.2. Subsequent memory results. (A) Whole-brain analysis for the contrast later-remembered > 
later-forgotten showed significant clusters in the anterior IFG and left precentral gyrus. Depicted at voxel 
threshold .001 uncorrected. (B) Mean beta weights (z-transformed) for later-remembered (darker bars) 
and later-forgotten (lighter bars) encoding trials. Later-remembered items elicited larger activation 
during encoding in the VWFA, left IFG and left PPC. 
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6.4.3 Subsequent integration 
 
To investigate which activation patterns during encoding predicted between-item 
variability in later integration, we then contrasted later-priming with non-priming 
items. Whole-brain analysis did not reveal significant clusters, though subthreshold 
clusters (at voxel level p=.001 uncorrected) were observed in the bilateral MTG and 
right precentral gyrus. No voxels survived the voxel-level threshold of p<.001 for the 
reverse contrast (non-priming>later-priming). 
ROI analysis (Figure 6.3A) revealed enhanced activity for later-priming items 
relative to non-priming items in the left pMTG (t(22) = 3.01, p = .003), VWFA (t(22) = 
1.72, p = .049) and vmPFC (t(22) = 1.77, p = .045), confirming the hypothesis that 
immediate neocortical involvement contributes to later integration outcomes on a trial-
by-trial basis. No significant integration effects were found in the left IFG (p = .259), left 
PPC (p = .09) or MTL (p = .09). To test whether subsequent integration was independent 
of memory strength, subjects’ total scores on the picture naming task were added as a 
covariate. This did not reduce the effect in the left pMTG (t(22) = 2.97, p = .004), VWFA 
(t(22) = 1.77, p = .046) or vmPFC (t(22) = 1.77, p = .045), suggesting that memory 
strength did not drive the integration effect in these regions.  
 
 
Figure 6.3. Subsequent priming results. (A) Mean beta weights (z-transformed) for later-priming (darker 
bars) and non-priming (lighter bars) encoding trials. Later-priming items elicited larger activation during 
encoding in the left pMTG, VWFA and vmPFC. (B) Overall behavioral priming effect per subject plotted 
against the mean beta weights for the contrast words > baseline. In subjects who showed larger priming 
effects, the left pMTG and VWFA were more active during encoding.   
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6.4.4 Inter-individual variation in subsequent integration 
 
Next we examined whether, in addition to trial-by-trial variation, participant-specific 
encoding traits also predicted memory integration. We modeled the average response to 
all words (collapsing over later-priming and non-priming items) for each participant, 
and entered each participant’s overall behavioral priming effect as a covariate on the 
group level. Whole-brain analysis highlighted a significant cluster in the right fusiform 
gyrus (pFWE = .015).  
ROI analysis (Figure 6.3B) furthermore revealed a significant correlation in the 
left pMTG (t(22) = 2.57, p = .009) and VWFA (t(22) = 2.26, p = .017). No effects were 
observed in the left IFG (p = .464), left PPC (p = .256), vmPFC (p = .149) or MTL (p = 
.193). Controlling for subjects’ picture naming scores again did not change this pattern 
(right fusiform pFWE = .02; left pMTG: t(22) = 2.53, p = .01; VWFA: t(22) = 2.22, p = .019; 
left IFG: t(22) = 0.09, p = .919; left PPC: t(22) = 0.65, p = .261; vmPFC: t(22) = 1.05, p = 
.154; MTL: t(22) = 0.86, p = .199), suggesting that inter-individual differences in 
encoding processes predict successful lexical-semantic integration independently from 
memory formation. 
 
6.4.5 Dissociation of memory formation and integration  
 
To further tease apart subsequent integration from subsequent memory effects, we 
modeled all four combinations of priming (P) and memory (M) performance separately 
(M+P+, M+P-, M-P+, M-P-), and compared later-priming and non-priming trials while 
keeping memory constant (M+P+ > M+P-). The number of trials across cells was well-
balanced (see Table 6.1). This approach revealed a significant cluster in the left pMTG 
(pFWE = .002, Figure 6.4A) at the whole-brain level. Thus, trial-by-trial variation in 
engagement of the left pMTG predicts which stimuli will subsequently be integrated into 
lexical-semantic memory, independently of their memory strength. 
 ROI analysis using ANOVAs with factors Memory (M+, M-) x Priming (P+, P-) on 
the z-transformed mean beta values of each ROI revealed a main effect of Memory in the 
left IFG (F(1,22) = 6.434, p = .019), whereas the left pMTG showed a main effect of 
Priming (F(1,22) = 12.528, p = .002). A trend towards a main effect of Priming was 
observed in the VWFA (F(1,22) = 3.631, p = .07); no other main effects or interactions 
were significant  (all p > .11). To verify this apparent dissociation between left IFG and 
left pMTG we ran an ANOVA with factors ROI (left IFG, left pMTG) x Memory (M+, M-) x 
Priming (P+, P-). Main effects of Memory (F(1,22) = 4.381, p = .048) and Priming 
(F(1,22) = 8.26, p = .009) were observed, as well as interactions of ROI x Memory 
(F(1,22) = 4.573, p = .044) and ROI x Priming (F(1,22) = 7.846, p = .01) (Figure 6.4B), 
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confirming the distinct contributions of left IFG and left pMTG to successful memory 
formation and integration, respectively.  
 
 
 
Figure 6.4. (A) Activation for later-priming versus non-priming items while keeping memory constant 
(M+P+ > M+P-). Depicted at voxel threshold .001 uncorrected. (B) Mean beta weights (z-transformed) for 
the left IFG and left pMTG, showing M+ (solid lines) and M- (dotted lines) items split up into later-priming 
(P+) and non-priming (P-). Note the memory effect in the left IFG and the priming effect in the left pMTG. 
 
 
Table 6.1. Percentage of trials (standard deviation) for each combination of priming and memory status. 
 
 Later-remembered Later-forgotten Total 
Later-priming 25 (14)        28 (14)  53 (9) 
Non-priming 24 (10)       22 (9) 47 (9) 
Total 50 (21) 50 (21)  
 
 
6.5 Discussion 
 
Using a novel variant of the subsequent memory paradigm based on both explicit recall 
and semantic priming, we showed that distinct patterns of neural activation during 
initial encoding independently predicted memory formation and integration. Words that 
were remembered explicitly in a cued-recall task were associated with increased 
encoding activity in the left precentral gyrus, VWFA, left IFG and left PPC. In contrast, 
words that elicited enhanced activation in the vmPFC, left pMTG and VWFA significantly 
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facilitated processing of semantically related existing words 24 hours later, suggesting 
that they had established long-term connections within the neocortical memory 
network. The strongest dissociation between memory and integration was observed 
between the left IFG, which showed a subsequent memory effect independent of 
integration, and the left pMTG, which showed an integration effect independent of 
memory strength. This dissociation implies that memory formation and integration are 
not strictly serial, and suggests instead that the outcome of integration is determined in 
part by processes set in motion during the initial stages of encoding. Our findings 
support a recent reinterpretation of the neocortical memory network as a ‘prior 
knowledge-dependent’ rather than an inherently ‘slow’ learning system (McClelland, 
2013).  
 The most robust and memory strength-independent integration effects were 
found in the left pMTG, a region where enhanced activity during pre-consolidation 
retrieval of words that showed behavioral evidence of integration was previously 
reported (Takashima et al., 2014). The left pMTG is believed to underpin storage of 
lexical representations (Lau et al., 2008; Gow, 2012; Hickok & Poeppel, 2004; 2007), 
supported by imaging (Indefrey & Levelt, 2004) as well as lesion data (for discussion see 
Gow, 2012). Thus, the involvement of the left pMTG during encoding of later-priming 
words indicates that increased lexical activation during encoding promotes integration.  
One possibility is that this activation reflects immediate formation of a lexical 
representation of novel words. Previous studies have emphasized the delayed 
emergence of integration effects (Bakker et al., 2014; Bowers, Davis, & Hanley, 2005; 
Clay, Bowers, Davis, & Hanley, 2007; Dumay & Gaskell, 2012; Gaskell & Dumay, 2003; 
Takashima et al., 2014; Tamminen & Gaskell, 2013)  and the importance of sleep 
(Dumay & Gaskell, 2007; Tamminen, Payne, Stickgold, & Gaskell, 2010). However, recent 
work has reported rapid integration effects (Coutanche & Thompson-Schill, 2014; 
Kapnoula, Packard, Gupta, & McMurray, 2015; Lindsay & Gaskell, 2013), casting doubt 
on the view that offline consolidation is always necessary for lexicalisation. A weak 
lexical representation may instead be formed immediately, especially when task factors 
stimulate retrieval of related existing information, and gradually gain enough strength to 
produce measurable integration effects.   
Alternatively, or additionally, left pMTG involvement in encoding of later-priming 
words may reflect activation of existing word representations. This view is supported by 
the observation that the size and nature of a novel word’s ‘neighborhood’, i.e. the set of 
existing words it is related to, influences memory retention (Storkel, Armbrüster, & 
Hogan, 2006). Such simultaneous activation of novel and existing words likely promotes 
the formation of neocortical links (Hebb, 1949). Either way, immediate left pMTG 
activation may be instrumental in paving the way for post-learning reactivation and 
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strengthening of the weak neocortical connections established during encoding (e.g. 
Rasch & Born, 2007; Wilson & Naughton, 1994).  
 A subsequent integration effect was also observed in the VWFA. This region has 
been proposed to store word-level orthographic information, allowing for the direct 
mapping of visual word forms onto lexical-semantic information without intermediate 
grapheme-to-phoneme conversion (Dehaene & Cohen, 2011). Such rapid word-level 
access may underlie the priming effects associated with VWFA activity during encoding. 
In order to produce priming effects, the lexical-semantic representation of a prime word 
needs to be rapidly accessed from the visual input. If a novel word lacks an orthographic 
whole-word form representation, this process may not be fast enough to allow pre-
activation of the target word before it is presented. Thus, an orthographic 
representation likely is a prerequisite for semantic priming. Consistently with this 
interpretation the VWFA also exhibited a subsequent memory effect, which does not rely 
on semantic integration but merely on the availability of an accurate word form 
representation. 
Activation in the left pMTG and VWFA predicted integration on a trial-by-trial 
basis, as well as between participants. Given that the novel words referred to common 
objects that were familiar to all participants, this suggests that integration is not 
determined merely by the overall availability of existing knowledge, but also by a 
participant’s ability to rapidly access and use that knowledge for integration. Further 
investigation of individual differences in implicit and explicit learning strategies may 
shed light on what distinguishes those people who highly engage these areas during 
encoding from those who do so to a lesser degree. 
 Somewhat surprisingly, no integration effects were found in areas traditionally 
associated with semantic processing, such as the PPC and IFG (Binder & Desai, 2011; 
Binder et al., 2009). However, the current design did not introduce any novel conceptual 
information, since novel words were paired with common objects. The largest change to 
the semantic network therefore entailed the formation of novel links between existing 
semantic information and novel lexical-orthographic information. This process likely 
involves lexical association areas more than semantic storage and processing, in line 
with our observed integration effects in the left pMTG. In contrast, both the left PPC and 
left IFG did show a subsequent memory effect, consistent with previous episodic 
memory studies (Kim, 2011). In line with its proposed role in the fronto-parietal 
attention network (Corbetta, Kincade, & Shulman, 2002; Corbetta, Patel, & Shulman, 
2008), the PPC has been argued to underpin attention to perceptual representations 
during encoding (Paller & Wagner, 2002). This may account for our observation that 
activity in the left PPC predicts subsequent memory, but not subsequent integration. The 
involvement of the left IFG may reflect increased processing of semantic content (Binder 
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et al., 2011) as well as the selection and organization of semantic information in working 
memory (Blumenfeld & Ranganath; 2007; Uncapher & Wagner, 2009). 
 In addition to language-specific neocortical areas, the vmPFC also exhibited a 
subsequent integration effect. This is consistent with the idea that the vmPFC rapidly 
integrates distributed neocortical representations when the input matches an existing 
schema (Preston & Eichenbaum, 2013; Van Kesteren et al., 2012). The recent SLIMM 
framework (Van Kesteren et al., 2012) proposes that the vmPFC responds preferentially 
to schema-congruent information, and (for example through phase synchronization) 
facilitates the formation of direct connections between novel and existing 
representations. When novel information resonates with prior knowledge, the vmPFC 
inhibits the binding function of the MTL. Previous studies have shown that schema-
congruent information indeed rapidly becomes independent of the hippocampus (Tse et 
al., 2007) and evokes increased vmPFC activation and decreased vmPFC-MTL 
connectivity during successful encoding (Van Kesteren et al., 2010; 2013; 2014). The 
current findings add the first evidence that vmPFC activation during initial encoding 
directly relates to behaviorally measurable subsequent integration.  
 In contrast to several previous studies (for a review see Paller & Wagner, 2002), 
the MTL did not exhibit subsequent memory effects. Given that the number of trials in 
the current semantic learning paradigm was restricted relative to most episodic 
memory studies, this may reflect a lack of power. However, null findings in the MTL have 
been reported before, especially for experiments comparing two classes of events that 
are both remembered but differ in the amount of associated information that can be 
retrieved (Cansino, Macquet, Dolan, & Rugg, 2002; Otten & Rugg, 2001; Sommer et al., 
2005). It has been argued that when both types of events can be recognized, 
hippocampal involvement may have been too high overall to produce a significant 
contrast (Cansino et al., 2002). This likely applies to the current situation, since most 
items could be matched with their associated pictures even if they could not be actively 
recalled. Thus, the ‘later-forgotten’ category included words for which a memory trace 
was available, which may have reduced the signal differentiation between later-
forgotten and later-remembered trials. The absence of subsequent integration effects in 
the MTL is in line with the view that integration relies on a distinct neocortical encoding 
system rather than on initial memory strength. However, given the lack of the expected 
subsequent memory effect this null finding must be interpreted with caution. 
In conclusion, the current study extends previous reports of better memory 
formation related to neocortical involvement during encoding (Bein et al., 2014; Van 
Kesteren et al., 2013; 2014) by demonstrating for the first time a direct link with 
functional, behaviorally measurable memory integration. Specifically, novel words that 
elicited increased neocortical activity in the vmPFC, left pMTG and VWFA during 
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encoding influenced processing of existing words after consolidation. The effects in the 
VWFA and left pMTG suggest that novel information can be rapidly incorporated into 
specialized neocortical representational areas, here the lexical-semantic network. 
Crucially, we showed that distinct brain networks subserving memory formation and 
integration are simultaneously active during the early stages of learning, and contribute 
independently to the outcome of this process. These findings challenge a strictly serial 
view of memory consolidation and suggest that neocortical integration may be set in 
motion during the very first encounter with a novel stimulus. 
 
Chapter 7
Word learning in monolinguals and
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Abstract 
 
Behavioural work has demonstrated that bilinguals perform better at novel word 
learning tasks than monolinguals. The current study aimed to shed light on the source of 
this bilingual advantage by taking into account not only explicit memory, but also the 
integration of novel words into the existing lexicon. We hypothesised that novel words 
elicit increased semantic activation in the larger lexicon of bilinguals, which may 
stimulate the integration of novel word representations into the existing neocortical 
memory network. To test this prediction, we trained English monolinguals and early 
Spanish-English bilinguals on two sets of written Swahili words paired with English 
translations, one set on each of two consecutive days. Immediately after the second 
training session, they performed a recognition task in the fMRI scanner. We measured 
semantic integration by measuring Swahili words’ ability to facilitate recognition of 
semantically related English words in a  primed lexical decision task. The results showed 
no difference in explicit memory for the learned words, but contrary to our expectation, 
a priming effect was observed only in the monolingual group. We suggest that this 
monolingual advantage in novel word integration may stem from an increased need for 
slow neocortical interleaving of old and new data in the denser bilingual lexicon. The 
fMRI data revealed more activation in the right IFG for monolinguals and more 
activation in the left pallidum for bilinguals. This pattern is in line with a proposal that 
monolinguals make more use of a cognitive control network in novel word learning, 
whereas bilinguals rely more on articulatory motor processes (Bradley et al., 2013). This 
strategy may underlie word learning from speech input, but less so from print. Thus, 
bilingualism may offer advantages on some aspects of word learning, but disadvantages 
on others. 
 
 
 
 
 
 
Based on: 
Bakker, I., Fernández, C., Takashima, A., Janzen, G., McQueen, J. M., & Van Hell, J. G. (in 
preparation). Overlapping and distinct neural networks supporting novel word learning 
in monolinguals and early bilinguals. 
 
I would like to thank Sarah Fairchild, Marlijn Beek and Desirae Scott for help with data 
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7.1 Introduction 
 
Many multilinguals share the experience that with each language they master, learning 
the next seems to become easier. Support for this intuition comes from classroom 
studies showing more successful third language acquisition in bilingual versus 
monolingual schools (Cenoz & Valencia, 1994; Sanz, 2000) as well as laboratory studies 
using artificial word-learning paradigms. Many of these experiments have revealed 
enhanced performance of bilinguals in memorising associations between novel words 
and translations or pictures (e.g. Kaushanskaya & Marian, 2009a; 2009b; Kaushanskya, 
2012; Papagno & Vallar, 1995; Van Hell & Mahn, 1997; Yoshida, Tran, Benitez, & 
Kuwabara, 2011). The current fMRI study aimed to shed light on the root of this 
bilingual advantage from a memory integration perspective, testing the hypothesis that 
experience with a second language may benefit the integration of novel lexical-semantic 
information with prior knowledge. 
 One explanation of the bilingual advantage is based on the idea that bilingualism 
leads to better developed phonological abilities. For example, bilingual children 
outperform their monolingual peers on measures of phonological awareness, such as 
phoneme substitution in a task like “take away the first sound of the word ‘cat’, and put 
in the /m/ sound of the word ‘mop’” (Bialystok, Majumder, & Martin, 2003; Bialystok, 
Luk, & Kwan, 2005). This advantage may benefit learning of new phonological forms. 
However, the phonological awareness advantage only occurs in bilinguals whose 
languages share the same print-to-sound conversion principles (Bialystok et al., 2003; 
2005). If phonological awareness underlies the bilingual advantage in word learning, 
only bilinguals whose languages share print-to-sound conversion principles should 
perform better than monolinguals on word learning tasks. Contrary to this prediction, a 
word learning advantage has been demonstrated both in bilinguals speaking alphabetic 
languages (English and Spanish) and in speakers of English and Mandarin, which have 
different print-to-sound conversion systems (Kaushanskaya & Marian, 2009b).  
Relatedly, it has been argued that phonological memory may underlie the 
bilingual advantage in word learning, given that multilingual experience is correlated 
with higher performance on auditory digit span and non-word repetition tasks (Papagno 
& Villar, 1995). In order to test this hypothesis, Kaushanskaya (2012) compared 
monolinguals and bilinguals on a digit span task. Monolinguals were divided into a low-
span and high-span group. Bilinguals were matched to the high-span monolinguals (as it 
proved impossible to find low-span bilinguals). High-span monolinguals performed 
better than low-span monolinguals on phonologically unfamiliar novel words, but the 
bilinguals outperformed both groups of monolinguals on both familiar and unfamiliar 
words. Thus, even when matched on phonological memory, bilinguals exhibited a word 
Chapter 7 
 
142 
 
learning advantage over monolinguals. These findings suggest that phonological 
memory and awareness may be beneficial in word learning, but cannot account 
completely for the bilingual advantage. 
A second line of research proposes that the bilingual advantage in word learning 
is driven by enhanced cognitive control, which reduces native-language interference 
(Bartolotti, Marian, Scroeder, & Shook, 2011; Bartolotti & Marian, 2012; Bradley, King, & 
Hernandez, 2013; Kaushanskaya & Marian 2009a). Because lexical items in the bilingual 
lexicon compete both within and across languages (e.g. Marian & Spivey, 2003; Van 
Heuven, Dijkstra, & Grainger, 1998), bilinguals have more experience in resolving 
competition and suppressing irrelevant information than monolinguals. This has been 
claimed to reduce the interference of native-language competitors during retrieval of 
newly learned words, which may result in facilitated access to novel words and thus 
better memory performance (Bartolotti & Marian, 2012). Similarly, bilinguals have been 
shown to be less hindered than monolinguals by novel orthography-phonology 
mappings that are inconsistent with their native languages, possibly because of their 
experience with inhibiting irrelevant rules (Kaushanskaya & Marian, 2009a). A cognitive 
control advantage has even been proposed to generalise to non-linguistic domains. 
Several studies suggest that bilinguals are better than monolinguals at inhibiting 
distractor stimuli and monitoring conflict in Flanker or Simon tasks (Bialystok, Craik, & 
Luk, 2012), though this effect is not always replicated in young adults (Hilchey & Klein, 
2011; Paap & Greenberg, 2013). 
In line with the idea that bilingualism influences (at least linguistic) cognitive 
control processes, Bradley et al. (2013) found that monolinguals and bilinguals engaged 
overlapping but distinct neural networks during retrieval of newly learned words. 
Bilinguals exhibited less extensive activation in a network of brain regions implicated in 
cognitive control than monolinguals, such as the dorsolateral prefrontal cortex, anterior 
cingulate cortex, and caudate. The authors proposed that this difference reflected more 
efficient and automatic access to novel representations in bilinguals. More activation on 
the other hand was exhibited by bilinguals in the putamen, which the authors proposed 
may reflect greater reliance of articulatory motor processing. Thus, bilinguals and 
monolinguals may rely on different strategies in learning and retrieving novel words. 
A third approach focuses on the semantic nature of the bilingual lexicon and the 
way novel words are encoded to explain word learning benefits. In a study looking at 
concreteness effects in monolinguals and early bilinguals,  Kaushanskaya and Rechtzigel 
(2012) taught participants translations of concrete words such as ‘daisy’, and abstract 
words such as ‘virtue’. They found that concrete words were better remembered than 
abstract words, in line with previous work (e.g. De Groot & Keijzer, 2000). Concreteness 
effects are generally interpreted to reflect richer semantic processing of concrete words, 
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for instance because recognition of these words activates both verbal and perceptual 
information (Paivio, Walsh, & Bons, 1994) or because their representations contain 
more conceptual information (De Groot, 1989). Kaushanskaya and Rechtzigel (2012) 
furthermore observed that concreteness interacted with group, with bilinguals showing 
a greater benefit from concrete words than monolinguals. The authors argued that this 
interaction may reflect increased semantic activation elicited by concrete words in the 
bilingual lexicon, as concrete words have more similar semantic representations across 
languages (De Groot, 1992). This claim is supported by data showing that bilinguals are 
faster to translate concrete words (e.g. Van Hell & De Groot, 1998b), and show stronger 
cross-language priming for concrete words (Jin, 1990) relative to abstract words. Van 
Hell and De Groot (1998a) furthermore demonstrated that bilinguals provided more 
similar responses across their two languages in response to concrete words on a free 
association task. The larger number of representations activated by concrete words in 
bilinguals as compared to monolinguals may stimulate the formation of connections 
between novel and existing words, and thus benefit memory for novel words.      
This possibility resonates with the idea that the integration of novel words into 
the existing mental lexicon is crucial to their lexical functioning (Davis & Gaskell, 2009; 
Gaskell & Dumay, 2003; Leach & Samuel, 2007). This integration process is thought to 
involve a representational shift from the hippocampal system to a widely distributed 
neocortical network (Frankland & Bontempi, 2005; McClelland, McNaughton, & O’Reilly, 
1995; Marr, 1970; Squire & Alvarez, 1995). The hippocampus rapidly binds the 
components of a memory trace during encoding, and is essential for immediate retrieval. 
In the hours, days or even weeks after the learning event, a gradual process of 
integrating the new information into the existing neocortical memory network unfolds. 
Ultimately, the novel representation has become completely neocortically represented 
and no longer engages the hippocampus during retrieval. As information in the 
hippocampus decays more rapidly than cortico-cortical connections, this offline process 
consolidates the novel memory and protects it from forgetting. 
Furthermore, the integration of a novel word with form- and meaning-related 
existing words allows it to interact with these neighbours during language processing. 
For instance, novel words that overlap phonologically with existing words (e.g. 
‘cathedruke’ and ‘cathedral’) slow down recognition of those neighbours after a 
consolidation period of several hours or days, but not immediately after training (e.g. 
Bakker, Takashima, Janzen, Van Hell, & McQueen, 2014 (Chapter 2); Gaskell & Dumay, 
2003; Dumay & Gaskell, 2007; 2012). Secondly, meaningful novel words start to 
facilitate recognition of semantically related existing words after a consolidation period 
(Tamminen & Gaskell, 2013). The emergence of lexical-semantic integration effects has 
been proposed to rely on the formation of a lexical representation in the posterior 
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middle temporal gyrus (pMTG) (Chapter 5; Takashima, Bakker, Janzen, Van Hell, & 
McQueen, 2014). 
Recent findings suggest that encoding factors can influence the success and pace 
of this lexicalisation trajectory. For instance, interleaved exposure to novel words and 
their existing phonological neighbours during training accelerates the emergence of 
competition (Lindsay & Gaskell, 2013). In Chapter 6, we demonstrated that pMTG 
activation during encoding predicted the ability of novel words to prime semantically 
related words 24 hours later. This suggests that activation of the existing lexical-
semantic network during encoding stimulates the integration of novel words. These 
observations are in line with rodent studies showing that when novel information can 
be related to a coherent network of prior knowledge, newly formed representations can 
rapidly become neocortically integrated and independent of the hippocampus (Tse et al., 
2007).  
An interesting possibility therefore is that the enhanced lexical-semantic 
activation in the bilingual lexicon during processing of a novel word suggested by 
Kaushanskaya and Rechtzigel (2012) leads to faster and more successful lexicalisation, 
giving the increased opportunity for the formation of neocortical connections. This 
hypothesis makes several specific predictions. Firstly, bilinguals should exhibit the 
largest word learning benefit relative to monolinguals shortly after training, as 
monolinguals may reach the same level of lexicalisation after an opportunity for offline 
consolidation. This prediction is borne out by a number of studies showing a bilingual 
advantage at immediate test but smaller or no effects after a week (Kaushanskaya & 
Marian, 2007; 2009a; 2009b; but cf. Kaushanskaya, 2012; Van Hell & Mahn, 1997). 
Secondly, bilinguals may be expected to show larger semantic priming effects between 
novel and existing words than monolinguals, and priming effects may require less of a 
delay in bilinguals than in monolinguals. Third, retrieval of recently learned novel words 
should be supported by a more neocortical lexical-semantic network in bilinguals as 
compared to monolinguals.  
The current study aimed to put these predictions to the test. A group of English 
monolinguals and a group of early Spanish-English bilinguals learned two sets of 
Swahili-English translation pairs on two consecutive days, followed by a testing session 
on the second day.   This design made it possible to contrast a recent condition (words 
learned just before testing on the second day) with a remote condition (words learned 
on the first day) within the same testing session. We used a semantic priming task to 
probe immediate and delayed integration effects. Furthermore, BOLD responses during 
word retrieval were measured to examine group differences in the contribution of 
neocortical areas involved in lexical-semantic processing to the retrieval of recent and 
remote words. Additionally we investigated whether bilinguals make more efficient use 
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of cognitive control areas while recognising learned words, as suggested by Bradley et 
al. (2013), and whether this pattern changes with consolidation. Behaviourally, we 
tested whether bilinguals exhibited a cognitive control advantage by means of a Flanker 
task (Eriksen & Eriksen, 1974).  
 
7.2 Methods 
 
7.2.1 Participants 
 
Twenty-four English monolingual participants (nine males, aged 18-24, mean 20) and 
twenty-four Spanish-English bilingual participants (eleven males, aged 18-34, mean 24) 
were recruited from the Penn State University community. Participants reported having 
no history of learning- or language-related problems, had normal or corrected-to-
normal vision and hearing, and were right-handed. One monolingual participant was 
excluded from all analyses due to extremely poor performance on the fMRI and memory 
tasks. One further monolingual participant was excluded due to experimenter error.  
Monolingual participants were selected to have no experience with a foreign 
language apart from beginner-level courses in high school or university. A total of 15 
monolinguals reported having some experience learning a foreign language (Spanish, 
French, Italian or Latin). Proficiency in this language was rated 1.9 on average on a scale 
of 1 (none) to 10 (native-like), and current frequency of use was 0.25 on average on a 
scale of 0 (never) to 10 (constantly).  
The bilingual group consisted of early, mostly sequential Spanish-English 
bilinguals. All bilingual participants acquired Spanish from birth, and started learning 
English between the ages of 0 and 10 (mean 5). Proficiency in English was rated 
between 8 and 10 (mean 9.3), and in Spanish between 7.3 and 10 (mean 9.5). Six 
participants considered themselves most proficient in English, fourteen in Spanish, and 
four reported equal proficiency in both languages. A Boston Naming Task (BNT) was 
performed in English by the monolinguals and in English and Spanish by the bilinguals 
(see 7.2.2).  Naming data for one monolingual and one bilingual participant was lost for 
the English BNT, and for one bilingual for the Spanish BNT due to technical problems. 
Monolinguals scored better than bilinguals on the English Boston Naming task (51 
versus 42 words correct out of 60, t(42) = 4.952, p < .001). Bilinguals did not score 
differently on the English and Spanish versions (42 versus 41 words correct, t(21) = 
.551, p = .588). The bilingual participants who reported that English was their most 
proficient language or both languages were equally proficient scored higher on the 
English BNT than the participants who reported being most proficient in Spanish (t(21) 
= 4.037, p > .001) and only marginally lower than the monolinguals (t(29) = 1.934, p = 
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.063), suggesting that self-ratings corresponded well with objective proficiency.   
On a scale of 1 (never) to 10 (always), bilingual participants reported using 
English most when reading (9.6), speaking with friends (7.5) and at work or school 
(9.8). Sixteen participants used English with their families, with an average frequency of 
5.5. Spanish was most commonly spoken when interacting with family (8.6), but was 
also used with friends (5.5), when reading (6.3), and at school or work (3.1). 
Participants estimated using English 40-90% of the time (mean 73%) and Spanish 10-
55% (mean 26%). All participants reported using both languages on at least one day a 
week (English: mean 6.6 days a week; Spanish: mean 5.0 days a week). Six participants 
considered their current dominant language to be English, ten Spanish, and eight 
considered both languages equally dominant.  
Fifteen bilinguals reported having experience with an additional (third) language 
(French, German, Italian or Catalan). They rated their proficiency in this language as 3.4 
on average on a scale of 1 (none) to 10 (native-like) and reported an average usage 
frequency of 1.5 on a scale of 0 (never) to 10 (constantly). 
 
7.2.2 Procedure 
 
On day 1, participants were trained on a set of 30 Swahili-English word pairs. 
Additionally they performed a Flanker task, a set of language proficiency tasks and 
completed a language history questionnaire. On day 2, approximately 24 hours later, 
participants were trained on a second set of 30 Swahili-English word pairs. Immediately 
afterwards, they performed a recognition task in the MRI scanner. This task included the 
Swahili words learned the day before (‘remote’), the Swahili words learned the same 
day (‘recent’), Swahili words that were not part of the trained set (‘untrained’) and 
existing English words (‘existing’). Following the scanning session, semantic integration 
was assessed by means of a lexical decision task in which the learned Swahili words 
primed semantically related or unrelated English words. Finally participants were tested 
on explicit memory for the studied words with four memory tasks of varying difficulty.  
 
Language proficiency 
The BNT consisted of 60 black-and-white line drawings of objects, which participants 
were asked to name out loud. Pictures were presented on the screen one by one, in a 
fixed order from easy to difficult, and participants were instructed to name each picture 
as quickly and as accurately as possible. Each picture was presented for 5 seconds or 
until the participant pressed a button. Monolinguals performed this task in English. 
Bilingual participants performed the BNT in English first, then did the Flanker task (see 
below) and then performed the BNT in Spanish. 
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Flanker task 
A version of the Flanker task (Eriksen & Eriksen, 1974) containing a go/no-go element 
as developed by Luk (2008) was used as a measure of cognitive control. Participants 
pressed one of two buttons to indicate the direction a red chevron was pointing. In the 
control condition, only the target chevron was presented. In the congruent condition, the 
red chevron was flanked by four black chevrons pointing in the same direction. In the 
incongruent condition the four distractor chevrons pointed in the opposite direction. In 
the neutral condition the four distractors were diamonds, and in the no-go condition the 
four distractors were crosses indicating that the participant should refrain from giving a 
response. Conditions were presented in a blocked design consisting of seven blocks: a 
control block, a congruent/incongruent block, a neutral/no-go block, a mixed block 
containing all conditions except the control condition, a second neutral/no-go block, a 
second congruent/incongruent block, and a second control block. Control blocks were 
always presented first and last, the mixed block was always presented in the middle, and 
the order of the congruent/incongruent and neutral/no-go blocks was counterbalanced 
across participants. Trials consisted of a 500 ms fixation screen followed by stimulus 
presentation for 2000 ms or until button press. The type of trial, number of left and right 
responses, and target position (second, third or fourth symbol) was counterbalanced 
within each block. The order of trials within blocks was randomised per participant. 
 
Training 
The novel word training procedure comprised four ‘encoding’ blocks and four active 
tasks. In the encoding blocks, a Swahili word was presented visually in lower-case 
letters alongside its English translation (also in lower case) for four seconds. 
Participants were instructed to say both words out aloud once. The active tasks were 1) 
four-alternative forced-choice (4AFC) matching of a Swahili cue to its English 
translation, 2) typing the English translation in response to a Swahili word, 3) 4AFC 
matching of an English cue to its Swahili translation, and 4) typing of the Swahili 
translation in response to an English word. There was no time pressure, and the correct 
answer was presented for two seconds after a response was given. The four active tasks 
were presented in the order listed, with an encoding block preceding every active task 
block. Each word was presented once in each block, giving a total of eight exposures per 
word. 
 
FMRI task 
The fMRI task on day 2 contained Swahili words from both days (recent and remote), 
untrained Swahili words, and existing English words. Each word was presented once for 
a total of 120 trials, interspersed with 30 null events of four seconds. The recognition 
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memory task was split into three runs, each run containing an equal number of trials 
from each condition. The order of items within a run was randomised per participant 
and the order of runs was counterbalanced. 
A trial started with presentation of a single word in the centre of the screen for 
two seconds. After a variable ISI of one to three seconds, a question prompt appeared on 
the screen. Participants indicated whether or not the presented word was part of the set 
of Swahili words they learned. Responses were given by pressing one of two buttons on 
a button box held in the left hand. The response prompt remained on the screen for two 
seconds. After an ISI of one second, a second response screen appeared prompting 
participants to indicate whether or not they knew the meaning of the word. The 
response options again remained on the screen for two seconds. The next trial started 
after a variable ITI of three to seven seconds. 
 
Semantic priming 
The priming task on day 2 required participants to make a lexical decision to English 
words and pseudo-English nonwords presented in capital letters, as fast and as 
accurately as possible. Each target was preceded by a learned Swahili prime word, 
presented in lower case letters. Each target word had one semantically related prime 
(e.g. ‘farasi’ (‘horse’) – ‘SADDLE’) and one unrelated prime (e.g. ‘kijiko’ (‘spoon’) – 
‘SADDLE’). Each Swahili word, in turn, primed two different semantically related targets 
(e.g. ‘farasi’ – ‘SADDLE’ and ‘DONKEY’). The task thus consisted of 240 word trials (60 
learned Swahili words with two unrelated and two related target words each). For the 
purpose of the lexical decision task, 240 pseudo-word targets were added which were 
also primed by the 60 learned Swahili words. Repetitions of the same prime were 
separated by at least 30 trials, and repetitions of the same target by at least 60 trials. 
Each trial started with a 500 ms fixation, followed by the prime for 250 ms, a blank 
screen for 250 ms, and the target for 1500 ms or until the participant responded. 
Responses were given by pressing the right index finger button for ‘yes’ and the left 
index finger button for ‘no’ on a button box. 
 
Memory tasks 
A series of tasks of decreasing difficulty measured the strength of novel word memories 
on day 2. In the free recall task, participants were instructed to write down as many 
Swahili words as they could remember, without their translation, in five minutes. The 
next tasks were typing the Swahili translation of an English word (identical to training 
task 4), typing the English translation of a Swahili word (identical to training task 2) and 
matching of a Swahili word to one of four English words (identical to training task 1). No 
feedback was given in these tasks. 
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7.2.3 Stimuli 
 
Training and fMRI task 
Two lists of 30 Swahili-English word pairs were created. The allocation of lists to 
training sessions (recent/remote) was counterbalanced across subjects within each 
group (monolinguals/bilinguals). Each word referred to a common, concrete object. 
Swahili words were 4-6 letters long (mean 5). Although not all words obeyed English 
phonotactics, they were easily pronounceable for English speakers. None of the Swahili 
words were cognates of English or Spanish words. The 30 untrained Swahili words used 
in the fMRI task were selected to match the learned Swahili words in length (4-7 letters, 
mean 5) and orthographic features. The existing English words were 4-7 letters long 
(mean 5), had a CELEX frequency of 2-45 occurrences per million (mean 26) and were 
not closely semantically or orthographically related to any of the learned word pairs. 
The full set of stimuli is listed in Table 7.1. 
 
Priming task 
Word targets in the priming task were 3-8 letters long (mean 5) and had a CELEX 
frequency of 1-288 (mean 44) per million. Orthographically and phonologically legal 
pseudo-word targets were derived by substitution of one letter from English words that 
were not part of the stimulus set, and matched in length with the word targets.  
 
7.2.4 FMRI acquisition 
 
FMRI data were recorded in a 3T MR scanner (Trio, Siemens Healthcare, Erlangen, 
Germany) using a 12-channel head coil. Functional images were acquired using a T2*-
weighted gradient planar imaging sequence with TR= 2.01 s, TE=30 ms, 34 slices, 
descending slice order, slice thickness 3.0 mm, slice gap 0.5 mm, matrix size 64 × 64, 
field of view (FOV) 224 × 224 mm, flip angle 90°, and voxel size 3.5 × 3.5 × 3.0 mm. Slices 
were angulated in an oblique axial manner. T1-weighted anatomical scans at 1 mm 
isotropic resolution were acquired with TR 1650 ms, TE 2.03 ms, 160 slices, flip angle 
9°, matrix size 256 x 256. 
 
7.2.5 FMRI analysis 
 
Preprocessing was performed using SPM8 (www.fil.ion.ucl.ac.uk). Functional images 
were first realigned and resliced to the first volume of the first run, and the mean 
functional image was co-registered with the subject’s structural MRI using the mutual 
information optimization function implemented in SPM8. Images were slice-time 
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corrected to the 17th slice using Fourier pane shift interpolation. The structural MRI was 
segmented and normalized to SPM8’s T1 template in Montreal Neurological Institute 
(MNI) space. Functional images were normalized to MNI space and smoothed with an 8 
mm full-width half maximum Gaussian filter.  
Data were modelled using a general linear model (GLM) with four experimental 
regressors: 1) remote Swahili words that were correctly matched to their English 
translation in the 4AFC memory task, 2) recent Swahili words correct in the 4AFC task, 
3) untrained Swahili words, and 4) existing English words. Two other regressors were 
also included:  recent/remote Swahili words that were incorrectly responded to in the 
4AFC task (‘misses’), and null events. For the two participants that scored 100% correct 
on the 4AFC task, a dummy trial was inserted 20 seconds after the last real trial of the 
‘misses’ regressor. A stick function (time-locked to the onset of word presentation) 
representing the explanatory variables was convolved with the canonical hemodynamic 
response function provided by SPM8. Six motion parameters were added as additional 
regressors to account for motion artefacts. Data was high-pass filtered using a 128s cut-
off to reduce the effects of low-frequency drift. Each experimental condition was 
contrasted against an implicit baseline on the first level. The resulting images were 
entered into a full-factorial second-level model with factors Group (monolingual, 
bilingual) and Condition (remote, recent, untrained, existing).  
For whole-brain analyses, voxels were thresholded at p = .001 uncorrected and 
cluster statistics were evaluated at p = .05 family-wise error corrected (FWE, Hayasaka 
& Nichols, 2003). The contrast existing > untrained words with a stricter voxel threshold 
of pFWE = .05 was used to define regions involved in lexical processing. These ROIs were 
then used to examine the orthogonal effects of training and consolidation, and 
differences between the groups. ROI analysis was performed using an initial voxel 
threshold of punc = .001 and a small volume correction (SVC), evaluated at cluster-level at 
pFWE = .05. To investigate the contribution of areas related to cognitive control, ROIs 
were created by drawing a 15 mm sphere around the peak voxels of the group 
differences reported by Bradley et al. (2013). These included the right IFG/MFG 
ȋ	ǤǡȏͶʹʹ͵ͳ͸ȐȌǡȋȏͳͷ-ͳͶͻȐȌǡȋȏ-15 
23 ͳͲȐȌ   Ȁ ȋȏ-27 -7 -ʹȐȌǤ       
observed in the ACC ROI by Bradley et al. was in white matter lateral to the ACC, we 
defined the ACC ROI anatomically based on the AAL atlas (Tzourio-Mazoyer et al., 2002).  
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7.3 Results 
 
7.3.1 Cognitive control (Flanker task) 
 
Data for one monolingual participant was lost due to experimenter error. Overall 
accuracy did not differ between groups (F(1,43) = .242, p = .625) and there was no 
Group by Condition (blocked congruent, blocked incongruent, blocked go, blocked no-go, 
mixed congruent, mixed incongruent, mixed go, mixed no-go, control) interaction 
(F(1.1,47.7) = .01, p = .938). Errors and response times below 50 ms or above 1500 ms 
were excluded from the reaction time (RT) analysis (10%). The change in RT relative to 
the control condition was computed for the congruent and incongruent trials in the 
congruent/incongruent blocks. Incongruent trials were responded to slower (F(1,43) = 
132.733, p <.001), reflecting the basic Flanker effect. There was no effect of Group 
(F(1,43) = .07, p = <.792) nor an interaction (F(1,43) = .039, p = .845).  
For the congruent, incongruent and neutral trials in the mixed block, the change 
in RT relative to the same trial type in the blocked conditions was computed. This 
mixing cost reflects participants’ response flexibility in responding when trial types are 
intermixed. Bilinguals exhibited smaller mixing costs than monolinguals across 
conditions (F(1,43) = 4.143, p = .048). A main effect of Condition (F(2,86) = 21.324, p 
<.001) reflected significant overall mixing costs in the incongruent condition (57 ms, 
t(44) = 6.503, p < .001) and the congruent condition (25 ms, t(44) = 4.613, p < .001) but 
not in the go condition (8 ms, t(44) = 1.179, p = .245). There was no interaction of 
Condition by Group (F(2,86) = .113, p = .893). See Figure 7.1A for an illustration of the 
Flanker effect and mixing costs by group. 
 
7.3.2 Training and memory 
 
Training 
Training data for one monolingual participant was lost due to technical problems. 
Performance on the training tasks was generally good, with scores on the most difficult 
task (typing the Swahili word cued by its English translation) reaching over 50% on 
average on both days. The English-Swahili 4AFC matching task produced the highest 
scores; 85% on day 1 and 87% on day 2. The Swahili-English 4AFC matching task was 
performed better on day 2 than on day 1 (67% versus 61%, F(1,43)=8.7, p=.005). No 
other tasks exhibited any differences between days or groups. 
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FMRI task 
For one monolingual participant, behavioural data was not analysed because button 
presses were not recorded in one of the runs. An ANOVA with factors Day (remote, 
recent) and Group (monolinguals, bilinguals) did not reveal any effects of Day or Group 
on old/new recognition for the learned words. Remote words were recognised in 89% 
of trials, recent words in 91% of trials. A main effect of Day was found on responses to 
the second question (‘Do you know the meaning of this word?’), with the meanings of 
recent words being remembered better than those of remote words (72% versus 50%; 
F(1,43)=76.39, p<.001). No effect of Group or an interaction was observed. 
 
Memory tasks 
Participants freely recalled more words from the recent condition (25%) than the 
remote condition (21%; F(1,44)=4.08, p=.049). Similarly, when asked to type the Swahili 
word in response to an English word, participants scored higher on the recent condition 
(39% correct) than on the remote condition (30%; F(1,44)=10.32, p=.002). Typing the 
English word when cued by its Swahili translation was also easier for the recent 
condition (66% correct) than the remote condition (48%, F(1,44)=62.78, p<.001), as 
was Swahili-English 4AFC matching (recent 90%, remote 83% correct; F(1,44)=24.41, 
p<.001). In none of the memory tasks was an effect of Group or an interaction of Group 
by Condition observed (Figure 7.1B). 
 
7.3.3 Semantic priming   
  
Errors and responses below 200 or above 1700 ms were removed (10%). Data for one 
bilingual participant was lost. An ANOVA with factors Day (remote, recent) x 
Relatedness (related, unrelated) and between-subjects factor Group (monolinguals, 
bilinguals) revealed a main effect of Day (F(1,43)=4.42, p=.041), reflecting overall 
slower responses in the remote condition. A main effect of Group indicated a small 
overall reaction time advantage for monolinguals (F(1,43)=4.1, p=.049). No main effect 
of Relatedness was observed, though there was a modest trend towards an interaction 
of Relatedness x Day (F(1,43)=2.57, p=.12). There was no three-way interaction. Planned 
paired t-tests of related versus unrelated conditions within each group suggested a 
small priming effect in the remote condition for the monolinguals (12 ms, t(21)=2.33, 
p=.03), but not in the recent condition (-3 ms, p=.61). In the bilingual group no evidence 
of priming was observed in the remote (-2 ms, p=.62) or recent (2 ms, p=.76) condition 
(Figure 7.1C).  
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Figure 7.1. Behavioural results. A: Left-most bars indicate the Flanker effect (congruent – incongruent 
trials in the blocked conditions) for monolinguals (blue) and bilinguals (red). The next three bar clusters 
indicate the mixing cost (trials in the mixed block relative to the same trial type in the blocked conditions) 
for incongruent (I), congruent (C), and neutral (N) trials. B: Memory performance for recently learned 
(Rec) and remote (Rem) words on the Free recall task, typing the Swahili word in response to an English 
cue, typing the English word in response to a Swahili cue, and 4AFC Swahili-to-English matching. The total 
number of words learned on each day was 30. C: Semantic priming effects (unrelated (Unr) – related (Rel) 
prime-target pairs) for the remote and recently learned words. Error bars denote standard error of the 
mean. 
 
 
7.3.4 FMRI results 
 
Lexicality effects 
Existing English words elicited more activation than untrained Swahili words in the left 
middle temporal gyrus (MTG), bilateral angular gyrus (AG), left dorsal and orbital parts 
of the middle frontal gyrus (MFG), and bilateral precuneus with a left-lateralised peak 
(see Figure 7.2). The reverse contrast did not reveal any significant clusters. There was 
no interaction with group. 
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Learning and consolidation 
Recently learned words elicited more activation than untrained Swahili words in the left 
inferior parietal lobe (IPL) and AG, anterior cingulate cortex (ACC), superior frontal 
gyrus (SFG), dorsal and orbital parts of the MFG, pars triangularis of the inferior frontal 
gyrus (IFG), precuneus and posterior cingulate cortex, and bilateral caudate. The 
identical pattern was observed for remote versus untrained Swahili words (see Figure 
7.3). ROI analysis of regions where a lexicality effect was observed but which did not 
show learning effects at the whole-brain level (the left MTG and right AG) revealed a 
learning effect in the left MTG for both recent ([-58 -40 -ͳͲȐǡαͷʹǡpSVC  = .012) and 
remote ([-45 -38 -ͳʹȐǡα͸͸ǡpSVC  = .01) words. There was no interaction with group in 
either condition. The contrasts remote-recent and recent-remote or the interactions of 
these contrasts with group did not reveal any suprathreshold voxels. No correlation was 
found between lexical activation and behavioural priming effects for recent or remote 
words.  
 
 
 
Figure 7.2. Greater activation for existing English words than untrained Swahili words (lexicality effect), 
across both groups. Thresholded at voxel pFWE = .05.  
 
 
Group differences 
For the contrast of all words relative to baseline, monolinguals showed greater 
activation than bilinguals in several of the lexicality ROIs: the left precuneus ([0 -͸ͶͶͶȐǡ
k = 25, pSVC  = .016), MFG ([-ͳͶͶ͸ͶͺȐǡαͺͷǡpSVC  = .016), and MTG ([-62 -36 -ͺȐǡαͳͳǡ
pSVC  = .029). In line with Bradley et al. (2013) they also engaged a right IFG/MFG region 
ȋȏ͵͸͵ͲͳͺȐǡα͸ʹǡpSVC  = .018). None of the other control-related ROIs showed an 
effect. The group difference appeared to be caused mostly by the learned Swahili words 
(see Figure 7.4), for which monolinguals showed more activity in the precuneus ([-2 -64 
ͶͲȐǡαʹͷǡpSVC  = .016), left MFG ([-ͳͶͶ͸ͶͺȐǡα͵ʹǡpSVC  = .037), MTG ([-62 -36 -͸Ȑǡα
8, pSVC  = .031), and a trend in the left AG ([-50 -͸Ͷ ͵ͶȐǡ  α ͳʹǡ pSVC  = .054). No 
suprathreshold voxels for the group contrast were observed in the existing and 
untrained conditions. 
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Bilinguals showed more overall activation than monolinguals on the whole brain 
level in the pars opercularis of the right IFG extending into the precentral gyrus, right 
fusiform gyrus, left middle occipital lobe and left calcarine sulcus. Analysis of the 
control-related ROIs showed enhanced activation in the left pallidum ([-20 -6 -ͶȐǡαʹͷǡ
pSVC  = .034).   
Again, the overall group difference was mainly found in response to the learned Swahili 
words (see Figure 7.4): these conditions showed a significant cluster in the bilateral 
middle occipital lobe on the whole brain level and an effect in the left pallidum in the 
ROI analysis ([-20 -6 -ͶȐǡαʹʹǡpSVC  = .037). No effect was found in any of the lexicality 
ROIs. Additionally, bilinguals showed more activation than monolinguals to existing 
English words in the left orbital MFG lexicality ROI ([-38 50 -ͶȐǡαʹͳǡpSVC = .007). No 
interaction was observed between group and recent/remote condition. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.3. Enhanced activation for recent (blue) and remote (red) words (overlap in purple) versus 
untrained Swahili words, across groups. Thresholded at voxel punc = .001, except for the bottom right panel 
which depicts the MTG cluster at punc = .01 for illustration purposes. 
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Figure 7.4. Activation differences between monolinguals and bilinguals in response to learned (recent 
and remote) Swahili words. Thresholded at voxel punc = .01 for illustration purposes.  
 
 
7.4 Discussion 
 
The current study investigated whether enhanced lexical-semantic activation in 
response to novel words in the bilingual lexicon (Kaushanskaya & Marian, 2012) 
benefits lexical integration, which may account for the bilingual advantage in word 
learning that is often reported (e.g. Kaushanskaya & Marian, 2009a; 2009b; 
Kaushanskya, 2012; Papagno & Vallar, 1995; Van Hell & Mahn, 1997; Yoshida et al., 
2011). English monolinguals and early Spanish-English bilinguals were trained on two 
sets of Swahili-English word pairs, one set on each of two consecutive days. After 
training on the second day, participants performed a retrieval task in the fMRI scanner 
followed by several behavioural memory tests. A primed lexical decision task in which 
Swahili words primed semantically related English target words was conducted to probe 
novel words’ semantic integration.  
Unlike in previous studies (e.g. Kaushanskaya & Marian, 2009a; 2009b; 
Kaushanskya, 2012; Papagno & Vallar, 1995; Van Hell & Mahn, 1997; Yoshida et al., 
2011), bilinguals did not perform better than monolinguals on explicit recall or 
recognition of novel words, either during training, immediately after training, or after a 
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24-hour delay. Contrary to the predictions of the enhanced semantic activation account, 
we did not observe faster or stronger functional integration in bilinguals, as measured 
by novel words’ ability to prime semantically related existing words. While 
monolinguals and bilinguals recruited somewhat different networks during retrieval of 
learned words, there was no evidence of enhanced or accelerated involvement of 
neocortical lexical areas in bilinguals. Rather, monolinguals showed more activation in 
response to learned words in those regions that were also involved in lexical processing 
of existing words. We did not find a difference in BOLD responses to recently learned 
and remote novel words. 
It is possible that our extended training procedure obscured any bilingual 
advantage on novel word recall. However, while recognition performance was at ceiling, 
average scores on the Swahili-cued and English-cued recall tasks ranged between 30% 
and 66% with large standard deviations, suggesting that there was in principle enough 
variation to detect group differences. Secondly, there was no group difference in any of 
the training blocks, which would be expected if the bilingual advantage contributes 
mainly to early or weak learning. Another explanation for this null finding is that the 
current paradigm involved only visual exposure to the novel words, due to the 
restrictions on auditory tasks in the scanner, whereas previous work has used auditory 
or bimodal paradigms. In line with this possibility, Bradley et al. (2013) also report 
equal performance in monolinguals and bilinguals on a semantic decision task with 
newly learned words which had been acquired visually. This pattern raises the 
possibility that although phonological awareness and memory do not explain the 
bilingual advantage entirely (Kaushanskaya, 2012; Kaushanskaya & Marian 2009b), the 
phenomenon is nonetheless restricted to spoken word learning.  
This specific benefit for phonological learning ties in with the proposal put 
forward by Bradley et al. (2013) that monolinguals and bilinguals employ different 
strategies in word learning, which rely on distinct neural mechanisms. Bradley et al. 
report increased activation for monolinguals in areas related to cognitive control, such 
as the dorsolateral prefrontal cortex, an effect that was replicated in our data. This 
pattern was interpreted as a signature of more controlled response selection and 
competitor inhibition in monolinguals, following Abutalebi and Green (2007). Our 
observation of stronger IFG activation in monolinguals compared to bilinguals is 
consistent with this view. We did not observe behavioural evidence of a bilingual 
advantage on non-linguistic inhibition in the Flanker task, in line with several other 
studies (reviewed in Hilchey & Klein, 2011). It has been argued that non-linguistic 
advantages on cognitive control may affect children and older adults selectively, perhaps 
because the cognitive control system of highly educated young adults is so well 
developed that the effect of bilingualims is too small to observe (Bialystok et al., 2012). 
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Bilinguals did exhibit lower switching costs in this task, suggesting that their response 
system may be more flexible, but this effect however did not appear to go hand in hand 
with an advantage in word learning.  
The bilinguals in Bradley et al.’s study exhibited more activation than 
monolinguals in the left putamen, as was also observed in the current data. (Note that 
while Bradley et al. label their cluster as putamen, its peak voxel is just within the AAL-
defined pallidum on the pallidum/putamen border. The peak voxel in our data is slightly 
more medial in the pallidum.) They argued that this pattern may reflect bilinguals’ 
greater reliance on articulatory motor processes in mapping novel and existing words, 
given the known involvement of the putamen/pallidum in articulation (e.g. Wildgruber, 
Ackermann, & Grodd, 2001; Wise, Green, Buchel, & Scott, 1999). If this is the case, 
bilinguals may benefit from auditory but not written input, which could be one 
explanation for why both we and Bradley et al. (2013) did not observe a bilingual 
advantage on novel word memory in visual tasks. A direct, within-subjects comparison 
of auditory and visual word learning in monolinguals and bilinguals is necessary to 
establish whether the bilingual advantage generalises to visual word learning.       
 Consistent with previous findings of delayed semantic integration (Tamminen & 
Gaskell, 2013), a priming effect from learned Swahili words to semantically related 
English words was observed in monolinguals for the remote set, learned 24 hours 
before testing, but not for the recent set, learned just before testing. This pattern is 
thought to reflect the contribution of an offline integration process, which allows novel 
words to acquire lexical representations that can form stable neocortical connections 
with existing words (Davis & Gaskell, 2009). Although there was no interaction with 
group, the priming effect in the remote condition was observed only in monolinguals. 
Bilinguals did not show behavioural evidence of integrating novel words into their 
existing lexical-semantic knowledge even after a 24-hour consolidation period, even 
though both groups performed equally well on explicit measures of memory for the 
learned words. These results suggest that when explicit memory strength is similar, 
monolinguals may be better able than bilinguals to use newly acquired knowledge to 
facilitate recognition of existing words. 
This interpretation is corroborated by the fMRI data, which reveal a more lexical 
activation pattern in monolinguals relative to bilinguals. Several regions that responded 
selectively to existing words, as compared to untrained Swahili words (i.e. 
pseudowords), also showed enhanced responses to learned Swahili words in 
monolinguals versus bilinguals. This network included the left precuneus, middle frontal 
gyrus (MFG) and middle temporal gyrus (MTG), and less reliably the left angular gyrus 
(AG). Previous work indicates that the MTG in particular is important for the 
lexicalisation and semantic integration of novel words, in line with the idea that this 
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region houses lexical representations that bind word-form information to distributed 
semantic knowledge (Gow, 2012; Hickock & Poeppel, 2004; 2007; Lau, Philips & 
Poeppel, 2008). Chapter 6 of the present thesis demonstrated that increased MTG 
activation during novel word encoding was related to stronger priming effects after 24 
hours, suggesting that the emergence of a lexical representation in the MTG enables 
novel words to interact with existing words. The increased activation in areas sensitive 
to lexicality in monolinguals, especially the MTG, may therefore reflect stronger lexical 
representations of newly learned words underlying the behavioural priming effect. 
One possible explanation for the monolingual integration advantage lies in the 
difference in English vocabulary size between the monolingual and bilingual groups. The 
bilinguals scored lower on the English naming task than monolinguals, consistent with a 
large-sample comparison of monolingual and bilingual adults on a similar standardised 
picture-naming task (Bialystok & Luk, 2012). Their smaller English vocabulary size may 
have impaired bilinguals’ ability to encode and integrate the Swahili words with their 
English translations, either through increased task demands or because fewer 
representations were available for novel words to form connections with, thus 
counteracting any positive effects of bilingualism on word learning. But while English 
proficiency may certainly play a role, the current data do not provide evidence for this 
hypothesis. There was no correlation between bilinguals’ English naming scores and any 
of the explicit novel word memory measures (all p > .12) or the priming effect for 
remote words (p = .877). Furthermore, the enhanced activation in the MTG for 
monolinguals versus bilinguals remained significant when covarying out naming 
performance (pFWE = .04), although the precuneus and MFG effects no longer reached 
significance (possibly due to a loss of power, as naming data was not available for two 
participants). Vocabulary size alone is therefore unlikely to have caused the monolingual 
advantage observed here.  
Alternatively, novel words may be incorporated in the monolingual and bilingual 
lexicons in fundamentally different ways. One of the main computational arguments for 
offline consolidation is that temporarily encoding novel information separately from 
prior knowledge circumvents the problem of catastrophic interference: the erasing of 
existing memories in a distributed connectionist network by the sudden introduction of 
new information (McClelland et al., 1995; McClosky & Cohen, 1989). If the neural 
networks supporting lexical-semantic representations overlap across a bilingual’s 
languages, the denser bilingual lexicon may be more vulnerable to catastrophic 
interference than the monolingual lexicon. To overcome this problem, bilinguals may 
need to prioritise gradual interleaving more than monolinguals, and rely more strongly 
and possibly for a longer period of time on hippocampal encoding of novel words. Given 
the faster decay of hippocampal information (see Frankland & Bontempi, 2005 for a 
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discussion of possible mechanisms), this is consistent with the finding that the bilingual 
advantage dissipates over time (Kaushanskaya & Marian, 2007; 2009a; 2009b; 
Kaushanskaya, 2012).  
Thus, bilinguals may generally have an advantage on immediate explicit memory 
tasks for novel words (e.g. Kaushanskaya & Marian, 2009a; 2009b; Kaushanskya, 2012; 
Papagno & Vallar, 1995; Van Hell & Mahn, 1997; Yoshida et al., 2011), which can be 
performed based on an episodic, hippocampally bound memory trace. Monolinguals on 
the other hand may integrate novel words more rapidly into the neocortical lexicon 
bound by the left MTG, which in the current paradigm could have enabled novel words 
to interact with existing words in the semantic priming task. Our data did not reveal 
increased hippocampal activation for bilinguals, but hippocampal effects are not always 
readily observed and straightforward to interpret during word retrieval (e.g. Davis, 
DiBetta, MacDonald, & Gaskell, 2009; Takashima et al., 2014). Future work employing 
paradigms optimised to test this hypothesis, perhaps investigating hippocampal activity 
during associative encoding rather than retrieval, may start to address this issue.  
In conclusion, the current study suggests that monolinguals and bilinguals may 
recruit overlapping but non-identical neural systems to acquire novel words. Depending 
on which features of novel word knowledge are emphasised by a particular 
experimental paradigm, bilingual experience may induce both advantages and 
disadvantages in novel word learning. 
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Table 7.2. Novel, untrained and existing stimuli sets. List A and B were counterbalanced across subjects 
as either the recent or remote condition. 
 
List A List B Untrained Existing 
Swahili English 
Translation 
Swahili English 
Translation   
bata duck bongo brain barafu barn 
dubu bear buibui spider divai belt 
funza worm bundi owl gari cake 
gombe cow chanda finger ghuba deer 
goti knee chura frog hatari doll 
hema tent dawati desk jicho flag 
jiji city duara wheel kesho leek 
joka snake fagio broom kivuli lion 
kalamu pen farasi horse kondoo moon 
kioo mirror fupa bone kopo nose 
kitabu book hori canoe kubwa arrow 
kiti chair jabali mountain marefu basket 
kofia hat jani leaf mashua camel 
lango door kanzu coat mayai candle 
maji water kawe rock mbuzi hamster 
meli ship kiatu shoe mguu helmet 
ndege airplane kijiko spoon moshi island 
nyuki bee kisu knife mpira lemon 
nyundo hammer kitanda bed mshipi lizard 
panya mouse mavazi dress ndio lorry 
pete ring mfuko bag sana motor 
pwani beach mofa bread sasa onion 
ramani map paka cat shavu otter 
sila bucket pombe beer sungura piano 
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(Table 7.2, continued) 
 
tondo snail samaki fish tisa porch 
viazi potato siafu ant twiga skate 
waridi rose tariki road ubao sweat 
weni plant tembo elephant usubi tongue 
wingu cloud tofaa apple watu whale 
zulia rug uzio fence zizi zipper 
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Discussion 
 
The experiments reported in this thesis were designed to test the hypothesis that offline 
consolidation facilitates the lexical integration of novel words, and aimed to shed light 
on the neural mechanisms underlying this process. Here I will summarise the main 
findings of each chapter, before considering what the data reveal (and what remains 
unknown) about each of three ‘magic moments’ in the life of a novel word: encoding, 
consolidation, and delayed retrieval.  
 
8.1 Summary of findings 
 
Chapter 2 employed a cross-modal paradigm with either phoneme or letter monitoring 
of meaningless novel spoken or printed words as the training task, and either pause 
detection or visual semantic decision on the existing phonological/orthographic 
neighbours of the learned novel words as the competition test. The results showed that 
novel words can enter into competition in both spoken and visual word recognition, 
regardless of the modality they were acquired in. By minimising the potential influence 
of episodic memories of novel words on recognition of the existing base words, this 
study provided strong evidence in favour of the formation of non-episodic lexical 
representations during offline consolidation. 
Chapter 3 revealed that novel words learned with a definition before a 24-hour 
consolidation period (the remote condition) elicited more word-like Event-Related 
Potentials (ERPs) in the N400 and LPC windows than words learned just prior to testing 
(the recent condition). I proposed that this pattern was driven by the gradual formation 
of lexical representations in the posterior middle temporal gyrus (pMTG), following 
evidence that this region supports lexical retrieval (Gow, 2012; Hickock & Poeppel, 
2004; 2007; Lau, Philips, & Poeppel, 2008).  
Like existing words, novel words additionally elicited more positive responses in 
the LPC window when they were preceded by a semantically related existing word 
prime. The magnitude of this priming effect was unaffected by the 24-hour consolidation 
period, although its distribution appeared to shift from frontal to posterior channels 
with consolidation. I speculated that the immediate priming effect may rely on strategic 
processes, while consolidation leads to a relatively larger contribution of automatic 
priming. 
Chapter 4 asked whether consolidation produces a change in oscillatory EEG 
responses to novel words. Untrained novel words (i.e., pseudowords) elicited lower 
theta power than untrained existing words, in line with previous work (Krause et al., 
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2006; Marinkovic, Rosen, Cox, & Kovacevic, 2012). This lexicality effect was reduced for 
recent words, but completely absent for remote words. In Chapter 5 this pattern was 
replicated using MEG, which allowed for localisation of the underlying neural sources. 
The decrease in the size of the lexicality effect between the recent and remote condition 
was found to be driven by a source in the pMTG, consistent with the emergence of a 
lexical representation. 
Chapter 6 investigated how encoding processes affect novel words’ lexicalisation 
trajectories. BOLD activation was recorded during encoding of novel words paired with 
pictures of common objects. After a delay of 24 hours, explicit memory for the novel 
words was assessed using a picture naming task, and semantic integration was 
measured by means of a primed lexical decision task. Enhanced BOLD activation in the 
visual word-form area (VWFA), pMTG, and ventral medial prefrontal cortex (vmPFC) 
during encoding predicted the magnitude of post-consolidation semantic priming effects 
on a word-by-word basis (a subsequent-integration effect), while activation in the left 
inferior frontal gyrus (IFG) predicted explicit memory (a subsequent-memory effect). 
The pMTG in particular showed a subsequent-integration effect that was independent of 
explicit memory. These results suggest that a lexical representation in the pMTG, 
possibly mediated by the vmPFC, may be established immediately when novel words 
can be related to prior semantic knowledge. 
Chapter 7 considered the influence of previous language experience on novel 
word learning. A group of English monolinguals and a group of early Spanish-English 
bilinguals were trained on Swahili-English word pairs, and scanned during retrieval. 
Surprisingly, the monolinguals exhibited more activation than the bilinguals in those 
regions that responded selectively to existing English words compared to untrained 
Swahili words, suggesting that the monolinguals processed the learned Swahili words in 
a more lexical manner. Monolinguals also exhibited stronger behavioural evidence of 
semantic integration than bilinguals, although both groups performed similarly on 
explicit memory tests. I speculated that the nature of the bilingual lexicon necessitates 
an adapted word learning strategy, which may benefit performance under certain 
circumstances but could slow down lexical integration.   
 
8.2 Encoding 
 
8.2.1 Contribution of the MTL 
 
According to the Complementary Learning Systems (CLS) account of word learning, 
novel words are initially bound by the hippocampus in order to avoid catastrophic 
interference with the neocortically based lexicon (Davis & Gaskell, 2009; McClelland, 
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McNaughton, & O’Reilly, 1995). This view is supported by neuropsychological data 
demonstrating impaired (though not abolished) acquisition of words after MTL 
lesioning. For example, patient H.M. was unable to explicitly learn the definitions of 
novel words despite extensive training (Gabrieli, Cohen, & Corkin, 1988). Gabrieli et al. 
(1988) recount that H.M.’s knowledge of English words that entered the language after 
his surgery was also impaired (when he was asked what a ‘closet queen’ was he deduced 
that it must be ‘a moth’), although he performed above chance on a lexical decision task 
with post-1950 words such as ‘jacuzzi’ and ‘psychedelic’. While some word learning has 
been shown to be possible in amnesics, especially when damage is confined to the 
hippocampus proper, their semantic knowledge of novel words generally remains 
impoverished (Verfaellie, Kosef, & Alexander, 2000).  
Imaging studies have emphasised the involvement of the hippocampus during 
the very first encounter with a novel word. Breitenstein et al. (2008) as well as Davis, 
DiBetta, Macdonald, and Gaskell (2009) observed that hippocampal activation in 
response to untrained novel words decreased over the course of several repetitions. 
Davis et al. (2009) report a marginally significant positive correlation between the 
reduction in activation between the first and subsequent repetitions and subsequent 
performance on a two-alternative forced-choice recognition test. In contrast, 
Breitenstein et al. (2008) found that smaller reductions predicted better associative 
memory for words paired with pictures of common objects. These seemingly 
contradictory results may indicate that persistent hippocampal engagement supports 
the formation of associative memories, while performance on non-associative 
recognition tasks depends on initial encoding strength. Either way, both studies suggest 
that the hippocampus is active during the early stages of novel word learning.   
The data of Chapter 6 did not reveal a clear pattern of decreased MTL activity 
across encoding blocks, nor did MTL activity in response to the first presentation of a 
novel word predict subsequent memory or integration for that word. As argued in the 
discussion of that chapter, this null finding may be the result of a ceiling effect when 
comparing ‘remembered’ against ‘forgotten words – whilst items were categorised as 
‘forgotten’ if they could not be produced in a cued-recall task, the majority of these 
words were nonetheless correctly recognised in a multiple-choice task. Both ‘forgotten’ 
and ‘remembered’ items therefore must have had a memory trace that could be 
retrieved, and MTL activation during encoding may therefore have been too high in both 
conditions to reveal a subsequent memory effect. Thus, the results of Chapter 6 are not 
inconsistent with MTL involvement during novel word learning, but do not provide 
evidence for a causal relation with memory for novel words.  
 
 
Chapter 8 
 
168 
 
8.2.2 Rapid neocortical integration and schema theory 
 
Instead, Chapter 6 demonstrated that activation in neocortical language areas, especially 
the pMTG, predicted later semantic integration of novel words. I speculated that this 
reflects the immediate formation of lexical representations, which may not yet possess 
the strength and connectivity to produce robust behavioural integration effects, but 
nonetheless are word-like in nature. This view matches recent proposals that the 
relative contribution of MTL and neocortical representational areas to encoding is 
determined in part by the relation between novel input and existing knowledge 
(McClelland, 2013; Preston & Eichenbaum, 2013; Tse et al., 2007; 2011; Van Kesteren, 
Ruiter, Fernández, & Henson, 2012). Based on the psychological concept of a memory 
schema as a coherent network of prior knowledge (Bartlett, 1932), schema theory 
maintains that schema-consistent information can be rapidly integrated into the 
neocortical memory network and does not rely on the MTL to the same degree as 
schema-inconsistent representations.  
 Novel words are schema-consistent items par excellence, especially when they 
are given a meaning that easily fits into an existing semantic field. This is true for direct 
translations, such as those used in Chapters 6 and 7, as well as for novel definitions that 
relate to existing concepts (‘a type of cat’), as in Chapters 3, 4 and 5. The specific 
demands of the training procedure that is used may further encourage immediate 
integration, which appears to be the case when for example novel words are explicitly 
interleaved with existing words (Lindsay & Gaskell, 2013) or when the task requires 
simultaneous processing of a novel and an existing concept, as in fast mapping 
paradigms (Coutanche & Thompson-Schill, 2014). Under these circumstances, which 
arguably reflect natural word learning more closely than tasks like phoneme monitoring 
of meaningless novel words (e.g. Chapter 2; Gaskell & Dumay 2003), the MTL may play a 
more limited role in the retention of novel word representations than has previously 
been assumed.  
This view is corroborated by reports of successful novel word learning through 
fast mapping in hippocampal amnesics (Sharon, Moscovitch, & Gilboa, 2011). Relatedly, 
Skotko et al. (2004) observed that H.M. was able to learn novel semantic information in 
the context of solving crossword puzzles, his lifelong hobby, when the new facts could be 
embedded in knowledge he had acquired before his operation. A similar process may 
have supported H.M.’s incidental acquisition of a limited set of neologisms (Gabrieli et 
al., 1988). Glisky, Schacter and Tulving (1986) report that their amnesic patients 
acquired a set of computer-related words (e.g. save, load, menu), albeit at a slower rate 
than controls. As a possible explanation for the difference between these findings and 
previous failures to observe learning (see section 8.2.1), the authors noted that the 
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trained word forms were already part of the patients’ lexicon, and most of the new 
meanings had a meaningful connection to the original word. Moreover, they argued that 
the set of new words itself may have lead to ‘the development of an integrated mental 
structure that facilitates acquisition and retention of individual components’ (Glisky et 
al., 1988: p. 308) – in other words, a schema.  
 The evidence thus suggests that depending on the nature of the to-be-learned 
material and the learning task, novel words can be integrated into the neocortical 
lexicon without relying strongly on the MTL. One way of accounting for the absence of 
catastrophic interference computationally is to assume that neocortical representations 
are localist and non-overlapping, rather than distributed (Page, 2000). However, in a 
recent adaptation of the CLS model McClelland (2013) argued that models with 
distributed representations can also account for rapid integration without catastrophic 
interference. McClelland provides a set of simulations demonstrating that the behaviour 
of the model resembles the empirical data of Tse et al. (2007; 2011) when the input is 
schema-consistent. As in McClelland et al. (1995), partly schema-inconsistent 
information (the word penguin, a bird that swims, in a network knowing that fish swim 
and birds fly) produced small changes that mostly affected connections between the 
representation and hidden nodes, and between hidden and output nodes – precisely 
those layers that lead to interference with existing patterns. In contrast, when schema-
consistent information (e.g. trout, a fish that swims) was fed into the network, learning 
was much more rapid and large changes occurred mainly in the representation layer. 
McClelland concluded that catastrophic interference does not affect schema-consistent 
information to the same degree as inconsistent information, and the neocortex should 
therefore be considered prior-knowledge-dependent rather than necessarily slow-
learning. 
 In addition to the involvement of linguistic representational areas, Chapter 6 also 
revealed a subsequent-integration effect in the vmPFC. This observation is in line with 
previous findings indicating enhanced prefrontal involvement during schema-consistent 
encoding (e.g. Tse et al., 2011; Van Kesteren et al., 2013; Van Kesteren, Fernández, 
Norris, & Hermans, 2010; Van Kesteren, Rijpkema, Ruiter, Morris, & Fernández, 2014; 
Zeithamova, Dominick, & Preston, 2012). It has been proposed that the vmPFC detects 
‘resonance’ between novel input and existing knowledge, and potentiates direct 
neocortical connections between these representations by stimulating their 
synchronised activation (Van Kesteren et al., 2012; see Figure 8.1). The vmPFC is 
furthermore hypothesised to play a role in resolving conflicts between novel and 
existing information (Preston & Eichenbaum, 2013), perhaps by inhibiting activation of 
schema-irrelevant information and hippocampal encoding of episodic features (Van 
Kesteren et al., 2012). Chapter 6 provides the first evidence that the vmPFC may serve a 
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similar function in novel word learning, mediating the integration of novel word forms 
with the semantic network activated by their associated meaning (in this case, a picture 
of a common object). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.1. The SLIMM (schema-linked interactions between medial prefrontal and medial temporal 
regions) model of encoding (Van Kesteren et al., 2012). Perception of schema-consistent information (in 
this case, a new rubber duck in your bathroom) activates existing representations of the familiar yellow 
rubber duck, and the bathroom. The resonance between these related representations is detected by the 
vmPFC, which potentiates the new connection and inhibits the MTL. Figure adapted from Van Kesteren et 
al. (2012), with permission. 
 
 
8.2.3 The nature of early lexical representations 
  
The behavioural data reported here (Chapters 2, 4, 5 and 7) as well as the work 
reviewed in section 1.2.1 shows that interaction between novel and existing words is 
much weaker immediately following training than after a consolidation period. 
Furthermore, Chapters 3-5 provide compelling evidence that the neural representation 
of novel words changes with consolidation. Even when all circumstances align to 
facilitate rapid neocortical integration, the resulting representations are evidently not 
identical to those that develop after a consolidation period. How can these early 
neocortical representations be characterised? An interesting approach to this issue is 
suggested by the literature on fast mapping. In two recent papers, Gleitman and 
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colleagues argued that learners form a single hypothesis about a novel word’s meaning 
based on first exposure, which is maintained until further information either confirms or 
contradicts it (Medina, Snedeker, Trueswell, & Gleitman, 2011; Trueswell, Medina, Hafri, 
& Gleitman, 2013). I propose that these hypothesised representations of novel words 
underlie the immediate emergence of certain ‘lexical’ features of novel words’ behaviour 
observed here and in other work.  
The pMTG activation observed during successful encoding in Chapter 6 may 
reflect the formation of a representation that is fragile, but nevertheless truly lexical. 
Like existing words, this representation connects cells in the pMTG with representations 
in the fusiform gyrus (in the case of visual word learning), STG (when phonological 
information is available), and frontal and parietal regions storing semantic knowledge. 
This preliminary lexical representation may enable some forms of semantic priming, at 
least when strategic processes can also contribute to the overall effect, as in Chapter 3. It 
may even enter into lexical competition, especially if the task is sensitive to word-
specific competition effects (Kapnoula, Packard, Gupta, & McMurray, 2015). The initial 
representation must however be highly malleable, in order to allow for rapid adaptation 
when further information falsifies the initial hypothesis about the word’s meaning. It 
therefore generally requires offline consolidation to reach the level of stability and 
integration necessary for interaction effects to be measurable behaviourally, explaining 
why many studies have found competition and priming effects only after a delay (e.g. 
Chapter 2; Gaskell & Dumay, 2003; Dumay & Gaskell, 2007; 2012; Tamminen & Gaskell, 
2013). 
 
8.2.4 Influence of the existing lexicon 
 
Given that the balance of hippocampal and neocortical learning is determined in part by 
the relation that novel information has to prior knowledge, as argued in section 8.2.2, it 
follows that the contents of the existing memory network directly influence the nature 
of the encoding process. Pre-existing differences in individuals’ experiences and 
knowledge should therefore lead to differences in how the same information is stored, at 
least in the early stages of learning. This has been shown to be the case for educational 
facts, which were encoded differently depending on the participants’ academic 
background (Van Kesteren et al., 2014): information related to participants’ own 
academic training engaged neocortical network, whereas facts from another field 
benefited from hippocampal encoding. In Chapter 7, I applied a similar approach to the 
domain of word learning, and investigated whether knowledge of a second language 
affects how novel words are processed. Based on findings that bilinguals generally 
perform better on word learning tasks than monolinguals, especially on concrete words 
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that share semantic overlap between the two languages (Kaushanskaya & Rechtzigel, 
2012), I reasoned that the bilingual lexicon may be particularly supportive of immediate 
neocortical integration.  
Contrary to this prediction, Chapter 7 revealed enhanced lexical-semantic 
integration for monolinguals as compared to early bilinguals, both in terms of neural 
activation and behaviour. A speculative explanation is that the bilingual lexicon is more 
vulnerable to catastrophic interference due to the greater amount of overlap in 
between-language representations, and bilinguals therefore benefit more from slow 
interleaving than fast integration even for schema-consistent information. Chapter 7 
thus suggests that the nature of the existing lexicon impacts the way in which novel 
lexical information is processed, but the direction in which prior knowledge tips the 
hippocampal-neocortical balance is not straightforward to predict. It appears that not 
only the number of neocortical representations that novel information may be linked to 
plays a role, but also the complex way in which those representations are instantiated.  
 
8.3 Consolidation 
 
8.3.1 Role of the left pMTG 
 
A core element of the CLS approach is that word learning starts from a hippocampus-
dependent episodic memory trace, which develops into a neocortically integrated, 
lexical representation during offline consolidation (Davis & Gaskell, 2009). As argued in 
section 8.2, the process of neocortical integration may in many cases occur more rapidly 
than previously assumed, and the hippocampus may not always play an equally 
substantial part in this process. Nonetheless, the data reported here support the second 
part of the CLS claim: lexical representations and their connections with the existing 
lexicon are significantly strengthened during the 24 hours (and likely longer) after 
learning. Behavioural evidence of lexical competition was observed only after a delay in 
Chapter 2, and Chapter 3 demonstrated that the N400 response to novel words became 
more word-like as a function of consolidation. Chapters 4 and 5 revealed that a 
difference in theta power between novel and existing words linearly decreased until 
after 24 hours the oscillatory activation patterns elicited by novel words were no longer 
significantly different from those elicited by existing words. These data suggest that the 
neural representations that were accessed had changed over the course of the 24-hour 
consolidation period. 
I hypothesised that this change should primarily take place in the left pMTG, 
which is believed to serve as a lexical ‘hub’ mediating between phonological and 
semantic information in distributed parts of the cortex (Gow, 2012; Hickock & Poeppel, 
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2004; 2007; Lau et al., 2008). This prediction was consistently borne out by the data. In 
Chapter 3 the change between recent and remote words was visible in the magnitude of 
the N400 response, a component that has been localised to the left pMTG (reviewed in 
Lau et al., 2008). Chapter 5 used MEG to demonstrate that the consolidation effect in the 
theta band found in Chapters 4 and 5 was also best localised to the pMTG. This 
observation links the electrophysiological findings of Chapters 3-5 to the fMRI data that 
revealed pMTG activation in Chapters 6 and 7, as well as previous work showing 
enhanced pMTG activation after consolidation (Takashima et al., 2014). The replicability 
and anatomical consistency of these pMTG effects lead me to conclude that behavioural 
and electrophysiological observations of increasingly word-like behaviour after 
consolidation stem mainly from the strengthening of lexical representations in the 
pMTG. 
Especially when there is no one-to-one correspondence between novel words 
and existing lexical items, for example because words are paired with partly novel 
definitions as in Chapters 3-5, other regions are presumably also involved in storing the 
semantic aspects of the novel word. For example, learned words in Chapter 7 elicited 
more activation than untrained novel words in left frontal regions, angular gyrus, and 
inferior parietal cortex, which likely support aspects of meaning retrieval (Binder, Desai, 
& Graves, 2009). Takashima et al. (2014) observed an activation increase after 
consolidation in a similar network, suggesting that semantic representations benefit 
from offline consolidation. However, activity in the pMTG alone was associated with 
behavioural integration effects both in Takashima et al. (2014) and in Chapters 5 and 6. 
This suggests that whilst stable and integrated knowledge of a word’s meaning is 
probably necessary for semantic integration effects to emerge, it is not sufficient: 
ultimately it is the development of a fully integrated lexical representation in the pMTG 
that determines to what degree a word interacts with other words.  
 
8.3.2 Mechanisms of consolidation  
 
The CLS account of word learning has emphasised the role of sleep in the formation and 
consolidation of connections between novel and existing words (Davis & Gaskell, 2009; 
Dumay & Gaskell, 2007; Tamminen, Lambon Ralph, & Lewis, 2013; Tamminen, Payne, 
Stickgold, Wamsley, & Gaskell, 2010). Synchronised reactivation of neocortical memory 
components bound by the hippocampus is thought to strengthen direct cortico-cortical 
links (Frankland & Bontempi, 2005; Rasch, Büchel, Gais, & Born, 2007). Memory replay 
during sleep has been demonstrated in the hippocampus (Ji & Wilson, 2007; Wilson & 
McNaughton, 1994), but also in the mPFC (Euston, Tatsuno, & McNaughton, 2007), 
suggesting that the same mechanism of synchronised reactivation may support 
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consolidation of representations that are already partly neocortex-dependent. The 
relevance of sleep reactivation to word learning is supported by evidence that sleep 
spindles, which are known to facilitate hippocampal-neocortical coupling (Andrade et 
al., 2011) and long-term potentiation (Rosanova & Ulrich, 2005), are related to lexical 
competition effects between novel and existing words (Tamminen et al., 2010). In order 
to link these findings to the current observations of consolidation-dependent changes in 
novel words’ representations, it would be interesting to investigate whether spindles or 
other sleep measures predict neural measures of lexicalisation, such as the increase in 
theta synchronisation observed in Chapters 4 and 5. 
An alternative approach is taken by the synaptic homeostasis hypothesis, which 
claims that sleep serves to facilitate synaptic downscaling (Bushey, Tononi, & Cirelli, 
2011; Tononi & Cirelli, 2006; Vyazovskiy, Cirelli, Pfister-Genskow, Faraguna, & Tononi, 
2008). By weakening spurious connections formed during wake, this ‘pruning’ process 
restores the brain to a baseline state in which energy consumption is low and synapses 
can be re-used for encoding. Although no connections are directly strengthened, those 
that received consistent confirmation during sleep are relatively enhanced by the 
elimination of weaker connections, which increases the signal-to-noise ratio of the 
survivors (see Figure 8.2).  
 
 
Figure 8.2. Synaptic homeostasis. During encoding, synaptic strength (W) increases. Subsequent slow-
wave sleep facilitates the global downscaling of synaptic strength, in this example by 20%, leading to 
relative enhancement of the strongest connections. Based on Tononi & Cirelli (2006), adapted from 
Diekelmann & Born (2010), with permission. 
 
 
The current data cannot distinguish between these two possibilities, and they are 
not necessarily mutually exclusive (Diekelmann & Born, 2010; Tononi & Cirelli, 2006). 
Nevertheless, it is interesting to note that the idea of rapid neocortical formation of 
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hypothesised word-meaning mappings fits well with the synaptic homeostasis model 
(McMurray, 2015). When a learner forms a hypothesis about a novel word-to-meaning 
mapping, a weak neocortical representation is initiated. If the hypothesised mapping is 
confirmed by the following trials, its repeated activation strengthens the circuit. 
Synaptic downscaling during sleep subsequently prunes any connections that have been 
only weakly established, based on wrongly hypothesised mappings or other irrelevant 
features. Downscaling could thus be one way in which the correct hypothesis is 
transformed into a stable lexical representation, and incorrect guesses are cleared away. 
 
8.4 Retrieval 
 
8.4.1 Theta synchronisation and lexical access 
 
Chapters 4 and 5 revealed a specific role for theta oscillations in retrieval of lexical 
representations subserved by the pMTG. Chapter 5 showed that the emergence of word-
like theta responses after consolidation was related to an increase in lexical competition, 
strongly suggesting that theta synchronisation specifically reflects lexical access. This 
pattern is in line with observations of BOLD increases in the pMTG during successful 
encoding (Chapter 6), retrieval of learned words (Chapter 7) and in particular retrieval 
of consolidated versus recently learned words (Takashima et al., 2014). The similarity 
between patterns in MEG, EEG and fMRI invites the assumption that these effects reflect 
the same underlying process. This is not a trivial claim; the BOLD signal is likely to be at 
least in part composed of non-oscillatory activity invisible in MEG and EEG time-
frequency analysis, and vice versa, may not be sensitive to changes in phase- or 
frequency coupling that do not cause an increase in metabolic demands (Singh, 2012). 
Nonetheless, there appears to be good correspondence between oscillatory and BOLD 
effects across a range of frequencies and regions (e.g. Scheeringa et al., 2011; Singh, 
Barnes, Hillebrand, Forde, & Williams, 2002), in line with evidence that the BOLD 
response correlates better with the local field potential than firing rate (Logothetis, 
Pauls, Augath, Trinath, & Oeltermann, 2001; Niessing et al., 2005). As a working 
hypothesis, I therefore assume that the pMTG effects in fMRI, MEG and EEG reflect 
similar aspects of lexical access. It would however be very informative to confirm this 
assumption using simultaneous EEG and fMRI and test explicitly whether BOLD 
responses to consolidated words are correlated with increased theta synchronisation in 
the pMTG. 
   Assuming that neuronal oscillations play a causal role in representation and 
perception by dynamically binding neurons into larger networks (e.g. Buzsaki & 
Dragúhn, 2004; Singer, 1999), the data point to theta synchronisation as the main neural 
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mechanism of lexical retrieval. The specific involvement of theta is plausible from a 
neurophysiological perspective, as brain regions that are further apart tend to 
synchronise at lower frequencies (Von Stein & Sarnthein, 2000). A lexical representation 
in the pMTG needs to integrate a network that practically spans the entire brain, 
including for example articulatory information in the inferior frontal gyrus, phonological 
information in the temporal lobe, and distributed semantic information involving 
perhaps the occipitial lobe (for words referring to visual properties; e.g. Simmons et al., 
2007) or motor cortex (for action verbs; e.g. Hauk, Johnsrude, & Pulvermüller, 2004). 
Theta may be especially suitable for establishing these long-distance dynamic 
connections. This view is supported by data showing both local theta synchronisation 
reflected in power increases during lexical retrieval, as in Chapters 4 and 5 (Bastiaansen, 
Oostenveld, Jensen, & Hagoort, 2008; Bastiaansen, Van der Linden, Ter Keurs, Dijkstra, & 
Hagoort, 2005; Krause et al., 2006; Marinkovic et al., 2012) as well as increased 
coherence between distant regions (Mellem, Friedman, & Medvedev, 2013; Weiss & 
Mueller, 2003).  
 The increase in theta synchronisation after consolidation can thus be tentatively 
interpreted as follows. Offline reactivation and/or perhaps global downscaling leads to a 
(relative) strengthening of the connections established during encoding between cell 
populations in the pMTG and other distributed areas representing the various 
properties of a word form and its meaning. Possibly, these connections already are or 
become mediated partly by the vmPFC. Post-consolidation visual perception of the word 
form activates orthographic information in the inferior temporal lobe, which converges 
on a lexical representation in the pMTG. The cells belonging to this local network start 
firing in synchrony, which produces a measurable increase in theta power at the scalp. 
As their (direct or indirect) connections with other regions are now strong enough to 
cause persistent firing in these distant cell populations, coherence increases across the 
entire network. This synchronised activation of multiple units of information may 
underlie the experience of accessing a single, complete lexical-semantic representation.  
 
8.4.2 Automaticity of lexical access  
 
Given that semantic integration is thought to benefit from offline consolidation, an 
unexpected finding was that the ERP data of Chapter 3 showed immediate priming 
effects which did not increase after 24 hours. This is all the more surprising when 
considering that the same dataset revealed clear evidence of more word-like N400 
responses (Chapter 3) as well as theta power modulations (Chapter 4). The topography 
of these effects hinted at a shift from a frontal to a parietal maximum, which may suggest 
that immediate priming effects relied on more strategic processes whereas 
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consolidation increased the contribution of automatic priming. This would be in line 
with behavioural work showing that effects of novel words on tasks thought to reflect 
mostly automatic processes, such as masked priming or size-congruity effects, only 
emerge after consolidation (Tamminen & Gaskell, 2013; Tham, Lindsay, & Gaskell, 
2015). Furthermore, this view is supported by the results of Batterink and Neville 
(2011), who observed N400 priming effects on existing targets primed by novel words 
in a task that required explicit processing of both prime and target, but not in an implicit 
task in which only the targets required a response. Viewing consolidation as facilitating 
an increase in automaticity may prove to be a better fit with the idea that rather than a 
qualitative change in representation, novel words undergo a more gradual and 
quantitative process of neocortical strengthening. Though this is a highly speculative 
interpretation of the Chapter 3 data, it may serve as an inspiration for further work 
specifically designed to assess the contributions of automatic and strategic processes of 
lexical access. As Chapter 3 has established that priming effects can be observed for 
novel word targets, future studies may employ paradigms such as masked priming to 
explore if and when responses to recent and remote novel words start to diverge when 
strategic factors are minimised. 
 
8.5 Word learning in the real world 
 
In the real world, people learn words from spoken input and from books, with and 
without a clear idea of their meaning, as the first linguistic label for an object when they 
are young, and in relation to a known word in another language as adults. This thesis 
necessarily oversimplifies by generalising across this plethora of different learning 
situations, and instead investigates the highly structured and somewhat unnatural 
activity that is word learning in a laboratory setting. In part, such generalisation is useful 
as a way of identifying the basic neural mechanisms that are shared by all of these 
situations. On the other hand, the differences between them may provide further 
insights into the dynamic balance between the brain’s complementary learning systems. 
Here I point out several ways in which the current research oversimplifies natural word 
learning, and provide suggestions for how future work may address these issues.    
 
8.5.1 Sound versus print 
 
Natural word learning occurs from spoken input, especially during childhood first-
language acquisition, as well as print, for instance by reading books in one’s native 
language or studying foreign language textbooks. With the exception of Chapter 2, all 
experiments reported here exposed participants only to the written forms of novel 
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words in order to optimise stimulus presentation in the MEG and fMRI scanners. This 
may be considered a limiting factor with regard to the generalisability of the present 
results. However, the consistency of the observed patterns of neural activation and 
behavioural effects in speech and print can be most parsimoniously explained by 
assuming that the integration process is fundamentally similar between modalities. 
Encoding (Chapter 6) and retrieval (Chapters 5 and 7) of written novel words in the 
current data elicited activation in a pMTG region that overlapped strikingly with the 
activation and connectivity effects reported by Takashima et al. (2014) for spoken 
words. The patterns of behavioural integration effects were furthermore very similar 
across modalities, as suggested by Chapter 2. Although competition effects appeared to 
require a longer delay and/or additional training to emerge in spoken word recognition 
when words were acquired visually, the within-modality experiments revealed 
comparable effects after 24 hours. The neural mechanisms highlighted here therefore 
likely reflect modality-independent, lexical processes that are shared across different 
situations in which novel words may be encountered in daily life.  
 
8.5.2 Form versus meaning 
 
With regard to the distinction between words learned only by their phonological or 
orthographic form and words that are associated with their own semantic content, there 
may be more variation in the consolidation process. I have argued that schema-
consistent novel words may be rapidly integrated into the neocortical lexicon, possibly 
with minimal contribution from the hippocampus. This type of processing presumably 
relies heavily on the availability of a well-defined meaning that can be linked to existing 
semantic knowledge, for example by association with a definition (Chapters 3-5), an 
object picture (Chapter 6) or an existing translation (Chapter 7). Hippocampal binding 
probably plays a significantly larger role in the encoding of more random associations, 
such as word forms in isolation (Davis et al., 2009) or word forms paired with 
meaningless novel objects (Takashima et al., 2014). Though memorising meaningless 
words feels like a rather unnatural activity, both types of learning occur in natural 
language learning. For example, classroom learners of French have been shown to 
possess implicit knowledge about the lexical status of French words before showing 
evidence of knowing what they mean (McLaughlin, Osterhout, & Kim, 2004). Both in 
first- and second-language acquisition, the formation of an initially meaningless word-
form representation may give learners a head start when a possible meaning presents 
itself at a later point in time. The precise balance between hippocampal and neocortical 
encoding in relation to the semantic content of novel words therefore clearly warrants 
further investigation. 
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8.5.3 Children versus adults 
 
The work described here has been exclusively concerned with adult word learning. 
Behavioural evidence suggests that offline consolidation plays a similar role in novel 
word learning in children as in adults, as both recall and lexical competition have been 
shown to emerge after 24 hours but not immediately after training in children aged 5-12 
(Brown, Weighall, Henderson, & Gaskell, 2012; Henderson, Weighall, Brown, & Gaskell, 
2012; Henderson, Devine, Weighall, & Gaskell, 2015; Henderson, Weighall, & Gaskell, 
2013). Sleep furthermore appears to promote rule extraction and generalisation in 
infants (Gómez, Bootzin, & Nadel, 2006). However, there is no direct evidence that this 
similarity in behavioural patterns indeed reflects identical underlying neural processes 
of encoding and consolidation. Given the slow maturation of especially prefrontal 
regions (Ofen, 2012), the precise way in which hippocampal and neocortical systems 
interact to support novel word learning may vary across development even when global 
behavioural patterns remain similar. This is an interesting avenue for future research, 
which our lab is currently beginning to explore using fMRI and structural connectivity 
measures. 
 
8.5.4 Individual differences 
 
A final challenge for future work is to understand what makes people different in their 
ability to learn words and the strategies they employ when doing so. Chapter 6 provided 
a glimpse into the variation that exists between individuals, by showing that those 
participants who engaged their visual word form area and pMTG more during encoding 
achieved higher levels of semantic integration as measured by a post-consolidation 
priming task. These participants may have consciously applied a particularly helpful 
strategy, such as creating mnemonics to link words and meanings. Alternatively, they 
might enjoy an implicit advantage due to structural or functional differences in how 
their brain processes incoming information. To go beyond the current data, it is also 
intriguing to consider the possibility that different brains may benefit from 
consolidation in different ways, or to different degrees. We tend to attribute the absence 
of consolidation effects for a subset of our participants to noise, and consider only those 
patterns that emerge from the sample as a whole as meaningful. However, some of those 
null effects may in fact reflect true variation between individuals, and investigating them 
systematically is a challenging but illuminating endeavour with potentially important 
educational implications. 
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8.5 Conclusion 
 
Viewing word learning in the light of current neurocognitive models of memory has 
proved extremely insightful, and hopefully the data discussed here will stimulate our 
further understanding of this essential human ability. By drawing on results and 
methods from other domains, the current work illustrated that we can take some of the 
magic ‘boxes and arrows’ out of such complex, high-level cognitive processes as word 
learning, and replace them with (the beginnings of) biologically motivated accounts of 
their underlying mechanisms. Vice versa, the data also show that word learning 
provides an excellent testing ground for more general models of learning and semantic 
memory consolidation. Both fields clearly benefit from an ongoing exchange of ideas.     
The interdisciplinary approach taken in the present thesis has provided a solid 
empirical basis for the hypothesis that offline consolidation changes the neural 
representations of novel words. I have demonstrated that novel words acquire 
integrated, lexical representations with word-like neural substrates in the pMTG during 
the 24 hours after encoding. The finding that theta synchronisation specifically supports 
the retrieval of these lexical representations provides the basis for a more mechanistic 
account of their functioning during language use, going beyond the spatial information 
offered by fMRI. I argued furthermore that the integration process may be initiated 
during the very first stages of encoding, depending on the nature of the words, an 
individual’s prior knowledge, and the task demands.  
In sum, this thesis provides compelling evidence both at the behavioural and 
neural level for the notion of lexicalisation through offline consolidation, but at the same 
time proposes a shift of emphasis by acknowledging the important contributions of 
neocortical language areas early in the lexicalisation process. The integration of a novel 
word is a complex, dynamic and gradual process, in which there is no single magic 
moment of ‘becoming a word’. 
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Je leven lang hoor en lees je regelmatig nieuwe woorden. Dat kunnen woorden zijn die je 
leert in een vreemde taal, maar ook Nederlandse woorden die je nog niet kende of die 
pas net de taal zijn binnengekomen, zoals ‘blog’. Op een bepaald ‘magisch moment’ 
wordt zo’n nieuwe combinatie van letters of klanken omgezet in een echt woord, dat je 
moeiteloos kunt herkennen en produceren in allerlei verschillende situaties. Hoe doen 
de hersenen dat? Eerder onderzoek wijst erop dat een nieuw woord geleidelijk moet 
worden opgenomen in het lange-termijngeheugen, net als andere herinneringen. Dit 
proces, ‘consolidatie’ genoemd, vindt niet plaats tijdens het leren zelf, maar pas in de 
uren en dagen daarna. In dit proefschrift heb ik onderzocht hoe consolidatie de 
representatie van een nieuw woord in het brein verandert, en welke factoren dat proces 
beïnvloeden. 
 Ik ben daarbij uitgegaan van een standaardmodel dat probeert 
geheugenconsolidatie in het algemeen te verklaren. Volgens dit model wordt een nieuwe 
herinnering in eerste instantie opgeslagen in de hippocampus, een gebied diep in de 
temporaalkwab van de hersenen. De hippocampus is goed in het onthouden van 
specifieke details over de context van een herinnering, bijvoorbeeld in wiens stem je een 
nieuw woord hoorde, en waar je was op dat moment. Het nadeel is dat informatie in de 
hippocampus niet goed verbonden is met bestaande informatie in het lange-
termijngeheugen, dat verspreid is over een groot aantal gebieden in de hersenschors, de 
cortex. De nieuwe herinnering blijft daarom geïsoleerd van de rest van het geheugen, en 
voegt weinig toe aan je algemene kennis. Bovendien zijn geheugenrepresentaties in de 
hippocampus van relatief korte duur, en worden gemakkelijk verstoord door 
binnenkomende informatie.  
De nieuwe informatie moet dus worden ‘overgeheveld’ naar de cortex om in het 
lange-termijngeheugen te worden opgenomen. Dat gebeurt vooral tijdens slaap, 
wanneer de herinneringen die overdag gevormd zijn worden geheractiveerd. Die 
heractivatie versterkt de verbindingen tussen cellen in de cortex, totdat uiteindelijk de 
herinnering volledig is geïntegreerd in de cortex en de hippocampus niet meer nodig 
heeft. Doordat dit integratieproces geleidelijk verloopt, heeft de nieuwe informatie geen 
verstorend effect op bestaande herinneringen in de cortex. 
 Dit model kan goed worden toegepast op het leren van woorden. Een belangrijk 
kenmerk van woorden is namelijk dat ze niet op zichelf staan, maar deel uitmaken van 
een netwerk waarin elk woord verbonden is met andere woorden (het ‘lexicon’). Door 
die verbindingen kunnen woorden elkaars activatie beïnvloeden. Zo is het bijvoorbeeld 
makkelijker om het woord ‘dokter’ te herkennen wanneer je net daarvoor een 
betekenisgerelateerd woord hebt gelezen, zoals ‘verpleegster’. Dat komt doordat 
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wanneer ‘verpleegster’ geactiveerd wordt in het lexicon, een deel van die activatie zich 
verspreidt naar ‘dokter’. Door die pre-activatie kunnen gerelateerde woorden in een 
gesprek of een tekst sneller worden herkend. Een ander effect van verbindingen tussen 
woorden is dat ze concurreren met andere woorden in het lexicon die overeenkomen 
qua klank. Wanneer je bijvoorbeeld ‘kas…’ hoort, worden zowel het woord ‘kasteel’ als 
‘kassa’ geactiveerd totdat je genoeg gehoord hebt om te weten wat er gezegd wordt. Die 
competitie zorgt ervoor dat we woorden snel en efficiënt kunnen herkennen, vaak al 
voordat het woord helemaal uitgesproken is. Bij het leren van een nieuw woord is het 
dus uitermate belangrijk dat er verbindingen worden gevormd met bestaande woorden. 
 In hoofdstuk 2 heb ik onderzocht of nieuwe woorden inderdaad zulke 
verbindingen aangaan met bestaande woorden. In het eerste experiment leerden 
proefpersonen gesproken woorden als ‘kathedrook’, die deels in klank overlapten met 
bestaande woorden als ‘kathedraal’. Het bleek dat mensen die ‘kathedrook’ hadden 
geleerd daarna langzamer reageerden wanneer ze ‘kathedraal’ hoorden, wat suggereert 
dat het nieuwe woord concurreerde met het bestaande woord, en er dus een verbinding 
tussen de twee woorden was ontstaan. Dit effect was nog niet direct na het leren te zien, 
maar pas een dag later. Dat wijst erop dat het consolidatieproces vooral plaatsvindt in 
de uren en dagen na de formatie van een nieuwe herinnering. In de volgende 
experimenten heb ik bekeken of modaliteit (of het woord geschreven of gesproken is) 
invloed heeft op dit proces. De resultaten laten zien dat competitie ontstond bij het lezen 
én horen van bestaande woorden, en zowel wanneer de nieuwe woorden alleen waren 
gehoord of alleen waren gelezen. Dat suggereert dat consolidatie niet alleen 
verbindingen tussen woorden vormt en versterkt, maar ook helpt bij het vormen van 
een algemene, abstracte representatie van een nieuw woord. 
 In de verdere hoofdstukken heb ik gekeken naar wat er in de hersenen verandert 
wanneer een nieuw woord geconsolideerd wordt. Hoofdstuk 3 maakt gebruik van het 
electroencephalogram (EEG), het elektrische signaal dat hersencellen uitsturen en dat 
met electroden gemeten kan worden van buiten de schedel. Wanneer het EEG signaal 
gemiddeld wordt over een groot aantal presentaties van woorden zijn er bepaalde 
consequente patronen van pieken in het signaal te zien, die ‘event-related potentials’ 
(ERPs) worden genoemd. Een zo’n ERP is een negatieve piek die maximaal is op 
ongeveer 400 miliseconden na presentatie van een woord, en daarom de ‘N400’ heet. 
Deze N400 is kleiner na echte woorden dan na pseudowoorden (woorden die lijken op 
Nederlandse woorden, maar niet bestaan). Ook is de N400 kleiner wanneer een woord 
voorafgegaan wordt door een gerelateerd woord, zoals in het ‘verpleegster’ – ‘dokter’ 
voorbeeld. In dit experiment heb ik onderzocht of de N400 respons van nieuwe woorden 
meer vergelijkbaar werd met bestaande woorden na consolidatie.  
Proefpersonen leerden twee sets woorden, op twee opeenvolgende dagen. Na de 
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tweede leersessie op de tweede dag werd hun EEG signaal gemeten, terwijl ze nieuwe en 
bestaande woorden lazen op een computerscherm. Zoals verwacht was de N400 van 
nieuwe woorden die net waren geleerd groter dan de N400 van bestaande woorden. De 
N400 van nieuwe woorden van de vorige dag, die dus meer tijd hadden gehad voor 
consolidatie, leek echter veel meer op de N400 van bestaande woorden. Dit wijst erop 
dat de manier waarop nieuwe woorden zijn opgeslagen in de hersenen inderdaad 
verandert na consolidatie. In een tweede taak zagen proefpersonen twee woorden vlak 
na elkaar op het scherm. Het eerste woord was een bestaand woord, en het tweede 
woord was een nieuw woord. De helft van de nieuwe woorden was qua betekenis 
gerelateerd aan het voorafgaande bestaande woord, en de andere helft niet. Wanneer de 
twee woorden gerelateerd waren lieten proefpersonen een kleinere N400 zien, net als in 
het ‘ verpleegster’ – ‘dokter’ voorbeeld. Dit effect was zowel te zien bij woorden die net 
waren geleerd als bij geconsolideerde woorden. Het blijkt dus dat hoewel de 
representatie van nieuwe woorden veranderd na consolidatie, ze in sommige taken al 
direct invloed kunnen uitoefenen op bestaande woorden. Het is daarom van groot 
belang om de onderliggende representaties in de hersenen te onderzoeken. 
In hoofdstuk 4 heb ik een andere component van het EEG signaal geanalyseerd, 
namelijk de sterkte van de golven of  ‘oscillaties’ die gevormd worden door het ritmisch 
vuren van groepen hersencellen. Ik heb hier voornamelijk gekeken naar een langzame 
oscillatie, de theta-band (ong. 4-8 Hz). Eerder onderzoek suggereeert dat een toename in 
de amplitude van theta-oscillaties samenhangt met de activatie van een woord. In dit 
hoofdstuk heb ik onderzocht of het patroon van oscillaties dat wordt opgewekt door een 
nieuw woord na consolidatie meer gaat lijken op dat van een bestaand woord. Net als in 
hoofdstuk 3 heb ik nieuwe en bestaande woorden vergeleken die op dezelfde dag, of op 
de vorige dag geleerd waren. De resultaten laten zien dat nieuwe woorden van dezelfde 
dag inderdaad minder theta-activiteit veroorzaken dan bestaande woorden. 
Geconsolideerde nieuwe woorden, die de vorige dag waren geleerd, lieten geen duidelijk 
verschil meer zien met bestaande woorden. Dit kan worden verklaard doordat nieuwe 
woorden net na hun verwerving nog geen stabiele representatie in de cortex hebben, en 
bovendien weinig activatie verspreiden naar andere woorden. Geconsolideerde nieuwe 
woorden daarentegen zijn meer geïntegreerd in het lexicon, en hun activatieproces is 
daarom vergelijkbaar met dat van bestaande woorden.  
In hoofdstuk 5 heb ik gebruik gemaakt van het magnetoencephalogram (MEG), 
het magnetische veld dat wordt opgewekt door de elektrische impulsen uit de hersenen. 
Het voordeel van deze techniek ten opzichte van EEG is dat het magnetische veld niet 
wordt verstoord door het tussenliggende weefsel en de schedel, waardoor een betere 
schatting gemaakt kan worden van de oorsprong van het signaal. De MEG resultaten 
lieten hetzelfde patroon zien als de EEG data in hoofdstuk 4: nieuwe woorden van 
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dezelfde dag brengen minder theta-activiteit teweeg dan bestaande woorden, en nieuwe 
geconsolideerde woorden laten een theta-patroon zien dat vergelijkbaar is met dat van 
bestaande woorden. Het verschil tussen nieuwe en bestaande woorden nam na 
consolidatie het meest af in de ‘left posterior middle temporal gyrus’ (pMTG), een gebied 
in de linker-temporaalkwab. Uit eerder onderzoek blijkt dat dit gebied belangrijk is voor 
de representatie van woorden. De omvang van de afname in het verschil in theta-
activiteit in de pMTG hing bovendien samen met een toename in competitie tussen 
nieuwe en bestaande woorden, een gedragsmaat voor de integratie van nieuwe 
woorden in het lexicon. Deze resultaten wijzen er dus op dat consolidatie het vormen 
van nieuwe woordrepresentaties in de pMTG stimuleert.        
 Tot nog toe heb ik gekeken naar de veranderingen die consolidatie teweegbrengt 
bij het herkennen van pas geleerde woorden. Hoofdstuk 6 verandert van perspectief en 
onderzoekt wat er gebeurt tijdens de eerste ervaring met een nieuw woord. In dit 
experiment heb ik de hersenactiviteit van proefpersonen gemeten door middel van 
functional magnetic resonance imaging (fMRI), terwijl ze nieuwe woorden leerden. De 
volgende dag werd hun geheugen voor de nieuwe woorden gemeten, en deden ze een 
taak om het niveau van competitie tussen nieuwe en bestaande woorden te meten. Aan 
de hand van de scores op die taken heb ik de fMRI data van de leertaak op twee 
manieren gesplitst: vergeten versus onthouden woorden, en concurrerende versus niet-
concurrerende woorden. De resultaten lieten zien dat hoe meer activatie er was tijdens 
het leren van een bepaald woord in de linker pMTG, de fusiforme gyrus en de 
ventromediale prefrontale cortex, hoe groter de kans dat dat nieuwe woord de volgende 
dag in competitie raakte met een bestaand woord. Activatie van deze gebieden tijdens 
het leren voorspelt dus hoe goed een nieuw woord geïntegreerd wordt in het lexicon 
tijdens consolidatie. Het expliciet kunnen produceren van de woorden daarentegen 
werd voorspeld door activatie in de prefrontale cortex, fusiforme gyrus, en de achterste 
pariëtale cortex. Dit wijst erop dat hoewel consolidatie belangrijk is voor het integreren 
van nieuwe woorden, dit proces al begint tijdens het leren. Het is niet alleen de sterkte 
van de gevormde herinnering die het succes van consolidatie bepaalt, maar ook de 
manier waarop informatie tijdens het leren verwerkt wordt. Mogelijkerwijs speelt het 
gemak waarmee een bepaald nieuw woord gerelateerd kan worden aan een bestaand 
woord (of woorden) een rol hierbij. 
 In hoofdstuk 7 staat de vraag centraal of de taalachtergrond van een individu 
invloed heeft op de verwerving van nieuwe woorden. Op gedragstaken met nieuwe 
woorden scoren tweetalige proefpersonen meestal beter, wat verklaard zou kunnen 
worden doordat een nieuw woord meer bestaande woorden activeert in een tweetalig 
lexicon, en daardoor meer corticale verbindingen aangaat. Om dit te onderzoeken heb ik 
een groep Engelstalige studenten vergeleken met een vergelijkbare groep Spaans-
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Engelstalige studenten in de VS. In tegenstelling tot de hypothese was er alleen een 
effect van de integratie van nieuwe woorden te zien in de eentalige groep. De fMRI data 
suggereerde dat eentaligen meer gebruik maken van hersengebieden die te maken 
hebben met cognitieve controle (zoals de onderste frontale cortex), terwijl de 
tweetaligen meer activatie lieten zien in hersengebieden die belangrijk zijn bij 
articulatie (zoals de basale ganglia). Het is mogelijk dat manier waarop de hersenen van 
tweetaligen nieuwe woorden verwerken vooral voordeel biedt bij gesproken taal, maar 
nadelig kan werken bij het leren van geschreven woorden.  
 Samengevat laten de experimenten in dit proefschrift zien dat de neurale 
representaties van nieuwe woorden, net als niet-talige herinneringen, een verandering 
ondergaan tijdens de uren en dagen na het leren. Dit consolidatieproces leidt ertoe dat 
nieuwe woorden geïntegreerd worden in het bestaande lexicon, en beginnen te 
functioneren als echte woorden. De ontwikkeling van vreemd naar bestaand woord zou 
ongeveer als volgt kunnen verlopen. Een nieuw woord wordt in eerste instantie 
opgeslagen door middel van een wisselwerking tussen de hippocampus en verschillende 
gebieden in de cortex. Die verschillende gebieden zijn elk gespecialiseerd in een bepaald 
soort informatie, bijvoorbeeld de uitspraak, schrijfwijze en betekenis van het woord. 
Tijdens de uren na deze leerervaring wordt de herinnering aan het nieuwe woord in de 
hippocampus (onbewust) geheractiveerd. Die heractivatie zorgt ervoor dat de 
verschillende gebieden in de cortex tegelijkertijd met dezelfde frequentie elektrische 
impulsen afgeven (de theta-oscillaties). De pMTG functioneert als een knooppunt in dit 
netwerk, waar al die signalen synchroon binnenkomen. Daardoor kunnen de 
verschillende soorten informatie over het woord indirect met elkaar worden verbonden, 
ook al liggen de hersengebieden waar die informatie is opgeslagen ver uit elkaar. Een 
deel van dit proces vindt mogelijkerwijs al plaats tijdens of direct na het leren, 
waarschijnlijk afhankelijk van het gemak waarmee het nieuwe woord gerelateerd kan 
worden aan bestaande informatie.  
 In dit proefschrift heb ik laten zien dat het zeer informatief kan zijn om 
taalverwerving te bekijken vanuit het perspectief van algemeen geheugenonderzoek. 
Woorden blijken zich op opvallend vergelijkbare manieren te gedragen als andere 
soorten informatie, en het lijkt waarschijnlijk dat dezelfde consolidatiemechanismen ten 
grondslag liggen aan uiteenlopende leerprocessen. De consolidatie en integratie van 
nieuwe woorden in het lexicon is een complex en geleidelijk proces, waarbinnen er niet 
één ‘magisch moment’  aan te wijzen is waarop een nieuw woord een écht woord wordt. 
 
 
 
 
 
Curriculum Vitae 
 
203 
 
Curriculum Vitae 
 
Iske Bakker was born on the 5th of November 1986 in Amsterdam. She studied 
Linguistics at the Free University and the University of Amsterdam, and graduated cum 
laude in 2008. She then did a research Master Brain and Cognitive Sciences at the 
University of Amsterdam with a specialisation in psycholinguistics, and graduated cum 
laude in 2011. The research for her Master’s thesis was performed at the MRC Cognition 
and Brain Sciences Unit in Cambridge, UK under supervision of dr. Yury Shtyrov, and 
was supported by a Huygens Talent grant. In 2011 she moved to the Radboud University 
in Nijmegen to start the PhD work that resulted in this thesis. She was supervised by 
prof. dr. James McQueen, prof. dr.  Janet van Hell, dr. Atsuko Takashima, and dr. Gabriele 
Janzen. During this time she spent three months as a visiting researcher in the lab of 
Janet van Hell at Pennsylvania State University, where she conducted an fMRI study on 
word learning in bilinguals. In addition to her research she organised several 
international conferences and workshops on language and memory. She taught two 
undergraduate courses on academic skills and supervised student research projects.   
 
Author publications 
 
205 
 
Author publications 
 
Bakker, I., Takashima, A., van Hell, J. G., Janzen, G., & McQueen, J. M. (in press).  
Tracking lexical consolidation with ERPs: Lexical and semantic-priming effects on 
N400 and LPC responses to newly-learned words. Neuropsychologia. 
Takashima, A., & Bakker, I. (accepted). Memory consolidation. In Schmid, H-J. (Ed.),  
Entrenchment, memory and automaticity: The psychology of linguistic knowledge 
and language learning. American Psychological Association & Gruyter Mouton. 
Bakker, I., Takashima, A., Van Hell, J. G., Janzen, G., & McQueen, J. M. (2015). Changes in 
theta and beta oscillations as signatures of novel word consolidation. Journal of 
Cognitive Neuroscience, 27(7), 1286-1297. 
Bakker, I., Takashima, A., Van Hell, J. G., Janzen, G., & McQueen, J. M. (2014). Competition 
from unseen or unheard novel words: Lexical consolidation across modalities. 
Journal of Memory and Language, 73, 116–130.  
Takashima, A., Bakker, I., van Hell, J. G., Janzen, G., & McQueen, J. M. (2014). Richness of  
information about novel words influences how episodic and semantic memory 
networks interact during lexicalization. NeuroImage, 84, 265–278. 
Bakker, I., Macgregor, L. J., Pulvermüller, F., & Shtyrov, Y. (2013).  
Past tense in the brain’s time: Neurophysiological evidence for dual-route 
processing of past-tense verbs. NeuroImage, 71, 187-195. 
 
In preparation: 
 
Bakker, I., Schoffelen, J-M., Takashima, A., Van Hell, J. G., Janzen, G., & McQueen, J. M. (in  
preparation). Theta-band oscillations in the posterior MTG reflect novel word 
consolidation: an MEG study. 
Bakker, I., Takashima, A., Van Hell, J. G., Janzen, G., & McQueen, J. M. (in preparation).  
Memory formation and integrationduring initial encoding of novel words.  
Bakker, I., Fernández, C., Takashima, A., Janzen, G., McQueen, J. M., & Van Hell, J. G. (in  
preparation). Overlapping and distinct neural networks supporting novel word  
learning in monolinguals and early bilinguals. 
 
Acknowledgements 
 
207 
 
Acknowledgements 
 
As a ‘nuchtere Hollander’ I don’t often tell people how much they mean to me. But there 
are many people who contributed to the completion of this thesis, in many different 
ways, and I want them to know that I am deeply grateful to all of them. So here goes! 
 
James, my academic father, I cannot tell you how much I value your support, insight and 
humour. Thank you for always making time to discuss puzzling data, for thinking about 
the big picture as well as the details, and encouraging me when I had no confidence left. 
 
Atsuko, you were the pillar of this project. Your knowledge, and above all your patience 
in trying to share it with me, are the reasons I got anything done at all. Thank you for all 
the scripts, explanations, complaining sessions, laughs, vegetables, and everything else. 
 
Janet, thank you for welcoming me into your lab at PennState. I don’t think there are 
many professors who not only pick their students up from the airport but take them 
grocery shopping too! I am also grateful to everyone else there, especially Sarah, Debra, 
Sharon, Nancy, Suzy and Desirae for their help, and to Caitlin, Fatemeh, Kinsey and Grant 
for their friendship and cat talk! Carla, I owe you the most enormous thank you of all for 
collecting so much of my fMRI data. You’re amazing. Marlijn, thank you for helping with 
the data collection and for letting me vicariously enjoy American student life! 
 
Gabi, you were always there to provide input on each idea and every paper. Thank you!  
 
Jan-Mathijs, thank you for sharing some of your magical Fieldtrip powers with me! I 
really appreciate your help and patience. 
 
Guillén and all the Memory group members, thank you for allowing me to join your 
‘group meetings’ (in reality, they’re cake-eating parties). I learned so much from you.  
 
Sound Learning group, thank you for sharing your work and helpful feedback, and for 
keeping me in touch with my linguistics background! 
 
Gareth, I am grateful to you for the work that inspired this project, and for your 
generous participation in our workshops.  
 
I would probably still be in the lab if it wasn’t for my fantastic students and RA’s. Angela, 
Michal, Elise, Iris, Maartje and Vincent: you were indispensable, and I am so grateful for 
Acknowledgements 
 
 
208 
 
your help and friendly company. Bojana and Claire, it was an honour to supervise you. I 
learned much more from you than you from me. Thank you! 
 
The DCCN would not be the smoothly running machine it is without the young doctor 
Arthur (thanks for the desk, and everything), Marek (thanks for making it look like a 
kiddie table), Tildie, Sander, Jessica, Erik, René, Sandra, Nicole, Ayse, Paul, Lucia and 
many others. Thank you! 
 
Merel, my brilliant, beautiful, funny, sweet paranimf! I am so lucky I met you. You are the 
best friend, academic sister, and ‘Merel of Honour’ I could ever have hoped for. Eating 
paprikaribbelchips with you in a conference hotel room is the only thing better than 
eating paprikaribbelchips alone in a conference hotel room!  
 
Hanna, thank you for daring to take on this weird job of paranimf! I hope you will enjoy 
finally having a Dutch academic ceremony. - I’m so happy we stayed in touch all this 
time, and I will enjoy wedding chatting with you so much! 
 
Vitória, my far-away paranimf, I think you came to understand me better than anyone in 
a single day. Thank you for being the uniquely generous, open-minded, and absurdly 
clever person you are. I can’t wait for you to come back to Europe! 
  
The Donders really is a special place, and its crazy and wonderful population has 
actually made me feel at home in Nijmegen! It makes my heart ache to think that I have 
to leave this incredibly hilarious, geeky, welcoming group of people. Thank you for all 
those wonderfully derailed conversations at our beloved kitchen table, FADs in the 
Cultuurcafé, Jos and De Kaaij, barbecues at the Beerendonck, karaoke nights, dagjes uit, 
movie nights in the Oval Office with all the sofas, conference trips, cake parties, fancy 
dress parties, birthday parties, party parties, and everything else to Vincent, Lisa, Kris, 
Verena, Matthias, Lisa the dog, Jim, Michelle, Ruben, Flora, Winke, Anke Marit, Jeanette, 
Susanne, Lieneke, Miriam, Mirjam, Eelke x 2, Sasha, Sean, Stephen, Sophie, Dominic, 
George, Wendy, Loek, Richard, Ruud, Eelco, Verena, Nietzsche, Jeroen, Janneke, Anne, 
Joost, Alina, Marlieke, Roemer, Tim, Lorijn, Dan, Frauke, Sybrine, and the very special 
Frisian Adonis whose name I shall of course personally write here in his copy: 
 
…………………………………………………………………….…..    and everyone else. There are just too 
many of you to list everyone by name, but please know that I’m grateful to all of you for 
being so awesome!  
 
Acknowledgements 
 
209 
 
Thank you to my dearest non- ǡ 
òç     
touch and making the effort to come and see us in this corner of the world. I promise, I 
will be better at meeting up regularly now that this book is done!  
 
Michelle, mijn alleroudste vriendinnetje, op nog eens 25 jaar vriendschap! Wat waren de 
pauzes met jou een goede toevoeging die laatste tijd in Nijmegen.  
 
Lieve papa, mama, en Jelte, bedankt voor al jullie steun en vooral alle lol die we samen 
hebben. Niemand maakt zulke goeie flauwe grappen als jullie, stelletje mafkezen. Oma, 
wat heerlijk dat u altijd klaar staat met een dikke knuffel (auw) en een goed verhaal. 
Papa, je prachtige, unieke schilderij op de voorkant is voor mij het symbool van jouw 
durf om te doen waar je goed in bent én wat je gelukkig maakt. Dankjewel!  
 
Ken, Heather, Bethan and Chris, thank you for welcoming me into your fun and loving 
family, and providing such perfectly relaxing Christmas and summer breaks these last 
few years! I can’t believe how lucky I am to be an almost-Marshall. 
  
Tom, I cannot even begin to thank you. You are my best friend, biggest inspiration, and 
most needed support. ̵Ǥ
 
 
 
 
ik wou het helemaal zeggen - 
Maar ik kan het toch niet zeggen.    
 
 Herman Gorter (1980), Verzen 
 
 
 
 
 
 
 
 
 
 
 

