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1. INTRODUCTION 
In many control problems both restraints on the magnitudes of the control 
variables and various system variables may occur. Certain results [l-3] are 
available for the determination of optimal controllers for some classes of 
linear and nonlinear systems involving such restraints. These results take the 
form of necessary or sufficient conditions for optimal control but not both, 
and are therefore only a partial solution to even the theoretical problem, 
leaving much to be desired in the way of a practical solution. To use the 
necessary or sufficient conditions for synthesizing an optimal controller it is 
necessary to solve a two-point boundary value problem in terms of a number 
of free parameters and multipliers where the number of parameters is not 
even known as well as certain jump conditions [2, 31. A backing out proce- 
dure [4] is also available if one is interested in flooding the domain of 
controllability with responses and then keeping track (storing) of the corre- 
sponding control magnitude for each such point. 
We offer here a procedure which has several advantages over the above 
schemes, but is only an approximate solution. Its main advantage is that no 
discontinuities will be encountered in the adjoint solution which determines 
the optimum controller, and therefore the resulting two point boundary 
value problem may be more readily solved. The results provide both 
necessary and sufficient conditions, as well as existence, for the approximate 
problem. 
The analysis is limited to linear control processes as described by the 
differential system 
9 ) s?2 = A(t)x + B@)u(t). 
The coefficient matrices A(t) and B(t) are composed of known continuous 
functions on the time interval [t, , t i 1. The controller u(t) is to be chosen from 
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asetQ:/uj/<l;j=1,2,..., nz, so as to steer the response, x, (l), of 9 from 
an initial point x0 at time to to a prescribed compact target set G C R” and 
it is required that xU(t) remain within a given constraint set, A, during its 
entire response. Here Rn is the n dimensional real number space. 
The problem of time optimal control, as considered in the next section, 
is to find a controller u(t) which steers x,(t) from x,, to G C A in minimum 
time, that is, minimizes C(u) = t, - t, with x(ti) E G and x,(t) E .4, 
t, < t < t, . Later, in Section 4, we discuss other optimum control cost 
functionals. 
There are certain difficulties involved when one directly solves for this 
optimum controller. We shall therefore be content with solving the following 
apparently simpler problem: Find that controller u(t) with graph in Q which 
steers xU(t) from x,, at t, to G at t, with xuo(t,) < fi and t, - to a minimum. 
xUo(t) is defined below. 
It is assumed that A is a closed convex set (for convenience we could even 
let A = {xl x’Hx < c}, where H is a positive semidefinite matrix and 
c = const. > 0). Let F(x) be a convex continuous differentiable function 
which is such that1 
F(x) + 0 if x$A 
= 0 if xfzfl 
Then define 
xu”(Q = Josh) dt. 
xUo(t) essentially measures the excursions of the response, x,(t) to a 
controller u(t), outside of the set A during the time interval [to, ti]. 
By keeping x,O(t,) small the response xU(t) is restricted to stay close to or 
within A. The above minimum time optimal control problem is approximately 
solved by finding a controller which steers &(t) = (xUO(t), xU(t)) from (0, x0) to 
G = {(x0, x) 10 < x0 < /3, x E G} in the minimum time interval t, - t, if 
/3 > 0 is sufficiently small. 
r There is of course some question as to whether such a function F(x) exists for 
an arbitrary convex set A contained in R”. We now cite an example which shows 
that there are such functions in a number of interesting cases. Suppose 
A = {xl, x2, . . . . xn I I”9 1 < 1). 
Then pick F(x) 
= 1/2(X” - 1)2 if x2 > 1 
=o if I .x2 / < 1 
= 1/2(x2 + 1)s if xa < -1. 
Thus if only one coordinate (or a linear combination) is restricted the problem is 
easily handled as in the example, where F(x) is continuous and has continuous partial 
derivatives. Other A’s can be handled as in the example by taking F(X) to be the 
square of the distance from a point x to II. 
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In the next section we give necessary and sufficient conditions for this 
approximation problem using the time optimal criterion. Section 3 contains 
an example and Section 4 is a discussion of the approximation problem for 
other cost functionals. 
2. THE NECESSARY AND SUFFICIENT CONDITIONS FOR THE 
APPROXIMATE LINEAR TIME OPTIMAL PROBLEMS 
We augment the system P’ by considering the equation system 
22) P = F(x) 
$2 = A(t)x + B(t)u(t) 
obtained from 3) by adding the equation for $0 with ~~(2,) = 0. Here A(t), 
B(t) are continuous on [to, &] and F(x) is a convex function with F(x) = 0 
for x EA. (aF/&)( x is assumed to exist and be continuous everywhere. ) 
The set of attainability &(t,) C Rn+l is the collection of end points &(tJ 
of responses G%(t) = (xUO(t), x,(t)) of $ which initiate at (0, x0) at time to 
corresponding to all (Lebesgue) measurable controllers u(t) which are such 
that / zlj(t)l < 1 on [to , t,], for j = 1, 2, . . . . m. (Such controllers are referred 
to as admissible controllers.) 
In the following theorems we establish various properties for k(t,) and 
&(ti) as required in synthesizing optimal controllers. 
THEOREM 1. Consider the above system $ with initial point .Go, restraint 
set Q, and set of attainability k(t,). Then l?(tJ is a nonempty compact 
subset of R*+l in variables (9, x) with convex lower surface (as dejned below) 
for each to < t, < 00. 
PROOF: &(t,) is nonempty since any measurable controller u(t) C Q giv2 
rise to an end point i,(tl) E i?(tl). k(t,) is compact because the system B 
satisfies the hypothesis of the existence theorems of [5] and [PI. 
Define a point ~2~ to be in lower boundary (surface) of K(t,) if its first 
component xi0 = inf($} for all points 2 of K(t,) with x = x1 . The orthog- 
onal projection of &(t,) on the plane x0 = 0 gives the compact convex set 
of attainability K(t,) for the time optimal problem (in the space of variables x, 
see [9]). The lower surface of I?(&) is de$ned to be convex if this lower surface 
defines a convex function on the projected set K(t,). 
We now show that if si and 4, are points of Iz<t,) then the point 
5 = hf, + (1 - A)?, = (~0, y), 0 < X < 1, is such that 
Y = “dtl) 
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and 
Y0 2 %i”w, 
where j(t) = h h(t) + (1 - h@,(t) and al(t) and us(t) are such that ~$,~(tr) = PI 
and $,(tr) = 2s. The convexity of the lower surface of K(t3) then follows 
because in order for it to be nonconvex it is necessary that there exist two 
points f, ,32’s on this lower boundary, with the property that the point 
X f, + (1 - h)fs is below the set &(t,) for some 0 < h < 1, which will 
then be impossible. 
With C(t) = h ur(t) + (1 - h)u,(t) we find that 
=hx,$(l - A)x2 = y 
where @p(t) is the fundamental solution matrix of k = A(+ with @(to) = I. 
We also calculate 
x,O(t,) = j+F(x&)) dt 
tn 
and h x~,(~l) + (1 - +4&) f or comparison. Since F(x) is a convex function 
of x it follows that for 0 < X < 1, 
and so 
xco(tl) = flF(qi(t)) dt = f’F(A.q+(t) + (1 - X)q&)) dt 
to 63 
< X j-::F(xu,(tN dt + f: (1 - h)F(x,,(t)) dt = y”. 
Q.E.D. 
We will now consider those controllers u(t) on [to , tl] which steer GU(t) 
from 2, at to to points 4, contained in the lower boundary of &(t,) (written 
a&-(2,)). Such controllers will be called extremal and they will play a 
significant part in the selection of optimal controllers. 
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Let u(t) E J2 on to < t < t, be an admissible controller for the convex 
control process 
8) a? = F(x) 
3i = A(t)x + B(t)u(t) 
with initial point f, = (0, x0) at to . If the corresponding response S,(t) has 
an end point i(t,) E &(tl), then u(t) is called an extremal control and 2Jt) 
an extremal response on [to , tl]. 
The adjoint response f(t) = (vO(t), q(t)) corresponding to a controller u(t) 
is a row n + 1 vector satisfying the differential system 
7 
7i = --d(t) - 70 g c%(9) 
7s = constant < 0 
where xU(t) is the response of dp corresponding to the controller u(t). 
Define u(t) on [t,, , tJ be a maxmimal controller in case there exists a non- 
vanishing adjoint response 4(t), Q,\< 0, so that v(t)B( t)@(t) = Max,<n(l7(t)B(t)u} 
a.e. on [to , tl]. In the following Theorem 2 it is shown that extremal and 
maximal controllers are the same. 
THEOREM 2. Consider the convex control process2 
2 ) 3i.o = F(x) 
k = A(t)x + B(t)u(t) 
with initial point 5 = (0, x0) at time to . An admissible controller u(t) C 52 
on [to , tJ is extremal for 9 if and only if it is a maximal controller, that is, 
if and only if there is a nonvanishing adjoint response q(t) of 
so that 
7i = -IA(t) - To g c%(t>) 
r], = constant < 0 
PROOF: Assume that u(t) on [to , tl] is extremal and so steers G(t) from 
(0, x0) at to to & 6 al?(&). 
Since k(tr) is closed with a convex lower surface there exists a support 
plane 77 to R(t,) at f, . Let ii(tl) = ho ~4td b e a nonzero vector normal to 77 
2 The necessary portion of this theorem follows from L. S. Pontryagin’s Maximum 
Principle [3]. For completeness the simple arguments to establish the necessary 
part are presented. 
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directed into the halfspace defined by 7r which does not meet @tr). Note 
70 d 0. 
Let q(t) with +j(Q as above be the response of the adjoint equation corre- 
sponding to the controller u(t). 
Consider the admissible controller3 G(t) = sgn{n(t)B(Q} defined for 
t E [to , tJ. Note 
Let T, be a closed subset of measure z > 0 contained in 9 = [to , tr] whereon 
6 + ~(w(wt) < y$f ww)~l for some 6 > 0. 
For given 6 > 0 consider the modified controller 
u,(t) = u(t) on 3 - 7, 
= a(t) on 7,) 
and calculate 
d7j(t)s, . - 
dt 
= ija, + 7& 
and 
dfj(t)a . 
- = +c + 7ji, 
dt 
where 2, refers to a response of 8 corresponding to the modified controller 
at). 
Integration from to to tr yields 
~(t&(td - ij(to)k(to) = ,;I [ -yA(t) + g (x(t))] xc(t) dt 
+ ,$I q(t) [A(tk,, + WW] - W4t)) 1dt 
and 
+ T(t)[A(t)x(t) + B(t)u(t)] --F(x(t))}dt fol-4 q. = -1. 
3sgn{ } = -1 if {}<0 
= 0 if {}=0 
= +1 if ( 1 > 0. 
’ The case when v. = 0 is even simpler. 
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Combining terms and using the assumed continuity for F and #‘/3x we 
easily iind that 
f/(t&(tJ - fj(tMtl) b f% + O(E) 
for f sufficiently small, where o(e) corresponds to terms of higher than 
first order in E, and therefore for E sufficiently small 
f/(Mt,) - q(t)% > 0, 
contradicting the construction of $(ti) as the outward normal to &t,) at 4, . 
Hence there exists no such subset 7, , so 
rl(W(e4t) = n&= dw(t)~ on #. 
Conversely, assume that u(t) and corresponding response 7j(t) # 0 are 
such that 
?(w(wt> = $2 r)wu 
a.e. on J with 7s < 0. Let ti((t) be any admissible controller in 52 with cor- 
responding response am. If we calculate 
$& and B as a,,ove 
dt at 
3 
and then integrate from t,, to tl using the assumed convexity ofF(x) we find that 
where zi, = 4 is any point of l?(tJ. Since 1 $(tl)l # 0, and q0 < 0, the above 
inequality implies that &(tJ is contained in the lower boundary of the compact 
set R(t,) with convex lower boundary and hence u(t) is extremal. Q.E.D. 
Theorem 2 indicates that to stay at a lower boundary point we must 
continuously steer maximally in the direction of the vector +j(t). This remark 
is summarized as a corollary. 
COROLLARY 2.1. Let u(t) on [to , tJ be an extremal controller for k, with 
corresponding response G%(t) and adjoint response q(t) so that, 
dw(w) = zg rl(w(t)~ 
a.e. on [to , tJ. Then on each subinterval [t, , T] C [t, , tI], u(t) is also an extremal 
contr~llt~ with &JT) E &(T). M oreover Go is an exterior normal to R(T) at G(T). 
PROOF: Replace t, by 7 in the proof of Theorem 2 to obtain that 
+j(+%(T) 3 +x+%(4 = +j(+qd 
for all G(T) in K(T). F rom this inequality the conclusion of the corollary can 
be drawn. 
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We next show that the set of attainability &t,) depends continuously on 
the parameter t, . 
Define the distance between a point p and a compact set G, C Rn to be 
4~ Gl) = Mln I P - g I geGl 
and define the distance between two compact sets Gr and G, C R” to be 
The set &(i,) CR n+l varies continuously with t, if given an E > 0 there 
exists a 6 > 0 so that for / t, - t, ] < 6, 
4@10, Wz)) < E 
LEMMA 1. Consider the system 2 as above with attainable set l?(t,) C R”+l. 
Then k?(t,) varies continuously with t, < co. 
PROOF: We need only show that each point 2(tl) of R(t,)) is close to some 
point S(tJ of l?(tJ and conversely. That is, we need show that given E > 0 
there exists a 6 > 0 so that when I t, - t, I < 6 there exists 2(tl) E Ii? 
such that I ii - a( < E f or each i(t2) E Ii? and conversely. 
Let q(t) be an admissible controller on [to , t, + l] and k,(t) the corre- 
sponding response. For t, < t, < tl + 1 calculate 
and 
xlo(t,) - xlo(tl) = f%‘(s,(t)) dt - f;F(s,(t)) dt 
to 
+%(t,) - X1(4) = @(h> 1:: Qi(ww%(4 0% 
+ [@(tz> - @WI [I$ @WW44 ds -1 x,,] . 
and 
%(tA - dt,) = Wd 1;; @(s)-W) ds 
+ PW - %>I [,I @WIW~,(~) ds + xo] 
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Since A(i) is bounded and continuous on [t, , tr + 11, so is @p(t), and therefore 
there exists a constant C, so that 
I @CO < Cl 
and 
I @(t)-’ I < Cl on [t,, 4 4 11. 
Also since B(s) has bounded continuous elements b:(t), and q(t) is bounded 
and measurable there exists the constant C’s so that 
Integration is a continuous operation, therefore, given an E > 0 there exists a 
6 > 0 so that 
forit-tJ<S<l.Hence 
I qt,) - qtl)l < ; + Cl -&- + $- c, = E 1 2 
for 1 t, - t, 1 < 6 < 1. Since G(tJ E I?(&) is the restriction of some response 
a(t,) to [to, t,] the result is established one way. 
The other way we consider q(t) = u(t) on [to, tl] where u(t) steers to 
i(tl) and extend it to [to , r t + l] by letting q(t) = u(tl) for t E [tl , tl + 11. 
The above calculation is then repeated to find j a(&) - i( < c for 
1 t, - t, 1 < S < 1 and so k(t,) varies continuously with t, . 
THEOREM 3. Consider the system 9 as above with initial data 4, = (0, x0), 
compact restraint set Sz, and set of attainability k(t,). Let the target set 
G={xo,x/O~xo~/3,x~~>where~>Oisaconstantand~isacompact 
set of Rn. Suppose G meets the interior of l?(t,), then there is a 6 > 0 such that 
G meets E(t) for 1 t - t, 1 < 6. 
PROOF: Since G meets the interior of l?(t,), there is a point 
fi E (G n Int. k(Q) and a ball neighborhood N(j) of radius r contained 
in R(t,). Consider the hyperplane x0 = ps - r/2 C Rn+l and in this plane 
pick n + 1 independent points & ,4, ,... &, $,+i of the boundary of the 
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ball N($), all equally spaced. Let al(t), is(t), . . . . i,(t), in+r(t) be responses 
of 9 with initial data &, = (0, x,,) and corresponding to controllers 
ur(t), us(t), . . . . u,+r(t), t, < t < t, + 1, which are such that &(tr) = 
A 
Xl, .**7 %,l 1 - %+1 * * (t)-* Pick 1 > S > 0 so small that for 1 t - t, 1 < 6 the 
points al(t), . . . . &+r( ) 1 t ie within spheres of radius r/10 of the points 
n n 
Xl 7 *a*> %a+1 * This being possible because of the previous Lemma 1. 
Consider the convex combination of controllers uA(t) = hlul(t) + 
X+,(t) + s-m hn+run+r(t), hi 3 0, C hi = 1 (note ( u: 1 < 1) and the corre- 
sponding responses iA of 9 with initial data (0, x0). For each fixed t, 
1 t - t, 1 < 6 these response end points iA sweep out a surface section s 
which lies below the plane x0 = p” by convexity, above or on the plane 
~0 = 0 because of the positive nature of F and intersects the line segment 
@<xO<pO,.=p~ ( see proof of Theorem 1). Hence G meets I?(t) for 
It-t11 <S<l. 
We now consider the problem of existence of optimum controllers. 
THEOREM 4. Consider the system 9 as above with compact restraint set 
.Q={uI /ui/~l,i=l,2,...,m}CR~,initiaZpoint(O,xo)~R~+1attime 
to and constant compact ar@ set G = (x0, x IO < x0 < j3, x E c:) for /3 > 0. 
If there exists an admissible controller u(t) C Q steering 32’, to G on t, Q t < t, 
then there exists an optimum controller (also admissible) steering f, to G in 
minimum time duration t* - to . 
PROOF: If (0, x0) E G then t * = to and optimum control is not required. 
So assume (0, x0) 4 G and consider the set of attainability I?(tl) for t, > to . 
Since there is one controller which steers (0, x0) to G the set I?(t,) meets G 
for some t, > to . Define t* to be the greatest lower bound of all times t, 
such that @tl) meets G. By the continuous dependence of I?(tl) on t, the 
set of times for which I?(tl) meets G is a closed set in R1. Hence t* is the 
first time I?(t,) meets G and therefore pick as the optimum controller u*(t), 
to < t < t*, a controller which steers to 
@t*) n G. 
The next theorem asserts that for optimum control we need only consider 
points of the lower boundary of the set of attainability, and therefore by 
Theorem 2 extremal controllers. A sufficiency condition is also included. 
THEOREM 5. Consider the system 9 as above with compact restraint 
set Q, initial point (0, x0) at to and compact convex target set 
G = {x0,x IO < x0 < j3; x E e; /I > O}. Let u*(t) be a minimal time optimal 
controller steering g*(t) from Z. to G. Then u*(t) is extremal, that is, there 
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exists a nonvanishing ad!oint response 4(t) = (To , y(t)) z&h v0 < 0 so thal 
y(t)B(t)u*(t) .:= M;x(~(t)B(t)u; 
almost always on [t, , t*] with ?j(t*) an outward normal of i?(t*) at i*(t*) on 
aI? and 7j(t*) satisjies the transversaZity condition, namely, 7j(t*) is normal 
to a supporting hyperplane 7~ of G and the set of attainability &(t*) which 
separates @t*) from G. 
Moreover, if for each point [8] 3~ E G there exists a nonmaximal controller 
ti(t) C Q so that on t, < t < co the response al,(t) initiating at f = 5$(to) is 
contained in G, then when u(t) is an admissible extremal controller steering 3i’, to G 
by means of a response satisfying the transversaility condtion it is an optimum 
controller. 
PROOF: By assumption there exists a controller steering S,, to G so G 
meets l?(t*). Suppose G meets the interior of K(t*). This is impossible 
because then G meets the interior of Z?(t) for 1 t - t* j < 6, 6 > 0, by 
Theorem 3, and this contradicts the optimality of the controller. Hence aG 
meets &(t*) so that the optimum controller must steer to a&t*). We must 
show that it steers to a lower boundary point to conclude that it is extremal. 
This follows at once because l?(t) always first makes contact with G at a 
lower boundary point as can be seen by considering how the compact set 
I?(t,) with convex lower surface moves with respect to the set G. Thus if 
u*(t) is optimal it is extremal and by Theorem 2 there exists the nonvanishing 
adjoint response ii(t) so that 
where rj(t*) satisfies the transversality condition since G and the lower 
boundary of l?(t*) are convex they can be separated by a supporting hyper- 
plane r and we choose +j(t*) to be normal to r and directed into the halfspace 
containing G. 
When u(t) is an admissible extremal controller steering i,, to G and 
satisfying the transversality condition it must be an optimum controller if G 
has the property that through each point ,% E G there passes a nonmaximal 
response which remains forever in G. This follows because once G and l?(t) 
come together the interior of K(t) has a nonempty intersection with G so 
that the transversality condition can only be satisfied once and therefore 
there is only one time, namely t*, for which an extremal controller can 
steer to G and satisfy the transversality condition. Thus any such extremal 
controller satisfying the transversality condition is an optimum controller. 
Q.E.D. 
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We have therefore reduced the problem of finding an optimum controller 
for the approximation problem to that of finding a solution to the two point 
boundary value problem as given by the 2n + 2 equations 
with boundary conditions a(t,) = io, a(t*) E 8 G with !(t*) an interior 
normal to G at 4(2*) when G satisfies the capture condition of Theorem 5. 
3. AN EXAMPLE OF APPROXIMATE BOUNDED PHASE COORDINATE TIME 
OPTIMAL CONTROL 
We shall consider a very simple example to illustrate some of the theory 
of the previous section. Consider a simple mechanism with position coordinate 
x and velocity coordinate y. Suppose it is desired to bring the mechanism 
to rest by means of a thrust force u(t) whose magnitude is bidirectional but 
limited to be less than 1 in magnitude and suppose the velocity is not to 
exceed 0.6 in magnitude. That is, consider the linear system 
8=y 
j = u(t) 
with 1 u(t)1 < 1, A = {x, y I I y I < 0.61, x(0) = 10, and y(O) = 0. 
Choose F(x, y) = +(y - +)z for y>+ 
= 0 for I y 1 < + 
= + &(y + 8)” for y<-4. 
We shall later determine the parameter ,/3 > 0 so that the strict bound on y is 
not exceeded. Problems in which the bound is soft are more easily handled 
since then we can generally choose ,?I ahead of time and in a straightforward 
manner solve the two point boundary value problem. Here we have chosen 
F(x, y) so that we are constrainting the response even before the boundary of A 
is exceeded in hopes of maintaining the strict bound on y. To solve this 
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approximate problem it is merely required that we find a solution of the 
system :
$0 = F(x, y) 
*=y 
7jz = -71 - 7)owaY 
with x0(O) = 0, x(0) = 10, y(0) = 0, I” < j3, x(tr) = 0, y(tI) = 0 for 
some t, > 0. 
A simple calculation shows that choosing /3 = 0.08, ~~(0) = -10, 
do) = -1, 712(O) m -0.55 provides a time optimal solution for this 
problem. A plot of this response is given in Fig. 1. Note in this problem the 
exact optimum solution was obtained, but in general one would pick different 
F(x, y)‘s to obtain better approximations. 
4 I i”= F(x.y) i=y i = u(t) lu(tH5 I Fhy)=+ly-+ry>$ 
=o fOrlyl< + 
=+(y++l2fory 5-h 
I 2 3 4 5 6 7 8 9 IO 
I , 1 I I I I x 
“=+I “=-I 
u=o 
FIG. 1 
4. REMARKS ON THE APPROXIMATE BOUNDED PHASE COORDINATE PROBLEMS 
WITH INTEGRAL COST 
As before consider the linear control process 
2) 2 = A(t)x + B(t)@) 
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satisfying the conditions stated at the beginning of Section 1. As a cost 
functional of control consider 
C(u) = g@(t)) + 1”’ {f”(x, q + hO(u, t)) dt 
to 
where t, = fixed time > to and the real functions ~O(X, t) and h”(u, t) are 
continuously differentiable and f O(X, t) is a convex function of x for each t. 
The problem of optimal control is to pick an admissible controller u(t) 
on [to, tr] so that the response x,(t) of 9 moves from x0 to a target set 
e C Rn at t, (e may be the whole space) and minimizes C(U) with the entire 
response xU(t) contained is the closed convex constraint set rl. 
As before we introduce the convex differentiable function F(x) satisfying 
the conditions 
F(x) > 0 if x$fl 
= 0 if xEn. 
An approximation problem is obtained by adding F(x) to the integrand 
of the cost functional C(U) to obtain a new cost functional 
CA(U) = R(W) + fl{fO(x, t) + @(x) + hO(u, t)} dt 
to 
= p{p(x, t) + hO(u, t)) dt, 
here X 3 0. If h is sufficiently large then one would expect that the contribution 
from the term U(x) can be small only if the response stays near (1 or within it. 
The approximation problem is to find that controller u(t) which minimizes 
C,(U) and steers to e CR”. 
We shall assume that hO(u, t) is convex in u for each t or that the controller 
is bounded and h is a positive function of u for each t. In either case the 
previous theory can be applied after slight modification by noting that 
f”O(x, t) = f”(x, t) + @( x is a convex function of x for each t since both ) 
f O and F where convex functions and by noting the contribution to xO(t,) 
made by the terms h”(u, t). That is, the problem has now been cast as one 
which is covered by the sufficiency results of [7] which are also necessary [3] 
and can be obtained as a slight modification of the results of Section 2. 
A different way of introducing an approximation problem is to introduce 
an isoperimetric constraint as in Section 2 for the time optimal problem, 
that is, prescribe a bound /3 > 0 and require 
xO(t,) = j”F(x,(t)) dt < /3. 
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The approximation problem is then to find an admissible controller u(t) on 
[to , tI] steering G,(t) = (x”(t), x(t)) from L$o =: (0, x0) to 
G = {x0, x 1 0 < x0 < p, x E G} at time t, 
with minimum cost C(U). 
This second approximation problem can be handled in much the same 
manner as the time optimal problem of Section 2 and will be discussed in 
detail in a paper on optimization problems with isoperimetric constraints. 
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