The future wireless networks support multimedia applications and require ensuring quality of the services they provide. With increasing number of users, the radio resource is becoming scarce. Therefore, how should the demands for higher data rates with limited resources be met for Long Term Evolution-Advanced (LTE-A) is turning out to be a vital issue. In this research paper we have proposed an innovative approach for Radio Resource Management (RRM) that makes use of the evolutionary multiobjective optimization (MOO) technique for Quality of Service (QoS) facilitation and embeds it with the modern techniques for RRM. We have proposed a novel Multiobjective Optimizer (MOZ) that selects an optimal solution out of a Pareto optimal (PO) set in accordance with the users QoS requirements. We then elaborate the scheduling process and prove through performance evaluation that use of MOO can provide potential solutions for solving the problems for resource allocation in the advancement of LTE-A networks. Simulations are carried out using LTE-Sim simulator, and the results reveal that MOZ outperforms the reference algorithm in terms of throughput guarantees, delay bounds, and reduced packet loss. Additionally, it is capable of achieving higher throughput and lower delay by giving equal transmission opportunity to all users and achieves 100% accuracy in terms of selecting optimal solution.
Introduction
LTE-Advanced (LTE-A) is an emerging wireless access network technology that has been considered the 4th-Generation (4G) wireless system to offer higher bandwidth for Internet access. It offers higher data rates up to 1 Gbps [1] . Radio Resource Management (RRM) in LTE-A system takes into account existing spectrum both in time and in frequency domains. Fulfilling the Quality of Service (QoS) requirements is more challenging in wireless networks due to (i) limited radio resources/spectrum, (ii) channel conditions, (iii) existence of multiple users with diverse QoS requirements.
The foremost goal of LTE-A systems is to improve service provisioning and reduce the cost of user and operators. This can be fulfilled by enhancing the quality of the system with reference to data rates, system capacity, coverage, throughput, and reduced latency. As certain traffic classes/flows have stringent QoS requirements, for example, video and VOIP, thus satisfying their requirements is essential to maintain network operations smoothly. As the radio resource is scarce, there is a need to have mechanisms to distribute this scarce and valuable resource efficiently to ensure QoS of individual users for development of services for next generation telecom networks. Thus, our main objective in this research is to deal with QoS in terms of throughput and delay. We aim to maximize throughput and minimize delay and these two objectives will form our objective function. Figure 1 lists the different applications and their QoS requirements in relation to delay and throughput.
In LTE-A, Physical Resource Block (PRB or simply RB) is the smallest user assignment resource unit for resource scheduling. In this allocation phase, the bandwidth is divided into portions called Resource Chunks (RCs) [2] . Variable numbers of RCs are allocated to different User Equipment (UE) for various applications. Figure 2 depicts this concept.
To guarantee QoS we need to select RB that will fulfill both our objectives of throughput and delay guarantees. RRM is a set of techniques that are utilized to optimize the usage of spectrum and equipment. The motivation behind RRM functionality is to guarantee the provision of network services and QoS and optimize the system usage. The realization of a wireless system is dependent on the bandwidth allocation and the QoS gains of the transmission medium [3] . Now that data rate provisioning is heading towards the next generation, designing techniques for efficient radio resource allocation is becoming more challenging. These challenges result due to the fact that the packets arrive randomly and there is a lack of buffer space, plus the QoS needs are erratic, and thus resource management and allocation techniques need to be developed.
Our work takes advantage of the multiobjective optimization (MOO) techniques that make use of a decision maker (DM) to take radio resource allocation decisions. The sole purpose is to provide RRM technique that will ensure QoS provisioning to all types of traffic specifically for increased throughput and reduced delay. There exist evolutionary algorithms that have various schemes and techniques for managing resources [4] . In MOO, the objective vectors are viewed as optimal if none of its elements can be further improved without deteriorating at least one of the other elements [5] .
Most real world problems have more than one objective function and when we have multiple objectives to attain we need efficient solutions to solve the problem. Also the relationship between objectives is generally rather perplexing and cannot be measured using the same standard thus making it hard to cumulate them into a single objective. In that case, we do not have a solitary optimal solution but rather a collection of substitutes with varying trade-offs, which are called Pareto optimal (PO) sets. Usually one of these PO solutions is selected at the end. So in multiobjective optimization we have two tasks: first finding a PO set and second a decision-making process/module that will select a distinct solution from this set also referred to as DM. Thus, when we have diverse goals with conflicting objectives they cannot be summed up into one objective function and this encourages the use of various MOO techniques.
Despite the fact that LTE deployment scenarios deliver high data rates they also showcase new challenges for interference management and RRM. To meet these challenges policies are intended for the standard cellular networks. Also the femtocells are ad hoc in nature and this fact tends to bind the scope of the algorithms under consideration. Thus, proficient RRM procedures are critical to restrain the impact of interference on LTE femtocells performance [6] .
A framework for Time Domain (TD) scheduling with congestion control and QoS provisioning is also introduced. It optimizes the QoS provisioning process for domains of both time and frequency by taking into account channel condition, the status of the queues, and the user's QoS requirements. This framework enhances the process of resources utilization by considering the QoS requirements of various service classes. The results indicate better QoS of Real Time (RT) traffic and fair resource sharing of available resources for the Non-Real Time (NRT) traffic [7] .
The idea of cross layer resource allocation for Orthogonal Frequency Domain Multiplexing (OFDM) scheme is considered significant as it takes into account the channel condition, the arbitrary nature of traffic, QoS needs, and fair distribution of resources between the users. Time slots, frequencies, and carriers are assigned dynamically to make this process effective [8] . A number of studies exist in literature that focus on the RRM of LTE-A considering the QoS requirements of the user. Some make use of self-optimization, some tend to follow the resource scheduling approaches, others focus on spectrum splitting using the time and frequency domains, and some have designed solution for RRM by using genetic algorithms [9] [10] [11] [12] [13] [14] [15] .
The algorithms that manipulate multiuser environment are the MAX C/I and Proportional Fairness (PF) algorithms. In MAX C/I algorithm RB is allocated to a user who tends to achieve the highest data rates for the current time slot and tries to maximize overall system throughput. The PF algorithm also considers fairness and resources are allocated on the basis of priority and allocation schemes [16] .
However these algorithms target to improve utilization of resources considering the channel conditions and interference mitigation only and the delay and throughput requirements are not taken into much consideration. A number of techniques have also been proposed that aim to efficiently use the radio resources to provide guaranteed QoS for various types of traffic [17] [18] [19] . A Delay Prioritized Scheduling (DPS) algorithm [20] has been developed that manages the distribution of RBs by choosing those RBs that best fulfill the delay threshold condition. With increasing users the delay also tends to increase due to more video requests that are throughput sensitive. It is a packet scheduling algorithm that selects RBs according to their SNR levels and then admits and assigns the flow to the best possible RBs. This is a twoway process which first selects a user according to a delay Mobile Information Systems 3 threshold and then assigns RBs. It focuses mainly on delay minimization.
In the perspective of multiobjective optimization, most work done is towards discovering a collection of nearPareto optimal solutions algorithmically. In multiobjective optimization, communication with the DM can be done during the phase of optimization or during the final decisionmaking part. In many studies a human decision maker is involved after a variety of solutions have been sought out [21] [22] [23] .
The process of multiobjective optimization is incomplete without a decision-making activity that will take the final decision based on various alternatives available. In this context, many interactive multiobjective optimization techniques are available under the title Multicriteria DecisionMaking (MCDM) [24] [25] [26] . All the techniques are different from each other, but all incorporate DM to provide information to help in taking the final decision. The evolutionary algorithms (EA) suggest the use of natural evolution theory for optimization like the survival of the fittest theory of Darwin. They work with a set of solutions and can also be used to find a partial PO set.
MOO has been researched for many years and is focused on the theoretical aspects [27] . A lot of approaches have been formulated with mathematical programming theory, for example, nonlinear programming to solve the multiobjective optimization problems [28] . Varying interactive approaches have also been used in which the information is given to the DM and the DM specifies its preferences. This procedure depends on the type of problem and its mathematical properties and scalar function [29] .
A power-delay minimization scheme is also introduced that makes use of linear programming [30] . In this study, multiobjective problem is transformed into a solitary objective by using weighted sum technique that aims to reduce both the delay and transmit power. Simulated annealing and greedy heuristic algorithms are also part of this work. Its target is not specifically LTE networks but mainly the IEEE 802.11 Wireless LANs (WLANs) and Green Wireless Access Networks (GWANs). Table 1 depicts the classification of various techniques used for RRM and for finding an optimal solution with multiple objectives. Based on the literature survey, we can see that there exist various techniques for QoS provision in LTE-A using different methodologies. Also the multiobjective optimization offers a variety of solutions for solving various linear and nonlinear problems. Still, there is a lack of these multiobjective optimization technique applications for RRM of LTE-A targeted towards ensuring QoS. As a result, we will propose a QoS aware Multiobjective Optimizer (MOZ) for the RRM of LTE-A which will take into account the provision of maximum throughput and minimum delay.
Materials and Methods

Problem Formulation.
To measure the performance of LTE-A network we have a set of criteria such as throughput, end-to-end transmission delay, energy efficiency, and 
transmission strength. The purpose of the work presented here is to determine the trade-offs that arise while choosing performance metrics for assigning resources to the User Equipment (UE). The multiobjective Pareto optimization consists of three steps:
(1) Multiobjective problem definition.
(2) Optimization (finding Pareto optimal solutions).
(3) Decision-making (role of DM).
In the following we will elaborate the working of our QoS aware optimizer according to the above-mentioned three steps and it will define the framework for our proposed optimizer.
Step 1 (problem definition). To solve our multiobjective optimization problem we will involve DM to find the best (optimal) solution. By optimal solution we are referring to Pareto optimal solution that the DM considers as the best option. In our case, we have two objectives: the first one is maximum throughput and the second one is minimum delay. We will manage the resources in such a way that we are able to select RB that transmits the data according to the abovementioned objectives.
Pareto Optimization Problem. We will solve the multiobjective optimization problem that will take the form
where is a set of objectives that will be minimized or maximized according to its definition. is a set of network constraints. Here, is the decision vector and is the decision variable. We will call ∈ Pareto optimal only if there is no other ∈ such that ( ) ≤ ( ) (where = 1, . . . , ) .
This means that is Pareto optimal only if there is no other possible vector (or solution) that will deteriorate some criterion without leading towards an increase in some other criterion.
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Step 2 (Pareto front). In our case, we have the following objective functions and the first one aims at maximizing network utility through increased throughput ( ):
Considering channel and user we define the channel capacity as
where RB is RB Bandwidth which is calculated as (total bandwidth/number of RCs), is Transmission Power, is SNR space determined by Bit Error Rate (BER), and 2 is noise power density.
is the average throughput calculated as
where TUE [ ] is throughput of UE in time instance , is time constraint of the smoothing filter, and is total UE. TUE [ ] is calculated with the help of the following equation:
where SNR = × UE /(Noise + Interference) ( is Transmission Power; UE is signal gain of UE).
Our next objective is defined as follows:
where DB is the delay budget or the upper bound which is equivalent to 20 ms in OFDMA networks [19, 31] . The delay experienced by the UE should be less than this upper bound. Here, represents total active UE and ( ) is the HOL (Head of Line) delay for UE at time calculated as
where is the waiting time for UE and DT is the normalized HOL delay obtained by dividing each user's waiting time by DB . This process will generate a set of Pareto optimal solutions called the Pareto front. As a result there is no single PO solution so the question is which solution to select from a set of PO solutions. The answer lies in Step 3 that takes advantage of DM.
Step 3 (the optimal solution). In this step the DM will select the best solution, which is RB that will be allocated for transmission. Depending on the type of incoming traffic the DM will decide which strategy to follow according to the following criteria:
(i) If the traffic is delay sensitive, preference will be given to minimizing the delay whereas throughput can be compromised to some extent.
(ii) If the incoming packet is throughput sensitive, it will emphasize maximum throughout whereas delay may be compromised.
This scheme will thus allow the delay sensitive applications to sacrifice throughput for lower delays without any effect on the throughput sensitive applications.
So we have and objective functions (represented by ) and a total of and constraints (represented by ℎ). We assume that the constraints plus the objective function are the functions of the decision vectors. So, the DM's goal is as follows:
where is the decision vector for first objective function and is the decision vector for second objective function. * ∈ or is the feasible decision or solution to our optimization problem.
* is Pareto optimal as we have no other better solution. So here the DM will make use of a weighted MinMax Approach which is adopted from Game Theory [32, 33] . In this scheme we will compare the relative deviation from a separately attainable minima or maxima. In our case it is the deviation from maximum throughput and delay of the system. We will denote this by max (delay variation) and min (throughput variation). We will calculate the relative deviations using
TA is the maximum attainable throughput of the LTE system calculated as follows.
(i) We will first calculate the total RBs assuming the bandwidth of channel is 20 MHz by using the following:
where carriers are 12. OFDM symbols are 7. RBs are 100. Slots are 2. The final value is 16800 RBs per frame.
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(ii) Second, we consider modulation of 64 QAM and a single modulation symbol carries 6 bits. The total bits will thus be 16800 × 6 bits per symbol of modulation equal to 100.8 Mb.
(12) (iii) Thirdly, considering the 4-by-4 MIMO, we get 4 × 100.8 Mb = 403 Mb.
This is the peak data rate.
(iv) Finally, we calculate the overhead which will be about 25%. So, we have
So, we can calculate TA and RC and minimum min is selected by the DM for transmission. That is resource chunk RC as in the following:
Now, let us talk about the delay sensitive applications where we will find the feasible solution * as follows:
So * is chosen for transmission based on the following decision vectors:
The DM will take its decision based on the following set of constraints:
Equation (18) refers to channel capacity constraint, and (19) refers to delay bound constraint. Equation (20) is RB bandwidth constraint. Equation (21) ensures that at least 1 BS covers the active UE.
The Decision-Making Process.
After the optimized solution is sought out by the DM, the traffic will then be scheduled in output queues discussed in detail in the next subsection. (1) Traffic Type Determination. The DM will take as input the Pareto front and will first determine the type of traffic which in our case is either throughput or delay sensitive.
(2) Optimization Process. After determining the traffic type the following actions are taken:
(i) For throughput sensitive applications it will calculate the value of min based on the value of , and then it will select the optimal solution * = RC = min min .
(ii) For delay sensitive applications it will calculate the value of max based on the value of ( ), and then it will select the optimal solution * = RC = max max .
(3) RC Allocation Matrix Update. After that the RC assignment matrix will be updated. The matrix , is represented as
where is type of traffic and is RC number [34] .
(4) RC Availability Check. If there are RCs available/left for assignment, then the process starts again and moves to traffic type determination; otherwise the process ends.
In the following we explain in detail the construction of Pareto front.
Constructing Pareto
Front. This step describes in detail the process of constructing a representative Pareto front as follows.
Step 1. Determine the traffic type of the incoming packet. Assume 1 , . . . , are the alternative solutions in terms of and , where represents throughput sensitive flows and represents delay sensitive flows.
Step 2. Find the largest such that > (where represents all other UE), and add to Pareto front.
Step 3. Find the smallest such that < (where represents all other UE), and add to Pareto front.
Step 4. Repeat Steps 2 and 3 until no such and exist and we have the Pareto front of the form ( , . . . , , , . . . , ).
Note that is sorted in order of decreasing throughput and is sorted in order of increasing delay. The process generates a set of candidate solutions that will undergo the optimization phase for selecting a singled optimal solution. The selection of the optimal solution is based on the efficiency of the DM which not only considers the resource requirements of the users but also sets priorities. We now present an algorithm that will make use of the defined framework and considers the requirements of each step. Figure 4 . The MOZ consists of three main steps as follows.
The Multiobjective Optimizer Algorithm. The detailed working of proposed MOZ is outlined in
Step 1. The traffic classifier will take as input traffic from various UE instances and will divide them into 2 queues; one consists of packets that have stringent throughput requirement and the other queue consists of packets from delay sensitive applications.
Step 2. The information from Step 1 is then passed onto the optimizer that will find out the Pareto front and will send its decision set to the decision maker.
Step 3. The DM will make the final decision based on the information it has and according to its decision-making capabilities.
Step 4. Finally * is sent out to the queue for scheduling and the process then diverts to Step 2 to get the next * later to be scheduled.
Step 5. The process is completed when either no RC is left or there are no more incoming packets.
Steps 2 and 3 are interrelated as the DM is way dependent on the input it gets from the Pareto front, so constructing a legitimate Pareto front is itself a very important task for MOZ. The decision-making process inside the DM is characterized by a number of factors already explained and is one of the major components of our proposed strategy.
Compared to most algorithms and frameworks designed to ensure QoS and to manage RRM, the distinct differences of our proposed approach are as follows: (1) it makes use of multiobjective optimization that deals with conflicting objectives simultaneously instead of converting them into a single objective. ( 2) It makes use of a decision maker that has the decision-making capability and works based on the information it has and various algorithms used. The goal of using MOZ is to always get an optimal solution which is chosen from a set of solutions in the form of Pareto front.
Queuing and
Scheduling. Now that we have the Pareto optimal solution in hand, the packets are now ready to be scheduled in their respective queues for transmission as follows.
Step 1. In this step we will define the priority metric for delay sensitive flows. The priority of UE at time , ( ), is
where , is channel gain of UE on RC calculated as , = 10 Path loss/10 * 10 shadow fading/10 * 10 multipath fading/10 .
Step 2. We will then form a delay queue for a given UE that will ensure delay bounds as follows:
where ( ) is the mean queue length at time interval and is total UE scheduled and ( ) is the service rate. In each time interval the UE with highest priority occupies front position in the queue.
Step 3. For the priority metric of throughput sensitive flows we will use the following:
where is the Head of Line (HOL) blocking and ( ) is the priority metric for throughput sensitive applications. In each time interval the UE instances are scheduled according to the ascending order of their priority values.
It follows the following constraints:
, s.t. ∀ ∈ , ∈ {delay sensitive traffic only} (27) , s.t. ∀ ∈ and ∈ {throughput sensitive traffic only}
Equation (27) ensures that the queue takes as input delay sensitive traffic only, (28) ensures that the queue , takes in throughput sensitive traffic only, and (29) states that queue length is the total of both the queues.
Thus, the defined framework and the optimizer will work together to form our proposed model. The whole process has four main goals:
(1) Determining the target objectives.
(2) Based on the objectives, forming a system model that will take into account the objective functions to be minimized or maximized.
(3) Constructing a representative solution pool to aid the decision maker.
(4) Introducing a decision-making entity that will not only ease the task of scheduling but also find an optimal solution to satisfy the defined objectives.
In the following section we will define the simulation model and will discuss the results.
Simulation and Results
Simulation Model.
Designing the model for LTE-A performance evaluation is generally more complex compared to a 3G system. An interface is used between various evolvedNodeBs (eNBs, i.e., the BS) in the LTE system to ease the traffic load that occurs due to handovers. In this section we will design the simulation model for testing and will evaluate our system for examining delay, throughput, Packet Loss Ratio (PLR), the effect of SNR, and cell spectral efficiency.
We are considering a cell with the capacity of 10 MHz and it consists of 45 RBs and the carrier frequency is 2 GHz. All the available RBs are controlled by the eNodeB. The RBs are divided among the UE instances in the form of RCs. The LTE-A parameters used for simulation are described in Table 2 .
We then calculate the number of bits in each RB (i.e., its data rate). It can be computed as follows:
where ,RC is achievable data rate, NS tti is number of slots in each TTI, NS is number of symbols in each slot, and rb is number of subcarriers in each RB. Each UE is assigned a queue according to the traffic type and parameters as described in the system model previously. After that we will calculate the channel gain of each UE on RC, and we will now proceeed to calculate the SNR.
The SNR values are reported to ENodeB by the UE at each TTI. All the users have a different value of SNR according to the experienced fading and multipath propagation, the transmit power ( ), and the total RBs ( ) as follows:
The incoming packets will be treated by the eNodeB according to the parameters defined in Table 2 and the system model presented. All packets have varying length and are streamed in queues according to their priorities and properties. Now, for the delay sensitive packets the threshold DB is set to be 20 ms for each UE.
Thus we can define the Average System Delay (AvD) with a total simulation time of at time instance with total number of UE instances equal to as follows:
We will then define AvTH which is the average throughput with trans ( ) being the number of packets/sec, as follows:
Now for evaluating the PLR by using the size of discarded packets pdisc ( ) and the sum of sizes of all packets psize ( ), we have
The overall spectrum efficiency ( eff ) is measured in terms of total traffic usage factor by applying the formula
where = × , where is the resource usage factor and is total traffic. tot is number of available traffic channels in the system.
The queuing model is set up by considering that represents the number of UE instances at a given time interval ∈ and denotes the number of new UE instances that arrive at time ∈ with common probability density function on , and we define
where = { 0 , 1 , . . .} is a Markov Chain that has the probability matrix of the following form: 
The chain defined here is the queuing chain of distribution , and starting from ∈ a UE instance is served and new UE instances arrive by the next time unit controlled by . So the probability of going from state to ∈ ( − 1, , + 1, . . .) is ⌊( − + 1)⌋.
Results.
We will now discuss the simulation results based on the simulation model and proposed strategy. In this paper, we have used the LTE-SIM [35] simulator available online at http://telematics.poliba.it/LTE-Sim. It is crucial to carry out performance evaluation for LTE-A systems and this requires the use of standard simulators. LTE-Sim is designed according to the LTE-A standard with main features such as multicell environment, multiuser support, eNodeB, CQI, UE, resource allocation, QoS management, and scheduling strategies.
The network topology under consideration comprises network nodes (including eNodeBs and UE), distributed among various cells. We have tested our algorithms for both the single-cell and multicell scenario as shown in Figure 5 .
The first scenario consists of many eNodeBs due to the fact that multiple cells are covered while in the second scenario one eNodeB handles all UE. We will evaluate the performance of our proposed MOZ while comparing it with that of DPS [20] . For each UE, downlink VOIP and video flows are considered. All flows are active during the whole simulation. Time for each simulation is around 100 s. The simulation is performed using a Windows machine with Cygwin (Linux-like environment), a 2.6 GHz CPU, and 4 GB RAM.
Delay and
Throughput. The goal of achieving desired level of QoS is very challenging due to Real Time multimedia applications, which have strict delay and throughput constraints. Figures 6 and 7 show the throughput for video and VOIP flows with increasing number of UE instances. From both the figures, it can be seen that the throughput achieved by MOZ is better than that of DPS algorithm although the difference for VOIP flow is much less. Throughput also increases with increasing number of users. For video, up to 15 users increasing pattern is observed and after 25 users throughput increases but gradually. For VOIP flows the throughput is still increasing although it is delay sensitive. The reason behind this increased throughput is that the system resources are utilized according to the requirement of users and only the selected UE instances transmit on the best RBs. Also it is worth noticing that the throughput achieved by MOZ is much closer to the theoretical maximum. In this process decisions are made based on the channel quality of each UE, which constantly measures the QoS parameters based on the algorithms and techniques proposed. After 10 users, the throughput for video using MOZ achieves performance gains in order of 1 to 15%, while for VOIP it is from 1 to 10%. Figures 8 and 9 show the average delay of the MOZ and DPS algorithm with increasing UE for both the video and VOIP flows. From Figure 8 , it can be seen that the delay performance of MOZ is slightly higher compared to DPS with less than 10 users and as number of UE instances increases MOZ shows better performance compared to the DPS algorithm because after 10 plus users there is more video streaming and it is not distinguishing VOIP and video flows so the delay for DPS will increase in consecutive TTIs. Figure 9 shows the performance of both MOZ and DPS which is very close because with increasing users video demand has a possibility of rising.
Also our results ensure that the delay always remains below the threshold value. The proposed MOZ achieves performance gains by reducing delay from 1 to 5% for video and 1 to 8% for VOIP after 10 users. Also it is worth noticing here that the delay achieved is way below the threshold which was set to 20 ms.
PLR
. Now let us compare the PLR performance of MOZ and DPS algorithm shown in Figure 10 . As expected, the PLR is increasing as the number of users increases because there are more packets that will be discarded as there will not be sufficient RBs for transmitting all the packets considering that the packets are nearing their delay threshold. However, in comparison with the DPS algorithm, MOZ is capable of achieving a better PLR as it supports more users by distinguishing packets according to their scheduling and resource needs. It reduces the loss probability by exploiting the gains at physical layer. Note that the PLR counts only for physical layer losses. MOZ achieves a better PLR and packet loss is reduced from 2 to 14% as compared to the reference algorithm. Figure 11 shows the SNR performance of MOZ with reference to average system throughput. With increasing throughput it is observed that the SNR is also increasing which depicts better channel quality and less distortion and is one of the reasons we are able to achieve higher system throughput. The higher values of SNR are indicator of higher percentage of data as compared to noise and our results show that noise is around 0.04% of the actual signal which is an indicator that the video and voice quality achieved are excellent.
SNR.
Spectral Efficiency.
Then the spectral efficiency (in bits/s) is computed and is depicted in Figure 12 . At each scheduling interval, the RB is allocated to UE instances according to their needs. As the number of UE instances increases MOZ still guarantees QoS constraints to more flows with a positive effect on overall system efficiency. The system supports delay and throughput guarantees simultaneously; therefore, the spectral efficiency increases with increasing users which is a good indicator of overall system gain and efficiency. number of users increases the level of energy consumption also rises for all algorithms. As the eNodeB remains active all the time this rise is expected. But the energy consumption level achieved by MOZ is the lowest due to the fact that efficient RB selection takes place which reduces the delays thus lowering levels of energy consumption. Also, only the optimal solution is selected which in turn results in energy gains and network lifetime. In Figure 14 , the memory consumption in bits versus the number of users is depicted. The DM takes decision based on the information it has and the solution depends on algorithms that run dynamically and this process is continuous until there are no more RBs to allocate. Moreover, it has been realized that the continuous assignment of RBs according to UE instances' needs utilizes less memory, which in turn increases network life time and performance and reduces delays.
Energy and Memory Consumption.
PRB Utilization.
In this subsection we will show effect of the proposed algorithm on PRB utilization. The scenario depicts results according to two groups. In the first group, simulations are carried out without using the proposed MOZ; the second group implements MOZ. The performance is measured in terms of mean PRBs being used for both video and VOIP users. In high load, the delay increases and a higher number of PRBs are used when we do not employ the MOZ algorithm. As a result after a specific limit no more requests can be fulfilled because all PRBs are utilized. Figure 15 depicts this scenario, as we can see that the average number of PRBs used with MOZ is less due to improved bandwidth utilization strategy, better coverage, and enhanced SNR. But with higher load of 30 UE instances, all the bandwidth is used up. In Figure 16 , for VOIP users also the average number of PRBs used is much less with increasing number of users. Table 3 represents the results and statistics obtained by using MOZ where 1 to 4 represent the PO set. The optimal solution * for each set of users is bold.
Summary of the Simulation Analysis.
It can be clearly seen that the DM always selects the best feasible solution thus proving an accuracy of 100% in terms of optimal solution selection. The optimization procedure generates a PO set for varying number of users and out of this set the DM selects the best solution. The evaluation and comparison of the simulation results show that MOZ performs very well for both voice and VOIP scenarios and performs better than the reference algorithm in terms of maximum achievable throughput and minimum delay. The reason behind these results is the use of optimization process employed by the DM which always selects the optimal solution for the arriving UE instances based on their QoS needs and priorities and channel quality. It further optimizes the procedure by maintaining queues to improve performance and achieves higher SNR and lower PLR. The cell spectral efficiency increases with each added UE that indicates improved system performance and is a proof of robust system design.
Conclusions
In this paper, we have proposed a multiobjective optimizer that helps in finding an optimal solution for selecting RBs for transmission based on the information provided to the decision maker. It provides an optimal solution for RRM to ensure QoS by incorporating the multiobjective optimization techniques that target to achieve higher throughput and lower delay. A set of Pareto optimal solutions is originated and is forwarded to the DM which chooses the best solution out of this set. We have adopted an interactive technique that embeds the multiobjective optimization with the modern techniques for RRM. Furthermore, the results are also provided that prove the efficiency of our proposed MOZ. This technique is innovative as it makes use of evolutionary MOO techniques (which are very powerful for finding optimal solution) and provides its implementation for LTE-A and will prove helpful in solving other issues for 4G and emerging 5G networks.
In future we aspire to investigate the opportunities for implementing MOO techniques for the evolving 5G networks that not only aim to deal with QoS issues but also target to achieve optimal energy consumption.
