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ABSTRACT
In this paper we propose a method for retrieving thePoint
Spread Function(PSF) of an imaging system given the ob-
served image sections of a fluorescent microsphere. Theoret-
ically calculated PSFs often lack the experimental or micro-
scope specific signatures while empirically obtained data are
either over sized or (and) too noisy. The effect of noise and
the influence of the microsphere size can be mitigated from
the experimental data by using aMaximum Likelihood Ex-
pectation Maximization(MLEM) algorithm. The true exper-
imental parameters can then be estimated by fitting the result
to a model based on the scalar diffraction theory with lower
order Spherical Aberration (SA). The algorithm was tested on
some simulated data and the results obtained validate the use-
fulness of the approach for retrieving the PSF from measured
data.
Index Terms— fluorescence microscopy, point-spread
function, Expectation Maximization algorithm, deconvolu-
tion, spherical aberration
1. INTRODUCTION
In fluorescence microscopy knowledge of the Point-spread
function (PSF) is of primary importance as it can be used to
accurately reconstruct an object’s intensity distribution by de-
convolution. Realizing its significance, there have been ef-
forts to theoretically model [1, 2] or empirically determine
[3, 4] and characterize its properties. The classical technique
for experimentally determining the PSF is by imaging sub-
resolution fluorescent microsphere. However, since it is very
small, the images finally obtained are never an ideal represen-
tation of the PSF as they have a low signal-to-noise (SNR) ra-
tio (especially in the far out-of-focus planes). Denoisingthem
can cause loss in essential details and microscope specific in-
formation. Theoretically calculated PSFs are popular as they
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do not have the above limitations. They are relevant only
when the true experimental parameters can be faithfully de-
termined. Thus, our current proposal is towards retrievingthe
PSFs from the experimental data by removing the influence of
noise and the microsphere size. A constraint on the PSF is in-
troduced to ensure the uniqueness of the solution. This work
draws inspiration from our earlier method [5] on the subject
of blind deconvolution for diffraction-limited Confocal Laser
Scanning Microscopy (CLSM). The difference here is that we
are more interested in estimating PSFs that vary with the ac-
quisition conditions; but with some information of the object.
This paper is organized as follows. In Section 2 we in-
troduce the assumptions made in modeling the image forma-
tion process and our proposed modification to an existing PSF
model to include aberrations. Subsequently, we explain our
proposed approach to PSF retrieval from observed data. Sec-
tion 3 is devoted to implementation details, analysis and re-
sults obtained on simulated data. Our conclusions and future
perspectives are discussed finally in Section 4.
2. FRAMEWORK FOR PSF EXTRACTION
2.1. Image Formation Model
Under low illumination and low SNR conditions, when the
detector of the fluorescence microscope is behaving as a
photon counter (ignoring electronic amplification noise),the
number of photons reaching the detector is small and the
underlying statistical variation in the number of accumulated
photon-electrons can be described by a Poissonian distri-
bution N . Thus if o and i denote the original object and
observed image respectively, by ignoring imaging noise, th
observation model can be expressed as,
γi(x) = N (γ[(h ∗ o) + b](x)). (1)
The object’s intensity is defined as{o(x) : Ω ⊂ N3 → R},
whereΩ is the discrete spatial domain over which the inten-
sity is bounded, positive and finite. Here,h : Ω 7→ R is the
PSF of the system, (∗) denotes the3-D convolution opera-
tor, andγ ∈ R+ is the reciprocal of the photon conversion
factor [6]. b : N3 → R is a uniformly distributed intensity
that models the low-frequency background signal caused by
scattered photons and auto-fluorescence from the sample.
2.2. Proposed theoretical PSF model
Before we formulate the model for the PSF, it is important
to review the assumptions that will be used in the following
section. We will primarily assume that the light used for illu-
minating the specimen is either circularly polarized or phase
randomized. Secondly, from the experiments conducted in
the context of our current application, we conclude that veco-
rial diffraction models offer limited improvement in accuracy
than scalar diffraction models (especially for CLSM). Thisis
true even when the difference between the refractive indices
of the objective lens and immersion medium is large; like in
the case of imaging from air objective lens into specimen em-
bedded in oil or glycerol [6]. We thus justify our usage of
scalar models to calculate the PSF as they are computation-
ally less expensive (one integral each for illumination andde-
tection PSF) to calculate than the vectorial models (three in-
tegrals for each of the illumination and detection PSF). The
model used here is an extension of P. A. Stokseth’s [1] work
on deriving the Optical Transfer Function (OTF) for a de-
focused system from the corresponding pupil function. For
a microscope with a circular aperture, it is straight forward
to show the equivalence between Stokseth’s, and Gibson and
Lanni’s scalar model (see [6]).
The OTF for an incoherent illumination can be obtained
from the knowledge of the PSF and vice versa by using the
Fourier transform relationship between them. If we consider
a converging spherical wave in the object space from the ob-
jective lens, the near-focus amplitude distributionhA can be
written as [1, 7]:
hA(x, y, z) =
∫
kx
∫
ky
P (kx, ky , z)exp(j(kxx + kyy))dkydkx,
(2)
where,(x, y, z) and(kx, ky, kz) are the3D coordinates in the
image and the Fourier space respectively, andj2 = −1. In the
above expression,P (kx, ky, z) describes the overall complex
field distribution in the pupil of an objective lens. This pupil
function gives a description of the magnitude and phase of the
wavefront that a point source produces at the exit pupil of the
imaging system. It can be written as [7]:
P =
{
A(θi) exp(jk0ϕ(θi, θs, z)), if
√
k2x+k
2
y
ki
< NAni
0, otherwise
(3)
where, θi = sin
−1(k2x + k
2
y)
1/2/ki (see Fig.1),A(θi) is
the apodization function ((cos θi)−1/2 for detection apla-
natic lens and(cos θi)1/2 for illumination aplanatic lens),
ϕ(θi, θs, z) (= ϕd(θi, z)+ϕa(θi, θs)) is the defocus-aberration
phase term, and NA is the numerical aperture of the objective
lens. ki = (2πni/λ), is the wave number of an illumination
wave (with a wavelengthλ in vacuum) in an objective immer-
sion medium. The defocus termϕd could be approximated
as: ϕd(θi, z) ≈ kiz(1 − cos θi)/k0, wherek0 = (2π)/λ is
the wave vector in vacuum.
While investigating biological samples, the mounting
medium refractive indexns is usually different from that of
the objective immersion mediumni; especially when imag-
ing live cells in aqueous medium. The observed image is
degraded, and the peak amplitude of the PSF is displaced
along the optic axis with an asymmetry about the central lat-
eral plane. This is true even at focal depths of a few microns
below the cover glass. These degradations are primarily due
to an optical effect called Spherical Aberration (SA), where
the oblique rays entering a lens are focused differently than
the central rays. As this is the dominant aberration observ-
able, the focus of our work will be on retrieving the PSF with
only SA. Using simple geometry, it can be shown that the SA
phase function is:
ϕa(θi, θs) ≈ −d(ni cos θi − ns cos θs). (4)
The above phase term relies on the assumption that the error
due to mismatch in the refractive indices between the cover
glassng and the objective lens has either been compensated
by the correction collar or is minimal. If the cover glass is
used with an objective lens that is significantly different than
its design specification, an additional phase term should be
included, andd replaced by the thickness of the coverslip.
Combining (2), (3), and from the Helmholtz reciprocity theo-
Fig. 1: Schematic showing the imaging of a fluorescent microsphere
in a medium of refractive indexns (with ns 6= ni).
rem, the CLSM PSF can be written as:
hTh(x) = const |hA(x; λex)|2 ·
∫
ρ2
1
≤D
2
4
|hA(x − x1, y − y1, z; λem)|2dx1dy1, (5)
where,λex andλem is the excitation and the emission wave-
lengths,ρ21 = (x
2
1+y
2
1), andD is the back-projected diameter
of the circular pinhole.
It should be mentioned that for a calibrated CLSM, the
variation of the PSF under different imaging conditions is es-
sentially a factor of the following3 parametersϑ: refractive
index of the objective immersion mediumni, index of the
specimen or mounting mediumns, and depth of the specimen
under the cover slipd.
2.3. Proposed approach
Since the imaged objects are microspheres, their geometry is
known a priori and so are their manufacture specified design
diameter. If we assume that the observed imagei is a realiza-
tion of an independent Poisson process at each voxel, then the
likelihood can be written as:
Pr(i|o, h) =
∏
x∈Ω
[(h ∗ o) + b](x)i(x)e−[(h∗o)+b](x)
i(x)!
, (6)
where, the mean of the Poisson process is given by[(h ∗ o) +
b](x). Maximizing this likelihood (ML) with respect to the
PSF gives the following:
ĥML = arg max
h
{Pr(i|o, h)}
= arg min
h
{− log(Pr(i|o, h))}, (7)
where,̂ represents an estimate. An explicit iterative multi-
plicative algorithm based on Maximum Likelihood Expec-
tation Maximization (MLEM) [5] formalism can be derived
from the above expression as:
ĥn+1ML (x) =
(
i(x)
[(o ∗ ĥnML ) + b̂](x)
∗ o(−x)
)
ĥnML (x), ∀x ∈ Ω
(8)
where,n is the index of iteration of the algorithm. In the
above expression, the background fluorescenceb is de-
termined asb̂ from the smoothed histogram of a single
“specimen-independent” slice (see [6]). In (8), the diame-
ter of o is known a priori but its intensity distribution in the
medium is unknown. However, it could be assumed to be
uniformly distributed with unit intensity while its true value
is absorbed into the estimated PSF. The true relative position
of the bead (x0, y0, z0) in the volume should be estimated
and the procedure is described in the following section. The
algorithm is efficient as it achieves a simultaneous denoisig-
deconvolution, and hence ensures that the resulting PSF is
free from noise and microsphere size influence. However, the
solution space of the PSF is non-unique and hence a form of
regularization has to be incorporated into the schema. The
estimation process is run for a few iterations (say30), the
resulting PSF̂hML is re-projected onto the theoretically mod-
eled PSF space (5) and the parametersϑ = {ni, ns, d} are
estimated by minimizing the following criterion:
J (ϑ) =‖ ĥML − hTh(ϑ) ‖22, ∀ϑ ∈ R. (9)
Note that in (9),̂hML andhTh(ϑ) areℓ∞ normalized.
(a) (b) (c)
Fig. 2: Lateral (top) and axial (bottom) sections of the (a) simu-
lated band-limited microsphere, (b) the theoretically modele PSF
(5) at a depth of10µm, and the corresponding (c) blurred-noisy
(γ = 100) simulation of the object as imaged by a CLSM (c©
Ariana-INRIA/I3S). The intensity is linearly scaled between [0 1]
for display and the dotted lines shows the sections in the volume.
3. IMPLEMENTATION AND ANALYSIS
Fig. 1 shows the schematic of imaging a microsphere that
is mounted in a medium at a depthd. To simulate a band-
limited microsphere, its analytical expression in the frequ ncy
domain was multiplied by aℓ∞ normalized3-D Gaussian
function with variances(Nx, Ny, Nz)/(2π) (see [6]). The
radius of the microsphere was chosen to be250nm, and it is
assumed to be embedded in a medium withns = 1.33. The
objective lens used is a ‘Plan-Neofluar’ oil immersion lens
(ni = 1.518) with 40X magnification and Numerical Aper-
ture (NA) of 1.3. The excitation and emission peaks are at
wavelengths of488nm (λex) and520nm (λem) respectively.
The physical pinhole size was fixed at61µm, and the images
were sampled at lateral and axial pixel sizes of46.92nm and
166.16nm. Fig. 2 shows the simulated band-limited micro-
sphere, the PSF calculated from (5) at a depth of10µm, and
the simulated observation (withγ = 100). We denote by
ϑtrue = {1.518, 1.33, 10µm}, the true experimental settings
of the simulation. The axial profile along the lateral plane is
shown in Fig. 3 for a PSF, the blurred and the noisy micro-
sphere.
The initial PSFĥ0ML for the ML algorithm, is assumed
to be constant with the mean of the observed intensities.
Fig. 4(b) shows the result of applying the MLEM on the
simulated image of a microsphere in Fig. 4(a) after50 it-
erations. The microsphere is often not laterally and axially
centered so its approximate relative position (x0, y0, z0) has
to be calculated from the observed images. We propose a
simple approach in estimating the relative microsphere po-
Fig. 3: Axial profiles of a calculated PSF, the blurred microsphere
and the observed microsphere. The intensities are scaled and the
peaks matched for visual comparison (c© Ariana-INRIA/I3S).
(a) (b)
Fig. 4: Maximum intensity projection along the axial planes of (a)
the observed bead and (b) the intermediate MLEM estimated PSF
( c© Ariana-INRIA/I3S).
sition in the observed images. The only assumption made
here is that the observation data has been treated so that the
available data is from a single microsphere. By knowing the
physical diameter of the microsphere (here500nm), we can
locate its centroid in the observed volume by estimating the
center of gravity (COG) of the intensities [8]. The above
method gives very precise lateral locations (x̂0, ŷ0), however,
due to focal anomaly the axial location (ẑ0) is inaccurate.
From geometrical optics [9], if the objective is non-paraxial,
the estimated axial position (ẑ0) is multiplied by a factor
(tan(arcsin(NA/ni))/(tan(arcsin(NA/ns))) to get the
new relative position (̂z0,new). While for the paraxial case,
the multiplication factor becomesni/ns. From simulation
results, it was found that this method gives an initial estima e
of the relative position to an accuracy of1.06% and0.13% in
the lateral, and8.42% in the axial positions respectively. The
relative positions estimated using the above technique was
used to re-center the objecto. The most likely estimate of the
parametersϑ was then found by successive minimization of
(9) around an initial guesŝϑ0. From our experiments it was
found that if a bounded estimation approach is used, the final
estimateŝϑ have a very good correspondence with their true
valuesϑtrue.
4. DISCUSSION
The testing of the algorithm on simulated data shows very
promising results for the problem of PSF extraction from
observed intensities for a fluorescence microscope where SA
is the dominant form of aberration. In the case where sub-
resolution microsphere is used, microsphere size correction
will not be necessary and the object should be treated as
a Dirac function. Future work is aimed at testing the pro-
posed approach on images of fluorescent polystyrene latex
TetraspeckTMmicrospheres from InvitrogenTM. A possible
extension of this method might involve estimating the pupil
phase without any need for parameter estimation. The task is
not simple as there are many possible solutions for the phase
function, though a realization might be possible through reg-
ularization. This work also opens up new possibilities into
the field of depth-varying image restoration.
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