The estimation of machining cost is one of the most important factors in the industry of metal products machining. Many approaches exist for the pre-calculation of the cost of machining for metal made products; but these approaches vary in complexity, requirements and therefore in their own cost. In recent years, the need for a cost effective methodology that intend to estimate the cost of machining of a given product has become more and more obvious; especially when the product is produced in small quantities where the cost of the study has to be kept to a minimum. In job shop facilities, precise classical cost calculation is too difficult due to the varieties infiniteness of workpieces in terms of features and of dimensions. A common practice is to calculate the manufacturing cost of the workpiece as a function in the machining time; however, machining time calculation itself is a costly and lengthy operation. More recently, the parametric estimation method has been adapted as a shorter way for estimation machining cost and / or time. This method needs much experience within the field of manufacturing, which lays in the human factor namely the expert. The experts judgments involve two drawbacks, first, it requires a good deal of acquired information; second the judgments are subject to evolution with the experts development. In this paper, a new estimator based on the artificial neural network (ANN) is developed to replace both methods that relied either on the expert engineer or on the detailed process sheet for the assessment of machining time. The proposed tool uses the ANN to estimate the machining time using training cases, which are collected from real machining operations. The ANN input is a set of parameters related to the workpiece under consideration and to the specific cutting operation variables. The developed and trained ANN proved to be acceptably accurate in estimating the machining time of various case studies.
the process of cost estimation for small manufacturing process is becoming a greater necessity with time; they also confirmed that the existence of such a feature at a reasonable cost and a reasonable degree of accuracy improves the company's competitiveness and increases the customer satisfaction. References [4] and [5] stressed on the fact that the miscalculations within this feature will lead to either a cost underestimation, which entails financial losses, or a cost overestimation, which will lead to missing business opportunities and making the integrity of the factory questionable. Reference [6] said that the step of cost estimation for manufacturing processes is crucial for a successful business. It was also added that the efficiency of this step is particularly critical when parts of the process are to be outsourced. References [7] and [8] suggested a featurebased analysis model where the expected cost is calculated based on the geometric shape and the dimensions of the required work piece.
COST ESTIMATION METHODOLOGIES
There are various cost estimation methodologies used throughout industry. In order to select a suitable cost estimation method, various parameters are considered, the most important of which are the availability of accurate information, and the existence of a timeframe. The Cost estimation methods may be classified into qualitative and quantitative methods. References [9] and [10] classified the cost estimation methodologies as described in table 1. 
Artificial Neural Network Methodology (ANN)
In comparison to the above-mentioned methods, the ANN is based on imitating the neuron transfer frameworks that exist in the human brain, especially those involved in the training and learning stages. The most popular networks are the Back Propagation Neural Network (BPNs), which are based on constant error feedback and modification of the weighted parameter approach to establish a minimum error estimation model. 'ANN techniques are widely applied to solve cost estimation problems in order to overcome the drawbacks of the regression-based model' [3] . References [11] and [12] states that the ANN was successful in many applications within the field of manufacturing cost estimation such as manufacturing of piping elements and vertical high speed machining centers.
One of the main advantages of using neural networks in this application is its capacity to reduce uncertainties within the process of cost estimation. Ref [12] confirms that the ANN is able to construct high-level nonlinear function estimation models without limitations on the number of features. It also confirms that, it is agreed upon, that the ANN is simple in use and the output results are adequately consistent and accurate for the type of application under consideration. However, reference [13] claims that the training stage of the ANN requires a large number of samples and is time consuming.
Problem Formulation
The review of the available literature shows that a multitude of factors may be taken into consideration during the estimation of the overall cost of machining of a workpiece. The classical approach has always been to perform extremely long detailed calculative procedures. These procedures are based on material costs and machining times, which are in turn, calculated based on selected workpiece parameters. The costing varies with locations and evolves with time. Many attempts were done to decrease partially the cost estimation of machining process. These attempts relied on workpiece parameters and human experts' judgments. The approach presented in this paper relies on using the machining time as the main component for the estimation of machining cost. The machining time does not change with years or places. The machining time will be calculated based on a parametric estimation method. Selected parameters of the machined part and machining process will be fed to an ANN in order to estimate the machining time. The ANN will be trained and evaluated by data sets from the industry.
ARTIFICIAL NEURAL NETWORK:
The Artificial Neural Network (ANN) is known to be a computational method, which imitates the biological nervous system. As shown in Figure 1(a) , the process consists of inputs (like synapses), which are multiplied by weights (strength of the respective signals), and then computed by a mathematical function, which determines the activation of the neuron. Another function computes the output of the artificial neuron based on a certain threshold [14] . ANNs combine artificial neurons in a network in order to process information. Figure 1(b) shows a feed forward ANNs. In this network, the artificial neurons are organized in layers, which send their signals 'forward'. The network receives inputs by neurons in the input layer and the output of the network is given by the neurons in the output layer. There may be one or more intermediate hidden layers. The higher the weight of an artificial neuron is, the stronger the input, which is multiplied by this weight. Depending on the weights, the output of the neuron will be different. By adjusting the weights of an artificial neuron, the desired output can be obtained. The operation of adjusting the weights of the ANN is called learning or training. There are many training algorithms such as back error-propagation algorithm. It is used in layered feed forward ANNs. This algorithm is trained by sets of examples, which contain input arrays and the desired output arrays. The input is introduced to the network then the error between the actual and the desired output is propagated backward in the network to readjust the weights in order to reduce the error. Given the here mentioned mechanism, preparing the data set is the preliminary task in the process of design and training of ANN. Moreover, another data set is used for the verification and the testing of the developed ANN.
DATA SET PREPARATION
In this research, the inputs are the relevant machining variables, that are used to estimate the machining time and the output is the expected machining time. In addition, Table 2 shows three examples of generating numeric values of input variables N1, N19 and N74 as per Figure 2 . Table 2 Inputs and related parameters applied on three workpieces. 
Output Data Preparation
For every input data set, there is a desired machining time, which is the required outcome of the operation. The desired machining time was calculated by the traditional operation sheet method. The total machining time (TMT) of a part includes the times of direct machining, setting, handling, tool changing, speed and feed changing, measuring and rest. The calculated total machining time was normalized, using equation 1, to a value called normalized total machining time (NTMT) with maximum value of one. The total number of final data sets is shown in Table 3 .
Eq.
(1) 6 DESIGN OF THE ANN This section explains the design of the developed ANN as a feed forward ANN with three layers as shown in Figure 3 . The first layer is the input layer, which consists of eight input neurons. The input layer is connected to hidden layer, which has a number of neurons. The output layer has one neuron, which gives the normalized total machining time. Table 4 shows the study of the regression values for the four developed networks. The different networks were developed based on transfer functions, activation functions, and the number of neurons. The network number net-8 was selected for its minimize regression value, which reflects its best capability of performing the required estimations. The developed ANN was trained using the prepared data set. The training was conducted with different numbers of neurons in the hidden layer. Those numbers were varied from 3 to 10 neurons. For training, 70% of the data set was used. The training operation was continued until the accuracy of the ANN calculations reached a preselected value of 0.0001 error, which is equivalent to 0.03 min. The error is the difference between the actual time of the job and the calculated output time of the ANN. Another 15% of the data set was used for the validation of the developed ANN. The remaining 15% of the data set was used for the validation of the developed ANN. Finally, the error that proved present at the testing stage was identified.
CONCLUSION
This paper targeted the solution of the problem of cost estimation for machining products through the estimation of a single parameter namely the machining time. It is claimed that this approach is advantageous over others, because the machining time can be generalized since it does not depend on local costing factors, nor does it evolve with time. The suggested solution cuts the cost of the study itself yet guarantees a very acceptable level of accuracy. In this research, a new method for estimating the machining time from machining operation variables was introduced. Eight parameters related to workpieces, machines and tools were selected according to a survey of a number of jobshop facilities. These parameters were categorized in ranges and were given normalized values. The testing of developed and trained ANN showed that it was able to estimate the machining time with an error mean value of 10.2 min and a standard deviation of 17.42 min. These figures are acceptable in job-shop work where the variability and uncertainty are high. Using the developed ANN reduces the time of estimation of the machining cost and consequently the costing entailed by this time, since it overrules the necessity to study the details of machining operations and all the lengthily calculations. Moreover, the simple input variables reduce the need for highly expert engineers to accomplish the job of machining time estimation. The previous facts reduce the required time and cost of estimation of the machining cost for a workpiece. This developed methodology best suits cost estimation for machining jobs of small lot sizes. It is also useful to estimate the cost during product design and development. Finally, it is necessary to stress on the fact that increasing the number of data sets and their ranges will enhance the generalization and accuracy of this tool.
